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Abstract 
The research into artificial turf sport surfaces has seen significant growth over 
the last decade, linked to the proliferation of artificial turf surfaces in Europe for 
use in high participation sports. The latest third generation (3G) surfaces are 
typically comprised of multi-components exhibiting behaviours that are 
non-linear and rate dependant. Of particular importance is the vertical loading 
response, i.e. hardness or shock absorption, as it has been linked to both 
player performance and injury risk. Modelling sports surfaces can be of benefit 
to predict the loading response and allow for optimisation of geometry and 
materials in a virtual environment prior to changes in manufacture or 
construction. Thus, the work presented in this thesis is focussed upon the 
development of a numerical model to describe the behaviour of 3G artificial turf 
systems under vertical loading. 
 
The development of the numerical model required material stress-strain data to 
characterise the response to vertical loading. Material characterisation required 
the development of a novel methodology due to the limited loading rates of 
standard test devices. This methodology was based on the Advanced Artificial 
Athlete (AAA) vertical impact test with a specification developed to ensure valid 
stress-strain data was captured. Testing using this method, allowed for 
stress-strain data for the shockpad and carpet-infill layer to be collected at 
representative loading rates. This data, along with supporting stress relaxation 
data, provided the basis for material model calibration for each of these 
components.  
 
Material model calibration was a multi-stage process with the first calibration 
conducted by optimisation equations in a specialised material modelling 
software. A second manual optimisation, based upon initial results from a finite 
element (FE) simulation of the AAA FIFA test, allowed for refinement of the 
material model until a predefined set of accuracy criteria was met. Further 
simulations of AAA impacts from different drop heights were performed to 
validate the material models.  
ii 
 
Finite element models of two shockpads produced root mean square 
differences (RMSD) of <5% from the experimental across AAA impacts at 25, 
55 and 85 mm. The carpet-infill system modelled as a single part produced 
RMSD differences of ~8% however with the addition of a stiffer carpet backing 
added to the model, this was reduced to ~3% at the 55 mm drop height. 
Despite continued good agreement at the 25 and 85 mm drop heights (~5% 
RMSD), the energy absorption of the model was excessive (>8%). Combining 
the models of shockpads with the carpet-infill system created a surface system 
model which was used to assess the predictive capability of a AAA impact. 
Results at 25 and 55 mm were good (<6%) but produced weaker agreement 
from 85 mm (<10%).  
 
The work presented in this thesis supports the theory that FE modelling of 3G 
turf can assist in the design and optimisation of surfaces before physical 
construction. The methodology for experimental material characterisation and 
model calibration could be applied to different shockpads and carpet-infill 
systems. Further work should focus on the addition of the sand infill and the 
response to loading from successive AAA impacts.  
 
Keywords: 3G, Artificial turf, Mechanical testing, Material modelling, Finite 
element modelling. 
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Chapter 1 - Introduction 
1.1 Background 
The research into artificial turf sport surfaces has seen significant growth over 
the last decade. This is linked to the proliferation of artificial turf surfaces in 
Europe for use in high participation sports such as soccer, rugby union and 
rugby league as well as the introduction of these surfaces into their laws of the 
game globally, and use at elite competition level (Sport England and Sport 
Scotland, 2006; Sport England, 2013; Fédération Internationale de Football 
Association, 2015c). The latest third generation (3G) surfaces are the most 
technologically advanced to date and have become the surface of choice for 
sports such as American Football.  
 
Third generation artificial turf systems are typically comprised of multiple 
components and their interactions with users and equipment can be highly 
complex under compression, tension, shear, and with regard to profiled 
footwear and studded boots (Dixon et al., 2015). The surfaces, defined as the 
components that actively influence ball and player interactions, are constructed 
in a layered format (Fleming, Ferrandino and Forrester, 2016). The bottommost 
layer consists of an elastomeric shockpad designed to absorb impacts. On top 
of this lies the carpet, consisting of tufts of polymer fibres stitched into a canvas 
backing. The carpet layer also contains two infills: at the base is a stabilising 
infill, commonly sand, which adds weight and helps to keep the fibres upright; 
and above this is a performance infill, commonly rubber crumb particles, to 
provide a suitable compressible interface for player and equipment interactions. 
Many of the materials utilised in surface construction exhibit behaviour that is 
non-linear, viscoelastic and temperature dependent (Dixon et al., 2015).  
 
Despite the increased focus, the fundamental understanding of the 
mechanisms of interaction between player and surface (and ball - surface) 
remains poor (El Kati, 2012). Hence, although the benefits of artificial turf are 
well recognised, many research challenges remain before it can be viewed as a 
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realistic alternative to natural grass at all levels of sport. Due to the large 
number of different component combinations and, therefore, interactions that 
can occur, designing surfaces for specific sporting applications is a lengthy and 
time consuming process. Previous researchers have used numerical models to 
optimise surface designs before manufacture and to study the effects of 
changing surface geometry or materials (Thomson, Birkbeck and Lucas, 2001; 
Andena et al., 2015; Yukawa et al., 2015). 
 
At present there are no usable numerical models to describe artificial turf 
system behaviour.  A working finite element (FE) model describing component 
behaviour and system response would be a major step forward in helping 
predict player-surface (and ball-surface) interactions, and in optimising surface 
designs in a virtual environment, prior to physical changes in production or 
construction (Anderson, 2007; Andena et al., 2015; Yukawa et al., 2015).   
1.2 Aims and Objectives 
The principal aim of this PhD is to develop a numerical model to describe the 
vertical impact behaviour of multi-component artificial turf systems.  A 
secondary aim is to characterise the material behaviours as necessary to 
support the model development.  
 
In order to achieve these aims, a number of objectives were formulated: 
1. What is the current knowledge surrounding the characterisation and 
modelling of sports surfaces? 
2. How can the material response to vertical loading be characterised and 
made suitable for material modelling? 
3. What is the effect of each component on the vertical response to 
loading? 
4. What material models can be used to capture all of the behaviours 
observed under compressive loading? 
5. Can FE models of independent surface components accurately describe 
the response to vertical loading under differing impact energies? 
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6. Can a full 3G surface FE model accurately predict the vertical response 
to loading and be used as a tool to optimise surface designs? 
1.3 Thesis Structure 
The structure of the thesis is described below with a summary of each chapter. 
Figure 1.1 illustrates the flow of the thesis with links between 
Chapters highlighted.  
 
Chapter 1 - Introduction 
Chapter one provides an introduction to the thesis, summarising the 
background knowledge of the research area, the thesis aims and objectives 
and the thesis structure.  
Chapter 2 – Literature Review  
A comprehensive review of published literature related to artificial turf surfaces 
and numerical modelling is presented. Four main areas of interest are covered: 
background to 3G turf, mechanical behaviour of relevant materials, material 
modelling and FE modelling of sports surfaces.  
Chapter 3 – Evaluation of Advanced Artificial Athlete and Hall Effect 
Sensors for Measuring Surface Strain 
An experimental study is performed to assess the accuracy of the Advanced 
Artificial Athlete (AAA) for measuring the stress-strain properties of surfaces 
and surface components. In addition, the use of Hall effect sensors to measure 
the strain in a single layer of a multi-layer surface system is presented and 
assessed.   
Chapter 4 – Mechanical Behaviour of 3G Components and Surface 
Systems Under Compressive Loading 
Tests are outlined and performed to collect mechanical test data in order to 
characterise the behaviour of artificial turf components. The results of the tests 
are analysed in relation to the material models required for each component.   
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Chapter 5 – Shockpad Finite Element Model 
The development of material model and FE model for AAA impacts onto two 
different shockpads is presented. This includes the calibration of the material 
model and validation of the resulting FE model against experimental data.  
Chapter 6 – Carpet-Infill System Finite Element Model  
A similar process to Chapter 5 applied to model the rubber infill-carpet matrix.  
Chapter 7 – Surface System Finite Element Model 
The FE models created in Chapters 5 and 6 are combined into a full surface FE 
model. Results are compared to experimental data including an assessment of 
the individual layer deformations using Hall sensor measurements of individual 
layer deformations.  
Chapter 8 – Discussion 
The research aims and objectives detailed in Chapter 1 are addressed with 
reference to the findings from each chapter.  
Chapter 9 – Conclusions 
The key research findings are reinforced and areas for future work outlined.   
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 Figure 1.1 - Flow diagram showing thesis structure and objectives addressed. 
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Chapter 2 - Literature Review 
2.1 Introduction 
To establish the current research knowledge a comprehensive review of 
published literature related to artificial turf surfaces and numerical modelling 
encompassing relevant journal articles, conferences papers, books and theses 
was undertaken. This targeted the first research objective of the thesis 
(Section 1.2 objective 1) by providing a critique of the current research and 
therefore finding gaps in the current knowledge whereby the research 
presented in this thesis could contribute.  
  
The literature review was split into four main areas of interest, the first of which 
focused on providing fundamental background knowledge of artificial turf 
surfaces with a particular focus on third generation (3G) surfaces. This included 
the history and design of the surfaces and a review of the mechanical test 
methods used to assess surface properties. This led onto a discussion of the 
components used in 3G turf systems and their material properties under 
compressive loading. Relevant material models are then reviewed which aim to 
describe the material behaviours seen under loading for use in finite element 
(FE) models. Finally the numerical modelling of sports surfaces was assessed 
with reference to the methodologies used to collect and calibrate suitable 
material models. 
2.2 Background knowledge 
The background knowledge provides an overview of artificial turf surfaces, their 
construction, components, quality test control methods and previous research 
into the modelling of turf surfaces. Using this background knowledge, further 
related literature was consulted and reviewed to establish a deeper 
understanding of the modelling of materials and surfaces.  
2.2.1 Surface history, use and development 
Artificial or synthetic turf surfaces for sports were first introduced in the 1960’s 
and have since been through three key development stages to arrive at the 
current 3G surfaces that are commonly used today (Dragoo and Braun, 2010). 
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Third generation surfaces first came to prominence in the late 1990’s and were 
characterised by longer fibres and a performance infill that provided properties 
closer to that of natural grass than its predecessors.  
 
Artificial surfaces provide a good alternative to natural turf pitches in climates 
where extreme weather such as freezing temperatures or lack or water can 
make it difficult to maintain a high quality natural turf surface (Fédération 
Internationale de Football Association, 2015c). The UK, however, still lags 
behind other European nations with similar climates when it comes to 
investment in artificial surfaces. In 2014 the Football Association (FA) reported 
England to have one synthetic pitch per 24,000 people, a figure that was 
dwarfed by European counterparts Germany who provided one surface for 
every 8,000 (Football Association, 2014). This was highlighted as a key factor 
attributing to the decline in English professional footballers playing in the top 
division of English football (Football Association, 2014).  
 
The Fédération Internationale de Football Association (FIFA) recognised 3G 
surfaces as “the best alternative to natural grass” and in 2004 made the move 
to allow the surfaces to be used at the elite level (Fédération Internationale de 
Football Association, 2015c). Their use at the highest level in English football 
still remains a controversial topic. The adoption of second generation (2G) 
artificial surfaces in the late 1980’s proved so unpopular, due to the high 
abrasiveness and surface hardness, they were subsequently banned by the 
English Football Association. After developments in surface technologies the 
pitches began to re-emerge in the lower leagues due to their low cost to 
maintenance ratio compared to natural turf (KPMG, 2012). Resistance at the 
elite level still exists however, with the Professional Football Association 
reporting that 90% of its members would be against the reintroduction of 
artificial turf in English professional football matches (The Professional 
Footballers Association, 2012). The main reason cited being the perceived 
increase in the risk of injury despite studies indicating no increase in severity or 
incidence of injury compared to natural turf (Fuller et al., 2007; Steffen, 
Andersen and Bahr, 2007; Williams, Hume and Kara, 2011). 
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Despite the resistance, current artificial surfaces are used in elite level 
competition for many major sports as either an alternative to natural turf 
(Soccer, American Football and Rugby Union) or as the surface of choice 
(Field Hockey). Furthermore, their use at the grassroots level has grown 
considerably over recent years due to their versatility for all-year-round and 
multi-sport use (Sport England and Sport Scotland, 2006; Sport England, 
2013).  
2.2.2 Surface construction 
Third generation surfaces are constructed from a number of layers 
encompassing a range of materials, geometries and properties. The surface 
refers to the uppermost part of a pitch that influences the player and ball 
interactions. The sub-base layers that sit beneath the surface layer are 
constructed to provide a solid, level foundation and to provide drainage to the 
system but designed to have little to no influence on the player and ball 
interactions. This thesis is therefore concerned with the uppermost layers, 
referred to as the “3G surface” throughout this thesis. The 3G surface is 
typically constructed of four layers (Figure 2.1).  
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Performance infill A thicker more compressible infill layer sitting on top of 
the stabilising infill in the carpet layer. Commonly 
consisting of rubber granules, the performance infill 
provides a surface for player and ball interactions.  
Stabilising infill The thin infill layer that sits at the base of the fibres. 
Usually consisting of sand its role is to ensure the fibres 
remain upright.  
Carpet The carpet layer consists of a geotextile backing with 
protruding plastic fibres used to simulate grass. Fibre 
length can range between 40-65 mm depending upon 
application. 
Shockpad The bottommost layer of the surface commonly consists 
of an elastomeric shockpad designed to provide 
cushioning and reduce the impact forces on the players. 
They can be either be prefabricated or laid in-situ and are 
usually 12-30 mm thick. 
 
 
Figure 2.1 – Third generation artificial turf surface showing layers in the system. From bottom to 
top: shockpad, carpet backing, stabilising infill, performance infill and fibres. 
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2.2.3 Shockpad design 
The shockpad is designed to provide cushioning to the athletes playing on the 
surface. Shock absorption is commonly used as the quantitative measure of 
these variables and has been defined as the ability of a surface to spread out 
the contact time and lessen the force of a blow or fall onto the surface (Breland, 
1990). Further design requirements include allowing for drainage of excess 
water and withstanding fluctuations in temperature such as repeated 
freeze-thaw cycles (McLaren, Fleming and Forrester, 2012). Shockpads come 
in three main forms, as a pre-fabricated mat, a particle-binder mix laid in-situ or 
as an integral foam layer bound to the carpet backing (Figure 2.2). The 
thickness of the shockpad varies, but is typically between 12-30 mm, with 
increases in shockpad thickness being attributed to increases in force reduction 
(Young, 2006).  
 
Elastomers are a popular choice in shockpad design as they have favourable 
shock absorption properties and can deform to large strains without permanent 
deformation. Rubber, a popular elastomer, is used in many engineering 
applications due to its flexibility, extensibility, resiliency and durability (Harper, 
2006). Shockpads are typically constructed to be cellular, a move that 
enhances energy absorption properties and allows drainage through the system 
(Mills, 2007). The presence of air voids also allows larger strains to be reached 
under compression (Kossa and Berezvai, 2016). Elastomer foams can be found 
in many sports products, a common example being in sports footwear acting as 
shock absorbers (Verdejo and Mills, 2004a). A key difference between these 
foams however is their construction method. Whilst most elastomeric foams are 
formed with the use of a blowing agent, in-situ shockpads are typically formed 
using recycled rubber compounds bound together with adhesive with the voids 
in the structure formed by the spaces between solid rubber particles (Tipp and 
Watson, 1982; Fleming, Ferrandino and Forrester, 2016). Manufacturers must 
take into consideration the binder content in shockpad construction as it can 
have a large effect on the tensile strength (Kim, 1997). There is however little 
evidence of binder content producing differences in vertical impact behaviour 
(Anderson, 2007).  
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Figure 2.2 - Examples of shockpads used in sports surfaces. a) bound recycled foam; 
b) prefabricated foam mat; c) in-situ bound rubber granules; d) prefabricated polyurethane 
bound rubber shreds. 
2.2.4 Carpet design 
The carpet can be split into two components, the carpet backing that lies flat on 
the shockpad surface and the plastic fibres that protrude from the backing 
(Figure 2.3). The carpet backing has limited influence over the surface 
properties, as its main function is to provide a stable base for the fibres. A 
range of different polymers are used in fibre manufacture with the three most 
common being polyethylene, polypropylene and polyamide. These polymers 
are preferred due to their ease of manufacture and favourable physical 
properties (Fleming, 2011). First generation (1G) carpets were made with 
polyamide due to its toughness and durability but was soon phased out and 
replaced with polypropylene and polyethylene as it was less abrasive to the 
skin (Severn, 2010). Two types of fibre are commonly used: monofilament and 
fibrillated (Figure 2.4). Monofilament fibres consist of individual strands of 
a) b) 
c) d) 
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extruded plastic whilst the fibrillated fibres are constructed as a film before 
being split to create a lattice (Figure 2.4). Fibres are stitched or woven into the 
carpet backing in tufts of 6-12 fibres. Changing the tuft density (tufts per m2) 
has also been show to alter surface properties such as traction (Severn et al., 
2011; Cole, 2015). The carpet backing is typically made of a woven geotextile 
with a latex backing to help secure the fibres in place (Schoukens, 2009).  
 
 
Figure 2.3 - Third generation artificial turf carpet highlighting fibres stitched into a carpet 
backing (Premier synthetic grass, 2019). 
 
The fibres largest direct influence is on the interaction between ball and 
surface, in particular ball roll, where a longer free pile height (height of fibres 
protruding above the level of infill) has been shown to reduce the ball roll 
distance (McLaren, Fleming and Forrester, 2014). Over time the free pile height 
decreases as the fibres are flattened from play and are unable to recover. 
Regular maintenance is therefore required to restore the fibres into an upright 
position. The fibres direct influence over vertical deformation is limited when 
measured as an individual component. Despite this, they play an important role 
in the combined carpet-infill system by acting as reinforcement to the 
performance infill by restricting migration of infill when subjected to loading 
(Cole, 2015).  
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Figure 2.4 - Different types of fibre used in third generation turf carpets. a) a tuft of 
monofilament fibres; b) fibrillated fibres (El Kati, 2012). 
2.2.5 Infill design 
Two types of infill are utilised in the creation of a 3G surface each playing an 
important function. At the base of the carpet lies the stabilising infill which 
provides support to stabilise the carpet and ensure the fibres are arranged in an 
upright position. Silica sand approximately 250-390 μm in size is commonly 
used as it is virtually incompressible and has limited air void space between the 
particles (Webb, 2016). The stabilising infill layer is typically 10-15 mm in depth 
and spread evenly across the base of the carpet (Wang, 2013).  
 
Performance infill is raked into the carpet and sits on top of the stabilising infill. 
The role of the performance infill is to provide an interface for the players to 
interact with. A number of different materials can be used (Figure 2.5) however 
the most commonly it is styrene butadiene rubber crumb made from shredded 
car tyres (Torres et al., 2010). This process creates irregular particles 1-2 mm 
in size and the air void percentage can range from 50-70% dependant on the 
level of compaction (Webb, 2016).  The combined stabilising and performance 
infill typically fills two thirds of the pile length (The Sports and Play Construction 
Association, 2009), with a full sized football pitch using up to 120 tonnes of 
rubber (Fleming, 2011). The rubber infill is much more compressible relative to 
the sand due to the nature of the material and the presence of air voids 
between the particles. Some studies have indicated the choice of performance 
a) b)
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infill to have an effect on the ball bounce, traction and surface stiffness 
(Villwock et al., 2008; Alcántara et al., 2009; Zanetti et al., 2012), therefore 
careful selection of an appropriate infill must be made.   
 
 
Figure 2.5 - Examples of different performance infills used in artificial turf. Styrene-butadiene 
rubber is most common (a) however other thermoplastics (b and c) and natural materials such 
as cork (d) can also be used (El Kati, 2012). 
2.2.6 FIFA quality testing  
To ensure 3G artificial surfaces are fit for use FIFA have a set of standards, 
underlined in the FIFA Quality Programme, that asseses surfaces in terms of 
playing performance, safety, durability and quality assurance (Fédération 
Internationale de Football Association, 2015c). These standards cover two main 
areas: the player-surface interactions and the ball-surface interactions. To do 
this a number of mechanical test methods have been developed in order to 
create controlled meaurements of the surface making it easy for comparison. 
These tests are perfomed both in the lab before surface construction and again 
on the installed surface. FIFA offer two levels of accredidation, FIFA quality and 
FIFA quality pro. In both cases the results from each of the surface tests must 
fall within the range stated with the FIFA quality pro offering a narrower range in 
which these values must fall (Fédération Internationale de Football Association, 
2015a).  
d) c) 
b) a) 
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2.2.6.1 Vertical behaviour measurement  
To quantify the vertical behaviour of surfaces a number of different variables 
are measured. Many studies focus on two variables: shock absorption 
(sometimes referred to as the force reduction) and the vertical deformation 
(Colino et al., 2017). Shock absorption is used as a way to measure the impact 
attenuation properties of a surface to improve player comfort and reduce the 
risk of injury (Silva et al., 2009; Farhang et al., 2015). In general it is assumed 
that surfaces that maximise the surface deformation offer the best shock 
absorption properties as the force applied from the impact is distributed over a 
larger time frame (Shorten and Himmelsbach, 2002; Benanti et al., 2013). This 
leads into the second variable of interest, vertical deformation of the surface. 
The vertical deformation determines how much the surface deforms when a 
load is applied normal to the top of the surface. Both shock absorption and 
vertical deformation need to be within certain limits for accreditation of surfaces 
for the FIFA Quality Concept.  
 
The measurement of energy restitution can also be used to gauge the surface 
behaviour. Whilst the shock absorption (SA) is concerned with absorbing the 
forces applied, the energy restitution measures how much energy is returned to 
the impacting object. This can be an important characteristic to ensure surfaces 
remain playable as the surface compliance can affect the way players interact 
with the surface, including influencing their speed of movement (McMahon and 
Greene, 1979).  Energy restitution is not a current requirement for surfaces to 
pass the FIFA Quality Concept however a test methodology for measuring it is 
included in the handbook of test methods that details all of FIFA’s mechanical 
tests.  
2.2.6.2 Advanced Artificial Athlete 
The Advanced Artificial Athlete (AAA) is a mechanical device used to mimic the 
impact of a human foot strike in order to measure the shock absorption, vertical 
deformation and energy restitution of a surface (Figure 2.6) (Fédération 
Internationale de Football Association, 2015b). The basic principle of the device 
is to produce a controlled vertical impact on a surface and output the 
impact-rebound properties (Wang, 2013).  
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The device consists of a convex test foot with a radius of 500 mm and diameter 
of 70 mm. To mimic the load and stiffness of a human leg, the test foot is 
mounted to 20 kg mass via a linear spring with a stiffness of 2000 N.mm-1. This 
arrangement of a single linear spring and mass was used to numerically model 
human running and hopping with relative success (Blickhan, 1989). Peak 
reaction force and contact time was shown to be less than 20% different to the 
experimental data (Blickhan, 1989). A remote-controlled electromagnet 
releases the mass from a height of 55 mm where it is guided by a support 
frame to ensure a vertical impact. An accelerometer attached to the base of the 
falling mass records the acceleration throughout the drop, impact and rebound 
at a frequency of 9600 Hz. Shock absorption, energy restitution and vertical 
deformation can be calculated using this acceleration data along with the 
velocity and displacement profiles calculated through integration using the 
trapezium rule.  
 
The standard drop from 55 mm is designed to match the impact peak and 
contact time from the heel strike during heel-toe running (Cavanagh, 1987; 
Morin et al., 2007; Fédération Internationale de Football Association, 2015b). In 
experimental testing on 3G shockpads and infill filled carpets the time to peak 
force from the AAA took between 18-20 ms (Wang, 2013). Furthermore, peak 
impact forces ranged from approximately 2000-4000 N depending on the 
shockpad-carpet-infill combination (Wang, 2013). Using an approximate athlete 
mass of 80 kg this would equate to between 2.5 and 5 bodyweights in GRF.  
 
It has been suggested by some researchers that measures of shock absorption, 
energy restitution and vertical deformation are limited and that the full 
acceleration-time data should be exported and analysed for a more thorough 
assessment of surface properties (Dura, Garcia and Solaz, 2002; Carré and 
Haake, 2004). The three FIFA test methods only use the peaks in the data to 
assess the surface performance (Fédération Internationale de Football 
Association, 2015b), however, given attributes such as surface stiffness can 
effect running performance (McMahon and Greene, 1979), assessment over 
the loading period could be of greater benefit.  
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Figure 2.6 - Advanced Artificial Athlete (AAA) schematic: 1. support frame; 2. electric magnet; 
3. 20 kg falling mass; 4. accelerometer; 5. linear stiffness spring; 6. 70 mm diameter test foot 
(Fédération Internationale de Football Association, 2015b). 
2.2.7 Inter-surface measurement 
To further the understanding of 3G surface properties, the contribution of each 
component to the surface properties needs to be investigated. Many 
researchers have made attempts to see the effects of the individual 
components on properties such as traction an skin friction, mostly conducted 
through iterative studies (Alcantara et al., 2009; Tay et al., 2015; Webb, 2016). 
To date, limited research has been conducted into the effect of each 
component on the vertical deformation properties, thus, a direct measurement 
of the deformation of each of the individual layers in the surface system could 
go some way to improving the understanding of the mechanics behind the 
properties under vertical loading. As described in Section 2.2.6, the AAA can 
produce a direct measure of the overall surface deformation, however 
measuring how the shockpad deforms underneath the carpet layer will help 
further the understanding of contribution of each layer to the overall response to 
vertical loading. An independent sensor system may be able to provide a 
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solution however the system must be validated and not interfere with the overall 
surface properties (Table 2.1).  
 
Linear vertical displacement transducers (LVDT) are a common sensing 
method for measurement of displacement and have been used in traction 
testing of 3G surfaces to measure stud penetration (Webb, 2016). The LVDT 
sensors, however, rely on mechanical movement of the sensing pin making it 
hard to implement between surface layers. Sensors that do not require this kind 
of mechanical feedback are available but come with their own limitations. 
Ultrasonic sensors can accurately measure distances through air but are limited 
in their application when a solid material is in the way. Hall effect sensors that 
can calculate a distance between a magnet and sensor offer a solution 
providing the material does not interfere with the magnetic signal however they 
are limited in the distance in which the magnetic flux can be measured from 
(Ramsden, 2006). Finally strain gauges can be used to measure the strain of a 
material however their application in this context would be limited to 
measurement of the top or bottom surface of the shockpad.   
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Table 2.1 – Common transducers used to measure distance. 
Sensor Description Advantages Disadvantages 
Linear 
vertical 
displacement 
transducer 
(LVDT) 
Electromagnetic 
transducer that 
converts mechanical 
linear motion to a 
corresponding electrical 
signal  
Can have a high 
sensitivity, durable, 
low hysteresis.  
Relies on the 
mechanical 
movement of a core 
rod thus making it 
hard to implement 
between surface 
layers.   
Ultrasonic  
Measures distance by 
firing an ultrasonic 
wave at a target and 
measuring the time 
between emission and 
reception 
Small with a high 
sensitivity and range 
(up to 20 m). 
Only works through 
air and can be 
affected by solid 
material interfering 
with the waves 
emitted. 
Hall effect 
Produces a voltage 
directly proportional to a 
magnetic field.  
Small and durable, 
magnetic field can 
pass through 
non-metallic 
materials without 
interference. 
Limited to short 
distances as the 
sensitivity is highly 
dependent upon the 
strength of the 
magnetic field. 
Strain gauge  
Measures electrical 
resistance variation 
when subjected to a 
force or pressure.  
Cheap, small and 
durable. 
Implementation to 
measure strain of 
shockpad may be 
difficult to implement 
parallel to the 
direction of impact.  
 
2.2.8 Player loading mechanics  
Understanding player-surface interactions is important in order to develop 
surfaces that improve player comfort, reduce injury, and enhance the surface 
performance (Wang, 2013). Whilst much of the research presented in this 
thesis concerns how surfaces react to human loads, it is also important to 
understand how surfaces can affect the way athletes interact with the surface 
(Stiles et al., 2009; Encarnación-Martínez et al., 2018). With the focus on the 
vertical response of 3G surfaces a number of factors can influence the ground 
reaction force (GRF) produced. These include, the type of movement, the 
speed of the athlete and the athlete weight (Hamill et al., 1983; Orendurff et al., 
20 
2008; El Kati, 2012). The majority of biomechanical and injury studies for 
artificial turf focus upon running, jumping and cutting movements (El Kati, 
2012). To enable full instrumentation during each of the movements, laboratory 
based environments are often used. This allows for more control over the 
measurement systems such as motion and force data capture, however, it 
restricts the movement area. Despite this, it remains the best way to collect 
repeatable data over a number or trials and subjects (Kirk et al., 2007).  
 
To understand how the AAA replicated a human foot strike it is important to 
acknowledge how athletes interact with the surface, in particular the GRF 
during locomotion. To measure the GRF, a surface is often laid on top of a 
force plate and the athlete asked to perform a movement in the direct area in 
which it is located (McGhie and Ettema, 2013; Ferrandino, Forrester and 
Fleming, 2015). When running, the GRF can be split into the vertical and 
horizontal components throughout the contact phase (Davidson, 2012). The 
vertical component is of most interest as the AAA looks to replicate this loading.  
 
Different running styles can influence the shape and duration of the vertical 
GRF (Lieberman et al., 2010). A heel-toe (or rear foot) running style is the most 
common style found in elite and recreational level athletes (Hasegawa, 
Yamauchi and Kraemer, 2007; Oliveira et al., 2015). The vertical GRF 
associated with this style has two distinct peaks (Figure 2.7) represents the 
initial heel contact with the ground, also known as the passive phase of impact. 
After a brief dip in force, a second peak occurs, known as the active phase and 
represents the push off from the athlete. It is common for the first passive peak 
to be lower than the active push-off peak however it has been shown at faster 
running speeds the passive peak can increase in magnitude above that 
recorded in the second peak (Hamill et al., 1983).  
 
For comparison purposes the vertical GRF is often normalised against the 
athlete bodyweight. Results reported by a number of studies indicate that for 
typical running speeds of 3-5 m/s the first peak was approximately 1.5-3 body 
weights and this increased proportional to the speed (Munro, Miller and 
Fuglevand, 1987; Adrian and Xu, 1990; Dixon, Collop and Batt, 2000; Smith, 
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Dyson and Janaway, 2004; Korhonen et al., 2010; Lieberman et al., 2010; 
Wang, 2013). For comparison walking produced approximately 1.3 body weighs 
and sprinting between 4.5-5.5 bodyweights (Adrian and Xu, 1990; Mero, Komi 
and Gregor, 1992). Cushioning either by the surface or through use of footwear 
reduced the magnitude of the peak GRF (Dixon, Collop and Batt, 2000; 
Lieberman et al., 2010). There is limited research on the running behaviour on 
3G artificial turf with most research focusing upon sports specific movements 
such as cutting or jumping. Despite this, some comparisons can be made, 
during a sprint deceleration onto a force plate located under a synthetic 
shockpad and artificial turf surface the maximum force was recorded between 
2.8-3 body weights with one study reporting the time to peak force as 0.024 s 
(Stiles and Dixon, 2006; McGhie and Ettema, 2013).  
 
The loading rate refers to the rate of increase in force with respect to time. It is 
described by the gradient of the line to the peak force therefore is represented 
by the peak force divided by the time taken to reach the peak force. Many 
studies have reported the initial passive peak to be achieved within 
approximately 10-30 ms with the full contact time approximately 100-300 ms 
dependant on the speed of running (3-7 m/s)  (Hamill et al., 1983; Munro, Miller 
and Fuglevand, 1987; Lieberman et al., 2010; Wang, 2013).  
 
 
Figure 2.7 – Typical vertical ground reaction force produced during heel-toe running where (a) 
represents the passive peak and (b) the active peak. 
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2.2.9 Modelling of 3G turf 
As highlighted in the introduction (Chapter 1), a working model describing 
component behaviour and system response would help in optimising surface 
designs in a virtual environment, prior to physical changes in production or 
construction of prototypes. Whilst there are no current models of whole system 
response, attempts have been made to characterise the behaviours of system 
components using a variety of modelling methods.  
2.2.9.1 Shockpad  
The earliest example of a model to describe shockpad behaviour was by 
McCullough and Graham (1985) who developed a non-linear damped 
mathematical model to describe the load-unload properties of foam based 
shockpads. Alongside a power-law model developed by Shorten and 
Himmelsbach (2002) to describe the shock attenuation properties of synthetic 
sports surfaces, this provided the basis for the first model specifically designed 
to describe rubber shockpad behaviour in 3G turf. By combining the two 
material models Anderson (2007) created a mechanical model consisting of a 
non-linear spring in parallel with a dampener that was specifically designed to 
represent rubber shockpad behaviour. The mechanical model was able to 
accurately predict rubber shockpad behaviour but could not predict the 
response independently of thickness or impact energy. For the model to work 
for different thicknesses, new experimental data would be needed for material 
model calibration. Kim (1997) used a Mooney-Rivlin material model to 
numerically represent a rubber shockpad in a finite element simulation. Under 
compressive loading at 300 mm/min the simulation had good agreement to the 
experimental stress-strain data. The model was however limited to one 
deformation speed and could not model the unloading response. The models 
highlighted, may have been simplistic in their definition and capacity to predict 
shockpad performance, but demonstrated that the hyperelastic behaviour of the 
shockpads can be accurately represented by common material models 
available in many finite element software packages.  Furthermore, the addition 
of a viscoelastic element to the Mooney-Rivlin model would improve the models 
ability to assess different impact energies and assess the unloading response.  
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2.2.9.2 Fibres 
Hufenus (2013) used finite element modelling to analyse different fibre designs 
to optimise the bending recovery. The FE models were created in ABAQUS 
(Dassault Systèmes Simulia Corp, 2016), with material model calibration also 
taking place within the software. Material models were calibrated using tensile 
elongation and creep tests, where Ogden and Mooney-Rivlin models in 
combination with a viscoelastic prony series were used to describe the two fibre 
materials (Polyamide and Polyethylene). As the study was used to optimise 
fibre design only one prototype fibre was used to validate the FE models. The 
results indicated that the finite element results were able to correctly predict the 
prototype fibre to be more resilient compared to the old design, however, the 
absolute values of fibre recovery distance varied considerably from those 
measured experimentally.  
2.2.9.3 Turf surfaces  
The modelling of turf surfaces is relatively limited, however, there have been 
instances of mechanical models being formulated to model the whole system 
response of artificial turf. Using a 3G surface with three different surface 
hardness levels Yukawa et al. (2012, 2013) performed a series of vertical 
impact tests at different intensities and recorded the force-time output. The data 
was then used to fit a Voigt viscoelastic material model using a least squares 
method fitting tool and the root mean square difference as a measure of the 
accuracy of the model fit. The resulting numerical model was able to predict the 
force-time response for each of the impact energies in all three of the 
conditions. Despite this, the numerical model was not tested against conditions 
outside of the parameters to which it had been calibrated, thus limiting the 
range in which it could reliably be applied.  
 
Yukawa et al. (2018) developed the model further, increasing the number of 
conditions by varying the angle and speed of impact. A Voigt material model 
was calibrated to the experimental data and a separate equation used to adjust 
coefficients dependant on the angle of impact. Using the numerical model the 
horizontal and vertical resultant forces were evaluated against experimental 
data. Horizontal forces were well predicted with a root mean square difference 
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(RMSD) <10% compared to the experimental data. However, for the vertical 
force response predictions were poor with an average RMSD 17% and some 
individual differences reaching 33%. Errors of this magnitude would lead to 
large errors in the shock absorption measurements, thus assessment against 
the FIFA standard would be inaccurate.  
 
The modelling method used by Yukawa viewed the surface as a single body, 
whilst this simplified the modelling it limited the application as it could not be 
used to analyse the contribution of each of the 3G components. The study also 
only utilised a simple Voigt hyperelastic material model and thus a more 
complex material model allowing for further incorporation of viscoelasticity 
would allow for the rate dependant behaviour to be analysed.  
2.3 Material characterisation 
As highlighted previously 3G artificial turf systems consist of a variety of 
materials with differing material properties. To understand the behaviour of 
these materials, first an understanding of the mechanics behind their response 
to loading must be understood.  The following section details the basic 
mechanical properties of elastomers and polymers used in artificial turf 
surfaces.  
 
Two key variables are used when describing the behaviours of materials. The 
stress and strain (or variations of) describe the forces and deformation 
occurring in the material when a load is applied respectively. By analysing the 
stress-strain response under different load conditions, a picture of how the 
material behaves under more complex loading cases can be constructed. 
Materials are often described as being tough, hard, brittle or ductile; however 
understanding what these descriptors are referring to requires a greater 
understanding of their response to loading.  
2.3.1 Basic theory of elasticity  
Elasticity describes the ability of a material to resist deformation and return to 
its original size and shape when the load is released without permanent 
deformation or damage. Knowing the elastic range of materials under 
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compression such as a 3G shockpad can ensure they are not susceptible to 
permanent damage in use (Ashby and Jones, 1997). The fundamental laws of 
elasticity were first investigated by Robert Hooke in the 17th century and are 
widely reported in literature (Treloar, 1975; Bergstrom, 2015). Further to this, 
the volumetric response of a material to loading can be described by the   
relationship between lateral and axial strain in the linear elastic region, 
otherwise known as the Poisson’s ratio (Gere, 2008).   
2.3.2 Hyperelasticity 
Elastomers are group of materials that are characterised by their ability to 
achieve high strains without permanent deformation. The term elastomer, a 
combination of elastic and polymer is often used interchangeably with rubber 
(Smith, 1993). These properties result from the chemical structure being made 
up of long randomly oriented molecular chains that align when stretched and 
restore when the load is released. This is assisted by weak van-der-Waals 
bonds between chains that can easily be broken allowing the chains to unfold. 
This phenomenon can be restricted through vulcanisation, the act of adding 
heat and sulphur to the raw rubber, creating cross links between the longer 
strands and restricting movement of the polymer chains (Treloar, 1975). 
 
The load-unload stress strain curves associated with rubbers are typically 
non-linear in nature (Figure 2.8). This response to loading does not allow for 
Hooke’s Law to be implemented as the stress is not proportional to the strain in 
the elastic region. Instead the relationship between the stress and strain is 
described by a strain energy density function. The non-linear elastic region is 
instead said to be hyperelastic and commonly has an ‘S’ shaped profile during 
loading that can be split into three regions. Firstly a period of increased stiffness 
is seen, attributed to the random orientation of the polymer chains becoming 
aligned with the direction of loading. The second section displays a more linear 
response with a reduced stiffness. This is associated with rotation in the 
polymer chains around their carbon bonds to allow further alignment of the 
chains. Less resistance is experienced therefore attributing to the reduction in 
the stiffness during this period. Finally the stiffness increases dramatically as 
the stress continues to increase with very little increase in strain. This is 
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explained by the extension causing straightening of the molecular chains which 
requires a lot of energy compared to the rotation of the chains (Price, 2005).  
 
 
Figure 2.8 – Typical stress-strain response to uniaxial loading of rubber (Treloar, 1975). 
 
As displayed in Figure 2.8, when the force is removed, energy loss is seen in 
the unloading, causing a hysteresis loop to be formed. This is attributed to the 
reversible transformation of work into heat upon unloading (Treloar, 1974). The 
conversion of energy into heat is down to the reformation of the van-der-Waals 
bonds between the chains. The force taken to break the bonds during loading is 
not required as the bonds are able to form at more favourable locations during 
unloading resulting in a reduction in the stress for the given strain (Price, 2005).  
 
Following the removal of the load, the specimen may not always return to its 
original strain. This is known as permanent set and is attributed to the severing 
of polymer chains and the reformation of new bonds at these severed sites 
when the material is held under extension. When the load is taken away the 
un-severed chains return to their original size but are restricted by the newly 
formed bonds. This stops the test piece from returning fully to its original shape 
resulting in permanent deformation to the sample (Price, 2005).  
2.3.3 Viscoelasticity  
Viscoelastic behaviour describes the time-dependant behaviour of a material 
subjected to differing loading rates. As highlighted previously a linear elastic 
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material follows Hooke’s law with stress proportional to strain, a viscous liquid 
however, obeys Newton’s law where stress is proportional to the rate of change 
in strain with respect to time: 
 
𝜎 =  𝜂𝜀̇  (eq. 2.1) 
 
Where (σ) is stress, (η) is the viscosity modulus and (ε̇ ) is the strain rate. 
 
Elastomers have an intermediate response to loading falling between the two 
cases of linear elasticity and of a viscous liquid [eq. 2.1]. When subjected to 
loading the long entangled polymer chains must align. As the strain rate is 
increased these chains find it harder to align resulting in a lag between the 
applied stress and the resulting strain.  
 
Viscoelastic behaviour can be observed when holding an elastomer under a 
constant stress or strain. When held under a constant stress, creep is seen 
(Figure 2.9a), whereby the strain increases as the hold time tends towards 
infinity. When held under a constant strain, stress relaxation occurs 
(Figure 2.9b), whereby the stress will decrease as the time tends to infinity. 
Finally, due to the dissipation of energy during unloading as the molecular 
chains attempt to realign, hysteresis is evident (Figure 2.8).  
 
 
Figure 2.9 - Example outputs from viscoelastic materials when held under a) constant stress 
and b) constant strain (Treloar, 1975). 
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2.3.4 Granular behaviour 
The application of granular rubber is prominent in the civil engineering sector. 
Many of these applications require substantial shear strength and 
compressibility (Yang, Lohnes and Kjartanson, 2002). Much of the rubber used 
in civil applications comes from the recycling of scrap tyres (Strenk et al., 2007). 
The scrap tyres are typically reduced to a particle size between 12-305 mm and 
can be split into three categories. Tyre shreds are the largest at 50-305 mm, 
tyre chips are 12-50 mm and finally granulated rubber below 12 mm in size. 
The properties of granular rubber are therefore of importance due to its 
widespread use in 3G turf.  
 
Characterising the behaviour of solid materials can be done relatively easily 
using standard test methods under compression or extension. The 
characterisation of particulate materials is done as a system and is often a 
descriptor of how the particles behave with relation to one another. Some of the 
common ways to characterise the behaviour of particulates in dry state systems 
include the bulk density, cohesion and the angle of friction.  
 
The density, known as the bulk density for particulate materials, is described as 
the mass of particles in a given volume. The bulk density (γ) can be changed 
through compaction by reducing the volume of air voids in a sample (Knappett 
and Craig, 2012) and has been shown to increase surface hardness and 
rotational traction  (K. A. Severn, Fleming and Dixon, 2010; Fleming, Forrester 
and McLaren, 2015). However, decompaction of the infill was proven to be able 
to reverse increases in surface hardness (Fleming, Forrester and McLaren, 
2015). 
 
The failure of particulate systems such as soils is often described by the 
Mohr-Coulomb model (Labuz and Zang, 2012) which links together some of the 
key properties of soils (Figure 2.10). Cohesion (c) is defined as the attraction 
between particles of the same form, for granular systems with little water 
content this is generally very low. Finally the angle of internal friction (ϕ) is used 
as a measure of a systems ability to withstand a shear stress and is defined by 
29 
the angle measured between the normal force and resultant force just as failure 
occurs.  
 
Figure 2.10 - Mohr-Coulomb failure criterion. 
2.3.5 Material test methods 
The most common approach to characterise the mechanical response of a 
material is to mechanically load the material and measure the resultant force 
and displacement response (Bergström, 2015). Mechanical test devices are 
utilised due to their ease of use, controllability and repeatability 
(Ronkainen et al., 2010). The most basic and useful mechanical tests are 
designed to determine the stress-strain response of a material. The 
stress-strain response determines the deformation characteristics of the 
material for the intended application.  
2.3.5.1 Compression and tensile testing  
Uniaxial compression and testing have proven to be two of the most effective 
ways to gather information about a materials properties (Bergstrom, 2015). 
Previous studies have used compression tests to characterise the behaviours 
of 3G turf and its individual components. Wang (2013), used a tensometer 
(ElectroPuls E3000, Instron), to dynamically load 3G surfaces at different 
frequencies (Figure 2.11). Using a 50 mm test foot, each surface was subjected 
to 20 cycles at a set frequency to a maximum load of 1900 N. This load was 
selected as it was equivalent to the peak force produced by an 80 kg athlete at 
running speeds (2.5 bodyweights, Section 2.2.7).  
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Figure 2.11-  Instron ElectrPuls E3000 test area for multi-frequency compression testing. 
 
Loading frequencies of 0.9, 3.3 and 10 Hz were selected to represent the 
loading times of walking, running and sprinting (1.1 s, 0.30 s and 0.1 s). Whilst 
these loading times matched well against the contact times reported from 
athlete trials (Section 2.2.8), the loading mechanism was simplified 
(Figure 2.12). Each frequency was applied as a sine wave alternating between 
zero and 1900 N (Figure 2.12). As displayed in Figure 2.7 the loading from a 
human foot strike produced two distinct peaks and the initial rise to the first 
peak is much faster (approximately 30 ms) compared to the relatively long 
loading period to get the peak force in the sine wave. There is also the 
acceleration and deceleration associated with this method which does not occur 
during the running GRF. Other researchers testing the midsole of athletic 
footwear have instead used much shorter loading periods of 30 ms to better 
replicate the initial heel strike (Verdejo and Mills, 2004b; ASTM, 2006). To 
achieve these loading rates an impact based test was commonly used (Verdejo 
and Mills, 2004b; ASTM, 2006). Attempts to replicate the whole foot strike using 
a six axis robot were also attempted and, whilst more biofidelic, were not able 
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to move fast enough to replicate the speeds recorded during human running 
(Ronkainen et al., 2010).  
 
Figure 2.12 – Loading inputs used for the cyclic loading of samples. 
  
Due to the nature of the materials the resulting stress-strain profiles form 
compression testing of 3G surfaces and components resulted in hyperelastic 
and viscoelastic behaviours being observed (Figure 2.13). Anderson went a 
step further by identifying the stages of compression of the shockpad layer 
(Anderson, 2007). Two stiffness regions were identified in the loading phase: an 
initial low stiffness region associated with the compression of air voids and a 
larger stiffer region associated with the compression of solid material 
(Figure 2.13, Anderson 2007). In between these two regions was a transition 
region (Figure 2.13). Wang (2013) also observed a similar loading profile in the 
compression of the 3G turf surfaces. This can be linked to the similar cellular 
structure formed by the voids between the infill particles and fibres.  
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Figure 2.13 - Regions identified in stress-strain loading and unloading during cyclic testing.  
2.4 Material modelling 
A material model consists of two parts, firstly a constitutive equation that 
represents the material behaviours and secondly a set of parameters that are 
used in the constitutive equation to describe the behaviour of the specific 
material being used (Bergström and Bergström, 2015c). A constitutive equation 
relates two physical quantities, for example stress and strain as described by 
Hooke’s law. The material parameters are used to describe the behaviour of the 
material based upon data taken from experimental tests. The difficulty in 
creating the material model is choosing the right equation(s) to fit the 
experimental data and capture all of the behaviours that the material 
experiences. Whilst a number of different models are capable of modelling 
non-linear and rate-dependent behaviours, finding a single equation to account 
for all of these behaviours can be difficult. Calibration of material models is 
often an iterative approach as the calibration methods simply look to find a best 
fit to the experimental data without necessarily understanding the mechanics 
behind the data. An element of human understanding and intervention is 
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therefore necessary to ensure results remain within a sensible range for the 
given material (Figure 2.14).  
 
 
Figure 2.14 - Flow diagram of material parameter extraction. Adapted from (Bergström and 
Bergström, 2015c). 
2.4.1 Approaches to constitutive modelling  
The constitutive equation used to describe the material behaviour is based 
upon one of two methods: the fundamental/micromechanical method or the 
phenomenological method. The fundamental or micromechanical method links 
the microstructure of the material to its micromechanical behaviour (Steinmann, 
Hossain and Possart, 2012). The equations use statistical mechanics 
arguments and are based on the concept of the representative volume element 
(RVE). The RVE represents the smallest volume of a material that can be said 
to represent the material as a whole. It must be large enough to accept 
statistical representations but also small enough to represent a ‘point’ from a 
continuum mechanics perspective (Runesson, 2006).  
 
Alternatively the phenomenological approach is based upon directly observing 
the characteristics of a material under experimental tests. Simple material 
models can sometimes be calibrated through just one experimental test 
method. Identification of the material parameters usually comes from fitting the 
constitutive equation to stress-strain data from an experimental test using an 
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optimisation procedure. The material models, however, are unable to relate the 
mechanics of deformation to the underlying microscopic arrangement of the 
material (Holzapfel, 2000).  
 
In relation to modelling the shockpads and infill the phenomenological approach 
may be more appropriate. The micromechanical approach aims to describe the 
material through its microstructure and therefore would not be suitable for 
cellular materials or components that contain a mixture of materials such as the 
shockpads and carpet-infill systems. Given the vertical deformation properties 
of the shockpads and carpet-infill systems are a combination of the material 
and cellular structure, a phenomenological modelling approach that can 
describe the stress-strain response of the whole component would be more 
appropriate. 
2.4.2 Hyperelastic modelling  
Material models to describe elasticity have been around for centuries, with a 
simple linear elastic material model only needing a Young’s modulus and a 
Poisson’s ratio to fully describe its response to loading. As highlighted 
previously when dealing with rubbers a different approach is required due to the 
non-proportional relationship between the stress and strain. Early material 
models of hyperelasticity such as the phenomenological based Neo-Hookean 
and Mooney-Rivlin models developed in the late 1940’s used a strain-energy 
density function based upon strain invariants (Steinmann et al., 2012, 
Figure 2.15). These models, however, are unable to predict the high strain 
response accurately (Kim et al., 2012). Therefore, Ogden (1972), set out to 
describe the higher strain rate response more accurately and developed a 
model basing the strain energy density function on the three principal stretch 
ratios (Ogden, 1972; Ali, Fouladi and Sahari, 2010). The Ogden model was 
shown to be accurate for strains of up to 700% in uniaxial tensile loading (Kim 
et al., 2012). Micromechanical models of hyperelasticity were developed by 
Arruda and Boyce (Arruda and Boyce, 1993). The 8-chain model used an 
approach whereby the polymer chains were modelled in a RVE. When a 
deformation is applied the chains stretch and align causing the configurational 
entropy to decrease and the structure to become ordered. This is reflected in 
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the principle stretches of the RVE, from which the strain energy density function 
can be calculated (Treloar, 1974; Arruda and Boyce, 1993; Boyce and Arruda, 
2000).  
 
Figure 2.15 - Popular hyperelastic models broken in model type and strain-energy density 
calculation method (λ = principal stretches, I = strain invariants). 
2.4.3 Viscoelastic modelling  
Viscoelastic models are used together with the basic linear and hyperelastic 
material models to further describe the materials viscous behaviour. The 
models can be broken down into constituent parts with the hyperelastic material 
models described in Section 2.4.2 representing the elastic behaviour whilst the 
viscoelastic element is bolted on to describe the time-dependent behaviour. To 
help understand how material models function, a rheological representation can 
be used.  
 
The elastic element can be described using a perfect spring whereby when a 
stain is applied the spring will deform and maintain the given strain so long as 
the load is applied. Upon release the spring instantaneously de-strains back to 
the original length e.g. following Hooke’s law for a linear elastic material. The 
viscous element can be described using a dashpot: a cylinder and piston 
arrangement. The viscosity of the fluid in the piston is related to the viscosity 
seen in the solid material. When a stress is applied, the piston moves through 
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the fluid and as is the typical response for fluids, the larger the stress, the faster 
the straining (Kelly, 2015).  
 
As previously described, viscoelasticity can be observed in the form of stress 
relaxation and creep when the strain and stress are held constant (Figure 2.9). 
These phenomena can be represented by models containing a single spring 
and dashpot. The Maxwell model consists of a linear spring in series with a 
linear dashpot. Under a constant stain the model produces an instantaneous 
stress response of the spring followed by an exponential stress relaxation from 
the dashpot, thereby describing creep behaviour (Figure 2.16a). The stress 
relaxation response is represented by a single spring and dashpot in parallel 
(Figure 2.16b). When a constant stress is applied there is no immediate 
deformation response. The strain response is instead created exponentially 
with the gradual deformation of the dashpot (Holzapfel, 2000). A Maxwell model 
can be used as a prony series to describe the viscous response of the material 
in conjunction with a hyperealstic model. This is often used in parallel to the 
hyperelastic model in a network model.  
 
 
Figure 2.16 - Rheological representations of a) stress relaxation and b) creep. 
2.4.4 Viscoplastic modelling  
Viscoplasticity models offer the most comprehensive way of describing 
elastomers’ non-linear, time- and temperature-dependent response. A 
consequence of this is the need for additional experimental data to fully 
describe the material response as well as the additional computing time needed 
to calibrate the models to the material data. Furthermore, additional software 
component are often needed in the form of user subroutines to use the models 
in conventional finite element packages.  
 
a) Maxwell model b) Kelvin-Voigt model 
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A number of viscoplastic models have been developed, with popular models 
such as the Bergström-Boyce (BB) model (Bergstrom and Boyce, 1998), Dual 
Network Fluoropolymer (DNF) model (Bergström and Hilbert, 2005), Three 
Network (TN) model (Bergstrom and Bischof, 2010) and the Parallel Network 
(PN) model (Bergström and Bergström, 2015b). Most viscoplasticity models can 
be calibrated using just uniaxial tensile or compressive data, however in order 
to establish the elastic response from the viscous response, relaxation ‘hold’ 
segments should be incorporated into the loading and unloading profile of the 
test method (Bergström and Bergström, 2015b). A breakdown of the 
Bergstrom-Boyce model highlights this.  
 
Using a uniaxial compressive test method a rubber is compressed at a fixed 
strain rate. Within the load cycle the rubber is held at a constant strain once 
during loading and once again at the same strain during unloading 
(Figure 2.17). As expected, during the hold period in the loading, the specimen 
undergoes stress relaxation. Interestingly, when the hold period is applied 
during unloading the stress increases in magnitude towards the same value as 
before. The stress that is approached at each of these hold points is considered 
to be the equilibrium stress. The equilibrium stress is a hypothetical 
stress-strain curve that would be produced if the experiment was run with a 
negligible strain rate. This makes it possible to divide the measured 
stress-strain response into two parts: the equilibrium response and the viscous 
response. By adding together both parts the true response of the elastomer is 
given. The Bergstrom-Boyce model uses this representation in a parallel 
network with one branch representing the equilibrium response and the other 
branch representing the time-dependent viscous response (Bergström and 
Bergström, 2015b).  
38 
 
Figure 2.17 - Visual theory of Bergstrom-Boyce model. Left: graphical representation of the 
rate-dependent and equilibrium response under loading. Adding together both the equilibrium 
response and the viscous response gives the total stress. Right: rheological representation of 
the Bergstrom-Boyce model colour coordinated to the graphical response.  
2.5 Finite element modelling  
Computer simulations have become a valuable tool for predicting scenarios 
often too time consuming and complex for analytical solving or too expensive 
and dangerous to carry out in a real world experiment. Simulations use a 
computational model of a system or object as a basis for performing the 
complex equations needed to be solved. The FE models rely on high quality 
inputs in order to return high quality outputs. Inputs and outputs to models can 
vary from a few numbers or defining parameters to multiple complex definitions 
for many variables. Many models now present the numerical outputs visually to 
help the user to understand the results. This section covers the basics of the 
finite element method and highlight instances in which this method has been 
used to model problems related to surfaces.  
2.5.1 Finite element method 
The finite element method (FEM) is a numerical approach used by engineers to 
solve large continuum mechanics problems. The basic principle of the FEM is 
to divide a structure into several discrete elements whereby each element is 
Total stress  
Strain 
St
re
ss
 
Rate-dependant 
stress  
Equilibrium 
stress 
39 
identified by its position and relation to the other discrete elements through the 
use of nodes. This formulation of elements and nodes together form the part 
mesh. Equations are solved for each discrete element before being pieced 
together to give the solution to the bigger structure. Depending on the problem, 
this could require millions of calculations meaning the use of computer 
processing is necessary (Cook, 1995).   
 
To perform a FE simulation three inputs are needed (Bergström and Bergström, 
2015a). Firstly information on the geometry of the problem including all parts 
that will have an influence upon the solution. Secondly the loading and 
boundary conditions that is to be applied to the geometry and finally the 
material behaviour(s) that is to be given to each of the parts in the FE model. 
Typically the most challenging aspect is to establish and accurately represent 
the material properties of the problem using the available material models 
(Section 2.4).  
 
Finite element analysis (FEA) can be broken down into two categories: implicit 
and explicit analysis. Implicit analysis calculates the current state of problem at 
time t + Δt from information given at time t + Δt. In contrast the current state 
during an explicit analysis is calculated from information produced at time t 
(Harewood and McHugh, 2007). Implicit analyses are most accurate when used 
to solve static problems whereby the load is applied over an extended period of 
time. The calculations make the assumption that the effects of inertia and 
damping can be ignored as they are either continuous or occur over such an 
extended period of time that they are negligible (Cook, 1995). Explicit analysis 
uses Newton’s laws of motion to calculate the current state based upon the 
state at the previous time step. This is good for short, dynamic analysis where 
the time step is relatively small as to minimise the numerical errors (Bergström 
and Bergström, 2015a).  
 
Convergence issues are often a problem with implicit models that experience 
large or non-linear elemental deformation (Sun, Lee and Lee, 2000; Harewood 
and McHugh, 2007). Explicit models overcome this issue through the use of 
small time increments. For each time increment the accelerations and velocities 
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are assumed to be constant so the state of the next time increment can be 
computed (Harewood and McHugh, 2007). The time increment used must be 
small enough in order to be stable during the analysis (Sun, Lee and Lee, 
2000). A compromise must therefore be made to ensure a stable time period 
whilst minimising the computational cost. Due to the ability to deal with short 
period dynamic events and contact interactions, explicit analysis is the 
preferred choice for many impact modelling scenarios from ball and 
player-surface interactions (Section 2.5.2).  
2.5.2 Surface modelling  
Whilst limited research has been done on the modelling of 3G artificial turf 
systems (Section 2.2.9), other surface systems have been studied. Analysis of 
the experimental test methods and modelling techniques can be of benefit to 
the modelling of 3G turf components.  
 
Research into surfaces often focuses on injury prevention, with few studies 
looking into the performance enhancement properties. The FE modelling of 
athletics tracks however, has seen significant attention from researchers (Rens, 
1994; Stefanyshyn and Nigg, 2003; Andena et al., 2014, 2015) looking into how 
their properties and construction can be optimised for the athletes. Athletics 
tracks can be made from a variety of materials such as cast polyurethane 
elastomers or resin-bound rubber crumbs which can be laid in-situ or 
prefabricated (Wilson, 2008; Andena et al., 2015). Their response to loading is 
typically viscoelastic, much like that found in artificial turf shockpads (Anderson, 
2007). The test methods for measuring the surface properties also remain  
similar to those defined by FIFA (Fédération Internationale de Football 
Association, 2015b; IAAF, 2016).  
 
Surface design and stiffness were both shown to affect the energy restitution of 
athletics tracks when loaded under human impact conditions (Rens, 1994; 
Stefanyshyn and Nigg, 2003). Both studies used an FE model to optimise a 
multi-layer athletics track surface. Rens (1994) used a Mooney-Rivlin model 
with a viscoelastic Prony series to alter the surface stiffness, with results 
indicating an optimal stiffness could be reached whereby additional stiffness 
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would not dramatically increase energy restitution but may start to increase the 
risk of injury. Stefanyshyn and Nigg (2003) found that increasing the stiffness 
could increase the energy return by up to 10%. Instead of loading the surfaces 
with human-based load profiles, Andena (Andena et al., 2014, 2015) used a 
AAA to investigate the effect of sample thickness and material properties on the 
force reduction. Samples of two athletics tracks were characterised using 
uniaxial compression tests and a drop weight impact tester. Due to limitations in 
the strain rates able to be gathered by uniaxial tests, the data was extrapolated 
to fit Neo-Hookean and Mooney-Rivlin models able to predict the higher impact 
speeds seen under AAA impacts (Section 2.2.6.2). The results showed a good 
match to the force-time response and the force reduction value measured in 
experimental tests. Using the experimental test methods and calibration 
procedures used by Andena, Farhang (2015) was able to create an FE model 
of an indoor sports surface that was able to replicate the force reduction results 
seen from a AAA impact. The combination of multi-rate uniaxial test data and 
viscoelastic stress-relaxation data would, therefore, seem to allow the 
successful calibration of viscoelastic sports surfaces.  The surfaces modelled in 
these studies, however, were relatively simplistic and only contained one or two 
layers of solid material making it easier to measure the stress-strain properties 
and calibrate material models. The more complex geometry and material 
characteristics found in artificial turf components may require a more novel 
approach to stress-strain measurement and material modelling. Furthermore, 
much of the research into the surface response to vertical loading has only 
focused upon the shock absorption response and neglected the deformation 
and energy return properties of the surfaces.  
 
Experimental measurement of material properties is not always straightforward 
as Thomson et al (2001) found when modelling a treadmill belt. Material models 
rely on material properties being collected in a controlled manner, where the 
stress and strain can be measured. This usually requires a standardised test 
specimen of the material. When presented with a situation where this cannot be 
done, such as with a rubber treadmill surface, other techniques must be used. 
Instead, an Ogden model was formulated using a trial and error approach, with 
the parameters incrementally adjusted to reach the required stress-strain 
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response of the treadmill surface. Due to the nature of the artificial turf 
components, many of which are preformed, a similar approach may be 
necessary.  
 
Significant crossover can be found outside of the sporting arena in the use of 
shockpads. Recycled tyre-derived shockpads used in the railway industry were 
modelled by Montella et al. (2014). The shockpads were formed using a very 
similar process to pre-fabricated shockpads used in the artificial turf industry 
with similar densities and composition. Experimental data was collected in 
tension, compression, shear and volumetric compression. The data was used 
to fit four hyperealstic material models and subsequently used in a finite 
element simulation of a compression test. Strong agreement between 
simulation and experimental data was seen up to 50% strain however the strain 
rates used were very low (0.001-0.1 s-1) in comparison to those seen in sporting 
movements where deformations occur in 50 ms during running (Section 2.2.8).  
2.5.3 Granular modelling  
Whilst there are many instances in the civil engineering sector of modelling 
static loads on granular materials there is limited research into the dynamic 
loading of these materials. Whilst rubbers and metals exhibit significant elastic 
regions when loaded, soils and other granular materials have much smaller 
elastic responses and instead undergo larger plastic deformations such as 
compaction. Popular models for modelling the behaviour of soils and other 
aggregates include the Drucker-Prager and Mohr-Coulomb models, both of 
which model the yield failure criterion (Drucker and Prager, 1952). Both models 
have been found to be accurate at modelling soils in dynamic applications such 
as soil-tyre interactions (Liu, Zou and Liu, 2008; Moslem and Hossein, 2009; 
Canada and Johansson, 2011; Ungureanu, Vlǎduţ and Biriş, 2017). In each 
case the soil structure was created as a solid part and was deformed by a tyre 
moving across the surface.  
 
In some circumstances, where the deformation is expected to be large or where 
there is significant flow behaviour, a smooth particle hydrodynamics (SPH) 
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approach can be used (Simulia Dassault Systems, 2016). SPH is a meshless 
approach to modelling particulate materials with each node representing a 
particle. Nodes are free to move as there are no joining elements, only 
boundary conditions restricting particle movement. The use of SPH in modelling 
soil was studied by Bui et al. (Bui, Sako and Fukagawa, 2007) who found it was 
able to accurately represent the flow of soft soil in a collapse test.  
 
Due to the large number of interactions that take place between fibres and infill, 
modelling the carpet-infill system using SPH would require substantial 
computing power compared to modelling as a solid material. Furthermore, 
although there are large localised deformations around the edge of the test foot 
when loading a carpet-infill system, these could be more appropriately dealt 
with by using a finer mesh density, avoiding the need for a SPH approach.  
2.6 Discussion 
This Chapter has presented an overview of the previous literature related to the 
characterisation and modelling of artificial surfaces. The following section 
outlines the current state of knowledge and discusses the key gaps in 
knowledge.  
 
Third generation artificial turf has seen a significant rise in use at all levels of 
domestic football, driven by the governing bodies and grants from national 
government. Whilst there are undoubtable benefits to natural turf, there is still a 
place in sport for artificial turf at every level due to its versatility and relatively 
low maintenance cost in comparison to natural turf. As highlighted, 3G turf is 
constructed from a variety of different materials, all interacting together to 
create the desired properties. There is, however, very little research and 
understanding into the individual properties of these components, how they 
interact with each other or how they can be changed to alter surface properties. 
Simple numerical models, using experimental material data, were shown by 
various researchers to be beneficial to furthering the understanding of surface 
properties (Rens, 1994; Thomson, Birkbeck and Lucas, 2001; Stefanyshyn and 
Nigg, 2003; Andena et al., 2014, 2015; Farhang et al., 2015). A surface model 
of 3G artificial turf components and later a full surface system may aid in the 
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understanding of their response to loading and ultimately lead to the 
optimisation of surfaces.  
 
Surfaces and components can be characterised by a variety of test methods. 
An extensive library of standard tests exist in the British Standards library that 
have been used to characterise the behaviour of materials under controlled test 
conditions. Whilst these tests can provide an easy way to compare materials 
they are not always representative of the loads and deformations seen during 
use. The results from such tests must therefore be used with scrutiny. The FIFA 
test methods such as the AAA provides a better representation of how the 
components are loaded during play whilst also maintaining a controlled set up 
where repeatability is high. The standard AAA drop of 55 mm onto an artificial 
turf surface was found to have a loading rate of 18-20 ms and a peak force of 
2000-4000 N equating to approximately 2.5-5 bodyweights in force from an 
80 kg athlete (Wang, 2013). This was on the higher end of the peak force and 
lower end of time to first vertical GRF peak when compared to experimentally 
measured ground reaction forces when running however there was still some 
crossover (Section 2.2.8). Rubber behaviour under compression is typically 
non-linear and strain rate-dependent. These characteristics mean complex 
constitutive equations must be used to describe their behaviour. A variety of 
strain energy density functions have been created to represent the hyperelastic 
material response through both phenomenological and micromechanical 
representations. Finding the right material model to describe each individual 
material will depend on a number of factors such as the maximum strain as 
some models can predict large deformations better than others. It was 
highlighted that material models can be broken down into different parts that 
each describe a certain material behaviour. In the case of rubber, this is often 
broken into the hyperelastic equilibrium response and the viscoplastic 
response. Selecting suitable tests that can fully describe the material behaviour 
whilst also allowing for easy material model calibration is a compromise that 
must be carefully weighed up.  
 
The FE method provides a way to predict the response of a system dependent 
on its material properties, loads and geometry. Due to the nature of the loads 
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applied to the surfaces from players and equipment an explicit based model 
would be most appropriate as it is more robust when calculating the response 
at smaller time increments. The modelling of sports surfaces using the FEM has 
shown the capabilities available for predicting and altering surface design in a 
virtual environment. Whilst the surfaces modelled often only consisted of one 
material or a basic construction, they nevertheless were able to alter 
parameters to look at the effects of variables such as surface stiffness and 
energy restitution. It seems, therefore, FEM can be an effective tool in the 
optimisation of surfaces before physical prototypes are made.  
2.7 Conclusion 
The review of the existing literature investigated four areas covering the 
construction of 3G artificial turf, materials, material modelling and FE modelling 
of surfaces.  
 
Third generation artificial surfaces contain a variety of rate-dependant materials 
that together produce the properties for player and equipment interactions. The 
understanding of how these components combine to create and change the 
surface properties is of great interest to manufacturers and researchers in their 
quest to improve the performance of the surfaces. To date, measurement of the 
effect of changing the components has only been completed in an iterative 
manner, relying on the construction of multiple different surfaces. Models have 
been previously used with varying degrees of success to assist in the 
optimisation and design of other elastomeric surfaces such as running tracks. 
Attempts to apply this type of modelling on 3G surfaces has focused upon the 
surface as one system and not allowed the same freedom to alter the 
properties of a single component. Furthermore, the viscoelastic element has 
often been neglected in the material model of the surface.  
 
There is a growing need for a model of artificial turf that can optimise different 
component parameters to improve the understanding and save time in the 
design of new 3G surfaces. The current models of 3G surfaces are limited in 
their application, however through the use of advanced material models 
highlighted in this chapter, the 3G turf components could be modelled to a 
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greater degree of detail. I must be noted however that the use of these 
advanced models adds to the complexity of the calibration procedure and 
therefore the collection of appropriate material data to guide the material 
modelling process is needed.   
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Chapter 3 - Evaluation of the Advanced Artificial Athlete and 
Hall Effect Sensors for Measuring Strain 
3.1 Introduction 
The Advanced Artificial Athlete (AAA) is a mechanical device used in the 
Fédération Internationale de Football Association (FIFA) Quality Concept to 
measure and assess the vertical stiffness response of a surface (see 
Section 2.2.6.2). The device simulates the loading rate and impact forces from 
the heel strike during heel-toe running (See Section 2.2.8). This chapter works 
towards objective 2 (Section 1.2) by presenting a novel test procedure to further 
process the AAA acceleration data throughout impact to obtain the stress-strain 
response of the material. To ensure accuracy in the measurement of strain, 
validation of the AAA needed to be completed. 
 
For evaluation of surface systems consisting of 3G turf with a shockpad, it is 
important to be able to understand the deformation contributions of the 
individual layers to the total deformation. Therefore, further to the validation of 
the AAA, a novel test system was developed to measure the inter-layer 
deformations of 3G surfaces. The test system, if successful, could be 
implemented to validate the full finite element (FE) surface model, working 
towards objective 6 (Section 1.2). Hall effect sensors (HES) represented a 
relevant non-intrusive measurement method with the potential to assess 
deformation of the individual layers in a multi-layer surface system. Due to their 
small size they could be placed between layers, not altering the surface 
properties, to produce an interlayer surface measurement. If the system could 
be demonstrated to produce strong agreement to the gold standard 
measurement system then it could be incorporated to measure individual layer 
deformations in a full 3G surface system.  
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This chapter had two objectives:  
x To evaluate the suitability of the AAA for measurement of strain 
behaviour of sports surfaces. 
x To design and evaluate a measurement system to record the strain 
behaviour of an individual layer in a surface system.  
3.2 Stress-strain testing using the Advanced Artificial Athlete 
The Advanced Artificial Athlete (AAA), the FIFA test device used to measure 
shock absorption (SA) energy restitution (ER) and vertical deformation (VD) 
(Section 2.2.6.2) was used to collect dynamic stress-strain impact data. Raw 
acceleration data was output from each impact performed and used to create 
stress-strain data for use in material model calibrations. The benefit of the AAA 
was the increased strain rates that were able to be achieved. A drop from 
55 mm (impact energy of 10.8 J) resulted in a strain rate of approximately 
30 s-1. Shock absorption, energy restitution and vertical deformation were also 
recorded as described in the FIFA handbook of test methods (Fédération 
Internationale de Football Association, 2015b). The device is initially calibrated 
through three drops from 55 mm onto a concrete lab surface. The mean 
velocity of the three drops are taken and if the impact velocity was in the range 
of 1.02 to 1.04 m/s the drop height was fixed for all further testing. 
3.2.1 Calculation of stress-strain 
The AAA recorded the acceleration throughout the drop, impact and rebound 
via an accelerometer mounted at the base of the mass. Velocity and 
displacement of the falling mass were calculated through integration of the 
acceleration using the trapezium rule. A typical acceleration reading from a 
single AAA impact is displayed in Figure 3.1a. The mass is released at time T0, 
at which point it maintains a constant acceleration, close to that of gravity due 
to friction between the falling mass and guide rails, until initial contact with the 
surface is made. At this point the impacting test foot and mass begin to 
decelerate up until the point of maximum spring compression (Gmax in 
Figure 3.1a). The test foot and mass then begin to accelerate once more away 
from the surface and back towards the constant acceleration of gravity 
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(Figure 3.1a). According to the FIFA concept, the start and end of surface 
contact is distinguished through the time points of the maximum downwards 
(T1) and maximum upwards (T2) velocity (Figure 3.1b). To obtain the 
displacement of the test foot, the spring compression, is subtracted from the 
falling mass displacement (Figure 3.1c).  
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Figure 3.1 – Typical readings from a single AAA impact a) the acceleration profile and b) is the 
velocity profile (obtained through numerical integration of the acceleration) and c) mass and test 
foot displacement (obtained through numerical integration of the velocity). T0 is the time of 
mass release, T1 is the time of maximum downward velocity (assumed initiation of contact) and 
T2 is the time of maximum upward velocity (assumed end of contact). 
 
a) 
b) 
c) 
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To enable the dynamic drop data taken from the AAA to be used for material 
model calibration the acceleration and foot displacement outputs from 
throughout the contact phase needed to be converted to strain and stress. 
Equations 3.1 and 3.2 were used to calculate the force and foot displacement 
throughout contact.  
 
𝑭(𝒕) = 𝒎𝒈 𝑮(𝒕) + 𝒎𝒈  [3.1] 
 
𝑫𝒇𝒐𝒐𝒕(𝒕) =  𝑫𝒎𝒂𝒔𝒔(𝒕) − 
𝒎𝒈𝑮(𝒕)
𝑪𝒔𝒑𝒓𝒊𝒏𝒈
  [3.2] 
 
Where: 
F(t) is the force at time t m is the falling mass including spring, test foot and accelerometer, expressed in kg g is the acceleration by gravity (9.81 m/s2) 
G(t) is the acceleration at time t expressed in g force 
Dfoot(t) is the displacement of the test foot at time t 
Dmass(t) is the displacement of the mass at time t 
Cspring is the is the spring constant (2000 N.mm-1) 
 
The stress was calculated using the vertical force vector produced throughout 
the impact and the area of the 70 mm test foot (Figure 3.2). There were, 
however, some assumptions made in this calculation. Firstly, the samples 
deformed by the AAA test foot were larger in area than the test foot surface. 
Thus, when impacted, the sample both directly under the test foot and the 
surrounding material deformed. Simply using the 70 mm area in the calculation 
of stress neglects the impact of the material outside of the area of the test foot 
surface. Furthermore the test foot had a convex outer (500 mm radius). This 
was neglected in calculations as for the majority of the contact phase the whole 
test foot would be in contact with the surface due to the small difference in 
distance between the centre and edge of the test foot (approximately 1.2 mm). 
The vertical displacement at each time step was used to calculate the strain at 
each time point with the starting thickness recorded through calliper 
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(shockpads) or depth gauge (infill filled samples) (Figure 3.2). In instances 
where multiple layers were used the thicknesses were combined to calculate 
the combined strain of the sample.  
 
 
Figure 3.2 – Example stress-strain reading from a single AAA impact. 
3.3 AAA validation method 
To validate the AAA for use in measuring the stress-strain response of 
materials, the sample deformation output from the AAA was compared to that 
from the gold standard reference measurement system GOM (GOM mbH, 
Germany) during drop tests onto three different polymeric sports surface test 
samples. This test set up was accompanied by a Hall effect sensor (HES) and 
magnet system to measure the sample deformations. To implement the system 
a bespoke fixture was created to allow a magnet to be embedded within an 
extension to the AAA test foot and a sensor grid designed to sit beneath each 
of the three test samples. This set-up allowed all three measurement systems 
to operate concurrently.  
3.3.1 Equipment set up and alignment  
The AAA was set up as detailed in the FIFA Quality Concept for football turf 
(Fédération Internationale de Football Association, 2015b). In order to apply the 
added instrumentation of the GOM markers and the magnets for the HES an 
extended test foot was attached to the existing AAA test foot (Figure 3.3). The 
extended test foot had an identical impact face to that of the AAA but was 
50 mm longer allowing for additional room to embed magnets and apply GOM 
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markers. The foot was created from solid nylon such that the additional mass 
was negligible but also stiff enough relative to the test samples not to affect the 
deformation results. It was also non-conductive and, therefore, did not interfere 
with the HES readings. A socket screw was used to hold the magnet in place 
within the test foot and could be adjusted to ensure the face of the magnet sat 
flush with the outer surface of the test foot. Furthermore, this adjustment 
mechanism allowed for different length magnets to be used dependant on the 
strength required for the specific application. The foot was attached to the AAA 
through an interference press fit and adhesive tape to prevent rotation. A solid 
concrete floor was used as a base for all testing and AAA calibration drops 
were performed directly onto this concrete floor prior to sample testing to 
ensure that the AAA was operating within the required limits (Fédération 
Internationale de Football Association, 2015b). Pilot testing on a range of test 
samples confirmed that the addition of the extended test foot had a negligible 
effect on the AAA test measurements.  
 
The GOM setup comprised of two Photron Fastcam SA1.1 (Photron, San 
Diego, CA) high speed video cameras with Titanar 50 mm lenses used to track 
5 mm diameter passive markers positioned on the AAA falling mass and nylon 
impact foot (Figure 3.3 and 3.4). The cameras were set up according to GOM 
recommendations (GOM GmbH, 2019) and placed on a raised bar just above 
floor level, parallel to the plane of impact and 915 mm away from the 
measurement volume. The cameras were gen-locked and calibrated using an 
independently certified GOM calibration board based on a capture volume 
centred on the AAA falling mass and extended test foot drop zone of 
300×300×300 mm3 (Figure 3.4). This process gave a calibration deviation of 
less than 0.04 pixels, within the manufacturers recommendations (GOM mbH, 
2019). A frame rate of 5400 Hz was selected to utilise the full camera resolution 
of 1024×1024 pixels. Shutter speed was set to 1/frame rate as no motion blur 
was apparent at the impact speeds of approximately 1 m/s based on a standard 
AAA drop height of 55 mm (Fédération Internationale de Football Association, 
2015b). Lens aperture was set to f/5.6 again following GOM recommendations 
(GOM mbH, 2019); however, this combined with the fast shutter speed meant 
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additional lighting was needed to ensure adequate contrast to track the 
markers. A single flicker-free ARRI light was directed upon the AAA extended 
test foot (Figure 3.4). The cameras were controlled manually to record from the 
approximate moment of release of the AAA falling mass through to after the first 
rebound. 
 
 
Figure 3.3 – a) Advanced Artificial Athlete with extended nylon test foot attachment. b) Detail of 
extended test foot design. 1. Nylon test foot; 2. GOM markers; 3. Socket screw; 4. Magnet; 5. 
Surface sample; 6. Hall Effect sensors.  
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Figure 3.4 – GOM camera set up. a) Side elevation and b) Plan view. G = GOM Photron cameras; TS = test sample; L = ARRI lighting.
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3.3.2 Hall effect sensor system setup 
Hall effect sensors (HES) represented a relevant non-intrusive measurement 
method with the potential to assess deformation of the individual layers in a 
surface system. A magnet and sensor act to indirectly measure the distance 
between them by producing a voltage proportional to the magnetic field at the 
sensor location (Ramsden, 2006). By embedding a sensor between the carpet and 
shockpad layers of a 3G surface system (Figure 3.3a) and a magnet in the AAA 
test foot (Figure 3.3b), it may be possible to assess the deformation of the 
individual layers. Due to the small size of the sensors (approximately 1x2 mm) 
combined with the flexible nature and dimensions of the circuit boards available 
(<0.1 mm thick), the sensor can be placed between layers without significant 
impact on the surface deformation properties.  
 
Five linear sensors (Honeywell, USA) were used to estimate the vertical position of 
the extended test foot. A magnet was attached to the end of a socket screw that 
was embedded into the extended test foot and positioned so the magnet end face 
sat flush with the bottom of the foot (Figure 3.3). The sensors were arranged in a 
quincunx configuration with 15 mm spacing and embedded onto a flexible printed 
circuit board (Figure 3.5). The board was positioned under the AAA extended test 
foot and securely fixed directly to the concrete floor using double-sided carpet tape 
(Figure 3.3). The AAA was horizontally aligned directly above the central sensor 
manually using the live voltage output from this sensor; alignment was taken as 
the horizontal position that produced maximum voltage. Alignment was assessed 
after every five trials and realigned if appropriate. For each trial the voltage output 
from all sensors was recorded via SignalExpress (National Instruments, Austin, 
Texas, USA) sampling at 9600 Hz to match that of the AAA accelerometer.  
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Figure 3.5 – To scale Hall effect sensor arrangement on flexi printed circuit board. Sensors 1, 2, 4 
and 5 were all positioned 15 mm from the central sensor 3 (centre to centre). 
 
Prior to testing, the central sensor was calibrated using a tensometer (Instron 
Electropuls E3000). The sensor board was securely fastened to a flat aluminium 
plate directly below the tensometer crosshead where the magnet was attached via 
a non-conductive rod. The magnet was then lowered towards the sensor from 
30 mm until touching in 1 mm increments and at each distance the corresponding 
voltage from the HES recorded (Figure 3.6b). Whilst the field sensitivity (V/T) of 
the HES is linear with respect to magnetic field, the sharp increase in magnetic 
field with respect to distance from the pole resulted in an increase of the spatial 
sensitivity (V/mm) as the magnet approaches the sensor. For the chosen probe 
current (6 mA) and the data acquisition system used (NI USB-6212, National 
Instruments, Austin, Texas) the sensor was effectively saturated at a separation of 
6 mm. This was due to the voltage generated by the HES reaching the maximum 
deflection of the data acquisition card. As this saturation distance was not 
expected to be exceeded during sample testing, the choice of probe current 
ensured maximum sensitivity over the range of the measurements presented here. 
Cubic spline interpolation was used to create a transfer equation to convert a 
recorded voltage to a magnet-sensor distance (Figure 3.6a).  
 
Three test samples were chosen for testing which differed in material and 
thickness to provide a range of loading response conditions (Table 3.1). All three 
samples were premanufactured for use in sporting environments. The first sample 
was designed for racket sports with a high stiffness to allow for fast play and high 
ball rebound (test sample RS). The remaining two samples were FIFA approved 
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shockpads for 3G turf and were, therefore, designed to absorb impact forces (test 
samples SP1 and SP3). All samples were at least 300×300 mm in size. The 
thickness of each sample was obtained through calliper measurements taken at 
ten positions on each sample while the density and material were obtained from 
the manufacturer datasheet. 
 
Figure 3.6 – a) Hall sensor calibration graph showing the relationship between sensor output 
voltage and the distance between the magnet and sensor. b) Method used to calibrate Hall effect 
sensors. 
 
Table 3.1 – Samples used for testing of Advanced Artificial Athlete, GOM and Hall effect sensor systems. . 
 Name Manufacturer Application Material Thickness (mm) 
Density 
(kg/m3) 
RS Regupol 
Kombi 1100 
BSW 
Berleburger 
Racket 
sports EPDM rubber 11.90 ± 0.07 
720 base 
1100 upper 
SP1 Regupol 6010 
SP 
BSW 
Berleburger 
3G 
shockpad 
Polyurethane 
bound rubber 
shreds 
14.99 ± 0.17 557 
SP3 Re-bounce 
F 82.01 
Recticel 3G shockpad 
Bound 
polyurethane foam 24.07 ± 0.14* 310 
*2 layers of shockpad used. 
3.3.3 Protocol 
A total of 15 impacts were completed on each sample, comprising five impacts at 
each of three drop heights of 25, 55 and 85 mm (equating to 4.9, 10.8 and 16.9 J 
impact energy respectively) with the mid drop height (55 mm) representing that 
used in the FIFA Quality Concept for 3G turf (Fédération Internationale de Football 
a) 
b) 
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Association, 2015b). A two minute break was included between each drop to allow 
the sample to fully recover.  
 
Prior to any impacts on a sample the vertical position of the top level of the 
sample, i.e. the zero sample deformation position, was defined for the GOM and 
HES systems. For GOM this was achieved by slowly winding down the falling 
mass and extended test foot towards the sample until the initial point of contact 
between the sample and extended test foot. Visual identification of the point of 
contact was not possible, therefore a repeatable solution was adopted. A sheet of 
paper was placed between the sample and extended test foot and contact was 
defined at the first instance at which resistance was felt when trying to slide the 
paper out. Images of the position of the AAA falling mass and extended test foot 
were then recorded using the GOM camera set up. For the HES the sample 
thickness measurements were used to define the distance between the middle 
sensor and magnet at which initial contact with the sample occurred (Table 3.1). 
3.3.4 Data processing 
The AAA falling mass acceleration time series data for each trial was exported 
from the AAA software as a .csv file. The AAA software, by default, filtered the 
acceleration data using a 2nd order low-pass Butterworth filter at 600 Hz prior to 
export (Fédération Internationale de Football Association, 2015b). The 
corresponding AAA falling mass velocity and displacement data were calculated 
using numerical integration (trapezium rule) and force was also calculated using 
Newton’s second law. Extended test foot displacement was calculated from the 
falling mass displacement and spring compression, the latter calculated using the 
force data and spring stiffness (Fédération Internationale de Football Association, 
2015b). The extended test foot displacement was subsequently set to zero at the 
time of peak downward velocity, i.e. the criterion used to define the time of initial 
contact with the test sample (Fédération Internationale de Football Association, 
2015b). Sample deformation was assumed equal to extended test foot 
displacement during contact, with peak sample deformation corresponding to the 
lowest position of the extended test foot.  
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The GOM Correlate Professional software was used to output a .csv file containing 
the global positions of the markers on the falling mass and extended test foot from 
the video footage recorded throughout each drop and the images defining the top 
level of the sample. A Fourier transform analysis was performed to establish the 
frequency content for the marker trajectories in each trial. On this basis, a 
low-pass 4th order Butterworth filter was used to filter the marker trajectories 
before further processing, with the falling mass markers filtered at 250, 300 and 
500 Hz and extended test foot markers at 60, 50 and 50 Hz respectively for 
ascending drop heights. The sample deformation was calculated as the vertical 
distance of the extended test foot markers below their position defining the top 
level of the sample. Velocity and acceleration of the falling mass were also 
calculated through numerical differentiation of the displacement data (first order 
finite difference method) for direct comparison to the AAA data. 
 
HES output voltages were filtered using a low-pass 4th order Butterworth filter at 
50 Hz again determined based on the frequency content of the signals. For each 
trial, the output voltage was converted to a magnet (extended test foot) - sensor 
distance throughout each drop using the calibration data (Figure 3.6a). Sample 
deformation was calculated through subtracting this distance from the unloaded 
sample thickness over the contact phase.  
 
For each measurement system, sample strain was calculated as the sample 
deformation divided by sample thickness (Table 3.1). For the AAA and GOM 
sample stress was calculated using the falling mass acceleration and mass 
together with the extended test foot area. To time synchronise the data from the 
AAA, GOM and HES it was assumed that the peak sample deformation occurred 
concurrently for all three systems. All data processing was conducted in Matlab 
(The Mathworks, Natick, MA). 
3.3.5 Statistics  
To evaluate the accuracy of the AAA and HES measurements of sample 
deformation against the gold standard GOM, Bland-Altman limits of agreement 
analyses were performed between AAA-GOM and HES-GOM on the peak 
deformations (Bland and Altman, 1999). The mean difference in the Bland-Altman 
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analysis provided an indication of the systemic bias between measurement 
systems whilst the confidence intervals gave an indication of the random 
differences. To further assess the systematic bias between systems, repeated 
measures t-tests were also conducted on the peak sample deformations. Where 
relevant, regression analysis was conducted to explore the scope of correcting the 
AAA and/or HES measurements to remove the systematic bias and give improved 
absolute agreement with the GOM measurements. To compare the full sample 
strain time series data throughout the contact phase root mean square difference 
(RMSD) were calculated between AAA-GOM and HES-GOM. All statistical 
analysis was conducted in Matlab with significance set at p<0.05.  
 
To assess whether the accuracy of the AAA and HES strain measures were 
sufficient for material characterisation, it was recognised that when recording 
material load-deformation data under high loading rates, oscillations (noise) are 
typically observed in the resulting stress-strain plots. However, provided these 
oscillations are relatively small, the (real) material stress-strain response can be 
discerned and used for material characterisation (Burbank and Smith, 2012a). On 
this basis, a threshold root mean square difference (RMSD) of 10% of the peak 
strain was selected as an appropriate criterion indicating that the real strain 
response had been captured with sufficient accuracy. 
3.4 Results 
All three measurement systems were successful in capturing data for all trials with 
the exception of the 85 mm drops onto the RS sample where only one successful 
capture was obtained for the HES due to the sensors breaking. Consequently, this 
trial was disregarded in the data analysis and the results presented below for the 
HES are based on the remaining 40 trials.  
3.4.1 AAA Evaluation 
Outputs from AAA and GOM showed good qualitative agreement in the falling 
mass acceleration and velocity profiles (Figure 3.7). Peak acceleration and 
downward velocity were within 5% and 1% respectively and the RMSD between 
acceleration curves was 4.0 ± 0.6 m/s2 and between velocity curves was 
0.014 ± 0.003 m/s (Table 3.2). Key metrics from the contact phase showed poor 
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agreement in falling mass displacement (AAA 2–3 mm lower), peak sample 
deformation (AAA 1–3 mm lower) and time to peak deformation (AAA 1.0–4.5 ms 
lower) but better agreement in spring compression (≤ 0.4 mm difference) 
(Table 3.3).  
 
The Bland-Altman analysis confirmed that the AAA under-estimated peak sample 
deformation for all conditions (Figure 3.8a and Table 3.4). The systematic bias 
increased as peak sample deformation increased; from approximately 1 mm for 
the lowest peak deformations to 3 mm at the highest peak deformations (giving a 
mean difference of 2.4 mm), with the limits of agreement (±1.3 mm) largely defined 
by this trend rather than by random differences. Given the systematic nature of 
these errors in AAA sample deformation and good overall agreement between the 
fundamental measurements of acceleration and velocity, the main source of error 
can be identified as the definition of initial contact with the sample. For the AAA 
this was the time of peak downward velocity and for GOM it was based on the 
independently measured position of the top level of the sample. These times 
systematically differed (Figure 3.7 and Table 3.3) leading to systematic differences 
in the absolute vertical position of zero sample deformation and, therefore, in peak 
sample deformation (Figure 3.7c). Peak downward velocity occurred after contact 
had been made with the sample (Figure 3.7b) (where the acceleration crossed 
0 m/s2 rather than first deviating from -9.81 m/s2) leading to the AAA systematically 
under-predicting sample deformation (Figure 3.7c). 
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Figure 3.7 - Typical a) falling mass acceleration b) falling mass velocity and c) sample deformation 
from AAA and GOM for SP3. The blue vertical line represents the time of peak downward velocity 
(T1) whilst the red vertical line represents the time of initial contact with the sample based on the 
GOM marker positional data (T2).  
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Given that the differences between the AAA and GOM sample deformation values 
were predominantly systematic, a regression analysis between the two was 
conducted to explore the feasibility of correcting the AAA data to give closer 
agreement with the gold standard. As highlighted above, the main source of error 
came from the incorrect identification of the time of initial contact with the sample 
(Figure 3.7) and the magnitude of error was a function of the peak sample 
deformation (Figure 3.8a). Thus, the correction was based on altering the AAA 
time of initial contact to better match that defined by GOM as a function of peak 
acceleration. A plot of peak acceleration against time difference for all 45 trials 
supported an exponential regression equation (Equation 3.3) to be fitted with a 
RMSD of only 0.27 ms (Figure 3.9): 
 
(𝑇1 − 𝑇2) = 6.438 × 𝑒−0.0058 ×𝑎𝑝𝑘   (3.3) 
 
where T1 is the time of peak downward velocity (in ms), T2 is the time of initial 
contact with the sample (in ms) and aPK is the peak acceleration (in m/s2). Thus, 
from the AAA accelerometer values for T1 and aPK, the corrected time of initial 
contact with the sample (T2) can be calculated. 
65 
Table 3.2 – Root mean square difference (RMSD) results. RMSD in falling mass acceleration and velocity 
between Advanced Artificial Athlete (AAA) and GOM and in sample strain between AAA and GOM and Hall 
effect sensor and GOM. All calculated over the contact phase as defined by the GOM. 
Sample Drop Acceleration Velocity Sample strain 
 
height (m/s2) (m/s) (-) (-) (-) 
 
(mm) AAA-GOM AAA-GOM AAA-GOM AAAnew-GOM HES-GOM 
RS 
25 6.0 ± 0.7 0.012 ± 0.002 0.085 ± 0.003 0.050 ± 0.003 0.057 ± 0.005 
55 6.2 ± 1.2 0.016 ± 0.003 0.101 ± 0.005 0.033 ± 0.001 0.059 ± 0.002 
85 9.7 ± 1.2 0.031 ± 0.003 0.099 ± 0.013 0.038 ± 0.005 - 
All 7.3 ± 2.0 0.020 ± 0.009 0.095 ± 0.011 0.040 ± 0.008 0.058 ± 0.004 
% of peak 3.0 ± 0.7% 2.2 ± 0.5% 34.9 ± 2.0% 15.1 ± 4.5% 16.2 ± 10.4% 
SP1 
25 1.5 ± 0.3 0.007 ± 0.001 0.130 ± 0.001 0.016 ± 0.004 0.051 ± 0.004 
55 2.3 ± 0.4 0.011 ± 0.002 0.143 ± 0.007 0.020 ± 0.005 0.065 ± 0.004 
85 2.8 ± 0.4 0.017 ± 0.002 0.143 ± 0.005 0.037 ± 0.006 0.055 ± 0.001 
All 2.3 ± 0.6 0.012 ± 0.005 0.139 ± 0.008 0.024 ± 0.011 0.058 ± 0.007 
% of peak 1.3 ± 0.3% 1.5 ± 0.3% 29.4 ± 2.7% 5.0 ± 1.8% 12.0 ± 1.5% 
SP3 
25 1.8 ± 0.3 0.006 ± 0.001 0.089 ± 0.003 0.010 ± 0.001 0.015 ± 0.004 
55 2.2 ± 0.1 0.009 ± 0.001 0.095 ± 0.003 0.020 ± 0.003 0.019 ± 0.003 
85 3.2 ± 0.2 0.012 ± 0.001 0.094 ± 0.003 0.020 ± 0.003 0.016 ± 0.002 
All 2.1 ± 1.7 0.006 ± 0.007 0.090 ± 0.086 0.009 ± 0.011 0.013 ± 0.012 
% of peak 2.2 ± 0.5% 1.4 ± 0.2% 22.4 ± 3.4% 3.9 ± 0.8% 4.0 ± 0.9% 
Overall 4.0 ± 0.6 0.014 ± 0.003 0.109 ± 0.004 0.027 ± 0.005 0.043 ± 0.003 
Overall % of peak 2.2 ± 0.9% 1.7 ± 0.5% 28.9 ± 5.8% 8.0 ± 5.8% 10.7 ± 7.9% 
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Table 3.3 – Contact phase peak values. Falling mass displacement and spring compression for the Advanced Artificial Athlete and GOM. Sample deformation and time from 
initial contact to peak sample deformation for all three measurement system.  
  
Peak falling mass 
displacement (mm) 
Peak spring 
compression (mm) Peak sample deformation (mm) Time from contact to peak sample deformation (ms) 
Sample Drop height (mm) GOM AAA GOM AAA GOM AAA AAAnew HES GOM AAA AAAnew HES 
RS 
25 5.1 ± 0.1 3.1 ± 0.0 1.6 ± 0.0 1.6 ± 0.0 2.8 ± 0.0 1.5 ± 0.0 3.2 ± 0.0 3.2 ± 0.0 9.0 ± 0.1 7.0 ± 0.0 10.4 ± 0.1 10.9 ± 0.0 
55 6.5 ± 0.1 4.3 ± 0.0 2.2 ± 0.1 2.6 ± 0.0 3.4 ± 0.1 1.8 ± 0.0 3.2 ± 0.0 3.5 ± 0.0 7.6 ± 0.1 6.5 ± 0.0 8.8 ± 0.1 9.6 ± 0.0 
85 7.5 ± 0.1 5.2 ± 0.1 2.9 ± 0.2 3.3 ± 0.0 3.6 ± 0.2 2.0 ± 0.1 3.3 ± 0.1 - 7.3 ± 0.2 6.3 ± 0.1 8.4 ± 0.1 - 
SP1 
25 7.2 ± 0.0 4.6 ± 0.0 1.1 ± 0.1 1.0 ± 0.0 6.0 ± 0.1 3.6 ± 0.0 6.0 ± 0.0 6.1 ± 0.0 14.5 ± 0.1 10.7 ± 0.0 15.1 ± 0.1 16.6 ± 0.1 
55 9.3 ± 0.1 6.5 ± 0.1 1.6 ± 0.0 1.8 ± 0.0 7.5 ± 0.0 4.8 ± 0.1 7.1 ± 0.1 7.4 ± 0.0 12.4 ± 0.1 9.8 ± 0.1 12.7 ± 0.2 14.3 ± 0.1 
85 10.5 ± 0.1 7.7 ± 0.0 2.2 ± 0.0 2.4 ± 0.0 8.0 ± 0.1 5.3 ± 0.0 7.2 ± 0.0 7.3 ± 0.1 11.4 ± 0.1 9.2 ± 0.1 11.5 ± 0.1 13.0 ± 0.1 
SP3 
25 8.8 ± 0.1 5.9 ± 0.0 0.8 ± 0.0 0.7 ± 0.0 8.0 ± 0.1 5.3 ± 0.0 8.1 ± 0.0 7.7 ± 0.0 18.9 ± 0.1 14.4 ± 0.1 19.5 ± 0.1 19.1 ± 0.2 
55 11.5 ± 0.1 8.5 ± 0.1 1.1 ± 0.0 1.2 ± 0.0 10.4 ± 0.1 7.4 ± 0.1 10.7 ± 0.1 9.9 ± 0.1 16.6 ± 0.1 13.4 ± 0.1 17.3 ± 0.1 16.9 ± 0.1 
85 13.6 ± 0.1 10.5 ± 0.1 1.6 ± 0.0 1.6 ± 0.0 12.0 ± 0.1 9.0 ± 0.1 12.1 ± 0.1 11.3 ± 0.2 15.3 ± 0.1 12.9 ± 0.1 16.5 ± 0.2 16.0 ± 0.1 
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Table 3.4 – Mean differences and 95% confidence intervals in peak sample deformation for the Advanced 
Artificial Athlete (AAA), AAAnew and Hall effect sensors compared to GOM.  
   95% confidence intervals 
  Mean difference (mm) Lower (mm) Upper (mm) 
AAA–GOM -2.4* -3.6 -1.1 
AAAnew–GOM -0.1 -0.8 0.6 
HES–GOM 0.2* -0.5 0.1 
*Significant at p < 0.05 
 
Figure 3.8 – Bland-Altman plot comparing the GOM gold standard against a) the AAA values of 
peak sample deformation and b) the corrected AAA values of peak sample deformation. The 
horizontal blue line represents the mean difference and the red lines the lower and upper quartiles 
(95% confidence intervals). 
a) 
b) 
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Figure 3.9 – Relationship between peak acceleration and time difference between initial contact 
with the sample and peak downward velocity (T2-T1). The red line displays the exponential line of 
best fit (eq.(1)). 
 
To further assess the applicability of this correction, the AAA outputs were 
re-calculated including this correction to the time of initial contact (AAAnew in 
Tables 3.2-3.4 and Figures 3.8b and 3.9). In the Bland-Altman analysis this 
reduced the systematic bias (mean difference) from 2.4 mm down to 0.1 mm and 
the random differences (limits of agreement) from ±1.3 mm down to ±0.7 mm 
(Table 3.4 and Figure 3.8b). Thus, it can be said the vertical deformation 
measurement after correction using Equation 3.3 will be, on average, 0.1 mm from 
the measured GOM value, and, 95% of the time will be within -0.8 to 0.6 mm from 
the gold standard GOM value.  
 
The improved agreement was also reflected in the strain data where the strain 
RMSD compared to GOM decreased from 0.11 ± 0.02 to 0.03 ± 0.01 (Table 3.2 
and Figure 3.10). Upon breakdown, both shockpad samples met the criterion for 
material characterisation as their respective RMSDs were within 10% of the peak 
GOM strain (SP1 5 ± 2% and SP3 4 ± 1%). Despite an improvement in RMSD, the 
RS sample did not fall within the required criterion for material characterisation 
(15 ± 5%; Table 3.2). 
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Figure 3.10 – Typical sample stress-strain plots derived from the Advanced Artificial Athlete (AAA), 
the corrected AAA and the GOM data for the 55 mm drop height onto a) RS, b) SP1 and c) SP3. 
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3.4.2 HES Evaluation 
Outputs from HES and GOM showed good overall agreement in peak sample 
deformation (Table 3.3). The Bland-Altman analysis revealed that the peak sample 
deformation from the HES had no significant systematic bias (mean difference 
0.2 mm) and small random differences of ±0.3 mm (Table 3.4 and Figure 3.11). 
There was a trend for the HES to over-predict peak sample deformation for the 
stiffer response conditions (smallest peak deformations) but under-predict peak 
sample deformation for the least stiff response conditions (largest peak 
deformations). Similarly, time-to-peak sample deformation was over-estimated for 
the RS and SP1 samples (by 1.5–2 ms) but was well matched by the SP3 sample 
(<0.5 ms difference; Table 3.3 and Figure 3.12). This was also reflected in the 
sample strain data where the SP3 sample produced a better fit (0.017 ± 0.003) 
compared to the SP1 (0.058 ± 0.007) and RS (0.058 ± 0.004) samples (Table 3.2 
and Figure 3.12). Only SP3 met the criterion for material characterisation with a 
strain RMSD of 4 ± 1% of peak strain with the remaining samples ≥12%. Linked to 
this, despite the good agreement in peak sample deformation, at initial contact 
(based on GOM) the differences were much bigger with sample deformation 
over-predicted by at least 1 mm for both the RS and SP1 samples, while 
agreement was much better for the SP3 sample. RS and SP1 samples both 
deformed in the range 7–15 mm from the sensor. In contrast the SP3 sample 
deformed 11–24 mm from the sensors and, therefore, operated in a lower 
sensitivity region (~0.16 V/mm) compared to the other two samples (~0.04 V/mm) 
(Figure 3.6a).  
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Figure 3.11 – Bland-Altman plot comparing the Hall effect sensor values of peak sample 
deformation to the GOM gold standard. The horizontal blue line represents the mean difference 
and the ref lines the lower and upper quartiles (95% confidence intervals).  
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Figure 3.12 – Typical sample deformation profiles for the HES and GOM systems for a) RS, b) SP1 
and c) SP3. The y-axis range spans from the top of the sample (0 mm) to the vertical position of 
the sensor.  
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3.5 Discussion 
Characterising the component material stress-strain properties under the high 
loading rates typical of player and equipment interactions with sports surfaces 
using traditional test methods is challenging. The AAA was designed to replicate 
certain features of player-surface interactions, including the high loading rates. 
However, its ability to provide accurate stress-strain characteristics throughout 
surface contact needed to be investigated before being used to collect 
stress-strain data for material model calibrations. Hence, the first objective was to 
evaluate the use of the AAA to measure the strain behaviour of sport surfaces. 
Whilst the AAA provides data on the overall deformation of a sport surface system, 
it cannot provide information on the contribution of the individual layers to this 
overall deformation in a surface system (as often used in sport). Measurement of 
the individual layer deformations is relevant to surface system research and 
development through either physical testing or virtual modelling. HES provided a 
non-intrusive distance measurement method with potential to be applied to 
intra-layer deformation measurement. Thus, the second objective was to evaluate 
the potential of HES to support measurement of the strain behaviour of individual 
layers in surface systems. Three test samples and three AAA drop heights were 
used to provide a wide range of sample responses to dynamic loading (confirmed 
by the wide range in peak falling mass decelerations from 60-330 m/s2 and in peak 
sample deformations from 2.8–12.0 mm) while simultaneously providing good 
control over the test conditions to support the evaluation of the AAA and HES 
measurement systems.  
 
The optical measurement system GOM was used as the gold standard reference 
for surface sample deformation and strain. It has a manufacturer reported 
accuracy of 25 μm per metre field of view which was also demonstrated in a recent 
independent study (Leach et al., 2017). Measurement volume, camera set-up and 
calibration procedures similar to Leach (Leach et al., 2017) were applied in this 
study to support its use for the evaluation of the deformation and strain outputs 
from the AAA and HES measurement systems. In this study a dual camera set up 
was used to locate the markers in 3D space, however only the coordinate 
positions in the z axis were used in the analysis of deformation. These coordinates 
74 
 
could have been achieved through the use of one camera however there was an 
additional benefit to using a dual camera set up. Two cameras allowed for the 
calibration of a 3D space 300x300x300 mm. This meant as long as the markers 
were in this zone the results would be given to the stated accuracy in the 
calibration.  With one camera, only a 2D space is calibrated meaning any 
movement outside of this plane could lead to inaccuracies in the marker positions. 
Whilst the movement of the AAA between trials was minimal, having the dual 
camera set up ensured any inaccuracies associated with this movement were 
minimised. It should be noted that while there was high confidence in the accuracy 
of the GOM positional data as the gold standard, numerical differentiation was 
required to obtain GOM velocity and acceleration. Consequently, confidence in 
these values was lower and, on this basis, GOM velocity and acceleration were 
considered for comparative purposes only.  
 
Strain, calculated from the AAA / HES sample deformation data and sample 
thickness, was deemed suitable for material characterisation if the RMSD 
(compared to the GOM strain data) was less than 10% of the peak strain. Previous 
studies investigating impacts under high loading rate conditions found that material 
characterisation could successfully be achieved if the main features of the material 
response could be discerned from the stress-strain data (Burbank and Smith, 
2012a). However, this assessment was not quantified and, therefore, an estimated 
criterion of strain RMSD less than 10% of the peak strain was proposed here, 
which visually appeared to meet the qualitative criterion detailed above. 
Expressing the RMSD relative to the peak strain provided a relevant means of 
accounting for the differences in sample thickness. Calculating the strain RMSD 
over the whole stress-strain curve was considered to be important since the 
samples used in this study, along with many of the materials used in 3G surfaces, 
are hyperelastic suggesting that the rate of change in strain as well as energy loss 
in recovery are important features to capture.  
 
Poor agreement was obtained between AAA and GOM for peak sample 
deformation and strain. The AAA under-predicted peak deformation by between 
25% and 47% and the overall average strain RMSD was 29% of peak strain 
(Tables 3.2-3.4 and Figure 3.8a). With much better agreement in acceleration and 
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velocity data, the poor agreement was identified as resulting from the method used 
by the AAA to determine the time of initial contact of the extended test foot with the 
sample, i.e. the zero sample deformation conditions. The AAA used the time of 
peak downward velocity of the falling mass as initial contact corresponding to the 
acceleration crossing 0 m/s2; however, initial sample contact occurs at an earlier 
time point where the acceleration first deviates from gravitational acceleration with 
the GOM time of initial contact providing a much better estimate of this instant 
(Figure 3.7). As expected based on the foregoing, the error in AAA time of initial 
contact increased for the more compliant test sample, characterised by lower peak 
impact decelerations (Figure 3.8a); however, given its systematic nature correction 
methods were explored. 
 
A correction method for the AAA time of initial contact was developed based on 
fitting an exponential regression equation relating the AAA falling mass peak 
deceleration to the time difference between GOM initial contact and the original 
AAA initial contact based on peak downward velocity (Figure 3.9). The applicability 
of this regression equation was explored by re-calculating the AAA sample 
deformation data (AAAnew) and repeating the comparison to the GOM sample 
deformation and strain. The correction resulted in much better agreement; for peak 
sample deformation there was no significant systematic bias (mean difference of 
<2% or <0.1 mm) and random differences of ±0.7 mm (95% confidence intervals). 
The strain RMSD was reduced to 8% of peak strain (Tables 3.2-3.4 and 
Figures 3.8b), thus meeting the criterion for material characterisation. The 
correction appeared to work equally across all test samples and drop heights for 
peak sample deformation; however, for strain RMSD, tests onto sample RS gave 
higher RMSDs (15 ± 5% of peak strain) than those onto the remaining two 
samples (≤5%), largely due to the smaller  (unloaded) thickness of this sample and 
smaller peak deformations. Given the empirical nature of the correction method, 
the recommendation is that it should only be applied to impacts with peak falling 
mass decelerations in the range over which it was developed (60–330 m/s2). With 
this caveat in place, the results support the use of the AAA drop test, with the 
inclusion of the correction to the time of initial contact, as a suitable method for 
measuring the deformation of sports surface systems under high loading rate 
conditions, giving sub 1 mm accuracy. In terms of strain measurement, the errors 
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naturally scale with the surface or layer thickness indicating that it should be used 
with caution for thin, stiff surfaces experiencing peak deformations of <4–5 mm. 
 
Very good agreement was obtained between HES and GOM for peak sample 
deformation but poorer agreement for strain RMSD (Tables 3.2-3.4 Figures 3.11 
and 3.12). Peak sample deformation systematic bias and random differences were 
0.2 mm and ±0.3 mm (95% confidence intervals) respectively, while the overall 
average strain RMSD was 11% of peak strain, just outside the criterion for material 
characterisation. There were, however, clear inter-sample differences in the level 
of agreement; notably, while SP3 sample had the lowest strain RMSD (4%, i.e. 
within the criterion for material characterisation), it had the highest mean 
difference in peak sample deformation (underestimated by 0.5 mm).  
 
To explore the reasoning behind these observations, initially the HES calibration 
curve was considered with respect to measurement sensitivity (Figure 3.6a). 
Differences in the three sample thicknesses and peak deformations resulted in 
each sample deformation range falling within a different range on the HES 
calibration curve and, therefore, within a different sensitivity range. SP1 and RS 
samples were thin and stiff, relative to SP3, thus the magnet was closer to the 
sensor board during deformation, resulting in a higher average sensitivity (0.15 
and 0.17 V/mm respectively). In contrast, SP3 was double the thickness and had a 
sample deformation range that sat on the steeper part of the calibration curve 
corresponding to a much lower average sensitivity (0.04 V/mm). On this basis, it 
might be expected that the HES errors would increase with increasing 
magnet-sensor distance; however, this wasn’t observed in the test results 
indicating that sensor sensitivity wasn’t the main factor limiting the performance of 
the HES measurement system. Given the relatively limited range of magnet to 
sensor distance over which a HES operates (particularly with high sensitivity), 
these results reinforce the importance of careful selection of magnet properties for 
the specific application. 
 
To further explore the errors in the HES measurements, horizontal movement of 
the AAA device during testing leading to poor vertical alignment between the 
magnet and sensor was also considered. The HES system relied on an accurate 
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manual vertical alignment between the sensor and magnet to precisely maintain 
them on the same vertical axis. Whilst the alignment protocol was completed at 
the start of every set of five trials (sample and drop height), vibration of the AAA 
device during each drop may have caused some horizontal movement of the 
device relative to the sensor which was hard to perceive visually. Analysis of the 
GOM markers on the extended test foot in the horizontal plane across each set of 
five trials revealed a small permanent horizontal displacement of the extended test 
foot of up to 0.4 mm. Although the magnitude of this horizontal displacement is too 
small to substantially explain the HES test sample results, it reinforces the 
importance of careful vertical alignment of the magnet over the sensor to maximise 
the accuracy of the HES deformation and strain measurements.  
 
The AAA is used globally for certification of a sport surface system in comfort and 
regard safety, for example in the FIFA Quality Concept for football turf (Fédération 
Internationale de Football Association, 2015b). The three variables derived from 
the AAA test used to define surface performance are; force reduction, vertical 
deformation and energy restitution. It is relevant to consider the implications of the 
results of this study to these outputs. The calculation of force reduction relies on 
the peak falling mass deceleration and, therefore, is unaffected by this study 
findings. Vertical deformation is the equivalent of the peak sample deformation 
reported in this study and; the AAA has been demonstrated to systematically 
under-predict this variable due to a systematic error in the time of initial contact 
with the surface/sample. Given that the acceptable limits of force reduction in the 
FIFA standard correspond to peak falling mass decelerations in the range 
90-145 m/s2, the corresponding error in time of initial surface contact can then be 
estimated as 3–4 ms which may result in an under-estimation of vertical 
deformation by as much as 2–3 mm. It should be noted the FIFA limits of 
acceptability for vertical deformation of a football turf surface is 4–11 mm. 
Although the potential error of 2–3 mm may appear large, the football turf 
standards are based on benchmarking to good quality natural grass such that the 
current limits are empirical rather than based on any fundamental absolute values. 
Hence systematic bias may not be an issue in regard to surface safety 
implications. Notably, the Quality Concept requires vertical deformation to be 
reported to the nearest 0.5 mm which corresponds to the standard deviation of the 
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random errors observed in this study. Energy restitution is the ratio of the falling 
mass energy immediately post-impact to pre-impact. Its calculation is based on the 
peak upward velocity (post-impact) and peak downward velocity (pre-impact) of 
the falling mass. This study has demonstrated that the peak downward velocity 
occurs after impact (by 3–4 ms for surfaces tested within the Quality Concept) and 
by a similar reasoning, the peak upward velocity will occur before the extended 
test foot loses contact with the surface. For the three surface samples and three 
drop heights used in this study, applying the erroneous peak velocity criterion to 
estimate pre- and post-impact velocities resulted in energy restitution values 
4.0 ± 1.8%, 2.0 ± 3.0% and 8.4 ± 4.5% smaller (for RS, SP1 and SP3 respectively) 
than using the correct pre- and post-impact velocity method. At present, however, 
the FIFA standard requires energy restitution to be reported, but does not stipulate 
limits of acceptability. In contrast the World Rugby standard (World Rugby, 2016), 
based on the same AAA test method and empirical basis, stipulates an acceptable 
range of energy restitution as 20–50%.  
3.6 Conclusions  
This study has demonstrated the applicability of two measurement systems for 
utilisation in future numerical modelling investigations into the vertical loading 
response of sports surface systems under dynamic impact loading. While direct 
application of the AAA to measure deformation and strain behaviour of sports 
surface systems is not recommended with large (predominantly systematic) errors 
in peak deformation and strain, the corrected AAA method, based on eq.(1), can 
be considered as an acceptable means to measure peak deformation and strain 
behaviour of sports surface systems under high loading rates. Peak deformation 
errors remained relatively consistent (~0.7 mm) across test conditions, while strain 
RMSD increased with decreasing sample thickness and peak deformation; 
suggesting that even this corrected AAA method should be used with caution for 
samples undergoing small peak deformations (<4–5 mm). HES should be used 
with caution to explore intra-layer deformations in sport surface systems. This 
system gave small errors in peak deformation (0.5 mm), while strain RMSD again 
increased with decreasing sample thickness and peak deformation. However, the 
strain errors were slightly larger than for the corrected AAA such that only the 
thickest and most compliant surface sample gave strain RMSD which satisfied the 
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material characterisation criterion. Further sources of error, such as the effect of 
sample permeability on the magnetic field and the accuracy of the voltage to 
distance transfer equation, should be explored before further testing. 
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Chapter 4 - Mechanical Behaviour of 3G Components and 
Surface Systems Under Compressive Loading 
4.1 Introduction 
Measurement of the material properties of the artificial turf surface and 
components was required to select and calibrate appropriate material models for 
use in finite element (FE) simulations. The majority of testing was completed using 
compressive loads as this was the major loading condition the components and 
surface systems are subjected to under vertical loading. Quasi-static data using 
traditional tensometers allowed for controlled collection of stress-strain material 
data but did not perform at speeds attributed to player loading, therefore, AAA 
data was used to measure stress-strain properties at higher impact speeds 
(1.02-1.04 m/s, approximately 10.8 J). The results from testing, presented in this 
chapter, were used in the selection and calibration of material models for the finite 
element (FE) simulations thus working towards objective 3 (Section 1.2).  
 
Chapter objectives:  
1. Characterise the material behaviours of the individual 3G surface 
components to assist with the selection of material models.  
2. Collect stress-strain data to be used in the calibration of material models for 
each of the 3G components.  
4.2 Sample selection  
A number of components were selected for testing, representing common 
materials used in 3G artificial turf. Components were tested both in isolation and in 
layered surface systems to ensure both individual characteristics and combined 
material characteristics were measured.  
 
The surface system was broken down into two main parts for testing: the 
shockpad and the carpet-infill system. Separate finite element (FE) models of the 
shockpad and carpet-infill system would be created and then combined to create a 
surface system. Each part (shockpad, carpet-infill and surface system), therefore 
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needed to be tested to aid in the selection of material models and to provide 
further data for validation against the FE model outputs.  
4.2.1 Shockpads 
Two samples of shockpad were chosen for analysis, one prefabricated sample 
bought from a well-known manufacturer of shockpads for sports surfaces and 
another that was laid in-situ on Loughborough campus (Table 4.1). Prefabricated 
shockpads are constructed in a controlled environment and are therefore made 
with good uniformity and constancy across their surface. In comparison the 
shockpad laid in-situ was not constructed to such rigorous specifications with the 
materials being mixed on site using approximate measurements. Both shockpads 
were Fédération Internationale de Football Association (FIFA) quality approved 
and were comprised of rubber aggregate bound by polyurethane adhesive. For 
testing, shockpad samples of at least 0.3x0.3 m2 were used unless otherwise 
specified.  
 
The prefabricated shockpad (SP1) was supplied by BSW Berleburger GmbH 
(BSW Berleburger Schaumstoffwerk GmbH, 2014) with product name Regupol® 
6010 SP and was designed specifically for 3G turf surfaces (Figure 4.1a). The 
shockpad was kept on a large roll and samples cut to size. The average density of 
the shockpad was 557 kg/m3 and the thickness 15 mm.  
 
The laid in-situ shockpad (SP2) was created during the construction of the 
Holywell 3G sports pitch at Loughborough University in 2014 (Fleming, Ferrandino 
and Forrester, 2016). The manufacturer specification recorded the shockpad as 
25 mm thick however measurements of samples in the lab using callipers revealed 
the thickness to be closer to 22.5 mm. The density was higher than that of the SP1 
shockpad with densities measured in the region of 575-600 kg/m3. The samples 
used for lab testing were laid onto a thin plywood board during the construction of 
the surface where they were subsequently cut to size (Figure 4.1b). Full details of 
the construction of the HW shockpad were reported by Fleming et al. (2016). 
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Table 4.1 - Shockpad properties used in experimental testing.  
Abbreviation Manufacturer 
Product 
name  Material 
Granule 
size (mm) Binder 
Density 
(kg/m3) 
SP1 BSW Berleburger 
Regupol 
6010 SP 
Rubber 
shreds 1 – 2 Polyurethane 557
 
SP2 n/a n/a Rubber granules 2 – 6 Polyurethane 575-600 
 
 
 
Figure 4.1 - a) Regupol® 6010 SP shockpad (SP1) manufactured by Berleburger. b) Holywell 
shockpad (SP2) laid in-situ on Loughborough University campus 
4.2.1.1 Sample preparation  
Samples were prepared with reference to BS 7743 (British Standards Institution, 
2011) for the determination of stress-strain properties of rubber. The standard 
required specifically moulded or cut test samples, however, due to the restrictions 
in the preformed shockpads the test pieces were cut as close as possible to the 
recommended dimensions (cylinder of diameter 29 mm and height 12 mm). Of 
particular importance was the slenderness ratio: the ratio between the width and 
height of a column. This aims to maximize the uniaxial stress component and to 
avoid shear and/or biaxial components (British Standard Institution, 2011). Ideally 
this is achieved by a slenderness ratio over one (British Standard Institution, 
2011). As the shockpads were prefabricated, samples could not be created to a 
desired shape and therefore had to be cut from larger sheets using a die press. 
Due to the differing shockpad thicknesses different sized die cutters were used to 
ensure both shockpads had the same slenderness ratio. SP1 was cut using a 
38 mm (1.5 inch) cutter giving it a slenderness ratio of 0.39 and SP2 was cut using 
a 51 mm (2 inch) cutter to give the test piece a slenderness ratio of 0.39. Despite 
the ratio being less than the desired one, the stress-strain results from 
compression testing were independent of the test piece slenderness ratio as long 
a) b) 
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as complete slip conditions were achieved (British Standard Institution, 2011). 
Testing under low friction was also encouraged based on Bergstrom (2015), who 
analysed the influence of friction on test specimens (Figure 4.2). Due to the 
complexity in measuring actual friction in mechanical tests the study involved 
changing the friction coefficient in an FEA simulation of the compression test. 
When friction was introduced between compression platen and sample the exterior 
edges of the sample started to concave outwards, a phenomenon known as 
barrelling.  Alongside this, the stress increased alongside the friction, to an extent 
where a difference of 10% in maximum stress produced could be seen for the 
same strain. In an ideal test, to find the pure response of the material a frictionless 
test is required. In reality this is impossible to achieve even with lubrication or 
PTFE sheets. The shockpad samples used in compression testing in this study 
were lubricated with petroleum jelly to minimise the friction in the system.  
 
 
Figure 4.2 - Effect of friction between interfaces during compression of cylindrical test piece. 
Adapted from Bergstrom (2015) 
4.2.2 Carpet  
A 3G monofilament carpet was chosen as the carpet layer. The carpet, 
manufactured by Ligaturf, was designed for multisport use and was installed at 
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Loughborough University as a Rugby and American football surface. The carpet 
consisted of 60 mm polyethylene monofilaments stitched in clusters of six fibres 
with a fibre density of approximately 100,000 fibres per square metre. The carpet 
was filled with Garside silica sand and styrene butadiene rubber infill recycled from 
car tyres (Table 4.2). Full specification sheets for the shockpads, carpet and infill 
can be found in the Appendix. The carpet sample was created as per the 
specification of the surface laid at Loughborough University. This also provided the 
opportunity to corroborate results with other research outputs using the same 
surface (Wang, 2013; Fleming, Ferrandino and Forrester, 2016; Webb, 2016).  
 
Table 4.2 - Infill specification and depth used in experimental testing. 
Name Material Granule size (mm) Density (kg/m3) 
Sand infill Silica 0.18-0.71 1560 
Rubber infill SBR rubber 0.6-1.4 440 
 
4.2.2.1 Carpet sample creation 
Sample creation was completed in the sports technology labs using carpet 
samples left over from the Holywell surface pitch build (Figure 4.3). Samples 
ranged from 1x1 m2 for Advanced Artificial Athlete (AAA) testing to 0.3x0.3 m2 for 
Instron Electropuls testing due to the limited space available beneath the actuator. 
For the smaller surface samples a container was used to prevent excess infill 
falling out of the sample during testing. To create the samples the required amount 
of sand and rubber infill was measured out using a set of calibrated scales. The 
sand infill was first distributed into the carpet slowly and evenly thus to create an 
even distribution across the bottom of the carpet sample. Once all the sand was 
distributed a rake was used to pull the fibres into an upright position and even out 
any major deviances in sand height. The sand infill depth was measured for 
consistency using a depth ruler with stop gauge that could be inserted into the infill 
at different locations. Depending on sample size between 13-20 measurements 
were taken. After the sand was distributed evenly the rubber infill was raked into 
the fibres in intervals to ensure the rubber crumb was falling to the base of the 
fibres and resting atop of the sand. Once again the fibres were raked to ensure 
they remained upright and the infill level was even. The depth of the entire system 
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was measured at multiple locations to ensure infill distribution was even. The infill 
in this condition was known as the “loose” state as no compaction had taken 
place. To condition the samples a studded roller was used to compact the infill 
(Fédération Internationale de Football Association, 2015b). FIFA (2015b) states 
the surfaces should be conditioned with 50 rolls, with one roll consisting of a full 
forward and back pass across the surface. 
 
The large samples, used for AAA testing, had five test positions equally spaced 
across the surface and at least 10 cm from any edge identified for testing to 
ensure there was no edge effects (Figure 4.3). Smaller test samples, used for all 
other testing (Section 4.2.3), had three test positions across the surface with a 10 
cm distance from any edge. After each location had been tested the samples were 
reconditioned back to the original loose state through raking. Infill depth 
measurements were once again taken to ensure the surface was back in the same 
condition and any infill that had migrated during testing was distributed back onto 
the sample. Once again, 50 rolls were used to condition the surfaces and infill 
depths measured before the next round of testing commenced. To maximise 
sample consistency all samples were constructed by the author. 
 
Figure 4.3 - Test locations for the large and small samples, scale 1:20 cm. 
4.2.3 Summary of surfaces tested 
A number of surface conditions were created to collect material data for material 
model selection and calibration. Samples were only tested using test methods 
appropriate for the collection of suitable data (Table 4.3 and Figure 4.4). Cyclic 
testing was performed on the individual layers that were to be modelled as the 
1 m 
0.3 m 
1 m 
0.3 m 
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main purpose was to highlight the material properties such as hyperelasticity and 
viscoelasticity present in those components to aid in the selection of a material 
model. For the samples that contained viscoelasticity, stress relaxation tests were 
performed to gather information on the viscous element to be used for material 
model calibration. Due to the cellular nature of the shockpads, the Poisson’s ratio 
was an important parameter as it varies throughout compression as the solid to air 
void ratio changes. Finally AAA impacts were performed on every sample to allow 
for both the collection of stress-strain material data for material model calibration 
but to also view the impact of each component on the shock absorption, energy 
restitution and vertical deformation. To ensure the condition of the samples was 
kept consistent, all surface components and samples were stored in controlled lab 
conditions. This ensured no degradation in components due to environmental 
conditions such as moisture or temperature. All testing was undertaken in the 
Sports Technology Institute at Loughborough University at room temperature.  
 
Table 4.3 – Thickness of each sample and tests conducted on each sample. 
  Sample Thickness Cyclic testing 
Stress 
relaxation 
Poisson's 
ratio AAA 
1 Lab floor n/a 8 8 8 9
2 Carpet-sand 12.4 ± 0.5 8 8 8 9
3 Carpet-sand-half infill 36.5 ± 1.2 8 8 8 9
4 Carpet-sand-infill 37.6 ± 1.6 9 9 8 9
5 Carpet-infill 23.0 ± 0.9 9 9 8 9
6 SP1 15.0 ± 0.2 9 9 9 9
7 SP1 double thickness 30.1 ± 0.2 8 8 8 9
8 SP1 & Carpet-sand 12.1 ± 0.5 8 8 8 9
9 SP1 & Carpet-sand-half infill 36.5 ± 1.0 8 8 8 9
10 SP1 Carpet-sand-infill 37.4 ± 1.1 8 8 8 9
11 SP1 & Carpet-infill 23.0 ± 0.9 8 8 8 9
12 SP2 22.3 ± 1.2 9 9 9 9
13 SP2 double thickness 45.2 ± 0.8 8 8 8 9
14 SP2 & Carpet-sand 12.9 ± 0.6 8 8 8 9
15 SP2 & Carpet-sand-half infill 36.5 ± 1.2 8 8 8 9
16 SP2 Carpet-sand-infill 36.9 ± 1.3 8 8 8 9
17 SP2 & Carpet-infill 23.0 ± 0.4 8 8 8 9
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Figure 4.4 – Graphical representation of all surface conditions. 
1. Lab floor 
2. Carpet-sand 
5.Carpet-infill 
3. Carpet-sand-half 
infill 
4. Carpet-sand-
infill 
6. SP1 
7. SP1 double thickness 
8. SP1 & Carpet-sand 
11. SP1 & Carpet-infill 
9. SP1, Carpet-sand-half infill 
10. SP1, Carpet-
sand-infill 
12. SP2 
13. SP2 double thickness 
14. SP2 & Carpet-sand 
17. SP2 & Carpet-infill 
15.SP2, Carpet-sand-
half infill 
16. SP2, Carpet-
sand-infill 
Surface 
Testing 
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4.3 Cyclic stress-strain  
Cyclic stress-strain testing was conducted as set out by Wang (2013), with some 
minor changes. Using the Electropuls E3000 tensometer a 70 mm diameter test 
foot cycled at a frequency of 0.9 Hz in a sinusoidal fashion between 0 and 1900 N. 
Despite the limitations in the sine wave loading method (Section 2.3.5.1) changes 
were not made to make it more biofidelic as the cyclic testing was only to gauge 
the extent of hyperelasticity, viscoelasticity and plasticity of the components. 
Furthermore, only the 0.9 Hz frequency, representative of walking speed, was 
used as the 3.3 and 10 Hz frequencies became increasingly unstable due to the 
large deformations being performed. To match closer to the AAA test method a 
70 mm diameter circular test foot was used to deform each of the components. 
The test foot, however, did not contain the 500 mm radii on the base and was 
instead flat. Data was recorded at a frequency of 1000 Hz and output as a csv file 
for each trial which was later processed in Matlab.  
4.3.1 Results  
At 0.9 Hz the strain rate, calculated as the change in strain with respect to time 
differed between the samples due to the differences in thickness between 
components. At the 0.9 Hz speed used in this analysis, the strain rate was 
approximately 0.34 /s for SP1, 0.41 /s for SP2 and the carpet-sand-infill and 
0.50 /s for the carpet-infill.  
 
All the samples tested under cyclic loading exhibited hyperelastic and viscoelastic 
behaviour under compressive loading (Figure 4.5). The two regions of stiffness as 
described by Anderson (2007) were clearly present with the initial stiffness phase 
occurring between approximately 0.0-0.2 MPa (0.0-0.2 strain) for the shockpads 
and 0.0-0.1 MPa (0.0-0.3 strain) for the carpet-infill samples (Figure 4.5a and b). 
This initial stiffness region had a lower gradient and represented the initial 
compression of the air voids in the samples. Following a period of transition the 
second increasing stiffness region occurred between 0.6-0.9 MPa (0.35—0.45) in 
the shockpads and 0.4-1.0 MPa (0.30-0.45 strain) in the carpet-infill samples 
(Figure 4.5c and d). The second region represented the compression of the solid 
particles, i.e. rubber crumb, and was characterised by a continuous increase in 
stiffness. Shockpad 2 (SP2) displayed the largest increase in stiffness gradient 
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across the two stiffness regions, with stiffness region two 87% larger than the 
initial gradient in region one (Table 4.4). Comparatively, SP1 produced a more 
linear loading response, highlighted by the lower percentage increase across the 
two stiffness regions (SP1 74% increase, Table 4.4). For both carpet-infill and 
carpet-sand-infill samples, the stiffness increased by 90% between the two 
(Table 4.4). Isolating the influence of the sand in the carpet-infill system, stiffness 
region one and two were 25% larger in the system with the sand compared to the 
carpet-infill sample (Table 4.4).  
 
Initial stiffness across the 20 cycles increased for all samples, with the exception 
of SP1 which produced a 7% decrease (Table 4.4). This suggests the Mullin’s 
effect was occurring for SP1 with the shockpad softening as the cycles 
progressed. Conversely, SP3 got marginally stiffer after the first cycle but then 
remained relatively consistent stiffness for the remaining cycles (Table 4.4). 
Stiffness in the carpet-infill samples increased over the course of 20 cycles as the 
infill was more compressible than that of the shockpads. The shockpads were 
designed to be elastic and therefore recovery fully after compression. The infill, 
however, had more freedom to migrate and fill the air voids in the carpet-infill 
system. Naturally, when compressed the infill would look to move into areas of 
least resistance and, therefore, fill the air pockets leading to compaction of the 
surface and permanent deformation. This has been well reported in previous 
studies, as the infill becomes more compact the air void percentage is reduced 
and the infill bulk density increased (Severn et al., 2011; Webb, 2016).  
 
All samples exhibited hysteresis, defined by the area between the loading and 
unloading stress-strain response. The carpet-infill samples produced the highest 
energy loss in the first cycle followed by SP2 and finally SP1. However, as cycles 
continued the carpet-infill samples became more resilient and the energy loss 
decreased by 53% in the sand and rubber sample and 51% in the carpet-infill 
sample. Conversely, the shockpads exhibited only a marginal drop in energy loss 
(SP1 9% and SP2 21%, Table 4.4). Viscoelasticity was present in each of the 
samples, most clearly represented by the large energy loss exhibited during 
unloading but also, to a lesser extent, in the loading profiles between different 
frequencies (Figure 4.5). Despite the higher frequencies being unable to meet the 
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load limit, the initial loading of the first cycle demonstrated a strain rate dependant 
response in some of the samples. Stiffness region one displayed little rate 
dependency likely due to the large compression of air voids rather than solid 
material. The second stiffness region, associated with rubber compression, is 
where the largest differences were seen due to viscoelasticity (Figure 4.5).  
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Figure 4.5 – First cycle load-unload stress-strain profiles for a) SP1 b) SP2 c) Carpet-sand-infill d) Carpet-infill samples (see Figure 4.4, 70 mm test foot and 
1900 N maximum load). 
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Table 4.4 - Measured values for each cycle for the SP1 and SP2 shockpads samples (70 mm test foot at 0.9 Hz cycling frequency and 1900 N max load). 
  SP1 SP2 Carpet-sand-infill Carpet-infill 
Cycle 
Peak 
Strain Stiff 1 Stiff 2 
Energy 
loss 
Peak 
Strain Stiff 1 Stiff 2 
Energy 
loss 
Peak 
Strain Stiff 1 Stiff 2 
Energy 
loss 
Plastic 
strain 
Peak 
Strain Stiff 1 Stiff 2 
Energy 
loss 
Plastic 
strain 
# / N/mm N/mm MPa / N/mm N/mm MPa / N/mm N/mm MPa / / N/mm N/mm MPa / 
1 0.42 187 559 7.59 0.49 72 365 10.35 0.43 34 381 10.12 0.18 0.53 30 282 13.34 0.20 
2 0.43 178 648 7.17 0.50 78 513 9.07 0.45 59 544 7.39 0.23 0.55 47 423 9.93 0.24 
3 0.43 176 664 7.09 0.50 78 546 8.85 0.46 70 624 6.67 0.25 0.56 51 493 9.03 0.26 
4 0.43 174 662 7.05 0.50 79 564 8.73 0.46 76 679 6.27 0.26 0.56 54 534 8.51 0.28 
5 0.43 175 677 7.02 0.50 79 577 8.64 0.47 80 721 6.00 0.27 0.57 56 565 8.14 0.29 
6 0.43 174 676 7.00 0.50 79 581 8.57 0.47 82 758 5.80 0.28 0.57 59 587 7.87 0.30 
7 0.43 175 688 6.99 0.51 79 597 8.52 0.47 86 776 5.65 0.29 0.57 61 604 7.65 0.31 
8 0.43 175 682 6.97 0.51 79 592 8.48 0.48 87 803 5.52 0.30 0.57 63 632 7.48 0.32 
9 0.43 174 687 6.96 0.51 80 606 8.43 0.48 89 823 5.40 0.30 0.57 64 645 7.33 0.33 
10 0.43 174 691 6.95 0.51 79 605 8.40 0.48 91 843 5.31 0.31 0.58 66 660 7.20 0.33 
11 0.43 173 690 6.94 0.51 80 612 8.37 0.48 91 861 5.23 0.31 0.58 65 672 7.10 0.34 
12 0.43 174 691 6.93 0.51 80 611 8.35 0.48 92 876 5.16 0.32 0.58 68 686 7.00 0.34 
13 0.43 173 701 6.92 0.51 79 613 8.32 0.49 93 894 5.09 0.32 0.58 69 692 6.91 0.35 
14 0.43 173 698 6.92 0.51 79 618 8.29 0.49 94 908 5.03 0.32 0.58 69 694 6.83 0.35 
15 0.43 174 691 6.91 0.51 80 627 8.27 0.49 94 918 4.98 0.32 0.58 70 708 6.76 0.35 
16 0.43 173 697 6.90 0.51 79 631 8.26 0.49 95 935 4.93 0.33 0.58 72 722 6.69 0.36 
17 0.43 172 696 6.90 0.51 80 638 8.23 0.49 95 946 4.89 0.33 0.58 72 726 6.62 0.36 
18 0.43 173 702 6.89 0.51 80 630 8.21 0.49 96 951 4.85 0.33 0.59 72 734 6.57 0.36 
19 0.43 173 706 6.89 0.51 80 640 8.20 0.50 96 953 4.81 0.33 0.59 74 740 6.52 0.37 
20 0.43 173 714 6.88 0.51 79 637 8.19 0.50 97 961 4.78 0.33 0.59 72 743 6.47 0.37 
% change 1-20 2 -7 28 -9 4 10 75 -21 16 185 152 -53 84 11 140 163 -51 88 
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Plastic deformation was apparent in the carpet-infill and carpet-sand-infill samples as 
cycles progressed (Table 4.4). The plastic strain was recorded as the strain achieved 
at zero load following unloading. The largest increase in plastic strain occurred after 
the first cycle. Further small increases were subsequently seen however a plateau 
was reached after approximately seven cycles. Despite increasing the overall 
stiffness, the sand and rubber sample did not decrease the plastic strain during 
cyclic testing with the magnitude and rate of plastic strain per cycle remaining similar 
to that of the carpet-infill sample. Removing the offset produced by the plastic strain 
as cycles progressed revealed cyclic hardening in the carpet-infill and carpet-sand-
infill samples (Figure 4.6). The hardening had the opposite effect to the plastic strain, 
as the cycles progressed the peak strain decreased. The magnitude of cyclic 
hardening per cycle, measured as the peak strain reached, was larger in the carpet-
infill sample however the overall rate of decrease remained similar between the 
carpet-infill and carpet-sand-infill samples (Figure 4.6).  
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Figure 4.6 – Cyclic hardening in the a) carpet-sand-infill and b) carpet-infill samples (70 mm test foot 
at 0.9 Hz cycling frequency and 1900 N maximum load). 
4.4 Stress relaxation  
After displaying viscoelastic behaviour in the cyclic testing, the samples were 
subjected to stress relaxation tests to further examine their viscous response. 
Samples were strained in 10% increments from 20% up to 50% to evaluate the 
viscosity at different levels of strain. The time to peak force when running was 
approximately 30 ms (Section 2.2.8) therefore this was set as the loading time for the 
50% strain condition. This equated to an approximate strain rate of 17 s-1. This strain 
rate was used for all other strain relaxation limits with the time of loading adjusted 
accordingly. Samples were held at each strain for a total of 15 minutes to ensure the 
power of ten rule was met (Sorvari and Malinen, 2006). Sample rate was set to 1000 
Hz to ensure no aliasing.  
 
Time, force and displacement were output in a csv file and imported into Matlab. Due 
to the large amount of data points the data was down sampled by a factor of 1000. 
Care was taken to ensure no features of the stress-time profile were removed. Force 
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was converted into stress and each of the relaxation profiles plotted on a single 
graph. To prepare the data for material model calibration the loading was removed 
and the remaining relaxation data saved in an individual text file. 
4.4.1 Results 
Maximum loading strain rates of 1.5 /s were used to load each sample due to 
limitations in actuator speed. The relaxation modulus is described by the gradient of 
the stress curve whilst conforming to the power of ten rule (Meissner, 1978; Sorvari 
and Malinen, 2006; Ranga and Strangwood, 2010). The power of ten rule ensures 
the crosshead has come to a complete stop and that the sample is in its relaxation 
phase. Relaxation behaviour is defined as a drop in the stress when held at a 
constant strain and therefore the steeper the gradient the more sensitive to the 
loading rate the material is said to be.  
 
Relaxation behaviour was much more apparent at higher strains as the shockpads 
and rubber infill were compressed to strains associated with the second stiffness 
region attributed to rubber-on-rubber contact and compression (Figures 2.13 and 
4.7).  Stress relaxation below 0.4 produced little force and did not produce the 
expected drop off in gradient expected during stress relaxation of elastomers 
(Figure 4.7). This was likely due to compression associated with reducing air voids 
rather than solid compression. For use in material modelling, only stress relaxation 
profiles above 0.3 strain were used they represented the true relaxation behaviour of 
the rubber (yellow and purple lines, Figure 4.7). Relaxation gradients at these strain 
levels maintained similar gradients, thus indicating linear viscoelasticity (Table 4.5) 
(Ranga and Strangwood, 2010). Furthermore, the strains reached under a AAA 
impact were of approximate strains of 0.4-0.5 (see section 5.6).  
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Figure 4.7 – Stress relaxation for a) SP1, b) SP2 and c) Carpet-infill. Strain rate to relaxation point 
was approximately 1.5/s. Black line indicates when time equals 10 times the loading time.  
97 
 
Table 4.5 - Relaxation gradient of in strain relaxation experimental results. 
  Relaxation gradient (MPa/min) 
Strain SP1 SP2 Carpet-infill 
0.2 -0.06 -0.17 -0.23 
0.3 -0.12 -0.07 -0.20 
0.4 -0.16 -0.15 -0.15 
0.5 -0.15 -0.14 -0.14 
 
4.5 Determination of Poisson’s ratio 
The shockpads are designed to be porous in nature to allow for drainage of water 
through the system. Rubber is widely recognised to be virtually incompressible, 
therefore, a Poisson’s ratio close to 0.5 is often used in material models. Due to the 
composition of the shockpads, the Poisson’s ratio is likely to change throughout 
compression due to the changing density as air voids are reduced. To measure the 
Poisson’s ratio throughout deformation the lubricated samples used for stress 
relaxation were strained to different levels and the strain in each axis measured. The 
vertical strain was taken as the crosshead displacement whilst the transverse strain 
was measured using callipers.  
 
Cylindrical shockpad samples were created as described in Section 4.2.1.1. The 
Electropuls was used to deform the samples (Figure 2.11) between two large 
platens. The surfaces of each platen was lubricated with petroleum jelly to ensure 
minimal barrelling (Figure 4.2). A preload of 5 N was applied to ensure contact 
between the sample and platen. The samples were then compressed in 1 mm 
increments and calliper measurements made when the crosshead was static. Each 
shockpad was strained to approximately 0.5 strain. Measurements taken using the 
callipers were recorded in an excel sheet. Three samples of each shockpad were 
tested and the results averaged.  
4.5.1 Results  
Under controlled compressive loading the Poisson’s ratio of both shockpads was 
seen to increase with increasing strain (Figure 4.8). Both shockpads started 
deforming with little change to their volume with SP1 requiring 0.04 strain and SP2 
0.09 strain before any noticeable change in transverse strain could be measured. A 
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steeper rate of increase was seen in SP1 with Poisson’s ratio increasing to a plateau 
of approximately 0.37 at 0.3 strain (Figure 4.8). The rate of increase was lower for 
SP2 which displayed a steady increase to 0.2 Poisson’s ratio at approximately 0.5 
strain (Figure 4.8). Whilst not completely linear, at strains associated with stiffness 
region one (compression of air voids, Figure 2.13) there was little volumetric change, 
this subsequently increased when compressed into stiffness region 2 (compression 
of solid material, Figure 2.13).  
 
 
Figure 4.8 - Strain vs Poisson’s ratio for the shockpad samples under compression 
4.5.2 Carpet backing tensile strength 
Tension testing was carried out on an Instron 5690 using a 1 kN load cell. Tensile 
clamps were attached to the base and cross head securely and sampled securely 
gripped throughout. An initial preload of 5 N was applied to ensure the test specimen 
was taut in the device.  
 
Tensile testing of the carpet backing was undertaken to establish the stiffness of the 
backing under normal loads. A 60 mm wide strip parallel to the stich lines was cut as 
to include three lines of fibres. Each end of the sample was held in the Instron test 
machine using standard tensile clamps to leave a gauge length of 100 mm. Initial 
trials revealed the backing to rupture at approximately 0.15 strain, therefore, sample 
were strained to 0.1 strain. The strain rate was set to 0.05 s-1 as this was the fastest 
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speed that could be achieved by the device. Samples were tested both with fibres 
stitched into the backing and with the fibres carefully removed to analyse how 
integral the fibres were to overall backing strength. A scalpel was used to slice 
through the latex backing and the fibres carefully removed by pulling them out of the 
backing (Figure 4.9). In total 12 samples were tested, six samples of each of the 
backings with and without fibres.  
 
Force and displacement readings were outputted at 1000 Hz into a csv file. Each csv 
file was imported into Matlab where the force and displacement was converted into 
stress and strain before being plotted onto a graph for comparative purposes. 
 
Figure 4.9 - Carpet backing samples used in tensile testing. a) with fibres b) with fibre removed 
through cuts in the latex backing.  
4.5.3 Results  
Tensile strength of the carpet backing was high, reaching approximately 3.5 MPa at 
10% strain. The removal of the fibres in the backing structure produced no 
noticeable difference in tensile strength suggesting the fibres contribute little, if at all, 
to overall tensile strength of the backing (Figure 4.10).  
a) 
b) 
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Figure 4.10 – Carpet backing uniaxial tensile results. 
4.6 Advanced Artificial Athlete stress-strain 
All components and surfaces were subjected to AAA testing for two purposes. 
Firstly, to analyse the impact of each of the components on the FIFA variables of 
shock absorption (SA), energy restitution (ER) and vertical deformation (VD). 
Secondly, the tests aimed to create stress-strain data to be used in the calibration of 
material models. 
4.6.1 Results 
During the post processing of results in Matlab, the time of impact was adjusted 
using Equation 3.3 (as recommended in Chapter 3), to maximise accuracy of the 
deformation and strain estimates.  
 
AAA results for the shockpads and carpet-infill were averaged over five positions for 
the first drop impact condition to be used for material model calibration. Similar to the 
cyclic testing, the shockpads produced a hyperelastic response during the loading 
phase and showed viscoelasticity in the energy loss during unloading (Figure 4.11c). 
The shockpads produced higher repeatability over the five drops compared to the 
carpet-infill and carpet-sand-infill samples. Expressed as a percentage of the peak 
value, SP1, SP2 and the carpet-sand-infill samples had a standard deviation of 3-4% 
for the acceleration and 5-7% for the deformation (Figures 4.11-4.12). The 
carpet-infill samples had lower repeatability with the standard deviation of the 
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acceleration 6% of the peak and the deformation 9% (Figure 4.12). The contact time 
was approximately 25 ms for SP1, 35 ms for SP2 and 40 ms for the carpet-sand-infill 
and carpet-infill samples (Figures 4.11-4.12) this resulting in a loading frequency 
equivalent to 25-40 Hz, much faster than the cyclic loading and a closer 
representation of the loading speeds from athletes (Section 2.2.8).  
 
SP1 produced a larger peak acceleration resulting in a lower shock absorption (SA) 
(SP1 44.4%, SP2 56.8%, Figure 4.11 and 4.13, Table 4.6). Energy restitution (ER) 
was larger for SP1 by approximately 8% (SP1 57.6%, SP2 49.9%, Table 4.7 and 
Figure 4.14) and had a lower vertical deformation (VD) by (SP1 6.7 mm, SP2 
10.1 mm, Table 4.8 and Figure 4.15), however despite this, peak strain was larger in 
SP2. Due to their elastic nature, repeatability was high in both the shockpads both 
across the five positions and three drops at each position (Tables 4.6-4.8). Across 
the three drops at each position SP2 produced a higher degree of repeatability in SA 
(SP1 S.D. 0.7%, SP2 S.D. 0.2%, Table 4.6 and Figure 4.13) and ER (SP1 S.D. 
1.3%, SP2 S.D. 0.3%, Table 4.7 and Figure 4.14) but was slightly lower in VD (SP1 
S.D. 0.0 mm, SP2 S.D. 0.1 mm, Table 4.8 and Figure 4.15). Conversely, when 
comparing drops at multiple positions, SP1 was better in SA and VD but again worse 
in ER (Tables 4.6-4.8 and Figures 4.13-4.15). Thus, SP1 proved to be more 
repeatable across the five positions but less repeatable across the three drops at 
each position.  
 
Comparison of the two infill only samples revealed the sand sample produced the 
lowest SA (21.9%, Table 4.6 and Figure 4.13), highest ER (59.2%, Table 4.7 and 
Figure 4.14) and lowest deformation (3.8 mm, Table 4.8 and Figure 4.15), across 
any sample tested. In contrast, the carpet-infill sample provided the largest SA of any 
single component sample, (65.0% Table 4.6), the lowest ER (36.2% Table 4.7) and 
the largest deformation (14.0 mm Table 4.8) however the sample was significantly 
thicker than the sand infill (10 mm vs 37.5 mm). Repeatability was weak across the 
five positions with the first drop in particular producing a larger range of results 
across the five positions for both the carpet-sand and carpet-infill samples 
(Table 4.6-4.8 and Figures 4.13-4.15). For the first drop, the carpet-sand sample 
produced standard deviations of 4.5%, 5.2% and 0.8 mm for the SA, ER and VD, 
which were 15%, 11% and 16% of the mean value recorded for the drop 
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(Figures 4.13-4.15 and Tables 4.6-4.8). This however improved as subsequent drops 
were performed. The carpet-infill was more consistent across the first drop, with 
standard deviations only attributing to 2.8%, 5% and 9% of the SA, ER and VD 
means (Figures 4.13-4.15 and Tables 4.6-4.8). Between drops, the largest 
differences came between the first and second drops. The carpet-sand sample 
produced a decrease in SA of 8%, an increase in ER of 9% and a decrease in VD of 
1.1 mm (Table 4.6-4.8 and Figures 4.13-4.15). A similar pattern was produced with 
the carpet-infill sample with SA decreasing by 2%, ER increasing by 2% and vertical 
deformation decreasing by 0.9 mm.  
 
Infill heights measured after all three of the drops revealed the carpet-infill sample to 
produce the largest absolute plastic deformation, reducing by approximately 10 mm 
after three impacts (Table 4.9).  As a percentage of the initial infill height, the largest 
change in infill depth came from the carpet-sand whose final infill depth of 10 mm 
was 67% of the starting depth (Table 4.9). The introduction of sand to the carpet-infill 
samples reduced the total permanent deformation sustained by the rubber infill 
(Table 4.9). Furthermore the introduction of the shockpads also reduced the 
deformation sustained by the carpet-infill samples (Table 4.9). Samples containing 
the rubber infill produced a greater variance in mean deformation however given the 
mean starting depth was 37.5 ± 1.1 mm this was unsurprising. Once again, the 
introduction of the shockpads and sand reduced the level of variation in final infill 
height (Table 4.9).  
 
For the combined component samples the introduction of a shockpad and rubber 
infill increased the SA, decreased the ER and increased the VD (Figures 4.13-4.15). 
Addition of the rubber infill had the biggest influence on results, followed by SP2, 
SP1 and finally the sand infill (Tables 4.6-4.8 and Figures 4.13-4.15). Overall the 
shockpads and rubber infill decreased the stiffness of the samples, increasing the 
SA and VD whilst decreasing the ER. Conversely, the addition of sand infill 
increased sample stiffness, thus resulting in a decrease in SA and VD and an 
increase in ER.  
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Figure 4.11 - Mean a) acceleration, b) deformation and c) stress strain for the first drop over five positons for SP1 and SP2. 
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Figure 4.12 - Mean a) acceleration, b) deformation and c) stress strain for the first drop over five positons for carpet-sand-infill and carpet-infill samples. 
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Table 4.6 – Mean (± S.D.) shock absorption (%) evaluated over the five positions tested. Full 
sample specifications in Table 4.3 and Figure 4.4.  
  
Sample 
number 
  Mean ± S.D. 5 positions   
Sample name Drop 1 Drop 2 Drop 3 All drops 
2 Carpet-sand 30.4 ± 4.5 22.1 ± 3.4 21.7 ± 3.7 24.8 ± 3.8 
3 Carpet-sand-half infill 55.5 ± 0.9 49.5 ± 1.3 48.1 ± 1.8 51.0 ± 1.3 
4 Carpet-sand-infill 65.0 ± 2.7 61.5 ± 2.1 59.6 ± 2.0 62.0 ± 2.2 
5 Carpet-infill 66.7 ± 1.9 64.8 ± 0.9 65.1 ± 1.5 65.6 ± 1.4 
6 SP1 45.5 ± 1.4 44.3 ± 0.4 44.6 ± 0.4 44.8 ± 0.7 
7 SP1 double thickness 61.3 ± 0.6 60.8 ± 0.3 60.8 ± 0.4 60.9 ± 0.4 
8 SP1 & Carpet-sand 53.6 ± 1.3 49.2 ± 0.9 49.4 ± 0.9 50.8 ± 1.0 
9 SP1 & Carpet-sand-half infill 62.2 ± 1.5 58.3 ± 1.5 57.2 ± 1.3 59.3 ± 1.4 
10 SP1 Carpet-sand-infill 69.8 ± 0.6 67.0 ± 1.4 65.9 ± 1.4 67.6 ± 1.1 
11 SP1 & Carpet-infill 73.0 ± 2.0 69.8 ± 1.9 69.5 ± 1.4 70.8 ± 1.8 
12 SP2 57.0 ± 1.4 56.9 ± 1.3 56.7 ± 1.1 56.8 ± 1.3 
13 SP2 double thickness 69.5 ± 0.6 69.8 ± 0.6 69.4 ± 0.6 69.6 ± 0.6 
14 SP2 & Carpet-sand 59.6 ± 0.8 56.7 ± 0.5 57.0 ± 0.3 57.8 ± 0.6 
15 SP2 & Carpet-sand-half infill 68.2 ± 1.6 64.2 ± 1.2 63.5 ± 1.4 65.3 ± 1.4 
16 SP2 Carpet-sand-infill 72.7 ± 0.9 70.2 ± 1.5 69.1 ± 1.3 70.6 ± 1.2 
17 SP2 & Carpet-infill 74.5 ± 0.8 72.0 ± 1.0 70.9 ± 1.4 72.5 ± 1.1 
 
 
Figure 4.13 – Shock absorption from 55 mm drop across all samples.  
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Table 4.7 - Mean (± S.D.) energy restitution (%) evaluated over the five positions tested. Full 
sample specifications in Table 4.3 and Figure 4.4. 
  
Sample 
number 
  Mean ± S.D. 5 positions   
Sample name Drop 1 Drop 2 Drop 3 All drops 
2 Carpet-sand 49.5 ± 5.2 58.6 ± 4.3 59.9 ± 3.8 56.0 ± 4.4 
3 Carpet-sand-half infill 39.4 ± 0.7 44.6 ± 0.9 46.5 ± 0.9 43.5 ± 0.8 
4 Carpet-sand-infill 35.1 ± 1.2 39.2 ± 0.8 41.2 ± 0.7 38.5 ± 0.9 
5 Carpet-infill 34.3 ± 1.8 36.0 ± 0.7 36.4 ± 1.0 35.6 ± 1.2 
6 SP1 55.3 ± 2.4 57.4 ± 1.2 57.6 ± 1.6 56.8 ± 1.7 
7 SP1 double thickness 51.2 ± 1.8 53.2 ± 1.2 53.6 ± 1.3 52.7 ± 1.4 
8 SP1 & Carpet-sand 44.3 ± 1.5 48.7 ± 1.1 49.1 ± 1.3 47.4 ± 1.3 
9 SP1 & Carpet-sand-half infill 41.2 ± 0.6 45.6 ± 0.5 47.4 ± 1.0 44.8 ± 0.7 
10 SP1 Carpet-sand-infill 38.1 ± 0.2 41.9 ± 1.2 43.5 ± 1.2 41.2 ± 0.9 
11 SP1 & Carpet-infill 35.1 ± 1.2 38.8 ± 1.6 39.4 ± 1.1 37.7 ± 1.3 
12 SP2 49.4 ± 0.7 49.5 ± 0.7 49.9 ± 0.3 49.6 ± 0.6 
13 SP2 double thickness 47.2 ± 1.0 47.3 ± 0.9 47.4 ± 0.8 47.3 ± 0.9 
14 SP2 & Carpet-sand 40.7 ± 1.7 43.8 ± 1.1 44.5 ± 1.0 43.0 ± 1.3 
15 SP2 & Carpet-sand-half infill 39.1 ± 0.8 42.9 ± 0.4 44.5 ± 0.4 42.2 ± 0.6 
16 SP2 Carpet-sand-infill 36.8 ± 0.9 40.3 ± 0.9 42.1 ± 1.0 39.7 ± 0.9 
17 SP2 & Carpet-infill 35.8 ± 0.9 38.8 ± 1.1 39.3 ± 1.1 38.0 ± 1.0 
 
 
Figure 4.14 – Energy restitution from 55 mm drop across all samples.  
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Table 4.8 – Mean (± S.D.) vertical deformation (mm) evaluated over the five positions tested. 
Full sample specifications in Table 4.3 and Figure 4.4. 
  
Sample 
number 
  Mean ± S.D. 5 positions   
Sample name Drop 1 Drop 2 Drop 3 All drops 
2 Carpet-sand 5.0 ± 0.8 3.9 ± 0.6 3.7 ± 0.5 4.2 ± 0.7 
3 Carpet-sand-half infill 11.3 ± 0.5 9.8 ± 0.5 9.3 ± 0.6 10.1 ± 0.5 
4 Carpet-sand-infill 14.8 ± 0.7 13.5 ± 0.5 12.6 ± 0.5 13.6 ± 0.6 
5 Carpet-infill 15.1 ± 1.3 14.2 ± 0.6 13.8 ± 0.5 14.4 ± 0.8 
6 SP1 6.7 ± 0.3 6.7 ± 0.2 6.8 ± 0.1 6.7 ± 0.2 
7 SP1 double thickness 10.3 ± 0.1 10.4 ± 0.1 10.4 ± 0.1 10.4 ± 0.1 
8 SP1 & Carpet-sand 9.3 ± 0.5 8.7 ± 0.4 8.7 ± 0.4 8.9 ± 0.4 
9 SP1 & Carpet-sand-half infill 13.1 ± 0.5 12.0 ± 0.5 11.5 ± 0.5 12.2 ± 0.5 
10 SP1 Carpet-sand-infill 16.6 ± 0.4 15.5 ± 0.7 15.2 ± 0.5 15.8 ± 0.5 
11 SP1 & Carpet-infill 17.4 ± 0.9 16.4 ± 0.9 16.0 ± 0.7 16.6 ± 0.8 
12 SP2 10.3 ± 0.7 10.2 ± 0.6 10.1 ± 0.5 10.2 ± 0.6 
13 SP2 double thickness 14.1 ± 0.5 14.4 ± 0.2 14.4 ± 0.5 14.3 ± 0.4 
14 SP2 & Carpet-sand 11.8 ± 0.2 11.2 ± 0.3 11.1 ± 0.2 11.3 ± 0.2 
15 SP2 & Carpet-sand-half infill 15.4 ± 1.0 14.6 ± 0.8 14.0 ± 0.5 14.7 ± 0.7 
16 SP2 Carpet-sand-infill 18.0 ± 0.9 16.9 ± 0.9 16.5 ± 0.5 17.1 ± 0.8 
17 SP2 & Carpet-infill 18.5 ± 0.3 17.6 ± 0.3 17.1 ± 0.3 17.8 ± 0.3 
 
 
Figure 4.15 – Vertical deformation from 55 mm drop across all samples.  
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Table 4.9 – Starting and final infill depths after three drops for each sample (Table 4.3 and 
Figure 4.4) 
 
  
Infill depth (mm) 
Sample 
number   
Pre-drop 
infill 
depth 
(mm) 
Final infill  
depth 
after 3 drops  
(mm) 
Absolute  
deformation 
Change 
(mm) 
% of  
starting 
depth 
2 Sand 12.4 ± 0.5 9.0 ± 0.8 4.5 67 
3 Carpet-sand-half infill 23.0 ± 0.9 17.0 ± 1.1 6.0 74 
4 Carpet-sand-infill 36.5 ± 1.2 29.0 ± 1.5 7.5 79 
5 Carpet-infill 37.6 ± 1.6 27.0 ± 1.1 10.0 73 
6 SP1 - - - - 
7 SP1 double thickness - - - - 
8 SP1 and carpet-sand 12.1 ± 0.5 10.0 ± 0.9 3.5 74 
9 SP1, carpet-sand-half infill 23.0 ± 0.9 18.0 ± 1.0 5.0 78 
10 SP1, carpet-sand-infill 36.5 ± 1.0 31.0 ± 1.3 5.5 85 
11 SP1 and carpet-infill 37.4 ± 1.1 29.0 ± 1.5 8.0 78 
12 SP2 - - - - 
13 SP2 double thickness - - - - 
14 SP2 and carpet-sand 12.9 ± 0.6 10.0 ± 1.0 3.5 74 
15 SP2, carpet-sand-half infill 23.0 ± 0.4 20.0 ± 1.0 3.0 87 
16 SP2, carpet-sand-infill 36.5 ± 1.2 31.0 ± 1.4 5.5 85 
17 SP2 and carpet-infill 36.9 ± 1.3 29.0 ± 1.6 8.0 78 
 
4.7 Discussion 
The results from this chapter highlighted the complex loading properties of 
components used in third generation (3G) artificial turf. Data collected from a 
tensometer provided a controlled assessment of material properties but was 
limited in the speed at which compression data could be acquired (≤ 0.9 Hz, 
~0.75 s-1), and therefore, hampered the ability to use the data for material 
model calibrations. The AAA was validated in a prior study and was able to 
collect data at much higher strain rates (20-30 Hz, ~15-25 s-1) more akin to the 
dynamic impacts used during human running. For this reason the stress-strain 
data gathered using the AAA was more appropriate for material model 
calibration. Stress relaxation data was determined to assist with the calibration 
of the viscoelastic component of the material models. Carpet backing was also 
tested in tensile loading to allow for calibration of a material model to describe 
this stiffer region.  
109 
 
 
Cyclic testing results provided a controlled measure of the compressive 
behaviour of components. The initial region of compression was found to 
contain a low stress-strain gradient (stiffness), attributed to the compression of 
air rather than solid material. Thus, the load limit was only reached when 
substantial strain and rubber on rubber contact had occurred resulting in an 
upturn of force generation. In instances such as the rubber infill, this resulted in 
strains above 50% (Figure 4.5d) corresponding to a deformation of 
approximately 19 mm. Despite the increasingly unstable measurements at 
higher frequencies, the first cycle did provide useful data to help understand 
material behaviour for material model selection.  
 
The shockpads displayed hyperelastic behaviour in each of the samples. The 
two stiffness regions identified were similar to those described by Anderson 
(2007), an initial stage of air compression followed by a transition region and 
finally a region of increased stiffness associated with rubber compression. This 
also had an effect on the Poisson’s ratio, with little to no volumetric change 
seen in the early compression of the samples which is common in foams and is 
often associated with side wall buckling (De Vries, 2009). Furthermore, stress 
relaxation response was largely only seen in strains associated with the second 
stiffness region. It was, therefore, apparent that in the majority of aspects the 
shockpads acted with a similar response to cellular materials. Some differences 
were apparent such as the absence of the initial linear region of stress at the 
start of compression (De Vries, 2009) but generally contained the major 
features associated with foam compression. Selection of a material model that 
could account for the volumetric response as well as the hyper and 
viscoelasticity was, therefore, needed. The shockpads produced repeatable 
results for SA, ER and VD across multiple positions (Tables 4.6-4.8 and 
Figures 4.13-4.15). SP1 was slightly more consistent in shock absorption and 
vertical deformation, possibly linked to the more controlled method of 
manufacture compared to the laid in-situ SP2 which was not constructed to 
such high tolerances (Tables 4.6-4.8 and Figures 4.13-4.15).   
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Under loading the carpet-infill exhibited hyperelasticity and viscoelasticity 
(Figure 4.5 and 4.7). As with the shockpads, an initial region of lower stiffness 
was observed, likely to occur due to the air voids in the infill system being 
compacted. The stiffness once again increased after a transition period, due to 
the rubber-on-rubber contact of the infill producing a higher resistance to 
compression. Over continuous cycles plastic deformation occurred as the infill 
could not fully recover. It has previously been reported that the rubber infill 
compacts under a compressive load, increasing the net bulk density and 
reducing the air void percentage (Severn et al., 2011; Webb, 2014). This was 
apparent in the cyclic testing as hardening occurred as cycles progressed 
(Figure 4.6). Hardening was also apparent in subsequent AAA impacts onto the 
same position, with difference between first and second drops showing a larger 
increase than between second and third impacts (Tables 4.6-4.8 and 
Figures 4.13-4.15).  
 
The addition of the sand infill increased the stiffness of the sample thus 
resulting in reduced SA and VD and increased ER (Tables 4.6-4.8 and 
Figures 4.13-4.15). The sand however had less of an influence on surface 
properties (<2% change to SA and ER, 0.3 mm change to VD) compared to the 
amount of performance infill (>10% change to SA, >5% to ER and 3.8 mm to 
VD) and the addition of shockpads under the carpet-infill system (>6% change 
to SA, >1% to ER and 2.3 mm change in VD). Due to the incompressible nature 
of the sand when loaded most of the deformation occurred through migration 
away from the area directly below the impact foot. This was observed in both 
the cyclic loading and AAA impacts.  
 
By using the carpet-sand-half infill as the base state, the effect of adding further 
performance infill or a shockpad was observed (Tables 4.6-4.8 and 
Figures 4.13-4.15). Addition of both performance infill and shockpads increased 
the shock absorption and vertical deformation of the surfaces. The energy 
restitution, however, was increased by the addition of a shockpad but 
decreased when further performance infill was added (Tables 4.6-4.8 and 
Figures 4.13-4.15). Thus, whilst the shockpads and performance infill had a 
similar effect on the shock absorption and vertical deformation, the shockpads 
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had an advantage as they provided greater energy return. Furthermore, over 
the course of the three drops the deterioration in these three properties was 
less with the addition of the shockpads compared to the addition of performance 
infill (Tables 4.6-4.8 and Figures 4.13-4.15). This could be linked to the 
compaction of the infill over successive drops as the permanent deformation of 
the infill after three drops was decreased when the shockpads were placed 
under the carpet-infill systems. Thus, not only does adding the shockpads to the 
carpet-infill system attribute to the overall vertical response of the surfaces they 
also allow for more consistent results at different levels of infill compaction. The 
importance of selecting an appropriate shockpad was also highlighted as the 
change in SA, ER and VD was dependant on the shockpad selected. Therefore, 
to influence the vertical response to loading of a surface system, manufacturers 
should prioritise the selection of an appropriate shockpad over the level of 
performance infill. Given the shockpads have little influence over other surface 
properties such as traction (K. Severn, Fleming and Dixon, 2010), 
manufacturers may look to optimise the selection of performance infill for other 
surface properties such as traction.  
 
Infill depth was measured pre-and post-the three impacts at each position to 
calculate the accumulate plastic deformation to the sample. Measurements 
were not taken between drops to ensure the same position was impacted each 
time. Thus, it is unclear how much deformation occurred per impact, however 
based upon results from the cyclic testing, and the change in results across the 
three impacts in SA, ER and VD, it is likely the first impact caused the largest 
change in infill depth. Due to this, strain measurements for the second and third 
impacts could not be calculated due to the unknown starting thickness of the 
infill layer. Therefore, only the first impact should be used to calibrate material 
models. A material model must, therefore, capture not only the hyperelastic and 
viscoelastic nature of the infill but also the plastic deformation that occurs after 
impact.  
4.8 Conclusion  
Cyclic testing revealed the hyperelastic and viscoelastic properties of the 
shockpad and rubber infill components and also the plastic deformation and 
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strain hardening of the rubber infill. It is clear that dual network material models 
are needed to fully describe the response of these components to loading. 
Cycles became increasingly unstable at frequencies over 1 Hz, therefore, 
producing unreliable data for calibration of material models. However AAA 
impact data provided stress-strain profiles at higher strain rates more akin to 
those seen in human loading and are therefore more suited for material model 
calibration.   
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Chapter 5 - Shockpad Finite Element Model 
5.1 Introduction 
The literature review (Chapter 2) highlighted the advantages of using finite 
element (FE) models to assess behaviour of components before physical 
components are constructed. The modelling of the surface system was broken 
into two components: the shockpad and the carpet-infill (Section 4..2). This 
chapter focuses on the selection and calibration of a material model to describe 
shockpad behaviour (Section 1.2 objective 4) and the construction of a FE 
model of the Advanced Artificial Athlete (AAA) to replicate an impact onto the 
shockpad (Section 1.2 objective 5).  
 
A novel methodology was established to select and calibrate and material 
models through use of both specialised software and manual optimisation. An 
assessment criteria was also outlined to define an acceptable level of accuracy 
needed from the FE simulations (of each component).  
 
Four objectives were outlined for this chapter:  
x To develop a methodology for material model calibration and 
assessment of FE model outputs against experimental data.  
x To select and calibrate an appropriate material model for two elastomeric 
shockpads.  
x To create an FE model for a AAA test onto each shockpad based upon 
measured material data. 
x To assess the accuracy of the simulated response against new 
experimental data.  
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Table 5.1 – Shockpads selected for modelling in the AAA test finite element simulations (see 
Figure 4.4).  
Abbreviation Manufacturer Material 
Granule 
size (mm) Binder 
Density 
(kg/m3) 
Thickness 
(mm) 
SP1 BSW 
Berleburger 
Rubber 
shreds 
1 – 2 Polyurethane 557 15.0 ± 0.2 
SP2 n/a Rubber 
granules 
2 – 6 Polyurethane 575-600 22.3 ± 1.2 
5.2 AAA FE model definition  
A simplified 3D model of the AAA was created using Abaqus CAE (Version 
2016, Dassault Systèmes, Vélizy-Villacoublay, France). The model built upon 
the AA FE model used for measurement of athletics track surfaces (Andena et 
al., 2015). To take advantage of the axisymmetric geometry and load 
conditions, only a 90° section was constructed. The shockpad sample was 
modelled to a radius four times the size of the test foot. A sensitivity analysis 
revealed no shockpad response existed beyond three times the test foot radius 
thus this provided a suitable tolerance (Figure 5.1). 
 
 
Figure 5.1 - Full finite element model of shockpad and impactor where D = 70 mm, diameter of 
impact foot.  
 
The AAA impactor consisted of three parts: test foot, linear spring and mass. All 
parts were modelled to the specifications stated in the Fédération Internationale 
de Football Association (FIFA) handbook of test methods (Fédération 
Internationale de Football Association, 2015b). A point mass was used to 
describe the 20 kg mass and was attached to the top of the test foot via a linear 
spring element. This spring element was defined by a stiffness of 2000 N/m as 
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specified in the FIFA Handbook of Test Methods (2015b). To reduce the risk of 
convergence problems due to impacted-induced stress waves, the test foot was 
constructed as a rigid body. The shockpad test sample was modelled as a 
deformable part and was situated above the test flooring which was modelled 
as a rigid body and given a material definition of concrete.  
 
Instead of modelling the whole drop, the impact foot was positioned 1 mm 
above the test surface and was given an initial velocity that resulted in a peak 
velocity that matched the experimentally recorded peak velocity (Figure 5.2). 
Some trial and error was necessary in the selection of this initial velocity as the 
peak velocity occurred some distance into the surface. The model was, 
therefore, only used for comparison to the experimental data if the simulated 
peak velocity was within 5% of the experimental calculated peak velocity.  
 
Boundary conditions were defined to ensure the floor was fixed and only in 
plane deformations were allowed in the shockpad. Contact interactions were 
defined between two pairs: test foot and shockpad; shockpad and floor. Both 
interactions were defined by a tangential friction using a penalty formulation with 
a friction coefficient of 0.8. This value was measured as the coefficient of friction 
in an experimental slip test performed prior to AAA testing. Step time was 
approximated based upon the contact time measured in the experimental tests 
(where the acceleration deviated from -9.81 m/s2). The shockpad was meshed 
using 3D 8-node reduced integration elements with hourglass control (C3D8R). 
An approximate mesh size of 2 mm was used in the shockpad in the area 
directly below and surrounding the test foot in order to reduce the strain on 
elements leading to large localised deformations (Figure 5.2). A mesh sensitivity 
test was completed to ensure results were not sensitive to mesh design.  
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Figure 5.2 – Advanced Artificial Athlete finite element model highlighting component parts. 
1) 20 kg point mass; 2) 2000 N/mm linear spring; 3) Steel test foot; 4) Shockpad; 5) Concrete 
floor.  
5.2.1 Shockpad FE model outputs 
Acceleration was outputted from the point mass at 9600 Hz to match that of the 
experimental data. Filtering of the signal was applied within the software using a 
2nd order low pass Butterworth filter at 600 Hz to match that applied during 
experimental testing (Fédération Internationale de Football Association, 2015b). 
Velocity and displacement of the point mass were calculated during 
post-processing in Matlab. Displacement was outputted from a point on the top 
of the test foot and a point on the mass to enable a direct measurement of 
surface deformation and to provide a verification of spring compression during 
impact. Contact force between the test foot and shockpad was used to measure 
total contact time by recording the time where a non-zero force was present. To 
ensure the model performed as expected an initial drop from 55 mm onto the 
concrete surface was performed. Peak force calculated from the point mass 
acceleration was 6716 N, within 1% of the theoretical value 6760 N for the 
same impact (Fédération Internationale de Football Association, 2015b).  
 
A number of outputs were taken from the AAA simulations, including 
comparable data from the accelerometer as well as more direct measurements 
of displacement taken from a point on the impact foot and strain taken from a 
point located on the top of the shockpad.  In order to fully understand how each 
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comparative variable was calculated, the calculation methods are presented in 
Table 5.2. 
 
Table 5.2 - Summary of variable calculation methods for experimental data and finite element 
simulation of shockpads. 
Variable Units Experimental data Finite element model 
Peak  
acceleration  m/s
2 Max acceleration recorded by 
accelerometer 
Max acceleration of 20 kg point 
mass 
Shock  
absorption  % 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Peak impact  
velocity  m/s 
Maximum downward velocity of 
falling mass 
Maximum downward velocity of 
point mass 
Peak 
rebound  
velocity  
m/s Maximum upward velocity of falling mass 
Maximum upward velocity of 
point mass 
Energy  
restitution  % 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Vertical  
deformation  mm 
Using Equation 3.3 to correct the 
time of initial contact then as 
described in (Fédération 
Internationale de Football 
Association, 2015b) 
Maximum displacement of test 
foot into surface 
Spring 
compression  
mm 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Maximum displacement of test 
foot minus displacement of 
point mass 
Time from 
contact  
to peak 
downward 
velocity 
ms 
Time between peak downward 
velocity and contact time 
calculated using equation 4.1  
Time between instance of first 
contact between test foot and 
surface to peak downward 
velocity of point mass 
Contact time ms n/a 
Time where contact force 
between test foot and surface 
was >0 N 
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5.3 Material modelling 
Material models were initially calibrated against the experimental data using 
MCalibration (v5.1, Veryst Engineering, Needham, MA), an external software 
that allowed for the calibration of Abaqus and other independently developed 
material models. The software provided greater tools for calibration and 
evaluation of material models above what was available in the Abaqus software. 
Firstly experimental data could be formatted for calibration and there was more 
control over material model coefficients. More complex models, not available in 
Abaqus but could be imported, could also be selected and calibrated. Finally 
there was greater scope for adjustments to be made to material model 
coefficients using the parametric modelling tools.  
 
MCalibration provided a GUI for the optimisation of material model parameters 
to experimental data. Using the graphical user interface models could be fitted 
to the experimental data via a series of non-linear curve fitting operations most 
notably Levenberg-Marquardt, NEWUOA and Nelder-Mead algorithms 
(Figure 5.3, Nelder and Mead, 1965; More, 1978; Powell, 2006). Previous 
studies using these techniques to find material model parameters have proved 
successful in predicting the hyperelastic response of elastomers (Wu, Wang 
and Li, 2016). A number of popular hyperelastic models are contained within the 
Abaqus software, however, viscoelastic properties are poorly represented and 
no material evaluation tools are available to match viscoelastic properties to 
experimental data; thus, only a trial and error approach could be conducted. 
Further to the Abaqus material models, a number of advanced viscoelastic 
models were available in MCalibration via the PolyUMod material library. 
PolyUMod models calibrated within MCalibration could be subsequently  
imported into Abaqus via VUMAT format (Dassault Systèmes Simulia Corp, 
2016).  
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Figure 5.3 – MCalibration interface for SP1 calibration. 1) Load cases used in calibration; 2) Model coefficients to optimise with upper and lower bound limits; 
3) Graphical display of load cases and material model fitting; 4) Fitting algorithm progress.  
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5.3.1 Material modelling methodology 
An iterative approach was undertaken to optimise material models (Figure 5.4). 
The first stage was the collection of appropriate experimental data to fully 
describe the response of the materials which was completed through the 
processes detailed in Chapters 3 and 4 (Figure 5.4 step 1). Selection of an 
appropriate material model was conducted by matching the experimental 
behaviours exhibited by each of the components (Chapter 4) to a model in the 
PolyUMod library (Figure 5.4 step 2). Once a model was selected, each of the 
material coefficients was listed in a table, giving the user control over what 
coefficients to optimise and the limits for each coefficient (Figure 5.3). 
Experimental stress-strain data was imported into MCalibration as a text file and 
prepared for calibration using the inbuilt toolbox. An initial calibration was run 
looking to optimise the coefficients to match the experimental data (Figure 5.4 
step 3). The calibration ended when the fit of the model could not be improved 
further or when the user sent a stop command. The material model was 
exported as a Python file that could be imported into Abaqus to be used in an 
FE simulation of the AAA impact (Figure 5.4 step 4). The FE simulation outputs 
were compared to the experimental data and assessed against a set of 
accuracy criteria (Figure 5.4 step 5). If the FE model did not meet the set criteria 
(Section 5.3.2, Figure 5.4 step 6), the causes of model deviation from the 
experimental prediction were evaluated. An iterative optimisation approach was 
then implemented, changing only the coefficients deemed necessary to improve 
FE model accuracy (Figure 5.4 step 7, see Section 5.3.1.1). After appropriate 
changes the material model was imported back into the FE simulation and the 
new material response analysed. The loop of simulation and iterative 
optimisation continued until the FE model met the accuracy criteria 
(Section 5.3.2) and no further improvements in the accuracy were readily 
achievable (Figure 5.4 step 8).   
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Figure 5.4 – Method used to optimise material models. 
5.3.1.1 Material model optimisation procedure 
After the initial results from the FE simulation had been compared to the 
accuracy criteria (Section 5.3.2), an optimisation of the material model 
coefficients was undertaken. Firstly, the main sources of difference between the 
FE simulation output and the experimental data needed to be established. This 
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could be variables such as the acceleration, deformation or energy loss 
response. The material model coefficients controlled different behaviours of the 
FE model, therefore, it was important to establish which coefficients had the 
greatest influence over the variables that needed further optimisation.  
 
In MCalibration, a parametric study could be performed on the material model. 
This altered each coefficient by a user set percentage and displayed the results 
of the new material model fit (Figure 5.5). This allowed each coefficient to be 
assessed and an iterative optimisation approach could be undertaken. For 
example, if the model was producing strains 0.1 above that observed in the 
experimental data, the effect of changing the Young’s modulus could be 
analysed and the coefficient changed to an appropriate degree based upon the 
results from a parametric study (Figure 5.5). Care had to be taken to ensure 
changing one coefficient did not have knock on effect on other variables.   
 
After changing one coefficient, the material model was imported back into the 
FE AAA simulation and the results compared to the experimental data once 
again (Figure 5.4 steps 4-6). After the accuracy criteria was met (Section 5.3.2) 
the iterative optimisation continued to see if further improvements to the model 
could be made (Figure 5.4 step 8). If five iterations were completed with less 
than 0.1% improvement, the iterative optimisation approach was stopped and 
the material model validated against further AAA drops from different drop 
heights (Figure 5.6).  
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Figure 5.5 – Example parametric study highlighting the effect of changing the Young’s modulus 
by 10%.  
 
 
Figure 5.6 – Material model optimisation per iteration after iterative optimisation approach 
highlighting point at which optimisation stops.   
5.3.2 Defining an acceptable FE model accuracy 
Determination of an acceptable FE model accuracy is problem specific, models 
are not intended to be perfect replicas of reality and often are a simplified 
version of a real problem designed to give insight into the mechanics at work 
(Bergstrom, 2015). There is, however, still a need to quantify the level of 
accuracy of a FE model to ensure the simplification and limitations are 
understood. In some instances researchers have analysed model success 
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without quantifiable measures, instead relying on adjectives such as close 
(Burbank and Smith, 2012b), similar (Farhang et al., 2015) or reasonable 
(Thomson, Birkbeck and Lucas, 2001) to describe the agreement between FE 
model outputs and experimental data. This does little to assist the user in 
understanding the results of the models or level of accuracy in the reported 
results.  
 
Other researchers have gone further in defining key parameters of interest and 
the level of accuracy against experimental data but lack depth in their analysis. 
Andena et al., (2015) was concerned with the force reduction of athletics track 
surfaces, using the AAA. The FE model was perceived successful with a 3.00% 
difference in peak force and a 1.44% difference in force reduction. Although 
outside the scope of the paper, metrics such as surface deformation and energy 
restitution were not considered. Whilst it cannot be assumed a FE model will 
meet all material properties to the same degree of accuracy, relying on only one 
metric related to a single instant in the simulation to determine FE model 
accuracy leaves some uncertainty. In softball impact simulations Smith et al., 
(2016) utilised a foam material model and recorded deformations during an 
impact against a cylinder. The peak deformation was accurate to within 1% of 
the experimental data however impact energy had an error in the region of 35% 
and the overall force-displacement response was poor. This highlights the 
difficulty in achieving accuracy across multiple parameters.  
 
Due to the complex nature of modelling viscoelastic materials coupled with 
dynamic impacts, attaining accuracy over multiple variables such as shock 
absorption (SA), energy restitution (ER) and vertical deformation (VD) can be 
difficult. Furthermore, some variability exists within the collected experimental 
data as seen in the differences between SA, ER and VD across five test 
locations (see Section 4.6). Evaluation of the whole acceleration, velocity and 
deformation during contact offered a much more rigorous analysis (Dura, Garcia 
and Solaz, 2002; Carré and Haake, 2004). The purpose of modelling the 
surfaces was to make them better performing and safer for the user, not just to 
pass the FIFA test standard. Therefore, full AAA experimental acceleration, 
velocity and deformation during contact was compared between the FE model 
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and experimental results (Figure 4.11 and 4.12). Due to the variation in results 
over the five test positons and slight differences in the timing between drops, 
the acceleration was cross-correlated in Matlab to align the signals. As the 
experimental data was captured at the same sampling frequency, the average 
was taken at each time point of the aligned acceleration to produce a mean 
response (Figure 4.11 and 4.12). The mean response was compared to the 
simulation data across the whole contact phase on a point by point basis by 
calculating the root mean square difference (RMSD). To normalise the RMSD 
and allow for comparison across multiple drop heights, the RMSD was 
expressed as a percentage of the peak acceleration, velocity or deformation 
respectively.  
 
The FIFA quality concept variables of shock absorption (SA) and vertical 
deformation (VD) were also used for comparison against the experimentally 
measured mean values over the five positions for the first drop. Peak upward 
velocity was used as a measure of the energy return of the surface. This was 
preferred over the measurement of ER as the ER calculation method meant the 
value for ER could be inflated due to the squaring of the peak velocities. As the 
downward velocity was matched to the experimental data, the rebound velocity 
alone was a fair assessment of the energy return of the surface.  
 
Therefore, six variables were used as an assessment of FE model accuracy: 
RMSD difference as a percentage of the peak for the acceleration, velocity and 
deformation and the percentage difference in SA, VD and peak upward velocity. 
The FE model was deemed acceptable if the difference was <10% for each of 
the six variables at the 55 mm drop height.  
 
In the experimental AAA impact results it was shown the shockpads produced a 
standard deviation across the five test positions equivalent to 4% of the peak 
acceleration and 7% of the peak deformation. For the carpet-infill sample this 
rose to 7% for the acceleration and 9% for the deformation. Thus, if the 
simulation fell within 10% of the experimental mean, it would be within 
± 2 standard deviations.  
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5.3.3 Shockpad material model calibration 
A previous study has been successful in capturing the loading response of third 
generation (3G) shockpads under dynamic loading (Mehravar et al., 2016). 
Using uniaxial compression data at 3, 6 and 10 Hz, an Arruda-Boyce 8-chain 
material model (Boyce and Arruda, 2000) was calibrated. The model 
successfully captured the hyperelastic behaviour of the shockpad however the 
model was not capable of predicting the viscoelastic response. To overcome 
this a series of equations were used to adjust the material coefficients based 
upon strain rate of the simulation. Whilst successful, a material model capable 
of simulating faster strain rates as well as the whole unloading profile would be 
more beneficial for assessment of surface response under a simulated AAA 
response. Due to the success of the Arruda-Boyce model in predicting 
shockpad loading response, a Bergstrom-Boyce model, contained in the 
PolyUMod library, seemed a logical step forward as the elastic element of its 
dual network consisted of an Arruda-Boyce eight chain model. A good 
calibration, however, could not be achieved and attempts to use the resulting 
model in an FE simulation could not achieve convergence.  
 
In attempts to model softballs against rigid body impacts, foam material models 
were shown to produce a better response relative to other solid viscoelastic 
models (Burbank and Smith, 2012b; Smith et al., 2016). A different approach 
was, therefore, used for the shockpad and an elastomeric foam model was 
investigated. Abaqus contained a hyperfoam material model designed for such 
applications, however, the model did not contain any viscoelastic parameters. 
The PolyUMod library contained a dual network foam model (Figure 5.7), able 
to predict the time-dependant, non-linear large strain behaviour of polymer 
foams (Veryst Engineering, 2019). The first network A was described by a 
compressible 8-chain model representing the equilibrium response in the 
material. The second network B was defined by an elastic 8-chain model and a 
viscoelastic element with a different effective shear modulus. Reduced density 
of the material was also taken into account. Unlike solid materials where the 
density remains the same throughout loading, open cellular structures, such as 
the shockpads, increase in density as they are compressed and air is forced out 
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of the structure. This has an influence on the build-up of stress with larger 
relative densities increasing the Young’s modulus and reducing the strain at 
which densification occurs (Avalle, Belingardi and Montanini, 2001; De Vries, 
2009).  
 
 
Figure 5.7 - Rheological representation of the microfoam material model. 
 
Microfoam models for the two shockpads were calibrated using one AAA impact 
stress-strain profile and up to two stress relaxation loading profiles (see 
Section 4.4 and 4.6). For the AAA impact, data from the 55 mm drop height was 
used as this represented the response from the FIFA standard drop height 
(Fédération Internationale de Football Association, 2015b). Compression data 
was given a higher fitness weighting compared to the stress-relaxation data to 
force the calibration to prioritise a match to the data. Raw data files were 
uploaded into MCalibration and edited using the inbuilt tools to assist with the 
optimisation process. Each AAA stress-strain file contained up to 300 data 
points whilst stress relaxation files had upwards of 40,000 data points. As the 
optimisation equations look to fit the material models to the data points in the 
experimental data, having such a large number of points vastly increases the 
processing time. Data sets were therefore reduced to approximately 100 points 
to speed up calibration times whilst continuing to maintain the shape of the 
stress-stress profiles. Minor inflections in the data were also smoothed out. It 
was recognised that when recording material load-deformation data under high 
loading rates, oscillations (noise) were typically observed in the resulting 
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stress-strain plots. However, provided these oscillations are relatively small, the 
(real) material stress-strain response can be discerned and used for material 
characterisation (Burbank and Smith, 2012a, Figure 5.8). In some instances, 
such as with the stress relaxation data which contained thousands of data 
points, down sampling was used to reduce the number of points used in the 
fitting algorithm. Care was taken, however, to ensure the shape of the data 
series was maintained.  
 
Figure 5.8 – SP1 compression data used for model calibration a) before and b) after smoothing. 
 
Only eight of the 13 variables available for calibration were optimised in 
MCalibration with the remaining six variables user-defined (Table 5.3). The 
Poisson’s ratio of each shockpad, was calculated from the compression testing 
of the shockpad and used as the Poisson’ ratio at 100% porosity (nu0). As solid 
rubber is near incompressible, the Poisson’s ratio of the solid was set at 0.49 
(Schaefer, 2001, Table 5.3 nus). The density of the solid was not known, 
therefore, the density of solid rubber was used for both shockpads (1200 kg/m3 
Engineering ToolBox, 2009) to set an appropriate value for the reduced density 
(rhor). Finally, as both shockpads had an open cellular structure, the initial gas 
pressure inside the shockpads was set to 0 Pa (gauge pressure). Initial 
calibration (Figure 5.4 step 3) and final optimised material models (Figure 5.4 
step 8) for each of the shockpads compared to the experimental data are 
displayed in Figures 5.9 and 5.10. These graphs indicate the fit of the material 
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model against the experimental data used to guide the optimisation equations; 
they do not represent the results obtained from the FE model. The initial 
calibration was imported into the FE software and the experimental test used to 
calibrate the material model repeated virtually. The results from the FE model 
were then used to guide the changes to model coefficients. This led to a weaker 
agreement between the material model and experimental data curves in 
MCalibration but led to improved agreement in the FE model. Final material 
model coefficients are presented in Table 5.3 where the MCalibration optimised 
variables (Figure 5.4 step 3) and manually changed variables (Figure 5.4 step 
7) are highlighted. The accuracy of the final model is presented in Section 5.4.  
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Figure 5.9 – Calibration graphs of microfoam material model for SP1 displaying the fit of the 
material model against the experimental data for the first and final material model calibrations. 
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Figure 5.10 - Calibration graphs of microfoam material model for SP2 displaying the fit of the 
material model against the experimental data for the first and final material model calibrations. 
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Table 5.3 - Optimised microfoam material parameters for the two shockpad models. Shaded 
grey rows were user set and not optimised during material model calibration. Shaded green 
rows were manually changed after initial finite element model results (initial calibration values in 
brackets), the remaining coefficients were found through the optimisation equations.  
Parameter 
name 
  Shockpads 
Unit Description SP1 SP2 
Es Stress (MPa) Young's modulus when no porosity 4.5 (2) 6 (5) 
alphaE - Modulus density scaling factor 0.0056 0.0056 
hE - Modulus density scaling factor 2.5 4.75 
nu0 - Poisson’s ratio in the limit of 100% porosity 0.1 0.2 
nus - Poisson's ratio in limit of no porosity 0.49 0.49 
rhor - Reduced density of the material 0.5 0.58 
lambdaL - Limiting chain stretch 4 2  
sB - Relative stiffness of network B 5 (2) 2.25 (1) 
p0 Stress (MPa) Initial gas pressure inside the foam voids 0 0 
xi - Strain adjustment factor 0.05 0.05 
C - Strain exponential  -0.5 -0.5 
tauHat Stress (MPa) Normalised flow resistance 0.3 0.5 
m - Stress exponent 2 (1.6) 1.5 (3) 
 
5.4 Shockpad FE model results  
The results from the FE modelling of the shockpads were split into two parts. 
Firstly the results from the FE model compared to the experimental data from 
the 55 mm impact condition, the same condition to which the material model 
was calibrated. Secondly, the same model is then tested under simulated 
impacts from 25 mm and 85 mm to assess the ability of the model to predict the 
shockpad response to different impact energies.  
 
The 25 mm drop height reduced the peak force from 3.5 body weights onto the 
shockpads to approximately two bodyweights applied over 30 ms, more in line 
with the peak forces seen during running (Section 2.2.8). The larger drop height 
of 85 mm produced peak forces 4.5-6 bodyweights over 20 ms, more akin to the 
forces measured during sprinting (Section 2.2.8) The choice of drop heights 
hoped to cover a wider range of loading conditions to which the surfaces may 
be subjected to, however the device was still limited by the range in which drops 
could be performed (~15-95 mm) thus the 25 mm and 85 mm drop heights 
provided both a practical and representative range of the forces from different 
running speeds.  
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5.4.1 FE model agreement to material model calibration data 
Agreement between the FE model and the experimental data for the 55 mm 
material model calibration data was strong (Table 5.4). All of the six variables in 
the accuracy criteria produced differences below 4.1% (Table 5.4). This resulted 
in a mean difference for SP1 of 1.4 ± 0.9% and 2.3 ± 1.5% for SP2 (Table 5.4).  
 
The acceleration produced the largest difference between simulation and 
experimental data with a RMSD difference of 3.0% for SP1 and 4.1% for SP2 
(Table 5.4). Despite this, the difference in peak acceleration was within 1.7% for 
SP1 and 0.7% for SP2 which in turn led to differences in the SA of 2.1% (SP1) 
and 0.7% (SP2) (Tables 5.4-5.5 and Figures 5.11-5.12). Despite calibration 
against a smoothed data set (Figure 5.8), large undulations were introduced in 
the acceleration and stress-strain simulation data for SP1. This supports the 
approach of using the average material response during calibration as the 
introduction of such features must, therefore, be a product of the deformation 
mechanism during impact rather than a fundamental material property needed 
to be captured during calibration. Furthermore, the undulations were not 
introduced in the simulation outputs for SP2 (Figure 5.12).  
 
Velocity produced strong agreement to the experimental data with differences of 
1.0% (SP1) and 2.2% (SP2) (Table 5.4 and Figures 5.11-5.12). This was 
supported by the peak upward velocity which had differences of 0.5% for SP1 
and 4.1% for SP2 (Table 5.4). As expected, the ER produced a larger error 
compared to the peak upward velocity with differences of 1.2% for SP1 and 
6.9% for SP2, the squaring of the peak upward velocity in the calculation of ER 
contributing to the increased difference (Table 5.5).  
 
Strong agreement was also found in the surface deformation with differences of 
0.9% for SP1 and 1.2% for SP2. This was supported by the peak deformation 
which had differences of 0.9% and 1.5% for SP1 and SP2 respectively.  
 
Initial contact between the test foot and top of the shockpad occurred before the 
peak downward velocity (Figure 5.11-5.12). There was a difference of 
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approximately 2 ms between initial contact and the acceleration beginning to 
deviate away from -9.91 m/s2 (Figures 5.11-5.13). The time difference from the 
start of contact to the peak downward velocity was well matched between 
experimental and simulation for SP2 with both producing the same time 
(Table 5.5). SP1 did not produce the same level of agreement however with the 
simulation taking 0.2 ms longer than the experimental. It is worth noting 
however, that the time from contact to peak downward velocity in the 
experimental data is approximated through Equation 3.3. Contact between the 
shockpads and the test foot ended before the shockpads fully recovered to their 
starting thickness (Figures 5.11-5.12). However, by this point in time, peak 
outbound velocity had occurred and the acceleration had returned to -9.81 m/s2 
(Figures 5.11-5.12). The experimental end of contact time was unable to be 
detected due to no distinguishable landmarks in the data. Comparisons 
between contact time in experimental and FE simulation was therefore not 
possible (Table 5.5). 
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Table 5.4 - Difference between FE simulation results and experimental data for each of the shockpads across the six accuracy criteria for 55 mm AAA impact. 
Shockpad 
Drop  
height 
(mm) Difference 
Acceleration 
(m/s2) Velocity (m/s) Deformation (mm) 
Shock  
absorption 
(%) 
Vertical  
deformation 
(mm) 
Peak 
upward  
velocity 
(m/s) 
Mean  
 difference 
(%) 
SP1 55 
Absolute 5.2 0.008 0.06 0.90 0.06 0.004 - 
% 3.0 1.0 0.9 2.1 0.9 0.5 1.4 ± 0.9 
SP2 55 
Absolute 5.5 0.016 0.13 0.40 0.16 0.029 - 
% 4.1 2.2 1.2 0.7 1.5 4.1 2.3 ± 1.5 
 
 
Table 5.5 – Difference between FE simulation and experimental shockpad data for a range of  variables outside accuracy criteria for 55 mm AAA impact.  
Shockpad 
Drop  
height 
(mm) Difference 
Peak  
acceleration  
(m/s2) 
Peak impact  
velocity (m/s) 
Energy  
restitution  
(%) 
Peak spring  
compression 
(mm) 
Time from 
contact  
to peak impact  
vel (ms) 
Contact time 
(ms) 
SP1 55 
Absolute 3 0.001 0.7 0.3 0.2 21.1 
% 1.7 0.1 1.2 16.7 9.2 - 
SP2 55 
Absolute 1 0.006 3.4 0.4 0.0 28.7 
% 0.7 0.6 6.9 30.8 0.0 - 
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Figure 5.11 - Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 55 mm drop onto SP1.   
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Figure 5.12 - Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 55 mm drop onto SP2.   
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Figure 5.13 – Test foot-shockpad contact area (orange) vs acceleration (blue) for the first 5 ms of contact for SP1 at 55 mm drop height. 
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5.4.2 FE Model validation from further AAA drop heights   
Agreement at the 25 mm and 85 mm drop heights was strong for both 
shockpads with all six accuracy criteria falling within 8% (Table 5.6). Over the 
six accuracy criteria SP1 produced an agreement of 3.6 ± 2.3% at the 25 mm 
drop height and 3.1 ± 1.0% at the 85 mm drop height (Table 5.6). A similar 
degree of agreement was found in SP2 with the 25 mm drop height producing 
an average of 3.9 ± 2.3% and the 85 mm drop height 2.2 ± 1.8% (Table 5.6).  
 
As seen in the 55 mm FE model simulation, the acceleration produced the 
weakest agreement to the experimental data. The RMSD percentage error from 
25 mm was 6% for SP1 and 3.5% for SP2 (Table 5.6, Figures 5.14 and 5.16). 
This was mirrored in the difference in SA which had differences of 5.4% (SP1) 
and 2.0% (SP2) (Table 5.6). Stronger agreement was found at the 85 mm drop 
height in SP1 with a RMSD difference of 3.2% and a SA difference of 2.0% 
(Table 5.6 and Figure 5.15). However SP2 produced weaker agreement at the 
85 mm drop height compared to the lower 25 mm with an RMSD difference of 
4.4% and SA difference of 4.2% (Table 5.6 and Figure 5.17). 
 
Generally the velocity produced strong agreement between experimental and 
simulation (Table 5.6 and Figures 5.14-5.17). The SP1 RMSD difference was 
4.0% and 3.2% for the 25 and 85 mm drop heights respectively with the peak 
upward velocity reflecting this with differences of 4.6% (25 mm) and 1.9% 
(85 mm) (Table 5.6 and Figures 5.14-5.15). SP2 produced larger differences 
with the RMSD 5.2% at the 25 mm drop height and 2.7% at the 85 mm drop 
height (Table 5.6 and Figures 5.16-5.17). Again this was reflected in the peak 
upward velocity, with the 25 mm drop height producing the largest difference of 
all the accuracy variables at 8% (Table 5.6 and Figure 5.16). However, the 
strongest agreement of the peak upward velocity was achieved by SP2 at the 
85 mm condition providing a difference of just 1.2% (Table 5.6 and Figure 5.17). 
Differences in energy restitution followed a similar pattern, however, all fell 
within 10% of the experimentally measured value with the exception of the 
85 mm drop on SP2 which was 13.8% (Table 5.7).  
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Similar to the 55 mm simulation, the deformation had the strongest agreement 
to the respective experimental data (Table 5.6 and Figures 5.14-5.17). The 
deformation between test-foot and shockpad throughout contact was 1.4% at 
the 25 mm condition and 4.1% at the 85 mm condition for SP1 (Table 5.6 and 
Figures 5.14-5.15). This was supported by peak VD measurements of only 
0.4% (25 mm) and 4.1% (85 mm). SP2 also had strong agreement over the 
contact phase with 2.8% difference at 25 mm and 0.8% difference at 85 mm 
(Table 5.6 and Figures 5.16-5.17). This is also supported by the peak VD which 
had a 1.9% difference at the 25 mm drop height and 0.1% difference at the 
85 mm drop height.  
 
Peak downward velocity occurred after contact had occurred, supporting what 
was seen during experimental testing (Section 3.4.1 and Figures 5.14-5.17). All 
simulations produced a larger difference between contact and peak vertical 
velocity with the largest difference occurring at the 25 mm drop onto SP2 which 
was 0.82 ms longer in the simulation (Table 5.7). Similar to the 55 mm impact 
condition the acceleration did not increase substantially until approximately 
20 ms after initial contact was made (Figures 5.14-5.17). Furthermore, contact 
ended before full shockpad recovery and the recovery after contact was slower 
than the impact foot post-contact (Figures 5.14-5.17).  
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Table 5.6 - Difference between FE simulation results and experimental data across the six accuracy criteria for 15 and 85 mm AAA impact. 
Shockpad 
Drop  
height 
(mm) Difference Acceleration (m/s2) Velocity (m/s) Deformation (mm) 
Shock  
absorption (%) 
Vertical  
deformation 
(mm) 
Peak upward  
velocity (m/s) 
Mean  
 difference 
(%) 
SP1 
25 
Absolute 6.4 0.020 0.076 2.4 0.02 0.023 - 
% 6.0 4.0 1.4 5.4 0.4 4.6 3.6 ± 2.3 
85 
Absolute 7.6 0.031 0.30 0.70 0.29 0.02 - 
% 3.2 3.2 4.1 2.0 4.1 1.9 3.1 ± 1.0 
SP2 
25 
Absolute 2.6 0.024 0.236 1.2 0.16 0.037 - 
% 3.5 5.2 2.8 2.0 1.9 8.0 3.9 ± 2.3 
85 
Absolute 8.1 0.024 0.09 2.10 0.01 0.01 - 
% 4.4 2.7 0.8 4.2 0.1 1.2 2.2 ± 1.8 
 
Table 5.7 - Difference between FE simulation and experimental data for a variables outside accuracy criteria for 25 and 85 mm AAA impact.  
Shockpad 
Drop  
height 
(mm) Difference 
Peak  
acceleration  
(m/s2) 
Peak impact  
velocity (m/s) 
Energy  
restitution  
(%) 
Peak spring  
compression 
(mm) 
Time from 
contact  
to peak 
impact  
vel (ms) 
Contact time 
(ms) 
SP1 
25 
Absolute 5 0.004 4.3 0.1 0.84 24.8 
% 4.7 0.6 7.9 9.1 24.4 - 
85 
Absolute 3 0.01 1.1 0.40 0.32 19.8 
% 1.3 1.0 1.8 16.7 20.5 - 
SP2 
25 
Absolute 2.0 0.006 6.5 0.1 0.42 35.5 
% 2.7 0.9 13.8 12.5 10.1 - 
85 
Absolute 8 0.01 0.20 0.50 0.41 26.1 
% 4.3 1.0 0.4 27.8 18.7 - 
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Figure 5.14 – Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 25 mm drop onto SP1.   
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Figure 5.15 - Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 85 mm drop onto SP1.   
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Figure 5.16 - Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 25 mm drop onto SP2.   
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Figure 5.17 - Comparison of a) falling mass acceleration b) falling mass velocity, c) shockpad deformation and d) shockpad stress-strain mean experimental 
data against finite element simulation outputs for a 85 mm drop onto SP2.
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5.5 Discussion  
Microfoam material models were selected to represent the material properties 
identified for two elastomeric shockpads. After following an iterative approach 
(Figure 5.4 steps 4-7), successful calibration was achieved against AAA 
stress-strain impact data from 55 mm and stress relaxation data for each of the 
shockpads. In FE simulations the material model was capable of producing 
results within 2.3% of the mean experimental data across an array of key 
measurement variables (Tables 5.4). Furthermore, both material models 
produced strong agreement to simulated AAA drops from differing drop heights 
(<3.9%, Table 5.6). In reality, shockpads are exposed to a wide range of vertical 
impact conditions dependant on player speed and movement (see section 
2.2.7) and a FE model that can estimate the response across a range of impact 
energies through a single set of measurements is relevant in optimising the 
design of 3G turf surface systems. 
 
The first stage in material model calibration was the capture of experimental 
stress-strain data and the selection of an appropriate model (Figure 5.4). Model 
selection was based upon the features identified in the material data, therefore, 
a hyperelastic material model with viscoelasticity was required. Furthermore the 
shockpads had attributes of foam, such as a low Poisson’s ratio and the two key 
regions of stiffness: air void compression (stiffness region 1), transition and 
rubber compression (stiffness region 2) (Anderson, 2007). A hyperfoam material 
model was the only available pre-defined model available in Abaqus, however, 
its application was limited as only the loading response was considered and the 
inbuilt calibration software lacked functionality. A microfoam material model, 
was available via the PolyUMod library and had the capability to capture all 
elements of the material properties. Thus, this model was used for both 
shockpads. 
 
Initial calibration was undertaken in MCalibration software as it has greater 
functionality than the inbuilt FE software and was able to optimise a larger 
range of models. The fitting algorithms used in the software were capable of 
optimising the fit based upon changing the model coefficients. Whilst a good fit 
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to experimental data could almost always be achieved, when implemented in an 
FE model, differences were seen between the experimental and predicted 
response.  As the software is simply an optimisation to fit an equation to the 
experimental data, unless user guided, coefficients can be artificially increased 
or decreased outside of a practical working range thus resulting in a well fitted 
calibration but an FE model that cannot converge. Material model coefficients 
were therefore locked to specific ranges or set to a known value e.g. the initial 
gas pressure to 0 Pa (Table 5.3). Furthermore, knowledge was required of the 
relationships between coefficients. For example, if the normalised flow 
resistance (tauHat) was larger than Youngs’s modulus (Es) convergence issues 
would arise. A ratio whereby Young’s modulus was approximately a factor of 
ten larger than the flow resistance produced the best results in replicating the 
material characteristics. These relationships were not always apparent to the 
user, in the case of the Young’s modulus and flow resistance, both controlled 
the level of strain reached at a given strain. The optimisation equations 
therefore, simply saw these coefficients as a means to increase the strain, 
regardless of their effect on material properties. Establishing the ranges and 
relationships between coefficients was, therefore, a key element in creating an 
acceptably accurate material model. Whilst a useful tool in calibrating models, 
care should be taken to restrict coefficients where appropriate and input known 
values when possible. MCalibration provides a starting point to capturing the 
material characteristics but care should be taken to ensure the calibration is 
guided within reasonable bounds for each coefficient.  
 
After an initial calibration the material model was used in an FE simulation to 
replicate the results of the data used in initial calibration (55 mm AAA drop). 
This allowed for refinement of the model coefficients based upon the initial 
results from the FE simulations. An iterative optimisation approach was adopted 
to ensure only coefficients that would improve FE model improvement were 
changed. When undulations were seen in the loading of the shockpad (SP1) 
smoothing was applied via a moving average filter to obtain the average 
material response (Figure 5.8). Interestingly, these undulations reappeared 
back into the data in the FE simulations (Figure 5.11). Analysis of the material 
coefficients revealed the relative stiffness of network B (sB,Table 5.3) played a 
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major part in controlling these undulations. As sB was increased the undulations 
became larger and more energy was dissipated in the surface. It is, therefore, 
unsurprising the stiffness of network B in SP1 was over double than what was 
used in SP2 where little to no undulations were seen in loading. It was 
apparent, however, some small undulations were introduced in SP2 
(Figure 5.12). Whilst possible to reduce sB further to remove the artefact, the 
subsequent side effect vastly increased the stiffness of the shockpad and thus 
reduced the accuracy of other variables such as energy restitution and peak 
acceleration. Many instances such as this were found when manually optimising 
the material coefficients. For instance, changing coefficients to reduce peak 
acceleration had an adverse effect on the vertical deformation. Performing 
parametric analysis (Figure 5.5) on each of the coefficients allowed for a more 
informed selection when tweaking the material model to alter the FE model 
response closer to the experimental data (Figure 5.4 step 7).  
 
The manual iterative optimisation approach continued through multiple 
iterations until the simulation results fell within 10% of six key accuracy criteria. 
The variables chosen as part of the accuracy criteria were of interest as they 
can be linked to the surface performance for the athletes. Ground reaction 
force, energy absorption and deformation all contribute to the surface stiffness 
which can affect the way athletes interact with a surface (McMahon and 
Greene, 1979; Stefanyshyn and Nigg, 2003). Further to this the FIFA quality 
concept variables, commonly used to assess the performance and safety of a 
surface were taken for comparison. Shock absorption and vertical deformation 
allowed for direct comparisons however peak upward velocity was used to 
assess the energy absorption. Given the peak downward velocity was 
controlled to match the experimental data, this was negated in the energy 
restitution calculation. However, in the conversion of peak upward velocity to 
kinetic energy, the velocity is squared effectively amplifying any differences 
between the simulation and experimental. For example, the 55 mm drop onto 
SP1 had a peak downward velocity of 1.02 m/s for both experimental and 
simulation. The peak upward velocity had a difference of 0.01 m/s (0.76 vs 
0.77) which resulted in a difference of 1.3% in peak upward velocity but a 
difference of 2.6% in ER.  
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A difference of 10% was set as the target accuracy level across the six 
variables. This was selected as variations between positions in the experimental 
data led to standard deviations approximately 3 -5% of the peak values. Thus, if 
the simulation was within 10% this would equate to approximately two standard 
deviations away from the mean response. Despite this, the model was 
continually improved past the 10% limit until no further improvement could be 
made. If five consecutive iterations resulted in less than 0.1% mean 
improvement across the FE model the manual optimisation of coefficients was 
stopped. For the shockpads, this occurred when the average difference was 
<2.3% from the experimental. Further improvement may have been achieved 
across the mean difference of the six accuracy criteria however the current 
models produced similar levels of error across the board and therefore 
sacrificing the accuracy of one variable to increase others to sufficiently reduce 
the difference of others was not advantageous.   
 
Whilst it is expected the FE model produces a strong match to the 55 mm 
calibration condition, of more importance is the models ability to respond to 
different impact conditions. Given the 25 mm drop height stress-strain curve 
was within the strain range of the 55 mm drop, it was expected this would 
produce a strong agreement. Over the six accuracy criteria however, it was 
found to have a weaker agreement than the 85 mm condition which required the 
FE model to work outside of the range of stresses and strains to which it had 
been calibrated (Table 5.6 and Figures 5.14-5.17). A contributing factor to this 
was the size of the undulations during loading in the 25 mm drop height 
acceleration data still appearing in the simulation despite the experimental data 
producing an almost linear loading response (Figure 5.14). Whilst both FE 
models could be improved at the 25 mm drop condition through material model 
calibration to the comparative experimental data, this would decrease the 
usefulness of the FE model. When considering the intended application is to 
model the whole 3G turf surface system, the stress at the shockpad level will be 
more variable and not as easy to predict. Therefore, having a single FE model 
that can fit the shockpad response for a range of drop heights becomes much 
more desirable. Given the good agreement over the remaining variables, all 
below 10%, the FE model can still produce overall useful results at this level. 
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5.6 Conclusions   
This chapter has presented a method for the calibration of material models to 
be used in FE simulations of a AAA impact test. The method combined 
computer optimisation algorithms and was subsequently optimised manually 
through an iterative optimisation approach. Six measurement criteria were 
outlined to assess the FE simulation accuracy against the experimental data. 
The material model was optimised against a single AAA drop condition and then 
validated against further AAA conditions to assess the models capability to 
replicate results at different impact energies.  This method was proven to be 
effective in calibration of an accurate material model for FE simulation of the 
AAA and supports its use for further calibrations of other 3G components.   
 
Utilisation of a microfoam material model, calibrated against a single AAA drop 
and stress relaxation data, produced an acceptable accurate FE simulation for 
two elastomeric shockpads. The material model was able to account for the 
volumetric response of the shockpads along with the reduced density, key 
variables for describing the behaviour of cellular materials. Validation against 
different drop heights produced a good match to all the assessment variables 
both at the calibrated drop height (55 mm) and other drop heights (25 and 
55 mm) of the AAA. The success of the FE modelling in this work supports their 
use in a full surface system as models do not have to be scaled for different 
impact conditions, however, caution should be sought in energy restitution 
results at low strains.  
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Chapter 6 - Carpet-Infill System Finite Element Model 
6.1 Introduction 
This chapter focuses upon the development of a finite element (FE) model to 
represent the carpet-infill system under an Advanced Artificial Athlete (AAA) 
impact (Section1.2 objectives 4 and 5). Experimental testing highlighted the 
complex behaviours that occur during compression of carpet-infill systems 
(Chapter 4). Hyperelasticity, viscoelasticity and plasticity were observed under 
compression testing along with strains up to 45%. Due to the complexity 
associated with modelling these behaviours the sand infill was not modelled in 
the first instance. Using data collected from experimental testing and following 
the modelling procedure described in Chapter 5, material models were 
calibrated to describe the behaviour of these two components.  
 
The two objectives for this chapter were: 
x To select and calibrate a material model for the carpet-infill system to 
replicate the response of a 55 mm AAA impact.  
x To validate the carpet-infill system FE model against further experimental 
data representing different AAA drop conditions. 
6.2 AAA FE model definition  
The carpet-infill system consisted of three parts, the rubber infill, fibres and 
carpet backing (Table 6.1 and Figure 6.1). For simplicity, the fibre-infill system 
was modelled as a solid body and assigned a material model based upon the 
experimental results of the carpet-infill. The carpet backing was added to the 
model as a skin reinforcement to the base of the solid fibre-infill part. To analyse 
the effect of the carpet backing on results, simulations were run with and 
without the backing present in the model.    
 
A total of three drops were performed onto each FE model, from 25, 55 and 
85 mm drop heights with the 25 and 85 mm acting as a validation as the 
material models were calibrated to the 55 mm drop height. The six assessment 
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criteria outlined in Section 5.3.2 were once again used to assess model 
accuracy. This included root mean square difference (RMSD) analysis between 
the falling mass acceleration and velocity and surface deformation. Further to 
this, discrete measurements of shock absorption (SA), vertical deformation (VD) 
and peak rebound velocity were compared and the percentage difference 
calculated. Model accuracy was accepted if the variables had a difference of 
less than 10% from the experimental. 
 
Table 6.1 – Carpet-infill system specification.  
Name Material 
Granule size 
(mm) 
Density 
(kg/m3) Thickness (mm) 
Rubber infill SBR rubber 0.6-1.4 440 37.62 ± 1.63 
 
 
Figure 6.1 - Graphical representation of the carpet-infill system for modelling in the AAA test 
finite element simulations (see Figure 4.4). 
6.2.1 Carpet-infill 
The AAA FE model defined in Chapter 5 for the shockpad simulations was used 
as the starting point for the carpet-infill FE model. Thereafter, the shockpad was 
replaced with the carpet-infill layer and a model for this defined. The carpet-infill 
system was tested experimentally as one body as the vertical impact properties 
were created through the combined interactions of both components. Under 
traction testing it was found that the carpet and infill worked as a system to 
create the surface properties with the fibres increasing the shear resistance 
between infill granules and reducing infill migration (Cole, 2015). Modelling the 
two components together as a solid homogenous part, therefore, provided a 
simple and effective way to create the carpet-infill properties. The infill was 
meshed using 3D 8-node reduced integration elements with hourglass control 
(C3D8R) with an increased mesh density under the impact foot to reduce the 
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strain on elements leading to large localised deformations (Figure 6.2). A 
boundary condition applied to the base of the model stopped the model moving 
vertically but allowed movement normal to the direction of the impact.  
 
 
Figure 6.2 – Advanced Artificial Athlete finite element infill model highlighting component parts. 
1. 20 kg point mass; 2. 2000 N/mm linear spring; 3. Steel test foot; 4. Carpet-infill system; 5. 
Carpet backing;  
6.2.2 Carpet backing 
A further addition to the model was the carpet backing, attached to the base of 
the infill. The backing was modelled as it had significantly higher stiffness 
compared to the carpet-infill system. The backing was defined as a skin, a 
reinforcement that is bonded to a surface of an existing part (Dassault 
Systèmes Simulia Corp, 2016). The skin shares nodes with the part to which it 
is attached but is defined by separate material properties and mesh type. The 
skin representing the carpet backing was given a property definition as a 
homogenous shell with 1 mm thickness and thus the mesh was assigned as 
S4R, a 4-node shell element with reduced integration and hourglass control. 
Due to the nature of the shell part, bending stiffness in the direction of the 
impact was very small and therefore had little effect on the results.  
6.2.3 Carpet-infill FE model outputs 
Acceleration was output from the point mass at 9600 Hz to match that of the 
experimental data. Filtering of the signal was applied within the software using a 
2nd order low pass Butterworth filter at 600 Hz to match that applied during 
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experimental testing (Fédération Internationale de Football Association, 2015b). 
Velocity and displacement of the point mass were calculated during post 
processing in Matlab. Displacement was output from a point on the top of the 
test foot and a point on the mass to enable a direct measurement of surface 
deformation and to provide a verification of spring compression during impact. 
To measure permanent deformation the displacement of a point on the top of 
the carpet-infill was also output. Contact force between the test foot and 
carpet-infill was used to measure total contact time by recording the time where 
a non-zero force was present. Strain in the carpet backing was measured using 
a gauge length of 35 mm starting from the centre of the model.   
 
All calculation methods for the FE simulation of the carpet-infill as well as the 
counterpart experimental calculation methods are presented in Table 6.2.  
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Table 6.2 - Summary of variable calculation methods for experimental data and finite element 
simulation of carpet-infill. 
Variable Units Experimental data Finite element model 
Peak  
acceleration  m/s
2 Maximum acceleration recorded 
by accelerometer 
Maximum acceleration of point 
mass 
Shock  
absorption  % 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Peak impact  
velocity  m/s 
Maximum downward velocity of 
falling mass 
Maximum downward velocity of 
point mass 
Peak 
rebound  
velocity  
m/s Maximum upward velocity of 
falling mass 
Maximum upward velocity of 
point mass 
Energy  
restitution  % 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Vertical  
deformation  mm 
Using equation 4.1 to correct the 
time of initial contact then as 
described in (Fédération 
Internationale de Football 
Association, 2015b) 
Maximum displacement of test 
foot into surface 
Spring 
compression  mm 
As described in (Fédération 
Internationale de Football 
Association, 2015b) 
Maximum difference between 
displacement of the test foot 
minus displacement of the point 
mass 
Time from 
initial 
contact  
to peak 
downward 
velocity 
ms 
Time between peak downward 
velocity and contact time 
calculated using equation 4.1 
Time between instance of first 
contact and peak downward 
velocity of point mass 
Contact time ms n/a 
Time where contact force 
between test foot and surface 
was >0 
Post contact 
infill height (mm) 
Infill height measured using depth 
gauge directly under impact foot 
location  
Final height of carpet-infill after 
contact  
Carpet 
backing 
strain at 
maximum 
deformation 
(-) n/a 
Horizontal strain under test foot 
area in carpet backing (or base 
of carpet-infill system when not 
modelled) at the point of 
maximum vertical deformation 
Carpet 
backing 
strain at end 
of contact 
phase  
(-) n/a 
Horizontal strain under test foot 
area in carpet backing (or base 
of carpet-infill system when not 
modelled) after contact and full 
surface recovery  
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6.3 Material modelling  
Material modelling of the carpet-infill system was conducted in MCalibration due 
to the complex model needed to capture all the behaviours of the infill. 
Conversely the carpet backing material model was calibrated in a separate FE 
model in Abaqus as a simple linear elastic model could be utilised.  
6.3.1 Carpet-infill  
Material modelling followed the procedure set out in Section 5.3 (Figure 5.4). 
The experimental data revealed that the carpet-infill demonstrated 
hyper-visco-elastic behaviour in addition to plastic strain (Figure 5.4 step 1). A 
two network model was therefore selected to capture all characteristics of the 
carpet-infill system behaviour (Figure 6.3 and Figure 5.4 step 2). The first 
network was an eight-chain hyperelastic model with viscoelastic flow. The 
hyperelastic part of the material model consisted of a modified version of the 
Arruda-Boyce Eight-Chain model (Arruda and Boyce, 1993) The viscoelastic 
flow was given by Bergstrom-Boyce flow model (Bergstrom and Boyce, 1998; 
Bergström and Boyce, 2000). This was supported by a separate network 
containing a linear elastic spring and a Chaboche hardening plasticity network 
(Chaboche, 1991) (Figure 6.3).  
 
 
Figure 6.3 - Rheological representation of the carpet-infill system material model. Network A 
contains elastic spring with a viscous element and network B an elastic element with plastic 
deformation.  
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The material model was fitted to a single experimental AAA impact representing 
the first time drop from 55 mm onto a rubber carpet-infill system sample and 
one stress relaxation profile (Figure 5.4 step 3). A good initial model fit was 
achieved through MCalibration to the AAA stress-strain data, however, weak 
agreement was achieved against the stress relaxation data (Figure 6.4). 
Furthermore, initial results from the FE model revealed a large deformation 
much greater than that seen in the experimental data (Figure 5.4 steps 4-6). 
This feedback was used to alter the material model, in particular, the shear 
modulus, locking stretch, strain exponent and the final shear flow exponent 
(mui, lambdaL C, and mf) (Table 6.3 and Figure 5.4 step 7). The initial shear 
modulus reduced the level of overall deformation whilst the locking stretch 
altered the gradient of the second stiffness region. With these the deformation 
was controlled to a more appropriate level as seen in the experimental data. 
However, this also increased the stiffness of the carpet-infill system, thus 
affecting the shock absorption and energy restitution (Figure 5.4 step 6). To 
compensate for this change, the flow resistance was increased, resulting in 
larger energy loss (Figure 5.4 step 7). Initial and final coefficients following 
manual calibration changes can be found in Table 6.3.  
 
The plastic element of the model (network b, Figure 6.3 and Table 6.3) was not 
optimised in MCalibration as the AAA stress-strain and stress relaxation data 
did not contain any plastic deformation for the model to accurately calibrate 
against. Instead the coefficients in network B were manually optimised to match 
the infill heights recorded from experimental testing.  
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Figure 6.4 - Calibration graphs of microfoam material model for carpet-infill system displaying 
first and final material model calibrations. 
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Table 6.3 - Optimised material parameters for the carpet-infill system. Shaded grey rows were 
user set and not optimised during material model calibration. Shaded green rows were manually 
changed after initial finite element model results and the remaining coefficients were found 
through the optimisation equations.  
Network 
Parameter 
name Unit Description 
Initial 
Calibration 
Final 
calibration 
A  
mui Stress (MPa) Initial shear modulus 0.05 2 
muf Stress (MPa) Final shear modulus 2.36 2.36 
epsH - Transition strain for mu 6.79 6.79 
lambdaL - Locking stretch 1.065 1.026 
kappa Stress (MPa) Bulk modulus 4 4 
xi - Strain adjustment factor 0.0789 0.0789 
C - Strain exponent -6 -3 
tauH Stress (MPa) Shear flow resistance 2.95 2.95 
mi - Initial shear flow exponent 3.04 3.04 
mf - Final shear flow exponent 30 50 
epsT - Shear flow exponent transition strain 5.8 5.8 
B 
mu Stress (MPa) Initial elastic shear modulus 0.01 0.01 
kappa Stress (MPa) Initial elastic bulk modulus 2.54 2.54 
alpha Stress (MPa) Hardening parameter 1 0.13 0.13 
beta - Hardening parameter 2 0.00002 0.00002 
sigma Stress (MPa) Initial yield stress 0.84 0.84 
 
6.3.2 Carpet backing  
The carpet backing produced linear elastic behaviour under tensile loading up 
to failure. A separate FE model of the carpet backing tensile test was created in 
order to calibrate the material model. A basic linear elastic model was used and 
defined by the Young’s modulus (4 MPa) and density (2500 kg/m2) measured 
through experimental tests and a Poisson’s ratio (0.3) in line with common 
woven fabrics (Sun, Pan and Postle, 2005). Due to the simplicity of the material 
model, initial calibration was conducted within the FE software using the 
material evaluation tool (Simulia Dassault Systems, 2016). Results from the 
simulated tensile test were compared to the experimental data and provided a 
strong match (RMSD 0.13 MPa, 3.6% of peak stress, Figure 6.4). The resulting 
material model was imported into the FE model of the carpet-infill system and 
applied to the skin (Figure 6.2).  
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Figure 6.5 – Finite element simulation of carpet backing tensile test vs experimental data. 
6.4 Carpet-infill system FE model results  
The results are presented as two parts, firstly a comparison of the FE model 
outputs compared to the 55 mm AAA data to which the material model was 
optimised. The peak force produced at 55 mm was equivalent to 2.4 
bodyweights of an 80 kg athlete and therefore in line with the loading found 
during heel-toe running (Section 2.2.8). For validation, the material model was 
used in simulations of drops from 25 mm and 85 mm drop heights for validation. 
The 25 mm condition produced peak forces equivalent to approximately 1.7 
bodyweights (similar to walking) and the 85 mm condition approximately 3.5 
bodyweights (similar to fast running) (Section 2.2.8). Results from the 
simulations with and without the carpet backing are presented for comparison. 
6.4.1 FE model agreement to material model calibration data 
The carpet-infill (CI) model produced good agreement to the experimental data 
over the six accuracy criteria with all falling within the 10% threshold with the 
exception of the peak rebound velocity (Table 6.4). The carpet backing 
improved the model agreement further and decreased the difference between 
all the accuracy variables to within 10% (Table 6.4). The average agreement 
across the six variables for the carpet-infill-backing model was 3.3 ± 7.3%.   
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Acceleration produced strong agreement across the contact phase with the 
carpet-infill model producing 4.5% difference in RMSD and the 
carpet-infill-backing (CIB) reducing the difference further to 3.7% (Table 6.4 and 
Figure 6.6). This was supported by the shock absorption which was within 1.3% 
for the CI simulation and 0.6% for the CIB simulation (Table 6.4).  
 
Agreement between the velocity profiles over the contact period was the 
weakest of any of the RMSD differences (Table 6.4). The difference was largely 
due to the weak agreement in the peak upward velocity (Table 6.4 and 
Figure 6.6). However, the carpet backing was shown to have a large influence 
over the velocity reducing the RMSD difference from 10.1% to 3.6% and the 
peak rebound velocity from 21.5% to 9% (Table 6.7). As expected this had a 
compounding effect on the energy restitution which differed by 38.8% (CI) and 
18.5% (CIB), effectively double that of the peak upward velocity percentage 
differences.  
 
Deformation had good agreement to the experimental data and was again 
improved by the carpet backing (Table 6.4). The RMSD difference improved 
from 4.9% to 1.6% with the addition of the backing with the peak deformation 
also improving by a similar magnitude from 4.5% to 1.3% (Table 6.4). The 
plastic deformation from impact, represented by the post contact infill height 
was 2.5 mm larger in the simulation, equating to a difference of 8.3%. The 
permanent deformation was observed immediately after contact ended with little 
to no further recovery in the infill height (Figure 6.6).  
 
No contact interactions were defined at the base of the model thus the influence 
of the carpet backing to the carpet-infill model could be evaluated. The carpet 
backing reduced the amount of horizontal strain at the base of the model during 
deformation and restricted the amount of permanent deformation at the end of 
contact (Table 6.5 and Figure 6.8). The addition of the carpet backing also 
shifted the permanent deformation from the base of the model to the middle as 
it assisted with the recovery after contact (Figure 6.7).  
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Table 6.4 - Difference between FE simulation results and experimental data for the carpet-infill model with and without carpet backing across the six accuracy 
criteria for 55 mm AAA impact. 
Surface 
Drop  
height 
(mm) Difference Acceleration (m/s2) Velocity (m/s) Deformation (mm) 
Shock  
absorption (%) 
Vertical  
deformation 
(mm) 
Peak 
upward  
velocity 
(m/s) 
Mean 
difference 
(%) 
Carpet-infill 55 
Absolute 4.3 0.058 0.84 0.9 0.78 0.124 - 
% 4.5 10.1 4.9 1.3 4.5 21.5 7.8 ± 7.3 
Carpet-infill-backing 55 
Absolute 3.6 0.021 0.27 0.4 0.23 0.052 - 
% 3.7 3.6 1.6 0.6 1.3 9.0 3.3 ± 3.1 
 
Table 6.5 - Difference between FE simulation of carpet-infill and carpet-infill-backing and experimental carpet-infill data for a range of variables outside 
accuracy criteria for 55 mm AAA impact. 
Surface 
Drop  
height 
(mm) Difference 
Peak  
acceleration  
(m/s2) 
Peak impact  
velocity (m/s) 
Energy  
restitution  
(%) 
Spring 
compression 
(mm) 
Time from 
contact  
to peak impact  
vel (ms) 
Post 
impact 
infill 
height 
(mm) 
Contact 
time 
(ms) 
Strain at 
base at 
max 
deformation 
(-) 
Strain 
at base 
after 
end of 
contact 
(-) 
Carpet-infill 55 
Absolute 3 0.002 12.5 0.3 1.35 4.82 47.5 0.251 0.124 
% 3.1 0.2 38.5 30.0 28.8 16.0 - - - 
Carpet-infill-backing 55 
Absolute 1 0.008 6 0.3 0.52 2.50 46.1 0.18 0.06 
% 1.0 0.8 18.5 30.0 11.1 8.3 - - - 
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Figure 6.6 - Comparison of a) falling mass acceleration b) falling mass velocity, c) carpet-infill-backing model deformation and d) carpet-infill-backing model 
stress-strain mean experimental data against finite element simulations outputs for a 55 mm drop onto carpet-infill-backing model. 
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Figure 6.7 – Permanent horizontal displacement of the carpet-infill system after impact for 
a) carpet-infill system with carpet backing and b) carpet-infill system with no carpet backing.  
6.4.2 FE Model validation from further AAA drop heights   
At the validation heights of 25 and 85 mm the models produced strong 
agreement to the experimental data across the six accuracy criteria (Table 6.6 
and Figures 6.8-6.9). The mean difference across the six accuracy criteria was 
2.9 ± 3.0% for the 25 mm condition and 5.6 ± 3.8% for the 85 mm condition, 
with the only variable above 10% difference threshold the peak upward velocity 
at 85 mm. Generally the 85 mm condition produced weaker agreement caused 
by excess energy loss leading to reductions in peak acceleration and upward 
velocity (Figure 6.9).   
 
Acceleration produced good agreement to the experimental data at both drop 
heights. The difference in acceleration RMSD was 2.2% at 25 mm and 3.8% at 
85 mm. The agreement in acceleration at the 85 mm condition was mostly due 
to the peak acceleration not being matched well as the profile before and after 
the peak matched the experimental data well (Figure 6.9). The shock absorption 
reflected this with the 25 mm condition producing a 0.9% difference and the 
85 mm condition 4.7%.  
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As was seen in the 55 mm FE model, the velocity produced the weakest 
agreement to the experimental data of any of the accuracy variables 
(Table 6.6). The RMSD and peak upward velocity difference was above the 
10% threshold at both drop heights. Over the whole velocity profile the model 
fell within 10% (25 mm 4.7% and 85 mm 7%) with the differences largely 
influenced by the lower peak upward velocity seen in the simulations (8.2% at 
25 mm and 12.7% at 85 mm, Table 6.6). Due to this the energy restitution also 
produced large differences to the experimental (Table 6.7).   
 
Deformation had strong agreement to the experimental data as the overall 
deformation was within 10% (Table 6.6). The RMSD for the 25 mm condition fell 
within 1.2% of the experimental deformation profile with the 85 mm having a 
slightly weaker agreement at 3% (Table 6.6). This was supported by strong 
agreement in the peak vertical deformation with the difference between 
experimental and FE model less than 2.5% well within the 10% pre-defined 
assessment criteria (CIB 0.4% at 25 mm and 2.4% at 85 mm). The permanent 
deformation to the infill height had an absolute difference of 1.7 mm at 25 mm 
and 2.4 mm at the 85 mm drop height, thus falling within 10% of the 
experimental (Table 6.6 and Figures 6.8-6.9).  
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Table 6.6 - Difference between FE simulation results and experimental data for the carpet-infill model with and without carpet backing across the six accuracy 
criteria for 25 and 85 mm AAA impact. 
Surface 
Drop  
height 
(mm) Difference Acceleration (m/s2) Velocity (m/s) Deformation (mm) 
Shock  
absorption (%) 
Vertical  
deformation 
(mm) 
Peak 
upward  
velocity 
(m/s) 
Mean 
difference 
(%) 
Carpet-infill-backing 
25 
Absolute 1.4 0.020 0.19 0.6 0.06 0.035 - 
% 2.2 4.7 1.2 0.9 0.4 8.2 2.9 ± 3.0 
85 
Absolute 5.2 0.052 0.61 2.9 0.46 0.095 - 
% 3.8 7 3.2 4.7 2.4 12.7 5.6 ± 3.8 
 
Table 6.7 - Difference between FE simulation of carpet-infill and carpet-infill-backing and experimental carpet-infill data for a range of variables outside 
accuracy criteria for 25 and 85 mm AAA impact. 
Surface 
Drop  
height 
(mm) Difference 
Peak  
acceleration  
(m/s2) 
Peak impact  
velocity (m/s) 
Energy  
restitution  
(%) 
Spring 
compression 
(mm) 
Time from 
contact  
to peak impact  
vel (ms) 
Post 
impact 
infill 
height 
(mm) 
Contact 
time 
(ms) 
Strain at 
base at 
max 
deformation 
(-) 
Strain 
at base 
after 
end of 
contact 
(-) 
Carpet-infill-backing 
25 
Absolute 2 0.003 4.7 0.3 0.41 1.7 54.1 0.11 0.04 
% 3.1 0.4 15.0 50.0 6.0 5.7 - - - 
85 
Absolute 11 0.00 8.30 0.30 0.21 2.4 39.0 0.20 0.08 
% 8.1 0.0 23.7 21.4 5.3 8.6 - - - 
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Figure 6.8 - Comparison of a) falling mass acceleration b) falling mass velocity, c) carpet-infill-backing model deformation and d) carpet-infill-backing model 
stress-strain mean experimental data against finite element simulations outputs for a 25 mm drop onto carpet-infill-backing model. 
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Figure 6.9 - Comparison of a) falling mass acceleration b) falling mass velocity, c) carpet-infill-backing model deformation and d) carpet-infill-backing model 
stress-strain mean experimental data against finite element simulations outputs for a 85 mm drop onto carpet-infill-backing model. 
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6.5 Discussion  
The FE model of the carpet-infill system needed to exhibit a number of complex 
behaviours under vertical loading, including hyperelasticity, viscoelasticity and 
permanent deformation. A two network material model was therefore needed to 
capture both elastic and rate-dependent behaviours. Furthermore, plastic 
deformation occurred in the samples following impact and this had to be 
accounted for in the material model. Experimental testing revealed cyclic 
hardening in the carpet-infill system therefore a hardening plasticity network 
was an appropriate model to use (Chaboche, 1991).  
 
Unlike the shockpads whereby the material data was describing only the 
response of a singular material, the experimental data in this instance was 
describing the behaviour of the rubber granules, fibres and carpet backing. It 
was therefore impossible to know how much of the material properties could be 
attributed to the compression of the infill compared to the interactions between 
the fibres, infill and carpet backing. An assumption was therefore made to 
consider the carpet and infill as once system and model it as one material. This 
reduced the complexity of both material modelling and FE modelling but did 
provide some limitations. Under the AAA impact from 55 mm up to 45% strain 
was seen equating to approximately 17 mm of localised deformation. Modelling 
the carpet-infill as a solid body meant large localised element deformations 
were present between the elements under the test foot and those directly 
adjacent (Figure 6.7). In reality, due to the free movement of the infill granules 
relative to one another, large localised deformations are possible. Despite this, 
it did not appear to have a significant effect on the vertical deformation 
behaviour of the model, but may have instead resulted in larger deformations of 
the carpet-infill model directly adjacent to the test foot as the elements were 
dragged down with the elements under the test foot.  
 
Calibrating a material model with the level of complexity required to capture all 
the behaviours of the carpet-infill system whilst using limited material data was 
challenging. Unlike the shockpad material models where some coefficients 
could be locked based upon measured values, this could not be done with the 
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carpet-infill model. Initial material model calibrations against the stress 
relaxation data were poor, however, the presence of the data in the calibration 
still provided some guidance to the coefficients even if a strong match could not 
be reached. Initial FE results also revealed large deformations and energy loss, 
largely caused by the slipping at the base of the mode. The FE model was 
created with no contact interactions at the base, this was done for two reasons. 
Firstly the friction between carpet backing and concrete was difficult to measure 
experimentally and would have had to be estimated adding further uncertainty 
to the model. Secondly the carpet backing was very stiff in tensile loading and 
therefore it was unlikely that the friction at the base of the model would have a 
greater influence on the carpet-infill movement compared to the carpet backing. 
Furthermore, the carpet backing restricted the movement across the whole of 
the base of the model in contrast to the friction which is relative to the normal 
force acting upon it. Initially the properties of the carpet backing were deemed 
to be captured by the experimental data used in the material model calibration 
however it became apparent in the initial simulations that the movement of infill 
normal to the impact direction was excessive and the compressive loading data 
used in material model calibration had failed to capture this behaviour. A 
separate model of the carpet backing was therefore created and added to the 
FE model, this restricted the movement of the carpet-infill and improved results 
over all of the six accuracy criteria. It is important therefore to select and assess 
the experimental data used for material model calibration. Given the carpet-infill 
AAA experimental data was isotropic and the carpet backing produced a much 
stiffer response normal to the direction of the impact it was unsurprising the 
addition of the carpet backing improved the results.  
 
Overall differences between experimental and simulation were kept within 5% 
across all drop heights with the exception of the velocity RMSD and peak 
upward velocity. This may have been linked to the permanent deformation in 
the model, which is known to absorb energy at a much higher rate than during 
the elastic phase (Gibson and Ashby, 1999; Cui, Kiernan and Gilchrist, 2009). 
This was compounded by the level of plastic deformation that occurred in the 
model which was nearly 10% more than the experimentally measured values 
after one drop. This is supported by the fact the 85 mm drop had the largest 
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amount of permanent deformation which also corresponded to the weakest 
agreement across the six accuracy criteria.  
6.6 Conclusion 
The carpet-infill system response to a vertical impact form the AAA was 
successfully modelled through a combining of models for the carpet-infill system 
and carpet backing. The carpet backing was needed in the FE simulations to 
restrict the horizontal movement at the base of the carpet-infill solid. To capture 
the hyperelastic, viscoelastic and plastic behaviour of the rubber carpet-infill 
system a two network material model was used. After an initial calibration and 
further manual optimisation to four variables, a strong match between the FE 
model and the experimental data was achieved with the overall difference 
across assessment criteria <5%.  
 
Accuracy of the FE model was similar at the two lowest drop heights (25 and 
55 mm) but decreased at the larger drop height (85 mm). Results were still 
within 10% of the experimental with the exception of the peak upward velocity, 
however care should be taken using the model under impacts where the impact 
energy is above that seen under this condition.  
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Chapter 7 - Surface System Finite Element Model 
7.1 Introduction 
The previous two chapters calibrated and validated independent models for the 
shockpad and infill components under impacts from the Advanced Artificial 
Athlete (AAA). By combining these models into a surface system model 
representing an underlying shockpad and carpet-infill system layer on top, the 
predictive capabilities of the surface system model can be analysed 
(Section 1.2 objective 6). Combining the models also offers the opportunity to 
assess the impact of each component on creating surface properties. This, a 
surface system FE model was created and subjected to impacts from the AAA 
from the three drop heights of 25, 55 and 85 mm. In order to evaluate the 
simulation results, in particular the independent deformation of the shockpads 
compared to infill, experimental validation testing was performed with additional 
instrumentation.  
 
Chapter objectives: 
x To create a finite element (FE) model of a AAA impact test onto a 3G 
surface system using previously established shockpad and carpet-infill 
material models. (Note: performance infill only) 
x To validate this surface system FE model against experimental data.  
7.2 Surface system FE model definition  
Two surface systems were created, one for each of the two shockpad models 
developed in Chapter 5 (Section 5.3.3, Table 5.3) with both having the same 
carpet-infill system model developed in Chapter 6 (Section 6.3.1, Table 6.3). A 
summary of both surfaces is presented in Table 7.1 and Figure 7.1. No further 
material model optimisation was conducted on the models therefore allowing for 
assessment of their prediction for full surface system properties.  
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Table 7.1 - Summary of surfaces used in combined model simulations. 
Name Construction 
Shockpad 
thickness 
(mm) 
Carpet-infill 
thickness 
(mm) 
Total 
thickness 
(mm) 
Surface 1 SP1 and carpet-infill system 15.0 ± 0.2 37.6 ± 1.6 52.6 ± 1.6 
Surface 2 SP2 and carpet-infill system 22.3 ± 1.2 37.6 ± 1.6 60.0 ± 2.0 
 
 
Figure 7.1 - Graphical representation of the surface systems modelled in the AAA test finite 
element simulations (see Figure 4.4). 
 
The surface system model was created using five solid bodies, all of which were 
meshed with eight node linear bricks with reduced integration and hourglass 
control (C3D8R, Figure 7.2). As with the individual shockpad and carpet-infill 
models (Section 5.3 and Section 6.3), only a 90º portion was modelled to take 
advantage of symmetry and reduce computational time.  
 
At the base of the model a rigid part was defined with the properties of concrete 
(Figure 7.2). Directly above was the shockpad, with a contact friction of 0.8 and 
material properties as defined in Section 5.3.3 and Table 5.3. Finally the carpet-
infill system model, with the same dimensions and material model specifications 
as specified in Section 6.3.1 and Table 6.3, was placed on top of the shockpad. 
The AAA test foot, spring and mass was modelled as a rigid body and placed 
1 mm above the surface of the infill. A pre-defined velocity was applied to the 
falling mass and test foot relative to the drop height it was simulating.  
 
SP1 & Carpet-infill SP2 & Carpet-infill 
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Contact friction between carpet backing and the top of the shockpad could not 
be measured accurately experimentally under controlled conditions as the 
carpet backing could not be securely adhered to the test rig due to the ridges in 
the backing. Therefore, a sensitivity study was performed on the interface 
friction on Surface 2 by varying the sliding friction from 0.0 (frictionless) to 1.0 in 
increments of 0.25. The results indicated that within the range 0.25 and 0.75 
interface friction had little influence on the simulation results, therefore, friction 
was set to 0.5 for the remaining simulations, assuming the true value was within 
this range. Detailed results from the sensitivity study are presented in section 
8.5.  
 
Simulations were run to replicate the experimental first drop onto the surface 
system from 25, 55 and 85 mm. Acceleration and velocity were outputted from 
the falling mass as well as the displacement of the test foot. Node deformation 
at the top of the carpet-infill system and shockpad were also taken as a 
measure of the deformation of the individual layers.  
 
 
Figure 7.2 – Finite element model of third generation (3G) surface. 1) 20 kg point mass; 2) 2000 
N/mm linear spring; 3) Steel test foot; 4) Carpet-infill system; 5) Carpet backing; 6) Rubber 
shockpad; 7) Concrete base.  
7.3 Collection of individual component deformation 
Chapter 3 demonstrated how the AAA can be used to collect dynamic 
stress-strain data at loading rates comparable to athlete surface interactions. In 
Chapters 5 and 6, the data collected from individual components were used to 
calibrate material models for FE simulations. From the AAA outputs a number of 
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factors could be evaluated and compared to the simulation data. The device, 
however, is only capable of measuring whole surface deformation. When testing 
individual components this is satisfactory, however, in surface system FE 
models where different components contribute to the overall deformation it is of 
use to separate and analyse the levels of deformation in each component layer. 
In order to provide further validation of the surface system FE models a means 
of independently measuring the shockpad deformation was developed and 
applied.  
 
Chapter 3 presented an independent method of measuring surface deformation 
through the use of a magnet-Hall effect sensor (HES) system. The system was 
able to measure the deformation of a single layered surface to an accuracy of 
~1 mm (Tables 3.2 and 3.3). In the study a magnet was positioned inside a test 
foot that was adjoined to the AAA test foot. The HES was located beneath the 
sample and recorded the voltage during impact from which the deformation 
could be calculated. One of the issues raised during the testing was the 
sensitivity of the results to the magnet-sensor alignment in the horizontal plane. 
Therefore, changes were made to ensure more accurate alignment of the two 
components in the system as detailed below.  
 
Whilst the concept of measuring deformation with a HES-magnet combination 
was demonstrated, the dual layer surface provided further challenges that 
needed to be addressed. Firstly, in order to measure the deformation of an 
individual layer either magnet or sensor board needed to be positioned between 
the carpet and shockpad layers (between 5 and 6 in Figure 7.2) such that the 
surface properties were not affected. Given the size (20 mm diameter x 12 mm 
thickness) and rigidity of the magnet, the sensor board was positioned between 
the shockpad and carpet backing. The board was <0.5 mm thick and was more 
flexible than the carpet backing and, therefore, represented the least intrusive 
method. In Chapter 3 the magnet was situated inside the extended test foot, 
however, for the current set up the rubber infill had an average depth of 
37.5 mm which was outside of the readable range of the magnet-sensor 
system. Whilst stronger magnets could be used, this increased the saturation 
zone (Figure 3.6a). Furthermore, to calculate the distance between the sensor 
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and magnet, the top of surface level needed to be known, a measurement that 
was previously recorded by GOM. Due to the range of infill depths and the 
ambiguity of the top of surface level, accuracy in the measurements would have 
been diminished by placing the magnet inside the test foot. To overcome this 
the magnet was situated below the shockpad, in line with the sensor board and 
positioned directly below the impact foot. To ensure minimal interference with 
the surface the magnet (20 mm diameter cylinder) was countersunk into a 
wooden board that acted as a base for the surface testing. Thus the 
magnet-Hall effect sensor was used to measure shockpad deformation; while 
the AAA results provided the overall system deformation. 
 
The board was securely positioned on top of a concrete floor using 
double-sided adhesive tape with the countersunk magnet facing upwards 
(Figure 7.3). A shockpad was then adhered to the top of the board using further 
tape around the extremities. The sensor board, consisting of nine sensors in a 
grid pattern at 5 mm spacing (Figure 7.4), was aligned using the central sensor 
(sensor 5 Figure 7.4) and the magnet located beneath the shockpad. When all 
opposing sensors surrounding the central sensor were producing equal 
voltages the board was securely adhered to the top of the shockpad surface 
using double sided tape. With the sensor board, magnet and shockpad all 
secured in place, this ensured misalignment during impact was minimised. 
Finally the carpet-infill system sample was placed on top of the shockpad and 
sensor board.  
 
177 
 
 
Figure 7.3 – Cross sectional view of experimental set up. 1) Carpet infill system; 2) Carpet 
backing; 3) Rubber shockpad; 4) Wooden board; 5) Concrete floor; 6) Hall sensor board; 
7) Neodymium magnet.  
 
Figure 7.4 - Hall effect sensor board used for inter-layer surface deformation measurement.  
 
To ensure the addition of the HES did not affect the results from the AAA, drops 
were compared to the results from Surface 1 and 2 without the instrumentation 
(Figure 7.5). The mean curve, used for comparison against the FE results, had 
an RMSD < 2% across all the drop heights. The peak acceleration was also 
within one standard deviation of the peak acceleration recorded from the 
surface without instrumentation across all conditions. In should be noted, 
however, that some vibrations were observed in the surface with added 
instrumentation, which, may be attributed to the addition of the wooden board 
below the surface (Figure 7.5).  
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Figure 7.5 – Comparison of AAA acceleration from a 55 mm drop onto a) Surface 1 and b) 
Surface 1 with added instrumentation. 
 
For each shockpad-carpet-infill combination three drops across five positions 
were tested. After each position was tested the magnet-HES alignment was 
checked and realigned if necessary. Due to the carpet size (300 x 300 mm), 
after three positions were tested the surface was raked, rolled and depths 
measured to recondition the surface back to its starting condition 
(Section 4.2.2.1). Calibration of the HES was completed before and after testing 
using the methodology set out in Section 3.3.2 and Figure 3.6. HES voltages 
were recorded via a data acquisition box leading to a laptop running signal 
express. Each trial was started through a rising slope trigger and ended by a 
falling slope trigger. A buffer of 10 ms was set each side of the triggers to 
ensure the full impact was recorded.  
 
The AAA and HES data did not share a triggering system, with the HES 
activated by a rising slope trigger with a starting offset. Thus, comparisons of 
the rate of deformation of the shockpad and whole surface system could not be 
made on a relative time basis. Both RMSD and peak shockpad deformation 
were added to the accuracy assessment criteria of the surfaces.  
7.3.1 Contribution of the shockpads to carpet-infill vertical response 
Analysis of the shockpad deformation compared to the whole surface 
deformation allowed for the effect of the shockpad to be determined 
a) b) 
179 
 
(Table 7.2-7.3). The greatest influence on the peak acceleration came at the 
25 mm drop height where the shockpad reduced the peak acceleration by 
approximately 40% for both surfaces. The contribution of the shockpad at the 
55 and 85 mm drop height was approximately 20% for SP1 and 25% for SP2. 
Thus, at impacts ≥55 mm the shockpad appears to offer no further increases in 
reducing the peak acceleration. A similar trend appeared with the peak upward 
velocity, at the 25 mm drop height the peak upward velocity decreased from the 
carpet-infill only condition by approximately 18% in both shockpads. At the 
larger two drop heights the shockpads increased the peak upward velocity 
suggesting at these drop heights they have a greater influence on the energy 
return in the surfaces than the absorption of peak forces. The peak vertical 
deformation was not effected hugely at the 25 mm drop height with differences 
of <6%. The 55 mm drop height produced the largest change in results, with 
SP1 contributing to a 12% increase in vertical deformation and SP2 a 24% 
increase. At the 85 mm drop height this dropped to 9% increase (SP1) and 16% 
increase (SP2).  
 
The shockpad strain under the surface was found to be a small contributor to 
the overall surface strain (Table 7.3). SP1 strained between 0.06 at the 25 mm 
drop height and 0.09 at the 85 mm condition (Table 7.3). Similarly, SP2 
contributed to 0.11-0.15 strain of the full surface thickness between 25 mm and 
85 mm drop heights (Table 7.3). Across all drop heights SP1 contributed to 
20-25% of the overall surface strain whilst SP2 contributed to nearer to 40% of 
the overall strain.  
 
At the 25 mm drop height SP1 only reached 0.21 strain, within the top end of 
stiffness region one identified for the shockpad in the cyclic testing 
(Section 4.3). At the 55 mm drop this moved into the transition region and at the 
85 mm drop it moved into the very start of the second stiffness region 
(~0.35-0.4 strain, Table 7.3). For SP2 the 25 mm drop height was in the 
transition region (~0.2-0.35 strain) whilst the 55 mm strained to the beginning of 
stiffness region 2 (~0.35-0.45 strain) and 85 mm further into stiffness region 2 
(Table 7.3). This may explain the drop in increase of vertical deformation at the 
85 mm drop height compared to the 55 mm drop height (Table 7.2). At 85 mm 
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the shockpads were in the second stiffness region and therefore only small 
increases in strain occur compared to the increase in stress. Thus, it is not 
surprising the peak acceleration continued to increase whilst the increase in 
strain was not as high (Tables 7.2-7.3).  
 
Thus the influence of the shockpad on full surface vertical response is 
dependent upon the magnitude of loading (Tables 7.2-7.3). The peak 
acceleration of the 25 mm drop height equated to approximately 1 bodyweight 
of a 80 kg athlete, more akin to the loading magnitude of walking 
(Section 2.2.8). At this drop height, the shockpads had the largest influence on 
the surface response to vertical loading (Table 7.2). At the 55 mm and 85 mm 
drop heights the peak vertical force was between 2-3 bodyweights, thus in line 
with the loading at running speeds (Section 2.2.8). At these drop heights the 
shockpads were straining into stiffness region two, and, within this region, the 
effect of the shockpad on the overall surface response to vertical loading 
plateaued (Table 7.2).  
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Table 7.2 – The effect of a shockpad positioned beneath the carpet-infill layer on the vertical impact behaviour of a 3G surface system.  
    Peak acceleration (m/s2) Peak upward velocity (m/s) Peak vertical deformation (mm) 
Model 
Drop  
height 
(mm) Shockpad Infill Surface  
% difference  
between  
infill and surface Shockpad Infill Surface  
% difference 
 Between 
 infill and surface Shockpad Infill Surface  
% difference 
 Between 
 infill and surface 
SP1 &  
Carpet-
infill 
25 106 65 39 40 0.505 0.425 0.352 17 5.49 15.21 14.86 2 
55 176 96 77 20 0.770 0.577 0.603 -5 6.71 17.34 19.44 -12 
85 240 136 106 22 0.981 0.747 0.76 -2 7.15 19.01 20.74 -9 
SP2 &  
Carpet-
infill 
25 75 65 37 43 0.462 0.425 0.346 19 8.31 15.21 16.14 -6 
55 134 96 70 27 0.712 0.577 0.582 -1 10.47 17.34 21.54 -24 
85 184 136 103 24 0.894 0.747 0.762 -2 11.29 19.01 22.13 -16 
 
Table 7.3 – Shockpad deformation measurements within a layered 3G surface system under impacts from the AAA at three different drop heights.  
Model 
Drop height 
(mm) 
Peak surface 
deformation (mm) 
Peak surface 
strain (-) 
Peak shockpad 
deformation (mm) 
Peak shockpad 
strain (-) 
Peak shockpad strain of 
full surface thickness (-) 
Peak shockpad 
strain as percentage 
of full surface strain 
(%) 
SP1 &  
Carpet-infill 
25 14.86 0.28 3.1 0.21 0.06 21 
55 19.44 0.37 4.3 0.29 0.08 22 
85 20.74 0.40 4.9 0.33 0.09 24 
SP2 &  
Carpet-infill 
25 16.14 0.27 6.3 0.28 0.11 39 
55 21.54 0.36 7.8 0.35 0.13 36 
85 22.13 0.37 9.2 0.41 0.15 42 
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7.4 FE model results  
Model sensitivity to interface friction was minimal when tested against the 
55 mm drop height on Surface 2 (Table 7.4). Shock absorption (SA), energy 
restitution (ER) and vertical deformation (VD) varied minimally with friction (<1% 
in SA and ER, <0.1 mm in VD, Table 7.4. Shockpad deformation produced a 
slightly larger change across the friction conditions ranging from 7.3-7.6 mm 
(Table 7.4). The sliding of the carpet backing over the shockpad was largest in 
the frictionless condition (1.8 mm) but decreased to 0.6 mm at the 0.25 friction 
condition before plateauing at 0.3 mm for the remaining conditions (Table 7.4).  
 
Overall, both surface models produced good agreement to the experimental 
data across the six accuracy criteria plus the independent shockpad 
deformation (Table 7.5 and Figures 7.6-7.11). Agreement was greatest at the 
two lower drop heights (~4-6%, Table 7.5) but was weaker at the 85 mm drop 
height (~7-9%, Table 7.5).    
 
Acceleration RMSD produced good agreement across the two surfaces 
(Surface 1: 4.4 ± 0.5%, Surface 2: 3.8 ± 1.4%, Table 7.5). There was greater 
disagreement in the peak accelerations however with the 85 mm drop height in 
particular less in the simulations compared to the experimental data (Table 7.6 
and Figures 7.8 and 7.11). This in turn led to weaker agreement in the shock 
absorption, however, this was still within 5% for both the surfaces (Table 7.5). 
The decrease in peak acceleration upon the addition of the shockpad to the 
carpet-infill system also corresponded well to the experimental data (Table 7.7).  
 
At the lowest drop height of 25 mm, both surfaces produced a peak impact 
acceleration below 40 m/s2 (Figures 7.6 and 7.9). This fell below the lowest 
peak impact condition (70 m/s2) used when evaluating the AAA deformation 
measurement (Section 3.4.1 Figure 3.9). When regression equation 4.1 was 
applied to the peak accelerations of 39 and 37 m/s2 for Surface 1 and 2 the 
contact times were given as 5.13 and 5.19 ms before the occurrence of the 
peak downward velocity. These new contact times clearly occurred after the 
acceleration had begun to fall from the impact of the test foot against the 
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surface. Therefore, in order to adjust the time of initial contact to an appropriate 
value, the time from contact to peak velocity in the FE simulations was used to 
adjust the contact point in the experimental data and improve the accuracy of 
the vertical deformation measurement. Whilst this was not ideal, it provided a 
better approximate of the contact point in the experimental data. The FE 
simulation measured the time between contact and peak downward velocity at 
approximately 9 ms at 40 m/s2 peak acceleration. Compare this to the 5 ms 
approximated by equation 4.1, the deformation would be vastly decreased. 
Furthermore, the agreement between the FE simulations and experimental data 
in the shockpads and carpet-infill models was less than 1.5 ms (Tables 5.5, 5.7, 
6.5 and 6.7) thus providing support that the FE simulation provides a good 
representation of the contact time to peak downward velocity.  
 
Velocity RMSD was the largest of any RMSD measurement, with 8.1 ± 1.2% 
differences in Surface 1 and 7.9 ± 2.4% for Surface 2 (Table 7.5). Peak rebound 
velocity also produced the weakest agreement of any assessment variable, with 
all conditions under predicting rebound velocity compared to the experimental 
resulting in overall percentage differences of 16.6 ± 1.3% for Surface 1 and 
11.3 ± 5.3% for Surface 2 (Table 7.5 and Figures 7.6-7.11). This was also 
reflected in the effect of the shockpad on carpet-infill properties where some 
peak velocities that decreased experimentally with the addition of the shockpad 
instead increased in the simulations (Table 7.7). The weak agreement in peak 
upward velocity led to large differences in energy restitution values, with both 
surfaces producing percentage differences over 25% (Table 7.5).  
 
Agreement between deformation measurements was strong for both shockpad 
and whole surface measurements. For whole surface deformation RMSD 
differences were all <10% with the exception of Surface 2 at 85 mm (Surface 1 
3.3 ± 0.3% and Surface 2 6.7 ± 4.3%, Table 7.5). There was similarly good 
agreement for peak surface deformation with Surface 1 producing a difference 
of 1.7 ± 0.4% and Surface 2 6.0 ± 5.2% (Table 7.5 and Figures 7.6-7.11). In 
both cases the average absolute difference was less than 1.2 mm (Surface 1 
0.31 ± 0.11 mm and Surface 2 1.16 ± 1.09 mm, Table 7.5). The increases in 
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peak vertical deformation also had good agreement with the experimental data 
with the addition of the shockpads to the carpet-infill system (Table 7.7).   
 
Shockpad deformation had lower agreement with the experimental data, with 
Surface 1 8.2 ± 1.3% and Surface 2 6.2 ± 0.9%, however all conditions still fell 
within the 10% assessment criteria threshold (Table 7.5, Figures 7.6-7.11). 
Whilst the deformation was well matched to the experimental data, the last 
phase of recovery was slower (Figures 7.6-7.11). Peak shockpad deformation 
values had strong agreement in Surface 1 with absolute differences of 
0.1 ± 0.1 mm (Table 7.5). Surface 2 had slightly weaker agreement with 
absolute differences 0.5 ± 0.3 mm however both surface were within the 10% 
threshold (Table 7.5). The surface simulations indicated that the surface 
continues to recover at a delayed rate after the test foot has lost contact with 
the top of the infill (Figure 7.12). Approximately 25 ms after contact ceases, the 
shockpad has nearly fully recovered with only residual strains <2 mm left to 
recover. Contact time could not be calculated for the experimental data as there 
was no distinguishable feature to highlight the end of contact with the surface 
and, therefore, could not be compared to the FE measured contact time 
(Table 7.6, see Section 5.4).   
 
 
Table 7.4 – The effect of carpet backing-shockpad interface friction on peak variable 
measurements.  
Interface  
sliding 
friction  
Shock  
absorption  
(%) 
Peak upward 
velocity 
(m/s) 
Peak vertical  
deformation  
(mm) 
Peak 
shockpad 
deformation 
(mm) 
Relative sliding 
distance of 
carpet backing 
over shockpad 
(mm) 
0.00 77.4 0.519 21.57 7.3 1.8 
0.25 77.8 0.514 21.54 7.5 0.6 
0.50 77.7 0.516 21.52 7.5 0.3 
0.75 77.7 0.511 21.53 7.6 0.3 
1.00 77.5 0.514 21.50 7.5 0.3 
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Table 7.5 – Difference between FE simulation results and experimental data for each of the surface models model across the six accuracy criteria plus the 
shockpads RMDS and peak shockpad deformation. 
 
Drop  
height 
(mm) Difference 
Acceleration 
(m/s2) Velocity (m/s) 
Deformation 
(mm) 
Shockpad 
deformation 
(mm) 
Shock  
absorption 
(%) 
Peak vertical  
deformation 
(mm) 
Peak upward  
velocity (m/s) 
Peak 
shockpad 
deformation 
(mm) 
Mean 
difference 
(%) 
Surface 1 
25 
Absolute 1.8 0.024 0.44 0.21 1.1 0.21 0.059 0.01 - 
% of peak 4.6 6.8 3.0 6.9 1.4 1.4 16.8 0.3 5.8 ± 5.3 
55 
Absolute 2.9 0.055 0.67 0.36 0.8 0.42 0.092 0.03 - 
% of peak 3.8 9.1 3.4 8.4 1.1 2.2 15.3 0.7 6.2 ± 5.0 
85 
Absolute 5.1 0.064 0.75 0.46 2.7 0.29 0.136 0.15 - 
% of peak 4.8 8.4 3.6 9.4 3.9 1.4 17.9 3.1 7.0 ± 5.5 
mean abs diff 3.3 ± 1.7 0.048 ± 0.021 0.62 ± 0.16 0.35 ± 0.13 1.5 ± 1 0.31 ± 0.11 0.096 ± 0.039 0.06 ± 0.08 - 
mean % diff 4.4 ± 0.5 8.1 ± 1.2 3.3 ± 0.3 8.2 ± 1.3 2.1 ± 1.5 1.7 ± 0.4 16.6 ± 1.3 1.4 ± 1.5 - 
Surface 2 
25 
Absolute 1.1 0.026 1.12 0.41 0.3 1.29 0.019 0.46 - 
% of peak 3.0 7.5 6.9 6.5 0.4 8.0 5.5 7.3 5.4 ± 2.8 
55 
Absolute 2.1 0.033 0.51 0.40 1.3 0.02 0.072 0.25 - 
% of peak 3.0 5.7 2.3 5.2 1.7 0.1 12.4 3.2 4.3 ± 4.0 
85 
Absolute 5.5 0.079 2.42 0.59 3.2 2.18 0.122 0.78 - 
% of peak 5.4 10.4 10.9 7.0 4.5 9.9 16.0 8.5 9.2 ± 3.9 
mean abs diff 2.9 ± 2.3 0.046 ± 0.029 1.35 ± 0.98 0.46 ± 0.11 1.6 ± 1.5 1.16 ± 1.09 0.071 ± 0.052 0.50 ± 0.27 - 
mean % diff 3.8 ± 1.4 7.9 ± 2.4 6.7 ± 4.3 6.2 ± 0.9 2.2 ± 2.1 6 ± 5.2 11.3 ± 5.3 6.3 ± 2.8 - 
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Table 7.6 - Difference between FE simulation of each surface and experimental data for a range of variables outside accuracy criteria for a AAA impact. 
Model 
Drop  
height 
(mm) Difference 
Peak  
acceleration  
(m/s2) 
Peak impact  
velocity (m/s) 
Energy restitution 
(%) 
Spring 
compression 
(mm) 
Time from contact  
to peak impact  
vel (ms) 
Post impact 
infill height 
(mm) 
Contact 
time (ms) 
Surface 1 
25 
Absolute 2 0.005 10.4 0.2 0.0 1.4 68.9 
% of peak 5.1 0.8 29.7 50.0 0.0 4.2 - 
55 
Absolute 3 0.004 10.1 0.2 0.1 2.3 51.6 
% of peak 3.9 0.4 27.4 25.0 23.5 7.2 - 
85 
Absolute 10 0.022 11.9 0.2 0.8 1.3 48.0 
% of peak 9.4 1.8 30.4 18.2 22.7 4.3 - 
mean abs diff 5.0 ± 4.4 0.01 ± 0.01 10.8 ± 1.0 0.2 ± 0.0 0.59 ± 0.52 1.7 ± 0.6 - 
mean % diff 6.2 ± 2.9 1.0 ± 0.7 29.2 ± 1.5 31.1 ± 16.8 15.4 ± 13.3 5.3 ± 1.7 - 
Surface 2 
25 
Absolute 1 0.022 6.6 0.2 0.0 1.1 79.2 
% of peak 2.7 3.7 19.8 50.0 0.0 3.3 - 
55 
Absolute 5 0.004 8.5 0.3 0.0 1.8 60.5 
% of peak 7.1 0.4 23.7 42.9 0.0 5.6 - 
85 
Absolute 13 0.008 10.9 0.4 1.2 0.8 53.8 
% of peak 12.6 0.6 28.5 40.0 34.9 2.7 - 
mean abs diff 6.3 ± 6.1 0.011 ± 0.009 8.7 ± 2.2 0.3 ± 0.1 0.41 ± 0.72 1.2 ± 0.5 - 
mean % diff 7.5 ± 5.0 1.6 ± 1.8 24 ± 4.4 44.3 ± 5.2 11.6 ± 20.2 3.9 ± 1.6 - 
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Table 7.7 – Ability of the FE simulations to predict the influence of the shockpad to overall surface performance.    
      Peak acceleration (m/s2) Peak upward velocity (m/s) Peak vertical deformation (mm) 
Model 
Drop  
height 
(mm)   Shockpad Infill Surface  
% difference  
between  
infill and surface Shockpad Infill Surface  
% difference 
 Between 
 infill and surface Shockpad Infill Surface  
% difference 
 between infill 
 and surface 
SP1 &  
Carpet-
infill 
25 
Exp 106 65 39 40 0.505 0.425 0.352 17 5.49 15.21 14.86 2 
Sim 101 63 37 41 0.482 0.390 0.293 25 5.47 15.27 14.65 4 
55 
Exp 176 96 77 20 0.770 0.577 0.603 -5 6.71 17.34 19.44 -12 
Sim 179 95 74 22 0.766 0.525 0.511 3 6.77 17.57 19.02 -8 
85 
Exp 240 136 106 22 0.981 0.747 0.76 -2 7.15 19.01 20.74 -9 
Sim 237 125 96 23 0.962 0.652 0.624 4 7.44 19.47 21.03 -8 
SP2 &  
Carpet-
infill 
25 
Exp 75 65 37 43 0.462 0.425 0.346 19 8.31 15.21 16.14 -6 
Sim 73 64 36 44 0.425 0.334 0.327 2 8.47 15.95 17.43 -9 
55 
Exp 134 96 70 27 0.712 0.577 0.582 -1 10.47 17.34 21.54 -24 
Sim 135 93 65 30 0.683 0.453 0.51 -13 10.31 18.12 21.52 -19 
85 
Exp 184 136 103 24 0.894 0.747 0.762 -2 11.29 19.01 22.13 -16 
Sim 192 122 90 26 0.883 0.564 0.64 -13 11.30 19.94 24.31 -22 
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Figure 7.6 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 1 stress-strain, c) Surface 1 deformation and d) Surface 1 
shockpad only deformation against finite element simulations outputs for a 25 mm drop onto Surface 1.   
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Figure 7.7 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 1 stress-strain, c) Surface 1 deformation and d) Surface 1 
shockpad only deformation against finite element simulations outputs for a 55 mm drop onto Surface 1.   
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Figure 7.8 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 1 stress-strain, c) Surface 1 deformation and d) Surface 1 
shockpad only deformation against finite element simulations outputs for a 85 mm drop onto Surface 1.   
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Figure 7.9 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 2 stress-strain, c) Surface 2 deformation and d) Surface 2 
shockpad only deformation against finite element simulations outputs for a 25 mm drop onto Surface 2.   
192 
 
 
Figure 7.10 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 2 stress-strain, c) Surface 2 deformation and d) Surface 2 
shockpad only deformation against finite element simulations outputs for a 55 mm drop onto Surface 2.   
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Figure 7.11 - Comparison of mean experimental data for a) falling mass acceleration b) Surface 2 stress-strain, c) Surface 2 deformation and d) Surface 2 
shockpad only deformation against finite element simulations outputs for a 85 mm drop onto Surface 2. 
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Figure 7.12 – Deformation of Surface 2 throughout Advanced Artificial Athlete test foot impact from 55 mm. Contact starts at frame 0.004 s and ends in frame 
0.06 s. 
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7.5 Discussion  
A surface system FE model was built from the component models created in 
Chapters 5 and 6. The model layered each of the components as commonly 
found in an artificial turf surface nut without the sand layer. Each of the 
components maintained the same material model that was optimised during 
isolated AAA impacts. The surface system model was, therefore, a means to 
test whether the combination of two individually optimised material models 
could predict the overall surface response from a range of AAA impacts. 
Although the difference between experimental and simulation outputs was 
approximately double that seen in the individual component models (up from 
<5% to 7-8%) the difference was still below 10% across six key assessment 
criteria with exception of the velocity at the 85 mm drop height.  
 
Whilst the construction of the model was relatively simple, one variable that 
could not be measured was the interface friction between the carpet backing 
and shockpad surface as the carpet backing could not be adhered to the 
experimental test rig securely to take a valid experimental measurement. To 
analyse the effect of this friction on the simulation results, the coefficient of 
sliding friction was incremented in successive simulations of a 55 mm drop. The 
frictionless and 1.0 coefficient of friction were chosen as limits as they 
presented the most extreme scenarios within which the actual friction between 
the two components would likely fall. Friction above 1.0 is uncommon and is 
only found in specialised engineering materials, therefore the likelihood of 
friction between the two components being above 1.0 was small. Observing the 
elements throughout impact (Figure 7.12), there is much more deformation of 
both shockpad and carpet-infill than sliding between the layers. The material 
models of shockpad and carpet-infill system were, therefore, a greater 
contributor to describing the vertical deformation behaviour than the interactions 
between layers. Although unable to be observed directly, this is also likely to 
occur in experimental tests. The AAA acts in the vertical plane, therefore, 
horizontal forces are very low relative to the impacting test foot. However, when 
significant deformation has occurred and the air voids in the carpet-infill and 
shockpad layers have been compressed then the volumetric response of the 
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rubber elements will cause some expansion horizontally due to the high 
Poisson’s ratio. Experimentally, when larger horizontal forces occur the infill 
granules offer the path of least resistance, sliding and migrating to other areas 
more freely than the carpet backing sliding over the shockpad surface. The 
carpet-infill system FE model was limited with its representation of this as the 
elements were constrained within the solid. The path of least resistance, 
therefore, became the interface between the carpet-infill and shockpad surface, 
which may have led to sliding larger than what would be measured 
experimentally.  
 
Whilst the interface friction did not affect the SA or VD to a great extent, it may 
have been a contributor to the increase in energy dissipation. The largest 
difference between experimental and simulation outputs was between the peak 
upward velocity (Table 7.5). Furthermore, the largest difference in deformation 
came during the unloading phase (Figures 7.6-7.11). This points to differences 
in the recovery of the surfaces after peak deformation has occurred. The energy 
return could have been further impeded by an increase in dampening when the 
models were combined into a full surface system. The carpet-infill and 
shockpad models were optimised as single layers where less interference from 
other variables was present. In particular, the interface friction between the 
layers was introduced. Whilst no dampening factor was included in the models, 
the introduction of another layer of friction may have increased the energy 
absorption of the surface. Coulomb dampening dissipates energy due to sliding 
friction (Ginsberg, 2001). This is also supported by the friction sensitivity test 
whereby the peak upward velocity showed the biggest change across different 
friction coefficients compared to the SA and VD (Table 7.4). Furthermore, under 
larger deformations from the 85 mm drop height more sliding occurred between 
the two layers which corresponds to the greater difference at this drop height 
compared to the lower heights. It was noted previously when developing the 
individual component models (Chapter 5 and 6) when manually optimising 
coefficients compromise is often needed to produce accuracy across the 
stiffness, deformation and energy dissipation, a factor other researchers have 
also found when modelling high speed impacts (Burbank and Smith, 2012b; 
Smith et al., 2016). Furthermore, the plastic deformation in the carpet-infill 
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model was attributed to the lower peak rebound velocity produced due to the 
greater energy dissipation in this phase compared to the elastic. Therefore, the 
dissipation of energy in each of the carpet-infill and shockpad models, with the 
addition of dampening through interface friction in the surface system model, 
likely contributed to the larger differences seen during the recovery phase of 
impact.  
 
The current models support the notion of using simulations to predict surface 
performance under a single initial impact from the AAA. Performance under the 
FIFA standard (55 mm drop height, Fédération Internationale de Football 
Association, 2015) was strong for both surfaces with absolute differences of 
0.8% and 1.3% for the shock absorption and 0.4 and <0.1 mm for the vertical 
deformation for Surface 1 and 2 respectively. All of the differences fell within 
one standard deviation of the experimental data from the five positions 
(Tables 4.6-4.8). Manufacturers could, therefore, use the models to assess the 
impact of different component combinations and know that the results will be 
within ~5% of the experimentally measured values when tested at the FIFA 
standard 55 mm drop height.  
 
Some limitations in the surface model should be recognised. Firstly, the sand 
layer was not modelled. Whilst the creation of a material model to represent the 
sand should, in theory, not be difficult to create, it would add another layer and 
thus increase the number of interfaces between layers. The sand could be 
incorporated into the already existing carpet-infill system model by calibrating a 
material model to the carpet-sand-infill experimental data, however, the 
contribution of each layer of infill can then not be analysed. A more appropriate 
way to include the sand layer would be to calibrate a material model of just the 
sand and apply the material model to a partitioned section at the base of the 
existing carpet-infill model. This would also mean a new layer of interface 
friction was not created.  
 
A further limitation is that the model only simulates the first drop and can’t 
predict the SA, ER and VD over successive drops. The FIFA standard requires 
three drops with the average of the second and third drops used to assess the 
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surface however in this instance only the first drop was modelled. The first drop 
was modelled as it was easier to control and measure the variables involved 
and thus replicate them in a simulation. Despite plastic hardening being 
included in the material model, the mesh was distorted sufficiently that further 
drops could not converge when attempted in the same model in a subsequent 
step. Attempts to export the deformed model geometry and create a new mesh 
on the part were also unsuccessful. A separate model of each of the drops 
could be created and modelled, however, compression of the infill in the carpet-
infill system meant the bulk density changed as further drops were performed. 
As the density is integral to the material model, it would need to be recalibrated 
to the new density. The easiest way to model subsequent drops therefore would 
be to create separate FE models using the deformed infill depths with material 
models calibrated to the latter drops data.  
 
Generally, the best results were obtained when simulations were run using the 
conditions to which they had been calibrated i.e. the 55 mm drop 
(Tables 7.5-7.6 and Figures 7.6-7.11). Extrapolated higher than the 55 mm drop 
height resulted in increased differences between the simulated and 
experimental results with Surface 2 averaging above the 10% across the 
assessment criteria (Table 7.5). This mainly resulted from the underestimation 
of peak acceleration and rebound velocity, both factors that are linked to the 
surface stiffness. For the 25 mm drop height, the peak acceleration, used to 
correct the AAA time of initial contact, was lower than the range the regression 
correction equation had been developed over (Section 4.6.1). The subsequent 
extrapolation of Equation 3.3 led to be a poor estimation of the time of initial 
contact in the experimental data. In this study, the time of initial contact in the 
experimental data was adjusted using the simulated time from contact to peak 
downward velocity, however, this would not be available when analysing 
experimental results independently. This raises some limitations in applicability 
of regression Equation 3.3 with regard to its ability to establish the point of 
contact outside the bounds to which it was tested. Further work with relevant 
surfaces and impact conditions to develop a more relevant correction equation 
to lower peak accelerations would be of benefit to the on-going modelling of 3G 
sports surfaces.  
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7.6 Conclusion 
Surface system models were created using individually optimised component 
models (Chapters 5 and 6). The resulting surface system models produced 
strong agreement against the experimental data, without further manual 
optimisation of coefficients. Against the FIFA standard test methods the 
simulations produced good agreement, within 2.2% of the experimentally 
measured values. Extended further to cover the full acceleration and 
deformation curves, the surface system models continued to perform well with 
RMSD’s of <10%. Velocity RMSD was weaker at the 85 mm drop height but 
otherwise was also <10%. The current models, therefore, provide a good 
representation of full 3G surface vertical response however there is still further 
room for improvement with regard to the energy return of the surface systems. 
Further work to component models to increase the energy return would likely 
improve the response of the surface system model.  
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Chapter 8 - Discussion 
8.1 Introduction 
This chapter presents a discussion of the outcomes from this thesis with respect 
to the overall thesis aims. The principal aim of this PhD was to develop a 
numerical model to describe the vertical impact behaviour of multi-component 
artificial turf systems. The secondary aim was to characterise the material 
behaviours as necessary to support the model development. The discussion 
had been broken down into sections to distinguish between the outcomes, 
challenges, limitations and implications of the work.  
8.2 Thesis scope 
This thesis only focused upon the modelling of third generation (3G) artificial turf 
as it is the latest and most technologically advanced artificial turf surface 
(Fédération Internationale de Football Association, 2015c). Whilst second 
generation (2G) surfaces are still used in some sports such as field hockey, 
their use is not as widespread and their construction is relatively basic in 
comparison to 3G surfaces. In contrast, 3G surfaces are used for a multitude of 
sports from football to rugby and, therefore, surface properties are often 
optimised for the desired sport leading to greater differences between 3G 
surfaces. Thus, due to the greater scope to optimise combinations of different 
components, modelling was focused upon 3G turf.  
 
Measurement and modelling of the 3G surface focused upon the response to 
vertical loading only. Whilst other variables could have been modelled such as 
traction, these variables generally only engage the uppermost layers of the 
surface consisting of fibres and performance infill (K. Severn, Fleming and 
Dixon, 2010). The vertical loading, however, was influenced by all components 
down to the shockpad layer (K. Severn, Fleming and Dixon, 2010), therefore, 
providing greater scope for optimising different combinations of shockpads and 
carpet-infill layers. Due to the already complex nature of modelling multiple 
components and their interactions, the scope of this thesis was limited to 
modelling the vertical response to loading.  
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A total of two shockpads and one carpet-infill system were selected for 
experimental testing and modelling. From this two surface systems could be 
created with each one consisting of a different shockpad under the carpet-infill 
system. The two shockpads represented commonly used materials for 
shockpad construction but with distinguishable differences in thickness and 
response to vertical loading. Thus, the influence of the shockpad on surface 
system response could be analysed to see if the differences in shockpad 
vertical response also led to differences in vertical system response when the 
same carpet-infill system was used. Due to the relative complexity and time 
taken to create and validate the material and finite element (FE) modelling 
methodology, only one carpet-infill system was investigated. Although the level 
of infill was shown to have an effect on the vertical deformation properties, the 
shockpad contributed more to the overall surface system response (K. Severn, 
Fleming and Dixon, 2010).  
8.3 Key outcomes with respect to the thesis objectives 
The key outcomes from the thesis are discussed with respect to the six 
objectives formulated to help achieve the thesis aims.   
 
Objective 1: What is the current knowledge surrounding the 
characterisation and modelling of sports surfaces? 
Research into the modelling of sports surfaces often focused upon the 
interactions between player and surface from a performance enhancement or 
injury prevention perspective (Rens, 1994; Stefanyshyn and Nigg, 2003; 
Andena et al., 2014, 2015). A few examples of 3G turf modelling were found 
(Yukawa et al., 2012, 2013, 2018), however, the material models were simplistic 
(≤3 coefficients) and considered all surface components in one system. 
Furthermore, the material models did not contain viscoelasticity and, therefore, 
coefficients had to be changed based upon the impact condition. Changing 
model coefficients in this way, limited the applicability of the model as 
knowledge of the load had to be known prior to the simulation. A material model 
that could account for the viscoelastic element of the material would be of 
greater benefit as it could be reactive to the loading condition. This would also 
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open further possibilities, for example, using motion capture data from a human 
foot strike to apply a velocity to a body interacting with the surface. However, 
achieving this would require added complexity to the material modelling. 
Breaking the model down into further parts would also allow for the individual 
layer contributions to be analysed.  
 
Looking further afield into other examples of surface modelling revealed further 
difficulties to material modelling. Models of athletics track surfaces and 
treadmills were successful in measuring the vertical impact behaviour however 
there were limitations (Thomson, Birkbeck and Lucas, 2001; Andena et al., 
2014, 2015). Firstly, the material models were calibrated at low loading rates, 
not representative of the loading rates measured during human running. 
Furthermore, test samples used during material data collection had to be 
collected from prefabricated surfaces, thus limiting the size and shape of the 
samples. This was not optimal as material data collection can be sensitive to 
the sample geometry if full slip conditions are not met and because the 
calibration of material models is sensitive to the strain rate of the experimental 
test data (Bergström, 2015). Despite one study producing promising shock 
absorption results when extrapolating coefficients based upon material data 
collected at 0.005-0.6/s up to speeds of 60/s, the models used were simplistic 
(Neo-Hookean and Mooney-Rivlin, Kim et al., 2012) making it easier to 
extrapolate the model coefficients (Andena et al., 2015). Thus, to apply this 
technique to more complex models including a various hyperealstic and 
viscoelastic components would be much more challenging. 
 
It was therefore established that the material models used for modelling the 3G 
surface components should, firstly, describe all of their material behaviours 
(hyperelasticity/viscoelasticity) without reliance on an external equation and, 
secondly, be able to replicate results at player loading rates. Further literature 
highlighted ways in which researchers had captured the viscoelastic properties 
and higher load rate response of materials for use in dynamic sports impacts. 
Techniques such as dynamic mechanical analysis, has been demonstrated to 
provide suitable data for viscoelastic modelling (Lane et al., 2018), however 
material specimens had to be of specific size to collect sufficiently accurate data 
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for material modelling. Due to the nature of the artificial turf components, either 
premanufactured or as mixture of components such as the carpet-infill, this 
method of measurement was unable to be utilised as components could not be 
shaped into the uniform test pieces. However, other methods such as 
combining stress-strain data from high speed impacts with stress relaxation 
data to describe the viscoelastic response were shown to be successful in 
calibration of material models to describe the impact response of softballs and 
was more suited to the testing of 3G turf components (Burbank and Smith, 
2012b; Smith et al., 2016; Lane, 2018).  
 
Objective 2: How can the material response to vertical loading be 
characterised and made suitable for material modelling? 
Evaluation of the literature provided a base of knowledge to formulate a testing 
plan to collect material data on the artificial turf components. Two approaches 
were established for the collection of data; the first, was focused upon the 
controlled testing of components, designed to highlight the material response to 
loading, in particular the viscoelastic element. Whilst it was established that this 
approach would not yield stress-strain compression data of the strains required 
for material modelling, it would allow for the assessment of material properties 
and the collection of supporting data such as the Poisson’s ratio (and thus the 
reduced density, Avalle et al., 2001; De Vries, 2009) of the shockpads and the 
viscoelastic properties through stress relaxation trials (Ranga and Strangwood, 
2010).  
 
The second approach was based on the collection of data at higher loading 
rates that had been shown to be more appropriate to calibrate material models 
for subsequent application to their higher loading rates (Burbank and Smith, 
2012b; Lane et al., 2018). The Advanced Artificial Athlete (AAA) provided a 
solution as it was designed to replicate a running heel strike in terms of vertical 
load and loading rate. A further benefit was the availability of the equipment, 
which many manufacturers have access to. The stress could be taken as a 
direct measurement calculated from the acceleration and area of the test foot, 
however, the surface deformation had to be derived through integration of the 
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acceleration throughout the contact phase. Standard test devices such as 
tensometers use calibrated load cells and take direct measurements of force 
and displacement. The AAA, however, was not designed for the measurement 
of stress-strain, it was only being adapted to do so and, therefore, validation of 
the outputs, in particular the deformation measurement, was required.  
 
The validation against an independent measurement system revealed 
assumptions made in the time of initial contact led to under reporting of the 
vertical deformation, which in turn was made progressively worse as the surface 
became more compliant. A retrospective regression equation reduced the root 
mean square difference (RMSD) from 30% to <5% within the range of the 
acceptable limits of force reduction in the FIFA standard correspond to peak 
falling mass decelerations 90-145 m/s2. Furthermore, peak strain errors were 
reduced from ~2.5 mm to ~0.1 mm. Whilst the error in the original AAA 
measurement was large enough to be of concern for use in material modelling 
data, the wider implications are not as serious. Despite the underestimation of 
the peak vertical deformation, the range of acceptable values in the FIFA quality 
concept is not referenced to an external measurement. Thus, despite the 
increase in vertical deformation found by the study, it is unlikely to have any 
effect on the FIFA quality concept. Furthermore, the current method of 
identifying the peak velocity, whilst subject to some assumptions, is a consistent 
point to identify in the data.  
 
For use in gathering stress-stain data for material modelling applications, in the 
range of peak accelerations from 90-330 m/s2 the AAA is a valid tool. However, 
above 250 m/s2 it should be used with caution as errors were increased. On the 
harder racket sports surface (similar in design to athletics track surfaces) the 
difference in root mean square difference (RMSD) was ~10%.  
 
The FE models generally had strong agreement to the experimental data in 
terms of time from contact to peak downward velocity, supporting the regression 
equation within the 90-250 m/s2 range. However, in the surface system models 
at the 25 mm level, the peak acceleration fell below this and the regression 
equation was calculating less than half of the time from contact to peak 
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downward velocity than the FE simulations. Thus, the current regression model, 
whilst applicable to the surfaces in this study, could be further improved to 
encompass other stiffer and more compliant surfaces to be of greater use for 
other surface modelling applications.  
 
Objective 3: What is the effect of each component on the vertical 
response to loading? 
Under compressive loading the shockpads and carpet-infill systems exhibited a 
non-linear hyperelastic response with some viscoelasticity. Despite the slower 
speeds, the data collected using the electropuls did provide a useful analysis, 
highlighting the stiffness regions in the shockpads and also the cyclic hardening 
in the carpet-infill. Whilst not suitable for calibrations, it did provide useful 
information for the selection of material models to describe the behaviours. 
Furthermore, identifying the strain at which the second stiffness region 
occurred, allowed for appropriate stress relaxation data to be selected for 
material model calibrations. The AAA was able to capture compressive 
stress-strain results at loading rates akin to human loading conditions. This, 
therefore, was more appropriate for use in material model calibrations.  
 
Comparisons of shock absorption (SA), energy restitution (ER) and vertical 
deformation (VD) allowed for the influence of each surface component to be 
assessed. The shockpads were shown to have a greater influence over the 
vertical loading response than the performance infill. Differences in the vertical 
loading response from different surfaces were also dependant on the shockpad 
used. These two factors suggested that to change and optimise the vertical 
response of surfaces to loading, the shockpad should be carefully selected to 
produce properties suited for the surface application. Furthermore, the 
shockpads were shown to have little effect on other player-surface interaction 
variables such as traction (K. Severn, Fleming and Dixon, 2010). Whilst the 
performance infill can affect the vertical response to loading, it is also a vital part 
of the system contributing to the traction properties between athlete and surface 
(Webb, 2016). Therefore, if the vertical loading properties can be optimised by 
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the inclusion of an appropriate shockpad the performance infill can instead be 
focused upon optimising the player-surface traction response.  
 
Objective 4: What material models can be used to capture all of the 
behaviours observed under compressive loading? 
Material models were selected based upon the responses observed in the 
materials testing. The models selected were relatively complex compared to the 
models in the literature which usually contained 3-5 coefficients (Thomson, 
Birkbeck and Lucas, 2001; Andena et al., 2014, 2015). The advantage of this 
however was that all of the material behaviours could be captured and thus 
removed the need for a regression equation to alter the coefficients depending 
on the impact conditions. Ideally, the calibration could be run and the model 
produce a good match to the experimental data without further manual 
optimisation. However the complexity of the models, the amount of 
experimental data and the lack of intuition in the calibration optimisation 
equations meant this was very difficult to achieve. When possible the 
coefficients were locked with values that could be measured, such as the 
Poisson’s ratio and reduced density in the shockpad microfoam material 
models. Furthermore, the experimental data chosen for calibration described as 
fully as possible the material behaviours that needed to be captured. Some of 
the calibrations may have been further simplified through using less complex 
models. The model chosen for the carpet-infill had a plasticity hardening 
network (Chaboche, 1991), which was initially selected as the experimental 
data produced cyclic hardening. Given the FE model was only of a single AAA 
impact, a simpler plasticity network could have been selected. Despite this, if 
the model is to be taken forward in further work the use of the hardening 
network would likely be of benefit under multiple drops as the infill compacts 
and the surface becomes stiffer. Further difficulty was also added by not 
including any plasticity experimental data during the calibration of the material 
model (only AAA stress-strain and stress relaxation) thus leaving the 
coefficients to be manually optimised to produce results to match the measured 
infill heights after AAA impact. A better approach may have been to measure 
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and include plasticity data during the material model calibration and adjust 
coefficients if necessary.  
 
The carpet backing was added to the carpet-infill model to add stiffness to the 
base of the model. This was shown to be successful in improving FE model 
results. In experimental testing the carpet backing was shown to have similar 
tensile strength with fibres both present and removed, thus, suggesting the 
fibres were not integral to the strength of the backing. Differences in carpet 
design mostly focus on the fibre design and density, as the carpet backing is not 
viewed as a performance component, rather it is functional base to support the 
fibres and allow for drainage. Given this, it is unlikely the tensile strength of the 
backing would differ significantly between different carpets. Future modelling of 
carpet-infill systems may, therefore, save time by using the carpet backing 
measurements taken in this thesis for modelling purposes.  
 
Objective 5: Can FE models of independent surface components 
accurately describe the response to vertical loading under differing 
impact energies? 
Models of the shockpads and carpet-infill system were created as 3D models 
under the AAA impact foot, spring and mass. The simulation replicated the 
experimental test conditions used in the collection of stress-strain data from the 
AAA impact. The material models were optimised to a 55 mm impact condition 
as it generally produced a similar loading condition to a human foot strike during 
running.  
 
An accuracy criteria was set out for comparison of experimental data to the 
simulated response. This included the SA, VD and peak upward velocity as 
discrete measures of surface performance but more importantly also included 
the RMSD between acceleration, velocity and deformation. It was important to 
compare the full response of these variables as the peak values alone could be 
misleading in showing how the peak values were obtained. Factors such as 
surface stiffness throughout contact and the surface recovery time after contact 
are not able to be captured by peak values alone. Future use of the models may 
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look to explore the ground reaction forces whilst running, therefore, the model 
response during contact needed to be representative of the behaviour 
measured in experimental testing.   
 
A feedback loop using the FE model of the 55 mm drop height results meant 
alterations to the material model coefficients could be made to match the FE 
results closer to the experimentally measured results. The alterations continued 
until the FE model results were <10% and did not show continued 
improvements of >0.1% for five successive iterations. Whilst the optimisation 
process could have continued, increases in one assessment variable often lead 
to decreases in others. There are therefore compromises that must be made 
during the user adjustment process to ensure the best all round agreement to 
the experimental data is achieved.  
 
Validation of the component model was undertaken at two drop heights (25 and 
85 mm)  not used during the model calibration and user optimisation of material 
model coefficients. These drop heights looked to replicate different loading 
magnitudes and loading rates that the components may be subjected to in play. 
It was expected that the lower of the two drop heights would produce a stronger 
match to the experimental data as the peak load was within the limits of the 
calibrated model condition whilst the larger drop height looked to stretch the 
models capability and see if it could produce similar results to the experimental 
data outside of the calibrated loading range. This was generally true, with only 
one of the shockpads producing a slightly better match to the experimental 
results at the 85 mm drop height. When the shockpads are placed under the 
carpet-infill system model the level of force that will be applied to the shockpad 
is unknown. Furthermore, the carpet-infill layer above could dissipate the force 
over a wider area. Therefore, having component models that can be reactive to 
the loads applied without prior changes to the material coefficients have an 
advantage over previous models found in the literature (Yukawa et al., 2012, 
2013, 2018).  
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Objective 6: Can a full 3G surface FE model accurately predict the vertical 
response to loading and be used as a tool to optimise surface designs? 
The ability of the surfaces to predict the vertical response to loading was 
generally good for the acceleration and deformation based variables (<10%). 
Agreement with the experimental data generally decreased as the drop height 
was increased. The models were able to predict the acceleration based 
variables to <5.4% and the deformation based variables to <10% (with the 
exception of 85 mm drop height). However, velocity based measurements had 
poorer agreement. Given the velocity RMSD and peak upward velocity 
produced the weakest agreement at the component level, it was unsurprising 
that this was replicated at within the full surface system models. The magnitude 
of the disagreement between the velocity RMSD and peak upward velocity was 
however more than the sum of the two components combined, thus suggesting 
further factors also contributed to the weaker agreement than just the 
component models alone. This could have been contributed to by further 
confounding variables introduced in the surface model such as the friction 
between shockpad and carpet backing which can contribute to the energy loss 
(Ginsberg, 2001). Despite the interface friction having little effect on the overall 
vertical response to loading, model confidence could be improved if 
confounding variables such as this were able to be measured.  
 
The current models were good at replicating the acceleration and deformation 
of the surface and matching the deformation response of the shockpad. Further 
work is needed however to improve the models energy dissipation response. 
This can be done through improvement of the component models energy 
response and greater confidence in the confounding variables such as the 
interface friction between surfaces. Users should however be aware of the 
model limitations as discussed in the next section.  
8.4 Model limitations  
Whilst the results provide support to the notion that FE models can assist in the 
development of artificial turf surfaces, some of the limitations in the models 
should be addressed.  
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Firstly, the models only focused upon the vertical loading response using a 
simplified example of ground reaction forces (GRF) recorded during running 
through use of a mechanical test device (AAA). Whilst this simplified 
representation of the human GRF allowed for easier comparison the actual 
vertical loading during a foot strike is accompanied by other horizontal forces. 
These forces are important from a performance perspective as they allow for 
acceleration or breaking. Given the material models were only calibrated 
against material data in compression and modelled as homogenous materials, 
attempting to apply horizontal forces to the current models would likely lead to 
inaccurate results or fail to converge. Further experimental data and a 
refinement to the material models may allow this capability in the future. Despite 
this the vertical response still provides useful information from a safety 
standpoint and to an extent the performance based upon the surface stiffness 
effect on running (McMahon and Greene, 1979).  
 
All of the experimental testing and modelling was conducted under room 
temperature conditions. Given the elastomeric nature of some of the 
components, they are effected to some degree by the temperature (Gallardo et 
al., 2018). However, in a study measuring the effect of the temperature on the 
SA using the AAA, Gallardo et al. (2018), found no significant differences in SA 
results between -5ºC, 23ºC (room temperature) and 40ºC when an elastomeric 
shockpad was present under the carpet-infill system. The SA did however 
significantly drop at the 40ºC condition when no shockpad was present. Thus, 
the effect of temperature on the surface system has less importance when 
using a shockpad in the assessment of the vertical loading response. 
 
The current FE models only supported replicating the AAA from the first impact 
condition. Whilst the shockpads were elastic and reported similar results across 
the three drops, the carpet-infill properties were shown to change as 
subsequent drops were completed. Generally, the surface stiffened as a result 
of the compaction of the infill. Given the carpet-infill material model contained a 
hardening plasticity network, attempts to model the second and third drops were 
made. However, the mesh from the original drop was heavily distorted by the 
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first impact and further drops led to excessive mesh distortion. Attempting to 
re-mesh the part also led to errors in the simulation. Possible solutions could be 
to use an adaptive meshing approach to create a finer mesh around areas of 
high distortion however other simpler approaches may be as effective and 
easier to implement. If a link between the bulk density of the carpet-infill system 
and the surface stiffness could be established a regression equation could be 
used to alter coefficients related to the surface stiffness similar to the approach 
used by other surface modellers when adjusting coefficients adapt the 
viscoelastic parameters (Andena et al., 2015; Yukawa, Gyokusen and 
Kawamura, 2018).  
 
Finally, the sand layer was not included in the carpet-infill model, thus the 
current surface system models are not fully representative of the 3G surface 
system. Whilst the sands function is to keep the fibres upright, it still has an 
effect on the vertical response to loading by stiffening the surface as shown in 
Chapter 4. To avoid further unnecessary contact interactions, the sand could be 
included as a partition at the base of the carpet-infill layer. Given the near 
incompressible nature of the sand, this layer could be simplified and modelled 
as a stiffer linear elastic region. Whilst this would mean the interactions between 
sand and performance infill could not be analysed, it would have the desired 
effect on the vertical response to loading by adding some stiffness to the 
surface system.  
8.5 Implications of research findings 
The findings from this thesis can have implications for both researchers and for 
industry. Researchers looking to develop models of 3G turf or other surface 
systems can benefit from the lessons learned during data collection and 
material modelling. Just as other researchers have discovered (Smith et al., 
2016; Lane, 2018), modelling high speed impacts is challenging and often 
involves novel test methods to collect experimental data suitable for material 
model calibration. Whilst not as straight forward as collecting material data 
using standard test devices, the only way to achieve FE model convergence at 
higher speeds was to use representative material data in the material model 
calibrations. The models used in this thesis were relatively complex compared 
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to previous models developed in the literature (Thomson, Birkbeck and Lucas, 
2001; Andena et al., 2015; Yukawa et al., 2015; Yukawa, Gyokusen and 
Kawamura, 2018). This was partly to due to the more complex material 
behaviours measured in the 3G turf components but also to increase the 
functionality of the models for use under differing impact conditions. Other more 
basic material models were successful in predicting the shock absorption 
properties of sports surfaces, however, they did not report other factors such as 
the deformation or energy return of the surfaces and did not contain any 
viscoelasticity. There is a balance, therefore, depending on the use of the model 
as to how complex the material model needs to be. If only interested in the 
loading response a simpler material model may be sufficient and will avoid 
some of the more complex issues associated with modelling viscoelastic and 
plastic behaviour. The material models developed in this testing were able to 
produce a similar response to vertical loading over the whole contact period. 
This may open the door to more complex loading of the surfaces by attempting 
to replicate the foot strike GRF recorded by a force plate under the surface. 
Previous studies have recorded the insole pressures during running over an 
artificial turf surface (Wong et al., 2007; Orendurff et al., 2008). Applying these 
pressures to the top of the model and recording the vertical force under the 
shockpad could be corroborated against vertical ground reaction force data 
recorded by a force platform to further test the vertical response and add 
validation to the surface model.  
 
The models in their current state are limited in their use for industry. As 
discussed previously, the models are only able to replicate the first drop 
condition and are missing the sand layer contained in the carpet-infill system. 
Furthermore, properties such as traction, ball round and ball bounce are not 
able to be predicted by the current model thus still requiring physical prototypes 
to be made. The models do however offer a promising start to what could be a 
useful tool for manufacturers. It was shown the shockpads contribute the most 
to the overall response to vertical loading, therefore, the models could be used 
to assist in the selection of an appropriate shockpad. Further development of 
the models to replicate successive impacts and a database of 3G components 
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could allow for the optimisation of the vertical response to loading by comparing 
different combinations of carpet-infill systems and shockpads.  
8.6 Contribution to knowledge 
The work presented in this thesis provides several contributions to knowledge. 
Firstly, a new methodology was founded to collect material stress-stain data 
using the AAA. This can be of benefit to the modelling of surfaces when 
stress-strain data is needed at loading rates representative of human running 
saving the need for extrapolation of material coefficients (Andena et al., 2015). 
Secondly, a methodology was developed for the calibration of material models 
to replicate the vertical response to loading of 3G surface components. The 
methodology, a combination of computer optimised fitting algorithms and user 
optimisation, took advantage of a feedback loop from FE model results to guide 
alterations in material model coefficients. This methodology was able to obtain 
FE simulation results <5.6% average over the six accuracy criteria thus 
supporting its implementation for calibration of further 3G components.  
 
Previous studies modelling the vertical loading behaviour of sports surfaces 
only used the FIFA Quality Concept values of shock absorption and vertical 
deformation to determine model accuracy. The addition of the RMSD in 
assessing model accuracy provided a more rigorous approach to assess the 
surface behaviour over the full contact period. Furthermore, the model was 
quantifiably compared to the experimental data with the percentage difference 
normalised against the peak for that particular variable. Modellers should look to 
replicate these assessment measures to reduce the ambiguity in reporting of 
model results. The normalisation of the percentage differences also allows for 
comparison of models across different components and surface types.  
 
Whilst further development is required, the current models do allow for different 
shockpad-carpet-infill combinations to be assessed. The deformation of the 
shockpad layer in the full surface system and its contribution to the full surface 
vertical loading properties has been measured and analysed for the first time. 
This could aid in the selection of shockpads to optimise the vertical deformation 
behaviour for specific sporting purposes.   
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Chapter 9  - Conclusions 
9.1 Introduction 
The review of published literature highlighted the lack of understanding of the 
inner working of third generation (3G) artificial turf. Whilst extensive research 
had been completed into the performance and safety of such surfaces, how 
these properties were created through the interactions of the surface 
components was limited. Researchers had however found success optimising 
material properties and geometries of other surface types using virtual models. 
This thesis set out to create a working model of 3G artificial turf to describe the 
vertical response to loading. This chapter presents set of conclusions 
highlighting the main findings of the research project, followed by a set of 
recommendations for further work.  
9.2 Conclusions  
From a safety and performance perspective, the surface response to vertical 
loading is an important variable. Previous research had found modelling of 
surfaces to be a useful tool in understanding and optimising surfaces before 
changes in manufacture and construction methods. Creating a model of 3G 
surface components, and later a full surface system, can assist in the 
development of better 3G surfaces.  
 
For the best results material data used for material model calibrations should be 
collected at loading speeds and loading magnitudes representative of the 
working loads. Whilst calibration of material models to slower loading rates and 
post calibration extrapolation of coefficients to higher loading rates was 
possible, the material models were simpler (less coefficients) and did not 
describe viscoelasticity. 
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The Advanced Artificial Athlete (AAA) provides a valid method for gathering 
stress-strain data of player representative loading within the peak acceleration 
limits of 90-330 m/s2 as long as the deformation is adjusted to the instance of 
contact. Care should be taken using the corrective equation on 
samples/surfaces above 250 m/s2 however, as the error rises from <5% to 
~10%.  
 
Greater success is achieved with initial material model calibrations when 
coefficients can be locked based upon experimental measurements. This aids 
in guiding the computer model fitting equations to more appropriate model 
coefficients away from arbitrary changes to increase model fit. Likewise, the 
best results from user optimisation of material model coefficients occurs when 
feedback from initial finite element (FE) model results are used to guide 
changes. The material modelling optimisation process was shown to produce 
good results (<6% average difference across acceleration, velocity and 
deformation) when modelling surface components and is therefore a valid 
method to develop material models of surface components.   
 
The root mean square difference (RMSD) as an evaluation tool to quantifiably 
assess FE model accuracy is a more rigorous approach than using peak values 
alone. Furthermore, normalising the error against the peak values allows for 
comparison between different surfaces and drop conditions. Further modelling 
of the vertical deformation of any surface should utilise this method to analyse 
the resulting response over the whole contact period. 
 
The current models are the most advanced of any 3G surface model to date. 
The agreement in shock absorption was similar to those achieved in previous 
models of artificial turf (<5%) but the models presented in this thesis provided 
further advantages by accounting for viscoelasticity without changes to material 
model coefficients. The ability to change shockpad-infill combinations also 
provides an advantage as different combinations of turf components can be 
constructed and the effect on the vertical response to loading can be analysed.  
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9.3 Recommendations for future work 
The models created in this thesis provide a basis from which further 
developments can be made. Firstly, the current models do not include the sand 
layer in the carpet-infill system. The addition of this layer will provide the last 
component traditionally found in a surface-system. It is recommended the 
carpet-infill part is sectioned and a new material model representing the sand 
applied to the lower partition. This avoids creating further unnecessary 
interfaces between components especially given the difficulty in measuring the 
interaction between the sand and rubber infill layers.  
 
The AAA was used to capture the stress-strain response of each component 
however it relied on post-collection regression equation to correct the strain 
measurement. The current corrective equation covered peak accelerations from 
90-250 m/s2 but fell short when modelling the surface impacts at the lower 
impact energies for the full surface. Further testing to increase this range would 
be of benefit to the collection of stress-strain material data. Other methods to 
gather stress-strain data may be investigated such as the use of a standardised 
impact tester to take direct measurements of force and displacement.  
 
The models usefulness to industry could be increased by allowing for 
subsequent drops onto the models to allow for the FIFA test standards to be 
performed in full. There was difficulty surrounding accomplishing this with the 
current models as after deformation from the first drop excessive element 
distortion did not allow subsequent drops to be completed. The use of an 
adaptive mesh that can be refined between drops or a regression equation to 
alter the material models based upon the infill compaction are possible solutions 
worth investigating.  
 
The ultimate aim would be to create a model database containing a variety of 
shockpads and carpet-infills commonly used in 3G artificial turf. The database 
could then be used to trial model combinations and optimise surface designs for 
specific sporting applications. However, for this to be beneficial, the modelling 
time must be quicker than the time taken to construct and test multiple surface 
combinations. One way to help achieve this would be to streamline the material 
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model calibration process to avoid extensive cycles of modelling and 
adjustment of coefficients. Relationships between coefficients have been 
touched upon in this thesis, however, further guidelines on how these 
coefficients could be adjusted to better match the experimental stress-strain 
would be of benefit when calibrating further models. Future modelling of the 
surface components may also benefit from using simpler material models that 
do not try to capture all the material responses in one model. For example, the 
plasticity network included in the carpet-infill model may not be of importance if 
only interested in the shock absorption properties of the system. Use of simpler 
models would also reduce the dependence of specialist software tools and 
material libraries such as MCalibration and PolyUMod which can be expensive 
to licence. 
 
Finally, the understanding of player-surface interactions with respect to the 
vertical loading could be increased by applying more biofidelic loads. This could 
be achieved through using motion capture data to drive the loading in the FE 
models.   
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Data sheet – Rubber infill 
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Data sheet – Sand infill
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Data sheet - SP1 shockpad
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Data sheet – Hall effect sensors
 
 
