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Abstract. This paper presents a comparison of three 
different speaker recognition methods deployed in a 
broadcast news processing system. We focus on how the 
generative and discriminative nature of these methods 
affects the speaker recognition framework and we also 
deal with intersession variability compensation techniques 
in more detail, which are of great interest in broadcast 
processing domain. Performed experiments are specific 
particularly for the very limited amount of data used for 
both speaker enrollment (typically ranging from 30 to 60 
seconds) and recognition (typically ranging from 5 to 15 
seconds). Our results show that the system based on 
Gaussian Mixture Models (GMMs) outperforms both 
systems based on Support Vector Machines (SVMs) but its 
drawback is higher computational cost.  
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1. Introduction 
The speaker recognition module is an essential part of 
any media data-mining system. Besides the straightforward 
benefit of information about who is speaking it also allows 
the speech recognition module to employ speaker-adapted 
acoustic models [1]. 
Speaker recognition techniques are traditionally based 
on generative classifiers like Gaussian Mixture Models 
(GMMs). However, recently discriminative classifiers 
represented particularly by Support Vector Machines 
(SVMs) [2] have been successfully applied to several fields 
of pattern recognition including speaker recognition. Dis-
criminative classifiers are derived from statistical learning 
theory and have high generalization ability. Systems based 
on SVMs have done well in recent Speaker Recognition 
Evaluations (SREs) organized by the NIST [3] providing 
results comparable with state-of-the-art GMM based sys-
tems. The NIST SRE evaluations are conducted as 
a speaker verification task with defined sets of trials (test 
speaker versus utterance). The speaker recognition in 
broadcast streams states an open-set speaker identification 
task.  
In this paper, we compare one system based on 
GMMs and two systems based on SVMs. The GMM-based 
system works directly with cepstral feature vectors and 
speaker models are derived from the Universal Background 
Model (UBM) by Maximum A Posteriori (MAP) adapta-
tion [4], further we will refer to this system as to the UBM-
GMM. The first SVM-based system (GMM-SVM) 
classifies feature vectors extracted as means of MAP 
adapted UBM [5]. Finally, the second SVM-based system 
(MLLR-SVM) uses the parameters derived by the speech 
recognizer for MLLR speaker adaptation as input for 
classification [6]. 
As one of the major sources of accuracy degradation 
in speaker recognition systems is a diversity of recording 
conditions and channels between sessions, experiments 
with an intersession variability compensation technique 
were carried out for all systems. The UBM-GMM system 
employed the eigenchannel adaptation [7], [8] which aims 
to adapt the speaker specific GMM trained under one 
channel conditions towards the different channel condition 
of test recording. Both SVM-based systems employed 
Nuisance Attribute Projection (NAP) [9]. The basic idea of 
the NAP is to project out dimensions that are irrelevant to 
the speaker recognition problem. 
This paper provides full description of speaker recog-
nition frameworks for both GMM and SVM based systems, 
deals with thorough evaluation of these systems and it also 
highlights some neglected implementation issues, which 
are of crucial importance for proper work of systems.  
2. System Description 
Let us assume that an acoustic segment was cut out of 
a broadcast stream by a segmentation routine e.g. that de-
scribed in [10] and recognized as a speech by some acous-
tic classification routine. The task of a speaker recognition 
system is to decide whether the speaking person is one of 
the enrolled speakers, and if so which one, or that the 
speaker is unknown. All compared systems thus compound 
of a speaker identification and verification module. 
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Speaker identification module first provides the most prob-
able identity hypothesis. This is subsequently passed to the 
speaker verification module which decides whether the 
voice of a speaker in the given segment belongs to the 
hypothesized speaker. The way of selection of the most 
probable speaker candidate and the way the verification is 
performed differ depending on the generative or discrimi-
native nature of a system.  
2.1 UBM-GMM System 
The scheme of the UBM-GMM system is depicted in 
Fig. 1. For an F-dimensional feature vector o, the Gaussian 
mixture density used for the likelihood function is defined 
as 
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Hence the density is a weighted linear combination of 
C unimodal Gaussian densities Pc(o). The λ represents 
speaker model parameterized by mixture weights wc, mean 
vectors μc and  covariance matrices Σc (in general full, but 
most often and also in our case only diagonal), where 
c = 1,…,C. The density Pc(o) is defined as 
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Now let O={o1…oT} be a sequence of feature vectors 
representing a parameterized signal. We suppose mutual 
independence of feature vectors of O and then we can 
compute the log-likelihood as  
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When applying the maximum log-likelihood classi-
fier, the enrolled speaker s* is proclaimed as the originator 
of the recording according to 
 ( )s
s
Ps λOmaxarg* = . (4) 
To speed up the identification process, the 10 top 
scoring Gaussian components1 of the UBM were identified 
and stored for each frame of a recording and only these 
components were used while likelihood computation (1) 
for GMMs of enrolled speakers [4]. 
The decision whether to accept or reject the proposed 
identity s* is based on the log-likelihood ratio test. The 
UBM is employed to represent acoustic space of imposters. 
Identity s*  is accepted if 
 ( ) ( )( ) θλλ >− UBMs PP
T
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*1  (5) 
where θ is the verification threshold, otherwise is rejected.  
                                                          
1 Unless stated otherwise, further we will refer to the 
Gaussian components just briefly as to the components. 
The universal background model (UBM) is trained on 
data pooled from many background speakers. The models 
of enrolled speakers are derived from the UBM by classical 
Maximum A Posteriori (MAP) adaptation of the UBM 
means μc using the following equation [4] 
 ( ) ( ) ccccsc E μOμ αα −+= 1  (6) 
where c = 1,…,C. Here, O={o1…oT} is a sequence repre-
senting the training utterance(s). The Ec(O) is a new esti-
mate of mean for component c given the observations O. 
The αc is the adaptation coefficient controlling the balance 
between old and new estimates. The αc is defined as 
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N
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where r is the so called relevance factor, which is fixed for 
all components, and Nc is given by 
 ∑= T
t
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where, for each t, γc(t) is the posterior probability of the 
event that the feature vector ot was generated by the com-
ponent c. Thus for r→0, the estimate of new parameters 
(potentially undertrained) is emphasized in (6), while the 
weight of the old parameters (better trained) emphasizes 
with the growing value of r. 
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Fig. 1. Scheme of the UBM-GMM system. 
2.2 GMM-SVM System 
Support vector machine (SVM) [2] is a two-class 
linear classifier constructed from sums of a kernel function 
K(.,.), 
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where the ti are the ideal outputs (-1 or 1), ∑Li=1αiti = 0 and 
αi > 0. The vectors xi are support vectors obtained from the 
training set by an optimization process [11]. For classifica-
tion, a class decision is based upon whether the value f(x) 
is above or below a decision threshold. 
Fig. 2. shows the scheme of the GMM-SVM system. 
Mean vectors of MAP adapted UBM components are 
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stacked into one high-dimensional vector, referred to as the 
mean supervector, and used for classification by the SVM. 
Thus the supervector may be thought of as a mapping be-
tween an utterance of variable length and a vector of 
a fixed dimension. 
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Fig. 2. Scheme of the GMM-SVM system. 
We used the linear kernel derived based upon an ap-
proximation to Kullback-Leibler (KL) divergence between 
two GMM models [5]. The kernel function is defined as 
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where wc and ∑c are the weight and the covariance matrix 
of component c of the UBM. The mean vectors μca and μcb 
were obtained by MAP adaptation of the UBM for utter-
ance Oa and Ob, respectively. (Note that as we adapt only 
mean vectors the weights and covariance matrices are same 
for all utterances). 
A useful property of the kernel in (10) is that it allows 
utilization of the model compaction technique [5] and thus 
the SVM can be summarized as 
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where b( ) is the SVM expansion and A is the weighted 
sum of support vectors defining the SVM model. This 
means that a score for the target model and the GMM 
supervector is obtained by single inner product. 
Since the SVM is a two-class classifier, we have to 
handle the speaker identification as a verification problem. 
The common method is one vs. all strategy when target 
speaker model is trained using positive samples repre-
sented by the speaker’s data and negative samples are 
drawn from all other speakers enrolled in the system. How-
ever, strict following of this approach complicates progres-
sive enrolment of new speakers, because with a new 
speaker, all existing models should be retrained using the 
complete set of all other speakers as impostors. We prefer 
speaker models to be independent of each other. Therefore 
the set of negative samples was drawn from background 
data used for the UBM training. These data are completely 
disjoint to the data of enrolled speakers. Identification is 
done in a winner takes all strategy, in which the classifier 
with the highest output function assigns the class (identity). 
As the SVM itself normalizes the output score within 
a set of background speakers, no ratio is computed and the 
raw score is compared with a detection threshold for verifi-
cation of the proclaimed speaker. 
2.3 MLLR-SVM System 
Both previous systems are primarily based on 
modeling of short-term cepstral features, but the problem 
of these features is that their distribution is not depending 
only on a speaker characteristic, but also on many other 
factors, particularly, environment properties, channel 
characteristics and the choice of words spoken. We will 
show methods attempting to cope with intersession vari-
ability for both GMM and SVM-based systems in next 
sections. A straightforward attempt to make models invari-
ant to the choice of words is utilization of phone-con-
strained [12] or word-constrained [13] models. However, 
the most significant drawback in this case is the fragmen-
tation of data which makes difficult estimation of well 
trained models.  
Another approach proposed in [6] exploits the adap-
tation techniques employed by current speech recognition 
systems to turn the speaker-independent recognition model 
into more accurate speaker-dependent model. Speaker 
recognition with Maximum Likelihood Linear Regression 
(MLLR) transforms is based on modeling the difference 
between the speaker-dependent and speaker-independent 
models instead of modeling the cepstral observations di-
rectly. This difference is embodied in the coefficients of 
the affine transform and modeled as speaker features using 
SVMs. Scheme of the MLLR-SVM system is depicted in 
Fig. 3. 
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Fig. 3. Scheme of the MLLR-SVM system. 
The MLLR adaptation module requires the knowl-
edge of the transcription. Hence a speech recognition 
module has to precede it. From the perspective of the 
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speaker recognition system, this module causes relatively 
high increase of computational cost compared to the base-
line system. However, as this step is anyway performed 
within two-stage speech recognition, there is no impact on 
the overall system performance.  
In maximum likelihood linear regression (MLLR) 
[14], an affine transform is applied to the Gaussian mean 
vectors of speech recognition models to map from speaker-
independent to speaker-dependent means as 
 bAμμ +=′  (12) 
where the adaptation parameters A and b are estimated so 
as to maximize the likelihood of the recognized speech 
under a preliminary recognition hypothesis. The features 
used for speaker classification are formed by concatenation 
of adaptation parameters into one high-dimensional vector.  
2.4 Eigenchannel Adaptation 
The eigenchannel adaptation technique [7], [8] copes 
with the intersession variability mismatch by adapting the 
GMM trained under one channel condition towards the 
different channel condition of a test recording. Keeping the 
notation used in previous description, let C be the number 
of GMM components and F the dimension of the feature 
vector. The CF dimensional mean supervector is formed by 
concatenation of GMM mean vectors. The supervector m 
is adapted to 
 Vxmm +=a  (13) 
where V is an eigenchannel space matrix and x is a weight 
vector. The columns of V are commonly referred to as 
eigenchannels and they represent directions in which the 
most of intersession variability resides. Let Rc denote the 
number of eigenchannels. The components of x, referred to 
as channel factors, are obtained by maximizing the 
probability 
 )()|( xVxmO pp + . (14) 
In estimating of the eigenchannel space matrix V, we 
followed the approach described in [15]. We have selected 
those speakers from the background dataset for which 
more than one recording was available. Let J denote the 
total number of recordings (in our case 1516). MAP adap-
tation of the UBM was performed separately for each 
speaker i and all his recordings j = 1,…,Ji. Mean vectors of 
adapted GMMs were normalized by corresponding stan-
dard deviations and concatenated into the one supervector 
si,j. Next, for each speaker, average supervector given by 
i
J
j jii
Ji∑ == 1 ,ss  was subtracted from each supervector so 
that ijiji sss −=′ ,, . Finally, the supervectors s’i,j formed col-
umns of the CF×J matrix S. Eigenchannels V are then 
given by Rc eigenvectors of CF×CF within-speaker covari-
ance matrix TJ SS1  corresponding to the largest eigenvalues. 
The dimension CF is typically very large and direct 
computation of eigenvectors may be unfeasible. However, 
we can get these eigenvectors much more efficiently by 
calculating eigenvectors V´ of the J×J matrix SSTJ1 . 
Eigenchannels are then given by V = SV´. This product 
breaks the orthonormality of V and hence the length of 
eigenchannels must be normalized to one. Moreover, be-
cause of the short duration of our recordings, we found the 
MAP version of eigenchannel adaptation more appropriate 
than the ML version and in the MAP version the length of 
eigenchannels is normalized to the average within-speaker 
standard deviation of supervectors along the direction of 
the eigenchannel. More specifically, each column k of V is 
scaled by ke2 , where ek is the corresponding eigenvalue. 
In the MAP version of eigenchannel adaptation, the 
channel factors vector x is considered to be normally dis-
tributed, i.e. the term p(x) in (14) is substituted with the 
prior N(x;0,I) giving 
 ),;()|( I0xVxmO Ν+p . (15) 
The first step in estimating the channel factors x for 
a given test recording and a speaker model consists in 
calculation of the following Baum-Welch statistics for each 
Gaussian component c [15], [16]: 
 ∑= T
t
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Let N be the CF×CF diagonal matrix whose diagonal 
blocks are NcI(c = 1,…,C), F be the CF × 1 supervector 
obtained by concatenating Fc (c = 1,…,C) and Σ  be the 
CF×CF diagonal matrix whose diagonal blocks are 
cΣ ),...,1( Cc = . Channel factors are then given by 
 ( ) FΣVNVVIx 211 −−+= TT  (18) 
where VT is the transpose of V and ∑-½ denotes the in-
versed matrix ∑ with square root of variances (standard 
deviations) on the diagonal. If more than one speaker 
model is to be adapted (speaker identification case), a great 
speed-up is achieved by assuming a fixed occupation of the 
Gaussian mixture components and computing the γc(t) 
probabilities only for the UBM. In this case, because the 
speaker models were derived by adaptation of means only 
and weights and covariance matrices are shared by all 
models, the only term that varies for different speakers in 
(18) is F and the product of the other terms may be pre-
computed only once for a test recording. Following the top 
N-best scoring components approach, for each frame only 
10 probabilities γc(t) estimated using the UBM were as-
sumed to be non-zero, which allows efficient computation 
of F. Once channel factors are estimated, the mean super-
vector of the speaker model is adapted according to (13) 
(note that the supervector m is normalized by the corre-
sponding standard deviations and the channel-adapted 
mean supervector ma must be “denormalized” before like-
lihood computation using eq. 2). 
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2.5 Nuisance Attribute Projection 
The basic idea of NAP is to remove dimensions that 
are irrelevant to the speaker recognition problem. The 
feature vectors v are transformed before they are passed to 
the SVM training process using the equation 
 ( )vEEvv Tn −=  (19) 
where E is the low-rank matrix defining the NAP sub-
space. NAP and eigenchannel adaptation techniques are in 
many aspects very similar [5]. The matrix E is equal to the 
matrix V in the ML version of eigenchannel adaptation and 
it is estimated by the same means.  
Now let b( ) be the SVM expansion as in (10) and P 
be the projection defined by (19) (i.e. P=I-EET). The 
kernel with NAP is then given by 
 ( ) [ ] [ ])()(, bTaba bbK μPμPXX = . (20) 
As the matrix E is orthonormal (ETE=I), the projec-
tion P is idempotent (P2=P) and the kernel can be rewritten 
as 
 ( ) )()(, bTaba bbK μPμXX = . (21) 
The transform must be applied to all supervectors be-
fore they are passed to the SVM model training; however it 
is not necessary to also transform the test supervectors 
before they are scored against the SVM models. Please 
note that although eq. 21 is not clearly unambiguous about 
the proper use of the NAP transform, as pointed out by 
[17], it is necessary to apply NAP transform before SVM 
training and it does not help to apply the NAP transform to 
test vectors or to models trained on the unprojected data. 
2.6 SVM Feature Vector Scaling 
As the SVM kernel is sensitive to the magnitude of 
the feature values, components must be scaled to avoid the 
values in greater numeric ranges dominate those in smaller 
numeric ranges. For the GMM-SVM system, such nor-
malization is embodied directly in the SVM expansion. For 
the MLLR-SVM system, we found very useful to perform 
normalization of the SVM feature vector components by 
rank normalization (Rnorm). Rnorm replaces each feature 
value by its rank (normalized to the interval [0, 1]) in the 
background distribution. The side effect is that the original 
distribution is warped to approximately uniform distribu-
tion. Utilization of Rnorm implies application of NAP 
transform for both training and test data.  
3. Experiments and Results 
3.1 Datasets, Metrics and Evaluation Tasks 
Definition 
Experiments were performed using our database of 
Czech BN streams. It contains mainly news streams col-
lected in the period of more than five years. The whole 
captured streams were split into speaker homogeneous 
segments (of length usually ranging from 5 to 15 seconds). 
The overall performance of a speaker recognition 
system was evaluated by the Recognition Error Rate RE. 
For this metric, two following results were regarded as 
correct: a) correct gender was identified for a recording of 
a non-enrolled speaker; b) enrolled speaker was correctly 
identified and verified as the originator of a recording. This 
metric reflects well the experience of a user with a system. 
However, for proper system development, more detailed 
analysis is demanded. For instance, we are interested 
whether the discriminative nature of SVMs makes them 
more suitable for the speaker verification task, while utili-
zation of generative models fits better the speaker identifi-
cation task. Hence we are interested in the discrimination 
ability of both the speaker identification module and the 
speaker verification module separately. Further, develop-
ment of a speaker verification module implies some cali-
bration issues and a measure of how well is the system 
calibrated is also of our interest. Therefore three evaluation 
task were defined as follows: 
• closed-set speaker identification: 228 enrolled 
speakers were chosen based on the amount of data 
available in the database. Models were trained for 
speakers with at least 30 seconds of speech data 
available for training and another 30 seconds for 
testing (regardless the number of segments). The 
data set preparation was done so that the training 
and test data for a particular speaker were from 
disjunct sessions (streams). The test data set con-
tained 4245 recordings. This task was evaluated 
by the Closed-Set Identification Error Rate RCSE. 
• speaker verification: the test data set was ex-
tended by 2436 recordings from non-enrolled 
speakers giving 6681 recordings in total. Pre-
evaluation versions of two systems (UBM-GMM 
and GMM-SVM) were used to find the best scor-
ing models of enrolled speakers. Claimant speak-
ers for a test recording were defined by top 5 
speakers as identified by both systems (duplicities 
were discarded). This gives a total number of 
49637 trials (4166 target trials). Speaker verifica-
tion performance was measured by two metrics. 
The well-known Equal Error Rate (EER) reflects 
solely discrimination ability of evaluated systems, 
while the recently introduced [18], [19] log-likeli-
hood-ratio cost function Cllr reflects both dis-
crimination and calibration abilities. Chosen sys-
tems were compared via Detection Error Trade-
off (DET) curves. Output scores were calibrated 
to be interpreted as a detection log-likelihood ra-
tio. Linear mapping was found by the linear lo-
gistic regression using the FoCal toolkit2. 
                                                          
2 see http://www.dsp.sun.ac.za/˜nbrummer/focal 
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Experiments were performed in a 2-fold cross-
validation scenario with one fold used for calibra-
tion training and the second for testing, and vice 
versa.  
• open-set speaker identification: the test data set 
is identical to the verification task. This means 
that 4245 recordings of the total number 6681 
were produced by enrolled speakers. System 
performance for this task was measured by the RE. 
3.2 Common Signal Processing 
All systems used classic Mel-frequency cepstral coef-
ficient (MFCC) features. 13 MFCCs (including c0) were 
extracted from the signal and augmented with the first and 
second derivatives forming a 39-dimensional feature vec-
tor. Finally, Cepstral Mean Normalization (CMN) was 
applied. 
3.3 Results of UBM-GMM 
The three basic parameters which have impact on the 
performance of the UBM-GMM system are: a) the number 
of GMM components, b) the value of MAP relevance fac-
tor, and c) the number of eigenchannels. First we analyzed 
a relationship of the relevance factor value and the number 
of components. Authors usually conclude the relevance 
factor value to be irrelevant to the performance of speaker 
verification systems. However, our results, depicted in 
Fig. 4, show that the situation is not so straightforward. We 
see that the effect of the relevance factor value strengthens 
with the growing number of components. In a closer look, 
we found out that in the speaker verification task, the num-
ber of GMM components plays a crucial role and the rele-
vance factor value is indeed rather irrelevant for all model 
sizes, while the performance in the closed-set speaker 
identification task is much more sensitive to a proper 
choice of the relevance factor value, particularly for larger 
models. Another observation is that the optimal value of 
relevance factor lowers with the growing model size.  
 
Fig. 4. The effect of the number of components and the 
relevance factor value on the UBM-GMM system. 
The relevance factor values were chosen for models 
with 256, 512 and 1024 components based on the previous 
results and the systems with eigenchannel adaptation were 
evaluated with respect to the number of eigenchannels. 
Fig. 5 depicts the achieved results. Zero number of 
eigenchannels represents systems without eigenchannel 
adaptation.  
 
Fig. 5. The effect of eigenchannel adaptation for UBM-GMM 
systems with a non-optimal relevance factor value. 
We see that eigenchannel adaptation clearly yields 
performance gain for system with 1024 and 512 compo-
nents. For the system with 1024 components, the perform-
ance asymptotically increases with the number of eigen-
channels, though there is only a marginal gain for more 
than 30 eigenchannels. This is expectable as an effect of 
normalizing the length of eigenchannels by corresponding 
eigenvalues (sorted in decreasing order). For the system 
with 512 components, we observe a slightly decreasing 
performance for more than 20 eigenchannels. This is quite 
surprising effect realizing that these “rare” eigenchannels 
are assumed to vary the eigenchannel adaptation only in 
a minor scope (thanks to the length normalization). We 
hypothesize that the models with 512 components provide 
less freedom, making it harder to separate the session and 
speaker variability. All session variability seems to be 
stacked in only 20 eigenchannels and next eigenchannels 
found by training algorithm probably reflect other factors. 
This hypothesis is further confirmed by results of the sys-
tem with 256 components. Here the application of eigen-
channel adaptation yields degradation of the performance 
regardless the number of eigenchannels. 
 
Fig. 6. The effect of eigenchannel adaptation for UBM-GMM 
systems with the optimal relevance factor value. 
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Based on the results of previous experiments and 
taking into account the limited amount of data available for 
speaker enrolment and testing, we decided to increase the 
value of the relevance factor for systems with smaller 
number of components in order to provide more freedom to 
the MAP adaptation process. Fig. 6 summarizes the 
achieved results.  
Remarkable improvement of performance is apparent 
for both systems with 256 and 512 components. The sys-
tem with 512 components now yields the same perform-
ance as the system with 1024 components, which allows 
significant speed-up of the recognition process. The system 
with 512 components saves up to 60 % of computational 
cost compared to the system with 1024 components (both 
with 30 eigenchannels). 
3.4 Results of GMM-SVM 
Likewise for the UBM-GMM system, the three basic 
parameters which are supposed to affect the performance 
of the GMM-SVM system are: a) the number of GMM 
components, b) the value of MAP relevance factor, and c) 
the dimension of NAP subspace (analogously to the num-
ber of eigenchannels). First, we again analyzed the effect 
of the number of GMM components and the relevance 
factor value for the system without intersession variability 
compensation. There is no reason for the performance drop 
in the case of utilization of too large GMM models in the 
UBM-GMM system as the unaltered components (due to 
the insufficient amount of data) stay away of the likelihood 
computation. On the contrary, in the GMM-SVM system, 
these unaltered components form the feature vector as well 
as the other components and thus corrupt the classification. 
The choice of the number of GMM components is hence of 
a crucial importance as depicted in Fig. 7. The relevance 
factor value has also a substantial impact on the perform-
ance; however, the lowest evaluated value (1.0) yielded the 
best performance for all model sizes.  
 
Fig. 7. The effect of the number of components and the 
relevance factor value on the GMM-SVM system. 
Fig. 8 illustrates the performance of systems with nui-
sance attribute projection employed for intersession vari-
ability compensation. Application of the NAP has no effect 
on the optimal value of relevance factor for a system with 
particular number of GMM components. NAP yields nota-
ble improvement of the performance, however in a slightly 
lower scope compared to the eigenchannel adaptation ef-
fect on UBM-GMM systems. This is probably caused due 
to the different principle of eigenchannel adaptation and 
NAP. While NAP only blindly projects out the channel 
effects using fixed transformation of the feature vector, 
eigenchannel adaptation shifts the speaker model towards 
the channel conditions of a test recording based on the 
maximum likelihood criterion. We also carried out experi-
ments with application of Rnorm for GMM-SVM systems 
and concluded Rnorm to be of no use.  
 
Fig. 8. The effect of nuisance attribute projection on the 
GMM-SVM system. 
3.5 Results of MLLR-SVM 
Deployment of the MLLR-SVM system within the 
limited data task is much more challenging compared to the 
both previous systems since robust estimation of MLLR 
transformation is highly dependent on the amount of data 
available. Initially, we tested two basic variants of the 
MLLR-SVM system differing in the number of regression 
classes. The first variant used single global transformation 
for all Gaussians in the HMM. The second variant em-
ployed more detailed adaptation scenario with three regres-
sion classes. HMM Gaussians were clustered into these 
classes by their similarity (data-driven approach). In both 
cases, the non-speech units in the recording were left out of 
adaptation process since they are not expected to help in 
speaker recognition. A linear inner-product kernel function 
was used for both variants. The size of the SVM feature 
vector for the first system was 1560 (39-dimensional fea-
ture vector) and for the second system 4680. We do not 
report results for the later system with 3 regression classes 
since it yielded remarkably worse performance. This indi-
cates that the available amount of data is insufficient for 
estimation of too many parameters.  
Our speech recognizer operates with gender specific 
HMMs and the MLLR transforms are hence dependent on 
the chosen gender model. Misclassification of speaker’s 
gender for a test recording is rather rare; however, it leads 
to a notable drop of average system performance. A possi-
ble solution how to avoid problems with gender recogni-
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tion is utilization of transforms derived for both gender 
specific models (male and female) combined into one lar-
ger feature vector [20]. Moreover, we can expect further 
performance improvement since gender specific HMMs are 
not just linear transforms of each other and they provide 
two different views of the observation space. The size of 
the SVM feature vector was 3120 in this case. 
Fig. 9. summarizes achieved results. We highlight the 
effect of the Rnorm which yielded substantial improvement 
of the performance. Results also confirm benefit of utiliza-
tion of transforms estimated for both gender dependent 
models. MLLR transform features are supposed to be in-
variant to the channel effects and, indeed, application of 
the NAP had only a minor effect on the performance of 
systems (particularly those with the Rnorm). Finally, we 
have to conclude that the performance is substantially 
worse compared to the results of the other evaluated sys-
tems. We will discuss the source of the performance drop 
further in the next section.  
 
Fig. 9. Results of MLLR-SVM systems. 
3.6 Comparison of Systems 
Tab. 1 shows evaluated metrics and execution time 
required to process the evaluation data (as a multiple of 
real-time, extraction of MFCC features from signal is not 
included) for best performing systems. Fig. 10 illustrates 
the difference in the discriminative ability of the systems in 
the speaker verification task using the DET curves. We 
conclude that UBM-GMM systems provide superior per-
formance in both speaker identification and verification 
tasks. The performance drop of SVM-based systems in the 
speaker verification is substantially lower compared to the 
drop in the closed-set speaker identification task. The over-
all performance is subsequently affected by the poor per-
formance in the closed-set speaker identification task as the 
speaker verification module is not able to compensate for 
the incorrectly recognized speaker identity. This proves 
that classifiers with discriminative nature are much more 
suitable for the speaker verification task than the speaker 
identification task.  
A great advantage of GMM-SVM systems is their 
speed. There are several reasons why GMM-SVM systems 
are much faster than UBM-GMM systems: a) GMM-SVM 
systems use models with less components, b) scoring of a 
SVM model consists only of a computation of the dot 
product of vectors compared to the more complex likeli-
hood computation for MAP adapted GMM models (even 
though only a limited number of top components is scored 
for each frame), c) the computational cost of eigenchannel 
adaptation significantly raises with the growing number of 
eigenchannels as the eigenchannel factors are estimated 
using maximum likelihood computation while the NAP has 
no effect on the overall computational cost of GMM-SVM 
systems (regardless the NAP dimension.)  
 
 RCSE EER Cllr RE x RT 
UBM-GMM 
512 c, r=8, channs=20 7.44 6.96 0.260 15.99 0.158 
1024 c, r=4, channs=30 8.22 6.91 0.254 16.11 0.546 
GMM-SVM 
64 c, r=1, channs=50 10.84 7.61 0.276 20.63 0.007 
128 c, r=1, channs=30 11.10 8.40 0.301 21.34 0.016 
MLLR-SVM 
M+F, Rnorm, channs=0 17.49 9.28 0.328 30.01 - 
Tab. 1. The comparison of evaluated metrics for best 
performing systems. 
 
Fig. 10. DET curves comparison for best performing systems. 
MLLR-SVM systems performed worst in all evalu-
ated metrics. A possible reason may be short duration of 
test recordings which disallows robust estimation of MLLR 
transform features. We find support for this hypothesis in 
the results achieved for the system with three regression 
classes. We do not report the execution time for the 
MLLR-SVM system in Tab. 1 since the time required for 
scoring of SVM models against feature vectors derived for 
test recordings was negligible (< 0.001 x RT). This would 
suggest that this system is the fastest in our evaluation. 
However, this holds only if we take MLLR transforms as 
by-product of a speech recognition system with MLLR 
speaker adaptation. When we use feature vectors composed 
of transforms derived for both male and female models we 
have to perform additional calculation of MLLR trans-
forms and this immoderately increases the computational 
cost. 
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Finally, two commonly used score-level normaliza-
tion techniques were examined, namely Znorm and Tnorm. 
However, no improvement of accuracy was observed for 
neither of these normalization techniques. 
4. Conclusions and Future Work 
This paper dealt with thorough analysis and compari-
son of three speaker recognition systems in the domain of 
broadcast news processing with limited amount of data. 
The UBM-GMM system represented the generative ap-
proach and the discriminative approach was represented by 
the GMM-SVM system and MLLR-SVM system. First, we 
analyzed and discussed the effect of various parameters of 
particular systems. We pointed out that some parameters, 
commonly stated to be irrelevant to the system perform-
ance, may play a crucial role in systems dealing with 
limited data. We also demonstrated the importance of 
utilization of intersession variability compensation tech-
niques. Subsequently, we compared the results of best 
performing systems. The GMM-based system outper-
formed both discriminative based systems. The perform-
ance of the SVM-based systems is corrupted particularly 
by low accuracy in the closed-set speaker identification 
task. Computational effectiveness of systems was also 
discussed and the low computational cost of the GMM-
SVM highlighted. In the future work, we will focus on the 
fusion of evaluated systems, particularly in the task of 
speaker verification. The best of the proposed method is 
going to be applied in the system for automatic broadcast 
program transcription and information retrieval [21]. 
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