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L’INCOMPRESSIBILITE´ DES FEUILLES DE GERMES DE
FEUILLETAGES HOLOMORPHES SINGULIERS
DAVID MARI´N ET JEAN-FRANC¸OIS MATTEI
Re´sume´. We consider a non-dicritic germ of foliations F defined in some
ball B ⊂ C2 with separatrix set S, satisfying some additional but generic
hypothesis. We prove that there exists an open subset U ⊃ S of B such
that for every leaf L of F|(U\S) the natural inclusion ı : L →֒ U \ S
induces a monomorphism ı∗ : π1(L) →֒ π1(U \ S) at the fundamental
group level.
Table des matie`res
Introduction 1
1. Notions de connexite´ feuillete´e 3
1.1. Notions de 0- et 1-connexite´ feuillete´e 3
1.2. Un the´ore`me de type Van Kampen 5
2. Assemblage bord a` bord feuillete´ 7
2.1. De´finition d’assemblage feuillete´ et the´ore`me de localisation 7
2.2. Exemples utiles 9
2.3. Notion de rugosite´ 11
3. Re´duction de la preuve du the´ore`me principal 12
3.1. De´composition du diviseur et construction de bonnes fibrations 12
3.2. Blocs feuillete´s adaptables a` taille et rugosite´ controˆle´es 14
4. Blocs feuillete´s adaptables de type Seifert 17
4.1. Construction du bloc et re´duction de la preuve de (3.2.2) 17
4.2. Constructions et descriptions auxiliaires 24
4.3. Preuve de la proposition (4.1.6) 30
5. Blocs feuillete´s adaptables attache´s a` une singularite´ 30
5.1. Construction de colliers et re´duction de la preuve de (3.2.2) 31
5.2. Description de V∆ et du proce´de´ de rabotage 33
5.3. Estimation de la rugosite´ 38
Re´fe´rences 42
Introduction
Soit Fω un feuilletage holomorphe singulier de´fini par une 1-forme diffe´-
rentielle ω a` coefficients holomorphes sur la boule ouverte Bε ⊂ C
2 de
centre 0 et de rayon ε > 0. Nous supposons ω a` singularite´ isole´e en 0
et non-dicritique [10], i.e. les germes a` l’origine de courbes analytiques
irre´ductibles Sj telles que ω|Sj ≡ 0, appele´es se´paratrices de Fω, sont en
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nombre fini : j = 1, . . . , ̺ -et non-nul d’apre`s [2]. Nous choisissons ε0 assez pe-
tit pour que, dans la boule ferme´e Bε0 , la se´paratrice totale S :=
⋃̺
j=1 Sj
soit analytique ferme´e, a` singularite´ isole´e 0 et transverse a` chaque sphe`re
∂Br, 0 < r ≤ ε0. Fixons aussi une fonction holomorphe re´duite f a` valeur
dans le disque Dη′ := {z ∈ C ; |z| < η
′} qui de´finit S sur Bε0 .
La restriction de f a` l’ouvert
Tη := f
−1(Dη) ∩ Bε0 , 0 < η ≪ ε0 ,
que nous appellerons ici tube de Milnor, est une fibration diffe´rentiable [12]
localement triviale au dessus du disque e´pointe´ D∗η := Dη \ {0}. Notons
(1) T ∗η := Tη \ S = f
−1(D∗η) ∩ Bε .
Lorsque f est une inte´grale premie`re de Fω, pour chaque feuille L de la
restriction Fω |T ∗η de Fω a` T
∗
η la suite exacte d’homotopie donne :
1→ π1(L)
ı∗→ π1(T
∗
η )
f∗
→ π1(D
∗
η)→ 1 ,
ou` ı : L →֒ T ∗η de´signe l’inclusion naturelle. En particulier, les feuilles de
Fω |T ∗η sont incompressibles dans T
∗
η . L’objet de ce travail est de´monter un
re´sultat analogue dans un cadre ge´ne´ral.
Conside´rons E : Tη → Tη le morphisme de re´duction de Fω, cf. [15] ou [10].
Le transforme´ total D := E−1(S) de S, que nous appelons ici diviseur
total, est a` croisements normaux. Ses composantes irre´ductibles sont : les
composantes irre´ductibles Ej , j = 1, . . . , κ du diviseur exceptionnel E :=
E−1(0) et les transforme´es strictes Sj := E−1(Sj)−Dω des Sj , j =
1, . . . , ̺. L’image re´ciproque E∗ω permet de de´finir sur B˜ε0, η0 un feuilletage
F a` singularite´es isole´es, dont le lieu singulier Sing(F) est contenu dans
E . En chaque point c ∈ Sing(F), le germe Fc de F peut eˆtre de´crit par un
germe de 1-forme ω˜c qui s’e´crit, dans des coordonne´es z1, z2 approprie´es :
(2) ω˜c = (λcz1 + · · · )dz2 + (µcz2 + · · · )dz1 , avec λc 6= 0 , µc/µc /∈ Q<0 .
Nous dirons ici que F est de type ge´ne´ral si, pour chaque c ∈ Sing(F) on
a :
(i) λc µc 6= 0
(ii) si λc/µc est un re´el irrationnel, alors le germe Fc est line´arisable.
Rappelons que si λc/µc est un irrationnel < 0, ou bien si appartient a` un
ensemble B ⊂ R+ de mesure pleine, appele´ ensemble de Brjuno [18], alors
le germe Fc est toujours line´arisable.
The´ore`me Principal. Soit Fω un germe a` l’origine de C
2 de feuilletage
holomorphe singulier non dicritique, de type ge´ne´ral et soit Tη0 un tube de
Milnor pour la se´paratrice totale S. Alors il existe un voisinage U de S dans
Tη0 tel que :
(1) l’inclusion (U \ S) →֒ (Tη0 \ S) induit un isomorphisme π1(U \
S, ·)
∼
−→ π1(Tη0 \ S, ·),
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(2) toute feuille L de la restriction Fω |(U\S) est incompressible dans
(U \ S), i.e. l’inclusion naturelle ı : L →֒ (U \ S) induit un mono-
morphisme des groupes fondamentaux ı∗ : π1(L , ·) →֒ π1(U \ S , ·) ,
(3) U contient Tη pour η > 0 assez petit.
Il est bien connu [12] que l’application d’inclusion de (Tη0\S) dans (Bε0\S)
induit un isomorphisme au niveau du groupe fondamental. Ainsi le the´ore`me
pre´ce´dent permet de construire un syste`me fondamental (Un)n de voisinage
de S dans la boule Bε0 tel que, pour tout n, chaque feuille de Fω |(Un\S) est
incompressible dans (Bε0 \ S).
Remarquons que ge´ne´riquement les feuilles de F dont le groupe fonda-
mental est non-nul forment un ensemble dense. C’est le cas lorsque le groupe
d’holonomie d’une composante du diviseur exceptionnel est non re´soluble.
Il existe alors [1] un ensemble dense de points fixes attractifs d’e´le´ments du
pseudo-groupe d’holonomie. Ces points correspondent ne´cessairement a` des
lacets trace´s dans une feuille homotopiquement non-trivaux. La densite´ pour
la topologie de Krull ce type de feuilletage est montre´e dans [5].
Les hypothe`ses que nous donnons ici peuvent eˆtre affaiblies ; en particulier
il est possible d’adapter l’e´nonce´ et la preuve de ce re´sultat au cas des feuille-
tages dicritiques. Afin d’alle´ger ce texte nous avons pre´fe´re´ ne conside´rer ici
que le cas non-dicritique et traiter du cas dicritique dans un article ulte´rieur
[8] ou` l’analyse est faite dans le cadre plus ge´ne´ral des feuilletages holo-
morphes au voisinage d’un diviseur compact quelconque.
La structure de l’article est la suivante : Au chapitre 1 nous introduisons
une notion tre`s ge´ne´rale, la 1-connexite´ feuillete´e, qui permet de “localiser”
le proble`me, graˆce a` un the´ore`me de type Van Kampen (1.2.1). On obtient
en suite au chapitre 2 une technique d’assemblage feuillete´, qui est le pen-
dant feuillete´ des techniques de plombage [4]. Cependant un “algorithme de
plombage” ne sera possible qu’en controˆlant la rugosite´ des bords des blocs,
notion introduite en (2.3). Dans ce chapitre nous ramenons la preuve du
the´ore`me principal a` celle d’un the´ore`me d’existence de blocs “adaptables
a` rugosite´ controˆle´e” (3.2.2). La preuve de celui-ci occupera les deux autres
chapitres.
1. Notions de connexite´ feuillete´e
1.1. Notions de 0- et 1-connexite´ feuillete´e. De manie`re ge´ne´rale nous
conside´rons une varie´te´ diffe´rentiable M munie d’un feuilletage re´gulier F
de classe C1. On notera aussi F l’ensemble des feuilles du feuilletage. Pour
tout sous-ensemble A de M , F|A de´signera la collection des composantes
connexes des intersections L ∩ A, L ∈ F , des feuilles de F avec A. Pour
A ⊂ B nous de´signons par SatF (A,B) et appelons sature´ de A par F|B,
le sous-ensemble
(3) SatF (A,B) :=
⋃
L∈A
L ⊂ B , A := {L ∈ F|B / L ∩A 6= ∅} .
Soient A,B deux sous-ensembles de M , avec A ⊂ B.
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De´finition 1.1.1. Nous dirons que A est 0-F-connexe dans B et nous
noterons A
0
#
F
B, si pour tout L ∈ F|B l’application π0(L ∩ A) → π0(A)
induite par l’inclusion de L ∩ A dans A est injective, i.e. pour tout chemin
α : [0, 1]→ A d’extre´mite´s dans L∩A, il existe un chemin β : [0, 1]→ L∩A
de meˆmes extre´mite´s que α. Nous dirons aussi que A est strictement 0-F-
connexe dans B, si A est a` la fois 0-F-connexe dans B et incompressible
dans B, i.e. l’inclusion naturelle de A dans B induit un morphisme injective
des groupes fondamentaux π1(A, p) →֒ π1(B, p) pour chaque p ∈ A.
Pour K ⊂ B, notons H(K) l’ensemble des classes d’homotopie des che-
mins trace´s dans K, i.e. H(K) est le quotient de C0([0, 1],K) par la rela-
tion d’e´quivalence a ∼K b :⇔ il existe H : [0, 1]
2 → K continue telle que :
H(0, t) = a(t), H(1, t) = b(t), H(s, 0) = a(0) = b(0) et H(s, 1) = a(1) = b(1)
pour tout s, t ∈ [0, 1].
De´finition 1.1.2. Nous dirons que A est 1-F-connexe dans B et nous
noterons A
1
#
F
B, si pour toute feuille L ∈ F , L∩A 6= ∅, la suite suivante est
exacte :
H(L ∩A)
α
→H(A)×H(L ∩B)
β1→
→
β2
H(B) ,
avec α([c]L∩A) := ([c]A, [c]L∩B) , β1([a]A, [b]L∩B) := [a]B et β2([a]A, [b]L∩B) :=
[b]B. Nous dirons aussi que A est strictement 1-F-connexe dans B si
A
1
#
F
B et A est incompressible dans B.
Explicitement cela signifie que pour tout chemins a : [0, 1]→ A et b : [0, 1]→
L ∩ B tels que a ∼B b, il existe un chemin c : [0, 1] → L ∩A tel que c ∼A a
et c ∼L∩B b.
Remarque 1.1.3. Soit (M,F) une varie´te´ feuillete´ et A ⊂ B des sous-
ensembles de M . Les assertions suivantes sont e´videntes :
(i) La re´lation A
1
#
F
B entre parties de M est transitive :
A
1
#
F
B et B
1
#
F
C =⇒ A
1
#
F
C.
Il en est de meˆme des relations de 1-F-connexite´ stricte, de 0-F-
connexite´ et de 0-F-connexite´ stricte.
(ii) Si A est re´duit a` un point, A = {p}, alors A
1
#
F
B si et seulement
si la feuille Lp de F|B qui passe par p est incompressible dans B :
ı∗ : π1(Lp, p) →֒ π1(B, p), ou` ı∗ de´signe le morphisme induit par l’ap-
plication d’inclusion ı de Lp dans B.
(iii) A est 1-F-connexe dans B si et seulement si chacune de ses compo-
santes connexes est 1-F-connexe dans B,
(iv) Si A est F-sature´ dans B alors A
1
#
F
B.
Proposition 1.1.4. Soit F un feuilletage sur M de dimension re´elle 1,
de´finit par un champ de vecteurs ne posse´dant pas d’orbite pe´riodique, alors
tout ouvert A strictement 0-F-connexe dans M est 1-F-connexe dans M .
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Preuve. Soient a : [0, 1] → A et b : [0, 1] → L ∩ B tels que a ∼B b. Graˆce
a la 0-F-connexite´ de A dans B, il existe c : [0, 1] → L ∩ A de meˆmes
extre´mite´s que a (et que b). Comme F ne posse`de pas d’orbites pe´riodiques,
chaque composante connexe de L ∩ B est simplement connexe et l’on a :
c ∼L∩B b. D’ou` c ∼B a. Les images de a et de b sont contenues dans A et A
est incompressible dans B. Ainsi c ∼A a. 
1.2. Un the´ore`me de type Van Kampen. Soit T une sous-varie´te´ ferme´e
de codimension re´elle 1, non ne´cessairement connexe, transversalement orien-
table, d’une varie´te´ diffe´rentiable M et soit F un feuilletage (re´gulier) de
classe C1 sur M . Conside´rons deux sous-ensembles connexes V1, V2 de M
dont l’intersection est T et dont l’union V est un voisinage de T :
T = V1 ∩ V2 ⊂W ⊂ V := V1 ∪ V2, W ⊂M ouvert.
The´ore`me 1.2.1. Supposons que T est transverse a` F et est strictement
1-F-connexe dans V1 ainsi que dans V2 :
T ⋔ F , T
1
#
F
Vi, π1(T, ∗) →֒ π1(Vi, ∗), i = 1, 2.
Alors chaque V1 et V2 sont tous deux strictement 1-F-connexes dans V :
Vi
1
#
F
V, π1(Vi, ∗) →֒ π1(V, ∗), i = 1, 2.
La preuve de ce the´ore`me consiste en une “chirurgie” d’homotopie. Pre´cisons
cette technique.
Soit H : [0, 1]×[0, 1] → V une homotopie entre deux chemins γ0 := H(0, ·)
et γ1 := H(1, ·).
De´finition 1.2.2. Nous dirons ici que H est T -admissible si H−1(T ) est
une union finie disjointe de courbes de classe C1 ferme´es et proprement
plonge´s dans [0, 1] × [0, 1].
Remarque 1.2.3. Si H est C1 et transverse a` T et a` ∂T , alors H est T -
admissible. Ainsi lorsque γ0 et γ1 sont C
1 et transverses a` T et a` ∂T , on
peut approcher H par une homotopie diffe´rentiable qui est ge´ne´riquement
T -admissible.
Supposons que H est T -admissible. De´signons par I(H;T ) l’ensemble
des composantes connexes de H−1(T ) home´omorphes a` un segment et par
J (H;T ) l’ensemble des composantes connexes de H−1(T ) qui sont des
courbes de Jordan. Munissons ces courbes de leur parame´trisation par abs-
cisse curviligne. Si δ ∈ J (H;T ) ne coupe pas le bord horizontal [0, 1] ×
{0, 1} de [0, 1]×[0, 1], nous noterons ∆extδ , resp. ∆
int
δ la composante connexe
exte´rieure, resp. inte´rieure de ([0, 1] × [0, 1]) \ |δ|, c’est a` dire celle qui
contient, resp. qui ne contient pas [0, 1]×{0, 1}. D’autre part nous dirons que
θ ∈ I(H;T ) est un e´le´ment extre´mal de I(H,T ), si ses extre´mite´s sont
situe´es sur {0}× [0, 1] ; nous les noterons (0, s0(θ)), (0, s1(θ)), et nous orien-
tons θ pour avoir s0(θ) ≤ s1(θ). Le lacet simple δθ := θ∨αθ borde un disque
conforme, αθ de´signant la parame´trisation naturelle de Iθ := [s0(θ), s1(θ)].
Nous notons ∆intθ l’inte´rieur de ce disque et ∆
ext
θ := ([0, 1] × [0, 1]) \∆
int
θ .
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De´finition 1.2.4. Nous dirons qu’une homotopie H ′ entre les chemins a et
b est obtenue a` partir de H par chirurgie le long d’un lacet simple
δ′ qui ne coupe pas le bord horizontal de [0, 1] × [0, 1], si l’on a l’e´galite´ des
restrictions :
H|∆ext
δ′
= H ′|∆ext
δ′
.
Fig. 1. Chirurgie d’homotopies.
On montre tre`s facilement les assertions suivantes :
Lemme 1.2.5. Soit Ω une sous-varie´te´ (non ne´cessairement ferme´e) conte-
nue dans l’adhe´rence d’une composante connexe de V \ T .
(i) Si δ ∈ J (H,T ) ve´rifie H(|δ|) ⊂ Ω et est homotope dans Ω a` un point,
alors il existe une homotopie H ′ obtenue par chirurgie le long de δ telle
que H ′(∆intδ ) ⊂ Ω.
(ii) Soit θ un chemin extre´mal ve´rifiant H(|θ|) ⊂ Ω et homotope dans Ω
a un chemin η. Conside´rons le chemin a′ e´gal a` η en restriction a` Iθ
et e´gal a` a en restriction a` [0, 1] \ Iθ. Alors il existe une homotopie H
′
entre a et a′, obtenue par chirurgie le long de θ, telle que H ′(∆extθ ) ⊂ Ω.
Preuve du the´ore`me 1.2.1. Montrons d’abord les relations Vi
1
#
F
V , i = 1, 2.
Conside´rons dans V une homotopie H entre un chemin a trace´e dans Vi
dont les extre´mite´s sont dans une meˆme feuille L de F|V et un chemin b
trace´e dans L. La feuille L est transverse a` T et quitte a` effectuer une pe-
tite homotopie dans L nous supposons b diffe´rentiable et transverse a` T .
Graˆce a` la remarque (1.2.3) nous supposons aussi que H est T -admissible.
Raisonnons par re´curence sur l’entier N(H,T ) := #J (H,T ) + #I(H,T ).
Lorsque N(H,T ) = 0, le chemin b est contenu dans Vi et le re´sultat est tri-
vial. Supposons N(H,T ) = N +1 et le the´ore`me ve´rifie´ pour N(H,T ) ≤ N .
Distinguons deux cas suivant que J (H,T ) est vide ou non.
- Premier cas : J (H,T ) 6= ∅. Il existe visiblement une courbe de Jordan
δ ∈ J (H,T ), telle que ∆intδ n’intersecte aucun e´le´ment de I(H,T )∪J (H,T ).
Visiblement on a :
H(δ) ⊂ T, H(∆intδ ) ⊂ Vj et H(∆
ext
δ ) ⊂ Vk, avec {j, k} = {1, 2}.
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Comme T est incompressible dans Vj, le lacet δ est homotope a` un point
dans T . Le lemme 1.2.5 (i) donne une homotopie H ′ telle que H ′(∆
int
δ ) ⊂ T .
De plus {∆
int
δ } ∪ I(H,T ) ∪ J (H,T ) \ {δ} est la collection des composantes
connexes de H ′−1(T ). Comme T est transverse a` F et transversalement
orientable, on peut se donner au voisinage de H ′(∆intδ ) un champ de vecteurs
diffe´rentiable Z a` support compact tel que :
(i) H ′(∆
int
δ ) ⊂ supp(Z) ⊂W ,
(ii) Z(z) est transverse a` T et pointe vers Vk, pour z ∈ H
′(∆
int
δ ),
(iii) supp(Z) ∩H(λ) = ∅ pour tout λ ∈ I(H,T ) ∪ J (H,T ) \ {δ}.
Le compose´ H ′ǫ de H
′ avec le flot de Z est une homotopie entre a et b qui
ve´rifie : I(Hǫ, T ) = I(H,T ) et J (Hǫ, T ) = J (H,T ) \ {δ} pour un temps
ǫ > 0 assez petit. Ceci ache`ve la re´curence, dans ce cas.
- Deuxie`me cas : J (H,T ) = ∅ et I(H,T ) 6= ∅ . Il existe alors un e´le´ment
extre´mal θ de I(H,T ) tel que ∆intθ n’intersecte aucun e´le´ment de I(H,T ).
Notons encore Vj celui des deux ensembles V1 ou V2 qui contient H(∆
int
θ )
et notons Vk l’autre. Comme T
1
#
F
Vj le chemin αθ est homotope dans L∩ Vj
a` un lacet η contenu dans T . L’injection de π1(T ) dans π1(Vj) donne une
homotopie dans T entre η et αθ. On conclu graˆce au lemme 1.2.5 (ii) et a`
l’inte´gration d’un champ de vecteurs, comme dans le premier cas.
Il reste a montrer les injections des groupes fondamentaux de π1(Vi) dans
π1(V ), i = 1, 2. Elles re´sultent en fait d’un the´ore`me classique de combi-
natoire des groupes en conside´rant π1(V ) comme le produit de π1(V1) et
π1(V2) amalgame´e sur π1(T ), cf.[7], the´ore`me 4.3. page 199. 
2. Assemblage bord a` bord feuillete´
2.1. De´finition d’assemblage feuillete´ et the´ore`me de localisation.
Soit V une varie´te´ a` bord re´elle de dimension 4, non-ne´cessairement com-
pacte ni connexe, munie d’un feuilletage re´gulier FV de classe C
1 et (Vj)j∈I ,
I ⊂ N, une famille de sous-varie´te´s de V de meˆme dimension que V , dont
les bords ∂Vj := Vj \
◦
Vj sont transversalement orientables.
De´finition 2.1.1. Nous dirons qu’un e´le´ment Vj est un bloc feuillete´ FV -
adaptable s’il satisfait les proprie´te´ suivantes :
(1) chaque composante connexe de ∂Vj est incompressible dans Vj ,
(2) FV est tranverse a` ∂Vj ,
(3) chaque feuille de F|Vj est incompressible dans Vj ,
(4) chaque composante connexe de ∂Vj est 1-F-connexe dans Vj.
Nous dirons que V est un assemblage bord a` bord des Vj bien construit,
si pour tout j ∈ I la condition (1) et la condition supple´mentaire suivante
sont satisfaites :
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(5) pour tout i, j ∈ I distincts l’une des deux e´ventualite´s suivante est
re´alise´e : ou bien Vi ∩ Vj = ∅ , ou bien Vi ∩ Vj est une composante
connexe de ∂Vi et est une composante connexe de ∂Vj .
Si chaque Vj est FV -adaptable et si V est un assemblage bord a` bord des
Vj, nous dirons que V est un assemblage bord a` bord feuillete´ bien
construit.
Remarque 2.1.2. Une conse´quence imme´diate du the´ore`me classique de
Seifert-Van Kampen est la suivante. Soient A ⊂ A′, B ⊂ B′ et A∩B ⊂ A′∩B′
deux sous-ensembles connexes d’un espace topologique tels que chaque inclu-
sion pre´ce´dente induise un isomorphismes au niveau du groupe fondamental.
Alors il est de meˆme pour l’inclusion A ∪B ⊂ A′ ∪B′.
Par re´curence sur le nombre de blocs, on de´duit de cette remarque la
proposition suivante :
Proposition 2.1.3. Soient V =
⋃
j∈I Vj et V
′ =
⋃
j∈I V
′
j , #I < ∞, deux
assemblages bord a` bord bien construits. Supposons que pour chaque j ∈ I, V ′j
est contenu dans Vj et que l’application d’inclusion induise un isomorphisme
π1(V
′
j , ·)
∼
−→π1(Vj , ·). Alors l’application d’inclusion V
′ →֒ V induit aussi un
isomorphisme π1(V
′, ·)
∼
−→π1(V, ·).
Remarque 2.1.4. Supposons que les Vj ve´rifient les proprie´te´s (1) a` (4) et
la proprie´te´ supple´mentaire suivante :
(5’) Pour tout i, j ∈ I distincts Vi ∩ Vj est ou bien vide, ou bien e´gal a`
∂Vi∩∂Vj et il existe alors une sous-varie´te´ ouverte V
′
ij de Vi∩Vj qui
est incompressible et 1-F-connexe dans (Vi \ Vi ∩ Vj) ∪ V
′
ij et dans
(Vj \ Vi ∩ Vj) ∪ V
′
ij.
Conside´rons les varie´te´s a` bord
V ⋄j := (Vj \ ∪j 6=i Vj ∩ Vi) ∪
(
∪(i,j)∈I×̂IV
′
ij
)
⊂ Vj , j ∈ I ,
ou` I×̂I est l’ensemble des couples (i, j) tels que Vi ∩ Vj 6= ∅. Alors V
′ :=⋃
j∈I V
⋄
j est un assemblage bord a` bord feuillete´ bien construit des V
⋄
j .
The´ore`me 2.1.5 (de localisation). Si V est un assemblage bord a` bord
feuillete´ bien construit, alors :
(1) chaque feuille de FV est incompressible dans V ,
(2) chaque union de blocs V ′ :=
⋃
k∈I′ Vk, I
′ ⊂ I, est 1-FV -connexe dans
V,
(3) chaque union de blocs est incompressible dans V.
Preuve. Les deux premie`res assertions sont des conse´quences imme´diates du
the´ore`me (1.2.1). La troisie`me assertion re´sulte du the´ore`me de Van Kampen
classique pre´ce´demment cite´ : [7], the´ore`me 4.3, page 199. 
Pour prouver le The´ore`me Principal e´nonce´ dans l’introduction, nous
construirons un voisinage ouvert U˜ du diviseur total D tel que U˜∗ := U˜ \D˜ se
de´compose comme un assemblage bord a` bord feuillete´ bien construit, U˜∗ =⋃
α Bα. Le the´ore`me de localisation permet imme´diatement de conclure.
Cette construction sera effectue´e a` partir d’une de´composition approprie´e
du diviseur qui sera de´crite en (3.1). Certains blocs, correspondant a` des
singularite´s de D, sont de´ja` de´crits dans les exemples ci-apre`s.
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2.2. Exemples utiles. Conside´rons un germe G de feuilletage singulier
re´duit a` l’origine de C2 donne´ par un champ de vecteurs holomorphe X :=
x∂∂x +y(λ+ · · · )
∂
∂y , de´fini au voisinage de K
ζ := {|x| ≤ 1, |y| ≤ 1, |xy| < ζ},
avec 0 < ζ < 1. De´signons par ΦXt le flot de X et, pour tout sous-ensemble
A de Kζ , nous notons
(4) A∗ := A \ {xy = 0} , ∂1A := A ∩ {|x| = 1} , ∂2A := A ∩ {|y| = 1} .
Supposons G a` singularite´ isole´e. Soit Σ ⊂ {x0} × D(ζ), avec |x0| = 1, un
disque conforme ferme´, de bord analytique par morceaux. Conside´rons la
suspension de Σ au dessus du cercle {|x| = 1, y = 0}
UΣ := {Φ
X
it (x0, y) / 0 ≤ t ≤ 2π, (x0, y) ∈ Σ}.
Cet ensemble est bien de´fini et contenu dans le tore T1 := {|x| = 1, |y| < 1}
si Σ est assez petit, ce que nous supposerons. Nous supposons aussi que
Σ et son image h(Σ) par l’application d’holonomie h := ΦX2πi sont e´toile´s.
Alors l’ensemble UΣ est un re´tract par de´formation du tore Tζ . De plus il
se re´tracte par de´formation sur tout tore Tε, avec ε > 0 assez petit. En
particulier U∗Σ est incompressible dans K
ζ∗.
Nous de´sirons construire des blocs adaptables B contenus dans Kζ ∗ dont
les adhe´rences sont des voisinages des axes dans Kζ
2.2.1. Exemple 1 : Supposons le champ X line´aire : X = x ∂∂x +λy
∂
∂y avec
λ ∈ C∗. On a
∂iK
ζ ∗ 1
#
G
Kζ ∗, i = 1, 2.
En effet, conside´rons le sous-ensemble K˜ζ des points (z, w) dans C2 = R4
qui ve´rifient les ine´galite´s suivantes :
Re(z) ≤ 0, Re(w) ≤ 0 et Re(z +w) < log(ζ).
Conside´rons le reveˆtement universel ρ : K˜∗ → Kζ ∗ de´finit par ρ(z, w) =
(ez, ew). Le feuilletage G˜ := ρ∗G admet l’inte´grale premie`re line´aire w − λz.
Soient a : [0, 1]→ ∂iK
ζ ∗ et b : [0, 1]→ L, deux chemins homotopes dans Kζ ∗
a` extre´mite´s fixes, ou` L est une feuille de G restreint a` Kζ ∗. On peut choisir
a˜ : [0, 1] → ∂iK˜
ζ := ρ−1(∂iK
ζ ∗) et b˜ : [0, 1] → L˜ deux ρ-rele`vements de a et
b avec les meˆmes extre´mite´s, L˜ e´tant une feuille de G˜ telle que ρ(L˜) = L.
Comme L˜ est l’intersection d’un 2-plan avec ces trois demi-espaces de R4,
l’intersection L˜ ∩ ∂iK˜
ζ 6= ∅ est soit une droite, soit une demi-droite. Il est
donc clair qu’il existe un chemin line´aire c˜ : [0, 1] → L˜ ∩ ∂K˜ζ joignant les
deux extre´mite´s communes de a˜ et b˜. Comme ∂K˜ζ et L˜ sont simplement
connexes, c˜ est homotope a` a˜ dans ∂iK˜
ζ et a` b˜ dans L˜. Si on de´finit c := ρ(c˜)
on peut redescendre ces homotopies a` Kζ ∗ et conclure que c ∼∂iKζ ∗ a et
c ∼L b.
Soient maintenant Σ1 ⊂ {x0}×D(ζ) et Σ2 ⊂ D(ζ)×{y0}, |x0| = 1, |y0| =
1, deux disques conformes sur lesquels les transformations d’holonomie h1 :
Σ1 → {x0} × D(1) et h2 : Σ2 → D(1)× {y0},
h1(x0, y) = (x0, ye
2iπλ), h2(x, y0) = (xe
2iπ/λ, y0),
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sont bien de´finies. On peut distinguer trois cas :
A) λ /∈ Q. Si hi(Σi) ⊂ Σi ou si Σi ⊂ hi(Σi), alors la suspension UΣi
ve´rifie : U∗Σi
1
#
G
∂iK
ζ ∗. Ceci est une conse´quence immediate de la proposition
(1.1.4). D’autre part chaque feuille est contractile. Ainsi, par transitivite´ de
la connexite´ feuillete´ l’ensemble
Bζ :=
◦
Kζ ∗ ∪ U∗Σ1 ∪ U
∗
Σ2
est un bloc G-adaptable.
B) λ ∈ R>0. Dans ce cas les hypersurfaces re´elles {|x|
−λ |y| = κ}, κ ∈
R>0, sont sature´es pour le feuilletage G et se´parent le polydisque en deux
composantes connexes. Pour κ assez grand, Ωκ := {|x| |y|
− 1
λ > κ} ∩ K est
un voisinage G-sature´ dans K de l’axe des x e´pointe´ de l’origine. De meˆme
pour τ > 0 assez grand Ω′τ := {|x|
−λ |y| > τ}∩Kζ est un voisinage G-sature´
dans Kζ de l’axe des y e´pointe´. Visiblement ces ensembles se re´tractent par
de´formation sur Wκ := Ωκ ∩ {|x| = 1} et W
′
τ := Ω
′
τ ∩ {|y| = 1} respective-
ment. La re´traction est donne´e par une homotopie laissant invariant chaque
feuille de G. On en de´duit imme´diatement les relations :
W ∗κ
1
#
G
Ω∗κ
1
#
G
Bζ, κ, τ et W
′
τ
∗ 1
#
G
Ω′τ
∗ 1
#
G
Bζ, κ, τ ,
avec :
Bζ, κ, τ :=
◦
Kζ ∗ ∪W ∗κ ∪W
′
τ
∗ .
On en de´duit que Bζ, κ, τ est un bloc G-adaptable. En effet il ne reste a`
ve´rifier que l’incompressibilite´ des feuilles de G|∂iBζ, κ, τ dans ∂iBζ, κ, τ , i = 1, 2.
Lorsque λ est irrationnel ceci est trivial, car les feuilles sont contractiles.
Lorsque λ = p/q, p, q ∈ N∗ les feuilles sont les courbes d’e´quation yq = Cxp,
et leurs traces sur ∂iBζ, κ, τ sont les lacets (e
iqθ, ceipθ) ou bien (ceiqθ, eipθ),
θ ∈ [0, 2π], c constante > 0. Elles induisent dans les deux cas l’e´le´ment non
nul (q, p) de π1(∂iBζ, κ, τ )
∼
−→Z×Z. Remarquons aussi que chaque composante
W ∗κ et W
′
τ
∗ du bord de Bζ, κ, τ est de type suspension.
C) λ = −p
q
∈ Q∗<0. Le feuilletage posse`de l’inte´grale premie`re x
pyq. Le
sous-ensemble
Bζ := {|x| ≤ 1, |y| ≤ 1, 0 < |x
pyq| < ζ}
est 1-G-connexe dans Kζ pour tout ζ > 0 car il est G-sature´. Il est facile
de construire des re´tractions par de´formation de Bζ sur ∂1Bζ et sur ∂2Bζ ,
laissant invariant chaque feuille de G|Bζ . Comme pre´ce´demment les feuilles
des restrictions ∂iBζ induisent l’e´le´ment (q,−p) de π1(∂iBζ)
∼
−→Z×Z, ce qui
montre leur incompressibilite´ dans dans le bord de Bζ -et donc aussi dans
Bζ . Ainsi Bζ est un bloc G-adaptable. Notons que les deux composantes du
bord sont encore de type suspension.
2.2.2. Exemple 2 : Si λ ∈ Q<0 et G n’est pas line´arisable on sait –et
cela sera pre´cise´ en (21) au paragraphe (5.1)– qu’il existe encore un col-
lier feuillete´ Ω. Mais maintenant, pour tout disque conforme assez petit
Σ ⊂ {x = x0} ∩ Ω, U
∗
Σ n’est jamais 0-connexe dans W := {|x| = 1} ∩ Ω ;
on en de´duit facilement que U∗Σ n’est jamais 1-connexe dans W ! Ainsi, dans
ce cas, pour obtenir un bloc G-adaptable on ne peut pas adjoindre a`
◦
Ω des
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bords trop petits. Cette difficulte´ sera leve´e au paragraphe 5.
2.3. Notion de rugosite´. Dans les exemples pre´ce´dent nous avons construit
des ouverts adaptables dont les composantes bord sont des ensembles UΣ de
type suspension. Cette proprie´te´ du bord sera essentielle pour construire par
induction un assemblage bord a` bord feuillete´. Dans tous les exemples U∗Σ
a le type d’homotopie d’un tore S1 × S1, car h(Σ)∩Σ est connexe. S’il n’en
e´tait pas ainsi, U∗Σ aurait le type d’homotopie d’un tore auquel serait attache´
un bouquet de cercles. Alors U∗Σ ne serait pas incompressible dans B et la
proprie´te´ (1) de la de´finition (2.1.1) de bloc adaptable ne serait pas satis-
faite. La notion de rugosite´ que nous introduisons ici permet de controˆler le
caracte`re e´toile´ des domaines Σ et h(Σ), ce qui garanti la connexite´ de leur
intersection.
Notons, pour z ∈ C, |z| = 1
(5) [[z]] :=
{
|θ| , si z = |z| eiθ , avec θ ∈ ]− π2 , +
π
2 [ ,
+∞, si z = |z| eiθ , avec θ ∈ [π2 ,
3π
2 ].
Tout d’abord conside´rons un chemin γ : [0, 1] −→ C∗ analytique et lisse, i.e.
γ′(s) 6= 0. Pour tout s ∈ [0, 1] nous notons :
e (γ; s) :=
[[
γ′(s)
i γ(s)
]]
.
Cette quantite´ “mesure” l’angle de la courbe oriente´e Im(γ) := γ([0, 1]) avec
la tangente au cercle de centre 0 passant par γ(s).
Appelons ici chemin analytique lisse par morceaux (a. l. p. m.
en abre´ge´) tout chemin µ = µ1 ∨ · · · ∨ µp qui est une concate´nation de
chemins analytiques lisses µj tels que chaque intersection Im(µi) ∩ Im(µj),
1 ≤ i < j ≤ p, est : ou bien un ensemble discret, ou bien une courbe simple
sur laquelle les orientations de µi et de µj co¨ıncident.
De´finition 2.3.1. Nous appelons rugosite´ de µ au point µ(s) et notons
encore e(µ; s) le maximum des limites a` gauche et a` droite en s de e (µ; t).
Nous appelons rugosite´ de µ l’e´le´ment e(µ) := max{e(µ; s) / s ∈ [0, 1]}
de R+= R+ ∪ {+∞}.
Remarque 2.3.2. Remarquons que e(µ) ne de´pend que de la courbe oriente´e
Im(µ). Notons aussi que si e(γ; s) < +∞ , alors e(γ−1; s) = +∞ .
Il est clair qu’un domaine simplement connexe ∆ ∋ 0 de bord une courbe
a. l. p. m. est e´toile´ par rapport a` l’origine de`s que e(∂∆) est fini. D’autre
part, pour deux domaines ∆, ∆′ contenant l’origine on a :
(6) e(∂(∆ ∪∆′)) , e(∂(∆ ∩∆′)) ≤ max
{
e(∂∆), e(∂∆′)
}
.
Plus ge´ne´ralement supposons µ trace´e dans une varie´te´ analytique re´elle
M , non-ne´cessairement connexe. Soit ξ une fonction R-analytique, de´finie
sur un voisinage ouvert de Im(µ) et a` valeurs dans C telle que ξ ◦ µ n’est
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pas constant. Visiblement la courbe ξ ◦ µ est aussi a.l.p.m. Nous appelons
ξ-rugosite´ de µ l’e´le´ment
eξ (µ) := e (ξ ◦ µ) ∈ R+ .
Nous adoptons dans tout le texte les notations suivantes :
(7) ‖µ‖ξ := max
s∈[0,1]
|ξ ◦ µ(s)| { θ } :=
{
|θ| si θ ∈]− π/2, +π/2[
+∞ si θ /∈]− π/2, +π/2[
.
Maintenant supposons que µ est trace´ sur un secteur ferme´
SR,α,β := {r e
iθ / 0 ≤ r < R, α ≤ θ ≤ β } ⊂ C˜ , 0 ≤ β − α ≤ 2π
de la surface de Riemann C˜ de C∗. Conside´rons une application holomorphe
g de´finie sur un secteur ouvert SR′,α′,β′ contenant SR,α,β et qui posse`de sur
ce secteur un de´veloppement asymptotique s’e´crivant g(z) :=
∑∞
j=ν cj z
j/p,
avec ν ≥ 1, p ∈ N∗ cf. [17].
Proposition 2.3.3. Il existe une constante Cg > 0 de´pendant continument
de g telle que :
e g (µ) ≤ { e z(µ) + Cg‖µ‖z } , ‖µ‖g ≤ Cg‖µ‖z
Preuve. La seconde ine´galite´ est facile. Pour prouver la premie`re ine´galite´,
on peut supposer µ lisse et cν 6= 0. On a :
(8)
(g ◦ µ)′
i · g ◦ µ
= ψ ◦ µ ·
µ′
iµ
, avec ψ(z) :=
z g′(z)
g(z)
.
Classiquement [17] lorsque z tend vers 0 sur SR,α,β et la fonction ψ(z)
posse`de un de´veloppement assymptotique du type ν/p + o(1). Ainsi ψ(z)
tend vers ν/p ∈ Q>0 et | arg(ψ(z)/z)| ≤ C
′|z| pour une constante C ′ > 0
approprie´e et pour |z| assez petit, disons |z| ≤ C1. Toute constant Cg > 0
telle que Cg ≥ C
′ et CgC1 > π/2 convient. On en de´duit sans peine la
majoration de´sire´e. Nous laissons au lecteur le soin de ve´rifier que si g de´pend
continument d’un parame`tre, on peut choisir la constante Cg de´pendant
continument de ce parame`tre. 
Quitte a` restreindre R l’application g posse`de une “re´ciproque” g−1 de´finie
sur un secteur SR′′,α′′,β′′ ⊂ C˜ et a` valeur sur un ouvert de SR′,α′,β′ contenant
SR,α,β. On en de´duit le corollaire suivant.
Corollaire 2.3.4. Il existe une constante C ′g > 0 de´pendant continument
de g telle que :
e z (µ) ≤ { e g(µ) + C
′
g‖µ‖g } , ‖µ‖z ≤ C
′
g‖µ‖g.
3. Re´duction de la preuve du the´ore`me principal
3.1. De´composition du diviseur et construction de bonnes fibra-
tions. Conside´rons le diviseur total :
D := E−1(S) = E ∪ S , E := E−1(0) , S := S1 ∪ · · · ∪ S̺ .
Nous reprenons le vocabulaire habituellement utilise´ : la valence υ(D) d’une
composante irre´ductible) D de E est le nombre de singularite´ de F situe´es
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sur D, une chaˆıne est une union connexe maximale de composantes de E de
valence ≤ 2, une branche morte est une chaˆıne de composantes posse´dant
une composante de valence 1, appele´e composante d’extre´mite´. Deux
unions connexes de composantes de D sont dites adjacentes si leur inter-
section est non-vide et re´duite a` un point, appele´e point d’attache. Nous
appellerons composante simple de E toute composante D de E qui n’in-
tersecte aucune branche morte, et bloc agre´ge´ de E toute union connexe
maximale de composante non-simples de E . Un bloc agre´ge´ est toujours
constitue´ d’une composante de E appele´e composante centrale du bloc
et de l’union (non-vide) des branche mortes adjacentes a` cette composante.
Visiblement les transforme´s strictes Sj, les composantes simples et les
blocs agre´ge´s forment un recouvrement de D en sous-ensembles qui, deux a`
deux, sont ou bien adjacent, ou bien d’intersection vide.
En chaque point singulier s ∈ D de F nous nous fixons maintenant des
coordonne´es (xs, ys) : K(s)
∼
−→D(2)×D(2) telles que D∩K(s) ⊂ {xsys = 0}
et que :
– si le germe Fs de F en s est line´arisable, alors il est est de´finit par un
champ de vecteur line´aire dans ces coordonne´es Xs = xs
∂
∂xs
+ λys
∂
∂ys
– si Fs est re´sonnant non-line´arisable, alors il est de´fini par une 1-forme
diffe´rentielle du type forme normale de Dulac : xsdys−ys(λ+xsys(· · · ))dxs,
λ ∈ Q<0, cf. [10].
Si D est une composante irre´ductible de D qui contient s, alors nous notons
Ds := D ∩ {|xs| < 1, |ys| < 1} .
Visiblement Ds un disque conforme ouvert. Quitte a` composer les coor-
donne´es construites par des homothe´ties approprie´es, nous supposons que
deux disques ferme´s Ds et Ds′ contenus dans une meˆme composante D ne
s’intersectent jamais.
Conside´rons maintenant une composante D de D et de´signons par sj,
j = 1, . . . , υ(D) les points singuliers de F situe´s sur D. Supposons pour
simplifier l’e´criture qu’en chaque point ysj = 0 est l’e´quation locale de D en
sj. Nous noterons
(9) D∗ := D \
υ(D)⋃
j=1
Dsj .
On sait qu’il existe une fibration holomorphe en disques πD localement tri-
viale, de´finie sur un voisinage ouvert ΩD de D et a` valeur dans D, qui
est l’identite´ en restriction a` D. Pour chaque j = 1, . . . , υ(D) on construit
sans difficulte´ une submersion surjective πD,sj de classe C
∞ de´finie sur
K(sj) et a` valeurs sur D ∩
{
|xsj | < 2
}
, qui est e´gale a` πD en restriction
a` ΩD ∩ K(sj) ∩ {|xsj | >
3
2} et e´gale a` la projection xsj en restriction a`
K(sj) ∩ {|xsj | < 1}. Par des recollements approprie´s on obtient une fibra-
tion en disques
(10) πD : Ω(D) −→ D
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de classe C∞ de´finie sur un voisinage ouvert Ω(D) de D, e´gale a` l’identite´
en restriction a` D et telle que pour chaque j = 1, . . . υ(D) on a :
(1) π−1D (Dsj ) = K(sj) ; et en restriction a` cet ouvert πD est e´gal a` la
projection xsj ,
(2) π−1D (D˜
∗) = π−1D (D˜
∗) avec D˜∗ := D \
⋃υ(D)
j=1 {|xsj | ≤ 2} ; et en restric-
tion a` cet ouvert πD est e´gal a` πD.
Maintenant appelons bloc e´le´mentaire de D les adhe´rences des com-
posantes connexes du comple´mentaire dans D de l’union
⋃
(D, s)∈A ∂Ds ou`
A :=
{
(D, s) ∈ Comp(D)× Sing(F) | s ∈ D
}
et Comp(D) de´signant l’ensemble des composantes irre´ductibles de D. No-
tons
(11) F := f ◦ E
le compose´ de l’e´quation f de la se´paratrice totale par l’application de
re´duction. Pour η > 0 assez petit l’hypersurface re´elle
H :=
⋃
(D,s)∈A
π−1D (∂Ds)
est transverse aux fibres F−1(z), |z| ≤ η. Conside´rons la famille (T jη)j∈J
des composantes connexes de Tη \ H ou`, comme dans l’introduction, Tη :=
E−1(Tη). Chaque bloc e´le´mentaire de D est contenu dans l’adhe´rence d’une
et une seule composante T jη.
De´finition 3.1.1. Soit A ⊂ D nous appelons ici bloc de Milnor de hau-
teur η > 0 associe´ a` A l’union des adhe´rences dans Tη des composantes
T jη de Tη \ H qui intersectent A :
Tη(A) :=
⋃
j∈JA
T jη , JA := {i ∈ J | T
j
η ∩A 6= ∅} .
Nous notons aussi T ∗η (A) := Tη(A) \ D.
Le re´sultat suivant bien connu de spe´cialistes se montre facilement a` l’aide
de la remarque (2.1.2).
Remarque 3.1.2. Il existe η1 > 0 tel que pour tout A ⊂ D et 0 < η
′ ≤
η ≤ η1, les inclusions T
∗
η′(A) ⊂ T
∗
η (A) et ∂T
∗
η′(A) ⊂ ∂T
∗
η (A) induisent des
isomorphismes au niveau du groupe fondamental.
3.2. Blocs feuillete´s adaptables a` taille et rugosite´ controˆle´es. Soit
A l’ensemble dont les e´le´ments sont :
(i) les points singuliers de D,
(ii) les composantes simples de E , les composantes centrales des blocs
agre´ge´s de E , les transforme´es strictes des se´paratrices.
Pour chaque α ∈ A conside´rons le sous-ensemble Kα de D suivant
– dans le cas (i) avec α = s ∈ Sing(D), on pose Kα := Ds ∪D′s , ou` D et
D′ sont les deux composantes de D qui s’intersectent en s,
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– dans le cas (ii) : Kα = D
♯
∪
⋃
j∈JD
Mj ou` D = α est la composante de
D conside´re´, {Mj}j∈JD est la collection (peut-eˆtre vide) des branches
mortes adjacentes a` D, {sj} = Mj ∩D et D
♯ = D
∗
∪
⋃
j∈JD
Dsj .
L’intersection de deux sous-ensembles distincts Kα et Kα′ est ou bien vide,
ou bien diffe´omorphe a` un cercle et celui-ci est une composante connexe
commune de ∂Kα′ et de ∂Kα.
Pour chaque composante connexe C du bord d’un Kα, α ∈ A, donnons-
nous un champ de vecteur re´el re´gulier ZC qui de´finit le feuilletage F|π−1
D
(C),
D de´signant la composante de D qui contient C. En chaque point P ∈ C est
de´finit un germe de fonction “temps de premier retour” τP : π
−1
D (P )→ R>0
qui ve´rifie, pour tout m ∈ π−1D (P ) suffisamment proche de P :
ΦZCt (m) ∈ π
−1
D (C \ {P}) pour 0 < t < τ(m) et Φτ(m)(m) ∈ π
−1
D (P ) ,
ΦZCt de´signant le flot de ZC . Nous dirons qu’un ensemble V ⊂ π
−1
D (C) est de
type suspension au dessus de C, s’il existe un point P ∈ C et un disque
conforme ouvert Σ ⊂ π−1D (P ) contenant P , tel qu’en notant Σ := Σ \ {P}
on a :
V = VΣ :=
{
ΦZCt (m) / m ∈ Σ, 0 ≤ t ≤ τP (m)
}
.
Appelons ici rugosite´ de V et notons eF (V ), la F -rugosite´ du bord de Σ.
De meˆme nous appelons taille de U le re´el ‖U‖F := ‖Σ‖F .
La proposition suivante est vraisemblablement bien connue des spe´cialis-
tes.
Proposition 3.2.1. Si le transforme´ strict d’un germe de feuilletage ne
posse`de aucun point singulier de type selle-nœud, alors il existe au plus une
composante du diviseur exceptionnel adjacente a` au moins deux branches
mortes.
Lorsqu’elle existe, nous appellerons cette composante la composante
centrale du diviseur exceptionnel. Remarquons que toute autre compo-
sante, ou bien contient (au moins) deux points singuliers de F qui ne sont
pas des points d’attache de branches mortes, ou bien est contenue dans une
branche morte. Remarquons aussi qu’une composante centrale de E est le
centre d’un bloc agre´ge´. C’est donc un e´le´ment de A.
Preuve de la proposition. D’apre`s l’hypothe`se l’application E de re´duction
de F est identique a` l’application de re´duction de la se´paratrice totale [3].
Il suffit de´montrer la proprie´te´ suivante des germes de courbes X ⊂ (C2, 0).
Le diviseur exceptionnel DX de la re´duction de X posse`de au plus une
composante centrale et dans ce cas le diviseur cre´e´ par le premier e´clate-
ment est la composante d’extre´mite´ d’une branche morte.
Raisonnons par re´curence sur le nombre NX d’e´clatement ne´cessaires a` la
re´duction de X. L’assertion est triviale lorsque NX = 1. D’autre part l’ap-
plication de re´duction de X est le compose´ de l’application d’e´clatement
de l’origine E˜ : C˜2 → C2 avec l’application EX′ : M → C˜2 de re´duction
de X ′ := E˜−1(X). En chaque point singulier cj , j = 1, . . . , ̺X de X
′ nous
pouvons appliquer l’hypothe`se de re´curence. Le diviseur DX est l’union des
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diviseurs exceptionnels Dj = E
−1
X′ (cj) de la re´duction des germes de X
′
en cj et du transforme´ strict D0 de E˜
−1(0) par EX′ . Chaque Dj est adja-
cent a` D0. Il est e´vident que DX ne posse`de pas de composante centrale
si aucun des DX′, cj n’en posse`de, ou bien si ̺X ≥ 2. Conside´rons le cas :
̺X = 1 et Dj posse`de deux branches mortes. On voit facilement que, E˜−1(0)
e´tant lisse, D0 est ne´cessairement adjacent a` une composante D1 contenue
dans l’une des branches mortes M. On conside`re alors se´pare´ment les deux
e´ventualite´s :D1 est une composante d’extre´mite´ deM, ou non. Dans chaque
cas l’hypothe`se de re´curence est imme´diatement satisfaite. 
De´signons toujours par η1 la “hauteur d’uniformite´” des blocs de Milnor
donne´e par la remarque (3.1.2).
The´ore`me 3.2.2 (d’existence de blocs adaptables). Soit α ∈ A et
ε > 0. Il existe Bα ⊂ T
∗
η1(Kα) tel que :
(1) pour η > 0 assez petit, Bα contient T
∗
η (Kα) et les applications d’in-
clusion induisent des isomorphismes
π1(T
∗
η (Kα), ·)
∼
−→π1(Bα, ·) et π1(∂T
∗
η (Kα), p)
∼
−→π1(∂Bα, p) ,
pour tout p ∈ ∂Bαε0, η,
(2) Bα est un bloc F-adaptable,
(3) les composantes connexes V1, . . . , Vrα de ∂Bα sont des ensembles de
type suspension au dessus des composantes connexes de ∂Kα,
(4) eF (Vj) + ‖Vj‖F ≤ ε , j = 1, . . . , rα.
Si nous supposons de plus que α n’est pas la composante centrale de D, alors
il existe des constantes Cα, 0, Cα, ξα > 0 et une fonction dα : R+ → R+,
limr→0 dα(r) = 0, telles que pour tout sous-ensemble V de type suspension au
dessus d’une composante de ∂Kα ve´rifiant eF (V ) ≤ Cα, 0 et ‖V ‖F ≤ Cα, 0, il
existe Bα ⊂ T
∗
η1(Kα) qui satisfait les proprie´te´s (1), (2) et (3) pre´ce´dentes,
ainsi que :
(3’) V1
1
#
F
V ,
(4’) eF (Vj) ≤ { eF (V )+dα(‖V ‖F )} et ‖Vj‖F ≤ Cα‖V ‖
ξα
F , j = 1, . . . , rα.
Fixons maintenant un e´le´ment α0 de A, que nous choisirons e´gal a` la com-
posante centrale de D si celle-ci existe. Conside´rons la filtration croissante
du diviseur
Kα0 =: K0 ⊂ K1 ⊂ · · · · · · ⊂ Kκ = D , Kj+1 := Kj ∪
⋃
α∈Aj
Kα ,
ou` Aj est l’ensemble des α ∈ A tels que Kα ∩ Kj 6= ∅.
Le the´ore`me ci-dessous permet de construire par induction des ensembles
Bα ⊂ T
∗
η1 , α ∈ A de manie`re que l’union U
′ :=
⋃
α∈A Bα est un assemblage
bord a` bord feuillete´ bien construit, son adhe´rence est un voisinage de D
contenant Tη pour η assez petit et U ′ \ D = U
′. L’image U := E(U ′) satis-
fait les conclusion du the´ore`me principal. En effet les assertions (2) et (3)
sont une conse´quence imme´diate du the´ore`me (3.2.2) ci-dessus, du the´ore`me
de localisation (2.1.5) et de la remarque (2.1.4). Les assertion (1) et (2)
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du the´ore`me d’existence montre que les composantes connexes du bord de
chaque T ∗η (Kα), sont incompressibles dans T
∗
η (Kα). Ainsi T
∗
η est un assem-
blage bord a` bord bien construit des T ∗η (Kα). La proposition (2.1.3) donne
l’isomorphisme π1(T
∗
η )
∼
−→π1(U
′) induit par l’inclusion. On en de´duit l’iso-
morphisme π1(Tη \ S)
∼
−→π1(U \ S) et l’assertion (1) du the´ore`me principal
de “la proprie´te´ d’uniformite´” (3.1.2).
Remarque 3.2.3. En appliquant de fac¸on re´currente le the´ore`me de Seifert-
Van Kampen aux blocs {T ∗η (Kα)}α∈A et la pre´sentation (17) du groupe
fondamental de π1(T
∗
η (KD)) qu’on de´montrera a` la section 4, on obtient une
pre´sentation explicite de π1(U \S) ayant comme syste`me de ge´ne´rateurs un
ensemble de lacets {aD}, indexe´ par les composantes irre´ductibles D ⊂ D,
ve´rifiant 12iπ
∫
aD
dF
F = ordDF et ayant pour relations∏
D⊂D
a
(D,E)
D = 1, [aD, aE ]
(D,E) = 1, E ⊂ E , D ⊂ D.
Le reste de l’article est maintenant consacre´ a` la preuve de ce the´ore`me.
Plus pre´cise´ment le chapitre 4 est consacre´ au cas ou` α est une composante
D de D. Le bloc Bα sera appele´ bloc de type Seifert, car il est munit
par construction d’une (pseudo)-fibration de Seifert Bα → D
♯. L’existence
de cette fibration joue un role cle´ dans la preuve de la 1-F-connexite´ du
bord de Bα. Le cas ou` α est un point singulier de F est traite´ au chapitre
5. Lorsque la singularite´ est line´arisable, il suffira de reprendre les exemples
traite´ en (2.2). Il reste uniquement le cas ou` la singularite´ est une selle
re´sonante non-line´arisable. On construit alors un voisinage-collier et on in-
troduit une technique “de rabotage” qui permet de lever la difficulte´ e´voque´e
dans l’exemple 2 de (2.2).
4. Blocs feuillete´s adaptables de type Seifert
Dans ce chapitre nous de´montrons le the´ore`me d’existence de blocs adap-
tables (3.2.2) dans le cas ou` α ∈ A est une composante irre´ductible D du
diviseur D non-contenue dans une branche morte. Dans le paragraphe (4.1)
nous construisons le bloc BD et nous prouvons les proprie´te´s (1),(3),(3’),(4)
et (4’) du the´ore`me (3.2.2). Il restera seulement a` prouver la proprie´te´ (2)
de F-adaptabilite´ du bloc BD. Nous montrons comment la 1-F-connexite´
du bord de BD implique (2). Avant de prouver cette proprie´te´ nous in-
troduisons pre´alablement, dans le paragraphe (4.2), les constructions et les
descriptions auxiliaires ne´ce´ssaires. Finalement, dans (4.3) nous prouvons la
1-F-connexite´ du bord de BD, ce qui ache`ve la de´monstration.
4.1. Construction du bloc et re´duction de la preuve de (3.2.2). A`
partir d’un disque ouvert Σ contenu dans la fibre de πD au dessus d’un point
fixe´ P0 de D
∗, nous allons construire dans la premie`re e´tape un voisinage
ferme´ BΣ(D
∗) de D∗ dans π−1D (D
∗). A la fin de cette e´tape (4.1.3) nous
indiquerons comment un bon choix de Σ et l’existence de “bons” voisinages
BΣ(Mj) des branches mortes Mj adjacentes a` D permettent de de´finir, par
une construction bord a` bord ade´quate, un bloc BD qui satisfait le the´ore`me
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(3.2.2). A l’e´tape 2 nous construirons les voisinages BΣ(Mj), puis a` l’e´tape
3 nous re´duirons la preuve du the´ore`me (3.2.2) a` une forme faible de l’as-
sertion (2) de son e´nonce´. Enfin celle-ci est prouve´e a` l’e´tape 4.
Etape 1 : construction de BΣ(D
∗). Choisissons la nume´rotation des
points singuliers s0, . . . , sn de F sur D, avec n := υ(D) − 1, pour que
sk+1, . . . , sn (0 ≤ k ≤ n) soient les points d’attache des branches mortes
Mk+1, . . . ,Mn adjacentes a` D. Conside´rons les sous-ensembles de D sui-
vants :
(12) D♯ := D \
k⋃
j=0
Dsj , D
∗ := D♯ \
n⋃
j=k+1
Dsj .
Donnons-nous des chemins simples re´guliers analytiques re´els
σj : [0, 1]→ D
♯, j = 0, . . . , n
dont les images |σj | ve´rifient :
- |σj| ∩ |σk| = ∅, pour j 6= k ;
- |σj| ∩Dsk = ∅, pour k 6= 0, j ;
- |σj| ∩ Dsj = {σj(0)} ⊂ ∂Dsj si j = 1, . . . , k et |σj | ∩ Dsj est un chemin
radial de σj(0) = sj a` σj(1/2) ∈ Cj si j = k + 1, . . . , n ;
- |σj| ∩Ds0 = {σj(1)} ⊂ ∂Ds0 .
Fig. 2. Nume´rotation des points singuliers et description des
courbes auxiliaires.
Conside´rons aussi le sous-ensemble de D de´fini par
D◦ = D∗ \
n⋃
j=1
|σj | .
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Fixons un point de base un point base P0 ∈ D
◦ et notons encore πD :
Tη1(D
∗) → D∗ la restriction au bloc de Milnor Tη1(D
∗), cf. (3.1.1), de la
fibration (10) construite en (3.1). Soit Σ ⊂ π−1D (P0) un disque ouvert dont
le bord ∂Σ = Σ \
◦
Σ est lisse par morceaux. La restriction FD◦ := F|π−1
D
(D◦)
du feuilletage F a` π−1D (D
◦) est triviale, car D◦ est simplement connexe.
Plus pre´cise´ment, il existe une constante C > 0 telle que si |F (Q)| ≤ C,
la restriction de πD a` la feuille de FD◦ passant par Q ∈ π
−1
D (P0) est un
diffe´omorphisme sur D◦. Supposons que l’on a :
‖Σ‖F := max{|F (Q)|, Q ∈ Σ} < C.
Conside´rons la re´union BΣ(D
◦) = Sat(Σ, π−1D (D
◦)) des feuilles de FD◦ qui
intersectent Σ. Par rele`vement des chemins dans les feuilles suivant πD,
on construit un biholomorphisme ϕ◦ : D◦ × Σ → BΣ(D
◦) ⊂ π−1D (D
◦) qui
conjugue le feuilletage horizontal (i.e. dont les feuilles sont D◦ × {Q} avec
Q ∈ Σ) a` FD◦ et qui ve´rifie :
πD(ϕ
◦(P,Q)) = P et ϕ◦(P0, Q) = Q pour tout P ∈ D
◦ et Q ∈ Σ.
Comme le bord de D◦ est lisse par morceaux, il existe une uniformization
ψ◦ : D
∼
−→
◦
D de l’inte´rieur de D◦ dans D qui s’e´tend continuˆment au bord.
Ainsi le biholomorphisme φ◦ := ϕ◦ ◦ (ψ◦ × idΣ) : D × Σ → BΣ(
◦
D) s’e´tend
continuˆment a` φ : D× Σ→ T η(D
∗). Soit BΣ(D
∗) l’image de φ et
BΣ(D
∗) = (BΣ(D
∗) ∩ π−1D (D
∗)) \D.
Le type d’homotopie BΣ(D
∗) de´pend de la taille et de la rugosite´ de Σ.
En effet, pour P ∈ D◦, la fibre π−1D (P ) ∩ BΣ(D
∗) est l’image de Σ par
l’application d’holonomie hα : π
−1
D (P0)→ π
−1
D (P ) du feuilletage le long d’un
chemin α trace´ dans D◦ joignant P0 a` P . Par contre si P est un point d’une
courbe |σj |, alors π
−1
D (P )∩BΣ(D
∗) est e´gal a` l’union hα(Σ)∪hβ(Σ) ou` α et
β sont des chemins d’origine P0 contenu dans D
◦, sauf leur extre´mite´ qui est
commune, e´gale a` P et atteinte par des cote´s diffe´rents de la courbe |σj |. A
priori cette union pourrait ne pas eˆtre simplement connexe. Une conse´quence
directe de la proposition (2.3.3) est
Remarque 4.1.1. Suivant les notations de (5) et (7), il existe une constante
CD > 0 telle que pour tout P ∈ D∗, la fibre ΣP := π
−1
D (P )∩BΣ(D
∗) ve´rifie
les estimations suivantes :
(13) eF (ΣP ) ≤ {{ eF (∂Σ) + CD‖Σ‖F }} et ‖ΣP‖F ≤ CD‖Σ‖F .
On en de´duit que si max{eF (Σ), ‖Σ‖F } est assez petit alors toutes les fibres
ΣP ont une rugosite´ finie et sont donc e´toile´es. Plus pre´cise´ment,
Lemme 4.1.2. Il existe une constante C ′ > 0 telle que si max{eF (Σ), ‖Σ‖F } ≤
C ′, alors pour tout 0 < η < η1 assez petit BΣ(D
∗) se re´tracte sur T ∗η (D
∗).
En particulier, l’inclusion T ∗η (D
∗) ⊂ BΣ(D
∗) induit un isomorphisme au
niveau des groupes fondamentaux et ceux-ci qui admettent la pre´sentation
suivante :
(14) 〈a0, . . . , an, c | a0 · · · an = c
ν , [ar, c] = 1, r = 0, . . . , n〉 ≃ Z
∗n × Z ,
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ou` {aj}
n
j=0 sont les releve´s par une section de la fibration triviale πD :
BΣ(D
∗) → D∗ d’un syste`me de ge´ne´rateurs ge´ome´triques de π1(D
∗) ; c
est le ge´ne´rateur du groupe fondamental de la fibre ge´ne´rique qui s’iden-
tifie a` D∗ et −ν est e´gal a` l’auto-intersection (D,D). D’autre part, chaque
composante connexe du bord de T ∗η (D
∗) est contenue dans une composante
connexe du bord de BΣ(D
∗). Cette inclusion induit un isomorphisme au
niveau des groupes fondamentaux, ceux-ci admettant pour pre´sentation :
〈aj , c| [aj , c] = 1〉, j = 0, . . . , n.
De´monstration. Supposons C ′ > 0 assez petit pour que les fibres ΣP soient
toutes e´toile´es. Pour de´finir la re´traction, il suffit d’inte´grer un rele`vement
du champ radial ∂/∂z par F : Tη1 → Dη1 , qui est tangent aux fibres de πD.
Remarquons que par de´finition les lacets {σj ∨ ∂Dsj ∨ σ
−1
j }
n
j=0 forment un
syste`me de ge´ne´rateurs ge´ome´triques de π1(D
∗), ou` σj = σj si j = 0, . . . , k
et σj = σj|[1/2,1] si j = k+1, . . . , n. Le seul point de la pre´sentation (14) qui
n’est pas e´vident est le fait que l’exposant ν de c dans la relation a0 · · · an =
cν soit soit e´gal a` −(D,D). Ceci est facile a voir dans le cas ν = 1 ; c’ est
une conse´quence directe de la description de OP1(−ν) comme le quotient
OP1(−1)/Zν dans le cas ge´ne´ral, voir aussi [13]. 
Notons que chaque composante connexe
∂jBΣ(D
∗) := BΣ(D
∗) ∩ π−1D (∂Dsj )
du bord ∂BΣ(D
∗) =
⊔k
j=0 ∂jBΣ(D
∗) est de type suspension si j = 1, . . . , k
et de type multi-suspension si j = 0, cf. (5.1.1). En effectuant le proce´de´
du “rabotage” de´crit dans (5.2.5) on construit un sous-ensemble de type
suspension ∂0BD qui est 1-F-connexe dans ∂0BΣ(D
∗).
Remarque 4.1.3. A l’e´tape suivante nous construisons un voisinage BΣ(Mj)⊔
(Mj ∪Dsj ) ⊂ Tη1(Mj) de chaque branche morte Mj , j = k + 1, . . . , n, ad-
jacente a` D tel que :
(i) BΣ(Mj) est F-sature´ dans T
∗
η1(Mj),
(ii) le bord ∂BΣ(Mj) est contenu dans π
−1
D (∂Dsj )∩BΣ(D
∗) et est invariant
par l’holonomie hj de ∂Dsj ⊂ D,
(iii) BΣ(Mj) est maximal pour la inclusion parmi les sous-ensembles de
T ∗η1(Mj) qui ve´rifient les proprie´te´s (i) et (ii).
Cela nous permet de de´finir :
BΣ(D) := BΣ(D
∗) ∪
n⋃
j=k+1
BΣ(Mj)
et
(15) BD := (BΣ(D) \ ∂0BΣ(D)) ∪ ∂0BD,
en choisissant le disque Σ de la manie`re suivante :
– si D n’est pas la composante centrale de D, alors k ≥ 1 et on nume´rote
les singularite´s pour avoir πD(V ) ⊂ ∂Ds1 ; on prend pour σ1(0) ∈ ∂Ds1
le “point de rupture” de la suspension V ; on choisit P0 sur ∂Ds1 \
{σ1(0)} et on conside`re Σ := π
−1
D (P0) ∩ V ;
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– si D est la composante centrale de D, on prend pour P0 un point quel-
conque de D◦ et Σ assez petit de rugosite´ nulle.
Il est clair que ∂BD =
k⋃
i=0
Vi est de type suspension et V1 = V dans le cas
ou` D n’est pas la composante centrale de D. Cela prouve les proprie´te´s (3),
(3’) du the´ore`me (3.2.2). Quant aux proprie´te´s (4) et (4’), elles re´sultent
imme´diatement de la remarque (4.1.1).
Etape 2 : construction et description de BΣ(Mj). Il est bien connu que
l’holonomie hj de F le long du lacet ∂Dsj ⊂ D est pe´riodique. Notons pj la
pe´riode positive minimale de hj . Il est aussi bien connu que F posse`de au
voisinage de chaque branche morte Mj , une inte´grale premie`re holomorphe
fj, avec fj |Mj ≡ 0. D’apre`s la proposition (2.3.3) et les proprie´te´s (6) il
existe une constante C ′′ > 0 telle que si max{eF (Σ), ‖Σ‖} ≤ C
′′ alors, pour
chaque j = k + 1, . . . , n, l’ensemble
Σj := Σσj(0) ∩ hj(Σσj(0)) ∩ · · · ∩ h
pj−1
j (Σσj(0))
est un disque conforme, invariant par l’holonomie hj , dont le bord est de
F -rugosite´ finie. Conside´rons CD, 0 := min{C,C
′, C ′′} > 0 et de´finissons
BΣ(Mj) := f
−1
j (∆
∗
j) \ π
−1
D (D \Dsj),
ou` ∆j est l’image du disque ouvert Σj par une inte´grale premie`re holomorphe
et primitive fj de F de´finie au voisinage de Mj ∪Dsj = f
−1
j (0) \ (D \Dsj).
Remarquons que T ∗η (Mj) est de la forme BΣ(Mj) pour le feuilletage donne´
par dF et pour un disque Σ tel que F (Σ) = Dη.
Proposition 4.1.4. Si max{eF (Σ), ‖Σ‖} ≤ C
′′, alors BΣ(Mj) ve´rifie les
proprie´te´s suivantes :
(a) ∂BΣ(Mj) = BΣ(Mj)∩π
−1
D (D
∗
) = BΣ(Mj)∩π
−1
D (∂Dsj ) est une 3-varie´te´
a` bord qui est un voisinage de ∂Dsj dans π
−1
D (∂Dsj ) ;
(b) il existe une carte holomorphe τj = (xj , yj) : Tη1(sj) → D× D
∗
telle
que Dsj = τ
−1
j ({yj = 0}), xj ◦ πD = xj et la restriction a` Tη1(sj) de
la inte´grale premie`re holomorphe fj s’e´crit sous la forme fj(xj, yj) =
x
qj
j y
pj
j , ou` −qj/pj ∈ Q<0 est la fraction re´duite de l’indice de Camacho-
Sad du feuilletage F˜ par rapport a` D au point singulier sj ;
(c) il existe un C1-diffe´omorphisme Φj : B
∗
Σ(Mj) → D × D
∗
, B
∗
Σ(Mj) :=
BΣ(Mj) \ D, qui conjugue la restriction de F au feuilletage horizontal
et qui envoie ∂BΣ(Mj) sur ∂D×D
∗
. En particulier, la restriction de F
a` ∂BΣ(Mj) est un feuilletage en cercles dont chaque feuille est le bord
d’une feuille de F|BΣ(Mj) ;
(d) les ge´ne´rateurs aj et c du groupe fondamental de la composante connexe
de ∂BΣ(D
∗) qui se re´tracte sur ∂BΣ(Mj) s’identifient respectivement
aux classes d’homotopie des lacets (positivement oriente´s) τ−1j ({|xj | =
εj , yj = εj}) et τ
−1
j ({xj = εj , |yj| = εj}), avec εj > 0 assez petit. De
plus, le groupe fondamental de BΣ(Mj) admet la pre´sentation suivante :
(16) π1(BΣ(Mj)) ∼=
〈
aj , c
∣∣∣ [aj , c] = 1, apjj = cqj 〉 = Z〈amjj c−nj〉,
ou` mj , nj ∈ N, nj < pj, ve´rifient la relation mjpj − njqj = 1.
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(e) la restriction de πD a` ∂B
∗
Σ(Mj) se prolonge en une D
∗
-fibration de Sei-
fert σMj : BΣ(Mj) → Dsj de classe C
1 et transverse a` F , avec exacte-
ment une fibre exceptionnelle σ−1
Mj
(sj), qui est de type (pj, nj).
Remarque 4.1.5. La notion de D
∗
-fibration Seifert que nous conside´rons
ici est l’analogue a` la de´finition classique de fibration Seifert en cercles. Plus
pre´cise´ment, une application diffe´rentiable σ : V → S de une 4-varie´te´ a` bord
V sur une surface S est appele´e D
∗
-fibration de Seifert si tout point P de
S admet un voisinage U tel que la restriction de σ a` σ−1(U) est e´quivalente
au mode`le local σa,b : D × D
∗
→ D de´fini par σa,b(x, y) = x
a(y/|y|)−b, pour
certains entiers 0 ≤ b < a premiers entre eux. Remarquons que la restriction
de σ a` D×∂D (i.e. a` |y| = 1) est une S1-fibrations de Seifert au sens classique,
cf. [14]. On dit que la fibre correspondant a` {x = 0} est exceptionnelle
de type (a, b). Toutes les autres fibres de σ−1(U) admettent des voisinages
tubulaires modele´s par σ1,0, c’est a` dire sur lesquels σ est une D
∗
-fibration
localement triviale. Comme dans le cas classique, pour toute D
∗
-fibration
Seifert σ : V → S il existe un reveˆtement ramifie´ ρ : Ŝ → S tel que le pull-
back σ̂ := ρ∗σ de V̂ := ρ∗V en Ŝ est une D
∗
-fibration localement triviale.
En effet, il suffit de conside´rer le mode`le local σa,b et le reveˆtement ramifie´
ρa : D→ D donne´ par ρa(x) = x
a.
Preuve de la proposition (4.1.4). Les assertions (a) et (b) sont e´videntes a`
partir de la de´finition de BΣ(Mj). Pour montrer (c), remarquons d’abord
que si D′ ⊂ Mj est la composante extre´male de valence 1, alors il existe
un C1-diffe´omorphisme BΣ(Mj) ∩ Tη1(D
′)
∼
−→D × D∗ qui conjugue F au
feuilletage horizontal. Si D′ ⊂ Mj est une composante de valence 2 ayant
pour singularite´s du feuilletage s′, s′′ ∈ D′ alors D′∗:=D′ \ (D′s′ ∪D
′
s′′) est
une couronne et posse`de un champ de vecteurs re´el dont chaque orbite relie
un des cercles de son bord ∂D′s′ a` l’autre ∂D
′
s′′ . En inte´grant le releve´ de ce
champ aux feuilles de F via πD′ on obtient des C
1-diffe´omorphismes
BΣ(Mj) ∩ Tη1(D
′)
∼
−→
(
BΣ(Mj) ∩ ρ
−1
D′ (∂D
′
s′)
)
× [0, 1]
∼
−→
(
BΣ(Mj) ∩ ρ
−1
D′ (∂D
′
s′′)
)
× [0, 1].
D’autre part, pour toute singularite´ s du feuilletage situe´e sur Mj , ne´cessai-
rement point d’intersection de deux composantesD′ etD′′ de E , la restriction
de F est de´crite par l’exemple 1.C) de la section 2.2. On obtient donc des
diffe´omorphismes
BΣ(Mj) ∩ Tη1(s)
∼
−→
(
BΣ(Mj) ∩ ρ
−1
D′ (∂D
′
s)
)
× [0, 1]
∼
−→
(
BΣ(Mj) ∩ ρ
−1
D′′(∂D
′′
s )
)
× [0, 1].
Il est clair que les feuilles de F|BΣ(Mj) sont obtenues en collant bord a` bord
un disque avec une succession des couronnes. En fait les diffe´omorphismes
pre´ce´dents se recollent pour donner un C1-diffe´omorphisme global
Φj : B
∗
Σ(Mj)
∼
−→D×D
∗
satisfaisant les proprie´te´s requises. Nous laissons les de´tails de cette construc-
tion au lecteur.
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La description des ge´ne´rateurs aj et c dans l’assertion (d) est e´vidente
d’apre`s le lemme (4.1.2). D’autre part, il est clair que la restriction de fj a`
BΣ(Mj) est une fibration localement triviale en disques (car elle est homo-
tope a` pr2 ◦Φj). On de´duit de la suite exacte d’homotopie que γ 7→
1
2iπ
∫
γ
dfj
fj
induit un isomorphisme entre π1(BΣ(Mj)) et Z. D’apre`s la description locale
des ge´ne´rateurs aj et c, on a :
1
2iπ
∫
aj
dfj
fj
= qj et
1
2iπ
∫
c
dfj
fj
= pj . D’ou` a
pj
j = c
qj
dans π1(BΣ(Mj)) ∼= Z et ce groupe admet a
mj
j c
−nj comme ge´ne´rateur de`s
que mjpj − njqj = 1.
Pour prouver l’assertion (e) conside´rons l’application φj : S
1×D
∗
→ S1×
D
∗
donne´e par φj(e
iθ1 , reiθ2) =
(
ei(mjθ1+njθ2), rqjei(qjθ1+pjθ2)
)
, ou` S1 = ∂D.
C’est un diffe´omorphisme dont l’inverse est :
φ−1j (e
iθ1 , reiθ2) =
(
ei(pjθ1−njθ2), r
1
qj ei(−qjθ1+mjθ2)
)
.
La restriction de Φj a` ∂BΣ(Mj) co¨ıncide avec φj ◦ τj : ∂BΣ(Mj)→ S
1×D
∗
.
L’application ςj := xj ◦ πD ◦ Φ
−1
j : S
1 × D
∗
→ S1, qui s’e´crit aussi sous la
forme ςj(e
iθ1 , reiθ2) = ei(pjθ1−njθ2), admet un prolongement ςj : D× D
∗
× D
obtenu en posant ςj(x, re
iθ2) := xpe−inθ2 = σp,n(x, y), y = re
iθ2 ∈ D
∗
(1).
Celui-ci satisfait visiblement les proprie´te´s suivantes :
(a) la restriction de ςj a` chaque feuille D×{re
iθ2} du feuilletage horizon-
tal H est un reveˆtement ramifie´ avec l’origine comme unique point
de ramification (non-triviale, sauf si pj = 1),
(b) chaque fibre de ςj , y compris la fibre exceptionnelle ς
−1
j (0), est une
courbe lisse C∞ transverse a` chaque feuille de H.
Posons σMj := ςj ◦ Φj. Pour achever la preuve il suffit de voir que pj 6= 1.
Visiblement pj est la pe´riode de l’application d’holonomie hj du feuilletage
F˜ le long du lacet ∂Dsj . Or on sait que l’holonomie au point de branchement
d’une branche morte n’est jamais l’identite´, cf. [11] lemme (6.2.5). 
Etape 3 : re´duction de la preuve du the´ore`me (3.2.2). Les asser-
tions (3), (3’), (4), (4’) ont e´te´ prouve´es en (4.1.3). Montrons l’assertion (1).
D’apre`s la pre´sentation (16), si max{eF (Σ), ‖Σ‖} ≤ C
′′ et si 0 < η < η1 est
assez petit, alors les inclusions T ∗η (Mj) ⊂ BΣ(Mj) et ∂T
∗
η (Mj) ⊂ ∂BΣ(Mj)
induisent des isomorphismes a` niveau des groupes fondamentaux. Remar-
quons aussi que l’on a : ∂T ∗η (Mj) = T
∗
η (Mj) ∩ T
∗
η (D
∗) et ∂BΣ(Mj) =
BΣ(Mj) ∩ BΣ(D
∗). Ainsi l’assertion (1) de (3.2.2) de´coule de la remarque
(2.1.2) et du lemme (4.1.2).
Pour achever la preuve du the´ore`me (3.2.2) il ne reste plus qu’a` prouver
l’assertion (2) de F-adaptabilite´ du bloc BD, i.e.
(i) le bord ∂BD est incompressible,
(ii) F est transverse a` ∂BD,
(iii) chaque feuille de F|BD est incompressible dans BD,
(iv) ∂BD
1
#
F
BD.
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En appliquant le the´ore`me de Seifert-Van Kampen et en utilisant les pre´sentations
(14) et (16) on obtient la pre´sentation explicite suivante du groupe fonda-
mental π1(BD) :
(17)
〈
a0, . . . , an, c
∣∣∣ a0 · · · an = cν , [ar, c] = 1, apjj = cqj ,
r = 0, . . . , n, j = k + 1 , . . . , n
〉
.
Visiblement le groupe fondamental π1(Vj) ∼= 〈aj , c | [aj , c] = 1〉 de chaque
composante connexe Vj du bord de BD, j = 0, . . . , k, s’injecte dans π1(BD) ;
D’ou` (i). La proprie´te´ (ii) est e´vidente par construction. Nous allons voir
maintenant que l’assertion (iii) est une conse´quence de (iv).
Soit L une feuille de F|BD . Comme par construction de BD, L intersecte
∂BD, on peut conside´rer un point p ∈ L ∩ ∂BD. Soit s la singularite´ de D
associe´e a` la composante ∂pBD de ∂BD qui contient le point p. On distingue
deux cas :
– si λs ∈ Q<0 et s est line´arisable, alors la description finale de l’exemple
1.C. implique que L ∩ ∂pBD est incompressible dans ∂pBD ;
– sinon, ou bien λs /∈ Q<0 auquel cas s est line´arisable d’apre`s les hy-
pothe`ses du the´ore`me principal, ou bien s est une singularite´ re´sonante.
Dans les deux cas, L∩ ∂pBD ∼= R est simplement connexe, donc incom-
pressible dans ∂pBD.
En combinant l’incompressibilite´ de L ∩ ∂pBD dans ∂pBD avec l’assertion
(iv) et la transitivite´ de la relation
1
#
F
on obtient les relations
{p}
1
#
F
∂pBD
1
#
F
BD,
c’est a` dire l’incompressibilite´ de L dans BD.
Effectuons une dernie`re re´duction du proble`me en utilisant la relation
∂0BD
1
#
F
∂0BΣ(D) : par transitivite´, la proprie´te´ (iv) est implique´e par la
proposition suivante :
Proposition 4.1.6. Le bord de BΣ(D) est 1-F-connexe dans BΣ(D), i.e.
∂BΣ(D)
1
#
F
BΣ(D) .
Finalement, pour achever la preuve du the´ore`me (3.2.2) il suffit de prouver
(4.1.6). Le reste de ce chapitre est consacre´ a` cette de´monstration, mais il
nous faut pre´alablement introduire quelques constructions auxiliaires.
4.2. Constructions et descriptions auxiliaires. Conside´rons l’applica-
tion l’application
σ : B♯ := BΣ(D) −→ D
♯
qui est e´gale a` σMj en restriction a` chaque voisinage BΣ(Mj), j = k+1, . . . , n
et a` πD ailleurs. Elle satisfait toutes les conditions des fibrations de Seifert,
sauf peut-eˆtre la locale trivialite´ aux points de recollement, c’est a` dire aux
points de Ξ := (∂D∗ ∪
⋃k
j=1 |σj |). En fait, comme chaque fibre de σD est
e´toile´e, σ est une pseudo-fibration (de Seifert) singulie`re dans Ξ dans le sens
suivant :
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De´finition 4.2.1. Nous dirons qu’une submersion surjective entre deux
varie´te´s diffe´rentiables π : E → B est une pseudo-fibration (de Seif-
fert) singulie`re dans S ⊂ B, s’il existe E′ ⊂ E tel que la restriction
π|E′ : E
′ → B est une fibration de Seiffert dont aucune fibre singulie`re
n’est contenues dans S, s’il existe une re´traction par de´formation de E sur
E′ donne´e par une homotopie qui commute avec π et si de plus E′ et E
co¨ıncident au dessus du comple´mentaire d’un voisinage ouvert de S dans B,
que l’on peut choisir arbitrairement petit.
A. Reveˆtement ramifie´ adapte´ a` la pseudo-fibration. Nous allons
de´finir un reveˆtement ramifie´ qui trivialisera σ au voisinage de la fibre sin-
gulie`re. Il est bien connu que la base D♯ de σ admet une structure d’or-
bifold ayant comme points de ramification sk+1, . . . , sn d’ordres respectifs
pk+1, . . . , pn. D’ou` l’isomorphisme
πorb1 (D
♯) = 〈a0, . . . , an|
n∏
i=0
ai = 1, a
pj
j = 1, j = k + 1, . . . , n〉
∼= π1(D
∗)/K,
ou` K est le sous-groupe normal de π1(D
∗) = 〈a0, . . . , an|
n∏
i=0
ai = 1〉 engendre´
par les e´le´ments a
pj
j , j = k+1, . . . , n. Soit ρ
∗ : D̂∗ → D∗ le reveˆtement associe´
a` K. Il existe une extension ρ : D̂ → D♯ de ρ∗ qui est un reveˆtement ramifie´
d’ordre pj au dessus de sj, pour j = k + 1, . . . , n. Remarquons que D̂ est
simplement connexe car ρ∗ de´roule tous les lacets de D∗ sauf les lacets a
pj
j
et par construction ces derniers bordent des disques dans D̂. Conside´rons le
pull-back B̂ := D̂×(ρ,σ) B
♯ de la pseudo-fibration de Seifert par ρ : D̂ → D♯,
de´fini par le diagramme carte´sien :
B̂
ρ̂
−−−−→ B♯
σ̂
y σy
D̂
ρ
−−−−→ D♯
Visiblement σ̂ : B̂ → D̂ n’a pas de fibres singulie`re. On verra dans le pa-
ragraphe suivant que D̂ est contractile et que par conse´quence σ̂ est une
pseudo-fibration triviale, dans un sens clair.
B. Graphe adapte´ au reveˆtement ramifie´ pre´ce´dent. Afin d’unifier
les notations nous e´crirons
F ♯ = F˜|B♯ et F̂ = ρ̂
∗F ♯ .
Soient P0 ∈ D
◦ et Pj ∈ |σj | ∩ D
∗, j = 1, . . . , k. On notera aussi Pj = sj
si j = k + 1, . . . , n. Conside´rons des chemins re´guliers simples (analytiques)
τj : [0, 1] → D
♯, j = −k, . . . ,−1, 1, . . . , n tels que, si on de´signe par ]τj[
l’image de τj prive´e de ses extre´mite´s, les proprie´te´s suivantes sont satifaites :
- τj(0) = P0 et τj(1) = Pj ;
- ]τj[⊂ D
◦ ;
- ]τj[∩]τℓ[= ∅ si j 6= ℓ ;
- indsj(τℓ · τ
−1
−ℓ ) = δjℓ si 1 ≤ j, ℓ ≤ k.
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Fig. 3. Le reveˆtement ramifie´ ρ : D̂ → D♯, pour k = 0,
n = 2, p1 = 2, p2 = 3. Les graphes G et Ĝ sont en pointille´.
Conside´rons la structure de graphe combinatoire G de´finie sur l’ensemble
|G| =
n⋃
j=−k
|τj|
en de´cre´tant que ses sommets sont les points P0, P1, . . . , Pn et ses areˆtes les
courbes |τj |. Nous laissons au lecteur le soin de prouver le lemme suivant, a`
l’aide d’ un champ de vecteur approprie´ par exemple.
Lemme 4.2.2. Il existe une re´traction par de´formation q : D♯ → |G| telle
que q(|σj |) = {Pj}, j = 1, . . . , n et telle que la restriction de q a` chaque
composante connexe de
∂D♯ \ {σ1(0), . . . , σk(0), σ1(1), . . . , σn(1)}
est injective.
Relevons cette re´traction par ρ, c’est a` dire conside´rons l’unique re´traction
par de´formation q̂ : D̂ → |Ĝ| := ρ−1(|G|) qui ve´rifie la relation de commuta-
tion ρ ◦ q̂ = q̂ ◦ ρ. Il existe un unique graphe combinatoire Ĝ dont |Ĝ| est la
repre´sentation ge´ome´trique et telle que ρ est la repre´sentation ge´ome´trique
d’un reveˆtement de graphes Ĝ → G. Comme D̂ est simplement connexe, Ĝ
est un arbre et D̂ est contractile.
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C. Description des feuilles de F̂ . Appelons plaque de D̂ l’adhe´rence
dans D̂ de toute composante connexe de l’image re´ciproque
ρ−1
D♯ \ n⋃
j=1
|σj |
 ⊂ D̂.
Appelons partie se´cable d’une plaqueM de D̂ toute composante connexe
de l’ouvert
ρ−1
 n⋃
j=k+1
Dsj
 ∩M.
Appelons sous-plaque de la plaque M, toute diffe´rence N :=M\S, ou
S est une union non-vide de parties se´cables deM. La plaque M⊃ N sera
dite plaque associe´e a` la sous-plaque N et sera note´e N c. Remarquons
que l’on a :
(18) q̂(N ) = q̂(N c) , q̂−1(q̂(N )) = N c et N c ∩ ∂D̂ = N ∩ ∂D̂ .
Appelons maintenant plaque d’une feuille L̂ de F̂ , toute composante
connexe M′ de l’image re´ciproque par σ̂ d’une plaque M⊂ D̂.
Lemme 4.2.3. La restriction de σ̂ a` une plaque de L̂ est injective et son
image est une plaque ou bien une sous-plaque de D̂.
De´monstration. L’holonomie autour du point d’attache d’une branche morte
n’est jamais l’identite´, i.e. pj > 1 pour tout j = k + 1, . . . , n, cf. [11]. 
Si l’image par σ̂ d’une plaqueM′ de L̂ est une sous-plaque, nous dirons que
M′ est une petite plaque.
Conside´rons une composante connexe Γ de L̂ ∩ (ρ ◦ σ̂)−1(∂Dsj ), j = k +
1, . . . , n. Une et une seule des deux e´ventualite´s suivante est re´alise´e :
(1) Γ est un cercle ; alors Γ ⊂
◦
L̂ borde un disque dans L̂ et la restriction
de σ̂ a` Γ est injective,
(2) Γ est un segment ; alors Γ est contenu dans ∂L̂, il existe des petites
plaques N1, . . .Nr, r < pj, deux a` deux distinctes telles que : Γ =
Γ1 ∪ · · · ∪ Γr, Γj ⊂ ∂Nj, ♯(Γj ∩ Γj+1 = 1), Γk ∩ Γl = ∅ si |k − l| 6= 1,
et la restriction de σ̂ a`
⋃r
j=1Nj est injective.
Dans l’evenualite´ (2), nous appellerons pie`ce associe´e a` Γ l’ensemble
P(Γ) :=
r⋃
j=1
(σ̂(Nj)c \ σ̂(Nj))
Remarquons que P(Γ) est un secteur du disque ρ−1(Dsj ) pour un j ∈ {k +
1, . . . , n} approprie´. Il est ainsi clair que σ̂(Γ) (qui est home´omorphe a` Γ),
est un re´tracte par de´formation de P (Γ).
Notons (Γα)α∈A la collection des composantes Γ du type (2). Nous appe-
lons comple´te´ de la feuille L̂ et le quotient
L̂c :=
(
L̂ ∪
⊔
α∈A
P(Γα)
)/
≈
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ou`
⊔
est le symbole de l’union disjointe et ≈ est la relation d’e´quivalence
suivante :
(a) Si a ∈ L̂ et b ∈ P(Γα), alors a ≈ b ssi a ∈ Γα et b = ρ̂(a)
(b) a ∈ P(Γα) est e´quivalent a` b ∈ P(Γβ) ssi α = β et a = b.
Remarque 4.2.4. L̂ se plonge proprement sur un ferme´ de L̂c qui est un
re´tract par de´formation de L̂c. Conside´rons donc de´sormais L̂ comme un
sous-ensemble de L̂c. La restriction σ̂
L̂
de l’application σ̂ a` L̂ se prolonge
a` L̂c en une application, note´e σ̂c
L̂
, dont l’image est l’union des plaques de
D̂ qui intersectent ρ̂(L̂). Ce prolongement est un diffe´omorphisme local :
plus pre´cise´ment, sa restriction a` chaque composante connexe de l’image
re´ciproque (σ̂c
L̂
)−1(M) d’une plaque M de D̂ est un diffe´omorphisme sur
M. En effet, avec les notations de l’e´ventualite´ (2), on voit que la restriction
de σ̂c
L̂
a` P(Γ) ∪
⋃r
j=1Nj est un diffe´omorphisme sur l’union des plaques⋃r
j=1 σ̂(Nj)
c.
Nous appellerons plaque de L̂c toute composante connexe de (σ̂c
L̂
)−1(M),
ou` M est une plaque de D̂.
Fig. 4. La feuille L̂ et la feuille comple´te´e L̂c vues comme
re´union de plaques. Image symbolique de B̂♯.
Lemme 4.2.5. σ̂c
L̂
: L̂c → D̂ est injective et L̂c ainsi que L̂ sont contractiles.
Sous-Lemme 4.2.6. Soit h : G → A un morphisme localement injectif
d’un graphe connexe G dans un arbre A, i.e. la restriction de h a` l’ e´toile
star(s) de chaque sommet s de G est injective. Alors G est un arbre et h est
injective.
Preuve. En conside´rant une exhaustion de A par des parties connexes finies,
on peut supposer que A est un arbre fini. On raisonne alors par re´currence
sur le nombre de sommets de A. Si A n’a qu’un seul sommet alors G aussi.
Ainsi G est un arbre et h est injectif. Sinon, il existe un sommet d’extre´mite´
s′ de A. Comme h est localement injectif, tout s ∈ h−1(s′) est un sommet
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d’extre´mite´ de G. Si on enle`ve les sommets d’extre´mite´s et leurs areˆtes ad-
jacentes aux graphes A et G, on obtient un nouveau morphisme localement
injectif h′ : G′ → A′, ou` A′ est un arbre avec un sommet de moins que A et
G′ est toujours connexe. 
Preuve du lemme (4.2.5). Soit |G
L̂
|la pre´-image par σ̂ c
L̂
de |Ĝ|. Comme σ̂c
L̂
est un diffe´omorphisme local, cf. (4.2.3), il existe un graphe combinatoire
G
L̂
dont |G
L̂
| est la repre´sentation ge´ome´trique et un morphisme localement
injectif h : G
L̂
→ G dont la repre´sentation ge´ome´trique |h| est e´gale a` la
restriction de σ̂c
L̂
a` |G
L̂
|. Or |G
L̂
| est l’image par la re´traction q̂ de la feuille
comple´te´e L̂c qui elle, est connexe. On en de´duit que G
L̂
est un graphe
connexe. D’autre part, on a de´ja` remarque´ que Ĝ est un arbre. Le sous-
lemme (4.2.6) implique que h est injectif et que G
L̂
est un arbre. Ainsi
L̂c, qui se re´tracte sur |Ĝ|, est contractile et |h| est injectif. En utilisant de
nouveau (4.2.3), l’injectivite´ locale de σ̂c
L̂
donne l’injectivite´ de σ̂c
L̂
. D’autre
part la contractibilite´ de L̂ re´sulte directement de celle de L̂c, ce qui ache`ve
la de´monstration. 
Lemme 4.2.7. La restriction de la re´traction q̂ a` toute composante connexe
H de ∂D̂ est injective et H ∼= R.
Preuve. Il de´coule du lemme (4.2.2) que la restriction de q̂ a` l’intersection de
H et d’une plaque de D̂ est injective. Ainsi il existe un graphe combinatoire
H dont H est la repre´sentation ge´ome´trique et un morphisme localement
injectif q̂H : H → Ĝ dont q̂ est la repre´sentation ge´ome´trique. Le sous-
lemme (4.2.6) implique que q̂H est injectif et H est un arbre. L’injectivite´
de q̂ en de´coule. En fait H est une copie de R car H, e´tant une composante
du bord de la 2-varie´te´ D̂, est une 1-varie´te´ lisse. 
Lemme 4.2.8. Le bord de B̂ est 0-F̂-connexe dans B̂, i.e. ∂B̂
0
#
F̂
B̂.
Preuve. Conside´rons un chemin â : [0, 1]→ ∂B̂ dont les extre´mite´s sont dans
une feuille L̂ de F̂ et montrons qu’il existe un chemin ĉ : [0, 1]→ ∂B̂ ∩ L̂ de
meˆmes extre´mite´s que â. Par de´finition, l’image de |â| par σ̂ est contenue
dans une seule composante connexe de ∂D̂. Celle-ci e´tant une de copie de
R d’apre`s (4.2.7), conside´rons le chemin ge´ode´sique cˇ joignant dans ∂D̂ les
extre´mite´s de σ̂ ◦ a. Le lemme (4.2.7) implique aussi que q̂ ◦ cˇ est un chemin
ge´ode´sique de |Ĝ|. Ce chemin joint deux points de q̂ ◦ σ̂(L̂). Cet ensemble
est connexe et, comme σ̂(L̂) est une union de plaques ou de sous- plaques,
il est d’apre`s (18) la repre´sentation ge´ome´trique d’un sous-arbre de Ĝ. Ainsi
|q̂ ◦ cˇ| est ne´cessairement contenu dans q̂ ◦ σ̂(L̂). Toujours d’apre`s (18) on
a : q̂−1(q̂(σ̂(L̂))) ∩ ∂D̂ = σ̂(L̂) ∩ ∂D̂, cette e´galite´ e´tant vraie pour toute
union de plaques et de sous-plaques. Il vient l’inclusion : cˇ ⊂ σ̂(L̂). D’apre`s
le lemme (4.2.5), cˇ se rele`ve dans L̂ en un chemin ĉ de meˆmes extre´mite´s
que â. 
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4.3. Preuve de la proposition (4.1.6). Pour montrer la 1-F ♯-connexite´
feuillete´e de ∂B♯ dans B♯ fixons une feuille L♯ de F ♯ et conside´rons deux
chemins de meˆmes extre´mite´s
a : [0, 1]→ ∂B♯ et b : [0, 1]→ L♯ ,
qui sont homotopes dans B♯. Dans L♯ on peut homotoper b a` un che-
min, qu’on continuera a` noter b, ne passant pas par les disques conformes
σ−1(Dsj) ∩ L̂
♯, j = k + 1, . . . , n,
|a|, |b| ⊂ B∗ = B♯ \
n⋃
j=k+1
σ−1(Dsj) .
Comme la restriction ρ̂
|B̂∗
: B̂∗ := ρ̂−1(B∗)→ B∗ est un reveˆtement, il existe
des ρ̂-rele`vements â : [0, 1]→ ∂B̂ et b̂ : [0, 1]→ L̂ de a et b, de meˆme origine.
Le lacet b−1∨a = ρ̂(b̂−1∨â) est homotope dans B♯ a` un lacet constant et
sont image par σ est contenue dans l’ensemble D∗, cf. (12). D’apre`s (4.1.2)
et (17) on a les isomorphismes
π1(B
∗)/〈c〉 ∼= πorb1 (D
♯) ∼= π1(D
∗)/K .
On dispose donc du diagramme commutatif
π1(B
∗) −−−−→ π1(B
♯)y y
π1(D
∗) −−−−→ π1(D
∗)/K
dont les fle`ches horizontales sont le morphisme induit par l’inclusion B∗ ⊂ B♯
et le morphisme de passage au quotient, les fle`ches verticales e´tant induites
par σ. On voit ainsi que la classe d’homotopie de σ(b−1∨a) appartient a`
K et donc σ̂ ◦ â et σ̂ ◦ b̂ posse`dent les meˆmes extre´mite´s. Par construction
(pull-back) la restriction de ρ̂ a` toute fibre de σ̂ est injective. Il en re´sulte
que â et b̂ ont meˆmes extre´mite´s.
Il suffit maintenant d’appliquer le lemme 4.2.8 pour trouver un chemin ĉ
trace´ dans L̂∩ ∂B̂ de meˆmes extre´mite´s que â et b̂. En effet, comme d’apre`s
le lemme (4.2.5) L̂ est contractile, les chemins ĉ et b̂ sont homotopes dans
L̂. Leurs images c := ρ̂ ◦ ĉ et b par ρ̂ sont homotopes dans L. Ceci permet
de conclure, car l’existence d’une homotopie dans ∂B♯ reliant c a` a, re´sulte
de l’incompressibilite´ de ∂B♯ dans B♯, de´ja` de´montre´e a` l’e´tape 3.
5. Blocs feuillete´s adaptables attache´s a` une singularite´
Dans les exemples (2.2) nous avons donne´ des manie`res de construire des
blocs feuillete´s adaptables en un point s ou` le feuilletage est line´arisable.
Conside´rons maintenant le cas ou` F n’est pas line´arisable en s. D’apre`s les
hypothe`ses du the´ore`me principal, F est un col re´sonnant. Pour simplifier
l’e´criture nous notons x := xs et y := ys les coordonne´es de´finies en (3.1) et
nous identifions le sous-ensemble {|x| < 1, |y| < 1} au polydisque D× D de
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C2, ou` D de´signe le disque unite´ D(1) := {|z| < 1} de C. Sur ce polydisque
F est de´fini par un champ de vecteur X qui s’e´crit :
X = x
∂
∂x
− y (λ+ xyA(x, y))
∂
∂y
, λ =
p0
q0
∈ Q>0 , (p0, q0) = 1 .
Nous allons d’abord donner la construction de voisinages des axes {xy = 0}
de type “collier feuillete´s”. Ensuite, au paragraphe suivant, nous montrerons
le the´ore`me (3.2.2) d’existence de blocs adapte´s pour α = s, en admettant
la proposition (5.1.3). Enfin les paragraphes (5.2)–(5.2) seront consacre´s a`
la preuve de cette proposition.
5.1. Construction de colliers et re´duction de la preuve de (3.2.2).
Pour t ∈ Ri, le flot φXt de X laisse invariant les cylindres {|x| = c}, c ∈ R>0.
De plus le diffe´omorphisme φX2πi laisse invariant chaque germe de droite
({x} × C, (x, 0)) et, en restriction a` ces droites, il est e´gal au germe d’holo-
nomie de F le long du lacet θ 7→ eiθx , θ ∈ [0, 2π]. Fixons 0 < ε3 < 1 tel que
φXti (x, y) appartient a` D× D pour tout (x, y) ∈ D× D(ε3) et |t| ≤ 2π.
Dans tout le texte nous notons :
C := ∂D × {0} , Iθ′, θ′′ := {(e
iθ, 0) | θ′ ≤ θ ≤ θ′′} ⊂ C ,(19)
C ′ := {0} × ∂D, I ′θ′, θ′′ := {(0, e
iθ) |θ′ ≤ θ ≤ θ′′} ⊂ C ′ .
Soit ∆ ⊂ {eiθ0} ×D(ε3) et θ0 < θ1 ≤ θ0 + 2π. L’ensemble :
U∆ :=
{
φXit (m) | m ∈ ∆, 0 ≤ t ≤ θ1 − θ0
}
⊂ Iθ0, θ1 × D ,
est appele´ F-suspension de ∆ au dessus de Iθ0,θ1 (suivant la projec-
tion (x, y) 7→ x).
De´finition 5.1.1. Nous dirons qu’un ensemble U ⊂ ∂D × D est une F-
multi-suspension de longueur r au dessus de Iθ0,θr , θr ≤ θ0+2π, s’il
est e´gal a` une union
⋃r−1
j=0 Uj de F-suspension Uj au dessus de Iθj ,θj+1, avec
θ0 < θ1 < · · · < θr
Il est clair qu’une multi-suspension au dessus de Iθ0,θr est un un voisinage
de Iθ0,θr dans Iθ0,θ1×D, lorsque ∆ est un disque conforme ouvert contenant
(eiθ0 , 0). D’autre part, pour ε′3 < 0 assez petit, nous de´finissons de la meˆme
manie`re la notion de F-suspension ou de F-multi-suspension au des-
sus de I ′θ0,θ1 suivant la projection (x, y) 7→ y, d’un sous-ensemble ∆
′ de
D(ε′3).
Conside´rons maintenant le champ
Y = x
(
p0
q0
+ xyA(x, y)
)−1 ∂
∂x
− y
∂
∂y
.
Pour les temps t re´el son flot φYt laisse invariant les hyperplans re´els {arg y =
c}, c ∈ [0, 2π[. On sait, cf. [6] page 149, que si ε4 > 0 est assez petit, il existe
une (unique) fonction analytique τ : D(ε4)
∗ × ∂D −→ R, telle que pour
0 < |x| ≤ ε4 et pour 0 ≤ θ < 2π on a :
(i) φYt (x, e
iθ) ∈ D∗ × D∗ pour tout t ∈]0, τ(x, eiθ)[ ,
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(ii) φY
τ(x, eiθ)
(x, eiθ) ∈ ∂D× D∗ ,
(iii) la distance entre φY
τ(x, eiθ)
(x, eiθ) et C tend uniforme´ment vers 0
lorsque x tend vers 0.
Fixons de´sormais ε4 > 0 tel que ces proprie´te´s soient ve´rifie´es. Donnons
nous aussi est un disque conforme ferme´ ∆ ⊂ {eiθ0}×D(ε3) de bord un lacet
simple a. l. p. m. d’indice 1 autour de l’origine. Supposons que la taille ‖∆‖y
de´finie en (7) est suffisamment petite pour que la suspension U∆ de ∆ au
dessus du cercle C soit contenue dans l’image de l’application suivante :
Ψ : D(ε4)
∗ × ∂D −→ ∂D× D
∗
, Ψ(x, eiθ) := φYτ(x,eiθ)(x, e
iθ) .
De´finition 5.1.2. Le plongement Ψ s’appellera application passage du
col dans le sens x ⇀ y et l’ensemble :
Col(∆) := {φYt (m) / m ∈ D(ε4)
∗ × ∂D, Ψ(m) ∈ U∆, 0 ≤ t ≤ τ(m)} ,
sera appele´ F-collier de gabarit ∆ .
Il est clair que Col(∆)∪Z est un voisinage ferme´ de Z := {xy = 0}∩K dans
le polydisque ferme´ K := D × D. L’intersection Col(∆) ∩ ∂K est constitue´
exactement des deux composantes connexes suivantes :
U∗∆ := U∆ − C et V
∗
∆ := Ψ
−1(U∗∆).
Visiblement on a :
(20) V∆ := V ∗∆ = V
∗
∆ ∪ C
′
et cet ensemble est un voisinage de C ′ dans D(ε4)× ∂D. L’appellation “col-
lier” est justifie´e par le fait que l’application de rectification
(21) R∆:U
∗
∆ × [0, 1] −→ Col(∆), R∆(m, t) := φ
Y
−t·τ◦Ψ−1(m)(m) ,
est un diffe´omorphisme analytique re´el qui conjugue le feuilletage produit
F|U∗
∆
× [0, 1] au feuilletage F|Col(∆). Visiblement R∆ est e´gale a` l’identite´ en
restriction a` U∗∆ × {0} et e´gale a` Ψ
−1 en restriction a` U∗∆ × {1}. Ainsi l’on
a trivialement les relations de connexite´ feuillete´e :
(22) U∗∆
1
#
F
Col(∆) et V ∗∆
1
#
F
Col(∆).
Proposition 5.1.3. Il existe des constantes c0, c > 0 et une fonction d :
R≥0 → R≥0, limr→0 d(r) = 0, telles que, si ‖∆‖y et ey(∂∆) sont tous ≤ c0,
alors il existe un compact ∆′ ⊂ D× {1} ve´rifiant les assertions suivantes :
(1) le bord de ∆′ est un lacet simple analytique lisse par morceaux, d’in-
dice 1 par rapport a` l’origine,
(2) la suspension U ′∆′ de ∆
′ au dessus de C ′ suivant la projection (x, y) 7→
y, est contenue dans V∆,
(3) U
′∗
∆′ := (U
′
∆′ − C
′) est 1-F-connexe dans V ∗∆,
(4) ex(∆
′) ≤ { ey(∆) + d(‖∆‖x)} et ‖∆
′‖x ≤ c‖∆‖
λ
x .
Preuve du the´ore`me (3.2.2) dans le cas α = s ∈ Sing(F). Soit ε > 0. Trai-
tons d’abord le cas ou` F est line´arisable en s. Conside´rons les blocs Bα ou
Bη,κ,τ que nous avons construit aux exemples (2.2). Dans le cas A choisissons
(23) Σ1 = {x = x0, |y| < ǫ1} et Σ2 = {y = y0, |x| < ǫ2}
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avec ǫ1 < ζ/|x0| et ǫ2 < ζ/|y0|. Ces blocs satisfont les assertions (1), (2)
et (3) du the´ore`me (3.2.2). Dans les trois cas A, B et C, leurs bords sont
des suspension d’ensembles Σi du type (23) ci-dessus. Pour prouver l’asser-
tion (4) il suffit de voir que la F -rugosite´ et la taille des Σi tend vers 0
lorsque ζ tend vers 0. Cela de´coule de la proposition (2.3.3) avec g = F ,
car ey(Σ1) = ex(Σ2) = 0. Remarquons aussi que les deux bords peuvent
eˆtre construits de manie`re comple`tement inde´pendante ; ceci rend trivial la
preuve des assertions (3’) et (4’).
Examinons maintenant le cas ou` F est re´sonnant non-line´arisable en s.
Appliquons la proposition (5.1.3) en choisissant Σ de F -rugosite´ nulle. On
obtient un bloc F-adaptable en posant Bα := Col(Σ)∪U
∗
Σ∪U
′∗
Σ′ . L’assertion
(1) du the´ore`me (3.2.2) re´sulte directement de la construction. Les proposi-
tion (2.3.3) et (2.3.4) permettent de traduire les ine´galite´s (4) de (5.1.3) en
terme de F -rugosite´. Il vient :
eF (Σ
′) ≤ K1‖Σ‖F , ‖Σ
′‖ ≤ K2‖Σ‖
λ
F ,
pour des constantes K1,K2 approprie´es. Ainsi, avec les notation du the´ore`me
(3.2.2), eF (U
∗
Σ) = 0 et eF (U
′∗
Σ′), ‖U
∗
Σ‖F , ‖U
′∗
Σ′‖F tendent encore vers 0
pour ‖Σ‖F → 0 ; ce qui prouve l’assertion (4). Les assertions (3’) et (4’) sont
encore une retranscription de la proposition (5.1.3), en posant V1 = V := U
∗
Σ.
Nous en laissons les de´tails au lecteur. 
5.2. Description de V∆ et du proce´de´ de rabotage. Notons
h := φX2πi |1×D(ε3): {1} × D(ε3) −→ {1} × C
l’application d’holonomie de F le long de ∂D×{0}. Si la rugosite´ de ∂∆ est
assez petite, les compacts ∆ et h(∆) sont e´toile´s. Ils sont distincts car h ne
posse`de pas de domaine invariant. La “diffe´rence syme´trique”
∆ △ h(∆) := (∆− h(
0
∆)) ∪ (h(∆) −
0
∆)
est une union de “lunules” de´limite´es par des courbes simples. Plus pre´cise´ment
nous avons une subdivision de [θ0, θ0 + 2π] :
(24) θ0 < θ1 < · · · < θq = θ0 + 2π , q ≥ 1,
et des courbes simples a.l.p.m. a` valeur dans ∂∆ ∪ h(∂∆),
γj(θ) = ρj(θ) e
iθ, γ˜j(θ) = ρ˜j(θ) e
iθ, 0 < ρj(θ) ≤ ρ˜j(θ), θ ∈ Ij := [θj−1, θj] ,
avec j = 1, . . . , q, ve´rifiant :
γj(θj−1) = γ˜j(θj−1) = γj−1(θj) = γ˜j−1(θj) , j = 1, . . . , q ,(25)
γ1(θ0) = γ˜1(θ0) = γq(θq) = γ˜q(θq) .,
et telles que ∆ △ h(∆) est l’union des lunules :
(26) Lj = {r e
iθ / θ ∈ Ij, ρj(θ) ≤ r ≤ ρ˜j(θ)} , j = 1, . . . , q .
Eventuellement Lj peut eˆtre re´duit a` l’image Im(γj) de γj, si γj ≡ γ˜j , et
dans ce cas l’inte´rieur de Lj
◦
Lj := {r e
iθ / θ ∈ Ij, ρj(θ) < r < ρ˜j(θ)}
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est vide. Quitte a` modifier la subdivision , nous supposons qu’il existe un
sous-ensemble d’indice K tel que :
◦
Lk 6= ∅ pour k ∈ K et γj ≡ γ˜j pour k /∈ K
Le bord de ∆ est une concate´nation µ1 ∨ · · · ∨ µq avec : µj = γj ou bien
µj = γ˜j . Il en est de meˆme du bord de h(∆). Comme l’holonomie ne posse`de
pas de domaine invariant, on ne peut pas avoir γj ≡ γ˜j pour tout j et il
existe des lunules d’inte´rieur non-vide.
L’holonomie h ve´rifie aussi h(∆) 6⊂ ∆ et ∆ 6⊂ h(∆). Il en re´sulte
#K ≥ 2 .
Nous pouvons de´composer le bord de U∆ en l’union disjointe
∂U∆ = L ∪ ∂
satU∆
avec L :=
⋃
k∈KLk et ∂
satU∆ de´signant l’ouvert de ∂U∆ constitue´ des points
m satisfaisant la proprie´te´ de saturation suivante :
(⋆) Il existe un voisinage Wm de m et εm > 0 tel que φ
X
it (m
′) ∈ ∂U∆
pour tout m′ ∈ Wm ∩ ∂U∆ et tout |t| < εm .
Nous dirons que m est un point de saturation ge´ne´rique de U∆ pour
F|U∆ . Visiblement on a :
∂L = ∂(∂satU∆) =
⋃
k∈K
(Im(γk) ∪ Im(γ˜k)) ,
Remarquons que les lunules de´ge´ne´re´es e´pointe´es de leurs extre´mite´s
⋄
Lj := {γj(θ) | θj−1 < θ < θj} , j /∈ K ,
sont contenues dans ∂satU∆. D’autre part les points m de
◦
L :=
⋃
j∈K
◦
Lj
sont caracte´rise´s par la proprie´te´ suivante :
(⋆⋆) L’une des assertions suivantes est satisfaite pour t > 0 assez petit :
(a) φXit (m) ∈
◦
U∆ et φ
X
−it(m) 6∈
◦
U∆ ,
(b) φX−it(m) ∈
◦
U∆ et φ
X
it (m) 6∈
◦
U∆ .
Nous dirons que m est un point de non-saturation ge´ne´rique de U∆.
Remarque 5.2.1. Il est clair que pour chaque
◦
Lj, j ∈ K, une seule des
deux e´ventualite´s (a) ou (b) est re´alise´e en tout point.
Le diffe´omorphisme R-analytique Ψ−1 de´finie en (5.1.2) conjugue les res-
trictions de F a` D(ε4)
∗ × ∂D et a` ∂D ×D
∗
. Ainsi il ve´rifie
Ψ−1(∂U∆) = ∂V∆ et Ψ
−1(∂satU∆) = ∂
satV∆ ,
ou` ∂satV∆ est de´fini par la proprie´te´ de saturation analogue a` la proprie´te´
(⋆) mais relativement au champ Y et a` l’ensemble ∂V∆. Comme Ψ laisse in-
variant les hyperplans {arg y = c}, c ∈ R>0, les restriction de Ψ
−1 induisent
des diffe´omorphismes
U∗∆ ∩ (∂D × {arg y ∈ Ik})
∼
−→ V ∗∆ ∩ T (Ik) ,
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ou` T (Ik) de´signe le “3-tube” T (Ik) := D(ε4)
∗ × {eiθ / θ ∈ Ik}. Ainsi
chaque image re´ciproque Ψ−1(Lk), k ∈ K, est contenue dans T (Ik). On
a la de´composition :
∂V∆ = L
′ ⊔ ∂satV∆ , avec L
′ :=
⋃
k∈K
L′k , L
′
k := Ψ
−1(Lk) .
De meˆme les points inte´rieurs de
◦
L′ = Ψ−1(
◦
L) sont caracte´rise´s par l’ana-
logue pour Y et ∂V∆ de la proprie´te´ (⋆⋆).
Pour tout sous-ensemble Ω de C × ∂D , ou de ∂D × C , pour I ⊂ R, et
pour θ ∈ R, nous adoptons maintenant les notations suivantes :
(27) Ω(I) := Ω ∩ {arg y ∈ I} , Ω(θ) := Ω ∩ {arg y = θ} .
Fixons 1 ≤ k ≤ q et conside´rons maintenant les restrictions de F aux
ensembles V∆(Ik). Visiblement on a :(
∂ (V∆(Ik))
)
(
◦
Ik) = (∂V∆)(
◦
Ik) =
(
Ψ−1(∂U∆)
)
(
◦
Ik) = Ψ
−1
(
(∂U∆)(
◦
Ik)
)
Supposons d’abord k /∈ K. On a l’e´galite´ (∂U∆)(
◦
Ik) = (∂
satU∆)(
◦
Ik).
Comme Ψ pre´serve la proprie´te´ de saturation ge´ne´rique, les e´galite´s ci-dessus
donnent :
(∂V∆)(
◦
Ik) = (∂
satV∆)(
◦
Ik) , k /∈ K .
Ainsi dans ce cas, chaque feuille est une courbe simple dont l’une des extre´-
mite´s est situe´e sur V∆(θj−1), l’autre extre´mite´ e´tant situe´e sur V∆(θj).
D’ou` :
Remarque 5.2.2. L’ensemble V∆(Ik) est une suspension au dessus de Ik,
pour k /∈ K.
Supposons maintenant k ∈ K. Le meˆme raisonnement montre que les
extre´mite´s des feuilles de F|V∆(Ik) sont situe´es sur L
′
j ∪ V∆(θk−1) ∪ V∆(θk).
Lemme 5.2.3. Il n’existe pas de feuille de F|V∆(Ik) dont les deux extre´mite´s
sont situe´es sur
◦
L′k.
Preuve. Raisonnons par contrapose´e. Une feuille L′ ∈ F|V∆(Ik) telle que
∂L′ ⊂
◦
L′k est l’image inverse par Ψ d’une partie connexe d’une feuille de
F|U∆ , qui est parame´trise´e par t 7→ φ
X
it (m), t ∈ [0, 2π] et telle que m et
φi2π(m) appartienne a` Lk ∩ {arg y 6= θk, θk+1}. Mais ceci est impossible
d’apre`s (5.2.1). 
Remarque 5.2.4. Chaque feuille de F|V∆(Ik), k ∈ K, dont l’une des extre´-
mite´s m est situe´e sur
◦
L′k a son autre extre´mite´, que nous notons lk(m),
situe´e sur V (θk) ou sur V (θk−1). Par un argument de continuite´ on voit qu’il
existe θ+(k) ∈ {θk−1, θk} tel que lk(m) ∈ V∆(θ+(k)), pour tout m ∈
◦
L′k.
Par extension on obtient une application analytique re´elle lk : L
′
k −→
V (θ+(k)), m 7−→ lk(m). Toutes feuilles de F|V∆(Ik) qui n’intersectent pas
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L′k ont une de leurs extre´mite´s situe´e sur V (θk) et l’autre sur V (θk−1). Fi-
nalement on obtient une application R-analytique “ de transport holonome”
que nous notons encore lk
lk : V∆(Ik) −→ V∆(θ+(k)) , {lk(m)} := Lk(m) ∩ V∆(θ+(k)) ,
avec Lk(m) de´signant la feuille de F|V∆(Ik) qui contient le point m.
Conside´rons un intervalle I = [θ′, θ′′], 0 < θ′′−θ′ ≤ 2π et un sous-ensemble
connexe ferme´ Ω de D×∂D dont l’image par la projection (x, y) 7→ y est l’arc
de cercle I := {(eiθ, 0) | θ ∈ I}. Nous supposons que F|Ω est un feuilletage
en courbes lisses re´elles. Conside´rons le sous-ensemble Ω0 ⊂ Ω des points m
qui sont inte´rieurs a` Ω pour la topologie feuillete´e, i.e. il existe ǫm > 0 tel
que φYit (m) ∈ Ω pour −ǫm ≤ t ≤ ǫm. Notons
∂FΩ := Ω \ Ω
0 et Ω△ := Ω \ (Ω(θ′) ∪Ω(θ′′)) = Ω(
◦
I) .
De´finition 5.2.5. Nous appelons rabote´ de Ω au dessus de I l’ensemble :
RabI(Ω) := Ω△ \ Sat
(
∂FΩ \ (Ω(θ′) ∪ Ω(θ′′)) , Ω△
)
.
Visiblement RabI(Ω) est visiblement une suspension (cf. (5.1.1)) au dessus
de I pour la projection (x, y) 7→ y, si θ′′−θ′ < 2π. C’est en fait le plus grand1
sous-ensemble de Ω de type suspension au dessus de I. Pour θ′′ − θ′ = 2π,
c’est une suspension au dessus du cercle C ′, pointe´e en P0 := (0, e
iθ′).
D’apre`s (5.2.4) pour k ∈ K on a l’e´galite´
RabIk(V∆(Ik)) = V∆(
◦
Ik)− SatF (L′k(
◦
Ik); V∆(
◦
Ik)) .
Cet ensemble est la suspension de V∆(θ−(k)) au dessus de Ik := {0} ×
{eiθ / θ ∈ Ik}, ou` θ−(k) est l’e´le´ment de {θk−1, θk} autre que θ+(k). D’autre
part, pour k /∈ K, V∆(Ik) est de´ja` une suspension et RabIk(V∆(Ik)) = V∆(Ik).
Ainsi l’ensemble
W 0∆ :=
q⋃
k=1
W 0∆, k , avec W
0
∆, k := RabIk(V∆(Ik))
est une multi-suspension de longueur ≤ q au dessus du cercle C ′, cf. (5.1.1).
Notons que d’apre`s la remarque (5.2.4) on a :
(28)
{
W 0∆, k(θk−1), W
0
∆, k(θk)
}
=
{
V∆(θ−(k)), lk(V∆(θ−(k)))
}
.
Supposons ε4 > 0 assez petit pour que les diffe´omorphismes d’holonomies
φX2πi et φ
Y
2πi ne posse`dent pas point pe´riodique dans U
∗
∆ et V
∗
∆ respective-
ment. L’ensemble W 0 ∗∆ := W
0
∆ \C
′ est 0-connexe dans V ∗∆, car chaque feuille
de la restriction de F a` SatF (L
′
k;V∆(Ik)) contient une extre´mite´ d’une feuille
de F|V ∗
∆
. En appliquant la proposition (1.1.4) on obtient : W 0 ∗∆
1
#
F
V ∗∆ .
1Il est clair que l’union de deux ensemble de type suspension au dessus de I est aussi
de type suspension au dessus de I.
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Fig. 5. Description des lunules et du proce´de´ de rabotage.
Nous allons maintenant construire une multi-suspension W
(1) ∗
∆ ⊂ W
0 ∗
∆
de longueur ≤ q − 1 au dessus ed C ′, qui sera 1-F-connexe dans W 0 ∗∆ .
Conside´rons la restriction de F a` W 0∆, q−1 ∪ W
0
∆, q. Les feuilles sont des
courbes home´omorphes a` un intervalle ferme´ dont les extre´mite´s sont : ou
bien toutes deux situe´es sur W 0∆, q−1(θq−2) ∪ W
0
∆, q(θq), ou bien l’une est
situe´e sur W 0∆, q−1(θq−2) ∪W
0
∆, q(θq) et l’autre sur la diffe´rence syme´trique
W 0∆, q−1(θq−1) △W
0
∆, q(θq−1). Ainsi on a :
RabIq−1∪Iq(W
0
∆,q−1∪W
0
∆,q) = Sat
(
W 0∆, q−1(θq−1)∩W
0
∆,q(θq−1),W
0
∆,q−1∪W
0
∆,q
)
.
Cet ensemble que nous notons W 1∆,q−1 est une suspension au dessus de
I1q−1 := Iq−1 ∪ Iq. L’ensemble
W 1∆ :=W
0
∆ − (W
0
∆, q−1 ∪W
0
∆, q) ∪W
1
∆, q−1
est une multi-suspension de longueur ≤ q − 1. Par le meˆme argument que
pre´ce´demment la 0-F-connexite´e deW 1 ∗∆ :=W
1
∆ \C
′ dansW 0 ∗∆ est e´vidente
et il vient : W 1 ∗∆
1
#
F
W 0 ∗∆ .
En ite´rant ce proce´de´ on obtient une succession de multi-suspensionW j∆ ⊂
W j−1∆ de longueur ≤ q − j ve´rifiant :
W q−1∆
1
#
F
· · ·
1
#
F
W j∆
1
#
F
· · ·
1
#
F
W 0∆
1
#
F
V ∗∆ .
Ainsi W q−1∆ est une suspension au dessus du cercle C
′ pointe´e en P0 :=
(0, eiθ0), d’un ensemble ∆˜′ ⊂ D × {P0} qui ve´rifie les proprie´te´s (1), (2) et
(3) de la proposition (5.1.3). Si θ0 = 0, nous posons ∆
′ := ∆˜′ et U ′∆′ :=
W q−1∆ . Si θ0 n’est pas nul, pour obtenir une suspension pointe´e en (0, 1),
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nous effectuons une ope´ration de rabotage supple´mentaire : nous posons
J := [0, 2π], l’ensemble :
U ′∆′ := RabJ
(
W q−1∆
) 1
#
F
W q−1∆
1
#
F
V ∗∆ .
convient.
Il reste maintenant a` prouver l’assertion (4). Pour cela nous allons estimer
les “pertes de rugosite´” a` chaque e´tape de l’induction.
5.3. Estimation de la rugosite´.
Etape 1 : perte de rugosite´ par ope´rations de rabotage. Reprenons
les notations (27) du paragraphe pre´ce´dent. Pour I = [θ′, θ′′] et pour Ω ⊂
D× {eiθ, θ′ ≤ θ ≤ θ′′}, posons :
eI,x(Ω) := max{ex
(
∂(Ω(θ′))
)
, ex(∂(Ω(θ
′′))} ,
|||Ω|||I,x := max{‖∂(Ω(θ
′))‖x, ‖∂(Ω(θ
′′))‖x} ,
en convenant que eI,x(∂(Ω(θ))) = +∞, si ∂(Ω(θ))) n’est pas un chemin a. l.
p. m..
D’apre`s (28) on a pour tout k = 1, . . . , q
eIk,x(W
0
∆, k) = max
{
ex(V∆(θ−(k))), ex (lk(V∆(θ−(k))))
}
,
|||W 0∆, k|||Ik,x = max
{
|||V∆(θ−(k))|||x, |||(lk(V∆(θ−(k)))|||x
}
.
La proposition (2.3.3) applique´e a` la restriction du transport holonome
lk|V∆(θ−(k)) : V∆(θ−(k))→ V∆(θ+(k)) donne :
eIk,x(W
0
∆, k) ≤ { ex(V∆(θ−(k))) + c
(0)
1 ‖V∆(θ−(k))‖x} ,
|||W 0∆, k|||Ik,x ≤ c
(0)
2 ‖V∆(θ−(k))‖x ,
pour des des constantes c
(0)
1 , c
(0)
2 > 0 approprie´es. Il vient :
(29) eIk,x(W
0
∆, k) ≤ { max
j=1,...,q
ex(V∆(θ(j))) + c
(0)
1 maxj=1,...,q
‖V∆(θj)‖x} ,
|||W 0∆, k|||Ik,x ≤ c
(0)
2 maxj=1,...,q
‖V∆(θj)‖x .
Appliquons de meˆme les ine´galite´s (6) et la proposition (2.3.3) aux applica-
tions de transport holonome :
W 0∆, q−1(θq−1) ∩W
0
∆, q(θq−1)→W
0
∆,q−1(θq−2) ,
W 0∆, q−1(θq−1) ∩W
0
∆, q(θq−1)→W
0
∆,q(θq) .
On obtient aise´ment l’ine´galite´
(30) eI1q−1,x
(W 1∆, q−1) ≤ {max{ex(W
0
∆,q−1(θq−1)), ex(W
0
∆,q(θq−1))}+
c˜1
(1)max{‖W 0∆,q−1(θq−1)‖x, ‖W
0
∆,q(θq−1)‖x} } .
Ce qui donne grace a` (29)
eI1q−1,x
(W 1∆, k) ≤ { max
j=1,...,q
ex(V∆(θ(j))) + c
(1)
1 maxj=1,...,q
‖V∆(θj)‖x } ,
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pour une constantes c
(1)
1 > 0 approprie´e. On montre de meˆme une ine´galite´ :
|||W∆, k|||I1q−1,x
≤ c
(2)
2 maxj=1,...,q
‖V∆(θj)‖x .
En ite´rant ces majorations tout au long de l’induction pre´ce´dente, on aboutit
a` des ine´galite´s similaires pour U ′∆′ :
eIq−1
k
,x(U
′
∆′) ≤ { max
j=1,...,q
ex(V∆(θ(j))) + c
(q−1)
1 maxj=1,...,q
‖V∆(θj)‖x } ,
|||U ′∆′ |||Iq−1
k
,x
≤ c
(q−1)
2 maxj=1,...,q
‖V∆(θj)‖x .
Pour obtenir les majorations (4) de la proposition (5.1.3) il suffit de prouver
l’existence de constantes cj et de fonctions dj : R+ → R+, limr→0 dj(r) = 0
telles que :
(31) ex(V∆(θj)) ≤ { ey(∆) + dj(‖∆‖y)} , ‖V∆(θj)‖x ≤ cj‖∆‖
λ
y .
Pour cela fixons nous allons utiliser les proprie´te´s de “l’application de Du-
lac” du passage du col. Nous rappellerons brie`vement cette notion et, pour
plus de de´tails, nous renvoyons au chapitre 7.2. du livre de F. Loray [6].
Etape 2 : perte de rugosite´ par l’application de Dulac. Fixons j
et de´signons par ζj : V∆ \ V∆(θj) → D × {e
iθj} l’application de transport
holonome ζj(x, e
iθ) := φYi(θj−θ) (x, e
iθ). De´signons aussi par D˜(ε4) la surface
de Riemann du disque ferme´ e´pointe´ {1} × D(ε4)
∗. Nous notons reiθ, 0 <
r ≤ ε4, θ ∈ R les points de D˜(ε4) et χ(re
iθ) := (1, reiθ), l’application de
reveˆtement. L’application holomorphe
Dj := ζj ◦Ψ
−1 ◦χ|Sj : Sj := {re
iθ | 0 < r ≤ ε4, θj < θ < θj+2π} → V∆(θj) ,
avec Ψ de´signant toujours l’application de passage du col (5.1.2), se prolonge
au bord du domaine. Plus pre´cise´ment, on voit facilement que Dj(re
iθ) tend
vers Ψ−1(reiθj) pour θ → θj et Dj(re
iθ) tend vers hj(Ψ
−1(reiθj )) pour θ →
θj + 2π, ou` hj := φ
Y
2iπ est l’holonomie de F le long du cercle C
′. Ainsi en
posant
D˜j(1, re
i(θ+2πn)) := h◦nj (Dj(re
iθ)) , n ∈ Z , hj := φ
Y
2iπ ,
on obtient un prolongement analytique de Dj, note´ D˜j, qui peut eˆtre de´fini
au voisinage d’un ferme´ S˜j ⊃ Sj du type suivant :
S˜j := { re
iθ / 0 < r ≤ ξj(θ) } ⊂ D˜(ε4) , avec ξj : R→ R>0 continue .
L’application D˜j : S˜j → V∆(θj) s’appelle application de Dulac de F,
re´alise´e sur la transversale S˜j et a` valeurs dans D×{e
iθj}. Il est clair
que pour tout reiθ ∈ S˜j les points (1, re
iθ) et D˜j(re
iθ) sont sur une meˆme
feuille du collier Col(F).
Lemme 5.3.1. Soit G : Ω → V∆(θj) une application continue ve´rifiant les
proprie´te´s : a) Ω est un sous-ensemble connexe de S˜j , b) pour tout m ∈ Ω
les points χ(m) et G(m) appartiennent a` la meˆme feuille de Col(F), c) il
existe un point P0 ∈ Ω tel que G(P0) = D˜j(P0). Alors G ≡ D˜j|Ω.
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Preuve. On sait que chaque feuille de F|Col(F) intersecte V∆(θj) suivant l’or-
bite de hj qui est un ensemble discret. Ainsi, si l’on se donne la valeur de
G ou de D˜j en un point, les valeurs aux points voisins sont entie`rement
de´termine´es par la proprie´te´ b). L’ensemble des points de Ω ou` G, et D˜j
co¨ıncident est donc un ouvert. La connexite´ de Ω permet de conclure. 
De´signons par αj(θ) =: (1, ̺j(θ)e
iθ), θ ∈ [θj , θj+2π] un chemin a. l. p. m.
qui parame´trise simplement ∂∆ dans le sens direct et par α˜j : R →֒ D˜(ε4),
son releve´ α˜j(θ) := ̺j(θ)e
iθ. Nous allons admettre provisoirement les lemmes
ci-dessous et prouver les ine´galite´s (31).
Lemme 5.3.2. Pour ‖∆‖x assez petit, il existe ϑj ∈ R>0 tels que D˜j ◦
α˜j([θj, θj + ϑj]) = ∂V∆(θj) et 0 < ϑj ≤ 2π(λ+ 1).
Lemme 5.3.3. Lorsque y = reiθ tend vers 0 avec θ variant dans un inter-
valle compact,
(
eiθj D˜j(y)
/
yλ
)
tend vers uniforme´ment vers 1 et
(
yD˜′j(y)
/
D˜j(y)
)
tend uniforme´ment vers λ.
Le bord de V∆(θj) est l’image du chemin α˜j par l’application D˜j, d’apre`s
le premier lemme ci-dessus. La seconde ine´galite´ de (31) re´sulte donc direc-
tement du second lemme. La formule de composition analogue a` (8) donne
la premie`re ine´galite´ de (31) en prenant pour dj(r) le maximum de la valeur
absolue de l’argument de yD˜′j(y)
/
D˜j(y) pour y = re
iθ, avec |y| ≤ |r| et
θj ≤ θ ≤ θj + 2π(λ + 1). D’apre`s (5.3.3) comme λ est re´el > 0, dj(r) tend
vers 0 lorsque r tend vers 0.
Preuve du Lemme 5.3.2. Les feuilles de la restriction de F a` ∂D × D∗ sont
transverses aux surfaces Tθ := {e
iθ} ×C∗, θ ∈ [0, 2π[. Elles sont aussi trans-
verses aux surfaces T θ ⊂ ∂D × D∗ d’e´quation arg(y) = θ ; pour le voir
on peut remarquer que F|D∗×∂D est transverse aux surfaces T
′
θ ⊂ D
∗ × ∂D
d’e´quations arg(y) = θ et que l’application Ψ de passage du col e´change ces
deux feuilletages et transforme T ′θ en T
θ. Ainsi, e´tant donne´ un chemin
(32) t 7→ φXit (1, y0) , t ∈ [0, t1]
d’extre´mite´s (1, y0) ∈ T0 et m1 = φXit1(1, y0) ∈ T
θj , il existe une unique
fonction analytique re´elle ς, de´finie sur un voisinage de m0 dans T
θj et a`
valeurs dans R<0, telle que φ
X
iς(m)(m) ∈ T0 et ς(m1) = −t1. L’application
m 7→ φXiς(m)(m) est un diffe´omorphisme local R-analytique de (T0,m0) sur
(T θj ,m1).
D’autre part ∂satU∆ est l’ensemble des points φ
X
it (1, y) avec (1, y) ∈ ∂∆
et 0 < t < 2π. Ainsi tout point de Γj := ∂
satU∆ ∩T
θj est relie´ dans ∂D×D∗
a` un point de ∂∆, par un chemin du type (32) ci-dessus, avec 0 < t1 < 2π.
On de´duit de ce qui pre´ce`de que Γj est localement diffe´omorphe a` ∂∆.
Plus pre´cise´ment Γj est un chemin analytique par morceaux, home´omorphe
a` un intervalle ouvert, trace´ dans T θj . Le transport holonome induit une
application “localement injective” βj : Γj → ∂∆. Notons Pj le point de
∂∆ d’argument θj. Visiblement {Pj} = Γj ∩ T0 = ∂U∆ ∩ T
θj . Soit Γ̂j la
compactification de Γj home´omorphe a` un intervalle ferme´. Nous pouvons
noter Γ̂j := Γj ⊔ {Pj , P
′
j}, avec l’application βj
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en une application β̂j : Γ̂j → ∂∆ telle que β̂j(Pj) = β̂j(P
′
j) = Pj. Celle-ci se
factorise en une injection β˜j : Γ̂j →֒ S˜j , si ∆ est de taille assez petite.
Remarquons que l’application
D := (Ψ−1 ◦ β˜−1j ) : Ω −→ V∆(θj) , Ω := β˜j(Γ̂j) ,
satisfait les hypothe`ses du lemme (5.3.1). En effet a) et b) sont e´videntes par
construction et c) re´sulte de la remarque suivante : Ψ−1(reiθ) = D˜j(e
iθ) si
θ = θj . Ainsi D˜j(Ω) = Ψ
−1(Γj). Mais par construction Ψ
−1(Γj) = ∂V∆(θj).
Pour obtenir une e´galite´ D˜j◦α˜j([θj , θj+ϑj]) = ∂V∆(θj), il suffit de remarquer
que Ω est l’image d’un intervalle par α˜j .
La longueur ϑj de cet intervalle est majore´ par 2πdj , ou` dj est le nombre
maximum de points d’une fibre de l’application βj . Celui-ci se majore par la
variation de l’argument de y dans un chemin γy0 : t 7→ φ
X
it (1, y0), t ∈ [0, 2π],
avec y0 ∈ ∂∆. Ce qui donne :
dj ≤ Re
(
1
2iπ
∫
γy0
dy
y
)
= Re
(
1
2iπ
∫
γy0
(λ+ xyA(x, y))
dx
x
)
≤ λ+ ǫ∆ ,
ou` ǫ∆ est le maximum de |yA(x, y))| pour (x, y) ∈ U∆. D’ou` la conclusion.

Preuve du Lemme (5.3.3). Remarquons d’abord que si l’on compose D˜j par
l’application de transport holonome φY−iθj , on obtient l’application de Dulac
re´alise´e encore sur S˜j mais a` valeur dans D × {1}. Toujours d’apre`s (2.3.3)
et (2.3.4) il revient au meˆme de prouver le lemme pour D˜j ou pour D. Ainsi
nous supposerons θj = 0. L’application D˜j est alors l’application de Dulac
de´crite dans le chapitre 7 de [6] et la premie`re affirmation du lemme est
e´nonce´ a` la page 148 de cette re´fe´rence.
Conside´rons la forme normale formelle, du germe de F au point singulier.
Elle est donne´e par une 1-forme qui s’e´crit :
(33) ωp0/q0, k, α := q0 x (1 + αx
kp0ykq0) dy + p0 y (1 + (α− 1)x
kp0ykq0) dx ,
avec α ∈ C , k ∈ N∗, de´finissant un feuilletage note´ Fp0/q0, k, α. D’apre`s [9] il
existe des applications Φl : Ul(r0, ε)→ Col(∆), l = 0, . . . , 2k − 1, de´finies et
diffe´rentiables (au sens de Withney) sur les secteurs ferme´s
Ul(r0, ε) := u
−1
{
reiθ / 0 ≤ r ≤ r0,
∣∣∣∣θ − π2k − l πk
∣∣∣∣ ≤ π/k} ∩ D× D ,
holomorphes sur les secteurs ouvert
◦
U l(r0, ε), tangentes a` l’identite´ en chaque
point des axes et qui conjuguent Fp0/q0, k, α a` F|Col(∆). Soit m, n ∈ N des
entiers qui satisfont : mp0 − nq0 = 1. L’application multiforme
H := xnym(xp0yq0)
α−mp0
p0q0 exp
(
−1
p0q0u(x, y)k
)
est, sur C2 prive´ des axes, une inte´grale premie`re de Fk,α. Elle est uniforme
sur Ul(r0, ε) et se´pare les feuilles de la restriction de Fp0/q0, k, α a` Ul(r0, ε), cf.
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[9] page 598. Ainsi, si deux points (1, y) et (x, eiθ0) appartiennent a` Ul(r0, ε)
et satisfont l’e´quation
(34) H(1, y) = H(x, eiθ0) ,
alors il existe un chemin dans une feuille de Fp0/q0, k, α|Ul(r0, ε) qui joint ces
deux points. On en de´duit que toute solution de (34) est une de´termination
de l’application de Dulac de Fp0/q0, k, α. Il en re´sulte aussi que les applica-
tions de conjugaison Φl, l = 0, . . . , 2k − 1, induisent un syste`me complet de
conjugaisons sectorielles (a` la source et au but) entre des de´terminations de
l’application de Dulac de Fp0/q0, k, α et de F . Ces conjugaisons sont holo-
morphes sur les secteurs ouverts et posse`dent un de´veloppement assympto-
tique tangent a` l’identite´ a` l’origine. On en de´duit, graˆce a` (2.3.3) et (2.3.4),
qu’il suffit de prouver le lemme (5.3.3) pour le feuilletage Fp0/q0, k, α.
Supposons de´sormais F = Fp0/q0, k, α. Pour simplifier les calculs, remar-
quons d’abord que l’on peut se ramener au cas p0 = q0 = k = 1. En ef-
fet Fp0/q0, k, α est l’image re´ciproque de F1, 1, α par l’application R(x, y) :=
(xkp0 , ykq0). Celle-ci est un reveˆtement en restriction a` C∗ × C∗ et ses res-
trictions a` des secteurs approprie´s contenus dans des transversales aux axes
conjuguent les applications de Dulac respectives. Les conjugantes g sont du
type ϕ(z) = czβ avec z = x ou y et β ∈ Q>0, qui ne modifient pas la rugosite´
des courbes. Il en de´coule que le lemme (5.3.3) est satisfait par Fp0/q0, k, α
de`s qu’il l’est par F1, 1, α.
Supposons finalement F = F1, 1, α et θj = 0. En de´rivant la relation (34)
on voit que le graphe l’application de Dulac x = D˜j(y) est une solution de
l’e´quation diffe´rentielle :
(35)
ydx
xdy
=
x(1 + αy)
y(1 + (α− 1)x)
.
Comme D˜j(y) tend vers 0 lorsque y tend vers 0 avec un argument borne´,
on de´duit de cette e´quation que
(
yD˜′j(y)
/
D˜j(y)
)
converge alors et posse`de
la meˆme limite 1, que
(
D˜j(y)
/
y
)
. 
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