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ABSTRACT
This dissertation presents a new approach for solving scientific and engineering design problems
such as the design of antenna arrays and finite impulse response (FIR) filters. In this approach,
a design problem is cast as an inverse problem. Bayesian inference has been used extensively to
solve inverse problems in various fields, and thus, the tools and methods previously developed for
Bayesian inference are adapted and utilized to solve design problems in the present approach. Given
a desired design output specified by upper and lower envelopes, the Bayesian inference framework
for design is applied to achieve designs that meet the prescribed design specifications and practical
design requirements. To obtain a design, Bayesian parameter estimation and model comparison
are employed to determine the values of all design parameters. In the design of antenna arrays,
the objective is to produce antenna arrays that realize the desired far-field radiation pattern while
satisfying all prescribed practical design requirements. In the context of computation, the task is to
determine the required number of antenna array elements and the values for the element parameters
which include the position, current amplitude and phase. As for digital filter design, the aim is to
design linear phase FIR filters that realize the desired frequency magnitude response and satisfy all
prescribed practical design requirements. The computational task in this case is to determine the
number of filter taps required, the tap positions and the filter coefficients.
In the Bayesian inference framework for design, the solution to a design problem is the posterior
probability distribution which is a function of the design parameters. The posterior — which comes
from Bayes’ theorem — is proportional to the product of the likelihood and priors. The likelihood
is obtained via the assignment of a probability distribution function to the error between the desired
and achieved design output. The assignment of an error distribution incorporates the desired design
ii
output into a design process. The priors are assigned probability distribution functions which
express the constraints on the design parameters. In addition to the constraints on the design
parameters, a design problem may have other practical design requirements which are implemented
through the modifications of the likelihood. With the likelihood and priors obtained, the posterior
— which cannot be determined analytically — is approximated by a Monte Carlo method. In the
approximation, a reasonable number of samples are drawn from the posterior using an appropriate
sampling technique such as a Markov chain Monte Carlo method. The sampling of the posterior
produces an approximate solution to a design problem and concludes the inference portion of the
Bayesian inference framework for design. In the context of design, each posterior sample drawn in
the Monte Carlo approximation represents a design candidate. As a result, the solution to a design
problem consists of a number of potential designs rather than a single final design. To obtain the
final design, an additional decision step is required. This final step requires a designer to select a
single design candidate as the final design based on additional design criteria.
The Bayesian inference framework for design has been applied to the design of both antenna
arrays and linear phase FIR filters. The antenna array design examples presented in this dissertation
use different types of antenna array such as symmetric linear array with real-valued currents,
asymmetric linear array with complex currents, reconfigurable linear array and planar array to realize
various desired radiation patterns while satisfying certain prescribed practical design requirements.
The radiation patterns that are desired include two broadside patterns, an end-fire pattern, a shaped
beam pattern which is the sector beam pattern, and a three-dimensional radiation pattern. Various
practical design requirements have been incorporated into the design examples presented in this
dissertation. These practical design requirements include a minimum spacing between two adjacent
array elements, limitations in the dynamic range and accuracy of the current amplitudes and phases,
the ability to maintain a desired radiation pattern over a frequency band, and the ability to maintain
a desired radiation pattern when one or more array elements are defective or failing. For the digital
filter design application, four design examples are presented. All four examples employ a linear
iii
phase FIR filter that has symmetric impulse response and odd filter length to produce various
desired frequency responses. In practice, the filter coefficients of a linear phase FIR filter are
limited in dynamic range and accuracy. This practical design requirement has been incorporated
into two of the design examples where the filter coefficient values are represented by a sum of
signed power-of-two terms.
iv
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CHAPTER 1
INTRODUCTION
Inverse problems typically refer to problems where the results or outcomes are known while
the causes are not. The solution of an inverse problem, according to the Russian proponent of
Inverse Methods, Oleg Alifanov [1], entails determining unknown causes based on observation
of their effects. In science and engineering, inverse problems generally involve the use of actual
measurements or observations to infer the model characterizing the physical system under inves-
tigation [2, 3]. The existence and uniqueness of solutions for an inverse problem are not certain.
An inverse problem may have more than one solution when different models give rise to the same
observations. An inverse problem may also have no solution at all when the inferred model does
not agree with the measurements. A simple example of an inverse problem is medical diagnosis
which entails the determination of a disease identified by its symptoms and the results of various
diagnostic tests. In this inverse problem, the known observations or outcomes are the symptoms
and test results while the unknown cause is the disease. Given that different diseases can result in
the same symptoms and test results, the outcome of a medical diagnosis may point to more than
one disease as the cause. A medical diagnosis report may also conclude that not a single disease
can be associated with the symptoms and test results due to the possibility that the actual disease
has not been discovered before.
In scientific and engineering design problems, the ultimate goal is to produce a design that
realizes the desired output. The solution of a design problem entails determining the values of
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the design parameters based on the prescribed design specifications and requirements. A design
problem may have more than one solution when different designs are capable of meeting the same
design specifications and requirements. A design problem may also have no solution at all when no
design can be produced to meet the specified standard. By comparing the nature of both inverse
and design problems, one can draw a parallel between observations and design output as well as
causes and designs. Moreover, the solutions for both inverse and design problems have the same
characteristics as well in that the existence and uniqueness of solutions are not guaranteed. Because
of the similarities, the process of contriving a design to meet certain prescribed design specifications
and requirements can be treated as an inverse problem.
Inverse problems, which generally arise as a result of incomplete information, are commonly
encountered in many scientific and engineering fields. There are many types of inverse problems
such as signal detection, identification and parameter estimation. These problems have been
solved using Bayesian inference tools which include model comparison and parameter estimation.
An example of signal identification problem is the landmine detection problem presented in [4]
and [5]. In both [4] and [5], landmine detection is cast as a model comparison problem. Two
parametric models, which are the background and landmine models, are constructed to represent
the physical systems in which a landmine is absent and present respectively. Given a set of
measurements obtained from an electromagnetic induction sensor, Bayesian model selection is
used to determine which model is the most credible model and thus, identify whether a landmine is
present. The articles in [6] and [7] present a parameter estimation problem in room acoustics. In this
study, a parametric model, which is Schroeder decay function, is constructed to model the sound
energy decay in coupled spaces. Given a set of room impulse response measurements, Bayesian
parameter estimation is used to solve the problem of estimating multiple sound energy decay times
in an acoustically coupled space. In addition to the two examples mentioned above, Bayesian
model comparison and parameter estimation have been successfully applied to solve many inverse
problems in various fields such as radar [8], geophysics [9, 10], astronomy [11, 12] and medical
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imaging [13, 14]. The examples above showcase the success and wide application of Bayesian
inference in inverse problems. Since a scientific or engineering design problem can also be cast as
an inverse problem, the tools and methods developed for Bayesian inference can be adapted and
used to solve design problems.
1.1 The Bayesian Inference Framework for Design
This dissertation presents the Bayesian inference framework for design which utilizes Bayesian
parameter estimation and model comparison to determine the values of the design parameters that
meet the prescribed design specifications and requirements. Similar to solving an inverse problem,
employing the Bayesian inference framework to solve a design problem requires the computation of
the posterior probability distribution which is a function of the design parameters. Bayes’ theorem
states that the posterior is proportional to the product of the priors and the likelihood. The priors are
the probability distribution functions for the design parameters. All prior probability distribution
functions are assigned by the designer based on the background information at hand such as the
acceptable range of the design parameters. The likelihood is obtained through the assignment of a
probability distribution function, which can be the Gaussian or Laplacian distribution, to the error.
In an inverse problem, the error is defined as the difference between the parametric model and
measured data. The absence of data or measurements in a design problem necessitates modifications
of the error definition. Using the parallelism between inverse and design problems, the error in a
design problem can be identified as the difference between the desired and achieved design output.
A design problem consists of other practical design requirements apart from the desired output.
These additional design requirements can be included in the assignment of probability distribution
functions to the priors or through modifications of the likelihood. With the likelihood and priors
determined, the posterior probability distribution is approximated by a Monte Carlo method since a
closed-form solution cannot be obtained. In the approximation, a reasonable number of samples
are drawn from the posterior using an appropriate sampling technique such as a Markov chain
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Monte Carlo method. The sampling of the posterior concludes the inference portion of the Bayesian
inference framework for design. In the context of design, each of the samples drawn from the
posterior represents a design candidate. This notion indicates that the solution to a design problem
consists of a number of potential designs rather than a single final design. To obtain the final design,
a designer has to select a design candidate among all the design candidates as the final design based
on additional design criteria.
The Bayesian inference framework for design is applied to two design applications: antenna
arrays and linear phase finite impulse response (FIR) filters. The design problems in these two design
applications are commonly cast as optimization problems. The optimization framework has a critical
drawback in that the design process requires physical systems with prescribed design complexity.
This drawback typically results in designs that have higher design complexity than required. On the
contrary, the Bayesian inference framework for design has the ability to design physical systems
that have design complexity appropriate to the desired output and design requirements. In addition,
the Bayesian inference framework for design is also robust and facilitates the incorporation of
various practical design requirements into a design problem. The following sections provide a
comparison between the Bayesian inference framework for design and other developed methods
that have been used to solve antenna array and linear phase FIR filter design problems.
1.2 Design of Antenna Array
When analytic or textbook methods are inadequate to solve a design problem, the design of an
antenna array is commonly formulated as an optimization problem. In the design of an antenna array,
the goal of the optimization approach is to minimize the error between the desired and achieved far-
field radiation pattern. The error is defined by a fitness function that measures the difference between
the desired and obtained array factor. While many optimization techniques such as Taguchi’s
method [15], particle swarm optimization (PSO) [16–22], genetic algorithm [23–25], simulated
annealing [26], differential evolution algorithm [27] and Schelkunoff polynomial method [28]
4
have achieved notable success, the optimization approach has a significant drawback in that the
array synthesis is performed with a fixed number of antenna elements. Prior to the optimization
process, the designer must prescribe the number of antenna elements via some ad hoc methods of
his own devising. In the absence of a systematic procedure, the designer has to rely on his intuition,
experience or personal judgement for determining the number of array elements required to realize
the desired radiation pattern. Driven by the urge to design an antenna array that can produce the
desired radiation pattern, a designer usually ends up having an antenna array design that has more
antenna elements than needed. This is because the design objectives can always be achieved by
using more array elements than required. In applications such as satellite communication where
minimizing the number of antenna elements is critical, having an antenna array that can meet
design requirements with as few antenna elements as possible is very desirable. In all applications,
having fewer array elements simplifies an antenna system and reduces the cost of production.
Although designers typically specify more antenna elements than necessary, there still exists the
possibility of designers proposing fewer antenna elements than required. In this case, the achieved
radiation pattern will miss the design pattern specifications considerably because the number of
array elements used is insufficient. Therefore, it is very desirable to have the number of antenna
elements determined automatically.
A recent article [29] presents a method that can reduce the number of antenna elements used in
a designed linear antenna array. Given a far-field radiation pattern that is produced by a designed
linear antenna array, the method can be utilized to reconstruct the original radiation pattern to
within a specified accuracy using a reduced number of antenna elements. However, as mentioned
in [29], the method may fail in shaped beam pattern design problems. For these problems, the
authors have suggested varying the number of antenna elements between the minimum number
determined by Eq. (10) in [29] and the original number. Even if the proposed idea works, it is not
computationally efficient. Moreover, reconstruction of a produced radiation pattern is not the same
as designing a linear antenna array to meet certain design pattern specifications and requirements.
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It is not known if the method can be employed to design a linear antenna array to meet certain
common design pattern specifications such as a maximum allowed sidelobe level or beamwidth, as
evident by Example 3 in [29].
The sidelobe level is a very critical factor in the design of an antenna array. Many research
works [16, 19, 20, 27, 30] focus on minimizing or lowering the sidelobe level. Using a prescribed
number of antenna elements, the methods presented in these research works determine the parameter
values of either the position, current amplitude or phase, or a combination of two or more element
parameters that minimize the sidelobe level. However, it is more practical and desirable to specify a
desired maximum sidelobe level in advance, and have the ability to design a linear antenna array
that meets the specification. The techniques in [15, 21, 22] have the desired ability but are limited to
the design of linear antenna arrays that have fixed number of antenna elements. In addition, these
methods use uniformly spaced linear antenna arrays which are inferior to unequally spaced linear
antenna arrays in many aspects. The synthesis of unequally spaced linear antenna arrays has been
studied in many research works [19], [20], [26], [27], [30], [31]. The reason for the extensive study
is that unequally spaced linear antenna arrays can produce lower sidelobe level using fewer number
of antenna elements. Apart from the sidelobe level, the beamwidth, particularly the width of the
main beam, is also an important factor. Generally, the main beamwidth and sidelobe level cannot be
reduced at the same time. If a design problem uses a fixed number of antenna elements and has
two design goals which are a desired maximum sidelobe level and main beamwidth, a compromise
between the two design goals is required. This scenario is depicted in [19] which attempts to seek
the best strategy for trading-off the two design goals in what is referred to as a multi-objective
design problem.
Multi-objective design problems are very common in practice. An example is the design of a
reconfigurable linear antenna array to achieve multiple desired radiation patterns. The article [18]
presents the design of a reconfigurable linear antenna array that has common current amplitudes
and varying current phases to produce two desired radiation patterns, which are a sector beam
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pattern and a broadside pattern. The authors of [32–35] have extended the work presented in [18] to
include an additional design requirement, which is limitations in the dynamic range and accuracy
of the current amplitudes and phases. Another example of multi-objective design problem is the
design of an antenna array that can maintain the desired radiation pattern over a frequency band.
The articles [36–38] discuss the design of wideband antenna arrays that are widely used in radio
communication, radar and acoustics. A much more challenging multi-objective design problem is
the design of an antenna array that can maintain the desired radiation pattern when one or more
array elements are defective or failing. The article [39] presents the design of self-healing antenna
arrays that have the ability to recover reasonable antenna performance when as many as 30% of the
array elements are inoperable. The recovery technique used in [39] is to reconfigure the complex
currents of the remaining array elements so that the degraded antenna performance is minimized.
All of the above design problems showcase the wide range of practical design requirements that are
desired to be fulfilled. Therefore, it is very desirable to have a design technique that can incorporate
various design requirements in a design problem.
The proposed Bayesian inference framework for design has all the desired abilities mentioned
above. Given design pattern specifications such as a maximum allowed sidelobe level, main
beamwidth and a minimum allowed half-power beamwidth, the Bayesian inference framework has
the ability to design an antenna array that meets all prescribed design pattern specifications and has
design complexity appropriate to the desired radiation pattern. In addition, unlike the method in [29],
the Bayesian inference framework can be applied to solve shaped beam pattern design problems as
well. Even though the Bayesian inference framework does not enforce the use of unequally spaced
antenna arrays, it is very unlikely, if not impossible, for a designed antenna array to have a uniform
element spacing. This is because both the number of antenna elements and element positions are
not fixed and more importantly, the number of antenna elements used in a designed linear antenna
array is minimal. In addition to the automatic determination of design complexity, the Bayesian
inference framework allows various design requirements to be incorporated into a design problem.
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Practical design requirements such as a minimum spacing between two adjacent array elements,
a maximum width of the antenna aperture, limitations in the dynamic range and accuracy of the
current amplitudes and phases, the ability to generate multiple desired radiation patterns, the ability
to maintain a desired radiation pattern over a frequency band, and the ability to maintain a desired
radiation pattern when one or more array elements are defective or failing have all been successfully
incorporated into a design problem.
1.3 Design of Linear Phase FIR Filter
A fundamental approach to the design of linear phase FIR filter is the window method [40, Ch. 7].
FIR filters designed using the window method exhibit oscillatory behavior around the discontinuity
of the ideal frequency response. In addition, this method does not allow individual control over the
magnitude of the passband and stopband errors. In the 1970’s, Parks and McClellan developed a
classical algorithm which is based on optimization. The design objective in the Parks and McClellan
algorithm is to minimize the maximum weighted error between the achieved and desired frequency
response which is typically the frequency response of an ideal filter. FIR filters designed by the
Parks and McClellan algorithm have equal ripples in both the passband and stopband and are
optimum in the sense of minimax error. In recent years, more methods have been developed to
design FIR filters such as the multiple exchange algorithm [41], genetic algorithms [42] and particle
swarm optimization (PSO) [43]. These algorithms including the Parks and McClellan have a
drawback in that the length of the designed filter has to be specified in advance. In addition, the
designed filter uses every tap which means that none of the filter coefficients is zero. As a result,
filters designed using these techniques can easily be greater in length than necessary and easily use
more taps than required. The studies in [44], [45] and [46] prove that a linear phase FIR sparse
filter, which has more filter taps but uses fewer multiplications due to zero-valued filter coefficients,
matches the performance of or even outperforms a traditional non-sparse FIR filter. Since fewer
multiplications are required, it follows that the computation cost in the implemented filter is reduced
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as well. For these reasons, it is desirable for a linear phase FIR filter to use only the specific taps
that are required and to have these taps along with the filter length determined automatically.
In practice, the filter coefficients of a linear phase FIR filter are limited in dynamic range
and accuracy. This is because the filter coefficients have to be represented using finite word
length in the practical implementation of a designed linear phase FIR filter. Because of the
truncation or quantization of the filter coefficients, the implemented linear phase FIR filter cannot
retain the frequency response of the original filter designed using continuous valued coefficients.
Consequently, the frequency response of the implemented filter may not meet the prescribed design
specifications. The practical issue of having limited dynamic range and accuracy in the filter
coefficients has been studied extensively over the past 10 years. Many methods such as those
presented in [47–51] have been developed to design finite word length or discrete coefficient FIR
filters.
All of the above methods require multipliers in the practical implementation of a designed linear
phase FIR filter. The use of multipliers requires high implementation cost and results in high power
dissipation. To reduce the design complexity, cost and power dissipation, the filter coefficients are
represented by a sum of one or more signed power-of-two (SPoT) terms, so that the multipliers
can be replaced by a number of shifters and adders. The design of linear phase FIR filter using
SPoT terms has been studied extensively in recent years. Many methods such as [52–57] have been
developed to design linear phase FIR filters that use SPoT terms. In all these methods, a linear
phase FIR filter that meets the specified frequency response using continuous filter coefficients is
required to be designed first. The continuous filter coefficients are then quantized and represented
by a sum of one or more SPoT terms. FIR filters designed using these methods may have filter
coefficients which are zero-valued. However, since the filter length is fixed in advance, the number
of non-zero discrete filter coefficients used is likely to be more than required.
The Bayesian inference framework for design has the ability to design a linear phase FIR sparse
filter that has computation complexity appropriate to the design specifications [58]. Given design
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specifications such as the passband and stopband edge frequencies, the maximum passband ripple
and the minimum stopband attenuation, the proposed method automatically determines the specific
taps and their corresponding non-zero valued coefficients required to meet the prescribed design
specifications. Since the taps to be used are automatically determined, it follows that the length of
the filter is also automatically determined as the filter length corresponds to the order of the last tap
used. As in the antenna array design, the limitations in the dynamic range and accuracy of the filter
coefficients have also been incorporated into a design problem. Unlike the methods in [52–57], the
Bayesian inference framework for design can be applied directly to design a linear phase FIR filter
design that uses SPoT terms without having to determine a set of continuous filter coefficients that
meet the desired frequency response.
1.4 Preview
This dissertation is organized as follows. Chapter 2 details the mathematical theory behind
the Bayesian inference framework for design. This chapter begins with the descriptions of the
parametric models, design requirements and design goals of the two design applications: antenna
arrays and linear phase FIR filters. The descriptions are followed by explanations of the Bayesian
inference portion of the design process. The chapter then proceeds with an in-depth discussion
on how to select a final design from all the design candidates. To explain the reason behind the
ability of the Bayesian inference framework to design physical systems that have design complexity
appropriate to the design specifications and requirements, an intuitive description of the Ockham’s
Razor principle in the context of design is presented. Chapter 3 provides an overview of the
sampling program that is used here, namely BayeSys [59]. This chapter describes the basic
ideas, structures, and underlying theory of the program. Chapter 4 and 5 presents several antenna
array and linear phase FIR filter design problems respectively. These chapters demonstrate how
various design requirements are implemented in the design process. Comparison of results with
the optimization approach and other methods is made to illustrate the advantages that the Bayesian
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inference framework possesses. Chapter 6 summarizes and concludes this dissertation. Discussions
pertaining to some design issues and suggestions for future work are presented.
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CHAPTER 2
THE THEORY
The approach presented in this dissertation treats a design problem as an inverse problem.
Since both design and inference problems are generalized inverse problems, the tools and methods
developed for Bayesian inference can be adapted and used to solve design problems. Here, Bayesian
parameter estimation and model comparison are applied to solve antenna array and linear phase
FIR filter design problems.
Bayesian inference uses probability theory as extended logic for conducting scientific inference
[60–64]. The use of Bayesian probability theory provides a systematic and logically consistent
mean for making scientific inference. In Bayesian inference, the ultimate goal is to determine the
posterior probability distribution function. From Bayes’ theorem, the posterior is proportional to the
product of the likelihood and prior probability distribution functions. The likelihood is obtained via
the assignment of a probability distribution function to the difference between the model and data.
The priors are assigned probability distribution functions based on the background information with
regard to the model parameters. The posterior cannot be determined analytically; however, it can be
approximated by a Monte Carlo method. In the approximation, an appropriate sampling method
such as a Markov chain Monte Carlo method is used to draw a reasonable number of samples from
the posterior.
The inference framework for design is analogous to Bayesian inference and its computation
process is similar to the procedure described above. The mathematical theory behind the Bayesian
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inference framework for design is presented in this chapter. It begins with the descriptions of
the parametric model used in a design problem, the design requirements and design goals. These
topics are followed by the explanation of Bayes’ theorem, the assignment of probability distribution
functions, the sampling of the posterior that produces a number of design candidates and the final
decision for obtaining a final design.
2.1 The Models, Design Requirements and Design Goals
The two design applications of interest in this dissertation are antenna array and linear phase
FIR filter designs. These two design applications have analogous parametric models, design
requirements and goals. The parametric models used in both design applications are atomic models
which can be expressed as
g(θ) =
N∑
n=1
Gn(Xn, θ), (2.1)
where N is the number of atoms, Gn is a mathematical function of an atom, Xn denotes the
parameters of an atom and θ is the independent variable of interest. In an atomic model, every
atom is required to have the same functional form for Gn and hence, the same number of unknown
parameters. In the context of both antenna array and FIR filter designs, N and Xn represent the
design parameters of a design problem, and the design goals are to determine the values for all
design parameters. The following discussions detail the descriptions of all of the above design
aspects for each design application.
2.1.1 Design of Antenna Array
In the application of designing antenna arrays, the parametric model is of the form
g(θ, φ) = 10 log10 |AF (θ, φ)|2 for 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi, (2.2)
where θ and φ denote the far-field observation angle defined in Figure 2.1 and AF (θ, φ) is the array
factor. Antenna elements can be arranged to form a one, two or three dimensional antenna array.
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Figure 2.1: 3D antenna array of N antenna elements.
For a three dimensional antenna array with N isotropic radiators in an arbitrary geometry as shown
in Figure 2.1, the array factor is expressed as
AF (θ, φ) =
N∑
n=1
|In| exp (jψn) exp
[
j
2pi
λ
(xn cosφ sin θ + yn sinφ sin θ + zn cos θ)
]
, (2.3)
where j =
√−1 and λ is the free space wavelength at the time-harmonic operating frequency. The
element parameters In, ψn, xn, yn and zn, denote the current amplitude, phase, x, y and z positions
of the nth antenna element respectively. For a planar antenna array that has N isotropic radiators
positioned on the xy plane as shown in Figure 2.2, the array factor in Eq. (2.3) can be rewritten as
AF (θ, φ) =
N∑
n=1
|In| exp (jψn) exp
[
j
2pi
λ
(xn cosφ sin θ + yn sinφ sin θ)
]
. (2.4)
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Figure 2.2: Planar antenna array of N antenna elements.
Figure 2.3 illustrates the geometry of a linear antenna array that has N isotropic radiators positioned
on the z-axis. For this antenna array, the array factor is
AF (θ) =
N∑
n=1
|In| exp (jψn) exp
[
j2pi
zn
λ
cos θ
]
. (2.5)
The array factor in Eq. (2.5) can be rewritten as
AF (θ) = 2
N∑
n=1
|In| exp (jψn) cos
[
2pi
zn
λ
cos θ
]
(2.6)
for a symmetrical linear antenna array where N in this case denotes the number of element pairs. If
all the excitation currents in a symmetric linear antenna array have only real values, the array factor
can be further simplified to
AF (θ) = 2
N∑
n=1
In cos
[
2pi
zn
λ
cos θ
]
. (2.7)
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Figure 2.3: Linear antenna array of N antenna elements.
There are a number of ways to specify the desired radiation pattern. In the work presented here,
upper and lower bounds in decibels at a finite set of designated angles denoted
respectively by BU = {BU(θ1, φ1), BU(θ2, φ2), BU(θ3, φ3), · · · , BU(θM , φM)} and BL =
{BL(θ1, φ1), BL(θ2, φ2), BL(θ3, φ3), · · · , BL(θM , φM)} are used, where M is the total number
of designated angles. The use of upper and lower envelopes allows important design pattern specifi-
cations such as a maximum sidelobe level, main beamwidth, a minimum half-power beamwidth, a
desired maximum radiation direction, and a maximum ripple value to be incorporated. In addition
to the desired radiation pattern, there are other design requirements that have to be taken into
consideration. These design requirements may include a minimum spacing between two adjacent
elements, a maximum width of the antenna aperture and a specified operating frequency bandwidth.
As explained in Chapter 3, these additional design requirements can be included through the assign-
ment of prior probability distribution functions or modifications of the likelihood. Given specific
design requirements, the ultimate goal is to come up with a final design. In this context, the values
for all the design parameters N and Xn = {In, ψn, xn, yn, zn} for n = 1 to N are to be determined.
2.1.2 Design of Linear Phase FIR Filter
The frequency response of a L-tap linear phase FIR filter is characterized by its transfer function
H(θ) =
L−1∑
l=0
h(l)e−jlθ for 0 ≤ θ ≤ pi, (2.8)
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where θ is the dimensionless digital frequency and h(l) is the impulse response. Depending on
whether L is odd or even, and whether h(l) is symmetric or antisymmetric, there are four special
types of linear phase FIR filters. The amplitude response of these filters is written as
A(θ) =
K∑
k=0
bk trig(θ, k), (2.9)
where K and bk are related to L and h(l) respectively, and trig(θ, k) is a sinusoidal function. In the
work presented in this dissertation, filters with odd L and symmetric h(l) are used as examples. For
this type of filter, the amplitude response is expressed as
A(θ) =
K∑
k=0
bk cos(kθ), (2.10)
where K = (L− 1)/2 and
bk =

h(K) for k = 0
2h(K − k) for k = 1, 2, . . . , K
. (2.11)
If bk = 0, then tap k is unused.
To enable the automatic determination of used and unused taps, an atomic form of the amplitude
response model is required. To obtain an atomic model for the amplitude response, Eq. (2.10) is
rewritten as
A(θ) =
N∑
n=1
cn cos(Tnθ), (2.12)
where Tn takes on the values of the integer tap-position index, k in Eq. (2.10). In Eq. (2.10), k
is not a parameter. It is the use of Tn as a parameter in Eq. (2.12) that allows automatic tap use
determination.
The following expressions yield values for the parameters in Eq. (2.10) given values of the
parameters in Eq. (2.12):
K = max{Tn} (2.13)
and
bk =
∑
n:Tn=k
cn . (2.14)
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The sum in Eq. (2.14) is necessary because the values of Tn for different values of n are not
necessarily unique. Eq. (2.14) states that bk = 0 if Tn 6= k for n = 1 to N . Using Eq. (2.13), the
filter length can be written as
L = 2 max{Tn}+ 1, (2.15)
and the total number of taps used, J is
J = 2× total number of nonzero bk − 1. (2.16)
In practice, the filter coefficients, bk, of a linear phase FIR filter are limited in dynamic range
and accuracy. For a linear phase FIR filter that have filter coefficients expressed as a sum of signed
power-of-two (SPoT) terms, the amplitude response in Eq. (2.12) can be rewritten as
A(θ) =
N∑
n=1
±2−pn cos(Tnθ), (2.17)
where pn denotes the integer power. The use of SPoT terms constrains the filter coefficients, bk, to
have a discrete set of values, which are expressed as a sum of one or more of the following SPoT
terms:
SPoTn = {−1,−2−1,−2−2,−2−3, · · · ,−2−P , 2−P , · · · , 2−3, 2−2, 2−1, 1}, (2.18)
where P denotes the maximum integer power. The parameter N in Eq. (2.17) is related to the total
number of SPoT terms used, J by
J = 2N − total number of Tn = 0. (2.19)
The filter length remains the same as L in Eq. (2.15).
Figure 2.4 illustrates the desired amplitude response in decibels of a lowpass filter using upper
and lower bounds at a total of M designated frequencies, θm. As in the design of an antenna array,
the upper and lower bounds of the design specifications at the frequency θm are denoted by BU(θm)
and BL(θm) respectively. In Figure 2.4, θp, θs, δ, and β denote the passband and stopband edge
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Figure 2.4: Design specifications for a lowpass log filter.
frequencies, the maximum passband ripple and the minimum stopband attenuation, respectively.
Given the filter model
g(θ) = 10 log10 |A(θ)|2 for 0 ≤ θ ≤ pi, (2.20)
the design goal is to determine the values for all the design parameters, N and Xn = {Tn, cn} or
Xn = {Tn,SPoTn} for n = 1 to N , to produce a filter design with amplitude response that falls
between the desired upper and lower limits.
2.2 Bayesian Inference Framework
2.2.1 Bayes’ Theorem
The foundation of Bayesian inference lies with the powerful Bayes’ theorem. In the context
of both antenna array and linear phase FIR filter designs, Bayes’ theorem can be expressed in the
following form:
p(N,XN |BU ,BL,σ, E) ∝ p(N,XN |E)p(BU ,BL|N,XN ,σ, E). (2.21)
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XN = {I1, ψ1, x1, y1, z1, I2, ψ2, x2, y2, z2, · · · , IN , ψN , xN , yN , zN} are the parameters of the an-
tenna elements while XN = {c0, T0, c1, T1, . . . , cN , TN} or XN = {SPoT0, T0,SPoT1, T1, . . . ,
SPoTN , TN} are the coefficients and tap numbers of a FIR filter. In both antenna array and linear
phase FIR filter designs, the quantity σm ∈ {σ1, σ2, σ3, · · · , σM} indicates the required degree
of compliance between the desired and achieved radiation pattern or frequency response at the
designated angle or frequency θm. The values of all σm are specified by the designer based on the
understanding that a smaller value produces a greater degree of compliance. More explanations on
the assignment of a value to σm are presented in Section 4.2.
A probability distribution function (pdf ) can be in the discrete, continuous or mixed form. A
discrete pdf has parameters that can only take a discrete number of values while a continuous pdf
has parameters that are defined over a continuous interval. A mixed pdf has a combination of both
the discrete and continuous pdfs. To simplify the notation, the symbol p is used to represent all three
types of pdfs in this dissertation. Additionally, the symbol E that denotes the relevant background
information about the design problem of interest is suppressed since every pdf is conditioned on
the background information. However, it is of great importance to keep in mind its existence in all
pdfs that follow.
Every term in Eq. (2.21) has a formal name. The term p(N,XN) is called the prior pdf because
it is only conditioned on the background information at hand. Based on the background information,
there is no basis for asserting any dependency between N and XN or between any two of the
parameters of XN . Thus, all design parameters are treated as independent to avoid asserting
information that is not known. Applying the product rule and treating all design parameters as
independent, the term p(N,XN) can be expanded to
p(N,XN) = p(N)p(XN), (2.22)
where
p(XN) = p(N)
N∏
n=1
p(In)p(ψn)p(xn)p(yn)p(zn) (2.23)
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for the antenna array design and
p(XN) = p(N)
N∏
n=1
p(cn)p(Tn) or p(N)
N∏
n=1
p(SPoTn)p(Tn) (2.24)
for the linear phase FIR filter design. All the prior pdfs in Eq. (2.23) and Eq. (2.24) are assigned by
the designer based on the design requirements and/or the background information at hand. In the
case of antenna array design, these requirements and information could, for example, include the
minimum and maximum number of antenna array elements that are required to meet specific design
requirements, and the range of values for the element parameters. As for the case of linear phase FIR
filter design, the requirements and prior information could include the maximum acceptable filter
length and the possible range of values for the filter coefficients. The term p(BU ,BL|N,XN ,σ) is
called the likelihood function and its derivation will be discussed in Section 2.2.2. Having assigned
a pdf to all priors and obtained the likelihood function, the posterior pdf p(N,XN |BU ,BL,σ) can
be approximated computationally using an appropriate sampling technique.
2.2.2 The Likelihood
The derivation of the likelihood begins with the assignment of a pdf to the error between the
desired and realized radiation pattern or frequency response. At every angle or frequency θm for
1 ≤ m ≤M , the error is assigned heuristically the following Laplacian pdf :
p(BU , BL|N,XN , σm) ∝ exp [−Qm/σm] , (2.25)
where
Qm =

BL(θm)− g(θm) for g(θm) < BL(θm)
g(θm)−BU(θm) for g(θm) > BU(θm)
0 otherwise
. (2.26)
As mentioned in Section 2.2.1, the value for each σm is assigned by the designer. The assigned value
indicates the width of the error pdf for θm. Through the assignment of σm, a designer can specify,
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based on design preferences, a different degree of compliance between the desired and achieved
radiation pattern or frequency response for different regions. Because of logical independence,
applying the product rule yields the following likelihood function:
p(BU ,BL|N,XN ,σ) =
M∏
m=1
p(BU , BL|N,XN , σm)
∝ exp
[
−
M∑
m=1
Qm/σm
]
. (2.27)
In addition to the Laplacian pdf in Eq. (2.25), another error pdf, the Gaussian pdf
p(BU , BL|N,XN , σm) ∝ exp
[
−Q2m/2σ2m
]
(2.28)
is used as well. For the Gaussian pdf, the likelihood function is of the form
p(BU ,BL|N,XN ,σ) =
M∏
m=1
p(BU , BL|N,XN , σm)
∝ exp
[
−
M∑
m=1
Q2m/2σ
2
m
]
. (2.29)
It has been observed that either likelihood can be used in any given design problem, and both
likelihoods produce comparable results for the same design problem. In most of the research work
presented here, the Gaussian likelihood is employed since it is normally used in Bayesian inference
problems.
2.2.3 Sampling of the Posterior
The posterior distribution in Eq. (2.21), which is a function of the design parameters N and XN ,
cannot be determined in a closed form. The solution to this problem is to obtain a Monte Carlo
approximation of the posterior distribution. In the Monte Carlo approximation, a reasonable number
of samples are drawn from the posterior distribution using an appropriate sampling technique. In
the work presented here, a program called BayeSys [59] which employs the MCMC method is used
to draw W samples from the posterior distribution. In the context of antenna or filter design, each
sample drawn from the posterior distribution represents a design candidate or a potential solution
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to the design problem of interest. The drawn samples form an approximation to the posterior
distribution so that
p(N,XN |BU ,BL,σ) ≈ 1
W
W∑
w=1
(N −Nw)δ(XN − XwNw) (2.30)
where Nw is the number of atoms of the wth sample, δ is the Dirac delta function and
(N −Nw) =

1 for N = Nw
0 otherwise
. (2.31)
Eq. (2.30) can be used to approximate the expected values of functions under the posterior
distribution. Using this property yields the following:
〈N〉 ≈ 1
W
W∑
w=1
Nw (2.32)
and
p(N |BU ,BL,σ) ≈ 1
W
W∑
w=1
(N −Nw) (2.33)
which are the expected value of, and the posterior probabilities for N respectively. Eq. (2.33) comes
from p(No|BU ,BL,σ) = 〈N −No〉 where No is some value of N .
2.2.4 Selecting the Final Design
The Bayesian inference portion of the design process ends with the drawing of the design
candidates from the posterior distribution. All of the W design candidates are sampled from regions
of the posterior distribution where its values are close to or equal to the maximum. As a result, all
W design candidates satisfy the prescribed design specifications and requirements with minimal
or no error. If a design problem has conditions such as design specifications and requirements of
immense complexity, and adverse constraints on the values of the design parameters that render
zero-error design unrealizable, then all W design candidates will have error close to the possible
minimum error. Because all W design candidates have the potential to become the final design of a
design problem, a designer has to choose a single final design from all the design candidates based
upon priorities, judgement or additional criteria.
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In the design of antenna arrays, if the first priority is to minimize the production cost followed
by design performance as the second priority, an antenna designer must first choose all the design
candidates that use the fewest number of elements. Among all the selected candidates, the antenna
designer can then select the design that has the minimum error as the final design. If an antenna
designer decides to prioritize the design performance over production cost, then the designer can
choose, among all design candidates that have the minimum error, the design that uses the fewest
number of elements as the final design. The article [65] describes another way of obtaining a final
design that is to first choose the value of W that has the highest posterior probability value, and of
all the design candidates that have the same chosen value of W , the design candidate with the least
error is selected as the final design.
Like an antenna designer, a filter designer has to go through a selection process to acquire a
final design. The sequence of a selection process depends on how the filter designer prioritizes
design criteria such as the design performance, the total number of taps used and the filter length. If
the priorities are in the order of design performance, total number of taps used and followed lastly
by the filter length, a filter designer must first choose all the design candidates that have the smallest
error. Among all the selected candidates, the designer can then narrow down the choices to those
designs that use the fewest number of taps. After that, the designer can acquire a final design by
selecting the design candidate that has the shortest filter length.
The above methods of selecting the final design may not be useful or practical for any actual
design problem. For an actual design problem, the decision-making process may be much more
complicated and involve many more factors and criteria. The designer must determine the factors
and criteria based on the specifics of the application for which an antenna array or a linear phase
FIR filter is being designed, and will presumably be built. In the end, the selection of the final
design lies with the designer.
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2.3 Ockham’s Razor in the Inference Framework
The Bayesian inference framework for design has the ability to design physical systems that have
design complexity appropriate to the design specifications and requirements. This is because the
Bayesian inference framework embodies the principle of parsimony and quantitatively implements
the Ockham’s razor principle to render designs that have higher design complexity than required
less probable. The Ockham’s razor implicit in the Bayesian inference framework ensures that a
design that has lower design complexity is preferred to one with higher design complexity, if both
designs yield the same degree of compliance between the desired and achieved radiation pattern
or frequency response. This property, acting through the posterior probability for the number of
atoms p(N |BU ,BL,σ), allows automatic determination of the design complexity. The automatic
determination of the number of atoms is equivalent to Bayesian model selection. The mechanism
by which Ockham’s razor operates in Bayesian model selection is discussed at length in, among
other places, [60, Ch. 3], [61, Ch. 4] and [62, Ch. 28]. This dissertation provides, in the following
explanations, an intuitive description of the Ockham’s Razor principle in the context of design.
In a design problem, the posterior probability for a design that has design complexity corre-
sponding to N can be written as
p(N |BU ,BL,σ) = p(N)p(BU ,BL|N,σ)
p(BU ,BL)
(2.34)
where
p(BU ,BL|N,σ) =
∫
p(XN)p(BU ,BL|N,XN ,σ)dXN
≈ 1
(4prior)αN (4posterior)
αN max{p(BU ,BL|N,XN ,σ)} (2.35)
since the peak of the likelihood p(BU ,BL|N,XN ,σ) is generally significantly higher than the peak
of the priors p(XN). In Eq. (2.35), α denotes the number of model parameters when N = 1 while
4prior and4posterior indicate respectively the width of the priors and posterior in each dimension.
For two designs that have design complexity corresponding to N and N + 1, comparison is made
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by taking the ratio
p(N + 1|BU ,BL,σ)
p(N |BU ,BL,σ) =
p(N + 1)p(BU ,BL|N + 1,σ)
p(N)p(BU ,BL|N,σ)
=
p(BU ,BL|N + 1,σ)
p(BU ,BL|N,σ)
≈ max{p(BU ,BL|N + 1,XN+1,σ)}
max{p(BU ,BL|N,XN ,σ)}
(4posterior
4prior
)α
. (2.36)
Eq. (2.36) is obtained using Eq. (2.35) and the notion of p(N + 1) = p(N) which comes from the
principle of indifference. In the context of design, this principle states that neither the design that
has design complexity corresponding to N or the design with design complexity corresponding
to N + 1 is preferred to the other. From Eq. (2.36), it can be observed that the design with
design complexity corresponding to N + 1 is preferred to the design that has design complexity
corresponding to N if the former design has much smaller error or higher likelihood value than
the latter design. This is because the ratio of the peak likelihood value in Eq. (2.36) is more than
one and becomes the dominant term. In the case where two designs have zero error or the same
maximum likelihood value, the design with lower design complexity is preferred since4posterior is
generally smaller than4prior. The term
(4posterior
4prior
)α
in Eq. (2.36) is referred to as the Ockham’s
factor which penalizes designs that have higher design complexity. The Ockham’s factor plays a
crucial role in the Bayesian inference framework for producing designs that have appropriate design
complexity.
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CHAPTER 3
SAMPLING THE POSTERIOR DISTRIBUTION
The posterior distribution in Eq. (2.21) cannot be determined in a closed form; however, a
Monte Carlo approximation of it can be obtained. In the approximation, a reasonable number of
samples are drawn from the posterior distribution using an appropriate sampling algorithm. There
are various algorithms that have been developed for efficiently sampling a probability distribution
function in a multidimensional parameter space. The work presented in this dissertation employs
the computer algorithm BayeSys [59]. BayeSys is a Markov chain Monte Carlo (MCMC) based
algorithm written by John Skilling and made available as an open source code in 2004. Monte
Carlo methods are computational techniques that make use of random numbers to generate samples
from a given probability distribution function such as a posterior distribution. A Markov chain
Monte Carlo algorithm uses Markov chains to simulate random walks in the parameter space.
The Markov chains evolve by transitions from one state to another state, and eventually converge
to the desired posterior distribution. BayeSys has a number of important features. In BayeSys,
a multidimensional parameter space is mapped into one dimension using a Hilbert space-filling
curve [66]. The exploration along a Hilbert curve is performed using binary slice sampling, which
can adaptively scale the exploration steps. Multiple exploration engines are provided so that if
one or more engines are thwarted, a different engine can help the system to overcome the obstacle.
The convergence of a sampling process to the posterior distribution is difficult. To overcome this
difficulty, selective annealing is used to achieve progressive convergence from the prior to the
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posterior. Communication among multiple Markov chains or trial objects is facilitated to catalyze
each other’s sampling progress. An overview of the underlying theory behind BayeSys, which
includes all of the above features, is provided in this chapter.
3.1 Atoms and Attributes
The ultimate objective of Bayesian inference is to recover an object of interest from the
observations or data. In the context of antenna array and linear phase FIR filter design, the objects
of interest are respectively an antenna array design and a linear phase FIR filter design that comply
with the design specifications and requirements. These objects are complicated and have many
degrees of freedom. Due to the high complexity, it is fitting to decompose the object of interest
into some number of parts, which are referred to as atoms in BayeSys. Every atom has a specific
number of attributes and is scattered with certain locations over the domain of interest. These
locations determine if additional attributes or atoms are required to model the object of interest. In
the context of the two design applications of interest, an atom represents an array element, a pair of
antenna elements, a filter tap or a SPoT term. The attributes of an atom are the position and complex
current of an array element, or the position and coefficient value of a filter tap or SPoT term. The
decomposition of the object of interest into a number of atoms, the allowed variation of the number
of atoms, coupled with the implicit Ockham’s razor principle in Bayesian inference, are the reasons
why physical systems that have design complexity appropriate to the design specifications and
requirements can be produced by the Bayesian inference framework using BayeSys.
The change in the number of atoms in BayeSys is restricted to the birth or death of only one
atom at a time, even though multiple births or deaths are feasible in a MCMC algorithm [67]. The
decay time of an atom is chosen to be unit mean of a lifetime, yielding a death rate of
p(N − 1|N) = Ndt (3.1)
in an infinitesimal interval dt of artificial time. The reason for choosing this decay rate is that after
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a unit time, most of the atoms would have been altered. It follows from detailed balance, which is
explained in Eq. (3.4) on the next page, that the birth rate is
p(N |N − 1) = p(N − 1|N)p(N)
p(N − 1)
=
p(N)
p(N − 1)Ndt,
which leads to
p(N + 1|N) = ΓNdt = p(N + 1)
p(N)
(N + 1)dt. (3.2)
If the number of atoms at the start is N , the time to the next birth or death, in the ratio of ΓN : N , is
exponentially distributed as follows:
p(∆t) = (ΓN +N) exp [− (ΓN +N) ∆t] . (3.3)
The number of atoms is typically assigned a uniform, geometric or Poisson probability distribution.
The choice of prior depends on the degree of complexity that is expected, and the uncertainty of the
estimate.
An atom has a certain number of attributes or parameters, which are known as the dimensionality,
d. In BayeSys, all parameters are restricted to the range [0, 1], and the priors are uniform over the
unit hypercube, [0, 1]d. Because of this restriction, the samples supplied by BayeSys are required to
be transformed according to their individual prior pdf’s, so that sets of parameters that are required
in the computation of the likelihood can be obtained. In addition to the restriction, all parameter
values in BayeSys are enforced to be an odd multiple of 2−(WL+1), where WL is the word length of
a computer. The use of this integer representation facilitates the application of binary slice sampling
in BayeSys, a topic which is presented in Section 3.3.
3.2 Markov chain Monte Carlo
The Markov chain Monte Carlo algorithm in BayeSys generates samples by using multiple
Markov chains to explore the parameter space. Starting at the prior, multiple Markov chains evolve
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by transitions from one state to another state, and eventually converge to the desired posterior
distribution after going through a certain number of intermediate states. Generally, a transition to
the next state depends only on the current state as a Markov chain gradually forgets its earlier states
as it evolves. The Markov chains used in BayeSys observe detailed balance
p(X = i|X = j)p(X = j) = p(X = j|X = i)p(X = i), (3.4)
where p(X = i) and p(X = j) are the equilibrium probabilities of X being in states i and j
respectively, and p(X = j|X = i) is the transition probability for the process of X in state i →
X in state j. Eq. (3.4) states that the transition from states i to j is as probable as the transition
from states j to i. This property is of interest in a MCMC simulation because detailed balance
implies invariance of the probability distribution, p(X), under the constructed Markov chain, which
is a necessary condition for the convergence to p(X).
The posterior distribution is located via the likelihood function. Given that the likelihood is
p(BU ,BL|Ni,XNi ,σ) and p(BU ,BL|Nj,XNj ,σ) at states i and j respectively, the transition from
states i to j is accepted if and only if
p(BU ,BL|Nj,XNj ,σ) ≥ U (0, p(BU ,BL|Ni,XNi ,σ)) , (3.5)
where U indicates that a random sample is drawn from the uniform distribution over the stated range.
The above method is known as the Metropolis Hastings algorithm [68, 69], which satisfies detailed
balance. The Metropolis Hastings algorithm can be inefficient if the magnitude of change, ∆X, is
not set to the correct scale in the transitions. If the values used are too large, most of the proposed
transitions will be rejected, resulting in the failure to converge to the desired posterior distribution.
On the other hand, if the step sizes are too small, the rate of progress will be unnecessarily slow.
The solution to this issue is to utilize binary slice sampling which facilitates self-tuning of the step
sizes.
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3.3 Binary Slice Sampling and Hilbert Curve
Slice sampling [70] originates from the observation that a univariate distribution can be sampled
by first drawing sample points uniformly from the region under the curve of its probability distribu-
tion function, and then looking only at the horizontal coordinates of the sample points. This method
of sampling can adaptively scale the magnitude of change, ∆X, as illustrated by the following
procedure for single-parameter slice sampling:
1. Draw a value, y, uniformly from (0, p∗(Xold)), where Xold is the current point, and p∗(X) is
proportional to the target distribution.
2. Define a horizontal slice: S = {X : p∗(X) > y}.
3. Find an interval around Xold that contains all or much of the horizontal slice, S.
4. Draw a new point, Xnew, from the part of the horizontal slice that is within this interval.
In practice, a slice sampling algorithm requires more detailed steps [70] than the above procedure.
The above procedure is presented to provide a basic understanding of slice sampling and a stepping
stone to the description of binary slice sampling.
In binary slice sampling, the parameter, X , that is being slice-sampled is represented by a b-bit
integer, x, taking on one of 2b integer values, x ∈ {0, 1, 2, 3, · · · , 2b − 1}. Given a current point,
xold, the basic implementation of binary slice sampling in BayeSys is as follows:
ro← U [0, 2b) Define a random non-zero origin
Do { Loop
xnew ←
(
(xold − ro)⊕ U [0, 2b)
)
+ ro Propose a trial point, xnew, around xold
b← b− 1 Shrink the interval around xold
}While xnew is out of range or p∗(xnew) < U (0, p∗(xold))
where ⊕ represents the binary bitwise exclusive-OR operation.
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Figure 3.1: First and third level two dimensional Hilbert curves.
The transition scheme in a single-parameter slice sampling algorithm is to alter the current
value, Xold, by an appropriate ∆X . The same transition scheme can be adapted and used in a binary
slice sampling algorithm, by randomizing a certain number of least significant bits of xold. In a
slice sampling algorithm, the process of finding an interval around Xold may require subsequent
broadening of the initial interval so that all or much of the horizontal slice are contained. This
interval enlargement process is not required in the binary slice sampling algorithm in BayeSys. This
is because as shown in the procedure above, the randomization of xold begins with all b-bits and
continues with one fewer most significant bit every time a proposed trial point is rejected. This
randomization process is equivalent to shrinking the interval around xold, which is initially very
wide, repeatedly by half while locating an acceptable new point. There appear to be barriers to free
movement which make it difficult for x to move from one location to another. For example, the
movement between two adjacent integers represented by 0111 · · · 1111 and 1000 · · · 0000 requires
all b bits to change. These barriers can be overcome by introducing a random non-zero origin
denoted by, ro, into the randomization process.
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Figure 3.2: Second level two dimensional Hilbert curve.
A prominent advantage of using integer representation is that two or more parameters,
X1, X2, X3, · · · , can be represented by a single integer, x, using a reasonable number of addi-
tional bits. The integer, x, can be mapped to X1, X2, X3, · · · using a space-filling Hilbert curve.
A Hilbert curve uniformly covers the interior of a d-dimensional hypercube [66]. In addition, a
Hilbert curve preserves both locality and continuity. The former indicates that contiguity along the
line implies contiguity in the parameter space while the latter means that a probability distribution
function that is continuous in the parameter space must also be continuous along the line.
A Hilbert curve can be constructed recursively using its generator. Figure 3.1A shows the two
dimensional generator, which is used to construct subsequent levels of Hilbert curve such as the
second and third level Hilbert curves plotted in Figure 3.2 and Figure 3.1B respectively. Figure 3.2
illustrates the mapping of a 2-bit integer, x, to two parameters, X1 and X2. For example, the integer,
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x = 11, is mapped to X1 = 3 and X2 = 2. Through the use of a space-filling Hilbert curve, the
multidimensional slice sampling can be performed using the same algorithm as for one dimension.
3.4 Selective Annealing
The significant portion of a posterior distribution generally occupies only a tiny fraction of the
prior. Almost all of the samples that are drawn from the prior are located at the far ends of the
posterior. This feature renders the desired convergence to the posterior very difficult, especially if the
posterior distribution is multimodal, which is the case for a design problem since multiple designs
that completely satisfy the prescribed design specifications and requirements are conceivable. To
solve this problem of “locating a needle in a haystack”, BayeSys uses a variant of the simulated
annealing technique [71], called selective annealing.
In selective annealing, a sampling process converges progressively from the prior to the posterior
distribution. This gradual process can be implemented by introducing an annealing parameter, τ , to
the posterior distribution in Eq. (2.21) as follows:
p(N,XN |BU ,BL,σ, τ) ∝ p(N,XN) [p(BU ,BL|N,XN ,σ)]τ
∝ p(N,XN)Lτ (XN) , (3.6)
where L (XN) = p(BU ,BL|N,XN ,σ) is employed to simplify the notation for the likelihood
function. For τ = 0 and τ = 1, the modified posterior in Eq. (3.6) is
p(N,XN |BU ,BL,σ, τ) ∝

p(N,XN) for τ = 0
p(N,XN)Lτ (XN) for τ = 1
. (3.7)
Therefore, by gradually increasing τ from zero to one, a sampling process will converge pro-
gressively from the prior to the posterior distribution. The problem now is how to increase τ
appropriately. In BayeSys, τ is increased adaptively and the overall numerical rate of increase is
controlled by the user. The following explanation describes adaptive annealing.
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For an ensemble of J objects, the normalized weight of an object is given by
Wj = J wj∑J
j=1 wj
, for j = 1, 2, 3, · · · ,J , (3.8)
where
wj = (Lj)∆τ , for j = 1, 2, 3, · · · ,J , (3.9)
given that ∆τ is the magnitude of increase in τ . The computed normalized weights are ranked in an
increasing order and after sorting, the integer weights,Wj , for j = 1, 2, 3, · · · ,J are determined
by Eq. (25) in [72], which is
Wj =
J−1∑
k=0
U
u+ k − j−1∑
i=1
Wi
− U
u+ k − j∑
i=1
Wi
 , (3.10)
where u ∈ U [0, 1] and
U(x) =

1 for x > 0
0 otherwise
. (3.11)
For illustration, J = 5 objects are used and their normalized weights at τold are listed in Table 3.1.
If u = 0.3, then the sequence {u, u + 1, u + 2, u + 3, u + 4} = {0.3, 1.3, 2.3, 3.3, 4.3} precedes
the cumulative weight at j = {2, 3, 4, 5, 5}. These results indicate that objects 2, 3, and 4 are each
picked once while object 5 is picked twice, and the correspondingWj = {0, 1, 1, 1, 2} agrees with
Eq. (3.10). The net effect is object 1 is replaced by object 5 at τnew = τold + ∆τ .
The above procedure is called resampling. After resampling, some objects may have the same
locations, and the independency among these objects is lost. To regain independent objects, a
sufficient number of Metropolis Hastings transitions must occur. It is desirable to have mostWj
being one, and important to avoid discarding most of the objects and replacing them with a few
objects that have the highest weights. These goals can be achieved by using
∆τ ∝ 1
ln(Lmax)− ln
(
L
)
=
Rate
ln(Lmax)− ln
(
L
) , (3.12)
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Table 3.1: Illustration of selective annealing using 5 objects.
Object j Wj Cumulative Weight
1 0.2 0.2
2 0.6 0.8
3 0.8 1.6
4 1.3 2.9
5 2.1 5.0
where L is the mean of all J likelihoods. The quantity, Rate, is a positive real value that is assigned
by the user. The recommended values for Rate are 0 < Rate ≤ 0.5, where a smaller value results
in slower annealing speed.
Selective annealing has a prominent advantage in that resampling facilitates the relocation of an
object from its current low likelihood location to a high likelihood location that has been currently
discovered. This important feature can assist an object that is trapped in a local minima to escape
without having to search for a geometrical exit route. In a problem that has multiple modes, selective
annealing becomes even more useful as only one object is required to find a mode, and other objects
will follow. Finally, all “good” objects are retained as only the “bad” objects are replaced.
3.5 MCMC Exploration Engines
BayeSys has several MCMC exploration engines and they are LifeStory1, LifeStory2, Guid-
edWalk, LeapFrog1, LeapFrog2, Chameleon1 and Chameleon2. The reason for having several
engines is that any individual engine can be thwarted by a particular form of likelihood, and even
if convergence is achieved, the rate of progress may be impractically slow. An alternative engine
might overcome the deficiency, only to be trapped in another location. Having multiple engines
may not prevail all the time, but a total defeat is less likely given that the engines can help out each
other when one or more engines are hindered in their progress.
All of the MCMC exploration engines in BayeSys operate in the environment of an ensemble
which has J objects. An ensemble is considered as a supersystem that has numbers of atoms,
36
attributes, ensemble prior, ensemble likelihood, and ensemble posterior, all of which are expressed
in sequence in the following:
N = {N1, N2, N3, · · · , NJ },
X = {X 1,X 2,X 3, · · · ,X J },
p (X) = p (X 1) p (X 2) p (X 3) · · · p (X J ) ,
L (X) = L (X 1)L (X 2)L (X 3) · · · L (X J ) ,
P (X) = P (X 1)P (X 2)P (X 3) · · · P (X J ) ,
where in the context of design,
X j = XNj ,
p (X j) = p(XNj),
L (X j) = p(BU ,BL|Nj,XNj ,σ),
and
P (X j) = p(Nj,XNj |BU ,BL,σ),
for j = 1, 2, 3, · · · ,J .
3.5.1 LifeStory Engines
The LifeStory1 engine operates on only one object in the ensemble. This engine combines the
processes of birth, death and movement along a Hilbert curve. When an atom is born, it is given a
random coordinate or location. In the event of a death, an atom is randomly chosen to be removed.
The increase or decrease in the number of atoms is subject to Metropolis Hastings acceptance. Prior
to the acceptance or rejection by Metropolis Hastings, movement of the newly born atom or the
atom under the death sentence due to binary slice sampling has most likely occurred. If a newly
born atom is accepted, a change has been made to the object, and binary slice sampling has likely
improved the initial location. On the contrary, no change is observed if rejection occurs. If a death
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event is accepted, a randomly selected atom is removed from the object, indicating a change has
been made. A change is also observed in the rejection of a death event since the atom that has
survived the cut has most likely moved.
The LifeStory2 engine is similar to LifeStory1 except that one of the neighboring atoms is also
permitted to move. A neighboring atom can move aside to make room for the birth of an atom,
or move nearer to compensate for the loss of an atom. When a newborn atom is accepted, binary
slice sampling has likely improved its initial location, and the compensatory location of a neighbor.
If a newborn atom is rejected, a change is still observed because a neighbor almost certainly has
moved. When a randomly chosen atom survives the cut, it is most likely that this atom and one of
its neighbors have both moved. If an atom is indeed removed, a neighboring atom will have moved
to compensate for the removal. Overall, useful changes are almost always observed in LifeStory2,
making it more powerful than LifeStory1.
3.5.2 Guided Walk and LeapFrog Engines
Both LifeStory engines offer roughly isotropic exploration which can be inefficient in high-
dimensional likelihood function. This inefficiency can be overcome by using atoms of different
objects. Let L andR represent the left and right neighbors of the atom of interest,X . All three atoms
are presumed to come from different objects and represent some feature of the local likelihood, in
which they are located. An appropriate trial location can be proposed for X as follows:
Xtrial = X + s (R− L) ,
where s is an adjustable scalar, which is kept nearly optimal using binary slice sampling. The above
proposition corresponds to a guided walk in the direction of ± (R− L), which allows an atom to
move geometrically within a hypercube space. The use of guided walk helps an ensemble to learn
about and utilize the shape of a likelihood function.
BaysSys provides two more engines that are similar to guided walk. These engines, namely
LeapFrog1 and LeapFrog2, are simpler to implement. The LeapFrog1 engine uses either the left or
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right neighboring atom, which can be from the same object, or preferably from another object. The
trial position is given by either
Xtrial = 2L− X, or Xtrial = 2R− X,
without any adjustable scalar. The LeapFrog2 engine uses both left and right neighbors, which can
be from the same object, or preferably from different objects. The trial position in the LeapFrog2
engine is
Xtrial = L + R− X.
3.5.3 Chameleon Engines
The Chameleon1 engine allows a randomly chosen atom to jump from one object to another.
The rationale for having this facility is that an atom might be better placed in another object than
its source. In addition, this facility could occasionally rescue the destination object out of a trap.
Based on the Metropolis Hastings rule, a proposed jump is accepted if and only if
Lnew ≥ U (0,Lold) ,
where Lold and Lnew are respectively the ensemble likelihood prior to and after the jump. In the
event of a jump, only the source and destination likelihoods are changed.
The Chameleon2 engine is an extension of Chameleon1 in that pairs of atoms are allowed to
swap ensemble memberships. After an exchange, both atoms retain their attribute values from the
source object. To encourage synergy between a pair of jumps, the two selected atoms should be
close together as if they are neighbors of the same object. As in the Chameleon1 engine, a proposed
switch is accepted if and only if
Lnew ≥ U (0,Lold) .
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CHAPTER 4
DESIGN OF ANTENNA ARRAY
The Bayesian inference framework for design has been applied to the design of antenna arrays.
In this chapter, several antenna array design examples are presented. An antenna array design
problem generally has three main aspects: the desired radiation pattern, the type of antenna array
used and the practical design requirements that are required to be incorporated. The design problems
presented in this chapter use different types of antenna arrays such as symmetric linear array with
real-valued currents, asymmetric linear array with complex currents, reconfigurable linear array
and planar array to realize various desired radiation patterns while satisfying certain prescribed
practical design requirements. The radiation patterns of interest include two broadside patterns, an
end-fire pattern, a shaped beam pattern which is the sector beam pattern, and a three-dimensional
radiation pattern. In practice, apart from the design pattern specifications, a design problem consists
of additional practical design requirements such as a minimum spacing between two adjacent array
elements, limitations in the dynamic range and accuracy of the current amplitudes and phases,
and the ability to maintain a desired radiation pattern over a frequency band. A much more
challenging requirement is the ability to maintain a desired radiation pattern when one or more
array elements are defective or failing. The above examples of practical design requirements have
all been implemented and are shown in the design problems presented in Section 4.3.
In the Bayesian inference framework for design, the process of solving an antenna array design
problem generally consists of the following steps. The first step is to specify the desired radiation
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pattern and the type of antenna array to be used. The second step is to assign either a Laplacian
or Gaussian pdf to the error between the desired and achieved radiation pattern. Following the
assignment of an error distribution, the likelihood function can be obtained. The third step is
to assign a pdf to all design parameters which include the number of array elements or element
pairs, N , and the parameters of all antenna elements, XN . This is followed by the assignment
of a value to all σm which denote the degree of compliance between the desired and achieved
radiation pattern. At this stage, the likelihood function, p(BU ,BL|N,XN ,σ), and the prior pdf,
p(N,XN), in Eq. (2.34) are determined. Hence, the next step is to approximate the posterior pdf,
p(N,XN |BU ,BL,σ), by drawing a reasonable number of samples from it. The design process
concludes with the selection of a design candidate from all the drawn posterior samples as the final
design.
All of the above procedures have been explained at length in Chapter 2 with the exception of a
detailed description of how the assignment of a pdf to the design parameters and the assignment of
a value to σm are made. Prior to the presentation of the design examples, the following discussions
describe how the design parameters are assigned a pdf and how σm is assigned a value based on the
background information which encompasses some practical design requirements.
4.1 Assignments for the Design Parameters
The design parameters of an antenna array design problem include the number of array elements
or element pairs, N , the current amplitudes and phases, {I1, ψ1, I2, ψ2, · · · , IN , ψN}, and the
positions of the array elements, {x1, y1, z1, x2, y2, z2, · · · , xN , yN , zN}. For the parameter N , a
discrete uniform distribution, U [Nmin, Nmax], is generally assigned for it when only the minimum
and maximum acceptable values are known. The integer Nmax indicates the maximum number of
antenna elements or element pairs that is allowed in a design problem. Generally, Nmax can be
given any positive value; however, in practice, the assignment of Nmax could be dictated by the
antenna array production cost since the use of more antenna elements results in higher production
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cost. The integer Nmin, which is often given the value 1, denotes the minimum number of antenna
elements or element pairs that is acceptable in a design problem. It is possible for a designer to
assign a larger value to Nmin if the designer is sure that the desired radiation pattern cannot be
realized using a N value that is less than Nmin. Otherwise, giving Nmin a too large value will result
in the failure to acquire antenna array designs that have design complexity appropriate to the design
specifications and requirements.
The positions of the array elements of a linear antenna array are denoted by
{z1, z2, z3, · · · , zN}. For the parameter zn, a continuous uniform distribution, U [zminn , zmaxn ], is
generally assigned for it when only the range of the zn values is known. In an asymmetric linear
antenna array, the real-valued zminn and z
max
n indicate the positions that are allowed in a design
problem for the placement of the first and last antenna elements respectively. A common practical
design requirement is a maximum aperture width that is allowed in a linear antenna array design.
This practical design requirement can be incorporated into the values assigned to zminn and z
max
n ,
because the maximum aperture width that a designed asymmetric linear antenna array can have is
equal to zmaxn − zminn . For a symmetric linear antenna array, zminn and zmaxn must both be positive
or negative. The quantity zmaxn indicates the position that is allowed for the placement of the last
pair of antenna elements. Since the maximum aperture width that a designed symmetric linear
antenna array can have is 2× zmaxn , a designer can incorporate the maximum acceptable aperture
width specified in a design problem into the value assigned to zmaxn . The quantity z
min
n indicates
the position that is allowed for the placement of the first pair of antenna elements. In practice, a
minimum spacing is required between two adjacent array elements. To ensure that the spacing
between the first pair of array elements satisfies the minimum spacing requirement, zminn is often
given a value equal to half of the minimum spacing value.
For a planar array that has antenna elements placed in the xy plane, the positions of the array
elements are denoted by {x1, y1, x2, y2, · · · , xN , yN}. When only the range of the xn and yn values
are known, the parameters xn and yn are both assigned a continuous uniform distribution which
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is denoted by U [xminn , x
max
n ] and U [y
min
n , y
max
n ] respectively. The real-valued x
min
n , x
max
n , y
min
n and
ymaxn denote the minimum and maximum x and y positions that are allowed for the placement of
an array element on the xy plane. Since xmaxn − xminn and ymaxn − yminn equal to the maximum
length and width that a designed planar array can have, a designer can incorporate the maximum
acceptable planar array dimensions specified in a design problem into the values assigned to xminn ,
xmaxn , y
min
n and y
max
n .
The assignment of a pdf to a current value depends on whether the current value is real or
complex. For a real-valued current, the current amplitude In is assigned a uniform distribution,
U [Iminn , I
max
n ], if the only information possessed are the minimum and maximum acceptable values
that are denoted by Iminn and I
max
n respectively. The ranges of the current amplitudes depend on the
phases of the current sources. If the current sources have a uniform phase, the current amplitudes
can either be all positive or negative. If one or more current sources have a phase shift of 180◦,
Iminn = −Imaxn given that Imaxn is positive. The parametric model in Eq. (2.2) corresponds to the
unnormalized radiation pattern. When a parametric model representing a radiation pattern that is
not normalized with respect to its peak level is used, Iminn and I
max
n are generally given a value
such that a peak level of 0 dB can be realized when N = 1. For a complex-valued current, the pdf
assigned to the current value is in the shape of a cylinder. The magnitude of a complex current is
uniformly distributed over the specified range of |In| while the phase is uniformly distributed over
[0, 2pi]. The program BayeSys [59, Section 5.1.2] facilitates a subroutine that draws samples from
the cylindrical distribution. To use the subroutine, the range of |In| has to be specified. The drawn
samples are represented by their real and imaginary values which are |In| cosψn and |In| sinψn
respectively.
In a design problem, the determined values of a design parameter are generally required to be in
an acceptable range. As described in this section, this type of practical design requirement can be
treated as prior information and is incorporated into the prior pdfs. There are other practical design
requirements such as those described at the start of this chapter. The incorporation of these practical
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design requirements requires the modifications of the likelihood function which will be addressed
in the presentation of the design examples.
4.2 Assignments for σm
As explained in Section 2.2.2, a Laplacian or Gaussian pdf is assigned to the error between the
desired and realized radiation patterns at each angle θm. The width of the error distribution for θm
is denoted by σm, a quantity which has to be assigned a value. Depending on the complexity of a
design problem which includes the desired radiation pattern, practical design requirements, and
constraints on the design parameters, the obtained error distribution for θm is not guaranteed to
have the specified width, or even the shape of the assigned distribution. In the context of antenna
array design, the ultimate goal is to acquire designs that meet the design pattern specifications and
practical design requirements with minimal or no error, rather than to obtain an error distribution that
has the specified shape and width for every θm. Since a smaller σm value results in a greater degree
of compliance between the desired and realized radiation patterns, the values that are assigned
to all σm should be as small as possible so that designs that have minimal or zero error can be
realized. However, the assignment of smaller values to σm narrows the width of or sharpens the
posterior distribution. Consequently, the sampling of the posterior distribution becomes harder and
requires higher computational cost. In order to solve a design problem within a reasonable amount
of computational time, the key is to assign all σm with the largest possible values that can still yield
full compliance between the desired and achieved radiation patterns.
Investigations have been conducted to find out how to determine the appropriate values for all
σm. The findings reveal that the assignment of a value to σm depends on many aspects of a design
problem. These aspects include the desired radiation pattern, the parametric model or array factor
that is used and the practical design requirements. In a desired radiation pattern, there are regions
that have smaller margins for error and the σm at these angles should all be assigned a smaller
value. The values that are assigned to σm also hinge on the type of antenna array used in a design
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problem. If both symmetric and asymmetric linear antenna arrays are used to solve the same design
problem, the σm in the latter case should be assigned a smaller value. This is because the parametric
model of an asymmetric linear antenna array is more complicated and generally contains more
design parameters. The complexity of the practical design requirements also plays a crucial role in
the value assignments for σm. If one design problem requires a designed linear antenna array to
have the ability to achieve the desired radiation pattern over a frequency band and another design
problem requires a minimum spacing to exist between two adjacent array elements, smaller values
should be assigned to the σm in the former case. This is because maintaining the performance of an
antenna array over a frequency band is more difficult than enforcing a minimum spacing between
two adjacent elements. The above findings all point to the conclusion that the σm in a more complex
design problem should be assigned smaller values.
The above findings have proved to be helpful when solving an antenna design problem. Nev-
ertheless, a systematic procedure for determining the appropriate values for all σm remains the
most desirable tool to have for assigning values to σm. This tool has not been discovered in the
investigations because the difficulty and complexity involved in finding the appropriate σm values
is very high. In order to devise the tool, a much more extensive and exhaustive study is required.
In all the design problems presented in this chapter, the values for all σm are assigned based on
experience, intuition and, in some cases, trial and error.
4.3 Design Problems
This section presents the results for several antenna array design problems. In all the presented
design problems, the Gaussian likelihood in Eq. (2.29) is used and the number of samples drawn
from the posterior distribution is W = 3000. Each of the 3000 samples represents a design
candidate. For all the design examples presented here, the final design is selected using a multistep
process. The selection process begins by first selecting the design candidates that have zero or the
minimum error. The next step is to narrow down the selected design candidates to those designs
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that use the fewest number of array elements. Of all the remaining design candidates, the design
candidate with the smallest antenna aperture dimension is chosen as the final design.
4.3.1 Sector Beam Pattern
The first design problem to be presented is the sector beam pattern [15] whose design pattern
specifications are indicated by the dashed lines in Figure 4.1. There are basically two regions in
the radiation pattern. The first region that falls in the range of 78.3◦ ≤ θ ≤ 101.7◦ contains ripples
that have to be smaller than 0.5 dB. The second region, that is in the range of 0◦ ≤ θ ≤ 69.3◦ and
110.7◦ ≤ θ ≤ 180◦, has desired sidelobe levels that are lower than−25 dB. For this design problem,
the goal is to produce a radiation pattern that completely satisfies the desired pattern specifications
using a symmetric linear antenna array with real-valued current sources. The parametric model used
in the inference framework is Eq. (2.7) and the number of equally spaced angles used is M = 101.
Since the array factor is symmetric about θ = 90◦, the 101 predefined angles need to cover only the
range of 0◦ ≤ θm ≤ 90◦. Sections 4.1 and 4.2 have explained how assignments can be made for the
design parameters and σm. For the current design problem, the assignments are
p(N) = U [1, 20],
p(In) = U [−0.5, 0.5],
p(zn/λ) = U [0.25, 4.75],
and
σm =

1/2 dB for 0◦ < θm < 78.3◦
1/5 dB for 78.3◦ ≤ θm ≤ 90.0◦
.
The current amplitudes for this problem are allowed to have negative and positive values because a
shaped beam pattern such as the sector beam pattern cannot be realized using currents that have a
uniform phase.
The obtained results are summarized in Table 4.1, Table 4.2 and Figure 4.1. The final design
for this design example is not chosen based on the multistep process described at the beginning of
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Table 4.1: Estimated posterior probability for the number of element pairs for the sector beam
pattern. In this case, 〈N〉 = 6.65.
N p(N |BU ,BL,σ)
5 0.137000
6 0.402667
7 0.244000
8 0.127000
9 0.070667
10 0.016667
11 0.002000
Table 4.2: Current amplitudes and positions of the antenna elements for the final design of the
sector beam pattern.
Element Number In zn/λ
1 0.360296 0.351589
2 0.184328 1.050703
3 −0.000144 2.205824
4 −0.066528 2.417333
5 −0.034567 3.035362
6 0.030780 4.152995
Section 4.3. Instead, the final design is chosen to illustrate that, since the positions of the antenna
elements are not fixed and without a constraint on the spacing between two adjacent antenna
elements, it is possible to have two adjacent array elements placed too close to each other as shown
in Table 4.2. Even though the produced radiation pattern at the 101 predefined angles fully satisfies
the design pattern specifications as shown in Figure 4.1, this linear antenna array design is physically
not realizable because the 3rd and 4th array elements are too close to each other. To avoid having
physically unrealizable linear antenna array designs, a constraint must be imposed on the spacing
between two adjacent array elements. The following section presents a design problem that requires
a certain minimum spacing to exist between two adjacent antenna elements.
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Figure 4.1: Achieved sector beam pattern using the inference framework. BU andBL are denoted
by dashed lines.
4.3.2 Sector Beam Pattern with a Minimum Element Spacing
To ensure that any two adjacent antenna elements are not placed too close to each other, a
desired minimum value, ∆zmin, is imposed on the spacing between two adjacent antenna elements.
Since BayeSys requires the prior pdf for all zn to have the same functional form, the constraint on
the element spacing cannot be incorporated into the prior pdf for zn. Instead, the practical design
requirement of having a minimum spacing between two adjacent antenna elements is imposed by
modifying the Gaussian likelihood in Eq. (2.29) as follows:
p(BU ,BL|N,XN ,σ) ∝ exp
[
−Q2z/2σ2z −
M∑
m=1
Q2m/2σ
2
m
]
, (4.1)
where
Qz =

∆zmin −min(zi+1 − zi) for min(zi+1 − zi) < ∆zmin , i = 1, 2, . . . , N − 1
0 otherwise
(4.2)
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and similar to σm, σz is a quantity that has to be assigned a value. The assignment of σz depends on
the relative importance of two design objectives which are realizing the desired radiation pattern and
achieving the minimum required element spacing. Generally, these two design goals can be satisfied
concurrently in a linear antenna array design problem, and thus, σz can be given any reasonable
value. If these two design goals cannot be achieved concurrently, a compromise is required and
the relative importance of these two design objectives can be reflected through the relative values
assigned to σm and σz.
To illustrate the implementation of the design requirement of having a minimum spacing
between two adjacent antenna elements, the previous sector beam pattern design problem is used.
For this design problem, ∆zmin is specified to be 0.5λ and the following assignments are made:
p(N) = U [1, 20],
p(In) = U [−0.5, 0.5],
p(zn/λ) = U [0.25, 4.75],
σz = 1/100,
and
σm =

1/2 dB for 0◦ < θm < 78.3◦
1/5 dB for 78.3◦ ≤ θm ≤ 90.0◦
.
Table 4.3, Table 4.4 and Figure 4.2 summarize the obtained results. As in the previous design
problem, many of the design candidates obtained here have zero error. While numerous design
candidates with zero error in the previous design problem are physically unrealizable, all the design
candidates with zero error in the current design problem are physically realizable. This is because
zero error in the current design problem indicates that not only the design pattern specifications are
fully satisfied, all the spacings between two adjacent antenna elements are at least 0.5λ.
The parameter values of the antenna elements for the final design are displayed in Table 4.4.
Using these values, the radiation pattern at the 101 predefined angles is plotted in Figure 4.2. The
final design uses 5 pairs of antenna elements which is two pairs fewer than the 7 pairs obtained
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Table 4.3: Estimated posterior probability for the number of element pairs for the sector beam
pattern with a minimum element spacing of 0.5λ. 〈N〉 = 5.20 for σm = 1/2 or 1/5 while
〈N〉 = 4.08 for σm = 2.5 or 1.0.
σm = 1/2 or 1/5 σm = 2.5 or 1.0
N p(N |BU ,BL,σ) N p(N |BU ,BL,σ)
4 0.000667 3 0.015714
5 0.802667 4 0.893929
6 0.190667 5 0.088571
7 0.006000 6 0.001786
Table 4.4: Current amplitudes and positions of the antenna elements for the final design of the
sector beam pattern with a minimum element spacing of 0.5λ.
σm = 1/2 or 1/5 σm = 2.5 or 1.0
Element Number In zn/λ In zn/λ
1 −0.369432 0.355845 0.357544 0.361559
2 −0.187986 1.070300 0.187923 1.083078
3 0.057547 2.404585 −0.070778 2.471254
4 0.036646 2.971623 −0.033291 3.114672
5 −0.030678 4.112518 0.026269 4.252864
Table 4.5: The error points produced by the final design for σm = 2.5 or 1.0.
θ (degrees) BL(θ) (dB) BU(θ) (dB) Achieved Power (dB)
65.7 −∞ −25.0 −24.88
66.6 −∞ −25.0 −24.06
78.3 −0.5 0.0 −0.61
86.4 −0.5 0.0 −0.51
87.3 −0.5 0.0 −0.55
88.2 −0.5 0.0 −0.57
89.1 −0.5 0.0 −0.58
90.0 −0.5 0.0 −0.58
in [15] that uses fixed positions. In fact, many of the 3000 design candidates that have zero error use
only 5 pairs of array elements. Another notable comparison between these two results is that the
design parameters here do not include the phase of a driving current, ψn. Instead, the real-valued
currents are allowed to have negative values. The use of this property along with the positions of
the array elements are sufficient to realize the desired sector beam radiation pattern.
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Figure 4.2: Achieved sector beam pattern with a minimum element spacing of 0.5λ using the
inference framework for σm = 1/2 or 1/5. BU andBL are denoted by dashed lines.
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Figure 4.3: Achieved sector beam pattern with a minimum element spacing of 0.5λ using the
inference framework for σm = 2.5 or 1.0. BU andBL are denoted by dashed lines.
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Section 4.2 discusses the importance of assigning an appropriate value to all σm. If the assigned
values are too large, none of the 3000 design candidates will have zero error. This observation is
illustrated by the design example in which
σm =

2.5 dB for 0◦ < θm < 78.3◦
1.0 dB for 78.3◦ ≤ θm ≤ 90.0◦
.
For this design example, the design candidate that has the minimum error is chosen as the final
design. The parameter values of the antenna elements for the final design are displayed in Table 4.4.
Using these values, the radiation pattern at the 101 predefined angles is plotted in Figure 4.3 which
shows that the design pattern specifications are not fully met. There are 8 points that fall outside the
envelopes and they are listed in Table 4.5. The results of this design example show that all σm must
be assigned an appropriate value in order to acquire designs that have zero error.
Having successfully incorporated the design requirement of having a minimum spacing between
two adjacent antenna elements, this practical design requirement is included in all the remaining
linear antenna array design problems that are going to be presented. This is because in practice, any
two adjacent antenna elements are required to have a minimum separation between them.
4.3.3 Chebyshev Pattern
The article [29] discusses the importance of designing linear antenna arrays using as few antenna
elements as possible. This article presents a method which can reproduce the radiation pattern
generated by an existing design using a linear antenna array that has fewer antenna elements. It
is interesting to compare the results obtained by the method in [29] with the results produced by
the Bayesian inference framework for design. For results comparison, the broadside Chebyshev
pattern, which is Example 1 of [29], is used. The original Chebyshev pattern that was produced
using 10 pairs of uniformly spaced antenna elements has desired sidelobe levels that are lower
than −30 dB. The beam widths at −30 dB and −3 dB are desired to be less than 16.0◦ and at
least 6.3◦ respectively. Since the Chebyshev pattern is symmetric, the parametric model in Eq.
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Table 4.6: Estimated posterior probability for the number of element pairs for the Chebyshev pattern
design. In this case, 〈N〉 = 6.00.
N p(N |BU ,BL,σ)
6 1.000000
Table 4.7: Current amplitudes and positions of the antenna elements obtained by the inference
framework and matrix pencil method for the Chebyshev pattern.
Inference Framework Matrix Pencil Method
Element Number In Normalized In zn/λ In zn/λ
1 −0.131249 1.000000 0.430382 1.00000 0.4254
2 −0.118172 0.900365 1.299538 0.91407 1.2755
3 −0.100142 0.762992 2.155145 0.75974 2.1236
4 −0.070234 0.535120 3.024240 0.56719 2.9671
5 −0.048651 0.370677 3.874108 0.37122 3.8011
6 −0.029490 0.224687 4.718745 0.26841 4.6371
(2.7) and 101 uniformly spaced angles over the range of 0◦ ≤ θm ≤ 90◦ are used. To strictly
enforce the beam widths at −30 dB and −3 dB, the sample points BU(θ = 81.9◦) = −30 dB
and BL(θ = 86.4◦) = −3 dB are replaced by new sample points BU(θ = 82.0◦) = −30 dB and
BL(θ = 86.85
◦) = −3 dB respectively. For this design problem, ∆zmin is specified to be 0.5λ and
the following assignments are made:
p(N) = U [1, 50],
p(In) = U [−0.5, 0.5],
p(zn/λ) = U [0.25, 4.75],
σz = 1/100,
and
σm =

1/2 dB for 0◦ < θm < 86.85◦
1/5 dB for 86.85◦ ≤ θm ≤ 90.0◦
.
The achieved results are summarized in Table 4.6, Table 4.7 and Figure 4.4. The posterior
probability distribution for the number of element pairs approximated by 3000 drawn samples
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Figure 4.4: Achieved Chebyshev pattern using the inference framework. BU andBL are denoted
by dashed lines.
is shown in Table 4.6. This table reports that all 3000 design candidates use 6 pairs of antenna
elements. The parameter values of the antenna elements for the final design are listed in the 1st
and 3rd columns of Table 4.7. These parameter values are used to plot the radiation pattern at the
101 predefined angles. The plot is graphed in Figure 4.4 which indicates that the design pattern
specifications are fully met.
Table 4.7 indicates that the final designs produced by the method in [29] and the Bayesian
inference framework are comparable to each other. In addition to having the same number of
elements, 12, the values of the position and normalized current amplitude of each element are
comparable as well. While the method in [29] manages to reproduce the original Chebyshev pattern
using fewer antenna elements, the Bayesian inference framework manages to produce a number of
linear antenna array designs that realize the desired pattern specifications using the same number
of elements, though as many as 50 pairs of antenna elements are allowed in a design. The results
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comparison proves that the Bayesian inference framework for design has the ability to produce linear
antenna array designs that have design complexity appropriate to the design pattern specifications
and requirements.
4.3.4 Pattern with Tapered Sidelobes
Having demonstrated that the designs produced by the Bayesian inference framework have
design complexity that is appropriate to the design pattern specifications and requirements, this
section presents a design example that has more demanding design pattern specifications than the
previously presented design problems. To achieve the desired radiation pattern, linear antenna array
designs that have higher design complexity are required. This design problem, which is picked
from [20], has tapered sidelobes that decrease linearly from −40 dB to −50 dB and a beam width
smaller than 9.5◦ at −40 dB. For this design problem, the parametric model in Eq. (2.7), which
represents a symmetric linear antenna array with real-valued currents, is used. Since the array
factor is symmetric, the 1001 uniformly spaced angles used in this problem need to cover only
the range of 0◦ ≤ θm ≤ 90◦. To strictly enforce the beam width at −40 dB, the sample point
BU(θ = 4.77
◦) = −40 dB is replaced by a new sample point BU(θ = 4.75◦) = −40 dB. For this
design problem, ∆zmin is specified to be 0.5λ and the following assignments are made:
p(N) = U [1, 50],
p(In) = U [−0.5, 0.5],
p(zn/λ) = U [0.25, 40.00],
σz = 1/100,
and
σm =

1/20 dB for θm = 0◦
1/2.5 dB for θm > 0◦
.
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Table 4.8: Estimated posterior probability for the number of element pairs for the pattern with
tapered sidelobes. In this case, 〈N〉 = 13.01.
N p(N |BU ,BL,σ)
13 0.988667
14 0.011333
Table 4.9: Current amplitudes and positions of the antenna elements for the final design of the
pattern with tapered sidelobes.
Element Number In zn/λ Element Number In zn/λ
1 0.072165 0.437571 8 0.030456 6.357680
2 0.069616 1.308480 9 0.024484 7.190383
3 0.064988 2.174159 10 0.018069 8.038896
4 0.059376 3.034273 11 0.013107 8.885740
5 0.052246 3.878529 12 0.008447 9.777309
6 0.044633 4.706074 13 0.004978 10.543368
7 0.037177 5.532226
Table 4.8, Table 4.9 and Figure 4.5 summarize the achieved results. Table 4.9 lists the parameter
values of the antenna elements for the final design. Using these parameter values, the radiation
pattern at the 1001 predefined angles is plotted. The plot is illustrated in Figure 4.5 which indicates
that the design pattern specifications are fully satisfied.
The results presented here reiterate the importance of having the ability to determine automati-
cally the design complexity that is appropriate to the design pattern specifications and requirements.
The final design produced by the Bayesian inference framework uses only 13 pairs of antenna
elements which are significantly fewer than the 20 pairs used in [20]. In fact, more than 98% of
the 3000 design candidates use 13 pairs of antenna elements and some of these design candidates
have zero error as well. Even though the antenna aperture width of the final design is around 8.14%
larger, the 35% reduction in the number of antenna elements used represents a great coup.
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Figure 4.5: Achieved pattern with tapered sidelobes using the inference framework. BU andBL
are denoted by dashed lines.
4.3.5 Sector Beam Pattern Using Asymmetric Array with Complex Valued
Currents
This next design example to be presented demonstrates the design of an asymmetric linear
antenna array with complex valued driving currents. When an asymmetric linear antenna array
is used, the number of antenna elements that is required to realize the desired radiation pattern
is expected to be fewer than using a symmetric linear antenna array. For comparison purpose,
the sector beam pattern design problem is used. Here, the parametric model in Eq. (2.5) and 101
uniformly spaced angles over the range of 0◦ ≤ θm ≤ 180◦ are used since the produced radiation
pattern is asymmetric. To strictly enforce the width of the region that contains ripples, the sample
points BL(θ = 79.2◦) = −Inf dB and BL(θ = 100.8◦) = −Inf dB are replaced by new sample
points BL(θ = 78.3◦) = −0.5 dB and BL(θ = 101.7◦) = −0.5 dB respectively. For this design
57
Table 4.10: Estimated posterior probability for the number of array elements for the sector beam
pattern using an asymmetric array with complex valued currents. In this case, 〈N〉 = 8.05.
N p(N |BU ,BL,σ)
8 0.949000
9 0.051000
Table 4.11: Complex currents and positions of the antenna elements for the final design of the sector
beam pattern using an asymmetric array with complex valued currents.
Element Number |In| cos (φn) |In| sin (φn) zn/λ
1 0.013537 −0.091263 −3.668621
2 0.013126 −0.130003 −2.975687
3 −0.030088 0.240415 −1.524411
4 −0.043003 0.394155 −0.817944
5 −0.037316 0.323476 −0.096799
6 −0.016426 0.117691 0.596490
7 −0.000772 0.050263 2.789045
8 −0.005216 0.042619 3.506913
problem, ∆zmin is specified to be 0.5λ and the following assignments are made:
p(N) = U [1, 50],
p(|In|) = U [0.0, 0.5],
p(zn/λ) = U [−4.75, 4.75],
σz = 1/100,
and
σm =

1/12.5 dB for 78.3◦ ≤ θm ≤ 101.7◦
1/4 dB otherwise
.
The values assigned to all σm are smaller in this problem than those used in Section 4.3.2 because
as mentioned in Section 4.2, the current problem uses the parametric model of an asymmetric linear
antenna array, which is more complicated and contains more design parameters.
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Figure 4.6: Achieved sector beam pattern using an asymmetric array with complex valued currents.
BU andBL are denoted by dashed lines.
Table 4.10, Table 4.11 and Figure 4.6 summarize the obtained results. The parameter values
of the antenna elements for the final design are listed in Table 4.11. The plot of the radiation
pattern produced by the final design at the 101 predefined angles is shown in Figure 4.6. This figure
indicates that the design pattern specifications are fully satisfied.
The final design in the current design problem uses 8 antenna elements which are fewer than the
5 pairs of antenna elements used in the symmetric linear antenna array with real-valued currents. In
addition, the antenna aperture width is reduced by about 1.05λ. This outcome meets the expectation
of producing a linear antenna array design that has lower design complexity. If the results in [15]
are used for comparison, the number of elements used here is 6 fewer or about 42.86% less. This
significant reduction of antenna elements used reaffirms the prominent advantages that the Bayesian
inference framework possesses.
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4.3.6 End-Fire Pattern
The examples of desired radiation pattern that have been presented so far are broadside and
shaped beam patterns. This section presents an end-fire pattern design problem that uses an
asymmetric linear antenna array with complex currents. The dashed lines in Figure 4.7 indicates
the desired radiation pattern which is inspired by the Hansen-Woodyard end-fire array example
in [73, Ch. 6]. The maximum radiation is desired to be at the direction of 180◦ with sidelobe levels
constrained to be less than −10 dB. The beam widths at −3 dB and −10 dB are desired to be at
least 36.0◦ and less than 60.0◦ respectively. To ensure that the power level of the achieved pattern
at θ = 180◦ is close to 0 dB, BL(θ = 180◦) is set to −0.001 dB. For this design problem, the
parametric model in Eq. (2.5) and 101 uniformly spaced angles over the range of 0◦ ≤ θm ≤ 180◦
are used. To strictly enforce the beam width at −10 dB, the sample point BU(θ = 149.4◦) = −10
dB is replaced by a new sample point BU(θ = 150.0◦) = −10 dB.
The Hansen-Woodyard end-fire array example in [73, Ch. 6] uses a uniform element spacing of
0.25λ. For this design problem, ∆zmin is specified to be 0.25λ, and the following assignments are
made:
p(N) = U [1, 50],
p(|In|) = U [0.0, 1.0],
p(zn/λ) = U [−5.0, 5.0],
σz = 1/100,
and
σm =

1/4 dB for 0◦ < θm < 162.0◦
1/20 dB for 162.0◦ ≤ θm < 180.0◦
1/100 dB for θm = 180.0◦
.
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Table 4.12: Estimated posterior probability for the number of array elements for the end-fire pattern
design. In this case, 〈N〉 = 6.00.
N p(N |BU ,BL,σ)
6 0.997000
7 0.003000
Table 4.13: Complex currents and locations of the antenna elements for the final design for the
end-fire pattern.
Element Number |In| cos (φn) |In| sin (φn) zn/λ
1 −0.241997 −0.152666 0.497200
2 0.611562 0.168843 0.836637
3 −0.881787 −0.108559 1.100791
4 0.882620 −0.095218 1.420520
5 −0.612047 0.062371 1.738349
6 0.257120 −0.148767 2.047627
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Figure 4.7: Achieved end-fire pattern using the inference framework. BU andBL are denoted by
dashed lines.
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Table 4.12, Table 4.13 and Figure 4.7 summarize the obtained results. Table 4.13 displays
the parameter values of the array elements for the final design. Using these parameter values, the
radiation pattern at the 101 predefined angles is plotted in Figure 4.7. This plot shows that the
design pattern specifications are fully satisfied. The final design uses 6 antenna elements which are
fewer than the 10 array elements used in [73, Ch. 6]. The results presented here demonstrate that
the Bayesian inference approach can be successfully applied to an end-fire pattern design problem.
4.3.7 Dual-Pattern with Digital Attenuators
This section presents the design of a symmetric linear antenna array with real-valued currents
that can produce two different radiation patterns. The two desired radiation patterns are the sector
beam and Chebyshev patterns presented previously. Here, the design pattern specifications of both
radiation patterns are slightly modified. The modifications made to the sector beam pattern are
the reduction of the beam width at −25 dB from 41.4◦ to 40.0◦, and the increase in the width of
the ripple region from 23.4◦ to 24.0◦. As for the Chebyshev pattern, the changes are the increase
in the beam widths at −30 dB and −3 dB from 16◦ to 20◦ and from 6.3◦ to 6.4◦ respectively. In
this design problem, the real-valued current amplitudes are allowed to be reconfigurable so that a
dual-pattern can be realized. In order to incorporate an additional radiation pattern, the likelihood
in Eq. (4.1) is modified to
p(BU ,BL|N,XN ,σ) ∝ exp
[
−Q2z/2σ2z −
M∑
m=1
(
Q2SBm/2σ
2
SBm +Q
2
PBm/2σ
2
PBm
)]
, (4.3)
where QSBm denotes the error between the achieved and desired sector beam patterns, and QPBm
denotes the error between the realized and desired Chebyshev patterns.
In practice, the current amplitudes are limited in the dynamic range and accuracy. This practical
design requirement is included in the current design problem with the current amplitudes constrained
to discrete values that are represented by a fixed number of bits. Due to the discrete nature of the
current amplitudes, the normalized antenna array pattern is used as the parametric model for both
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Table 4.14: Estimated posterior probability for the number of element pairs for the dual-pattern
design. 〈N〉 = 7.00 for 6-bit representation and 〈N〉 = 8.00 for 5-bit representation.
6-bit Representation 5-bit Representation
N p(N |BU ,BL,σ) p(N |BU ,BL,σ)
7 1.000000
8 0.996000
9 0.004000
Table 4.15: Current amplitudes and positions of the antenna elements for the final designs of the
dual pattern.
6-bit Representation 5-bit Representation
Element Number In(SB) In(PB) zn/λ In(SB) In(PB) zn/λ
1 50 −55 0.304528 31 31 0.285408
2 33 −53 0.939185 19 26 0.798194
3 6 −51 1.613621 10 26 1.299276
4 −10 −40 2.293888 −1 23 1.836182
5 −8 −29 2.990451 −7 22 2.455469
6 1 −20 3.653564 −4 14 3.142585
7 6 −12 4.334831 2 7 3.916065
8 3 2 4.431656
radiation patterns. The parametric models, gSB(θ) and gPB(θ), are respectively written as
gSB(θ) = 10 log10
[ |AFSB(θ)|
max{|AFSB(θ)|}
]2
for 0 ≤ θ ≤ pi,
and
gPB(θ) = 10 log10
[ |AFPB(θ)|
max{|AFPB(θ)|}
]2
for 0 ≤ θ ≤ pi.
The number of bits used to represent the current amplitudes affects the design of a linear antenna
array. Here, two cases, in which the number of bits used are respectively 6 and 5 excluding the sign
bit, are presented. For both cases, 101 uniformly spaced angles over the range of 0◦ ≤ θm ≤ 90◦
are used for each of the two desired radiation patterns. The value assigned to ∆zmin remains 0.5λ,
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and the following assignments are made:
p(N) = U [1, 50],
p(zn/λ) = U [0.25, 30.00],
σz = 1/100,
p(In) =

U [−63,−62,−61, · · · , 61, 62, 63] for 6-bit representation
U [−31,−30,−29, · · · , 29, 30, 31] for 5-bit representation
,
σSBm =

1/5 dB for 0◦ < θm < 78.0◦
1/40 dB for 78.0◦ ≤ θm ≤ 90.0◦
,
and
σPBm =

1/5 dB for 0◦ < θm < 86.8◦
1/40 dB for 86.8◦ ≤ θm ≤ 90.0◦
.
The obtained results are summarized in Table 4.14, Table 4.15, Figure 4.8 and Figure 4.9. Using
the parameter values of the array elements for the two final designs, the achieved radiation patterns
at the 101 predefined angles are plotted in Figure 4.8 and Figure 4.9. All four plots show that the
design pattern specifications are fully satisfied. Tables 4.14 and 4.15 provide some valuable insight
into the effects of using different number of bits to represent the current amplitudes. The design
complexity of the final design that uses 5-bit representation for the current amplitudes is higher than
the one that uses 6 bits. The former final design uses one more pair of array elements and has an
antenna aperture that is 0.116λ wider. The results presented here cannot be compared directly to
the results in [35] because of the different nature of the two design problems. The reconfigurable
linear antenna array documented in the literature [18,32–35] has a variable phase shifter attached to
each array element and uses the same power dividing network to produce the desired dual beams.
Even though the reconfigurable linear antenna array designed here has variable digital attenuators
which may render the antenna system more difficult to be built, the success in solving the current
design problem provides an attractive alternative solution to those presented in the literature.
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Figure 4.8: Achieved sector beam and Chebyshev patterns using a reconfigurable linear antenna
array with 6-bit representation of the current amplitudes. BU andBL are denoted by dashed lines.
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Figure 4.9: Achieved sector beam and Chebyshev patterns using a reconfigurable linear antenna
array with 5-bit representation of the current amplitudes. BU andBL are denoted by dashed lines.
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4.3.8 Sector Beam Pattern with a Frequency Bandwidth
In practice, an antenna has an operating frequency bandwidth that is defined as the range of
frequencies within which the performance of an antenna conforms to a specified standard [73]. In
linear antenna array design, the task is to ensure that all the radiation patterns produced by a single
linear antenna array at different frequencies satisfy the design pattern specifications. This task is
very challenging but can be solved by the Bayesian inference framework for design.
In order to incorporate the challenging practical design requirement, the likelihood in Eq. (4.1)
has to be modified. The relative frequency bandwidth of a linear antenna array, BW , is defined as
BW =
fH − fL
fC
(4.4)
=
2(fC − fL)
fC
= 2
(
1− fL
fC
)
(4.5)
=
2(fH − fC)
fC
= 2
(
fH
fC
− 1
)
(4.6)
where fH , fL and fC are the upper, lower and center frequencies respectively. If the wavelengths at
fH , fL and fC are denoted by λH , λL and λC respectively, one can write
λC
λL
=
fL
fC
= 1− BW
2
(4.7)
from Eq. (4.5) and
λC
λH
=
fH
fC
= 1 +
BW
2
(4.8)
from Eq. (4.6). For the lower and upper frequencies, the array factor in Eq. (2.5) can be rewritten as
AFL(θ) =
N∑
n=1
|In| exp (jφn) exp
(
j2pi
zn
λL
cos θ
)
=
N∑
n=1
|In| exp (jφn) exp
(
j2pi
zn
λC
λC
λL
cos θ
)
=
N∑
n=1
|In| exp (jφn) exp
[
j2pi
zn
λC
(
1− BW
2
)
cos θ
]
(4.9)
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and
AFH(θ) =
N∑
n=1
|In| exp (jφn) exp
(
j2pi
zn
λH
cos θ
)
=
N∑
n=1
|In| exp (jφn) exp
(
j2pi
zn
λC
λC
λH
cos θ
)
=
N∑
n=1
|In| exp (jφn) exp
[
j2pi
zn
λC
(
1 +
BW
2
)
cos θ
]
(4.10)
respectively using Eq. (4.7) and Eq. (4.8). As for the center frequency, the array factor, AFC(θ), is
of the form in Eq. (4.10) with BW = 0. For a symmetric linear antenna array with either complex
or real-valued currents, the same modifications are applied to the array factor. Specifically, the term
zn
λ
in Eq. (2.7) is replaced by
zn
λC
(
1− BW
2
)
,
zn
λC
(
1 +
BW
2
)
and
zn
λC
for the lower, upper and
center frequencies respectively. The likelihood in Eq. (4.1) can now be modified as follows:
p(BU ,BL|N,XN ,σ) ∝ exp
[
−Q2z/2σ2z −
M∑
m=1
(
Q2Lm +Q
2
Hm +Q
2
Cm
)
/2σ2m
]
(4.11)
where QLm, QHm and QCm are defined as in Eq. (2.26) with g(θm) being either
10 log10 |AFL(θm)|2, 10 log10 |AFH(θm)|2 or 10 log10 |AFC(θm)|2.
For demonstration and comparison purposes, two design examples are presented here. The
desired radiation pattern in both design examples has exactly the same design pattern specifications
of the sector beam radiation pattern presented in Section 4.3.5. The difference is that the first
example uses a symmetric linear antenna array with real-valued currents while the second example
employs an asymmetric linear antenna array with complex currents. For both design problems,
∆zmin and BW are specified to be 0.5λ and 0.1 respectively. The 101 sampling angles used in the
first and second examples are identical to those used in Section 4.3.2 and Section 4.3.5 respectively.
For the first example, the following assignments are made:
p(N) = U [1, 20],
p(In) = U [−0.5, 0.5],
p(zn/λ) = U [0.25, 9.75],
σz = 1/100,
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and
σm =

1/2 dB for 0◦ < θm < 78.3◦
1/5 dB for 78.3◦ ≤ θm ≤ 90.0◦
.
As for the second example, the assignments are:
p(N) = U [1, 50],
p(|In|) = U [0.0, 0.5],
p(zn/λ) = U [−10.0, 10.0],
σz = 1/100,
and
σm =

1/12.5 dB for 78.3◦ ≤ θm ≤ 101.7◦
1/4 dB otherwise
.
The accomplished results are summarized in Table 4.16, Table 4.17, and Figures 4.10 – 4.15.
Table 4.17 lists the parameter values of the antenna elements for the two final designs. Using these
parameter values, the radiation patterns for the two final designs at fC , fL and fH are plotted in
Figures 4.10 – 4.15. The final design for the symmetric linear antenna array uses 7 pairs of antenna
elements and has an antenna aperture width of about 11.65λ. Compared to the final design in
Section 4.3.2, the increase in the number of antenna elements used and the width of the antenna
aperture are expected because the antenna frequency bandwidth is included as an additional design
requirement. The final asymmetric linear antenna array design uses 11 array elements and has an
antenna aperture width of about 8.8λ. This outcome meets the expectation of using fewer array
elements and having smaller antenna aperture width when an asymmetric, rather than a symmetric,
linear antenna array is used.
The variation of the current phases with respect to the operating frequency has not been taken
into consideration when devising the final designs above. Consequently, for the phase of each
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Table 4.16: Estimated posterior probability for the value of N for the sector beam pattern with an
operating frequency bandwidth. In this case, 〈N〉 = 6.39 for the symmetric array and 〈N〉 = 11.00
for the asymmetric array.
Symmetric Array Asymmetric Array
N p(N |BU ,BL,σ) N p(N |BU ,BL,σ)
6 0.624000 11 1.000000
7 0.358000
8 0.017667
9 0.000333
Table 4.17: Current values and positions of the antenna elements for the final designs of the sector
beam pattern with an operating frequency bandwidth.
Symmetric Array Asymmetric Array
Element Number In zn/λ |In| cos (φn) |In| sin (φn) zn/λ
1 −0.362144 0.352190 0.014267 −0.037571 −1.506269
2 −0.192231 1.049156 −0.032003 0.073178 −0.143787
3 0.075076 2.485017 −0.043715 0.123767 0.522849
4 0.034992 3.227365 −0.022149 0.052751 1.108444
5 −0.025151 3.834026 0.052848 −0.132131 1.953265
6 −0.032361 4.600318 0.106740 −0.302139 2.590085
7 0.019051 5.822793 0.115945 −0.321821 3.250945
8 0.078095 −0.216468 3.922001
9 0.022396 −0.068040 4.613493
10 0.010118 −0.041224 6.611156
11 0.010943 −0.034671 7.294409
driving current, a different time delay is required to be implemented for each different operating
frequency in the physical design. This requirement results in extremely high implementation costs
and renders the above final designs impractical. The solution to this issue is to incorporate the
variation of the current phases with respect to the operating frequency into the design problem
by modifying the array factors AFL(θ), AFC(θ) and AFH(θ). Given that a constant time delay
requires
φnL
φnC
=
λC
λL
= 1− BW
2
, (4.12)
and
φnH
φnC
=
λC
λH
= 1 +
BW
2
, (4.13)
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the array factors in Eq. (4.9) and Eq. (4.10) can be modified respectively to
AFL(θ) =
N∑
n=1
|In| exp (jφnL) exp
[
j2pi
zn
λC
(
1− BW
2
)
cos θ
]
=
N∑
n=1
|In| exp
(
jφnC
φnL
φnC
)
exp
[
j2pi
zn
λC
(
1− BW
2
)
cos θ
]
=
N∑
n=1
|In| exp
[
jφnC
(
1− BW
2
)]
exp
[
j2pi
zn
λC
(
1− BW
2
)
cos θ
]
, (4.14)
and
AFH(θ) =
N∑
n=1
|In| exp (jφnH) exp
[
j2pi
zn
λC
(
1 +
BW
2
)
cos θ
]
=
N∑
n=1
|In| exp
(
jφnC
φnH
φnC
)
exp
[
j2pi
zn
λC
(
1 +
BW
2
)
cos θ
]
=
N∑
n=1
|In| exp
[
jφnC
(
1 +
BW
2
)]
exp
[
j2pi
zn
λC
(
1 +
BW
2
)
cos θ
]
. (4.15)
As for the center frequency, the array factor, AFC(θ), is of the form in Eq. (4.15) with BW = 0.
For demonstration purposes, the second design example presented in this section is used. The
type of antenna array used, design pattern specifications, form of the likelihood, sampling angles,
and the values assigned to ∆zmin and BW all remain unchanged. The current design example
uses the normalized antenna array pattern as the parametric model. To ensure that the antenna
power gain is constant with frequency, the radiation patterns obtained at the lower, center and upper
frequencies are normalized with respect to the peak value of all three radiation patterns combined.
The parametric model for the three frequency points, gL(θ), gC(θ) and gH(θ), are respectively
written as
gL(θ) = 10 log
[ |AFL(θ)|2
max{|AFL(θ)|2 , |AFC(θ)|2 , |AFH(θ)|2}
]
for 0 ≤ θ ≤ pi,
gC(θ) = 10 log
[ |AFC(θ)|2
max{|AFL(θ)|2 , |AFC(θ)|2 , |AFH(θ)|2}
]
for 0 ≤ θ ≤ pi,
and
gH(θ) = 10 log
[ |AFH(θ)|2
max{|AFL(θ)|2 , |AFC(θ)|2 , |AFH(θ)|2}
]
for 0 ≤ θ ≤ pi.
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Table 4.18: Estimated posterior probability for the number of array elements for the sector beam
pattern design problem that uses constant time delays to maintain the antenna array performance
over an operating frequency bandwidth. In this case, 〈N〉 = 10.00.
N p(N |BU ,BL,σ)
10 0.999000
11 0.001000
Table 4.19: Complex currents and positions of the antenna elements for the final design of the
sector beam pattern design problem that uses constant time delays to maintain the antenna array
performance over an operating frequency bandwidth.
Element Number |In| ψn (degree) zn/λ
1 0.028765 26.736388 14.056151
2 0.048744 219.604180 15.341690
3 0.061396 219.133496 16.055467
4 0.069891 33.960985 17.435305
5 0.217387 216.964392 18.852676
6 0.448279 215.856177 19.549415
7 0.453841 216.333336 20.250519
8 0.240504 216.620675 20.948632
9 0.112236 35.191985 22.336131
10 0.083699 32.290011 23.036526
For this design example, the following assignments are made:
p(N) = U [1, 50],
p(|In|) = U [0.0, 0.5],
p(zn/λ) = U [−40.0, 40.0],
σz = 1/100,
and
σm =

1/100 dB for 78.3◦ ≤ θm ≤ 101.7◦
1/8 dB otherwise
.
72
Table 4.18, Table 4.19, and Figures 4.16 – 4.18 summarized the achieved results. The parameter
values of the antenna elements for the final design are listed in Table 4.19. Using these parameter
values, the radiation patterns at fC , fL and fH are plotted in Figures 4.16, 4.17 and 4.18 respectively.
The final design uses 10 antenna elements which are fewer than the 11 array elements used in the
second example. The variation of the current phases with respect to the operating frequency has
been successfully incorporated into the final design here. Compared with the second final design,
this final design is much more practically useful because only a single time delay is required to
implement the phase of each driving current.
All the plots presented in this section indicate that the final designs are able to produce radiation
patterns that comply fully with the design pattern specifications at the center, lower and upper
frequencies. In fact, all three final designs have been tested at 101 uniform sampling frequencies
that fall within the range of fL ≤ f ≤ fH . The results of the tests show that all 303 radiation
patterns satisfy the design pattern specifications completely. Tables 4.17 and 4.19 indicate that
all the spacings between two adjacent elements meet the minimum requirement. These outcomes
reaffirm the ability of the Bayesian inference framework in incorporating various practical and
challenging design requirements in a single design problem. A notable comparison with the results
obtained in [15] is that the linear antenna array designs here can maintain their performances over a
frequency band using the same or even fewer array elements. This accomplishment is noteworthy
because a 10% antenna bandwidth, which is desired in many applications, can be acquired using a
network composed of a single amplitude and delay for each array element. The design of a linear
antenna array that has wider antenna bandwidth is likely to require more amplitudes and delays,
and this design problem can also be solved using the Bayesian inference framework.
73
0 10 20 30 40 50 60 70 80 90
−40
−35
−30
−25
−20
−15
−10
−5
0
θ (degrees)
Po
w
er
 P
at
te
rn
 (d
B)
Figure 4.10: Achieved sector beam pattern at fC using a symmetric linear antenna array. BU and
BL are denoted by dashed lines.
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Figure 4.11: Achieved sector beam pattern at fL using a symmetric linear antenna array. BU and
BL are denoted by dashed lines.
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Figure 4.12: Achieved sector beam pattern at fH using a symmetric linear antenna array. BU and
BL are denoted by dashed lines.
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Figure 4.13: Achieved sector beam pattern at fC using an asymmetric linear antenna array. BU and
BL are denoted by dashed lines.
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Figure 4.14: Achieved sector beam pattern at fL using an asymmetric linear antenna array. BU and
BL are denoted by dashed lines.
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Figure 4.15: Achieved sector beam pattern at fH using an asymmetric linear antenna array. BU
andBL are denoted by dashed lines.
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Figure 4.16: Achieved sector beam pattern at fC using an asymmetric linear antenna array with
constant time delays. BU andBL are denoted by dashed lines.
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Figure 4.17: Achieved sector beam pattern at fL using an asymmetric linear antenna array with
constant time delays. BU andBL are denoted by dashed lines.
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Figure 4.18: Achieved sector beam pattern at fH using an asymmetric linear antenna array with
constant time delays. BU andBL are denoted by dashed lines.
4.3.9 Linear Antenna Array with the Ability to Sustain the Loss of an
Arbitrary Element
The performance of an antenna array deteriorates when one or more array elements become
inoperable. Repairing or replacing a defective array element of an antenna array used in military
or space applications may not be feasible at times. For these applications in which an antenna
array is often subject to damage or failure of one or more array elements, it is desirable to design
an antenna array that can maintain its performance at a reasonable level when one or more array
elements are faulty. The following design example presents the design of a linear antenna array that
has the ability to maintain the desired radiation pattern when an arbitrary array element becomes
inoperable. The designed linear antenna array is required to maintain the desired radiation pattern
without using any recovery measure such as reconfiguration of the element parameters.
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Table 4.20: Estimated posterior probability for the number of array elements for the linear antenna
array design that does not take into consideration the loss of an arbitrary array element. In this case,
〈N〉 = 8.84.
N p(N |BU ,BL,σ)
8 0.397333
9 0.408333
10 0.153667
11 0.035667
12 0.005000
Table 4.21: Complex currents and positions of the antenna elements for the final design of the linear
antenna array design problem that does not take into consideration the loss of an arbitrary array
element.
Element Number |In| cos (φn) |In| sin (φn) zn/λ
1 −0.269671 −0.141926 12.928013
2 −0.266663 −0.129406 13.722252
3 −0.322008 −0.128580 14.545142
4 −0.418296 −0.250193 15.404768
5 −0.305305 −0.110684 16.254164
6 −0.317826 −0.208315 17.165175
7 −0.286273 −0.111056 18.026896
8 −0.215835 −0.164148 18.789833
In the design problem presented here, an asymmetric linear antenna array with complex currents
is used to realize a radiation pattern that has identical design pattern specifications to the Chebyshev
pattern presented in Section 4.3.3, except that the maximum acceptable sidelobe level is relaxed to
−15 dB. When an arbitrary array element becomes defective, the performance of a linear antenna
array deteriorates in that the radiated power of the main beam is reduced and the sidelobe levels
are increased. In the current design problem, the maximum power loss at θ = 90◦ is limited to 1
dB. This design requirement can be implemented by setting BL(θ = 90◦) = −1 dB and using the
following normalized parametric models:
gη(θ) = 10 log
[ |AFη(θ)|2
max{|AF0(θ)|2}
]
for 0 ≤ θ ≤ pi, 0 ≤ η ≤ N, (4.16)
where η = n denotes that the nth array element is defective, and AF0(θ) is the array factor for
79
the primary radiation pattern that is obtained when all array elements are operating. Since the
radiation pattern peak level is allowed to drop as much as 1 dB, the upper bound for the sidelobes
are specified to be −16 dB to ensure that the sidelobe levels are at least 15 dB below the peak. The
array factors AFη(θ) are expressed as
AFη(θ) =
N∑
n=1
n6=η
|In| exp (jψn) exp
[
j2pi
zn
λ
cos θ
]
, (4.17)
and the likelihood in Eq. (4.1) is modified to
p(BU ,BL|N,XN ,σ) ∝ exp
−Q2z/2σ2z − N∑
η=0
M∑
m=1
Q2ηm/2σ
2
m
 . (4.18)
For this design problem, ∆zmin is specified to be 0.5λ, and the following assignments are made:
p(N) = U [1, 50],
p(|In|) = U [0.0, 0.5],
p(zn/λ) = U [−40.0, 40.0],
σz = 1/100,
and
σm =

1/80 dB for θm = 90.0◦
1/20 dB for 86.85◦ ≤ θm < 90.0◦ and 90.0◦ < θm ≤ 93.15◦
1/5 dB otherwise
.
The obtained results are summarized in Table 4.22, Table 4.23, and Figures 4.21 – 4.37. The
parameter values of the antenna elements for the final design are listed in Table 4.23. Using these
parameter values, the radiation patterns that are produced when no antenna element or when an
arbitrary array element is inoperable are plotted in Figures 4.21 – 4.37. For the case in which
the loss of an arbitrary antenna element is not taken into consideration, the obtained results are
summarized in Table 4.20, Table 4.21, and Figure 4.19. Table 4.21 lists the parameter values for the
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Table 4.22: Estimated posterior probability for the number of array elements for the linear antenna
array design that can maintain the desired radiation pattern when an arbitrary array element is
inoperable. In this case, 〈N〉 = 16.30.
N p(N |BU ,BL,σ)
15 0.200000
16 0.423000
17 0.276000
18 0.084667
19 0.016000
20 0.000333
Table 4.23: Complex currents and positions of the antenna elements for the final design of the linear
antenna array that can maintain the desired radiation pattern when an arbitrary array element is
inoperable.
Element Number |In| cos (φn) |In| sin (φn) zn/λ
1 0.020378 −0.159873 −22.412249
2 0.020051 −0.404294 −21.836943
3 −0.036705 −0.438092 −21.302961
4 0.012136 −0.430679 −20.678771
5 −0.025168 −0.458153 −20.097629
6 0.024961 −0.456245 −19.574876
7 −0.012438 −0.450690 −19.073464
8 0.000515 −0.424054 −18.505450
9 −0.062079 −0.481467 −17.951211
10 −0.008858 −0.327190 −17.441321
11 0.007447 −0.344674 −16.772109
12 −0.004995 −0.439580 −16.051728
13 0.015775 −0.413209 −15.339305
14 −0.015106 −0.309285 18.107801
15 0.027221 −0.327962 18.698765
16 −0.006891 −0.090575 20.663559
final design while Figure 4.19 shows the achieved normalized radiation pattern produced by the
final design. These results are obtained using the same assignments except that σm for the three
regions are increased respectively from 1/80 dB to 1/10 dB, from 1/20 dB to 1/2.5 dB, and from
1/5 dB to 1/1.25 dB.
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Figure 4.20 shows the radiation pattern produced by the final design that loses an arbitrary
array element, specifically the 4th antenna element, for the case in which the loss of an arbitrary
antenna element is not required to be compensated. This radiation pattern corresponds to the worst
antenna performance that yields a power loss of 1.72 dB at θ = 90◦ and a maximum sidelobe level
of only 8.10 dB below the peak. When the loss of an arbitrary antenna element is required to be
compensated, the required number of array elements of the final design doubles from 8 to 16 while
the antenna aperture width increases from 5.86λ to 43.08λ. The maximum power loss at θ = 90◦
is 0.73 dB, which stems from the loss of the 9th array element. The worst antenna performance
is produced by the linear antenna array that loses the 8th array element. In this case, the achieved
radiation pattern has a power loss of 0.64 dB at θ = 90◦ and a maximum sidelobe level of 15.36 dB
below the peak. The performance comparison suggests that if an antenna array, that is to be built,
is often subject to damage or failure of an arbitrary array element, this antenna array should be
designed in a way such that it is equipped with the ability to compensate for the loss of an arbitrary
antenna element. The results presented here demonstrate that even after losing an arbitrary array
element and without any recovery measure at hand, an antenna array that has the compensation
ability can still perform at the required standard, at the expense of higher design complexity and
production cost.
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Figure 4.19: Achieved normalized radiation pattern by the final linear antenna array design for the
case in which the loss of an arbitrary antenna element is not taken into consideration. BU andBL
are denoted by dashed lines.
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Figure 4.20: Achieved radiation pattern by the final linear antenna array design that loses the
4th array element for the case in which the loss of an arbitrary antenna element is not taken into
consideration. BU andBL are denoted by dashed lines.
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Figure 4.21: Achieved radiation pattern by the final linear antenna array design with all array
elements functional. BU andBL are denoted by dashed lines.
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Figure 4.22: Achieved radiation pattern by the final linear antenna array design with the 1st array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.23: Achieved radiation pattern by the final linear antenna array design with the 2nd array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.24: Achieved radiation pattern by the final linear antenna array design with the 3rd array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.25: Achieved radiation pattern by the final linear antenna array design with the 4th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.26: Achieved radiation pattern by the final linear antenna array design with the 5th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.27: Achieved radiation pattern by the final linear antenna array design with the 6th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.28: Achieved radiation pattern by the final linear antenna array design with the 7th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.29: Achieved radiation pattern by the final linear antenna array design with the 8th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.30: Achieved radiation pattern by the final linear antenna array design with the 9th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.31: Achieved radiation pattern by the final linear antenna array design with the 10th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.32: Achieved radiation pattern by the final linear antenna array design with the 11th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.33: Achieved radiation pattern by the final linear antenna array design with the 12th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.34: Achieved radiation pattern by the final linear antenna array design with the 13th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.35: Achieved radiation pattern by the final linear antenna array design with the 14th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.36: Achieved radiation pattern by the final linear antenna array design with the 15th array
element being defective. BU andBL are denoted by dashed lines.
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Figure 4.37: Achieved radiation pattern by the final linear antenna array design with the 16th array
element being defective. BU andBL are denoted by dashed lines.
4.3.10 Planar Array
The Bayesian inference framework for antenna array design has been extended to solve a planar
antenna array design problem. In the design example presented here, a planar antenna array with
positive and negative real-valued currents is used to realize a desired radiation pattern that has the
following design pattern specifications:
BL(θm, φm) =

−3.0 dB for θm < 10.0◦ and θm > 170.0◦
−100.0 dB otherwise
,
and
BU(θm, φm) =

0.0 dB for θm < 20.0◦ and θm > 160.0◦
−30.0 dB otherwise
.
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 Figure 4.38: Recursive subdivision of an octahedron to obtain a geodesic sphere from which the
sampling points for the desired three-dimensional radiation pattern are generated. This image is
after [75].
To generate sampling angles for the desired three-dimensional radiation pattern, an octahedral
geodesic unit sphere as shown in Figure 4.38D is used. A geodesic sphere can be constructed from
recursive subdivision of the triangular faces of a regular tetrahedron, octahedron or icosahedron
[74–76]. The process of constructing a geodesic unit sphere using an octahedron is illustrated in
Figure 4.38. Figure 4.38B shows the constructed geodesic sphere after the first subdivision process,
in which each triangular face is divided into four smaller triangles, and each new vertex is pushed
onto the surface of the unit sphere. This subdivision process is repeated recursively to generate a
finer octahedral geodesic sphere as shown in Figures 4.38C and 4.38D.
The desired radiation pattern in the current problem is symmetric about θ = 90◦ and hence,
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only the upper half of an octahedral geodesic unit sphere, which corresponds to z ≥ 0, is required
for generating the sampling angles. For a octahedral geodesic hemisphere, the number of vertices,
v, and triangular faces, ϑ, that are produced after r times of recursive subdivision are expressed
respectively as
v(r) = 2r+1 (2r + 1) + 1 for r = 0, 1, 2, 3, · · ·
and
ϑ(r) = 22(r+1) for r = 0, 1, 2, 3, · · · .
In the current design problem, r is given the value of 4, yielding a total of 545 vertices, all of which
represent the sampling points for the desired three-dimensional radiation pattern. For the type of
antenna array used in this problem, the parametric model in Eq. (2.4) can be rewritten as
AF (θ, φ) =
N∑
n=1
In exp
[
j
2pi
λ
(xn cosφ sin θ + yn sinφ sin θ)
]
.
The spacing between any two neighboring array elements is not constrained to have a minimum
value. For this design problem, the following assignments are made:
p(N) = U [1, 50],
p(In) = U [−0.5, 0.5],
p(xn/λ) = U [−40.0, 40.0],
p(yn/λ) = U [−40.0, 40.0],
and
σm =

1/50 dB for θm < 10.0◦
1/10 dB otherwise
.
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Table 4.24: Estimated posterior probability for the number of array elements for the planar antenna
array design problem. In this case, 〈N〉 = 42.76.
N p(N |BU ,BL,σ)
41 0.093000
42 0.328333
43 0.357667
44 0.172000
45 0.039667
46 0.008667
47 0.000667
Table 4.25: Real-valued currents and positions of the antenna elements for the final design of the
planar antenna array design problem.
n In xn/λ yn/λ n In xn/λ yn/λ
1 0.00691 −24.54321 14.40242 22 −0.05609 17.65650 −25.16116
2 −0.00545 −21.41884 36.07572 23 −0.06760 18.04708 −24.45770
3 −0.00526 −11.12544 25.95846 24 −0.05653 18.33540 −25.84519
4 0.00189 −2.02787 33.75424 25 −0.07014 18.35183 −25.15761
5 −0.00662 −1.29324 16.53823 26 −0.06472 18.82015 −24.44967
6 0.00708 3.12288 −6.07716 27 −0.06812 18.96763 −25.19450
7 −0.00495 6.38431 −15.58806 28 −0.04458 19.00662 −25.90414
8 −0.00512 7.30329 −25.67239 29 −0.03084 19.57438 −33.95100
9 −0.02244 7.73785 −23.82015 30 −0.04612 19.57955 −34.66808
10 −0.00791 8.18518 26.53181 31 −0.03126 19.59271 −35.37544
11 −0.02105 8.40332 −26.59780 32 −0.00853 20.08457 −35.99355
12 −0.03476 8.43995 −23.75220 33 −0.01810 20.22049 −34.44579
13 −0.00690 8.97846 26.22725 34 −0.02295 20.29274 −35.21906
14 −0.01872 9.11191 −26.58519 35 −0.00798 20.92150 −5.19737
15 −0.02919 9.14009 −23.75224 36 −0.00811 26.87732 −25.59971
16 −0.00997 9.85336 −13.98626 37 −0.01066 27.57231 −23.20395
17 −0.00383 9.94509 −16.51306 38 −0.01147 28.15283 −22.93934
18 0.00441 14.39216 34.70999 39 −0.01087 28.42942 −23.52109
19 −0.02093 16.93986 −25.07770 40 −0.00724 29.07019 −13.55400
20 −0.03657 17.30296 −24.47751 41 −0.00602 33.04445 −9.34461
21 −0.03131 17.62038 −25.89460 42 −0.00551 39.99655 −35.83086
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Figure 4.39: Positions of the array elements on the xy-plane.
The obtained results are summarized in Tables 4.24 – 4.25 and Figures 4.39 – 4.40. Table 4.25
indicates that the final design uses a total of 42 array elements. Using the parameter values of
the array elements listed in Table 4.23, the achieved three-dimensional radiation pattern is plotted
in Figure 4.40. The radiation pattern produced by the final design satisfied the design pattern
specifications completely. In addition, even though a minimum spacing is not enforced between any
two neighboring array elements, the final planar antenna array design produced by the Bayesian
inference framework is physically realizable since all array elements have a Cartesian distance of at
least 0.5λ to all neighboring array elements.
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 Figure 4.40: Achieved radiation pattern for the planar antenna array design problem.
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CHAPTER 5
DESIGN OF LINEAR PHASE FIR FILTER
This chapter presents the application of the Bayesian inference framework for design to solve
several linear phase FIR filter design examples. A linear phase FIR filter design problem generally
has three main aspects: the desired frequency magnitude response, the type of linear phase FIR
filter used and the practical design requirements that are required to be incorporated. All the design
examples presented in this chapter use a linear phase FIR filter that has symmetric impulse response
and odd filter length to realize various desired frequency magnitude response while satisfying
certain prescribed practical design requirements. As illustrated in Figure 2.4, the shape of a desired
frequency magnitude response is governed by the passband and stopband edge frequencies, the
maximum passband ripple and the minimum stopband attenuation. The specified values for these
four filter characteristics are different for the various design examples presented in this chapter. In
practice, the filter coefficients of a linear phase FIR filter are limited in dynamic range and accuracy.
This practical design requirement is incorporated into two design examples which are presented in
Section 5.2.2.
The process of designing a linear phase FIR filter is similar to the design process of an antenna
array. The first step towards solving a linear phase FIR filter design problem is to specify the desired
frequency magnitude response and the type of linear phase FIR filter to be used. The second step
is to obtain the likelihood function via the assignment of either a Laplacian or Gaussian pdf to
the error between the desired and achieved frequency magnitude response. The third step is to
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assign a pdf to all design parameters which include the number of filter taps, filter length and filter
coefficients. This is followed by the assignment of a value to all σm which denote the degree of
compliance between the desired and achieved frequency magnitude response. With the likelihood
function, p(BU ,BL|N,XN ,σ), and the prior pdf, p(N,XN), in Eq. (2.34) determined, the next step
is to obtain a Monte Carlo approximation of the posterior, pdf, p(N,XN |BU ,BL,σ), by drawing a
reasonable number of samples from it. The design process concludes with the selection of a design
candidate from all the drawn posterior samples as the final design.
5.1 Assignments for the Design Parameters and σm
The basis for assigning a value to σm for the design of antenna array is presented in Section 4.2.
For the design of linear phase FIR filter, the same basis applies. For instance, the values assigned to
the σm in the passband region are smaller than in the stopband region. This is because the passband
region is narrower than the stopband region. A systematic procedure for determining the appropriate
values for all σm has yet to be discovered. In all the design examples presented in this chapter, the
assignment of a value to all σm is based upon experience, intuition and, in some cases, trial and
error.
For a linear phase FIR filter that has continuous filter coefficients, the design parameters N , Tn
and cn, are all assigned a uniform distribution when only the range of a design parameter is known.
The filter coefficients, cn, are all assigned a continuous uniform distribution, U [cminn , c
max
n ], where
cminn and c
max
n denote the minimum and maximum values of cn respectively. Since a continuous
filter coefficient is generally in the range of −1.00 ≤ cn ≤ 1.00, the assignments of cminn = −1.00
and cmaxn = 1.00 are made. The design parameters, N and Tn, are respectively assigned a discrete
uniform distribution, U [Nmin, Nmax] and U [Tminn , T
max
n ]. The quantities, N
min and Nmax as well
as Tminn and T
max
n , denote the minimum and maximum values of N and Tn respectively. The
positive integers Nmin and Tminn indicate respectively the minimum number of filter taps and the
shortest filter length that are required in a linear phase FIR filter to realize the desired frequency
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magnitude response. The positive integers Nmax and Tmaxn denote respectively the maximum
number of filter taps and the longest filter length that are allowed in a design problem. Both
Nmax and Tmaxn can be assigned any positive value; however, in practice, their values are generally
dictated by the computation and production costs. The computation cost of a digital filter is higher
when more multipliers are required due to the increase in the number of filter taps used. The
production cost of a digital filter increases as the filter length becomes longer since more filter taps
are required to be produced. Therefore, a designer needs to take into consideration the computation
and production costs when specifying a value for both Nmax and Tmaxn .
For a linear phase FIR filter that has filter coefficients expressed as a sum of signed power-of-
two (SPoT) terms, the design parameters, N and Tn, are respectively assigned a discrete uniform
distribution, U [Nmin, Nmax] and U [Tminn , T
max
n ]. As in the previous case, T
min
n and T
max
n indicate
respectively the minimum and maximum filter lengths that are acceptable in a design problem. The
quantity Nmin denotes the minimum number of SPoT terms that are required in a linear phase FIR
filter to realize the desired frequency magnitude response while the quantity Nmax denotes the
maximum number of SPoT terms that are allowed in a design problem. The number of adders and
shifters that are required increases with the number of SPoT terms used. Therefore, the computation
and production costs have to be taken into account when specifying a value for Nmax. The samples
of the SPoT terms, SPoTn, are generated in a two-step process. The first step is to draw a sample
from the continuous distribution, U [−1, 1]. This initial step is followed by rounding the sample
value to the nearest value of a SPoT term. This sampling method, which renders SPoT terms that
have more decimal points less probable, is employed because the practical implementation of a
SPoT term that has lower precision requires fewer number of bits. The maximum number of bits
that is allowed in a design problem determines the value that is assigned to the maximum integer
power, P .
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5.2 Design Problems
This section presents the results for several linear phase FIR filter design problems. For the
design of a linear phase FIR filter that has continuous filter coefficients, the parametric model in
Eq. (2.12) and the Laplacian likelihood in Eq. (2.27) are used. As for the design of a linear phase
FIR filter that has filter coefficients expressed as a sum of SPoT terms, the parametric model in Eq.
(2.17) and the Gaussian likelihood in Eq. (2.29) are used. In all the following design problems, the
desired frequency magnitude response is specified in dB. The number of equally spaced frequency
points used is 101 while the number of samples drawn from the posterior distribution is W = 3000.
Each of the 3000 samples represents a design candidate. For all the design examples presented in
this chapter, the final design is selected using a multistep process. The selection process begins by
first selecting the design candidates that have zero or minimum error. The next step is to narrow
down the selected design candidates to those designs that use the fewest number of filter taps or
SPoT terms. Of all the remaining design candidates, the design candidate that has the shortest filter
length is chosen as the final design.
5.2.1 Low Pass Filter with Continuous Coefficients
The first linear phase FIR filter design problem to be presented is a low pass filter design
problem selected from [42]. This design problem has the following design specifications:
θp = 0.4pi, θs = 0.5pi, δ = 0.02, and β = −30dB.
For this design problem, the following assignments are made:
p(N) = U [1, 30],
p(cn) = U [−1.0, 1.0],
p(Tn) = U [0, 30],
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Table 5.1: Estimated posterior probability for N for the low pass filter design problem with
minimum stopband attenuation of −30 dB.
N p(N |BU ,BL,σ)
14 0.155667
15 0.439000
16 0.275667
17 0.099000
18 0.023333
19 0.006000
20 0.001333
Table 5.2: Parameter values for the final design of the low pass filter with minimum stopband
attenuation of −30 dB. For values of k not found in the table, bk = 0.
k bk
0 -0.453584
1 -0.630978
2 -0.090758
3 0.186878
4 0.082369
5 -0.090434
6 -0.073324
7 0.036079
8 0.058962
9 -0.007865
10 -0.046694
12 0.032349
14 -0.019077
15 -0.014571
16 0.019535
and
σm =

1/50 dB for 0 ≤ θm < 0.5pi
1/10 dB for 0.5pi ≤ θm ≤ pi
.
The obtained results are summarized in Table 5.1, Table 5.2 and Figure 5.1. Table 5.2 lists the
parameter values of the final design. These values are used to plot the log magnitude response at
the 101 predefined frequency points in Figure 5.1. The achieved frequency magnitude response
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Figure 5.1: Achieved log magnitude response versus frequency for the low pass filter with minimum
stopband attenuation of −30 dB.
completely satisfies the design specifications. As indicated in Table 5.2, the filter length and number
of filter taps used in the final design are L = 33 and J = 29 respectively. The filter design produced
by the genetic algorithm approach in [42] has filter length L = 41 and uses all taps. The results
comparison shows that the filter design produced by the Bayesian inference framework has much
lower design complexity.
The second design problem involves the design of a low pass filter that has a minimum stopband
attenuation of −60 dB. This design problem, which is taken from [77, Ch. 14], consists of the
following design specifications:
θp = 0.43pi, θs = 0.63pi, δ = 0.025, and β = −60dB.
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Table 5.3: Estimated posterior probability for N for the low pass filter design problem with
minimum stopband attenuation of −60 dB.
N p(N |BU ,BL,σ)
9 0.084333
10 0.660000
11 0.210667
12 0.025000
13 0.009333
14 0.010333
15 0.000333
Table 5.4: Parameter values for the final design of the low pass filter with minimum stopband
attenuation of −60 dB. For values of k not found in the table, bk = 0.
k bk
0 0.499955
1 0.631722
3 -0.197255
5 0.103998
7 -0.061237
9 0.036976
11 -0.026932
12 -0.011939
13 0.002574
15 -0.002248
For this problem, the following assignments are made:
p(N) = U [1, 30],
p(cn) = U [−1.0, 1.0],
p(Tn) = U [0, 15],
and
σm =

1/250 dB for 0 ≤ θm ≤ 0.43pi
1/12.5 dB for 0.43pi < θm ≤ pi
.
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Figure 5.2: Achieved log magnitude response versus frequency for the low pass filter with minimum
stopband attenuation of −60 dB.
Table 5.3, Table 5.4 and Figure 5.2 summarize the achieved results. Figure 5.2 illustrates the
frequency magnitude response produced by the final design, the parameter values of which are
listed in Table 5.4. This plot shows that the realized frequency magnitude response fully satisfies
the design specifications. Table 5.4 indicates that the designed filter has a length of L = 31 taps, of
which 19 taps are used. The filter design presented in [77] has a filter length of L = 25 and uses all
taps. Although the linear phase FIR filter designed by the inference framework is longer, it uses
fewer taps and thus, has lower design complexity. If filters with shorter length are preferred, then
p(Tn) should be assigned a shaped probability distribution rather than the uniform distribution used
here.
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5.2.2 Low Pass Filter using SPoT Terms
This section presents two problems of designing a linear phase FIR filter that has filter coeffi-
cients expressed as a sum of SPoT terms. Because of the discrete nature of the filter coefficients,
the parametric model in Eq. (2.20) is modified to
g(θ) = 10 log10
[ |A(θ)|
Ω
]2
for 0 ≤ θ ≤ pi,
where Ω is the average of the maximum and minimum passband values of A(θ).
The maximum number of SPoT terms that is allowed to represent a filter coefficient is not fixed.
Consequently, for the SPoT samples that are drawn to represent a particular filter coefficient, the
following situations could arise:
1. Two SPoT terms, 2−p1 and −2−p2 , have the opposite sign and identical power, p1 = p2,
yielding an aggregate value of 2−p1 − 2−p2 = 0;
2. Two SPoT terms, 2−p1 and 2−p2 , have the same sign and power, p1 = p2, yielding an aggregate
value that can be expressed by one SPoT term, 2−p1 + 2−p2 = 2−p1+1;
3. Two SPoT terms, 2−p1 and −2−p2 , have the opposite sign and sequential powers, p1− p2 = 1,
yielding an aggregate value that can be expressed by one SPoT term, 2−p1 + 2−p2 = 2−p2;
4. Two SPoT terms, 2−p1 and −2−p2 , have the same sign and sequential powers, p1 − p2 = 1,
yielding an aggregate value that can be expressed by another combination of two SPoT terms,
2−p1 + 2−p2 = 2−p1+1 − 2−p2 .
The first three situations must be avoided so that trivial solutions are not produced. The fourth
situation, which is detailed in [56], should be prevented to avoid having a combination of three or
more SPoT terms that have the same sign and sequential powers. The reason is that this combination
can be replaced by another combination that has fewer SPoT terms. As explained in [56], a
combination of two SPoT terms that have the same sign and sequential powers can always be
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replaced by another combination of two SPoT terms that do not have sequential powers. This notion
is always true except when the value of a filter coefficient, bk, is equal to
bk =
P∑
pn=0
2−pn or
P∑
pn=0
−2−pn for 0 ≤ P ≤ Number of Bits.
To take into consideration the above four situations, the likelihood in Eq. (2.29) is required to be
modified to
p(BU ,BL|N,XN ,σ) ∝ exp
[
−R2/2σ2R −
M∑
m=1
Q2m/2σ
2
m
]
, (5.1)
whereR denotes the number of times that one of the four situations is encountered, and similar to
σm, σR is a quantity that has to be assigned a value.
For demonstration and comparison purposes, two design examples that are picked from [52] are
presented here. The first design problem has the following design specifications:
θp = 0.3pi, θs = 0.5pi, δ = 0.01, and β = −40dB.
For this design problem, the maximum number of bits allowed is specified to be 10, and the
following assignments are made:
p(N) = U [1, 50],
p(Tn) = U [0, 20],
σR = 1/10,
and
σm =

1/50 dB for 0 ≤ θm < 0.5pi
1/2.5 dB for 0.5pi ≤ θm ≤ pi
.
The obtained results are summarized in Table 5.5, Table 5.6 and Figure 5.3. Table 5.6 lists
the parameter values of the final design. Using these parameter values, the frequency magnitude
response at the 101 predefined frequency points is plotted in Figure 5.3. This plot shows that the
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Table 5.5: Estimated posterior probability for the number of SPoT terms for the low pass filter
design problem with minimum stopband attenuation of −40 dB. In this case, 〈N〉 = 16.39.
N p(N |BU ,BL,σ)
16 0.672000
17 0.268667
18 0.056333
19 0.002333
20 0.000667
Table 5.6: Parameter values for the final design of the low pass filter with minimum stopband
attenuation of −40 dB. For this design, 1/Ω = 0.4010810617953997.
k SPoT Terms
0 −20
1 −20 − 2−1
2 −2−1 + 2−4
3 2−2 + 2−5 + 2−7
4 2−2 + 2−4
6 −2−3 − 2−5 − 2−7
7 −2−4 − 2−7
8 2−4
9 2−4
11 −2−5
Table 5.7: Comparison of normalized peak ripples and filter design complexities among different
methods for the first design example.
Method NPR (dB) L J
Simulated Annealing [55] −41.30 27 54
Polynomial-Time Algorithm [54] −41.35 23 46
Hybrid Genetic Algorithm [52] −40.19 23 46
Bayesian Inference Framework −40.15 23 35
achieved frequency magnitude response fully complies with the design specifications. To evaluate
the performance of the final design, the normalized peak ripple (NPR), which is defined as the
ratio of the peak ripple to the mean value of the passband gain, is computed. The final design
produced by the Bayesian inference framework achieves a normalized peak ripple of 40.15 dB
which is comparable to the values obtained in [52, 54, 55]. More significantly, the final design has
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Figure 5.3: Achieved log magnitude response versus frequency for the low pass filter with minimum
stopband attenuation of −40 dB.
managed to produce a comparable performance using only a total of J = 35 SPoT terms, which
corresponds to a 23.9% savings in SPoT terms used.
The second design problem has a desired frequency response that has a narrower transition band
and smaller ripple. The design specifications for this problem are as follows:
θp = 0.3pi, θs = 0.44pi, β = −42dB, and δ = 10β/20.
For this design problem, the maximum number of bits that is allowed remains at 10, and the
following assignments are made:
p(N) = U [1, 50],
p(Tn) = U [0, 20],
σR = 1/10,
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Table 5.8: Estimated posterior probability for the number of SPoT terms for the low pass filter
design problem with minimum stopband attenuation of −42 dB. In this case, 〈N〉 = 28.86.
N p(N |BU ,BL,σ)
28 0.195000
29 0.750667
30 0.052333
31 0.001667
32 0.000333
Table 5.9: Parameter values for the final design of the low pass filter with minimum stopband
attenuation of −42 dB. For this design, 1/Ω = 0.3903892405965878.
k SPoT Terms
0 20 − 2−5 − 2−7
1 20 + 2−1
2 2−1 + 2−4 + 2−8
3 −2−2 + 2−4 − 2−7
4 −2−1 + 2−3
5 −2−3 + 2−6
6 2−3 + 2−5
7 2−3 + 2−5 + 2−7
9 −2−3 + 2−7
10 −2−4
11 2−5
12 2−4
13 2−6
14 −2−5
15 −2−5
17 2−6
19 −2−7
and
σm =

1/50 dB for 0 ≤ θm < 0.44pi
1/2.5 dB for 0.44pi ≤ θm ≤ pi
.
For the second design example, the obtained results are summarized in Table 5.8, Table 5.9
and Figure 5.4. Figure 5.4 illustrates the frequency magnitude response produced by the final
design, the parameter values of which are listed in Table 5.9. The plot in Figure 5.4 shows that the
realized frequency magnitude response fully satisfies the design specifications. The final design here
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Table 5.10: Comparison of normalized peak ripples and filter design complexities among different
methods for the second design example.
Method NPR (dB) L J
Simulated Annealing [55] −41.60 39 78
Polynomial-Time Algorithm [54] −42.31 35 70
Hybrid Genetic Algorithm [52] −41.67 33 69
Bayesian Inference Framework −42.00 39 57
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Figure 5.4: Achieved log magnitude response versus frequency for the low pass filter with minimum
stopband attenuation of −42 dB.
achieves a normalized peak ripple of −42 dB using a total of J = 57 SPoT terms and a filter length
of L = 39 taps. Although the linear phase FIR filter designed by the Bayesian inference framework
has longer filter length, it uses 17.4% fewer SPoT terms as illustrated in Table 5.10. In addition
to producing linear phase FIR filters that have lower design complexity, it is also noteworthy to
point out that, unlike the methods in [52, 54, 55], linear phase FIR filters that have filter coefficients
represented by SPoT terms can be designed by the Bayesian inference framework without having to
design a linear phase FIR filter that has continuous filter coefficients in advance.
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CHAPTER 6
SUMMARY, CONCLUSION AND SUGGESTION
6.1 Summary
A new approach to solving engineering design problems has been presented in this dissertation.
This approach makes use of the observation that an engineering design problem, like an inference
problem, is a generalized inverse problem that can be solved using Bayesian inference. In the
Bayesian inference framework for design, Bayesian inference tools such as parameter estimation
and model selection are adapted and utilized to solve a design problem. The developed Bayesian
inference framework has been applied to two design applications, namely antenna arrays and linear
phase FIR filters.
Chapter 2 provides an in-depth explanation on the underlying theory of the Bayesian inference
framework for design. The explanation began with the discussions on the parametric models, design
parameters, requirements and objectives of both design applications. These topics are followed by
the description on the Bayesian inference portion of the design process. The solution to a design
problem obtained by the Bayesian inference framework is the posterior distribution which is a
function of the design parameters. Since the posterior cannot be determined in a closed form, a
Monte Carlo method is employed to approximate the posterior by drawing a reasonable number of
samples from it. The Bayesian inference portion of the design process concludes with the sampling
of the posterior, which produces a number of potential design solutions rather than a single final
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design as each posterior sample represents a design candidate. To obtain a final design, a designer
has to choose a design candidate from all potential design solutions as the final design based on
additional design criteria.
The work presented in this dissertation employs BayeSys to sample the posterior. BayeSys is a
Markov chain Monte Carlo algorithm and has a number of important features. These features include
the mapping of a multidimensional parameter space into one dimension using a Hilbert space-filling
curve, exploration along a Hilbert curve using binary slice sampling, progressive convergence of a
sampling process from the prior to the posterior using selective annealing, communication among
multiple objects to catalyze each other’s sampling progress, and multiple exploration engines that
can compensate for each other when one or more engines are thwarted in their sampling progress.
Several design examples in both antenna array and linear phase FIR filter design have been
presented in Chapters 4 and 5 respectively. All the presented results verify that the Bayesian
inference framework for design, along with BayeSys, has the ability to produce physical systems
that have design complexity appropriate to the design specifications and requirements. In antenna
array design, several design problems that use different types of antenna arrays such as symmetric
linear array with real-valued currents, asymmetric linear array with complex currents, reconfigurable
linear array and planar array to realize various desired radiation patterns that include broadside, end-
fire, shaped beam, and three-dimensional patterns, have been solved. In addition, various practical
design requirements such as a minimum spacing between two adjacent array elements, limitations
in the dynamic range and accuracy of the current amplitudes, the ability to generate multiple desired
radiation patterns, the ability to maintain a desired radiation pattern over a frequency band, and
the ability to maintain a desired radiation pattern when one arbitrary element is inoperable, have
all been successfully incorporated into a design problem. In linear phase FIR filter design, several
design problems that have different desired frequency responses have been solved. In addition, the
practical design requirement of having a filter coefficient expressed as a sum of signed power-of-two
(SPoT) terms has also been successfully implemented.
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6.2 Conclusion and Suggestion
One of the important steps in using the Bayesian inference framework to solve a design problem
is the assignment of an appropriate value to the required degree of compliance between the desired
and achieved radiation pattern or frequency response at a designated angle or frequency point.
Even though this dissertation has provided some useful guidelines, a systematic procedure for
determining the proper values for all σm has yet to be discovered. The appropriate assignment for
all σm depend on the design pattern specifications and practical design requirements of a design
problem. A different design problem generally requires different value assignment for all σm and
thus, it is desirable to have the appropriate σm values determined systematically. For this reason,
exhaustive investigations on the assignment of a proper value to σm are highly recommended for
future work.
There are many antenna array and linear phase FIR filter design problems that are interesting
to study in the future. In antenna array design, many more radiation patterns in particular power
patterns that have multiple main beams at different angles can be studied. Section 4.3.8 presents the
design of a narrowband antenna array, and this work can be extended to design wideband antenna
arrays which may require more amplitudes and time delays. The work on the design of a linear
antenna array that can compensate for the loss of an arbitrary array element can also be extended to
solve other similar problems, which include design problems that require compensation for the loss
of more than one arbitrary antenna element and allow the use of recovery measures to maintain
antenna performance. As for linear phase FIR filter design, the work presented here can be extended
to design other types of digital filters such as bandpass or notch filters and infinite impulse response
(IIR) filters.
The results presented in this dissertation showcase the abilities, advantages and robustness of
the Bayesian inference framework in designing antenna arrays and linear phase FIR filters. With
the knowledge that a design problem is an inverse problem, the Bayesian inference framework for
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design can be extended to solve design problems in other applications. It would be interesting to
study and grasp the application of the Bayesian inference framework for design in other design
applications in the future.
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