In this paper a theoretical framework for the Galerkin finite element approximation to the steady state fractional advection dispersion equation is presented. Appropriate fractional derivative spaces are defined and shown to be equivalent to the usual fractional dimension Sobolev spaces H s . Existence and uniqueness results are proven, and error estimates for the Galerkin approximation derived. Numerical results are included which confirm the theoretical estimates.
Introduction
In this paper, we investigate the Galerkin approximation to the steady state Fractional Advection Dispersion Equation (FADE)
where D represents a single spatial derivative, and 0D
−β
x , xD −β 1 represent left and right fractional integral operators, respectively, with 0 ≤ β < 1, and 0 ≤ p, q ≤ 1, satisfying p + q = 1.
Our interest in (1) arises from its application as a model for physical phenomena exhibiting anomalous diffusion, i.e. diffusion not accurately modeled by the usual advection dispersion equation. Anomalous diffusion has been used in modeling turbulent flow [4, 12] , and chaotic dynamics of classical conservative systems [14] . In viscoelasticity, fractional differential operators have been used to describe materials' constitutive equations [7] . Recently articles involving fractional differential operators have appeared in tional derivative [9] . In this article we restrict our attention to the use the Riemann-Liouville fractional derivative.
To date most solution techniques for equations involving fractional differential operators have exploited the properties of the Fourier and Laplace transforms of the operators to determine a classical solution. Finite difference have also been applied to construct numerical approximation [9] . Aside from [5] we are not aware of any other papers in the literature which investigate the Galerkin approximation and associated error analysis for the FADE.
There are two properties of fractional differential operators which make the analysis of the variational solution to the FADE more complicated than than that for the usual advection dispersion equation.
These are (i) fractional differential operators are not local operators, and
(ii) the adjoint of a fractional differential operator is not the negative of itself.
Because of (i) and (ii) the correct function space setting for the variational solution is not obvious. Related to the left fractional derivative we introduce the J 
Fractional Derivative Spaces
In this section we develop the abstract setting for the analysis of the approximation to FADEs. We introduce associated left, right, and symmetric fractional derivative spaces. The equivalence of the fractional derivative spaces with fractional order Hilbert spaces is then established.
In order to define the spaces, for G ⊂ IR an open interval (which may be unbounded) we let C ∞ 0 (G) denote the set of all functions u ∈ C ∞ (G) that vanish outside a compact subset K of G.
and norm
and let J 
and norm Proof. The proof follows immediately from the following lemma.
Specifically,
, and from (49) and (45)
Using Plancherel's theorem, we have
Hence,
Analogous to J µ L (IR) we introduce J µ R (IR), the right fractional derivative space, and establish their equivalence.
and let J Proof. We need only verify that the J L (IR) and J R (IR) semi-norms are equivalent. This is done using the Fourier transform. Combining (44), the definitions of D µ , D µ * , and Plancherel's theorem yields
Thus the semi-norms are equivalent, and, in fact, equal as
In the finite element analysis of (1), we make use of the bilinear functional ( (IR) . Lemma 2.4 Let µ > 0, n be the smallest integer greater than µ (n − 1 ≤ µ < n), and σ = n − µ.
Proof. Helpful in establishing this result is the Fourier transform property ( − − denotes complex conjugate)
and the observation that
Thus
Using (11) this becomes
For f (x) real we have that
Therefore, combining (12) and (13) we obtain
Remark. Note that for
(Du, u) = 0, provided that u vanishes on the boundary.
and let J Proof. We must show that the J µ L (IR) and J µ S (IR) semi-norms are equivalent. We have from the previous lemma that
Let Ω = (l, r) be a bounded open subinterval of IR. We now restrict the fractional derivative spaces to Ω. 
Proof. In order to prove (i) we note that
From the definition of J µ L (Ω) and using Property A.4 (in the Appendix), we have
Then, using (i), property (ii) follows.
The result (iii) follows directly from the definition of the
Finally, the proofs of (iv) -(vi) are analogous to the proofs of (i) -(iii).
Applying the triangle inequality, we have
(Ω) = 0. By the mapping properties in Lemma 2.6,
Thus,
Taking the limit as n → ∞, we obtain the stated result for J µ L,0 (Ω). The result for J µ R,0 (Ω) follows similarly.
Proof. Proceeding as in the proof of Lemma 2.7,
An elementary calculation shows that for
Hence, by Property A.6,
The stated result then follows from the convergence of φ n to u and the mapping properties in Lemma 2.6.
Analogous to fractional integral operators, fractional differential operators also satisfy a semi-group property.
Then by Lemma 2.7 and Property A.1, we have
Applying D s D µ−s to both sides and using Property A.4,
The result for J µ R,0 (Ω) follows analogously.
Proof. Combining Lemmas 2.6 and 2.
Inequality (17) follows similarly.
The result for J 
Nonetheless, the product
and
From Theorem 2.1 and Theorem 2. (3) and (8) we have
and thus
. In order to show the reverse inequality, we use the equivalence of the J µ S,0 (Ω) and H µ 0 (Ω) norms for µ = n − 1/2, n ∈ IN (Theorem 2.12). Using Young's inequality, we obtain
(Ω) .
Therefore, taking = 1/(2C), we have
from which we obtain J 
Proof. Using Theorems 2.1 and 2.13, we have
For the semi-norm on H µ 0 (Ω) defined by (3), we have a fractional Poincaré-Friedrichs inequality for
and for 0 < s < µ,
Proof. The result follows from Theorem 2.10, Corollary 2.11, and the equivalence of norms, Theorem 2.13.
In order to provide regularity estimates for functions u ∈ H µ (Ω) solving (1), we state an additional
Corollary 2.16 For u ∈ H µ 0 (Ω), µ = n − 1/2, n ∈ IN and 0 < < 1/2, there exists a constant C depending only upon , u such that
Proof. As µ − = n − 1/2, n ∈ IN, Theorem 2.13 implies
Using Corollary 2.11, we have
Therefore, the stated result follows. The result for J µ R,0 (Ω) follows analogously.
Variational Formulation
Let Ω = (0, 1) and 0 ≤ β < 1. Define α := 2−β 2
, so that 1/2 < α ≤ 1. In this section, we will show that there exists a unique variational solution of (1) in the space H α 0 (Ω).
Problem 1 [Steady-State Fractional Advection Dispersion Equation]
Given Ω = (0, 1), f :Ω → IR, find u :Ω → IR such that
where
In order to derive a variational form of Problem 1, we assume that u is a sufficiently smooth solution of (20)-(21), and multiply by an arbitrary v ∈ C ∞ 0 (Ω) to obtain
Integrating by parts in the first integral, and noting that v = 0 on ∂Ω gives
Thus, we define the associated bilinear form B :
where (·, ·) denotes the inner product on L 2 (Ω), and < ·, · > the duality pairing of H −µ (Ω) and
For a given f ∈ H
−α (Ω), we define the associated linear functional F :
Note that the duality pairings in (22) are well defined for u, v ∈ H α 0 (Ω). Thus, the Galerkin variational solution of (20)-(21) may be defined as follows.
Using the results of Section 2, we show that there exists a unique solution to (24). To do this we begin by establishing coercivity and continuity of B(·, ·). 
Proof. We have that
Applying the semi-group and adjoint properties of the Riemann-Liouville fractional integral operators, we have
Du .
As u = 0 on ∂Ω,
The semi-norm equivalence of J α S,0 (Ω) and H α 0 (Ω), Theorem 2.12, implies that
By the fractional Poincaré-Friedrichs inequality, Corollary 2.15, we have
To establish the continuity of B(·, ·),we make use of the following lemma.
, there exists a constant C depending only upon b and α such that
Proof. As b ∈ C 1 (Ω), we can show that the linear mappings T 0 , T 1 defined by
Next, we have that
Therefore, using operator interpolation (see [11] , p. 358),
where C depends only upon b and α.
Lemma 3.3 The bilinear form B(·, ·) is continuous on H
Proof. From the definition of B we have
Using the equivalence of norms, Theorem 2.13, and Lemma 3.2,
Lemma 3.4 The linear functional F (·) is continuous over H
The result follows from the fact that
Theorem 3.5 There exists a unique solution u ∈ H α 0 (Ω) to (24) satisfying 
Finite Element Convergence Estimates
Let S h denote a partition of Ω such thatΩ = {∪K : K ∈ S h }. Assume that there exist positive constants c1, c2 such that c1h ≤ hK ≤ c2h, where hK is the width of the subinterval K, and h = maxK∈S h hK .
Let P k (K) denote the space of polynomials of degree less than or equal to k on K ∈ S h . Associated
Denote by I h u the piecewise polynomial interpolant of u in S h .
Let u h be the solution to the finite-dimensional variational problem
We define the energy norm associated with (24) as
Note that from (25) and (26) we have norm equivalence of · H α (Ω) and · E .
Theorem 4.1 Let u denote the solution to (24). There exists a unique solution to (31) which satisfies the estimate
Proof. Existence and uniqueness follow from the fact that X h is a subset of the space H α 0 (Ω), and thus (31) satisfies the hypotheses of the Lax-Milgram lemma over the finite-dimensional subspace X h . The estimate (33) is a result of Ceá's lemma.
The finite-dimensional subspace X h and the interpolant I h u are chosen specifically so that they satisfy an approximation property over subspaces of H m (Ω). That is to say that I h u satisfies the following theorem [3] . 
We can combine the previous results into an estimate for e := u − u h in the energy norm.
, and u h solve (31). Then there exists a constant C such that the error e = u − u h satisfies
Proof. From Theorem 4.1, we have that the error satisfies
Applying the approximation property and continuity yields
Finally, we obtain (35) via the norm equivalence of · H α (Ω) and · E .
We now apply the Aubin-Nitsche trick to obtain a convergence estimate in the L 2 norm. First, we must make an assumption concerning the regularity of the solution to the adjoint problem
Assumption 4.1 For w solving (37) with g ∈ L 2 (Ω), we have (24), and u h solve (31). Then, under Assumption 4.1, there exists a constant C such that the error e = u − u h satisfies
Proof. Introduce w as the solution to (37) with
and the regularity estimate
Substituting v = e in (39), and applying Galerkin orthogonality, we have
Therefore, dividing through by e L 2 (Ω) yields the estimate
and applying (35) we obtain (38). The stated result for α = 3/4 follows analogously.
Note that for α = 3/4, the L 2 convergence rate is effectively r for u ∈ H r (Ω).
Numerical Calculations for Piecewise Linear Polynomials
Let Ω = (0, 1) and let X h denote the space of continuous piecewise linear polynomials over S h , i.e. m = 2.
In this section, we present numerical calculations which support the error estimates in the Corollary 4. 
As u ∈ H 2 (Ω), Theorem 4.4 predicts a rate of convergence of 2 in the L 2 norm. Table 3 contains numerical results which support the predicted rate convergence. 
A Riemann-Liouville Fractional Integral Operators
We define the fractional integral operators in terms of the Riemann-Liouville definition given in [9, 10] . 
With these definitions, we note some of the properties of the Riemann-Liouville fractional integral operators, as outlined in [9, 10] . 
