Abstract. We extend to multilinear Hankel operators a result on the regularity of truncations of Hankel operators. We prove and use a continuity property on the bilinear Hilbert transforms on product of Lipschitz spaces and Hardy spaces.
In this note, we want to extend to multilinear Hankel operators a result obtained by [BB] on the boundedness properties of truncation acting on bounded Hankel infinite matrices. Let us first recall this result. A matrix B = (b mn ) m,n∈N is called of Hankel type if b mn = b m+n for some sequence b ∈ l 2 (N). We can consider B as an operator acting on l 2 (N). In this case, we write B = H b . If we identify l 2 (N) with the complex Hardy space H 2 (D) of the unit disc then H b can be realized as the integral operator acting on f ∈ H 2 (D) by
In other words, H b f = C(bg) where C denotes the Cauchy integral, g(ζ) = f (ζ) and b is the Symbol of the Hankel operator b(ζ) = ∞ k=0 b k ζ k . If f (z) = n∈N a n z n , one has H b f (z) = m∈N ( n∈N a n b m+n )z m . This well known fact justify the terminology of Hankel matrices. One can consider truncations of matrices as follows. For β, γ ∈ R, the truncated matrix Π β,γ (B) is the matrix whose entry at position m, n is b mn if m ≥ βn + γ and zero otherwise. In [BB] , they prove, among others, that such truncations, for β = −1, preserve the boundedness of Hankel operators. Their method is to show that truncations may be viewed as some bilinear periodic Hilbert transforms and to use the result of Lacey-Thiele (see [LT] ) in the periodic setting. We are here interested in the same problem but for multilinear Hankel operators. For n ∈ N, we define the multilinear Hankel operator H
This operator can be realized as a matrix action of a special type. More precisely, let B = (b i 1 ,...,i n+1 ) i 1 ,...,i n+1 ∈N . We call such an object a (n+1)-dimensional infinite matrix (so that a usual matrix is a 2-dimensional matrix in our terminology). Similarily, we can speak of a n-dimensional infinite vector that is of an object A = (a 1 j , . . . , a n j ) j∈N . One can define the action of such a matrix B on such a vector and obtain a vector (= 1-dimensional vector) whose m-th coordinate is given by
If we assume that B is a (n + 1)-dimensional matrix constant on the hyperplanes i 1 + · · · + i n+1 = constant then the action of B on A corresponds to the multilinear Hankel operator with symbol
We consider truncations of (n + 1)-dimensional matrices as follows.
and zero otherwise. The result we obtain is the following.
This result is obtained as a corollary of another result which is in fact of main interest. It deals with the bilinear Hilbert transform in the periodic setting. Let us recall that for f and g sufficiently smooth on the torus, the periodic bilinear Hilbert transform of f and g is given, for k, l ∈ N, k = −l, l = 0, by
In [BB] , they have transferred to the periodic setting the result proved by Lacey-Thiele and known as the Carleson conjecture. They proved the following.
Furthermore, C(k, l) is locally bounded as a function of k and l.
We extend this mapping property to the product of Lipschitz spaces with Hardy spaces. Denote by Λ α (T), α > 0, the usual Lipschitz space of order α, by H p (T) the real Hardy space and by H p (D), p > 0, the complex Hardy space on the unit disc. Recall that the boundary values of H p (D)-functions belong to H p (T) and that Λ α (T) and H p (T) are dual spaces for p = 1/(α + 1). Moreover, the duality is given by
As a consequence of this duality, Λ α (T) × H 1 α+1/p (T) embedds continuously in H p (T). We prove the following.
THEOREM 3. Let 1 < p < ∞, 0 < q < ∞ and α strictly positive so
. In other words, there exists a constant C = C(k, l) > 0 so that
Let us first show how this result applies to obtain the theorem on truncations. In fact, it allows to obtain the following.
. In other words, the truncations Π β,γ preserve the class of bounded operators from
We first claim that the result on multilinear Hankel operator follows from the preceding result on Hankel operators. In fact, it follows from the fact that H (n)
can be identified with a bounded Hankel operator H b , with the same symbol but from
for β = B(1, . . . , 1) corresponds to truncation Π B,γ of H b as it can be easily verified.
So, it suffices to prove the corollary.
Proof. Proof of the corollary. First, remark that for β = 0, Π 0,γ (B) is just B followed by a projection so that the result is obvious in that case. So we assume in the following that β = 0 and β = −1.
As it is well known, a necessary and sufficient condition on H b to be bounded from
. Our aim is to prove that, for β = 0 and β = −1, there exists a constant C(β) so that, for any γ ∈ R, any f ∈ H q (D), any b ∈ Λ α (T),
By density of Q in R, it suffices to prove it for rational β, γ with a constant C(β) which is locally bounded away from −1 and 0.
Without loss of generality, we may assume also that β = k l with k, l ∈ Z, l = 0, k = −l, and so that lγ ∈ Z. We assume also that k + l and γl have the same sign.
Consider, for F and b smooth periodic functions,
Then, for F (t) = n≥0 a n e −i(k+l)nt , it is shown in [BB] that
where f (z) = n∈N a n z n .
. We need to prove that
. But, this function is the boundary value of the harmonic function
(since γl and k +l are chosen with the same sign and f is holomorphic). By the maximal characterization of harmonic Hardy spaces, G belongs to
Eventually, we obtain that x → e −ilγx f (e −i(k+l)x ) belongs to H q (T) and that its norm is bounded by f H q . As a consequence, we get by
since it is a holomorphic function. Moreover, we have
It gives the expected result.
Proof. Proof the Theorem 3.
We prove now the result on the bilinear Hilbert transform. Let g ∈ Λ α (T) and f ∈ H q (T). Our aim is to prove that for k, l ∈ N,
. By the atomic decomposition Theorem of H q (T), it suffices to consider the case when f = a is an atom of H q (T).
We first assume that α ∈ [n + 1
whereb(t) = b(lt) and H is the usual periodic Hilbert transform. So, it is the Hilbert transform at point (k/l + 1)x ofb which belongs to L ∞ (T) and so in particular in L p (T). As the Hilbert transform maps
We assume now that a is a non-constant atom supported in some ball B centered on x B and of radius r. We have
.
Here P n x [b](t) is the Taylor polynomial of the function t → b(kx + lt), of order n around the point x. In other words
n where each monomial (x, t) → (t − x) j has to be understood as its periodization in x and t. We prove that both H 1 et H 2 are functions of H p (T). To prove that H 1 ∈ H p (T), it suffices to prove that, for all j, 0 ≤ j ≤ n,
We claim that this function belongs to the real Hardy space H p (T) as the sum of products of functions in Λ α−m (T) and of functions in the real Hardy space
j−m belongs to C ∞ (T). Moreover, their Lipschitz norm are bounded by C|k + l| α−j .
We claim that the functions x → p.v.
belong to the real Hardy space H 1 α−m+ 1 q (T). In fact, as they are the Hilbert transforms of t → (x B −t) m a(t), it suffices to prove that these functions are H 1 α−m+ 1 q (T)-atoms which follows easily from the definition of atoms.
Hence, we obtained that H 1 belongs to H p (T) and so to L p (T)) and that its norm is bounded by max(|l|
We prove that the corresponding operator T k maps a into H p (T). We write
Here [2B]
c is the complement in T of the ball B(x B , 2r). We majorize |T k (a)(x)|.
|k(x, y)|dy by the size estimate on a. But, as b ∈ Λ α (T), we have
It follows that, for x ∈ 2B, B |k(x, y)|dy ≤ |x−y|≤3r
Eventually, we get
With these estimates, we obtain that T 1 ≤ C|l| α ||b|| p Λα . To bound T 2 , we use the cancellation properties of a, that is
Here, by assumption on α, n ≤ α + 1 q − 1 so that we can write
We are going to use a pointwise estimate on ( * ) := k(x, y)−P n x B
[k](x, y).
Denote by h(x, y) = b(kx + ly) − P 
As b belongs to Λ α (T), for any x ∈ B, the function h x : y → h(x, y) belongs also to Λ α (T) with comparable norms up to a factor |l| α . More precisely,
As n denotes the integral part of α, it gives the result. By the usual properties of Lipschitz spaces, we obtain that
For the other terms, as b ∈ Λ α (T), we have also that b (j) ∈ Λ α−j (T) so that From this, we deduce that 
