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Abstract
The segmentation of data into stationary stretches also known as mul-
tiple change point problem is important for many applications in time
series analysis as well as signal processing. Based on strong invariance
principles, we analyse data segmentation methodology using moving sum
(MOSUM) statistics for a class of regime-switching multivariate processes
where each switch results in a change in the drift. In particular, this
framework includes the data segmentation of multivariate partial sum,
integrated diffusion and renewal processes even if the distance between
change points is sublinear. We study the asymptotic behaviour of the
corresponding change point estimators, show consistency and derive the
corresponding localisation rates which are minimax optimal in a variety
of situations including an unbounded number of changes in Wiener pro-
cesses with drift. Furthermore, we derive the limit distribution of the
change point estimators for local changes – a result that can in principle
be used to derive confidence intervals for the change points.
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The detection and localisation of structural breaks has a long tradition in statistics,
dating back to Page 1954. Nevertheless, there is still a large maybe even increasing
interest in this topic surely also because change point analysis is broadly applicable
in a number of fields such as neurophysiology (see Messer et al. 2014), genomics
(compare Olshen et al. 2004, Niu and Zhang 2012, Li, Munk, and Sieling 2016, Chan
and Chen 2017), finance (Aggarwal, Inclan, and Leal 1999, Cho and Fryzlewicz 2012),
astrophysics (see Fisch, Eckley, and Fearnhead 2018) or oceanographics (Killick et al.
2010).
A large amount of research deals with the detection of changes in univariate time
series in particular changes in the mean (compare Csörgö and Horvàth 1997 for an
overview) where recently also applications to continuous time stochastic processes,
functional or high-dimensional panel data (see e.g. Horváth and Rice 2014). However,
extensions to the multiple change point problem that aims at segmenting the data
into stationary stretches beyond changes in the mean in time series data are much
more scarce.
Generally, data segmentation methods can roughly be split up in two approaches:
The first approach first introduced by Yao 1988 in the context of i.i.d. normally
distributed data using the Schwarz’ criterion aims at optimizing suitable objective
functions. Kühn 2001 extended this approach to processes in a setting closely related
to the one in this paper albeit only allowing for univariate processes and a finite
number of change points. Further approaches include e. g. least-squares (Yao and Au
1989) or the quasi-likelihood-function (Braun, Braun, and Müller 2000). Generally,
such approaches are computationally expensive, such that there is another body of
work proposing fast algorithms e.g. using dynamic programming (Killick, Fearnhead,
and Eckley 2012, Maidstone et al. 2017).
A second approach is based on hypothesis testing, where e.g. binary segmentation
introduced by Vostrikova 1981 recursively uses tests constructed for the at-most-one-
change situation. This arises several problems including the observation that detec-
tion power can be poor if the set of change points is unfavourable, such that several
extensions have been proposed in the literature such as circular binary segmentation
(Olshen et al. 2004) or wild binary segmentation (Fryzlewicz 2014).
Connection to existing work
Another class of test-based methods uses moving sum (MOSUM) statistics which
were first introduced by Bauer and Hackl 1980. They are particularly useful in the
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context of localising multiple change points and recently have broadly been used for
the detection and the estimation of change points, see e.g. Yau and Zhao 2016 for
changes in autoregressive time series, Eichinger and Kirch 2018 in a hidden Markov
framework and Cho, Kirch, and Meier 2019 as well as Cho and Kirch 2019 who
proposed a two-stage data segmentation procedure based on multiscale MOSUM
statistics. This work extends the results of Eichinger and Kirch 2018 to a more
general setting including multivariate mean changes, changes in diffusion as well as
in renewal processes. Our results also lays the foundations for the analysis of a
two-step procedure as in Cho and Kirch 2019.
Messer et al. 2014 propose a bottom-up-approach combining several moving-
sum statistics to obtain change point estimators in univariate renewal processes.
Our work extends these results in several ways: First, Messer et al. 2014 do not
show consistency of the change point estimators neither do they derive localisation
rates, which is one of the main results of this work. Furthermore, in addition to
results for MOSUM procedures with linear bandwidth (in the sample size) as in
Messer et al. 2014 we obtain results for sublinear bandwidths allowing in particular to
obtain consistent estimators in situations where the distance between change points is
sublinear. Additionally, we go beyond the univariate case including some multivariate
point processes based on renewal processes in our analysis. Sequential change point
methodology for renewal processes has been proposed by Gut and Steinebach 2002
and Gut and Steinebach 2009, for diffusion processes by Mihalache 2011.
We analyse a more general model of regime-switching multivariate processes in-
cluding multivariate partial sum, renewal as well as diffusion processes. We require
the processes to fulfill a multivariate invariance principle, where processes switch
(possibly with a number increasing to infinity with increasing sample size) between
finitely many regimes with each switch resulting in a change in the drift. A univariate
version of that model with at-most-one change point has been considered by Horváth
and Steinebach 2000 and Kühn and Steinebach 2002. A univariate version for finitely
many change points has been considered by Kühn 2001 where consistency for the
number of change points has been shown. Those results are now extended to include
MOSUM methodology for the estimation of a multiple (possibly unbounded) num-
ber of change points in a multivariate setting, where we achieve a minimax optimal
separation rate in addition to a minimax optimal localisation rate (for the change
point estimators) in case of a bounded number of change points as well as for Wiener
processes with drift (see Remark 4.2 below).
3
Organization of the material
In Subsection 2.1, we introduce the multiple change point model we consider followed
by some examples of processes fulfilling the model in Subsection 2.2. In Section 3,
we describe how to estimate change points based on MOSUM statistics: First, we
introduce the MOSUM statistics in 3.1, before presenting the estimators for the
structural breaks in 3.2. In 3.3 we derive some asymptotic results for the MOSUM
statistics that are required for threshold selection and can also be used in a testing
context. In Section 4 we show that the corresponding data segmentation procedure is
consistent. Finally, we derive the localisation rates in addition to the corresponding
asymptotic distribution of the change point estimators for local changes. In Section
5, we present some results from a small simulation study. The proofs can be found
in Appendix A.
2 Multiple change point problem
In this section we introduce the general multiple change model for which we derive the
theoretic results. In particular, this model includes changes in multivariate renewal
processes as a special case which was the original motivation for this work.
2.1 Model
Consider P <∞ time-continuous p-dimensional stochastic processes {R(j)t,T : 0 ≤ t ≤
T} with (unknown) drift (µ(j)T · t) and (unknown) covariance (Σj,T · t) fulfilling the
following joint invariance principle.
The observed process is then assumed to switch between these P processes
(states).
Assumption 2.1.
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, where ′ indicates the matrix transpose. For every T > 0
there exist (p · P )-dimensional Wiener processes Wt,T with covariance matrix ΣT
and
Σ(i)T = (ΣT (l, k))l,k=p (i−1)+1,...,p i
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where R̃t,T = Rt,T − µT t denotes the centered process.
If these P processes are independent, which is a reasonable assumption in a
switching context, the joint invariance principle reduces to the validity of an invari-
ance principle for each process.
The assumption on the norm of the covariance matrices is equivalent to the
smallest eigenvalue of Σ(i)T being bounded in addition to being bounded away from
zero (both uniformly in T ). In many situations, the covariance matrices will not
depend on T , in which case this assumption is automatically fulfilled under positive
definiteness. The convergence rate νT in the invariance principle typically depends
on the number of moments that exist. Roughly speaking, the more moments the
original process has, the faster νT converges.
We now observe a process Zt,T with increments switching between the above
processes at some unknown change points 0 = c0 < c1 < . . . < cqT < cqT+1 = T ,
















The upper index (cj) at the process R·,T indicates (with a slight abuse of notation)
the active regime between the (j − 1)-st and the j-th change point, from which the
increments come in that stretch. Because we concentrate on the detection of changes
in the drift, we need to assume that the drift changes between two neighboring
regimes, i.e.
di,T := µ(ci+1)T − µ
(ci)
T 6= 0 for all i = 1, . . . , qT ,
where di,T is bounded but we allow for di,T → 0 as long as the convergence is slow
enough (see Assumption 3.1). For ease of notation we drop the dependency on T
for all above quantities except qT in the following except in situations where it helps
clarify the argument. The aim of this paper is to estimate the number and location
of the change points and prove consistency of the estimator for the number of change
points in addition to deriving localisation rates for the change point estimators.
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The corresponding univariate model with at most one change was first consid-
ered by Horváth and Steinebach 2000 and extended to a gradual change setting by
Steinebach 2000. Kirch and Steinebach 2006 prove validity for corresponding per-
mutation tests. Furthermore, Gut and Steinebach 2002 develop sequential change
point tests and analyse the corresponding stopping time (Gut and Steinebach 2009).
A related univariate multiple change situation with a bounded number of change
points has been considered by Kühn and Steinebach 2002, who propose to use a
Schwarz information criterion for change point estimation. However, this method-
ology is computationally expensive with quadratic computational complexity, which
is one of the reasons why we propose an alternative methodology based on a single-
bandwidth moving sum (MOSUM) statistic in order to estimate the change points.
We will show that the rescaled change point estimators are consistent and derive the
corresponding localisation rates.
2.2 Examples
In this section, we give three important examples fulfilling the above model assump-
tions, namely partial sum-processes, renewal processes as well as integrals of diffusion
processes including Ornstein-Uhlenbeck and Wiener processes with drift. A detailed
analysis of MOSUM procedures for detecting changes in (univariate) renewal pro-
cesses extending the work by Messer et al. 2014 was the original motivation for this
work and is covered by this much broader framework.
2.2.1 Partial-Sum-Processes
This first example extends the classical multiple changes in the mean model:
Let X(i)1 ,X
(i)








= Ip and all










The corresponding process fulfills Assumption 2.1 in a wide range of situations.
For example, Einmahl 1987 shows the validity in the case that X1,X2, . . . with
Xj =
(








<∞ for some δ > 0. Additionally,
Kuelbs and Philipp 1980 state an invariance principle for mixing random vectors in
Theorem 4, additionally there are many corresponding univariate results under many
different weak-dependency formulations.
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For X(i) = X(1) (and Σ(i) = Σ(1)) for all i, then we are back to the classical
multiple mean change problem that has been considered in many papers in particular
for the univariate situation, see e.g. the recent survey papers by Fearnhead and Rigaill
2020 or Cho and Kirch 2020.
2.2.2 Renewal and some related point processes
The second example aims at finding structural breaks in the rates of renewal and
some related point processes:
We consider P independent sequences of p-dimensional point processes that are
related to renewal processes in the following way: For each i = 1, . . . , P we start
with p̃ ≥ p independent renewal processes R̃(i)t,j , j = 1, . . . , p̃, from which we derive








, where B(i) is a (p × p̃) -
matrix with non-negative integer-valued entries. By Lemma 4.2 in Steinebach and





















where µj(i) and σ2j (i) are the mean and variance of the corresponding inter-event
times. Steinebach and Eastwood 1996 and Csenki 1979 consider p̃ = p but use inter-
event times that are dependent for j = 1, . . . , p. In such a situation, the invariance
principle in Assumption 2.1 still holds if the intensities are the same across compo-






IET is the covariance of the vector of inter-event
times – a setting that we adopt in the simulation study. If the intensities differ, then
by Steinebach and Eastwood 1996 an invariance principle towards a Gaussian process
can still be obtained, but this is no longer a multivariate Wiener process. While each
component is a Wiener process, the increments from one component may depend on
the past of another. Many of the below results can still be derived in such a situation,
however, such a model does not seem to be very realistic for most applications as
the stochastic behavior of the increments of one component depends on the lagged
behavior of the other components, where the lag increases with time. While a lagged
dependence is realistic in many situations, in most situations one would expect this
lagged-dependence to be constant across time.
Messer et al. 2014 consider this model for univariate renewal processes with vary-
ing variance. They propose a multiscale procedure based on MOSUM statistics re-
lated to those we will discuss in the next section using linear bandwidths. In Messer
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et al. 2017, they extend the procedure to processes with weak dependencies. They
show convergence in distribution of the MOSUM statistics to functionals of Wiener
processes similar to the results that we obtain and analyze the behaviour of the signal
term in Messer and Schneider 2017. However, they have not derived any consistency
results for the change point estimators. In this paper, we extend their results to
sublinear bandwidths and prove the consistency of the corresponding estimators as
well as their localisation rates.
2.2.3 Diffusion processes
Clearly, switching between independent (or components of a multivariate) Brownian
motion with drift is included in this framework. Additionally, Heunis 2003 and Miha-
lache 2011 derive invariance principles in the context of diffusion processes including
Ornstein-Uhlenbeck processes among others. Let (Xt)t≥0 be a stochastic process in
RN satisfying a stochastic differential equation
dXt = µ (Xt) dt+ Σ (Xt) dBt
with respect to an n-dimensional standard Wiener process (Bt)t≥0 and let µ,Σ be
globally Lipschitz-continuous. Under some conditions on f : RN → Rp, as given
by Heunis 2003, relating to µ,Σ, which in particular guarantee that the function
f applied to the (invariant) diffusion results in a centered process, there exists a
p-dimensional Wiener process (Wt)t≥0 and some η > 0 such that∥∥∥∥∫ T
0
f(Xs) ds−WT
∥∥∥∥ = O (T 1/2−η) ,
where (Xt)t≥0 either is a solution to the SDE with fixed starting value X0 = y0 or a
strictly stationary solution with respect to an invariant distribution.
Furthermore, in the case of a one-dimensional stochastic diffusion process, Mihalache
2011 showed for some L2-functions fulfilling constraints depending on µ,Σ that there
exists a strong invariance principle for the integrals of diffusion processes with a rate
of O((T log2 T )
1/4√log T ).
3 Data segmentation procedure
Now, we are ready to introduce a MOSUM-based data segmentation procedure for
stochastic processes following the above model:
8
3.1 Moving sum statistics
At every change point, the drift of the process that is active to the left of that change
point is different from the drift of the process that is active to the right of the change
point. Consequently, the increment of the process R to the left will systematically
differ from the one to the right. On the other hand, in a stationary stretch away
from any change point both increments will be approximately the same as they are
estimating the same drift. It is this observation that gives rise to the following moving
sum (MOSUM) statistic that is based on the moving difference of increments with
bandwidth h = hT
Mt = Mt,T,hT (Z) =
1√
2h
[(Zt+h − Zt)− (Zt − Zt−h)]
= 1√
2h
(Zt+h − 2Zt + Zt−h) . (3.1)
If there is no change, then this difference will fluctuate around 0. On the other hand
close to a change point, this difference will be different from 0. Ideally, the bandwidth
should be chosen to be as large as possible (to get a better estimate obtained from
a larger ’effective sample size’ of the order h). On the other hand, the increments
should not be contaminated by a second change as this can lead to situations where
the change point can no longer be reliably localised by the signal. Indeed, we need
the following assumptions on the bandwidth for a change to be detectable:
Assumption 3.1. For νT as in Assumption (2.1) the bandwidth h < T/2 fulfills
ν2T T log T
h
→ 0.
Furthermore, it isolates the i-th change point in the sense of
h ≤ 12 ∆i, where ∆i = min(ci+1 − ci, ci − ci−1). (3.2)








Combining (3.2) and (3.3) shows that – with an appropriate bandwidth h –








In case of the classical mean change model as in Subsection 2.2.1 this is known to be
the minimax-optimal separation rate that cannot be improved (see Proposition 1 of
Arias-Castro, Candes, and Durand 2011).
The assumption on the distance of the first and last change point to the boundary
of the process in (3.2) can be relaxed as no boundary effects can occur there.
3.2 Change point estimators
The MOSUM statistic Mt = mt + Λt as in (3.1) decomposes into a piecewise linear




(h− t+ ci) di, for ci < t ≤ ci + h,
0, for ci + h < t ≤ ci+1 − h,






























t−h , for ci+1 − h < t ≤ ci+1,
where R̃t := Rt − tµ for i = 0, . . . , qT and the upper index cj denotes the active
regime between the (j−1)st and j-th change point (with a slight abuse of notation).
The signal term is a piecewise linear function that takes its extrema at the change
points and is 0 outside h-intervals around the change points. Additionally, the noise
term is asymptotically negligible compared to the signal term (see Theorem 3.1 for
the corresponding theoretic statement and Figure 3.1 for an illustrative example).
These observations motivate the following data segmentation procedure, that
considers local extrema that are big enough (in absolute value) as change point
estimators:
To this end, a suitable threshold β = βh,T is needed to define significant time
points, where a point t∗ is significant if
M′t∗ Â−1t∗ Mt∗ ≥ β (3.7)




0 h c1 c2 T−h T
− T=100
0
0 h c1 c2 T−h T
− T=1000
0
0 h c1 c2 T−h T
− T=10000
Figure 3.1: Univariate MOSUM statistic with T = 100, 1 000, 10 000 (from left to
right), where the noise term (fluctuating around the signal) becomes smaller and








∥∥∥Ât,T∥∥∥ = OP (1).
A good (non data-driven) choice fulfilling this assumption is given by
Σt = Σt,T = Σ(ci)T (3.8)
for ci−1 < t ≤ ci, which guarantees scale-invariance of the procedure and allows
for nicely interpretable thresholds (see Section 3.3). The latter remains true for











in addition to the above boundedness assumptions. In particular, this permits local
estimators that are consistent only away from change points but contaminated by the
change in a local environment thereof. The latter is typically the case for covariance
estimators, think e.g. of the sample variance contaminated by a change point. In
order to not reduce detection power in small samples, it is beneficial if the estimator
is additionally consistent directly at the change point, which is also achievable (see
e.g. Eichinger and Kirch 2018).
11
Figure 3.2: In the upper panel, the observed event times of a univariate renewal
process with 3 change points (i.e. 4 stationary segments) are displayed (where the
plot needs to be read like a text: It starts in the upper row on the left, then continues
in the first row and jumps to the second row and so on). The grey and white regions
mark the estimated segmentation of the data while the red intervals mark the true
segmentation.
In the lower panel, the corresponding MOSUM statistic with (relative) bandwidth
h/T = 0.07 is displayed. The grey areas are the regions where the threshold (α = 0.05
as in Remark 3.1) is exceeded (in absolute value). The blue solid lines indicate the
change point estimates obtained as local extrema that fall within the grey area
(making them significant). The true change points are indicated by the red dashed
lines.
0
The choice of the threshold β will be discussed in the next section, where we can
make use of asymptotic considerations in the no-change situation.
Typically, there are intervals of significant points (due to the continuity of the
signal) such that only local extrema of such intervals actually indicate a change
point. To define what a local extremum is, we require a tuning parameter 0 < η < 1.
This parameter defines the locality requirement on the extremum, where a point










The threshold β distinguishes between significant and spurious local extrema that
are purely associated with the noise term. The set of all significant local extrema is
the set of change point estimators with its cardinality an estimator for the number
of the change points.
Figure 3.2 shows an example illustrating these ideas: Away from the change points
the MOSUM statistic fluctuates around 0 (within the white area that is beneath the
threshold in absolute value) while it falls within the grey area close to the change
points – making corresponding local extrema significant. Furthermore, the statistic
does not need to return to the white area in order to have all changes estimated,
as can be seen between the first and second change point. This is one of the major
advantages of the η-criterion based on significant local maxima as described here (in
comparison to the ε-criterion originally investigated by Eichinger and Kirch 2018 in
the context of mean changes, see also the discussion in Cho, Kirch, and Meier 2019).
Nevertheless, results for the ε-criterion can be obtained along the lines of our proofs
below.
3.3 Threshold selection
As pointed out above we need to choose a threshold β = βh,T that can distinguish
between significant and spurious local extrema. The following theorem gives the
magnitudes of signal as well as noise terms:
Theorem 3.1. Let the Assumptions 2.1, 3.1 and 3.2 hold.







At other time points the noise term is equal to zero.
(b) For the noise term it holds for qT = 0, i.e. in the no-change situation








2γ (Bs+γ − 2Bs + Bs−γ)
′ (Bs+γ − 2Bs + Bs−γ) ,
where B denotes a multivariate standard Wiener process.
In particular, the squared noise term is of order OP (1) in this case.




















b(x) = 2 log x+ p2 log log x+ log
3





In particular, the above squared noise term is of order OP (log(T/h)) in
this case.
The assertions remain true if an estimator for the covariance is used fulfilling
(3.9) uniformly over all h ≤ t ≤ T − h.
(c) In the situation of multiple change points, it holds that
sup
h≤t≤T−h
‖Λt‖ = OP (
√
log(T/h)).
In order to obtain consistent estimators, on the one hand, the threshold needs to
be asymptotically negligible compared to the squared signal term as in Theorem 3.1
(a). This guarantees that every change is detected with asymptotic probability 1.
On the other hand, the threshold needs to grow faster than the squared noise term in
Theorem 3.1 (c) so that false positives occur with asymptotic probability 0. Hence,
both conditions are fulfilled under the following assumption:









→ 0 (T →∞).
The following remark introduces a threshold that has a nice interpretation in
connection with change point testing:
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Remark 3.1. A common choice for the threshold is obtained as the asymptotic αT -
quantile obtained from Theorem 3.1 (b) for some sequence αT → 0. In the simulation
study in Section 5 we use this threshold with αT = 0.05. Using the asymptotic α-
quantile (from the no-change situation) guarantees that all change point estimators
are significant at a global level α, where significant is meant in the usual testing sense.
This gives this choice a nice interpretability. In fact, Theorem 3.1 shows that such a
threshold with a constant sequence α yields an asymptotic test at level α which has
asymptotic power one by Theorem 4.1. Nevertheless, often, tests designed for the at-
most-one-change as in Hušková and Steinebach 2000, Hušková and Steinebach 2002
have a better power, but are not as good at localising change points (see Figure 1 in
Cho and Kirch 2020 for an illustration).
4 Consistency of the segmentation procedure
In this section, we will show consistency of the above segmentation procedure for
both the estimators of the number and locations of the change points. Furthermore,
we derive localisation rates for the estimators of the locations of the change points
for some special cases showing that they cannot be improved in general. This is
complemented by the observations that these localisation rates are indeed minimax-
optimal if the number of change points is bounded in addition to observing Wiener
processes with drift. Otherwise the generic rates that are obtained based solely on
the invariance principle will not be tight in the sense that the proposed procedure
can provide better rates than suggested by the invariance principle.
The following theorem shows that the change point estimators defined in (3.10)
are consistent for the number and locations of the change points.
Theorem 4.1. Let Assumptions 2.1, 3.1 – 3.3 hold. Let 0 < ĉ1 < . . . < ĉq̂T be the







|ĉi − ci| ≤ τh, q̂T = qT
)
= 1.
The theorem shows in particular that the number of change points is estimated
consistently. For the linear bandwidth we additionally get consistency of the change
point locations in rescaled time, while for the sublinear bandwidths we already get
a convergence rate of h/T towards the rescaled change points.
Under the following stronger assumptions, the localisation rates can be further
improved:
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Assumption 4.1. (a) It holds for any of the centered processes R̃(j) as in (3.6) and
any value θi = θi,T (which will be ci or ci ± h when the assumption is applied)









= OP (ωT ).
(b) Let now the upper index θi denote the active stretch in the stationary segment











= OP (ω̃T ).
The localisation rates of the MOSUM procedure are determined by the rates
ωn, ω̃n which need to be derived for each example separately (at least for the tight
ones). In the context of partial sum processes these results are well known. For
example, the suprema in (a) are stochastically bounded by the Hájék-Rényi inequality
which has been shown for partial sum processes even with weakly dependent errors.
In that context, the assertion in (b) is fulfilled with a polynomial rate in qT (see Cho
and Kirch 2019, Proposition 2.1 (c)(ii)).




(b) By the invariance principle in Assumption 2.1, all rates are clearly dominated
by T 1/2νT . However, this is often far too liberal a bound (see Proposition 2.1 in
Cho and Kirch 2019 for some tight bounds in case of partial sum processes).
(c) Often, for each regime there exist forward and backwards invariance principles
from some arbitrary starting value θi. This is the case for partial sum processes
and for (backward and forward) Markov processes due to the Markov property.
For renewal processes, this can be shown along the lines of the original proof for
the invariance principle (Csörgö, Horváth, and Steinebach 1987) because the time
to the next (previous) event is asymptotically negligible; see also Example 1.2
in Kühn and Steinebach 2002). In this case, the Hájék-Rényi results for Wiener
processes carry over (see Proposition A.1) to the different processes underlying
each regime, resulting in ωT = 1. For the situation with a bounded number of
change points this carries over to ω̃T .
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Theorem 4.2.
Let Assumptions 2.1, 3.1 – 3.3 in addition to 4.1 hold. For q̂T < qT define ĉi = T
for i = q̂T + 1, . . . , qT .
(a) For a single change point estimator the following localisation rate holds





(b) The following uniform rate holds true:
max
i=1,...,qT





Remark 4.2 (Minimax optimality). We have already mentioned beneath (3.4) that
the separation rate given there is minimax optimal (see Proposition 1 of Arias-Castro,
Candes, and Durand 2011).
Minimax optimal localisation rates (derived in the context of changes in the mean
of univariate time series, which is covered by the partial sum processes in our frame-
work) are known for a few special cases: First, the minimax optimal localisation
rate for a single change point and in extension also for a bounded number of change
points is given by ωT = 1 in the above notation (see e.g. Lemma 2 in Wang, Yu,
Rinaldo, et al. 2020). In particular this shows that our procedures achieves the
minimax optimality in case of a bounded number of change points under weak as-
sumptions (as pointed out in Remark 4.1 (c)). Secondly, the optimal localisation
rate for unbounded change points under sub-Gaussianity (attained for partial sum
process of i.i.d. errors) is given by ω̃T =
√
log T (see Proposition 6 in Verzelen et al.
2020 and Proposition 2.3 in Cho and Kirch 2019). Indeed, we match this rate for
Wiener processes with drift.
The following theorem derives the limit distribution of the change point estima-
tors for local changes which shows in particular that the rates are tight. In principle,
this result can be used to obtain asymptotically valid confidence intervals for the
change point locations. In case of fixed changes, the limit distribution depends on
the underlying distribution of the original process (see Antoch and Hušková 1999 for
the case of partial sum processes), where the proof can be done along the same lines.
We need the following assumption:
Assumption 4.2. Let di = di,T = ‖di‖ui + o(‖di‖) with ‖ui‖ = 1 and ‖di,T‖ → 0.
























fulfill the following multivariate functional central limit theorem for any constant
D > 0 in an appropriate space equipped with the supremum norm{
‖di‖ (Y(1)s ,Y(21)s ,Y(22)s ,Y(3)s )′ : 0 ≤ s ≤ 2D
} w−→ {W̃s : 0 ≤ s ≤ 2D} ,
where W̃ is a Wiener process with covariance matrix Ξ (not depending on D). For






t )′ = W̃D+t − W̃D.
By Assumption 3.1 it holds h‖di‖2 → ∞, such that the distance h − 2D‖di‖2 be-
tween Y(1) and Y(2j) (resp. between Y(2j) and Y(3)) diverges to infinity. As such for
processes with independent increments the processes Y(1), (Y(21),Y(22))′, Y(3) are
independent for T large enough. Additionally, under weak assumptions such as mix-
ing conditions this independence still holds asymptotically in the sense that W(1),
(W(21),W(22))′, W(3) are independent.
Functional central limit theorems for these processes follow from invariance prin-
ciples as in Assumption 2.1 with ΣT → Σ as long as such invariance principles
still hold with an arbitrary (moving) starting value, which is typically the case (see
also Remark 4.1 (c)). As such, it typically holds that Ξ(1) = Ξ(21) = Σ(ci) and
Ξ(3) = Ξ(22) = Σ(ci+1) where Ξj = Cov(W(j)1 ) and Σ(ci) is the covariance matrix
associated with the regime between the (i− 1)st and ith change point.
The following theorem gives the asymptotic distribution for the change point
estimators in case of local change points.
Theorem 4.3.
Let Assumptions 2.1, 3.1 – 3.3, 4.1 (a) with ωT = 1 and 4.2 hold. For q̂T < qT define
ĉi = T for i = q̂T + 1, . . . , qT . Let








t , t < 0
u′iW
(1)




t , t ≥ 0.
Then, for all i = 1, . . . , qT , it holds that for T →∞





If there is a fixed number of changes qT = q with q fixed and a functional central
limit theorem as in Assumption 4.2 holds jointly for all q change points, then the
result also holds jointly.
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Due to the Markov property of Wiener processes, {Ψ(i)t : t ≥ 0} is independent
of {Ψ(i)t : t ≤ 0}.
Remark 4.3. (a) If W(1), (W(21),W(22))′, W(3) are independent which is typically
the case (see discussion beneath Assumption 4.2), then Ψ(i)t simplifies to
Ψ(i)t := − |t|+

√
σ2(1) + 4σ2(21) + σ2(3) Bt, t < 0√
σ2(1) + 4σ2(22) + σ2(3) Bt, t ≥ 0,
where B is a (univariate) standard Wiener process and σ2(j) = u′iΞ
(j)ui. Usually
(see discussion beneath Assumption 4.2) σ(21) = σ(1) and σ(22) = σ(3) further
simplifying the expression. For some examples such as partial sum processes
it holds Σt = Σ for all t, such that all σ(j) coincide. In this case this further
simplifies to
Ψ(i)t := − |t|+
√
6σ(1)Bt.
For univariate partial sum processes this result has already been obtained in
Theorem 3.3 of Eichinger and Kirch 2018. However, the assumption of Σt = Σ
is typically not fulfilled for renewal processes because the covariance depends on
the changing intensity of the process.
(b) If W(1), (W(21),W(22))′, W(3) are independent and Mt in (3.10) is replaced by
Σ−1/2t Mt, then the Wiener processes W(j) are standard Wiener processes, such
that Ψ(i)t simplifies to
Ψ(i)t := − |t|+
√
6Bt.
This shows that in this case the limit distribution of ĉi− ci does only depend on
the magnitude of the change di but not on its direction ui.
Statistically, however, this is difficult to achieve as it requires a uniformly (in t)
consistent estimator for the usually unknown covariance matrices Σt.
5 Simulation study
In this section, we illustrate the performance of our procedure for multivariate re-
newal processes by means of a simulation study. Related simulations in addition to a
variety of data examples for partial sum processes have been conducted by Eichinger
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and Kirch 2018; Cho, Kirch, and Meier 2019 and for univariate renewal processes by
Messer et al. 2014; Messer et al. 2017.
More precisely, we analyse three-dimensional renewal processes with T = 1600,
where the increments of the inter-event times for each component are Γ−distributed
with intensity changes at 250, 500, 900 and 1150, where the expected time µ between
events is given by 1.3, 0.9, 0.6, 0.8 and 1.3. We use a bandwidth of h = 120 and
the parameter η = 0.75. Smaller values of η as suggested by Cho, Kirch, and Meier
2019 for partial sum processes tend to produce duplicate change point estimators by
having two or more significant local maxima for each change point if the variance is
too large. For a single-bandwidth MOSUM procedure as suggested here, this should
be avoided but can be relaxed if a post-processing procedure is applied as e.g. by
Cho and Kirch 2019 for partial sum processes.
In contrast to partial sum processes, it is natural for renewal processes that
the variances change with the intensity, therefore we consider the following three
scenarios: (i) standard deviations of constant value 0.7 (referred to as constvar),
(ii) standard deviations being 5/6µ (referred to as smallvar) and (iii) multivariate
Poisson processes (referred to as Poisson).
We consider both the case of independence and dependence between the three
components. In the latter case, we generate for each regime i an independent (in
time) sequence of Γ−distributed inter-event-times Yj = Y (i)j , j = 1, 2, 3, with a
correlation of 0.2 (for all pairs) as Yj = Xj+X4, where Xj ∼ Γ(s, λ) for j = 1, 2, 3 and
X4 ∼ Γ(s/4, λ) for appropriate values of s and λ (resulting in the above intensities
and standard deviations for each regime).
In the simulations, we use a threshold as in Remark 3.1 with αT = 0.05. By
Section 2.2.2 and (3.8) it holds that Σt = Cov [(Y1, Y2, Y3)′] /E [Y1]3 while we use
the following choices for the matrix Ât as in (3.7): (A) Diagonal matrix with locally
estimated variances Σ̂t(j, j) on the diagonal, j = 1, 2, 3, (B) with the true variances
Σt(j, j) on the diagonal and (C) in case of dependent components (non-diagonal) true
covariance matrix Σt. While only (A) is of relevance in applications, this allows us to
understand the influence of estimating the variance on the procedure. For dependent
data, the distinction between (B) and (C) is important for applications, because a
good enough estimator (resulting in a reasonable estimator for the inverse) is often
not available for the full covariance matrix as in (C) for moderately high or high
dimensions, while it is much less problematic to estimate (B). In (A) the variances
at location t are estimated as










(a) constvar: Constant standard deviation of 0.7.
Change point at 250 500 900 1150 spurious duplicate
independent, estimator (A) 0.9992 0.9985 0.9253 0.9998 0.0243 0.0035
independent, estimator (B) 0.9962 0.9727 0.6149 0.9998 0.0033 0.0003
dependent, estimator (A) 0.9966 0.9959 0.9052 1 0.0326 0.0030
dependent, estimator (B) 0.9879 0.9551 0.6245 0.9993 0.0072 0.0004
dependent, estimator (C) 0.9439 0.8360 0.3534 0.9975 0.0049 0.0004
(b) smallvar: Standard deviation of 5/6 the expected time between events.
Change point at 250 500 900 1150 spurious duplicate
independent, estimator (A) 0.9790 1 0.9707 1 0.0273 0.0023
independent, estimator (B) 0.9354 1 0.9302 0.9999 0.0038 0.0002
dependent, estimator (A) 0.9657 0.9999 0.9527 0.9996 0.0347 0.0026
dependent, estimator (B) 0.9197 0.9982 0.9089 0.9986 0.0071 0.0013
dependent, estimator (C) 0.7421 0.9882 0.7137 0.9896 0.0043 0.0003
(c) Poisson-distributed inter-event times.
Change point at 250 500 900 1150 spurious duplicate
independent, estimator (A) 0.8913 0.9963 0.8615 0.9976 0.0390 0.0042
independent, estimator (B) 0.7338 0.9844 0.7174 0.9876 0.0029 0.0009
dependent, estimator (A) 0.8654 0.9910 0.8331 0.9923 0.0457 0.0047
dependent, estimator (B) 0.7138 0.9756 0.6961 0.9749 0.0056 0.0012
dependent, estimator (C) 0.4525 0.8883 0.4217 0.8963 0.0042 0.0001
Table 5.1: Detection rates for each change point as well as the average number of
spurious and duplicate estimators for different distributions of the inter-event times.
where σ̂2j,±(t) and µ̂j,±(t) are the sample variance and sample mean respectively based
on the inter-event times of the jth-component within the windows (t − h, t] for ′−′
respectively (t, t + h] for ′+′. The first and last inter-event times that have been
censored by the window are not included. Using the minimum of the left and right
local estimators takes into account that the variance can (and typically will) change
with the intensity which has already been discussed by Cho, Kirch, and Meier 2019
in the context of partial sum processes.
The results of the simulation study can be found in Table 5.1, where we consider
a change point to be detected if there was an estimator in the interval [ci−h, ci +h].
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Figure 5.1: MOSUM statistics with bandwidths of h = 30, 60, 90, 120 (top to bot-
tom) for a three-dimensional renewal process with multiscale changeswith increasing
distance between change points in combination with decreasing magnitude of the
changes in intensity. The dashed vertical lines indicate the location of the true
changes, while the solid lines indicate the change point estimators.
In this multiscale situation no single bandwidth can detect all changes: The changes
to the left are well estimated by smaller bandwidth, the ones in the middle by
medium-sized bandwidths and the one to the right by the largest bandwidth.
Additional significant local maxima in such an interval are called duplicate change
point estimators, while additional significant local maxima outside any of these in-
tervals are called spurious. The procedure performs well throughout all simulations
with high detection rate, few spurious and very few duplicate estimators. The results
improve further for smaller variance, in which case the signal-to-noise ratio is better.
When the diagonal matrix with the estimated variance is being used, the detec-
tion power is larger in all cases than when the true variance is being used. In case
of the changes at location 900 this is a substantial improvement, such that the use
of this local variance estimator can help boost the signal significantly. This comes
at the cost of having an increased but still reasonable amount of spurious and du-
plicate change point estimators. This effect stems from using the minimum in (5.1),
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which was introduced to gain detection power if the variance changes with the in-
tensity. Additionally, the use of the true (asymptotic) covariance matrix leads to
worse results than only using the corresponding diagonal matrix possibly because
the asymptotic covariances do not reflect the small sample (with respect to h) co-
variances well enough. From a statistical perspective this is advantageous because
the local estimation of the inverse of a covariance matrix in moderately large or large
dimensions is a very hard problem leading to a loss in precision, while the diagonal
elements are far less difficult to estimate consistently.
In the above situation the changes are homogeneous in the sense that the small-
est change in intensity is still large enough compared to the smallest distance to
neighboring change points (for a detailed definition we refer to Cho and Kirch 2019,
Definition 2.1, or Cho and Kirch 2020, Definition 2.1). In particular, this guarantees
that all changes can be detected with a single bandwidth only.
In some applications with multiscale signals, where frequent large changes as well
as small isolated changes are present, this is no longer the case as Figure 5.1 shows. In
such cases, several bandwidths need to be used and the obtained candidates pruned
down in a second step (see Cho and Kirch 2019 for an information criterion based
approach for partial sum processes as well as Messer et al. 2014 for a bottom-up-
approach for renewal processes). Similarly, if the distance to the neighboring change
points is unbalanced MOSUM procedures with asymmetric bandwidths as suggested
by Cho, Kirch, and Meier 2019 may be necessary.
6 Discussion and Outlook
In this paper, we considered a class of multivariate processes that, possibly after
a change of probability space fulfill a uniform strong invariance principle. We as-
sumed that the process switches possibly infinitely many times between finitely many
regimes, with each switch inducing a change in the drift. This setup includes several
important examples, including multivariate partial sum processes, diffusion processes
as well as renewal processes. In order to localise these changes, we extended the work
of Eichinger and Kirch 2018 and Messer et al. 2014 and proposed a single-bandwidth
procedure using MOSUM statistics in order to estimate changes, allowing for local
changes. We were able to show consistency for the estimators. Further, we were able
to derive (uniform) localisation rates in the form of exact convergence rates, which
are indeed minimax-optimal.
One drawback of the procedure is the use of a single bandwidth. In practice, the
identification of the optimal bandwidth turns out to be rather difficult as pointed out
e. g. by Cho and Kirch 2019 and Messer et al. 2014: On the one hand, one wants to
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choose a large bandwidth in order to have maximum power, while on the other hand,
choosing a too large bandwidth may lead to misspecification or nonidentification of
changes. Furthermore, as can be seen in the simulation study, in a multiscale change
point situation (see Definition 2.1 of Cho and Kirch 2019) no single bandwidth can
detect all change points. Therefore, one future topic of interest would be to extend
the proposed procedure to a true multiscale setup as in Cho and Kirch 2019.
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Antoch, J. and Hušková, M. (1999). “Asymptotics, Nonparametrics, and Time Se-
ries”. In: ed. by S. Ghosh. Marcel Dekker. Chap. Estimators of changes, pp. 533–
578.
Arias-Castro, E., Candes, E. J., and Durand, A. (2011). “Detection of an anomalous
cluster in a network.” In: The Annals of Statistics 39, pp. 278–304.
Bauer, P. and Hackl, P. (1980). “An extension of the MOSUM technique for quality
control.” In: Technometrics 22(1), pp. 1–7.
Braun, J. V., Braun, RK, and Müller, H.-G. (2000). “Multiple changepoint
fitting via quasilikelihood, with application to DNA sequence segmentation.” In:
Biometrika 87(2), pp. 301–314.
Chan, H. P. and Chen, H. (2017). Multi-sequence segmentation via score and higher-
criticism tests. eprint: arXiv:1706.07586.
Cho, H. and Fryzlewicz, P. (2012). “Multiscale and multilevel technique for consistent
segmentation of nonstationary time series.” In: Statistica Sinica 22, pp. 207–229.
Cho, H. and Kirch, C. (2019). “Two-stage data segmentation permitting multiscale
changepoints, heavy tails and dependence”. In: eprint: arXiv:1910.12486v3.
Cho, H., Kirch, C., and Meier, A. (2019). “mosum: A package for moving sums in
change point analysis.” In.
Cho, Haeran and Kirch, Claudia (2020). “Data segmentation algorithms: Univariate
mean change and beyond”. In: arXiv preprint arXiv:2012.12814.
24
Csenki, A. (1979). “An Invariance Principle in k-dimensional Extended Renewal
Theory.” In: J. Appl. Prob. 16, pp. 567–574.
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A Appendix: Proofs
We first prove some bounds for the limiting Wiener process that will be used through-
out the proofs (for (i)) or are related to the bounds in Assumption 4.1 (for (ii) and
(iii)).
Proposition A.1. Let Assumption 2.1 hold with a rate of convergence as in As-
sumption 3.1 with the notation of Assumption 4.1. Let 0 < ξT ≤ hT and DT ≥ 1 be
arbitrary sequences (bounded or unbounded).





















































The bound in (ii) carries over if a forward and backward invariance principle
as above exists starting in an arbitrary point θi, in this case (iii) carries over if
qT = O(1).
For a single change point (instead of taking the maximum over all) the bound in (a)
(i) and (b) is given by OP (1).
























By the uniform boundedness of the covariance matrices as in Assumption 2.1,
max
j=1,...,P
‖(Σ(j)T )1/2‖ = max
j=1,...,P
√
‖Σ(j)T ‖ = O(1).
The reflection principle in combination with tail probabilities for Gaussian ran-
dom variables shows that with appropriate constants D1, D2 (not depending on i) it







ci+t ‖ ≥ D1
√











ci+t ‖ = OP (
√
log 2qT ).
The assertion without the maximum follows analogously.
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Clearly, (ii) follows from (iii) so we will only prove the latter. As above it is suf-
ficient to prove the assertion for {Bt}. Due to the self-similarity of Wiener processes


















where {B(j)t }, j = 1, 2, . . ., are independent standard Wiener processes. Similar asser-
tions hold for the other expressions. By the reflection principle and tail probabilities
















































which shows the assertion in combination with the sub-additivity.
















The other statement can be proven analogously. For the assertion in (ii) the invari-
ance principle starting in θi backward or forward applied from θi to θi ± hT yields a
rate of h1/2T νhT , which is strong enough to prove the rate analogously to above.
A.1 Proofs of Section 3.3
Proof of Theorem 3.1.
(a) Because Ât is symmetric and positive definite such that the minimal eigenvalue

























where Λt(Wt) is the MOSUM statistics defined in (3.1) with {Zt} there replaced by
{Wt}. Assertion (b)(i) follows immediately by the 1/2-self-similarity of the Wiener
process with Bt = Σ−1/2t Wt.



















‖Bs+2 − 2Bs+1 + Bs‖+ oP (1),
where (Λt)t≥0 is a stationary process. Assertion (b)(ii) follows by Steinebach and
Eastwood 1996, Lemma 3.1 in combination with Remark 3.1 with α = 1 and C1 =
. . . = Cp = 32 .
Replacing Σt by Σ̂t does not change any of the above assertions by standard
arguments.
(c) By splitting Λt(R̃) into increments of length at most 2h anchored at the






























Λ′tΣ−1t Λt = OP (log 2qT ),
In combination with (b) and the fact that there are only finitely many regimes (c)
follows.
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A.2 Proofs of Section 4
We first prove consistency of the segmentation procedure.
Proof of Theorem 4.1. Define for 0 < τ < 1 the following set





























































On S(1)T there are asymptotically no significant points outside of h-environments of
the change points. On S(2)T there is at least one significant time point for each change
point. On S(3)T (j, τ)∩ S
(4)
T (j, τ) with τ < η/2, there are no local extrema (within the







T (j, τ) the global extremum within that interval will be the only
significant local extremum within the h-environment of cj such that{
max
i=1,...,min(q̂T ,qT )
|ĉi − ci| ≤ τh, q̂T = qT
}
⊃ ST .
We will conclude the proof by showing that ST is an asymptotic one set.
Indeed, P (S(1)T )→ 1 by Theorem 3.1 (c) on noting that
M′tÂ−1t Mt ≤ ‖Â−1t ‖ ‖Mt‖2
and P (S(2)T )→ 1 by Theorem 3.1 (a) and (c).
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Similarly, for ci − h ≤ t ≤ ci, we obtain that







h ‖di‖(1 + oP (1)),













→ 1 follows analogously.
With the above proposition we are ready to prove the localisation rates for the
change point estimators.
Proof of Theorem 4.2. On ST as in (A.2) it holds for any sequence ξT
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We will now show that the probability for the last set becomes arbitrarily small for
C sufficiently large with ξT = ωT as well as that the probability for the union of
these sets over all change points i = 1, . . . , qT becomes arbitrarily small for ξT = ω̃T .
An analogous assertion can be shown for ĉi > ci +Cξ2T/‖di‖2, completing the proof.
For ci − h ≤ t < ci the following decomposition holds
Vt = ‖Mt‖2 − ‖Mci‖2 = −(mci −mt + Λci −Λt)′ (mci + mt + Λci + Λt)
= − 12h (D1,t di + N1,t)
′ (D2,t di + N2,t) , (A.3)
where D1,t = ci − t > 0, D2,t = 2h+ t− ci ≥ h,












N2,t = (R̃(ci+1)ci+h − R̃
(ci+1)
















We will concentrate on the proof of (b), where the proof of (a) is done analogously
without the maximum over the change points and with the (possibly) tighter rate
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ωT as in Assumption 4.1 (a) instead of ω̃T as in (b). Indeed, Assumption 4.1 (b)








































where the last statement follows by Assumption 3.1 on noting that qT ≤ T/(2h).




‖di‖2(ĉi − ci) < −Cω̃2T for some i = 1, . . . , qT
)















































for C large enough (and ε arbitrary). This concludes the proof.
Proof of Theorem 4.3. For 0 ≤ ci − t ≤ D/‖di‖2 it holds by Proposition A.1
































Together with (A.3) this shows





By Assumption 3.1 it holds ‖di‖2h→∞ such that with the substitution s = (t− ci)‖di‖2
with −D ≤ s ≤ 0 we get



















ui + oP (1).
Similarly, for 0 ≤ t − ci ≤ D/‖di‖2 and the same substitution now leading to
0 ≤ s ≤ D we get



















ui + oP (1).
Note that for ‖di‖2 |ĉi − ci| ≤ D it holds





Now, first applying the functional central limit theorem from Assumption 4.2 and
then letting D → ∞ (in combination with Theorem 4.2, where now by assumption
ωT = 1) yields the result.
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