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Using scanning gate microscopy (SGM), we probe the scattering between a beam of electrons and a
two-dimensional electron gas (2DEG) as a function of the beam’s injection energy, and distance from
the injection point. At low injection energies, we find electrons in the beam scatter by small-angles,
as has been previously observed. At high injection energies, we find a surprising result: placing the
SGM tip where it back-scatters electrons increases the differential conductance through the system.
This effect is explained by a non-equilibrium distribution of electrons in a localized region of 2DEG
near the injection point. Our data indicate that the spatial extent of this highly non-equilibrium
distribution is within ∼ 1 µm of the injection point. We approximate the non-equilibrium region as
having an effective temperature that depends linearly upon injection energy.
PACS numbers: 73.40.-c, 07.79.-v, 73.23.Ad
INTRODUCTION
Electron-electron (e-e) interactions play a fundamen-
tal role in the behavior of electronic systems at low
temperatures: leading to the formation of exotic quan-
tum states [1] or, in Fermi liquids, determining the life-
time of quasiparticle excitations [2]. In many mesoscopic
systems, including GaAs-based two-dimensional electron
gases (2DEGs) which we study here, e-e scattering is
the dominant source of inelastic scattering and hence de-
phasing [2–4] for low energy electrons. Nanoconstrictions
allow the flow of non-equilibrium currents between two
reservoirs, and e-e scattering therefore dictates energy ex-
change in and around nanoconstrictions. E-e scattering
has been observed to cause electron heating in metallic
nanowires [5] and hydrodynamic flow effects in 2DEG-
based wires [6]. Non-equilibrium currents through short
constrictions, quantum point contacts (QPCs), in 2DEGs
have been used as charge-detectors for quantum infor-
mation processing [7], and non-equilibrium transport in
QPCs has been observed to disrupt intriguing correlated
electron transport [8]. Despite the importance of un-
derstanding how non-equilibrium electrons decay ener-
getically into a 2DEG, few experimental techniques can
probe dynamics on the scale of the e-e scattering length
le−e directly.
Scanning gate microscopy (SGM) provides direct spa-
tial information about both elastic and inelastic scatter-
ing of electrons [9–11]. The theory describing the e-e scat-
tering rate [2, 12] has been validated by both SGM [11]
and experiments using only lithographically-patterned
gates [4, 13–15]. In this paper, we present SGM mea-
surements of non-equilibrium electron transport through
a QPC into a high mobility 2DEG. We study a higher
mobility 2DEG with higher injection energies (relative
to the Fermi energy) than the previous SGM experiment
investigating e-e scattering [11].
At low injection energies (> 1 mV), we find that the
injected electrons scatter by small-angles because of the
confined phase space for e-e scattering in 2D compared
to three dimensions, as has been found in previous pat-
terned gate measurements [16]. At higher injection ener-
gies, we observe a previously unreported reversal in sign
of our SGM signal: the differential conductance through
the system is increased by moving the SGM tip into elec-
tron flow and thereby back-scattering electrons. We pro-
pose that this effect is the result of scattering between
electrons in the beam and a non-equilibrium distribution
of electrons near the injection point.
Previous transport measurements showed effects of
2DEG heating when injecting high-energy electrons [13],
but these previous measurements were not sensitive to
the spatial profile of heating. Our SGM technique shows
evidence that the region of highly non-equilibrium 2DEG
responsible for high e-e scattering rates is located within
∼ 1 µm of the injection point, and we model the system
with an effective temperature near the injection point.
EXPERIMENTAL PROCEDURE
We use SGM to map electron flow emanating from
a split-gate QPC [17, 18] into a 2DEG 100 nm below
the surface of a GaAs/AlGaAs heterostructure, with a
bulk density of 1.5 × 1011 cm−2 and mobility of 4.4 ×
106 cm2/Vs at 4.2 K. We employ standard SGM imaging
techniques [9, 10], as depicted in Fig. 1(a). We measure
the differential conductance G = dI/dV across the split-
gate QPC using standard lock-in techniques. Because
the resistance through the system is dominated by the
QPC, G is determined by the transmission of electrons
through the QPC. The transmission or “openness” of the
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FIG. 1: Images of electron flow at varying injection energy.
(a) The standard imaging technique at Vdc = 0. A QPC is
defined in a 2DEG (green) with surface gates (orange), which
deplete the 2DEG below (black regions). A metallic SGM tip
(orange) creates a depletion disk (black), which can scatter
electrons emitted from the QPC back through the QPC (blue
path), reducing the differential conductance: ∆G < 0. (b)
The imaging technique to measure e-e scattering at high |Vdc|.
The injected electron (blue) can scatter with another electron
in the 2DEG (yellow), and hence not complete a QPC-tip-
QPC roundtrip. With high e-e scattering, electrons are not
backscattered through the QPC so ∆G = 0. (c)-(f) Images
of electron flow all on the same color scale. (c) Image of flow
with minimal e-e scattering because Vdc = 0. (f) At Vdc =
−2.5 mV, we observe the same flow pattern as in (c), but the
signal has the opposite sign: ∆G > 0. This reversal in sign
of SGM signal ∆G is unexpected and has not been reported
previously. The green bars in (c)-(f) are le−e according to Eq.
1 ((d)-(f)) and Eq. 2 ((c)).
QPC is controlled by applying a voltage Vg to the QPC
gates. We position a metallic SGM tip ∼ 30 nm above
the surface of the sample and apply a negative voltage
to the tip, creating a depletion disk in the 2DEG below.
Previous SGM measurements of the Fermi wavelength in
this device indicate that the 2DEG density is suppressed
to 1.1×1011 cm−2 in the region between the tip and QPC
because of the negatively charged tip and cantilever [19].
As we scan the SGM tip, we record the change in differ-
ential conductance ∆G = G−Gb where Gb is the back-
ground conductance of the QPC in the absence of the
tip. When the SGM tip is above an area of high electron
flow and there is minimal e-e (inelastic) scattering, the
depletion disk scatters electrons back through the QPC
and G is reduced. Thus, at zero bias Vdc = 0 across the
QPC, spatial measurements of ∆G directly map electron
flow with the correspondence that a negative ∆G(x, y) is
proportional to the strength of current flow at (x, y). Im-
ages of electron flow at zero bias show branches because
of elastic scattering off the disorder potential [10]. In our
sample, the disorder-determined elastic mean free path
is 28 µm but branches form over a much shorter length
[20], as in Fig. 1(c) where one strong branch and a few
weaker branches are visible.
We control e-e scattering by applying finite bias Vdc
across the QPC, which increases the phase space for e-e
scattering. For the injection energies we study (up to
3.5 meV, close to the Fermi energy of 3.9 meV), e-e scat-
tering has been demonstrated to be the dominant inelas-
tic scattering [4, 11, 13–15]. We neglect other mecha-
nisms by which the injected electron can lose its excess
energy, as discussed in Appendix A. Electrons are in-
jected with energy ∆ = −|e|Vdc relative to the Fermi
energy of the 2DEG, and the e-e scattering rate has been
calculated to be [2]:
1
τe−e
=
EF
4pi~
(
∆
EF
)2 [
ln
(
EF
∆
)
+ ln
(
2QTF
kF
)
+
1
2
]
(1)
where kF is the Fermi wavenumber, QTF = 2me
2/~2 =
2pi/32 nm is the 2D Thomas-Fermi screening wavenum-
ber, m is the effective mass,  is the dielectric constant,
kBT  ∆  ~2kFQTF /m, and le−e = vτe−e where v is
the electron velocity.
In the absence of e-e scattering, we would expect to use
SGM to image how high-energy electrons injected into
the disorder potential flow along branches. We adjust the
negative voltage on the tip so that it can still backscatter
these high-energy electrons. However, e-e scattering can
alter an injected electron’s path in a probabilistic man-
ner, so that the injected electron no longer completes a
QPC-tip-QPC roundtrip, restoring G toward Gb as fewer
injected electrons complete the roundtrip (Fig. 1(b)).
Hence, for tip positions where ∆G < 0 at Vdc = 0, we
expect the SGM signal to fade to ∆G = 0 as |Vdc| and
e-e scattering increase. The SGM signal will decay away
from the QPC over a distance Le−e that depends on le−e
(Eq.1). Le−e = le−e/2 if a single e-e scattering event
along the QPC-tip-QPC roundtrip path is sufficient to
deflect an injected electron off the path. Our measure-
ment is sensitive to changes in the momentum direction,
complementary to a previous SGM experiment studying
e-e scattering, which relied on the loss of electron energy
[11].
EXPERIMENTAL DATA
Figures 1(c)-(f) show images of electron flow at in-
creasing |Vdc| at 4.2 K. The QPC gates are biased so
that Gb = 2e
2/h. The SGM signal |∆G| is strongest at
Vdc = 0 mV (Fig. 1(c)). This observation is expected
because e-e scattering is the lowest at zero bias where
some e-e scattering still remains due to the finite temper-
ature (see Eq. (2) below). The SGM signal is reduced
3at Vdc = −1.0 mV (Fig. 1(d)), as expected because of
increased e-e scattering. However, the signal does not
fade significantly beyond ∼ 1 µm away from the QPC
and persists out to a distance several times le−e/2 (le−e
denoted by green bars). At Vdc = −1.0 mV, the rate of
deflection from the QPC-tip-QPC roundtrip path is thus
not as fast as 1/τe−e and a single e-e scattering event does
not deflect an injected electron from the QPC-tip-QPC
roundtrip path. This observation is consistent with previ-
ous measurements showing that because of the confined
phase space for e-e scattering in 2D, e-e scattering oc-
curs predominantly at small angles θ ∼√∆/EF [16]. At
Vdc = −1.75 mV (Fig. 1(e)), the SGM signal has nearly
completely disappeared. Increasing the bias further to
Vdc = −2.5 mV (Fig. 1(f)), we observe a surprising ef-
fect: the flow pattern seen at Vdc = 0 mV reappears,
but with opposite sign (i.e., ∆G > 0). We note that the
bottom of Fig. 1(f) includes a slight, wide suppression of
∆G (blue), which is due to capacitive coupling from the
tip negatively gating the QPC. We correct for the spa-
tial dependence of this capacitive tip-QPC coupling (see
Ref. [19] supplementary information for details), but at
high bias the QPC is more sensitive to slight changes in
gating and thus some of this effect is still visible. This
capacitive correction depends almost entirely on radial
distance between the tip and QPC, and so cannot create
features with angular spatial variations like the branches
of current.
Measuring ∆G > 0 means that the differential conduc-
tance is increased by moving the tip from a location with
no electron flow into a location where there was electron
flow at zero bias. Usually the differential conductance G
is considered to be proportional to the transmission coef-
ficient for electrons just at the electrochemical potentials
of the two reservoirs on either side of a mesoscopic device
[21]. It is therefore unexpected that introducing the tip
into the electron flow and thus backscattering electrons
should increase G. As a point of clarification, we find
only the differential conductance G = dI/dV increases
when the tip is introduced into the current path; the to-
tal current I or absolute conductance I/V still decreases
when the tip is introduced. We observe ∆G > 0 features
at high |Vdc| at either polarity, with the tip on either
side of the QPC, and on other QPC devices in a different
2DEG.
To elucidate the origins of the enhancement ∆G > 0,
we measure ∆G at 350 mK as a function of Vdc and
QPC sub-band occupation, controlled by Vg. We mea-
sure G(Vdc, Vg) with the tip in the electron flow and
Gb(Vdc, Vg) with the tip out of the electron flow, subtract-
ing the results to determine ∆G(Vdc, Vg). At each Vg, we
measure G(Vdc), alternate the tip position, then measure
Gb(Vdc), alternate the tip position back, and then step
Vg. Thus, any changes to the overall QPC conductance
during the measurement do not change ∆G(Vdc, Vg) after
a single scan line at fixed Vg. Reference [19] shows more
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FIG. 2: Dependence of SGM signal on injection energy. (a)
∆G(Vdc, Vg) at L = 1.0 µm away from the QPC. ∆G < 0 for
small |Vdc|, and ∆G > 0 for large |Vdc|. Green and purple
arrows denote features associated with the state of the QPC
(yellow dashed lines show transport through different sub-
bands, as determined in (c)). (b) ∆G(Vdc) averaged over Vg
in (a) from the bottom of the first sub-band to −406 mV.
(c) dGb/dVg of transport through the QPC without the tip
blocking electron flow. The yellow dashed lines denote the
opening of transport through different sub-bands of the QPC.
details of this measurement, including an example of the
two tip locations, in and out of the electron flow. In Fig.
2(a), we show ∆G(Vdc, Vg) at L = 1.0 µm away from the
QPC. The data are taken on a different thermal cycle
from room-temperature down to 350 mK than those in
Fig. 1.
For |Vdc| near 0 mV, ∆G is negative, but for |Vdc| ?
1.5 mV, ∆G is positive. ∆G mostly depends on Vdc, but
there is some dependence on Vg (i.e., the openness of the
QPC). Figure 2(b) shows ∆G(Vdc), averaged over Vg in
Fig. 2(a) to remove effects of specific geometries. The
asymmetry of ∆G(Vdc) near Vdc = 0 mV may be caused
by interference effects between the tip and QPC, which,
because of the particular tip location, tend to empha-
size negative ∆G(Vdc) at slightly positive Vdc [19]. Other
measurements of ∆G(Vdc) (see Fig. 3) display less asym-
metry. In Fig. 2(c), we plot dGb/dVg, showing diamond-
like features (denoted with yellow dashed lines) which
are a result of transport through different sub-bands of
the QPC [22] (see Appendix B for more characterization
of the QPC). We place yellow dashed lines at the same
(Vdc, Vg) locations in Fig. 2(a). Purple arrows denote
locations where ∆G < 0 (blue) features jut out above
yellow dashed lines, and green arrows denote locations
where ∆G > 0 (red) features jut in below yellow dashed
lines.
In Fig. 3 we investigate ∆G(Vdc), measured the same
way as in Fig. 2, at various distances L away from the
QPC on two different temperature cycles from room-
temperature to 350 mK. Because increasing L increases
the probability that an electron scatters along the QPC-
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FIG. 3: Distance dependence of ∆G(Vdc). (a) ∆G(Vdc) mea-
sured at various distances of L: 0.70 µm, 2.1 µm, and 4.0 µm.
The curves are normalized to the minimum value and all lie on
top of each other well. Therefore, all e-e scattering dictating
the shapes of these curves occurs within 0.70 µm of the QPC.
(b) Calculated ∆G(Vdc) assuming e-e scattering according to
Eq. 1 and a single e-e scattering event anywhere on the QPC-
tip-QPC roundtrip deflects the injected electron off the path.
The curves have different widths at different distances and do
not reproduce the ∆G > 0 observed in the data.
tip-QPC roundtrip, we expect |∆G(Vdc)/∆G(0 mV )| to
be smaller for longer L. Figure 3(a) shows ∆G(Vdc) mea-
sured at L = 0.70 µm, 2.1 µm, and 4.0 µm. The ∆G
curves are normalized to have the same minimum value
to account for the strength of flow at different locations.
There is no offset so that ∆G = 0 still has the same mean-
ing, and Vdc is not scaled. Strikingly, the scaled ∆G(Vdc)
curves have nearly identical widths and ∆G > 0 features
at all distances. The lack of distance dependence sug-
gests that the e-e scattering responsible for the observed
∆G features occurs within 0.70 µm of the QPC.
FAILED SIMPLE MODEL
A simple common treatment of e-e scattering that
only considers electrons injected at ∆ = −|e|Vdc does
not reproduce the bias dependence. In this picture, a
single e-e scattering event anywhere on the QPC-tip-
QPC roundtrip path deflects the injected electron, so
∆G ∝ − exp(−2L/le−e) where le−e is calculated accord-
ing to Eq. 1. The calculated averaged conductance
curves in Fig. 3(b) using this equation do not reproduce
the ∆G > 0 features, nor the lack of distance dependence
in the widths of curves.
The widths of ∆G(Vdc) curves are related to the rates
at which injected electrons are deflected off the QPC-
tip-QPC roundtrip, and the data in Fig. 3(a) are ev-
idence for small-angle e-e scattering. Wider ∆G(Vdc)
curves suggest lower rates of deflection off the QPC-tip-
QPC roundtrip. The rate of deflection off the QPC-tip-
QPC roundtrip is related to the e-e scattering rate, but
they are not necessarily the same. If a single e-e scat-
tering event along the QPC-tip-QPC roundtrip deflects
an injected electron off this path, we expect a decay
∆G ∝ − exp(−2L/le−e) where the factor of 2 is from the
roundtrip path. At the farthest distance, L = 4.0 µm
(Fig. 3(a), light gray curve), our data have a full-width
at half-minimum (FWHM; i.e., the width at ∆G = −0.5
in normalized units) of 1.41 mV. However, the FWHM in
the calculation ∆G ∝ − exp(−2L/le−e) (Fig. 3(b), light
gray curve) is 0.58 mV, significantly narrower than our
data, indicating a single e-e scattering event along the
QPC-tip-QPC roundtrip does not cause a loss of SGM
signal ∆G.
For another calculation, we can instead assume condi-
tions that would produce a wider FWHM: the electron
density in the imaging region is that of the bulk, and
electrons reflect off the tip as spherical waves, with the
result that an e-e scattering event on the path from the
tip back to the QPC may not significantly change ∆G.
Under this latter assumption, only an e-e scattering event
on the outgoing path from the QPC to tip will deflect
injected electrons off the QPC-tip-QPC roundtrip, and
we expect ∆G ∝ − exp(−L/le−e). Under these wider
FWHM conditions, we calculate a FWHM of 1.11 mV
for L = 4.0 µm, still narrower than our data. Thus to
explain the observed ∆G(Vdc) at longer distances from
the QPC, we must invoke small-angle e-e scattering: an
injected electron can experience e-e scattering but only
be deviated by a small angle and still complete the QPC-
tip-QPC roundtrip. Furthermore, e-e scattering has been
observed to occur at the small angles θ ∼√∆/EF in 2D
[16], and so small-angle scattering becomes more impor-
tant at lower injection energies ∆, the energies at which
we expect to detect e-e scattering only at longer dis-
tances.
MECHANISM FOR ENHANCEMENT OF
DIFFERENTIAL CONDUCTANCE WITH THE
TIP
The previous simple calculation fails to explain ∆G >
0 features because it does not account for how all elec-
trons injected in the energy window between 0 and ∆
scatter. We next present a general mechanism by which
∆G features can arise. We designate “∆V ” electrons as
those driven by the steady voltage Vdc in the energy win-
dow ∆. We designate “δV ” electrons as those driven by
Vac within a small band of energy close to ∆. Though it
is often assumed that G is determined by the transport of
δV electrons, δV electrons can affect the transmission of
∆V electrons through the QPC as well. ∆G > 0 arises if
the addition of δV electrons causes a responding net cur-
rent flow through the QPC of more than just δV electrons
alone. With the tip in the path of electrons, this is pos-
sible because low energy ∆V electrons are reflected back
through the QPC. As shown in Fig. 4, if δV electrons do
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FIG. 4: General mechanism for ∆G > 0. Energy space pic-
tures for transport through the QPC. ∆G is proportional to
the amount of net electron current flow through the QPC
in response to and including δV electron current, minus the
amount of δV electron current with no tip present (light blue
arrow in (a)). (a) The energy picture before e-e scattering or
scattering from the tip are considered. There are δV and ∆V
electron currents in the +kx direction, and ∆G = 0 because
there is no tip present. (b) Now scattering from the tip is con-
sidered. A fraction of the current is scattered back through
the QPC in the −kx direction. The net light blue arrow is not
as long as that in (a), so ∆G < 0. (c) Now a simple picture
of e-e scattering, equivalent to that in Fig. 3(b), is consid-
ered: high energy δV and ∆V electrons are more likely to
experience e-e scattering with the right 2DEG reservoir into
which they are injected, and therefore less likely to complete
the QPC-tip-QPC roundtrip. There is less electron current
in the −kx direction at higher energies, and in the δV energy
window, there is no −kx electron current. The net light blue
arrow is the same length as in (a), so ∆G = 0. (d) Now a
more complete picture of e-e scattering is considered: the ad-
dition of δV electrons makes it less likely for ∆V electrons
to complete the QPC-tip-QPC roundtrip. There are fewer
∆V electrons moving in the −kx direction through the QPC.
Thus, the net electron current through the QPC in response
to the addition of δV electrons includes more than just the
δV electrons; the net electron current also includes the lack
of ∆V electron current in the −kx direction. Thus, ∆G > 0.
not complete the QPC-tip-QPC roundtrip and also pre-
vent some ∆V electrons from completing the roundtrip,
∆G will be greater than 0.
Figure 4 shows a schematic for transport across the
QPC. In all diagrams, the left 2DEG reservoir is rep-
resented with blue, and the right 2DEG reservoir with
green, corresponding to the colors in Figs. 1(a) and 1(b).
The vertical axis is energy, and the horizontal axis is a
combination of real and momentum space. Quasi-one-
dimensional electronic states through the QPC are rep-
resented with the dashed parabola, indicating the disper-
sion relation E ∝ k2x. The electrochemical potential of
the left reservoir is −|e|(Vdc+Vac) above the electrochem-
ical potential of the right reservoir, where Vac is the small
time-oscillating voltage used in the lock-in measurement.
The difference in electrochemical potentials between the
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FIG. 5: Effective temperature model calculations. (a)
Schematic origin of ∆G > 0 features. Injected electrons
create a region of 2DEG near the QPC with a highly non-
equilibrium electron distribution (red). We approximate this
region with an effective temperature Teff that is significantly
hotter than surroundings. The injection of high-energy δV
electrons causes an increase in Teff , which then scatters lower
energy ∆V electrons off the QPC-tip-QPC roundtrip. (b)
∆G(Vdc, Vg) according to the Teff model for a region of “hot”
2DEG extending away from the QPC by LT = 0.7 µm. The
model shows features similar to those in the data of Fig. 2(a).
The purple and green arrows denote features associated with
the yellow diamonds, as in Fig. 2(a). Crossing a yellow line
indicates the opening of a new QPC sub-band and thereby a
change in the ratio of δV to ∆V electrons. (c) ∆G(Vdc) of
data (from Fig. 3(a) at L = 0.7 µm)) and model in panel (b),
averaged over the same ranges of Vg. The model reproduces
∆G > 0 features with approximately the correct magnitude
and Vdc-dependence.
reservoirs drives an electron current from left to right
through the QPC. Electron currents are designated with
arrows; the width of an arrow indicates electron flow in
that energy window, and the length of the arrow is pro-
portional to the amount of electron flow per unit energy.
∆V electrons, driven by Vdc, are designated with a dark
blue arrow, and δV electrons, driven by the small Vac,
are designated with a light blue arrow. The caption of
Fig. 4 explains how ∆G > 0 can arise if δV electrons
affect the transmission of ∆V electrons.
We next describe a mechanism by which δV electrons
can affect the flow of ∆V electrons between the QPC and
tip. Transport at finite bias creates a non-equilibrium
region in the 2DEG near the QPC as injected electrons
scatter with the 2DEG. This non-equilibrium region of
2DEG has increased phase space available for e-e scat-
tering of other injected electrons. The injection of δV
electrons drives this region of 2DEG further out of equi-
librium and enhances the scattering of ∆V electrons, as
depicted in Fig. 5(a). Measurements of non-equilibrium
transport through QPCs have shown that regions of
2DEG several micrometers away can be heated by several
kelvin by the out-of-equilibrium electrons [13]. Increased
temperature leads to increased e-e scattering rates, as re-
6flected in Eq. 2. In order to better understand our data,
we approximate the region of 2DEG with partially oc-
cupied states near EF as having a higher effective tem-
perature Teff over a distance LT away from the QPC,
where we know experimentally LT > 0.7 µm. This Teff
model neglects the expected anisotropy of the electron
momentum distribution as it evolves out of the QPC and
simply assumes excess energy is converted to an effective
temperature. An effective temperature model has the
advantage that e-e scattering rates have previously been
calculated for a thermal distribution of electrons [23]. By
fitting the effective temperature, we reproduce many of
the features of our experimental data showing ∆G > 0,
and we learn the extent to which this region of 2DEG
near the QPC is driven out of equilibrium.
The e-e scattering rate caused by a thermal distribu-
tion has been calculated [23] to explain tunneling mea-
surements [24] as:
1
τe−e
=
piEF
8~
(
kBT
EF
)2
ln
(
EF
kBT
)
(2)
for ∆ << kBT << EF .
In our Teff model, we parametrize the dependence of
effective temperature on bias voltage as Teff = αV for a
single sub-band of conductance (multiple sub-bands add
temperature in quadrature). We calculate the transmis-
sion of all electrons with energy ξ in the range 0 < ξ < ∆
as a function of Vdc and Vg, using a constant sub-band
spacing of 2 meV. We assume the transmission of each
electron is exp(−2L/le−e). Unless noted otherwise, we
calculate le−e according to Eq. 2 with T = Teff . We pre-
viously showed that the rate of deflection off the QPC-
tip-QPC roundtrip is slower than the rate in Eq. 1 at
low injection energies (> 1 meV), which were more rel-
evant at longer distances (? 4 µm). Here we are con-
cerned with relatively larger injection energies at closer
distances, so we also assume that a single e-e scatter-
ing event on the roundtrip QPC-tip-QPC deflects the
injected electron off this path (i.e. that the transmis-
sion of each electron is exp(−2L/le−e)). The physical
motivation for the effective temperature model is that
kBTeff comes from the injection energy ∆, which sug-
gests for consistency kBTeff < ∆. For electrons in the
energy range 0 < ξ < kBTeff , Eq. 2 is valid. For higher
energy electrons kBTeff > ξ < ∆, the inequality required
for Eq. 2 is contradicted because Eq. 1 is faster (shorter
le−e). In a first calculation we determine le−e by Eq. 2
only and recognize it may be an underestimate for the
e-e scattering rate for the electrons at the highest injec-
tion energies; in a later calculation, we determine le−e for
an electron with energy ξ using whichever is the higher
scattering rate of Eq. 1 or 2 for that injection energy.
We fit α and never le−e.
In Figs. 5(b) and 5(c), we display the calculated ∆G
according to this Teff model. The simple Teff model in
Figs. 5(b) and 5(c) shows agreement with our data,
including ∆G > 0 at high |Vdc| and features (denoted
with green and purple arrows) that are associated with
the sub-band opening (yellow dashed lines). In this Teff
model, ∆G = 0 when Vdc increases the temperature
enough so that as many back-reflected ∆V electrons are
prevented from completing the QPC-tip-QPC roundtrip
as δV electrons are still able to complete the roundtrip.
The asymmetry in the simulation comes from the differ-
ent velocity of electrons at negative versus positive bias,
as well as whether the injection electrochemical potential
is above (negative bias) versus below (positive bias) the
bottom of the parabolic dispersion relation of sub-bands
at half-plateaus.
We fit α = 2.6 K/mV for LT = 0.7 µm. In fitting α
we assume a constant effective temperature over the dis-
tance LT , but the actual electron distribution should be
smoothly varying with position. We do not have data for
the spatial details of the effective temperature profile for
L < 0.7 µm, but we define a different parameter β which
contains information about
∫
[T (x)]
2
dx, the term that
scales as the total amount of scattering, neglecting small
logarithmic variations from the ln
(
EF
kBT
)
factor. We
therefore define β = α
√
LT , giving β = 2.4 K
√
µm/mV.
If we instead assume that an electron with energy ξ scat-
ters according to the faster of Eq. 1 or Eq. 2, as discussed
previously, we fit α = 1.8 K/mV for LT = L = 0.7 µm.
Previous transport measurements found a temperature
increase of roughly 1.2 K/mV but over a distance of
3.4 µm away from a QPC [13].
The effective temperature model does not take into
account the anisotropic momentum distribution of elec-
trons in the 2DEG immediately after the injection point,
and we emphasize that we only fit the dependence on
bias voltage of an effective temperature needed to explain
e-e scattering. More realistically, we expect the momen-
tum distribution to be deformed so that there are more
electrons traveling in the +kx direction and fewer in the
−kx direction. This filling of states implies the 2DEG
will more efficiently scatter electrons moving in the −kx
direction (electrons returning from the tip towards the
QPC). While our Teff model assumes an e-e scattering
rate that is equal for both “outbound” electrons (along
the QPC-tip path) and “inbound” electrons (along the
tip-QPC path), we thus expect the scattering rate for
“inbound” electrons to be higher in a more realistically
detailed model. We also recognize that strong scattering
may occur very close to or inside the QPC where inter-
actions between sub-bands may play a role.
CONCLUSIONS
We have measured the spatial extent of the non-
equilibrium distribution resulting from a beam of high-
7energy electrons injected into a 2DEG, and we have ob-
served surprising conductance behavior associated with
non-equilibrium transport. We reproduce the main fea-
tures of our data using a simple Teff model and an as-
sumed isotropic distribution of electron momenta. Fur-
ther theoretical work and experiments that discrimi-
nate between outgoing and incoming electrons may in-
crease our understanding of non-equilibrium phenomena
in QPCs and 2DEGs.
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Appendix A: Dominance of Electron-Electron
Scattering
When considering how the injected high-energy elec-
trons inelastically scatter and lose energy, for the range
of injection energies we study (up to ∆ = 3.5 meV) we
can neglect other sources of scattering, including plas-
mon emission and scattering with phonons. The thresh-
old energy ∆C above which plasmon emission occurs was
calculated to be (Eq. 17 in Ref. [2]; see corrections in
Ref. [14]):
∆C =
[
16
√
2me2EF (EF+∆C)
1/2
3~
]1/2
× cos
[
pi
3 +
1
3 arccos
(
EF+∆˜
EF+∆C
)3/4]
where ∆˜ =
[(
27rS
8
√
2
)2/3
− 1
]
EF . rS is the ratio of the in-
terelectronic distance 1/
√
pin to the effective Bohr radius
a0m0/m = 10.3 nm. We find ∆C = 1.7 EF = 6.7 meV ,
larger than the highest injection energy we use. The
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FIG. 6: Conductance data of QPC without tip. (a) Conduc-
tance plateaus as a function of Vg, which controls the number
of transmitting sub-bands. (b) Gb(Vdc) for small steps in Vg
(i.e. Gb(Vdc, Vg)) for the L = 4.0 µm measurement in Fig.
3(a). The data have been corrected for series resistance lead-
ing to the QPC.
threshold injection energy above which longitudinal op-
tical (LO) phonons are emitted is even larger: 36 meV
[25, 26]. For acoustic phonons, le−ph is typically esti-
mated to be on the order of 100 µm for ∆ ≈ 1 meV
[13, 27]. If we assume the electron-phonon scattering
rate scales as 1/τe−ph ∼ ∆3 [28], for ∆ = 3.5 meV,
1/τe−e >> 1/τe−ph by an order of magnitude.
Appendix B: QPC Characterization
Here we present measurements of Gb, the conductance
of the QPC alone with no tip blocking electron flow, in
order to show that the electrical behavior is similar to
that of other previously studied QPC devices. Figure
6(a) shows the well-known conductance plateau ofGb(Vg)
[17, 18], and Fig. 6(b), measured at small increments of
the gate voltage Vg, shows Gb(Vdc) which displays fea-
tures similar to those in Ref. [8].
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