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Abstract: The Wishart distribution and its generalizations are among the most
prominent probability distributions in multivariate statistical analysis, arising nat-
urally in applied research and as a basis for theoretical models. In this paper, we
generalize the Wishart distribution utilizing a different approach that leads to the
Wishart generator distribution with the Wishart distribution as a special case. It is
not restricted, however some special cases are exhibited. Important statistical char-
acteristics of the Wishart generator distribution are derived from the matrix theory
viewpoint. Estimation is also touched upon as a guide for further research from the
classical approach as well as from the Bayesian paradigm. The paper is concluded by
giving applications of two special cases of this distribution in calculating the product
of beta functions and astronomy.
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1 Introduction
The Wishart distribution and its generalizations are among the most prominent probability
distributions in multivariate statistical analysis, arising naturally in applied research and as a
basis for theoretical models. The reader is referred to Gupta and Nagar (2000) and Anderson
(2003) for a more extensive study regarding the theoretical as well as the practical uses of the
Wishart distribution. Various generalizations and extensions are proposed for the Wishart dis-
tribution, because of its importance in matrix theory. To mention a few: Sutradhar and Ali
(1989) generalized the Wishart distribution for the vector variate elliptical models, however Teng
et al. (1989) considered matrix variate elliptical models in their study. Wong and Wang (1995)
defined the Laplace-Wishart distribution, while Letac and Massam (2001) defined the normal
quasi-Wishart distribution. In the context of graphical models, Roverato (2002) defined the
hyper-inverse Wishart and Wang and West (2009) extended the inverse Wishart distribution for
using hyper-Markov properties (see Dawid and Lauritzen, 1993), while Bryc (2008) proposed the
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compound Wishart and q-Wishart in graphical models. Abul-Magd (2009) proposed a gener-
alization to Wishart-Laguerre ensembles. Adhikari (2010) generalized the Wishart distribution
for probabilistic structural dynamics, and Dı´az-Garc´ıa and Gutie´rrez-Ja´imez (2011) extended
the Wishart distribution for real normed division algebras. Munilla and Cantet (2012) also
formulated a special structure for the Wishart distribution to apply in modeling the maternal
animal.
There are of course many extensions that are not listed in the above, however the Wishart
distribution can be viewed in the sense that it gives rise to other distributions. Thus the pos-
sibility of extending each of the previous applications of the Wishart to hyper models, can be
considered. We propose a possible construction methodology for creating new matrix variate
distributions. The building block for our approach is discussed in the following section. To
demonstrate the novelty, we compare it to a recent contribution by Carlo-Lopera et al. (2014)
in the literature.
Building Block
Following Teng et al. (1989), Caro-Lopera et al. (2014) recently proposed a generalized
Wishart distribution (GWD) under the elliptical models. They nicely derived the non-central
moments of the likelihood ratio statistic for testing the equality of two covariance matrices under
elliptical models for the corresponding matrices. Indeed, they considered the quadratic form of
a matrix elliptical variate for building their distributions. We refer to p. 539 of Anderson
(2003) and Dı´az-Garc´ıa and Gutie´rrez-Ja´imez (2011) for more details and extensions. To be
more specific, we recall a random matrix Y ∈ Rn×m is said to have matrix elliptically contoured
distribution with location matrix M ∈ Rn×m, column covariance matrix Σ ∈ Sm and density
generator g : R+ → R+, denoted by Y ∼ EC(M ,Σ, g), if its density function has the form
f(Y ) = |Σ|− 12 g [tr(Y −M)Σ−1(Y −M)T ] (1)
OR
f(Y ) = dn,m|Σ|−
1
2 g
[
tr(Y −M)Σ−1(Y −M )T ] , (2)
where dn,m is the normalizing constant.
Caro-Lopera et al. (2014) used Eq. (1) to develop generalized Wishart, however we deem to
consider Eq. (2) in our construction. The difference in the form of the density generator g(.),
plays deterministic role in extending matrix variate distributions. In Eq. (1), the normalizing
constant is included in the form of g(.), however, it is not the case for Eq. (2) and the density
generator in the latter equation can be any Borel measurable function. Thus, considering the
quadratic form A = Y TY , the GWD based on Eq. (1) depends on the elliptical distribution,
whereas the GWD based on Eq. (2) is free of any restriction and can take any form. The GWD
based on Eq. (2) is neglected in the literature. This family of distributions, is a rich family with
many applications. We propose some of the special members and applications in this paper.
We organize the paper as follows: In section 2 a construction proposition behind the Wishart
generator distribution is discussed using elementary tools in matrix theory and some of special
cases are proposed. Section 3 contains some of the important statistical characteristic of this
distribution, while a short note is given in section 4 regarding estimation purposes. Further
developments beyond the Wishart generator distribution are given in section 5 and an application
of a special case in section 5 is given in section 6. We conclude our result in section 7 and section
8 is devoted to some necessary tools from matrix algebra.
2
2 Wishart Generator Distribution
In this section a new family of distributions namely theWishart Generator Distribution (WGD)
is defined and some special cases along with the definition of inverse WGD are given. In a
nutshell, the new generator type distribution concludes from a special case of Lemma 15 for
κ = 0 (see Appendix), which is provided in below.
Definition 1 A random matrix X ∈ Sm is said to have the WGD with parameter Σ ∈ Sm,
degrees of freedom n ≥ m and Borel measurable function h(·), h(·) 6= 1 (called shape generator),
denoted by X ∼WGm(Σ, n, h), if it has the following density function
f(X) = kn,m|Σ|−
n
2 |X|n2−m+12 h(trΣ−1X)
where using Lemma 15 for κ = 0,
k−1n,m =
Γm(
n
2 )γ0(
n
2 )
Γ(nm2 )
, γ0
(n
2
)
=
∫
R+
y
nm
2
−1h(y)dy
provided that the above integral exists.
Remark 1 The shape generator in Definition 1, should sometimes admit the Taylor’s series
expansion as a regularity condition, which will be referenced where ever needed.
The reason of naming the distribution in Definition 1 as Wishart generator, is the following
result.
Remark 2 Setting h(x) = exp(−x2 ) in Definition 1 yields the Wishart distribution (Press, 1982,
5.1.1). Referring back to the the building block in the Introduction, it is clear that the form of
h(.) here is free of taking any normalizing constant, however Carlo-Lopera et al. (2014) took an
specific choice of h(.) to fulfill a valid density function for the Wishart distribution.
Now we list some special cases, obtained from considering different selections of h in Definition
1. Not to be conservative, various combinations of hypergeometric, trigonometric, exponential
and Bessel functions can be considered to propose a new matrix distribution followed by WGD.
The only restriction that should be fulfilled, is the existence of γ0(.), i.e., γ0(
n
2 ) <∞. Looking in
this way to construct a matrix distribution is not worthwhile from practical viewpoint, because
it results in a complex structure. However, some applications are provided in section 6 for some
special cases to address the practical importance.
1. Taking h(x) = (1 + x)−(
nm
2
+p) in Definition 1, for p > 0 we get the density function of a
matrix variate t (MT) distribution as
f(X) =
Γ
(
nm
2 + p
)
Γm
(
n
2
)
Γ (p)
|Σ|−n2 |X|n2−m+12 (1 + trΣ−1X)−(nm2 +p) , (3)
where we used
γ0
(n
2
)
=
∫
R+
y
nm
2
−1(1 + y)−(
nm
2
+p)dy = B
(nm
2
, p
)
2. Taking h(x) = exp
(−axb) in Definition 1, for a, b > 0, and using Eq. 3.478(1), p. 370 of
Gradshteyn and Ryzhik (2007) we get the density function of a power Wishart distribution
as
f(X) =
ba
mn
2b
Γ
(
nm
2b
) |Σ|−n2 |X|n2−m+12 exp [−a(trΣ−1X)b] . (4)
3
3. Taking h(x) = (a + x)−
mn−1
2 exp (−bx) in Definition 1, for |a| < pi, b > 0, and using Eq.
3.383(6), p. 348 of Gradshteyn and Ryzhik (2007) we get the density function of a matrix
variate Kummer-type distribution as
f(X) =
2
1−nm
2
√
b |Σ|−n2
γ
(
nm
2
)
e
ab
2 D1−nm
(√
2ab
) |X|n2−m+12 (a+ trΣ−1X)−mn−12 etr (−bΣ−1X) . (5)
4. Taking h(x) = exp(−bx) (1− exp(−bx))−2 in Definition 1, for a < 1, b > 0, and using Eq.
3.423(34), p. 358 of Gradshteyn and Ryzhik (2007) we get the density function of a matrix
variate logistic-type distribution as
f(X) =
ab
nm
2
cγ
(
nm
2
) |Σ|−n2 |X|n2−m+12 etr (−bΣ−1X) (1− etr (−bΣ−1X))−2 , (6)
where c =
∑∞
i=1 a
ii1−
nm
2 .
5. Taking h(x) = exp
(−ax2) sin(bx) in Definition 1, for a > 0, and using Eq. 3.952(7), p. 503
of Gradshteyn and Ryzhik (2007) we get the density function of a sin-Wishart distribution
as
f(X) =
2a
nm+2
4 e
b2
4a |Σ|−n2
bΓ
(
nm+2
4
)
1F1
(
1− nm4 ; 32 ; b
2
4a
) |X|n2−m+12 exp [−a(trΣ−1X)2] sin (b trΣ−1X) , (7)
6. Taking h(x) = exp (−x) ln(x) in Definition 1, and using Eq. 4.352(4), p. 574 of Gradshteyn
and Ryzhik (2007) we get the density function of a logarithmic-Wishart distribution as
f(X) =
1
Γ′
(
nm
2
) |Σ|−n2 |X|n2−m+12 etr (−Σ−1X) ln (trΣ−1X) . (8)
7. Taking h(x) = pFq(a1, . . . , ap, b1, . . . , bq; cx) exp (−x) in Definition 1, for p < q, and using
Eq. 7.522(5), p. 814 of Gradshteyn and Ryzhik (2007) we get the density function of a
hypergeometric Wishart distribution as
f(X) =
|Σ|−n2
Γ
(
nm
2
)
p+1Fq
(
nm
2 , a1, . . . , ap, b1, . . . , bq; c
)
|X|n2−m+12 pFq
(
a1, . . . , ap, b1, . . . , bq; c trΣ
−1
X
)
etr
(−Σ−1X) . (9)
Theorem 1 Let X ∼ WGm(Σ, n, h). Then, Y = X−1 has an inverted WGD, denoted as
Y ∼ IWGm(Σ, n, h), with the density
f(Y ) =
Γ
(
1
2mn
)
γ0
(
1
2n
)
Γm
(
1
2n
) det(Σ)− 12n det(Y )− 12n− 12 (m+1)h(trΣ−1Y −1).
Proof: The result follows by the fact that under the transformation Y = X−1, the Jacobian is
given by J(X → Y ) = det(Y )−(m+1). .
The following result gives some extensions to the existing result in the literature regarding
matrix variate gamma distribution.
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Definition 2 A random matrix Z ∈ Sm is said to have the matrix variate gamma generator
distribution (GGD) with parameters α > (m − 1)/2, β > 0, Σ ∈ Sm, and shape generator h,
denoted by Z ∼ GGm(Σ, α, β, h) if it has the following density
f(Z) =
Γ(mα)
γ0(α)Γm(α)
det(Σ)−α det(Z)α−
1
2
(m+1)h(2β trΣ−1Z).
Further if W = Z−1, then W has inverted GGD with the density
f(W ) =
Γ(mα)
γ0(α)Γm(α)
det(Σ)−α det(W )−α−
1
2
(m+1)h(2β trΣ−1W−1).
It is then denoted by W ∼ IGGm(Σ, α, β, h).
Remark 3 Taking h(x) = exp
(−12x) in Definition 2, gives the matrix variate gamma distri-
bution of Lukacs and Laha (1964) and inverted matrix variate gamma of Iranmanesh et al.
(2013).
Note that if we take α = n/2 and β = 2, the GGD reduces to WGD.
3 Properties
Since the focus of this paper is the WGD, thus in this section we only give some important
statistical properties of the WGD. These results can be directly derived for the IWD and GGD.
It can be directly obtained that if X ∼WGm(Σ, n, h), then the r-th moment of determinant
of X is equal to
E [det(X)r] =
Γ
(
1
2mn
)
det(Σ)−
1
2
n
Γm
(
1
2n
)
γ0
(
1
2n
) ∫
Sm
det(X)r+
1
2
n− 1
2
(m+1)h(tr(Σ−1X))dX
=
Γ
(
1
2mn
)
det(Σ)−
1
2
n
Γm
(
1
2n
)
γ0
(
1
2n
) Γm (r + 12n) γ0 (r + 12n)det(Σ)r+ 12n
Γ
((
r + 12n
)
m
)
=
Γ
(
1
2mn
)
Γm
(
r + 12n
)
Γ
((
r + 12n
)
m
)
Γm
(
1
2n
) γ0 (r + 12n)
γ0
(
1
2n
) det(Σ)r. (10)
Withers and Nadarajah (2010), demonstrated that for any square non-singular matrix X , the
identity log det(X) = tr log(X) occurs. Since log det(X)r = r log det(X) = r tr log(X) =
tr log det(X)r, from (10), for X ∼WGm(Σ, n, h) we have
E tr log [det(X)r] = E log [det(X)r]
= logE [det(X)r]
= log
(
Γ
(
1
2mn
)
Γm
(
r + 12n
)
Γ
((
r + 12n
)
m
)
Γm
(
1
2n
) γ0 (r + 12n)
γ0
(
1
2n
)
)
+ r log det(Σ). (11)
And if we put Σ = Im, then it yields
E tr log [det(X)r] = E log [det(X)r]
= logE [det(X)r]
= log
(
Γ
(
1
2mn
)
Γm
(
r + 12n
)
Γ
((
r + 12n
)
m
)
Γm
(
1
2n
) γ0 (r + 12n)
γ0
(
1
2n
)
)
.
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Further for the expectation of zonal polynomial we have
E[Cκ(X)] =
Γ
(
1
2nm
)
det(Σ)−
1
2
n
Γm
(
1
2n
)
γ0
(
1
2n
) ∫
Sm
det(X)
1
2
n− 1
2
(m+1)Cκ(X)h(tr(Σ
−1
X))dX
=
Γ
(
1
2nm
)
Γm
(
1
2n
)
γ0
(
1
2n
) Cκ(Σ). (12)
One of the important statistical characteristics of a distribution, might be its characteristic
function (c.f). In the following result we give a closed expression for the c.f of the WGD.
Theorem 2 Suppose that X ∼WGm(Σ, n, h) and h admits Taylor’s series expansion based on
zonal polynomials. The c.f is given by
ψX(T) =
∞∑
k=0
∑
κ
Γ
(
1
2nm
) (
n
2
)
κ
k!Γ
(
1
2nm+ k
) γk (n2 )
γ0
(
n
2
)Cκ (iTΣ) .
Proof. The characteristic function is defined as
ψX(T) = E [etr (iTX)]
=
∫
Sm
kn,m etr (iTX) |Σ|−
n
2 |X|n2−m+12 h(trΣ−1X)dX
= kn,m|Σ|−
n
2
∫
Sm
etr (iTX) |X|n2−m+12 h(trΣ−1X)dX (13)
Using the Taylor’s series expansion we have
etr(iTX) =
∞∑
k=0
tr(iTX)k
k!
=
∞∑
k=0
∑
κ
Cκ(iTX)
k!
Hence, using Lemma 15 we get
ψX(T) =
∞∑
k=0
∑
κ
kn,m
k!
det(Σ)−
n
2
∫
Sm
|X|n2−m+12 Cκ(iTX)h(trΣ−1X)dX
=
∞∑
k=0
∑
κ
kn,m
k!
det(Σ)−
n
2
(
n
2
)
κ
Γm
(
n
2
)
γk
(
n
2
)
Γ
(
nm
2 + k
) det(Σ)n2Cκ (iTΣ)
=
∞∑
k=0
∑
κ
Γ
(
nm
2
)
k!γ0
(
n
2
)
(
n
2
)
κ
γk
(
n
2
)
Γ
(
nm
2 + k
) Cκ (iTΣ) .
It might be ambiguous that how one can get the c.f of the Wishart distribution using the
result of Theorem 2. Before rectifying this inconvenience, we need the following lemma which
plays a key role in deducing the c.f of the Wishart distribution from Theorem 2.
Lemma 3 Let Y ∼Wm(Σ, n) (Wishart distribution of dimension m with n degrees of freedom).
Then its c.f is given by
ψY (T ) =
∞∑
k=0
∑
κ
2k
k!
(n
2
)
κ
Cκ(iTΣ).
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Proof. It is easy to see that the c.f of Y has the expression ψY (T ) = det(Im − 2iTΣ)−
n
2 .
However in deriving the c.f, we make use of an integral over symmetric positive definite matrices.
This integral is equal to
CI =
∫
Sm
det(Y )
n
2
−m+1
2 etr
(
−1
2
Σ−1Y + iTY
)
dY
= 2
nm
2 det(Σ)
n
2 Γm
(n
2
)
det(Im − 2iTΣ)−
n
2 , (14)
On the other hand, writing the exponential term etr(iTY ) in CI as series of zonal polynomials,
by Taylor’s series expansion, and using Lemma 15 for h(x) = exp
(−12x), we have that
CI =
∞∑
k=0
1
k!
∑
κ
∫
Sm
det(Y )
n
2
−m+1
2 etr
(
−1
2
Σ−1Y
)
Cκ(iTY )dY
=
∞∑
k=0
1
k!
∑
κ
2
nm
2
+k
(n
2
)
κ
Γm
(n
2
)
det(Σ)
n
2Cκ(iTΣ) (15)
Comparing equations (14) and (15), yields
det(Im − 2iTΣ)−
n
2 =
∞∑
k=0
∑
κ
2k
k!
(n
2
)
κ
Cκ(iTΣ) (16)
which completes the proof.
Remark 4 Using Lemma 3, it can be directly followed that by taking h(x) = exp
(−12x) in Theo-
rem 2, we obtain the characteristic function of Wishart distribution, since γk
(
n
2
)
= 2
nm
2
+kΓ
(
nm
2 + k
)
and γ0
(
n
2
)
= 2
nm
2 Γ
(
nm
2
)
.
Remark 5 If one is interested in deriving the distribution of a trace of a matrix, it can be done
through inverting the Laplace transform. Using Theorem 2, replacing i by i2 = −1, it can be
directly deduced that the Laplace transform of WG(Σ, n, h) is given by
 L(s) = E[etr(−sX)]
=
Γ
(
nm
2
)
det(Σ)−
n
2
γ0
(
n
2
) ∞∑
k=0
∑
κ
s−(
nm
2
+k) (n
2
)
κ
k!
Cκ
(
Σ−1
)
=
Γ
(
nm
2
)
γ0
(
n
2
)
det(sΣ)
n
2
det
(
Im − (sΣ)−1
)
=
Γ
(
nm
2
)
γ0
(
n
2
) det (sΣ− Im) det(sΣ)−n+12
where the third equality obtained from Eq. (16).
Theorem 4 Let X ∼WGm(Σ, n, h), and A ∈ Sm. Then AXA′ ∼WGm
(
(A′)−1ΣA−1, n, h
)
.
Proof: The proof follows from the fact that the Jacobian of the transformation Y = AXA′ is
given by J(X → Y ) = det(A)−(m+1). 
It can be then concluded that ifX ∼WGm(Σ, n, h) andΣ = AA′, thenAXA′ ∼WGm(Im, n, h).
Theorem 5 Let X ∼ WGm (Σ, n, h). The joint density function of the eigenvalues Λ =
diag(λ1, ..., λm), λm > ... > λ1 > 0 of X is given by
g (Λ) =
pi
1
2
m2Γ
(
mn
2
) |Σ|−n2
Γm
(
m
2
)
Γm
(
n
2
)
γ0
(
n
2
) ∞∑
k=1
∑
κ
h(k) (0)Cκ
(
Σ−1
)
k!Cκ (Im)
det(Λ)
n
2
−m+1
2 ∆(Λ)Cκ (Λ) ,
7
where ∆(Λ) is the repulsion factor given by ∆(Λ) ≡ ∆(λ1, . . . , λm) =
m∏
i<j
(λi − λj).
Proof. From Theorem 3.2.17. from Muirhead (2005), the density of Λ is given by
g (Λ) =
pi
1
2
m2
Γm
(
m
2
) m∏
i<j
(λi − λj)
∫
O(m)
f(HΛH′)dH (17)
Note that from Definition 1∫
O(m)
f(HΛH′)dH =
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2 |Λ|n2−m+12
∫
O(m)
h(trΣ−1HΛH′)dH (18)
Since h(·) admits the Taylor expansion,
∫
O(m)
h(trΣ−1HΛH′)dH =
∞∑
k=1
∑
κ
h(k) (0)
k!
∫
O(m)
Cκ
(
Σ−1HΛH′
)
dH
=
∞∑
k=1
∑
κ
h(k) (0)Cκ
(
Σ−1
)
Cκ (Λ)
k!Cκ (Im)
(19)
From (17), (18) and (19)
g (Λ) =
pi
1
2
m2Γ(nm2 )
Γm
(
m
2
)
Γm(
n
2 )γ0(
n
2 )
m∏
i<j
(λi − λj) |Σ|−
n
2
×|Λ|n2−m+12
∞∑
k=1
∑
κ
h(k) (0)Cκ
(
Σ−1
)
Cκ (Λ)
k!Cκ (Im)
Note that |Λ|n2−m+12 =
m∏
i=1
λ
n
2
−m+1
2
i , hence
g (Λ) =
pi
1
2
m2Γ(nm2 )
Γm
(
m
2
)
Γm(
n
2 )γ0(
n
2 )
m∏
i<j
(λi − λj) |Σ|−
n
2
×
m∏
i=1
λ
n
2
−m+1
2
i
∞∑
k=1
∑
κ
h(k) (0)Cκ
(
Σ−1
)
Cκ (Λ)
k!Cκ (Im)
Theorem 6 Let X ∼WGm (Σ, n, h). Then for any A ∈ Sm
P (X < A) =
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0) Γm
(
n
2 , κ
)
Γm
(
m+1
2 , κ
)
k!Γm
(
n
2 +
m+1
2 , κ
) Cκ (Σ−1A 12A 12)
Proof. Note that
P (X < A) =
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∫
0<X<A
|X|n2−m+12 h(trΣ−1X)dX
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Now make the transformation Y = A−
1
2XA−
1
2 , then the Jacobian is J(X → Y) = |A|m+1
hence
P (X < A) =
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∫
0<Y<Im
|Y|n2−m+12 h(trΣ−1A 12YA 12 )dY
=
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0)
k!
∫
0<Y<Im
|Y|n2−m+12 Cκ
(
Σ−1A
1
2YA
1
2
)
dY
=
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0) Γm
(
n
2 , κ
)
Γm
(
m+1
2 , κ
)
k!Γm
(
n
2 +
m+1
2 , κ
) Cκ (Σ−1A 12A 12)
Remark 6 Note that λ(m) < a is equivalent to X < aIm since HΛH
′= X. To obtain the
cumulative distribution function of λ(m), the largest eigenvalue of X the previous theorem can
therefore be used with A = aIm.
Theorem 7 Let X ∼WGm (Σ, n, h). The cumulative distribution function of λ(m), the largest
eigenvalue of X is
Fλ(m)(a) =
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0) akΓm
(
n
2 , κ
)
Γm
(
m+1
2 , κ
)
k!Γm
(
n
2 +
m+1
2 , κ
) Cκ (Σ−1)
Proof. From Theorem 6 the cumulative distribution function of λ(m), the largest eigenvalue
of X is
Fλ(m)(a) = P (X < aIm)
=
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0) akΓm
(
n
2 , κ
)
Γm
(
m+1
2 , κ
)
k!Γm
(
n
2 +
m+1
2 , κ
) Cκ (Σ−1a 12a 12)
=
Γ(nm2 )
Γm(
n
2 )γ0(
n
2 )
|Σ|−n2
∞∑
k=1
∑
κ
h(k) (0) akΓm
(
n
2 , κ
)
Γm
(
m+1
2 , κ
)
k!Γm
(
n
2 +
m+1
2 , κ
) Cκ (Σ−1)
since Cκ
(
Σ−1a
1
2a
1
2
)
= Cκ
(
aΣ−1
)
= akCκ
(
Σ−1
)
.
Theorem 8 Let X ∼WGm(Σ, n, h). Then y = tr(X) has the following density function
f(y) =
Γ
(
nm
2
)
det(Σ)−
n
2 exp(−y)
γ0
(
n
2
) ∞∑
k=0
∑
κ
(
n
2
)
κ
k!Γ
(
nm
2 + k
)Cκ (Σ−1) y nm2 +k−1
Proof. By applying inverse Laplace transform, using Remark 5, we get
f(y) =
1
2pii
lim
T→∞
∫ c+iT
c−iT
exp [sy]  L(s)ds
=
Γ
(
nm
2
)
det(Σ)−
n
2
γ0
(
n
2
) ∞∑
k=0
∑
κ
(
n
2
)
κ
k!
Cκ
(
Σ−1
) 1
2pii
lim
T→∞
∫ c+iT
c−iT
s−(
nm
2
+k) exp [sy] ds
=
Γ
(
nm
2
)
det(Σ)−
n
2
γ0
(
n
2
) ∞∑
k=0
∑
κ
(
n
2
)
κ
k!
Cκ
(
Σ−1
) 1
Γ
(
nm
2 + k
)y nm2 +k−1e−y (20)
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From Theorem 8, it can be easily concluded that for X ∼ WGm(Σ, n, h), the r-th moment
of tr(X) has the form
E [(trX)r] =
Γ
(
nm
2
)
det(Σ)−
n
2
γ0
(
n
2
) ∞∑
k=0
∑
κ
(
n
2
)
κ
Γ
(
nm
2 + k + r
)
k!Γ
(
nm
2 + k
) Cκ (Σ−1) . (21)
In the following result, we derive the distribution of the ratios of the WGD in connection with
the Wishart distribution.
Theorem 9 Let X ∼WGm(αΣ, n, h) be independent of Y ∼Wm(βΣ, p). Then
(i) The r.v. B1 = X
− 1
2Y X
− 1
2 has the following density function
g1(B1) =
kn,mΓm
(
n+p
2
)
2
pm
2 Γm
(
p
2
) (α
β
) pm
2
det(B1)
p
2
−m+1
2
∞∑
k=0
∑
κ
1
k!
(
− α
2β
)k (n+p
2
)
κ
γκ
(
n+p
2
)
Γ
(
m(n+p2 ) + k
) Cκ(B1).
(ii) The r.v. B2 = (X + Y )
− 1
2X(X + Y )−
1
2 has the following density function
g2(B2) =
kn,mΓm
(
n+p
2
)
2
pm
2 Γm
(
p
2
) (α
β
) pm
2
det(B2)
−n
2
−m+1
2 det(Im −B2)
p
2
−m+1
2
∞∑
k=0
∑
κ
1
k!
(
− α
2β
)k (n+p
2
)
κ
γκ
(
n+p
2
)
Γ
(
m(n+p2 ) + k
) Cκ(B−12 − Im).
Proof : The joint density function of (X,Y ) is given by
f(X,Y ) = C det(X)
n
2
−m+1
2 det(Y )
p
2
−m+1
2 etr
(
−β
−1
2
Σ−1Y
)
h(α−1 trΣ−1X),
where
C =
kn,m
2
pm
2 Γm
(
p
2
)α−nm2 β− pm2 det(Σ)−n+p2 .
Make the transformations B1 = X
− 1
2Y X
− 1
2 and U = X with the Jacobian J(X,Y →
B1,U) = det(U)
1
2
(m+1) to get
g(B1,U ) = f(U ,U
1
2B1U
1
2 )
= C det(U)
n+p
2
−m+1
2 det(B1)
p
2
−m+1
2 etr
(
− 1
2β
Σ−1U
1
2B1U
1
2
)
h(α−1Σ−1U).
For a moment, assume that the distribution of B1 is symmetric. Thus from symmetrized density
we have
g1(B1) =
∫
Ø(m)
g1(HB1H
′)dH
=
∫
Ø(m)
∫
Sm
g(HB1H
′,U )dUdH
= C det(B1)
p
2
−m+1
2
∫
Sm
det(U)
n+p
2
−m+1
2 h(α−1Σ−1U)
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(∫
Ø(m)
etr
(
− 1
2β
U
1
2Σ−1U
1
2HB1H
T
)
dH
)
dU
= C det(B1)
p
2
−m+1
2
∞∑
k=0
∑
κ
1
k!
(
− 1
2β
)k Cκ(B1)
Cκ(Im)∫
Sm
det(U )
n+p
2
−m+1
2 Cκ(Σ
−1
U)h(α−1Σ−1U)dU .
By making use of Lemma 15, we get
g1(B1) = C det(B1)
p
2
−m+1
2
∞∑
k=0
∑
κ
1
k!
(
− 1
2β
)k Cκ(B1)
Cκ(Im)(
n+p
2
)
κ
Γm
(
n+p
2
)
γκ
(
n+p
2
)
αm(
n+p
2 )+k
Γ
(
m(n+p2 ) + k
) det(Σ)n+p2 Cκ(Im).
After simplification, we obtain (i). For (ii), make the transformations B2 = (X +Y )
− 1
2X(X +
Y )−
1
2 and V = X + Y , with the Jacobian J(X,Y → B2,V ) = det(V )
m+1
2 to get
g2(B2) = C det(B2)
p
2
−m+1
2 det(Im −B2)
p
2
−m+1
2∫
Sm
det(V )
n+p
2
−m+1
2 etr
(
− 1
2β
V
1
2Σ−1V
1
2 [Im −B2]
)
h(α−1 trV
1
2Σ−1V
1
2B2)dV .
Make the transformation Z = V
1
2Σ−1V
1
2 with the Jacobian J(V → Z) = det(Σ)−m+12 and use
Lemma 15 to obtain
g2(B2) = C det(B2)
p
2
−m+1
2 det(Im −B2)
p
2
−m+1
2 det(Σ)
n+p
2∫
Sm
det(V )
n+p
2
−m+1
2 etr
(
− 1
2β
Z[Im −B2]
)
h(α−1 trZB2)dZ
= C det(B2)
p
2
−m+1
2 det(Im −B2)
p
2
−m+1
2 det(Σ)
n+p
2
∞∑
k=0
∑
κ
1
k!
(
− 1
2β
)k ∫
Sm
det(V )
n+p
2
−m+1
2 Cκ (Z[Im −B2])h(α−1 trZB2)dZ
= C det(B2)
p
2
−m+1
2 det(Im −B2)
p
2
−m+1
2 det(Σ)
n+p
2
∞∑
k=0
∑
κ
1
k!
(
− 1
2β
)k (n+p
2
)
κ
Γm
(
n+p
2
)
γκ
(
n+p
2
)
αm(
n+p
2
)+k
Γ
(
m(n+p2 ) + k
) det(B2)−n+p2 Cκ(B−12 − Im)
After simplification, gives (ii) and the proof is complete. 
Remark 7 One way of checking the accuracy of the result of Theorem 9, is to consider whether
one can get the same result by taking h(x) = exp
(−12x) for the Wishart distribution. It is well
established that if X ∼ Wm(Σ, n), then B1 has the well-known beta type II distribution. This
result directly follows by making use of Eq. (16). It can be also shown that B2 has the beta type
I distribution if we take h(.) to be of exponential form.
4 Estimation
In this section, we briefly consider some estimation aspects for the WG distribution, including
the classical as well as Bayesian viewpoints. The focus is the latter paradigm.
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4.1 Maximum likelihood estimation
In this section, we derive a non-linear equation to find the maximum likelihood estimator (MLE)
of Σ along with Fisher information matrix.
Theorem 10 Let X ∼WGm (Σ, n, h), where the trio (m,n, h) is assumed to be known. Further
assume that h (·) is a monotonic continuous and differentiable function. Then the MLE of Σ is
given by
Σˆ =
2
n
g′
(
tr(Σˆ
−1
X)
)
·X,
where g(.) = − log[h(.)] and g′(x) = dg(x)/dx.
Proof. The likelihood function is given by
L (Σ) ∝ det(Σ)−
n
2 det(X)
n
2
−m+1
2 h(trΣ−1X)
Hence the log-likelihood function is
l (Σ) ∝
n
2
log det(Σ−1) +
(
n
2
− m+ 1
2
)
log det(X) + log
[
h(trΣ−1X)
]
∝
n
2
log det(Σ−1) + log
[
h(trΣ−1X)
]
To obtain the maximum of the log-likelihood function, let Z = trΣ−1X; then differentiated
log-likelihood function has the form
∂l (Σ)
∂Σ−1
∝
n
2
[2Σ− diag(Σ)]− dg(Z)
dZ
[2X − diagX ].
Setting ∂l(Σ)
∂Σ−1
to zero gives the MLE of Σ as
Σˆ =
2
n
g′(Z) ·X
=
2
n
g′
(
tr(Σˆ
−1
X)
)
·X.
Since the structure discussed in Theorem 10 is similar to the generalized elliptical distribu-
tions studied by Frahm (2004), we do not provide inferential aspects of the MLE here and for
complete explanations on the MLE regarding existence, consistency, applications and etc., the
reader is referred to Frahm (2004).
4.2 Bayesian estimation
Theorem 11 Let X|Σ ∼WGm (Σ, n, h). Suppose that the prior distribution of Σ is an inverse
Wishart distribution with parameters Ω and p, hence Σ ∼W−1m (Ω, p) . The marginal distribution
of X is given by
m(X) =
Γ(nm2 )
2
p(p−m−1)
2 Γm(
p
2)Γm(
n
2 )γ0(
n
2 )
det(Ω)
p−m−1
2
× det(X)− p2−m+12
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)
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Proof. The marginal distribution of X is given by
m(X) =
∫
Sm
f (X|Σ)pi (Σ) dΣ
=
Γ(nm2 )
2
p(p−m−1)
2 Γm(
p
2 )Γm(
n
2 )γ0(
n
2 )
det(X)
n
2
−m+1
2 det(Ω)
p−m−1
2
×
∫
Sm
det(Σ)−
n
2
−
p
2 etr
(
−1
2
Σ−1Ω
)
h(trΣ−1X)dΣ.
Now, let Σ−1 = T then the Jacobian is det(T )−m−1 hence
m(X) =
Γ(nm2 )
2
p(p−m−1)
2 Γm(
p
2 )Γm(
n
2 )γ0(
n
2 )
det(X)
n
2
−m+1
2 det(Ω)
p−m−1
2
×
∫
Sm
det(T )
n+p−m−1
2 etr
(
−1
2
TΩ
)
h(trTX)dT
=
Γ(nm2 )
2
p(p−m−1)
2 Γm(
p
2 )Γm(
n
2 )γ0(
n
2 )
det(X)
n
2
−m+1
2 det(Ω)
p−m−1
2
×
∞∑
k=1
∑
κ
∫
Sm
det(T )
n+p−m−1
2 Cκ
(
−1
2
TΩ
)
h(trTX)dT.
Using Lemma 15 we get∫
Sm
det(T )
n+p−m−1
2 Cκ
(
−1
2
TΩ
)
h(trTX)dT
=
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) det(X)−n+p2 Cκ
(
−1
2
ΩX−1
)
Hence
m(X) =
Γ(nm2 )
2
p(p−m−1)
2 Γm(
p
2)Γm(
n
2 )γ0(
n
2 )
det(Ω)
p−m−1
2
× det(X)− p2−m+12
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)
Theorem 12 Let X|Σ ∼WGm (Σ, n, h). Suppose that the prior distribution of Σ is an inverse
Wishart distribution with parameters Ω and p, hence Σ ∼W−1m (Ω, p) . The posterior distribution
of Σ is given by
pi (Σ|X) = det(X)n+p2 det(Σ)−n2− p2 etr
(
−1
2
Σ−1Ω
)
h(trΣ−1X)
×
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
Proof. The posterior distribution is from Bayes’ theorem as
pi (Σ|X) = f (X|Σ)pi (Σ)
m(X)
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Hence
pi (Σ|X) = Γ(
nm
2 )
2
p(p−m−1)
2 Γm(
p
2 )Γm(
n
2 )γ0(
n
2 )
det(X)
n
2
−m+1
2 det(Ω)
p−m−1
2
× det(Σ)−n2− p2 etr
(
−1
2
Σ−1Ω
)
h(trΣ−1X)
×2
p(p−m−1)
2 Γm(
p
2 )Γm(
n
2 )γ0(
n
2 )
Γ(nm2 )
det(Ω)−
p−m−1
2 det(X)
p
2
+m+1
2
×
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
= det(X)
n+p
2 det(Σ)−
n
2
−
p
2 etr
(
−1
2
Σ−1Ω
)
h(trΣ−1X)
×
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
Theorem 13 Let X|Σ ∼WGm (Σ, n, h). Suppose that the prior distribution of Σ is an inverse
Wishart distribution with parameters Ω and p, hence Σ ∼W−1m (Ω, p). Then the Bayes estimator
of |Σ| under the squared error loss function is
∑∞
l=1
∑
λ
(n+p2 −1)λΓm(
n+p
2
−1)γl(
n+p
2
−1)
Γ(mn+p2 −m+l)
Cλ
(−12ΩX−1)∑∞
k=1
∑
κ
(n+p2 )κΓm(
n+p
2 )γk(
n+p
2 )
Γ(mn+p2 +k)
Cκ
(−12ΩX−1)
det(X)
Proof. The Bayes estimator of det(Σ) under the squared error loss function is
d̂et(Σ) = E [det(Σ)|X]
=
∫
Sm
det(X)
n+p
2 det(Σ)−
n
2
−
p
2
+1 etr
(
−1
2
Σ−1Ω
)
h(trΣ−1X)
×
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
dΣ
= det(X)
n+p
2
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
×
∞∑
l=1
∑
λ
∫
Sm
det(T )
n+p−2−m−1
2 Cλ
(
−1
2
TΩ
)
h(trTX)dT
where T = Σ−1. Note that∫
Sm
det(T )
n+p−2−m−1
2 Cλ
(
−1
2
TΩ
)
h(trTX)dT
=
(
n+p
2 − 1
)
λ
Γm
(
n+p
2 − 1
)
γl
(
n+p
2 − 1
)
Γ
(
mn+p2 −m+ l
) |X|−n+p2 +1Cλ
(
−1
2
ΩX−1
)
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from Lemma 15. Hence
d̂et(Σ) = det(X)
[
∞∑
k=1
∑
κ
(
n+p
2
)
κ
Γm
(
n+p
2
)
γk
(
n+p
2
)
Γ
(
mn+p2 + k
) Cκ
(
−1
2
ΩX−1
)]−1
×
∞∑
l=1
∑
λ
(
n+p
2 − 1
)
κ
Γm
(
n+p
2 − 1
)
γk
(
n+p
2 − 1
)
Γ
(
mn+p2 −m+ k
) Cλ
(
−1
2
ΩX−1
)
=
∑∞
l=1
∑
λ
(n+p2 −1)κΓm(
n+p
2
−1)γk(
n+p
2
−1)
Γ(mn+p2 −m+k)
Cλ
(−12ΩX−1)∑∞
k=1
∑
κ
(n+p2 )κΓm(
n+p
2 )γk(
n+p
2 )
Γ(mn+p2 +k)
Cκ
(−12ΩX−1)
det(X)
5 Further Developments
In this section we provide the reader with some plausible extensions of WG distribution. In this
respect, we first define the hypergeometric WGD as in below.
Definition 3 A random matrix X ∈ Sm is said to have the hypergeometric WGD with param-
eters a1, . . . , ap ∈ C, b1, . . . , bq ∈ C, (p ≤ q), Ω,Σ ∈ Sm, degrees of freedom n ≥ m and shape
generator h(·), h(·) 6= 1, if it has the following density function
f(X) = ln,m det(Σ)
−n
2 det(X)
n
2
−m+1
2 pFq (a1, . . . , ap; b1, . . . , bq;ΩX) h(trΣ
−1X)
where
l−1n,m = det(Σ)
−n
2
∫
Sm
det(X)
n
2
−m+1
2 pFq (a1, . . . , ap; b1, . . . , bq;ΩX)h(trΣ
−1X)dX
= det(Σ)−
n
2
∞∑
k=0
∑
κ
(a1)κ, . . . , (ap)κ
(b1)κ, . . . , (bq)κ
1
k!∫
Sm
det(X)
n
2
−m+1
2 h(trΣ−1X)Cκ(ΩX)dX
= det(Σ)−
n
2
∞∑
k=0
∑
κ
(a1)κ, . . . , (ap)κ
(b1)κ, . . . , (bq)κ
1
k!
(
n
2
)
κ
Γm(
n
2 )γk(
n
2 )
Γ(nm2 + k)
det(Σ)
n
2Cκ(ΩΣ)
= Γm
(n
2
) ∞∑
k=0
∑
κ
(a1)κ, . . . , (ap)κ
(b1)κ, . . . , (bq)κ
(
n
2
)
κ
γk(
n
2 )
k!Γ(nm2 + k)
Cκ(ΩΣ)
from Lemma 15. We designate this by X ∼ HWGm(Σ,Ω,a, b, n, h), where a = (a1, . . . , ap)
and b = (b1, . . . , bq).
As a direct consequence of Definition 3, taking p = 0, q = 1, b1 =
n
2 , Ω =
1
4ΨΣ
−1, for Ψ ∈ Sm,
gives the non-central WGD as in below.
Definition 4 A random matrix X ∈ Sm is said to have the non-central WGD with parameters
Ψ,Σ ∈ Sm, degrees of freedom n ≥ m and shape generator h(·), h(·) 6= 1, denoted by X ∼
NWGm(Σ,Ω, n, h), if it has the following density function
f(X) = ln,m det(Σ)
−n
2 det(X)
n
2
−m+1
2 0F1
(
1
2
n;
1
4
ΨΣ−1X
)
h(trΣ−1X)
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where the normalizing constant is given by
l−1n,m = Γm
(n
2
) ∞∑
k=0
∑
κ
(
1
4
)k γk(n2 )
k!Γ(nm2 + k)
Cκ(Ψ),
since Cκ
(
1
4Ψ
)
=
(
1
4
)k
Cκ(Ψ).
Another interesting distribution raises from Definition 3, comes up by setting p and q to 0 and
1, respectively as:
f(X) = ln,m det(Σ)
−n
2 det(X)
n
2
−m+1
2 etr(ΩX)h(trΣ−1X). (22)
We call this distribution as the exponentiated WG distribution. Note that according to Theorem
12, the posterior distribution of Σ has the exponentiated WG distribution.
6 Applications
In this section, we briefly consider some applications of two special cases of WGD.
Distributions of the form (3) has many applications. Arashi et al. (2013) showed that the
posterior distribution of scale matrix in the matrix variate t-population under Jeffreys’ prior has
the MT distribution given by (3). Another interesting application of the MT distribution is the
following result, where we show that finite product of beta functions can be written as a ratio
of gamma functions.
Theorem 14 Let p > m, then
n+1∏
i=0
B
(m
2
, p+ (i− 2)m
2
)
=
Γm
(
n
2
)
Γ (p)
Γ
(
nm
2 + p
) .
Proof. Using Corollary 3.2.3 of Srivastava and Khatri (1979) for Z = (Z1, . . . ,Zn), Zi ∈ Rm×1
we have
I =
∫
Sm
det(X)
n
2
−m+1
2 (1 + trX)−(
nm
2
+p) dX
=
∫
Rn
(
1 +
n∑
i=1
Z
T
i Zi
)−(nm2 +p)
dZ1 . . . dZn
ui=Z
T
i Zi=
∫
(0,1)n
n∏
i=1
u
m
2
−1
i
(
1 +
n∑
i=1
ui
)−(nm2 +p)
du1 . . . dun
=
∫
(0,1)n
u
m
2
−1
1
n∏
i=1
u
m
2
−1
i (1 + u1)
−(nm2 +p)
(
1 +
n∑
i=1
ui
1 + u1
)−(nm2 +p)
du1 . . . dun.
Now apply the transformation vi =
ui
1+u1
, for i = 2, . . . , n, with the Jacobian J(u2, . . . , un →
v2, . . . , vn) = (1 + u1)
n−1 to obtain
u2 = v2(1 + u1),
n∏
i=2
u
p
2
−1
i = (1 + u1)
(n−1)( p2−1)
n∏
i=2
v
p
2
−1
i .
Hence we get
I =
∫
(0,1)
u
m
2
−1
1 (1 + u1)
−(nm2 +p)+
(n+1)m
2 du1
16
×
∫
(0,1)n−1
n∏
i=2
v
m
2
−1
i
(
1 +
n∑
i=2
vi
)−(nm2 +p)
dv2 . . . dvn
= B
(m
2
, p−m
)
∫
(0,1)n−1
u
m
2
−1
2
n∏
i=3
v
m
2
−1
i (1 + v2)
−(nm2 +p)
(
1 +
n∑
i=3
vi
1 + v1
)−(nm2 +p)
dv2 . . . dvn.
Again make the transformation wi =
vi
1+v2
, for i = 3, . . . , n, with the Jacobian J(v3, . . . , vn →
w3, . . . , wn) = (1 + v2)
n−2 to get
I = B
(m
2
, p−m
)
B
(m
2
, p−m+ m
2
)
×
∫
(0,1)n−2
n∏
i=3
w
m
2
−1
i
(
1 +
n∑
i=3
wi
)−(nm2 +p)
dw3 . . . dwn
.
Continuing this procedure, finally yields
I =
n+1∏
i=0
B
(m
2
, p+ (i− 2)m
2
)
.
But since
∫
Sm
f(X)dX = 1, from Eq. (3) for Σ = Im, we have
∫
Sm
det(X)
n
2
−m+1
2 (1 + trX)−(
nm
2
+p) dX =
Γm
(
n
2
)
Γ (p)
Γ
(
nm
2 + p
) ,
which by substituting in I, completes the proof.
For considering another application, let Y ∼ EC(M ,Σ, g) and consider the distribution
of Z = Y TY . It is well-known that if Y has matrix variate normal distribution, then Z has
Wishart distribution. For a moment let Υ = Σ−
1
2M
T
MΣ−
1
2 . Anderson and Fang (1982)
derived the density of Z for the case M = 0 and Υ = Im. Fan (1984) extended their result by
presenting the density of Z for general M and Υ as an integral form. Afterward, Teng et al.
(1989) derived the closed form of the density Z for practical use.
Now as an application, we show that the distribution of Z is the non-central WG. To see this,
consider that using Theorem 1 of Teng et al. (1989), if Y ∼ EC(M ,Σ, g) then the distribution
of Z = Y TY is given by
f(Z) =
pi
mn
2
Γm
(
n
2
) |Σ|−n2 |Z|n2−m+12 ∞∑
k=0
g(2k)
(
tr(Σ−1Z +Υ)
)
k!
∑
κ
Cκ
(
ΥΣ−
1
2ZΣ−
1
2
)
(
n
2
)
k
, (23)
where g(2k)(.) is the 2k-th derivative of g(.).
If we take p = 0, q = 1, b1 =
(
n
2
)
, Ω = Σ−
1
2ΥΣ−
1
2 and h(x) = g(2k)(x + trΥ), then using
Definition 4, Z ∼ NWGm(Σ,Ω, n, h).
For an application of the NWGm(Σ,Ω, n, h) was introduced here, consider the use of the
non-central WG distribution when it arises from lighter/heavier marginal tail alternatives to the
matrix variate Gaussian distribution, in astronomy (see Feigelson and Babu, 2012 for applica-
tions of statistics in astronomy). To be more precise, in the study of imaging extrasolar planets
for life, as discussed by Tourneret et al. (2005), direct imaging through statistical signal pro-
cessing is the only method for exoplanet detection. See Figure 1 (adopted from Google Images)
to set the platform for investigating the true distribution in the forthcoming explanation.
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Figure 1: Visualizing extra-solar planets from their position distribution, as it might be seen
from telescope.
Figure 2: Instantaneous intensity of the wave in the focal plane.
As explained by Aime and Soummer (2004) the complex amplitude of a wave in the focal
plane of a telescope, at a position (x, y), can be written as follows:
ψ(x, y) = C(x, y) + S(x, y),
where C(x, y) ∈ C is a deterministic term proportional to the wave amplitude in absence of
turbulence and S(x, y) ∈ C is the wavefront amplitude (associated to the speckles) distributed
according to a zero mean complex Gaussian distribution. Tourneret et al. (2005) assumed
that the telescope aperture has central symmetries which imply C(x, y) ∈ R and using the fact
that the real and imaginary parts of ψ(x, y), denoted by ψr(x, y) and ψi(x, y) have Gaussian
distributions, extended the instantaneous intensity of the wave in the focal plane at a position
(x, y), given by
Λ(x, y) = |ψ(x, y)|2 = ψr(x, y)2 + ψi(x, y)2
to multidimensional case. They demonstrated that
Λ = (Λ(1), . . . ,Λ(n2))T = ψrψ
T
r + ψiψ
T
i ,
where ψr = (ψr(1), . . . , ψr(n
2))T and ψr = (ψi(1), . . . , ψi(n
2))T , has non-central Wishart distri-
bution.
Since speckles are bigger than they appear in telescope, it is highly misleading to assume the
normality assumption, even if the assumption of symmetry is taken, to study of planet formation.
See Figure 2 for the distribution of amplitude of wave in the focal plane of a telescope.
Thus it is more plausible to take these speckles as extremes in amplitude of a wave or
outlier in plane formation as appears in telescope. In conclusion, accepting the assumption of
18
symmetry, the multivariate t-distribution (or may be lighter tail alternative to Gaussian, as it
might be captured from Figure 2) is a relevant alternative to the normal one. Hence, by the
theory discussed in the above, Λ = (Λ(1), . . . ,Λ(n2))T has non-central GW distribution arises
from taking g to be the kernel of multivariate t-distribution in Eq. (2).
7 Conclusion
In this paper a family of distributions were introduced from the Wishart generator distribution
which includes the Wishart as a special case. The Wishart generator distribution might be
important for a number of practical signal processing applications including synthetic aperture
radar (SAR), multi-antenna wireless communications and direct imaging of extra-solar planets,
the latter was discussed using the non-central Wishart generator distribution. Several statistical
properties of this newly defined distribution were studied from matrix theory viewpoint. Brief
notes regarding classical as well as Bayesian estimations were also proposed.
8 Appendix
Initially let Sm and Im be the spaces of all positive definite matrices of orderm and all symmetric
matrices between 0 and Im under the meaning of partial Lo¨wner ordering, respectively. For a
given matrix A ∈ Rp×p, AT denotes the transpose of A, tr(A) = a11 + . . . + app; etr(A) =
exp(tr(A)); det(A) = determinant of A; norm of A = ‖A‖ = maximum of absolute values of
latent roots of the matrix A; and A
1
2 denotes the unique square root of A.
Also denote the space of all orthogonal matrices of order m by
Ø(m) =
{
H |H ′H = Im,HH ′ = Im
}
,
∫
Ø(m)
dH = 1.
Let k be a positive integer; a partition κ of k is written as κ = (k1, k2, . . .), where
∑
r kt = k.
Definition 5 (Muirhead, 2005) Let Y be anm×m symmetric matrix with latent roots y1, · · · , ym
and let κ = (k1, · · · , km) be a partition of k into not more than m parts. The zonal polynomial
of Y corresponding to κ, denoted by Cκ(Y ), is a symmetric, homogeneous polynomial of degree
k in the latent roots y1, · · · , ym such that:
(i) The term of highest weight in Cκ(Y ) is y
k1
1 , · · · ykmm ; that is,
(1) Cκ(Y ) = dky
k1
1 , · · · ykmm +terms of lower weight,
where dk is a constant.
(ii) Cκ(Y ) is an eigenfunction of the differential operator △Y given by
(2) △Y =
∑m
i=1 y
2
i
∂2
∂y2i
+
∑m
i=1
∑m
j=1,j 6=i
y2i
yi−yj
∂
∂yi
.
(iii) As κ varies over all partitions of k the zonal polynomial have unit coefficients in the
expansion of (trY )k; that is,
(3) (trY )k = (y1 + · · ·+ ym)k =
∑
κCκ(Y ).
Immediate consequence of Definition 5 is the following important equality
etr(X) =
∞∑
k=0
tr(X)k
k!
=
∞∑
k=0
∑
κ
Cκ(X)
k!
. (24)
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Let X,Y ∈ Cm×m then
Cκ(X)Cτ (Y ) =
∑
φ∈κ·τ
θκ,τφ C
κ,τ
φ (X,Y ) (25)
where θκ,τφ =
C
κ,τ
φ
(Im,Im)
Cφ(Im)
.
For any X,Y ∈ Sm, we have (Gross and Richards, 1987)∫
Ø(m)
Cκ(XHY H
′)dH =
Cκ(X)Cκ(Y )
Cκ(Im)
.
For any A ∈ Sm, we have (Gross and Richards, 1987)∫
0<X<Im
det(X)a−
1
2
(m+1)Cκ(AX)dX =
(a)κBm
(
a, 12(m+ 1)
)(
a+ 12(m+ 1)
)
κ
Cκ(A).
Let a1, . . . , ap and b1, . . . , bq be complex numbers, such that for 1 ≤ i ≤ p and 1 ≤ j ≤ q,
bi > (j − 1)/2. Then the hypergeometric function of one matrix argument is defined as
pFq(a1, . . . , ap; b1, . . . , bq;X) =
∞∑
k=0
∑
κ
(a1)κ, . . . , (ap)κ
(b1)κ, . . . , (bq)κ
Cκ(X)
k!
,
where
∑
κ denotes the summation over all partition κ, κ = (k1, . . . , km), k1 ≥ k2 ≥ . . . ≥ 0, of
k, and the generalized hypergeometric coefficient (b)κ is given by
(b)κ =
m∏
i=1
(
b− 1
2
(i− 1)
)
ki
, (b)k = b(b+ 1) . . . (b+ k − 1), (b)0 = 1.
The multivariate gamma function which is frequently used alongside is defined as
Γm(a) =
∫
Sm
det(X)a−
1
2
(m+1) etr(−X)dX = pi 14m(m−1)
m∏
i=1
Γ
(
a− 1
2
(i− 1)
)
,
where Re(a) > (m− 1)/2.
Multivariate beta function is defined as
Bm(a, b) =
∫
Im
det(X)a−
1
2
(m+1) det(Im −X)b−
1
2
(m+1)dX =
Γm(a)Γm(b)
Γm(a+ b)
,
where Re(a),Re(b) > (m− 1)/2.
Definition 6 The Laplace transform of the matrix valued function f is given by
g(Y ) =  Lf (X) =
∫
Sm
etr(−XY )f(X)dX (26)
Definition 7 (Press, 1982) A random matrix V ∈ Sm is said to have the non-singular Wishart
distribution with scale matrix Σ ∈ Sm and n degrees of freedom, m ≤ n, if the joint distribution
of the distinct elements of V is continues with density
f(V ) = cdet(Σ)−
1
2
n det(V )
1
2
(n−m−1) etr
[
−1
2
Σ−1V
]
,
where c−1 = 2
mn
2 Γm
(
n
2
)
. It is denoted by V ∼Wm(Σ, n).
Further if we take U = V −1, then U follows the inverted Wishart distribution with scale
matrix Σ and n degrees of freedom denoted by U ∼ IWm(Σ, n) with the following density
g(U ) = cdet(Σ)
1
2
n det(U )−
1
2
n− 1
2
(m+1) etr
[
−1
2
ΣU−1
]
.
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Lemma 15 (Teng et al., 1989) Assume Z is an m × m symmetric matrix, X is an m × m
complex symmetric matrix with Re(X) ∈ Sm and h is a real function over R+. Then∫
Sm
det(W )a−
1
2
(m+1)Cκ(WZ)h(trXW )dW =
(a)κΓm(a)γk(a)
Γ(am+ k)
det(X)−aCκ(ZX
−1),
where Re(a) > (m− 1)/2 and
γk(a) =
∫
R+
yam+k−1h(y)dy. (27)
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