We say that f is reciprocally convex if x → f (x) is concave and x → f (1/x) is convex on (0, +∞). Reciprocally convex functions generate a sequence of quasi-arithmetic means, with the first one between harmonic and arithmetic mean and others above the arithmetic mean. We present several examples related to the gamma function and we show that if f is a Stieltjes transform, then −f is reciprocally convex. An application in probability is also presented.
Introduction
The motivation for this paper is the observation that the inequality between harmonic, geometric and arithmetic mean follows from the fact that the function x → log x is concave and x → log(1/x) is convex on (0, +∞). Indeed, the proof, which is not recorded in [3] among many different proofs of this inequality, goes as follows. By concavity of x → log x, we have that log x + log y 2 log x + y 2 , E-mail address: emerkle@kondor.etf.bg.ac.yu.
and this gives geometric-arithmetic relation; another one follows from convexity of x → log(1/x), log 2 x + y log(1/x) + log(1/y) 2 ,
upon replacing x, y with 1/x, 1/y, respectively. Obviously, concavity property of x → log x is equivalent to convexity of x → log(1/x); but it is natural to investigate what can be obtained in a general case with functions that have both properties. We call those functions reciprocally convex. In this paper we show that they have a number of interesting properties. It turns out that each reciprocally convex function is continuously differentiable on the positive real axis, and generates a sequence of quasi-arithmetic means. We also show that functions −g, where g is a Stieltjes transform, are reciprocally convex and we present some other examples related to the gamma function, as well as an application in probability. Some other classes of functions related to the class of convex functions are studied in [8, Chapter 8] .
Definition and some properties
In this and subsequent sections, the interval (0, +∞) will be denoted by I . Definition 2.1. We say that a real valued function f is reciprocally convex if f is concave on I and the function x → f (1/x) is convex on I . The family of all reciprocally convex functions will be denoted by F .
By definition, a function f ∈ F is concave on any closed interval in I , so it is continuous in its interior (see [7] ), hence f has to be continuous on I . The next result can be easily proved by differentiation, but here we do not want to assume differentiability of any order, so the proof is a bit more involved.
Lemma 2.2. A function x → f (1/x) is convex on I if and only if
Proof. By [7, 1.4.3] , the function x → f (1/x) is convex if and only if
for all x 1 , x 2 , x 3 ∈ I such that x 1 < x 2 < x 3 , or, equivalently,
whenever y 1 > y 2 > y 3 . Now, multiplying the ith row of a determinant in (2) by y i , interchanging the first and third row and first and third column, and relabeling y 3 = z 1 , y 2 = z 2 and y 1 = z 3 , we arrive at
for all z 1 , z 2 , z 3 ∈ I such that z 1 < z 2 < z 3 , which is equivalent to convexity of the function
Theorem 2.3. A function f defined on I is reciprocally convex if and only if
for all x, y ∈ I , and if and only if
for arbitrary w i and
where all sums go from 1 to n, and n is a natural number.
2 for every x, y ∈ I . By replacing x by 1/x and y by 1/y, we get the first inequality in (4). Second inequality in (4) is equivalent to concavity of f . The third inequality is obtained from convexity of the function x → xf (x).
Inequalities (5) are obtained in the same way, but with a general form of Jensen's inequality. 2 For x, y ∈ I , let A(x, y) = (x + y)/2 and H (x, y) = 2/(1/x + 1/y) be the simple arithmetic and harmonic mean, respectively.
Theorem 2.4. If f ∈ F , then f is either increasing on I or f has a constant value on I .

Proof. Given a, b
Therefore, assuming that f (x) = γ at two different points, the set J = {x ∈ I | f (x) = γ } is a non-empty interval; if its left endpoint is not zero, it is closed by continuity of f . If J = I , the proof is finished, otherwise J has the left endpoint greater than 0 or the right endpoint less than +∞. Considering the first case, let a > 0 be the left endpoint of J and let x and y, x < a, y ∈ J , be two real numbers such that a = H (x, y). Then A(x, y) ∈ J and by (4), we have that
and since f (y) = γ , it follows that f (x) = γ , which is a contradiction, because x ∈ J . Similarly, assuming that J has a right endpoint b, we arrive at contradiction by taking
Theorem 2.5. If f ∈ F , then f has a continuous derivative on I .
Proof. If f ∈ F , then f is concave and the function g, defined by g(x) = xf (x) is convex on I . This implies that left and right derivatives of functions f and g exist at each point of I and [7] 
which, by noticing that
, implies that the derivative of f exists at any point x ∈ I . By concavity of f , f is non-increasing, and, being a derivative, it is continuous. 2 Remark 2.6. Due to the Theorem 2.4, all inequalities in (4) become equalities for some x, y ∈ I , x = y, if and only if f (x) is a constant on I , and then, they are equalities for all x, y ∈ I . The second inequality in (4), being a consequence of concavity, becomes equality for all x, y ∈ I only for f (x) = ax + b, which is in F for a 0. The first and the third inequality in (4) become equalities only for f (x) = a/x + b, which is in F if a 0. Therefore, if f ∈ F is not constant, then for each x = y either second or first and third inequalities are strict. The analogous statement holds for inequalities in (5). The next example shows that indeed for non-constant functions all inequalities in (4) need not be strict.
This function is everywhere differentiable, and its derivative is non-increasing on I , so the function is concave. Further, (xf (x)) is non-decreasing and so x → xf (x) is convex on I . Therefore, f ∈ F . Note that f does not have second derivative at x = 2. With this function, for x, y ∈ (0, 2] the second inequality in (4) becomes equality, and if x, y ∈ [2, +∞), then the first and the third inequality become equality.
Applications to quasi-arithmetic means
By Theorem 2.4, each non-constant function f ∈ F , has an inverse function f −1 , which is monotone on its domain. Therefore, inequalities (4) are equivalent to
or, in general, (5) is equivalent to
where w i = 1. The expressions
and
are so-called quasi-arithmetic means. They have been investigated in details and a lot is known about them, see [3, Chapter 4] for a survey. By (6) we see that Q 0 is always between harmonic and arithmetic mean, and in that sense it can be understood as a generalization of the geometric mean. Further, by Remark 2.6, it follows that Q 0 is strictly less than Q 1 .
In the next theorem we will see that for two subclasses of F , we can localize Q 0 more precisely. In a general setup, we will use the following notations:
where w i ∈ I , w i = 1, x i ∈ I for all i = 1, . . ., n. Proof. Firstly, we note that functions from classes F 1 and F 2 are continuously differentiable, which can be proved using arguments as in Theorem 2.5. Let f ∈ F 1 . Then the derivative of f (e x ) is decreasing on (−∞, +∞); by a change of variable t = e x we see that the function t → tf (t) is non-increasing on I .
Further, by Lemma 2.2, the function
From these two conditions, we conclude that f (t) is non-decreasing in t ∈ I , and so, f (t) 0. Then from (8) we conclude that f (t) is non-increasing on I , that is, the function
Consider now a function f ∈ F 2 . We have that t → tf (t) is non-decreasing on I (10) and t → f (t) is non-increasing on I .
If for some t ∈ I , f (t) < 0, by continuity of f , there would exist an interval (a, b) such that f (t) < 0 for all t ∈ (a, b). Then from (11) it would follow that t → tf (t) is decreasing on [a, b], which is a contradiction with (10). Therefore, f (t) 0 for all t ∈ I and so, the function f (t) is non-decreasing in t, which, together with (10), implies that t → tf (t) + f (t) is non-decreasing, that is, the function t → tf (t) is convex on I , f ∈ F and consequently F 2 ⊂ F . The rest of the statements follow by application of Jensen's inequality. For simplicity we give the proof for the case of A, G, H, Q 0 for two numbers x, y, with
for any real u, v. Introducing x = e u , y = e v , we have that
for any x, y ∈ I , which, combined with the first inequality from (4) yields
By applying f −1 here we get H Q 0 G. For f ∈ F 2 , from the reverse of (12) and the second inequality from (4) we get In the next theorem we show that Q 0 and Q 1 can be extended into an increasing sequence of quasi-arithmetic means Q r with the property that Q r A for r 1. In particular, the function x → −1/(x + t) is in F , for all t ∈ I . Therefore, any function of the form
Functions of the form
is also in F , where c is a real constant, and µ is a non-negative measure, such that
Functions of the form −f , where f is given by (16), with c < 0, belong to the class of Stieltjes transforms, or Stieltjes cone S, see [1] for details on S. Therefore, if g ∈ S, then f = −g is in F .
Some functions related to the gamma function
For the logarithmic derivative of the gamma function,
the following representation holds (see [4] , for example):
By Section 4.2, all terms in the sum in (17) are in F and therefore, the function x → Ψ (x) ∈ F . Moreover, in the same way we can see that the function x → Ψ (x + t) ∈ F for any t ∈ I ; by integration with respect to t ∈ [α, β], we find that the function
belongs to F whenever 0 < α < β. A particular case of this difference, the function log Q(x, β) = log(Γ (x + β)/Γ (x)) is the logarithm of Gautschi's ratio Q, for which there exist a considerable literature (see, for example, [6] and references therein). In recent paper [2] , it is proved that the function g(x) = x log x/log Γ (x + 1) is a Stieltjes transform; therefore, the function x → −g(x) belongs to F , as we found in Section 4.2.
Applications in probability
It is easy to see that the quasi-arithmetic means and inequalities considered in Section 3, can be generalized to random variables and their expectations. For example, if X is a positive random variable with probability one, then Q 0 becomes
where E denotes expectation with respect to probability measure P on I induced by X,
Taking, for instance, f (x) = −1/(x + 1), we get
and from Section 3 it follows that 1 E(1/X) Q 0 (X) E(X),
provided that expectations of X and 1/X exist. Note that for any positive random variable X, Q 0 (X) is well defined, because the expectation of 1/(1 + X) always exists.
