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Abstract
Recent studies have proposed that one can summarize brain activity into dynamics among a relatively
small number of hidden states and that such an approach is a promising tool for revealing brain function.
Hidden Markov models (HMMs) are a prevalent approach to inferring dynamics among discrete states in
neural data. However, the validity of modeling neural time series data with HMMs has not been estab-
lished. Here, to address this situation and examine the performance of the HMM, we compare it with the
Gaussian mixture model (GMM), which is a statistically simpler model than the HMM with no assumption
of Markovianity. We do so by applying both models to synthetic and empirical resting-state functional
magnetic resonance imaging (fMRI) data. We find that the GMM allows us to interpret the sequence of the
estimated hidden states as a time series obeying some patterns. We show that GMMs are often better than
HMMs in terms of the accuracy and consistency of estimating the time course of the hidden state. These
results suggest that GMMs can be a model of first choice for investigating hidden-state dynamics in data
even if the time series is apparently not memoryless.
∗ naokimas@buffalo.edu
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I. INTRODUCTION
Brain dynamics are a product of large-scale networks composed of functionally specialized
regions in the brain [1–4]. Such dynamics have been considered to underpin the integration of in-
formation [5], cognitive functions [6], and their impairments (i.e., neuropsychiatric disorders) [7].
Understanding such coordination of brain regions necessitates data-analysis methods that reduce
the dimension of large-scale neural data, which are often provided in the form of multivariate time
series, without losing much information.
One approach to investigating integrated dynamics of multivariate time-varying neural signals
is to assume a relatively small number of latent states and summarize the brain activity at each
time point as one of these states. One can estimate time series of the latent state by, for example,
the hidden Markov models (HMMs) [8–16], dynamic functional connectivity [17, 18], and energy
landscape analysis [19–21]. This strategy allows us to continue to work on the same time domain
as the original data, allowing us to compute, e.g., transition rates between latent states, rather than
to reduce the data to static measures (e.g., functional connectivity). State-transition dynamics have
been reported to be closely related to various functions of the brain, including executive function
[22], decision-making [23], and to psychiatric conditions such as autism [24].
Among these methods, the HMMs have been widely used for studying functional magnetic
resonance imaging (fMRI) [9, 12, 13, 15] and magnetoencephalography (MEG) [8, 10, 11, 14–16]
data recorded from the human brain. The HMM is a model comprising a set of probability distri-
butions of the observable each of which corresponds to a latent (hidden) state and the transition
probabilities between the pairs of latent states. By assumption, the state-transition dynamics are
Markovian, i.e., with no memory effect longer than a single time step. HMMs have been useful
in modeling neural dynamics for the following reasons. First, they can be applied to relatively
high-dimensional time series [8, 14–16]. Second, they can detect changes in signals without delay
in the form of changes in the latent state, which is not straightforward with dynamic functional
connectivity calculated with sliding time windows [16].
HMM modeling is based on the implicit assumption that the stochastic rule of state transitions
depends on the last state and not on the states in the further past, i.e., Markovian property. In
fact, the validity of this assumption has not been thoroughly validated at least for fMRI data. The
potential lack of Markovianity may be detrimental to HMM modeling.
In contrast, the same analysis pipeline to infer hidden states of the time series data (Fig. 1) can
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be also realized by a static mixturemodel that does not assume suchMarkovianity. Mixture models
have been used in neuroimaging research for detecting activation of brain regions [25, 26] and
clustering them into larger regions of interest (ROIs) [27]. However, to the best of our knowledge,
they have not been used for studying dynamical state transitions in neuroimaging data. Because
mixture models do not assume any temporal structure, they are not influenced by the sampling
rate and therefore may serve as useful baseline models with which to assess the validity of fitting
HMMs. If state transitions in the given data are considerably influenced by the previous state but
not the states in the further past, an HMM is expected to perform better than a mixture model. In
contrast, if state transitions either do not depend on any past states or do depend on the history
of the state earlier than the last state, mixture models may outperform HMMs because of the
increased complexity of the HMMmodel. In general, complex models may overfit to the data, and
their model estimation algorithms are often computationally costly and may end up converging to
local optima.
In HMMs applied to neuroimaging data, the Gaussian distribution is widely used as the prob-
ability distribution conditioned on the hidden state [8–16]. Then, if we ignore state-transition
dynamics as described by a hidden Markov process, the distribution of signals as estimated by
the fitting of an HMM is a Gaussian mixture model (GMM). Therefore, in the present study, we
compare HMMs and GMMs in terms of (i) accuracy of fit to synthetic time series for which true
hidden states are known and (ii) robustness of the estimated hidden states for resting-state fMRI
data across different experimental sessions. We show that HMMs often perform worse than GMMs
for synthetic and empirical data in terms of the accuracy and robustness of estimating time courses
of the hidden state. On that basis, we propose mixture models as another promising alternative
when we test hypotheses involving dynamics of hidden states in fMRI and potentially other types
of data.
II. MATERIALS AND METHODS
An overview of the analysis pipeline is shown in Fig. 1.
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A. Gaussian Mixture model
Assume that there are tmax observations of N dimensional data, denoted by X = {xt}1≤t≤tmax ,
where xt is an N-dimensional vector [Fig. 1(a)]. Our Gaussian mixture model assumes that each
observation, xt, is generated from one of the two Gaussian distributions [Fig. 1(d)]. We set the
number of states to two for simplicity. The probability density of the observed data conditioned
on the state is given by N(µst ,Σst), where st ∈ {1, 2} is the hidden (i.e., latent) state, N denotes
a N-dimensional multivariate Gaussian distribution, and µst and Σst are the mean and covariance
matrix of the Gaussian distribution under hidden state st, respectively. The marginal probability
distribution of xt is given by
P(xt) =
2∑
s=1
πsN(xt|µs,Σs), (1)
where πs is the probability that hidden state s is taken. One estimates πs, µs, and Σs (s = 1, 2) by
maximizing the log-likelihood function given by
lnP(X |π,µ,Σ) =
tmax∑
t=1
ln

2∑
s=1
πsN(xt|µs,Σs)
 . (2)
We used the expectation-maximization (EM) algorithm, which is typically used for maximizing
Eq. (2) [28, 29].
Then, the time course of the hidden state, sˆt (t = 1, · · · , tmax), given the observations is estimated
by
sˆt = arg max
s
P(s|xt) = arg max
s
πˆsN(xt|µˆs, Σˆs)∑2
r=1 πˆrN(xt|µˆr, Σˆr)
, (3)
where πˆs, µˆs, and Σˆs are the maximum likelihood estimator obtained by the EM algorithm.
We analyze the data using the GMM package in scikit-learn [30]. We used the default setting
of scikit-learn for determining the initial conditions for the EM algorithm.
B. Hidden Markov model
We consider HMMs with Gaussian components [31]. The model assumes that each of the
N-dimensional observations xt (t = 1, · · · , tmax) is generated from one of the two Gaussian distri-
butions, as in GMMs, and that st (t = 1, · · · , tmax) obeys first-order Markovian dynamics given by
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P(st|s1, · · · , st−1) = P(st|st−1). (4)
To estimate the HMM,we used an EM algorithm known as the Baum-Welch algorithm [32]. We
used the Viterbi algorithm [33] to estimate the time course of the hidden state given the observa-
tions. We estimated HMMs for our data using a python package hmmlearn (https://hmmlearn.readthedocs.io/),
which was originally developed as part of scikit-learn [29]. We used the default setting of hmm-
learn for determining the initial conditions for the EM algorithm. We confirmed that the varia-
tional Bayes (VB) algorithm for estimating the HMM, which is also widely used [34], yielded
qualitatively similar results to those obtained by the EM algorithm (Supporting Information, Fig.
S1).
The EM algorithm does not guarantee the exact optimization due to local minima. Therefore,
for both GMM and HMM, we carried out the optimization procedure 10 times and adopted the
model that attained the largest likelihood.
C. Synthetic data
To compare the performance between the GMM and HMM, we consider six types of synthetic
time series of N = 50 dimensions (Fig. 3(a)). A previous study reported that the hidden states of
resting-state fMRI data were clustered into two macroscopic states [12]. Therefore, we assumed
models with two hidden states (Fig. 3(a)). A model is specified by (i) a pair of N-dimensional
Gaussian distributions each of which corresponds to a hidden state and (ii) a dynamical rule gov-
erning transitions between the two states. In each time step, we generated an N-dimensional vector
from the Gaussian distribution specified by the current hidden state and updated the hidden state
according to a rule designating state transitions.
1. Gaussian distributions
Consider a pair of Gaussian distributionsN(µ1,Σ1) and N(µ2,Σ2). We set the parameters of
the two Gaussian distributions as follows. First, resting-state fMRI data obtained from N regions
of interest in the brain (see Sec. II D for details of the fMRI data) provide N-dimensional time
series. We set N = 50 for generating synthetic data. Second, we concatenated the fMRI data
recorded in all the sessions for a single participant into one N-dimensional time series and then
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concatenated the time series for all the participants into one time series. Third, we fitted a GMM
with two Gaussian components to the time series by maximum likelihood estimation. Fourth, we
discarded the estimated mixture weights (i.e., π1 and π2 = 1 − π1) such that we only used the two
Gaussian distributions. The dynamics of the hidden state are described in section II C 2.
We also generated synthetic data with additive noise in which the obesrved signals were given
by
x˜t = xt + ǫt, (5)
where ǫt = ǫt × (1, 1, · · · , 1) is noise, and ǫt obeys a one-dimensional standard normal distribution
(i.e, ǫt ∼ N(0, 1)) that is independent for different t. Such a noise term models global noise in
fMRI data [35]. In general, {x˜t} is more correlated between regions when the global noise is
present than absent.
In the case of both without and with additive noise, we varied the means of the obtained Gaus-
sian distributions as Ni = N(αµi,Σi) (i = 1, 2), where α(> 0) is a parameter controlling the
difficulty of the estimation problem; the estimation of the hidden-state dynamics and the probabil-
ity distribution of the observable is difficult when α is small.
2. Dynamics of the hidden state
We consider the following three rules governing the state transitions.
First, in the so-called Bernoulli dynamics, at each time point, one of the two hidden states was
selected with the equal probability, i.e., 0.5, regardless of the states in the past.
Second, in the deterministic dynamics, the initial hidden state s1 is equal to 1 or 2 with the
equal probability, i.e., 0.5. We denote by s˜1 the state that is opposite to s1, i.e., s˜1 = 3 − s1. The
hidden state was flipped every two time steps (“...11221122...”). Formally, for 1 < t ≤ tmax, we set
st =

s1 (t = 4m + 1, 4m + 2),
s˜1 (t = 4m + 3, 4m + 4),
(6)
where m = 0, 1, 2, . . ..
Third, in the Markov dynamics, the initial hidden state s1 was either 1 or 2 with the equal
probability, i.e., 0.5. Then, the time course of the hidden state obeys a Markov chain, of which the
state-transition probabilities are given by P(st = 1|st−1 = 1) = 0.948, P(st = 1|st−1 = 2) = 0.052,
6
P(st = 2|st−1 = 1) = 0.044, and P(st = 2|st−1 = 2) = 0.956. We used these values because they
were the values for the HMM fitted to the fMRI data in the case of N = 50.
D. fMRI data
We used extensively pre-processed fMRI data provided by the Human Connectome Project,
S1200 Release (https://www.humanconnectome.org/) [36]. The data set includes time series for
each ICA component for fMRI signals recorded from 1,003 participants (22–35yo, 534 females).
These participants completed four sessions of 15-min echo planar imaging (EPI) sequence on a 3T
Siemens Connectome-Skyra (TR = 0.72 s, TE= 33.1 ms, 72 slices, 2.0 mm isotopic; FOV = 208
× 180 mm) and a single T1-weighted sequence (TR = 2.4 s, TE = 2.14 ms, 0.7 mm isotopic, FOV
=224 × 224 mm). Each session yielded 1,200 volumes (i.e., observations) of EPI images. The
fMRI data were first minimally preprocessed according to Ref. [37]. Then, artifacts were removed
using ICA+FIX [38, 39] and inter-participant registration of cerebral cortex using MSMAII [40,
41]. The preprocessed data then underwent a group principal component analysis (PCA) using
MIGP [42]. The resulting eigenmap was fed to group-ICA, which was performed by FSL’s tool
MELODIC [43, 44]. The group-ICA was carried out for dimensions (i.e., number of independent
components) N = 15, 25, 50, 100, 200, and 300. We did not use group-ICA data generated with
N = 100, 200, and 300 because of high computational cost for estimating the models used in the
present study. In addition, we prepared data with N = 5 and 10 components by using the first 5
and 10 independent components in the N = 15 data set, respectively.
Unless we state otherwise in Sec. III C, we fed the fMRI data to algorithms for estimating
GMMs or HMMs after concatenating the observed signals obtained from all the sessions from a
single participant into one sequence and then the sequences obtained from all the participants into
one sequence. In the concatenated data, the final volume of sessions 1, 2, and 3 is followed by
the first volume of sessions 2, 3, and 4, respectively, although different sessions are not causally
related to each other. In practice, the influence of the concatenation on the estimation of the HMM
is considered to be negligible because each session is sufficiently long (i.e., 1,200 volumes).
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III. RESULTS
A. State-transition dynamics compared between the HMM and fMRI data
In contrast to GMMs, HMMs assume Markovian state dynamics, while the state dynamics
inferred for the given empirical data may considerably deviate from Markovian dynamics. There-
fore, we started by comparing the transition probabilities between hidden states 1 and 2 predicted
by the estimated HMM (i.e., P(st = 1|st−1 = 2) and P(st = 2|st−1 = 1)) and those directly calculated
for the fMRI data. We calculated the state-transition probabilities for the fMRI data as follows.
First, we estimated the HMM for the fMRI data concatenated over all sessions and participants.
Second, we determined the hidden state at each time point in the concatenated time series as the
one such that the likelihood conditioned on the state is larger than the likelihood conditioned on the
other state. Third, we extracted the time series of the hidden state for each session and each individ-
ual. Fourth, for each session and participant, we defined the transition probability from state 1 to 2
conditioned on state 1 byC(st−1 = 1 and st = 2)/ [C(st−1 = 1 and st = 1) +C(st−1 = 1 and st = 2)],
where C(·) denotes the count of the event in the argument over 2 ≤ t ≤ 1,200. Similarly, the
transition probability from state 2 to 1 conditioned on state 2 is given by C(st−1 = 2 and st =
1)/ [C(st−1 = 2 and st = 1) + C(st−1 = 2 and st = 2)]. Finally, we averaged the results over all the
sessions and participants.
We found that the empirical transition probabilities were substantially smaller than those pre-
dicted by the estimated HMM (by ≈19–34%; Table I). Therefore, for the present data set, the
dynamics of the hidden state assumed by the HMM are not that close to the state dynamics di-
rectly observed for the data.
Using the estimated HMMs and the time courses of the hidden state for the fMRI data, we
also examined the duration of the hidden state. The duration of the hidden state is defined by the
number of successive volumes for which the hidden state remains the same before it flips. The
distribution of the duration of hidden state 1, d, directly calculated for the fMRI data is shown by
the solid lines in Fig. 2. The distributions have a peak marking a typical time scale of the dynamics.
In contrast, the HMM assumes a geometric distribution, pd
11
(1 − p11), where p11 = P(st = 1|st−1 =
1). The geometric distributionmonotonically decreases in terms of d, as shown by the dashed lines
in Fig. 2. The discrepancy between the actual distribution of d given the hidden states estimated
by the HMM and the distribution of d implied by the HMM indicates that the present fMRI data
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as multivariate time series may not be reasonably described by HMMs.
B. Accuracy of estimating the hidden states for synthetic time series
We then compared the accuracy of estimating the hidden states between the GMM and HMM
using the synthetic time series, for which the true hidden states are known. The aim of this analysis
is to show that the HMM is not always more accurate than the GMM. In particular, the GMM
outperforms the HMM in some cases even if the time series was generated in a hidden Markovian
manner.
For each combination of a pair of Gaussian distributions (i.e., the pair without additive noise
and the pair with additive noise; see Methods) and a type of hidden-state dynamics (i.e., Bernoulli,
deterministic, or Markov; see Methods), which we refer to as a condition, we generated synthetic
time series of length tmax = 10
4. We varied the means of Gaussian distributions through parameter
α (see Methods). To each of the N-dimensional synthetic time series, we fitted the GMM and
HMM and inferred the hidden state at each time point. The accuracy score was defined as the
number of time points at which the hidden state was correctly estimated, which was then divided
by tmax. If the estimation is completely at random, the accuracy score is approximately equal to
0.5. For each α value and each of the six conditions, we generated 20 synthetic time series and
computed the average and standard deviation of the accuracy score. The results are shown in Fig.
3, where each panel corresponds to a condition. The figure indicates that the accuracy score is
higher for the HMM than the GMM in some cases and vice versa in other cases.
C. Consistency in the estimation of the hidden state across different recording sessions
For the fMRI data, we cannot evaluate the accuracy of estimating the hidden state because
the true hidden states are unknown. Therefore, we examined for each participant the extent to
which the frequency of the estimated hidden states was conserved across resting-state recording
sessions of the experiment. This analysis stands on the premise that, if hidden states characterize
fMRI signals, their properties such as the frequency of each hidden state should be similar across
different sessions.
First, for each dimension N = 5, 10, 15, 25, 50, we fitted the GMM and HMM with two com-
ponents (equivalent to the hidden states) to the fMRI signals for each participant, which were the
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concatenation of the signals over four sessions each of which contained 1,200 volumes. Then, for
each participant, we labeled the hidden state that appeared more frequently as state 1 and the other
as state 2. We denote the frequency of the two states computed for each participant and session
by π˜
( j)
1
and π˜
( j)
2
(= 1 − π˜
( j)
1
), respectively, where j(= 1, 2, 3, 4) represents the session. To quantify
how the frequency of the hidden states is consistent across sessions, we define the inconsistency
score for each participant by σ[π˜1]/E[π˜1], where σ[π˜1] and E[π˜1] are the standard deviation and
the average of π˜
( j)
1
computed over the four sessions, respectively.
The inconsistency scores for all participants as well as their box plot are shown in Fig. 4. In
most cases (i.e., N = 5, 10, 15, and 25), the GMM yielded substantially more consistent results
(i.e., smaller inconsistency scores) than the HMM (N = 5: Cohen’s d = 1.16, t1002 = −29.5, p <
10−137; N = 10: d = 0.80, t1002 = −30.2, p < 10
−141; N = 15: d = 1.18, t1002 = −35.3, p < 10
−177;
N = 25: d = 1.27, t1002 = −37.0, p < 10
−189 in two-sample t-tests). For N = 50, we did not find
a substantial difference in the two groups although the difference was statistically significant due
to a large sample size (d = 0.142, t1002 = 4.83, and p < 10
−5). The results indicate that the HMM
does not always outperform the GMM.
IV. DISCUSSION
We carried out a comparative analysis of the GMM and HMM with two components using
synthesized and empirical fMRI data. In one type of synthetic state-transition dynamics with
which the hidden state does not obey a Markov chain but obeys a deterministic dynamics, the
HMM underperformed or at most performed similarly to the GMM in terms of the accuracy of
estimating the hidden state (Figs. 3(b) and 3(e)). Furthermore, for the fMRI data with relatively
small dimensions, N (i.e., N ≤ 25), the participant-dependent frequency of the hidden state was
often more similar across sessions when the hidden states were estimated by the GMM than by the
HMM (Fig. 4). We consider that the HMMs have performed relatively poorly because the state
transition dynamics with these synthetic and empirical data considerably deviate from Markovian
dynamics (Table I and Fig. 2). In fact, the HMM also underperformed the GMM when the state-
transition dynamics were completely memoryless, which is a special case of being Markovian
(Figs. 3(a) and 3(d)). This result is probably because a simple model is in general better when the
given data do not have complex structure [45].
The validity of using HMMs could be influenced by the sampling rate of the data. If sampling
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is frequent and the actual brain dynamics have a higher-order temporal structure on the time scale
of the sampling period, the state-transition dynamics of the data may considerably deviate from the
first order dynamics (i.e., Markovian process), which HMMs assume. In contrast, if one samples
the data sparsely enough, then temporal relationships between three consecutive samples (i.e.,
second-order Markovian process) or more would be eliminated such that the sampled time series
possesses up to first order dependency. However, the number of samples thus obtained may be
too small to allow us to reliably infer the parameters of an HMM. In practice, HMMs are efficient
with a reasonable sampling rate with which the contribution of the first-order dynamics dominates
[46]. There is no guarantee that the sampling rate with which the discrete-time dynamics are
approximately of first order matches the time scale of neural dynamics of biological interest.
When the given data are short, GMMs are probably more advantageous than HMMs in that a
GMM with the same number of components as an HMM is better at avoiding overfitting. Fur-
thermore, when the given data are long or the estimation procedure has to be run many times,
GMMs may be advantageous over HMMs because the estimation of a GMM is less computation-
ally costly than that of an HMM. It should be noted that, even if a GMM outperforms an HMM,
we are not claiming that actual brain dynamics should be regarded to be memoryless. Rather,
because the GMM does not impose a particular assumption on state-transition dynamics such as
the Markovian property, the GMM is more versatile in describing state-transition dynamics, such
as deterministic ones, than the HMM. These advantages of GMMs over HMMs may contribute
to the understading of brain function. If one fits a GMM to fMRI data separately for individual
participants, a more accurate characterization of the brain state dynamics than that achieved by
existing group level analyses [8, 12, 18, 19, 21] may be realized. If this is the case, dynamics
of the brain state may be found to be associated with, for example, wakefulness and sleep [47],
attention-deficit/hyperactivity disorder (ADHD) [48], and schizophrenia [49].
We refrained from optimizing the number of hidden states. This is because there is no estab-
lished way to do so from data [50, 51], although some methods based on, e.g., the free energy in
the VB algorithms [34] and the number of appearance of each state in the estimated hidden-state
time courses [15], have practically been used. In previous studies using fMRI data, the estimated
numbers of hidden states are distributed in a wide range, i.e., between 5 and 19 [9, 12, 16, 47–49].
In contrast to these studies, we assumed two hidden states for the sake of simplicity. This choice
was also motivated by a previous study reporting that the hidden states were robustly agglomer-
ated into two clusters in human fMRI data and that the frequency of the two states was heritable
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and related to cognitive measures [15]. We also found in our previous work with energy landscape
analysis that transitions among two or three macroscopic states were correlated with participants’
behavior in a bistable visual perception task [19] and executive function [22]. Therefore, we be-
lieve that characterizing brain dynamics by transitions among an a priori determined small number
of states, as we have done in the present study, is a useful approach.
To summarize, we suggest the use of GMMs in situations where HMMs are a standard choice,
unless the ground truth about the state transition is supposed to be first-order Markovian. With
GMMs, we still retain capability of analyzing dynamics of hidden states, which one may be able
to relate to brain function and dysfunction. The present investigation has not exploited specificity
of fMRI signals except that data from each individual are relatively short. Therefore, applying both
GMMs and HMMs and comparing the obtained results is expected to be equally a good practice
for understanding other types of neural and non-neural time series data.
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From state 1 to 2 From state 2 to 1
Empirical HMM Empirical HMM
N = 5 0.0446 0.0539 0.0521 0.0619
N = 10 0.0450 0.0532 0.0448 0.0536
N = 15 0.0494 0.0586 0.0460 0.0552
N = 25 0.0427 0.0530 0.0475 0.0584
N = 50 0.0409 0.0518 0.0330 0.0443
TABLE I. Comparison between the empirical state-transition probabilities computed from the estimated
time courses of the hidden state (labeled “Empirical”) and those expected from the estimated HMM (labeled
“HMM”).
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FIG. 1. Overview of the estimation of hidden-state dynamics using GMMs and HMMs. (a) A multivariate
time series in discrete time such as fMRI data. (b) One fits a GMMwith two components to the multivariate
time series data shown in (a). The case of N = 2 is schematically shown. The estimation of the GMM
enables us to associate one of the hidden states (shown in color) to the data point at each discrete time, xt.
Using the estimated GMM, one can estimate the time course of the hidden state.(c) One fits an HMM with
two hidden states to the same data. In general, how the data points are clustered into two hidden states is
different between the GMM and HMM. Using the estimated HMM, one can estimate the time course of the
hidden state.
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FIG. 2. Distribution of the duration of hidden state 1. The solid lines represent the distribution for the fMRI
data, where the dynamics of the hidden state are estimated by the HMM. The dashed lines represent the
geometric distribution that the estimated HMM theoretically produces.
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FIG. 3. Accuracy of estimating the hidden states of synthetic data. (a) Synthetic data without additive
noise, Bernoulli state dynamics. (b) Without additive noise, deterministic state dynamics. (c) Without
additive noise, Markov state dynamics. (d) With additive noise, Bernoulli state dynamics. (e) With additive
noise, deterministic state dynamics. (f) With additive noise, Markov state dynamics. The shaded regions
represent one standard deviation.
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values after excluding outliers. The boxes represent the range between the first and third quartile values,
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FIG. S1. Comparison between expectation-maximization (EM) and variational-Bayes (VB) algorithms. The
accuracy of the estimated hidden states for the synthetic data is shown. (a) Synthetic data without additive
noise, Bernoulli state dynamics. (b) Without additive noise, deterministic state dynamics. (c) Without
additive noise, Markov state dynamics. (d) With additive noise, Bernoulli state dynamics. (e) With additive
noise, deterministic state dynamics. (f) With additive noise, Markov state dynamics. The shaded regions
represent one standard deviation.
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