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敵対的性質を示す仮想類似データを利用した 
深層距離学習の汎化性能の向上 
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Deep Metric Learning learns a small dimensional feature representation from input data points which has a 
geometry same as the input data points, in where the distance between similar data points are small and the 
distance between dissimilar datapoint are large. Therefore, it has been widely used in a variety of tasks like 
image retrieval and person re-identification. However, it requires to sample some kind of input data points to 
calculate similarity and dissimilarity to optimize itself but getting difficult to find efficient variations by hard 
example mining during its training. In this paper, we propose a novel deep metric learning method which is 
optimized by a loss function with generated virtual adversarial similar point and a metric loss and evaluate its 
performance in the Zero-shot learning benchmark with CUB-200-2011 and CARS-198 datasets. 
Key Words : deep metric learning, adversarial examples, fine-grained image recognition, zero-shot 
learning.	  
 
 
１． 背景 
Convolutional Neural Network(CNN)に代表される深層学
習の発展[1-3]により，深層距離学習は，画像検索やクラ
スタリング，顔認識，顔認証など様々な機械学習のタス
クや分野に応用されるようになってきた．その理由とし
て，深層距離学習は，入力データ空間において類似した
データはデータの距離が小さく，相違なデータはデータ
間距離が遠いという関係性を保持したまま，入力データ
から特徴を抽出することを目的とする手法であることが
挙げられる． 
このような特徴空間を作成するために，深層距離学習
ではペアの入力データを利用し，深層距離学習を行う
contrastive loss[4]や 3 つのデータの組み合わせを利用する
triplet loss[5-7]が提案されてきた．このように深層距離学
習は学習に複数の入力データの組み合わせをサンプリン
グする必要であり，手法を適用するデータセットが大規
模になればなるほど，膨大な組み合わせの中から学習に
有効なデータの組み合わせを見つけることは難しくなる．
そのため，比較的学習が容易なサンプルの組み合わせは
学習が進み易く，距離学習の制約を満たしやすいため，
学習が進むにつれ距離学習の誤差は値がほぼ 0 になり，
誤差逆伝播法に基づき学習モデルのパラメータの更新を
行う際にも，学習に貢献しないことが多い．以上のこと
から本当に学習すべき入力データの組み合わせを見つけ
ることが重要であるが，深層距離学習はクラス間の分散
を大きく，一方でクラス内のデータの分散を最小化する
目的関数に基づいて特徴空間を学習する．そのため，学
習データのマイニングは大きな計算コストを必要とし，
学習が進むほど学習に貢献しない組み合わせが増える一
方で，本当に学習すべき類似データ hard positive，相違な
データ hard negative の割合は少なくなる．このようなこ
とから学習に有効な入力データの組み合わせをマイニン
グによって見つけるのは難しい． 
本研究では，学習モデルの誤差の勾配情報を利用して
擬似的に学習に有効な入力データを生成し，深層距離学
習の学習に利用する手法を提案する．この手法では，敵
対的な性質を示すデータを仮想的に生成し，敵対的な性
質を持つ類似データ hard positive として学習データの組
み合わせに利用する．学習が進むにつれ，学習に貢献し
ない大量の相違なデータが増え学習に有効な入力データ
の組み合わせが少なくなった場合にも，擬似的な positive 
data を学習に利用することで，データセットの大部分の
不要なデータを再利用できる可能性がある．以上のこと
から，本研究では計算コストの高いデータのマイニング
を行う必要なく，敵対的性質を示す仮想データを利用し
て効率的な学習を行う深層距離学習を提案し，
CUB-200-2011[8], Cars196[9]の 2 つの画像の検索のベンチ
マークにおいて提案手法の性能を検証する． 
 
２． 方法 
（１）提案手法の全体 
提案手法は，Fine-grained Image Recognition のベンチマ
ークにおいて一定の成果を出している深層距離学習法を
ベースとする．深層距離学習法の代表的な手法として
Triplet Network[5]，さらに効率的な距離学習が可能な
N-pair sampling[10]が提案されている．提案手法では
N-pair sampling に基づく深層距離学習を，”敵対的な性質
を示す”仮想データを生成し，学習すべき類似データとし
て学習に使用することで，上記の認識ベンチマークにお
いて深層距離学習法の精度向上を行う． 
 
（２）Triplet Network と N-pair sampling 
Triplet Network のネットワークモデル図を Fig.1 に示す．
Triplet Network は𝑥"，𝑥#，𝑥$の 3 つの画像データの組み合
わせを入力データとして用いる．このとき𝑥#は𝑥"と同じ
教師ラベルを持つデータとする．𝑥$は異なるラベルを持
つデータとする．これらの画像の組み合わせを(パラメー
タを共有する) CNN 𝑓(∙)に入力し，特徴ベクトル𝑓(𝑥")，𝑓(𝑥#)，𝑓(𝑥$)を得る．この CNN の学習はこれらの出力を
用いて，式(1)で示す triplet hinge loss 関数を最小化するよ
うに誤差逆伝播法で最適化される．式(1)において，𝑚は
特徴空間におけるデータ間距離を決めるハイパーパラメ
ータであり，式(2)は深層距離学習に使用する距離指標で
あり，triple hinge loss 関数では２つの画像データから抽出
した特徴ベクトルのユークリッド距離の２乗を出力する
関数を使用する． 
 𝐿+,-#./+0𝑥", 𝑥#, 𝑥$2 	= max	{0, 𝑑(𝑓(𝑥"), 𝑓(𝑥#)) − 𝑑(𝑓(𝑥") − 𝑓(𝑥$)) +𝑚}     (1) 𝑑(𝑥, 𝑦) = ‖𝑥 − 𝑦‖@@                                (2) 
 
この Triplet Network の距離学習と，学習によって形成
される特徴ベクトル空間のモデル図を Fig.2 に示す．
Triplet Network の距離学習が十分に収束した場合は，Fig.2
で示すように，教師ラベルごとに偏るような特徴空間を
構築することが可能である． 
 
 
Fig. 1: Triplet Network のモデル図 
 
 
Fig.2: Triplet Network を用いた距離学習の図 
 
Triplet Network は 3 つの画像の組み合わせを学習に使
用する入力データとしてサンプリングしていたが，N-pair 
sampling は Fig.3 で示すように，1 つのクラスから 2 枚の
画像を Pair(𝑥"，𝑥#)としてサンプリングし，ミニバッチの
サイズと等しい Pair をランダムにサンプリングする．学
習の誤差関数を計算する際には，Fig.3 で示すようにミニ
バッチ内の異なるクラスのデータを𝑥$として用いること
で，1 つのクラスからサンプリングした Pair ごとに多様
な異なるクラスのデータと学習を行うことができるため，
Triplet Network よりも効率的な深層距離学習を行うこと
ができる．[10]で提案された N-pair loss 関数を式(3)として
示す． 
 
 
 
Fig.3: N-pair sampling によって作成する学習サンプルデ
ータと N-pair loss の計算法のモデル図．  
 𝐿AB#"-,0𝑥", 𝑥#, 𝑥$2 = log	(1 +	exp	(𝑑 I𝑓(𝑥") − 𝑓0𝑥#2J − 𝑑(𝑓(𝑥") − 𝑓(𝑥$))))         (3) 
 
式(3)において，誤差関数を最小化することで，Triplet 
Network と同じように，同じクラスに属するデータ間距離
を小さく，異なるクラスのデータ間距離を大きくする
discriminative な特徴空間を学習することができる．本研
究では，式(3)のベクトル間距離𝑑(∙)は式(2)を用いる． 
 
（３）敵対的性質を示す仮想データの生成と，この仮想
データを類似画像として深層距離学習を行う提案手法 
提案する手法は，深層距離学習法で使用する入力デー
タ𝑥"に対して敵対的性質を示す仮想データである𝑥K"LKを
作成し，これを同じラベルの画像𝑥#とみなして深層距離
学習を行う．本提案手法では式(4)の Triplet loss 𝐿+,-#./+に 
Npair-loss を使用し，敵対的な性質を示す仮想データを類
似画像とみなして距離学習に利用し，学習を行う誤差関
数 𝐿(𝑥", 𝑥K"LK, 𝑥$)を算出する．そして式(4)で示すように
この誤差と通常の入力データの組み合わせを用いた誤差𝐿(𝑥", 𝑥#, 𝑥$)の合計の誤差ℒを最小化する深層距離学習を
行う．敵対的性質を示す仮想データは VAT[11]で提案さ
れた学習誤差の勾配情報を使用する方法に基づき作成す
る． 
 ℒ = 𝐿0𝑥", 𝑥#, 𝑥$2 + 𝜆𝐿(𝑥", 𝑥K"LK, 𝑥$)              (4) 
 𝑥K"LK = 𝑥 + 𝑟K"LK                              (5) 
 𝑟K"LK = arg	max,;	‖,‖RST ‖𝑓(𝑥) − 𝑓(𝑥 + 𝑟)‖@              (6) 
 𝑟K"LKはある入力𝑥に対してユークリッド空間上の𝜖の範
囲で，最も出力に大きな影響を与える変動を示し，𝑟K"LK方
向のデータ変動を入力𝑥に対して加算することで学習す
べき敵対的な仮想データ𝑥K"LKを作成する．加算する際に
𝑥K"LKに任意の大きさ𝜖を乗算し増幅するが，この時の𝜖は
仮想データを作成するデータのドメインによって最適な
値が異なるため，データセットごとに適切な値を決める
必要がある． 
 
３． 評価実験 
提案手法の有効性を確かめるために使用したデータセ
ット，学習に使用するハイパーパラメータ，そしてこれ
らの条件に基づいた環境で行なった実験の結果を示す． 
 
（１）実験に使用するデータセット 
検証実験には 2 種類のデータセットを用意した．それ
ぞれのデータセットは多数の鳥の種や自動車の車種別の
画像から構成されるFine-grained Image Recognitionのデー
タセットである．それぞれのデータセットは極端に多い
クラスで構成され，それぞれのクラスには極端に少ない
画像データが用意されている．一部のクラスのデータで
学習し，テストは学習に全く使用していない異なるクラ
スの画像を使用する Zero-shot Learning の枠組みで検証実
験を行う． 
1つ目のデータセットはFig. 3で示すような画像から構
成される Cars196 データセット[9] であり，それぞれ異な
る 196 種類 の車の画像 16,000 枚から構成される．Zero 
shot learning で使われる実験プロトコルに従い最初の 98 
種類のクラスの画像を学習用データとして，後半の 98 種
類のクラスに属する画像をテスト用データとしてラベル
を予測する．2 つ目は Fig. 4 で示すような画像から構成さ
れる CUB-200-2011 データセット[8]であり，このデータ
セットは 200 種類の鳥の画像 12,000 枚から構成される．
最初の 100 クラスの画像 5,864 枚を学習に使用し，残り
のデータをテストに用いる．  
 
（２）実験環境の詳細 
先行研究[12] に従いベンチマークを行なった．深層学
習に使用する CNN は VGG16-BN[2, 13]最適化手法
optimizer は momentum SGD とし，momentum の重みは
0.9 に，weight decay の値は 5e-4 を選択した．学習に使
用するデータはランダムスケール，クロッピング，垂直
方向のフリッピングを前処理として行い， data 
augmentation を行い，いっぽうでテストデータはセンタ
ークロップのみ前処理として行った．学習はバッチサイ
ズ 32 のミニバッチ学習を行い，Cars-196 データセット
と CUB-200-2011 は 20,000 イテレーション，Online 
Product は 200,000 イテレーションの学習を行った．
optimizer の初期学習率 leraning rate は CUB-200-2011 で
1e-3，cars196 データセットで 1e-2，Online Product で 2e-3 
とした．GDML[12]の実験設定に基づき，VGG Net の最終
層の fc6 layer だけでなく，1 つ下の Pool5.3 layer から出力
される特徴ベクトルを用いてRecall@1の精度を算出した．
また，提案手法の仮想データを生成する際のパラメータϵ 
は実験によって最適な値を決定した． 
 
（３）実験結果 
ベースラインとなる先行研究[12] の再現実験を行った
後，提案手法でチューニングする必 要のあるハイパーパ
ラメータϵ の値を決定する．CUB-200-2011 データセット
においてϵ の 値を変えて提案手法を学習させ，テストデ
ータに対するRecall@1 の値を算出した．この結果をFig.6
に示す． 
Fig. 6 において，ϵ の値が 2 から 10 の範囲で高い精度
が出ていることがわかる．Car196 データセットにおいて
ϵ の値を変えて提案手法を学習させ，テストデータに対
する Recall@1 の値を算出した．この結果を Fig. 7 として
示す． Fig. 7 において，fc6 の結果からϵ の値が 7 から
32 の範囲で高い精度が出ていることがわ かる．一方で
pool5.3 の結果からは特定のϵ の値によらず一定の結果
が得られていることがわ かる．提案手法とこれまでの先
行研究の画像検索の精度 Recall@1 の結果を Table. 4.1 に
示す． Table. 4.1 より，提案手法は Recall@1 の評価指標
において，layer pool5.3 の出力特徴ベクトルでも，layer fc6 
の出力特徴ベクトルでもベースラインとなる先行研究
[31] の精度向上を果たしていることがわかる．特に layer 
fc6 において高い精度向上が確認できた． 
 
 
Fig.6 : CUB-200-2011 データセットにおいて提案手法の
ハイパーパラメータ𝜀の値を変えた時の実験結果 
 
 
Fig.7: Car196 データセットにおいてハイパーパラメー
タ𝜀を変えた時の実験結果 
 
４． 考察 
	 提案手法において人手で調節する必要があるハイパー
パラメータによる性能の違い，既存の先行研究との比較
を行う． 
 
 
 
 
Table.1: 提案手法と比較手法の画像検索の Recall@1 の結果
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Method Network Dim Cars-196 CUB-200-2011 
Lifted structure GoogLeNet 64/64/512 53.0 47.2 
Facility Inception v1 BN 64 58.1 48.2 
Angular Loss GoogLeNet 512 71.4 54.7 
Proxy-NCA GoogLeNet 64 73.2 49.2 
ABE 8 Heads Ensemble 512 85.2 60.6 
Baseline(rebuild GDML) VGG16-BN(pool5.3) 512 87.9 67.2 
Baseline(rebuild GDML) VGG16-BN(fc6) 512 80.7 63.4 
Our method VGG16-BN(pool5.3) 512 88.17 68.8 
Our method VGG16-BN(fc6) 512 82.92 65.6 
（１）ハイパーパラメータとDeep Metric Learningの汎化
性能の関係 
Cub200-2011 データセットにおける提案手法の
Recall@1 の精度は Fig. 4.4 より，敵対的仮想類似データ 
を作成する際に付与する敵対的なノイズの大きさϵは影
響を与えていることがわかる．ϵの値が小さいと元データ
と敵対的仮想類似データの特徴ベクトル間の距離がほぼ
同じになってしまい，過学習が生じている可能性がある．
一方で，ϵの値が大きすぎる場合は，汎化性能が上がるよ
うな有益な仮想データが作れていない可能性があり，そ
のために精度が上がらない，または下がっている可能性
がある． Fig. 4.5 は pool5.3 の Recall@1 の結果がϵに影
響を受けず，ほどんど同じ結果となった．一方で，fc6 の
Recall@1 の値より7 < ϵ < 32 の範囲で精度の向上が見ら
れるため，提案手法の敵対的仮想類似データを用いた学
習は全結合層の fc6 の過学習を防いでいると考えられる．
[12] の提案した pool5.3 で Recall を計算する手法は，fc6 
と比較して過学習しづらい特性を持つために fc6 よりも
精度が高く，提案手法の過学習抑制効果があまり得られ
ないのではないかと考えられる． 
 
（２）提案手法と既存研究との Recall@1 の精度の比較 
Table. 1 より，提案手法は既存の手法でありベースライ
ンとなる，高い汎化性能を達成している[13] の手法の精
度向上を達成した．この結果より，提案手法は敵対的な
性質を示す擬似的なデータ敵対的仮想データを同じクラ
スのデータとみなして学習を行うことが Deep Metric 
Learning の学習に有益な学習をもたらすとわかる．提案
手法は Deep Metric Learning の positive データを擬似的に
生成した．既存研究にはより洗練された Metric Loss や，
学習に効率的な Negative データを作成する手法がある
ので，これらの手法を組み合わせて，より精度の高い画
像検索手法を実現したい． 
 
５． 結論 
本研究では，多数のクラスラベルが少数の画像に付与
された同じ粒度の画像から構成される Fine-grained Image 
recognition と Zero-shot learning の枠組みの中で検索シス
テムの性能向上を達成した．Deep Metric Learning という
データ群から特徴を抽出する際に，よりクラスラベルご
とに偏るようなクラスタを形成する手法に，敵対的な性
質を示す擬似的なデータ Virtual point を生成し，あるデ
ータに対して学習すべき hard positive データとして用い
ることで汎化性能を向上させた．本報告では提案手法が
このベースラインとして用いた State of The Art の先行研
究に対してその精度を向上させたことを確認した．今後
は提案手法でチューニングの必要なハイパーパラメータ
の自動推定や，より高い汎化性能を達成するための手法
に取り組んでいく． 
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