In the recent years computational vision-based diagnostic systems for dermatology have demonstrated significant progress. In this work, we review these systems by firstly presenting the visual features used for skin lesion classification and methods for defining them. Τhen we describe how to extract these features through digital image processing methods, i.e., segmentation, registration, border detection, color and texture processing). Τhen we present how to use the extracted features for skin lesion classification by employing artificial intelligence methods and heuristics, i.e., Discriminant Analysis, Neural Networks, Support Vector Machines. We finally compare these techniques in discriminating malignant melanoma tumors versus dysplastic naevi lesions.
Introduction
Malignant melanoma is among the most frequent types of skin cancer and one of the most malignant tumors. Its incidence has increased faster than that of almost all other cancers and the annual incidence rates have increased on the order of 3ñ7% in fair-skinned populations in recent decades (1) . The advanced cutaneous melanoma is still incurable, but when diagnosed at early stages it can be cured without complications. However, the differentiation of early melanoma from other pigmented skin lesions is not trivial even for experienced dermatologists. The issue has attracted the interest of many researchers, who have developed systems for automated detection of malignant melanoma in skin lesions, which will be surveyed here.
The main design issues for a machine vision system for melanoma detection concern the image acquisition set up, the image processing and the classification methodology. More specifically the following questions have to be addressed: 6. How can we assess the performance of a classifier?
Materials and Methods

Image acquisition
The first step in machine vision-based expert systems involves the acquisition of the tissue digital image. The main techniques used for this purpose are the epiluminence microscopy (ELM or dermoscopy) and the image acquisition using still or video cameras. By placing a thin layer of oil on a lesion and then pressing a special hand-held microscope against the oil field on the patient's skin, ELM provides for a more detailed inspection of the surface of pigmented skin lesions and renders the epidermis translucent, making many features become visible. Recently new techniques have been presented, that use multispectral images. The chosen wavelengths interact preferentially with constituents of the skin and are able to reveal the structure of the skin lesion. An example is the work presented in (2).
The construction of systems with the ability to capture reliable and reproducible images of skin is rather challenging due to equipment and environmental constraints, such as image resolution, image noise, illumination, skin reflectivity and pose uncertainty. The use of commercially available photographic cameras is quite common in skin lesion inspection systems, particularly for telemedicine purposes (3).
However, the poor resolution in very small skin lesions, i.e., lesions with diameter of less than 0,5 cm, and the variable illumination conditions are not easily handled and therefore high-resolution devices with low-distortion lenses have to be used.
However, the requirement for constant image colors, (necessary for image reproducibility) remain unsatisfied, as it requires real time, automated color calibration of the camera, i.e., adjustments and corrections to operate within the dynamic range of the camera and to measure always the same color regardless of the lighting conditions. The problem can be addressed by using video cameras that are parametrizable online and can be controlled through software (4), (5) at the price of higher complexity and costs.
Definition of features for detection of malignant melanoma
In this section we will examine the features, i.e., the visual cues that are used for melanoma detection. Similarly to the traditional diagnosis procedure, the computerbased systems look for features and combine them to characterize the lesion as malignant melanoma or dysplastic nevus. The features employed have to be measurable and of high sensitivity, i.e., high correlation of the feature with malignant melanoma and high probability of true positive response. Furthermore, the features should have high specificity, i.e., high probability of true negative response. Although in the typical classification paradigm both factors are considered important (a tradeoff expressed by maximizing the area under the Receiver-Operating-Characteristic curve), in the case of malignant melanoma the suppression of false negatives (i.e., increase of true positives) is obviously more important.
In the conventional procedure, the following diagnostic methods are mainly used • Asymmetry: The lesion is bisected by two axes that are positioned to produce 
Asymmetry features
The asymmetry is examined with respect to a point, one or more axes. The asymmetry index is computed by first finding the principal axes of inertia of the tumor shape in the image and it is obtained by overlapping the two halves of the tumor along the principal axes of inertia and dividing the non-overlapping area differences of the two halves by the total area of the tumor.
Border Features
The most popular border features are the Greatest Diameter, the Area, the Border Irregularity, the Thinness Ratio (32) , the Circularity index and the variance of the 
Differential structures
The differential structures as described in the ABCD method, as well as most of the patterns that are used by the pattern analysis, the Menzies method and the 7-points checklist are very rarely used for automated skin lesion classification, obviously due to their complexity.
Computational methods for skin lesion classification
In this section we will examine the most popular methods for skin lesion classification. The task involves mainly three phases: feature selection, learning and testing (7), which are analyzed in the following.
The success of image recognition depends on the correct selection of the features used for the classification. This is a typical optimization problem, which may be 
where x i is the ith sample and x is the population mean (13).
The Support Vector Machines (SVMs) is a popular algorithm for data classification into two classes (14) (17), (18). SVMs allow the expansion of the information provided by a training data set as a linear combination of a subset of the data in the training set (support vectors). These vectors locate a hypersurface that separates the input data with a very good degree of generalization. The SVM algorithm is based on training, testing and performance evaluation, which are common steps in every learning procedure. Training involves optimization of a convex cost function where there are no local minima to complicate the learning process. Testing is based on the model evaluation using the support vectors to classify a test data set. Performance evaluation is based on error rate determination as test set data size tends to infinity.
Results
The development of computer-based systems for the characterization of skin images preoccupies many biomedical laboratories (33). The work in (15), (19) identified succesfully tumor, crust, hair, scale, shiny and ulcer by using features vectors. The average success rates were 85% with the chromaticity coordinates to overpass in performance the remaining color spaces. Of course it is expected that a combination of color spaces will result in a better identification. The same team used neural networks to identify variagated coloring in skin tumors with 89% correct results (15).
In (20) the CIELAB color space for the analysis of skin erythema was used. This research was conducted to test the effect of specified drugs to the human skin. In (21) a method based on feature extraction is proposed for the objective assesment of burn scars. The results illustrated the ability to objectively detect differences in skin elasticity between normal and abnormal tissue. RGB and the HIS color planes are also used for the detection of melanoma (22) which is used for identification in these systems, is the intensity of the fluorescence.
The first attempt on using fluorescence methods for in situ detection of melanoma was made in (27), where autofluorescence of skin tissues was excited in vivo with ultraviolet light and recorded the spectra of light emitted by healthy tissues, naevi and melanomas. It was found that melanomas generated specific patterns of variation in the fluorescence intensity, specifically local maxima in the transition zone between the melanoma and the healthy skin were detected, which was not found for naevi. The sensitivity and specificity rates using discriminant analysis, neural networks and support vector machines are presented in Table 2 and Table 3 for VGP-DSP and RGP-DSP classification. We have used the cross-validation or ëleaving-one-outí estimator of the rate of correct classifications, obtained by seeing how each observation is classified according to a function recalculated after omitting that observation from the analysis. The neural networks models also performed very well.
Using four principal components as input, the success rate achieved was 97% (93% of VGP and 100% of DSP). This was reduced to 85% correct classification (79% of VGP and 90% of DSP) using only the first two principal components. Using Greatest Diameter and Thinness Ratio as features (32) for input ñ that is, the two significant predictors identified by the discriminant analysis method ñ gave 97% correct classification, exactly as in the discriminant analysis. The corresponding sensitivity and specificity indexes are presented in Table 2 . Table 2 . Sensitivity and Specificity Indexes of the VGP -DSP classification Regarding the SVM algorithm, different polynomial kernel functions were tried on subsets of the 34 cases, in order to find the less complex kernel function that results in low number of support vectors comparing to the train set. The support vectors calculated using the Gaussian radial base kernel function were the fewest with 100%
successful classification of the test data set. These support vectors were tested using all the cases of malignant melanoma denoted as VGP and dysplastic nevus denoted as DSP and it performed excellently, classifying them correctly 94%.
RGP-DSP Comparison
The discriminant analysis method has been applied to the problem of RGP-DSP comparison and classified correctly 97% of the cases (100% of DSP and 93% of RGP). The neural network model achieved 100% correct classification taking four principal components as input and 94% correct (100% of DSP and 86% of RGP) using two components. Taking as input the three variables that had been selected by the discriminant analysis procedure, the neural network again gave 100% correct classification. The results are depicted in Table 3 . For the SVM classification a first order polynomial was used and 5 support vectors were calculated. These support vectors were tested using all the cases of malignant melanoma denoted as RGP and dysplastic nevus denoted as DSP and it performed very well, classifying correctly 97% of the cases.
Conclusions
The most remarkable systems for the automated detection of malignant melanoma have been surveyed. These systems employ a variety of methods for the image acquisition, the feature definition and extraction as well as the lesion classification from features.
The most promising image acquisition techniques appear to be those that reveal the skin structure through selected spectral images. However, the problem of repeatability of the measurements for follow-up studies has not been satisfactorily resolved.
Regarding the features, it is clear that the emphasis has been on assessment of lesion size, shape, color, and texture. These statistical parameters were chosen primarily for computational convenience; they can be acquired with well-established analytic techniques at a manageable computational cost. However, they do not correspond to known biological phenomena and do not model human interpretation of dermoscopic imagery. On the contrary, the structural patterns that are considered essential for manual lesion categorization seem to have been neglected by the computational intelligence community, due to their complexity, although their exploitation could provide crucial information.
As far as the classification method is concerned, the SVM seems to perform better.
However, it is actually the selected features that are critical for the performance of the classifier and the training procedure as well, which has to include the biggest possible variety of cases.
The results presented so far, from the research community are promising for the future. It is now necessary to examine more patients in order to increase the number of cases, particularly during the classification phase. This will clarify the issue of selecting the most powerful variables for classification and may also enable even better classification if examination of the differences in results between the two methods casts light on why misclassifications can arise. 
