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Virtualization technology is the focus of IT technologycurrently. Using 
virtualization to optimize IT infrastructure and improve operational efficiency of IT 
systems is the direction of technology development.With the development of 
virtualization technology, it’s no longer limited to the field of server. The 
transformation of the network to meet the needs of virtualized applications becomes 
more and more urgent.With the popularity of next-generation internet technology, 
how to support the transition from IPv4 to IPv6becomestechnical difficulties of 
network construction. 
This paper introduced the current popular network virtualization 
technology,highlighting MPLS, 6PE and 6VPEin the control plane and forwarding 
plane. Similarities and differences between 6PE and 6VPE are analyzed and 
compared. We tested and contrasted several different virtualization technologies such 
as VSS, VDC, IRF, 6VPE, and assessed the risk of a hybrid deployment. Based on 
Xiamen University Campus Network,a multi-vendor virtual campus network 
supporting IPv4/IPv6 dual stack is deployed. Finally, the limitationsand defects of the 
differentvirtualizationsin practical applications are analyzed, and the future of 
Network virtualization technologydevelopment is prospected. 
Currently, hybrid deployment of virtualization technology such as 6VPE and 
VSShad fewer cases.The success of the deployment of virtual campus network 
supporting IPv4/IPv6 dual stack in this paper has a good value for the China next 
generation internet research and the future of IPv6 commercially available.  
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1.2  论文完成的主要工作及组织结构 
本文主要工作为研究在园区网平台上支持 IPv4/IPv6 双栈的虚拟化基础网
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足其独特的需求。对于基础网络来说，在一套物理网络上采用 VPN 或 VRF技术划
分出多个相互隔离的逻辑网络，是一虚多的虚拟化；将多个物理网络设备整合成
一台逻辑设备，简化网络架构，是多虚一的虚拟化。 
2.1  多虚一技术 
早期网络多虚一技术多为交换机集群技术，而新的技术则主要分为两个方向，
控制平面虚拟化与数据平面虚拟化。数据平面虚拟化主要为 TRILL（Transparent 









Fabric Extender、H3C的 VCF（Vertical Converged Framework，纵向融合架构）、





















2.1.1  StackWise/ StackWise+ 
StackWise 系列技术为思科系统在其 3750系列交换机上运行的堆叠技术，









 StackWise Plus 是 StackWise 的演进版本。StackWise Plus 只在 Cisco 
Catalyst 3750-E 系列交换机上支持。其区别为： 
 对于单播数据包，StackWise Plus 支持目的地剥离，而 StackWise 支
持源剥离。 
 StackWise Plus 可执行本地交换。StackWise 不具备这个功能。此外，
由于 StackWise 不支持本地交换和源剥离，因此，即便是发送至本地的
数据包也必须穿过堆叠的整条环路。 
 StackWise Plus 最多支持每个 Cisco Catalyst 3750-E 安装 2 个线速
万兆以太网端口。 
 Cisco Catalyst 3750-E 只有在连接全部由 Cisco Catalyst 3750-E 交
换机组成的堆叠时，才运行 StackWise Plus；如果堆叠中包括一个或多
个 Cisco Catalyst 3750，它将运行 StackWise。 
2.1.2  VSS 
虚拟交换系统 Virtual Switching System ( VSS ) 1440 是思科系统在 2007
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辑线路以及单一 IP  地址。所以使用者无需各别设定政策至两个设备，
亦无需维护两份路由表格( Routing table )。除了可提供传统网络高
可用性( High Availability, HA )的容错机制外，更免除了复杂的网
络协议规划与管理，不再需要在每个 VLAN  上设定三个 IP  地址，亦





新的 VSS 系统，采用跨机身的链路汇集( MEC )机制，可将分别上连至
两部核心交换器的链路汇集成单一连结，以实现 Active / Active 的备
援模式，大幅提升上行连结带宽的使用效率。MEC 是一种 Layer 2多路
径技术，创建了简化的无环路技术，不再采用生成树( STP )协议，同
时仍能启动以严格防御用户误配置。 
2.1.3  IRF/IRF2 
IRF 智能弹性架构（Intelligent Resilient Framework）系列技术为 H3C
系统专有的虚拟化堆叠技术，将实际物理设备虚拟化为逻辑设备供用户使用。支
持 IRF 的多台设备可以互相连接起来形成一个“联合设备”，这台“联合设备”
称为一个 Fabric，而将组成 Fabric 的每个设备称为一个 Unit。多个 Unit 组成
Fabric后，无论在管理还是在使用上，就成为了一个整体。IRF设备的交换容量
和端口数量就是 IRF 内部所有单机设备交换容量和端口数量的总和，因此它可以





















Slave 设备在作为备份的同时也可以处理业务。一旦 Master 设备故障，系统会







早期在 H3C S3600/S5600 上提供此类解决方案。IRF2（Intelligent Resilient 
Framework 2，第二代智能弹性架构）是分布式的 IRF 架构，支持分布式框式设
备，既支持对盒式设备的堆叠虚拟化，同时也支持 H3C同系列框式设备的虚拟化，
包括 S12500，S9500E，S7500E，S5800，S5500，S5120EI 各系列内的 IRF2 虚拟
化整合扩展了设备类型，使得组网更加灵活。 
2.1.4  Virtual Chassis 技术 
VC 技术是 Juniper EX 4200 交换机独具特色的堆叠技术。与其他堆叠技术
一样，提供相同的高可用性功能和大多数的故障切换功能。这个技术和 Cisco的
堆叠不相同，类似 Catalyst 6500系列的 VSS系统，但是又不同于 VSS系统，每
个 EX 4200 系列交换机都能作为路由引擎发挥作用。当两个或多个 EX 4200系列
交换机互连在一起时，它们可与所有的虚拟机箱中的其他交换机共享一个控制层。
当两个 EX 4200 系列交换机互连在一起时，JUNOSTM软件将自动启动选择程序以
便分配主用(活动)和备用(热备份)路由引擎。一旦主用路由引擎发生故障，集成
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