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Ruin probabilities under general investments and
heavy-tailed claims
Henrik Hult and Filip Lindskog
Abstract. In this paper we study the asymptotic decay of finite time ruin
probabilities for an insurance company that faces heavy-tailed claims, uses
predictable investment strategies and makes investments in risky assets whose
prices evolve according to quite general semimartingales. We show that the
ruin problem corresponds to determining hitting probabilities for the solution
to a randomly perturbed stochastic integral equation. We derive a large de-
viation result for the hitting probabilities that holds uniformly over a family
of semimartingales and show that this result gives the asymptotic decay of
finite time ruin probabilities under arbitrary investment strategies, including
optimal investment strategies.
1. Introduction
Consider the following model for the evolution of the risk reserve of an insurance
company. The cumulative premiums minus claims up to time t are modeled by a
Le´vy process, denoted εYt, whose downward jumps are assumed to have a heavy-
tailed (regularly varying) distribution. The insurance company has the opportunity
to deposit its capital to a bank account giving instantaneous interest rate rt and
to invest its capital by taking positions in n risky assets with spot prices Skt , k =
1, . . . , n. We assume that the spot prices form strictly positive semimartingales
and that the interest rates form a ca`dla`g adapted process. We let pi0t denote the
fraction of the risk reserve deposited to the bank account and let, for k = 1, . . . , n,
pikt denote the fraction invested in the kth risky asset at time t. It is assumed that
pit = (pi
0
t , . . . , pi
n
t ) is a ca`gla`d predictable process. By construction pi
0
t + · · ·+pint = 1.
With this notation the evolution of the risk reserve Xεt over time is given by the
stochastic integral equation
Xεt = x+
∫ t
0+
pi0sX
ε
s−rs−ds+
n∑
k=1
∫ t
0+
piksX
ε
s−
dSks
Sks−
+ εYt, t ≥ 0,(1)
where x > 0 denotes the initial capital. In this paper the ruin probability over a
finite time interval, which without loss of generality is taken to be [0, 1], is studied.
Since this probability cannot be computed without assuming a particular (simple)
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parametric model, we will rely on asymptotic approximations. In this paper the
asymptotic decay of the ruin probability P (inft∈[0,1]X
ε
t < 0) is determined, as
ε → 0. The investment strategies are allowed to depend on ε; natural examples
would be strategies that are functions of the reserve- and premium-minus-claims
processes. Moreover, the asymptotic decay of the ruin probability under optimal
investment strategies is obtained (see Theorem 1 and Corollary 1).
The formulation of the ruin problem can be restated in terms of hitting prob-
abilities for the solution to the stochastic integral equation
Xεt = x+
∫ t
0+
Xεs−dZs + εYt, t ∈ [0, 1],(2)
where Z is a semimartingal. In particular, the stochastic integral equations (1) and
(2) coincide on [0, 1] if
Zt =
∫ t
0+
pi0srs−ds+
n∑
k=1
∫ t
0+
piks
dSks
Sks−
.(3)
If the quadratic covariation process [Z, Y ] = 0 a.s. it follows from Itoˆ’s formula (see
Lemma 1) that the solution Xε to (2) is given by
Xεt = E(Z)t
(
x+ ε
∫ t
0+
dYs
E(Z)s−
)
, t ∈ [0, 1],(4)
and X0t = xE(Z)t, where E(Z) denotes the Dole´ans-Dade exponential ([11], p. 84)
E(Z)t = e
Zt−
1
2
[Z,Z]ct
∏
s∈(0,t]
(1 + ∆Zs)e
−∆Zs .
Here [Z,Z]c is the continuous part of the quadratic variation process and ∆Zt =
Zt−Zt−. Note that if Z has jumps bounded below by −1 and inft∈(0,1]∆Zt > −1,
then E(Z)t is strictly positive and it follows that inft∈[0,1]X
0
t > 0. However, the
process εY may cause Xεt to be negative but as ε→ 0 such events become more and
more rare. Using a functional large deviation result for stochastic integrals driven
by regularly varying Le´vy processes the asymptotic decay of the hitting probability
P (inft∈[0,1]X
ε
t < 0) as ε → 0, is obtained (under a natural moment condition on
E(Z)). This immediately gives the asymptotic decay of the ruin probability.
Letting ε → 0 in the ruin problem means that we are studying the decay of
the ruin probability when the premiums-minus-claims process becomes (arbitrary)
small compared to the risk reserve. Alternatively, one can keep ε fixed and let
the initial capital x → ∞. This is the more popular approach in the risk theory
literature. From (4) we see that
P
(
inf
t∈[0,1]
Xεt < 0
)
= P
(
inf
t∈[0,1]
{
x+ε
∫ t
0+
dYs
E(Z)s−
}
< 0
)
= P
(
inf
t∈[0,1]
∫ t
0+
dYs
E(Z)s−
< −x
ε
)
and hence the asymptotic analysis in the two cases is identical.
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Of particular interest is the asymptotic decay of the ruin probability under an
optimal investment strategy; i.e. a strategy that minimizes the ruin probability. We
prove a large deviation result for hitting probabilities for Xε in (4) with Z as in
(3) which holds uniformly over a family Π of investment strategies pi:
lim
ε→0
inf
pi∈Π
P (inf t∈[0,1]X
ε,Z
t < 0)
ν(−∞,−ε−1) = x
−α inf
pi∈Π
∫ 1
0
EE(Z)−αt dt,(5)
where ν is the Le´vy measure of Y1. Roughly speaking our result says that, for
small ε, the optimal strategy (which may depend on ε) does not yield much smaller
ruin probability than, what we call, an asymptotically optimal strategy. That is, a
strategy that minimizes the integral on the right-hand side in (5). This is relevant,
because finding asymptotically optimal strategies is much easier than finding opti-
mal strategies. In some cases an asymptotically optimal strategy can be explicitly
calculated (see Proposition 6 below).
In the special case where the asset price follows a geometric Brownian motion
and the premiums-minus-claims process is a compound Poisson process, the optimal
investment strategy, for the infinite time horizon ruin problem with interest rate
r = 0, is characterized in [6]. There the authors use stochastic control theory to
characterize the optimal strategy as a solution to a partial differential equation.
In the case of heavy-tailed claim sizes, the asymptotic value (as the initial capital
x → ∞) of the optimal fraction invested in the risky asset is determined in [5]
and [13]. It coincides with the asymptotically optimal strategy (in the finite time
horizon case) determined in Example 2 below. When the asset price follows an
exponential Le´vy process the asymptotic decay of the ruin probability for constant
investments pi was recently studied in [9]; also in the case of an infinite time horizon.
The paper is organized as follows. Section 2 is devoted to the asymptotic
decay, as ε → 0, of hitting probabilities for the solution Xε in (2). This result is
applied to finite time horizon ruin problems in Section 3, where we also consider
asymptotically optimal strategies. All the proofs and some auxiliary results are
given in Section 4.
Throughout the paper we refer to [11] for definitions and notation. We as-
sume that all the random elements considered are defined on a complete filtered
probability space (Ω,F, (Ft)t∈[0,1], P ) satisfying the usual hypotheses, see p. 3 in
[11].
2. Hitting probabilities for the solution to a stochastic integral
equation
In this section we investigate hitting probabilities for the solution to a stochastic
integral equation that is perturbed by small but heavy-tailed random noise. The
main result is Theorem 1 that gives a large deviation result for hitting probabilities
which holds uniformly over a family of semimartingales.
Consider the stochastic integral equation
Xεt = x+
∫ t
0+
Xεs−dZs + εYt, t ∈ [0, 1],(6)
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where Y is a Le´vy process and Z is a semimartingal. If the quadratic covariation
process [Z, Y ] = 0 a.s. it follows from Itoˆ’s formula (see Lemma 1 below) that the
solution Xε to (6) is given by
Xεt = E(Z)t
(
x+ ε
∫ t
0+
dYs
E(Z)s−
)
, t ∈ [0, 1],(7)
and X0t = xE(Z)t. Suppose Z has jumps bounded below by −1, i.e. inft∈(0,1]∆Zt >
−1. Then E(Z)t is strictly positive and it follows that inft∈[0,1]X0t > 0. However,
for ε > 0 the process Y may cause Xεt to take negative values and as ε → 0 this
event becomes more and more rare. We are concerned with the asymptotic decay
of the probability that inft∈[0,1]X
ε
t < 0. Using the explicit solution (7) it follows
that {
inf
t∈[0,1]
Xεt < 0
}
=
{
inf
t∈[0,1]
∫ t
0+
dYs
E(Z)s−
< −x
ε
}
.(8)
Hence, it is sufficient to consider hitting probabilities for the stochastic integral on
the right hand side.
Suppose, for now, that the Le´vy measure ν of Y1 is regularly varying. That is,
there is an α > 0 and a p ∈ [0, 1] such that, for all λ > 0,
lim
u→∞
ν(−∞,−λu)
ν(−∞,−u) ∪ (u,∞) = pλ
−α, lim
u→∞
ν(λu,∞)
ν(−∞,−u) ∪ (u,∞) = (1− p)λ
−α.
(9)
Using (8) together with a functional large deviation result in [7] for stochastic
integral processes driven by regularly Le´vy processes, the asymptotic decay of the
hitting probability can be obtained. A modification of Example 3.2 in [7] is the
following.
Proposition 1. Let Y be a Le´vy process and suppose that the Le´vy measure ν of
Y1 satisfies (9) with p > 0. Let Z be a semimartingale such that inft∈(0,1]∆Zt > −1
a.s., [Z, Y ] = 0 a.s., and for some δ > 0
E sup
t∈[0,1]
E(Z)−α−δt <∞.(10)
Then the solution Xε to (6) satisfies
lim
ε→0
P (inft∈[0,1]X
ε
t < 0)
ν(−∞,−ε−1) = x
−α
∫ 1
0
EE(Z)−αt dt.
Note that the moment condition (10) only concerns the behavior of E(Z) near
0. This conditions implies that the probability that the unperturbed system X0 is
close to 0 is sufficiently small. If Z is a Le´vy process satisfying inft∈(0,1]∆Zt > −1
a.s., then whether (10) holds or not depends only on the decay of the Le´vy measure
of Z1 near −1. In this case the following is a more easily checked sufficient condition.
Proposition 2. Let Z be a Le´vy process and let η be the Le´vy measure of Z1. If
η(−∞,−1] = 0 and ∫ −a−1 (1+z)−α−δη(dz) <∞ for some a ∈ (0, 1), then (10) holds.
Since this is a special case of Proposition 4 below we omit the proof.
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Remark 1. Note that for the Le´vy process Z in Proposition 2, η(−∞,−1] = 0
implies that inft∈(0,1]∆Zt > −1 a.s.
The moment condition on the Le´vy measure η is such that the distribution of
the jumps of the Le´vy process Z can be regularly varying at −1 as long as the
index of regular variation is strictly less than −α. That is, the risky asset may,
for instance, have heavy-tailed negative returns as long as the tail is not too heavy
compared to that of the Le´vy measure ν.
If Z is a Le´vy process, then the constant
∫ 1
0
EE(Z)−αt dt appearing in Proposi-
tion 1 can be explicitly computed.
Proposition 3. Let Z be a Le´vy process on the form Zt = rt + σBt + Jt, where
r ∈ R, σ ≥ 0, B is a standard Brownian motion and J is a compound Poisson
process independent of B. If J = 0, then∫ 1
0
EE(Z)−αt dt = C(α, r, σ) =

exp
n
σ2
2
(α2+α)−αr
o
−1
σ2
2
(α2+α)−αr
if α 6= 2r/σ2 − 1,
1 if α = 2r/σ2 − 1.
If J 6= 0 and the Le´vy measure η of J1 satisfies η(−∞,−1] = 0 and
∫ −a
−1 (1 +
z)−αη(dz) <∞ for some a ∈ (0, 1), then∫ 1
0
EE(Z)−αt dt = C(α, r, σ)
1
λ
(eλ − 1)
with λ = exp{η(R)(exp{η(R)−1 ∫ (1 + x)−αη(dx)} − 1)}.
The proof is given in Section 4.
Remark 2. The expectation EE(Z)−αt can be computed explicitly also in the
case when the Le´vy process J is not necessarily a compound Poisson process by
combining Theorem 25.17 in [12] and Lemma 2.7 in [8]. However, this results in a
more complicated expression.
Proposition 1 is sufficient for determining the asymptotic decay of finite time
ruin probabilities in quite general models. Not surprisingly, the result can be shown
to hold without any assumption about the decay of the right tail of the Le´vy
measure ν. Indeed, it is only the negative jumps of εY that can cause the process
Xε to take negative values. What is more important is that the result is very robust
to changes in the semimartingale Z. Next we explore this robustness in detail.
Throughout the rest of this paper we weaken the assumption (9) and only
assume that the Le´vy measure ν of Y1 has a regularly varying left tail. That is, for
some α > 0,
lim
u→∞
ν(−∞,−λu)
ν(−∞,−u) = λ
−α, λ > 0.(11)
In particular, the right tail of ν is allowed to decay arbitrarily slowly. Proposition
1 can be extended to hold uniformly over a family of semimartingales in the sense
of the following theorem.
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Theorem 1. Let Y be a Le´vy process and suppose that the Le´vy measure ν of
Y1 satisfies (11). Let Γ be any non-empty family of semimartingales Z such that
[Z, Y ] = 0 a.s. and inft∈(0,1]∆Zt > −1 a.s. for every Z ∈ Γ, and such that
sup
Z∈Γ
E sup
t∈[0,1]
E(Z)−α−δt <∞ for some δ > 0.(12)
Then the solutions Xε = Xε,Z , for Z ∈ Γ, to (6) satisfy
lim
ε→0
sup
Z∈Γ
∣∣∣P (inft∈[0,1]Xε,Zt < 0)
ν(−∞,−ε−1) − x
−α
∫ 1
0
EE(Z)−αt dt
∣∣∣ = 0
and
lim
ε→0
inf
Z∈Γ
P (inf t∈[0,1]X
ε,Z
t < 0)
ν(−∞,−ε−1) = infZ∈Γx
−α
∫ 1
0
EE(Z)−αt dt.
In particular, if there exists Z∗ ∈ Γ such that∫ 1
0
EE(Z∗)−αt dt = inf
Z∈Γ
∫ 1
0
EE(Z)−αt dt,
then
lim
ε→0
inf
Z∈Γ
P (inft∈[0,1]X
ε,Z
t < 0)
ν(−∞,−ε−1) = limε→0
P (inft∈[0,1]X
ε,Z∗
t < 0)
ν(−∞,−ε−1) .
The proof is given in Section 4.
3. Asymptotic decay of finite time ruin probabilities
Consider an insurance company whose cumulative premiums minus claims are
modeled by a Le´vy process εY . The Le´vy measure ν of Y1 is assumed to satisfy
(11). That is, the left tail of ν is regularly varying. Suppose that the insurance
company has the opportunity to use a dynamic investment strategy. Assume that
there are n risky assets whose spot prices Skt form strictly positive semimartingales
and a bank account that gives non-negative instantaneous interest rate rt, where
r = {rt}t∈[0,1] is a ca`dla`g adapted stochastic process. Let pi = {(pi0t , . . . , pint )}t∈[0,1]
be a ca`gla`d predictable stochastic process, where pikt denotes the fraction of the risk
reserve invested in the kth risky asset and pi0t = 1 − pi1t − · · · − pint is the fraction
invested in the bank account, at time t. With this notation the evolution of the
risk reserve follows the stochastic integral equation
Xε,pit = x+
∫ t
0+
pi0sX
ε,pi
s− rs−ds+
n∑
k=1
∫ t
0+
piksX
ε,pi
s−
dSks
Sks−
+ εYt, t ∈ [0, 1].(13)
Since Sk is a strictly positive semimartingale, Skt = E(U
k)t, where U
k
t is the semi-
martingale given by Ukt = S
k
0 +
∫ t
0+
(Sks−)
−1dSks (see Lemma 2.2 in [8]). Hence, X
ε
is of the form (6) where the semimartingale Zpi is given by
Zpit =
∫ t
0+
pi0srs−ds+
n∑
k=1
∫ t
0+
piks
dSks
Sks−
, t ∈ [0, 1].(14)
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Note also that if [Sk, Y ] = 0 for all k, then [Zpi, Y ] = 0.
An investment strategy pi will be called optimal if it minimizes the ruin prob-
ability within a reasonably large class of strategies. That is, pi∗(ε) is optimal if
P
(
inf
t∈[0,1]
X
ε,pi∗(ε)
t < 0
)
≤ P
(
inf
t∈[0,1]
Xε,pit < 0
)
,
for every strategy pi in the class. It is generally difficult to find optimal strategies,
even in relatively simple models, and it typically involves solving a partial differen-
tial equation. An easier problem is to look for, what we will call, an asymptotically
optimal strategy. That is, a strategy pi∗as that minimizes
∫ 1
0
EE(Zpi)−αt dt. Using
Theorem 1 we find that, for small ε, the ruin probability for the optimal strategy
pi∗(ε) is not much smaller than for an asymptotically optimal investment strategy
pi∗as. More precisely, the asymptotic decay under an optimal strategy is the same
as under an asymptotically optimal strategy. We summarize the findings of this
section in the following corollary to Theorem 1.
Corollary 1. Let Y be a Le´vy process and suppose that the Le´vy measure ν of
Y1 satisfies (11). Let X
ε,pi be the solution to (13), where each strictly positive
semimartingale Sk satisfies [Sk, Y ] = 0 a.s. and pi belongs to a non-empty family
Π of ca`gla`d predictable processes. Suppose that Γ = {Zpi;pi ∈ Π}, where Zpi is given
by (14), satisfies the conditions of Theorem 1. Then
lim
ε→0
sup
pi∈Π
∣∣∣P (inf t∈[0,1]Xε,pit < 0)
ν(−∞,−ε−1) − x
−α
∫ 1
0
EE(Zpi)−αt dt
∣∣∣ = 0
and
lim
ε→0
inf
pi∈Π
P (inft∈[0,1]X
ε,pi
t < 0)
ν(−∞,−ε−1) = infpi∈Π limε→0
P (inft∈[0,1]X
ε,pi
t < 0)
ν(−∞,−ε−1)
= inf
pi∈Π
x−α
∫ 1
0
EE(Zpi)−αt dt.
Remark 3. The conditions of Theorem 1 that Γ needs to satisfy have natural
interpretations. First, it is assumed that that inft∈[0,1]∆Z
pi
t > −1 a.s. for all
pi ∈ Π. This means that the company cannot be ruined simply by investing in the
risky assets. At least one insurance claim is necessary for the risk reserve to become
negative. The second condition is that
sup
pi∈Π
E sup
t∈[0,1]
E(Zpi)−α−δt <∞ for some δ > 0.
This condition says that it is sufficiently unlikely that the company is near ruin due
to unsuccessful investments only.
In the setting of (the first statement of) Corollary 1 it would be natural to
consider strategies pi for which pit is some function of the reserve process, the inter-
est rate and asset prices, and the premiums-minus-claims process up to (but not
including) time t. In this case we might take
pit = pi
ε
t = f(X
ε
t−, rt−, S
1
t−, . . . , S
n
t−, εYt−)
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for some function f and set Π = {piε; ε ≥ 0}. In a given application one would
choose a suitable small ε > 0 and use the approximation
P
(
inf
t∈[0,1]
Xε,pi
ε
t < 0
)
≈ ν(−∞,−ε−1)x−α
∫ 1
0
EE(Zpi
ε
)−αt dt
to estimate the ruin probability.
We will now present two specific models or sets of assumptions for which the
conditions of Theorem 1 hold and hence the conclusions of Corollary 1 hold. We
note that whether the moment condition (12) holds depends both on the model for
the risky assets Sk and the set of investment strategies Π.
Consider first the case where the dynamics for the risky assets are given by
Sk = E(Uk) for Le´vy processes Uk and where the investment strategies rule out
short-selling.
Proposition 4. Let Y be a Le´vy process and suppose that the Le´vy measure ν of
Y1 satisfies (11) for some α > 0. Let X
ε,pi be the solution to (13), where rt ≥ 0
and, for each k, Sk satisfies [Sk, Y ] = 0 a.s. and is given by Sk = E(Uk) for a
Le´vy process Uk for which the Le´vy measure ηk of Uk1 satisfies η
k(−∞,−1] = 0
and
∫ −a
−1 (1 + u)
−nα−δηk(du) < ∞ for some a ∈ (0, 1) and δ > 0. Suppose that pi
belongs to a family Π of ca`gla`d predictable processes such that pikt ∈ [0, 1] for all
k ∈ {0, 1, . . . , n}. Then the moment condition (12) of Theorem 1 holds and also
the conclusion of Corollary 1, i.e.
lim
ε→0
sup
pi∈Π
∣∣∣P (inf t∈[0,1]Xε,pit < 0)
ν(−∞,−ε−1) − x
−α
∫ 1
0
EE(Zpi)−αt dt
∣∣∣ = 0
and
lim
ε→0
inf
pi∈Π
P (inft∈[0,1]X
ε,pi
t < 0)
ν(−∞,−ε−1) = infpi∈Π limε→0
P (inft∈[0,1]X
ε,pi
t < 0)
ν(−∞,−ε−1)
= inf
pi∈Π
x−α
∫ 1
0
EE(Zpi)−αt dt,
where Zpi is given by (14).
In the second case the dynamics for the risky assets are diffusions. In order to
obtain explicit results such as asymptotically optimal strategies we only consider
the case n = 1 and set pi1t = pit and pi
0
t = 1− pit for a ca`gla`d predictable process pi.
Suppose that the asset price process S is a solution to a stochastic integral
equation of the form
St = S0 +
∫ t
0+
µs−Ss−ds+
∫ t
0+
σs−Ss−dBs, t ∈ [0, 1],(15)
where µ and σ are ca`dla`g adapted processes with inft∈[0,1] σt > 0 a.s., and B is a
Brownian motion.
A sufficient condition for the moment condition (12) in Theorem 1 to hold is
given next.
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Proposition 5. Take α > 0. Suppose that the evolution of the risk reserve follows
(13), where S is given by (15) and pi belongs to a family Π of ca`gla`d predictable
processes for which for all p > 0 and some γ > α
E exp
{
(2γ2 + γ)
∫ 1
0
pi2t σ
2
t dt
}
<∞,
E sup
t∈[0,1]
exp
{
p
∫ t
0
[rs + pis(µs − rs)]ds
}
<∞.
If Zpi is given by (14), then there exists a δ > 0 such that
sup
pi∈Π
E sup
t∈[0,1]
E(Zpi)−α−δt <∞.
Example 1. Let the dynamics of Vt = σ
2
t be given by the Cox-Ingersoll-Ross (CIR)
model
Vt = V0 + κ
∫ t
0
(θ − Vs)ds+ δ
∫ t
0
√
VsdWs,
where κ, θ, δ are positive constants andW is standard Brownian motion. Corollaries
3.2 and 3.3 in [1] give necessary and sufficient conditions for the integrated squared
volatility process to have finite exponential moments:
E exp
{
u
∫ t
0
Vsds
}
<∞, u > 0.(16)
If u ≤ κ2/(2δ2), then (16) holds for all t > 0. If u > κ2/(2δ2), then (16) holds for
all t < t∗, where t∗ = 2γ−1(pi + arctan(−γ/κ)) with γ = √2δ2u− κ2.
When the risky asset is modeled by (15) it is possible to find the asymptotically
optimal strategy explicitly.
Proposition 6. Take α > 0. Suppose that the evolution of the risk reserve follows
(13), where S is given by (15) and pi belongs to the family Π of ca`gla`d predictable
processes for which
E exp
{
α2
2
∫ 1
0
pi2t σ
2
t dt
}
<∞.(17)
If Zpi is given by (14) and if pi∗ is given by pi∗t =
µt−rt
(1+α)σ2t
and satisfies (17), then∫ 1
0
EE(Zpi
∗
)−αt dt ≤
∫ 1
0
EE(Zpi)−αt dt
for every pi ∈ Π.
Remark 4. Note that the asymptotically optimal investment strategy looks just
like the solution to the Merton problem (see e.g. [4] p. 169) with HARA utility.
This comes from the fact that here minimizing
∫ 1
0 EE(Z
pi)−αt dt is equivalent to
minimizing EE(Zpi)−αt which is very similar to maximizing EE(Z
pi)αt as is done in
the Merton problem.
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Example 2. Suppose r and µ and σ are constants, i.e. the spot price process S of
the risky asset is a geometric Brownian motion. Then, the asymptotically optimal
strategy pi∗ is given by pi∗t =
µ−r
(1+α)σ2 and the asymptotic decay of the finite time
ruin probability is
lim
ε→0
P (inft∈[0,1]X
ε,pi∗
t < 0)
ν(−∞,−ε−1) = x
−α
∫ 1
0
EE(Zpi
∗
)−αt dt
= x−α
∫ 1
0
E exp
{
−α(1− pi∗)rt− αpi∗µt+ α (pi
∗)2σ2
2
t− αpi∗σBt
}
dt
= x−α
∫ 1
0
exp
{
−α(1 − pi∗)rt − αpi∗µt+ (1 + α)α
2
(pi∗)2σ2t
}
dt
= x−α
∫ 1
0
exp
{(
−αr − α(µ − r)
2
2(1 + α)σ2
)
t
}
dt
= x−α
1− exp{−αr − α(µ−r)22(1+α)σ2 }
αr + α(µ−r)
2
2(1+α)σ2
.
This may be compared to the strategy pi = 0 with no investment in the risky asset.
Proposition 3 yields
lim
ε→0
P (inft∈[0,1]X
ε,0
t < 0)
ν(−∞,−ε−1) = x
−α
∫ 1
0
EE(Z0)−αt dt = x
−α 1− e−αr
αr
.
Note that the reduction of the asymptotic decay of the ruin probability using the
asymptotically optimal strategy compared to no investment depend crucially on
the (Sharpe) ratio γ = (µ− r)/σ. If the constant
R = lim
ε→0
P (inft∈[0,1]X
ε,pi∗
t < 0)
P (inft∈[0,1]X
ε,0
t < 0)
=
1− e−αre−αγ2/2(1+α)
1− e−αr
αr
αr + αγ2/2(1 + α)
is studied for reasonable parameter choices, (r, α) = (0.05, 2) say, then one finds
that it is necessary to have the opportunity to invest in a very attractive risky asset,
γ > 1 say, to have any significant reduction of the ruin probability.
As mentioned in the introduction, Example 2 above is closely related to the
studies in [6, 5, 13] of the infinite horizon case with r = 0. Translating the results
to our notation the authors obtain the following limit as ε → 0 of the optimal
strategy pi∗(ε):
lim
ε→0
pi∗(ε) =
µ
(1 + α)σ2
.
This coincides with the asymptotically optimal strategy calculated above.
4. Proofs and auxiliary results
Lemma 1. The stochastic integral equation (6) has a unique solution which is
given by (7).
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Proof of Lemma 1. First some notation. Let At = Zt − 12 [Z,Z]ct , Bt =∏
s∈(0,t](1+∆Zs)e
−∆Zs , Ct = x+ε
∫ t
0+
dYs
E(Z)s−
, and Xεt = e
AtBtCt. Then [A,B]
c
t =
[B,B]ct = [B,C]
c
t = 0, and [A,A]
c
t = [Z,Z]
c
t . By Itoˆ’s formula (see [11] Theorem
33)
Xεt − x =
∫ t
0+
Xεs−dAs +
∫ t
0+
eAs−Cs−dBs +
∫ t
0+
eAs−Bs−dCs
+
1
2
∫ t
0+
Xεs−d[A,A]
c
s +
∫ t
0+
eAs−Bs−d[A,C]
c
s
+
∑
s∈(0,t]
(
Xεs −Xεs− −Xεs−∆As − eAs−Cs−∆Bs − eAs−Bs−∆Cs
)
=
∫ t
0+
Xεs−dZs +
∑
s∈(0,t]
eAs−Cs−∆Bs + ε
∫ t
0+
dYs +
∫ t
0+
eAs−Bs−d[A,C]
c
s
+
∑
s∈(0,t]
(
Xεs −Xεs− −Xεs−∆As − eAs−Cs−∆Bs − eAs−Bs−∆Cs
)
=
∫ t
0+
Xεs−dZs + εYt +
∫ t
0+
eAs−Bs−d[A,C]
c
s
+
∑
s∈(0,t]
(
eAs−Bs−(1 + ∆Zs)(Cs − Cs−)− eAs−Bs−∆Cs
)
=
∫ t
0+
Xεs−dZs + εYt +
∫ t
0+
eAs−Bs−d[A,C]
c
s
+
∑
s∈(0,t]
(
eAs−Bs−(1 + ∆Zs)∆Cs − eAs−Bs−∆Cs
)
=
∫ t
0+
Xεs−dZs + εYt +
∫ t
0+
eAs−Bs−d[A,C]
c
s +
∑
s∈(0,t]
eAs−Bs−∆Zs∆Cs
=
∫ t
0+
Xεs−dZs + εYt +
∫ t
0+
eAs−Bs−d[A,C]s
=
∫ t
0+
Xεs−dZs + εYt + ε[Z, Y ]t
=
∫ t
0+
Xεs−dZs + εYt.

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Proof of Proposition 3. First consider the case J = 0. The constant
C(α, r, σ) is computed as follows
∫ 1
0
EE(Z)−αt dt =
∫ 1
0
E exp{−α((r − σ2/2)t+ σBt)}dt
=
∫ 1
0
exp{−α(r − σ2/2)t}E(exp{−ασBt})dt
=
∫ 1
0
exp{(σ2(α2 + α)/2− αr)t}dt
= C(α, r, σ).
Now consider the case J 6= 0. Note that the Dolean-Dade exponential of a sum
of two independent processes is the product of the two Dolean-Dade exponentials.
To complete the proof we just repeat the computations at the end of the proof of
Proposition 2. This gives
E(J)−αt = exp{tη(R)(exp{η(R)−1
∫
(1 + x)−αη(dx)} − 1)}.

Proof of Theorem 1. From (8) it follows that, provided that the limit ex-
ists,
lim
ε→0
inf
Z∈Γ
P (inft∈[0,1]X
ε,Z
t < 0)
ν(−∞,−ε−1) = limε→0 infZ∈Γ
P (inft∈[0,1]
∫ t
0+
E(Z)−1s−dYs < −x/ε)
ν(−∞,−ε−1)
= x−α lim
ε→0
inf
Z∈Γ
P (inft∈[0,1]
∫ t
0+
E(Z)−1s−dYs < −x/ε)
ν(−∞,−x/ε) .
Applying Theorem 2 below completes the proof. 
Theorem 2. Let Y be a Le´vy process such that the Le´vy measure ν of Y1 satisfies
(11) for some α > 0. Let A be a family of ca`gla`d predictable strictly positive
processes satisfying supA∈AE supt∈[0,1] |At|α+ε <∞ for some ε > 0. Then
(i) lim
x→∞
inf
A∈A
P (inft∈[0,1]
∫ t
0
AsdYs < −x)
ν(−∞,−x) = infA∈A
∫ 1
0
EAαt dt,
(ii) lim
x→∞
sup
A∈A
∣∣∣∣∣P (inf t∈[0,1]
∫ t
0
AsdYs < −x)
ν(−∞,−x) −
∫ 1
0
EAαt dt
∣∣∣∣∣ = 0.
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Proof. We use the notation (A · Y ) for the stochastic integral process given
by (A · Y )t =
∫ t
0 AsdYs. We first show that (ii) implies (i):
lim sup
x→∞
inf
A∈A
P (inft∈[0,1](A · Y )t < −x)
ν(−∞,−x)
≤ lim sup
x→∞
inf
A∈A
(
P (inft∈[0,1](A · Y )t < −x)
ν(−∞,−x) −
∫ 1
0
EAαt dt+
∫ 1
0
EAαt dt
)
≤ lim sup
x→∞
sup
A∈A
∣∣∣∣P (inft∈[0,1](A · Y )t < −x)ν(−∞,−x) −
∫ 1
0
EAαt dt
∣∣∣∣+ infA∈A
∫ 1
0
EAαt dt
= inf
A∈A
∫ 1
0
EAαt dt,
lim inf
x→∞
inf
A∈A
P (inft∈[0,1](A · Y )t < −x)
ν(−∞,−x)
= lim inf
x→∞
inf
A∈A
(
P (inft∈[0,1](A · Y )t < −x)
ν(−∞,−x) −
∫ 1
0
EAαt dt+
∫ 1
0
EAαt dt
)
≥ lim inf
x→∞
inf
A∈A
(
P (inft∈[0,1](A · Y )t < −x)
ν(−∞,−x) −
∫ 1
0
EAαt dt
)
+ inf
A∈A
∫ 1
0
EAαt dt
= inf
A∈A
∫ 1
0
EAαt dt,
Hence, (ii) implies (i).
It remains to show (ii). We decompose Y (the Le´vy-Itoˆ decomposition) into a
sum Y = Y˜ +J of independent Le´vy processes, where Y˜ has jumps whose norms are
bounded by 1 and J = Y − Y˜ is a compound Poisson process with representation
Jt =
∑Nt
k=1 Zk. Moreover, we can decompose J into a sum J = Jx + (J − Jx) of
independent compound Poisson processes, where Jx consists of the jumps ∆Yt of
Y with |∆Yt| > xβ for some β ∈ (1/2, 1). Let Mx = #{t ∈ (0, 1]; |∆Yt| > xβ} and
let τx,1, . . . , τx,Mx be the time points of these jumps. Then Jx = {Jx(t)}t∈[0,1] is
given by Jx =
∑Mx
k=1 Z
x
k I[τx,k,1], where Z
x
k = ∆Yτx,k . Note that, for any δ > 0,
P ( inf
t∈[0,1]
(A · Y )t < −x) = P ( inf
t∈[0,1]
(A · Y )t < −x, sup
t∈[0,1]
|(A · Y˜ )t| > δx)
+ P ( inf
t∈[0,1]
(A · Y )t < −x, sup
t∈[0,1]
|(A · Y˜ )t| ≤ δx)
≤ P ( sup
t∈[0,1]
|(A · Y˜ )t| > δx)
+ P ( inf
t∈[0,1]
(A · J)t < −(1− δ)x)
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and
P ( inf
t∈[0,1]
(A · Y )t < −x) = P ( inf
t∈[0,1]
(A · Y )t < −x, sup
t∈[0,1]
|(A · Y˜ )t| > δx)
+ P ( inf
t∈[0,1]
(A · Y )t < −x, sup
t∈[0,1]
|(A · Y˜ )t| ≤ δx)
≥ P ( inf
t∈[0,1]
(A · J)t < −(1 + δ)x).
Hence, in order to prove (ii) it is sufficient to prove that
lim
x→∞
sup
A∈A
∣∣∣∣P (inft∈[0,1](A · J)t < −x)ν(−∞,−x) −
∫ 1
0
EAαt dt
∣∣∣∣ = 0(18)
and that
lim
x→∞
sup
A∈A
P (inft∈[0,1](A · Y˜ )t < −x)
ν(−∞,−x) = 0.(19)
Similarly, in order to prove (18) it is sufficient to prove that
lim
x→∞
sup
A∈A
∣∣∣∣P (inft∈[0,1](A · Jx)t < −x)ν(−∞,−x) −
∫ 1
0
EAαt dt
∣∣∣∣ = 0(20)
and that
lim
x→∞
sup
A∈A
P (inft∈[0,1](A · (J − Jx))t < −x)
ν(−∞,−x) = 0.(21)
However, (19) follows from Lemma 5.5 in [7] (Lemma 5.5 in [7] is proved without
the supremum over A but the proof holds also for the present stronger statement).
We now show (21). Decompose J−Jx into the sum J−Jx = (J−Jx)++(J−Jx)−,
where
(J − Jx)+t =
Nt∑
k=1
ZkI[1,xβ](Zk), (J − Jx)−t =
Nt∑
k=1
ZkI[−xβ ,−1](Zk).
Note that
sup
A∈A
P (inf t∈[0,1](A · (J − Jx))t < −x)
ν(−∞,−x) ≤ supA∈A
P (inft∈[0,1](A · (J − Jx)−)t < −x)
ν(−∞,−x)
= sup
A∈A
P (supt∈[0,1](A · [−(J − Jx)−])t > x)
ν(−∞,−x)(22)
and that (22) → 0 as x→∞ by Lemma 5.3 and Remark 5.1 in [7] (Lemma 5.3 in
[7] is proved without the supremum over A but the proof holds also for the present
stronger statement). Hence, we have shown (21).
It remains to prove (20). Let
M−x = #{t ∈ (0, 1];∆Yt < −xβ}, (J−x )t =
Nt∑
k=1
ZkI(−∞,−xβ)(Zk).
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Note that
P (Aτx,1Z
x
1 < −x,Mx = 1) ≤ P ( inf
t∈[0,1]
(A · Jx)t < −x)
≤ P ( inf
t∈[0,1]
(A · J−x )t < −x)
= P ( inf
t∈[0,1]
(A · J−x )t < −x,M−x = 1)
+ P ( inf
t∈[0,1]
(A · J−x )t < −x,M−x ≥ 2)
= P (Aτx,1Z
x
1 < −x,Mx = 1)
+ P ( inf
t∈[0,1]
(A · J−x )t < −x,M−x ≥ 2)
≤ P (Aτx,1Zx1 < −x,Mx = 1) + P (M−x ≥ 2)
and that limx→∞ P (M
−
x ≥ 2)/ν(−∞,−x) = 0 by Lemma 5.4 in [7]. Applying
Lemma 2 below shows (20) and hence completes the proof. 
Lemma 2. With the notation above it holds that
lim
x→∞
sup
A∈A
∣∣∣∣P (Aτx,1Zx1 < −x,Mx = 1)ν(−∞,−x) −
∫ 1
0
EAαt dt
∣∣∣∣ = 0.
Proof. Let ξ be the Poisson random measure with intensity measure Leb×ν,
where Leb is Lebesgue measure on [0, 1], that determines the jumps of Y and note
that
P (Aτx,1Z
x
1 < −x,Mx = 1)
=
∫
P (ξ([0, 1]× (−∞,−max(x/y, xβ)) = 1))dP (Aτx,1 ≤ y)
≤
∫
ν(−∞,−x/y)e−ν(−∞,−x/y)dP (Aτx,1 ≤ y)
≤
∫
ν(−∞,−x/y)dP (Aτx,1 ≤ y).
Set
∆(x,A) =
P (Aτx,1Z
x
1 < −x,Mx = 1)
ν(−∞,−x) −
∫ 1
0
EAαt dt
=
P (Aτx,1Z
x
1 < −x,Mx = 1)
ν(−∞,−x) − EA
α
τx,1︸ ︷︷ ︸
∆1(x,A)
+EAατx,1 −
∫ 1
0
EAαt dt︸ ︷︷ ︸
∆2(x,A)
We need to show two things:
(A): lim
x→∞
sup
A∈A
|∆1(x,A)| = 0 and (B): lim
x→∞
sup
A∈A
|∆2(x,A)| = 0.
(A): This is essentially a uniform version of what is often called Breiman’s result
(see Lemma 2.2 in [10]). Take an arbitrary C > 0 and note that for x sufficiently
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large
∆1(x,A) =
∫
[0,C]
(
ν(−∞,−x/y)e−ν(−∞,−x/y)
ν(−∞,−x) − y
α
)
dP (Aτx,1 ≤ y)
− EAατx,1I(C,∞)(Aτx,1)
+
∫
(C,∞)
P (Aτx,1Z
x
1 < −x,Mx = 1)
ν(−∞,−x) dP (Aτx,1 ≤ y)
= ∆11(x,A)−∆12(A) + ∆13(x,A).
Since supA∈AEA
α
τx,1 <∞, limC→∞ supA∈A∆12(A) = 0. The uniform convergence
theorem for regularly varying functions (Theorem 1.5.2 in [3]) implies that for every
C > 0
sup
A∈A
|∆11(x,A)| ≤ sup
A∈A
∫
[0,C]
∣∣∣∣ν(−∞,−x/y)e−ν(−∞,−x/y)ν(−∞,−x) − yα
∣∣∣∣ dP (Aτx,1 ≤ y)
≤ sup
y∈[0,C]
∣∣∣∣ν(−∞,−x/y)e−ν(−∞,−x/y)ν(−∞,−x) − yα
∣∣∣∣→ 0.
The Potter bounds (Theorem 1.5.6 in [3]) says that for any A > 1 and δ ∈ (0, ε)
there exists x0 = x0(A, δ) such that
ν(−∞,−x/y)
ν(−∞,−x) ≤ Ay
α+δ
whenever x, x/y ≥ x0 and y > C > 1. Hence,
sup
A∈A
|∆13(x,A)| ≤
∫
ν(−∞,−x/y)
ν(−∞,−x) dP (Aτx,1 ≤ y)
≤ A sup
A∈A
∫
(C,x/x0)
yα+δdP (Aτx,1 ≤ y) +A sup
A∈A
P (Aτx,1 < −x/x0)
ν(−∞,−x)
→ 0
by first letting n→∞ and then C →∞, since supA∈AEAα+ετx,1 <∞.
(B): We now show that limx→∞ supA∈A |∆2(x,A)| = 0. Let Ax = (−∞,−xβ)∪
(xβ ,∞) and note that for all t ∈ [0, 1],
P (τx,1 ≤ t) = P (ξ([0, t]×Ax) ≥ 1 | ξ([0, 1]×Ax) ≥ 1) = 1− exp{−tν(Ax)}
1− exp{−ν(Ax)} ,
d
dt
P (τx,1 ≤ t) = ν(Ax) exp{−tν(Ax)}
1− exp{−ν(Ax)} .
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Since τx,1 and Aτx,1 are independent it holds that
sup
A∈A
|EAατx,1 −
∫ 1
0
EAαt dt| = sup
A∈A
∣∣∣∣∫ 1
0
EAαt
(
ν(Ax) exp{−tν(Ax)}
1− exp{−ν(Ax)} − 1
)
dt
∣∣∣∣
≤ sup
A∈A
E sup
t∈[0,1]
Aαt
∫ 1
0
∣∣∣∣ν(Ax) exp{−tν(Ax)}1− exp{−ν(Ax)} − 1
∣∣∣∣ dt
→ 0
as x→∞ by the bounded convergence theorem. The proof is complete. 
Proof of Proposition 4. We first prove the claim in the case n = 1. Then
we show that the claim in the case of a general n follows from the one-dimensional
case by applying Ho¨lder’s inequality.
Let α and δ be as in Proposition 2. According to the Le´vy-Itoˆ decomposition we
can decompose U into the sum of three independent Le´vy processes: U = F+G+H ,
where F is a Gaussian process with drift, G has zero mean and jumps satisfying
|∆Gt| < ε for some small ε, and H is a compound Poisson process. Set pi := pi1 so
that pi0 = 1− pi. Then
Zpit =
∫ t
0+
(1 − pis)rs−ds+
∫ t
0+
pisdF
k
s +
∫ t
0+
pisdG
k
s +
∫ t
0+
pisdH
k
s
=:
∫ t
0+
(1 − pis)rs−ds+ Fpit +Gpit +Hpit .
We note that E(Zpi)t = e
R
t
0+
(1−pis)rs−ds
E(Fpi)tE(G
pi)tE(H
pi)t and hence that
E sup
t∈[0,1]
E(Zpi)
−(α+δ/2)
t ≤ E
(
sup
t∈[0,1]
e−(α+δ/2)
R
t
0+
(1−pis−)rs−ds sup
t∈[0,1]
E(Fpi)
−(α+δ/2)
t
sup
t∈[0,1]
E(Gpi)
−(α+δ/2)
t sup
t∈[0,1]
E(Hpi)
−(α+δ/2)
t
)
.
We note that e−(α+δ/2)
R
t
0+
(1−pis)rs−ds ≤ 1 for all t since pis ∈ [0, 1] and rs ≥ 0 for
all s. Using Ho¨lders inequality with 1 < p < (α + δ)/(α+ δ/2) and 1/p+ 1/q = 1
the above expression is less than or equal to(
E sup
t∈[0,1]
E(Fpi)
−q(α+δ/2)
t E(G
pi)
−q(α+δ/2)
t
)1/q(
E sup
t∈[0,1]
E(Hpi)
−p(α+δ/2)
t
)1/p
.
Using the Cauchy-Schwartz inequality and the fact that pit ∈ [0, 1] an upper bound
for the above expression is(
E sup
t∈[0,1]
E(Fpi)
−2q(α+δ/2)
t
)1/2q
︸ ︷︷ ︸
I
(
E sup
t∈[0,1]
E(Gpi)
−2q(α+δ/2)
t
)1/2q
︸ ︷︷ ︸
II
(
E sup
t∈[0,1]
E(Hpi)
−p(α+δ/2)
t
)1/p
︸ ︷︷ ︸
III
.
The proof is complete when we have shown that each of these three factors exists
finitely. We start with the first factor I and show that, for any β > 0,
E sup
t∈[0,1]
E(Fpi)−βt <∞.
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Write Ft = at+σBt where a ∈ R, σ > 0 and B is a Brownian motion. Then E(Fpi)
is given by E(Fpi)t = exp{
∫ t
0 (apis − σ2pi2s/2)ds+
∫ t
0 σpisdBs} and we have
E sup
t∈[0,1]
E(Fpi)−βt = E sup
t∈[0,1]
exp{−βσ
∫ t
0
pis−dBs} exp{−β
∫ t
0
(apis − σ2pi2s/2)ds}
≤ exp{tβ(σ2/2−min{a, 0})}E sup
t∈[0,1]
exp{−βσ
∫ t
0
pisdBs}.
Set M It := −σ
∫ t
0
pisdBs and note that for any λ > 0, λM
I is a continuous martin-
gale and hence (see [11], Theorem 39, p. 138)
E exp{βM It } ≤ E exp{4β2[M I ,M I ]t} ≤ E exp{4β2σ2t} <∞.
Then Lemma 3 below completes the proof of part I.
Next we consider II and show that, for any β > 0,
E sup
t∈[0,1]
E(Gpi)−βt <∞.
Denote by ξ the Poisson random measure associated with the jumps of G such that
Gt =
∫ t
0
∫
{|x|<ε}
x(ξ(ds, dx) − dsη(dx)) =:
∫ t
0
∫
{|x|<ε}
xξ˜(ds, dx).
Then, by Itoˆ’s formula (see also [2], p. 248)
E(Gpi)t = exp
{∫ t
0
∫
{|x|<ε}
log(1 + pisx)ξ˜(ds, dx)
+
∫ t
0
∫
{|x|<ε}
(
log(1 + pisx) − pisx
)
dsη(dx)
}
which gives
E(Gpi)−βt = exp
{
− β
∫ t
0
∫
{|x|<ε}
log(1 + pisx)ξ˜(ds, dx)
− β
∫ t
0
∫
{|x|<ε}
(
log(1 + pisx)− pisx
)
dsη(dx)
}
Set M IIt := −
∫ t
0
∫
{|x|<ε} log(1 + pisx)ξ˜(ds, dx) and note that (see e.g. [2], p. 209)
that M II is a local martingale. For |y| < ε and a constant k = k(ε) > 0 it holds
that | log(1 + y)− y| ≤ ky2. Hence, since |pit| ≤ 1,
E sup
t∈[0,1]
E(Gpi)−βt ≤ E sup
t∈[0,1]
eβM
II
t exp
{
βt
∫
{|x|<ε}
kx2η(dx)
}
≤ KE sup
t∈[0,1]
eβM
II
t .
Moreover, the quadratic variation of M II is given by (see [2], p. 230)
[M II ,M II ]t =
∫ t
0
∫
{|x|<ε}
(log(1 + pisx))
2ξ(ds, dx)
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and hence (see e.g. Lemma 4.2.2, p. 197, in [2])
E(M IIt )
2 = E[M II ,M II ]t =
∫ t
0
∫
{|x|<ε}
E(log(1 + pisx))
2ν(dx)ds.
This quantity is finite because | log(1 + y)| ≤ |y| + ky2 for |y| < ε so it follows in
particular that M IIt is a (square-integrable) martingale. By Lemma 3 below it is
sufficient to show EeβM
II
t <∞. We introduce
At =
1
2
∫ t
0
∫
{|x|<ε}
−(1 + pisx)2β + 1 + 2β log(1 + pisx)η(dx)ds.
By a Taylor expansion we get, for |y| < ε and a constant k = k(ε) > 0,
| − (1 + y)2β + 1 + 2β log(1 + y)| ≤ ky2.
This implies that |At| < Ct a.s. for each t and some constant C > 0. It follows by
Cauchy-Schwartz inequality that
E exp{βM IIt } ≤
(
E exp{2βM IIt − 2At}
)1/2(
E exp{2At}
)1/2
.
We have constructed At in such a way that exp{2βM IIt − 2At} is a nonnegative
local martingale starting at 1; this follows from Corollary 5.2.2, p. 253, in [2]. Hence
exp{2βM IIt − 2At} is also a supermartingale and its expectation is bounded by 1.
Since At is bounded we finally arrive at E exp{βM IIt } < ∞. This completes the
proof of part II.
Finally we show that E supt∈[0,1] E(H
pi)−α−δt < ∞. First we note that if H−
consists of only the negative jumps of H , then
E sup
t∈[0,1]
E(Hpi)−α−δt ≤ E sup
t∈[0,1]
E(H−,pi)−α−δt .
We may write H−,pit =
∑Nt
k=1 piτkZk, where {Nt} is a Poisson process with in-
tensity η(−1,−ε) and arrival sequence τ1, τ2, . . . , independent of the sequence (of
jump sizes) {Zk} with probability distribution η(· ∩ (−1,−ε))/η(−1,−ε). Then
E(H−,pi)t =
∏Nt
k=1(1 + piτkZk). Hence,
E sup
t∈[0,1]
E(Hpi)−α−δt ≤ E sup
t∈[0,1]
E(H−,pi)−α−δt
= E
(
N1∏
k=1
(1 + piτkZk)
)−α−δ
≤ E
(
N1∏
k=1
(1 + Zk)
)−α−δ
= Ee−(α+δ)
PN1
k=1
log(1+Zk)
= exp{η(−1,−ε)(exp{M(−α− δ)} − 1)},
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where M is the moment generating function of log(1 + Z1). Since
M(−α− δ) = E(1 + Z1)−α−δ = η(−1,−ε)−1
∫ −ε
−1
(1 + z)−α−δη(dz) <∞,
the claim, for the case n = 1, follows.
For a general n we may, with the similar notation as above, write
E(Zpi)t = e
R
t
0+
pi0srs−ds
n∏
k=1
E(Fpi,k)tE(G
pi,k)tE(H
pi,k)t.
We know from the proof for the case n = 1 that only the factors E(Hpi,k)t may
cause problems with existence of moments. Using Ho¨lder’s inequality and following
the arguments above we find that
E sup
t∈[0,1]
E(Hpi,k)−nα−δt <∞ for each k,
which follows from the assumptions on the Le´vy measures ηk, is sufficient to ensure
that E supt∈[0,1] E(Z
pi)
−α−δ/n
t <∞. This completes the proof. 
Lemma 3. Let M be a martingale and set M∗t = sups∈[0,t] |Ms|. Then, for λ > 0,
P (M∗t ≥ x) ≤ e−λxEeλ|Mt|. Moreover, if EeλMt <∞ for all λ > 0, then EeλM
∗
t <
∞ for all λ > 0.
Proof. Take λ > 0. Without loss of generality we may assume that Eeλ|Mt| <
∞. Note that since x 7→ eλ|x| is convex, eλ|Mt| is a submartingale. Let τ =
min{t, inf{s > 0 : |Ms| > x}}. Then,
Eeλ|Mt| ≥ Eeλ|Mτ | = Eeλ|Mτ |I{M∗t ≥x} + Eeλ|Mτ |I{M∗t <x}
≥ eλxP (M∗t ≥ x) + Eeλ|Mt|I{M∗t <x}.
Hence, P (M∗t ≥ x) ≤ e−λxEeλ|Mt|I{M∗t ≥x} ≤ e−λxEeλ|Mt|. For the last statement,
take ξ > λ > 0. Then
EeλM
∗
t =
∫ ∞
0
P (eλM
∗
t > x)dx
= 1 + λ
∫ ∞
0
eλxP (M∗t > x)dx ≤ 1 + λEeξ|Mt|
∫ ∞
0
e(λ−ξ)xdx <∞.

Proof of Proposition 5. Set fs = rs−+pis(µs−−rs−) and gs = pisσs− and
take β ∈ (α, γ). Then
E(Zpi)−βt = exp
{
−β
(∫ t
0
fsds+
∫ t
0
gsdBs − 1
2
∫ t
0
g2sds
)}
.
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Ho¨lder’s inequality gives, with 1/p+ 1/q = 1 and q small so that qβ < γ,
E sup
t∈[0,1]
E(Zpi)−βt ≤
(
E sup
t∈[0,1]
exp
{
− pβ
∫ t
0
fsds
})1/p
(
E sup
t∈[0,1]
exp
{
− qβ
∫ t
0
gsdBs +
qβ
2
∫ t
0
g2sds
}
︸ ︷︷ ︸
Kt
)1/q
.
Take r ≤ 2γ and note that −r ∫ t
0
gsdBs is a continuous local martingale and that
E exp
{r2
2
∫ t
0
g2sds
}
<∞.
It follows from Theorem 41 on page 140 in [11] that M = {Mt} given by
Mt = exp
{
− r
∫ t
0
gsdBs − r
2
2
∫ t
0
g2sds
}
is a nonnegative martingale. Hence, K = {Kt} is a submartingale so Theorem 20
on page 11 in [11] gives
E sup
t∈[0,1]
Kt ≤ pq sup
t∈[0,1]
E exp
{
− qβ
∫ t
0
gsdBs +
qβ
2
∫ t
0
g2sds
}
≤ pqE exp
{
− qβ
∫ 1
0
gsdBs +
qβ
2
∫ 1
0
g2sds
}
(23)
To show that the expectation in (23) is finite we set r := qβ < γ and note that
exp
{
− r
∫ 1
0
gsdBs +
r
2
∫ 1
0
g2sds
}
=
(
exp
{
− 2r
∫ 1
0
gsdBs − 2r2
∫ 1
0
g2sds
})1/2
(
exp
{
(2r2 + r)
∫ 1
0
g2sds
})1/2
.
Hence, with γ = qβ for q sufficiently small, the Cauchy-Schwarz inequality yields
that the expectation in (23) is finite. 
Proof of Proposition 6. The process M given by Mt = α
∫ t
0+ pisσs−dBs
is a continuous local martingale if (17) holds. The Novikov condition (17) and
Theorem 41, p. 140, in [11] guarantee that E(M) given by
E(M)t = exp
{
α
∫ t
0+
pisσs−dBs − α
2
2
∫ t
0+
pi2sσ
2
s−ds
}
is a uniformly integrable martingale. Hence, for every pi ∈ Π, the measure Qpi given
by
E
(
dQpi
dP
∣∣∣Ft) = E(M)t
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is a probability measure (equivalent to P ). Therefore we may write
EE(Zpi)−αt = EQpi exp
{
α
∫ t
0
(
−(1− pis)rs − pisµs + 1 + α
2
pi2sσ
2
s
)
ds
}
.
Hence, minimizing EE(Zpi)−αt with respect to pi is equivalent to minimizing the
integrand on the right-hand side above. Since pi 7→ −(1− pi)r − piµ+ 1+α2 pi2σ2 has
a unique minimum at pi∗ = µ−r(1+α)σ2 the claim follows. 
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