Abstract: Liquid-gas density ratio is a key property for a numerical multiphase method to model a real fluid system. Here, a chemical-potential-based multiphase lattice Boltzmann method is constructed to realize extremely large density ratios in simulations. Three technologies are developed to enhance the computational accuracy of the method. Firstly, the mesh space is decoupled from the momentum space to stretch the steep liquid-gas transition region into a gentle curve, and then the relatively denser lattice provides more accurate data for the derivative calculation. Secondly, the high-order difference promotes the gradients of density and chemical potential to obtain very high precisions. Thirdly, the inter-particle force is incorporated into the lattice Boltzmann equation using the exact difference forcing term.
Introduction
In the past three decades, the lattice Boltzmann method has been significantly developing as a novel technique to model complex fluid systems. Especially, it has achieves great success in the field of numerical simulation of inhomogeneous fluids, because it does not require to track and integrate the phase interface [1] [2] [3] [4] [5] . Up to now, several multiphase models have been developed by the LBM community, such as color gradients [5] , interparticle potential [6] , free energy [7] , mean field [8] , entropic theory [9] , etc. To model a liquid-gas flow system, thermodynamic consistency and Galilean invariance should be satisfied as two fundamental requirements [10] . The former ensures that the model is able to correctly produce interphase equilibrium, while the latter relates to accurately describe the multiphase fluid's motion. Notably, the discrete computations of the thermodynamic equations in LBM can straightly get the nonideal force and then construct an effective multiphase flow model, which meets thermodynamics and Galilean invariance supporting by theoretical analyses and numerical simulations [10] . To study the wetting phenomena, a simple relationship between the divergence of the pressure tensor and the gradient of the chemical potential was derived without any approximation, then the multiphase flow model was improved to be driven by chemical potential [11] . Since the computations of the pressure tensor and its divergence are avoided, the chemical-potential model has lower temporal and spatial complexities. The chemical-potential boundary condition was implemented to express the wettability of solid surface and the contact angle can be linearly tuned by the chemical potential of the surface. Recently, a geometry-based mesoscopic scheme was designed for on-the-spot measurement of the contact angle [12] . The scheme is effective in the environments with or without gravity and can accurately capture dynamic contact angle hysteresis on chemically heterogeneous surfaces. However, the liquid-gas density ratio of the chemical-potential model is only over 100 times and limits the applications of the model in many real multiphase systems [11] . Kupershtokh et al. [13] used the reduced variables in multiphase simulations and added a coefficient before the equation of state. According to argon's properties, the coefficient was thought to be of the order of 0.01. They computed the nonideal force by a combined form and reached a large density ratio. Later, Hu et al. [14] pointed out that although the coefficient made equation of state very different, it did not influence the Maxwell construction of equations of state.
In this paper, we introduce a variable coefficient to map the length unit between the momentum and mesh spaces and construct a multiphase lattice Boltzmann method with superlarge density ratios. While the nonideal effect is still computed by a chemical potential, three technologies are developed to enhance the computational accuracy of the model. Firstly, the mesh space is decoupled from the momentum space. This stretches the steep transition region into a gentle curve and gets more dense lattices to provide more accurate raw data for the derivative calculations. Secondly, the high-order difference is introduced into the multiphase mode, thus the gradient computations of density and chemical potential obtain very high precisions. Thirdly, the nonideal force is incorporated into the lattice Boltzmann equation by the forcing term technology of the exact difference method [13] .
Lattice Boltzmann method with forcing technology
The lattice Boltzmann method (LBM) originated from the lattice gas automaton concept and kinetic theory [1, 2, 15] . The intrinsic mesoscopic properties make it outstanding to model complex fluid systems involving interfacial dynamics and phase transitions [3, 4, 16, 17] . With different collision operators, several variations derived from the lattice Boltzmann equation, such as the Bhatnagar−Gross−Krook model [18] , the multiply-relaxation-time model [19] , the entropic model [20] , etc. Discretized fully in space, time and velocity, the lattice Boltzmann equation with a Bhatnagar−Gross−Krook collision operator can be concisely written as [1] 
where i  is the weighting coefficient and u is the fluid velocity. The fluid density and the velocity at a node can be calculated by
Besides particle collision, the external force is brought into effect through a forcing technology [21, 22] . Here, we select the exact difference method proposed by Kupershtokh et al. to couple the nonideal force F into the lattice Boltzmann equation [13] 
where  t is simply equal to a difference of equilibrium distribution functions before and after the nonideal force acting on the fluid during a time step. Correspondingly, the macroscopic fluid velocity is redefined by the averaged momentum before and after the collision
Nonideal force evaluation
Since the Boltzmann equation assumes that the particles are uncorrelated prior to the collisions, it can neither contain the nonideal effect and nor describe the phase transition directly. The nonideal interaction between particles has to be computed by some extra methods, such as color gradients [5] , interparticle potential [6] , free energy [7] , or entropic theory [9] . Following the classical capillarity theory of van der Waals, the free-energy functional within a gradient-squared approximation is [7, 10, 23] 
where  is the local density,  is the surface tension coefficient,  is the bulk free-energy density at a given temperature and the square of gradient term gives the free-energy contribution from density gradients in an inhomogeneous system. The chemical potential can be derived from the free energy density functional [23] [24] [25] 
The nonlocal pressure are related to the free energy through
with the general expression of equation of state (EOS)
The full pressure tensor of nonuniform fluids contains the nondiagonal terms
where   is the Kronecker delta function. With respect to the ideal gas, the excess pressure can be directly computed [10, 26] 
where
is the ideal-gas equation of state. Substituting the equations (7) and (8) into Eq. (11), the divergence of the pressure tensor is transformed into the gradient of the chemical potential [11] , thus the nonideal force can be evaluated by a chemical potential
Since the derivation is within thermodynamics, it is as expected that the phase transition induced by the nonideal force satisfies thermodynamics and Galilean invariance [10, 11] . In the chemical-potential multiphase model, the surface wettability is expressed by the chemical-potential boundary condition, and the contact angle is measured on-the-spot by the mesoscopic scheme [12] .
Equations of state and chemical potentials
The chemical potentials of some widely used EOSs have been solved from the equations (7) and (9) [11] . The VDW EOS is the most famous cubic EOS
where R is the universal gas constant, a the attraction parameter and b the volume correction. The chemical potential is
It can be known from the derivation process that the right part without
is the derivative of the free energy density. The Redlich-Kwong (RK) EOS is generally more accurate than the VDW EOS by improving the attraction term
. The Soave modification (RKS) has a more complicated temperature function,
, where  is the acentric factor.
Both equations share the same chemical potential
The Peng-Robinson (PR) EOS is often superior in predicting liquid densities,
where the temperature function is
. (18) The Carnahan-Starling (CS) EOS tends to give better approximations for the repulsive term 2 3
of which the chemical potential is
In this paper, the attraction parameter and the volume correction take 
Decouple computational mesh from momentum space
In the lattice gas automaton (LGA) method, "Boolean'' particles reside in a discrete lattice and the collision and advection subject to the automaton dynamics. Therefore the discrete momentum space is exactly coupled with the computational mesh. The standard lattice Boltzmann method inherits the framework from LGA and the space step is usually proportional to the time step, namely
. Although the configuration simplifies the physical analyses, program codes and numerical computations, it inhibits the use of a nonuniform mesh. Conceptually, the lattice Boltzmann method can include three layers: the physical space, the momentum space and the mesh space (the computational mesh). The momentum space is divided into the lattice by the set of the discrete velocities, and the lattice is coupled to the discretization of the physical space. It is the dimensional transformation that maps a quantity from the momentum space to the physical space. Since the lattice Boltzmann equation is regarded as a specific finite difference discretization of the continuous Boltzmann equation [27] , the constraint between the momentum space and the computational mesh is not necessary. He et al. [28] implemented the regular lattice of the momentum space on the arbitrary nonuniform mesh. The collisions took place on the computational mesh; after the particle streaming, an interpolation is applied to supplement the missing distribution functions on the computational mesh. Cao et al. [29] thought that the lattice symmetry was not essential for recovering the macroscopic equations; besides using a nonuniform mesh, the number of lattice links could be different from that of the particle distribution functions. Practically, the constraint can be relaxed moderately by an optional proportion between the lattice step and the mesh step. The dimensional transformation is also essential to convert a quantity from the mesh space into the momentum space.
Let's use a proportional coefficient k to connect the lattice step x  of the momentum space with the mesh step x  of the computational mesh
The time, density and temperature are independent of the proportion; in other words, they have the same values in the momentum space and the mesh space. These length-independent quantities are represented by the same symbols in the both spaces. The universal gas constant, the attraction parameter and the volume correction are only allowed to appear in the momentum space. The proportional relationship causes some quantities to be different in the two spaces, if their dimensions contain a length unit. To make a distinction, these symbols of the quantities in the momentum space are marked with superscript in this section. 
The sound speed has the same dimension with the velocity The equations (8) and (9) indicate that the dimensions of the pressures are the same as that of the free energy density, which are the ratio of energy to volume and can be expressed 
The dimensions of a chemical potential is the same as that of the derivative of the free energy density according to Eq. 
The nonideal force has the same dimension to the product of the density and the gradient of 
When the lattice Boltzmann equation is evolving in the mesh space, the nonideal force is evaluated by the chemical potential of the mesh space
Because the equations of state and the derivative of free energy density include the parameters a, b and R, they can only be computed in the momentum space and then be used in the mesh space after the dimension transformations. stretched into a gentle curve in the mesh space; however, the density keeps the same in the both spaces. Thus, the gradient calculation can obtain the better accuracy.
Fig. 1. The density profile of the liquid-gas transition region is depicted in (a) the momentum space and (b) the mesh space. The one-dimensional system with a vertical phase interface is computed by VDW EOS at the temperature T=0.7. Since the mesh step is five times as large as the lattice step (

Derivative computation by high-order difference method
In the numerical simulations of multiphase flows by the lattice Boltzmann method, it is popular to apply the central difference method (CDM) to compute the gradients of some characteristic quantities, such as density, effective mass, chemical potential and so on. Inside the bulk phase, because the fluctuations of the characteristic quantities are very small, the results from the central difference method are satisfactory. However, in the vital transition region between gas and liquid phase, the changes of the characteristic quantities are violent.
For example, the liquid-gas density ratio, in natural environment, is more than 1000 times, but it is only two or three lattices in simulations to span the large density difference. This results in a rather steep phase interface, which is similar to a hyperbolic tangent function. In these regions, CDM causes some considerable errors, and even makes mathematically equivalent formulas behave like different algorithms [30] . Therefore, it is necessary to introduce more accurate method to compute derivative and gradient in multiphase simulations, especially in the transition region.
In order to obtain higher accuracy, the difference can be calculated by the high-order difference method (HDM), in which several derivatives are related to multiple differences.
Let's consider a continuous and derivable function
. The multiple derivatives relate to the multiple differences by using the undetermined coefficients method
, (28) where α, β, a, b and c are undetermined coefficients. Balancing the accuracy and simplicity, we take 
The equation is a typical tridiagonal equation. The Thomas algorithm is usually used to solve the derivatives; especially, it can solve all the derivatives on a line at a time. The derivatives of the horizontal and vertical are directly calculated without the weighted combination of multiple directions, which is commonly used in the central difference method.
Fig. 2. Comparison the numerical derivatives computed by the central difference method and the high-order difference method.
When a liquid-gas system with a planar interface is in equilibrium, it satisfies the mechanical equilibrium condition
while the gas and liquid bulk phases have
The density profile and the density derivative in transition region can be computed by numerically solving Eq. (30) with Eq. (10) [26] . The density derivatives calculated by CMD and HMD on the density profile are compared with the analytical results. Fig. 2 shows the derivatives of VDW and PRW EOSs at the reduced temperature 0.5 and 0.9. The derivatives from CMD deviate obviously from the benchmarks, much more than those from HMD.
Essentially, the derivative calculated by CDM is merely an average on the adjoining nodes without the local one, and the obvious deviations in the steep interface are almost unavoidable. The derivative calculated by HMD utilizes multiple adjacent nodes and agrees the benchmark very well. It is noticeable that the transition regions at the temperature 0.9 is much wider than those at the temperature 0.5, and both of CMD and HMD results are improved on the wider transition region. As the transition region becomes wider, the steep interface tends to be gentle; consequently, the computing error from CMD and HMD are reduced together. This indicates that widening the transition region could be an effective way to improve the accuracy of multiphase simulations.
Simulations and discussions
A series of numerical simulations involving first-order phase transitions are performed to demonstrate the qualities of the present multiphase flow model, which include thermodynamic consistency, Galilean invariance, surface tension, density ratio, spurious current and so on.
Thermodynamic consistency with superlarge density ratio
The high-order difference together with the enlarged computational mesh provides a high accuracy of the derivative computations; therefore, the chemical-potential multiphase model can simulate the liquid-gas system with superlarge density ratios. A one-dimensional liquid-gas system with two plane phase interfaces is used to compute the two-phase , therefore the present model is independent of the relaxation time. The computation is performed 200 thousands time steps for each case. In order to depict the agreements more exactly, we select logarithmic coordinate for the gas phase and linear coordinate for the liquid phase. The density ratios of the liquid phase to the gas phase are more than 10 10 for VDW, 10 11 for PR and 10 13 for RKS and CS EOSs, respectively.
Fig. 3. Two-phase coexistence densities computed by (a) VDW, (b) RKS, (c) PR and (d) CS EOSs are compared with the theoretical predictions computed by the Maxwell equal-area
construction.
Properties of the liquid-gas interface
Surface tension is a primary physical property in the research of capillary phenomena.
On a curved surface, the surface tension can be described by the Young-Laplace equation, which relates the capillary pressure difference sustained across the interface to the shape of the surface:
, where  is the surface tension and P  is the pressure difference between the inside and outside of the circular droplet with radius R . Following the capillary theory [23, 26] , the surface tension of the liquid-gas interface can also be defined as the integral of the mismatch between normal and transverse components of the pressure tensor along the coordinate normal to the interface. Here, the integral passes through the drop center along the vertical directions. The computational domain is a square flow field with the side length 300 lattice units. The initial radiuses of the droplet changes from 30 to 80 lattice units and the reduced temperatures are taken to be r T =0.5, 0.6, 0.7, 0.8. The relaxation time is  =1.5, the surface tension coefficient is  =0.0085 and the proportional coefficient is k =0.1. The computation is performed 100 thousands time steps for each case. As shown in Fig. 4 , the pressure differences are uniformly increasing along with the reverse of the droplet radius. The steady slope is equal to the surface tension, which is in good agreement with those computed by the integral method for every EOSs and temperatures. Spurious current is a small but finite amplitude circulating flow in the vicinity of a liquid-gas interface with nonzero curvature in some numerical multiphase models [31] . The above system in which a liquid drop is surrounded by gas can also be adopted to investigate the spurious currents of the present model. When the system evolves to the mechanical equilibrium state, the largest macroscopic velocity in the flow field represents the magnitude of the spurious current. Fig. 5 shows that the lower temperature leads to a higher spurious current because it has a higher surface tension. However, even the reduced temperature reaches 0.4, the spurious currents of PR and RKS EOSs is much lower than 0.001 and is far better than the previous model [11] . Notably, their density ratios have been more than 65,000 at that low temperature. When the proportional coefficient is less than one, the transition region is widened and the surface tension in the mesh space is changed correspondingly. Theoretically, the proportional coefficient does not influence the interface width and the surface tension in the momentum space, and the values computed in mesh spaces with different proportional coefficients should be the same when they are transformed into the momentum space. A one-dimensional system which is like that in section 7.1 is used again and the height of the computational domain is 800 lattice units in order to contain wider interfaces. The middle part of the domain is initialized as liquid, while the remaining part is initialized as gas. The proportional coefficient gradually increases from 0.05 to 0.3. Fig. 6 draws the interface widths controlled by VDW and CS EOSs and the surface tensions evaluated by PR and RKS EOSs. The reduced temperatures take r T =0.5, 0.6, 0.7, 0.8, 0.9. It is clear that after they are transformed into the momentum space, the interface widths and the surface tensions at each temperature are highly consistent. These support that the transformation between the momentum space and the computational mesh is stable and accurate.
Fig. 6. The interface widths and the surface tensions computed in the different mesh spaces
remains highly consistent when they are transformed into the momentum space.
Droplet splashing and dynamic Galilean invariance
A drop splashing on the plane surface with a thin liquid film is simulated as a dynamic test case [32, 33] . PR EOS for water is chosen to constrain the liquid-gas system. The computational domain is a rectangular flow field with a width 1000 lattice units and a height 300 lattice units. The droplet diameter is D = 100 lattice units and the initial droplet speed is U = 0.1 down to the surface. The thickness of the liquid film is one tenth of the height of the flow field. The reduced temperature is taken to be Tr = 0.6 in order that the density ratio of the liquid-gas system is close to the ratio of water to vapor. The Reynolds number is defined is thinner than that of the low Reynolds number. Eventually, the sheet breaks up and form secondary droplets. These observations are consistent to the previous reports [30, 33] . The researchers also found that the spread radius r obeys the power law
in a short time after the droplet impact. The constant C is about 1.1 for a three-dimensional model [32] and 1.3 for a two-dimensional model [33] . Fig. 8 shows that the present simulations are highly consistent to the prediction of the power law.
To verify Galilean invariance of the dynamic cases, a reference speed is added into the model. The speed is set as 0.03 and points horizontally to the right. The black outlines of the simulation results are drawn in Fig. 7 . They are in excellent agreement with the contours of the simulations without a reference speed. This verifies that the present model satisfies Galilean invariance in the simulations of dynamic fluid field.
Conclusions
The computational accuracy of the derivatives is the essential reason why some multiphase models can only simulate the liquid-gas transitions with a density ratio of the order of 100. In this paper, we decouple the mesh space from the momentum space by using a proportional coefficient between them. The steep transition region in the momentum space is stretched into a gentle curve in the mesh space and the more dense lattices provide more accurate raw data for the derivative calculations. Then, the accuracies of derivatives and gradients are significantly improved by using the high-order difference method. The computations of chemical potential and nonideal force obtain high precisions. Finally, the nonideal force is incorporated into the lattice Boltzmann equation by the forcing term technology of the exact difference method [13] , which makes the model free from the limit of the relaxation time. The simulations show that the liquid-gas density ratio can realize more than 10 13 in the present multiphase model, while the thermodynamic consistency is still satisfied. The Young-Laplace equation is computed to verify the surface tension for several popular EOSs and the spurious currents are obviously suppressed to a very low level. The simulations of droplet splashing support that the present model is Galilean invariant in dynamic fluid field. This study greatly extends the application fields of the chemical-potential method, and these techniques can also be used to improve other multiphase models.
