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A Jang Equation Approach to the Penrose Inequality
HUBERT L. BRAY & MARCUS A. KHURI
Abstract. We introduce a generalized version of the Jang equation, designed for the general
case of the Penrose Inequality in the setting of an asymptotically flat space-like hypersurface
of a spacetime satisfying the dominat energy condition. The appropriate existence and
regularity results are established in the special case of spherically symmetric Cauchy data,
and are applied to give a new proof of the general Penrose Inequality for these data sets.
When appropriately coupled with an inverse mean curvature flow, analogous existence and
regularity results for the associated system of equations in the nonspherical setting would
yield a proof of the full Penrose Conjecture. Thus it remains as an important and challenging
open problem to determine whether this system does indeed admit the desired solutions.
1. Introduction
In 1978 P. S. Jang introduced a quasilinear elliptic equation [8], which Schoen
and Yau [13] successfully employed to reduce the positive mass theorem for general
Cauchy data to the case of time symmetry. For this reason it has been widely sug-
gested that the Jang equation could be used in a similar way to reduce the general
Penrose Inequality to the time symmetric case. However as pointed out by Malec
and O´ Murchadha [11], serious issues arise when one tries to directly apply the steps
taken by Schoen and Yau in [13] (other issues with this process will be pointed out
below). Therefore a new idea is needed, and in this paper is provided in the form of a
generalized Jang equation specifically designed to treat the Penrose Inequality (PI).
In order to motivate the modification to the Jang equation, let us recall the precise
statement of the PI as well as the suggested method of proof via the classical Jang
equation. An initial data set for the Einstein equations is a triple (M, g, k) consisting
of a 3-manifold M (for our purposes with boundary) on which a positive definite
metric g and a symmetric 2-tensor (the extrinsic curvature) k are defined, which
satisfy the constraint equations
16piµ = R− kijkij + (gijkij)2,
8piJi = ∇j(kij − (gabkab)gij),
where R is the scalar curvature, ∇j denotes covariant differentiation, and µ and
Ji are the local matter and momentum densities respectively. If the initial data are
asymptotically flat, satisfy the dominant energy condition µ ≥ |J |g , and contain an
apparent horizon boundary ∂M , then the PI relates the total ADM mass (of a chosen
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end) MADM to the area A of its outermost minimal area enclosure (for ∂M ) by the
inequality
MADM ≥
√
A
16pi
. (1.1)
Furthermore it asserts that if equality holds and the outermost minimal area enclosure
is the boundary of an open bounded domain U ⊂ M , then (M − U, g) admits an
isometric embedding into the Schwarzschild spacetime with second fundamental form
given by k . The suggested approach for confirming this statement is as follows. Look
for a surface Σ in the product manifold (M × R, g + dt2) given by the graph of a
function t = f(x), where f is a solution of Jang’s equation. Then the induced metric
g = g+df 2 on Σ has a certain positivity property for its scalar curvature R , and the
ADM mass remains unchanged. One then uses this positivity property to solve the
scalar curvature equation
∆gu− 1
8
Ru = 0 (1.2)
on Σ, to obtain a new metric u4g with zero scalar curvature, and smaller mass. Thus
the hope is that the area of ∂Σ in the new metric u4g is greater than or equal to
the area of ∂M in the original metric g , so that an application of the Riemannian
PI would give the desired result. However, as in [13] it is expected that the correct
boundary behavior for Σ is to blow-up and approximate a cylinder over ∂M , but
this implies that the solution u of (1.2) must vanish exponentially fast at ∂Σ (as
observed in [11] and [13]) so that we obtain no contribution from the area of ∂M
and hence little hope of establishing (1.1). Another failure of this method is that it
has no chance of working in the case of equality, where we wish to embed the initial
data into the Schwarzschild spacetime. The problem here is that the Schwarzschild
spacetime is given by a warped product metric, and the classical Jang approach only
gives an embedding into a pure product metric.
So we see that there are several problems with the classical approach to the Penrose
Inequality. The biggest of these problems is the fact that when the classical Jang
surface blows-up inside the product metric g + dt2 , it blows-up like a cylinder. In
other words, the boundary of the Jang surface is infinitely far away from every point in
the surface; this is what causes the conformal factor to have zero Dirichlet boundary
data. A natural (and probably first) idea that comes to mind in order to overcome
both difficulties (this one, and the case of equality) is to consider the warped product
metric g + φ2dt2 instead of the product metric, and require the warping factor φ
to vanish on ∂M . Note that this is compatible with the case of equality since the
warping factor for the Schwarzschild metric also satisfies this property. We would also
like to point out that although the classical Jang equation has virtually no chance of
establishing the full PI, it has been shown to yield a Penrose-Like Inequality [9] for
general initial data.
Lastly we encourage those who are interested in the current paper, to compare the
motivations and perspective presented here with the equivalent spacetime formulation
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presented in [2]. More precisely, this paper generalizes the Schoen/Yau approach ([13])
to the Positive Mass Theorem in a way which is suitable for the Penrose Inequality,
whereas [2] derives its stimulus from the dual Lorentzian setting.
2. The Generalized Jang Equation
At this point we see that because of several considerations it is natural to make
the first modification of the Jang approach, by looking for the Jang surface inside the
warped product space (M × R, g + φ2dt2). In order to have any chance of obtaining
a positivity property for the scalar curvature here, we would like the Jang surface Σ
to satisfy an equation with the same structure, namely
HΣ − TrΣK = 0, (2.1)
where HΣ denotes the mean curvature, the tensor K on M×R is an extended version
of k from the initial data, and TrΣK denotes the trace of K over Σ. Of course we are
free to extend k as we wish. Note that Schoen and Yau chose to extend k trivially,
however as we will see this extension will not be appropriate for our problem. The
first consideration when looking for a choice of extension, is that we would like the
solutions of Jang’s equation to blow-up at the horizon just as in the classical case,
because this gives zero mean curvature and preserves the area of the horizon inside
the Jang surface. However, it easily seen that the trivial extension will not allow this
in the warped product metric.
Let us consider the extension:
K(∂xi , ∂xj ) = K(∂xj , ∂xi) = k(∂xi , ∂xj) for 1 ≤ i, j ≤ 3,
K(∂xi , ∂x4) = K(∂x4 , ∂xi) = 0 for 1 ≤ i ≤ 3,
K(∂x4 , ∂x4) = k44,
where xi , i = 1, 2, 3, are local coordinates on M , x4 = t is the coordinate on R, and
k44 is to be determined. If the Jang surface blows-up at the horizon appropriately
then it will still approximate a cylinder over the horizon, but a calculation shows that
H∂M×R = H∂M + φ
−1〈ng,∇gφ〉gφ and Tr∂M×RK = Tr∂Mk + φ−2k44,
where ng is the unit inner normal to ∂M inside (M, g) and gφ is the warped product
metric. Therefore since the unit normal to Σ, given by
N =
∇gf − φ−2∂x4√
φ−2 + |∇gf |2
where x4 = f(x1, x2, x3) expresses Σ as a graph, converges to ∓ng in the process of
blowing up to ±∞ , it is natural to choose
k44 = 〈N, φ∇gφ〉gφ =
〈∇gf, φ∇gφ〉g√
φ−2 + |∇gf |2
(2.2)
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since ∂M is an apparent horizon and thus satisfies
H∂M ± Tr∂Mk = 0.
The ± indicates a future (past) horizon respectively, and the same expression for k44
is valid for both since the Jang surface will blow-up to +∞ at a future horizon and
down to −∞ at a past horizon. In other words when k44 is chosen in this way, it is
possible for the Jang surface to have the desired blow-up behavior at horizons.
When the tensor k is extended according to (2.2), we will refer to equation (2.1) as
the generalized Jang equation. It is important to note that this particular extension
has a natural interpretation in the dual Lorentzian setting, that is in the setting of the
static spacetime (M×R, g−φ2dt2). More precisely, if we consider the Jang surface Σ
inside this spacetime then the generalized Jang equation (2.1) expresses the fact that
the second fundamental form of Σ in the Lorentzian setting and the data k , when
both are pulled back to the t = 0 slice, have the same trace over the metric on the
t = 0 slice (see Appendix B for the relevant calculations). Thus, the extension given
by (2.2) can be interpreted as the trivial extension in the dual Lorentzian setting, a
fact which is of paramount importance when proving the rigidity statement in the
case of equality for (1.1).
It turns out that this choice of extension given by (2.2) actually solves three
problems. Namely, as we have seen it allows the modified Jang equation to have
solutions which blow-up at horizons, second as we will see later (and eluded to in the
previous paragraph) it is precisely what is needed for the case of equality, and third it
is used to establish a positivity property for the scalar curvature of the Jang surface
Σ in the warped product metric. The following formula for the Jang surface Σ in the
warped product metric is one of the most important observations of this paper, as it
is fundamental for any approach taken towards the general PI. As the proof is heavy
with calculation, it is placed in Appendix A.
Theorem 1. Let µ and J denote the local energy density and current density
associated with the initial data, respectively. If the surface Σ satisfies the generalized
Jang equation (2.1) and is given by a graph t = f(x), then its scalar curvature R is
given by
R = 16pi(µ− J(w)) + |h−K|Σ|2g + 2|q|2g − 2φ−1divg(φq), (2.3)
where h is the second fundamental form, K|Σ is the restriction to Σ of the extended
tensor K , q is a 1-form and w is a vector with |w|g ≤ 1 given by
w =
f i∂xi√
φ−2 + |∇gf |2
, qi =
f j√
φ−2 + |∇gf |2
(hij − (K|Σ)ij),
with f j = gijf,i .
Remark. The full formula for R, when Σ does not satisfy any equation, is given
in [2], and is referred to as the generalized Schoen-Yau identity.
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Note that (2.3) reduces to the formula obtained by Schoen and Yau in [13] when
φ ≡ 1, which of course corresponds to the case of the classical Jang equation. Fur-
thermore the dominant energy condition ensures that µ ≥ |J |g , so that only the divg
term prevents R from being nonnegative. However, as we shall see, with an appro-
priate choice of the warping factor φ this difficulty can be overcome to yield the PI,
once a full existence theory for the generalized Jang equation coupled to an inverse
mean curvature flow has been established.
3. Existence for the Generalized Jang Equation in Spherical Symmetry
In this section we prove the necessary existence and regularity result needed for
the generalized Jang equation, if it is to be applied to the PI. We will restrict ourselves
to spherically symmetric initial data. Therefore the metric g and extrinsic curvature
k have the form
g = g11(r)dr
2 + ρ2(r)dΩ2, kij = ninjka + (gij − ninj)kb,
for some functions g11 , ρ, ka , kb with the appropriate fall-off conditions at infinity
(to be specified below), where
n = n1∂r + n
2∂ψ2 + n
3∂ψ3 =
√
g11∂r
is the unit normal to spheres centered at the origin which will be denoted by Sr , and
dΩ2 = (dψ2)2 + sin2 ψ2(dψ3)2
is the round metric on S2 . We assume that M = R3−B0 (B0 is the ball with bound-
ary S0 ) so that ∂M = S0 , with S0 an apparent horizon. Furthermore, we assume
that no other apparent horizons exist in M . This means that the null expansions
satisfy
θ± = 2
(√
g11
ρ,r
ρ
± kb
)
(r) > 0, r > 0, (3.1)
where ρ,r =
dρ
dr
, and that either θ+(0) = 0, θ−(0) = 0, or θ+(0) = θ−(0) = 0,
depending on whether S0 is a future horizon, past horizon, or both, respectively.
We now derive the generalized Jang equation. Let the Jang surface Σ be given as
the graph of a function t = f(r), then the unit normal to Σ in the warped product
metric gφ = g + φ
2dt2 is
N =
g11f,r∂r − φ−2∂t√
φ−2 + g11f 2,r
:= N1∂r +N
2∂ψ2 +N
3∂ψ3 +N
4∂t.
The mean curvature of Σ with respect to N is
HΣ =
4∑
i=1
N i;i =
4∑
i=1
1√|gφ|∂i
(√
|gφ|N i
)
=
√
g11
φ
∂r(φv) + 2
√
g11
ρ,r
ρ
v
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where |gφ| = det gφ , N i;i denotes covariant differentiation with respect to gφ , and
v =
φ
√
g11f,r√
1 + φ2g11f 2,r
.
Furthermore the extension K of the extrinsic curvature given by (2.2) requires that
k44 =
g11φφ,rf,r√
φ−2 + g11f 2,r
,
so that if g = g + φ2df 2 denotes the induced metric on Σ we have
TrΣK = g
ijkij + g
ijf,if,jk44
= ka + 2kb −
g11f 2,r
φ−2 + g11f 2,r
ka +
(
g11f 2,r
1 + φ2g11f 2,r
)(
g11φ2φ,rf,r√
1 + φ2g11f 2,r
)
= (1− v2)ka + 2kb +
√
g11
φ,r
φ
v3.
Thus the generalized Jang equation (2.1) takes the form
√
g11v,r + 2
(√
g11
ρ,r
ρ
v − kb
)
+ (v2 − 1)ka +
√
g11v
φ,r
φ
(1− v2) = 0. (3.2)
For the proof of the PI in the next section we will need to set
φ = ρ,s =
√
1− v2√
g11
ρ,r (3.3)
where s is the radial arclength parameter in the g metric, that is
s =
∫ r
0
√
g11 + φ2f 2,r =
∫ r
0
√
1− v2√
g11
.
Thus our existence results shall only concern the case in which φ is given by (3.3).
First note that ρ,r(r) > 0, r > 0, since the condition (3.1) shows that
2
√
g11
ρ,r
ρ
(r) = HSr,g =
1
2
(θ+ + θ−)(r) > 0, r > 0,
so φ is well-defined. Secondly, when φ is given by (3.3) we have√
g11v
φ,r
φ
(1− v2) = vφ,s
φ
√
1− v2 = vρ,ss
ρ,s
√
1− v2,
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and
ρ,ss = ρ,rr
(
1− v2
g11
)
− vv,r
g11
ρ,r − 1
2
g11,r
g211
(1− v2)ρ,r.
Therefore, the generalized Jang equation (3.2) becomes√
g11(1− v2)v,r + (1− v2)F∓(r, v)± θ∓ = 0 (3.4)
where
F∓(r, v) = ∓2
√
g11
ρ,r
ρ
1
1± v − ka +
v√
g11
ρ,rr
ρ,r
− v
2
g11,r
g211
.
It is interesting to note the role of the null expansions in equation (3.4). It turns
out that the outermost apparent horizon hypothesis (3.1) is the primary reason that
we are able to obtain an existence and regularity result in M . This is analogous with
the theory developed by Schoen and Yau in [13] for the classical Jang equation, in
that the absence of horizons leads to regularity. Furthermore observe that according
to the definition of v , v = ±1 corresponds to blow-up of the Jang surface Σ. Thus for
us, by regularity of a solution to (3.4) we mean not only that the solution possesses a
large number of continuous derivatives, but that it satisfies −1 < v < 1 as well. The
following existence result is what we require for the PI in the next section. Assume
that the initial data satisfy the following fall-off conditions as r →∞ :
|k(r)|g ≤ Cr−2, |Trgk(r)| ≤ Cr−3, (3.5)
|(g11 − 1)(r)|+ r|g11,r(r)| ≤ Cr−1, |ρ(r)− r|+ r|ρ,r(r)− 1|+ r2|ρ,rr(r)| ≤ C,
for some constant C .
Theorem 2. Assume that the initial data are smooth, satisfy the outermost
apparent horizon condition (3.1), and the asymptotics (3.5). Then given α ∈ (−1, 1)
there exists a unique solution v ∈ C∞((0,∞)) ∩ C1([0,∞)) of (3.4) such that −1 <
v(r) < 1, r > 0, and v(0) = α . If S0 is a past (future) horizon then the same
conclusion holds with v(0) = ±1, respectively. Furthermore the solution v has the
following asymptotics
|v(r)|+ r|v,r(r)| ≤ Cr−2, as r →∞,
for a constant C depending only on |g|C1((0,∞)) and |k|C0((0,∞)) .
Remark. The generalized Jang equation addressed here corresponds to a specific
choice of φ, namely that given by (3.3).
Proof. We first establish the fundamental a priori estimate
− 1 < v(r) < 1, r > 0, (3.6)
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as a consequence of the outermost apparent horizon condition (3.1). First consider
the case when |v(0)| < 1. Then arguing by contradiction there must exist a smallest
value r0 > 0 such that v(r0) = 1. It follows that there is an ε > 0 such that
v(r) < 1, v,r(r) ≥ 0, r0 − r < ε.
However from equation (3.4) and (3.1) we have√
g11(1− v2)v,r(r) = −θ−(r)− (1− v2)F−(r, v) < 0 for some r0 − r < ε.
A similar argument can be used if v(r0) = −1 by replacing θ− with θ+ . This
establishes (3.6) if |v(0)| < 1. If v(0) = 1 and S0 is a past horizon then these same
arguments yield (3.6) as long as v,r(0) < 0 (similarly if v(0) = −1 and S0 is a future
horizon then we need v,r(0) > 0). To confirm this it suffices to write out partial
Taylor expansions at r = 0 for all functions appearing in (3.4). It follows that√
g11(0)v,r(0)
2 + F−(0, v)v,r(0)− 1
2
θ−,r(0) = 0. (3.7)
We can assume without loss of generality that θ−,r(0) > 0 (which is of course con-
sistent with (3.1)), by slightly perturbing the initial data. Therefore we find that
v,r(0) < 0 as desired. This establishes (3.6).
In order to prove existence, we need to obtain a priori estimates for the derivatives
of v . The first task in this direction is to improve (3.6). Let (r0, r1) be an interval
on which v(r) ≥ 0 and v,r(r) ≤ 0, then
v(r) ≤ v(r0), r ∈ (r0, r1). (3.8)
If (r0, r1) is an interval on which v(r) ≥ 0 and v,r(r) ≥ 0 then from equation (3.4)
and (3.6) we have
0 ≤ −θ−(r) + F−(r)(1− v2), r ∈ (r0, r1),
where
|F−(r)| ≤ F−(r) with C ≤ F−(r) and θ−(r)
F−(r)
→ C−1 as r →∞,
for some universal constant C > 0. Then according to (3.1) and the fall-off conditions
(3.5),
(1− v2) ≥ θ−(r)
F−(r)
≥ δ > 0 (3.9)
for some 0 < δ < 1 independent of the interval (r0, r1) if r0 ≥ ε > 0. Similar
estimates can be obtained when v(r) ≤ 0. Thus by combining (3.8) and (3.9) we
conclude that there exists 0 < δ(α) < 1 for each |α = v(0)| < 1 such that
− 1 + δ(α) ≤ v(r) ≤ 1− δ(α), r ∈ [0,∞). (3.10)
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If v(0) = ±1 and S0 is a past (future) horizon then v,r(0) < (>)0 from (3.7), so the
same arguments provide 0 < δ(ε) < 1 for each ε > 0 such that
− 1 + δ(ε) ≤ v(r) ≤ 1− δ(ε), r ∈ [ε,∞). (3.11)
With the aid of (3.10) and (3.11) we can now simply differentiate equation (3.4)
to inductively show that there exist constants C(l, α), |α = v(0)| < 1, l ∈ Z+ such
that
|v|Cl([0,∞)) ≤ C(l, α),
and constants C(l, ε), ε > 0, if v(0) = ±1 and S0 is a past (future) horizon, such
that
|v|Cl([ε,∞)) ≤ C(l, ε).
Moreover because we can solve for v,r(0) from (3.7), we also obtain the global C
1
estimate
|v|C1([0,∞)) ≤ C.
At this point we can then make a standard application of the Leray-Schauder fixed
point theorem (or alternatively the method of continuity) to obtain a global solution
v ∈ C∞((0,∞)) ∩ C1([0,∞)) with prescribed v(0) ∈ [−1, 1]. Of course if v(0) = ±1
then we require S0 to be a past (future) horizon respectively.
Lastly we show that v has the correct asymptotics at infinity. By (3.10), (3.11),
and the fall-off conditions (3.5) we can write equation (3.4) as
v,r +
2r−1
1− v2v = O(r
−3 + r−2v), 0 < r0 < r <∞, (3.12)
noting that
Trgk = ka + 2kb.
Thus the solution on the interval (r0,∞) can be represented by
v(r) = exp
(
−
∫ r
r0
2r−1
1− v2
)[∫ r
r0
O(r−3 + r−2v) exp
(∫ r
r0
2r−1
1− v2
)
+ v(r0)
]
.
It follows that
|v(r)| ≤ Cr−1 as r →∞.
Plugging this back into the above representation produces
|v(r)| ≤ Cr−2 as r →∞. (3.13)
Therefore from (3.12) and (3.13) we have
|v,r(r)| ≤ C(r−3 + r−1|v(r)|) ≤ Cr−3 as r →∞.
Q.E.D.
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4. Proof of the Penrose Inequality in the Case of Spherical Symmetry
In this section we show how to apply the generalized Jang equation to treat
the PI as stated in section §1. The proof presented here is restricted to the case
of spherically symmetric initial data. However as illustrated in the next section,
this method could be generalized to cover arbitrary data if an analogous existence
result for the generalized Jang equation is established. A significant difference in the
general case is that it is necessary to solve a system of equations (see [2]), whereas
in the case of spherical symmetry only the generalized Jang equation need be solved,
as the system actually decouples. Note that several different proofs of the PI for
spherically symmetric initial data have been put forward (eg. [4], [5], [7], [10]). The
proof presented below is new, and appears to be novel in that it has the potential to
generalize.
Using notation already established in the previous section, let g = g + φ2df 2
denote the induced metric on the Jang surface and write
g = ds2 + ρ2(s)dΩ2,
where
s =
∫ r
0
√
g11 + φ2f 2,r =
∫ r
0
√
1− v2√
g11
is the radial arclength parameter in the g metric. We first derive the Hawking mass.
By trying to transform g into a Schwarzschild metric we have
g =
1
ρ2,s
dρ2 + ρ2dΩ2 =
(
1− 2m(s)
ρ
)−1
dρ2 + ρ2dΩ2
for some function m(s). Solving for m(s) produces
2m = ρ(1 − ρ2,s),
where
ρ,s =
√
1− v2√
g11
ρ,r.
As in the previous section let Sr denote a sphere of radius r , then
Ag(Sr) = Ag(Sr) = 4piρ
2, HSr ,g = 2
ρ,s
ρ
= 2
√
1− v2√
g11
ρ,r
ρ
, (4.1)
where Ag(Sr) and HSr ,g denote area and mean curvature in the g metric respectively.
It follows that
m(r) =
1
2
ρ(1− ρ2,s) =
√
Ag(Sr)
16pi
(
1− 1
16pi
∫
Sr
H2Sr ,gdσg
)
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is precisely the Hawking mass with dσg representing the area form in the g metric.
Furthermore a calculation shows that the scalar curvature of g is given by
R = 2ρ−2(1− 2ρρss − ρ2s),
and therefore
2m,s = ρ,s − ρ3,s − 2ρρ,ssρ,s =
1
2
ρ,sρ
2R. (4.2)
We will now use these formulas to obtain the PI. Set the warping factor by φ = ρ,s
so that Theorem 2 guarantees a unique solution of the generalized Jang equation. We
also assume that S0 is a past horizon so that we can take v(0) = 1 in Theorem 2 (the
same arguments below will work if S0 is a future horizon). Note that the outermost
apparent horizon condition (3.1) guarantees that
HSr ,g =
1
2
(θ+ + θ−)(r) > 0, r > 0,
which implies
φ(r) = ρ,s(r) =
√
1− v2√
g11
ρ,r(r) =
√
1− v2
2
ρHSr ,g > 0, r > 0, φ(0) = 0, (4.3)
where we have also used the estimate (3.6) and v(0) = 1. Now in order to obtain the
PI just integrate equation (4.2):
m(∞)−m(0) =
∫ ∞
0
m,sds =
∫ ∞
0
ρ,sρ
2Rds =
1
4pi
∫
Σ
ρ,sRdωg
by (4.1), where dωg is the volume form on the Jang surface Σ. Then applying the
formula for R from Theorem 1, the dominant energy condition, the definition of φ ,
as well as the divergence theorem and (4.3), we have
m(∞)−m(0) = 1
4pi
∫
Σ
ρ,s(2(µ− J(w)) + |h−K|Σ|2g + 2|q|2g)dωg
− 1
2pi
∫
Σ
divg(φq)dωg (4.4)
≥ − 1
2pi
∫
∂Σ∪∂∞
φg(q, ng)dσg,
where K|Σ is the restriction to Σ of the extended (by (2.2)) tensor K , ng is the
unit outer normal (as a 1-form), and q , w are given in Theorem 1. According to a
calculation relegated to Appendix C
φg(q, ng)dσg = ±2ρ,rv√
g11
(√
g11
ρ,r
ρ
v − kb
)
ρ2dσ,
11
where dσ is the Euclidean area element. Therefore the boundary integral of (4.4)
taken over ∂Σ is zero, since v(0) = 1 and S0 is a past horizon. Also the bound-
ary integral over ∂∞ is zero as well according to the asymptotics for v(r) given in
Theorem 2 and the fall-off conditions (3.5). It follows that
MADM −
√
Ag(Sr)
16pi
= m(∞)−m(0) ≥ 0,
since (4.1) and v(0) = 1 give HS0,g = 0.
Lastly we prove the rigidity statement in the case of equality. The same arguments
can be used to deal with the divg term in (4.4), thus
0 =MADM −
√
Ag(Sr)
16pi
≥ 1
4pi
∫
Σ
ρ,s(2(µ− |J |g) + |h−K|Σ|2g + 2|q|2g)dωg.
Hence
µ− |J |g ≡ 0, h−K|Σ ≡ 0, q ≡ 0.
It then follows from Theorem 1 that R ≡ 0. We can now apply the time symmetric
PI to the Jang surface Σ to obtain g ∼= gSC , that is g is isometric to the standard
slice of the Schwarzschild spacetime
gSC =
(
1− 2MADM
r
)−1
dr2 + r2dΩ2.
Hence
ρ = r, g11 =
(
1− 2MADM
r
)−1
,
so that
φ = ρ,s =
1√
g11
ρ,r =
(
1− 2MADM
r
)1/2
.
This says that φ is the correct warping factor for the Schwarzschild spacetime, and
furthermore since
g = g − φ2df 2 = gSC − φ2df 2,
the graph map G : M → SC4 provides an isometric embedding of the initial data
(M, g) into the Schwarzschild spacetime (SC4, gSC − φ2dt2). Finally a calculation
(Appendix B) shows that h−K|Σ ≡ 0 implies that the second fundamental form of
G(M) ⊂ SC4 is precisely given by the initial data k .
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5. Approach to the General Case
Here we discuss how the approach of the previous section may be generalized to
the case of arbitrary initial data (without spherical symmetry), whenever appropriate
solutions exist to a canonical system of equations constructed from the generalized
Jang equation and the inverse mean curvature flow. Whether or not such solutions
do indeed exist is thus a very important and challenging open problem. To proceed,
we assume without loss of generality that ∂M is an outermost apparent horizon.
More precisely, none of the components of ∂M are separated from spatial infinity by
another horizon. The idea is that if ∂M is not outermost, then we should replace M
with the submanifold M˜ such that ∂M˜ is an outermost horizon. Then the PI for M˜
implies the PI for M . This assumption is made in order to facilitate the existence of
a smooth Jang surface Σ on the interior of M , which also blows-up at the boundary
(this boundary behavior guarantees that ∂Σ is minimal). Such solutions have been
shown to exist in [12], at least for the classical Jang equation. Furthermore, we
assume the existence of a smooth Inverse Mean Curvature Flow (IMCF) inside the
Jang surface, starting from any one of the components of the outermost minimal
surface enclosing ∂M (it is customary to take the one with largest area). As the
name suggests, IMCF refers to the flow of 2-surfaces in Σ in which the surfaces
flow in the outward normal direction at a rate equal to the inverse of their mean
curvatures at each point. Originally introduced by Geroch [3], this flow has been
generalized and used successfully by Huisken and Ilmanen [6] to prove the PI in the
time symmetric case. Note that since ∂Σ is minimal, the existence of an outermost
minimal surface is guaranteed ([6], Lemma 4.1), and moreover the region between
the outermost minimal surface and spatial infinity, denoted by Σ˜, contains no other
compact minimal surfaces, and each component of Σ˜ has spherical topology. This
observation is required so that the weak formulation of IMCF given by Huisken and
Ilmanen has a smooth start at the boundary. Although use of the weak formulation is
necessary, since it is not difficult to find examples where the flow develops singularities,
for the sake of simplicity of exposition, in this paper we assume the existence of a
smooth flow. This means that in Σ˜, the induced metric g may be written as
g = H−2Sr ,gdr
2 +
2∑
i,j=1
ĝijdθ
idθj,
where the surfaces r = const. are the flow surfaces denoted by Sr (each having
spherical topology), and θi are local coordinates on Sr . We also set S0 to be a
component of the outermost minimal surface ∂Σ˜ .
Let m(r) again be the Hawking mass, then a well-known formula (due to Geroch
[3]) gives
dm
dr
(r) =
√
Ag(Sr)
16pi
[
1
2
+
1
16pi
∫
Sr
(
2
|∇SrHSr ,g|2
H2Sr,g
+R− 2KSr +
1
2
(λ1 − λ2)2
)
dσg
]
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where KSr is the Gaussian curvature of Sr and λ1 , λ2 are its principle curvatures.
Since each Sr has spherical topology (as the flow is assumed to be smooth), the
Gauss-Bonnet Theorem shows that∫
Sr
KSrdσg = 4pi.
We then have
m(∞)−m(0) =
∫ ∞
0
dm
dr
dr (5.1)
≥ 1
(16pi)3/2
∫ ∞
0
(∫
Sr
√
Ag(Sr)Rdσg
)
dr
=
1
(16pi)3/2
∫
eΣ
√
Ag(Sr)HSr ,gRdωg
≥ − 2
(16pi)3/2
∫
eΣ
√
Ag(Sr)HSr,g
φ
divg(φq)dωg
according to (2.3), the coarea formula, and the fact that HSr,g > 0 under smooth
IMCF. This motivates the choice
φ =
√
Ag(Sr)HSr ,g, (5.2)
since an application of the divergence theorem then yields
m(∞)−m(0) ≥ − 2
(16pi)3/2
∫
S0∪∂∞
φg(q, ng)dσg, (5.3)
where ng is the unit outer normal with respect to g .
In order to obtain the PI from (5.3), we note that since the solution of the gener-
alized Jang equation vanishes very fast at spatial infinity, m(∞) is the original ADM
mass of M and the integral at ∂∞ vanishes (as φ remains bounded). Furthermore
because S0 is a minimal surface m(0) =
√
Ag(S0)/16pi . If S0 does not intersect
∂Σ then the solution of the generalized Jang equation remains bounded on S0 , so
φ|S0 = 0 implies that the boundary integral vanishes in this case. On the other hand,
if a portion of S0 coincides with ∂Σ then we calculate the integrand on level sets
of f approaching ∂Σ as follows. Let Λ be a level set, N the unit normal to Σ, ν
the unit inner normal to Λ in the horizontal space (that is, in a t = const. slice of
M × R), and τ a unit tangent to Σ which is normal to Λ (pointing inside Σ), then
a calculation [2] shows that
HΛ,g = gφ(τ, ν)HΛ,g,
g(q, ng)|Λ = gφ(τ, ν)−1(HΛ,g − gφ(N, ν)TrΛ,gk)−HΛ,g,
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where gφ = g+φ
2dt2 is the metric on M×R and HΛ,g , HΛ,g are the mean curvatures
of Λ with respect to g and g . Thus since the Jang surface Σ blows-up to ±∞ at
horizons
gφ(τ, ν)→ 0, gφ(N, ν)→ ±1, as Λ→ ∂Σ.
The apparent horizon equations
H∂Σ,g ± Tr∂Σ,gk = 0
then imply that the boundary integral at S0 vanishes. From (5.3) we now have
MADM ≥
√
Ag(S0)
16pi
≥
√
Ag(S0)
16pi
≥
√
A
16pi
, (5.4)
after observing that g measures areas to be at least as large as does g .
Lastly we treat the case of equality. By appealing to the above arguments includ-
ing (5.1), and using the full expression for R in (2.3), we find that
0 ≥
∫
eΣ
φ
(
16pi(µ− |J |g) + |h−K|Σ|2g + 2|q|2g
)
dωg.
As φ > 0 away from ∂Σ˜ this implies that
µ− |J |g ≡ 0, h−K|Σ ≡ 0, q ≡ 0,
from which we obtain R ≡ 0. Therefore (Σ˜, g) is isometric to (SC3, gSC) the exterior
region of the t = 0 slice of the Schwarzchild spacetime, by the time symmetric version
of the PI. Hence we may write
g =
(
1− 2MADM
r
)−1
dr2 + r2dΩ2,
so that
φ =
√
Ag(Sr)HSr,g =
√
4pir2
√
g11
2
r
= 4
√
pi
(
1− 2MADM
r
)1/2
.
Moreover as g = g − φ2df 2 , it follows that the graph map G : M → SC4 given by
G(x) = (x, f(x)) provides an isometric embedding of (M−U˜ , g) into the Schwarzchild
spacetime (SC4, gSC − φ2dt2), where ∂U˜ is the image of S0 in M . By (5.4) (with
all inequalities replaced by equalities) Ag(∂U˜) = A. Then if ∂U is the outermost
minimal area enclosure, we must have U˜ ⊂ U . Lastly a calculation (see [2]) shows
that h −K|Σ ≡ 0 implies that the extrinsic curvature of G(M − U˜) ⊂ SC4 is given
by k .
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Now some comments concerning the above methods. The definition of φ in (5.2)
is not as simple as it appears, in that φ is also present on the right-hand side due to
the definition of g . Furthermore the IMCF in Σ depends on f and φ for the same
reason. Thus we are not only concerned with solving a single equation, namely the
generalized Jang equation (2.1), rather we must solve a system of equations. We may
write this system down in the following way. If we take the level set formulation of
IMCF (as in [6]), so that the flow surfaces Sr are given by the level sets r = u(x) for
some function u on M , then u must satisfy the equation
divg
( ∇gu
|∇gu|
)
= |∇gu| (5.5)
in which the left-hand side represents the mean curvature of Sr and the right-hand
side is the inverse speed of the flow. It then follows that ([6])
Ag(Sr) = e
rAg(S0) = e
uAg(S0),
so by definition of φ and (5.5) we have
φ2 = Ag(S0)e
u|∇gu|2. (5.6)
Equations (2.1), (5.5), and (5.6) now form a 3× 3 degenerate elliptic system for the
unknowns u , φ , and f . In section §3 we have successfully solved this system for the
special case of spherically symmetric initial data, and have found that the solution
has the same behavior as conjectured in this paper for the general case. As each of the
equations (2.1) and (5.5) already have full existence theories in the classical case when
φ ≡ 1 ([6], [13]), it is possible that similar techniques will yield the corresponding
theory for this generalized Jang/IMCF system.
Finally we mention that the method proposed here, which in a nut shell can be
thought of as simply integrating away the “bad” term from the expression of R in
(2.3), can also be modified to generalize the other known proof of the time symmetric
PI, namely the conformal flow proof of Bray [1]. When this is done a new modified
Jang/conformal flow system is generated. While this method of proof would yield a
stronger result (since it applies to multiple black holes), the system obtained is less
tractable at the moment [2].
6. Appendix A
In this appendix we confirm Theorem 1. The following notation will be used.
Suppose that Σ is a smooth hypersurface inside the warped product space (M ×
R, gφ = g + φ
2dt2), and let e1 , e2 , e3 , e4 be a local orthonormal frame for Σ with
e4 = N normal and e1 , e2 , e3 tangent to Σ. The Levi-Civita connection for gφ will
be denoted by ∇a = ∇ea and that for g , the induced metric on Σ, by ∇a = ∇ea .
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Furthermore x1 , x2 , x3 will be local coordinates on M with x4 = t, and the second
fundamental form of Σ will be denoted
hij = h(ei, ej) = 〈∇ejN, ei〉,
where 〈·, ·〉 is the inner product of gφ .
The preliminary calculations will generalize those of [13]. We have
∇j〈∂x4 , N〉 = 〈∇j∂x4 , N〉+ 〈∂x4, ei〉hij,
where the repeated index i is summed from 1 to 3. Next
∇l∇j〈∂x4 , N〉 = 〈∇l∇j∂x4 , N〉+ 〈∇j∂x4 , ei〉hil + 〈∂x4 , ei〉∇lhij
+〈∇l∂x4 , ei〉hij + 〈∂x4 ,∇lei〉hij − 〈∂x4 , ep〉Γplihij ,
where Γ
p
li are Christoffel symbols for g . However the Codazzi equations give
∇lhij −∇ihlj = RNjil
where RNjil are components of the Riemann tensor for gφ , and we also have
〈∂x4 ,∇lei〉 = 〈〈∂x4 , N〉N + 〈∂x4 , ep〉ep,∇lei〉
= −〈∂x4 , N〉hil + 〈∂x4 , ep〉Γpli.
Therefore, adopting the convention that indices i, j , l , p run from 1 to 3 and a, b
(appearing later) run from 1 to 4, it follows that
∆g〈∂x4 , N〉 =
∑
i
∇i∇i〈∂x4 , N〉
=
∑
i
〈∇i∇i∂x4 , N〉 + 2
∑
i,j
〈∇j∂x4 , ei〉hij
+
∑
i
∇iH〈∂x4, ei〉+
∑
i,j
RNjij〈∂x4, ei〉 − |h|2〈∂x4 , N〉,
where
H =
∑
i
hii, |h|2 =
∑
i,j
hijhij .
Moreover
∇iH〈∂x4, ei〉 = ∇∂x4H −∇NH〈∂x4, N〉 = −N(H)〈∂x4 , N〉,
and
RNjil〈∂x4 , ei〉 = −RNjNl〈∂x4 , N〉+ Riem(N, ej, ∂x4 , el).
17
Hence
∆g〈∂x4 , N〉 = −(|h|2 +N(H) +
∑
i
RNiNi)〈∂x4 , N〉+
∑
i
〈∇i∇i∂x4 , N〉
+
∑
i
Riem(N, ei, ∂x4 , ei) + 2
∑
i,j
〈∇j∂x4, ei〉hij. (6.1)
Let K be the extended version (by (2.2)) of the initial data. We then define the
extended versions of the local energy and current densities by
2µext = Rgφ −
∑
a,b
K2ab + (
∑
a
Kaa)
2, Jext(eb) =
∑
a
(∇aKab −∇bKaa),
where Rgφ is the scalar curvature of gφ and Kab = K(ea, eb). Notice that
Rgφ = 2
∑
i
RNiNi +
∑
i,j
Rijij
and by the Gauss equations
Rijpl = Rijpl + hiphjl − hilhjp,
(here Rijpl denotes the Riemann tensor of g ) which implies
Rgφ = 2
∑
i
RNiNi +R−H2 + |h|2,
where R is the scalar curvature of g . So by definition of µext ,
∑
i
RNiNi = µ
ext +
1
2
(
−R +
∑
a,b
K2ab − (
∑
a
Kaa)
2 − |h|2 +H2
)
.
Thus (6.1) becomes
∆g〈∂x4 , N〉 (6.2)
= −
(
µext +
1
2
|h|2 + 1
2
H2 +N(H)− 1
2
R +
1
2
∑
a,b
K2ab −
1
2
(
∑
a
Kaa)
2
)
〈∂x4 , N〉
+
∑
i
Riem(N, ei, ∂x4 , ei) +
∑
i
〈∇i∇i∂x4 , N〉+ 2
∑
i,j
〈∇j∂x4 , ei〉hij.
We now obtain another expression for ∆g〈∂x4, N〉 . First extend the second fun-
damental form tensor h to all of M × R by
h(X, Y ) = 〈∇YN,X〉, X, Y ∈ Tx0(M × R),
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so that
hiN = h(ei, N), hNi = hNN = 0, i = 1, 2, 3.
Observe that
∇∂
x4
N =
∑
i,j
〈∂x4, ei〉hijej +
∑
j
〈∂x4, N〉hjNej
so that
hjN = −∇j log〈∂x4 , N〉+ 〈∂x4 , N〉−1(〈∇j∂x4 , N〉+ 〈∇∂x4N, ej〉), (6.3)
which implies
∆g log〈∂x4 , N〉
= −〈∂x4 , N〉−2
∑
j
(∇j〈∂x4 , N〉)2 + 〈∂x4 , N〉−1∆g〈∂x4, N〉
= −
∑
j
[hjN − 〈∂x4 , N〉−1(〈∇j∂x4 , N〉+ 〈∇∂x4N, ej〉)]2
+〈∂x4 , N〉−1∆g〈∂x4, N〉.
With the help of (6.3) we have
〈∂x4 , N〉−1∆g〈∂x4 , N〉
=
∑
j
[hjN − 〈∂x4 , N〉−1(〈∇j∂x4 , N〉+ 〈∇∂x4N, ej〉)]2
−
∑
j
∇jhjN +
∑
j
∇j
(〈∇j∂x4 , N〉
〈∂x4 , N〉 +
〈∇∂
x4
N, ei〉
〈∂x4, N〉
)
=
∑
j
(h2jN − 2〈∂x4, N〉−1〈∇j∂x4 , N〉hjN + 〈∂x4, N〉−2〈∇∂x4N, ej〉2)
−
∑
j
2〈∂x4, N〉−1〈∇∂x4N, ej〉(hjN − 〈∂x4 , N〉−1〈∇j∂x4 , N〉)
+
∑
j
[〈∂x4 , N〉−1(〈∇j∇j∂x4 , N〉+
∑
i
〈∇j∂x4 , ei〉hji)−∇jhjN ]
+
∑
j
(
∇j
〈∇∂
x4
N, ej〉
〈∂x4 , N〉 −
∑
i
〈∂x4 , N〉−2〈∂x4 , ei〉hji〈∇j∂x4 , N〉
)
.
However ∑
i
〈∂x4 , ei〉hji = −〈∂x4 , N〉hjN + 〈∇∂x4N, ej〉
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and ∑
j
∇j 〈∂x4N, ej〉〈∂x4 , N〉
=
∑
j
〈∂x4, N〉−1∇j〈∇∂x4N, ej〉
−
∑
j
〈∂x4, N〉−2〈∇∂x4N, ej〉(〈∇j∂x4 , N〉 − 〈∂x4, N〉hjN + 〈∇∂x4N, ej〉),
therefore
〈∂x4 , N〉−1∆g〈∂x4 , N〉 (6.4)
=
∑
j
(h2jN − 〈∂x4 , N〉−1〈∇j∂x4 , N〉hjN −∇jhjN)
+
∑
j
〈∂x4 , N〉−1(〈∇j∇j∂x4 , N〉+
∑
i
〈∇j∂x4 , ei〉hji)
+〈∂x4 , N〉−1
∑
j
(∇j〈∇∂
x4
N, ej〉 − 〈∇∂
x4
N, ej〉hjN).
In order to compare quantities appearing in (6.2) and (6.4) to the local current
density, we employ a formula on page 239 of [13]:
Jext(N) =
∑
i
∇iKi4 −N(
∑
i
Kii) +KNNH −
∑
i,j
Kijhij − 2
∑
i
KiNhiN . (6.5)
This formula still remains valid in our situation. To see this observe that
Jext(N) = Jext(e4) =
∑
i
(∇iKiN −∇NKii).
Moreover if (δ
ij
) = (g(ei, ej))
−1 then∑
i
∇NKii = δij(N(Kij)− 2ΓaNiKja)
= N(
∑
i
Kii)−N(δij)Kij − 2
∑
i,j
ΓjiNKij − 2
∑
i
ΓNNiKiN
= N(
∑
i
Kii) +
∑
i
2hiNKiN
since
ΓNNi = 〈N,∇Nei〉 = −〈∇NN, ei〉 = −hiN ,
ΓjiN = 〈ej,∇iN〉 = hij , N(δ
ij
) = −2hij ,
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and ∑
i
∇iKiN =
∑
i
(ei(KiN)−K(∇iei, N)−K(ei,∇iN))
=
∑
i
∇iKiN +HKNN −
∑
i,j
hijKij
since
∇iei = ΓNiiN +
∑
j
Γjiiej = −hiiN +
∑
j
Γ
j
iiej , ∇iN =
∑
j
hijej .
The desired formula now follows.
Equations (6.2) and (6.4) yield an expression for µext . Then by combining this
expression with (6.5) we arrive at
2(µext−Jext(N)) (6.6)
= R−
∑
i,j
(hij −Kij)2 − 2
∑
i
(hiN −KiN)2 + 2
∑
i
∇i(hiN −KiN)
+(
∑
i
Kii)
2−H2 + 2KNN(
∑
i
Kii−H) + 2N(
∑
i
Kii−H)
+2〈∂x4, N〉−1
∑
i
(Riem(N, ei, ∂x4 , ei) + 〈∇i∂x4 ,
∑
j
hijej + hiNN〉
+〈∇∂
x4
N, ei〉hiN −∇i〈∇∂
x4
N, ei〉),
where the repeated indices i, j are summed from 1 to 3.
The remainder of the proof will consist of evaluating certain terms from (6.6)
in local coordinates. We assume from now on that Σ satisfies the generalized Jang
equation (2.1), so that the 5th, 6th, and 7th terms on the right-hand side of (6.6)
vanish. We also assume that Σ is given by the graph of a function x4 = f(x1, x2, x3),
and we will write f,i = ∂f/∂x
i , f i = gijf,j . Let
Xi = ∂xi + f,i∂x4, i = 1, 2, 3,
be tangent vectors to Σ and
N =
f i∂xi − φ−2∂x4√
φ−2 + |∇gf |2
be the unit normal to Σ. Also we will write
gij = g(Xi, Xj) = gij + φ
2f,if,j, g
ij = gij − f
if j
φ−2 + |∇gf |2 .
The next three claims will simplify (6.6).
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Claim 1.
〈∂x4 , N〉−1
∑
i
Riem(N, ei, ∂x4 , ei) = −φ−1∆gφ
Proof. Christoffel symbols for the metric gφ in the above local coordinates are
given by
Γ̂444 = Γ̂
4
ij = Γ̂
j
i4 = 0, 1 ≤ i, j ≤ 3, (6.7)
Γ̂4i4 = (log φ),i, Γ̂
i
44 = −φφi.
Note that Γ̂kij are the Christoffel symbols for the initial data metric g when 1 ≤
i, j, k ≤ 3. The Riemann tensor is then given by
R̂4ijk = (gφ)4aR̂
a
ijk = φ
2R̂4ijk (6.8)
= φ2(Γ̂4ik,j − Γ̂4ij,k + Γ̂bikΓ̂4bj − Γ̂bijΓ̂4bk)
= 0,
R̂4i4j = (gφ)4aR̂
a
i4j = φ
2R̂4i4j (6.9)
= φ2(Γ̂4ij,4 − Γ̂4i4,j + Γ̂bijΓ̂4b4 − Γ̂bi4Γ̂4bj)
= −φφ;ij,
where the semicolon denotes covariant differentiation with respect to g . Moreover if
1 ≤ i, j, k, l ≤ 3 then R̂ijkl are just the components of the Riemann tensor for g .
Therefore with the help of (6.8) and (6.9) we have
∑
i
Riem(N, ei, ∂x4 , ei) = g
ijRiem
(
f l∂xl − φ−2∂x4
〈∂x4 , N〉−1 , Xi, ∂x
4, Xj
)
= 〈∂x4, N〉gij(φ−2R̂4i4j − f lR̂li4j − f lf,iR̂l44j)
= −〈∂x4 , N〉φ−1∆gφ.
Q.E.D.
Claim 2.
〈∂x4 , N〉−1
∑
i
〈∇i∂x4 ,
∑
j
hijej + hiNN〉
= −|∇g logφ+ φφlf,l∇gf |2 − 〈∂x4 , N〉−1gijf,jφφlh(Xi, Xl)
Proof. First observe that
〈∇i∂x4 ,
∑
j
hijej + hiNN〉 = h(ei,∇ei∂x4),
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and therefore ∑
i
〈∇i∂x4 ,
∑
j
hijej + hiNN〉 = gijh(Xi,∇Xj∂x4).
Now compute with the help of (6.7):
h(Xi,∇Xj∂x4) = h(Xi, Γ̂aj4∂xa + f,jΓ̂a44∂xa)
= ((log φ),j + f,jf,kφφ
k)h(Xi, ∂x4)− f,jφφkh(Xi, Xk).
Moreover
h(Xi, ∂x4) = −〈N,∇∂x4Xi〉 (6.10)
= −〈N, Γ̂a4i∂xa + f,iΓ̂a44∂xa〉
= −〈∂x4 , N〉((log φ),i + f,if,kφφk).
Q.E.D.
Claim 3.
〈∂x4 , N〉−1
∑
i
(〈∇∂
x4
N, ei〉hiN −∇i〈∇∂
x4
N, ei〉)
=φ−1∆gφ+ 〈∂x4 , N〉−1gijf,jφφlh(Xi, Xl) + |∇g log φ+ φφlf,l∇gf |2
Proof. First note that
∇∂
x4
N =
1√
φ−2 + |∇gf |2
(f iΓ̂ai4∂xa − φ−2Γ̂a44∂xa)
= −〈∂x4 , N〉(logφ)iXi,
and therefore
〈∂x4, N〉−1
∑
i
〈∇∂
x4
N, ei〉hiN (6.11)
= 〈∂x4, N〉−1gij〈∇∂x4N,Xj〉h(Xi, N)
= −gij(logφ)kgkjh
(
Xi,
f l∂xl − φ−2∂x4√
φ−2 + |∇gf |2
)
= − 1√
φ−2 + |∇gf |2
(log φ)if jh(Xi, Xj) +
√
φ−2 + |∇gf |2(log φ)ih(Xi, ∂x4).
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For the other term we have
−〈∂x4 , N〉−1
∑
i
∇i〈∂x4N, ei〉 (6.12)
= −〈∂x4 , N〉−1gij∇Xi〈∂x4N,Xj〉
=
√
φ−2 + |∇gf |2gij∇Xi
(
(log φ)kgkj√
φ−2 + |∇gf |2
)
= ∇Xi(log φ)i +
φ−2|∇g log φ|2
φ−2 + |∇gf |2 −
(logφ)if jf;ij
φ−2 + |∇gf |2 .
Also
∇Xi(log φ)i = Xi[(logφ)i] + Γ
i
ik(log φ)
k (6.13)
= ∂xi[g
il(logφ),l] + Γ̂
i
ik(log φ)
k + (Γ
i
ik − Γ̂iik)(log φ)k
= ∆g logφ+ (Γ
i
ik − Γ̂iik)(log φ)k
since
∂xig
il = −gijΓ̂kjk − gjkΓ̂ijk,
where the overline indicates Christoffel symbols for the induced metric g . In order
to calculate the difference of Christoffel symbols appearing above, notice that
Γ
l
jkXl = ∇XjXk = ∇XjXk + h(Xk, Xj)N
= ∇∂
xj
(∂xk + f,k∂x4) + f,j∇∂x4 (∂xk + fk∂x4) + h(Xk, Xj)N
=
(
Γ̂ljk − φφlf,jf,k +
f lh(Xk, Xj)√
φ−2 + |∇gf |2
)
∂xl
+
(
f,jk + (log φ),jf,k + (log φ),kf,j − φ
−2h(Xk, Xj)√
φ−2 + |∇gf |2
)
∂x4
=
(
Γ̂ljk − φφlf,jf,k +
f lh(Xk, Xj)√
φ−2 + |∇gf |2
)
Xl,
where we have used the formula
h(Xi, Xj) = 〈∇XjN,Xi〉 (6.14)
=
1√
φ−2 + |∇gf |2
(f;ij + (logφ),if,j + (logφ),jf,i + φφ
lf,lf,if,j)
which is easily established from (6.7). Hence
Γ
l
jk = Γ̂
l
jk − φφlf,jf,k +
f lh(Xk, Xj)√
φ−2 + |∇gf |2
. (6.15)
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By combining (6.12)-(6.15) we arrive at
− 〈∂x4 , N〉−1
∑
i
∇i〈∂x4N, ei〉 = φ−1∆gφ. (6.16)
Lastly, with (6.11) and (6.16) the desired result is obtained after making a short
calculation (using (6.10)) to show that√
φ−2 + |∇gf |2(log φ)ih(Xi, ∂x4) = |∇g log φ+ φφlf,l∇gf |2,
and also
gijf,j =
φ−2f i
φ−2 + |∇gf |2 .
Q.E.D.
Claims 1, 2, and 3 show that the last four terms of (6.6) cancel to yield
2(µext − Jext(N)) (6.17)
= R−
∑
i,j
(hij −Kij)2 − 2
∑
i
(hiN −KiN )2 + 2
∑
i
∇i(hiN −KiN ).
We continue by writing the “extended” energy and current densities in terms of
the original densities.
Claim 4.
µext − Jext(N) = 8pi(µ− J(w))− φ−1∆gφ+Q(k, φ, f)
where
w =
f i∂xi√
φ−2 + |∇gf |2
,
and
Q(k, φ, f) = φ−2(Trgk)k44 +
f i√
φ−2 + |∇gf |2
(φ−2k44,i − φ−2(log φ),ik44 − (log φ)jkij)
with the extension term k44 given by (2.2) and kij = k(∂xi, ∂xj ).
Proof. We first treat the energy density
2µext = Rgφ − gacφ gbdφ KabKcd + (gabφ Kab)2
= Rgφ − R + 16piµ+ 2φ−2(Trgk)k44,
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where R is the scalar curvature of g . Moreover by (6.7)
Rgφ = g
jl
φ Γ̂
k
jl,k − gikφ Γ̂jij,k + gjlφ Γ̂kikΓ̂ijl − gikφ Γ̂jklΓ̂lij
= R + g44φ Γ̂
k
44,k − gikφ Γ̂4i4,k + gjlφ Γ̂ijlΓ̂4i4 + gjlφ Γ̂4jlΓ̂k4k
+g44φ Γ̂
i
44Γ̂
k
ik − gikφ Γ̂4k4Γ̂4i4 − g44φ Γ̂j4lΓ̂l4j
= R− 2φ−1∆gφ,
and therefore
µext = 8piµ− φ−1∆gφ+ φ−2(Trgk)k44.
Now consider the current density. If 1 ≤ i ≤ 3 then
Jext(∂xi) = g
ab
φ Kbi;a − gabφ Kab;i
= gabφ (∂xaKbi − Γ̂cabKci − Γ̂ciaKcb)
−gabφ (∂xiKab − Γ̂cbiKca − Γ̂caiKcb)
= 8piJ(∂xi)− φ−2k44,i + φ−2(logφ),ik44 + (log φ)jkij.
In addition
Jext(∂x4) = g
ab
φ Kb4;a − gabφ Kab;4
= gabφ (∂xaKb4 − Γ̂cabKc4 − Γ̂c4aKcb)
−gabφ (∂x4Kab − Γ̂cb4Kca − Γ̂ca4Kcb)
= 0,
so that
Jext(N) = Jext
(
f i∂xi − φ−2∂x4√
φ−2 + |∇gf |2
)
= 8piJ(w)− f
i√
φ−2 + |∇gf |2
(φ−2k44,i − φ−2(logφ),ik44 − (log φ)jkij).
Q.E.D.
Our next goal will be to simplify the expression for Q(k, φ, f). To this end we
will need the following
Claim 5. ∑
i
(hiN −KiN)2 = |q|2g + |∇g log φ|2 − gijqi(logφ),j,
where
qi =
f j√
φ−2 + |∇gf |2
(h(Xi, Xj)−K(Xi, Xj)).
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Proof. Employ (6.10) and (2.2) to find
h(Xi, N)−K(Xi, N) (6.18)
=
1√
φ−2 + |∇gf |2
(h(Xi, f
j∂xj − φ−2∂x4)−K(Xi, f j∂xj − φ−2∂x4))
=
f j√
φ−2 + |∇gf |2
(h(Xi, Xj)−K(Xi, Xj)) +
√
φ−2 + |∇gf |2(f,ik44 − h(Xi, ∂x4))
= qi − (logφ),i.
Q.E.D.
As an immediate corollary of (6.18) we also have
Claim 6. ∑
i
∇i(hiN −KiN) = divgq −∆g log φ
We now come to the simplification of Q(k, φ, f).
Claim 7. ∑
i
(hi4 −Ki4)2 +
∑
i,j
(hij −Kij)2 + 2Q(k, φ, f)
= |h−K|Σ|2g + |q|2g − 2∆g log φ− |∇g logφ|2 + 2φ−1∆gφ
Proof. Using (2.2), the following term of Q(k, φ, f) (from Claim 4) may be calcu-
lated by
f i(logφ)jkij√
φ−2 + |∇gf |2
=
φ−2(φlf,l)
2
φ−2 + |∇gf |2 . (6.19)
To see this observe that
f jkij = K(∂xi + f,i∂x4 , f
j∂xj )
=
√
φ−2 + |∇gf |2K(Xi, N) + φ−2f,ik44,
and
2(logφ)iK(Xi, N) = −2〈∂x4 , N〉−1K(∇∂x4N,N)
= −〈∂x4 , N〉−1(∂x4K(N,N)− (∇∂x4K)(N,N))
= 0.
Therefore by calculating the remaining terms of Q(k, φ, f) in a straight forward way,
we have
Q(k, φ, f) =
(Trgk)φ
−1φlf,l√
φ−2 + |∇gf |2
− φ
−2(φlf,l)
2
φ−2 + |∇gf |2 +
φ−1f if jφ;ij
φ−2 + |∇gf |2
+
(log φ)if jf;ij
φ−2 + |∇gf |2 +
φ−4(φlf,l)
2
(φ−2 + |∇gf |2)2 −
φ−1(φlf,l)f
if jf;ij
(φ−2 + |∇gf |2)2 .
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Moreover with the help of (6.15)
φ−1f if jφ;ij
φ−2 + |∇gf |2 = φ
−1∆gφ− φ−1gijφ;ij
= φ−1(∆gφ−∆gφ) + φ−1(Γ̂kij − Γ
k
ij)φ,k
= φ−1(∆gφ−∆gφ) + |∇gφ|2gijf,if,j − φ
−1(φlf,l)H√
φ−2 + |∇gf |2
,
and
Trgk = g
ijK(Xi, Xj)− |∇gf |2k44
= gijK(Xi, Xj)− |∇gf |2k44
+
f if j
φ−2 + |∇gf |2 (K(Xi, Xj)− h(Xi, Xj)) +
f if j
φ−2 + |∇gf |2h(Xi, Xj).
It follows that with (6.14)
Q(k, φ, f) = − φ
−1(φlf,l)√
φ−2 + |∇gf |2
(H −
∑
i
Kii) + ∆g logφ−∆g logφ (6.20)
− φ
−1(φlf,l)f
if j
(φ−2 + |∇gf |2)3/2 (h(Xi, Xj)−K(Xi, Xj)) +
φ−2(φlf,l)
2
φ−2 + |∇gf |2
+
(log φ)if jf;ij
φ−2 + |∇gf |2 +
|∇gf |2|∇g logφ|2
φ−2 + |∇gf |2 .
Now set
pij = h(Xi, Xj)−K(Xi, Xj).
Many of the terms appearing in (6.20) are similar to those appearing in the following
expression, which is derived from (6.18)∑
i,j
(hij −Kij)2 +
∑
i
(hiN −KiN)2 (6.21)
= gilgjkpijplk − g
ilf jfk
φ−2 + |∇gf |2pijplk −
2f l(log φ)ipil√
φ−2 + |∇gf |2
+|∇g log φ|2 + 2f
lf ipilf
j(log φ),j
(φ−2 + |∇gf |2)3/2 −
φ−2(φlf,l)
2
φ−2 + |∇gf |2 .
The two expressions (6.20) and (6.21) may now be combined to obtain∑
i
(hi4 −Ki4)2 +
∑
i,j
(hij −Kij)2 + 2Q(k, φ, f)
= − 2φ
−1(φlf,l)√
φ−2 + |∇gf |2
(H −
∑
i
Kii) + g
ilgjkpijplk
−2∆g log φ− |∇g logφ|2 + 2φ−1∆gφ.
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For this last calculation it is necessary to use (6.19) in addition to
pij = h(Xi, Xj)− kij − f,if,jk44
=
1√
φ−2 + |∇gf |2
(f;ij + (logφ),if,j + (log φ),jf,i)− kij.
The Claim now follows from the generalized Jang equation. Q.E.D.
Theorem 1 is now a consequence of (6.17) as well as Claims 4, 5, 6, and 7.
7. Appendix B
Suppose that the graph map G(x) = (x, f(x)) provides an isometric embedding
of (M, g) into the Schwarzschild spacetime (SC4, gSC − φ2dt2). We will show that
h = K|Σ implies that the second fundamental form pi of the embedding G(M) ⊂ SC4
is given by the initial data k , where h is the second fundamental form of the graph
t = f(x) (denoted by Σ) in the warped product space (M × R, g + φ2dt2) and K|Σ
is the restriction to Σ of the extended (by (2.2)) version of k .
Let
Xi = ∂xi + f,i∂x4, i = 1, 2, 3,
be tangent vectors to Σ. Then according to (6.14) the second fundamental form of
Σ ⊂ (M × R, g + φ2dt2) is given by
hij := h(Xi, Xj) =
∇ijf + (log φ),if,j + (log φ),jf,i + glpφφ,lf,pf,if,j√
φ−2 + |∇gf |2
where ∇ij denotes covariant differentiation with respect to g , and the second funda-
mental form of G(M) ⊂ SC4 is given by
piij := pi(Xi, Xj) =
∇SCij f + (log φ),if,j + (logφ),jf,i − glpSCφφ,lf,pf,if,j√
φ−2 − |∇gSCf |2
where ∇SCij denotes covariant differentiation with respect to gSC . Utilizing the isom-
etry we can write gij = (gSC)ij − φ2f,if,j . Then direct calculation shows that
∇ijf + (logφ),if,j + (log φ),jf,i + glpφφ,lf,pf,if,j
=
φ−2
φ−2 − |∇gSCf |2
(∇SCij f + (logφ),if,j + (log φ),jf,i).
Furthermore
1√
φ−2 + |∇gf |2
= φ2
√
φ−2 − |∇gSCf |2,
and so
hij = piij +
< φ∇gφ,∇gf >g√
φ−2 + |∇gf |2
f,if,j.
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However
(K|Σ)ij = K(Xi, Xj) = kij + < φ∇gφ,∇gf >g√
φ−2 + |∇gf |2
f,if,j.
Therefore if h = K|Σ , it follows that k = pi as desired.
8. Appendix C
Here we calculate the boundary term in (4.4). Observe that
g(q, ng)dσg = g
ijqinj
√
g11 + φ2f 2,rρ
2dσ, (8.1)
where (n1, n2, n3) is the Euclidean unit outer normal and dσ is the Euclidean area
element. Since the metric g is diagonal and f = f(r) we have q2 = q3 = 0. Next we
calculate
q1 =
f r√
φ−2 + |∇gf |2
(hrr − (K|Σ)rr)
=
φg11f,r√
1 + φ2g11f 2,r
(
f;rr + 2(logφ),rf,r√
φ−2 + |∇gf |2
− krr
)
= (g11 + φ
2f 2,r)
−1φf,r(φf,rr − 1
2
φg11g11,rf,r + 2φ,rf,r)−
√
g11vkrr
= (g11 + φ
2f 2,r)
−1
[
1
2
g11(φ
2g11f 2,r),r + φφ,rf
2
,r
]
−√g11vka (8.2)
= g11(1− v2)
[
1
2
g11
(
v2
1− v2
)
,r
+ g11
φ,r
φ
v2
1− v2
]
−√g11vka
=
vv,r
1− v2 +
φ,r
φ
v2 −√g11vKa
=
√
g11
v
1− v2
[
−2
(√
g11
ρ,r
ρ
v − kb
)
+ (1− v2)ka −
√
g11v
φ,r
φ
(1− v2)
]
+
φ,r
φ
v2 −√g11vka
= −2√g11 v
1− v2
(√
g11
ρ,r
ρ
v − kb
)
,
where f;rr denotes covariant differentiation with respect to g and we have used equa-
tion (3.2) as well as krr = k(∂r, ∂r) = g11ka . Furthermore
φ = ρ,s =
√
1− v2√
g11
ρ,r,
√
g11 + φ2f 2,r =
√
g11√
1− v2 . (8.3)
Thus combining (8.1), (8.2), and (8.3) we have
φg(q, ng)dσg = ±2ρ,rv√
g11
(√
g11
ρ,r
ρ
v − kb
)
ρ2dσ.
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