The problem of low-frequency sound propagation in slowly varying ducts is systematically analysed as a perturbation problem of slow variation. The Webster equation and some variants are derived, and the entrance/exit plane boundary layer is given. It is shown why a varying lined duct in general does not have a solution.
We continue with more general analyses of the problem of low frequency sound in a stagnant medium with slowly varying sound speed, and of sound in an irrotational isentropic mean flow, leading to generalised forms of Webster's equation.
The physical models

The equations
In the acoustic realm of a perfect gas that we will consider, we have for pressurep, velocityṽ, densityρ, entropys, and soundspeedc 
where γ , C P and C V are gas constants. When we have a stationary mean flow with instationary timeharmonic perturbations of frequency ω, given, in the usual complex notation, bỹ v = V + Re(v e iωt ),p = P + Re( p e iωt ),ρ = D + Re(ρ e iωt ),s = S + Re(s e iωt ),
(ω > 0) and linearize for small amplitude, we obtain for the mean flow 
Without mean flow, such that V = ∇ P = 0, the equations may be reduced to (section 7)
If, in addition, the ambient medium is uniform, with a constant soundspeed C and density D, the acoustic field becomes isentropic and irrotational and we may introduce a potential v = ∇φ. Furthermore, equation (5) reduces to the Helmholtz equation. After introducing the free field wave number k = ω/C we have (sections 3, 4, 5, 6)
If the original flow fieldṽ is irrotational and isentropic everywhere (homentropic), we can introduce a potential for the velocity, whereṽ = ∇φ, and expressp as a function ofρ only, such that we can integrate the momentum equation (Bernoulli's law, with constant E), to obtain for the mean flow
and for the acoustic perturbations
These last equations are further simplified (eliminate p and ρ and use the fact that ∇ · (DV ) = 0) to the rather general convected wave equation (section 8)
Nondimensionalisation
Without further change of notation, we will assume throughout this paper that the problem is made dimensionless: lengths on a typical duct radius, time on typical sound speed / typical duct radius, etc.
The geometry
The domain of interest consists of a duct V of arbitrary cross section, slowly varying in axial direction (see figure 1) . Figure 1 . Sketch of geometry For definiteness, it is given by the function S in cylindrical coordinates as follows
where X = εx 0 is a so-called slow variable while ε is small. A cross section A(X) at X has surface area A(X). Whenever relevant 2 , we assume lengths made dimensionless such that
At the duct surface S = 0 the gradient ∇ S is a vector normal to the surface (i.e., ∇ S ∝ n), while the transverse gradient ∇ ⊥ S
(where an index denotes a partial derivative) is directed in the plane of a cross section A(X), and normal to the duct circumference ∂A. So if n ⊥ is the component of the surface normal vector n in the plane of a cross section, we have ∇ ⊥ S ∝ n ⊥ .
Frequency
The frequencies considered are low, such that the corresponding typical wave number is of the same order of magnitude as the length scale of the duct variations, i.e., dimensionless O(ε −1 ). In order to quantify this, we will rescale k = εκ and ω = ε .
3 The classical problem
Equations and boundary conditions.
The duct is semi-infinite and hard-walled. The solution is determined by a source at entrance plane x = 0, and radiation conditions for x → ∞. Other conditions, like a reflecting impedance plane at some exit plane x = L (e.g., modelling a radiating open end), are also possible but they do not essentially alter the present analysis. Inside V we have for acoustic potential φ (eq. 6)
At the entrance interface x = 0 we have a suitable boundary condition, say,
The boundary condition of hard walls at r = R(X, θ ) is given by
Except for the immediate neighbourhood of the entrance plane, the typical axial variations of the acoustic field scale on the slow variable X, so we rewrite the equations and boundary conditions
This rewriting in a slow variable is known as the method of slow variation [3] . Note that this equation has a small parameter multiplied with the highest derivative in X-direction, suggesting a singular perturbation problem [4, 5, 6 ] with boundary layers in X.
Asymptotic analysis: outer solution.
Based on the observation that ε 2 is the only small parameter that occurs, we might be tempted to expand the solution in a Poincaré asymptotic power series in ε 2 . However, this will be shown to be not exactly true. Depending on the behaviour of the solution near the entrance, the correction term should in general be O(ε) for matching. The leading and first order equations, however, will be equivalent. With the assumed Poincaré expansion of φ, expressed in X,
we obtain to leading order ∇
with solution φ 0 = a constant. So φ 0 = φ 0 (X), a function to be determined. To first order we have
also with a constant solution, and so φ 1 = φ 1 (X), a function to be determined. To second order we now have
The assumption (16) that there exists a Poincaré expansion for φ, expressed in this slow variable X, is not trivial (Poincaré expansions are critically dependent of the variables chosen!). It requires certain solvability conditions for, e.g., φ 2 , yielding an equation for φ 0 . To obtain this, we integrate along a cross section A(X) and apply Gauss' theorem
Then we parametrize ∂A with θ , such that dℓ = R 2 + R 2 θ dθ , and we continue
On the other hand, we also have
Altogether we have for φ 0 the equation
which is indeed Webster's equation [7, 8] in properly scaled coordinates. Evidently, the first order solution follows the same pattern and satisfies also
Solutions of Webster's equation.
Webster's equation can be recast into a more transparent form by the transformation [9, 10, 11, 12, 13 ]
leading to
Depending on the sign of 
Boundary conditions in X .
The above equation for φ 0 and φ 1 is of second order and therefore two boundary conditions are required to determine the solution. For X → ∞ we have the condition of radiation. At X = 0, φ 0 and φ 1 cannot satisfy the (r, θ )-dependent boundary condition (13) . Indeed, as anticipated before, near x = 0 there is a boundary layer of X = O(ε), i.e., x = O(1), which determines the (outer) solutions φ 0 and φ 1 via conditions of matching. This will be considered in the next section.
Entrance boundary layer
Near the entrance, for X = O(ε), i.e., x = O(1), we have of course equation (12)
Up to O(ε 2 ), this Helmholtz equation is equivalent to the Laplace equation. Therefore, the boundary layer analysis is essentially similar to the one for the heat equation, discussed in Chandra [14] . Expand
so we have inside V to leading and first order
At x = 0 we have from (13) the initial conditions
For x → ∞ conditions of matching with the outer solution φ 0 + εφ 1 apply. For the boundary condition at r = R we have to expand R(εx, θ ). Note that for any function f
where R without any argument denotes the value at X = 0. Furthermore, we have
So at the boundary
which means at r = R(0, θ ) for the leading and first order
where S 0 = S(0, r, θ ).
It is important for the subsequent matching to note that the solutions of (28) with (33) are only defined up to a linear term K x. For 0 , however, this would result in terms of O(ε −1 ) if x = O(ε −1 ) which do not match with an outer solution φ 0 = O(1). Therefore, we will not include this extra term. For 1 , on the other hand, we will have to retain the possibility, and in the end a linear term K 1 x will be added, where K 1 must be determined by the matching.
From the identity at
and with the defining equation applied at r = R while using relation (33a)
it follows that equation (33b) is equivalent to
Leading order.
The right-running solution 0 (only non-increasing exponentials are allowed for matching) may be expressed by the eigenfunction expansion
where
with λ 0 = 0, ψ 0 is a constant (normalised to 1), the other eigenvalues λ n are real positive, and the eigenfunctions ψ n are real, orthogonal and assumed normalized. In general these eigenfunctions are to be determined numerically. However, if the duct is cylindrical (i.e., R is independent of θ ), we have
where J ν is the ν-th order ordinary Bessel function of the 1st kind [15] , and j ′ νµ is the µ-th (real-valued, positive) zero of J ′ ν , ordered such that they are monotonically increasing. N n is a normalisation constant, and the corresponding eigenvalue is of course λ n = j ′ νµ /R. The amplitudes are determined from the entrance interface x = 0 as follows
Note that, as ψ n are orthonormal, the axial flux is to leading order proportional to the imaginary part of
As this expression is real, its imaginary part is zero and, thus, the axial flux vanishes to leading order. Indeed, the outer solution is a slowly varying function of X and therefore the flux, proportional to the axial derivative, is O(ε). For x → ∞, the exponential terms in 0 (x) vanish and we have
1st Order.
Q 0 , the right hand side of equation (36), may be written as
To solve the problem for 1 , we introduce a Green's function G(x; ξ ) with x = (x, r, θ ) and ξ = (ξ, ρ, η)
We determine the Green's function by applying the Fourier Sine Transform 3 with respect to x (x → α) to (44), to obtain
where x ⊥ denotes the transverse component of x, i.e., x ⊥ = (r, θ ) (similarly for ξ ⊥ ). We assume that the Green's function can be expanded by the same basis function as has been used for 0
Substituting this into (45) yields
Next, we multiply (46) with ψ n and integrate over the cross section A(0) to obtain
Orthonormality of the basis functions yields
Therefore,Ĝ
The inverse Fourier Sine Transform yields
where [15] for λ 0 = 0
and for λ m > 0,
Therefore, the Green's function becomes
Note that as x → ∞, G tends to ξ and ∂G ∂ x tends to zero exponentially. Using this Green's function, we obtain for 1 the following relation, to be integrated over domain V,
However, since 1 ∼ K 1 ξ for large ξ (see the remark below equations 33), this yields a divergent integral as the domain here is a semi-infinite duct. Therefore, we consider a region V ′ with a finite length 0 ≤ x ≤ x 0 , where x 0 is small compared to ε −1 , but large enough for all exponential terms to practically vanish. Integrate (54) along domain V ′ and by using Green's second identity we get
Since
As we have Q 0 in the form of a series expansion, we can write
It may be noted that the normal derivative of this series does not converge uniformly near the wall. For all basis functions, ∇ ⊥ ψ n · n ⊥ = 0, whereas ∇ ⊥ 1 · n ⊥ = 0.
Finally, we remove the x-integration by
If m = n, the limit λ m → λ n should be taken. For x → ∞, the exponential terms in 1 (x) vanish and we have (we exchange the variables x and ξ )
By using the periodicity of ψ n in its circumferential argument η, we have finally
Matching.
Both the initial conditions for φ 0 and φ 1 and the constant K 1 are determined from matching with the outer solution. From equations (42) and (60) we have
and so we find
Curved ducts
The present results remain valid for the slightly more general problem of curved ducts (like certain musical instruments) if the curvature of the duct axis (and its derivative) is O(ε). Together with the assumed slow variation in the axial coordinate, the associated orthogonal coordinate system (based on the tangent andpossibly-the normal and binormal of the curve that describes the duct axis) leave the Laplacian unchanged up to O(ε 3 ). A simple example is the inside of a perturbed torus, described by a fixed torus radius ε −1 and slowly varying tube radius R. With local (polar-type) coordinates ξ, r, ϕ, we define
where 0 ≤ r ≤ R(εξ, θ ), 0 ≤ θ < 2π, 0 ≤ εξ < 2π. If we write X = εξ , we get (cf. equation 6)
Boundary conditions at S = r − R(X, θ ) = 0 are
If we expand φ = φ 0 + εφ 1 + ε 2 φ 2 + . . ., we get to leading order 
leading to φ 1 = φ 1 (X). So again ∂ ∂r φ 1 = ∂ ∂θ φ 1 = 0 and we obtain again
yielding thus, after a similar argument as before, Webster's equation.
If the duct walls is equipped with an impedance-type acoustic lining, we will in general expect solutions, which will decay exponentially in axial direction. Therefore, in the compressed variable X, only trivial (i.e., zero) solutions will exist. We will see that this is by and large the case, although for a purely imaginary impedance in a straight duct there are exceptions. The impedance-wall boundary condition at r = R is given by
with specific impedance Z . As before, we assume the Poincaré expansion φ = φ 0 + εφ 1 + ε 2 φ 2 + . . .. First we note that it is easily verified, that if Z = 0 only the trivial solutions φ 0 = φ 1 = 0 occur. Then we consider two possibilities: Z = O(1) and Z = O(ε).
Z = O(1)
As ζ = O(ε), we write ζ = εζ 1 . In this case we have only trivial solutions. Expand equations and boundary conditions as before, to get to leading order
with solution φ 0 = φ 0 (X), a function to be determined. To first order we have
we must have φ 0 = 0, and so φ 1 = φ 1 (X). Nothing changes when we continue, and so all terms of the expansion vanish.
Z = O(ε)
Now we have ζ = O(1), which changes the boundary condition expansion. To leading order we have
This is an eigenvalue problem for the Dirichlet-to-Neumann operator [14] N : f → g, that maps a given Dirichlet boundary value f to the normal derivative g of f 's harmonic extension into A. In other words, N ( f ) = ∂ ∂n ψ ∂A where ψ is the solution of
As we are looking for N (φ 0 ) = ζ φ 0 , equation (72) corresponds to the eigenvalue problem of N . From Green's 2nd identity, applied to φ 0 and its complex conjugate, it can be deduced that any possible ζ is real. Furthermore, from Green's 1st identity applied to φ 0 it follows that any possible ζ is positive, and Z is thus negative imaginary. From general operator-theoretical considerations it may be deduced from the boundedness of ∂A, that the eigenvalues ζ are discrete.
An example that illustrates this behaviour explicitly is the circular duct R = 1, where
As the shape of the cross section A(X) changes with X, the values of ζ that allow a solution also change with X, and in general there are no solutions possible along the duct for a fixed, given ζ . This is of course not true for a duct of constant cross section, and we will show here how in this case the low-frequency solution can be found. Note that this solution is just the unattenuated surface wave, considered in Rienstra [17] .
As we saw, ζ cannot be prescribed because it is an eigenvalue, and therefore essentially part of the solution that depends on ε. So we have to write ζ(ε) and expand
As before in equation (72), we have to leading order the eigenvalue problem
with the pair (φ 0 , ζ 0 ) as the solution. Then, to first order, we have
By applying Green's 2nd identity to φ 1 and φ 0 we get
So ζ 1 = 0 and φ 1 ∝ φ 0 . To second order we have (note that now R X = 0)
Similar to above, we find the solvability condition to be
yielding ζ 2 expressed in κ 2 and integrals of φ 2 0 .
Variable mean soundspeed and density
If soundspeed C = C(X, r, θ ) and mean density D = D(X, r, θ ) are not uniformly constant, but vary in r , θ and slowly in x, we have the reduced wave equation (5) , rewritten in slowly varying coordinates,
where the dimensionless frequency ω = ε is small. The hard-wall boundary condition is the same as equation (14) . When we expand p = p 0 + εp 1 + ε 2 p 2 . . ., we get to leading order
which has a constant as the solution, so p 0 = p 0 (X), a function to be determined. We can derive the same equation for p 1 , to get the same result φ 1 = φ 1 (X). For the second order we have
We go on to find a solvability condition for p 2 by integrating this equation along a cross section A. Utilizing the following identity for any differentiable function f Then, after introducing the cross-sectional averaged squared sound speed
a generalisation of Webster's equation is obtained
This may be further simplified by the transformation
Irrotational and isentropic mean flow
To analyse asymptotically low frequency acoustic perturbations in a slowly varying duct with an irrotational isentropic mean flow, as described by equations (7) and (9), we need to approximate both mean flow and acoustic field to the same order of accuracy. We start here with the mean flow. In the dimensionless variables used, we have C 2 = D γ −1 , so equations (7) simplify to 
The mass flux at any cross section A is given by
Due to the non-dimensionalisation, U , D, A, F and E are O(1). Introduce the slow variable X = εx, and assume V and D to depend essentially on X, rather than x. We write the velocity as
to distinguish between axial and cross-wise components. If flux F and thermodynamical constant E are independent of ε, we can expand U = U 0 +O(ε 2 ) and D = D 0 +O(ε 2 ). As the flow is a potential flow, we can derive, in the same way as in Rienstra [1] , that D 0 = D 0 (X), U 0 = U 0 (X) and V ⊥ = O(ε), satisfying the equations (to be solved numerically)
