The goal of this paper is to study a distributed version of the gradient temporal-difference (GTD) learning algorithm for a class of multi-agent Markov decision processes (MDPs). The temporal-difference (TD) learning is a reinforcement learning (RL) algorithm that learns an infinite horizon discounted cost function (or value function) for a given fixed policy without the model knowledge. In the multi-agent MDP each agent receives local reward through a local processing. The agents communicate over sparse and random networks to learn the global value function corresponding to the aggregate of local rewards. In this paper, the problem of estimating the global value function is converted into a constrained convex optimization problem with a consensus constraint. Then, we propose a stochastic primal-dual distributed GTD algorithm and prove that it almost surely converges to a set of stationary points of the optimization problem.
I. INTRODUCTION
Objective: The goal of this paper is to study a distributed version of the gradient temporal-difference (GTD) learning algorithm [1] , [2] for a class of multi-agent Markov decision processes (MDPs). There are N agents i ∈ {1, . . . , N } =: V, which are connected over a communication network as illustrated in Figure 1 . Each agent i receives local reward following a given fixed local policy πi. The proposed distributed policy evaluation algorithm enables all the agents to achieve consensus on the global value function through information exchange over a sparse communication network. Due to its potential applicability, distributed multi-agent MDPs have been a topic of significant research activity [3] - [8] . Potential applications can be found in distributed machine learning, distributed resource allocation, and robotics.
Literature Review: A distributed Q-learning (QD-learning) algorithm was proposed in [3] . The focus of [3] is to learn an optimal Q-factor, defined in [9] for a global reward expressed as a sum of local rewards, while each agent is only aware of its local reward. This work therefore addresses the multi-agent optimal policy design problem. In [3] , the authors assumed that each agent observes the global state and action. Distributed actor-critic algorithms were explored in [4] in a similar setting. Each agent acquires local observations and rewards, but it tries to learn an optimal policy that maximizes the long-term average of total reward, which is a sum of local rewards. It was assumed that each agent's state transition is independent of each other. In a more recent work [5] , consensus-based actor-critic algorithms were studied, where the authors considered coupling between the agents' state transitions relying on the assumption that each agent observes the entire joint states and actions by all the agents.
In [6] , a distributed policy evaluation was studied with the GTD from [1] , [2] combined with consensus steps. The study focused on the scenario that there exists only one global reward, each agent behaves according to their own behavior policy πi, and the agents cooperate to learn the value function of the target policy π; thereby, it This work has been supported in part by the National Science Foundation through the National Robotics Initiative grant number 1528036, EAGER grant number 1548409 and AFOSR grant number FA9550-15-1-0518. D. Lee, H. Yoon, and N. Hovakimyan are with the Department of Mechanical Science and Engineering, University of Illinois, Urbana-Champaign, IL 61801, USA donghwan@illinois.edu, hyoon33@illinois.edu, nhovakim@illinois.edu. is a multi-agent off-policy learning scheme. It was also assumed that each agent can only explore a subset of the MDP states. The authors in [7] considered multiple RL agents with identical reward function operated in independent MDPs, and developed the first consensusbased GTD to accelerate the convergence speed. In [8] , gossip based distributed temporal difference (TD [9] ) learning was investigated. Compared to prior work, the main difference in [8] is that all the agents know the global reward, but they have different linear function approximation architectures and parameters of different dimensions. Agents cooperate to find a value function with a linear function approximation consisting of aggregated features of all agents to reduce computational costs. Lastly, the papers [10] , [11] addressed distributed consensus-based stochastic gradient optimization algorithms for general convex and non-convex objective functions, respectively. Whenever the learning goal can be expressed as a minimization of an objective function, e.g., GTD [1] , [2] or the residual method [12] , algorithms in [10] , [11] can be applied.
The saddle point interpretation and the primal-dual approach of [13] to the consensus optimization was first considered in [14] - [16] . The corresponding discrete-time primal-dual saddle point algorithms were developed in [17] - [19] . Regarding the RL algorithms, the GTD was interpreted as a primal-dual algorithm in [6] using Lagrangian duality theory. The recent work [20] also studied a primaldual reinforcement learning algorithm for linear programming form of the MDP problem. Finally, a primal-dual algorithm variant of the GTD was studied in [21] with proximal operator approaches.
Statement of Contributions: Although distributed RL methods have been presented in [3] - [8] , distributed GTD algorithms have not been broadly investigated until now. The first distributed GTD algorithm in [7] considered multiple RL agents operated in independent MDPs with the identical reward functions. However, to the authors' knowledge, there are no results to date addressing distributed GTD algorithms with different local reward functions and their convergence. The main contribution of this paper is to present the first class of distributed GTD algorithms based on primal-dual iterations, which is based on extension of the original single agent GTD from [2] to a multi-agent policy evaluation over a sparse-random communication network. In the proposed approach, the problem is treated as a constrained optimization and is solved using a primal-dual saddle point algorithm following [13] , [20] . An advantage of the proposed algorithm is its flexibility in analysis. It casts the multi-agent policy evaluation problem as a saddle point optimization problem, which can be addressed by the stochastic primal-dual method, and hence some analysis tools from optimization perspective, such as [13] , [20] , can be applied. For instance, the proposed algorithm gives O(1/k) convergence rate of for the deterministic upper bound of the solution in terms of the duality gap. The proposed approach also allows for random communication graphs. The proposed method is mainly motivated by [6] and also by the continuous-time consensus optimization algorithm from [14] - [16] . The recent primal-dual reinforcement learning algorithm from [20] also inspired the development in this paper. This paper is an extension of its conference version [22] .
The remainder of this paper is organized as follows: In Section 2, we introduce preliminaries including notation, basic knowledge on the graph theory and reinforcement learning, assumptions on the communication network model. In Section 3, we briefly introduce a basic notion of the distributed RL and the main problem formulation. Section 4 studies the derivation of the main distributed RL algorithm and its convergence, and Section 5 illustrates the proposed algorithm with two multi-UAV examples. Most technical proofs are included in Appendix. Finally, we give our concluding remarks in Section 6.
II. PRELIMINARIES

A. Notation and terminology
The following notation is adopted: R n denotes the n-dimensional Euclidean space; R n×m denotes the set of all n × m real matrices; R+ and R++ denote the sets of nonnegative and positive real numbers, respectively, A T denotes the transpose of matrix A; In denotes the n × n identity matrix; I denotes the identity matrix with appropriate dimension; · 2 denotes the standard Euclidean norm;
x D := √ x T Dx for any positive-definite D; λmin(A) denotes the minimum eigenvalue of A for any symmetric matrix A; |S| denotes the cardinality of the set for any finite set S; E[·] denotes the expectation operator; P[·] denotes the probability of an event;
[x]i is the i-th element for any vector x; [P ]ij indicates the element in i-th row and j-th column for any matrix P ; if z is a discrete random variable which has n values and µ ∈ R n is a stochastic vector, then z ∼ µ stands for P[z = i] = [µ]i for all i ∈ {1, . . . , n}; 1n ∈ R n denotes an n-dimensional vector with all entries equal to one; dist(S, x) denotes the standard Euclidean distance of a vector x from a set S, i.e., dist(S, x) := infy∈S x −y 2; for any S ⊂ R n , diam(S) := sup x∈S,y∈S x − y 2 is the diameter of the set S; for a convex closed set S, ΓS(x) is the projection of x onto the set S, i.e., ΓS (x) := arg min y∈S x − y 2; fx(x) is a subgradient of a convex function f : R n → R at a given vectorx ∈ R n when the following relation holds:
B. Graph theory
An undirected graph with the node set V and the edge set E ⊆ V ×V is denoted by G = (E , V). We define the neighbor set of node i as Ni := {j ∈ V : (i, j) ∈ E }. The adjacency matrix of G is defined as a matrix W with [W ]ij = 1, if and only if (i, j) ∈ E . If G is undirected, then W = W T . A graph is connected, if there is a path between any pair of vertices. The graph Laplacian is L = H − W , where H is a diagonal matrix with [H]ii = |Ni|. If the graph is undirected, then L is symmetric positive semi-definite. It holds that L1 |V| = 0. If G is connected, 0 is a simple eigenvalue of L.
C. Random communication network
We will consider a random communication network model considered in [23] . In this paper, agents communicate with neighboring agents and update their estimates at discrete time instances k ∈ {0, 1, . . .} over random time-varying network G(k) := (E (k), V(k)), k ∈ {1, 2, . . .}. Let Ni(k) := {j ∈ V(k) : (i, j) ∈ E (k)} be the neighbor set of agent i, W (k) be the adjacency matrix of G(k), and H(k) be a diagonal matrix with [H(k)]ii = |Ni(k)|. Then, the graph Laplacian of G(k) is L(k) := H(k) − W (k). We assume that G(k) is a random graph that is independent and identically distributed over time k. A formal definition of the random graph is given below. Assumption 1. Let F := (Ω, B, µ) be a probability space such that Ω is the set of all |V| × |V| adjacency matrices, B is the Borel σalgebra on Ω and µ is a probability measure on B. We assume that for all k ≥ 0, the matrix W (k) is drawn from probability space F. 
Consider the corresponding graph (E, V), which we refer to as the mean connectivity graph [23] . We consider the following connectivity assumption for the graph. 
D. Reinforcement learning overview
We briefly review a basic RL algorithm from [25] with linear function approximation for the single agent case. In general, a Markov decision process is characterized by a quadruple M := (S, A, P, r, γ), where S is a finite state space (observations in general), A is a finite action space, P (s, a, s ′ ) := P[s ′ |s, a] represents the (unknown) state transition probability from state s to s ′ given action a,r : S × A × S → [0, σ], where σ > 0 is the bounded random reward function, and γ ∈ (0, 1) is the discount factor. If action a is selected with the current state s, then the state transits to s ′ with probability P (s, a, s ′ ) and incurs a random rewardr(s, a, s ′ ) ∈ [0, σ] with expectation r(s, a, s ′ ). The stochastic policy is a map π : S × A → [0, 1] representing the probability π(s, a) = P[a|s], P π denotes the transition matrix whose (s, s ′ ) entry is P[s ′ |s] = a∈A P (s, a, s ′ )π(s, a), and d : S → R denotes the stationary distribution of the observation s ∈ S. We also define r π (s) as the expected reward given the policy π and the current state s, i.e.
The infinite-horizon discounted value function with policy π and rewardr is
where E in the equation stands for the expectation taken with respect to the state-action trajectories following the state transition P π . Given pre-selected basis (or feature) functions φ1, . . . , φq : S → R, Φ ∈ R |S|×q is defined as a full column rank matrix whose i-th row vector is φ1(i) · · · φq(i) . The goal of RL with the linear function approximation is to find the weight vector w such that Jw := Φw approximates the true value function J π . This is typically done by minimizing the mean-square Bellman error loss function [2] min w∈R q MSBE(w) :=
where D is a symmetric positive-definite matrix. For online learning, we assume that D is a diagonal matrix with positive diagonal elements d(s), s ∈ S. The residual method [12] applies a gradient descent type algorithm
In the model-free learning, the gradient is replaced with a samplebased stochastic estimate. A drawback of the residual method is that the next observation s ′ should be sampled twice to obtain an unbiased gradient estimate. In the temporal difference (TD) learning [9] , [25] with a linear function approximation, the problem is resolved by ignoring the first γP π Φ in the gradient (2) as follows:
If the linear function approximation is used, then this algorithm converges to an optimal solution of (1). Compared to the residual method, the double sampling issue does not occur in the TD-learning. In the above two methods, the fixed point problem r π + γP π Φw = Φw may not have a solution in general as the left-hand side need not lie in the range space of Φ. To address this problem, the GDT in [2] solves instead the minimization of the mean-square projected Bellman error loss function
where Π is the projection onto the range space of Φ, denoted by
The projection can be performed by the matrix multiplication:
Compared to the standard TD learning, the main advantage of the GTD algorithms [1] , [2] is their off-policy learning abilities.
III. DISTRIBUTED REINFORCEMENT LEARNING OVERVIEW
In this section, we introduce the notion of the distributed RL, which will be studied throughout the paper. Consider N RL agents labelled by i ∈ {1, . . . , N } =: V. A multi-agent Markov decision process is characterized by ({Si}i∈V , {Ai}i∈V , P, {ri}i∈V , γ), where γ ∈ (0, 1) is the discount factor, Si is a finite state space of agent i, Ai is a finite action space of agent i, a := (a1, . . . , aN ) and s := (s1, . . . , sN ) are joint action and state, respectively,
Si are the corresponding joint action and state spaces, respectively,ri : S × A × S → [0, σ], σ > 0, is a bounded random reward of agent i with expectation ri(s, a, s ′ ), and P (s, a, s ′ ) := P[s ′ |s, a] represents the transition model of the joint state s with the joint action a and the corresponding joint action space A. The stochastic policy of agent i is a mapping πi : S × Ai → [0, 1] representing the probability πi(s, ai) = P[ai|s] and the corresponding joint policy is π(s, a) := N i=1 πi(s, ai). P π denotes the transition matrix, whose (s, s ′ ) entry is P[s ′ |s] = a∈A P (s, a, s ′ )π(s, a), d : S → R denotes the stationary state distribution under the policy π. In particular, if the joint action a is selected with the current state s, then the state transits to s ′ with probability P (s, a, s ′ ), and each agent i observes a random rewardri(s, a, s ′ ) ∈ [0, σ] with expectation ri(s, a, s ′ ). We assume that each agent does not have access to other agents' rewards. For instance, there exists no centralized coordinator; thereby each agent does not know other agents' rewards. In another example, each agent/coordinator may not want to uncover his/her own goal or the global goal for security/privacy reasons. We denote by r π i (s) the expected reward of agent i, given the current state s
In addition, denote by Pi(s, a, s ′ i ) the state transition probability of agent i given joint state s and joint action a. We can consider one of the following two scenarios throughout the paper.
1) Independent transition models with local observations:
We assume S1 = · · · = SN =Ŝ and A1 = · · · = AN = A. Moreover, each agent i's state transition does not depend on other agents' actions and states denoted by a−i and s−i, respectively, i.e., for any given s and a, Pi(s, a,
for all combinations of the other agents' statess−i and actionsā−i, and P1 = · · · = PN . In this case, we assume that each agent i knows only its own action ai and state si and every agent uses the identical policy π.
2) Dependent transition models with global observations: In all cases other than the first scenario each agent knows its own action ai and the joint state s.
The first scenario implies that each agent's state transition is independent of the other agents' states and actions. For instance, if N drones maneuver in a shared space with different altitudes, they do not interact with each other. The second scenario is more general, where agents' state transitions depend on each other. For example, transitions of multiple ground robots avoiding collisions with each other may depend on other robots actions and states. Throughout the paper, we will assume that the MDP with given π has a stationary distribution.
Assumption 3. With a fixed policy π, the Markov chain P π is ergodic with the stationary distribution d with d(s) > 0, s ∈ S.
In addition, we summarize definitions and notations for some important quantities below.
1) D is defined as a diagonal matrix with diagonal entries equal to those of d. 2) J π is the infinite-horizon discounted value function with policy π and rewardr = (r1 + · · · +rN )/N defined as J π satisfying
The goal is to learn an approximate value of the centralized reward r = (r1 + · · · +rN )/N as stated below. Problem 1. The goal of each agent i is to learn an approximate value function of the centralized rewardr = (r1 + · · · +rN )/N .
The first step to develop a decentralized algorithm to solve Problem 1 is to convert the problem into an equivalent optimization problem. In particular, we can prove that solving Problem 1 is equivalent to solving
where C ⊂ R q is assumed to be a compact convex set which includes an unconstrained global minimum of (5).
Proposition 1. Solving (5) is equivalent to finding a (not necessarily unique) solution w * to the projected Bellman equation
Moreover, a solution is given by
Proof. Since (5) is convex, w * is an unconstrained global solutions, if and only if
Since Φ T D(I − γP π )Φ is nonsingular [9, pp. 300], this implies
Pre-multiplying the equation by Φ yields the projected Bellman equation (6) . A solution w * of the projected Bellman equation (6) exists [9, pp. 355 ]. To prove the second statement, pre-multiply (6) by Φ T D to have
Since Φ T D(I −γP π )Φ is nonsingular [9, pp. 300], pre-multiply both sides of the above equation by (Φ T D(I − γPπ)Φ) −1 to obtain (7) .
Remark 1. If Φ = I |S| , then the results are reduced to those of the tabular representations. Therefore, all the developments in this paper include both the tabular representation and the linear function approximation cases.
To develop a distributed algorithm, we first convert (5) into the equivalent consensus optimization [26] 
subject to w1 = w2 = · · · = wN ,
where (9) implies the consensus among N copies of the parameter w.
To make the problem more feasible, we assume that the learning parameters wi, i ∈ V, are exchanged through a random communication network represented by the undirected graph G(k) = (E (k), V(k)).
In the next section, we will make several conversions of (8) to arrive at an optimization form, which can be solved using a primal-dual saddle point algorithm.
IV. PRIMAL-DUAL DISTRIBUTED GTD ALGORITHM (PRIMAL-DUAL DGTD)
In this section, we study a distributed GDT algorithm to solve Problem 1. To this end, it is essential to define several stacked vector and matrix notations to save space.
. . . 
To proceed, we start with the MSPBE loss function in (8) of the previous section, which can be compactly expressed as
MSPBEi(wi)
where ⊗ is the Kronecker's product. Note that by the mean connectivity Assumption 2, the consensus constraint (9) can be expressed asLw = 0, as L has a simple eigenvalue 0 with its corresponding eigenvector 1 |S| [24, Lemma 1] . Motivated by the continuoustime consensus optimization algorithms in [14] - [16] , we convert the problem (8) 
where a quadratic penalty termw TLLw for the equality constraint Lw = 0 is introduced. If the model is known, the above problem is an equality constrained quadratic programming problem, which can be solved by means of convex optimization methods [28] . Otherwise, the problem can be still solved using stochastic algorithms with observations. The latter case is our main concern. To develop modelfree stochastic algorithms, some issues need to be taken into account. First, the gradient of the objective function evaluation involves the double sampling problem. Second, the inverse matrix (Φ TDΦ ) −1 in the objective function (10) needs to be removed. In GTD [2] , this problem is resolved using a dual problem [6] . Following the same direction, we convert (10) into the equivalent optimization problem min ε,h,w
whereε andh are newly introduced parameters. The next key step is to derive its Lagrangian dual problem, which can be obtained using standard approaches [28] .
Proposition 2. The Lagrangian dual problem of (11) is given by
Tv .
Proof. The dual problem can be obtained using standard manipulations as in [28, Chap. 5] . Define the Lagrangian function
whereθ,v,μ are Lagrangian multipliers. If we fix (θ,v,μ), then the problem minε ,h,w L(ε,h,w,θ,v,μ) has a finite optimal value, whenθ TB −v TL −μ TL = 0. The optimal solutions satisfyε = (Φ TDΦ )θ,h =v. Plugging them into the Lagrangian function, the dual problem is obtained.
One can observe that the inverse matrix (Φ TDΦ ) −1 no more appears in the dual problem (12) . The dual problem (12) is the final form, which can be efficiently solved by standard convex optimization techniques. To solve (12), we again construct the following Lagrangian function of (12) as in [6] :
wherew is the Lagrangian multiplier. Since (12) satisfies the Slater's condition [28, pp. 226] , the strong duality holds, i.e. 
It is also known that the solutions of (12) are identical to solutions (θ * ,v * ,μ * ,w) of the saddle point problem [13] L(θ * ,v * ,μ * ,w) ≤ L(θ * ,v * ,μ * ,w * ) ≤ L(θ,v,μ,w * ).
In the following, we formally introduce the definition of the saddle point.
Definition 1 (Saddle point [13] ). Consider the map L : X ×W → R, where X and W are compact convex sets. Assume that L(·, w) is convex over X for all w ∈ W and L(x, ·) is concave over W for all x ∈ X . Then, there exists a pair (x * , w * ) that satisfies
The pair (x * , w * ) is called a saddle point of L. The saddle point problem is defined as the problem of finding saddle points (x * , w * ).
It can be also defined as solving minx∈X maxw∈W L(x, w) = maxw∈W minx∈X L(x, w).
According to [28, Section 5.5.3, pp. 243], any saddle point (θ * ,v * ,μ * ,w) satisfying (15) must satisfy the following KKT condition although its converse is not true in general: 0 = ∇θL(θ * ,v * ,μ * ,w * ), 0 = ∇vL(θ * ,v * ,μ * ,w * ), 0 = ∇μL(θ * ,v * ,μ * ,w * ), 0 = ∇wL(θ * ,v * ,μ * ,w * ).
However, by investigating the KKT points, we can induce useful properties of the saddle point. We first establish the fact that the set of saddle points corresponds to the set of optimal solutions of the consensus optimization problem (9) .
Proposition 3. The set of all the KKT points satisfying (16) is given by
wherev * = 0, W * := {1N ⊗ w * : w * ∈ H * }, H * is the solution set of the projected Bellman equation (6),
and F * is the set of all solutions to the linear equation forμ
Proof. See Section A.
Since the set of saddle points of L in (13) is a subset of the KKT points, we can conclude the following result. Corollary 1. The set of all the saddle points satisfying (15) is given byR
wherev * = 0, W * := {1N ⊗ w * : w * ∈ H * }, H * is the solution set of the projected Bellman equation (6) ,F * is some subset of F * , F * andθ * are defined in Proposition 3.
It will be useful for the later analysis to have more information on the setF * . We can prove thatF * is an affine space. Lemma 1.F * is an affine space.
Proof. By the saddle point property in (15) ,F * =F * if and only if L(θ * ,v * ,μ * ,w * ) = L(θ * ,v * ,μ,w * ), ∀μ ∈F * , which is equivalent toμ TLw * =μ * TLw * , ∀μ ∈F * , proving thatF * =F * is an affine space.
Proposition 1 presents a point w * in W * . By Lemma 1, we can also calculate a point inF * . Proposition 4. We haveμ * =L †ΦT (I − γP π ) TDΦθ * ∈F * .
Proof. Since F * is the set of solutions of the linear equation Lμ =Φ T (I − γP π ) TDΦθ * , F * is the set of general solutions of the linear equation, which are given by the affine spacē µ =L †ΦT (I − γP π ) TDΦθ * + (L †L − I)z, whereL † is a pseudo-inverse ofL and z ∈ R |S|N is arbitrary. In addition, sincẽ F * ⊆ F * andF * is also affine by Lemma 1, one concludes that µ =L †ΦT (I − γP π ) TDΦθ * ∈F * .
For some technical reasons that will become clear later, algorithms to find a solution need to confine the search space of an algorithm to compact and convex sets which include at least one saddle point iñ R in Corollary 1. To this end, we compute a bound on at least one saddle point (θ * ,v * ,μ * ,w * ) in the following lemma. Lemma 2.w * ,v * andθ * satisfy the following bounds:
where ξ := mins∈S d(s) as defined in Section III. Moreover, there exists aμ * ∈F * such that
.
For the pseudo-inverse of the graph Laplacian in [29] , we can use the expression
Lemma 2 provides rough estimates of the bounds on the sets that include at least one saddle point of the Lagrangian function (13) . Define the cube B β := {x ∈ R |S|N : x ∞ ≤ β} and Cθ = B cθ +βθ , Cv = B cv +βv , Cμ = B cμ+βμ , Cw = B cw +βw for βθ, βv, βμ, βw > 0. Then, the constraint sets satisfyθ * ∈ Cθ, v * ∈ Cv,w * ∈ Cw, and Cμ ∩ F * = ∅. Estimating cθ, cv, cμ, cw > 0 requires additional analysis or is almost infeasible in most real applications. However, in practice, we can consider sufficiently large parameters cθ, cv, cμ, cw > 0 so that they include at least one solution. With this respect, we assume that sufficiently large sets Cθ, Cv, Cμ, Cw satisfy Cμ ∩ F * = ∅.
Under Assumption 4, finding a saddle-point in (14) can be reduced to the constrained min-max saddle point problem
For notational convenience, introduce the notation
Then, the optimization (12) is rewritten as
With the Lagrangian function L(x,w) = f (x) +w T Ax, the saddlepoint problem is minx∈X maxw∈W L(x,w), and the primal-dual algorithm [13] to solve it is
Its stochastic version [20] is given in Algorithm 1. To analyze the convergence, we follow the analysis of the stochastic primal-dual algorithm in [20] and the work in [13] . Note that the averaged dual variables can be computed recursively [9, pp. 181 ]. The next for agent i ∈ {1, . . . , N } do 6: Observe (s, a, s ′ ) with s ∼ d, a ∼ πi(·|s), s ′ ∼ P (s, a, ·),ri :=ri(s, a, s ′ ).
7:
Update parameters according to
where Ni(k) is the neighborhood of node i on the graph G(k), φ := φ(s), φ ′ := φ(s ′ ). In the projection, we use the norm · ∞ . 8: end for 9: end for 10: Output Averaged dual variablesŵ
proposition states that the averaged dual variable converges to the set of saddle points in terms of the duality gap reduction.
Proposition 5. Consider Algorithm 1 and let
k=0w k be the averaged dual iterates generated by Algorithm 1 with T ≥ 1. Then, with probability one, 0 ≤ L(x * ,ŵT ) − L(xT ,w * ) → 0 as T → ∞.
To prove Proposition 5, we consider a more general convexconcave function L : X × W → R, where X and W are compact convex sets. The goal is to find a saddle point (x * , w * ) defined in Definition 1 over the set X ×W. In addition, consider an algorithm of the following form:
where Lx(x, w) and Lw(x, w) are subgradients of L(x, w) with respect to x and w, respectively, and (ε k , ξ k ) is a random variable with zero mean. To proceed, define the σ-field F k := σ(ε0, . . . , ε k−1 , ξ0, . . . , ξ k−1 , x0, . . . , x k , w0, . . . , w k ) related to Algorithm 1. Moreover, we introduce assumptions on the boundedness of Lx(x k , w k )+ε k 2 and Lw(x k , w k )+ξ k 2 for the convergence.
Assumption 5. Assume that there exists a constant C > 0 such that Lx(x k , w k ) + ε k 2 ≤ C and Lw(x k , w k ) + ξ k 2 ≤ C with probability one. In addition, we assume that the step-size sequence (α k ) ∞ k=0 satisfies α k = α0/ √ k + 1. Proof. The proof is mainly based on the results in [20] and [13] . We defer its proof to Section C in Appendix.
We now present a sketch of the proof of Proposition 5. Proof of Proposition 5: Since the reward is bounded by σ with probability one, it is straightforward to prove that Assumption 5 is satisfied. Then, the remaining proof is completed by using Proposition 6.
V. EXAMPLES
In this section, we study examples that illustrate potential applicability of the proposed approach. In [22] , a stock price Markov chain example was given, where N trading agents have their own private trading policies. Algorithm 1 was used to estimate a value function corresponding to an average long term discounted profits of all agents over the network. In the following examples, we consider multiple UAVs patrolling problems.
Example 1 (Multi-UAV patrolling problem 1). Consider a 20[m] × 20[m] continuous space X with three UAVs (agent 1 (blue), agent 2 (red), and agent 3 (black)), which patrol the space with identical stochastic motion planning policies π1 = π2 = π3 = π. We consider a single integrator system for each agent i:ẋi(t) = ui(t) with the control policy ui(t) = −h(xi(t) − ri) employed from [30] , where t ∈ R+ is the continuous time, h ∈ R++ is a constant, ri is a randomly chosen point in X with uniform distribution over X . Under the control policy ui(t) = −h(xi(t) − ri), xi(t) globally converges to ri as t → ∞ [30, Lemma 1] . When xi is sufficiently close to the destination ri, then it chooses another destination ri uniformly in X , and all agents randomly maneuver the space X . The continuous space X is discretized into the 20 × 20 grid world S. The collaborative objective of the team of three UAVs is to identify the dangerous region using individually collected reward (risk) information by each UAV. The global value function estimated by the proposed distributed GTD learning informs the location of the points of interest. The three UAVs maneuver the space and detect the dangers together. For instance, these regions represent those with frequent turbulence in commercial flight routes or enemies in battle fields. Each UAV is equipped with a different sensor that can detect different regions, while a pair of UAVs can exchange their parameters, when the distance between them is less than or equal to 5. We assume that UAVs do not interfere with each other; thereby we can consider three independent MDPs with identical transition models. The three regions and UAVs are depicted in Figure 2 , where the blue region is detected only by agent 1 (blue circle), the red region is detected only by agent 2 (red circle), and the black region only by agent 3 (black circle). For each agent, the detection occurs only if the UAV flies over the region, and a rewardr = 100 is given in this case. In the scenario above, the reward is given, when turbulence is detected: Algorithm 1 is applied with γ = 0.5 and Φ = I |S| (tabular representation). We run Algorithm 1 with 50000 iterations, and the results are shown in Figure 3 . The results suggest that all agents successfully estimate identical value functions, which are aware of three regions despite of the incomplete sensing abilities and communications. The obtained value function can be used to design a motion planning policy to travel safer routes. The animation can be found in https:// www.youtube.com/ watch?v=CkHbUS65pLQ.
Example 2 (Multi-UAV patrolling problem 2). In this example, we consider the scenario in Example 1 again with different policies of three agents. Agent 1 (blue) is the leader, which periodically travels a rectangular path, while the other two agents (agent 2 (red) and agent 3 (black)) are followers, which maintain a horizontal formation on the left and right sides of the leader agent 1 using the consensusbased formation control scheme [31, Theorem 3.8] . The vertical formation line is maintained to be orthogonal to the leader's moving direction. The formations are illustrated in Figure 4 . The goal is to find a value function that informs the three regions in Figure 4 represented by black rectangles. For example, one can imagine UAVs flying over corn fields and trying to detect regions infested by harmful insects. The value function can be used to design an intelligent motion planning policy of the UAVs to eradicate the insects more efficiently. The formation of three UAVs allows them to cover the space and detect the regions more efficiently. The current state is the coordinate of one of the three UAVs randomly chosen with the uniform distribution, and the current state information is broadcasted from the leader to the followers. All UAVs are equipped with identical sensors that can detect the regions, whenever the regions intersect with each agent's circular sensing range with radius 0.5 indicated in Figure 4 with blue dotted circles. The rewardri = 100 is given to the agent i, if the agent's current coordinate is the same as the current state and its sensor detects the region. The followers can communicate only with the leader, resulting in a fixed communication topology. We again run Algorithm 1 with γ = 0.5 and Φ = I |S| (tabular representation). With 50000 iterations, the results are shown in Figure 5 , where each figure depicts a 2D plot of the value functions of all agents. The result again demonstrates the validity of the proposed approach. The animation can be found in https:// www.youtube.com/ watch?v=9p-Pi8w9S6U&t=18s.
VI. CONCLUSION
In this paper, we studied a distributed GTD learning for multi-agent MDPs in the form of stochastic primal-dual algorithms. In this framework, each agent receives local reward through a local processing, while information exchange over random communication networks allows them to learn the global value function corresponding to a sum of local rewards. Possible future research includes its extension to actor-critic and Q-learning algorithms. 
APPENDIX A PROOF OF PROPOSITION 3
The KKT condition in (16) is equivalent to the linear equations:
Since the mean connectivity graph (E, V) of G(k) is connected by Assumption 2, the dimension of the null space of L is one. Therefore, span(1 |V| ) is the null space, and (24) implies the consensus w * = w * 1 = · · · = w * N . Plugging (24) into (23) yieldsv * = 0. With v * = 0, (25) is simplified tō
In addition, from (22) , the stationary point forθ satisfies
Plugging the above equation into (26) yields
Multiplying (28) by (1 ⊗ I) T on the left results in
Since Φ T D(I − γP π )Φ is nonsingular [9, pp. 300], pre-multiplying both sides of the last equation with
Pre-multiplying (29) with Φ T from left yields the projected Bellman equation in Proposition 1, and w * is any of its solutions. In particular, multiplying (22) by (1 ⊗ I) T from left, a KKT point forw * is expressed asw * = 1 ⊗ w * with
From (28),μ * is any solution of the linear equation (28) . Lastly, (29) can be rewritten as
Subtracting (27) by the last term, we obtainθ * = (Φ TDΦ ) −1ΦTD −r π + 1N ⊗ 1 N N i=1 r π i i . This completes the proof.
APPENDIX B PROOF OF LEMMA 2
To prove Lemma 2, we will first prove a bound on w * ∈ W * . Lemma 3. If w * is an optimal solution presented in Proposition 1, then
Proof. We first bound the term Φw * ∞ as follows:
where the first inequality follows from the triangle inequality, the second inequality uses · ∞ ≤ · 2, the third inequality uses √
x T x ≤ x T Dx/ mins∈S d(s) = √ x T Dx/ √ ξ, the fourth inequality comes from [9, Prop. 6.10], and the last inequality uses the bound on the rewards. On the other hand, its lower bound can be obtained as
where the first inequality comes from v 2 ≤ √ n v ∞ for any v ∈ R n and the second inequality uses Φw * 2 = (w * ) T Φ T Φw * ≥ (w * ) T λmin(Φ T Φ)w * = λmin(Φ T Φ) w * 2 . Combining the two relations completes the proof.
Proof of Lemma 2: The first bound easily follows fromw * = 1N ⊗w * and Lemma 3. Sincev * = 0 from Proposition 3, the second inequality is obvious. For the third bound, we use the expression for θ * in Proposition 3 to prove
where the first inequality follows from · ∞ ≤ · 2, the third inequality follows from the nonexpansive property of the projection (see [9, Proof of Prop. 6.9., pp. 355] for details), and the fact that v 2 ≤ √ n v ∞ for any v ∈ R n is used in the fifth inequality.
Lower bounds on Φ Tθ * ∞ are obtained as
Combining the two inequalities yields the third bound. For the last inequality, we use Proposition 4 and obtain a bound onL †ΦT (I − γP π ) TDΦθ * ∈F *
where the third inequality follows from the fact that absolute values of all elements of (I − γP π ) T D are less than one, and the forth inequality uses the bounds on θ * ∞ .
APPENDIX C PROOF OF PROPOSITION 6
The proof of Proposition 6 in this paper is mainly based on those in [20] and [13] . Below, we list several technical lemmas. Basic iterate relations given in [13] are introduced in the following lemma.
