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REARRANGEMENT INVARIANT OPTIMAL RANGE FOR
HARDY TYPE OPERATORS
JAVIER SORIA AND PEDRO TRADACETE
Abstract. We characterize, in the context of rearrangement invariant spaces,
the optimal range space for a class of monotone operators related to the Hardy
operator. The connection between optimal range and optimal domain for these
operators is carefully analyzed.
1. Introduction
The main goal on this work is the study of optimal ranges for operators related
to the Hardy operator
(1) Sf(t) =
1
t
∫ t
0
f(r)dr
within the category of rearrangement invariant spaces, r.i. for short (see Defini-
tion 2.1).
In recent years, the characterization of optimal domains, or range spaces, has
been considered for many different kinds of operators and function spaces, with
applications to Sobolev embeddings [11, 8]; classical results in harmonic analysis like
the Hausdorff-Young inequality or Fourier multipliers [2, 12, 13]; vector measures
[15], etc. We recall that if T : X → Y is bounded, the optimal domain is the
largest space Z (usually within a class of spaces with a priori conditions) for which
T : Z → Y is still bounded. Similarly, the optimal range is the smallest space Z
such that T : X → Z is bounded. It is known that, in general, these spaces may not
be well-defined. For example, for the particular case of the Hardy operator S, as in
(1), it was proved in [10] that, given any r.i. space, its optimal domain is never an
r.i. space. In [14] the optimal domain and range spaces for Lp (among solid Banach
spaces) were described. The same kind of results, but for optimal domains that are
r.i., were considered in [9].
Our aim in this work is to study the rearrangement invariant optimal range for
some Hardy type operators, which will be defined in Section 2. The main results
will be proved in Section 3; in fact, Theorems 3.2 and 3.3 provide two different
approaches in order to give explicit constructions of such spaces. After this more
general discussion, in Section 4 our analysis will focus on a particular example: the
Hardy operator S. In particular, special attention will be given to the r.i. optimal
range for the Hardy operator defined on Lorentz and Marcinkiewicz spaces.
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Section 5 is devoted to the interesting relation between optimal range and optimal
domain. Here we will study the behavior of iterating the constructions of optimal
range and optimal domain. This will allow us to define two new functors on the
category of r.i. spaces, namely RX and DX which correspond to the r.i. optimal
range associated to the r.i. optimal domain for the Hardy operator on a space X ,
and vice versa. The basic properties of these functors will also be analyzed.
Our motivation stems partly from several results on restricted type spaces given
in [19]. In that paper, the r.i. optimal range for the Hardy operator on a Lorentz
space Λϕ plays an important role in the characterization of the new class of spaces
R(X) (see in particular [19, Corollary 2.4]). In Section 6, as an application of the
results given in previous sections, we will elaborate on the relation between the class
of spaces R(X) and the r.i. optimal range and domain.
2. Terminology
In what follows, we will use the standard definitions and notations given in [3].
Recall that given a measurable function f , f ∗ denotes its decreasing rearrangement
on R+.
Definition 2.1. A rearrangement invariant Banach function space (r.i.) X over a
measure space (Ω,Σ, µ) is the collection of all measurable functions f : Ω → R for
which ‖f‖X <∞, where ‖ · ‖X satisfies the following properties:
(P1) ‖ · ‖X is a norm;
(P2) 0 ≤ f ∗ ≤ g∗ ⇒ ‖f‖X ≤ ‖g‖X;
(P3) 0 ≤ fn ↑ f µ-a.e. ⇒ ‖fn‖X ↑ ‖f‖X (Fatou property);
(P4) E ∈ Σ, µ(E) <∞⇒ ‖χE‖X <∞;
(P5) µ(E) <∞⇒ ∫
E
|f |dµ ≤ CE‖f‖X, for some CE <∞ independent of f .
If a space X satisfies all the above properties, except that Fatou property (P3) is
replaced by
(P3∗) fn ∈ X,
∞∑
n=1
‖fn‖X <∞⇒
∞∑
n=1
fn = f ∈ X and ‖f‖X ≤
∞∑
n=1
‖fn‖X <∞,
then we say that X is a rearrangement invariant Riesz-Fischer space.
It is well known that (P3∗), which is weaker than (P3), holds for r.i. spaces [3,
Theorem I.1.6], and that this condition implies completeness; i.e., they are in fact
Banach spaces.
Given two measurable functions f and g we will write f ≺ g if for every t > 0 it
holds that ∫ t
0
f ∗(s) ds ≤
∫ t
0
g∗(s) ds.
This is known as the Hardy-Littlewood-Po´lya relation.
If a rearrangement invariant Riesz-Fischer space also satisfies that
(P2∗) f ≺ g ⇒ ‖f‖X ≤ ‖g‖X,
then X is called rearrangement invariant monotone Riesz-Fischer space. Again,
(P2∗) always holds for r.i. spaces [3, Theorem II.4.6].
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Given an r.i. space X , we denote by X ′ its associate space, defined as
‖f‖X′ = sup
{∫
Ω
|fg| dµ : g ∈ X, ‖g‖X ≤ 1
}
.
Also, if T : X → Y is bounded, then we denote by T ′ : Y ′ → X ′ the associate
operator. The fundamental function of X is given by
ϕX(t) = ‖χE‖X ,
where µ(E) = t and χE denotes the characteristic function of the set E. The
fundamental functions of X and X ′ satisfy that, for each t > 0,
ϕX(t)ϕX′(t) = t.
As usual, we will use the notation f ∗∗(t) = Sf ∗(t) = t−1
∫ t
0
f ∗(s) ds. For simplicity,
we are going to work in the case Ω = R+ and dµ will be the Lebesgue measure.
The reader is referred to [3] for further notions concerning rearrangement invariant
spaces.
Definition 2.2. ϕ : R+ → R+ is a quasiconcave function if ϕ(t) is increasing and
ϕ(t)/t is decreasing.
Given a quasiconcave function ϕ, we define the Lorentz space Λϕ as the class of
those functions f for which
‖f‖Λϕ =
∫ ∞
0
f ∗(t) dϕ(t) <∞.
Similarly, the Marcinkiewicz space Mϕ is defined by the condition
‖f‖Mϕ = sup
t>0
f ∗∗(t)ϕ(t) <∞.
It is well-known [3, Theorem II.5.13] that ifX is an r.i. space then, its fundamental
function ϕX is quasiconcave, and
ΛϕX ⊂ X ⊂MϕX .
Motivated by the Hardy operator (1), we are going to specify some properties for
operators between rearrangement invariant spaces, which will be needed to prove
our main results.
Definition 2.3. Let T : L1 ∩ L∞ → L1 + L∞ be an operator.
(i) T is decreasing if it maps positive decreasing functions to positive decreasing
functions.
(ii) T is HLP-monotone if Tf ≺ Tf ∗.
(iii) T satisfies a restricted lower estimate, if Sχ(0,t) ≤ STχ(0,t), for any t > 0.
An operator T is of class H whenever it satisfies (i), (ii) and (iii).
Note that the Hardy operator S is of class H (see [3, Proposition II.3.2]).
Lemma 2.4. Let T be an operator such that Tχ(0,t) is positive decreasing for every
t > 0. Then,
(i) T ′ is HLP-monotone.
(ii) If T satisfies a restricted lower estimate, then for every decreasing function
g we have
g ≺ T ′g.
In particular, T ′ also satisfies a restricted lower estimate.
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Proof. (i) For any t > 0, and any positive function f , since Tχ(0,t) is decreasing, we
have ∫ t
0
(T ′f)(s) ds =
∫ ∞
0
f(s)(Tχ(0,t))(s) ds ≤
∫ ∞
0
f ∗(s)(Tχ(0,t))
∗(s) ds
=
∫ ∞
0
f ∗(s)(Tχ(0,t))(s) ds =
∫ t
0
(T ′f ∗)(s) ds.
Thus, T ′f ≺ T ′f ∗.
(ii) Suppose that for every t > 0 we have
χ(0,t) ≺ Tχ(0,t).
By [3, Proposition II.3.6], for every positive decreasing function g on R+ we obtain∫ t
0
g(s) ds =
∫ ∞
0
g(s)χ(0,t)(s) ds ≤
∫ ∞
0
g(s)(Tχ(0,t))(s) ds =
∫ t
0
(T ′g)(s) ds.
Since this holds for every t > 0, we get g ≺ T ′g. 
Let us see now some examples of operators within the class H, apart from the
Hardy operator.
Example 2.5. Hardy adjoint operator S ′. Let us recall the adjoint of the Hardy
operator in R+:
S ′f(t) =
∫ ∞
t
f(s)
s
ds.
Observe that for s, t > 0
S ′χ(0,t)(s) = χ(0,t)(s) log
( t
s
)
= log+
( t
s
)
.
Note that S ′ is decreasing since S ′f is positive decreasing whenever f is positive.
By Lemma 2.4 and the fact that S is of class H, we have that S ′ is also HLP-
monotone and satisfies a restricted lower estimate. Hence, S ′ is of class H. Observe
that, in general, S ′f 6≤ S ′f ∗, for f ≥ 0 (take for instance f = χ(1,2).)
Example 2.6. Iterations. The operators Sn(S ′)m for every n,m ∈ N belong to the
class H. Indeed, since both S and S ′ are decreasing, so is the composition Sn(S ′)m.
Now, in order to see that Sn(S ′)m is HLP-monotone, when m ≥ 1, given f we have
(SnS ′mf)∗∗ = S(SnS ′mf)∗ = Sn+1S ′mf = SnS ′mSf ≤ SnS ′mSf ∗ = (SnS ′mf ∗)∗∗.
And analogously, the same estimate holds for m = 0.
Finally, by iterating the following facts:
SS ′χ(0,t)(s) = Sχ(0,t)(s) + S
′χ(0,t)(s) ≥ Sχ(0,t)(s)
m times, and
SSχ(0,t)(s) ≥ Sχ(0,t)(s)
n times, we get that Sn(S ′)m satisfies a restricted lower estimate. Hence Sn(S ′)m is
of class H.
Example 2.7. Rank one operators. If w ∈ L1loc(R+) is a positive decreasing
weight, such that w(r) ≥ r−1/2/2, then it is easy to show that the operator
Twf(t) = w(t)
∫ ∞
0
f(s)w(s) ds,
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satisfies that Tw : ΛW → L1 + L∞, with W (t) =
∫ t
0
w(r)dr, and Tw is of class H.
Lemma 2.8. Let T and U be operators of class H. For any positive scalars α, β
such that α+ β ≥ 1, we have that αT + βU is of class H.
Proof. Clearly, if T and U are decreasing, then so is αT +βU . Now, given a function
f , for α, β ≥ 0, it follows that(
(αT + βU)f
)∗∗
=
(
αTf + βUf
)∗∗ ≤ (αTf)∗∗ + (βUf)∗∗
≤ (αTf ∗)∗∗ + (βUf ∗)∗∗ = ((αT + βU)f ∗)∗∗,
where the last identity follows from the fact that αTf ∗ and βUf ∗ are positive de-
creasing functions. Thus, αT + βU is HLP-monotone.
Finally, since T and U satisfy a restricted lower estimate, for any t > 0 and
α+ β ≥ 1 we have
Sχ(0,t) ≤ αSχ(0,t) + βSχ(0,t) ≤ αSTχ(0,t) + βSUχ(0,t) = S(αT + βU)χ(0,t).
Therefore, αT + βU also satisfies a restricted lower estimate, and is of class H. 
3. Rearrangement invariant optimal range for operators of class H
In this Section we will describe the optimal range spaces, within the classes of r.i.
Banach function spaces and also r.i. monotone Riesz-Fischer spaces. These, a priori,
different classes have been previously considered in [2], and appear as the optimal
range for the Hausdorff-Young inequality (there are examples showing that, in fact,
they may not be equivalent.)
Definition 3.1. Given an r.i. space X and an operator T : X → L1 + L∞, let us
define the spaces
R[T,X ]0 =
{
f ∈ L1 + L∞ : f ∗∗ ≤ (Tg∗)∗∗, for some g ∈ X
}
,
endowed with the norm
‖f‖R[T,X]0 = inf
{
‖g‖X : f ∗∗ ≤ (Tg∗)∗∗
}
,
and
R[T,X ] =
{
f ∈ L1 + L∞ : ∃λ > 0, such that ∀g ↓
∫ ∞
0
f ∗(t)g(t) dt ≤ λ‖T ′g‖X′
}
,
with the norm
‖f‖R[T,X] = inf
{
λ > 0 : ∀g ↓
∫ ∞
0
f ∗(t)g(t) dt ≤ λ‖T ′g‖X′
}
= sup
g↓
∫∞
0
f ∗(t)g(t) dt
‖T ′g‖X′ .
Theorem 3.2. Let X be an r.i. space and T : X → L1+L∞ be an operator of class
H. Then, the space R[T,X ] is the r.i. optimal range for the operator T defined on
X.
Proof. Let us check properties (P1)-(P5) for
‖f‖R[T,X] = sup
g↓
∫∞
0
f ∗(s)g(s) ds
‖T ′g‖X′ .
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(P1): Clearly, if f = 0 then ‖f‖R[T,X] = 0 and, for every scalar α, we have
‖αf‖R[T,X] = |α|‖f‖R[T,X]. Now, if ‖f‖R[T,X] = 0, then for every t > 0 we have that∫ t
0
f ∗(s) ds =
∫ ∞
0
f ∗(s)χ(0,t)(s) ds ≤ ‖T ′χ(0,t)‖X′‖f‖R[T,X] = 0.
This implies that f = 0.
For the triangle inequality, let f1, f2 ∈ R[T,X ]. Observe that starting with the
inequality (f1 + f2)
∗∗ ≤ f ∗∗1 + f ∗∗2 , by Hardy’s Lemma [3, Proposition II.3.6], it
follows that for any decreasing function g∫ ∞
0
(f1 + f2)
∗(s)g(s) ds ≤
∫ ∞
0
(f ∗1 + f
∗
2 )(s)g(s) ds
≤ ‖f1‖R[T,X]‖T ′g‖X′ + ‖f2‖R[T,X]‖T ′g‖X′.
That is ∫∞
0
(f1 + f2)
∗(s)g(s) ds
‖T ′g‖X′ ≤ ‖f1‖R[T,X] + ‖f2‖R[T,X],
and taking the supremum over all decreasing functions g we get the result. Thus,
‖ · ‖R[T,X] defines a norm.
(P2) is immediate. In order to check that Fatou property (P3) also holds, let
0 ≤ fn ↑ f a.e., so in particular, we also have f ∗n ↑ f ∗. Hence, by the monotone
converge theorem, for any decreasing function g, we have that∫ ∞
0
f ∗n(s)g(s) ds ↑
∫ ∞
0
f ∗(s)g(s) ds.
Therefore,
‖f‖R[T,X] = sup
g↓
∫∞
0
f ∗(s)g(s) ds
‖T ′g‖X′ = supg↓
supn
∫∞
0
f ∗n(s)g(s) ds
‖T ′g‖X′ = supn ‖fn‖R[T,X].
Now, for property (P4), let E ∈ Σ with |E| < ∞. Using that Sχ(0,t) ≤ STχ(0,t)
for every t > 0, together with Ho¨lder’s inequality, we get
‖χE‖R[T,X] = sup
g↓
∫∞
0
χ(0,|E|)(s)g(s) ds
‖T ′g‖X′ ≤ supg↓
∫∞
0
Tχ(0,|E|)(s)g(s) ds
‖T ′g‖X′
= sup
g↓
∫∞
0
χ(0,|E|)(s)T
′g(s) ds
‖T ′g‖X′ ≤ ‖χE‖X <∞.
For the last property (P5), let E ∈ Σ with |E| < ∞ and take a measurable
function f . We have∫
E
f(x) dx ≤
∫ |E|
0
f ∗(s) ds = ‖T ′χ(0,|E|)‖X′
∫∞
0
f ∗(s)χ(0,|E|)(s) ds
‖T ′χ(0,|E|)‖X′
≤ ‖T ′χ(0,|E|)‖X′‖f‖R[T,X],
and ‖T ′χ(0,|E|)‖ <∞.
Therefore, R[T,X ] is an r.i. space. Now, let f ∈ X (without loss of generality we
may assume that f ≥ 0). Since (Tf)∗∗ ≤ (Tf ∗)∗∗ and Tf ∗ is decreasing, we have
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that
‖Tf‖R[T,X] = sup
g↓
∫∞
0
(Tf)∗(s)g(s) ds
‖T ′g‖X′ ≤ supg↓
∫∞
0
Tf ∗(s)g(s) ds
‖T ′g‖X′
= sup
g↓
∫∞
0
f ∗(s)T ′g(s) ds
‖T ′g‖X′ = ‖f‖X ,
so T : X → R[T,X ] is bounded.
Now, suppose that Y is another r.i. space such that T : X → Y is bounded, and
let us see that R[T,X ] ⊂ Y . Since T ′ : Y ′ → X ′ is bounded, then for any g ∈ Y ′
we have
‖T ′g‖X′ ≤ ‖T ′‖Y ′→X′‖g‖Y ′ = ‖T‖X→Y ‖g‖Y ′ .
Hence, for f ∈ R[T,X ], we have that
‖f‖Y = sup
g↓
∫∞
0
f ∗(s)g(s) ds
‖g‖Y ′ ≤ ‖T‖X→Y supg↓
∫∞
0
f ∗(s)g(s) ds
‖T ′g‖X′ = ‖T‖X→Y ‖f‖R[T,X].
Therefore, we have that R[T,X ] ⊂ Y as claimed (note that the norm of this em-
bedding is smaller than ‖T‖X→Y ). Thus, the space R[T,X ] is the r.i. optimal range
for T on X . 
Theorem 3.3. Let X be an r.i. space and T : X → L1+L∞ be an operator of class
H. Then, the space R[T,X ]0 is the optimal rearrangement invariant monotone
Riesz-Fischer range for the operator T defined on X.
Proof. Let us see that the space R[T,X ]0 is a rearrangement invariant monotone
Riesz-Fischer space.
To this end, let us start by proving (P1); that is, ‖ · ‖R[T,X]0 actually defines a
norm. We will prove the non-trivial part. Suppose that ‖f‖R[T,X]0 = 0, then, there
exists gn in X , with f
∗∗ ≤ (Tg∗n)∗∗, such that ‖gn‖X → 0. Since T : X → L1 + L∞
is bounded, then ‖Tg∗n‖L1+L∞ → 0. From the condition f ∗∗ ≤ (Tg∗n)∗∗ for every n,
we obtain [3, Theorem II.4.6]
‖f‖L1+L∞ ≤ inf ‖Tg∗n‖L1+L∞ = 0,
which shows that f = 0.
For the triangle inequality, take f1, f2 ∈ R[T,X ]0. For each pair of functions
g1, g2 in X , such that f
∗∗
i ≤ (Tg∗i )∗∗, for i = 1, 2, since Tg∗1 and Tg∗2 are decreasing
functions, we have that
(f1 + f2)
∗∗(t) ≤ (Tg∗1)∗∗(t) + (Tg∗2)∗∗(t) =
1
t
∫ t
0
(
(Tg∗1)(s) + (Tg
∗
2)(s)
)
ds
=
1
t
∫ t
0
T (g∗1 + g
∗
2)(s) ds = (T (g
∗
1 + g
∗
2))
∗∗(t).
Therefore,
‖f1 + f2‖R[T,X]0 ≤ ‖g∗1 + g∗2‖X ≤ ‖g1‖X + ‖g2‖X ,
and since this holds for every g1, g2 ∈ X such that f ∗∗i ≤ (Tg∗i )∗∗, we get that
‖f1 + f2‖R[T,X]0 ≤ ‖f1‖R[T,X]0 + ‖f2‖R[T,X]0.
Property (P2∗) follows directly from the definition of the norm ‖ · ‖R[T,X]0. Let us
see now that R[T,X ]0 satisfies the Riesz-Fischer property (P3
∗).
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To see this, let us suppose, without loss of generality, that fn is a sequence of
positive functions in X satisfying that
∑∞
n=1 ‖fn‖R[T,X]0 < ∞. We want to prove
that
∑∞
n=1 fn converges in R[T,X ]0.
By hypothesis, for each n let gn be a decreasing function in X with
f ∗∗n ≤ (Tg∗n)∗∗ and ‖gn‖X ≤ ‖fn‖R[T,X]0 + 2−n.
In particular,
∞∑
n=1
‖gn‖X <∞,
and since X is a Banach space, then the series
∑∞
n=1 g
∗
n converges in X .
We claim that, for each k > 0,( ∞∑
n=k
fn
)∗∗
≤
(
T
( ∞∑
n=k
g∗n
))∗∗
.
Indeed, since T : X → L1 + L∞ is bounded, by [3, Theorem II.4.6],
∞∑
n=1
‖fn‖L1+L∞ ≤ ‖T‖
∞∑
n=1
‖gn‖X <∞,
and we get that
∑∞
n=1 fn ∈ L1 + L∞.
Now for fixed k > 0, let
hk,n =
k+n∑
j=k
fj .
Clearly
hk,n ↑
∞∑
j=k
fj
almost everywhere, so h∗∗k,n ↑ (
∑∞
j=k fj)
∗∗ pointwise. On the other hand, for each
n ∈ N, since Tg∗j ≥ 0 and decreasing, we have
h∗∗k,n =
( k+n∑
j=k
fj
)∗∗
≤
k+n∑
j=k
(Tg∗j )
∗∗ =
(
T
( k+n∑
j=k
g∗j
))∗∗
≤
(
T
( ∞∑
j=k
g∗j
))∗∗
.
Hence, taking the limit as n→∞ we have that( ∞∑
j=k
fj
)∗∗
≤
(
T
( ∞∑
j=k
g∗j
))∗∗
as claimed.
Now, note that since
lim
k→∞
∥∥∥ ∞∑
n=k
g∗n
∥∥∥
X
= 0 and
( ∞∑
n=k
fn
)∗∗
≤
(
T
( ∞∑
n=k
g∗n
))∗∗
,
then, we have that
lim
k→∞
∥∥∥ ∞∑
n=k
fn
∥∥∥
R[T,X]0
= 0,
or equivalently, that
∑∞
n=1 fn converges in R[T,X ]0. Therefore, (P3
∗) holds.
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In order to check property (P4), let E ∈ Σ be such that |E| <∞. Since Sχ(0,|E|) ≤
STχ(0,|E|), then χ
∗∗
(0,|E|) ≤ (Tχ(0,|E|))∗∗, so we have that
‖χE‖R[T,X]0 = inf{‖g‖X : χ∗∗E ≤ (Tg∗)∗∗} ≤ ‖χ(0,|E|)‖X <∞.
Finally for (P5), take E ∈ Σ, with |E| <∞, and f ∈ R[T,X ]0. For every g ∈ X
such that f ∗∗ ≤ (Tg∗)∗∗ we have that∫
E
f(x) dx ≤
∫ |E|
0
f ∗(t) dt ≤
∫ |E|
0
Tg∗(t) dt ≤ ‖T ′χ(0,|E|)‖X′‖g‖X.
By hypothesis, since T : X → L1+L∞ is bounded, we have that T ′ : L1∩L∞ → X ′
is also bounded. In particular, T ′χ(0,|E|) ∈ X ′ and since the above inequality holds
for every g, we get ∫
E
f(x) dx ≤ ‖T ′χ(0,|E|)‖X′‖f‖R[T,X]0.
So far, we have proved that R[T,X ]0 is a rearrangement invariant monotone
Riesz-Fischer space. Moreover, for any f ∈ X ,
‖Tf‖R[T,X]0 = inf
{‖g‖X : (Tf)∗∗ ≤ (Tg∗)∗∗} ≤ ‖f ∗‖X .
Thus, T : X → R[T,X ]0 is bounded (with norm less than or equal to one).
For the optimality, we consider any rearrangement invariant monotone Riesz-
Fischer space Y such that T : X → Y is bounded. If f ∈ R[T,X ]0 then, for each
g ∈ X , with f ∗∗ ≤ (Tg∗)∗∗, since Y satisfies (P2∗), we have that
‖f‖Y ≤ ‖Tg∗‖Y ≤ ‖T‖‖g‖X.
Now, taking the infimum over all such g, this yields that ‖f‖Y ≤ ‖T‖‖f‖R[T,X]0; i.e.,
R[T,X ]0 ⊂ Y . 
Remark 3.4. Notice that we always have the embedding
R[T,X ]0 ⊆ R[T,X ],
provided the two spaces are well defined. Indeed, let f ∈ R[T,X ]0 and pick any
function g ∈ X such that f ∗∗ ≤ (Tg∗)∗∗. Then, for every decreasing function h we
have that ∫ ∞
0
f ∗(s)h(s) ds ≤
∫ ∞
0
(Tg∗)(s)h(s) ds ≤ ‖g‖X‖T ′h‖X′ .
This implies that
‖f‖R[T,X] = sup
h↓
∫∞
0
f ∗(s)h(s) ds
‖T ′h‖X′ ≤ ‖g‖X,
and taking the infimum over all functions g ∈ X , with f ∗∗ ≤ (Tg∗)∗∗, we get that
‖f‖R[T,X] ≤ ‖f‖R[T,X]0.
Example 3.5. Let us see what is the optimal range for the rank one operator Tw
of Example 2.7. We recall that
‖f‖(ΛW )′ = sup
t>0
f ∗∗(t)
t
W (t)
= sup
t>0
∫ t
0
f ∗(s) ds
W (t)
,
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where W (t) =
∫ t
0
w(s) ds [6, Theorem 2.4.7]. Hence, using [7, Theorem 3.2],
‖f‖R[Tw,ΛW ] = sup
h↓
∫∞
0
f ∗(s)h(s) ds
‖T ′wh‖(ΛW )′
= sup
h↓
∫∞
0
f ∗(s)h(s) ds
‖Twh‖(ΛW )′
= sup
h↓
∫∞
0
f ∗(s)h(s) ds
supt>0
∫ t
0
w(s)
∫∞
0
h(r)w(r) dr ds
W (t)
= sup
h↓
∫∞
0
f ∗(s)h(s) ds∫∞
0
h(r)w(r) dr
= sup
a>0
∫ a
0
f ∗(s) ds∫ a
0
w(r) dr
= ‖f‖Mt/W (t).
Therefore R[Tw,ΛW ] =Mt/W (t), with equality of norms. Analogously,
‖f‖R[Tw,ΛW ]0 = inf
{
‖g‖ΛW :
∫ t
0
f ∗(s) ds ≤W (t)
∫ ∞
0
g∗(s)w(s) ds
}
= ‖f‖Mt/W (t).
In particular, if we take w(t) = 1/
√
t, then
R[Tw, L
2,1] = R[Tw, L
2,1]0 = L
2,∞.
We now give a simple condition that characterizes when R[T,X ]0 = R[T,X ]. In
Theorem 4.7 we will prove that this is the case for the Hardy operator when X is a
Marcinkiewicz space (see also [2] for some related results).
Corollary 3.6. Let X be an r.i. space and T : X → L1 + L∞ be an operator of
class H. Then, the space R[T,X ]0 satisfies the Fatou property if and only if
R[T,X ]0 = R[T,X ].
Proof. Clearly, if R[T,X ]0 = R[T,X ], then R[T,X ]0 has Fatou property. For the
converse, notice that as was mentioned in Remark 3.4, we always have
R[T,X ]0 ⊆ R[T,X ].
Since R[T,X ]0 is a rearrangement invariant Riesz-Fischer space, if it has also the
Fatou property (P3), then it is an r.i. space. Since T : X → R[T,X ]0 is bounded,
by Theorem 3.2 we also have
R[T,X ] ⊆ R[T,X ]0.

The existence of the r.i. optimal range of an operator T of class H defined on an
r.i. space X is granted by the boundedness of T : X → L1 + L∞. In fact, we have
the following characterization:
Proposition 3.7. Let T be an operator of class H, and X be an r.i. space. Then,
the following are equivalent:
(i) There exists an r.i. optimal range for the operator T on X.
(ii) T : X → L1 + L∞ is bounded.
(iii) T ′χ(0,t) ∈ X ′, for every t > 0.
Moreover, if any of these conditions holds, then R[T,X ] is the r.i. optimal range for
T on X, and the norm of T : X → R[T,X ] is always equal to one.
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Proof. (i)⇒ (ii) Let Y be the r.i. optimal space such that T : X → Y is bounded.
Since the embedding Y →֒ L1 + L∞ is bounded, we have that
T : X → Y →֒ L1 + L∞
is bounded.
(ii) ⇒ (iii) Since T : X → L1 + L∞ is bounded, we also have that the associate
operator T ′ : L1 ∩ L∞ → X ′ is bounded. Now, since χ(0,t) ∈ L1 ∩ L∞, for every
t > 0, it follows that T ′χ(0,t) ∈ X ′.
(iii)⇒ (ii) Let f ∈ X .
‖Tf‖L1+L∞ =
∫ 1
0
(Tf)∗(t) dt ≤
∫ 1
0
Tf ∗(t) dt
=
∫ ∞
0
f ∗(t)T ′χ(0,1)(t) dt ≤ ‖f‖X‖T ′χ(0,1)‖X′.
Hence, since T ′χ(0,1) ∈ X ′, we have that T : X → L1 + L∞ is bounded.
(ii) ⇒ (i) As T satisfies the hypothesis of Theorem 3.2, we get that R[T,X ] is
the r.i. optimal range for T on X . 
Remark 3.8. A direct application of Proposition 3.7 is the non existence ofR[S, L1],
since S ′χ(0,t)(s) = log
+(t/s) /∈ L∞.
Let us now have a look at the fundamental function of the spaces R[T,X ]. For
this purpose, we introduce the following function:
(2) ΨT,X(t) =
t
‖T ′χ(0,t)‖X′ .
Proposition 3.9. Given an r.i. space X and an operator T : X → L1 + L∞ of
class H, the fundamental function of the space R[T,X ] satisfies that
ϕR[T,X](t) = ΨT,X(t).
Proof. We observe that, for every t > 0,
ϕR[T,X](t) = sup
g↓
∫ t
0
g(r) dr
‖T ′g‖X′ ≥
∫ t
0
χ(0,t)(r) dr
‖T ′χ(0,t)‖X′ = ΨT,X(t).
For the converse inequality, given t > 0, since T is of class H, note that
‖T ′χ[0,t]‖X′ = sup
{∫ ∞
0
(T ′χ[0,t])(r) f(r) dr : ‖f‖X ≤ 1
}
(3)
= sup
{∫ t
0
Tf(r) dr : f decreasing, ‖f‖X ≤ 1
}
.
Now, for any such f , let us consider
ht(s) =
(1
t
∫ t
0
Tf(r) dr
)
χ[0,t](s).
By [3, Theorem II.4.8], we have that(1
t
∫ t
0
Tf(r) dr
)
ϕR[T,X](t) = ‖ht‖R[T,X] ≤ ‖Tf‖R[T,X] ≤ ‖f‖X ≤ 1,
12 JAVIER SORIA AND PEDRO TRADACETE
since the operator T : X → R[T,X ] has norm 1. Hence, taking the supremum over
f and using (3) we get
ϕR[T,X](t) ≤ t‖T ′χ[0,t]‖X′ = ΨT,X(t).

4. Optimal range for the Hardy operator
We are now going to study conditions on X that guarantee the existence of the
optimal range for the Hardy operator S. We will then consider particular cases in
terms of the Lorentz and Marcinkiewicz norms (see [19] for some related results).
Recall that for the Hardy adjoint operator we have
S ′χ(0,t)(s) = χ(0,t) log
( t
s
)
.
Now, let us summarize the results of the previous section for the particular case
of the Hardy operator:
Proposition 4.1. Let X be an r.i. space. Then, the following are equivalent:
(i) There exists an r.i. optimal range for the Hardy operator S on X.
(ii) S : X → L1 + L∞ is bounded.
(iii) χ(0,1)(t) log
(
1/t
)
= log+(1/t) ∈ X ′.
(iv) S ′χ(0,t) ∈ X ′, for every t > 0.
Moreover, if any of these conditions holds, then the r.i. optimal range for Hardy
operator on X is given by
R[S,X ] =
{
f ∈ L1 + L∞ : ‖f‖R[S,X] = sup
g↓
∫∞
0
f(r)g(r) dr
‖S ′g‖X′ <∞
}
.
Proposition 3.9, yields that for any r.i. space X such that log+(1/t) ∈ X ′, the
fundamental function of the space R[S,X ] is given by
ϕR[S,X](t) = ΨS,X(t) =
t
‖S ′χ(0,t)‖X′ .
Remark 4.2. It is easy to see that
X ⊂ R[S,X ]0 =
{
f ∈ L1 + L∞ : f ∗∗ ≤ (Sg∗)∗∗, for some g ∈ X
}
.
In fact, if f ∈ X , then taking g = f ∗ ∈ X , we get that f ∗∗ = S(g) ≤ (Sg)∗∗. In
particular, if the upper Boyd index of X (see [3, Definition III.5.12]) satisfies that
αX < 1 (which is equivalent to the boundedness of the operator S : X → X), then
X = R[S,X ]0 = R[S,X ].
We now study the optimal range for concrete examples of rearrangement invariant
spaces.
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4.1. Lorentz spaces. Note that Proposition 4.1, yields that S : Λϕ → L1 + L∞ is
bounded if and only if the function ϕ satisfies that:
(4) ϕ(t) ≥ Ct log(1 + 1/t).
This fact was already proved in [19].
For an r.i. space X , it is clear that if S : X → L1 + L∞ is bounded, then so
is S : ΛϕX → L1 + L∞ and, in particular, ϕX(t) ≥ Ct log(1 + 1/t). However, the
converse is not true for an arbitrary r.i. space. In fact, for the Marcinkiewicz space
X =Mt log(1+1/t) it holds that the boundedness of S : X → L1 + L∞ is given by the
inequality: ∫ 1
0
(Sf)∗(t) dt ≤ C sup
t>0
f ∗∗(t)t log(1 + 1/t),
which, by [5, Theorem 6.4], is equivalent to∫ 1
0
1
t log(1 + 1/t)
dt <∞,
and this is trivially false, since∫ 1
0
1
t log(1 + 1/t)
dt ≈
∫ ∞
0
du
u
=∞.
Thus, S :Mt log(1+1/t) → L1 + L∞ is not bounded.
We are now interested in estimating the fundamental function of the range space
R[S,Λϕ]. In [19, Proposition 4.6], this was studied for R[S,Λϕ]0, and it was shown
that the fundamental function satisfies that
ϕR[S,Λϕ]0(t) = ϕ˜(t) := inf
r>0
tϕ(r)
r log(1 + t
r
)
.
It follows that, essentially, the same holds for R[S,Λϕ].
Proposition 4.3. Let ϕ be a quasiconcave function satisfying (4). Then
ϕ˜(t) = ϕR[S,Λϕ]0(t) ≥ ϕR[S,Λϕ](t) ≥ ΨS,Λϕ(t) ≥
1
3
ϕ˜(t).
Proof. As was mentioned before, the first identity was proved in [19]. The embedding
R[S,Λϕ]0 ⊂ R[S,Λϕ], implies the inequality ϕR[S,Λϕ]0(t) ≥ ϕR[S,Λϕ](t). We also have
that
ϕR[S,Λϕ](t) = sup
g↓
∫ t
0
g(r) dr
‖S ′g‖Mϕ′
≥ t‖S ′χ(0,t)‖Mϕ′
= ΨS,Λϕ(t).
Finally, in order to show that ΨS,Λϕ(t) ≥ 13 ϕ˜(t), note first that for t ≥ r we have
1 + log
( t
r
)
= log
(et
r
)
≤ log
(3t
r
)
≤ log
((
1 +
t
r
)3)
= 3 log
(
1 +
t
r
)
.
Now, for t > 0 it holds that
ΨS,Λϕ(t) =
t
‖S ′χ(0,t)‖M ′ϕ
= inf
r>0
ϕ(r)t
rSS ′χ(0,t)(r)
= min
{
inf
r≤t
ϕ(r)t
r(1 + log( t
r
))
, inf
r>t
ϕ(r)t
r t
r
}
= inf
r≤t
ϕ(r)t
r(1 + log( t
r
))
≥ 1
3
ϕ˜(t).

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The following result characterizes those Lorentz spaces whose r.i. optimal range
for the Hardy operator is again a Lorentz space.
Proposition 4.4. Let ϕ be a quasi-concave function satisfying (4). The r.i. optimal
range space is given by
R[S,Λϕ] = Λϕ˜,
if and only if ∫ ∞
t
ϕ˜(s)
s2
ds .
ϕ(t)
t
.
Proof. By Proposition 4.3, we have that ϕR[S,Λϕ] ≈ ϕ˜. In particular, this implies
that
Λϕ˜ ⊂ R[S,Λϕ].
Now, the converse embedding R[S,Λϕ] ⊂ Λϕ˜ holds, if and only if the Hardy
operator S : Λϕ → Λϕ˜ is bounded. This is in turn equivalent to the integral
inequality ∫ ∞
0
f ∗∗(s)dϕ˜(s) .
∫ ∞
0
f ∗(s)dϕ(s),
and using [5, Theorem 4.1] this holds if and only if∫ ∞
t
ϕ˜(s)
s2
ds .
ϕ(t)
t
.

Example 4.5. For α ≥ 1, let us consider the functions ϕα(t) = t logα(1 + t−1/α). It
holds that
R[S,Λϕα+1 ] = Λϕα.
Indeed, note first that if we denote by φ = ϕ1, then we have
ϕα(t) = φ(t
1/α)α.
Using this identity, it can be easily seen that ϕα is a quasi-concave function satisfying
ϕα(t) ≥ 1αt log(1 + 1/t). Now, using that the function ψ(t) = (1 + t) log(1 + 1/t) is
decreasing for t < 1, it can be shown that the fundamental function satisfies
ϕR[S,Λϕα+1 ] = ϕ˜α+1 = ϕα.
By Proposition 4.4, the statement reduces to proving the following estimate∫ ∞
t
ϕα(s)
s2
ds .
ϕα+1(t)
t
.
For t < 1 we have∫ ∞
t
ϕα(s)
s2
ds =
∫ ∞
t
1
s
logα
(
1 +
1
s1/α
)
ds ≈
∫ 1
t
1
s
logα
(
1 +
1
s1/α
)
ds+ 1
≤ logα
(
1 +
1
t1/α
)
log
(1
t
)
+ 1 . logα+1
(
1 +
1
t1/α
)
=
a+ 1
a
logα+1
((
1 +
1
t1/α
) α
α+1
)
.
ϕα+1(t)
t
.
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While for t > 1 we have that∫ ∞
t
ϕα(s)
s2
ds =
∫ ∞
t
1
s
logα
(
1 +
1
s1/α
)
ds ≈
∫ ∞
t
ds
s2
=
1
t
≈ logα+1
(
1 +
1
tα+1
)
=
ϕα+1(t)
t
.
4.2. Marcinkiewicz spaces. We study now the r.i. optimal range for the Hardy
operator acting on a Marcinkiewicz space Mϕ. Let us start by computing the func-
tion ΨS,Mϕ defined in (2):
Lemma 4.6. Let ϕ be a quasiconcave function such that 1/ϕ is locally integrable at
zero. Then, for t > 0:
(5) ΨS,Mϕ(t) = t
(∫ t
0
ds
ϕ(s)
)−1
.
Proof. Indeed, for s > 0 let us consider the function
fs(t) = S
′χ(0,s)(t) = χ(0,s)(t) log
(s
t
)
,
whose distribution function is given by
λfs(r) = |{t > 0 : fs(t) > r}| = se−r.
Hence, for t > 0 we have
ΨS,Mϕ(t) =
t
‖S ′χ(0,t)‖M ′ϕ
=
t∫∞
0
te−r
ϕ(te−r)dr
=
(∫ ∞
0
dr
erϕ(te−r)
)−1
= t
(∫ t
0
ds
ϕ(s)
)−1
.

Recall that if 1/ϕ is locally integrable, then the space M
t(
∫ t
0
ds
ϕ(s))
−1 is the minimal
r.i. space containing Λ1,∞ϕ [16, Theorem 3.3], where
Λ1,∞ϕ =
{
f : sup
t>0
f ∗(t)ϕ(t) <∞
}
.
Note that in general the space Λ1,∞ϕ need not be normable, except when ϕ belongs to
the Arin˜o and Muckenhoupt B1 class [1, 17]. This allows us to prove the following:
Theorem 4.7. Let ϕ be a quasiconcave function. Then, S : Mϕ → L1 + L∞ is
bounded if and only if 1/ϕ is locally integrable at zero. Moreover, in this case we
have
R[S,Mϕ] = R[S,Mϕ]0 =MΨS,Mϕ .
Proof. Proposition 4.1 gives us that S : Mϕ → L1 + L∞ is bounded, if and only if
χ(0,1)(t) log
(
1/t
) ∈ (Mϕ)′ = Λt/ϕ(t). But,∫ 1
0
log(1/t) d(t/ϕ(t)) <∞ ⇐⇒
∫ 1
0
dt
ϕ(t)
<∞.
By Lemma 4.6, we have that
ΨS,Mϕ(t) = t
(∫ t
0
ds
ϕ(s)
)−1
.
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Now, it is clear that a decreasing function f belongs to Mϕ if and only if Sf
belongs to Λ1,∞ϕ , since
‖Sf‖Λ1,∞ϕ = sup
t>0
Sf(t)ϕ(t) = ‖f‖Mϕ.
In particular, we have that
S :Mϕ → Λ1,∞ϕ →֒ MΨS,Mϕ
is bounded. Since Theorem 3.2 yields that R[S,Mϕ] is the r.i. optimal range, we
must have
R[S,Mϕ] ⊆MΨS,Mϕ .
Conversely, since t/ϕ(t) is the associate function to ϕ, in particular it is quasi-
concave, and there exists a positive decreasing function h such that
t
ϕ(t)
≈
∫ t
0
h(s) ds.
Observe that the function h satisfies that
‖h‖Mϕ = sup
t>0
Sh(t)ϕ(t) ≈ sup
t>0
1
ϕ(t)
ϕ(t) = 1.
Now, given f ∈ Λ1,∞ϕ we have that, for any decreasing function g∫ ∞
0
f ∗(t)g(t) dt ≤ ‖f‖Λ1,∞ϕ
∫ ∞
0
g(t)
ϕ(t)
dt ≈ ‖f‖Λ1,∞ϕ
∫ ∞
0
g(t)
t
∫ t
0
h(s) ds dt
= ‖f‖Λ1,∞ϕ
∫ ∞
0
S ′g(t)h(t) dt ≤ ‖f‖Λ1,∞ϕ ‖S ′g‖M ′ϕ‖h‖Mϕ.
Therefore, we have that f ∈ R[S,Mϕ] with
‖f‖R[S,Mϕ] = sup
g↓
∫
f ∗(s)g(s) ds
‖S ′g‖M ′ϕ
. ‖f‖Λ1,∞ϕ .
Now, since R[S,Mϕ] is an r.i. space satisfying Λ
1,∞
ϕ ⊆ R[S,Mϕ], then [16, Theo-
rem 3.3]
MΨS,Mϕ ⊆ R[S,Mϕ].
So far we know that
R[S,Mϕ]0 ⊆ R[S,Mϕ] =MΨS,Mϕ .
For the remaining embedding, let f ∈MΨS,Mϕ . Then, for every t > 0 we have
(Sf)∗(t) ≤ ‖f‖MΨS,Mϕ
1
t
∫ t
0
ds
ϕ(s)
≈ ‖f‖MΨS,Mϕ
1
t
∫ t
0
1
s
∫ s
0
h(u)du
= ‖f‖MΨS,MϕSS(h)(t).
Hence, f ∈ R[S,Mϕ]0, with
‖f‖R[S,Mϕ]0 ≤ ‖f‖MΨS,Mϕ ‖h‖Mϕ . ‖f‖MΨS,Mϕ .

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Example 4.8. Since ϕ(t) = max{1, t} satisfies the hypothesis of Theorem 4.7 and,
using (5), we have that
ΨL1∩L∞(t) ≈ t
log(1 + t)
,
then R[S, L1 ∩ L∞] = R[S, L1 ∩ L∞]0 =M t
log(1+t)
.
Example 4.9. As before, we have
R[S,M t
log(1+t)
] =M t
log2(1+t1/2)
.
5. Optimal domain vs. optimal range
In this section we focus on the relation between r.i. optimal range and optimal
domain for the Hardy operator. Some of these results can also be extended to
operators of class H.
Let us start with the characterization of the r.i. optimal domain (and its existence)
for the Hardy operator S.
Theorem 5.1. Given an r.i. space X, the following are equivalent:
(i) There exists the r.i. optimal domain for the Hardy operator into the space X.
(ii) S : L1 ∩ L∞ → X is bounded.
(iii) 1
1+s
∈ X.
Moreover, under any of the above assumptions, the r.i. optimal domain for the Hardy
operator S into X is given by
D[S,X ] =
{
f ∈ L1 + L∞ : Sf ∗ ∈ X
}
endowed with the norm ‖f‖D[S,X] = ‖Sf ∗‖X .
Proof. The implication (i) ⇒ (ii) is clear since the space L1 ∩ L∞ is contained in
any r.i. space. Also, we have (ii) ⇒ (iii) trivially since 1
1+s
= Sχ[0,1](s). In order
to prove the implication (iii) ⇒ (i) we will actually show that the space D[S,X ]
provides the r.i. optimal domain.
Let us see first that D[S,X ] is an r.i. space. It is clear that ‖αf‖D[S,X] =
|α|‖f‖D[S,X] and if f = 0, then ‖f‖D[S,X] = 0. Also, if ‖f‖D[S,X] = 0, then
Sf ∗ = 0 which means that f = 0. Now, if f1, f2 ∈ D[S,X ], we have that
S(f1 + f2)
∗ ≤ Sf ∗1 + Sf ∗2 , so ‖ · ‖D[S,X] defines a norm and (P1) is proved.
(P2) is immediate, and (P3) follows from the fact that fn ↑ f implies Sf ∗n ↑ Sf ∗,
and since X satisfies (P3)
‖Sf ∗n‖X ↑ ‖Sf ∗‖X .
In order to check (P4), notice that by hypothesis Sχ(0,1)(s) =
1
1+s
∈ X , and since
the dilation operators are bounded on X for every t > 0 we have
Sχ(0,t) = E 1
t
Sχ(0,1) ∈ X.
Finally, (P5) holds since for every E with |E| <∞ we have∫
E
f(s) ds ≤
∫
Sf ∗χ(0,|E|)(s) ds ≤ ‖f‖D[S,X]‖χ(0,|E|)‖X′.
Therefore, D[S,X ] is a well-defined r.i. space, and clearly for f ∈ D[S,X ] we have
‖Sf‖X ≤ ‖Sf ∗‖X = ‖f‖D[S,X].
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Thus, S : D[S,X ]→ X is bounded. Now, suppose that Y is an r.i. space such that
S : Y → X is bounded. Then, for every f ∈ Y we have
‖f‖D[S,X] = ‖Sf ∗‖X ≤ ‖S‖‖f‖Y ,
and hence, Y ⊆ D[S,X ]. 
Note that the construction ofR[S,X ] andD[S,X ] is closely related to the optimal
rearrangement invariant domains for kernel operators studied in [9]. In that paper,
given a kernel operator of the form
Tf(x) =
∫ 1
0
f(y)K(x, y)dy, x ∈ [0, 1],
satisfying that for every fixed x ∈ [0, 1], K(x, ·) is decreasing, the author considers
the space [T,X ]r.i. = {f : Tf ∗ ∈ X}, endowed with the norm
‖f‖[T,X]r.i. = ‖Tf ∗‖X .
It turns out that under these assumptions, this space is the optimal rearrangement
invariant domain for the operator T .
In the case of Hardy’s conjugate operator S ′, this is a kernel operator which does
not satisfy the monotonicity condition required above. In fact, it is not true that
S ′(f + g)∗ ≤ S ′f ∗ + S ′g∗ in general (take, for example, f = χ(0, 1
2
) and g = χ( 1
2
,1)).
However, for any functions f and g, we have
SS ′(f + g)∗ = S ′S(f + g)∗ ≤ S ′(Sf ∗ + Sg∗) = S(S ′f ∗ + S ′g∗).
Thus, using [3, Theorem II.4.6], for any r.i. space X it follows that
‖S ′(f + g)∗‖X ≤ ‖S ′f ∗‖X + ‖S ′g∗‖X ,
and hence the expression ‖ · ‖[S′,X]r.i. also defines a norm in this case. Moreover, we
have the following identification:
[S ′, X ]r.i. = (R[S,X
′])′.
For example, if X = L1 + L∞, using Example 4.8 we obtain that
[S ′, L1 + L∞]r.i. = (R[S, L
1 ∩ L∞])′ = (M t
log(1+t)
)′ = Λlog(1+t).
Proposition 5.2. Let X be an r.i. space such that S2 : L1 ∩ L∞ → X is bounded.
We have that the r.i. optimal domain for S2 into X satisfies
D[S2, X ] = D[S,D[S,X ]].
Proof. Since S : D[S,X ] → X and S : D[S,D[S,X ]] → D[S,X ] are bounded, we
have that
S2 : D[S,D[S,X ]]→ X
is bounded. Hence, D[S2, X ] ⊂ D[S,D[S,X ]]. For the converse embedding, let us
see that S : D[S2, X ]→ D[S,X ] is bounded. Given f ∈ D[S2, X ], we have
‖Sf‖D[S,X] ≤ ‖Sf ∗‖D[S,X] = ‖S(Sf ∗)‖X ≤ ‖S2‖‖f‖D[S2,X],
where ‖S2‖ is the norm of S2 : D[S2, X ] → X . Thus, we also get the embedding
D[S,D[S,X ]] ⊂ D[S2, X ]. 
Example 5.3. It can be seen that for the space M t
log2(1+
√
t)
, we have
D[S2,M t
log2(1+
√
t)
] = D[S,D[S,M t
log2(1+
√
t)
]] = D[S,M t
log(1+t)
] = L1 ∩ L∞.
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We will elaborate on the relation between r.i optimal domain and r.i optimal range
by studying the following constructions.
Definition 5.4. Given an r.i space X with log+(1
s
) ∈ X ′, let DX denote the r.i.
optimal domain for the Hardy operator into R[S,X ], i.e:
DX = D[S,R[S,X ]].
Similarly, given an r.i. space X with 1
1+s
∈ X, let
RX = R[S,D[S,X ]].
Note that the hypotheses on the space X are necessary for the existence of the
corresponding R[S,X ] and D[S,X ]. The spaces DX and RX satisfy the following
properties:
Proposition 5.5. Suppose the space X satisfies the conditions in the definition of
DX and RX . Then we have:
(i) RX ⊂ X ⊂ DX .
(ii) If αX < 1, then RX = X = DX .
(iii) If X ⊂ Y , then DX ⊂ DY and RX ⊂ RY .
(iv) R[S,DX ] = R[S,X ] and D[S,RX ] = D[S,X ].
(v) RRX = RX and DDX = DX .
Proof. (i) For any decreasing function h we have
‖S ′h‖D[S,X]′ = sup
g
∫
S ′h(s)g∗(s) ds
‖Sg∗‖X = supg
∫
h(s)Sg∗(s) ds
‖Sg∗‖X ≤ ‖h‖X
′.
Hence, it follows that
‖f‖RX = sup
h
∫∞
0
f ∗(s)h∗(s) ds
‖S ′(h∗)‖D[S,X]′ ≥ suph
∫∞
0
f ∗(s)h∗(s) ds
‖h∗‖X′ = ‖f‖X.
This proves the embedding RX ⊂ X . For the second embedding, we have
‖f‖DX = sup
h
∫∞
0
Sf ∗(s)h∗(s) ds
‖S ′(h∗)‖X′ = suph
∫∞
0
f ∗(s)S ′h∗(s) ds
‖S ′(h∗)‖X′ ≤ ‖f‖X .
(ii) In the particular case when αX < 1, which is equivalent to S : X → X , we
have that
R[S,X ] = D[S,X ] = DX = RX = X.
(iii) If X ⊂ Y , then we have that R[S,X ] ⊂ R[S, Y ] and D[S,X ] ⊂ D[S, Y ].
Iterating these two facts in the corresponding order yields the conclusion.
(iv) According to property (i), we have X ⊂ DX . So, by property (iii), we get
that
R[S,X ] ⊂ R[S,DX ].
For the converse embedding, observe that
R[S,DX ] = R[S,D[S,R[S,X ]]] = RR[S,X],
which, again by property (i) satisfies
RR[S,X] ⊂ R[S,X ].
Thus, we have R[S,DX ] = R[S,X ]. The identity D[S,RX ] = D[S,X ] is proved
similarly.
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(v) This is a consequence of property (iv). Indeed,
RRX = R[S,DD[S,X]] = R[S,D[S,X ]] = RX .
And similarly,
DDX = D[S,RR[S,X]] = D[S,R[S,X ]] = DX .

Example 5.6. If we consider the function φ(t) = t log(1 + 1/t), then
DΛφ = Λφ.
This follows from the fact that
R[S,Λφ] = L
1 + L∞ and D[S, L1 + L∞] = Λφ.
Similarly, for the largest r.i. space L1 + L∞ we have
RL1+L∞ = L1 + L∞.
Note that this provides an equivalent condition to the existence of the r.i. optimal
range (see Proposition 4.1): given an r.i. space X , the r.i. optimal range R[S,X ]
exists if and only if X ⊂ Λφ, with φ(t) = t log(1 + 1/t).
In fact, the space R[S,X ] exists if and only if S : X → L1 + L∞ is bounded, and
this holds if and only if X ⊂ D[S, L1 + L∞] = Λφ.
This embedding also follows from Proposition 4.1, using that χ[0,1] log
(
1
·
) ∈ X ′
and identifying Λφ as the Zygmund space L logL in [0, 1] [3, IV.6].
Lemma 5.7. Given X such that S : X → L1+L∞, if S : X → R[S,X ] is invertible
(onto its image) then
X = DX .
Proof. As mentioned above, we always have the embedding X ⊂ DX . Now, given
f ∈ DX we have
‖f‖DX = ‖f ∗‖D[S,R[S,X]] = ‖Sf ∗‖R[S,X].
Hence, if S : X → R[S,X ] is invertible, then there exists α > 0 such that
‖f‖DX = ‖Sf ∗‖R[S,X] ≥ α‖f ∗‖X = ‖f‖X.

The following is a useful criterion for the identity DΛϕ = Λϕ:
Proposition 5.8. Let ϕ be a quasi-concave function satisfying (4). Suppose that
there exist K ≥ 1 and a decreasing function gϕ such that for every t > 0
1
K
ϕ(t)
t
≤ SS ′gϕ(t) ≤ K ϕ(t)
t
.
Then DΛϕ = Λϕ.
Proof. Since ϕ is a quasi-concave function, then it can be represented as the integral
of a non-negative, decreasing function φ on R+. We have that the norm in Λϕ can
be computed as follows
‖f‖Λϕ = ‖f‖∞ϕ(0+) +
∫ ∞
0
f ∗(s)φ(s)ds.
Note that
S(φ)(s) =
1
s
∫ s
0
φ(r) dr =
ϕ(s)
s
≈ SS ′gϕ(s).
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So we have that
‖S ′gϕ‖Mϕ′ = sup
s>0
∫ s
0
S ′gϕ(t)dt
ϕ(s)
≤ K sup
s>0
∫ s
0
φ(t)dt
ϕ(s)
= K sup
s>0
ϕ(s)− ϕ(0+)
ϕ(s)
≤ K.
Let now f ∈ DΛϕ. On the one hand, using [3, Proposition II.3.6] we have that
‖f‖DΛϕ = ‖Sf ∗‖R[S,Λϕ] = sup
g↓
∫∞
0
f ∗(s)S ′g(s) ds
‖S ′g‖Mϕ′
≥
∫∞
0
f ∗(s)S ′gϕ(s) ds
‖S ′gϕ‖Mϕ′
≥ 1
K
2 ∫ ∞
0
f ∗(s)φ(s) ds.
On the other hand, if ϕ(0+) 6= 0, then for t > 0 we have
‖S ′χ(0,t)‖Mϕ′ = sup
s>0
1
ϕ(s)
∫ s
0
χ(0,t)(r) log
( t
r
)
dr
= max{sup
s<t
1
ϕ(s)
∫ s
0
log
( t
r
)
dr, sup
s>t
1
ϕ(s)
∫ t
0
log
( t
r
)
dr}
≤ t
ϕ(0+)
.
Hence, we also have
‖f‖DΛϕ ≥ sup
t>0
∫∞
0
f ∗(s)S ′χ(0,t)(s) ds
‖S ′χ(0,t)‖Mϕ′
≥ sup
t>0
∫ t
0
Sf ∗(s) ds
t/ϕ(0+)
≥ ϕ(0+) sup
t>0
∫ t
0
f ∗(s) ds
t
≥ ϕ(0+)‖f‖∞.
Therefore, summing the two estimates we get
‖f‖DΛϕ & ϕ(0+)‖f‖∞ +
∫ ∞
0
f ∗(s)φ(s) ds = ‖f‖Λϕ.
Since the converse inequality
‖f‖DΛϕ ≤ ‖f‖Λϕ
always holds, the proof is finished. 
Example 5.9. Let ϕα(t) = t log
α(1 + t−1/α), for α ≥ 1. We claim that DΛϕα+1 =
Λϕα+1.
Indeed, we will show that
ϕα+1(t)
t
≈ SS ′ϕα(t),
and the conclusion follows by Proposition 5.8. In fact, in Example 4.5 we showed that
for t < 1, it holds that SS ′ϕα(t) .
ϕα+1(t)
t
, while for t > 1 we have ϕα+1(t)
t
≈ SS ′ϕα(t).
Thus, it remains to show that SS ′ϕα(t) &
ϕα+1(t)
t
also holds for t < 1.
To this end, note that for 0 < s < 1, we have s
1
α ≤ s 1α+1 , and we get
1
s
logα
(
1 +
1
s1/α
)
≥ 1
s
1
(1 + s1/(α+1))
logα
(
1 +
1
s1/(α+1)
)
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Now, for t < 1 we have
SS ′ϕα(t) =
∫ ∞
t
ϕα(s)
s2
ds =
∫ ∞
t
1
s
logα
(
1 +
1
s1/α
)
ds
≈ 1 +
∫ 1
t
1
s
logα
(
1 +
1
s1/α
)
ds
≥ 1 +
∫ 1
t
1
s
1
(1 + s1/(α+1))
logα(1 +
1
s1/(α+1)
) ds ≥ ϕα+1(t)
t
,
where we used that ϕα+1(t)/t is a primitive of the last integrand.
Observe that, by the computations in Example 4.5 we have that R[S,Λϕα+1 ] =
Λϕα. Now, we have seen that DΛϕα+1 = Λϕα+1, so we also obtain that
D[S,Λϕα ] = D[S,R[S,Λϕα+1 ]] = DΛϕα+1 = Λϕα+1.
The situation exhibited in Example 5.9 can be somehow extrapolated. Observe
that in that case we have that ϕ˜α+1 = ϕα, and the following identities hold
R[S,Λϕα+1 ] = Λϕ˜α+1 and D[S,Λϕ˜α+1] = Λϕα+1.
This means that the r.i. optimal range for the Hardy operator on certain Lorentz
spaces is again a Lorentz space, and the same happens with the r.i. optimal domain.
We already know, by Proposition 4.4, when R[S,Λϕ] = Λϕ˜. Let us study the
analogous result for the optimal domain.
Proposition 5.10. Let ϕ be a quasi-concave function satisfying (4). The following
are equivalent:
(i) R[S,Λϕ] = Λϕ˜ and D[S,Λϕ˜] = Λϕ.
(ii) For t > 0, ∫ ∞
t
ϕ˜(s)
s2
ds ≈ ϕ(t)
t
.
Proof. By Proposition 4.4, we already have that R[S,Λϕ] = Λϕ˜ is equivalent to∫ ∞
t
ϕ˜(s)
s2
ds .
ϕ(t)
t
.
To finish the proof, we can assume that S : Λϕ → Λϕ˜ is bounded. Using this, now
we have that D[S,Λϕ˜] = Λϕ holds if and only if D[S,Λϕ˜] ⊂ Λϕ. This is equivalent
to the estimate ∫ ∞
0
f ∗∗(s)dϕ˜(s) &
∫ ∞
0
f ∗(s)dϕ(s),
and using [5, Theorem 5.1] this holds if and only if∫ ∞
t
ϕ˜(s)
s2
ds &
ϕ(t)
t
.

In particular, if a quasi-concave function ϕ satisfies condition (ii) in Proposi-
tion 5.10, then DΛϕ = Λϕ. However, the converse is not true:
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Example 5.11. Let us consider the function ϕ(t) = max{1, t}. It is clear that
Λϕ = L
1 ∩ L∞. Now, it is easy to check that
ϕ˜(t) =
t
log(1 + t)
,
R[S,Λϕ] =Mϕ˜ and D[S,Mϕ˜] = Λϕ. Thus, we have DΛϕ = Λϕ, while∫ ∞
t
ϕ˜(s)
s2
ds =
∫ ∞
t
1
s log(1 + s)
ds =∞.
6. Revisiting the spaces R(X)
Let us study the connection between the space D[S,X ] and the restricted type
spaces R(X). These spaces were introduced in [18] in connection with the best
constant for the Hardy operator minus the identity on decreasing functions and
their properties have been studied in [4, 16, 19].
By definition, the space R(X) is the Lorentz space associated to the function
WX(t) =
∥∥ 1
1 + ( ·
t
)
∥∥∥
X
.
Now, it is easy to see that this function is actually the fundamental function of the
space D[S,X ]:
ϕD[S,X](t) = ‖Sχ(0,t)‖X = WX(t).
Hence, we have the identity
R(X) = Λ(D[S,X ]).
It was studied in [19] whether every quasi-concave function satisfying that ϕ(t) ≥
Ct log(1 + 1/t) has the property that there exists an r.i. space X with R(X) = Λϕ.
Although it is not known whether DX = X , for every r.i. space X , a weaker version
of this identity is actually equivalent to the previous question.
Theorem 6.1. Let ϕ be a quasi-concave function such that ϕ(t) ≥ Ct log(1 + 1/t).
The following are equivalent:
(i) There exists an r.i. space X such that Λϕ = R(X).
(ii) Λϕ = R(R[S,Λϕ]).
(iii) The fundamental function of DΛϕ is equivalent to ϕ.
(iv) There is K > 0 such that for every t > 0, there exists a decreasing function gt
satisfying
(a) SS ′gt(s) ≤ Kϕ(s)/s for s > 0; and
(b) SS ′gt(t) ≥ 1Kϕ(t)/t.
Proof. Recall first that the boundedness of S : Λϕ → L1 + L∞ is equivalent to
the existence of the optimal range R[S,Λϕ], and also equivalent to the inequality
ϕ(t) ≥ Ct log(1 + 1/t).
The equivalence (i) ⇔ (ii) has already been established in [19].
The equivalence (ii) ⇔ (iii) is a consequence of the following chain of identities:
R(R[S,Λϕ]) = Λ(D[S,R[S,Λϕ]]) = Λ(DΛϕ).
Hence, if Λϕ = R(X), then we also have that Λϕ = R(R[S,Λϕ]), and by the above
identity, we get that ϕ ≈ ϕDΛϕ . Conversely, if ϕ ≈ ϕDΛϕ , then Λϕ = Λ(DΛϕ) =
R(R[S,Λϕ]).
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Finally, for the equivalence (iii) ⇔ (iv), note that
ϕDΛϕ (t) = ‖χ[0,t]‖DΛϕ = sup
g↓
∫ t
0
S ′g(s) ds
‖S ′g‖Mϕ′
.
The inequality ϕDΛϕ (t) ≤ ϕ(t) always holds. Therefore, condition (iii) is equivalent
to the existence of a constant K > 0 such that ϕ ≤ KϕDΛϕ . This holds if and only
if for every t > 0, there is a decreasing function gt such that
ϕ(t) ≤ K
∫ t
0
S ′gt(s) ds
‖S ′gt‖Mϕ′
.
By scaling, we can assume that ‖S ′gt‖Mϕ′ = K1/2 (or equivalently SS ′gt(s) ≤
K1/2ϕ(s)/s, for s > 0), so we must have SS ′gt(t) ≥ K−1/2ϕ(t)/t. 
Corollary 6.2. Suppose there exists a decreasing function gϕ such that
ϕ(t)
t
≈ SS ′gϕ(t),
then R(R[S,Λϕ]) = Λϕ.
Proof. This is a direct consequence of Proposition 5.8 and Theorem 6.1. 
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