THE CAUCHY METHOD
In this paper, a comparison is made between two methods which are used for interpolation/extrapolation of frequency domain responses. The first method is the direct
Consider a system function H(s). The objective is method based on the principle of a model-based parameter to approximate H(s) by a ratio of two polynomials estimation and the second uses the properties of discrete

A(s) and B(s) so that H(s) can be represented by
Hilbert transforms based on the principle of causality.
fewer variables. Hence, consider ᭧ 1996 Academic Press, Inc.
H(s) á A(s) B(s)
(1)
INTRODUCTION
Here, the given information could be the value of the function H(s) and its N j derivatives at some frequency points s j , j Å 1, . . . , J. If H n (s j ) represents In a host of applications in engineering, it is necesthe nth derivative of H(s) at point s Å s j , the Cauchy sary to obtain information about a system over a problem is as follows: broad range of frequencies. In most cases, it is not possible to evaluate the parameter of interest in a closed form. However, either theoretical or experiGiven H ( n ) (s j ) for n Å 0, . . . , N j , j Å 1, . . . , J, mental data are available in a narrow band. The first find P, Q, {a k , k Å 0, . . . , P}, and method uses the principle of analytic continuation to extrapolate/interpolate the data over a wide band.
{b k , k Å 0, . . . , Q}. The second method uses the property of Hilbert transform which relates the real and imaginary com-
The solution for {a k } and {b k } is unique if the total ponents of the frequency domain transfer function.
number of samples is greater than or equal to the In Section 2, the direct method is studied. Section total number of unknown coefficients P 0 Q / 2 [1],By enforcing the equality in Eq.
(1) one obtains order N 1 (P / Q / 2). A singular value decomposition (SVD) of the matrix C will give us a gauge of the required values of P and Q [2] . A SVD results
A(s) Å H(s)B(s).
(2) in the equation Differentiating the above equation n times, and evaluating the expressions at point s j , results in the
The matrices U and V are unitary matrices and S A 
null space of C is P / Q / 2 0 R. Our solution vector belongs to this null space. Hence to make this solution unique, we need to make the dimension of where this null space 1 so that only one vector defines this space. Hence P and Q must satisfy the relation
The solution algorithm must include a method to (6) estimate R. This is done by starting out with the choices of P and Q that are higher in dimension than can be expected for the system at hand. Then we n Å 0, 1, . . . , N j , j Å 1, . . . , J, where u(k) Å 0 for get an estimate for R from the number of nonzero k õ 0 and Å 1 otherwise. singular values of the matrix C. Now, using Eq. (14) Define we get better estimates for P and Q. Letting P and Q stand for these new estimates of the polynomial
orders, we can recalculate the matrices A and B. Therefore, we come back to the relation
The order of matrix A is N 1 (P / 1) and that of B [C] is a rectangular matrix with more rows than is N 1 (Q / 1). Then, Eq. (4) where PV denotes the principal value of the integral. For notational simplicity, the symbol PV will be causality in the time domain or a real time domain response, measurements carried out in the freomitted from the integrals. By a change of variable, it can be shown that quency domain do not truly represent the transient response of the system. Even so, we establish that it is possible to extract a causal response by interpolating the complex frequency domain data under the
x(t / t) t dt premise that the time domain signal must be causal. We use the principle of causality to extrapolate/interpolate the frequency domain response [4] .
(17) In general, the real and imaginary parts of the complex frequency domain data are independent of each other. However, the causality of the time do-
The various properties of the Hilbert transform are main signal, denoted as h(t), assures us that the summarized next for completeness. real and imaginary components of the frequency do-(A) The Fourier transform of the Hilbert transmain response are related through the Hilbert transform of a function is given by form. The physical principal of causality imposed some constraints on the real and imaginary parts of the transfer function. The relationship was origi- and v Å 2pf. To establish this result, we know then, from causality, they have to be related by the Hilbert transform [4] [5] [6] [7] [8] [9] [10] [11] [12] . The property that the real and imaginary parts of the frequency domain
0jvt dt data correspond to the even and odd parts of h(t) is exploited in extracting a causal response from complex band-limited frequency domain data. In subsection 3.1, the properties of the Hilbert
t dt, transform are reviewed. In subsection 3.2, the numerical implementation of the Hilbert transform is introduced. The algorithm is described in subsection 3.3.
with y Å t 0 t, we have
Properties of the Hilbert Transform
For a real valued function x(t), in the interval 0ϱ õ t õ ϱ, its Hilbert transform, denoted by
FIG. 1. (a) Original data (415 points). (b) Truncated data (40 missing points). (c) Comparison of the reconstruction using the two methods (real part). (d) Comparison of the reconstruction using the two methods (imaginary part).
(C) The energies in x(t) and x(t) are the same,
(B) The inner product defined by »x, x… is zero. To
where * denotes complex conjugate.
Hence the Fourier transforms of a signal and its This is because Hilbert transform have identical amplitude spectra.
However, the phase spectra differ from one another only by a constant
. (26) (E) An extension of the above property is
x(t) * y(t) Å 0xP (t) * yP (t).
(27) where ٘ denotes the phase angle of the complex func-(F) The double Hilbert transform of a function is tion.
the negative of the function, i.e., (D) Convolution product:
Since if we take Hilbert transform of both sides and utiliz-
ing property (20) we set 
a n cos nu (for 0 õ u õ p), (35) of a symmetric sequence h e [n] and an antisymmetric sequence h o [n]. In the case of real sequences, these are called even and odd sequences [7, 13] . Therefore, it can be shown that the Hilbert transform x(u) is of the form
(39)
xP (u) Å 0 ∑ ϱ nÅ1 a n sin nu (for 0 õ u õ p), (36) 
Therefore, then if x(01) is finite, the solution for x can be given by
This implies Since we extensively use a 10th property which applies to causal signals, this is described in the next subsection.
FIG. 3. (a) Truncated data with and non-zero initial guess (80 missing points). (b) Comparison of the reconstruction using the two methods (real part). Cutoff in Cauchy 10 016 . (c) Comparison of the reconstruction using the two methods (imaginary part). Cutoff in Cauchy 10
016 .
(d) Comparison of the reconstruction using the two methods (real part). Cutoff in Cauchy 10 021 . (e) Comparison of the reconstruction using the two methods (imaginary part). Cutoff in Cauchy 10
021 .
and Also the odd part of the sequence can be expressed as then
If we define u pN [n] as the periodic sequence
FIG. 3-Continued
The Fourier transform of u pN [n] is [n] . (53) we have, from Eq. (54), Equivalently, the Fourier transform of h p [n] yields
Hence we get the imaginary part of the Fourier Å H pᑬ [k] / jH pᑠ [k] . (54) transform as Equation (52) can be alternatively expressed as
This is the Hilbert transform relationship between the real and imaginary parts of the Fourier transform of a periodically causal sequence. (55) for n õ 0 and for n ú N/2 then the periodicity may be removed and we have the same relationships between the real and imaginary parts of the Fourier where u[n] is the unit step sequence and d[n] is the unit sample sequence [10] .
transform of h[n]: . . . , 1024, 2048, rrr] , providing a sequence of even length. The complex data are now given by quence will give the imaginary part of the spectrum 9. This sequence is copied to obtain a sequence of length N, as stated earlier: (1 : n 1 0 1), H I (n 1 : n 2 ), sequence will give us the odd sequence again: H new I (n 2 / 1 : n 3 0 1), H I (n 3 : n 4 ),
11. Again using Eq. (51), we get the modified verin the real part of the original sequence using the sequence obtained in step 12: sion of h e : Hanning window, although we have overcome the the output of both methods with the original real part, while Fig. 1d compares the corresponding difficulties due to discontinuities at the ends of the missing band, we might suffer a loss of resolution.
imaginary part. Clearly the reconstruction is quite accurate using either technique. This is not a serious problem and its effects can be minimized as shown in the numerical examples.
Next, the number of deleted points was increased to 60; i.e., points 200-260 were discarded. The same Subsequent sections illustrate this technique.
procedure was repeated. Figure 2a shows the truncated data. Figure 2b shows the reconstructed real
NUMERICAL RESULTS
part and Fig. 2c shows the reconstructed imaginary part of the response utilizing both the techniques. It is clear from these figures that the reconstruction Let us first consider the frequency domain data of obtained using the iterative method based on Hilbert a microstrip filter measured using the HP 8510B transform is slightly better than that obtained using Network Analyzer. The device is a bandpass filter the direct method. Note that the amplitude of the and its characteristics are measured at 415 points reconstructed part using the Cauchy method came from 4.31 to 7.415 GHz. Our objective now is to comout slightly higher than the actual amplitude. pare the performance of the two methods (the When the number of deleted points was increased Cauchy method and the iterative technique based to 80 [about 20% of the data has been deleted from on the Hilbert transform) as the number of missing the middle of the band]; i.e., from 200-280, the iterpoints are gradually increased. These missing points ative method again proved to be better than the diare created by deleting portions of the measured rect method. But this time, a slight modification was data.
made in the initial guess for the missing points in Figure 1a shows the real and imaginary parts of the iterative method. A straight line extrapolation the original data. Let us now discard 40 points between the ends of the missing band was made in (which is about 10% of the data) from 200-240. Fig- the initial guess instead of zero padding it. Figure  ure 1b shows this deleted band of data. These data 3a shows the original data with the initial guess. points are now given as input to the direct method. Figures 3b and 3c show the reconstructed real and The entire data set is not required for this method.
imaginary parts using both methods. Clearly the itOnly a few points before and after the missing band erative method gave better results. But it should be is sufficient. The program returns the interpolated noted that a better interpolation can be obtained by data. Next, these data are given as input to the iterathe Cauchy method if the cutoff for the singular valtive method utilizing the iterative technique based ues (explained earlier in the theory) is chosen approon the Hilbert transform presented in Section 4. The missing points are zero padded. Figure 1c compares priately. Figures 3d and 3e show the improved re- sult. The singular value cutoff was changed to 1 1 original data. Again we discard 40 points from 200-240, as shown in Fig. 4b . Since the missing band was 10 021 from the previous value of 1 1 10 016 . However, determining the cutoff for the singular values in quite small, interpolation results using both techniques were similar. Figure 4c shows the reconstructed real practical situations may not be possible! As the next example, we consider the frequency doparts compared with the original real part and Fig. 4d shows the corresponding imaginary part. main data of another microstrip bandpass filter measured at 468 points from 4.206875 to 8.00125 GHz.
Next, 60 points were discarded from 200-260. Now, knowing that the data are incomplete (exThese data were incomplete. That is, the entire data set was not considered, as can be seen in Fig. 4a , where plained earlier) and the missing band is large, modification to the initial guess was made in the iterative the response in the stop band is not near zero. For this reason, the initial guess had to be made as the straight method. The initial guess was again the straight line extrapolation between the ends of the missing band. line extrapolation explained earlier. Figure 4a shows the real and imaginary parts of the Figure 5a shows the original data with the initial
