ABSTRACT Dimensionality reduction is commonly used to preprocess high-dimensional data, which is an essential step in machine learning and data mining. An outstanding low-dimensional feature can improve the efficiency of subsequent learning tasks. However, existing methods of dimensionality reduction mostly involve datasets with sufficient labels and fail to achieve effective feature vectors for datasets with insufficient labels. In this paper, an unsupervised multiple layered sparse autoencoder model is studied. Its advantage is that it reduces the reconstruction error as its optimization goal, with the resulting low-dimensional feature being reconstructed to the original dataset as much as possible. Therefore, the reduction of highdimensional datasets to low-dimensional datasets is effective. First, the relationship among the reconstructed data, the number of iterations, and the number of hidden variables is explored. Second, the dimensionality reduction ability of the sparse autoencoder is proven. Several classical feature representation methods are compared with the sparse autoencoder on publicly available datasets, and the corresponding low-dimensional representations are placed into different supervised classifiers and the classification performances reported. Finally, by adjusting the parameters that might influence the classification performance, the parametric sensitivity of the sparse autoencoder is shown. The extensively low-dimensional feature classification experimental results demonstrated that the sparse autoencoder is more efficient and reliable than the other selected classical dimensional reduction algorithms.
I. INTRODUCTION
As big data grows exponentially, increasingly more data must be processed and analyzed [1] - [3] . We can present various indicators and details of the objects being observed, whereas too much detailed description inevitably leads to redundancy on dimension [4] . Improvement in dimensionality reduction presents a huge challenge to data processing because, in general, data processing requires the most efficient and complete extraction of the target's features.
Effective low-dimensional feature representation has received a lot of attention in recent years [5] - [8] . Using dimensionality reduction can filter out certain portions of data in detail to achieve feature extraction and extract specific features for further processing [9] . Besides, manually annotating large-scale datasets is tedious and has low efficiency. Commonly, training data and labels are utilized to train the classification model and predict the unlabeled data. However, it is inefficient to directly label the original high-dimensional data rather than the reduced features. Fleming and Cottrell [10] used Principal Component Analysis (PCA) to reduce the dimension of facial image data and compressed the image into an 80-dimensional vector, thus greatly reducing the complexity of the processing and recognition algorithms. There is a new idea of dimensionality reduction, which aims at improved multivariate statistical analysis or explaining the specific meaning of variables. Maaten and Hinton [11] proposed a new method of data visualization with the idea of dimensionality reduction, called t-distributed stochastic neighbor embedding. This method can transform the dataset into two or three dimensions while maintaining the effectiveness of the dataset information and makes the data more intuitive and recognizable [12] . Based on the generated random neural network, the unsupervised Restricted Boltzmann Machine (RBM) has a good effect in the field of dimensionality reduction, especially in physics. Huang and Wang [13] used RBM to extract features to speed up the Monte Carlo method for statistical physics problems. Chen et al. [14] built the relationship between RBM and tensor network states to promote the combination of deep learning and quantum multibody physics. Yang et al. [15] used L 2 -norm to measure the distance in space and proposed the discrimination of local reserved projection based on L 2,1 -specification.
Recently, autoencoder neural networks have shown an advantage in unsupervised feature learning [16] , for example, the three-layer Sparse Autoencoder (SAE) neural network [17] . The architecture of this model contains an input layer, a hidden layer, and an output layer (refactored input layer). This model has received widespread attention, especially in dimensionality reduction in the reconstruction of human postures [18] , [19] . Additionally, in the field of medical imaging, Mao et al. [20] used the unsupervised deep autoencoder to reduce the dimensionality of medical images and identify the symptoms of tuberculosis patients. Praveen et al. [21] used the stacked SAE framework to automatically learn the features for accurate segmentation of stroke lesions from brain MR images. Xia et al. [22] used stacked denoising autoencoder to learn electrocardiogram feature representation, then the softmax regression is used to classify these beats features.
The SAE is a remarkable algorithm for neural network dimensionality reduction. Its advantage is that it narrows the difference between the original data and the reconstructed data as its optimization goal during the iterative process. In the present study, we explored the relationship between the number of iterations of the SAE and the output reduction degree, and showed the corresponding restoration dataset. In addition, we used the SAE and other classical dimensionality reduction methods to reduce the dimensions of several open datasets. Then, the low-dimensional data are classified with the following three classification methods: Support Vector Machine (SVM) [23] , k-Nearest Neighbor (kNN) and Random Forest (RF) [24] . Finally, comprehensively experimental comparisons showed the effectiveness of the SAE in the reduction of dimensionality. This paper proves SAE's ability to reduce dimension and solve supervised classification problems.
In the following sections, we recall previous related work and the method of dimensionality reduction in Section 2. In Section 3, the architecture and operational mechanism of the SAE is presented, then, shows the supervised classification methods and our proposed work. In Section 4, we report on experiments to validate the effectiveness of the SAE. Finally, conclusions are stated in Section 5.
II. PREVIOUS RELATED WORK
In this section, several classical dimensionality reduction algorithms are introduced into the following three categories: linear dimensionality reduction, nonlinear dimensionality reduction, and neural network-based dimensionality reduction.
A. LINEAR DIMENSIONALITY REDUCTION
For a sample in D-dimensional space {x i } n i=1 ∈ R D , the easiest way to generate a low-dimensional subspace is to take a linear transformation of the original sample as shown by
where w ∈ R D×d is a linear transformation matrix [25] . d is the target low-dimension (d D), and x ∈ R d represents the sample expression of the sample in a low-dimensional space. If w = {w 1 , w 2 , · · · , w d } is the d basis vectors for D-dimensions, then w is the orthogonal transformation. The features in the d-dimensional space are linear combinations of the samples in the original space.
The linear dimensionality reduction method is based on linear transformation. PCA, Linear Discriminant Analysis (LDA), and Multiple Dimensional Scaling (MDS) are the three main linear dimensionality reduction methods. However, LDA is a supervised dimensional reduction method. In this section, we only discuss the unsupervised PCA and MDS method.
1) PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA is primarily a tool for dealing with high-dimensional data [26] . As a general linear dimensionality reduction method, PCA also considers dimensionality reduction as a form of linear transformation
where w = cov(x, x), the covariance matrix of x. To understand this model, we used the least square method to establish the objective function (2) , where E is the identity matrix arg min
2) MULTIPLE DIMENSIONAL SCALING (MDS)
MDS is designed to maintain the differences in the data [27] , and its basic idea is to ensure that the distance between all data before and after dimensionality reduction is constant. The distance matrix of n data in the original D-dimensional space is D ∈ R n×n , with D ij being the distance between data i and data j. MDS using stress function 
B. NONLINEAR DIMENSIONALITY REDUCTION
In reality, there are a large number of non-linear datasets, such as financial data [28] and multisource spatial data [29] . Linear models are often an ideal state. For many data, the linear dimensionality reduction method is not effective enough. Common nonlinear dimensionality reduction methods are Locally Linear Embedding (LLE), Isometric feature mapping (Isomap), Laplacian Eigenmap (LE), Neighborhood Preserving Embedding (NPE), and Locality Preserving Projection (LPP).
1) LOCALLY LINEAR EMBEDDING (LLE)
Unlike linear dimensionality reduction methods such as PCA or LDA, LLE assumes that data is linear in smaller parts [30] , [31] . In other words, similar to kNN, LLE assumes that one data point can be represented linearly by k data in its neighborhood. In D-dimensional space {x i } n i=1 ∈ R D , We assume that x i can be represented linearly by k neighborhood data [30] 
where w i1 , w i2 , · · · , w ik are weight coefficients and
For weight w, there is the following Lagrange constraint function
where
is the loss function and weights are normalized as k j=1 w ij = 1. After finding the optimal solution of weight w, we use another constraint function to find the low-dimensional data
Low-dimensional data are normalized as the following
2) ISOMETRIC FEATURE MAPPING (ISOMAP)
The idea of the Isomap is similar to MDS, with the main inconsistency being the concept of distance [32] . The Isomap focuses on the geodesic distance between two points rather than the Euclidean distance. In general, the Isomap needs to find the nearest neighbor point and build the nearest neighbor graph. kNN and εNN can be used. Then, the Dijkstra algorithm or Floyd algorithm are selected to calculate the shortest path matrix between data points. Finally, the shortest distance matrix is taken as the input of MDS.
3) LAPLACIAN EIGENMAPS (LE)
The basic idea of LE is that if two samples are similar, the two samples should be as close as possible in the reduced low-dimensional subspace [33] . The kernel width parameter t > 0. LE construct similar graph W with weight set as
For simplicity, we denote the kernel evaluation affinity matrix W ij as W = κ(x). x i is a low-dimensional vector after dimensionality reduction. The target function of LE to be optimized is
The objective of NPE is to search for a local neighborhood structure on the data stream protected by the neighborhood such as LLE [34] . kNN or εNN are used for neighborhood selection. We characterize the local geometry of these patches by linear coefficients that reconstruct each data point from its neighbors. The reconstruction errors are measured by the cost function
4) LOCALITY PRESERVING PROJECTION (LPP)
The LPP uses the penalty strategy to locate a low-dimensional linear transformation P ∈ R d×k such that y i = P T x i [35] , [36] . Similar to Laplacian eigenmaps, LPP also uses W = κ(x) as the constraint of the optimization objective function
C. NEURAL NETWORK-BASED DIMENSIONALITY REDUCTION
The principle of the RBM, which originated from statistical physics, is a modeling method based on energy function that can describe the high-order interaction between variables [37] . The energy of the joint configuration of visible variable v and hidden variable h is
where θ is the set of parameters {W , a, b} of RBM. W is the weight matrix, a and b is the bias of hidden unit and visible unit. Further, the joint probability of v and h is obtained
where (θ ) is the normalization factor and θ can be calculated by the maximum likelihood estimation. Figure 1 shows the dimensionless comparison of the above unsupervised learning methods on the Swiss volume dataset. 
III. SAE FOR SUPERVISED LEARNING
The SAE is an unsupervised feature extraction algorithm that aims to produce a high-level structured representation of nuclei or non-nuclei patches [38] .
A. THE PRINCIPLE OF SAE
In general, taking the three-layer autoencoder as an example, the encoder maps the input data x (layer L 1 ) to the hidden layer L 2 , with L 2 considered as a low-dimensional representation of L 1 . The output layer L 3 is really a reverse encoder, called the decoder, which aims to reconstruct L 2 into an x similar to x. To reduce the gap between x and x , SAE applies the back propagation algorithm and generates a set of weights matrix W and deviation b via multiple iterations.
To reduce the difference between x and x , we defined cost function associated with a single example x [39] 
In the formula above,
For the given n training sets, the total cost function is defined as
where n l represents the number of layers in the autoencoder network, L 1 is usually the input layer, and L n l is the output layer, s l means the number of units of
ij is the weight matrix associated with the connection between L l with j units and L l+1 with i units.
Our goal is to minimize J (W , b) as a function of W and b [39] . It is necessary to initialize at the parameters at the beginning of training. Each W (l) ij and b (l) i are initialized to a very small random positive value (e.g. follow Normal(0, σ 2 ), σ < 0.01). Then, the gradient descent algorithm is used to make W and b decrease gradually until convergence [39] . One iteration of gradient descent updates the parameters W and b as follows
where α is the learning rate. For each element of output layer L 2 , usually if a unit is 1, we think of this neuron as being active, if the unit is close to 0, we assume that this neuron is inactive. So far, the basic architecture of the autoencoder network is stated. Some current improved autoencoder, such as [20] - [22] are only add the subtle constraints. Unlike these algorithms, SAE use a
j (x) to indicate the activation of hidden unit j when the autoencoder network is given a input x [39] . The average activation function of hidden unit j in training set is constructed aŝ
where ρ is a sparsity parameter, typically a small value close to zero. For the activation rate of the hidden layer to be close to zero, an additional penalty term can be added to punishρ j that deviates significantly from ρ.
KL is the Kullback-Leibler divergence between a Bernoulli random variable with mean ρ and a Bernoulli random variable with meanρ j [39] and s 2 is the number of units in L 2 .
Finally, overall cost function is For the weight matrix W 1 and W 2 , after several iterations, it has an outstanding ability to reduce dimension and restore the original data. Additionally, these weight matrices have legible visual effects. Figure 3 and Figure 4 show the weight matrix W 1 and W 2 of the MNIST dataset respectively. Since the target dimension is 100, W 1 is a 100 × 784 (100 images with 28 × 28 resolution) matrix after 20 times iteration and W 2 is also a 784 × 100 (784 images with 10 × 10 resolution) matrix after 20 times iteration. Learning rate α is set to 1 and the sparsity parameter ρ is set to 0.05. 
C. SUPERVISED CLASSIFIERS
To solve the problem of supervised learning and verify the dimension reduction effect of SAE, the following three classification methods are applied. The SVM was originally proposed by Vapnik et al. [23] and aims to train a hyperplane that can divide different types of data via supervised training. This hyperplane can be represented by the classification function f (x) = w T x + b, x ∈ R D is a tensor in a D dimensional space, when f (x) = 0, x is the point on the hyperplane. When the hyperplane w T x + b = 0 is determined, |w T x + b| is used to represent the distance between sample x and the hyperplane, and the accuracy of classification is judged by observing whether the symbols of w T x + b are consistent with the label y of the sample.
kNN is a classic statistical classification method. The basic idea is to compare the new sample x ∈ R D with each sample in the training set and choose k training samples closest to the new sample x from the training set. Examining the labels of the k training samples, the label that has the highest frequency is considered as the label of the new sample x. In the present experiment, the Euclidean distance d(x, x ) = n i=1 (x i − x i ) 2 is used to measure the distance between samples, with x ∈ R D means training sample.
The RF belongs to bagging algorithm of ensemble learning [24] and aims to build a forest with many decision trees using the training data. For each data, the RF takes the sampling mode with playback. For m samples randomly obtained from the original training set, a total of k samples are sampled to generate k training sets and n decision tree models are trained for each training set. Multiple decision trees are formed into the RF. The final classification results are determined by voting according to multiple tree classifiers.
For all classification models, the classification accuracy is measured as the ratio of the correct number predicted by the label to the number of samples [23] .
D. SAE FOR SUPERVISED LEARNING
The low-dimensional data after unsupervised SAE are used for supervised classification learning in this subsection. Figure 5 takes the MNIST dataset as an example, shows the process of supervised learning after SAE. The input data is 28 × 28 pixels, which is converted into 784-dimensional tensor, and then placed into the SAE network for linear dimensionality reduction. Then, use supervised classifier to classify the low-dimensional data generated by SAE, and compare it with the original label of data to obtain the classification accuracy.
In the following experiment, we placed the training data after dimensionality reduction and its labels into SVM, kNN and RF to conduct supervised training on the classifiers. Then, test data are classified and the classification results from the three different classifiers are recorded. In addition, all datasets that are not reduced by any dimension are classified directly and the classification accuracy obtained is taken as the baseline. Figure 5 shows the SAE dimensionality reduction process. All the procedure for SAE for supervised learning is summarized as Algorithm 1:
Algorithm 1 means use SAE to reduce the dimension of training data to the low dimension and train the weight matrix, and then use the same weight matrix to reduce the dimension of the test data. Low-dimensional training data is continued to be used to train supervised classifiers with it's labels, and the trained classifier is used to classify the low-dimensional test data.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
In the experiment, we first adjusted the parameters of SAE iterations and the size of the hidden layer to obtain the reconstructed images with different resolutions to prove the effectiveness of SAE in image reconstruction. Subsequently, we focus on undertaking classifying experiments using methods of reduction dimensions conducted on six publicly available image databases and two text datasets to verify the efficiency of SAE by analyzing and comparing the accuracies of these classifications. Loop each batch of the same size from X ; 4: Weight matrix W and bias b are updated according to the following formula by W 
ij . // Here σ (·) is a process of splicing matrix, and recursive nested method is used here.
A. DATASET SUMMARIZATION
The MNIST dataset is one of the most classic datasets in the field of machine learning. It contains 60000 training images and 10000 test images. Each data is a grayscale image of handwritten numerals with labels. The size of each image is 28 × 28, which could be reshaped as a 784-feature vector.
Cifar-10 [40] is a real-world dataset that consists of 60000 images divided into 10 classes, with 6000 images per class. The number of training sets and test sets is 50000 and 10000, respectively. Each image is cropped as 32 × 32 × 3. To achieve faster experiments, Cifar-10 is transformed into a grayscale database and converted into 1024-dimensional feature vector.
The Chars74K [41] dataset provides three kinds of English letter image data and two kinds of Kannada letter image data. English letter datasets have 62 kinds of labels and contain the following: (1) segmented characters from natural scenes; (2) hand-drawn characters, 55 samples per class; and (3) characters from computer fonts with 4 variations (combinations of italic, bold, and normal), 1017 samples per class. In our experiment, we used the English letter image data part (3) and removed all the numerals data. All images are compressed as a 32 × 32 grayscale image, and we randomly selected 1/6 of the data as the test data and the rest of the data acted as the training data.
USPS is also a handwritten digit database similar to MNIST, which has been collected from the United States postal service. It contains 9298 images of 16×16 size. Among them, 7291 images are for training and 2007 images are for testing.
The Sebastien marcel static hand posture database (SBM) [42] is a dataset about posture. There are six kind of hand signal (A, B, C, Five, Point and V) as six class of this dataset. Size of each image are different, we decided to unify the dimensions as 32 × 32 to simplified experimental procedure.
The Street View House Numbers (SVHN) [43] dataset is collected from house numbers in Google street view images. It contained many images for use in the experiment, with 73257 digits for training, 26032 digits for testing, and 531131 additional digits to use as extra training data. Each image is represented as 32 × 32 × 3. We used the same method as that for Cifar-10 to change the SVHN images into grayscale to simplify the process.
The 20-Newsgroups dataset [44] is a collection of 18846 newsgroup documents, partitioned evenly across 20 different newsgroups. A total of 60% of this dataset are used as training data and the rest are test data. This has become a popular dataset for text application experiments in machine learning techniques such as text classification and text clustering.
The Reuters-21578 corpus includes 21578 documents in 135 categories. However, in the present experiment, documents with multiple category labels are discarded [45] . Only 5946 training documents and 2347 testing documents in 65 categories are used.
A small number of sample images from tested datasets are shown in Figure 6 . For visualization, we randomly selected 50 images from each of the image datasets described above. Table 1 briefly presents the basic information of these datasets.
TABLE 1.
A brief description for the tested databases.
B. SETTING OF PARAMETERS
To prove the validity of the SAE network for image reconstruction and dimensional reduction, we attempted to investigate SAE from two different aspects:
• For image reconstruction, Section 3 discussed the SAE network model and optimization method. In the following experiment, we used the three-layer SAE network, with the learning rate α set as 0.007 and the sparse parameter ρ set to 0.05. Figure 7 shows the different reconstructed images of the MNIST dataset. Only the number of hidden layer units and the number of iterations are changed, with the number of hidden layer units set to {8, 16, 32, 64, 128, 192, 256, 384, 512}, to set the number of iterations at {300, 600, · · · , 4800}, respectively. The relationship between the hidden layer dimension and reconstructed image clarity is also shown. For the restored image, we use the global loss function to evaluate the degree of reconstruction image. Generally, the smaller the global loss, the clearer the image after reconstruction.
• For the verification of the dimensional reduction effect of the SAE, several state-of-the-art methods are selected for comparison. These included PCA [26] , LLE [30] , [31] , Isomap [32] , LE [33] , NPE [34] , LPP [35] , [36] and RBM [37] . In terms of neighborhood selection, LLE, Isomap, and NPE used the kNN method to select neighbors, with the number of its nearest k neighbors predefined as 12. When the singular matrix of k × k size emerge, the method adopt is to add 10 −5 to the diagonal element of the singular matrix. For SAE, the size of each small batch is fixed at 100 and the number of iterations is 300. After dimensionality reduction, the data are classified by SVM, kNN and RF methods, and the classification accuracy obtained.
Unlike kNN in the dimensional reduction algorithm, k is predefined as 10 for classification and the number of decision trees of RF is set as 30. By comparing the classification accuracy, it is proven that most of the original features are retained after SAE is used to reduce dimension.
C. EXPERIMENTAL RESULT Figure 7 shows the reconstruction image of the test data from different numbers of hidden layer units after different iterations. By observing the image, the image with high hidden layer dimensions is first restored to a clearer image after fewer iterations. Nevertheless, after more iterations, more noise appeared in the output image. For data with low hidden layer dimension, the effect of the reconstructed image is difficult to determine, even after several iterations. Thus, proper selection of the dimension of the eigenvector and the number of iterations can obtain a good reduction effect.
Since there is no clear index to describe the sharpness of image restoration, a quantitative index is required to measure it. In the present experiment, the last layer of the SAE network is taken as the output, with the output vector x ∈ R n×D and it original input vector x ∈ R n×D calculated as
In the following experiments, we use Loss as the standard to measure the degree of image restoration. For a complete dataset, Loss is an important index for measuring the degree of image reconstruction. Figure 8 shows the relationship between the number of iterations and the global loss. We used the datasets shown in Table 1 , with the horizontal coordinates of the image representing the number of iterations, the longitudinal coordinates representing the units of the hidden layer, and the vertical coordinates representing the global losses.
With an increase in the number of iterations, the global loss showed a downward trend.
To verify the effectiveness of the SAE dimensionality reduction, we classified the raw data without dimensionality reduction directly and the accuracy obtained is taken as the baseline. By comparing the base line classification precision of the dataset with the different low-dimensional feature classification precision, the effect of dimensional reduction algorithm is reflected. VOLUME 6, 2018 FIGURE 7. Output of different hidden layer units and different iterations. Use MNIST dataset to show the reconstruction results, only change the number of hidden layer units and the number of iterations, the number of hidden layer units are set to {8, 16, 32, 64, 128, 192, 256 , 384, 512}, respectively, to set the number of iterations for {300, 600, · · · , 4800}. When the hidden dimension is low, the increase or decrease of hidden dimension has a great impact on the sharpness of reconstructed images. However, when the hidden dimension is relatively high, the change of hidden dimension has little influence on the sharpness of reconstructed images. Even when the hidden layer reaches 512 dimensions, the reconstructed images have obvious extra noise. It is difficult to avoid feature loss during the process of dimensionality reduction. However, if the data is reduced to low-dimensions and the low-dimensional data can still maintain more of the original features, its classification accuracy will not be much lower than that of the original data. Table 2 to Table 4 show the classification effect of the different dimensional reduction algorithms on different datasets by different classifiers. The classification results show that SAE and RBM are better able to adapt to different datasets and different classification methods than the other dimensionality reduction methods. SAE is more prominent in datasets with a small volume of data. Furthermore, SAE may be more adaptive to kNN and RF classification models, while the expected effect is not achieved in the SVM classification model. In fact, the classification accuracy varies due to the content and amount of data represented by different data sets. But in general, SAE method is superior to other unsupervised dimension reduction methods.
D. PARAMETERS SENSITIVITY
In the SAE, different parameter settings can affect the performance of the encoding and classification effects. We changed several parameters of the SAE as mentioned above, and analyzed the encoding effect and classification of all datasets when these parameters are changed. As seen from Figure 8 , although the global losses of different datasets are different, the global losses of all datasets began to stabilize after approximately 300 iterations. Therefore, in the following experiment, we fixed the number of iterations to 300 and all the small batch data are set to 100.
First, we will study the effect of learning rate α on accuracy and set the learning rate α as {0.1, 0.2, · · · , 1}, set the hidden layer dimension to {100, 200, · · · , 1000}. Specifically, for the USPS dataset, the hidden layer dimension is set to {25, 50, · · · , 250}. Figure 9 shows the relationship among the learning rate, hidden layer dimension, and classification accuracy of the SAE dimensionality reduction feature. Figure 9 shows that different datasets have different sensitivity to the learning rate. The classification accuracy of MNIST and Chars74K datasets decreased significantly with an increase in the learning rate, whereas the classification accuracy of Cifar-10, SBM and SVHN fluctuate randomly with changes in the learning rate. The classification accuracy of USPS, 20-Newsgroups, and Reuters-21578 are hardly affected by the learning rate.
The non-sparse penalty is another indicator that might affect the accuracy of feature classification. Similar to the sensitivity test of the learning rate, we adjusted the parameter of non-sparse penalty to {0.1, 0.2, · · · , 1} and the same hidden layer dimension and iteration number are used for the parameter analysis of learning rate. As Figure 10 shows, different datasets has different sensitivity to the non-sparse penalty rate. The classification accuracy of MNIST, USPS, and Reuters-21578 datasets are almost unaffected by the non-sparse punishment, whereas the classification accuracy of Cifar-10, Chars74K, SBM, SVHN, and 20-Newsgroups showed random fluctuations with the change in the learning rate. In particular, as the non-sparse punishment increased, the classification accuracy of Chars74K showed a slight downward trend.
V. CONCLUSION
In the present study, unsupervised dimensionality reduction of several datasets was undertaken using the SAE. Without labels, low-dimensional features were extracted and classified into predictive labels. The experiment showed that under the appropriate number of iterations and parameters, the ability of SAE to compress and reconstruct images has a good effect. The SAE was more adaptive and robust compared to other dimensionality reduction algorithms. However, in data classification, it was assumed that the elements in the samples were independent of each other. Improvement in the classification standard was not explored further in the present study. In fact, the classification effect was not ideal for samples with only dimensionality reduction. In future work, we will study the data after dimensionality reduction and achieve better pattern recognition efficiency. Additionally, we will use unsupervised dimensionality reduction or the feature extraction method to solve the problem of multiple label prediction and classification of social images.
