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Вступ 
При дослідженні фізично здійснимих од-
норідних лінійних систем з імпульсною перехід-
ною функцією ( ),H τ τ ∈ R , виникає задача оці-
нювання функції H  по спостереженнях за реа-
кцією системи на вхідний сигнал. Для розв’я-
зання цієї задачі поряд з детермінованими ме-
тодами існують статистичні методи, пов’язані 
зі збуренням системи стаціонарними випадко-
вими процесами та з подальшим аналізом ха-
рактеристик вхідного та вихідного процесів [1—
5]. Для стійкої системи 1( ( ))H L∈ R  у вихідного 
процесу існує спектральна щільність, і оціню-
вання можна здійснювати за допомогою періо-
дограм [6, 7]. У випадку нестійких систем доціль-
но використовувати інші методи, зокрема ко-
релограмний метод, суть якого полягає в побу-
дові сумісної корелограми між випадковим про-
цесом, що подається на вхід системи, та відгу-
ком системи [8]. Відповідні корелограмні оцін-
ки мають “добрі” властивості у випадку збу-
рення системи білим шумом. Такий підхід є 
ідеалізованим, і в дійсності систему можна збу-
рювати процесами, які в деякому розумінні на-
ближаються до білого шуму [9—12]. 
Постановка задачі 
У даній статті розглядається корелограм-
ний метод оцінювання імпульсної перехідної 
функції H  за умови 2( )H L∈ R . Таке припу-
щення дає можливість розглядати нестійкі сис-
теми з резонансними особливостями. Задача 
полягає у вивченні асимптотичної поведінки 
кореляційної функції корелограмної оцінки за 
умови, що систему збурює послідовність гаус-
сівських стаціонарних процесів, спектральні 
щільності яких збігаються до сталої в кожній 
точці. 
Означення та попередні відомості 
Введемо позначення, що використовуються 
протягом всієї статті: 
( ), [1, )pL p ∈ ∞R , — простір комплексно-
значних функцій ( ( ), )t tϕ = ϕ ∈ R , інтегрованих 








| | | | | ( )|
p
p
p t dt ; 
( )L∞ R  — простір обмежених комплексно-
значних функцій ( ( ), )t tϕ = ϕ ∈ R  з нормою 







Нехай задано фізично здійсниму однорідну 
лінійну систему з імпульсною перехідною функ-
цією ( ),H τ τ ∈ R . Це означає, що дійснозначна 
функція H  задовольняє умову τ = τ <( ) 0, 0,H  а 
реакція системи на “допустимий” вхідний сиг-
нал ( ),x t t ∈ R , має вигляд 
 
∞
= τ − τ τ∫
0
( ) ( ) ( ) .y t H x t d  (1) 
Якщо 2( )H L∈ R , то частотною характери-
стикою (частотною функцією) системи ∗H  на-
зивають перетворення Фур’є—Планшереля [13] 
функції H  у просторі 2( )L R  




λ = λ ∈∫ R  
Розглянемо серію стаціонарних гауссівських 
центрованих процесів ( ( ), ), 0,X t tΔ ∈ Δ >R  що 
збурюють систему (1), і таких, що їх спектраль- 
ні щільності збігаються в кожній точці до ста-
лої при Δ → ∞ . Відгуком системи на вхідний 
сигнал ΔX  є випадковий процес 
0
( ) ( ) ( ) ,Y t H s X t s ds t
∞
Δ Δ= − ∈∫ R . 
Зауважимо, що тут і далі всі інтеграли від зна-
чень процесів слід розуміти як середньоквадра-
тичні інтеграли Рімана [14]. 
Оцінку для H  шукатимемо у вигляді нор-
мованої сумісної емпіричної корелограми 





( ) ( ) ( ) , 0,
T
TH Y t X t dtcT
 (2) 
де c  — деяка додатна стала, яка буде визначена 
нижче; T  — довжина інтервалу усереднення. 
Як спектральні щільності ( ( ), )fΔ λ λ ∈R , 
Δ > 0 , процесів ΔX  будемо розглядати дійсно-
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значні невід’ємні неперервні функції, що задо-
вольняють такі умови: 
функції симетричні 




sup || | | ;f Δ ∞
Δ>
< ∞   (3б) 
має місце 
  1( )f LΔ ∈ R ;  (3в) 
існує стала ∈ ∞(0, )c , така, що для будь-
якого ∈ ∞(0, )a   
 ΔΔ→∞ − ≤λ≤
λ − =
π
l im sup ( ) 0
2a a
c
f ;   (3г) 
має місце 
 1( )K LΔ ∈ R ,  (3д) 





= λ λ ∈∫ R , — кореляційна 
функція процесу ΔX . 
З умов (3в) та (3д) випливає, що процеси 
ΔX  і ΔY  є неперервними в середньому квадра-
тичному. Умови (3а)—(3д) визначають характер 
збіжності послідовності Δ Δ >( , 0)X  до гауссів-
ського білого шуму при Δ → ∞ . Ці умови задо-
вольняють, наприклад, такі функції: 
2





λ = − λ ∈⎜ ⎟⎜ ⎟π Δ⎝ ⎠
R . 
Розглянемо центровану та нормовану ем-
піричну корелограму 
, , ,( ) [ ( ) ( )], 0T T TZ T H EHΔ Δ Δτ = τ − τ τ ≥
) ) )
, 





( ) ( ) ( )
T
TEH K s H s dsc
. 
Якщо 2( )H L∈ R , то для всіх τ τ ≥1 2, 0  ко-
реляційна  функція процесу Δ
)
,TZ  має вигляд 
(див. [9]) 
 , 1 , 2 , 1 2( ) ( ) ( , )T T TEZ Z CΔ Δ Δτ τ = τ τ =
)) )
  
1 2 2( ) 2
22
2
[ | ( ) |ie H
c
∞ ∞
τ −τ λ ∗
−∞ −∞
π
= λ +∫ ∫  
1 2 2




1 2 2 1
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e H H Ф
∞ ∞
τ −τ λ ∗
−∞ −∞
τ λ +τ λ ∗ ∗
π
= λ +
+ λ λ λ − λ ×
∫ ∫
 
 1 2 1 2( ) ( ) ,f f d dΔ Δ× λ λ λ λ  (4) 
де ФT  — ядро Фейєра: 
21 sin( /2)




λ⎛ ⎞λ = λ ∈⎜ ⎟π λ⎝ ⎠
R ; 
∗H  — перетворення Фур’є—Планшереля функ-
ції H  у просторі 2( )L R ; c  — стала з умови 
(3г). 
Основний результат 
Розглянемо умови, за яких кореляційна 
функція процесу Δ
)
,TZ  має границю при 
Δ → ∞,T , і наведемо її вигляд. 
Позначимо 
1 2 1 2
1 2









e H e H d
∞
∞
τ −τ λ τ +τ λ∗ ∗
−∞
τ τ =




і зауважимо, що функція коректно визначена, 
а також є неперервною функцією за умови 
2( )H L∈ R . Цю функцію можна записати в та-
кому вигляді: 
2





1 2 1 2
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( , ) [cos( ) | ( ) |
cos( ) Re( ( ))









τ τ = τ − τ λ λ +
π
+ τ + τ λ⋅ λ −
− τ + τ λ ⋅ λ λ τ τ ≥
∫
 
звідки видно, що вона дійснозначна. 
Теорема. Нехай 2( )H L∈ R . Тоді для всіх  
τ ≥1 0  та τ ≥2 0  матимемо 
 Δ Δ ∞
→∞
Δ→∞
τ τ = τ τ
) )
, 1 , 2 1 2l im ( ) ( ) ( , )T T
T
EZ Z C . (5) 
Наслідок. Гранична дисперсійна функція 
процесу Δ
)
,TZ  має вигляд 
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2 2
, , 2l im | ( ) ( ) | | | | |T TT
T H EH HΔ Δ→∞
Δ→∞





( ) (2 ) , 0.H t H t dt
τ
+ τ − τ >∫  
Зауваження. Теорема дає зображення гра-
ничної кореляційної функції процесу ,TZ Δ
)
 при 
умовах, значно слабших, ніж у [9], де вимага-
лось: 1) 2( )H L∈ R ; 2) існує таке 2p > , що 
2 ( )pH L
∗ ∈ R ;  3) функція H ∗  неперервна май-
же скрізь (відносно міри Лебега). 
Д о в е д е н н я  т е о р е м и . При доведенні 
теореми розвиваються загальні підходи, запро-
поновані в працях [10, 11]. 
Доведення розіб’ємо на дві частини. У пер-
шій частині доводиться, що 
 (1) (1), 1 2 1 2l im ( , ) ( , ),TT
C CΔ ∞→∞
Δ→∞










2 1 1 2
( )(1) 2
1 2 1 2
( , )
2
| ( ) | ( ) ( )
Ф ( ) ;
1







e H f f
c
d d
C e H d
Δ
∞ ∞









= λ λ λ ×
× λ − λ λ λ






У другій частині встановлюється рівність 
  (2) (2), 1 2 1 2l im ( , ) ( , ),TT
C CΔ ∞→∞
Δ→∞
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1 2( )(2) 2
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( , ) ( ( )) , , 0.
2
iC e H d
∞
τ +τ λ ∗
∞
−∞
τ τ = λ λ τ τ ≥
π ∫  
Пе рш а  ч а с т и н а : д о в е д е н н я  фо р -
м у л и  (6). Зафіксуємо довільне 0b >  і через 
[ /2, /2]b b−1  позначимо індикатор сегмента 
[ / 2, /2]b b− . 
Далі для будь-яких 1 2, 0τ τ ≥ , 0T >  та 
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λ − λ λ λ⎥
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= Δ =
= λ λ ×
⎡ ⎤π⎛ ⎞× λ λ λ − λ λ λ −⎢ ⎥⎜ ⎟
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⎡ ⎤π⎛ ⎞− λ λ λ ×⎢ ⎥⎜ ⎟
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Розглянемо поведінку кожної з величин 





1 [ / 2, / 2]
( ) 2 2
| | /2 | | /2
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−∞
τ −τ λ ∗ ∗
λ > λ >
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та 2 1| | ( )H L
∗ ∈ R , то одержимо 
 1lim ( ) 0b
d b
→∞
= . (8) 
Оскільки 1| |Ф | | 1T = , то для будь-яких 
0b > , 0T >  та 0Δ >  отримаємо вираз оцінки 
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≤ λ λ ×
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де [ , ] [ , ]bD b b b b= − × − . 
Перший з двох доданків оцінюємо таким 
чином: 
1 2 2( ) 2
1 2 [ / 2, /2] 2
2
1 2 2 1 1 2
( , ) | ( ) | ( )
2
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⎡ π⎛ ⎞≤ − λ +⎢ ⎜ ⎟
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⎤π π⎛ ⎞ ⎛ ⎞+ λ − λ ≤⎥⎜ ⎟ ⎜ ⎟
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1 sup | | | | sup 1 ( ) ,
b b
f f
c cΔ ∞ ΔΔ> − ≤λ≤
⎡ ⎤π π⎛ ⎞ ⎛ ⎞≤ + − λ⎢ ⎥⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎣ ⎦
 (9) 
з якої, використовуючи умову (3г), одержуємо 
1,




Δ =  
Для даного 0b >  розглянемо множину 
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∫  
Оскільки для всіх 0b >  
| | /2





λ λ =∫  0 , то 
отримаємо 
2,




Δ =  
а з того, що 2 1 2| | ( , ) ( , )d B T B T≤ Δ + Δ , випливає 
 2,




Δ =  (10) 
Переходячи до величини 3( , , )d b T Δ , бачи-
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і оскільки 2 1| | ( )H L
∗ ∈ R , то звідси випливає, що 
 3
, 0




Δ =  (11) 
З формул (8), (10) і (11) отримаємо 
(1) (1)
1 2 , 1 2
,
1










[l im sup | ( ) | l im sup(lim sup | ( , , ) |)
b b T
d b d b T
→∞ →∞ Δ→∞
× + Δ +  
3
,




+ Δ =  
Таким чином, виконується формула (6) і 
першу частину теореми доведено. 
Д р у г а  ч а с т и н а: д о в е д е н н я  фо р -
м у л и  (7). Розглянемо простір комплекснознач-
них неперервних фінітних функцій ( )fC R , ви-
значених на R . Це означає, що якщо 
( )fh C∈ R , тоді h  неперервна на R  та існує 
таке додатне число 0( )a h , що ( ) 0h λ =  для 
0| | ( )a hλ > . Зауважимо, що будь-яка ( )fh C∈ R  
є рівномірно неперервною. 
В інтегральному зображенні кореляційної 
функції процесу ,TZ Δ
)
 (див. (4)) фігурують функ-
ції 2( ( ) , ) ( ), 1,2
kiH e L kτ λ∗ λ λ ∈ ∈ =R R . Оскільки 
простір ( )fC R  всюди щільний у 2( )L R , то              
для довільного 0ε >  та всіх λ ∈ R  можна ви- 
брати такі функції ( ), 1,2k fh C k
ε ∈ =R , що 
2| | ( ) ( ) | |
ki
kH e h
τ λ∗ ελ − λ < ε . 
Для всіх 1 2, 0τ τ ≥ , 0, 0T > Δ >  та 0ε >  
запишемо 
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lim ( ) 0d
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ε = . (12) 
З нерівності Юнга для згорток [15] випли-
ває така оцінка для 3d : 
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звідки 
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ε Δ = . (13) 
Тепер розглянемо величину 2( , , )d Tε Δ  і за-
уважимо, що при будь-яких 0ε > , 0T >  і 
0Δ >  має місце нерівність 
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Для фіксованого 0ε >  розглянемо смугу 
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Оскільки 1| |Ф | | 1T = , то для першого до-
данка з оцінки для 2d  маємо 
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Тепер розглянемо другий доданок у виразі 
оцінки для 2d . Покладемо 0 1max{ ( ),b a h
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З формули (9) та властивостей ядер Фейє-
ра випливає співвідношення 
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справедливе для будь-якого 0ε > . 
Оскільки 2 1 2| | ( , , ) ( , , )d E T E T≤ ε Δ + ε Δ  при 
будь-якому 0ε > , то одержимо 
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Тепер, використовуючи формули (12)— 
(14), бачимо, що для всіх 1 2, 0τ τ ≥  маємо 
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Отже, виконується (7), що завершує дове-
дення другої частини теореми. 
З першої і другої частин маємо 
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Таким чином, теорему повністю доведено. 
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Д о в е д е н н я  н а с л і д к а . Використову-
ючи обернене перетворення Фур’є для 
2
1( ) ( )H L
∗ ∈ R  та властивість перетворення 
Фур’є згортки функцій [13], з (5) маємо 
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Доведена теорема вимагає мінімальні умо-
ви на порядок інтегрованості функції 
2( )H L∈ R  і дає зображення граничної кореля-
ційної функції процесу ,TZ Δ
)
  при значно слаб-
ших умовах, ніж, наприклад, у праці [9]. Отри-
маний результат буде використовуватись для 
подальшого дослідження асимптотичної нор-
мальності скінченновимірних розподілів від-
повідної оцінки ,TH Δ
)
 за допомогою кумулянт-
них методів та теорії інтегралів, що містять ци-
клічні добутки ядер [12, 16]. 
 
 
В.В. Булдыгин, И.П. Блажиевская 
О КОРРЕЛЯЦИОННЫХ СВОЙСТВАХ КОРЕЛО-
ГРАМНЫХ ОЦЕНОК ИМПУЛЬСНЫХ ПЕРЕХОД-
НЫХ ФУНКЦИЙ 
Рассмотрены статистические оценки импульсных 
переходных функций линейных систем при их 
возмущении стационарными гауссовскими про-
цессами, отличными от белого шума. Изучены 
свойства корреляционных функций оценок при 
условии, что переходная функция принадлежит 
пространству 2( )L R . 
 
V.V. Buldygin, I.P. Blazhievska 
ON CORRELATION PROPERTIES OF THE 
CROSS-CORRELOGRAM ESTIMATORS OF IM-
PULSE RESPONSE FUNCTIONS 
Statistical estimators of unit impulse responses of 
linear systems under perturbations by Gaussian 
processes which are different from the white noise 
are considered. Some properties of correlation 
functions of estimators are studied in the case 
when the impulse response function is from the 
space 2( )L R . 
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