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Abstract
In this paper we study the low temperature (T → 0) behaviors of the weakly in-
teracting Hubbard model on the honeycomb lattice with a bare chemical potential,
which takes values in a small neighborhood of the renormalized chemical potential
µ, which is fixed to be 1. We prove that the two-point Schwinger’s function is an
analytic function of the coupling constant λ in the domain |λ| · | log T |2 < 1. But
the ground state of this model is not a Fermi liquid, because analytic properties
of self-energy don’t satisfy the Salmhofer’s criterion on the Fermi liquids at finite
temperature.
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2
1 Introduction
Landau Fermi liquid theory is one of the cornerstones of quantum many-body theory.
It essentially states that, at temperature zero, the single particle excitations of a non-
interacting Fermi gas becomes quasi-particles in a Fermi liquid. The quasi-particle
spectrum has almost the same structure as the non-interacting single particle excitation
spectrum and the quasi-particle density function has a jump at the Fermi surface. Fermi
liquid theory has successfully explained the experimental fact that a metal formed by
interacting electrons behaves almost like a free fermion system.
It is well known that the Fermi liquid state may transit to other states when the tem-
perature of the interacting Fermi gas is low enough. The various mechanisms for such
phase transitions are also called the quantum instabilities. The most celebrated one is
the BCS instability for the formation of Cooper pairs [5], which lead to superconductiv-
ity in 2 and 3 dimensions. This instability may happen to any time-reversal invariant
system. However, despite its discovery more than 60 years ago, we still don’t have a
fully, mathematical understanding of the BCS theory. We believe that an important
step toward constructing a rigorous BCS theory is to control rigorously what occurs in
various interacting Fermion system, before the phase transition happens. This is one
important motivation of our work.
Another instability is the Luttinger instability [31] in certain one-dimensional solvable
models. The ground state is called a Luttinger liquid. One important difference be-
tween a Fermi liquid and a Luttinger liquid is that, while the density function for the
latter is continuous across the Fermi surface, it has infinite slope there. For a rigorous
treatment of Luttinger liquids in one dimension, see [7] and the references therein.
Fermi liquids properties at positive temperature have been proved to exist in various
models, including the 2d jellium model [15], in which the Fermi surface is a circle; a
general 2-d model with symmetric Fermi surfaces [8], and the doped Hubbard model
that is far from half-filling [9]. In a large series of papers the construction of two-
dimensional Fermi liquids at zero temperature for a wide class of systems with non-
symmetric Fermi surfaces has been completed by Feldman, Kno¨rrer and Trubowitz
[17].
The Hubbard model [28] is one of the most important model for describing inter-
acting electrons in a solid, taking into account the quantum mechanical hopping of
the electrons on the lattice and the (simplified) repulsive coulomb interactions be-
tween electrons, through a density-density interaction. Despite its simple definition, it
exhibits various interesting phenomena, including the Fermi liquid behavior, the fer-
romagnetism, the antiferromagnetism, the Tomonaga-Luttinger liquid behaviors and
the superconductivity [13]. The nature of the ground state of the Hubbard model
depends crucially on the spatial lattice and the doping. The Hubbard model on the
square lattice that is far from half filling exhibit Fermi liquid behaviors at sufficiently
low temperature [9] while it becomes Luttinger liquid [31, 38] at half filling [34]. The
Hubbard model on the honeycomb lattice at half filling, which is an important model
for studying the various behaviors of Graphene [14, 29, 33, 39], displays also the Fermi
liquid behavior [26]. In this paper we will consider the Hubbard model on the hon-
eycomb lattice in which the value of bare chemical potential is in a neighborhood of
µ = 1, which is the value of the renormalized chemical potential, and is fixed to be
3
1. We shall prove that the ground state is not a Fermi liquid but a Luttinger liquid,
when the temperature is low enough, according to Salmhofer’s criterion for the finite
temperature Fermi liquids (see [36] and Theorem 5.1). This confirms a conjecture of
Anderson [3], which states that a two-dimensional Fermi gas should exhibit behaviors
similar to the 1-D Luttinger liquid.
One common difficulty in the many-Fermions problem is that the Fermi surfaces change
their shapes due to the interactions. Let the non-interacting band structure be E, which
is given by E(p) = ε(p)− µ. The set F0 = {p : E(p) = 0} defines the non-interacting
Fermi surface. It is well known that the perturbation series of the Green functions are
eventually divergent when the spatial momentum p approaches the Fermi surface at
zero temperature. When the interaction λV is turned on, a self-energy term E will
be generated and the band structure is deformed to be e = E + E . The interacting
Fermi surface is defined by F = {p : e(p) = 0}, which is deviated from the non-
interacting one. It is not static but is a function of the the momentum, and is changing
its shape in the course of the multi-slice analysis. This is the case for our model, which
is not at half-filling for our choice of chemical potential and the chemical potential
receives renormalization due to the presence of the tadpole terms. In order to solve
the problem of moving surface, we introduce a counter-term δµ to the interaction
such that the renormalized chemical potential is fixed be µ = 1 (see also [15]). Then
we prove that the flow of the counter-terms is bounded by a very small number (see
Theorem 5.2). Remark that this method is equivalent to the decomposition of a bare
chemical potential into a fixed, renormalized one and the counter-term [18]-[21], [8].
It is also possible to solve the moving Fermi surface problem without the introduction
of the counter-term but to renormalize the Gaussian measure at each renormalization
step [9], so that the propagators may still have the desired decay property at each
renormalization scale, as long as the self-energy can be properly bounded. Since the
main goal of this paper is to study the analyticity and regularity of the self-energy, we
don’t follow this construction.
Another common difficulty in Fermi liquid theory is how to treat properly the con-
straints from the conservation of momentum on the Fermi surfaces (cf. [16]). The
Fermi surface in our model at µ = 1 is a union of perfect triangles, which is highly non-
isometric, so is the integration domain in a small neighborhood of the Fermi surface. In
order to implement the conservation of momentum near the Fermi surface and to ob-
tain better decay properties for the propagator, we introduce the highly non-isometric
sectors, which are the support of the non-interacting propagators. A sector counting
lemma, which states the possible relations among the sector indices for these momen-
tum, is proved. Then we apply the renormalization group analysis [10, 22, 32, 35].
In order to obtain the optimal bounds for the self-energy, we introduce an auxiliary
expansion, called the the multi-arch expansion, which is a convergent expansion that
permits us to obtain the 2PI graphs from tree graphs.
This paper is organized as follows. In Section 2 we introduce the model and present
the main results. In Section 3 we study the scaling behaviors of the propagator and
introduce the sectors. In Section 4 we introduce the multi-slice expansions and prove
the power-counting theorem. We also study the convergence and analytic properties
of the Schwinger functions with 4 and more external fields. In Section 5 we consider
the renormalization of the 2-point Schwinger functions and study the convergence and
analytic properties of the self-energy, for which we introduce the multi-slice expansions.
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We conclude in Section 6 with discussions about possible future work and the Appendix
is about the geometry of the Fermi surface.
2 The model and Main results
2.1 The Hubbard model on the honeycomb lattice
Let Λ˜ = {x | x = n1l1 +n2l2, n1, n2 ∈ Z} ⊂ R2 be the infinite triangle lattice generated
by the two basis vectors l1 =
1
2(3,
√
3), l2 =
1
2(3,−
√
3). Given L ∈ N+, let the torus
Λ˜L = Λ˜/LΛ˜ be the finite triangle lattice of side L with periodic boundary conditions.
The honeycomb lattice ΛL = Λ
A
L ∪ ΛBL is the superposition of two torus ΛAL = Λ˜L and
ΛBL = Λ˜L + di, i = 1, 2, 3, where
d1 = (1, 0) , d2 =
1
2
(−1,
√
3) , d3 =
1
2
(−1,−
√
3) . (1)
The metric on ΛL is defined by the Euclidean distance on the torus, denoted by |x−y| =
min
(n1,n2)∈Z2 |x− y + n1Ll1 + n2Ll2|.
A B
δ1
δ
2
δ
3
Figure 1: A portion of the honeycomb lattice Λ. The white and black dots correspond
to the sites of the ΛA and ΛB triangular sub-lattices, respectively. These two sub-
lattices are one the translate of the other. They are connected by nearest neighbor
vectors d1,d2,d3 that, in our units, are of unit length.
The single particle wave function is denoted by Ψx,α,τ , where τ ∈ {↑, ↓} are the spin
variables and α ∈ {A,B} labels the two kinds of lattice points. The wave function is
an element of the one-particle Hilbert space HL = CL
2 ⊗ C4 and satisfies the usual
normalization condition ‖Ψ‖22 =
∑
x,τ,α |Ψx,α,τ |2 = 1. The dynamics of the particle is
generated by the Hamiltonian H : HL → HL.
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Let
∧N HL be the N -th anti-symmetric tensor product Hilbert spaces HL. A sys-
tem of N ≥ 2 particles is described by the normalized, antisymmetric wave func-
tion ΨN := ΨN (ξ1, · · · , ξN ) ∈
∧N HL, for which we have ΨN (· · · , ξi, ξi+1; · · · ) =
−ΨN (· · · , ξi+1, ξi, · · · ), where ξi = (xi, αi, τi) is the coordinate of the i-th particle.
Let H be the single particle Hamiltonian on HL, the many-body Hamiltonian HN :∧N HL → ∧N HL is defined as
HN =
N∑
i=1
H(i) + λ
∑
1≤i<j≤N
Vij , (2)
where H(i) := 1⊗(i−1)⊗H⊗1⊗(N−i), 1 the identity operator, Vij is the pair interaction
between the ij particles and λ is the coupling constant.
It is convenient to define the model in the second quantization formalism. Define the
Fermionic Fock space FL as:
FL = C⊕
4L2⊕
N=1
F (N)L , F (N)L =
N∧
HL. (3)
FL is a finite-dimensional Hilbert space when L < ∞, due to the Pauli’s exclusion
principal. At a given site x ∈ ΛL we introduce the Fermionic creation and annihilation
operators a±x,α,τ , with α ∈ {A,B} and τ ∈ {↑, ↓}, acting on the Fermionic Fock space
as follows. For any element Ψ = (Ψ(0),Ψ(1), · · · ,Ψ(N), · · · ) ∈ FL, we define:
(a+z,α,τΨ)
(N)(ξ1, · · · , ξN )
:=
1√
N
N∑
j=1
(−1)jδz,xjδα,αjδτ,τjΨ(N−1)(ξ1, · · · , ξj−1, ξj+1, · · · , ξN ), (4)
(a−z,α,τΨ)
(N)(ξ1, · · · , ξN ) :=
√
N + 1 Ψ(N+1)(z, α, τ ; ξ1, · · · , ξn), (5)
where ξi = (xi, αi, τi) is the coordinate of the i-th particle, δ.,. is the Kronecker delta
function. These Fermionic operators satisfy the canonical anti-commutation relations
(CAR):
{a+x,α,τ ,a−x′,α′,τ ′} = δx,x′δα,α′δτ,τ ′ , {a+x,α,τ ,a+x′,α′,τ ′} = {a−x,α,τ ,a−x′,α′,τ ′} = 0, (6)
and are subjected to the periodic boundary conditions a±x+n1L+n2L,r,τ = a
+
x,r,τ , ∀x ∈
ΛL.
The dual lattice Λ˜∗ to Λ˜ is the triangular lattice generated by the basis vectors G1 =
2pi
3 (1,
√
3), G2 =
2pi
3 (1,−
√
3) obeying the reciprocal relation Gi · lj = 2piδij . The
first Brillouin zone is defined as the torus DL := R2/Λ˜∗ =
{
k ∈ R2 | k = n1L G1 +
n2
L G2, n1,2 ∈ [−L,L− 1]
}
. Define the Fourier transform of the Fermionic creation and
annihilation operators as
a±x,α,τ =
1
L2
∑
k∈BL
e±ik·xaˆ±k,α,τ , ∀ x ∈ ΛL, (7)
and the inverse Fourier transform is
aˆ±k,α,τ =
∑
x∈ΛL
e∓ik·xa±x,α,τ , ∀ k ∈ DL. (8)
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The periodicity of a±x,α,τ implies that aˆ
±
k+n1G1+n2G2,α,τ
= aˆ±k,α,τ . Moreover, let |ΛL|
be the volume of the lattice ΛL, these operators obey the following anti-commutation
relations:
{a+k,α,τ ,a−k′,α′,τ ′} = |ΛL|δk,k′ δα,α′ δτ,τ ′ ,
{a+k,α,τ ,a+k′,α′,τ ′} = {a−k,α,τ ,a−k′,α′,τ ′} = 0. (9)
The second quantized Hamiltonian HΛ(λ) = H
0
ΛL
+ Vλ,ΛL is the sum of the non-
interacting Hamiltonian H0ΛL and the many-body interaction Vλ,ΛL . We have
H0ΛL = −t
∑
x∈ΛL
i=1,2,3
∑
τ=↑↓
(
a+x,A,τa
−
x+di,B,τ
+ a+x+di,B,τa
−
x,A,τ
)
−µ
∑
x∈ΛL
i=1,2,3
∑
τ=↑↓
(
a+x,A,τa
−
x,A,τ + a
+
x+di,B,τ
a−x+di,B,τ
)
, (10)
where di are the shift vectors with i = 1, 2, 3 (see Formula (1)), t > 0 is the nearest
neighbor hopping parameter and µ is the renormalized chemical potential, which con-
trols the average particle density in the Gibbs state. We will fix t = 1 for the rest of
this paper. The many-body interaction Vλ,ΛL of strength λ is given by
VΛL =
∑
x∈ΛL
(
a+x,A,↑a
−
x,A,↑a
+
x,A,↓a
−
x,A,↓ + a
+
x,B,↑a
−
x,B,↑a
+
x,B,↓a
−
x,B,↓
)
. (11)
We introduce also a counter term
δVΛL = δµ
∑
x∈ΛL
i=1,2,3
∑
τ=↑↓
(
a+x,A,τa
−
x,A,τ + a
+
x+di,B,τ
a−x+di,B,τ
)
, (12)
to the interaction term, where δµ is the bare chemical potential counter-term, which
is chosen in such a way that the renormalized chemical potential is fixed to be µ = 1.
Hence the bare chemical potential in our model is µ+ δµ. We will prove in Section 5.5
(see also Theorem 5.2) that there exists a positive constant K such that |δµ| ≤ K|λ|,
where |λ| < 1/| log T |2. So we have |δµ|  1, when T  1.
We define the new interaction term as the combination of the above two terms, and
still call it VΛL :
VΛL =
∑
x∈ΛL
(
a+x,A,↑a
−
x,A,↑a
+
x,A,↓a
−
x,A,↓ + a
+
x,B,↑a
−
x,B,↑a
+
x,B,↓a
−
x,B,↓
)
(13)
+δµ
∑
x∈ΛL
i=1,2,3
∑
τ=↑↓
(
a+x,A,τa
−
x,A,τ + a
+
x+di,B,τ
a−x+di,B,τ
)
, (14)
We can organize the creation and annihilation operators {a±x,A,B,τ} and write the
non-interacting Hamiltonian H0ΛL in the following form:
H0ΛL =
∑
(x,y)∈ΛL
τ,τ ′∈{↑,↓}
a+x,α,τ
[
H(x− y)
]
αα′
a−y,α′,τ ′ , (15)
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in which the kernel H(x−y) is a 2× 2 matrix. In order to keep tracking of the matrix
elements, we set (α, α′) = (A,B) := (1, 2). Let Hˆ(k) be the Fourier transform of
H(x− y), we have:
Hˆ(k) =
( −µ −Ω∗(k)
−Ω(k) −µ
)
, (16)
where
Ω(k) =
3∑
i=1
ei(di−d1)k = 1 + 2e−i
3
2
k1 cos(
√
3
2
k2) (17)
is the non-interacting complex dispersion relation and Ω∗(k) is the complex conjugate.
The Gibbs state associated with the Hamiltonian HΛL is: 〈·〉 = Tr [ · e−βHΛL ]/Zβ,ΛL ,
where Zβ,ΛL = TrFLe
−βHΛL is the partition function. Given any operator O on FL and
x0 ∈ [−β, β), the imaginary-time evolution of O generated by the Hamiltonian H is
defined as Ox0 := O(−ix0) = ex0HOe−x0H , where O(x0) is the real-time evolution gen-
erated by H and x0 is called the imaginary time variable. For example, the imaginary-
time evolution of the Fermionic operators a±x,r,τ are given by a±x,r,τ = eHx
0
a±x,r,τe−Hx
0
,
with x = (x0,x) and a±
(x,x0),r,τ
= a±x,r,τ (−ix0).
Let p = (p0,p) be the momentum, where the discrete-valued component p0 ∈ 2piβ (n +
1
2), n ∈ Z is called as the Matsubara frequency, the space-time Fourier transform of an
operator Ox is given by
Oˆp =
∫ β
−β
dx0
∑
x∈ΛL
e−ip·x+ip0x0 Ox. (18)
Given n operators O(1)
x01
, · · · ,O(n)
x0n
acting on FL, each of which can be written as a
normal-ordered polynomial in the time-evolved Fermionic operators a±x,r,τ , we define
the Euclidean correlation function as
〈TO(1)
x01
, · · · ,O(n)
x0n
〉β,L = 1
Zβ,ΛL
TrFL e
−βHΛLT{O(1)
x01
, · · · ,O(n)
x0n
}, (19)
where Zβ,ΛL = TrFLe
−βHΛL is the partition function and T is the Fermionic time-
ordering operator, acting on a product of n Fermionic operator as
T aε1
(x1,x01),α1,τ1
· · ·aεn
(xn,x0n),αn,τn
= sgn(pi) a
εpi(1)
(xpi(1),x
0
pi(1)
),αpi(1),τpi(2)
· · ·aεpi(n)
(xpi(n),x
0
pi(n)
),αpi(n),τpi(n)
,
(20)
and pi is a permutation on the set {1, · · · , n} with signature sgn(pi) such that x0pi(1) ≥
x0pi(2) ≥ · · · ≥ x0pi(n). If some operators are evaluated at the same time, the ambiguity
is solved by taking the normal-ordering on these operators.
The n-point Schwinger function is defined as
Sβn(x1, ε1, α1, τ1; · · ·xn, εn, αn, τn) := lim
L→∞
〈T aε1x1,α1,τ1 · · ·aεnxn,αn,τn〉β,L, (21)
for xi ∈ Λβ,ΛL := [−β, β[×ΛL, τi =↑↓, εi = ±, α = 1, 2.
For x 6= y and x− y 6= (±β,~0), the non-interacting two-point Schwinger function (also
called the free propagator) is given by:
Cβ(x− y) := lim
L→∞
S2,β,L(x, τ,−; y, τ,+)
∣∣∣
λ=0
= lim
L→∞
1
β|ΛL|
∑
k∈Dβ,L
e−ik·(x−y)C(k), (22)
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where Dβ,L = Dβ × DL, with Dβ := {k0 = 2piβ (n0 + 12) : n0 ∈ Z}, the set of the
Matsubara frequencies and DL = {k = n1L G1 + n2L ~G2 : −L ≤ n1, n2 ≤ L− 1}, and
C(k) =
(−ik0 − µ −Ω∗0(k)
−Ω0(k) −ik0 − µ
)−1
(23)
=
1
k20 + |Ω0(k)|2 − µ2 − 2iµk0
(
ik0 + µ −Ω∗0(k)
−Ω0(k) ik0 + µ
)
,
is the free propagator in momentum space.
Remark that the denominator of (22) is never vanishing when the temperature T = 1β
is strictly positive, which means that the temperature serves as the infrared cutoff for
the model.
2.2 The Fermi surfaces
The non-interacting band structure is defined as
e(k, µ) := −det
( −µ −Ω∗0(k)
−Ω0(k) −µ
)
= |Ω0(k)|2 − µ2, (24)
which is equal to
4 cos(3k1/2) cos(
√
3k2/2) + 4 cos
2(
√
3k2/2) + 1− µ2.
The noninteracting Fermi surface (F.S.) F0 is defined as the locus of the dispersion
relation:
F0 := {k = (k1, k2) ∈ R2| e(k, µ) = 0}. (25)
The Fermi surface F0 may have several connected components in general, each of which
is called a Fermi curve (F.C.). The geometric properties of the Fermi surface depend
crucially on the value of µ.
When µ = 0, the solution to the equation e0(k, µ) = 0 composes of a set of points,
called the Fermi points, among which only kF1 = (
2pi
3 ,
2pi
3
√
3
), and kF2 = (
2pi
3 ,− 2pi3√3) are
considered as fundamental. Other Fermi points are just translations of them.
When µ = 1, the band structure reads:
e(k, 1) = [cos(
√
3k2/2)] · [cos(1
4
(3k1 +
√
3k2))] · [cos(1
4
(3k1 −
√
3k2))], (26)
and the solutions of e(k, 1) = 0 are a set of lines:
k2 = ±(2n+ 1)pi√
3
, n ∈ Z and k2 = ±
√
3k1 ∓ 4n+ 2√
3
pi, n ∈ Z , (27)
which form a set of perfect triangles, each of which is called a Fermi triangle and the
Fermi surfaces is the union of these perfect triangles. Among all these triangles the
two triangles surrounding the Fermi points kF1 and k
F
2 , respectively, are considered
as fundamental and all others are considered as translations of them. Figure 2 shows
the Fermi surfaces composed of 6 Fermi triangles surrounding the corresponding Fermi
points.
9
When 0 < µ < 1, the Fermi surfaces are closed convex curves centered around the
Fermi points and contained in the Fermi triangles [40]. The lines of the Fermi triangles
form boarders of these Fermi curves; When µ > 1 the Fermi surfaces can be more
complicated and can be more degenerate.
k2
k1
k6
k5
k4
k3
F
F
FF
F
F
Figure 2: The Fermi Triangle at µ = 1. The centers of the Fermi triangles are the
Fermi points.
2.3 Main result
We consider the weakly interacting Hubbard model on the mono-layer honeycomb lat-
tice with a non-vanishing bare chemical potential which takes values in a neighborhood
of 1. Since this model is not at half-filling for this choice of chemical potential, the
shape of the Fermi surface is changing due to the interactions. We introduce a chemical
potential counter-term to the interaction term so that the renormalized chemical, which
decides the non-interacting dispersion relation hence the shape of the Fermi surface, is
fixed to be 1. We will prove that the ground state of this model doesn’t displays Fermi
liquid behavior but the Luttinger liquid behavior. We also prove that the chemical
potential counter-term δµ is bounded by K|λ| for certain positive constant K. The
main theorem of this paper is:
Theorem 2.1. The perturbation series of the self-energy of the Hubbard model on the
honeycomb lattice with renormalized chemical potential µ = 1 at temperature T > 0
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are convergent for the coupling constant λ < 1/| log T |2. The second derivative of the
self-energy is not uniformly bounded when T → 0. So the ground state of the system
is not Fermi liquid, by Salmhofer’s criterion on Finite temperature Fermi liquids (cf.
Theorem 5.1 or [36]).
3 The Multi-scale Analysis
3.1 The functional integrals
It is mostly convenient to express the partition functions and correlations in terms of
Grassmann integrals over the Grassmann algebra Gra, which is an associative, non-
commutative, nilpotent algebra over the set of Grassmann variables {ψˆεk,τ,α}τ=↑↓;α=1,2;=±k∈Dβ,L
such that ψˆεk,τ,αψˆ
ε′
k′,τ ′,α′ = −ψˆε
′
k′,τ ′,α′ψˆ
ε
k,τ,α, for (ε, τ, α, k) 6= (ε′, τ ′, α′, k′, ) and (ψˆεk,τ,α)2 =
0. The Grassmann differentiation is defined by ∂ψˆεk,τ,α
ψˆε
′
k′,τ ′,α′ = δk,k′δτ,τ ′δα,α′δε,ε′ while
the Grassmann integral is defined as follows: given a monomial Q(ψˆ−, ψˆ+) in the
variables ψˆ−k,τ,α, ψˆ
+
k,τ,α, let
Dψ =
∏
k∈Dβ,L,
τ=±,α=1,2
dψˆ+k,τ,αdψˆ
−
k,τ,α, (28)
be the Grassmann Lebesque measure, the Grassmann integration
∫
Dψ is 0, except in
the case Q(ψˆ−, ψˆ+) =
∏
k,τ,α ψˆ
−
k,τ,αψˆ
+
k,τ,α, up to a permutation of the variable, in which
case its value is 1.
The Grassmann Gaussian measure P (dψ) with covariance Cˆk is defined by the following
equation:
lim
L→∞
∫
P (dψ)ψˆ−k1,τ1,α1ψˆ
+
k2,τ2,α2
= δk1,k2δτ1,τ2 [Cˆk1 ]α1,α2 . (29)
We have:
P (dψ) = N−1Dψ · exp
{
− 1|ΛL|β
∑
k∈Dβ,L,τ=↑↓,α=1,2
ψˆ+k,τ,αgˆ
−1
k ψˆ
−
k,τ,α
}
, (30)
where
N =
∏
k∈DL,τ=↑↓
1
β|ΛL|
(−ik0 − 1 −Ω∗(k)
−Ω(k) −ik0 − 1
)
, (31)
is the normalization factor.
Define the Grassmann fields in the direct space by
ψ±x,τ,α =
1
β|ΛL|
∑
k∈Dβ,L
e±ikxψˆ±k,τ,α, x ∈ Λβ,L, (32)
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the interacting potential becomes:
V(ψ) = λ
∑
α,α′=1,2
∫
Λβ,L
d3xψ+x,↑,αψ
−
x,↑,α′ψ
+
x,↓,αψ
−
x,↓,α′
+δµ
∫
Λβ,L
d3x
( ∑
α=1,2
∑
τ=↑,↓
ψ+x,τ,αψ
−
x,τ,α
)
=
λ
β|ΛL|
[ ∑
α,α′=1,2
∑
τ,τ ′=↑,↓
∑
k,k′,p∈Dβ,L
ψˆ+k−p,τ,αψˆ
−
k,τ,α′ψˆ
+
k′+p,τ ′,aψˆ
−
k′,τ ′,α′
+δµ
( ∑
k∈Dβ,L
∑
α=1,2
∑
τ=↑,↓
ψˆ+k,τ,αψˆ
−
k,τ,α
) ]
, (33)
where
∫
Λβ,L
d3x :=
∫ β
−β dx0
∑
x∈ΛL is the short-handed notion for the integration and
sum, the summation over k, k′ and p runs over Dβ,ΛL .
It is easy to prove that both the Grassmann Gaussian measure and the quartic term
V (ψ) are invariant under the following transformations (see cf. [26]):
• spin exchange: ψˆεk,τ,α ↔ ψˆεk,−τ,α, where we use the notations ε = ±, τ =↑, ↓ while
−τ =↓, ↑, α = 1, 2;
• global U(1): ψˆk,τ,α → eiθ1ψˆk,τ,α, with θ1 ∈ R independent of k;
• global spin SO(2): (
ψˆk,↑,α
ψˆk,↓,r
)
→
(
cos θ2 sin θ2
− sin θ2 cos θ2
) (
ψˆk,↑,α
ψˆk,↓,α
)
; (34)
• discrete spatial rotations: ψˆ±(k0,k),τ,α → e∓i(α−1)k·(d3−d1)ψˆ
±
(k0,T2pi/3k),τ,α
, where
T2pi/3k means rotation of the vector k by 2pi/3. Remark that the discrete spatial
rotation symmetry group is also the isometric group for the Fermi surface, to be
discussed later.
• complex conjugation: ψ(x0,x),τ,α → ψ(−x0,x),τ,α, c → c? where c is a generic
constant appearing in the Grassmann Gaussian measure p(dψ) or the interaction
V(ψ);
The Schwinger functions are the moments (only formally, as one needs renormaliza-
tions for mathematically well defined Schwinger functions) of the Grassmann measure
P (dψ)e−V(ψ)
Sn(x1, τ1, ε1, α1, · · · , xn, τn, εn, αn) =
∫
ψ1x1,τ1,α1 · · ·ψnxn,τn,αnP (dψ)e−V(ψ)∫
P (dψ)e−V(ψ)
, (35)
while the free propagator is given by:
[S0(x− y)]α1,α2 = lim
L→∞
∫
P (dψ)ψ−x,τ,α1ψ
+
y,τ,α2 , (36)
for x− y 6= βZ× {0}.
12
Remark 3.1. In the following we will be interested in the L→∞ limit of the Schwinger
functions and the self-energy. So we will take this infinite volume limit in the future
parts of this paper, although we still use Λβ,L and Dβ,L to indicate the domains of the
spatial-tempo variables and the momentum variables.
3.2 Scale Analysis
Since the model is defined on a lattice, the momentum dual to the minimal distance
between lattice points plays the role of the ultraviolet momentum cutoff. So the cor-
relation functions are not divergent at short distance or high momentum, but could
be singular in the infrared limit, namely, when |ΛL| → ∞ and T → 0, for which we
have e(k, 1) → 0. So we fix the ultraviolet cutoff to be 1 and study only the infrared
behaviors of the correlation functions.
Recall the Gevrey class of compacted supported functions Gs0:
Definition 3.1. Given Ω ⊂ Rd and s ≥ 1, the Gevrey class Gs0(Ω) of index s is defined
as the set of smooth functions f ∈ C∞(Ω) such that for every compact subset K ⊂ Ω
there exist two positive constants A and L satisfying
max
x∈K
|∂αf(x)| ≤ AL−|α|(|α!|)s, α ∈ Zd+, |α| = α1 + · · ·+ αd. (37)
The Gevrey class of functions with compact support, Gs0, is defined as
Gs0(Ω) = G
s(Ω) ∩ C∞0 (Ω). (38)
The Fourier transform for any f ∈ Gs0 satisfies
max
k∈Rd
|fˆ(k)| ≤ Ae−s( L√d |k|)1/s . (39)
In order to implement the infrared analysis, we introduce the smooth, compacted
supported functions χ ∈ Gs0(R), which satisfy:
χ(t) = χ(−t) =

= 0 , for |t| > 2,
∈ (0, 1) , for 1 < |t| ≤ 2,
= 1, for |t| ≤ 1.
(40)
Given any fixed constant γ ≥ 10, we can construct a partition of unity
1 =
∞∑
j=0
χj(t), ∀t 6= 0; (41)
χ0(t) = 1− χ(t),
χj(t) = χ(γ
2j−1t)− χ(γ2jt) for j ≥ 1.
Remark that the free propagator (23) can be written as
C(k) = C˜(k)A(k), (42)
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where
A(k) =
(
ik0 + 1 −Ω∗0(k)
−Ω0(k) ik0 + 1
)
(43)
is the 2 by 2 matrix and
C˜(k) :=
1
−2ik0 − e(k, 1) + k20
, (44)
which is non-singular when either k0 or e(k, 1) is an order one quantity; When both k0
and e(k, 1) are approaching zero, the term k20 is negligible comparing to the first two
terms.
Following this simple argument, the free propagator is decomposed as :
C(k)αα′ =
∞∑
j=0
Cj(k)αα′ , α, α
′ = 1, 2, (45)
Cj(k)αα′ = C(k)αα′ · χj [4k20 + e2(k)].
It is useful to introduce the multi-slice decomposition for C˜(k):
C˜(k) =
jmax∑
j=0
C˜j(k), (46)
C˜j(k) = C˜(k) · χj [4k20 + e2(k)]. (47)
Remark that the support function χj [4k
2
0 + e
2(k)] vanishes for j ≥ jmax := E(j˜max),
where j˜max is the solution to γ
j˜max−1 = 1/
√
2piT and E(j˜max) is the integer part of
j˜max. So there are only finitely many of indices j to be summed in (45).
The support support of χj is noted by Dj :
Dj =
{
k = (k0,k)|γ−2j ≤ 4k20 + e2(k) ≤ 2γ−2j+2
}
, (48)
for each index j. Since the temperature T is strictly positive, we have k20 ≥ pi2T 2 > 0,
which implies that
−
√
2γ−j+1 ≤ e(k) ≤
√
2γ−j+1. (49)
Define also the topological annulus as:
Aj = {k | −
√
2γ−j+1 ≤ e(k) ≤
√
2γ−j+1}, (50)
so the non-interacting Fermi surface F0 = {k| ej(k) = 0} is completely covered by the
annulus.
Formula (48) implies also the following lemma for the matrix elements of A (see (43)):
Proposition 3.1. Let j ∈ [0, jmax] be any scaling index and γ ≥ 4 a fixed constant such
that γ−2j ≤ k20 +e2(k) ≤ 2γ−2j+1, let |Aαα′ | be the absolute value of the matrix element
Aαα′,α, α
′ = 1, 2, then there exist two constants O(1), O′(1) with 0.5 < O(1) < 1,
1 < O′(1) < 10, such that
O(1) ≤ |Aαα′ | ≤ O′(1), α, α′ = 1, 2 . (51)
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Proof. We consider first |A11| = |A22| = |ik0+1| = (1+k20)1/2. Since 0 < γ−j ≤ k0 ≤ 2,
we have 1 < (1 +k20)
1/2 < 3. So we can choose O(1) and O′(1) to satisfy the inequality
(51). Now we consider the elements |A12| = |A21| = |Ω0(k)|. By definition (see (24))
we have |Ω0(k)| = (1 + e(k, 1))1/2. From Formula (48) we can easily deduce that
−√2/2 ≤ e(k, 1) ≤ √2/2 and 0.54 ≤ (1 + e(k, 1))1/2 ≤ 1.31. So we proved this lemma.
Remark 3.2. Since each of the matrix element Aαα′ in (42) is bounded by an order
one constant both from below and from above, the infrared asymptotic behavior of the
propagator C(k)αα′ , α = 1, 2 is dominated by that of C˜(k). So in the future analysis
we can simply replace each matrix element of Cj(k) by C˜j(k).
Following this remark we have the following lemma:
Lemma 3.1. Let Cj(k)αα′, α, α
′ = 1, 2, be any matrix element of the momentum space
free propagator at slice j, we have
sup
k∈Aj
‖Cj(k)αα′‖ ≤ O(1)γj , (52)
where O(1) is certain positive constant of order one.
Proof. From the definition of the support function χj and (47) it is easily find that
sup
k∈Aj
‖C˜j(k)rr′‖ ≤ O(1)′γj , (53)
for certain positive constantO(1)′. This lemma can be easily proved when we combining
this result with the above remark.
The bare chemical potential counter-term can be rewritten as δµ1jmax , which is a func-
tion of the ultraviolet cutoff γ0 = 1 and infrared cutoff γ−jmax . The value of the
renormalized chemical potential µ, which is the one appears in the free-propagator Cj ,
is fixed to be 1. The renormalization condition (BPHZ condition) states that:
δµren = δµ
jmax
jmax
= Σˆ2(kF ) = 0, (54)
where Σˆ2 is the self-energy in the momentum space representation and kF is the Fermi
momentum (cf. Section 2.2), which means that there is no renormalization to the
chemical potential when the energy scale of the model coincides with the infrared
cutoff. So this is a very natural condition. Let the counter-term at slice j be δµjjmax ,
BPHZ condition implies that:
δµ1jmax =
jmax∑
j=0
δµjjmax . (55)
Theorem 5.2 (cf. Section 5.5) states that δµ1jmax is bounded by a small number c.|λ|,
where |λ| < 1/| log T |2, T is the temperature and c is certain positive constant.
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3.3 Sectors and angular analysis
Notice that Formula (48) implies only that the size of k20+e
2(k) is bounded byO(1)γ−2j ,
at scaling index j, but does not fix the size of e2(k). In order to obtain the optimal
decay behavior for the propagator, we further decompose the support of the χj(k),
which is Aj , into sectors, which is a set of rectangle covering the annulus Aj . The size
of the sectors depends also on the scaling indices. So the sliced propagators are now
supported now on the sectors. The conception and techniques for sectors have been
introduced for the first time in [16] and have been developed in [15, 17, 34, 1, 2, 8, 9].
Since the Fermi surfaces in our model have flat edges, a curve in the neighborhood
of the Fermi surface define by the dispersion relation is highly non-isometric. Hence
the sectors introduced in this paper is very similar to that in [34], in which the Fermi
surface is a fixed square. The methods of the angular analysis for the Fermi surface in
this paper also come from [34].
Taking into account the Z3 symmetry of the Fermi triangle (see Figure 3), it is conve-
nient to introduce a new basis (e+, e−) that is neither orthogonal nor normal:
e+ =
pi
3
(1,
√
3), e− =
pi
3
(−1,
√
3), (56)
and let (k+, k−) be the coordinates in the new basis, we have
k1 =
pi
3
(k+ − k−), k2 = pi√
3
(k+ + k−), (57)
and the band formula (26) becomes:
e(k, 1) = 8 cos
pi(k+ + k−)
2
cos
pik+
2
cos
pik−
2
. (58)
We introduce the following partition of unity:
1 =
j∑
s=0
vs(t),

v0(t) = 1− χ(γ2t),
vs(t) = χs+1(t),
vj(t) = χ(γ
2jt),
for 1 ≤ s ≤ j − 1, (59)
where t stands for the term cos2 pi(k++k−)2 , cos
2 pik+
2 or cos
2 pik−
2 in e
2(k, 1) and s = s0,
s+, or s− is the corresponding sector index. Since cos2
pi(k++k−)
2 is a function of cos
2 pik+
2
and cos2 pik−2 , s0 is not independent of s±.
Following [34], we have the following names for the sectors with indices {s+, s−} that
have different shapes and cover different regions of the annulus Aj :
• the sectors (0, j) and (j, 0) are called the middle-face sectors;
• the sectors (s, j) and (j, s) with j > s > 0 are called the face sectors;
• the sector (j, j) is called the corner sector;
• the sectors (s, s) with (j − 2)/2 ≤ s < j are called the diagonal sectors;
• the other sectors are called the general sectors.
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j
Figure 3: An illustration of the various sectors.
We have the following simple but useful lemma concerning the amplitudes of the three
factors in (59).
Lemma 3.2. Let s ≥ 2 be a sector scaling index. If | cos pik+2 | ≤ γ−s or | cos pik−2 | ≤ γ−s,
then there exists an order-one constant 0 < O(1) ≤ 1 such that
O(1) ≤ | cos pi(k+ + k−)
2
| ≤ 1. (60)
Proof. By trigonometrical formula we have
cos
pi(k+ + k−)
2
= cos
pik+
2
cos
pik−
2
− sin pik+
2
sin
pik−
2
. (61)
We consider two possible cases. In the first case let | cos pik−2 | = O′(1) and | cos pik+2 | ∼
γ−s, where O′(1) is another constant such that both O′(1) and (1 − O′(1)2)1/2 are
greater than γ−1 and A ∼ B means A = O′′(1) · B, where 0 < O′′(1) ≤ 1 is another
constant. Then we have
| cos pi(k+ + k−)
2
| ≥ γ−1 −O′(1)γ−s −O(γ−2s) ≥ γ−1(1− γ−s+1 − γ−2s+1) > 0. (62)
So we can choose O(1) to be γ−1(1− 2γ−1), which is strictly bounded away from zero.
Now we consider the second case, in which | cos pik−2 | ≤ γ−s and | cos pik+2 | ≤ γ−s. We
have
| cos pi(k+ + k−)
2
| ≥ 1− 2γ−2s −O(γ−4s). (63)
So we can choose the constant O(1) to be 1− 3γ−4, which is of order one and strictly
bounded away from zero. So we proved this lemma.
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Remark 3.3. Remark that since | cos2 pi(k++k−)2 | is always larger than an order-one
constant, there is no need to assign the compact supported function vs0 or we can
simply let s0 = 0. So only two sector indices s+ and s− are needed to define the
sectorized propagators.
Definition 3.2. Let {σ = (s+, s−)} be a set of two tuples, in which s± = 0, · · · , j are
the sector indices. We can further decompose the propagator according to the sectors
and define the resulting propagator (which is also called the sectorized propagator) as:
Cj(k) =
∑
σ=(s+,s−)
Cj,σ(k), (64)
where
Cj,σ(k) = Cj(k) · vs+ [cos2(k+/2)] vs− [cos2(k−/2)]. (65)
Remark that when the scaling index j is a small, say j ≤ 10, then both k20 and e2(k, 1)
are strictly bounded away from zero hence the sliced free propagators are not singular.
In this case there is indeed no need of introducing the sectors. So it is useful to indicate
a scaling index, called the infrared threshold, above which the infrared analysis becomes
important:
Definition 3.3 (The infrared threshold). The infrared threshold j0 is defined as a fixed
finite positive integer such that the sector decompositions become important when the
scaling index j is greater than j0. Remark that since we can always change the energy
scales of the model by choosing the hopping parameter t, there is the ambiguity for
choosing j0 and we can always shift j0 by a finite number. The infrared behavior of the
model (for j →∞) is independent of the exact value of j0.
We have the following lemma concerning the various sector indices.
Proposition 3.2. Let j be the scaling index, then the possible values of the sector
indices s+ and s− must satisfy:
s+ + s− ≥ j − 2. (66)
Proof. By Remark 3.3 we can always set the sector index s0 = 0. From the definition
of the compact support functions (59) we can easily derive that
e2(k, 1) ≥ γ−2s+−2γ−2s−−2 . (67)
In order that the sliced propagator is non-vanishing, e2(k, 1) must obey Formula (48),
which implies that
γ−2s+−2γ−2s−−2 ≥ γ−2j . (68)
So we have:
s+ + s− ≥ j − 2. (69)
Corollary 3.1. As a corollary we can easily find that for the choice of the infrared
threshold j0 = 5 so that for j ≥ 5, at least one of the sector index, s+ or s− is greater
than 2. This choice of j0 is also consistent with Lemma 3.2, which assumes that at
least one of the sector index is greater or equal to 2.
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Definition 3.4 (The depth of a sector). It is useful to define a new scaling index, the
depth l(σ) of a sector σ, to be l = s+ + s− − j + 2. This index describes the distance
of an s sector to the Fermi surface.
3.4 Conservation of momentum and the constraints on the sector
indices
By decomposing the support of the correlation functions into sectors, we need to sum
over not only the scaling indices j, but also the sector indices σ = (s+, s−). Conserva-
tion of momentums at each interaction vertex places constraints on the values of the
associated sectors indices. First of all, let us consider the supporting properties for the
propagators. In order that Cjσ(k) 6= 0, the momentum k = (k0,k) must satisfy the
following bounds:
1
4
γ−2j ≤ k20 ≤
1
2
γ−2j+2, (70)

γ−1 ≤ | cos(pik±/2)| ≤ 1, for s± = 0,
γ−s±−1 ≤ | cos(pik±/2)| ≤
√
2γ−s± , for 1 ≤ s± ≤ j − 1,
| cos(pik±/2)| ≤
√
2γ−j , for s± = j.
(71)
So we have |k±| ≤ 1 in the first Brillouin zone (recall that |k±| = 12pi (3k1 +
√
3k2), so
we have |k±,max| = 12pi (3 · 2pi3 +
√
3 · 2pi√
3
) = 2) for any scaling index j ≥ 1. Let q± be the
fractional part of k±, defined by q± = k± − 1 for k± > 1 and q± = k± + 1 for k± > 1.
So (71) is equivalent to:
2/piγ ≤ |q±| ≤ 1, for s± = 0,
2γ−s±−1/pi ≤ |q±| ≤
√
2γ−s± , for 1 ≤ s± ≤ j − 1,
|q±| ≤
√
2γ−j , for s± = i.
(72)
Let v be an interaction vertex with four fields, whose momentum k1, . . . , k4 are sup-
ported in the sectors with scaling indices j1, . . . , j4, and sector indices σ1, · · · , σ4, re-
spectively. The conservation of momentum and the periodic boundary conditions imply
that :
k1,0 + k2,0 + k3,0 + k4,0 = 0, (73)
k1,+ + k2,+ + k3,+ + k4,+ = 2n+, (74)
k1,− + k2,− + k3,− + k4,− = 2n−, (75)
where n+ and n− are integers with the same parity. Since q± = k± ± 1 and since even
sums of the numbers ±1 is still an even number, the above formula implies that
q1,+ + q2,+ + q3,+ + q4,+ = 2m+, (76)
q1,− + q2,− + q3,− + q4,− = 2m−, (77)
where m=± are integers. The following lemma states that m± = 0 except for very
special cases.
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Lemma 3.3. Let i = 1, · · · , 4 be the labeling of the four momentum ki entering or
existing the vertex v. The integers m± 6= 0 only when si,± = 0 for at least two values
of i.
Proof. We prove first the case for m+, using (76); the proof for the case of m− is exactly
the same. Since |qi,+| ≤ 1, with i = 1, · · · , 4, we have |m+| ≤ 2. When |m+| = 2, we
have |qi,+| = 1 for all i, which implies that si,+ = 0, for all i. Now we consider the case
of |m+| = 1. Suppose that si,+ 6= 0 for three labellings the i = 1, 2, 3 and s4,+ = 0 .
By Formula (72) we have |qi,+| ≤
√
2γ−1 for i = 1, 2, 3, so that
q1,+ + q2,+ + q3,+ + q4,+ ≤ 3
√
2γ−1 + 1 < 2, for γ > 3
√
2. (78)
So Formula (76) can’t hold if more than two of the sector indices si,+ are not equal
to zero. So we proved that m+ 6= 0 only when si,+ = 0 for at least two values of the
labeling index i. With exactly the same method we can prove the case for m−. So we
proved the Lemma.
Now we study in more detail constraints on the sector indices si,±, i = 1, · · · , 4 for
m± = 0.
Proposition 3.3. Let qi,+, i = 1, · · · , 4 be the momenta enter or exist the vertex
v and ji, si,+, i = 1, · · · , 4, be the scaling indices and sector indices of the support
functions for the corresponding propagators. Let s1,+, s2,+ be the two smallest indices
with smallest values among si,+, i = 1, · · · , 4 such that s1,+ ≤ s2,+, we have the
following two cases for the possible values of s1,+ and s2,+: either |s1,+ − s2,+| ≤ 1 or
s1,+ = j1 and j1 is strictly smaller than j2, j3 or j4. We have exactly the same results
for the sector indices si,−, i = 1, · · · , 4.
Proof. We can always arrange these indices such that s1,+ ≤ s2,+ ≤ s3,+ ≤ s4,+ and
j1 ≤ j2 ≤ j3 ≤ j4. Then we have either s1,+ < j1 or s1,+ = j1. If s1,+ < j1, the
definition of the support function (72) imply that qi,+ ≤
√
2γ−s2,+ for i = 2, 3, 4 and
q1,+ ≥ 2γ−s1,+−1/pi. In order that the equation q1,+ + q2,+ + q3,+ + q4,+ = 0 holds we
must have
2γ−s1,+−1/pi ≤ 3
√
2γ−s2,+ , (79)
which means
s2,+ ≤ s1,+ + 1 + logγ(3pi
√
2). (80)
Since 0 < logγ(3pi
√
2) < 1 for γ > 3pi
√
2, we have |s2,+ − s1,+| ≤ 1.
If s1,+ = j1, by definition of the support function (72) and the conservation of momen-
tum (76) we have √
2γ−j1 ≥ 3 · 2γ−s2,+/piγ, (81)
which means
j1 ≤ s2,+ + 1− logγ(3
√
2/pi) ≤ j2 − logγ(3
√
2/pi). (82)
So we have j2 ≥ j1 + 1. So j1 is strictly smaller than all other scaling indices j2, · · · j4.
Following the same arguments we can prove the results for the sectors in the ” − ”
direction. So we proved this proposition.
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3.5 Decay property of the propagator
In this section we study the decay behavior of the free propagators in the direct space.
Define the direct space coordinates (x+, x−), which are dual to (k+, k−), by x+ =
pi(x1/3 + x2/
√
3) and x− = pi(−x1/3 + x2/
√
3), with x = (x1, x2) ∈ ΛL. We have the
following lemma.
Lemma 3.4. Let [Cj,σ(x− y)]αα′ = (β|Λ|)−1
∫
dke−ik(x−y)[Cj,σ(k)]αα′, be the Fourier
transform of the sectorized propagator [Cj,σ(k)]αα′ (c.f. Eq. (4.2)) with scaling index j
and sector indices σ = (s+, s−). The propagator obey the following scaled decay:
| [Cj,σ(x− y)]αα′ | ≤ O(1)γ−j−l e−c[dj,σ(x,y)]α , (83)
where
dj,σ(x, y) = γ
−j |x0 − y0|+ γ−s+ |x+ − y+|+ γ−s− |x− − y−|, (84)
α ∈ (0, 1) is the index characterizing the Gevrey class of functions ([15]) and O(1) is
some order one constant 1.
Proof. From Lemma 3.1 and Remark 3.2 we know that each of the matrix elements
[Cj,σ(k)]αα′ , α, α
′ = 1, 2, can be written as C˜j,σ(k) ( c.f. Eq. (46) ) times an order one
constant and the latter doesn’t contribute to the spatial decay of the propagator. Let
C˜j,σ(x− y) = 1
β|ΛL|
∫
dk0dk+dk−C˜j,σ(k0, k+, k−)eik0(x0−y0)+k+(x+−y+)+ik−(x−−y−)
(85)
be the Fourier transform of C˜j,σ(k). Recall the explicit formula for C˜j,σ(k):
C˜j,σ(k) =
χj [k
2
0 + e
2(k, 1)]
−2ik0 − e(k, 1) + k20
vs+ [cos
2(k+/2)] vs− [cos
2(k−/2)] , (86)
where e2(k, 1) = 64[cos2(k+ + k−)/2][cos2(k+/2)][cos2(k−/2)] (c.f. eq. (58)). Then in
order to prove this lemma, it is enough to prove that:
|C˜j,σ(x− y)| ≤ O(1)γ−j−l e−c[dj,σ(x,y)]α . (87)
This is essentially Fourier analysis and integration by parts. The integration
∫
dk0dk+dk−
in the domain of the support function gives a factor γ−j · γ−s+ · γ−s− while the inte-
grand is bounded by 1
γ−j . These factors give γ
−s+−s−+j−j = γ2γ−j−l, which gives the
pre-factor of (87).
Let ∂∂k0 f = (1/2piT )[f(k0 + 2piT ) − f(k0)] be the difference operator. To prove the
decay behavior of (87) it is enough to prove that
‖ ∂
n0
∂kn00
∂n+
∂k
n+
+
∂n−
∂k
n−
−
C˜j,σ(k0, k+, k−)‖ ≤ O(1)nγjn0γs+n+γs−n−(n!)1/α, (88)
where n = n0 + n+ + n− and ‖ · ‖ is the sup norm. Indeed, when ∂∂k− acts on
vs− [cos
2(k−/2)], using (72) we can easily find that is bounded by O(1)γ−s− · γ2s− =
1The interested readers who are familiar with the sectors for strictly convex Fermi surfaces (cf. [15],
[9], [17] are invited to compare the different decaying properties.
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O(1)γs− , where O(1) is a general constant; when it acts on χj [k
2
0 +e
2(k, 1)] it is simply
bounded by γ2j−2s+−s− ; when it acts on the denominator [−2ik0 − e(k, 1) + k20]−1 it
is bounded by γj−s+ . Using s+ + s− ≥ j − 2 we find that each of the three factors
is bounded by O(1)γs− ; when it acts on a factor cos(k−/2) generated in the previ-
ous derivations, it costs a factor O(1)γs− . Similarly each operator ∂∂k+ acts on various
terms of C˜j,σ(k0, k+, k−) is bounded by O(1)γs+ . The factor (n!)1/α comes from deriva-
tions on the compact support functions which are Gevrey functions of order α. When
j = jmax there is only the decay in the x0 direction but no decay in the x+ or x−
direction.
We have the following lemma concerning the L1 norm for the direct space propagator:
Lemma 3.5. The L1 norm of [Cj,σ(x)]αα′, x ∈ Λβ,L, α, α′ = 1, 2 is bounded as follows:∥∥∥ [Cj,σ(x)]αα′ ∥∥∥
L1
≤ O(1)γj . (89)
Proof. This lemma can be proved straightforwardly using Lemma 3.4. We have∥∥∥ [Cj,σ(x)]αα′ ∥∥∥
L1
=
∣∣∣ ∫
Λβ,L
dx0dx+dx−[Cj,σ(x)]αα′
∣∣∣ (90)
≤ O(1)
∣∣∣ ∫
Λβ,L
dx0dx+dx− C˜j,σ(x)
∣∣∣
≤ O(1)γ−j−lγ(j+s++s−) ≤ O(1)γj . (91)
Remark 3.4. As a corollary we find that we lose a factor γ2j+l when we take the L1
norm for the sliced propagator [Cj,σ(x)]αα′, α, α
′ = 1, 2, comparing to its L∞ norm.
Since the L1 norm of a tree propagator (propagators associated with the tree lines,
which be introduced shortly) will play an import role in the power-counting theorem, it
is convenient to define a new scaling index in the future analysis, defined as follows.
Definition 3.5. We define a new scaling index r, which will play the role of the scaling
index for the multi scale expansions, by r = E(j+l/2), where E(·) is the nearest integer
function. So r ∈ [0, rmax(T )], where rmax(T ) := E(1 + 32 jmax(T )). Then we have the
following decomposition of the propagator into slices r:
C =
∑
j,σ
Cj,σ =
rmax(T )∑
r=1
Cr, (92)
where
Cr =
∑
σ
j(σ)+l(j,σ)/2=r
Cj,σ =
∑
l
Cr,l, Cr,l =
∑
j,σ
j+l(σ)/2=r
Cj,σ. (93)
Since |x−E(x)| ≤ 1, ∀x ∈ R, in the coming sections we shall simply forget the integer
part E(·) of the the above definition.
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Remark 3.5. Remark that although we have introduced four different kinds of indices
j, s+, s− and r, they are not independent but are related by the relation
r = j +
l
2
=
j + s+ + s−
2
+ 1. (94)
With the new index r the constraints for the sector indices
s+ + s− ≥ j − 2, 0 ≤ s± ≤ j, 0 ≤ j ≤ jmax, (95)
becomes
s+ + s− ≥ r − 2, 0 ≤ s± ≤ r, 0 ≤ r ≤ rmax = 3jmax/2 , (96)
and the depth index becomes
l = 2(s+ + s− − r + 2). (97)
4 The expansions
In this section we introduce the multi-slice expansions for the 2p-point Schwinger func-
tions:
S2p(λ, y1, τ1, α1, · · · , yp, τp, αp; z1, τ1, α1, · · · , zp, τ, α) (98)
=
1
Z
∫
dµC(ψ¯, ψ)
[ p∏
i=1
∏
εi=±
ψετi,αi(yi)
] [ p∏
i=1
∏
εi=±
ψετi,αi(zi)
]
e−λ
∫
d3xV (ψ¯,ψ),
where
Z =
∫
dµC(ψ¯, ψ)e
−V (ψ,ψ¯) (99)
is the partition function.
Expanding the exponential as power series and integrating out the Grassmann varaibles
w.r.t. the Grassmann Gaussian measure, we have
S2p(λ, y1,ε1,τ1,α1 · · · yp,εp,τp,αp ; z1,ε1,τ1,α1 · · · zp,εp,τp,αp) (100)
=
∑
N
λn
n!
(δµ1jmax)
n′
n′!
∫
(Λβ,L)
n
d3x1 · · · d3xn
·
∑
τ ,α
{
y1,ε1,τ1,α1 · · · yp,εp,τp,αpx1,ε1,τ1,α1 · · ·xn,εn,τn,αn
z1,ε1,τ1,α1 · · · zp,εp,τp,αpx1,ε1,τ1,α1 · · ·xn,εn,τn,αn
}
,
where τ = {τ1, · · · , τp+n}, τi ∈ {↑, ↓}, are spin indices, α = {α1, · · · , αp+n}, αi = 1, 2,
are the indices for the matrix elements of the propagators and n is the number of
four-point vertices, each of which is associated with the coupling constant λ. These
four-point vertices are also called the bare vertices. n′ is the number of two-point
vertices, each one is associated with a bare chemical potential counter-term δµ1jmax .
These two-point vertices are also called the counter-term vertices. N = n + n′ is
the total number of vertices and we have used Cayley’s notation ( c.f. [35] ) for the
determinants: {
xv,τ,α
x′v′,τ ′,α′
}
= det
[
δττ ′ [Cj,τ (xv − x′v′)]α,α′
]
. (101)
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If we fully expand the determinant, the Schwinger functions are given by a sum of
(2N + 2p)! terms labeled by Feynman graphs. It is well known in constructive renor-
malization theory that Feynman graphs proliferate very fast (actually (2N + 2p)! ∼
CN (N !)2 for N → ∞, C is a positive constant), so that the perturbation series is
not convergent. One needs to reorganize the perturbation series into packages, each
of which is labeled by a tree. According to Cayley’s theorem, tree graphs doesn’t
proliferate very fast, so that the reorganized perturbation series is convergent. This
convergent perturbation expansion are realized by using the forest formulas, which test
links between the interacting vertices and stop as soon as the final connected compo-
nents are built. The result of the forest formula is a sum over terms labeled by forests
graphs and taking the logarithms select a sum over trees.
In order to make the expansions consistent with the multi-slice analysis, the tree ex-
pansions need to be ordered with respect to increasing values of the scaling index
r = j + l/2, so that the tree lines with smallest r value (highest momentum) are ex-
panded first. The multi-slice expansions is performed using the BKAR jungle formula
(see [12, 4]):
Theorem 4.1 (The BKAR jungle Formula.). Let n ≥ 1 be an integer, IN = {1, · · · , n}
be an index set and Pn = {` = (i, j), i, j ∈ In, i 6= j} ⊂ In × In be the set of unordered
pairs in In, in which an element ` = (i, j) is also called a link. Let F be the set of
spanning forests over In and S be the set of smooth functions from RPn to an arbitrary
Banach space. Let x = (x`)`∈Pn be an arbitrary element of RPn and f ∈ S, we have
f(1) =
∑
J=(F1⊂F1···⊂Fm)
m−jungle
(∫ 1
0
∏
`∈Fm
dw`
)( m∏
k=1
( ∏
`∈Fk\Fk−1
∂
∂x`
))
f [XF (w`)], (102)
where the sum over F runs over all forests with n vertices, including the empty forest
with no edge, 1 ∈ RPn is the vector with every entry equals 1, XF (w`) is the vector
(x`)`∈Pn defined by x` = x
F
ij(w`), the value at which we evaluate the derivations on f
and is defined as follows
• xFij = 1 if i = j,
• xFij = 0 if i and j are not connected by Fk,
• xFij = inf`∈PFij w`, if i and j are connected by the forest Fk but not Fk−1, where
PFkij is the unique path in the forest that connects i and j,
• xFij = 1 if i and j are connected by Fk−1.
The elements (xFij), i, j = 1, · · · , n, form an n× n matrix that is positive.
Remark that in this paper we consider only the amputated 2p-point Schwinger’s func-
tion, in which the external propagators (the propagators connecting the external fields
ψεy or ψ
ε
z with ψ
ε
xi) are taken away. Using the BKAR jungle formula, we obtain
S2p =
∑
N=n+n′
λn(δµ1jmax)
n′S2p,N , (103)
S2p,N =
1
n!n′!
∑
{τ}
∑
J
∏
v
∫
Λβ,L
d3xv
∏
`∈F
∫
dw`Cr,σ`(x`, x
′
`)detleft[Cτ (w)] ,
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where J = (F0 ⊂ F1 · · · ⊂ Frmax = F) is a layered object of forests {F0, · · · ,Frmax},
also called a jungle, in which the last forest F = Frmax is a spanning forest of the fully
expanded graph G with n vertices and 2p external edges. F0 := Vn is the completely
disconnected forest of n connected components, each of which corresponds to the bare
vertex V(ψ) ( cf. (33) ). Taking the logarithm of the (103), we obtain the connected
2p-point Schwinger function, noted by Sc2p, and we have
Sc2p =
∑
N=n+n′
λn(δµ1jmax)
n′Sc2p,N , (104)
Sc2p,N =
1
n!n′!
∑
{τ}
∑
J ′
∏
v
∫
dxv
∏
`∈T
∫
dw`Cr,σ`(x`, y`)detleft[Cr,σ(w)] ,
where the sum is now constrained over the jungles J ′ = (F0 ⊂ F1 · · · ⊂ Frmax = T ) in
which final layered forest Frmax is the spanning tree T connecting all the n vertices,
ε(J ) is the product of the ± signs along the jungle and is again an inessential sign.
The notation detleft(Cr,σ(w)) means the determinant made of the fields and anti-fields
after extracting the tree propagators. Since the number of fields not in the tree is equal
to 4n+ 2n′− 2(n+ n′− 1) = 2(n+ 1), the determinant is one for a 2(n+ 1)× 2(n+ 1)
square matrix of the Cayley type similar to (103), but with additional multiplicative
parameters depending the interpolation parameters {w}. Let rf be the index of a field
or anti-field f , the (f, g) entry of the determinant in (103) is
Cr(w)f,g = δτ(f)τ ′(g)
n∑
v=1
n∑
v′=1
χ(f, v)χ(g, v′)xF ,rfv,v′ ({w})Cr,τ(f),σ(f)(xv, xv′), (105)
where [x
F ,rf
v,v′ ({w})] is an N × N positive matrix whose elements are the weakening
parameters, defined in the same way as in (102):
• If the vertices v and v′ are not connected by Fr, then xF ,rfv,v′ ({w}) = 0,
• If the vertices v and v′ are connected by Fr−1, then xF ,rfv,v′ ({w}) = 1,
• If the vertices v and v′ are connected by Fr but not Fr−1, then xF ,rfv,v′ ({w}) is
equal to the infimum of the w` parameters for ` ∈ Fr/Fr−1 which is in the unique
path connecting the two vertices. The natural convention is that F−1 = ∅ and
that x
F ,rf
v,v′ ({w}) = 1.
At any level r the forests Fr defines a set of c(r) connected components. The lines of
the forest Fr subject to each connected component forms a tree, noted by T kr . To each
component one associates an object Gkr , k = 1, 2, · · · , c(r), which has a well defined
set of vertices (called the internal vertices of Gkr ), the internal tree lines, which are the
set of the lines `(T ) ∈ T kr connecting these vertices and a well defined set of external
fields (half-lines) e(Gkr ), whose cardinality |e(Gkr )| is an even number. By construction,
the scaling indices of the external fields rf greater than the internal lines r`(T ), which
ensures the connectivity of each component.
The graphical structure of a component Gkr is highly nontrivial: besides a tree structure
T kr , it contains also a set of internal fields (which would form loop lines if they are
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expanded) which still form a determinant. So Gkr is not a subgraph of the forests.
Each connected component Gkr is contained in a unique connected component with
lower r-index. This inclusion relation has a tree structure, called the Gallavotti-Nicolo`
tree.
Definition 4.1. A Gallavotti-Nicolo` tree (GN tree for short [23]), G is an abstract
tree graph whose nodes 2 are the connected components Gkr introduced above, with r ∈
[0, rmax], k = 1, 2, · · · , c(r), such that for each tree line `(T ) ∈ Gkr one has r`(T ) ≤ r,
and whose tree lines are the inclusion relations of the nodes with different r-indices.
The node Grmax of G, which is unique and corresponds to the fully connected graph G,
is called the root of G and each element of the set Vn = F0 is called a leave of G. The
cardinality of VN, which is N , is also called the order of G. A GN tree of order N is
also noted as GN .
r r+1 0
Figure 4: A Gallavotti-Nicolo` tree with 16 nodes and 8 leaves, which are the bare
vertices. The round dots represent the nodes and bare vertices, and the big square
represents the root. The dash lines are the inclusion relations between these nodes and
the thin lines are the external fields of the nodes. The scaling indices for the nodes are
in an increasing order from the root towards the leaves.
4.1 Power Counting
Now we consider the power counting theorem for the connected 2p-point Schwinger
functions. Remark that since the chemical potential counter-terms are vertices with
only two external fields, they only contribute the factors (δµ1jmax)
n′ to the power-
counting. As will be proved in Theorem 5.2, each of the counter-term δµ1jmax is simply
2The nodes of a Gallavotti-Nicolo` tree are also called vertices by some authors. In this paper we
use the word vertices for the vertices in the Feynman graphs.
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bounded by a small number so that the factors (δµ1jmax)
n′ are not divergent. So we will
forget the chemical potential counter-terms in this section, just for simplicity. Remark
that these counter-terms will be important for the renormalization of the two-point
Schwinger functions and the self-energies.
So we rewrite the general 2p-point Schwinger function as:
S2p =
∑
n
S2p,nλ
n, (106)
S2p,n =
1
n!
∑
{τ},G,T
′∑
J
(J )
n∏
j=1
∫
d3xjδ(x1)
∏
`∈T
∫ 1
0
dw`Cτ`,σ`(x`, x¯`)
n∏
i=1
χi(σ) detleft(Cj(w)) . (107)
Note that each matrix element (105) in det[Cr,σ(w)]left can be written as the inner
product of two vectors in a certain Hilbert space:
Cr(w)f,g = (eτ ⊗Af (xv, ), eτ ′ ⊗Bg(xv′ , )) , (108)
in which e↑ = (1, 0), e↓ = (0, 1) are the unit vectors indicating the spins,
Af =
1
β|ΛL|
∑
k∈Dβ,L
n∑
v=1
χ(f, v)[x
F ,rf
v,v′ ({w})]1/2e−ik·xv · (109)
·
[
χj [k
2
0 + e
2(k, 1)] · vs+ [cos2(k+/2)] · vs− [cos2(k−/2)]
]1/2
,
and
Bg =
1
β|ΛL|
∑
k∈Dβ,L
n∑
v′=1
χ(g, v′)[xF ,rfv,v′ ({w})]1/2e−ik·xv′C(k) (110)
·
[
χj [k
2
0 + e
2(k, 1)] · vs+ [cos2(k+/2)] · vs− [cos2(k−/2)]
]1/2
,
in which C(k) is the free propagator. (cf. Formulae (23).)
By the Gram-Hadamard inequality [15, 25] we have
| det(Af , Bg)| ≤
∏
f
||Af || · ||Bf || , (111)
in which
||Af || ≤ O(1)γ−jf−sf,+−sf,− , ||Bf || ≤ O(1)γ−sf,+−sf,− . (112)
Using lf = sf,+ + sf,− − j + 2, we have:
||Af || · ||Bf || ≤ O(1)′γ−jf−lf/2. (113)
Remark that if we use directly the Gram’s inequality we would bound all the oscillation
terms by one, hence we lose the constraints from the conservation of momentum, which
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is important for obtaining the correct power-counting theorem. To take into account
the conservation of momentum, we introduce for each vertex the function χi(σ) =
χ(σ1i , σ
2
i , σ
3
i , σ
4
i ) which is 1 if the condition of Lemma 4 is satisfied and 0 otherwise.
These insertions are free since the contributions for which these χ functions are not
1 are zero. They must be done before taking the Gram bound, which destroys the
Fourier oscillations responsible for momentum conservation at each vertex. Now we
use Gram’s inequality for the determinant detleft and we have:
detleft ≤ cn
∏
f left
γ−(jf+lf )/2 = cn
∏
f left
γ−rf/2−lf/4. (114)
Integrating over the positions of the vertices save the fixed one x1 using the Gevrey
scaled decay (83), we obtain a bound on the n-th order of perturbation theory:
|S2p,n| ≤ c
n
n!
∑
{τ},G,T
′∑
{σ}
n∏
i=1
χj(σ)
∏
`∈T
γ2r`
∏
f
γ−rf/2−lf/4, (115)
where the product over f now runs over all the 4n fields and anti-fields of the theory.
Lemma 4.1. Let c(r) be the number of connected components at level r in the GN
tree, we have the following inductive formulas:
∏
f
γ−rf/2 =
rmax∏
r=0
c(r)∏
k=1
γ−|e(G
k
r )|/2 , (116)
∏
`∈T
γ2r` = γ−2rmax−2
rmax∏
r=0
c(r)∏
k=1
M2 . (117)
Proof. We consider (116) first. Let Nf be the set of all fields that form the graph
G and |Nf | be the cardinality of Nf , obviously we have |Nf | = 4n for |G| = n. Let
n(r, f) be the number of fields f such that rf = r, with r ∈ [0, rmax], then the l.h.s.
of (116) is equal to γ
− 1
2
∑
f∈Nf rf = γ−
1
2
[
∑rmax
r=0 n(r,f)·r ]. Let ∪c(r)k=1e(Gkr ) be the set of
external fields of any connected component of the GN tree at level r with cardinality
|e(Gr)| =
∑c(r)
k=1 |e(Gkr )|, the r.h.s. of (116) is equal to γ−
1
2
[
∑rmax
r=0 |e(Gr)| ]. Let fe be
an external field of a connected component in G and rfe = r ≥ 1. So fe can be an
external field of the components G≤r−1 but becomes an internal field of Gr. So we
have fe ∈ e(G0)∩ · · · ∩ e(Gr−1), which means that fe is counted exactly r times in the
sum
∑rmax
r=0 |e(Gr)|. Recall that when rfe = 0 then by definition it is an external field
to G0, which by definition is the set of n bare vertices and e(G0) = Nf . So we have∑rmax
r=0 |e(Gr)| =
∑rmax
r=0 r · n(fe, r), where n(fe, r) is the number of external fields at
level r. Since the set of external field e(G0) is identical to the set of fields Nf , we have
rmax∏
r=0
c(r)∏
k=1
γ−|e(G
k
r )|/2 = γ−
∑rmax
r=0 r·n(f,r)/2 =
∏
f
γ−rf/2 . (118)
So we proved (116).
Formula (117) can be proved in a similar way. Without losing generality, suppose that
the tree T has k lines `1, `2, · · · , `k. Let r`i be the scaling index for the tree line `i,
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1 ≤ i ≤ k. We can always reorganize the set of tree lines such that r`1 ≤ r`2 · · · ≤ r`k ,
with r`k ≤ rmax. Then at the slice r`k the tree T is completed so we have c(r`k) = 1.
Let and n(`, r) be the number of lines in T whose scaling indices are equal to r, the
l.h.s. of (117) is equal to γ2
∑
`∈T r` = γ2
∑rmax
r=0 r·n(l,r), while the r.h.s. of (117) can be
written as
γ−2rmax−2
rmax∏
r=0
γ2c(r) = γ−2rmax−2 · γ2
[
c(0)+c(1)+···c(rmax)
]
(119)
= γ2
∑rmax
r=0
[
c(r)−1
]
.
Since, by definition, c(i)− c(i+ 1) is equal to the number of tree lines at scale r = i+ 1
and since c(rmax) = 1, we have
c(r)− 1 = n(`, r + 1) + n(`, r + 2) + · · ·n(`, rmax), (120)
where n(`, i) = c(i)− c(i+ 1). Now we sum over all scaling index r for the l.h.s. of the
above formula. We can easily the term n(`, r`k) is summed for exactly r times, so we
have
rmax∑
r=0
[
c(r)− 1] = 1 · n(`, 1) + 2 · n(`, 2) + · · ·+ rmax · n(`, rmax), (121)
which means
γ2
∑rmax
r=0
[
c(r)−1
]
= γ2
∑rmax
r=0 r·n(`,r) =
∏
`∈T
γ2r` . (122)
So we have proved Formula (117) hence have completed the proof this lemma.
Theorem 4.2 (The power counting formula). The connected Schwinger’s function is
bounded as follows:
|S2p,n| ≤ c
n
n!
∑
{τ},G,T
′∑
{σ}
n∏
i=1
[
χi(σ)γ
−(l1i+l2i+l3i+l4i )/4
] rmax∏
r=0
∏
k
γ2−e(G
k
r )/2 , (123)
which means that the two-point functions are linearly divergent, the four point functions
are marginal while Schwinger functions with external legs 2p ≥ 6 are irrelevant.
Remark 4.1. Remark that once the final spanning tree T and the Gallavotti tree G
are determined, the jungle structure J ′ is completely determined. So we write the sum
over J ′ in (123) simply as sum over T . This theorem is only the ”raw” power counting
theorem, as we still haven’t summed over the the sectors indices in (123), which would
result in the logarithm corrections to the coupling constants.
Proof. Writing the product
∏
f γ
−lf/4 in Formula (115) as
∏n
i=1 e
−(l1i+l2i+l3i+l4i )/4 and
taking into account the conservation of momentum at each vertex i, the result follows.
Now we consider summation over the sector indices associated to the fields hooked to
the vertices i = 1, · · · , n, taking into account the constraints from the conservation of
momentum. We have the following sector counting lemma:
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Lemma 4.2 (Sector counting lemma for bare vertices). Let f1, · · · , f4 be the four half
fields associated with the vertex i ∈ Gkr with scaling indices j1, · · · , j4, sector indices
σ1 = (s1,+, s1,−), · · · , σ4 = (s4,+, s4,−) and the generalized scaling indices r1 · · · , r4
such that rf1 = rf2 = rf3 = r while rf4 > r. There exists a positive constant c such
that, for fixed σ4, we have∑
σ1,σ2,σ3
χ(σ1, σ2, σ3, σ4)M
−(l1+l2+l3)/4 ≤ c.r . (124)
Proof. This lemma has been proved in [34] for a similar setting. We present a proof here
for reader’s convenience and for completeness. First of all remark that among the four
half fields f1, · · · , f4 hooked to vertex i in a node Gkr with sector indices σ1, · · · , σ4
and depth indices l1i , · · · , l4i , we can always choose one external leg, say, f4, as the
root half line, hence the generalized scaling index r4 greater than all the other indices
r1 = r2 = r3 = r. We can always organize the sector indices σ1 = (s1,+, s1,−), · · · , σ3 =
(s3,+ , s3,−) such that s1,+ ≤ s2,+ ≤ s3,+ and s1,− ≤ s2,− ≤ s3,−. From the support
properties of the propagators we know that, among the three sector indices, either σ1
collapses with σ2 or one has s1,± = j1, such that j1 < min{j2, · · · , j4}. So we can
consider the following possibilities:
• if σ1 ' σ2, then we have s2,± = s1,± ± 1. The depth indices are arranges as
l1 ≤ l2 ≤ l3. Then the l.h.s. of (124) is equal to∑
σ1,σ3
γ−(2l1+1+l3)/4 ≤ O(1)
∑
σ1
γ−l1/2
∑
σ3
M−l3/4 . (125)
Using the fact that rk = ik + lk/2 and lk = sk,+ + sk,− − jk + 2, we have
lk = 2(sk,+ + sk,− − rk + 2), for k = 1, · · · , 3. For fixed s1 = (s1,+, s1,−), the sum
over σ3 = (s3,+, s3,−) can be easily bounded:∑
σ3=(s3,+,s3,−)
γ−l3/4 =
∑
σ3=(s3,+,s3,−)
γ−(l3−l1)/4γ−l1/4 (126)
≤
∑
s3,+≥s1,+
γ−(s3+−s1,+)/2
∑
s3,−≥s1,−
γ−(s3−−s1,−)/2γ−l1/4 ≤ C · γ−l1/4 .
Now we consider the sum over σ1. Since s1,+ + s1,+ ≥ r − 2 (cf. Formula (96)),
taking into account the factor γ−l1/4 from the above formula, we have:
∑
σ1
γ−l1/2 · γ−l1/4 ≤ γ3r/2
r∑
s1,+=0
γ−3s1+/2
r∑
s1,−=r−2−s1,+
γ−3s1−/2 (127)
≤ γ3r/2
r∑
s1,+=0
γ−3s1+/2γ−3r/r+3s1+/2 ≤ C · r .
• if the sector indices s1,± = j1, the smallest scaling index among the four, we have
l1 = j1 + 2. The sum over σ1 is simply bounded by γ
−j1/4 and the sum over
σ3 ≥ σ2 gives the constant. as in the previous case. The sum over σ2 gives the
factor r so the results is bounded by c · γ−j1/4r ≤ c · r.
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So we proved this lemma.
Formula (123) suggests the following: a) the un-renormalized two-point functions are
linearly divergent, b) the four point functions are marginal while c) Schwinger functions
with external legs 2p ≥ 6 are irrelevant. However we still need to sum over the sectors,
which results in corrections to the power-counting formula. We call these corrections
the logarithmic power-counting. We shall study the statements b) and c) in this section
and consider a) in the next section, for which we need renormalizations. The statements
b) and c) have been proved in a very similar setting in [34], with the multi-slice analysis
and the sector counting lemma introduced above. So we just recall the results but omit
the proof. The interested is invited to consult [34] for more details. Before proceeding
it is useful to introduce some graphical notations.
Definition 4.2. Let G be a Gallavotti-Nicolo` tree. Let the set of external fields attached
to each node Gkr , r = 0, · · · , rmax, k = 1, · · · , c(r), be e(Gkr ) whose cardinality is noted
by |e(Gkr )|. A biped b is a node in the GN tree G such that |e(Gkr )| = 2. Remark
that the two external fields of a biped can be hooked to two different vertices or to the
same vertex. A biped tree GB is a subtree of a Gallavotti-Nicolo` tree in which the set
nodes, noted by V (GB), composes of the following elements: i) the bare nodes V of G,
ii), the set of bipeds B := {Gkr , r = 1, · · · , rmax; k = 1, · · · , c(r)
∣∣ |e(Gkr )| = 2} and
iii) the root node of G which corresponds to the complete graph G. The lines of GB
are the natural inclusion relations of the nodes V (GB). An element b ∈ B is called
a biped. To each biped b we also identify its external fields eb = {ψ¯b, ψb} and define
EB := ( ∪b∈B eb) \ e(G) as the set of external fields of B.
Similarly, we can define the quadruped GN trees, as follows.
Definition 4.3. A quadruped q is a node of a Gallavotti-Nicolo` tree G which has four
external fields. The set of all quadrupeds in a G is noted by Q. A quadruped tree GQ is
a subtree of G whose set of nodes, noted by V (GQ), composes of the following elements:
the bare nodes of G, the quadruped Q and the root of G which is the complete graph
G. Remark that both the bare vertices and the root can be considered as quadrupeds.
The tree lines of GQ are the inclusion relations of its nodes. Define also the set of
external fields associated to a certain q is by eq and the set of external fields of Q by
EQ = (∪q∈Qeq) \ e(G).
The convergent GN tree is defined as follows.
Definition 4.4. A convergent Gallavotti-Nicolo` tree GC is a subtree of a Gallavotti-
Nicolo` tree which doesn’t contain the nodes B nor Q. The set of nodes of GC, noted
by V (C), is the union of the set of leaves Vn of G with the set convergent nodes C :={
Gkr , r = 1, · · · , rmax, k = 1 · · · c(r)
∣∣ |e(Gkr )| ≥ 6}.
We have the following proposition concerning the relations for the nodes in the various
sub-trees of the GN tree defined above:
Proposition 4.1. Let V (G), V (GC), V (GQ) and V (GB) be the set of nodes of the GN
trees G, GC, GQ and GB, respectively, we have
V (GC) = Vn ∪ C = V (G) \ (B ∪ Q), V (GQ) = Vn ∪Q = V (G) \ (B ∪ C),
V (GB) = Vn ∪ B = V (G) \ (C ∪ Q),
and V (G) = Vn ∪ B ∪Q ∪ C. (128)
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We have the following definitions for the corresponding Schwinger’s functions:
Definition 4.5. We can define the following Schwinger functions SC2p, S
Q
2p, S
C
2p corre-
sponding the the GN trees GC, GQ and GB of all orders n = 0, 1, · · · . SC2p is called the
convergent Schwinger functions, which are the contributions to the Schwinger functions
S2p from the convergent graphs, namely all the contributions quadrupeds Q and bipeds
B are taken away. So we have p ≥ 3 for SC2p. SQ2p is called the quadruped Schwinger
function, in which all the contributions from the bipeds are taken away, and we have
p ≥ 2. Finally SB2 is the biped Schwinger function, in which the root graph of the GN
tree is a biped graph.
Remark 4.2. Remark that the quadruped Schwinger functions SQ and the biped Schwinger
functions SB are also called the localized Schwinger functions. The localization pro-
cedure ( cf. [9] , [15]) for our setting corresponds to the selection of SQ and SB from
the general Schwinger functions.
Before considering the localized Schwinger functions, we shall first of all study the
analytic properties of the convergent Schwinger function SC2p.
4.2 Convergent contributions
The convergent Schwinger function SC2p is defined as:
SC,2p =
∑
n
λnSC,2p,n, (129)
SC,2p,n =
1
n!
∑
B=∅,Q=∅
{τ},J
′∑
{σ}
(J )
∏
v
∫
Λβ,L
dxv
∏
`∈T
∫ 1
0
dw`Ci,σ`(x`, y`) detleft(C(w)). (130)
We have the following theorem:
Theorem 4.3 (The Convergent contributions (see also [34]). The connected Schwinger
functions SC,2p, p ≥ 3 whose perturbation series are labeled by GN c are analytic in λ
for λ log T ≤ Chence their radius of convergence RT at temperature T satisfies
RT ≤ C/| log T |. (131)
Proof. The main idea for the proof is from [34], which is for a different model. We try
to make our proof more simpler and more pedagogical. The interested readers are also
invited to compare the sector sum here with that in [9] or [17] for the case of strictly
convex Fermi surfaces.
First of all we rewrite Formula (130) to make the sum over the GN trees more explicit,
we have:
SC,2p,n =
1
n!
∑
{Gkr ,r=0,··· ,rmax;k=1,··· ,c(r)},
B=∅,Q=∅
∑
τ
′∑
{σ}
(J )
∏
v
∫
Λβ,L
dxv
∏
`∈T
∫ 1
0
dw`Ci,σ`(x`, y`) detleft(C(w)), (132)
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By Lemma 4.1 we have (see also Formula (123))
|SC,2p,n| ≤ c
n
n!
∑
{Gkr ,r=0,··· ,rmax;k=1,··· ,c(r)},
B=∅,Q=∅
∑
τ ,T
′∑
{σ}
n∏
i=1
[
χi(σ)e
−(l1i+l2i+l3i+l4i )/4
·
rmax∏
r=0
γ2−|e(G
k
r )|/2
]
(133)
≤ c
n
n!
∑
{Gkr ,r=0,··· ,rmax;k=1,··· ,c(r)},
B=∅,Q=∅
∑
τ ,T
′∑
{σ}
n∏
i=1
[
χi(σ)e
−(l1i+l2i+l3i+l4i )/4
]
·
n∏
i=1
γ−[r
1
i+r
2
i+r
3
i+r
4
i ]/6,
where we have used the fact that 2 − |e(Gkr )|/2 ≤ −|e(Gkr )|/6 for |e(Gkr )| ≥ 6 and the
fact that
rmax∏
r=0
γ−|e(G
k
r )|/6 =
n∏
i=1
γ−[r
1
i+r
2
i+r
3
i+r
4
i ]/6.
Now we consider the term
′∑
{σ}
n∏
i=1
[
χi(σ)e
−(l1i+l2i+l3i+l4i )/4
] n∏
i=1
γ−[r
1
i+r
2
i+r
3
i+r
4
i ]/6 (134)
and sum over the sector indices.
At each slice r we shall sum over the sector indices s± for each vertex i, using the
constraints from conservation of momentum. First of all we fix the half field with
maximal r index (chosen as r4 for the field f4), which eventually goes to the root.
Conservation of momentum implies that either the two smallest sector indices among
the four, chosen as s1,± and s2,±, are equal (modulo ±1) or the smallest sector index
s1,± = j1, the smallest scaling index. Remark that, since the scaling indices for the
four fields are not necessarily the same, we can’t directly apply Lemma 4.2. So besides
summing over the sector indices s1,±, for which we pay the factor max{r1i , r2i }, we also
need to sum over the sectors s3,±, for which we have (see the proof of Lemma 4.2)∑
s3,+,s3,−
γ−l
3
i /4 ≤ c1.r3i , (135)
for a certain positive constant c1. So at each vertex we lose a factor cr¯ · r3i , where
r¯ = max{r1i , r2i }. So at each vertex i = 1, · · · , n, the sum over sectors other than the
root sector in (134) is bounded by
n∏
i=1
rmax∑
r1i ,··· ,r4i=0
[r¯γ−r
1
i /6γ−r
2
i /6 · r3i γ−r
3
i /6γ−r
4
i /6] ≤ c3. (136)
Finally, when all the scaling indices are summed up and we arrive at the final slice rmax,
we still have to sum over the sector index for the root half lines, one for each vertex i,
33
which is easily bounded by rmax = 3jmax/2 = 3| log T |/2. Summing over all the GN
trees and spanning trees cost a factor cnn!, where c is certain positive constant (see
[34] for the detailed proof of this combinatorial result.). So the convergent Schwinger
function is bounded by
|SC,2p,n| ≤
∞∑
n=0
O(1)n|λ|n| log T |n, (137)
which means that the series is convergent for O(1)|λ|| log T | < 1, |λ| < c/| log T |. So
we proved this theorem.
4.3 The quadruped Schwinger’s functions
In this section we study the analytic properties of the quadruped Schwinger functions
SQ, for which the corresponding Gallavotti-Nicolo` trees are quadruped trees GQ.
It is convenient to introduce the conservation of momentum not only to all the bare
vertices but also to the quadrupeds q ∈ Q. We have
SQ =
∞∑
n=0
λnSQ,n, (138)
SQ,n =
1
n!
∑
GQ,EQ
∑
τ
′∑
{σ}
(J )
n∏
i=1
χi({σ})
∏
q∈Q
χq({σ})
∏
v
∫
Λβ,L
dxv
∏
`∈T
∫ 1
0
dw`Cr`,σ`(x`, y`) detleft(C(w)). (139)
We have the following theorem:
Theorem 4.4. Let T be a fixed positive number, which is the temperature of the model.
Let RQT = {λ | |λ log2 T | < 1} be a set of values of the coupling constant λ, the
quadruped Schwinger functions SQ(λ) are analytic functions of λ for λ ∈ RT , and the
radius of convergence RQT for the perturbation series satisfies
RQT ≥ c/| log2 T | , (140)
where c is a positive constant.
First of all let us introduce the following definitions.
Definition 4.6. Let q ∈ GQ be any quadruped. Following the tree lines in GQ from the
root to the leaves, q is linked directly to a set of quadrupeds {q′1, · · · , q′dq}, dq ≥ 1. These
quadrupeds, which could be either bare vertices or general quadrupeds, are called the
maximal sub-quadrupeds of q. The number dq of the maximal sub-quadrupeds contained
in q is equal to the number of links in GQ starting at q.
Remark 4.3. Remark that we always follow the root-to-leaves direction in GQ when
we consider the links start at any quadruped q. A maximal sub-quadruped q′ of q may
still contain some sub-quadrupeds q′′1 , · · · , q′′d(q′). By definition, the inclusion relation
between a quadruped q and a sub-quadruped q′′ is not a link.
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First of all we have the following lemma.
Lemma 4.3 (Sector sum for a single quadruped). Let q be any quadruped in GQ of scal-
ing indices r, which is linked to dq maximal sub-quadrupeds q
′
1, · · · , q′dq . Let the external
fields of q be f1q , · · · , f4q , with scaling indices r1q , · · · , r4q and sector indices σ1q , · · · , σ4q ,
respectively. Let the external fields of q′v, v = 1, · · · qd, be f1v , · · · , f4v , with scaling in-
dices r1v , · · · , r4v and sector indices σ1v = (s1v,+, s1v,−), · · · , σ4v = (s4v,+, s4v,−), respectively.
Let χv({σv}), v = 1, · · · , dq, {σv} := {σ1v , · · · , σ4v}, be the constraints indicating the
conservation of momentum at q′v, we have
∑
{σ1},··· ,{σdq}
dq∏
v=1
χv({σv})χq({σ})e−[l1v+l2v+l3v+l4v ]/4 ≤ ccqrcq−1. (141)
Proof. Let T be the spanning tree in the root node G of GQ and Tq = T ∩ q be the
set of tree lines in q. Among all the internal fields contained in q we fix the one frq
with the maximal scaling index, which we call it the root field of q, whose scaling index
rq is called the scaling index of the root. Remark that the root field may belong to
any maximal sub-quadruped of q. We also fix a root field in each of the other dq − 1
quadrupeds, as the one whose scaling index is the maximal among the four external
fields. Define the external vertices of q as the external maximal sub-quadrupeds q′ to
which the external fields of q are hooked. So there are two of them, which are called e
and e′. We also call a maximal sub-quadruped of q a vertex. We start summing over
the sector indices from the external vertex e towards e′, following the tree lines Tq.
First of all we consider the constraints on the four sector indices at the external vertex
e. Since the external fields are fixed, their sector indices are also fixed. Since the
root field is also fixed, the sector index for the last field, which belongs to the tree line
which connects the next vertex, which is called q′1., is also fixed. Now we consider sector
indices of q′1. The root sector indices are always fixed. By conservation of momentum,
there could be two kinds of constraints (cf. Proposition 3.3) on the sector indices: case
a) the smallest two sector indices of q′1 collapse and case b) the smallest one is equal
to the smallest scaling index j of q′1. In the former case, both of the two fields belong
to the tree lines, one connects with the external vertex and one connects to the next
vertex, and their sector indices are all fixed. Then the sector indices for the last field of
q′1 are also fixed. Continuing this analysis until we arrive at the other external vertex,
we find that, once the sector indices for all the root fields are fixed, all sector indices
in q are fixed.
In the latter case, when the sector indices s± of a field, which is called f , is equal to
its smallest scaling index jf , then the scaling index is equal to rf = 3jf/2, which is
completely determined. rf must be the minimal scaling index among the four fields
and f must belong to the tree line connecting f with the starting external vertex.
Hence the root sector indices of the external vertex is also determined, by conservation
of momentum. However there must be a second external field in q′1 that belongs to the
tree line connecting the next vertex q′2. Let’s call this field f ′. Then the sector indices
for f ′ is undetermined and should be fixed by hand.
Now we consider the vertex q′2. If the sector indices of the external fields of q′2 collapse,
then we go back to case a) and continue the analysis. If we have the constraints of case
b) then the sector indices of f ′ in the previous vertex are determined but we need to
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fix new sector indices for a field belongs to the tree line, in addition to the root ones.
Finally we arrive at the vertex adjacent to e′, for which the newly fixed sectors for the
field that belongs to the tree line connecting with e′ is determined by the root sectors
of e′.
In conclusion, in order to sum up all the sector indices for q, we just need to sum
up all the root sector indices. What’s more, after fixing root field frq , there must by
another fields contracts with frq and we have one pair of sector indices less to sum.
Since summing over each root sector is bounded by (cf. Lemma 4.2 )∑
(sv,+,sv,−)
γ−l/4 ≤ c.rv, (142)
where rv is the scaling index for the root field at vertex v, for which we have rv ≤ rq ≤ r,
finally we have
∑
{σ1},··· ,{σdq}
dq∏
v=1
χv({σv})χq({σ})e−[l1v+l2v+l3v+l4v ]/4 ≤ ccqrcq−1. (143)
So we have proved this lemma.
Proof of Theorem 4.4. The idea and main techniques for proving this lemma are from
[34]. Remark that, since summing over all the quadruped trees is indeed a multi-slice
analysis, it is useful to write down explicitly the scaling indices r of the nodes q ∈ GQ.
We note a quadruped q by qkr , r ∈ [0, rmax], k ∈ [1, c(r)], and write a quadruped tree
as GQ = {qkr , r = 0, · · · , rmax, k = 1, · · · , c(r)}. The quadruped Schwinger’s functions
satisfies the following bound (cf. Formula (133)):
|SQ,n| ≤ c
n
n!
∑
{qkr ,r=0,··· ,rmax;k=1,··· ,c(r)},
B=∅
∑
τ ,T
′∑
{σ}
∏
q∈Q
χq({σ})
n∏
i=1
[
χi(σ)e
−[l1i+l2i+l3i+l4i ]/4
]
·
rmax∏
r=0
γ2−|e(G
k
r )|/2 . (144)
One major difference from the convergence case (cf. Formula (133)) is that, for any
quadruped qkr we have the 2−|e(qkr )|/2 = 0. So we couldn’t gain any convergent factor
from the power-counting. But since we also introduce the conservation of momentum on
the external legs of every quadruped, we have additional constraints on the summation
over the sector indices, which have been introduced in detail in Lemma 4.3. Once we
have Lemma 4.3, the conclusion easily follows.
We start the summation procedure over the sector indices from the leaves to the roots,
following the quadruped tree. The first quadruped q1 at certain scaling index r contains
the bare vertices as the maximal sub-quadrupeds. The next one q2 may contain q1,
some other non-trivial quadrupeds at the same scaling index as q1 and some other bare
vertices. For each quadruped q we apply Lemma 4.3, until we arrive at the root node
of GQ. So we have:
|SQ,n| ≤
∏
q∈Q
[
c
cq
1
rmax∑
r=0
rcq−1
]
≤
∏
q∈Q
c
cq
2 | log T |cq , (145)
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in which c1 is a positive constant, the sum over scaling indices in [· · · ] means that we
sum over the root scaling indices for each quadruped q, from 0 to rmax = 3| log T |/2,
and we have used the fact that the number of all possible quadruped trees is bounded
by cnn! (see [34]), and c2 = 3c1 · c/2.
Recall the following well-known inductive formula∑
q∈Q
dq = |Q|+ n− 1 ≤ 2n− 2, (146)
where |Q| is the cardinality of the set of quadrupeds Q, for which we have |Q| ≤ n− 1.
Formula (146) can be easily proved by induction (see also [8], [1]).
Finally we have the following bound for the quadruped Schwinger function:
|SQ,n| ≤
∏
q∈Q
O(1)dq | log T |dq ≤ O(1)2n−2| log T |2n−2, (147)
and
|SQ(λ)| ≤
∞∑
n=0
O(1)2n−2 · λn · | log T |2n−2, (148)
Define
RQT := {λ ||λ log2 T | < 1}, (149)
then the Schwinger function SQ(λ) is an analytic function for λ ∈ RQT . So we proved
this theorem.
Remark 4.4. Remark that, taking into account the contributions from the quadruped
graphs, the analytic domain RQT of of the Schwinger’s functions becomes much smaller
than RcT . This fact also set a constraint to the analytic domains for the biped Schwinger
functions. Let the analytic domain for the whole Schwinger’s functions by RT and the
analytic domain for the bipeds be RbT . Then we have
RT = RbT ∩RcT ∩RQT ⊆ RQT , (150)
no matter how big RbT is. So the coupling constant λ is always bounded by
|λ| < 1/j2max = 1/log2 T . (151)
5 The 2-point functions
In this section we study the convergent and analytic properties of the self-energy of
the model. One important question is that if the system is a Fermi liquid when the
temperature is low enough. This can be checked if they meet the Salmhofer’s criterion,
which is a set of conditions concerning the convergence and regularity properties of the
1PI 2-point Schwinger functions in the momentum space, at finite temperature, i.e.,
the self-energy in the momentum space at finite temperature:
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Theorem 5.1 (Salmhofer’s criterion on Fermi liquid at T > 0 [36]). A 2-dimensional
many-fermion system with dispersion relation Ω and interaction V is a Fermi liquid
if the thermodynamic limit of the momentum space Green’s functions exists for |λ| <
λ0(T ) and if there are constants C0, C1, C2 > 0 independent of T and λ such that
the following holds. The perturbation expansion for the momentum space self-energy
Σ(λ, k) converges for all (λ, T ) with |λ log T | < C0, and the self-energy Σ(k, λ) satisfies
the following regularity conditions:
• Σ(k, λ) is twice differentiable in k and
max
β=2
‖∂βΣ(k)‖∞ ≤ C1. (152)
• the restriction to the Fermi surface Σ(k, λ){0}×F ∈ Cβ0(F ,R) and
max
β=β0
‖∂βΣ(k, λ)‖∞ ≤ C1, (153)
where β0 > 2 is the degree of differentiability of the dispersion relation Ω.
Remark the original form of Salmfofer’s criterion is concerning the regularity properties
of the skeleton graphs. But since the self-energy doesn’t satisfy these regularities, we
don’t need to consider further the skeleton graphs.
We study first the connected 2-point Schwinger functions S2(y, z), where y and z are the
coordinates for the two external fields. It is useful to expand the Schwinger functions
to the order of n+2 and identify the two vertices which contract with the two external
fields as the external vertices for the graphs of the Schwinger functions. Remark that a
tadpole graph has only one external vertex.. Using the BKAR jungle formula we have:
Sc2(y, z) =
∞∑
n=0
λn+2
n!
∫
(Λβ,L)n
d3x1 · · · d3xn
∑
G
∑
GB
∑
EB
∑
{σ}
∑
T ,τ
(∏
`∈T
∫ 1
0
dw`
)
·
[∏
`∈T
C(f`, g`)
]
· det
(
C(f, g{w`})
)
left
, (154)
where GB is the set of all possible Gallavotti-Nicolo` trees of bipeds that are compatible
with the general GN trees G and T is the set of spanning trees in the roots of GB which
are connecting all the n+ 2 vertices.
Remark that the connected Schwinger functions can only tell us the information of
the connectedness of the graphs (i.e. information about the tree lines). However,
Salmhofer’s criterion are concerning about the analytical properties of the self-energies,
whose corresponding Feynman graphs have the one particle irreducible structures (1PI
for short), which means that the graph can not be disconnected by deleting one line.
So we need to further expand the resulting determinant in (154) to extract additional
lines to ensure the 1PI property. As have been noted by many experts in constructive
renormalizaton theory, this is in contradiction with the spirit of constructive physics, as
expanding loop lines may generate unbounded combinatorial factors which deteriorate
the convergence of the perturbation series. However there is one way to perform this
auxiliary expansion and generate the 1PI graphs constructively, which is called the
multi-arch expansions [15].
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There are two equivalent ways to define the 1PI Schwinger functions Σ2(y, z) from the
connected one Sc2(y, z): by introducing the source terms coupled to the external fields
and using Legendre transform, and using the graphical method, namely replacing all
the connected graphs (trees) in Formula (154) by one particle irreducible graphs. We
shall follow the second method in this paper. Let {Γ} be the set of 1PI graphs over
n+ 2 vertices, we can formally ”define” the self-energy as:
Σ2(y, z) =
∞∑
n=0
λn+2
n!
∫
(Λβ,L)n
d3x1 · · · d3xn
∑
G
∑
GB
∑
EB
∑
{σ},τ
∑
{T }
∑
{Γ}
(155)
(∏
`∈T
∫ 1
0
dw`
)
·
[∏
`∈T
C(f`, g`)
][ ∏
`∈Γ\T
C(f`, g`)
]
· det
(
C(f, g{w`})
)
left,Γ
.
Remark that the above expression for the self-energy is only a formal one, as we have
to be very careful about the meaning of 1PI graphs over n+ 2 vertices. Expanding all
1PI graphs simply makes the above expansion divergent. A mathematically meaningful
definition will be given only after we introduce the multi-arch expansions.
5.1 The renormalization of the two-point function
Now we discuss the renormalizations for the two point-functions. Let Σr(y, z) be the
amplitude of a biped b of scaling index r, whose external momentum are ke1 and ke2
and are fixed. Let the external fields of b be φe1 and φe2 with scaling index re. So we
have r < re, by definition. Without losing generality, we can choose the external field
φe1 to be a smooth function localized at the point y: φe1(y
′) = η(y′)δ(y′ − y), where
η ∈ Gs0, and choose the field φe2 as
φe2(z) = c.η(z)γ
−re/4e−
1
2
[|y0−z0|γ−j0+|y+−z+|γ−s++|y−−z−|γ−s− ]α .
Then the amplitude of biped writes:∫
dy′dz φe1(y
′)Σr(y, z)φe2(z) (156)
=
∫
dy[
∫
dz Σr(y, z)]φe1(y)φe2(y) +
∫
dydz Σr(y, z)φe1(y)[φe2(z)− φe1(y)].
:=
∫
dydz φe1(y)[τ + (1− τ)]Σr(y, z)φe2(z),
where τ is the localization operator and (1− τ)Σ is the remainder term. The first term
is called a local term, because both of the external fields are hooked at the vertex x.
Now define δµr(y) = −[∫ dz Σr(y, z)], which will be canceled by the counter-term at
scale r. In other words, for any scaling index r ∈ [0, rmax], we add the corresponding
term
∫
dyδµrφe1(y)φe2(y) to the bare counter-term δµ
1
rmax
∫
dyφe1(y)φe2(y), and we
have:
δµr + δµrrmax = δµ
r−1
rmax , (157)
which defines the renormalized counter-term at scale r−1. The BPHZ condition states
that
rmax∑
r=0
δµr + δµ1rmax = 0. (158)
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It is important to estimate the amplitude of the counter-terms at any scale r, in order
to prove the boundedness of δµ1rmax . We have the following theorem:
Theorem 5.2. There exists a positive constant K such that
|δµ1jmax | ≤ K|λ|, (159)
where λ ∈ RT := {λ | |λ log2 T | < 1}.
We will proved this theorem in Section 5.5. Remark that since |δµ1jmax | cancels exactly
with the sum of the localized terms at any order n, we can prove this theorem by
proving that the amplitudes of the localized terms of any order n are bounded. In the
future sections just assume this theorem to be correct, until we prove it in the last
section. So we forget the counter-terms δµ for the moment.
The rest terms in (156) are called the remainder terms. We consider first the term:∫
d3yd3z φe1(y)Σr(y, z)[φe2(z)− φe1(y)]
=
∫
d3zd3y φe1(y)Σr(y, z)
[
(z − y) · [∂zφe2(z) |z=y ]+ 12(z − y)2 · [∂2zφe2(z) |z=y ]
+
1
2
∫ 1
0
dt(1− t)∂2zφe2(tz + (1− t)y)
]
. (160)
Remark that the first term on the R.H.S. of (160) is vanishing due to symmetry, except
for the term ∫
d3yd3z φe1(y)(z0 − y0)Σr(y, z)∂y0φe2(y). (161)
The idea for bounding this term is to use the decaying property of the tree propagators
and use the fact that the scaling indices of the internal lines in Σ is lower than that of
the external lines φe. Let
Cr0(y
′, z′) = O(1)γ−r0−l/2e−d
α
r0
(y′,z′),
be a tree propagator with scaling index r0 inside the biped, where
dr0(y
′, z′) = [γ−ir0 (y′0 − z′0) + γ−s+(y′+ − z′+) + γ−s−(y′− − z′−)],
then we have
|y′0 − z′0|e−d
α
r0
(y′−z′)| ≤ γir0e−dαr0 (y′−z′), (162)
while
∂x0φe2(y) ≤ O(1)γ−ieφe2(y). (163)
We can always choose the internal propagators such that ie > ir0 so that we gain the
convergent factor γ−(ie−ir0 ).
Similarly, the second term of (160) can be written as:
1
2
∫
dydz φe1(y)Σr(y, z)
[
(z0 − y0)2∂2y0φe2(y)
+(z′+ − y′+)(z′− − y′−)∂y+∂y−φe2(y)
]
. (164)
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While the first term can be treated similarly in (161), there are more subtleties for the
second term and the third term, since
|y′+ − z′+|z′− − y′−||e−d
α
r0
(y′−z′)| ≤ γsr0,++sr0,−e−dαr0 (y′−z′), (165)
while
∂y+∂y−φe2(y) ≤ O(1)γ−(s+,e+s−,e)φe2(y). (166)
As proved in Section 5.4 (see also [1] for more details), we can always choose the optimal
internal propagators such that s+,e + s−,e ≥ sr0,+ + sr0,− and we gain the convergent
factor γ−[(s+,e+s−,e)−(sr0,++sr0,−)]. The last term in (160) is the remainder term of the
2nd order Taylor expansion and is bounded in the same way as (164).
If the biped b is a connected component in a Gallavotti-Nicolo` tree, we have to re-
place the external fields φe1 and φe2 by external propagators, and the renormalization
procedure are almost the same (cf. Section 5.5).
5.2 The Multi-Arch expansions for 1-PI graphs
In this part we shall study the analytic properties for the self-energies, whose underlying
Feynman graphs are 1-particle irreducible. We consider first the self-energy without the
contributions of the general tadpoles. So it is more convenient to distinguish the two
external vertices to which the two external fields are hooked and expand the Schwinger
functions to the order of n+2. Remark that such two-point Schwinger functions receive
contributions not only from the bipeds but also the quadruped graphs and the nodes
with more external fields. In order to take into account all these contributions to the
self-energies, we consider not only the biped trees GB but also the full Gallavotti-Nicolo`
tree structure for the Schwinger functions. Fortunately, the contributions from the
quadruped graphs only set constraints to the analytic domain of the coupling constant
as RQ = {λ | λ| log T |2 < 1}, but don’t contain any other divergent terms, and the
convergent part are really finite if the values of the coupling constant are constrained
in RQ (cf. Remark 4.4.).
As have been discussed in the previous paragraphs, the connected Schwinger functions
(cf. Formula (154)) are not 1PI in general. So they don’t contribute to the self-energy.
In order to derive the 1PI structure of the Feynman graphs and the corresponding
Schwinger function Σb, we need to introduce a new expansion, called the multi-arch
expansion, in addition to the BKAR forest expansion. Remark that although the
generalized tadpole graphs are automatically one-particle irreducible, they may contain
subgraphs that are general bipeds. So we still need the multi-arch expansions for them.
In this subsection we shall consider the amplitudes for general 1PI biped graphs and
introduce the multi-arch expansions in detail. The general tadpoles will be studied in
the next sections.
The multi-arch expansion is an auxiliary expansion for the integrand of the connected
two-point function:
F ({C`}T , {C(fi, gj)}) =
[∏
`∈T
Cσ(`)(f(`), g(`))
]
det({C(fi, gj)})left,T , (167)
which further expands the loop determinant in the above formula in such a way that the
resulting two point function is 1PI (the corresponding Feynman graphs are 1PI) and
no unbounded combinatorial factors can be generated. So it is a convergent expansion.
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We write the determinant for the loop lines as det({C(fi, gj)})left,T to emphasize that
the spanning tree is fixed when we perform the multi-arch expansion. Let T be a
spanning tree over n+ 2 vertices {y, z, x1 · · · , xn} and P (y, z, T ) be the unique path in
T connecting y and z, which are the two ends of the path. Suppose that there are p+1
vertices in the path P (y, z, T ), with p ≤ n + 1, then we can label each vertex in the
path with an integer starting with 0 for y and increasing towards p + 1 for z. Let Bi
be a branch in T at the vertex labeled by i ∈ [1, p+ 1], which is defined as the subtree
in T whose root is the vertex in P (y, z, T ) labeled by i. We fix two half lines in the
path P (y, z, T ), called the external legs, each attached to one end vertex, so there are
2(n + 2) half lines left, which are the fields and anti-fields, to be contracted to form
the determinant detleft. We also call these fields and anti-fields the remaining fields
and denote the set of the remaining fields by Fleft. Define a packet Fi as the set of the
remaining fields restricted to the branch Bi. Obviously, there are p+1 packets in total
and Fi ∩ Fj = ∅ for i 6= j. In other words, Fleft,T can be written as the disjoint union
of the p packets: Fleft,T = F1 ∪ · · · ∪ Fp. Among all possible contractions of the pairs
of fields and anti-fields to form the determinant detleft, we select through an explicit
Taylor expansion with an interpolating parameter s1 those which have a contraction
between an element of F1 and an element belongs to ∪pk=2Fk, as follows. Let {C(fi, gj)}
be the elements in the remaining determinant for any loop lines {(fi, gj)}, define
C(fi, gj)(s1) := s1C(fi, gj) if f1 ∈ F1, g1 /∈ F1, (168)
:= C(fi, gj) otherwise, (169)
we have
det({C(fi, gj)})left,T = det({C(fi, gj)(s1)})left,T
∣∣
s1=1
(170)
= det({C(fi, gj)(s1)})left,T
∣∣
s1=0
+
∫ 1
0
ds1
d
ds1
det({C(fi, gj)(s1)})left,T
The first term on the second line at s1 = 0 means that there is no loop line connecting
F1 to its complements and the graph remains one particle reducible in the y−z channel.
The second term means that there is a contraction joins a half-line, which we call it
f1, in F1 with a half line which is called g1, in Fk1 , 1 ≤ k1 ≤ p. Then graphically we
add to T an explicit line `1 = (f1, g1) joining the packet F1 to Fk1 . This newly added
line `1 is also called a loop-line or an arch. We also call F1 the starting packet of the
contraction and index of F1, which is 1, is called the starting index of `1. Similarly
Fk1 is called the arriving packet of the contraction and k1 the arriving index of `1.
These definitions are to be generalized to an arbitrary contraction between a pair of
packets and the associated arch. The new graph T ∪ {`1} becomes 1-PI between the
vertices y and xk1 . If k1 = p, then we are done. Otherwise we test whether there
is a contraction between an element of ∪k1k=1Fk and its complement, by introducing a
second interpolation parameter s2:
C(fi, gj)(s1, s2) := s2C(fi, gj)(s1) if fi ∈ ∪k11 Fk, gj ∈ ∪pk1+1Fk , (171)
:= C(fi, gj)(s1) otherwise . (172)
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Then we have:
det({C(fi, gj)(s1)})1,left,T = det({C(fi, gj)(s1, s2)})1,left,T })|s2=1
= det({C(fi, gj)(s1, s2)})1,left,T })|s2=0
+
∫ 1
0
ds2
d
ds2
det({C(fi, gj)(s1, s2)})1,left,T }). (173)
Again the first term at s2 = 0 means that the block ∪k1i=1Fk is not linked to its com-
plement by any loop line, so that it is a generalized tadpole graph. The second term
can be written as∫ 1
0
ds2
d
ds2
det({C(fi, gj)(s1, s2)})1,left,T }) (174)
=
∫ 1
0
ds2
∂
∂s2
C(fi1 , gj1)(s1, s2) ·
∂
∂C(fi1 , gj1)
det({C(fi, gj)(s1, s2)})1,left,T }),
with fi1 ∈ ∪k11 Fk, gj1 ∈ ∪pk1+1Fk and we have
∂
∂s2
C(fi1 , gj1)(s1, s2) = C(fi1 , gj1) if fi2 ∈ ∪k1i=2Fk
= s1C(fi1 , gj1) if fi2 ∈ F1. (175)
Graphically, formula (174) means that we have a contraction between the loop field fi1
and gi1 so we add to T another line `2 = (fi1 , gi1) joining the two packets. Now the
new graph T ∪ {`1, `2} becomes 1-PI between the vertices y and xk2 . Similarly for an
arch ends at the packet Fkr , the corresponding interpolated propagator is defined as
C(fr, gr)(s1, · · · , sr) = srC(fr, gr)(s1, · · · , sr−1). (176)
We continue the interpolation process until the whole graph becomes 1-PI. Suppose
that we stop the process at step m ≤ p, which means that we add m lines to a T to
form a 1-PI biped graph, the set of newly added loop lines {`1, · · · , `m} is called an
m-arch system:{
`1 = (f1, g1), · · · , `m = (fm, gm)
∣∣∣ f1 ∈ F1, g1 ∈ Fk1 ; f2 ∈ ∪k1r=1Fr, g2 ∈ ∪Fk2k1+1;
· · · ; fm ∈ ∪km−1r=1 Fr, gm ∈ Fkm = Fp; k1 ≤ · · · ≤ km; m ≤ p
}
. (177)
We have the following expression for the loop determinant:
det
({C(fi, gj)})left,T = ∑
m−arch−systems
(f1,g1),··· ,(fm,gm)
with m≤p
∫ 1
0
ds1 · · ·
∫ 1
0
dsm
[
∂
∂s1
C(f1, g1)(s1) · ∂
∂s2
C(f2, g2)(s1, s2) · · · ∂
∂sm
C(fm, gm)(s1, s2, · · · , sm) ·
· ∂
mdetleft,T∏m
r=1 ∂C(fr, gr)
(
{sr}
)]
, (178)
where the sum is over all m-arch systems with p vertices. It is useful to have a more
explicit expression for the second line of the above formula. We have:
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Proposition 5.1. Let `r be a loop line in an m-arch system introduced above. Let
qr be the number of loop lines that fly over `r, namely those loop lines whose starting
indices are smaller than or equal to that of `r while whose arriving indices are greater
than that of `r. Let
∏m
r=1C(fr, gr)(s1, · · · , sr−1) be the compact form of the second line
of formula (178), then we have
m∏
r=1
C(fr, gr)(s1, · · · , sr−1) :=
m∏
r=1
∂srC(fr, gr)(s1, · · · , sr)
=
[ m∏
r=1
C(fr, gr)
] · [ m∏
r=1
sqrr
]
. (179)
Proof. This proposition can be easily proved by induction, using the definition of the
interpolated propagators (c.f. (176), (175)). Indeed if the starting indices of the suc-
cessive loop lines in a m-arch system is also in the strictly increasing order, then there
is no interpolation parameter left in the product
∏m
r=1 ∂srC(fr, gr)(s1, · · · , sr); There
can be an factor sikk left when there are loop lines which completely fly over `k, whose
number is exactly equal to the power ik, which is equal to qk, by definition. So we
proved this proposition.
Remark 5.1. Remark that the remaining determinant on the third line of (178) sat-
isfies all properties of the initial determinant, especially the positivity property, because
all the sr interpolations are always performed between a subset of packets and its com-
plement. So the final covariance, as function of the parameters sr, is a convex combi-
nation with positive coefficients of block-diagonal covariances. So these sr parameters
don’t alter Gram’s bound on the remaining determinant.
We still have to check the fact that no factorials can be generated in the multi-arch
expansions, which is highly not trivial: by construction, while the arriving index for
a successive arch is increasing, the departure index has not to be so. Potentially a
factorial might be generated for choosing the departure field once the arriving field is
fixed. We will show that the possible factorials are damped by the integration over the
interpolation parameters. This has been proved in detail in [15, 1]. Here we collect
some basic notions and results of [15, 1], for completeness.
In order to formulate this more explicitly, let’s introduce more notations concerning
the multi-arch graphs.
Definition 5.1. Let Ln = {`1, · · · , `n} be a set of n loop lines, n ≤ m, in an m-arch
system such that the arriving indices of these lines are put in the increasing order. The
set Ln is said to form a nesting system if the starting index of the last line `n is the
smallest one among all the starting indices of the loop lines in Ln. In this case the loop
lines {`1, · · · , `n−1} are said to be useless in that the graph remains 1PI if these loop
lines are all deleted.
Remark 5.2. Remark that a nesting system may contain a subset of loop lines that still
form a nesting system. The nesting systems are indeed the source of the combinatorial
factors.
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From Proposition 5.1 we know that only the nesting loop lines contribute to the interpo-
lating factors in (179). So the sum over allm-arch systems over p vertices, which may re-
sult in combinatorial factors, should be weighted by the integral
(∏m
r=1
∫ 1
0 sr
) ∏m
r=1 s
qr
r .
The result is stated in the following lemma ( see also [1]):
Lemma 5.1. Let n ≥ 1 be the number of vertices of the 1-PI graph formed in the
m-arch expansions. There exist some numerical constants c and K such that:
p∑
m=1
∑
m−arch−systems
(f1,g1),··· ,(fm,gm)
with m≤p
( m∏
r=1
∫ 1
0
sr
) m∏
r=1
sqrr ≤ cKn. (180)
Proof: This lemma for a similar setting has been proved in the appendix of [15]. Since
this lemma is in the combinatorial nature and applicable to our case without any new
techniques, we just omit the proof and ask the interested reader to look at [15] for
details ( see also [1] for graphical explanations of the multi-arch expansions ).
We have the following lemma concerning the amplitude of the 1PI Schwinger functions:
Lemma 5.2. The amplitude of the 1PI biped graphs is given by:
Σb(y, z) =
∞∑
n=0
λn+2
n!
∫
Λn
d3x1...d
3xn
∑
{τ}
∑
GB
∑
external fields
EB
∑
spanning trees T∑
{σ}
∑
m−arch systems(
(f1,g1,...,(fm,gm))
)
with m≤p
(∏
`∈T
∫ 1
0
dw`
)(
m∏
r=1
∫ 1
0
dsr
)(∏
`∈T
Cσ(`)(f`, g`)
)
(
m∏
r=1
C(fr, gr)(s1, ..., sr−1)
)
∂m detleft,T∏m
r=1 ∂C(fr, gr)
({w`}, {sr}) . (181)
In order to get better bounds for the general biped Schwinger functions, we introduce
a second auxiliary BKAR tree expansion, called the 2-particle-irreducible multi-arch
expansions, which completes the 1PI graphs into the 2PI (graphs that remain connected
after deleting two lines) and one-vertex irreducible(graphs that remain connected after
deleting one vertex) graphs. As we will see later, 2PI graphs give us more constraints
for summing over the sector indices. We have the following lemma for the second
multi-arch expansions on the Schwinger functions:
Lemma 5.3. The amplitude for the 2PI biped graphs, obtained from the two-level
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multi-arch expansions is
Σb(y, z)2PI =
∞∑
n=0
λn+2
n!
∫
Λn
d3x1...d
3xn
∑
{τ}
∑
biped structures
B
∑
external fields
EB∑
GB
∑
spanning treesT
∑
{σ}
∑
m−arch systems(
(f1,g1),...(fm,gm)
)
∑
m′−arch systems(
(f ′1,g′1),...(f ′m′ ,g
′
m′ )
)(∏
`∈T
∫ 1
0
dw`
)(∏
`∈T
Cσ(`)(f`, g`)
)(
m∏
r=1
∫ 1
0
dsr
)(
m′∏
r′=1
∫ 1
0
ds′r′
)
(
m∏
r=1
C(fr, gr)(s1, ..., sr−1)
)(
m′∏
r′=1
C(f ′r′ , g
′
r′)(s
′
1, ..., s
′
r′−1)
)
∂m+m
′
detleft,T∏m
r=1 ∂C(fr, gr)
∏m′
r′=1 ∂C(f
′
r′ , g
′
r′)
({w`}, {sr}, {s′r′}), (182)
where we have summed over all the first multi-arch systems with m loop lines and
the second multi-arch systems with m′ loop lines. The underlying graphs are two-line
irreducible as well as one vertex irreducible.
Proof. This lemma simply states the result of a second multi-arch expansion for the
2-point Schwinger functions, on top of the multi-arch expansion introduced above,
which permits us to obtain the 2-PI Schwinger functions from the 1PIs. Recall that
a 2PI Schwinger function is the one whose underlying graphs are not disconnected by
deleting two lines in the graph. Since this construction has been present in great detail
in [1], we don’t repeat it here but invite the interested reader to look at that paper for
details. Remark that the second multi-arch expansion respects again positivity of the
interpolated propagator at any stage, and remains constructive.
Before considering the amplitudes of general 1PI graphs, let us consider first a tadpole
graph, which is local at one vertex. Let F2,n = F
′
2,n−1||T r|| be the amplitude of a
biped graph with n vertices which contains a tadpole T r at scaling index r, whose
amplitude is noted by ||T r||. Remark that F ′2,n−1 may contain other tadpoles terms.
Let F ′2,n = F ′2,n−1δµr be the amplitude of the graph which is formed by contraction
of the fields in F ′2,n−1 with the fields in a counter-term δµr
∫
d3xψ2(x), such that
the counter-term located at the same position as the tadpole. To form the graph for
F ′2,n−1δµr we just replace the tadpole vertex by the counter-term vertex. We can always
choose δµr = −||T r||. So we have F2,n + F ′2,n = 0. See Figure 5 for an illustration of
the cancellation of a tadpole graph with the corresponding counter-term. Remark that
the graph corresponds to the term F ′2,n−1δµr is unique.
Since the simple tadpole terms are related to the counter-term, it is important to
calculate the amplitude for a single tadpole. We have
Lemma 5.4. Let T be a tadpole graph and T j be its amplitude at slice j, let λ ∈ RT ⊆
RqT (cf. Formula (149) and Lemma 4.4) be the coupling constant. There exist two
positive constants O(1) and O(2) such that:
O(1)(|λ|j)γ−j ≤ ‖T j‖ ≤ O(2)(|λ|j)γ−j . (183)
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+ =0
Figure 5: Cancellation of a tadpole term with the corresponding counter-term. The
small dots are the bare interaction vertices and the big dot is the counter-term vertex.
Deleting the vertex contained in the dashed square in each of the two graphs one
obtains the graph for F ′2,n−1.
Proof. For any scaling index 0 ≤ j ≤ jmax, we have:
‖T j‖ = |λ|
∑
σ=(s+,s−)
∣∣∣ ∫ dk0dk+dk−C˜j,σ(k0, k+, k−) ∣∣∣ ≤ O(1)|λ| ∑
(s+,s−)
γ−s+−s− . (184)
Since 0 ≤ s± ≤ j and s+ + s− ≥ j − 2, we have
∑
(s+,s−)
γ−s+−s− =
( j∑
s+=0
γ−s+
) ( j∑
s−=j−2−s+
γ−s−
)
. (185)
Now using the fact that
γ−j+2+s+ ≤
j∑
s−=j−2−s+
γ−s− ≤ γ−j+2+s+ 1− γ
−(2+s+)
1− γ−1 , (186)
we have
O(1)(|λ|j)γ−j ≤ ‖T j‖ ≤ O(2)(|λ|j)γ−j . (187)
So we proved this lemma.
Since both the upper bound and the lower bound for the amplitude of a tadpole T j
have been obtained, we have the following corollary:
Corollary 5.1. Let T j(p) be the amplitude of a tadpole at scaling index j, there exist
two constants O′′(1) and O′′(2) such that
O′′(1)γj ≤ || ∂
2
∂p2
T j(p)|| ≤ O′′(2)γj , (188)
which is divergent for j = jmax and jmax → ∞. So that the second derivative of
a tadpole amplitude is not uniformly bounded. This is an important evidence that the
current model does not show Fermi liquid behavior when the temperature is low enough.
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Proof. The momentum p is bounded by γ−j at scale j, so that for each derivation w.r.t.
the momentum we get a scaling factor γj . So we proved this lemma.
Finally we can easily prove the following lemma for the amplitude of the full tadpole.
Lemma 5.5. Let T =
∑jmax
j=0 T
j be the full tadpole and ||T || be its amplitude. There
exist two positive constants O(1)′ and O(2)′ such that:
O(1)′|λ| ≤ ‖T‖ ≤ O(2)′|λ|. (189)
Proof. Because ||T || = ∑jmaxj=0 ||T j ||, we can prove this lemma directly by summing over
the indices j, using the explicit expression for ||T j ||.
Since the cancellation between a tadpole term with a counter-term is exact, tadpoles
don’t contribute to the self-energy. So the graphs we will consider in the future sections
are all tadpole free.
5.3 Summing over the sectors indices.
In this part we consider the summation over the sectors indices for biped graphs, which
is similar to that for the quadrupeds graphs. We have the following lemma:
Lemma 5.6. Let br be a 2PI biped with root scaling index r and contains n bare
vertices. There exists a positive constant C such that the summation over all the sector
indices for the internal fields of b subject to conservation of momentum is bounded by
Cnrn−1.
Proof. Consider such a 2PI biped br. Let Tb = br ∩T be the tree lines in br. Conserva-
tion of momentum on each vertex and on the external fields of the biped b implies that
the two external fields have identical sector indices. We choose a root field fr for each
vertex and among all the root fields we select the one with maximal scaling index, as
the root index for the whole biped. Since the sectors for the external fields are fixed,
it is easy to find that all the other sector indices are determined. What’s more, there
must be another field which contract with the root field fr. So have at most n − 1
independent sectors to be summed. Since summing over each pair of sector indices is
bounded by r, the result is the bound Cnrn−1.
Remark that this bound is not optimal. The number of pairs of sector may be further
reduced when the 2PI biped is formed by more arches that are not useless. But this
bound is enough for our purpose.
Since to each vertex is associated a coupling constant λ, which is bounded by (| log T |2)−1
in the analytic domain RT , and since we expand the self-energy to the order or n+ 2,
the summation over all sector indices for the 2PI biped graph with n + 2 vertices is
bounded by:
Cn|λ|n+2rn+1 ≤ Cn(λ2r2)|λ log2 T |n( r| log T |2 )n ≤ C ′n(λ2r2), (190)
where C ′ is a fixed positive constant.
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5.4 The ring sectors and the optimal power-counting formula for the
self-energy
Let T be the fixed spanning tree of the graph and L be the set of loop lines generated by
the two-level multi-arch expansions, such that L∪T is a 2PI graph. Menger’s theorems
ensure that any such 2PI multi-arch graph has three line-disjoint independent paths
and two internally vertex-disjoint paths joining the two external vertices [1] of the
graph. Among the three paths in L∪T we can always choose a ring structure R obtain
the optimal bounds for the self-energy.
Definition 5.2. A ring R is a set of two paths, noted by PR,1, PR,2, in L ∪ T , which
connect the two vertices y and z and satisfy the following conditions. Firstly, the two
paths in R don’t have any intersection on the paths or on the vertices, except on the
two external vertices y and z. Secondly, the lines in the ring are chosen as optimal:
let b be any node in the biped tree GB, then at least two external fields of b are not
contained in the ring.
We have:
Lemma 5.7 ([1]). We can always choose two paths in L ∪ T which satisfy all the
conditions in the above definition, hence form a ring R.
Proof. This lemma of combinatorial nature has already been proved in [1], so we don’t
repeat it here but ask interested reader to look at that paper for details.
The definition of the ring lines implies that the propagators in the ring have smaller
scaling indices (hence higher momentum) than the ones that are not contained in the
ring. Now we explain why it is useful to have two explicit line-and-vertex disjoint
paths. Let P1(y, z) = (y, x1, · · · , xp1 , z) be an integration path in the ring in which y, z
are fixed external vertices and (x1, · · · , xp1) are the internal vertices. There are p1 + 1
propagators in the path but we only perform integration for the first p propagators,
with respect to the corresponding end vertices. So there is one propagator Cxp1 ,z that
we don’t integrate out and we gain the convergent factor γ−r1−l1/2, which is the pre-
factor of that propagator. If we have two such paths, there is a second propagator in
the second path that is not integrated out w.r.t. its end vertex and we gain another
convergent factor γ−r2−l2/2.
The conservation of momentum also sets constraints to the sector indices for the ring
propagators. So we need to regroup some of the sectors so that the ring propagators
have minimal r indices and s± indices. The newly adjusted sectors are called the ring
sectors. The construction of ring sectors has been introduced in [1], Section V II.1 −
V II.2. Since this construction is rather straightforward and has been discussed in
great detail in [1], we don’t repeat it here but ask the interested reader to consult [1]
for details.
After all these preparations, we are ready prove the main theorem concerning the
self-energy:
Theorem 5.3. Let Σ2(y, z)
r be the biped self-energy with root scaling index r, let the
corresponding Gallavotti-Nicolo` tree is noted by Gr. Let λ ∈ RT and let σGr be the set
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of all possible sector indices that is compatible with the Gallavotti-Nicolo` tree Gr. Then
there exists a constant O(1) such that:
|Σ2(y, z)r| ≤ λ2r2 sup
σ∈σG
O(1)M−3r(σ)e−cd
α
σ (y,z), (191)
|y+ − z+||y− − z−||Σ2(y, z)r| ≤ λ2r2 sup
σ∈σG
O(1)M−2r(σ)e−cd
α
σ (y,z), (192)
|y0 − z0||Σ2(y, z)r| ≤ λ2r2 sup
σ∈σG
O(1)M−2r(σ)e−cd
α
σ (y,z). (193)
Proof. A similar result for a different setting has been proved in [1], sections VIII to X,
and can be applied to our case without introducing any new techniques. So we don’t
repeat the proof here but ask the interested readers to consult [1] for details.
Summing over the scaling indices r from 0 to rmax, and using the fact that rmax =
3jmax/2 = 3| log T |/2, we have:
Corollary 5.2. There exist three positive constants c1, c2 and c3 such that
|Σ2(y, z)≤rmax | ≤ c1λ2| log T |3 , (194)
|y+ − z+||y− − z−||Σ2(y, z)≤rmax | ≤ c2λ2| log T |3 , (195)
and
|y0 − z0||Σ2(y, z)r| ≤ c3λ2| log T |3. (196)
We can formulate Theorem 5.3 in the momentum space representation and we have:
Theorem 5.4 (The bound for the self-energy in the momentum space.). Let Σˆr(λ, k)
be the self-energy for a biped of scaling index r in the momentum space representation
and λ ∈ RT . There exists a positive constant O(1) such that:
|Σˆr(λ, k)| ≤ O(1)λ2r2γ−r, (197)
|| ∂
∂kµ
Σˆr(λ, k)|| ≤ O(1)λ2r2, (198)
| ∂
2
∂kµ∂kν
Σˆr(λ, k)| ≤ O(1)λ2r2M r. (199)
Remark 5.3. This theorem states that the self energy is uniformly C1 for |λ| <
1/| log T |2, which is smaller than the ”required” domain of analyticity |λ| < c/| log T | in
Slamhofer’s criterion. The second derivative for the self-energy is growing with respect
to r, which is unbounded as T tends to zero. So that the system lose the Fermi liquid
behavior and becomes a Luttinger liquid.
Proof of Theorem 5.4. Remark that the expressions for the self-energy in (191) and
(197) are simply Fourier dual to each other. So they are equivalent. Here we just
check that formula (197)-(199) can be derived from (191). Let Σ(y, z) be the Fourier
transform of Σˆ(p). The left hand side of (191) reads
|Σr(y, z)| = |
∫
dp Σˆ(p)eip(y−z)| ≥ γ−2r|Σˆr(p)|, (200)
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while
|Σr(y, z)| ≤ λ2r2O(1)M−3r, (201)
so we have
|Σˆr(p)| ≤ λ2r2O(1)M−r. (202)
So we have obtained (197). Since the momentum p is bounded by γ−r at scaling index
r, first order differentiation w.r.t. p on the r.h.s. term of (197) gives (198) while the
second order differentiation gives (199).
We have the following theorem for the lower bound for the sunshine graph, which is
the simplest biped graph with two vertices connected by three propagators.
Theorem 5.5. Let ΣˆrS be the self-energy of the sunshine graph of scaling index r. Let
K and K ′ be two positive constant. We have the following lower bound for ΣˆrS and its
second . ∣∣∣ΣˆrS(k)∣∣∣ ≥ Kλ2| log T |2M−r , (203)∣∣∣∣ ∂2∂kµ∂kν ΣˆrS(k)
∣∣∣∣ ≥ K ′λ2| log T |2M+r , (204)
in the special case of µ, ν in the (+,+) direction and incoming momentum (k0 =
piT, k+ = 1, k− = 0).
Proof. This theorem can be proved straightforwardly with the techniques introduced
in [2]. So we don’t repeat it here.
Figure 6: A sunshine graph.
5.5 Proof of Theorem 5.2.
In this section we will study the flow of the counter-term δµ and prove Theorem 5.2.
By definition, the counter-term is introduced to cancel the amplitude of the local terms
and the amplitude of the counter-term is equal to the minus of the amplitudes of these
terms. In order to estimate the bound for the counter-term it is enough to estimate
the bounds for the summation of all local terms.
Remark that there are three kinds of local terms: the tadpole term, the localized term:
Σ≤rmax(x) =
rmax∑
r=0
∫
d3x Σr(x, y), (205)
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in which all the tadpoles are canceled by renormalization, and the generalized tadpole
terms, which is a tadpole whose internal lines are decorated by 1PI bipeds. See Figure
7 for an example of a generalized tadpole.
Figure 7: A generalized tadpole.
Recall that Lemma 5.5 states that the amplitude of a tadpole is bounded by:
||T || ≤ K1|λ|, (206)
where K1 is a positive constant and |λ| < 1/| log T |2. So the contributions from the
tadpoles are corrected bounded.
Now we consider the bound for the localized term. We have:
||Σ≤rmax2 (x)|| ≤
rmax∑
r=0
∫
d3x |Σr2(x, y)|. (207)
Since the integrand is bounded by (cf. Theorem 5.3, Formula (191) )
|Σr2(y, z)| ≤ O(1)|λ|2r2 sup
σ∈σG
γ−3r(σ)e−cd
α
σ (y,z), (208)
we can perform the integration in (207) along the spanning tree in the 1PI graph, for
which the spatial integration is bounded by
|
∫
d3xe−cd
α
σ (y,z)| ≤ c′.γ2rT , (209)
where rT is the maximal scaling index among the tree propagators. Combine the above
two terms, we have:∑
r
∫
dx0dx+dx− |Σr2(x, y)| ≤ O′(1)
∑
r
|λ|2r2γ−r ≤ K2|λ|2, (210)
where K2 is another positive constant. Since |λ|2  |λ| for λ ∈ RT , the amplitudes of
the localized term is also bounded by K2|λ|.
Now we consider the amplitude for a generalized tadpoles, which is formed by con-
tracting a chain of bipeds with a bare vertex. Let T gn be a generalized tadpole which
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contain n irreducible and renormalized bipeds and n+ 1 propagators connecting these
bipeds. Let the scaling index of an external propagators be re and the lowest scaling
indices in the biped by ri. Obviously all external propagators have the same scaling
indices, due to conservation of momentum.
We can factorize T gn as products of more elementary terms
TΣ(re, ri, λ, x) =
∫
dx1
∫
dy1C
re(x, x1)(1− τ)Σri(x1, y1), (211)
each of which corresponds to the part contained in the dashed square in Figure 7. To
remember that (cf. Section 5.1) each of the above form is bounded by∫
dx1dy1|x1,0 − y1,0| · |Σri(x1, y1)| · | ∂
∂x1,0
Cr
e
(x, x1)|, (212)
or ∫
dx1dy1|x1,+ − y1,+||x1,− − y1,−||Σri(x1, y1)| · | ∂
∂x1,+
∂
∂x1,−
Cr
e
(x, x1)|. (213)
Using the face that je + se+ + s
e− = 2re and se+ + se− ≥ re, we have
| ∂
∂x1,0
Cr
e
(x, x1)| ≤ O(1)γ−2ree−d(x,x1),
and
| ∂
∂x1,+
∂
∂x1,−
Cr
e
(x, x1)| ≤ O(1)γ−2ree−d(x,x1),
By Theorem 5.3, Formula (192) and (193), which states that
|x1,0 − y1,0||Σri(x1, y1)| ≤ O(1)γ−2rie−dα(x1,y1),
and
|x1,+ − y1,+||x1,− − y1,−||Σri(x1, y1)| ≤ O(1)γ−2rie−dα(x1,y1),
we can easily find that, after performing the integration, each of the above term is
bounded by
O(1)γ2r
e
γ2r
i
γ−2r
e
γ−2r
i ≤ O(1).
Since there is a propagator in T gn whose position coordinates are not integrated, we
have
||T gn || ≤
n∏
i=1
||
∑
ri
TΣi (r
e, ri, λ, x)|| · ||Cre(xn, x)||L∞ ≤ O(1)n|λ|2n+1| log T |nγ−je , (214)
which is simply bounded by the amplitude of a simple tadpole of scaling index re.
Summing over the indices re and using the fact that |λ log2 T | < 1, then there exists a
positive constant K3 such that we have
∞∑
n=0
|T gn | ≤ 2K3|λ|. (215)
Summing up all the local terms and letK = K1+K2+2K3 we prove that the amplitudes
for all the local terms are bounded by K|λ|. Hence we proved Theorem 5.2.
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6 Conclusions and Perspectives
In this paper we proved that the doped Hubbard model on the honeycomb lattice is
not a Fermi liquid but a Luttinger liquid if the value of the bare chemical potential
is close to 1. This is very different from the Fermi liquid behavior of this model but
at half-filling, which corresponds to µ = 0 [26]. The reason for the non-Fermi liquid
behavior may partially due to the fact that the non-interacting Fermi surface is no more
convex. So it will be interesting to study the same model but for 0 < µ < 1, which
may exhibit crossovers between the Fermi liquids and the Luttinger liquids behaviors.
This would be the subject of a future work [40].
7 Appendix. The geometric properties of the Fermi sur-
faces
In this appendix we study the geometric properties of a curve in the neighborhood of
the non-interacting Fermi surface. Let Fh(k) be the boundary curve of the annulus
Ah, which is in the O(γ−2h) neighborhood of the Fermi triangle:
Fh(k) =
{
k = (k1, k2) | (216)
[cos(
√
3k2/2)] · [cos(1
4
(3k1 +
√
3k2))] · [cos(1
4
(3k1 −
√
3k2))] = φ(γ
−2h)
}
,
where φ(γ−2h) is a function whose leading term is γ−2h.
Remark that, since the size of the Fermi triangle is of order one, any part of Fh(k)
can’t be close to all three edges of the Fermi triangle: for any k ∈ Fh(k) that is in the
γ−2h vicinity of both `1 and `2, its distance to `3 must be of order one. So in order to
consider the geometrical properties of the curve, like the curvature, around the Fermi
triangle, we just need to consider the part of the curve F (k) that is close to `1 ∪ `2, in
which
`1 = {(k1, k2)|k2 = pi√
3
}, (217)
`2 = {(k1, k2) |k2 =
√
3k1 − 2pi√
3
; k1 ∈ [pi
3
, pi], k2 ∈ [0, pi√
3
]}. (218)
By the Z3 rotational symmetry we obtain the geometric properties of the entire curve.
So instead of studying the curve defined by (216), we only need to consider the (partial)
curve:
F (k1, k2) =
{
(k1, k2) | k1 ∈ [pi
3
, pi], k2 ∈ [0, pi√
3
], (219)
[cos(
√
3k2/2)] · [cos(1
4
(3k1 −
√
3k2))] = γ
−2h
}
,
It is useful to shift the k1 coordinate as k1 = k
′
1 +
2pi
3 and the equations for the two
lines become
`1 = {k2 = pi√
3
}, `′2 = {k2 = ±
√
3k′1}; k′1 ∈ [−
pi
3
,
pi
3
]. (220)
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The curvature of the Fermi curve is given by:
R =
(F 2k1 + F
2
k2
)
3
2
−F 2k2Fk1k1 + 2Fk1Fk2Fk1k2 − F 2k1Fk2k2
, (221)
where Fk1 =
∂F (k1,k2)
∂k1
, Fk1k1 =
∂2F (k1,k1)
∂k1
2 , Fk2k2 =
∂2F (k2,k2)
∂k2
2 and Fk1,k2 =
∂2F (k1,k2)
∂k1∂k2
.
After some straightforward calculations, we have:
R(k1, k2) =
2
27
[9 sin2 32k1 + 3 sin
2
√
3
2 k2]
3
2
cos 32k1 sin
2
√
3
2 k2 + sin
2 3
2k1 cos
√
3
2 k2
. (222)
In the γ−2h vicinity of `1 ∪ `2 we have
R(k1) ' (3k1/2)
3 + γ−3h/2
γ−h
, (223)
where for two functions f ' g means that in the first Brillouin zone we have cf ≤ g ≤ df
for some constants c and d. Another important quantity is the width w(k1) of the band:
w(k1) ' γ
−h
γ−h/2 + 3k1/2
, (224)
Following [34], we can also define the anisotropic length for the sectors
l(k1) =
√
w(k1)R(k1) ' γ−h/2 + 3k1/2, (225)
which ranges from γ−h/2 to an order 1 constant and justifies the introduction of the
various sectors (cf. Figure 3).
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