In many instructional systems organized according to principles derived from recent developments in educational technology, the testing procedures being applied are criterion referenced. The major reason for applying these procedures, and not their norm-referenced counterparts, ordinarily lies in the fact that they utilize test items constructed on the basis of well-defined learning objectives. They thereby enable the test user to interpret test scores in terms of the specific knowledge and skills the student does and does not master. Norm-referenced measurements lack these properties; they are mainly of importance when the interest is in the relative standing of students in some norm group or population. Further differences between norm-referenced and criterion-referenced measurement are elucidated in Hambleton, Swaminathan, Algina, and Coulson (1978) and in van der Linden (in press).
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When used for deciding whether the student has reached the learning objectives and may proceed with the next instructional unit (or take up a new course), criterion-referenced (Meskauskas, 1976 (Lord & Novick, 1968, chap. 23) . Assuming threshold loss, they also derive an optimal cutoff score for separating masters from nonmasters. Besel (1973) , Dayton and Macready (1976) , and Macready and Dayton (1977) (Muench, 1936) . The purpose of this paper is to discuss the suitability of applying these estimation procedures to Emrick's The contribution of the above model lies not only in the possibility of using the (estimated) parameters a, (3, and ~ for theoretical and practical purposes, but also in an elegant decision rule that can be derived for granting mastery and nonmastery status to students. This rule is a monotone, nonrandomized Bayes rule, i.e., it has the form of a cutoff score c such that students with X > c are declared to be masters, those with X < c nonmasters, and the value of c is chosen to minimize the Bayes risk for a given population of students (for decision rules of this form, see, e.g., Ferguson, 1967, chap. 6, pp. 30-31) . To arrive at this optimal rule, Emrick and Adams (1971) (Lord & Novick, 1968, sec. 23.10; Walsh, 1953 Walsh, , 1959 Walsh, , 1963 Bergan, Cancelli, and Luiten (1980) , Dayton and Macready (1980) , Harris and Pearlman (1978) , Knapp (1977) , and Wilcox (1977a and Wilcox ( , 1977b and Wilcox ( , 1979a and Wilcox ( , 1979b ). An excellent review of state models for mastery test- ing is given in Macready and Dayton (1980a) .
Estimating a, {3, and Ã ssuming 1A = .50 and an a priori known ratio of the two latent success probabilities, Emrick and Adams (1969) and Emrick (1971) have shown how estimators for a and {3 can be obtained via the square root of the interitem correlation. The fact that 1A is assumed to take the value .50 (which is only mentioned in Emrick and Adams, 1969 , and has also been documented by seriously restricts the applicability of this estimation method. Moreover, there will be hardly any situations in which the ratio a/~3 is a priori known. ; see also Macready & Dayton, 1980b (Goodman, 1974 (Goodman, , 1975 (Goodman, , 1979 . This is also an iterative procedure, which generally has excellent properties and always converges (although, in some circumstances, convergence may be slow, Goodman, 1979 , and not necessarily to maximum likelihood estimates, Goodman, 1974 (Wilcox, 1977a (Wilcox, , 1977b and the estimators derived in Werts, Linn, and Joreskog (1973) (Blischke, 1962 (Blischke, , 1964 ; see also Johnson & Kotz, 1969, sec. Muench (1936) for fitting mixtures of binomials to biological data; the terminology in this paper will therefore be derived from Muench and this method will be called the &dquo;endpoint&dquo; method.
It is assumed in Reulecke's method that the applicability of Emrick's model is restricted to multiple-choice items and that a can be treated as an a priori known parameter equal to q-' (q being the number of alternatives).
To estimate {3, the endpoint method assumes that the right-hand tail of the score distribution is virtually unmixed and that U&dquo;_, and U&dquo; can therefore be considered to come from a single binomial distribution with parameters {3 and n. Equating the ratio of these observed frequencies to the ratio of their estimated expected frequencies yields which, on solving for the endpoint estimator ø, results in (see also Reulecke, 1977b ). (.40, .60) . A risk from 10 to 12 amounts to a standard error of estimation between 3 and 4, and for a 10-item test this is too large to be practicable.
Results for the moment estimators with varying mixing parameters are given in Table 2 . Going from .50 to .90, there is a slight loss in efficiency. On the whole, however, the results for both the parameter estimates and 6* are extremely good. The difference in bias and risk between a and ft' for p = .90 may be explained by the fact that 12 of the 1,000 replications did not meet the inequalities in Equation 14 , and that putting a = ~ = F, for a data set with 1A = .90 introduces a larger bias in a than in ~. No such replications were encountered for y = .50 and p = .70. A comparable impression can be derived from Table 4 , where results clearly show the previously mentioned asymptotic efficiency of the moment estimators. It appears that c* shares this property for the three loss ratio values.
The endpoint estimators showed less optimistic results. Both the estimators given in Equation 16 and 18 through 20 and the optimal cutoff scores that can be computed from these were checked.
From the great variety of parameter sets that were used, three were closer and are shown in Table 5 to illustrate how wildly the endpoint estimators fluctuate and how inefficient they are. Parameter Set I Elsewhere, the author of the paper has compared latent class and trait models for mastery testing and indicated that the latent class conception is akin to an all-or-none view of learning (van der Linden, 1978) . He also proposed to reparameterize the latent class model and expressed some criticism of the interpretation of a and (3 as probabilities of guessing and forgetting, as given in Macready and Dayton (1977 
