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LINEAR QUASI-CATEGORIES AS TEMPLICIAL
MODULES
WENDY LOWEN AND ARNE MERTENS
Abstract. We introduce a notion of enriched ∞-categories over
a given monoidal category, in analogy with quasi-categories over
the category of sets. We make use of certain colax monoidal func-
tors, which we call templicial objects, as a replacement of simplicial
objects that respects the monoidal structure. We relate the result-
ing enriched quasi-categories to nonassociative Frobenius monoidal
functors, allowing us to prove that the free templicial module over
an ordinary quasi-category is a linear quasi-category. To any dg-
category we associate a linear quasi-category, the linear dg-nerve,
which enhances the classical dg-nerve. Finally, we prove an equiva-
lence between (homologically) non-negatively graded dg-categories
on the one hand and templicial modules with a Frobenius struc-
ture on the other hand, indicating that nonassociative Frobenius
templicial modules and linear quasi-categories can be seen as re-
laxations of dg-categories.
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1. Introduction
The present paper constitutes the first step in a project aimed at the
study of linear ∞-topoi, which should stand to Grothendieck abelian
categories as ∞-topoi stand to Grothendieck topoi. Based upon the
distinctive flavour of the Gabriel-Popescu theorem when compared to
Giraud’s theorem, one may expect the corresponding higher categorical
theory to have distinctively “linear” features as well. In the present
paper we establish a suitable underlying notion of linear ∞-category,
which already brings up several novel issues.
A large part of the paper is developed in the context of more general
enrichment in a suitable monoidal category V (which is supposed to be
cocomplete and such that the tensor product preserves colimits in each
variable). Note that models for enriched∞-categories were already put
forth in [Lur16] and [GH15]. However, for our purpose we decided it
would be worthwhille to develop an elementary approach from scratch.
The precise relation of our attempt with the higher works remains to
be elucidated.
The theory of quasi-categories was initiated by Boardman and Vogt
[BV73], extended by Joyal [Joy02], and more recently impressively fur-
thered by Lurie [Lur09]. Our notion of enriched quasi-category, which
is supposed to be an enriched analogue of a quasi-category, is inspired
by what Leinster calls a homotopy monoid in [Lei00]. The leading mo-
tivating example is what we call the V-enriched nerve NV(C) of a small
V-category C. In analogy with the classical nerve, we define for n ≥ 0:
(1) NV(C)n =
∐
x0,...,xn∈C
C(x0, x1)⊗ · · · ⊗ C(xn−1, xn)
However, in general, this does not define a simplicial object. In the
absence of projection maps to the factors of the tensor product in V,
outer face maps are not available, as was noted in [Sho16,Sho18] where
homotopy monoids are used in the context of the generalised Deligne
conjecture. Instead, keeping the endpoints x0 and xn fixed, the data
(1) can be organised into a strongly unital colax monoidal functor
NV(C) :∆
op
f → QuivOb(C)(V)
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where ∆f ⊆ ∆ is the finite interval category as a subcategory of the
simplex category and QuivOb(C)(V) is the category of V-quivers with
object set Ob(C). More generally, we define (see Definition 2.4)
Definition 1.1. A tensor-simplicial or templicial V-object with base
set S is a strongly unital colax monoidal functor
X :∆opf → QuivS(V).
Templicial V-objects (with varying bases S) can be organised into a
category S⊗V (Definition 2.9).
In the appendix A, we discuss an alternative definition which avoids
the use of quivers and makes use of colax monoidal functors landing in
V. Under appropriate conditions on V, satisfied for sets and modules,
both definitions are equivalent (see Definition A.10 and Theorem A.12).
However, for our purposes, Definition 1.1 turned out more practical.
A V-quasi-category is then defined as a templicial V-object satisfying
an analogue of the weak Kan condition (Definition 2.20). We denote
the category of V-quasi-categories by QCat(V). The V-enriched nerve
gives rise to a fully faithful functor
NV : Cat(V) −→ QCat(V)
of which the essential image consists of the strongly monoidal functors
(Proposition 2.28). There is a free-forget adjunction
F˜ : SSet⇆ S⊗V : U˜
which facilitates the study of V-quasi-categories to some extent. In
particular, a templicial V-object is a V-quasi-category if and only if
U˜(X) is a quasi-category (Remark 2.21).
Remarkably, the question whether the free templicial object on a
quasi-category is a V-quasi-category turns out to be less straightfor-
ward, and motivates the introduction of nonassociative Frobenius (naF)
structures in §3.1. As the name suggest, a naF-monoidal functor is a
Frobenius monoidal functor in the sense of [DP08] in which associativ-
ity of the lax structure is dropped. From §4.1 on, we focus on the case
V = Mod(k), and we show (see Propositions 3.5, 3.7, 4.13 and 4.14):
Proposition 1.2. The following statements hold:
(a) Let X be a quasi-category, then X has a naF-structure.
(b) The functor F˜ preserves naF-structures.
(c) Let X be a templicial module with a naF-structure, then X is a
linear quasi-category.
Together, these statements imply that in the linear case, F˜ preserves
quasi-categories.
Further, we show that for a linear quasi-category X , the homotopy
category of U˜(X) can be endowed with a linear structure, giving rise
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to a linear homotopy category (Proposition 4.4). The situation can be
summarised as follows (see Theorem 4.18):
Theorem 1.3. There is a diagram of adjunctions
Cat
F
//
N

Cat(k)
Nk

U
oo
QCat
F˜
//
h
OO
QCat(k)
hk
OO
U˜
oo
which commutes in the sense that
Nk ◦ F ≃ F˜ ◦N U˜ ◦Nk ≃ N ◦ U
F ◦ h ≃ hk ◦ F˜ h ◦ U˜ ≃ U ◦ hk
Frobenius structures also play an important role in relating linear
quasi-categories to dg-categories. We denote the category of templicial
modules with an (associative) Frobenius structure by SFrob⊗ Mod(k).
Making use of an augmented, monoidal version of the Dold-Kan corre-
spondence (Proposition 5.4), we construct a linear dg-nerve functor
Ndgk : dgCat(k)→ S
Frob
⊗ Mod(k)
which enhances the classical dg-nerve [Lur16] through U˜ . Finally, in
Corollary 5.12 we show that Ndgk gives rise to an equivalence of cate-
gories
dgCat≥0(k) ≃ S
Frob
⊗ Mod(k)
This suggest that naF-templicial modules and linear quasi-categories
can be seen as relaxations of dg-categories.
In work in progress, we intend to endow their categories with model
structures and we will investigate the relation with A∞-structures.
Acknowledgement. The first named author learned about Leinster’s
homotopy monoids from Boris Shoikhet and would like to thank him
for interesting discussions on the subject. Both authors are grateful to
Dmitry Kaledin for valuable comments on the project.
2. Templicial objects
Throughout the paper, we let (V,⊗, I) denote a fixed cocomplete
monoidal category such that the monoidal product − ⊗ − preserves
colimits in each variable.
In this section, we introduce a V-enriched analogue of simplicial sets,
which we call tensor simplical or templicial V-objects (Definition 2.4).
These are obtained from colax monoidal functors (§2.2) from the finite
interval category to V-quivers through a Grothendieck construction
(§2.3), and underlie our enriched version of quasi-categories (Definition
2.20) in §2.5. In §2.4, we show that the category of templicial objects
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is cocomplete. Finally, in §2.6 we construct the enriched analogue of
the classical nerve functor. We start by recalling the relevant simplex
categories in §2.1.
2.1. Simplex categories. We will make use of the simplex categories
∆f ⊆ ∆ ⊆∆+, where:
• ∆+ is the augmented simplex category. Its objects are the posets
[n] = {0, ..., n} with n ≥ −1 (where [−1] = ∅), and its mor-
phisms are the order morphisms [m]→ [n].
• ∆ is the ordinary simplex category, which is the full subcategory
of ∆+ spanned by all [n] with n ≥ 0.
• ∆f is the category of finite intervals, which is the subcategory
of ∆ consisting of all morphisms f : [m] → [n] that preserve
the endpoints, that is f(0) = 0 and f(m) = n.
In contrast to the category ∆, both the categories ∆+ and ∆f are
naturally endowed with monoidal structures.
The monoidal structure (⋆, [−1]) on ∆+ is given by juxtaposition of
posets and morphisms, as follows. For m,n ≥ −1:
[m] ⋆ [n] = [m+ n+ 1]
For morphisms f : [m]→ [m′] and g : [n]→ [n′] in ∆+:
(f ⋆ g)(i) =
{
f(i) if i ≤ m
m′ + 1 + g(i−m− 1) if i > m
Similarly, the monoidal structure (+, [0]) on ∆f is given by identify-
ing respective top and bottom endpoints, as follows. For all m,n ≥ 0:
[m] + [n] = [m+ n]
For morphisms f : [m]→ [m′] and [n]→ [n′] in ∆f :
(f + g)(i) =
{
f(i) if i ≤ m
m′ + g(i−m) if i ≥ m
There is a well-known monoidal equivalence ∆+ ≃ ∆
op
f , the rele-
vant functor in each direction being obtained by considering posets of
morphisms into [1] (see [Joy97]).
2.2. Colax monoidal functors. For an arbitrary category C, one may
consider the functor category SC = Fun(∆op, C) of simplicial C-objects.
For a monoidal category (V,⊗, I), it makes sense to look for a variant
of SV which is compatible with the monoidal structure of V to some
extent. In order to do so, we will make use of the monoidal finite
interval category ∆f rather than the ordinary simplex category ∆. In
a first attempt, motivated by Proposition 2.1 below, we consider the
category
Colax(∆opf ,V)
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of colax monoidal functors and monoidal natural transformations.
Note that∆f is generated by the inner coface maps δj : [n−1]→ [n]
and codegeneracy maps σi : [n + 1] → [n]. That is, every morphism
f : [m]→ [n] can be uniquely expressed as
f = δi1 ...δisσj1 ...σjt
with 0 < is < ... < i1 < m, 0 ≤ j1 < ... < jt < n and s, t ∈ N such that
n− t+ s = m.
Explicitely, a colax monoidal functor X : ∆opf → V with comultipli-
cation µ and counit ǫ corresponds to a sequence of V-objects (Xn)n≥0
endowed with inner face maps dj : Xn → Xn−1 for 0 < j < n and de-
generacies si : Xn → Xn+1 for 0 ≤ i ≤ n satisfying the usual simplicial
identities, as well as morphisms
µn,m : Xn+m → Xn ⊗Xm
and
ǫ : X0 → I
satisfying naturality, coassociativity and counitality axioms (see []).
Since µ is coassociative, we have a well-defined map
µk1,...,kn : Xk1+...+kn → Xk1 ⊗ ...⊗Xkn
for all n ≥ 2 and k1, ..., km ≥ 0. Moreover, we will set µk1,...,kn to be
the identity on Xk1 if n = 1, and the counit ǫ if n = 0.
Recall that a monoidal category is cartesian if the tensor product is
given by the categorical product.
Proposition 2.1. [Lei00, Proposition 3.1.7] Let (V,×, 1) be a carte-
sian monoidal category. There is an isomorphism of categories
Colax(∆opf ,V) ≃ SV.
Example 2.2. For V = Set, we denote the category of simplicial sets
by SSet = S Set. According to Proposition 2.1, we have an isomor-
phism of categories Colax(∆opf , Set) ≃ SSet.
Suppose V is cartesian as in Proposition 2.1. Explicitly, for a sim-
plicial V-object X :∆op → V, we can consider its restriction to ∆opf as
a colax monoidal functor ∆opf → V whose comultiplication is given by
µk,l = (dk+1...dk+l, d0...d0) : Xk+l → Xk ×Xl
for all k, l ≥ 0, and whose counit is given by the terminal map
ǫ : X0 → 1.
Conversely, for a colax monoidal functor (X :∆opf → V, µ, ǫ) we obtain
outer face maps d0 and dn respectively as
Xn+1 µ1,n
// X1 ×Xn p2
// Xn
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and
Xn+1 µn,1
// Xn ×X1 p1
// Xn
where we have made use of the projections p1 and p2 from the product
to its factors.
If V is not necessarily cartesian, these projections are not available
in general and the comultiplication µ of a colax monoidal functor can
be considered as a kind of stand-in for the outer face maps.
2.3. Templicial objects. In order to use colax monoidal functors
∆
op
f → V as a model for V-enriched quasi-categories, we’d like them to
have a set of objects. In this section, we wil realise this by replacing V
by a category of V-enriched quivers.
Definition 2.3. Given a set S, a V-enriched quiver (or V-quiver) Q
on S is a family (Q(a, b))a,b∈S of objects in V. A morphism f : Q→ P
is a family of morphisms (fa,b : Q(a, b)→ P (a, b))a,b∈S in V. We write
QuivS(V) = Fun(S × S,V)
for the category of all V-quivers on S and morphisms between them.
The category QuivS(V) has a monoidal structure (⊗S, IS) given by,
for all Q,P ∈ QuivS(V) and a, b ∈ S:
(2)
(Q⊗S P )(a, b) =
∐
c∈S
Q(a, c)⊗ P (c, b) and IS(a, b) =
{
I if a = b
0 if a 6= b
where 0 is the initial object of V. We will sometimes drop the subscript
S from the notation when it is clear from context.
Definition 2.4. A pair (X,S) with S a set and X :∆opf → QuivS(V)
a colax monoidal functor is called a templicial V-object if X is strongly
unital, i.e. its counit is an isomorphism. In this case we call S the base
of X .
Note that in order to have the monoidal structure (2) available, it is
essential to consider quivers with a fixed set of objects. We can now
define the category of templicial V-objects with varying sets of objects
through a Grothendieck construction, as follows.
Construction 2.5. Let f : S → T be a map between sets. We define
f ∗ : QuivT (V)→ QuivS(V)
by setting for all V-quivers Q on T , and all a, b ∈ S:
f ∗(Q)(a, b) = Q(f(a), f(b))
and for any morphism g : Q→ P in QuivT (V), and all a, b ∈ S:
f ∗(g)a,b = gf(a),f(b)
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Note that by identifying QuivS(V) = Fun(S×S,V), f
∗ is in fact the
precomposition functor −◦ (f × f). Consequently, it has a left adjoint
given by the left Kan extension
f! = Lanf×f(−) : QuivS(V)→ QuivT (V)
In this case, f! is easily seen to be given by,
f!(Q)(x, y) =
∐
a∈f−1(x)
b∈f−1(y)
Q(a, b)
for all Q ∈ QuivS(V) and x, y ∈ T .
Lemma 2.6. For any function f : S → T , f ∗ is a lax monoidal functor
and f! is a colax monoidal functor.
Proof. Because of the adjunction f! ⊣ f
∗, it suffices to show that f ∗ is
lax monoidal. Define the unit u : IS → f
∗(IT ) of f
∗ by
ua,b =


I
id
−→ I if a = b
0→ I if a 6= b, f(a) = f(b)
0→ 0 if f(a) 6= f(b)
for all a, b ∈ S. Further, we have for any Q,P ∈ QuivT (V) that
f ∗(Q⊗T P )(a, b) =
∐
x∈T
Q(f(a), x)⊗Q(x, f(b))
(f ∗(Q)⊗S f
∗(P ))(a, b) =
∐
c∈S
Q(f(a), f(c))⊗ P (f(c), f(b))
which gives a canonical map of quivers
mQ,P : f
∗(Q)⊗S f
∗(P )→ f ∗(Q⊗T P )
It is readily verified that mQ,P is natural in Q and P , and that it is
associative and counital with respect to u. 
In the next result, we consider Set as a 2-category with discrete hom-
categories. Further, we let Cat denote the (large) strict 2-category
of categories, functors and natural transformations and MonCat the
(large) strict 2-category of monoidal categories, colax monoidal func-
tors and monoidal natural transformations. In particular, for monoidal
categories V, W we have MonCat(V,W) = Colax(V,W).
Proposition 2.7. The assignments S 7→ QuivS(V) and f 7→ f! define
a pseudofunctor (−)! : Set→ MonCat.
Proof. For any V-quiver Q with set of objects S, we obviously have that
(idS)!(Q) ≃ Q. Further, given maps of sets f : R→ S and g : S → T ,
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we have for all Q ∈ QuivS(V) and x, y ∈ T :
(g ◦ f)!(Q)(x, y) =
∐
r∈(g◦f)−1(x)
s∈(g◦f)−1(y)
Q(r, s)
g!(f!(Q))(x, y) =
∐
a∈g−1(x)
b∈g−1(y)
∐
r∈f−1(a)
s∈f−1(b)
Q(r, s)
So we have an isomorphism (g ◦ f)!(Q) ≃ g!(f!(Q)).
It follows from a direct verification that these isomorphisms make
(−)! into a well-defined pseudofunctor. 
Construction 2.8. Consider the pseudofunctor
ΦV = Colax(∆
op
f , (−)!) : Set→ Cat
sending a set S to the category Colax(∆opf ,QuivS(V)). A map of sets
f : S → T is sent to the post-composition functor f! ◦ −.
Consider the Grothendieck construction
∫
ΦV of ΦV . explicitly,
∫
ΦV
is the category over Set whose objects are all pairs (X,S) with S a set
and X :∆opf → QuivS(V) a colax monoidal functor. A morphism from
(X,S) to (Y, T ) is given by a pair (α, f) with f : S → T a map of sets
and α : f!X → Y a monoidal natural transformation in ΦV(T ). The
composition of two morphisms (α, f) and (β, g) is given by
(β, g) ◦ (α, f) = (β ◦ g!α ◦ ϕf,gX, g ◦ f)
where ϕf,g : (g ◦f)! ≃ g! ◦f! is the monoidal natural isomorphism given
by the pseudofunctor (−)!.
Definition 2.9. We denote the full subcategory of
∫
ΦV spanned by
all templicial V-objects by
S⊗V
We call the morphisms of S⊗V templicial morphisms.
Construction 2.10. Let Y be a simplicial set. By Proposition 2.1, we
may consider Y as a colax monoidal functor ∆opf → Set with comulti-
plication µ and counit ǫ. Then define for all n ≥ 0 and a, b ∈ Y0
Y˜n(a, b) = {y ∈ Yn | µ0,n,0(y) = (a, y, b)}
= {y ∈ Yn | d1...dn(y) = a, d0...d0(y) = b}
Given f : [m]→ [n] in ∆f , it follows from the simplicial identities that
Y (f) : Yn → Ym restricts to Y (f)a,b : Y˜n(a, b)→ Y˜m(a, b). Moreover, it
is clear that for all k, l ≥ 0 and a, b ∈ Y0,
µk,l|Y˜k+l(a,b) : Y˜k+l(a, b)→
∐
c∈Y0
Y˜k(a, c)× Y˜l(c, b)
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and
Y˜0(a, b) =
{
{a} if a = b
∅ if a 6= b
Consequently, Y˜ is a strongly unital colax monoidal functor, whereby
(Y˜ , Y0) is a templicial object.
Conversely, if (X,S) is a templicial object in Set, then we can define
a simplicial set X by setting for all n ≥ 0:
Xn =
∐
a,b∈S
Xn(a, b)
It is readily verified that the assignments Y 7→ Y˜ and X 7→ X can be
extended to mutually inverse equivalences between SSet and S× Set.
In Appendix A, we will present a more general comparison between
templicial V-objects and colax monoidal functors∆opf → V for suitable
monoidal categories V.
Remark 2.11. Let (X,S) be a templicial V-object and consider a, b ∈ S.
The case V = Set suggests that Xn(a, b) ∈ V should be interpreted as
the object of n-simplices with first vertex a and last vertex b.
Construction 2.12. Consider another cocomplete monoidal category
U , whose monoidal product preserve colimits in each variable. Let
H : U → V be a strongly unital colax monoidal functor that preserves
coproducts. Then for any set S, H induces a colax monoidal functor
HS : QuivS(U)→ QuivS(V)
given by HS(Q)(a, b) = H(Q(a, b)) for all a, b ∈ S.
If f : S → T is a map of sets, then because H preserves coproducts,
we have a monoidal natural isomorphism
f! ◦HS ≃ HT ◦ f!
and one can check that the functors (HS)S form a pseudonatural trans-
formation H∗. Thus we have a pseudonatural transformation
Colax(∆opf , H∗) : ΦU → ΦV
Then the Grothendieck construction supplies us with a functor
H˜ :
∫
ΦU →
∫
ΦV
Explicitely, a pair (X,S) in
∫
ΦU is sent to the pair (HS ◦X,S) in
∫
ΦV
Finally, as H is assumed to be strongly unital, each HS is strongly
unital as well and thus H˜ restricts to a functor
H˜ : S⊗U → S⊗V
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2.4. Cocompleteness. In this section we show that the category S⊗V
of templicial V-objects is cocomplete and we explicitly describe its col-
imits. We make use of the following well-known result (see for instance
Corollary 3.3.7 of [Her93]).
Proposition 2.13. Let C be a category and Ψ : C → Cat a pseudo-
functor. Assume that
(1) C is cocomplete,
(2) for every object C of C, the category Ψ(C) is cocomplete,
(3) for every morphism f in C, the functor Ψ(f) preserves colimits.
Then the Grothendieck construction
∫
Ψ is cocomplete and a colimit of
objects (Xi, Ci) with Ci ∈ C and Xi ∈ Ψ(Ci) is obtained as
colim
i
(Xi, Ci) = (colim
i
Ψ(ιi)(Xi), colim
i
Ci)
for the canonical morphisms ιi : Ci → colimi Ci in C.
Let ΦV be as in Construction 2.8. In order to apply Theorem 2.13,
we further make use of the following general result, which is not hard
to prove:
Proposition 2.14. Consider monoidal categories C and D with C
small. If D is cocomplete, then so is the category Colax(C,D), and
the forgetful functor Colax(C,D)→ Fun(C,D) preserves colimits.
Corollary 2.15. The category
∫
ΦV is cocomplete.
Proof. Since V is cocomplete, so is QuivS(V) = V
S×S for every set
S. Therefore, also ΦV(S) = Colax(∆
op
f ,QuivS(V)) is cocomplete by
Proposition 2.14. Moreover, if f is a map of sets, then f! is left ad-
joint to f ∗ and thus preserves colimits. It follows that ΦV(f) preserves
colimits as well. Thus by Theorem 2.13, the category
∫
ΦV is cocom-
plete. 
Let us explicitly describe the colimits of
∫
Ψ from Theorem 2.13 for
Ψ = ΦV . Consider a diagram
D : J →
∫
ΦV
Write D(j) = (Xj, Sj) for every j ∈ J and D(t) = (αt, f t) : D(i) →
D(j) for every t : i→ j in J . Then the colimit of D is given by
(colim D˜, S)
where S = colimj∈J S
j in Set with canonical maps ιj : Sj → S, and
D˜ : J → Colax(∆opf ,QuivS(V))
is defined by for all i, j ∈ J and t : i→ j in J :
D˜(j) = ιj!X
j and D˜(t) : ιi!X
i ≃ ιj! f
t
!X
i
ι
j
! α
t
−−→ ιj!X
j
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where the isomorphism ιi!X
i ≃ ιj! f
t
!X
i is given by the fact that ιjf = ιj .
Next we turn to templicial objects.
Proposition 2.16. The category S⊗V is cocomplete
Proof. We check that the subcategory S⊗V is closed under colimits in∫
ΦV . So let J be a small category and D : J → S⊗V ⊆
∫
ΦV a
diagram. With notations as above, the colimit of D in
∫
ΦV is the pair
(colim D˜, S). For every j ∈ J , write ǫX
j
and ǫι
j
! for the counits of Xj
and ιj! respectively.
Boiling down the definitions, we see that the counit (colim D˜)0 → IS
of colim D˜ is the composition
colim
j∈J
ιj! (X
j
0)
colimj∈J ι
j
! (ǫ
Xj )
−−−−−−−−−→ colim
j∈J
ιj! (ISj)
colimj∈J ǫ
ι
j
!
−−−−−−−→ colim
j∈J
IS
∇
−→ IS
in QuivS(V), where ∇ is the codiagonal. Now for any x, y ∈ S,
(colim
j∈J
ιj! (ISj))(x, y) ≃
{
colimj∈J
∐
a∈(ιj)−1(x) I ≃ I if x = y
0 if x 6= y
A careful verication shows that this isomorphism is precisely the com-
position ∇ ◦ colimj∈J ǫ
ι
j
! . Since ǫX
j
is assumed to be an isomorphism,
we conclude that colim D˜ is strongly counital and thus that colimD is
a templicial object. 
Lemma 2.17. Let H : U → V be a strongly unital colax monoidal func-
tor between cocomplete monoidal categories whose monoidal products
preserve colimits in each variable. Assume that H preserves colimits.
Then the induced functor of Construction 2.12
H˜ : S⊗U → S⊗V
preserves colimits.
Proof. Let J be a small category and D : J → S⊗U a diagram. With
notations as above, we have a monoidal natural isomorphism
HS ◦ colim D˜ = HS ◦ colim
j∈J
ιj!X
j ≃ colim
j∈J
ιj!HSjX
j
because H preserves colimits and HTf! ≃ f!HS for every map of sets
f : S → T . It follows that H˜ preserves colimits. 
2.5. Enriched quasi-categories. Consider the category Set with the
cartesian monoidal structure. Up to natural isomorphism, we have a
unique colimit-preserving strong monoidal functor
F : Set→ V : S 7→
∐
a∈S
I
It has a lax monoidal right adjoint
U = V(I,−) : V → Set
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Given S ∈ Set and V ∈ V, we view F (S) as the free object on S in
V and U(V ) as the underlying set of V . These notations will remain
fixed for the rest of this paper.
As F is strong monoidal and preserves colimits, it induces a functor
F˜ : SSet ≃ S× Set→ S⊗V
by Construction 2.12. Since by Lemma 2.17, F˜ preserves colimits, the
following result is immediate.
Proposition 2.18. The functor F˜ : SSet→ S⊗V has a right adjoint
U˜ : S⊗V → SSet
that is given by, for all templicial objects X and n ≥ 0,
U˜(X)n = S⊗V(F˜ (∆
n), X)
Definition 2.19. We refer to the functors F˜ and U˜ as the free tem-
plicial object functor and the underlying simplicial set functor respec-
tively.
We are now ready to define our model for V-enriched quasi-categories.
Analogously to ordinary quasi-categories, we require that a templicial
object satisfies the weak Kan condition, i.e. that it fills all inner horns.
Definition 2.20. Let (X,S) be a templicial V-object. We call (X,S)
a V-enriched quasi-category or V-quasi-category if for all 0 < k < n,
every diagram of solid arrows in S⊗V
F˜ (Λnk) _

// X
F˜ (∆n)
==③
③
③
③
③
has a lift represented by the dotted arrow. In this case, we call the
elements of S the objects of X . We denote the full subcategory of S⊗V
spanned by all V-quasi-categories by QCat(V).
Remark 2.21. By the adjunction F˜ ⊣ U˜ , it is immediately clear that
a templicial object X is an enriched quasi-category if and only if its
underlying simplicial set U˜(X) is an ordinary quasi-category.
Let Y be a simplicial set and (X,S) a templicial V-object. Then
since for all n ≥ 0 and a, b ∈ Y0:
F˜ (Y )n(a, b) = F (Yn(a, b)) =
∐
y∈Yn(a,b)
I
a templicial morphism (α, f) : F˜ (Y )→ X is equivalent to a family(
αy ∈ U
(
Xn(f(a), f(b))
))
a,b∈Y0,n>0
y∈Yn(a,b)
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along with the map f : Y0 → S, satisfying
dj(αy) = αdj(y) ∀0 < j < n
si(αy) = αsi(y) ∀0 ≤ i ≤ n
µk,n−k(αy) = αdk+1...dn(y) ⊗ αd0...d0(y) ∀0 < k < n
where we also denoted dj, si and µk,n−k for the underlying maps of sets.
Note that this family is completely determined by the entries for which
y ∈ Yn(a, b) is non-degenerate and not a face of another simplex.
Taking Y = ∆n for some n ≥ 0, we obtain:
Proposition 2.22. Consider a templicial V-object (X,S) with under-
lying simplicial set U˜(X). An n-simplex of U˜(X) is equivalent to a
pair
(3)
(
(αi ∈ S)0≤i≤n,
(
αi,j ∈ U
(
Xj−i(αi, αj)
))
0≤i<j≤n
)
such that for all 0 ≤ i < k < j ≤ n, we have
(4) µk−i,j−k(αi,j) = αi,k ⊗ αk,j
In particular, we have U˜(X)0 ≃ S.
We will write a pair (3) compactly as (αi,j)0≤i≤j≤n, with αi,i = αi.
2.6. The enriched nerve. We finish this section by introducing the
V-enriched nerve functor and discussing some properties.
Note that a V-category C with object set S = Ob(C) can be identified
with a monoid in QuivS(V). We will often write C for the underlying
V-quiver as well, and write mC : C ⊗S C → C and uC : IS → C for its
composition and unit respectively.
Given a map f : S → T of sets and a V-category D with Ob(D) = T ,
we get a V-category f ∗(D) with object set S because f ∗ is lax monoidal.
Then a V-enriched functor H : C → D can be identified with a map
f : S → T on objects along with a map C → f ∗(D) of monoids in
QuivS(V), which we also denote by H .
Construction 2.23. Let C be a small V-enriched category. For all
n ≥ 0, define the V-quiver
NV(C)n = C
⊗n
and for all i ∈ [n] and j ∈ {1, ..., n− 1}, define
dj = id
⊗i−1
C ⊗mC ⊗ id
⊗n−i−1
C : C
⊗n → C⊗n−1
si = id
⊗i
C ⊗uC ⊗ C
⊗n−i : C⊗n → C⊗n+1
By the associativity and unitality conditions on C, we have a functor
NV(C) :∆
op
f → QuivOb(C)(V)
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Further, for any k, l ≥ 0 we let
µk,l : C
⊗k+l → C⊗k ⊗ C⊗l and ǫ : C⊗0 → IOb(C)
be the canonical isomorphisms in QuivOb(C)(V). It immediately follows
that this defines a colax (even strong) monoidal structure on NV(C).
We conclude that
(NV(C),Ob(C))
is a templicial V-object, called the (V-enriched) nerve of C.
Note that explicitly, for all n ≥ 0 and A,B ∈ Ob(C) we have
NV(C)n(A,B) =
∐
A0,...,An∈Ob(C)
A0=A,An=B
C(A0, A1)⊗ ...⊗ C(An−1, An)
Lemma 2.24. Let (X, µ, ǫ) be a templicial object with base S, C a small
V-enriched category and f : S → Ob(C) a map of sets. Then we have a
bijection between monoidal natural transformations f!X → NV(C) and
quiver morphisms H : X1 → f
∗(C) such that the diagrams
(5)
X⊗21
H⊗2
// f ∗(C)⊗2 // f ∗(C⊗2)
f∗(mC)

X2
d1
//
µ1,1
OO
X1
H
// f ∗(C)
IS // f
∗(IOb(C))
f∗(uC)

X0
ǫ
>>
⑦⑦
⑦⑦⑦
⑦⑦⑦
s0
// X1
H
// f ∗(C)
commute.
Proof. Given a monoidal natural transformation α : f!X → NV(C),
define Hα to be the adjoint of α1 : f!(X1) → C. It follows from the
monoidality of α that for all n ≥ 0, αn is the composite
f!(Xn)
f!(µ1,...,1)
−−−−−→ f!(X
⊗n
1 )→ f!(X1)
⊗n α
⊗n
1−−→ C⊗n
So the assignment α 7→ Hα is injective. Moreover, it then follows from
the naturality of α that Hα satisfies (5).
Conversely, if H : X1 → f
∗(C) satisfies (5), then defining α1 as
adjoint to H and αn as above, it follows that α : f!X → NV(C) is a
natural transformation. It is immediate that α is also monoidal. 
Remark 2.25. Let C and D be small V-enriched categories, f : Ob(C)→
Ob(D) a map of sets and H : C → f ∗(D) a morphism in QuivOb(C)(V).
Then the diagrams (5) with X = NV(C) precisely express that (H, f)
is a V-enriched functor C → D.
Construction 2.26. Let (H, f) : C → D be a V-enriched functor
between small V-enriched categories. By Lemma 2.24, there exists a
unique templicial morphism
NV(H) : NV(C)→ NV(D)
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such that the quiver morphism NV(H)1 : f!(C) → D corresponds to
H : C → f ∗(D) by adjunction. A careful verification shows that this
defines a functor
(6) NV : Cat(V)→ S⊗V,
the (V-enriched) nerve functor, where Cat(V) denotes the category of
small V-enriched categories.
Note that explicitly, for all n ≥ 0 and A,B ∈ Ob(C) we have
(NV(H)n)A,B =
∐
A0,...,An∈Ob(C)
A0=A,An=B
HA0,A1 ⊗ ...⊗HAn−1,An
Proposition 2.27. The nerve functor (6) is fully faithful.
Proof. This follows from Lemma 2.24 and Remark 2.25. 
Proposition 2.28. Let (X,S) ∈ S⊗V. The following are equivalent:
(1) X is strong monoidal,
(2) (X,S) is isomorphic to the nerve of a small V-category.
Proof. The implication (2) ⇒ (1) is clear by definition of the nerve.
Conversely, suppose X is strong monoidal, i.e. its comultiplication µ
is an isomorphism. Then we have for all n ≥ 0:
µ1,...,1 : Xn
∼
−→ X1 ⊗S ...⊗S X1
in QuivS(V). Through these isomorphisms, the face d1 : X2 → X1 and
degeneracy s0 : X0 → X1, give us quiver maps
m : X1 ⊗S X1 → X1 and u : IS → X1
It follows by the simplicial identities and the naturality, associativ-
ity and counitality of µ that these maps define an associative monoid
structure on X1 in QuivS(V). That is, C = (X1, m, u) is a V-category
with set of objects S.
Finally, again by the naturality of µ, the maps µ1,...,1 combine to give
an isomorphism X ≃ NV(C) between functors ∆
op
f → QuivS(V). This
natural isomorphism is monoidal by the associativity of µ, showing that
(X,S) is isomorphic to (NV(C), S) in S⊗V. 
We end this section with some compatibility results. The adjunction
F ⊣ U between Set and V also induces an adjunction between small
ordinary and small V-enriched categories respectively, which we will
denote by
Cat
F
// Cat(V)
U
oo
Let N : Cat→ SSet denote the classical nerve functor.
Proposition 2.29. We have a natural isomorphism
NV ◦ F ≃ F˜ ◦N
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Proof. Let C be a category with set of objects S. Consider its nerve
N(C) as a templicial set. Then we have an isomorphism of V-quivers
α1 : F˜ (N(C))1 = F (N(C)1)
∼
−→ F(C)
It immediately follows from the definitions that this isomorphism satis-
fies the diagrams (5) and thus there exists a unique templicial morphism
(α, idOb(C)) : F˜ (N(C))→ NV(F(C))
extending α1. Moreover, since F and N(C) : ∆
op
f → QuivOb(C)(Set)
are strong monoidal, we find that α is an isomorphism of templicial
objects.
Finally, it is easily verified that this isomorphism is natural in C. 
Proposition 2.30. We have a natural isomorphism
U˜ ◦NV ≃ N ◦ U
Proof. Let C be a small V-category and n ≥ 0. Then we have the
following isomorphisms, natural in n and C:
U˜(NV(C))n = S⊗V(F˜ (∆
n), NV(C)) ≃ S⊗V(NV(F([n])), NV(C))
≃ V- Fun(F([n]), C) ≃ Fun([n],U(C)) ≃ N(U(C))n
where we subsequently used the isomorphism ∆n ≃ N([n]), Proposition
2.29, the fact that NV is fully faithful, and the adjunction F ⊣ U . 
Corollary 2.31. For any small V-enriched category C, the nerve NV(C)
is a V-enriched quasi-category.
Proof. This is immediate from Proposition 2.30 and Remark 2.21. 
3. Nonassociative Frobenius structures
In this section we introduce a weakening of the classical notion of
a Frobenius monoidal functor [DP08], where we no longer require the
lax monoidal structure to be associative (§3.1). This may seem like
a bit of a detour. However, these nonassociative Frobenius structures
come up quite naturally as a kind of rigidification of the composition
in ordinary quasi-categories (see Proposition 3.5). They will also play
an essential role when enriching over modules in §4.
First, in §3.2, we establish some elementary notations and properties
regarding nonassociative Frobenius structures. Next, §3.3 is devoted
to the proof of Theorem 3.14, which gives an equivalence between or-
dinary Frobenius monoidal functors ∆opf → V on the one hand and
lax monoidal functors ∆op+ → V on the other hand, and which will be
important when we define the linear dg-nerve in §5.
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3.1. Nonassociative Frobenius structures.
Definition 3.1. Let H : U → V be a functor between monoidal cate-
gories with a colax monoidal structure (µ, ǫ). A nonassociative Frobe-
nius (naF) structure on H is a pair (Z, η) with η : I → H(I) a mor-
phism in V, called the unit, and
Z : H(−)⊗H(−)→ H(−⊗−)
a natural transformation, called the multiplication, such that the fol-
lowing diagrams commute for all A,B,C ∈ U :
(7) H(A⊗B)⊗H(C)
ZA⊗B,C

µA,B⊗id
// H(A)⊗H(B)⊗H(C)
id⊗ZB,C

H(A⊗B ⊗ C)
µA,B⊗C
// H(A)⊗H(B ⊗ C)
(8) H(A)⊗H(B ⊗ C)
ZA,B⊗C

id⊗µB,C
// H(A)⊗H(B)⊗H(C)
ZA,B⊗id

H(A⊗B ⊗ C)
µA⊗B,C
// H(A⊗B)⊗H(C)
and
H(A)⊗H(I)
ZA,I
// H(A⊗ I)
H(λA)≀

H(A)⊗ I
∼
λH(A)
//
H(A)⊗η
OO
H(A)
H(I)⊗H(A)
ZI,A
// H(I ⊗A)
H(ρA)≀

I ⊗H(A)
ρH(A)
∼
//
η⊗H(A)
OO
H(A)
where λ and ρ denote the left and right unit isomorphisms respectively.
For the purposes of this paper, we will always assume that a naF-
structure is strongly unital. That is, ǫ is invertible and
η = ǫ−1
We call a colax monoidal functor equipped with a naF-structure a
naF-monoidal functor.
Example 3.2. Let H be a naF-monoidal functor as above whose mul-
tiplication Z is associative, that is for all A,B,C ∈ U :
ZA⊗B,C(ZA,B ⊗ idC) = ZA,B⊗C(idA⊗ZB,C)
Then H is a precisely a Frobenius monoidal functor of [DP08] whose
unit and counit are each others inverses. In this case, we refer to H as
an F -monoidal functor.
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3.2. Nonassociative Frobenius templicial objects. A templicial
V-object is in particular a colax monoidal functorX :∆opf → QuivS(V)
for a given set S. Let (Z, η) be a naF-structure on X with comultipli-
cation µ and counit ǫ. Then diagrams (7) and (8) become
(9) µk,lZ
p,q =
{
(Zp,k−p ⊗ idXl)(idXp ⊗µk−p,l) if p ≤ k
(idXk ⊗Z
p−k,q)(µk,p−k ⊗ idXq) if p ≥ k
for all k, l, p, q ≥ 0 such that k + l = p+ q.
We will refer to a templicial object equipped with a naF-structure
as a naF-templicial object.
Remark 3.3. By the strong unitality, it follows that µk,lZ
k,l = idXk⊗Xl
for all k, l ≥ 0.
Example 3.4. Let C be a small V-enriched category. Its nerve NV(C)
is a strong monoidal functor∆opf → QuivOb(C)(V). In particular, NV(C)
is a naF-templicial object whose multiplication is given by the inverses
of the comultiplication maps µk,l : C
⊗k+l ∼−→ C⊗k ⊗ C⊗l.
For example, let A be a k-algebra considered as a one-object k-
linear category. Then Nk(A)n = A
⊗n for n ≥ 0 and the multiplication
and comultiplication of Nk(A) as a Frobenius functor correspond to
the usual multiplication (concatenating tensors) and comultiplication
(separating tensors) on T (A) = ⊕n≥0Nk(A)n.
An example of a naF-templicial object that is not Frobenius in the
classical sense comes from ordinary quasi-categories. Recall that by
Construction 2.10 we may identify simplicial and templicial sets.
Proposition 3.5. Let X be an ordinary quasi-category. Then, X has
a naF-structure.
Proof. We define a map of quivers Zp,q : Xp×Xq → Xp+q by induction
on p, q ≥ 0. Take 0-simplices a and b of X . Then
(Xp ×Xq)(a, b) =
∐
c∈X0
Xp(a, c)×Xq(c, b)
So let x ∈ Xp(a, c) and y ∈ Xq(c, b) for some basis element b, and
assume that x and y are non-degenerate.
In case p = 0 or q = 0, respectively define
Z0,q(a, y) = y and Zp,0(x, b) = x
Now if p > 0 and q > 0, choose Zp,q(x, y) to be a (p+ q)-simplex of
X such that for all i ∈ [p+ q] :
di(Z
p,q(x, y)) =
{
Zp−1,q(di(x), y) if i < p
Zp,q−1(x, di−p(y)) if i > p
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This simplex exists because X is a quasi-category and the described
faces form a horn Λp+qp → X . Indeed, it follows by induction that for
all i < j in [p+ q] \ {p}:
• If j < p:
di(Z
p−1,q(dj(x), y)) = Z
p−2,q(didj(x), y)
= Zp−2,q(dj−1di(x), y) = dj−1(Z
p−1,q(di(x), y)
• If i < p < j:
di(Z
p,q−1(x, dj−p(y)) = Z
p−1,q−1(di(x), dj−p(y))
= dj−1(Z
p−1,q(di(x), y))
• If p < i:
di(Z
p,q−1(x, dj−p(y)) = Z
p,q−1(didj(x), y)
= Zp−2,q(dj−1di(x), y) = dj−1(Z
p−1,q(di(x), y))
Further, if x = si(x
′) or y = si(y
′) for some x′ ∈ Xp−1, y
′ ∈ Xq−1, set
Zp,q(si(x
′), y) = si(Z
p−1,q(x′, y))
Zp,q(x, si(y)) = si+p(Z
p,q−1(x, y′))
It follows that Zp,q is natural in p and q.
We verify equation (9). Let k, l ≥ 0 with k+ l = p+ q, then if k ≤ p:
µk,l(Z
p,q(x, y)) = (dk+1...dk+l(Z
p,q(x, y)), d0...d0(Z
p,q(x, y))
= (dk+1...dp(Z
p,0(x, d1...dq(y)), Z
p−k,q(d0...d0(x), y))
= (dk+1...dp(x), Z
p−k,q(d0...d0(x), y))
= (idXk ×Z
p−k,q)(µk,p−k × idXq)(x, y)
and similarly if p ≥ k. 
The converse to Proposition 3.5 is false, as the following example
shows.
Example 3.6. Let X be the simplicial set defined as the colimit of
∆3
Λ33
∆3
Λ30
∆3
It is the standard 3-simplex ∆3, whose simplices we will represent by
their vertices [i0, ..., im], with two non-degenerate 3-simplices x and y
glued on. We have
∀i ∈ {0, 1, 2} : di(x) = [0, ...,✁i, ..., 3] but d3(x) 6= [0, 1, 2]
∀j ∈ {1, 2, 3} : dj(y) = [0, ..., ✁✁j, ..., 3] but d0(y) 6= [1, 2, 3]
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In X , not all horns can be filled. Indeed, since
d0d3(x) = d2([1, 2, 3]) = [1, 2] = d0([0, 1, 2]) = d2d0(y),
d2d3(x) = d2([0, 1, 3]) = [0, 1] and d1d0(y) = d0([0, 1, 3]) = [1, 3]
the faces d3(x), d0(y) and [0, 1, 3] form a horn Λ
3
1 in X . But there is
no 3-simplex in X with these faces.
However, X does have a naF-structure. It suffices to define Zp,q(a, b)
on non-degenerate simplices a and b. For those contained in ∆3, define
Zp,q([i0, ..., ip], [ip, ..., ip,q]) = [i0, ..., ip+q]
note that this includes all edges of X . Further, set
Z2,1(d3(x), [2, 3]) = x, and Z
1,2([0, 1], d0(y)) = y
It is easy to check that this satisfies equation (9).
Proposition 3.7. Let H : U → V be a strong monoidal functor between
cocomplete monoidal categories whose monoidal product preserves col-
imits in each variable. Assume H preserves coproducts. If X is a
templicial U-object with base S and naF-structure Z, then the k-quiver
morphisms(
Zp,q
H˜(X)
: HS(Xp)⊗HS(Xq)
∼
−→ HS(Xp ⊗Xq)
HS(Z
p,q)
−−−−−→ HS(Xp+q)
)
p,q≥0
define a naF-structure on H˜(X), with H˜ as in Construction 2.12.
Proof. Write µ and ǫ for the comultiplication and counit of X respec-
tively. Given p, q ≥ 0, denote by νp,q the isomorphism of k-quivers
HS(Xp ⊗S Xq)
∼
−→ HS(Xp)⊗S HS(Xq)
Then by definition, we have for all p, q ≥ 0:
Zp,q
H˜(X)
= HS(Z
p,q) ◦ ν−1p,q
while the comultiplication of H˜(X) is given by, for all k, l ≥ 0:
µ
H˜(X)
k,l = νk,l ◦HS(µk,l)
It follows that (Zp,q
H˜(X)
)pq≥0 is a naF-structure on H˜(X). 
We introduce some notation.
Definition 3.8. Let f : [m] → [n] be a morphism of ∆f . If f is
injective, we call f a partition of n. Writing ∆injf for the subcategory
of ∆f of all monomorphisms, we set
Pn =
∐
m≥0
∆
inj
f ([m], [n])
to be the set of all partitions of n.
For any morphism f : [m] → [n], we write ℓ(f) = m and call it the
length of f .
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Remark 3.9. Note that for all 0 ≤ i ≤ j, we have a bijection
Pj−i ≃ {I ⊆ {i, i+ 1, ..., j} | i, j ∈ I}
identifying a partition f : [m] → [j − i] with {f(k) + i | k ∈ [m]}. We
will implicitly use this identification and describe partitions as sets, in
which case we will often denote them by capital letters I, J,K, ... to
emphasize this interpretation.
Given I ∈ Pn, we may interpret I as a subset of {i, i+1, ..., i+n} for
any i ≥ 0. In practice it should be clear from context which starting
point i we consider.
The monoidal structure (+, [0]) on ∆f induces an operation on sub-
sets as follows. Given I ∈ Pm and J ∈ Pn with starting points i and j
respectively, we have
I + J = I ∪ (J + (m− j)) ∈ Pm+n
Finally, note that for I ∈ Pn, ℓ(I) = |I|− 1 and I ≃ [ℓ(I)] as posets.
For the rest of this subsection, let X be a templicial V-object with
comultiplication µ and counit ǫ. Assume that X has a naF-structure
with multiplication Z.
Given f : [m]→ [n] in ∆f , we denote µf(1),f(2)−f(1),...,n−f(m−1) by
µf : Xn → Xf(1) ⊗Xf(2)−f(1) ⊗ ...⊗Xn−f(m−1)
We’d like to similarly define a map
Zf : Xf(1) ⊗ ...⊗Xn−f(m−1) → Xn
However, since Z is not assumed to be associative, this will depend on
how we compose the two-variable maps Zp,q. Nevertheless, making an
arbitrary choice, we define
Zp1,...,pm = Zp1,p2+...+pm(idXp1 ⊗Z
p2,...,pm)
inductively on m ≥ 2, for all p1, ..., pm ≥ 0, and subsequently set
Zf =


ǫ−1 if m = 0
idXn if m = 1
Zf(1),...,n−f(m−1) if m ≥ 2
It will turn out that this suffices for the following couple of results.
Finally, define Xf = Xf(1) ⊗ ...⊗Xn−f(m−1) so that
µf : Xn → Xf and Z
f : Xf → Xn
Often, we will consider the case where f is a partition of n.
Remark 3.10. Consider a partition I = {0 = i0 < ... < im = n} of n.
It follows from the naturality of Z that for all i, j ∈ [n] \ I:
djZ
I = Zδ
−1
j (I)(id⊗...⊗ id⊗dj−ip−1 ⊗ id⊗...⊗ id)
siZ
I = Zσ
−1
j (I)(id⊗...⊗ id⊗si−ip−1 ⊗ id⊗...⊗ id)
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where p ∈ {1, ..., m} is minimal such that i < ip or j < ip respectively.
On the other hand, if i ∈ I, then
siZ
I = Zσ
−1
i (I)(id⊗...⊗ id⊗s0ǫ
−1 ⊗ id⊗...⊗ id)
However, if 0 < j < n and j ∈ I the naturality of Z doesn’t supply us
with a formula to pass the face map dj through Z.
Definition 3.11. Let I ∈ Pn with n ≥ 0 and starting point i ≥ 0. For
any i ≤ s ≤ i+ n, set
I≤s = (I ∩ {i, ..., s− 1}) ∪ {s}
I≥s = {s} ∪ (I ∩ {s+ 1, ..., i+ n})
Then I≤s + I≥s = I ∪ {s}.
Given f : [m]→ [j− i] in∆f , the splitting of I over f is the m-tuple
(I1, ..., Im)
where for all k ∈ {1, ..., m}, Ik = (I
≤f(k)+i)≥f(k−1)+i.
Proposition 3.12. Let n ≥ 0 and I, J ∈ Pn. Then
(10) µIZ
J = (ZJ1 ⊗ ...⊗ ZJk)(µI1 ⊗ ...⊗ µIl)
where (J1, ..., Jk) is the splitting of J over I and (I1, ..., Il) is the split-
ting of I over J .
Proof. We use induction on k = ℓ(I) and l = ℓ(J). If either k = 0 or
l = 0, then both are zero and (10) is trivially true. For k = 1, both
sides of (10) reduce to ZJ . A similar argument proves the case l = 1.
Assume further that k, l ≥ 2. Let i ∈ I and j ∈ J be minimal such
that 0 < i and 0 < j. Then
µIZ
J = (idXi ⊗µI≥i)µi,n−iZ
j,n−j(idXj ⊗Z
J≥j )
If i ≤ j, then µi,n−iZ
j,n−j = (idXi ⊗Z
j−i,n−j)(µi,j−i ⊗ idXn−j ) by (9).
So, by the induction hypothesis, we have
µIZ
J = (idXi ⊗µI≥iZ
j−i,n−j)(µi,j−i ⊗ Z
J≥j )
= (idXi ⊗µI≥iZ
J≥i)(µi,j−i ⊗ idX
J≥j
)
= (idXi ⊗Z
J2 ⊗ ...⊗ ZJk)((idXi ⊗µI≥i1
)µi,j−i ⊗ µI2 ⊗ ...⊗ µIl)
= (ZJ1 ⊗ ZJ2 ⊗ ...⊗ ZJk)(µI1 ⊗ µI2 ⊗ ...⊗ µIl)
where we used that J1 = {0 < i} since i ≤ j. A similar argument
shows the case i ≥ j. 
Corollary 3.13. Let n ≥ 0 and I, J ∈ Pn.
(a) If I ⊆ J , and (J1, ..., Jk) is the splitting of J over I, then
µIZ
J = ZJ1 ⊗ ...⊗ ZJk
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(b) If J ⊆ I, and (I1, ..., Il) is the splitting of I over J , then
µIZ
J = µI1 ⊗ ...⊗ µIl
(c) We have µIZ
JµJ = µIZ
I∪JµI∪J .
Proof. Consider the splittings (J1, ..., Jk) and (I1, ..., Il) of I ∪ J over I
and J respectively.
If I ⊆ J , then (I1, ..., Il) is the splitting of J over itself. Therefore,
ℓ(Ii) = 1 and thus µIi is the identity for all i ∈ {1, ..., l}. This shows
(a) and a similar argument shows (b).
To prove (c), note that I ⊆ I ∪ J and thus by (a),
µIZ
I∪JµI∪J = (Z
J1 ⊗ ...⊗ ZJk)µI∪J = (Z
J1 ⊗ ...⊗ ZJk)µI1+...+Il
= (ZJ1 ⊗ ...⊗ ZJk)(µI1 ⊗ ...⊗ µIl)µJ = µIZ
JµJ
where we used the coassociativity of µ. 
3.3. Frobenius and lax functors over Ab-categories. For the re-
mainder of this section, we assume that V is moreover enriched over
abelian groups and has kernels. Note that under our standing assump-
tions, it follows that V is additive and has all finite limits. This implies
in particular that the monoidal product is additive in both variables,
since it preserves coproducts.
Let Frobsu(∆
op
f ,V) be the category of (strongly unital) F-monoidal
functors ∆opf → V endowed with bimonoidal natural transformations,
that is, natural transformations that are monoidal with respect to both
the lax and colax structures. Let Lax(∆op+ ,V) be the category of lax
monoidal functors ∆op+ → V. The main goal in this subsection is to
prove the following theorem.
Theorem 3.14. There is an adjoint equivalence
Frobsu(∆
op
f ,V)
K
// Lax(∆op+ ,V).
(−)
oo
We will explicitly construct both functors. To make this slightly
easier, we first replace ∆+ by an isomorphic category.
Definition 3.15. We denote by ∆− the subcategory of ∆ whose ob-
jects are all [n] with n > 0 and whose morphisms are all f : [m]→ [n]
such that f−1({0}) = {0} and f−1({n}) = {m}. We call functors
∆
op
− → V narrow simplicial objects of V.
It is easy to show that∆− is generated by the inner coface and inner
codegeneracy maps. More precisely, every morphism f : [m] → [n] in
∆− has a unique representation
f = δj1...δjkσi1 ...σil
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with n > j1 > ... > jk > 0 and 0 < i1 < ... < il < m − 1 and
m− l + k = n. Note that we have inclusions of categories:
∆− ⊆∆f ⊆∆ ⊆ ∆+
Recall from §2.1, the monoidal structure (⋆, [−1]) on ∆+.
Lemma 3.16. The functor
[0] ⋆− ⋆ [0] :∆+ → ∆− : [n] 7−→ [n+ 2]
is an isomorphism of categories.
Proof. For any f : [m]→ [n] in ∆+, we have
(id[0] ⋆f ⋆ id[0])(i) =


0 if i = 0
f(i− 1) + 1 if 0 < i < m+ 2
n+ 2 if i = m+ 2
so that id[0] ⋆f ⋆ id[0] is indeed a morphism of ∆−. Thus, [0] ⋆− ⋆ [0] is
a well-defined functor. Note that it is bijective on objects.
Further, any morphism g : [m] → [n] in ∆− is reached by a unique
morphism f of ∆+, given by
f : [m− 2]→ [n− 2] : i 7→ g(i+ 1)− 1

Consequently, ∆− inherits a monoidal structure from ∆+, which we
will denote by (⋄, [1]). Explicitly, it is given on objects by:
[m] ⋄ [n] = [m+ n− 1]
for all m,n ≥ 1, and on morphisms by
(f ⋄ g)(i) =
{
(f ⋄ g)(i) = f(i) if i < m
(f ⋄ g)(i) = g(i−m+ 1) + p− 1 if i ≥ m
for all i ∈ [m+ n− 1] and f : [m]→ [p], g : [n]→ [q] in ∆−.
We thus have an isomorphism of categories
Lax(∆op− ,V) ≃ Lax(∆
op
+ ,V)
Let (m, u) be a lax monoidal structure on a narrow simplicial object
A : ∆op− → V. Then explicitly, u : I → A1 is a map and m consists of
a family of maps
(mp,q : Ap ⊗Aq → Ap+q−1)p,q≥1
that is natural in p and q, and such that m and u satisfy the relevant
associativity and unitality conditions.
By the associativity of m, we have an unambiguously defined map
mp1,...,pk : Ap1 ⊗ ...⊗ Apk → Ap1+...+pk−k+1
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for all p1, ..., pk ≥ 1 and k ≥ 2. Then set, for all I = {i0 < ... < im}:
mI =


u if m = 0
idXi1−i0 if m = 1
mi1−i0,...,im−im−1 if m ≥ 2
Note that in all cases, mI : AI → An−ℓ(I)+1.
Construction 3.17. Suppose X ∈ Colax(∆opf ,V) with comultiplica-
tion µ. We define a narrow simplicial object K(X) as follows. Set
K(X)n = ker
(
(µk,n−k)
n−1
k=1 : Xn →
n−1⊕
k=1
Xk ⊗Xn−k
)
for all n ≥ 1. It follows from the naturality of µ that the inner face
maps and inner degeneracy maps of X restrict to the objects K(X)n,
defining a functor K(X) :∆op− → V.
Consider an additional Y ∈ Colax(∆opf ,V) and let α : X → Y be a
monoidal natural transformation. Because α respects the comultipli-
cations, αn restricts to a morphism K(X)n → K(Y )n for all n ≥ 1.
This yields a natural transformation K(α) : K(X)→ K(Y ).
These assignments clearly define a functor
K : Colax(∆opf ,V)→ Fun(∆
op
− ,V)
Remark 3.18. Note that K(X) does not inherit any outer degeneracy
maps s0, sn : K(X)n → K(X)n+1 from X in the same way. For ex-
ample, s0 : X1 → X2 does not restrict to K(X)1 = X1 → K(X)2 =
ker µ1,1.
Lemma 3.19. For all f : [k]→ [p] and g : [k]→ [q] in ∆−, we have
δp ◦ (f ⋄ g) = (f + g) ◦ δk
Proof. We have for all i ∈ [k + l − 1]:
δp(f ⋄ g)(i) =
{
δpf(i) if i < k
δp(g(i− k + 1) + p− 1) if i ≥ k
=
{
f(δk(i)) if i < k
g(δk(i)− k) + p if i ≥ k
= (f + g)δk(i)

Proposition 3.20. Let X : ∆opf → V be an F-monoidal functor with
comultiplication µ, counit ǫ and multiplication Z. Then there is a lax
monoidal structure (m, u) on K(X) given by
mp,q = dpZ
p,q|K(X)p⊗K(X)q : K(X)p ⊗K(X)p → K(X)p+q−1
for all p, q ≥ 1, and u = s0ǫ
−1 : I → K(X)1.
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Proof. Take p, q ≥ 1 and set n = p+ q. Note that for 0 < k < n− 1:
µk,n−k−1dpZ
p,q =
{
(dp ⊗ idn−k−1)µk+1,n−k−1Z
p,q if p ≤ k
(idk⊗dp−k)µk,n−kZ
p,q if p > k
=
{
(dpZ
p,k+1−p ⊗ idn−k−1)(idp⊗µk+1−p,n−k−1) if p ≤ k
((idk⊗dp−kZ
p−k,q)(µk,p−k ⊗ idq) if p > k
which implies that the map dpZ
p,q : Xp⊗Xq → Xp+q−1 factors through
K(X) as mp,q : K(X)p ⊗K(X)q → K(X)p+q−1.
Then by Lemma 3.19, we find that
K(X)(f ⋄ g)mp,q = X(f ⋄ g)dpZ
p,q|K(X)p⊗K(X)q
= dkX(f + g)Z
p,q|K(X)p⊗K(X)q = dkZ
k,l(X(f)⊗X(g))|K(X)p⊗K(X)q
= mk,l(K(X)(f)⊗K(X)(g))
So, the maps (mp,q)p,q≥1 are natural in p and q.
Further, m is associative since for all p, q, r ≥ 1:
mp+q−1,r(mp,q ⊗ idK(X)r) = dp+q−1Z
p+q−1,r(dpZ
p,q ⊗ idXr)|K(X)p,q,r
= dp+q−1dpZ
p+q,r(Zp,q ⊗ idXr)|K(X)p,q,r
= dpdp+qZ
p,q+r(idXp ⊗Z
q,r)|K(X)p,q,r
= dpZ
p,q+r(idXp ⊗dqZ
q,r)|K(X)p,q,r = mp,q+r−1(idK(X)p ⊗mq,r)
where K(X)p,q,r = K(X)p ⊗K(X)q ⊗K(X)r.
Finally, m is unital because for all p ≥ 1:
mp,1(idK(X)1 ⊗u) = dpZ
p,1(idXp ⊗s0ǫ
−1)|K(X)p⊗k
= dpspZ
p,0(idXp ⊗ǫ
−1)|K(X)p⊗k = λXp |K(X)p⊗k = λK(X)p
and similarly for the right unit. 
If α : X → Y is a bimonoidal natural transformation between F-
monoidal functors, then it immediately follows that K(α) : K(X) →
K(Y ) is a monoidal natural transformation. Consequently, K can be
upgraded to a functor
K : Frobsu(∆
op
f ,V)→ Lax(∆
op
− ,V)
Next, we construct the functor in the opposite direction.
Construction 3.21. Let A = (An)n≥1 be a graded object of V. Set
A =
⊕
m≥0
A⊗m
This is a non-negatively graded object of V with for all n ≥ 0:
An =
⊕
m≥0
(A⊗m)n =
⊕
m≥0
⊕
k1+...+km=n
ki≥1
Ak1 ⊗ ...⊗ Akm ≃
⊕
I∈Pn
AI
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For any I ∈ Pn, we write pI : An → AI and ιI : AI → An for the
canonical projections and coprojections. Note that AI ⊗ AJ ≃ AI+J
for all I ∈ Pm and J ∈ Pn. We further write
pI,J = pI ⊗ pJ : Am ⊗ An → AI+J
ιI,J = ιI ⊗ ιJ : AI+J → Am ⊗ An
Define maps µm,n : Am+n → Am⊗An and Z
m,n : Am⊗An → Am+n by
pI,J ◦ µm,n = pI+J and Z
m,n ◦ ιI,J = ιI+J
for all I ∈ Pm and J ∈ Pn. This defines graded maps
µ : A→ A⊗A and Z : A⊗ A→ A
Finally, note that A0 is the monoidal unit of V. So A has a unit and
counit map, given by the identity.
Proposition 3.22. Let A = (An)n≥1 be a graded object of V. The
graded maps µ and Z of Construction 3.21 are coassociative and couni-
tal, respectively associative and unital, and they satisfy equation (9).
In other words, A is an F-monoidal functor N→ V.
Proof. The coassociativity of µ follows from the fact that
(pI ⊗ pJ ⊗ pK)(µk,l ⊗ idAm)µk+l,m = (pI+J ⊗ pK)µk+l,m = pI+J+K
for all k, l,m ≥ 0 and I ∈ Pk, J ∈ Pl and K ∈ Pm. Further, µ is
counital since p{0},I ◦ µ0,n = pI for all I ∈ Pn and thus µ0,n = ρ
−1
An
.
Similarly, µn,0 = λ
−1
An
. Dually, Z is associative and unital.
To check the equation (9), take k, l, p, q ≥ 0 such that k + l = p+ q.
Further take I ∈ Pk, J ∈ Pl, S ∈ Pp and T ∈ Pq. Then on one hand,
pI,Jµk,lZ
p,qιS,T = pI+J ιS+T =
{
idAI+J if I + J = S + T
0 if I + J 6= S + T
On the other hand, suppose k ≤ p. Then we have
pI,J(idAk ⊗Z
p−k,q)(µk,p−k ⊗ idAq)ιS,T
=
∑
S′∈Pp−k,T
′∈Pq
S′+T ′=J
∑
I′∈Pk,J
′∈Pp−k
I′+J ′=S
(pI ⊗ pS′ ⊗ pT ′)(ιI′ ⊗ ιJ ′ ⊗ ιT )
=
∑
U∈Pp−k
U+T=J,I+U=S
idAI+J
Now, if U ∈ Pp−k such that U + T = J and I + U = S, then I + J =
I + U + T = S + T . Note that such a set U is necessarily unique.
Conversely, if I + J = S + T , it follows from k ≤ p that I ⊆ S and
thus k ∈ S. Splitting S over {0, k, p} we get S = I ′ + U . Then since
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I, I ′ ∈ Pk and I + J = I
′ + U + T , we get I = I ′ and J = U + T . We
conclude that
pI,Jµk,lZ
p,qιS,T = pI,J(idAk ⊗Z
p−k,q)(µk,p−k ⊗ idAq)ιS,T
The case where k ≥ p is proven similarly. 
Definition 3.23. Let n ≥ 0 and I = {0 = i0 < ... < im = n} a
partition of n. We define the complement of I by
Ic =
{
δim−1 ...δi1 if m > 0
σ0 if m = 0
Note that in both cases, ℓ(Ic) = n − ℓ(I) + 1. If m > 0, then Ic can
also be described as the set
Ic = {0} ∪ ({1, 2, ..., n− 1} \ I) ∪ {n} ∈ Pn
Further, for i ≤ s ≤ j, we write
pI(s) = min{p ∈ [ℓ(I)] | s ≤ ip}
Note that
ℓ(I≤s) = pI(s) and ℓ(I
≥s) =
{
ℓ(I)− pI(s) if s ∈ I
ℓ(I)− pI(s) + 1 if s 6∈ I
Remark 3.24. Given f : [m]→ [n] in∆f and I ∈ Pn, set J = f
−1(I) ∈
Pm. Then there is a unique fI that makes the following diagram com-
mute:
[ℓ(Jc)]
fI

Jc
// [m]
f

[ℓ(Ic)]
Ic
// [n]
When n > 0, the uniqueness holds because Ic and Jc are monomor-
phisms. We can construct fI as the restriction f |Jc : J
c → Ic through
the isomorphisms Ic ≃ [ℓ(Ic)] and Jc ≃ [ℓ(Jc)]. If n = 0, then I = {0}
and fI is the identity on [1].
Note that for j ∈ Jc with 0 < j < m, we have f(j) 6∈ I and thus
f(j) 6= 0, n. Thus the map fI in fact lies in ∆−.
Lemma 3.25. Let f : [k]→ [p] and g : [l]→ [q] be morphisms in ∆f ,
and I ∈ Pp, J ∈ Pq. Then (f + g)I+J = fI ⋄ gJ
Proof. Denote K = f−1(I) and L = g−1(J), and set r = ℓ(Ic) and
s = ℓ(Kc). We have
(Ic + Jc)δr = (I + J)
c and (Kc + Lc)δs = (K + L)
c
Thus it follows from Lemma 3.19 that
(I + J)c(fI ⋄ gJ) = (I
c + Jc)δr(fI ⋄ gJ) = (I
c + Jc)(fI + gJ)δr
= (f + g)(Kc + Lc)δs = (f + g)(K + L)
c = (I + J)c(f + g)I+J
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
Construction 3.26. Let A : ∆op− → V be a narrow simplicial object
with a lax monoidal structure (m, u). Given f : [m] → [n] in ∆f , we
define a map
A(f) : An → Am
as follows. Take I ∈ Pn and set J = f
−1(I) = {0 = j1 < ... < jp = m}.
Let (I1, ..., Ip) be the splitting of I over [p]
J
−→ [m]
f
−→ [n], that is
Ii = (I
≤f(ji))≥f(ji−1) in Pf(ji−1),f(ji) for all i ∈ {1, ..., p}.
Further, let fi : [ji−ji−1]→ [f(ji)−f(ji−1)] be the unique morphisms
in∆f such that f1+...+fp = f . For all i ∈ {1, ..., p}, denote fIi = (fi)Ii.
Finally we define
A(f)I = A(fI1)mI1 ⊗ ...⊗A(fIp)mIp : AI → AJ
and A(f) =
∑
I∈Pn
ιf−1(I)A(f)IpI : An → Am.
Remark 3.27. In the situation of Construction 3.26, note that since
I = I1 + ...+ Ip we have by Lemma 3.25 that
fI = fI1 ⋄ ... ⋄ fIp
Further, note that for all i ∈ {1, ..., p}, f−1(Ii) = {ji−1 < ji} and
thus f−1(Ii)
c is the identity on [ji − ji−1]. Hence, we have
Ici ◦ fIi = fi
Example 3.28. Let n ≥ 0 and I = {0 = i0 < ... < im = n} a partition
of n. Consider δj : [n− 1]→ [n] with 0 < j < n. Then
A(δj)I =
{
idAi1 ⊗...⊗ dj−ip−1 ⊗ ...⊗ idAn−im−1 if j 6∈ I
idAi1 ⊗...⊗mj−ip−1,ip+1−j ⊗ ...⊗ idAn−im−1 if j ∈ I
where p = pI(j). Similarly, for σi : [n+ 1]→ [n] with 0 ≤ i ≤ n,
A(σi)I =
{
idAi1 ⊗...⊗ si−ip−1 ⊗ ...⊗ idAn−im−1 if i 6∈ I
idAi1 ⊗...⊗ u⊗ ...⊗ idAn−im−1 if i ∈ I
where p = pI(i), and u is interposed between Ai−ip−1 and Aip+1−i.
Lemma 3.29. Let A be a narrow simplicial object of V with a lax
monoidal structure (m, u). Then the assignments f 7→ A(f) of Con-
struction 3.26 make A into a functor ∆opf → V.
Proof. We use the same notations as in Construction 3.26. Let n ≥ 0
and I ∈ Pn. Then A(idn)I = A(fI1)mI1⊗ ...⊗A(fIn)mIn is the identity
on AI because (I1, ..., In) is the splitting of I over itself whereby ℓ(Ii) =
1 and thus fIi = mIi = id for all i ∈ {1, ..., n}.
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Next, we prove that A preserves compositions. Take morphisms
g : [k] → [m] and f : [m] → [n] in ∆f and I ∈ Pn. Set J = f
−1(I).
We may assume that the length of g−1(J) is 1. In that case, we have:
A(gJ)mJ(A(fI1)mI1 ⊗ ...⊗ A(fIp)mIp)
= A((fI1 ⋄ ... ⋄ fIp)gJ)mJ(mI1 ⊗ ...⊗mIp)
= A(fIgJ)mI1+...+Ip = A((fg)I)mI
where we used the naturality of m in the second equality. 
Proposition 3.30. Let A be a narrow simplicial object of V with a
lax monoidal structure (m, u). Then the graded maps µ and Z of Con-
struction 3.21 form natural transformations
µ : A(−+−)→ A(−)⊗A(−) and Z : A(−)⊗A(−)→ A(−+−)
between functors ∆opf ×∆
op
f → V.
In other words, A is an F-monoidal functor ∆opf → V.
Proof. Take f : [k] → [p] and g : [l] → [q] in ∆f , and I ∈ Pp, J ∈ Pq.
It follows immediately from the definition that
A(f + g)I+J = A(f)I ⊗A(g)J
Consequently, Z is natural as
Zk,l(A(f)⊗A(g)) =
∑
I∈Pp,J∈Pq
ιf−1(I)+g−1(J)(A(f)I ⊗A(g)J)pI,J
=
∑
H∈Pp+q
ι(f+g)−1(H)A(f + g)HpHZ
p,q = A(f + g)Zp,q
and µ is natural because
(A(f)⊗A(g))µp,q =
∑
I∈Pp,J∈Pq
ιf−1(I),g−1(J)(A(f)I ⊗ A(g)J)pI+J
= µk,l
∑
H∈Pp+q
ι(f+g)−1(H)A(f + g)HpH = µk,lA(f + g)
where the second equality holds because for any K ∈ Pk and L ∈ Pl
such that K+L = (f + g)−1(H), there exist unique I ∈ Pp and J ∈ Pq
such that H = I + J and K = f−1(I) and L = g−1(J). Indeed, since
k ∈ K + L also p ∈ H and thus we can set (I, J) to be the splitting of
H over {0 < p < p+ q}. 
Construction 3.31. Let A and B be narrow simplicial objects of V
with respective lax monoidal structures (mA, uA) and (mB, uB). Given
α : A → B a monoidal natural transformation, we define α : A → B
as follows. For all n ≥ 0, set
αn =
⊕
I∈Pn
αI :
⊕
I∈Pn
AI →
⊕
I∈Pn
BI
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where
αI = αi1 ⊗ αi2−i1 ⊗ ...⊗ αn−im−1 : AI → BI
for any partition I = {0 = i0 < i1 < ... < im = n} of n.
Lemma 3.32. α : A→ B is a bimonoidal natural transformation.
Proof. It follows immediately from the naturality and monoidality of
α that α is a natural transformation. Since by definition, α0 is the
identity on the monoidal unit of V, α is clearly unital and counital.
Finally, since αI+J = αI ⊗ αJ for all partitions I and J , α is also
bimonoidal. 
It is clear that the construction A 7→ A defines a functor
(−) : Lax(∆op− ,V)→ Frobsu(∆
op
f ,V)
We conclude this section by proving that the functors K and (−) are
inverse to each other.
Lemma 3.33. Let n ≥ 0 and I,K ∈ Pn with I ( K, then
(11)
∑
J∈Pn
I⊆J⊆K
(−1)ℓ(J) = 0
Proof. Choose k ∈ K \ I, then J 7→ J \ {k} defines a bijection
{J ∈ Pn | I ⊆ J ⊆ K, k ∈ J}
∼
−→ {J ∈ Pn | I ⊆ J ⊆ K, k 6∈ J}
Moreover, if k ∈ J , then ℓ(J \ {k}) = ℓ(J)− 1. The result follows. 
Proposition 3.34. Let X :∆opf → V be a naF-monoidal functor with
comultiplication µ and multiplication Z. Then for all n ≥ 2 and I ∈ Pn
with ℓ(I) ≥ 2, we have
(12) µI
(∑
J∈Pn
(−1)ℓ(J)ZJµJ
)
= 0
Proof. By Corollary 3.13, the left hand side equals:
∑
K∈Pn
∑
J∈Pn
I∪J=K
(−1)ℓ(J)µIZ
KµK =
∑
K∈Pn
I⊆K

 ∑
J∈Pn
K∩Ic⊆J⊆K
(−1)ℓ(J)

µIZKµK
which is zero by Lemma 3.33. 
Construction 3.35. Let X :∆opf → V be an F-monoidal functor with
comultiplication µ and multiplication Z. For n ≥ 0, define
ψn = (Z
I |K(X)I )I∈Pn : K(X)n =
⊕
I∈Pn
K(X)I → Xn
Its inverse is constructed as follows. By Proposition 3.34, we have
ξn =
∑
I∈Pn
(−1)ℓ(I)+1ZIµI : Xn → K(X)n
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Setting ξJ = ξj1⊗ξj2−j1⊗ ...⊗ξn−jm−1 : XJ → K(X)J for any partition
J = {0 = j1 < j2 < ... < jm = n} of n, we define
ϕn = (ξJ ◦ µJ)J∈Pn : Xn →
⊕
J∈Pn
K(X)J = K(X)n
Lemma 3.36. Let X : ∆opf → V be an F-monoidal functor with co-
multiplication µ and multiplication Z. Then for every n ≥ 0, the maps
ψn and ϕn of Construction 3.35 are inverse to each other.
Proof. Since Z is associative, we can prove that ξm ◦ Z
J = 0 for any
m ≥ 1 and J ∈ Pm with ℓ(J) ≥ 2, completely dually to equation (12).
Now take I, J ∈ Pn and write I = {0 = i0 < i1 < ... < ip = n} and
q = ℓ(J). Then by Proposition 3.12,
ξIµIZ
J |K(X)J = (ξi1Z
J1 ⊗ ...⊗ ξn−ip−1Z
Jp)(µI1 ⊗ ...⊗ µIq)|K(X)J
where (J1, ..., Jp) and (I1, ..., Iq) are the splittings of J over I and I
over J respectively. The right hand side unless the length of every Ji
and Ij is 1. In the latter case, we find that I = J and
ξIµIZ
J |K(X)J = (ξi1|K(X)i1 ⊗ ...⊗ ξn−ip−1|K(X)n−ip−1 ) = idK(X)I
It follows that ψn is a right inverse of ϕn.
To prove that ψn is also a left inverse, let I = {0 = i0 < ... < ip = n}
be a partition of n and consider
ZIξIµI =
p∑
j=1
∑
Jj∈Pij−ij−1
(−1)ℓ(J1)+...+ℓ(Jp)+pZI(ZJ1µJ1 ⊗ ...⊗ Z
JpµJp)µI
=
p∑
j=1
∑
Jj∈Pij−ij−1
(−1)ℓ(J1+...+Jp)+pZJ1+...+JpµJ1+...+Jp
=
∑
J∈Pn
I⊆J
(−1)ℓ(J)+ℓ(I)ZJµJ
Thus we find that
ψn ◦ ϕn =
∑
I∈Pn
ZIξIµI =
∑
J∈Pn
(−1)ℓ(J)

∑
I∈Pn
I⊆J
(−1)ℓ(I)

ZJµJ
For each J 6= {0 < n}, the corresponding term is zero by Lemma 3.33.
If J = {0 < n}, then also I = {0 < n} and thus ψn ◦ ϕn = idXn. 
Proposition 3.37. There is a natural isomorphism
ψ : (−) ◦K
∼
−→ id
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Proof. Let X : ∆opf → V be an F-monoidal functor with comultiplica-
tion µ and multiplication Z. Let n ≥ 0 and I ∈ Pn. Then note that
the lax monoidal structure on K(X) is given by
mI = X(I
c)ZI
Now, consider the isomorphism ψn : K(X)n → Xn of Construction
3.35. Then for any f : [m] → [n] in ∆f and I ∈ Pn, set J = f
−1(I)
and p = ℓ(J). Then
ψm ◦K(X)(f) ◦ ιI = Z
J(X(fI1)mI1 ⊗ ...⊗X(fIp)mIp)
= ZJ(X(Ic1fI1)Z
I1)⊗ ...⊗X(IcpfIp)Z
Ip)
= X(f1 + ... + fp)Z
f◦J (ZI1 ⊗ ...⊗ ZIp)
= X(f) ◦ ZI = X(f) ◦ ψn ◦ ιI
showing that ψn is natural in n.
Since ψ0 = ǫ
−1 where ǫ is the counit of X , ψ respects the counits.
Write µ for the comultiplication of K(X). Take k, l ≥ 0 and I ∈ Pk,
J ∈ Pl, then by Lemma 3.36:
(pI ⊗ pJ) ◦ µk,l ◦ ψ
−1
k+l = pI+J ◦ ψ
−1
k+l = ξI+J ◦ µI+J
= (ξIµI ⊗ ξJµJ) ◦ µk,l = (pI ⊗ pJ) ◦ (ψ
−1
k ⊗ ψ
−1
l ) ◦ µk,l
Write Z for the Z-map of K(X). Then we have
Zk,l ◦ (ψk ⊗ ψl) ◦ (ιI ⊗ ιJ ) = Z
k,l(ZI ⊗ ZJ)|K(X)I⊗K(X)J
= ZI+J |K(X)I+J = ψk+l ◦ ιI+J = ψk+l ◦ Z
k,l
◦ (ιI ⊗ ιJ )
Hence, ψ is an isomorphism of F-monoidal functors K(X) ≃ X .
Finally, it quickly follows from the definitions that this isomorphism
is natural in X . 
Construction 3.38. Suppose we are given a narrow simplicial module
A with a lax monoidal (m, u). Consider for all n ≥ 1, the coprojection
ι{0<n} : An → An. Let µ denote the comultiplication of A. Then for
any 0 < k < n and I ∈ Pk and J ∈ Pn−k, we have
(pI ⊗ pJ) ◦ µk,n−k ◦ ι{0<n} = pI+J ◦ ι{0<n} = 0
Consequently, ι{0<n} factors through i : K(A)n → An as
φn : An → K(A)n
Proposition 3.39. There is a natural isomorphism
φ : id
∼
−→ K ◦ (−)
Proof. Let A be a narrow simplicial object with a lax monoidal struc-
ture (m, u). Take n ≥ 1 and I ∈ Pn. If there is a k ∈ I \ {0, n},
LINEAR QUASI-CATEGORIES AS TEMPLICIAL MODULES 35
then I = I1 + I2 for some I1 ∈ Pk and I2 ∈ Pn−k. In that case,
pIi = (pI1 ⊗ pI2)µk,n−ki = 0. Thus
i =
∑
I∈Pn
ιIpIi = ι{0<n}p{0<n}i = iφnp{0<n}i
Since clearly also p{0<n}iφn = idAn, we have that φn is an isomorphism
with inverse p{0<n}i.
Take f : [m]→ [n] in ∆−. Then f
−1({0 < n}) = {0 < m} and thus
iK(A)(f)φn = A(f)ι{0<n} = ι{0<m}A(f)m{0<n} = iφmA(f)
showing that φ is natural in n.
Write Z for the multiplication of A and m for the induced multipli-
cation on K(A). Then we have for all p, q ≥ 1:
imp,q(φp ⊗ φq) = A(δp)Z
p,q(ι{0<p} ⊗ ι{0<q}) = A(δp)ι{0<p<p+q}
= ι{0<p+q−1}A(id[p+q−1])mp,q = iφp+q−1mp,q
Moreover, the unit of K(A) is just the degeneracy map s0 : k = A0 →
A1 = A1, which in turn is the unit u of A. Hence, φ is an isomorphism
of narrow simplicial objects A ≃ K(A).
Finally, it quickly follows from the definitions that this isomorphism
is natural in A. 
Combining Lemma 3.16 and Propositions 3.37 and 3.39, we can now
put the final touches to the proof of Theorem 3.14.
Proof of Theorem 3.14. It suffices to check the triangle identities:
ψA ◦ φA = idA and K(ψX) ◦ φK(X) = idK(X)
for all X ∈ Frobsu(∆
op
f ,V) and A ∈ Lax(∆
op
− ,V).
For all n ≥ 0 and I = {0 = i0 < ... < im = n}, we have
ψAn ◦ (φA)n ◦ ι
A
I = ψAn ◦ ι
K(A)
I ◦ φAI
= ZI ◦ (ιA{0<i1} ⊗ ...⊗ ι
A
{im−1<n}) = ι
A
I
Further, for all n ≥ 1, we have
K(ψX)n ◦ φK(X)n = i ◦ ψX ◦ ι
K(X)
{0<n} = i ◦ Z
{0<n}|K(X)n = idK(X)n
where i is the embedding K(X)n → Xn. 
4. Templicial modules
Fix a commutative unital ring k. In this section, we restrict to the
case V = Mod(k) with the tensor product over k. We will replace
Mod(k) by k in some of the notations where we use V in the gen-
eral case. For example, we call Mod(k)-quivers simply k-quivers, we
write Nk for the Mod(k)-enriched nerve and we denote the category
of Mod(k)-enriched quasi-categories by QCat(k). We will also call its
objects (k-)linear quasi-categories.
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The results in this section make use of the free templicial module
functor F˜ : SSet → S⊗Mod(k) and the underlying simplicial set func-
tor U˜ : S⊗Mod(k)→ SSet (see Definition 2.19). In §4.1, we show that
for a linear quasi-category X , the classical homotopy category of U˜(X)
can be endowed with a k-linear structure (Proposition 4.4), thus giv-
ing rise to the linear homotopy category of X . In §4.2, making use of
nonassociative Frobenius structures, we show that the free templicial
module F˜ (Y ) of an ordinary quasi-category Y is a linear quasi-category
(Corollary 4.16).
4.1. Homotopy category of a linear quasi-category. Recall the
classical homotopy functor
h : QCat→ Cat
associating to a quasi-category its homotopy category, by identifying
homotopic 1-simplices. We now introduce the linear analogue.
Let X be a templicial module with base S. Recall from Propo-
sition 2.22 that an n-simplex of the underlying simplicial set U˜(X)
corresponds to a pair α = ((αi)
n
i=0, (αi,j)0≤i<j≤n) with αi ∈ S and
αi,j ∈ Xj−i(αi, αj) such that for all i < k < j,
µk−i,j−k(αi,j) = αi,k ⊗ αk,j
Note that pointwise operations do not define a k-module structure on
U˜(X)n. Instead, we consider the following.
Definition 4.1. Given m,n ≥ 0 and α ∈ U˜(X)m, β ∈ U˜(X)n, we
define HomX(α, β) to be the set
{γ ∈ U˜(X)m+n+1 | dm+1...dm+n+1(γ) = α, d0...d0(γ) = β}
where the face maps di are to be considered in the simplicial set U˜(X).
Note that a simplex γ ∈ U˜(X)m+n+1 lies in HomX(α, β) if and only
if we have for all 0 ≤ i < j ≤ n that
γi =
{
αi if i ≤ m
βi−m−1 if i > m
and γi,j =
{
αi,j if j ≤ m
βi−m−1,j−m−1 if i > m
It follows that the set HomX(α, β) has a k-module structure given by
pointwise operations on all γi,j with i ≤ m < j.
Example 4.2. Recall from Proposition 2.22 that U˜(X)0 ≃ S is the
base of a templicial module X . It immediately follows from the defini-
tion that for all a, b ∈ S, HomX(a, b) ≃ X1(a, b) as k-modules.
Let f and g be two 1-simplices of a simplicial set with d1(f) =
d1(g) = a and d0(f) = d0(g) = b. Recall that a (left) homotopy from f
to g is a 2-simplex w such that d0(w) = f , d1(w) = g and d2(w) = s0(a).
We say f is (left) homotopic to g if there exists a left homotopy from
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f to g. If the simplicial set is a quasi-category, this is an equivalence
relation and we write f ∼ g. The homotopy class of f is denoted [f ].
s0(a) f
g
a
a
b
w
Applied to U˜(X), we see that HomX(s0(a), b) is the k-module of left
homotopies between edges a → b. We have bijections U˜(X)1(a, b) ≃
X1(a, b) for all a, b ∈ S. So if X is a linear quasi-category, we can
transfer the homotopy relation on edges from U˜(X) to X .
Lemma 4.3. Assume X is a linear quasi-category. Then for all objects
a and b of X, we have:
(a) for all f, g ∈ X1(a, b):
f ∼ g ⇔ f − g ∼ 0,
(b) the set Na,b = {f ∈ X1(a, b) | f ∼ 0} is a submodule of X1(a, b).
Proof. (a) Since s0(g) ∈ HomX(s0(a), b), the map w 7→ w + s0(g) de-
fines a bijection between homotopies from f−g to 0 and homotopies
from f to g.
(b) It follows from (a) that Na,b is an abelian subgroup of X1(a, b).
Let w be a homotopy from f to 0. Then for all λ ∈ k, λ.w ∈
HomX(s0(a), b) is a homotopy from λ.f to 0.

Proposition 4.4. Assume (X,S) is a linear quasi-category, then the
homotopy category of U˜(X) carries the structure of a k-linear category.
Moreover, if α : X → Y is a templicial map between linear quasi-
categories. Then the functor hU˜(α) : hU˜(X)→ hU˜(Y ) is k-linear with
respect to these structures.
Proof. We have Ob(hU˜(X)) = U˜(X)0 ≃ S. Note that by Lemma 4.3,
the hom-sets of hU˜(X) are precisely X1(a, b)/Na,b for all a, b ∈ S and
thus carry an induced k-module structure.
It suffices to show that the composition map in hU˜(X) is bilinear.
Take a, b, c ∈ S, λ ∈ k, f, f ′ ∈ X1(a, b) and g ∈ X1(b, c). Assume that
h, h′ ∈ X1(a, c) are compositions of (f, g) and (f
′, g) respectively, i.e.
there exist w,w′ ∈ U˜(X)2 such that
w0,1 = f, w
′
0,1 = f
′, w1,2 = w
′
1,2 = g
d1(w0,2) = h, d1(w
′
0,2) = h
′
So w,w′ ∈ HomX(a, g) and thus also λw + w
′ ∈ HomX(a, g) with
(λw + w′)1,2 = g, (λw + w
′)0,1 = λf + f
′
d1((λw + w
′)0,2) = λh+ h
′,
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Thus λh+ h′ is a composition of (λf + f ′, g). Hence
[g] ◦ (λ[f ] + [f ′]) = λ([g] ◦ [f ]) + [g] ◦ [f ′]
Similarly, the composition is linear in the other component.
Now consider the templicial map (α, f) : (X,S) → (Y, T ). The
object map of the functor hU˜(α) is precisely f : S → T and for any
a, b ∈ S, hU˜(α) is given on morphisms by
X1(a, b)
Na,b
→
Y1(f(a), f(b))
Nf(a),f(b)
: [x] 7→ [α1(x)]
which is k-linear because (α1)a,b : X1(a, b)→ Y1(f(a), f(b)) is k-linear.

Construction 4.5. It is clear from Propsition 4.4 that the functor
h : QCat→ Cat can be upgraded to a functor
hk : QCat(k)→ Cat(k)
such that there is a natural isomorphism
U ◦ hk ≃ h ◦ U˜
Definition 4.6. We call the functor hk defined in Construction 4.5 the
linear homotopy functor. Given a linear quasi-category X , we call hkX
the linear homotopy category of X .
Lemma 4.7. Assume (X,S) is a linear quasi-category with objects a
and c and w ∈ X2(a, c). If
µ1,1(w) =
n∑
i=1
fi ⊗ gi
for some n ≥ 0 and bi ∈ S, fi ∈ X1(a, bi) and gi ∈ X1(bi, c), for
i ∈ {1, ..., n}. Then
[d1(w)] =
N∑
i=1
[gi] ◦ [fi]
in hkX(a, c).
Proof. Since X is a linear quasi-category, we can find for any i ∈
{1, ..., n} a wi ∈ X2(a, c) such that µ1,1(wi) = fi ⊗ gi. Then w
′ =
w −
∑n
i=1wi defines a 2-simplex γ of U˜(X) with γ0,1 = 0 and γ1,2 = 0
and thus [d1(w
′)] = [0] ◦ [0] = 0 in hkX(a, b). Consequently,
[d1(w)] = [d1(w
′)] +
n∑
i=1
[d1(wi)] =
n∑
i=1
[gi] ◦ [fi]

Proposition 4.8. We have hk ⊣ Nk.
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Proof. Let X be a linear quasi-category and let ν : X1 → hkX be the
quotient k-quiver map. By Lemma 4.7, ν satisfies the diagrams (5) of
Lemma 2.24. So we have a unique templicial map ηX : X → Nk(hkX)
such that ηX1 = ν. We claim that ηX is the unit of an adjunction
hk ⊣ Nk.
Let C be a small V-category and (α, f) : X → Nk(C) a templicial
map. Suppose h ∈ Na,b for objects a, b of X . Then clearly (α1)a,b(h) ∼
0 in Nk(C). But since U˜(Nk(C)) ≃ N(U(C)), two edges in Nk(C) are
homotopic if and only if they are equal. Thus Na,b ⊆ ker((α1)a,b).
Write α′1 : X1 → f
∗(C) for the quiver map corresponding to α1 via the
adjunction f! ⊣ f
∗. Then there exists a unique quiver map H : hkX →
f ∗(C) such that H ◦ ν = α′1 and it follows by Lemma 2.24 that (H, f)
is a V-enriched functor hkX → C. Again by Lemma 2.24, H is unique
such that Nk(H) ◦ ηX = α. 
Corollary 4.9. We have a natural isomorphism hk ◦Nk ≃ idCat(k).
Proof. This immediately follows from Propositions 4.8 and the fact that
the linear nerve functor is fully faithful. 
4.2. The free functor preserves quasi-categories. Consider the
free templicial module functor F˜ : SSet → S⊗Mod(k) (see Definition
2.19). We will show that given a quasi-category X , the templicial
module F˜ (X) is a linear quasi-category. Recall by Proposition 3.7 that
F˜ preserves nonassociative Frobenius structures. It turns out that
in the linear setting, having a nonassociative Frobenius structure is
sufficient in order to satisfy the weak Kan condition.
Definition 4.10. Let n ≥ 2. We write W n for the simplicial subset of
∆n defined by, for all m ≥ 0:
W n([m]) = {f : [m]→ [n] | f(m) ≤ n− 1 or f(0) ≥ 1}
and call it the nth wedge. It consists of the 0th and nth face of ∆n.
We say a simplicial set X lifts wedges if every simplicial map W n →
X extends to ∆n for all n ≥ 2.
Lemma 4.11. The inclusionW n → ∆n is inner anodyne for all n ≥ 2.
Proof. Since W 2 = Λ21, we may assume that n > 2. Let ⋆ denote the
join of simplicial sets. Note that the wedge inclusion W n → ∆n is
precisely the pushout-product
(∆n−3 ⋆∆1)
∐
∆n−3⋆{0}
(∆n−2 ⋆ {0})→ ∆n−2 ⋆∆1
where ∆n−3 → ∆n−2 includes the 0th face and {0} → ∆1 is the horn
inclusion Λ10 → ∆
1. It is well-known that the pushout-product with
respect to ⋆ of a monomorphism with a left anodyne map is inner
anodyne (see for example [Lur09, Lemma 2.1.2.3]). 
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As an immediate consequence, we have:
Proposition 4.12. Every quasi-category lifts wedges.
Proposition 4.13. Let X be a naF-templicial module. Then U˜(X)
lifts wedges.
Proof. Let n ≥ 2. A simplicial map α : W n → U˜(X) is corre-
sponds to the data of objects α0, ..., αn ∈ S along with elements αi,j ∈
Xj−i(αi, αj) for all i < j in [n] with (i, j) 6= (0, n) satisfying the com-
patibility relation (4). To extend α to ∆n, we must find an element
α0,n ∈ Xn(α0, αn) such that (αi,j)0≤i≤j≤n lies in U˜(X)n.
Define for all I = {0 = i0 < i1 < ... < im = n} with m ≥ 2:
αI = α0,i1 ⊗ αi1,i2 ⊗ ...⊗ αim−1,...,n
Then we can prove completely analogously to Corollary 3.13 that
µIZ
J(αJ) = µIZ
I∪J(αI∪J)
for all I, J ∈ Pn. We employ a similar trick as in Proposition 3.34:
µI
∑
J∈Pn
ℓ(J)≥2
(−1)ℓ(J)ZJ(αJ) =
∑
K∈Pn
∑
J∈Pn,ℓ(J)≥2
I∪J=K
(−1)ℓ(J)µIZ
K(αK)
=
∑
K∈Pn
I⊆K
∑
J∈Pn,ℓ(J)≥2
K∩Ic⊆J⊆K
(−1)ℓ(J)µIZ
K(αK) = µIZ
I(αI) = αI
where we used Lemma 3.33 and the observation that if ℓ(J) = 1 and
K ∩ Ic ⊆ J ⊆ K, we must have K = I. Hence, it suffices to set
α0,n =
∑
J∈Pn
ℓ(J)≥2
(−1)ℓ(J)ZJαJ

Proposition 4.14. Let X be a templicial module. Then U˜(X) lifts
wedges if and only if X is a linear quasi-category.
Proof. If X is a linear quasi-category, then U˜(X) lifts wedges by Propo-
sition 4.12. Conversely, take 0 < k < n and α : Λnk → U˜(X) in SSet.
If y is an m-simplex of Λnk , given by vertices 0 ≤ i0 ≤ ... ≤ im ≤ n, we
write αi0,...,im ∈ Xm(αi0 , αim) for the image of y under α.
Let us start by noting that if x ∈ Xn satisfies
(13) µp,q(x) = α0,...,p ⊗ αp,...,n (∀p, q ≥ 1 with p+ q = n)
then we have for all p, q ≥ 1 that
µp,q(sj(α0,..., ✄j,...,n − dj(x))) = 0 (for 0 < j < k)
µp,q(sj−1(α0,..., ✄j,...,n − dj(x))) = 0 (for k < j < n)
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Indeed, for the first equation, there are three cases:
µp,q(sj(α0,..., ✄j,...,n − dj(x)))
=


(sj ⊗ id)(α0,..., ✄j,...,p ⊗ αp,...,n − (dj ⊗ id)µp,q(x)) if j < p
(id⊗s0)(α0,...,✁p,p+1 ⊗ αp+1,...,n − (dp ⊗ id)µp+1,q−1(x)) if j = p
(id⊗sj−p)(α0,...,p ⊗ αp,..., ✄j,...,n − (id⊗dj−p)µp,q(x)) if j > p
= 0
Note that when j = p, we have q−1 ≥ 1 because p+1 = j+1 ≤ k < n.
The second equation follows similarly.
Now restrict α to W n. By hypothesis, this extends to β : ∆n → X .
Let x0 = β0,...,n ∈ Xn. Then x
0 satisfies (13). Define for all 0 < j < k:
xj = xj−1 + sj(α0,..., ✄j,...,n − dj(x
j−1))
By the previous remarks, each xj satisfies (13). We then prove by
induction on j that for all 0 < p ≤ j:
dp(x
j) = α0,...,✁p,...,n
Indeed, x0 satisfies this trivially and if j > 0, we have:
dp(x
j) =
{
α0,...,✁p,...,n − sj−1(dp(α0,..., ✄j,...,n)− dj−1(α0,...,✁p,...,n)) if p < j
dj(x
j−1) + α0,..., ✄j,...,n − dj(x
j−1) if p = j
= α0,...,✁p,...,n
Finally, set xn = xk−1 and define for all k < j < n:
xj = xj+1 + sj−1(α0,..., ✄j,...,n − dj(x
j+1))
Then again xj satisfies (13) for all k < j ≤ n. We prove by induction
on j that for all p ∈ {1, ..., k − 1} ∪ {j, ..., n− 1}:
dp(x
j) = α0,...,✁p,...,n
Again, xn satisfies this trivially and if j < n, we have
dp(x
j) =


α0,...,✁p,...,n − sj−2(dp(α0,..., ✄j,...,n)− dj−1(α0,...,✁p,...,n)) if p < k
dj(x
j+1) + α0,..., ✄j,...,n − dj(x
j+1) if p = j
α0,...,✁p,...,n − sj−1(dp−1(α0,..., ✄j,...,n)− dj(α0,...,✁p,...,n)) if p > j
= α0,...,✁p,...,n
Setting α0,...,n = x
k+1, we conclude that (αi,...,j)0≤i≤j≤n ∈ U˜(X)n,
and that this defines an extension of α to ∆n. 
The previous proposition does not hold for ordinary simplicial sets,
as the following example shows.
Example 4.15. Consider the simplicial set X = ∆3∐∂∆2∆
2, gluing an
extra 2nd face to the standard 3-simplex. Formally, it is the pushout
of the inclusion ∂∆2 ⊆ ∆2 along the map ∂∆2 → ∆3 sending vertices
0 7→ 0, 1 7→ 1 and 2 7→ 3. Denote the simplices of ∆3 by ordered
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sequences [i0, ..., im] and denote the extra face by x ∈ X2. We then
have d0(x) = [1, 3], d1(x) = [0, 3] and d2(x) = [0, 1], but x 6= [0, 1, 2].
Then X is certainly not a quasi-category as there exists no 3-simplex
z with d0(z) = [1, 2, 3], d2(z) = x and d3(z) = [0, 1, 2].
However, all wedges in X can be filled. Indeed, a map α :W n → X
is uniquely determined by simplices y, z ∈ Xn−1 such that d0(y) =
dn−1(z). If either y or z is degenerate, α extends trivially to ∆
n. As-
suming they are both non-degenerate, we have either n = 2 or n = 3.
AsW 2 = Λ21 and the quasi-category ∆
3 contains all edges ofX , the case
n = 2 is covered. If n = 3, we must have y = [0, 1, 2] and z = [1, 2, 3],
which can be filled by [0, 1, 2, 3] itself.
Corollary 4.16. Let X be an ordinary quasi-category. Then F˜ (X) is
a linear quasi-category.
Proof. This follows from Propositions 3.5, 3.7, 4.13 and 4.14. 
Corollary 4.17. There is a natural isomorphism
hk ◦ F˜ ≃ F ◦ h
Proof. This follows from the uniqueness of left-adjoints since hk ◦ F˜ ⊣
U˜ ◦Nk, F ◦ h ⊣ N ◦ U and N ◦ U ≃ U˜ ◦NR. 
We end this section by collecting some previous results in the follow-
ing theorem.
Theorem 4.18. There is a diagram of adjunctions
Cat
F
//
N

Cat(k)
Nk

U
oo
QCat
F˜
//
h
OO
QCat(k)
hk
OO
U˜
oo
commutes in the sense that
Nk ◦ F ≃ F˜ ◦N U˜ ◦Nk ≃ N ◦ U
F ◦ h ≃ hk ◦ F˜ h ◦ U˜ ≃ U ◦ hk
5. The linear dg-nerve
In this final section, we introduce a linear analogue (Definition 5.13)
of the classical dg-nerve functor [Lur16]. More precisely, in §5.2 we
prove Theorem 5.11, which states that templicial modules with an as-
sociative Frobenius structure are equivalent to small non-negatively
graded dg-categories. This goes in two steps. The first step requires
the general Theorem 3.14 and the second step uses an augmented ver-
sion of the classical Dold-Kan correspondence, see Corollary 5.7 from
§5.1. Finally, in §5.3 and §5.4 we respectively show that the linear
dg-nerve behaves well with respect to the homotopy category functor
and with respect to the classical dg-nerve.
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5.1. The augmented Dold-Kan correspondence. Recall the clas-
sical Dold-Kan correspondence. We have an equivalence
SMod(k)
N•
// Ch≥0(k)
Γ
oo
between the categories of simplicial modules and non-negatively graded
chain complexes over k. Here, N• is the normalized chain complex
functor and Γ is its right adjoint. We will consider N• to be defined as
Nn(A) =
An∑n−1
i=0 si(An−1)
for any simplicial module A and n ≥ 0. Writing di for the map
Nn(A) → Nn−1(A) induced by the ith face map di, the differential
is given by, for all n ≥ 1:
∂n =
n∑
i=0
(−1)idi : Nn(A)→ Nn−1(A)
Given a simplicial set X , we write N•(X ; k) for the normalized chain
complex of the free simplicial module on X , that is N•(F ◦X).
Then Γ can be obtained by a nerve construction. That is, for all
n ≥ 0 and C• any chain complex:
Γ(C•)n = Ch(k)(N•(∆
n; k), C•)
Explicitly, Γ(C•)n is the module consisting of all families (aI)∅6=I⊆[n]
with aI ∈ C|I|−1 that satisfy, for all ∅ 6= I = {i0 < ... < im} ⊆ [n]:
∂(aI) =
m∑
j=0
(−1)jaI\{ij} if |I| ≥ 2 and ∂(a{i}) = 0 for all i ∈ [n]
This description becomes slightly more elegant if we consider aug-
mented simplicial modules instead, the category of which we denote
by S+Mod(k) = Fun(∆
op
+ ,Mod(k)).
Construction 5.1. Given an augmented simplicial module A, define
N˜•(A) as the non-negatively graded chain complex given by
N˜n(A) =
An−1∑n−2
i=0 si(An−2)
for all n ≥ 0. So in low degrees: N˜0(A) = A−1, N˜1(A) = A0 and
N˜2(A) = A1/s0(A0). The differential is given by, for all n ≥ 0:
∂n+1 =
n∑
i=0
(−1)idi : N˜n+1(A)→ N˜n(A)
By the simplicial identities, this is well-defined and squares to zero.
44 WENDY LOWEN AND ARNE MERTENS
Given an augmented simplicial map α : A → B, set N˜n(α) = αn−1
to be the map N˜n(A)→ N˜n(B) induced by αn−1. This defines a chain
map
N˜•(α) : N˜•(A)→ N˜•(A)
by the naturality of α. It is clear that we get a functor
N˜• : S+Mod(k)→ Ch≥0(k)
Given an augmented simplicial set X , we will also write N˜•(X ; k) for
N˜•(F ◦X), analogously to the classical nomalized chain complex.
Remark 5.2. We have a functor (−)≥0 : S+Mod(k)→ SMod(k) send-
ing every augmented simplicial module A to its underlying simplicial
module A≥0 by forgetting A−1 and the face map d0 : A0 → A−1.
Further, we have a functor s : Ch≥0(k) → Ch≥0(k), which sends a
non-negatively graded chain complex C• to a shifted chain complex sC•
given by Cn = Cn+1 if n ≥ 0, and simply ∂
sC
n = ∂
C
n+1 for all n > 0.
Note that by construction, we have an equality of functors
s ◦ N˜• = N• ◦ (−)≥0
Construction 5.3. It follows from the fact that N• preserves colimits,
that the same holds for N˜•. Consequently, the nerve construction yields
a right adjoint Γ˜ : Ch(k)→ S+Mod(k) to N˜ given by, for every chain
complex C• and n ≥ −1:
Γ˜(C•)n = Ch(k)(N˜•(∆
n
+; k), C•)
Here, ∆n+ is the augmented simplicial set ∆+(−, [n]). That is, it has a
unique (−1)-simplex and its underlying simplicial set is just ∆n.
Explicitly, Γ˜(C•) is the submodule of
⊕
I⊆[n]C|I| consisting of all
families (aI)I that satisfy
∂(aI) =
k∑
j=0
(−1)jaI\{ij}
for all I = {i0 < ... < ik} ⊆ [n]. For f : [m]→ [n] in ∆+, the map
Γ˜(C•)(f) : Γ˜(C•)n → Γ˜(C•)m : (aI)I⊆[n] 7→ (bJ)J⊆[m]
is given by bJ = af(J) if f |J is injective and bJ = 0 otherwise.
Further, if f : C• → D• is a chain map, then
Γ˜(f)n : Γ˜(C•)n → Γ˜(D•)n : (aI)I⊆[n] 7→ (f(aI))I⊆[n]
for all n ≥ −1.
Proposition 5.4. The functors N˜ and Γ˜ form an adjoint equivalence
S+Mod(k)
N˜
// Ch≥0(k)
Γ˜
oo
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Proof. Since s ◦ N˜• = N ◦ (−)≥0 we have the following isomorphisms
Ch(k)(N˜•(A), N˜•(B))
≃ Ch(k)(N•(A≥0), N•(B≥0))×Mod(k)(A0,B−1) Mod(k)(A−1, B−1)
≃ S+Mod(k)(A≥0, B≥0)×Mod(k)(A0,B−1) Mod(k)(A−1, B−1)
≃ S+Mod(k)(A,B)
This proves that N˜• : S+Mod(k) → Ch(k) is fully faithful. Further,
if C• is a non-negatively graded chain complex, consider the simplicial
module A≥0 = Γ(sC•) so that N•(A≥0) ≃ sC•. Note that A0 = C1, so
we can promote A≥0 to an augmented simplicial module A by setting
A−1 = C0 and d0 = ∂ : A0 → A−1. It follows that N˜•(A) ≃ C•. Thus
N˜• is essentially surjective as well. 
We can endow the category S+Mod(k) with the monoidal structure
of the Day convolution. This is also known as the join of augmented
simplicial objects. Explicitely, the tensor product of two augmented
simplicial modules A and B is given by
(A⊗B)n =
⊕
k+l+1=n
Ak ⊗ Bl
for all n ≥ −1. Given f : [m]→ [n], and k, l ≥ −1 such that k+ l+1 =
n, there exist unique fk1 : [p]→ [k] and f
k
2 : [q]→ [l] with p+q+1 = m
and fk1 ⋆ f
k
2 = f . With these notations, we have
(A⊗B)(f) =
∑
k+l+1=n
A(fk1 )⊗ B(f
k
2 )
The monoidal unit I is given by I−1 = k and ∀n ≥ 0 : In = 0.
Lemma 5.5. The functor N˜ is strong monoidal.
Proof. Let A and B be augmented simplicial modules and n ≥ 1. For
all i ∈ [n− 2], the degeneracy map
si :
⊕
k+l+1=n−2
(Ak ⊗ Bl) = (A⊗ B)n−2 → (A⊗ B)n−1
is given by, for all k, l ≥ −1 such that k + l + 1 = n− 2:
si|Ak⊗Bl =
{
sAi ⊗ idBl if i ≤ k
idAk ⊗s
B
i−k−1 if i > k
It follows that we have an equality of submodules of (A⊗ B)n−1:
n−2∑
i=0
si((A⊗B)n−2) =
⊕
p+q=n
(
p−2∑
i=0
sAi (Ap−2)⊗Bq−1+
q−2∑
i=0
Ap−1⊗s
B
i (Bq−2))
Consequently, we have an isomorphism
N˜n(A⊗ B) ≃
⊕
p+q=n
(N˜p(A)⊗ N˜q(B)) = (N˜•(A)⊗ N˜•(B))n
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Moreover this isomorphism is a chain map. This follows from the fact
that for all n ≥ 0 and i ∈ [0], the face map
di :
⊕
k+l+1=n
(Ak ⊗Bl) = (A⊗B)n → (A⊗B)n−1
is given by, for all k, l ≥ −1 such that k + l + 1 = n:
di|Ak⊗Bl =
{
dAi ⊗ idBl if i ≤ k
idAk ⊗d
B
i−k−1 if i > k
So, we get an isomorphism
µA,B : N˜(A⊗ B)
∼
−→ N˜(A)⊗ N˜(B)
It is a direct verification that this isomorphism is natural in A and B,
and associative.
We clearly have an isomorphism ǫ : N˜•(I)
∼
−→ k and it follows easily
that µ is counital with respect to ǫ. 
Proposition 5.6. The functors N˜ and Γ˜ form a monoidal equivalence
S+Mod(k)
N˜
// Ch≥0(k)
Γ˜
oo
Proof. Through the adjoint equivalence of Proposition 5.4, the strong
monoidal structure on N˜ induces a strong monoidal structure on Γ˜
that makes the unit and counit of the adjunction into monoidal natural
transformations. 
Corollary 5.7. We have an adjoint equivalence
Cat(S+Mod(k))
N˜
// dgCat≥0(k)
Γ˜
oo
between the categories of small S+Mod(k)-enriched categories and of
small non-negatively graded dg-categories over k.
Let us analyse the functor Γ˜ a bit further. Given any small dg-
category C• over k (not-necessarily bounded), we obtain a S+Mod(k)-
enriched category Γ˜(C•), by applying Γ˜ : Ch(k) → S+Mod(k) to its
hom-complexes. If m : C•(x, y)⊗C•(y, z)→ C•(x, z) is the composition
of C•, then the composition of Γ˜(C•)
m˜p,q : Γ˜(C•(x, y))p ⊗ Γ˜(C•(y, z))q → Γ˜(C•(x, z))p+q+1
for p, q ≥ −1, is given by
m˜p,q((aI)I⊆[p] ⊗ (bI)I⊆[q]) = (m(aJ1 ⊗ bJ2))J⊆[p+q+1]
where J1 = {j ∈ J | j ≤ p} and J2 = {j − p− 1 | j ∈ J, j > p}.
Further, the identity idx on x ∈ Ob(C•) lives in degree −1 since
C0(x, x) ≃ Γ˜(C•(x, x))−1.
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5.2. Frobenius templicial modules and the linear dg-nerve.
With Theorem 3.14 and the augmented Dold-Kan correspondence,
we will construct an equivalence between non-negatively graded dg-
categories over k and templicial modules with a Frobenius structure,
which we will refer to as Frobenius templicial modules. This will allow
us to define the linear dg-nerve.
Definition 5.8. We refer to a templicial module with a Frobenius
structure as a Frobenius templicial module or F-templicial module. We
call a templicial map (α, f) : (X,S) → (Y, T ) between F-templicial
modules an F-templicial map if the adjoint X → f ∗Y of α : f!X → Y
is a monoidal natural transformation with respect to the lax monoidal
structures on X and f ∗Y . This is equivalent to
(14) f!(Xn)
αn
// Yn
f!(Xk ⊗Xn−k)
f!(Z
k,n−k)
OO
// f!(Xk)⊗ f!(Xn−k) αk⊗αn−k
// Yk ⊗ Yn−k
Zk,n−k
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
being a commutative diagram in QuivT (V).
It follows that the composition of two F-templicial maps, considered
as morphisms of S⊗Mod(k), is again an F-templicial map. We denote
the category of all F-templicial morudles and F-templicial maps by
SFrob⊗ Mod(k)
We have an obvious forgetful functor SFrob⊗ Mod(k) → S⊗Mod(k),
which factors through QCat(k) by Propositions 4.13 and 4.14.
Construction 5.9. Let S be a set. Applying Construction 3.17 to the
k-monoidal category QuivS(k), we get a functor
KS : S⊗QuivS(k)→ Fun(∆
op
− ,QuivS(k))
Take a map of sets f : S → T , X a templicial module with base S
and n ≥ 0. Then KT (f!X)n is the kernel of the composite
f!(Xn)
f!((µk,n−k)k)
−−−−−−−−→ f!
(
n−1⊕
k=1
Xk ⊗Xn−k
)
→
n−1⊕
k=1
f!(Xk)⊗ f!(Xn−k)
in QuivT (k). Let eXn : KS(X)n → Xn denote the canonical inclusion.
Since the comultiplication of f! is a monomorphism, it follows that
f!(eXn) factors uniquely as
f!(KS(X)n)
ψf,Xn−−−→ KT (f!X)n
ef!Xn−−−→ f!(Xn)
where ψf,Xn is an isomorphism. It quickly follows this defines a natural
isomorphism ψf,X : f!KS(X)
∼
−→ KT (f!X) of functors∆
op
− → QuivT (k),
which is moreover natural in X .
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Lemma 5.10. Let f : R→ S and g : S → T be maps of sets and X a
templicial module with base S. Then the following diagram commutes:
(gf)!KR(X)
∼

ψgf,X
// KT ((gf)!X)
∼
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
g!f!KR(X)
g!(ψf,X )
// g!KS(f!X)
ψg,f!X
// KT (g!f!X)
Proof. Take n ≥ 0 and compose both sides of the diagram with the
canonical inclusion eg!f!Xn : KT (g!f!X)n → g!f!(Xn). Then the re-
sult follows from Construction 5.9, the naturality of the isomorphism
(gf)! ≃ g!f! and the definition of KT . 
Let SFrob⊗ Mod(k)S be the subcategory of S
Frob
⊗ Mod(k) spanned by
all -templicial modules with base S. Further, we write S−Mod(k) =
Fun(∆op− ,Mod(k)) for the category of narrow simplicial modules and
Cat(S−Mod(k))S for the category of S−Mod(k)-enriched categories
with set of objects S. Now note that we have isomorphisms
SFrob⊗ Mod(k)S ≃ Frobsu(∆
op
f ,QuivS(k))
Cat(S−Mod(k))S ≃ Lax(∆
op
− ,QuivS(k))
Hence Theorem 3.14 states that KS can be upgraded to an equivalence
SFrob⊗ Mod(k)S
KS
// Cat(S−Mod(k))S
(−)S
oo
Theorem 5.11. There is an adjoint equivalence of categories
SFrob⊗ Mod(k)
K
// Cat(S−Mod(k))
(−)
oo
Proof. Take an F-templicial map (α, f) : (X,S) → (Y, T ) between F-
templicial modules. Then by Construction 3.17, we have a natural
transformation KT (α) : KT (f!X) → KT (Y ). Using Construction 5.9
and the adjunction f! ⊣ f
∗, we get a natural transformation, which we
denote
K(α) : KS(X)→ f
∗KT (Y )
As the adjoint X → f ∗Y of α is monoidal, it follows that K(α) is
monoidal as well. Hence, (K(α), f) is a S−Mod(k)-enriched functor
K(X)→ K(Y ). It follows from Lemma 5.10 that this defines a functor
K : SFrob⊗ Mod(k)→ Cat(S−Mod(k))
which restricts to KS on S
Frob
⊗ Mod(k)S for each set S.
Finally, the isomorphisms of Construction 5.9 provide isomorphisms
f ∗(A)T ≃ (f
∗A)S for every map of sets f : S → T and S−Mod(k)-
enriched category A with set of objects T . A similar argument then
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proves that the functors (−)S combine to give a functor
(−) : Cat(S−Mod(k))→ S
Frob
⊗ Mod(k)
which is inverse and right adjoint to K. 
Corollary 5.12. There is an adjoint equivalence of categories
SFrob⊗ Mod(k)
// dgCat≥0(k)oo
Proof. Combine Theorem 5.11, Lemma 3.16 and Corollary 5.7. 
Definition 5.13. Let (−)♯ : Cat(S+Mod(k))
∼
−→ Cat(S−Mod(k)) be
the isomorphism obtained by Lemma 3.16. We call the composite
Ndgk : dgCat(k)
Γ˜(−)♯
−−−→ SFrob⊗ Mod(k)→ QCat(k)
the (k-)linear dg-nerve functor.
5.3. Comparison with homotopy categories. Any small k-linear
category can be considered as a small dg-category concentrated in de-
gree 0. Let us denote this embedding by ι : Cat(k)→ dgCat(k). Con-
versely, we can apply the 0th homology functor to all hom-complexes
of a small dg-category C• over k to get a small k-linear category H0(C•).
In this section, we show that under the linear dg-nerve functor Ndgk ,
the adjunction H0 ⊣ ι corresponds to the adjunction hk ⊣ Nk in the
sense that the diagram
QCat(k)
hk
%%❑
❑❑
❑❑
❑❑
❑❑
❑
dgCat≥0(k)
N
dg
k
oo
H0
xxqq
qq
qq
qq
qq
Cat(k)
Nk
ee❑❑❑❑❑❑❑❑❑❑ ι
88qqqqqqqqqq
commutes up to natural isomorphism in both directions.
Proposition 5.14. We have natural isomorphisms
Ndgk ◦ ι ≃ Nk and hk ◦N
dg
k ≃ H0
Proof. Let’s denote the functor from left to right in the equivalence of
Corollary 5.12 by C• : S
Frob
⊗ Mod(k)→ dgCat≥0(k).
Let C be a small k-linear category. Then by Example 3.4, Nk(C) has
a unique Frobenius structure. Since the comultiplication maps ofNk(C)
are invertible, we have that K(Nk(C)) is concentrated in degree 1 and
thus C•(Nk(C)) is concentrated in degree 0. It follows that C• ◦ Nk is
naturally isomorphic to ι and therefore Ndgk ◦ ι ≃ Nk.
Let X be an F-templicial module with base S. Boiling down the
definitions, we see that the set of objects of C•(X) is S as well and that
for every x ∈ S, the degenerate 1-simplex s0(x) represents the identity
in both hX and H0(C•(X)). Take x, y, z ∈ S. Then the differential
∂ : C1(X)(x, z)→ C0(X)(x, z) is just −d1 : ker(µ1,1)(x, z) → X1(x, z).
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Hence, for any three f ∈ X1(x, y), g ∈ X1(y, z) and h ∈ X1(x, z), the
composition gf is homologous to h in C•(X) if and only if there exists a
w ∈ ker(µ1,1)(x, z) such that d1(w) = gf − h. This is equivalent to the
existence of a templicial map α : ∆2 → X with α0,1 = 0, α1,2 = s0(x)
and α0,2 = gf − h. in other words, gf − h is homotopic to 0 in X , i.e.
[g] ◦ [f ] = [h] in hX . Specializing to the case f = s0(x), we find that
[g] = [h] in H0(C•(X)) if and only if [g] = [f ] in hX . This shows that
[f ] 7→ [f ] defines an isomorphism of k-linear categories
hkX ≃ H0(C•(X))
It follows easily that this isomorphism is natural in X . We conclude
that also hk ◦N
dg
k ≃ H0. 
5.4. Comparison with the dg-nerve. Consider the classical dg-
nerve, which assigns to every small dg-category C• over k a quasi-
category Ndg(C•) [Lur16]. The incarnation of the functor N
dg we will
be using is as follows. For every n ≥ 0, Ndg(C•)n is the set of all pairs
((xi)
n
i=0, (aI)I)
where for all i ∈ [n], xi is an object of C• and for every subset I =
{i0 < ... < im} ⊆ [n] with ℓ(I) = m ≥ 1, aI ∈ Cm−1(xi0 , xim) satisfying
(15) ∂(aI) =
m−1∑
j=1
(−1)jaI\{j} + (−1)
m(j+1)a{ij<...<im} ◦ a{i0<...<ij}
as it appears in [Lur18, Tag 00PL].
We finish this section by showing that the linear dg-nerve can indeed
be considered as a linear enhancement of Ndg, in the sense that the
following diagram commutes up to natural isomorphism:
QCat(k)
U˜ %%❑
❑❑
❑❑
❑❑
❑❑
dgCat≥0(k)
N
dg
k
oo
Ndgxxqq
qq
qq
qq
qq
QCat
Definition 5.15. Let A be a small S−Mod(k)-enriched category, with
composition mp,q : Ap(x, y) ⊗ Aq(y, z) → Ap+q−1(x, z). We define a
simplicial set S(A) as follows. For n ≥ 0, let S(A)n denote the set of
all pairs
((xi)
n
i=0, (ai,j)0≤i<j≤n)
with x0, ..., xn objects of A and ai,j ∈ Aj−i(xi, xj) for all 0 ≤ i < j ≤ n.
For 0 ≤ l ≤ n, the face map dl : S(A)n → S(A)n−1 sends a pair
((xi)i, (ai,j)i,j) to ((yi)i, (bi,j)i,j), with yi = xδl(i) for all 0 ≤ i ≤ n, and
bi,j =


ai+1,j+1 if l ≤ i
dAl−i(ai,j+1) +ml−i,j−l+1(ai,l ⊗ al,j+1) if i < l ≤ j
ai,j if j < l
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Similarly, the degeneracy map sl : S(A)n → S(A)n+1 sends a pair
((xi)i, (ai,j)i,j) to ((yi)i, (bi,j)i,j), with yi = xσl(i) for all 0 ≤ i ≤ n, and
bi,j =


ai−1,j−1 if l < i
sAl−i(ai,j−1) if i < l < j − 1
ai,j if j ≤ l
idxi if l = i = j − 1
0 otherwise
Given a S−Mod(k)-enriched functor H : A → B, we define a simpli-
cial map S(H) : S(A)→ S(B) by setting for all n ≥ 0:
S(H)n : S(A)n → S(B)n : ((xi)i, (ai,j)i,j) 7→ ((H(xi))i, (Hj−i(ai,j))i,j)
This defines a functor S : Cat(S−Mod(k))→ SSet.
Proposition 5.16. There is a natural isomorphism
U˜ ◦ (−) ≃ S
where we suppressed the forgetful functor SFrob⊗ Mod(k) → QCat(k) in
the notation.
Proof. Let A be a small S−Mod(k)-enriched category and n ≥ 0. Write
µ for the comultiplication of A. Then take x0, ..., xn ∈ Ob(A) and an
arbitrary family (αi,j)0≤i<j≤n with
αi,j = (a
I
i,j)I∈Pn ∈ Aj−i(xi, xj) =
⊕
I∈Pn
AI(xi, xj)
and aIi,j ∈ Ai1−i(xi, xi1) ⊗ ... ⊗ Aj−im−1(xim−1 , xj) ⊆ AI(xi, xj), for all
I = {i = i0 < ... < im−1 < im = j}. Then for any 0 ≤ i < k < j ≤ n,
µk−i,j−k(αi,j) = αi,k ⊗ αk,j ⇔ ∀I ∈ Pk−i, ∀J ∈ Pj−k : a
I+J
i,j = a
I
i,k ⊗ a
J
k,j
Consequently, the family (αi,j)i,j is completely determined by (a
{i,j}
i,j )i,j,
whereby we have a bijection
U˜(A)n → S(A)n : ((xi)
n
i=0, (αi,j)i,j) 7→ ((xi)
n
i=0, (a
{i,j}
i,j )i,j)
Next, we check that this bijection is natural in n. Take 0 ≤ l ≤
n + 1 and and an element ((xi)i, (αi,j)i,j) of U˜(A)n+1 as above. Then
the face map dl : U˜(A)n+1 → U˜(A)n sends this element to the pair
((xδl(i))
n
i=0, (βi,j)0≤i<j≤n), where
βi,j =


αi+1,j+1 if l ≤ i
dAl−i(αi,j+1) if i < l ≤ j
αi,j if j < l
So, applying the bijection above to βi,j gives precisely the lth face
of ((xi)i, (a
{i,j}
i,j )i,j) ∈ S(A)n+1. The case for the degeneracy maps is
proven similarly.
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Finally, the naturality in A follows immediately from the definitions.

Next, we compare Ndg(C•) with S(Γ˜(C•)
♯) for a given small dg-
category C• over k. Fix n ≥ 0 and x0, ..., xn ∈ Ob(C•). Then an
n-simplex of S(Γ˜(C•)
♯) is a pair ((xi)
n
i=0, (αi,j)0≤i<j≤n) where αi,j ∈
Γ˜(C•(xi, xj))j−i−2. In particular, αi,j is a family (a
J
i,j)J⊆[j−i−2] with
aJi,j ∈ C|J |(xi, xj). By considering I = {i} ∪ (J + i + 1) ∪ {j}, we can
equivalently describe (αi,j)i,j as a family
(16) (aI)I ∈
⊕
I={i0<...<im}⊆[n]
m≥1
Cm−1(xi0 , xim)
Note that an n-simplex of Ndg(C•) is just as well described by a pair
((xi)
n
i=0, (aI)I) with (aI)I a family of type (16). Setting a{i} = idxi ∈
C0(xi, xi) for all i ∈ [n], we can consider these families (aI)I as ranging
over all non-empty I ⊆ [n].
Remark 5.17. For the following statements and proofs, recall Defini-
tions 3.11 and 3.23. Further, we will write m ≡ n to indicate that two
integers m and n are equal modulo 2.
Lemma 5.18. Let C• be a small dg-category over k and n ≥ 0. Fix
objects x0, ..., xn of C•. Assume that for all I ⊆ [n] with endpoints
i < j, we are given elements aI , bI ∈ Cℓ(I)−1(xi, xj) that satisfy
(17)
∑
s∈Ic
(−1)ǫ(s,I)aI≥sbI≤s = 0
where ǫ(s, I) ≡ ℓ(I)pI(s)+ℓ(I)+pI(s) for all s ∈ I
c\{i} and ǫ(i, I) ≡ 0.
Then the families (aI)I and (bI)I completely determine each other,
and moreover
((xi)i, (aI)I) ∈ N
dg(A•)n ⇔ ((xi)i, (bI)I) ∈ S(Γ˜(A•)
♯)n
Proof. For any I ⊆ [n] with endpoints i < j, set d(I) = j− i. We prove
by induction on d ≥ 1 that the families (aI)I,d(I)≤N and (bI)I,d(I)≤N
completely determine each other, and that the following statements
are equivalent:
(ad) For all ∅ 6= I ⊆ [n] with d(I) ≤ d, we have
∂(aI) =
∑
t∈I\{i,j}
(−1)pI(t)aI\{t} + (−1)
ℓ(I)(pI (t)+1)aI≥taI≤t
(bd) For all ∅ 6= I ⊆ [n] with d(I) ≤ d, we have
∂(bI ) =
∑
t∈I\{i,j}
(−1)pI(t)+1bI\{t}
LINEAR QUASI-CATEGORIES AS TEMPLICIAL MODULES 53
For d = 1, we have aI = bI by (17) and the fact that a{i} = b{i} = idxi .
This further implies that ∂(aI) = 0 if and only if ∂(bI) = 0 and thus
(a1) is equivalent to (b1).
Let now d > 1. Then since a{i} = b{i} = idxi (17) implies that aI
can be written in terms of (bI)I and elements aJ with d(J) < d(I).
It follows by the induction hypothesis that aI can be written only in
terms of (bI)I . Similarly, bI is completely determined by (aI)I .
Take I ⊆ [n] with endpoints i < j and d(I) = j − i ≤ d. For the
rest of the proof, we will write p = pI and m = ℓ(I) ≥ 1. If either
(ad) or (bd) holds, then both (ad−1) and (bd−1) hold by the induction
hypothesis. Take s ∈ Ic \ {i, j} and apply (ad−1) to I
≥s and (bd−1) to
I≤s. This gives
∂(aI≥s)
=
∑
t∈I≥s\{s,j}
(−1)pI≥s(t)aI≥s\{t} + (−1)
ℓ(I≥s)(p
I≥s
(t)+1)a(I≥s)≥ta(I≥s)≤t
=
∑
s∈I
s<t<j
(−1)p(t)−p(s)+1a(I\{t})≥s + (−1)
(m−p(s)+1)(p(t)−p(s))aI≥ta(I≤t)≥s
∂(bI≤s) =
∑
t∈I≤s\{i,s}
(−1)pI≤s(t)+1bI≤s\{t} =
∑
t∈I
i<t<s
(−1)p(t)+1b(I\{t})≤s
Hence, applying ∂ to equation (17) gives
(18)
∂(aI) + (−1)
m∂(bI)
+
∑
s∈Ic,t∈I
i<s<t<j
(−1)mp(s)+m+p(t)+1a(I\{t})≥sbI≤s
+
∑
s∈Ic,t∈I
i<s<t<j
(−1)mp(t)+p(s)p(t)+m+p(s)+p(t)aI≥ta(I≤t)≥sbI≤s
+
∑
s∈Ic,t∈I
i<t<s<j
(−1)mp(s)+p(t)+1aI≥sb(I\{t})≤s = 0
where we used the graded Leibniz rule and the fact that aI≥s has degree
ℓ(I≥s)− 1 = m− p(s). We can simplify this equation by using (17).
Let t ∈ I \ {i, j} be arbitrary. Then for s ∈ (I \ {t})c = Ic ∪ {t}, we
have pI\{t}(s) = p(s) if s ≤ t and pI\{t}(s) = p(s) − 1 if s > t. Since
also ℓ(I \ {t}) = m− 1, it follows that
ǫ(s, I \ {t}) ≡
{
mp(s) +m+ 1 if s ≤ t
mp(s) + 1 if s > t
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Thus applying equation (17) to I \ {t}, we get∑
s∈Ic
i<s<t
(−1)mp(s)+m+1a(I\{t})≥sbI≤s +
∑
s∈Ic
t<s<j
(−1)mp(s)+1aI≥sb(I\{t})≤s
= −aI\{t} + (−1)
mp(t)+maI≥tbI≤t + (−1)
mbI\{t}
Hence, equation (18) reduces to
(19)
∂(aI) + (−1)
m∂(bI)
+
∑
t∈I\{i,j}
(−1)p(t)
(
−aI\{t} + (−1)
mp(t)+maI≥tbI≤t + (−1)
mbI\{t}
)
+
∑
s∈Ic,t∈I
i<s<t<j
(−1)mp(t)+p(s)p(t)+m+p(s)+p(t)aI≥ta(I≤t)≥sbI≤s = 0
Again for t ∈ I \ {i, j} arbitrary, we now consider I≤t. Note that
ℓ(I≤t) = p(t) and for all s ∈ (I≤t)c = (Ic)≤t, we have pI≤t(s) = p(s).
Consequently, applying equation (17) to I≤t yields∑
s∈Ic
i<s<t
(−1)p(t)p(s)+p(t)+p(s)a(I≤t)≥sbI≤s + (−1)
p(t)bI≤t = −aI≤t
So equation (19) further reduces to
(20)
∂(aI)−
∑
t∈I\{i,j}
(
(−1)p(t)aI\{t} + (−1)
m(p(t)+1)aI≥taI≤t
)
= (−1)m+1

∂(bI)− ∑
t∈I\{i,j}
(−1)p(t)+1bI\{t}


from which conclude that (ad) is equivalent to (bd). 
Proposition 5.19. There is a natural isomorphism
S ◦ ♯ ◦ Γ˜ ≃ Ndg
Proof. Let C• be a small dg-category over k. Lemma 5.18 provides a
bijection between Ndg(C•)n and S(Γ˜(C•)
♯)n for every n ≥ 0. We prove
that it is natural in n. Take n ≥ 0 and l ∈ [n+ 1]. Then the face map
dl : N
dg(C•)n+1 → N
dg(C•)n is given by
dl
(
(xi)
n+1
i=0 , (aJ)J⊆[n+1]
)
=
(
(xδl(i))
n
i=0, (a
′
I)I⊆[n]
)
with a′I = aδlI for all I ⊆ [n] with ℓ(I) ≥ 1. Further, from the defini-
tions we see that dl : S(Γ˜(C•)
♯)n+1 → S(Γ˜(C•)
♯)n is given by
dl
(
(xi)
n+1
i=0 , (bJ)J⊆[n+1]
)
=
(
(xδl(i))
n
i=0, (b
′
I)I⊆[n]
)
where, for all I ⊆ [n] with endpoints i < j:
b′I =
{
bδlI + (−1)
ℓ(I)(pI (l)−1)b(δlI)≥lb(δlI)≤l if i < l ≤ j
bδlI otherwise
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Note that ℓ(δlI) = ℓ(I), pδlI(s) = pI(s) if s ≤ l and pδlI(s) = pI(s− 1)
if s > l. Consequently if i < l ≤ j, then ℓ((δlI)
≤l) = pI(l) and
ℓ((δlI)
≥I) = ℓ(I) − pI(l) + 1. The sign in the expression for b
′
I is
present because
mC•(b(δlI)≤l ⊗ b(δlI)≥l) = (−1)
(ℓ((δlI)
≤l)−1)(ℓ((δlI)
≥l)−1)b(δlI)≥lb(δlI)≤l
= (−1)ℓ(I)(pI (l)−1)b(δlI)≥lb(δlI)≤l
To prove that that the bijections of Lemma 5.18 respect the face maps,
we must show that if (aJ)J⊆[n+1] and (bJ)J⊆[n+1] satisfy equation (17),
then so do (a′I)I⊆[n] and (b
′
I)I⊆[n].
Fix I ⊆ [n] with endpoints i < j and put p = pI and m = ℓ(I) ≥ 1.
We may assume that i < l ≤ j, as otherwise the conclusion is clear.
Consider∑
s∈Ic
(−1)ǫ(s,I)a′I≥sb
′
I≤s
=
∑
s∈(δlI)
c
s<l
(−1)ǫ(s,I)aδl(I≥s)bδl(I≤s) +
∑
s∈(δlI)
c
s>l
(−1)ǫ(s−1,I)aδl(I≥s−1)bδl(I≤s−1)
+
∑
s∈(δlI)
c
s>l
(−1)ǫ(s−1,I)+p(s−1)(p(l)−1)aδl(I≥s−1)b(δl(I≤s−1))≥lb(δl(I≤s−1))≤l
where we used that ℓ(I≤s−1) = p(s − 1) and pI≤s−1(l) = p(l) if s > l.
Now for all s ∈ (δlI)
c we have, ǫ(s, δlI) ≡ ǫ(s, I) if s < l and ǫ(s, δlI) ≡
ǫ(s− 1, I) if s > l. Therefore, the above expression becomes
=
∑
s∈(δlI)
c
s<l
(−1)ǫ(s,δlI)a(δlI)≥sb(δlI)≤s +
∑
s∈(δlI)
c
s>l
(−1)ǫ(s,δlI)a(δlI)≥sb(δlI)≤s
+
∑
s∈(δlI)
c
s>l
(−1)mp(s−1)+p(s−1)p(l)+ma(δlI)≥sb((δlI)≤s)≥lb(δlI)≤l
Now, using equation (17) applied to δlI, this is equal to
= (−1)ǫ(l,δlI)+1a(δlI)≥lb(δlI)≤l
+
∑
s∈(δlI)
c
s>l
(−1)mp(s−1)+p(s−1)p(l)+ma(δlI)≥sb((δlI)≤s)≥lb(δlI)≤l
= (−1)(m+1)(p(l)+1)

 ∑
s∈((δlI)≥l)c
(−1)ǫ(s,δlI)a((δlI)≥l)lb((δlI)≥l)≤s

 b(δlI)≤l
= 0
where we used that ǫ(l, δlI) + 1 ≡ (m+ 1)(p(l) + 1) and ǫ(s, (δlI)
≥l) ≡
mp(s − 1) + p(s − 1)p(l) +mp(l) + p(l) + 1 for all s > l. In the last
equality, we used equation (17) applied to (δlI)
≥l.
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Next, we check the compatibility with the degeneracy maps. take
n ≥ 0 and l ∈ [n]. The degeneracy map sl : N
dg(C•)n → N
dg(C•)n+1 is
given by
sl
(
(xi)
n
i=0, (aJ)J⊆[n]
)
=
(
(xσl(i))
n+1
i=0 , (a
′
I)I⊆[n+1]
)
where, for all I ⊆ [n + 1] with endpoints i < j:
a′I =


aσlI if σl|I is injective
u if l = i = j − 1
0 otherwise
Further, the degeneracy map sl : S(Γ˜(C•)
♯)n → S(Γ˜(C•)
♯)n+1 is given
by
sl
(
(xi)
n
i=0, (bJ)J⊆[n]
)
=
(
(xσl(i))
n+1
i=0 , (b
′
I)I⊆[n+1]
)
where, for all I ⊆ [n + 1] with endpoints i < j:
b′I =


bσlI if σl|I is injective and l 6= j − 1
u if l = i = j − 1
0 otherwise
To prove that the bijections of Lemma (5.18) respect the degeneracy
maps, it suffices to prove that if (aJ)J⊆[n] and (bJ)J⊆[n] satisfy equation
(17), then so do (a′I)I⊆[n+1] and (b
′
I)I⊆[n+1].
Fix I ⊆ [n + 1] with endpoints i < j. We may assume that either
l = i = j−1 or i < l = j−1 as otherwise the conclusion is clear. In the
former case, I = {i, i+1} and a′I − b
′
I = u− u = 0 as desired. Assume
now that i < l = j − 1. Then since b′I = 0 and (σj−1I)
c = Ic \ {j},∑
s∈Ic
(−1)ǫ(s,I)a′I≥sb
′
I≤s =
∑
s∈(σlI)c
(−1)ǫ(s,I)a′I≥sb
′
I≤s
Now if j − 1 ∈ I, then σj−1 is not injective on I and thus a
′
I≥s
= 0 for
all s ∈ (σj−1I)
c. On the other hand, if j − 1 6∈ I, then σj−1 is injective
on I. Moreover, it follows that ǫ(s, I) ≡ ǫ(s, σj−1I) for all s ∈ (σj−1I)
c
and thus the above sum becomes∑
s∈Ic
(−1)ǫ(s,I)aσj−1(I≥s)bσj−1(I≤s) =
∑
s∈(σlI)c
(−1)ǫ(s,σj−1I)a(σj−1I)≥sb(σj−1I)≤s
which is seen to be 0 by applying equation (17) to σj−1I.
Thus we have constructed an isomorphism Ndg(C•) ≃ S(Γ˜(C•)
♯) of
simplicial sets. Take a dg-functor f : C• → D•. Then it immediately
follows that for any n ≥ 0 and (aI)I⊆[n], (bI)I⊆[n] satisfying equation
(17), the families (fℓ(I)−1(aI))I⊆[n] and (fℓ(I)−1(bI))I⊆[n] satisfy it as well.
Consequently, the constructed isomorphism is natural in C•. 
Theorem 5.20. We have a natural isomorphism
U˜ ◦Ndgk ≃ N
dg
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Proof. This is now a direct consequence of Propositions 5.16 and 5.19.

Appendix A. Alternative definition of templicial objects
In this appendix, we discuss an alternative definition of templicial
objects. It is simpler than the one given in Definition 2.4 and doesn’t
rely on quivers, but for our purposes it turned out to be less practical.
We show that under mild conditions on the monoidal category V, both
definitions coincide (see Definition A.10 and Theorem A.12). As usual,
V is assumed to be cocomplete such that the monoidal product −⊗−
preserves colimits in each variable.
A.1. cc-functors.
Definition A.1. As the free functor F : Set → V is strong monoidal,
we have an induced functor between categories of comonoids:
Set ≃ Comon(Set)→ Comon(V)
Further, for any colax monoidal functor X : ∆opf → V, X0 has the
structure of a comonoid in V. We obtain a functor
(−)0 : Colax(∆
op
f ,V)→ Comon(V)
We define the category Colaxc(∆
op
f ,V) of canonical colax monoidal
functors or cc-functors by the 2-pullback
Colaxc(∆
op
f ,V)
//

Colax(∆opf ,V)
(−)0

Set // Comon(V)
Explicitly, a cc-functor is a colax monoidal functor (X, µ, ǫ) :∆opf →
V equipped with an isomorphism X0 ≃ F (S) for some set S such
that through this isomorphism, µ0,0 and ǫ are induced by the diagonal
S → S× S and the terminal map S → {∗} respectively. We call S the
base of X . A morphism of cc-functors X → Y with respective bases S
and T is a monoidal natural transformation α such that through the
above isomorphisms, α0 is induced by some map of sets f : S → T .
We now describe a comparison functor from templicial objects to
cc-functors. In the next subsection, we will give sufficient conditions
on V for this functor to be an equivalence.
Construction A.2. Consider the natural transformation t : idSet → ∗
given by the terminal map tS : S → {∗} for every set S. This induces
a pseudonatural transformation
ΦVt : ΦV → ΦV ◦ ∗
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between pseudofunctors Set→ Cat, where ΦV = Colax(∆
op
f , (−)!) as in
Construction 2.8. Through the Grothendieck construction, we obtain
a functor
c :
∫
ΦV →
∫
ΦV ◦ ∗ ≃ Colax(∆
op
f ,V)× Set
Explicitly, this functor sends a pair (X,S) with S a set and X :
∆
op
f → QuivS(V) colax monoidal to the pair (cX,S), where
cXn = (tS)!(Xn) =
∐
a,b∈S
Xn(a, b)
for all n ≥ 0. The comultiplication and counit are induced by those of
X . Moreover, a templicial morphism (α, f) : (X,S) → (Y, T ) is sent
to the pair (cα, f), where for every n ≥ 0,
cαn :
∐
a,b∈S
Xn(a, b)→
∐
x,y∈T
Yn(x, y)
factors through (αn)a,b : Xn(a, b)→ Yn(f(a), f(b)) for all a, b ∈ S.
Note that, up to equivalence, we may consider Colaxc(∆
op
f ,V) as a
subcategory of Colax(∆opf ,V)× Set.
Proposition A.3. The functor c :
∫
ΦV → Colax(∆
op
f ,V) × Set of
Construction A.2 restricts to a functor
c : S⊗V → Colaxc(∆
op
f ,V)
Proof. Note that for any set S, (tS)!(IS) ≃
∐
x∈S I = F (S). Take an
object (X,S) of
∫
ΦV , then the counit ǫ : X0 → IS induces a morphism
ϕ(X,S) : cX0 = (tS)!(X0)→ F (S)
in V. It easily follows that ϕ(X,S) is a comonoid morphism which is
natural in (X,S). Moreover, if (X,S) is a templicial object, then ǫ and
thus ϕ(X,S) is an isomorphism. 
A.2. Decomposing monoidal categories. We now describe how to
invert the comparison functor c : S⊗V → Colaxc(∆
op
f ,V). For this we
need to “pull apart” the objects Xn ∈ V of a cc-functor to form a
quiver. This goes as follows.
Construction A.4. Let X : ∆opf → V be a cc-functor with comulti-
plication µ and base S. Via the isomorphism X0 ≃
∐
a∈S I, we have
for every n ≥ 0, a morphism
µ0,n,0 : Xn → X0 ⊗Xn ⊗X0 ≃
∐
a,b∈S
Xn
which assemble into a natural transformation µ0,−,0 : X →
∐
a,bX .
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Assume V has equalizers, then define X(a, b) as the equalizer
X(a, b)
ea,b
// X
µ0,−,0
//
ca,b
//
∐
a,b∈S X
in Fun(∆opf ,V), where ca,b is the (a, b)th coprojection.
Lemma A.5. Let X be a cc-funtor with comultiplication µ and base
S. Let ∇ :
∐
a,b∈S X → X be the codiagonal. Then(∐
a,b∈S
µ0,−,0
)
µ0,−,0 =
(∐
a,b∈S
ca,b
)
µ0,−,0 and ∇µ0,−,0 = idX
Proof. Note that through the isomorphism X0 ≃
∐
a∈S I, the counit
ǫ : X0 → I becomes the codiagonal. Moreover, for all n ≥ 0, the
morphisms idX0 ⊗µ0,n,0⊗ idX0 and µ0,0⊗ idXn ⊗µ0,0 become
∐
a,b µ0,n,0
and
∐
a,b ca,b respectively. Thus the result follows from the counitality
and coassociativity of µ and ǫ. 
The previous lemma leads us to define the following.
Definition A.6. Let C be a category with coproducts. Let I be a set
and A ∈ C. We denote ιj : A →
∐
j∈I A for the jth coprojection and
∇ :
∐
i∈I A → A for the codiagonal. A morphism f : A →
∐
i∈I A is
called decomposing if(∐
i∈I
f
)
f =
(∐
i∈I
ιi
)
f and ∇f = idA
A decomposing equalizer is the equalizer of a decomposing morphism
with a copojection ιj .
Recall that a diagram
E
e
−→ A
f
⇒
g
B
in a category C such that fe = ge is called a split equalizer if there
exist morphisms p : B → A and s : A→ E in C such that
se = idE pg = idA pf = es
The diagram is called a coreflexive equalizer if e is the equalizer of f
and g and there exists a morphism p : B → A such that pf = pg = idA.
A split equalizer is always an equalizer. Moreover, it is an absolute
limit, meaning that it is preserved by every functor with domain C.
Remark A.7. Any coprojection ιj : A→
∐
iA is itself decomposing.
Further note that because of the condition ∇f = idA, a decomposing
equalizer is always coreflexive.
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Lemma A.8. Let C be a category with coproducts and consider a de-
composing morphism f : A→
∐
i∈I A. Then
A
f
//
∐
i∈I A
∐
i f
//
∐
i ιi
//
∐
i∈I
∐
j∈I A
is a split equalizer.
Proof. Let ∇ :
∐
i
∐
j A→
∐
j A denote the codiagonal which collapses
the outer coproduct. Then it immediately follows that ∇
∐
i f = f∇
and ∇
∐
i ιi = id. By hypothesis, we also have ∇f = idA. 
Proposition A.9. Suppose that V has equalizers and that coproducts
commute with decomposing equalizers in V. Let X be a cc-functor with
base S, comultiplication µ and counit ǫ. Then:
(a) The canonical natural transformation
(ea,b)a,b :
∐
a,b∈S
X(a, b)→ X
is an isomorphism.
(b) If coproducts are disjoint in V, then for all a, b ∈ S, the composition
X0(a, a)
ea,a
−−→ X0
ǫ
−→ I
is an isomorphism, and X0(a, b) ≃ 0 if a 6= b.
(c) If the monoidal product −⊗− of V preserves decomposing equalizers
in each variable, then for all k, l ≥ 0 and a, b ∈ S, the map µk,lea,b
factorizes uniquely as
Xk+l(a, b)
µ
a,b
k,l
−−→
∐
c∈S
Xk(a, c)⊗Xl(c, b)
(ea,c⊗ec,b)c
−−−−−−→ Xk ⊗Xl
Proof. (a) By Lemma A.5,
∐
a,b∈S X(a, b) is the equalizer of
∐
a,b µ0,−,0
and
∐
a,b ca,b. Hence by Lemma A.8, it is isomorphic to X . More
precisely, for the isomorphism ϕ :
∐
a,bX(a, b)
∼
−→ X we have∐
a,b ea,b = µ0,−,0ϕ and thus as ǫ coincides with the codiagonal
∇ :
∐
a I → I, we get ϕ = (ea,b)a,b.
(b) As coproducts are disjoint we have an equalizer diagram
Ia,x,b // I
ιx,x
//
ιa,b
//
∐
y,z∈S I
where Ia,x,b = I if a = b = x and Ia,x,b = 0 otherwise. Taking the
coproduct of this diagram over all x ∈ S, we find an equalizer
Ia,b //
∐
x∈S I
∐
x ιx,x
//
∐
x ιa,b
//
∐
y,x,z∈S I
where Ia,b = I if a = b and Ia,b = 0 if a 6= b. Now via the
isomorphism X0 ≃
∐
x I, µ0,0,0 becomes
∐
x ιx,x and thus we have
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an isomorphism ϕ : X0(a, b) → Ia,b such that ιa,bϕ = ea,b. As ǫ
coincides with the codiagonal ∇, we find that ϕ = ǫea,b.
(c) Note that since decomposing equalizers are coreflexive, and they
are preserved by −⊗− in each variable, they are also preserved in
both variables together (use Lemma 4.2 of [BW05] for example).
It then follows from Lemma A.5 that the morphism∐
c∈S
Xk(a, c)⊗Xl(c, b)
∐
c ea,c⊗ec,b−−−−−−−→
∐
c∈S
Xk ⊗Xl
is the equalizer of
∐
c µ0,k,0⊗µ0,l,0 and
∐
c ca,c⊗ cc,b. Using the iso-
morphism X0 ≃
∐
c I, we see that this is equivalently the equalizer
of µ0,k,0 ⊗ idX0 ⊗µ0,l,0 and ca,∗ ⊗ µ0,0,0 ⊗ c∗,b, where
ca,∗ : Xk ≃ I ⊗Xk
ιa⊗idXk−−−−−→
∐
a∈S
I ⊗Xk ≃ X0 ⊗Xk
and similarly for c∗,b.
Now note that for the maps ca,b : Xk+l → X0 ⊗ Xk+l ⊗ X0 and
ea,b : Xk+l(a, b)→ Xk+l, we have
(µ0,k,0 ⊗ idX0 ⊗µ0,l,0)µk,0,lea,b = (idX0 ⊗µk,0,0,0,l ⊗ idX0)µ0,k+l,0ea,b
= (idX0 ⊗µk,0,0,0,l ⊗ idX0)ca,bea,b = (ca,0 ⊗ µ0,0,0 ⊗ c∗,b)µk,0,lea,b
Thus there is a unique µa,bk,l : Xk+l(a, b) →
∐
c∈S Xk(a, c)⊗Xl(c, b)
such that (
∐
c ea,c ⊗ ec,b)µ
a,b
k,l = µk,0,lea,b. Composing this equality
with the codiagonal
∐
cXk ⊗Xl → Xk ⊗Xl, the result follows.

Definition A.10. Suppose V has equalizers. We call V decomposing
if it satisfies the hypotheses of Proposition A.9(a)-(c), that is:
• coproducts commute with decomposing equalizers in V,
• coproducts are disjoint in V,
• the monoidal product −⊗− of V preserves decomposing equal-
izers in each variable.
Construction A.11. Let V be decomposing. We construct a functor
d : Colaxc(∆
op
f ,V)→ S⊗V
Take a cc-functor X of V with base S, comultiplication µ and counit
ǫ. From Construction A.4, we have a collection of functors (X(a, b) :
∆
op
f → V)a,b∈S, which we can regard as a functor
X˜ :∆opf → QuivS(V)
By Proposition A.9(b), we have a quiver isomorphism ǫ˜ : X˜0
∼
−→ IS, and
the maps µa,bk,l of Proposition A.9(c) combine to give a quiver morphism
µ˜k,l : X˜k+l → X˜k ⊗S X˜l
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It follows from the coassociativity and counitality of µ and ǫ that µ˜
and ǫ˜ define a strongly unital colax monoidal structure on X˜ and thus
(X˜, S) is a templicial object in V.
Next, let X and Y be cc-functors of V with respective bases S and T .
Let α : X → Y be a morphism of cc-functors. As α is a monoidal nat-
ural transformation, there exist unique αa,b : X(a, b) → Y (f(a), f(b))
such that ef(a),f(b)α
a,b = αea,b, for all a, b ∈ S. This defines a natu-
ral transformation X˜ → f ∗Y˜ . It further follows from the monoidality
of α that the corresponding natural transformation α˜ : f!X˜ → Y˜ is
monoidal. Hence, (α˜, f) is a morphism of templicial objects X˜ → Y˜ .
If further β : Y → Z is a morphism of cc-functors, then by unique-
ness, (β ◦ α)a,b = βf(a),f(b) ◦ αa,b for all a, b ∈ S. It follows that the
assignments X 7→ (X˜, S) and α 7→ (α˜, f) define a functor.
Theorem A.12. Suppose V is decomposing. Then we have an adjoint
equivalence of categories
S⊗V
c
// Colaxc(∆
op
f ,V)
d
oo
Proof. The isomorphism of Proposition A.9(a) is monoidal by (b) and
(c). Moreover, it is directly seen to be natural in X . Thus c ◦ d ≃ id.
Let (X,S) be a templicial object of V. For every a, b ∈ S, we have a
functor X(a, b) :∆opf → V. As coproducts are disjoint in V, the equal-
izer of ιa,b, ιc,d : X(c, d) →
∐
x,y∈S X(c, d) in Fun(∆
op
f ,V) is X(a, b)
if (c, d) = (a, b) and 0 otherwise. Because coproducts commute with
decomposing equalizers, we get an equalizer diagram
X(a, b)
ιa,b
//
∐
c,d∈S X(c, d)
∐
c,d ιc,d
//
∐
c,d ιa,b
//
∐
c,d∈S
∐
x,y∈S X(c, d)
Now
∐
c,dX(c, d) is the functor underlying c(X,S) and the morphisms∐
c,d ιc,d and
∐
c,d ιa,b correspond to the induced maps µ0,−,0 and ca,b on
c(X,S) respectively. Consequently, we have an isomorphism between
the underlying functors of (X,S) and dc(X,S). It follows from the
definitions that this isomorphism is monoidal and that it is natural in
(X,S). Therefore d ◦ c ≃ id.
Finally, the triangle identities are easily verified. 
We finish this section by giving some examples of monoidal categories
that are decomposing, and thus for which Theorem A.12 is applicable.
Example A.13. In a cartesian category V, the product − × − com-
mutes with all equalizers. So if we assume that coproducts are disjoint
and commute with equalizers, then V is decomposing.
This is the case for Set, Top, Cat and Poset for example.
Lemma A.14. Let C be a category enriched over abelian groups. Then
any decomposing equalizer in C is split.
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Proof. Let f : A →
⊕
i∈I A be a decomposing morphism in C and fix
j ∈ I. Consider the equalizer e : E → A of f and ιj . Then for the jth
projection p :
⊕
i∈I A→ A we have pιj = idA and
fpf = p′
(⊕
i∈I
f
)
f = p′
(⊕
i∈I
ιi
)
f = ιjpf
where p′ :
⊕
i,k A→
⊕
k A is the projection onto the component i = j.
So there exists a unique s : A → E such that es = pf . Then, ese =
pfe = pιje = e and thus se = idE because e is a monomorphism. 
Proposition A.15. If V is enriched over abelian groups and has ker-
nels, then V is decomposing.
Proof. By Lemma A.14, decomposing equalizers in V are split equal-
izers and are thus preserved by all functors. In particular, both the
coproduct functor VI → V and the monoidal product − ⊗− preserve
decomposing equalizers. Further, in an Ab-enriched category, coprod-
ucts are always disjoint. 
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