Abstract. For any ideal I in a Noetherian local ring or any graded ideal I in a standard graded K-algebra over a field K, we introduce the socle module Soc(I), whose graded components give us the socle of the powers of I. It is observed that Soc(I) is a finitely generated module over the fiber cone of I. In the case that S is the polynomial ring and all powers of I ⊆ S have linear resolution, we define the module Soc * (I) which is a module over the Rees ring of I. For the edge ideal of a graph and for classes of polymatroidal ideals we study the module structure of their socle modules.
Introduction
Let (S, m) be a Noetherian local ring S with maximal ideal m or a standard graded K-algebra S over a field K with maximal graded ideal m. Furthermore, let I ⊆ m be an ideal which we assume to be graded if S is standard graded. In this paper we study for each integer m ≥ 0 the socle (I m : m)/I m of the powers I m of I. Results in this direction can be found in [5] , [8] and in [10] .
It is clear that the multiplication with any f ∈ I r induces a map (I m : m)/I m → (I m+r : m)/I m+r , so that Soc(I) = m≥0 (I m : m)/I m has the structure of a graded F (I)-module, where F (I) = m≥0 I m /mI m is the fiber cone of I. In Proposition 1.1 we notice that Soc(I) is a finitely generated F (I)-module. The proof is based on the fact that, up to a truncation, Soc(I) can be identified with an ideal of the associated graded ring gr I (S) of I.
In this paper we are mostly interested in the module structure of Soc(I), when I is a monomial ideal and in particular in the case when I is the edge ideal of a graph or a polymatroidal ideal. In both of these cases, I satisfies the Ratliff condition, which means that (I m+1 : I) = I m for all m ≥ 0, see [12, Lemma 2 .12] and [8, Theorem 4.1] . In this case, Soc(I), without any truncation, may be viewed as an ideal of gr I (S). As a consequence of Theorem 1.2, this fact can be used to show that if G is a finite simple graph with connected components G 1 , . . . , G r , then Soc(I(G)) = Soc(I(G 1 )) Soc(I(G 2 )) · · · Soc(I(G r )). Here, I(H) denotes the edge ideal of a graph H.
If I has a d-linear resolution, then, as observed in Proposition 1.4, (I : m) = I + soc(I), where soc(I) is an ideal generated in degree d − 1. Hence if all powers of I have linear resolution, which is the case for polymatroidal ideals, we may define Soc * (I) = m≥1 soc(I m ), which is a graded module over the Rees ring of I. Note that Soc(I) ∼ = Soc * (I)/m Soc * (I). The main result of Section 2 is Theorem 2.6, where it is shown that if G is a unicyclic graph with the unique odd cycle C 2k+1 and with edge ideal I = I(G), then Soc(I) ∼ = F (I)(−c − k). Here, c is the number of edges which do not belong to the cycle C 2k+1 and which are not leaves. The proof of this theorem uses in a crucial way Lemma 2.1 which follows from Theorem 6.1 and Theorem 6.7 of Banerjee in [2] . The generator of Soc(I) is of the form u + I c+k+1 , where u is a monomial of degree 2(c + k) + 1. It is clear that for any graph the generators of Soc(I) are of the form u + I m where u is a monomial of degree ≥ 2m − 1. If the graph G has more than one odd cycle, then Soc(I) may have generators u + I m with deg(u) > 2m − 1, see Example 2.3. On the other hand, it is shown in Proposition 2.2 that if any two odd cycles of G have distance at most one, then each monomial u ∈ (I m : m) \ I m has degree 2m − 1. Section 2 closes with an application of our results to the depth stability index of the edge ideal of a connected nonbipartite graph, see Corollary 2.8. Section 3 is devoted to the study of Soc * (I) when I ⊆ K[x 1 , . . . , x n ] is a polymatroidal ideal. It follows from [9, Corollary 3.5] that Soc * (I) = 0 if and only if the analytic spread ℓ(I) of I is n, and from [8, Theorem 4.1] that the least degree of a generator of Soc * (I) is < n. We have some computational evidence that a much stronger statement holds, namely that Soc * (I) is generated in degree < n. The main result of Section 3 is Theorem 3.7. There it is shown that indeed Soc * (I) is generated in degree < n for a PLP-polymatroidal ideal I on the ground set [n]. The pruned lattice path polymatroids (PLP-polymatroidals for short) were firstly introduced by J. Schweig in [15] . Then the third author of this paper in [11] observed that this class of polymatroidal ideals is given by a system of linear inequalities and they constitute a wide generalization of polymatroidal ideals with strong exchange properties whose polymatroidal ideals are essentially of Veronese type. In Proposition 3.8 those Veronese type ideals are characterized for which Soc * (I) is equi-generated. For the proof of these results one has to analyze carefully the system of linear inequalities defining this type of polymatroids.
Definition and basis properties of the socle module
We define the socle module of I to be
Note that Soc(I) is a graded F (I)-module, where F (I) = m≥0 I m /mI m is the fiber cone of I. Proposition 1.1. The module Soc(I) is a finitely generated graded F (I)-module.
Proof. We denote by gr I (S) = m≥0 I m /I m+1 the associated graded ring of I. Then the module C(I) = (0 : gr I (S) m) = {f ∈ gr I (S) : mf = 0} is a finitely generated gr I (S)-module because it is an ideal in the Noetherian ring gr I (S). Since (0 : gr I (S) m) is annihilated by m and since F (I) = gr I (S)/m gr I (S) it is actually a finitely generated F (I)-module.
The mth graded component of C(I) is equal to ((I m : m) ∩ I m−1 )/I m . Ratliff [14] showed that there exists m 0 such that (I m : I) = I m−1 for all m ≥ m 0 . Since (I m : m) ⊆ (I m : I), we see that Soc(I) ≥m 0 = C(I) ≥m 0 , where for any graded module M, M ≥r denotes the submodule m≥r M m of M. This shows that Soc(I) ≥m 0 is finitely generated, and consequently Soc(I) is finitely generated as well.
We say that I satisfies the Ratliff condition if (I m+1 : I) = I m for all m ≥ 0. Let C(I) = (0 : gr I (S) m) be the module introduced in the proof of Proposition 1.1. Note that C(I) = Soc(I), if I satisfies the Ratliff condition.
. . , y m ] be monomial ideals, and let I = (I 1 , I 2 )S ⊆ S, where S = S 1 ⊗ K S 2 . By [4, Proposition 3.2], the canonical map α : gr I 1 (S 1 ) ⊗ K gr I 2 (S 2 ) → gr I (S) with f ⊗ g → f g is an isomorphism. Here, since gr I 1 (S 1 ) → gr I (S) is injective, we identify f ∈ gr I 1 (S 1 ) with its image in gr I (S). A similar identification is made for g ∈ gr I 2 (S 2 ).
For an ideal J ⊆ gr I i (S i ) we denote its extension ideal under the canonical (injective) map gr I i (S i ) → gr I (S) again by J. With this convention we have
. . , y n ] be monomial ideals, and let I = (I 1 , I 2 )S ⊆ S, where S = S 1 ⊗ K S 2 . Assume that I 1 , I 2 and I satisfy the Ratliff condition. Then Soc(I) = Soc(I 1 ) Soc(I 2 ).
Proof. Let A i = gr i 1 (S i ) for i = 1, 2. Our assumptions imply that Soc(I 1 ) is an ideal in A 1 , Soc(I 2 ) an ideal in A 2 and Soc(I) an ideal in A = gr I (S). Then
The inclusion α(Soc(I 1 ) ⊗ K Soc(I 2 )) ⊆ Soc(I) is obvious. For the converse inclusion, we first notice that Soc(I) is generated by monomials. Indeed, the elements of degree k in Soc(I) which are not zero are of the form u + I k+1 ∈ I k /I k+1 with u ∈ (I k+1 : m) \ I k+1 , where m = (x 1 , . . . , x m , y 1 , . . . , y m ). Since I is a monomial ideal, I
k+1 : m is a monomial ideal as well, and the assertion follows. Let u + I k+1 ∈ Soc(I) k with u a monomial. Since α is a multigraded isomorphism there exists monomials u i ∈ S i and non-negative positive integers r and s with
. Since x i (u + I k ) = 0 and since α is an isomorphism, it follows that
2 ) = 0, and hence u + I k+1 = 0. On the other hand, since (x i u 1 + I r+1 ) ⊗(u 2 + I s+1 ) = 0, it follows that (x i u 1 + I r+1 1 ) = 0. This is the case for all i, which implies that u 1 + I r+1 1 ∈ Soc(I 1 ). Similarly we see that u 2 + I s+1 2 ∈ Soc(I 2 ).
Let I ⊆ S be a monomial ideal generated in degree d, and u ∈ S a monomial such that u + I m ∈ Soc(I) and u + I m = 0. What can we say about the degree deg(u) of u? Obviously, deg(u) ≥ md − 1. If deg(u) = md − 1 for all such elements u, then the socle module Soc(I) has the following good property. Proof. Fix a variable x ∈ S. We define ϕ to be the map ϕ : Soc(I) −→ F (I) with the property that ϕ(u + I m ) = xu + mI m for any u + I m ∈ (I m : m)/I m and that
It is clear that ϕ is well-defined. Note that if a monomial u ∈ (I m : m) \ I m then deg(xu) = md and xu / ∈ mI m , we have ϕ is injective. It remains to show that ϕ is a F (I)-module homomorphism. Let u + I m ∈ (I m : m)/I m and v + mI r ∈ I r /mI r . Then
By this equality and since ϕ preserves the addition, it follows that ϕ is indeed a F (I)-module homomorphism, as required. Finally, we note that F (I) is an integral domain (in fact, it is a subalgebra of the polynomial ring S) since I is generated in a single degree. Now, the last result follows since every nonzero ideal of an integral domain has rank 1.
Unfortunately, the inequality deg(u) ≥ md−1, where u is a homogeneous element in (I m : m) \ I m , can be strict. Indeed, consider the edge ideal I(G) of the graph G consisting of two disjoint 3-cycles which are connected by a path of length 2, see G 1 in Figure 1 . Then
It can be easily seen that u ∈ (I(G)
On the other hand, we have Proposition 1.4. Suppose that the graded ideal I in the polynomial ring S has d-linear resolution. Then each homogeneous element in
be the graded free S-resolution of I. Since I has d-linear resolution, it follows that
We have the following isomorphisms of graded modules
Here H n (x 1 , . . . , x n ; S/I) denotes the nth Koszul homology of S/I with respect to the sequence x 1 , . . . , x n . Note that H n (x 1 , . . . , x n ; S/I) = ((I : m)/I) n E, where
Comparing degrees we obtain the desired conclusion, since deg(e 1 ∧ e 2 ∧ · · · ∧ e n ) = n. Proposition 1.4 implies that if I is a graded ideal generated in degree d which has the property that all its powers have linear resolution, then Soc(I) is generated by elements of the form f + I k where f is homogeneous of degree kd − 1. Classes of such ideals are the polymatroidal ideals which we consider in the last section of this paper. In Proposition 2.2, we provide a large class of edge ideals I which may have not linear resolutions, but the equality deg(u) = md − 1 = 2m − 1 still holds for any
There is a natural condition on monomial ideals I generated in degree d which guarantees the existence of at least one generator u+I k of Soc(I) with deg u = kd−1. Let G(I) = {u 1 , . . . , u m }. The linear relation graph Γ of I is the graph with edge set
In the special case that I = I(G) is the edge ideal of a simple graph G on the vertex set [n], the linear relation graph Γ of I(G) has edge set {{i, j} : i, j ∈ V (G) and i and j have a common neighbor in G}.
The next result follows from [8, Corollary 3.4] . Proposition 1.5. Let I ⊆ S be a monomial ideal generated in degree d with linear relation graph Γ. Suppose that Γ has n vertices and that Γ is connected. Then there exists a monomial u ∈ (I n : m) \ I n of degree dn − 1. In particular, Soc(I) admits a generator u + I k with k ≤ n and deg u = kd − 1.
Edge Ideals
In this section, we always assume that G is a simple graph on vertex set V (G) = {x 1 , . . . , x n } unless otherwise stated. The set of edges of G is denoted by E(G). Let S = K[x 1 , . . . , x n ] be the polynomial ring over a field K. The edge ideal of G, denoted by I(G), is the ideal of S generated by all square-free monomials x i x j such that {x i , x j } ∈ E(G). We often write
By abusing notation, we use x i x j to refer to both the edge x i x j ∈ E(G) and the monomial x i x j ∈ I(G). We will study the socle module of an edge ideal of G. In view of Theorem 1.2, we always assume that G is a connected graph.
Recall some necessary graphic notions. A walk in G is an alternating sequence of vertices and edges x 1 , e 1 , x 2 , e 2 , . . . , e t−1 , x t in which e i = x i x i+1 . The number t − 1 is the length of this walk. We often write this walk simply as:
A path is a simple walk, that is, a walk in which each vertex appears exactly once. A cycle is a closed walk in which each vertex appears exactly once except the first and the last vertices. A cycle of odd length is called an odd cycle.
We use {{. . .}} to refer to a multiset. For examples, {{1, 2}} = {{1, 2, 2}}, {{1, 2, 2}} ⊆ {{1, 2, 2, 3, 4}}, but {{1, 2, 2}} {{1, 2, 3, 4}}, and {{1, 2, 2, 3, 3}} ∩ {{2, 2, 2, 3}} = {{2, 2, 3}}. The next lemma, which is a variation of [2, Theorem 6.1 and Theorem 6.7], plays a key role in this section. Lemma 2.1. Let G be a simple graph with edge ideal I = I(G). Let m ≥ 1 be an integer and let e 1 , e 2 , . . . , e m (maybe repeatedly) be edges of G and v ∈ S a monomial such that e 1 e 2 · · · e m v ∈ I m+1 . Then there exist variables w and y with wy|v and an odd walk in G connecting w to y:
such that {{z 2 z 3 , . . . , z 2t z 2t+1 }} ⊆ {{e 1 , . . . , e m }}. Here, if t = 0, then the walk means the edge w − y (i.e., the edge wy).
Let U, W be two subsets of V (G). Then the distance between U and W , denoted by dist(U, W ), is defined as
where dist(x, y) denotes the minimal of lengths of the paths between x and y. By convention, dist(x, y) = 0 if x = y and dist(x, y) = ∞ if there is no path between x and y. We observe the following easy fact: every odd closed walk (i.e., closed walk of odd length) contains an odd cycle. More precisely, if W is a closed odd walk of G, then W has a subgraph C such that C is an odd cycle. Here, C is a subgraph of
Then for any positive integer m and for any monomial u with u ∈ (I m : m) \ I m , one has deg(u) = 2m − 1 and u can be written as u = x 1 x 2 · · · x 2k+1 e 1 · · · e m−k−1 , where e i is an edge for each i and
Proof. Let u be a monomial in (I m : m) \ I m . Then u = e 1 · · · e m−1 v, where e i ∈ E(G) for i = 1, . . . , m − 1 and v is a monomial. We need to show deg(v) = 1. Assume on the contrary that there are variables x, y such that xy divides v. Since xu ∈ I m , it follows from Lemma 2.1 that there is an integer t ≥ 1 and a walk
in G such that z 1 z 2t+2 divides xv and
we have
This implies that z 1 z 2t+2 does not divide v, since u / ∈ I m . Hence, we have
From this it follows that z 1 = z 2t+2 = x and x = y. By the argument above, we see that where f i = x 2i x 2i+1 for i = 1, . . . , k and g i = y 2i y 2i+1 for i = 1, . . . , ℓ.
Denote by F the multi-set {{f 1 , . . . , f k }} ∩ {{g 1 , . . . , g ℓ }}. We firstly assume that F = ∅. Then
and moreover, u u 1 is the product of some edges .
This implies
Let s be the minimal of i with f i ∈ F and let 1 ≤ t ≤ ℓ such that f s = g t . Then either x 2s = y 2t+1 and x 2s+1 = y 2t or x 2s = y 2t and x 2s+1 = y 2t+1 . Suppose that x 2s = y 2t+1 and x 2s+1 = y 2t . In this case, u 1 could be written as
By the choice of s, we see that F \ {{f s }} ⊆ {{f s+1 , · · · , f k }}. From this it follows that u 1 is the product of edges and u 1 ∈ I k+ℓ−|F |+1 . This is a contradiction. The case that x 2s = y 2t and x 2s = y 2t+1 yields a contradiction similarly.
Secondly, we assume that F = ∅. Then
there exist some vertex of C 1 , say x 1 , and some vertex of C 2 , say y 1 , such that
Here, we use the observation that every odd closed walk contains an odd cycle). Thus,
we may harmlessly assume that
This is also a contradiction. The contradictions obtained above show that deg(v) = 1 and deg(u) = 2m − 1. Moreover, by the first paragraph of this proof, we may write u as u = x 1 x 2 · · · x 2k+1 e 1 · · · e m−k−1 , where {x 1 , . . . , x 2k+1 } are the vertex set of an odd cycle and e i ∈ E(G) for i = 1, · · · , m − k − 1. Here, we use the fact that if z 1 − z 2 − · · · − z 2k+1 − z 1 is an odd closed walk containing an odd cycle
is the product of x 1 · · · x 2ℓ+1 and some edges. Combining Proposition 1.3 with Proposition 2.2, we obtain the following result.
Corollary 2.4. Under the same assumptions on G as in Proposition 2.2, the socle module Soc(I(G)) is identified with an ideal of F (I).
We now come to the main result of this section. If G is a unicyclic graph with the unique odd cycle C 2k+1 , we use the notion E * (G) to stand for the following subset of E(G):
e is not a leaf of G}.
Here, an edge e = y 1 y 2 ∈ E(G) is called a leaf of G if either y 1 or y 2 is adjacent to only one vertex of G.
Proposition 2.5. Let G be a unicyclic graph containing an odd cycle C 2k+1 with V(C 2k+1 ) = {x 1 , x 2 , . . . , x 2k+1 }. Let u ∈ S a monomial and m a positive integer.
where m e ≥ 1 for all e ∈ E 1 , E * (G) ⊆ E 1 , and e∈E 1 m e = m − k − 1.
Proof. Sufficiecy. Note that deg(u) = 2k + 1 + 2(m − k − 1) = 2m − 1, it is clear that u ∈ I m . We only need to show yu ∈ I m for any y ∈ V (G). Let y ∈ V (G). Case (i): dist(y, V (C 2k+1 )) = 0, that is, y ∈ V (C 2k+1 ). We may harmlessly assume that y = x 1 . Then
Case (ii): dist(y, C 2k+1 ) > 0. Then there exits x ∈ V (C 2k+1 ), say x = x 1 , such that dist(y, V (C 2k+1 )) = dist(x, y). Write the unique path between y and x 1 as:
Suppose that ℓ = 2k for some k ≥ 1. Then, since y 1 y 2 , y 3 y 4 , . . . , y 2k−1 y 2k are pairwise different edges belonging to E * (G), we may write yu as:
where v is the product of some edges. It follows that
and yu is also the product of edges. Since deg(yu) = 2m, we have yu ∈ I m . Suppose next that ℓ = 2k + 1. Then we may write yu as
such that v is the product of edges. Thus,
and it is also the product of edges. Note that deg(yu) = 2m, we have yu ∈ I m . Necessity. Let u ∈ (I m : m) \ I m be a monomial. Then, according to Proposition 2.2, there exists a subset E 1 ⊆ E(G) such that
where m e ≥ 1 for any e ∈ E 1 and e∈E 1 m e = m − k − 1. We only need to prove E * (G) ⊆ E 1 . Let e = y 1 y 2 ∈ E * (G). There exits a unique vertex in C 2k+1 , say x 1 , such that dist(x 1 , y i ) = dist(V (C 2k+1 ), y i ) for i = 1, 2. Moreover, we may harmlessly assume that dist(y 2 , x 1 ) = dist(y 1 , x 1 ) + 1. It is clear that y 2 / ∈ {x 1 , . . . , x 2k+1 }. Since y 1 y 2 is not a leaf, there exists a vertex z of G such that dist(z, x 1 ) = dist(y 2 , x 1 ) + 1 and zy 2 ∈ E(G).
Since zu = x 1 z(x 2 x 3 ) · · · (x 2k x 2k+1 ) e∈E 1 e me ∈ I m , it follows from Lemma 2.1 that there exists an odd walk connecting z to x 1 :
such that (I) {{z 2 z 3 , . . . , z 2t z 2t+1 }} ⊆ {{m e e : e ∈ E 1 , x 2 x 3 , . . . , x 2k x 2k+1 }},
where m e e means that e appears m e times. We may assume that W has the shortest length among such walks. Let ℓ be the minimal of numbers {1, 2, . . . , 2t + 2} such that z ℓ = x 1 . Then, any subset of {z 1 , . . . , z ℓ−1 } cannot form any odd closed walk in G, since {x 1 , . . . , x 2k−1 }∩ {z 1 , . . . , z ℓ−1 } = ∅. We claim that z / ∈ {z 2 , . . . , z ℓ−1 }. It is clear that z = z 2 . If z = z 2s for some s with 4 ≤ 2s ≤ ℓ − 1, then z = z 1 − z 2 − · · · − z 2s = z is an odd closed walk, which is impossible. If z = z 2s+1 for some s > 0 with 2s + 1 ≤ ℓ − 1, then z = z 2s+1 − z 2s+2 − · · · − z 2t − z 2t+1 − z 2t+2 = x 1 is a shorter walk than (W), a contradiction. Thus, z / ∈ {z 2 , . . . , z ℓ−1 }, as claimed. From this it follows that dist(z 2 , x 1 ) = dist(z 1 , x 1 ) − 1 and z 2 = y 2 . In a similar way, we have y 2 / ∈ {z 3 , . . . , z ℓ−1 } and z 3 = y 1 . Hence, e ∈ E 1 by (I).
In the following, if G is a unicyclic graph with odd cycle
and use u G to denote the monomial
It is clear from Proposition 2.5 that u G + I d G is the unique minimal generator of Soc(I(G)).
Theorem 2.6. Let G be a unicyclic nonbipartite graph. Then Soc(I(G)) is a free F (I(G))-module of rank 1. More precisely,
Proof. Denote I(G) by I. In view of Proposition 2.5, we have
and so it is a cyclic F (I) -module. According to Proposition 2.4, u G + I d G has no non-zero annihilator in F (I), namely, f (u G + I d G ) = 0 for any 0 = f ∈ F (I). Thus, Soc(I) is a free F (I)-module of rank 1. The last isomorphism follows since
The converse of Theorem 2.6 is not true as shown by the following example.
Example 2.7. Let G be the graph obtained by adding an edge x 1 x 3 to the 5-cycle
2 is the unique minimal generator of Soc(I(G)) and so Soc(I(G)) is also a free F (I(G))-module of rank 1.
In the final part of this section, we give an application of our results to the depth stability index of an edge ideal. Let I be an ideal of S. Recall that the stability index of I, denoted by dsatb(I), is defined to be dsatb(I) = min{t ≥ 0 : depth(I t ) = depth(I t+i ) for all i ≥ 0}.
Let G be any simple connected graph. By a spanning subgraph of G, we mean a connected subgraph of G with the same vertex set as G. Thus, a spanning unicyclic nonbipartite subgraph of G means a spanning subgraph of G which is unicyclic and nonbipartite. Assume now H is a spanning unicyclic nonbipartite subgraph of G. It is easy to check that u H ∈ (I(G) Soc(I(G) ). Note that dstab(I(G)) = min{i + 1 : Soc(I(G)) i = 0}, the following result follows.
Corollary 2.8. Let G be a simple connected nonbipartite graph. Then dstab(I(G)) ≤ min{d H : H is a spanning unicyclic nonbipartite subgraph of G}.
Let H be a spanning unicyclic nonbipartite subgraph of G such that the unique cycle of H has length 2k − 1, where 2k − 1 be the maximal length of odd cycles of G. Then
Example 2.9. Let G be the complete graph with 2k − 1 vertices, where k ≥ 2. According to Corollary 2.8, we see that dstab(I(G)) ≤ 2 and so dstab(I(G)) = 2. However, by [16, Proposition 2.4], we can only obtain dstab(I(G)) ≤ k.
The following example illustrates the inequality in Corollary 2.8 may be strict.
Example 2.10. Let G be the graph depict in Figure 2 and I the edge ideal of G. Then Soc(I) is minimally generated by x 1 x 2 x 3 x 4 x 5 + I 3 and x 1 x 2 x 3 3 x 4 x 5 + I 4 by CoCoA [1] . This implies dstab(I) = 3. Let
. . , H 6 are all the spanning unicyclic nonbipartite subgraphs of G. However, 
Polymatroidal Ideals
In this section we want to investigate the socle modules Soc * (I) of a polymatroidal ideal. We refer to [6] or [7, Chapter 12] for the definition and basic properties of polymatroidal ideals.
Let I be a polymatroidal ideal generated in degree d, then I has a linear resolution. Recall that soc(I) is the monomial ideal generated in degree d − 1 such that (I : m) = I + soc(I). The first basic question in our context is "is soc(I) always a polymatroial ideal if I is a polymatroidal ideal?"
We cannot answer this question in its full generality. In what follows we confine our research to a special type of polymatroidal ideals-PLP-polymatroidal ideals, which were introduced firstly in [15] and were redefined and studied further in [11] .
Denote by G(I) the unique minimal set of generators of a monomial ideal I. Let a = (a 1 , . . . , a n ), i = 1, . . . , n. Here, d is a given integer. We also assume that α 1 = a 1 and β 1 = b 1 . Recall from [11] that the PLP-polymatroidal ideal I of type (a, b|α, β) is the polymatroidal ideal in K[x 1 , . . . , x n ] generated by x u with u = (u 1 , . . . , u n ) satisfying
The PLP-polymatoidal ideals generalizes ideals of Veronese type greatly. Two special types of PLP-polymatroidal ideals were studied in [11] and it was shown among others that depth(S/I k ) and Ass(S/I k ) become constant at the same k for such ideals I.
We call the PLP-polymatroidal ideal of type (a, b|α, β) to be basic if a = 0. Since every PLP-polymatroidal ideal is the product of a basic PLP-polymatroidal ideal and a monomial, we will only consider basic PLP-polymatroidal ideals hereafter. Proof. Let u = (u 1 , . . . , u n ) be an integral solution of (1). Then for any i, j with
This proves the necessity.
Conversely, assume that β i + b i+1 + · · · + b j ≥ α j for any i, j with 1 ≤ i ≤ j ≤ n. Then we set u 1 = β 1 , and
for j = 1, . . . , n − 1. It is enough to show that u := (u 1 , . . . , u n ) is an integral solution of (1) .
Since
for j = 1, . . . , n − 1. Here, to see u j+1 ≥ 0, we need the assumption that β j+1 ≥ β j . Hence, the vector u is indeed an integral solution of (1).
Remark 3.2. In view of the proof of Lemma 3.1, we see that it still holds if the condition that
In what follows, we keep the assumptions on b = (b 1 , . . . , b n ), α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ) stated before. In particular, α n = β n = d. Proof. We use u ∈ (1) to denote the condition that u is an integral solution of the system (1) for any u ∈ Z n + . Note that a 1 = · · · = a n = 0 in (1) by our assumption. Denote by J the PLP-polymatroidal ideal of type (*). We need to show soc(I) = J. Let x v be a minimal generator of soc(I). Then v 1 + · · · + v n = d − 1 and v + e i ∈ (1) for any i ∈ [n], where e 1 , . . . , e n is the canonical basis of Z n + . Fix 2 ≤ i ≤ n − 1. Since v + e n ∈ (1), we have
Conversely, if x v is a minimal generator of J, then it is routine to check that v + e i ∈ (1) for all i = 1, . . . , n. Hence J ⊆ soc(I), as desired.
Corollary 3.4. Let I be a basic PLP-polymatroidal ideal of type
Then depth(S/I) = 0 if and only if the following inequalities hold: We now clarify when Soc(I) = 0 in the case that I is a basic PLP-polymatroidal ideal.
Corollary 3.5. Let I be a basic PLP-polymatroidal ideal of type
Then the following statements are equivalent:
(a) Soc * (I) = 0; (b) S/I m has limit depth zero, namely, lim m→∞ (S/I m ) = 0; (c) ℓ(I) = n; (d) the following inequalities hold at the same time: Example 3.6 demonstrates that Soc * (I) may be generated in degrees far larger than n. But in the case that I is a PLP-polymatroidal ideal, the situation is different.
Theorem 3.7. Let I be a PLP-polymatroidal ideal of type
Then Soc * (I) and Soc(I) are generated in degrees < n.
Proof. Since Soc(I) ∼ = Soc * (I)/m Soc * (I), we only need to prove Soc * (I) are generated in degrees < n. By [11, Proposition 2.10] and Proposition 3.3, we see that soc(I ℓ ) is of type
It is enough to show that soc(
u is a minimal generator of soc(I k+1 ). Then we write u i = (k + 1)s i + t i with 0 ≤ t i ≤ k for every i ∈ [n]. We want to find a suitable vector (λ 1 , . . . , λ n ) ∈ Z n + such that x w and x v belong to G(I) and G(soc(I k )) respectively, where w := (s 1 + λ 1 , . . . , s n + λ n ) and v := (ks 1 + t 1 − λ 1 , . . . , ks n + t n − λ n ). To this end, we may write w := (s 1 +λ 1 , . . . , s n +λ n ) and v := (ks 1 +t 1 −λ 1 , . . . , ks n +t n −λ n ) with (λ 1 , . . . , λ n ) ∈ Z n + undetermined.
and so
Set Λ i = λ 1 + · · · + λ i for i = 1, . . . , n. For i = 2, . . . , n − 1, since (k + 1)α i ≤ (k + 1)(s 1 + · · · + s i ) + t 1 + · · · + t i ≤ (k + 1)β i − 1, it follows that
Hence, for i = 2, . . . , n − 1, we have This is also contradicted to our assumption on A. Thus, our claim has been proved. From this claim it follows that ρ 1 (A) = ρ 2 (A) and Isoc(I k 0 ) = soc(I k 0 +1 ). Thus Soc * (I) is not equi-generated. In general Soc * (I) is not equi-generated even if I is an ideal of Veronese type.
Example 3.9. Let I = I (3,3,1,2), 6 . Then soc(I) = 0 and so k 0 = 1. Let A = {1, 2, 3}. Then a(A) = 7 > 6 = d, but k 0 (a(A) − 6) < 2 = |A| − 1. Hence Soc * (I) is not equi-generated by Proposition 3.8.
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