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ABSTRACT 
In this paper we will give Gel’fand-type criteria for compact matrix quantum groups. Firstly we 
consider biinvariance in compact matrix quantum groups with respect to a quantum subgroup, and 
secondly an ‘infinitesimal’ version where we consider biinvariance with respect to certain two-sided 
coideals in the dual of the Hopf *-algebra. 
0. INTRODUCTION 
In his original paper of 1950, Gel’fand [G] introduced the notion of spherical 
functions on Riemannian symmetric spaces X = K\G in which G is a connected 
Lie group and K a compact subgroup of G. These spherical functions play an 
important role in the study of the involutive Banach algebra L’(K\G/K) of in- 
tegrable K-biinvariant functions on G, which is an algebra under convolution. In 
case this algebra is commutative, its continuous characters are given exactly by 
the bounded spherical functions on G. 
In his paper Gel’fand also gave a sufficient condition for the algebra L’ (K \G/K) 
to be commutative, namely the existence of an involutive group automorphism 
of G which fixes the elements of K. Later this was generalized to pairs (G, K) of a 
locally compact group G, not necessarily of Lie type, and a compact subgroup K 
of G. In this setting it suffices if there exists an involutive group automorphism of 
G which sends the double coset of x to the double coset of x-’ (x E G). Such 
pairs (G, K), for which the algebra L’(K\G/K) is commutative, are called 
Gel’fand pairs (see also [F] and [Go]). In particular, saying that a pair (G, K) of 
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compact groups, in which K is a subgroup of G, is a Gel’fand pair, comes down 
to saying that for each irreducible unitary representation of G there is an at most 
one-dimensional subspace of K-biinvariant elements in the span of its matrix 
coefficients. 
In [K3] Koornwinder introduced the notion of a compact quantum Gel’fand 
pair. This is a pair of compact matrix quantum groups (,A, B) in which t3 is a 
quantum subgroup of A, and such that for every irreducible unitary matrix co- 
representation of A the restriction to B contains the trivial corepresentation of B 
with multiplicity at most one. Equivalently one can say that for each irreducible 
unitary matrix corepresentation of A the linear span in A of its matrix coeffi- 
cients contains an at most one-dimensional subspace of biinvariant elements 
with respect o B. If this subspace has dimension one, one can look at the, up to 
constants, unique B-biinvariant element. These so-called spherical elements have 
in some cases been identified with certain q-hypergeometric functions. The first 
to do so were Vaksman and Soibelman in their paper [VS] (see also [M] and 
[Kl]). Later Noumi, Yamada and Mimachi [NYM] recovered the spherical 
functions on the quantum (2n - 1)-sphere U,(n - l)\u,(n) as little q-Jacobi 
polynomials. 
A slightly more general point of view was first introduced by Koornwinder in 
[K2] (see also [K4]). He looked at biinvariant elements in the quantized function 
algebra, not with respect o a quantum subgroup, but with respect o certain two- 
sided coideals in the corresponding quantized universal enveloping algebra. 
These ‘infinitesimally’ biinvariant elements were shown to be expressible in terms 
of q-Legendre and Askey-Wilson polynomials. Also, a few years ago Ueno and 
Takebayashi [UT] stated that they had been able to identify the zonal spherical 
functions on the quantum homogeneous pace GL,(n)/O,(n), for n = 3, with 
Macdonald’s q-polynomials associated to root system A,. Noumi [Nl] an- 
nounced this result for general II, and recently has given detailed proofs of it in 
[N2]. This result incorporates Koornwinder’s [K4]. A study, with extensive 
examples, of Gel’fand pairs of quantum groups, related q-special functions and 
their connection with hypergroups can be found in [VI. 
The purpose of this paper is to present two criteria for the above-mentioned 
Gel’fand property, analogous to the criterion in the classical case. In the first 
section we recall some facts on compact matrix quantum groups, and we deal 
with the quantum subgroup case. In section two we will consider the in- 
finitesimal case. In both cases our result will be illustrated by two examples. 
The author would like to thank Tom Koornwinder for his valuable comments 
and suggestions. 
1. THE SUBGROUP CASE 
Compact matrix quantum groups were introduced by Woronowicz [WI. In 
treating their representation theory he showed the existence of a Haar functional 
and proved the quantum analogue of Schur’s orthogonality relations and the 
Peter-Weyl theorem. Woronowicz’ approach relies heavily on the use of C’-al- 
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gebras. Koornwinder [K5] gives a more simple definition of compact matrix 
quantum groups and a shorter derivation of the main results of [WI, avoiding 
C*-algebras (see also [D]). We briefly summarize the main results of [K5]. 
A Hopf *-algebra is a Hopf algebra A over @, equipped with an involution * : 
A + A, such that as a unital algebra A becomes a unital *-algebra, and such 
that the comultiplication A : A -+ A @ A and the counit E : A + @ are both 
*-homomorphisms. Then it can be shown that the antipode S is invertible and 
satisfies S o * o S o * = id. 
A matrix corepresentation t = (t,j), s i, j < n of A is a square matrix with entries 
in A, such that A(t,) = Ck tik @ tkj and E(tij) = 6,. t is called unitary if S(ti.f) = 
f;foralll <i,jLn. 
If A is a Hopf *-algebra, then we call A associated with a compact matrix 
quantum group if there is a finite dimensional corepresentation (uij), < 1, j s n of A 
such that both (uij) and (~4;) are unitarizable (i.e. are equivalent to unitary ma- 
trix corepresentations of d) and if A as an algebra is generated by the uij and U$ 
(i!j = 1:. , n). Equivalently: if d is generated by the matrix elements of one of 
its unitary matrix corepresentations. 
In [K5] Koornwinder proves the following: 
Let A be the Hopf *-algebra associated with a compact matrix quantum 
group, and let {(f{)}aGa be a maximal set of inequivalent irreducible unitary 
matrix corepresentations of d. Then: 
(1) the t; form a linear basis for A 
(2) if we define the linear functional h : A + C by h(tIT) = S,, (a = 1 corre- 
sponds to the trivial corepresentation given by the one by one matrix (l,~)), then 
h satisfies the following three properties: 
(i) h(lJ = 1 
(ii) (h cs id)A(a) = h(a) 1~ = (id 8 h)A(a) for all a E A 
(iii) h(aa*) > 0 if a # 0 
and as a linear functional, h is uniquely determined, up to normalization, by the 
first (or second) equality in (ii). h is called the Haarfunctional on A. 
Let f? be the Hopf *-algebra associated with another compact matrix quantum 
group, such that there exists a surjective Hopf *-algebra homomorphism $J : 
A + B. We call B a quantum subgroup of A. 
Definition. We say that a E A is t?-biinvariant if 
($J 8 id) A(a) = 1s 8 a 
(id @ $) A(a) = a N 1~ 
where 1~ denotes the unit element of B. Write Bds for the *-subalgebra of 
B-biinvariant elements in A. 
Definition. The pair (A, t3) is called a compact quantum Gellfandpair if the di- 
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mension of B-biinvariant elements in span{t!T} is < 1 for each irreducible uni- 
tary matrix corepresentation (t$) of A (‘span’ will always denote the linear span 
over C). 
Equivalently: dim{c f @” : ($(t$))c = cla} < 1 for all irreducible unitary 
matrix corepresentations (t;) of A. 
In other words, we demand that for each irreducible unitary matrix corepre- 
sentation of d its restriction to B via $ contains the trivial corepresentation (la) 
of B with multiplicity at most one. 
This definition was first given in [K3] (see also the remark at the end of this 
paper). 
Lemma 1.1. Suppose ag : B -+ B is an injective, (anti-)comultiplicative linear 
mapping. Then hn o aa = chn, if hs denotes the normalized Haar functional on t3. 
The constant c is given by c = hn(aB( la)). 
Proof. Verify that hn o UB satisfies the condition (ii) that determines hB up to 
constants. 0 
We can now state the following result: 
Theorem 1.2. Let A, B and Q : A + B be as before. Suppose furthermore that 
there exist a bijective, anti-comultiplicative linear map 
a:d--+d 
and an injective, anti-comultiplicative linear map 
on:B+B 
such that 
(i) the diagram 
A"--A 
commutes 
(ii) a(a) = a for all a E BdB. 
Then the pair (d, B) is a compact quantum Gel[fandpair. 
Proof. Let {(tt))nEA be a maximal set of inequivalent irreducible unitary ma- 
trix corepresentations of A. Pick an element (t;), Ii, j sn of this set and suppose 
that 
dim{c E @” : (~(ti~))c = cl~} = m 
with m > 1. Possibly after a change of basis in the corresponding corepresenta- 







where 1~ appears m times and the submatrices marked by a star correspond to 
irreducible unitary corepresentations of B, inequivalent to (la). Then 
span{t~~}~,i=l n BdB = span{tl~}~j=,. 
If we write hi for the normalized Haar functional on f3, this implies that 
(hi o $)(tG) # 0 iff 1 < i = j < m, and in that case (hs o $~)(t;) = hn(l~) = 1 
(1 < i < m). 
Use this in the right-hand side of the equality 
(id @ (ha o $I) ~$3 id)(A @ id)Ao(tiJ) 
= (id 18 (hi o T,!I) @ id)(A cs id)A(tG), 
which holds whenever 1 5 i, j 5 m. Then this right-hand side becomes 
k$, (id @ (hi 0 $) @ id)(t$ 63 tz[ @ tc) = fJ tz 63 t,& 
k=l 
For the left-hand side use that 
(A @ id)Aa = (a cz r~ @ a)(7A ~3 id)-rA, 
where r : A ~3 A + A @ A denotes the flip homomorphism ~(a @ b) = h 8 a. 





(ha 0 ?I, 0 4(t/$)&g @ o(G) 
= kg, (hB O gt? O ti)(tkalMt$ @ ‘T(ti(l) 
-‘kg, tLj@ttl$. 
Here we used Lemma 1.1. Actually, c = 1 since (ii) yields that O( I A) = 1~ and 
hence by (i) we see that on(ln) = 1~. So we find 
2 tz@t&=ke, t~@t~ (1 Li,jIm). 
k=l 
Now use the linear independence of the elements { tz}, and hence of the elements 
{ tr2 c% t&}, to conclude that m = 1. q 
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Let us give two examples to illustrate this result. 
Example 1. (cf. [K3]). Put A = Pol(SU,(2)) and B = Pol(S,( U( 1) x U( 1))) = 
Hopf *-algebra generated by z, z-l subject to the relations zz-’ = 1 = z-lz, and 
with Hopf *-structure A(z*‘) = zfl EI z*‘, E(z*‘) = 1, S(z*‘) = zF1 and 
@*I)* = 271. 
Define the surjective Hopf *-algebra homomorphism 
+:dAB 
(; !)-(; zyt) 
and the bijective, multiplicative and anti-comultiplicative mappings 
g:dtd 
and 
UB = ida : t? + t?. 
These satisfy the conditions of the theorem, since oda = C[/~T]. Hence (A, I3) is 
a compact quantum Gel’fand pair. 
Example 2. (cf. [NYM]). Let A = A( U4(n)), with generators xij (1 < i, j 5 n), 
detp X-’ and I3 = A( V,(n - l)), with generators yij (1 < i, j 5 n - l), det, Y-*. 
For the Hopf *-structure we refer to [NYM] (Sections 1.1, 1.3, 3.1). 
Define the surjective Hopf *-algebra homomorphism 1c, : A -+ B by 
$l(Xij) = _Yij (1 5 i, j 5 Tl - 1) 
$J(Xia) = 0 = ?+!l(Xnj) (1 5 i < It - 1) 
1C1(&n) = 1 
$(det, X-l) = det, Y-‘. 
Furthermore, define 
a:d-+d 
Xij H Xji 
det, X-’ H det, X-’ 
and 
Q::-+f3 
Yij ++ Yji 
det, Y-’ H det, Y-l, 
extended as algebra homomorphisms. Then c and CJB are bijective, multiplicative 
and anti-comultiplicative linear mappings such that $J o o = CQ o +. 
88 
Moreover, since ada is the c-subalgebra of A generated by x,, and x$, (from 
[NYM], Proposition 4.4), and a(~,,) = x,,, c(x&) = x,“,, we conclude that 
(A( Q(n)), A(U,(n - 1))) is a compact quantum Gel’fand pair. 
2. THE INFINITESIMAL CASE 
Let us now look at a slightly more general situation, namely the case where we 
do not have a quantum subgroup at our disposal. 
Suppose again that A is the Hopf *-algebra associated with a compact matrix 
quantum group. Suppose further that A is in duality with a Hopf *-algebra 24. 
This means that there exists a bilinear form (. : .) : U x A + @ such that for all 
X,Y~U,a,h~dwehave: 
(XY, a) = (X @ Y, A(a)) 
(X, Id) = E(X) 
lx, s(a)) = (S(X), 4 
(X, ab) = (AX, a @ b) 
UU, 4 = E(a) 
W,a*) = (S(X)*,4 
where we have denoted the Hopf algebra operations on the two different algebras 
in the same way. The bar denotes complex conjugation. 
We then have natural left and right actions of Li on A, given by 
X.a = (id@X)A(a) 
a.X = (X8 id)A(a). 
Here the element X in the first (second) equality should be paired with the second 
(first) factor of A(a). 
Recall that a two-sided coideal in a coalgebra U is defined as a linear subspace 
J of U such that A(J) c U 18 J + J 8 U and E(J) = 0. For a given two-sided co- 
ideal J in 24, we define the collection of infinitesimally J-biinvariant elements in 
A: 
JdJ={aEd:a.J=O=J.u}. 
This is a subalgebra of A. 
From now on we assume that J is *-invariant, i.e. J* = J. 
Definition. A representation of J on a finite dimensional Hilbert space V is a 
linear mapping 7r : J + End(V) of J into the linear space of endomorphisms of 
V. 
V, or (.rr, V), is called a J-module. If in addition a-(X*) = n(X)* for all X E J, 
we call x a *-representation of J. 
A linear subspace W of V is called J-invariant if n(X) W c W for all X E J, 
and rr is called irreducible if the only J-invariant subspaces of V are (0) and V 
itself. By the fact that J is equipped with a *-operation, it immediately follows 
that every *-representation of J is completely reducible, i.e. decomposes as a di- 
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rect sum of irreducible *-representations. Furthermore, two representations 
(‘lr, V) and (p, W) of J are said to be equivaknt if there exists an invertible linear 
operator T : V -+ W such that To ~(1) = p(X) o T for all X in J. 
If 7r is a representation of J on a vector space V with inner product (. , .), and if 
7Tij(X) = (7r(X) .) e,, e, are the matrix elements of 7r with respect to some ortho- 
normal basis {ek} of I’, then write t7r for the representation of J with matrix 
elements ‘rij(X) = Tji(X). 
Denote by f the algebra generated by the elements of J. For arbitrary a E A 
Put 
.V = span{X. a : X E 5) 
V, = span{a.X : X E 7) 
Then a V and V, are both finite dimensional vector spaces. They become J-mod- 
ules under the J-actions 
and 
L, : J x .V -+ .V 
(X, b) H L,(X)b = x. b 
R, : V, x J + V, 
(b,X) H R,(X)b = b.X 
respectively. 
Definition. Let (n’, V’) and (7r2, V2) be two irreducible J-modules. We call a E 
A, a # 0, of left J-type 7r1 if LI V = m V1 (as a direct sum of J-modules) for some 
m E N and of right J-type n2 if V, = nV2 for some n E N. 
a is called of double J-type (nl, 7r2) if a is of left J-type 7r 1 and of right J-type 
n2, or in other words, L, = rn,’ and R, = mr2 for certain m, n E N. 
Lemma 2.1. Each a E A has a unique decomposition 
a = C a,l,,2 
(~‘,~*I 
finite 
in which a,],,2 is of double J-type (7r1,r2). Moreover, the 7~‘, n2 are equivalent to 
*-representations of J. 
PrOof- Let Ct;)15i,j5dm (a E d) be an irreducible unitary matrix corepresenta- 
tion of A on a Hilbert space Va of finite dimension d,. Let (T$)~< i, jl d, denote 
the corresponding matrix representation of U. They are related by the formula 
n”(X)w = (id 8 X) t”(v) (w E Va) 
where ta : V” -+ V a @ A is the right coaction of A on V cy. 
Since J* = J, the *-representation 7rTTa IS completely reducible when restricted 
to J. Possibly after an orthogonal change of basis in the representation space V*, 
we may assume that X”(X) (X E J) has a block diagonal form in which each 
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block corresponds to an irreducible *-representation of J. Then for given j E 
{ 1. . : da} there are positive integers lj < j 5 yj and an irreducible *-represen- 
tation -ir”(j) of J such that &j) appears in the decomposition of 7rQ as the block 
with row and column indices lj, 1, + 1,. , rj. 
Nowfixi,j~ {l,...,&}.FromthefactthatforeachXEIAwehave 
x. t; = 2 (X, tgt; 
k=l 
it follows that ‘p,l/ is spanned by the tj2 with Ij < k 5 rj and that t; is of left 
J-type 7rn(j). Similarly, & is spanned by the elements tkj with li < k 5 r; and tf; 
is of right J-type ‘~~(~1. &rce the {tlT}, Ed,l ~ i, j5d, constitute a linear basis of 
A, this shows the existence of the decomposition. As for the uniqueness, suppose 
that C;“=, aj = 0 where the aj are non-zero and all of distinct left J-type. Since 
Cj a, V is then a direct sum and since aj E (2, V for all j, we get a contradiction 
with C,“=, aj = 4. This yields the uniqueness of the decomposition in left 
J-types. A similar argument applies to the decomposition in right J-types, 
thereby proving the lemma. IJ 
Lemma 2.2. Let A and U be as before, and J c U be a *-invariant two-sided 
coideal. Suppose there exist a bijective, linear and anti-comultiplicative map o : 
A + A and a bijective, linear map oJ : J -+ J, such that (X,o(a)) = (oJ(X),u) 
for all X E J, a E A. 
Now, if a given a E A is of double J-type (T’. T*) then o(a) is of double J-type 
(& ~J,doC,J). 
Proof. If 7r : J + End(V) is an irreducible representation of J, then so is x o "J. 
Suppose a E A is of double J-type (n ‘, n*). Since 
X. o(a) = (id @ X) Aa 
= (X@id)(o@o)A(a) 
= (T(oJ(x)@ id)A(a) 
= o(a. mJ(x)) 
and similarly 
o(a).x= o(ffJ(x).a), 
this means that, as representations of J, we have L,,(,) = R, o oJ and R,(,) = 
L, o CJ. From this we see that L,(,) = n(7r2 o CJ) and R,(,) = m(7r’ o a~), which 
proves the lemma. q 
Since E(J) = 0, we denote the trivial *-representation E : J + C by 0. Then we 
get from Lemma 2.2: 
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Corollary 2.3. Under the same assumptions as in Lemma 2.2, we have that a E A is 
of double J-type (0,O) zxu(a) is of double J-type (0,O). 
We are now able to state: 
Theorem 2.4. Suppose that the Hopf *-algebra A, associated with a compact ma- 
trix quantum group, is in duality with the Hopf *-algebra U via the bilinear mapping 
(. , .) : U x A -+ C, and let a *-invariant two-sided coideal J in U be given. Suppose 
furthermore that there exist a bijective, linear and anti-comultiplicative map o : 
A 4 Aanda bijective, linear map oJ : J 4 Jsuch that (X, o(a)) = (oJ(x), a) for 
all X E J, a E A, andsuch that u(a) = a for all a E JAJ. 
Then dim(span{t;} I? JAJ) < 1 f or all irreducible unitary matrix corepresen- 
tations (t$) of A. 
Proof. Using Lemma 2.1 we see that there is a well-defined projection 
P:A+JAJ 
a = C a,1 + H ao,o. 
CT’ > “7 
By Corollary 2.3 this projection satisfies 
Poa=ooP=P. 
For a given irreducible unitary matrix corepresentation (t;) 1 s i, j s n of A, sup- 
pose that span( <i,j<,, CI JAJ = span{t;}t Si,jlm, with m > 1. We have to 
prove that m = 1. 
For 1 5 i, j 5 m, write out the equality 
(id 63 (E 0 P) @ id)(A ~3 id)A(t$ = (id CXJ (e o P) 8 id)(A 8 id)Ao(tG) 
where E : A -+ @ is the counit mapping of A. For the left-hand side we get 
k,l=l 
and for the right-hand side, by the anti-comultiplicativity of (T, 
,gl 4t;) @ (E O p O 4(tk”r> @ 4ti”k) = kg, a(@ @ u($) 
since (E o P o o)(tkq) = (E o P)( t,$) # 0 iff 1 5 k = 1 < m, and in that case (E o P) 
(t,q) = 1. 
So we get that 
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which yields that m 5 1 by the linear independence of the elements {t;,; QS f;:.}. 
This proves the theorem. q 
Remark 2.5. The previous setting can be slightly altered. Suppose that all the 
conditions of Theorem 2.4 are met, except that J is now no longer *-invariant. In 
addition, suppose that there exist Hopf algebra automorphisms n : A + A and 
71’ : U --) U such that (n’(X),a) = (X, n(a)) for all X E U, a E A and such that 
(q’(J))* = 7)‘(J). Th en we can apply Theorem 2.4 with J replaced by r)‘(J), CT 
replaced by 7-l o co n and oJ by 71’ o oJ o (q’)p’. This gives us that dim 
(span($) n oj(~)A T,f(J)) < 1 for all irreducible unitary matrix corepresentations 
(t;) of A, Using the equality ,,(JjA,,(J) = ~-‘(JAJ) and the fact that if (t;) runs 
through the equivalence classes of all irreducible unitary matrix corepresenta- 
tions of A then so does (q(ti;l)), we obtain that dim(span{t;;} n JAJ) 5 1 for all 
irreducible unitary matrix corepresentations (t;) of A. 
Let us give two examples. 
Example 1. Consider the Hopf *-algebras A = SU,(2) and U = U,(Gu(2)) with 
generators a: p, y, 6 and A, B, C, D respectively (for the Hopf *-structures, see 
[K2]). They are in duality by 
(4 (; ;‘)) = (qY2 ,:,2) 
@(; f))=(:: A) 
(@(r; f))=(Y :) 
(p (;I f)) = (ylli2 ,‘:2) 
For all 7 E R, define the element X, E U by 
XT = iq ‘/=B _ iq- ‘j2C - ;I;;’ (A - D) 
as in [K2], and put J, = span{&}. Furthermore. define the multiplicative map- 
pings 
cs:A+A 
which satisfy the equality (X,0(a)) = (uJ7(X),a) for all u E A, X E J,. From 
(4.8) in [K2] we know that the algebra J,AJ, is equal to the polynomial algebra in 
the element ,07, where pT is given by 
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p7 = aI2 + q-l/J2 + q-f2 + s2 + i(q-’ - q’)(qSy - qya + pa - S/3) 
+ (LIT - 4 -‘)2pr 
(the element a7 = pT + ((q’ - q-T)2/q + q-‘)lA is the unique biinvariant ele- 
ment, up to constants, in the linear subspace A' = span{th : i,j = -l,O, 1) of 
d). So we see that the restriction of u to +4J, is the identity mapping. 
Finally, let n and n’ be the Hopf algebra automorphisms given on the gen- 
erators by 
q:d+d 
They satisfy (X, n(a)) = (n’(X), a) for all a E A, X E U. It immediately follows 
that 
is a *-invariant two-sided coideal in U. Thus, by Remark 2.5, the statement of 
Theorem 2.4 holds. 
Example 2. In this last example we adopt the framework and notation of Noumi 
[N2]. Throughout we will fix q E (0,l). 
Consider the Hopf *-algebras A = A( U,(N)) and U = U,(gl(N)). They have 
generators tii (1 < i,j < N), det, T-’ = det;‘, respectively qx (A E P*), ek, fk 
(1 < k < N - 1). Here P denotes the weight lattice P = Cff= 1 if&i, which is 
identified with P’ via the bilinear form (. , .) : P x P --) Z, (Ei, &i) = Sii. For the 
Hopf structures on A and U we refer to [N2], Sections 1.1,1.2. The Hopf structure 
for A is the same as in [NYM] (except for slightly changed notation), and we 
used it already in Example 2 of Section 1. However, the Hopf structure imposed 
on U differs from the one in [NYM], but there is a Hopf algebra isomorphism 
between these two sending q’, ei,J; of [NYM] to q’, qh’i2ei =: ei,J qehij2 =: J;: of 
[N2] (here h, = Ei - Ei+ 1). 
In U there are singled out the so-called L-operators LG (1 < i, j < N) of 
[RTF]. They are given by means of a unique family of elements Eij (1 < i, j < N, 
i # j) in U that satisfy 
&,i+l = ei 
Eij = Eik Ekj - qEkj Eik (i < k < j) 
E+l,i =A 
Eij = Eik Ekj - 4 -’ Ekj Eik (i > k > j), 
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and have the form 
L; = (q - q-l)q%jj (i < j) 
LG=O(i>j) 
LIT 1 9 --El 
Li; = -(q - q-‘)E;iq-E; (i >j) 
LrT =o (i<j). 
OR the respective algebras A and M we take the following *-operations: 
f,;- = S(Zji) 
and 
(&?t,l)’ = der, 
(q* = S(q). 
On the Chevalley generators qx, ei, JI: this involution reads 
WX = YX 
6); = 4 -‘“i&J 
E! Fi _ , 
f;’ _ qq-&+G+lei, 
Then A and U become Hopf r-algebras. They are in duality if we let 
(L:> ‘kl) = R,,j/ 
(L,f, diet;‘) L q+‘f?fj, 
where 
are R-matrices, satisfying the Yang-Baxter equation, that correspond to root 
system A,. Then it follows that on the Chevalley generators the pairing is given 
by 
(qj tki) = &I q{A,““j 
As in [N2] we will consider biinvariance with respect to deformations of the Lie 
algebras of Go(n) (Iv’ = n) and 3;~(2n) (N = 2n), and refer to them as cases (SO) 
and (Sp) respectively. In Noumi’s setting the deformation of these Lie algebras 
involve an invertible scalar matrix J(a) which depends on an n-dimensional 
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vector with nonzero scalar coordinates. However, in what follows we will take 
a = 1 := (1,. . .) 1). This means that J(a) = J( 1) takes the form 
(SO) J(1) = Id, 
(SP) J(1) =kci (ezk-l,Zk-qe2k,zk-l). 
With these matrices we define the following matrix A4 with entries in U: 
A4 = Lf - J(l)S(L_)‘J(l)_‘, 
where t stands for matrix transposition. The two-sided coideal in U that we will 
consider will then be 
J = 5 @Mij. 
i,j=l 
It is easily seen that 
Mi; = -(J(1)A4J(l)-‘)ij; 
whence J* = J (see [N2], (3.31)). Furthermore, the biinvariants in A form the 
commutative algebra 
Id., = @[WI,. . , w, _ 1, dett’] 
inwhichthew,(l<r<n-l)aregivenas 




(see [N2], Lemma 4.13, (4.36), (4.41) and Theorem 4.7). The element <j:,‘,‘,‘f: 
denotes the quantum minor determinant in A corresponding to the r-tuples 
{ 1 5 ii < . < i, < rz} and { 1 < ji < . < jr 5 n} (cf. [N2], (4.34)). 
If we now define the following mappings on A and J 
a:d+d 
tij ++ tji 
det;’ I-+ det;] 
extended as an algebra homomorphism, i.e. 0 = * o S on the generators of A, 
and 
fTJ(Mij) = &if;:, 
extended linearly to J, then it is readily seen that all the conditions of Theorem 
2.4 are satisfied (note that c(w?) = w, by the remark after (1.12) in [NYM]). By 
suitable rewriting it can be seen that the case 7 = 0 of Example 1 of Section 2 is 
the special case n = 2, J( 1) of type (SO) in the present example. 
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Remark 2.6. In their paper [CV] Chapovsky and Vainerman gave a definition of 
a Gel’fand pair of Hopf algebras. Their definition is as follows. Suppose A and B 
are two Hopf algebras over the complex numbers, such that there exist a sur- 
jective Hopf algebra homomorphism $J : A + f? and an invariant functional 
v : f? + C. Then the pair (d, B) is called a Gel’fand pair if the mapping n := 
(id@vo$@id)(A@iid)A, h’ h w lc IS a coproduct on ndn (cf. [CV]), is co- 
commutative. It is shown in [CV] that this definition is equivalent to the one 
given in [K3], and our Section 1, if A and f3 are compact matrix quantum groups. 
It is immediately seen that in their more general setup the fulfilment of the con- 
ditions in our Theorem 1.2 will provide the cocommutativity of the coproduct & 
if in addition we assume that cn preserves the invariant integral 1/ (cf. proof of 
Theorem 1.2). 
In [V] Vainerman gave a similar definition in the infinitesimal case. It again 
comes down to the cocommutativity, under a specific assumption, of a certain 
coproduct 2, now on the subalgebra J, A Jz of A. It should be noted however that 
the coideals Ji and J2 in his case are not necessarily the same, and also not nec- 
essarily *-invariant. Hence our Section 2 is a specialization of Vainerman’s set- 
up. It is immediate that in this special case the conditions of Theorem 2.4 imply 
the cocommutativity of n (which is essentially (id @$ (E o P) @ id)(A c% id) A as 
in the proof of Theorem 2.4). 
Remark 2.7. The examples given in this paper are all of Hopf *-algebras asso- 
ciated with a compact matrix quantum group (CMQG-algebras in the termi- 
nology of [K5]). However, we essentially only used that A is a so-called CQG- 
algebra, i.e. is associated with a (general) compact quantum group (see [K5] for 
the details). In other words, all results presented here hold equally well under the 
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