The application of machine learning principles in the photometric search of elusive astronomical objects has been a less-explored frontier of research. Here we have used three methods: the Neural Network and two variants of k-Nearest Neighbour, to identify brown dwarf candidates using the photometric colours of known brown dwarfs. We initially check the efficiencies of these three classification techniques, both individually and collectively, on known objects. This is followed by their application to three regions in the sky, namely Hercules (2 • × 2 • ), Serpens (9 • × 4 • ) and Lyra (2 • × 2 • ). Testing these algorithms on sets of objects that include known brown dwarfs show a high level of completeness. This includes the Hercules and Serpens regions where brown dwarfs have been detected. We use these methods to search and identify brown dwarf candidates towards the Lyra region. We infer that the collective method of classification, also known as ensemble classifier, is highly efficient in the identification of brown dwarf candidates.
INTRODUCTION
Classification of astronomical objects has always posed a problem to researchers. Classification usually depends on characteristic spectral features of a set of objects that can be observed through photometry at certain wavelengths in the absence of spectroscopic data. Such photometrybased classification schemes have been traditionally implemented by applying colour and magnitude cuts to the data (van der Veen & Habing 1988; Allen et al. 2004 ). The advent of large all-sky photometric surveys, each identifying millions of new objects, necessitates automated techniques for classification. It is clear that increasing the number of features used for classification improves accuracy. The need for handling multi-dimensional feature spaces (wherein different classes can be clearly distinguished) has led to the introduction of machine learning algorithms for this purpose (Ho & Agrawala 1968) .
Among the earliest machine-learning methods used for classification in astronomy are the k-Nearest Neighbour (k-NN) method and the Neural Network (NeuN) algorithm. These computational techniques for recognising pat-⋆ Email: sarita@iist.ac.in † E-mail: rkg@iittp.ac.in terns have been used for astronomical classification since 1970s. A statistical nearest-neighbour test was employed by Bogart & Wagoner (1973) to study clustering of galaxies and QSOs. Heydon-Dumbleton et al. (1989) used an automatic classification procedure for star-galaxy classification using NeuN. Thereafter, Odewahn et al. (1992) used the perceptron and backpropagation neural network algorithms to create accurate classifiers for separating star and galaxy images. Similar networks were also used for morphological classsification of galaxies by Storrie-Lombardi et al. (1992) . Nowadays, more sophisticated techniques are used for classification, such as the Support Vector Machines (SVMs) (Krakowski et al. 2016; Kurcz et al. 2016) , Random Forest algorithm (Nakoneczny et al. 2018 ) and deep learning (González et al. 2018 ). In the current work, we attempt to create an ensemble classifier by applying simple machine learning techniques like k-NN and NeuN for identification of objects like brown dwarfs, which are rarely observed despite being theoretically predicted to be in abundance (Mužić et al. 2017) .
Brown dwarfs are objects with mass so low that they cannot sustain hydrogen fusion in their cores. They are capable of fusing deuterium, and the minimum mass for deuterium-burning is defined as the lower mass limit for a brown dwarf (adopted by the International Astronomical Union in 2002, Spiegel et al. 2011) . Brown dwarfs fall under 3 spectral types, L, T and Y. Some of the hottest brown dwarfs discovered have been found to be of late M-type as well, but since the photometric properties of M-type brown dwarfs are very similar to the M-type main-sequence stars, we have omitted them from the brown dwarf category in this study. Brown dwarfs are extremely faint and cool; T and Y dwarf temperatures can range from 300 K to 1300 K, and visible magnitudes of even the hotter L-dwarfs fall above 20 mag (Costa et al. 2005) . Hence, they are very difficult to detect. Their emission peaks in the infrared with a distinctive spectral energy distribution arising from strong molecular absorption features (Warren et al. 2007; Stephens et al. 2009 ). Foraging the immediate solar neighbourhood for such cold objects is one of the goals of the all-sky mission performed by the Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010) . WISE is an Earth-orbiting NASA mission that surveyed the entire sky simultaneously at wavelengths of 3.4, 4.6, 12, and 22 µm, hereafter referred to as bands W1, W2, W3, and W4, respectively. These bands have been selected so as to uniquely identify brown dwarfs based on their spectral features (Kirkpatrick et al. 2011) .
Most of the brown dwarf searches till date have used generic colour cuts to identify candidates, which are then confirmed or rejected on the basis of additional spectroscopy and proper motion studies (Cushing et al. 2011; Kirkpatrick et al. 2011; Tinney et al. 2012 ; Thompson et al. 2013) . However, Luhman (2012) cautions against the use of theoretical magnitudes and colours for this purpose. Instead, he recommends the use of photometry of known low-mass objects, to guide the identification of candidates. But this has been attempted by very few as of now. For example, Marengo & Sanchez (2009) present a statistical method for the photometric search of rare astronomical sources using the k-NN method. Here k-NN acts as a non-parametric classifier, by deciding the class of a new set of data based on its distance from a class of brown dwarf templates, where the distance is defined in multi-dimensional colour and magnitude space. We have included the above technique, hereby termed as k-NN threshold distance, in our analysis. In addition, we have applied a modified version of k-NN distance method, namely k-NN classification, whereby additional classes (i.e. different sets of background objects which are not brown dwarfs) are considered for improvement in the analysis. The third method used in the present work is NeuN, a parametric classifier. Although this method has been used for astronomical classification problems as mentioned earlier, it has not been applied to the specific problem of brown dwarf classification problem till now.
In this work, we specifically aim to (i) pose the identification of brown dwarfs as a classification problem rather than a (colour) threshold based identification, (ii) identify satisfactory training data for brown dwarfs as well as background classes, and (iii) examine a suitable approach for identifying brown dwarf candidates using their infrared photometry by applying well-known methods like k-NN classifier and NeuN. In addition, we propose an ensemble classifier for the same. The ensemble classifier will identify the final brown dwarf candidates on the basis of a majority vote, with each individual classifier being given equal weightage. Simultaneously, we also use different training sets and compare their efficiencies to determine an optimum set.
The organisation of this paper is as follows. Section 2 of this paper describes the machine learning methods, while Sect. 3 provides details of the data used and features employed to form the training sets. In Sect. 4, the outcome of the classification techniques are determined through efficiencies of few optimum training sets. These training sets are applied to certain regions in sky in Sect. 5 and inferences drawn in Sect. 6. A short summary of results is provided in Sect. 7.
CLASSIFICATION SCHEMES
The data used for the photometric classification include the colours of objects as derived from near and mid-infrared photometric bands. The colours are designated as features in machine-learning parlance, and these are described in Sect. 3.1. Objects are classified based on their photometric similarity to known objects of a given class. These latter objects are referred to as templates. Below, we briefly introduce the classification schemes.
Neural Networks
Neural networks are a family of machine learning algorithms developed for solving difficult pattern classification problems. Inspired by biological neural networks (Beale & Jackson 1990) , they consist of individual processing units, called neurons or nodes. A network is constructed using layers of neurons. The first and last layer are the input and the output layer respectively, while the layers in between are designated as hidden layers. The first mathematical models of neurons, called perceptrons (Rosenblatt 1958) , were capable of identifying only linearly separable patterns. A network of such neurons formulated in a feed forward architecture with input, output and one or more hidden layers, called a feed forward neural network (or a multilayer perceptron), was found to possess far greater classifying power. The layers are connected through one-directional weighted pathways between nodes in different layers. The input features for classification correspond to the nodes in the input layer, while the number of nodes in the the output layer is decided by the number of output classes. The number of hidden neurons and layers are set according to the complexity of the classification problem, which decides the non-linearity of the network. A schematic of this method is shown in Fig. 1(a) .
Object classification was identified as one of the areas in astronomy where NeuN methods were likely to make an impact (Miller 1993) . What sets NeuN apart from the more conventional rule-based classifiers is their ability to learn from examples (Cho et al. 1991) . This learnt information is stored in the network in the form of weights along the connecting pathways between individual neurons. This allows the network to generalise, making them capable of classifying patterns which may not be included in the initial training set.
We create a simple feed-forward NeuN with the help of the MATLAB neural network toolbox. This employs supervised learning, with one hidden layer of neurons having 100 neurons. For training the network, we provide it with a training data set of example inputs and their corresponding desired outputs. Here, the inputs are a set of six colours (these are discussed in detail in Section 3.1) for each object and the output is set to 0 or 1 depending on the class of the object. The network weights, which are initially set to random values, eventually store learnt patterns after training. During learning, the network weights are repeatedly adjusted in order to minimize the error between the obtained and expected output. This process, termed as backpropagation (Rumelhart et al. 1986) , is repeated until either the entire training set is correctly classified, or the network is unable to minimize the error term further.
k-Nearest Neighbour Approach to
Classification (k-NN-C)
In k-NN classification, the class of an object is decided based on its distance to a specific class of templates, where distances are defined in a multi-dimensional colour space. Usually, applications of the Nearest Neighbour methods consider the k-nearest templates (of any class) in a parameter space and decide the class based on the majority vote of these templates (Popescu et al. 2018; Miettinen 2018; Wallace et al. 2019; Akras et al. 2019) . However, in the present case we select k templates from each class and estimate an average distance to each class. We then determine the class to which the object has the shortest distance, and classify the object as belonging to that class. This approach can be considered as a modification of the threshold distance method used by Marengo & Sanchez (2009) . While these authors estimate the distance to a single class, we consider a training sample consisting of multiple classes: the brown dwarf and background. This approach is helpful for the current classification problem since the templates of one class are clustered in a small region and those of the other class (i.e. the background objects) are sparsely distributed. The same 6 colours used by the NeuN classifier as input parameters are again used here to create the multi-dimensional colour-colour space. A schematic of this method can be found in Fig. 1(b) . An averaged Euclidean metric is preferred for multidimensional spaces as the distance does not increase with increase in the number of dimensions. While calculating the distance between the i th test object and the j th template in the training set for each colour d l (i, j), their photometric uncertainties (denoted by σ i and σ j ) are also taken into account. The k-NN distance of the i th test sample to each class is the weighted average of the Euclidean distances D(i, j) to the nearest k templates of that class, where the weights w(i, j) are introduced to reduce the influence of isolated templates that happen to be much farther away than the nearest neighbors. A Gaussian kernel is very effective for this task (Marengo & Sanchez 2009) which is given by Eqn. 3. In addition to using uncertainties of the input colours in the k-NN distance equation, they also incorporate a sparseness factor σ s , in order to account for lack of observed templates of a particular class in a given location in the colour-colour space. This factor is a measure of how far apart the templates are with respect to each input colour.
The k-NN distance of the i th test sample to a given class is given by the equation:
The final classification is based on the minimum k-NN distance of the i th test sample to each class.
k-NN Threshold Distances (k-NN-TD)
In this method, the k-NN distance of each test object is calculated from a training sample consisting entirely of brown dwarfs, and objects whose k-NN distance is within a certain defined threshold, are classified as brown dwarfs. This can be visualised through the schematic given in Fig. 1(c) . This method is identical to the one used by Marengo & Sanchez (2009) and the same formula, as given in Eqn. (4) is used for calculating the k-NN distance. This application requires templates only for the search class, relying on the assumption that the templates are an accurate representation of the class, and that the selected features (colours) chosen in the analysis are sufficient to provide an effective discrimination.
The threshold distance, denoted by D th , and the number of neighbors, k, are optimized for maximum completeness and rejection efficiency using the bootstrap method (Hastie et al. 2001) . The completeness (C ) and rejection (R) efficiencies are defined as follows:
No. of true positives No. of expected brown dwarfs (5) Rejection Efficiency, R = No. of true rejections Total no. of background objects (6) Samples of the template and background classes are created and then tested for C and R for different values of k and D th . In order to standardize this approach, we select the k and D th values which give the highest product of C and R.
Ensemble Classifier
We use the parametric (NeuN) as well as the two nonparametric (k-NN) techniques to create an ensemble classifier. Such a classifier will identify brown dwarfs by factoring in the outputs from all the individual classifiers and making the final decision on the basis of a majority vote. In other words, if either two or all three methods classify an object as a brown dwarf candidate, then the ensemble method would label this object as a brown dwarf candidate and vice-versa. In this method, each individual classifier is given equal weightage. This helps to reduce the misclassification due to the shortcomings of any one classifier. We attempt to quantify the performance of the ensemble classifier by calculating C and R in each case.
FEATURES AND DATA FOR CLASSIFICATION
The dearth of work done in this type of automated brown dwarf classification problem prompted us to create training datasets from scratch and we have decided on a set of features to be used for classification, after going through a wide variety of pre-existing literature. These are described in this section.
Colours used as input features
The data used for photometric classification includes the brightness of objects as measured in WISE and the Two Micron All-Sky Survey (Skrutskie et al. 2006, 2MASS) . The WISE bands W1, W2 and W3 have been incorporated in the analysis. W4 has been excluded as the angular resolution in this band is lower than the other bands by a factor of ∼ 2. In addition, the photometric uncertainties of Methane absorption in lower bands
Presence of methane many objects are not available in W4. Moreover, we find that its inclusion did not show any significant improvement in the results. In 2MASS, all the three bands: i.e. J (1.25 µm), H (1.65 µm), K s (2.17 µm) bands have been considered. With these bands, it is possible to identify the nearinfrared spectral features associated with H 2 O in the atmospheres of the L and T dwarfs (Stephens & Leggett 2004) .
We have selected six colours based on the spectral characteristics of brown dwarfs in the WISE and 2MASS filter combinations (Kirkpatrick et al. 2011; Marengo & Sanchez 2009; Faherty et al. 2016; Zhang et al. 2018 ). The colours used in this work are: W1-W2, W2-W3, J-H, J-W1, J-W2, J-K s , and the spectral characteristics of brown dwarfs that they describe are listed in Table 1 .
Training Samples
The training sets are constructed using different combinations of brown dwarfs and background objects. The selection of templates used for the classification is described below.
(i) Brown dwarfs -The brown dwarfs used as templates for this work have been taken based on availability of infrared data in all the required bands. For this we have used brown dwarfs from the following research papers: Kirkpatrick et al. (2011) , Thompson et al. (2013) , and Best et al. (2018) .
(ii) Background objects -In this classification problem, background objects include other sources such as stars in different evolutionary stages or galaxies. For this work, we have attempted to incorporate a variety of background object templates and only those have been included in the training sets, which were felt to have an effect on the classification on brown dwarfs and, hence, were likely contaminants. The objects were taken from existing literature and include NLS1 galaxies (Chen et al. 2017a ), Ap and Am stars (Chen et al. 2017b) , Young Stellar Objects (YSOs; Su et al. 2014; Fischer et al. 2016) , Red Giants (Anders, F. et al. 2017) , K-type stars (Pecaut & Mamajek 2016) , and Mdwarfs (Best et al. 2018) . Along with all these known background objects, some objects have been taken randomly from the WISE All-Sky point source catalog (Wright et al. 2010 ) by applying magnitude cuts so that they are brighter than the known brown dwarf templates in each band.
Apart from the above objects, some artificial samples are created for both classes with the characteristics of the known templates. This is carried out in a man-ner similar to the bootstrap implementation described by Marengo & Sanchez (2009) .
OPTIMAL TRAINING SETS AND PERFORMANCE OF CLASSIFICATION METHODS
It is well known that for any classification problem, diverse training data sets are of great importance. But, when it comes to brown dwarfs, few attempts have been made in this regard. Here, we have experimented with different catalogs of known brown dwarfs as well as various other stars and galaxies to create the brown dwarf and background classes, respectively. Distinct training sets were generated by combining specific template groups. For each set, C and R are employed as the validation metrics. Each set is randomly divided into three parts, in the ratio 70:15:15, and labelled as training, validation and test samples, respectively. The validation set is used to tune the parameters of a classifier, for example, to tune the weights in a neural network. In the k-NN-TD method, the validation set was used to fix the distance threshold value which gave the maximum C -R efficiency product. The test set is then used to assess the performance of the final tuned classifier by the estimation of C and R. We carried out a rigorous 5-fold cross-validation for the verification of these efficiencies. In this method, each dataset is divided randomly into 5 parts. One part is taken as the test set whereas the other 4 are combined to form a training set. This testing is repeated for all the 5 parts, and the average C and R evaluated. We find that the efficiencies computed by both these methods are very similar (match within ∼ 90%).
Based on the values of C and R, the composition of the sets were modified to select the best training sets for this particular problem. These are described below.
2-Class Training Sets
The 2-class training sets include the classes of (i) brown dwarfs, and (ii) background objects. Three distinct groups were constructed for this purpose, using the combinations of objects described below. All the classification methods were applied on the training sets and the results are presented.
The k-NN-TD method is also discussed here although it employs only one class of brown dwarf templates as its training set. The threshold distance effectively demarcates the feature space into two classes, with all the objects falling within the threshold considered as brown dwarf candidates and the rest taken as other (background) objects. Thus, it is equivalent to a 2-class classification technique in this study, and we have compared its performance with the rest of the 2-class methods. We note that for all the 2-class training sets described below, only the brown dwarf template class in each group is used by the k-NN-TD classification method.
(i) Set A -This set comprises of the brown dwarfs from the sample of Kirkpatrick et al. (2011) and Thompson et al. (2013) , in addition to the simulated objects created from these samples. The background class includes random WISE background objects and the corresponding simulated objects alongwith NLS1 galaxies. Note that the NLS1 galaxy sample also includes point-like sources, with colours similar to those of brown dwarfs in the bands under consideration. The resultant efficiency values, on application of the classification techniques, are shown in Fig. 2 . We find that the efficiencies are 100%. This is due to the relatively small variety of objects in the training samples, and a marked difference between the characteristic colours of the two classes, i.e., brown dwarfs and the WISE background.
(ii) Set B -The composition of this set is similar to Set A, the difference being the addition of YSO templates to the background class (Fischer et al. 2016) . The inclusion of YSOs lowers the R of the k-NN-C method to ∼ 98%, which in turn lowers the R of the ensemble classifier by ∼ 0.3% (see Fig. 2 ). This could be because of the fact that YSOs have colours similar to those of brown dwarfs in the infrared bands with few being misclassified. We note that C values remain unaffected.
(iii) Set C -This set includes the brown dwarfs from the samples of Kirkpatrick et al. (2011) , Thompson et al. (2013) and Best et al. (2018) . The background class comprises of all known objects (NLS1 galaxies, Ap and Am stars, YSOs, Red Giants, K-type stars, and M-dwarfs). The resultant efficiencies display a lowering of the C and R values with respect to sets A and B, see Fig. 2 . The ensemble classifier performs marginally better than the others. The NeuN and k-NN-C methods give similar values of C (98%) and R (95%). k-NN-TD returns a better R (98%) but a relatively lower C (95%). It would appear that an increase in the variety of the samples has affected the efficiencies. Such diversification of training set is expected to help improve the R of the classifiers during testing on a real scenario, as more nonbrown dwarf templates start finding representation in the background class.
The composition of the different training sets are summarised in Table 2 .
3-Class Classification
The spectral categories of brown dwarfs (L, T, Y) can be utilized to make finer constraints in the feature space, for their identification. The L category of objects cannot be strictly considered as a brown dwarf class as it can also include lowmass stars. Therefore, in order to better evaluate the effects of L-dwarfs in the training sets on the classification of both types of objects (brown dwarfs and background), the NeuN and k-NN-C classifiers have been built with 3 categories: (i) T-& Y-dwarfs, (ii) L-dwarfs, and (iii) background objects. Each test object is classified into one of the three classes based on the features. The training set created for the 3-class classification contains 2698 objects. There are 335 objects in the first category which has T-and Y-dwarfs taken from Kirkpatrick et al. (2011) and Thompson et al. (2013) , along with T-dwarfs from Best et al. (2018) . There are 1087 objects taken from the above samples in the second category (i.e. L-dwarfs). There are 1275 background objects comprising of random WISE background, NLS1 galaxies, YSOs from the Fischer et al. (2016) catalog and M-dwarfs. This composition is listed in Table 4 . For this training set, only k-NN-C and NeuN methods are applicable as they cater to multiple classes.
The resultant efficiencies of this classification are dis- played in Table 5 and Fig. 3 . We observe that R values for the T-and Y-dwarfs are high (> 97%), but the C values are relatively lower (R ≥ 88%). This can be attributed to the misclassification of early T-dwarfs as L-dwarfs. The Ldwarfs have lower R values (∼ 91%) as compared to the Tand Y-dwarfs but the C values are comparable (≥ 90%).The background class exhibits a trend similar to the T-and Ydwarfs: low C values(≥ 87%) but high C values (≥ 87%). The confusion matrix for the 3-class NeuN classifier is illustrated in Fig. 4 . A confusion matrix is used to describe the performance of a classifier with multiple classes on a set of test data for which the true values are known. The rows of the matrix correspond to the class predicted by the NeuN classifier for a test object while the columns correspond to the actual class of the object. The cells along the diagonal represent the fraction of test objects correctly classified by the network. From the figure, we see that a relatively larger fraction of L-dwarfs (3.5%) are being misclassified as background when compared to T-& Y-dwarfs (∼ 0.5% or lower). The fraction of correctly classified test objects of that class, given by the last cell at the end of each row, is lower for the L-dwarfs when compared to the T-and Y-dwarfs, as expected. All these results imply that a small fraction of the L-dwarfs are closer to the background templates, than brown dwarfs. The lowermost cell towards the right end gives the C of the network for the given sample. We find that the C > 91.5% for NeuN. It is to be noted here that the ensemble classifier cannot be applied for the 3-class training sets as there are only two methods, and hence a majority vote would not be possible in some cases.
Performance of Classification Methods
We summarise the performance of the classification techniques here. We find that all the three classification methods perform well on the training sets considered, with C ≥ 87% and R ≥ 88%. In the 2-class classification, the ensemble classifier performs as well as NeuN for the sets A and B, and marginally outperforms the other classifiers for set C. In the classification methods using 3-class training sets, it would appear that both NeuN and k-NN-C perform equally well. Thus, we see that the methods outlined above perform unequivocally well on the diverse training sets that have been created.
TESTING ON REGIONS IN SPACE
Having analysed the performance of the classification methods to known objects, we apply them to objects in three different regions of the sky. Two of them, Hercules and Serpens, have been selected due to the relatively larger number density of known brown dwarfs in these regions. The third arbitrary region was selected based on the attribute that it should not have any known brown dwarf. For this, we considered a region towards the Lyra. The details of these three regions are given below: (i) A part of the constellation Serpens: This comprises a region of size 4 • ×9 • , centred on RA (J2000)=246.500 • , Dec (J2000)=4.500 • .
(ii) The constellation Hercules: This comprises a region of size 2 • ×2 • , centred on RA (J2000)=268.000 • , Dec (J2000)=17.000 • .
(iii) The constellation Lyra: This comprises a region of size 2 • ×2 • centred on RA (J2000)=275.410 • , Dec (J2000)=32.450 • .
We include all sources for analysis in a given region whose infrared photometry in the requisite bands are available in the AllWISE Source Catalog (Cutri & et al. 2014) . The catalog also lists the association of sources with 2MASS Point and Extended Source Catalog. The WISE photometric magnitudes, their uncertainities and the associated 2MASS photometry and uncertainities have been used for the classification. We restrict the search to point sources by taking only those sources with 2MASS extended source flag = 0, which indicates that the morphology of the source is consistent with a point source.
The Hercules region has 3 known T-dwarfs, one identified by Thompson et al. (2013) and two by Best et al. (2018) . The Serpens region has 5 T-dwarfs, all of them identified by Best et al. (2018) , and two of them were identified by Thompson et al. (2013) . Therefore, if a classifier is able to identify the known brown dwarfs in these regions, it would further validate the performance of the classification techniques. For these regions, it is not possible to calculate R as we do not know the exact number of brown dwarfs and background objects that are present. Therefore, in order to quantify how effectively the classifier rejects background objects, we define a new parameter called the rejection ratio (RR) in the following way.
Rejection Ratio, RR = No. of objects rejected Total no. of objects in the region (7)
Serpens
The Serpens region contains 21,022 objects with photometry in all the requisite bands. This region contains 5 T-dwarfs. The classifier techniques developed till now are applied to the region. We find that, among the 2-class methods, NeuN performs exceptionally well and identifies all the five known brown dwarfs with RR of 99.9% and above, see Table 6 . In the k-NN-C method, all the training sets, except Set A for k=10, identify all known dwarfs with a reasonably high RR.
The performance of the k-NN-TD method, is quite poor with sets A and B unable to identify any known dwarf, whereas set C identifies all known dwarfs, albeit with a lower RR than the other methods (RR ∼ 94%). The ensemble classifier also works well with sets B and C identifying all known dwarfs and set A identifying 4 out of 5. The RR values for the ensemble classifier are better than the k-NN methods, but not as high as the NeuN classifier. Among the training sets, only Set C identifies all 5 known dwarfs in all the methods. The other two sets work well in all classifiers except k-NN-TD. The classification methods using 3-class training sets also work extremely well (Table 7) , identifying all 5 known dwarfs with a RR around 99.8%.
Hercules
The selected region in Hercules contains 2,611 objects with photometry in all the requisite bands. The region is known to contain 3 known brown dwarfs. Application of the classification methods towards the objects in this region show that among the 2-class methods, NeuN classifier (Table 6) again produces the best results with two out of three training sets identifying all known brown dwarfs, all with RR values above 99.5%. This is followed by k-NN-C and k-NN-TD methods. In this region, the ensemble classifier performs better than the k-NN methods, but not as well as the NeuN classifier. Among the training sets, only Set C identifies all 3 known dwarfs and has a RR value above 99%. Training set A performs well in the NeuN (identifying all 3 known dwarfs with RR=99.53%) but is unable to identify the known dwarfs by the other two methods. The classification techniques using 3-class training sets perform well (Table 7) , identifying all 3 known dwarfs with a RR value ∼ 99.8%.
Lyra
The selected region in the constellation Lyra has 4,620 objects with photometry in all infrared wavebands considered here. No known dwarf is found in this region. In this region, the NeuN and the ensemble classifiers (Table 6 ) work well giving RR above 99% for all training sets. The k-NN-C method does not fare so well in comparison, with only sets B and C having a RR of above 99%. The same follows for k-NN-TD method, with sets A and B having a RR of above 99%. But both the k-NN methods have RR>96% for all sets. The 3-class classification techniques (Table 7) give a high RR, but classify an abnormally large number of objects as L-dwarfs, which may be due to the inclusion of early L-dwarfs from Best et al. (2018) in the 3-class training set.
Search for counterparts

SIMBAD counterparts
The objects identified as brown dwarf candidates by the NeuN and ensemble classifiers for each region are given in Tables 8, 9 , 10. We carried out a search in the SIMBAD astronomical database to see if these sources matched with any known objects identified previously. The search was applied based on the positional coordinates of the source and a search radius of 3.5 ′′ . This corresponds to half the beam Table 6 . Results on the three regions in sky for 2-class training sets. of the W3 WISE band, which has the largest beams among the bands considered.
Training Sets
In the Serpens region, both the NeuN and ensemble classifiers together identify 59 objects, out of which 9 objects have counterparts in the SIMBAD database. We were pleasantly surprised to see one of them as a L-type brown dwarf , 2MASS J16192830+0050118. This was not included in the previous 5 known dwarfs based on the catalogs considered, as its corresponding WISE data was not linked to this particular object. The other 8 objects are M-type variable stars and galaxies. In the Hercules region, out of the 6 candidates, only one has a previously identified counterpart (an M-type variable star). The classifiers identify 15 brown dwarf candidates in the Lyra region, of which four have SIMBAD counterparts. Two of these are variable stars and two are radio sources. While the association provides a certain estimate of the type of source, one caveat is that due to the WISE resolution, the search diameter considered for the positional search is not small, i.e. 7 ′′ .
Gaia Counterparts
A search was also carried out using the Gaia database using the DR2 catalog (Gaia Collaboration et al. 2018) for the objects identified as brown dwarf candidates by the NeuN and ensemble classifiers. Again, a search radius of 3.5 ′′ was used and the nearest positional association was considered. For every source which had a corresponding Gaia identification, the parallaxes, proper motions and photometric magnitudes were obtained. The distance to each source was derived from the parallax. Using the distance and apparent G magnitude, we estimated absolute G magnitude of each source. This was then was compared with the absolute magnitudes of known L and T brown dwarfs (Best et al. 2018) to estimate the spectral type of each source. The associated Gaia sources and their properties are listed in Table 11 .
Three objects in Hercules, sixteen in Serpens and two in Lyra were found to have Gaia associations. Of these, only one object is of spectral type L or later and that is the known L-type brown dwarf 2MASS J16192830+0050118 which was identified earlier from the SIMBAD database. It is also the only object which is within a distance of 100 parsecs from the Earth. The majority of sources do not have Gaia counterparts. This is expected as the cooler brown dwarfs are likely to be faint at optical wavelengths.
INFERENCES
The NeuN classifier emerges as the best technique out of the individual methods, performing well in training set efficiency calculations as well as on tests in regions on the sky. The k-NN-C method with 3-class training set also holds promise with R for T-dwarfs as high as 99%, and C values in the range 90-95%. NeuN gives much better results than k-NN-C with 2-class training set while testing on specific regions in the sky. This method also identified a brown dwarf in the Serpens region which was not part of the initial training sets or the dwarfs identified by WISE. The k-NN-C using 2-class training set gives results comparable to NeuN while comparing training set efficiencies but does not hold up as much while testing on known test samples or new regions. The k-NN-TD method fares less well than the previously discussed methods in the training set efficiency calculations and the Hercules test region.
Thus, if the classification is to be implemented using a single method, the NeuN classifier would be an appropriate choice. But a better option would be to use the ensemble classifier, which performs reasonably well in all scenarios, and where the decision would not be dependent on a single classifier alone. Of all the training sets used (in 2-class classifications), training set C performs best on sources from given regions on the sky. It shows maximum efficiency in the Hercules and Serpens regions, and high rejection ratios in the Lyra region. But the set has low training set efficiency in cross-validation (one amongst the lowest in both k-NN methods). Training Set B was found to be effective in rejecting background sources but its performance in the Hercules region was poor compared to training set C. Training set A has high efficiencies and managed to identify the new brown dwarf in the Serpens region, but it does not hold up as well in the other aspects. Also, it has the least sample variety among the 3 training sets. The fact that Set C, which has the most sample variety, is also the best performer seems to indicate that there is a strong correlation between performance and background sample variety. Set B has intermediate sample variety and its performance is also intermediate that of the other 2 sets. Since astronomical objects are found in a vast variety, inclusion of different types of background objects helps machine-learning algorithms perform better.
A number of objects have been identified in the three regions using the classification techniques described in the work. We note that the SIMBAD associations indicate that we are also selecting objects which are not brown dwarfs, viz. M-type stars, few galaxies and carbon stars. In one case, a radio source is also identified as a counterpart. Thus, one needs to probe in detail in order to confirm the associations of the identified candidates. However, the fact that known brown dwarfs have been identified by these methods provides strong support to the fact that the methods are effective and one can verify the nature of the other brown dwarf 'candidates' through follow-up spectroscopic studies. It is worth noting that the number of brown-dwarf candidates identified by these classifiers is much lower than those identified by traditional techniques of colour-magnitude restrictions which, in turn, saves time and resources required for the final verification.
We have used WISE and 2MASS data for this study as they were easily available for numerous different objects. A more robust classification calls for additional information in the form of identification of the background objects, eg. YSOs in a given star-forming region. Alternate examples include cross-identifications of background stars and galaxies across catalogs, or investigation of regions away from Galactic plane where the number density of stars is lower than the Galactic plane. The amount and nature of extinction towards each object is also expected to play a crucial role in ascribing a background source as a brown dwarf. This additional information provided to the classifiers can improve the classification and reliability of the methods. Lastly, we note that these classification techniques can be used to identify any group of elusive astronomical objects, by changing the input colours and training sets. Hence, this approach can serve as a base for classification of other astronomical objects as well.
SUMMARY
• NeuN and k-NN methods have been used for classifying astronomical objects based on their photometric colours. Although the methods are general and can be applied to select any specific kind of astronomical objects, we have applied it to the specific case of brown dwarfs.
• In this study, apart from NeuN, we have used two different k-NN methods: k-NN-C and k-NN-TD, for classifying brown dwarfs, using six colours from WISE and 2MASS. We also propose an ensemble classifier which identifies brown dwarf candidates on the basis of a majority vote from the above three methods.
• A number of training sets have been constructed for testing the performance of the classifiers. This includes the 2-class and 3-class training sets.
• In addition to the different techniques, we create different training sets by combining templates from various known brown dwarf and background object catalogs. The efficiencies for the sets, and for different methods, are then calculated by using C and R as the validation metrics.
• All the methods perform well on the training sets considered, with C ≥ 87% and R ≥ 88%. In the 2-class classification, both NeuN and the ensemble classifier emerge as the best methods. Both NeuN and k-NN-C perform equally well in the 3-class clssification methods.
• We apply the methods and optimal training sets to • The NeuN classifier performs relatively better than the k-NN methods in the three regions, in the 2-class classification, identifying all the previously known dwarfs. This is followed by the ensemble classifier. The two k-NN methods do not fare as well, withk-NN-C being the better of the two.
• The 3-class classification also holds promise with its performance equalling or even exceeding that of the 2-class NeuN.
• A search for counterparts in the SIMBAD and Gaia databases was also carried out for the brown dwarf candidates from each region. This led to the identification of one of the candidates in the Serpens region as a brown dwarf which was not part of the brown dwarfs identified by WISE. A fraction of the other candidates are variable stars and other background objects.
• These methods of multi-dimensional classification based on photometric colours are expected to significantly downsize the candidate sample for follow-up studies, as compared to traditional colour and magnitude diagrams or threshold cuts. 
