Abstract. We prove that a non-elementary relatively hyperbolic group is statistically hyperbolic with respect to every finite generating set. We also establish statistical hyperbolicity for certain direct products of two groups, one of which is relatively hyperbolic.
Introduction
The idea of statistical hyperbolicity was first introduced by M. Duchin, S. Lelièvre, and C. Mooney in [7] . Let G be a group generated by a finite set S. Assume that 1 / ∈ S = S −1 . Denote by G (G, S) the Cayley graph of G with respect to S. Consider the natural combinatorial metric on G (G, S), denoted by d, inducing a word metric on G. The intuitive meaning of statistical hyperbolicity of a group can then be summed up as follows: On average, random pairs of points x,y on a sphere of the Cayley graph of the group almost always have the property that d(x, y) is nearly equal to d(x, 1) + d(1, y). More precisely, Recall that a group is called elementary if it is a finite group or a finite extension of Z. It is easily checked that an elementary group is not statistically hyperbolic with respect to any generating set. In [7] , Duchin-Lelièvre-Mooney proved that Z d for d ≥ 2 is not statistically hyperbolic for any finite generating set. It was also discovered by Duchin-Mooney in [8] that the integer Heisenberg group with any finite generating set is not statistically hyperbolic.
A list of statistically hyperbolic examples were also found in [7] :
(1) Non-elementary hyperbolic groups for any finite generating set.
(2) Direct product of a non-elementary hyperbolic group and a group for certain finite generating sets. (3) The lamplighter groups Z m Z where m ≥ 2 for certain generating sets.
We remark that an analgous definition of statistical hyperbolically to that above can be considered for any metric space with a measure. (Here for graphs we consider the counting measures). We refer the reader to [7] for precise definitions. For any m, p ≥ 2, the Diestel-Leader graph DL(m, p) is proved to be statistically hyperbolic in [7] . In [5] , Dowdall-Duchin-Masur established the statistical hyperbolicity for Teichmüller space with various measures.
Summarizing the above results, one could think of the number E(G, S) as a measurement of negative curvature in groups and spaces. So it would be natural to expect that the statistical hyperbolic property holds for a more general class of groups with negative curvature. A natural source of such groups to be investigated is the class of relatively hyperbolic groups, which generalizes word hyperbolic groups, and includes many more examples such as (1) fundamental groups of non-uniform lattices with negative curvature [1] , (2) free products of groups, or a finite graph of groups with finite edge groups, (3) limit groups [4] , and (4) CAT(0) groups with isolated flats [15] . We refer the reader to Section 2 and references therein for more details on relatively hyperbolic groups. The purpose of this article is then to generalize the first two items in Examples 1.2 to the setting of relatively hyperbolic groups.
Recently, the first-named author has established in his thesis [16] that relatively hyperbolic groups are statistically hyperbolic, provided that the group growth rate dominates the ones of parabolic subgroups. Our first result is to drop this assumption and to establish the full generalization of Duchin-Lelièvre-Mooney's above result in relatively hyperbolic groups. Theorem 1.3. A non-elementary relatively hyperbolic group is statistically hyperbolic with respect to every finite generating set.
Let's say a bit about the ingredients in proof of our Theorem. It was observed in [5] that statistical hyperbolicity appears to be more delicate than the usual metric notion of hyperbolicity in the sense of Gromov. Namely, examples of trees can be produced to have arbitrary number E(G, S) ∈ [0, 2]. These examples lack of homogenenety cannot afford many isometries. Thus in their proof of statistical hyperbolicity for hyperbolic groups, Duchin-Lelièvre-Mooney make essential use of a result of Coorneart about growth function in [3] . This is recently generalized by the second-named author in [18] for relatively hyperbolic groups, cf. Lemma 2.10. Apart from this, we also exploit a crucial fact in [18] to obtain the full generality: parabolic groups have convergent Poincarè series (Corollary 2.9). Based on them, our proof follows roughly the outline in hyperbolic case but with much more involved analysis.
We now state our second result about direct product of two groups, one of which is relatively hyperbolic. First recall the notion of growth rate ν G,S of a group G relative to S, which is defined to be the limit
A generating set S for G × H is called split if its projection to each factor is a generating set for the corresponding factor. Taking into account Theorem 1.3, we obtain the following theorem extending a similar result in [5] .
Theorem 1.4. Let G × H be a direct product of a non-elementary relatively hyperbolic group G and a group H. Let S be a split finite generating set for G × H and S G , S H be the corresponding generating sets for G, H by projection.
It is obvious that Theorem 1.4 can be thought of as a generalization of Theorem 1.3.
At last, we can further derive the following corollary from Theorem 1.4. Recall that a group is called of sub-exponential growth if its growth rate is zero for some (thus any) generating set. It is well-known that a non-elementary relatively hyperbolic group has exponential growth. Corollary 1.5. A direct product of a non-elementary relatively hyperbolic group and a group of sub-exponential growth is statistically hyperbolic with respect to split finite generating sets.
This article is structured as follows. Section 2 prepares preliminary material to be used in the proof of Theorem 1.3, which occupies the whole Section 3. In Section 4, we give a proof of Theorem 1.4.
Acknowledgment. Jeremy Osborne would like to thank Chris Hruska for directing the research of this topic in the context of his Ph.D. dissertation. Thanks also to Moon Duchin and Chris Mooney for originally formulating the question which ultimately led to this paper. Yang is supported by the Chinese grant "The Recruitment Program of Global Experts".
Preliminaries
Consider the Cayley graph G (G, S) of G with respect to S. Define
Let S n be the set of elements g ∈ G such that d(1, g) = n. It will be useful to consider the spherical set in a subgroup H in G. Define
A parametrized path p goes from p − to p + endowed with a natural order. For any two (parametrized) points v, w ∈ p, we denote by [v, w] p the segment between v, w in p. As usual, [v, w] denotes a (choice of) geodesic between v, w. Our path p is often endowed with a length parameterization p :
Let p, q be two geodesics with the common initial endpoint
2.1. Relative hyperbolicity and contracting property. Given a finite collection of subgroups P in G, one can talk about the relative hyperbolicity of G with respect to P. From various points of view, the notion of relative hyperbolicity has been considered by many authors, cf. [13] , [2], [17] , [6] , and [9] , just to name a few. These theories of relatively hyperbolic groups emphasize different aspects and are widely accepted to be equivalent for finitely generated groups. We refer the interested reader to [14] and [12] for further discussions on their equivalence.
In order to avoid heavy exposition, we only collect here necessary facts in the theory of relatively hyperbolic groups. Denote P = {gP : g ∈ G, P ∈ P}. Then P plays an important role in the geometry of G (G, S), which have the following nice property.
A collection of ( , D)-contracting subsets is referred to as a ( , D)-contracting system. The constants , D will be often omitted, if no confusion happens.
We now recall some useful properties of contracting sets, and refer the reader to [19] for detailed discussions.
Lemma 2.2 ( [6] , [10] , [19] ). Let (G, P) be a relatively hyperbolic group. Then P is a contracting system with the following two equivalent properties.
(1) (bounded intersection property) If for any > 0 there exists
After Lemma 2.2, we will frequently invoke the function R in the sequel.
The following notion was introduced in [14] by Hruska, and further elaborated on by Gerasimov-Potyagailo in [11].
Definition 2.3. Fix , R > 0. Let γ be a path in G (G, S) and v ∈ γ a vertex such that
In what follows, there exists a uniform constant 0 > 0 such that Lemmas 2.4, 2.5 and 2.6 hold.
The first lemma is a consequence of contracting property of P (without reference to relative hyperbolicity). See [18, Lemma 2.9] for a proof.
Lemma 2.4. Let p be a geodesic and a point v ∈ p be ( , R)-deep in some X ∈ P for ≥ 0 , R = R( ). Denote by x, y the entry and exit point of p in N (X) respectively. Then x, y are ( 0 , R)-transition points.
The following lemma could be derived using techniques in Section 8 in [14] or it follows from the proof of Proposition 7.1.1 in [12] in terms of Floyd distance.
Lemma 2.5. Consider a geodesic triangle consisting of three geodesics p, q, r in
As a special case, we obtain the following result.
Lemma 2.6. Let ≥ 0 , R = R( 0 ). For any r > 0, there exists D = D(r) with the following property.
Let p, q be two geodesics with p
Remark. For convenience, it will be useful to take the congruent point w ∈ q relative to z ∈ p such that d(z, w) ≤ D.
A relative version of the thin-triangle property in [6] will also be key to our analysis in proof of Theorem 1.3.
Lemma 2.7. There exists a uniform constant δ > 0 such that for any geodesic triangle ∆(v 0 , v 1 , v 2 ), one of the following two cases holds
2.2. Exponential growth of balls. We need consider a type of Poincarè series associated to a subset A ⊂ G as follows,
The critical exponent ν A of P(s, A) is the limit superior
which can be thought of as the exponential growth rate of A. Note that ν G is the usual exponential rate of G with respect to S. It is readily checked that P(s, A) is convergent for s > ν A and divergent for s < ν A .
Recall that a relatively hyperbolic group G acts as a convergence group on its Bowditch boundary ∂G, cf.
[2]. Thus, every subgroup H has a well-defined limit set Λ(H) ⊂ ∂G, which consists of the set of accumulation points of all H-orbits in ∂G. In [18] , the second-named author proves the following result.
Lemma 2.8. [18, Lemma 4.9] Let H be a subgroup in G such that Λ(H) is properly contained in ∂G. Then P(s, H) is convergent at s = ν G .
Recall that every parabolic subgroup P ∈ P fixes a unique point, which coincides with the limit set Λ(P ). Lemma 2.8 then applies and the following result follows immediately.
Corollary 2.9. The following series
for every P ∈ P and s ≥ ν G .
The following estimate is also important in the proof of Theorem 1.3.
Lemma 2.10. [18, Theorem 1.8] Let G be a relatively hyperbolic group with a finite generating set S. Then there exists c > 1 such that the following holds
for any n ≥ 1.
Proof of Theorem 1.3
The proof is organized by two parts, of which the first is to decompose S n into the union of a sequence of C R+i sets, and then the second is to execute the calculation d(x, y) following the decomposition. We begin with the definition of uniform constants used below.
Constants 3.1. Recall that R is the function given by Lemma 2.2.
(1) Let > 0 satisfy Lemmas 2.4, 2.5 and 2.6. Assume also that , D 0 > 0 are the contracting constants for P. 3.1. Defining C R+i sets. Fix any number 0 < ρ < 1. We consider the sphere S ρn for n ≥ 1. For simplicity, assume that ρn is an integer. We will divide S n into disjoint well-controlled subsets. Fix R > max{2R 0 , R(2D 1 ), δ}. Let C R be the set of elements g ∈ S n such that there exists a geodesic γ g = [1, g] such that γ g contains an ( , R 0 )-transition point in the (closed) R-neighbourhood of γ g (ρn).
We consider any g ∈ S n \ C R . By definition of C R , any geodesic γ between 1 and g will not contain an ( , R 0 )-transition point in the R-neighbourhood of γ(ρn). That is to say, the segment γ([ρn − R, ρn + R]) is contained in some N (X γ ) for some X γ ∈ P. We first claim Claim. X γ is independent of the choice of γ.
Proof of Claim.
If not, we have that γ, γ , X γ , X γ satisfy the requirement as above. Note that γ, γ have the same endpoints. Let x − , x + be the entry and exit points of γ in N (X γ ) respectively. The points y − , y + ∈ γ are similarly defined for X γ . Thus by Lemma 2.4, x − , x + , y − , y + are ( , R 0 )-transitional points. By Lemma 2.6, it follows that
Clearly, by the Remark after Lemma 2.6, we see that N 2D1 (X γ ) ∩ N 2D1 (X γ ) has diameter at least 2R ≥ R(2D 1 ). This implies X γ = X γ by bounded intersection property of P.
Thus, in what follows, we omit the index γ in X γ . Let z be the entry point of γ in N (X). By Lemma 2.4, z is an ( , R 0 )-transition point in γ. We observe that such z lies in a uniform bounded ball. Lemma 3.2. For any g ∈ S n \ C R , there exists a point x ∈ X such that any geodesic γ = [1, g] satisfies d(x, z) ≤ D 0 + . In particular, the set of z ∈ γ for all possible γ = [1, g] is uniformly bounded.
Proof. Let x ∈ X be a projection point of 1 to X. By the contracting property of X, we see that d(z, x) ≤ D 0 + .
We subdivide S n \ C R and define a sequence of subsets as follows. For i ≥ 1, define C R+i to be the set of elements g in S n \ C R where the point z ∈ γ defined above is nearest to 1 among all γ = [1, g] and has an exact distance (R + i) to γ(ρn). We require that R + i ≤ ρn for obvious reasons.
We note the following fact. Its proof goes in a similar way as that of the above Claim. We leave it to the interested reader.
By the above discussion, we have the following disjoint union for S n ,
Recall that P = {P k : 1 ≤ k ≤ m} is a finite set. The following estimate is crux in the remaining argument, saying that C R occupies the major part of S n for sufficiently large R 0.
Lemma 3.4. For any ε > 0, there exist R 1 > 0 with the following property. Let R ≥ R 1 and n ≥ 1 such that R + 1 ≤ ρn ≤ n − R − 1. Then the following holds
where
Proof. By definition of C R+i , for any g ∈ C R+i , there exists a geodesic
where R + i ≤ ρn. By Corollary 2.9, the following series is convergent for each P ∈ P,
The conclusion then follows as a combination of the estimate (1) of Lemma 2.10 and the series (2).
Calculating the sum d(x, y).
We first calculate the sum d(x, y), where y lies in C R .
Denote F = B(1, 2D 1 ) and D n,R = 2(n − ρn − R − δ − D 1 ) > 0 for later use.
Lemma 3.5.
Proof. For any y ∈ C R , there exists a geodesic γ y = [1, y] such that γ y contains an ( , R 0 )-transition point z in the R-neighbourhood of γ y (ρn). We can assume further that z is nearest to γ y (ρn − R) among all such
The idea of this lemma is to find the appropriate subset of x ∈ S n such that
We consider two sets A, B of elements in S n separately. Let A be the set of elements x ∈ S n such that d(z, [1, x] ) ≤ D 1 , thus whose cardinality is at most
by Lemma 2.6. In hyperbolic case, these elements have the desired property as (4) . In relative case, we have to carry out a finer analysis for them. The remaining of the proof is devoted to the analysis where either (4) holds or x ∈ C R+j−δ for some j ≥ 1.
We examine the geodesic triangle ∆(1, x, y) by Lemma 2.7. We are lead to consider the following two cases.
The inequality (4) follows.
The latter case does not happen. Indeed, since
Case 2. We now consider the case that ∆(1, x, y) has a unique gP ∈ P to satisfy the statement (2) in Lemma 2.7.
Let x − , x + be the entry and exit points of γ x in N (gP ) respectively. The points y − , y + ∈ γ y are defined in the same way. Then by Lemma 2.7, we have that
We continue our analysis according to the relative positions of z and y − , y + in γ y .
We first observe that z lies after y + . Otherwise, we have that
, which leads to a contradiction by Lemma 2.6 exactly as Case 1. So let's consider z ∈ [y − , y + ]. Note that z is an ( , R 0 )-transition point. It follows that d(y − , y + ) ≤ 2R 0 . This is a contradiction, as it is chosen that R > 2R 0 .
So below we focus on the case that z lies after y + . It follows that d(y + , [x, y]) ≤ δ and
This is the difficult part of Case 2. We consider the congruent point w on γ x relative to z ∈ γ y , which implies d(1, z) = d (1, w) . It suffices to assume that w is ( , R )-deep in some X ∈ P for some R > R 0 . Indeed, suppose that w is ( , R 0 )-transitional. It follows from Lemma 2. According to whether X = gP , we consider the next two subcases. Subcase 1. X = gP . Recall that w is ( , R )-deep in some X ∈ P for some R > R 0 . By Lemma 2.7, w has to be lying in either [1,
The (7) d(x + , x) ≥ n − ρn − R.
From (7) and (6), we get again the inequality (4). Subcase 2. We can assume now that w is ( , R )-deep in gP for R ≥ R 0 . Recall that x + denotes the exit point of γ x in N (gP ). If x + lies before γ x (ρn + R), then d(x + , [x, y]) ≤ δ by Lemma 2.7 and so we can get again (7) and thus the inequality (4). This is done. So we assume from now on that x + lies after γ x (ρn + R). See Figure 1 .
Recall that d(x − , y − ) ≤ δ. If x − lies after γ x (ρn − R + δ), we have that y − must lie after γ y (ρn − R). Note that y − is an ( , R 0 )-transition point in γ y by Lemma 2.4. Recall that z lies after y + . This is a contradiction with the choice of z ∈ γ y ([ρn − R, ρn + R]) as the nearest ( , R 0 )-transition point to γ y (ρn − R). Thus, we conclude that x − lies before γ x (ρn − R + δ). As a consequence, we just proved that x ∈ C R+j−δ for some j ≥ 1.
Summarising the above discussion, we have to exclude a subset of elements x in B of cardinality at most (8) j≥1 |C R+j−δ |, for which the inequality (4) does not hold. Taking into account (5) and (8), we need exclude in total the following number of elements in S n ,
for which the inequality (4) might not hold. The proof is then complete.
We now estimate the sum d(x, y) where y ∈ C R+i , i ≥ 1. The same proof as Lemma 3.5 for the case i = 0 proves the following. Lemma 3.6. For i ≥ 1, we have
We are ready to finish the proof of Theorem 1.3. Combinning all of above inequalities in Lemmas 3.5, 3.6 and 3.4, we obtain the following (10)
Therefore, it follows that
Observe that
Claim. For any ε > 0, there exists R 1 > 0 with the following property. Let R ≥ R 1 and n ≥ 1 such that
Proof of Claim. We first consider the sum with i = 0. Note that C R ⊂ S n . By Lemma 2.10, there exists a uniform constant κ > 0 such that
.
By Lemma 3.4, there exists
for R > R 1 and R + i ≤ ρn ≤ n − R − i. This clearly concludes the proof of the claim.
Thus, for any ε > 0, we choose R > 0 and let n → ∞ to get E(G, S) ≥ 2(1 − ε)(1 − ρ). As ε, ρ are arbitrary, we then obtain that E(G, S) = 2.
The proof of Main Theorem is complete.
Statistical hyperbolicity of direct products
This section is devoted to the proof of Theorem 1.4. The outline is almostly the same as the proof of Lemma 5 (Annulus lemma) in [7] , which are only sketched there. We provide here the details since we considered one relatively hyperbolic factor in G × H, and our estimates in the proof of Theorem 1.3 are much more involved.
Let G, H be two groups. We consider the direct product G × H with a split generating set S. Then the natural projection of S to each command is a corresponding generating set. Recall that S n (X) denotes the part of the sphere S n in X. So the sphere S n = S n (G × H) in G × H can be decomposed as in the following way, S n (G × H) = ∪ 0≤i≤n S i (G) × S n−i (H).
Consider the annulus set A m,n (X) := ∪ m≤i≤n S i (X) for m, n ≥ 0 and X ⊂ G × H.
Note that S i (G) coincides with the sphere of radius i in the Cayley graph of G with respect to the projection S G . Since G is relatively hyperbolic, we have the following by Lemma 2.10, |A tn,n (G)| |S n (G)| → 1, n → ∞ for any fixed 0 < t < 1. Note that ν G,S G > ν H,S H by hypothesis. Thus, the following holds (11) |A tn,n (G)| |S n | → 1, n → ∞.
We now proceed as in Section 3, and indicate the necessary changes. Assume that t > ρ. Denote F = B(1, 2D 1 ) and D n,R = 2(tn − ρn − R − δ − D 1 ) > 0. For simplicity, we write below A tn,n = A tn,n (G).
We define C R+i sets in A tn,n for i ≥ 0 as in Section 3, where S n are replaced by A tn,n . Similarly, we have A tn,n = ∪ i≥0 C R+i . The same analysis as in Section 3 applies for x, y ∈ A tn,n . We then proceed as in Lemma 3.5 and Lemma 3.6 to get the following Finally, with (11), the proof of Theorem 1.4 terminates as that of Theorem 1.3.
