1 We prove that the arithmetic degree of a graded or local ring A is bounded above by the arithmetic degree of any of its associated graded rings with respect to ideals I in A. In particular, if Spec(A) is equidimensional and has an embedded component (i.e., A has an embedded associated prime ideal), then the normal cone of Spec(A) along V(I) has an embedded component too. This extends a result of W. M. Ruppert about embedded components of the tangent cone.
Introduction
It is well-known that many homological properties of a Noetherian commutative ring A can be recovered from the properties of its associated graded ring gr I A = ⊕ n≥0 I n /I n+1 with respect to some ideal I in A. For example, if (A, m) is a local ring and gr I A is regular (complete intersection, Gorenstein, Cohen-Macaulay) then A is so, and e(A) ≤ e(gr I A) where e denotes the Samuel multiplicity with respect to the unique maximal ideal of A or the unique homogeneous maximal ideal of gr I A, respectively. The present paper is motivated by a more recent result of W. M. Ruppert [15] who proved that if the ring gr m A has no embedded associated prime ideals, then A has also no embedded associated prime ideals. We extend and refine this result by showing that in fact the arithmetic degree of A is bounded above by the arithmetic degree of gr I A, where I is an arbitrary ideal of the local ring (A, m) (see corollary of Theorem 3.7): arithdeg(A) ≤ arithdeg(gr I A).
The idea of the arithmetic degree goes back to Hartshorne [12] and the name "arithmetic degree" has been introduced by D. Bayer and D. Mumford in [4] . The arithmetic degree is a measure of the complexity of a homogeneous ideal in a polynomial ring, which refines the classical degree. Whereas the degree takes into account only the top-dimensional primary components of the ideal, the arithmetic degree involves also lower dimensional (both isolated and embedded) components.
Our results and their proofs require an extension of the notion of arithmetic degree to modules over a local ring (or a standard graded algebra) given by W. V. Vasconcelos [19] , p. 223, and the study of the arithmetic degree of bigraded modules, see section 2.
Bigraded rings and modules
Let A be a finitely generated bigraded algebra over an Artinian local ring A (0,0) . If the generators of A are of bidegree (1, 0) and (0, 1) we will say that A is a standard bigraded algebra. We will mostly work in this case.
Indeed, in this setting given a finitely generated A-module M , we can consider its bigraded Hilbert function which turns out to be a polynomial (see e.g. [17] ) in two variables. As in the graded case some important informations are encoded in this polynomial, e.g. (with some modifications) the dimension of the module. Let us recall some properties of the dimension.
If x 1 , . . . , x n are the generators of A over A (0,0) of bidegree (1, 0) and y 1 , . . . , y m those of bidegree (0, 1), then we denote by A + the ideal (x 1 , . . . , x n )∩(y 1 , . . . , y m ). An ideal which does not contain A + will be called relevant. If M is an A-module, N a submodule of M and I an ideal in A, let
If M is A we write simply (N : I ∞ ).
For a bigraded finitely generated A-module M , we set
Remark 2.2. We will need the more useful charaterization rdim M = max{dimA/p | p relevant bihomogeneous prime ideal containing Ann(M )}.
As the notion of dimension, relevant dimension behaves well with respect to short exact sequences. With the same proof as in the graded case, we obtain the following result:
be a short exact sequence of finitely generated bigraded A-modules. Then
We have given a notion of relevant prime ideal consistent with the notion of relevant dimension. We need to extend this idea to modules with a new definition, which is still close to the graded one. Another property of a relevant module is the following generalization of a result of N.V. Trung [17] . Proposition 2.6. Let M = 0 be a relevant finitely generated A-module and
Proof. The proof is by induction on the length n of the filtration (iii) in Remark 2.5. Since M = 0 then n > 0 . If n = 1 then M ≃ A/p, thus M satisfies the hypothesis of Theorem 1.7 of [17] which is our thesis for ideals.
Suppose n > 1 and that the assertion holds for n − 1. From the filtration we have
and since the Hilbert polynomial is additive, P M (r, s) = P Mn−1 (r, s)+P A/p (r, s). By the previous remark M n−1 is relevant and so by induction its relevant dimension is the degree of its Hilbert polynomial plus two. Our proposition follows by induction on n and Lemma 2.3.
Multiplicities of bigraded modules
In this section we recall some facts on Hilbert functions and multiplicities of bigraded modules. Definition 2.7. Let H : Z 2 −→ N be a numerical function.We define inductively the differences ∆ (m,n) H(i, j):
Composition of differences is well defined and
In particular this definition can be applied to numerical polynomials. It is well known that a numerical polynomial in two variables can be written in the form
with integers a i,j and by computation we obtain
Given a bigraded ring A and a bigraded A-module M , the "right" polynomial to be considered to define multiplicity is the sum transform of the Hilbert polynomial as shown in [3] . We recall here some results of [3] . Let h(i, j) = length A (0,0) (M (i,j) ) be the Hilbert function of M , and h (1,0) (i, j) = i u=0 h(u, j) the sum transform of h with respect to the first variable. Then we have still to consider the sum transform with respect to the second variable:
It is clear that, like for the Hilbert function, also this sum transform function becomes a polynomial for i, j sufficiently large. We observe that working with the double sum transform h (1,1) (i, j) has the same effect as adding two new variables x, y to the bigraded ring, one of bidegree (1, 0) and one of bidegree (0, 1) (see Proposition 1.2 of [3] ) and working with h(i, j). For an A-module M this means that it has to be replaced by the
The passage from A to A[x, y] and from M to M [x, y], by the point of view of the associated prime ideals, does not change anything since there is a one-to-one correspondence
y] is relevant. Furthermore, the relevant dimension agrees with the Krull dimension for a relevant module. Since from now on we will always work with the sum transform of Hilbert functions, we can remove the hypothesis "relevant" from all our results.
We want to define a multiplicity symbol e q (M ) which is additive on short exact sequences and that generalizes the graded multiplicity symbol. Let M be a bigraded finitely generated A-module of dimension d. We consider the double sum transform of its Hilbert polynomial P (1,1) M (i, j) and the binomial expression
Definition 2.8. Under the above hypothesis, we set
By 0 we mean the vector of q + 1 components all equal to 0.
Remark 2.9. If M = A then this generalized multiplicity is the vector composed by the c k (A)'s of [3] 
The preceding definition is inspired by the classical definition of multiplicity in a local ring, which we recall here. Definition 2.10. Let (A, m) be a Noetherian local ring, M a finitely generated A-module. For an integer i we define:
We can use differences in two variables to compute the generalized multiplicity symbol. In fact we obtain by induction on the dimension the following lemma.
Lemma 2.11. Let M = 0 a bigraded finitely generated A-module and (t, s) ∈ Z 2 such that t + s = d = dimM . Then writing the sum transform of the Hilbert polynomial of M in the form
we have
As we required, these vectors are additive on short exact sequences.
Proposition 2.12. Let
be a short exact sequence of bigraded finitely generated A-modules such that dimM ≤ q. Then
Proof. We can assume dimM = q. By the additivity of the Hilbert polynomial on short exact sequences, P
. If we choose s, t such that s + t = q, then we have
Taking into account that dimM = max{dimM ′ , dimM ′′ } and applying Lemma 2.11, the result follows.
The standard application of the last proposition is: Proposition 2.13. (see e.g. [7] ) Let M be as above and ℓ(−) denote the length of a module on the appropriate ring. Then
where p runs over all highest-dimensional associated prime ideals of M .
Arithmetic Degree
Now we have almost all the necessary notions to introduce the arithmetic degree for bigraded modules. We recall here Vasconcelos's definition of arithmetic degree [19] , p. 223 for graded or local rings, since it will give us the basic idea to extend it to the bigraded setting.
Definition 2.14. Let A a graded (or local) ring, M a finitely generated Amodule. With ℓ(−) we denote the length of a module on the appropriate ring. For i ≥ 0 we define:
Let A be a bigraded ring and M an A-module. To define the arithmetic degee for bigraded rings, we set
Actually these definitions are the same used in [13] in the graded case. These two bigraded A-modules have the following properties:
Definition 2.15. Let M be a finitely generated bigraded A-module. We define the ith bigraded arithmetic degree of M :
where p runs on the associated prime ideals of M .
At first sight, this definition seems to be different from Vasconcelos's one [19] p. 223, but in virtue of the next lemma the length of (M ≤i ) p is just the length multiplicity of p with respect to M used in [19] . Lemma 2.16. Let M be a finitely generated A-module and p ∈ Ass(M ) such that dimA/p = i. Then Hence m ∈ M ≤i and x ∈ (M ≤i ) p Our definition has a historical motivation. It is quite closer to Hartshorne's one in [12] , where to notion of arithmetic degree was introduced for the first time. Indeed in [12] the arithmetic degree was defined in a form similar to that described by in the following lemma, which is a standard charaterization of the arithmetic degree (see e.g. [16] or [13] ). If H(m, n) is a numerical function, we denote by ∆ i (H(m, n) ) the vector
Lemma 2.17. Let M be a finitely generated bigraded A-module. Then:
Proof. Consider the short exact sequence
By the linearity of the Hilbert function and the properties of differences in two variables we get the result.
Lemma 2.16 has the important consequence 2.18, since it shows how to compute the arithmetic degree for standard bigraded rings using computer algebra programs (e.g. Reduce [10] using the package Segre [1] , Macaulay [11] and CoCoA [6] ) which compute Ext modules.
Proposition 2.18. In the above setting, the following holds:
Proof. It follows easily by Lemma 2.16 and local duality (see e.g. [5] ).
Generalized arithmetic multiplicity of a local ring
Now we shall define the arithmetic multiplicity relative to a proper ideal for a module on a local ring. From now on (A, m) will be a Noetherian local ring. For an A-module M we will denote gr m gr I M by GG(M ), considered as a bigraded module over the bigraded ring GG(A) = gr m gr I A. The bigraduation is given by
Extending to the case of modules a definition of [3] , the multiplicity of an arbitrary ideal I with respect to a finitely generated A-module M is defined to be the multiplicity of the bigraded module GG(M ).
Definition 3.1. Let (A, m) be a Noetherian local ring, I an ideal in A and M a finitely generated A-module. For an integer i we define e i (I, M ) = e i (GG(M )).
In particular, if I is m-primary our definition agrees with the classical definition of multiplicity, as can be seen from the following proposition. Instead of considering the second associated graded construction with respect to the maximal ideal m we could consider this construction with respect to every m-primary ideal, but to simplify the exposition of the proofs we omit this generalization.
Definition 3.3. Let (A, m) be a Noetherian local ring, I a proper ideal of A, M a finitely generated A-module and i an integer. Then we set
where the sum is on the i-dimensional associated prime ideals of M .
This definition is different from the one of [13] (where the sum is taken over the associated prime ideals of dimension i + 1, since they work with the projective dimension in a graded ring) but agrees with that of [19] .
Remark 3.4. We observe that the definitions of M ≤i and M >i , which we gave in section 2.2 do not use that M is graded. By Lemma 2.16 and Proposition 2.13 it is clear that arithdeg i (I, M ) = e i (I, M ≤i ).
In the following we will use this characterization to compute the arithmetic degree.
This definition is also motivated by the following result, which is obtained by local duality as in the case where I is m-primary. 
Our definition agrees with the classical one given in the m-primary case again applying Proposition 3.2. So, if I = m we obtain the usual notion of arithmetic degree, see Vasconcelos [19] , p. 223. We recall another result, which is straightforward from [3] , Proposition 2.5, which we will use in the proof of the next theorem. 
Our next result is similar to a result of Sturmfels-Trung-Vogel [16] on arithmetic degree of an ideal and of its initial ideal. Since we are working with bigraded structures we have a more technical formulation, but the corollary clarifies this analogy. 
Here, we consider gr M gr I M as a graded module on the graded ring gr M gr I A, since it is already a quotient with respect to a homogeneous ideal of a polynomial ring on the field A/m.
In the proof we will need some results of Rees [14] which we collect here for the convenience of the reader.
Let (A, m) be a Noetherian local ring and a an ideal in A. We recall that the (extended) Rees algebra with respect to a is the subring of A[T, T −1 ] given by R(A, a) = r∈Z a r T r where a r = A for r ≤ 0. In the same way given a finitely generated A-module M we set ) . The following hold:
From now on we shall use the symbol T −1 to denote the map between R(A, a)-modules induced by the multiplication by T −1 .
Proof of Theorem 3.7.
We start with the following short exact sequence:
Passing to the Rees algebra and setting N 0 = n R(M ) n ∩ M ≤r gives the short exact sequence
and U, V be the kernel and the cokernel of the map T −1 : P (1) −→ P respectively and set
the snake-lemma yields an exact sequence
Claim 1: G ′ ⊆ (gr I M ) ≤r . We prove this in the same way as we have proved R(M ≤r ) ⊆ R(M ) ≤r+1 . At first we show that G ′ ⊆ gr I M . Consider the exact sequence
Multiplying by T −1 , we obtain a diagram similar to the previous one. But now
Hence, again by the snake-lemma, we have G ′ ⊆ gr I M . Finally, to finish the proof of our claim, it remains to be shown that dim
. We want to prove that U and V have the same cycle on Spec(gr I A). The idea is using, as in Theorem 1.2.6 of [8] , the lemma of Artin-Rees and working on
We can assume that x = 0 and that x is a homogeneous element of degree n ∈ Z, hence x ∈ I n M . Consider b = (0 : A x). By the definition of b * we get b
By the lemma of Artin-Rees the last quotient is annihilated by T −k for k >> 0, so the same holds for P and this proves that the cycles of V and U are the same.
Using the equality of the cycles, the exact sequence (2) and Claim 1 we conclude that e(M, gr I (M ≤r )) = e(M, G ′ ) ≤ e(M, (gr I M ) ≤r ).
If we substitute in the above argument the sequence (1) by the short exact sequence 0 −→ (gr I M ) ≤r −→ gr I M −→ (gr I M ) >r −→ 0, we get e(gr M (gr I M ≤r )) ≤ e((gr M gr I M ) ≤r ).
Putting together the last inequality and using Proposition 3.6, we obtain our thesis. Proof. It is well known that dimA = dim gr I A and that gr I A is equidimensional if A is (see e.g. [9] p. 436). So, since i = dimA by the previous corollary arithdeg i (gr I A) ≥ arithdeg i (A) > 0, which implies that gr I A has embedded components.
