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Abstract-By the use of actual examples, it is shown that when the two trends, namely the 
fuzzy spread trend and the center line, or modal, trend, are in conflict or inconsistent, the results of 
the fuzzy linear regression (FLR) model based on the approach of Tanaka and coworkers frequently 
misinterprets the data. To avoid this misinterpretation, a modification of the FLR procedure, by 
allowing the spreads of the parameter to be unrestricted in sign, is proposed. It is shown that by the 
use of this unrestricted fuzzy linear regression (UFLR) model, correct prediction of the trends are 
obtained. 
Keywords-Fuzzy linear regression, Fuzzy linear function, Fuzzy parameter. 
1. INTRODUCTION 
In the model of fuzzy linear regression (FLR) due to Tanaka and coworkers [l-6], the data usually 
have two trends: the spread of the fuzzy data and the general trend of the overall data points 
or the data center (or modal value) trend. The former is due to the fuzziness or imprecision 
of the data and the latter is mainly due to the general trend of the system. In using this FLR 
model, we discovered that these two trends interact in such a way that the data are frequently 
misinterpreted when the trends are not in the same direction. This misinterpretation is also 
mentioned by other investigators [7]. 
In this paper, the FLR models are further investigated, with emphasis on the following two 
aspects: (1) the capability of the FLR model to interpret both of these trends under different 
situations, and (2) the sensitivity of the model with respect to the threshold H-level chosen by the 
decision maker. To overcome the data misinterpretation under conflicting trends, an unrestricted 
FLR (UFLR) model is introduced. It is shown that by the use of this UFLR model, the correct 
trends can be obtained under conflicting conditions. 
2. FUZZY LINEAR REGRESSION 
To introduce the nomenclature, the fuzzy linear regression technique introduced by Tanaka 
et al. [2-6,8,9] is summarized in the following. 
One advantage of the approach of Tanaka and coworkers is that linear programming can 
be used directly to solve the resulting problem. Consider the function Y* = f(x, A), where 
x= (Zl,..., z,JT and A = (Al,. . . ,A,)T are vectors of nonfuzzy inputs and fuzzy parameters, 
respectively. The parameters Aj have the symmetrical triangular membership functions, 
PAj (aj) = 
1 _ bj-%l 
Cj ’ if (Oij - ajl I Cj, 
0, otherwise, 
0) 
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where cj is the spread or width around the modal value with 
modal value of Aj. In vector notation, the fuzzy parameters A 
Cj > 0, and oj is 
can be written as 
the center or 
A = (a> c), where a= ((~i,...,cr~)~ and 
T c=(c1,...,*) . (2) 
When cj = 0, Aj is crisp and Aj = Cyj. The estimated output Y’ can be obtained by using the 
extension principle or fuzzy arithmetics [lO,ll] and has the membership function 
{ 
I+&% z#O, 
PY*b) = 1, 2 = 0, y = 0, (3) 
0, z = 0, Y # 0, 
where 1x1 = (1~11,. . . , ~E~I)~. The center of Y* is aT x and the spread of Y* is cT (xl. 
Now, suppose the (crisp) input and fuzzy output data, (Yi, xi), i = 1,. . . , N, are available 
with the membership function of Yi defined as: 
(5) 
{ 
l-e, iflyi-yl<ei, 
/42(Y) = * 
0, otherwise, 
(4) 
where ei is the spread with ei > 0, and yi is the center of Yi. Symbolically, Yi can be written 
as Yi = (yi, ei). The conditions, [Yi]h c [Yi*]h, h 2 H for all i hold, where Yi* is the fuzzy 
estimate of Yi and [ ]h defines the h-level set of the fuzzy subsets; H E [0, 1) is a threshold level 
to be chosen by the decision-maker. The objective is to minimize the fuzziness of the fuzzy linear 
model, so the following linear programming problem can be formulated: 
N 
Minimize J = C(co + Cl l~lil + . * * + c, IGail), 
i=l 
subject to c I 0, and i=l,...,N, 
aTxi + (1 - H) cTIx.i( 2 yi + (1 - H) ei, 
- aTxi + (1 - H) cT (xi\ 2 -yi + (1 - H) ei, 
where the unknowns are the a = (~0, . . . , CY,)~ and c = (cg, . . . , c,)~ of the fuzzy parameters 
A = (Ao,. . . , A,). The solution of the above optimization problem can be represented by the 
following fuzzy linear model: 
Y; = (oo, co) zoi + (al, Cl> Zli + *. . + (%I., cn) %ir i=l,...,N. (6) 
In this approach, the observational fuzziness due to the “indefinite” structure of the system 
is represented by the fuzzy parameters. The objective function in (5) minimizes the sum of the 
individual spreads of all the estimated fuzzy outputs. With the H-level-set inclusion conditions, 
the spreads of the estimated fuzzy outputs are always greater than or equal to that of the actual 
outputs. H can be interpreted as a level that determines the magnitude of the covering of the 
actual outputs by the estimated outputs. High H-levels (say 10.5) force wider coverings of the 
actual data, simultaneously reducing the deviations between the centers of the fuzzy model and 
that of the actual data. Thus, the use of a high H-level means that the decision maker has a 
higher confidence of the center point of the data. The influence of the H-level will be investigated 
in detail in the next section. 
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3. EXAMINATION OF THE FLR MODEL 
The following models will be used in this evaluation: 
Linear model: (A) Y=Ao+Alz, 
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Nonlinear models: (B) Y=Ao+Alz+Azz2 and (C) Y=Ao+A1zbl. 
Three important aspects of the FLR models will be evaluated: 
(1) the deviation between the centers of the FLR model and traditional regression model; 
(2) the ability of the FLR model in predicting the trends of the system according to the two 
data trends: the trend of the spreads and the trend of the centers of the actual data; 
(3) the sensitivity of the resulting FLR model with respect to the H-level threshold. 
3.1. The Linear Model 
Two data sets, DS-Al and DS-AS, (see Table 1) will be used to evaluate the FLR results based 
on the linear data model (A). The set of data DS-Al shows a decreasing trend in the fuzzy data 
spreads, while DS-A2 shows an increasing trend. However, in the data centers, both sets show 
an increasing trend. Thus, the two trends are consistent for DS-A2 and inconsistent for DS-Al. 
Table 1. Data sets for the linear model (A). 
DS-Al: Traditional regression based on yi : y = 5 + 5r (R2 = 0.99) 
Input, xi 1 2 3 4 5 6 7 8 9 10 
Output (11, 12) (13, 12) (21, 10) (24, 10) (31, 8) (34, 8) (42, 4) (44, 4) (51, 2) (54, 2) 
DS-A2: Traditional regression analysis of vi : g = 6.13 + 4.85~ (R2 = 0.97) 
Input, xi 1 2 3 4 5 6 7 8 9 10 
output (11, 2) (13, 2) (21, 4) (29, 4) (29, 6) (34, 6) (45, 8) (44, 8) (48, 12) (54, 12) 
With H = 0.5 and applying equation (5), the following results were obtained: 
DS-Al (H = 0.5) : Y* = (5.25, 14.5) + (4.5, 0) z, 
DS-A2 (H = 0.5) : Y* = (5.214, 3.571) + (5.143, 1.714)~. 
The results are shown in Figures 1 and 2 for both the FLR model and the traditional regression 
model. The latter is obtained based on the center data points of the fuzzy output. The resulting 
regression model follows both the data center trend and the data spread trend in Figure 2, which 
is for the data set DS-A2 with no conflicting trends. But, for the data set DS-Al, whose two 
data trends are conflicting, the results are not good (Figure 1). The FLR result for the spread 
trend is nearly constant, while this trend for the actual data is decreasing. 
The influence of the H-level on the FLR results is analyzed next. The linear programming 
problem of equation (5) is solved with different H-level values and the results for the data set 
DS-Al are shown in Table 2 and are plotted in Figures 3-5. These results show that the higher 
the H-level, the smaller the deviations between the centers of the FLR model and the traditional 
regression model. This situation is more obvious in Figure 5, where only the center lines of the 
FLR models and the traditional regression model are plotted. However, for the fuzzy spread, the 
reverse is true. The higher the H-level, the wider the spread of the FLR model. This is shown 
clearly in Figures 3 and 4. Conceivably, high H-levels require reduced center point deviations 
and wider covering of the actual data. 
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Figure 1. Linear DS-Al (decreasing trend of spreads); H = 0.5. 
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Figure 2. Linear DS-A2 (increasing trend of spreads); H = 0.5. 
Table 2. Sensitivity analyses on the H-level threshold for the data DS-Al. 
H The FLR Model J Figure Number 
The results from the data set DS-A2, which are shown in Table 3 and Figure 6, exhibited a 
more complicated behavior. As expected, the fuzziness or the fuzzy spreads of the FLR model 
increases as the H-level increases. This can be seen from the values of J and the estimated spreads 
of the fuzzy parameters in Table 3. However, the increases in deviation between the centers of 
the FLR model and the traditional regression line are fairly small as the H-level value decreases. 
Moreover, as shown in Figure 6, when the H-level decreases, the center point deviations do not 
show a consistent increase or decrease on all data points. This points out that the influences 
of the two trends on the regression results are fairly complicated, and the compromise between 
reducing the center point deviations and finding a wide enough cover for the data set interacts 
in a complicated way. 
The above results show that when the data center trend and the spread trend are partially 
inconsistent, not only the trend of the data spreads may be misinterpreted, but also the deviations 
of the centers of the FLR model from the actual data. 
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Figure 3. The sensitivity analyses of FLR of DS-Al; H = 0 and H = 0.3. 
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Figure 4. The sensitivity analyses of FLR of DS-Al; H = 0.7 and H = 0.9. 
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Figure 5. The FLR center lines of DS-Al with H = 0, 0.3, 0.5, 0.7, and 0.9. 
3.2. The Nonlinear Models 
Two data sets DS-Bl and DS-Cl shown in Table 4 will be used to test the FLR models for the 
nonlinear models (B) and (C), respectively. The data set DS-Bl has a wider spread in the middle 
of the set, whereas DS-Cl has an increasing trend of data spreads. DS-Bl has an increasing trend 
for the data center, whereas DS-Cl has a decreasing trend for this center. Thus the two trends, 
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Table 3. Sensitivity analyses on the H-level threshold for the data DS-A2. 
The FLR Model J 
Y = (5.095,1.238) + (5.119, 1.548) z 97.5 
Y = (5.167, 2.238) + (5.133, 1.619) z 111.43 
Y = (5.214, 3.571) + (5.143, 1.714) 2 130.00 
Y = (5.262, 6.683) + (5.152, 1.937) z 173.33 
Y = (5.310, 22.235) + (5.162, 3.048)~ 389.99 
4 0.4 
f 0 
1 2 3 4 5 8 7 8 0 10 
data point 
Figure 6. Deviations between FLR centers and traditional regression outputs of 
DS-A2. 
Table 4. Data sets DS-Bl and DS-Cl for nonlinear models. 
DS-Bl: Traditional regression based on yi : y = 5 + 2x + 3x2 (R2 = 0.999) 
Input, xi 
Output 
3 4 5 6 7 8 9 10 
(38, 12) (61, 16) (90, 22) (125, 28) (166, 20) (213, 16) (262, 12) (325, 8) 
DS-Cl: Traditional regression analysis of yi : y = 100 + 500x-l (R2 = 0.999) 
Input, zi 1 2 3 4 5 6 7 8 9 10 
Output (600, 15) (350, 20) (267, 20) (225, 20) (200, 25) (183, 25) (171, 30) (163, 30) (156, 35) (150, 40) 
the data center and the data spread trends, are inconsistent for both data sets. 
The models obtained by applying the FLR analysis with H = 0.5 are: 
DS-Bl (H = 0.5) : Y* = (4.64, 0.4) + (2.41, 4.6) 2 + (2.94, 0)x2, 
DS-Cl (H = 0.5) : Y* = (101.3, 40) + (486.1, 0) 2-l. 
The results are plotted in Figures 7 and 8 together with the traditional regression analysis models. 
Correct spread trends for both models were not obtained. The middle wider trend for the data 
spreads in DS-Bl is misinterpreted as an increasing trend, and the increasing trend of data 
spreads for DS-Cl is replaced with a constant trend. 
To examine the influence of the H-level, the results for two extreme cases, H = 0 and H = 0.9, 
were obtained for the data set DS-Cl and are shown in Table 5 and Figures 9 and 10. From these 
data, it appears that the influence of the H-level is fairly small. Even the effect of increasing 
the spread as the H-level increases is considerably small as compared to the linear data models. 
However, it must be remembered that we are only examining one particular case. A conclusion 
cannot be obtained until the complete situation is examined. 
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Figure 7. Nonlinear DS-Bl (middle-wider trend of spreads); H = 0.5. 
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Figure 8. Nonlinear DS-Cl (increasing trend of spreads); H = 0.5. 
Table 5. Sensitivity analyses on the H-level threshold for the nonlinear data model 
DS-Cl 
H The FLR Model Figure Number 
0.0 Y = (97.2, 40.0) + (527.8, 0) r-l 9 
0.9 Y = (100.0, 47.2) + (497.7, 0) 2-l 10 
4. FUZZY PARAMETERS WITH SPREADS 
UNRESTRICTED IN SIGN 
The above results show that not only the trend for the spread may be misinterpreted when the 
two trends are in conflict, even more important, the predicted data center may be in error. This 
is especially true when a lower H-level is used. 
Upon examining these inaccuracies, it appears that at least part of the problem is due to the 
restriction in sign on the fuzzy spreads. As a result of this restriction negative spreads were not 
allowed. If negative spreads were allowed, then these negative spreads could play an important 
role in adjusting the trend of the estimated fuzzy parameters according to the actual data. The 
situation is very similar to the negative centers of fuzzy parameters in adjusting the trend of the 
model centers. 
To overcome this misinterpretation, negative spreads for the parameter data are allowed. The 
problem can now be solved with the same parameters Aj whose membership function is the same 
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Figure 9. The sensitivity analysis of FLR of DS-Cl; H = 0. 
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Figure 10. The sensitivity analysis of FLR of DS-Cl; H = 0.9. 
symmetrical (triangular) fuzzy number: 
Aj = (aj, cj), oj, Cj EJR, 
except with cj unrestricted in sign. 
Given these fuzzy parameters, A = (a, c), a fuzzy linear function with nonfuzzy inputs x and 
fuzzy output Y, Y = f(x, A) = A0 zo+A1 xl+. . .+A, x,, still has the same membership function 
represented by (3). Th e only difference is that the spread of Y must be positive, cT 1x1 2 0. 
Under the condition of positive spread of Y, negative spreads of individual fuzzy parameters 
can still happen. The LP formulation (5) of the FLR technique can still be used with the following 
modifications: 
(i) the spreads of fuzzy parameters are now unrestricted in sign; 
(ii) the additional constraints, cT (xi1 > 0, for i = 1,. . . , N, must be added which, in most 
cases, should be ineffective. 
The FLR model thus obtained is called an unrestricted FLR (UFLR) model. 
5. EVALUATIONS OF THE UFLR MODELS 
The data sets IX-Al in Table 1 and DS-Bl in Table 4 are analyzed again by using the 
UFLR model. The ‘results with I-I = 0.5 are: 
DS-Al (H = 0.5) : Y* = (4.0, 17.0) + (5.125, -1.25)x, 
DS-Bl (H = 0.5) : Y* = (7.31, -6.49) + (0.546, 12.5) 2 + (3.14, -0.97) z2. 
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These results are plotted in Figures 11 and 12. As can be seen, the trends of the data spreads in 
both data sets are now properly represented by the UFLR models. Furthermore, the centers of 
the UFLR model for DS-Al are no longer inappropriately deviated from the traditional regression 
line (Figure 11). 
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Figure 11. UFLR of DS-Al (decreasing trend of spreads); H = 0.5. 
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Figure 12. UFLR of DS-Bl (middle-wider trend of spreads); H = 0.5. 
The influence of the H-level threshold was also investigated by the use of the UFLR model for 
data set DS-Al with H = 0 and 0.9. The results are shown in Figures 13 and 14, which clearly 
indicate that the H-level threshold only significantly influences the spreads of the UFLR model. 
6. DISCUSSIONS 
By the use of the UFLR model, the trend of the spread of the system can be correctly estimated 
even if the two trends are in conflict. The deviations between the centers of the FLR model and 
the traditional regression line can also be greatly reduced. Although the UFLR model may 
be used for systems whose two trends are in conflict, other approaches by the use of different 
interpretations have also been suggested [7,12]. The incompatibility or conflict between the data 
center trend and the data spread trend of a system may also be interpreted as due to interactions 
between the fuzzy parameters. A different technique for dealing with these interactive fuzzy 
parameters was proposed by Tanaka and Ishibuchi [12], who used a joint quadratic membership 
function for the vector of the fuzzy parameters A. It should be noted that this technique also 
uses negative values of the fuzzy parameter spreads. 
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Figure 13. The sensitivity analysis of UFLR of DS-Al; H = 0. 
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Figure 14. The sensitivity analysis of UFLR of DS-Al; H = 0.9. 
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