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Chapter 1 
Introduction 
The computation of polynomial greatest common divisors (GCDs) is a fundamental 
problem in algebraic computing and has important widespread applications in areas 
such as computing theory [1], control [2], image processing [23], signal processing [25] 
and computer-aided design (CAD) [32]. 
Example 1.1. Image processing: Blind image convolution involves identifying 
both the true image and the blurring function from a degraded image. This process 
is critical since in many practical applications (such as astronomy, x-ray imaging 
and real time video conferencing) the blur function (caused by camera motion, slow 
shutter speed etc) is often unknown. This problem may be solved by obtaining two 
images of the same scene from which the true image may be recognised as the GCD 
of the two blurred images. More details can be found in [23]. Q 
As the name suggests, the GCD of two polynomials, p(. r. ) and q(: r. ), is a, polynomial 
1 
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d(x) of greatest possible degree that divides both p(r) and q(x) exactly, such that, 
p(. r. ) = u(x)d(. r) 
q(xr) = v(. r)d(x), 
where u(r) and v(. r) are co-prime. 
The Euclidean algorithm [34] is an effective method for solving this problem when 
the coefficients of the polynomials are known exactly. However, the introduction of 
even an arbitrarily small perturbation can cause p(x) and q(x) to become co-prune 
and reduce d(x) to a scalar. 
Example 1.2. Consider the polynomials, 
p(x) = (. r - O(. c - /1)(x - 'Y) 
q(x) = (. r - a) (., r - y)(. r - A), 
whereß # A, whose GCD is, 
d(x) = GCD(p(x), 9(: r)) = (x - a)(x - y). 
If p(x) is perturbed such that, 
p(x) - p`(x) = (x - (a + Öa))(x - ß)(r - ('Y + 6, y)), 
where a+ Äa #y+ dy A and 8a, 6y 0, then deg(GCD(P(x), q(x))) = 1. Q 
This is a major problem in practical applications where it is common for the 
coefficients to become corrupted by noise. This may be as a result of floating point 
accuracy or the involvement of laboratory measurements, which allow only a limited 
number of significant figures to be obtained. This occurs in many applications such 
as those involved in the field of computer aided design. In this area GCD operations 
are used for computing intersections of curves and surfaces. The problems associated 
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with this are highlighted in the next section 
1.1 CAD systems 
3 
CAD systems have fundamentally changed the way that product design is done and 
they are used for everything from garden design to aerospace engineering in order 
to allow companies to obtain a competitive advantage. Additionally, CAD-powered 
systems such as CAD/CAN'I (Computer aided manufacturing), allow manufacturers 
to achieve greater productivity in less time. Such systems are increasingly being used 
to automate and manage the manufacturing process. 
1.1.1 Benefits of CAD systems 
CAD systems provide many benefits and services, some of which are highlighted 
below. 
" Creating precise product designs: CAD systems have the ability to produce 
very precise product designs, because of the successful integration of the design, 
analysis (e. g. finite element analysis) and manufacturing processes. 
" Solid 3D modelling: It is possible for CAD systems to create photo-realistic 
models allowing manufacturers the ability to manipulate them as if they were 
tangible objects. This allows the model to be experimented with, without the 
need for expensive solid prototypes. 
" Reverse engineering: CAD systems allow the virtual disassembling of a phys- 
ical product to study all of its parts and how they fit together which allows 
analysis time to he reduced. 
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" Finite element analysis: This allows the responses of structures and materials 
to environmental issues to be predicted. Such factors may be force, heat and 
vibration and this allows the ability to create a more viable and high quality 
product. 
1.1.2 Problems in CAD 
Many CAD users are unaware that in order to reduce the computations to more man- 
ageable levels, the edge curves of the solid models may be merely approximations to 
the actual intersection of two surfaces. Stephen Wolfe [40] reports that, according to 
a paper from Sandia National Laboratories, the precise intersection of two NURBS' 
surfaces must he described by a polynomial of degree 54. The approximating poly- 
nomial, which is generally of lower degree than the exact one, therefore usually lies 
close to, but not precisely on, the two surfaces it bounds. Because of these approxi- 
mations, there may be gaps between edges and the faces of boundary-representation 
solids. A consequence of these gaps becoming too large is that the CAD program may 
be unable to distinguish between the inside of the model and the universe around it, 
causing the model to he reported as "corrupted". Most CAD systems employ a, strat- 
egy to calculate the maximum allowable gap between an edge and the two surfaces 
it hounds. Unfortunately, different systems employ different strategies for calculat- 
ing this tolerance. Problems such as this have led to one maker of aircraft engines 
spending over $24 million per year identifying and resolving them. 
1Nonuniform rational B-spline. See http: //en. wikipedia. org/wiki/NURBS 
CHAPTER 1. INTRODUCTION 5 
1.1.3 Polynomials in CAD 
If two objects intersect the surface that defines them will have a non-constant divisor. 
As a consequence of this a significant number of important CAD/CAM problems 
reduce directly to both the solving of polynomial equations and computing common 
factors through GCD operations. Many of the difficulties associated with this are 
increased significantly when dealing with multiple roots, which occur when two or 
more surfaces are tangential. These arise, usually by design, in fairing and blending 
operations, and curvature continuous surface intersections are not uncommon in ship- 
hull design. In these situations one approach is to attempt to increase the accuracy of 
any numerical procedures through the use of interval-arithmetic enclosure methods 
[28]. However, a common problem caused by multiple roots is that the enclosure 
cannot exclude the presence of a root in many intervals near the true root as the 
polynomial evaluation is not accurate enough [15]. 
Many of the problems caused by complex geometry with tangential and curvature- 
continuous contacts, based on user specifications and proprietary algorithms, can 
be controlled whilst the geometry remains under the control of the CAD system. 
However, when the geometry is exported to other CAD systems or analysis programs 
for additional manipulation, further information which simplifies difficult intersections 
for the original CAD system, such as the the rail curves of blending surfaces, is 
removed. 
In addition to these approximations, inaccuracies in the input data, caused by 
roundoff error due to floating point arithmetic and any experimental equipment lim- 
itations, can lead to contradictory information about the input object. For example, 
the object description may require n adjacent faces to meet at a common vertex, 
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while the numerical plane coefficients may specify n, planes that intersect in n closely 
spaced points rather than a single one. 
Clearly procedures that would enable CAD systems to effectively perform GCD 
operations on inexact polynomials, which may be of high degree and contain multiple 
roots, would be highly desirable. Consequently, the methods developed in this thesis, 
while being presented in the power basis, are equally applicable in the Bernstein 
basis and should be of interest to researchers in geometric modelling as well as those 
involved in scientific computing. The layout of the thesis is now detailed. 
1.2 Thesis layout 
Many of the problems that arise when attempting to carry out computations upon 
polynomials are as a result of inaccuracies in the coefficients and the ill-conditioned 
nature of the problem. Therefore, in Chapter 2 the concept of ill-conditioning is in- 
troduced along with illustrations of how multiple roots can behave in a pathologically 
ill-conditioned manner. It is then shown, in Chapter 3, that repeated GCD operations 
can be used, in certain circumstances, to stabilise the process of solving polynomi- 
als with multiple roots along with an example of the need for an approximate GCD, 
which is defined in Chapter 4. An overview of the major approaches taken by other 
works when solving the approximate GCD problem, is also discussed in this chapter. 
In Chapter 5a method for calculating the rank of a resultant matrix using max- 
imum likelihood is developed. This aims to calculate the rank of a matrix without 
prior knowledge of the noise in the data. Chapter 6 then presents a method of calcu- 
lating the approximate GCD of two polynomials using structured matrix methods to 
enforce a number of relationships between the elements in the system. The methods 
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from these two chapters are then combined in Chapter 7 and tested on a random set 
of polynomials. The viability of using the GCD algorithm to calculate the m. ultiplac- 
ity structure of two polynomials is then discussed in Chapter 8 and possible future 
extensions to the work are detailed in Chapter 9 along with a summary of the results 
and methods. 
1.3 Thesis contribution 
Some of the contributions to the problem of approximate GCD computations covered 
in this thesis are: 
. The use of the principle of maximum likelihood for the estimation of the rank 
of an inexact resultant matrix. 
" The use of structured matrix methods in order to obtain an approximate GCD 
of two inexact polynomials. 
" An investigation into the use of hounded least squares in conjunction with 
structured matrix methods to limit the perturbations that may be applied when 
calculating an approximate GCD. 
" An investigation into the use of a sequence of nested structured matrix methods 
in order to calculate the theoretically exact multiplicities of the roots of an 
inexact polynomial. 
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1.3.1 Papers published 
The following papers have been published as a consequence of the work described in 
this thesis: 
1. Structured total least norm and approximate GCDs of inexact polynomials, 
Journal of Computational and Applied Mathematics, vol. 215,2008, pp. 1-13. 
2. Structured low rank approximations of the Sylvester resultant matrix for ap- 
proximate GCDs of Bernstein polynomials. To appear in Electronic Transac- 
tions on Namerzcal Analysis. 
Chapter 2 
I11-conditioning 
In [36] Wilkinson remarked that: 
"A tendency to underestimate the difficulties in working with generAl poly- 
nomials is perhaps a, consequence of one's experience in classical analysis. 
There it is natural to regard a polynomial as a very desirable function 
since it is bounded in any finite region and has derivatives of all orders. 
In numerical work, however, polynomials having coefficients which are 
more or less arbitrary are tiresome to deal with by entirely automatic 
procedures. " 
In order to appreciate why algorithms involving polynomials can fail, it is necessary 
to understand the concept of forward error, backward error and how the condition of 
the system and its measure, called the condition number, describes the effect of errors 
on a computed solution. In this chapter these concepts are discussed along with the 
conditioning of the roots of a polynomial with particular emphasis on the effect of 
the roots' multiplicity. 
9 
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2.1 Forward and backward errors and condition 
numbers 
Suppose that we compute an approximation to a polynomial function y=f (i) 
where f, xER. How can the quality of y be determined? In general a vanishingly 
small relative error, 
Iy -M IYI 
is most desirable. However, this is not always possible, since the exact answer may not 
he known, so instead the set of data, {. r + 6. r}, for which the problem was actually 
solved, is examined. The values of 15x1 and j6xI /I xj, are the absolute and relative 
backward errors whilst the values of Iy - yI and Erei(y) are the forward errors. The 
relationship between them is illustrated in Figure 2.1, which is reproduced from [13]. 
i/ -((r+A. r) 
Figure 2.1: Backward and forward errors for y=f (r, ). Solid line = exact; dotted line 
= computed. 
Backward error analyses, the process of bounding the backward error of a com- 
puted solution, provides an important concept relating to the uncertainties in the 
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dat a: 
"If the backward error is no larger than these uncertainties then the com- 
puted solution can hardly be criticised - it may be the solution that we 
are seeking, for all we know. " [13] 
In other words, given a random perturbation and its associated backward error, it is 
possible to define a solution space in which exists a whole family of solutions, all of 
which are equally valid. 
The forward and backward errors are directly related to the condition a system, 
which describes its sensitivity to perturbations in its parameters. In the context of this 
thesis perturbations may be defined as random variables drawn from a proposed dis- 
tribution, while the parameters are the polynomial coefficients. If tiny perturbations 
in the input space, corresponding to a small backward error, result in a, comparatively 
large change in the solution space, i. e. a large forward error, then the system is said 
to he ill-conditioned. The term `ill-conditioned' is regularly misused by applying the 
term to a matrix rather than to the class of perturbations to which that matrix is 
exposed. Wilkinson [36] emphasises that: 
"... it is the susceptibility of the required solution to changes in the param- 
eters which determines the condition of the problem. Thus it is meaning- 
less to state that a matrix A is ill-conditioned. For example, it can he 
ill-conditioned with respect to the calculation of its inverse or the calcu- 
lation of its eigenvalues or eigenvectors, but in general, ill-condition with 
respect to one of these will not imply ill-condition with respect to any 
other. " 
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A measure of the sensitivity of a function to evaluation with respect to a class of 
perturbations applied to the data (input parameters) is called its condition number. 
Condition number: A condition number is a measure of a problems' sensitivity to 
perturbations with a small condition number indicating a stable problem and a large 
condition number indicating a highly sensitive problem. 
Condition numbers can be considered in both the normwise, r,,, or componentwise 
sense, i,. A normwise condition number considers the norm of the elements, i. e. the 
condition of the system as a whole, whilst componentwise condition number considers 
the condition of the individual components of the system. 
The magnitude of the calculated condition number gives a direct representation 
of the problem's sensitivity. A very large condition number, t,. » 1, indicates that 
the problem is ill-condztzoned and hence highly sensitive to perturbations, whilst a 
small condition number means that the problem is robust with respect to the class of 
perturbations for which i is defined. 
The relationship of the condition nurnber to the forward and backward errors, in 
the case of a simple root, is given by, 
forward error backward error x condition number. 
Now that terms have been defined, the conditioning of roots is explained. 
2.2 I11-conditioned roots 
Typically, computing the roots of a polynomial of high degree with multiple roots is 
regarded as being a highly ill-conditioned problem with an arbitrarily small backward 
error resulting in a forward error of much greater magnitude. Any multiple roots will 
generally, on the introduction of an arbitrary perturbation, split into a cluster, as 
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demonstrated in the following example. 
Example 2.1. Consider the polynomial, 
13 
p(x) = cl0 - 10x9 + 45x8 - 120x7 + 210. r6 - 252x5 + 210. rl - 120x3 +45r 2- lOx +1 
= (x -1) 
10 
and perturb the constant term by E where JEJ <1 such that (2.1) becomes, 
p(x) = (x - 1)10 -E 
ife=2-1°=1/1024 then 
Euler's formula states, 
From which it follows that, 
P(x) = (x - 1)10 - 2-10 
exp(iO) = cos 0+i sin 0. 
(2.1) 
(2.2) 
exp(i2irk) = cos 2irk +i sin 2irk = 1. (2.3) 
Then from (2.2) and (2.3) the solution of 5(x) =0 is, 
(x - 1)1o = 2-1oexp(2i7rk), 
/ 
(x - 1) = 2-' exp 
2i7rk 
I 
lo ,k=0...., 
9 
zaný 
r-1. 
expý öý 
.(-1 '7' n 
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Figure 2.2: Perturbation regioiI, iii tlic c"oncplex plane, of' the roots of p(x) _(x"-I) 10 
after the constant terlll has been perturbed by _. ý. ýo 
As can be seen from Figure 2.2. introducing it perturbation as small as 2-10 to the 
constant coefficient can cause it relit ive error of over 50c%. This cruor magnification 
increases with the uriultiplicit, v of time root. 
However, Figure 2.3 illustrates how the difference betweetu t he size of each 
live perturbation region decreases as the nnilliplicity inc"rews'es. This indicates that 
there is an upper bound for the radius oft lie region which is achieved as tle inultiplic"- 
itv of the root tends towards iufinily. BY inspection, this upper limit is seen to be I 
and this can easily he shown to be t lie case if I he equation %)(. r) = (r - 1)" - 2-to =0 
is considered. where 11 is large such that it -x. 
(x 
-1) "=2 
10 
IO n2-, 
7i A- (. r - 1) =2' ('XE) -- ý=0, .... 
(It -I). If 
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Figure 2.3: Perturbation regions of p(a-) _ (. r - 1)", 11 = 1.6,11.... after the 
constant terns has beeil perturbed be -2 10. 
as 11 - oc. I. I. - 11 - 1. Q 
This natural clustering of roots would seen! to suggest that the original root could 
be reconstructed by methods such as defining the value of the multiple root as being 
equal to the arithmetic mean of the cluster. An initial examination of Figure 2.4 which 
shows the root distribution of the poiviloinial P(x) _ (. r- 1)ti, whose coefficients have 
been randomly perturbed and roots calculated 1000 tnoes, suggests that this approach 
is acceptable provided there is prior ittfornlilt iou that tlue polynomial contains an 
isolated multiple root. 
This is, however. not a viable solution. 'I'll' experiment is repeated in Figure 
2.5. with two multiple roots whose separation is reduced. It call be seen that the 
clusters begin to interfere with one another the closer they become. until the two are 
indistinguishable. A further example of the unreliability of clustering mutt iple roots 
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Figure 2.4: The root distribution of p(x) = (x - 1)G after the eoeifieients have been 
perturbed and roots calculated 1000 tithes. E, = niaxiinuni relative error in the 
co(, fficicttts. 
can he found in section 4.1 of [24]. 
However. we must not be overly preoccupied by the sensitivity of multiple zeros 
as this may blind us to the fact that polvnoinials with zeros that cannot be descrihcd 
a. s pathologicall. ý- close iimY be cxtrciiiclyý ill-couditionc, d [36]. 
Example 2.2. Consider the Ixolvnomial. 
20 
; -i 
which is known as \\ ilkinson's polynomial. The roots, which were computed using a 
\ewton-Raphsoic solver [3-1] p. 114-179, along with their forward and backward errors 
are shown in Table 2.1. 
It can be clearly seen from the Table 2.1 that a relatively small error in the input 
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Exact Root Computed Root Relative Forward Error Relative Backward Error 
1 0.999999999999883 1.166844398881040e-13 2.805976830848637e-16 
2 2.00000000003955 1.977507047001836e11 5.065334798104484e-16 
3 2.99999999766047 7.798443372545686e-10 3.555399230054017e-16 
4 4.00000005448947 1.362236745627854e-8 2.642783129408560e-16 
5 4.99999928384543 1.432309147730848e-7 1.508986599057591e-16 
6 6.00000611580954 1.019301589651652e-6 1.172204028875028e-16 
7 6.99996498100788 5.002713159666225e-6 7.669506888764093e-17 
8 8.00013019258004 1.627407250470725e-5 2.901410194285699e-17 
9 8.99972563147745 3.048539139428720e-5 9.679882673970336e-18 
10 10.0000976596732 9.765967315367164e-6 1.680754190412488e-17 
11 11.0012104299577 1.100390870678390e-4 6.145029453654695e-18 
12 11.9963438017751 3.046831854118063e-4 4.839313005234271e-17 
13 13.0046321163424 3.563166417256488e-4 6.512737349296931e-18 
14 13.999577286005 3.019385678561447e-5 1.791278019801270e-18 
15 14.9920296810649 5.313545956755187e-4 1.368611956684288e-17 
16 16.0139410552817 8.713159551059224e-4 7.731005708759904e-17 
17 16.9875352381577 7.332212848430017e-4 3.438849867457723e-17 
18 18.0064991667242 3.610648180085718e-4 1.162029471036370e-16 
19 18.9980571410393 1.022557347732875e-4 8.250228276947081e-17 
20 20.0002501670688 1.250835343959977e-5 1.076569462240355e-16 
Table 2.1: Analysis of the computed roots of (2.4). 
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Figure 2.5: The root distribution of p(r) after the coefficient" have been perturbed 
and roots calculated 1000 times. = nia»iuniiu error coefficieýrt. 
space (the backward error), which is the result of finite precision arithiiietic, causes 
a significantly larger error in the solution space (the forward error). 
The ill-conditioning of this polVnoncial, whose roots are both simple and well 
separated, is discussed in detail in [36] and clearly illustrates that the roots of a 
polynomial can he ill-conditioned regardless of niultiplicitY or proximity. In 11381 
Wilkinson wrote of the discover- of the polvnoniial. 
"Speaking for myself I regard it as the iiiu"'t trauutat ic experience ill ICly' 
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career as a numerical analyst. " 
Farouki and Rajan [9] use a scaled Wilkinson's polynomial, 
zo 
p(x) = 
ll(. r - (i/20)). 
Z_l 
19 
(2.5) 
with zeros {a, }20_, = i/20 to demonstrate the improved condition of the roots of a 
polynomial when represented in Bernstein form (see Appendix A). Their results are 
reproduced in Table 2.2. 
i Yp(a, ) Kb(ai) 9 KP(ai) KG((ri) 
- 1 2.100e l 3.413e0 11 7.822e 12 3.321c6 
2 4.389e3 1.453e2 12 1.707e13 2.215e6 
3 3.028e5 2.335e3 13 2.888e 13 1.115e6 
4 1.030e7 2.030e4 14 3.777e13 4.153e5 
5 2.059e8 1.111e5 15 3.777e13 1.111e5 
6 2.677e9 4.153e5 16 2.833e13 2.030e4 
7 2.409e 10 1.115e6 17 1.541e13 2.335e3 
8 1.566e11 2.215e6 18 5.742e12 1.453e2 
9 7.570e11 3.321e6 19 1.310e12 3.413 
10 2.775e12 3.797e6 20 1.378e11 0 
Table 2.2: Componentwise condition numbers for (2.5). Kl, (xo) - Power basis condition 
numbers, K6(xo) - Bernstein basis condition numbers. 
It can be clearly seen that the Bernstein basis has dramatically improved the 
condition of the roots over their power basis representations. Indeed, this is one of 
the primary reasons for its use in geometric modelling. However, while this improve- 
ment in stability is welcome, performing analysis on inexact polynomials, especially 
those with multiple roots, is still a highly non-trivial problem which cannot be dealt 
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with by merely changing the basis in which the polynomial is described. Instead, ro- 
bust methods must be developed that can gracefully handle polynomials of the type 
detailed in this chapter. 
2.3 Summary 
In this chapter the concept of ill-conditioning has been introduced in addition to 
its relationship to the forward and backward errors. In addition, both theoretical 
and practical examples of ill-conditioned roots have been presented with evidence 
of increasing instability of a root as its multiplicity increases and it moves out of 
isolation. The Wilkinson polynomial was also introduced to show that root separation 
and multiplicity, whilst being contributing factors in the stability of a polynomial, are 
not the only causes of ill-conditioning. 
In the next chapter the role of a GCD calculations in helping to deal with with 
the evaluation of polynomials with multiple roots is discussed. This is done in order 
to provide further motivation as to the need for methods developed in this thesis. 
Chapter 3 
Solving polynomials with multiple 
roots 
In [34] Uspensky discusses a process which was known as early as 1863 by Gauss, 
which involves `removing' the multiplicities of the roots by reducing the problem to 
that of solving a sequence of polynomial equations that contain only simple roots. 
This can be achieved through repeated GCD and polynomial division operations as 
discussed below. 
3.1 Factorisation via GCD operations 
Consider the polynomial, 
p(x) _ (x - CYl)ml 
(x 
- 02 
)m2 
... 
(: X; - (In)Mn 
21 
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with ni, indicating the multiplicity of the root, (Y, and mmax = max({m, 
}'I 
1). 
Since 
a root of multiplicity ni, in p(r) is a root of multiplicity m, -1 in p(')(. r. ), where p(J) 
is the jth derivative of p(i, ), it follows that, 
GCD(p('C)"p(1)(T» = (. T. - lYl)'"'-'(T, - a2 
)"12-1 
... 
(: C - an1ýt, -11"/ý 
` 
Clearly, r(x) must be a constant otherwise it would have to be a polynomial containing 
the term, x-a, meaning that p(') (x) is divisible by (x - which is not possible. 
Therefore, (3.1) can be written as, 
GC'D(p(x), p(l)(x)) = (x - al)"", -](x - a2 )"'z-1 ... 
(. r - an)", n-i 
Let Al =A(. c) be the product of all linear factors corresponding to simple roots; 
A2 = Y2(x) be the the product of all those factors corresponding to double roots, etc. 
Note: A, = A, (x) will be set to a constant if no roots of multiplicity i exist. Therefore, 
^]^2A3... iln,. pxI 
only differ from p(x) by a constant term. Thus, 
l%pCLJ = a2a3a4 ... Mmnx 
,=(, CI)(p("i), p(')(x))" 
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Similarly, 
di (x) _ A3 43 ... 
\, nmäx-2 = GCI)(do(x), ýloi)(a')) 
d2(x) = /\4\5. \6 \2, \3.. . 
\m;; x s= CCD(di (x), diýý(x)) 
This sequence ends at d, Ibmnx (x) which is a constant term. A sequence of polynomials, 
{ f, (x)}; "_ö°x, can now be defined such that, 
fo(x) 
fi(x) 
f2 (X) 
Px 
_ do (x) 
_ 
do(i 
- - di (x) - 
_ 
dl(x 
_ - d2 (x) 
AiA2A3... 
A2a3... 
/' X_ 
d-_ i= \J 
mmax l 
/ý 
ý( 
\m... 
1 
mmnx 
from which all the functions, A,, A2, ... , can 
be found, 
ý_ 
fo 
ý_ 
fl 
ý_ ýýi, ý. aax-1 a=d 1- r1 e 2- mmax-1 -e '//imax 'ýnmax' 
f 
f2 dmma. 
This leads to the polynomial equations, 
Ai = 0, A2 = 0,..., 
which contain only simple roots. These roots give at once the simple, double, triple, 
etc, roots of p(x), where the index, i of m., indicates the multiplicity. Note: If rn, is 
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constant thcu there is no root of umltiplicitY i. The advantages of this approach are 
illustrated hv a simple numerical example. 
Example 3.1. Consider the polynomial. 
0.5)10(: r - 1)30 = . r10 - 35. r-: 
j" +-0.048828125. r + 0.0009765625. 
If the roots are now calculated directly from the coefficients using 11atLab's roots() 
function the results illustrated in Figure 3.1 clearly, demonstrate that a totally un- 
acceptable result has been obtained. There is nothing to suggest that there are two 
distinct roots, let alone their actual values. 
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Figure 3.1: The (aleuljate(1 roots of p(r) = (I. - 0.5)10(. iß - 1)30 
If however, the described factorisatioiu ulothod is used. using the built iii NlalLab 
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functions, and then the roots calculated from the resulting polynomials, the correct 
answer is obtained. 
Computed Root Multiplicity 
0.5 10 
1 30 
It would therefore seem that in spite of theoretical error analysis carried out in [35] 
and [36], multiple zeros do not necessarily imply ill-conditioning. Rather, it is the 
method by which they are calculated that accounts for their sensitivity. This idea 
is supported by Kahan [17] who proved that if the multiplicities are preserved, the 
roots can actually be well behaved. Q 
The example given above is however, in no way representative of all polynomials 
with roots of similar multiplicities since, in the general case, the application of the 
basic factorisation method causes catastrophic failitre similar to that seen in Figure 
3.1. This problem can be exacerbated by introduction of arbitrarily small errors into 
the coefficients of the polynomial. While this appears to contradict the conclusions 
drawn on the stability of multiple roots, it merely implies instability in one or more 
of the subroutines within the algorithm. 
Zeng addresses these issues in [42] and his Multroot algorithm, which is based 
upon the procedure above, achieves some "remarkable " results. 
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3.2 Multroot 
Multroot is a combination of two algorithms that uses the factorisation method de- 
scribed above and the insight by Kahan to produce a stable general purpose polyno- 
mial root-finder. The first stage employs an approximate GCD finder to calculate the 
multiplicity structure and initial root approximations. 
Approximate-GCD: An approximate GCD differs from an exact GCD in that instead of 
containing factors that exactly divide two polynomials, it instead contains factors that 
nearly divide the two polynomials. For instance consider the polynomials 
p(x) = (x - 1)2(x - 2)(x -3+ 6) and q(x) = (x - 1)(x - 3)2(x - 4). 
The exact GCD is clearly, 
d(x) = (x - 1), 
for S 0. However, if d is below a pre-defined tolerance then the approximate-GCD is 
said to be, 
d(x) = (x - 1)(x - 3). 
The approximate GCD is discussed in more detail in the next chapter. 
The second stage of the algorithm then transforms the root, finding problem into 
a regular nonlinear least squares routine which calculates the multiple roots simulta- 
neously on a pejorative manifold. 
Pejorative Manifold: Polynomials with one or more multiple zeros form a subset of 
the space of all polynomials. These subsets are called pejorative manifolds [17]. 
The use of an approximate GCD algorithm in Multroot, is largely responsible 
for the relative stabilisation of the factorisation method described in the previous 
section. This is due to its ability to handle errors by searching for a solution to 
a nearby problem as opposed to the exact GCD implementation used in the above 
methodology which searches only for exact divisors. 
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Zeng's algorithm for revealing the multiplicity structure consists of four steps. 
1. Find the degree k of the approximate GCD, d(. r) = GC'D(p(. r, ), p'(x)). 
2. Set up the system, 
p(x) _ d(: r)v(x) 
p(t)(x) 
where d(x) is monic and v(. r, ) and w(x) are coprime, in accordance with the 
degree /. 
3. Find an initial approximation to d(x), v(x) and w(x) for the GCD system above. 
4. Use the Gauss-Newton iteration [3] to refine the GCD triplet (d(x), v(x), w(x)). 
Steps one and four are of particular interest and essentially encapsulate the research 
presented in this thesis, albeit for the more general case of calculating GCD(p(x), q(x)). 
In step one it is necessary to find the rank of a resultant matrix R (see Appendix 
B). The method used in the algorithm above involves applying a threshold, 0, to the 
singular values of R such that the computed rank is the number of singular values 
that are greater than 0. This clearly requires some prior knowledge of the signal 
to noise ratios, De, in order to set the threshold. If Ae is not known, or is not 
accurately known, then the returned rank is likely to be inaccurate. Consequently, a 
data driven rank estimator that does not require manual threshold setting, such as 
the one described in Chapter 5 would appear to be desirable. 
11'he componentwise signal to noise ratio is used in this thesis, and this is defined as 
max, O, .,,, 
aä' where j(x) = r_'o a, r'. 
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The iteration described in step four involves the evaluation of, 
d, +i 
tlJ+l 
L tu, +t 
d, 
vj 
zvj 
(c; 'd, -i) 
(conv((I,.,, i,, ) -n) 
(conv(d., z). ) -pýý>) 
(3.1) 
where conv(s, t) denotes the convolution of the vectors s and t., and J(d3, v., u' )tti. is 
the weighted pseudo-inverse of the Jacobian, 
J(d, v, u, ) = 
eT 1 
// CIm+l V) Ck+l (d) 
C. ý1+1 
/l 
14U) CA. (d) 
where el =[10".. 0 ]r E Rr+' and C is the ith combinatorial matrix. For 
example Ck(d) is, 
(% 
d, do 
Ck (d) = 
d, 
dk do 
dk d1 
dk j 
k+t 
This system performs remarkably well, displaying both good stability and fast con- 
vergence [42]. 
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Alternatives to these steps for the general case of GCD(p(. r), q(. r)) are proposed in 
Chapters 5 and 6. In Chapter 5a novel method for determining the rank of a matrix 
using maximum likelihood is developed. Whilst Chapter 6 replaces the system in 
(3.1) with a constrained least squares problem that uses structured matrix methods 
to refine the GCD triplet obtained from the previous steps, whilst enforcing any 
relationship between the elements of the constituent matrices. 
3.3 Summary 
In this chapter it has been shown that repeated GCD factorisations can be used to 
reduce the problem of calculating the roots of a polynomial with multiple roots to 
one of solving a sequence of polynomials, all of which have only simple roots. 
Two possible refinements to the approximate GCD algorithm have been suggested, 
the first being a way of calculating the rank of the matrix without prior knowledge of 
signal to noise ratio in the coefficients, and the second being a novel way of calculating 
an approximate GCD using structured matrix methods. 
The next chapter examines the concept of the approximate GCD and illustrates 
the three major approaches used in other work. 
Chapter 4 
The approximate GCD 
As was shown in the previous chapters, computing the exact GCD of two polynomials 
is an ill-posed problem since an arbitrarily small perturbation can cause a dramatic 
decrease in its degree. Consequently, asking the question: 
"Do two polynomials have a non-trivial GCD? ", 
is of limited use in real world applications and one should instead consider the ques- 
tion: 
"Are the given polynomials near a pair of polynomials that have a non- 
constant GCD? " 
Which is quite different from asking "how near are the polynomials". The solution 
to this problem is known as an approximate GCD and its solution is the objective of 
this thesis. In this chapter an overview of the major approaches used in other works 
is given and the reasoning behind the methods developed in this work explained. 
30 
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4.1 An overview of the approximate GCD problem 
In the literature there are three major approaches to solving the approximate GCD 
problem. The first involves modifying the classical Euclidean algorithm which, ac- 
cording to Knuth [20]: 
"... is the oldest non-trivial algorithm which has survived to the present 
day. " 
Hribernig and Stetter [16] demonstrate how to change the termination criteria in 
Euclid's algorithm in order to compute a e-GCD which can be defined as being the 
exact GCD of nearby polynomials within distance e of the original polynomials. In 
addition to the successive remainders, computed as part of Euclid's algorithm, they 
compute multiplier polynomials which express the original two polynomials as linear 
combinations of the last two remainders. The algorithm terminates when the norm 
of the product of these polynomials is less than the tolerance, e. This algorithm is 
very efficient since its computational cost is almost the same as that of computing the 
classical generalised Euclidean algorithm i. e. the extension of the classical Euclidean 
algorithm from integers to polynomials. It does not, however, guarantee that the 
calculated GCD will he of maximum degree within a given error tolerance. This is 
the goal of the next approach. 
Using the singular value decomposition (SVD) [11] it is possible to determine the 
degree of the GCD of two polynomials from the rank of the corresponding resultant 
matrix. More precisely, the SVD allows the determination of the rank of a nearby 
resultant matrix and consequently the degree of a nearby or approximate GCD. In 
fact the ith singular value, o;, gives the 2-norm distance to the nearest matrix with 
rank strictly less than i [11]. 
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Typically the Sylvester resultant matrix is used for this, due to its simple structure 
which makes it easy to manipulate compared to the Bezoutian resultant matrix (see 
Appendix B). However, it is possible to use any of the other resultant matrices'. 
The Sylvester resultant matrix: The Sylvester matrix S(p(x), q(. r)) E R(, n+n)x(m+n) 
is equal to, 
, 5(p("r), 9(-r')) = 
a0 b0 
a1 ao b1 b0 
a, b, 
am-1 a0 b, i-1 b0 
am am-1 al bn bn-1 b1 
am bTý 
am-I bn-1 
arvi bn 
where the coefficients {a, }ino of p(x) occupy the first n columns, and the coefficients 
{b2}"0 of q(x) occupy the last nt, columns. 
It is shown in [7[ that if C,. +1 < E- < (7r, where e is the noise threshold, are a pair of 
singular values bracketing and there is a sufficiently large gap between 0', and a, +,, 
then the maximum degree of any GCD within the space defined by e is guaranteed 
to be r. If the gap is not big enough then only an upper-bound on the GCD can be 
obtained. 
Once r has been computed, the coefficients of the GCD may be calculated via 
a triangular decomposition of the resultant matrix, such as QR or LU [11]. The 
simplest implementation is given in the following example. 
1 Resultant matrices are discussed in more detail in Chapter 5. 
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Example 4.1. Consider the polynomials, 
p(x) = (x - 1)(x - 2)(x - 3)(x - 4) = x" - 10x3 + 35x1 - 50x + 24 
q(. c) = (x-2)(x-4)(x-5)_. r3-11x1+38. r, -40, 
and the corresponding Sylvester resultant matrix, 
S(p("r), 9(z)) - 
11 
-10 1 -11 1 
-35 -10 1 38 -11 1 
-50 35 -10 -40 38 -11 1 
24 -50 35 -40 38 -11 
24 -50 -40 38 
24 -40 
33 
which is of rank 5. If a QR, decomposition is performed on S(p(x), q(x))T then the 
coefficients of the GCD are obtained from the 5th row of the upper triangular matrix 
11, 
R= 
-0.2681 2.8150 -9.7856 12.0644 -3.2172 00 
-0.2997 2.6977 -8.1530 9.3520 -2.8775 0 
-0.9479 6.1422 -10.4266 4.3223 -0.9100 
1.2233 -7.7969 12.5291 -3.6570 
1 -6 8 
00 
0 
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and hence, as shown in [2], [4], 
d(x) = GCD(p(. r. ), q(x)) = x2 - 6x + 8. 
0 
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The final collection of approaches involves posing the problem as an optimisation 
problem with the aim of finding a GCD of specified degree having minimum dis- 
tance from the original polynomials. The distance between two polynomials, unless 
defined otherwise, is equal to the Euclidian distance (2-norm) between the vectors 
of their coefficients. Kamarkar and Lakshman [19] provide a method for calculating 
the minimum perturbation of any pair of polynomials which would have a non-trivial 
GCD. They then show that the problem of computing any minimum norm maximum 
degree GCD can be reduced to known algorithms for quantifier elimination. This 
gives a guaranteed optimal solution to the original problem but computing time is 
exponential in the degree of the GCD and is consequently impractical for pairs of 
polynomials containing many common factors. 
Chin and Corless [5] present an alternative optimisation method which assumes 
that the degree of the GCD along with initial approximations of its coefficients are 
available as a starting point for the algorithm. The problem formulation in this 
method is used as the basis for the methods developed in Chapter 6. 
Other examples of approximate GCD algorithms include works by Noda and 
Sasaki [26], Corless et al [6], Pan [27], Karcanias and Mitrouli [18] and Zarowski 
[4]. 
To summarise, there exist three major approaches to solving the approximate 
GCD problem which are defined by their requirements of the solution. These are: 
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1. Nearness: The approximate GCD is the exact GCD of nearby pair of polyno- 
mials. 
2. Max-degree: The approximate GCD has the highest degree among those poly- 
nomials satisfying nearness. 
3. Min-distance: The approximate GCD minimises the 2-norm distance between 
the chosen nearby polynomials and the given polynomials. 
Whilst all of these criteria are valid, their use in defining an approximate GCD 
should he treated with caution. Indeed, the "correct" definition of an approximate 
GCD may vary from application to application. There is even the possibility that, 
without prior information as to the magnitude of the signal to noise ratio (ratio of 
signal power to noise power) or the structure of the desired solution, a reasonable 
data driven criteria cannot be decided upon. 
Consider, for example, two theoretically exact polynomials. If they contain no 
errors, the solution to the GCD problem is unique. If, however, the polynomials 
are perturbed such that the signal to noise ratio is Ac, a region in which the exact 
data lies can be defined. This region can be considered a hypersphere whose centre 
is at the given inexact data with radius proportional to the signal to noise ratio. 
Without precise knowledge of the noise there is no way of knowing the degree of 
the theoretically exact GCD, let alone the exact values of the coefficients, since a 
solution with a degree greater than that of the theoretically exact GCD may lie 
in the space defined by Ae. Hence, there now exists a whole family of GCDs, of 
differing degrees, all of which are exact solutions to nearby polynomials and equally 
valid. Consequently, unless there is a prior requirement on the solution to have either 
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maximum degree or be a minimum distance from the given data, these criteria alone 
should not define the solution. Indeed, if a reasonable estimate of Ac is unknown 
then the nearness requirement is also hard to justify. In this work therefore, an 
approximate GCD is developed such that different constraints may be added and 
removed, depending on the application requirements, and attempts have been made 
to make this a truly data driven black box technique. The methods developed in the 
following two chapters can be used either together, or in conjunction with existing 
works allowing the user the flexibility to obtain an approximate GCD whose definition 
is best suited to their problem. 
4.2 Summary 
In this chapter the concept of an approximate GCD has been discussed along with 
the major approaches to this problem. It has also been stated that caution should be 
exercised when choosing the criteria by which an approximate GCD is to be defined. 
In the next chapter a statistically based matrix rank estimator is developed which 
computes the most likely rank of a matrix, based upon an underlying probability 
distribution. 
Chapter 5 
Calculating the rank of a resultant 
matrix 
In this chapter a novel method for calculating the rank of a resultant matrix using 
maximum likelihood is developed. 
Resultant: The resultant of two monic polynomials p(x) and q(y) is defined as, 
R(p(x), q(y)) =I fJ(x, - y, ), p(x, ) =0 and q(yj) = 0, 
X, YJ 
and is also given by the determinant of a corresponding resultant matrix. If the deter- 
minant of the resultant matrix is 0 then the degree of GCD(p(x), q(. r. )) >1 and p(. r) 
and q(x) consequently have common roots. 
There are several types of resultant matrices, including the Sylvester, Bezoutian 
and companion matrices', and being able to accurately calculate their rank is highly 
desirable since any rank deficiency indicates the presence of common factors between 
its constituent polynomials. More significantly, its rank deficiency, order of matrix - 
rank, gives the number of common factors and hence the degree of the GCD. 
1See Appendix B for details on the construction and structure of the Bezoutian matrix. 
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Example 5.1. Consider the polynomial, 
p(x) = (x - 1)2(x - 2)2(2 -3), (5.1) 
and its derivative p(')(x). Clearly they share 2 common factors, (x - 1) and (. r. - 2), 
and therefore the corresponding resultant matrix has rank order of matrix -2 and 
deg(GCD(p(. r), p(1 (r))) = 2. Q 
This property, therefore, not only provides a means for testing for the presence of 
common factors, but also provides the degree of the GCD of the two polynomials. 
The problem of rank determination appears in virtually every field of numerical 
and scientific analysis and has been tackled by [21], [22] and many others in a variety 
of different ways and contexts. 
One problem with the vast majority of methods previously considered is that they 
require a threshold to be manually set in order to determine the index of the smallest 
singular value. If the magnitude of the noise is unknown, then setting this value may 
become problematic. 
Example 5.2. Consider the polynomial p(c), from Example 5.1, and introduce a 
signal to noise ratio of the order 10s to the coefficients {a, }n o, such that, 
= 
a2r, 
ul - a` +( lOR 
(5.2) 
where r, is a random variable uniformly distributed in the interval [-1,1], resulting in 
p(x) -+ fi(x). The Sylvester matrix, S(p(x), p(t)(x)) E 1[8(9"9), is now constructed from 
the perturbed polynomial 13(x) and its derivative, and Matlab's rank() function is 
called. If the default tolerance is used, then the calculated rank is 9. If the tolerance 
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is manually set to 10_y a rank of 8 is obtained. The correct rank of 7 is only obtained 
when the tolerance is set to 10-s. Clearly, if inaccurate information on the signal to 
noise ratio is provided, setting this threshold may be problematic. 0 
Zarowski [41] suggests the use of the minimum description length (N1DL) criterion 
to determine the rank of a matrix. This automatically sets a, threshold and does 
not relate the characteristics of the data that gives rise to the singular values to the 
statistical distribution of the values themselves. This enables the automatic threshold 
setting to he performed on data from an arbitrary source. 
MDL: The Minimum Description Length (MDL) criterion was first proposed by Riss- 
nanen [29] and is a formalisation of Occam's Razor in which the "best" model among 
a given collection of models is the one that yields the shortest description of the data 
and the model itself. For each model in the collection, the length of description of the 
data is counted as the codelength of encoding the data using that model in binary digits 
(bits). The length of description of a model is the codelength of specifying that model, 
e. g. the number of parameters and their values if it is a parametric model. MDL there- 
fore attempts to reconcile conflicting demands between signal compression and noise 
suppression. For a tutorial on MDL, see [12] and [31]. 
The use of A1DL to calculate of the rank of a noisy matrix is a novel and insight- 
ful advance in an area of mathematics that has primarily relied on linear algebra 
to solve this problem, leaving statistical methods such as [21] in the minority. The 
concept appears to be drawn from Saito [31] where an algorithm for simultaneous 
signal compression and noise suppression is developed for applications such as image 
reconstruction and signal transmission where there is a requirement for both good 
model fidelity and low bandwidth usage. The problem of calculating the rank of a 
noisy matrix however, requires only noise suppression and therefore the term regard- 
ing signal compression is redundant. Consequently it is possible to use the initial 
model proposed by Za. rowski and obtain a solution using the principle of Maximum 
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Likelihood Estimation (NILE). 
MLE: Loosely defined, for a fixed set of data and underlying probability model, 
maximum likelihood picks the values of the model parameters that make the data "more 
likely" than any other values of the parameters would make them. 
See http: //statgen. iop. kcl. ac. uk/bgim/mle/sslike_l. html for an excel- 
lent tutorial on MLE. 
This is due to the fact that the principle of NILE requires the maximisation of a 
function of the form In p(xIO), whereas the principle of NIDL requires the minimisation 
of an expression that includes the function - log p(xf0). Although these two opera, 
tions are identical (apart from the changes in the sign and base of the logarithm), 
the methods have fundamentally different interpretations because optimality in the 
principle of NILE is attained when the parameter values maximise the probability 
of the observed data, but optimality in the principle of NIDL is attained when the 
conflicting requirements of data compression and model fidelity are satisfied, where 
optimality is quantified by code length. 
In the following section a method of calculating rank using the principle of rnaxi- 
mum likelihood is defined. The initial likelihood expression that is developed differs 
by only one term from the NIDL criterion function in [41] but it will then be shown 
that the expression can be simplified further removing a large proportion of the com- 
putational intensity. 
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5.1 Calculating the rank of a noisy matrix using 
MLE 
Consider a matrix AE d8"", with rank r<p= min(m, 7i) and singular values, 
U. ) 
ljP=1 
= 
r 
Q, iQ2i... >ar> 
0'r+1 = 0r+2 '''_ Up 0'r+1 = 0r+2 '''_ Up 
In practice, only estimates of the singular values, 
Qj =Qj+f'ýe (5.3) 
are known, due to perturbations in the elements of A and roundoff introduced while 
calculating a.,. 
If the errors, {ej}p_,, are treated as statistically independent random variables, 
then it is reasonable to regard them as having Gaussian and exponential probability 
density functions (pdf's), 
I (- 
,j1.2, . .., r p(P. ý) = 
2ns1 exp 
ý 
1, 
..., p n exp(-a('j) J= r+ 
(5.4) 
where s, a>0 are the variance and decay coefficient respectively. The pelf's, while 
being chosen somewhat arbitrarily, provide a compromise between a physically ac- 
curate and a mathematically simple model and are intended to merely capture the 
general trends and uncertainties in the singular values well enough to determine r 
rather than accurately model the theoretical distribution of the errors in an attempt 
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to reconstruct data for a specific problem. This is important as it allows the algo- 
rithm to be applicable on data drawn from an arbitrary source, whilst allowing scope 
to refine the pdf's for problems that contain highly correlated perturbations. 
From (5.4), the joint pdf for the random variables e. is, 
a p_r 1rp 2 
ýJ ý (27rs2)r/2 PXp -Z52 
E CJ -aE 
J=j J=r+1 
(5.5) 
and the substitution of e. = rrj - aj, from (5.3), into this expression yields the 
probability density function for the estimates Qj of the exact singular values a,, 
PQ = p( {&} la, s2, a, k, r") 
ap_r 1rp 
(2ýr. 52)r/2 
exp -252 
E (Qj - QJ)2 - (r 
J=1 J=r+1 
(5.6) 
The ML estimate for a, 6, is easily obtained by setting the partial derivative of p, , 
with respect to a to zero, which yields, 
p-r 
a- P t `J=r+l a J 
and similarly the ML estimate of s2, s', satisfies, 
a, )2 = rs2 . 
. ý_ý 
(5.7) 
(5.8) 
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From (5.6) the log likelihood expression of the data {ä, } is, 
IJO, 
-log p&(jajj6, A', h., k, r) 
log2 
1' %1 
- log eXP -1 (_(73)2 ?" _6 J1 
R2 
J 
j=1 1=1'+1 
Substituting (5.7) and (5.8) into (5.9) yields, 
La = (p - r) log 
p-rr lob 
21r E(,, 
_ 7, )2 rJ=r+1 &. 
7 
_2r 
J=1 
_ \p 2l ' 
(5.9) 
(5.10) 
In [41] it is assumed that the theoretically exact non-zero singular values {aj} can be 
modelled with a polynomial such that, 
d 
_E aj, 
: =o 
(5.11) 
wherep>r>d+1, wit. hd>0. 
However, the instability caused by the lIankel system [11], resulting from obtaining 
the NILE of the coefficients {a, } in (5.11) motivates Zarowski to replace (5.11) with 
a finite series of Grain polynomials [14], which are orthogonal and therefore provide 
numerical stability. Gram polynomials are useful for approximation over a discrete 
point set, for properties and recursive relationships, see [41]. Whilst this improves 
the stability of the algorithm, using a polynomial to model the singular values seems 
like a less than optimal choice since their profile contains no turning points and hears 
('IL-1PTER 5. C. ýLC'L"L. aT1V'(. THE I3: 1. A'Ii OF .1 lil:. 5'l ýL7ý1. A'"I' . 11.1 "1'I? 1. A 4 -1 
agreater resemblance to ade. caying exponential (See Figure 5.1). 
60 
Figure 5.1: A tYpical profile of the singular values of a resultant Inatrix. 
The choice. therefore. appears to be due to convenience rather than it being a 
good model. Additional)}" it requires (5.10) to be calculated r times, olicc for every 
value of d. since d=0..... r-1. Making the algorithm slow and cumbersome for all 
brit the niotit trivial examples. 
However. experimental resrtlts have indicated that the Its(' of it polynomial illodel 
is not actually necessary. Therefore. Q; can be otiiitted and the likelihood function 
can be expressed as. 
L, = (n - 
p- 1' 27-, 
Ev 
J=r+1 ýJ 1 J-ý 
/ 
1 fl - 7' \1I !" 
) log 
,ý-, _( 'ý)ý 
(5.12) 
Identical results. With regard to the calculated rank. have been observed over 
a population of several thousand random polynomials when using this c: Xpression 
instead of the one proposed in [41]. The reasons for this scxnewhat unexpected result 
are believed to be a coiºIbination of the following. 
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" Fitting a polynomial to the data {u, } is a poor model. 
" In order for L& to he maximised it is necessary to minimise the term describing 
o,. The result of this is that it is typically 3 to 4 orders of magnitude smaller 
than the term for ö and since the algorithm is designed to work in the presence 
of noise a 0.1% to 1% change in one terns may he considered as relatively small. 
" The pdf (5.5) was chosen to capture general trends rather than allowing a 
reconstruction of the original data. Given the small change in the terns it is 
possible to argue that these trends are left relatively unaltered. 
. The output of the algorithm is discrete, i. e. it returns an integer value indicat- 
ing the calculated rank meaning that the computed likelihood can vary over a 
certain interval before the calculated rank changes from r to r±1. 
Results obtained from the expression (5.12) are now detailed. 
5.2 Results 
This section contains several examples that illustrate the method of calculating the 
rank of a matrix using the likelihood function (5.12). This method will be referred to 
as MLrank(). 
In order to assess its performance, it is tested against 2 other procedures for 
calculating numerical rank. They are A1at. lah's built in rank function, rankO, and 
ApproxirankO, a function from Zeng's Apalab toolbox [43]. These algorithms are 
both tolerance based methods, and comparisons will be made between them and 
MLrank () with their default tolerances, and a user defined tolerance, 0, which is based 
on the estimated signal to noise ratio, Ac. The testing procedure is now described. 
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A test set of 1000 pairs of inexact polynomials are generated with each pair having 
an almost non-constant common divisor. This is done as described in Algorithm 5.1. 
Algorithm 5.1: Polynomial Test Set 1 
1. Generate three polynomials, 
d(x) = 
u(x) = 
v(x) = 
ti 
fl(x 
- cx, ), 
L=o 
h 
flcj, - - ýtý, 1=0 
ll(. r-Y, ), s=0 
where k, h and l are randomly generated integers on the intervals [3,25], [3,10], 
[3,10] respectively. 
2. Form the polynomials p(x) and q(x) such that, 
p(x) = d(x)u(x) and q(. r, ) = d(x)v(x) 
3. Perturb the coefficients {p, } and {q. } of p(. r, ) and q(x) in the componentwise 
sense, such that, 
{p, }->{A}={p, +c 
II 
where r, is a uniformly distributed random variable and Ae is the signal to noise 
ratio. Hence p(. r) - p(x) and q(x) - q(x). 
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For each pair of inexact polynomials the corresponding Bezoutian matrix' B, is 
constructed. The rank of this matrix is then computed by the three algorithms and 
the difference between this and the theoretically exact rank is calculated. 
Initially, it is assumed that a good estimate of Oe is known and the tolerance 0 
is, 
e- IQ IIII 
The tests are then repeated on the same set of polynomials, first assuming that the 
information regarding the magnitude of the noise is inaccurate, and then that there 
is no knowledge of the noise level, in which case the default tolerances of rank() and 
ApproxiRank() are used. 
The algorithm has been tested on both the Sylvester and Bezoutian matrices, 
although only examples for the Bezoutian are presented here since, in general, it 
gives superior results. In addition to this, it is unaffected by the relative scaling of its 
constituent polynomials, which is not the case with the Sylvester matrix. The effect 
of scaling is now discussed. 
5.2.1 The effect of a on the rank of a Sylvester Resultant 
matrix 
The linear structure of the Sylvester matrix, S(p(x), q(x)), makes it convenient for 
computations. In particular the partitioning of the columns allows the scaling of one 
of the polynomials with respect to the other, by an arbitrary scale factor ct, producing 
the matrix S(p(x), ctq(x)). 
It would seem intuitive that this scaling should have no effect on the rank of the 
2See Appendix B for details. 
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Figure 5.3: The effect of n on the singular values of 13(p(r). 
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matrix. However. it can be clearly demonstrated that this is not the case. 
Example 5.3. Consider the Sylvester matrix, 5(p(. r, ), ap"')(x)), where, 
10 
p(x) = 
fl(x, 
- il10), 
i=1 
(5.13) 
for different values of a. Figure 5.2 shows the singular value plots of the different 
matrices produced as a is varied. It is clear that as a- oc the matrix appears more 
and more rank deficient. Q 
Given the results shown here it would seem prudent to use the Bezoutian resultant 
matrix since, as can he seen in Figure 5.3, it is not affected in this way. Additionally, 
as previously stated, MLrank() has been found to produce superior results when 
applied to the Bezoutian as opposed to the Sylvester resultant matrix. 
5.2.2 Examples 
Figure 5.4 shows the difference between the computed rank and the theoretically 
exact rank for the Bezoutian matrices, constructed from the set of 1000 polynomials. 
The results clearly show that, in the presence of only round off error due to floating 
point arithmetic, all three methods achieve an almost identical success rate of almost 
100%. 
Perturbations are now introduced into the polynomials p(x) and q(x) such that the 
signal to noise ratio is equal to 10s and the algorithm is rerun on the test set. Being 
tolerance based methods, Approxirank() and rank() need to be given information 
about the magnitude of De. Since in many practical applications De will need to 
he estimated, it is important to see the effect of the accuracy of the estimate on 
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Figure 5. -I: The number of occurrences of the error computed rank-actual rank for 
1000 random polynomials in the absence of noise. MLrank O=--: rank o and 
ApproxiRank O= 
the accuracy of the calculated rank. This will also highlight the benefits of MLrank() 
since it doesn't require the user to provide any information about Ac. Figures 5.5 (a), 
(h) and (c) show the effect of the accuracy of the tolerance, 6. on the computed rank. 
In (a) the level of noise is overestimated with B= III; in (b) the correct magnitude 
of -ýc 
is given and 0 loll ; whilst 
in (c) the noise is iinderestiinated and hence IIo 
It is clear from these three graphs that obtaining a good estimate for Ac is vitally 
important in order for the correct rank of a matrix to he computed. In particular, 
Figure 5.5 (a) shows that underestimating can cause a significant decrease in the 
performance of both rank o and ApproxiRank O. MLrank O is of course unaffected 
by these inaccuracies as it does not rely on any threshold to be set. 
In order to emphasise the performance of MLrankO over the other methods in the 
absence of any information as to the magnitude of Ac. the test set has been re-run 
with only the default tolerances being used for rank() and ApproxiRank(). The 
results are shown in Figures 5.6 (a) and (h). Note that this is the only example where 
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the algorithms are on a '`level plavi. ng field since it is ottly here that uo information as 
to the magnitude of ý1u has been provided. In both (a) and (b) MLrank() dramatically 
outperforms the other two. Indeed. for Jc = 10s neither rank() or Approxirank() 
calculate a single rank ill the test set correctly whereas MLrank() achieves a success 
rate of over 60%. 
From the examples that have been shown it seems clear that MLrank() offers 
a good. and in many cases superior. method for calcitlating the rank of a resultant 
matrix. This is particularly true for the ease where little or uo information is available 
0 
(a) 
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with regard to the magnitude of Ar°. 
In addition to the results detailed here MLrank() has been tested upon the case 
where q(. r. ) = p(i) (x) and hence 13(p(aý), pýýý(. r)). These can be found in [38] and a 
very similar level of success was observed. 
5.3 Summary 
In this chapter a rank determining method leas been developed based upon the priaa- 
ciple of \ILE and tested against two other rank finding algorithm. In all examples 
MLrankO either performs, as well as, or better than, rank() and ApproxiRank() 
even though it is given no information as to the naagalitude of the signal-to-noise 
ratio. Suggestions for future work are detailed in Chapter 9. 
In the next chapter an approximate GCI) finder is developed using structured 
matrix methods in order that it might be combined with MLrank() which is done in 
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Chapter 7. 
Chapter 6 
STLN for the approximate GCD 
6.1 Introduction 
The method described in this chapter uses the problem formulation from [5] and 
structured total least norm (STLN) [30] to obtain an approximate GCD. Initially the 
problem is formulated in the standard total least squares (TLS) sense [11]. However, 
this is quickly transformed into a least squares equality problem (LSE) [3] which is 
then solved using STLN. 
Before these issues are discussed however, it is first necessary to introduce a 
method of solving the LSE problem which can be solved iteratively via several dif- 
ferent methods, including the method of weights and the QR decomposition [11]. In 
this case however, the method of Lagrange multipliers has been chosen since it allows 
quick and easy development and doesn't require a heuristic weight parameter. It is 
in no way suggested that this is the best or most suitable method available, and has 
been chosen for convenience rather than any numerical superiority it may or may not 
possess over other available methods. 
54 
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6.2 Solving the least squares equality problem us- 
ing Lagrange multipliers 
The least squares equality (LSE) problem is defined as the determination of a vector 
yER such that a quadratic function is minimised subject to an equality constraint, 
min JIGy -f 11, (6.1) cy=g 
where CE R`, GE Rm2XP, gE I[8'n', fE Rm2 and m. 1 < p. It is assumed that (i) 
rank C= mi, which guarantees the constraint is consistent, and (ii) that, 
G 
N(G)flN(C) =04=> rank = 
C 
where N(X) denotes the null space of X. This guarantees that the LSE problem 
has a unique solution, and implies that p< m. t + m. 2, from which it follows that the 
constraints on m,, m2 and p are, 
m. l < PG 71231 77Z3 = ml + m-2. 
The constraint Cy =g leaves p- m1 degrees of freedom of y because in, < p. Since 
the objective function ! IGy -f 11 has m2 equations, it follows that the LSE problem 
is over determined if 771.2 >p- m1. 
If a1 E R"n' and A2 E lRm2 are vectors of Lagrange multipliers, then the LSE 
C 
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problem requires the minimisation of the function, 
min 2IIrhh', 
subject to, 
Gy +r=f and Cy=g. 
In order to solve this it is necessary to construct the function h(r, y, AI, A2), 
h(r, y, A1, A2) =2 uýrýi2 - Aj'(Cy - 9) - Az (Cy +r-f). 
Differentiation of h(r, y, Al, A2) with respect to r, y, Al and A2 yields, 
r-A2 =0 
GT i12 + CT IX1 =0 
=0 Gy+r-f 
Cy-g = 0, 
and the elimination of )t2 allows these equations to be written as, 
00C 
0 I,,, 2 C 
Cý CI 0 
A1 
7' 
y 
g 
I (6.2) 
0 
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6.3 Problem formulation 
The problem formulation is taken from [5]. Consider the problem of finding the GCD 
of two polynomials, p(x) and q(. r), which are of degrees in and n respectively. If 
the coefficients of these polynomials have been given inexactly then it is necessary to 
calculate d(x), of degree k, such that it divides p(r) + 6p(. r) and q(. r) + ýq(. c) exactly, 
for some polynomials 6p(x) of degree < m. and 6q(r) of degree < n. In other words, 
it is necessary to solve, 
p(x) + Dp(: c) = d(x)u(x) 
q(x) + 64(x) = d(x)z'(x) 
where the polynomials u(x) and v(x) are co-prince and of degrees in -k and n-k 
respectively. 
If p, q, d, u and v are the coefficient vectors of p(x), q(x), d(x), u(x) and v(x) 
respectively (e. g. p= [po, pi, ... , p"]7'), then 
because it is a nearby solution that is 
being sought, the problem can be stated as the minimisation problem, 
min f (d, u, v) = II6PI12 + 116q 112, (6.3) 
where 11 " 11 is the Euclidean norm. This can now be restated to explicitly express the 
CHAPTER 6. STLN FOR THE APPROXIMATE GCD 
vectors Öp and bq in terms of the vectors d, u and v, 
r11 (10 1 
(po 
bpi 
aP" 
d, do 
d, 
dk 
dk 
do 
d, 
dk 
58 
Po 
Pi 
At 
which can be written more compactly as, 
bp = Ci(d)u - p, (6.4) 
where C, (d) E R(m+1)x(m-k+l) is the combinatorial matrix, which contains the coef- 
ficients of d(x). 
The vector Sq can he expressed in a similar way, 
Jq = cz(d)v - q, (6.5) 
where G2(d) E R("+')x("-k+') is once again a combinatorial matrix containing the 
coefficients of d(x). 
Note that, provided that d is non-zero, the combinatorial matrices are of full 
column rank. 
no 
UI 
46m_k i 
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It is now possible to combine equations (6.4) and (6.5) to form, 
Öp C1(d) 0up 
öy 0 C2(d) zv q 
(6.6) 
The solution of (6.3) in the standard TLS sense is incorrect, as the structure of the 
matrices C, (d) and C2(d) will be lost. The method of structured total least norm 
(STLN) is therefore now employed as it will allow (6.6) to be solved in the least 
squares sense, whilst preserving any relevant relationships between the elements of 
the constituent vectors and matrices. 
STLN: The method of STLN yields a least squares solution of, 
min IIAx - b112, (6.7) 
.ý 
such that the structure of A and/or b is preserved. 
6.4 The method of STLN 
It. is shown in this section that the method of STLN [30] can be used to solve (6.6). It 
is assumed that both the degree of the GCD and an initial estimate of its coefficients 
are available. These may be obtained from methods such as those described in the 
previous chapter and a triangular decomposition of a resultant matrix, as described 
in Chapter 4. 
Initially, only errors in the matrix A are considered allowing an initial estimation 
of the coefficients of d(x) to be refined whilst leaving the original polynomials, p(x) 
and q(x) unchanged. The theory is then extended to allow for perturbations in both 
A and b and thus produce both a corrected GCD d(x) and the polynomials, p(x) 
and q(x), for which it is a GCD. A derivative constraint is introduced in Section 6.7 
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for the case where q(x) = p(')(. r) which forces the computed polynomial 4(. r) to be 
the derivative of fi(x). This is especially important when using GCD factorisation to 
extract a multiplicity structure of a polynomial, since the degree of the GCD of a 
polynomial and its derivative allows the multiplicities of the roots to be ascertained 
[34]. If the relationship is not enforced, then q(x) 0 p"i)(x) and conclusions about 
the underlying multiplicity structure cannot be drawn. Finally the bounding of the 
magnitude of the perturbations is discussed in Section 6.8. 
The case of errors only in A is now considered. 
6.5 Errors in A 
Let the matrix AE R(m+n+2)x(m+n-2k+z) and vector bE Wn+n+2 be defined as, 
C, (d) 0p 
A= and b= (6.8) 
0 G2(d) q 
If the elements of EE 1I8(ß'+n+2)x(m+n-2k+2) are the perturbations of A, then A and 
E will have the same structure, 
r= 
Cl (-A) 
0 C. '2(zA) 
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where, 
CI (za) _ 
zi 
z2 zi 
z2 
zk+1 ". zi 
zk+1 Z2 
zti+i 
and zA E Rk+' is a vector containing the distinct perturbations z1, ... , 4+1 in L. The 
matrix C2(zA) has a very similar structure. From this, equation (6.7) now becomes, 
minll(A+E)x-bllz. 
a'. zq 
It will he necessary to represent the vector Ex in terms of ZA. This can be achieved 
by the introduction of the matrix YE R(m+n+z)x(k+1) which satisfies, 
YZA = Ex, 
C1 (tiA) 0u 
0 C2 (-'A) 11 
(r3(u) 
Cl (v) C14 (I ý) 
ZA 
1 
(6.9) 
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where Y is constructed such that, 
Cý3(u)(ra+1)x(k+1) 
Y= 
, 
CI(v)(ý, +t)x(k+l) 
where (3(u) and C. 1(v) are combinatorial matrices in the coefficients u and u respec- 
tively. 
Example 6.1. If at = 4, n. =3 and k=2, then from (6.9), 
uo 00 
ul uO 0 
ul ul up 
0 U2 III 
Y= 00 U2 
Z'0 00 
VI v0 0 
0 vl v0 
00v, 
0 
In standard TLS problems the matrix E is unstructured, and thus there always 
exists a matrix E= Eo such that, 
(A + Eo). r, = b, (6.10) 
is satisfied. However, in the method of STLN the matrix F. is structured and thus a 
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solution to (6.10) is not guaranteed. The residual of (6.10) due to an approximate 
solution of this equation is, 
r(z. a,. i") =b- Ax - I'-A, 
using (6.9). 
The definition of zA implies that each of its elements may represent more than 
one element of E, but this information is not included in -A. It is possible to address 
this deficiency by solving the LSE problem, 
min JIDzAII, subject to r(zA, x) =0 (6.11) 
where D= (nl +n- 2k + 2)Ik. +1 E R(k+1)x(k+1), is a diagonal matrix that accounts 
for the repetition of the elements of zA in E, and 1k+1 is an identity matrix of order 
k+1. 
The equation r(zA, x) =0 is non-linear and it must therefore be linearised and 
solved iteratively. This may be clone by performing a Taylor expansion of r(z, 4, x) 
and only retaining lowest order terms, 
r(zA + cSzA, . x, + cSx) =6- 
A(x + hx) - (Y + 6Y) (zA + cSzA) 
;: Z: l r(zA, x) - YdzA - /lhx - öYzA. 
It follows from (6.9) that, 
bYzA = F161, (6.12) 
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and hence, 
r(zA + özA, x+ öx) :: r(zA, x) - YözA - (A + E)öx. (G. 13) 
The problem (6.11) therefore becomes, 
min 
btiA [n 
o] 6x 
- ý)Zq 
1 Sz, 
subject to Y (ýl + F, ) J= 6x r(zA, x). LL 
(6.14) 
This minimisation can now he solved using Lagrange multipliers. 
6.5.1 Solving errors in A using Lagrange multipliers 
In order to solve the minimisation problem by the method of Lagrange multipliers it 
is necessary to replace the matrices C and G, and the vectors g, f and y in (6.2) by, 
C 
y 
-* IY (A+ E) I 
(m +n+2) x (m+n-k+3) 
Gý[D0IER (k+l)x(m+n-k+3) 
9ý7, (z, x) C- R+n+2 
f -ý -Dz E IIBk+I 
ý 
8z 
öx öx 
E ým+n-k+3 
where, 6E Rk+I and 6x E Rm+n-2k+2 
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Algorithm 6.1: Errors in A using Lagrange multipliers 
Input: The coefficient vectors p, q and d and a tolerance on the residual 0reb. 
Output: The coefficient vector of the refined approximate GCD d. 
Begin 
1. Construct the matrix A and vector b from (6.8) and compute the initial value 
of x from, 
min IIA. r - b1l. x 
Construct the residual r=b- Ax. Set F, = 0, ZA = 0- 
2. repeat 
(a) Construct Y from x. 
(b) Solve (6.2), where C, G, g, f and y are given in Section 6.5.1. 
ýy IT 
H 
(c) From the vector y of the solution, set ZA := ZA + 6ZA and x :=x+ bx. 
(d) Construct E from Z4. Compute the residual, 
r=b-(A+ E)x. 
until f1 < Ores 
End 
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In order to illustrate the performance of the algorithm arid provide a criteria by 
which a calculated approximate GCD may be assessed, an example is now provided 
showing the calculation of the approximate GCD of a polynomial and its derivative. 
Example 6.2. Consider the polynomial, 
p(x) = (x - 0.9)'(x - 0.95)ß`(x - 1)0 (6.15) 
and its derivative p(')(x), whose GCD, d(. r, ), is 
d(x) = (x - 0.9)6(1 - 0.95)7(x - 1)8. (6.16) 
If elements, p2i of the coefficient vector, p, of p(x) are perturbed by a signal to noise 
ratio of De = 1010 such that, 
_) ýýý-ý+oc, (6.17) 
where oE R25 is a vector of uniformly distributed random numbers on the interval 
[-1,1]. Consequently, fi(x) and are co-prince and by definition do not possess 
a non-trivial GCD. Assume that d(x) is now perturbed to 
d(x) by noise with a signal 
to noise ratio, De = 105, in order to represent an initial estimate of the CCD. 
The reason for computing d(x) from p(x) and p(')(x) then perturbing it, as op- 
posed to computing an estimate of d(x) from fi(x) and for example via a 
triangular decomposition, is because it allows greater control over the noise. It is ap- 
preciated that this is not possible in practice, since the theoretically exact polynomial 
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will not be known. However, in order that the algorithm's performance can be as- 
sessed independently of any external input factors, such as peculiarities of any chosen 
algorithm for calculating initial estimates, this method is felt to be appropriate. 
The algorithm is then run and the residual of the computed system is then exam- 
ined. It is reasoned that the norm of the noise in b=[ p(1) ]T is, 
En -llebll<11611 
De Öe 
(6.18) 
hence it is reasonable to set the threshold 0= 
llbll. If the norm of the normalised 
residual is given by, r = IIb- (A+ E)xII/IIbII, then the solution is valid if r < B/IIbII. 
Consequently, Byes = 1/De. 
For this example, the initial residual, IIb - AvII/IIbII, and the residual of the com- 
puted solution, IIb - (A + E)x II /IIbII, which was reached after 22 iteration, are, 
IIb - AxIIlIIbIi = 2.42717 x 10-6 
IIb- (A+E)xIIlIIbII = 3.55516 x 10-" 
Clearly, the computed solution is valid, since 1lb - (A + E)x1111lbIl < Ores. Q 
When, as in Example 6.2, the given polynomials are perturbed such that they 
have a non-constant GCD it may be desirable to "correct" them in addition to the 
CCD estimate d(x). This will allow d(x) = GCD(j3(x), q(x)) to he computed with a 
much smaller residual. This is addressed in the next section. 
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6.6 Errors in both A and b 
In the previous section, only errors in A were considered. This section extends the 
analysis by considering the case when both A and b have structured errors. That is, 
(A+F, )x=h+h, 
where the matrix E represents the errors in A, as in the previous section, and a vector 
hE Rrn "+z that represents the errors in b is given by, 
Ir 
1IT 
h-I 4+2 Zk+3 """ Zna+n+ti+3 J 
where k is the degree of the GCD. The vector of distinct perturbations is now rep- 
resented by z= [-Ai-417' E III'"+n+k+s where zb are the distinct perturbations in 
b. 
It follows from the definitions of h and z that there exists a matrix PE R(m+n+2) x (m+n+k+3) 
such that, 
Pz ý_/= ()(m. 
+n+2)x(k. +1) 
Im+n+2 Z, (6.19) 
where I? n+n+2 is the identity matrix of order m +, n +2 and the subscripts on the zero 
matrix indicate its order. 
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Example 6.3. If m=4, n=3 and k=2, then 
P= 
000100000000 
000010000000 
000001000000 
000000100000 
000000010000 
000000001000 
000000000100 
000000000010 
000000000001 
and It = 
z, j 
Z5 
1 h 
zg 
Zg 
'1o 
z>> 
'12 
Z7 
0 
The residual r(z, x) that is associated with an approximate solution of (6.6) due 
to the perturbations in E(z) and h(z) is given by, 
r(z, x) = (b + h) - (A + E)x, h= Pz. (6.20) 
The matrix Y, from the previous section, is now replaced by, 
Y 
C3(u 
(rn+l)x(k+l) 0(? n+l)x(rn+n+2) 
E R(rn+n+2)x(rn+n+k+3) (6.21) 
C14(v)(n+l)x(k+l) O(n+l)x(m+n+2) 
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Example 6.4. If in = 4, n=3 and k=2, then from (6.9), 
Y= 
0 
U0 00000000000 
ui 110 0000000000 
U2 ul u0 000000000 
0 11,2 ul 000000000 
00v: z 000000000 
v0 00000000000 
nt v0 0000000000 
0 111 v0 000000000 
00v, 000000000 
r0 
(6.22) 
By ignoring higher order terms it is possible to linearise the minimisation of the 
residual r(z, x), and hence it can be expressed as, 
r(z+8z,. r+Jx) = b+h-A(. r, +6. r, )-E(x+8x) 
lzzý b+ Pz + Ph - Ax - Ahx - E(z). r - E(z)hx7 
-ý 
OEhzý 
.r 
ý_o = 
r(z, x) + Paz - Ahx - Ehx - hF, x 
r(z, x) + f'bz - Aöx - E6x - Yd-- since YDz =6E. r 
= r(z,. r) - (Y - P)6z - (A + E)S. r. (6.23) 
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The minimisation problem can therefore be approximated by, 
r' 
II 
71 
(6.24) 
where r= r(z + 6z, x+ 6x) and DE R(m+n+k+3)x(m+n+k+3) is a diagonal matrix that 
accounts for the repetition of the elements of z in A and b and thus, 
n= 
II11I1 
r=0: 6s. 6a 
11 
D(z + 6z) 
r (rn +n- 2k + 2)Ik+t 0 
0 1,,, +, 0 
Hence, equation (6.14) becomes, 
min 
r 11 Jz rD 
OJ 
L Sx - 
Dz 
1 (6.25) 
(1 öz 
subject to (Y - P) (A + E) J= r(z, x). L Ä: r, 
6.6.1 Solving errors in A and b using Lagrange multipliers 
Ina+n+2 
As stated previously, the minimisation problem (6.24) can be solved by the method 
of Lagrange multipliers. In particular, the matrices C and G, and the vectors g, f 
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and y in (6.2) are replaced by, 
cI[ (Y - P) (A + E) 
]E 
R( m+n+2)x(2mt2it-k+5) 
9 
f 
y 
rD0]E 
R(ne+n+k+3)x(2m+2n-k+5) G --ý 
9'(z, . r) 
E Rm+a+2 
-Dz E IIBm+, i+k+s 
-4 
--ý 
--4 
6z 
fi. i fi. i 
I[8s"`+2n-d-+5 
where, kE R"`+n+k+3 and b, E R"t+"-2k+2 
Algorithm 6.2: Errors in A and b using Lagrange multipliers 
Input: The coefficient vectors p, q and d and a tolerance on the residual °,,,,. 
Output: The coefficient vector of the refined approximate GCD d and the 
corresponding coefficients of the corrected polynomials p and 
Begin 
1. Construct the matrices A and P and vector b from (6.8) and compute the initial 
value of . r, 
from, 
mnIlAx - bli. 
T 
Construct the residual r=b- Ar. Set E=0, h=0, zb = 0, zq = 0. 
2. repeat 
(a) Construct Y from r. 
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(b) Solve (6.2), where C, G, g, f and y are given in Section 6.6.1. 
lT 
r yJ 
H 
(c) From the vector y of the solution, set zA :=z+ 62n, Zb :=z+ 6Zb and 
x: =x+ 6x. 
(d) Construct E from ZA and h from zb. Compute the residual, 
r=(6+h)-(A+F, )x. 
until <0 
End 
It was stated that one reason for allowing structured perturbations in both A and 
b was because it would allow a GCD to be calculated with a vanishingly small residual. 
Indeed, if the polynomial in Example 6.2 is considered with the same values of De, a 
valid solution can be achieved in just six iterations, even with an error tolerance set 
to Byes = 10-16, 
Ilh - AxII/116I1 = 2.42717 x 10-6 
II(6+ h) - (A+ %; )xII/II6II = 1.93937 x 10-'7. 
Clearly, in this instance °, is very much smaller than the actual error in the co- 
efficients of j3(: r) and its derivative, and a residual this small would not have been 
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achieved if only errors in A had been considered. Consequently, by allowing struc- 
tured perturbations in both A and ba much "better" solution, with respect to the 
norm of the residual, has been achieved. However, this is not a better solution if 
it is to be used to calculate a multiplicity structure since the calculated polynomial 
q(x) 36 j3 )(x). It is therefore necessary to enforce the derivative constraint in b and 
this is done in the next section. 
6.7 Enforcing a derivative constraint 
In the case where it is necessary to find an approximate GCD of a polynomial p(x) 
and its derivative p(i)(x) it is possible to utilise the extra structure to enforce the 
relationship between p(r) and p(i)(x). In particular, the vector hE R'-+' becomes, 
h- Zk+2 Zk+3 """ tim+k+1 tim+k+2 mzk+2 
(m - l)Zk+3 .. 
2z, n+k 
zm+k+1 
lI' 
for the perturbation vector z=[ z1 Zm+k+2 
ýT. From this the matrices I', Y 
and D become, 
I I 0(m+1)x(k+1) Im+l 
P= 
Y 
m+1)x(k+1) 
I 
Im+l 
l 
Omx(k+1) Im nmxl 
J 
C3(u)(m+1)x(k+]) 0(m+1)x(m+1) 
C1(Z')mx(A. 
+1) 
Omx(m+I) 
ýR 
(2rn+1)x(rn+k+2) 
ý (2tn+1)x(m+k+2) 
7' 
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and, 
D= 
I (2ni - 2k + 1)h"+i 
0 
m+k+2)x(+n+k+2) 
ýtý 
where 1V E)18ý"'+iý is a diagonal matrix whose elements along the diagonal are 
= (m + 2) - i. 
Consequently, the matrices (7 and G, and the vectors g, f and y in (6.2) become, 
C -4 
G- 
[ (Y _ P) (A+ E) 1E R(2m+1) x (: 3rn-A"+3) r 
Iý ()I ER( m+k+2)x(3m-k+3) 
1'L(ti x) ER 2rn+I 9 -' 
pý _D4 E 
Rm+k+2 
y ý 
6, - 
6. r bx 
E sm-ti"+s 
where, öz E R"+k+2 and 8. r E R'-2A+r Solve using Algorithm 6.2. 
Using the derivative constraint allows the solution space to be reduced, in the 
same way as enforcing the structure of A and b did in Section 6.4. This ensures that 
only valid solutions are obtained. In the case of the polynomial from Example 6.2 
it is possible to achieve a good and solution in just 3 iterations. With the resulting 
residuals being, 
0 
IIb - A. rII/IIbIi = 2.42717 x 10-" 
Jib - (A + E). rII/IIbII = 1.56831 x 10-11. 
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Clearly, the achieved residual 11b- (A + E)xII/IIbIl is well within the limits defined by 
(6.18) and, due to the newly introduced derivative constraints, q(. r) is now equal to 
p(i) (x). 
So far, only information regarding De in the context of a minimum allowable 
residual has been considered. However, allowing perturbations in b implies that there 
should also be some limit, based on Ac, on the amount they may be moved. It would 
seem pertinent to allow the maximum allowable perturbation, op in a coefficient p, 
to be, 
ýýe =ý 0c' 
and therefore the solution is only valid if, 
Ipl -p, l <1 
InY I- Ac, 
In the case illustrated above, the average correction to the coefficients of p(. r) as 
defined in (6.4) and (6.5) is 6x 10-6 which is more than 4 orders of magnitude greater 
than the allowable correction. An attempt must therefore be made to constrain the 
solution space further and some preliminary work based on constrained least squares 
is now detailed. 
6.8 Bounded least squares and the approximate 
GCD 
Given knowledge of the signal to noise ratio in the coefficients, it is possible to reduce 
the solution space still further since this information motivates the use of bounded 
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least squares (BLS) which limits the search space to within a specified region. That 
is. 
min IIA. r, - b1l subject to 1<: r <h s 
(6.26) 
where 1 and h are vectors of simple scalar bounds and l<h. It is therefore possible 
to ensure that the coefficients are not perturbed by more than the signal to noise 
ratio and hence fall within a, valid solution space. This may he done using an active 
set method, p. 198-203 [3], to solve the minimisation in (6.26). A brief outline of the 
method is now detailed. 
6.8.1 An active set algorithm for BLS 
Active set algorithms consist of a, sequence of equality constrained problems which are 
solved according to the prediction of the correct active or working set. The working 
set includes those constraints which are satisfied at the current approximation, i. e. 
in the case of simple BLS, x, = 1, or x, = h,. It should be noted that while this 
set consists of only constraints that are satisfied, it is not necessary that all such 
constraints are included. 
Initially, it is necessary to check the feasibility of the hounds i. e. 1, < Ii,, i= 
1.... 
, n, where xE 
IR". The index set of x is then partitioned according to, 
UB, {1,2,..., ßa} = 17 
where iE Jr if x, is a free variable and iEB if x, is fixed at its 
lower or upper bound, 
i. e. it is in the working set. If, at the kth iterate, the matrix rýr is constructed such 
that it consists of the rows e iEB of the unit matrix 1,,, and 1 is defined similarly, 
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then it is possible to define a permutation matrix Qk as, 
Qk =I rf rB (6.27) 
from which it is easily seen that the product 
AQk =I AEr Ar8) =I AS A8 J. (6.28) 
corresponds to the permutation of the columns of A. 
If xk is the iterate at the kth step that satisfies the working set of constraints 
associated with the matrix r?, then the (k + 1)th iterate may be defined as, 
xk+l = rk + n'kpk, (6.29) 
where A is the search direction and ak is a nonnegative step length. The search 
direction is constructed so that the working set is satisfied for all valises of ak. This 
is achieved by defining pk as, 
pti = r. FqA, (6.30) 
and determining the vector q, - so that rk - Erq minimises the objective function of 
the unconstrained least squares problem, 
min llAFs4A. - rkll, 1'k = b- A. rk. QA (a. 31) 
A value for the maximum normegative step length, n, along Pk for which . rk+1 
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remains feasible with respect to the constraints not in the working set is now de- 
termined. If &<1 then ak =a and the constraints that are hit are added to the 
working set for the next iteration. 
If a>1 then ak =1 and xk+i will minimise the objective function when the 
constraints in the working set are treated as equalities. In this case the optimality of 
xk+t is now checked by computing the Lagrange multipliers for the constraints in the 
working set, 
A= -EýATrA+i" (6.32) 
The Lagrange multiplier Ai, iEB, for the constraint 1, < x, < hi is considered 
to be optimal if A<0 at an upper bound and Ai >0 at a lower bound. If all 
multipliers are optimal then the algorithm terminates. If one or more multipliers are 
not optimal, then the least optimal one is deleted from the working set for the next 
iteration. This may be achieved via a, right circular shift, in which the columns are 
permuted such that, 
k+ 1,..., q- 1, d =ý. 4, k+ 1,..., q- 1., 
in the case where the bound to be dropped is xq. This can be achieved by, 
(6.33) 
AQk+I = AQkf'a(k, q), (6.34) 
where PR(k, q), q>k+1, is a permutation matrix which performs the right circular 
shift. Similarly, if the bound corresponding to xq becomes active then it can be added 
to the working set by, 
AQk+l = AQAI'r(k, 9), (6.35) 
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where PH (h'. q). q< k+ 1. is it permntatiou matrix R'hiell performs a left cirenlar shift 
such that the columns are permuted. 
q. q+1,.... k- =ý. q+1..... A-. q. (6.36) 
The active set method can now be used to calculate a solution to (6.2). It should 
be noted that, as stated previously, only preliminary testing has been carried out and 
some problems involving floating point accuracy can result in bounds being violated. 
However. it is believed that these problems could be overcome with further work. and 
despite this problem. results are promising and for the polynomial in Example 6.2 a 
norinalised residual of 1.05236 x 10-10 is achieved and the average correction applied 
to the coefficients is 6x 10-10 which is an improvement on the case where BLS wasn't 
used. 
(a) (b) 
Figure 6.1: For a test set of 1000 l)olVnomials. (a) The average Shift of'the oeffieieuts: 
(b) The normalised residual. The v-axis uses the log scale. 
Figures 6.1 (a) and 6.1 (b) display the results from running the algorithm on the 
set of 1000 test polynoniials in the case where the signal to noise ratio in both the 
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polynomial and the initial estimate of the GCD is Oe = 10s. Figure 6.1 (a) shows the 
average normalised distance each coefficient was moved whilst Figure 6.1 (b) shows the 
normalised residual. Clearly, despite the breaking of the bounds that BLS attempts to 
enforce, good results are achieved with respect to the normalised residuals which are 
bounded to within the limits defined in (6.18). As stated previously, the reason for the 
violation of the bounds is believed to be mainly due to underflow as a result of dealing 
with coefficients with tiny coefficients of vastly differing magnitudes. Dealing with 
this problem would be highly non-trivial, perhaps involving multi-precision arithmetic 
and therefore it may be prudent to regard the bounding process as limiting rather 
than hounding the perturbations. 
6.9 Summary and future work 
In this chapter a method for calculating the approximate GCD using STLN has been 
developed. It has been shown that it is possible to restrict the solution space by 
allowing only structured perturbation and enforcing a derivative constraint such that 
q(x) = p(')(x). An active set algorithm has also been detailed which allows the STLN 
problem to be solved within a set of simple bounds and preliminary results indicate 
that this would be a good method for returning a solution that has not been perturbed 
by more than Ae allows. 
Apart from obvious refinements to the algorithm, such as update procedures to in- 
crease computational efficiency, there is also scope to extend the theory to calculating 
GCD's for a given multiplicity structure. For example, the polynomial, 
p(x) = (x - 1)2 (x - 2)3(x - 3)" (6.37) 
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has a multiplicity structure µ= [2,3,4] and the successive GCD calculations therefore 
produce, 
di(x) = GCD(p(x), p(')(x)) = (x - 1)(. r, - 2)(x - 3)s 
d2(x) = GCD(di(x), d(Il)(x)) = (x - 2)(x - 3)2 
ds(x) = GCD(d2(x), dz')(x)) = (x - 3). 
If this structure is known in advance then the problem can be formulated such that, 
C(d1) 0 
0 C(d1) 
C(d2) 0 
0 C(d2) 
0 C(d3) 
0 C(ds) 
U] 
U1 
112 
Vl 
113 
7ý3 
p 
PM 
dý 
d(I' ý 
d2 
dz') 
If, as is more likely, the multiplicity structure is not known in advance then this 
structure can he built up over several iterations. For example, the first iteration 
would have the structure, 
C(dl) 0 vý p 
0 C(di) 771 p(i) 
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the second would have the structure, 
rr C(d, )0 
0 C(c 1 0 C(dl) J 
CA) 0 
0 C((c2) 
7ll 
V1 
U-2 
ZI V 
p 
ý(i) 
cl, 
1 
and so on. This would force each iteration of the factorisation procedure to bare the 
necessary relationships to each other and hence reduce the solution space still further. 
It is believed that this would aid in the case where the GCD algorithm is used as 
subroutine of a root-finding algorithm. 
An alternative way of addressing the approximate GCD problem is by calculating 
a low rank approximation of a Sylvester matrix using STLN and sub-resultants. This 
method can he found in [39] which contains not only the theory but also non-trivial 
examples using polynomials of up to degree 50. The equivalent Bernstein basis for- 
mulation is presented in [37]. These methods are not discussed in this thesis because 
they are already in the public domain. 
In the next chapter the STLN GCD and the method of rank determination via 
NIL are combined into one algorithm. 
Chapter 7 
Calculating the GCD of two 
polynomials 
In the previous two chapters methods have been developed to calculate the rank of a 
resultant matrix and refine an estimate of an approximate GCD for two polynomials. 
Until now, these methods have been considered in isolation with the degree and 
initial estimates being given to the refinement algorithm described in Chapter 6. In 
practice, however, it is more likely that the GCD will have to be computed from 
the polynomials alone. This can be achieved by calculating the rank of the resultant 
matrix corresponding to the given polynomials and then performing a triangular 
decomposition, such as QR or LU [11]. From this the coefficients may he extracted 
as shown in Chapter 4. 
A generalised algorithm for computing the approximate GCD of two polynomials 
can therefore be formulated as in Algorithm 7.1. 
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Algorithm 7.1: Computing the approximate GCD of two polynomials 
Input: The coefficient vectors pE IfBrn+' and qE IIBn+1 of the polynomials p(x) and 
q(x) respectively. 
1. Construct the resultant matrix R= R(p(x), q(x)) E R'"' 
2. Calculate the rank, r, of R. 
3. Perform an upper triangular decomposition on R. The last t-r+1 elements 
on the rth row are the initial estimates of the coefficients of the GCD. 
4. Refine the estimate using an optimisation method. 
Output: The coefficient vector d of the approximate CCD. 
In this chapter the methods developed in Chapters 5 and 6 are used in steps two 
and four of Algorithm 7.1, respectively, and the algorithm is tested on a set of 100 
pairs of random, inexact polynomials. Each polynomial pair has an almost common 
divisor and are generated as described in Algorithm 7.2. 
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Algorithm 7.2: Polynomial Test Set 2 
1. Generate three polynomials, 
k 
d(x) = 
ll(x 
- ati), 
l=o 
u(x) 
, =o 
1 
v(x) = 
ll(x 
- yJ, 
a=0 
where k, h and l are randomly generated integers on the intervals [3,5], [3,101, 
[3,7] respectively. 
2. Form the polynomials p(x) and q(x) such that, 
p(x) = d(x)u(x) and q(x) = d(x)v(x) 
3. Perturb the coefficients {p, } and {qj} of p(x) and q(x) in the cornponentwise 
sense, such that, 
lp'l - fAl = fpj + Piri 21-, - 1, 
and hence p(x) - P(x) and q(x) i(x). 
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7.1 Results and Analysis 
In this section results from Algorithm 7.1 are given for various different scenarios 
involving different implementations of steps two and four. These are, 
" Options for step two in Algorithm 7.1, 
1. Theoretically exact rank is given. 
2. Rank is calculated using MLrank O. 
" Options for step four in Algorithm 7.1, 
1. Only errors in A are considered. 
2. Errors in A and b are considered. 
3. Errors in A and b are considered with bounds. 
Results are given for the theoretically exact rank in addition to the calculated 
rank because while this algorithm is presented as a black box solution, step four in 
Algorithm 7.1 is independent of the method used to calculate the rank of the resultant 
matrix. Consequently it is desirable to observe the performance of the algorithm on 
the test set, independent of any error in step two. 
All results, unless otherwise stated, are obtained from polynomials whose compo- 
nentwise signal to noise ratio, De, is equal to 10s. The presented results are however 
representative of those for different values of Oe. 
Figure 7.1 shows the error in the calculated rank for the test set of 100 polynomials 
and it can be clearly seen that MLrank O accurately calculated the rank for approxi- 
mately 80% of the set. Consequently approximately 20% of the computed GCDs are 
of the wrong degree. From Figure 7.1 it can be seen that in the majority of these 
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Figure 7.1: The error between the computed rank H11(1 the theoretically exact rank 
when calculated using MLrankO. 
cases the estimated degree of the GCD is greater than the theoretically exact degree. 
This will clearly lead to increased residuals with respect to the final refinements of 
the GCDs. 
This is seen in Figures 7.2 (a) and (h) which shows the nortnalised residual, 
I- = 
IIAr - bII 
IIbII 
where A. x and b are the matrix and vectors associated with the system (6.6), for the 
initial estimate and final refinement. Figure 7.2 (a) shows the results when time theo- 
retically exact rank is given and Figure 7.2 (b) shows the results for when MLrank() 
is used to calculate the rank. 
It can be clearly seen that, while being generally very similar, there are several 
cases where the refined residuals in (b) are greater than those in (a). This is due to 
the overestimates made by MLrank() with regard to the degree of the GC'D. 
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Figure 7.2: The normalised residual for the initial estimate =-- and after the refine- 
inent = when considering only errors in , 
A. (a) Given theoretically exact raiik: (h) 
Rank calculated using MLrankO. The y-axis uses the log scale. 
The link between the error in the degree of the GCD and the residual can be seen 
in Figures 7.3 (a) and (b) which show the errors ill the rank and corresponding initial 
and refined residuals respectively. In Figure 7.3 (a) the initial estimates are all fairly 
inaccurate, with residuals significantly larger than Ac. In contrast, the residuals in 
Figure 7.3 (b) are, in general. only greater than -Ic w-hen the rank of the resultant 
matrix is underestimated/the degree of the GC'D overestimated. This is as expected 
because while two polynomials with a GC'D of degree k also have common divisors of 
degrees k-1, 
.... 1 they 
do not have coinmou divisors of degree greater t ban k and 
therefore, when considering only errors in A. it is unlikely that it small residual can 
he achieved when the degree is overestimated. This is however not a problem when 
considering errors ill both .1 and 
1) where it is possible to produce vanishingly small 
residuals for all polynomials in the test set. 
Figures 7.1 (a) and (b) show the normalised residuals for the initial and refined 
GCDs where in (a) the theoretically exact degree has been given and in (b) the degree 
CHAPTER 7. CALCLTLATING THE GCD OFTll-U 1'OLI'. ý'O_11I: ýLS 
(a) 
5. 
0 
Iý 
-SS "r "4ý 
iiI "! "" 
"Sji " 
ý'ý. 
%.. 
ýý tS".. ýý 
""ý%ý fjýýJ ý7hh7.1. ý 5. 
ý` ti 
1ý 
i5yy 
-10ý 
ý 
5' 
'" 
150 
20 40 60 80 100 
-5 
(b) 
J, . \'", 
" "ý 
-". "ü"! - "'". 
ý"º "I 
, "ýýýýý 
wý, ýýtitiY4^ýyý ý ýýýýýýýýý ýýý ý, ý ý 
150 
20 40 60 80 100 
9() 
Figure 7.3: Calculated degree of GCD - The theoretically exact degree = and its 
effect on (a) The initial residual =--; (b) The refined residual =--. 
0 
(a) 
ý1 ý". fl ý ,; 
t "ýý . 
_4'  1 ý 
ý, 
ý ý %+/ .. q. 
^r,. 1 
ye 
-8 ýý"i ý1y, 
ý 11r, " 
ý1`( 
`,,, 
-10ý 
-12' 
-14 
,.. ý 
100 
(b) 
-4ý", ýý1" nýý; 
rý\; "/ ý "'r' tirýý  
-6'/LLrý". rrrrSrr 
r ;{" rr rn ýr'tiýy ýrrrýrýu'ý r'. 
r+ Sý ýýý 
ý I} -10 
_12. 
_14 
-16 0 20 40 60 80 
r 
100 
Figure 7.4: The normalised residual of the coefficients of the initial estimate =-- and 
after the refiueuuont = whet, considering errors in A and b. (a) Given theoretically 
exact rank: (h) Rank calculated using MLrankO. 
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has been calculated using MLrankO. Since the initial approximations are obtained 
in the same way, regardless of the refinement method, they are identical to those 
seen in Figures 7.2 (a) and (b). The residuals after refinement are however much 
improved and are consistently at the level of floating point regardless of the accuracy 
of the computed degree. However, as discussed in Chapter 6, this improvement in the 
residual is achieved by introducing a relative shift in the coefficients that far exceeds 
1/De and it is therefore necessary to hound these perturbations using BLS. 
Figure 7.5 (a) shows the initial and final residuals obtained from the BLS imple- 
mentation of STLN GCD for the case where the theoretically exact rank is given. 
As can be seen the algorithm only provides a significant improvement for two of the 
polynomial pairs and in most cases provides no improvement at all. This is due to 
the initial estimate being too inaccurate causing the algorithm to fail to converge. 
Hence, in order to obtain acceptable results the initial estimate must first be refined 
by considering errors only in A which can be used as the starting point for the BLS 
STLN GCD algorithm. The results from this can be seen in Figures 7.5 (b) and (c) 
which are for the given and calculated ranks respectively and around 20% of the test 
set have been refined to the point where their residuals are at the level of floating 
point. 
The BLS implementation of STLN GCD enables the limiting of the perturbations 
applied to p(x) and q(x). Figure 7.6 (a) shows that the maximum relative shift on 
a, coefficient, p when there are no hounds can vastly exceed p, /Ae. In one case by 
as much as 12 orders of magnitude. This problem is not as extreme in Figure 7.6 (b) 
due to the bound constraints. However, it is also apparent that the bounds, whilst 
constraining the perturbations to some extent, are not keeping them within the region 
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defined by , Ae. 
Since the work on BLS is presented as a proof of concept rather than a finished 
piece of research, the solution to this problem is left for future work as the ability to 
limit perturbations in the system has been demonstrated which was the aim of its 
inclusion. It is believed, however, that the came of this problem nnay be a combina- 
tion of floating point error and ill-conditioning and therefore these areas should be 
investigated first. Any refinement is hoped to also improve the residuals such that 
they are consistently smaller thou those in Figures 7.2 (a) and (b) with t lie possibility 
of vanishingly small residuals such as those shown in Figures 7.4 (a) and (h). 
In addition to showing the maximum and ininimuni relative shifts of a coefficient 
Figures 7.6 (a) and (h) also show the geometric mean of the relative shift of in the 
coefficients and it is interesting to note that with BLS this mean is within the level 
of the signal to noise ratio and consequently. when considered in the norniwise sense, 
the bounding Oil the coefficients is effective. 
I; r.; 
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7.2 Summary 
In this chapter the algorithms presented in Chapters 5 and 6 have been tested on a 
set of 100 random polynomials of the type described in Algorithm 7.2. 
It has been shown that it is possible to calculate the approximate GCD of two 
inexact polynomials in the absence of information regarding the magnitude of De. 
When considering errors only in A the residual is consistently reduced to the level 
of the signal to noise ratio, provided the degree of the GCD is correctly obtained. 
For errors in both A and b the refined residual is within the level of floating point 
error but the shift on the coefficients is unacceptably large. This is addressed to some 
extent by the introduction of a basic BLS algorithm which restricts the perturbations 
that can be applied to the given polynomials. This is however ineffective if inaccurate 
initial estimates are given. Additionally the bounds may be violated by up to around 
two orders of magnitude. This has been highlighted as an area for further research. 
In the next chapter the use of repeated GCD factorisations to reveal the multi- 
plicity structure of a polynomial and its derivative is examined. 
Chapter 8 
Revealing a multiplicity structure 
In the previous chapter an approximate CCD algorithm for calculating GCD(p(. r), q(r)), 
using the methods developed in Chapters 5 and 6, has been presented and tested. 
In this chapter the more specific case of calculating the GCD of a polynomial and 
its derivative is considered. The viability of the use of repeated iterations of this 
algorithm to determine the multiplicity structure of a polynomial is then explored. 
8.1 Calculating the GCD of a polynomial and its 
derivative 
Given a, polynomial p(x) it is possible to calculate d(x) = GCD(p(x), p(')(: r, )) using 
the rank of a resultant matrix, a triangular matrix decomposition and the method of 
STLN. This may be achieved as follows. 
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Algorithm 8.1: Computing the approximate GCD of a polynomial and its 
derivative 
Input: The coefficient vector pE m+i of t1i polynomial p(. r. ). ý 
1. Construct the resultant matrix R= R(p(x), p(') (x)). 
2. Compute the singular values of R and calculate its rank, r, using AIL, as detailed 
in Chapter 5. 
3. Perform an upper triangular decomposition on I? and obtain the coefficients of 
the initial estimate of the approximate GCD. 
4. Refine the estimate using the method of STLN as seen in Chapter 6. 
Output: The coefficient vector d of the approximate GCD. 
The GCD algorithm, as described, has been tested on a large number of poly- 
nomials and has been found to produce excellent results on very noisy polynomials. 
Increasing the degree of the polynomials makes the algorithm slightly less stable. 
This is as expected, since increasing the degree of the polynomial generally causes 
an increase in the condition number of the corresponding resultant matrix. This is 
significant since calculating the rank of the matrix causes the most problems. In order 
to illustrate this and to further assess the algorithms performance, a representative 
test set of 6 polynomials has been chosen. 
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pi (x) _ 
p2(x) _ 
ps(x) _ 
p4(x) _ 
p5 (X) = 
p6 (0 _ 
Polynomial test set 
)2(x, - 1) (x - 0.1)4(x - 0.4)3(x -0.7 
(x - 0.1)8(x, - 0.4)6(x - 0.7)4(x - 1)2 
(x - 0.1)if; (x - 0.4)12(x - 0.7)4(x - 1)4 
(x - 0.1)7(x - 0.9)7(x - 1)7 
(x, - 0.1)7(x - 0.99)7(x - 1)7 
(x - 0.1)7(x - 0.999)7(x - 1)7 
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As previously stated, the calculating of the rank of the resultant matrix is crucial 
to obtaining the approximate GCD. This is due to the fact that its output is discrete 
and consequently is either correct or incorrect as opposed to the other stages whose 
performance may be assessed by a residual. An incorrect rank results in the degree of 
the GCD being incorrect and consequently every other stage is incorrect. The effect 
of increasing the degree of a polynomial, reducing its root separation and increasing 
the noise in the coefficients on the calculated degree of the GCD can be seen in Table 
8.1. 
It can be seen that the correct degree of GCD(p p, 
(')), p, = p, (x) has been 
computed for all the polynomials in the absence of noise and only GCD(p3i P3M (X)) is 
incorrectly computed when Ae. = 1010. Increasing the noise so that Oe = 10' results 
in only GCDs corresponding to pl, pzi p4 being calculated correctly which is expected 
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(a) (h) (C) (d) (e) (f) 
Pi 6 6 6 6 9.3x102 
P2 , 16 16 16 16 1.4 x 1033 
P3 36 36 32 28 2.4 x 1050 
P, 18 18 18 18 7.1 x 1030 
P5 18 18 18 15 8.8 x 1029 
P6 18 18 18 19 1.6 x 103' 
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Table 8.1: (a) Polynomial p, = pj(x); (h) The theoretically exact degree of 
GCD(pp, (')); (c) The calculated degree of GCD(p,. p, 
(') 
with no noise; (d) The 
calculated degree of GCD(pp, 
(')) 
with De = 1010; (e) The calculated degree of 
GCD(ppa')) with De = 108; (f) The condition number of B(pp, 
')). 
since two of the root clusters in p5 and ph are extremely close, causing instability as 
shown in Chapter 2, whilst the Bezoutian associated with p3 has a condition number 
of 2.4 x 1050. However, in spite of these failings the algorithm's performance is still 
good given that it is given no information about De. In contrast, under the same 
conditions MatLabs rank() correctly computes the degree of all the GCDs in the 
absence of noise, but fails for all polynomials when Ae. = 1010 and Ae = 108. 
Clearly, testing the performance of the rest of the algorithm when the calculated 
degree of the GCD is incorrect is of limited value. Consequently, in order to pro- 
vide better analysis, the correct degrees of the theoretically exact GCDs are input 
into stages three and four of Algorithm 8.1 and the obtained normalised residuals 
examined. 
Table 8.2 shows the obtained residuals for the different methods described in 
Chapter 6 when the coefficients are unperturbed by noise whilst Tables 8.3 and 8.4 
show the residuals when the coefficients have been perturbed by a signal to noise ratio 
of 1010 and 108 respectively. Column (c) shows a clear increase in the residuals of the 
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(fl) (h) (c) (d) (e) M (g) 
A 6 5.842e-015 1.3183e-016 5.8683e-018 2.5542e-016 3.1157e-016 
P2 16 2.6523e-012 1.5738e-016 6.5015e-019 2.9661e-016 6.2173e-016 
p3 36 9.6958e-006 4.2684e-009 1.8341e-019 1.4756e-008 4.5144e-007 
P4 18 8.6633e-007 2.6221e-016 1.3562e-016 6.8382e-015 1.2792e-O11 
P. 5 18 1.8235e-005 2.5119e-012 5.0633e-016 0.00041598 3.9462e-006 
PC, 18 5.608e-005 2.4487e-007 2.5566e-016 0.00045333 4.3716e-006 
Table 8.2: No noise; (a) Polynomial p;; (b) The theoretically exact degree of 
GCD(pp, ')); (c) The normalised residual of the initial estimate from stage three; 
(d) The normalised residual considering errors in A in stage four; (e) The normalised 
residual considering errors in A and b; (f) The normalised residual using an enforced 
derivative constraint; (d) The normalised residual using an enforced derivative con- 
straint and BLS. 
(a) (b) (e) (d) (e) M (g) 
Pi 6 5.4817e-010 6.2438e-012 1.3304e-017 1.3475e-016 1.934e-015 
P2 16 5.0985e-007 5.494e-011 1.463e-018 3.0557e-013 5.6192e-010 
P3 36 1.8704e-006 5.0477e-007 1.8716e-018 3.4786e-007 5.9894e-007 
7)4 18 0.00089324 1.9968e-011 3.4513e-016 2.1067e-007 0.00065703 
P5 18 0.00092698 2.8452e-007 2.5117e-016 8.933e-009 0.00070851 
P6 18 0.00078617 1.6641e-007 3.0379e-016 1.2286e-009 0.00068757 
Table 8.3: Ae = 1010; (a) Polynomial pi; (b) The theoretically exact degree of 
GCD(p,, p; l)); (c) The normalised residual of the initial estimate from stage three; 
(d) The normalised residual considering errors in A in stage four; (e) The normalised 
residual considering errors in A and b; (f) The normalised residual using an enforced 
derivative constraint; (d) The normalised residual using an enforced derivative con- 
straint and BLS. 
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(a) (b) (e) (d) (f) (g) 
pl 6 4.5768e-008 2.672e-010 7.1983e-018 4.7193e-016 6.2154e-015 
P2 16 1.3814e-005 3.5642e-008 2.386e-018 5.9328e-007 2.1952e-006 
p3 36 2.9243e-005 6.2166e-006 1.2349e-016 1.0981e-005 2.5402e-005 
P4 18 3.9737e-005 8.3943e-008 3.5008e-016 1.4639e-009 3.8595e-005 
ps 18 4.171e-005 1.9985e-007 3.9778e-016 1.1112e-009 4.1488e-005 
P6 18 3.9215e-005 2.1018e-007 3.0977e-016 7.3508e-005 3.8579e-005 
Table 8.4: De = 10A; (a) Polynomial p,; (b) The theoretically exact degree of 
GCD(pp; ' ); (c) The normalised residual of the initial estimate from stage three; 
(d) The normalised residual considering errors in A in stage four; (e) The normalised 
residual considering errors in A and b; (f) The normalised residual using an enforced 
derivative constraint; (d) The normalised residual using an enforced derivative con- 
straint and BLS. 
initial estimate as the amount of noise increases as does column (d) which shows the 
residuals for errors only in A. This is as expected since the equality constraint in the 
LS problem, coupled with the inability to perturb b, results in there not being an exact 
solution to Ax = b. Consequently, a residual of approximately the same size as oP is 
to be expected and the fact that p3i p5 and pb have residuals that are considerably 
larger than oe is largely attributable to the fact that they are more unstable than 
pi, pz and p4. Indeed, it should be noted that these polynomials resulted in the 
worst performance of the rank algorithm. This trend of larger residuals is observed 
throughout the columns of Tables 8.2,8.3 and 8.4 with the exception of column 
(e) which performs exceptionally well for all polynomials due to it being the least 
constrained of all the methods. This does not however mean that STLN considering 
errors in A and b provides the best solution since it does not require that b= [p qjT 
[p p, (r)] or that the solution lies with in a set space defined by De. This is especially 
important in the case where it is required to perform repeated GCD operations in 
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order to calculate the multiplicity structure of a polynomial. This is due to needing to 
maintain the relationship between each successive GCD calculation. Since perturbing 
the entries in b at each stage, even within a set solution space, will destroy the 
relationship between successive stages, only errors in A will be considered in the next 
section which presents an algorithm for calculating the multiplicity structure of a 
polynomial. This is then tested on the test set of polynomials. 
8.2 Calculating the multiplicity structure of a poly- 
nomial 
As discussed in Chapter 3, the multiplicity structure of a polynomial can be achieved 
through repeated GCD calculations as seen in Algorithm 8.2. 
Algorithm 8.2: Obtaining a multiplicity structure 
Input: The coefficient vector pE R-+1 of the polynomial p(x). 
1. Set do(x) = p(x), i =1 
REPEAT 
" Construct the resultant matrix R= IZ(d, _1(. r, 
), di(x)). 
" Compute the singular values of I? and calculate its rank, r, using NIL, as 
detailed in Chapter 5. 
" Perform an upper triangular decomposition on R and obtain the coeffi- 
cients of the initial estimate of the approximate GCD. 
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" Refine the estimate using the method of STLN and set it equal to d, (x). 
" Set i=i+1. 
UNTIL dz(x) is a constant term. 
2. Extract multiplicity structure, as detailed in Chapter 4. 
Whilst being theoretically correct, the ill-conditioned nature of the polynomials, 
coupled with the introduction of noise into the coefficients means that certain adap- 
tations need to he made to Algorithm 8.2 in order for it to provide good results. In 
particular, the calculation of the rank of the resultant matrix, which caused problems 
in the previous section, is particularly crucial since an incorrect1 output in any one 
of the iterations will cause an incorrect multiplicity structure to he obtained. This 
problem is addressed by using two control parameters in order reduce the chance of 
an inaccurate rank being computed. 
" Parameter 1: In a sequence of CCD calculations, i=L... the rank of the 
resultant matrix, r,, at the ith iteration must be less than or equal to the rank of 
the resultant matrix at the (i - 1)th iteration. This is because the rank denotes 
the number of distinct roots in the polynomial which clearly cannot increase 
from one iteration to another. If r, > r1_ß set r, = 1. 
Proceed to parameter 2. 
" Parameter 2: Given a computed rank r; compute the initial approximation 
of the GCD and from this compute the normalised residual, resnonne of (6.6). 
'An incorrect multiplicity structure is taken to be one that differs from the theoretically exact 
one even though it may be a valid solution within the error space. 
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If resnorn, is less than some tolerance 0 then continue to refine the GCD. If 
resnorn, >0 then r, = r, +1 and the process is repeated until r, = r, _1. 
At this 
point if res,, or, n >0 then report 
failure. This is because if the normalised residual 
is too large then the degree of the GCD is likely to have been overestimated, 
and thus the rank of the resultant matrix has been underestimated. Hence, the 
rank is increased in order to reduce the normalised residual. 
Clearly the setting of the tolerance B should be data driven. However, it has been 
assumed that there is no knowledge of De and consequently, other than basing it 
upon the condition number of the resultant matrix, there is no obvious parameter on 
which to choose its value. In addition to this, it can he assumed that Ae increases 
with each successive GCD calculation and therefore some growth factor should be 
attached to 0, as is done in [42]. 
How to correctly set 0, if there is no knowledge of Ae, is an important problem 
that should certainly be the subject of further work. One possibility would he to 
use (5.10) to calculate the coefficients of a model of the theoretically exact singular 
values of the resultant matrix similar to (5.11). From this it is possible to calculate 
the values of the theoretically exact singular values and consequently the level of 
noise. This would however, require an extremely good model, the selection of which 
is a non-trivial task. 
Not being able to accurately set 0 severely limits the capabilities of the algorithm 
since with each successive GCD calculation the rank algorithm becomes more likely 
to fail due to increased errors in the computed GCD. Indeed, it is found that the 
algorithm generally computes the rank in the initial stages accurately. However, as 
discussed previously, the rank only needs to be calculated incorrectly at one stage to 
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(a. ) (h) (c) (d) 
Pi    
P2   Fail on 4th iteration 
p3 Fail on 3rd iteration Fail on 2nd iteration Fail on 1st iteration 
p4  Fail on 3rd iteration Fail on 3rd iteration 
p., Fail on 3rd iteration Fail on 3rd iteration Fail on 2nd iteration 
ps Fail on 3rd iteration Fail on 2nd iteration Fail on 2nd iteration 
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Table 8.5: Performance of Algorithm 8.2. = multiplicity structure calculated cor- 
rectly; (a) Polynomial p, = p, (x); (h) No noise; (c) De = 1010; (d) Ac = 10'. 
cause a failure. The polynomial p3i for example, requires 15 GCD iterations if the 
correct multiplicity structure is determined. This is a clear problem as even in the 
absence of noise in the coefficients of the given polynomial, the resultant matrices 
are very ill conditioned and the introduction of errors at each stage only serves to 
exacerbate this problem. 
Consequently, the results from testing Algorithm 8.2 on the test set of polynomials, 
shown in Table 8.5, are not as good as might be hoped. However, a proof of concept 
is certainly made and it still exhibits good results on polynomials of around degree 
20 which are still considered to be non-trivial. 
The value of 0 chosen for the experiments was taken as 10-5 and the growth factor 
ýo, which allows for an increase in the errors in the coefficients at each stage of the 
process, was set equal to 0.3. This value was chosen somewhat arbitrarily as the 
one that gave the best results. Consequently, the tolerance 0, at the ith iteration is 
0, = 10-(5xo. 3t) These values have been chosen somewhat arbitrarily although they 
seem to be the most generally applicable out of those tried. Clearly it is possible 
to obtain correct multiplicity structures for all the polynomials in the test set for 
all levels of noise through manual adjustment of O. This however is unrealistic and 
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therefore was not attempted. 
It is apparent that there is certainly scope for improvements to Algorithm 8.2 since 
the inaccuracies introduced in the successive iterations make calculating the rank of 
the resultant matrix increasingly problematic. 
8.3 Summary 
In this chapter experimental results have been shown for both a, single GCD problem 
and the combination of multiple GCD operations in order to discover the multiplicity 
structure of a polynomial. 
While the single GCD problem provides solutions of the correct degree with low 
residuals, even in the presence of noise, it has been shown that calculating the de- 
grees of successive GCDs becomes increasingly difficult. Additionally, a method for 
selecting a value for the control parameter 0, in the absence of information regarding 
the magnitude of De, is unclear. 
One method, as previously discussed, would he to calculate an estimate of De 
from the XIL expression (5.10). This would however require a suitable model for the 
theoretically exact singular values to be developed. Two possibilities would be to base 
the model on either splines, or an exponential curve as both of these would provide a 
much better approximation to the singular value profile than the polynomial model 
suggested by Zarowski [41]. 
Another improvement would be to combine the successive GCD operations using 
STLN as suggested at the end of Chapter 6. This would allow the dependencies 
between each successive stage to be enforced and maintained which could stabilise 
the underlying multiplicity structure and consequently allow the degrees of the GCDs 
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to be better calculated. 
In the next chapter the methods developed in this thesis and suggested future 
work are summarised. 
Chapter 9 
Conclusions and future work 
The work presented in this thesis has involved the development of two algorithms 
which can be used in the solving of the approximate GCD problem. 
The first algorithm uses the principle of RILE to calculate the rank of a noisy 
matrix which is a novel development in an area of mathematics that has primarily 
relied on linear algebra. The experiments detailed in Chapter 5 show that it offers 
a good, and in many cases superior, method for calculating the rank of a resultant 
matrix. This is particulary true for the case where inaccurate or no information is 
available regarding the magnitude of the signal to noise ratio. 
The second algorithm takes an initial estimate of the coefficients of an approxi- 
mate GCD and refines them using the method of STLN. By preserving any inherent 
relationships between the elements of the system, STLN allows only "valid" solutions 
to he obtained i. e. in standard TLS a solution may be obtained that doesn't have the 
required relationships between its elements. This has been done for errors in A; errors 
in A and b; errors in A and b with a derivative constraint and errors in A and b with 
hounds. It has been shown that the different implementations of this algorithm are 
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successful at calculating the approximate GCD of two noisy polynomials. However, 
the method involving BLS still requires further work in order to prevent the bounds 
from being violated. 
In Chapter 8 the rank and GCD algorithms are tested on the case where it is 
necessary to calculate GCD(p(x), p(r)(x)), where p(x) contains multiple roots. Both 
algorithms performed successfully on the test set. However, when an attempt was 
made to combine successive GCD operations it was found that the algorithm failed 
after a few iterations due to errors. This was due to the rank of the resultant ma- 
trix being incorrectly computed, and consequently a multiplicity structure that was 
different to the theoretically exact one being calculated. 
Future work and improvements to the algorithms developed in Chapters 5 and 6 
have been suggested at the end each chapter. It is believed that if these changes were 
made, results could he improved significantly. 
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Appendix A 
The Bernstein Basis 
Bernstein Polynomials: A degree n polynomial in Bernstein form is given by, 
P(x) =Z biBin)(x), 
i=o 
ß2n) (x') 
(n) 
_ 
ý1-x, `n-ix, i' 
(fl) 
_ 
n! (Al) 
.ii! (n - i)! 
and is know to be optimally stable on the unit interval [8]. This, however, in no way 
restricts generality as the extension of this to an arbitrary interval I= [a, 13] is easily 
achieved using the linear transform, 
r- -ý3 _a, 
x, -a (A. 2) 
where a<x< 13. 
Many useful geometric properties may be associated with a polynomial in Bernstein form 
by stating it as an explicit Bezier curve [33] and in particular such curves possess the 
convex hull property. See Farouki and Rajan [10] for details of algorithms for polynomials 
in Bernstein form. 
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Appendix B 
Resultant matrices 
Two polynomials are co-prime if and only if the determinant of their resultant matrix 
is equal to zero, and it is this property makes it possible to ascertain whether they 
have a non-constant GCD. In addition to this, the rank deficiency of the matrix gives 
the degree of the GCD whose coefficients may be obtained by reducing the matrix to 
upper triangular form. 
There are several different resultant matrices, including the Sylvester and Be- 
zoutian matrices, and they may he considered equivalent in this instance as they all 
yield the same information on the GCD of two polynomials. 
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B. 1 The Bezoutian resultant matrix for power ba- 
sis polynomials 
Another important resultant matrix is the Bezoutian matrix [2] which is an nxn 
symmetric matrix, B, whose elements e,, j are defined by, 
na P(X1)q(X2) - P(ýr2)4(T i) 
X] - : V2 
i=1 j=1 
If the degree m of q(xi) is less than is then the coefficients {q, }; '0 then b, --ý b, +(n-m, ) 
{q n-m+l = 0. and L , 1-o I 
(B. 1) 
Example B. 1. When n=3, expanding (B. 1) and comparing terms shows that, 
R= 
Ip2g2I Iplg3l Ipog:; I 
Iplg3I (Ipogsl) + (Iplg1I ) Ipog2l 
Ipogsl Ipog'lI Ipog, I 
(B. 2) 
where po = 1, and, 
lpz4. iI 
pý 9, 
pa9) - p. i9=. (B. 3) 
p. i q, 
If, for example, m=2 then q(x2) = g1x2 + g2x2 + Q3 and hence yo = 0, so Ipoq3I = 
pogs - psgo = q3, and similarly Ipog2l = q2 and Ipogi I= qi 
