This paper provides evidence on the relation between the intensity of product-market competition and the probability of exit. We adopt a natural experiment approach to analyze the impact of a tightening of Swiss antitrust legislation on exit probabilities. Based on a sample of more than 68,000 firms from all major sectors of the Swiss economy, we find that the exit probability of nonexporting firms increased significantly, whereas the exit probability of exporting firms remained largely unaffected. Our results support the notion that there is a positive relationship between the intensity of product-market competition and the probability of exit.
Introduction
There is broad consensus that consumers typically benefit from the enforcement of antitrust laws. However, it is less clear whether producers actually suffer from the reduced opportunity to increase profits by collusion. For instance, Selten (1984) shows that, under free entry and exit, cartel laws prohibiting collusion are not necessarily bad for business: When collusion is effectively prevented, there are fewer competitors, and active producers make higher profits on average than when they collude. More recent work by Sutton (1991 Sutton ( , 1998 also emphasizes that the equilibrium number of firms tends to decrease when the intensity of productmarket competition increases. In particular, Sutton's analysis demonstrates that there is a robust relation between the intensity of product-market competition and concentration in industries where sunk costs are exogenous: There is a lower bound to concentration that unambiguously increases with the intensity of product-market competition. That is, the higher the intensity of product-market competition, the lower the equilibrium number of firms that may be supported by this market. The picture is less clear, however, for industries with endogenous sunk costs; that is, firms bear significant costs for advertising or research and development (R&D) before competing in the product market. In this case, the effect of more intense product-market competition on concentration can go either way.
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It is probably fair to say that the empirical evidence on the relation of product-market competition and concentration is rather scant and has produced mixed results (see Elliot and Gribbin 1977 , O'Brien et al. 1979 , and Bittlingmayer 1985 . The lack of clear evidence is unsurprising, given the difficulties associated with measuring the intensity of product-market competition and handling the notorious endogeneity problems in industry studies. In a recent analysis of the impact of antitrust policy on concentration in the U.K., Symeonidis (2000b) has circumvented these problems by adopting a "natural experiment" framework, viewing the introduction of cartel policy as an exogenous event.
In the present paper, we focus on a closely related question that has largely been ignored in the previous literature: How does an (exogenous) increase in the intensity of competition affect a firm's exit probability? We think this is a natural question to ask, as one might expect exits to increase-at least temporarily-when product-market competition becomes more intense. Also, taking the perspective of an individual firm allows us to sidestep the nontrivial problem of constructing useful concentration measures across a large number of diverse industries.
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Following Symeonidis (2000b) , we adopt a natural-experiment approach to analyze the impact of a major change in Swiss antitrust law in July 1996 on exit probabilities. More specifically, we compare the impact on the "treatment group" of non-exporting firms facing little competition in domestic markets with the impact on a "control group" of exporting firms operating under international competition. In doing so, we exploit the dualistic nature of the Swiss economy with competitive export industries and highly cartelized domestic industries (see Borner et al. 1995) .
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Earlier work by Klepper and Graddy (1990) , Agarwal and Gort (1996) , and Van Kranenburg et al. (2002) suggests that a firm's exit probability should depend on firm-specific characteristics-such as a firm's size, age, location, and so on-as well as on industry-specific and macroeconomic conditions. To our knowledge, Van Kranenburg et al. (2002) is the only paper that has analyzed the relationship between the intensity of productmarket competition and exit rates. These authors use the (lagged) number of competitors in the daily newspaper industry under consideration as a proxy for the intensity of product-market competition, and they find that exit rates tend to increase with the intensity of competition.
From the perspective of the literature discussed above, the number of competitors in any given industry is likely to be a good proxy for the intensity of product-market competition only if the number of firms may be treated as an exogenous variable; that is, if it is safe to assume that firms cannot decide about entry or exit. In contrast, if the number of firms 4 For instance, the well-known m-firm concentration ratio, which adds up the m highest market shares in the industry (see, e.g., Tirole 1988, 221) , will not react to liquidations or mergers of smaller firms.
5 It would be desirable to adopt a similar approach to analyze the effect on entry. However, such an analysis is possible only for prespecified categories (such as industries or regions), and not at the firm level, since firms are inexistent before entry. Yet, it is very difficult to classify specific categories as exporting or non-exporting, since there are non-negligible numbers of exporting and non-exporting firms in each category (see Table 1 ). Furthermore, we are not aware of sufficient data on entry in Switzerland.
is endogenous, a high intensity of product-market competition is associated with a small equilibrium number of firms, as only a small number of firms may be supported by the profits available in this market. That is, relative to the case where the number of firms is exogenous, the chain of causation between the number of firms and the intensity of downstream competition is reversed. In particular, we should expect that the intensity of productmarket competition is high (rather than low) when the number of firms is small. With this in mind, we think that it is natural to view the number of firms as being endogenous in a study of firms exiting the market.
For this study, we use a large combined data set that has become available only recently. Part of the data comes from the Swiss Business Census, which is a complete inventory count encompassing approximately 297,000 firms. This census contains information on the characteristics of active firms at the time of the inventory count (in September 1995), including their age, location, legal form, number of employees, and export share. The data on the firms' exits were provided by Dun & Bradstreet, which has compiled a comprehensive database covering three different types of exits: (i) bankruptcy, (ii) voluntary liquidations, and (iii) mergers.
Employing a Cox (1972 Cox ( , 1975 model with time-varying covariates, we obtain the following main results. First, the tightening of Swiss antitrust legislation in 1996 had a strong temporary impact on firm conduct, raising hazard rates for the full sample significantly. Second, whereas nonexporting firms experienced a significant increase in hazard rates, exporting firms already exposed to international competition were not significantly affected by the change in antitrust legislation. The significant temporary increase in exit rates supports the notion that the tightening of antitrust legislation in July 1996 led to an increase in the intensity of competition within Switzerland. Third, our findings with respect to the remaining determinants of hazard rates-firm-and industry-specific properties as well as macroeconomic conditions-are in line with previous literature. In particular, we find that hazard rates tend to decrease in age and size.
The remainder of the paper is organized as follows. Section 2 provides a brief discussion of the change in antitrust policy in Switzerland. Section 3 describes the data set and variables. Section 4 sets out the empirical model and discusses our main results. Section 5 concludes.
The Change in Swiss Antitrust Policy
Traditionally, Swiss antitrust policy was perceived as being very permissive (see, e.g., Porter 1990, 714) . In part, the lax attitude of Swiss antitrust authorities towards anticompetitive conduct can be explained by the fact that the Swiss constitution makes it difficult to declare cartels unlawful. Before the revision of Swiss antitrust law in 1996, antitrust authorities were required to go through a rather opaque process called the "balance method" (Saldomethode) to evaluate the costs and benefits of a particular (mis)conduct, with considerations such as the impact on the labor market of specific regions routinely playing an important role. Since it generally was very difficult to prove that a cartel actually had a negative "net benefit", cartels were rarely prohibited. Neven and Ungern-Sternberg (1997, 36) describe the performance of Swiss competition policy up to the mid 1990s as follows: "In the past, the [Cartel] Commission has relied far too much on judgements and far too little on sound analysis. In various dimensions (definition of relevant markets, evaluation of dominance, evaluation of countervailing benefits, imposition of remedies), the analysis is rather poor by the standards of other jurisdictions. It lacks organising principles, fails to bring appropriate evidence and often relies on highly judgmental evaluations."
Emphasizing the need for a thorough revision of Swiss antitrust law, Borner et al. (1995) further pointed out that the Swiss economy featured dualistic characteristics: On the one hand, there was the competitive export sector serving world markets; on the other hand, there was a highly subsidized domestic sector facing little competition due to a mixture of public regulations and collusion.
The revision of the antitrust law analyzed in this paper was implemented on July 1, 1996. It finally led to the prohibition of so-called "hard" cartels that eliminate "effective competition" by fixing prices, restricting quantity, or dividing up markets (Art. 7). Furthermore, the balance method was abolished. These improvements were expected to considerably intensify competition in domestic markets, even though there arguably remained a number of relevant shortcomings-the competition authorities lacked the power to penalize offenders without delay and to confiscate extra profits from unlawful behavior (OECD 2000) .
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This rather drastic change in Swiss antitrust legislation allows us to study the effect of intensifying product-market competition on firms' exit behavior using a natural-experiment framework: The change in antitrust legislation generated variation in the intensity of product-market competition that is plausibly exogenous (Meyer 1995) . We can thus sidestep the well-known endogeneity problem of structure and performance studies (Schmalensee 1989) .
To evaluate the impact of the change in antitrust law on firms' exit behavior, we rely on the dichotomy of the Swiss economy and distinguish two types of firms:
• The vast majority of Swiss firms was active solely in domestic markets; that is, they did not export to foreign countries ("non-exporting firms"). These firms should have been significantly affected by the change in antitrust legislation.
• A smaller, albeit relevant, number of Swiss firms exported at least part of their output to the world market ("exporting firms"). The impact of the change in Swiss antitrust law on these firms should have been smaller, as they already faced intense competition in international markets. In particular, it is reasonable to hypothesize that exporting firms were not significantly affected by the change in Swiss antitrust legislation.
Data and Variables
In this section, we briefly discuss our data and the variables used to estimate the impact of the change in antitrust law on firms' exit probabilities.
Data Source and Sample Composition
For the purpose of this study, we merged the following databases: The merged database covers an observation period from October 1995 to December 2000. After deleting all firms that were non-profit oriented according to their legal status-such as cooperatives ("Genossenschaften"), associations and clubs ("Vereine"), foundations ("Stiftungen"), churches, embassies and international organizations-the merged database contained 276,123 firms. Since for sole proprietorships, the DBED does not fully cover voluntary liquidations and mergers, we dropped all sole proprietorships. Furthermore, we dropped all firms established prior to 1970, since no information on their founding dates was available.
After dropping these firms, our sample is still comprehensive and includes more than 70,000 firms. In particular, we have firms of all sizes that have been in business from one to 25 years in our data set, which rarely has been the case in previous studies. In addition, with the exception of the agricultural sector, our sample contains all industries represented in Switzerland (including services), whereas earlier work typically focused on only a few industries and did not cover services due to data limitations.
However, we are aware of two disadvantages of our database, both of which are associated with the way entries and exits were recorded. First, whereas the DBED records exit times as exact dates (day/month/year), the SBC 95 gives entry dates in intervals only (various time spans).
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One approach towards dealing with this problem in survival analysis is the use of interval-censored models. However, these models are not designed to handle time-varying covariates (changes within the intervals), which will be crucial for our analysis below. We therefore adopted the alternative approach of assuming a uniform distribution of entries within these intervals (since no further information was available) and simulating the date of entry, which yielded survival times measured in quarters. Second, it is well-known that firms tend to announce voluntary liquidations with some delay (i.e., after closing down operations), giving rise to delays in registration. This is an inherent problem of business failures studies.
It is instructive to compare the composition of our sample with that of a related study by Harhoff et al. (1998) for West Germany, which is similar to ours in a number of respects: First, it contains manufacturing as well as service firms, unlike the vast majority of other studies. Second, these authors observe bankruptcies and voluntary liquidations. Third, they have older firms in the sample that were at risk before the survey period ("delayed entry"). Finally, their observation period is of a similar length as ours.
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We now highlight some special properties of our sample. The descriptive statistics given in Table 1 indicate that small firms make up a large proportion of Swiss firms: Using the number of employees (Emp) to measure firm size, the average size of non-exporting firms is about 10 employees, whereas the average size of exporting firms is about 14 employees.
Recall from our above discussion that firms founded before 1970 had to be excluded from our sample due to data limitations. It is thus unsurprising that, on average, firms were only about 8 years old when they entered the survey period, whereas they were roughly 29 years old in Harhoff et al. The firms in our sample are thus relatively young.
We further find that, after excluding sole proprietorships, stock corporations clearly dominate in our sample, with close to 80 percent of all firms belonging to this group.
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This share looks surprisingly large compared to Harhoff et al., where only about 4 percent of the firms are stock companies. However, the difference may be explained by our exclusion of sole proprietorships and the fact that Swiss legislation makes the stock corporation an attractive legal form even for small firms.
Finally, taking a look at industries, we observe that more than twothirds of the firms in our sample belong to the service sector (in the SBC 95 this share amounts to three-quarters of all firms). The vast majority of previous studies had limited access to data on firms in the service sector (if any). In the sample of Harhoff et al., for instance, only 30% of the firms belong to the service sector.
8 Harhoff et al. (1998, 467) in turn compare their results to the study of Wagner (1994) for young firms and find that "the difference is small enough to be accounted for by differences in industry composition." 9 In the SBC 95, where sole proprietorships are included, we find this group to have the largest share (62.49 percent), at least in terms of their numbers; however, even there the share of stock corporations still is considerable (30 percent). 
Variables and Descriptive Statistics
We first explain the construction of our dependent variable and then discuss the explanatory variables.
Dependent Variable
Our dependent variable is the firm's lifetime, measured by how many quarters a firm stayed in business (Duration). As noted above, the DBED contains three different types of exit: (i) bankruptcies, (ii) voluntary liquidations, and (iii) mergers. In some studies, all three types of exit are pooled (e.g., Dunne and Hughes 1994) . Other studies use a more narrow definition of exits-closely related to the concept of "failures"-excluding mergers. In the following, we shall use a broad definition of exits and pool all three types of exit.
In our sample, exits were recorded as bankruptcies if the firms filed for bankruptcy between October 2, 1995, and December 31, 2000. For the exact date of exit, we used the first available date which, in the bulk of bankruptcy cases, is when the court instituted bankruptcy proceedings (as opposed to the date when the firm finally ceased operations). This is due to the fact that the spread between the opening of bankruptcy proceedings and the actual closure varies considerably, depending, for instance, on the size and the legal form of the firm. The other types of exit, voluntary liquidations and mergers, were recorded when the respective firms were deleted from the commercial register. The date when they actually ceased operations would have been preferable, but was not available.
Using the founding and exit times, it is straightforward to calculate the duration of a firm's presence in the market. Note that the resulting duration data is right censored ; that is, there are (many) firms that have not left the pool during the survey period. For these firms, we know that true duration is at least as large as observed duration. Furthermore, the data is left truncated, as all the firms covered by the SBC 95 must have been founded prior to October 1995 and thus have been at risk before coming under observation (delayed entry). Both right censoring and left truncation will have to be taken into account when modelling the probability of exit.
Explanatory Variables
In our sample, all values of firm attributes-including export shares-refer to the date when the firm filed the relevant information for the business census (i.e., September 1995), similar to Harhoff et al. (1998) and Konings and Xavier (2003) . In most other studies, firm attributes refer to the date of the firm's founding. We are aware that some of these attributes-such as the firm's size-may change over the lifetime of the firm. Yet, as in virtually all other studies on business failures, time-varying firm attributes are not available. To deal with this problem, we control for the firm's age at the time of entering the sample (Age 95 ).
In virtually all previous studies, the size of a firm is operationalized by its assets (Dunne and Hughes 1994, Ranger-Moore 1997) or by the number of employees (Brüderl et al. 1992 , Audretsch 1995 , Harhoff et al. 1998 . It is common to log transform the size variable as it is natural to assume that the marginal effects of size on exit probabilities decrease. In the present study, we measure size by the natural log of the number of employees (LnEmp); additionally, we include the square of this variable to test for non-monotonicity ( (LnEmp) 2 ).
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We classify the legal form of firms into four groups, which differ with respect to the initial capital requirements (Brüderl and Schüssler 1990) , ease of ownership transfer and liability rules (Harhoff et al. 1998 ) as well as tax treatment: (i) Partnerships (Partner ), (ii) limited liability companies (Lim Liab), and (iii) stock corporations (Stock Corp). As noted above, the fourth legal form, sole proprietorships, had to be dropped because the DBED does not fully cover the failures of these firms.
The SBC 95 further contains information on the nature of the firms' businesses. In our sample, we use 23 dummy variables to control for industry-specific effects. This industry categorization represents the equivalent of the two-digit standard industrial classification (SIC) code for Switzerland. In a simpler specification, we also use the following aggregated industry sectors: Manufacturing (Manufact), construction (Construct), trade (Trade ), and services (Service).
Furthermore, we use a classification issued by BFS (1997) to control for geographical idiosyncrasies. That is, we use the following five dummy variables to indicate the location of a firm: Eastern Switzerland, including the greater Zurich area and Graubünden (Eastern CH ), Northwestern Switzerland (NW CH ), Central Switzerland (Central CH ), the French-sp eaking area (French CH ), and the Italian-speaking area (Italian CH ). Eastern CH will serve as the reference variable.
Since a crucial aspect of our study will be to compare the impact of the change in antitrust law on non-exporting and exporting firms, we control for the export share of a firm, calculated as the exports/turnover ratio in September 1995. The database distinguishes the following firm types with respect to export activity: (i) Non-exporting firms, (ii) exporting firms with export shares below one-third, (iii) exporting firms with export shares between one-third and two-thirds, and (iv) exporting firms with export shares above two-thirds. We use the non-exporting firms (Non-Exporting) as the reference group and pool all other firms in the group of exporting firms (Exporting). In addition, we use a number of time-varying explanatory variables. The most important ones are dummy variables representing the change in antitrust law in July 1996. In a basic specification, we use the single dummy variable AL, which is set to zero until the second quarter of 1996 and set to one after that. In a refined specification, we use a series of time dummies to assess how the change in antitrust law affected exit rates over time. Another time-varying variable controls for the external value of the Swiss currency (the Swiss Franc), using an index based on the real exchange rates with the 24 most important trade partners published by the Swiss National Bank (SNB) (2003) (Ext Val ).
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Finally, we use a variable controlling for the aggregate movement of the economy in previous years, as in other studies with time-varying covariates. For instance, Van Kranenburg et al. (2002) use the lagged total number of firms while Ranger-Moore (1997) and Roberts and Thompson (2003) use the lagged aggregate number of failures or exits, respectively. We include the lagged number of bankruptcies (Bankrupt), generated by aggregating the yearly bankruptcies listed in the DBED.
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We would expect that a higher number of bankruptcies in the previous year increases hazard rates because of 'chain effects' (at work both within and across industries) that trigger further exits.
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11 We employ a one-year lag specification, so that values between 1994 and 1999 are used for the estimation.
12 This number is based on all firms, including those not meeting the requirements of the SBC 95. 13 We use bankruptcies instead of failures (including voluntary liquidations) because we believe that detrimental chain effects are more strongly exerted by bankruptcies than by voluntary liquidations. Table 2 provides the sample frequencies of exits (in percentages)-broken down into failures and mergers-by firm size and firm age. It largely supports the finding of the previous literature that exit rates tend to decrease with age (Stinchcombe 1965 , Caroll 1983 , Amburgey et al. 1993 , Olzak and West 1991 , Mata and Portugal 1994 , Audretsch et al. 2000 and size (Brüderl et al. 1992 , Barron 1999 , Audretsch et al. 2000 , Agarwal and Audretsch 2001 , Segarra and Callejón 2002 . More specifically, looking at exits by age (rightmost column), we find that exit rates decrease monotonically, with the exception of a negligible rebound for three-year-old firms. The overall decrease is more than 50 percent, from 21.1 percent for firms younger than two years to 10.4 percent for firms up to 25 years old. For size (bottom row) the decrease is strictly monotonic and amounts to about 45 percent from the smallest to the largest size class. Since the vast majority of exits are failures rather than mergers, these findings similarly apply to failures. Our figures for age dependence resemble those of Harhoff et al. (1998) . Our total average failure rate is 14.3 percent compared with theirs of 10.1 percent. The difference can be explained by our slightly longer observation period and the fact that we excluded the oldest firms (which should be expected to experience below-average failure rates). Moreover, our pattern of failure rates by size resembles theirs in the sense that an age-dependent decline can be observed for the smallest firms, whereas for larger firms, failure rates vary non-monotonically with age and do not show a clear pattern. Hence, for small firms, getting older clearly lowers exit rates; for large firms, the advantages of age are less obvious. However, the bulk of firms in our sample are small, so that their negative duration dependence dominates our findings for the full sample.
Preliminaries on the Impact of Size and Age
As noted above, in addition to failures, exits as defined in the present study include mergers. Our figures show that the propensity to merge rises with the size of the firm, whereas the firm's age does not appear to make a substantial difference. If we look at particular entries in Table 2 , we find that firms that are both large and rather young are likely to merge.
4 Empirical Model and Results
Duration models provide a suitable framework for characterizing the probability of exit. Let T i , i = 1, ..., n, denote the continuous duration of firm i's survival in the market. The probability distribution of firm i's duration is characterized by F i (t) = Pr(T i < t), which determines the probability that firm i exits before some t. The corresponding density function is f i (t). Let S i (t) = Pr(T i ≥ t) = 1 − F i (t) denote the survivor function, which determines the probability that T i is equal or larger than t. In the following we shall often refer to the hazard function
which, somewhat loosely, is the rate at which firm i exits at time t, given that it has not exited before, as a function of t. The value of this function is called the "hazard rate" or simply the "hazard" (Kiefer 1988 ; Van den Berg 2001).
The Cox Model
The Cox proportional hazards model (Cox 1972 (Cox , 1975 ) is the most popular approach towards characterizing the hazard function h i (t) by a vector of observed explanatory variables or covariates. Following Therneau and Grambsch (2000, 39), we use x ij , j = 1, ..., p, to denote the jth covariate of firm i, denote the set of covariates by the n × p matrix x, and let x i denote the row vector of firm i's covariates. The Cox model then specifies the hazard function for firm i as
where h 0 (t) is an unspecified non-negative "baseline hazard" which gives the shape of firm i's hazard function, exp(x i β) is the systematic part of the hazard, and β is the coefficient vector. This model is known as the "proportional hazards" model since, for any two firms i and k, k = i, and fixed covariates x i and x k , we immediately have that
is constant over time. The parameters β may be estimated consistently by maximizing a partial likelihood function that does not depend on the baseline hazard (Kalbfleisch and Prentice 1980) . Clearly, the proportional hazards property no longer holds when (some of) the covariates vary over time, as in our case. Nevertheless, we can derive valid econometric inference using the standard Cox model provided that the following conditions are satisfied (Van den Berg 2001, 3398): (i) x(t) is a predictable stochastic process. The concept of predictability stems from the counting process literature and essentially requires that the explaining variables are weakly exogenous (Ridder and Tunalı 1999, 196) . More specifically, predictability implies that the value of x i (t) is known infinitesimally before t, at time t − or even earlier. Put differently, information on the value of x i at time t does not help to predict a transition at t.
(ii) The realizations of x(t) and exp(x i (t)β), i = 1, ..., n, are bounded.
In the present context, it is natural to assume that conditions (i) and (ii) are satisfied. First, consider condition (i). Predictability is satisfied, since our event time scale is discrete and we generally use lagged time-varying covariates (time-invariant covariates are trivially predictable). Next, consider condition (ii). Our time-varying covariates are the time dummies representing the change in antitrust law, the number of bankruptcies (Bankrupt), and the external value of the Swiss Franc (Ext Val ). Clearly, both the time dummies and Bankrupt are bounded below and above by definition.
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Finally, basic economic intuition suggests that Ext Val is bounded below and above too.
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We shall therefore apply the standard Cox model below to estimate the impact of the change in antitrust law. With time-varying covariates, the Cox model is given by
where
denotes the time path of x i up to t, that is, x i is replaced by x i (t) (see Van den Berg 2001, 3397) .
Results
In this section, we present our estimation results.
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To interpret these results, observe that we do not report the estimated coefficients β j , j = 1, ..., p, but the estimated hazard ratios
. The hazard ratio is the factor by which the hazard function is multiplied if the covariate x j increases 15 The time dummies are either zero or one by definition. The number of bankruptcies (Bankrupt), in turn, is zero at the minimum; at the maximum, it equals the number of firms in the market. 16 The minimum of Ext Val is zero by definition. As to the maximum, observe that for Ext Val to go to infinity, the currency values of the most important trade partners (measured in Swiss Francs) would have to approach zero. 17 We employed Stata 8, using the commands stsplit and stcox.
by one unit. That is, if H j = 1, the hazard rate does not change in response to a change in covariate j, whereas the hazard increases (decreases) if H j > 1 ( H j < 1, respectively). Table 3 presents the results from estimating three models that differ with respect to sample composition. The left column reports the estimated hazard ratios for the full sample, whereas the middle and right columns report the estimates for the subsamples of non-exporting and exporting firms, respectively. Our main interest lies in examining the impact of the change in antitrust law in July 1996. In this basic specification, we represent the change in antitrust law by a single dummy variable AL, which is zero before and one after the change.
Basic Specification
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The pooled regression suggests that the change in antitrust law produced a significant overall increase in hazard rates of roughly 30 percent. This increase in hazard rates is consistent with the idea that the tightening of antitrust law lowered the degree of collusion in domestic markets. However, to substantiate the claim that the increase in hazard rates was generated by more intense competition-rather than some other exogenous "shock" occurring at the same time-it is necessary to compare the effects of the change in antitrust law on firms that are likely to be affected and firms that are not. As pointed out above, this is done by comparing the impact on non-exporting firms with the impact on exporting firms already facing competition in international markets. The estimated hazard ratios for these models show that the non-exporting firms were the only ones significantly affected by the change in antitrust law. They suffered a significant increase of hazard rates of more than 30 percent. Exporting firms, in contrast, were not significantly affected by the change in antitrust law. Together, these findings suggest that the change in antitrust law indeed raised the intensity of competition in domestic markets, whereas competition in international markets remained largely unaffected.
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The pooled regression further indicates that the firm's export activity is an important determinant of the hazard rate in its own right: Exporting firms are found to have a significantly lower hazard ratio than non-exporting firms.
Concerning size, the pooled regression shows that both the natural log of the number of employees (LnEmp) and its square ((LnEmp) 2 ) are significant. The hazard-reducing effect of LnEmp is countered by a hazardincreasing effect of (LnEmp)
2
. This indicates that size advantages decrease up to an "optimal size". Further increases of size lead to an increase in hazard rates, giving rise to a ∪-shaped relationship between the number of employees and hazard rates. This result, which is supported by the estimation results for the other models, is remarkable as it is commonly accepted that size is positively related to the likelihood of survival.
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However, many earlier studies have not really addressed the question whether there is a monotone relationship between size and survival, using only one size term. Our results add to studies by Wholey et al. (1992) , Dunne and Hughes (1994) , Ranger-Moore (1997), Harhoff et al. (1998) and Chen (2002) , which suggest that the relation between size and survival may be nonmonotone at least for some industries. In line with the bulk of the literature, we also find that hazard rates decrease with age (Age 95 ) (see Carroll 1983 , Olzak and West 1991 , Amburgey et al. 1993 , Mata and Portugal 1994 , and Audretsch et al. 2000 . Table 3 further indicates that legal form is an important determinant of firm survival. Stock corporations have lower hazard rates than noncorporate firms. Partnerships (reference variable) are generally most likely to fail, followed by limited liability companies (with a hazard ratio of 0.735) and stock corporations (with a hazard ratio of 0.689). This suggests that the advantages of stock corporations, such as higher initial capital requirements, better access to financial capital, and easier transfer of ownership, apparently dominate their disadvantages due to less risk-averse behavior resulting from limited liability. Our results generally support the rankings of previous studies, such as King and Wicker (1988) and Harhoff et al. (1998) .
In this basic specification, we distinguish only the following main industry sectors: Manufacturing (reference variable), construction, trade, and services. It stands out that hazard rates for construction are much higher than those for other industries. Harhoff et al. (1998) , in contrast, obtained the lowest hazard rates for construction.
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Potential explanations for the high hazard rates in our case include falling real estate prices and falling construction expenses during the survey period.
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Regarding the regions where firms are located, it is noteworthy that hazard rates in the non-German speaking regions are generally significantly higher than in the German speaking regions. More specifically, relative to the German speaking reference region Eastern CH, which includes the greater Zurich area, all regions (except German speaking Central CH ) suffer from significantly higher hazard rates.
Finally, we consider the impact of macroeconomic conditions on hazard rates. Here, we controlled for the external value of the Swiss currency (Ext Val ), as its fluctuation influences the exits of firms disparately, subject to their export activity, and its omission could seriously distort findings on the change of antitrust law. We find the external value to be significant in all models. As expected, an increase in the external value of the Swiss currency raises hazard rates, as it deteriorates the competitiveness of Swiss firms in foreign markets and increases the competitiveness of foreign firms in Swiss markets. Furthermore, we included the number of bankruptcies in the previous year (Bankrupt) to control for "chain effects" associated with the general business climate.
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For all models, we find the expected result that the number of lagged bankruptcies raises the propensity to exit.
Refined Specification
Next, we present the results from a refined specification that differs from the simple specification in Table 3 in two ways: (i) Rather than representing the change in antitrust policy by a single dummy variable, we use a series of time dummies. This allows us to assess how the change in antitrust legislation affected exit rates over time. In particular, we examine whether the regime change coincided with the increase in exit rates, and whether the increase in exit rates (if any) was temporary in nature.
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22 According to figures published by SNB (2003) , the price index for apartments fell by 23.31 percent from 1994 to 1999; other real estate prices also showed significant decreases. For instance, for one-family houses prices dropped by 13.54 percent and for sales areas by 16.64 percent.
23 An additional business cycle indicator released by the Swiss Institute for Business Cycle Research (KOF-ETH) turned out to be insignificant and was excluded. 24 To avoid collinearity problems, we constructed a dummy variable for the time before the regime change in July 1996 and combined the years 1999 and 2000 (using a higher number of time dummies proved to be non-feasible).
(ii) We replace the control variables for the broad industry sectors (manufacturing, construction, trade, and services) by a larger set of dummies (23 variables) allowing for a finer control of industry-specific effects. The refined industry categorization essentially represents the equivalent of the two-digit SIC code for Switzerland.
25 Table 4 presents the results from estimating the refined specification of the model. First, we focus on the question of how the change in antitrust legislation affected exit rates over time. As for the simple specification, the estimates indicate that the regime change lead to a significant increase in hazard rates of about 30 percent, both for the full sample and the subsample of non-exporting firms.
However, as Figure 1 illustrates, the effect of the regime change on exit rates was probably less persistent than the simple specification in Table 3 suggests: Exit rates increased significantly with the enacting of the revised antitrust law in the second half of 1996 (indicated by the dummy variable 96b) and then tended to fall again. That is, the effect on exit rates coincided with the regime change and was largely temporary in nature. We think that the coincidence of the regime change and the increase in hazard rates is particularly noteworthy, as the regime change was made public and thus anticipated by firms.
Second, we consider the more detailed industry categorization in the refined specification. Here, it stands out that exit rates are highest in the food & textiles industry (Food, reference variable) and the construction industry (Construct). Table 4 further shows that exit rates are particularly low in industries where public adminstration or regulation plays an important role, such as waste treatment (Waste), energy & water utilities (Utilities), R&D, and Eduction. The hazard ratios for these variables are all significant (at least for the full sample), whereas those of many other industries are not significant.
26
25 We had to aggregate some of these industries, though, to have a sufficient number of observations in each industry.
26 In part, this may be due to the relatively small number of firms in some industries. Another important difference between the basic and the refined specification concerns the role of a firm's export activity. With the basic specification, the export activity is estimated to be a significant determinant of the hazard rate, whereas it is not significant with the refined specification (even though the numerical estimates are fairly similar).
Finally, we note that the basic and the refined specification yield similar estimates for the other variables controlling for size, age, legal form, and so on.
Conclusion
We have focused on the question of how an increase in the intensity of product-market competition affects the probability of exit, where the latter may come about by bankruptcy, merger, or voluntary liquidation.
Viewing a rather drastic change in Swiss antitrust legislation in 1996 as an event that generated plausibly exogenous variation in the intensity of competition, we adopted a natural experiment approach to study the relationship between the intensity of competition and the probability of exit.
We established the following main results. First, the change in Swiss antitrust legislation in 1996 led to a significant temporary increase of hazard rates for Swiss firms. Second, whereas non-exporting firms suffered from a significant increase in hazard rates, exporting firms were not significantly affected. Third, our estimates for the other standard determinants of hazard rates are in line with previous literature.
In sum, our results support the notion that there is a positive relationship between the intensity of competition and the probability of exit. 
