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ABSTRACT
We use Hirota’s method formulated as a recursive scheme to construct complete set of
soliton solutions for the affine Toda field theory based on an arbitrary Lie algebra. Our
solutions include a new class of solitons connected with two different type of degeneracies
encountered in the Hirota’s perturbation approach.
We also derive an universal mass formula for all Hirota’s solutions to the Affine Toda
model valid for all underlying Lie groups. Embedding of the Affine Toda model in the
Conformal Affine Toda model plays a crucial role in this analysis.
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1 Introduction
Toda field theories are among the most important examples to study integrability and con-
formal invariance. They can be classified according to an underlying Lie algebra. The
conformal Toda (CT) theories are conformally invariant and completely integrable models
associated to finite dimensional Lie algebra G. The affine Toda (AT) models can be regarded
as the conformal Toda perturbed in such a way that although conformal invariance is broken,
complete integrability is preserved. The underlying Lie algebra is the Loop algebra Gˆ and
these models are known to possess soliton solutions. The third class, the conformal affine
Toda (CAT) theories, are obtained by recovering the conformal invariance in the AT models
by introducing two extra fields. These fields can be shown to be related to adding central
extensions to the Loop algebra leading to a full Kac-Moody algebra underlying the CAT
model.
The interest in the soliton solutions of the Affine Toda (AT) field theoretical model is
partly motivated by the well-known results for the simpler case of the Sine Gordon field
theory and partly by the special status of the AT theory in view of its interpretation as
deformed unitary minimal theory.
This paper is devoted to obtaining, in a systematic manner, soliton solutions of the AT
model and linking them to solutions and properties of the CAT. This is accomplished by
using the Hirota’s tau-function method which was already successfully been applied to the
AT field theory, although not all solutions were found, to the cases of the Lie algebras Ar
[1], Cr [2] and other algebras [3]. The method involves introducing one extra tau-function
apart from those assigned to each AT field. It was within the context of the CAT model
in [2] that this fact was made clear in view of the new fields introduced in order to restore
conformal invariance.
There are three main (but related) goals which we have accomplished in this paper: (i) A
description of soliton solutions obtained by Hirota’s method for the AT model defined on an
arbitrary Lie algebra. (ii) Analysis of the Hirota’s method as a perturbation method based
on recurrence relations. (iii) Application of the link between Conformal Affine Toda (CAT)
model and its integrable deformation represented by AT theory to reveal new features of the
latter. One of the results we obtain here from general arguments of conformal field theory, is
a general mass-formula valid for soliton solutions. A parallel and complementary approach
to find soliton solutions for the AT model was developed in [4] using the Leznov-Saveliev
method, see also [5] for the Ba¨klund’s method approach to the problem in the case of Ar.
The Hirota’s method employed in this paper constitute essentially a perturbative ap-
proach based on recurrence relations which can be conveniently characterized in terms of the
eigenvalue problem of a matrix Lij = l
ψ
i Kij where Kij is the extended Cartan matrix and
lψi are integers in the expansion of the highest coroot
ψ
ψ2
in terms of simple coroots αi
α2i
of an
algebra G. A soliton solution is assigned to each eigenvalue of Lij and there can be at most
rank G + 1 when no degeneracy is present. The fact that the Lij is singular is crucial in
truncating the perturbative series leading to an exact solution. For the purpose of this study
we have established a simple way of solving this eigenvalue problem for Lij matrix in terms of
Chebyshev polynomials and their special properties. The situation is changed however when
there is a degeneracy. There are two separate sources of degeneracy. One comes from the
1
degeneracy of the matrix Lij . Any linear combination of the degenerate eigenvectors gives
rise to a soliton solution within the Hirota’s method. This feature clearly demonstrates the
nonlinear superposition principle underlying the method. Another degeneracy is an intrinsic
feature of Hirota’s perturbation scheme itself. The relevant recurrence relation is based on
adding to the n-th order perturbed solution non trivial elements of the kernel of Lij−n2λδij
(for λ an eigenvalue of L) which exists in some cases (SU(6p) and SP (3p) with p integer).
Remarkably the Hirota series truncates in these cases too, producing a new class of solutions.
It is generally true that the soliton solutions obtained in the degenerate cases truncate at
higher orders of the tau-functions.
There are two related ways of understanding AT model and its relation to CAT model.
One way of thinking introduces AT model as a deformation of the CAT model preserv-
ing integrability of the theory. Such a deformation modifies the underlying W∞ symmetry
structure of CAT but still maintain enough symmetry to keep the AT massive structure
both attractive and tractable for physicists. On the other hand there is also a parallel ap-
proach, introduced first into the literature in [2], which views AT model as a version of the
CAT model with conformal symmetry being gauge-fixed. This second approach proves to
be very useful in this paper defining the precise limit in which one model goes into another.
One particular consequence of the connection between the CAT and AT models is a special
simple relation between their respective Energy-Momentum (EM) tensors. The modified
EM tensor of CAT model [6] in some special limit consists of a sum of EM tensor of AT
model and the extra surface term. Since there is no mass scale in the CAT model the only
contribution to the soliton masses of the AT model comes from the pure surface term which
ensures enormous simplicity of the final universal expression for the soliton masses.
The outline of the paper is as follows. In Section 2 we discuss a connection between AT
and CAT models and relation between their EM tensors. In Section 3 the Hirota’s method
is discussed as a perturbation approach and the general features of this perturbation and
recurrence relations are described. We also derive the general mass formula and discuss
topological charges. In Sections 4, 5, 6 and 7 this theory is used to find and describe soliton
solutions of the AT model with the underlying Lie algebras Ar = SU(r + 1), Cr = Sp(r),
Dr = SO(2r) and Br = SO(2r + 1), respectively. In Sections 8, 9 and 10 this analysis
is repeated for AT models with exceptional Lie algebras G2, F4 and finally we make a few
comments for the En with n = 6, 7, 8. In Appendix A we list for reader’s convenience a
number of technical properties of Chebyshev’s polynomials.
2 The CAT and AT Models
The equations of motion of the CAT model associated with a simple Lie algebra G are given
by [2, 6, 7]:
∂−∂+ϕ
a =
1
q¯
(
qaeq¯Kabϕ
b − q0lψa e−q¯Kψbϕ
b
)
eq¯η (2.1)
∂−∂+η = 0 (2.2)
∂−∂+ν =
2
ψ2
q0
q¯
e−q¯Kψbϕ
b
eq¯η (2.3)
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where Kab = 2αa.αb/α
2
b is the Cartan Matrix of G, a, b = 1, ..., rankG ≡ r, ψ is the highest
root of G, Kψb = 2ψ.αb/α2b , lψa are positive integers appearing in the expansion ψψ2 = lψa αaα2a ,
where αa are the simple roots of G and qa, q0 and q¯ are coupling constants. The derivatives
∂± are w.r.t. the light cone coordinates x
± = x± t.
These equations are invariant under the conformal transformations
x+ → x˜+ = f(x+) , x− → x˜− = g(x−) (2.4)
and
e−ϕ
a(x+,x−) → e−ϕ˜a(x˜+,x˜−) = e−ϕa(x+,x−) (2.5)
e−ν(x+,x−) → e−ν˜(x˜+,x˜−) = ( df
dx+
)B(
dg
dx−
)Be−ν(x+,x−) (2.6)
e−η(x+,x−) → e−η˜(x˜+,x˜−) = ( df
dx+
)
1
q¯ (
dg
dx−
)
1
q¯ e−η(x+,x−) (2.7)
where f and g are analytic functions and B is an arbitrary number. Therefore eϕ
a
are scalars
under conformal transformations and eν can also be arranged to be a scalar by setting B = 0
[2].
The equations (2.1)-(2.3) can be written in the form of a zero curvature condition (for
the associated linear system) [2, 7, 6]
∂+A− − ∂−A+ + [A+, A−] = 0 (2.8)
where
A+ = ∂+Φ+ e
adΦE+ , A− = −∂−Φ+ e−adΦE− (2.9)
and
Φ =
q¯
2
(
rankG∑
a=1
ϕaH0a + ηT3 + νC
)
(2.10)
E+ =
rankG∑
a=1
E0αa + E
1
−ψ , E− =
rankG∑
a=1
qaE0−αa + q
0E−1ψ (2.11)
where T3 = 2δˆ.H
0 + hD, with δˆ = 1
2
∑
α>0
α
α2
(with α being the positive roots of G), is the
generator used to perform the so called homogeneous grading of a Kac-Moody algebra. H0a ,
D and C are the generators of the Cartan subalgebra of the affine Kac-Moody algebra Gˆ
associated to G. E0aa (E0−αa), a = 1, 2, . . ., rankG = r, E1−ψ (E−1ψ ) are the positive (negative)
simple root step operators of Gˆ.
The Lagrangian for the CAT model is given by
L = q¯
2
4
r∑
a,b=1
2
α2a
Kab∂ρϕ
a∂ρϕb +
q¯2
2
r∑
a=1
2
α2a
∂ρϕ
a∂ρη + q¯2
h
2
∂ρη∂
ρν − U(ϕ, η) (2.12)
3
where h is the Coxeter number of G and the potential being
U(ϕ, η) =
r∑
a=1
4qa
α2a
eq¯(Kabϕ
b+η) +
4q0
ψ2
eq¯(−Kψbϕ
b+η) (2.13)
Let us introduce, for convenience the vector
ϕ ≡
r∑
a=1
2αa
α2a
ϕa (2.14)
The potential (2.13) can then be written as
U(ϕ, η) =
r∑
j=0
4qj
α2j
eq¯(αj .ϕ+η) (2.15)
where we have denoted α0 = −ψ as the extra simple root of the affine Kac-Moody algebra
Gˆ.
The potential (2.15) is invariant under the transformation
ϕ→ ϕ+ 2πi
q¯
µv ; η → η + 2πi
q¯
n (2.16)
where µv is a coweight of G, i.e. µv = ∑ra=1ma 2λaα2a where ma and n are integers. Such
transformation is complex and therefore in the regime where the coupling constant q¯ is pure
imaginary the real vacuum solutions are degenerate. This generalizes to any simple Lie
algebra the degenerate vacua of the sine Gordon model where the minima of the potential
are identified with (co-) weight lattice of SU(2). Such degenerate vacua are responsible for
the appearance of topological soliton solutions in the AT and CAT models as we describe
below.
Notice that the potential (2.15) and the CAT model equations of motion (2.1)-(2.3) are
invariant under the transformation
ϕ→ ϕ+ ζtˆ ; η → η − ζ ; ν → ν + bζ (2.17)
where b is an arbitrary constant and ζ is an harmonic function, i.e., ∂+∂−ζ = 0, and
tˆ ≡
r∑
j=0
2λˆj
α2j
(2.18)
where λˆj are the fundamental weights of the Kac-Moody algebra Gˆ, i.e. λˆ0 = (0, ψ22 lψ0 , 0),
λˆa = (λa,
ψ2
2
lψa , 0), a = 1, 2, ..., r, with λa being the fundamental weights of the simple Lie
algebra G and the scalar product defined as aˆ.bˆ ≡ a.b + aCbD + aDbC for aˆ = (a, aC , aD)
and bˆ = (b, bC , bD). When evaluating the scalar product we consider the simple roots αj as
r + 2-component vectors, i.e. αa ≡ (αa, 0, 0), a = 1, 2, ..., r and α0 = (−ψ, 0, 1).
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The canonical energy-momentum tensor corresponding to the CAT model Lagrangian
(2.12) is given by
Θρσ =
q¯2
2
r∑
a,b=1
2
α2a
Kab
[
∂ρϕ
a∂σϕ
b − 1
2
gρσ∂µϕ
a∂µϕb
]
+
q¯2
2
r∑
a=1
2
α2a
[∂ρϕ
a∂ση + ∂σϕ
a∂ρη − gρσ∂µϕa∂µη]
+ q¯2
h
2
[∂ρη∂σν + ∂ση∂ρν − gρσ∂µη∂µν]
+ gρσ
[
r∑
a=1
4qa
α2a
eq¯(Kabϕ
b+η) +
4q0
ψ2
eq¯(−Kabϕ
b+η)
]
(2.19)
where ρ, σ = 0, 1 are space-time indices (∂0 ≡ ∂t, ∂1 ≡ ∂x) and g00 = 1, g11 = −1,
g01 = g10 = 0.
One finds that this E-M tensor has a non-zero trace given by
Θρρ = 2U(ϕ, η) (2.20)
Since the CAT model is conformally invariant its E-M tensor can be made traceless. The
usual procedure is to add a term Wρσ = (∂ρ∂σ − gρσ∂2) f with an arbitrary function f .
Clearly the addition of such a term does not violate the conservation of Θρσ. The trace
of the extra term is given by W ρρ = −∂2f and this fixes the choice of f which renders the
modified E-M tensor traceless. Accordingly one verifies that the modified traceless E-M
tensor of the CAT model is given by [6]
ΘCATρσ = Θρσ − q¯
(
∂ρ∂σ − gρσ∂2
)( r∑
a=1
2
α2a
ϕa + hν
)
(2.21)
The CAT model can be obtained via a Hamiltonian reduction procedure from the two-loop
WZNW model [6]. The modification of the E-M tensor described above is equivalent to the
one performed on the Sugawara tensor of the two-loop WZNW model in order for reduction
procedure to respect the conformal invariance [6].
The Affine Toda model (AT) associated to a simple Lie algebra G possesses rank-G
fields ϕa, a = 1, 2, ... rank-G; and it is not conformally invariant. Its equations of motions
correspond to eq. (2.1) for η = 0. As shown in [2] the AT models constitute a “gauge fixed”
version of the CAT models. The η field can be “gauged away” by a conformal transformation
(2.4) with f ′ = eη+(x+) and g′ = eη−(x−) where η+ and η− are the parameters of the solution
of the free field η, i.e. η(x+, x−) = η+(x+) + η−(x−). Therefore for every regular solution of
the η field the CAT model defined on a space-time (x+, x−) corresponds to the AT model
with the extra field ν defined on a space-time (x˜+, x˜−) where x˜+ =
∫ x+ dy+eη+(y+) and
x˜− =
∫ x− dy−eη−(y−). Such connection allows one to calculate exactly the perturbation of
the η field on the dynamics of the AT model [2].
For the particular solution η = 0 the CAT and AT are defined on the same space-time
and the dynamics of the fields ϕa are the same on both models. In such case the E-M tensor
5
of these theories are related by
ΘATρσ = Θ
CAT
ρσ |η=0 +q¯
(
∂ρ∂σ − gρσ∂2
)( r∑
a=1
2
α2a
ϕa + hν
)
(2.22)
This relation provides a very interesting insight on the role of the broken conformal symmetry
of the AT models. If one considers classical solutions of soliton type which can be put at rest
at some Lorentz frame, then the energy of the solution can be interpreted as the rest mass of
the soliton. Such mass should be proportional to some mass scale of the theory. Due to the
conformal (scale) invariance such mass scale does not exist in the CAT model and therefore
the soliton mass should vanish. Alternatively, this can be seen by taking the matrix element
of ΘCATρσ between one soliton states of momentum p and p
′, obtaining [8]
〈p |
∫
dxΘCATρσ | p′〉 = APρPσ +B
(
KρKσ −K2gρσ
)
(2.23)
where P ≡ p+p′
2
and K ≡ p − p′. Relation (2.23) follows from the symmetry of ΘCATρσ and
its conservation ∂ρΘCATρσ = 0. If in the classical limit, which is obtained by considering the
tree diagrams of the vertex (2.23), B has no poles at K2 = 0, we shall have in the forward
direction
〈p |
∫
dxΘCATρσ | p〉 = Apρpσ (2.24)
and because ΘCATρσ is traceless it follows we must have either p
2 = 0 or A = 0 for p2 6= 0.
Therefore ΘCATρσ does not give any contribution for the case of a soliton of mass different
from zero (p2 6= 0).
However in the AT model the same is not true, and from (2.22) one observes that the
contribution to the soliton mass in the AT models comes from a total divergence contained
in the second term of (2.22). Indeed, denoting by M the soliton mass and v its velocity (in
units of light velocity) one gets
Mv√
1− v2 =
∫ ∞
−∞
dxΘAT01
= q¯
∫ ∞
−∞
dx∂x∂t
(
r∑
a=1
2
α2a
ϕa + hν
)
(2.25)
= q¯∂t
(
r∑
a=1
2
α2a
ϕa + hν
)
|∞−∞
This universal formula will be used to determine the masses of the solitons we will find below,
using Hirota’s method. This result was reported independently by Olive [9] and we learned
while typing this paper [4] that his results was obtained using very similar arguments to
ours.
6
3 Hirota’s Method
We now construct solitons solutions for CAT and AT models associated to any simple Lie
algebra G using the Hirota’s method [10]. We introduce the τ -functions as 4
ϕa =
1
q¯

− ln τa
τ l
ψ
a
0
+ ϑa

 ν = 1
q¯
2
ψ2
(σ − ln τ0) (3.1)
with a = 1, 2, ..., rank-G, and where [2]
ϑa =
rankG∑
b=1
(RK)−1ab ln
(
q0lψb
qb
)
(3.2)
where R is the matrix with entries Rab = δab+n
ψ
b , with n
ψ
b being the integers in the expansion
ψ = nψaαa, and so l
ψ
a =
α2a
ψ2
nψa , and
(R−1)ab = δab − n
ψ
b
h
(3.3)
Substituting these definitions in (2.1) and (2.3) for η = 0 one obtains that the resulting
equations can be decoupled into
△ (τj) = βlψj
(
1−
rankG∏
k=0
τ
−Kjk
k
)
(3.4)
∂+∂−σ = β (3.5)
where Kij , i, j = 0, 1, 2, ..., rank-G, is the extended Cartan Matrix of the Affine Kac-Moody
algebra Gˆ associated to G (obtained from the ordinary Cartan matrix of G by adding one
extra row and column corresponding to the simple root α0 = −ψ). Furthermore
△ (F ) ≡ ∂+∂− lnF = ∂+∂−F
F
− ∂+F∂−F
F 2
(3.6)
and
β =
qj
lψj
eKjkϑk for any j = 0, 1, . . . , r (3.7)
4From (2.5) and (2.6) one sees that, for B = 0, the τ -functions are primary fields of conformal weight
(0, 0). Notice this definition of the τ -functions is related to that of ref. [2] by τj → (τj)l
ψ
j . Also, these
τ -functions are related to the Leznov-Saveliev [11] solution of the CAT model [2]. Comparing (3.1) with eqs.
(14) and (15) of ref. [2] (where q¯ = 1) one can write (on shell and for η = 0)
τa = e
2
ψ2
lψa σ+ϑa〈λ(a) | eK+(x+)M+(x+)M−1− (x−)e−K−(x−) | λ(a)〉
τ0 = e
2
ψ2
σ〈λ(0) | eK+(x+)M+(x+)M−1− (x−)e−K−(x−) | λ(0)〉
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is a constant independent of the index j [2]. We have also set ϑ0 = 0. In the calculation we
have used the fact that lψj , j = 0, 1, 2, ..., rank-G, with lψ0 = 1, constitute a null vector of the
extended Cartan matrix. Indeed,
∑r
j=0Kijl
ψ
j =
2αi.α0
α20
+
∑r
a=1
2αi.αa
α2a
lψa = 0, since α0 = −ψ
and ψ
ψ2
=
∑r
a=1 l
ψ
a
αa
α2a
.
The solution to (3.5) gives σ as
σ(x+, x−) = βx+x− + F (x+) +G(x−) (3.8)
with F and G being arbitrary functions.
Reference [1] provided for the first time the Hirota’s solution for the Affine Toda models
associated to Ar ≡ SU(r+1). The technical manipulations, required in order to write down
the consistent Hirota’s equation for the AT model, relied on the τ -functions which exceeded
by one the number of fields physically associated to the model. The origin of the extra τ -
function, namely τ0, can be traced back, in view of the analysis in [2], to the ν field revealing
intrinsic connection of the Hirota’s equations (3.4) to the structure of the CAT model.
In the spirit of the Hirota’s method we expand the τ -functions in a formal power series
in a parameter ǫ as
τi = 1 + ǫτ
(1)
i + ...+ ǫ
Niτ
(Ni)
i (3.9)
We will be interested in solutions were the space-time dependence of the τ -functions is
given by
τ
(n)
i = δ
(n)
i e
nΓ (3.10)
with
Γ = γ+x+ + γ−x− + ξ = γ(x− vt) + ξ (3.11)
where δ
(n)
i are constant vectors to be found from Hirota’s equations, and γ+ =
γ
2
(1 + v),
γ− =
γ
2
(1− v) and ξ are parameters of the solution.
The basic idea is to expand Hirota’s eqs. (3.4) in powers of ǫ and solve them order by
order. The method gives an exact solution if the series truncates at some finite order in ǫ.
The actual value of the parameter ǫ is irrelevant in the procedure and it can be set to unity
at the end of the calculation. Below we give a detailed procedure to solve Hirota’s equations.
But before that we would like to discuss some general properties of the method.
Theorem 3.1 Let us suppose one has a solution of the Hirota’s eqs. and let us denote by
Ni the highest power of ǫ in the Hirota’s expansion of τi, i = 0, 1, 2, . . . , rank-G. Then Ni
are the components of a null vector of the extended Cartan matrix:
Kij Nj = 0 (3.12)
Since the zero eigenvalue of Kij is non degenerate and since l
ψ
i is a null vector of K, it follows
that Ni = κ l
ψ
i , where κ is some positive integer.
Proof. Since Kii = 2 and Kij ≤ 0 for i 6= j one observes that by multiplying both sides
of (3.4) by τ 2j the powers of τ ’s will all be positive. After multiplication the term of highest
power in ǫ on the l.h.s. of (3.4) will be ǫNiKii
(
τ
(Ni)
i
)2
∆
(
τ
(Ni)
i
)
which is zero because of the
8
ansatz (3.10). Notice now that on the r.h.s there is only one unique term contributing to
the highest power of ǫ leading to
(
τ
(Ni)
i
)Kii
ǫNiKii =
rankG∏
k=0,k 6=i
(
τ
(Nk)
k
)−Kik
ǫ−NkKik (3.13)
Since the sum of the powers of ǫ on the r.h.s. of the above equation should equal NiKii one
obtains (3.12) .✷
Therefore a necessary condition for the expansion (3.9) to truncate at some finite order
(when ansatz (3.10) is used) is that the matrix Kij appearing in the Hirota’s eqs. (3.4)
should be singular.
Substituting the expansion (3.9) into Hirota’s eqs. (3.4) and using (3.10) and (3.11) one
obtains that the resulting equation in order zero in ǫ is trivially satisfied whilst the first order
equation leads to
Lijδ
(1)
j = λδ
(1)
i (3.14)
where Lij = l
ψ
i Kij , and λ =
γ+γ−
β
= γ
2(1−v2)
4β
. Therefore the parameters of the solution are
restricted by the possible eigenvalues of the matrix Lij. As we shall show below, except for
the algebras SU(6p) and SP (3p) with p a positive integer, the higher terms δ(n) (n ≥ 2), are
uniquely determined by δ(1). Therefore, if the eigenvalues are non degenerate there can be at
most rank-G + 1 one-soliton solutions. However if there are degeneracies we can have many
more solutions. Since a right null vector of Kij is also a right null vector of Lij and vice
versa, it follows that there will always be a zero eigenvalue. This eigenvalue is not degenerate
and the corresponding soliton solution is trivial in the sense that the ϕ’s fields (but not ν)
are constants.
3.1 Soliton Masses
From (3.1) one gets
q¯
(
r∑
a=1
2
α2a
ϕa + hν
)
= −
r∑
j=0
2
α2j
log τj +
2
ψ2
hσ +
r∑
a=1
2
α2a
ϑa (3.15)
where we have used the fact that
∑r
a=1
2
α2a
lψa =
2
ψ2
(h− 1). Therefore from the relation (2.25)
one obtains
Mv√
1− v2 = −
r∑
j=0
2
α2j
τ˙j
τj
|∞−∞ +
2h
ψ2
σ˙ |∞−∞= −
r∑
j=0
2
α2j
τ˙j
τj
|∞−∞ (3.16)
where we have chosen the functions F and G in the definition (3.8) in such way that the
contribution to the mass from the σ field vanishes. Substituting (3.9) and (3.10) into (3.16)
one gets
Mv√
1− v2 = γv
r∑
i=0
2
α2i
ǫδ
(1)
i e
Γ + ǫ2δ
(2)
i 2e
Γ... + ǫNiδ
(Ni)
i Nie
NiΓ
1 + ǫδ
(1)
i e
Γ + ...+ ǫNiδ
(Ni)
i e
NiΓ
|∞−∞ (3.17)
Recalling that Γ = γ(x− vt) + ξ we see that by taking γ > 0 the lower limit x→ −∞ does
not contribute and the limit x→∞ is finite. For γ < 0 the converse happens. Therefore the
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mass is proportional to | γ |. From Theorem (3.1) we have Nj = κlψj where κ is a positive
integer. Therefore
Mv√
1− v2 =| γ | v
r∑
j=0
2
α2j
Nj =| γ | v2hκ
ψ2
(3.18)
with h being the Coxeter number of G. Recalling that λ = γ2(1− v2)/4β we therefore arrive
at the following expression for the soliton masses in the AT model
M =
4hκ
ψ2
m
√
λ (3.19)
where we have denoted m ≡ √β. This mass formula is true for any algebra and for any
solution constructed using the ansatz (3.10). Notice that the masses of solitons associated
with a given eigenvalue λ are quantized in units of 4h
ψ2
m
√
λ. In addition the soliton masses
are proportional to the masses of the fundamental particles of the AT model.
3.2 Soliton charges
An important consequence of Theorem (3.1) is that the asymptotic values of the ϕ’s fields
are always finite for the solutions constructed through the ansatz (3.10). From (3.1), (3.9)
and (3.10) we see that, for γ > 0, ϕa(−∞) = ϑaq¯ and since Ni = κlψi with lψ0 = 1 we see that
the limit of τa/τ
lψa
0 as x→∞ is finite and so from (3.1) ϕa(∞) is also finite5. For γ < 0 the
limits are interchanged. Since the masses of the solitons, as shown above are finite, it follows
that such asymptotic values of ϕ’s are vacua of the potential (2.15). As discussed before, in
the regime where q¯ is purely imaginary the real minima of the potential are degenerate. We
then introduce the topological charge of the solitons as (iq˜ ≡ q¯)
Q ≡ q˜
2π
∫ ∞
−∞
dx∂xϕ =
q˜
2π
(ϕ(∞)− ϕ(−∞)) (3.20)
The actual calculation of the charges presents some ambiguities which we now discuss. From
(3.1), (2.14) and (3.9) we have
ϕ =
r∑
a=1
2αa
α2a
ϕa = − 1
iq˜
r∑
a=1
2αa
α2a
log
τa
τ l
ψ
a
0
+ ϑ = − 1
iq˜
r∑
j=0
2αj
α2j
log τj + ϑ (3.21)
where ϑ = 1
iq˜
∑r
a=1
2αa
α2a
ϑa. The τ -functions are in general complex and therefore the logarithm
function may not be single valued. One could therefore use the prescription, as in [1], that
log z = log | z | +iθ¯ for z =| z | eiθ, where 0 ≤ θ¯ < 2π and θ¯ − θ = multiple of 2π . However
the implementation of such prescription requires also a criterion on the use of the identity
logAB = logA+ logB. The reason is that the result depends on the order in which the bar
prescrition and the identity are used. For instance, one could get logAB = logA+ logB =
log | A | + log | B | +iargA + iargB or logAB = log | AB | +i(argA+ argB). Due to
such ambiguities the values of the charges one obtains will differ by a sum of co-roots of G.
5We would like to point out that for x→ ±∞, τa/τ l
ψ
a
0 becomes a phase, i.e. limx→±∞ | τa/τ l
ψ
a
0 |= 1
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Therefore it is quite clear which coset in ΛvW/Λ
v
R the charge lies (where Λ
v
W and Λ
v
R denote
the co-weight and co-root lattices of G respectively), but the determination of the possible
values of the charge, inside the coset, that a given soliton solution can have is quite delicate.
For this reason we will give below the charges of the solutions we constructed, up to a sum
of co-roots of G. Following (3.20) and (3.21) we will use the formula (for γ > 0)
Q = − 1
2πi
lim
x→∞
r∑
a=1
2αa
α2a
log
τa
τ l
ψ
a
0
= − 1
2πi
r∑
a=1
2αa
α2a
log
δ(Na)a
(δ
(N0)
0 )
lψa
(3.22)
where Nj is the highest power of ǫ in the Hirota’s expansion of τj , j = 0, 1, 2..., r. For γ < 0
the sign of the charge reverses.
3.3 Recurrence Method
We now describe a method to solve Hirota’s equations recursively. We show how to determine
the higher δ(n) (n ≥ 2) from δ(1). We write Hirota’s equation (3.4) as:
Gi = βFi (3.23)
by introducing the auxiliary quantities:
Gi ≡ τ 2i △ (τi) (3.24)
Fi ≡ lψi

τ 2i −
rankG∏
k=0,k 6=i
τ−Kikk

 (3.25)
and possessing the following ǫ expansion:
Gi = ǫG
(1)
i + ǫ
2G
(2)
i + . . .
Fi = ǫF
(1)
i + ǫ
2F
(2)
i + . . .
Clearly (3.23) must hold for each order i.e.
G
(n)
i = βF
(n)
i (3.26)
where both sides of (3.26) can be rewritten as
G
(n)
i = ∂+∂−τ
(n)
i +A(n)i
(
τ (n−1), . . . , τ (1)
)
(3.27)
F
(n)
i = Lijτ
(n)
j + B(n)i
(
τ (n−1), . . . , τ (1)
)
(3.28)
where Lij = l
ψ
i Kij and A(n) and B(n) are sums of products of τ ’s such that the sum of orders
of τ ’s for each term is n. From now on we choose the ansatz (3.10) for the τ -functions.
Substituting (3.27) and (3.28) into (3.26) we get
(
Lij − n2λδij
)
δ
(n)
j = V
(n−1)
i n = 1, 2 . . . (3.29)
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where λ ≡ γ+γ−/β and where we grouped together the lower order terms δ(k)’s with k < n
into one term V
(n−1)
i nonlinear in δ’s and defined by
V
(n−1)
i
(
δ(n−1), . . . , δ(1)
)
=
A(n)i /β − B(n)i
/ expnΓ
= λa
(n−1)
i − b(n−1)i (3.30)
For convenience we have introduced above new quantities b
(n−1)
i = B(n)i / expnΓ and a(n−1)i =
A(n)i / (γ+γ− expnΓ). Notice that V (n−1=0)i = 0 due to:
a
(0)
i = b
(0)
i = 0 ; i = 0, . . . , r (3.31)
Hence the expansion of the τ function must always start at the first order with δ
(1)
i being an
eigenvector of Lij matrix as we explained in (3.14). This forces the parameter λ of Hirota’s
equation to be one of the eigenvalues λ[k] of the Lij matrix. Since V
(n−1)
i depends on δ
(k)
with k < n as seen from its definition (3.30), equation (3.29) is a recursive relation and can
be used to determine higher order δ’s. If n2λ is not equal to any eigenvalue of Lij then the
recurrence relation becomes
δ
(n)
i = S
(n)−1
ij V
(n−1)
j ; S
(n)
ij ≡ Lij − n2λδij (3.32)
If n2λ equals one of the eigenvalues of Lij we have to be more careful. In fact, such kind of
“degeneracy” opens the way for constructing new solutions of Hirota’s equation. Expanding
both V
(n−1)
j and δ
(n)
i
δ
(n)
i =
∑
k
d
(n)
[k] v
[k]
i ; V
(n−1)
i =
∑
k
c
(n−1)
[k] v
[k]
i (3.33)
in terms of the eigenvectors v
[k]
j of the Lij matrix:
Lijv
[k]
j = λ
[k]v
[k]
i (3.34)
and plugging this expansion back into eq. (3.29) results in
(
λ[k] − n2λ
)
d
(n)
[k] = c
(n−1)
[k] (3.35)
So, if λ[k] 6= n2λ then d(n)[k] is determined from (3.35). However if λ[k] = n2λ, d(n)[k] is unde-
termined and we can choose it arbitrarily. Notice however that for consistency c
(n−1)
[k] has to
vanish in such case (in fact, in all cases where the kernel is non trivial we found that c
(n−1)
[k]
consistenly vanishes). Such non trivial kernel of Lij − n2λδij introduces new parameters in
the procedure and we will show below that it leads to extra soliton solutions of the AT and
CAT models.
As we are going to show in the following sections, the eigenvalues of the matrix Lij for
the classical algebras can be written as
λ[j] = 4cG sin
2
(
jπ
h
)
; j = 0, 1, 2, ..., rG (3.36)
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where cG = 1 and rG = rank-G for G = SU(r+1), and Sp(r), and cG = 2 for G = SO(2r) and
SO(2r+1), whilst rG = rank-G−1 for G = SO(2r+1) and rG = rank-G−2 for G = SO(2r).
SO(2r + 1) has an eigenvalue λ = 2 and SO(2r) has two eigenvalues λ = 2.
Consequently the kernel of Lij−n2λδij for the classical algebras is non trivial when there
exists j, j′ and n such that sin2
(
jπ
h
)
= n2 sin2
(
j′π
h
)
. The solutions for such equation are
very scarce and can be obtained from the following more general theorem [12] which we here
present without proof.
Theorem 3.2 The only solutions of the equation
sin (aπ) = c sin (bπ) (3.37)
with a, b and c non-zero rational numbers are when either c = ±1 or {sin (aπ) , sin (bπ)} ⊂
{1,−1, 1
2
,−1
2
}.
Therefore the kernel is non trivial for SU(6p) and Sp(3p) only, with p a positive integer,
(where in both cases h = 6p) with j = 3p, j′ = p and n = 2. We will show later that in such
cases we obtain new soliton solutions.
For the exceptional algebras one can check that the kernel of Lij−n2λδij is always trivial.
Summarizing, using the above method we can find the δ
(n)
i recursively using (3.32) and/or
(3.35). We expect to find the soliton solutions for the cases where this series truncates. That
is, we have to have:
V
(n−1)
i = 0 for n > Ni (3.38)
since from now on all δ
(n)
i will be zero.
3.4 Calculation of V
(n−1)
i
The calculation of V
(n−1)
i defined in (3.30) can be easily performed using the Leibniz rule
dn(AB)
dxn
=
∑n
l=0
dlA
dxl
dn−lB
dxn−l
and the fact that for an arbitrary function H of the tau-functions
we have H(n) = dnH/dǫn|ǫ=0/n!. Let us first give a derivation of a(n−1)i used to determine
V
(n−1)
i in (3.30). From (3.6) and (3.24) we have Gi = τi∂+∂−τi − ∂+τi∂−τi. Therefore
G
(n)
i = γ+γ−
n∑
l=0
(
(n− l)2 − l(n− l)
)
δ
(l)
i δ
(n−l)
i e
nΓ (3.39)
Dividing by γ+γ− exp (nΓ) and subtracting the term n
2δ
(n)
i corresponding to ∂+∂−τi we
obtain
a
(n−1)
i =
n−1∑
l=1
(
n2 − 3nl + 2l2
)
δ
(l)
i δ
(n−l)
i (3.40)
The final form of V
(n−1)
i depends through b
(n−1)
i on the Cartan matrix and varies therefore
from algebra to algebra. However there are few generic terms which always appear in F
(n)
i .
As seen from (3.25) these terms are: (τ 2i )
(n), (τk−1τk+1)
(n), (τiτ
2
j )
(n) and (τiτjτk)
(n). Therefore
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we give here the results for generic quadratic and cubic terms in τ -functions. Applying the
same procedure as for the Gi function we arrive at
(τiτj)
(n)/enΓ = δ
(n)
i + δ
(n)
j +
n−1∑
l=1
δ
(l)
i δ
(n−l)
j (3.41)
and similarly
(τiτjτk)
(n)/enΓ = δ
(n)
i + δ
(n)
j + δ
(n)
k +
n−1∑
l=1
δ
(l)
i δ
(n−l)
j +
n−1∑
l=1
δ
(l)
j δ
(n−l)
k
+
n−1∑
l=1
δ
(l)
i δ
(n−l)
k +
n−1∑
l=1
l−1∑
m=1
δ
(m)
i δ
(l−m)
j δ
(n−l)
k (3.42)
Based on these results we will complete the calculation of V
(n−1)
i below for the relevant
algebras.
4 Ar ∼ SU(r + 1)
The extended Cartan Matrix for SU(r + 1) is given as
K =


2 −1 0 0 . . . 0 −1
−1 2 −1 0 . . . 0 0
0 −1 2 −1 . . . 0 0
...
...
...
...
...
...
...
0 . . . 0 −1 2 −1 0
−1 0 0 · · · 0 −1 2


(4.1)
and Hirota’s equation (3.4) reads
τ 2j △ (τj) = β
(
τ 2j − τj+1τj−1
)
for j = 0, 1, 2, . . . , r (4.2)
where, due to the periodicity of the extended Dynkin diagram, it is understood that τj+r+1 =
τj . The first order Hirota solution is obtained from the eigenvectors of Lij = l
ψ
i Kij as in
(3.14), namely
Lijvj = λvi (4.3)
Since lψi = 1 for all i’s, this yields the system of equations
vj−1 − (2− λ)vj + vj+1 = 0 for j = 0, 1, ..., r (4.4)
with
vj+r+1 = vj (4.5)
Eq. (4.4) can be recognized as the recurrence relation for the Chebyshev polynomials with 2−
λ = 2x (see appendix A). Therefore any linear combination of the Chebyshev polynomials of
type I and II satisfy (4.4). The relation (4.5) is equivalent, in fact, to the secular equation for
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L and determines the eigenvalues. Using the trigonometric representation of the Chebyshev
polynomials given in appendix A we get
λj = 4 sin
2
(
jπ
r + 1
)
for j = 0, 1, 2, . . . , r (4.6)
By inspection λj = λr+1−j which clearly indicates that all eigenvalues, apart from λ0 = 0
and λ(r+1)/2 = 4 (for even r + 1), are degenerate. The corresponding eigenvectors are
v
[0]
k = 1
v
[λl]
[1] k = exp
(
2πilk
r + 1
)
; v
[λl]
[2] k = exp
(
−2πilk
r + 1
)
l = 1, 2, . . . , [ r
2
]
v
[λ(r+1)/2]
k = (−1)k for r + 1 even (4.7)
where k = 0, 1, 2, . . . , r and [
r
2
]
=
{
(r − 1)/2, if r is odd ;
r/2, otherwise.
Let us now apply our Hirota perturbation method to SU(r + 1). From (3.30), (3.40) and
(3.41) we find a closed expression for V
(n−1)
i to be
V
(n−1)
j = −
n∑
l=1
((
1− λ
(
n2 − 3nl + 2l2
))
δ
(l)
j δ
(n−l)
j − δ(n−l)j+1 δ(l)j−1
)
(4.8)
According to (3.14), δ(1) has to be an eigenvector of L. We start with the eigenvalues
λ0 = 0 and λ r+1
2
= 4 (for r + 1 even) which are not degenerate, and so we have δ
(1)
j = 1
and δ
(1)
j = (−1)j respectively. Substituting these vectors into expression (4.8) for n = 2
we see that V
(1)
j = 0. Consequently from (3.32) we have δ
(2)
j = 0, which leads to V
(2)
j = 0
and δ
(3)
j = 0 and so on. Hence the Hirota perturbation series truncates at first order. For
λ0 = 0 we then get τj = 1+ e
Γ, which is a trivial solution in the sense that the ϕ’s fields are
constants (see (3.1)). For λ r+1
2
= 4 = γ+γ−
β
(for r + 1 even) we get
τj = 1 + (−1)jeΓ (4.9)
According to (3.19) the mass of such solution is M = 8(r+1)
ψ2
m (r + 1 even).
For the remaining set of (degenerate) eigenvalues we consider the following general linear
combination:
δ
(1)
j = y1 exp
(
2πilj
r + 1
)
+ y2 exp
(
−2πilj
r + 1
)
l = 1, 2, . . . , [ r
2
] (4.10)
where j = 0, 1, 2, ..., r, y1 and y2 are arbitrary constants. The calculation based on (4.8)
gives:
V
(1)
j = −2y1y2
(
1− cos
(
4πl
r + 1
))
= −y1y2λl(4− λl) l = 1, 2, . . . , [ r2 ] (4.11)
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where we used expression (4.6) for the eigenvalues λl. Rewriting (4.11) as V
(1) = y1y2λl(4−
λl)v
[0] and expanding δ(2) = d
(2)
k v
[k] in terms of the eigenvectors from (4.7) we get after
substitution into (3.35)
δ(2) = y1y2
(
1− 1
4
λl
)
v[0] (4.12)
Substituting this into (4.8) we find V (2) = 0 and consequently δ(3) = 0, which in turn leads
to V (3) = 0 and δ(4) = 0. One can verify that V (n) = 0 with n ≥ 4. Therefore δ(n) = 0 for
n ≥ 3.
To summarize, the general solution of Hirota’s equations for Ar ∼ SU(r + 1) is given by
the tau-function
τj = 1 +
(
y1 exp
(
2πilj
r + 1
)
+ y2 exp
(
−2πilj
r + 1
))
eΓ + y1y2
(
1− 1
4
λl
)
e2Γ (4.13)
with Γ given by (3.11), γ+γ−
β
= λl = 4 sin
2
(
lπ
r+1
)
and l = 1, ..., [ r
2
]. The solutions given
in (4.13) contain those obtained by Hollowood when either y1 = 0 or y2 = 0 where the
corresponding masses are given by eqns. (3.19) with κ = 1, i.e.
Ml =
8(r + 1)
ψ2
m sin(
lπ
r + 1
) (4.14)
However when considering both y1 and y2 6= 0 , the solution truncates only in the second
order in ǫ yielding a solution with mass twice as large. We should point out that in such
case we have a “two-soliton-like” solution surviving in the static limit.
If we consider the topological charge given in (3.22) we find that when y1 = 0 the
corresponding charge is
Q−l = − 1
2π
r∑
a=1
2αa
α2a
(−2πla
r + 1
)
= ωr+1−l + β− (4.15)
for some β− ∈ ΛR. Taking now y2 = 0 the charge is
Ql = − 1
2π
r∑
a=1
2αa
α2a
(
2πla
r + 1
)
= ωl + β+ (4.16)
for some β+ ∈ ΛR and l = 1, ..., [ r2 ], ωi i = 1, ...r are the fundamental weights of SU(r + 1).
The case of solution(4.13) when y1, y2 6= 0, under such prescription correspond to charges
lying in the root lattice ΛR.
4.1 Second type of degeneracy for SU(6p)
As noted in section 3.3, for the eigenvalue λp = 1 of SU(6p) the higher order δ
(n)’s (n ≥ 2)
are not uniquely determined by δ(1) since the kernel of Lij − n2λδij is not trivial for n = 2.
We therefore can add to δ(2) a term proportional to the eigenvector corresponding to λ3p = 4,
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introducing a new parameter in the solution. The first order contribution to the tau-function
corresponding to λp = 1 is
δ
(1)
j = y1 exp
(
2πipj
6p
)
+ y2 exp
(
−2πipj
6p
)
= y1 exp
(
iπj
3
)
+ y2 exp
(
−iπj
3
)
(4.17)
where y1 and y2 are arbitrary constants reflecting the ordinary degeneracy between eigen-
values λp and λ6p−p. From (4.11) we get
V
(1)
j = −3y1y2 (4.18)
and it is easy to see that the linear combination
δ(2) =
3y1y2
4
v[λ=0] + zv[λ3p] =
3y1y2
4
+ z(−1)j (4.19)
for arbitrary z satisfies the second order recurrence relation: (L−22λpI)δ(2) = V (1) recalling
that 22λp = λ3p. Plugging now (4.19) into (4.8) we obtain
V
(2)
j = (−1)j+1z
(
δ
(1)
j + δ
(1)
j+1 + δ
(1)
j−1
)
= −2z
(
y1u
[λ2p]
[2] j ++y2u
[λ2p]
[1] j
)
(4.20)
hence V
(2)
j is a linear combination of two eigenvectors corresponding to the degenerate
eigenvalue λ2p = 3. From recurrence relation (L − 32λpI)δ(3) = V (2) we now find δ(3)j =
z(−1)jδ(1)j /3. One more step of recurrence procedure yields V (3) = −zy1y2(−1)j and δ(4)j =
(−1)jzy1y2/12. At this point the recurrence procedure terminates and the final solution is
given by
τj = 1 +
(
y1 exp
(
iπj
3
)
+ y2 exp
(
−iπj
3
))
eΓ +
(
3
4
y1y2 + (−1)jz
)
e2Γ
+
z
3
(−1)j
(
y1 exp
(
iπj
3
)
+ y2 exp
(
−iπj
3
))
e3Γ + (−1)j zy1y2
12
e4Γ (4.21)
which of course reproduces (4.13) for z → 0. The mass in such case is given by the mass
formula (3.19) with κ = 4, namely M = 96mp
ψ2
. The topological charge in this case can be
verified to lie in the coset ω3p + ΛR of ΛW/ΛR.
5 Sp(r) Case
The Cartan matrix is given by
K =


2 −2 0 0 . . . 0 0
−1 2 −1 0 . . . 0 0
0 −1 2 −1 . . . 0 0
...
...
...
...
...
...
...
0 0 . . . 0 −1 2 −1
0 0 0 · · · 0 −2 2


(5.1)
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lψi = 1 for i = 0, 1, 2..., r, and yields the following Hirota’s equations
τ 20 △ (τ0) = β
(
τ 20 − τ 21
)
τ 2a △ (τa) = β
(
τ 2a − τa+1τa−1
)
for a = 1, 2, ..., r − 1
τ 2r △ (τr) = β
(
τ 2r − τ 2r−1
)
(5.2)
The corresponding eigenvalue equation Lijvj = Kijvj = λvi reads in components as
(2− λ)v0 − 2v1 = 0 (5.3)
−va−1 + (2− λ)va − va+1 = 0 for a = 1, 2, ..., r − 1 (5.4)
−2vr−1 + (2− λ)vr = 0 (5.5)
From (3.14), δ(1) has to be one of the eigenvalues of L ≡ K. Using the results of section 3.4
the function V
(2)
i from (3.30) reads
V
(2)
0 (δ
(1)) = (δ
(1)
0 )
2 − (δ(1)1 )2 (5.6)
V (2)a (δ
(1)) = (δ(1)a )
2 − δ(1)a+1δ(1)a−1 for a = 1, 2, ..., r − 1 (5.7)
V (2)r (δ
(1)) = (δ(1)r )
2 − (δ(1)r−1)2 (5.8)
Our soliton construction is based on two results:
1. The eigenvalues of the extended Cartan matrix are λj = 4 sin
2 (jπ/2r), j = 0, . . . , r
2. V
(2)
i (δ
(1)) = (1− x2)(δ(1)0 )2, where x = (2− λ)/2 and V (n)i = 0 for n ≥ 3.
The proof of these results is based on the basic properties of Chebyshev polynomials
[13, 14] listed in Appendix A. Let us start on the proof by first introducing the variable
x = (2− λ)/2 into (5.3), (5.4) and (5.5) and rewriting
vi = Ti(x)v0 ; i = 0, . . . , r (5.9)
Now equations (5.3) and (5.4) are trivially satisfied due to the basic recurrence relation (A.1).
The remaining equation (5.5) becomes
xTr(x)− Tr−1(x) = 0 (5.10)
This equation is not satisfied automatically by the Chebyshev’s polynomials. It is in fact
equivalent to imposing the secular equation for the SP (r) Cartan matrix. Using (A.2) we
see that (5.10) is equivalent to
(1− x2)T ′r(x) = 0 (5.11)
So the (r+1) solutions to (5.10) are given by the extrema of Tr from (A.5). This corresponds
to
λj = 4 sin
2
(
jπ
2r
)
(5.12)
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which proves the first observation. Next, substituting (5.9) into (5.6) we get
V
(2)
0 = (1− x2)(δ(1)0 )2 (5.13)
Using (A.3) we get for (5.7)
V (2)a =
(
T 2a − Ta+1Ta−1
)
(δ
(1)
0 )
2 =
1
2
(T0 − T2)(δ(1)0 )2 = (1− x2)(δ(1)0 )2 (5.14)
Using (5.10) we get
V (2)r =
(
T 2r − T 2r−1
)
(δ
(1)
0 )
2 = (1− x2)T 2r (δ(1)0 )2 = (1− x2)(δ(1)0)2 (5.15)
where we used the fact that eigenvalues correspond to extremas for Tr (see (A.6)). Therefore
(5.13) and (5.14) hold for any value of x, while (5.15) is valid only when x corresponds to an
eigenvalue of the Sp(r) Cartan Matrix. So the first part of point 2 is proved. We now prove
the rest. The eigenvector corresponding to λ = 0 (x = 1) is vλ=0i = 1, ∀i as can be seen from
(A.7) or direct inspection. Therefore V (2) is proportional to vλ=0. From (3.33) and (3.35)
we see that δ(2) is also proportional to vλ=0
δ(2) =
(
(1 + x)
8
(δ
(1)
0 )
2
)
vλ=0 x 6= 1 (5.16)
(especially all components are equal). Note, that δ(2) vanishes for λ = 0 (x = 1), due to
indeterminacy in (3.35) we don’t get this result from (5.16)
From direct calculation we get
V
(3)
0 = (2− λ)δ(1)0 δ(2)0 − 2δ(1)1 δ(2)1 (5.17)
V (3)a = (2− λ)δ(1)a δ(2)a − δ(1)a−1δ(2)a+1 − δ(1)a+1δ(2)a−1 for a = 1, 2, ..., r − 1 (5.18)
V (3)r = (2− λ)δ(1)r δ(2)r − 2δ(1)r−1δ(2)r−1 (5.19)
After factorizing the equal components of δ(2) we are left with the eigenvalue equation for
δ(1) and so V (3) vanishes. From (3.35) also δ(3) must vanish. Hence V (4) will be the same as
V (2) with δ(1) replaced by δ(2). Again since all components of δ(2) are equal V (4) vanishes.
Since all V (n) are quadratic in δ’s and since the highest nonvanishing δ is δ(2) it follows that
V (n>4) = 0.
From the above considerations we can write the general soliton solution for SP (r) as
τi = 1 + Ti(x)δ
(1)
0 e
Γ +
(1 + x)
8
(δ
(1)
0 )
2Ti(1)e
2Γ x 6= 1 i = 0, 1, . . . , r (5.20)
where x = (2− λ)/2 and λ = γ+γ−/β. Notices that for x = −1 the series breaks at the first
order and this corresponds to known solutions of Sp(r) [2]. For x = 1 we have
τi = 1 + Ti(1)δ
(1)
0 e
Γ (5.21)
and so all the ϕ fields are constant since all τ ’s are equal.
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Masses can be easily analyzed from the universal soliton mass formula (3.19). Clearly,
κ = 2 for the new solutions in (5.20) and taking into account the value of the Coxeter number
for Sp(r) (h = 2r) we find
Mj =
8r
ψ2
m
√
λj =
16r
ψ2
m sin
(
πj
2r
)
; j = 0, . . . , r (5.22)
For solutions with x = −1 the mass would be half as large.
The topological charge defined in (3.22) lies in the coroot lattice ΛvR for x 6= −1 since
all τ ’s possess in common the same coefficient of the highest power in eΓ. For x = −1 the
corresponding topological charges given from (5.20) is
Qm = − 1
2π
r∑
a=1
2αa
α2a
(πm) = ω1 + βˆm (5.23)
where ω1 is a fundamental weight of Sp(r) leading to the defining representation. Again the
solutions (5.20) provide solitons with topological charges lying in the coset ΛvW/Λ
v
R where
ΛvW and Λ
v
R denote the coweight and coroot lattices of Sp(r) respectively.
6 Dr = SO(2r)
The case of D4 = SO(8) has a special interest and so we start by discussing it separately.
6.1 D4 = SO(8)
The matrix Lij = l
ψ
i Kij is given by
L =


2 0 −1 0 0
0 2 −1 0 0
−2 −2 4 −2 −2
0 0 −1 2 0
0 0 −1 0 2


(6.1)
and the integers lψi are (1, 1, 2, 1, 1). The eigenvalues of the matrix L are (0, 2, 2, 2, 6) and
the corresponding right eigenvectors are
vλ=0 =


1
1
2
1
1


; vλ=2[1] =


1
−1
0
1
−1


; vλ=2[2] =


1
1
0
−1
−1


; vλ=2[3] =


1
−1
0
−1
1


; vλ=6 =


1
1
−4
1
1


(6.2)
The Hirota’s equations read
τ 20 △ (τ0) = β
(
τ 20 − τ2
)
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τ 21 △ (τ1) = β
(
τ 21 − τ2
)
τ 22 △ (τ2) = 2β
(
τ 22 − τ0τ1τ3τ4
)
τ 23 △ (τ3) = β
(
τ 23 − τ2
)
τ 24 △ (τ4) = β
(
τ 24 − τ2
)
(6.3)
The solution corresponding to γ+γ−
β
= λ = 6 is given
δ(1) = (1, 1,−4, 1, 1)
δ(2) = (0, 0, 1, 0, 0) (6.4)
and all the remaining δ’s vanish. Therefore according to Theorem 3.1 we have κ = 1. So,
from (3.19) we get the mass of such soliton is M = 2
ψ2
12
√
6m.
The eigenvalue λ = 2 has multiplicity 3. We then apply Hirota’s method by taking δ(1)
to be a general linear combination of the three eigevectors. The solution is then given by
δ(1) =


x1 + x2 + x3
−x1 + x2 − x3
0
x1 − x2 − x3
−x1 − x2 + x3


; δ(2) =
1
3


x1 x2 + x1 x3 + x2 x3
−x1 x2 + x1 x3 − x2 x3
3 (x1
2 + x2
2 + x3
2)
−x1 x2 − x1 x3 + x2 x3
x1 x2 − x1 x3 − x2 x3


δ(3) = P3


1
1
−16
1
1


; δ(4) = P4


0
0
1
0
0


; δ(5) =


0
0
0
0
0


; δ(6) = P 23


0
0
1
0
0


(6.5)
and the higher δ’s vanish and where P3 = x1 x2 x3/27 and P4 = (x1
2 x2
2 + x1
2 x3
2 + x2
2 x3
2) /9.
The solution holds true for any value (even complex) of the parameters x1, x2 and x3 used
in the linear combination.
The properties of the solution seem to be insensitive to the actual values of the parameters
x’s as long as they do not vanish. However when one or two of them vanish the solution
changes substantially. According to Theorem 3.1 we have κ = 1, 2, 3 when two, one and
none of the x’s vanish respectively. Then from (3.19) the masses are given by
M1 =
2
ψ2
12
√
2m ; when two x’s vanish
M2 =
2
ψ2
24
√
2m ; when one of the x’s vanishes
M3 =
2
ψ2
36
√
2m ; when none of the x’s vanishes
The topological charge defined in (3.22) yields for the solution (6.4), Q ∈ ΛR, the root
lattice of SO(8). For those solutions given in (6.5), the topological charge depends upon the
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parameters x1, x2 and x3. By explicit calculation it can be shown that
Q(x1, 0, 0) ∈ λs + ΛR
Q(0, x2, 0) ∈ λv + ΛR
Q(0, 0, x3) ∈ λ¯s + ΛR
Q(x1, x2, x3) ∈ ΛR (6.6)
where λv, λs and λ¯s are the vector and the two spinor weights of SO(8) respectively.
6.2 Dr = SO(2r) for r ≥ 5
The L matrix is here given by
L =


2 0 −1 0 . . . 0 0
0 2 −1 0 . . . 0 0
−2 −2 4 −2 . . . 0 0
0 0 −2 4 −2 0 . . .
...
...
...
. . .
...
...
...
0 . . . −2 4 −2 0 0
0 0 . . . −2 4 −2 −2
0 0 . . . 0 −1 2 0
0 0 0 · · · −1 0 2


(6.7)
with the integers lψi given by (1, 1, 2, 2, ..., 2, 1, 1). To analyze the eigenvalue equation Lijvj =
λvi we follow the usual procedure of first introducing variable x = (4− λ)/4 and expressing
the components vi in terms of Chebyshev polynomials. As usual the generic part of the
eigenvalue problem takes the form of the recurrence relations for Chebyshev polynomials
(A.1). Trying to fit an ansatz in form of linear combination of Chebyshev polynomials into
all eigenvalue equations produces the following result (in case λ 6= 2 or x 6= 1
2
):
v1 = v0 va = 2 (Ua−1 − Ua−2) v0 ; a = 2, 3, . . . , r − 2
vr = vr−1 = (Ur−2 − Ur−3) v0 (6.8)
with the consistency condition, playing the role of the secular equation,
vr−2 = (4x− 2) vr or (x− 1)T ′r−1(x) = 0 (6.9)
to be imposed on the solution (6.8). The solutions to (6.9) take the following form
λk = 8 sin
2
(
kπ
2(r − 1)
)
k = 0, 1, . . . , r − 2 (λ 6= 2) (6.10)
The case λ = 2 has to be treated separately. One finds that the eigenvalue λ = 2 is twofold
degenerated with eigenvectors:
vλ=2[1] =


1
−1
0
...
0


; vλ=2[2] =


0
...
0
−1
1


(6.11)
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In case where r − 1 is a multiple of 3 (r − 1 = 3N) degeneracy becomes threefold and the
extra eigenvector has components given in terms of three components v0, v1, vr−1 playing role
of free parameters
v3+3k = v4+3k = −v6+3k = −v7+3k = −(v0 + v1) k = 0, 2, 4, 6, . . .
v2+3k = 0 k = 0, 1, , . . . , N
vr = −vr−1 + (−1)N+1(v0 + v1) (6.12)
The Hirota’s equations read
τ 20 △ (τ0) = β
(
τ 20 − τ2
)
τ 21 △ (τ1) = β
(
τ 21 − τ2
)
τ 22 △ (τ2) = 2β
(
τ 22 − τ0τ1τ3
)
τ 2a △ (τa) = 2β
(
τ 2a − τa−1τa+1
)
a = 3, 4, ..., r − 3
τ 2r−2△ (τr−2) = 2β
(
τ 2r−2 − τr−3τr−1τr
)
τ 2r−1△ (τr−1) = β
(
τ 2r−1 − τr−2
)
τ 2r △ (τr) = β
(
τ 2r − τr−2
)
(6.13)
Using the results of section 3.4 one obtains that the quantities V
(n−1)
i defined in (3.30) are
given by
V
(n−1)
0 = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ
(l)
0 δ
(n−l)
0
V
(n−1)
1 = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ
(l)
1 δ
(n−l)
1
V
(n−1)
2 = −
n−1∑
l=1
(
2− λ(n2 − 3nl + 2l2)
)
δ
(l)
2 δ
(n−l)
2
+ 2
n−1∑
l=1
(
δ
(l)
0 δ
(n−l)
1 + δ
(l)
1 δ
(n−l)
3 + δ
(l)
0 δ
(n−l)
3 +
l−1∑
m=1
δ
(m)
0 δ
(l−m)
1 δ
(n−l)
3
)
V (n−1)a = −
n−1∑
l=1
((
2− λ(n2 − 3nl + 2l2)
)
δ(l)a δ
(n−l)
a − 2δ(l)a−1δ(n−l)a+1
)
; a = 3, 4, ..., r − 3
V
(n−1)
r−2 = −
n−1∑
l=1
(
2− λ(n2 − 3nl + 2l2)
)
δ
(l)
r−2δ
(n−l)
r−2
+ 2
n−1∑
l=1
(
δ
(l)
r−3δ
(n−l)
r−1 + δ
(l)
r−1δ
(n−l)
r + δ
(l)
r−3δ
(n−l)
r +
l−1∑
m=1
δ
(m)
r−3δ
(l−m)
r−1 δ
(n−l)
r
)
V
(n−1)
r−1 = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ
(l)
r−1δ
(n−l)
r−1
V (n−1)r = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ(l)r δ
(n−l)
r (6.14)
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Applying the recurrence method described in section 3.3 one can now construct the solutions.
For the eigenvalues λk = 8 sin
2 kπ
2(r−1)
= γ+γ−
β
6= 2, k = 1, 2, ..., r−2, we obtain the solution
τ0 = 1 + e
Γ
τ1 = 1 + e
Γ
τa = 1 + 2
cos (2a− 1)θk
cos θk
eΓ + e2Γ ; a = 2, 3, ..., r − 2
τr−1 = 1 + (−1)keΓ
τr = 1 + (−1)keΓ (6.15)
where θk =
kπ
2(r−1)
and where we have used the fact that the Chebyshev polynomials satisfy
Ua−1(xk)− Ua−2(xk) = cos (2a−1)θkcos θk with xk = cos 2θk. According to Theorem 3.1 we see that
κ = 1 in this case and therefore form (3.19) the masses are given by
Mk =
2
ψ2
8(r − 1)
√
2m sin
kπ
2(r − 1) ; k = 1, 2, ..., r− 2 (6.16)
These solutions correspond to topological charges lying in the coset Qk ∈ λv +ΛR for k odd
and Qk ∈ ΛR for k even,where λv denote the vector weight of SO(2r).
For λ = 2 we have to consider the case when r − 1 is a multiple of 3 separately since
as shown above the eigenvalue has multiplicity three. Let us consider first the case r − 1 6=
multiple of 3. The eigenvalue λ = 2 has multiplicity 2 and the eigenvectors are given by
(6.11). So, taking δ(1) to be a linear combination, with parameters y1 and y2, of those
eigenvectors and applying the procedure of section 3.3 we obtain the following solution
τ0 = 1 + y1e
Γ + c(y1, y2)e
2Γ
τ1 = 1− y1eΓ + c(y1, y2)e2Γ
τa = 1 + da(y1, y2)e
2Γ + c(y1, y2)
2e4Γ ; a = 2, 3, ..., r− 2
τr−1 = 1− y2eΓ + (−1)r−1c(y1, y2)e2Γ
τr = 1 + y2e
Γ + (−1)r−1c(y1, y2)e2Γ (6.17)
where Γ is defined in (3.11), λ = 2 = γ+γ−
β
, c(y1, y2) = (y
2
1 + (−1)r−1y22)/4(r − 1) and
da = (−1)a ((4(r − a)− 2) y21 + (−1)r(4a− 2)y22) /4(r − 1), a = 2, 3, ..., r − 2.
There are two special solutions which correspond to the choices y2 = ±iry1 since in such
case c(y1, y2) = 0. Then according to Theorem 3.1 we have κ = 1 and from (3.19) the masses
of these two solutions are the same and equal to
M1 =
2
ψ2
4(r − 1)
√
2m ; for y2 = ±iry1 (6.18)
For y2 6= ±iry1 we have κ = 2 and therefore the mass is
M2 =
2
ψ2
8(r − 1)
√
2m ; for y2 6= ±iry1 (6.19)
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For y2 = i
ry1 we can show that tha topological charge for either r = 2k or r = 2k + 1 lie in
the cosets, Q ∈ λs+ΛR for even k or Q ∈ λ¯s+ΛR for k odd. When y2 = −iry1 the situation
is reversed, i.e. Q ∈ λs + ΛR for odd k or Q ∈ λ¯s + ΛR for k even.
For the case where r − 1 = multiple of 3, the eigenvalue λ = 2 has multiplicity 3.
Analogously, we then take δ(1) to be a linear combination of the three eigenvectors (6.11) and
(6.12) and apply the method described in section 3.3. The calculations are a bit cumbersome
and we give here the results for the simplest example corresponding to SO(14). The main
properties of the solution for any SO(6p + 2) (p a positive integer) are the same for any
p. Obviously as described above, SO(8) has also the eigenvalue λ = 2 with multiplicity
3. However for SO(8) the degeneracy of λ = 2 is related to the symmetries of the Dynkin
diagram whilst for SO(6p + 2) (p > 1) the degeneracy is accidental. Indeed, the solutions
are different.
6.3 SO(14) solutions for λ = 2
The three eigenvectors for the eigenvalue λ = 2 are
vλ=2[1] = (1,−1, 0, 0, 0, 0, 0, 0)
vλ=2[2] = (0, 0, 0, 0, 0, 0,−1, 1)
vλ=2[3] = (1, 1, 0,−2,−2, 0, 1, 1) (6.20)
By taking δ(1) as a linear combination of these eigenvectors and applying the Hirota’s pro-
cedure described in section 3.3 we get the following solution
δ(1) =


y1 + y3
−y1 + y3
0
−2 y3
−2 y3
0
−y2 + y3
y2 + y3


; δ(2) =


y12
24
+ y2
2
24
+ y1 y3
3
y12
24
+ y2
2
24
− y1 y3
3
3 y12
4
− y22
4
+ y3
2
−7 y12
12
+ 5 y2
2
12
+ y3
2
5 y12
12
− 7 y22
12
+ y3
2
−y12
4
+ 3 y2
2
4
+ y3
2
y12
24
+ y2
2
24
− y2 y3
3
y12
24
+ y2
2
24
+ y2 y3
3


; δ(3) =
y3
27


y12+y22
8
y12+y22
8
−2 ( y12 + y22)
23 y12−13 y22
2
−13 y12+23 y22
2
−2 ( y12 + y22)
y12+y22
8
y12+y22
8


δ(4) =


0
0
P4 +
y12 y32
12
− y22 y32
36
P4 − 7 y12 y32108 + 5 y2
2 y32
108
P4 +
5 y12 y32
108
− 7 y22 y32
108
P4 − y12 y3236 + y2
2 y32
12
0
0


; δ(5) = P5


0
0
0
1
1
0
0
0


; δ(6) = P6


0
0
1
1
1
1
0
0


(6.21)
where P4 = (y
2
1 + y
2
2)
2
/576, P5 = −y3 (y21 + y22)2 /2592 and P6 = (y3 (y21 + y22) /216)2.
We should distinguish four type of solutions:
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1. We get three solutions by taking y3 = 0 and y2 = ±iy1 or y3 6= 0 and y1 = y2 = 0.
According to Theorem 3.1 we have κ = 1 and then from (3.19) the masses are
M1 =
2
ψ2
24
√
2m (6.22)
The topological charges for y2 = iy1 can be shown to lie in the coset Q ∈ λ¯s + ΛR
whilst for y2 = −iy1, Q ∈ λs + ΛR. When y3 6= 0, and y1 = y2 = 0, Q ∈ ΛR.
2. Taking y3 = 0 and y2 6= ±iy1 we have κ = 2 and then
M2 =
2
ψ2
48
√
2m (6.23)
3. Taking y3 6= 0 and y2 = ±iy1 again we have κ = 2 and then
M3 =
2
ψ2
48
√
2m (6.24)
4. Finally when y3 6= 0 and y2 6= ±iy1we have κ = 3 and then
M4 =
2
ψ2
72
√
2m (6.25)
In the cases 2, 3 and 4 above the topological charges lie in ΛR.
7 Br = SO(2r + 1)
7.1 SO(7)
The solitons solutions for the case B3 = SO(7) are very similar to those of SO(8). This
is a consequence of the fact that the Dynkin diagram of SO(7) can be obtained from that
of SO(8) by a folding procedure. The Hirota’s equations can be obtained from (6.3) by
making τ4 ≡ τ3 and ignoring the equation for τ4. The eigenvalues of the matrix L for SO(7)
are (0, 2, 2, 6). The solution for λ = 6 for SO(7) is obtained from (6.4) by deleting the last
component of the vectors δ(1) and δ(2). Since the integers lψi are (1, 1, 2, 1) we get, according
to theorem 3.1, that κ = 1 for this solution. Then from (3.19) the mass of the soliton is
M = 2
ψ2
12
√
6m
The eigenvalue λ = 2 of SO(7) has multiplicity 2 and the solution is constructed by taking
δ(1) as a linear combination of the corresponding eigenvectors and applying the procedures
of section 3.3. The solution one gets can be obtained from (6.5) by making x3 ≡ x1 and by
ignoring the last component of all δ’s (the solution will then depend upon two parameters
x1 and x2). We have κ = 1, 2, 3 for x1 = 0 and x2 6= 0, x1 6= 0 and x2 = 0 and x1 , x2 6= 0
respectively. The masses are then
M1 =
2
ψ2
12
√
2m ; when x1 = 0, x2 6= 0
M2 =
2
ψ2
24
√
2m ; when x1 6= 0, x2 = 0
M3 =
2
ψ2
36
√
2m ; when x1 , x2 6= 0
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7.2 Br = SO(2r + 1) for r ≥ 4
The Lij = l
ψ
i Kij matrix is here given by
L =


2 0 −1 0 . . . 0 0
0 2 −1 0 . . . 0 0
−2 −2 4 −2 . . . 0 0
0 0 −2 4 −2 0 . . .
...
...
...
. . .
...
...
...
0 0 . . . −2 4 −2 0
0 0 . . . 0 −2 4 −4
0 0 0 · · · 0− 1 2


(7.1)
where the integers lψi are (1, 1, 2, 2, ..., 2, 1). To analyze the eigenvalue equation Lijvj = λvi
we follow the usual procedure of first introducing variable x = (4 − λ)/4 and expressing
the components vi in terms of Chebyshev polynomials. As usual the generic part of the
eigenvalue problem takes the form of the recurrence relations for Chebyshev polynomials
(A.1). Trying to fit an ansatz in form of linear combination of Chebyshev polynomials into
all eignvalue equations produces the following result (in case λ 6= 2 or x 6= 1
2
):
v1 = v0
va = 2 (Ua−1 − Ua−2) v0 ; a = 2, 3, . . . , r − 1
vr = (Ur−1 − Ur−2) v0 (7.2)
with the consistency condition, playing the role of the secular equation,
vr−1 = (4x− 2) vr or (x− 1)T ′r(x) = 0 (7.3)
to be imposed on the solution (7.2). The solutions to (7.3) takes the following form
λk = 8 sin
2
(
kπ
2r
)
k = 0, 1, . . . , r − 1 (λ 6= 2) (7.4)
The case λ = 2 has to be treated separately. One finds that the eigenvalue λ = 2 has
corresponding eigenvector:
vλ=2[1] =


1
−1
0
...
0


(7.5)
In case where r = 3(N + 1) with some N = 1, 2, . . . we get degeneracy with the extra
eigenvector having components given in terms of two components v0, v1 playing a role of free
parameters
v3+3k = v4+3k = −v6+3k = −v7+3k = −(v0 + v1) k = 0, 2, 4, 6, . . .
v2+3k = 0 k = 0, 1, , . . . , N
vr = (−1)r/3 (v0 + v1)
2
(7.6)
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The Hirota’s equations read
τ 20 △ (τ0) = β
(
τ 20 − τ2
)
τ 21 △ (τ1) = β
(
τ 21 − τ2
)
τ 22 △ (τ2) = 2β
(
τ 22 − τ0τ1τ3
)
τ 2a △ (τa) = 2β
(
τ 2a − τa−1τa+1
)
a = 3, 4, ..., r − 2
τ 2r−1△ (τr−1) = 2β
(
τ 2r−1 − τr−2τ 2r
)
τ 2r △ (τr) = β
(
τ 2r − τr−1
)
(7.7)
Using the results of section 3.4 one obtains that the quantities V
(n−1)
i defined in (3.30) are
given by
V
(n−1)
0 = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ
(l)
0 δ
(n−l)
0
V
(n−1)
1 = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ
(l)
1 δ
(n−l)
1
V
(n−1)
2 = −
n−1∑
l=1
(
2− λ(n2 − 3nl + 2l2)
)
δ
(l)
2 δ
(n−l)
2
+ 2
n−1∑
l=1
(
δ
(l)
0 δ
(n−l)
1 + δ
(l)
1 δ
(n−l)
3 + δ
(l)
0 δ
(n−l)
3 +
l−1∑
m=1
δ
(m)
0 δ
(l−m)
1 δ
(n−l)
3
)
V (n−1)a = −
n−1∑
l=1
((
2− λ(n2 − 3nl + 2l2)
)
δ(l)a δ
(n−l)
a − 2δ(l)a−1δ(n−l)a+1
)
; a = 3, 4, ..., r − 2
V
(n−1)
r−1 = −
n−1∑
l=1
(
2− λ(n2 − 3nl + 2l2)
)
δ
(l)
r−1δ
(n−l)
r−1
+ 2
n−1∑
l=1
(
δ(l)r δ
(n−l)
r + 2δ
(l)
r δ
(n−l)
r−2 +
l−1∑
m=1
δ(m)r δ
(l−m)
r δ
(n−l)
r−2
)
V (n−1)r = −
n−1∑
l=1
(
1− λ(n2 − 3nl + 2l2)
)
δ(l)r δ
(n−l)
r (7.8)
Applying the recurrence method described in section 3.3 one can now construct the solutions.
For the eigenvalues λk = 8 sin
2 kπ
2r
= γ+γ−
β
6= 2, k = 1, 2, ..., r− 1, we obtain the solution
τ0 = 1 + e
Γ
τ1 = 1 + e
Γ
τa = 1 + 2
cos (2a− 1)θk
cos θk
eΓ + e2Γ a = 2, 3, ..., r− 1
τr = 1 + (−1)keΓ (7.9)
where θk =
kπ
2r
and where we have used the fact that the Chebyshev polynomials satisfy
Ua−1(xk)− Ua−2(xk) = cos (2a−1)θkcos θk with xk = cos 2θk. According to Theorem 3.1 we see that
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κ = 1 in this case and therefore form (3.19) the masses are given by
Mk =
2
ψ2
8r
√
2m sin
kπ
2r
; k = 1, 2, ..., r − 1 (7.10)
and topological charges can be shown to lie in Q ∈ ΛR. Notice this solution can be obtained
from (6.15) for SO(2r + 2) by a folding procedure. Identifying τr+1 ≡ τr one observes that
(6.15) (for r → r + 1) reduces to (7.9) and the Hirota’s equations (6.13) reduces to (7.7).
Consider now the case where r 6= multiple of 3. The eigenvalue λ = 2 is not degenerate
in this case and taking δ(1) to be the eigenvector (7.5) and applying the procedure of section
3.3 one obtains the following solution
τ0 = 1 + e
Γ +
1
4r
e2Γ
τ1 = 1− eΓ + 1
4r
e2Γ
τa = 1 + (−1)a
(
1− 4a− 2
4r
)
e2Γ +
1
(4r)2
e4Γ ; a = 2, 3, ..., r − 1
τr = 1 +
(−1)r
4r
e2Γ (7.11)
where Γ is given by (3.11) with γ+γ−
β
= 2. According to theorem 3.1 we have κ = 2 and
therefore from (3.19) the mass of such soliton is
M =
2
ψ2
8r
√
2m (7.12)
and its topological charge lie in Q ∈ ΛR. Again, the above solution can be obtained from
(6.17) for SO(2r+2) (i.e. r → r+1) by making y1 = 1 and y2 = 0 and identifying τr+1 ≡ τr.
For the case where r = multiple of 3, the eigenvalue λ = 2 has multiplicity 2. The
solutions are obtained by taking δ(1) to be a linear combination of the eigenvectors (7.5)
and (7.6) and applying the procedures of section 3.3. Like in the SO(6p + 2) case the
calculations are cumbersome. One can in fact obtain such solutions for SO(6p + 1) from
those of SO(6p + 2) by a folding procedure. For instance, the solution for SO(13) can
be obtained from (6.21) for the case of SO(14) by making y2 = 0 and neglecting the last
component of all δ(n)’s, n = 1, 2, ..., 6. We then obtain three types of solutions: a) for y1 = 0
and y3 6= 0 we have κ = 1 and the mass is M1 = 2ψ224
√
2m; b) for y1 6= 0 and y3 = 0 we
have κ = 2 and the mass is M2 =
2
ψ2
48
√
2m and finally c) for y1 , y3 6= 0 we have κ = 3 and
the mass is M3 =
2
ψ2
72
√
2m.
8 G2
The matrix Lij = l
ψ
i Kij in this case is given by
L =

 2 −1 0−2 4 −6
0 −1 2

 (8.1)
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where the integers lψi are (1, 2, 1). The eigenvalues of L are (0, 2, 6) and the corresponding
eigenvectors are:
vλ=0 =

 12
1

 ; vλ=2 =

 30
−1

 ; vλ=6 =

 1−4
1

 (8.2)
The Hirota’s equations for G2 are
τ 20 △ (τ0) = β
(
τ 20 − τ1
)
τ 21 △ (τ1) = 2β
(
τ 21 − τ0τ 32
)
τ 22 △ (τ2) = β
(
τ 22 − τ1
)
(8.3)
For λ = 6 the solution obtained, using ansatz (3.10) and the procedure of section 3.3, is
given by
δ(1) =

 1−4
1

 ; δ(2) =

 01
0

 (8.4)
We therefore have κ = 1 and according to (3.19) the mass is
M1 =
2
ψ2
12
√
6m (8.5)
For λ = 2 the solution is given by
δ(1) =

 30
−1

 ; δ(2) =

 13
−1/3

 ; δ(3) = 1
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
 1−16
1


δ(4) =

 01/3
0

 ; δ(5) =

 00
0

 ; δ(6) = ( 1
27
)2 01
0

 (8.6)
For such solution we have κ = 3 and therefore from (3.19) the mass is
M2 =
2
ψ2
36
√
2m (8.7)
Notice that these two solutions can be obtained from the SO(8) solutions by a folding
procedure. Indeed, by identifying τ1 ≡ τ3 ≡ τ4 one observes that the Hirota’s equations
(6.3) become (8.3) (after the relabeling τ1 ↔ τ2). In addition, under such identifications the
solution (6.4) becomes (8.4) and the solution (6.5) becomes (8.6) by seting x1 = x2 = x3 = 1.
Both solutions yields topological charges lying in the co-root lattice of G2.
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9 F4
The L matrix for F4 is given by
L =


2 −1 0 0 0
−2 4 −2 0 0
0 −3 6 −6 0
0 0 −2 4 −2
0 0 0 −1 2


(9.8)
The integers lψi are (1, 2, 3, 2, 1). The eigenvalues of L are (0, 6+2
√
3, 6−2√3, 3+√3, 3−√3)
and none of them are degenerate.
The Hirota’s equations read
τ 20 △ (τ0) = β
(
τ 20 − τ1
)
τ 21 △ (τ1) = 2β
(
τ 21 − τ0τ2
)
τ 22 △ (τ2) = 3β
(
τ 22 − τ1τ 23
)
τ 23 △ (τ3) = 2β
(
τ 23 − τ2τ4
)
τ 24 △ (τ4) = β
(
τ 24 − τ3
)
(9.9)
We construct the solutions using the ansatz (3.10) and the procedure of section 3.3. The
results are listed below.
The solution for λ = 6 + 2
√
3 = γ+γ−
β
is given by
δ(1) =
(
1,−2(2 +
√
3), 3(3 + 2
√
3),−2(2 +
√
3), 1
)
δ(2) =
(
0, 1, 3
(
3 + 2
√
3
)
, 1, 0
)
δ(3) = (0, 0, 1, 0, 0) (9.10)
We have κ = 1 and therefore from (3.19) the mass of the soliton is
M1 =
2
ψ2
24
√
6 + 2
√
3m (9.11)
The solution for λ = 6− 2√3 = γ+γ−
β
is
δ(1) =
(
1,−2(2−
√
3), 3(3− 2
√
3),−2(2−
√
3), 1
)
δ(2) =
(
0, 1, 3
(
3− 2
√
3
)
, 1, 0
)
δ(3) = (0, 0, 1, 0, 0) (9.12)
Again we have κ = 1 and therefore the mass is
M2 =
2
ψ2
24
√
6− 2
√
3m (9.13)
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The solution for λ = 3 +
√
3 = γ+γ−
β
is
δ(1) =
(
1−√3
2
, 1, 0,−1
2
,
−1 +√3
4
)
δ(2) =
(
a1, 2
(
27 + 14
√
3
)
a1,
9
64
, 2
(
3 + 2
√
3
)
a1, a1
)
δ(3) = b1
(
0,−2, 8
(
1 +
√
3
)
, 1, 0
)
δ(4) = a21
(
0, 1,
(
63 + 4 . 3
5
2
)
, 1, 0
)
δ(5) = (0, 0, 0, 0, 0)
δ(6) = a31 (0, 0, 1, 0, 0) (9.14)
where
a1 =
5 + 3
3
2
64
(
71 + 41
√
3
) (9.15)
b1 =
−
(
12417 + 7169
√
3
)
128
(
172947 + 99851
√
3
) (9.16)
In this case we have κ = 2 and therefore from (3.19) the mass of the soliton is
M3 =
2
ψ2
48
√
3 +
√
3m (9.17)
The solution for λ = 3−√3 = γ+γ−
β
is
δ(1) =

1 +
√
3
2
, 1, 0,−1
2
,
−
(
1 +
√
3
)
4


δ(2) =
(
a2, 2
(
27− 14
√
3
)
a2,
9
64
, 2
(
3− 2
√
3
)
a2, a2
)
δ(3) = b2
(
0,−2, 8
(
1−
√
3
)
, 1, 0
)
δ(4) = a22
(
0, 1,
(
63− 4 . 3 52
)
, 1, 0
)
δ(5) = (0, 0, 0, 0, 0)
δ(6) = a32 (0, 0, 1, 0, 0) (9.18)
where
a2 =
−5 + 3 32
64
(
−71 + 41√3
) (9.19)
b2 =
12417− 7169√3
128
(
−172947 + 99851√3
) (9.20)
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Again κ = 2 and the mass is
M4 =
2
ψ2
48
√
3−
√
3m (9.21)
All solutions correspond to topological charges lying in the co-root lattice of F4.
10 The En series
The one-soliton solutions for the exceptional algebras E6, E7 and E8 were presented in [3].
However not all static soliton solutions were obtained there. In the case of E6 the eigenvalues
λ1 = 6−2
√
3 and λ2 = 6+2
√
3 have multiplicity 2. Therefore using our procedure of taking
δ(1) as a linear combination of the eigenvectors associated to the degenerate eigenvalue, one
obtains new solutions for E6. We do not present them here, but under a folding procedure
they lead to the solitons of F4, constructed above, corresponding to the eigenvalues 6− 2
√
3
and 6 + 2
√
3. The masses of these new soliton solutions of E6 are the same as those of the
corresponding solitons of F4.
11 Conclusions
The Hirota tau-function method employed in this paper has proved to be extremely powerful
in providing explicit soliton solutions for the Toda models. In particular, when dealing with
degenerate eigenvalues the method prescribes how to consider a superposition of solutions
for the non linear problem. This yields, for instance, new solutions not previously discussed
in the literature surviving in the static limit.
We have also given the massess of such solutions by using a mass formula obtained by
general arguments of conformal field theory. For many of our solutions we have discussed the
topological charges and verified that they can be classified according to the cosets Λvw/Λ
v
R,
the quotient of the coweight and coroot lattices.
It is still unclear, however, how to use the representation theory of Lie algebras in order
to classify solutions and their topological charges as conjectured by Hollowood in [1]. A
very interesting and natural continuation of this work would be the study of the quantum
theory of these solitons. This could be approached from several directions like bosonization,
equivalence theorems and S-matrix [15].
A Chebyshev Polynomials. Definitions and Identities
Here we list for completeness the basic properties of Chebyshev polynomials [13, 14]. They
play an instrumental role in solving the eigenvalue problem of the Lij matrix for various Lie
groups.
The defining relation for Chebyshev polynomials of both types, Tn(x) (type I) and
Un(x) = T
′
n+1/(n+ 1) (type II) is given in terms of recurrence relations:
Tn+1(x)− 2xTn(x) + Tn−1(x) = 0 ; n ≥ 1
Un+1(x)− 2xUn(x) + Un−1(x) = 0 (A.1)
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with T0(x) = U0(x) = 1 and T1(x) = x. Another useful recurrence relations are:
(1− x2)T ′n(x) = −nxTn(x) + nTn−1(x) (A.2)
Tm(x)Tn(x) =
1
2
(
Tm+n(x) + T|m−n|(x)
)
m,n ≥ 0 (A.3)
The zeros ξj of Tn: Tn(ξj) = 0 ; j = 1, 2, . . . , n are given by
ξj = cos
(2j − 1)
n
π
2
; j = 1, 2, . . . , n (A.4)
The extrema points ηk at which |Tn(x)| = 1 are given by
ηk = cos
kπ
n
; k = 0, 1, 2, . . . , n (A.5)
At these points we also have
Tn(ηk) = (−1)k ; k = 0, 1, 2, . . . , n (A.6)
It is clear that the points η1, . . . , ηn−1 are zeros of the derivatives T
′
n(ηk) = 0 ; k = 1, . . . , n−1
and therfore also zeros of Un−1(ηk) = 0 ; k = 1, . . . , n− 1. One also has
Tn(1) = 1 ; Tn(−1) = (−1)n (A.7)
The Chebyshev polynomials take very simple form in the trigonometric representation:
Tn(x) = cosnρ ; Un(x) =
sin(n + 1)ρ
sin τ
with x = cos ρ (A.8)
One notices that for the special choice of arguments:
ρj =
2πj
N + 1
; j = 0, 1, 2, . . . , N (A.9)
with some integer N the Chebyshev polynomials satisfy the periodicity relation
Tn+N+1(ρj) = Tn(ρj) ; Un+N+1(ρj) = Un(ρj) (A.10)
Chebyshev polynomials become very useful in the study of the eigenvalue equation Lijvj =
λvi of the matrix Lij related to the Cartan matrix. In components the generic equation
reads as
− va−1 + (2− λ)va − va+1 = 0 (A.11)
for the parameter a taking values between 2 and r−1 = rankG−1. Introducing variable x =
(2−λ)/2 into (A.11) and rewriting va as a linear combination of the Chebyshev polynomials
va = (ATa(x) +BUa(x)) v0 (A.12)
we find that (A.11) is trivially satisfied due to (A.1). The remaining equations of Kijvj = λvi
(whose not appearing in (A.11)) impose the secular equation on the L matrix. They have
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to be solved separately for each Lie group and solutions can be found in terms of the zeros
and extrema of the Chebyshev polynomials as it was done in the text.
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