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Abstract
This paper develops a novel approach to the problem of source cur-
rent identification for the diffusion equation in connection with geo-
physical self-potential measurements. The problem is split into two
subproblems: (a) the scalar source identification, and (b) solution of
the divergence equation. For subproblem (a), we design an algorithm
for reconstructing the scalar source function, which does not require
solving the Fredholm integral equation of the first kind. Instead, the
problem is reformulated as a linear operator equation, which is solved
by a projection method. The dimension of the subspace, in which the
source function is sought, is independent of the dimension of the for-
ward problem, leading to reduction of the size of the inverse problem.
Numerical experiments with exact and noisy data are presented. For
subproblem (b), the divergence equation was posed as a minimization
problem, which, by means of Lagrangian formalism, was reduced to
a system of partial differential equation of Stokes type with a unique
solution. To demonstrate how this framework can be used in a practi-
cal application, we implemented the algorithm in the two-dimensional
physical space, using a finite-different discretization on staggered grids.
1 Introduction
The problem of source identification has always been a major focus in ex-
ploration geophysics. We are interested in such a problem arising in self-
potential measurements, especially, in connection with imaging of the seep-
age pathways and distribution of electrochemical potential. For overview of
the physical phenomena and recent developments we refer to [5, 22, 23, 2, 11].
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Mathematically, the problem is formulated as the (scalar or vector) source
inverse problem of the diffusion equation.
Let Ω be a bounded domain in Rn, n = 2, 3 with boundary Γ. Without
loss of generality, we may think of Ω as a parallelepiped domain in R3 (or R2),
Γ = Γ1 ∪ Γ2, where Γ2 represents the top face of the modeling domain (the
air-ground interface), with Γ1 being the other faces. The forward problem
of the diffusion equation is formulated as follows:
−div(σ gradu) = f in Ω,
u = u0 on Γ1,
∂u
∂ν
= q0 on Γ2.
(1)
Here u is the scalar electric potential, σ is the electric conductivity, vector
ν is a unit outward normal. The right-hand side, f , represents the electri-
cal charge, generated by external currents, thus it has sign. In geophysical
applications, the values of u0 are usually set to the values of electric poten-
tial computed for a layered background conductivity, and q0 is set to zero.
Problem (1) is well-posed (that is, it has a unique solution and stable). In
this paper we study two inverse problems, associated with forward problem
(1). The scalar source identification problem reads:
−div(σ gradu) = f in Ω,
u = u0 on Γ1,
∂u
∂ν
= q0 on Γ2,
determine f provided
Q(u) = u2.
(2)
Here operator Q is an observation operator. Problem (2) is ill-posed. More
precisely, it is not unique, and a solution, if exists, does not depend contin-
uously on data u2. The current identification problem can be formulated as
follows:
−div(σ gradu) = div(j) in Ω,
u = u0 on Γ1,
∂u
∂ν
= q0 on Γ2,
determine j provided
Q(u) = u2,
(3)
where j represents the unknown distribution of current density (a vector
field). Despite looking similar, problem (3) are substantially harder to solve
than (2).
The fundamental mathematical aspects of the scalar inverse problem
(2) have been extensively studied, so we briefly restate a few properties
important in the context of geophysical applications. In general, the right-
hand side f cannot be fully restored even if complete observations on Γ
are available. There are conditions under which problem (2) has a unique
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solution [13, 21], but they are too restrictive for geophysical applications.
We give one such formulation, which, probably, be of most practical interest.
Let us assume, that the potential satisfies Poisson’s equation with Dirichlet
boundary conditions:
−∆u = f in Ω,
u = u0 on Γ.
(4)
Let us further assume that the right-hand side is harmonic, ∆f = 0. Un-
der these assumptions f can be uniquely restored by its exterior potential
[21, Theorem 3.7.3]. Applying the Laplacian to (4) we obtain the fourth-
order PDE, which we supplement with two boundary conditions to get the
following forward problem:
−∆2w = 0 in Ω,
w = u0 on Γ,
∂w
∂ν
= ψ on Γ.
(5)
Solving (5) for w we then determine the right-hand side of (4) by setting
f = −∆w.
The source function f is easier to estimate when it comes in the factorized
form, one part of which is known. For example, if Ω ⊂ R2, and the source
is known to satisfy f(x, y) = g(x)h(y) with, say, h(y) being given, then the
problem (2) is easier to solve. In this case, under rather mild conditions,
the source can be fully accessed from boundary measurements. For further
discussion and a particular example we refer to [7]. Even if these conditions
do not hold, the regularized solution of the inverse problem better resolves
the true source function if one factor of it is known a priori.
There are exists a number of approaches to the problem, proposed in
various fields, for example, [8, 19, 15, 17]. Many of them are not applicable
to geophysics due to restrictive assumptions, aiming to establish an analyt-
ical relationship between components of the right-hand side and measured
data. In geophysical literature, e.g. [18, 5], the problem of scalar source
identification is usually reduced to the Fredholm integral equation of the
first kind with singular kernel:∫
Ω
g(r, r′)f(r′)dV ′ = u2, (6)
where g is the scalar Green function. This approach works reasonably well
in practice, though there are a few minor caveats regarding to the computing
of the matrix of the integral operator. We return to this point in the next
section.
The major difficulty of problem (3) is connected to the fact that it is
severely undetermined. This point becomes obvious if we split problem
(3) into two sub-problems: (a) solve problem (2) for f , then (b) solve the
divergence equation
divj = f in Ω. (7)
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Comparing to (2), problem (3) requires solving the divergence equation (7),
which has large null-space.
There are many algorithm to solve (3), for example [26, 28, 8]. In geo-
physical community an almost universally adopted strategy is to reduce
problem (3) to the Fredholm integral equation of the first kind [20, 25, 14,
3, 1, 23, 12, among many others]. The problem is expressed as∫
Ω
G(r, r′)j(r′)dV ′ = u2. (8)
Here G is the Green tensor. In this formulation deficiency of (8) may not
be apparent. Still, the integral operator in (8), which maps a current dis-
tribution to data, has non-empty null-space. For a numerical solution of
(8) to make sense, it must be constructed in the visible subspace. An el-
egant example is provided in [16]. However, it relies on a simple shape of
the domain and uniform coefficients in the governing equation, which al-
lows characterizing range and kernel of the integral operator analytically. In
typical geophysical settings it is not possible. In practice, this issue is com-
monly tackled with Tikhonov regularization or truncated SVD, but stable
reconstruction of the current distribution remains challenging.
This paper presents a novel technique for the current identification prob-
lem, posed in the double-step form (2),(7). In section 2 we design an algo-
rithm of scalar source identification, which avoids integration of a singular
Fredholm kernel. In section 3, we study a novel approach to solving the
diverge equation by reducing it to a Stokes-type system.
2 Scalar source identification
In this section we design an algorithm for solving problem (2). Being an
intermediate step to the current identification problem, it is important in
itself, because a distribution of charges, generated by the ground water flows,
traces the flow sources and sinks. The solution can be computed by means
of (6). However, this formulation requires integration of the integral kernel
in a domain of singularity to construct the matrix of the integral operator.
It can be overcome by computing the integral in the sense of principal value,
but efforts are needed to maintain the numerical accuracy. In what follows
we employ another approach based on a projection method.
Let us specify a set of K observation points in Ω. The input data, u2,
belong to D = RK . We introduce a Hilbert space of solutions, U , and a
Hilbert space of source functions, F . The observation operator is defined as
Q : U → D. We consider the following auxiliary problem:
−div(σ gradv) = 0 in Ω,
v = u0 on Γ1,
∂v
∂ν
= q0 on Γ2,
(9)
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It has a unique solution. Now we consider quantity w = u− v, where u is a
solution of (1). Obviously, w is the solution to the following problem:
−div(σ gradw) = f in Ω,
w = 0 on Γ1,
∂w
∂ν
= 0 on Γ2,
(10)
Since Q(w) = u2 − Q(v), we can regard solving problem (10), followed by
application of Q, as an operator that maps a given source f ∈ F to synthetic
data Q(w), A : F → D. We can write down a linear operator equation:
A(f) = Q(w). (11)
The source function is expanded in an N -dimensional basis of some functions
as follows:
f(r) =
N∑
n=1
anSn(r), (12)
where Sn are basis functions of corresponding physical dimension, an are
coefficients. A specific set of basis functions (piecewise-constant functions,
wavelets, splines etc) depends on assumed properties of the solution. For ex-
ample, f may be related to a solution of another partial-differential equation
[3, 24] and thus posses some regularity properties.
Since problem (11) is linear, by means of the least-square approach we
obtain the following system of linear equations:
Ga = b, (13)
where a = (a1..aN )
T ,G ∈ RN×N is the Gram matrix, Gij = (Q(ψi), Q(ψj))D,
ψi = A(Si), bi = (Q(ψi), Q(w))D, where (·, ·)D is the scalar product in D.
The condition number of G is likely be high, so some regularization is es-
sential when solving (13).
The algorithm, outlined above, avoids the difficulty, connected with in-
tegrating of singular Fredholm kernels. The dimension of the projection
subspace, N , is independent of the subspace of solutions of the forward
problem. This means that the size of the inverse problem can be substan-
tially lower than that of the forward problem.
We consider the following numerical experiment. Let Ω = [0, 1] × [0, 1].
To simplify technical details related to the forward modeling, we set a uni-
form conductivity σ = 1 S/m and apply the homogeneous Dirichlet bound-
ary conditions on the entire boundary. Domain Ω was discretized into nu-
merical grid 50×50. The forward problem was solved by expanding the
solution to the eigenfunction of the discrete Laplacian.
We will seek the source term in form of linear combination of B-splines,
thus assuming that it is of class C2(Ω). We introduce a rectangular mesh
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I × J with a step d on which the two-dimensional cardinal cubic B-splines
are defined:
Sij(x, y) = S
(
x− xi
d
− 2
)
S
(
y − yj
d
− 2
)
,
S(x) =

x3/6, 0 ≤ x < 1,
(−3x3 + 12x2 − 12x+ 4)/6, 1 ≤ x < 2,
(3x3 − 24x2 + 60x− 44)/6, 2 ≤ x < 3,
(−3x3 + 12x2 − 48x+ 64)/6, 3 ≤ x < 4,
0. otherwise.
(14)
Thus N = I × J and the source is expanded as follows:
f(x, y) =
I∑
i=1
J∑
j=1
aijSij(x, y). (15)
We set I = J = 5 with d = 0.125. The right-hand side was set to a sum of
two B-splines of different signs as shown in (Fig. 1a). Thus, the true source
function had only two non-zero coefficients in (12): 1 and -1. The system of
linear equation was solved by computing its Moore-Penrose inverse.
The measurements were taken at 82 points along two lines, y = 0.1 and
y = 0.9. The spectrum of singular values of matrix G is given in Fig. 1b.
There is a notable gap after the first 14 singular values, so value 10−10 was
used as the threshold. The solution of the inverse problem and comparison
between the measured and predicted data are shown in Fig. 1c,d. We then
contaminated the data with Gaussian noise of zero mean and standard devi-
ation equals 3×10−5. Results and the data fit are presented in Fig. 1e,f. We
observed good data fit in all cases and decent similarity of the reconstructed
source function, as compared to the true one.
3 Current identification
Let us assume that the divergence is known, i.e. problem (2) has been solved
exactly. Since solenoidal currents do not contribute to the electric potential,
problem (7) admits infinitely many solutions. Additional information must
be provided.
The standard technique is to impose condition curl j = 0. The current
can be expressed as gradient of an unknown potential, j = grad h. It leads
to the following Poisson’s problem:
∆h = f in Ω,
h = 0 on Γ.
(16)
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(a) (b)
(c) (d)
(e) (f)
Figure 1: (a) The true source function (shown in color) and centers of splines
(crosses). (b) Singular spectrum of the Gram matrix. (c) Reconstructed
source function, exact data (d) Comparison of input and predicted mea-
surements, exact data. (e) Reconstructed source function, noisy data. (f)
Comparison of input and predicted measurements, noisy data.
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When h is found, the source current is constructed by taking gradient of h.
Unfortunately, numerical experiments (not presented here) show that this
approach produces poor results. The reason is that distributions of currents
due to fluid flows have a strong solenoidal mode.
The connection between the divergence equation and the fluid dynamics
has been recognized for some time, serving mainly as a theoretical tool [9,
and references therein]. Recently, this relationship was exploited in [4] to
solve the divergence equation numerically. To our knowledge, this approach
can be traced back to [6]. Here we apply a similar technique to the problem of
current identification. We will seek a current distribution satisfying divj = f
and having smoothest components among all possible distributions. Let us
consider the following minimization problem:
Φ(j) =
1
2
∫
Ω
|∇j|2dΩ −→
j
min,
subject to divj = f.
(17)
Here |∇j|2 = ∇j ..∇j = ∑ni=1∇ji ·∇ji, with .. being the double dot product
defined as A .. B =
∑n
i=1
∑n
j=1AijBij . We form the Lagrangian as follows:
L(j, p) = 1
2
∫
Ω
|∇j|2dΩ +
∫
Ω
p(f − divj)dΩ, (18)
where a real-valued scalar function p is the Lagrange multiplier. The saddle-
point solution of (17) is a pair {j∗, p∗} that satisfies the following necessary
conditions
∇jL(j∗, p∗) = 0,
∇pL(j∗, p∗) = 0.
(19)
The first variation of the first term of (18) with respect to j equals to∫
Ω
∇j ..∇ξ dΩ = −
∫
Ω
∆j ξ dΩ +
∮
Γ
∂j
∂ν
ξ dΓ, (20)
where ξ is the variation of j. The right-hand side of (20) follows from
applying the first Green’s identity to the left-hand side. The first variation
of the second term of (18) equals to
−
∫
Ω
p divξ dΩ =
∫
Ω
∇p · ξ dΩ−
∮
Γ
pν · ξ dΓ, (21)
where equality follows from applying Ostrogradsky’s theorem to the left-
hand side. Combining (20) and (21), taking variation of (18) with respect
to p, and using conditions (19), we arrive to the following system:
−∆j +∇p = 0 in Ω,
−divj = −f in Ω, (22)
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∂j
∂ν
− νp = 0 on Γ. (23)
Here the first and the last equations consist of n equations for corresponding
current components. System (22),(23) is the Euler-Lagrange system asso-
ciated with (17). It is a Stokes-type system describing steady slow motion
of a fluid, driven by sources and sinks, with zero body force. Current is
interpreted as the velocity field, whereas p has the meaning of pressure. For
its mathematical properties we refer to [10].
Problem (22),(23) can be solved numerically, as presented in [4], though
its solution is not unique. However, boundary conditions (23) admit cur-
rent flow across the boundaries. For the problem under consideration it is
natural to assume zero net current in Ω. We replace conditions (23) with
homogeneous Dirichlet boundary conditions:
j = 0 on Γ. (24)
Problem (22),(24) has a unique solution. Thus, the ill-posed problem (7)
was reduced to a well-posed Stokes problem.
To demonstrate the behavior of this method, we consider the following
numerical experiment. The divergence is given in a square [0, 1] × [0, 1], as
presented in Fig.2a. The domain was split into 61×61 square cells. Problem
(22),(24) reduces to the following system:
−∂
2jx
∂x2
− ∂
2jx
∂y2
+
∂p
∂x
= 0,
−∂
2jy
∂x2
− ∂
2jy
∂y2
+
∂p
∂y
= 0,
−∂jx
∂x
− ∂jy
∂y
= −f,
jx(0, y) = jx(1, y) = jx(x, 0) = jx(x, 1) = 0,
jy(0, y) = jy(1, y) = jy(x, 0) = jy(x, 1) = 0.
(25)
To solve (25) we apply the MAC scheme [27], which is a finite-difference
discretization on staggered grids. The pressure is discretized in the cell cen-
ters, whereas velocity components are located on vertical (jx) and horizontal
(jy) edges. We used a second-order discretization inside Ω. The boundary
conditions were approximated to the first order. It resulted to the following
system of linear equations: A 0 C0 B D
CT DT 0
 jxjy
p
 =
 00
−f
 , (26)
where matrices A and B correspond to the divergence operator of compo-
nents jx and jy, respectively; matrices C and D correspond to the derivative
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(a) (b)
(c) (d)
(e) (f)
Figure 2: (a) The true divergence. (b) Divergence computed from the re-
constructed current. (c) Reconstructed current, x-component. (d) Recon-
structed current, y-component. (e) Reconstructed current, magnitude. (f)
Reconstructed current, visualization of flows.
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operator in x and y directions, respectively. The system matrix is symmet-
ric indefinite. There are efficient iterative solvers for systems of this type.
We solved the system directly. The reconstructed current is presented in
Fig. 2c-f. It can be interpreted as a smeared image of three linear currents
forming T letter. We emphasize that, this distribution of current fits the
divergence up to numeric error (Fig. 2b), and also has minimal norm of its
components among all possible distributions.
4 Conclusions
We presented a novel framework for solving the current source identifica-
tion problem of self-potential measurements. The framework consists of the
scalar source identification followed by solution of the divergence equation.
We design an algorithm of the scalar source identification, based on posing
the problem as a linear operator equation and application of a projection
method. We also propose a method of solving the divergence equation by
means of reduction to a well-posed Stokes-type system of partial-differential
equations. A few numerical experiments, given in this paper, suggest that
the presented framework may have considerable potential in geophysical
applications. More research is needed to validate the efficiency of this ap-
proach to real geophysical data. Future works will be directed to developing
a practical algorithm, capable to process real measurements, in a domain
with complex boundaries.
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