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ABSTRACT
Engerer, Jeffrey D. PhD, Purdue University, August 2016. Rapid Transient Cool-
ing Utilizing Flash Boiling and Desorption on Graphitic Foams. Major Professor:
Timothy S. Fisher, School of Mechanical Engineering.
Transient thermal systems present significant challenges. Neglecting the time con-
stants of the system, such as the thermal mass, is common to reach solutions that
are both practical and simple; however, such transient effects must be accounted for
when engineering the thermal performance on the same timescale. Rapidly actu-
ated and dynamically controlled systems may experience severe inefficiencies or even
catastrophic failure during the transient regime if designed solely for steady-state
performance.
This dissertation focuses on transient thermal phenomena, in particular, for the
cooling of high-heat-flux devices. The duration of the transient regime is established
as well as metrics describing the expected thermal performance. These considerations
allow the thermal engineer to determine if and how to enact transient design.
Despite the challenges, dynamically actuated thermal systems provide opportuni-
ties for enhanced performance. Cooling performance can be improved during transient
events by utilizing thermal energy storage and augmenting the cooling mechanisms.
Desorption cooling and flash boiling from graphitic foams are evaluated to determine
their aptitude for dynamic thermal applications.
The efficacy of desorption cooling for high-heat-flux loads is limited primarily
by the surface area available. Sufficient surface-area enhancement to commercial
graphitic foams was not obtained, but may be possible. Flash boiling is augmented
to resemble conventional cooling systems and appears appropriate for stabilizing the
temperature of dynamically actuated devices operating at a power density of 10-
100 W cm−2 for 1-10 s.
11. INTRODUCTION
1.1 Motivation
Active cooling mechanisms are commonly implemented to constrain the temper-
ature of high-heat-flux devices. Without sufficient cooling, the temperature of the
device may drift from an optimal range, resulting in negative effects such as reduced
device life, inefficient operation, and potentially even device failure. Dynamically
actuated high-heat-flux devices are even more challenging since the cooling must be
cycled very rapidly to match the pulsed heat load. Even if the cooling mechanism
could be activated in a stepwise manner, the thermal resistance and capacitance of
the system will result in thermal fluctuations that cannot be entirely eliminated.
The majority of cooling mechanisms are evaluated while operating at steady state.
Typically steady-state characterization is appropriate because the majority of appli-
cations are likewise rated for continuous operation. Moreover, steady-state analysis
is justified since it is significantly more challenging to characterize even a simple ther-
mal system in a transient manner. Steady-state experiments and calculations provide
a basis for comparison between cooling techniques; meanwhile, the transient perfor-
mance can reasonably be assumed to correlate to that at steady state, and thereby
does not commonly need to be rigorously characterized.
However, transient analysis is warranted when system start-up is expected to
significantly impact normal operation, such as for devices that are frequently cycled,
especially if they are thermally sensitive. Steady-state performance metrics may
not suitably assess the viability of a cooling mechanism for such applications. The
motivation for this research is to both characterize highly transient thermal systems
and to consider appropriate cooling solutions.
2To suit highly transient thermal applications, a variety of steady-state cooling
techniques could be applied, albeit in a transient manner. Common convective cooling
technologies used to mitigate high-heat-flux loads include pool and flow boiling, [1–3]
spray, [4] jet-impingement, [5] and microchannel cooling [6]. While each of these
is capable of either steady-state or transient operation, each with their respective
start-up time and temporal cooling profiles, none of these cooling techniques rely on
inherently transient phenomena. In other words, each could be initiated and then
sustained continually. When engineering such a device, the primary objective is to
minimize the thermal resistance of the convective system so that higher heat fluxes
can be accommodated more efficiently.
However when transient cooling systems are considered, it is not only the resis-
tance to heat flow, but also the thermal capacity of the cooling device that can be
utilized to dissipate the thermal pulse. This second parameter presents an opportu-
nity for the thermal engineer to enhance the overall performance of the cooling system
by reducing the requisite rate of convective cooling. For example, a simple cooling
device might rely on the thermal mass of a block of copper to absorb a transient
thermal load, from which the heat would be slowly dissipated via natural convection
while heat generation has subsided.
Flash boiling [7–9] from a liquid pool is unique in the respect that the phenomenon
is inherently transient because the rate of phase-change decays with time [10–12], but
it may still be suitable for transient applications that require pulsed cooling for time
periods in the range of 100 ms to 10 s. In particular, the flash appears to result in an
initial peak cooling that wanes to a quasi-steady state value [13]. This characteristic
could be useful for counteracting the thermal mass of the device to achieve a more
constant transient temperature.
Extended surfaces are commonly used with various convective mechanisms to
enhance the overall efficacy of the cooling scheme [1, 14, 15]. Important features for
an extended surface include low contact resistance and high thermal conductivity.
A transient system will benefit further from an extended-surface material with low
3thermal mass, and hence a high thermal diffusivity. Graphitic carbon foams [16] have
favorable thermal properties while offering an open super-macroporous [17] structure
that allows for high flow rates.
A flash-boiling cooling system with a graphitic carbon foam could be supple-
mented by the desorption enthalpy of the porous material [18, 19]; however, com-
mercial graphitic carbon foams typically have a surface area at least two orders of
magnitude lower than would be required to provide significant cooling in a typical
high-heat flux application. Increasing the net amount of desorption cooling can be
achieved primarily by increasing the surface area of the material through surface mod-
ifications; however, significant advancements are required to sufficiently address this
issue.
1.2 Objectives
In particular, the current work considers thermal devices operating at moderate-
to-high heat flux in the range of 101− 103 W/cm2, in a highly transient manner, with
operating times on the order of one second. Under these conditions, steady-state does
not fully describe the performance of the cooling mechanism, precluding its use as a
basis of evaluation.
The first objective of this work is to evaluate the transient cooling problem in a
fundamental manner. Green’s functions are used to illustrate the challenges that arise
when attempting to keep a high-heat flux device at near-constant temperature. To
help quantitatively define and evaluate temperature uniformity, an objective function
is derived using a diode-pumped solid-state-laser as a model system. Each of the
above is intentionally formulated to be generally applicable to other convective cooling
mechanisms.
The second objective of this work is to apply flash boiling to problems in heat
management. The majority of the literature examines the pressure conditions and the
phase-change mechanisms of flash boiling from liquid pools, but application of this
4phenomenon to heat-heat-flux cooling has not been previously studied in detail. In
addition to the thermal effects, the influence of a porous medium on the phase-change
mechanisms of flash boiling is given particular attention.
The final objective of this work is to determine how to optimally design a porous
medium to provide significant desorption cooling without inhibiting the convective
cooling. To achieve this objective, the optimal material properties are considerably
different from those of traditional adsorbent materials. Surface modifications are
considered on graphitic foams to increase both surface area and adsorption enthalpy.
Comments are made on the expected behavior of desorption in a non-equilibrium
two-phase fluid system.
1.3 Organization
Due to the relatively broad nature of the work, each chapter of this document is
meant to cover a different aspect of the problem. As a result, the literature is surveyed
in context within the various chapters. Chapters 2 and 3 address the challenges of
cooling pulsed high-heat-flux loads. Chapter 2 briefly discusses thermal metrics that
evaluate the requirements of temperature stability. In order to better evaluate thermal
performance, an evaluation metric is proposed.
Chapter 3 utilizes Green’s functions to demonstrate that even under idealized
circumstances, significant thermal fluctuations are expected to occur during the tran-
sient start-up period. It is suggested that the thermal sensitivity of a system can
be evaluated by comparing the maximum allowable temperature of the device to
the expected temperature drop across the system at steady state. The chapter then
discusses how temperature stability can be improved.
The remaining chapters address the proposed cooling technique. Chapter 4 ad-
dresses the relevant phase-change mechanisms that govern vaporization in super-
heated liquids, concluding with the findings of various relevant studies in the liter-
ature. Chapter 5 briefly introduces the reader to the physics of the adsorbed phase
5and to common analysis techniques so that the literature focused on adsorption of
methanol to graphitic materials can be discussed. Comments are made on the viabil-
ity of applying desorption cooling to high-heat-flux loads, particularly when paired
with flash boiling. The results of the proposed surface modifications are shown. This
discussion demonstrates that the surface characteristics of the graphitic foams must
be further improved to achieve appreciable desorption cooling during flash boiling.
The final chapters are devoted to the experimental work on flash boiling. Chapter
6 briefly describes the experimental setup starting with the facility utilized for the
fundamental study on flash-boiling phase-change mechanisms and concluding with
the revised experimental setup utilized for flash-boiling with impinging flow.
Chapter 7 addresses the phase change of superheated liquid pools in the presence
of porous media. Experimental results are discussed in conjunction with a simple
1D model for phase-change via bubble growth. The porous media is noted to have
a drastic effect on the phase-change mechanisms, particularly when liquid does not
completely fill the porous structure.
Chapter 8 examines the use of flash boiling as a transient high-heat-flux cool-
ing mechanism. The initial experimental test series probed the performance of the
cooling mechanism with relatively large quantities of methanol (2-10 mL). Using the
predictions of the first test series, a second series of experiments examines the per-
formance with lesser amounts of methanol (0.2-3 mL). The data are used to evaluate
the thermal stability, the transient heat flux, and the first-law efficiency.
The dissertation concludes with Chapter 10, which summarizes the findings and
discusses the potential for future work.
62. THERMAL METRICS FOR TRANSIENT COOLING SYSTEMS
It is difficult to manage the temperature of pulsed high-heat-flux devices. When
operating at steady-state, the cooling mechanism solely needs to offset the energy
produced by the heat source; however, during the transient start-up period the ther-
mal resistance and capacitance of the solid result in transient temperature variation,
even for an idealized cooling scenario. The nature of these transient temperature
variations is examined in detail in Chapter 3.
The majority of high-energy-density applications solely require that the device
remain below an upper temperature threshold. As a result, when evaluating a cool-
ing system with a surrogate heat source, the maximum temperature reached by the
surrogate device is a viable metric for the performance of the cooling mechanism.
Similarly the minimum temperature can also be used.
Figure 2.1. Theoretical temperature profiles resultant of a pulsed
heat load with cooling.
However, the extrema do not fully describe the performance of a given cooling
mechanism. For example, all three of the temperature profiles in Figure 2.1 have the
same maximum, and yet the behavior of each is markedly different. To more fully
describe the transient performance of the cooling mechanism, an additional thermal
7metric is required. For example, one could evaluate how quickly the temperature
changes or how close the temperature remains near an optimal value. Due to the
wide variety of high-energy-density devices, there may not be a single answer as to
what this metric should be.
Whatever additional metric is chosen for evaluating the transient performance of
the cooling mechanism, it should be relevant to the physics of the possible applica-
tions. For example the maximum temperature is a clear choice, since many devices
will fail if their internal temperature becomes too high. To ascertain the desired met-
ric, the thermal requirements of a diode-pumped solid-state laser are first considered.
This system was chosen due to its pulsed operation, high power density, and thermal
sensitivity.
Laser diode arrays require uniform temperature, both spatially and temporally,
to reduce wavelength shift and spectral broadening. A lasing event is commonly
implemented as a series of high current density (∼100 A cm−2) quasi-continuous-wave
pulses that are 10µs to 1 ms in duration [20–22] and induce a local temperature change
of 1-10 ◦C [21, 23, 24]. This short timescale thermal behavior is overlaid on a longer
timescale (∼100 ms) response resulting from the average power [23]. The spectral
output of an 808 nm GaAs quantum-well semiconductor laser shifts by 0.27 nm ◦C−1
as the mean temperature of the device drifts [24,25].
To evaluate thermal performance, an objective function was derived to approxi-
mate the effect of temperature drift on the performance of a diode-pumped solid-state
laser. The diode bar and the solid-state laser exhibit a strong spectral dependence
in emission intensity and absorption coefficient [22]. Maximum optical efficiency is
obtained when the peaks of these spectra are aligned. The system is approximated
by first assuming a Gaussian spectral distribution for the solid-state laser absorption
and the diode emission as shown below:








8In these equations, T , α, I, λ, and c represent the temperature, absorption coefficient,
emission intensity, wavelength, and variance, respectively.
To evaluate how well-aligned the solid-state laser absorption and diode emission
spectra are, a spectral integral is applied to the product of these values. Normalizing
this integral by its value at the optimal temperature, To, produces the following ap-
proximation for the effect of temperature on the efficiency of the optical transmission:
η(T ) =
∫∞
−∞ α(λ)I(λ, T )dλ∫∞
−∞ α(λ)I(λ, To)dλ
(2.3)
The peak output wavelength of a laser diode is often assumed to shift linearly with
the device temperature. Applying this assumption and integrating Eq. (2.3) using
the Gaussian expressions for the absorption (Eq. 2.1) and emission (Eq. 2.2), yields
the final form:







As shown in Eq. (2.4), the efficiency of optical transmission becomes a Gaussian func-
tion that depends on the temperature drift from the optimal value. The temperature












where β is the temperature sensitivity of the diode emission spectrum.
For a system comprised of a GaAs quantum-well diode paired with a Nd:YAG
laser, the peaks are near 808 nm when well-aligned, whereas the temperature sensi-
tivity, β, is approximately 0.27 nm ◦C−1. [24, 25] Using representative values for the
spectral behavior, the full-width half-maximum of the GaAs diode bar emission and
the Nd:YAG laser absorption spectra are assumed to be 3 nm [22, 25] and 2 nm, [22]
respectively. By applying these quantities to Eq. (2.5), the temperature tolerance, θ,
is found to be 5.13 ◦C.
This analysis was intentionally simplified to produce Gaussian behavior in order
to yield an expression applicable to analogous thermal systems. As a result, the
above analysis is only valid when the optical path through the Nd:YAG crystal is
9relatively short and when the following effects are negligible: nearby absorption peaks
in Nd:YAG, temperature on the absorption spectrum and the diode threshold current,
[20] and spectral broadening due to spatially varying temperature in an array of laser
diodes. [23]
By integrating Eq. (2.4) starting at the beginning of the heat pulse and dividing








When using these temperature metrics (minima, maxima, and temperature sen-
sitivity), the results can be compiled over various time windows. By breaking the
evaluation metrics into segments, the performance of the cooling mechanism can be
compared to applications with pulsed heat loads of varying length.
This basis for analysis is utilized to evaluate the flash-boiling cooling technique
proposed (Chapter 9). It is also be used to characterize the theoretical system dis-
cussed in Chapter 3 on Green’s Functions.
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3. GREEN’S FUNCTION SOLUTIONS FOR THE COOLING OF PULSED
THERMAL LOADS
Typically when a high-heat-flux device actuates, a cooling mechanism is implemented
to constrain the temperature. For the majority of cases, the objective of the cool-
ing mechanism is to keep the temperature between a lower and upper extreme. In
more demanding applications, such as for a diode-pumped solid-state laser, optimal
performance is obtained when the temperature remains at an optimal value. In the
steady-state limit, the temperature is stabilized when the rate of heating and cooling
balance; however, in a dynamic thermal system, uniform temperature is more difficult
to obtain.
The temperature of a pulsed high-heat-flux device fluctuates during start up. The
magnitude of the temperature fluctuations is proportional to the temperature dif-
ference at steady state. For a one-dimensional, homogeneous thermal system, the
steady-state temperature drop is ∆T = q′′hL/k. As either the heat flux or the ther-
mal resistance of the system increases, the temperature fluctuations become more
significant, potentially impeding device operation unless transient performance is op-
timized.
In order to explore the design parameters for the cooling of pulsed heat loads,
Green’s functions are used to obtain the transient temperature within one-dimensional
heat conduction systems with dynamically actuated cooling and heating. The heat
source is implemented as a pulsed heat-flux with constant magnitude. The tempera-
ture stability could be improved by varying the rate of heat generation; however, the
implicit objective of a cooling mechanism is to achieve the required thermal perfor-
mance without throttling the device.
In Section 3.1, cooling is applied as a Neumann (heat flux) boundary condition.
While not representative of typical cooling mechanisms, the case elucidates the ob-
11
jective of a transient cooling mechanism. Namely, the thermal capacity of the de-
vice must be offset as quickly as possible. The additional cooling required can be
implemented by either anticipating the heat load or optimizing the rate of cooling
dynamically.
In Section 3.2, cooling is applied as a Robin (convective) boundary condition. Ap-
proaches for reducing the temperature fluctuations during device start-up are estab-
lished. The possible solutions for a dynamic cooling mechanism can be summarized
as:
 Anticipate the thermal load
 Improve the heat transfer coefficient
 Enhance the cooling during start-up period
 Match the time constant of the cooling mechanism to the device
The motivation for each transient-design solution is discussed in the following
sections using the simplified test cases. In Section 3.3, the appropriate application of
the above are discussed in light of an engineered cooling system.
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3.1 Pulsed Cooling of a Pulsed Heat Load in a One-Dimensional System
The nature of the thermal transients and theoretical limits in performance are es-
tablished by considering the idealized one-dimensional system with a pulsed transient
heat load, q′′2 , cooled by a matching pulse of cooling, q
′′
1 , as displayed in Figure 3.1.
The system is assumed to be initially at a spatially uniform temperature, Ti.
Figure 3.1. Representation of the 1D conduction system with heat-
flux boundary conditions.
To find the transient temperature throughout the homogeneous one-dimensional
system, the representative Green’s function is obtained:















where L is the thickness of the 1D solid and α is the thermal diffusivity of the
material. The symbols x′ and τ are the spatial and temporal variables over which the
kernel is integrated. The subscript of the Green’s function, GX22, indicates Cartesian
coordinates with boundary conditions of the second type. The temperature in the
one-dimensional transient system is obtained by solving:









GX22(x, t|0, τ)q′′2(τ)dτ (3.2)
where q′′1 and q
′′
2 are the heat-flux boundary conditions on the left and right side,
respectively.
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3.1.1 Pulsed Cooling with Constant Magnitude
The solution was obtained for a simple case where both boundary conditions are
constant and implemented in a stepwise manner. The left boundary condition begins
at t = 0 and has the constant value q′′1(t) = q
′′
◦ . The right boundary condition has
the same magnitude but is delayed by a given amount of time, q′′2(t) = q
′′
◦H(t− tant),
where H represents the Heaviside function. The subscript ‘ant’ denotes the degree to
which the cooling on the left side, q′′1(t), ‘anticipates’ the application of the the heat
source on the right, q′′2(t). The resulting solution for the temperature is:



































The notation can be simplified by forming the following non-dimensional groups:
T ∗(x∗, Fo) =











where T ∗ is the non-dimensional temperature, Fo is the Fourier number, and x∗ is
the non-dimensional spatial coordinate. The temperature is non-dimensionalized by
the temperature drop across the one-dimensional system at steady state. The final
form of the equation after non-dimensionalization is:
T ∗2,◦(x






















The subscript of the temperature, T ∗2,◦, denotes the boundary condition for cooling is
of the second kind and has constant magnitude.
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The transient temperature is approximated by summing the first 100 terms of each
series. The convergence of the solution was checked by increasing the number of terms
to 1000, for which the solution varied by less than 0.5%, other than at very small time
(Fo < .05). The resulting transient profiles obtained while varying the anticipation
are shown in Figure 3.2. The solid and dashed curves represent the temperature on
the heated and cooled side, respectively.





















Figure 3.2. Anticipating a pulsed heat load with pulsed cooling.
Both the temperature on the heated side (solid) and the cooled side
(dashed) are shown.
For the case where Foant = 0, heating and cooling are applied simultaneously.
The antisymmetric boundary conditions result in the same temperature trend on
each side, reaching a magnitude of T ∗ = 0.5 at steady state. When the anticipation
is varied, the average temperature of the system decreases in direct proportion to
the anticipation, Tavg = −Foant. This trend is confirmed by the terms outside the
summations in Equation 3.7.
The thermally sensitive components of the device likely reside at or near the heat
source. In such a case, the temperature of the heated side determines the performance
of the cooling mechanism. In order to ensure that the steady-state temperature on the
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heated side does not exceed the initial temperature, an anticipation of Foant = 0.5 is
required. The role of anticipation is to offset the initial thermal energy stored within
the system sufficiently to achieve the desired steady-state temperature.
3.1.2 Pulsed Cooling with Assist Applied as an Exponential Decay
Presupposing that the desired steady-state temperature on the heated side is the
initial temperature, Ti, the thermal capacity of the system must be offset, such as
by anticipation. Alternatively, the rate of cooling can be dynamically controlled.
To reflect such a system, the cooling is dynamically varied using an ‘assist’ term:





In practice, the rate of cooling could be dynamically controlled in a variety of
ways. Relevant to the present work, desorption from the carbon foam might increase
the cooling performance during the start-up transients, provided desorption cooling
is engineered to be both sufficiently large and fast.
Perhaps more realizable with existing technology, the saturation temperature of
a phase-change cooling mechanism can be dynamically controlled by modulating the
pressure. For example, a vacuum/low-pressure accumulator would induce a lower
saturation temperature initially than at steady state. In either case, rate of cooling
would initially be at a peak and then decrease with time. To represent the cooling
assist generically, an exponential function, q′′assist = q
′′
+ exp(−aFo), is chosen, where q′′+
is the initial magnitude of the cooling assist and a is the exponential decay constant.
When using Green’s functions, the effects of each heat source and sink can be
considered separately. For convenience, the assist term is separated from the constant
cooling; hence, the new solution can be obtained by adding the effects of the cooling
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assist to the previously derived solution, T ∗2,◦(x
∗, Fo), in Equation 3.7. The resulting
solution is:





















In order to sufficiently offset the thermal capacity of the system, the net cooling




◦ dFo = (0.5− Foant) (3.9)
Using the above equation, the magnitude and duration of the cooling assist must be
chosen such that q′′+/q
′′
◦ = (0.5−Foant)a. A larger value for the initial magnitude, q′′+,
increases exponential decay constant, a. As a result, the requisite cooling is applied
more immediately.
To demonstrate the effect on the device temperature, the anticipation is assumed
to be zero, Foant = 0, and the initial magnitude of the assist is varied. The exponential











































Figure 3.3. Reducing the temperature overshoot by dynamically
controlling the cooling rate. Subfigure (a) displays the temperature
on the heated (solid) and cooled (dashed) sides. Subfigure (b) dis-
plays the maximum temperature experienced by the heated side. The
asymptotic limit is the result for cooling applied as a delta function.
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decay constant is chosen to satisfy Equation 3.9. The transient temperature for this
case is shown in Figure 3.3(a). As the intensity of the cooling assist is increased,
the thermal overshoot is reduced. The peak temperature reached during the initial
transient thermal overshoot is plotted in Figure 3.3(b).
3.1.3 Pulsed Cooling with Assist Applied as a Delta Function
The foregoing development demonstrates that additional cooling is the most ef-
fective when applied rapidly. In the extreme limit as q′′+ and a approach infinity, the
cooling assist is applied as a delta function q′′assist = q
′′
+δ(Fo = 0), thereby minimiz-
ing the thermal overshoot. The requisite net cooling follows the same relation as in
Equation 3.9. Solving Equation 3.1, the temperature is:











When the cooling assist is applied a delta function, the transient temperature
without anticipation is the black curve in Figure 3.3(a). This case is used to define
the asymptote for the temperature overshoot, T ∗max = .238, shown in Figure 3.3(b).
Cooling applied as a delta function improves temperature stability and reduces
the anticipation required to reduce the overshoot; however, even this idealized case is
not sufficient to perfectly stabilize the temperature on the heated side, as shown in
Figure 3.4(a). The corresponding extrema are shown in Figure 3.4(b). The best tem-
perature stability is obtained when the anticipation is approximately Foant = 0.075.
While a delta function is not obtainable by realistic cooling mechanisms, the
scenario provides a performance benchmark. Additionally, results are comparable to
the idealized case if cooling is applied rapidly. For example, the cooling assist applied
as an exponential decay begins to approach the asymptote once the initial magnitude
is large q′′+ > 10 (Figure 3.3(b)). Theoretically, the temperature overshoot could be
suppressed further by increasing the magnitude of the delta function and offsetting






































Figure 3.4. Reducing the temperature overshoot using an idealized,
delta-function cooling source. Subfigure (a) displays the temperature
on the heated side. Subfigure (b) displays the maximum and minimum
temperature experienced by the heated side.
As discussed in Chapter 2, the extrema are relevant to many applications, but
do not fully characterize the transient temperature profiles. To further describe the
temperature of the system, the temperature stability metric (Equation 2.4) is applied
after being non-dimensionalized as:







where the non-dimensional temperature tolerance is: θ∗ = kθ/q′′◦L. In order to yield
results that are sensitive to the transient performance, the non-dimenional tempera-
ture tolerance is chosen to be θ∗ = .1.
In Figure 3.5(a), the value of the temperature stability metric, η, is plotted with
respect to time. Recall that the value of the temperature stability metric varies be-
tween zero and one, and represents the optical-transmission efficiency for an idealized
diode-pumped solid-state laser. The correct choice of anticipation significantly im-
proves the temperature stability over the transient window, which may account for








































Figure 3.5. Evaluating temperature stability when using an ideal-
ized, delta-function cooling source. In subfigure (a), the temperature
stability metric is shown for varying anticipation. In subfigure (b),
the cost function is evaluated with varying start time, as shown in
Equation 3.12.
To analyze the expected performance over the entire transient start-up period,




[1− η(T )] dFo (3.12)
When applied to a diode-pumped solid-state laser, the cost function represents the
amount of energy that is lost during optical transmission due to temperature drift.
Because the integral is performed with respect to time, the magnitude is the effective
duration for which the device is inactive, by comparing the net energy transferred to
a case with perfect temperature control. More generally, the cost function quantita-
tively describes the temperature drift from the desired value, and therefore should be
minimized.
Figure 3.5(b) displays the value of the cost function for various selected antic-
ipation values with cooling assist applied as a delta function. Depending on the
application, the temperature of the device before it actuates may or may not be of
concern. To accommodate either scenario, the value of the cost function is displayed
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for cases where the integral, Equation 3.12, begins with either the cooling, Foi = 0,
or with the heat source, Foi = Foant. The value of the cost function can be min-
imized when the anticipation is near Foant = 0.1. If temperature stability is only
crucial when the device is on, it is better to over-anticipate the heat load than to
under-anticipate.
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3.2 Convective Cooling of a Pulsed Heat Load in a One-Dimensional
System
The previous section evaluated the performance of a simplified cooling system with
a pulsed cooling flux. Optimal performance was obtained when the thermal mass was
counteracted rapidly by dynamically controlled cooling. A performance benchmark
for temperature stability was obtained using a delta function.
However, convective cooling is more common for high-heat-flux management. This
section addresses how to best design such a cooling mechanism. The new set of
boundary conditions increases the complexity of the analysis, so the effects of various
parameters are considered individually. The Biot number and the rapidity of the
cooling mechanism both impact the transient performance. Similar to Section 3.1.2,
the temperature can be stabilized by dynamically controlling the rate of cooling;
however, the time constant must match that of the device.
The one-dimensional system depicted in Figure 3.6 has a convective boundary
condition applied at x = 0 and a heat-flux boundary condition at x = L. The initial
temperature is uniformly at Ti.
Figure 3.6. Representation of the 1D conduction system with heat
flux and convective boundary conditions.
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Given the change in boundary conditions, the Green’s function for this homoge-
neous system is:





























where the the term βm is determined by the transcendental equation:
βm tan βm = Bi (3.14)
The Biot number, Bi = hL/k, is the ratio of the conductive and convective ther-























for m > 1
(3.15)
The series is then converged using the Newton-Raphson method, which provided
reliable results for Bi ≤ 40, beyond which the converged solution would miss terms
in the series. The converged solution for the series is within ±1% of the approximate
form above for Bi ≤ 10.
The transient temperature of the system is calculated using:









GX32 (x, t|L, τ) q′′2dτ (3.16)
By solving this equation and applying the non-dimensional values in Equations 3.4
through 3.6, the following solution is obtained:































where the subscript of the non-dimensional temperature, T ∗3,◦, indicates the solution
is for a system with convective cooling and a constant fluid temperature.
Because the cooling boundary condition is of the third kind, the anticipation no
longer affects the steady-state temperature. Instead, the steady-state temperature
on the heated side, TSS, is solely determined by the Biot number, Bi, and the fluid
temperature, T∞. and is calculated by the following relation:









3.2.1 Temperature Overshoot when Approaching Steady State
The primary objective of most cooling systems is to keep the device temperature
below a certain threshold. In order to aid convective heat transfer, a cooling system
could be designed such that the device reaches its maximum temperature at steady
state. To consider such a scenario, the desired steady-state temperature of the heated
side, T ∗SS, was varied by adjusting the fluid temperature according to Equation 3.18
and assuming that Bi = 1.
The resulting transient temperature profiles are shown in Figure 3.7(a). For the
cases where the desired steady-state temperature is less than 0.5, the startup tran-
sients overshoot the steady-state value. Figure 3.7(b) displays the magnitude of the
overshoot as a percentage of the steady-state temperature.
The overshoot is only eliminated if the difference between the steady-state tem-
perature and the initial temperature is at least half of the temperature drop across the
device at steady-state. This analysis indicates that if the non-dimensionalized maxi-
mum device temperature, T ∗max, is less than 0.5, the transient regime may violate the
upper temperature threshold. While this result was formulated for a one-dimensional,
homogeneous conductive material, more complicated thermal systems with analogous
geometry are expected to exhibit a similar trend.
The following guidelines are appropriate when considering the impact of transients
on a device with a known temperature maximum:
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Figure 3.7. Varying the steady-state design criteria for convective
cooling. In subfigure (a), the temperature on the heated side (solid)
and the cooled side (dashed) are shown. In subfigure (b), the tem-
perature overshoot as a percentage of the steady-state value is shown
with additional points to fill in the curve.
 if T ∗max >> 1 transient performance can be neglected
 if 0.5 < T ∗max < 1 transient performance may be important
 if T ∗max < 0.5 transient performance must be considered
If the non-dimensionalized maximum device temperature is in the range 0.5 <
T ∗max < 1, the transient performance of the system should be evaluated to consider
if any non-idealities, such as poor timing or a slowly actuating cooling mechanism,
result in significant overshoot. Because the peak is reached at Fo ≈ 0.25, any delay
in the cooling mechanism must be less than this value to obtain the overshoot shown
in Figure 3.7(b); otherwise, the overshoot could be much larger. For a 1 mm copper
plate, a Fourier number of Fo = .25 is equivalent to a time of t = 2.3 ms, which is a
difficult response time for most cooling systems to achieve.
In Figure 3.7, the transient behavior is the most significant when the steady-state
temperature is set to the initial temperature. To highlight the effects of transient
design parameters, maintaining constant temperature is the focus of the remaining
examples.
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3.2.2 Convective Cooling with Anticipation
As shown previously, such as in Figure 3.2, the temperature overshoot is reduced
when the thermal load is anticipated. Figure 3.8 displays the transient temperature
as the anticipation is varied for the case with convective cooling. Similar to previous
cases, the variation in temperature can be minimized but not entirely eliminated by
selecting an appropriate anticipation.
The temperature extrema for varying anticipation are shown in Figure 3.9(a).
The difference between the minimum and the maximum is reduced in the range of
0.2 < Foant < 0.35. The cost function in Equation 3.12 is evaluated in Figure 3.9(b),
which shows that the function is minimized near Fo ≈ 0.35. Unlike the previous case
with idealized cooling shown in Figure 3.5(b), the system is still relatively sensitive
to over-anticipation even if the cost function is only evaluated when the heat source
is active.





















Figure 3.8. Anticipating a pulsed heat load with convective cooling.
The Biot number is assumed to be 1. Both temperatures on the
heated side (solid) and the cooled side (dashed) are shown.
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Figure 3.9. Evaluating temperature stability when anticipating a
pulsed heat load with convective cooling. In subfigure (a) the max-
imum and minimum temperature reached on the heated side are
shown. In subfigure (b), the cost function is evaluated with vary-
ing start time, as shown in Equation 3.12.
3.2.3 Convective Cooling with Varying Biot Number
In the previous two examples, the Biot number was assumed to be unity; how-
ever, it has a large effect on the thermal performance when varied. Varying the Biot
number necessitates changing the fluid temperature to satisfy Equation 3.18. Al-
though applying this equation negates the effects in the steady-state, the transient
performance is modified. As displayed in Figure 3.10, an increase in the Biot num-
ber suppresses the transient temperature variation, causing the system to reach the
steady-state condition more quickly. In contrast, a system with a very low Biot num-
ber has larger temperature overshoot and takes much longer to reach steady state
(Fo >> 1).
The cost function in Equation 3.12 is shown for varying Biot number in Fig-
ure 3.11. Increasing the Biot number results in a reduction of both the magnitude of
the cost function and the anticipation required.
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Figure 3.10. Varying the Biot number while balancing the steady-
state cooling by varying T∞ using Equation 3.18.
The impact of the Biot number on the transients is considered using the analogous,
simplified thermal circuit shown in Figure 3.12. In the circuit, the heat source is
activated at the same time as the sink by closing both contacts. The capacitor and
the resistor represent the thermal capacity of the system and the convective resistance,
respectively. As the conductance of the resistor increases, the circuit will discharge
the capacitor more quickly, despite a balancing increase of T∞. In the two extremes, if











































Figure 3.11. Evaluating temperature stability while varying the Biot
number. The steady-state temperature is maintained by applying
Equation 3.18.
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Figure 3.12. A simplified thermal circuit representing a convectively
cooled heat source separated by a solid. The solid is represented as a
charged capacitor while convection is represented as a resistor.
the conductance was infinite, the capacitor would discharge instantly even if T∞ = Ti
and conversely, if the conductance was zero, the capacitor would never discharge
even if T∞ = −∞. In a similar manner, enhancing the convection by increasing the
Biot number dissipates the thermal energy stored in the device more quickly, thereby
suppressing the transients.
As explained above, a system with a higher heat transfer coefficient (higher Biot
number) removes the thermal energy more rapidly. As a result, the steady-state
condition is obtained more quickly. When the Biot number becomes very large, the
temperature behavior approaches the limit for a Dirichlet boundary condition imposed
on the cooling side, which is the asymptote of 0.31 in Figure 3.13. Performance close
to the asymptotic limit can be obtained once Bi > 10.
3.2.4 Convective Cooling with Dynamically Controlled Fluid Tempera-
ture
Similar to the examples given in Section 3.1.2 and 3.1.3, the transient performance
can be improved by dynamically controlling the rate of convective heat transfer. For
the present case, the enhanced cooling is implemented as a further decrease in the


















Figure 3.13. Maximum temperature reached on the heated side while
varying the Biot number. The asymptote is predicted using a Dirichlet
boundary condition.
As mentioned in Section 3.1.2, the fluid temperature could be dynamically con-
trolled by modulating the pressure of a phase-change cooling mechanism, actively
or passively. The cooling assist is implemented as an exponential decay, T ∗∞,assist =
T ∗∞,+ exp(−aFo). The resulting solution using the representative Green’s function is:
T ∗(x∗, Fo) = T ∗3,◦(x















A comparison of the transient temperature with and without the transient cooling
assist is displayed in Figure 3.14. The Biot number is assumed to be unity and the
cooling assist has a magnitude of T ∗∞,+ = .5T
∗
∞,◦ and a decay rate of a
−1 = .2. Both
the temperature overshoot and the requisite anticipation are reduced.
The effectiveness of a system with an enhanced fluid temperature is dependent on
how quickly the cooling assist is provided, analogous to the discussion on transient
cooling assist for pulsed cooling in Section 3.1.2. The exponential decay constant,
a−1, must be comparable to or smaller than the rate at which the steady-state tem-
perature is reached; otherwise, the fluid temperature is lowered for too long, causing
the system to undershoot the desired value. Although theoretically the cooling as-
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(a) Constant Fluid Temperature





















(b) Enhanced Fluid Temperature
Figure 3.14. Reducing the temperature overshoot by dynamically
controlling the fluid temperature with Bi= 1. In subfigure (a), the
fluid temperature is assumed to be constant. In subfigure (b), the
fluid temperature is dynamically controlled.
sist is most effective when applied rapidly, as motivated in Section 3.1.3, the requisite
fluid temperatures quickly become impractical as the decay rate decreases. Therefore,
the rate of decay should be comparable to the expected duration of the transients,
a−1 ∼ 0.1.
An exception to the above exists when the Biot number is small. A low Biot
number system take much longer to dissipate its thermal energy as demonstrated in
the previous Figure 3.10; therefore, if the exponential decay rate is comparable to the
amount of time that it takes for such a system to reach the steady state temperature,
cooling assist with a large decay rate, a−1 ≥ 1 may be viable.
In Figure 3.15, the effect of enhanced fluid temperature is examined for a case
where the fluid temperature is again initially 150% of the steady state value, T ∗∞,+ =
0.5T ∗∞,◦ but the decay rate is now a
−1 = 1. For the case without anticipation, the
cooling assist forces the system to steady-state more quickly; however with antici-
pation, the slow decay rate extends the transient period by causing the system to
undershoot the desired value. Therefore, a relatively large decay rate, a−1 ≥ 1, is
31





















(a) Constant Fluid Temperature





















(b) Enhanced Fluid Temperature
Figure 3.15. Reducing the temperature overshoot by dynamically
controlling the fluid temperature with Bi= 0.1. In subfigure (a), the
fluid temperature is assumed to be constant. In subfigure (b), the
fluid temperature is time-varying to provide enhanced cooling during
the start-up transients.
only beneficial when the Biot number is small and anticipating the heat load is not
an option.
3.2.5 Convective Cooling with Delayed Fluid Temperature
In practice, convective cooling systems are likely to have reduced rather than
enhanced transient performance during the start-up period. For example when flow
is initiated, the cooling fluid may be heated by the thermal mass of the manifold
leading to the pulsed heat load, or it may take time for a phase-change process to
chill the liquid sufficiently. Additionally, cooling solutions with an extended surface
may experience delayed heat transfer if the thermal mass of the fin array is relatively
large. It was shown in Section 3.1.2 and Section 3.2.4 that cooling is most effective
at suppressing transients when provided quickly. The effectiveness of rapid cooling
implies that delayed cooling magnifies the temperature overshoot during the start-up
period.
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(a) Constant Fluid Temperature





















(b) Delayed Fluid Temperature
Figure 3.16. Intensified temperature overshoot when the cooling
mechanism cannot be actuated instantly (a−1 = 0.2). In subfigure (a),
the fluid temperature is assumed to be constant. In subfigure (b), the
fluid temperature is initially at zero before reaching the steady-state
value.
Cases where convective cooling is delayed are represented by Equation 3.19 while
setting the magnitude of the assist term to T ∗∞,+ = −T ∗∞,◦. Under this set of condi-
tions, the fluid temperature begins at the initial system temperature, T ∗∞(Fo = 0) =
0, and approaches the steady state value after a delay determined by the exponential
decay rate, a−1.
If the magnitude of the delay is comparable to the duration of the transients (a−1 ∼
0.1), the performance is similar, but the overshoot and the requisite anticipation are
both increased. This is demonstrated with an exponential decay rate of a−1 = 0.2 in
Figure 3.16.
Alternatively, the delay of the convective cooling mechanism may be large com-
pared to the duration of the transients, a−1 ≥ 1. In this case, the overshoot is much
larger and the requirement for the anticipation is no longer determined by the time
constant of the device; instead, device actuation must wait until the cooling mecha-
nism has reached the requisite temperature.
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As an example, Figure 3.17 shows the thermal performance for a case where
a−1 = 5. Eliminating the overshoot requires an anticipation of approximately three
times the decay rate, Foant = 3a
−1. At this time, the entire device has nearly reached
the temperature of the fluid, T ∗∞,◦ = −2; meaning transient performance is analogous
to the case where the cooling mechanism is always on.







































Figure 3.17. Intensified temperature overshoot when the cooling
mechanism actuates very slowly (a−1 = 5). In subfigure (a), transient
fluid temperature is displayed for varying anticipation. In subfigure
(b), the value of the cost function is shown with additional points to
fill in the curve.
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3.3 Comments on the Design of Transient Cooling Systems
The transient temperature response resulting from a pulsed load is difficult to sup-
press; however, the magnitude of the temperature overshoot may not be of significant
concern for a given application. The relevance of the transient performance can be
ascertained by comparing the temperature sensitivity of the device to the expected
magnitude of the transients by non-dimensionalizng the value, T ∗max = kTmax/q
′′
◦L,
and evaluating its magnitude, as discussed in Section 3.2.1.
If the above guideline indicates temperature overshoot is significant, i.e., T ∗max < 0.5,
there are several possible design considerations. Generally speaking, the objective is
to dissipate the initial thermal energy of the system as quickly as possible; however,
the ability to accomplish this has theoretical limits, as discussed in Section 3.1.3. The
simplest technique is to anticipate the thermal load by activating the cooling device
at a prior time such that Foant ∼ 0.1 for most systems.
The Biot number also has a strong effect on the transient temperature of the
system. If the Biot number is large (Bi ∼ 10), the transient temperature overshoot
is suppressed. As a result, the temperature stability is improved, as evaluated by the
extrema and the temperature stability metric (Equation 2.4). Note that increasing
the Biot number is already a goal of most cooling mechanisms. A high heat transfer
coefficient reduces the requisite temperature difference between the surface and the
fluid, thereby decreasing the irreversibilities in the system.
The effective heat transfer coefficient can be increased using an extended surface,
but if the thermal mass of the extended surface is comparable to the thermal mass
of the heat spreader, the extended surface may delay the rate at which cooling is
provided, analogous to Section 3.2.5. When considering a material for an extended
surface, high thermal diffusivity is desired. Similarly, high thermal diffusivity in the
heat spreader will reduce the duration of the start-up transients and the requisite
anticipation.
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If additional improvements are required, the fluid temperature can be dynamically
controlled. Such an approach uses an initially-at-peak fluid temperature to dissipate
the thermal mass, afterwards the temperature reduces to the appropriate steady state
value for energy balance. Such an approach requires that the exponential decay rate of
the transient cooling profile be a−1 ∼ 0.1. Otherwise, the additional cooling is either
insignificant (if a−1 << 0.1) or improperly timed (if a−1 >> 0.1). An exception exists
for systems with a small Biot number (Bi ∼ 0.1) that also cannot anticipation the
heat load, in which case the transients are extended.
Unfortunately, many cooling mechanisms are delayed rather than enhanced during
the transient start-up period. For adequate transient temperature control, the delay
of the cooling mechanism must be equivalent to or less than the duration of the
temperature transients, a−1 . 0.1. Otherwise, if the delay is relatively large, a >>
0.1, the ability to control the temperature is severely reduced.
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4. PHASE CHANGE MECHANISMS IN SUPERHEATED LIQUIDS
In comparison to common cooling techniques for high-power-density electronics, flash
boiling is distinguished by its inherently transient nature. Whereas other cooling
mechanisms are appropriate for steady-state heat generation, sudden depressurization
of the working fluid results in extensive phase change over a time period on the order
of 100 ms. As the flash evolves, the fluid is chilled by the latent heat of vaporization
as it rapidly accelerates. Both of these effects are highly favorable for convective heat
transfer, thereby motivating the focus on this phenomenon for transient cooling.
Figure 4.1. Saturation pressure for methanol at varying temperature.
As an example, Figure 4.1 above shows the variation of the vapor pressure of
methanol with temperature. When methanol initially heated to its boiling point
(65 ◦C ) at atmospheric pressure is depressurized to 0.1 bar, the saturation temper-
ature of the new pressure condition is only 15 ◦C. Assuming the liquid vessel was
depressurized at a rate significantly faster than phase-change, the majority of the
liquid remains at the initial temperature, which is now 50 ◦C above the boiling point.
The amount by which the liquid temperature is above its saturation temperature is
referred to as ‘superheat.’ The highly non-equilibrium state induces phase-change,
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and the superheat of the liquid subsequently decreases until saturation temperature
is reached. Depending on what phase-change mechanisms are active, equilibration of
the liquid and vapor phases may proceed rapidly (<1 s) or take a much longer time
(>1 min).
4.1 Superheated Liquids
The concept of superheat is useful when discussing complex phase-change systems
because it describes both the pressure and temperature of the transient system in
a manner highly relevant to the phase-change mechanisms. A liquid can become
superheated either by rapid heating or by depressurization.
Superheated liquids are not unique to flash boiling systems. In any engineering
system involving liquid-vapor phase change, some degree of superheat exists in the
liquid before vaporization occurs. In the case of pool boiling, the superheat of the
liquid in a thermal boundary layer near the heated surface determines the rate of va-
porization. The superheat of a pool-boiling system is most commonly monitored by
measuring the degree to which the wall temperature exceeds the saturation temper-
ature of the fluid [2]. What distinguishes flash boiling is the fact that the entirety of
the liquid is superheated upon depressurization, whereas only a thin boundary layer
near the heated surface is superheated for pool boiling.
As the superheat of the liquid increases, so does rate at which phase change
occurs. At higher superheats, thermal energy is provided to the liquid-vapor interface,
where latent heat is required, at a faster rate. In addition, higher superheat will
generally activate more nucleation sites. Both of these concepts are highly relevant
when analyzing flash-boiling cooling systems and are discussed later in more detail.
A superheated liquid exists in a metastable state, meaning that if allowed enough
time, the superheated liquid will reach a saturated liquid-vapor state. For example,
even in the absence of nucleation sites, a pool of superheated liquid vaporizes from
the free surface. This process is relatively slow, however, since the latent heat of va-
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porization produces a thermal boundary layer that impedes further phase change. In
contrast, nucleate boiling prevents stagnation by the constant generation of interfacial
area via bubble growth and departure.
Figure 4.2. Theoretical saturation and spinodal curves defining the
metastable states. Reprinted from [27], Copyright 2006 with permis-
sion from Elsevier.
Figure 4.2 displays an isotherm for a fluid passing through the saturated liquid-
vapor region. The points B and F mark the saturated liquid and vapor states respec-
tively, which form the boundaries of the vapor dome. The region between points B
and C represents the superheated liquid state. The liquid pressure in this region falls
below the saturation pressure (horizontal line).
The superheat of the liquid is limited by point C in Figure 4.2, which is known as
the thermodynamic superheat limit. When heated or depressurized to the thermody-
namic superheat limit, the liquid enters into the unstable region between points C and
E. Phase-change in this limit is termed ‘homogeneous,’ since it no longer relies on the
presence of a liquid-vapor interface (heterogeneous phase change). The experiments
in this dissertation yield superheated liquids in the metastable region, but far from
the superheat limit.
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4.2 Thermal Characteristics of Flash Boiling
The rapid vaporization during a flash derives the requisite thermal energy from
the superheat of the liquid. As a result, some of the total cooling available due to
phase change is lost to the specific heat of the liquid. If the excess specific heat of
the superheated liquid is comparable in magnitude to the latent heat, then the total






where cp,l is the specific heat of the liquid, Tl is the temperature of the liquid, Tsat
is the saturation temperature at the given pressure for the liquid, Pl, and hfg is the
latent heat of the working fluid.
The Jakob number, in the form above, relates the thermal energy of the super-
heated liquid to the latent heat. In this sense, the Jakob number is a percentage of
the latent heat that must be expended to cool the bulk liquid. It should be noted here
that there are two common definitions of the Jakob number, both of which are used
in this document. For the sake of distinguishing between these two, the subscript ‘h’
in the above equation denotes the above quantity as the ‘enthalpic’ Jakob number.
If a saturated liquid pool of methanol initially at 25 ◦C is rapidly depressurized
to 4.1 kPa (Tsat = 0
◦C), the enthalpic Jakob number of the superheated liquid is
Jah = 0.054. This value indicates that approximately 5.4% of the latent heat will
be consumed by the excess specific heat of the superheated liquid. Note that Equa-
tion 4.1 assumes that the specific and latent heats are constant. Large variations in
temperature and pressure require the use of the actual enthalpy of the initial and
final states.
The above analysis indicates that at higher Jakob numbers, and therefore higher
superheats, the first-law efficiency of a flash-boiling cooling mechanism is reduced.
However, higher superheats result in more nucleation and faster vaporization. One
objective when engineering a flash-boiling cooling system could be to reduce the initial
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superheat required to maintain a given amount of vaporization and active nucleation
sites.
4.3 Phase Change Mechanisms
Regardless of the initial superheat, vaporization occurs from the liquid-vapor in-
terface (i.e., the free surface) as soon as the liquid is depressurized. Provided that the
generated vapor can freely leave the surface, the temperature at the interface quickly
drops to the saturation temperature due to the cooling effect of the latent heat of
vaporization. From this point, the amount of vaporization taking place at the surface
is limited by the rate of heat conduction to the surface. As depicted in Figure 4.3, a
thermal boundary layer quickly develops and grows as time passes, thereby quenching
further phase change. Eventually, second-order effects, such as natural convection,
may become significant. In many experiments, schlieren patterns become visible after
the liquid-vapor interface cools. [13, 29].
Figure 4.3. Vaporization from a planar liquid-vapor interface.
In engineering systems involving the vaporization of a pool of liquid, the dominant
phase change mechanism involves nucleation and bubble growth. This mechanism is
characterized by a continual generation of many bubbles interspersed throughout the
liquid medium. These bubbles drastically increase the total amount of interfacial
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area available for vaporization. In addition, since the interfacial area is constantly
being generated by new bubbles, the process does not stagnate from the growth of
a thermal boundary layer. Because of their relevance to flash-boiling, the conditions
governing the growth of a bubble within a superheated liquid is discussed in more
detail later in Section 4.4.
Due to surface tension, bubbles are mechanically unstable at very small radii. In
order for phase change to occur via bubble growth, the nucleation sites present in
the system must be capable of generating bubbles larger than a critical radius. The
critical bubble radius depends on the balance of the pressure and surface tension
forces of the bubble, and is given by [30]:
r∗ =
2σ
Pv − P∞ (4.2)
where σ is the surface tension, Pv is the pressure of the vapor inside the bubble, and
P∞ is the pressure of the surroundings. Active nucleation sites are those capable of
generating bubbles larger than the critical radius.
As the superheat of the liquid increases, the vapor pressure also increases. As a
result, more nucleation sites present in the system are activated. Typically, these nu-
cleation sites are features at the solid-liquid interface that trap some amount of vapor
due to surface tension. Surfaces can be engineered to provide nucleation sites that
are active at lower or higher superheat depending on what the desired performance
characteristics are for the system.
Other than nucleation on the solid-liquid interface, heterogeneous phase change
can also occur due to a process known as secondary nucleation [31]. Secondary nucle-
ation is initiated when some perturbation occurs at the free surface such that vapor
bubbles become entrained within the superheated liquid. These bubbles then expand
until buoyancy forces drive them back to the surface. Upon reaching the surface, the
bubbles will further perturb the surface, thereby entraining more vapor nuclei within
the liquid.
This cycle leads to a phenomenon known as an evaporation wave [32, 33] or a
boiling front [8, 34]. Once initiated, the evaporation wave propagates through and
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consumes the superheated liquid. Depending on the initial superheat of the liquid,
the evaporation wave may or may not entrain liquid droplets; resultantly, the exit
flow is either a two-phase mixture or a single-phase vapor. If the evaporation wave
occurs without significant droplet-entrainment, the process is self-extinguishing since
the liquid pool is cooled via phase change. [10].
Secondary nucleation only occurs when triggered by a perturbation of the free
surface. Such perturbations could arise from a droplet or other body impacting the
surface. Alternately, the initial perturbation could result from Darrieus-Landau insta-
bilities if the expansion from the interface due to vaporization is sufficient to disturb
the surface [35, 36]. At a planar liquid-vapor interface, Darrieus-Landau instabilities
are not expected to occur unless the superheat is relatively high [32].
4.4 Bubble Growth Equations
Bubbles larger than the critical radius expand within the superheated liquid. The
rate of expansion is dictated by an interrelated set of thermal and mechanical con-
ditions [30, 37]. Under the mechanical set of conditions, the growth of the bubble is
determined by the balance of the excess pressure of the bubble, the surface tension,
and the inertial resistance of the surrounding liquid. Under the thermal set of con-
ditions, the growth of the bubble is determined by the rate of heat conduction to
interface, where the latent heat of vaporization is required.
These conditions determine the thermodynamic state of the vapor in the bub-
ble. The vapor in the bubble is assumed to be in a saturated state; therefore, the
vapor temperature and pressure depend on one another. If the bubble is in a high-
temperature, high-pressure state, the mechanical force is maximized, but the tem-
perature gradient is minimized. Conversely, a low-temperature, low-pressure vapor
bubble exerts a lesser force on the liquid phase, but maximizes thermal conduction.
These factors as depicted in Figure 4.4.
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Figure 4.4. Factors affecting bubble growth.
The thermodynamic state of the expanding bubble will be somewhere between
these two extremes; however, in the limit of very small or very large radii, the state
of the vapor bubble is approximated as existing at one of these limits. For very small
bubbles, heat is readily supplied to the interface since the thermal boundary layer
has not yet developed. Because the provision of thermal energy to the surface is
not a significant constraint, the bubble exists at the high pressure state where the
temperature is approximately that of the surroundings, and the governing relation is











For large bubbles, the thermal boundary layer has become relatively thick, and
consequently the temperature of the bubble approaches the saturation temperature in













The Jakob number in the above equation governs the dynamics of nucleate phase
change, differentiating it from the enthalpic form of the Jakob number mentioned
previously. These common forms of the Jakob number differ by the density ratio
between the liquid and vapor phases.
In order to describe the growth rate at any bubble size, an approximate combined





















At the limits of very large and very small bubble radii, this equation matches the
growth rates predicted by the thermal and mechanical energy equations. Comparison
to experimental results has shown that the growth rate predicted by this equation is
reasonable. An in-depth discussion on the bubble growth equations, including this
final correlation, is presented in the book by Carey [30].
4.5 Literature Review: Flash Boiling from Liquid Pools
Flash boiling of liquid pools is commonly studied within the context of a loss-
of-containment event. In such scenarios, a liquid is unintentionally released from a
pressurized vessel, typically to atmospheric pressure, such that the liquid is suddenly
in a superheated state. Rapid phase-change ensues having many potential negative
consequences. The event is commonly termed a boiling-liquid expanding-vapor explo-
sion, particularly in regard to accidents involving the transport of pressure-liquefied
gas, such as propane [9]. Similarly, the loss of coolant water from the reactors of
nuclear power plants [39] can be a concern.
Evaporation waves, sometimes referred to as boiling fronts, represent a field of this
research describing a phase-change mechanism dependent on secondary nucleation
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from the free surface of a pool of superheated liquid (described in more detail in
Section 4.3). Generally, this phase-change mechanism is only observed when other
faster-acting mechanisms, such as nucleation from a solid surface, are suppressed.
Grolmes and Fauske [7] are commonly credited as the first to observe evaporation
waves, finding a transition region that was dependent on diameter of the vessel. Below
a certain superheat value, only quiescent evaporation was noted to occur. Above this
value, a transition region existed, in which free-surface boiling was ‘intermittent and
unsustained.’ At superheats higher than this transition region, sustained two-phase
flashing occurred. The graph depicting these results is shown in Figure 4.5. Nucle-
ation from the solid-liquid interface was only suppressed after thoroughly cleansing
the test chamber and degassing the fluid via vigorous boiling.
Figure 4.5. Phase-change transitions for evaporation waves noted by
Grolmes et al. Reprinted from [7], Copyright 1974 with permission
from Begell House, Inc.
In the thesis of Hill [32], evaporation waves were studied extensively. Different
modes of initiation were noted including nucleation uniformly across the surface and
from the liquid-vapor-container contact line. The latter could be distributed either
uniformly or only across several points. Higher superheats generally resulted in more
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uniform nucleation. The author notes that nucleation occurring from the liquid-vapor-
container contact line may be due to nucleation sites due to insufficient cleaning or
polishing of the test chamber. Hill suggests this may be the cause of the diameter-
dependence of the results of Grolmes and Fauske [7].
Upon depressurization, prior to the initiation of phase change, a fog was noted
to appear in the vapor phase for certain fluids, indicative of a significant degree of
expansion cooling. The author states that the fog is then pushed upward, presumably
by quiescent evaporation from the liquid-vapor interface before explosive boiling was
initiated, a delay on the order of a few milliseconds. Additionally, Hill [32] noted that
when evaporation waves were initiated by relatively few sites near the walls, the event
was characterized by a start-up period during which relatively calm boiling occurred
at the surface for 10− 100 ms before intensifying and entraining liquid droplets with
the exit flow. In one case, this transition was noted to take 350 ms.
In the thesis of Barbone [12], flash boiling was studied while attempting to deter-
mine the parameters that resulted in the largest degree of repressurization, motivated
primarily by examining the nature of boiling-liquid expanding-vapor explosions. This
research also included results near the superheat limit. Evaporation waves were noted
to occur at lower superheat; meanwhile, at higher superheat, nucleation occurred from
the solid-liquid interface, which would then dominate the event.
In the research of Hahne and Barthau [29], evaporation waves were studied under
conditions where the exit flow was more constricted such that the depressurization
of the test chamber occurred over a time period on the order of a second. The su-
perheat necessary to initiated evaporation waves was found to be independent of the
diameter of the chamber over a range of 32− 252 mm. The authors suggest that the
diameter-dependence found by Grolmes could have been due to flow restrictions be-
tween the reservoir and the flash chamber, thus resulting in lower values of superheat
as experienced by the fluid than was indicated by the reservoir pressure.
Also in the above paper by Hahne and Barthau, studies were performed in the
presence of metallic rods intended to enhance nucleation. The authors utilized ‘pre-
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depressurization-steps’ [29] to expand and thus remove parasitic nucleation sites.
When metallic rods, both copper and stainless steel, were introduced the nucleation
was nearly always initiated from the liquid-vapor-metal contact line and propagate
downward along the surface of the rod as shown in Figure 4.6. Similar propagation
of boiling fronts were obtained with horizontal heated tubes [34], although boiling in
this latter paper was from a heated surface (rather than uniformly superheated fluid).
In the conference paper of Gopalen and Mesler [40], evaporation waves were initiated
by impinging droplets that were intentionally injected during steady depressurization.
A significant amount of variation can be seen in the recorded values for the superheat
threshold.
Figure 4.6. Evaporation waves with and without metallic rods as
shown in Hahne et al. Reprinted from [29], Copyright 2000 with
permission from Elsevier.
In the work of Reinke and Yadigaroglu [8], nucleation sites along the gas container
were suppressed by prior evacuation of the chamber and the use of a buffer liquid,
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which was believed to fill up potential nucleation sites along the wall and bottom of the
container [41]. Nucleation sites may still exist at the liquid-vapor-container contact
line, since nucleation was observed to initiate here at moderate superheats [41], similar
to the results of Hill discussed previously.
Additionally, an experimental correlation for the absolute threshold for sustained
evaporation waves was determined after considering several non-dimensional numbers.
The correlation used the Jakob number (with density ratio) and Prandtl number of
the liquid phase to describe the response of all four fluids studied. The correlation,
shown in Figure 4.7, compared favorably with other data in the literature. When
calculating the non-dimensional numbers, the gas properties were best predicted by
the saturation temperature and the liquid properties by the initial temperature. No
dependence on diameter was found, but the size of the vessels were relatively large
(14− 80 mm) compared to other studies such as in Grolmes et al. (2− 50 mm). [7]
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Figure 4.7. Correlation for the absolute threshold for evaporation
waves proposed in Reinke et al. Reprinted from [8], Copyright 2001
with permission from Elsevier.
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5. GRAPHITIC FOAMS IN CONVECTIVE COOLING APPLICATIONS
Graphitic foams have favorable properties for convective heat transfer. Similar to
porous metal foams, a large amount of surface area is exposed for convection; how-
ever, the effective thermal conductivity of graphitic foams is typically six times higher
at equivalent densities [16]. The enhanced performance is a result of the high ther-
mal conductivity (>1300 W m−1 K−1) of the ligaments [16]. In the present research,
graphitic foams are utilized for desorption (Chapter 6) and flash boiling (Chap-
ter 8 & 9). This chapter briefly discusses the properties of these foams and their
performance in thermal applications.
5.1 Thermal and Geometric Properties
The thermal conductivity of graphitic foam is the highest in a single direction.
Thermal conductivity perpendicular to this direction is generally significantly less
(<50%). Increased foam density results in higher thermal conductivity. While origi-
nally ranging from 40-150 W m−1 K−1 for a density range of 0.2-0.6 g cm−3, commercial
foams presently available can obtain 240 W m−1 K−1 with a density of 0.68 g cm−3 and
65% porosity (KFOAM® P1 HD).
The pore diameter of these foams is typically on the order of 100µm. Typically
>95% of the pores are open (percentage of total void volume). However, the flow
resistance is higher for graphitic foams than their metallic counterparts [42,43]. The
pore walls exhibit micro-cracking; however, these cracks are aligned with the basal
planes and consequently do not significantly impact the thermal performance [16].
The presence of these cracks may increase the area available for adsorption (Sec-
tion 6.5).
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Values for the internal-surface-area-to-volume ratio (i.e., internal area) are com-
monly given in the literature to be around 5000-50 000 m2 m−3 [44–47]. This value is
calculated by assuming smooth pore walls such as in the work of Yu et. al. [46], and
therefore represent the surface area available for convection. Some of the above refer-
ences call this value the ‘specific surface area’; however, this term is typically reserved
for the entire surface area of the material, including micro- and meso- pores. Specific
surface area measurements, such as by BET, are not mentioned in these papers. BET
data presented in Section 6.5 show that the true value for the specific surface area is
actually much greater than the values given for the internal surface area.
5.2 Literature Review: Graphitic Foams in Single-Phase Convective Cool-
ing
As previously mentioned, the flow resistance of graphitic foams is larger than
for metal foams, primarily because the metal foams tend to have narrow ligaments
while the graphitic foams have well-defined pore walls with smaller holes connecting
adjacent pores. The Darcy-Forchheimer law is commonly implemented to calculate










where µ, ρ, u, K, cf , are the viscosity, density, filter velocity, permeability, and
Forchheimer coefficient, respectively. The second term in Equation 5.1 accounts for
inertial effects, which are generally significant in engineering applications utilizing
these foams.
The experiments of Straatman et. al. [42] provided the permeability and Forch-
heimer coefficient for water flowing through various graphitic foams. The permeability
was between K =2.41× 10−10 and 6.13× 10−10 m2, and the Forchheimer coefficient
was between cf =0.45-0.74 . These properties depend on the porosity and pore diame-
ter of the foam, which in the above study are in the ranges of 82-86 % and 350-500 µm,
respectively.
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The Nusselt number quantifies the rate of convective heat transfer in graphitic
foams. Using the geometry of the channel to calculate the Nusselt number is simpler;
however, the Nusselt number is more representative of the underlying physics when
normalized by the geometric properties of the foam (area factor, pore diameter, and
pore-wall thickness) [42]. The former yields a fin-base heat transfer coefficient, hfin,
but the latter describes the heat transfer coefficient at the pore wall, hsf .
To obtain the Nusselt number at the pore wall, the following relationship is used










where kf is the thermal conductivity of the fluid, De is the equivalent solid-sphere
particle diameter, q is the rate of heating at the foam base, and Aeff is an ef-
fective area. ∆TLM is the log mean temperature difference, ∆TLM = (∆Tout −
∆Tin)/ log(∆Tout/∆Tin), where the reference temperature is that of the wall. The





where Asf is the internal surface area and ε is the porosity.
The effective area of the foam, Aeff , in Equation 5.2 accounts for the fin efficiency
of the porous medium by treating the walls as microfins. The resulting effective area
is: Aeff = εAbase + ηfAsfVfoam, where Abase is the area of the heated wall to which
the foam is adhered and Vfoam is the total volume of the porous medium.









where ks is the thermal conductivity of the foam ligaments, Lfin is the equivalent fin
thickness, and Ls is the height of the foam structure. The equivalent fin thickness is









Using the above derivation, correlations for the Nusselt number have been reported
in the literature. The correlation for the Nusselt number takes the form:
Nu = CRemPrn (5.6)
For the variant of POCOFoam® used in the above work, which had a porosity of 82%,
a pore diameter of 500 µm, and an effective thermal conductivity of 120 W m−1 K−1,
the following values for the above correlation were reported: C = 0.018, m = 0.27,
and n = 0.33 [48].
5.3 Literature Review: Graphitic Foams in Boiling Heat Transfer
Graphitic foam is also utilized as an extended surface for nucleate pool boiling.
Klett and Trammell [51] soldered graphitic foam (POCOFoam®) directly to a silicon
die. Using Flourinert FC-72 and FC-87, nucleate boiling from the graphitic foam
cooled a heat flux of 150 W cm−2 (weighted by heater area) with an estimated wall
superheat of 11 ◦C. The graphitic foam (2.5 by 2.5 cm) was wider than the heat source
(1 by 1 cm), so heat spreading may have improved performance. Once slotted every
6.25 mm, the requisite superheat at a given heat flux was reduced.
Using the same working fluids as the above work, Coursey et. al. [52] found the
heat transfer improved by 52% as the density of the graphitic foam (POCOFoam®)
was increased from 0.33 to 0.52 g cm−3 (82% to 73% porosity); the gains are attributed
to the corresponding increase in thermal conductivity. The square foam blocks were
larger than the circular 1 cm2 heated area, so again some heat spreading occurs. The
densest foam was able to dissipate a heat flux of 149 W cm−2 (weighted by heater
area) with a wall superheat of 52 ◦C. The fin-base heat transfer coefficient is much
smaller for than the previously mentioned work (Klett and Trammell [51]), but the
heat flux data appears more reliable, due to the use of a 1-D reference bar.
In the work of Pranoto et. al [53], the heater/foam geometry is one dimensional
(both have the same, square cross-sectional area) unlike the previous two papers.
POCOFoam® (61% porosity) and KFOAM® (78% porosity) were studied with FC-72
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and HFE-7000. FC-72 yielded lower wall superheats for a given heat flux for either
foam formulation. POCOFoam® (61% porosity) provided superior performance,
which the authors attribute to its higher thermal conductivity and larger internal
surface area. With POCOFoam® (61% porosity) and KFOAM® (78% porosity) in
FC-72, the boiling heat transfer was able to cool a load at 112 W cm−2 with a wall
superheat of 23 ◦C and 28 ◦C, respectively.
The critical heat flux is not reached in any of the above studies, except for in
the work of Coursey et. al. when the liquid fill level was low or the porous medium
relatively narrow. Generally the dependence of heat flux on wall superheat is linear
and is not strongly affected by the working fluid [1, 51, 52]; however, the work of
Pranato has conflicting results on both accounts [53], which are detailed above.
To characterize the behavior of boiling in porous medium the Bond (Bo), capillary
(Ca), and Grashof (Gr) numbers are applied [1,51–53]. The viscous forces are consid-
ered to be negligible as indicated by the Grashof and capillary numbers. Meanwhile,
in the above studies the Bond number (Bo∼ 0.1) indicates the surface tension inhibits
bubble departure; as a result, working fluids with lower surface tension are suspected
to be preferable for pool boiling.
Given the large internal surface area and conductivity of the graphitic foams, the
fin-base heat transfer coefficient, hfin, is relatively low for both single-phase convec-
tion and pool-boiling. This is the result of the relatively low values for the pore-wall
heat transfer coefficient [48, 51, 52]. The low value of the pore-wall heat transfer co-
efficient is attributed to the predominance of surface tension, which inhibits local
convection near the pore wall [52].
5.4 Analysis of Graphitic Foam as an Extended Surface for Flash Boiling
To establish a performance baseline for comparison to flash boiling, the analysis
in the previous section is applied to the case of liquid methanol flowing through
the graphitic foam, KFOAM® P1. The analysis in this section accounts for neither
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the additional flow resistance expected from two-phase flow nor the effect of micro-
convection (i.e., enhanced convective heat transfer).
The properties of KFOAM® P1 (used in this work) are similar to POCOFoam®.
The graphitic foam is approximately 75% porous, and the average pore diameter is
300µm. The geometric model of Yu et. al. [46] indicates the internal surface area is
approximately 9000 m2 m−3. The effective thermal conductivity is 120 W m−1 K. The
thermal conductivity of the solid phase is not reported, but the ligaments of similar
foams have a conductivity of 1300 W m−1 K [54].
The porous medium is assumed to extend far from the surface, such that it acts an
infinitely long fin. To simplify the analysis, the temperature is assumed to be uniform
both orthogonal and parallel to the heated surface. Under these conditions, the porous
medium is treated as a 1-dimensional fin, for which the temperature distribution
is [49]:
T (x)− T∞









where T∞ is the constant liquid temperature and Tb is the temperature at the base
of the foam. The effective fin thickness, Lfin, is calculated using Equation 5.5,
where the permeability is assumed to be the same as reported for POCOFoam®,
K =6.13× 10−10 m2. The corresponding heat flux at the base of the foam is calcu-
lated as [49]:






(Tb − T∞) (5.8)
Using the Nusselt number correlation in Equation 5.2, the heat transfer coefficient
at the pore wall, hsf , is determined. The temperature at the base is assumed to be
25 ◦C and the temperature of the liquid is varied. Using the range of valid Reynolds
numbers for Equation 5.2, Re=1-12 [48], the base heat flux is plotted against flow
velocity in Figure 5.1(b). In Figure 5.1(a), the temperature profile is plotted at the
maximum flow velocity, u =0.1 m/s.
In this scenario, the temperature of the foam approaches the fluid temperature





































































(b) Heat Flux at Base
Figure 5.1. Performance of an infinite fin for liquid methanol as-
suming the base is 25 ◦C. (a) The local temperature of the extended
surface. (b) The net heat flux at the base of the extended surface.
the foam height in the experiments (5 mm). The relatively long active length of the
extended surface is due to the relatively low values for the pore-wall heat transfer
coefficient (50-150 W m−2 K−1).
To make the results for liquid convection cooling more comparable to the flash
boiling experimental setup, the height of the foam, Lh, is now assumed to be 5 mm.
The upper surface of the foam is assumed to be adiabatic due to its negligible surface
area. Due to the imposed constraint on height, the temperature profile of the foam
is [49]:
T (x)− T∞













and the resulting heat flux at the base is:












(Tb − T∞) (5.10)
The resulting temperature and heat flux under the same conditions are shown in
Figure 5.2. Because the foam is much shorter than the active length (≈50 mm) in
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Figure 5.1, the heat flux is reduced considerably, and the porous medium does not
reach the liquid temperature.


































































(b) Heat Flux at Base
Figure 5.2. Performance of a 5 mm fin for liquid methanol assuming
the base is 25 ◦C. (a) The local temperature of the extended surface.
(b) The net heat flux at the base of the extended surface.
The above analysis is referred to in Section 6.18 and Section 9.5.4 to examine the
cooling performance expected from desorption and flash boiling.
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6. SURFACE ENGINEERING FOR RAPID DESORPTION COOLING
The enthalpy of adsorption is used to assist heat transfer processes, such as in adsorp-
tion heat pumps/engines. To increase the effectiveness of such systems, adsorbents are
commonly engineered to maximize the amount of adsorption per unit weight and/or
volume; consequently, the materials are generally beds of powders or porous media
with a microporous (<2 nm) structure, which have very high surface area. However,
a traditional adsorbent structure is unlikely to be optimal for use in conjunction with
high-heat-flux liquid-vapor phase-change cooling. Generally, microporous materials
have relatively low thermal conductivity and poor properties for the convection and
diffusion of mass.
The material properties relevant to adsorption must be examined in order to de-
sign a porous material appropriate for flash-boiling. The amount of adsorption is
dependent on the surface area available; therefore, the net desorption energy is the
product of the desorption enthalpy and the total area available in the porous medium.
Increasing either the desorption enthalpy or the surface area increases the amount of
cooling obtained from this mechanism, but both have limits before impeding perfor-
mance.
This chapter first presents the expected energy and rate of adsorption, followed by
adsorption isotherms. Adsorption isotherm analysis is a valuable experimental tech-
nique for determining the enthalpy of adsorption, surface coverage, surface area, and
pore structure. Next, the nature of the interactions between methanol and graphitic
materials is examined in the scientific literature. In Section 6.5, the fabrication of
hierarchical pore structures on graphitic foams is discussed with the objective of max-
imizing surface area while minimizing flow resistance. Finally, the viability of pairing
desorption cooling with a convective cooling mechanism, such as flash boiling, is
considered.
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6.1 Engineering the Adsorptive Bond for a Thermal Process
Adsorption is categorized as either chemisorption or physisorption. In chemisorp-
tion, the electronic energy levels of the adsorbate-adsorbent pair are rearranged. Typ-
ically these bonds are strongly energetically favored but are difficult to reverse due
to the high binding energy. In physisorption, the binding of the adsorbate molecule
to the adsorbent is solely via van der Waals interactions. Due to the nature of van
der Waals bonding, the binding energies are typically relatively small; therefore, the
bonds are easier to break.
For applications focused on the thermal energy transport, the energy of the
adsorbent-adsorbate bond should be comparable to the thermal energy of the sys-
tem. If the bond is relatively weak, little adsorption occurs. If the bond is too strong,
then varying the temperature and pressure of the system does not induce a significant
amount of desorption. The optimal value of the adsorption enthalpy depends on the
anticipated temperature and pressure through which the system is required to cycle.
Typically, physisorption has the appropriate binding energy for thermal applications
and is considered exclusively in this work.
6.2 Energy and Rate of the Adsorption Process
The physical processes governing adsorption need to be addressed in order to
characterize the rate and magnitude of desorption cooling. Consider a single adsorbate
molecule that is interacting with an infinite, crystalline adsorbent surface without
defects. Due to van der Waals forces, the molecule will experience a potential well
where the attractive and repulsive interactions with the surface are balanced. The
depth of this potential well is the binding energy, uo. [55]
The adsorbate molecule is comparable in size to the lattice of the adsorbent; as
as a result, the binding energy varies when the molecule is moved parallel to the
surface. Locations where adsorption is most energetically favorable are referred to as
adsorption sites [55].
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The adsorption process depends on the temperature of the system. If the thermal
energy is very small compared to the difference in binding energy between adsorption
sites (kbT << ∆uo), the adsorbate molecule is bound to a specific adsorption site.
Assuming the surface is crystalline, the adsorbed phase forms a two-dimensional crys-
tal on the adsorbent surface. If the thermal energy is comparable to the variation in
binding energy along the surface of the adsorbent, the adsorbate molecule is mobile
and, in the limit of relatively high temperature (kbT >> ∆uo), can be modeled as a
two-dimensional gas. A more thorough treatment of the statistical thermodynamics
governing the adsorption problem is provided in the text by Hill [55].
Similar to a liquid-vapor interface, the population of an adsorbed phase in equi-
librium with the vapor phase is determined by a rate balance of molecules entering
and leaving the adsorbed phase. In a simple compressible system, the rate at which
molecules leave the adsorbed phase is determined by the temperature of the system.
More specifically, the greater the thermal energy, kT , compared to the the binding
energy, uo, the more quickly adsorbate molecules leave the surface. Conversely, the
pressure of the system affects the population of the adsorbed phase governing the
rate at which molecules strike the surface of the adsorbent, and thereby have the
opportunity to become absorbed (referred to as the sticking rate [56]).
The adsorption and desorption rates are comparable to the rate at which molecules
strike the surface; therefore, the process is typically limited by the local thermody-
namic state rather than molecular exchange. For example, adsorption in a microp-
orous adsorbent is often limited by diffusion. The expected rate of adsorption and
desorption in a non-equilibrium liquid-vapor mixture is discussed in Section 6.6.4.
In an engineering system, the adsorbent surface is rarely a pristine crystal. Fea-
tures such as grain boundaries and functional groups influence the adsorbed phase.
Generally, adsorption to such features is more energetically favorable; as result, ad-
sorption at low pressures predominately occurs at these sites until they are entirely
occupied and only the pristine surface remains. When the adsorbent is microporous,
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the adsorbed molecule may be close enough to interact with multiple surfaces, result-
ing in higher the binding energy.
Additionally, when a larger fraction of the surface becomes covered, interactions
between the adsorbate molecules (i.e., adsorbate-adsorbate interactions) can become
significant. When the adsorbate molecule is polar, such as for water and methanol,
the adsorbate-adsorbate interactions are more influential. Adsorbate-adsorbate inter-
actions uniquely impact methanol adsorption isotherms (Section 6.4).
The binding energy is closely related to the adsorption enthalpy. Since results ob-
tained from density functional theory (DFT) yield the binding energy rather than the
adsorption enthalpy, comparing computational results to experimental values requires
the use of the equation [57]:
∆h = −uo + ∆ZPE + ∆eth − kT (6.1)
The first term, uo, is the binding energy, which has been discussed previously. The
second term, ∆ZPE, is the zero-point-energy associated with the bond, which is
generally small compared to the other terms. The third term, ∆eth, results from
a change in the translational, vibration, and rotational degrees of freedom of the
molecule upon adsorption. The final term, kT , is due to the change in volume between
the gas and the adsorbed phase (since ∆h = ∆u + p∆v), where the gas phase is
assumed to be an ideal gas and the volume of the adsorbed phase is negligible.
To further explain the second term in the above equation, ∆eth, consider a monatomic
adsorbed phase that behaves as a two-dimensional gas. In this case, the molecule
loses one degree of translational freedom and gains a vibrational energy level, both
due to the new constraint on movement perpendicular to the adsorbent surface.
Assuming both modes are fully excited, the change in thermal energy is ∆eth =
−1× 1
2
kT + 1× kT , where the first term is due to the loss of the translational mode
and the second term is the gained vibrational mode. Less-idealized cases (polyatomic
molecule, adsorbate-adsorbate interactions, kT ≈ ∆uo) require a more detailed anal-
ysis, such as by the partition function.
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The enthalpy change due to the interaction between the adsorbate and the ad-
sorbent is experimentally derived by the either the adsorption enthalpy, commonly
obtained via adsorption isotherms, or the wetting enthalpy (heat of immersion) ob-
tained by immersion calorimetry. Adsorption enthalpy is associated with a transition
from the gas to the adsorbed phase and is typically reported per unit of adsorbate
and is a function of surface coverage [58]. Adsorption enthalpy is usually the highest
at low coverage and approaches the enthalpy of vaporization after the first monolayer
is formed. The enthalpy of immersion is associated with a transition from the liquid
to the adsorbed phase and is typically reported per unit area of adsorbent [59]. The
quantity is the total energy change resulting from the formation of the adsorbed layer.
6.3 Surface Analysis via Isotherms
Adsorption isotherms are a standard for characterizing the surface of various com-
mon adsorbents. By analyzing the low- and high- pressure trends of an isotherm,
typically using nitrogen, geometric information about the sample can be determined,
such as the approximate surface area, micropore volume, and mesopore volume. The
chemical nature of the surface, such as bond polarity, can be determined by com-
paring the low-pressure uptake to a reference material. Isotherms with the intended
adsorbate (methanol in this work) yield similar information about the interactions
with the adsorbent, as well as the isosteric heat of adsorption.
6.3.1 Surface Area via Nitrogen Isotherms: BET Method
The technique pioneered by Brunauer, Emmet and Teller [60] is broadly used
for determining the surface area of a wide range of materials. BET theory is an
extension of Langmuir theory that, instead of accounting for adsorption of only a
single molecular layer, allows for multilayer growth of the adsorbate at the interface.
The theory has various shortcomings when describing adsorption; however, the BET
method is still very useful as an empirical procedure [61].
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The BET method is universally applicable for surface characterization primarily
because after the first monolayer is formed, the unique chemical nature of the surface
is screened out. The subsequent range of multilayer adsorption depends mostly on
the properties of the adsorbate [62].
When applying the BET method, the surface area is determined by applying the













in which p◦ is the saturation pressure, n is the surface coverage, nm is the BET
monolayer capacity, and C is derived from the net energy of adsorption in BET
theory. The relative pressure, p/p◦, and the amount adsorbed, n, are experimental
quantities known from the obtained isotherm. In the form shown, the predicted
trend of BET theory is recast as a linear equation with 1/nmC as the intercept and
(C − 1)/nmC as the slope. To determine these parameters, the experimental data
is often displayed in a BET plot. Taken from the present work (Section 6.5.4), a
nitrogen isotherm and the corresponding BET analysis are shown in Figure 6.1.
Surfaces with significant multilayer adsorption (type II and type IV isotherms),
typically have a linear BET plot, as shown in Figure 6.1(b). The values nm and C are
determined by fitting the BET plot to a subset of the data in the range of 0.01− 0.35
relative pressure [61]. The range is generally chosen to match where the adsorbed
phase transitions from single-layer to multilayer growth. The value for nm is used to
estimate the surface area of the adsorbent, conventionally by assuming a molecular
cross-sectional area of 0.162 nm2 for nitrogen.
Since the BET plot may not be linear for the entire range from 0.01p/p◦ to
0.35p/p◦, arbitrarily fitting to the whole range is not recommended [61]. The ap-
propriate linear region of the plot must be chosen; however, as in the isotherm shown
in Figure 6.2(b), multiple linear regions may exist. If the linear fit of Figure 6.2(b) was
instead applied to the relative pressure range 0.2− 0.3, the area would be calculated



















































Figure 6.1. Data obtained on the ASAP2000 for a reference ab-
sorbent, Carbopack F. (a) Nitrogen Isotherm at 77.4 K. (b) BET plot
with linear fit based on red data points.
To improve repeatability, Rouquerol et al. [63] suggest selection criteria to deter-
mine the appropriate range to use for the BET plot. These criteria ensure the fit
obtained by the chosen range in the BET plot is valid. Using the criteria mentioned,
the proper range in Figure 6.2(b) was determined to be the points in red with the fit
shown as the red dashed line.
Caution is advised when dealing with values of C outside of the approximate range
of 50 − 150. This value is proportional to the strength of the adsorbent-adsorbate
bond. Therefore, at low values of C, the adsorption is predicted to be relatively
weak, meaning the growth of the multilayer, which is the basis for BET theory, may
be occurring before completion of the monolayer. This set of conditions compromises
the surface-independent nature of the measurement. Meanwhile high values of C
indicate the measurement could be dominated by micropore-filling [61]. Exceptions
to the stated range exist, such as the non-porous reference material in Figure 6.1, for

















































Figure 6.2. Data obtained on the ASAP2000 for a petal-decorated
carbon foam (sample B-3). (a) Nitrogen Isotherm at 77.4 K. (b) BET
plot with linear fit based on red data points.
6.3.2 Surface Area via Nitrogen Isotherms: αs Method
While the BET method is the standard for surface area measurements, the results
can be confirmed by consulting with a second method to confirm the surface area
estimates [61]. The αs method determines the surface area of a sample by comparing
the obtained isotherm to that of a non-porous reference material with known surface
area and the same surface chemistry.
To obtain αs, the surface coverage on the reference sample is normalized by its
value when the relative pressure is 0.4: αs(p/p◦) = nref (p/p◦)/nref (0.4). The surface
coverage of the sample, n(p/p◦) is then plotted against αs(p/p◦) at equivalent values of
relative pressure. The resulting plot is shown in Figure 6.3 using the petal-decorated
carbon foam (Figure 6.2) as the sample and Carbopack F (Figure 6.1), as the reference
material.
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Alpha Area= 1.05 m2/g
R2= 0.9947
Figure 6.3. Alpha plot obtained on the ASAP2000 for a petal-
decorated carbon foam.








Using this approach, the results of BET analysis can be confirmed. The area ob-
tained by the αs method for the petal-decorated foam is near the BET area shown
in Figure 6.2. The agreement between the values confirms both the selected pressure
range in the BET analysis and potentially the validity of the experimental data.
6.3.3 Pore Structure Analysis via Nitrogen Isotherms
The shape of the nitrogen isotherm provides information on the nature of the
pore structure. Macropores (>50 nm) are not expected to alter the shape of the
isotherm. Micropores (<2 nm) result in increased adsorption at low pressure, and are
typically evaluated using αs plots to compare sample uptake to a non-porous reference
material [65]. Mesopores (2-50 nm) affect nitrogen isotherms at high relative pressure
(p/p◦ > 0.4) and typically exhibit hysteresis [66].
67
Figure 6.4. Classifications for hysteresis [67]. Copyright 1985 IUPAC.
Relevant to the present work, H3 and H4 hysteresis both indicate the presence of
slit-shaped pores. The limit at high pressure seen in H4 hysteresis is representative of a
system also containing micropores [67]. Although methods exist for analyzing the size
of mesopores using the hysteresis, this practice is not recommended for samples with
type H3 hysteresis [66, 67]. Typically hysteresis is caused by capillary condensation,
in which case, the curves are expected to converge by p/p◦ ≈ 0.42 [66]. Hysteresis
below this value indicates the pore structure changed during the measurement, such
as in a loose powder.
6.3.4 Isosteric Enthalpy of Adsorption
Assuming the adsorption process occurs at constant temperature, pressure, and
surface area, the isosteric enthalpy of adsorption can be derived using the expression
[68]:














The isosteric enthalpy of adsorption defines the energy change at constant surface
coverage. Experimentally, this quantity is determined by obtaining isotherms at
multiple temperatures and integrating Equation 6.4 to obtain:
∆h = −R T1T2




Equivalently, the results can be graphically displayed by plotting values of 1/RT
against lnP at constant surface coverages between two or more isotherms and evalu-
ating the slope of the produced curves.
6.4 Literature Review: Adsorption of Methanol on Graphitic Materials
The methanol molecule is well-suited for adsorption applications. The small size
of the molecule allows denser surface configurations as well as the filling of smaller
pores. Additionally, the hydroxyl group results in dipole-dipole and dipole-induced-
dipole bonding, each of which have higher binding energies. The adsorption en-
thalpy for methanol on graphite is the combination of the adsorbate-adsorbate and
the adsorbate-adsorbent interactions [69]. Isotherm models that do not account for
adsorbate-adsorbate interactions, such as the Langmuir and BET models, are not
valid for describing the adsorption of methanol [61].
Nguyen et al. [69] present a collaborative study featuring both experimental and
computational data examining the surface interactions of methanol on a highly graphi-
tized carbon black. Both displayed delayed uptake at about 0.2 relative pressure,
which is common for methanol isotherms on graphitic surfaces [18, 70, 71]. The nu-
merical solution was obtained by a grand canonical Monte Carlo method. The results
reveal bonding configurations and separate the contributions of adsorbate-adsorbate
and adsorbate-adsorbent intereactions to the isosteric enthalpy, as shown in Figure
6.5. The adsorbate-adsorbate interactions account for a large fraction of the overall
isosteric enthalpy, which is not much greater than the latent heat of vaporization.
This lack of strong interactions with the surface is due to the inert nature of the
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basal plane of graphite, and is partially the reason for the delayed uptake exhibited
in methanol isotherms.
Figure 6.5. Heat of adsorption data obtained numerically in Nguyen
et al. Reprinted from [69], Copyright 2011 with permission from the
American Chemical Society.
Horikawa et al. [19] utilized high-resolution methanol isotherms on a graphitic
reference material, Carbopack F, to determine the isosteric heat of adsorption. The
isosteric heat appears to resolve the enthalpy associated with various interactions,
including those with grain boundaries and other adsorbate molecules, as the adsorbed
phase grows. The data appears to be uniquely reliable at low pressure and coverage.
The surface chemistry of carbon can be modified to increase adsorbate-adsorbent
interactions. In Millard et al. [71], the calorimetrically measured heat of adsorption
is presented at varying surface coverage for several carbon adsorbates. Andreu et
al. [18] systematically evaluated methanol isotherms on various non-porous carbons
with increasing degrees of oxygenation as shown in Figure 6.8. Using this approach,
the effects of specific (defects/functional groups) and non-specific (crystalline surface)
interactions were evaluated. Increasing the surface oxygen content from 2% to 11%
linearly increased the enthalpy of immersion by up to 80%. Similar results have
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Figure 6.6. Isosteric Enthalpy of Adsorption for Methanol on Car-

















































































































































































































Figure 6.7. Adsorption Isotherms for Methanol on Carbopack F in
Horikawa et al. Reprinted from [19], Copyright 2015 with permission
from Elsevier.
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been reported elsewhere in the literature [72, 73]. Typical values for the enthalpy of
immersion for graphitic carbon are on the order of 100 mJ/m2 [18, 72,73].
Figure 6.8. Methanol isotherms obtained on carbon at varying de-
grees of oxygenation from Andreu et al. Reprinted from [18], Copy-
right 2007 with permission from Elsevier.
Chemical modification of activated carbon with boron and nitrogen improves the
uptake of carbon dioxide [74]. Improvements in adsorptivity with methanol is also
expected, due to the increase in bond polarity of the surface chemistry, which would
be analogous to the gains noted due to surface oxygenation. Paul et al. [75] show a
significant increase in the wetting enthalpy with methanol after boron-nitride treat-
ment of graphitic carbon foams; however, the wetting enthalpy for the graphitic foam
precursor is on the order of 100 J/m2, which is three orders of magnitude higher than
the experiments mentioned in the previous paragraph. As a result, while the val-
ues are very large, the data are not immediately convincing in light of the rest of
the literature. Other effects are possibly being measured, such as oxidization of the
methanol.
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6.5 Surface Characterization of Hierarchical Carbon Foams via Nitrogen
Isotherms
In order to obtain appreciable desorption cooling during a flash-boiling event, the
surface area of the foam must by increased significantly (see Section 6.6) while main-
taining an open macroporous structure. To achieve this goal, a hierarchical porous
structure is grown within the graphitic foams via the roll-to-roll microwave plasma-
enhanced chemical vapor deposition system. To evaluate the area of the unmodified
graphitic foams as well as that of the hierarchical foams, nitrogen isotherms are em-
ployed to measure the specific surface area of the samples.
6.5.1 Literature Review: Surface Area of Graphitic Foams
As previously mentioned in Chapter 5, the internal surface area, Asf , is determined
assuming smooth pore walls and is the appropriate value to use for convective heat
transfer; however, it is not necessarily representative of the specific surface area, Asa,
which will includes the area of the slit-shaped pores along the wall of the foam due
to microcracking [16]. These cracks are visible in SEM images, such as in Figure 6.9.
Barney et al. utilized microwave plasma enhanced chemical vapor deposition
to fabricate carbon nanotubes on a graphitic carbon foam. The nanotubes were
estimated to have a diameter of 15 nm and length of 20µm and to be grown uniformly
inside the porous medium. The heirarchical pore structure resulted in a specific
surface area of approximately 3 m2 g−1. The reported isotherms were type II with
no visible hysteresis, indicating that sample surface is not dominated by micropores
or mesopores. The unmodified graphitic foams were assumed to have a surface area
equal to the internal area (Asa = Asf ), which may not be true based on the data in
Section 6.5.4.
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Figure 6.9. Microcracks seen on pore walls within graphitic foams
(KFOAM® P1). SEM image taken by Kimberly Saviers.
6.5.2 Fabrication of Petal-Decorated Carbon Foam
Similar to the efforts cited in Section 6.5.1, the roll-to-roll plasma chemical vapor
deposition system in Birck Nanotechnology Center was utilized to grow graphitic
petals on the pore walls of the carbon foam. The substrate for growth was KFOAM®
P1 graphitic foam shaped into a 50 mm by 10 mm by 5 mm blocks that matched the
internal dimensions of the flash chamber (Section 7.2).
The petal-decorated samples were fabricated at varying growth conditions, shown
in Table 6.1. Three experimental series were performed on different run dates (A,
B, & C). In each run, the foam block was one of the electrodes in the roll-to-roll
plasma enhanced chemical vapor deposition system. Surface analysis via isotherms is
discussed in Section 6.5.4.
Significant petal growth occurred near the outer surfaces of the foam block (Fig-
ure 6.10), forming what appear to be vertical columns of graphitic petals. The SEM
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images indicate the growth results in a mesoporous network (∼10 nm). The density
of petals was larger near the ends of the 50 mm length of the foam block. However,
growth into the foam beyond the first pore diameter was decreased (Figure 6.11), re-
sulting in isolated graphitic petals directly on the surface of the pore walls. Near the
center of the foam thickness (2.5 mm from the surface), no petal growth was observed.
Table 6.1. Petal growth conditions. Matching surface analysis using
nitrogen isotherms is in Table 6.3.
Sample Power Pressure H2 CH4 N2 O2 Ar Growth time
W mbar (%) (%) (%) (%) (%) (min)
A-1 750 20 50 30 0 5 15 30
B-1 550 25 30 30 5 5 30 40
B-2 650 25 30 30 5 5 30 40
B-3 750 25 30 30 5 5 30 40
C-1 350 20 30 30 5 5 30 20
C-2 400 20 30 30 5 5 30 20
C-3 450 20 30 30 5 5 30 20
C-4 500 20 30 30 5 5 30 20
C-5 450 20 40 40 0 0 20 20
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(a) Columnar Petal Growth
(b) Column Wall
Figure 6.10. Columnar growth of graphitic petals on graphitic
foam (KFOAM® P1). SEM images taken by Kimberly Saviers. (a)
Columns of petals. (b) Magnified image at column wall.
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Figure 6.11. Petal density is reduced further inside foam. SEM image
taken by Kimberly Saviers.
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6.5.3 Preparations for Low-Surface-Area Nitrogen Isotherms
Obtaining nitrogen isotherms of samples with relatively low surface area (<1 m2/g)
is particularly challenging [61]. The amount of nitrogen adsorbed to a surface is
determined by comparing the amount of adsorbate dosed by the instrument to the
amount that remains in the gas state (i.e., the free space). If the total surface area of a
sample is small, the surface coverage becomes comparable to errors in the calculations
associated with the free space, thereby making the adsorbed phase more difficult to
detect. More sample can be added to the tube to correct for this, but in the case of
super-macroporous carbon foams, the volume of the tube becomes a constraint. Free-
space errors typically cause the desorption isotherm to diverge from the adsorption
isotherm in an unexpected manner.
To reduce free-space error, care was taken to fill the liquid nitrogen dewar to the
same level for every run and to optimize the conditions of the experiment. The chosen
value for the non-ideality constant was 5.7× 10−5. The surface area was assessed by
assuming a molecular cross-sectional area of 0.162 nm2 for nitrogen. Samples were
degassed for at least 6 h at 200 ◦C in high vacuum.
Although not employed in this work, alternate techniques for obtaining higher
quality data for low surface area samples are available. These include using krypton
as the adsorbate [61] and enhanced free-space analysis (e.g., Micromertics Gemini
Analysis) [76].
The nitrogen isotherms were obtained using a Micromeritics ASAP2000 instru-
ment. A reference sample, Carbopack F, was used to compare the instrument per-
formance at high and low total surface area (Figure 6.12). This procedure deter-
mined the accuracy of the instrument when total coverage was low. The first ex-
periment used 1.056 g of the reference sample, which has a specific surface area of
4.9-6.2 m2 g−1 [19, 64]. The results are shown in Table 6.2. The αs analysis was
performed using the published isotherm data by Kruck et al. [64].
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Table 6.2. Surface area measurements of the reference sample,
demonstrating the instrument accuracy on low-surface-area samples.
Run Mass Tot. Area BET: Area BET: C αs: Area
(g) (m2) (m2 g−1) (m2 g−1)
Ref-1 1.056 5.65 5.35 5814 5.44
Ref-2 0.108 0.58 7.08 605 7.23
For the first run on Carbopack F, the αs plot was very linear until surface coverage
is in excess of 5.5 cc/g, which means the isotherm is in strong agreement with the
published reference data until the relative pressure is above 0.9. Since this upper
pressure limit is well above the range relevant for surface area analysis, the system
will perform very well when the sample has at least 5 m2 of total area. Moreover, the
BET and αs areas derived from the obtained isotherm are in agreement. Since the
quality appears to be high, this isotherm obtained on the ASAP2000 with 1.056 g of
Carbopack F is used as the reference sample for all future runs on the same instrument.
The second isotherm on Carbopack F reduced the sample quantity to 0.108 g,
decreasing the total surface area by an order of magnitude. As a result, the isotherm
appears to be of lesser quality (Figure 6.12(b)). A noticeable free space error develops,
visible by the erroneous drop of the desorption curve below that of adsorption. Also,
higher coverages are predicted, resulting in an over-estimation of the BET surface area
by 32%. The value for C is also reduced considerably. The αs area also over-predicts
the surface area, such that the BET and αs areas are self-consistent.
These reference isotherms indicate that (1) area measurements have reduced re-
liability (±50%) when the total sample area is ∼0.1 m2, (2) comparison of the BET
and αs areas may not detect this discrepancy, and (3) decreased values of C and vis-
ible free-space error may indicate when measurement fidelity is reduced. The data in
the Section 6.5.4 were screened using the free-space error and checking for agreement























































(b) Reduced sample mass
Figure 6.12. Data obtained demonstrating accuracy of ASAP2000
with low surface area samples using Carbopack F. (a) 1.056 g of sample
yields a good isotherm. (b) 0.108 g of sample results in visible free-
space error.
6.5.4 Surface Analysis of Unmodified and Petal-Decorated Carbon Foams
Nitrogen isotherms were obtained on the unmodified graphitic foam as well as the
petal-decorated samples. The isotherms were all type II. The petal-decorated carbon
foam samples seem to have H3 hysteresis such as in Figure 6.2(a), but the free-space
error impedes the ability to verify this for some cases. Surface area was determined
via BET and αs analysis, and the results are shown in Table 6.3. The αs plots for
the petal decorated samples (Figure 6.3) indicate that the resultant pore structure is
not dominated by micropores. The BET area matched the αs area and the criteria
recommended by Roquerol [61] best over the relative pressure range of 0.01-0.1 To
keep results consistent, this range was used for all samples. Using 0.1-0.3 for the
BET range typically yielded higher values for the BET area, but had poor agreement
with the αs area and abnormally low values for C (< 20).
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As a measure of the expected accuracy of each measurement, the total sample area
for each nitrogen isotherm is also shown in Table 6.3. All samples had a total area
near 0.5 m2; therefore, the accuracy is expected to be comparable to that determined
by the reference sample. As a result, the true surface area may be approximately 33%
lower than the values shown. While the accuracy is no better than ±33%, repeat runs
performed on the unmodified graphitic foam show that the precision is sufficient for
qualitative comparison (±10%).
Table 6.3. BET and αs data on petal-decorated and unmodified graphitic foam.
Sample Tot. Area BET: Area BET: C αs: Area
(m2) (m2 g−1) (m2 g−1)
CF 0.3 .32 49 .35
A-1 0.4 0.7 45 0.87
A-1* 0.2 2.2 20 2.4
B-1 0.5 0.93 116 1.02
B-2 0.7 0.89 289 0.90
B-3 0.4 0.75 73 0.57
C-1 0.4 0.37 90 0.39
C-2 0.3 0.36 52 0.42
C-3 0.4 0.55 26 0.51
C-4 0.4 0.48 85 0.59
C-5 0.3 0.37 90 0.39
The data indicate that the specific surface area, Asa, of unmodified graphitic
carbon foam is higher than the internal surface area, Asf , which is assumes smooth
pore walls. The contribution of the 300µm-diameter pore walls can be calculated
as: Asf/ρeff , where the effective density, ρeff , of KFOAM P1 graphitic foam is
0.45 g cm−3. Given that KFOAM is approximately 80% porous and the average pore
diameter is 300 µm, the geometric model of Yu et al. [46] indicates the internal surface
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area is approximately 9000 m2 m−3. This gives a mass-weighted value for the internal
surface area of 0.02 m2 g−1. The disparity between this calculation and the value
in Table 6.3 indicates that the microcracks within the graphitic foam (Figure 6.9)
increase the surface area of the foam by approximately one order of magnitude.
The sample from the first run date, A-1, approximately doubled the surface area
of the entire foam block; however, as previously noted, the density of petals was larger
near the ends of the 50 mm length of the foam block. The second isotherm analysis
for the same sample, denoted by the asterisk, used only the portion of the sample
nearest the end. The specific surface area at this location is much higher than the rest
of the foam; however, since the total sample area has been reduced, the measurement
may not have high accuracy.
The objective was to obtain uniform growth throughout the foam, in order to
obtain appreciable surface area for desorption cooling. The remaining samples used
the bulk of the foam, rather than just the ends, in order to be representative of
the specific surface area of the entire sample. To find the best run conditions for
petal growth, the power was parametrically increased (550, 650, and 750 W) during
the second series (B-1, B-2, and B-3) while keeping the other parameters constant.
The surface areas in Table 6.3 indicated that better growth occurred at lower power
(550 W).
Because the above indicates surface area increased with decreasing power, the
third test series (C-1 through C-5) probed growth in a lower power range (350-500 W)
with half of the growth time (20 min). Maximum surface area was found at the higher
plasma power, namely at 450 and 500 W, but disagreement between the BET and αs
areas for sample C-4 obfuscates which set of growth parameters was superior. Overall,
the surface area produced by the third test series (C-1 through C-5) was less than
that in the second test series (B-1, B-2, and B-3). The reduction of surface area may
be the result of the shorter growth time. The final sample in this series attempted
growth at different gas concentrations (40%/40%/20% H2/CH4/Ar); however, results
were not favorable.
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Given that the surface area increases substantially despite the fact that dense petal
growth only occurred within the first pore diameter ( 300µm), petal growth may be
a viable method for increasing surface area. The first pore diameter only accounts for
∼ 10% of the foam volume. Given that the specific surface area of the entire sample
can be doubled despite limited penetration, more evenly distributed petal growth
could increase surface area by more than an order of magnitude. Moreover, since the
pore-structure appears to be mesoporous rather than microporous, the pore size may
be optimal for increased adsorption capacity without creating an adsorbed layer that
is too stable for desorption cooling (see Section 6.6.2). Additional experiments may
be warranted to see if uniform petal growth is possible.
6.6 Requirements for Rapid Desorption Cooling Appropriate for High-
Heat-Flux Loads
The graphitic foam has relatively small surface area (∼0.1 m2 g−1) when compared
to common adsorbents (10-1000 m2 g−1). This is primarily because graphitic foam
has been engineered to act as an extended surface for convective heat transfer, and
to achieve this, the foam must have an open-macroporous structure. In a flash-
boiling cooling system, the majority of cooling is provided via convective heat transfer;
therefore, achieving maximal desorptive cooling is desired so long as it does not inhibit
fluid flow or the conductivity of the porous medium. A hierarchical pore structure
is seen as the best approach to achieve this end; however, successfully achieving the
requisite structure may be challenging. To consider the effect of desorption on such
a system, the net desorption enthalpy and the rate at which desorption occurs must
be considered.
6.6.1 Net Enthalpy of Desorption
If desorption cooling is to be implemented for the present goal of moderating device
temperatures during transient, high-heat flux loads, the net enthalpy change due to
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desorption must be increased significantly. The most viable method for accomplishing
this is to increase the specific surface area of the porous medium.
Section 3.1.2 on Green’s Functions showed that additional cooling can offset the
thermal mass of the system during a pulsed heat load. The ‘cooling assist’ lowered the
temperature overshoot during the initial transient start-up period. To establish the
requirements of desorption cooling, the purpose of the desorption cooling mechanism
is, for the present case, to provide this additional transient cooling.
For a case without cooling anticipation, the optimal net cooling provided by the





o dFo = 0.5. By evaluating the









where αp and Lp are the thermal diffusivity and thickness of the plate.
The area-weighted net cooling provided by desorption from the foam is:
Q′′d = hwAsaLh (6.7)
where Lh is the height of the foam block and Asa is the volume-weighted interfa-
cial area between the solid and adsorbed phases (i.e., the volume-weighted specific
surface area). The wetting enthalpy, hw, is chosen here because it represents the
amount of cooling in excess of that provided by the latent heat of methanol (i.e., the
primary cooling mechanism). It may be appropriate to instead use the adsorption
enthalpy, hads, if desorption cooling is expected to occur more quickly than cooling
via convection.








From results in the literature, the wetting enthalpy of pristine graphitic surfaces
is approximately 100 mJ/m2. This value can be increased by modifying the surface,
such as by oxidation; however, increased adsorption enthalpy generally increases the
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stability of the adsorbed phase, requiring higher temperatures and/or lower pressures
to induce desorption (see Section 6.6.2 and Section 6.6.3).
Assuming the plate is made of copper, the thermal diffusivity is 1.11 cm2 s−1.
Additionally assume the porous medium is 1 cm high and the plate is 0.5 cm thick.








= 2.25× 104 cm W−1 (6.9)
Assuming that the heat load, q′′o , is 10 W cm
−2, the required volume-weighted
specific surface area will be 2.25× 107 m2 m−3. Given that the effective density of
KFOAM® P1 is 0.45 g cm−3, this is equivalent to a mass-weighted specific surface
area of 50 m2 g−1. This value is an order of magnitude greater than the surface area
of the samples fabricated in Section 6.5; however, it may still be obtainable.
Instead of normalizing the desorption requirement by the duration/magnitude of
temperature transients, it is informative to instead consider performance based on
the amount of time the desorption mechanism can cool the heat load. For the above
value of volume-weighted specific surface area, 2.25× 107 m2 m−3, the net desorption







= 0.23 s (6.10)
The above analysis makes the assumption that the adsorbed phase over the en-
tirety of the porous medium is desorbed; however, this assumption may not be valid.
To induce desorption, the pressure of the fluid must be sufficiently low, and the local
temperature of the porous medium must be sufficiently high.
6.6.2 Pressure Drop Required to Induce Desorption
The pressure drop required to induce desorption can be estimated using the in-
formation provided by adsorption isotherms. Assuming that the porous medium has
a pristine graphitic surface and the adsorbate is methanol, the isotherm will take the
form shown in Figure 6.7. An approximately step-wise transition in surface coverage
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occurs over a relatively narrow window between about 0.25-0.3 relative pressure where
surface coverage increases from near zero to 10µmol m−2. The same range of surface
coverage accounts for the majority of the desorption enthalpy in excess of the latent
heat. In terms of energy content, surface coverage beyond this point (p/p◦ > 0.3) is
effectively condensation. Therefore, the majority of desorption cooling is obtained at
this step-wise transition.
For the purpose of establishing design parameters, the surface coverage is approx-
imated by a step function occurring at a transition pressure. To induce desorption
cooling, the pressure of the vapor phase must drop below this transition pressure. For
example, if the porous medium is assumed to have a uniform temperature of 25 ◦C,
desorption of the entire adsorbed layer approximately occurs once the pressure falls
below: p∞ < 0.27po. Since the saturation pressure at 25 ◦C is 17.0 kPa, the system
pressure must be reduced to 4.59 kPa or lower.
The saturation temperature at the foregoing transition pressure is 2.0 ◦C. Assum-
ing the desorption system is paired with a phase-change cooling mechanism, this is
equivalent to a superheat of 23 ◦C. This value is comparable to the wall superheat
requirement for a cooling system based on flash, flow, or pool boiling.
However, as the wetting enthalpy is increased, such as by surface oxidation in
Figure 6.8, desorption does not occur until lower absolute pressures (increasing the
requisite pressure drop). In the work of Andreu et al. [18], the wetting enthalpy was
increased by over 50% through oxidation, but the relative pressure required to desorb
half of the initial monolayer reduced from approximately 0.3 to 0.1. As a result, the
pressure drop required for equivalent desorption is increased significantly. Depending
on the pressure and temperature of the application, the lesser desorption may offset
any gains in the enthalpy, and in extreme cases, prevents significant desorption from
occurring. Multi-wall adsorbate-adsorbent interactions enhance the stability of the
adsorbed phase; therefore, a similar argument can be made against a porous medium
dominated by micropores.
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6.6.3 Active-Desorption Length of the Porous Medium
If desorption cooling is assisting a primary cooling mechanism driven by phase-
change, the foam is acting as an extended surface for convective heat transfer. As
discussed in Section 5.4, the temperature of the porous medium approaches the fluid
temperature as the distance from the base increases. As a result, only a limited
amount of the porous medium is at a sufficient local temperature to cause desorption
at a given pressure condition.
Assuming the height of the porous medium is relatively large, it acts as an infinitely
long fin. To simplify the analysis, it is further assumed that the pressure is uniform
throughout the domain, p∞. Additionally, the phase-change process is assumed to
keep the fluid at constant temperature, T∞ = Tsat(p∞). In this case, the porous
medium can be treated as a 1-dimensional fin, and has the temperature distribution
in Equation 5.7.
Far away from the heated surface, the temperature of the porous medium is equal
to the temperature of the fluid, T∞, which is insufficient to induce desorption since
the local relative pressure is equal to unity (p◦(T∞) = p∞). Nearer the heated surface,
the temperature of the porous medium increases. The temperature and pressure at
which desorption occurs is determined using the expression for isosteric enthalpy:
∆hads = −R TrefT (x)




Recall the above equation is formulated for constant surface coverage. By again
assuming that surface coverage is approximately a step function, the pressure, pn(x),
at which desorption occurs for a given temperature, T (x), can be determined by
knowing when desorption occurs at a reference state, Tref , pn,ref . The reference state
for desorption is determined experimentally from an adsorption isotherm.














The objective is to find the location, xcrit, where the temperature is sufficient to













In order to write the above expression in terms of the saturation temperature, the







Assuming the specific volume of methanol is much greater than the liquid phase, and
is approximated by an ideal gas, the Equation 6.14 reduces to:
∆hfg = −R TrefT∞




which relates the thermodynamic variables between a reference state (Tref , p◦,ref )
and that of the saturated fluid (T∞, p∞). The temperature of the reference state is
chosen to be the same as in Equation 6.11 for convenience.











The quantity, pn,ref/p◦,ref is simply the relative pressure at which desorption occurs
at the reference temperature.
By applying Equation 6.16 and Equation 6.15 to the equation for the temperature
















The effective height of the foam for which desorption is active (i.e., the active-
desorption length), Lact, is found by applying the above equation to a known tem-
perature profile resultant of the primary convective cooling mechanism. Using Equa-
























If the above analysis needs to be more accurate or applied to an adsorbate that
does not have an approximately step-wise transition, Equation 6.17 could instead
be integrated over the expected temperature distribution of the porous medium, ac-
counting for the the temperature dependence of the term pn,ref/p◦,ref and the surface
coverage dependence of the adsorption enthalpy, hfg. The present form is chosen for
conceptual clarity, i.e., a distinct length-scale (Lact).
All of the factors in the Equation 6.18 are determined by the properties of the
adsorbate and the adsorbent other than the temperatures of the fluid and the wall,
and the pore-wall heat transfer coefficient, hsf . As a performance baseline, consider
the case where the heat transfer coefficient is that predicted by liquid-methanol flow,
as in Section 5.2. The temperature at the base is 25 ◦C, and the temperature of the
fluid is varied. The foam is assumed to be KFOAM® P1, and the surface is assumed
to be graphitic with the reference state for step-wise desorption being at 15 ◦C and a
relative pressure of 0.25 [19]. The results are shown in Figure 6.13.
Recall from Section 6.6.2 that the pressure must drop below, 4.59 kPa to induce





































































(b) Heat flux at base
Figure 6.13. Analysis of the active-desorption length in a system
with convective cooling via liquid methanol. (a) Length of the foam








































































(b) Heat flux at base
Figure 6.14. Analysis of the active-desorption length in systems with
an enhanced heat transfer coefficient. Nusselt number based on ef-
fective pore diameter (Equation 5.2). (a) Length of the foam that is
active for desorption. (b) Heat flux due to convective cooling.
ture is 2.0 ◦C; therefore, results are only meaningful if the fluid temperature is below
this value. The active-desorption length increases as the temperature of the liquid
decreases, despite the enhancement to convective cooling, which further suppresses
the temperature of the fin.
When utilizing a phase-change cooling mechanism, the heat transfer coefficient
may vary significantly from that of single-phase convection cooling. Therefore, it
is informative to instead consider the active-desorption length as a function of the
Nusselt number.
As the heat transfer coefficient increases, the effect of desorption cooling is sup-
pressed for two reasons. Firstly, the active-desorption length is reduced (as in Fig-
ure 6.14(a)). Secondly, since convection is enhanced, the relative magnitude of the
desorption cooling is decreased. In Equation 6.8, these effects are accounted for by
the foam height, which is now the active-desorption length, and the cooling flux of
the primary cooling mechanism, q′′o .
Provided that convective cooling is dominated by the fin, the resultant cooling
flux will be proportional to
√
hsf , as shown in Equation 5.8. The active-desorption
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length is inversely proportional to
√
hsf , as shown in Equation 6.18. As a result, the










Therefore, desorption cooling is more viable in systems with a lesser heat transfer
coefficient. Unfortunately, the heat transfer coefficient for phase-change cooling mech-
anisms, with which desorption desorption is most likely to paired, tend to be fairly
high. As a result, the requirement for specific surface area may be further increased
from the value found in Section 6.6.1 if desorption cooling is applied to high-heat-flux
applications.
6.6.4 Rate of Desorption in a Non-Equilibrium Liquid-Vapor System
The analysis of the net desorption enthalpy in the previous section utilizes ad-
sorption isotherms. Isotherms provide the surface coverage at varying pressure under
equilibrium conditions; however, the surface coverage in a highly non-equilibrium
liquid-vapor system will not necessarily match. To consider the coverage in the pres-
ence of a two-phase fluid, the physical mechanisms by which desorption and adsorp-
tion occur need to be considered.
In Section 6.2, the rate of adsorption and desorption was discussed. When in equi-
librium with the vapor phase, the temperature determines the rate at which molecules
desorb, while the pressure determines the rate at which molecules adsorb. Generally
these rates are very large, so typically the adsorbed phase is in local equilibrium when
the temperature or pressure of the system changes. The same is true for liquid-vapor
phase change, other than near the thermodynamic superheat limit [11].
In order to obtain appreciable surface area, the system likely contains many small
pores (<1 µm), which will dominate the adsorption characteristics of the system.
Therefore the ‘local’ fluid phase relevant to adsorption is that inside the small pores,
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rather than that outside the porous medium, or in large pores (∼100µm in graphitic
foam).
The pressure of the local fluid phase is primarily relevant because it indicates how
often molecules strike the surface. If the fluid in direct contact with the surface is
in the vapor phase, the surface concentration is likely to be that predicted by an
isotherm by using on the local pressure and temperature.
However, if the fluid in contact with the solid surface is in the liquid phase,
desorption is unlikely to occur regardless of what the pressure of the liquid may be,
since the rate at which molecules arrive at the surface will be equivalent to that
expected at the saturation pressure in an equilibrium system. In the latter case, the
surface should be completely covered.
The surface coverage of the sample and the rate at which it changes is determined
by whether the pores are liquid-filled or vapor-filled. Adsorption theory asserts that
the adsorbate condenses within these pores as the pressure of the system approaches
the saturation pressure, indicating that the pores are likely to be initially filled with
liquid. However, the pores could be gas-filled if the liquid-vapor system is not pure
(e.g., including non-condensing gas).
However, once liquid-vapor phase change is initiated by nucleation, the presence of
the vapor phase may allow these small-scale pores to begin emptying. If the pores are
emptied of liquid, desorption will likely occur rapidly, provided that the local pressure
and temperature predict lesser coverage in the equilibrium state. However, the liquid
meniscus might be preserved along the pore walls, covering these small-scale pores.
If the meniscus is preserved, desorption will likely not occur until the foam dewets.
Determining whether the small-scale pores are liquid or vapor filled would require
experiments in which the adsorbed phase is appreciable enough to detect, such as by
its cooling effect.
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7. FLASH-BOILING EXPERIMENTAL FACILITY
[ Some of the content in this chapter has been published in [13] and is reproduced
here with permission from ASME. ] This chapter briefly describes the experimen-
tal setup utilized for the flash-boiling experiments. The first section is devoted to
the exploratory set of experiments presented at the ASME International Mechanical
Engineering Congress and Exposition [13]. The second section describes the revised
version of the experimental setup designed to provide higher-purity methanol with
improved experimental control. Engineering drawings for the custom components are
in Appendix C. The author thanks Andrei Dubitsky for creating the set of drawings
for the exploratory study.
7.1 Setup for the Initial Exploratory Study
For the purpose of collecting experimental data on the phase-change mechanisms
relevant to a flash-boiling transient cooling system, an experimental test facility was
fabricated at Zucrow Laboratories. A simplified schematic displaying the essential
components of the system is shown in Figure 7.1. This setup includes a clear flash
chamber that houses the fluid, a 114 L tank at a low-pressure state, and a pneumat-
ically actuated valve that isolates the vacuum tank from the flash chamber. The
flash-boiling event is triggered when the pneumatic valve is actuated.
Methanol was chosen as the working fluid due to its boiling point near standard
temperature and pressure and its high latent heat. Additionally, the small size of the
molecule and its hydroxyl group are favorable for adsorption applications. Figure 7.2
displays the vapor pressure curve for methanol, which illustrates that the boiling
point of methanol at 1 atm (101 kPa) is 65 ◦C and at 0.1 atm (10.1 kPa) is 15 ◦C.
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Figure 7.1. Experimental setup for the initial data series.
Figure 7.2. Saturation pressure for methanol.
The flash chamber was fabricated from polycarbonate with an internal cavity
measuring 2 x 2 x 4 cm. The 8 mm thick sterling silver plate, detailed in Figure 7.3,
weighed approximately 83 g and consisted of a round body with a 2.85 cm diameter
transitioning into a 5 cm square flange with a thickness of 2 mm. Two thermocouples
were embedded at the center of the top and bottom of the plate approximately 0.5 mm
below the surface. The 15 cm square ceramic baseplate was 8 mm thick. The line
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Figure 7.3. Silver plate used in the exploratory studies.
leading from the flash chamber to the vacuum tank was fabricated from 2.54 cm (1”)
stainless steel tubing.
A pressure transducer and a thermocouple were positioned just above the exit
port of the flash chamber to measure the exit flow static pressure and centerline tem-
perature. A high-speed camera was used to record 4000 fps videos of the transient
flash-boiling event following the depressurization of the flash chamber. The thermo-
couples were grounded K-type. Because these thermocouples were not individually
calibrated prior to the tests, the actual temperature was within 2.2 ◦C of the measured
value.
Prior to testing, the system was purged by flowing nitrogen through the chamber
and past the bottom o-ring for several minutes. The chamber was filled with methanol
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using a fill port just above the exit of the flash chamber. To prevent air from entering
the fill port during this process, the system was lightly pressurized with a flow of
nitrogen. In order to degas the fluid prior to each test, the chamber was filled with
methanol and a flash from 1 atm to 0.1 atm (101 kPa to 10.1 kPa) was performed,
allowing the remaining fluid to boil at vacuum for several minutes. This step was
found to be necessary to prevent nucleation from initiating from the o-ring at the
bottom of the chamber.
7.2 Current Improved Experimental Facility
The original experimental facility was sufficient for acquiring data and controlling
the experiment; however, the methanol had to be exposed to the atmosphere prior
to testing. As a result, it was likely that air and/or water was absorbed into the
methanol prior to testing. Additionally, methanol was exposed to nitrogen inside the
system, which also could be absorbed into the liquid phase. To prevent the possible
adverse effects, a new experimental facility was constructed that handles the methanol
in a closed loop, thereby avoiding exposure to the atmosphere.
The primary components of the revised experimental setup are shown in the sim-
plified plumbing and instrumentation diagram in Figure 7.4. The flash-boiling cham-
ber is shown at the bottom left and is discussed in greater detail in Section 7.2.2. The
exit port at the top of the flash-boiling assembly leads to a 2.54 cm (1”) pneumatically
actuated valve, which isolates the flash chamber from an 11.4 L (3 gal) vacuum tank.
To optionally increase the volume of the low pressure reservoir, the 11.4 L (3 gal) tank
is isolated from an 114 L (30 gal) tank by a ball valve connected with 1.91 cm (3/4”)
stainless steel tubing. The outlet of the vacuum pump leads to the methanol storage
tank, where the vapor re-condenses. A syringe pump is used to dose the liquid into
the flash-boiling chamber.
The closed-loop system is a transient implementation of a vapor compression cycle,
where the vacuum pump acts as the compressor, the methanol storage tank acts as the
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Figure 7.4. Simplified plumbing and instrumentation diagram for the
flash-boiling experimental facility.
condenser, and the flash chamber acts as both the expansion valve and the evaporator.
Photographs of the experimental setup are shown in Appendix B. The tubing and
tanks are fabricated from 316 stainless steel other than the flash chamber, which is
polycarbonate, and a small length of tubing on either side of the vacuum pump, which
is PTFE.
7.2.1 Precautions when Transferring Methanol
As briefly mentioned above, the new facility was constructed to avoid the need
to degas the working fluid prior to each experiment. In traditional nucleate boiling
experiments, it is widely recognized that degassing plays a fundamental role in en-
suring the repeatability of experiments. Performing experiments without degassing
can artificially activate nucleation sites in a manner not representative of a closed
system. Typically, degassing of the working fluid is achieved by boiling the liquid
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for about 30 min prior to the collection of experimental data. This also allows the
cooling system to reach steady state.
Because degassing via continuous boiling was deemed inappropriate for transient
experiments considered in this work, the methanol was degassed in bulk before be-
ing transferred to the flash chamber. To accomplish this objective, helium gas was
integrated into the system both for displacing air and for sparging, which is a viable
technique for degassing [77], although the best method is refluxing. Helium was cho-
sen because it is both inert and has low solubility in liquids, and thus is easier to
remove from the system.
However, degassing alone is not sufficient to remove miscible liquids, such as water,
from the methanol. The addition of methanol to the storage tank was performed by
the following procedure. First, the air in the system was purged by a flow of helium.
The system was then evacuated for several hours to vaporize any water that may
remain, after which the system was re-pressurized with helium gas. Then, methanol
was added to the tank from new sealed bottles while the tank was maintained at
slightly positive pressure with a light flow of helium. This procedure minimized the
exposure of the methanol with the atmosphere.
7.2.2 Flash Chamber and Heat Spreader Assembly
The impingement-flow flash-boiling experiments were performed within the as-
sembly shown in Fig. 7.5, which consists of a heat-spreader subassembly inserted into
a polycarbonate housing. Centered within the polycarbonate housing is an internal
chamber that is 50 mm tall by 25 mm wide by 10 mm deep. The internal cham-
ber, which contains the majority of the carbon foam, is also designed to contain the
working fluid prior to the flash. The channels leading to the exit port at the top
have a circular cross section of 10 mm diameter and together comprise the external
chamber. The flow path leading from internal chamber to the external is 5 mm high,
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Figure 7.5. Cross section of the flash-boiling chamber with the heat-
spreader subassembly.
which is referred to as the gap height. Three instrumentation ports are available for
measurements and filling.
The heat-spreader subassembly was constructed from a copper heat spreader with
resistance heaters soldered to the bottom and a graphitized carbon foam brazed to
the top. The heat spreader is 54 mm long by 12 mm wide by 4 mm thick and weighs
approximately 23 g. The 50 Ω resistors measure 9.53 mm by 6.35 mm and are rated
for power output in excess of 150 W. The 2.1 g carbon foam block was formed from
KFOAM® grade P1 produced by Koppers, Inc. The foam is over 75% porous and
has an out-of-plane thermal conductivity of 120 W m−1 K−1. The area of the foam
base is four times that of the heaters (Abase/Ah = 4).
The pressure drop through the graphitic foams is significant, as discussed in Sec-
tion 5.2. To prevent fluid from routing around the foam, a brazing fixture was used to
ensure the foam was centered on the heat spreader to within ±0.025 mm (± .001”).
To obtain this level of accuracy when shaping the carbon foams, the brazing fixture
also functioned as a die that would cut the foam to the desired shape with the same
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tolerance as above. The resulting foam block was sufficiently matched in size to the
internal cavity of the flash chamber to provide a friction fit.
Because shaping the carbon foams generated a large amount of particulate matter,
the foams were thoroughly cleaned prior to use. Cleaning of the foams reduces the flow
restriction during the flash and improves the mechanical and thermal performance
of the brazed joint. The process consisted of first removing particulates blocking
the pores on the surfaces with adhesive tape followed by rinsing with solvents in an
ultra-sonic cleaner.
The foam was brazed with TiCuSil® from Morgan Technical Ceramics that is
comprised of 4.5%, 26.7%, and 68.8% by weight of titanium, copper, and silver,
respectively. Approximately 0.45 g of the -325 mesh paste was applied directly to
the bottom of the foam before being assembled with the heat spreader and heated to
925 ◦C under high-purity nitrogen. This braze was vastly superior mechanically and
thermally to a 88% aluminum 12% silicon braze used in preliminary trials.
The heat spreader subassembly is affixed to a 4 mm polyetherimide (ULTEM1000)
baseplate (see engineering drawings in Appendix C). Other than for stabilization of
the heat-spreader subassembly, the baseplate provides thermal insulation from the
surroundings. ULTEM1000 has a thermal conductivity of 0.22 W m−1 K, a density
of 1270 kg m−3, and a specific heat of 2000 J kg−1 K−1.
7.2.3 Instrumentation
The impingement-flow flash chamber is instrumented with a 414 kPa and a 207 kPa
pressure transducer for the internal and external chambers, respectively. Another
34 kPa pressure transducer records the pressure of the vacuum tank. Each of these
has a 1 ms response time and 0.25 % full scale accuracy. Ten type-T thermocouples
are embedded in the copper heat spreader. Two more type-T thermocouples are
soldered to the ceramic covers of the resistance heaters using S-Bond® 140 from S-
Bond Technologies LLC. Another type-T thermocouple measures the temperature of
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the working fluid at the lower instrumentation port of the external chamber. The
thermocouples were calibrated using ice- and steam- point measurements prior to
installation. The pressure transducers were calibrated using the atmospheric pressure
immediately before the series of experiments.
High-speed video recordings of the flash-boiling event were obtained for every
test. Video capture was triggered concurrently with the pneumatic valve, recording
the initial 1 s of the experiment at 4000 fps.
7.2.4 Experimental Preparations
Prior to testing, the carbon foam was degassed by heating to 40 ◦C under a light
flow of helium gas for 20 min. The helium was then displaced from the flash chamber
by boiling 10 mL of methanol under vacuum. The plumbing directly adjacent to
the flash-chamber is heated to 50 ◦C using line heaters to ensure the vapor does not
re-condense.
For each experimental run, the remaining liquid from the previous run was boiled
off under light heating and vacuum until the flash chamber would no longer repres-
surize when the vacuum source was closed. The methanol was then dosed into the
evacuated flash chamber using the syringe. The liquid was drawn into the internal
chamber using a light vacuum. Next, the flash assembly was heated under a light load
of 1 W until the starting temperature was reached. The temperature and pressure
of the gas phase were monitored to ensure equilibrium conditions prior to the start
of the test. Because the total volume of the flash chamber along with the directly
connected tubing was only ≈30 cm3, the amount of liquid methanol that evaporates
during equilibration is expected to be less than 0.01 mL.
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8. FLASH BOILING FROM LIQUID POOLS AND POROUS MEDIA
[ Some of the content in this chapter has been published in [13] and is reproduced here
with permission from ASME. ] Flash-boiling experiments were performed on static
liquid pools. The data revealed various regimes dominated by differing phase-change
mechanisms. In addition to the experiments, the phase-change process was modeled
as a simplified one-dimensional system. The model concentrated on phase-change in
the presence of a porous medium. After the experiments and model are presented,
the results are compared and discussed.
8.1 Graphitic Foam Samples
The experiments were performed with and without graphitic foams. To accom-
plish this, three silver plates (shown in Figure 7.3) were fabricated. The first silver
plate remained unmodified. The second plate was brazed with a super-macroporous
graphitic carbon foam. The foam, different from that used elsewhere in this thesis,
had approximately a 75% open porosity, an average pore diameter of 300 µm, a den-
sity of 0.24 g cm−3, and a thermal conductivity of approximately 8 W m−1 K−1 [16].
The effects of the porous medium are expected to include: increased nucleation site
density, improved heat transfer to the bulk fluid via extended surface effects, and
atomization of the two-phase flow. Although the porous medium may also provide
desorption cooling, its effect is negligible due to the low surface area of the foam.
The third plate was brazed with a carbon-boron-nitrogen (CBN) foam. The CBN
foam was derived from the graphitic foam by thermochemically modifying the surface
via microwave treatment [47]. The surface modification was performed to increase
the desorption enthalpy; however, more recent data (Section 6.5.4) has shown that
the desorption cooling for these low-surface-area foams is expected to be negligible.
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In both cases, the foams occupied a 18 x 18 x 9 mm volume at the bottom of the test
cell.
8.2 Experimental Data
Tests were performed at 25 ◦C, 45 ◦C, and 60 ◦C. The amount of methanol in the
chamber was also varied. The first test series was performed using 10 ml of methanol.
The second test series was performed using the amount of methanol that absorbed
within the foam at room temperature. This was done by loosening the test cell and
allowing the methanol to drain from the bottom of the chamber under a very light
flow of nitrogen for several seconds. The amount of methanol retained after this
process was determined to be approximately 4 ml.
The different initial temperatures of the experiments resulted in varying super-
heats upon depressurization. Because the saturation temperature of methanol at
0.1 atm is approximately 15 , the experimental initial temperatures of 25 , 45 ,
and 60  resulted in liquids that were superheated by 10 , 30 , and 45  upon
depressurization, respectively. For brevity, the initial superheat of the liquid resultant
from the depressurization of the test cell is referred to as the ‘superheat’ of the trial.
The active phase-change mechanism for each trial was strongly dependent on
both the superheat and whether or not foam was present. These factors determined
whether nucleation initiated from the free surface or from a solid-liquid interface.
After nucleation, flash boiling proceeded rapidly (40-300 ms) and was characterized
by the rapid consumption of a majority of the fluid. After the initial flash-boiling
event, the remaining fluid boiled in a steadily, which provided additional cooling up
to the closing of the vacuum isolation valve.
8.2.1 First Test Series: 10 ml Liquid Pools
For trials with 10 mL of methanol and the lowest superheat, 10 , the liquid ini-
tially remained in the metastable, superheated state after depressurization because
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nucleation sites were not active. After a varying amount of time on the order of
100-1000 ms, droplets dislodged from the tubing above the test cell impinged upon
and perturbed the free surface at one or several points. These free-surface perturba-
tions resulted in secondary nucleation, thereby initiating an evaporation wave. The
evaporation wave propagated through the fluid for approximately 100 ms. A typical
droplet-initiated evaporation wave is illustrated in Figure 8.1.
Figure 8.1. Droplet-initiated secondary nucleation resulting in an
evaporation wave.
The droplets falling from the exit port could be prevented by allowing sufficient
time to pass between the insertion of the methanol and the start of the experiment. In
such cases, the liquid remained in a superheated state indefinitely, and no measurable
cooling of the plate was observed. In the absence of nucleation, cold liquid falling
from the liquid-gas interface (schlieren patterns) was recorded by high-speed camera
starting after a delay of the order of one second. In still other cases, despite initial
surface nucleation due to droplet impingement, an evaporation wave did not fully
develop and only a small amount of phase change occurred. Trials without significant
phase change are not included in the thermal data because the cooling effect was
negligible.
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For trials without carbon foam, phase-change occurred due to evaporation waves
at superheats of 10  and 30 . At a superheat of 45 , near the boiling point at
standard pressure, nucleation occurred from the surfaces of the vessel, as displayed
in Figure 8.2. The sharp edges of the test cell along the bottom were the preferential
nucleation sites. The expansion of these bubbles displaced the liquid above, causing
a slug of liquid to be expelled from the chamber prior to phase change.
Figure 8.2. Nucleation from the walls of the test cell.
For the trials including carbon foam, phase-change occurred due to evaporation
waves at superheats of 10 ◦C. At superheats of 30 ◦C and 45 ◦C, nucleation was
volumetrically distributed throughout the foam, as shown in Figure 8.3. In a manner
similar to the case without foam, a large fraction of the liquid was expelled from the
top of the vessel.
8.2.2 Second Test Series: Methanol Wetting Foam (4 mL)
In each of the previously mentioned trials, a significant amount of the liquid was
expelled from the vessel prior to contributing any significant cooling effect to the
plate; therefore, a second series of trials used a lesser amount of liquid to increase
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Figure 8.3. Nucleation occuring throughout foam with 10 ml of methanol.
the efficiency of the cooling mechanism. In these trials, only the amount of liquid
absorbed (4 mL) to the foam was utilized.
Upon depressurization, the presence of the foam during the flash-boiling event
resulted in spatially uniform phase-change with a fine dispersion of droplets, as dis-
played in Figure 8.4. The phase-change mechanism did not vary with superheat.
Figure 8.4. Nucleation occurring throughout foam with 4 ml of methanol.
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8.2.3 Summary of Results
In order to compare the speed of separate boiling events, the time of initiation and
completion of the flash-boiling event was estimated from the high-speed video. For
this purpose, initiation corresponded to the onset of nucleation. Completion of the
flash corresponded to when liquid ceased to exit the test cell. The point of completion
was not as distinct as the time of nucleation, and consequently the elapsed time of
the flash-boiling process had a relatively wide spread (20-30 ms) between runs.
A typical set of thermocouple data from an experimental test is shown in Fig-
ure 8.5. When the vacuum isolation valve was actuated, the thermocouple temper-
atures dropped over time and diverged to a degree dependent on the transient heat
flux induced by the flash-boiling process. For the purpose of comparison, the total
drop occurring during the 10 s window was recorded.
Figure 8.5. Thermocouple data from trial utilizing carbon foam with
a superheat of 45 .
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Table 8.1. Experimental data from trials utilizing 10 ml of methanol.
Asterisk indicates an evaporation wave.
Foam Superheat Initiation Elapsed Temp. Drop
(◦C) (ms) (ms) (◦C)
10 188* 311* 2
None 30 838* 148* 11
45 97 121 20
10 1047* 284* 5
Graph. 30 125 58 20
45 91 63 26
10 149* 290* 5
CBN 30 93 66 20
45 63 65 21
The thermocouple at the exit port was initially at the ambient temperature prior
to the vacuum isolation valve opening. Shortly after this time, the thermocouple
measured the temperature of the fluid as it started to exit the test cell. If the initial
temperature of the trial was above ambient temperature, the temperature of the exit
fluid often spiked shortly after the valve opened. The spike in temperature occurred
due to the warm, but cooling, fluid exited the chamber. After this peak, the temper-
ature quickly decayed to the saturation temperature. The saturation temperature is
also displayed in Figure 8.5 using the exit-port pressure reading.
For trials using 10 ml of methanol, the time of initiation and the elapsed time of
the flash-boiling event, as well as the calculated values for the total plate temperature
drop are tabulated in Table 8.1. For trials utilizing 4 mL of methanol, the same values
are shown in Table 8.2. Regarding the accuracy of the temperature recorded in these
tables, the measured degree of superheat is affected by the aforementioned thermo-
couple tolerance (±2.2 ◦C). However, the measured temperature drop of the plate
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over the ten-second window is not compromised, since any offset in the thermocouple
reading should remain approximately constant.
Table 8.2. Experimental data from trials utilizing 4 mL of methanol.
Foam Superheat Initiation Elapsed Temp. Drop
(◦C) (ms) (ms) (◦C)
10 134 36 10
Graph. 30 98 52 10
45 90 64 14
10 92 48 7
CBN 30 82 36 13
45 64 43 16
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8.3 Modeling of Flash-Boiling Phase-Change Mechanisms
In order to supplement the experimental studies, a simple one-dimensional model
was initiated. The objective is to use physics-based models to determine the rate of
phase change and the cooling effect produced during the flash. The model considers
the initial bubble-growth regime of flash boiling in the presence of a graphitic foam.
The model results appear reasonable, but several approximation need to be addressed
to improve the reliability of the results.
8.3.1 Description of Model
Phase change is modeled by bubble growth from nucleation sites interspersed
throughout the porous medium. To simplify the model, the fluid and solid are di-
vided into two separate domains. The solid domain includes the porous medium and
the adsorbate which is present on the surface. The fluid domain includes both the
liquid and the vapor phases. These two domains interact with one another through
convection and desorption. Figure 8.6 describes this model hierarchy schematically.
For the solid domain, the effects of conduction are modeled throughout the porous
medium, which has its own temperature variable, as well as desorption from the
porous medium to the fluid domain. The cooling effect from desorption is applied
directly to the solid domain. Heat flux from the bottom of the domain is determined
by modeling the plate separately. These effects occur within a one-dimensional mesh
that is depicted in Figure 8.7. Each of these nodes contain all three phases: solid,
liquid, and vapor.
Within the fluid domain, phase change due to bubble expansion is modeled as
though it occurs in a uniform liquid. The latent heat of vaporization directly cools
the liquid phase, which also has its own temperature variable, while vapor at the
saturation temperature is produced. Each fluid phase separately exchanges heat with
the solid phase through convection. The pressure is assumed to be uniform throughout
the domain, and the velocity of the fluid is determined solely by the rate of expansion
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Figure 8.6. Interactions between the fluid and solid domains in the model.
Figure 8.7. Spatial discretization for the solid and fluid domains.
resulting from phase change. The liquid and vapor phases share the same velocity.
The volume fraction of vapor is tracked as the variable α. The thermal interactions
between the solid and fluid domains are shown in Figure 8.8.
Phase change is modeled using the combined solution for bubble growth high-
lighted in Section 4.4. This allows the model to capture the expansion of the bubbles
from their initial vapor nuclei. While the initial stage of bubble growth does not
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Figure 8.8. Representation of the thermal network within each node.
significantly affect the macroscopic system, it does determine the time lag between
depressurization and the initiation of thermally and volumetrically significant phase
change. The combined solution for bubble growth [38] has been modified to describe
phase change in terms of the vaporization density and the liquid-vapor interfacial
area concentration, Alv. This alteration to the original equation and the relevant
























Nodal variables are denoted by writing them as functions of n.
The liquid-vapor interfacial area is currently determined by a matrix of approx-
imate bubble/droplet sizes at varying phase fractions based on observations made
from the experimental videos. This acts as place holder for a more robust derivation
of interfacial area, while acknowledging the fact that two-phase medium transitions
from a liquid medium with vapor bubbles to a vapor medium with liquid droplets.
A similar transition must be made for the vaporization rate, as the bubble growth
derivation will quickly become invalid following phase inversion. It is expected that
the bubbles will exist in the thermally limited growth regime by the time they are large
enough for phase inversion to take place. The equation for thermally limited growth
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is governed by conduction across a growing boundary layer. When phase inversion
begins to take place, this thermal boundary layer is expected to be maintained as
the liquid phase transitions to droplets. The phase-change model could be developed
to track this thermal boundary layer through phase inversion, so that a seamless
interpretation can be applied for the rate of vaporization.
As discussed in Chapter 5, the area available for convection is determined by the
volume-weighted internal surface area, Asf . Based on the geometric model of Yu et.
al., the internal surface area of the foam discussed in this chapter is 9500 m2 m−3. In
order to determine the pore-wall heat transfer coefficient, hsf , the approach reported
in Section 5.2 for single-phase convection in graphitic foams is applied.
A parameter that requires further examination is the nucleation site density. This
parameter determines the number of initial vapor nuclei provided throughout the
porous medium. The nucleation site density should be a function of superheat since
only active nucleation sites contribute to phase change. Because the flash evolves
rapidly, the current model only utilizes these sites for determining the number of
initial vapor nuclei. Once the initial bubbles are generated, the generation of more
vapor bubbles is neglected. This assumption is made because the bubbles initially
generated quickly expand and dominate the rate of vaporization. Consequently, this
parameter primarily only affects the early stages of bubble growth, rapidly becoming
less influential as the flash evolves. The model currently uses a value of 104 sites
m2
, which
is weighted by the internal surface area of the foam.
As mentioned briefly before, the plate is modeled as a separate one-dimensional
domain in order to calculate the rate of heat transfer into the porous medium. The
plate used in the experimental setup breaks the one-dimensional symmetry of the
system, since it is wider than the cavity in which the fluid exists. In order to account
for this non-ideality while still maintaining a one-dimensional model, the density of
the plate has been artificially increased in the model in order to correctly account for
the total mass. This effectively assumes that there is no variation in the temperature
field of the plate in the transverse direction, which is known to be inaccurate based
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on observations made while conducting the experiments. Because including the plate
is important for validating the model with the thermocouples embedded in the plate,
the one-dimensional assumption may affect the accuracy of this basis for comparison.
8.3.2 Model Results
The model was used to analyze the initial 2 seconds after depressurization. The
heating applied to the bottom of the plate was set to zero for direct comparison to the
experimental results. Methanol was used as the working fluid. The adsorption model
is deactivated since negligible desorption cooling is expected in the experiments. The
results displayed here are for methanol initially at a temperature of 60  and then
depressurized to 10.1 kPa (0.1 atm).
Figure 8.9 displays the phase fraction as the flash evolves. A few notable attributes
are the initial delay before noticeable expansion on the order of 1 ms, the expansion
of the fluid for approximately 10 ms leading up to expulsion from the chamber, and
the remaining predominately vapor phase after the initial flash.
Figure 8.9. Spatial variation of the phase fraction with respect to time.
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Figure 8.10. Temperature data for the liquid and solid at select points.
The liquid and solid temperatures at the highest and lowest nodes are shown in
Figure 8.10. The latent heat of vaporization cools the liquid over a timescale on the
order of 100 ms. The solid domain far from the plate cools below the temperature
of the liquid due to convection with the vapor at the saturation temperature. The
liquid and solid at the lowest node remain relatively warm due to the plate, which
affects the top-most node relatively little.
In Figure 8.11, spatial temperature profiles are shown at varying times. The inter-
face between the plate and the fluid is at postion 0 m. To the left of this interface, the
figure shows the temperature of the plate. To the right, the temperature of the porous
medium is displayed. The solid domain cools to the saturation temperature over a
time on the order of 100 ms. Over the 2 second time period, the plate temperature
is reduced by about 6 .
8.4 Analysis of Experimental and Modeling Results
The foam affects the phase-change process by supplying nucleation sites. For
trials with a carbon foam at 30 ◦C superheat, the nucleation sites in the foam were
active; meanwhile, without carbon foam at the same superheat, no such nucleation
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Figure 8.11. Spatial profiles for plate (x < 0) and foam (x > 0) at varying time.
sites were available. Instead, the phase-change did not occur unless by an evaporation
wave (i.e., secondary nucleation).
As discussed in Section 4.3, a nucleation site is active when it generates a bubble
larger than the critical radius. Due to the mentioned difference in results at 30 ◦C
superheat, the foam must have surface features that provide nucleation sites at this
superheat. Using Equation 4.2, the experimental superheats of 10, 30, and 45 ,
correspond to critical bubble radii of 6.4, 1.3, and 0.59 µm, respectively. The porous
medium must contain nucleation sites capable of producing vapor bubbles of a radii
between 1.3 and 6.4 µm. These dimensions corresponds to the approximate size of
the cracks seen in scanning electron microscope (SEM) images of the surface of the
graphitized carbon foam (Figure 8.12).
For trials at 30  superheat, the total cooling effect is doubled in cases with foam.
This may be due to the extended-surface effect; however, the difference between trials
is not as large when the superheat is 45 . Therefore, the improvement may be resul-
tant of the change in active phase-change mechanism, indicating that an evaporation
wave is not as efficient of a cooling mechanism. This premise is corroborated by the
poor performance of the trials with 10  superheat relative to the trials at higher
superheats.
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Figure 8.12. Surface features typical of graphitic foam that may act
as nucleation sites. SEM image taken by Kimberly Saviers.
When the liquid level was below that of the foam, such as in the trials utilizing
4 mL of methanol, nucleation occurred even at the lowest superheat. This may be due
to enhanced phase-change resulting from the increased liquid-vapor interfacial area.
Additionally, the tortuousity of the flow path through the foam may promote the
shearing of liquid droplets from the meniscus, thereby initiating secondary nucleation.
Regardless of the physical explanation for this phenomenon, ensuring the liquid level
is within the porous medium could be exploited to reliably initiate rapid phase change
at lower superheats.
Even when nucleation occurred from the solid surface, the delay before visible
bubble growth varied (i.e., the initiation time). In such trails, the initiation time
decreased as the superheat increased. At higher superheats, more nucleation sites
are available and the bubble growth rate is faster. Both of these factors support this
experimental observation. The initiation time is an average of 29 ms less for the CBN
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(a) 10 mL of Methanol (b) 4 mL of Methanol
Figure 8.13. Thermocouple data from tests at 45 ◦C superheat with CBN foam.
sample compared to the graphitic foam. The reduced delay may be due to an increase
in the nucleation site density, resulting from the thermochemical surface treatment.
For the trials with the CBN foam, the temperature of the top and bottom plate
thermocouples diverge at the onset of the flash. This divergence was stronger for trials
using 4 mL of methanol, as shown in Figure 8.13. It is theorized that the cooling peaks
more quickly due to more efficient and/or rapid phase change for the trail with 4 mL
of methanol. The rapid cooling could be the result of the larger initial interfacial
area between the liquid and vapor phases and a lower overall pressure in the flash
chamber. The temperature divergence was not observed in the case with unmodified
graphitic foam; however, this appears to resultant of poor thermocouple contact or
position due to other trends noted in the data. Namely, in some trials the bottom
thermocouple has lower readings than the top.
To further examine the magnitude and trend of the temperature divergence seen
in some trials, Figure 8.14 displays the temperature difference between the top and
bottom thermocouple readings in Figure 8.13(b). After accounting for the initial
offset, a temperature difference of over 5  is observed that decreases over time. The
difference in temperature should be proportional to the heat flux leaving the plate.
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Figure 8.14. Plate temperature divergence for the trial with the 4 mL
of methanol at 45  superheat for CBN foam.



































Figure 8.15. Model predictions of (a) the temperature difference at
the thermocouple locations and (b) the corresponding heat flux.
To compare the temperature divergence to the predictions of the model, the plot
in Figure 8.15 was generated. The model predicts a similar divergence in the tem-
perature profiles after a comparable lag; however, the magnitude of the temperature
difference is not as large. For the displayed case, a peak heat flux of about 14 W/cm2
occurs after a delay on the order of 100 ms, and slowly decreases over time.
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9. COOLING WITH AN IMPINGING, FLASH-BOILING FLOW AND
GRAPHITIC FOAM
To enhance the cooling effect of flash boiling, the flash chamber was redesigned to
provide an impinging flow upon depressurization. The resulting event provided rapid
cooling to the surrogate heat source, thereby stabilizing the temperature of the device
during a pulsed heat load.
Flash boiling was characterized using the design-of-experiments methodology.
Thermocouple and pressure transducer data were obtained and analyzed to deter-
mine the local heat flux, temperature stability, and the rate of vaporization. The
resulting analyses are utilized to evaluate the performance of flash boiling as a cool-
ing mechanism.
9.1 The Design-of-Experiments Methodology
Before data are obtained, the experimental runs that best describe the perfor-
mance and capabilities of the given system must be carefully selected. Experimental
design begins by determining the parameter range, i.e., the design space, over which
the system is evaluated. Subsequently, one can determine how to fill the design space
by obtaining data at select points. Traditionally, the method for choosing points
within the design space is to vary one parameter at time, thereby generating a grid-
based set of experimental parameters. A grid-based experimental data set yields
informative results but is generally not the most efficient method for determining the
trends within the data.
Assuming that a system response is reasonably smooth and continuous through-
out the design space, the response can be predicted by a polynomial model using the
experimental parameters as inputs. A polynomial model functions as a Taylor-series
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expansion of the more accurate terms in a physics-based model. Assuming the objec-
tive is to obtain such polynomial models for the system responses, each experimental
run will either determine a coefficient in the model or evaluate the ability of the model
to correctly predict the results.
Consider a grid-based set of experimental runs with two experimental parameters
varied between three different values each (nine runs total). This experimental design
yields enough data points to determine a separate quadratic model for the response
using the first parameter for each of the three values of the second parameter.
However, in many cases one can reasonably expect that the quadratic model
based on the first parameter will not change dramatically as the second parame-
ter is varied. If this is the case, the interactions between the first and second pa-
rameters can be captured by a cross-correlation term. Such a model has six terms




2), which could have been determined
with only six runs rather than the nine of a grid-based experimental design. The
additional points from the grid-based design could be used to verify the model but
are not at the optimal points in the design space to determine the effects of higher-
order terms (cubic behavior) or to determine how repeatable the experimental results
are.
The polynomial model, i.e., the statistical surrogate model, is determined more
efficiently if the runs are at optimal locations in the design space. The benefit of such
an experimental design increases as more experimental parameters are included. In
the first experimental data set of this chapter, four parameters were varied yielding
quadratic models with uncertainty quantification using only 22 runs. An equivalent
grid-based design requires 81 runs. The latter, grid-based design might yield more in-
formation than the former; however, the it is not as efficient for generating polynomial
correlations (surrogate models) from the data.
One drawback of the design-of-experiments methodology is that no raw data ex-
ists displaying the effect of varying a single parameter; instead, the experimentalist
is reliant on the surrogate model produced by the entire data set to provide this in-
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formation. As a result, if the underlying assumptions are false, the surrogate models
may yield improper conclusions.
Additionally, the individual terms in the surrogate models are not necessarily
based on the physics of the problem, since they are simply polynomial relations using
the input design parameters. Therefore, in a case where the physical behavior of the
system can be described by simple expressions, a physics-based model is likely to
obtain greater accuracy with fewer terms.
The surrogate model is more representative of the physical mechanisms if the ex-
perimental parameters are carefully chosen based on the underlying physics, such as
by non-dimensionalization. For example, if the objective is to predict the heat flux
and temperatures in a phase-change cooling system, it is more appropriate to select
the saturation temperature as a design parameter rather than the saturation pres-
sure. Carefully selecting the appropriate design parameter in this manner optimizes
both the selection criteria for filling the design space and the predictive power of the
surrogate models for each response.
A second issue that must be considered before undertaking the design-of-experiments
methodology is whether or not a polynomial correlation (a surrogate model) is valid
for predicting the desired response. If the objective of the experimental design is to
predict step-wise transitions, the surrogate model cannot be expected to adequately
describe the system.
9.2 Setup and Experimental Procedure
A total of five parameters were varied over the course of the experiments, namely:
heater power, methanol volume, vacuum tank pressure, cooling anticipation, and
vacuum tank volume. To increase the predictive capability of the experimental results,
the software package Design Expert ® (Stat-Ease, Inc.) was used to generate the
experimental parameters for each experimental series while minimizing the standard
error of design throughout the design space for a quadratic model. Each experimental
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series includes additional runs to evaluate the repeatability, the model uncertainty,
and the significance of each model term. The parameters for the experimental series
are shown in Table 9.1 and Table 9.2.
Experiments were performed using the setup described in Section 7.2. During
the active portion of the experiment, the pneumatic valve was triggered, and after a
parametrically varied delay, the heater was activated for 5 seconds at the prescribed
power. 5 (30) seconds of data were recorded before (after) the active portion of
the experiment to capture information about the start-up and cool-down transients.
Note that the reported value is the total power split between the two heaters. The
increment of time by which the pneumatic valve opened prior to heater activation
is designated the ‘anticipation’ time. Negative values indicate that the heater was
activated before the pneumatic valve opened.
High-speed video recordings of the flash-boiling event were obtained for every
test. Video capture was triggered concurrently with the pneumatic valve, recording
the initial 1 s of the experiment at 4000 fps.
9.3 Raw Data and Filtering Methods
Data are obtained from the experiments primarily by thermocouples and pressure
transducers. Ten thermocouples embedded in the heat spreader and the 2 thermocou-
ples soldered to the heater covers evaluate the efficacy of the cooling mechanism at
dissipating the thermal load. The three pressure transducers and a single thermocou-
ple are used to monitor the state of the fluid. High-speed video provided qualitative
information about the phase-change process.
9.3.1 Thermocouple Data
The temperature measurements for Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa)
is shown in Fig. 9.1(a). The naming convention for the different regions in the heat
spreader is shown in Fig. 9.1(b). Most thermocouples appear to have a response time
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of ∼10 ms except for those soldered to the ceramic cover of the heater, which have
a relatively long response time (∼1 s). Although the design of the flash chamber is
symmetric, the temperature readings of regions A and B of the heat spreader are
generally 0.5-1 ◦C higher than the corresponding locations in D and E. It is likely
that this asymmetry arises from the disordered nature of the porous medium, which
could affect the local flow resistance and thereby the local flow rate. Alternatively, the
thermal performance of the brazed interface may vary spatially. A notable exception
to this trend is the top thermocouples in regions B and D.
As shown in Fig. 9.1, the thermal response varies with time during the highly
transient event. Firstly, since the anticipation time is 190 ms, the cooling precedes
heating, resulting in a sharp drop in heat-spreader temperatures that generally is
seen in regions A and E slightly (≈10 ms) before B and D. At the onset of heating,
the temperatures at the bottom of regions B and D sharply rise; however, this rise
is reversed after a few hundred milliseconds. The oscillations in temperature over
the first 1 s of heating are likely induced by the thermal mass of the heat spreader.
Shortly after 2 s, the rate of cooling decreases due to the re-pressurization of the
vacuum tank. At 5.35 s, the heater turns off, and the thermal gradients in the heat
spreader quickly dissipate as the mean temperature drops.
9.3.2 Filtering of the Thermocouple Data
The thermocouple data was filtered before analysis. To eliminate the high-frequency
noise signal while keeping the step-wise response of the thermocouples to various
events (heater activation/deactivation, onset of cooling), the thermocouple signal
was separated into segments with endpoints where each of these events occur. After-
wards, a quadratic Savitsky-Golay filter was applied to the data over a 566 ms window
(50 data points). This approach for denoising the thermocouple data effectively al-
lows high-frequency data at each of the mentioned events; resultantly, the analyses
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Figure 9.1. Temperature response during Run A-6 (41 W cm−2,
190 ms, 6 mL, 6.41 kPa). Event timing shown by vertical lines: valve
opening (blue), heater on/off (red), and temperature evaluation win-
dows (black). Naming convention and locations for thermocouples in
the heat spreader are indicated schematically.
reliant on filtered data show spurious behavior at the time when each occurs. The
performance of the filter is displayed in Figure 9.2 for Run A-6.
With the filtered thermocouple readings, trends are discernible from the discrete
time derivative as shown in Figure 9.3. The time derivative is used to evaluate the
energy balance for each region of the heat spreader, as in Section 9.5.
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(a) Raw signal with filtered data overlaid





















Figure 9.2. Comparison of filtered to raw data from Run A-6
(41 W cm−2, 190 ms, 6 mL, 6.41 kPa). High-frequency noise occurs
near events (heater on/off, onset of cooling).






















(a) Raw signal with filtered data overlaid



















Figure 9.3. Comparison of numerical derivative of filtered to raw data
from Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa). High-frequency
noise occurs near events (heater on/off, onset of cooling).
9.3.3 Pressure Transducer Data
The pressure data from Run A-6 is shown in Figure 9.4. During the experiments,
a small lag of about 60 ms existed between the time the pneumatic valve was actu-
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ated and when the pressure in the external chamber sharply dropped. Because the
pressure transducers are rated for a response time of 1 ms, the disparity is due to
the mechanical-actuation time of the valve. As a result, the reported values for the
anticipation are calculated using the time of the above-mentioned pressure drop in
lieu of the prescribed actuation time.





















Figure 9.4. Pressure data for Run A-6 (41 W cm−2, 190 ms, 6 mL,
6.41 kPa). Note the delay before the external chamber pressure falls
sharply, depicted by the vertical line.
The internal-chamber pressure drops more slowly. The duration of the increased
pressure gradient varies, generally being longer when the initial volume of methanol
is large. Presumably, this excess pressure gradient is responsible for driving the fluid
out of the internal chamber and subsides after the internal chamber is mostly empty.
A residual gradient exists once the system reaches steady-state boiling, which may
be associated with the vapor pressure of the fluid inside the chamber. Given that
two-phase cooling derives its cooling capacity from the local saturation temperature,
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the phase-change cooling of the liquid in the internal chamber may be reduced until
internal chamber pressure equilibrates.
The vacuum tank pressure increases as the liquid evaporates. For runs utilizing the
smaller 11.4 L vacuum tank, the curve is smooth and steadily increasing; however, for
some runs also including the 114 L vacuum tank, the pressure dropped slightly after
an initial rise. The mild pressure fluctuation is induced by a small pressure gradient
(∼0.1 kPa) between the two vacuum tanks due to flow resistance. The effects of this
pressure fluctuation are seen in some future calculations.



































Figure 9.5. Temperature data from Run A-6 (41 W cm−2, 190 ms,
6 mL, 6.41 kPa) with the saturation temperature of each pressure
transducer overlaid. Additionally, the temperature of exit-fluid ther-
mocouple is shown (dark blue).
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9.3.4 High-Speed Video Recordings
High-speed video recordings of the flash-boiling event were obtained for every
test. Frames from the recording of Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa)
are shown in Fig. 9.6. Video capture was triggered concurrently with the pneumatic
valve, recording at 4000 fps.
Figure 9.6. Images from high-speed video recording of Run A-
6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa) at select times (75, 360, &
1000 ms.
The high-speed videos corroborate the 60 ms delay time noted in the pressure
transducer data. After the flash begins, the internal-chamber liquid level falls over
the course of ∼100 ms. By estimating the rate at which the liquid meniscus falls,
the filter velocity through the gap is estimated to be around 0.09 m s−1, varying
depending on the pressure gradient. Using the Darcy-Forchheimer law for single-
phase flow (Section 5.2), the pressure drop through the gap at this flow velocity is
approximately 1 kPa. This estimate is smaller than but comparable to the pressure
gradient between the internal and external chambers.
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After the majority of the liquid is expelled from the internal flash chamber, the
foam appears to remain wetted as boiling continues in a manner comparable to pool
boiling. This transition is typically reached within the 1 s duration of the video.
9.4 Thermal Analysis Based on Surrogate Device Temperature
Because one of the goals of this work was to minimize the temperature drift over
the course of device actuation, experiments were evaluated using an objective function
applied to reward temperature stability. Analyses using the transient temperature
drift depend highly on the thermal time constant of the heat spreader but have the
advantage of providing simple, quantitative feedback.
For this analysis based on temperature control, the temperature of the surrogate
heat source had to be determined. Because the response time of the thermocouples
soldered to the heater covers is prohibitively slow for transient analysis, the temper-
ature of the heaters, and therefore the performance of the cooling mechanism, is best
described by the thermocouples located at the bottom of regions B and D. In each
run, the two relevant thermocouple readings did not match despite the symmetric
nature of the experimental setup. The reason for this is not known but might stem
from either the random nature of the porous media resulting in non-symmetric flow
resistance and thereby resulting in different local flow rates on each side, or possibly
because of a variation in the performance/coverage of the braze alloy. Since neither
thermocouple is considered to be more representative of the expected performance of
flash cooling, these two transient temperature readings are averaged and subsequently
evaluated.
Since this averaged signal is most representative of the device temperature, it is
analyzed in detail, following the approach of Chapter 2, which includes tracking the
extrema and the objective function formulated using a diode-pumped solid-state laser
as a model problem.
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9.5 Thermal Analysis Based on Heat Flux Calculations
The transient temperature in each location of the heat spreader is affected by
each of the transient boundary conditions. For the present experiments, the boundary
conditions include heating (qh), convective cooling (qc), and losses to the surroundings
(ql). To determine the system temperature, Tk, at a discrete location ‘k’, the thermal
response due to each boundary condition is summed:
Tk = Th,k(qh) + Tc,k(qc) + Tl,k(ql) (9.1)
Th,k is the sensible thermal response to heating, describing the temperature rise of
the system as heat is applied. Similarly, Tc,k is the sensible thermal response to active
cooling, describing the temperature fall induced by the cooling mechanism. The third
term, Tl,k, is the thermal response to losses, resulting from unintended heat transfer
with the surroundings.
The thermal response to a boundary condition may or may be coupled to the
effects induced by the other boundary conditions. A heat flux (Neumann) boundary
condition does not depend on the temperature of the system; therefore, the thermal
response to a heat-flux boundary condition is not affected when the other boundary
conditions change.
In contrast, the rate of heat transfer from a Dirichlet or Robin boundary condition
is dependent on the temperature of the system. Resultantly, the thermal response to
a first- or third-type boundary condition is coupled to the other boundary conditions.
The analysis in this section defines and then quantifies the heat transfer due to the
cooling mechanism, qc. First, the control volume is determined, defining the thermal
system and the boundary conditions. Then the thermal responses due to heating and
losses are characterized using experiments without active cooling. Once characterized,
these thermal responses can be accounted for, yielding the sensible thermal response
to active cooling, Tc,k at each location. Finally, the transiently and spatially resolved







Figure 9.7. Heat transfer at relevant interfaces. The choice of control
volume determines which terms are included in the energy balance.
9.5.1 Defining the Control Volume
The boundary of a thermal system defines what terms are present in the energy
balance. In the present experiments, there are two logical choices for the control
volume. The first surrounds the the heat spreader, thereby determining the heat
transfer at the spreader-foam interface, qint and yielding a system with homogeneous
thermophysical properties.
Alternatively, the control volume can encompass both the carbon foam and the
heat spreader, while excluding the pore volume. The resulting boundary is at the
foam-fluid interface and yields the respective value for heat transfer, qc, but the
resulting system is inhomogeneous.
At steady state, either control volume yields the same net heat transfer because




Figure 9.8. The heat-conduction system as defined for calculating
the effects of heating (qh), cooling (qc), and losses (ql). Losses are
assumed to induce no significant thermal gradient, and thereby are
evenly distributed throughout the domain.
storage terms are active. Resultantly, the heat transfer at the spreader-foam and
foam-fluid interfaces differ by the sensible heating of the foam, qs,sens.
For the analysis in this section, the control volume includes both the heat spreader
and the carbon foam. This selection was made for two reasons. Firstly, if heat transfer
at the interface is examined, the resulting analysis would attribute sensible heating
of the foam to the cooling mechanism. Secondly, heating of the fluid is expected to
impact the phase-change process and is best described by the respective interfacial
heat transfer, qc.
Based on the above selection for the control volume, Figure 9.7 shows the relevant
energy source and sink and their locations schematically. As discussed previously,
losses to the ambient also enter the energy balance.
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9.5.2 Sensible Thermal Response to Heating
To resolve the sensible thermal response to active cooling, Tc,k(qc), the response to
the other boundary conditions, qh and ql, must be established. The thermal responses
to both heating and losses are examined by four experiments without active cooling.
For each experiment without active cooling, the flash chamber, which is initially
back-pressured with helium, is evacuated to 0.7 kPa. The heater is actuated for
5 s while the temperature is recorded. In comparison to the heater power and the
thermal capacity of the heat spreader subassembly, the heat transferred to the gas
in the evacuated chamber is negligible. As discussed in Section 9.5.1, the thermal
system has been defined to include the thermal mass of the foam.
The cooling mechanism is inactive during these trials; therefore, the uncooled
system temperature at each thermocouple location is:
Tk = Th,k(qh) + Tl,k(ql) (9.2)
To characterize the thermal response to heating and losses, runs were performed at
the following heater powers: 28.1, 50.4, 71.9, and 100.4 W. The thermocouple data
from experiment with 100.4 W heat power is shown in Figure 9.9.
Given the amount of heat applied, the mass-weighted-average uncooled tempera-




= qh + ql (9.3)
where qh and ql are the rate of heat transfer from heating and losses. Cth is the total
thermal capacity of the system. 85%, 14%, an 1% of the total thermal capacity is
derived from the heat spreader, carbon foam, and braze, respectively. Compared to
the terms in the above equation, the thermal capacity of the heaters is negligible. In
Figure 9.9, the magenta line indicates the average system temperature assuming no
losses (ql = 0).
The uncooled temperature indicates that losses to the surroundings are significant.
Firstly, the system temperatures fall well below the predicted mean temperature
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Figure 9.9. Quantifying the sensible thermal response to heating.
No cooling is applied with heater power of 100.4 W. Dashed lines
indicate mean system temperature calculated from the energy balance
(Equation 9.3) with different methods of accounting for losses to the
ambient.
without losses. Secondly, the system temperatures drop appreciably once the heater
is deactivated. Therefore, the thermal response to losses, Tk,l, must be determined.
In steady-state experiments, the thermal isolation from the surroundings is ob-
tained by utilizing a material with low thermal conductivity, and the losses to the
surroundings are calculated as:
ql = Alki∆T/Li (9.4)
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where the properties ki, Al and Li are the thermal conductivity, cross-sectional area,
and thickness for heat transfer through the insulator.
The heat spreader is isolated from the surroundings by the polycarbonate housing
and the polyetherimide baseplate (Section 7.2.2). The thermal conductivities of these
materials are relatively low (≈0.2 W m−1 K−1). For steady-state, one-dimensional
heat conduction, the predicted heat loss per unit area due to a temperature difference
of 50 ◦C across the 4 mm baseplate is 0.3 W cm−2. Given that the surface area of the
heat spreader in contact with the insulating materials is approximately 13 cm2, the
predicted heat loss is approximately 4 W; however, the heat loss during the transient
experiment when the heat spreader reaches 70 ◦C are much larger.
Transient heat loss is increased relative to steady state because the insulating
material has significant thermal mass. The thermal mass of the insulator acts as a
heat sink that is less thermally isolated from the system. Transient heat conduction
into the insulator is characterized by the Fourier number. Heat conduction into a
plane wall is comparable to that of a semi-infinite solid until the Fourier number is
much greater than 0.1 [78]. Given that the thickness of the polyetherimide baseplate
is 4 mm and the thermal diffusivity of the material is 0.087 mm2 s−1, Fo = 0.1 is
equivalent to t = 19 s. Therefore, when calculating the rate of heat conduction over
the course of the 5 s experiment, the polymer material encompassing the system is
well approximated as a semi-infinite solid.






However, in the present case the surface temperature of the semi-infinite solid (i.e.,
the system temperature) varies with time. To obtain the appropriate expression, the
representative Green’s function, GX10, is used to calculate the heat flux from the heat
spreader into the surrounding polymer material. First considering a simplified case,
the system temperature is assumed to rise linearly with time, treating the thermal
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system as lumped, Ti + T¯h(t) = Ti + (qh/C)t. From the derivation provided in








Using the properties of polyetherimide (ULTEM1000), the losses are approxi-
mated. Using this prediction, the average uncooled temperature is displayed by the
black dashed curve in Figure 9.9. The surface area of the heat spreader in contact
with the lexan housing and polyetherimide baseplate is approximately 13 cm2; how-
ever, the losses are best described when the effective area for heat loss is increased
to Al =22 cm
2. The 70% increase in surface area likely accounts for heat spreading
within the insulating material. The close fit to the experimental data demonstrates
that losses are proportional to t1/2, which differs from steady-state conduction under
the same conditions (∼ t).
The above calculation of losses is sufficient for the uncooled experiments; how-
ever, the temperature of the system during active cooling is generally non-linear with
respect to time. To universally quantify losses, heat conduction into the polymer
material is calculated semi-numerically. For each time step of the experimental data,
the resulting incremental rise/fall of the system temperature is treated as a separate







ti − tj (9.7)
where ql,i is the heat loss for the current time step and the summation is over all
previous time steps. A more thorough derivation of the above expression starting
with the representative Green’s function, GX10, is provided in Appendix A.
In Figure 9.9, the dashed line in blue shows the mean uncooled temperature when
losses are calculated according to Equation 9.7. Because the semi-numerical approach
uses the actual temperature of the heat spreader, it remains valid after the heater
turns off. Additionally, the losses during an actively cooled experiment are predicted.
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Now that the magnitude of the losses are established, the sensible thermal response
to heating at each location is calculated as:
Th,k(qh) = Tk − Tl(ql) (9.8)
The thermal response to losses is assumed to be uniform, such that Tl,k = Tl for each
thermocouple location. As a result, the sensible thermal response to heating at each
location is fully described by the above equation.
The thermal response of the system due to a heat-flux boundary condition is
directly proportional to its magnitude. Therefore, the sensible thermal response to
heating in one trial, qh,1, is related to the sensible thermal response to heating in a





To evaluate the validity of this assumption, the quantity Th,k/q
′′
h is plotted for
all four experiments without active cooling in Figure 9.10. Four thermocouples were
selected from different regions. Similar results were obtained for the other thermo-
couples. The difference between trials is the largest near the heaters, but varies from
the mean by no more than 2%.
The analysis in this section resolves the exact value of the sensible thermal re-
sponse to heating at each thermocouple location in the system without simplifying
assumptions, such as by neglecting the thermal mass of the heater or thermal resis-
tance at the interface. It also accurately describes non-idealities such as thermocouple
response times. Foregoing such assumptions should improve the accuracy of the sub-
sequent analysis.
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Figure 9.10. Sensible thermal response to heating at select thermo-
couple locations. Response is normalized by power for each experi-
ment without active cooling (28.1, 50.4, 71.9, and 100.4 W). Normal-
ized response varies from mean by less than 2%.
9.5.3 Sensible Thermal Response to Active Cooling
Now that the thermal responses to heating and losses are established, the sensible
thermal response to active cooling, Tc,k, at each thermocouple location is calculated
as:
Tc,k(qc) = Tk − Th,k(qh)− Tl(ql) (9.10)
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where the thermal response to losses, Tl, is calculated using Equation 9.7 and the
sensible thermal response to heating, Th,k, is calculated as in Equation 9.9, using the
average response of the four heated runs as the reference.
For Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa), the sensible thermal response
to active cooling is exhibited in Figure 9.11. In this run, the calculated response
exhibits noise at approximately 5.2 s. The spurious behavior here may be due to
the high-frequency noise allowed near events (Section 9.3.2) or a misprediction of the
heater deactivation time by about 20 ms.
Using the sensible thermal response to active cooling, the convective heat transfer
during the transient flash-boiling event is estimated. Figure 9.11 shows that the







































Figure 9.11. Sensible thermal response to active cooling during
Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa).
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thermal response is fairly symmetric, impacting the outer regions sooner than the
inner; this trend was observed in the raw temperature data as well (Figure 9.1). The
response of the bottom thermocouples lag those at the top by 30-100 ms.
In order to evaluate the cooling applied to each region, transient heat conduction
along the length of the heat spreader must be quantified. The vertical temperature
profile of the thermal system (Figure 9.7) is represented by its average, thereby re-
ducing to a one-dimensional system. This approximation effectively assumes that
the transients along the height are dissipated rapidly compared to the timescale of
interest (∼100 ms). This assumption is aided by the high thermal diffusivity of the
carbon foam in the vertical direction and the thinness of the heat spreader.
By averaging the top and bottom thermocouples in each region, the continuous
temperature distribution along the length of the one-dimensional system is known at
five discrete locations. By assuming the system is symmetric, the averaged regions
AE, BD, and CC are formed, each with respective averaged thermocouple readings.
This system is represented schematically in Figure 9.12. Using this simplified thermal
system, one-dimensional heat conduction is solved using the Green’s function GX22.
The cooling is assumed to be spatially uniform within each of three averaged
regions. The boundaries between regions are defined at either end of the heater,
yielding similar alignment with the flow channel. The heat spreader is slightly longer
than the internal space of the flash chamber. The outer limits of Region AE and of
the heat spreader tip were chosen to conserve mass/area by calculating the equivalent
rectangular area. Effectively, the tip of the heat spreader is a fourth region without
cooling. These regions are shown schematically in Figure 9.12.
Using the derivation provided in Appendix A, the temperature within the transient
heat-conduction system is calculated by summing the effects of spatially uniform








Figure 9.12. Representation of the cooling applied in the semi-
numerical approach for cooling calculations and partitioning of regions
based on heater edges and conservation of mass.
where Tc|k¯ is the sensible thermal response to active cooling of the entire one-dimensional


























(−m2pi2α(ti − tj)/L2) ] (9.12)
where C ′th and q
′ are the thermal mass and cooling per unit length. The thermal
mass per unit length is calculated using the mass and specific heat of each component
(copper, braze, and graphitic foam) and assuming that the height of the foam is 5 mm.
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(a) Cooling per unit length

































(b) Effective heat transfer coefficient
Figure 9.13. Cooling provided during Run A-6 (41 W cm−2, 190 ms,
6 mL, 6.41 kPa) in each averaged region. (a) Cooling per unit length.
(b) Effective heat transfer coefficient.
The system violates the one-dimensional approximation in Region CC where the foam
height is 20 mm. To ensure thermal capacity of the system is conserved, the cooling
per unit length in Region CC is artificially increased by 23%.
Other than the thermal mass per unit length, the solution to Equation 9.12 re-
quires the thermal diffusivity of the material. The thermal diffusivity of copper,
1.11 cm2 s−1, is chosen because the heat spreader comprises 85% of the thermal ca-
pacity of the system. Using the thermal diffusivity of copper reasonably approximates
the behavior in the graphitic foam for two reasons. First, the effective thermal dif-
fusivity of the graphitic foam parallel to the heat spreader is 1.7 cm2 s−1, which is
comparable to that of copper, 1.11 cm2 s−1. Secondly, the effective thermal diffu-
sivity of graphitic foam normal to the heat spreader is 3.8 cm2 s−1, fixing the foam
temperature to the spatially varying temperature of the heat spreader more strongly.
Figure 9.13 displays the cooling per unit length as well as the effective heat transfer
coefficient for Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa). Both metrics describe
the cooling at the foam-fluid interface, qc. Recall that qc differs from the heat flux at
the interface, qint by the sensible heating of the foam. The cooling per unit length
143
within the foam is projected onto the area of the foam base to give the effective heat
flux. The depth of the foam is 1 cm; therefore, the cooling per unit length has the
same magnitude as effective heat flux. Using this definition for the effective heat flux,
the effective heat transfer coefficient is calculated using the filtered thermocouple
data from the top of each region as the surface temperature and using the saturation
temperature of the vacuum source as the fluid temperature. As a result, the spatially
varying fluid temperature is manifested in the effective heat transfer coefficient.
The cooling is initially much higher in Regions A and E, but drops relatively
quickly. Based on the sustained effective heat transfer coefficient, the falling rate
of heat transfer is mostly attributed to a reduced surface temperature. In contrast,
Regions B, C, & D exhibit delayed cooling, reaching a peak after 1.5 s; a trend that
is reflected by the effective heat transfer coefficient. The delay seems to be connected
to the sustained pressurization of the internal chamber, exhibited in Figure 9.4. A
pressure gradient between the internal and external chambers would increase the
saturation temperatures upstream, reducing the rate of cooling.
The pressure gradient is induced by the relatively high flow resistance of the porous
medium (Section 5.2); however, the porous medium seems to be critical for phase-
change upstream of the flow channel. Some preliminary experiments without the
graphitic foam exhibited no phase-change in the internal chamber, exacerbating the
gradient in cooling. To enhance cooling throughout the domain, the device should
be designed to induce maximal phase change with the smallest pressure gradient,
thereby lowering the saturation temperature upstream.
The lag before the cooling in Regions B, C, & D reach a peak is comparable to
the amount of time required for the liquid to be expelled from the flash chamber, as
evaluated by the high-speed videos (Figure 9.6). As the amount of liquid dosed into
the flash chamber is reduced, a lesser amount of time is required for the pressure to
equilibrate. A more rapidly falling internal chamber pressure should cause cooling to
reach a maximum more quickly.
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(a) Cooling per unit length
































(b) Effective heat transfer coefficient
Figure 9.14. Cooling provided during Run A-19 (0 W cm−2, 0 ms,
2 mL, 6.41 kPa) in each averaged region. (a) Cooling per unit length.
(b) Effective heat transfer coefficient.
Figure 9.14 shows the results for Run A-19 (0 W cm−2, 0 ms, 2 mL, 6.41 kPa),
which has a reduced quantity of methanol as compared to Run A-6 (41 W cm−2,
190 ms, 6 mL, 6.41 kPa). The peak cooling per unit length and effective heat transfer
coefficient are reached sooner. Afterwards, the rate of cooling decreases with time
predominately because the system temperature rapidly falls due to a lack of heating.





where the effective heat transfer coefficient, and conductivity and thickness of the
heat spreader are used. As an example, an effective heat transfer coefficient of
30 000 W m−2 K−1 yields an effective Biot number of 0.3.
9.5.4 Estimate of Pore-Wall Heat Transfer Coefficient
The obtained values for the effective heat transfer coefficient are used to estimate
the pore-wall heat transfer coefficient. From Section 5.2, the heat transfer due to
single-phase convection at the pore-wall for a finite-length foam is determined us-
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ing Equation 5.10. Solving this equation using a effective heat transfer coefficient
of 30 000 W m−2 K−1 for a 5 mm fin yields a pore-wall heat transfer coefficient of
763 W m−2 K−1. Given that the flow rate through the gap is generally near 0.1 m s−1
(Section 9.3.4), the pore-wall heat transfer coefficient for single-phase flow under the
same conditions is approximately 100 W m−2 K−1. The relative magnitude of the es-
timated pore-wall heat transfer coefficient indicates that phase-change is significantly
enhancing convective heat transfer.
Equation 5.10 may not be physically accurate because the derivation is for single-
phase convection. For the example, the pore-wall heat transfer coefficient may vary
along the height of the foam dependent on the local superheat of the pore wall.
Additionally, the relation for the equivalent fin thickness, Lfin, (Equation 5.5) is
derived for single-phase flow.
Despite the potential inaccuracies of Equation 5.10, the relation is used to estimate
the effectiveness of the fin, in order to determine an optimal height. The height of
the fin affects only the term inside the hyperbolic tangent; therefore, the critical fin






where the overall heat transfer provided by the fin is 76% and 96% of that for an
infinite fin when the fin height is Lh,crit and 2Lh,crit, respectively. Using the value
for the pore-wall heat transfer coefficient hsf =763 W m
−2 K−1, the critical fin height
is Lh,crit =7.5 mm. Given that the actual height of the porous medium is 5 mm, the
value for the critical fin height implies that the rate of cooling, qc, obtained is 60% of
what would be provided by an infinite fin, provided that the pore-wall heat transfer
coefficient remained constant. Increasing the gap height in the experiments would
affect the flow dynamics significantly; therefore, there is likely an optimal value that
balances the fluid dynamics and the extended surface effect.
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9.6 Analysis of Pressure Transducer Data
As the liquid evaporates, the pressure within the vacuum tank is increased. The
rate of pressurization of the vacuum tank is therefore indicative of the rate of vapor-
ization of the liquid. The tank is also pressurized by the volume of vapor initially
in the flash chamber; however, the void volume of the flash chamber and the con-
nected tubing is approximately 30 cm3, which is insufficient to pressurize the tank
significantly, which has a volume over two order of magnitude larger.











where mv and vv are the mass and specific volume of the vapor phase and Vvac is
the volume of the vacuum tank. The specific volume of methanol vapor, vv, is deter-
mined using the REFPROP database from the National Institute of Standards and
Technology. The vapor in the vacuum tank is assumed to be in thermal equilibrium
with the surroundings. Note that the vapor entering the tank will be at or near the




















Figure 9.15. Mass vaporized as calculated from the rise in vacuum
tank pressure during Run A-6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa).
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saturation temperature, meaning that the vapor in the vacuum tank may be denser
on average. As a result, the mass vaporized may be under-predicted.
The total mass vaporized over time is shown in Figure 9.15 for Run A-6 (41 W cm−2,
190 ms, 6 mL, 6.41 kPa). The rate of vaporization is the highest at the start and de-
creases with time. Over the course of the 5 s experiment, about 0.85 g (1.1 mL) of the
liquid is vaporized.
Using the rate of vaporization, the rate of latent cooling from the vaporization of





The available cooling, determined by the above quantity, is compared to the ac-
tual cooling applied to the thermal system (Section 9.5). The latent cooling from
vaporization is significantly larger than the cooling applied to the heat spreader.
The disparity is at least partially the result of the two-phase exit flow observed in
the high-speed video, resulting in significant vaporization downstream from the heat







































(b) Rate of Cooling
Figure 9.16. Cooling applied to the thermal system compared to the
available latent cooling from vaporization for Run A-6 (41 W cm−2,
190 ms, 6 mL, 6.41 kPa)
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spreader. Some of the excess cooling is applied to the superheat of the liquid. The
fraction of the total available latent heat applied to the initial superheat of the liquid
is evaluated by the enthalpic Jakob number (Equation 4.1), which for Run A-6 is
Jah = cp(Ti − Tsat)/hfg = 0.037. Here, the enthalpic Jakob number indicates 3.7% of
the total latent heat available is consumed by the initial superheat of the liquid. Given
that the liquid is likely in the saturated state well before the end of the experiment,
Jah ×mtot =210 J of the latent cooling is consumed by the superheat of the initial
liquid volume. The cooling of the superheat likely occurs during the initial ≈1 s of
the experiment, before the phase-change reaches the steady-state-boiling condition.
To quantify the fraction of the available latent cooling applied to thermal system,





where Qc is the total cooling applied to the heat spreader and Qvap is the total
cooling available from phase change. Figure 9.17 shows the cooling efficiency for
Run A-6 (41 W cm−2, 128 ms, 2 mL, 9.86 kPa) and Run A-2 (41 W cm−2, 190 ms, 6 mL,
6.41 kPa). In each case, the cooling efficiency is the lowest near the beginning of the
event. Although the highest rate of cooling is at the beginning of the experiment,
the excess vaporization dominates. The low efficiency at the beginning of the flash is
attributed to the two-phase exit flow at the beginning of the experiment, the initial
superheat of the liquid, and transient losses to the surroundings (analogous to those
from the heat spreader).
Run A-2 had the highest cooling efficiency from run series A. The superior ef-
ficiency results from the low methanol volume (2 mL) and high vacuum pressure
(9.86 kPa). The runs with the least methanol exhibited the least amount of liquid
entrained with the exit fluid. The high-vacuum pressure yields a flash that is nearer
thermodynamic equilibrium, where efficiency is typically the highest.
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Figure 9.17. Cooling efficiency defined in Equation 9.17 for Run A-
6 (41 W cm−2, 190 ms, 6 mL, 6.41 kPa) and Run A-2 (41 W cm−2,
128 ms, 2 mL, 9.86 kPa).
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9.7 Experimental Parameters
The experimental data was obtained via two experimental series (series A and se-
ries B). Both were designed using the Design Expert® (Stat-Ease, Inc.) software. Ex-
perimental series A examined four experimental parameters: heater power, methanol
volume, vacuum pressure, and cooling anticipation. The experimental design was
generated by varying the raw values of the experimental parameters within lower
and upper limits that define the boundaries of the design space. The original design
consisted of 22 runs. Based on the predictions of series A, two additional runs were
performed, P1 and P2. The selection criteria for these extra runs is discussed in
Section 9.8.1.
Data gathered from the series A indicated that the cooling mechanism performed
the best when the amount of methanol was minimized (2 mL). In response, series B
examined behavior in a lower volume range (0.2-3 mL). In addition, the volume of
the vacuum tank was varied as well by either closing or opening the isolation valve
between the 11.4 L and 114 L vacuum tanks. As a method of constraining the design
















where q∗ is the estimated ratio of the cooling and heating fluxes, and determines
the saturation temperature (vacuum pressure). The cooling flux is approximated
using 25 000 W m−2 K−1 as the effective heat transfer coefficient. The area of the
foam base is four times that of the heaters (Abase/Ah = 4). The Fourier number for
anticipation, introduced previously in Chapter 3, is varied between 0 and 2. Heater
power, methanol volume, and vacuum-tank volume were scaled based on their raw
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where th is the time the heater is active, 5 s. The quantity Q
∗
vap is the ratio of latent
cooling available to the total energy imparted by the heater.
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Table 9.1. Experimental design for series A. All tests in this series
utilized the 11.4 L vacuum tank.
Run qh Vliq Pvac tant
- (W) (ml) (kPa) (ms)
A-1 100 2 2.90 0
A-2 50 2 9.86 128
A-3 72 10 9.86 440
A-4 100 6 9.86 -60
A-5 0 10 9.86 0
A-6 50 6 6.41 190
A-7 100 10 6.41 128
A-8 0 10 4.83 440
A-9 0 6 2.90 128
A-10 50 6 6.41 -60
A-11 50 6 6.41 190
A-12 50 6 6.41 190
A-13 100 10 6.41 128
A-14 27.5 2 2.90 440
A-15 50 10 2.90 -60
A-16 88 6.8 2.90 115
A-17 71 2 4.48 250
A-18 100 2 7.93 440
A-19 0 2 6.41 -60
A-20 100 7.8 2.90 440
A-21 50 6 6.41 190
A-22 0 4.2 9.86 440
A-P1 82 2 2.90 179
A-P2 46 5.4 7.20 200
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Table 9.2. Experimental design for series B.




- (W) (ml) (kPa) (ms) (L) - - -
B-1 25.8 0.35 10.9 120 125 2.6 2 0.8
B-2 75.3 1.60 6.6 140 11.4 4.0 1.38 1
B-3 33.4 0.20 13.0 200 11.4 1.1 0.94 1.4
B-4 126 0.20 5.9 180 11.4 0.30 0.91 1.2
B-5 25.8 1.25 13.3 290 125 9.2 1.13 2
B-6 46.2 3.00 12.6 120 125 12.3 0.75 0.8
B-7 110 3.00 6.8 0 11.4 5.1 0.91 0
B-8 42.0 0.20 8.4 290 11.4 0.90 1.88 2
B-9 126 3.00 1.4 40 125 4.5 2 0.3
B-10 126 1.40 7.2 0 125 2.1 0.75 0
B-11 75.3 1.60 6.6 140 11.4 4.0 1.38 1
B-12 80.3 0.20 5.8 0 125 0.47 1.47 0
B-13 79.2 0.20 10.1 250 125 0.48 0.75 1.7
B-14 25.8 3.00 12.9 210 11.4 22.0 1.28 1.4
B-15 126 2.90 1.4 280 11.4 4.3 2 1.9
B-16 126 0.54 1.4 290 125 0.8 2 2
B-17 75.3 1.60 6.6 140 125 4.0 1.38 1
B-18 53.0 3.00 6.5 290 125 10.7 2 2
B-19 25.8 0.20 14.4 0 11.4 1.5 0.75 0
B-20 31.4 2.15 9.9 0 11.4 12.9 2 0
B-21 75.3 1.60 6.6 140 11.4 4.0 1.38 1
B-22 127 0.20 1.4 0 11.4 0.30 2 0
B-23 25.8 2.90 12.4 0 125 21.2 1.43 0
B-24 75.3 1.60 6.6 140 125 4.0 1.38 1
B-25 76.4 1.90 10.3 290 11.4 4.7 0.75 2
B-26 76.4 1.90 10.3 290 11.4 4.7 0.75 2
B-27 127 3.00 5.0 290 125 4.5 1.06 2
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9.8 Discussion of Results
The discussion of the results is broken into two segments. The first deals with the
temperature metrics using the average temperature recorded by the bottom thermo-
couples of region B and D. This average represents the temperature of the surrogate
device, and is referred to as the ’device temperature.’ The second segment discusses
the heat-transfer metrics, using the rate of cooling predicted from the sensible ther-
mal response to active cooling (Section 9.5.3). Both sets of metrics are analyzed over
time windows in order to capture the transient data.
Results were obtained for the two experimental series, each probing a different
design space. For each set of thermal metrics, results are discussed by first addressing
those from series A.
9.8.1 Experimental Results: Temperature Metrics
The temperature metrics used to evaluate the experimental data are the tempera-
ture minima and maxima, and the objective function (Equation 2.6) from Chapter 2.
The objective function evaluates the stability of the device temperature using a Gaus-
sian function integrated over time. In practice, high-heat flux devices are sensitive
to the maximum temperature and/or the temperature stability; therefore, the results
are analyzed by examining primarily the maxima and the values for the objective
function.
When evaluating the objective function over the first window (0−.5 sec), the high-
est values were found when the anticipation time was between 128-190 ms. For later
times, the effect of anticipation wanes, as expected. In the final window (2− 5 sec),
the most favorable values for the extrema and the objective function were found at
moderate heater power. The highest temperatures occurred when both the methanol
volume and the initial vacuum pressure were high. This combination of factors re-
sulted in the rapid re-pressurization of the vacuum tank, thereby raising the saturation
temperature and reducing cooling. For the same reason, the lowest methanol volume
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(2 mL) provided the best cooling response. Since the greatest cooling was obtained
at the lower limit of the design space, the results do not capture the expected adverse
consequences of having too little methanol in the chamber.
The Design Expert® software package is used to generate statistical surrogate
models for each temperature metric. The surrogate models were generated by fitting
the experimentally determined values to a multivariate quadratic model using the
experimental parameters as inputs. Analysis of variance was then used to eliminate
the model terms that did not have statistical significance in predicting the values of
the result. While the statistical models for the extrema performed well without a
transform, the cost function for each window was transformed using a logit function,
because these responses were bounded between 0 and 1. As an example, the following
surrogate model for series A was formulated for the value of the objective function
evaluated over the entire heat pulse:
ln
[
F (t = 5 sec)
1− F (t = 5 sec)
]
= −8.37 + 0.214qh − 2.23tant (9.21)
+80.4Pvac+0.631Vliq−0.283qhPvac−.00521qhVliq
−2.51PvacVliq − .00150q2h − 179P 2vac
where qh (W), tant (ms), Pvac(kPa), and Vliq(mL) represent the heater power,
anticipation time, vacuum pressure, and methanol volume.
The surrogate models for each response predict the corresponding value for a given
set of parameters within the limits of the design space with higher fidelity near the
center. These models establish trends in the multivariate data set that would oth-
erwise be difficult to detect, while giving feedback on their expected accuracy via
confidence intervals. Surrogate models can be used in lieu of physics-based models
when such calculations are not available or too demanding. In order to further eval-
uate the performance of the flash-boiling system, the surrogate models are used to
predict the optimal conditions for a few exemplary cases highlighted below. Experi-
ments (A-P1 and A-P2) were then performed at the predicted conditions to evaluate
the accuracy of the model.
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Table 9.3. Experimental design with responses for series A. The
temperature minima and maxima in ◦C, labeled as ‘min’ and ‘max,’
are those within each window including endpoints. The objective
function, F , is evaluated from the onset of heating until the end of
the corresponding window. All tests in this series utilized the 11.4 L
vacuum tank.
Run qh Vliq Pvac tant Window 1: 0-0.5 sec Window 2: 0.5-1 sec Window 3: 1-2 sec Window 4: 2-5 sec
(W) (ml) (kPa) (ms) min max F min max F min max F min max F
A-1 100 2 2.90 0 24.7 28.9 0.869 27.9 28.9 0.829 27.3 27.9 0.859 27.6 34.8 0.657
A-2 50 2 9.86 128 24.9 26.2 0.992 25.9 26.2 0.989 25.5 25.9 0.992 25.5 27.0 0.983
A-3 72 10 9.86 440 24.6 28.6 0.944 28.6 30.0 0.834 30.0 30.9 0.718 30.9 33.8 0.525
A-4 100 6 9.86 -60 25.2 31.5 0.777 31.5 33.0 0.569 33.0 33.8 0.423 33.8 38.8 0.235
A-5 0 10 9.86 0 22.8 23.9 0.936 22.1 22.8 0.906 21.3 22.1 0.847 21.2 21.3 0.788
A-6 50 6 6.41 190 24.8 26.0 0.995 25.3 26.0 0.995 24.2 25.3 0.993 24.2 26.5 0.992
A-7 100 10 6.41 128 25.0 30.5 0.843 30.5 32.3 0.650 32.3 33.1 0.493 33.1 38.7 0.277
A-8 0 10 4.83 440 21.5 23.6 0.845 20.3 21.5 0.771 18.7 20.3 0.637 18.5 19.0 0.514
A-9 0 6 2.90 128 22.3 25.1 0.955 19.2 22.3 0.819 16.0 19.2 0.564 15.4 16.0 0.329
A-10 50 6 6.41 -60 25.3 27.5 0.960 26.5 27.5 0.951 24.5 26.5 0.973 24.5 26.1 0.986
A-11 50 6 6.41 190 24.9 26.2 0.992 25.5 26.2 0.992 24.7 25.5 0.995 24.8 26.7 0.991
A-12 50 6 6.41 190 24.9 26.3 0.991 25.7 26.3 0.989 25.2 25.7 0.994 25.3 27.4 0.978
A-13 100 10 6.41 128 24.9 30.7 0.757 30.7 32.0 0.604 32.0 32.9 0.477 32.9 37.9 0.281
A-14 27.5 2 2.90 440 18.8 21.5 0.639 16.8 18.8 0.515 15.4 16.8 0.367 15.2 16.1 0.260
A-15 50 10 2.90 -60 25.2 27.3 0.949 26.2 26.9 0.959 25.0 26.2 0.977 24.9 26.6 0.986
A-16 88 6.8 2.90 115 24.8 29.1 0.860 28.8 29.1 0.790 28.6 28.9 0.771 28.9 33.5 0.601
A-17 71 2 4.48 250 23.1 25.0 0.984 24.2 24.9 0.991 24.1 24.5 0.992 24.5 28.6 0.954
A-18 100 2 7.93 440 22.3 28.4 0.914 28.4 29.6 0.830 29.6 31.8 0.690 31.8 38.6 0.375
A-19 0 2 6.41 -60 22.3 25.2 0.969 18.9 22.3 0.811 16.1 18.9 0.554 15.2 16.1 0.316
A-20 100 7.8 2.90 440 23.3 29.6 0.874 29.6 30.3 0.761 30.3 32.0 0.646 32.0 37.8 0.376
A-21 50 6 6.41 190 24.4 26.0 0.986 25.1 26.0 0.988 24.5 25.1 0.994 24.5 26.2 0.992
A-22 0 4.2 9.86 440 21.5 23.4 0.869 20.4 21.5 0.790 19.6 20.4 0.690 19.2 19.6 0.593
A-P1 82 2 2.90 179 25.0 26.8 0.978 25.4 26.8 0.983 25.2 25.7 0.991 25.7 31.1 0.888
A-P2 46 5.4 7.20 200 25.2 26.2 0.995 25.3 26.1 0.997 24.7 25.3 0.994 24.7 26.4 0.995
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For the first case (A-P1), the surrogate models for the maximum temperature in
each window were used to determine the maximum power that can be handled by
the system while keeping the temperature below 30 ◦C throughout the entire 5 s heat
pulse. The following optimal run parameters were obtained: qh =82 W (68 W cm
−2),
V =2 mL, Pvac =2.9 kPa. The solution was insensitive to the cooling anticipation,
primarily because the peak temperature is not predicted to occur until the last time
window. At this design point, the surrogate model for the maximum temperature in
the final window predicted a value of 30 ◦C with a 95% confidence interval of ±0.9 ◦C.
The experimental run at this design point reached a maximum temperature of 31.1 ◦C,
which is slightly outside the above confidence interval.
In the second case (A-P2), the surrogate model for the objective function over
the entire heat pulse (Eq. 9.22) was maximized along with the same function for the
first window. The following second set of optimal run parameters were obtained:
q˙h =46 W, tant =200 ms, Pvac =7.2 kPa, V =5.4 mL. At these conditions, the ob-
jective function in Eq. 9.22 is predicted to be 0.984 with a 95% confidence interval
ranging from 0.966 to 0.989. Additionally, the predicted temperature minimum and
maximum during the entire heat pulse duration are 24.4 ◦C and 26.2 ◦C, respectively.
The experiment performed at this design point obtained the highest value for the
objective function, 0.995, and maintained the temperature within the range of 24.7-
26.4 ◦C.
The temperature metrics for series B are provided in Table 9.4. The trends are
similar to those in series A. The metrics depend more strongly on the vacuum volume
as time progresses, with no statistically significant variation found in the first window.
The surrogate models no longer predict an optimal cooling anticipation at moderate
values (128-190 ms) (as in series A), perhaps because the range was reduced. The
models do, however, predict an optimal methanol volume under most conditions,
typically around 2 mL.
For series B, the metrics were evaluated using either the saturation temperature,
Tsat, or the non-dimensional ratio of estimated-cooling to heating, q
∗, from Equa-
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tion 9.18. The quality of the surrogate models for temperature metrics was better
when using q∗ as the input variable, likely because the temperature metrics are best
predicted by the balance of heating and cooling, rather than the absolute magnitude.
To compare results directly with series A, the objective of keeping the temperature
below 30 ◦C is considered again. The surrogate models specify the minimum vacuum
pressure (2.2 kPa) and the larger vacuum volume (125 L). The methanol volume is
optimally at 2.4 mL, but the cooling anticipation does not strongly affect the problem.
For these conditions, the cooling mechanism can handle up to 86 W cm−2 (104 W).











































Figure 9.18. Transient temperature response for Run B-16
(104 W cm−2, 290 ms, 0.54 mL, 1.4 kPa, 11.4 L). Although the tem-
perature is well-controlled for the first 1.5 s, little cooling is applied
beyond 2 s.
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For comparison, using the 11.4 L vacuum tank at the same conditions results in a
maximum temperature of 36 ◦C.
The cooling mechanism was able to stabilize the temperature at the maximum
power for up to approximately 2 s, after which, the temperature of the heat spreader
increases significantly. For example, the transient temperature response for Run B-
16 (104 W cm−2, 290 ms, 0.54 mL, 1.4 kPa, 11.4 L) is shown in Figure 9.18. The
temperature is maintained below 30 ◦C until just before 2 s. The objective function
is 0.813 at 2 s. The heat flux data (Figure 9.19) reveals that the rate of cooling drops
off significantly after 2 s, likely due to dry-out.
The statistical surrogate model for the objective function at 2 s is used to predict
the optimal run parameters to maximize the value of this function for a 104 W cm−2
(125 W) load. The optimal parameters are 77 ms anticipation, 5.0 kPa, 2.0 mL of
methanol, and a 11.4 L vacuum volume. Under these conditions, the objective func-
tion at 2 s is predicted to be 0.832.




























(a) Cooling per unit length






























(b) Effective heat transfer coefficient
Figure 9.19. Cooling provided during Run B-16 (104 W cm−2, 290 ms,
0.54 mL, 1.4 kPa).
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Table 9.4. Experimental design with responses for series B. The
temperature minima and maxima in ◦C, labeled as ‘min’ and ‘max,’
are those within each window including endpoints. The objective
function, F , is evaluated from the onset of heating until the end of
the corresponding window.
Run qh Vliq Pvac tant Vvac Window 1: 0-0.5 sec Window 2: 0.5-1 sec Window 3: 1-2 sec Window 4: 2-5 sec
(W) (ml) (kPa) (ms) (L) min max F min max F min max F min max F
B-1 25.8 0.35 10.9 120 125 24.4 25.0 0.997 23.1 24.4 0.978 22.1 23.1 0.928 22.0 22.8 0.880
B-2 75.3 1.6 6.6 140 11.4 25.1 27.2 0.959 26.4 27.0 0.958 26.3 26.5 0.968 26.5 30.7 0.864
B-3 33.4 0.2 13.0 200 11.4 24.7 26.4 0.988 26.4 27.4 0.959 27.4 29.0 0.885 29.0 34.2 0.610
B-4 126 0.2 5.9 180 11.4 24.6 31.7 0.770 31.7 35.9 0.515 35.9 44.4 0.272 44.4 69.6 0.109
B-5 25.8 1.25 13.3 290 125 24.7 25.4 0.999 25.1 25.4 0.999 25.0 25.1 0.999 24.9 25.0 0.999
B-6 46.2 3 12.6 120 125 25.1 27.6 0.954 27.5 27.6 0.925 27.2 27.5 0.918 27.2 27.4 0.917
B-7 110 3 6.8 0 11.4 24.7 31.2 0.718 31.2 31.8 0.557 31.8 33.1 0.446 33.1 40.0 0.235
B-8 42.0 0.2 8.4 290 11.4 23.8 24.3 0.975 24.3 24.7 0.984 24.7 26.6 0.987 26.6 32.9 0.786
B-9 126 3 1.4 40 125 25.5 32.1 0.676 30.9 32.1 0.588 29.7 30.9 0.628 29.8 35.7 0.517
B-10 126 1.4 7.2 0 125 25.2 32.7 0.636 32.7 33.0 0.481 33.0 34.5 0.373 34.5 44.0 0.178
B-11 75.3 1.6 6.6 140 11.4 25.1 27.2 0.958 26.2 27.1 0.958 26.2 26.4 0.968 26.4 30.5 0.870
B-12 80.3 0.2 5.8 0 125 25.5 30.5 0.829 30.5 32.8 0.660 32.8 37.5 0.423 37.5 51.4 0.175
B-13 79.2 0.2 10.1 250 125 24.6 29.0 0.938 29.0 31.7 0.792 31.7 36.9 0.521 36.9 51.2 0.216
B-14 25.8 3 12.9 210 11.4 25.4 26.0 0.999 25.9 26.0 0.999 25.6 25.9 0.999 25.6 26.2 0.999
B-15 126 2.9 1.4 280 11.4 24.4 29.8 0.865 29.8 30.5 0.757 30.5 32.8 0.621 32.8 44.2 0.297
B-16 126 0.54 1.4 290 125 23.1 26.9 0.963 26.9 27.9 0.948 27.9 32.8 0.813 32.8 52.2 0.355
B-17 75.3 1.6 6.6 140 125 25.4 26.7 0.990 25.4 26.6 0.992 24.8 25.4 0.991 24.8 27.7 0.987
B-18 53.0 3 6.5 290 125 24.3 24.7 0.988 22.4 24.3 0.957 20.4 22.4 0.844 20.0 20.4 0.701
B-19 25.8 0.2 14.4 0 11.4 25.2 26.3 0.989 26.3 26.7 0.979 26.7 27.6 0.957 27.6 31.1 0.819
B-20 31.4 2.15 9.9 0 11.4 25.5 26.3 0.993 24.7 25.9 0.995 23.6 24.7 0.978 23.6 24.3 0.960
B-21 75.3 1.6 6.6 140 11.4 25.3 27.0 0.979 26.3 27.0 0.976 26.1 26.4 0.984 26.4 30.5 0.896
B-22 127 0.2 1.4 0 11.4 25.3 31.9 0.722 31.9 34.6 0.521 34.6 42.1 0.291 42.1 64.9 0.117
B-23 25.8 2.9 12.4 0 125 25.5 26.3 0.992 25.5 26.2 0.994 24.3 25.5 0.992 23.9 24.3 0.973
B-24 75.3 1.6 6.6 140 125 25.3 26.7 0.989 25.4 26.6 0.991 24.7 25.4 0.991 24.6 27.5 0.986
B-25 76.4 1.9 10.3 290 11.4 24.5 28.1 0.963 28.1 28.9 0.895 28.9 29.9 0.812 29.9 33.5 0.600
B-26 76.4 1.9 10.3 290 11.4 24.7 28.3 0.958 28.3 29.0 0.893 29.0 30.0 0.819 30.0 33.5 0.615
B-27 127 3 5.0 290 125 24.6 29.9 0.877 29.9 30.3 0.763 30.3 31.8 0.667 31.8 40.2 0.368
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9.8.2 Experimental Results: Heat-Flux Metrics
To analyze the heat transfer due to the flash-boiling cooling mechanism, several
heat-flux metrics are considered. The time window for each metric is normalized by
the time that the pneumatic valve opens, 60 ms after being triggered.
The first heat-flux metric is the ratio of cooling to heating, qc/qh, which is an
indicator of the transient energy balance. This quantity is averaged over the time
window. For the purpose of tabulating the data, qh is treated as a constant, effectively
ignoring the effect of anticipation. If the value is greater (less) than one, the heat-
spreader temperature is predicted to fall (rise) during the time window on average;
therefore, values near one are desired for temperature stability. Typically this value
is highest in the second window (0.5-1 s) and lowest in the last (2-5 s). Experiments
in series A (Table 9.5) without heating instead show the rate of cooling in Watts.
The second heat-flux metric is the temporally and spatially averaged Biot number,
Bi, for the respective time window. The value is typically suppressed during the first
two time windows (0-1 s) due to the lag previously observed in regions B, C, and D.
Generally, the averaged Biot number reaches a maximum in the third window (1-2 s),
corresponding to when the pressure of the internal chamber equilibrates.
The third heat-flux metric is the cooling efficiency at the end of the window.
Based on the definition of the cooling efficiency, Equation 9.17, the quantity is time-
averaged from the start of the flash. In all cases, the cooling efficiency is monotonically
increasing over the 5 s experiment. Experiments using the largest vacuum volume had
a pressure gradient between the two tanks at the beginning of the experiment. When
the pressure was low, the pressure gradient affected the data over an extended period,
thereby interfering with the measurement of the cooling efficiency for a total of four
runs. Data affected by the pressure gradient are removed from Table 9.6.
Surrogate models were generated for each of the above heat-flux metrics. Whereas
the temperature metrics are better predicted by the saturation temperature, the heat
flux metrics are more accurately predicted using the estimated cooling-to-heating
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ratio (Equation 9.20). The saturation temperature is directly proportional to the
superheat, so the above matches physical expectations. No statistically significant
dependence on the heater power or the cooling anticipation was found in the first
window 0-0.5 s, indicating that the cooling mechanism has not yet strongly responded
to the effects of the heat source. In the same window, only the cooling efficiency
exhibited a dependence on the vacuum volume. However, surrogate models produced
during the first window were relatively poor, likely because each of the responses is
undergoing rapid change during the first 0.5 s of the experiment (as in Figure 9.14).
Beyond the first window, the time-averaged cooling was dependent on all param-
eters other than the anticipation. The highest rates of cooling were predicted with
the largest vacuum volume, highest heater power, and lowest saturation temperature;
each effect is expected to enhance the temperature gradient at the foam-fluid interface.
The efficacy of reducing the saturation temperature is lessened once the saturation
temperature is below approximately 0 ◦C. The optimal value for the methanol volume
is about 2 mL but exhibits a cross-correlation with heater power, particularly in the
last time window.
The Biot number is only significantly dependent on the heater power, the methanol
volume and the vacuum volume, notably omitting the effect of the saturation tem-
perature. In contrast to the rate of cooling, the Biot number is optimized at the
lowest heater power and smallest vacuum volume. Similar to the cooling rate, the
Biot number is maximized at an optimal methanol volume; although, the optimum
value is nearer 2.2 mL and is not as dependent on heater power.
The cooling efficiency is found to be dependent on the saturation temperature,
methanol volume, and vacuum volume. The effects of the heater, i.e. power and
cooling anticipation, are not statistically significant. The cooling efficiency is best
predicted after applying a logarithmic transform (models for ln (ηc) rather than ηc).
The metric is maximized when the methanol volume and vacuum volume are mini-
mized and the saturation temperature is maximized. Each of these conditions results
in a phase-change event that is closer to thermodynamic equilibrium.
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Table 9.5. Experimental design for series A. For experiments without
heating, the underlined data is the rate of cooling in Watts.
Run qh Vliq Pvac tant Window 1: 0-0.5 sec Window 2: 0.5-1 sec Window 3: 1-2 sec Window 4: 2-5 sec
(W) (ml) (kPa) (ms) qc/qh Bi ηc qc/qh Bi ηc qc/qh Bi ηc qc/qh Bi ηc
A-1 100 2 2.90 0 0.81 0.08 0.12 1.19 0.14 0.21 0.95 0.14 0.29 0.63 0.09 0.38
A-2 50 2 9.86 128 0.81 0.11 0.14 1.21 0.21 0.24 1.01 0.21 0.35 0.79 0.18 0.46
A-3 72 10 9.86 440 0.27 0.05 0.05 0.46 0.11 0.08 0.69 0.18 0.14 0.71 0.18 0.26
A-4 100 6 9.86 -60 0.40 0.09 0.13 0.72 0.17 0.20 0.79 0.20 0.29 0.68 0.16 0.42
A-5 0 10 9.86 0 21.0 0.06 0.07 21.0 0.08 0.09 14.1 0.10 0.07 2.8 0.08 0.06
A-6 50 6 6.41 190 0.82 0.07 0.07 1.27 0.15 0.12 1.21 0.21 0.15 0.77 0.19 0.22
A-7 100 10 6.41 128 0.43 0.07 0.06 0.62 0.13 0.08 0.77 0.20 0.13 0.67 0.17 0.22
A-8 0 10 4.83 440 41.1 0.06 0.05 36.4 0.09 0.06 23.6 0.13 0.06 4.0 0.08 0.06
A-9 0 6 2.90 128 43.9 0.05 0.03 60.8 0.14 0.06 44.0 0.21 0.09 7.1 0.10 0.09
A-10 50 6 6.41 -60 0.89 0.07 0.07 1.43 0.16 0.11 1.26 0.22 0.16 0.78 0.19 0.23
A-11 50 6 6.41 190 0.74 0.06 0.05 1.29 0.16 0.09 1.14 0.22 0.13 0.77 0.19 0.20
A-12 50 6 6.41 190 0.73 0.07 0.04 1.22 0.17 0.08 1.09 0.22 0.12 0.75 0.19 0.18
A-13 100 10 6.41 128 0.39 0.07 0.06 0.68 0.14 0.11 0.77 0.18 0.14 0.69 0.17 0.25
A-14 27.5 2 2.90 440 2.54 0.08 0.09 3.22 0.15 0.15 2.27 0.17 0.21 1.06 0.14 0.26
A-15 50 10 2.90 -60 1.11 0.06 0.05 1.18 0.11 0.06 1.13 0.17 0.08 0.78 0.18 0.13
A-16 88 6.8 2.90 115 0.56 0.06 0.04 0.92 0.14 0.07 0.90 0.19 0.11 0.69 0.16 0.19
A-17 71 2 4.48 250 0.90 0.09 0.08 1.26 0.17 0.15 0.99 0.17 0.22 0.70 0.13 0.31
A-18 100 2 7.93 440 0.50 0.12 0.09 0.60 0.19 0.16 0.68 0.19 0.25 0.62 0.13 0.39
A-19 0 2 6.41 -60 56.6 0.10 0.10 67.4 0.19 0.16 37.3 0.21 0.21 8.6 0.13 0.23
A-20 100 7.8 2.90 440 0.40 0.06 0.03 0.52 0.13 0.04 0.76 0.20 0.09 0.66 0.17 0.17
A-21 50 6 6.41 190 0.74 0.07 0.05 1.23 0.16 0.09 1.11 0.19 0.14 0.79 0.18 0.22
A-22 0 4.2 9.86 440 29.2 0.08 0.10 37.2 0.16 0.15 20.4 0.16 0.18 4.5 0.07 0.19
A-P1 82 2 2.90 179 0.84 0.08 0.04 1.35 0.17 0.07 1.03 0.15 0.11 0.68 0.10 0.16
A-P2 46 5.4 7.20 200 0.79 0.07 0.03 1.39 0.18 0.05 1.15 0.21 0.07 0.78 0.18 0.11
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Table 9.6. Experimental design for series B with heat-transfer met-
rics. Values missing from table are compromised by non-equilibrium
pressure between vacuum tanks.
Run qh Vliq Pvac tant Vvac Window 1: 0-0.5 sec Window 2: 0.5-1 sec Window 3: 1-2 sec Window 4: 2-5 sec
(W) (ml) (kPa) (ms) (L) qc/qh Bi ηc qc/qh Bi ηc qc/qh Bi ηc qc/qh Bi ηc
B-1 25.8 0.35 10.89 120 125 1.61 0.13 0.08 2.07 0.21 0.15 1.52 0.19 0.22 0.90 0.13 0.28
B-2 75.3 1.6 6.62 140 11.4 0.76 0.10 0.07 1.23 0.19 0.13 0.97 0.18 0.18 0.70 0.13 0.23
B-3 33.4 0.2 13.03 200 11.4 0.46 0.08 0.07 0.53 0.09 0.12 0.35 0.05 0.16 0.26 0.02 0.19
B-4 126 0.2 5.93 180 11.4 0.46 0.08 0.09 0.46 0.08 0.14 0.22 0.03 0.17 0.11 0.01 0.21
B-5 25.8 1.25 13.31 290 125 0.74 0.10 0.08 1.15 0.18 0.14 1.05 0.18 0.19 0.91 0.17 0.26
B-6 46.2 3 12.62 120 125 0.40 0.08 0.04 0.91 0.17 0.09 0.95 0.19 0.16 0.86 0.17 0.23
B-7 110 3 6.83 0 11.4 0.48 0.09 0.05 0.87 0.18 0.09 0.79 0.17 0.14 0.65 0.12 0.21
B-8 42.0 0.2 8.41 290 11.4 1.14 0.10 0.09 1.20 0.13 0.13 0.60 0.06 0.16 0.32 0.02 0.20
B-9 126 3 1.38 40 125 0.59 0.06 - 1.12 0.11 - 1.01 0.09 0.07 0.73 0.06 0.15
B-10 126 1.4 7.24 0 125 0.52 0.10 0.04 0.91 0.17 0.10 0.79 0.14 0.17 0.60 0.08 0.23
B-11 75.3 1.6 6.62 140 11.4 0.79 0.10 0.07 1.24 0.19 0.12 0.97 0.18 0.17 0.71 0.13 0.22
B-12 80.3 0.2 5.79 0 125 0.44 0.04 0.05 0.45 0.04 0.11 0.30 0.02 0.15 0.19 0.01 0.24
B-13 79.2 0.2 10.07 250 125 0.51 0.10 0.09 0.47 0.08 0.18 0.25 0.03 0.22 0.17 0.01 0.26
B-14 25.8 3 12.89 210 11.4 0.80 0.10 0.06 1.24 0.18 0.10 1.05 0.18 0.16 0.82 0.16 0.21
B-15 126 2.9 1.38 280 11.4 0.49 0.06 0.02 0.89 0.16 0.05 0.77 0.15 0.09 0.56 0.09 0.14
B-16 126 0.54 1.38 290 125 0.76 0.06 - 1.03 0.09 - 0.67 0.05 0.15 0.33 0.02 0.24
B-17 75.3 1.6 6.62 140 125 0.92 0.10 0.04 1.39 0.18 0.09 1.11 0.15 0.15 0.79 0.10 0.21
B-18 53.0 3 6.48 290 125 0.94 0.08 - 1.73 0.17 0.05 1.51 0.18 0.10 0.98 0.14 0.16
B-19 25.8 0.2 14.41 0 11.4 0.70 0.13 0.11 0.77 0.14 0.17 0.54 0.09 0.22 0.36 0.04 0.24
B-20 31.4 2.15 9.86 0 11.4 1.24 0.11 0.05 1.79 0.20 0.10 1.33 0.20 0.14 0.87 0.17 0.19
B-21 75.3 1.6 6.62 140 11.4 0.83 0.10 0.08 1.26 0.20 0.13 0.99 0.18 0.18 0.71 0.13 0.23
B-22 127 0.2 1.38 0 11.4 0.62 0.05 0.11 0.61 0.05 0.16 0.31 0.02 0.20 0.19 0.01 0.24
B-23 25.8 2.9 12.41 0 125 1.02 0.10 0.04 1.62 0.18 0.09 1.36 0.19 0.15 0.99 0.17 0.21
B-24 75.3 1.6 6.62 140 125 0.91 0.10 0.04 1.38 0.17 0.10 1.13 0.16 0.16 0.78 0.10 0.22
B-25 76.4 1.9 10.27 290 11.4 0.50 0.12 0.06 0.77 0.21 0.11 0.76 0.20 0.16 0.70 0.16 0.23
B-26 76.4 1.9 10.27 290 11.4 0.47 0.11 0.06 0.79 0.20 0.12 0.78 0.20 0.18 0.70 0.16 0.24
B-27 127 3 4.96 290 125 0.45 0.07 - 0.90 0.15 0.04 0.86 0.13 0.10 0.65 0.08 0.16
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9.9 Discussion
Chapter 3 motivated the use of an anticipation of magnitude Fo ∼ 0.1. Us-
ing the properties of the copper heat spreader, the optimal anticipation would be
∼14 ms; however, in the experiments the cooling anticipation is optimized at much
larger values (≈200 ms). The cause is the relatively large delay before peak cooling
(Fodelay  0.1) and the low Biot number (Bi 1), as discussed in Section 3.2.5. Un-
der these conditions, optimal performance is obtained by waiting until peak cooling
is reached (Figure 3.17). Due to the relatively large delay, the flash-boiling cooling
mechanism, in the current implementation, is not rapid enough to achieve optimal
temperature stability.
The experimental data indicate that peak cooling is not reached until the internal
chamber pressure reaches its minimum value; therefore, to optimize the performance
of the flash boiling mechanism, the system should be designed to provide this pressure
drop sooner (within 10-100 ms). A more rapid drop in pressure might be accomplished
by independently depressurizing the internal chamber by an alternate path (such as
the top fill port of the internal chamber), by reorienting the flow geometry, or by
altering the porous structure. Slotted carbon foams have been used in prior work with
varying degrees of success [51, 53]. The advantage of structuring the carbon foam is
partially due to the surface-tension dominated boiling characteristics (Section 5.3).
The suitability of coupling the flash-boiling mechanism with desorption is best ad-
dressed by the active-desorption length (Section 6.6.3). The active-desorption length
is determined by the temperature at the base of the foam and the pressure of the
system. Section 6.6.2 establishes that to induce desorption for a foam with a base
temperature of 25 ◦C, the vacuum pressure must be below 4.59 kPa (saturation tem-
perature below 2 ◦C). Relatively few runs from series B are at vacuum pressure below
this value (Runs B-9, B-15, B-16, and B-22), all of which have fairly high heater
power. The high rates of heating/cooling in these experiments reinforce the points
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made in Section 6.6.3, describing the need to substantially increase the surface area
of the porous medium.
Peak cooling is generally reached before the flash reaches the quasi-steady-state
regime, indicating that the heat transfer during the transient portion of the event is
enhanced. Although the peak can be partially ascribed to the rising vacuum tank
pressure in some trials, the effective heat transfer coefficient also reaches a maximum.
Additionally, the cooling reaches a peak when the vacuum volume is large. The
presence of these peaks indicate that flash boiling may be superior to pool/flow boiling
not only in its response time but also the rate of heat transfer. However, the first-law
efficiency (Section 9.6) of the process appears to be relatively low during the flash.
Limiting the amount of liquid expelled with the exit flow is paramount for improving
this metric.
To establish the viability of the flash-boiling cooling mechanism, the transient
heat transfer coefficient during flash boiling is compared to conventional, steady-state
cooling mechanisms [79]. Throughout the trials, the rate of cooling is found to vary
both temporally and spatially between 5-55 W cm−2. When evaluating the effective
heat transfer coefficient using the transient saturation temperature of the vacuum
tank (Section 9.5.3), convective cooling is applied at a rate of 0.5-4 W cm−2 K. A
comparison to common values is shown in Table 9.7.
Given that the values of other cooling mechanisms in Table 9.7 are based on highly
engineered cooling mechanisms, the comparable magnitude of the effective heat trans-
fer coefficient obtained during flash boiling is favorable. Additionally, data for other
cooling mechanisms were obtained at steady state, which is generally more efficient
than highly-transient operation. Because the calculation is not based on the local
fluid temperature, the effective heat transfer coefficient is potentially underestimated,
especially nearer the center of the heat spreader.
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Table 9.7. Comparison of transient heat-transfer-coefficient data to
published steady-state data [79] for other cooling mechanisms.
Cooling Mechanism Heat Transfer Coefficient
(W cm−2 K)
Forced Liquid Convection, Flourochemical 0.03 – 0.6
Forced Liquid Convection, Water 0.08 – 6
Flash Boiling, Methanol 0.5 – 4
Boiling, Flourochemical 0.2 –8
Boiling, Water 0.4– 150
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10. CONCLUSIONS
The objective of this dissertation was to present a methodology for the dynamic
cooling of pulsed heat loads. To accentuate certain aspects of transient thermal
design, the focus was predominately on applications demanding stable temperature.
Provided that temperature stability is crucial, the cooling mechanism must be
capable of rapid actuation. If the start-up time is insufficient, the temperature fluc-
tuations during device start-up are magnified. Additionally, rapidly actuating cooling
mechanisms enable the thermal engineer to dynamically modulate the rate of cooling,
thereby further suppressing transient temperature variation.
To accomplish such dynamic control, the rapidity of the cooling mechanism is
evaluated against the Fourier number for heat conduction in the device. Generally,
a high power-density device is already optimized for steady-state heat removal and
resultantly has minimized the path for heat conduction. The thickness of the thermal
path to the convective cooling system is likely to be in the range of 1-10 mm. Given
that the Fourier number describing the duration of the temperature fluctuations is
approximately Fo∼ 0.1, the equivalent timescale, using the thermal diffusivity of
copper, is in the range of 1-100 ms. As a result, if the device has relatively low
thermal mass, improving transient behavior via dynamic control of a conventional
cooling mechanism may not be feasible and obtaining sufficiently fast actuation of
the cooling mechanism will be challenging.
Flash boiling is considered for such applications, but dynamically modulating
this cooling mechanism, in the present form, for enhanced temperature stability only
seems practical at the upper end of the aforementioned range. Other competing
cooling mechanisms, such as spray cooling, may be able to obtain comparable or
perhaps superior transient performance, and if reliant on phase-change, can also yield
time-varying cooling rates by pressure control.
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Other than the above objective of temperature stability, the characteristics of flash
boiling could be accentuated if paired with desorption cooling. Other rapid cooling
mechanisms, such as spray or jet cooling, do not appear to be as readily paired. The
unique advantage of desorption cooling is the excess cooling capacity stored near the
heat source, without significantly altering the thermal path for convective cooling.
The pairing of flash boiling and desorption could be one of the key advantages of
a flash-boiling cooling mechanism; however, the requirements for such a system are
difficult to meet. A thermally conductive (∼102 W m−1 K−1) extended surface with
high volume weighted surface-area (∼107 m2 m−3) is required. To allow for appreciable
convective cooling, this porous medium must have a hierarchical structure with large
scale pores at least 101-102 µm in diameter. The amount of depressurization required
to induce desorption also appears to be significant, strengthening the effects of a
phase-change cooling mechanism. Additionally, the timescale of desorption in a liquid-
vapor system is currently unknown, and may not occur until after the extended surface
dewets. The solution will likely require a porous medium with a highly engineered
surface.
10.1 Future Work
The flash-boiling cooling mechanism warrants further analysis based on the com-
parison to conventional cooling mechanisms in Table 9.7. The following sections
provide recommendations for continuation of the present work.
10.1.1 Depressurization of Inner Chamber
Based on the experimental data, spatially uniform cooling is not reached until the
internal chamber depressurizes. In the current implementation, the internal chamber
pressure appears to stay high due to the flow restriction through the exit gap. A
pressure gradient is required to induce flow, but if it were lessened, perhaps peak-
cooling could be reached in the internal chamber sooner.
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Depressurizing the internal chamber could be accomplished by several means. In
the existing setup, the top port of the internal chamber (Figure 7.5) is separated from
the vacuum source by a small solenoid valve. In the present work, the solenoid valve
was opened briefly to draw the methanol up into the internal chamber. In future
work, this solenoid valve could be incorporated into the auto-sequence to open with
or just before the 2.54 cm (1”) pnuematic valve. This would accomplish four useful
tasks.
Firstly, opening the solenoid valve would draw the methanol into the internal
chamber immediately before the flash, ensuring the majority of the liquid is properly
situated for maximal cooling. Secondly, when the pressure of the internal chamber is
dropped in such a manner, vapor bubbles are entrained in the liquid phase due to both
boiling and vapor drawn through the liquid from the external chamber. Increasing the
vapor-liquid interfacial area is generally beneficial for maximizing the rate of phase
change.
Thirdly, the saturation temperature in the internal chamber would fall more
rapidly, due to the lower pressure. Lowering the pressure throughout the domain
may substantially increase the cooling during the first 1 s of the flash.
Lastly, while the pressure of the internal chamber drops, the effect is not as large
as when the 2.54 cm (1”) pneumatic valve is opened. As a result, a sufficient, but
lesser, pressure gradient may still remain for similar flow physics as observed in Chap-
ter 9. The lower pressure gradient would slow the rate at which the fluid is expelled,
increasing the duration of the event and possibly the reducing the amount of liquid
expelled (a primary source of inefficiency).
The effect of depressurizing the internal chamber could be explored by varying
the timing between the two valves, the duration for which the solenoid valve is open,
and size of valve/orifice. As an alternate means of lowering the internal chamber, the
flow restriction at the exit gap could be reduced by slotting the graphitic foam.
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10.1.2 Sizing of a Vacuum Accumulator
Provided that modifications are made to the flash-boiling cooling mechanism to
reduce the time-to-peak cooling, a vacuum accumulator/tank could be sized to provide
a transient cooling profile by modulating the saturation temperature. A time-varying
fluid temperature can be used to offset the thermal mass of the system, as motivated
in Chapter 3. The size of the vessel would be determined based on factors such as
the desired rate of cooling, the thermal mass of the system, and the anticipated rate
of phase change.
In the existing setup, the size of the vacuum tank could be varied to tune the tem-
poral cooling, but its size is primarily determined by the desired saturation pressure
and the amount of working fluid vaporized. If incorporated, a smaller accumulator,
placed between the flash chamber and the primary vacuum source (either a tank or
a high-flow-rate pump), could be sized more precisely to the exact cooling profile
desired over the first 10-100 ms of operation.
The above describes passive methods for modulating the fluid temperature. The
same could be accomplished with a vacuum source that can be actively controlled in a
rapid manner. The demands on such a system component might be difficult to meet,
however, because the flow rate would need to be high and capable of modulation over
a time period of ∼100 ms.
10.1.3 Working Fluid as a Consumable Resource
While the size/weight requirements of the flash chamber and liquid source are
quite manageable, other components in the closed loop system, such as the vacuum
tank, are significantly more demanding to implement (larger by a factor of ∼ 103). If
flash-boiling were implemented in an open-loop system, it may be possible to bypass
some of these weight and volume requirements. For example, given that the latent
heat of methanol is 1180 kJ/kg, 10 kg of methanol is sufficient to offset a 100 kW load
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for 1 min assuming a first-law efficiency of 50%. Depending on the duty cycle for the
heat-generating device, this approach may be more practical to implement.
Additionally, if used in an open-loop system, using a carrier gas, such as air, could
efficiently augment certain aspects of the flash without the need for a phase separation
process. Using a non-condensible gas in such a manner can increase the rate of
cooling by lowering the partial pressure of the working fluid and increasing the gas-
phase fraction [4,80]. Once vaporized, the working fluid could be used as a fuel used
elsewhere in the system or to drive a turbine powering the vacuum pump/compressor.
Using an alternate working fluid, such as ammonia, with a higher vapor pres-
sure would lower the requisite volume for a low pressure reservoir. In an open loop
configuration, the need for a vacuum pump/compressor might be eliminated entirely.
10.1.4 Threshold Superheat for Evaporation Waves in Methanol
Evaporation waves were observed in the exploratory set of experiments (Chap-
ter 8). With the current capabilities, significant contributions can be made to this
body of research. The data obtained is overlaid with the correlation suggested by
Reinke et. al [8] in Figure 10.1. The entire data series was above the superheat
threshold for evaporation waves, explaining why evaporation waves were initiated at
even the smallest superheat.
To perform a repeatable study, the selected method for initiating evaporation
waves should be more repeatable than the droplet-impingement observed in the
present experiments. Even the more reproducible technique of droplet initiation used
by Gopalen et. al. [40] resulted in considerable variability [40]. Creating nucleation
sites at the center of the free-surface, such as with the tip of a thermocouple probe,
might be preferable for a controlled study. If the thermocouple probe alone is not
sufficient, an alternate material could be adhered to or deposited on the tip of the
thermocouple. For example, a small inverted cup may sufficiently disturb the surface
when the the vapor inside expands against the free surface of the liquid.
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Figure 10.1. Exploratory data set superimposed on the correlation
in Reinke et. al. [8].
Other than the superheat threshold for evaporation waves, the activation of nucle-
ation sites in the porous medium is another important transition. In the experimental
results from Chapter 8, graphitic foams induced nucleation at a superheat of 30 ◦C but
not at a superheat of 10 ◦C; therefore nucleations sites must become active somewhere
in this temperature range. Applying the Young-Laplace equation as, in Section 8.4,
demonstrates that nucleation sites that yield a bubble of radius between 1.3 µm and
6.4 µm are likely to exist. Probing the phase-change mechanisms between these two
transitions might reveal four phase-change regimes (Figure 10.1), each with unique
character.
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10.1.5 Nucleation at the Liquid-Vapor-Solid Contact Line in Superheated
Liquid Pools
At relatively high superheats, nucleation often occurs from the liquid-vapor-solid
contact line at the free surface of the liquid pool [29, 32, 41]. In the literature, such
nucleation is commonly attributed to wall nucleation sites that are active; however,
assuming the common definition for a nucleation site, a surface feature producing a
bubble of a certain radius, it is unclear why only nucleation sites along the contact
line would be activated. The effect of the hydrostatic pressure below the surface is
negligible given that most experiments are performed above atmospheric pressure in
small containers; therefore, nucleation sites should become active anywhere along the
entire vessel wall rather than only near the free surface.
Nucleation sites near the free surface may only be covered by a thin liquid meniscus
and shear the liquid layer when depressurizing. The resulting droplets from the former
meniscus would then strike the surface, initiating the evaporation wave by secondary
nucleation. Perhaps this is the scenario envisioned by most authors.
However, nucleation from the liquid-vapor-solid contact line is often observed at
slightly lower superheat than when Darrieus-Landau instabilities become active [32].
Darrieus-Landau instabilities dominate when the rate of vaporization from the free
surface is sufficient to destabilize the surface, shearing droplets from the liquid and
initiating secondary nucleation.
Given that these phenomena occur at similar superheat, the nature of Darrieus-
Landau instabilities might be slightly modified near the wall, such that the mechanism
becomes active at lower superheat. For example, the curvature of the liquid meniscus
near the wall would likely increase the vapor velocity parallel to the surface. Such a
flow could enhance the vorticity responsible for shearing the liquid, thereby initiating
the evaporation wave at lesser superheat. Alternatively, the vessel wall may act as a
thermal source that increases the rate of vaporization, likewise initiating evaporation
waves at lesser superheat. The differing wall material used in the present setup,
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polycarbonate instead of glass, might be a valuable tool for defining/verifying model
parameters.
10.1.6 Reduced Superheat Threshold for Initiating and Sustaining of
Evaporation Waves in Porous Media
Research mentioned previously has shown that boiling fronts have the poten-
tial to propagate more quickly along a liquid-solid interface than through the liquid
alone [29, 34]. Similar results have been observed in the current research, where an
evaporation wave propagating through the fluid at a relatively constant rate accel-
erates significantly upon reaching the porous media. Additionally, boiling fronts are
initiated at lower superheats when the liquid-vapor interface is within the porous
medium. Each of the observed phenomena are not well understood. Further exper-
imentation could reveal trends that would be useful to compare with initial models
and theories. Based on existing data with carbon foams, vapor flow through the
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A. DERIVATIONS FOR DATA ANALYSIS
This appendix contains derivations that were related to the data processing in Chap-
ter 9.
A.1 Semi-Numerical Calculation of Heat Loss
The temperature of a semi-infinite solid with a known surface temperature is found
by solving:









where GX10 is the Green’s function for a Dirchlet boundary condition at the surface















The heat flux at the boundary is found by taking the first order derivative of Equa-
tion A.1 and multiplying by the thermal conductivity of the material. The resulting
equation, evaluated at x = 0, is as follows:
q′′(x = 0, t) = −kdT
dx









The above expression is used to yield both of the equations for heat loss into the
insulator in Chapter 9 (Equations 9.6 and 9.7).
For the first case, the temperature rise is assumed to be linear: T = Ti − q′′h/Ct.
The resulting heat loss is calculated by applying the temperature profile to Equa-
tion A.3:











By evaluating the above integral, the final result is obtained:








In the second case, the temperature profile is treated as a series of discrete tem-
perature steps, ∆Tj = Tj − Tj−1. As a result, the temperature at the current time
step, i, is described by the summation:







where H is the Heaviside function. By applying the above expression for temperature
to Equation A.3, the heat loss is calculated by the summation:











After evaluating the integral, the semi-numerical expression for heat loss is ob-
tained:






ti − tj (A.8)
A.2 Semi-Numerical Calculation of Transient Heat Conduction in Heat-
Spreader System
To account for the transient conduction along the length of the heat/foam system,
the Green’s function GX22 is applied. The center of the spreader is assumed to be
adiabatic due to symmetry. The tip is also assumed to be adiabatic. As shown
previously in Chapter 3, GX22 is:















The following equation is used to calculate the temperature in a one-dimensional
system with volumetric cooling:









To reflect the one-dimensional nature of the system, the properties and variables
are modified:










where C ′th and q
′ are the heat capacity and heat generation per unit length.





q′k(t)[H(x− Lk,1)−H(x− Lk,2)] (A.12)
where Lk,1 and Lk,2 are the beginning and end points of each region.
By evaluating the spatial integral in Equation A.10 using a single heat source, q′k,
the temperature change within the entire system due to the impact of heat generation

























(−m2pi2α(t− τ)/L2) ]dτ (A.13)
For the data analysis, heat generation per unit length in each region, q′k(t), is
not known in advance and is instead computed at each time step. To allow for this





the above is then applied to Equation A.13 to obtain the temperature response due


























(−m2pi2α(ti − tj)/L2) ] (A.15)
where the above equation is evaluated at a given time step, i, by summing the effects
of all previous time steps. To obtain the temperature of the entire system due to the
heat generation in all three regions, the effects of each are summed:



















Figure B.1. Closed loop system capable of recycling the methanol








Figure B.2. Flash chamber separated from the vacuum tank by a 1”






Figure B.3. Internal and external chambers of the flash-boiling as-
sembly. Note several minor revisions were made after the photograph
was taken.
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C. ENGINEERING DRAWINGS FOR EXPERIMENTAL COMPONENTS
This appendix contains drawings of relevant components from the flash-boiling ex-
periments. The author thanks Andrei Dubitsky for creating the last set of drawings,
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