Abstract-In this paper, we revisit the design of Raptor codes for binary input additive white Gaussian noise (BI-AWGN) channels, where we are interested in very low signal to noise ratios (SNRs). A linear programming degree distribution optimization problem is defined for Raptor codes in the low SNR regime through several approxiamtions. We also provide an exact expression for the polynomial representation of the degree distribution with infinite maximum degree in the low SNR regime, which enables us to calculate the exact value of the fractions of output nodes of small degrees. A more practical degree distribution design is also proposed for Raptor codes in the low SNR regime, where we include the rate efficiency and the decoding complexity in the optimization problem, and an upper bound on the maximum rate efficiency is derived for given design parameters. Simulation results show that the Raptor code with the designed degree distributions can approach rate efficiencies larger than 0.95 in the low SNR regime.
I. INTRODUCTION

I
NSPIRED by Shannon's revolutionary work and his seminal paper "A Mathematical Theory of Communication" published in 1948, a fundamental question has been posed in communications: how can we efficiently and reliably transmit information? Shannon also gave a basic answer: coding can do it. Since then, how to find the practical coding scheme that can approach the fundamental limits established by Shannon has been at the heart of coding theory and communications. This paper provides a practical framework to design a capacity approaching code for an additive white Gaussian noise (AWGN) channel in the low SNR regime.
A. Fountain Codes
Fountain codes [1] are a class of codes on graphs designed mainly for reliable transmission over an erasure channel with unknown erasure probability, which can generate a potentially limitless number of coded symbols for a given set of information symbols of size k. The decoder of a fountain code can then recover the original k information symbols from any set of m > k received coded symbols with high probability. Fountain codes are mainly designed such that m is close to k for any erasure rate and the decoding time is close to linear in k [2] .
The Luby Transform (LT) code [3] was the first practical realization of Fountain codes, where the degree of each coded symbol was obtained from a single probability mass function, referred to as the degree distribution. In LT codes, the Soliton distribution or robust Soliton distribution [4] was originally used as the degree distribution; however, a capacity approaching LT code was shown to have an average degree increasing with the message size with a logarithmic slope, which makes it very hard to design a linear time encoder/decoder [2] . A more practical extension of LT codes, namely Raptor codes, were proposed by Shokrollahi in [5] , which is a simple concatenation of a high rate low density parity check code (LDPC) and an LT code. The encoding and decoding of these codes are linear in terms of the message length; thus practical for several applications with large data transmission.
Fountain codes were also studied for unequal error protection (UEP) in [6] , intermediate recovery of message symbols for any given fraction of coded symbols in [7] , and minimizing reception overhead for any given instantaneous decoding state in [8] . Due to their excellent performance on erasure channels, Raptor codes have been recently adopted in the 3GPP MBMS standard for broadcast file delivery and streaming services [9] , the DVB-H IPDC standard for delivering IP services over DVB networks, and DVB-IPTV for delivering commercial TV services over an IP network [10] . More generally, Raptor codes were shown to be an excellent candidate for forward error correction in the application layer, where the goal is to recover from symbol erasures (rather than errors) [11] .
LT and Raptor codes can also be used over other binary input channels [12] . The authors in [2] studied Raptor code design for binary memoryless symmetric channels, where a Gaussian approximation was adopted to derive a simple linear programming optimization problem for the degree distribution design. A lower bound on the fraction of output symbols of degree 2 for a capacity approaching code was also proposed, which was shown to be channel dependent for binary input channels, unlike the erasure channel which allows channel independent capacity approaching codes. Accordingly, the authors in [2] proved that there is no universal Raptor code for binary input AWGN (BI-AWGN) channels and binary symmetric channels (BSC). An adaptive degree distribution for Raptor codes over BI-AWGN channels was designed in [13, 14] , where the transmitter changes the degree distribution after sending a certain numbers of coded symbols. This approach has been shown to achieve rate efficiencies close to 90% for SNRs larger than -10 dB, where the optimization failed to provide good degree distributions for lower SNRs. In this paper, we study Raptor codes in the low SNR regime, where we design the degree distribution function and also formulate the asymptotic degree distribution function when SNR goes to zero and the maximum degree goes to infinity.
B. Motivations and Main Contributions
Many communication systems such as wireless ad-hoc networks, sensor networks, and ultra wide band networks, work under low-SNR conditions per node in the network, although the available degrees of freedom is large [15] . As shown in arXiv:1510.08183v1 [cs.IT] 28 Oct 2015 [16] in the slow-fading scenario, once a channel is in deep fade, channel coding may not help to increase the reliability of the transmission. If available, cooperative transmission can dramatically improve the performance by creating diversity using the antennas available at the other nodes of the network [17] . However, many applications do not have access to such helpers in the network to improve reliability. For example, in cellular-based machine-to-machine communications, where a large number of low-power devices randomly transmit their data to a single base station, many devices may be in deep fade due to their constant movement. For this type of network, dedicating resources, such as bandwidth or even relays, to devices is not efficient due to the random bursty nature of the transmission [18] . These necessitate the study of efficient transmission strategies for low-power communication systems in the low SNR regime, where increasing the transmission power or using cooperative techniques are not possible and channel coding is the only choice.
Very low rate error control codes are also required for the error reconciliation stage of quantum key distribution systems (QKD). QKD is the first commercial application of quantum physics, which aims to provide a completely secure random key between two disjoint parties. More specifically, in continuous variable (CV) QKD systems, low SNRs are essential for the security of the system. Iterative error control codes have the potential to substantially improve the efficiency of QKD systems. For instance, repeat-accumulate (RA) codes have been investigated to use in CV-QKD systems in [19] , where the codeword length is 64800 and the lowest code rate is 1/20. Although, RA and LDPC codes have been proved in [20] to achieve the Shannon limit in AWGN channels when the coding rate approaches zero, in the low-rate region, both RA codes and LDPC codes suffer from performance loss and extremely slow convergence speed with iterative decoding. Multi-edge type LDPC (MET-LDPC) codes were shown in [21] to theoretically approach high efficiencies in low SNRs. Parallel-concatenated zigzag-Hadamard (PCZH) codes are also proposed in [22] which offer the bit-error-rate (BER) of 10 −5 at E b /N 0 = −1.2 dB, which is only around 0.4 dB away from the Shannon limit. In [23] , a new class of lowrate codes called repeat-zigzag-Hadamard (RZH) codes, were proposed which are essentially serially concatenated turbo-like codes where the outer code is a repetition code and the inner code is a punctured ZH code. Low-rate LDPC codes with simple protograph structure was also proposed in [24] , which can be viewed as hybrid concatenations of simple modules such as accumulators, repetition codes, differentiators, and punctured single parity check codes. Existing very low rate codes, however have a very poor word error rate performance and so will only produce good efficiencies for theoretical threshold results or for finite-length results where the allowed word error rate is very high.
In this paper, we study Raptor codes over BI-AWGN channels in the low SNR regime. We use the general framework proposed in [2] for the degree distribution design of the LT code in the low SNR regime. We show that a simple linear program can be designed for the degree distribution optimization problem in the low SNR regime, which is in fact independent of channel SNR. An exact expression for the degree distribution function in the low SNR regime in the asymptotic case, where the maximum degree goes to infinity, is derived and shown to be a function of the elementary EXIT function, previously defined in [25] . We also characterize the optimal fractions of low degrees through approximations of the proposed linear program. Using this approach, we characterize the code efficiency, defined as the ratio of the maximum achievable code rate and the channel capacity. A simple upper bound is also proposed for the code efficiency. Similarly, the average code degree is also characterized and a simple lower bound is proposed. A more practical degree distribution design is also proposed by considering both the rate efficiency and decoding complexity, where a set of optimal degree distribution functions are derived for different maximum code degrees.
C. Organization
The rest of the paper is organized as follows. Section II presents an overview of Raptor codes. In Section III, we investigate the Raptor code design in the low SNR regime. Section IV provides practical degree distribution design for Raptor codes in the low SNR regime and some bounds on the maximum rate efficiency of the code and the decoding complexity. Simulation results are shown in Section VI. Finally Section VII concludes the paper.
II. PRELIMINARIES
A. Raptor Code Structure and Definitions
A binary Raptor code is constructed as the serial concatenation of an outer code V and an inner LT code C. The outer code is usually a high-rate LDPC code, which encodes a kbit information vector into a k -bit codeword of V, where the codeword bits are referred to as input symbols. Then, via an LT code a potentially limitless number of Raptor coded symbols, referred to as output symbols, are generated and transmitted over the channel, where each output symbol is the XOR (modulo-2 sum) of a randomly selected fraction of input symbols. More specifically, to generate each output symbol, first an integer d, called degree, is obtained from a predefined probability mass function, called the degree distribution function. An output symbol is then generated via the XOR operation on d distinct input symbols, uniformly selected at random. A Raptor code can then be characterized by (k, V, Ω(x)), where Ω(x) := d Ω d x d denotes the degree distribution polynomial and Ω d denote the fraction of output nodes of degree d. A Raptor code can be represented by a factor graph, representing both LDPC and LT component codes. Fig. 1 shows the factor graph of a Raptor code truncated at block length n.
The degree distribution can also be defined with respect to edges by ω(
, where ω d is the fraction of edges connected to an output symbol of degree d. As shown in [5] , ω d and Ω d can be calculated from each other as follows: where β = d dΩ d is the average output node degree. We can also compute the input node and edge degree distributions
It has been shown in [2] that in the asymptotic case, when k and n go to infinity, the input node and edge degree distribution follow a Poisson distribution with parameter α, i.e.,
where α := βk /n is the average input node degree and n is the number of output symbols.
B. Decoding of Raptor Codes
Let y i denote the channel output for output symbol c j , where
c j + z j and z j is zero mean Gaussian noise with variance σ 2 z for a BI-AWGN channel. The channel signal-tonoise ratio, γ, is then defined as γ = 1/σ 2 z . The channel loglikelihood ratio (LLR) is also defined as follows:
It is then easy to show that m (0) j follows a symmetric Gaussian distribution with mean 2γ, when an all zero codeword is transmitted. Here, a probability density function (pdf) f (x) is called symmetric if f (x) = e x f (−x) [26] . A sum-product algorithm (SPA) [25] can be easily developed for a Raptor code over a binary input memoryless channel on its factor graph representation [2] . In each iteration of the SPA, the LLR messages are passed along each edge between neighboring input symbols and output symbols. Let
i→o denote messages passing from output node o to input node i and that from input node i to output node o, respectively, in the t th iteration of the SPA. The message updating equation at output node o and input node i can be respectively formulated as follows [13] :
After a predetermined number of iterations, T , the decoded LLR, m i , for input node i is calculated as
The decoded LLRs of the input nodes are passed to code V to recover the original information bits. The entire decoding process is repeated by increasing the number of output symbols, and accordingly their channel outputs, until the k-bit information vector is correctly decoded. Note that a decoder verifies the correctness of the decoding by the check equations of the outer code V, and the receiver sends an acknowledgment to the sender via a feedback channel upon the correct verification of the decoding.
We define the realized rate of a Raptor code at SNR γ, denoted by Rr(γ), as the ratio of the message length, k, and the average number of output symbols required for the successful decoding of the entire message at the destination. The rate efficiency of the code, denoted by η, is then defined as the ratio of the realized rate and channel capacity, i.e.,
where
is the capacity of a BI-AWGN channel at SNR γ, which is given by [2] :
dx. (6)
C. Degree Distribution Optimization of Raptor Codes
In [2] , a framework to construct a Raptor code for a given BI-AWGN channel has been proposed. This framework, referred to as the mean-LLR-exit chart approach, was proposed based on two assumptions. Firstly, the cycle-free assumption which means that the factor graph representation of Raptor codes is locally cycle-free, which is well justified when the graph is large and sparsely connected. This assumption enables us to assume that all incoming SPA messages arriving at a given node are statistically independent. The second assumption is that the probability density of a message passed from an input symbol to an output node along a randomly chosen edge in the graph is a mixture of symmetric Gaussian distributions. This can be satisfied when the degree of each input node is relatively large, then according to the Central Limit Theorem the sum of incoming messages to an input node follows a Gaussian distribution. The mixture of Gaussian model is then due to the irregular degrees of input nodes [26] .
Since we assume that the message from input node to output node follows a symmetric Gaussian distribution, its pdf can be characterized by its mean. Let µ (t) denote the mean of message
i→o along a randomly chosen edge in the t th iteration of SPA. Similar to [26] , we define a function f d (µ), representing the mean of the message from output node to input node, as follows:
where E is the expectation operator, Xq, which correspond to the LLR message from input node to output node, is the symmetric Gaussian random variable with mean µ and Z is a symmetric Gaussian random variable with mean 2SNR representing the channel output LLR. As shown in [2] , under the above assumptions and that the all-zero codeword is transmitted, we have:
The goal of Raptor code design is then to find the output node or edge degree distribution to maximize the design rate of the LT code, defined as
for t ≥ 0, so that the bit error rate (BER) of input symbols decreases through SPA iterations. For this aim, [2] proposed the following linear program to minimize α
, which is equivalent to maximizing R design , for given α, D, and the target maximal message mean µo:
where {µ j |j = 1, · · · , N } is a set of equally spaced values in range (0, µo] and µ N = µo. It is important to note that µo is chosen to be large enough to ensure that the decoding of outer code V is successful.
III. RAPTOR CODES IN THE LOW SNR REGIME
In this section, we study Raptor codes in the low SNR regime and an optimal degree distribution function is formulated in the asymptotic case, where the channel SNR goes to zero and the maximum degree goes to infinity.
A. Degree Distribution Optimization in the Low SNR Regime
Authors in [26] provided a detailed study of the feasibility of the linear program (9) based on parameters µo and α. More specifically, they showed that for SNRs higher than SNR low = µo/2α the linear program is feasible and thus has a solution. The following lemma shows that the linear program (9) is always feasible in the asymptotic case, where the maximum degree goes to infinity for all SNRs.
Lemma 1: The linear program (9) is feasible for every SNR, when D, and accordingly the average input node degree, go to infinity. The proof of this lemma is provided in Appendix A. In the rest of the paper, we assume that the linear program in the low SNR regime is always feasible for an adequately large maximum degree and, due to the linearity of the objective function and all constraints in (9), the optimization is convex, thus there is always an optimal degree distribution function.
Let us have a closer look at function f d (µ) defined in (7), when the channel SNR, γ, goes to zero. We define the function h d (Z, X d ) as follows:
We expand this function in a Taylor series about the mean value of Z, i.e, 2γ, that is:
where the derivatives are evaluated at 2γ. By truncating the above equation at the second order terms and taking the expectation with respect to Z from both sides, we have:
where E[Z] = 2γ and σ 2 Z = 4γ, as Z follows a symmetric Gaussian distribution with mean 2γ. The second derivative of h d (Z, X d ) with respect to Z at Z = 2γ is given by:
q=1 tanh(Xq/2). Therefore, (10) can be rewritten as follows:
Since γ goes to zero, (12) can be further expanded in a Taylor series about zero as follows:
= 0, and
Using only the linear terms in the above approximation, we can approximate f d (µ) as follows:
which follows from the fact that Z, Xq are mutually independent random variables for q = 1, · · · , d. As Xq is assumed to follow a symmetric Gaussian distribution of mean µ, we can define function ϕ(µ) for µ ≥ 0 as follows:
Thus, f d (µ) can be further simplified as follows:
The left hand side of condition (i) in linear program (9) can then be rewritten as follows:
It is important to note that in the low SNR regime, by using the well-know Maclaurin series of the function ln(1 + γ), the AWGN channel capacity can be approximated as follows:
Therefore, for a capacity approaching code (i.e., the design rate is assumed to be very close to the channel capacity) and for a very small γ, we have:
Thus by using (1), we have:
We can then formulate the optimization problem to maximize the design rate, R design , which is equivalent to maximizing the average output node degree β, for a given maximum degree D, when γ goes to zero:
The above optimization is linear for a given µo and D. However, we consider a joint optimization problem, where instead of supplying a predetermined µo, the above linear program is converted to a general non-linear optimization problem with the same objective and constraints as in (20) , but optimizing jointly over (µo, Ω(x)). For this aim, an optimal µo can be found by searching over a relatively large range of discretized values of µo, where for each µo the optimization is converted to a linear program. B. An Exact Expression for the Optimal Degree Distribution Polynomial in the Low SNR regime
We first summarize some of the properties of the function ϕ(x) in the following proposition, which are used in the remainder of the paper.
Proposition 1: The function ϕ(x), defined in (14) , has the following properties: a) Function ϕ(x) is continuous, concave, and monotonically increasing with x. b) The inverse function ϕ −1 (x) exists in [0, 1), where
The inverse function is continuous, convex, and monotonically increasing with x. c) ϕ(0) = ϕ
The proof of this proposition is provided in Appendix B. Now, we define x j ϕ(µ j ) for j = 1, · · · , N , and substitute it into constraint (i) in (20) , which is then rewritten as follows:
where x N = ϕ(µo). Eq. (21) can then be written in a more general form as follows:
where δ 0 = 1 − ϕ(µo). Eq. (22) can be also rewritten as
where Ω (x) is the derivative of Ω(x) with respect to x. The optimization problem is then to find the optimal degree distribution which jointly maximizes the design rate and minimizes δ 0 (which is equivalent to maximizing µo) for a given maximum degree D such that constraints (i)-(iii) in (20) are satisfied. By taking the integral of both sides of (23) and knowing that Ω(0) = 0 and ϕ −1 (0) = 0, we have:
The following lemma shows how the optimal value of δ 0 changes with the maximum degree D. Lemma 2: Let δ D denote the minimum value of δ 0 such that (22) holds for 0 ≤ x ≤ 1 − δ 0 for a given maximum degree D and Ω (D) (x) denote the respective optimal degree distribution function. Then the following conditions hold:
The proof of this Lemma is provided in Appendix C. As can be seen in Table I , δ D decreases with D and it is very close to zero, which is in close agreement with the results of this lemma. The following theorem then gives the optimal degree distribution function when D → ∞ (see Appendix D for the proof).
Theorem 1: The optimal degree distribution function of a Raptor code in the low SNR regime, when D → ∞ is bounded by: (25) where
and δ∞ lim D→∞ δ D .
It is important to note that according to Lemma 1, there exists a degree distribution function with a potentially infinite maximum degree for every δ > 0, thus, Theorem 1 gives the exact expression for the optimal degree distribution function when D goes to infinity. More specifically, as δ D is decreasing with D and there exists at least one degree distribution function for each δ > 0, which satisfies condition (46), we can conclude that lim D→∞ δ D = 0. Therefore, by using Theorem 1 and Lemma 2, we have ∞ = 0 and accordingly the asymptotic degree distribution function, Ω (∞) (x) is given by:
The solid black curve in Fig. 2 shows the asymptotic degree distribution polynomial for x ∈ [0, 1].
C. Fraction of Output Symbols with Small Degrees
When x approaches zero, the left hand side of (27) can be realized as the Maclaurin series of 1 4 ln (2) x 0 ϕ −1 (t)dt, which is given by:
The derivatives of an inverse function can be found as follows [27] :
where the elements of the matrix A(i) are given by:
The optimized degrees can then be found as follows for j > 1:
As shown in (28) , to find the optimal degree distribution, we need the derivatives of ϕ(x) at x = 0. They can be found by using the Maclaurin series of tanh(x) [28] , as follows:
where B 2n is the (2n) th Bernoulli number [28] and M 2n−1 (x, 2x) is the (2n − 1) th moment of a Gaussian distribution with mean x and variance 2x, which can be found as follows:
The double factorial for odd numbers is defined as (2j − 1)!! = (2j −1)(2j −3) · · · 5.3.1 and can be also represented as follows:
By substituting (31) and (32) in (30), we have
where the last equality is derived by replacing instead of 2n− j − 1 and changing the bounds of the summations accordingly. By calculating the first few terms of the right hand side of (33), we have:
The i th derivatives of ϕ(x) at x = 0 can then be calculated as follows for i ≥ 1:
By substituting (34) in (28) and (29), and due to the fact that ϕ(0) = 0, the first few optimal values of Ω d can be found as follows: (2) = 0.3607, Higher degrees cannot be found through this approach as the approximation returns negative values. However, a numerical optimization can be performed for a relatively large maximum degree to obtain the complete degree distribution if required.
In Appendix E, an alternative approach is also proposed to find the optimal degree distribution function in the asymptotic case, when the maximum degree goes to infinity. This approach is based on the fact that the left hand side of (27) can be realized as a pdf, thus its moments can be easily found. The degree distribution function can then be found through a system of linear equations.
D. Optimal Average Output Node Degree
As the degree distribution function is a polynomial with non-negative coefficients, all its derivatives are non-negative in [0, 1] . It is then clear that for a Raptor code in the low SNR regime with the optimal degree distribution function of maximum degree D, we have:
and due to (25), we have:
Therefore, for degree distribution functions of maximum degree D, which satisfy (25) for x ∈ [0, 1 − δ D ], the minimum average degree, denoted by β
min is given by:
(37)
IV. A MORE PRACTICAL DEGREE DISTRIBUTION DESIGN
The asymptotic degree distribution formulated in the previous section is optimal in the theoretical sense, but in practice the performances promised require an infinite number of iterations. It is well knows that practical codes require a gap between curves in the EXIT chart to reduce the number of decoding iterations. In this section, we introduce the parameter to force this gap between the optimized degree distribution function and the asymptotic degree distribution function. For the decoder to proceed in iterations, should be larger than zero and the higher the value of the less number of iterations for the decoder to converge. It also has another effect on the decoders, as larger provides higher tolerance to random changes in the convergence of the decoder due to noise. We formulate the optimization problem by taking and rate efficiency η into account, then provide bounds on the average output node degree, the maximal achievable rate efficiency, and the maximum number of decoding iterations, as a function of and η.
More specifically, we formulate the degree distribution optimization problem as follows, when γ goes to zero:
, ∀j = 1, · · · , N,
(ii).
The above optimization is linear for a given η, and D. However, we consider a joint optimization problem, where instead of supplying a predetermined η, the above linear program is converted to a general non-linear optimization problem with the same objective and constraints as in (38), but optimizing jointly over (η, Ω(x)). For this aim, an optimal η can be found by searching over a relatively large range of discretized values of η, where for each η the optimization is converted to a linear program. Note that is chosen to be very small, however it can be also set as zero. Table II shows some optimal degree distributions for different values of D and their corresponding maximum efficiencies, when = 0.05. Fig. 2 shows the optimal degree distribution polynomials of a Raptor code in the low SNR regime for different values of D. As can be seen in this figure, with increasing maximum degree D, the degree polynomial gets closer to the optimal degree polynomial found in Theorem 1.
It is important to note that the above optimization problem will be equivalent to (20) for = 0 and η = 1. Also, as can be seen in Table II , the fraction of low degrees when the maximum degree is large, are very close to those calculated in Section III-C. The following lemma gives a lower bound on the average output node degree as a function of µo, , and η. 
Lemma 3:
The average output node degree for the capacity approaching Raptor code in low SNRs is lower bounded by:
The proof of this lemma is provided in Appendix F. For a sufficiently large value of µo, ϕ(µo) is very close to 1, and the lower bound (39) would be very tight. For example, when µo = 40 and = 0.05, the average output node degree is lower bounded by 14.445η, which is very close to the respective value in Table II , for different maximum degrees. Fig. 3 shows the average output node degree of Raptor codes with optimal degree distributions versus the maximum degree. As can be seen in this figure, the proposed lower bound is very close to the optimal values, especially in the lower degrees. It is important to note that for a fixed µo, the gap between the actual average degree and its lower bound increases with the maximum degree. The reason is that with increasing D, condition (i) in (38) can be satisfied for a larger µo. One could jointly optimize η, µo, and Ω(x), so the average degree is this case would be very close to the lower bound with the optimal µo for each D.
The following lemma provides an upper bound on the maximal rate efficiency of a Raptor code in the low SNR regime with parameter .
Lemma 4:
The maximum achievable rate efficiency η, is upper bounded by:
The proof of this lemma is provided in Appendix G. For = 0.05, the maximum efficiency will be 0.9823, which can be achieved when D is very large, tending to infinity. In other words, for a nonzero , there is always a gap to the capacity, which can be characterized by (40) in terms of rate efficiency, η. Fig. 4 shows the maximum rate efficiency of a Raptor code versus the maximum degree. As can be seen in this figure, with increasing the maximum degree, the maximum efficiency get closer to the upper bound provided in (40). 
A. A Discussion on Determining
The parameter in (38) determines the average number of decoding iterations in the BP decoding algorithm. The maximum number of decoding iterations for a Raptor code with the maximum degree D, denoted by n D ( ), can be upper bounded by:
which arises from condition (i) in (38), where the minimum gap between the left hand side and the right hand side of the inequality is considered to be . As can be seen in (41), the maximum number of decoding iterations is proportional to the inverse of , which can also be seen in Fig. 5 . This shows that for practical implementation of Raptor codes in the low SNR regime, a small leads to a huge decoding complexity. Moreover, can be chosen such that the rate efficiency is high enough with a reasonable decoding complexity. For example as shown in Fig. 5 , when the number of decoding iterations is set to 1000, must be set to greater than 0.01. Although, = 0.01 gives a higher rate efficiency in theory, as will be shown in the next section, it leads to a worse efficiency in actual simulations when the SNR is not zero.
V. SIMULATION RESULTS AND DISCUSSION
In this section, we carry out simulations on Raptor codes in the low SNR regime. Fig. 6 shows the rate efficiency, η, of a Raptor code with the optimized degree distribution function versus the SNR when the maximum number of iterations is 1000. As can be seen in this figure, the code achieves higher efficiencies in lower SNRs, which is due to the fact that the degree distributions were designed for the low SNR regime. Moreover, by increasing the message length, the rate efficiency improves which is due to the fact that the tree assumption and independence of the messages in the SPA decoding are more likely to be met as the message length increases. It is important to note that the efficiency at SNRs larger than -10 dB using the degree distributions obtained from Table II is not high enough which is due to the fact that these degree distributions were designed for very low SNRs. For SNR larger than -10 dB, one could solve the original linear program (9) to find the optimal degree distribution, which has been shown that can achieve efficiencies larger than 92% at those SNRs [13] . The rate efficiencies for these codes have been also shown in Fig.  6 It is also important to note that the choice of plays and important role in the efficiency of the Raptor code. More specifically, for finite length code, as can be seen in Fig. 6 , when = 0.05, the code achieves higher efficiencies compared to the code with = 0.01. Although, for infinite length code higher efficiencies can be achieved for a lower (Fig. 5) , in real applications where the message length is finite, cannot be very small, since otherwise the decoder does not converge due to the random nature of noise and the code graph.
We have also compared rate 1/10 and 1/50 MET-LDPC codes designed in [21] and several RA codes in [19] in Fig. 6 . As can be seen in this figure, Raptor codes with an appropriately designed degree distribution can achieve higher efficiencies in comparison with the fixed rate codes in the entire SNR range. It is important to note that LDPC and MET-LDPC codes can be designed for different rates, but, existing techniques fail to design very high efficiency low rate codes for the low SNR regime. Moreover, the rate efficiency of fixed rate codes decreases with decreasing the word error rate, which is also clear from Fig. 6 . For the sake of comparison, the rate efficiency of a few existing repeat ZigZag Hadamard codes [23] have been also plotted in Fig. 6 . Fig. 7 shows the bit error rate versus the overhead for a Raptor code at different SNRs. More specifically, let k and n denote the message length and the number of coded symbols, respectively, then the overhead is defined as (n − k)/n. As can be seen in this figure, with increasing the maximum degree, a lower overhead is required to achieve lower BERs. Moreover, at lower SNRs, the overhead required to achieve lower BERs decreases due to the fact that the optimized degree distribution was designed for the low SNR regime, and with decreasing the SNR, the approximations in the linear program (38) become more realistic.
VI. CONCLUSIONS
This paper provided a detailed study on Raptor codes in the low SNR regimes, where the degree distribution design was formulated and an exact expression for degree distribution function in the asymptotic case, when the maximum degree goes to infinity, was provided. Accordingly, the fraction of output nodes of small degrees were found, which are in a close agreement with the results obtained from the linear programming solution of the optimal degree distribution function. A more practical degree distribution design was also proposed, where the code efficiency and decoding complexity were taken into account when optimizing the degree distribution. An upper bound on the maximum rate efficiency of the designed Raptor code was also proposed. Simulation results show that Raptor code with the designed degree distribution functions closely approach the capacity of the AWGN channel in very low SNRs.
APPENDIX A PROOF OF LEMMA 1
The proof of this lemma follows directly from the proof of Lemma 2 and Theorem 1 in [26] . More specifically, f d (µ) is shown to be increasing with µ for d > 1, and it also decreases with d for any µ and SNR. Therefore, we have:
Therefore, for constraint (i) in (9), we have:
thus, we have µ i < 2αSNR. For the maximum value of µ i , we also have µo ≤ 2αSNR. Now suppose that SNR > µo/2α, then it is clear that ω(x) = 1 satisfies all constraints in (9) , thus the optimization is feasible. In an asymptotic case, when the maximum degree is very large, α is potentially infinite, and the optimization problem is feasible for SNR > limα→∞ µo/2α = 0. This completes the proof.
APPENDIX B PROOF OF PROPOSITION 1
Statements (a)-(e) were previously proven in [26, 29] , therefore we only provide the proof for (f). It is clear that for the inverse function we can write:
As shown in [29] , ϕ(x) can be represented by:
2 /2 dt, which can also be calculated using the following integral [30] :
By substituting (43) and (44) in (42), and since ϕ
we have in step (ii) we performed variable change u = tan θ, step (iii) follows from atan(∞) = π/2, and finally step (iv) follows from the Maclaurin series of ln(1+x) for x = 2. This completes the proof.
APPENDIX C PROOF OF LEMMA 2 For the first condition, let us assume that there is a degree distribution function of maximum degree D, which satisfies the following inequality for 0 ≤ x ≤ 1, i.e., δ = 0:
then it is clear that Ω (x) must goes to infinity when x → 1, as lim x→1 ϕ −1 (x) = ∞. This contradicts the fact that the maximum degree D is finite. This proves the first condition. The second condition is directly proven from the fact that by increasing the maximum degree the optimization problem will have a larger degree of freedom.
APPENDIX D PROOF OF THEOREM 1 For the optimal degree distribution Ω (D) (x) with maximum degree D, we have:
and accordingly
We then define function ∆ (D) (x) as follows:
which is obviously an increasing function of x due to (46) for 0 ≤ x ≤ 1 − δ D . Therefore, we have:
According to Lemma 2, δ D is a decreasing function of D, therefore, we have: (50) Also, from Theorem 1 and assuming that the optimization problem (9) is always feasible for D being sufficiently large and when γ goes to zero, we have:
and equivalently,
By substituting (51) into (50), we have:
which can be also represented as follows:
The above equation can be represented in matrix form as follows:
. . . where the square matrix in the above equation is the Hilbet matrix, where the i th entry in the j th column, denoted by h i,j , is h i,j = 1/(i + j − 1) [31] . The entries of the inverse Hilbet matrix, denoted by H −1 , can be calculated as follows:
where n is the order of the Hilbert matrix [31] . Therefore, the optimal degree distribution can be calculated as follows:
APPENDIX F PROOF OF LEMMA 3 Condition (i) in (38) must hold for x 0 = ϕ −1 (µ 0 ) for a capacity approaching code. As Ω(x) and therefore Ω (x) are continuous and monotonically increasing with x, we have:
which directly results in (39).
APPENDIX G PROOF OF LEMMA 4
From (38), we have:
