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Abstract
We generalize parts of the Müntz–Szász theorem by considering the denseness of sets span{x1 , x2 , . . .},
where the i ’s grow polynomially. We develop a new interpolation technique to illustrate more precisely
what is missing from the closure of the Müntz sets. This is a robust technique which allows for perturbations.
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1. Introduction
We extend parts of the celebrated theorem of Müntz–Szász [21,24,26]. This beautiful, classical
theorem characterizes sequences (i ) with 0 = 0 < 1 < 2 < · · · for which the Müntz space
span{x1 , x2 , . . .} is dense in C[0, 1].
Theorem 1 (Müntz–Szász). Let {i} be a sequence with inf i i > 0. Then
span{1, x1 , x2 , . . .} = C[0, 1]
if and only if
∑
i
1
i
= ∞.
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Moreover if
∑
i
1
i
< ∞,
then
x /∈ span{1, x1 , x2 , . . .}
for any  = 0, 1, 2, . . . .
Müntz’s theorem and Müntz polynomials have seen a renewed interest in recent years
[6–12,17,19,22,25], especially by Borwein and Erdélyi. There are many generalizations and vari-
ations of the Müntz–Szász theorem in these papers. For example, in [9,11,12], Theorem 1 is
generalized to C(A) where A ⊆ [0,∞) is an arbitrary compact set of positive measure, and in
[25], it is generalized to C(D) where D is the closed unit disc in the complex plane. In [10,22],
Theorem 1 is generalized to Lp[0, 1], 1p∞. Most recently, Erdélyi and Johnson [17] ex-
tended several of these results to Lp(A), 0 < p < ∞. For generalizations to the multi-variable
situation (e.g., C(Rn)), see [6,19]. In [11] the denseness of sets{
p1p2 : p1, p2 ∈ span{1, x1 , x2 , . . .}
}
in C[0, 1] is characterized using Remez-type inequalities.
We consider the ﬁrst half of the Müntz–Szász theorem by examining ’s which grow polyno-
mially. In doing so, we are able to extend our results to perturbations of monomials. In Sections 2
and 3, we determine the monomials that are missing from the closure of the span. We prove:
Theorem 2. Fix  > 0. Let {i} be an increasing sequence of positive integers, 1 > 1, satisfying
j − j−1j2+. (1.1)
Then there exists a sequence of numbers {xk} in (0, 1) such that for any  /∈ {i} there exists an
 > 0 such that if a1, . . . , an are found satisfying∣∣∣∣∣
n∑
i=1
aix
i − x
∣∣∣∣∣ <  for all x = x1, . . . , xn,
then ∣∣∣∣∣
n∑
i=1
aix
i
n+1 − xn+1
∣∣∣∣∣ > 2.
The sequence of points {xk} only needs to satisfy
xk =
(
1 + 1
(k − 1)1+
)
xk−1,
for any 0 <  < .
Note that (1.1) implies ∑ 1j is convergent so by Theorem 1, x /∈ span{x1 , x2 , . . .}, where
the closure is taken in C[0, 1]. Theorem 2 tells us how monomials are missing from span{xi }.
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Theorem 2 then is a new interpolation technique which we outline in Section 2 and prove in
Section 3. In Section 4, we illustrate the power of this new technique by considering denseness
of sets
span{f (x1), f (x2), . . .},
where f (x) = x + r(x), with r(x)
x
→ 0 as x → 0. We prove our main theorem in Section 4:
Theorem 3. Fix  > 0. Let {i} be an increasing sequence of positive integers satisfying
j − j−1j2+.
Then
x /∈ span{f (x1), f (x2), . . .}
for any , 1 <  < 1, and for any f (x) = x + r(x), with r(x)x → 0 as x → 0.
We can interpret Theorem 3 and our interpolation techniques in an operator theoretic setting.
These techniques can be used to study orbits of composition operators. Consider the denseness
of sets such as
span{f (x), f (xs), f (xs2), . . .}
(s is a positive real number) for functions f in the Banach space
C1 := {f ∈ C1[0, 1] : f (0) = 0},
where the norm is given by
‖f ‖1 := ‖f ‖∞ + ‖f ′‖∞.
Using the same techniques as in Theorem 3, we can prove:
Theorem 4. Let s > 1. For any f ∈ C1:
span{f (x), f (xs), f (xs2), . . .} = C1. (1.2)
Moreover, if f ∈ C1 with f ′(0) = 0 then for every 1 <  < s,
x /∈ span{f (x), f (xs), . . .}.
Note that if f ∈ C1 with f ′(0) = 0, then f can be written as f (x) = bx+r(x), where r(x)x → 0
as x → 0. WLOG assume b = 1, and now setting j = sj , Theorem 4 follows from Theorem 3.
We note that Theorem 4 is proved in [2, Theorem 5.1] using very different techniques. Our
proof of Theorem 4 tells us how the orbit is not complete.
In the language of operator theory, in Theorem 4 we are investigating the orbit of vectors under
a class of composition operators. Recall that given a bounded, linear operator T on a Banach space
X, the orbit of a vector x ∈ X is the set
{x, T x, T 2x, T 3x, . . .}.
A vector x ∈ X is said to be cyclic for the operator T if the linear span of its orbit is dense. It
is important to know when a given vector is cyclic for in this case the vector cannot lie in any
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non-trivial closed invariant subspace. In this setting, Theorem 4 states that any operator in the
class of composition operators deﬁned on C1 by s > 1:
Ts : C1 → C1, f 
→ f (xs)
has no cyclic vectors. Cyclic vectors (and the related notions of hypercyclic and supercyclic
vectors) of composition operators have been examined in detail for composition operators acting
on spaces of analytic functions. In 1929, Birkhoff [5] studied the composition operator given
by f (z) 
→ f (z + a) on H(C), the space of holomorphic functions. In 1941, Siedel and Walsh
obtained an analog for non-Euclidean translates in the unit disk. Since then, these results have been
generalized to H(O), O an open subset of the complex plane [3,4], and to H(E), E a separable
Banach space [1]. See [18] for a thorough survey on cyclicity in general, see [15,23] for a very
readable introduction to composition operators on function spaces, and see [13] for a classiﬁcation
of cyclic phenomena for composition operators on the Hardy space H 2.
Combining Theorem 5.1 from [2] and Theorem 4 it is clear that the behavior of the function
near zero plays a big role in determining the cyclic properties of the function. If we do not restrict
the behavior of the function near zero then we have many cyclic vectors as in [2, Theorem 5.1].
In our situation, we require f ′(0) = 0 so we have many non-cyclic vectors. Apart from these
studies, there seems to have been little done for composition operators acting on C[0, 1]. On this
space, the spectrum of composition operators have been studied in [20]. See [16] for Müntz-type
theorems in a Banach algebra setting, and see [14] forMüntz-type theorems in a Lie group setting.
2. Strategy to prove Theorem 2
To prove Theorem 2 we need to show that for any , 1 <  < 1:
x /∈ span{x1 , x2 , . . .}.
We show that there exists an  > 0 and there exists a sequence of points in {xk} in (0, 1) such that
if a1, . . . , an are found so that
n∑
i=1
aix
i
approximates (in absolute value) x at x1, . . . , xn then
n∑
i=1
aix
i
cannot approximate x at xn+1, i.e., we show that there exists an  > 0 and there exists a sequence
of numbers {xk} in (0, 1) such that if a1, . . . , an are found as solutions to the n × n system of
equations:
⎡
⎢⎢⎢⎢⎣
x
1
1 x
2
1 · · · xn1
x
1
2 x
2
2 · · · xn2
...
...
...
...
x
1
n x
2
n · · · xnn
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
x

1(1 + 1)
x

2(1 + 2)
...
x

n(1 + n)
⎤
⎥⎥⎥⎥⎦ (2.1)
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(where |i | < |xi | ), then∣∣∣∣∣
n∑
i=1
aix
i
n+1 − xn+1
∣∣∣∣∣ > 2.
In order to get our hands on the solutions a1, . . . , an we work with an easier system of equations:⎡
⎢⎢⎢⎢⎢⎣
x
1
1 0 · · · 0
x
1
2 x
2
2 · · · 0
...
...
...
...
x
1
n x
2
n · · · xnn
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
b1
b2
...
bn
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
x

1(1 + 1)
x

2(1 + 2)
...
x

n(1 + n)
⎤
⎥⎥⎥⎥⎦ . (2.2)
A relationship between the solutions to this “triangular” system of equations (2.2) and the
solutions to the “full” system of equations (2.1) will be established in Proposition 7. Remarkably,
the ratio
ak
bk
is small! After establishing a relationship between the ak’s and the bk’s we then work with the
bk’s to prove in Proposition 8 that
|bkxkk+1|100
k−1∑
i=1
|bixik+1| for all kn.
Finally we can come to our desired conclusion that
∣∣∣∣∣
n∑
i=1
aix
i
n+1 − xn+1
∣∣∣∣∣ > 2.
One ﬁnal comment before we move on to the proof of Theorem 2. In order to make the proof of
Theorem 2 more readable, we work with  = 0 in part of the theorem. (See Theorem 9.) To work
with  > 0 it is necessary to do some very straightforward approximations. We include these
approximations in the proof of the more general theorem, Theorem 3.
3. Proof of Theorem 2
The sequence of points {xk} in (0, 1) will be recursively deﬁned with a ﬁxed ratio(
1 + 1
(k − 1)1+
)
between two consecutive terms, where  is any positive real number less than , which sat-
isﬁes (1.1). The lemma simply gives us the index at which we can start using the recursive
deﬁnition xk =
(
1 + 1
(k−1)1+
)
xk−1.
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Lemma 5. Fix  > 0, and N any natural number. Let {i} be an increasing sequence of positive
integers satisfying
j − j−1j2+,
with 1 > 1. Let 1 <  < 1, and 0 <  < . Then there exist a natural number l2 and a
constant A > 2 (depending on 1, ) such that
(1) j ! ( 1
N
)j (1 + 1
(j−1)1+
)j−j−1 for all j l,
(2) j ! ( 1
N
)j
Aj−j−1 for all j < l,
(3) 500 <
(
1 + 1
(j−1)1+
)j−j−1 for all j l,
(4) 500 < Aj−j−1 for all j < l.
Moreover A can be chosen so that A1− > N − 1.
Proof. To see (1), note that(
1 + 1
(j − 1)1+
)j−j−1

(
1 + 1
j1+
)j2+
>
1
2
ej
1+−
?j !. 
Throughout the rest of this section, let , N, {i}, ,  be as in Lemma 5, and we assume that
the sequence {xk} in (0, 1) satisﬁes the following:
xk = Axk−1 for k = 2, . . . , l − 1,
xk =
(
1 + 1
(k − 1)1+
)
xk−1 for k l,
where x1 is any point in (0, 1). To make the notation easier, let Rk denote the ratio between xk
and xk−1. Thus
Rk =
⎧⎨
⎩
A, k = 2, . . . , l − 1,
1 + 1
(k − 1)1+ , k l,
We use this lemma several times.
Lemma 6. Suppose that 1 < 2 < · · · < n, with 1 > 1. Let
 = {x(1)1 x
(2)
2 · · · x
(n)
n :  is a permutation of {1, . . . , n}}.
Then the largest element of  is
x
n
n x
n−1
n−1 · · · x22 x11 .
Proof. We wish to show that
x
n
n x
n−1
n−1 · · · x22 x11
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is the largest term in . Consider any other element with just two exponents switched, say
x
n
n x
n−1
n−1 · · · x12 x21 .
Then the ratio between this element and the one that we claim to be the largest is
x
n
n x
n−1
n−1 · · · x22 x11
x
n
n x
n−1
n−1 · · · x12 x21
= x
2
2 x
1
1
x
1
2 x
2
1
=
(
x2
x1
)2 (x1
x2
)1
=
(
x2
x1
)2−1
= A2−1 > 22−1 > 1.
Thus
x
n
n x
n−1
n−1 · · · x22 x11
is the largest term of . 
Proposition 7. Suppose that a1, . . . , an and b1 . . . bn are found by solving the following system
of equations:⎡
⎢⎢⎢⎢⎣
x
1
1 x
2
1 · · · xn1
x
1
2 x
2
2 · · · xn2
...
...
...
...
x
1
n x
2
n · · · xnn
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
x

1
x

2
...
x

n
⎤
⎥⎥⎥⎦
and ⎡
⎢⎢⎢⎢⎣
x
1
1 0 · · · 0
x
1
2 x
2
2 · · · 0
...
...
...
...
x
1
n x
2
n · · · xnn
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
b1
b2
...
bn
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
x

1
x

2
...
x

n
⎤
⎥⎥⎥⎦ . (3.1)
Then there exist constants M,Nk (k = 1, 2, . . . , n) such that
1
(1 + M)
(
1 − Nk
1 + Nk
)
 ak
bk
 1
(1 − M)
(
1 + Nk
1 − Nk
)
,
where M,Nk are “small”. (We will quantify “small” later using Lemma 5.)
Proof. We wish to compare solutions to each of the above the system of equations. Fix k1.
Using Cramer’s rule, we see that denominator of any ak is∣∣∣∣∣∣∣∣∣∣
x
1
1 x
2
1 · · · xn1
x
1
2 x
2
2 · · · xn2
...
...
...
...
x
1
n x
2
n · · · xnn
∣∣∣∣∣∣∣∣∣∣
,
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while the denominator of any bk is∣∣∣∣∣∣∣∣∣∣
x
1
1 0 · · · 0
x
1
2 x
2
2 · · · 0
...
...
...
...
x
1
n x
2
n · · · xnn
∣∣∣∣∣∣∣∣∣∣
= x11 x22 . . . xnn .
Here and throughout the rest of the paper, we consider “numerator” and “denominator” in this
form, not simpliﬁed. We call these two determinants, the full solution and the triangular solution,
respectively. Consider the full solution. Clearly the number of terms in the full solution is n!. Each
term in the full solution has n factors. In a typical term of the full solution:
(1) Each xi (1 in) occurs exactly once.
(2) Each exponent i (1 in) occurs exactly once.
From Lemma 6 it follows that the largest term (in absolute value) in the full solution is
xnn x
n−1
n−1 · · · x22 x11 .
We claim now that the full solution is completely dominated by this largest term. In order to prove
this we need an efﬁcient way to add up all of the terms (except the largest term) in the full solution.
The ﬁrst step is to consider all the terms in the full solution without an xnn factor. There cannot
be more than n! such terms. Again by Lemma 6 the largest of these terms is
x
n−1
n x
n
n−1︸ ︷︷ ︸
exponents switched
x
n−2
n−2 · · · x22 x11 .
The ratio between the largest term and this term is
(
xn−1
xn
)n−1 ( xn
xn−1
)n
=
(
xn
xn−1
)n−n−1
= Rn−n−1n .
(Recall that Rn is either
(
1 + 1
(k−1)1+
)
or A.) Therefore,∑∣∣∣terms without an xnn factor
∣∣∣  n!|xn−1n xnn−1xn−2n−2 . . . x22 x11 |
= n!R−(n−n−1)n |largest term|. (3.2)
In general, consider all terms in the full solution without an xjj factor but with factors of
x
n
n , x
n−1
n−1 , . . . , x
j+1
j+1 . There cannot be more than j ! such terms. By Lemma 6, the largest of
these terms is
xnn x
n−1
n−1 · · · x
j+1
j+1 x
j−1
j x
j
j−1︸ ︷︷ ︸
exponents switched
· · · x22 x11 .
The ratio between the largest term and this term is
(
xj−1
xj
)j−1 ( xj
xj−1
)j
=
(
xj
xj−1
)j−j−1
= Rj−j−1j .
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Therefore,∑∣∣∣terms without an xjj factor
∣∣∣  j !|xnn xn−1n−1 · · · xj+1j+1 xj−1j xjj−1 · · · x22 x11 |
= j !R−(j−j−1)j |largest term|. (3.3)
Combining (3.2) and (3.3), we have that∣∣∣∑ all terms in full solution except largest term∣∣∣

∑
|all terms in full solution except largest term|

n∑
j=2
j !
R
j−j−1
j
|largest term|.
Set
M =
n∑
j=2
j !
R
j−j−1
j
.
Therefore,∣∣∣∑ all terms in full solution except largest term∣∣∣ M|largest term|.
Since the largest term is positive
(1 − M) (largest term) full solution(1 + M) (largest term) .
Recall that the denominator of bk is
x
1
1 x
2
2 . . . x
n
n ,
which is the largest term in the full solution. Therefore,
(1 − M)(denominator of bk)(denominator of ak)(1 + M)(denominator of bk).
Since the denominator of bk is positive, we have that
1 − M denominator of ak
denominator of bk
1 + M. (3.4)
Now we must compare the numerators of ak and bk . Using Cramer’s rule, a similar argument
shows that for any k1 we have(
1 − Nk
1 + Nk
)
 numerator of ak
numerator of bk

(
1 + Nk
1 − Nk
)
,
where
Nk =
(
1
A
)1−
+
k∑
j=2
j !
R
j−1−j−2
j
+
n∑
j=k+1
j !
R
j−j−1
j
.
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(Recall that A depends on the starting point of our sequence from Lemma 5.) Therefore, for any
k1 we have
1
(1 + M)
(
1 − Nk
1 + Nk
)
 ak
bk
 1
(1 − M)
(
1 + Nk
1 − Nk
)
.
Using the estimates in Lemma 5 (parts 1 and 2), we see that
M =
l−1∑
j=2
j !
Aj−j−1
+
n∑
j=l
j !(
1 + 1
(j−1)1+
)j−j−1 
n∑
j=2
(
1
N
)j
<
1
N − 1 .
Now A was chosen so that
A1− > N − 1,
and similarly one can show that for any kn,
Nk <
2
N − 1 . (3.5)
Since N was arbitrary in Lemma 5, M and Nk are as small as we like, say
(1 − 	) ak
bk
(1 + 	). (3.6)
(For example, if N = 100 then M < 0.02, Nk < 0.03 and 0.92 akbk 1.08.) 
Proposition 8. Let b1, . . . , bn be solutions to the system of equations (3.1). Then for all kn
|bkxkk+1|100
k−1∑
i=1
|bixik+1|. (3.7)
Proof. We will prove this by induction. Let kn. For k = 2 use (3.1) to solve for b1 and b2 and
then check that
|b2x23 |100|b1x13 |.
Our induction hypothesis is
If b1, . . . , bk−1 are found as in (3.1), then |bk−1xk−1k |100
k−2∑
i=1
|bixik |.
We need to show
|bkxkk+1|100
k−1∑
i=1
|bixik+1|. (3.8)
Using the ratio between xk and xk+1 we have that
|bkxkk+1| =
∣∣∣bkRkk xkk
∣∣∣ . (3.9)
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We also have that
100
k−1∑
i=1
|bixik+1| = 100
k−2∑
i=1
|biRik xik | + 100|bk−1Rk−1k xk−1k |
 101Rk−1k |bk−1xk−1k |,
where the last inequality follows from our induction hypothesis. Thus using (3.9) and this last
inequality, we see that to show (3.8), it sufﬁces to show∣∣∣∣ bkbk−1
∣∣∣∣ 101R−(k−k−1)k x−(k−k−1)k . (3.10)
As in the proof of Proposition 7,
(1 − Nk)|largest term of bk| |numerator of bk|(1 + Nk)|largest term of bk|,
whereNk < 2N−1 . (N arbitrary in Lemma 5.) The largest term (in absolute value) in the numerator
of bk is
x

1x
1
2 · · · xk−1k xk+1k+1 · · · xnn ,
while the largest terms (in absolute value) in the numerator of bk−1 is
x

1x
1
2 · · · xk−2k−1 xkk · · · xnn .
Since
|denominator of bk| = |denominator of bk−1|,
we have that∣∣∣∣ bkbk−1
∣∣∣∣  (1 − Nk)|largest term in numerator of bk|(1 + Nk−1)|largest term in numerator of bk−1|
=
(
1 − Nk
1 + Nk−1
)
x
−(k−k−1)
k >
101
500
x
−(k−k−1)
k > 101(Rkxk)
−(k−k−1), (3.11)
and so we have (3.10). (The last inequality follows from Lemma 5.) 
Proof of Theorem 2. We prove Theorem 9, which is Theorem 2 with  = 0. We give the details
for  > 0 in proving the more general theorem, Theorem 3, in Section 4.
Theorem 9. There exists an  > 0 such that if a1, . . . , an (n) satisfy:
n∑
i=1
aix
i = x at x = x1, . . . , xn,
then ∣∣∣∣∣
n∑
i=1
aix
i
n+1 − xn+1
∣∣∣∣∣ > 2. (3.12)
Proof. Let  < 12x1. Let b1, . . . , bn be solutions to the system of equations (3.1).
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We will prove this theorem by ﬁrst proving the following three claims:
|akxkk+1|25
k−1∑
i=1
|aixik+1| for all kn, (3.13)
|a1x1n+1| > 2xn+1, (3.14)
|anxnn+1| > 50xn+1. (3.15)
To prove the ﬁrst claim (3.13), use (3.6) and Proposition 8:
|akxkk+1| =
∣∣∣∣akbk
∣∣∣∣ |bkxkk+1|(1 − 	)100
k−1∑
i=1
|aixik+1|25
k−1∑
i=1
|aixik+1|. (3.16)
To prove the second claim (3.14), note b1 = x−11 :
|a1x1n+1| =
∣∣∣∣a1b1
∣∣∣∣ |b1x1n+1| =
∣∣∣∣a1b1
∣∣∣∣
(
xn+1
x1
)1−
x

n+1. (3.17)
Now using the ratio between xk and xk−1,(
xn+1
x1
)1−
=
n+1∏
j=2
R
1−
j =
(
Al−1
)1− n∏
j=l
(
1 + Rj
)1− > A1−. (3.18)
Therefore, using Lemma 5,
|a1x1n+1| >
∣∣∣∣a1b1
∣∣∣∣ (A1−)xn+1 > 2xn+1. (3.19)
Finally to prove the last claim (3.15), we use (3.13) and (3.14):
|anxnn+1|25
n−1∑
i=1
|aixin+1| = 25|a1x1n+1| + 25
n−1∑
i=2
|aixin+1| (3.20)
> 50xn+1 + 25
n−1∑
i=2
|aixin+1| > 50xn+1. (3.21)
To prove (3.12), we use the reverse triangle inequality and Claims 1 and 3, we get∣∣∣∣∣
n∑
i=1
aix
i
n+1 − xn+1
∣∣∣∣∣  |anxnn+1| −
∣∣∣∣∣
n−1∑
i=1
aix
i
n+1
∣∣∣∣∣− |xn+1|
 |anxnn+1| −
1
25
|anxnn+1| − xn+1
= 24
25
|anxnn+1| − xn+1 >
24
25
· 50xn+1 − xn+1
= 47(Al−1)
n+1∏
j=l
(
1 + 1
j2
)
x

1 > x

1 > 2. 
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4. Proof of Theorem 3 and Perturbation Results
In this section we show that our new technique is robust by considering denseness of sets
span{f (x1), f (x2), . . .},
where f (x) = x + r(x), r(x) = o(x). To prove Theorem 3 we proceed as in the proof of
Theorem 2, by proving analogs of Propositions 7 and 8. The proof of Theorem 3 parallels the
proof of Theorem 2; however, the following complications arise in the proof in the more general
setting of Theorem 3.
• We need to be careful with the starting point of the sequence {xk}. In the case where f (x) = x,
the starting point x1 was any arbitrary point in (0, 1). Now the starting point depends on 1 and
f. See Lemma 10 below.
• We need to work with an  > 0 (not  = 0).
• Since we are working with perturbations of f (x) = x, namely f (x) = x + r(x), where
r(x)
x
→ 0 as x → 0, we can write f as
f (x) = x(1 + 
x),
where 
x = r(x)x . Instead of matrices (2.1) and (2.2), now we must work with matrices such as⎡
⎢⎢⎢⎢⎢⎢⎣
x
1
1 (1 + 
x11 ) x
2
1 (1 + 
x21 ) · · · x
n
1 (1 + 
xn1 )
x
1
2 (1+
x12 ) x
2
2 (1 + 
x22 ) · · · x
n
2 (1 + 
xn2 )
...
...
...
...
x
1
n (1+

x
1
n
) x
2
n (1+

x
2
n
) · · · xnn (1+
xnn )
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
a1
a2
...
an
⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣
x

1(1+1)
x

2(1+2)
...
x

n(1+n)
⎤
⎥⎥⎥⎦ ,
(4.1)
and ⎡
⎢⎢⎢⎢⎢⎢⎣
x
1
1 (1 + 
x11 ) 0 · · · 0
x
1
2 (1 + 
x12 ) x
2
2 (1+
x22 ) · · · 0
...
...
...
...
x
1
n (1 + 

x
1
n
) x
2
n (1+

x
2
n
) · · · xnn (1+
xnn )
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
b1
b2
...
bn
⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣
x

1(1+1)
x

2(1+2)
...
x

n(1+n)
⎤
⎥⎥⎥⎦ . (4.2)
We will again make use of Lemma 5 as well as of the following lemma which tells us how to
choose the starting point of our sequence {xk}.
Lemma 10. Let  ∈ (1, 1). Then there exist numbers p, q ∈ (0, 1/2) such that
22−1
(
1 − p
1 + p
)2
> 1
and
21− (1 − q)(1 − p)
(1 + q)(1 + p) > 1.
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We now show that the solutions to the triangular system of equations (4.1) and the solutions to
the full system of equations (4.2) are similar in size. We proceed as in Proposition 7 but we need
to estimate the quantities (1 + 

x
j
i
) from above and then we will use the ratio between xi and
xi+1 to reach our desired conclusion.
Proposition 11. Let , N, {i}, ,  be as in Lemma 5. Let f (x) = x + r(x), where r(x)x → 0 as
x → 0. Set 
x = r(x)x . Choose  > 0 such that if x <  then |
x | < p, where p is found as in
Lemma 10. Let l and A be the numbers found in Lemma 5.
Let {xk} be a sequence in (0, 1) satisfying
x1 = 6Al−1 ;
xk = Axk−1 for k = 2, . . . , l − 1;
xk =
(
1 + 1
(k − 1)1+
)
xk−1 for k l.
Let Rk denote the ratio between xk and xk−1. Let  < qx1, where q is found as in Lemma 10.
Suppose that there exist a1, . . . , an such that a1, . . . , an are found satisfying∣∣∣∣∣
n∑
i=1
aif (x
i ) − x
∣∣∣∣∣ <  for all x = x1, . . . , xn,
or equivalently, a1, a2, . . . , an are solutions to the system of equation (4.1). If b1, b2 . . . , bn are
solutions to the system of equations (4.2) then there exists constants M,Nk (k = 1, 2, . . . , n)
such that
1
(1 + M)
(
1 − Nk
1 + Nk
)
 ak
bk
 1
(1 − M)
(
1 + Nk
1 − Nk
)
,
where M,Nk are small. (We will quantify “small” later using Lemma 5.)
Proof. The only real difference between this proof and the proof of Proposition 7 is that we will
need to estimate quantities such as
(1 + 
a)(1 + 
b)
(1 + 
c)(1 + 
d) ,
where a, b, c, d ∈ [0, ). Since we have controlled the starting point of our sequence {xk} this
will not be a problem. Using the triangle inequality and the estimate |
a| < p, it follows that
1 − p
(1 + p)2 
∣∣∣∣ (1 + 
a)(1 + 
b)(1 + 
c)(1 + 
d)
∣∣∣∣ 
(
1 + p
1 − p
)2
, (4.3)
whenever a, b, c, d ∈ [0, ).
Notice that we may use (4.3) on expressions involving 

x
j
i
.The reason for this is that for k l,
xk = Rk xk−1
= Al−2
k∏
j=l
(
1 + 1
(j − 1)1+
)
x1,
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and it follows then that for all k l,
xkAl−2 exp
(
2
6
)
(x1) < A
l−26x1.
Now for k < l,
xk = Ak−2x1 < Al−2x1.
Therefore, for all k2,
xk < A
l−26x1.
Since x1 = 6Al−1 :
xk <  for all k.
Hence
x
j
i < ,
and |

x
j
i
| < p for all i, j.
We now proceed as in Proposition 7. We are ready to compare ak and bk . We use Cramer’s
rule to compare the numerators and denominators of ak and bk . (As before, we assume that the
numerators and denominators are not simpliﬁed.) The denominator of any ak is∣∣∣∣∣∣∣∣∣∣∣∣
x
1
1 (1 + 
x11 ) x
2
1 (1 + 
x21 ) · · · x
n
1 (1 + 
xn1 )
x
1
2 (1 + 
x12 ) x
2
2 (1 + 
x22 ) · · · x
n
2 (1 + 
xn2 )
...
...
...
...
x
1
n (1 + 

x
1
n
) x
2
n (1 + 

x
2
n
) · · · xnn (1 + 
xnn )
∣∣∣∣∣∣∣∣∣∣∣∣
,
while the denominator of any bk is∣∣∣∣∣∣∣∣∣∣∣∣
x
1
1 (1 + 
x11 ) 0 · · · 0
x
1
2 (1 + 
x12 ) x
2
2 (1 + 
x22 ) · · · 0
...
...
...
...
x
1
n (1 + 

x
1
n
) x
2
n (1 + 

x
2
n
) · · · xnn (1 + 
xnn )
∣∣∣∣∣∣∣∣∣∣∣∣
=x11 · · · xnn (1+
x11 )· · ·(1+
xnn ).
We call these two determinants the full solution and the triangular solution, respectively. Con-
sider the full solution. Clearly the number of terms in the full solution is n!. In a typical term of
the full solution:
(1) Each xi (1 in) occurs exactly once.
(2) Each exponent j (1jn) occurs exactly once.
(3) Each time a factor of xij occurs, we have a factor of (1 + 
xij ).
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We claim that the largest term (in absolute value) in the full solution is
B := x11 x22 · · · xnn (1 + 
x11 )(1 + 
x22 ) · · · (1 + 
xnn ).
To see that this is indeed the largest term of the full solution, consider any other term with just
two exponents switched, such as
x
2
1 x
1
2 · · · xnn (1 + 
x21 )(1 + 
x12 ) · · · (1 + 
xnn ).
Then the ratio between B and this term is∣∣∣∣∣∣
x
1
1 x
2
2 · · · xnn
x
2
1 x
1
2 · · · xnn
·
(1 + 

x
1
1
)(1 + 

x
2
2
) · · · (1 + 

x
n
n
)
(1 + 

x
2
1
)(1 + 

x
1
2
) · · · (1 + 

x
n
n
)
∣∣∣∣∣∣
=
(
x1
x2
)1 (x2
x1
)2 ∣∣∣∣∣∣
(1 + 

x
1
1
)(1 + 

x
2
2
)
(1 + 

x
2
1
)(1 + 

x
1
2
)
∣∣∣∣∣∣
22−1
∣∣∣∣∣∣
(1 + 

x
1
1
)(1 + 

x
2
2
)
(1 + 

x
2
1
)(1 + 

x
1
2
)
∣∣∣∣∣∣ 2
2−1
(
1 − p
1 + p
)2
> 1,
and so B is the largest term (in absolute value) of the full solution. (The last inequality follows
from Lemma 10.)
We claim now that the full solution is completely dominated by this largest term. In order to
prove this, we need an efﬁcient way to add up all of the terms in the full solution. We continue as
in Proposition 7. Consider all those terms in the full solution without an xjj but with factors of
x
n
n , . . . , x
j+1
j+1 . There cannot be more than j ! such terms. Arguing as above, it is easy to see that
the largest of these terms (in absolute value) is
x
1
1 · · · x
j
j−1x
j−1
j︸ ︷︷ ︸
exponents switched
x
j+1
j+1 · · ·xnn (1+
x11 ) · · · (1+
xjj−1)(1+
xj−1j )(1+
xj+1j+1 )· · ·(1+
xnn ).
Let us call this term J. The ratio between the largest term, B, and this term, J, is
∣∣∣∣BJ
∣∣∣∣ =
∣∣∣∣∣∣∣∣
x
j−1
j−1 x
j
j (1 + 
xj−1j−1 )(1 + 
xjj )
x
j
j−1x
j−1
j (1 + 
xjj−1)(1 + 
xj−1j )
∣∣∣∣∣∣∣∣
= Rj−j−1j
∣∣∣∣∣∣
(1 + 

x
j−1
j−1
)(1 + 

x
j
j
)
(1 + 

x
j
j−1
)(1 + 

x
j−1
j
)
∣∣∣∣∣∣ .
Therefore
∑∣∣∣terms without an xjj factor
∣∣∣ j ! |J |
(
1 + p
1 − p
)2
|B| j !
R
j−j−1
j
.
Thus
∑
|terms in full solution except B|
(
1 + p
1 − p
)2
|B|
⎛
⎝ n∑
j=2
j !
R
j−j−1
j
⎞
⎠ .
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Set
M =
(
1 + p
1 − p
)2⎛⎜⎝
l−1∑
j=2
j !
Aj−j−1
+
n∑
j=l
j !(
1 + 1
(j−1)2
)j−j−1
⎞
⎟⎠ .
Therefore∣∣∣∑ all terms in full solution except B∣∣∣ M|B|.
Hence
−M|B|
∑
all terms in full solution except BM|B|.
Recall that the triangular solution (the denominator of bk) is
x
1
1 · · · xnn (1 + 
x11 ) · · · (1 + 
xnn ),
which is the largest term B in the full solution.
Therefore, since the denominator of bk is positive,
(1 − M)(denominator of bk)denominator of ak(1 + M)(denominator of bk).
Hence
(1 − M) denominator of ak
denominator of bk
(1 + M). (4.4)
Now we must compare the numerators of ak and bk . Using Cramer’s rule we know that the
numerator of ak is∣∣∣∣∣∣∣∣∣∣∣∣
x
1
1 (1+
x11 ) · · · x
k−1
1 (1 + 
xk−11 ) x

1(1 + 1) xk+11 (1 + 
xk+11 ) · · · x
n
1 (1+
xn1 )
x
1
2 (1+
x12 ) · · · x
k−1
2 (1+
xk−12 ) x

2(1 + 2) xk+12 (1+
xk+12 ) · · · x
n
2 (1+
xn2 )
...
...
...
...
x
1
n (1+

x
1
n
) · · · xk−1n (1+

x
k−1
k
) x

n(1+n) xk+1n (1+

x
k+1
n
) · · · xnn (1+
xnn )
∣∣∣∣∣∣∣∣∣∣∣∣
.
Clearly the number of terms in the numerator of ak is k!. In a typical term in the numerator
of ak:
(1) Each xi (1 in) occurs once.
(2) Each exponent j (1jn, j = k) and the exponent  occurs exactly once.
(3) Each time a factor of xji occurs, we have a factor of (1 + 
xij ).
(4) Each time a factor of xj occurs, we have a factor of (1 + j ).
We claim that the largest term (in absolute value) in the numerator of ak is
B˜=x1x12 · · · xk−1k xk+1k+1 · · · xnn (1+1)(1+
x12 ) · · · (1+
xk−1k )(1+
xk+1k+1 )· · ·(1+
xnn ).
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To see that this is indeed the largest term in the numerator of ak , consider any other term with
just two exponents switched, such as
x
1
1 x

2x
2
3 · · ·xnn (1 + 
x11 )(1+2)(1+
x23 ) · · · (1+
xnn ).
As before we use Lemma 10 to conclude the ratio between B˜ and this term is > 1. Set
Nk = (1 + q)
(
1 + p
1 − p
)2⎛⎝( 1
A
)1−
+
k∑
j=2
j !
R
j−1−j−2
j−1
+
n∑
j=k+1
j !
R
j−j−1
j−1
⎞
⎠ .
Then ∣∣∣∑ all terms in the numerator of ak except B˜∣∣∣ Nk|B˜|.
(The argument is almost the same as the one used in determining the bounds for the full solution,
so we will not include it.)
To determine a bound on the numerator of bk , we know by Cramer’s rule that the numerator of
bk is∣∣∣∣∣∣∣∣∣∣∣∣
x
1
1 (1+
x11 ) · · · 0 x

1(1 + 1) 0 · · · 0
x
1
2 (1+
x12 ) · · · 0 x

2(1+2) 0 · · · 0
...
...
...
...
...
...
...
x
1
n (1+

x
1
n
) · · · xk−1n (1+

x
k−1
n
) x

n(1+n) xk+1n (1 + 

x
k+1
n
) · · · xnn (1+
xnn )
∣∣∣∣∣∣∣∣∣∣∣∣
.
A typical term in the numerator of bk has the same properties as a typical term in the numerator
of ak only we now have 2k such terms. We can of course make the same estimates as with the
numerator of ak , and thus∣∣∣∑ all terms in the numerator of bk except B˜∣∣∣ Nk|B˜|.
Again, as in (4.4), we have
1 − Nk
1 + Nk 
numerator of ak
numerator of bk
 1 + Nk
1 − Nk .
This, together with (4.4) gives for each k1:
1
(1 + M)
(
1 − Nk
1 + Nk
)
 ak
bk
 1
(1 − M)
(
1 + Nk
1 − Nk
)
.
Wenowneed to show thatM,Nk are “small.” Sincep < 12 , it follows that
(
1+p
1−p
)2
< 9.Therefore,
as in Proposition 7,
M =
(
1+p
1 − p
)2 l−1∑
j=2
⎛
⎜⎝ j !
A(j−j−1)
+
n∑
j=l
j !(
1 + 1
(j−1)2
)j−j−1
⎞
⎟⎠ 9
n∑
j=2
(
1
N
)j
<
9
N − 1 .
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Again, using Lemma 5, A was chosen so that
A1− > N − 1,
and q < 12 , so similarly one can show that for any kn,
Nk = (1 + q)
(
1 + p
1 − p
)2⎛⎝( 1
A
)1−
+
k∑
j=2
j !
R
j−1−j−2
j−1
+
n∑
j=k+1
j !
R
j−j−1
j−1
⎞
⎠ < 27
N − 1 .
Thus as in (3.6), since N was arbitrary in Lemma 5, M and Nk are as small as we like, say
(1 − 	) ak
bk
(1 + 	).  (4.5)
The following proposition mirrors Proposition 8.
Proposition 12. Let b1, . . . , bn be solutions to the system of equations (4.2). Then
|bkxkk+1|100
k−1∑
i=1
|bixik+1|. (4.6)
Proof. The proof is almost identical to the proof of Proposition 8. We need to show Eq. (3.10).
The only difference occurs in estimating
∣∣∣ bkbk−1
∣∣∣ . Since the bk’s are solutions to the system of
equations (4.2),∣∣∣∣ bkbk−1
∣∣∣∣  (1 − Nk)|largest term in numerator of bk|(1 + Nk−1)|largest term in numerator of bk−1|
=
(
1 − Nk
1 + Nk−1
) |1 + 

x
k−1
k
|
|1 + 

x
k
k
| x
−(k−k−1)
k

(
1 − Nk
1 + Nk−1
)
1 − p
1 + px
−(k−k−1)
k 
(
1 − Nk
1 + Nk−1
)
1
3
x
−(k−k−1)
k ,
and as in (3.11), we have (3.10). 
Proof of Theorem 3. Fix  > 0. We keep the notation used in the proof of Proposition 11. We
prove that there exists an  > 0 and a sequence of points {xk} in [0, 1] such that if a1, . . . , an are
found satisfying∣∣∣∣∣
n∑
i=1
aif (x
i ) − x
∣∣∣∣∣ <  for all x = x1, . . . , xn,
then ∣∣∣∣∣
n∑
i=1
aif (x
i ) − x
∣∣∣∣∣ >
1
q
 for x = xn+1.
The sequence of points {xk} is deﬁned as in Proposition 11. Let  < qx1. Here a1, a2, . . . , an
are solutions to the system of equations (4.1) and we again let b1, b2 . . . , bn be solutions to the
system of equations (4.2).
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We proceed as in the proof of Theorem 2. The statements of the three claims, (3.13), (3.14),
(3.15), are exactly the same. The proof of the ﬁrst claim follows as in (3.16), using (4.5) and
Proposition 12. The proof of the second claim follows exactly as in (3.17), (3.18), and (3.19). The
proof of the third claim follows exactly as in (3.20) and (3.21).
Now since p < 12 , using the reverse triangle inequality, and Claims 1 and 3,∣∣∣∣∣
n∑
i=1
aif (x
i
n+1) − xn+1
∣∣∣∣∣  |an(1 + 
xnn+1)xnn+1| −
∣∣∣∣∣
n−1∑
i=1
ai(1 + 

x
i
n+1
)x
i
n+1
∣∣∣∣∣− |xn+1|
 (1 − p)|anxnn+1| −
∣∣∣∣∣
n−1∑
i=1
ai(1 + 

x
i
n+1
)x
i
n+1
∣∣∣∣∣− |xn+1|
 1
2
|anxnn+1| −
3
50
|anxnn+1| − xn+1 >
22
50
· 50xn+1 − xn+1
= 21(Al−1)
n+1∏
j=l
(
1 + 1
j2
)
x

1 > x

1 >
1
q
. 
Acknowledgments
The author wishes to express her deep gratitude to the reviewers for many helpful comments.
References
[1] R. Aron, J. Bès, Hypercyclic differentiation operators, Contemp. Math. 232 (1999) 39–46.
[2] A. Atzmon, A. Olevskii, Completeness of integer translates in function spaces R, J. Approx. Theory 87 (1996)
291–327.
[3] L. Bernal-González, A. Montes-Rodríguez, Non-ﬁnite dimensional closed vector spaces of universal functions for
composition operators, J. Approx. Theory 82 (1995) 375–391.
[4] L.Bernal-González,A.Montes-Rodríguez,Universal functions for compositionoperators,ComplexVariablesTheory
Appl. 27 (1995) 47–56.
[5] G. Birkhoff, Démonstration d’un théorème élémentaire sur les fonctions entières, C.R. Acad. Sci. Paris 189 (1929)
473–475.
[6] T. Bloom, A multivariable version of the Müntz–Szász theorem, in: Contemporary Mathematics, vol. 137, The
Madison Symposium on Complex Analysis, American Mathematical Society, Providence, RI, 1992, pp. 85–92.
[7] P. Borwein, Variations on Müntz’s theme, Canad. Math. Bull. 34 (1991) 305–310.
[8] P. Borwein, T. Erdélyi, Notes on lacunary Müntz polynomials, Israel J. Math. 76 (1991) 183–192.
[9] P. Borwein, T. Erdélyi, Müntz spaces and Remez inequalities, Bull. Amer. Math. Soc. 32 (1) (1995) 38–42.
[10] P. Borwein, T. Erdélyi, The full Müntz theorem inC[0, 1] andL1[0, 1], J. London Math. Soc. (2) 54 (1996) 102–110.
[11] P. Borwein, T. Erdélyi, Generalizations of Müntz’s theorem via a Remez-type inequality for Müntz spaces, J. Amer.
Math. Soc. 10 (1997) 327–349.
[12] P. Borwein, T. Erdélyi, Muntz’s theorem on compact subsets of positive measure, Monograph and Textbooks in Pure
and Applied Mathematics, vol. 212, Dekker, NewYork, 1998, pp. 115–131.
[13] P. Bourdon, J. Shapiro, Cyclic phenomena for composition operators, Mem. Amer. Math. Soc. 125 (1997) 596.
[14] D. Cook, Müntz–Szász theorems for nilpotent lie groups, J. Funct. Anal. 157 (12) (1998) 394–412.
[15] C. Cowen, B. MacCluer, Composition Operators on Spaces of Analytic Functions, CRC Press, Boca Raton, FL,
1995.
[16] M. Crabb, J. Duncan, C. McGregor, T. Ransford, Hermitian powers: a Müntz theorem and extremal algebras, Studia
Math. 146 (1) (2001) 83–97.
[17] T. Erdélyi, W. Johnson, The full Müntz theorem in Lp[0, 1] for 0<p<∞, J. Analyse Math. 84 (2001) 145–172.
[18] K.G. Grosse-Erdmann, Universal families and hypercylic operators, Bull. Amer. Math. Soc. 36 (1999) 345–381.
68 A. Spalsbury / Journal of Approximation Theory 150 (2008) 48–68
[19] A. Kroó,A geometric approach to the multivariate Müntz problem, Proc.Amer. Math. Soc. 121 (1) (1994) 199–208.
[20] B. Montador, Le spectre des operateurs de composition sur C[0, 1], Canad. J. Math. 26 (5) (1974) 1199–1205.
[21] C. Müntz, Über den Approximationsatz von Weierstrass, H.A. Schwartz Fetschrift, Berlin, 1914.
[22] V. Operstein, The full Müntz theorem in Lp[0, 1], J. Approx. Theory 85 (1996) 233–235.
[23] J. Shapiro, Composition Operators and Classical Function Theory, Springer, NewYork, 1993.
[24] O. Szász, Über dieApproximation steliger Funktionen durch lineareAggregate von Potenzen, Math. Ann. 77 (1916)
482–496.
[25] T. Trent, A Müntz-Szász theorem for C(D¯), Proc. Amer. Math. Soc. 83 (2) (1981) 296–298.
[26] M. von Golitschek, A short proof of Müntz theorem, J. Approx. Theory 39 (1983) 394–395.
