As the volume of machine learning training data sets and the quantity of model parameters continue to grow, the pattern in which machine learning models are trained alone can no longer accommodate large-scale data environments. However, distributed systems and mobile edge computing systems are unpredictable and have heterogeneous nodes, resulting in interruptions in training or low convergence rate. In addition, existing distributed machine learning frameworks cannot guarantee a good convergence rate and speedup ratio in a variety of operating environments. Considering the above shortcomings, this paper proposes an adaptive scheduling framework for machine learning based on a heterogeneous distributed system and mobile edge computing system for machine learning model optimization. The framework detects and analyzes the dynamic changes of resources in the distributed system and mobile edge computing system through the resource detection system; then, the task scheduling system adaptively modifies the environmental parameters and schedules calculations. Relevant experiments conducted with the public data set show that the robustness and scalability of the framework are significantly better than the traditional distributed machine learning framework under the premise of ensuring high convergence rate.
I. INTRODUCTION
Machine learning, especially deep learning, has become one of the core research areas of artificial intelligence. It has been widely used in image recognition and natural language processing. The training of a machine learning model is usually transformed into the optimal solution of the corresponding function of the model. The solution depends on the assessment of various optimization algorithms [1] . The training data set of traditional machine learning is small in scale, and the The associate editor coordinating the review of this manuscript and approving it for publication was Ying Li. quantity of model parameters is small; thus, the training of single machine is generally applied.
However, as the training data set volume and the quantity of model parameters increase, the stand-alone training model can no longer meet the needs [2] . For example, the data set size of MNIST is only 115 MB, while Yahoo's Flickr Image Features data set size is 83 GB; when LeNet5 is used to solve MNIST, the volume of model parameters is less than the residual neural network with more than 1000 layers [3] . The large amount of training data and the complex model structure can increase the accuracy, but will require more time and resources to guarantee the quality of Neural Network. In recent years, with the evolution of distributed systems, mobile computing system [28] , [29] , [31] , edge computing system [30] and the improvement of hardware performance, distributed machine learning helps to solve the huge time consumption caused by the rapid growth of data sets. There are several widely distributed machine learning frameworks: MapReduce machine learning systems, Spark [4] and MLlib [5] ; Parameter Server machine learning systems, LDA [6] , Petuum [7] and Angel [8] ; data stream machine learning system TensorFlow [9] . In modern application scenarios, existing frameworks have performance bottlenecks:
• The dimension of the model parameters is too large and exceeds the memory capacity;
• Node failure is unpredictable. Reverting to a runnable state will require a large amount of time and resources;
• The models are solved only in a specific environment, without considering the impact of other tasks preempting system resources on the solution in a complex environment.
To solve these bottlenecks, this paper proposes an adaptive scheduling framework (ASF) for machine learning based on a heterogeneous distributed environment. The framework analyzes the phenomenon of training interruption or slow convergence rate due to node heterogeneity, node failure and unpredictable networks in a distributed system, and proposes corresponding solutions. In addition, the framework is adaptive and highly scalable to dynamic resource changes in distributed systems. The main innovations of the framework are:
• Realize resource dynamic detection, analyze resource utilization and allocate training resources in a heterogeneous distributed system;
• Realize model adaptive training. Elastically modify distributed system parameter scheduling training.
This framework uses the MNIST handwritten digital data set and Cifar-100 data set for experimental evaluation under heterogeneous distributed systems. The experimental results demonstrate that the framework has good robustness and scalability under the premise of ensuring computational integrity, high convergence rate. The subsequent parts of this paper are organized as follows: Section 2 is a brief introduction to the related work. Section 3 provides a theoretical analysis. Section 4 details the specific implementation of the framework. Section 5 tests the performance of various communication strategies and performs ASF. The performance, adaptability and robustness of the experiment are carried out to prove the validity of the study. The final section is a summary.
II. RELATED WORK A. COMMUNICATION STRATEGY
In many years of research and practice, researchers have designed communication strategies as the core of distributed machine learning frameworks, such as Asynchronous Parallel (ASP), Bulk Synchronous Parallel (BSP) [13] , [14] , Synchronous Parallel (SSP) [10] .
ASP does not have a synchronization mechanism; thus, nodes are iteratively updated at their own pace. Common algorithms based on asynchronous communication include HogWild [26] , asynchronous stochastic gradient descent algorithm (ASGD) [15] , and Cyclades [27] .
BSP introduced the super step to effectively avoid deadlocks. Super step refers to a collection of operations, which include computation, global communication, and synchronization wait. In a super step, each node calculates the gradient at different speeds. After the calculation is completed, each node communicates with the master node to upload the calculation result, downloads the latest global parameters, and enters the synchronization wait. The current super step has been executed when all nodes complete the global communication. There are many algorithms based on synchronous communication, such as ADMM [1] , and elastic mean stochastic gradient descent method (EA-SGD) [16] .
A delay parameter stale is defined in SSP, indicating that the internode pacing allows the maximum phase difference. As shown in Figure 1 , each node calculates the gradient and passes the result to the master node for parameter updating, and then retrieves the latest global parameters from the master node. Before the next round of calculations starts, the master node determines whether the maximum difference between the steps is greater than the given stale. If the difference is greater than the given stale, the node enters synchronous wait until the step difference is less than the stale.
When the asynchronous parallel communication strategy is adopted, the calculation accuracy is low, or the result does not converge due to the delay. Relevant research has proposed asynchronous communication strategies, such as Adaptive Revision [17] , AdaDelay [18] , and the asynchronous stochastic gradient descent method with delay compensation (DC-ASGD) [19] . These strategies are designed to reduce the loss of precision caused by delays. Wei proposed a parameter server framework based on distributed SSP [20] . Cui improved SSP by making it available in distributed GPU environments [21] .
SSP is a communication method between synchronous communication and asynchronous communication. The SSP sets stale, which allows for a difference in steps between nodes, thereby alleviating the delay in the entire system as a result of slow nodes. SSP is suitable for non-homogeneous distributed clusters, which allows performance differences between nodes.
B. PARAMETER SERVER
The system structure of distributed machine learning frameworks is mainly divided into: Iterative-based MapReduce, Parameter server and Data flow. These systems have different degrees of support for data parallelism, model parallelism, synchronous communication, and asynchronous communication. However, when the nodes working in parallel in the system are increasing and the performance is not balanced, the training speed of the MapReduce system often depends on the slowest node. To solve the bottleneck of MapReduce and Data flow, several studies have been done to exploit parameter server.
Alex Smola proposed LDA [6] uses a distributed Memcached [22] structure for parameter storage which reduces the amount of communication content. The Parallel LDA framework does not store parameters in key-value pairs with high communication expense. In LDA, parameters are stored in vectors, tensors, or high dimensionality matrices that are mathematically encapsulated, which reduces the amount of communication content.
DistBelief [15] deploys multiple model copies and leverages parameter servers for model parallelism and data parallelism. DistBelief can spread the large dimensional parameters of a deep learning network to each node. Training data is divided into multiple subsets and stored on different computing nodes. In addition, there is no data communication between compute nodes, only communication with the parameter server. This improvement greatly avoids the network congestion caused by communication.
Li proposed PS-Lite [23] to improve elastic scalability, error tolerance, and efficiency. As shown in Figure 2 , The architecture consists of a service group and several computing groups. In the service group, several service nodes hold a part of the parameters, and communication and management between the service nodes is scheduled by a dedicated service management node. Each computing group holds part of the training data and parameters, and several computing nodes are responsible for the calculation. In addition, a task scheduler in each computing group is responsible for coordinating data exchange and communication within the computing group.
The Parameter server architecture supports a variety of communication strategies and parallel models and has been widely used in large-scale deep neural network systems, such as: Parameter Server [23] , [25] and Petuum [7] from CMU, Dist Belief [15] from Google, DMTK/Multiverso from Microsoft, Angel [8] , [24] from Tencent. 
III. THE THEORETICAL DERIVATION OF ASF
The machine learning model solves the optimization solution that depends on its corresponding objective function. The solution can be expressed as follow:
Given training set T, the model's experience loss with respect to the training set is recorded as:
By optimizing the above equation, the optimal parameters corresponding to the model are obtained. Commonly used optimization algorithms include gradient descent, conjugate gradient descent, LBGFS, etc. In addition, to avoid overfitting, the generalization term improves generalization ability. As the machine learning network structure becomes increasingly complex and the data set size increases, the solution often requires more time. Therefore, it is necessary to modify the stand-alone machine learning algorithm into a distributed machine learning algorithm. Parallel and distributed systems are necessary.
The iterative strategy of model training is analyzed in this section. Then, proof of the convergence of the model, the trade-off between communication and computation and speedup are provided.
A. ITERATIVE STRATEGY
This section analyzes the iterative process and provides basic information.
Definition 1 (iteration strategy): Suppose P is the number of workers, a p,t is the model increment generated by the p-th machine at time t,m p,t is the model state corresponding to the p-th machine at time t, and M 0 is the state after t-time since the initial time state, is the maximum step value the fastest node and slowest node are allowed to differ, i.e., the threshold. The entire calculation process is divided into one or more calculation cycles in the model as follows:
a p,i is the model increment generated by the p-calculation node when performing the i-th iteration, and n is the number of cycles divided, n ≥ 1. Next, the state composition in each iteration is introduced:
The model state of the computing node at time t is decomposed into two parts: In the above iterative process, threshold step s is used to control the maximum step difference between nodes to allow the nodes to update at different speeds [10] . The above iteration process is repeated, and the optimal condition is obtained by satisfying the convergence condition. T T t=1 f t (M ), the iterative process typically uses SGD for the optimization method [11] . To avoid the optimal value falling into the saddle point, i.e., local optimization, multiple executions can be used, and the learning rate can be obtained by simulated annealing.
Suppose the required gradient for calculation is ∇f t , s is the threshold,M t is the intermediate state model, M * is the optimal model, R M is the model residual. The model is considered to converge when R M is less than the specified value. In the above equation, β = s α + 1 represents the performance difference of each computing node, s is the threshold, α represents the performance difference between all compute nodes. As α approaches 1, the resources available to each compute node are more similar [12] . p represents the number of computing nodes, and t represents a specific time. The model update amount corresponding to each time is [11] . The algorithm converges to O √ T according to derivation.
C. COMMUNICATION AND COMPUTATION
BSP is used as an example to analyze the effect of the number of processes in a single super step on traffic and computation time overhead. Suppose D is the total amount of data, ν is the time cost of training one parameter on one sample, µ is the time cost to transmit one parameter, and N is the total number of parameters corresponding to the network mod-el. Assuming the initial number of calculation processes is p 0 , the training time overhead of each calculation process is NDν p 0 , and the communication time overhead is 2N µ. As the number of computational processes increases, the training time overhead when the number of processes is p become NDν p, p > p 0 . As the number of computational processes increases, the training time overhead gradually decreases.
Suppose the total amount of communication content is T , the space occupied by a single parameter is s, and the number of calculation processes is p, then, T = Nsp. The above equation shows that the calculation process is proportional to the traffic of the parameter server. Assuming the processing time for the parameter server to send communication content to each computing process is t, the time required to process the communication content of all processes is pt, where t = K · T . From the above definition, the time overhead required to process the content of the processing is proportional to the total amount of communication content, and the relationship coefficient is K . Assume the time cost of the parameter server to aggregate communication content is b. The value of b is fixed and is determined only by the time complexity of the aggregation algorithm.
Suppose the total amount of communication content is T , the space occupied by a single parameter is s, and the number of calculation processes is p, then, T = Nsp. The above equation shows that the calculation process is proportional to the traffic of the parameter server. Assuming the processing time for the parameter server to send commu-nication content to each computing process is t, the time req-uired to process the communication content of all processes is pt, where t = K ·T . From the above definition, the time overhead required to process the content of the processing is proportional to the total amount of communication content, and the relationship coefficient is K . Assume the time cost of the parameter ser-ver to aggregate communication content is b. The value of b is fixed and is determined only by the time complexity of the aggregation algorithm. Suppose tr is the reduction in training time overhead when the number of computational processes is p and the number of computational processes is p 0 .
Let tr = NDν 1 p 0 − 1 p , tr ≥ 0. Suppose ts is the amount of change when the number of computing proce-sses is p and the number of computing processes is p 0 , and the total amount of communication content increases, resulting in an increase in the time cost of the parameter server aggregation operation. Let ts = QNs (p 0 − p), ts ≤ 0 and Q be the coefficients used to convert the amount of communication content to the time overhead required for prcessing. From the above definition, the variation law of tr has a no-nlinear decreasing trend. As p increases, the rate of tr gradually decreases. The variation law of ts increases linearly. As p increases, the rate of increase for ts is unchanged. The communication time overhead is assumed to be constant and tr + ts> 0, which indicates the reduction of training pr-ocess training time is greater than the increase of time overhead caused by the increased communication content. At this time, the total time of the super step decreases.
When tr + ts = 0, i.e., p = Dv p 0 QS, the reduction of training process training time is equal to the increase of time overhead caused by the increased communication content. The total time cost of the super step is at the minimum value. When tr + ts< 0, the reduction of training process training time is less than the increase of time overhead caused by the increased communication content. The total time cost of the super step increases.
D. SPEEDUP

Definition 3 (speedup):
Let T be the time overhead incurred by executing the serial algorithm. T s is the time overhead generated by the serial part of the parallel algorithm.T p is the time for which the parallel part of the parallel algorithm is generated. c is the total number of parallel algorithm iterations. The speedup, SU , is as follows:
T p includes the following: The time cost of the calculation process to communicate with the parameter server is 2N µ. The time cost for the calculation process training is NDν p. The synchronization wait overhead waiting for other processes is d, d ≥ 0. When the training speed of each process is consistent, d = 0 is established. T s is the total time overhead for the parameter server to aggregate the communication content of each computing process. Let T sum = c max{T p } + T s , and make the following deduction:
The above equation shows that T sum has a lower bound and when T sum takes the lower bound, the speedup b has the maximum value. The conclusions indicate that the dynamic change in the number of computational processes affects the training time overhead and the total amount of communication content in super step. As the number of processes increases, the reduction in training time overhead is greater than the increase in the total amount of communication content. When the number of processes increases to Dv p 0 Qs, the reduction in training time overhead has a good balance with the increase in the total amount of communication content. This achieves the optimal speedup. When the number of processes continues to increase, the reduction in training time overhead is less than the increase in the total amount of communication content, so a higher speedup cannot be obtained.
IV. THE ARCHITECTURE OF ASF
This section describes the technical implementation of the machine learning adaptive scheduling framework based on a heterogeneous distributed system. The framework is divided into two parts: Resource Detection System (RDS) and Task Scheduling System (TAS). RDS is a system that detects resource dynamics in a distributed system. TAS is used to train the distributed machine learning model Task Schedule System.
A. RESOURCE DETECTION SYSTEM
An important part of machine learning model training is the Resource Detection System, which can detect dynamic changes of resources in heterogeneous distributed system. To achieve the above functions, this paper designs and implements RDS. In DSP [12] , Ganglia, an open source tool, is used to monitor the utilization of cluster resources and achieves good results. However, if new nodes or old nodes frequently join or exit the cluster, Ganglia configuration must be performed frequently in new nodes and primary nodes. Therefore, the scalability of the method is not high. The system is based on Java and uses the Open Source Toolkit, Sigar, to obtain system-level hardware information. RDS is designed and implemented with reference to RPC. The system architecture is shown in Figure 3 . Sigar can easily obtain CPU utilization, memory utilization, hard disk utilization, I/O utilization and network status.
The RDS adopts a Master-Slave structure. As shown in Figure 3 , the Slave is deployed on the computing node to collect statistics on resource utilization. The Master is deployed on the master node (i.e., the parameter server) to collect statistics of each node and further processing. Only the resource statistics of the compute nodes are exchanged between the Master and Slave. The Master receives the resource statistics of each Slave and forwards them to the performance analyzer (Analyzer). The performance analyzer parses the statistical information, and sets the parameters of the current operation according to the historical state of the computing node and the optimal speedup parameter, such as the total number of processes, the nodes participating in the calculation, etc. If the current available computing resources are greater than or equal to the optimal speedup, the system allocates only the resources required for the optimal speedup. If the current available computing resources are less than the minimum operational resources, the system will refuse to perform the calculation. If computing resources can be provided between the two cases above, then all available resources of the system can be allocated. After allocating resources, the results are written to the log system (Log) for storage.
RDS is used to detect resource utilization and evaluate the dynamic resource changes of each node. RDS mainly detects the CPU utilization, memory utilization, I/O utilization and network status of computing nodes. The RDS input is from the resource utilization statistics provided by the Slave deployed at each node, which is sorted by RDS and output to the log system for storage and reading by the task scheduling system.
B. TASK SCHEDULING SYSTEM
In Section 3, the convergence, one of the important performance indicators of distributed machine learning models, was analyzed. The experimental results show that the performance of the model is affected by the hardware configuration, resource utilization, neural network model parameters and the number of nodes. Therefore, the design of a scheduling system based on a distributed machine learning framework must be integrated with the environment. This paper designs and implements a machine learning model TAS based on a heterogeneous distributed system, which can improve the robustness and scalability of model training.
The rounds required to train the optimal model vary for different types of machine learning tasks. Experience shows that model performance increases with more rounds. However, an excess of training rounds will result in overfitting of the model and a low proportion of effective calculation time. In addition, MPI programs cannot dynamically modify the number of nodes and processes at runtime and do not have good fault-tolerant measures. Once the MPI program crashes due to an exception, training starts again, which wastes a considerable amount of system resources and time. To solve these problems, TAS combines training segmentation with an early stop strategy to improve the robustness and scalability of model training. The architecture of the task scheduling system TAS is shown in Figure 4 .
The entire calculation process is divided into two parts: inner iteration and outer iteration. The outer iteration performs task scheduling and environment setting, and the inner iteration performs gradient calculation. In each round of iteration, RDS collects the performance statistics of each slave. Then, according to the results of the performance analyzer, the computing nodes whose available resources are not satisfied are deleted from the list of available nodes. Finally, the nodes and number of processes are allocated according to the optimal speedup parameter and the list of available nodes.
The TAS can modify the model parameters according to the performance statistics of each node, such as the delay threshold of the SSP, thereby realizing the dynamic modification of the communication strategy. After performing the above operation, the internal iteration is initiated to calculate the gradient update. After the end of the iteration, the current round of statistical calculation information and model accuracy are output. The deadlock can be effectively avoided by using this iterative method [34] , [35] . The performance statistics are used to determine whether to perform an early stop, then, the next round of iteration begins. The criteria for measuring node performance and the node process allocation algorithm are given below.
Definition 4 (node performance score): The performance indicators of each node are calculated using the following equation:
In the above Equation, c indicates the current occupancy rate of the CPU, m indicates the memory occupancy rate, α indicates the number of CPU, β indicates the memory size, ω indicates the weight of the CPU or memory, µ has a value of 0 or 1 to indicate whether the network is connected. M i indicates the score obtained by the node numbered i according to the CPU and memory. In addition, service quality is also an important consideration [32] , [33] .
After measuring the performance of each node according to the above criteria, Algorithm 1 is called to complete the node and its process allocation. As shown in Algorithm 1, the node process allocation algorithm includes the following operations:
• Lines 2 to 4 of the algorithm call RDS to obtain the historical performance statistics of each node, such as CPU utilization, memory utilization, and network status.
• Lines 5 to 10 of the algorithm calculate the performance scores of all nodes according to the above Equation, and only calculate the score when the network is connected. a and b represent the CPU core and the memory size of the node.
• The 11th line of the algorithm sorts the node list in descending order according to the performance score obtained in the previous step. The 12th line of the algorithm sets the optimal process interval. p represents the optimal process interval.
• The 13th line of the algorithm distributes processes to nodes. If the resources available in the system are greater than the resources required by p, only the resources required by p are allocated; otherwise, all available resources of the system are allocated. 
Algorithm 1 Process Allocation Strategy
V. EXPERIMENT
This section conducts an empirical study of the effectiveness of AFS and conducts experiments from the following three aspects:
• Verify the various communication strategies involved in the relevant work, and analyze the experimental data to verify the correctness of the theoretical derivation;
• Combined with theoretical derivation, design and implement the framework proposed in this paper, and compare it with the experimental results in related work;
• Verify the scalability and robustness of the proposed framework in various distributed system.
A. EXPERIMENTAL ENVIRONMENT
The distributed machine learning adaptive scheduling framework implemented in this paper runs in the following environment: 5 Gigabit fiber-connected nodes, one of which serves as a parameter server and the other four as compute nodes.
The operating system is CentOS7. The specific configuration information of the machine parameters is shown in Table 1 . Machine learning network structure: This section of the experiment uses LeNet-5, ResNet and DenseNet. The respective structures of the above models are shown in Figure 5 .
B. COMMUNICATION STRATEGY PERFORMANCE
This section analyzes the performance difference between BSP (Bulk Synchronous Parallel) [13] , [14] and SSP (Stale Synchronous Parallel) [10] . The performance indicators are accuracy, time and speedup. When the s-value of SSP is zero, SSP degenerates into BSP.
As shown in Figure 6 , as the number of processes (GPU) increases, the accuracy rate decreases with any communication strategy. Among the strategies, the accuracy rate of BSP is greater than SSP. BSP limits the forced parameter synchronization for each super step, so the gradient of the model is always the fastest to fall backward; SSP sets the delay threshold, reduces the number of synchronizations but increases the probability of generating a nonoptimal gradient per step, so the accuracy of SSP is not as high as BSP.
Through the above experiments, the performance analysis of the synchronization strategy and asynchronous strategy is carried out. BSP has high accuracy but high traffic, polymerization time and total time; The accuracy, traffic, polymerization time and total time of SSP are moderate. In addition, as the number of processes increases, the total time decreases rapidly and then slowly increases. The experimental results show that the number of processes (GPU) will affect the max accuracy, traffic, polymerization time and total time overhead of the model. Setting a reasonable number of processes (GPU) and synchronization policies for specific environments can reduce the training time overhead, communication overhead, and achieve higher convergence rate.
C. PERFORMANCE OF ASF
This section implements the system design in Section 4, and tests AFS. The experimental data in the previous section are compared. Figure 7 show a comparison of accuracy and training time cost for different process numbers.
As shown in Figure 7 , when the number of processes is less than 5, the accuracy of ASF is less than BSP; when the number of processes continues to increase, the accuracy of ASF tends to be stable, while the accuracy of BSP continue to decrease. When the number of processes is less than 5, the total time of ASF is scarcely less thanBSP; as the number of processes increases, the total time of ASF tends to be stable, while the total time of BSP increases to different degrees. The experimental results show that ASF has a good trade-off between accuracy and time. The optimal speedup for various communication strategies presumably occurs when the number of processes is 4-6. As shown, a reasonable planning process number and communication strategy are beneficial for improving resource utilization, model convergence rate and reducing polymerization time and total training time.
D. ADAPTABILITY AND SCALABILITY
This section examines the adaptability and scalability of the ASF training model in a distributed system by applying an interference program at the node.
In this section, multi-core CPU is used to train neural network. As shown in Figure 8 , the number of set processes is 24. The ASF and SSP training models for each node and the CPU utilization of each node is compared. For the SSP training model in the distributed system, when a node runs the interference program other parts of the node have different degrees of CPU utilization jitter and premature reducing. Among them, an interference program is running in node 1. As shown in the first line of Figure 8 , the CPU utilization rate of node 1 is close to 100%; the CPU comprehensive utilization of node 2 reduce prematurely, so the more plains are shown in this figure; the CPU utilization ratio of node 3 is only slightly jittered. This indicates that for the first and third distributed node, there are large performance differences between the second node. The performance of node 2 is significantly higher than that of node 1 and node 3. The reasons that the CPU utilization of are as follows:
• Other tasks are seizing system resources;
• System running process are seizing system resources. In order to prevent the above problems from affecting model training, when the ASF training model is used in a distributed system, nodes with insufficient resources have lower weights in allocating processes, and relatively idle nodes are preferentially selected for cooperation. The experimental results show that ASF adaptively sets the number of nodes and processes according to the operating environment, which avoids frequent CPU utilization reduce prematurely and maximizes the utilization of system resources.
E. ROBUSTNESS
This section examines the robustness of ASF training models in distributed systems by applying an interference procedure.
As shown in Figure 9 , there are three training results, namely, completion, interruption, and inability to converge. The reason training cannot be converged or interrupted is that the computing process cannot monopolize the computing resources which causes blocking or abnormality. This phenomenon occurs frequently when the task of preempting resources increases. Figure 9 (a) and Figure 9 (b) uses the Non-ASF training model, Figure 9 (c) and Figure 9(d) uses the ASF training model, in which there is no interference node in Figure 9 (b) and Figure 9(d) . The results show that by increasing the number of interfered nodes, the phenomenon of the training model being interrupted occurs frequently for the Non-ASF model. However, the number of times the ASF training model is interrupted is significantly less than that of Non-ASF. The conclusion shows that the ASF training model is more robust than the Non-ASF training model.
VI. CONCLUSION
Machine learning greatly promotes the development of artificial intelligence. However, as the size of the training data set and the quantity of network parameters increase, the training time overhead increases significantly. Therefore, the direction for large scale of artificial intelligence is to adopt distributed and parallel accelerated machine learning model training. In this paper, the advantages and disadvantages of several typical distributed machine frameworks are analyzed, and a new machine learning adaptive scheduling framework ASF based on heterogeneous distributed system and mobile computing system are proposed to maximize the utilization of distributed system resources. The experimental results show that ASF can guarantee good accuracy and convergence rates and has better adaptability, robustness and scalability than traditional distributed machine learning frameworks. In addition, RDS and TAS improve scalability for MPI. Future work includes further reducing the time overhead of ASF in terms of resource detection and further optimizing the application of the proposed distributed machine learning framework in various heterogeneous scenarios. 
