Summary. Inferring causal relationships or related associations from observational data can be invalidated by the existence of hidden confounders or measurement errors. We focus on high-dimensional linear regression settings, where the measured covariates are affected by hidden confounding. We propose the Doubly Debiased Lasso estimator for single components of the regression coefficient vector. Our advocated method is novel as it simultaneously corrects both the bias due to estimating the high-dimensional parameters as well as the bias caused by the hidden confounding. We establish its asymptotic normality and also prove that it is efficient in the Gauss-Markov sense. The validity of our methodology relies on a dense confounding assumption, i.e. that every confounding variable affects many covariates. The finite sample performance is illustrated with an extensive simulation study and a genomic application.
Introduction
Observational studies are often used to infer causal relationship in fields such as genetics, medicine, economics or finance. A major concern for confirmatory conclusions is the existence of hidden confounding (Guertin et al., 2016; Manghnani et al., 2018) . In this case, standard statistical methods can be severely biased, particularly for large-scale observational studies, where many measured covariates are possibly confounded.
To address this problem, we consider the following linear Structural Equation Model (SEM) with a response Y i , high-dimensional measured covariates X i· ∈ R p and hidden confounders H i· ∈ R q :
where the random errors e i and E i· are jointly independent and are independent of H i· . Such kind of models are used for e.g. biological studies to explore the effects of measured genetic variants on the disease risk factor, where the hidden confounders can be geographic information (Novembre et al., 2008) , data sources in mental analysis (Price et al., 2006) or general population stratification in GWAS (McCarthy et al., 2008) . †Z. Guo and D.Ćevid contributed to this work equally.
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Our aim is to perform statistical inference for individual components β j for 1 ≤ j ≤ p of the coefficient vector, where p can be large, in terms of obtaining confidence intervals. This inference problem is challenging due to high dimensionality of the model and the existence of hidden confounders.
Our proposed methodology can also be used for certain measurement error models, an important general topic in statistics and economics (Carroll et al., 2006; Wooldridge, 2010) . Adopting the high-dimensional measurement error model in Loh and Wainwright (2011) or Datta and Zou (2017) , we consider a SEM between the outcome Y i and highdimensional covariates X 0 i· ∈ R p , where we only observe X i· ∈ R p with measurement error
where e i is again the random error independent of X 0 i· and W i· , and W i· is the measurement error independent of X 0 i . Such a model is used, for example, in biological studies for inferring the relationship between biological markers and a risk factor, where the markers are measured possibly with errors (Rocke and Durbin, 2001; Long et al., 2010) . Our goal again is the inference for the high-dimensional regression vector β ∈ R p based on the corrupted data {X i· , Y i } 1≤i≤n , without observing the uncorrupted covariates X 0 i· . The SEMs (1) with hidden confounding and (2) with measurement errors lead to the same probability model and hence these two challenging high-dimensional inference problems can be treated with a unified framework described in Section 2.
Our Results and Contributions
Inference for treatment effects or corresponding regression parameters in presence of hidden confounders or measurement errors has been extensively studied in the literature about Instrumental Variables (IV) regression; see references in Section 1.2. The construction of IVs typically requires a lot of domain knowledge, and obtained IVs are often suspected to violate the main underlying assumptions (Han, 2008; Wooldridge, 2010; Kang et al., 2016; Burgess et al., 2017; Guo et al., 2018; Windmeijer et al., 2019) . In high dimensions, the construction of IVs is even more challenging, since for identification one has to construct as many IVs as the number of confounded covariates, which is the so-called "rank condition" (Wooldridge, 2010) . On the other hand, for the problem of measurement errors in high dimensions, the developed algorithms require knowledge of the second moments of the measurement errors, see references in Section 1.2.
Instead of requiring the knowledge of IVs or the measurement error covariance, we focus on a dense confounding model, where the hidden confounders H i· in (1) are associated with many measured covariates X i· . Such a dense confounding model is well motivated in practice, e.g. for addressing the problem of batch effects in biological studies (Johnson et al., 2007; Leek et al., 2010; Haghverdi et al., 2018) .
We propose a two-step estimator for the regression coefficient β j for 1 ≤ j ≤ p, where a large number of covariates has possibly been affected by hidden confounding or measurement error. In the first step we construct a penalized spectral deconfounding estimator β as inĆevid et al. (2018) , where the standard squared error loss is replaced by a squared error loss after applying certain spectral transformation. In the second step, for the regression coefficient of interest β j , we estimate the high-dimensional nuisance parameters β −j with β −j and construct an approximately unbiased estimator β j .
The main idea of the second step is to correct the bias from two sources, one from estimating the high-dimensional nuisance vector β −j by β −j and the other arising from hidden confounding. In the standard high-dimensional regression setting with no hidden confounders, debiasing, desparsifying or Neyman's Orthogonalization were proposed for inference for β j (Zhang and Zhang, 2014; van de Geer et al., 2014; Javanmard and Montanari, 2014; Chernozhukov et al., 2015) . However, these methods, or some of its direct extensions, do not account for the bias arising from hidden confounding.
In order to address this issue, we introduce a Doubly Debiased Lasso estimator which corrects both biases simultaneously and we establish its Gaussian limiting distribution in Theorem 1. An efficiency result is also provided in Proposition 1 of Section 4.2.1, saying that the Doubly Debiased Lasso estimator retains the same Gauss-Markov efficiency bound as in standard high-dimensional linear regression with no hidden confounding (van de Geer et al., 2014; Jankova and van de Geer, 2018) . Our result is in sharp contrast to IV-based methods whose inflated variance is often of concern (Wooldridge, 2010), especially with a limited amount of data (Boef et al., 2014) . This remarkable efficiency result is possible by assuming denseness of confounding.
The performance of the proposed estimator is illustrated on simulated and real genomic data in Section 5. Various intermediary results of independent interest are derived in Section A of the Supplementary material.
To summarize, our main contribution is two-fold:
(a) We propose a novel Doubly Debiased Lasso estimator together with the corresponding confidence intervals for individual coefficients β j in a high-dimensional linear SEM with hidden confounding or measurement errors.
(b) We show that the proposed estimator is asymptotically Gaussian and efficient in the Gauss-Markov sense.
Related Work
In econometrics, hidden confounding and measurement errors are unified under the framework of endogenous variables. In the low-dimensional setting, the inference problem for the treatment effects of endogeneous variables has been systematically investigated by IV-based methods, see Wooldridge (2010) and the references therein. There is some recent work on the high-dimensional hidden confounding problem relying on the construction of IVs (Gautier and Rose, 2011; Fan and Liao, 2014; Lin et al., 2015; Zhu, 2018; Neykov et al., 2018; Gold et al., 2019) or estimating and adjusting with respect to latent factors (Wang and Blei, 2019) . Another line of work studies the inference problem in high-dimensional measurement error models (Loh and Wainwright, 2011; Datta and Zou, 2017; Sørensen et al., 2018; Li et al., 2020) , where both convex and non-convex algorithms are developed. They do not rely on the construction of valid IVs but they require knowledge of the covariance matrix of the high-dimensional measurement error, which is unknown or can not be estimated in general.
A major distinction of the current work from the contributions above is that we consider a confounding model with a denseness assumption (Chandrasekaran et al., 2012; Cevid et al., 2018; Shah et al., 2018) . Ćevid et al. (2018) consider point estimation of β in the high-dimensional hidden confounder model (1), whereas Shah et al. (2018) deal with point estimation of the precision and covariance matrix of high-dimensional covariates, which are possibly confounded. The current paper is different in that it considers the challenging problem of confidence interval construction, which requires novel ideas for both methodology and theory.
Our method is partially built on inference techniques for high-dimensional regression without hidden confounding. Specifically, inference methods for low-dimensional targets in presence of high-dimensional nuisance parameters have been proposed in Zhang and Zhang (2014); van de Geer et al. (2014) ; Javanmard and Montanari (2014); Chernozhukov et al. (2015) . These methods are not designed to account for hidden confounding or measurement errors and a straightforward application of them will lead to invalid confidence intervals; see the simulations in Section 5.1 for an illustration. In contrast, as shown in Section 5.1, the Doubly Debiased Lasso method not only corrects the bias due to high dimensionality of the model, but also due to unmeasured confounding. Additionally, our method is robust against confounding: when there is no hidden confounding, our estimator has a comparable or even slightly better finite-sample performance.
The dense confounding model is also connected to the high-dimensional factor models (Fan et al., 2008; Lam et al., 2011; Lam and Yao, 2012; Fan et al., 2016; Wang and Fan, 2017) . The main difference is that the factor model literature focuses on accurately extracting the factors, while our method is essentially filtering them out in order to provide consistent estimators of regression coefficients, under much weaker requirements than for the identification of factors.
Notation. We use X j ∈ R n and X −j ∈ R n×(p−1) to denote the j−th column of the matrix X and the sub-matrix of X excluding the j−th column; X i· ∈ R p is used to denote the i−th row of the matrix X (as a column vector). Let [p] = {1, 2, · · · , p}. For a subset J ⊂ [p] and a vector x ∈ R p , x J is the subvector of x with indices in J and x −J is the subvector with indices in J c . For a set S, |S| denotes the cardinality of S. We use c and C to denote generic positive constants that may vary from place to place. For a sequence of random variables X n indexed by n, we use X n p → X and X n d → X to represent that X n converges to X in probability and in distribution, respectively. For a sequence of random variables X n and numbers a n , we define X n = o p (a n ) if X n /a n converges to zero in probability. For two positive sequences a n and b n , a n b n means that ∃C > 0 such that a n ≤ Cb n for all n; a n b n if a n b n and b n a n , and a n b n if lim sup n→∞ an bn = 0. We use λ j (M ) to denote the j-th largest singular value of some matrix M , that is,
Hidden Confounding Model
We consider the Hidden Confounding Model for i.i.d. data {X i· , Y i } 1≤i≤n and unobserved i.i.d. confounders {H i· } 1≤i≤n , given by:
where Y i ∈ R and X i· ∈ R p respectively denote the response and the predictors and H i· ∈ R q represents the hidden confounders. The random errors e i ∈ R and E i· ∈ R p are jointly independent and are independent of the hidden confounders H i· . The coefficient matrices Ψ ∈ R q×p and φ ∈ R q×1 encode the linear effect of the hidden confounders H i· on the measured predictors X i· and the response Y i . We consider the high-dimensional setting where p might be much larger than n. Throughout the paper it is assumed that the regression vector β ∈ R p is sparse, with a small number k of nonzero components, and that the number of confounding variables is small as well. We write Σ E or Σ X for the covariance matrices of E i· or X i· , respectively. Without loss of generality, it is assumed that Cov(H i· ) = I q and hence Σ X = Ψ Ψ + Σ E .
The probability model (3) is more general than the structural equation model in (1). It only describes the observational distribution of the latent variable H i· and the observed data (X i· , Y i ), which can be generated from the hidden confounding SEM (1).
Our goal is to construct confidence intervals for the components of β. The problem is challenging due to the presence of unobserved confounding. In fact, the regression parameter β can not even be identified without additional assumptions. Our main condition addressing this is a denseness assumption that the rows Ψ j· ∈ R p are dense (see Condition (A2) in Section 4), i.e., many covariates of X i· ∈ R p are simultaneously affected by hidden confounders {H i· } 1≤j≤q .
Equivalence with Perturbed Linear Model
Since the hidden confounders H i· are not observed, the Hidden Confounding Model (3) has an equivalent form for the observed data {X i· , Y i } 1≤i≤n :
where
As in (3) we assume that E i· is independent of H i· and, by construction of b, i is uncorrelated of X i· . The variance of the error i in this perturbed linear model equals
We refer to the model (4) as the Perturbed Linear Model, since the response is generated from a linear model where the sparse coefficient vector β has been perturbed by some perturbation vector b ∈ R p . This perturbation vector is induced by hidden confounders and is shown in Lemma 2 in the supplement to be dense and small under the assumption of dense confounding.
Connections to measurement error in high dimensions
We now relate certain measurement error models to the Hidden Confounding Model (3). By combining the expressions in model (2), we obtain linear dependence of Y i on the observed X i· ,
We further assume the following structure in the measurement error model,
where the hidden variables H i· ∈ R q contribute independently and linearly to the measurement error, a conceivable assumption in some practical applications. Combining it with (5) we get
where φ = Ψ q×p β ∈ R q . Therefore, the model (7) can be seen as a special case of the model (3), by identifying X 0 i· in (7) with E i· in (3). A more general setting is that both the response and the predictors are measured with error, that is,
This induces a slightly different model than (7)
where φ = Ψ q×p β ∈ R q . It is again a special case of the Hidden Confounding Model (3), by identifying X 0 i· in (7) with E i· in (3).
Doubly Debiased Lasso Estimator
In this section we propose an inference method for the regression coefficient β j in the Perturbed Linear Model (4). As discussed in Section 2.1, the Perturbed Linear Model (4) is equivalent to the Hidden Confounding Model (3). Without loss of generality, we describe the statistical inference method for β 1 and the method can be easily extended to any β j with j ∈ {1, . . . , p}.
Double Debiasing
We denote by β an initial estimator of β. We will use the spectral deconfounding estimator proposed inĆevid et al. (2018), described in detail in Section 3.4. We start from the following decomposition:
It reveals two sources of bias: the bias X −1 (β −1 − β −1 ) due to the error of the estimator β −1 and the bias X −1 b −1 induced by the perturbation vector b in the Perturbed Linear Model (4), arising by marginalizing out the hidden confounding in (3). In the standard high-dimensional linear regression, the first bias, due to penalization, appears as well, but can be corrected with the debiasing methods proposed in Zhang and Zhang (2014); van de Geer et al. (2014); Javanmard and Montanari (2014) . However, the additional confounding bias X −1 b −1 requires methodological innovation for the bias correction and the resulting statistical inference. We propose the Doubly Debiased Lasso estimator for correcting both sources of biases simultaneously. Denote by P ∈ R n×n a symmetric spectral transformation matrix, which shrinks the singular values of the sub-matrix X −1 ∈ R n×(p−1) . The detailed construction, together with some examples, is given in Section 3.3. Multiplying both sides of the decomposition (10) with the spectral transformation P gives:
The quantity of interest β 1 appears on the RHS of the equation (11), whereas the additional bias lies in the span of the columns of PX −1 . For this reason we first construct a projection direction vector PZ 1 as the residuals of regressing PX 1 on PX −1 :
where we estimate the coefficients γ via the Lasso:
with λ = Aσ η log p/n for some positive constant A > √ 2 (for σ η see Section 4.1). Finally, motivated by the equation (11), we propose the following estimator for β 1 :
We refer to this estimator as the Doubly Debiased Lasso estimator: it relies on the Lasso for the initial estimation as well as for the debiasing, and it not only corrects the bias induced by β, but also adjusts for the confounding bias X −1 b −1 with the deconfounding technique.
From (11), we have the following error decomposition of β 1 :
The remaining bias in the above equation consists of two parts: the bias due to the estimation error of β −1 and the confounding bias due to X −1 b −1 and b 1 after correction. These two components of bias will be shown to be negligible in comparison to the variance component, under certain model assumptions.
Intuition of simultaneous bias correction. The construction of the spectral transformation matrix P is essential for reducing the bias due to the confounding. The term
in equation (15) 
The other bias term
is small since the initial estimator β is close to β in 1 norm and PZ 1 and PX −1 are nearly orthogonal due to the construction of γ in (13). This bias correction idea is analogous to the Debiased Lasso estimator introduced in Zhang and Zhang (2014) for the standard high-dimensional linear regression:
where Z DB 1 is constructed similarly as in (12) and (13), but where P is the identity matrix. Therefore, the main difference between the estimator in (16) and our proposed estimator (14) is that for its construction we additionally apply the spectral transformation P.
We shall emphasize that this additional spectral transformation P is necessary in the Hidden Confounding Model even for just correcting the bias
caused by the 1 penalty. To see this, we define the best linear projection of X i,1 to all other variables
) ∈ R p−1 and notice that γ need not be sparse due to the fact that all covariates are affected by a common set of hidden confounders yielding spurious associations. Hence, the standard construction of Z DB 1 in (16) is not suitable in the current setting. The spectral transformation P has two particular roles: first, the application of spectral deconfounding in (13) leads to a consistent estimator of the sparse component of γ, denoted as γ M ; second, the spectral deconfounding significantly reduces the approximation error from
Confidence Interval Construction
In Section 4, we establish the asymptotic normal limiting distribution of the proposed estimator β 1 under certain regularity conditions. Its standard deviation can be estimated by
2 with σ denoting a consistent estimator of σ , see Equation (15). The detailed construction of σ is described in Section 3.5. Therefore, a confidence interval (CI) with asymptotic coverage 1 − α can be obtained as
is the 1 − α 2 quantile of a standard normal random variable.
Construction of Spectral Transformations
Construction of the spectral transformation P ∈ R n×n is an essential step in the Doubly Debiased Lasso estimator (14). The transformation P ∈ R n×n is a symmetric matrix shrinking the leading singular values of the design matrix X −1 ∈ R n×(p−1) . Denote by m = min{n, p−1} and the SVD of the matrix X −1 by
, where U (X −1 ) ∈ R n×m and V (X −1 ) ∈ R (p−1)×m have orthonormal columns and Λ(X −1 ) ∈ R m×m is a diagonal matrix of singular values which are sorted in a decreasing order
We then define the spectral transformation P for X −1 as
where S(X −1 ) ∈ R m×m is a diagonal shrinkage matrix with 0 ≤ S jj (X −1 ) ≤ 1 for 1 ≤ j ≤ m. We highlight the dependence of the SVD decomposition on X −1 , but for simplicity it will be omitted when there is no confusion. Note that PX −1 = U (SΛ) V , so the spectral transformation shrinks the singular values {Λ jj } 1≤j≤m to {S jj Λ jj } 1≤j≤m .
Trim transform. For the rest of this paper, the spectral transformation that is used is the Trim transform (Ćevid et al., 2018) . It limits any singular value to be at most some threshold τ . This means that the shrinkage matrix S is given as:
A good default choice for the threshold τ is the median singular value Λ m/2 , m/2 , so only top half of the singular values is shrunk to the bulk value Λ m/2 , m/2 and the bottom half is left intact. In fact, one can use any percentile ρ to shrink the top (100ρ)% singular values to the corresponding ρ-quantile Λ ρm , ρm , that is,
In Section 4 we investigate the dependence of the asymptotic efficiency of the resulting estimator β 1 on the percentile choice ρ = ρ n ; a smaller value of ρ leads to a more efficient estimator, but one needs to be careful to keep ρm sufficiently large compared to the number of hidden confounders q, in order to ensure reduction of the confounding bias.
In Section A.1 of the supplementary material, we describe the general conditions that ensure good performance of the resulting estimator. Intuitively, the diagonal shrinkage matrix S ∈ R m×m needs to keep a certain proportion of the singular values of the same order of magnitude, but on the other hand it needs to make sure that the leading singular values are shrunk enough. (14) we use the spectral deconfounding estimator proposed iń Cevid et al. (2018) as our initial estimator β. It uses a spectral transformation Q = Q(X), similar to P described in Section 3.3, with the difference that instead of shrinking the singular values of X −1 , Q shrinks the leading singular values of the whole design matrix X ∈ R n×p , i.e. Q is given by Q = U (X)S(X)[U (X)] , where S(X) ∈ R n×n is the diagonal shrinkage matrix. We use the Trim transform, described in detail in Section 3.3. The estimator β is computed by applying the Lasso to the transformed data QX and QY :
Initial Estimator β For Doubly Debiased Lasso
where λ 1 = Aσ log p/n is a tuning parameter with A > √ 2. The transformation Q reduces the effect of the confounding and thus helps for estimation of β. In Section 4 the 1 and 2 -error rates of β are given, thus extending the results ofĆevid et al. (2018) .
Noise Level Estimator
In addition to an initial estimator of β, we also require a consistent estimator σ 2 of the error variance σ 2 = E( 2 i ) for construction of confidence intervals. We use the following estimator:
where Q is the same spectral transformation as in (20). The motivation for this estimator is based on the expression
which follows from the Perturbed Linear Model (4). The consistency of the proposed noise level estimator, formally shown in Proposition 2, follows from the following observations: the initial spectral deconfounding estimator β has a good rate of convergence for estimating β; the spectral transformation Q significantly reduces the additional error Xb induced by the hidden confounders; Q 2 2 /Tr(Q 2 ) consistently estimates σ 2 .
Theoretical Justification
The current section provides theoretical justifications of our method. We consider the Perturbed Linear Model (4) and state all our results for this model, thus covering also the equivalent Hidden Confounding Model (1) and the measurement error model (2). The proof of the main result is presented in Section A of the supplementary materials, together with several useful technical results.
Model assumptions
We write Ψ = Ψ 1 Ψ −1 ∈ R q×p , where Ψ 1 ∈ R q denotes the first column and Ψ −1 ∈ R q×(p−1) denotes the remaining p − 1 columns. Furthermore, we write γ for the best linear approximation of X i,1 by X i,−1 , that is γ = arg min γ E(X i,1 − X i,−1 γ ) 2 , whose explicit expression is:
We denote the corresponding residual by η i = X i,1 − X i,−1 γ and use σ η to denote its standard error. The first model assumption addresses the precision matrix of E i· ∈ R p in (3):
where C 0 > 0 and c 0 > 0 are some positive constants and s denotes the sparsity level which can grow with n and p.
Such assumptions on well-posedness and sparsity are commonly required for estimation of the precision matrix (Meinshausen and Bühlmann, 2006; Lam and Fan, 2009; Yuan, 2010; Cai et al., 2011) and are also used for confidence interval construction in the standard high-dimensional regression model without unmeasured confounding (van de Geer et al., 2014) . Here, the conditions are not imposed on the predictors X i· directly, but on the their unconfounded part E i· . The second assumption is about the coefficient matrix Ψ, which describes the effect of the confounding variables:
This is a technical condition for imposing denseness of confounding, where the hidden confounders are assumed to affect a large number of covariates. To see the connection between the assumption (A2) and the dense confounding more clearly, let us consider the special case of a single hidden confounder, that is, q = 1 and the effect matrix is reduced to a vector Ψ ∈ R p . In this case, λ 1 (Ψ) = Ψ 2 and the denseness of the effect vector Ψ leads to a large λ 1 (Ψ); By further assuming {Ψ j } 1≤j≤p are generated in an i.i.d. fashion, then λ 1 (Ψ) is at the scale of
are simply one-dimensional random variables by projecting Ψ ∈ R p to certain given directions. Hence, the condition (A2) is automatically satisfied if the only confounder affects many covariates X i· .
In the general setting of multiple hidden confounders, if the vectors {Ψ ·,j } 1≤j≤p describing the effect of the hidden confounders on the covariates are generated as i.i.d. sub-Gaussian random vectors, then the assumption (A2) is satisfied with high probability. See Lemma 4 in Section A.5 of the supplementary materials for the exact statement.
Assumption (A2) holds in even more general settings than the i.i.d sampling {Ψ ·,j } 1≤j≤p . In fact, it holds if {Ψ ·,j } 1≤j≤p are independent sub-Gaussian random vectors and there exists a set A ⊂ [p] such that {Ψ ·,j } j∈A are generated in an i.i.d. fashion and |A|/p → r for some constant r > 0; see Lemma 5 in Section A.5 of the supplementary material for details. This includes as a special case an interesting setting where only a certain proportion of predictors are confounded. This setting is also explored in Section 5.1, where one observes that the proposed method works well even if only a small percentage of the covariates are affected by the hidden confounders.
The third assumption is imposed on the distribution of various terms:
The noise i is assumed to be independent of X i· and the noise term η i is assumed to be independent of X i,−1 . Furthermore, (E i· , i , η i ) is a sub-Gaussian random vector with sub-Gaussian norm M 0 > 0; for 1 ≤ j ≤ p, X ij is a sub-Gaussian random variable with sub-Gaussian norm M 0 > 0 (same constant M 0 is used for the ease of notation).
Condition (A3) requires independence between the error and the covariates. This assumption holds automatically if (E i· , H i· ) has a multivariate Gaussian distribution. As a remark, we assume individual components X ij to be sub-Gaussian, instead of the whole vector X i· ∈ R p . The final assumption is that the Restricted Eigenvalue Condition (Bickel et al., 2009 ) for the transformed design matrices QX and PX −1 is satisfied with high probability. Such assumptions are common in the high-dimensional statistics literature, cf. Bühlmann and van de Geer (2011) .
(A4) With probability at least 1 − exp(−cn), we have
for some constants c, C, τ > 0. (For ease of notation, we use the same constant τ and C.)
We show in Section A.6 of the supplementary material that (A4) holds for a broad class of random design matrices X: for moderately dimensional matrices with any sub-Gaussian distribution of the rows (see Proposition 7) and for high-dimensional Gaussian design matrices (see Proposition 8).
Main Results
In this section we present the most important properties of the proposed estimator (14). We focus on the high-dimensional regime with c * = lim p/n ∈ (0, ∞]. We always consider asymptotic expressions in the limit where both n, p → ∞.
Asymptotic normality
We first present the limiting distribution of the proposed Doubly Debiased Lasso estimator.
Theorem 1. Suppose that the conditions (A1) − (A4) hold and further assume that c * = lim inf p/n ∈ (0, ∞], k √ n/log p, s n/log p, q min { √ n, n/(s log p)} and i ∼ N (0, σ 2 ). Let the tuning parameters for β in (20) and γ in (13) respectively be λ 1 ≥ Aσ log p/n and λ ≥ Aσ η log p/n, for some positive constant A > √ 2. Furthermore, let P be the Trim transform (19) with ρ min{n, p} ≥ 3q + 1. Then the Doubly Debiased Lasso estimator (14) satisfies
Remark 1. The Gaussianity of noise is mainly imposed to simplify the proof of asymptotic normality. We believe that this assumption is a technical condition and can be removed by applying more refined probability arguments as in Götze and Tikhomirov (2002) who establish asymptotic normality of quadratic forms (P ) P for the general subGaussian case. The argument could be extended to establish the asymptotic normality for (Pη) P , which is essentially needed for the current result.
Remark 2. Our results are not limited to the proposed estimator which uses the Trim transform P in (18) and the penalized estimators γ and β in (13) and (20). All results hold for any transformation satisfying the conditions given in Section A.1 of the supplementary materials and any initial estimator satisfying the error rates presented in Section A.3 of the supplementary materials.
Remark 3. In Theorem 1, we present the inference results for β 1 . Our results hold for any regression coefficient β j with 1 ≤ j ≤ p by replacing the indices 1 and −1 in Conditions (A1)-(A4) with indices j and −j, respectively.
There are three conditions on model complexity imposed in the above Theorem 1. The most stringent one is the sparsity assumption on k √ n/ log p. In standard high-dimensional sparse linear regression, such a sparsity assumption has also been used for confidence interval construction (Zhang and Zhang, 2014; van de Geer et al., 2014; Javanmard and Montanari, 2014) and has been established in Cai and Guo (2017) as a necessary condition for constructing adaptive confidence intervals. The condition on the sparsity of the first column of the precision matrix Ω E , s = (Ω E ) ·,1 0 n/log p, is mild in the sense that this is the maximal sparsity level for identifying identifying (Ω E ) ·,1 . The condition that the number of hidden confounders q is small is fundamental for all reasonable factor or confounding models.
Efficiency
We investigate now the dependence of the asymptotic variance V on the choice of the spectral transformation P. We further show that the proposed Doubly Debiased Lasso estimator (14) is efficient in the Gauss-Markov sense, with a careful construction of the transformation P.
The Gauss-Markov theorem states that the smallest variance of an unbiased linear estimator of β 1 in the regression setting is σ 2 /(nσ 2 η ), which we use as a benchmark. The corresponding discussion on efficiency of the standard high-dimensional regression can be found in Section 2.3.3 of van de Geer et al. (2014) . The asymptotic expression for the variance V of our proposed estimator (14) is given by
For the Trim transform defined in (18), which trims top (100ρ)% of the singular values, we have that
where we write m = min{n, p}. In the high-dimensional setting where p ≥ n, we have m = n and then
Proposition 1. Suppose that the assumptions of Theorem 1 hold. If p ≥ n and ρ = ρ n → 0, then the Doubly Debiased Lasso estimator in (14) has asymptotic variance σ 2 σ 2 η n , that is, it achieves the Gauss-Markov efficiency bound.
The above proposition shows that the proposed estimator β 1 achieves the Gauss-Markov efficiency bound, as long as we choose ρ = ρ n → 0. Corollary 1 in Section A.1 shows that one can in theory choose ρ = ρ n = (3q + 1)/n and in the case when q n, our estimator attains the efficiency bound. In Figure 5 , we illustrate the numerical performance of the Doubly Debiased Lasso estimator for different values of ρ.
In the more general high-dimensional setting p/n → c * > 0, the asymptotic relative efficiency, defined as ARE = lim n→∞ V σ 2 /(nσ 2 η ) , satisfies the following:
where ρ * = lim n→∞ ρ n ∈ [0, 1). The equation (29) reveals how the efficiency of the proposed point estimator is affected by the choice of the percentile ρ in the trim transform and the dimensionality of the problem. Smaller ρ leads to a more efficient estimator, as long as the top few singular values are shrunk enough, as described in Section A.1. Intuitively, a smaller percentile ρ means that less information in X is trimmed out and hence the proposed estimator is more efficient. In addition, for the case ρ * = 0, we have ARE = max{1/c * , 1}; with c * < 1 (that is p < n), the relative efficiency of the proposed estimator increases as the dimension p increases. In fact, when c * ≥ 1 (that is p ≥ n), ARE = 1 and the proposed estimator achieves the efficiency bound in the Gauss-Markov sense.
The phenomenon that the efficiency is retained even in presence of unmeasured confounding and measurement error is quite remarkable. For comparison, even in the classical low-dimensional setting, the most commonly used approach assumes availability of sufficiently many instrumental variables Z i· ∈ R p satisfying stringent conditions under which we can consistently estimate the effects in presence of hidden confounding. As it is shown in Theorem 5.3 of Wooldridge (2010), the most efficient estimator in the class of estimators that use a linear combination of instrumental variables Z i· has variance strictly larger than the efficiency bound in the Gauss-Markov setting, assuming no unmeasured confounding. Even if all the instrumental variables are valid, the popular two-stage-least-squares IV method is consistent but leads to a loss of efficiency. On the other hand, our proposed method does not only avoid the challenging step of constructing a large number of valid instrumental variables, but also achieves the efficiency bound of Gauss-Markov theorem with a careful construction of the spectral transformation P. This happens due to a blessing of dimensionality, as a large number of predictors is assumed to be affected by a small number of hidden confounders.
Asymptotic validity of confidence intervals
The asymptotic normal limiting distribution in Theorem 1 can be used for construction of confidence intervals for β 1 . Consistently estimating the variance V of our estimator, defined in (26), requires a consistent estimator of the error variance σ 2 . The following proposition establishes the rate of convergence of the estimator σ 2 proposed in (21):
Proposition 2. Suppose that Conditions (A1)-(A4) hold. Suppose further that c * = lim inf p/n ∈ (0, ∞], k n/ log p, q n and i is sub-Gaussian. Then with probability larger than 1 − exp(−ct 2 ) − 1 t 2 for some positive constant c > 0, we have
This result, together with Theorem 1, establishes the asymptotic coverage and precision properties of the proposed confidence interval CI(β 1 ), described in (17):
Proposition 3. Suppose that the conditions of Theorem 1 hold, then the confidence interval defined in (17) satisfies the following properties:
for any positive constant τ 0 > 0, where L (CI(β 1 )) denotes the length of the proposed confidence interval.
Together with (28), the above proposition shows that the length of constructed confidence interval is shrinking at the rate of n −1/2 in the high-dimensional setting. Similar to the efficiency results, the exact length depends on the construction of the spectral transformation P.
Empirical results
In this section we illustrate the performance of Doubly Debiased Lasso in practice. We first investigate the method's performance on simulated data for a range of data generating mechanisms, including both the Hidden Confounding Model (1) and the measurement error model described in Section 2.2, and then investigate its behaviour on a gene expression dataset from the GTEx project (Lonsdale et al., 2013) .
Method details.
We first obtain the initial estimator β by using the Lasso on the transformed data QX, QY , as described in Section 3.4, where the matrix Q is the Trim transform with the median threshold, obtained from X by using SVD (for details see Section 3.3). The penalty level of the Lasso is chosen by 10-fold cross validation. Similarly, we obtain the projection direction Z 1 by using the Lasso on transformed data PX 1 and PX −1 (see Equation (13) in Section 3). The penalty λ is chosen as in Dezeure et al. (2017) : we increase the penalty chosen by 10-fold cross validation, until the variance of our estimator, which can be determined from the data up to a proportionality factor σ , increases by 25%. The transformation P is chosen to be the Trim transform with the median threshold for the matrix X −1 as described in Section 3.3. By using Z 1 , we finally obtain our estimator β 1 as in Equation (14). Construction of confidence intervals from our estimator is straightforward (see Equation (17)), but requires an estimate of the noise level σ , which is done as in Section 3.5. Choosing a noise level estimator which performs well for a wide range of settings is hard to do in practice (Reid et al., 2016) .
In order to make comparisons with the standard Debiased Lasso as fair as possible, we use the same code for constructing the standard Debiased Lasso, but with Q = I p , P = I p−1 , whereas for the Doubly Debiased Lasso, P, Q are median Trim transform matrices.
Simulations
In this section, we compare the Doubly Debiased Lasso with the standard Debiased Lasso in several different simulation settings for estimation of β 1 and construction of the corresponding confidence intervals.
From the equation (15) we have
where V is defined in (26) and
We will compare the bias and variance of the corresponding estimators. Larger estimator variance V makes the confidence intervals wider. However, large bias makes the confidence intervals inaccurate. We quantify this with the scaled bias terms B β , which is due to the error in the estimation of β, and B b , which is due to the perturbation b arising from the hidden confounding. Having small B β and B b is essential for having correct coverage, since the construction of confidence intervals is based on the approximation V −1/2 (β 1 − β 1 ) ≈ N (0, 1). We investigate the validity of the confidence interval construction by measuring the coverage of the nominal 95% confidence interval.
Simulation parameters. In all of the following simulations we fix q = 3, s = 5 and β = (1, 1, 1, 1, 1, 0, . . . 0) . The rows of the unconfounded design matrix E are generated from N (0, Σ E ) distribution, where Σ E = I p , as a default. The matrix of confounding variables H, the additive error e and the coefficient matrices Ψ and φ all have i.i.d. N (0, 1) entries, unless stated otherwise. We repeat the simulations 5, 000 times.
Varying dimensions n and p. In this simulation setting we investigate how the performance of our estimator depends on the dimensionality of the problem. The results can be seen in Figure 1 . In the first scenario, shown in the top row, we have n = 500 and p varying from 50 to 2, 000, thus covering both low-dimensional and high-dimensional scenarios. In the second scenario, shown in the bottom row, the number of predictors is fixed at p = 500 and the sample size n varies from 100 to 2, 000. We see that the bias term B b due to confounding is substantially smaller for Doubly Debiased Lasso compared to the standard Debiased Lasso. This is because P additionally removes bias by shrinking large principal components of X −1 . The bias term B β is smaller for the Doubly Debiased Lasso as well at the expense of slightly larger variance. We can see that the decrease in bias reflects positively on the validity of the constructed confidence intervals. Their coverage is significantly more accurate for Doubly Debiased Lasso, over a large range of n and p.
We notice that there are two challenging regimes for the Doubly Debiased Lasso estimator. Firstly, in the bottom row, when the dimension p is much larger than the sample size n, the coverage is lower than 95%, since in this regime it is difficult to estimate β accurately and thus the bias term B β is fairly large, even after the bias correction step. Secondly, on the top row, in the regime with p = 50 and n = 500, the bias term B b begins to dominate and leads to undercoverage of confidence intervals. B b is caused by the hidden confounding and does not disappear when n → ∞, while keeping p constant. The simulation results agree with the asymptotic analysis of the bias term in (57) in the Supplementary material, where the term B b decreases when increasing m = min{n, p} and not the sample size n. In this regime B b will even grow since the bias becomes increasingly large compared to the estimator's variance. However, it is important to note that even in these difficult regimes, Doubly Debiased Lasso performs significantly better than the standard Debiased Lasso, as it manages to additionally decrease the estimator's bias.
Fig. 1. (Varying dimensions)
Dependence of the bias terms B β and B b (left), standard deviation V 1/2 (middle) and the coverage of the 95% confidence interval (right) on the number of predictors p (top row) and the number of data points n (bottom row). On the left side, B β and B b are denoted by a solid and a dashed line, respectively. In the top row we fix n = 500, whereas in the bottom row we have p = 500. Red color corresponds to the standard Debiased Lasso, whereas blue color corresponds to the Doubly Debiased Lasso.
No confounding bias. We consider now the same simulation setting as in the previous case, where we fix n = 500 and vary p, but where in addition we remove the effect of the perturbation b that arises due to the confounding. We generate from the model (3), but then adjust for the confounding bias: Y ← (Y − Xb), where b is the induced coefficient perturbation, as in Equation (4). In this way we still have a Perturbed Linear Model (4), but where we have enforced b = 0 while keeping the same covariance structure of X: Σ X = Σ E + Ψ Ψ as in (3). The results can be seen in Figure 2 . We see that Doubly Debiased Lasso still has smaller bias B β , slightly higher variance and better coverage than the standard Debiased Lasso, even in absence of confounding. The bias term B b = 0, since we have put b = 0. This shows that our method can provide us certain robustness against dense confounding: if there is such confounding, we will be able to significantly reduce the bias caused by it; on the other hand, if there is no confounding, in comparison to the standard Debiased Lasso, we still have essentially as good performance, with a small increase in variance but even a decrease in estimation bias. Toeplitz covariance structure. Now we fix n = 300 and p = 1, 000, but we generate the covariance matrix Σ E of the unconfounded part of the design matrix X to have Toeplitz covariance structure: (Σ E ) ij = ρ |i−j| , where we vary ρ across the interval [0, 0.97]. As we increase ρ, the predictors X 1 , . . . , X 5 in the active set get more correlated, so it gets harder to distinguish their effects on the response and therefore to estimate β. Similarly, it gets as well harder to estimate γ in the regression of X 1 on X −1 , since X 1 can be explained well by many linear combinations of the other predictors that are correlated with X 1 . In Figure 3 we can see that Doubly Debiased Lasso is much less affected by correlated predictors. The bias terms B b and B β are much larger for standard Debiased Lasso, which causes the coverage to worsen significantly for values of ρ that are closer to 1.
Proportion of confounded predictors. Now we again fix n = 300 and p = 1, 000, but we change the proportion of predictors X i that are affected by each confounding variable. We do this by setting to zero a desired proportion of entries in each row of the matrix Ψ ∈ R q×p , which describes the effect of the confounding variables on each predictor. Its non-zero entries are still generated as N (0, 1). We set once again Σ E = I p Fig. 3. (Toeplitz covariance) Dependence of the bias terms B β and B b (left), standard deviation V 1/2 (middle) and the coverage of the 95% confidence interval (right) on the parameter ρ of the Toeplitz covariance structure. n = 300 and p = 1, 000 are fixed. On the leftmost plot, B β and B b are denoted by a solid and a dashed line, respectively. Red color corresponds to the standard Debiased Lasso, whereas blue color corresponds to the Doubly Debiased Lasso.
and we vary the proportion of nonzero entries from 5% to 100%. The results can be seen in Figure 4 . We can see that Doubly Debiased Lasso performs well even when only a very small number (5%) of the predictors is affected by the confounding variables, which agrees with our theoretical discussion for Assumption (A2). The bias does not increase a lot, compared to the case when all predictors are affected. We can also see that the coverage of the Debiased Lasso is poor even for a small number of affected variables and it worsens as the confounding variables affect more and more predictors. Trimming level. We now investigate the dependence of the performance on the choice of the threshold τ for the Trim transform (18). We fix n = 300 and p = 1, 000 and consider the same setup as in Figure 1 . We take τ = Λ ρm , ρm to be the ρ sample quantile of the set of singular values of the design matrix X, where we vary ρ across the interval [0, 0.9]. When ρ = 0, τ is the maximal singular value, so there is no shrinkage and our estimator reduces to the standard Debiased Lasso. The results are displayed in Figure 5 . We can see that Doubly Debiased Lasso is quite insensitive to the trimming level, as long as the number of shrunken singular values is large enough compared to the number of confounding variables q. In the simulation q = 3 and the bias terms B b and B β are still small when ρ ≈ 0.02, corresponding to shrinking 6 largest singular values. We see that the standard deviation decreases as ρ decreases, i.e. as the trimming level τ increases, which matches our efficiency analysis in Section 4.2.1. However, we see that the default choice τ = Λ m/2 , m/2 has decent performance as well. ). The sample size is fixed at n = 300 and the dimension at p = 1, 000. On the leftmost plot, B β and B b are denoted by a solid and a dashed line, respectively. The case ρ = 0 corresponds to standard Debiased Lasso.
Measurement error. We have shown in Section 2.2 that the measurement error model (2), where the measurement error is a linear combination of the individual errors due to several different sources, is equivalent to our model (3) for a certain choice of parameters. We generate from the model (2), where we fix the number of data points to be n = 500 and vary the number of predictors p from 50 to 1, 000, as in Figure 1 . The measurement error W = Ψ H is generated by three sources of errors H i· ∈ R 3 for 1 ≤ i ≤ n. The results are displayed in Figure 6 , where we can see a similar pattern as before: Doubly Debiased Lasso decreases the bias at the expense of a slightly inflated variance, which in turn makes the inference much more accurate and the confidence intervals have significantly better coverage.
Real data
We investigate here the performance of Doubly Debiased Lasso on a genomic dataset. The data are obtained from the GTEx project (Lonsdale et al., 2013) , where the gene expression has been measured postmortem on samples coming from various tissue types. For our purposes, we use fully processed and normalized gene expression data for the skeletal muscle tissue. The gene expression matrix X consists of measurements of expressions of p = 12, 646 protein-coding genes for n = 706 individuals. Genomic datasets 1/2 (middle) and the coverage of the 95% confidence interval (right) on the number of predictors p in the measurement error model (2). The sample size is fixed at n = 500. On the leftmost plot, B β and B b are denoted by a solid and dashed line, respectively. Red color corresponds to the standard Debiased Lasso, whereas blue color corresponds to the Doubly Debiased Lasso.
are particularly prone to confounding (Leek and Storey, 2007; Gagnon-Bartsch and Speed, 2012; Gerard and Stephens, 2020) , and for our analysis we are provided with q = 65 proxies for hidden confounding, computed with genotyping principal components and PEER factors.
We investigate the associations between the expressions of different genes by regressing one target gene expression X i on the expression of other genes X −i . Since the expression of many genes is very correlated, researchers often use just ∼ 1, 000 carefully chosen landmark genes as representatives of the whole gene expression (Subramanian et al., 2017) . We will use several such landmark genes as the responses in our analysis. In Figure 7 we can see a comparison of 95%-confidence intervals that are obtained from Doubly Debiased Lasso and standard Debiased Lasso. For a fixed response landmark gene X i , we choose 25 predictor genes X j where j = i such that their corresponding coefficients of the Lasso estimator for regressing X i on X −i are non-zero. The predictors are ordered according to decreasing absolute values of their estimated Lasso coefficient. We can notice that the confidence intervals follow a similar pattern, but that the Doubly Debiased Lasso, besides removing bias due to confounding, is more conservative as the resulting confidence intervals are wider.
This behavior becomes even more apparent in Figure 8 , where we compare all pvalues for a fixed response landmark gene. We see that Doubly Debiased Lasso is more conservative and it declares significantly less predictors significant than Debiased Lasso. Even though the p-values of the two methods are correlated (see also Figure 10 ), we see that it can happen that one method declares a predictor significant, whereas the other does not. Robustness against hidden confounding. We now adjust the data matrix X by regressing out the q = 65 provided hidden confounding proxies. By regressing out these covariates, we obtain an estimate of the unconfounded gene expression matrixX. We compare the estimates for the original gene expression matrix with the estimates obtained from the adjusted matrix.
For a fixed response landmark gene expression X i , we can determine significance of the predictor genes by considering the p-values. One can perform variable screening by considering the set of most significant genes. For Doubly Debiased Lasso and the standard Lasso we compare the sets of most significant variables determined from the gene expression matrix X and the deconfounded matrixX. The difference of the chosen sets is measured by the Jaccard distance. A larger Jaccard distance indicates a larger difference between the chosen sets. The results can be seen in Figure 9 . The results are averaged over 10 different response landmark genes. We see that the Doubly Debiased Lasso gives more similar sets for the large model size, indicating that the analysis conclusions obtained by using Doubly Debiased Lasso are more robust in presence of confounding variables. However, for small model size we do not see large gains. In this case the sets produced by any method are quite different, i.e. the Jaccard distance is very large. This indicates that the problem of determining the most significant predictors is quite difficult, since X andX differ a lot. Fig. 9 . Comparison of the sets of the most significant predictors chosen based on the original expression matrix X and the deconfounded gene expression matrixX, for different cardinalities of the sets (model size). The set differences are measured by Jaccard distance. Red line represents the standard Debiased Lasso method, whereas the blue and green lines denote the Doubly Debiased Lasso that uses ρ = 0.5 and ρ = 0.1 for obtaining the trimming threshold, respectively; see Equation (19).
In Figure 10 we can see the relationship between the p-values obtained by Doubly Debiased Lasso and the standard Debiased Lasso for the original gene expression matrix X and the deconfounded matrixX. The p-values are aggregated over 10 response landmark genes and are computed for all possible predictor genes. We can see from the left plot that the Doubly Debiased Lasso is much more conservative for the confounded data. The cloud of points is skewed upwards showing that the standard Debiased Lasso declares many more predictors significant in presence of the hidden confounding. On the other hand, in the right plot we can see that the p-values obtained by the two methods are much more similar for the unconfounded data and the point cloud is significantly less skewed upwards. The remaining deviation from the y = x line might be due to the remaining confounding, not accounted for by regressing out the given confounder proxies.
Discussion
We propose the Doubly Debiased Lasso estimator for hypothesis testing and confidence interval construction for single regression coefficients in high-dimensional settings with "dense" confounding. We present theoretical and empirical justifications and argue that our double debiasing leads to robustness against hidden confounding. In case of no confounding, the price to be paid is (typically) small, with a small increase in variance but even a decrease in estimation bias, in comparison to the standard Debiased Lasso (Zhang and Zhang, 2014); but there can be substantial gain when "dense" confounding is present.
It is ambitious to claim significance based on observational data. One always needs to make additional assumptions to guard against confounding. We believe that our robust Double Debiased Lasso is a clear improvement over the use of standard inferential highdimensional techniques, yet it is simple and easy to implement, requiring two additional SVDs only, with no additional tuning parameters with our default choice of trimming ρ = 50% of the singular values in Equation (19). 
A. Intermediary Results and Proofs
In the following, we shall list three intermediary results in Sections A.1 to A.3 as the key components of proving our main result Theorem 1 and then provide the proof of Theorem 1 in Section A.4. We verify Conditions (A2) and (A4) in Sections A.5 and A.6, respectively. We present additional proofs in Appendix B.
A.1. Valid spectral transformations
The first intermediary result is on the property of the spectral transformation. We will show that the limiting distribution in Theorem 1 is not only limited to the Trim transformation, but holds generally for the estimator (14) using any spectral transformations P and Q that satisfy the following property:
with m = min{n, p}.
The first requirement means that P and Q need to shrink the leading singular values of X and X −1 to a sufficiently small level. On the other hand, the second requirement says that the overall shrinkage of all singular values together is not too big.
For the proof of Theorem 1 and its intermediate results, we extensively use that our spectral transformations satisfy the property (P1). Therefore, we first need to show that the Trim transform (18), described in detail in Section 3.3, satisfies the property (P1). Since S jj = 1 for j ≤ ρm , we have that at least (1 − ρ)m diagonal elements of S are equal to 1, which immediately gives us (35). However, in order to show the condition (34), we need to better understand the behaviour of the singular values of the random matrix X: Proposition 4. Suppose that E i· ∈ R p is a sub-Gaussian random vector and λ max (Σ E ) ≤ C 0 , for some constant C 0 , then with probability larger than 1 − exp(−cn),
for some positive constant c > 0.
The above proposition is proved in the Section B.6 by applying the Cauchy interlacing law and it gives us that λ 1+3q (X) will be smaller than max{n, p}. This now allows us to conclude that the Trim transform satisfies the property (P1):
Corollary 1. Let P and Q be the spectral transformation matrices obtained by applying the Trim transformation (18), which shrinks the top (100ρ)% of the singular values, to X and X −1 respectively. Suppose that the conditions of Proposition 4 hold and that 1 + 3q ≤ ρm. Then the Trim transformations P and Q satisfy (P1).
A.2. Approximate sparsity and perturbation size
The essential step of bias correction is to decouple the variable of interest X i,1 and other predictors X i,−1 . In order to get an informative projection direction PZ 1 , one needs to estimate the best linear approximation vector γ = [E(X i,−1 X i,−1 )] −1 E(X i,−1 X i,1 ) well. The results for the standard Debiased Lasso are based on the fact that the sparsity of the precision matrix Σ −1 X gives sparsity of γ, thus justifying its estimation by Lasso regression on X i,1 and X i,−1 . However, even though the assumption (A1) ensures the sparsity of the precision matrix of the unconfounded part E of the design matrix X, γ will not be sparse since the confounding variables introduce additional correlations between the predictors.
However, Lemma 1 shows that in presence of confounding variables, the vector γ can be decomposed into a main sparse component γ M and an additional small perturbation vector γ A . The proof of the following Lemma is presented in Section B.2. Lemma 1. Suppose that the conditions (A1) and (A2) hold. The best linear projection
is a sparse vector with at most s non-zero components and
The main component γ M is fully determined by the covariance structure of E i· . From the block matrix inverse formula, we get that γ M is proportional to (Ω E ) 1,−1 ∈ R p−1 and therefore sparse with at most s non-zero components. Since the additional component γ A converges to zero at the rate q/p, the regression vector γ is approximately sparse.
Analogously as the sparse regression vector γ M gets perturbed by γ A , the perturbation b in the Perturbed Linear Model (4), which is induced by the confounding variables, is dense and small as well:
Lemma 2. Suppose that the conditions (A1) and (A2) hold, then |b 1 | q/p and b 2 q/p.
The proof of the above lemma is presented in Section B.3.
A.3. Error rates of β and γ
In order to show the asymptotic normality of the proposed Doubly Debiased Lasso estimator (14), we need that the estimators β and γ, which are used for construction of our estimator β 1 , estimate the target values γ and β well. Theorem 1 can be shown to hold for the estimator (14) using any estimators β and γ that satisfy the following condition:
(P2) Penalized Estimator Properties. The estimators β and γ satisfy
where m = min{p − 1, n} and q is the number of unmeasured confounders.
We can show that the initial spectral deconfounding estimator β proposed in (20) indeed satisfies the condition (P2). 
This extends the results inĆevid et al. (2018), where only the rate of convergence of β − β 1 has been established, but not of β − β 2 and 1 √ n QX( β − β) 2 . In addition, we show that the estimator γ described in (13) accurately estimates γ and satisfies the property (P2). As we have seen in Section A.2, due to the confounding variables, γ can be decomposed as the sum of a sparse and a small perturbation vector. Therefore, analogously to the Proposition 5, the estimator γ, which can be viewed as the spectral deconfounding estimator for regression of X 1 on X −1 , can be shown to satisfy the property (P2):
Proposition 6. Suppose that the conditions (A1)-(A4) hold. If the tuning parameter λ in (13) is chosen as λ ≥ Aσ η log p/n for some positive constant A > 0, then with probability larger than 1 − e · p 1−c(A/M0) 2 − exp(−cn) for some positive constant c > 0, the estimator γ proposed in (13) satisfies
The proof of Propositions 5 and 6 is presented in Section B.7.
A.4. Proof of Theorem 1
We write V = (Z 1 P 4 Z1)·σ 2 (Z 1 P 2 X1) 2 for the variance of the estimator β 1 . Since i is Gaussian and independent of X i· , we establish
From the equation (15), we have the following expression
for the (scaled) bias terms. We shall establish in the following lemma that B b and B β converges to 0 in probability under certain model conditions. The proof of this lemma is presented in Section B.1.
Lemma 3. Suppose that the initial estimators γ and β satisfy (P1) , the spectral transformation P satisfies (P2) and max γ − γ M 2 , b 2 p/q and |b 1 | p/q. If i ∼ N (0, σ 2 ), k √ n/log p, s n/log p, and q min { √ n, n/(s log p)} , then we have
For the above lemma, the condition "the initial estimators γ and β satisfy (P1), the spectral transformation P satisfies (P2) and max γ − γ M 2 , b 2 p/q and |b 1 | p/q" has been established in Sections A.1, A.2 and A.3. By applying the decomposition (42) together with (41) and (44), we establish the limiting distribution in (25). The asymptotic expression of the variance V in (26) follows from (43).
A.5. Verification of Condition (A2) In the following two sections, we verify the conditions (A2) and (A4) for a general class of models. We present the verification of Condition (A2), whose proof can be found in Section B.4.
Lemma 4. Suppose that {Ψ ·,j } 1≤j≤p are generated as i.i.d. q-dimensional sub-Gaussian random vectors with mean zero and covariance Σ Ψ ∈ R q×q . If λ max (Σ Ψ )/λ min (Σ Ψ ) ≤ C and max 1≤j≤q |φ j |/λ min (Σ Ψ ) ≤ C for some positive constant C > 0, then with probability larger than 1 − exp(−cq) − 1 t 2 ,
where c > 0 is a positive constant.
As a remark, for the covariance matrix Σ Ψ , we do not assume the smallest eigenvalue to be bounded away from zero but simply assume a type of "well-conditioning" assumption
In another way, if we rescale the regression coefficient matrix Ψ and φ by the same amount, the above lemma still holds. The conclusion of Lemma 4 can be generalized to hold if a fixed proportion of rows of Ψ are i.i.d. sub-Gaussian. This generalized result is stated in the following lemma, whose proof is presented in Section B.5.
Lemma 5. Suppose that there exists a set A ⊂ {1, 2, · · · , p} such that {Ψ ·,j } j∈A are generated as i.i.d sub-Gaussian random vector with mean zero and covariance Σ Ψ ∈ R q×q and {Ψ ·,j } j∈A c are generated as independent q-dimensional sub-Gaussian random vectors with sub-Gaussian norm M 0 . If |A|/p → r for some positive constant r > 0 and max{M 0 , λ max (Σ Ψ )}/λ min (Σ Ψ ) ≤ C and max 1≤j≤q |φ j |/λ min (Σ Ψ ) ≤ C for some positive constant C > 0, then with probability larger than 1 − exp(−cq) − 1 t 2 , (45) holds.
A.6. Verification of Condition (A4) The restricted eigenvalue condition (A4) is similar, but more complicated than the standard restricted eigenvalue condition introduced in Bickel et al. (2009) . The main complexity is that, rather than for the original design matrix, the restricted eigenvalue condition is imposed on the transformed design matrices PX −1 and QX, after applying the Trim transforms P and Q, described in detail in Section 3.3. We verify the restricted eigenvalue condition (A4) for 1 n X Q 2 X and the argument can be extended to 1 n X −1 P 2 X −1 .
In the following, we will verify the restricted in two special settings, even though we believe that the assumption (A4) will be satisfied for any random design matrix X with i.i.d. sub-Gaussian rows, where λ min (Σ X ) is bounded from below. The first setting is the moderately high-dimensional setting, where n ≥ c 0 p for some c 0 > 1 and the rows of X have sub-Gaussian distribution. In this case, the assumption (A4) is a direct consequence of the following proposition:
Proposition 7. Suppose that n > c 0 p for some positive constants c 0 > 1 and X i· = Σ 1 2 X Z i· , where the entries of Z i· are i.i.d sub-Gaussian random variables and the covariance matrix Σ X satisfies λ min (Σ X ) ≥ τ 0 for τ 0 > 0. Then there exist positive constants c ∈ (0, 1) and τ > 0 such that, with probability larger than 1 − c n , we have λ min 1 n X Q 2 X ≥ τ .
The second setting is the more challenging high-dimensional setting p ≥ c 0 n for some positive constant c 0 > 1. We adapt the theoretical techniques developed in Shah et al. (2018) to establish the restricted eigenvalue condition for Gaussian random designs:
Proposition 8. Suppose that the rows of X are i.i.d. random vectors with N (0, Σ X ) distribution. Assume further that λ max (Σ E ) p/(n log p), q n/(log p) and p ≥ c 0 n for some c 0 > 1. Then with probability larger than 1 − exp(−cn) − p −c for some positive constant c > 0, we have
Note that in the hidden confounder model (3) we have Σ X = Ψ Ψ + Σ E . If we assume Ψ ·,j 2 √ q, then we have Σ X ∞ ≤ Σ E ∞ + q. Therefore, as long as
the Proposition 8 shows that the restricted eigenvalue condition holds with RE( 1 n X Q 2 X) λ min (Σ X ).
B. Additional Proofs

B.1. Proof of Lemma 3
We introduce the following lemma about the concentration of quadratic forms, which is Theorem 1.1 in Rudelson and Vershynin (2013) .
Lemma 6. (Hanson-Wright inequality) Let ∈ R n be a random vector with independent sub-Gaussian components i with zero mean and sub-Gaussian norm K. Let A be an n × n matrix. Then for every t ≥ 0,
In the following, we control the two bias components. Note that
The control of these bias components and also the limit of variance requires the following lemma, whose proof can be found at the end of the current subsection.
Lemma 7. Suppose that the initial estimators γ and β satisfy (P1), the spectral deconfounding P satisfies (P2) and max γ − γ M 2 , b 2 p/q and and |b 1 | p/q, then with probability larger than 1 − exp(−ct 2 ) − 
For the high-dimensional setting where p/n → c * for a positive constant c * > 0, then m n. We also note Tr(P l ) m for m = min{n, p} and l = 2, 4, 8. Then we simplify (48) to (51) as
1 n (PZ 1 ) PX −1 (β −1 − β −1 ) k log p n + q n .
Under the condition (s + q) n/ log p and q n, we establish (43) by combining (52) and (53).
By (52) and (53) and the condition |b 1 | p/q, we have
By (53) and (54), we have
By (53) and (55), we establish (PZ 1 ) PX −1 (β −1 − β −1 )
Together with (68), we establish (50).
Proof of (51) We investigate 1 n (PZ 1 ) PX −1 (β −1 − β −1 ). It follows from holder inequality and also the KKT condition of (13) By the propoerty (P2), we establish (51).
B.2. Proof of Lemma 1
Recall the notation Ψ = Ψ 1 Ψ −1 ∈ R q×p and then we have
where Ψ 1 ∈ R q and Ψ −1 ∈ R q×(p−1) . We define B = EE i,−1 E i,−1 . Since Cov(H i,· ) = I q×q and H i,· is uncorrelated with E i,· , then we have 
The second component on the right hand side of (69) can be expressed as and hence with probability larger than 1 − 1
