We will present sufficient conditions for the Fredholm property of Wiener-Hopf plus and minus Hankel operators with different Fourier matrix symbols in the C * -algebra of semialmost periodic elements. In addition, under such conditions, we will derive a formula for the sum of the Fredholm indices of these Wiener-Hopf plus Hankel and Wiener-Hopf minus Hankel operators. Some examples are provided to illustrate the results of the paper.
Introduction
One of the objectives of the present paper is to obtain sufficient conditions for the Fredholm property of matrix Wiener-Hopf plus and minus Hankel operators of the form
with W Φ1 and H Φ2 being matrix Wiener-Hopf and Hankel operators defined by We would like to point out that the operators presented in (1) have been central objects in several recent research programmes (cf. e.g. [1] - [8] ). One of the reasons for such interest is related to the fact that eventual additional knowledge about regularity properties of (1) have direct consequences in different types of applications (see [9] - [12] ).
In the present work, the main purpose is to obtain conditions which will characterize the situation when W Φ1 + H Φ2 and W Φ1 − H Φ2 are at the same time Fredholm operators, and to present a formula for the sum of their Fredholm indices. All these will be done for matrices Φ 1 and Φ 2 in the class of semi-almost periodic elements (cf. Definition 2.1). Therefore, the present work deals with a more general situation than what was under consideration in [1, 7, 13] , and some of the present results can be seen as a generalization of part of the results of the just mentioned works. However, the most general situation of considering the operators W Φ1 + H Φ2 and W Φ1 − H Φ2 independent of each other (with semi-almost periodic symbols) is not considered in the present paper and remains open.
Preliminary results and notions
The smallest closed subalgebra of L ∞ (R) that contains all the functions e λ (λ ∈ R), where e λ (x) = e iλx , x ∈ R, is denoted by AP and called the algebra of almost periodic functions:
In addition, we will also use the notation
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We will likewise make use of the Wiener subclass of AP (denoted by AP W ) formed by all those elements from AP which allow a representation by an absolutely convergent series. Therefore, AP W is precisely the (proper) subclass of all functions ϕ ∈ AP which can be written in an absolutely convergent series of the form:
We recall that all AP functions have a well-known mean value. The existence of such a number is provided in the next proposition. 
exists, is finite, and is independent of the particular choice of the family {I α }.
For any ϕ ∈ AP , the number that has just been introduced M (ϕ) is called the Bohr mean value or simply the mean value of ϕ. In the matrix case the mean value is defined entry-wise.
LetṘ := R ∪ {∞}. We will denote by C(Ṙ) the set of all continuous functions ϕ on the real line for which the two limits
exist and coincide. The common value of these two limits will be denoted by ϕ(∞). Furthermore, C 0 (Ṙ) will represent the collection of all ϕ ∈ C(Ṙ) for which ϕ(∞) = 0.
Let C(R) := C(R) ∩ P C(Ṙ), where C(R) is the usual set of continuous functions on the real line and P C(Ṙ) is the set of all bounded piecewise continuous functions onṘ.
As mentioned above, we will deal with Fourier symbols from the C * -algebra of semi-almost periodic elements which is defined as follows.
Definition 2.1. The C * -algebra SAP of all semi-almost periodic functions on R is the smallest closed subalgebra of L ∞ (R) that contains AP and C(R):
In addition, it is possible to interpret the SAP functions in a different form due to the following characterization of D. Sarason [15] .
Theorem 2.1. Let u ∈ C(R) be any function for which u(−∞) = 0 and u(+∞) = 1. If ϕ ∈ SAP , then there is ϕ l , ϕ r ∈ AP and ϕ 0 ∈ C 0 (Ṙ) such that The functions ϕ l , ϕ r are uniquely determined by ϕ, and independent of the particular choice of u. The maps
This theorem is also valid in the matrix case.
Let us now recall the so-called right and left AP factorizations. In such notions, we will use the notation GB for the group of all invertible elements of a Banach algebra B.
Definition 2.2. A matrix function Φ ∈ GAP
N ×N is said to admit a right AP factorization if it can be represented in the form
for all x ∈ R, with
and D is a diagonal matrix of the form
The numbers λ j are called the right AP indices of the factorization. A right AP factorization with D = I N ×N is referred to be a canonical right AP factorization.
If in a right AP factorization besides condition (4) the factors Φ ± belong to AP W , then we say that Φ admits a right APW factorization (it being clear in such a case that Φ ∈ AP W ).
It is said that a matrix function Φ ∈ GAP N ×N admits a left AP factorization if instead of (3) we have
for all x ∈ R, and Φ ± and D having the same property as above.
Note that from the last definition it follows that if an invertible almost periodic matrix function Φ admits a right AP factorization, then Φ admits a left AP factorization, and also Φ −1 admits a left AP factorization.
The vector containing the right AP indices will be denoted by k(Φ), i.e., in the above case k(Φ) := (λ 1 , . . . , λ N ). If we consider the case with equal right AP indices (k(Φ) := (λ 1 , λ 1 , . . . , λ 1 )), then the matrix
is independent of the particular choice of the right AP factorization. In this case, this matrix d(Φ) is called the geometric mean of Φ.
In order to relate operators and to transfer certain operator properties between the related operators, we will also be using the known notion of equivalence after extension relation between bounded linear operators. 
where I Z1 , I Z2 represent the identity operators in Z 1 and Z 2 , respectively. This relation between T and S will be denoted by T * ∼ S.
Note that such operator relation between two operators T and S, if obtained, allows several consequences on the properties of these two operators. Namely, T and S will have the same Fredholm regularity properties (i.e., the properties that directly depend on the kernel and on the image of the operator). As we will realize in the next result, such kind of operator relation is valid for a diagonal operator constructed with our Wiener-Hopf plus and minus Hankel operators and a corresponding pure Wiener-Hopf operator.
is equivalent after extension to the Wiener-Hopf operator
We refer to [4, Theorem 2.1] for a detailed proof of this lemma (where all the elements in the corresponding operator relation are given in explicit form and within the context of a so-called ∆-relation after extension; see [16] ).
The Fredholm property
In the present section we will work out characterizations for the Fredholm property of W Φ1 + H Φ2 and W Φ1 − H Φ2 . We start with the general case (where no dependence between the SAP matrices Φ 1 and Φ 2 is imposed), and in the last subsection (of the present section) we will consider a particular case where some relation between Φ 1 and Φ 2 will allow extra detailed descriptions.
General Case
We start by recalling a known Fredholm characterization for Wiener-Hopf operators with SAP matrix Fourier symbols having lateral almost periodic representatives admitting right AP factorizations. 
(ii) The almost periodic representatives Φ ℓ and Φ r admit canonical right AP factorizations (and therefore with k(Φ ℓ ) = k(Φ r ) = (0, . . . , 0));
stands for the set of the eigenvalues
The matrix version of Sarason's Theorem (cf. Theorem 2.1) applied to Ψ in (7) says that if Ψ ∈ GSAP 2N ×2N then this matrix function admits the following representation
where Ψ ℓ,r ∈ GAP 2N ×2N are defined for the particular Ψ in (7) by
and
(with Φ 1ℓ , Φ 1r and Φ 2ℓ , Φ 2r being the local representatives at ∓∞ of Φ 1 and Φ 2 , respectively),
From (9) it follows that
Therefore, we obtain that
These representations, and the above relation between the operator (6) and the pure Wiener-Hopf operator, lead to the following characterization in the case when Ψ ℓ admits a right AP factorization. Fredholm Property of Matrix Wiener-Hopf plus and minus Hankel Operators with Semi-Almost Periodic Symbols 223
Proof. (i) Let us assume that the Wiener-Hopf plus and minus Hankel operators W Φ1 + H Φ2 and W Φ1 − H Φ2 are both Fredholm operators. Then, W Ψ is also Fredholm due to the above presented equivalence after extension relation. Therefore, using Theorem 3.1 we obtain that Ψ ∈ GSAP 2N ×2N , Ψ ℓ and Ψ r admit canonical right AP factorizations and
In particular, we realize that propositions (c1) and (c2) are already fulfilled. Additionally, the canonical right AP factorization of Ψ ℓ can be normalized into
where θ ± have the same factorization properties as the original lateral factors of the canonical factorization but with M (θ ± ) = I, and where Λ :
From (12) and (14) we derive that
and therefore
In this way, we conclude that
Thus, (13) turns out to be equivalent to
Therefore, the proposition (c3) is also satisfied. 
admits a canonical right AP factorization. These two canonical right AP factorizations and condition (c3) imply that
All these facts together with 
Proof. The result is derived from Theorem 3.2 and from the following known facts which apply to any Φ ∈ GAP W . In fact, we have in this case:
2N denotes the zero extension operator). This together with the equivalence after extension relation between the operator (6) and W Ψ shows that
(due to the transitivity of the equivalence after extension relation).
From Theorem 2.1 we conclude that Φ 2 ∈ GSAP N ×N admits the following representation
(with Φ 20 ∈ [C 0 (Ṙ)] N ×N ) and
Therefore, from (21), we obtain that
These representations and the above relation between W Ψ and W Φ 
2ℓ Φ 2r admits a canonical right AP factorization; 
Proof. (i) If
Due to (22) we conclude that Φ −1 2ℓ Φ 2r admits a canonical right AP factorization and we derive from (23) that
A canonical right AP factorization of Φ −1 2ℓ Φ 2r can be normalized into
where Θ ± have the same factorization properties as the original lateral factors of the canonical factorization but with M (Θ ± ) = I, and where Λ :
and therefore (24) turns out to be equivalent to (ii) Let us now consider that (l)-(lll) hold true. The property (l) implies that Φ
admits a canonical left AP factorization and
admits a canonical right AP factorization. These last two canonical right AP factorizations and condition (lll) imply that
All these facts together with Theorem 3.1 show that W Φ
is a Fredholm operator. Using the equivalence after extension relations of (19) 
General situation
Let GSAP 0,0 denote the set of all functions ϕ ∈ GSAP for which k(ϕ ℓ ) = k(ϕ r ) = 0. To define the Cauchy index of ϕ ∈ GSAP 0,0 we need the lemma presented below. 
be a family of intervals such that x α ≥ 0 and |I α | = y α − x α → ∞, as α → ∞. If ϕ ∈ GSAP 0,0 and arg ϕ is any continuous argument of ϕ, then the limit
exists, is finite, and is independent of the particular choices of {(x α , y α )} α∈A and arg ϕ. 
arg ξ k .
We will now be concerned with the question of finding a formula for the sum of the Fredholm indices of W Φ1 + H Φ2 and W Φ1 − H Φ2 (i.e., Ind[W Φ1 + H Φ2 ] + Ind[W Φ1 − H Φ2 ]). Using the equivalence after extension relation presented in Lemma 2.1, we conclude that
CUBO 12, 2 (2010) Observing that W Ψ is a Fredholm operator and using (27), we obtain
where η k ∈ C\(−∞, 0] are the eigenvalues of the matrix of (16)- (17)). Therefore, (28) can be rewritten as
where ζ k ∈ C\iR are the eigenvalues of the matrix Hd(Ψ ℓ ). Moreover, formula (28) is reduced to
where
when choosing the argument in (− 
where ζ k ∈ C\iR are the eigenvalues of the matrix Hd(Ψ ℓ ). Moreover, making use of (31), formula (32) simplifies to the following one:
4.2 The case of
For the particular case where Φ 1 = Φ 2 we can simplify formula (33) even further. In fact, when Φ 1 = Φ 2 , employing the equivalence after extension relation (19), we deduce that
where δ k ∈ C\iR are the eigenvalues of the matrix d(Φ −1 2ℓ Φ 2r ) and Taking this into consideration, it follows that
also because for any f ∈ GAP we have k(f ) = k( f −1 ) and [det Φ] ℓ = det Φ ℓ . Applying a similar reasoning to Φ 2 , we obtain
Employing now (26), (35) and (36), the following computation holds true:
Thus, we have just concluded the following corollary. 
with the argument in both cases being chosen in (− π 2 , π 2 ).
Examples
In the present section we exemplify the above theory with two particular cases of corresponding Fourier symbol matrices Φ 1 and Φ 2 .
First example
Let Φ 1 = Φ 2 , with
and where u is the real-valued function defined by
From (39) and Theorem 2.1, it becomes clear that Φ 2 ∈ SAP 2×2 . In addition, we will show that Φ 2 ∈ GSAP 2×2 . To this purpose, let us compute the determinant of Φ 2 :
Recalling that u is a real-valued function given by (40), we obtain
Let us first show that det Φ 2 (x) = 0 for x ∈ (−∞, 0).
In this domain e
x − e 2x belongs to (0, (cf. Figure 1) . Observing that 1 x 2 +1 ∈ (0, 1) (when x < 0), we conclude that for x < 0:
Let us now consider x ∈ [0, +∞). In this case, we have
Hence,
Observing that
From (42) and (43), it follows that Φ 2 ∈ GSAP 2×2 . Now, a direct computation yields that
which obviously admits a canonical right AP factorization and
Hence, 2ℓ Φ 2r ) are also real and positive, and therefore their arguments are also zero). 
Second example

