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PERFECT ISOMETRIES BETWEEN BLOCKS OF COMPLEX
REFLECTION GROUPS
OLIVIER BRUNAT AND JEAN-BAPTISTE GRAMAIN
Abstract. in this paper, we prove that, given any integers d, e, r and r′,
and a prime p not dividing de, any two blocks of the complex reflection groups
G(de, e, r) and G(de, e, r′) with the same p-weight are perfectly isometric.
1. Introduction
In the last 30 years, a lot of research in modular representation theory of fi-
nite groups has been fuelled by Broué’s Abelian Defect Conjecture. This predicts
that any p-block B of a finite group G which has abelian defect group P should
be derived equivalent to its Brauer correspondent b in NG(P ) (see [1]). Several
refinements of this conjecture have been formulated, which involve deep structural
correspondences, such as splendid equivalences or Rickard equivalences. At the level
of complex irreducible characters, all of these conjectures predict the existence of a
perfect isometry between B and b.
The first step towards proving Broué’s Abelian Defect Conjecture for the sym-
metric group was proved by Enguehard in [3]. He showed that, if B and B′ are
p-blocks of the symmetric groups Sm and Sn respectively, and B and B
′ have the
same p-weight , then B and B′ are perfectly isometric. In this paper, we generalize
Enguehard’s result to the infinite family of complex reflection groups. More pre-
cisely, we show that, given any integers d, e, r and r′, and a prime p not dividing
de, any two blocks of the complex reflection groups G(de, e, r) and G(de, e, r′) with
the same p-weight are perfectly isometric (see Theorem 4.12).
The paper is organised as follows. In Section 2, we introduce some combinatorial
tools we will need throughout the paper. We then present the already existing
parametrizations, due to James and Kerber (§2.3) and to Marin and Michel (§2.4),
of the irreducible representations of the wreath products G(d, 1, r), as well as a
new parmetrization which is more convenient for our purposes (§2.5). In Section
3, we construct the irreducible G(de, e, r)-modules (§3.1), and obtain some useful
formulæ for the values of certain characters of G(de, e, r) (§3.2). The results of this
part are of independent interest; in particular, the character table of G(de, e, r) is
completely determined (see Theorem 3.7, Theorem 3.13 and Equality (18)). Note
that we do not follow the same approach as that of [10].
Section 4 is devoted to perfect isometries and our main result, Theorem 4.12. In
§4.1, §4.2 and §4.3, we describe the irreducible characters and p-blocks of G(de, e, r),
as well as bijections between p-blocks with the same p-weight. Finally, in §4.4, we
introduce perfect isometries and prove our main theorem.
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2. Irreducible representations of G(d, 1, r)
Let d and r be positive integers. Let Ud be the group of complex dth roots of
unity. Define G = G(d, 1, r) = Ud ≀Sr = Urd ⋊Sr. The elements of G are denoted
by (z;σ), or simply zσ, with z ∈ Urd and σ ∈ Sr. In particular, Sr and U
r
d are
viewed as subgroups of G using the injections σ ∈ Sr 7→ (1;σ) and z ∈ Urd 7→ (z; 1),
respectively. For any (z1, . . . , zr) ∈ Urd and σ ∈ Sr, recall that
(1) σ−1(z1, . . . , zr)σ = (zσ(1), . . . , zσ(r)).
Let ζ be a generator of Ud. Write t = (ζ, 1, . . . , 1) ∈ Urd and si = (i i + 1) ∈ Sr
for 1 ≤ i ≤ r − 1. In particular, G = 〈t, s1, . . . , sr−1〉.
2.1. Tableaux. Let λ be a partition of r and let T be a tableau of shape λ whose
entries are distinct integers. For (u, v) ∈ Z2, denote by E(T, (u, v)) the entry of
T in the box in row u and column v. Furthermore, we write E(T ) for the set of
integers occurring in T . Set k = |λ| and assume that E(T ) = {t1, . . . , tk} with
t1 < · · · < tk. Denote by ST(λ; t1, . . . , tk) the set of standard tableaux of shape
λ with respect to {t1, . . . , tk}, that is, tableaux T of shape λ filled by the set of
integers {t1, . . . , tk} in such a way that the entries in T are increasing across the
rows and the columns of T .
Now, for each T ∈ ST(λ; t1, . . . , tk), define the tableau θ(T ) of shape λ to be
such that
E(T, (u, v)) = tj ⇐⇒ E(θ(T ), (u, v)) = j.
Write ST(λ) := ST(λ; 1, . . . , k) for the set of usual standard tableaux of shape λ.
Then
Lemma 2.1. The map θ induces a bijection between ST(λ; t1, . . . , tk) and ST(λ).
2.2. Coset representatives for Young subgroups. Let r be a positive integer.
A composition of r of length d is a d-tuple (c0, . . . , cd−1) of non-negative integers
such that
∑d−1
i=0 ci = r. Let c = (c0, . . . , cd−1) be a composition of r. Write Ic for the
set of integers 0 ≤ i ≤ d−1 such that ci 6= 0. We set C0 = 0 and Ci = c0+ · · ·+ci−1
for any i ∈ Ic, and Ei = {Ci+1, . . . , Ci+ci}. Now, we can associate to c the Young
subgroup Sc = SEi0 × · · · ×SEis of Sr, where Ic = {i0, . . . , is}. Furthermore, for
any i ∈ Ic, we denote by pi : SEi −→ Sci the group isomorphism induced by the
bijection Ei → {1, . . . , ci}, Ci + j 7→ j.
Let E = {1, . . . , r}. For any composition c = (c0, . . . , cd−1) of r, define
(2) Xc =
{
(X0, . . . , Xd−1) |
d−1⊔
i=0
Xi = E, |Xi| = ci
}
.
Lemma 2.2. Let c = (c0, . . . , cd−1) be a composition of r. For X = (X0, . . . , Xd−1) ∈
Xc, define tX ∈ Sr by setting, for all i ∈ Ic and 1 ≤ j ≤ ci,
(3) tX(Ci + j) = xi,j ,
where Xi = {xi,1, . . . , xi,ci} with xi,1 < · · · < xi,ci .
Let σ ∈ Sr. For i ∈ Ic, define Xi(σ) = {σ(x) |x ∈ Ei} = {xi,1, . . . , xi,ci} with
xi,1 < · · · < xi,ci , and write X = (X0(σ), . . . , Xd−1(σ)) ∈ Xc. Then
σ = tX σ˜0 · · · σ˜d−1,
3where σ˜i ∈ SEi is defined as follows. If i /∈ Ic, then σ˜i = 1. Otherwise, for any
x ∈ Ei, there is a unique mx ∈ {1, . . . , ci} such that σ(x) = xi,mx , and we set
σ˜i(x) = Ci +mx. For x /∈ Ei, we set σ˜i(x) = x. In particular, Tc = {tX |X ∈ Xc}
is a complete set of representatives for Sr/Sc.
Proof. Let 1 ≤ x ≤ r. Since X ∈ Xc, there is i ∈ Ic such that x ∈ Xi(σ), and
σ˜i+1 · · · σ˜d−1(x) = x. Furthermore, σ˜i(x) = Ci +mx ∈ Xi(σ), and it follows that
σ˜1 · · · σ˜i−1(Ci +mx) = Ci +mx. Finally, tX(Ci +mx) = xi,mx = σ(x), as required.
By construction, tX and σ˜1, . . . , σ˜d−1 are uniquely determined from σ, hence Tc is
a complete set of representatives for Sr/Sc. 
For any composition c = (c0, . . . , cd−1) of r, we set
Gc = U
r
d ⋊Sc.
Write πc : G → Sr for the natural projection with kernel Urd . Note that Gc =
π−1(Sc), and that π(Gc) = Sc, hence G/Gc is in bijection with Sr/Sc. The
bijection is given by tGc 7→ π(t)Sc. Identifying Sr to a subgroup of G as above, we
can take Tc for a set of representatives for G/Gc. Furthermore, using Lemma 2.2
and Relation (1), we deduce that, if g = zσ ∈ G with z = (z1, . . . , zr) ∈ Urd and
σ ∈ Sr, then
(4) g = tX (ztX(1), . . . , ztX(r))σ˜0 · · · σ˜d−1︸ ︷︷ ︸
∈Gc
,
where X = (X0(σ), . . . , Xd−1(σ)) and σ˜0, . . . , σ˜d−1 are as in Lemma 2.2.
2.3. The James-Kerber parametrization. For any partition λ of r, there is a
corresponding irreducible Specht module Vλ of Sr. Write ψλ : Sr → GL(Vλ) for
the corresponding irreducible representation of Sr. Recall that Vλ has a C-basis
vλ = {vλ,T |T ∈ ST(λ)} such that
(5) ψλ(si)(vλ,T ) =
1
a(i, i+ 1)
vλ,T + (1 +
1
a(i, i+ 1)
)vλ,Ti↔i+1 ,
where a(i, i+1) denotes the distance between the diagonals of T where i and i+1
occur, and Ti↔i+1 is the standard tableau of shape λ obtained by exchanging the
integers i and i+ 1 in T .
Let α denote the identity of Ud. We can write Irr(Ud) = {αi | 0 ≤ i ≤ d −
1}. A d-multipartition λ = (λ(0), λ(1), . . . , λ(d−1)) of r is a d-tuple of partitions
such that
∑d−1
i=0 |λ
(i)| = r. We write this as λ d r, and denote by MPr,d the
set of d-multipartitions of r. Recall that, up to G-isomorphism, the irreducible
representations of G are parametrized by MPr,d as follows.
For any λ = (λ(0), λ(1), . . . , λ(d−1)), write ci = |λ(i)| for 0 ≤ i ≤ d − 1, and
c = (c0, . . . , cd−1). Now, consider the irreducible character of Urd
(6) αc =
d−1⊗
i=0
αi ⊗ · · · ⊗ αi︸ ︷︷ ︸
ci times
,
whose inertial subgroup in G is Gc. Extend αc to Gc by setting αc(zσ) = αc(z) for
all z ∈ Urd and σ ∈ Sc, and denote by Cwc the corresponding representation space.
Now, for any i ∈ Ic, the space Vλ(i) has a structure of SEi-module given by the
homomorphism ψλ(i) ◦ pi : SEi → GL(Vλ(i)). Hence, Vλ = Vλ(0) ⊗ · · · ⊗ Vλ(d−1) is
an irreducible Sc-module, which gives an irreducible representation of Gc through
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πc. Furthermore, to simplify the notation, we identify Cwc⊗Vλ with Vλ, by setting
zv = αc(z)v for all z ∈ Urd and v ∈ Vλ. Now, by Clifford theory, the G-module
(7) Wλ = Ind
G
Gc(Vλ)
is irreducible, and {Wλ |λ ∈MPr,d} is a complete set of non-isomorphic irreducible
G-modules. For any λ ∈ MPr,d, write ϑλ : Gc → GL(Vλ) and ρλ : G → GL(Wλ)
for the corresponding representation of Gc and G, respectively.
By definition of the induction representation, the set
bλ =
{
tX ⊗ vλ(0),T0 ⊗ · · · ⊗ vλ(d−1),Td−1 |X ∈ Xc, Ti ∈ ST(λ
(i)) for 0 ≤ i ≤ d− 1
}
is a C-basis of Wλ. Furthermore, for z = (z1, . . . , zr) ∈ Urd , σ ∈ Sr, and tX ∈ Tc,
there are tXσ ∈ Tc and σ˜0 ∈ Sc0 , . . . , σ˜d−1 ∈ Sd−1 such that
(8) zσtX = tXσ (ztXσ (1), . . . , ztXσ (r))σ˜0 · · · σ˜d−1 ∈ Sc
(see Relation (4) applied to g = zσtX ∈ G). Therefore, if v = tX ⊗ vλ(0),T0 ⊗ · · · ⊗
vλ(d−1),Td−1 , then
(9) ρλ(zσ)(v) = αc(ztXσ (1), . . . , ztXσ (r))tXσ⊗σ˜0(vλ(0),T0)⊗· · ·⊗σ˜d−1(vλ(d−1),Td−1),
where σ˜i(vλ(i),Ti) = ψλ(i) ◦ pi(σ˜i)(vλ(i) ,Ti) for all 0 ≤ i ≤ d− 1.
2.4. The Marin-Michel parametrization. In [5, §2.3], Marin and Michel give
the following model for Irr(G). Let λ = (λ(0), . . . , λ(d−1)) ∈ MPr,d. Define T (λ)
to be the set of standard multi-tableaux of shape λ, that is, the set of tuples of
tableaux T = (T0, . . . , Td−1) where
• For all 0 ≤ i ≤ d− 1, the tableau Ti is of shape λ(i).
• The tableaux T0, . . . , Td−1 are filled by the set of integers {1, . . . , r} in such
a way that each integer appears exactly once in one of the tableaux, and,
for each i, the integers appearing in Ti are increasing across the rows and
columns of Ti.
Now, the C-vector space W ′λ with basis T (λ) can be given a G-module struc-
ture so that {W ′λ |λ ∈ MPr,d} is a complete set of non-isomorphic irreducible
G-modules. Write ρ′λ : G→ GL(W
′
λ) for the corresponding irreducible representa-
tion of G.
Denote by T (1) the index of the tableau of T containing the integer 1, and for
1 ≤ i ≤ r − 1, write T i↔i+1 ∈ T (λ) for the multi-tableau obtained from T by
exchanging the integers i and i+ 1 in T .
With this notation, we have (see [5, §2.3]) ρ′λ(t)(T ) = ζ
T (1)T . Furthermore,
for 1 ≤ i ≤ r − 1, if i and i + 1 do not belong to the same tableau of T , then
ρ′λ(si)(T ) = T i↔i+1. Otherwise,
(10) ρ′λ(si)T =
1
a(i, i+ 1)
T +
(
1 +
1
a(i, i+ 1)
)
T i↔i+1.
Proposition 2.3. Let λ = (λ(0), . . . , λ(d−1)) ∈ MPr,d. Then the linear map
fλ : W
′
λ → Wλ defined on the basis {T |T ∈ T (λ)} of W
′
λ by setting, for every
T = (T0, . . . , Td−1) ∈ T (λ),
fλ(T0, . . . , Td−1) = tX ⊗ vλ(0),θ(T0) ⊗ · · · ⊗ vλ(d−1),θ(Td−1),
5where X = (E(T0), . . . , E(Td−1)) and θ is the map constructed before Lemma 2.1,
is an isomorphism of G-modules.
Proof. First, we remark that fλ sends a basis to a basis, whence is a bijective linear
map. To prove the result, it suffices to show that ρλ(g) ◦ fλ = fλ ◦ ρ
′
λ(g) for all
g ∈ {t, s1, . . . , sr−1}.
Let T = (T0, . . . , Td−1) ∈ T (λ). Write ci = |λ
(i)| for all 0 ≤ i ≤ d − 1, and
set c = (c0, . . . , cd−1). Define t
′ = (1, . . . , 1, ζ, 1, . . . , 1), where ζ lies in position
t−1X (1). Then Relation (4) gives ttX = tXt
′. Furthermore, 1 ∈ E(TT (1)), thus
t−1X (1) ∈ ET (1). It follows from the linearity of fλ, and from Relations (6) and (9),
that
ρλ(t)(fλ(T )) = ρλ(t)(tX ⊗ vλ(0),θ(T0) ⊗ · · · ⊗ vλ(d−1),θ(Td−1))
= αc(t
′)tX ⊗ vλ(0),θ(T0) ⊗ · · · ⊗ vλ(d−1),θ(Td−1)
= αT (1)(ζ)tX ⊗ vλ(0),θ(T0) ⊗ · · · ⊗ vλ(d−1),θ(Td−1)
= ζT (1)fλ(T )
= fλ(ζ
T (1)T )
= fλ(ρ
′
λ(t)(T )).
Now, let 1 ≤ i ≤ r − 1. Assume i and i + 1 do not lie in the same tableau of T ,
say i ∈ E(Tk) and i + 1 ∈ E(Tℓ). Then siTX = TXi↔i+1 , where Xi↔i+1 ∈ Xc is
obtained from X by exchanging i and i+ 1. It follows from Relation (9) that
ρλ(si)(fλ(T )) = tXi↔i+1⊗vλ(0),θ(T0)⊗· · ·⊗vλ(d−1),θ(Td−1) = fλ(Ti↔i+1) = fλ(ρ
′
λ(si)(T )).
Assume now that i and i + 1 lie in the same tableau of T , say i, i + 1 ∈ E(Tk) =
{t1, . . . , tm} with t1 < · · · < tm. Let 1 ≤ i′ ≤ m be such that i = ti′ . Necessarily,
we have ti′+1 = i+ 1, and sitX = tXsCk+i′ . Thus, Relations (9) and (5) give
ρλ(si)(fλ(T )) = tX ⊗ vλ(0),θ(T0) ⊗ · · · ⊗ ψλ(k)(si′)vλ(k) ,θ(Tk) ⊗ · · · ⊗ vλ(d−1),θ(Td−1)
=
1
a(i′, i′ + 1)
fλ(T ) +
(
1 +
1
a(i′, i′ + 1)
)
fλ(T i↔i+1).
Let (u, v) and (u′, v′) be such that E(Tk, (u, v)) = i and E(Tk, (u
′, v′)) = i + 1.
Then by construction, we have E(θ(Tk), (u, v)) = i
′ and E(θ(Tk), (u
′, v′)) = i′ + 1.
In particular, a(i, i + 1) = a(i′, i′ + 1) and we deduce from the linearity of fλ and
Relation (10) that
ρλ(si)(fλ(T )) = fλ
(
1
a(i, i+ 1)
T +
(
1 +
1
a(i, i+ 1)
)
T i↔i+1
)
= fλ
(
ρ′λ(si)(T )
)
,
as required. 
2.5. Other descriptions in some special cases. In this section, we assume
that there are integers q, r′ and d′ such that d = qd′ and r = qr′, and we consider
multi-partitions λ ∈MPr,d of the form
(11) λ = (λ(0), . . . , λ(d
′−1), λ(0), . . . , λ(d
′−1), . . . , λ(0), . . . , λ(d
′−1)) = (µ, . . . , µ︸ ︷︷ ︸
q times
),
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where µ = (λ(0), . . . , λ(d
′−1)) ∈ MPr′,d′ . Write c = (c0, . . . , cd−1) andE0, . . . , Ed−1
as above, and c′ = (c0, . . . , cd′−1).
Let 0 ≤ i ≤ q − 1. We set Li = SEi × · · · ×SEi+d′−1 , Ki = U
r′
d ⋊ Li,
E′i =
d′−1⊔
k=0
Ei+k,
and Hi = Ur
′
d ⋊ SE′i . Note that the character α
i
r′ = α
i ⊗ · · · ⊗ αi ∈ Irr(Ur
′
d )
extends to Hi. Recall that Vµ is an Li-module. We endow Vµ with a structure of
Ki-module where the action of Ur
′
d ≤ Ki is given by α
d′i
r′ ⊗ αc′ , and we denote by
Vµ,i the resulting Ki-module. Now set Wµ,i = Ind
Hi
Ki
(Vµ,i), and define Xµ,i to be
the subset of elements Y = (Y0, · · · , Yd−1) ∈ Xc such that for all 0 ≤ j ≤ q− 1 and
0 ≤ k ≤ d′− 1, if j 6= i, then Yjd′+k = {jr
′+Ck+1, . . . , jr
′+Ck+1}. In particular,
|Yid′+k| = ck and
⊔
k Yid′+k = {ir
′ + 1, . . . , (i + 1)r′}. Therefore, {tYi |Yi ∈ Xµ,i}
is a system of coset representatives of Hi/Ki. We also consider the set T ′ of tuples
T ′ = (T0, . . . , Td′−1) with Tj ∈ ST(λ
(j)) for 0 ≤ j ≤ d′ − 1. For T ′ ∈ T ′, write
vT ′ = vλ(0),T0 ⊗ · · · ⊗ vλ(d′−1),Td′−1 . In particular, {vT
′ |T ′ ∈ T ′} is a basis of Vµ,i.
Hence, {tYi ⊗ vT ′i |Yi ∈ Xµ,i, T
′
i ∈ T
′} is a basis of Wµ,i.
Now, set
(12) H = H0 × · · · ×Hq−1.
Consider the H-module
(13) Uµ =Wµ ⊗Wµ,1 ⊗ · · · ⊗Wµ,q−1,
and define
W ′′λ = Ind
G
H(Uµ).
We write ρ′′λ : G→ GL(W
′′
λ ) for the corresponding representation of G.
Proposition 2.4. The G-module W ′′λ has basis
b′′λ = {tX′ ⊗ (tY0 ⊗ vT ′0)⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−1 ) |X
′ ∈ X(r′,...,r′), Yi ∈ Xµ,i, T
′
i ∈ T
′}.
For X ∈ Xc, define l(X) = (X ′0, . . . , X
′
q−1) ∈ X(r′,...,r′), where
X ′i =
d′−1⊔
k=0
Xid′+k, for all 0 ≤ i ≤ q − 1.
Write X ′i = {x
′
i,1, . . . , x
′
i,r′} with x
′
i,1 < · · · < x
′
i,r′ , and, for all 0 ≤ i ≤ q − 1
and 0 ≤ k ≤ d′ − 1, consider the element Yi(X) ∈ Xµ,i such that Yi,k(X) =
{id′ + j |x′i,j ∈ Xid′+k}. Then the linear map f
′
λ defined by
f ′λ(tX ⊗ vT ′0 ⊗ · · · ⊗ vT ′q−1 ) = tl(X) ⊗ (tY0(X) ⊗ vT ′0)⊗ · · · ⊗ (tYq−1(X) ⊗ vT ′d−1)
is an isomorphism of G-modules between Wλ and W
′′
λ .
Proof. Note that
(14) Gc = K0 × · · · ×Kq−1,
and, viewed as a Gc-representation with respect to the direct product (14), we have
Vλ = Vµ,0 ⊗ · · · ⊗ Vµ,q−1.
7By Lemma 2.2, {tX′ |X ′ ∈ X(r′,...,r′)} is a system of coset representatives of
G/H , and {tY0 · · · tYq−1 |Yi ∈ Xµ,i} is a system of coset representatives for H/Gc.
Then there is an isomorphism of G-modules κ1 : Ind
G
H(Ind
H
Gc(Vλ)) −→ Ind
G
Gc(Vλ)
given on any basis {v} of Vλ by
κ1(tX′ ⊗ tY0 · · · tYq−1 ⊗ v) = tX′tY0 · · · tYq−1 ⊗ v,
where X ′ ∈ X(r′,...,r′) and Yi ∈ Xµ,i. Furthermore, we have
IndHGc(Vλ) = Ind
H0×···×Hq−1
K0×···×Kq−1
(Vµ,0 ⊗ · · · ⊗ Vµ,q−1)
∼= IndH0K0(Vµ,0)⊗ · · · ⊗ Ind
Hq−1
Kq−1
(Vµ,q−1).
The last isomorphism of H-modules is for example given by
tY0 · · · tYq−1 ⊗ vT ′0 ⊗ · · · vT ′q−1 7→ (tY0 ⊗ vT ′0)⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−1 )
for all Yi ∈ Xµ,i and T ′i ∈ T
′. We thus obtain an isomorphism of G-modules
κ2 : Ind
G
H(Ind
H
Gc(Vλ)) −→ Ind
G
H(Uµ) given by
κ2(tX′ ⊗ tY0 · · · tYq−1 ⊗ vT ′0 ⊗ · · · vT ′q−1 ) = tX′ ⊗ (tY0 ⊗ vT ′0)⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−1 ).
Now, note that the map
(15) κ : Xc → X(r′,...,r′) ×Xµ,0 × · · · ×Xµ,q−1, X 7→ (l(X), Y0(X), . . . , Yq−1(X))
is bijective and that
tX = tl(X)tY0(X) · · · tYq−1(X).
It follows that f ′λ = κ2 ◦ κ
−1
1 has the required property. 
Remark 2.5. Note that H0 = G(d, 1, r
′) and that Wµ,0 is the irreducible represen-
tation of H0 labeled by (µ, ∅, . . . , ∅). In the same way, for every 0 ≤ i ≤ q − 1, the
group Hi can be viewed as a complex reflexion group G(d, 1, r
′) with support Ei.
The irreducible representation Wµ,i of Hi is then labeled by (∅, . . . , ∅, µ, ∅, . . . , ∅),
where µ lies in ith-coordinate. In the following, we will identify Hi with H0 as well
as Wµ,i with Wµ,0 as follows. Let 0 ≤ i ≤ q − 1. Write
τi : {ir
′ + 1 . . . (i + 1)r′} → {1, . . . , r′}, ir′ + j 7→ j.
Then τi induces a group isomorphism between Hi and H0. Furthermore, for Y ∈
Xµ,i, define Y
0 ∈ Xc′ by setting Y 0k = τi(Yid′+k) for all 0 ≤ k ≤ d
′ − 1. Then the
Hi-module Wµ,i and the H0-module α
d′i
r′ ⊗Wµ are isomorphic. An isomorphism fi
is given on the basis {tY ⊗ vT ′} by
(16) tY ⊗ vT ′ 7→ tτi(Y ) ⊗ vT ′ ,
for all Y ∈ Xµ,i and T ′ ∈ T ′.
3. Character formula for the irreducible representations of
G(de, e, r)
Let e, d and r be positive integers, and write G = G(de, 1, r).
Let ε = (∅, · · · , ∅, (r), ∅, · · · , ∅) ∈ MPr,de, where the non-empty part of ε lies in
position de−1−d. Then ε = ρε is a linear character of G of order e, and we denote
by N = G(de, e, r) its kernel. In particular, if z = (z1, . . . , zr) ∈ Urde and σ ∈ Sr,
then zσ lies in N if and only if ε(z) = 1, that is z1 · · · zr ∈ Ud.
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3.1. Representations of G(de, e, r). Let λ = (λ(0), . . . , λ(de−1)) ∈ MPr,de. Note
that, by construction, ResGUrde(ε) = α
d ⊗ · · · ⊗ αd ∈ Irr(Urde). It follows from Equa-
tion (7) that
ε⊗ ρλ = ε⊗ Ind
G
Gc(ϑλ)
∼= IndGGc(ε⊗ ϑλ) = Ind
G
Gc(ϑε(λ)) = ρε(λ),
where ε(λ) = (λ(d), λ(d+1), . . . , λ(de+d)); note that, here, the indices are taken mod-
ulo de.
Let a be a divisor of e such that εa(λ) = λ. Then λ(da+k) = λ(k) for any k, and
(17) r = |〈εa〉|
da−1∑
k=0
|λ(k)|.
The set Cλ = {εj | εj ⊗ ρλ ∼= ρλ} is a subgroup of the cyclic group 〈ε〉, hence
there is a divisor bλ of e such that Cλ = 〈εbλ〉. Furthermore, by Clifford theory,
ResGN (ρλ) is the sum of |Cλ| non isomorphic irreducible N -modules. Following [5,
§ 2.4], they can be described as follows. By Schur’s Lemma and the fact that C is
algebraically closed, we can choose a bijective linear mapMλ ∈ HomG(ρλ, ε
bλ⊗ρλ)
such that Mλ has order |Cλ|. On the other hand, Mλ is diagonalisable and has
exactly |Cλ| eigenspaces with eigenvalues in U|Cλ|. Denote by Wλ,k the eigenspace
attached to the eigenvalue ζbλdk, where Ude = 〈 ζ 〉 (so that U|Cλ| = 〈 ζ
bλd 〉). Then
{Wλ,k | 0 ≤ k ≤ |Cλ| − 1} is the set of irreducible N -modules appearing in the
decomposition of Wλ into simple N -modules.
For 0 ≤ k ≤ |Cλ| − 1, denote by χλ,k the character of the N -module Wλ,k and
by
∆λ,k(g) = Tr(M
k
λ ◦ ρλ(g)) for all g ∈ N.
Then we have (see [5])
(18) χλ,k =
1
|Cλ|
|Cλ|−1∑
j=0
ζ−dbλkj∆λ,j .
Now, using the first orthogonality relation, we deduce that, for 0 ≤ k ≤ |Cλ| − 1,
(19) ∆λ,k =
|Cλ|−1∑
j=0
ζdbλkjχλ,j.
Proposition 3.1. Let λ = (λ(0), . . . , λ(de−1)) ∈ MPr,de and c = (c0, . . . , cde−1)
be such that ci = |λ(i)| for all 0 ≤ i ≤ de − 1. Let bλ be a divisor of e such that
Cλ = 〈εbλ〉. Define mλ : Xc → Xc by setting, for any X = (X0, . . . , Xde−1) ∈ Xc,
mλ(X) = (Xdb, . . . , Xdb+de−1),
where indices are taken modulo de. Then the linear map Mλ ∈ HomG(ρλ, εbλ ⊗ ρλ)
as above can be described on the basis bλ of Wλ as follows.
Mλ(tX⊗vλ(0),T0⊗· · ·⊗vλ(de−1),Tde−1) = tmλ(X)⊗vλ(db),Tdb⊗· · ·⊗vλ(db+de−1),Tdb+de−1 ,
where X ∈ Xc and Ti ∈ ST(λ
(i)).
9Proof. In [5, § 2.4], a bijective linear map M ′λ ∈ HomG(ρ
′
λ, ε
bλ ⊗ρ′λ) of order |Cλ| is
described on the basis T (λ) ofW ′λ as follows. For every T = (T0, . . . , Tde−1) ∈ T (λ),
we set
(20) M ′λ(T ) = (Tdb, . . . , Tdb+de−1).
Now, using Proposition 2.3, we check that
Mλ ◦ fλ = fλ ◦M
′
λ.
The result follows. 
Let b′ be a divisor of |Cλ|. Then q =
|Cλ|
b′ =
e
bλb′
is the order of M b
′
and
εbλb
′
(λ) = λ. Hence, Relation (17) applied to a = bλb
′ gives that q divides r. Let
r′ ∈ N be such that r = qr′.
Proposition 3.2. We keep the notation as above. Write µ = (λ(0), . . . , λ(dbλb
′−1))
so that λ = (µ, . . . , µ) as in Relation (11). Define m′′λ : X(r′,...,r′) → X(r′,...,r′) by
m′′λ(X
′
0, . . . , X
′
q−1) = (X
′
1, . . . , X
′
q−1, X
′
0),
and, for all u = tX′ ⊗ (tY0 ⊗ vT ′0) ⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−1 ) with X
′ ∈ X(r′,..., r′),
Yi ∈ Xµ,i and T ′i ∈ T
′, we set
M ′′λ (u) = tm′′λ(X′) ⊗ (tY1 ⊗ vT ′0)⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−2)⊗ (tY0 ⊗ vT ′q−1).
Then
M ′′λ ◦ f
′
λ = f
′
λ ◦M
b′
λ .
Proof. We remark that for all X ∈ Xc, one has l(mb
′
λ (X)) = m
′′
λ(l(X)), where
l : Xc → X(r′,...,r′) is the map defined in Proposition 2.4. Let κ : Xc → X(r′,...,r′) ×
Xµ,0× · · · ×Xµ,q−1 be the bijection defined in Relation (15). Then for all X ∈ Xc,
κ ◦mb
′
λ (X) = (m
′′
λ(l(X)), Y1(X), . . . , Yq−1(X), Y0(X)).
The result then follows from Proposition 2.4. 
3.2. Values of ∆λ,k.
Lemma 3.3. Let λ ∈ MPr,de be such that Cλ = 〈εbλ〉 for some divisor bλ of
e. Let b′ be a divisor of |Cλ|, q = |Cλ|/b′ and r′ ∈ N be such r = qr′. Write
µ = (λ(0), . . . , λ(dbλb
′−1)) so that λ = (µ, . . . , µ). For g ∈ G and X ∈ X(r′,...,r′),
define Xg ∈ X(r′,...,r′) and g
X
i ∈ Hi for 0 ≤ i ≤ q−1 such that gtX = tXgg
X
0 · · · g
X
q−1.
Then
∆λ,b′(g) =
∑
X |m′′λ(Xg)=X
(
q−1∏
i=0
α
dbλb
′i
r′ (g
X
i )
)
χµ(g
X
0 · · · g
X
q−1),
where χµ denotes the character of the irreducible representation of Irr(H0) labeled
by (µ, ∅, . . . , ∅) and gXi ∈ H0 is the image of g
X
i by the isomorphism Hi → H0
induced by the bijection τi given in Remark 2.5.
Proof. By Propositions 2.4 and 3.2, we have ρλ(g) = f
′−1
λ ◦ ρ
′′
λ(g) ◦ f
′
λ and M
b′
λ =
f ′−1λ ◦M
′′
λ ◦ f
′
λ. Hence
∆λ,b′(g) = Tr(M
b′
λ ◦ ρλ(g)) = Tr(f
′−1
λ ◦M
′′
λ ◦ ρ
′′
λ(g) ◦ f
′
λ) = Tr(M
′′
λ ◦ ρ
′′
λ(g)).
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Let u = tX ⊗ (tY0 ⊗ vT ′0)⊗ · · · ⊗ (tYq−1 ⊗ vT ′q−1 ) ∈ b
′′
λ. We have
M ′′λ ◦ ρ
′′
λ(g)(u) =
(
q−1∏
i=0
α
dbλb
′i
r′ (g
X
i )
)
tm′′λ(Xg)
(
q⊗
i=1
gXi · (tYi ⊗ vT ′i−1)
)
,
where the indices are taken modulo q. To simplify the notation, we denote the basis
{tY0 ⊗ vT ′0 |Y0 ∈ Xµ,0, T
′
0 ∈ T
′} of Wµ by e = {e1, . . . , es}, and the basis of Wµ,i is
then equal to f−1i (e) by (16). Then, by Remark 2.5, for all 0 ≤ i ≤ q−1, the matrix
of gXi · (tYi⊗vT ′i−1) (where the indices are taken modulo q) with respect to the basis
f−1i (e) is the same as that of ρµ(g
X
i ) with respect to the basis e. For h ∈ H0, we
denote by Aµ(h) = (aij(h))ij the matrix of ρµ(h) with respect to the basis e. In
particular, for i0, . . . , iq−1, if we decompose g
X
1 ·ei1 ⊗· · ·⊗g
X
q−1 ·eiq−1 ⊗g
X
0 ·ei0 with
respect to the basis {ei0 ⊗ · · · ⊗ eiq−1}, then its coefficient in the ei0 ⊗ · · · ⊗ eiq−1 -
coordinate is
ai0i1(g
X
1 ) · · · aiq−2iq−1 (g
X
q−1) aiq−1i0(g
X
0 ).
Write M ′′λ ◦ ρ
′′
λ(g)(u) =
∑
v∈b′′λ
av v. Thus, if au 6= 0, then m′′λ(Xg) = X and, in
this case, one has
au =
(
q−1∏
i=0
α
dbλb
′i
r′ (g
X
i )
)
ai0i1 (g
X
1 ) · · · aiq−2iq−1 (g
X
q−1) aiq−1i0(g
X
0 ).
Furthermore, note that
∑
i1,...iq−1
ai0i1(g
X
1 ) · · · aiq−2iq−1(g
X
q−1) aiq−1i0(g
X
0 ) is the co-
efficient (i0, i0) of the matrix
Aµ(g
X
1 ) · · ·Aµ(g
X
q−1)Aµ(g
X
0 ) = Aµ(g
X
1 · · · g
X
q−1g
X
0 ),
because ρµ is a representation of H0. It follows that∑
i0,...,iq−1
ai0i1(g
X
1 ) · · · aiq−2iq−1 (g
X
q−1) aiq−1i0(g
X
0 ) =
∑
i0
ai0i0(g
X
1 · · · g
X
q−1g
X
0 )
= χµ(g
X
1 · · · g
X
q−1g
X
0 )
= χµ(g
X
0 · · · g
X
q−1).
The result follows. 
Lemma 3.4. We keep the notation of Lemma 3.3. Let g = (z;σ) with z ∈ Urde
and σ ∈ Sr. Write σ = σ1 · · ·σs the cycle decomposition with disjoint support of
σ. Assume that σi has length ℓi, and that, for 1 ≤ j ≤ s,
(21) σj = (Lj + 1 · · · Lj + ℓj),
where L1 = 0 and Lj = ℓ1 + · · · + ℓj−1. Let X = (X0, . . . , Xq−1) ∈ X(r′,...,r′),
and, for 0 ≤ i ≤ q − 1, write
Xi = {xi,1, . . . , xi,r′} with xi,1 < · · · < xi,r′ .
If m′′λ(Xg) = X, then ℓj is divisible by q for all 1 ≤ i ≤ s. Let 1 ≤ j ≤ s. Write
lj = ql
′
j and Lj = qL
′
j. Then there is 0 ≤ i0 ≤ q − 1 such that xi0,1 = Lj + 1, and,
for all 1 ≤ k ≤ ℓ′j and 0 ≤ l ≤ q − 1, we have
xi0−l,L′j+k = Lj + (k − 1)q + l + 1,
where i0 − l is taken modulo q.
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Proof. Assume that m′′λ(Xg) = X . We have Xg = (σ(X0), . . . , σ(Xq−1)). Thus, for
all i ≥ 0, one has
σ(Xi+1) = Xi,
where the indices are taken modulo q. Let 1 ≤ j ≤ s. Assume Lj + 1 ∈ Xi0 for
some 0 ≤ i0 ≤ q − 1. Now, we prove by induction on l that
(22) Lj + l ∈ Xi0−l+1.
Indeed, it is true for l = 1 and, if we assume it holds for some l ≥ 1, then one has
Lj + l + 1 = σ(Lj + l) ∈ σ(Xi0−l+1) = Xi0−l,
as required. In particular, Lj+ ℓj ∈ Xi0−ℓj+1. However, σ(Lj + ℓj) = Lj+1, hence
Xi0−ℓj = σ(Xi0−ℓj+1) = Xi0 and i0 − ℓj ≡ i0 mod q, that is q divides ℓj . The
result now follows from Relation (22). 
Remark 3.5. In fact, for all 1 ≤ j ≤ s, the position of Lj+1 completely determines
the integer xi,L′j+k for 0 ≤ i ≤ q − 1 and 1 ≤ k ≤ ℓ
′
j . Since there are q choices
for the place of Lj + 1, we deduce that the number of X ∈ X(r′,...,r′) such that
m′′λ(Xg) = X is q
s.
Recall that the conjugacy classes of G are labeled by MPde,r as follows. Let
g = (z;σ) ∈ G be with z = (z1, . . . , zr) ∈ Urde and σ ∈ Sr with disjoint cycle
decomposition σ1 · · ·σs. For 1 ≤ j ≤ s, write σ˜j = (z(j);σj) where z(j) k = zk
if k lies in the support of σj , and z(j) k = 1 otherwise. The cycle product c(σ˜j)
of σ˜j is then defined to be
∏
k z(j) k. Now, we associate to g the multi-partition
η = (η0, . . . , ηde−1) ∈ MPr,de, called the cyclic structure c(g) of g, in such a way
that, for all 1 ≤ j ≤ s, ηu has a part of length |σj | if and only if c(σ˜j) = ζu, where
ζ is a generator of Ude. Then two elements g and g′ of G are conjugate if and only
if c(g) = c(g′).
Convention 3.6. Now, for any η = (η0, . . . , ηde−1) ∈ MPr,de, we choose as
representative for the class of G labeled by η the element gη = (z;σ), where the
cycles of gη are as in (21), and, if σj = (Lj +1 · · ·Lj + ℓj) is a cycle of σ such that
c(σ˜j) = ζ
u, then z(j) k = 1 if k 6= Lj + 1, and z(j)Lj+1 = ζ
u.
For r ∈ N, we denote by Pr the set of partitions of r, and we let P =
⋃
r∈NPr.
For any π = (π1, . . . , πt) ∈ P and any positive integer q, we let
(23) q ⋆ π = (qπ1, . . . , qπt) ∈ P .
Furthermore, we write ℓ(π) = t, and, for η = (η0, . . . , ηde−1) ∈ MPr,de, we set
ℓ(η) =
∑
ℓ(ηu). Note that, if g = (z;σ) with σ = σ1 · · ·σs has cyclic structure η,
then s = ℓ(η).
Theorem 3.7. We keep the notation as in Lemma 3.3. Let η = (η0, . . . , ηde−1) ∈
MPr,de and gη = (z;σ) with z = (z1, . . . , zr) ∈ Urde and σ = σ1 · · ·σs ∈ Sr be as in
Convention 3.6. For any 1 ≤ j ≤ s, write ξj = c(σ˜j).
(i) If there is 1 ≤ u ≤ de − 1 such that ηu /∈ q ⋆ P, or if there is 1 ≤ j ≤ s such
that ξj /∈ Udbλb′ then, ∆λ,b′(gη) = 0.
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(ii) Assume ηu = q ⋆ η
′
u for all 0 ≤ u ≤ de − 1 and ξj ∈ Udbλb′ for all 1 ≤ j ≤ s.
Then
∆λ,b′(gη) = q
ℓ(η)χµ(g
′
η),
where g′η ∈ H0 has cyclic structure (η
′
0, . . . , η
′
de−1) and µ ∈ MP r′,de/q is as
in Lemma 3.3.
Proof. If there is 1 ≤ u ≤ de−1 such that q does not divide |ηu|, then σ has a cycle
of length not divisible by q. By Lemma 3.4, there are no X ∈ X(r′,...,r′) such that
m′′λ(Xgη ) = X , thus ∆λ,b′(gη) = 0 by Lemma 2.1, proving the first part of (i).
Denote by X the set of X ∈ X(r′,...,r′) such that m
′′
λ(Xgη ) = X . Set Q =
{0, . . . , q−1} and, for i = (i1, . . . , is) ∈ Q
s, define Xi to be the set of (X0, . . . , Xq−1) ∈
X such that, for all 1 ≤ j ≤ s, the integer Lj + 1 lies in Xij .
Let X ∈ X. Then there is a unique i ∈ Qs such that X ∈ Xi. For 1 ≤ j ≤ s,
write qℓ′j for the length of σj . Then σjtX = tXσj σ
′
j , where
(24) σ′j = (Cij + L
′
j + ℓ
′
j Cij + L
′
j + ℓ
′
j − 1 · · · Cij + L
′
j + 1).
Furthermore, Relation (8) gives z(j)tXσj = tXσj z
′, where z′ = (z′1, . . . , z
′
k) ∈ U
r
de is
such that z′Cij+L′j+1
= z(j)Lj+1 and z
′
k = 1 otherwise. So, if we set σ˜
′X
k = 1 if k 6= ij
and σ˜
′X
ij
= z′′σ′j , where z
′′ = (z′′1 , . . . , z
′′
r′) ∈ U
r′
de is such that z
′′
L′j+1
= z′Cij+L′j+1
and z′′k = 1 otherwise, then
(25) σ˜jtX = tXσj σ˜
′X
0 · · · σ˜
′X
q−1,
where σ˜
′X
k ∈ Hk. Note that c(σ˜
′X
ij
) = c(σ˜j). Now, Lemma 3.4 implies that tXg =
tXσ1 · · · tXσs , so that applying Relation (25) iteratively to the cycles of gη, we obtain
gηtX = tXgg
X
0 · · · g
X
q−1,
where
gXk =
∏
{1≤j≤s | ij=k}
σ˜
′X
j ∈ Hk for all 0 ≤ k ≤ q − 1.
By Relation (24), the cycles σ˜
′X
j have disjoint support, and
σ′j = (L
′
j + ℓ
′
j · · ·L
′
j + 1).
Hence, the element g′η = g
X
0 · · · g
X
q−1 ∈ H0 has cyclic structure η
′ = (η′0, . . . , η
′
de−1)
and does not dependent on X ∈ X. Therefore, Lemma 3.3 implies
(26) ∆λ,b′(gη) = χµ(g
′
η)
∑
X∈X
q−1∏
i=0
α
dbλb
′i
r′ (g
X
i ).
Let 1 ≤ j ≤ s and take X ∈ X. For 0 ≤ k ≤ q − 1, write hXk ∈ Hk such that
σ˜−1j gtX = tX
σ˜
−1
j
g
hX0 ···h
X
q−1
. We denote by Xi the set of X ∈ X(r′,...,r′) such that
Lj + 1 ∈ Xi. If X ∈ Xi, then gXk = h
X
k for k 6= i and g
X
i = σ˜
′X
i h
X
i , by Lemma 3.4
and Relation (24), and it follows that
q−1∏
k=0
α
dbλb
′k
r′ (g
X
k ) = α
dbλb
′i
r′ (σ˜
′X
j )
q−1∏
k=0
α
dbλb
′k
r′ (h
X
k ) = ξ
dbλb
′i
j
q−1∏
k=0
α
dbλb
′k
r′ (h
X
k ).
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Note that J =
∑
X∈Xi
∏q−1
k=0 α
dbλb
′k
r′ (h
X
k ) does not depend on i ∈ Q. Hence, we
obtain ∑
X∈X
q−1∏
k=0
α
dbλb
′k
r′ (g
X
k ) =
q−1∑
ij=0
∑
X∈Xij
q−1∏
k=0
α
dbλb
′k
r′ (g
X
k )
=
q−1∑
ij=0
∑
X∈Xij
ξ
dbλb
′ij
j
q−1∏
k=0
α
dbλb
′k
r′ (h
X
k )
=
q−1∑
ij=0
ξdbλb′ijj ∑
X∈Xij
q−1∏
k=0
α
dbλb
′i
r′ (h
X
k )

= J
q−1∑
ij=0
ξ
dbλb
′ij
j .
Now, if ξj /∈ Udbλb′ , then
q−1∑
ij=0
ξ
dbλb
′ij
j =
ξ
dbλb
′q
j − 1
ξ
dbλb′
j − 1
= 0,
since dbλb
′q = de and ξj ∈ Ude. This concludes the proof of (i). If, on the other
hand, ξj ∈ Udbλb′ for all 1 ≤ j ≤ s, then α
dbλb
′i
r′ (g
X
i ) = 1 for all i. Equation (26) now
gives ∆λ,b′(gη) = χµ(g
′
η)|X|, and (ii) follows from Remark 3.5 since s = ℓ(η). 
Remark 3.8. Let λ = (µ, . . . , µ) ∈ MP r,de, where µ ∈MP r′,de/q is as in Lemma
3.3. Let η = (η0, . . . , ηde−1) ∈ MPr,de and gη = (z;σ) be as in Convention 3.6.
Set σ = σ1 · · ·σs and ξj = c(σ˜j). Assume that q divides ηj or all 1 ≤ j ≤ de − 1
and that ξj ∈ Ude/q for all 1 ≤ j ≤ s. Since ξj ∈ Ude/q for all 1 ≤ j ≤ s, we
deduce that ηu 6= ∅ only if q divides u. Let g′η be the element of G(de, 1, r
′) with
cyclic structure (η′0, . . . , η
′
de−1) described in Convention 3.6, where ηj = qη
′
j , and let
g
(q)
η ∈ G(de/q, 1, r′) be the element with cyclic structure (η′0, η
′
q, η
′
2q, . . .) described
in Convention 3.6.
Denote by χ˜µ the irreducible character of G(de/q, 1, r
′) labeled by µ. Following
§2.3, note that the representation space of H0 labeled by (µ, ∅, . . . , ∅) and that of H
labeled by µ have the same basis b. Furthermore, using the fact that Irr(Ude/q) =
{αi ↓Ude/q | 0 ≤ i ≤ r
′}, we deduce from (8) and (9) that the actions of g′η and g
(q)
η
on b are the same. In particular, we have χµ(g
′
η) = χ˜µ(g
(q)
η ) and
(27) ∆λ,b′(gη) = q
sχ˜µ(g
(q)
η ).
Example 3.9. Consider G = G(6, 1, 6) and N = G(6, 3, 6). Let η = (∅, ∅, ∅, (6), ∅, ∅).
Then the representative for the conjugacy class of G labeled by η described in Con-
vention 3.6 is gη = (ζ
3, 1, 1, 1, 1, 1;σ), where σ = (1 2 3 4 5 6). Let (λ0, λ1) ∈
MP2,2. Write λ = (λ0, λ1, λ0, λ1, λ0, λ1) ∈ MP6,6. We will compute ∆λ,1(gη). To
this end, consider the set X as in the proof of Theorem 3.7. Then Lemma 3.4 gives
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X = {X1, X2, X3} where X1 = ({1, 4}, {3, 6}, {2, 5}), X2 = ({2, 5}, {1, 4}, {3, 6})
and X3 = ({3, 6}, {2, 5}, {1, 4}). Furthermore,
gηtX1 = tX1g
X1
0 g
X1
1 g
X1
2 = tX1
(
(ζ3, 1, 1, 1, 1, 1; (1 2)), 1, 1
)
gηtX2 = tX2g
X2
0 g
X2
1 g
X2
2 = tX2
(
1, (1, 1, ζ3, 1, 1, 1; (3 4)), 1
)
gηtX3 = tX3g
X3
0 g
X3
1 g
X3
2 = tX3
(
1, 1, (1, 1, 1, 1, ζ3, 1; (5 6))
)
.
Note that
gX10 g
X1
1 g
X1
2 = g
X2
0 g
X2
1 g
X2
2 = g
X3
0 g
X3
1 g
X3
2 = (ζ
3, 1, 1, 1, 1, 1; (1 2)) ∈ H0,
and can be identifed with the element (ζ3, 1; (1 2)) ∈ G(2, 1, 2). We have
∆λ,1(gµ) = 3χ˜(λ0,λ1)(ζ
3, 1; (1 2)),
where χ˜(λ0,λ1) is the irreducible character of G(2, 1, 2) labeled by (λ0, λ1).
Theorem 3.10. With the notation as above, if 0 ≤ k ≤ |Cλ| − 1, then ∆λ,k(gη) =
∆λ,b′(gη), where 1 ≤ b′ ≤ |Cλ| is such that the order of Mkλ is |Cλ|/b
′.
Proof. Write q = |Cλ|/b
′. First, we remark that the matrix Mkλ has order q if
and only if Mkλ is a generator of the cyclic group 〈M
b′
λ 〉. In particular, there is an
integer 1 ≤ t ≤ q coprime to q such that Mkλ = M
b′t
λ . Now, using Proposition 3.2,
we deduce that M ′′sλ ◦ f
′
λ = f
′
λ ◦M
k
λ . Let g = (z;σ) ∈ G(de, 1, r) be such that
σ = σ1 · · ·σs. Write Y for the set of Y ∈ Xr′,...,r′ such that m′′tλ (Yg) = Y . Now, if
gtY = tYgg
Y
0 · · · g
Y
q−1, then we derive from the proof of Lemma 3.3 that
(28) ∆λ,k(g) =
∑
Y ∈Y
q−1∏
j=0
α
dbλb
′j
r′ (g
Y
j )
χµ(gYs · · · gYs+q−1),
where the indices are taken modulo q. Furthermore, using the fact that χµ is a
trace, we obtain χµ(g
Y
s · · · g
Y
s+q−1) = χµ(g
Y
0 · · · g
Y
q−1).
Define f : X→ Y, (X0, . . . , Xq−1) 7→ (X0, Xt, . . . , X(q−1)t) where the indices are
taken modulo q. The map f is well defined because t is coprime to q, whence j 7→ jt
is a bijection of Z/qZ, and, if X ∈ X, then, for all 0 ≤ j ≤ q − 1,
m′′tλ (σ(Xjt)) = σ(X(j+1)t) = σ(f(Xj+1)) = f(σ(Xj+1)) = f(Xj) = Xjt.
Furthermore, f is bijective since t is coprime to q. Let X ∈ X and 1 ≤ j ≤ s.
Write Y = f(X). Then Lj + 1 ∈ Xij if and only if Lj + 1 ∈ Yijt. In particular,
{σ˜′Y0 , . . . , σ˜
′Y
q−1} is a permutation of {σ˜
′X
0 , . . . , σ˜
′X
q−1} (for the notation, we refer to
the proof of Theorem 3.7). Hence, gX0 · · · g
X
q−1 and g
Y
0 · · · g
Y
q−1 have the same cyclic
structure, that does not depend on X and Y . We can now conclude as in the end
of the proof of Theorem 3.7. 
Example 3.11. We continue with Example 3.9. We will now compute ∆λ,2(gη).
We consider Y and f : X→ Y as in the proof of Theorem 3.10.
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Then Y = {Y1, Y2, Y3} where Y1 = f(X1) = ({1, 4}, {2, 5}, {3, 6}), Y2 =
f(X2) = ({2, 5}, {3, 6}, {1, 4}) and Y3 = f(X3) = ({3, 6}, {1, 4}, {2, 5}). We have
gηtY1 = tY1g
Y1
0 g
Y1
1 g
Y1
2 = tY1
(
(ζ3, 1, 1, 1, 1, 1; (1 2)), 1, 1
)
gηtY2 = tY2g
Y2
0 g
Y2
1 g
Y2
2 = tY2
(
1, 1, (1, 1, 1, 1, ζ3, 1; (5 6))
)
gηtY3 = tY3g
Y3
0 g
Y3
1 g
Y3
2 = tY3
(
1, (1, 1, ζ3, 1, 1, 1; (3 4)), 1
)
.
We again have, for all 1 ≤ i, j ≤ 3
gYi0 g
Yi
1 g
Yi
2 = g
Xj
0 g
Xj
1 g
Xj
2 = (ζ
3, 1, 1, 1, 1, 1; (1 2)) ∈ H0,
and
∆λ,1(gµ) = 3χ˜(λ0,λ1)(ζ
3, 1; (1 2)),
as required.
Proposition 3.12. Let 0 ≤ k ≤ |Cλ| − 1. For any g ∈ G(de, 1, r) and x ∈
G(de, e, r), we have
∆λ,k(
gx) = εkbλ(g)∆λ,k(x).
Proof. Recall that MλρλM
−1
λ = ε
bλ ⊗ ρλ, so that MkλρλM
−k
λ = ε
bλk ⊗ ρλ. Thus
∆λ,k(
gx) = Tr(Mkλρλ(
gx))
= Tr(Mkλρλ(g)ρλ(x)ρλ(g)
−1)
= Tr(εkbλ ⊗ ρλ(g)M
k
λρλ(x)ρλ(g)
−1)
= Tr(εkbλ(g)ρλ(g)M
k
λρλ(x)ρλ(g)
−1)
= εkbλ(g)Tr(ρλ(g)M
k
λρλ(x)ρλ(g)
−1)
= εkbλ(g)Tr(Mkλρλ(gη)),
whence
(29) ∆λ,i(x) = ε
kbλ(g)∆λ,k(x).

Let g ∈ G(de, 1, r) be an element of order e such that
G(de, 1, r) = G(de, e, r) ⋊ 〈g〉.
Suppose that ε(g) = ω = ζd. Assume that e divides r. For any divisor q of e, define
Pr,ed,q = {(η0, ∅, . . . , ∅, ηq, ∅, . . . , ∅, η2q, ∅, . . . , ∅, ηde−q, ∅, . . . , ∅) | ηj ∈ qPr/q}.
Furthermore, for any 0 ≤ j ≤ q − 1 and η ∈ Pr,ed,q, write
gη,j =
gjgη.
Theorem 3.13. The set⊔
q|e
{gη,j | η ∈ Pr,de,q, 0 ≤ j ≤ q − 1}
is a system of representatives for the conjugacy classes of G(de, e, r).
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Proof. Write E for a system of representatives of the 〈ε〉-orbits of Pr,de. By Clifford
theory from G(de, 1, r) to G(de, e, r), the elements of
P = {(λ, k) | λ ∈ E , 0 ≤ k ≤ |Cλ| − 1}
label Irr(G(de, e, r)). For any divisor q of e, write Pq = {(λ, k) ∈ P | |Cλ| = q}. In
particular,
P =
⊔
q|e
Pq.
Note that (λ, k) ∈ Pq if and only if λ = (µ, . . . , µ), where µ ∈ Pr/q,de/q is repeated
q times. Let q be a divisor of e. For any µ = (µ0, . . . , µde/q−1) ∈ Pr/q,de/q, we define
f1(µ) = (µ, . . . , µ) ∈ Pr,de and f2(µ) = (λ0, . . . , λde−1) ∈ Pr,de,q where λqj = qµj
for 0 ≤ j ≤ de/q − 1 and λu = ∅ otherwise. The maps f1 and f2 are bijective.
Let η
1
and η
2
be two distinct elements of Pr,de,q. Then for all 0 ≤ j1, j2 ≤ q − 1,
the elements gη
1
,j1 and gη
2
,j2 are not conjugate in G(de, e, r) since they are not
conjugate in G(de, 1, r). Let η ∈ Pr,de,q. Write η′ = f
−1
2 (η). There exists a
character χ˜µ of G(de/q, 1, r/q) such that χ˜µ(gη′) 6= 0 (we can take for example µ
such that χ˜µ is the trivial character of G(de/q, 1, r/q)). Then by Proposition 3.12,
for 0 ≤ j ≤ q − 1, we have
∆f1(µ),1(gη,j) = ε
bλ(gj)∆f1(µ),1(gη)
= ωbλj∆f1(µ),1(gη)
= (ωe/q)j∆f1(µ),1(gη).
Furthermore,∆f1(µ),1(gη) 6= 0 by Remark 3.8 and Theorem 3.7, and∆f1(µ),1(gη,j1) 6=
∆f1(µ),1(gη,j2) for all j1 6= j2 since ω
e/q is a primitive qth-root of unity. Now, using
that ∆f1(µ),1 is a class function of G(de, e, r), we conclude that the elements gη,j for
0 ≤ j ≤ q−1 are not conjugate inG(de, e, r). Finally, the result follows from the fact
that f1 ◦ f
−1
2 induces a bijection between the sets {gη,j | η ∈ Pr,de,q, 0 ≤ j ≤ q− 1}
and {χλ,j | (λ, j) ∈ Pq}. 
Example 3.14. Let e be a prime number and r be a positive integer. By Theo-
rem 3.13, the elements gη,j where η = (η, ∅, . . . , ∅) with η ∈ Pr and 0 ≤ j ≤ e − 1
form a system of representatives for the split classes of G(e, e, er). For λ ∈ Pr,
set λ = (λ, λ, . . . , λ) ∈ Per,e. By Theorem 3.7, Remark 3.8, Theorem 3.10 and
Proposition 3.12, for 1 ≤ k ≤ e− 1, we have
∆λ,k(gη,j) = ζ
kjeℓ(η)χλ(η),
where χλ(η) is the value of the irreducible character of Sr labeled by λ on a element
with cyclic structure η. Now, using Equality (18), we obtain
χλ,k(gη,j) =

1
e
(
χλ(gη))− e
ℓ(η)χλ(η)
)
if k 6= j,
1
e
(
χλ(gη)) + (e− 1)e
ℓ(η)χλ(η)
)
if k = j.
In particular, for e = 2, we recover with our method the result of [9, Thm. 5.1].
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4. Perfect Isometries
Throughout this section, we consider G = G(de, 1, r) and its normal subgroup
N = G(de, e, r), and we use the notation of Section 3.1.
4.1. Characters of N . In order to describe Irr(N), we will apply Clifford theory
from G to N . We therefore consider the orbits of Irr(G) under the action of G/N ∼=
〈 ε 〉, or, equivalently, the 〈 ε 〉-orbits of the parametrizing set MPr,de. For any
λ ∈ MPr,de, we denote by [λ] the 〈 ε 〉-orbit of λ. Hence µ ∈ [λ] if and only if there
exists s ∈ N such that µ = εs(λ). In particular, for any µ ∈ [λ], we have bλ = bµ
and |Cλ| = |Cµ|. Furthermore, we see that |[λ]| =
e
|Cλ|
= bλ.
Lemma 4.1. If λ, µ ∈ MPr,de are such that [λ] = [µ], then, with the notation of
Section 3.1, χλ,i = χµ,i for all 0 ≤ i < |Cλ|.
Proof. We have [λ] = [µ], so there exists s ∈ N such that ρλ = εs ⊗ ρµ, and Wλ =
Wµ = W . In particular, there exist endomorphisms Mλ and Mµ of W such that
Mλρλ = ελρλMλ and Mµρµ = εµρµMµ, where, furthermore, ελ = ε
bλ = εbµ = εµ.
We therefore have
εsMλρµ =Mλε
sρµ = Mλρλ = ελρλMλ = ε
sελρµMλ,
so that Mλρµ = ελρµMλ = εµρµMλ (since ελ = εµ).
Now, since εµρµMµ = Mµρµ, we also haveM
−1
µ εµρµ = ρµM
−1
µ , so that Mλρµ =
εµρµMλ yieldsM
−1
µ Mλρµ = M
−1
µ εµρµMλ = ρµM
−1
µ Mλ. HenceM
−1
µ Mλ ∈ EndG(ρµ),
and Schur’s Lemma shows that Mλ = ξMµ for some ξ ∈ C.
We will show that ξ = 1. First note that, since Mλ and Mµ both have order
|Cλ| = |Cµ|, we must have ξ|Cλ| = 1. Now fix any order on the elements of the
bases bλ and bµ of W . By Proposition 3.1, we have, for any tX ⊗ vλ,T ∈ bλ,
Mλ(tX ⊗ vλ,T ) = tεbλ (X) ⊗ vεbλ (λ),εbλ (T ) = tεbλ (X) ⊗ vλ,εbλ (T ) ∈ bλ
(since, by definition, εbλ(λ) = λ). Hence Mat(Mλ, bλ) is a permutation matrix.
Similarly, Mat(Mµ, bµ) is a permutation matrix.
Now, since µ = εs(λ), there is a bijection σ : bλ −→ bµ, given by σ(tX ⊗ vλ,T ) =
tεs(X) ⊗ vµ,εs(T )) for all tX ⊗ vλ,T ∈ bλ. The corresponding change of basis matrix
Pσ from bλ to bµ is therefore also a permutation matrix.
By construction, we have
Mat(Mλ, bλ) = P
−1
σ Mat(Mλ, bµ)Pσ = ξP
−1
σ Mat(Mµ, bµ)Pσ
(since Mλ = ξMµ). Since all of these matrices have entries in N, we deduce that
ξ = 1, and thus that Mλ =Mµ.
In particular, with the notation of Section 3.1, the eigenspaces Wλ,i and Wµ,i
coincide for all 0 ≤ i < |Cλ|, and χλ,i = χµ,i for all 0 ≤ i < |Cλ|.

Corollary 4.2. If λ, µ ∈ MPr,de are such that [λ] = [µ], then ∆λ,i = ∆µ,i for all
0 ≤ i < |Cλ|.
Proof. This follows immediately from Lemma 4.1 and (19) (since bλ = bµ and
|Cλ| = |Cµ|).
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
Remark 4.3. Suppose µ ∈ MPr,de is such that |Cµ| is even, and take δ ∈ {±1}.
Then Mµ and δMµ have the same eigenspaces, and the same set U|Cµ| = 〈ω 〉 of
eigenvalues, where ω = ζbµd. For any ωj ∈ U|Cµ|, we set
χµ,j,δMµ = Tr(ρµ |Eωj ),
where Eωj is the eigenspace of δMµ corresponding to the eigenvalue ω
j . We also
set, for any 0 ≤ i < |Cµ|,
∆µ,i,δMµ = Tr((δMµ)
iρµ |Wµ).
In particular, we have ∆µ,i,δMµ = δ
i∆µ,i.
We also have, as in Section 3.1,
∆µ,i,δMµ =
|Cµ|−1∑
j=0
ωijχµ,j,δMµ and χµ,j,δMµ =
1
|Cµ|
|Cµ|−1∑
j=0
ω−ij∆µ,i,δMµ .
4.2. Blocks of G and N . We now take any prime p not dividing de. The p-blocks
of G can be described as follows (see [8, Theorem 1]). Two irreducible characters χ˜µ
and χ˜ν of G, corresponding to µ = (µ
(0), . . . , µ(de−1)) and ν = (ν(0), . . . , ν(de−1)) in
MPr,de lie in the same p-block B of G if and only if, for every 0 ≤ i ≤ de − 1, the
partitions µ(i) and ν(i) have the same p-core (µ(i))(p) = (ν
(i))(p) = γ
(i) and same
p-weight wp(µ
(i)) = wp(ν
(i)) = wi. The de-tuple w = (w0, . . . , wde−1) (respectively
γ = (γ(0), . . . , γ(de−1))) is called the p-weight of B (respectively the p-core of B).
Note that B has p-defect 0 if and only if w = (0, . . . , 0). We denote by Eγ,w
the set of de-multipartitions µ = (µ(0), . . . , µ(de−1)) such that (µ(i))(p) = γ
(i) and
wp(µ
(i)) = wi.
We can now describe the p-blocks of N using Clifford theory. If B is a p-
block of G of defect 0, then, since (p, e) = 1, B only covers p-blocks of defect
0 of N . Conversely, a p-block of N of defect 0 can only been covered by p-
blocks of G of defect 0. Hence suppose B is a p-block of G of positive defect,
and take k dividing e minimal such that B is εk-stable (i.e. εk ⊗B = B). Then B
has p-core γ = (γ(0), γ(1), . . . , γ(kd−1), γ(0), . . . , γ(kd−1), . . . , γ(0), . . . , γ(kd−1)) and p-
weight w = (w0, w1, . . . , wkd−1, w0, . . . , wkd−1, . . . , w0, . . . , wkd−1), where w0+ · · ·+
wkd−1 6= 0. Without loss of generality, we can furthermore suppose that w0 6= 0.
Now consider any λ ∈ MPr,de given by
λ = (λ(0), λ(1), . . . , λ(kd−1), µ(0), λ(1), . . . , λ(kd−1), . . . , µ(0), λ(1), . . . , λ(kd−1)),
where
• for 1 ≤ i ≤ kd− 1, (λ(i))(p) = γ
(i) and wp(λ
(i)) = wi,
• (λ(0))(p) = (µ
(0))(p) = γ
(0), λ(0) and µ(0) have p-quotients Qp(λ
(0)) =
((w0), ∅, . . . , ∅) and Qp(µ(0)) = (∅, . . . , ∅, (w0)) (so that λ(0) 6= µ(0)),
• and, for 1 ≤ j ≤ k − 1,
λ(jd) =
{
µ(0) if wjd = w0 and γ
(jd) = γ(0)
any µ with µ(p) = γ
(jd) and wp(µ) = wjd if wjd 6= w0 or γ(jd) 6= γ(0)
(so that λ(jd) 6= λ(0)).
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Then λ(p) = γ and wp(λ) = w, so that χ˜λ ∈ B. And λ
(jd) 6= λ(0) for all
0 < j < e, so that εj(λ) 6= λ, and χ˜λ is not εj-stable for any 0 < j < e.
This shows that any p-block B of G of positive defect contains an irreducible
character which is not εj-stable for any 0 < j < e. By Clifford theory, such a
character must restrict irreducibly to N , and its restriction to N is therefore G-
stable. By [7, Corollary (9.3)], this implies that B covers a unique p-block b of
N .
4.3. Bijections and isometries between blocks. We now fix the positive in-
tegers d and e, a prime p not dividing de, and consider two positive integers r
and r′. We let G = G(de, 1, r), N = G(de, e, r), G′ = G(de, 1, r′) and N ′ =
G(de, e, r′). Suppose b is a p-block of N , covered by the p-block B of G of p-core
γ = (γ(0), . . . , γ(de−1)) and p-weight w = (w0, . . . , wde−1), and b
′ is a p-block of
N ′, covered by the p-block B′ of G′ of p-core γ′ = (γ′(0), . . . , γ′(de−1)) and p-weight
w′ = w. Suppose furthermore that w0 + · · ·+wde−1 6= 0. Then there is a bijection
ψ between the subsets Eγ,w and Eγ′,w of MPr,de and MPr′,de (which parametrize
the irreducible characters in B and B′ respectively) described as follows. For any
λ = (λ(0), . . . , λ(de−1)) ∈ Eγ,w, we have ψ(λ) = (Ψ(λ(0)), . . . ,Ψ(λ(de−1))), where,
for each 0 ≤ i ≤ de − 1, Ψ(λ(i)) is the partition defined by Ψ(λ(i))(p) = γ
′(i) and
Qp(Ψ(λ
(i))) = Qp(λ
(i)).
With the notation of Section 3.1, we see that, for any λ ∈ Eγ,w, we have |Cψ(λ)| =
|Cλ| and bψ(λ) = bλ. Furthermore, for any λ, µ ∈ Eγ,w, we have, with the notation
of Section 4.1, [λ] = [µ] if and only if [ψ(λ)] = [ψ(µ)]. In particular, ψ also induces
a bijection between Irr(b) and Irr(b′).
Before our next definition, we need a few more pieces of notation. If s and t are
positive integers, and if n ∈ N, then, for any α ∈ MPs,n, we set tα = (α, . . . , α) ∈
MPts,tn. If β = tα, then we write α = β/t.
Finally, for any k > 0 and any k-multipartition λ = (λ(0), λ(1), . . . , λ(k−1)), we set
δp(λ) = δp(λ
(0))δp(λ
(1)) · · · δp(λ(k−1)), where, for each 0 ≤ i < k, δp(λ(i)) is the
p-sign of λ(i) (see [6, §2]).
Definition 4.4. With the notation above, we define an isometry I : C Irr(b) −→
C Irr(b′) by letting, for any λ ∈ Eγ,w and any 0 ≤ i < |Cλ|,
I(χλ,i) =
{
δp(λ)δp(ψ(λ))χψ(λ),i if |Cλ| is odd,
δp(λ)δp(ψ(λ))χψ(λ),i,δλMψ(λ) if |Cλ| is even,
where δλ = δp(λ/|Cλ|)δp(ψ(λ)/|Cψ(λ)|).
Remark 4.5. Note that I is well-defined. Indeed, if [λ] = [µ], then [ψ(λ)] = [ψ(µ)],
so that δp(λ) = δp(µ) and δp(ψ(λ)) = δp(ψ(µ)). Also, by Lemma 4.1, χλ,i = χµ,i
for all 0 ≤ i < |Cλ|. Furthermore, by the proof of Lemma 4.1, Mψ(λ) = Mψ(µ) and
thus δλMψ(λ) = δµMψ(µ) (since δλ = δµ). Finally, by Remark 4.3 and Lemma 4.1,
χψ(λ),i,δλMψ(λ) = χψ(µ),i,δµMψ(µ) for all 0 ≤ i < |Cλ|.
4.4. Perfect isometries. We keep the notation as in the previous section. Our aim
is now to show that the isometry I described in Definition 4.4 is actually a perfect
isometry between b and b′, thereby generalizing to complex reflection groups the
results known about the symmetric groups (see [3, Theorem 11]), wreath products
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(see [2, Theorem 5.4]) and Weyl groups of type B and D (see [2, Corollary 5.6 and
Theorem 5.8]). We start by recalling the definition of perfect isometry.
Definition 4.6. (See [1] and [2, §2.5]) Let H and H ′ be finite groups, p be a prime,
and (K,R, k) a splitting p-modular system for H and H ′. Let B and B′ be unions
of p-blocks of H and H ′ respectively, and J : C Irr(B) −→ C Irr(B′) an isometry
such that J(Z Irr(B)) = Z Irr(B′). Let (e1, . . . , en) be any C-basis for C Irr(B) and
(e∨1 , . . . , e
∨
n) its dual with respect to the usual hermitian product 〈 , 〉H on C Irr(H),
and let Ĵ =
n∑
i=1
e∨i ⊗ J(εi). Then J is a perfect isometry between B and B
′ if the
following hold:
(1) For every (x, x′) ∈ H ×H ′, Ĵ(x, x′) ∈ |CH(x)|pR∩ |CH′ (x′)|pR.
(2) If Ĵ(x, x′) 6= 0, then x and x′ are both p-regular or both p-singular.
Remark 4.7. Note that, in Definition 4.6, Ĵ does not in fact depend on the choice
of basis for C Irr(B) (see [2, §2.3]).
If we let [Eγ,w] be a set of representatives for the 〈 ε 〉-orbits of Eγ,w, then
{χλ,i, λ ∈ [Eγ,w] and 0 ≤ i < |Cλ|} is a (self-dual) C-basis for C Irr(b). By
(19), {∆λ,i, λ ∈ [Eγ,w] and 0 ≤ i < |Cλ|} is also a C-basis for C Irr(b), and this is
the basis we will use to prove that I is a perfect isometry between b and b′.
From (19), we see that, for any λ, µ ∈ [Eγ,w], 0 ≤ i < |Cλ| and 0 ≤ j < |Cµ|, we
have
〈∆λ,i,∆µ,j〉N = 〈
|Cλ|−1∑
k=0
ζdbλikχλ,k,
|Cµ|−1∑
ℓ=0
ζdbµjℓχµ,ℓ〉N
=
|Cλ|−1∑
k=0
|Cµ|−1∑
ℓ=0
ζdbλikζdbµjℓ〈χλ,k, χµ,ℓ〉N
=
|Cλ|−1∑
k=0
|Cµ|−1∑
ℓ=0
ζdbλik−dbµjℓδλ,µδk,ℓ
= δλ,µ
|Cλ|−1∑
k=0
ζdbλ(i−j)k
= δλ,µδi,j |Cλ|.
This shows that, for any λ ∈ [Eγ,w] and 0 ≤ i < |Cλ|, we have
(30) ∆∨λ,i =
1
|Cλ|
∆λ,i.
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Furthermore, from (19) and Definition 4.4, we see that, for any λ ∈ Eγ,w and
0 ≤ i < |Cλ|, we have
I(∆λ,i) =
|Cλ|−1∑
j=0
ζdbλijI(χλ,j)
=

δp(λ)δp(ψ(λ))
|Cλ|−1∑
j=0
ζdbλijχψ(λ),j if |Cλ| is odd,
δp(λ)δp(ψ(λ))
|Cλ|−1∑
j=0
ζdbλijχψ(λ),j,δλMψ(λ) if |Cλ| is even.
Now, since |Cλ| = |Cψ(λ)| and bλ = bψ(λ), we have that, if |Cλ| is odd, then
|Cλ|−1∑
j=0
ζdbλijχψ(λ),j =
|Cψ(λ)|−1∑
j=0
ζdbψ(λ)ijχψ(λ),j = ∆ψ(λ),i
(by (19)), and, if |Cλ| is even, then
|Cλ|−1∑
j=0
ζdbλijχψ(λ),j,δλMψ(λ) =
|Cψ(λ)|−1∑
j=0
ζdbψ(λ)ijχψ(λ),j,δλMψ(λ) = ∆ψ(λ),i,δλMψ(λ)
(by Remark 4.3). And, also by Remark 4.3, we have ∆ψ(λ),i,δλMψ(λ) = δ
i
λ∆ψ(λ),i.
This shows that, for any λ ∈ Eγ,w and 0 ≤ i < |Cλ|, we have
(31) I(∆λ,i) =
{
δp(λ)δp(ψ(λ))∆ψ(λ),i if |Cλ| is odd,
δp(λ)δp(ψ(λ))δ
i
λ∆ψ(λ),i if |Cλ| is even.
When we compute Î, we will regroup characters ∆λ,i in “slices” according to the
order modulo e of the integer bλi. First note that, as an additive group, we have
Z/eZ =
∐
q|e
{k¯ ∈ Z/eZ | ord(k¯) = q} =
∐
q|e
{(
e
q
s
)
| 0 ≤ s < q and (s, q) = 1
}
.
Since, whenever 0 ≤ s < q, we have 0 ≤
e
q
s < e, we actually obtain
{0, . . . , e− 1} =
∐
q|e
{
e
q
s | 0 ≤ s < q and (s, q) = 1
}
.
Our “slices” are described by the following.
Proposition 4.8. For any 0 ≤ k ≤ e − 1, we let
Pγ,w,k = {(λ, i) | λ ∈ Eγ,w , 0 ≤ i < |Cλ| and bλi = k}.
Let q be the order of k modulo e. Then the maps α : Pγ,w,k −→ Eγ/q,w/q and
β : Eγ/q,w/q −→ Pγ,w,k given by α((λ, i)) = λ/q and β(µ) = (qµ, k/bµ) are mutually
inverse bijections.
Remark 4.9. Recall that Eγ/q,w/q is exactly the set of multipartitions labelling the
irreducible characters which belong to the p-block of G(de/q, 1, r/q) with p-core γ/q
and p-weight w/q.
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Proof. We start by showing that α and β are indeed defined.
If (λ, i) ∈ Pγ,w,k, then bλi = k. Since k =
e
q
s for some 0 ≤ s < q with (s, q) = 1,
we have bλi =
e
q
s. Hence qi = s
e
bλ
= s|Cλ|. Since (s, q) = 1, this shows that
q divides |Cλ|. Hence λ/q is indeed defined, and so are γ/q and w/q, and λ/q
certainly has p-core γ/q and p-weight w/q. Thus the map α : Pγ,w,k −→ Eγ/q,w/q
is defined.
If, on the other hand, µ ∈ Eγ/q,w/q, then qµ certainly is defined, and qµ ∈ Eγ,w.
Furthermore, by definition, bµ =
e/q
|Cµ|
, so that bµ divides e/q, and also (e/q)s = k,
whence k/bµ is an integer. Moreover, we have |Cqµ| = q.|Cµ|, and, since 0 ≤ k < e,
we have
0 ≤
k
bµ
<
e
bµ
= q
e/q
bµ
= q.|Cµ| = |Cqµ|.
Finally, since bµ =
e/q
|Cµ|
=
e
q.|Cµ|
=
e
|Cqµ|
= bqµ, we have bqµ
k
bµ
= k, whence
(qµ, k/bµ) is defined, and (qµ, k/bµ) ∈ Pγ,w,k.
It only remains to show that α and β are mutual inverses. For any µ ∈ Eγ/q,w/q,
we have (α ◦ β)(µ) = α((qµ, k/bµ)) = qµ/q = µ. And, for any (λ, i) ∈ Pγ,w,k, we
have
(β ◦ α)((λ, i)) = β(λ/q) = (qλ/q,
k
bλ/q
) = (λ,
k
bλ/q
) = (λ,
k
bλ
)
(since, as we’ve seen above, bλ/q = bλ). Finally, since (λ, i) ∈ Pγ,w,k, we have
k
bλ
= i, whence (β ◦ α)((λ, i)) = (λ, i). This concludes the proof.

Remark 4.10. Note that, with the notation of Proposition 4.8, if (λ, i) ∈ Pγ,w,k
and k = bλi has order q modulo e (written orde(k) = q), then i has order q
modulo e/bλ = |Cλ| (written ord|Cλ|(i) = q). Hence there exists s such that
(s, q) = 1 and i = s|Cλ|/q. Suppose furthermore that |Cλ| is even. If q is even,
then (s, q) = 1 implies that s is odd, so that |Cλ|/q and i = s|Cλ|/q have the same
parity. If, on the other hand, q is odd, then, since |Cλ| is even, |Cλ|/q is even,
and so is i = s|Cλ|/q. This shows that, whenever |Cλ| is even, |Cλ|/q and i have
the same parity. Now we have λ/q = (|Cλ|/q) · λ/|Cλ|. Taking p-signs, we have
δp(λ/q) = δp((|Cλ|/q) · λ/|Cλ|) = δp(λ/|Cλ|)|Cλ|/q. And, since |Cλ|/q and i have
the same parity, we obtain
(32) δp(λ/|Cλ|)
i = δp(λ/q) whenever (λ, i) ∈ Pγ,w,k and orde(k) = q.
From this, we easily deduce the following.
Lemma 4.11. If I is the map described in Definition 4.4 and (λ, i) ∈ Pγ,w,k, where
k = bλi has order q modulo e, then I(∆λ,i) = δp(λ/q)δp(ψ(λ)/q)∆ψ(λ),i.
Proof. By (31), we know that
I(∆λ,i) =
{
δp(λ)δp(ψ(λ))∆ψ(λ),i if |Cλ| is odd,
δp(λ)δp(ψ(λ))δ
i
λ∆ψ(λ),i if |Cλ| is even.
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If |Cλ| = |Cψ(λ)| is odd, then q must be odd (since q divides |Cλ|), so that δp(λ) =
δp(q · λ/q) = δp(λ/q)q = δp(λ/q) and δp(ψ(λ)) = δp(q · ψ(λ)/q) = δp(ψ(λ)/q)q =
δp(ψ(λ)/q). Hence, in this case, δp(λ)δp(ψ(λ)) = δp(λ/q)δp(ψ(λ)/q).
If, on the other hand, |Cλ| = |Cψ(λ)| is even, then δp(λ) = δp(|Cλ| · λ/|Cλ|) =
δp(λ/|Cλ|)|Cλ| = 1 and δp(ψ(λ)) = δp(|Cλ| · ψ(λ)/|Cλ|) = δp(ψ(λ)/|Cλ|)|Cλ| = 1.
And, by (32) (and since (ψ(λ), i) ∈ Pγ′,w,k),
δiλ = δp(λ/|Cλ|)
iδp(ψ(λ)/|Cψ(λ)|)
i = δp(λ/q)δp(ψ(λ)/q).
Hence, in this case, δp(λ)δp(ψ(λ))δ
i
λ = δp(λ/q)δp(ψ(λ)/q). 
We can now state and prove our main result.
Theorem 4.12. Take any positive integers d, e, r and r′, and a prime p not
dividing de. Let G = G(de, 1, r), N = G(de, e, r), G′ = G(de, 1, r′) and N ′ =
G(de, e, r′). Suppose b is a p-block of N , covered by the p-block B of G of p-core γ
and p-weight w, and b′ is a p-block of N ′, covered by the p-block B′ of G′ of p-core
γ′ and p-weight w′ = w. Then there is a perfect isometry between b and b′.
Proof. First note that, if w = (0, . . . 0), then both b and b′ are p-blocks of de-
fect 0, so that b = {χ} and b′ = {χ′} for some irreducible characters χ and
χ′ (of N and N ′ respectively) which vanish on p-singular elements. If we de-
fine I : C Irr(b) −→ C Irr(b′) by I(χ) = χ′, then, with the notation of Definition
4.6, we have Î = χ ⊗ χ′. Since χ and χ′ vanish on p-singular elements, we have
Î(x, x′) = χ(x)χ′(x′) 6= 0 only if x and x′ are both p-regular, so that property (2) of
Definition 4.6 holds. Furthermore, since b = {χ} and b′ = {χ′}, χ and χ′ are actu-
ally projective indecomposable characters (of N and N ′ respectively). Hence, by [7,
Lemma (2.21)], for all (x, x′) ∈ N ×N ′,
χ(x)
|CN (x)|p
∈ R and
χ′(x′)
|CN ′(x′)|p
∈ R. Prop-
erty (1) of Definition 4.6 immediately follows. This shows that, if w = (0, . . . 0),
then b and b′ are perfectly isometric.
We therefore now suppose that w 6= (0, . . . 0). Let I : C Irr(b) −→ C Irr(b′)
be the map described in Definition 4.4. We will decompose Î using the C-basis
{∆λ,i, λ ∈ [Eγ,w] and 0 ≤ i < |Cλ|} for C Irr(b). We have, by Definition 4.6,
eÎ = e
∑
λ∈[Eγ,w]
|Cλ|−1∑
i=0
∆∨λ,i ⊗ I(∆λ,i), so that, by (30),
eÎ = e
∑
λ∈[Eγ,w ]
|Cλ|−1∑
i=0
1
|Cλ|
∆λ,i ⊗ I(∆λ,i).
Since |[λ]| = bλ and bλ|Cλ| = e, Corollary 4.2 gives
eÎ =
∑
λ∈Eγ,w
1
bλ
|Cλ|−1∑
i=0
1
|Cλ|
∆λ,i ⊗ I(∆λ,i) =
∑
λ∈Eγ,w
|Cλ|−1∑
i=0
∆λ,i ⊗ I(∆λ,i).
Using our “slices”, we obtain
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eÎ =
e−1∑
k=0
∑
(λ,i)∈Pγ,w,k
∆λ,i ⊗ I(∆λ,i)
=
∑
q|e
∑
0≤k<e
orde(k)=q
∑
(λ,i)∈Pγ,w,k
∆λ,i ⊗ I(∆λ,i)
=
∑
q|e
∑
0≤k<e
orde(k)=q
∑
(λ,i)∈Pγ,w,k
∆λ,i ⊗ δp(λ/q)δp(ψ(λ)/q)∆ψ(λ),i
(by Lemma 4.11).
Now take any (x, x′) ∈ N×N ′. Write x = ggη and x
′ = g
′
gη′ , where η ∈MPr,de,
η′ ∈ MPr′,de, gη ∈ N and gη′ ∈ N ′ are as in Convention 3.6, g ∈ G and g′ ∈ G′.
Take any 0 ≤ k ≤ e − 1, and (λ, i) ∈ Pγ,w,k. We have εk = εbλi (since (λ, i) ∈
Pγ,w,k). Hence, Proposition 3.12 gives
(33) ∆λ,i(x) = ε
k(g)∆λ,i(gη).
Similarly, since (ψ(λ), i) ∈ Pγ′,w,k, we have
(34) ∆ψ(λ),i(x
′) = εk(g′)∆ψ(λ),i(gη′).
Now, if orde(k) = q, then, for all (λ, i) ∈ Pγ,w,k, we have, by Theorem 3.10,
(35) ∆λ,i(gη) = ∆λ,|Cλ|/q(gη).
Furthermore, still supposing orde(k) = q, Proposition 4.8 (applied twice) shows
that
(36) Q :
{
Pγ,w,k −→ Pγ,w,e/q
(λ, i) 7−→ (λ, |Cλ|/q)
is a bijection.
Similarly, for all (λ, i) ∈ Pγ,w,k, we have, by Theorem 3.10,
(37) ∆ψ(λ),i(gη′) = ∆ψ(λ),|Cλ|/q(gη′)
and, by Proposition 4.8,
(38) Q′ :
{
Pγ′,w,k −→ Pγ′,w,e/q
(ψ(λ), i) 7−→ (ψ(λ), |Cλ|/q)
is a bijection.
Note also that, by Proposition 4.8,
(39) S :
{
Pγ,w,e/q −→ Eγ/q,w/q
(λ, |Cλ|/q) 7−→ λ/q
and
S′ :
{
Pγ′,w,e/q −→ Eγ′/q,w/q
(ψ(λ), |Cλ|/q) 7−→ ψ(λ)/q = ψ(λ/q)
are bijections.
Write gη = (z;σ) with σ = σ1 · · ·σs ∈ Sr and gη′ = (z
′;σ′) with σ′ = σ′1 · · ·σ
′
s′ ∈
Sr′ as in Convention 3.6. By Theorem 3.7, we see that, if there is 1 ≤ u ≤ de − 1
such that q does not divide |ηu|, or if there is 1 ≤ j ≤ s such that ξj 6∈ Ude/q (in
which case we say that gη is q-bad), then, for all λ ∈ Eγ,w, we have∆λ,|Cλ|/q(gη) = 0.
If, on the other hand, q divide |ηu| for all 1 ≤ u ≤ de − 1 and ξj ∈ Ude/q for all
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1 ≤ j ≤ s (in which case we say that gη is q-good), then, with the notation of
Remark 3.8, for all λ ∈ Eγ,w, we have (by (27))
(40) ∆λ,|Cλ|/q(gη) = q
sχ˜λ/q(g
(q)
η ).
Similarly, if gη′ is q-bad, then, for all λ ∈ Eγ,w, we have ∆ψ(λ),|Cλ|/q(gη′) = 0, while,
if gη′ is q-good, then, with the notation of Remark 3.8, for all λ ∈ Eγ,w, we have
(by (27))
(41) ∆ψ(λ),|Cλ|/q(gη′) = q
s′ χ˜ψ(λ)/q(g
(q)
η′ ).
Recall that eÎ =
∑
q|e
∑
0≤k<e
orde(k)=q
∑
(λ,i)∈Pγ,w,k
∆λ,i ⊗ δp(λ/q)δp(ψ(λ)/q)∆ψ(λ),i.
Writing δ
λ,q
p for δp(λ/q)δp(ψ(λ)/q) whenever q|e, we therefore have
eÎ(x, x′) =
∑
q|e
∑
0≤k<e
orde(k)=q
∑
(λ,i)∈Pγ,w,k
δλ,qp ∆λ,i(x)∆ψ(λ),i(x
′).
By (33) and (34), this gives
eÎ(x, x′) =
∑
q|e
∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)
∑
(λ,i)∈Pγ,w,k
δλ,qp ∆λ,i(gη)∆ψ(λ),i(g
′
η).
By (35), (36), (37) and (38)), we obtain
eÎ(x, x′) =
∑
q|e
∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)
∑
(λ,|Cλ|/q)∈Pγ,w,e/q
δλ,qp ∆λ,|Cλ|/q(gη)∆ψ(λ),|Cλ|/q(g
′
η).
Using (40) and (41)), we get
eÎ(x, x′) =
∑
q|e
gη,gη′
q-good
∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)
∑
(λ,|Cλ|/q)∈Pγ,w,e/q
δλ,qp q
sχ˜λ/q(g
(q)
η )q
s′ χ˜ψ(λ)/q(g
(q)
η′ )
and, by (39), this finally gives
eÎ(x, x′) =
∑
q|e
gη,gη′
q-good
qsqs
′ ∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)
∑
µ∈Eγ/q,w/q
δp(µ)δp(ψ(µ))χ˜µ(g
(q)
η )χ˜ψ(µ)(g
(q)
η′ ).
We can rewrite this as
(42) eÎ(x, x′) =
∑
q|e
gη,gη′
q-good
qsqs
′ ∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)Ĵq,γ,γ′,w(g
(q)
η , g
(q)
η′ ),
where, for any q dividing e (and such that γ/q, γ′/q and w/q are defined), Jq,γ,γ′,w
is the perfect isometry described in [2, Theorem 5.4] between the p-block β of
G(de/q, 1, r/q)with p-core γ/q and p-weightw/q and the p-block β′ ofG(de/q, 1, r′/q)
with p-core γ′/q and (same) p-weight w/q.
We now turn to Properties (1) and (2) of Definition 4.6.
Take any q|e such that gη and gη′ are q-good. Then η = (η0, . . . , ηde−1) ∈ MP r,de,
and ηu 6= ∅ only if q divides u. Furthermore, if gη = (z;σ) ∈ G(de, 1, r), then
g
(q)
η = (z(q);σ/q) ∈ G(de/q, 1, r/q) has cycle type (η0/q, ηq/q, . . . , η(de/q−1)q/q) =
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(θ0, θ1, . . . , θde/q−1) (so that θi = ηqi/q). Note that, since q|e and (p, e) = 1, p does
not divide q.
Since (p, de) = 1, we have that gη is p-singular if and only if σ ∈ Sr is p-singular,
i.e. if and only if σ has at least one cycle of length divisible by p. Since p does not
divide q, this is equivalent to σ/q having at least one cycle of length divisible by p.
Hence we obtain that gη is p-singular if and only g
(q)
η is p-singular. Similarly, gη′ is
p-singular if and only g
(q)
η′ is p-singular.
By (42), if Î(x, x′) 6= 0, then there exists q dividing e such that gη and gη′ are
q-good, and Ĵq,γ,γ′,w(g
(q)
η , g
(q)
η′ ) 6= 0. Since Jq,γ,γ′,w is a perfect isometry (by [2,
Theorem 5.4]), this implies that g
(q)
η and g
(q)
η′ are both p-regular or both p-singular,
which, by the above, shows that gη and gη′ , and thus x and x
′, are both p-regular
or both p-singular. Hence Property (2) of Definition 4.6 holds.
It remains to show that Property (1) holds. First note that, since |G|/|N | = e
is coprime to p, we have |CN (x)|p = |CG(x)|p = |CG(gη)|p. Similarly, we have
|CN ′(x′)|p = |CG′(gη′)|p.
Now |CG(de,1,r)(gη)| =
∏
i,k
η♯ki ! (kde)
η♯ki , where η♯ki is the number of k-cycles in
ηi (see [4, Lemma 4.2.10]). Since all the cycles in any ηi have length divisible by q,
and since ηu 6= ∅ only if q divides u, this can be rewritten as
|CG(de,1,r)(gη)| =
∏
i,k
η♯qkqi ! (qkde)
η♯qkqi .
However, by definition of the cycle type (θ0, θ1, . . . , θde/q−1) of g
(q)
η , we have η
♯qk
qi =
(ηqi/q)
♯k = θ♯ki for all i and k. Thus we obtain
|CG(de,1,r)(gη)| =
∏
i,k
θ♯ki ! (qkde)
θ♯ki
=
∏
i,k
θ♯ki ! (q
2kde/q)θ
♯k
i
= q2
∑
i,k θ
♯k
i
∏
i,k
θ♯ki ! (kde/q)
θ♯ki
= q2s|CG(de/q,1,r/q)(g
(q)
η )| (where σ = σ1 · · ·σs)
In particular, since (p, q) = 1, we obtain
|CN (x)|p = |CG(de,1,r)(gη)|p = |CG(de/q,1,r/q)(g
(q)
η )|p.
Similarly, we have |CN ′(x′)|p = |CG(de,1,r′)(gη′)|p = |CG(de/q,1,r′/q)(g
(q)
η′ )|p.
From these, and from (42), we obtain
e
Î(x, x′)
|CN (x)|p
=
∑
q|e
gη,gη′
q-good
qsqs
′ ∑
0≤k<e
orde(k)=q
εk(g)εk
′
(g′)
Ĵq,γ,γ′,w(g
(q)
η , g
(q)
η′ )
|CG(de/q,1,r/q)(g
(q)
η )|p
.
Since, for all q dividing e, Jq,γ,γ′,w is a perfect isometry (by [2, Theorem 5.4]),
we have Ĵq,γ,γ′,w(g
(q)
η , g
(q)
η′ ) ∈ |CG(de/q,1,r/q)(g
(q)
η )|pR. Furthermore, the ring R
27
contains the integers qsqs
′
, and the roots of unity εk(g)εk
′
(g′). Hence eÎ(x, x′) ∈
|CN (x)|pR. Finally, since (p, e) = 1, we obtain Î(x, x′) ∈ |CN (x)|pR, as claimed.
A similar argument shows that Î(x, x′) ∈ |CN ′(x′)|pR, whence Property (1) of
Definition 4.6 holds. This concludes the proof.

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