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a b s t r a c t
An orientation of an undirected graph is obtained by assigning a direction to each of its
edges. It is called cyclic when a directed cycle appears, and acyclic otherwise. We study
efficient algorithms for enumerating the orientations of an undirected graph. To get the
full picture, we consider both the cases of acyclic and cyclic orientations, under some rules
specifying which nodes are the sources (i.e. their incident edges are all directed outwards).
Our enumeration algorithms use linear space and provide new bounds for the delay, which
is themaximumelapsed time between the output of any two consecutively listed solutions.
We obtain a delay of O(m) for acyclic orientations and Õ(m) for cyclic ones. When just a
single source is specified, these delays become O(m · n) and O(m · h + h3), respectively,
where h is the girth of the graph without the given source. When multiple sources are
specified, the delays are the same as in the single source case.
.
1. Introduction
An orientation of an undirected graph is any of the directed graphs that may be obtained by assigning directions to
its edges. As such, the terminology of directed graphs applies to orientations: they are called cyclic when containing a
directed cycle, and acyclic otherwise. Their sources are the nodes whose incident edges are all directed outwards. Acyclic
orientations have been studied in depth. Motivated by the fact that each acyclic orientation corresponds to a partial
order for the underlying graph, Iriarte [14] investigated which orientations maximize the number of linear extensions of
the corresponding poset. Alon and Tarsi [1] looked for special orientations to give bounds on the size of the maximum
independent set or the chromatic number. Gallai, Roy, and Vitaver independently stated that every orientation of a graph
with chromatic number k contains a simple directed path with k nodes [11,21,29]. Johnson [16] links acyclic orientations
with exactly one source to problems of network reliability.
There are further problems that can be addressed by looking at acyclic orientations. For instance, Benson et al. [5] showed
that there exists a bijection between the set of the so-called superstable configurations of a graph and the set of its acyclic
orientations with a unique source. Counting the number of acyclic orientations is a problem dating back to the 70 s or
earlier [26], and Linial [18] proved that this problem is #P-complete. Stanley [25] showed how to count them using the
chromatic polynomial (a special case of Tutte’s polynomial). A related problem is the acyclic orientation game. Alon and
Tuza [2] inquired about the amount of oriented edges needed to define a unique orientation, and found this number to be
almost surelyΘ(n log n) in Erdős–Rényi random n-node graphs. Pikhurko [20] showed that the number of these edges in the
worst case is no greater than ( 14 + o(1))n
2 in general.
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Cyclic orientations have received less attention. Counting them is clearly #P-complete.1 Fisher et al. [13] studied the
number of dependent edges, i.e. edges generating a cycle if reversed in an orientation. This number of edges implicitly gives
a hint about the number of cyclic orientations in a graph. The related problem of enumerating strong orientations, a special
type of cyclic orientations, was also considered in [9].
We think that cyclic orientations have interesting properties to study, even though they seem more artificial and have
much less applications than acyclic ones. However they can hopefully contribute to give a full picture, as acyclic and cyclic
orientations correspond to an exact partition of all the 2m possible orientations of a graph. As listing all orientations of a
graph is straightforward, one might think that solving one problem yields the result for the other. This however is not at
all satisfactory as we will see. Furthermore, techniques and invariants for one problem do not apply to the other: acyclic
orientation can be obtained incrementally by keeping acyclicity as an invariant. This can be seen as a somewhat ‘‘global’’
property with no proper translation for the cyclic case: cyclic orientation are based on the ‘‘local’’ property of the existence
of a directed cycle somewhere in the graph, and this cyclemay appear at any time during an incremental approach. Ensuring
the satisfiability of this ‘‘local’’ cycle-existence property, while seemingly easy, appears to yield slower algorithms than for
the acyclic case. This hints at the possibility of the problem being harder, or simply that stronger techniques are required.
Problems studied. Our paper considers both acyclic and cyclic orientations, investigating how to enumerate them. We will
use the terms enumerating and listing interchangeably. We are given an undirected connected graph G(V , E) without self
loops, where n = |V | and m = |E|, and we will study the following cases.
Single Source Orientations (sso): Given a node s ∈ V , enumerate all the orientations of G, such that s is the only source.
Single Source Acyclic Orientations (ssao): Given a node s ∈ V , enumerate all the acyclic orientations of G, such that s is
the only source.
Acyclic Orientations (ao): Enumerate all the acyclic orientations of G.
Single Source Cyclic Orientations (ssco): Given a node s ∈ V , enumerate all the cyclic orientations of G, such that s is the
only source.
Cyclic Orientations (co): Enumerate all the cyclic orientations of G.
As we will see the above variations of orientations provide an interesting playground for exploring enumerations
algorithms on graphs. We propose new efficient algorithms and analyze their cost in terms of delay, which is a well-known
measure of performance for enumeration algorithms corresponding to the worst-case time between any two consecutively
enumerated solutions (e.g. [17]). We will focus on algorithms with guaranteed delay and space. Furthermore, we show in
Section 8 how the proposed algorithms can be used to solve a wider range of orientation listing problems, in particular with
respect to multiple sources.
Previous work. We are not aware of any listing algorithm for sso. The result of [27] gives necessary and sufficient conditions
for the existence of a single source orientation and a search algorithm to find few of them. However, this algorithm cannot
be easily revised for enumeration purposes.
Problem ao has been investigated by Squire [24]. His algorithm has a good amortized cost of O(n) time per solution, but
the delay can be O(n3) time. The algorithm by Barbosa and Szwarcfiter [4] solves ao with an amortized time complexity of
O(n+ m) per solution, and the delay is O(n · m). An alternative way of solving ao is by applying any algorithm for maximal
feedback arc set enumeration (after replacing each edgewith a double arc). State of the art approaches for the latter problem
incur in a delay of Ω(n3) as shown by Schwikowski and Speckenmeyer [22].
It should be noted that ao has a correspondencewith cell enumeration in an arrangement of hyperplanes, which has been
solved in the paradigm of reverse search [3]. Even though such algorithm can be designed to be memory efficient, e.g. by
employing the techniques in [10], its delay is Ω(n ·m).
ssao seems to be harder to solve, as all the techniques above for ao (including the one in [24]) do not extend smoothly.
Johnson [16] presented a backtracking algorithm for ssao, aimed at solving problems on network reliability. However its
complexity is hard to estimate, as it is based on a backtracking approach with dead ends. For this reason Squire [24] writes
that he has been unable to efficiently implement Johnson’s approach. As far as we know, there are no provably good bounds
in the literature for problems ssao and their variants, other than the special case in which G is a planar biconnected graph,
and a single target t adjacent to s is allowed [23].
As for ssco and co, the best known method is to enumerate them by difference: go through all possible 2m orientations
and eliminate, say, the α acyclic ones. This method does not guarantee polynomial delay as the number β = 2m − α of
cyclic orientations can be much larger or much smaller than α: for example, a tree withm edges has α = 2m and β = 0. On
the other hand, a clique with n nodes and m = n·(n−1)2 edges has α = n!, i.e. the possible transitive tournaments [19], and
β = 2m − n!. As 2m grows faster than n!, the ratio α/β = n!/(2m − n!) tends to 0 for increasing n.
Results. For sso and ssao we design the first enumeration algorithms with guaranteed delay of O(m) and O(m · n),
respectively, using O(m) space. For ao, we show how to obtain O(m) delay: even if the latter result does not improve the
amortized cost of O(n) in [4,24], it improves their delay and that of [22]. For co and ssco, we provide the first enumeration
algorithms with guaranteed delay, respectively, of Õ(m) and O(m · h + h3), where h < n is the girth (length of the shortest
1 For a graph withm edges, there are 2m orientations, which are either cyclic or acyclic: we have seen that counting the latter ones is #P-complete [18].
Table 1
Summary of the delay of our listing algorithms and that of state of the art
algorithms, where m and n are respectively the number of edges and nodes
of the graph, and h is the girth of the graph without the given source s.
Problem Previous work This work
sso Unknown O(m)
ssao Unbounded [17] O(m · n)
ao O(n3) [4] O(m)
ssco Unknown O(m · h+ h3)
co Unknown Õ(m)
cycle) of the graphwithout the given source. Results are summarized in Table 1. These problems have versions withmultiple
sources, instead of single, that can be easily solved by our algorithms (see Sections 8) with the same delay. A preliminary
version of some of the results appeared in Conte et al. (2015, 2016) [7,8]. Our paper is divided into two parts. Part I describes
the algorithms for sso, ssao and ao in Sections 3–5, while Part II describes those for ssco and co in Section 6–7. Finally, in
Section 8 we show how to solve some variations of these enumeration problems.
2. Preliminaries





for any pair {u, v} ∈ E either (u, v) ∈
−→
E or (v, u) ∈
−→
E . We call
−→
E an orientation of E. We say that the orientation
−→
G is
acyclic when it does not contain cycles, or cyclic otherwise. For the sake of clarity, in the following we will call edges the
unordered pairs {x, y} (undirected graph), while we will call arcs the two possible orientations (x, y) and (y, x) (directed
graphs). We assume without loss of generality that G is connected and does not contain self-loops.
Given an undirected graph G(V , E), let v1, . . . , vn ∈ V be an arbitrarily fixed ordering of the nodes of G. We define V≤i as
the set {v1, . . . , vi}, N(v) = {x : {v, x} ∈ E} as the set of neighbors of the node vi, and N≤i(v) as the restricted set N(v)∩ V≤i.
For brevity, N<(vj) means N≤j−1(vj). Clearly we have
∑n
j=1|N<(vj)| = m.
PART I: ALGORITHMS FOR ACYCLIC ORIENTATIONS
The algorithms for sso, ssao and ao follow a common scheme. Starting from an empty directed graph
−→
G 0, they add vi to
the previous directed graph
−→
G i−1 for increasing values of i = 1, 2, . . . , n. For this, we define a direction assignment
−→
Z i as
an orientation of the set of edges {{vi, x} : x ∈ N<(vi)}. We denote two special direction assignments by
Xi = {(x, vi) : x ∈ N<(vi)}
Yi = {(vi, x) : x ∈ N<(vi)}.
The algorithms for sso, ssao and ao explore only the ‘‘valid’’ direction assignments to obtain the resulting directed graphs
−→
G i: every time node vn is reached, the corresponding
−→
G n is an orientation of G and thus is output as a new solution
−→
G . The
algorithms employ different definitions of ‘‘valid’’, as discussed in Sections 3–5.
3. Single source orientations (sso)
We illustrate the basic scheme in some detail. We recall that in sso the orientations
−→
G must have s as their only source.
To avoid dead ends, we exploit a suitable ordering of the nodes.
Definition 1 (full Node). For 1 ≤ j ≤ i a node vj is full in
−→
G i if N≤i(vj) = N(vj). We will also simply call a node full if
−→
G i is
clear from the context.




E ), the direction assignment
−→
Z i is valid if every full node






Z i) is not a source, for 1 ≤ j ≤ i.
The rationale is the following. When dealing with
−→
G i, there are no unassigned incident edges for the full nodes: if any
of them is a source, it will remain a source in the final orientation
−→
G . Hence, only s can be a full node that is a source. To
guarantee this, we order the nodes suitably.
Definition 3. An ordering of the nodes v1, . . . , vn is good if
• vn = s, and
• N<(vi) ̸= N(vi), for 1 ≤ i < n.
Algorithm 1: single-source-orientations




E ), integer i




E ) with source s
if i > n then output
−→
G ; return
for any valid direction assignment
−→
Z i for vi starting from
−→







Z i), i+ 1)
Algorithm 2: Returning valid direction assignments for sso




E ), node vi
Output: Valid direction assignments
−→
Z i
Fi ← set of full nodes in
−→
G i that are sources and not full in
−→
G i−1−→
Z i ← {(vi, y) : y ∈ Fi}













if j > k then add
−→










W ∪ {(xj, vi)}, j+ 1)
The first condition in Definition 3 says that s should be the last node as it is the only source. The second condition says
that there is at least one unassigned incident edge for each added vi. We avoid dead ends when adding vi to
−→
G i−1, as at least
one solution extending
−→
G i−1 exists such that vi is not a source. To see why, let us call
−→
G i a partial orientation (of G) and
give the following property.
Property 1. For any partial orientation
−→
G i, there is always an orientation
−→
G for G that has unique source s and extends
−→
G i.
Proof. Consider the direction assignments Yj (j > i) and the resulting acyclic
−→
G . These direction assignments are valid as
they cannot create new sources due to the good ordering, thus the only final source in
−→
G is s. □
A good ordering for G and s can be found in linear time by performing a DFS from s and considering its nodes in postorder.
Observe that this is a good order according to our definition: s is the last node and, for each node, its parent in the DFS tree
appears after it in the order.
Algorithm 1 details how to proceed according to the good ordering of the nodes. The initial call is single-source-
orientations(G,
−→
G 0, 1). The algorithm recursively explores all the possibleways of expanding the current partial solution
−→
G i−1 by iterating over all the valid direction assignments, starting from Yi, which is surely valid by Property 1. The
assignments are generated by a recursive computation. We have the primary recursion tree to generate all the wanted
orientations (Algorithm 1), where each node has associated a secondary recursion tree to generate locally all the valid
direction assignments as explained next.
Iterating over valid direction assignments.
Algorithm 2 generates all and only the valid direction assignments
−→
W , for a given
−→
G i−1 and a node vi, among the possible
2|N<(vi)| ones. Let Fi be the set of nodes that are sources and not full in
−→
G i−1 and that become full in
−→
G i, where Fi ⊆ N<(vi). All
the valid direction assignments should guarantee that nodes in Fi are not sources in
−→





W (and this is mandatory as s is the only source). After that, we have to decide the orientation of the remaining
edges, involving vi and the nodes in N<(vi) \ Fi. This part relies on procedure Generate. In particular, we have to assign a
direction to the edges {vi, xj} for each node xj in N<(vi) \ Fi: both the directions (vi, xj) and (xj, vi) are explored.
Since both Fi and N<(vi) \ Fi are subsets of N(vi), Lemma 1 holds.
Lemma 1. Algorithm 2 finds valid direction assignments with delay O(|N(vi)|).
Lemma 2. Referring to Algorithms 1 and 2, the following holds. (1) All the orientations of G whose unique source is s are output;
(2) only the orientations of G whose unique source is s are output; (3) there are no duplicates.
Proof. We prove the three statements separately using the good ordering of the nodes. (1) Consider the following process.
For decreasing values of j remove vj from
−→
G , and let
−→
W j be the set of the edges incident to vj. Note that
−→
W j is valid, and so
Algorithm 3: Returning valid direction assignments for ssao




E ), node vi
Output: Valid direction assignments
−→
Z i
Fi ← set of full nodes in
−→
G i that are sources and not full in
−→
G i−1−→
Z i ← {(vi, y) : y ∈ Fi}












W , j, R, B)
if j > k then add
−→
W to the output list; return











W ∪ {(vi, xj)}, j+ 1, R, B)











W ∪ {(xj, vi)}, j+ 1, R, B)
−→
W 1, . . . ,
−→
W n lead from
−→
G 0 to the discovery of
−→
G . (2) Node s = vn is the unique source. For any given
−→
G i, each full node is
not a source and each non-full node vj with j ≤ i has a neighbor k > i such that (vk, vj) ∈ Zk. Thus the only source is the last
node vn = s. (3) It follows from the ordering of the nodes and the valid direction assignments. □
Lemma 3. Algorithm 1 has delay O(m) and uses space O(m).
Proof. We exploit the properties of the primary recursion tree induced by Algorithm 1: notice that each internal node has at
least one child because of Property 1. This means that all the leaves correspond to a solution. The depth of the recursion tree
is O(n) as one new node is considered at each step. Thus, the delay of Algorithm 1 is bounded by the sum of the costs along a
leaf-to-root and root-to-next-leaf path. This includes the cost of finding the first solution. Both paths consist in n nested calls
of Algorithm 1, whose delay is dominated by the delay of Algorithm 2. As each call considers a different node vi, and the delay
of Algorithm 2 is O(|N(vi)|) by Lemma 1, we have that the total delay is O(
∑
v∈V |N(v)|) = O(m). The space requirement is
bounded by the information stored in a root-to-leaf path of the primary recursion. The graph takes O(m) space. The working
space is dominated by the Generate iterators (calls to Algorithm 2), that is, all direction assignments
−→
W 1, . . . ,
−→
W n on the
root-to-leaf path, and is bounded by O(m). □
4. Single Source Acyclic Orientations (ssao)
For a given node s in the graph G, we nowwant to enumerate the acyclic orientations
−→
G such that s is the unique source.
We apply the scheme of Section 3 with a different definition of valid direction assignment: it does not create cycles and each
full node (except s) is not a source.




E ), the direction assignment
−→







Z i) is acyclic, and






Z i) is not a source, for 1 ≤ j ≤ i.
Given the good ordering in Definition 3, the following property, which is an adaptation of Property 1, holds.
Property 2. For any partial acyclic orientation
−→
G i, there is always an acyclic orientation
−→




Proof. Consider the special assignments Yj for j > i. The only final source is s and no cycle is created as these Yj’s induce a
total ordering. □
To solve ssao we reuse Algorithm 1 and introduce Algorithm 3 that is obtained from Algorithm 2 by a different version
of Generate described next.
4.1. Iterating over valid direction assignments
Consider the generic step when adding node vi. We have to include the arcs from
−→
Z i to form
−→
W and, for the remaining
edges, apply Generate. The latter is in charge of assigning a direction to the edges {vi, xj} for each of the nodes x1, . . . , xk ∈
N<(vi) \ Fi, and check if they do not create cycles and sources different from s. Namely, for j = 1, 2, . . . , k, if the arc











We need to perform efficiently the reachability tests for xj to update sets B and R, where B corresponds to nodes that can
lead to vi, while R corresponds to the ones reachable from vi. A naive approach requires O(k) DFS traversals in total O(k ·m)
time. We show how to reduce the latter cost to O(m) time by truncating the DFSes whenever they touch a node in B or R.
Since the partially built directed graph is acyclic, B and R are disjoint, and a node can belong to either one of them or none
of them. Below we provide an analysis based on a simple coloring scheme.
Lemma 4. Algorithm 3 returns valid direction assignments with delay O(m).
Proof. The arcs in
−→





have to decide whether (vi, xj) or (xj, vi) creates a cycle or not, and we color incrementally the nodes for this purpose: all






W ) is acyclic, any node has just one color or is uncolored.
Initially, all the nodes are uncolored, and R and B are empty. We show that the sum of the costs to update R and B to
produce a solution through the recursive calls of Generate is O(m). Since each leaf in the secondary recursion tree induced
by Generate corresponds to a distinct solution, we should bound the sum of the costs along the k+ 1 nodes from the root
to that leaf. Specifically, the delay is upper bounded by the sum of the costs along two paths: (a) the leaf-to-root path of the
current solution and (b) the root-to-next-leaf path for the next solution (actually only the latter for the first solution).
Observe that the cost of (a) is alwaysO(|N<(vi)|). As for (b), it is bounded byO(m) as follows.When j = 1, the red colors are







When j > 1, while adding the arc (vi, xj) to
−→
W we have only to make the traversed uncolored nodes red: since the forward
traversal is rooted at vi, we continue the traversal avoiding to visit red nodes. (No black node can be reached, otherwise
−→
G i
would be cyclic). On the other hand, when adding the arc (xj, vi) to
−→
W we only have to make the traversed uncolored nodes
black: once again, this corresponds to continuing the backward traversal rooted in vi avoiding to visit black nodes (no red
node can be reached). Since this process traverses each arc at most once for any 1 ≤ j ≤ k, the sum of the costs of a root to
leaf path in the secondary recursion tree induced by the Generate procedure is O(m). □
Remark 1. After the last valid direction assignment has been returned, Algorithm 3 recognizes that there are no more valid
direction assignments, using extra O(m) time.
As it can be seen in Algorithm 1, we employ Generate as an iterator through all the valid direction assignments
−→
Z i. Its
state consists in the last direction assignment returned and the information carried by R and B.
Lemma 5. The state of the Generate iterator described in Algorithm 3 can be rebuilt in O(m) time from the last direction
assignment returned.
Proof. We need to mark for each node which edge in
−→
Z i caused it to be added to R or B. This can be done with a DFS rooted
in vi in which edges leaving vi are visited in the same order as they were added to
−→
Z i; each time a new node is visited, the
last edge of
−→
Z i traversed was the one that caused it to be added to the set. For B the visit is done by following the edges
backwards. The state of the iterator is thus restored in the time required by a DFS, i.e. O(m). □
Lemma 6. Referring to Algorithm 1 and Algorithm 3, the following holds.
(1) All the acyclic orientations of G whose unique source is s are output.
(2) Only the acyclic orientations of G whose unique source is s are output.
(3) There are no duplicates.
Proof. Similar to the proof of Lemma 2. □
Theorem 1. Problem ssao can be solved with delay O(n ·m) and space O(m).
Proof. We solve the problemwith Algorithm 1, but using Algorithm 3 instead of Algorithm 2 to generate the valid direction
assignments. The proof is similar to that of Lemma 3. Again, the depth of the tree is O(n), and each node leads to at least a
solution (Property 2), meaning that each leaf is a solution. It follows that the delay is similarly bounded by the sum of the
costs along a leaf-to-root and root-to-next-leaf path. The former is bounded by O(n · m): the height of the tree is O(n) and
each return we spend O(m) to recognize that no more valid direction assignments are possible, as highlighted by Remark 1.
The latter is still bounded by O(n · m), applying n times Lemma 4, for a total delay of O(n · m). As for Algorithm 1 the space
requirement is bounded by the information stored in a root-to-leaf path of the primary recursion. The input data and the sum
of all direction assignments take O(m) space. The state of Generate iterator takes O(n) space for each node, but it does not
need to be stored as it can be rebuilt from the last direction assignment generated when backtracking, as stated by Lemma 5.
As rebuilding the state is done once for node and takes O(m) time, this procedure takes O(n · m) which does not affect the
total delay. Hence the algorithm has delay O(n ·m) and space requirement O(m). □
Algorithm 4: Returning valid direction assignments for ao




E ), node vi
Output: Valid direction assignments
−→
Z i
Let x1, . . . , xk be the nodes of N<(vi)
Execute Generate (G,
−→
G , vi,∅, 1,∅,∅)






W , j, R, B)
if j > k then add
−→
W to the output list; return
if
−→
W ∩ Yi ̸= ∅ then











W ∪ {(xj, vi)}, j+ 1, R, B)
if
−→
W ∩ Xi ̸= ∅ then











W ∪ {(vi, xj)}, j+ 1, R, B)
5. Acyclic Orientations (ao)
Differently from Sections 3–4, we have no restrictions about the possible sources when adding vi. Hence we define the
concept of valid direction assignment as follows.




E ), a direction assignment
−→








Another difference from the previous section is that we do not need the good order (Definition 3). Namely, for any order
of the nodes we can prove that the following property holds.
Property 3. For any ordering v1, v2 . . . vn of the nodes, given the directed acyclic graph
−−→
Gi−1 and the node vi, there are always at
least two valid direction assignments for vi, i.e. Xi = {(x, vi) : x ∈ N<(vi)} and Yi = {(vi, x) : x ∈ N<(vi)}.
Proof. Trivial, as vi becomes either a source or a sink (i.e. its incident edges are all directed inwards) in
−→
Gi , thus cycles are
not created. By induction G can be oriented completely. □
Algorithm 4 provides a way of iterating over valid direction assignments. It explores all of these similarly to Algorithm 3.
Notice that the first valid direction assignment produced is Xi and the last valid direction assignment is Yi. Moreover observe
that the update of R and B is respectively not required when
−→
W ∩ Yi = ∅ and
−→
W ∩ Xi = ∅, since these conditions mean






W ). Summing up, the overall scheme remains
the same as that of Algorithm 1. By Property 3,
−→
Z i = Xi and
−→
Z i = Yi are always taken. The corresponding two recursive
calls are done respectively at the beginning and at the end of the procedure. All the other valid direction assignments (if any)
are explored in the other calls of the for cycle.
Lemma 7. Referring to Algorithm 1 and Algorithm 4, the following holds.
(1) All the acyclic orientations of G are output.
(2) Just the acyclic orientations of G are output.
(3) There are no duplicates.
Proof. Similar to the proof of Lemma 2. □
Lemma 8. Algorithm 4 returns the first valid direction assignment in time O(|N<(vi)|), and the remaining ones with delay O(m).
Proof. Similar to the proof of Lemma 4, except that Xi is returned in time O(|N<(vi)|) since the update of R is not needed and
never performed for Xi in Algorithm 4. □
By using Lemma 8, we obtain the following.
Theorem 2. Problem ao can be solved with delay O(m) and space O(m).
Proof. We employ Algorithm 1 along with Algorithm 4 as iterator for valid direction assignments. The proof is similar
to those for sso and ssao (see Theorem 1): while we bounded the delay with a leaf-to-root and root-to-next-leaf path,
here we consider the lowest common ancestor node z between two consecutive leaves a and b (note that z might still be
Algorithm 5: Returning all the cyclic orientations of G
Input: An undirected connected graph G(V , E)





Algorithm setup (Section 6.1):
G(V , E)← apply bridge and degree-0 node removal to G
M(VM , EM )← chain compression of G
C(VC , EC )← any log-hole ofM
M ′(VM , E ′M )← delete C ’s edges from M (i.e. E
′
M = EM \ EC )
Enumerate cyclic orientations (Section 6.2):
for each extended orientation
−→
M ′ of multigraphM ′ do
for each legal orientation
−→















Output each of the cyclic orientations
−→
G of G corresponding to
−→
M ′′
the root). As every node leads to a leaf/solution, we can assume that the path from a to z is made of last children (Yi), as
otherwise there would be another leaf between a and b. For the same reason, the path from z to b is made of first children
(Xi). As the backtracking cost after a last child is O(1), the cost of selecting the next valid direction assignment in z is
O(m), and the cost of recurring in the first child is O(|N(vi)|) (see Lemma 8), we have that the delay of the algorithm is
O(n+m+
∑
i∈V |N(vi)) = O(m). □
PART II: ALGORITHMS FOR CYCLIC ORIENTATIONS
Problems co and ssco address cyclic orientations. The algorithm for co (Section 6) preprocesses the graph in a way that
ensures the existence of a cycle C of logarithmic length in the size of the graph. It then considers all the orientations of the
residual graph after C ’s removal, leading to an extended version of co that can assign to each edge a direction or a broken
state. The algorithm finally reintegrates C in the solutions for the extended version, exploiting all suitable orientations of C .
For the sake of completeness, we also show in Section 7 how to solve ssco. One crucial difference with the algorithm for co
is the fact that we cannot perform the preprocessing phase so that we have no guarantee about the logarithmic length of C ,
which negatively affects the running time.
6. Cyclic Orientations (co)
The intuition behind our algorithm is as follows. Suppose that G(V , E) is cyclic, otherwise there are no cyclic orientations.
Consider a cycle C(VC , EC ) in G: we can orient its edges in twoways so that the resulting
−→
C is a directed cycle.2 At this point,
any orientation of the remaining edges EG\EC , will give a cyclic orientation of G. Thuswe generate all possible orientations of
the edges in EG \ EC , and then assign some suitable orientations to the edges in EC . This guarantees that we have at least two
solutions for each orientation of EG \ EC , namely, setting the orientation of EC so that
−→
C is one of the two possible directed
cycles. Yet this is not enough as we may have a cyclic orientation even if
−→
C is acyclic.
Therefore we have to handle some cases in general. One easy case is that the orientation of EG \ EC already induces
a directed cycle: any orientation of EC will give a cyclic orientation of G. Another easy case, as seen above, is when EC is
oriented such that
−→




C will be cyclic. The remaining case is not trivial:
when the orientations of EG\EC and EC are individually acyclic, putting them togethermight or not induce a cyclic orientation
of G. To efficiently deal with the latter case, we need to ‘‘massage’’ G and transform it into a multigraph as summarized in
Algorithm 5 and discussed below.
6.1. Algorithm setup
We reduce the problem of enumerating cyclic orientations to an extended version that allows us to neglect bridges and
chains.
Bridge and degree-0 node removal. Given an undirected graph G(V , E), a bridge is an edge whose removal increases
the number of connected components. As no cycle in G can contain a bridge, we can remove all bridges from G. After a
cyclic orientation of the remaining edges is produced, all bridges can be reintegrated in the graph with all possible direction
assignments.
For the sake of simplicity, we also remove isolated nodes (i.e. nodes of degree zero), so that all remaining nodes have
degree 2 or greater. The bridges of a graph can be found in linear time [28]. Finding and removing bridges and removing
isolated nodes can be done in O(m) time and space.
2 We will actually use a chordless cycle of logarithmic size (called log-hole).
Chain compression. Consider a maximal path v1, . . . , vk where vi has degree 2 (with 2 ≤ i ≤ k − 1). As the internal
nodes of the path have degree 2, this path can only be part of a directed cycle if it is a directed path from v1 to vk, or from
vk to v1. We exploit this property by replacing each of these paths with a single edge, called chain edge. A chain edge can
be given three direction assignments: (v1, vk) and (vk, v1), which correspond to the directed paths mentioned above, and
broken, that is any other direction assignment (which does not induce a directed path). Identifying and compressing all
chains can be accomplished in O(m) time by traversing the graph G in a DFS fashion from a node of degree≥ 3.3 The output
is an undirected multigraph M(VM , EM ), since it might contain parallel edges or loops. Nodes in VM ⊆ V are the nodes of V
whose degree is ≥ 3, and edges in EM are the chain edges plus all the edges in E which are not part of a chain. We call the
latter ones simple edges to distinguish them from the chain edges. In the rest of the paper,M will be considered amultigraph
where |VM | ≥ 4 and each of the edges has a label in {simple, chain}. For this, we define the concept of extended orientation
as follows.





EM ) is a directed multigraph whose arc set
−→
EM assigns a direction or broken to each edge in EM :
in particular, for any simple edge {u, v} ∈ EM , exactly one direction between (u, v) and (v, u) is assigned; for any chain edge
{u, v} ∈ EM , either the edge is broken, or exactly one direction between (u, v) and (v, u) is assigned. A directed cycle in
−→
M
cannot contain a broken edge.
We can explore extended orientations to list cyclic orientations with the following lemma.
Lemma 9. If we have an algorithm that lists all the extended cyclic orientations of M(VM , EM ) with delay f (|EM |), for some
f : N→ N, then we can produce an algorithm that lists all the cyclic orientations of the graph G(V , E)with delay O(f (|EM |)+|E|).
Proof. For each extended cyclic orientations
−→
M we return a set S of cyclic orientations ofG: any simple edge e of
−→
M maintains
the same direction specified by
−→
M in all the solutions in S; for each chain c of
−→
M , we consider the edges corresponding to
c in G, say e1, e2, . . . , eh: if c has a direction in
−→
M , the same direction of c is assigned to all the edges ej in all the solutions
in S; if c is broken, we have to consider all the possible 2h − 2 ways of making the path e1, e2, . . . , eh broken (these are all
the possible ways of directing the edges except the only two directing a path). All the solutions in S differ for the way they
replace the chain edges.
Getting extended cyclic orientations in f (|EM |) delay, iterating over all the chain edges c , and iterating over all the
corresponding edges of c assigning the specified directions as explained above, we return cyclic orientations of the graph
G(V , E) with delay O(f (|EM |)+ |E|). □
Lemma 9 allows us to concentrate on extended cyclic orientations of the labeled multigraph M rather than on cyclic
orientations of G. Conceptually, we have to assign binary values (the orientation) to simple edges and ternary values (the
orientation or broken) to chain edges. If we complicate the problem on one side by introducing thesemultigraphswith chain
edges, we have a relevant benefit on the other side, as shown next.
Logarithmically bounded hole. A logarithmically bounded hole (hereafter, log-hole) is a chordless cycle whose length
is either the girth of the graph (i.e. the length of its shortest cycle) or this length plus one.4
Given the labeled multigraph obtained in Section 6.1, namelyM(VM , EM ), we perform the following two steps.
(1) Finding a log-hole. Find a log-hole C(VC , EC ) in M(VM , EM ).
(2) Removing the log-hole. Remove the edges in EC fromM , obtainingM ′(VM , E ′M ), where E
′
M = EM − EC .
We will use the following well-known result.
Lemma 10 (Logarithmic Girth [6,12]). Let G(V , E) be a graph in which every node has degree at least 3. The girth of G is
≤ 2⌈log|V |⌉.
As every node inM has degree≥ 3, thismeans that the log-hole C ofM has length atmost 2⌈log|VM |⌉+1, thusmotivating
our terminology.
The log-hole C can be found by applying the algorithm in [15], which easily extends to multigraphs, in time O(|VM |2):
indeed, the algorithm finds a cycle that is either of minimum size, or larger by one. If chords are present in C , we can check
whether C includes a smaller cycle and redefine C accordingly in time O(|C |2) = O(log2|VM |).
6.2. Enumerating cyclic orientations
We recall that our goal is to list all the cyclic orientations of G. By Lemma 9 this is equivalent to listing the extended cyclic
orientations ofM(VM , EM ). We now show that the latter task can be done by suitably combining some orientations from the
labeled multigraphM ′(VM , E ′M ) and the log-hole C(VC , EC ) using the following steps.
3 If no such node exists G is a cycle or a path and the listing problem is trivial.
4 Minimum cycle means any cycle having minimum number of edges (e.g. a self loop). Chain edges count just one, like simple edges.
1. Finding extended orientations. Enumerate all extended orientations (not necessarily cyclic)
−→
M ′ of the multigraph
M ′ (Section 6.3).








E C ) of the log-
hole C such that
−→
E ′ M ∪
−→
E C contains a directed cycle, and obtain the extended cyclic orientations for the multigraph
M (Section 6.4).
6.3. Finding extended orientations
This is an easy task. For each edge {u, v} in E ′M that is labeled as simple, both the directions (u, v) and (v, u) can be assigned;
if {u, v} is labeled as chain, the directions (u, v) and (v, u), and broken can be assigned. Each combination of these decisions
produces an extended orientation ofM ′(VM , EM ). If there are s simple edges and c chain edges inM ′, where s+ c = |E ′M |, this
generates all possible 2s3c extended orientations. Each of them can be easily listed in O(|E ′M |) delay (actually less, but this is
not the dominant cost).
6.4. Putting back the log-hole
For each listed
−→
M ′ we have to decide how to put back the edges of the cycle C , namely, how to find the orientations of C
that create directed cycles.












E C ) any extended orientation of
























is cyclic. In this case each edge in EC can receive any direction, including broken if the edge is a chain edge: each





is acyclic. Since C is a cycle, there are at least two legal orientations obtained by orienting C as a directed cycle









: in this case, any orientation of the remaining edges of C \ D (including broken for chain edges) will clearly
produce a legal orientation.
While the first case is immediate, the second case has to efficiently deal with the following problem.
Problem 1. Given
−→




E C ) of C .
In order to solve Problem 1, we exploit the properties of C . In particular, we compute the reachability matrix R among all
the nodes in VC , that is, for each pair u, v of nodes in VC , R(u, v) is 1 if u can reach v in
−→
M , 0 otherwise. We say that R is cyclic
whether there exists a pair i, j such that R(i, j) = R(j, i) = 1. This step can be done by performing a BFS in
−→
M ′ from each node
in VC : by Lemma 10 we have |VC | ≤ 2⌈log|VM |⌉ + 1, and so the cost is O(|E ′M | · log|VM |) time. Deciding the orientation of the
edges and the chain edges in EC is done with a ternary partition of the search space described below.
Scheme for legal orientations. The steps are shown in Algorithm 6. At the beginning the reachability matrix R is





legal orientation to be completed and I is the set of broken edges declared so far. Also, j is the index of the next edge {cj, cj+1}
of the cycle C , with 1 ≤ j ≤ h (we assume ch+1 = c1 to close the cycle): if j = h + 1 then all the edges of C have been








. Each time the procedure is called
we guarantee that the reachability matrix R is updated.
Let {u, v} be the next edge of C to be considered, where u = cj and v = cj+1: for each possible direction assignment
(u, v) or (v, u) of this edge, we have to decide whether we will be able to complete the solution considering this assignment.
This is done by trying to add the arc to the current solution. If there is already a cycle, clearly we can complete the solution.
Otherwise, we perform a reachability check on {cj+1, . . . , ch+1}: it is still possible to create a directed cycle if and only if any
two of the nodes in {cj+1, . . . , ch+1}, say cf and cg satisfy R(cf , cg ) = 1 or R(cg , cf ) = 1. This condition guarantees that a cycle
will be created in the next calls, since we know there are edges in C between cf and cg that can be oriented suitably. Finally,
when {u, v} is a chain, the broken assignment is also considered: R does not need to be updated as the broken edge does not
change the reachability of
−→
M ′ .
We discuss now how to perform the reachability and cyclicity checks. Updating Rwhen adding an arc (u, v) corresponds
to making v, and all nodes reachable from v, reachable from u and nodes that can reach u. This can be done by simply
performing an or between the corresponding rows in time O(log2|VM |), since R is |C | × |C |. The reachability check can be
done inO(log2|VM |) time. The cyclicity (checkingwhether a cycle has been already created) takes the same of time by looking
for a pair of nodes x′, y′ in {c1, . . . , cj} such that R(x′, y′) = R(y′, x′) = 1. We also have to restore R but the cost is dominated
by the rest.





E ′ M ) acyclic, a cycle C(VC , EC ) with VC ⊆ VM





Build the reachability matrix R for the nodes of VC in
−→
M ′
Let VC = {c1, . . . ch}, where ch+1 = c1 by definition
Execute LegalOrientations (
−→
C ′(∅,∅), 1, R,∅)
Procedure LegalOrientations(
−→
C ′(V ′C ,
−→
E ′C ), j, R, I)
if j = h+ 1 then
output
−→
C ′ and its set I of broken edges
else
u← cj, v← cj+1
R1 ← R updated by adding the arc (u, v)
if R1 is cyclic or has positive reachability test on {cj+1, . . . , ch+1} then
LegalOrientations (
−→
C ′(V ′C ,
−→
E ′C ∪ {(u, v)}), j+ 1, R1, I)
R2 ← R updated adding the arc (v, u)
if R2 is cyclic or has positive reachability test on {cj+1, . . . , ch+1} then
LegalOrientations (
−→
C ′(V ′C ,
−→
E ′C ∪ {(v, u)}), j+ 1, R2, I)
if {u, v} is a chain edge then
if R is cyclic or has positive reachability test on {cj+1, . . . , ch+1} then
LegalOrientations (
−→
C ′, j+ 1, R, I ∪ {{u, v}})
Lemma 11. Algorithm 6 outputs in time O(|E ′M | log|VM |) the first legal orientation of C, and each of the remaining ones with
O(log3|VM |) delay.
Proof. Before calling LegalOrientations we have to compute the reachability matrix from scratch and this costs
O(|E ′M | log|VM |) time. In the following we bound the delay between two outputs returned by LegalOrientations. Firstly,
note that each call produces at least one solution. This is true when j = 1 since we have two possible legal orientations
of C . Before performing any call at depth j, the caller function checks whether this will produce at least one solution. Only
calls that will produce at least one solution are then performed. This gives a recursion tree similar to the ones seen for ssao,
where every internal node has at least one child and each leaf corresponds to a solution. Hence the delay between any
two consecutive solutions is bounded by the cost of a leaf-to-root path and the cost of a root-to-the-next-leaf path in the
recursion tree induced by LegalOrientations. Since the height of the recursion tree is O(log|VM |), i.e. the edges of C , and
the cost of each recursion node is O(log2|VM |), delay between any two consecutive solutions is bounded by O(log3|VM |). As
it can be seen, it is crucial that the size of C is (poly)logarithmic. □
Lemma 12. Regarding Algorithm 5, the following properties hold:
1. All the extended cyclic orientations of M are output.
2. Only extended cyclic orientations of M are output.
3. There are no duplicates.
As a result, we obtain an algorithm with delay Õ(|EM |).
Lemma 13. The extended cyclic orientations of M(VM , EM ) can be enumerated with delay Õ(|EM |) and space O(|EM |).
Proof. Finding extended orientations
−→
M ′ ofM ′ can be done with O(|E ′M |) delay. Every time a new
−→
M ′ has been generated, we
apply Algorithm 6. By Lemma 11we output the first cyclic orientation
−→
M ofM with delay O(|EM | log|VM |) and the remaining
ones with delay O(log3|VM |). Hence the maximum delay between any two consecutive solutions is O(|E ′M | + |EM | log|VM |) =
O(|EM | log|VM |) = Õ(|EM |). The space usage is linear: in particular in Algorithm 6 the space is O(log2|VM |), because of the
reachability matrix R, which is smaller than O(|EM |). □
By Lemmas 13 and 9, and considering the setup cost in Section 6.1 (|VM | ≤ |V | and |EM | ≤ |E|), we can conclude as
follows.
Theorem 3. Algorithm 5 lists all cyclic orientations of G(V , E)with setup cost O(|V |2) and delay Õ(|E|). The space usage is O(|E|).
It is possible to modify our approach to get a setup time equal to the delay, requiring space Θ(|V | · |E|).
Theorem 4. All cyclic orientations of G(V , E) can be listed with setup cost Õ(|E|), delay Õ(|E|), and space usage of Θ(|V | · |E|).
Proof. We use n = |V | and m = |E| for brevity. Let A1 be the following algorithm that takes T1 = O(mn) time to generate n
solutions, each with Õ(m) delay, starting from any given cycle of size ≥ log n. This cycle is found by performing a BFS on an
arbitrary node u, and identifying the shortest cycle Cu containing u. Now, if |Cu| < log n, since Cu is a log-hole as required,
we stop the setup and run the algorithms in the previous sections setting C = Cu. The case of interest in this section is when
|Cu| ≥ log n. We take a cyclic orientation
−→
Cu of Cu, and then n arbitrary orientations of the edges in G \ Cu. The setup cost is
O(m) time and we can easily output each solution in Õ(m) delay. We denote this set of n solutions by Z1.
Also, let A2 be the algorithm behind Theorem 3, with a setup cost of O(mn) and Õ(m) delay (i.e. Algorithm 5). We denote
the time taken by A2 to list the first n solutions, including the O(mn) setup cost, by T2 = Õ(mn), and this set of n solutions by
Z2. Since Z1 and Z2 can have nonempty intersection, we want to avoid duplicates.
We show how to obtain an algorithm A that lists all the cyclic orientations without duplicates with Õ(m) setup cost and
delay, using O(mn) space. Even though the delay cost of A is larger than that of A1 and A2 by a constant factor, the asymptotic
complexity is not affected by this constant, and remains Õ(m).
Algorithm A executes simultaneously and independently the two algorithms A1 and A2. Recall that these two algorithms
take T1 + T2 time in total to generate Z1 and Z2 with Õ(m) delay. However those in Z2 are produced after a setup cost of
O(mn). Hence A slows down on purpose by a constant factor c , thus requiring c(T1 + T2) time: it has time to find the distinct
solutions in Z1∪Z2 and build a dictionaryD1 on the solutions in Z1. (Since an orientation can be represented as a binary string
of lengthm, a binary trie can be employed as dictionary D1, supporting each dictionary operation in O(m) time.) During this
time, A outputs the n solutions from Z1 with a delay of c(T1 + T2)/n = Õ(m) time each, while storing the rest of solutions of
Z2 \ Z1 in a buffer Q .
After c(T1 + T2) time, the situation is the following: Algorithm A has output the n solutions in Z1 with Õ(m) setup cost
and delay. These solutions are stored in D1, so we can check for duplicates. We have buffered at most n solutions of Z2 \ Z1
in Q . Now the purpose of A is to continue with algorithm A2 alone, with Õ(m) delay per solution, avoiding duplicates. Thus
for each solution given by A2, algorithm A suspends A2 and waits so that each solution is output in c(T1 + T2)/n time: if the
solution is not in D1, A outputs it; otherwise A extracts one solution from the buffer Q and outputs the latter instead. Note
that if there are still d duplicates to handle in the future, then Q contains exactly d solutions from Z2 \ Z1 (and Q is empty
when A − 2 completes its execution). Thus, A never has to wait for a non-duplicated solution. The delay is the maximum
between c(T1 + T2)/n and the delay of A2, hence Õ(m). The additional space is dominated by that of Q , namely, O(mn) space
to store up to n solutions. □
We also have a bound of Õ(|EM |) on the amortized cost using the lemma below with f (x) = Õ(x) and s = |V |.
Lemma 14. Listing all the extended cyclic orientations of M(VM , EM )with delay O(f (|EM |)) and setup cost O(s · |VM |) implies that
the average cost per solution is O(f (|EM |)+ |EM |).
Proof. We perform a BFS on an arbitrary node u, and identify the shortest cycle Cu(Vu, Eu) that contains u. This costs O(m)
time. Note that Cu(Vu, Eu) is a hole (i.e. it has no chords). Note that a minimum cycle in M either is Cu or contains a node in
VM−Vu: henceweperformall the BFSs fromeachnode inVM−Vu, as explained in [15]with an overall cost ofO(|VM |·|VM−Vu|).
The number of extended orientations of M is at least 2|EM−Eu| ≥ 2|VM−Vu|. Our setup cost is O(s · |VM |), with s ≤ |VM |, and
the number of solutions is at least 2s. The overall average cost per solution is at most O(2s · f (|EM |) + s · |VM |)/2s, which is
O
(
f (|EM |)+ |EM | · s2s
)
. □
7. Single Source Cyclic Orientations (ssco)
For the sake of completeness, we show how the techniques presented can be used to enumerate all the cyclic orientations
of an undirected graph G(V , E), whose only source is a given node s. Our algorithm is similar to that in Section 6 except for
the usage of extended orientations, and works as follows.
1. Find a chordless cycle of small size C(VC , EC ) in G(V , E) \ {s}, called hole , and remove EC from E, obtaining G′(V , E ′),
where E ′ = E \ EC .
2. Find all the orientations
−→
G′ of G′, where s is a source and the nodes in VC can be sources. We call these orientations
special orientations, which can be listed with linear delay.
3. For each special orientation
−→
G′ , exploit all the possible ways of orienting the edges in EC , putting them in
−→
G′ in a way
that the only source is s and there is at least a cycle.
The three steps above are summarized in Algorithm 7 and explained more in detail respectively in Sections 7.1–7.3.
7.1. Finding and removing a cycle not involving s
Given the graph G in input, we find a hole C(VC , EC ) not involving s in G (in linear time with a simple DFS after removing
s) and we remove the edges in EC from G, obtaining G′(V , E ′), where E ′ = E \ EC . We will denote the length of C as h, that is
|VC | = h. Note that either C exists, or the graph does not allow any single source cyclic orientation.
Algorithm 7: Find the cyclic orientations of G with single source s
Input: An undirected connected graph G(V , E)





Find and remove a cycle not involving s (Section 7.1):
C(VC , EC )← any hole of G \ {s} (i.e. a chordless cycle not involving s)
G′(V , E ′)← delete C ’s edges from G (i.e. E ′ = E \ EC )
Enumerate special orientations (Section 7.2) and put back the hole (Section 7.3):
for each special orientation
−→
G ′ of G′ do
for each legal orientation
−→























E ′ ) acyclic, a cycle C(VC , EC ) with VC ⊆ V





Build the reachability matrix R for the nodes of VC in
−→
G′
Let VC = {c1, . . . ch}, where ch+1 = c1 by definition and c1 has indegree > 0 in G′.
Execute LegalOrientations (
−→
C ′(∅,∅), 1, R)
Procedure LegalOrientations(
−→
C ′(V ′C ,
−→
E ′C ), j, R)





u← cj, v← cj+1
R1 ← R updated by adding the arc (u, v)






E ′C ∪ {(u, v)})) then
LegalOrientations (
−→
C ′(V ′C ,
−→
E ′C ∪ {(u, v)}), j+ 1, R1)
R2 ← R updated adding the arc (v, u)






E ′C ∪ {(v, u)})) then
LegalOrientations (
−→
C ′(V ′C ,
−→
E ′C ∪ {(v, u)}), j+ 1, R2)
7.2. Enumerating special orientations
Given G′, the node s and the nodes VC , we want all the orientations such that s is a source and nodes in VC can be sources.
This can be trivially done modifying the algorithm presented in Section 3. In particular, by redefining the notion of valid
direction assignment as follows.




E ), the direction assignment
−→
Z i is valid if






Z i) is not a source, for 1 ≤ j ≤ i.
The definition of full node, i.e. Definition 1, as well the algorithm remains the one of Section 3. The fact that s is a source
in the final orientation is still guaranteed by the fact that we are using the good order in Definition 3.
The idea behind the new definition of valid direction assignment is the following.When dealing with
−→
G i, since full nodes
sources in
−→
G i will be sources also in any extension of
−→
G i, i.e. in the final orientation
−→
G , we impose that the only nodes that
can be full sources are the ones in VC .
Similarly to Section 3, the following result can be easily proved.
Lemma 15. Special orientations can be listed with linear delay.
It is worth observing that the notion of special orientation here replaces the notion of extended orientation in
Section 6.3.
7.3. Putting back the hole
As for putting back the hole in Step (3), for each listed
−→
G′ we have to decide how to put back the edges of the cycle C ,
namely, how to find the orientations of C that create directed cycles with s being the only source. This phase is similar to the
one in Section 6.4, but it deals with simple orientations of C rather than extended orientations.
Considering this difference, the corresponding definition of legal orientation is the following.





























E C , is cyclic and s is the only source.
In particular,wehave to efficiently dealwith the following problem: given a cycle C(VC , EC ) and given a special orientation
−→




E C ) of C . We remark that for each G′ we have at least two legal orientations,
namely the clockwise and the counter-clockwise orientations of C . In order to also enumerate the other legal orientations
of C , as in Section 6.4, we exploit a reachability matrix R for the nodes in VC in
−→
G′ . This matrix can be built with a time cost
O(|E ′| · h). All the steps are shown by Algorithm 8.
Note that deciding the orientation of the edges in EC is done with a binary partition instead of a ternary partition as in
Algorithm 6, since we are dealing with simple orientations of C rather than extended orientations. Hence, for each edge
{u, v} in EC , we try the two possible directions and update the reachability matrix R to check whether the current partial
direction assignment will produce at least one solution. It is worth observing that both the update of R and the dead-end
check can be done in O(h2) (that is, the size of R).
Analogously to Lemma 11, the following result holds.
Lemma 16. Algorithm 8 outputs in O(|E ′| ·h+h3) time the first legal orientation of C, and each of the remaining ones with O(h3)
delay.
As a result, we obtain the following lemma, whose proof is similar to the one of Lemma 13.
Lemma 17. Given a cycle of length h in G without s, the cyclic orientations of G(V , E) whose only source is s can be enumerated
with delay O(|E| · h+ h3) and space O(|E| + h2).
Let h be the girth of G without s; considering that we can apply the algorithm in [15] to find a cycle of length ≤ h+ 1 in
Gwithout swith cost O(|V |2), by using Algorithm 7 and applying Lemma 17 we can prove Theorem 5.
Theorem 5. All cyclic orientations of G(V , E) whose only source is s can be enumerated with setup cost O(|V |2 + |E| · h + h3),
delay O(|E| · h+ h3), where h is the girth of G \ {s}, and space O(|E| + h2).
We observe that the strategy described in Theorem 4 could be also applied to reduce the setup time, at the cost of
increasing space usage, in Theorem 5.
8. Variations of the enumeration problems
We consider here some variations of ssao that could be of independent interest for a given undirected connected graph
G(V , E) with n nodes andm edges.
single source acyclic orientations (weak ssao): Given a set of nodes S ⊆ V , enumerate all the acyclic orientations
−→
G of
G such that there is exactly one source x and x ∈ S.
multiple source acyclic orientations (strongmsao): Given a set of nodes S ⊆ V , enumerate all the acyclic orientations
−→
G of G such that all the nodes in S are the only sources.5
multiple source acyclic orientations (weakmsao): Given a set of nodes S ⊆ V , enumerate all the acyclic orientations
−→
G
of G such that if x is a source then x ∈ S.6
We show that these problems can be reduced to ssao. It is easy to see thatweak ssao can be solved simply by enumerating
all the ssaos in G with source s for each s ∈ S. It is worth observing that for each s there is at least a solution, meaning that
the size of S does not influence the delay of weak ssao.
Let us consider weak msao. To solve it, we create a dummy node s, and connect it to every node in S. More formally, we
build G′(V ∪ {s}, E ∪ Es), where Es = {{s, x} : x ∈ S}. Any weakmsao of G can be transformed into a ssao of G′ if we add s and
all edges in Es (oriented away from s): s is a source and all nodes in S are no longer sources since they can be reached from s,
hence s is the single source. Note that the orientation is still acyclic as s is a source and cannot be part of a cycle. The opposite
is true as well: any ssao of G′ can be transformed into a weakmsao of G by removing s and the edges in Es. This process only
removes edges incident to nodes in S, hence only nodes in S possibly become sources. Clearly the orientation is still acyclic
as removing nodes and edges cannot create cycles.
Finally, consider strong msao. To solve it, we simply collapse all nodes of S into one node s. More formally, we generate
G′′(V ∪{s}\S, E∪Es), where Es = {{s, x} : ∃ y ∈ S with {y, x} ∈ E}. As s and all nodes in S must be sources, all of their incident
5 These orientations are possible if and only if S is an independent set.
6 Not all nodes in S must be sources, but there cannot be sources in V \ S.
edges must be oriented away from them in all acyclic orientations, while the rest of the graph is exactly the same for both
cases. Clearly, any ssao for G′′ induces a strong msao of G that can be obtained by removing s and Es and re-integrating S
and the edges between S and V \ S (oriented away from S). Similarly, removing S (and the edges between S and V \ S) and
integrating s and Es (with edges oriented away from s), creates a ssao for G′′: there is an edge from s to any node in V \ S that
was previously connected with S, hence these nodes cannot be sources; all other nodes in V \ S were not connected to S and
hence their in-degrees and out-degrees are unchanged.
By Theorem 1, observing that the above transformations requires O(m) time, we can conclude the following result.
Corollary 1. Problems weak ssao, strong msao, and weak msao can be solved with delay O(m · n) and space O(m).
Along the same lines, we can easily solve these variations.
single source cyclic (weak ssco): Given a set of nodes S ⊆ V , enumerate all the cyclic orientations
−→
G of G such that there
is exactly one source x and x ∈ S.
multiple source cyclic (strongmsco): Given a set of nodes S ⊆ V , enumerate all the cyclic orientations
−→
G of G such that
all the nodes in S are the only sources.7
multiple source cyclic (weakmsco): Given a set of nodes S ⊆ V , enumerate all the cyclic orientations
−→
G of G such that
if x is a source then x ∈ S.8
9. Conclusions
In this paper we have shown a collection of algorithms for enumerating graph orientations with constraints regarding
sources and cycles. For the problemof aowe improve previouswork by reducing the delay toO(m); for all the other problems
considered (namely sso, ssao, ssco and co) we show the first algorithms with guaranteed delay. The algorithms also solve
some generalizations, as discussed in Section 8 but the problem posed by Squire [24], of efficiently enumerating acyclic
orientations with sources and targets lying within two arbitrary sets S and T , remains open.
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