Abstract-A deadlock-free routing algorithm can be generated for arbitrary interconnection networks using the concept of virtual channels. A necessary and sufficient condition for deadlock-free routing is the absence of cycles in a channel dependency graph. Given an arbitrary network and a routing function, the cycles of the channel dependency graph can be removed by splitting physical channels into groups of virtual channels. This method is used to develop deadlock-free routing algorithms for k-ary n-cubes, for cube-connected cycles, and for shuffle-exchange networks.
I. INTRODUCTION
M /[ESSAGE passing concurrent computers [13] such as the Cosmic Cube [11] consist of many processing nodes that interact by sending messages over communication channels between the nodes. Deadlock in the interconnection network of a concurrent computer occurs when no message can advance toward its destination because the queues of the message system are full [7] . Consider the example shown in Fig. 1 . The queue of each node in the 4-cycle is filled with messages destined for the opposite node. No message can advance toward its destination; thus, the cycle is deadlocked. In this locked state, no communication can occur over the deadlocked channels until exceptional action is taken to break the deadlock.
In this paper we consider networks that use wormhole [12] rather than store-and-forward [16] routing. Instead of storing a packet completely in a node and then transmitting it to the next node, wormhole routing operates by advancing the head of a packet directly from incoming to outgoing channels. Only a few flow control digits (flits) are buffered at each node. A flit is the smallest unit of information that a queue or channel can accept or refuse.
As soon as a node examines the header flit(s) of a message, it selects the next channel on the route and begins forwarding flits down that channel. As becomes spread out across the channels between the source and destination. It is possible for the first flit of a message to arrive at the destination node before the last flit of the message has left the source. Because most flits contain no routing information, the flits in a message must remain in contiguous channels of the network and cannot be interleaved with the flits of other messages. When the header flit of a message is blocked, all of the flits of a message stop advancing and block the progress of any other message requiring the channels they occupy.
A method similar to wormhole routing, called virtual cutthrough, is described in [6] . Virtual cut-through differs from wormhole routing in that it buffers messages when they block, removing them from the network. The deadlock properties of cut-through routing are accordingly identical to those of storeand-forward routing. With wormhole routing, blocked messages remain in the network.
Many deadlock-free routing algorithms have been developed for store-and-forward computer communications networks [5] , [9] , [17] , 118], [4] . These algorithms are based on the concept of a structured buffer pool. The Vci E C, (head (ci)*di and cj=R(ci, n) X .size (cj) = cap (Cj)). (3) In this configuration no flit is one step from its destination and no flit can advance because the queue for the next channel is full. A routing function R is deadlock free on an interconnection network I if no deadlock configuration exists for that function on that network. Consider for example the case of a unidirectional four-cycle as shown in Fig. 2(a) , N= {no, ,n3},C= {cO,
C3
The interconnection graph I is shown -on the left and the dependency graph D is shown on the right. We pick channel c0 to be the dividing channel of the cycle and split each channel into high virtual channels, c1o, , cl3, and low virtual channels, coo, * * c03, as shown in Fig. 2(b) .
Messages at a node numbered less than their destinationnode are routed on the high channels, and messages at a node numbered greater than their destination node are routed on the low channels. Channel coo is not used. We now have a total ordering of the virtual channels according to their subscripts: c13 > c12 > cI1 > cIO > c03 > c02 > co,. Thus, there is no cycle in D and the routing function is deadlock free. In the next three sections we apply this technique to three practical communications networks. In each case we add virtual channels and restrict the routing to route messages in order of decreasing channel subscripts.
IV. k-ARY n-CUBES
The e-cube routing algorithm [15] , [8] guarantees deadlockfree routing in binary n cubes. In a cube of dimension n, we denote a node as nk where k is an n-digit binary number. Node nk has n output channels, one for each dimension, labeled Cok, ** C(n l)k-The e-cube algorithm routes in decreasing order of dimension. A message artiving at node nk destined for node n1 is routed on channel Cik where i is the position of the most significant bit in which k and I differ. Since messages are routed in order of decreasing dimension, and hence decreasing channel subscript, there are no cycles in the channel dependency graph and e-cube routing is deadlock free. Using the technique of virtual channels, this routing algorithm can be extended to handle all k-ary n-cubes: cubes with dimension n and k nodes in each dimension. Rings and toroidal meshes are included in this class of networks. This algorithm can also handle mixed radix cubes. Each node of a k-ary n-cube is identified by an n-digit radix k number. The ith digit of the number represents the node's position in the ith dimension. For example, the center node in the 3-ary,2-cube of Fig. 3 is n11 . The channels are identified by the number of their source node and their dimension. For example, the dimension 0 (horizontal) channel from nll to n1o is co,,. To break cycles we divide each channel into an upper and lower virtual channel. The upper virtual channel of co,, will be labeled coil,, and the lower virtual channel will be labeled c00o1. Virtual channel subscripts are of the form dux where d is the dimension, v selects the virtual channel, and x identifies the source node of the channel. To assure that the routing is deadlock free, we restrict it to route through channels in order of descending subscripts.
As in the e-cube algorithm we route in order of dimension, most significant dimension first. In each dimension i, a message is routed in that dimension until it reaches a node whose subscript matches the destination address in the ith position. The message is routed on the high channel if the ith digit of the destination address is greater than the ith digit of the present node's address. Otherwise, the message is routed on the low channel. It is easy to see that this routing algorithm routes in order of descending subscripts, and is thus deadlock free.
Formally, we define the routing function. RKNC(CdUX, nj)
Where dig (x, d) extracts the dth digit of x, and k is the radix of the cube. The subtraction, x -kd, decrements the dth digit of x modulo k. V. CUBE-CONNECTED CYCLES The cube-connected cycle (CCC) [10] is an interconnection network based on the binary n-cube. In the CCC, each node of a binary n-cube is replaced with an n-cycle, and the cube connection in the nth dimension is attached to the nth node in the cycle. A CCC of dimension 3 is shown in Fig. 4 .
Each node in the CCC is labeled with the position of its cycle (an n-bit binary number), and its position within the cycle. For example, in Fig. 4 , node 2 in cycle 111 is labeled n2111. There are two channels out of each node: an in-cycle channel and an out-of-cycle channel. The in-cycle channel is split into three virtual channels. One set of virtual channels is used to rotate a message around the cycle to get to the most significant node in the cycle. These channels are labeled C2dOe where d is the dimension of the node (its position in the cycle), and c is the cycle address. The next set of virtual channels is used to decrement the dimension during the e-cube routing of the message between cycles. These channels are labeled C1doc. The out-of-cycle channels, labeled Cldlc, are used to toggle the bit of the-current cycle address corresponding to dimension d. Note that the channels Cldlc are actually physical channels. These connections are not shared with any other channels. The third set of virtual channels is used to rotate the message around the cycle to its destination once it is in the proper cycle. These channels are labeled codoc. As above, we will restrict our routing to route through channels in order of descending subscripts.
The routing algorithm proceeds in three phases. During phase 1, messages are routed around the cycle using the first set of virtual channels until they reach a node with dimension greater than or equal to the position of the most significant bit in which the destination cycle address differs from the current cycle address. During phase 2 we route the message to the proper cycle using a variant of the e-cube algorithm. At each step of phase 2, we find the most significant dimension i in which the current cycle and destination cycle addresses differ. The message is routed around the current cycle until it reaches the node with dimension i and is then routed out of the cycle. When the message arrives in the destination cycle, it is routed around the cycle using the third set of virtual channels to reach its destination node. It is easy to see that routing is always performed in order of decreasing channel numbers, and thus the routing is guaranteed to be deadlock free.
While most cube-connected cycles are binary, this routing algorithm can be extended for k-ary cube-connected cycles, that is, cubes with k cycles in each dimension. The only modification required is to split each out-of-cycle channel into two virtual channels. For simplicity, however, we will analyze Proof: The only way v can be decreased to less than 2 is for the right side of the assertion to hold. Initially v = 3. Then as long as 3i > d 3 dig (i, c) * dig (i, c'), the first routing rule forwards the message along channels for which v = 2. When the arriving channel has d = 0, the current node has d = n -1 (where n is the dimension of the CCC). In this case the first routing rule forwards the message along a channel for which u = 1. The assertion holds since there are only n digits in c and c', so there is no i 2 n for which the ith digit of these two cycle addresses differ.
Once v < 2, the right side of the assertion continues to hold because of routing rules 2, 3, 4, and 5. We prove this by induction on d. For d = n -1, the assertion holds as stated above. If we assume the assertion holds for d = i, then for d = i -1 it also holds since routing rules 2 and 5 route the messages out-of-cycle to toggle the dth digit of n if the addresses disagree in that digit. U
Proof: The only way to decrease v to zero is by routing rules 6 and 7 which require the right side of the assertion. By Assertion 3, when v < 2 and d = 0, after one or two more traversals, the right side of the assertion will be met. Once v = 0, no out-of-cycle channels will be used so c does not change. U [14] , shown in The exchange channel out of ni is labeled cl. The shuffle channel is labeled c0i. For the shuffle-exchange network we split each channel into n virtual channels where N = 2n. That is, we have one virtual channel for each bit of node address. Readers understanding the relationship between the binary ncube and the shuffle [14] will find this assignment of virtual channels unsurprising since the shuffle is a uniform single stage of an n-stage indirect binary n-cube. The virtual channels are labeled cdxi where 0 c d c n -1, x E {0, 1 }, and 0 < i c N.
The routing algorithm, like the e-cube algorithm, routes a message toward its destination one bit at a time beginning with the most significant bit. At the ith step of the route, the n -ith bit of the destination address is compared to the least significant bit of the current node address. If the two bits agree, the message is forwarded over the shuffle channel to rotate the node address around to the next bit. Otherwise, the message is forwarded over the exchange channel to bring the two bits into agreement and then over the shuffle channel to rotate the address. At the ith step messages are forwarded over channels with d = n -i. Since d is always decreasing and, during a single step, the exchange channel is used before the shuffle channel, messages are routed in order of decreasing virtual channel subscripts.
Formally, we define the routing function.
if (X= 1). The use of virtual channels to construct deadlock-free routing functions is motivated by the definition of a routing function that maps C x N to C, rather than the conventional definition of a routing function that maps N x N to C. By including C in the domain of the routing function, we explicitly define the dependencies between channels. These dependencies are represented by a channel dependency graph D. A necessary and sufficient condition for deadlock-free routing is that D be acyclic.
To generate a deadlock-free routing algorithm, we restrict the routing by removing edges from D to make D acyclic. If it is not possible to make D acyclic without disconnecting the network, we add edges to D by splitting physical channels into a group of virtual channels. Each group of virtual channels shares a single physical channel; however, each virtual channel requires its own queue. The additional edges provided by the virtual channels make it possible to make D acyclic while keeping I strongly connected.
To develop deadlock-free routing algorithms for specific networks we assign a subscript to each virtual channel using a mixed radix notation. Routing is performed in order of decreasing subscripts. Since the subscripts define a total order on the channels, there are no cyclic dependencies and the routing is deadlock free. 6 . This chip implements the k-ary n-cube routing function RKNC (4), in hardware. This self-timed VLSI circuit uses wormhole routing, virtual channels, and low-dimension network topology to achieve latencies several orders of magnitude lower than in previous systems.
The availability of deadlock-free routing algorithms encourages the investigation of different interconnection topologies. While 0 (log N) diameter networks such as the binary n-cube and the shuffle are attractive because of their richness of interconnection, these networks are almost always embedded in a grid for physical implementation. In keeping with the VLSI imperative of making form fit function, high bandwidth grid interconnections often turn out to be more attractive. Under constant wire bisection, for example, low-dimensional k-ary n-cube networks outperform binary n-cubes [2] , [1] .
