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Besov-Type and Triebel–Lizorkin-Type Spaces
Associated with Heat Kernels
Liguang Liu, Dachun Yang ∗ and Wen Yuan
Abstract. Let (M,ρ, µ) be a space of homogeneous type satisfying the reverse doubling con-
dition and the non-collapsing condition. In this paper, the authors introduce Besov-type spaces
Bs,τp,q (M) and Triebel–Lizorkin-type spaces F
s,τ
p,q (M) associated to a nonnegative self-adjoint op-
erator L whose heat kernel satisfies sub-Gaussian upper bound estimate, Ho¨lder continuity, and
stochastic completeness. The novelty in this article is that the indices p, q, s, τ here can be take full
range of all possible values as in the Euclidean setting. Characterizations of these spaces via Peetre
maximal functions and the heat semigroup are established for full range of possible indices. Also,
frame characterizations of these spaces are given. When L is the Laplacian operator on Rn, these
spaces coincide with the Besov-type and Triebel-Lizorkin-type spaces on Rn studied in [Lecture
Notes in Mathematics 2005, Springer-Verlag, Berlin, 2010]. In the case τ = 0 and the smoothness
index s is around zero, comparisons of these spaces with the Besov and Triebel–Lizorkin spaces
studied in [Abstr. Appl. Anal. 2008, Art. ID 893409, 250 pp] are also presented.
1 Introduction
The tremendous development of theories of function spaces in the last few decades has resulted
in extraordinary accomplishments in several fields of mathematics such as potential theory, partial
differential equations, approximation theory and so on. Besov and Triebel–Lizorkin spaces, known
so far, are very general scales of functions spaces. They cover various types of function spaces
such as Lebesgue spaces, Sobolev spaces, Hardy spaces and BMO (see, for example, [45, 46,
36, 14, 15]). In recent years, due to the applications in partial differential equations such as
heat and Navier–Stokes equations, the scale of Besov and Triebel–Lizorkin spaces was further
extended to Besov–Morrey spaces and Triebel–Lizorkin–Morrey spaces, via replacing the Lebesgue
norm in the definition of Besov–Triebel–Lizorkin spaces by the Morrey norm (see, for example,
[1, 28, 33, 44, 40, 42, 43]). The classical Morrey spaces and many other Morrey-type spaces, such
as Hardy–Morrey spaces and Sobolev–Morrey spaces, are proved to belong to this scale. A more
general scale of function spaces is the Besov-type and Triebel–Lizorkin-type spaces introduced in
[52, 53, 58], which unify Besov and Triebel–Lizorkin spaces, Triebel–Lizorkin–Morrey spaces (see
[44, 40, 38, 39]), and the Qα spaces (see [17, 16, 49, 50]). For more properties on these generalized
Besov and Triebel-Lizorkin spaces and their applications in partial differential equations such as
heat and Navier-Stokes equations, we refer to [36, 51, 41, 55, 31, 32, 30, 29, 56, 59, 57] and,
especially, to the excellent monograph [48] by Triebel and two excellent surveys [42, 43] by Sickel
for many unsolved questions on this subject.
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The main aim of this article is to develop a theory for the Besov-type and the Triebel–Lizorkin-
type spaces on general metric measure spaces. The setup of the underlying space is as follows. Let
(M,ρ) be a locally compact complete metric space with a metric ρ. Suppose that µ is a positive
regular Borel measure such that the following doubling condition holds true: there exists a positive
constant K such that, for all x ∈M and r ∈ (0,∞),
µ(B(x, 2r)) ≤ Kµ(B(x, r)). (1.1)
The triple (M,ρ, µ) is called a space of homogeneous type in the sense of Coifman and Weiss [7, 8].
(Notice that a space of homogeneous type in [7, 8] is endowed with a quasi-metric. But, throughout
this article, we always assume that ρ is a metric for simplicity.) Condition (1.1) implies that, for
all x ∈M , r ∈ (0,∞) and λ ∈ (1,∞),
µ(B(x, λr)) ≤ Kλdµ(B(x, r)), (1.2)
where d := log2K > 0 is a “dimension” constant. Also, we assume the reverse doubling condition:
there exists a constant K∗ ∈ (1,∞) such that, for all x ∈M and 0 < r ≤ diamM3 ,
µ(B(x, 2r)) ≥ K∗µ(B(x, r)). (1.3)
Condition (1.3) implies that, for all x ∈M , λ ∈ [1,∞) and 0 < r ≤ 2 diamM3λ ,
µ(B(x, λr)) ≥ K−2∗ λκµ(B(x, r)), (1.4)
where κ := log2K∗ > 0 also measures the “dimension” of (M,ρ, µ) in some sense. The doubling
and the reverse doubling conditions make (M,ρ, µ) into an RD-space originally introduced in [25].
Moreover, we require the following non-collapsing condition: there exists a positive constant c0
such that
inf
x∈M
µ(B(x, 1)) ≥ c0. (1.5)
On (M,ρ, µ), we always assume that there exists a nonnegative definite self-adjoint operator L
whose domain Dom(L) is dense in L2(M). By the spectral theory, L has a spectral resolution
{Eλ}λ≥0 such that, for any bounded Borel measurable function f , f(L) =
∫∞
0
f(λ) dEλ. The
heat semigroup {e−tL}t>0 arising from L is assumed to be a family of integral operators which is
associated to the heat kernel {pt}t>0 in the following way:
e−tLf(x) =
∫
M
pt(x, y)f(y) dµ(y), ∀ x ∈M,
at least for functions f ∈ L2(µ). Obviously, the heat kernel {pt}t>0 is symmetric, that is, for all
t > 0 and x, y ∈ M , pt(x, y) = pt(y, x). It is also easy to observe that {pt}t>0 satisfies the heat
semigroup property: for all s, t > 0 and x, y ∈M ,
pt(x, y) =
∫
M
pt(x, z)pt(z, y) dµ(z).
Further, assume that there exist constants C∗, c∗, α0 ∈ (0,∞) and β0 ∈ [2,∞) such that the
following hold:
(UE) Upper bound estimate: for all t ∈ (0, 1] and x, y ∈M ,
|pt(x, y)| ≤ C∗
exp
(− c∗[ ρ(x,y)
t1/β0
] β0
β0−1
)√
µ(B(x, t1/β0))µ(B(y, t1/β0))
. (1.6)
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(HE) Ho¨lder continuity estimate: for all t ∈ (0, 1] and x, y, y′ ∈M satisfying ρ(y, y′) ≤ t1/β0 ,
|pt(x, y)− pt(x, y′)| ≤ C∗
[
ρ(y, y′)
t1/β0
]α0 exp (− c∗[ ρ(x,y)
t1/β0
] β0
β0−1
)√
µ(B(x, t1/β0 ))µ(B(y, t1/β0))
. (1.7)
(SC) Stochastic Completeness: for all t ∈ (0,∞) and x ∈M ,∫
M
pt(x, y) dµ(y) = 1. (1.8)
Throughout this article, we fix the aforementioned parameters K, d, K∗, κ, c0, C∗, c∗, α0 and β0.
For the case β0 = 2, an interesting example for the previous setup arises from the second order
elliptic operator L := −div(A∇), where A := {ai,j(x)}1≤i,j≤d is a uniformly elliptic symmetric
matrix-valued real function on Rd or complex function on Rd with d ∈ {1, 2}. Another typical
example is the interval [−1, 1] endowed with the measure du(x) := wα,β(x) dx and L being the
Jacobi operator, where wα,β(x) := (1−x)α(1+x)β , x ∈ [−1, 1], with α, β ∈ (−1,∞), is the classical
Jacobi weight on [−1, 1] (see [9]). Other examples for β0 = 2 can be given by geodesically complete
Riemannian manifolds with nonnegative Ricci curvature. For β0 > 2, a bunch of examples are
provided by a large family of various fractals; see [19]. For example, the Sierpinski gasket has a
natural Hausdorff measure µ and a diffusion process which has a transition density pt such that
pt(x, y) ≍ C
td/β
exp
(
−c
[
ρ(x, y)
t1/β
] β
β−1
)
, (1.9)
where d is the Hausdorff dimension of the fractal and β the walk dimension which is larger than 2.
Here the notation ≍ in (1.9) means that both ≤ and ≥ can be used, but the positive constants C
and c may be different in upper and lower bounds. Indeed, there are examples so that β in (1.9) is
possible to take all values in the range [2, d+1). Since all metric balls are precompact as a priori,
if the heat kernel pt satisfies (1.9), then it satisfies (HE); see [3, Theorem 3.1 and Corollary 4.2]
and [23, Theorem 7.4]. The topic of heat kernels has been studied intensively in lots of articles;
see, for example, [3, 19, 23, 20, 21] and the references therein. For more details of these examples,
we refer the reader to [22, Section 1.3].
For the above setup, Coulhon, Kerkyacharian and Petrushev [9, 27] considered the special case
β0 = 2 and they developed a theory of Besov and Triebel-Lizorkin spaces. Assume that there
exists a positive constant c such that Φ0,Φ ∈ C∞([0,∞)) such that
suppΦ0 ⊂ [0, 2], Φ(2ν+1)0 (0) = 0 for all ν ≥ 0, |Φ0(λ)| ≥ c for λ ∈ [0, 2−3/4], (1.10)
and
suppΦ ⊂ [2−1, 2], |Φ(λ)| ≥ c for λ ∈ [2−3/4, 23/4]. (1.11)
For all j ∈ N, let
Φj(·) := Φ(2−j ·). (1.12)
For s ∈ R and p, q ∈ (0,∞], the Besov space Bsp,q(M) is defined to be the collection of all distribu-
tions f such that
‖f‖Bsp,q(M) :=
{ ∞∑
j=0
∥∥2jsΦj(√L)f∥∥qLp(M)}1/q <∞, (1.13)
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where a usual modification is made when p or q is infinity. Here we refer the reader to Section 3
below for the definition of “distributions”, and to [27, Section 5] for a detailed discussion. Analo-
gously, for s ∈ R, p ∈ (0,∞) and q ∈ (0,∞], the Triebel–Lizorkin space F sp,q(M) is defined to be
the collection of all distributions f such that
‖f‖F sp,q(M) :=
∥∥∥∥{ ∞∑
j=0
|2jsΦj(
√
L)f |q
}1/q∥∥∥∥
Lp(M)
<∞, (1.14)
where a usual modification is made when q =∞. Similarly, the spaces B˜sp,q(M) and F˜ sp,q(M) are
defined with 2js replaced by [µ(B(·, 2−j))]−s/d in the above two (quasi-)norms. As was proved in
[27, Propositions 6.3 and 7.2], one may also equivalently define these Besov and Triebel–Lizorkin
spaces by replacing the dilation 2 in the definition of Φj (see (1.12)) with a general number
b ∈ (1,∞). Frame decompositions of these spaces are considered in [27] by using certain Caldero´n
reproducing formula.
It should be pointed out that there exists some history on the study for function spaces re-
lated to operators different from the Laplace operators; see, for example, Peetre [35] and Triebel
[45, 47] for using spectral decompositions induced by a selfadjoint positive operator to introduce
(inhomogeneous) Besov spaces. On the other hand, it is known that Riesz transforms defined via
a general operator L may not be bounded on the classical Hardy spaces. To solve such problems,
Auscher, Duong and McIntosh [2] made some prominent contributions, which include a theory of
Hardy spaces associated with a general operator L whose heat kernels satisfy pointwise Possion
upper bounds; see also Duong and Yan [11, 12, 13]. On metric measure spaces whose measures
satisfy a polynomial growth condition, Bui, Duong and Yan in [5] studied homogeneous Besov
space B˙sp,q for |s| < 1 and p, q ∈ [1,∞] associated with an operator L whose heat kernels satisfy
the upper bound Gauss estimate and the Ho¨lder continuity. The advantage of the theory of Besov
and Triebel–Lizorkin spaces developed in [27] lies in that it concerns full range of the indices s, p
and q.
Inspired by [27] and [52, 53, 58, 48], the main aim of this article is to develop the Besov-type
and the Triebel–Lizorkin-type spaces for full range of possible indices on the metric measure space
(M,ρ, µ) which satisfies (1.1), (1.3) and (1.5), with further assumptions that, on (M,ρ, µ), there is
a nonnegative self-adjoint operator L whose heat kernels {pt}t>0 satisfy conditions (UE), (HE)
and (SC). To achieve this goal, we stick to the philosophy used in [4, 14, 45, 58] (see also [42, 43]).
The obstacle here is that, on general metric measure spaces, it is difficult to consider functions
with smooth order strictly larger than 1. However, the assumptions on the heat kernel provide
kind of “differential” structure on the metric measure space. Indeed, due to (UE) and (HE), the
smooth functional calculus induced by heat kernels still have fast decay (even can be exponential
decay) at infinity. This idea was developed in [27, 9] for the case β0 = 2, and here it is generalized
to general β0 in Propositions 2.10 and 2.12 below. Such smooth functional calculus plays a role
of the Schwartz functions as in the Euclidean space. This standpoint is reconfirmed by a new
observation in this article, that is, the pointwise off-diagonal estimate presented in Proposition
2.14 below. Thus, it is possible to consider functions with a higher smooth order. Due to the
smooth functional calculus, one can establish the continuous Caldero´n reproducing formula (see
Section 2.2, and [9, 27] for the case β0 = 2). This formula is a powerful tool, so that it can be used
to establish the Peetre maximal function characterization and the heat semigroup characterization
of these spaces (see Section 5). Further, we build a new discrete Caldero´n reproducing formula (see
Theorem 6.1 below) that is much more parallel to the one used in the classical setting [4, 14, 45, 58].
Consequently, in Section 6, frames decompositions of such Besov-type and Triebel-Lizorkin-type
spaces are considered. The framework we build in this article generalizes the function spaces in
[58] (see also [42, 43]) to metric measure spaces, and also generalizes the work of [27, 9] to more
general scale of functions spaces.
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This article is organized as follows.
Section 2 is devoted to some auxiliary estimates. In Section 2.1, we present some basic estimates
which hold true on any metric measure space (M,ρ, µ). Then Section 2.2 gives some estimates
related to the smooth functional calculus induced by the heat kernel, including an off-diagonal
estimate (see Proposition 2.14 below). The exponential decay of the functional calculus for cer-
tain smooth functions in Proposition 2.12 below is crucial for establishing the discrete Caldero´n
reproducing formula in Theorem 6.1 below (see the proof of Lemma 8.5 below). The continuous
Caldero´n reproducing formula is given at the end of Section 2.2.
In Section 3, we introduce the Besov-type spaces Bs,τp,q (M), B˜
s,τ
p,q (M), and the Triebel–Lizorkin-
type spaces F s,τp,q (M), F˜
s,τ
p,q (M), where τ ∈ (0,∞), s ∈ R, p ∈ (0,∞), q ∈ (0,∞), and q can take
∞ for the spaces Bs,τp,q (M) and B˜s,τp,q (M). When τ = 0 and β0 = 2, these spaces are actually the
Besov and the Triebel–Lizorkin spaces introduced in [27].
Applying the smooth functional calculus in Section 2, in Section 4.1, we control the Peetre
maximal functions (see Proposition 4.2 below) by the Hardy-Littlewood maximal function, which
essentially generalizes [27, Lemma 6.4] and is used elsewhere in this article. The estimate in
Proposition 4.2, which is not restricted to be elements in the spectral space as in [27, Lemma
6.4], is valid for general distributions. In Section 4.2, we prove some embedding properties of the
Besov-type and the Triebel–Lizorkin-type spaces, and then classify these spaces for the index τ in
different ranges in Section 4.3.
In Section 5, applying the estimates of the Peetre maximal functions and the continuous
Caldero´n reproducing formula, we characterize the Besov-type and the Triebel–Lizorkin-type spaces
via the Peetre maximal functions (see Theorem 5.2 below), which also indicates that these spaces
are well defined. By using this Peetre maximal function characterization, we further establish the
heat semigroup characterization of the Besov-type and the Triebel–Lizorkin-type spaces in both
discrete and continuous versions (see Theorems 5.7 and 5.8 below). Comparing with the contin-
uous heat semigroup characterization for Besov and Triebel-Lizorkin spaces in [27, Theorems 6.7
and 7.5], wherein p ∈ [1,∞], there is no restriction on p here in the discrete heat semigroup
characterization of the Besov-type and the Triebel–Lizorkin-type spaces.
Section 6 is devoted to the frame characterization of these new scales of function spaces. The
frame structure we considered here relies on Christ’s dyadic cubes in M , which is different from
those in [27], and hence we need to establish a new discrete Caldero´n reproducing formula associated
with Christ’s dyadic cubes and the functions Φ0 and Φ in (1.10) and (1.11) (see Theorem 6.1
below, whose proof is presented in Section 8). As an application, we show that F
s,1/p
p,q (M) and
F˜
s,1/p
p,q (M) are indeed the endpoint case F s∞,q(M) and F˜ s∞,q(M) of the Triebel–Lizorkin spaces,
where p ∈ (0,∞), q ∈ (0,∞] and s ∈ R.
Let (M,ρ, µ) be the Euclidean space and L the Laplacian operator. In Section 7.1, we prove
that the Besov-type and the Triebel–Lizorkin-type spaces defined in this article coincide with those
spaces introduced by Yuan, Sickel and Yang [58], by using their heat semigroup characterizations.
Hence, the article here generalizes the work of [58] (see also [42, 43]).
Recall that Besov spaces and Triebel–Lizorkin spaces with smooth order smaller than 1 on RD-
spaces was studied systematically in [25]. It was asked as an open question in [27] whether these
spaces coincide with the ones introduced in [27]. In Section 7.2, we give an affirmative answer
to this question when smooth order is close to zero. To be precise, when τ = 0 and β0 = 2 in
(UE) and (HE), we show that the (quasi-)norms of the Besov and the Triebel–Lizorkin spaces
on RD-spaces defined in [25] coincide exactly with those in [27] when s is around zero. The proof
needs the discrete Caldero´n reproducing formula obtained in Section 6 and the corresponding one
on RD-spaces obtained in [25]. Thus, this article also generalizes both the works of [25] and [27].
We finally make some conventions on notation. Let N := {1, 2, . . .}, Z+ := {0}∪N, R+ := [0,∞),
and C+ := {a + ib : a > 0, b ∈ R}. Denote by C a positive constant depending at most on the
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parameters K, d, K∗, κ, c0, C∗, c∗, α0 and β0 appearing in (1.1) through (1.8), but the value of
C may be different on each occasion. Occasionally, we may write C := C(α, β, . . . ) which means
that C depends not only on the aforementioned parameters in (1.1) through (1.8) but also on the
parameters α, β, . . . . For any numbers s, t ∈ R, let (s ∨ t) := max{s, t} and (s ∧ t) := min{s, t}.
The notation A . B means A ≤ CB and, similarly, for A & B. If B . A . B, then write A ∼ B.
If an operator T is bounded from a (quasi)-Banach space X to a (quasi)-Banach space Y, then
we denote by ‖T ‖X→Y its operator norm. For notational simplicity, we let |E| := µ(E) for any
measurable set E ⊂M .
2 Smooth functional calculus
In this section, we give the smooth functional calculus induced by the heat kernels, pointwise
off-diagonal estimates, and the continuous Caldero´n reproducing formula. Some of ideas come
from the articles [9, 27] where the special case β0 = 2 was considered. For the completeness of the
article, we provide detailed proofs of these results for general β0.
2.1 Basic estimates related to metric measure spaces
For any δ, σ ∈ (0,∞), let
Dδ,σ(x, y) :=
1√|B(x, δ)| |B(y, δ)| 1[1 + δ−1ρ(x, y)]σ , x, y ∈M.
By (1.2) and B(x, δ) ⊂ B(y, δ + ρ(x, y)), we see that
Dδ,σ(x, y) ≤
√
K
|B(x, δ)|
1
[1 + δ−1ρ(x, y)]σ−d/2
, x, y ∈M.
Notice that the roles of x and y can be reversed in the above inequality. Furthermore, by (1.1)
and (1.3), we can deduce the estimates listed in the following lemma.
Lemma 2.1. (i) Let σ ∈ (d,∞). Then, for all δ ∈ (0,∞) and x ∈M ,
1
|B(x, δ)|
∫
M
1
[1 + δ−1ρ(x, y)]σ
dµ(y) ≤ K
1− 2d−σ ,∫
M
1
|B(y, δ)|[1 + δ−1ρ(x, y)]σ dµ(y) ≤
K2d
1− 2d−σ and
∫
M
Dδ,σ(x, y) dµ(y) ≤ K2
d
1− 2d−σ .
(ii) Let σ ∈ (d,∞). Then, for all s, t ∈ (0,∞) and x, y ∈M ,∫
M
Ds,σ(x, z)Dt,σ(z, y) dµ(z) ≤ K
2 2d+σ+1
1− 2d−σ max{(t
−1s)d, (s−1t)d}Ds∨t,σ(x, y).
Proof. For (i), by similarity, we only prove the third inequality in (i). Fix σ > d. Write∫
M
Dδ,σ(x, y) dµ(y) =
∞∑
j=0
∫
ρ(x,y)∼2jδ
1√|B(x, δ)| |B(y, δ)| 1[1 + δ−1ρ(x, y)]σ dµ(y),
where the notation ρ(x, y) ∼ 2jδ means that 2j−1δ ≤ ρ(x, y) < 2jδ when j ∈ N and that ρ(x, y) < δ
when j = 0. Then∫
M
Dδ,σ(x, y) dµ(y) ≤
∞∑
j=0
2−jσ
∫
ρ(x,y)<2jδ
1√|B(x, δ)| |B(y, δ)| dµ(y).
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For ρ(x, y) < 2jδ, using (1.2), we obtain
1√|B(x, δ)| |B(y, δ)| = 1√|B(x, δ)| |B(x, 2jδ)|
√
|B(x, 2jδ)|
|B(y, δ)| ≤
√
K2(j+1)d√|B(x, δ)| |B(x, 2jδ)| ,
and hence, by σ ∈ (d,∞),
∫
M
Dδ,σ(x, y) dµ(y) ≤
∞∑
j=0
2−jσ
√
K2(j+1)d
√
|B(x, 2jδ)|
|B(x, δ)| ≤ K2
d
∞∑
j=0
2−j(σ−d) =
K2d
1− 2d−σ .
The remaining two inequalities in (i) follow in a similar way.
To prove (ii), by symmetry, we may as well assume that s ≤ t. By (1.2), we have
Ds,σ(x, z) ≤ K(ts−1)dDt,σ(x, z), x, z ∈M.
Thus, ∫
M
Ds,σ(x, z)Dt,σ(z, y) dµ(z) ≤ K(ts−1)d
∫
M
Dt,σ(x, z)Dt,σ(z, y) dµ(z). (2.1)
Notice that any x, y, z ∈M satisfy ρ(z, x) ≥ 12ρ(x, y) or ρ(z, y) ≥ 12ρ(x, y). Therefore,∫
M
Dt,σ(x, z)Dt,σ(z, y) dµ(z)
≤ 1√|B(x, t)| |B(y, t)|
∫
ρ(z,x)≥ 12 ρ(x,y)
1
|B(z, t)|
1
[1 + t−1ρ(x, z)]σ[1 + t−1ρ(z, y)]σ
dµ(z)
+
1√|B(x, t)| |B(y, t)|
∫
ρ(z,y)≥ 12 ρ(x,y)
· · · =: J1 + J2.
Since σ > d, from the second inequality in (i), we deduce that
J1 ≤ 1√|B(x, t)| |B(y, t)| 1[1 + (2t)−1ρ(x, y)]σ
∫
M
1
|B(z, t)|
1
[1 + t−1ρ(z, y)]σ
dµ(z)
≤ 2σ K2
d
1− 2d−σ Dt,σ(x, y).
Likewise, the same estimate also holds for J2. From these and (2.1), it follows the desired estimate
in (ii) under the assumption that s ≤ t, which completes the proof of Lemma 2.1.
The following conclusion is just [9, Proposition 2.9].
Lemma 2.2. Let δ ∈ (0,∞) and σ ∈ [d+1,∞). Assume that the kernels of the integral operators
U and V satisfy |U(x, y)| ≤ Dδ,σ(x, y) and |V (x, y)| ≤ Dδ,σ(x, y) for all x, y ∈ M . Then, for any
operator R which is bounded on L2(M), the operator URV is an integral operator with its kernel
satisfying
|URV (x, y)| ≤ ‖U(x, ·)‖L2(M)‖R‖L2(M)→L2(M)‖V (·, y)‖L2(M), x, y ∈M.
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2.2 Smooth functional calculus induced by the heat kernels
According to [34, Theorem 7.3], the doubling condition (1.1) and the assumption (UE) imply
that the Gaussian upper bound can be extended to the open right half-plane C+. Indeed, there
exist positive constants C and c such that, for all z := t + iu with t ∈ (0, 1] and u ∈ R, and all
x, y ∈M ,
|pz(x, y)| ≤ C
exp
(− c[ ρ(x,y)|z|1/β0 ] β0β0−1 cos θ)√
|B(x, t1/β0)| |B(y, t1/β0)|
, (2.2)
where θ := arg z. The positive constants C and c in (2.2) may depend on β0, C
∗ and c∗.
Lemma 2.3. Let k ∈ N and g : R→ C be such that |g(·)|(1 + | · |)k ∈ L1(R). Then there exists a
positive constant C, independent of g and k, such that, for all δ ∈ (0, 1] and x, y ∈M ,∣∣∣∣∫
R
g(u)pδβ0(1−iu)(x, y) du
∣∣∣∣ ≤ (Ck)k ‖g(·)(1 + | · |)k‖L1(R)Dδ,k(x, y).
Proof. For z := δβ0(1 − iu) with δ ∈ (0, 1] and u ∈ R, we have |z| ∼ δβ0(1 + |u|) and cos arg z ∼
[1 + |u|]−1. Thus, for a different small positive constant c′ ∈ (0, 1], which may depend on β0 and
the constant c in (2.2), we have
exp
−c [ρ(x, y)|z|1/β0
] β0
β0−1
cos θ
 ≤ exp
−c′ [ ρ(x, y)
δ(1 + |u|)
] β0
β0−1
 .
Let σ := k(β0 − 1)/β0. We use c′ ∈ (0, 1], together with the inequalities e−x ≤ (σe−1)σx−σ for
all x ∈ (0,∞) and (a + b)q ≤ 2q−1(aq + bq) for all a, b ∈ R+ and q ∈ [1,∞) to conclude that the
right-hand side of the above inequality is bounded by
ec
′
(σ(c′e)−1)σ
1 + [ ρ(x, y)
δ(1 + |u|)
] β0
β0−1
−σ ≤ e(σ(c′e)−1)σ2σ( β0β0−1−1) [1 + ρ(x, y)
δ
]−k
[1 + |u|]k .
Notice that e(σ(c′e)−1)σ2σ(
β0
β0−1
−1) ≤ (c˜ k)k, where c˜ is some positive constant independent of k.
From this and (2.2), it follows that∣∣∣∣∫
R
g(u)pδβ0(1−iu)(x, y) du
∣∣∣∣ ≤ (c˜ k)k [1 + ρ(x,y)δ ]−k√|B(x, δ)| |B(y, δ)|
∫
R
|g(u)|[1 + |u|]k du,
as desired.
Applying Lemma 2.3, we obtain the following result parallel to [9, Theorem 3.1], but invoking
the new parameter β0 ∈ [2,∞).
Lemma 2.4. Let k ∈ N and g : R → C be such that |ĝ(·)|(1 + | · |)k ∈ L1(R). For any δ ∈ (0, 1],
the operator g(δβ0L)e−δ
β0L is an integral operator whose kernel g(δβ0L)e−δ
β0L(x, y) satisfying
(i) for all x, y ∈M ,
|g(δβ0L)e−δβ0L(x, y)| ≤ (Ck)k ‖ĝ(·)(1 + | · |)k‖L1(R)Dδ,k(x, y),
where ĝ denotes the Fourier transform of g;
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(ii) when k > 2d, for all x, y, y′ ∈M with ρ(y, y′) ≤ δ,
|g(δβ0L)e−δβ0L(x, y)− g(δβ0L)e−δβ0L(x, y′)|
≤ (Ck)k ‖ĝ(·)(1 + | · |)k‖L1(R)
[
ρ(y, y′)
δ
]α0
Dδ,k(x, y);
(iii) for all x ∈M , ∫
M
g(δβ0L)e−δ
β0L(x, y) dµ(y) = g(0).
Here the positive constants C in (i) and (ii) depend only on K, α0, β0, C
∗ and c∗, but independent
of g, k, δ and x, y, y′.
Proof. In order to see that g(δβ0L)e−δ
β0L has a kernel, by [10, Theorem 6, p. 503] and the density
of L1(M) ∩ L2(M) in L2(M), we only need to prove that
|〈g(δβ0L)e−δβ0Lφ, ψ〉| ≤ C‖φ‖L1(M)‖ψ‖L1(M), φ, ψ ∈ L1(M) ∩ L2(M). (2.3)
Since L is self-adjoint and positive definite, by the spectral resolution {Eλ}λ≥0 of the operator L,
we have〈
g(δβ0L)e−δ
β0Lφ, ψ
〉
=
∫ ∞
0
g(δβ0λ)e−δ
β0λ d〈Eλφ, ψ〉 =
∫
R
ĝ(ξ)〈e−δβ0 (1−2πiξ)Lφ, ψ〉 dξ, (2.4)
where, in the penultimate step, to change the order of integration, we use Fubini’s theorem and∫ ∞
0
∫
R
|ĝ(ξ)e−δβ0λ+2πiξδβ0λ| dξ d|〈Eλφ, ψ〉| ≤ ‖ĝ‖L1(R)‖φ‖L2(M)‖ψ‖L2(M).
The operator e−δ
β0(1−2πiξ)L has a complex kernel pδβ0 (1−2πiξ)(x, y) and
|pδβ0(1−2πiξ)(x, y)| ≤ C
1√|B(x, δ)| |B(y, δ)| ≤ Cδ−d 1√|B(x, 1)| |B(y, 1)| ≤ Cδ−d <∞
by using (2.2), (1.2), δ ∈ (0, 1] and (1.5), which implies that∫
M
∫
M
∫
R
|ĝ(ξ)pδβ0 (1−2πiξ)(x, y)||φ(y)||ψ(x)| dξ dµ(x) dµ(y) ≤ Cδ−d‖ĝ‖L1(R)‖φ‖L1(M)‖ψ‖L1(M).
From this and Fubini’s theorem, we continue to write (2.4) as follows:〈
g(δβ0L)e−δ
β0Lφ, ψ
〉
=
∫
M
∫
M
[∫
R
ĝ(ξ)pδβ0 (1−2πiξ)(x, y) dξ
]
φ(y)ψ(x) dµ(x) dµ(y).
The above argument implies that (2.3) holds true and the kernel of the operator g(δβ0L)e−δ
β0L is
g(δβ0L)e−δ
β0L(x, y) =
∫
R
ĝ(ξ)pδβ0 (1−2πiξ)(x, y) dξ. (2.5)
To prove (i), by (2.5), (2.2) and Lemma 2.3, we know that, for all x, y ∈M ,
|g(δβ0L)e−δβ0L(x, y)| ≤
∫
R
|ĝ(ξ)||pδβ0 (1−2πiξ)(x, y)| dξ ≤ (Ck)k ‖ĝ(·)(1 + | · |)k‖L1(R)Dδ,k(x, y),
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where the positive constant C is the one same as in the inequality of Lemma 2.3.
Now we prove (ii). Since g(δβ0L)e−δ
β0L = g(δβ0L)e−
1
2 δ
β0Le−
1
2 δ
β0L, we apply (i), (HE) and
Lemma 2.1(ii) to conclude that, for all x, y, y′ ∈M with ρ(y, y′) ≤ δ,
|g(δβ0L)e−δβ0L(x, y) − g(δβ0L)e−δβ0L(x, y′)|
≤
∫
M
|g(δβ0L)e− 12 δβ0L(x, z)||pδβ0/2(z, y)− pδβ0/2(z, y′)| dµ(z)
≤ C(K, d) (Ck)k ‖ĝ(·)(1 + | · |)k‖L1(R)
[
ρ(y, y′)
δ
]α0
Dδ,k(x, y),
where C(K, d) in the last inequality is a positive constant coming from Lemma 2.1(ii) and k > 2d.
Finally, we prove (iii). Since
∫
M
pt(x, y) dµ(y) = 1 for all x ∈ M , by the analytic continuation,
we know that
∫
M
pt+iu(x, y) dµ(y) = 1 for all x ∈ M and t+ iu ∈ C+. Thus, (2.5) gives us that,
for all x ∈M ,∫
M
g(δβ0L)e−δ
β0L(x, y) dµ(y) =
∫
M
∫
R
ĝ(ξ)pδβ0 (1−2πiξ)(x, y) dξ dµ(y) =
∫
R
ĝ(ξ) dξ = g(0).
This proves (iii) and hence finishes the proof of Lemma 2.4.
Remark 2.5. (i) Notice that the above two lemmas remain valid if k ∈ N therein is replaced by
σ ∈ [1,∞), but with the previous constants (Ck)k in the inequalities in (i) and (ii) of Lemma 2.4
replaced by (Cσ)σ .
(ii) For any k > 2d, as was proved in [9, p. 1017 and Remark 3.2], we have
‖ĝ(·)(1 + | · |)k‖L1(R) ≤ C2k
(
‖g‖L1(R) + ‖g(k+2)‖L1(R)
)
for some positive constant C independent of k and g.
Specially, as a corollary of Lemma 2.4, we easily obtain the following result; see [9, Corollary 3.3]
for the case β0 = 2.
Corollary 2.6. Let m ∈ Z+ and σ ∈ (0,∞). Then there exists a positive constant C := C(m,σ)
such that, for all δ ∈ (0, 1], the kernel of the operator (δβ0L)me−δβ0L satisfies
(i) for all x, y ∈M , |(δβ0L)me−δβ0L(x, y)| ≤ C Dδ,σ(x, y);
(ii) when σ > 2d, for all x, y, y′ ∈M with ρ(y, y′) ≤ δ,
|(δβ0L)me−δβ0L(x, y)− (δβ0L)me−δβ0L(x, y′)| ≤ C
[
ρ(y, y′)
δ
]α0
Dδ,σ(x, y).
Proof. Let θ ∈ C∞(R) such that supp θ ⊂ [−1,∞), 0 ≤ θ ≤ 1 and θ(λ) ≡ 1 on [0,∞). For
λ ∈ R, let g(λ) := λmθ(λ)e−λ. By Remark 2.5(ii), it is easy to show that ‖ĝ(·)(1 + | · |)σ‖L1(R) =:
C(m,σ) < ∞. Also, (δβ0L)me−δβ0L = 2mg(2−1δβ0L)e−2−1δβ0L, which, combined with Lemma
2.4(i) and (1.2), yields that, for all x, y ∈M ,
|(δβ0L)me−δβ0L(x, y)| = 2m|g(2−1δβ0L)e−2−1δβ0L(x, y)| ≤ C(m,σ)Dδ,σ(x, y).
This proves (i).
The proof for (ii) follows in a similar way, but using Lemma 2.4(ii), the details being omitted,
which completes the proof of Corollary 2.6.
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Let C∞c (R) be the space of all infinite differential functions with compact support. The following
lemma was presented in [27, Proposition 2.6] (see also [26, Theorem 2.3]).
Lemma 2.7. Let ǫ ∈ (0, 1]. Then there exists φ ∈ C∞c (R) satisfying the following conditions:
suppφ ⊂ [0, 2]; φ(m)(0) = 0 for all m ∈ N; φ ≡ 1 on [0, 1], or suppφ ⊂ [1/2, 2], or suppφ ⊂
[1/2, 2] and
∑∞
j=0 φ(2
−jt) = 1 for all t ∈ [1,∞); ‖φ‖L∞(R+) ≤ 1; ‖φ(k)‖L∞(R+) ≤ 8(16ǫ−1k1+ǫ)k
for all k ∈ N.
Using Lemmas 2.4 and 2.7, with slight modifications of the proofs of [9, Theorems 3.4], we
obtain the following result. Here we present the details of the proof because of the sensitivity
of the coefficient constants in the inequalities in (i) and (ii) below. When β0 = 2, such delicate
estimates were also given in [27, Theorem 3.1] by using the finite speed propagation property of the
heat kernel, which might fail when β0 6= 2, so we avoid to use it in the proof below.
Lemma 2.8. Let ǫ ∈ (0, 1], k ∈ N and k > 2d. Assume that f ∈ C2k+4(R+), supp f ⊂ [0, R] with
R ≥ 1, and f (2ν+1)(0) = 0 for ν ∈ {0, 1, . . . , k + 1}. Then the operator f(δβ0/2√L), δ ∈ (0, 1], is
an integral operator with kernel f(δβ0/2
√
L)(x, y) satisfying
(i) for all x, y ∈M , |f(δβ0/2√L)(x, y)| ≤ ckDδ, k(x, y), where
ck := c1(R
2/β0)2k+d+4(c2k
1+ǫ)2k+2
[
‖f‖L∞(R+) + ‖f (2k+4)‖L∞(R+) + max
0≤j≤k+2
|f (2j)(0)|
]
.
(ii) for all x, y, y′ ∈M such that ρ(y, y′) ≤ δ,
|f(δβ0/2
√
L)(x, y)− f(δβ0/2
√
L)(x, y′)| ≤ c′k
[
ρ(y, y′)
δ
]α0
Dδ, k(x, y),
where c′k := c3 ck R
2α0/β0 .
(iii) for all x ∈M , ∫
M
f(δβ0/2
√
L)(x, y) dµ(y) = f(0).
Here the positive constants c1, c2 and c3 in (i) and (ii) depend only on ǫ, d, K, α0, β0, C
∗ and c∗,
but independent of δ, f, R and k.
Proof. Without loss of generality, we may assume that R = 1; otherwise, we let h(λ) := f(Rλ)
and do the argument same as in the beginning of the proof of [9, Theorem 3.4].
Let R = 1. Due to Lemma 2.7, we choose an even smooth cut-off function η such that supp η ⊂
[−1, 1], η = 1 on [−1/2, 1/2], 0 ≤ η ≤ 1 and ‖η(k)‖L∞(R) ≤ C(Cǫk1+ǫ)k for all k ∈ N, where Cǫ is
a positive constant depending only on ǫ. Split f = f1 + f2, where
f1(λ) := η(λ
2)
k+2∑
j=0
f (2j)(0)
(2j)!
λ2j , λ ∈ [0, 1].
Write fi(λ) =: gi(λ
2)e−λ
2
, i ∈ {1, 2}. Then
g1(λ) = η(λ)e
λ
k+2∑
j=0
f (2j)(0)
(2j)!
λj
and, by the Taylor expansion formula, we see that
g2(λ) = e
λ
[1− η(λ)]
k+2∑
j=0
f (2j)(0)
(2j)!
λj +
(−1)2k+4
(2k + 4)!
∫ √λ
0
(t−
√
λ)2k+4f (2k+4)(t) dt
 .
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For i ∈ {1, 2}, by (i) and (ii) of Lemma 2.4 and Remark 2.5(ii), we obtain
|fi(δβ0/2
√
L)(x, y)| ≤ C(Ck)k
[
‖gi‖L1(R) + ‖g(k+2)i ‖L1(R)
]
Dδ,k(x, y)
and, when ρ(y, y′) ≤ δ,
|fi(δβ0/2
√
L)(x, y)− fi(δβ0/2
√
L)(x, y′)|
≤ C(Ck)k
[
‖gi‖L1(R) + ‖g(k+2)i ‖L1(R)
] [ρ(y, y′)
δ
]α0
Dδ, k(x, y),
where the positive constant C depends only on d, K, β0, α0, C
∗ and c∗. Observe that the functions
f, f1, f2, g1, g2 and η are all supported in [−1, 1]. Thus, to obtain (i) and (ii) of Lemma 2.8, we
only need to prove that, for i ∈ {1, 2},
‖gi‖L∞([0,1]) + ‖g(k+2)i ‖L∞([0,1])
≤ C(Ck1+ǫ)k+2
[
‖f‖L∞(R+) + ‖f (2k+4)‖L∞(R+) + max
0≤j≤k+2
|f (2j)(0)|
]
. (2.6)
Now we prove (2.6). Clearly, for any λ ∈ [0, 1], we have
|g1(λ)| ≤ e
{
max
0≤j≤k+2
|f (2j)(0)|
} k+2∑
j=0
1
(2j)!
≤ 2e max
0≤j≤k+2
|f (2j)(0)| (2.7)
and, by the fact supp f ⊂ [−1, 1], we see that
|g2(λ)| = |eλf(
√
λ)− g1(λ)| ≤ e‖f‖L∞(R) + 2e max
0≤j≤k+2
|f (2j)(0)|. (2.8)
It remains to estimate ‖g(k+2)i ‖L∞([0,1]), i ∈ {1, 2}. By Leibniz’s rule, we see that
g
(k+2)
1 (λ) = e
λ
k+2∑
N=0
N∑
i=0
(
k + 2
N
)(
N
i
)
η(N−i)(λ)
k+2∑
j=i
f (2j)(0)
(2j)!
(λj)(i),
which, combined with the properties of η, yields that, when λ ∈ [0, 1],
|g(k+2)1 (λ)| ≤ 2C(3Cǫk1+ǫ)k+2 max
0≤j≤k+2
|f (2j)(0)|,
by using the fact that
∑k+2
N=0
∑N
i=0
(
k+2
N
) (
N
i
)
= [1 + (1 + x)]k+2
∣∣∣
x=1
= 3k+2. Thus, we obtain
‖g(k+2)1 ‖L∞([0,1]) ≤ 2C(3Cǫk1+ǫ)k+2 max
0≤j≤k+2
|f (2j)(0)|. (2.9)
To estimate ‖g(k+2)2 ‖L∞([0,1]), via a little trivial calculations, we conclude that
g
(k+2)
2 (λ) = e
λ
k+2∑
N=0
N∑
i=0
(
k + 2
N
)(
N
i
)
[1− η(λ)](i)
k+2∑
j=N−i
f (2j)(0)
2j(j −N + i)! λ
j−N+i+1
+eλ
(−1)2k+4
(2k + 4)!
k+2∑
N=0
(
k + 2
N
)∫ √λ
0
dN (t−√λ)2k+4
dλN
f (2k+4)(t) dt =: J1 + J2.
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Using the properties of η, we find that
J1 ≤ C(3Cǫk1+ǫ)k+2 max
0≤j≤k+2
|f (2j)(0)|.
For J2, we use the following estimate (see [9, p. 1019]): for all F ∈ CN (R) and λ ∈ R,
dN
dλN
F (
√
λ) =
N∑
j=1
cjλ
−N+j/2F (j)(
√
λ), |cj | ≤ N !,
to conclude that, for all λ ∈ [0, 1],
J2 ≤ e‖f (2k+4)‖L∞(R)
k+2∑
N=0
(
k + 2
N
) N∑
j=1
N !
(2k + 5− j)! ≤ C(Ck)
k+2 ‖f (2k+4)‖L∞(R).
Combining the estimates of J1 and J2, we know that
‖g(k+2)2 ‖L∞([0,1]) ≤ C(Cǫk1+ǫ)k+2
[
sup
0≤j≤k+2
|f (2j)(0)|+ ‖f (2k+4)‖L∞(R)
]
. (2.10)
From (2.7), (2.8), (2.9) and (2.10), it follows (2.6). This finishes the proofs of (i) and (ii).
Finally, (iii) follows from Lemma 2.4(iii). Thus, we complete the proof of Lemma 2.8.
As a consequence of Lemmas 2.8 and 2.2, if we proceed as in the proof of [9, Theorem 3.7], then
we obtain properties of kernels of operators of the form f(
√
L), with f being some non-smooth
compactly supported function, the details of the proof being omitted.
Corollary 2.9. Let f be a bounded measurable function on R+ with supp f ⊂ [0, τβ0/2] for some
τ ≥ 1. Then f(√L) is an integral operator with kernel f(√L)(x, y) satisfying
|f(
√
L)(x, y)| ≤ C♭
‖f‖L∞(R)√|B(x, τ−1)| |B(y, τ−1)| , x, y ∈M
and, when x, y, y′ ∈M such that ρ(y, y′) ≤ τ−1,
|f(
√
L)(x, y)− f(
√
L)(x, y′)| ≤ C♭
[τρ(y, y′)]α0 ‖f‖L∞(R)√|B(x, τ−1)| |B(y, τ−1)| ,
where C♭ is a positive constant independent of τ , f and x, y, y
′ ∈M .
Using Lemma 2.8 and following the proof of [27, Theorem 3.4], we find the following properties
of the kernel of the operator f(δβ0/2
√
L), with f being some smooth function with fast decay at
infinity, the details of the proof being omitted.
Proposition 2.10. Let f ∈ C∞(R+) satisfy, for all ν ∈ Z+ and r ∈ (0,∞), there is a positive
constant Cν,r such that
f (2ν+1)(0) = 0, |f (ν)(λ)| ≤ Cν,r(1 + λ)−r for all λ ∈ (0,∞). (2.11)
Let σ ∈ (0,∞). Then, for any m ∈ Z+ and δ ∈ (0, 1], there exists a constant Cσ,m ∈ (1,∞) such
that the operator Lmf(δ
√
L) is an integral operator with kernel Lmf(δ
√
L)(x, y) satisfying:
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(i) for all x, y ∈M ,
|Lmf(δβ0/2
√
L)(x, y)| ≤ Cσ,m δ−β0mDδ,σ(x, y); (2.12)
(ii) for all x, y, y′ ∈M such that ρ(y, y′) ≤ δ,
|Lmf(δβ0/2
√
L)(x, y)− Lmf(δβ0/2
√
L)(x, y′)| ≤ Cσ,m δ−β0m
[
ρ(y, y′)
δ
]α0
Dδ,σ(x, y); (2.13)
(iii) for all x ∈M , ∫
M
f(δβ0/2
√
L)(x, y) dµ(y) = f(0).
Remark 2.11. (i) In (2.11), the condition f (2ν+1)(0) = 0 for all ν ∈ Z+ ensures that the function
f has an even extension to R. Conversely, any even function in the Schwartz class satisfies (2.11).
(ii) Notice that the constant Cσ,m in (2.12) and (2.13) depends also on the parameters K, α0,
β0, C
∗, c∗ and Cν,r in (2.11); but, for simplicity, we write only Cσ,m since, for most of the cases,
we care only the parameters σ and m. We point out that Cσ,m is independent of δ ∈ (0, 1].
For functions φ in Lemma 2.7, from Lemma 2.8 and Corollary 2.9, we deduce some nice prop-
erties of kernels of Lmφ(δβ0/2
√
L), via a slight modification of the proof of [27, Theorem 3.6] as
follows.
Proposition 2.12. Let ǫ ∈ (0, 1] and φ be a smooth function satisfying the conditions of Lemma
2.7. For any m ∈ N, there exist positive constants γ := γ(m, ǫ) and C♭γ,ǫ,m := C(γ, ǫ,m)
such that, for all δ ∈ (0, 1], the operator Lmφ(δβ0/2√L) is an integral operator with kernel
Lmφ(δβ0/2
√
L)(x, y) satisfying:
(i) for all x, y ∈M ,
|Lmφ(δβ0/2
√
L)(x, y)| ≤ C♭γ,ǫ,mδ−β0m
1√|B(x, δ)| |B(y, δ)| exp
{
−γ
[
ρ(x, y)
δ
] 1
10(1+ǫ)
}
;
(ii) for all x, y, y′ ∈M such that ρ(y, y′) ≤ δ,
|Lmφ(δβ0/2
√
L)(x, y) − Lmφ(δβ0/2
√
L)(x, y′)|
≤ C♭γ,ǫ,mδ−β0m
[
ρ(y, y′)
δ
]α0 1√|B(x, δ)| |B(y, δ)| exp
{
−γ
[
ρ(x, y)
δ
] 1
10(1+ǫ)
}
.
Proof. For φ as in Lemma 2.7, consider the function ψ(λ) := λ2mφ(λ) for all λ ∈ [0,∞). Since φ
satisfies the conditions of Lemma 2.7, it is easy to show that ‖ψ‖L∞(R) ≤ 22m and ‖ψ(k)‖L∞(R) ≤
Cm (ck)
k(1+ǫ) uniformly in k ∈ N for some positive constants Cm and c . A further calculation
leads to that, for the kernel ψ(δβ0/2
√
L)(x, y), the corresponding positive constant ck in Lemma
2.8(i) is controlled by C(ck)(4k+6)(1+ǫ), where C and c are positive constants depending on ǫ and
m, but independent of δ and x, y ∈ M . Thus, by Lemma 2.8(i), we know that, for all k ∈ N and
x, y ∈M ,
|ψ(δβ0/2
√
L)(x, y)| ≤ C (ck)
(4k+6)(1+ǫ)√|B(x, δ)| |B(y, δ)| [1 + δ−1ρ(x, y)]k .
Observe that (4k + 6)(1 + ǫ) ≤ 10k(1 + ǫ) for all k ∈ N. Thus, when δ−1ρ(x, y) ≥ e(ck)10(1+ǫ) =:
c∗k10(1+ǫ), we have
|ψ(δβ0/2
√
L)(x, y)| ≤ C e
−k√|B(x, δ)| |B(y, δ)| .
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When δ−1ρ(x, y) ≥ 220c∗, there exists k ∈ N such that k − 1 ≤ [ρ(x,y)c∗ δ ]
1
10(1+ǫ) < k, which further
implies that
|ψ(δβ0/2
√
L)(x, y)| ≤ C
exp
(
−[ρ(x,y)c∗ δ ]
1
10(1+ǫ)
)
√|B(x, δ)| |B(y, δ)| .
When δ−1ρ(x, y) < 220c∗, we use Corollary 2.9 to conclude that
|ψ(δβ0/2
√
L)(x, y)| ≤ C♭‖ψ‖L∞(R)√|B(x, δ)| |B(y, δ)| ≤ C
exp
(
−[ρ(x,y)c∗ δ ]
1
10(1+ǫ)
)
√|B(x, δ)| |B(y, δ)| .
Combining the last two formulae and noticing that δβ0mLmφ(δβ0/2
√
L) = ψ(δβ0/2
√
L), we obtain
the desired estimate in (i).
The Ho¨lder continuity in (ii) follows in a similar manner, but using the constant c′k associated
to ψ(δβ0/2
√
L)(x, y) in Lemma 2.8(ii). This finishes the proof of Proposition 2.12.
When µ(M) <∞, we use D(M) to denote the test function space which consists of all functions
φ ∈ ∩m∈Z+Dom(Lm) with topology induced by Pm(φ) := ‖Lmφ‖L2(M) for all m ∈ Z+. Let x0 be
some fixed point in M . When µ(M) = ∞, the test function space D(M) consists of all functions
φ ∈ ∩mDom(Lm) such that, for all m, ℓ ∈ Z+,
Pm,ℓ(φ) := sup
x∈M
[1 + ρ(x, x0)]
ℓ|Lmφ(x)| <∞.
No matter µ(M) is finite or not, the distribution space D′(M) is defined to be the set of all
continuous linear functionals on D(M). We use 〈f, φ〉 to denote the pairing between f ∈ D′(M)
and φ ∈ D(M). If both f and φ are in L2(M), then 〈f, φ〉 is understood in the following way:
〈f, φ〉 =
∫
M
f(x)φ(x) dµ(x).
Due to Proposition 2.10, the proofs of [27, Propositions 5.2(a) and 5.4(a)] imply the following
conclusions, the details being omitted.
Proposition 2.13. (i) For any even function φ ∈ S(R), the kernel φ(√L)(x, y) of the operator
φ(
√
L) belongs to D(M) as a function of x or y.
(ii) If µ(M) < ∞, then f ∈ D′(M) if and only if there exist m0 ∈ Z+ and Cm0 ∈ (0,∞) such
that
|〈f, φ〉| ≤ Cm0 max
0≤m≤m0
Pm(φ) for all φ ∈ D(M).
(iii) If µ(M) = ∞, then f ∈ D′(M) if and only if there exist ℓ0, m0 ∈ Z+ and Cm0,ℓ0 ∈ (0,∞)
such that
|〈f, φ〉| ≤ Cm0,ℓ0 max
0≤m≤m0, 0≤ℓ≤ℓ0
Pm,ℓ(φ) for all φ ∈ D(M).
Let δ ∈ (0, 1). Assume that there exists a positive constant c such that the pair of functions
(Φ0,Φ) in C
∞(R+) satisfies
suppΦ0 ⊂ [0, δ−β0/2], Φ(2ν+1)0 (0) = 0 for all ν ∈ Z+, |Φ0(λ)| ≥ c for λ ∈ [0, δ−3β0/8] (2.14)
and
suppΦ ⊂ [δβ0/2, δ−β0/2], |Φ(λ)| ≥ c for λ ∈ [δ3β0/8, δ−3β0/8]. (2.15)
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For all j ∈ N and λ ∈ R+, let
Φj(λ) := Φ(δ
jβ0/2λ). (2.16)
According to [15, Lemma 6.10] (see also [4, p. 1487, (3.20)]), there exist functions (Φ˜0, Φ˜) ∈
C∞(R+) satisfying (2.14) and (2.15) such that
∞∑
j=0
Φ˜j(λ)Φj(λ) = 1 for all λ ∈ R+,
where Φ˜j for j ≥ 1 is defined as in (2.16). Based on the proof of [15, Lemma 6.10], if Φ0 and
Φ are required to be nonnegative, then Φ˜0 and Φ˜ are also nonnegative. By Proposition 2.10,
every Φj(
√
L) is an integral operator with kernel Φj(
√
L)(x, ·) ∈ D(M) for any given x ∈ M , so
that it makes sense to consider Φj(
√
L)f(x) := 〈f, Φj(
√
L)(x, ·)〉 for all f ∈ D′(M) and x ∈ M .
Consequently, by [27, Proposition 5.5(b)], for all f ∈ D′(M) (or f ∈ Lp(M) with p ∈ [1,∞), or
f ∈ D(M)), we have
f =
∞∑
j=0
Φ˜j(
√
L)Φj(
√
L)f =
∞∑
j=0
Φj(
√
L)Φ˜j(
√
L)f in D′(M) (or Lp(M) or D(M)). (2.17)
This is usually called the continuous Caldero´n reproducing formula. As was seen from the articles
[4, 14, 15, 58] (see also [42, 43]), the Caldero´n reproducing formula and the following almost
orthogonal estimates serve as powerful tools in the study for function spaces.
Proposition 2.14. Let δ ∈ (0, 1). Assume that (Φ0,Φ) and (Ψ0,Ψ) satisfy (2.14) and (2.15),
respectively. For any j ∈ N, define Φj and Ψj as in (2.16). Then, for any m ∈ Z+ and σ > d,
there exists a constant Cσ,m ∈ (1,∞) such that, for all j, k ∈ N and x, y ∈M ,∣∣∣(Φj(√L)Ψk(√L))(x, y)∣∣∣ ≤ Cσ,mδ|k−j|(mβ0−d)Dδk∧j ,σ(x, y). (2.18)
Proof. If k = j, then (2.18) follows from Proposition 2.10(i) and Lemma 2.1(ii). By symmetry, it
suffices to show (2.18) for k > j. When j > 0, the functional calculus gives us that
Φj(
√
L)Ψk(
√
L) = (ΦjΨk)(
√
L) = δ(k−j)mβ0φj(
√
L)ψk(
√
L),
where φj(
√
λ) := (δjβ0/2
√
λ)2mΦ(δjβ0/2
√
λ) and ψk(
√
λ) := (δkβ0/2
√
λ)−2mΨ(δkβ0/2
√
λ). Then,
Proposition 2.10(i) implies that |φj(
√
L)(x, y)| . Dδj ,σ(x, y) and |ψk(
√
L)(x, y)| . Dδk,σ(x, y)
uniformly in j, k ∈ Z+ and x, y ∈M . Applying σ ∈ (d,∞) and Lemma 2.1(ii), we conclude that∣∣∣(φj(√L)ψk(√L))(x, y)∣∣∣ . ∫
M
Dδj ,σ(x, u)Dδk,σ(u, y) dµ(u) . δ
(j−k)dDδj ,σ(x, y).
Consequently, for all x, y ∈M ,
|Φj(
√
L)Ψk(
√
L)(x, y)| . δ(k−j)(mβ0−d)Dδj ,σ(x, y).
A similar argument as above also implies the desired result for j = 0, the details being omitted.
This finishes the proof of Proposition 2.14.
Remark 2.15. In the hypothesis of Proposition 2.14, instead of assuming that (Φ0,Φ) satisfy
(2.14) and (2.15), we may assume that Φ0 and Φ are smooth functions satisfy (2.11), then the
proof of Proposition 2.14 implies that (2.18) remains valid when k ≥ j.
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3 Besov-type and Triebel–Lizorkin-type spaces
We first recall Christ’s dyadic cubes (see [6]) on the space of homogeneous type. Such dyadic
cubes retain most of the properties of the dyadic cubes in the Euclidean space.
Lemma 3.1. Let (M,ρ, µ) be a space of homogeneous type. Then there exist a collection Q :=
{Qjα ⊂ M : j ∈ Z, α ∈ Ij} of open subsets, where Ij is some index set, and positive constants
δ ∈ (0, 1) and C♮ > c♮ such that
(i) for each fixed j ∈ Z, µ(M \⋃αQjα) = 0 and Qjα ∩Qjβ = ∅ if α 6= β;
(ii) for any α, β, j, ℓ with ℓ ≥ j, either Qℓβ ⊂ Qjα or Qℓβ ∩Qjα = ∅;
(iii) for each (j, α) and each ℓ < j, there is a unique β such that Qjα ⊂ Qℓβ;
(iv) diamQjα := supx, y∈Qjα d(x, y) ≤ C♮ δj and each Qjα contains some ball B(zjα, c♮δj), where
zjα ∈M .
In what follows, we always use δ to denote the constant same as in Lemma 3.1. Then any Christ
dyadic cube Qkα with k ∈ Z and α ∈ Ik has diameter roughly δk.
Definition 3.2. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞]. Let δ ∈ (0, 1) be as in Lemma 3.1. Assume
that (Φ0,Φ) in C
∞(R+) satisfy (2.14) and (2.15). For j ∈ N, define Φj as in (2.16).
(i) Let p ∈ (0,∞]. The Besov-type space Bs,τp,q (M) is defined to be the collection of all f ∈ D′(M)
such that
‖f‖Bs,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
j=k∨0
[ ∫
Qkα
|δ−jsΦj(
√
L)f(x)|p dµ(x)
]q/p}1/q
<∞
with a usual modification made when p = ∞ or q = ∞. The Besov-type space B˜s,τp,q (M) is
defined to be the collection of all f ∈ D′(M) such that
‖f‖B˜s,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
j=k∨0
[ ∫
Qkα
|B(x, δj)|−sp/d|Φj(
√
L)f(x)|p dµ(x)
]q/p}1/q
<∞
with a usual modification made when p =∞ or q =∞.
(ii) Let p ∈ (0,∞). The Triebel–Lizorkin-type space F s,τp,q (M) is defined to be the collection of
all f ∈ D′(M) such that
‖f‖F s,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{∫
Qkα
[ ∞∑
j=k∨0
|δ−jsΦj(
√
L)f(x)|q
]p/q
dµ(x)
}1/p
<∞
with a usual modification made when q = ∞. The Triebel–Lizorkin-type space F˜ s,τp,q (M) is
defined to be the collection of all f ∈ D′(M) such that
‖f‖F˜ s,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{∫
Qkα
[ ∞∑
j=k∨0
|B(x, δj)|−sq/d|Φj(
√
L)f(x)|q
]p/q
dµ(x)
}1/p
<∞
with a usual modification made when q =∞.
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Remark 3.3. (i) For p = q ∈ (0,∞), we have Bs,τp,p(M) = F s,τp,p (M) and B˜s,τp,p(M) = F˜ s,τp,p (M).
(ii) In general, even when τ = 0, the spaces Bs,τp,q (M) and B˜
s,τ
p,q (M) may not coincide with each
other, unless (M,ρ, µ) is an Ahlfors d-regular metric measure space (that is, µ(B(x, r)) ∼ rd for
all x ∈M and r > 0). Neither do F s,τp,q (M) and F˜ s,τp,q (M).
Remark 3.4. When µ(M) =∞ and τ ∈ (−∞, 0), it is easy to see that
Bs,τp,q (M) = F
s,τ
p,q (M) = B˜
s,τ
p,q (M) = F˜
s,τ
p,q (M) = {0}.
But, when µ(M) <∞ and τ ∈ (−∞, 0), it holds true that
Bs,τp,q (M) = B
s
p,q(M), B˜
s,τ
p,q (M) = B˜
s
p,q(M), F
s,τ
p,q (M) = F
s
p,q(M), F˜
s,τ
p,q (M) = F˜
s
p,q(M).
No matter µ(M) is finite or not, when τ = 0, it always holds true that
Bs,0p,q(M) = B
s
p,q(M), B˜
s,0
p,q(M) = B˜
s
p,q(M), F
s,0
p,q (M) = F
s
p,q(M), F˜
s,0
p,q (M) = F˜
s
p,q(M).
When τ ∈ (1/p,∞), in Proposition 4.9 below, we show that
Bs,τp,q (M) = F
s,τ
p,q (M) = B
s+dτ−d/p
∞,∞ (M) and B˜
s,τ
p,q (M) = F˜
s,τ
p,q (M) = B˜
s+dτ−d/p
∞,∞ (M).
Thus, when τ ∈ (0, 1/p], Definition 3.2 gives new scales of function spaces. Especially, when
τ = 1/p, it is proved in Theorem 6.8 below that F
s,1/p
p,q (M) and F˜
s,1/p
p,q (M) are respectively the
endpoint cases of the Triebel–Lizorkin spaces F s∞,q(M) and F˜ s∞,q(M).
4 Properties of Besov–Triebel–Lizorkin-type spaces
In this section, we first prove some estimates for the Peetre maximal function. As an application,
we establish some embedding properties of Besov-type and Triebel–Lizorkin-type spaces, and then
we identify Besov-type and Triebel–Lizorkin-type spaces with the smooth index in different ranges.
4.1 Peetre maximal functions
An important tool to deal with Besov-type and Triebel–Lizorkin-type spaces is the following
Peetre maximal function (see also [32]).
Definition 4.1. Let P0, P be even functions in S(R) such that |P0| ≥ c on [0, b−β0/2] and |P | ≥ c
on [bβ0/2, b−β0/2], where b ∈ (0, 1) and c is a positive constant. For ℓ ∈ N, let
Pℓ(λ) := P (b
ℓβ0/2λ), λ ∈ R+.
Let f ∈ D′(M). For any ℓ ∈ Z+, a ∈ (0,∞) and γ ∈ R, the Peetre maximal function [Pℓ(
√
L)]∗a,γf
is defined by
[Pℓ(
√
L)]∗a,γf(x) := sup
y∈M
|B(y, bℓ)|γ |Pℓ(
√
L)f(y)|
[1 + b−ℓρ(x, y)]a
, x ∈M.
When γ = 0, we simply write [Pℓ(
√
L)]∗a,γ as [Pℓ(
√
L)]∗a.
The assumptions on P0 and P imply that the kernel of Pℓ(
√
L) satisfies (2.12) and (2.13), so that
Pℓ(
√
L)f(y) is well defined for all f ∈ D′(M) and y ∈ M . Define the Hardy-Littlewood maximal
operator M as follows: for all g ∈ L1loc (M) and x ∈M ,
Mg(x) := sup
B∋x
1
|B|
∫
B
|g(y)| dµ(y),
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where the supremum is taken over all balls B ⊂M containing x. If r ∈ (0,∞), then we define
Mrg(x) := [M(|g|r)(x)]1/r , x ∈M.
It is known that M is bounded on Lp(M) when p ∈ (1,∞]; see [7, 8]. The following proposi-
tion shows that the Peetre maximal function can be controlled by the Hardy-Littlewood maximal
operator M. Its proof relies on the Caldero´n reproducing formula in (2.17) and the off-diagonal
estimates in Proposition 2.14.
Proposition 4.2. Let ν, r ∈ (0,∞) and γ ∈ R. Fix x ∈ Qkα with k ∈ Z and α ∈ Ik. For any
f ∈ D′(M) and ℓ ∈ Z+, the Peetre maximal function [Pℓ(
√
L)]∗ν+d/r,γf(x) defined in Definition
4.1 satisfies the following estimate:
[Pℓ(
√
L)]∗ν+d/r,γf(x)
≤ C
∞∑
j=ℓ
∞∑
i=0
b(j−ℓ)νbiνMr
(
|B(·, bj)|γ |Pj(
√
L)f |χB(zkα,bℓ−i+diamQkα)
)
(x), (4.1)
where C := C(b, ν, r, γ) is a positive constant independent of ℓ, x, k, α and f .
Compared with [27, Lemma 6.4], the advantage of (4.1) lies in that it is true for general dis-
tributions. Also, (4.1) is more delicate due to the existence of the characteristic function in the
maximal function of its right-hand side.
To prove Proposition 4.2, we begin with two technical lemmas.
Lemma 4.3. Let b ∈ (0, 1), σ ∈ (d,∞) and g ∈ L1loc (M). Then, for all j ∈ Z, and x ∈ Qkα with
k ∈ Z and α ∈ Ik,∫
M
|g(y)|
|B(y, bj)|[1 + b−jρ(x, y)]σ dµ(y) ≤ C
∞∑
i=0
bi(σ−d)M(gχB(zkα,bj−i+diamQkα))(x), (4.2)
where C is a positive constant independent of k, j, x and g.
Proof. Denote by J the left-hand side of (4.2). Obviously,
J =
∞∑
i=0
∫
ρ(x,y)∼bj−i
1
|B(y, bj)|
|g(y)|
[1 + b−jρ(x, y)]σ
dµ(y) =:
∞∑
i=0
Ji,
where the symbol ρ(x, y) ∼ bj−i means that bj−i+1 ≤ ρ(x, y) < bj−i for i ≥ 1 and that ρ(x, y) < bj
for i = 0. For any i ∈ Z+, by the fact x ∈ Qkα and (1.2), we see that
Ji . b
i(σ−d)M (gχB(zkα,bj−i+diamQkα)) (x).
Thus, (4.2) holds true, which completes the proof of Lemma 4.3.
Lemma 4.4. Let b ∈ (0, 1) and {Pk(
√
L)}k∈Z+ be as in Definition 4.1. Then, for any r ∈ (0,∞),
σ ∈ (d,∞) and N ∈ (d/β0,∞), there exists a positive constant C := C(r, σ,N) such that, for all
k ∈ Z+, f ∈ D′(M) and x ∈M ,
|Pk(
√
L)f(x)|r ≤ C
∞∑
j=k
b(j−k)[Nβ0(r∧1)−d]
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|r
[1 + b−kρ(x, z)]σ(r∧1)
dµ(z). (4.3)
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Proof. Fix ℓ ∈ Z+. Choose a nonnegative even function Φ0 ∈ C∞c (R) such that suppΦ0 ⊂
[−b−β0/2, b−β0/2] and Φ0(λ) = 1 when λ ∈ [−1, 1]. Define Φ(λ) := Φ0(λ) − Φ0(b−β0/2λ) for all
λ ∈ R+. Notice that Φ satisfies (2.15) with δ = b there. For any j ∈ N, define Φj(·) = Φ(bjβ0/2·).
Then
Φ0(b
ℓβ0/2λ) +
∞∑
j=ℓ+1
Φj(λ) ≡ 1, λ ∈ R+.
For ℓ ∈ N, define Ψ˜ℓ(·) := Φ0(bℓβ0/2·) and Ψ := Φ/P . The assumption on P (see Definition 4.1)
implies that Ψ is well defined and it satisfies (2.15). Moreover,
Ψ˜ℓ(λ) +
∞∑
j=ℓ+1
Ψj(λ)Pj(λ) = 1, λ ∈ R+, (4.4)
where Ψj(·) := Ψ(bjβ0/2·) for all j ∈ N. Based on (4.4) and (2.17), we see that
Pℓ(
√
L)f = Ψ˜ℓ(
√
L)Pℓ(
√
L)f +
∞∑
j=ℓ+1
Pℓ(
√
L)Ψj(
√
L)Pj(
√
L)f in D′(M).
Since Ψ0 is an even Schwartz function, we apply Proposition 2.10(i) to conclude that, for all
x, y ∈M ,
|Ψ˜ℓ(
√
L)(x, y)| = |Φ0(bℓβ0/2
√
L)(x, y)| . Dbℓ,σ+d/2(x, y).
Further, by Proposition 2.14 and Remark 2.15, we see that, for any j ≥ ℓ+ 1 and x, y ∈M ,
|Pℓ(
√
L)Ψj(
√
L)(x, y)| . b(j−ℓ)(Nβ0−d)Dbℓ,σ+d/2(x, y).
Consequently, for all ℓ ∈ Z+ and x ∈M , we have
|Pℓ(
√
L)f(x)| .
∞∑
j=ℓ
b(j−ℓ)(Nβ0−d)
∫
M
1
|B(y, bℓ)|
|Pj(
√
L)f(y)|
[1 + b−ℓρ(x, y)]σ
dµ(y). (4.5)
Thus, the estimate (4.3) for r = 1 is proved.
When r ∈ (1,∞), Ho¨lder’s inequality and Lemma 2.1(i) imply that, if we choose σ > d, then∫
M
1
|B(z, bℓ)|
|Pj(
√
L)f(z)|
[1 + b−ℓρ(x, z)]σ
dµ(z) .
{∫
M
1
|B(z, bℓ)|
|Pj(
√
L)f(z)|r
[1 + b−ℓρ(x, z)]σ
dµ(z)
}1/r
.
Inserting this into (4.5), we then apply Ho¨lder’s inequality, the facts Nβ0 > d and b ∈ (0, 1) to
conclude that, for all x ∈M ,
|Pℓ(
√
L)f(x)|r .
∞∑
j=ℓ
b(j−ℓ)(Nβ0−d)
∫
M
1
|B(z, bℓ)|
|Pj(
√
L)f(z)|r
[1 + b−ℓρ(x, z)]σ
dµ(z).
Hence, (4.3) holds true for r ∈ (1,∞).
To prove (4.3) for r ∈ (0, 1), we define
N(x, k) := sup
ℓ≥k
sup
y∈M
b(ℓ−k)Nβ0
|Pℓ(
√
L)f(y)|
[1 + b−kρ(x, y)]σ
, x ∈M, k ∈ Z+.
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If ℓ ≥ k, then |B(z, bℓ)| ≥ b(ℓ−k)d|B(z, bk)| and [1 + b−kρ(x, y)][1 + b−ℓρ(y, z)] ≥ 1 + b−kρ(x, z) for
all x, y, z ∈M . From this and (4.5), it follows that, for all ℓ ≥ k and x, y ∈M ,
|Pℓ(
√
L)f(y)|
[1 + b−kρ(x, y)]σ
.
∞∑
j=ℓ
b(j−ℓ)Nβ0b(k−j)d
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|
[1 + b−kρ(x, z)]σ
dµ(z),
which, together with the definition of N(x, k), further implies that
N(x, k) . [N(x, k)]
1−r
∞∑
j=k
b(j−k)[Nβ0r−d]
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|r
[1 + b−kρ(x, z)]σr
dµ(z).
If we have proved that N(x, k) <∞, then
|Pk(
√
L)f(x)|r ≤ [N(x, k)]r .
∞∑
j=k
b(j−k)[Nβ0r−d]
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|r
[1 + b−kρ(x, z)]σr
dµ(z), (4.6)
as desired.
It remains to prove N(x, k) < ∞ for all σ, N > 0. Consider first the case µ(M) < ∞. By
Proposition 2.13(ii), there exists some m0 ∈ N, depending on f , such that, for all y ∈M ,
|Pℓ(
√
L)f(y)| . max
0≤m≤m0
‖LmPℓ(·, y)‖L2(M).
For any σ˜ > d/2, it follows, from Proposition 2.10(i) and Lemma 2.1(i), that
‖LmPℓ(
√
L)(·, y)‖L2(M) . b
−β0mℓ
|B(y, bℓ)|1/2 ,
which further implies that, when σ > d/2 and N > m0 + d/(2β0),
N(x, k) . sup
ℓ≥k
sup
y∈M
max
0≤m≤m0
b(ℓ−k)Nβ0−β0mℓ
[1 + b−kρ(x, y)]σ |B(y, bℓ)|1/2 .
b−β0m0k
|B(x, bk)|1/2 <∞.
Now we consider the case µ(M) =∞. By Proposition 2.13(iii), there exist ℓ0, m0 ∈ N, depend-
ing on f , such that, for all y ∈M ,
|Pℓ(
√
L)f(y)| . max
0≤m≤m0, 0≤ν≤ℓ0
sup
z∈M
[1 + ρ(z, x0)]
ν |LmPℓ(
√
L)(z, y)|.
For any 0 ≤ m ≤ m0, it follows, from Proposition 2.10(i), that
|LmPℓ(
√
L)(z, y)| . b
−β0mℓ
|B(y, bℓ)|[1 + b−ℓρ(z, y)]ℓ0 .
b−ℓ(β0m0+d)
|B(y, 1)|[1 + ρ(z, y)]ℓ0
for all ℓ ∈ Z+ and z, y ∈M . Thus, for all y ∈M ,
|Pℓ(
√
L)f(y)| . b
−ℓ(β0m0+d)[1 + ρ(y, x0)]ℓ0
|B(y, 1)| .
Therefore, if σ ≥ ℓ0 + d and N ≥ m0 + d/β0, we have
N(x, k) . sup
ℓ≥k
sup
y∈M
b(ℓ−k)Nβ0−ℓ(β0m0+d)[1 + ρ(y, x0)]ℓ0
[1 + ρ(x, y)]σ|B(y, 1)| .
b−k(β0m0+d)[1 + ρ(x, x0)]ℓ0
|B(x, 1)| ,
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which is finite. Since ℓ0 and m0 depend on f , we have proved the boundedness of N(x, k) in both
cases µ(M) < ∞ and µ(M) = ∞ whenever σ > σ(f) and N > N(f) for some positive constants
σ(f) and N(f) depending on f . Further, invoking (4.5) and (4.6), we obtain, when σ > σ(f) and
N > N(f),
|Pk(
√
L)f(x)|r ≤ c(f)
∞∑
j=k
b(j−k)[Nβ0r−d]
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|r
[1 + b−kρ(x, z)]σr
dµ(z)
for a positive constant c(f) depending on f and for all k ∈ Z and x ∈ M . Observe that this
inequality holds true for all σ, N > 0 since its right-hand side decreases as σ and N increase. We
now use this fact to prove the boundedness of N(x, k) for all σ, N > 0. To be precise, by (1.2), we
have
[N(x, k)]r ≤ K c(f)
∞∑
j=k
b(j−k)[Nβ0r−d]
∫
M
1
|B(z, bk)|
|Pj(
√
L)f(z)|r
[1 + b−kρ(x, z)]σr
dµ(z),
which is finite; otherwise (4.3) holds trivially since its right-hand side is infinity. Altogether, we
proved that N(x, k) is finite for all σ, N > 0. This finishes the proof of Lemma 4.4.
Proof of Proposition 4.2. SinceMg ≤Mrg for all r ∈ [1,∞) and g ∈ L1loc (M), it suffices to prove
(4.1) for the case r ∈ (0, 1]. Fix r ∈ (0, 1]. For sufficiently large σ and N , by Lemma 4.4, we know
that, for all ℓ ∈ Z+ and x, y ∈M ,
|B(y, bℓ)|γr|Pℓ(
√
L)f(y)|r
[1 + b−ℓρ(x, y)]νr+d
.
∞∑
j=ℓ
b(j−ℓ)[Nβ0r−d]
∫
M
|B(y, bℓ)|γr
|B(z, bj)|γr
× |B(z, b
j)|γr|Pj(
√
L)f(z)|r
|B(z, bℓ)|[1 + b−ℓρ(x, y)]νr+d[1 + b−ℓρ(y, z)]σr dµ(z). (4.7)
From (1.2) and ℓ ≤ j, it follows that
|B(y, bℓ)|rγ
|B(z, bj)|rγ . b
(ℓ−j)dr|γ|[1 + b−ℓρ(y, z)]dr|γ|.
Choose σ and N such that σr > νr + d + dr|γ| and Nβ0r − d − dr|γ| > ν > 0. Then, by (4.7),
r ∈ (0, 1] and Ho¨lder’s inequality, we have
|B(y, bℓ)|γ |Pℓ(
√
L)f(y)|
[1 + b−ℓρ(x, y)]ν+d/r
.
∞∑
j=ℓ
b(j−ℓ)[Nβ0r−d−dr|γ|]
{∫
M
|B(z, bj)|rγ |Pj(
√
L)f(z)|r
|B(z, bℓ)|[1 + b−ℓρ(x, z)]νr+d dµ(z)
}1/r
.
Further, Lemma 4.3 and (Nβ0 + d/2)r − d− dr|γ| > ν imply that
|B(y, bℓ)|γ |Pℓ(
√
L)f(y)|
[1 + b−ℓρ(x, y)]ν+d/r
.
∞∑
j=ℓ
∞∑
i=0
b(j−ℓ)νbiνMr(|B(·, bj)|γ |Pj(
√
L)f |χB(zkα,bℓ−i+diamQkα))(x).
Taking the supremum over all y ∈ M and using the definition of [Pℓ(
√
L)]∗ν+d/r,γf(x), we obtain
(4.1). This proves Proposition 4.2.
In the proof of Proposition 4.2, instead of using Lemma 4.3, we use the fact that the left-hand
side of (4.2) can be controlled by Mg(x), then we easily obtain the following estimate, the details
being omitted.
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Corollary 4.5. Let ν, r ∈ (0,∞) and γ ∈ R. For all f ∈ D′(M), ℓ ∈ Z+ and x ∈ M , the Peetre
maximal function [Pℓ(
√
L)]∗ν+d/r,γf(x) defined in Definition 4.1 satisfies the following estimate:
[Pℓ(
√
L)]∗ν+d/r,γf(x) ≤ C
∞∑
j=ℓ
b(j−ℓ)νMr
(
|B(·, bj)|γ |Pj(
√
L)f |
)
(x), x ∈M,
where C := C(b, ν, r, γ) is a positive constant independent of ℓ, f and x.
Remark 4.6. When β0 = 2, the inequality in Corollary 4.5 was obtained in [27, Lemma 6.4], but
only for functions in the following spectral space
Σpλ(M) := {f ∈ Lp(M) : θ(
√
L)f = f for all θ ∈ C∞c (R+), θ ≡ 1 on [0, λ] }
with p ∈ [1,∞] and λ ∈ (0,∞), where C∞c (R+) denotes the space of all functions in C∞(R+) with
compact support. Here, when p =∞, L∞(M) is replaced by the space of uniformly continuous and
bounded functions on M . Clearly, Corollary 4.5 improves [27, Lemma 6.4], since it holds true for
all distributions.
4.2 Embedding properties
In what follows, if the function space X is continuously embedded into Y, then we write X →֒ Y.
For all s ∈ R, notice that Bs∞,∞(M) = Bs,0∞,∞(M) and B˜s∞,∞(M) = B˜s,0∞,∞(M). Moreover, for any
f ∈ D′(M),
‖f‖Bs
∞,∞(M)
∼ ‖f‖Bs,0∞,∞(M) ∼ sup
j∈Z+
sup
x∈M
δ−js|Φj(
√
L)f(x)|
and
‖f‖B˜s
∞,∞(M)
∼ ‖f‖B˜s,0∞,∞(M) ∼ sup
j∈Z+
sup
x∈M
|B(x, δj)|−s/d|Φj(
√
L)f(x)|
with equivalent positive constants independent of f , where Φj for j ∈ Z+ is as in Definition 3.2.
We start with the following embedding property, which was obtained in [43, Proposition 4.2] when
(M,ρ, µ) is the Euclidean space.
Proposition 4.7. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) If p ∈ (0,∞], then Bs,τp,q (M) →֒ Bs+dτ−d/p∞,∞ (M) and B˜s,τp,q (M) →֒ B˜s+dτ−d/p∞,∞ (M).
(ii) If p ∈ (0,∞), then F s,τp,q (M) →֒ Bs+dτ−d/p∞,∞ (M) and F˜ s,τp,q (M) →֒ B˜s+dτ−d/p∞,∞ (M).
Proof. Due to the similarity, we only consider embeddings of B˜s,τp,q (M) and F˜
s,τ
p,q (M). By the
Minkowski inequality, we know that
B˜s,τp,min{p,q}(M) →֒ F˜ s,τp,q (M) →֒ B˜s,τp,max{p,q}(M), (4.8)
which, together with the monotonicity of B˜s,τp,r (M) on r ∈ (0,∞], further implies that
B˜s,τp,q (M), F˜
s,τ
p,q (M) →֒ B˜s,τp,∞(M).
Thus, it suffices to prove that B˜s,τp,∞(M) →֒ B˜s+dτ−d/p∞,∞ (M). To this end, we let (Φ0,Φ) satisfy
(2.14) and (2.15), and f ∈ B˜s,τp,∞(M). Then
‖f‖B˜s,τp,∞(M) = sup
k∈Z, α∈Ik
sup
j≥(k∨0)
1
|Qkα|τ
[ ∫
Qkα
|B(x, δj)|−sp/d|Φj(
√
L)f(x)|p dµ(x)
]1/p
<∞,
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where Φj for j ∈ N is defined as in (2.16). By Lemma 4.4, for all k ∈ Z+ and x ∈M , we have
|B(x, δk)|−(s+dτ−d/p)/d|Φk(
√
L)f(x)|
.
{ ∞∑
j=k
δ(j−k)[Nβ0(p∧1)−d]
∫
M
|B(x, δk)|−sp/d−pτ+1
|B(z, δk)|
|Φj(
√
L)f(z)|p
[1 + δ−kρ(x, z)]σ(p∧1)
dµ(z)
}1/p
,
where σ and N are large numbers satisfying the hypothesis of Lemma 4.4, σ(p ∧ 1)− |s|p− pτd >
2d+ 1 and Nβ0(p ∧ 1)− d > |s|p+ 1. For all k ∈ Z+, j ≥ k and x, z ∈M , by (1.2), we find that
|B(x, δk)|−sp/d−pτ+1
|B(z, δk)|[1 + δ−kρ(x, z)]σ(p∧1) . δ
(k−j)|s|p |B(z, δj)|−sp/d
|B(z, δk)|τp[1 + δ−kρ(x, z)]d+1 ,
and hence
|B(x, δk)|−(s+dτ−d/p)/d|Φk(
√
L)f(x)| .
{ ∞∑
j=k
δj−k
∑
α∈Ik
inf
u∈Qkα
1
[1 + δ−kρ(x, u)]d+1
}1/p
‖f‖B˜s,τp,∞(M),
which implies that ‖f‖
B˜
s+dτ−d/p
∞,∞ (M)
. ‖f‖B˜s,τp,∞(M) if we observe that
∑∞
j=k δ
j−k . 1 and
∑
α∈Ik
inf
u∈Qkα
1
[1 + δ−kρ(x, u)]d+1
.
∑
α∈Ik
∫
Qkα
1
|B(z, δk)|[1 + δ−kρ(x, z)]d+1 dµ(z) . 1.
This proves B˜s,τp,∞(M) →֒ B˜s+dτ−d/p∞,∞ (M) and hence finishes the proof of Proposition 4.7.
Proposition 4.8. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) If p ∈ (0,∞], then D(M) →֒ Bs,τp,q (M) →֒ D′(M) and D(M) →֒ B˜s,τp,q (M) →֒ D′(M).
(ii) If p ∈ (0,∞), then D(M) →֒ F s,τp,q (M) →֒ D′(M) and D(M) →֒ F˜ s,τp,q (M) →֒ D′(M).
Proof. We only consider the case µ(M) =∞, since the proof for the case µ(M) <∞ follows in a
similar way. Let (Φ0,Φ) satisfy (2.14) and (2.15). Fix f ∈ D(M). Fix m, ℓ ∈ N (to be determined
later). For all j ∈ N and x ∈M , by Proposition 2.10(i) and Lemma 2.1(ii), we obtain
|Φj(
√
L)f(x)| . δj(β0m−d)[1 + ρ(x, x0)]−ℓPm,ℓ(f),
where x0 is some fixed point of M . For j = 0, the above estimate (4.9) remains true if we take
m = 0. Hence, for all j ∈ Z+ and x ∈M , we have
|Φj(
√
L)f(x)| . [Pm,ℓ(f) +P0,ℓ(f)] δj(β0m−d)[1 + ρ(x, x0)]−ℓ. (4.9)
Then, for any cube Qkα with k ∈ Z and α ∈ Ik,
J :=
1
|Qkα|τ
{ ∞∑
j=k∨0
[∫
Qkα
|B(x, δj)|−sp/d|Φj(
√
L)f(x)|p dµ(x)
]q/p}1/q
. [Pm,ℓ(f) +P0,ℓ(f)]
[ ∞∑
j=k∨0
δj(β0m−d)q
×
{
1
|Qkα|τp
∫
Qkα
|B(x, δj)|−sp/d[1 + ρ(x, x0)]−ℓp dµ(x)
}q/p]1/q
. (4.10)
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For all x ∈ Qkα, we have |Qkα| ∼ |B(x, δk)| & |B(x, δj)| and δjd[1 + ρ(x, x0)]−d . |B(x,δ
j)|
|B(x0,1)| .
[1 + ρ(x, x0)]
d, which implies that
|Qkα|−τp|B(x, δj)|−sp/d . |B(x, δj)|−τp−sp/d . δ−jdτp−j|s|p[1 + ρ(x, x0)]|s|p+dτp.
Inserting this estimate into (4.10), we conclude that
J . [Pm,ℓ(f) +P0,ℓ(f)]
[ ∞∑
j=k∨0
δjq[(β0m−d)−τd−|s|]
{∫
M
[1 + ρ(x, x0)]
−ℓp+|s|p+dτp dµ(x)
}q/p]1/q
,
which is controlled by a positive constant multiple of Pm,ℓ(f), provided that (β0m− d) > τd+ |s|
and ℓp − |s|p − dτp > d. This proves ‖f‖B˜s,τp,q(M) . [Pm,ℓ(f) + P0,ℓ(f)] and hence D(M) →֒
B˜s,τp,q (M). Similarly, we obtain D(M) →֒ Bs,τp,q (M). From these and (4.8), it follows that D(M) →֒
F s,τp,q (M) and D(M) →֒ F˜ s,τp,q (M).
To show the remaining parts of Proposition 4.8, by Proposition 4.7, we only need to prove that
Bs∞,∞(M), B˜s∞,∞(M) →֒ D′(M) for all s ∈ R. For all f ∈ D′(M) and φ ∈ D(M), by (2.17), we
have
〈f, φ〉 =
∞∑
j=0
〈Φj(
√
L)f, Φ˜j(
√
L)φ〉,
where (Φ˜0, Φ˜) satisfy (2.14) and (2.15), and Φ˜j with j ∈ N is defined as in (2.16). Given any
m, ℓ ∈ N such that mβ0 > d + |s| and ℓ > |s| + d, applying (4.9) to Φ˜j(
√
L)φ and Lemma 2.1(i),
we obtain
|〈f, φ〉| . [Pm,ℓ(φ) +P0,ℓ(φ)]‖f‖B˜s
∞,∞(M)
∞∑
j=0
δj(mβ0−d−|s|)
∫
M
1
|B(x0, 1)|[1 + ρ(x, x0)]ℓ−|s| dµ(x)
. [Pm,ℓ(φ) +P0,ℓ(φ)]‖f‖B˜s
∞,∞(M)
,
which gives B˜s∞,∞(M) →֒ D′(M). Similarly, Bs∞,∞(M) →֒ D′(M). This finishes the proof of
Proposition 4.8.
4.3 Classifications of Besov-type and Triebel–Lizorkin-type spaces
We first show that, when τ > 1/p, both Besov-type and Triebel–Lizorkin-type spaces coincide
with Besov spaces. Different from the corresponding result on Rn in [55], which was obtained via
the coincidences between the related sequence spaces and the frame characterizations, here we give
a more direct proof.
Proposition 4.9. Let τ ∈ (1/p,∞), s ∈ R and p, q ∈ (0,∞] (p <∞ for F s,τp,q (M) and F˜ s,τp,q (M)).
Then Bs,τp,q (M) = F
s,τ
p,q (M) = B
s+dτ−d/p
∞,∞ (M) and B˜s,τp,q (M) = F˜ s,τp,q (M) = B˜
s+dτ−d/p
∞,∞ (M) with
equivalent (quasi-)norms.
Proof. By similarity, we only prove B˜s,τp,q (M) = F˜
s,τ
p,q (M) = B˜
s+dτ−d/p
∞,∞ (M). Due to (4.8) and
Proposition 4.7, it suffices to prove B˜
s+dτ−d/p
∞,∞ (M) →֒ B˜s,τp,q (M). Let f ∈ B˜s+dτ−d/p∞,∞ (M) with norm
1. Then |B(x, δj)|−s/d−τ+1/p|Φj(
√
L)f(x)| ≤ 1 for all j ∈ Z+ and x ∈M . By (1.4), we have
sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
j=k∨0
[∫
Qkα
|B(x, δj)|−sp/d|Φj(
√
L)f(x)|p dµ(x)
]q/p}1/q
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. sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
j=k∨0
[
δ(j−k)κ(τp−1)
∫
Qkα
|B(x, δk)|τp−1 dµ(x)
]q/p}1/q
. 1,
where the last step follows from the fact |B(x, δk)| ∼ |Qkα| for all x ∈ Qkα. This proves
B˜s+dτ−d/p∞,∞ (M) →֒ B˜s,τp,q (M)
and hence finishes the proof of Proposition 4.9.
The proofs of the following two propositions are similar to those of [42, Section 3.2].
Proposition 4.10. Let τ ∈ [1/p,∞) and all other notation be as in Definition 3.2. Then the
supremum supk∈Z, α∈Ik in Definition 3.2 can be equivalently replaced by supk∈Z+, α∈Ik .
Proof. For any k ∈ Z, let gk := [
∑∞
j=k∨0 |B(·, δj)|−sq/d|Φj(
√
L)f |q]p/q. When k < 0, by (ii) and
(iv) of Lemma 3.1, we have
1
|Qkα|τp
∫
Qkα
|gk(x)| dµ(x) ≤
 ∑
{β∈I0:Q0β∩Qkα 6=∅}
|Q0β |
|Qkα|
τp sup
k∈Z+, α∈Ik
1
|Qkα|τp
∫
Qkα
|gk(x)| dµ(x)
. sup
k∈Z+, α∈Ik
1
|Qkα|τp
∫
Qkα
|gk(x)| dµ(x),
where, in the second step, we used the fact τp ≥ 1 and the well-known inequality: for all {aj}j∈N ⊂
C and r ∈ (0, 1], (∑j∈N |aj |)r ≤∑j∈N |aj |r. This implies that
‖f‖F˜ s,τp,q (M) . sup
k∈Z+
α∈Ik
1
|Qkα|τ
{∫
Qkα
[ ∞∑
j=k
|B(x, δj)|−sq/d|Φj(
√
L)f(x)|q
]p/q
dµ(x)
}1/p
.
The converse of this inequality is obvious. The equivalence for the spaces F s,τp,q (M), B˜
s,τ
p,q (M) and
B˜s,τp,q (M) follow from the same manner. This finishes the proof of Proposition 4.10.
Proposition 4.11. Let τ ∈ [0, 1/p) and all other notation be as in Definition 3.2. Then the
summation
∑∞
j=k∨0 in Definition 3.2 can be equivalently replaced by
∑∞
j=0.
Proof. By similarity, we only consider F˜ s,τp,q (M). It is enough to prove that, when k ∈ N,
J :=
1
|Qkα|τ
{∫
Qkα
[ k−1∑
j=0
|B(x, δj)|−sq/d|Φj(
√
L)f(x)|q
]p/q
dµ(x)
}1/p
. ‖f‖F˜ s,τp,q (M).
By Proposition 4.7, we know that F˜ s,τp,q (M) →֒ B˜s+dτ−d/p∞,∞ (M). Thus, to show the above desired
estimate, it suffices to prove that J . ‖f‖
B˜
s+dτ−d/p
∞,∞ (M)
. Indeed, using (1.4), we see that, for all
x ∈ Qkα and 0 ≤ j ≤ k − 1, |B(x, δj)| & δ(j−k)κ|B(x, δk)| ∼ δ(j−k)κ|Qkα|, which, combined with the
fact τ < 1/p, further implies that
J ≤ ‖f‖
B˜
s+dτ−d/p
∞,∞ (M)
1
|Qkα|τ
{∫
Qkα
[ k−1∑
j=0
|B(x, δj)|q(τ−1/p)
]p/q
dµ(x)
}1/p
. ‖f‖
B˜
s+dτ−d/p
∞,∞ (M)
.
This finishes the proof of Proposition 4.11.
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5 Equivalent characterizations
In this section, we characterize the Besov-type and the Triebel–Lizorkin-type spaces via the
Peetre maximal functions and the heat semigroups; see Theorems 5.2, 5.7 and 5.8 below, respec-
tively.
5.1 Peetre maximal function characterizations
For notational convenience, we introduce the following (quasi-)norms.
Definition 5.1. Let p, q ∈ (0,∞] and τ ∈ [0,∞). The space ℓq(Lpτ ) is defined to be the set of all
sequences {gj}j∈Z+ of measurable functions on M such that
‖{gj}j∈Z+‖ℓq(Lpτ ) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
j=k∨0
[∫
Qkα
|gj(x)|p dµ(x)
]q/p}1/q
<∞
with a suitable modification made when p =∞ or q =∞. The space Lpτ (ℓq) (only for p ∈ (0,∞))
is defined to be the set of all sequences {gj}j∈Z+ of measurable functions on M such that
‖{gj}j∈Z+‖Lpτ(ℓq) := sup
k∈Z
α∈Ik
1
|Qkα|τ
{∫
Qkα
[ ∞∑
j=k∨0
|gj(x)|q
]p/q
dµ(x)
}1/p
<∞
with a suitable modification made when q =∞.
With the notation in Definition 5.1, we rewrite the (quasi-)norms in Definition 3.2 as follows:
‖f‖Bs,τp,q(M) = ‖{δ−jsΦj(
√
L)f}j∈Z+‖ℓq(Lpτ), ‖f‖B˜s,τp,q(M) = ‖{|B(·, δj)|−s/dΦj(
√
L)f}j∈Z+‖ℓq(Lpτ ),
and
‖f‖F s,τp,q (M) = ‖{δ−jsΦj(
√
L)f}j∈Z+‖Lpτ (ℓq), ‖f‖F˜ s,τp,q (M) = ‖{|B(·, δj)|−s/dΦj(
√
L)f}j∈Z+‖Lpτ(ℓq).
Theorem 5.2. Let (Ψ0,Ψ) satisfy (2.14) and (2.15). For j ∈ N, define Ψj as in (2.16). Let s ∈ R
and [Ψj(
√
L)]∗af with a ∈ (0,∞) and j ∈ Z be defined as in Definition 4.1.
(i) Let τ ∈ [0,∞) and q ∈ (0,∞]. If p ∈ (0,∞] and a > d(τ + 1/p), then there exists a constant
C ∈ [1,∞) such that, for all f ∈ D′(M),
C−1‖f‖Bs,τp,q(M) ≤ ‖{δ−js[Ψj(
√
L)]∗af}j∈Z+‖ℓq(Lpτ) ≤ C‖f‖Bs,τp,q (M) (5.1)
and
C−1‖f‖B˜s,τp,q (M) ≤ ‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ ) ≤ C‖f‖B˜s,τp,q (M). (5.2)
(ii) Let τ ∈ [0,∞) and q ∈ (0,∞]. If p ∈ (0,∞) and a > d[τ + 1/(p ∧ q)], then there exists a
constant C ∈ [1,∞) such that, for all f ∈ D′(M),
C−1‖f‖F s,τp,q (M) ≤ ‖{δ−js[Ψj(
√
L)]∗af}j∈Z+‖Lpτ (ℓq) ≤ C‖f‖F s,τp,q (M) (5.3)
and
C−1‖f‖F˜ s,τp,q (M) ≤ ‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖Lpτ (ℓq) ≤ C‖f‖F˜ s,τp,q (M). (5.4)
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(iii) The spaces Bs,τp,q (M), B˜
s,τ
p,q (M), F
s,τ
p,q (M) and F˜
s,τ
p,q (M) are independent of the choices of the
functions (Φ0,Φ) satisfying (2.14) and (2.15).
The Peetre maximal function characterizations for Besov-type and Triebel–Lizorkin-type spaces
on Rn can be found in [54, 31]. To prove Theorem 5.2, we need the following estimates.
Lemma 5.3. Let ε ∈ (0, 1), σ ∈ (0,∞) and {εj}∞j=0 ⊂ [0, 1]. When σ ∈ (1,∞), assume that( ∞∑
j=0
|εj |εσ
′
)1/σ′
=: B <∞,
where σ′ denotes the conjugate index of σ. Then, for any sequence {aj}∞j=0 ⊂ C,( ∞∑
j=0
|εjaj |
)σ
≤ max{Bσ, 1}
∞∑
j=0
|εj|σ(1−ε)|aj |σ. (5.5)
Proof. If σ ∈ (0, 1], then (5.5) follows from the facts that every |εj| ≤ 1 and( ∞∑
j=0
|εj ||aj |
)σ
≤
∞∑
j=0
|εj |σ|aj |σ ≤
∞∑
j=0
|εj |σ(1−ε)|aj|σ.
If σ ∈ (1,∞), then Ho¨lder’s inequality implies that( ∞∑
j=0
|εjaj |
)σ
≤
( ∞∑
j=0
|εj|εσ
′
)σ/σ′ ∞∑
j=0
|εj |σ(1−ε)|aj |σ ≤ Bσ
∞∑
j=0
|εj |σ(1−ε)|aj |σ.
This finishes the proof of Lemma 5.3.
The following estimates were essentially established in [54, Lemma 2.3]; however we give a much
simpler proof here by using Lemma 5.3.
Lemma 5.4. Let b ∈ (0, 1), q ∈ (0,∞], τ ∈ [0,∞) and θ ∈ (dτ,∞). Suppose that {gm}m∈Z+ are
measurable functions on M . For all j ∈ Z+, let Gj :=
∑
m∈Z+ b
|m−j|θgm.
(i) If p ∈ (0,∞], then there exists a positive constant C, independent of {gm}m∈Z+, such that
‖{Gj}j∈Z+‖ℓq(Lpτ) ≤ C‖{gm}m∈Z+‖ℓq(Lpτ ).
(ii) If p ∈ (0,∞), then there exists a positive constant C, independent of {gm}m∈Z+, such that
‖{Gj}j∈Z+‖Lpτ (ℓq) ≤ C‖{gm}m∈Z+‖Lpτ(ℓq).
Proof. By similarity, we only prove (i). Let k ∈ Z and α ∈ Ik. Fix ǫ ∈ (0, 1). Applying Lemma
5.3 twice, we find that
Jkα :=
1
|Qkα|τ
{ ∞∑
j=k∨0
[ ∫
Qkα
∣∣∣∣ ∞∑
m=0
b|m−j|θgm(x)
∣∣∣∣p dµ(x)]q/p}1/q
.
1
|Qkα|τ
{ ∞∑
j=k∨0
∞∑
m=0
b|m−j|θq(1−ǫ)
2
[ ∫
Qkα
|gm(x)|p dµ(x)
]q/p}1/q
. (5.6)
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Split the summation
∑∞
m=0 in the last formula of (5.6) into
∑∞
m=k∨0 and
∑(k∨0)−1
m=0 , so the last
formula of (5.6) is controlled by the sum of the corresponding two terms, denoted by Jk,1α and J
k,2
α .
Clearly, by b ∈ (0, 1), we have
Jk,1α :=
1
|Qkα|τ
{ ∞∑
j=k∨0
∞∑
m=k∨0
b|m−j|θq(1−ǫ)
2
[∫
Qkα
|gm(x)|p dµ(x)
]q/p}1/q
. ‖{gm}m∈Z+‖ℓq(Lpτ ).
Notice that Jk,2α is void when k ≤ 0. If k > 0 and 0 ≤ m ≤ k − 1, then Qkα is covered by a
finite number of cubes, {Qmβ }β∈I , with #I . 1 uniformly in m. Any Qmβ must intersect Qkα, so
|Qmβ | . δ(m−k)d|Qkα|. Since b, δ ∈ (0, 1), there exists a unique k0 ∈ N such that δk0 ≤ b < δk0−1.
Since θ > dτ , we choose ǫ ∈ (0, 1) such that k0θ(1− ǫ)2 > dτ . Thus,
Jk,2α .
∑
β∈I
1
|Qkα|τ
{ ∞∑
j=k
k−1∑
m=0
b(j−m)θq(1−ǫ)
2
[∫
Qmβ
|gm(x)|p dµ(x)
]q/p} 1q
.
∑
β∈I
{ ∞∑
j=k
k−1∑
m=0
b(j−m)θq(1−ǫ)
2
δ(m−k)dτq
} 1
q
‖{gm}m∈Z+‖ℓq(Lpτ ) . ‖{gm}m∈Z+‖ℓq(Lpτ ).
This finishes the proof of Lemma 5.4.
Proof of Theorem 5.2. Observe that (iii) follows directly from (i), (ii) and the fact that, for all
j ∈ Z+, x ∈M , a ∈ (0,∞) and γ ∈ R,
|B(x, δj)|γ |Ψj(
√
L)f(x)| ≤ [Ψj(
√
L)]∗a,γf(x).
To obtain (i) and (ii), we only prove (5.2) and (5.4) since the proofs for (5.1) and (5.3) are similar
and easier.
Let k ∈ Z and j ≥ (k ∨ 0). Choose smooth even functions (Φ0,Φ) satisfying (2.14) and (2.15).
For j ∈ N, define Φj as in (2.16). With (Ψ0,Ψ) as in Theorem 5.2, there exist (Ψ˜0, Ψ˜) such that
the Caldero´n reproducing formula (2.17) holds true. Thus, for all f ∈ D′(M) and x ∈M ,
Φj(
√
L)f(x) =
∞∑
ℓ=0
∫
M
Φj(
√
L)Ψ˜ℓ(
√
L)(x, y)Ψℓ(
√
L)f(y) dµ(y) (5.7)
in D′(M), where Ψ˜ℓ(·) := Ψ˜(δℓβ0/2·) for all ℓ ∈ N. Since the kernel Φj(
√
L)Ψ˜ℓ(
√
L) is non-zero
only when suppΦj ∩ supp Ψ˜ℓ 6= ∅, the summation in (5.7) is only valid for ℓ satisfying |ℓ− j| ≤ 2.
For such ℓ, applying Proposition 2.10(i) and Lemma 2.1(ii) implies that, for any x, y ∈M ,
|Φj(
√
L)Φ˜ℓ(
√
L)(x, y)| .
∫
M
Dδj , σ(x, z)Dδℓ, σ(z, y) dµ(z) . Dδℓ, σ(x, y),
where we choose σ > |s|+ a+ d. Then, Lemma 2.1(i) tells us that, for all x ∈M ,
|B(x, δj)|−s/d|Φj(
√
L)f(x)|
. |B(x, δj)|−s/d
∑
ℓ≥0, |ℓ−j|≤2
∫
M
Dδℓ, σ(x, y)|Ψℓ(
√
L)f(y)| dµ(y) .
∑
ℓ≥0, |ℓ−j|≤2
[Ψℓ(
√
L)]∗a,−s/df(x).
Notice that the sum in ℓ has at most 5 terms. Thus, by Lemma 5.4, we conclude that
‖f‖B˜s,τp,q (M) = ‖{|B(·, δj)|−s/dΦj(
√
L)f}j∈Z+‖ℓq(Lpτ ) . ‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ ) (5.8)
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and
‖f‖F˜ s,τp,q (M) = ‖{|B(·, δj)|−s/dΦj(
√
L)f}j∈Z+‖Lpτ(ℓq) . ‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖Lpτ(ℓq). (5.9)
This proves the left-hand side inequalities in (5.2) and (5.4), respectively.
To obtain (5.2), we need to prove the converse of (5.8). Assuming, for the moment, that
‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ ) . ‖{|B(·, δj)|−s/dΨj(
√
L)f}j∈Z+‖ℓq(Lpτ ) (5.10)
holds true, we prove the converse of (5.8). Indeed, notice that (5.8) remains true if we reverse the
roles of Φj and Ψj there, and (5.10) is also true if Ψj there is replaced by Φj . Then
‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ ) . ‖{|B(·, δj)|−s/dΨj(
√
L)f}j∈Z+‖ℓq(Lpτ )
. ‖{[Φj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ)
. ‖{|B(·, δj)|−s/dΦj(
√
L)f}j∈Z+‖ℓq(Lpτ),
which proves the converse of (5.8). We still need to prove (5.10). Fix k ∈ Z and α ∈ Ik. Since
a > d(τ + 1/p), there exist ν ∈ (0,∞) and r ∈ (0, p) such that a ≥ ν + d/r and ν > dτ . By
Proposition 4.2, we know that, for any x ∈ Qkα and ℓ ≥ (k ∨ 0),
[Ψℓ(
√
L)]∗a,−s/df(x) .
∞∑
j=ℓ
∞∑
i=0
δ(j−ℓ)νδiνMr
(
|B(·, δj)|−s/d|Ψj(
√
L)f |χB(zkα,δℓ−i+C♮δk)
)
(x).
For notational simplicity, we let gj := |B(·, δj)|−s/d|Ψj(
√
L)f | for any j ∈ Z+. Fix ǫ ∈ (0, 1) small
enough such that ν(1− ǫ) > dτ . Then Lemma 5.3 further implies that(
[Ψℓ(
√
L)]∗a,−s/df(x)
)p
.
∞∑
j=ℓ
∞∑
i=0
[δ(j−ℓ)νδiν ]p(1−ǫ)
[Mr (gjχB(zkα,δk−i+C♮δk)) (x)]p .
Next, we integrate both sides of the above inequality in Qkα. The well-known boundedness of M
on Lp/r(M) further implies that∫
Qkα
{
[Ψℓ(
√
L)]∗a,−s/df(x)
}p
dµ(x) .
∞∑
j=ℓ
∞∑
i=0
[δ(j−ℓ)νδiν ]p(1−ǫ)
∫
B(zkα,δ
k−i+C♮δk)
|gj(x)|p dµ(x).
For every i ∈ Z+, define
Jk,i :=
{
β ∈ Ik−i : Qk−iβ ∩B(zkα, δk−i + C♮δk) 6= ∅
}
. (5.11)
Clearly, the union of all Qk−iβ with β ∈ Jk,i covers the ball B(zkα, δk−i+C♮δk). Since {Qk−iβ }β∈Jk,i
are mutually disjoint, it follows that
♯Jk,i ≤ C, (5.12)
where C is a positive constant depending only on δ and K. Also, for any β ∈ Jk,i,
|Qk−iβ | . |B(zkα, (C♮ + 1)δk−i + C♮δk)| . δ−id|Qkα|. (5.13)
Therefore,
1
|Qkα|τp
∫
Qkα
{
[Ψℓ(
√
L)]∗a,−s/df(x)
}p
dµ(x)
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.
∞∑
j=ℓ
∞∑
i=0
∑
β∈Jk,i
[δ(j−ℓ)νδiν ]p(1−ǫ)δ−idτp
|Qk−iβ |τp
∫
Qk−iβ
|gj(x)|p dµ(x).
Again, using Lemma 5.3, we see that
1
|Qkα|τq
∞∑
ℓ=k∨0
[∫
Qkα
{
[Ψℓ(
√
L)]∗a,−s/df(x)
}p
dµ(x)
]q/p
.
∞∑
ℓ=k∨0
{ ∞∑
j=ℓ
∞∑
i=0
∑
β∈Jk,i
[δ(j−ℓ)νδiν ]p(1−ǫ)δ−idτp
|Qk−iβ |τp
∫
Qk−iβ
|gj(x)|p dµ(x)
}q/p
. ‖{gj}j∈Z+‖qℓq(Lpτ),
where the last step follows from interchanging the summations in j and ℓ and then using
j∑
ℓ=k∨0
∞∑
i=0
∑
β∈Jk,i
[δ(j−ℓ)νδiν ]q(1−ǫ)
2
δ−idτq(1−ǫ) . 1.
Thus, (5.10) holds true. This finishes the proof of (5.2).
To obtain (5.4), it suffices to prove the converse of (5.9), which follows from
‖{[Ψj(
√
L)]∗a,−s/df}j∈Z+‖Lpτ (ℓq) . ‖{|B(·, δj)|−s/dΨj(
√
L)f}j∈Z+‖Lpτ(ℓq). (5.14)
To see (5.14), we again use the notation gj := |B(·, δj)|−s/d|Ψj(
√
L)f |, j ∈ Z+. Since a >
d[τ + 1/(p ∧ q)], we choose r, ν, ǫ such that r ∈ (0, p ∧ q), dτ < ν < a − d/r and ν(1 − ǫ)3 > dτ .
Fix k ∈ Z and α ∈ Ik. For any x ∈ Qkα and ℓ ≥ (k ∨ 0), by Proposition 4.2 and Lemma 5.3, we
find that{
[Ψℓ(
√
L)]∗a,−s/df(x)
}q
.
∞∑
j=ℓ
∞∑
i=0
[δ(j−ℓ)νδiν ]q(1−ǫ)
[Mr (gjχB(zkα,δk−i+C♮δk)) (x)]q .
Applying the vector-valued Fefferman-Stein maximal inequality for spaces of homogeneous type
(see [37, Theorem 1.3] and [18]), we obtain
Zkα :=
1
|Qkα|τ
{∫
Qkα
( ∞∑
ℓ=k∨0
{
[Ψℓ(
√
L)]∗a,−s/df(x)
}q )p/q
dµ(x)
}1/p
.
∞∑
i=0
δiν(1−ǫ)
3 1
|Qkα|τ
{∫
B(zkα,δ
k−i+C♮δk)
[ ∞∑
j=k∨0
|gj(x)|q
]p/q
dµ(x)
}1/p
,
where, in the third step, we used Lemma 5.3 twice and, in the fourth step, we interchanged the
summations in j and ℓ. For i ∈ Z+, define Jk,i as in (5.11). By (5.12) and (5.13), together with
the fact that
∑∞
i=0 δ
iν(1−ǫ)3δ−idτ . 1, we have
Zkα .
∞∑
i=0
δiν(1−ǫ)
3
{ ∑
β∈Jk,i
δ−idτp
|Qk−iβ |τp
∫
Qk−iβ
[ ∞∑
j=k∨0
|gj(x)|q
]p/q
dµ(x)
}1/p
. ‖{gj}j∈Z+‖Lpτ(ℓq).
Thus, (5.14) holds true. This proves (5.4) and hence Theorem 5.2.
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5.2 Heat kernel characterizations
Applying the Peetre maximal function characterizations in Theorem 5.2, we now characterize
Besov-type and Triebel–Lizorkin-type spaces via the heat semigroup.
Definition 5.5. Let τ ∈ [0,∞), s ∈ R and m ∈ N such that m > s/β0. For any j ∈ N and
λ ∈ (0,∞), define
h0(λ) := e
−λ2 , h(λ) := λ2me−λ
2
and hj(λ) := h(δ
jβ0/2λ) = (δjβ0/2λ)2me−δ
jβ0λ2 . (5.15)
If p, q ∈ (0,∞], then define hBs,τp,q (M) to be the collection of all f ∈ D′(M) such that
‖f‖
hB
s,τ
p,q (M) := ‖{δ−jshj(
√
L)f}j∈Z+‖ℓq(Lpτ ) <∞,
and define hB˜
s,τ
p,q (M) to be the collection of all f ∈ D′(M) such that
‖f‖
hB˜
s,τ
p,q (M)
:= ‖{|B(·, δj)|−s/dhj(
√
L)f}j∈Z+‖ℓq(Lpτ ) <∞.
If p ∈ (0,∞) and q ∈ (0,∞], then define hF s,τp,q (M) to be the collection of all f ∈ D′(M) such that
‖f‖
hF
s,τ
p,q (M) := ‖{δ−jshj(
√
L)f}j∈Z+‖Lpτ(ℓq) <∞,
and define hF˜
s,τ
p,q (M) to be the collection of all f ∈ D′(M) such that
‖f‖
hF˜
s,τ
p,q (M)
:= ‖{|B(·, δj)|−s/dhj(
√
L)f}j∈Z+‖Lpτ(ℓq) <∞.
Remark 5.6. Let hj for j ∈ Z+ be as in (5.15). For any σ > 0 and k ∈ Z+, it follows, from
Proposition 2.10(i), that
|Lkhj(
√
L)(x, y)| . δ−2kDδj ,σ(x, y), j ∈ Z+, x, y ∈M.
This implies that hj(
√
L)(x, ·) ∈ D(M), so that hj(
√
L)f makes sense for any f ∈ D′(M).
Now we prove the following discrete heat kernel characterizations for the full range of p.
Theorem 5.7. Let q ∈ (0,∞], τ ∈ [0,∞), s ∈ R and m ∈ N such that m > s/β0.
(i) If p ∈ (0,∞], then Bs,τp,q (M) = hBs,τp,q (M) and B˜s,τp,q (M) = hB˜s,τp,q (M) with equivalent (quasi-)
norms.
(ii) If p ∈ (0,∞), then F s,τp,q (M) = hF s,τp,q (M) and F˜ s,τp,q (M) = hF˜ s,τp,q (M) with equivalent (quasi-)
norms.
Proof. Due to similarity, we only show B˜s,τp,q (M) = hB˜
s,τ
p,q (M) and F˜
s,τ
p,q (M) = hF˜
s,τ
p,q (M). With
(Φ0,Φ) as in Definition 3.2, there exist (Φ˜0, Φ˜) satisfying (2.14) and (2.15) such that (2.17) holds
true. Let hj for j ∈ Z+ be as in (5.15). Hence, for all j ∈ Z+, f ∈ D′(M) and x ∈M ,
hj(
√
L)f(x) =
∞∑
ℓ=0
hj(
√
L)Φ˜ℓ(
√
L)Φℓ(
√
L)f(x) (5.16)
in D′(M).
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Given any σ > 0, we claim that, for all j, ℓ ∈ Z+ and x, y ∈M ,
|hj(
√
L)Φ˜ℓ(
√
L)(x, y)| . δ(j−ℓ)β0me−δ(j−ℓ+1)β0/2Dδℓ,σ(x, y). (5.17)
Indeed, if j = ℓ = 0, then (5.17) follows directly from Corollary 2.6, Proposition 2.10(ii) and
Lemma 2.1(ii). If j ∈ N and ℓ = 0, we let Ψ(λ) := δjβ0mλ2me−δjβ0λ2Φ˜0(λ) for all λ ∈ R+. Then
hj(
√
L)Φ˜0(
√
L) = Ψ(
√
L). For any ν, i ∈ Z+, we observe that Ψ is compactly supported and
Ψ(2ν+1)(0) = 0, |Ψ(ν)(λ)| ≤ Ci,νδjβ0m(1 + λ)−i,
where Ci,ν ∈ (0,∞) is a positive constant independent of λ and j. Hence, Proposition 2.10(i)
implies that, for all x, y ∈M ,
|hj(
√
L)Φ˜0(
√
L)(x, y)| = |Ψ(
√
L)(x, y)| . δjβ0mD1,σ(x, y),
which proves (5.17) for the case j ∈ N and ℓ = 0. If j = 0 and ℓ ∈ N, we let
ω(λ) := δ(j−ℓ)mβ0λ2me−δ
(j−ℓ)β0λ2Φ˜(λ), λ ∈ R+.
Then h0(
√
L)Φ˜ℓ(
√
L) = ω(δℓβ0/2
√
L). By the properties of Φ˜, we have suppω ⊂ [δβ0/2, δ−β0/2]
and, for any ν, i ∈ Z+,
|ω(ν)(λ)| ≤ Ci,νδ(j−ℓ)β0me−δ
(j−ℓ+1)β0/2
(1 + λ)−i,
where Ci,ν ∈ (0,∞) is a positive constant independent of λ, j and ℓ. Again, applying Proposition
2.10(i), we find that
|hj(
√
L)Φ˜ℓ(
√
L)(x, y)| = |ω(
√
L)(x, y)| . δ(j−ℓ)β0me−δ(j−ℓ+1)β0/2Dδℓ,σ(x, y),
which proves (5.17) for the case j = 0 and ℓ ∈ N. Altogether, we obtain (5.17).
Fix k ∈ Z, j ≥ (k ∨ 0), and x ∈ Qkα for some α ∈ Ik. Let a be a sufficiently large number
satisfying the condition of Theorem 5.2. By (5.16) and (5.17), we see that
|B(x, δj)|−s/d|hj(
√
L)f(x)| .
∞∑
ℓ=0
δ(j−ℓ)β0me−δ
(j−ℓ+1)β0/2
max{1, δ(ℓ−j)s}[Φℓ(
√
L)]∗a,−s/df(x).
Observe that
∑∞
ℓ=0 δ
(j−ℓ)β0me−δ
(j−ℓ+1)β0/2
max{1, δ(ℓ−j)s} < ∞ when m > s/β0. From this,
Lemma 5.4 and Theorem 5.2, we deduce that
‖f‖
hB˜
s,τ
p,q (M)
. ‖{[Φj(
√
L)]∗a,−s/df}j∈Z+‖ℓq(Lpτ ) ∼ ‖f‖B˜s,τp,q (M)
and
‖f‖
hF˜
s,τ
p,q (M)
. ‖{[Φj(
√
L)]∗a,−s/df}j∈Z+‖Lpτ(ℓq) ∼ ‖f‖F˜ s,τp,q (M).
It remains to prove the converse of these two inequalities. Let r ∈ (0,min{1, p, q}) and a be
sufficiently large. Define φ0(λ) := e
λ2Φ0(λ) and φ(λ) := λ
−meλ
2
Φ(λ), where λ ∈ R+. For any
k ∈ Z, ℓ ∈ N such that ℓ ≥ (k ∨ 0), and x ∈ Qkα for some α ∈ Ik, the functional calculus gives us
that
|B(x, δℓ)|−s/dΦℓ(
√
L)f(x) = |B(x, δℓ)|−s/dφℓ(
√
L)hℓ(
√
L)f(x). (5.18)
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Given any σ > a+ 2d+ |s|, Proposition 2.10(i) implies that, for all ℓ ∈ Z+ and x, y ∈M ,
|φℓ(
√
L)(x, y)| . Dδℓ,σ(x, y). (5.19)
From (5.18) and (5.19), it follows that
|B(x, δℓ)|−s/d|Φℓ(
√
L)f(x)| . [hℓ(
√
L)]∗a,−s/df(x). (5.20)
Furthermore, Proposition 4.2 implies that, for all ℓ ∈ Z+ and x ∈M ,
[hℓ(
√
L)]∗a,−s/df(x) .
∞∑
j=ℓ
∞∑
i=0
δ(j−ℓ)νδiνrMr
(
|B(·, δj)|γ |hj(
√
L)f |χB(zkα,δj−i+C♮δk)
)
(x). (5.21)
Invoking this and (5.20), we proceed the same lines as in the proof of (5.10) to obtain
‖f‖B˜s,τp,q (M) = ‖{|B(·, δℓ)|−s/d|Φℓ(
√
L)f |}ℓ∈Z+‖ℓq(Lpτ ) . ‖f‖hB˜s,τp,q (M).
Likewise, by (5.20) and (5.21), we follow the same procedure as that used in the proof of (5.14) to
deduce that
‖f‖F˜ s,τp,q (M) = ‖{|B(·, δℓ)|−s/d|Φℓ(
√
L)f |}ℓ∈Z+‖Lpτ (ℓq) . ‖f‖hF˜ s,τp,q (M).
This finishes the proof of Theorem 5.7.
For all p ∈ (0,∞], τ ∈ [0,∞) and f ∈ D′(M), we let
‖f‖p,τ := sup
k≤0, α∈Ik
[
1
|Qkα|τ
∫
Qkα
|e−Lf(x)|p dµ(x)
]1/p
and
‖˜f‖p,τ,s := sup
k≤0, α∈Ik
[
1
|Qkα|τ
∫
Qkα
|B(x, 1)|−sp/d|e−Lf(x)|p dµ(x)
]1/p
with the usual modifications made when p = ∞. If τ = 0, then ‖f‖p,τ = ‖e−Lf‖Lp(M) and
‖˜f‖p,τ,s = ‖|B(·, 1)|−s/de−Lf‖Lp(M). Analogous to [27, Theorems 6.7 and 7.5], for p ≥ 1, we
derive the following continuous versions of the heat semigroup characterizations of the Besov-type
and the Triebel-Lizorkin-type spaces.
Theorem 5.8. Let τ ∈ [0,∞), s ∈ R and m ∈ N such that m > s/β0.
(i) If p ∈ [1,∞] and q ∈ (0,∞], then, for all f ∈ D′(M), the (quasi-)norm ‖f‖Bs,τp,q (M) is
equivalent to
‖f‖p,τ + sup
k∈Z
α∈Ik
1
|Qkα|τ

∫ min{1,δk}
0
[∫
Qkα
t−sp|(tβ0L)me−tβ0Lf(x)|p dµ(x)
]q/p
dt
t

1/q
, (5.22)
and a similar result also holds true for ‖ · ‖B˜s,τp,q (M), but with ‖f‖p,τ,s and t−sp in (5.22)
replaced by ‖˜f‖p,τ and |B(x, t)|−sp/d, respectively.
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(ii) If p ∈ [1,∞) and q ∈ [1,∞], then, for all f ∈ D′(M), the (quasi-)norm ‖f‖F s,τp,q (M) is
equivalent to
‖f‖p,τ + sup
k∈Z
α∈Ik
1
|Qkα|τ

∫
Qkα
[∫ min{1,δk}
0
t−sq|(tβ0L)me−tβ0Lf(x)|q dt
t
]p/q
dµ(x)

1/p
, (5.23)
and a similar result also holds true for ‖·‖F˜ s,τp,q (M), but with ‖f‖p,τ and t−sq in (5.23) replaced
by ‖˜f‖p,τ,s and |B(x, t)|−sq/d, respectively.
Proof. By similarity, we only consider ‖ · ‖B˜s,τp,q (M) in (i). Write the first integral in (5.22) as∫ min{1,δk}
0
· · · dt
t
=
∞∑
j=k∨0
∫ δj
δj+1
· · · dt
t
.
If we observe that t ∼ δj when t ∈ [δj+1, δj ], then, following the same procedure as the first part
of the proof of Theorem 5.7, we conclude that, for any p ∈ (0,∞],
‖˜f‖p,τ,s + sup
k∈Z
α∈Ik
1
|Qkα|τ

∫ min{1,δk}
0
[∫
Qkα
|B(x, t)|−sp/d|(tβ0L)me−tβ0Lf(x)|p dµ(x)
]q/p
dt
t

1/q
is dominated by ‖f‖B˜s,τp,q (M).
To prove the converse direction of the above inequality, we assume p ∈ [1,∞] and let {Φj}j∈Z+
be as in Definition 3.2. Fix x ∈ Qkα, with k ∈ Z and α ∈ Ik, and let σ > dτq + |s| + d + 1. For
ℓ ≥ 1 and δℓ+1 ≤ t < δℓ , or for ℓ = 0 and t = 1, by an argument similar to that used in the proof
of (5.20), we see that
|B(x, δℓ)|−s/d|Φℓ(
√
L)f(x)| .
[∫
M
Dδℓ,σ−|s|(x, y)|B(y, t)|−sp/d|(tβ0L)me−t
β0Lf(y)|p dµ(y)
]1/p
,
where the second inequality is due to p ∈ [1,∞], Ho¨lder’s inequality and Lemma 2.1(i). Let
gt(·) :=
{
|B(·, t)|−s/d|(tβ0L)me−tβ0Lf(·)|, t ∈ (0, 1);
|B(·, 1)|−s/d|e−Lf(·)|, t = 1.
Then we have
|B(x, δℓ)|−sp/d|Φℓ(
√
L)f(x)|p .
∫
M
Dδℓ,σ−|s|(x, y)[gt(y)]
p dµ(y).
Splitting the integral over M into annuals, we obtain
|B(x, δℓ)|−sp/d|Φℓ(
√
L)f(x)|p
.
∫
B(zkα,C♮δ
k)
+
∑
j∈N
∫
C♮δk−j+1≤ρ(y,zkα)<C♮δk−j
Dδℓ,σ−|s|(x, y)[gt(y)]p dµ(y), (5.24)
where C♮ is as in Lemma 3.1 and z
k
α is the “center” of Q
k
α. For any x ∈ Qkα with ℓ ≥ (k ∨ 1) and
C♮δ
k−j+1 ≤ ρ(y, zkα) < C♮δk−j , we have Dδℓ,σ−|s|(x, y) . δj(σ−|s|−d−1)Dδℓ,d+1(x, y). Therefore,
Fubini’s theorem implies that
∞∑
ℓ=k∨1
[∫
Qkα
|B(x, δℓ)|−sp/d|Φℓ(
√
L)f(x)|p dµ(x)
]q/p
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.
∫ min{1,δk}
0
{∫
B(zkα,C♮δ
k)
[gt(y)]
p dµ(y)
}q/p
dt
t
+
∑
j∈N
δj(σ−|s|−d−1)[1−ǫ]
∫ min{1,δk}
0
{∫
B(zkα,C♮δ
k−j)
[gt(y)]
p dµ(y)
}q/p
dt
t
, (5.25)
where, in the last inequality, we used Lemma 5.4 with ǫ ∈ (0, 1). Observe that B(zkα, C♮δk−j) can
be covered with N Christ cubes Qk−jβ , where the integer N is independent of k, j and α. Also,
|Qk−jβ | . δ−jd|Qkα|. Choose ǫ ∈ (0, 1) such that (σ − |s| − d− 1)(1− ǫ) > dτq. Then
sup
k∈Z
α∈Ik
1
|Qkα|τ
{ ∞∑
ℓ=k∨1
[ ∫
Qkα
|B(x, δℓ)|−sp/d|Φℓ(
√
L)f(x)|p dµ(x)
]q/p}1/q
. sup
k∈Z
α∈Ik
1
|Qkα|τ

∫ min{1,δk}
0
[∫
Qkα
|B(x, t)|−sp/d|(tβ0L)me−tβ0Lf(x)|p dµ(x)
]q/p
dt
t

1/q
. (5.26)
By (5.24), together with an argument similar to that used in the estimates for (5.25) and (5.26),
we have
sup
k∈Z
α∈Ik
1
|Qkα|τ
{
(k∨1)−1∑
ℓ=k∨0
[ ∫
Qkα
|B(x, δℓ)|−sp/d|Φℓ(
√
L)f(x)|p dµ(x)
]q/p}1/q
. sup
k≤0, α∈Ik
1
|Qkα|τ

∫ 1
0
[∫
Qkα
|B(x, 1)|−sp/d|e−Lf(x)|p dµ(x)
]q/p
dt
t

1/q
. ‖˜f‖p,τ,s,
as desired. This proves (i) for ‖ · ‖B˜s,τp,q (M). The proofs for (ii) and the remainder of (i) follow from
a similar method, the details being omitted. This finishes the proof of Theorem 5.8.
Taking τ = 0 in Theorem 5.8, we easily obtain the following corollary, the details being omitted;
see [27, Theorems 6.7 and 7.5] for the case β0 = 2.
Corollary 5.9. Let s ∈ R and m ∈ N such that m > s/β0.
(i) If p ∈ [1,∞] and q ∈ (0,∞], then, for all f ∈ D′(M),
‖f‖Bsp,q(M) ∼ ‖e−Lf‖Lp(M) +
{∫ 1
0
t−sp‖(tβ0L)me−tβ0Lf‖qLp(M)
dt
t
}1/q
,
and a similar result also holds true for ‖ · ‖B˜sp,q(M), but with ‖e
−Lf‖Lp(M) and t−sp in the
above formula replaced by ‖|B(·, 1)|e−Lf‖Lp(M) and |B(·, t)|−sp/d, respectively.
(ii) If p ∈ [1,∞) and q ∈ [1,∞], then, for all f ∈ D′(M),
‖f‖F sp,q(M) ∼ ‖e−Lf‖Lp(M) +
∥∥∥∥∥
[∫ 1
0
t−sq|(tβ0L)me−tβ0Lf |q dt
t
]1/q∥∥∥∥∥
Lp(M)
,
and a similar result also holds true for ‖ · ‖F˜ sp,q(M), but with ‖e
−Lf‖Lp(M) and t−sq in the
above formula replaced by ‖|B(·, 1)|e−Lf‖Lp(M) and |B(·, t)|−sq/d, respectively.
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6 Frame characterizations
The main aim of this section is to establish frame characterizations of the Besov-type and
the Triebel–Lizorkin-type spaces. As an application, we prove that F
s,1/p
p,q (M) and F˜
s,1/p
p,q (M) are
indeed the endpoint case of the Triebel-Lizorkin spaces F s∞,q(M) and F˜
s
∞,q(M), respectively, where
p ∈ (0,∞), q ∈ (0,∞] and s ∈ R.
6.1 Frame decompositions
Due to the definitions of the Besov-type and the Triebel–Lizorkin-type spaces, the frame struc-
ture we considered in this section is more specific and relies on Christ’s dyadic cubes in M . Thus,
we need to establish a new discrete Caldero´n reproducing formula adapted to Christ’s dyadic cubes,
which is different from the one in [27, Theorem 4.3 and Proposition 5.5].
The discrete Caldero´n reproducing formula is as follows. For the completeness of the paper, we
present its proof in Section 8 below, though a majority of the skills used comes from [9, 27].
Theorem 6.1. Let δ ∈ (0, 1) be as in Lemma 3.1. Suppose that (Φ0,Φ) ∈ C∞(R+) satisfy (2.14)
and (2.15). For any j ∈ N, let Φj(·) := Φ(δjβ0/2·). Then there exist a small number ǫ0 ∈ (0, 1)
and a sequence {Ψj(
√
L)}∞j=0 of operators such that the following hold true:
(a) For j ∈ Z and τ ∈ Ij, denote by {Qj,ντ : ν ∈ {1, . . . , N jτ } } the set of Christ’s dyadic cubes
Qj+j0τ ′ ⊂ Qjτ , where j0 ∈ N is some large number determined by ǫ0. Then, for any f ∈ D′(M)
and all ξj,ντ ∈ Qj,ντ with τ ∈ Ij and ν ∈ {1, . . . , N jτ },
f(·) =
∞∑
j=0
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |(Φj(
√
L)f)(ξj,ντ )Ψj(
√
L)(ξj,ντ , ·), (6.1)
where the series converge in D′(M).
(b) For any given m ∈ Z+ and σ > 2d, there exists a positive constant C := C(m,σ) such that,
for all j ∈ Z+ and x, y ∈M , |LmΨj(
√
L)(x, y)| ≤ Cδ−2mjDδj ,σ(x, y).
(c) For any given m ∈ Z+ and σ > 2d, there exists a positive constant C := C(m,σ) such that,
for all j ∈ Z+ and x, y, y′ ∈M satisfying ρ(y, y′) ≤ δj,
|LmΨj(
√
L)(x, y) − LmΨj(
√
L)(x, y′)|+ |LmΨj(
√
L)(y, x)− LmΨj(
√
L)(y′, x)|
≤ Cδ−2mj [δ−jρ(y, y′)]α0 Dδj ,σ(x, y).
(d) If the smooth functions (Ψ˜0, Ψ˜) satisfy (2.14) and (2.15), then, for any m ∈ N and σ > 2d,
there exists a positive constant C := C(m,σ) such that, for all j, k ∈ Z+ and x, y ∈M ,∣∣∣(Ψ˜k(√L)Ψj(√L))(x, y)∣∣∣ ≤ Cδ|k−j|(mβ0−2d)Dδk∧j ,σ(x, y).
Remark 6.2. The subcubes {Qj,ντ : τ ∈ Ij , 1 ≤ ν ≤ N jτ } with j ∈ Z are given as follows: we first
find some small ǫ0 (see (8.20)) so that, associated to this specific ǫ0, we find a j0 (see (8.1) and
(8.2)) and then, with this j0, we choose all the subcubes in each level j + j0 and denote them by
{Qj,ντ : τ ∈ Ij , 1 ≤ ν ≤ N jτ}. In what follows, we fix such notation.
Now we introduce the related sequence spaces.
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Definition 6.3. Let s ∈ R, τ ∈ [0,∞) and p, q ∈ (0,∞]. The sequence space bs,τp,q(M) is defined
to be the collection of all sequences a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C such that
‖a‖bs,τp,q(M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
 ∞∑
j=k∨0
{∫
Qkα
[∑
t∈Ij
Njt∑
ν=1
δ−js|aj,νt |χQj,νt (x)
]p
dµ(x)
}q/p1/q <∞.
The sequence space b˜s,τp,q(M) is defined to be the collection of all a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C
such that
‖a‖b˜s,τp,q(M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
 ∞∑
j=k∨0
{∫
Qkα
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χQj,νt (x)
]p
dµ(x)
}q/p1/q <∞.
Definition 6.4. Let s ∈ R, τ ∈ [0,∞), p ∈ (0,∞) and q ∈ (0,∞]. The sequence space fs,τp,q (M) is
defined to be the collection of all sequences a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C such that
‖a‖fs,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
∫
Qkα
{ ∞∑
j=k∨0
[∑
t∈Ij
Njt∑
ν=1
δ−js|aj,νt |χQj,νt (x)
]q
dµ(x)
}p/q1/p <∞.
The sequence space f˜ s,τp,q (M) is defined to be the collection of all a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C
such that
‖a‖f˜s,τp,q (M) := sup
k∈Z
α∈Ik
1
|Qkα|τ
∫
Qkα
{ ∞∑
j=k∨0
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χQj,νt (x)
]q
dµ(x)
}p/q1/p <∞.
Let the smooth functions (Φ0,Φ) satisfy (2.14) and (2.15). Define Φj with j ∈ N as in (2.16). By
(6.1), there exist {Ψj}∞j=0 satisfying (i) through (iii) of Theorem 6.1 such that, for any f ∈ D′(M),
f(·) =
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |(Φj(
√
L)f)(ξj,νt )Ψj(
√
L)(ξj,νt , ·) in D′(M),
where ξj,νt ∈ Qj,νt , t ∈ Ij and ν ∈ {1, . . . , N jt }. Define the “analysis” and “synthesis” operators,
respectively, as follows:
SΦ : f → {(Φj(
√
L)f)(ξj,νt )}j∈Z+,t∈Ij ,1≤ν≤Njt
and
TΨ : {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt →
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |Ψj(
√
L)(ξj,νt , ·)aj,νt .
These operators SΦ and TΨ are generalizations of the ϕ-transform and the inverse ϕ-transform of
Frazier and Jawerth [14]. Notice that (6.1) implies that TΨ◦SΦ = Id on D′(M), here and hereafter,
we use Id to denote the identity operator. Then we have the following frame characterizations.
Theorem 6.5. Let τ ∈ [0,∞), s ∈ R and q ∈ (0,∞].
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(i) Let p ∈ (0,∞]. Then the operators SΦ : B˜s,τp,q (M) → b˜s,τp,q(M) and TΨ : b˜s,τp,q(M) → B˜s,τp,q (M)
are bounded, and TΨ ◦ SΦ = Id on B˜s,τp,q (M). Moreover, f ∈ B˜s,τp,q (M) if and only if SΦf ∈
b˜s,τp,q(M), and there exists a constant C ∈ [1,∞) such that, for all f ∈ B˜s,τp,q (M),
1
C
‖f‖B˜s,τp,q(M) ≤ ‖SΦf‖b˜s,τp,q(M) ≤ C‖f‖B˜s,τp,q (M).
(ii) Item (i) keeps valid if B˜s,τp,q (M) and b˜
s,τ
p,q(M) therein are replaced by B
s,τ
p,q (M) and b
s,τ
p,q(M),
respectively.
(iii) Let p ∈ (0,∞). Then the operators SΦ : F˜ s,τp,q (M)→ f˜ s,τp,q (M) and TΨ : f˜ s,τp,q (M)→ F˜ s,τp,q (M)
are bounded, and TΨ ◦ SΦ = Id on F˜ s,τp,q (M). Moreover, f ∈ B˜s,τp,q (M) if and only if SΦf ∈
b˜s,τp,q(M), and there exists a constant C ∈ [1,∞) such that, for all f ∈ F˜ s,τp,q (M),
1
C
‖f‖F˜ s,τp,q (M) ≤ ‖SΦf‖f˜s,τp,q (M) ≤ C‖f‖F˜ s,τp,q (M).
(iv) Item (iii) keeps valid if F˜ s,τp,q (M) and f˜
s,τ
p,q (M) therein are replaced by F
s,τ
p,q (M) and f
s,τ
p,q (M),
respectively.
Theorem 6.5 generalizes the ϕ-transform characterization for Besov-type and Triebel–Lizorkin-
type spaces on Rn in [58]. To prove Theorem 6.5, we need the following two technical lemmas. In
what follows, for any s ∈ R, we write bs∞,∞(M) := bs,0∞,∞(M) and b˜s∞,∞(M) := b˜s,0∞,∞(M). Then,
for any sequence a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C, let
‖a‖b˜s
∞,∞(M)
:= ‖a‖b˜s,0∞,∞(M) := sup
j∈Z+
sup
x∈M
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χQj,νt (x). (6.2)
Similarly, we define the norm ‖a‖bs
∞,∞(M)
via replacing |Qj,νt |−s/d in (6.2) by δ−js.
Lemma 6.6. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) If p ∈ (0,∞], then bs,τp,q(M) →֒ bs+dτ−d/p∞,∞ (M) and b˜s,τp,q(M) →֒ b˜s+dτ−d/p∞,∞ (M).
(ii) If p ∈ (0,∞), then f s,τp,q (M) →֒ bs+dτ−d/p∞,∞ (M) and f˜ s,τp,q (M) →֒ b˜s+dτ−d/p∞,∞ (M).
Proof. By Minkowski’s inequality, we see that
bs,τp,min(p,q)(M) →֒ f s,τp,q (M) →֒ bs,τp,max(p,q)(M) and b˜s,τp,min(p,q)(M) →֒ f˜ s,τp,q (M) →֒ b˜s,τp,max(p,q)(M).
Hence, it suffices to show (i). Notice that {Qj,νt : t ∈ Ij , ν ∈ {1, . . . , N jt }} are mutually disjoint.
For any fixed j ∈ Z+ and x ∈ M , there exist unique tx ∈ Ij and νx ∈ {1, . . . , N jt(x)} such that
x ∈ Qj,νxtx . Hence,
‖a‖
b˜
s+dτ−d/p
∞,∞ (M)
= sup
j∈Z+
sup
x∈M
|Qj,νxtx |−s/d−τ+1/p|aj,νxtx |
. sup
k∈Z+
sup
α∈Ik
sup
x∈Qkα
1
|Qkα|τ
{ ∞∑
j=k
[
|Qj,νxtx |1−sp/d|aj,νxtx |p
]q/p}1/q
. ‖a‖b˜s,τp,q(M).
Thus, b˜s,τp,q(M) →֒ b˜s+dτ−d/p∞,∞ (M). Similarly, we have bs,τp,q(M) →֒ bs+dτ−d/p∞,∞ (M), the details being
omitted. This finishes the proof of Lemma 6.6.
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Lemma 6.7. Let s ∈ R, τ ∈ [0,∞) and p, q ∈ (0,∞]. If the sequence a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt
belongs to any of the sequence spaces bs,τp,q(M), b˜
s,τ
p,q(M), f
s,τ
p,q (M) or f˜
s,τ
p,q (M), then the series
TΨ(a)(·) =
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |Ψj(
√
L)(ξj,νt , ·)aj,νt (6.3)
converges in D′(M).
Proof. Due to Lemma 6.6, it suffices to show that the series in (6.3) converges in D′(M) when
a ∈ bs∞,∞(M) or a ∈ b˜s∞,∞(M). We only show the conclusion for a ∈ b˜s∞,∞(M) and µ(M) = ∞,
since the proofs for the remaining cases are similar. Without loss of generality, we may assume that
a ∈ b˜s∞,∞(M) with norm 1. In this case, |aj,νt | ≤ |Qj,νt |s/d for all j ∈ Z+, t ∈ Ij and 1 ≤ ν ≤ N jt .
Thus, for any φ ∈ D(M), we have
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt ||〈Ψj(
√
L)(ξj,νt , ·), φ〉||aj,νt | ≤
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |1+s/d|〈Ψj(
√
L)(ξj,νt , ·), φ〉|. (6.4)
Let (Φ0,Φ) ∈ C∞(R+) satisfy (2.14) and (2.15). Define {Φj}j∈N as in (2.16). By (2.17), there
exist Φ˜0 and Φ˜ satisfying (2.14) and (2.15) such that φ =
∑∞
ℓ=0 Φ˜ℓ(
√
L)Φℓ(
√
L)φ, where the series
converges in both D(M) and L2(M). Notice that Ψj(
√
L)(ξj,νt , ·) ∈ L2(M). Hence,
〈Ψj(
√
L)(ξj,νt , ·), φ〉 =
∞∑
ℓ=0
〈
(Φ˜ℓ(
√
L)Ψj(
√
L))(ξj,νt , ·), Φℓ(
√
L)φ
〉
. (6.5)
Choose η,N,m, σ such that η > |s| + d, β0N > 2d + σ + |s|, β0m > 2d + |s| and σ > 3d/2 + η.
According to the proof of (4.9), we know that, for all ℓ ∈ Z+ and z ∈M ,
|Φℓ(
√
L)φ(z)| . δℓ(β0N−d)[1 + ρ(z, x0)]−η[PN,η(φ) +P0,η(φ)],
where x0 is some fixed point of M . In the sequel, we let A := [PN,η(φ) + P0,η(φ)]. By Theorem
6.1(d), we see that, for all j, ℓ ∈ Z+, z ∈M and ξ, ξj,νt ∈ Qj,νt ,∣∣∣(Φ˜ℓ(√L)Ψj(√L))(ξj,νt , z)∣∣∣ . δ|ℓ−j|(mβ0−2d)δ−(ℓ∧j)(d+σ)D1,σ(ξ, z).
From these two estimates and (6.5), we deduce that, for any ξ, ξj,νt ∈ Qj,νt ,
|〈Ψj(
√
L)(ξj,νt , ·), φ〉| . A
∞∑
ℓ=0
δ|ℓ−j|(mβ0−2d)δ(β0N−2d−σ)ℓ
[1 + ρ(ξ, x0)]η
. (6.6)
For any ξ ∈ Qj,νt , we have
|Qj,νt |s/d . δ−j|s|[1 + ρ(ξ, x0)]|s| . δ−|ℓ−j||s|δ−ℓ|s|[1 + ρ(ξ, x0)]|s|.
Inserting this and (6.6) into (6.4), by β0N > 2d+ σ + |s|, β0m > 2d+ |s|, η > |s|+ d and Lemma
2.1(i), we obtain
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt ||〈Ψj(
√
L)(ξj,νt , ·), φ〉||aj,νt |
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. A
∞∑
j=0
∞∑
ℓ=0
∫
M
δ|ℓ−j|(mβ0−2d−|s|)δ(β0N−2d−σ−|s|)ℓ
[1 + ρ(ξ, x0)]η−|s|
dµ(ξ) . A ,
which implies that (6.3) converges in D′(M), and hence completes the proof of Lemma 6.7.
Proof of Theorem 6.5. We only show (i) and (iii), the proofs for (ii) and (iv) being similar. Let
f ∈ D′(M) and a > d[τ + 1/(p ∧ q)]. By (2.17), there exist (Φ˜0, Φ˜) ∈ C∞(R+) satisfying (2.14)
and (2.15) such that f =
∑∞
ℓ=0 Φ˜ℓ(
√
L)Φℓ(
√
L)f in D′(M). Given any m > (d + |s| + a)/β0
and σ > a + |s| + d, applying Proposition 2.14, we conclude that, for any j ∈ Z+, t ∈ Ij and
ν ∈ {1, . . . , N jt },
|Qj,νt |−s/d|Φj(
√
L)f(ξj,νt )| .
∞∑
ℓ=0
δ|j−ℓ|(mβ0−d)|Qj,νt |−s/d
∫
M
Dδj∧ℓ,σ(ξ
j,ν
t , y)|Φℓ(
√
L)f(y)| dµ(y).
For any x, ξj,νt ∈ Qj,νt and y ∈M , we see that Dδj∧ℓ,σ(ξj,νt , y) ∼ Dδj∧ℓ,σ(x, y) and
|Qj,νt |−s/d|B(y, δℓ)|s/d ∼ |B(x, δj)|−s/d|B(y, δℓ)|s/d . δ−|j−ℓ||s|[1 + δ−(j∧ℓ)ρ(x, y)]|s|.
Hence, for any x ∈ Qj,νt ,
|Qj,νt |−s/d|Φj(
√
L)f(ξj,νt )| .
∞∑
ℓ=0
δ|j−ℓ|(mβ0−d/2−|s|)[Φℓ(
√
L)f ]∗a,−s/d(x)
×
∫
M
1√
|B(x, δj∧ℓ)||B(y, δj∧ℓ)|
[1 + δ−ℓρ(x, y)]a
[1 + δ−(j∧ℓ)ρ(x, y)]σ−|s|
dµ(y)
.
∞∑
ℓ=0
δ|j−ℓ|(mβ0−d−|s|−a)[Φℓ(
√
L)f ]∗a,−s/d(x).
Consequently, for any x ∈ Qkα, with k ∈ Z and α ∈ Ik, and any j ≥ (k ∨ 0),
gj(x) :=
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|Φj(
√
L)f(ξj,νt )|χQj,νt (x)
.
∞∑
ℓ=0
δ|j−ℓ|(mβ0−d−|s|−a)[Φℓ(
√
L)f ]∗a,−s/d(x).
By this and the definition of b˜s,τp,q(M), applying Lemma 5.4 and Theorem 5.2, we know that
‖SΦf‖b˜s,τp,q(M) = ‖{gj}
∞
j=0‖ℓq(Lpτ ) . ‖{[Φℓ(
√
L)f ]∗a,−s/d}∞ℓ=0‖ℓq(Lpτ ) . ‖f‖B˜s,τp,q (M),
which implies the boundedness of SΦ from B˜
s,τ
p,q (M) to b˜
s,τ
p,q(M). Due to the same reasons, SΦ is
also bounded from F˜ s,τp,q (M) to f˜
s,τ
p,q (M).
Now we consider the boundedness of TΨ. Fix r ∈ (0,min{1, p, q}). For any a ∈ b˜s,τp,q(M) or
f˜ s,τp,q (M), let
f(·) := TΨa(·) =
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |Ψj(
√
L)(ξj,νt , ·)aj,νt .
42 Liguang Liu, Wen Yuan, and Dachun Yang
Then f ∈ D′(M) by Lemma 6.7. Hence, for any x ∈ Qkα, with k ∈ Z and α ∈ Ik, and any l ∈ Z+,
Φℓ(
√
L)f(x) =
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |(Φℓ(
√
L)Ψj(
√
L))(ξj,νt , x)a
j,ν
t .
From this and Theorem 6.1(iii), it follows that
|B(x, δℓ)|−s/d|Φℓ(
√
L)f(x)| .
∞∑
j=0
∑
t∈Ij
Njt∑
ν=1
δ|ℓ−j|(mβ0−2d)|aj,νt ||B(x, δℓ)|−s/d|Qj,νt |Dδj∧ℓ,σ(ξj,νt , x),
where we chose σ ≥ 2d/r + |s|+ 1 and m > (3d+ |s|+ σ)/2. Notice that
|Qj,νt |Dδj∧ℓ,σ(ξj,νt , x) . δ−|j−ℓ|d[1 + δ−(j∧ℓ)ρ(ξj,νt , x)]−σ . δ−|j−ℓ|(d+σ)[1 + δ−jρ(ξj,νt , x)]−σ
and
|B(x, δℓ)|−s/d . |Qj,νt |−s/dδ−|j−ℓ||s|[1 + δ−jρ(ξj,νt , x)]|s|.
Therefore,
|B(x, δℓ)|−s/d|Φℓ(
√
L)f(x)| .
∞∑
j=0
δ|ℓ−j|(mβ0−3d−σ−|s|)
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |
[1 + δ−jρ(ξj,νt , x)]σ−|s|
. (6.7)
Since r ∈ (0, 1), it follows that
(∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |
[1 + δ−jρ(ξj,νt , x)]σ−|s|
)r
.
∫
M
[
∑
t∈Ij
∑Njt
ν=1 |Qj,νt |−s/d|aj,νt |χQj,νt (z)]
r
|B(z, δj)|[1 + δ−jρ(z, x)](σ−|s|)r dµ(z). (6.8)
For notational simplicity, let fj :=
∑
t∈Ij
∑Njt
ν=1 |Qj,νt |−s/d|aj,νt |χQj,νt . Applying Lemma 4.3 to (6.8)
with g therein replaced by |fj|r, we further find that
∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |
[1 + δ−jρ(ξj,νt , x)]σ−|s|
.
{ ∞∑
i=0
δi(σr−|s|r−d)M(|fj|rχB(zkα,δk−i+C♮δk))(x)
}1/r
.
∞∑
i=0
δi(σr−|s|r−d)Mr(|fj |χB(zkα,δk−i+C♮δk))(x),
where the second inequality is due to Ho¨lder’s inequality. Combining this with (6.7) implies that
|B(x, δℓ)|−s/d|Φℓ(
√
L)f(x)|
.
∞∑
j=0
∞∑
i=0
δ|ℓ−j|(mβ0−3d−|s|−σ)δi(σr−|s|r−d)Mr(|fj |χB(zkα,δk−i+C♮δk))(x). (6.9)
Then, repeating the proof for (5.10), we obtain
‖f‖B˜s,τp,q (M) . ‖{fj}j∈Z+‖ℓq(Lpτ ) ∼ ‖a‖b˜s,τp,q(M),
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which proves that TΨ : b˜
s,τ
p,q(M) → B˜s,τp,q (M) is bounded. Again, applying (6.9) and repeating the
proof for (5.14), we find that
‖f‖F˜ s,τp,q (M) . ‖{fj}j∈Z+‖Lpτ(ℓq) ∼ ‖a‖f˜s,τp,q (M),
which implies that TΨ : f˜
s,τ
p,q (M)→ F˜ s,τp,q (M) is bounded.
By (6.1), we have TΨ◦SΦ = Id on B˜s,τp,q (M) or F˜ s,τp,q (M). If SΦf ∈ b˜s,τp,q(M), then the boundedness
of TΨ implies that f = TΨ(SΦf) ∈ B˜s,τp,q (M) and ‖f‖B˜s,τp,q (M) = ‖TΨ(SΦf)‖B˜s,τp,q (M) . ‖SΦf‖b˜s,τp,q(M).
Likewise, ‖f‖F˜ s,τp,q (M) . ‖SΦf‖f˜s,τp,q (M) holds true. This finishes the proof of Theorem 6.5.
6.2 The endpoint Triebel-Lizorkin spaces F s
∞,q
(M) and F˜ s
∞,q
(M)
For s ∈ R and q ∈ (0,∞], inspired by the definition of F s∞,q(Rn) on Rn in [14], we define the
endpoint Triebel-Lizorkin spaces F s∞,q(M) := F
s,1/q
q,q (M) and F˜ s∞,q(M) := F˜
s,1/q
q,q (M). Then we
have the following coincidence.
Theorem 6.8. Let s ∈ R, p ∈ (0,∞) and q ∈ (0,∞]. Then F s∞,q(M) = F s,1/pp,q (M) and F˜ s∞,q(M) =
F˜
s,1/p
p,q (M) with equivalent (quasi-)norms.
For the corresponding result on Triebel-Lizorkin spaces on Rn, we refer to [14, Corollary 5.7].
Due to Theorem 6.5, to show Theorem 6.8, it suffices to prove the following fact.
Proposition 6.9. Let s ∈ R, p ∈ (0,∞) and q ∈ (0,∞]. Then f s,1/qq,q (M) = f s,1/pp,q (M) and
f˜
s,1/q
q,q (M) = f˜
s,1/p
p,q (M) with equivalent (quasi-)norms.
To prove Proposition 6.9, we follow the proof of [14, Corollary 5.7] and need the following
lemmas. Lemma 6.10 follows from an argument similar to that used in the proof of Proposition
4.10 (see also [58, Lemma 2.2]), the details being omitted.
Lemma 6.10. Let s ∈ R, p ∈ (0,∞) and q ∈ (0,∞]. If τ ∈ [1/p,∞), then supk∈Z, α∈Ik in the
definitions of f s,τp,q (M) and f˜
s,τ
p,q (M) can be equivalently replaced by supk∈Z+, α∈Ik .
Lemma 6.11. Let ε ∈ (0, 1], s ∈ R, p ∈ (0,∞), q ∈ (0,∞] and τ ∈ [0,∞). For all j ∈ Z+, t ∈ Ij ,
1 ≤ ν ≤ N jt , let Sj,νt be a set contained in Qj,νt such that |Sj,νt |/|Qj,νt | ≥ ε. Then there exists a
constant C ∈ [1,∞), depending on ǫ, s, p, q, τ , such that, for all a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C,
1
C
‖a‖fs,τp,q (M) ≤ sup
k∈Z
α∈Ik
1
|Qkα|τ
∫
Qkα
{ ∞∑
j=k∨0
δ−jsq
[∑
t∈Ij
Njt∑
ν=1
|aj,νt |χSj,νt (x)
]q}p/q
dµ(x)
1/p
≤ ‖a‖fs,τp,q (M)
and
1
C
‖a‖f˜s,τp,q (M) ≤ sup
k∈Z
α∈Ik
1
|Qkα|τ
∫
Qkα
{ ∞∑
j=k∨0
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χSj,νt (x)
]q}p/q
dµ(x)
1/p
≤ ‖a‖f˜s,τp,q (M).
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Proof. By similarity, we only consider the second formula regarding f˜ s,τp,q (M). Obviously, the right-
hand side is dominated by the left-hand side. To see the inverse, notice that, for all j ∈ Z+, t ∈ Ij ,
1 ≤ ν ≤ N jt , A ∈ (0,∞) and x ∈ M , χQj,νt (x) ≤ ε
−1/A[M(χSj,νt )(x)]
1/A. We choose A such that
0 < A < min{p, q}. Then, by the Fefferman-Stein vector-valued inequality (see [37, 18]), we see
that
‖a‖f˜s,τp,q (M) . sup
k∈Z
α∈Ik
1
|Qkα|τ
∫
Qkα
{ ∞∑
j=k∨0
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χSj,νt (x)
]q}p/q
dµ(x)
1/p .
This finishes the proof of Lemma 6.11.
Combining Lemmas 6.10 and 6.11, we can show that, if τ ∈ [ 1p ,∞), then the supremum
supk∈Z, α∈Ik and Q
j,ν
t in the definitions of f
s,τ
p,q (M) and f˜
s,τ
p,q (M) can be equivalently replaced
by supk∈Z+, α∈Ik and S
j,ν
t , respectively, the details being omitted.
For any sequence a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C, define
G˜s,qk,α,u(a)(x) :=

∞∑
j=k
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χQj,νt (x)χQk,uα (x)
]q
1/q
, x ∈M,
m˜s,qk,α,u(a) := inf
{
λ > 0 : |{x ∈ Qk,uα : G˜s,qk,α,u(a)(x) > λ}| < |Qk,uα |/4
}
and
m˜s,q(a)(x) := sup
k∈Z+,α∈Ik,1≤u≤Nkα
m˜s,qk,α,u(a)χQk,uα (x), x ∈M.
In the definitions of G˜s,qk,α,u, m˜
s,q
k,α,u and m˜
s,q, if we replace |Qj,νt |−s/d by δ−jsq , then we denote the
corresponding definitions, respectively, by Gs,qk,α,u, m
s,q
k,α,u and m
s,q.
Lemma 6.12. Let s ∈ R and q ∈ (0,∞]. Then there exists a constant C ∈ [1,∞) such that, for
all sequences a := {aj,νt }j∈Z+,t∈Ij ,1≤ν≤Njt ⊂ C,
1
C
‖a‖
f
s,1/q
q,q (M)
≤ ‖ms,q(a)‖L∞(M) ≤ C‖a‖fs,1/qq,q (M)
and
1
C
‖a‖
f˜
s,1/q
q,q (M)
≤ ‖m˜s,q(a)‖L∞(M) ≤ C‖a‖f˜s,1/qq,q (M).
Proof. Choose λ ∈ (41/q‖a‖
f˜
s,1/q
q,q (M)
,∞). Then, by the Chebyshev inequality, we have
∣∣∣{x ∈ Qk,uα : G˜s,qk,α,u(a)(x) > λ}∣∣∣ ≤ 1λq
∫
Qk,uα
[G˜s,qk,α,u(a)(x)]
q dµ(x) ≤
|Qk,uα |‖a‖qf˜s,1/qq,q (M)
λq
<
1
4
|Qk,uα |.
Thus, ‖m˜s,q(a)‖L∞(M) . ‖a‖f˜s,1/qq,q (M). Conversely, for any x ∈ M , we define a stopping time
function
v(x) := inf
v ∈ Z+ :

∞∑
j=v
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χQj,νt (x)
]q
1/q
≤ m˜s,q(a)(x)
 ,
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and let
Sj,νt :=
{
x ∈ Qj,νt : v(x) ≤ j
}
=
{
x ∈ Qj,νt : G˜s,qj,t,ν(a)(x) ≤ m˜s,q(a)(x)
}
.
Then |Sj,νt |/|Qj,νt | ≥ 3/4 and∑
j∈Z+
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χSj,νt (x)
]q
1/q
≤ m˜s,q(a)(x), x ∈M.
By this and Lemma 6.11, we obtain ‖a‖
f˜
s,1/q
q,q (M)
. ‖m˜s,q(a)‖L∞(M), which completes the proof of
Lemma 6.12.
Proof of Proposition 6.9. By similarity, we only prove f˜
s,1/p
p,q (M) = f˜
s,1/q
q,q (M). If p ≥ q, then
‖a‖
f˜
s,1/q
q,q (M)
. ‖a‖
f˜
s,1/p
p,q (M)
follows immediately from Ho¨lder’s inequality. Conversely, let Sj,νt be
as in the proof of Lemma 6.12. Then, by Lemmas 6.10, 6.11 and 6.12, we know that
‖a‖
f˜
s,1/p
p,q (M)
.
∥∥∥∥∥∥
{ ∞∑
j=0
[∑
t∈Ij
Njt∑
ν=1
|Qj,νt |−s/d|aj,νt |χSj,νt
]q}1/q∥∥∥∥∥∥
L∞(M)
. ‖a‖
f˜
s,1/q
q,q (M)
.
Now we consider p < q. By Ho¨lder’s inequality, we have ‖a‖
f˜
s,1/p
p,q (M)
. ‖a‖
f˜
s,1/q
q,q (M)
. To prove
the converse inequality, we only need to repeat the proof of Lemma 6.12 involving the Chebyshev
inequality. The only difference is that we need to replace q therein by p now. This finishes the
proof of Proposition 6.9.
7 Further remarks
In this section, we first prove that, on the Euclidean spaces, when L is the Laplacian opera-
tor, the Besov-type and the Triebel–Lizorkin-type spaces coincide with those introduced in [58].
Furthermore, when τ = 0 and β0 = 2 in (UE) and (HE), we show that the Besov and the
Triebel–Lizorkin spaces on RD-spaces satisfying (1.5) defined in [25] coincide with the Besov and
the Triebel–Lizorkin spaces in [27], which gives a positive answer to a question presented in [27].
7.1 Go back to Euclidean spaces
Consider now M = Rn, ρ is the Euclidean distance, and the measure µ is the n-dimensional
Lebesgue measure. In this case, the Christ cubes turn out to be the classical dyadic cubes
Q := {Qjm := 2−j([0, 1)n +m) : j ∈ Z, m ∈ Zn} ,
and the constant δ in Lemma 3.1 is exactly 1/2. Assume that L is the Laplacian operator ∆ :=
−∑nj=1 ∂2∂x2j . It is a nonnegative self-adjoint operator on L2(Rn). The associated heat semigroup
{e−tL}t>0 is a set of integral operators whose heat kernels {pt}t>0 are the Gauss-Weierstrass kernel:
pt(x, y) =
1
(4πt)n/2
exp
(
−|x− y|
2
4t
)
, x, y ∈ Rn, t ∈ (0,∞).
Then {pt}t>0 satisfies the conditions (1.6) with β0 = 2, (1.7) with α0 = 1, and (1.8). Let S(Rn)
denote the class of all Schwartz functions on Rn. By the Newton-Leibniz formula and the math-
ematical induction, an easy calculation leads to that the test function space D(Rn) defined in
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the beginning of Section 3 is exactly the Schwartz class S(Rn). As a consequence, the distribu-
tion space D′(Rn) coincides with the space S ′(Rn) of Schwartz distributions. Thus, the previous
discussed Besov-type and Triebel–Lizorkin-type spaces on Rn read as follows.
Definition 7.1. Let Φ0,Φ ∈ C∞(R+) such that
suppΦ0 ⊂ [0, 2], Φ(2ν+1)0 (0) = 0 for all ν ∈ N, |Φ0(λ)| ≥ c for λ ∈ [0, 23/4],
and
suppΦ ⊂ [2−1, 2], |Φ(λ)| ≥ c for λ ∈ [2−3/4, 23/4],
where c is a positive constant. Let Φj(·) := Φ(2−j ·) for all j ∈ N. Let τ ∈ [0,∞), s ∈ R and
q ∈ (0,∞]. For p ∈ (0,∞], the Besov-type space Bs,τp,q (Rn) is defined to be the set of all f ∈ D′(Rn)
(see Section 2.2) such that
‖f‖Bs,τp,q (Rn) := sup
k∈Z,m∈Zn
1
|Qkm|τ
{ ∞∑
j=k∨0
[ ∫
Qkm
2jsp|Φj(
√
∆)f(x)|p dx
]q/p}1/q
<∞.
For p ∈ (0,∞), the Triebel–Lizorkin-type space F s,τp,q (Rn) is defined to be the set of all f ∈ D′(Rn)
(see Section 2.2) such that
‖f‖F s,τp,q (Rn) := sup
k∈Z,m∈Zn
1
|Qkm|τ
{∫
Qkm
[ ∞∑
j=k∨0
2jsq|Φj(
√
∆)f(x)|q
]p/q
dx
}1/p
<∞.
Recall that, in [58], the Besov-type and the Triebel–Lizorkin-type spaces were introduced as
follows.
Definition 7.2. Let φ0, φ ∈ S(Rn) such that
supp φ̂0 ⊂ {ξ ∈ Rn : |ξ| ≤ 2}, |φ̂0(ξ)| ≥ c if |ξ| ≤ 5/3,
and
supp φ̂ ⊂ {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2}, |φ̂(ξ)| ≥ c if 3/5 ≤ |ξ| ≤ 5/3,
where c is a positive constant. For j ∈ N, define φj(·) := 2jnφ(2j ·). Let τ ∈ [0,∞), s ∈ R and
q ∈ (0,∞]. For p ∈ (0,∞], the Besov-type space Bs,τp,q (Rn) is defined to be the set of all f ∈ S ′(Rn)
such that
‖f‖Bs,τp,q(Rn) := sup
k∈Z,m∈Zn
1
|Qkm|τ
{ ∞∑
j=k∨0
[ ∫
Qkm
2jsp|φj ∗ f(x)|p dx
]q/p}1/q
<∞.
For p ∈ (0,∞), the Triebel–Lizorkin-type space Fs,τp,q (Rn) is defined to be the set of all f ∈ S ′(Rn)
such that
‖f‖Fs,τp,q (Rn) := sup
k∈Z,m∈Zn
1
|Qkm|τ
{∫
Qkm
[ ∞∑
j=k∨0
2jsq|φj ∗ f(x)|q
]p/q
dx
}1/p
<∞.
Theorem 7.3. Let all the notation be as in Definitions 7.1 and 7.2. Then Bs,τp,q (R
n) = Bs,τp,q(Rn)
and F s,τp,q (R
n) = Fs,τp,q (Rn) with equivalent (quasi-)norms.
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Proof. Let m > s/2 and h0, h and hj be as in (5.15). That is, h0(λ) := e
−λ2 , h(λ) := λ2me−λ
2
and hj(λ) := h(2
jλ) = (2jλ)2me−2
2jλ2 for all j ∈ N and λ ∈ (0,∞). By Theorem 5.7, we know
that f ∈ Bs,τp,q (Rn) if and only if f ∈ S ′(Rn) and
‖f‖
hB
s,τ
p,q (Rn) := ‖{2−jshj(
√
∆)f}j∈Z+‖ℓq(Lpτ ) <∞.
Moreover, ‖ · ‖
hB
s,τ
p,q (Rn) ∼ ‖ · ‖Bs,τp,q (Rn). On the other hand, let H0(x) := e−|x|
2
and H(x) :=
(| · |2me−|·|2)∨(x) for all x ∈ Rn. Then it is well known that h0(
√
∆)f = e−∆f = C0H0 ∗ f and
h(
√
∆)f = ∆me−∆f = C1H ∗ f for all f ∈ S ′(Rn) and some positive constants C0 and C1. Notice
that Ĥ0 and Ĥ are positive on B(0, 2) and B(0, 2) \ B(0, 1/2), respectively, and (∂αĤ)(0) = 0
for all |α| ≤ 2m. Thus, by the local means characterization of Bs,τp,q (Rn) (see [31]), we know that
Bs,τp,q(Rn) = hBs,τp,q (Rn) with equivalent (quasi-)norms. Thus, Bs,τp,q (Rn) = Bs,τp,q(Rn) with equivalent
(quasi-)norms.
The proof for the Triebel–Lizorkin-type case is similar, the details being omitted. This finishes
the proof of Theorem 7.3.
7.2 Go back to RD-spaces
A systemic treatment for the theory of (in)homogeneous Besov and Triebel–Lizorkin spaces on
RD-spaces was due to the work [25]. Here, in this section, we compare the Besov and the Triebel–
Lizorkin spaces introduced in [25] with those in [27]. Throughout this section, for all x, y ∈ M
and δ > 0, let Vδ(x) := µ(B(x, δ)) and V (x, y) := µ(B(x, d(x, y))).
The definitions of Besov and Triebel–Lizorkin spaces in [25] rely on the existence of the following
approximation of the identity on RD-spaces; see [25, Definition 2.2] and [25, Theorem 2.6].
Definition 7.4. Let ǫ1 ∈ (0, 1] and ǫ2, ǫ3 ∈ (0,∞). A sequence {Sk}k∈Z of bounded linear
integral operators on L2(M) is called an approximation of the identity of order (ǫ1, ǫ2, ǫ3) (in
short, (ǫ1, ǫ2, ǫ3) - ATI ), if there exists a positive constant C such that, for all k ∈ Z, x, x′, y and
y′ ∈M , Sk(x, y), the integral kernel of Sk, is a measurable function from M ×M into C satisfying
(i) |Sk(x, y)| ≤ C 1V
2−k
(x)+V
2−k
(y)+V (x,y) [
2−k
2−k+ρ(x,y)
]ǫ2 ;
(ii) for ρ(x, x′) ≤ [2−k + ρ(x, y)]/2,
|Sk(x, y)− Sk(x′, y)| ≤ C
[
ρ(x,x′)
2−k+ρ(x,y)
]ǫ1
1
V
2−k
(x)+V
2−k
(y)+V (x,y)
[
2−k
2−k+ρ(x,y)
]ǫ2
;
(iii) Sk satisfies (ii) with x and y interchanged;
(iv) for ρ(x, x′) ≤ [2−k + ρ(x, y)]/3 and ρ(y, y′) ≤ [2−k + ρ(x, y)]/3,
|[Sk(x, y)− Sk(x, y′)]− [Sk(x′, y)− Sk(x′, y′)]|
≤ C
[
ρ(x, x′)
2−k + ρ(x, y)
]ǫ1 [ ρ(y, y′)
2−k + ρ(x, y)
]ǫ1 1
V2−k(x) + V2−k(y) + V (x, y)
[
2−k
2−k + ρ(x, y)
]ǫ3
;
(v)
∫
M
Sk(x,w) dµ(w) = 1 =
∫
M
Sk(w, y) dµ(w).
The following version of test functions on RD-spaces was originally introduced in [24] (see also
[25]).
Definition 7.5. Let x1 ∈M , r ∈ (0,∞), β ∈ (0, 1] and γ ∈ (0,∞). A function ϕ on M is said to
belong to the space G(x1, r, β, γ) of test functions, if there exists a positive constant C such that,
for all x, y ∈M ,
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(i) |ϕ(x)| ≤ C 1Vr(x1)+Vr(x)+V (x1,x) [ rr+ρ(x1,x) ]γ ;
(ii) |ϕ(x)− ϕ(y)| ≤ C[ ρ(x,y)r+ρ(x1,x) ]β 1Vr(x1)+Vr(x)+V (x1,x) [ rr+ρ(x1,x) ]γ when ρ(x, y) ≤ [r + ρ(x1, x)]/2.
If ϕ ∈ G(x1, r, β, γ), then its norm is defined by ‖ϕ‖G(x1, r, β, γ) := inf{C : (i) and (ii) hold}.
Fix x1 ∈ M and let G(β, γ) := G(x1, 1, β, γ). For any x2 ∈ M and r ∈ (0,∞), it is easy
to see that G(x2, r, β, γ) = G(β, γ) with equivalent norms. Also, the space G(β, γ) is a Banach
space. Let ǫ ∈ (0, 1] and β, γ ∈ (0, ǫ]. Denote by Gǫ0(β, γ) the completion of G(ǫ, ǫ) in G(β, γ).
Then ϕ ∈ Gǫ0(β, γ) if and only if ϕ ∈ G(β, γ) and there exist functions {φj}j∈N converging to ϕ
in G(ǫ, ǫ). For any ϕ ∈ Gǫ0(β, γ), define ‖ϕ‖Gǫ0(β,γ) := ‖ϕ‖G(β,γ). For the above chosen {φj}j∈N,
we have ‖ϕ‖Gǫ0(β,γ) = limj→∞ ‖φj‖G(β,γ). Notice that Gǫ0(β, γ) is also a Banach space. Denote by
(Gǫ0(β, γ))′ the set of all bounded linear functionals on Gǫ0(β, γ). Define 〈f, ϕ〉 to be the natural
pairing of elements f ∈ (Gǫ0(β, γ))′ and ϕ ∈ Gǫ0(β, γ).
We now recall the definitions of Besov and Triebel–Lizorkin spaces on RD-spaces in [25, Defini-
tion 5.29]. In what follows, for all ǫ ∈ (0, 1) and |s| < ǫ, let p(s, ǫ) := max{d/(d+ ǫ), d/(d+ ǫ+ s)}.
For all g ∈ L1loc (M) and Christ dyadic cubes Q, we write mQ(g) := 1|Q|
∫
Q g(y) dµ(y).
Definition 7.6. Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 ∈ (0,∞), ǫ ∈ (0, ǫ1∧ǫ2), β, γ ∈ (0, ǫ), |s| < ǫ and {Sk}k∈Z be
an (ǫ1, ǫ2, ǫ3)- ATI . Define D0 := S0, and Dk := Sk−Sk−1 for all k ∈ N. Let {Q0,vτ }τ∈I0,v∈{1,...,N0τ}
be dyadic cubes as in Remark 6.2.
(i) Let p ∈ (p(s, ǫ),∞] and q ∈ (0,∞]. The Besov space Bsp,q(M) is defined to be the set of all
f ∈ (Gǫ0(β, γ))′, for some β, γ satisfying
max {s, 0,−s+ d(1/p− 1)+} < β < ǫ, d(1/p− 1)+ < γ < ǫ (7.1)
such that
‖f‖Bsp,q(M) :=
∑
τ∈I0
N0τ∑
v=1
|Q0,vτ |[mQ0,vτ (|D0f |)]p

1/p
+
[ ∞∑
k=1
2ksq‖Dkf‖qLp(M)
]1/q
<∞
with the usual modifications made when p =∞ or q =∞.
(ii) Let p ∈ (p(s, ǫ),∞) and q ∈ (p(s, ǫ),∞]. The Triebel–Lizorkin space Fsp,q(M) is defined to
be the set of all f ∈ (Gǫ0(β, γ))′ for some β, γ satisfying (7.1) such that
‖f‖Fsp,q(M) :=
∑
τ∈I0
N0τ∑
v=1
|Q0,vτ |[mQ0,vτ (|D0f |)]p

1/p
+
∥∥∥∥[ ∞∑
k=1
2ksq |Dkf |q
]1/q∥∥∥∥
Lp(M)
<∞
with the usual modification made when q =∞.
For all ǫ1 ∈ (0, 1], ǫ2, ǫ3 ∈ (0,∞), ǫ ∈ (0, ǫ1 ∧ ǫ2), β, γ ∈ (0, ǫ) and |s| < ǫ, it was proved in [25,
Proposition 5.32] that, if p ∈ [1,∞] and q ∈ (0,∞], then, for all f ∈ (Gǫ0(β, γ))′,
‖f‖Bsp,q(M) ∼
[ ∞∑
k=0
2ksq‖Dkf‖qLp(M)
]1/q
and, if p ∈ [1,∞) and q ∈ (p(s, ǫ),∞], then, for all f ∈ (Gǫ0(β, γ))′,
‖f‖Fsp,q(M) ∼
∥∥∥∥[ ∞∑
k=0
2ksq|Dkf |q
]1/q∥∥∥∥
Lp(M)
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with implicit positive constants independent of f .
Applying the discrete Caldero´n reproducing formula in Theorem 6.1, by an argument similar to
that used in the proof of [25, Proposition 5.32], we obtain the following (quasi-)norm equivalences
between two types of function spaces, which answers a question presented in [27].
Theorem 7.7. Let ǫ1 ∈ (0, 1], ǫ2, ǫ3 ∈ (0,∞), ǫ ∈ (0, α0 ∧ ǫ1 ∧ ǫ2), β, γ ∈ (0, ǫ) and |s| < ǫ, where
α0 is as in (HE).
(i) If p ∈ (p(s, ǫ),∞], q ∈ (0,∞] and β, γ satisfy (7.1), then ‖f‖Bsp,q(M) ∼ ‖f‖Bsp,q(M) for all
f ∈ (Gǫ0(β, γ))′ ∩D′(M).
(ii) If p ∈ (p(s, ǫ),∞), q ∈ (p(s, ǫ),∞] and β, γ satisfy (7.1), then ‖f‖Fsp,q(M) ∼ ‖f‖F sp,q(M) for
all f ∈ (Gǫ0(β, γ))′ ∩ D′(M).
Here, in (i) and (ii), the implicit equivalent positive constants are independent of f .
Proof. First, we show (i). Let {Sk}k∈Z be an (ǫ1, ǫ2, ǫ3)-ATI. Set D0 := S0, and Dk := Sk − Sk−1
for k ∈ N. It was proved in [25, Lemma 3.2, (3.2)] that, for any ǫ′1 ∈ (0, ǫ1 ∧ ǫ2) and all x, y ∈M ,
|DkDj(x, y)| . 2−|j−k|ǫ′1 1
V2−(k∧j) (x) + V2−(k∧j) (y) + V (x, y)
2−(k∧j)ǫ2
[2−(k∧j) + ρ(x, y)]ǫ2
. (7.2)
For β, γ ∈ (0, ǫ), we recall that the discrete inhomogeneous Caldero´n reproducing formula in
[25, Theorems 4.14 and 4.16]: for all f ∈ (Gǫ0(β, γ))′,
f(·) =
∑
τ∈I0
N0τ∑
v=1
∫
Q0,vτ
D˜0(·, y) dµ(y)D0,vτ,1f +
∞∑
k=1
∑
τ∈Ik
Nkτ∑
v=1
|Qk,vτ |D˜k(·, yk,vτ )Dkf(yk,vτ ) (7.3)
converges in (Gǫ0(β, γ))′, where yk,vτ is an arbitrary point in Qk,vτ , D0,vτ,1 denotes the integral operator
with kernelD0,vτ,1(z) :=
1
|Q0,vτ |
∫
Q0,vτ
D0(z, u) dµ(u), and the kernels of the operators {D˜k}k∈Z+ satisfy
the conditions (i) and (iii) of Definition 7.4 with ǫ1 and ǫ2 replaced by ǫ
′ ∈ (ǫ, ǫ1 ∧ ǫ2), and∫
M
D˜k(x, y) dµ(y) = 0 when k ∈ N and = 1 when k = 0.
Let Φ0 ∈ C∞c (R+) be such that suppΦ0 ⊂ [0, 2β0/2] and Φ0 ≡ 1 on [0, 1]. Define Φ(λ) :=
Φ0(λ)−Φ0(2β0/2λ) for λ ∈ R+. For j ∈ N, define Φj(·) := Φ(2−jβ0/2·). By (i) and (ii) of Proposition
2.10, we see that Φj(L)(x, ·) ∈ Gǫ0(α0, γ) ⊂ Gǫ0(β, γ). Moreover, by Proposition 2.10(iii), we see
that
∫
M Φj(
√
L)(x, y) dµ(y) = 0 for j ∈ N and = 1 for j = 0. From these and the proof of [25,
Lemma 3.2, (3.2)], it follows that an orthogonal estimate similar to (7.2) holds true, namely, for
any given ǫ′′1 ∈ (0, α0 ∧ ǫ1 ∧ ǫ2),
|Φj(
√
L)D˜k(x, y)| . 2−|j−k|ǫ′′1 1
V2−(k∧j) (x) + V2−(k∧j) (y) + V (x, y)
1
[1 + 2k∧jρ(x, y)]ǫ2
(7.4)
holds true for all j, k ∈ Z+ and x, y ∈ M . Further, applying (7.3), we know that, for all j ∈ Z+
and x ∈M ,
|Φj(
√
L)f(x)|
.
∑
τ∈I0
N0τ∑
v=1
∫
Q0,vτ
2−jǫ
′′
1
V1(x) + V1(y) + V (x, y)
1
[1 + ρ(x, y)]ǫ2
dµ(y)|D0,vτ,1f |
+
∞∑
k=1
∑
τ∈Ik
Nkτ∑
v=1
|Qk,vτ |
2−|k−j|ǫ
′′
1
V2−(k∧j) (x) + V2−(k∧j) (y
k,v
τ ) + V (x, y
k,v
τ )
|Dkf(yk,vτ )|
[1 + 2k∧jρ(x, yk,vτ )]ǫ2
. (7.5)
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Since ǫ, ǫ′′1 ∈ (0, α0 ∧ ǫ1 ∧ ǫ2), |s| < ǫ and β, γ ∈ (0, ǫ), we may choose ǫ′′1 such that |s| < ǫ′′1 ,
p(s, ǫ′′1) < p and β, γ ∈ (0, ǫ′′1) satisfy (7.1) with ǫ replaced by ǫ′′1 . On the other hand, since
V1(x) + V1(y) + V (x, y) ∼ V1(x) + V1(y0,vτ ) + V (x, y0,vτ ) and 1 + ρ(x, y) ∼ 1 + ρ(x, y0,vτ ) for any
y ∈ Q0,vτ , applying [25, Lemma 5.3], we see that, for all ℓ ∈ Z+ and x ∈M ,
|2jsΦj(
√
L)f(x)|
. 2−j(ǫ
′′
1−s)
[
M
(∑
τ∈I0
N0τ∑
v=1
|D0,vτ,1f |rχQ0,vτ
)
(x)
]1/r
+
∞∑
k=1
2−|k−j|ǫ
′′
1 2(j−k)s2[(k∧j)−k]d(1−1/r)
[
M
(∑
τ∈Ik
Nkτ∑
v=1
2ksr|Dkf(yk,vτ )|rχQk,vτ
)
(x)
]1/r
, (7.6)
where we chose r ∈ (p(s, ǫ′′1), p) if p ≤ 1 or r = 1 if p ∈ (1,∞]. Therefore, letting
σ ∈ (0, ǫ′′1 −max{s, 0,−s+ d(1/r − 1)}),
by Lemma 5.3 and the boundedness of M on Lp/r(M), we see that
‖f‖Bsp,q(M) .
{ ∞∑
j=0
2−j(ǫ
′′
1−s−σ)q
∥∥∥∥∥
[
M
(∑
τ∈I0
N0τ∑
v=1
|D0,vτ,1f |rχQ0,vτ
)]1/r∥∥∥∥∥
q
Lp(M)
+
∞∑
j=0
∞∑
k=1
2−|k−j|(ǫ
′′
1−σ)q2(j−k)sq2[(k∧j)−k]d(1−1/r)q
×
∥∥∥∥∥
[
M
(∑
τ∈Ik
Nkτ∑
v=1
2ksr |Dkf(yk,vτ )|rχQk,vτ
)]1/r∥∥∥∥∥
q
Lp(M)
}1/q
. ‖f‖Bsp,q(M), (7.7)
where the last step follows from the frame characterization of Bsp,q(M) in [25, Theorem 7.4].
Now we show the converse part. For any f ∈ Bsp,q(M), we use (6.1) to write every Djf as
Djf(·) =
∞∑
k=0
∑
τ∈Ik
Nkτ∑
ν=1
|Qk,ντ |(Φk(
√
L)f)(ξk,ντ )DjΨk(ξ
k,ν
τ , ·),
where Φk and Ψk are as in (6.1). Notice that DjΨk(
√
L)(x, y) has the same estimate as in (7.4).
Thus, repeating the previous proofs of (7.5) through (7.7), but with the roles of Dj and Φj(
√
L)
exchanged, and applying Theorem 6.5, we obtain ‖f‖Bsp,q(M) . ‖f‖Bsp,q(M). This finishes the proof
of (i).
To prove (ii), we choose ǫ′′1 such that |s| < ǫ′′1 , p(s, ǫ′′1) < min{p, q} and β, γ ∈ (0, ǫ′′1) satisfying
(7.1) with ǫ replaced by ǫ′′1 . In this case, (7.5) and (7.6) keep valid, but this time we choose
r ∈ (p(s, ǫ′′1),min{p, q}) if min{p, q} ≤ 1 or r = 1 if min{p, q} ∈ (1,∞]. Then, by Lemma 5.3, the
frame characterization of Fsp,q(M) in [25, Theorem 7.4], and repeating the above proof for Besov
spaces, with the boundedness of M on Lp/r(M) replaced by the Fefferman-Stein vector-valued
maximal inequality (see [18]), we see that
‖f‖F sp,q(M) .
∥∥∥∥∥
{ ∞∑
j=0
2−j(ǫ
′′
1−s)q
[
M
(∑
τ∈I0
N0τ∑
v=1
|D0,vτ,1f |rχQ0,vτ
)]q/r
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+
∞∑
k=1
2−|k−j|(ǫ
′′
1−σ)q2(j−k)sq2[(k∧j)−k]d(1−1/r)q
×
[
M
(∑
τ∈Ik
Nkτ∑
v=1
2ksr|Dkf(yk,vτ )|rχQk,vτ
)]q/r}1/q∥∥∥∥∥
Lp(M)
. ‖f‖Fsp,q(M).
The converse of this inequality follows from an argument similar to that used in the proof of
‖f‖Bsp,q(M) . ‖f‖Bsp,q(M), with the boundedness ofM on Lp/r(M) replaced by the Fefferman-Stein
vector-valued inequality. Thus, (ii) holds true, and the proof of Theorem 7.7 is then completed.
8 Appendix
The main aim of this section is to show Theorem 6.1. Using the language of Christ cubes,
we restate the Marcinkiewicz–Zygmund inequality, whose proof was essentially given in [9, Propo-
sition 4.1], here we re-present its proof for convenience as the constants involved is very subtle.
Recall that, in what follows, the spectral space Σpλ is the same as in Remark 4.6.
Lemma 8.1. For any ǫ ∈ (0, 1), there exists a large number jǫ ∈ N such that, for all j ∈ Z and
τ ∈ Ij, the collection {Qj,ντ : ν ∈ {1, . . . , N jτ } }, which is the set of all Christ cubes Qj+jǫτ ′ contained
in Qjτ , satisfies the following:
(i) for all f ∈ Σpλ(M) with λ, p ∈ [1,∞), j ≥ − 2β0 logδ λ, and all ξj,ντ ∈ Qj,ντ with τ ∈ Ij and
ν ∈ {1, . . . , N jτ},{∑
τ∈Ij
Njτ∑
ν=1
∫
Qj,ντ
|f(x)− f(ξj,ντ )|p dµ(x)
}1/p
≤ ǫ
8
(
λ2/β0δj
)α0 ‖f‖Lp(M);
(ii) for all f ∈ Σ∞λ (M) with λ ∈ [1,∞), j ≥ − 2β0 logδ λ, and all ξj,ντ ∈ Qj,ντ with τ ∈ Ij and
ν ∈ {1, . . . , N jτ},
sup
τ∈Ij
sup
1≤ν≤Njτ
sup
x∈Qj,ντ
|f(x)− f(ξj,ντ )| ≤
ǫ
8
(λ2/β0δj)α0‖f‖L∞(M).
Proof. Let φ ∈ C∞c (R+) be such that suppφ ⊂ [0, 2], 0 ≤ φ ≤ 1 and φ ≡ 1 on [0, 1]. For σ = d+1,
by Proposition 2.10(ii) and the self-adjoint property of L, there exists a positive constant Cd,φ
such that, for all x, x′, y ∈M satisfying ρ(x, x′) ≤ λ−2/β0 ,
|φ(λ−1
√
L)(x, y)− φ(λ−1
√
L)(x′, y)| ≤ Cd,φ [λ2/β0ρ(x, x′)]α0Dλ−2/β0 ,d+1(x, y).
Also, φ(λ−1
√
L)f = f for all f ∈ Σpλ(M). If we choose jǫ ∈ N such that
C♮δ
jǫ ≤ 1, (8.1)
then, for all x ∈ Qj,ντ , we have ρ(x, ξj,ντ ) ≤ diamQj,ντ ≤ C♮δj+jǫ ≤ δj ≤ λ−2/β0 , and hence
|f(x) − f(ξj,ντ )| =
∣∣∣∣∫
M
[φ(λ−1
√
L)(x, y)− φ(λ−1
√
L)(ξj,ντ , y)]f(y) dµ(y)
∣∣∣∣
≤ Cd,φ (C♮λ2/β0δj+jǫ)α0
∫
M
Dλ−2/β0 ,d+1(x, y)|f(y)| dµ(y).
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Denote by J the left-hand side of the inequality in (i). By Ho¨lder’s inequality and the third
inequality in Lemma 2.1(i), together with Fubini’s theorem, we see that
J ≤ Cd,φ (C♮λ2/β0δj+jǫ)α0
{∫
M
∣∣∣∣∫
M
Dλ−2/β0 ,d+1(x, y)|f(y)| dµ(y)
∣∣∣∣p dµ(x)}1/p
≤ 2K8dCd,φ (C♮λ2/β0δj+jǫ)α0‖f‖Lp(M),
which is controlled by ǫ8 (λ
2/β0δj)α0‖f‖Lp(M), provided that
2K8dCd,φ (C♮δ
jǫ)α0 ≤ ǫ
8
. (8.2)
This proves (i) by choosing jǫ satisfying (8.1) and (8.2). A modification of the above proof also
shows (ii). Thus, we complete the proof of Lemma 8.1.
Indeed, the definition of the subcubes Qj,ντ in Lemma 8.1 depends on jǫ, but below we will not
explicitly indicate this for simplicity.
Applying Lemma 8.1 and using the choice of jǫ (see (8.1) and (8.2)), we argue as in the proof
of [9, Theorem 4.2] to obtain the following sampling theorem, the details being omitted.
Lemma 8.2. Let all the notation be as in Lemma 8.1. Then, for all f ∈ Σpλ(M) with λ ∈ [1,∞)
and p ∈ [1, 2], for all integer j ≥ − 2β0 logδ λ, and all ξj,ντ ∈ Qj,ντ with τ ∈ Ij and ν ∈ {1, . . . , N jτ},
(1− ǫ)‖f‖Lp(M) ≤
{∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ ||f(ξj,ντ )|p
}1/p
≤ (1 + ǫ)‖f‖Lp(M).
The following cubature formula (see [9, Theorem 4.4]) follows directly from Lemma 8.1 and [9,
Proposition 4.6], the details being omitted.
Corollary 8.3. Let all the notation be as in Lemma 8.1. For j ∈ Z, τ ∈ Ij and ν ∈ {1, . . . , N jτ },
fix ξj,ντ ∈ Qj,ντ . Then there exists a sequence {εj,ντ : τ ∈ Ij , 1 ≤ ν ≤ N jτ } of positive constants
satisfying 23 ≤ εj,ντ ≤ 2 such that for all f ∈ Σ1λ(M) with λ ∈ [1,∞) and j ≥ − 2β0 logδ λ,∫
M
f(x) dµ(x) =
∑
τ∈Ij
Njτ∑
ν=1
εj,ντ |Qj,ντ |f(ξj,ντ ).
For any δ, γ ∈ (0,∞) and β ∈ (0, 1), let
Eγ,βδ (x, y) :=
1√|B(x, δ)| |B(y, δ)| exp
{
−γ
[
ρ(x, y)
δ
]β}
, x, y ∈M.
Obviously, for any σ ∈ (0,∞), there exists a positive constant Cγ,β,σ, depending only on γ, β and
σ, such that
Eγ,βδ (x, y) ≤ Cγ,β,σDδ,σ(x, y)
for all δ ∈ (0,∞) and x, y ∈M .
Lemma 8.4. For j ∈ Z, let Qj,ντ be the subcubes associated to some parameter jǫ as in Lemma
8.1. Then, for any given γ, β ∈ (0,∞), there exists a positive constant C⋄γ,β such that, for all
j ∈ Z, ξj,ντ ∈ Qj,ντ with τ ∈ Ij and 1 ≤ ν ≤ N jτ , and all x, y ∈M ,
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |Eγ,βδj (x, ξj,ντ )Eγ,βδj (ξj,ντ , y) ≤ C⋄γ,βEγ,βδj (x, y) (8.3)
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and ∫
M
Eγ,βδj (x, z)E
γ,β
δj (z, y) dµ(z) ≤ C⋄γ,βEγ,βδj (x, y), (8.4)
where δ ∈ (0, 1) is the same as in Lemma 3.1 and C⋄γ,β is independent of ǫ and jǫ.
Proof. To obtain (8.3), it is enough to prove that
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |
|B(ξj,ντ , δj)|
exp
{
−γ
[
ρ(x, ξj,ντ )
δj
]β}
exp
{
−γ
[
ρ(ξj,ντ , y)
δj
]β}
≤ C⋄γ,β exp
{
−γ
[
ρ(x, y)
δj
]β}
,
which was implicitly proved in [27, Lemma 3.10]. To obtain (8.4), we split the integral in its
left-hand side into
∑
τ∈Ij
Njτ∑
ν=1
∫
Qj,ντ
Eγ,βδj (x, z)E
γ,β
δj (z, y) dµ(z).
For any z ∈ Qj,ντ and x, y ∈ M , we observe that Eγ,βδj (x, z) ∼ Eγ,βδj (x, ξj,ντ ) and Eγ,βδj (z, y) ∼
Eγ,βδj (ξ
j,ν
τ , y) with implicit positive constants independent of j, x, y, z and ξ
j,ν
τ . Hence, the left-
hand side of (8.4) is comparable to that of (8.3), so (8.4) follows from (8.3). This finishes the proof
of Lemma 8.4.
In what follows, we fix functions (Γ0,Γ) ∈ C∞c (R+) satisfying
suppΓ0 ⊂ [0, δ−β0 ], Γ0(λ) = 1 for λ ∈ [0, δ−β0/2], (8.5)
and
suppΓ ⊂ [δβ0 , δ−β0 ], Γ0(λ) = 1 for λ ∈ [δβ0/2, δ−β0/2], and 0 ≤ Γ0, Γ ≤ 1. (8.6)
According to Lemma 2.7, we may as well assume that there exist constants A ∈ (0,∞) and
β ∈ (0, 1) such that
‖Γ(k)0 ‖L∞(R+) ≤ (Ak1+β)k and ‖Γ(k)‖L∞(R+) ≤ (Ak1+β)k, k ∈ N. (8.7)
For j ∈ N, let
Γj(λ) := Γ(δ
jβ0/2λ), λ ∈ R. (8.8)
For anym ∈ N, applying Proposition 2.12, we find positive constants γ := γ(m,A, β) and C♭γ,β,m :=
C(m, γ, β) such that, for all j ∈ Z+, δ ∈ (0, 1] and x, y ∈M ,
|LmΓj(
√
L)(x, y)| ≤ C♭m,γ,βδ−β0mj E
γ, 110(1+β)
δj (x, y) (8.9)
and, for all x, y, y′ ∈M satisfying ρ(y, y′) ≤ δ,
|LmΓj(
√
L)(x, y)− LmΓj(
√
L)(x, y′)| ≤ C♭m,γ,βδ−β0mj
[
ρ(y, y′)
δ
]α0
E
γ, 1
10(1+β)
δj (x, y). (8.10)
With these Γj , we apply Lemma 8.4 and Corollary 8.3, and also some ideas used in the proof of
[27, Lemma 4.2] to obtain the following conclusion.
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Lemma 8.5. Let {Γj}j∈Z+ be as in (8.8) so that (8.9) and (8.10) hold true. Then there exist
ǫ0 ∈ (0, 1) and operators {ϕ˜j(
√
L)}j∈Z+ such that, if f ∈ L2(M) satisfies that Γj(
√
L)f = f for
some j ∈ N, then
f(·) =
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |f(ξj,ντ )ϕ˜j(
√
L)(ξj,ντ , ·) (8.11)
in L2(M), where {Qj,ντ : τ ∈ Ij , 1 ≤ ν ≤ N jτ} are the subcubes associated to some parameter jǫ0
as in Lemma 8.1, ξj,ντ is any point in Q
j,ν
τ , and ϕ˜j(
√
L)(ξj,ντ , x) is the integral kernel of ϕ˜j(
√
L).
Moreover, the following hold true:
(i) For any m ∈ Z+, there exist positive constants γ := γ(A,m, β) and C := C(m, γ, β) such
that, for all j ∈ Z+ and x, y ∈M ,
|Lmϕ˜j(
√
L)(x, y)| ≤ Cδ−mβ0jE
γ
2 ,
1
10(1+β)
δj (x, y) (8.12)
and, for all j ∈ Z+ and x, y, y′ ∈M satisfying ρ(y, y′) ≤ δj,
|Lmϕ˜j(
√
L)(x, y)− Lmϕ˜j(
√
L)(x, y′)| ≤ Cδ−mβ0j [δ−jρ(y, y′)]α0E
γ
2 ,
1
10(1+β)
δj (x, y); (8.13)
(ii) Let (Φ0,Φ) satisfy (2.14) and (2.15). For j ∈ N, define Φj as in (2.16). Then, for any
m ∈ N and σ ∈ (2d,∞), there exists a positive constant C := C(σ,m) such that, for all
j, k ∈ Z+ and x, y ∈M ,
|(Φk(
√
L)ϕ˜j(
√
L))(x, y)| ≤ Cδ|k−j|(mβ0−d)Dδk∧j ,σ(x, y).
Proof. Let ǫ0 ∈ (0, 1) which will be determined later (see (8.20) below). We then choose a large
integer jǫ0 as in Lemma 8.1 (see (8.1) and (8.2)) and define {Qj,ντ : τ ∈ Ij , 1 ≤ ν ≤ N jτ} to be the
subcubes of Qjτ associated to such a jǫ0 as in Remark 6.2.
Let Θ ∈ C∞c (R+) such that 0 ≤ Θ ≤ 1, suppΘ ⊂ [0, δ−2β0] and Θ ≡ 1 on [0, δ−3β0/2]. Define
Θj := Θ(δ
jβ0/2
√
L) for j ∈ Z+. For simplicity, we use Γj(x, y) and Θj(x, y) to denote the integral
kernels of the operators Γj := Γj(
√
L) and Θj := Θj(
√
L), respectively. Define the operator Uj
which is associated to the kernel
Uj(x, y) :=
∑
τ∈Ij
Njτ∑
ν=1
1
(1 + ǫ0)2
|Qj,ντ |Θj(x, ξj,ντ )Θj(ξj,ντ , y), x, y ∈M.
Observe that Γj(L
2(M)) ⊂ Σ2
δ−(j+3)β0/2
(M) and Θjg = g for all g ∈ Σ2δ−(j+3)β0/2(M). In particular,
for any g ∈ Σ2
δ−jβ0/2
(M), we have
〈Ujg, g〉 =
∑
τ∈Ij
Njτ∑
ν=1
1
(1 + ǫ0)2
|Qj,ντ ||g(ξj,ντ )|2,
which, combined with Lemma 8.2 and the fact 1−ǫ01+ǫ0 ≥ 1− 2ǫ0, implies that
(1− 2ǫ0)2‖g‖2L2(M) ≤ 〈Ujg, g〉 ≤ ‖g‖2L2(M). (8.14)
Define Vj := ΓjUjΓj and Rj := Γj(Id − Uj)Γj . Since 0 ≤ Γj ≤ 1, the functional calculus implies
that ‖Γjf‖L2(M) ≤ ‖f‖L2(M). Thus, for any f ∈ L2(M), by Rj = Γ2j −ΓjUjΓj and (8.14), we have
0 ≤ 〈Rjf, f〉 = 〈Γjf, Γjf〉 − 〈UjΓjf, Γjf〉 ≤ [1− (1− 2ǫ0)2]‖Γjf‖2L2(M) ≤ 4ǫ0‖f‖2L2(M),
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which implies that Rj is bounded on L
2(M) with operator norm at most 2
√
ǫ0. Hence, it makes
sense to define
Tj := (I −Rj)−1 = I +
∞∑
k=1
Rkj .
Since ΘjΓj = Γj, we use the expression of Uj to find that the operator Vj has a kernel
Vj(x, y) =
∑
τ∈Ij
Njτ∑
ν=1
1
(1 + ǫ0)2
|Qj,ντ |Γj(x, ξj,ντ )Γj(ξj,ντ , y), x, y ∈M. (8.15)
If f ∈ L2(M) such that Γj(
√
L)f = f , then f = Tj(f − Rjf) = Tj(f − Γ2jf + Vjf) = TjVjf , so
that
f(x) =
∑
τ∈Ij
Njτ∑
ν=1
1
(1 + ǫ0)2
|Qj,ντ |Γjf(ξj,ντ )Tj
(
Γj(·, ξj,ντ )
)
(x), x ∈M
in L2(M), which gives us the identity (8.11) by setting ϕ˜j(
√
L) to be the operator whose integral
kernel is
ϕ˜j(
√
L)(x, y) :=
1
(1 + ǫ0)2
Tj (Γj(·, y)) (x), x, y ∈M.
For simplicity, we write ϕ˜j(x, y) instead of the kernel ϕ˜j(
√
L)(x, y). Let β′ := 110(1+β) . From
(8.15), (8.9) and (8.3), we deduce that
|Vj(x, y)| ≤
(C♭0,γ,β)
2
(1 + ǫ0)2
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |Eγ,β
′
δj (x, ξ
j,ν
τ )E
γ,β′
δj (ξ
j,ν
τ , y) ≤
(C♭0,γ,β)
2C⋄γ,β′
(1 + ǫ0)2
Eγ,β
′
δj (x, y).
By (8.9) and (8.4), we have
|Γ2j(x, y)| ≤ (C♭0,γ,β)2
∫
M
Eγ,β
′
δj (x, u)E
γ,β′
δj (u, y) dµ(u) ≤ (C♭0,γ,β)2C∗γ,β′Eγ,β
′
δj (x, y).
Combining the last two inequalities implies that
|Rj(x, y)| = |Γ2j(x, y)− Vj(x, y)| ≤ (C⋄γ,β′ + C∗γ,β′)(C♭0,γ,β)2Eγ,β
′
δj (x, y).
Let A := (C⋄γ,β′ + C
∗
γ,β′)(C
♭
0,γ,β)
2. Applying the above estimate and (8.4) repeatedly, we see that
|Rkj (x, y)| ≤ Ak(C∗γ,β′)k−1Eγ,β
′
δj (x, y), k ∈ N. (8.16)
Consequently, for all k ∈ N,
|RkjΓj(x, y)| ≤ (AC∗γ,β′)kC♭0,γ,βEγ,β
′
δj (x, y). (8.17)
Observe that (8.4) implies that, for all j ∈ Z+ and x, y ∈M ,
‖Rj(x, ·)‖L2(M)‖Γj(·, y)‖L2(M) ≤ C∗γ,β′AC♭0,γ,β.
By this and Lemma 2.2, we see that, for k ≥ 2,
|RkjΓj(x, y)| = |RjRk−1j Γj(x, y)| ≤ AC♭0,γ,βC∗γ,β′
‖Rk−1j ‖L2(M)→L2(M)√|B(x, δj)| |B(y, δj)|
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≤ AC♭0,γ,βC∗γ,β′
(2
√
ǫ0)
k−1√
|B(x, δj)| |B(y, δj)| . (8.18)
By taking geometric means between (8.17) and (8.18), we have
|RkjΓj(x, y)| ≤ C♭0,γ,β
√
(C∗γ,β′A)k+1(2
√
ǫ0)
k−1 Eγ/2,β
′
δj (x, y) . 2
−k Eγ/2,β
′
δj (x, y), (8.19)
provided that we choose ǫ0 small enough satisfying
0 <
√
ǫ0 ≤
1
4AC∗γ,β′
=
1
4(C⋄γ,β + C
∗
γ,β′)(C
♭
0,γ,β)
2C∗γ,β′
. (8.20)
Therefore, by writing
(1 + ǫ0)
2ϕ˜j(
√
L)(x, y) = Tj (Γj(·, y)) (x) = Γj(x, y) +Rj (Γj(·, y)) (x) +
∞∑
k=2
Rkj (Γj(·, y)) (x),
we use (8.19) to obtain that |ϕ˜j(
√
L)(x, y)| . Eγ/2,β′δj (x, y), which proves (8.12) for m = 0. If
m ∈ N, then we write
(1 + ǫ0)
2Lmϕ˜j(x, y) = Tj (L
mΓj(·, y)) (x) = LmΓj(x, y) +
∞∑
k=1
Rkj (L
mΓj(·, y)) (x).
Next, we replace the operator Γj in (8.17) and (8.18) by L
mΓj . Following the previous argument
for the case m = 0, we obtain (8.12) for the case m ≥ 1.
To obtain (8.13), we write
(1 + ǫ0)
2|Lmϕ˜j(
√
L)(x, y) − Lmϕ˜j(
√
L)(x, y′)|
≤ |LmΓj(x, y)− LmΓj(x, y′)|+
∣∣∣∣∫
M
Rj(x, u)[L
mΓj(u, y)− LmΓj(u, y′)] dµ(u)
∣∣∣∣
+
∞∑
k=2
∣∣∣∣∫
M
Rkj (x, u)[L
mΓj(u, y)− LmΓj(u, y′)] dµ(u)
∣∣∣∣ .
Then, applying (8.10) and following the previous argument, we obtain (8.13), the details being
omitted.
To show (ii), for j ∈ Z+, we use ΦjΓj(x, y) to denote the kernel of Φj(
√
L)Γj(
√
L). Notice that
Proposition 2.14 implies that
|ΦkΓj(x, y)| . δ|k−j|(mβ0−d)Dδk∧j ,2σ(x, y), x, y ∈M. (8.21)
Then, instead of (8.17), we apply (8.16) to conclude that, for all i ∈ N,
|RijΦkΓj(x, y)| . (C∗γ,β′A)iδ|k−j|(mβ0−d)Dδk∧j ,2σ(x, y), x, y ∈M.
For all i ≥ 2, similar to the estimate of (8.18), we use Lemma 2.2 and (8.21) to derive that
|RijΦkΓj(x, y)| ≤ ‖Rj(x, ·)‖L2(M)‖Ri−1j ‖L2(M)→L2(M)‖ΦkΓj(·, y)‖L2(M)
.
δ|k−j|(mβ0−d)(2
√
ǫ0)
i−1√
|B(x, δj∧k)| |B(y, δj∧k)|
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uniformly for all x, y ∈M and k, j ∈ Z+. By taking geometric mean of the above inequalities, we
see that, for all x, y ∈M ,
|RijΦkΓj(x, y)| . (2
√
ǫ0C
∗
γ,βA)
iδ|k−j|(mβ0−d)Dδk∧j ,σ(x, y) . 2
−iδ|k−j|(mβ0−d)Dδk∧j ,σ(x, y),
if we choose ǫ0 as in (8.20). Then, summing over all i ≥ 2 and using the fact that
(1 + ǫ0)
2(Φk(
√
L)ϕ˜j(
√
L))(x, y) = ΦkΓj(x, y) +
∞∑
i=1
RijΦkΓj(x, y),
we argue as before and obtain the desired estimate in (ii), which completes the proof of Lemma
8.5.
Proof of Theorem 6.1. By similarity, we only prove the case f ∈ D′(M). Starting from the con-
tinuous Caldero´n reproducing formula (2.17), we write
f =
∞∑
j=0
Φ˜j(
√
L)Φj(
√
L)f =
∞∑
j=0
∫
M
∫
M
Φ˜j(
√
L)(·, y)Φj(
√
L)(y, z)f(z) dµ(y) dµ(z),
where the inequality holds true in D′(M). Applying Lemma 8.5 to the function Φj(
√
L)(·, z), we
find that
Φj(
√
L)(y, z) =
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |Φj(
√
L)(ξj,ντ , z)ϕ˜j(
√
L)(ξj,ντ , y)
for all j ∈ Z+ and y, z ∈ M , where ϕ˜j(
√
L) satisfies (i), (ii) and (iii) of Lemma 8.5. It is easy to
show that the above equality holds true in L2(M), and hence in D′(M). Consequently,
f(·) =
∞∑
j=0
∑
τ∈Ij
Njτ∑
ν=1
|Qj,ντ |(Φj(
√
L)f)(ξj,ντ )
∫
M
Φ˜j(
√
L)(·, y)ϕ˜j(
√
L)(ξj,ντ , y) dµ(y)
in D′(M), which implies (6.1) by setting Ψj(
√
L) to be the operator whose associated kernel is
Ψj(
√
L)(x, z) :=
∫
M
Φ˜j(
√
L)(x, y)ϕ˜j(
√
L)(z, y) dµ(y), y, z ∈M.
Observe that Proposition 2.10 implies that Φ˜j(
√
L) satisfies (2.12) and (2.13). By this, Lemma 8.5
and Lemma 2.1(ii), we obtain (b) through (d) of the theorem. This finishes the proof of Theorem
6.1.
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