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Nous e´tudions quelques aspects combinatoires de l’ensemble des arrangements de blocs
avec re´pe´titions de tas ou multi-ensembles en utilisant le cadre des langages formels.
mots clefs : combinatoire e´nume´rative, langages formels.
1 Introduction
Donnons-nous n couleurs diffe´rentes : (c1, . . . , cn), et pour chaque i ∈ [n], pi boules indiscernables
de couleur ci ainsi que r boˆıtes aligne´es, avec max(p1, . . . , pn) ≤ r ≤ p1+ · · ·+pn. Nous proposons
d’examiner le proble`me suivant : placer les boules dans les boˆıtes de telle fac¸on que toutes les
boˆıtes soient occupe´es et qu’il n’y ait pas deux boules de meˆme couleur dans la meˆme boˆıte. Le
cas ou` tous les pi valent 1 a e´te´ e´tudie´ par [5] sous le terme d’arrangement pre´fe´rentiel ; le cas ou`
tous les pi valent 2 a e´te´ e´tudie´ en Intelligence Artificielle [3]. Rappelons, suivant [2, 25–28], que
si X est un n-ensemble, un bloc de X – ou X-bloc – est une partie non vide de X et un tas sur X
– ou X-tas – ν est une application de X dans N.
De´finition 1.1 Soit ν un tas sur un n-ensemble X, un S-arrangement avec re´pe´titions de ν est
une liste de X-blocs, les re´pe´titions e´tant autorise´es, chaque e´le´ment x ∈ X apparaissant dans
exactement ν(x) X-blocs. On note D(~ν(X)) [resp. Dk(~ν(X))] l’ensemble des S-arrangements
[resp. de longueur k] du X-tas ν, et D(~ν(X)) [resp.Dk(~ν(X))] le nombre de S-arrangements du
X-tas ν [resp. de longueur k].
Le formalisme de la the´orie des langages est bien adapte´ a` ce proble`me [2], c’est pourquoi nous
de´finissons dans ce cadre les outils ne´cessaires. Conside´rant X= (x1, . . . , xn) comme un al-
phabet ordonne´, on repre´sente ν comme le mot x
ν(x1)
1 . . . x
ν(xn)
n sur X∗. Le vecteur ~ν(X) =
(ν(x1), . . . , ν(xn)) est appele´ vecteur de Parikh [4] plutoˆt que spe´cification [2]. Si ~ν(X) = (p1, . . . , pn),
alors on note DX(p1, . . . , pn) et DX(p1, . . . , pn) a` la place de D(~ν(X)) et D(~ν(X)).
2 Les mots pour le dire
Nous utilisons le vocabulaire classique de la the´orie des langages [1, 4]. Le mot vide est note´ ε, |f |
est la longueur du mot f , |f |x le nombre d’occurrences de la lettre x dans l’e´criture de f . L’entrelacs
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(shuﬄe [4, p.108]) de deux mots f et g de X∗ est le langage f∨ g = {f1g1 . . . fngn‖∀i : fi, gi ∈
X∗, f1 . . . fn = f, g1 . . . gn = g}. Ainsi aa∨ bb = {aabb, abab, baab, abba, baba, bbaa}. L’entrelacs
de deux langages L et L′ est le langage L∨L′ = {f∨ f ′|f ∈ L, f ∈ L′}. L’entrelacs munit ℘(X∗),
ensemble des langages sur X, d’une structure de mono¨ıde commutatif dont l’e´le´ment neutre est




pour peu que f et g n’aient pas de lettre commune. On en de´duit par re´currence le
Lemme 2.1 Soit Xn = {x1, . . . , xn} un n-alphabet, p1, . . . , pn n entiers positifs,
card(xp11 ∨ · · · ∨x
pn
n ) =
(p1 + · · ·+ pn)!
p1! · · · pn!
=
(
p1 + · · ·+ pr
p1, · · · , pr
)
Ce nombre est connu comme un coefficient multinoˆmial.
De´finition 2.1 (S-alphabets et S-langages) Soit X un alphabet, un S-alphabet sur X est une
partie non vide de 2X . Un e´le´ment d’un S-alphabet sur X est une S-lettre. Un S-mot sur X est
une suite finie de S-lettres sur X, un ensemble de S-mots sur un S-alphabet est un S-langage.
Nous allons utiliser les S-alphabets sur X suivants : (i) le S-alphabet naturel X˙ = {{a}|a ∈ X}
que l’on identifie a` X et (ii) le S-alphabet sature´ sur X, i.e. X̂ = 2X − ∅.
On a donc X ⊂ X̂ et X∗ ⊂ X̂
∗
. On e´crira les S-lettres aussi bien horizontalement que






Les S-alphabets e´tant des alphabets, on peut donc travailler avec les outils connus de la the´orie
des langages. Ne´anmoins, il nous faut introduire des notations pour relier les S-mots a` l’alphabet
de base et non a` leur S-alphabet.
De´finition 2.2 Soit X = {x1, . . . , xn} un n-alphabet et f ∈ X̂
∗
. On note ‖f‖x le nombre
d’occurrences de la lettre x ∈ X dans le S-mot f . On appelle taille de f et on note ‖f‖ l’entier∑
1≤i≤n ‖f‖xi .
La de´finition qui suit ge´ne´ralise celle de [4, p.146].
De´finition 2.3 Soit X = {x1, . . . , xn} un n-alphabet et f ∈ X̂
∗
. On appelle vecteur de Parikh de
f , note´ ~f , le n-uplet (‖f‖x1 , . . . , ‖f‖xn).





bab a pour longueur 6, pour taille 7, et pour
vecteur de Parikh ~f = (3, 4). Les occurrences de a occupent les rangs 1, 3, 5 ; les occurences de b
occupent les rangs 2, 3, 4 et 6. f repre´sente un k-S-arrangement avec re´pe´tition du tas {a3, b4}.
Nous e´tendons e´galement l’ope´ration d’entrelacs aux S-mots et S-langages en autorisant le
partage de S-lettres. Nous donnons ici une de´finition restreinte au cas ou` les alphabets sont
disjoints.
De´finition 2.4 Soit X et Y deux alphabets disjoints, f ∈ X̂
∗
, g ∈ Ŷ
∗
le S-entrelacs de f et g
est le langage f∨ g = {h1 . . . hr | hi ∈ X̂ ∪ Y , 0 ≤ |fi|, |gi| ≤ 1, max(|f |, |g|) ≤ r ≤ |f | + |g|,
f = f1 . . . fn, g = g1 . . . gn, et ∀i ∈ [r], 1 ≤ |fi|+ |gi| ≤ 2, hi = fi ∪ gi }.








































Le S-entrelacs de deux S-langages L et L′ e´crits sur des alphabets disjoints est le langage
L∨L′ = ∪f∈L,f ′∈L′f∨ f
′. Cette ope´ration est associative, commutative et posse`de comme e´le´ment
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neutre {ε}.
Si le n-tas ν sur l’alphabet X = {x1, . . . , xn} vaut {x
p1
1 , . . . , x
pn
n }, on e´crit ∨ νX=x
p1
1 ∨ . . .∨x
pn
n .
Le re´sultat primordial est le suivant :
The´ore`me 2.1 Soit ν un n-tas sur l’alphabet X. Il existe des bijections naturelles entre :
(i) {f ∈ X̂
∗
|~f = ~ν(X)}, (ii) D(ν(X)) et (iii) ∨ νX .
Preuve : Soit ν = {xp11 , . . . , x
pn
n } un n-tas sur l’alphabet X= {x1, . . . , xn}, on a les trois ensembles
(i) {f ∈ X̂
∗
|~f = (p1, . . . , pn)}, (ii) DX(p1, . . . , pn) et (iii) x
p1
1 ∨ . . .∨x
pn
n . Chaque bloc de X
correspond a` une S-lettre sur X, d’ou` la bijection entre (i) et (ii). Tout mot de (iii) est un mot de
(i) ; re´ciproquement tout S-mot de (i) posse`de exactement pi S-lettres contenant chacune une et
une seule occurrence de xi, la projection d’un tel S-mot sur {xi} est bien x
pi . ✷
3 Enume´rations
Classiquement, on partitionne un langage soit en classant ses mots en fonction de leur lettre d’une
extre´mite´, soit en fonction de leur longueur, soit encore suivant une de´composition pertinente.
Partitionner ∨ νX suivant la S-lettre extreˆme de ses S-mots donne une fonction re´cursive dont la
fonction ge´ne´ratrice a` card(X) variables est simple. Le partitionner en fonction de la longueur des
S-mots nous fournit une somme de coefficients multinomiaux. Exprimer ∨ νX de fac¸on ite´rative
fournit une de´composition de ses S-mots en fonction d’une lettre particulie`re et nous donne encore
une autre e´nume´ration.
Soit (p1, . . . , pn) n entiers non ne´gatifs, posons Pred(p1, . . . , pn) = {(p˜1, · · · , p˜n) ∈ N
n| si pi 6= 0,
alors p˜i ∈ {pi, pi− 1} sinon p˜i = pi, 1 ≤ i ≤ n}− {(p1, · · · , pn)}. Le classement suivant la dernie`re
S-lettre donne :
Proposition 3.1 Soit νX = {x
p1
1 , . . . , x
pn










D(p1, . . . , pn) =
∑
Pred(p1,...,pn)
Dn(p˜1, · · · , p˜n)
avec D1(0) = 1, Dn(p1, . . . , pn−1, 0) = Dn−1(p1, . . . , pn−1).
La fonction ge´ne´ratrice sur n variables (X1, . . . , Xn) vaut :
∑
p1,···,pn≥0
Dn(p1, · · · , pn)X
p1














Dn(p1, · · · , pn) est une fonction syme´trique. Ainsi, on peut supprimer tous les pi nuls et les
dimensions correspondantes. Dans le cas ou` tous les pi sont e´gaux a` p on a









D(p− 1, . . . , p− 1︸ ︷︷ ︸
r fois
, p, . . . , p︸ ︷︷ ︸
n−r fois
)
Les nombres D(p1, p2) sont les nombres de Delannoy [2, p.93].
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Maintenant, et si P de´signe l’ensemble des entiers positifs, notons Vr(p1, . . . , pn) l’ensemble
{(t1S1, . . . , trSr)| (t1, . . . , tk)∈ P
r, (S1, . . . , Sk) ∈ X̂
r, tels que ∀i ∈ [n],
∑r
k=1 tk‖Sk‖xi = pi}. En
utilisant le lemme 2.1, le classement suivant la longueur des S-mots donne :
Proposition 3.2 Soit νX = {x
p1
1 , . . . , x
pn

















(t1 + · · ·+ tk)!
t1! · · · tk!
Enfin, l’e´nume´ration par re´currence sur le cardinal de l’alphabet donne :
Proposition 3.3 Soit νX = {x
p1
1 , . . . , x
pn
n } un n-tas.
∨ νX = ∨ (x
p1






















λ~ν(X)(r − k, n − 1)) et λ~ν(X)(r, 1) = 1 si r = pn et 0 sinon, en
notant λ~ν(X)(r, n) le nombre de S-mots de νX de longueur r.
Cela se fait en distinguant les pn S-lettres contenant un xn. Ces S-lettres peuvent eˆtre des singletons
(donc disparaˆıtre par e´limination des xn) ou non (donc rester).
4 Conclusion et perspectives
Nous avons pre´sente´ une famille d’objets appele´s S-arrangements avec re´pe´tions de n-tas et de´fini
les outils de the´orie des langages associe´s. Quelques re´sultats combinatoires ont e´te´ donne´s. Cette
famille d’objets ge´ne´ralise plusieurs familles d’objets de´ja` existants en combinatoire et en infor-
matique the´orique. Il y a beaucoup d’autres familles d’objets que l’on peut repre´senter en ces
termes par une bijection naturelle. Ceci fera l’objet de publications ulte´rieures. D’autre part,
nous e´tudions les proprie´te´s de treillis et de ge´ne´ration par syste`mes de re´e´criture du langage
x
p1
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