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Re´sume´ – Afin de combattre les effets des interfe´rences entre symboles (IES), l’e´galiseur optimal a` utiliser est base´ sur le crite`re Maximum a
posteriori (MAP). Nous conside´rons le cas ou` l’e´galiseur MAP est alimente´ par des informations a priori sur les donne´es e´mises, comme pour
un turbo e´galiseur. Nous proposons d’e´tudier analytiquement l’impact de l’a priori sur les performances de l’e´galiseur MAP. Nous distinguons
deux cas d’e´tude : le cas ou` les informations a priori sont fiables et le cas ou` elles ne sont pas fiables. Dans un turbo e´galiseur, l’e´galiseur et le
de´codeur s’e´changent des Logarithmes du Rapport de Vraisemblance (LRV) extrinse`ques pour ame´liorer les performances au fil des ite´rations.
Nous proposons ici d’e´tudier analytiquement la distribution de ces LRV. Le but de cette e´tude est d’effectuer de manie`re analytique, dans un
travail futur, l’analyse de la convergence des turbo e´galiseurs utilisant un e´galiseur MAP.
Abstract – To combat the effects of intersymbol interference, the optimal equalizer to be used is based on maximum a posteriori (MAP)
detection. We consider the case where the MAP equalizer is provided with a priori information on the transmitted data, as in a turbo equalizer.
We propose to study analytically the impact of the a priori on the MAP equalizer performance. We distinguish two cases: the case of unreliable
a priori and the case of reliable a priori. In a turbo equalizer, the equalizer and the decoder exchange extrinsic Log Likelihood Ratios (LLRs).
We propose here to study analytically their distribution. The aim of this study is to perform in the future the analytical convergence analysis of
turbo equalizers using the MAP equalization.
Introduction
Afin de combattre les effets des interfe´rences entre symboles
(IES), l’e´galiseur optimal a` utiliser est base´ sur le crite`re
Maximum a posteriori (MAP) [1]. Nous conside´rons deux
crite`res, le crite`re MAP se´quence et le crite`re MAP sym-
bole. En l’absence d’informations a priori sur les donne´es
e´mises, la de´tection selon le crite`re MAP devient e´quivalente
a` la de´tection selon le crite`re Maximum de vraisemblance
(MV). Des algorithmes efficaces existent pour le de´tecteur
MAP se´quence tel que l’algorithme de Viterbi [3], et pour
le de´tecteur MAP symbole tel que l’algorithme BCJR [1].
Ces algorithmes sont inte´ressants puisque leur complexite´
augmente line´airement plutoˆt qu’exponentiellement avec la
taille de la se´quence. Les performances de l’e´galiseur de
Viterbi en pre´sence d’un canal a` Bruit Additif Blanc Gaussien
(BABG) ont e´te´ e´tudie´es par Forney [3]. Cette e´tude supposait
qu’aucune information a priori n’est fournie a` l’e´galiseur.
Dans ce papier, nous conside´rons le cas ou` l’e´galiseur MAP
est alimente´ par des informations a priori sur les donne´es
e´mises, comme pour un turbo e´galiseur [2]. Nous proposons
d’e´tudier analytiquement l’impact de l’a priori sur les perfor-
mances de l’e´galiseur MAP. Nous montrons que l’utilisation
des informations a priori par l’e´galiseur MAP est e´quivalente a`
un gain en terme de Rapport Signal a` Bruit (RSB) et nous don-
nons une expression analytique de ce gain. Nous distinguons
deux cas d’e´tude : le cas ou` les informations a priori sont fi-
ables et le cas ou` elles ne sont pas fiables. Cette e´tude est une
ge´ne´ralisation des re´sultats de [4], qui sont valables unique-
ment quand les a priori ne sont pas fiables.
Dans un turbo e´galiseur, l’e´galiseur et le de´codeur
s’e´changent des Logarithmes du Rapport de Vraisemblance
(LRV) extrinse`ques pour ame´liorer les performances au fil des
ite´rations [2]. Nous proposons ici d’e´tudier analytiquement la
distribution de ces LRV. Le but de cette e´tude est d’effectuer
de manie`re analytique, dans un travail futur, l’analyse de la
convergence des turbo e´galiseurs utilisant un e´galiseur MAP.
En effet, les analyses classiques de convergence sont base´es
sur les EXIT charts (extrinsic information transfer charts) [6]
et utilisent des simulations puisqu’il est difficile d’e´tudier an-
alytiquement les performances de l’e´galiseur MAP quand le
nombre des e´tats du treillis est supe´rieur a` 2.
1 Mode`le du syste`me
Nous conside´rons la transmission des donne´es sur un canal
se´lectif en fre´quence. Les bits d’information en entre´e sont
module´s en symboles MDP-2 (modulation de phase a` 2 e´tats)
dont l’alphabet est A = {+1,−1}. Nous supposons que les
transmissions se font par blocs de T symboles. Le canal est
suppose´ invariant durant un bloc. Le signal rec¸u en bande de
base e´chantillonne´ au rythme symbole a` l’instant k est donne´
par
xk =
L−1∑
l=0
hlsk−l + nk (1)
ou`L est la me´moire du canal et sk, (1−L ≤ k ≤ T−1) sont les
symboles e´mis. Dans cette expression, nk sont mode´lise´s par
des e´chantillons inde´pendants d’un bruit re´el blanc gaussien
suivant la loi normale N (0, σ2) ou` N (α, σ2) est une distribu-
tion gaussienne de moyenne α et de variance σ2. Le terme hl
est le lie`me coefficient du canal qu’on suppose re´el.
Nous nous inte´ressons a` l’e´galisation selon le crite`re MAP.
Nous conside´rons un e´ve´nement d’erreur Em de longueur m
[3]. La probabilite´ de cet e´ve´nement quand il n’y a pas d’a
priori a` l’entre´e de l’e´galiseur est [3] :
P (Em) = Q
(‖εm‖
2σ
)
(2)
ou` εm est la se´quence d’erreur correspondant a` Em convolue´e
par le canal et Q(α) = 1√
2pi
∫ ∞
α
exp(−y2/2)dy. Soit dmin
la distance minimale du canal [3] de´finie comme la valeur
minimale de ‖εm‖. Du fait de la de´croissance exponentielle
de la fonction Q (.), la probabilite´ d’erreur totale P (Σ) sera
domine´e a` fort RSB par la probabilite´ de l’e´ve´nement corres-
pondant a` la valeur minimale dmin de ‖εm‖ [3]. Ainsi, a` fort
RSB,
P (Σ) ' Q
(
dmin
2σ
)
. (3)
2 Analyse de l’e´galiseur
Nous supposons ici que le canal est parfaitement connu au
niveau du re´cepteur. L’e´galiseur MAP calcule les probabilite´s
a posteriori sur les symboles transmis, P (sk = s|x), s ∈ A,
1 − L ≤ k ≤ T − 1, ou` x est le vecteur des observations
rec¸u durant un bloc. Comme dans un turbo e´galiseur, nous sup-
posons que l’e´galiseur fournit a` sa sortie des LRV extrinse`ques
[6] :
LRVext eg (sk) = LRVeg (sk)− LRVpriori eg (sk)
= log
P (sk = +1|x)
P (sk = −1|x) − log
P (sk = +1)
P (sk = −1)
qui sont les LRV a posteriori LRVeg (sk) moins les LRV a pri-
ori LRVpriori eg (sk). Nous supposons que les observations a
priori a` l’entre´e de l’e´galiseur sont mode´lise´es par les sorties
d’un canal BABG (Bruit Additif Blanc Gaussien) de moyenne
nulle et de variance σ2eg . Ainsi, les LRV a priori sont mode´lise´s
par des e´chantillons inde´pendants gaussiens suivant la loi nor-
male N ( 2skµ
2
eg
σ2 ,
4µ2eg
σ2 ) ou` µeg =
σ
σeg
. Cette mode´lisation
gaussienne des LRV avec rapport 2 entre variance et moyenne
est classique dans l’analyse des re´cepteurs ite´ratifs [6]. Nous
avons montre´ dans [4] que lorsque l’e´galiseur est alimente´
par des informations a priori, la probabilite´ d’un e´ve´nement
d’erreur Em de longueur m peut s’e´crire
P (Em) = Q

√
‖εm‖2 + 4mµ2eg
2σ
 .
Dans la suite, nous proposons de calculer la probabilite´ d’erreur
totale de l’e´galiseur et de trouver la distribution des LRV ex-
trinse`ques LRVext eg(sk). Nous ge´ne´ralisons les re´sultats de
[4] et distinguons deux cas : le cas d’informations a priori peu
fiables (µeg faible) et le cas d’informations a priori fiables (µeg
e´leve´).
2.1 Cas 1 : a priori non fiable
Conside´rons le cas d’informations a priori peu fiables. En
ge´ne´ral, dans l’e´galiseur MAP, les erreurs se produisent par
paquets. Ainsi, nous ne conside´rons pas les erreurs isole´es
puisqu’elles se produisent rarement et nous supposons que
m ≥ 2. De plus, par de´finition de la distance minimale,
‖εm‖2 ≥ d2min. Aussi, une borne supe´rieure de P (Em) est
obtenue en remplac¸ant ‖εm‖2 par d2min et m par 2. Nous avons
observe´ que cette borne est atteinte pour les canaux tels que
L ≤6, puisque pour ces canaux la se´quence d’erreur permet-
tant d’atteindre la distance minimale est en ge´ne´ral de longueur
m = 2. Pour les canaux plus longs, une recherche exhaustive
de la se´quence permettant d’atteindre la borne supe´rieure doit
eˆtre effectue´e. Par souci de clarte´ de la pre´sentation, nous con-
side´rons dans ce qui suit uniquement les canaux courts (L ≤
6). A fort RSB, le terme correspondant a` la borne supe´rieure va
dominer la somme des probabilite´s des e´ve´nements d’erreurs.
Ainsi, la probabilite´ totale d’erreur peut eˆtre approxime´e par
P (Σ) ' Q

√
d2min + 8µ2eg
2σ
 . (4)
En comparant (3) et (4), on de´duit que l’e´galiseur MAP util-
isant les informations a priori est e´quivalent a` l’e´galiseur MAP
sans a priori mais avec un RSB e´quivalent en dB
RS˜BdB = RSBdB + 10 log10(1 +
8µ2eg
d2min
) (5)
ou` RSBdB est le vrai rapport signal a` bruit de la transmission.
On sait que la probabilite´ totale d’erreur pour une modulation
MDP-2, sur un canal BABG avec une moyenne nulle et une
variance σ21 est P (Σ) ' Q
(
1
σ1
)
. Nous en concluons que les
performances de l’e´galiseur MAP quand il est alimente´ par les
informations a priori sont e´quivalentes a` celles du canal BABG
avec une moyenne nulle et une variance σ21 = 4σ
2
d2min+8µ
2
eg
.
Ainsi, les LRV a posteriori a` la sortie de l’e´galiseur MAP peu-
vent eˆtre mode´lise´s par des e´chantillons inde´pendants d’une
variable ale´atoire suivant la loi N ( 2sk
σ21
, 4
σ21
). Puisque les LRV
exrinse`ques et les LRV a priori sont inde´pendants par construc-
tion, nous obtenons a` fort RSB,
LRVext eg(sk) ∼ N
(
sk
(
2
σ21
− 2µ
2
eg
σ2
)
,
(
4
σ21
− 4µ
2
eg
σ2
))
= N
(
sk
(
d2min + 4µ
2
eg
2σ2
)
,
(
d2min + 4µ
2
eg
σ2
))
(6)
2.2 Cas 2 : a priori fiable
Quand les informations a priori deviennent fiables (µeg e´leve´),
les observations a priori ont plus d’influence sur la de´tection
que les observations provenant du canal. Puisque les informa-
tions a priori sont inde´pendantes, les erreurs ne vont plus se
produire par paquets. Ainsi, dans ce cas, les erreurs isole´es
(m = 1 et ‖εm‖2 = 4) vont se produire et vont dominer la
probabilite´ totale d’erreurs, qui peut alors eˆtre approxime´e par
P (Σ) ' Q
(√
1+µ2eg
σ
)
. Donc, l’e´galiseur MAP utilisant les
informations a priori est e´quivalent a` l’e´galiseur MAP sans a
priori mais avec un RSB e´quivalent
RS˜BdB = RSBdB + 10 log10
(
4
d2min
(1 + µ2eg)
)
(7)
Dans ce cas, les performances de l’e´galiseur MAP sont
inde´pendantes du canal et sont e´quivalentes aux performances
d’un canal BABG centre´ et de variance σ22 = σ
2
(1+µ2eg)
. Puisque
les LRV exrinse`ques et les LRV a priori sont inde´pendants, on
obtient,
LRVext eg(sk) ∼ N
(
sk
(
2
σ22
− 2µ
2
eg
σ2
)
,
(
4
σ22
− 4µ
2
eg
σ2
))
= N
(
sk
(
2
σ2
)
,
4
σ2
)
. (8)
Notons que lorsque les informations a priori deviennent fi-
ables, les LRV extrinse`ques sont e´quivalents aux LRV corres-
pondant a` un canal BABG de moyenne nulle et de variance σ2.
Ainsi, l’effet de l’IES est e´limine´.
2.3 Mode´lisation des LRV extrinse`ques
Dans les paragraphes pre´ce´dents, nous avons donne´ les distri-
butions des LRV extrinse`ques dans deux cas limites, quand l’a
priori n’est pas fiable (µeg est faible) et quand il est fiable (µeg
est e´leve´). Cependant, il n’est pas e´vident que cette analyse
reste valable pour les valeurs interme´diaires de µeg = σσeg .
Nous sugge´rons qu’il existe une valeur limite de µeg qu’on
appelle µeg−lim telle que
LRVext eg(sk) ∼ N
(
sk
(
d2min + 4µ
2
eg
2σ2
)
,
(
d2min + 4µ
2
eg
σ2
))
, si µeg < µeg−lim
LRVext eg(sk) ∼ N
(
sk
(
2
σ2
)
,
4
σ2
)
, sinon.
Cette valeur limite qui correspond a` l’e´galite´ entre (6) et (8),
est donne´e par
µeg lim =
√
1− d
2
min
4
(9)
Le choix de cette valeur limite sera valide´ par les simulations.
2.4 Utilite´ de l’e´galiseur MAP lorsque l’a priori
est fiable
Il est le´gitime de s’interroger sur l’utilite´ de l’e´galiseur MAP
lorsque l’a priori est fiable. En effet, en pre´sence d’un a priori
fiable, vaut-il mieux de´tecter les symboles a` partir de l’a pri-
ori seul ou bien a` partir des sorties a posteriori de l’e´galiseur
MAP ?
La comparaison des probabilite´s d’erreur des deux sce´narios
permet de re´pondre a` la question. Si la de´tection utilise l’a
priori seulement, la probabilite´ d’erreur est alors
P (Σ) ' Q
(
1
σeq
)
. (10)
puisque l’entre´e (dite a priori) de l’e´galiseur MAP est
mode´lise´e comme la sortie d’un canal BABG de variance de
bruit σ2eq .
En revanche, a` la sortie de l’e´galiseur MAP, la probabilite´
d’erreur peut se re´e´crire (voir paragraphe 2.2)
P (Σ) ' Q

√
1 + µ2eq
σ
 = Q(√ 1
σ2
+
1
σ2eq
)
. (11)
La de´croissance monotone de la fonction Q (.), permet de con-
clure que (10) est supe´rieur a` (11) et qu’il est donc meilleur en
terme de performances d’utiliser l’e´galiseur MAP plutoˆt que la
de´tection a` partir de l’a priori, meˆme dans le cas d’un a priori
fiable.
3 Re´sultats des simulations
Dans les simulations, nous utilisons la modulation MDP-2 et
nous supposons que le canal est constant et connu au niveau
du re´cepteur. Nous conside´rons le canal dont la re´ponse im-
pulsionnelle est (0.29; 0.50; 0.58; 0.50; 0.29). Sa distance min-
imale est 1.0532 [5]. Nous alimentons l’e´galiseur MAP avec
des LRV a priori gaussiens inde´pendants suivant la loi nor-
male N (2skµ
2
eg
σ2 ,
4µ2eg
σ2 ), pour un µeg =
σ
σeg
donne´. Sur les fig-
ures 1 et 2, nous trac¸ons les courbes de Taux d’Erreurs Binaire
(TEB) en fonction du RSB respectivement quand la de´tection
des symboles e´mis est base´e sur les LRV a posteriori et quand
elle est base´e sur les LRV extrinse`ques. Les courbes contin-
ues montrent les performances obtenues par simulations. Sur
la figure 1, les courbes discontinues sont obtenues en de´calant
la courbe correspondant au cas sans a priori (µeg = 0) par
les valeurs des de´calages en RSB donne´es dans (5) et (7).
Nous remarquons que les courbes the´oriques approximent bien
les courbes obtenues par simulations. Sur la figure 2, les
courbes discontinues sont obtenues en conside´rant les expres-
sions the´oriques des LRV extrinse`ques donne´es dans (6) et
(8). Ici, µeg−lim = 0.866. Nous remarquons que lorsque
µeg ≥ µeg−lim, les performances sont similaires aux perfor-
mances du canal BABG avec une variance σ2 (courbe BABG).
Quand µeg < µeg−lim, les courbes the´oriques approximent
bien les courbes obtenues par simulations a` fort RSB. Ces
re´sultats sont cohe´rents avec l’analyse faite pre´ce´demment.
La figure 3 montre les moyennes des LRV extrinse`ques
quand les bits e´mis sont e´gaux a` 1 en fonction de µeg
pour RSB=7dB. Nous remarquons que pour µeg À µeg−lim
et µeg ¿ µeg−lim, les moyennes analytiques approximent
bien celles obtenues par simulations. Autour de la valeur
limite µeg−lim, l’approximation est moins juste mais reste
satisfaisante pour pre´dire les performances extrinse`ques de
l’e´galiseur comme le montre la figure 2.
4 Conclusion
Dans ce papier, nous conside´rons un e´galiseur MAP alimente´
par des observations a priori gaussiennes, comme pour un
turbo e´galiseur. Nous e´tudions analytiquement l’impact de l’a
priori sur les performances de l’e´galiseur MAP. Nous montrons
que l’utilisation des informations a priori par l’e´galiseur MAP
est e´quivalente a` un gain en terme de Rapport Signal a` Bruit
(RSB) et nous donnons une expression analytique de ce gain.
Nous distinguons deux cas d’e´tude : le cas ou` les informa-
tions a priori sont fiables et le cas ou` elles ne sont pas fiables.
Nous donnons aussi l’expression analytique de la distribution
des LRV extrinse`ques en sortie de l’e´galiseur. Le but de ce
travail est d’effectuer dans le futur l’analyse de convergence
analytique des turbo e´galiseurs utilisant l’e´galiseur MAP.
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