Abstract. The Law of Vector Fields is a term coined by Gottlieb for a relative Poincaré-Hopf theorem. It was first proved by Morse [Mor29] and expresses the Euler characteristic of a manifold with boundary in terms of the indices of a generic vector field and the inner part of its tangential projection on the boundary. We give two differential-geometric proofs of this topological theorem, in which secondary Chern-Euler forms [Che44] naturally play an essential role. In the first proof, the main point is to construct a chain away from some singularities. The second proof employs a detailed study of the secondary Chern-Euler form on the boundary, which may be of independent interest. More precisely, we show by explicitly constructing a primitive that, away from the outward and inward unit normal vectors, the secondary ChernEuler form is exact up to a pullback form. In either case, Stokes' theorem is used to complete the proof.
Introduction
Let X be a smooth oriented compact Riemannian manifold with boundary M . Throughout the paper we fix dim X = n ≥ 2 and hence dim M = n − 1. On M , we have a canonical decomposition (1.1)
where ν is the rank 1 trivial normal bundle of M . Let V be a smooth vector field on X. We assume that V has only isolated singularities, i.e., the set Sing V := {x ∈ X|V (x) = 0} is finite, and that the restriction V | M is nowhere zero. Define the index Ind x V of V at an isolated singularity x as usual (see, e.g., [Hir76, p. 136] ), and let Ind V = x∈Sing V Ind x V denote the sum of the local indices.
1.2.
As an important special case, let n be the outward unit normal vector field of M , and N a generic extension of n to X. Then by definition (1.3)
Ind N = χ(X),
where χ(X) is the Euler characteristic of X (see, e.g., [Hir76, p. 135] ).
For a general V , let ∂V be the projection of V | M to T M according to (1.1), and let ∂ − V (resp. ∂ + V ) be the restriction of ∂V to the subspace of M where V points inward (resp. outward) to X. Generically ∂ ± V have isolated singularities. (A non-generic V can always be modified by adding an extension to X of a normal vector field or a tangent vector field to M .) Using the flow along −V and counting fixed points with multiplicities, we have the following Law of Vector Fields:
(1.4) Ind V + Ind ∂ − V = χ(X).
Naturally this is a relative Poincaré-Hopf theorem. It was first proved by Morse [Mor29] and later on publicized by Gottlieb, who also coined the name "Law of Vector Fields". One main purpose of this paper is to give two differential-geometric proofs of this theorem (1.4).
In his famous proof [Che44] of the Gauss-Bonnet theorem, Chern constructed a differential form Φ (see (2.7)) of degree n − 1 on the tangent sphere bundle ST X, consisting of unit vectors in T X, satisfying the following two conditions:
where Ω is the Euler curvature form of X (pulled back to ST X), which is defined to be 0 when dim X is odd (see (2.11)), and Φ 0 = dσ n−1 , i.e., the 0th term Φ 0 of Φ is the relative unit volume form for the fibration S n−1 → ST X → X (see (2.8)). We call Φ the secondary Chern-Euler form.
Define α V : M → ST X| M by rescaling V , i.e., α V (x) =
V (x)
|V (x)| for x ∈ M . Then Chern's basic method [Che45, §2] [BC65, §6] using the above two conditions and Stokes' theorem gives (1.5)
Φ + Ind V (see (2.12)). Applying (1.5) to the n and N in 1.2 and using (1.3), one gets the following relative Gauss-Bonnet theorem in [Che45] (1.6)
Comparison of (1.5) and (1.6) gives
Φ.
To identify (1.7) with the Law of Vector Fields (1.4), we will give a first proof in Section 3 of Theorem 1.8. The following formula holds:
The main point of this first proof is to construct, away from some singularities, a chain connecting α V (M ) to n(M ).
A second proof of Theorem 1.8 to be given in Section 4 employs a detailed study of the secondary Chern-Euler form on the boundary, i.e., when the structure group is reduced from SO(n) to 1 × SO(n − 1). This study may be of some independent interest.
In more detail, the images n(M ) and (− n)(M ) in ST X| M are the spaces of outward and inward unit normal vectors of M . Define
(C for cylinder) to be the complement. Also let π : ST X| M → M be the natural projection.
Theorem 1.10. There exists a differential form Γ of degree n − 2 on CSTM, such that after restricting to CST M
The form Γ is defined in (4.33), and the above theorem is proved right after that. At the end of Section 4, we give a second proof of Theorem 1.8, and hence of the Law of Vector Fields (1.4), using Theorem 1.10.
Remark 1.12. Unlike in [Sha99] or [Nie09b] , we do NOT assume that the metric on X is locally product near its boundary M . Therefore our results in this paper deal with the general case and generalize those in [Nie09b] .
Secondary Chern-Euler forms
In this section, we review the construction, properties and usage of the secondary Chern-Euler form Φ in [Che44] , which plays an essential role in our approaches.
Throughout the paper, c r−1 denotes the volume of the unit (r − 1)-sphere S r−1 . We also agree on the following ranges of indices
The secondary Chern-Euler form Φ is defined as follows. Choose oriented local orthonormal frames {e 1 , e 2 , · · · , e n } for the tangent bundle T X. Let (ω AB ) and (Ω AB ) be the so(n)-valued connection forms and curvature forms for the LeviCivita connection ∇ of the Riemannian metric on X defined by
Let the u A be the coordinate functions on ST X in terms of the frames defined by
Let the θ A be the 1-forms on ST X defined by (2.5)
2 ] (with [−] standing for the integral part), define degree n − 1 forms on ST X (2.6)
where the summation runs over all permutations A of {1, 2, · · · , n}, and ǫ(A) is the sign of A. (The index k stands for the number of curvature forms involved. Hence
. This convention applies throughout the paper.) Define the secondary Chern-Euler form as
The Φ k and hence Φ are invariant under SO(n)-transformations of the local frames and hence are intrinsically defined. Note that the 0th term
is the relative unit volume form of the fibration S n−1 → ST X → X, since by (2.6) ] of relating indices, Φ and Ω using Stokes' theorem. Similar procedures will be employed twice later. Let V be a generic vector field on X with isolated singularities Sing V . Let B X r (Sing V ) (resp. S X r (Sing V )) denote the union of small open balls (resp. spheres) of radii r in X around the finite set of points Sing V . Define α V : X\B X r (Sing V ) → ST X by rescaling V . Then using (2.10) and Stokes' theorem, one proves (1.5) as
where the last equality follows from the definition of index and (2.8).
First proof by constructing a chain
In this section, we give a first proof of Theorem 1.8 by constructing a chain, away from Sing
First proof of Theorem 1.8. By definition, Sing ∂ − V consists of a finite number of points x ∈ M such that α V (x) = − n(x). For x / ∈ Sing ∂ − V , let C x be the unique directed shortest great circle segment pointing from α V (x) to n(x) in ST x X. With the obvious notation from before, let U r = M \B 
Note the negative sign from graded differentiation in the second expression. From (2.10) and (2.11), we have
where the last equality follows from (2.7) and lim r→0 Wr
such Φ k 's in (2.6) involve curvature forms and don't contribute in the limit (see [Che45, §2] ). By (2.8), Φ 0 = 1 cn−1 dσ n−1 is the relative unit volume form. We then compute the RHS of (3.4) using spherical coordinates.
3.5. At T X| M , we choose oriented local orthonormal frames {e 1 , e 2 , · · · , e n } such that e 1 = n is the outward unit normal vector of M . Therefore (e 2 , · · · , e n ) are oriented local orthonormal frames for T M . Let φ be the angle coordinate on ST X| M defined by
we have from (2.4)
be the projection to the equator ST M . By definition,
Therefore the image of W r in (3.2) under the above projection is
The relative volume forms dσ n−1 of S n−1 → ST X| M → M and dσ n−2 of S n−2 → ST M → M are related by (3.10) dσ n−1 = sin n−2 φ dφ p * dσ n−2 + terms involving ω 1s or Ω . Also see (4.25) and (4.26) when k = 0 for a more precise formula in view of (2.9). In the case of one fixed sphere and its equator, (3.10) without the extra terms is easy and follows from using spherical coordinates.) In the limit when r → 0, the integrals of the terms involving ω 1s or Ω M αβ are zero by the same reason as in the last step of (3.4). Therefore, continuing (3.4) and using iterated integrals, we have
Here equality (1) uses
and equality (3) is by the definition of index.
Remark 3.13. The construction of the chain ∪ x∈Ur C x is reminiscent of the topological method [Mor29] of attaching M × I to X and extending V | M to a vector field on M × I whose value at (
Remark 3.14. The homology group H n−1 (ST X| M , Z) ∼ = Z ⊕ Z has two generators as the image n(M ) and a fiber sphere ST x M for x ∈ M (see [Nie09a] ). Our proof shows that as a homology class,
Second proof by transgressing Φ
In this rather long section, we present a detailed study of the secondary ChernEuler form Φ on CST M ⊂ ST X| M (1.9), leading to a proof of Theorem 1.10 and a second proof of Theorem 1.8 using that.
Since Φ (2.7) is invariant under SO(n)-changes of local frames, we adapt an idea from [Che45] to use a nice frame for T X| M to facilitate the calculations of Φ on CST M . Choose e 1 as in 3.5. For v ∈ CST M , let
as defined in (3.8). Choose e 2 , · · · , e n−1 so that {e 1 , e 2 , · · · , e n−1 , e n } is a positively oriented frame for T X| M . (Therefore we need n ≥ 3 from now on, with the n = 2 case being simple.) Then in view of (3.6) (4.2) v = cos φ e 1 + sin φ e n .
We will calculate Φ k (2.6) and Φ (2.7) under this frame. First we introduce some differential forms and functions. Recall our convention (2.1).
Let (Ω M st ) denote the curvature forms on M of the induced metric from X. In view of (2.3),
Define the following differential forms on CST M of degree n − 2, n − 1 and n − 1:
where the summations run over all permutations α of {2, · · · , n − 1}. Here the two parameters i and j stand for the numbers of curvature forms and ω αn 's involved. Define the following regions of the indices i, j
, and (i, j) ∈ D 2 for Ψ(i, j) and Λ(i, j). It is easy to check that these forms are invariant under SO(n − 2)-changes of the partial frames {e 2 , · · · , e n−1 }.
Remark 4.10. Our choices of the letters Φ and Ψ are due to the following special cases when there are no ω 1α 's: . Since we are considering the case of boundary, we have the extra ω 1α 's in our more general forms.
Also note that the ω 1s = 0 if the metric on X is locally product near the boundary M . Therefore a lot of our forms vanish in that simpler case as considered in [Nie09b] .
We also introduce the following functions of φ (3.6), for non-negative integers p and q,
For simplicity we will often omit the independent variable φ. Integration by parts and cos 2 φ + sin 2 φ = 1 give the following induction formulas Proposition 4.16. We have the following expression for Φ in (2.7) on CST M
(4.17)
(4.21) = :
Proof. From (2.4), (2.5) and (4.2), we have u 1 = sin φ, u n = cos φ, u α = 0; (4.22)
From (4.22), there are only two non-zero coordinates u 1 and u n . Hence there are four cases for the positions of the indices 1 and n in Φ k (2.6):
Taking signs into considerations and by (4.22) and (4.23), we have
Now by cos 2 φ + sin 2 φ = 1, (4.24), (4.4) and the multinomial theorem, we have
Using the same methods, we have
Similarly, we have
From (2.7) and the above, we get the coefficients a(i, j) in (4.18), c(i, j) in (4.19) and d(i, j) in (4.21) after some immediate cancellations.
The coefficients b(i, j) come from two sources: both E k + G k and F k . Using (2.7) and the above and after some immediate cancellations, we get
Here in the second equality, we changed the dumb index in the second term. The possible extra term is the possible extra last term of the first expression, which comes from E k + G k and hence is just some a(i, j) k . The end formula is (4.19). We note that
by the (−1)! in the bottom in (4.19).
Proposition 4.28. The following differentiation formula holds for (i, j) ∈ D 1 :
Proof. By the Liebniz rule and (4.5), we have
We have the following basic formulas from (2.3), (4.3), (4.4)
βn ω αn with "≡" meaning each summand of the difference involves ω αβ . Such terms will cancel each other by the invariance of Φ(i, j) under SO(n − 2)-transformations of {e 2 , · · · , e n−1 }.
Upon substituting the above formulas into (4.29), we see Proposition 4.28 after re-ordering the factors and considering the signs thus generated in view of the definitions (4.5), (4.6) and (4.7).
Definition 4.30. For (i, j) ∈ D 1 , define the following functions on CST M
in view of (4.18) and (4.12). Also define the differential form of degree n − 2 on CST M (4.33) Γ = 1 (n − 2)!!c n−1 (i,j)∈D1
A(i, j)Φ(i, j).
Now we are ready for
Proof of Theorem 1.10. The formula for π * n * Φ can be obtained from Proposition 4.16 by letting φ ≡ 0. Hence dφ = 0 and T ( * , j)(0) = 0 when j > 0.
Therefore from Proposition 4.16 and (4.27)
Therefore from Proposition 4.16, (4.34) and (4.27), we have
(4.37)
By (4.33), (4.31) and Proposition 4.28,
Comparing (4.36) and (4.38), the proof of Theorem 1.10 is achieved by the following three lemmas. 
Proof. Define another region
Then from (4.8),
Clearly in view of (4.9), there is a bijection D 4 ↔ D 2 : (i, j) → (i + 1, j). Therefore RHS of (4.40) = (i,j)∈D4
Hence (4.40) is equivalent to (4.43) (−1)
Using (4.31) and (4.21), (4.43) is equivalent to
We prove this by induction. For integers i ≤ l ≤ [
Proof of Claim. By induction. Actually (4.49) clearly holds for l = i − 1 since both sides are 0 by obvious reasons. (One can also check the l = i case by the same reason as in the following induction step.) Note that from (4.47) and (4.32)
Now assume that (4.49) holds for l − 1 with i ≤ l ≤ [
] − 1. Then by (4.45), (4.50) and (4.13),
in view of (4.21), (4.47) and (4.46). Here (4.53) holds since n − 2l − 2 ≥ 1 for our
If n−j is odd, then [ If n − j is even, then [
] + 1 and (4.44) is L l = R l−1 for l = n−j 2 − 1. In this case, the equalities (4.51) and (4.52) still hold. Therefore L l = R l−1 holds from the coefficient n − 2l − j − 2 = 0 on the right of (4.52).
Similarly, we have two more such lemmas. 
