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ON AN IDENTITY DUE TO
((BUMP AND DIACONIS) AND (TRACY AND WIDOM))
PAUL-OLIVIER DEHAYE
Abstrat. A lassial question for a Toeplitz matrix with given symbol is
to ompute asymptotis for the determinants of its redutions to nite rank.
One an also onsider how those asymptotis are aeted when shifting an
initial set of rows and olumns (or, equivalently, asymptotis of their minors).
Bump and Diaonis (Toeplitz minors, J. Combin. Theory Ser. A, 97 (2002),
pp. 252271) obtained a formula for suh shifts involving Laguerre polynomials
and sums over symmetri groups. They also showed how the Heine identity
extends for suh minors, whih makes this question relevant to RandomMatrix
Theory. Independently, Tray and Widom (On the limit of some Toeplitz-like
determinants, SIAM J. Matrix Anal. Appl., 23 (2002), pp. 11941196) used
the Wiener-Hopf fatorization to express those shifts in terms of produts of
innite matries. We show diretly why those two expressions are equal and
unover some struture in both formulas that was unknown to their authors.
We introdue a mysterious dierential operator on symmetri funtions that
is very similar to vertex operators. We show that the Bump-Diaonis-Tray-
Widom identity is a dierentiated version of the lassial Jaobi-Trudi identity.
1. Introdution
1.1. Origin: Toeplitz determinants. Fix σ(t) to be a funtion of the unit irle
T in C that an be written in the form
σ(t) = exp
(∑
k>0
pk
k
tk +
p˜k
k
t−k
)
for the sets of onstants {pk ∈ C} and {p˜k ∈ C}
1
. This requires σ to have winding
number 0 around the origin (sine log σ(t) is dened, see [BS99, pp. 1517℄ for
more details). This also denes a set of onstants {dk} so that
∑
k∈Z dkt
k := σ(t)
(i.e. the dk's are the Fourier oeients of σ(t)). We will further assume that the
|pk|'s and |p˜k|'s derease fast enough, i.e. that all of the sums
∑
k
|pk|
k ,
∑
k
|p˜k|
k and∑
k
|pkp˜k|
k are bounded.
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This implies that σ(0) = 1, a ondition that is merely there for exposition.
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We now onstrut a matrix Mn having onstant entries on diagonals parallel to
the main diagonal (Toeplitz property with symbol σ):
Mn(σ) = Mn =


d0 d1 · · · · · · dn−1
d−1 d0 d1 · · · dn−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. d1
d1−n · · · · · · d−1 d0


n×n
= (di−j)n×n
A lassial question for Toeplitz matries is then to onsider the asymptotis of
the determinant det(Mn) as n goes to innity. Our identity will stem from the
same question for a slightly altered version of Mn.
For λ and µ partitions of length less or equal to n, look at
Mλµn (σ) :=
(
dλi−µj−i+j
)
n×n
.
Those new matries are not Toeplitz, but at least they are minors of the Toeplitz
matrix Mm(σ), for some m larger than n. This is lear one illustrated. For the
sake of example, set n := 3, m := 5, λ := (2, 1), µ := (1). We then have the
matries
Mλµ3 (σ) =

 d1 d3 d4d−1 d1 d2
d−3 d−1 d0


and M5(σ) =


d0 d1 d2 d3 d4
d−1 d0 d1 d2 d3
d−2 d−1 d0 d1 d2
d−3 d−2 d−1 d0 d1
d−4 d−3 d−2 d−1 d0

 .
Observe that Mλµ3 (σ) is the minor of M5(σ) obtained by striking its rst and third
olumn and its seond and fourth row. If m had been bigger, we would only have
needed to strike more rows and olumns.
The asymptotis of the determinants of Mλµ(σ) are well known through the
Szegö limit theorem, so it is natural to look at the ratios
Rλµ(σ) := lim
n→∞
detMλµn (σ)
detMn(σ)
.
These ratios have indeed been studied by two pairs of researhers, independently.
Tray and Widom [TW02℄ obtained the asymptotis Rλµ(σ) as determinants
involving the Fourier oeients in the Wiener-Hopf fatorization
σ(t) = exp
(∑
k>0
pk
k
tk
)
· exp
(∑
k>0
p˜k
k
t−k
)
=:
∑
k≥0
hkt
k ·
∑
k≥0
h˜kt
−k
(1)
of σ(t). The seond line serves as denition of the hks and h˜ks. We will present the
full expression they obtain in Equation (3). Meanwhile, we refer to that expression
as TW
λµ(σ).
Bump and Diaonis [BD02℄ generalized instead the Heine identity. This lassial
identity gives
detMn(σ) ∼n→∞
∫
U(n)
σ(g) dg,
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with σ(g) :=
∏
σ(ti), ti being the eigenvalues of g. They extended this to
detMλµn (σ) ∼n→∞
∫
U(n)
σ(g)sλ(g)sµ(g) dg,
with sλ, sµ the usual Shur polynomials applied to the eigenvalues of g. Thus
all results presented here for Toeplitz matries apply for twisted integrals as well
(hene the interest for Random Matrix Theory), and Bump and Diaonis derived
independently from Tray and Widom a seond expression (presented in Setion 3)
for the following limit:
BD
λµ(σ) := lim
n→∞
∫
U(n)
σ(g)sλ(g)sµ(g) dg∫
U(n)
σ(g) dg
.
Tray and Widom's theorems are valid under slightly more general onditions
than Bump and Diaonis'. Lyons [Lyo03℄ disusses this point in detail.
We now wish to state the theorem alluded to in the title of this artile.
Theorem 1 ([BD02, TW02℄). Let λ, µ be partitions. Then, for σ(t) suh that∑
k
|pk|
k ,
∑
k
|p˜k|
k and
∑
k
|pkp˜k|
k are bounded, we have
BD
λµ(σ) = Rλµ(σ) = TWλµ(σ).
The proof of this theorem thus omes from two entirely disjoint papers.
1.2. Conept. Theorem 1 raises an immediate question. If one forgets its origins,
Theorem 1 is a mysterious ombinatorial identity BD
λµ(σ) = TWλµ(σ). Our main
goal for this paper will be to prove this identity more diretly, without relying on
Toeplitz determinants (i.e. R
λµ(σ)).
Let ∅ be the trivial partition. We will show how this identity is a dierentiated
version of the Jaobi-Trudi identity. We proeed along the following stages:
(1) Both BD
λµ
and TW
λµ
are funtions of σ, but an also be seen as funtions
of the Fourier oeients {p1, p2, · · · , p˜1, p˜2, · · · }. Those funtions turn out
to be power series in those Fourier oeients. This is present in [BD02℄
and partly in [TW02℄.
(2) As explained in Setion 2, the variable set {p1, p2, · · · , p˜1, p˜2, · · · } an be
replaed by {p1,p2, · · · , p˜1, p˜2, · · · }, the union of the two sets of symmetri
power sums in two separate sets of variables (say X and Y ). Notationally,
this will replae BD
λµ
and TW
λµ
with BD
λµ
and TW
λµ
.
(3) There are two related dierential operators, ∆ and∆, that at respetively
on BD
λµ
or TW
λµ
and on BD
λµ
or TW
λµ
(see Setion 2.5).
(4)
Theorem 2.
∆
(
BD
λ∅ · BD∅ µ
)
= BDλµ and ∆
(
BD
λ∅ ·BD∅µ
)
= BDλµ.
(5)
Theorem 3.
∆
(
TW
λ∅ · TW∅µ
)
= TWλµ and ∆
(
TW
λ∅ ·TW∅µ
)
= TWλµ.
(6) BD
λ∅ = TWλ∅ (Jaobi-Trudi identity, a lassial identity in symmetri
funtion theory).
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As we an see, everything is proved through analogues in symmetri funtion theory
whih speialize to the objets of original interest. This an only work by ignoring
the Toeplitz determinant origin of the expressions BD
λµ
and TW
λµ
, but still gives
a (new) orollary about the struture of the determinants:
Corollary 4.
∆
(
R
λ∅ · R∅µ
)
= Rλµ.
1.3. Organization of this paper. In Setion 2, we will review the notions of
symmetri funtion theory whih we need. In Setion 3, we will dene BD
λµ
and
prove Theorem 2. The next Setion aomplishes the same for the Tray-Widom
side and Theorem 3. Setion 5 will be devoted to the proof of Theorem 1. We give
in Setion 6 a ouple of noteworthy relations on the R
λµ
's. Finally, we disuss in
Setion 7 how this paper ts into a more general program.
This researh is part of the author's Ph.D. thesis [Deh06℄ at Stanford University.
It was supported in part by NSF grant FRG DMS-0354662. The author wishes
to aknowledge his adviser, Prof. Daniel Bump, and Prof. Persi Diaonis for ex-
tended disussions, as well as Prof. Bertfried Fauser for pointing out relevane to
his work with Prof. Peter Jarvis. The author also thanks Ashkan Nikeghbali and
Julie Rowlett for enouragements.
2. General definitions and notations
We summarize the denitions and notations employed in this paper.
2.1. Partitions and symmetri groups. A partition λ = (λ1, λ2, · · · , λn) is a
nite dereasing sequene of non-negative integers. We dene the weight |λ| of λ
to be the sum
∑
λi. If this weight is k, we also use the notation λ ⊢ k. If k = 0, we
denote the trivial partition (0, 0, 0, 0, · · · ) by ∅. The length l(λ) of λ is the maximal
i suh that λi 6= 0.
There is a partial ordering on partitions: λ ⊆ µ i λi ≤ µi for all i. In a
probable break of standard notation, λ(i) ounts the number of λj 's equal to i, so
that (iλ(i)) = (λ1, λ2, · · · , λn). In an even greater oense, if pi is a permutation, we
will use pi(i) for the number of elements of i's in the yle type of pi, not for the
image of point i under pi (with no risk of notational onfusion in the whole paper).
As usual, partitions of xed weight k index onjugay lasses in the symmetri
group on k points Sk. We set zλ :=
∏
i i
λ(i)i!. This is the order of the entralizer
of a permutation in S|λ| of yle-type λ.
In order to present the formula of Bump and Diaonis, we will also need the
irreduible haraters of the symmetri groups. For a xed k, all irreduible rep-
resentations of Sk are indexed by partitions of weight k (see the book by Sagan
[Sag01℄ for a friendly introdution). If λ ⊢ k, we will use χλ for the harater of
the representation orresponding to λ.
2.2. Symmetri funtions. We now introdue a few funtions in the graded al-
gebras Λ(X) and Λ(Y ) of symmetri funtions in ountably many independent
variables X := {x1, x2, x3, · · · } and Y := {y1, y2, y3, · · · } over Q. The former an
be most diretly thought of as the ring of formal sums S(x1, · · · ) of monomials in the
variables xi that have the symmetry property S(xρ(1), xρ(2), · · · ) = S(x1, x2, · · · )
for all ρ ∈ S∞. The most lassi referene on the topi is Madonald's book [Ma95,
Setions 1.2-1.5℄.
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We will use the notation pλ, hλ, sλ and sλ/µ for the various interesting funtions
living in Λ(X). They will be respetively the power sum, omplete, Shur and
skew Shur funtions in the variables {xi} assoiated to the partition λ (to the
skew partition λ/µ for the latter). Similarly, we use p˜λ, h˜λ, s˜λ and s˜λ/µ for the
same funtions in Λ(Y ). We remind the reader that boldfae font will be used for
funtions in Λ(·). A tilde indiates the variable set Y , while the default (when there
is no tilde) is to assume that the variable set is X.
One an dene an inner produt on Λ(·) by setting the Shur polynomials to
be orthonormal: 〈sλ, sµ〉Λ(X) = δλµ. The 〈·, ·〉Λ(X) indiates that this inner prod-
ut is for Λ(X). We will need the fat that the pλ's form an orthogonal base:
〈pλ,pµ〉Λ(X) = zλδλµ.
We will also need to onsider the algebra of symmetri funtions in two sets of
variables
Λ(X,Y ) = Λ(X)⊗Q Λ(Y ).
This omes equipped with an indued inner produt dened by extending linearly〈
a · a˜,b · b˜
〉
Λ(X,Y )
=
〈
a,b
〉
Λ(X)
·
〈
a˜, b˜
〉
Λ(Y )
.
2.3. The derivations p
⊥
n and p˜
⊥
n . Let us rst onsider just the set of variablesX.
Following Madonald [Ma95, Example 3, Setion 1.5, page 75℄, we dene the
algebra homomorphism
⊥ : Λ(X) −→ End(Λ(X)) in suh a way that〈
f
⊥
u,v
〉
Λ(X)
= 〈u, fv〉Λ(X)
for all u,v ∈ Λ(X). This is the adjoint of multipliation in the algebra Λ(X).
Madonald (following Foulkes) shows that p⊥n = n∂pn and so that p
⊥
n is a deriva-
tion. Indeed, we have〈
p⊥n (pλ),pµ
〉
Λ(X)
= 〈pλ,pµpn〉Λ(X)
=
{
0 if λ 6= (n) ∪ µ
zλ if λ = (n) ∪ µ
=
{
0 if µ 6= λ \ (n)
zλ if µ 6= λ \ (n)
=
〈
zλz
−1
µ pλ\(n),pµ
〉
Λ(X)
.
But zλz
−1
λ\(n) = nλ(n), so p
⊥
n (pλ) = n∂pn(pλ) and we get our laim that p
⊥
n = n∂pn .
A similar result is of ourse true for Λ(Y ) (for the adjoint with respet to the
inner produt 〈·, ·〉Λ(Y )).
Observe that
(a · a˜)⊥ = a⊥ ⊗ a˜⊥,
and so
⊥
is a homomorphism Λ(X,Y ) −→ End(Λ(X,Y )).
2.4. Speializing symmetri objets. Let P = {p1, p2, · · · } and p˜ = {p˜1, p˜2, · · · }
be sets of variables. We dene VP = Q[[P ]], Vp˜ = Q[[P˜ ]] and V = Q[[P˜ ∪ P ]].
Any σ(t) = exp
(∑
k>0
pk
k t
k + p˜kk t
−k
)
indues an evaluation map Eσ : V −→ C
obtained by replaing the variables in V by the values of the Fourier oeients of
log σ. This is of ourse only onvergent on a subset of V , but we will limit ourselves
to that subset.
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We dene algebra homomorphisms
FX : Λ(X) −→ VP ⊂ V (resp. for Y , P˜ )
pk 7−→ pk
F : Λ(X,Y ) −→ V
pk 7−→ pk
p˜k 7−→ p˜k.
Clearly, F restrits to FX and FY , and merely forgets that the range was a vetor
spae of symmetri polynomials: the variables X and Y are ompletely lost.
For a given σ(t), we observe that the generating funtion for the hk is the same
as the generating funtion for the hk, i.e. ompare Equation (1) with the generating
funtion identity
exp
(∑
k>0
pk
k
tk
)
=
∑
k≥0
hkt
k.
This very lassial identity (Newton's identity desribing the roots of a polyno-
mial) was already disussed in the ontext of Pólya's enumeration theory in the
paper by Bump and Diaonis [BD02℄. In any ase, this guarantees that
Eσ ◦ FX(hk) = hk.
Of ourse, a similar map Eσ ◦ FY : Λ(Y ) −→ C exists, and both maps together
indue a third one, Eσ ◦ F : Λ(X,Y ) −→ C. We will all speialization this whole
proess: start with a series in symmetri funtions of ountably many variables,
forget through F that eah symmetri funtion is a funtion itself (and thus assign
a new variable for eah funtion), and nally replae eah of these new variables by
a omplex number through Eσ.
The advantage in setting up speialization in this way is that derivations are sent
to derivations by F . Thanks to Setion 2.3, we indeed know that for f ∈ Λ(X,Y ),
k∂pk(F (f)) = F (k∂pk(f)) = F (p
⊥
k (f)).
We an use this property to reate dierential operators and speialize them from
one algebra to another.
2.5. Dierential operators ∆ and ∆. Consider still V = Q[[P ∪ p˜]]. We dene
a (generalized) dierential operator ∆ as
∆ = exp
(∑
k
k∂pk∂p˜k
)
=
∏
k>0
∑
i≥0
ki
i!
(∂pk∂p˜k)
i,
where (∂pk∂p˜k)
i
is omposition. Note that sums and produts will be nite for any
element of V but that the order of ∆ is not uniformly bounded on V .
We dene the operator∆ on Λ(X,Y ) in the same way (merely replaing ∂pk by
∂pk). This implies the ommutation relation
F ◦∆ = ∆ ◦ F.(2)
It follows from the previous setions that
∆ = exp
(∑
k
p⊥k p˜
⊥
k
k
)
.
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3. The Bump-Diaonis side
Assume λ ⊢ m and µ ⊢ p. Then Bump and Diaonis dene for eah σ(t) =
exp
(∑
k>0
pk
k t
k
)
· exp
(∑
k>0
p˜k
k t
−k
)
an expression BD
λµ(σ) = Eσ(BD
λµ), where
they have
BD
λµ =
1
m!
∑
π∈Sm
1
p!
∑
ρ∈Sp
χλ(pi)χµ(ρ)
∏
k>0
Fk(pi, ρ),
with
Fk(pi, ρ) =


kρ(k)ρ(k)!L
(π(k)−ρ(k))
ρ(k)
(
− pkp˜kk
)
p
π(k)−ρ(k)
k if pi(k) ≥ ρ(k)
2
kπ(k)pi(k)!L
(ρ(k)−π(k))
π(k)
(
− pkp˜kk
)
p˜
ρ(k)−π(k)
k if ρ(k) ≥ pi(k)
and where
L(α)n (t) =
n∑
k=0
(
n+ α
n− k
)
(−t)k
k!
=
n∑
k=0
(
n+ α
k
)
(−t)n−k
(n− k)!
is the usual Laguerre polynomial (the former expression is the standard denition,
while the latter formula is only a reindexing of it that will be more useful here).
We dene similarly BD
λµ
and Fk(pi, ρ).
Lemma 5. Let maxk = max(pi(k), ρ(k)) and mink = min(pi(k), ρ(k)). Then,
Fk(pi, ρ) =
mink∑
i=0
kii!
(
maxk
i
)(
mink
i
)
p
π(k)−i
k p˜
ρ(k)−i
k .
Proof. We just need to expand the Laguerre polynomial in the denition of Fk
while keeping trak of the degrees in pk and p˜k. The key is to observe that all
the monomials will have the orret degrees, i.e. will be p
π(k)−i
k p˜
ρ(k)−i
k for 0 ≤ i ≤
min(ρ(k), pi(k)). 
Proof of Theorem 2. When one of the partitions is trivial, the BD
λµ
redue
3
to
BD
λ∅ =
1
m!
∑
π∈Sm
χλ(pi)pπ and BD
∅µ =
1
p!
∑
ρ∈Sp
χµ(ρ)p˜ρ
We thus need to evaluate
∆
(
BD
λ∅ ·BD∅µ
)
= ∆

 1
m!
∑
π∈Sm
χλ(pi)pπ ·
1
p!
∑
ρ∈Sp
χµ(ρ)p˜ρ


=
1
m!
∑
π∈Sm
1
p!
∑
ρ∈Sp
χλ(pi)χµ(ρ)∆ (pπp˜ρ) .
Eah term is of the form
∆ (pπp˜ρ) =
[∏
k>0
ek∂pk∂p˜k
](∏
k>0
p
π(k)
k p˜
ρ(k)
k
)
=
∏
k>0
[
ek∂pk∂p˜k
(
p
π(k)
k p˜
ρ(k)
k
)]
,
2
We remind the reader of our unonventional usage of pi(k) for the number of k−yles in pi.
3
We use here permutations as index for the power sums funtions. We mean by ppi the funtion
pλ, where λ is the yle-type of pi.
ON AN IDENTITY DUE TO ((BUMP AND DIACONIS) AND (TRACY AND WIDOM)) 8
where
[
ek∂pk∂p˜k
] (
p
π(k)
k p˜
ρ(k)
k
)
=
∑
i≥0
(k∂pk∂p˜k)
i
i!
(
p
π(k)
k p˜
ρ(k)
k
)
=
∑
i≥0
kii!
(
pi(k)
i
)
p
π(k)−i
k
(
ρ(k)
i
)
p˜
ρ(k)−i
k
= Fk(pi, ρ)
by Lemma 5.
Summing over all terms, we have
∆
(
BD
λ∅ ·BD∅µ
)
=
1
m!
∑
π∈Sm
1
p!
∑
ρ∈Sp
χλ(pi)χµ(ρ)∆ (pπp˜ρ)
=
1
m!
∑
π∈Sm
1
p!
∑
ρ∈Sp
χλ(pi)χµ(ρ)
∏
k>0
Fk(pi, ρ)
= BDλµ.
The identity
∆
(
BD
λ∅ · BD∅µ
)
= BDλµ
follows from
BD
λµ = F (BDλµ)
= F
(
∆
(
BD
λ∅ ·BD∅µ
))
= ∆
(
F (BDλ∅ ·BD∅µ)
)
(Equation (2))
= ∆
(
BD
λ∅ · BD∅µ
)
,
ompleting our proof of Theorem 2. 
We will need an additional lemma later.
Lemma 6.
BD
λ∅ = sλ and BD
∅µ = s˜µ.
Proof. This is immediate from the denitions of BD
λ∅
and BD
∅µ
: we get the
expansions
4
1
|λ|!
∑
π∈S|λ|
χλ(pi)pπ = sλ and
1
|λ|!
∑
π∈S|λ|
χλ(pi)p˜π = s˜λ
for Shur polynomials in terms of power sums, a fat that was already presented
by Bump and Diaonis in their paper. 
4
Again, we use here permutations as index for the power sums funtions.
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4. The Tray-Widom side
Sine σ(t) = exp
(∑
k>0
pk
k t
k + p˜kk t
−k
)
, it is reasonable to onsider the funtions
σ+(t) :=
∑
k≥0 hkt
k := exp
(∑
k>0
pk
k
tk
)
and σ−(t) :=
∑
k≥0 h˜kt
−k := exp
(∑
k>0
p˜k
k
t−k
)
.
It is a lassial theorem from operator theory for Toeplitz matries (see Bötther
and Silbermann's book [BS99, page 15℄) that we then have
lim
n→∞
(Mn(σ
+) ·Mn(σ
−))ij = lim
n→∞
Mn(σ)ij .
This is alled the Wiener-Hopf fatorization of the symbol σ.
Tray and Widom use the Fourier oeients hk's and h˜k's of σ
+
and σ− to
formulate their result.
We are now ready to dene TW
λµ
for the partitions λ ⊢ m and µ ⊢ p. Let d
be an integer large enough that λd+1 = µd+1 = 0. Obviously, d = max(l(λ), l(µ))
would do, but d ould be taken larger without aeting the result. Then we set
TW
λµ := det
((
h˜i−j+µd−i+1
)
d×∞
·
(
hj−i+λd−j+1
)
∞×d
)
= det




h˜µd ≻ h˜1−d+µd h˜−d+µd ≻ ≻ h˜0 0 ··· 0 ···
 ≻ ≻ ≻ h˜0 0 ··· 0 ···
h˜µd−i+1 ≻ ≻ h˜0 0 ··· 0 ···
 ≻ ≻ h˜0 0 ··· 0 ···
h˜d−1+µ1 ≻ h˜µ1 h˜−1+µ1 ≻ ≻ h˜0 0 ··· 0 ···


d×∞
·


hλd hd−1+λ1
g  g
hλd−i+1
g  g
h1−d+λd hλ1
h−d+λd h−1+λ1
g g g g g
g g
h0 h0 g g
0 0 h0 h0
.
.
.
.
.
. 0 0 g
.
.
.
.
.
. h0
.
.
.
0 0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


∞×d


.(3)
The struture of those matries is important. We now attempt to desribe it in
words.
We have here the determinant of a produt of two half-strip matries of sizes
d × ∞ and ∞ × d. The entries along the main diagonal (marked by the arrows
 ) are all of the form hλi or h˜µi . The rst matrix (resp. seond) has a privileged
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diretion, ≻ (resp. g), in whih the indies of h⋆ (resp. h˜⋆) are dereasing. This
guarantees that the produt is well-dened: eah line on the rst olumn has only
nitely many non-zero entries
5
.
We dene TW
λµ := F (TWλµ), and indeed the expression TWλµ(σ) = Eσ(TW
λµ)
is what appears in [TW02℄. We make the pedanti distintion here between TW
λµ
and TW
λµ(σ) to highlight that the former is an element of V , i.e. a power series
in the variable set P ∪ P˜ , and an thus be dierentiated, unlike the latter whih is
only a omplex number.
The matries involved in the denitions of TW
λµ
and TW
λµ
are obviously very
similar to the Jaobi-Trudi matrix. We remind the reader that the Jaobi-Trudi
matrix of dimension d× d for the partition λ (d ≥ l(λ)) is the matrix
JT
d
λ =


hλ1 ≺ ≺ hd−1+λ1
 ≺
hλi
≺  
h1−d+λd ≺ ≺ hλd


d×d
,
where we respeted the same onventions with arrows. We dene J˜T
d
λ in a totally
analogous way (i.e. using h˜'s). It is a entral theorem of the theory of symmetri
funtions that det(JTdλ) = sλ (see [Bum04, Theorem 37.1℄) and is thus independent
of d (as long as d ≥ l(λ)). Similarly, det(J˜T
d
λ) = s˜λ.
We are now ready to omment on the result of Tray and Widom a bit further.
Lemma 7.
TW
λ∅ = sλ and TW
∅ µ = s˜µ.
Proof. We will only do the ase µ = ∅. Pik d ≥ l(λ). The left-hand side matrix
in the denition of TW
λ∅
is then lower triangular, with 1's on the main diagonal.
Without aeting the nal determinant, we an row-redue this matrix to (δij)d×∞,
with δij the Kroneker delta.
Hene we easily ompute
TW
λ∅ =


hλd hd−1+λ1
g  g
hλd−i+1
g  g
h1−d+λd hλ1


d×d
= det
((
JT
d
λ
)
d+1−j,d+1−i
)
= detJTdλ = sλ.
The key observation is thus that the d× d trunation of the right-hand side matrix
in the Tray-Widom determinant is the anti-transpose
6
of the Jaobi-Trudi matrix,
and that a determinant is not aeted under anti-transposition. 
We an now get started on the proof of Theorem 3.
5
This is not important, but there is also a asading eet among non-zero entries: in the
rst matrix for instane, the last non-zero entry on eah row (i.e. h˜0) has to be (weakly) to the
right of any non-zero entry on the rows above.
6
The anti-transpose of a matrix is its transposed along the main anti-diagonal.
ON AN IDENTITY DUE TO ((BUMP AND DIACONIS) AND (TRACY AND WIDOM)) 11
Proof of Theorem 3. We need to ompute ∆
(
TW
λ∅ ·TW∅µ
)
. We have
∆ = exp
(∑
k
k∂pk∂p˜k
)
= exp
(∑
k
pkp˜k
k
)⊥
.
The exponential an easily be expanded to obtain
∆ =
(∑
ν
1
zν
pνp˜ν
)⊥
,
where the sum is over all partitions ν. We now make use of the Cauhy identity∑
ν
1
zν
pν p˜ν =
∏
xi∈X
yj∈Y
1
1− xiyj
=
∑
ν
sν s˜ν
and obtain our nal expression:
∆ =
(∑
ν
1
zν
pνp˜ν
)⊥
=
(∑
ν
sν s˜ν
)⊥
.
Coming bak to our original omputation, we just obtained
∆
(
TW
λ∅ ·TW∅µ
)
=
∑
ν
s⊥ν (sλ)s˜
⊥
ν (s˜µ).(4)
Observe that
s⊥ν (sλ) =
∑
µ
〈
s⊥ν (sλ), sµ
〉
sµ
=
∑
µ
〈sλ, sµ · sν〉 sµ
=
∑
µ
cλµνsµ = sλ/ν .
The last sum, whih involves the Littlewood-Rihardson oeients, is preisely
the denition of sλ/ν .
Armed with this observation, we an thus rework Equation (4) into
∆
(
TW
λ∅ ·TW∅µ
)
=
∑
ν
sλ/ν s˜µ/ν .
When ν runs through all partitions, the skew funtion sλ/ν runs through all d×d
minors
(
hj−i−νi+λd−j+1
)
d×d
of the matrix
(
hj−i+λd−j+1
)
∞×d
. Similarly, s˜µ/ν will
run through the minors
(
h˜i−j−νj+µd−i+1
)
d×d
of
(
h˜i−j+µd−i+1
)
d×∞
. Moreover, the
minors obtained with s⊥ν and s˜
⊥
ν are paired up just as in the Cauhy-Binet identity.
Therefore, we obtain
∆
(
TW
λ∅ ·TW∅µ
)
= det
((
h˜i−j+µd−i+1
)
d×∞
·
(
hj−i+λd−j+1
)
∞×d
)
= TWλµ
and we are done. The proof for TW
λµ
simply follows from applying the homomor-
phism F . 
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5. The proof of Theorem 1
Proof. We have from Lemmas 6 and 7 that
BD
λ∅ = sλ = TW
λ∅
and BD
∅µ = s˜µ = TW
∅µ.
Traing bak to those lemmas, this is a diret onsequene of the Jaobi-Trudi
identity.
The Theorem now follows. We have
BD
λµ = ∆
(
BD
λ∅ ·BD∅ µ
)
(Theorem 2)
= ∆
(
TW
λ∅ ·TW∅µ
)
(Lemmas 6 and 7)
= TWλµ (Theorem 3).

6. Some relations among R
λµ
's
We now onsider R
λµ
as an element of V , and immediately see that Corollary 4
is a onsequene of the previous theorems. Two very natural properties of R
λµ
also pop out of the presentation due to Tray and Widom. The proofs rely only
on basi properties of determinants and the Tray-Widom expression TW
λµ
, and
their statement does not involve dierential operators. Unlike Corollary 4, they
ould thus be stated by evaluation at a spei σ.
Proposition 8. Let (r) and (s) denote partitions with just one part eah, of size
r ≥ 1 and s ≥ 1 and let λ, µ be partitions, with max(l(λ), l(µ)) ≤ d. Then,
R
(r) (s) = R(r)∅ ·R∅ (s) + R(r−1) (s−1)(5)
and
R
λµ = det
(
R
(λi+d−i) (µj+d−j)
)
1≤i,j≤d
.(6)
Proof. Both results follow from the same fat:
TW
(r) (s) = det
((
h˜1−j+s
)
1×∞
·
(
h1−i+r
)
∞×1
)
= h˜shr + h˜s−1hr−1 + · · ·
= h˜shr +TW
(r−1) (s−1)
= TW(r)∅TW∅ (s) +TW(r−1) (s−1),
whih proves Equation (5).
For Equation (6), we just need to observe that TW
λµ
is dened as the deter-
minant of a matrix M whih itself is a produt of two matries. The oeient on
the ith row and the jth olumn of M is given by
Mij =
∞∑
k=0
h˜i−1−k+µd+1−ihj−1−k+λd+1−j ,
where this sum is atually nite (beause the terms eventually vanish).
By the reasoning for Equation (5), we atually know that
Mij = TW
(j−1+λd+1−j) (i−1+µd+1−i).
Equation (6) then follows from the invariane of determinants under transposi-
tion and anti-transposition. 
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7. Conlusion and speulation
To summarize this paper, we have reproved the (Bump-Diaonis)-(Tray-Widom)
identity (and proved Corollary 4) through speialization from the deeper symmetri
funtion identity
∆ (sλ · s˜µ) =
∑
ν
sλ/ν s˜µ/ν .
We feel that this more axiomati approah to random matrix theory integrals
through the theory of symmetri funtions has a lot of potential. The bakbone of
symmetri funtion theory is ommon with muh of the work of Fauser and Jarvis
[FJK, FJKW06, FJ04℄ on group branhings (whih they sometimes speialize for
perturbative quantum eld theory). In partiular, the operator ∆ appears as a
twisted produt or Cliordization in [FJ04℄, and results generalizing theorems 2
and 3 to other groups have been obtained in [FJKW06℄. Our methods however
seem to be muh simpler, mostly beause the dierential operator ∆ allows to
enode the Nywell-Littlewood formula in a generating series form. We thus hope
the tehniques presented here will naturally expand to all lassial ompat Lie
groups. Note that this generalization for expressions of the type R∅λ has already
been ahieved (independently) in [Deh07℄.
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