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The manipulation of small objects with light has become an indispensable tool 
in many areas of research ranging from physics to biology and medicine1–7. Here 
we demonstrate how to implement micro-manipulation at the optimal level of 
efficiency for targets of arbitrary shape and inside complex environments such 
as disordered media. Our approach is to design wave-fronts in the far-field8–15 
that have optimal properties in the near-field of the target such as to apply to it 
the strongest possible force, pressure or torque as well as to achieve the most 
efficient focus at the target position. Free of any iterative optimization, our 
approach only relies on a simple eigenvalue problem established from the 
scattering matrix of the system and its dependence on the target parameters. To 
illustrate this theoretical concept, we perform a proof-of-principle experiment in 
the microwave regime, which fully confirms our predictions. 
The 2018 Nobel prize for physics was, in part, awarded to Arthur Ashkin for his seminal 
work on optical tweezers1, which revolutionised the way one can trap and manipulate 
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nanoscale dielectric particles remotely using only a laser beam. The key idea is that 
the field pattern of the beam creates forces at the position of the target particle that 
can be used for very different purposes, like for cellular manipulation2,3, fluid 
dynamics4, micro-robotics5 and for tests of fundamental physics6,7.  
A remaining and critical challenge, especially for applications in biology and soft-
matter, stems from the fact that targets are often embedded within complex media like 
tissues, which scatter the incoming beam and thus destroy the field pattern necessary 
to trap or manipulate a target efficiently16. Even when guiding light to a target directly 
through a multi-mode fibre one faces similar problems since any imperfections in the 
fibre also lead to non-trivial field distortions17.  
To remedy the difficulties posed by unwanted scattering processes, the emerging field 
of wave front shaping8–10,12–15 has developed a new set of tools that are meanwhile 
also being considered for versatile micro-manipulation strategies far beyond the 
standard particle trap of a Gaussian beam18. In a first generation of studies, iterative 
computational optimization schemes were used to increase the stiffness of optical 
traps19,20, to enhance micromanipulation capabilities21, or to trap nano-particles across 
a highly turbid medium16. Yet, iterative approaches genuinely suffer from the deficiency 
that they may not reach a global optimum or that they may require a prohibitively large 
number of computational steps. A series of works also circumvent the need for an 
iteration to find the optimal state by recognizing the power of quadratic forms22 to 
optimize quantities like the transferred power, momentum and torque22–24 or the 
stiffness of an optical trap25. While being very efficient, setting up the quadratic form 
itself requires the knowledge of the full Green’s function between the asymptotic far-
field and the near-field of the target22. For targets inside a disordered environment this 
knowledge is typically not available, however. Only for the specific case when the 
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target is a single scatterer, which is individually addressable from the far-field, it was 
recently shown that one may work instead with the reduced information stored in the 
asymptotic scattering matrix elements23,24.  
Here we overcome these limitations by introducing a broadly applicable framework that 
achieves micromanipulation of targets that can be very complex either in terms of their 
own shape or in terms of the aberrating (inhomogeneous) environment surrounding 
them. Our procedure operates at the optimal efficiency level through the resolution of 
a simple linear eigenvalue problem (without iteration). Specifically, we provide a 
straightforward way to determine, out of all possible states with the same incoming flux 
in the far-field, the optimal state with the unique near-field profile that applies the 
highest possible force, pressure or torque on a non-absorbing target.  
Our starting point is the time-delay operator 𝑄 introduced by Wigner and Smith26,27 
based on a system’s scattering matrix 𝑆	that relates all incoming with all outgoing field 
states, 𝑆$𝜓&'( = |𝜓+,-⟩.	 Involving the derivative of the 𝑆 -matrix with respect to the 
frequency 𝜔  of the incoming wave, the time-delay operator 𝑄 = −𝑖𝑆34𝑑𝑆/𝑑𝜔  has 
eigenstates (also known as “principal modes”) with a well-defined time-delay between 
entering and exiting a given system15,28. This property results in the remarkable feature 
that the output profile of these unique states stays unchanged for small variations of 
the frequency15,29–35. A more general class of Wigner-Smith operators was recently 
introduced36 by generalizing the time-delay operator 𝑄 to feature a derivative of the 
scattering matrix 𝑆  with respect to an arbitrary parameter 𝛼 , rather than to the 
frequency 𝜔 . These generalised Wigner-Smith (GWS) operators 𝑄8  possess 
eigenvectors |𝑢8: ⟩ and eigenvalues 𝜃8:  that fulfil  
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𝑄8|𝑢8: ⟩ = −i𝑆34 d>d8 |𝑢8: ⟩ = 𝜃8: |𝑢8: ⟩. (1)
For flux-conserving systems, the scattering matrix is unitary and the GWS operators 𝑄8 are Hermitian. To give the orthogonal eigenvectors |𝑢8: ⟩ and the real eigenvalues 𝜃8  of 𝑄8  a physical meaning, one can proceed by analogy: the eigenvalues of the 
conventional Wigner-Smith time-delay operator 𝑄 (involving a derivative by frequency 𝜔) correspond to the so-called “proper delay times”. Since time and frequency are 
conjugate quantities (in the sense used for a Fourier transform), the generalised 
Wigner-Smith operator 𝑄8 (involving a derivative by 𝛼) should have eigenvalues that 
represent the conjugate quantity to 𝛼 (if 𝛼 is, e.g., a position then the eigenvalues of 𝑄8 would be momenta). Most importantly, however, the quantity 𝛼 can not only be a 
global parameter that describes the entire scattering system, but also a local parameter 
such as the position of a single scatterer inside a disordered medium36. For this specific 
case, it was found36 that the eigenstates |𝑢8: ⟩  of 𝑄8  transfer onto this scatterer a 
momentum that was numerically observed to be linearly proportional to the 
corresponding eigenvalue 𝜃8: . Here we show that this observation is not just of 
empirical nature, but that one can, in fact, formulate fundamental relationships between 
all the central observables in micro-manipulation like the transfer of momentum, 
pressure, torque etc. onto a target and the eigenvalues of 𝑄8 when 𝛼 is chosen to be 
the target’s position, radius or angular orientation.  
To arrive at these analytical relations, we consider a dielectric landscape 𝜀(𝑟)  as 
described by the scalar Helmholtz equation [∆ + 𝑘I𝜀(𝑟)]𝜓 = 0. Here, 𝑘 = $𝑘L⃗ $ is the 
wavenumber, 𝜓 is the transverse component of the electric field, ∆ is the Laplacian in 
two dimensions, 𝜀(𝑟)  the spatially varying dielectric function and 𝑟  is the position 
vector. Using the framework of mesoscopic transport theory15,37, we link the scattering 
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landscape as determined by	𝑈(𝑟) = 𝑘I𝜀(?⃗?) with the asymptotic scattering amplitudes 
as contained in the 𝑆-matrix (see supplemental material). Describing any conceivable 
variation of 𝑈(𝑟) by a derivative with respect to some arbitrary parameter 𝛼	(local or 
global), results in the following basic and compact relation, 
⟨𝜒|𝑄8|𝜒⟩ = P𝜓QR dSd8 R𝜓QT /2, (2) 
in which the GWS operator 𝑄8  emerges naturally. Here, |𝜒⟩	stands for an arbitrary 
asymptotic wave state impinging on the system (typically a vector of modal 
amplitudes), whereas |𝜓Q(  is the resulting wave field inside the scattering system 
(typically a spatially resolved field distribution). Equation (2) can be exploited in multiple 
ways: given, e.g., a certain scattering wave function |𝜓Q( one can modify the system 
(via d𝑈/d𝛼) such as to achieve a desired change in the scattering matrix 𝑆 (via 𝑄8). 
Here, we consider the opposite scenario and ask how to shape the incoming wave 
front |𝜒⟩ to manipulate a target in an optimal way. The type of manipulation we aim to 
perform is encapsulated in the variable 𝛼 , which the potential 𝑈  depends on 
parametrically. Specifically, we will demonstrate how specific changes d𝑈/d𝛼 lead to 
all the essential quantities in micromanipulation: a small rotation of the target as 
parametrized by the angle 𝛼 = 𝜑 yields the torque transferred onto it; shifting the target 𝛼 = 𝑥 provides the momentum transfer; varying the radius 𝛼 = 𝑅 of a circular target 
grants control over the radiation pressure exerted on it and changing the value of the 
dielectric constant 𝛼 = 𝜀  determines the wave intensity inside the target (which is 
equivalent to the dwell time inside the target’s volume).  
We now introduce all of these individual micromanipulation tools explicitly and verify 
them both numerically and experimentally using a rectangular multimode waveguide. 
The employed microwave setup is especially suited to give access both to the full 
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scattering matrix as well as to the internal field distribution (see Methods). Additionally, 
any desired wave front can be injected to the system in situ and variations of the 
geometry can be performed with subwavelength precision. The platform is made out 
of aluminium in which we place randomly distributed Teflon scatterers around a target 
in the middle to simulate a disordered medium (Fig. 1). Waves are injected from both 
sides at a frequency of 12.75 GHz, resulting in a wavelength of 𝜆 = 2𝜋/𝑘 = 2.35 cm 
where 8 transversal modes can propagate. 
In the first example we determine the parameter 𝛼 to be the orientation angle 𝜑 of a 
complex-shaped metallic target embedded in an empty waveguide (Fig. 2a) and of a 
metallic square target inside a disordered medium (Fig. 2c). The corresponding GWS-
operator, 𝑄^ = −𝑖𝑆34𝑑𝑆/𝑑𝜑 , involves measuring the differential response of the 
scattering matrix 𝑆  with respect to changes of the target’s orientation angle 𝜑  (to 
evaluate the derivative 𝑑𝑆/𝑑𝜑 we measure 𝑆 for 𝜑 = ±5°	and	0°). As we prove in the 
supplemental material, the eigenvalues 𝜃:^  of this operator 𝑄^ are exactly one half of 
the torque 𝑀d exerted on the target, 
𝑀de|𝑢:^ ⟩f ≡ ∫ [𝑚LL⃗ j(𝑐) × 𝑛L⃗ (𝑐)|𝜕oL⃗ 𝜓(𝑐)|I]d𝑑𝑠 = 2𝜃:^ ,𝒞 	 (3)
where the integral is taken along the target’s boundary described by the curve 𝒞 and 
parametrised by 𝑐. The expression 𝑛L⃗ (𝑐)|𝜕oL⃗ 𝜓(𝑐)|I denotes the normal force at every 
point of the boundary exercised by the electric field and 𝑚LL⃗ j(𝑐) is the lever (the part of 
the distance from the boundary to the target’s center of mass that is normal to 𝑛L⃗ ). We 
emphasise that Eq. 3 has no free parameters and is exact in the sense that no 
approximations are involved in deriving it. Particularly appealing for micro-manipulation 
is now the feature that Eq. 3 directly connects the maximally achievable torque to the 
largest eigenvalue 𝜃m^ax , which, in turn, is obtained by injecting the corresponding 
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eigenvector |𝑢m^ax⟩ into the system. The experimentally measured intensity distribution 
of the eigenstates of 𝑄^ with the largest eigenvalues can be seen in Figs. 2a and 2c 
for the two configurations of a complex target without disorder and for a simple target 
inside the disorder. Both figures confirm our predictions by way of the visible focus of 
the field onto the target’s corners, where the lever is maximal and thereby also the 
corresponding torque. 
In the supplemental material we extend Eq. 3 to the case of a dielectric target and 
provide equivalent relations with links between the spatial displacement of the target 
and the momentum transferred onto it as well as between the radius of a circular 
scatterer and the radiation pressure acting on it. We also investigate there the common 
situation that only a sub-unitary part of the scattering matrix is available for the 
evaluation of the GWS-operator. Our results show that there is still an excellent 
agreement between the eigenvalues 𝜃:^  and the transferred torque 𝑀d as long as the 
available part of the scattering matrix contains sufficient information on the target.  
One aspect one observes in Fig. 2a is that the displayed eigenstate of 𝑄^ exerts not 
only a torque, but also a force that moves the target in a certain direction. If one is now 
interested in rotating the target while keeping the position of its center of mass 
unchanged, this can be achieved by choosing two eigenstates |𝑢4^ ⟩ and |𝑢I^ ⟩ of 𝑄^ that 
both apply a high torque to the target in the same direction, but whose linear 
momentum transfer has opposite signs. Out of these two states we construct a 
superposition, |𝑠⟩ = |𝑢4^ ⟩ + |𝑢I^ ⟩, for which the linear momentum transfer disappears, 
as illustrated by the resulting spatial intensity distribution of the state |𝑠⟩ in Fig. 2b, 
which focuses onto both of the opposite corners of the target.  
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A last property of the target that we have so far not exploited is its dielectric constant 𝜀. We find that a derivative with respect to 𝜀 in a corresponding GWS operator yields 
the integrated intensity 𝐼 of the wave field inside the target (in analogy to the local 
change in the potential yielding the local density of states in quantum scattering38,39). 
Specifically, we derive a linear relation between the eigenvalue 𝜃u:  of 𝑄u  and the 
integrated wave intensity of the scattering state 𝜓 injected through the eigenvector |𝑢u: ⟩ 
(see supplement), 
𝐼e|𝑢u: ⟩f ≡ ∫|𝜓|I𝑑𝐴 = 2𝜃u: 𝑘I⁄ . (4)
The integral domain 𝐴 is the area of our target scatterer whose dielectric constant is 
changed in the differentiation of 𝑄u = −𝑖𝑆34 𝑑𝑆 𝑑𝜀⁄  and 𝜓  is the electric field 
distribution of the corresponding eigenstate |𝑢u: ⟩. Maximizing a wave’s intensity inside 
a chosen target thus involves the injection of the eigenstate |𝑢umax⟩ associated to the 
largest eigenvalue 𝜃umax. In the microwave experiments we implemented an effective 
change of the dielectric constant (𝜀y = 1.4884, 1.7689	and	2.0736) by varying the height 
(ℎ = 4, 6	and	8	mm) of the target Teflon cylinder with radius 𝑅 = 6	mm. The spatial 
intensity distribution of the state |𝑢umax⟩ corresponding to the maximal eigenvalue in the 
experiment is shown in Fig. 3a. One can clearly see that the scattering state has a 
strong intensity build-up inside the chosen target. To prove that the focus we achieve 
in this way is, indeed, optimal, we successfully compare it numerically to an 
independent technique40, which requires access to the Green’s function at the target 
and is thus much more costly to implement experimentally (see supplemental 
material).  
We also highlight here that the integrated intensity inside a target, which was shown to 
be proportional to the eigenvalue 𝜃u in Eq. 4, is itself proportional to the dwell-time of 
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the wave state 𝜓 inside the target15,28. In this way, the GWS operator 𝑄u allows us to 
measure the dwell-time not only inside the entire scattering region (as with the 
conventional Wigner-Smith operator 𝑄), but also in any desired sub-part of it. 
For a realization of our approach in the optical regime, we envision a setup similar to 
the one used in the first successful experiment on trapping behind a turbid medium16. 
There, the trapped particles were about 1 µm in size and held in place by approximately 
1 mW of laser power at the target position. The important ingredient to be added now 
is to shift the target particle in its position, angle, size or in its refractive index such as 
to produce a noticeable trace in the measured scattering matrix entering the GWS 
operator. For this purpose we suggest to employ beams of ultrasound such as those 
already in use to produce very localized changes in the dielectric constant10,13,41,42 or 
to take advantage of the information stored in the acousto-optic transmission matrix42. 
Alternatively, one could also work with the kinetic or self-propelled movement of a 
target in an otherwise static background, such as employed already in advanced 
focusing techniques43,44. A definite advantage of our approach is that it also works for 
the realistic case that parts of the scattering matrix are inaccessible experimentally 
(see supplemental material for details). 
To conclude, we present a general framework for optimal micromanipulation with 
targets of arbitrary shape and in arbitrarily complex environments. We successfully 
tested this concept experimentally and envision it to be a key for breaking the barrier 
imposed by disordered media on the applicability of optical tools for manipulating 
objects inside of them. Ultimately, our work may serve as a guidepost towards a new 
generation of micro-manipulation experiments with wave-front shaping protocols that 
continuously operate at the optimal level based on a real-time monitoring of a system’s 
scattering matrix. 
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Figures 
 
Figure 1: Experimental setup. Sketch of the scattering system used in the 
experiment, consisting of a two-dimensional waveguide geometry (length 𝐿 =60 cm	and width 𝑊 = 10	cm) with hard walls in the transverse direction and leads on 
the left and right. The top plate (not shown) features a grid of small holes through which 
the field intensity in the waveguide is measured. Red cylinders indicate the randomly 
distributed circular Teflon scatterers (dielectric constant 𝜀y = 2.0736 and radii 2.55 mm 
or 11 mm) and the green cylinder in the middle indicates a target scatterer, whose 
material, size and shape is chosen specifically for each GWS-operator we investigate. 
The surrounding disorder (without the target scatterer) is characterised by a transport 
mean free path of 𝑙 = 35	cm and a scattering mean free path of 𝑙 = 27	cm. The red-
shaded area indicates the region shown in Figs. 2, 3. Eight antennas on each side (not 
shown) are used to measure the full scattering matrix 𝑆  and to inject the desired 
scattering states.  
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Figure 2: Optimal transfer of torque. Experimental measurements of the electric field 
intensity (colour) for wave states with optimal transfer of torque on a metallic target 
(white boundary). An asymmetric target of complex shape in an empty waveguide (a,b) 
and a quadratic target in the disordered waveguide (c,d) are considered. (The region 
displayed here corresponds to the red-shaded area in Fig. 1.) a, Intensity of the 𝑄^-
eigenstate |𝑢m^ax⟩	corresponding to the largest eigenvalue 𝜃m^ax, displaying a focus on 
the point of maximal lever. b, Intensity for a superposition of the eigenstates associated 
to the two largest eigenvalues, that transfers only torque, but no linear momentum on 
the target. The corresponding intensity builds up on both of the most protruding parts 
of the target. For a metallic square target inside the disordered waveguide we compare 
(c) the 𝑄^-eigenstate with the maximal eigenvalue |𝜃m^ax| ≈ 5.85 with (d) an eigenstate 
having a small eigenvalue |𝜃s^mall| ≈ 0.2. In all figures (also below) the colour scale has 
been adjusted to match the maximum intensity (shown in dark red). 
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Figure 3: Focusing with the GWS-operator. Experimentally measured spatial 
intensity distribution of states with a well-controlled focus at a target embedded inside 
a disordered environment (as shown in Fig. 1). We use a dielectric target (white circle) 
and compare (a) the intensity of the 𝑄u -eigenstate |𝑢umax⟩	 featuring the largest 
eigenvalue |𝜃umax| ≈ 1.96 with (b) an eigenstate with a small eigenvalue |𝜃small| ≈ 0.46. 
A strong focus within the target’s boundary is observed in a (see the inset for a zoom), 
whereas no focus is observed in b.  
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Methods 
Experimental setup. To implement the GWS-operator we use a rectangular 
aluminium waveguide that is 10 cm wide (𝑦 direction), 8 mm high (𝑧 direction) and 238 
cm long (𝑥 direction). Our experiment operates at a frequency of 12.75 GHz, resulting 
in 8 propagating modes that are fully controlled by 8 antennas placed on each end of 
the waveguide and reaching about 4 mm into the waveguide resulting in weak coupling. 
The input states are generated by a vector network analyser (VNA) and get sent to the 
antennas via altogether 16 IQ modulators, that allow us to control the amplitudes and 
relative phases. The open ends of the waveguide are plugged by absorbers to avoid 
back-reflection of waves (to mimic semi-infinite leads). The scattering elements (Teflon 
cylinders of radii 2.55 mm and 11 mm) are of the same height as the waveguide (8 
mm) and concentrated in the middle of the waveguide on a length of 50 cm. In the 
middle of this scattering region we place our targets of different shapes and sizes (see 
Fig. 1). Using the altogether 16 attached antennas (8 on each side of the waveguide), 
we first measure the scattering matrix 𝑆 for different target configurations. Next, we 
inject the GWS-eigenstates generated based on these 𝑆-matrices and measure the 
field inside the scattering region in an area around the target. We do this with a 
movable probing antenna that we insert into the waveguide through holes drilled into 
the top plate of the waveguide in the shape of a rectangular grid with a spacing of 5 
mm. The effect of the probing antenna on the field is small, since it only sticks 4 mm 
into the waveguide, but since it needs to be inserted into the waveguide it cannot 
measure the intensity inside the target or a scatterer.  
Controlling the input state. The demonstration of the GWS-operator relies on the full 
control of each input state as achieved by the 8 antennas we work with on each end 
of the waveguide in which 8 propagating modes are available at the operational 
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frequency. To shape the amplitudes and relative phases of the signal at each input 
antenna we use IQ modulators whose settings need to be related to the associated 
incoming waves. To identify this relationship, we first construct an ‘IQ modulator’-basis, 
where each of the modulators corresponds to a basis vector, i.e., one modulator is fully 
transmitting, while we set the others to maximum damping. In the second step we 
measure the field along the 𝑦 -direction for two 𝑥 -positions on both sides of the 
waveguide. We need at least as many measurements in the 𝑦-direction as we have 
propagating modes. To reduce noise, we make more measurements than the 
necessary 8 on each side, namely 19. In the third step we note that the measured field 
is a superposition of incoming and outgoing modes, hence the need for measuring at 
two 𝑥-positions. To access the modes in this basis we use the following linear relations, 
𝑎m,(𝑥) = 𝑎in,𝑒3:x, + 𝑎out,𝑒:x, , 
𝑎m,(𝑥 + 𝑑𝑥) = 𝑎in,𝑒3:x,() + 𝑎out,𝑒:x,() , 
where 𝑗 is the number of the respective mode and 𝑘x, = 𝑘I − 𝑘y,I , where 𝑘 = In , 𝑘y, =  , n is the frequency of the ingoing waves, 𝑐 is the speed of light, and 𝑑 is the 
width of the waveguide in 𝑦 direction. In order to find the correspondence between IQ 
modulator settings and specific input states one has to perform a basis transformation 
from the IQ modulator basis to the transverse mode representation. 
Evaluating the scattering matrix. For the construction of the GWS-operator we need 
full knowledge of the system’s scattering matrix 𝑆 for three different configurations. 
These are 𝑆  for the neutral configuration, 𝑆  for the configuration where we have 
increased 𝛼 and 𝑆3 for the configuration where we have decreased 𝛼. This allows us 
to construct the GWS-operator with a symmetric finite difference approximating the 
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derivative, i.e., 𝑄8 ≈ −i	𝑆34(𝑆 − 𝑆3)/(2Δ𝛼).  The complex 𝑆 -matrix connects the 
incoming with the outgoing modes (both flux-normalised), ?⃗?out = 𝑆	?⃗?in, which describes 
a set of 𝑁  linearly independent equations, where 𝑁  is the total number of open 
channels (16 in our case). The scattering matrix 𝑆 has 𝑁I elements, therefore we need 𝑁 linearly independent sets of coefficients ?⃗?in and ?⃗?out to solve for the scattering matrix 
elements. As outlined in the previous paragraph, we obtain these coefficients by 
measuring the field between the scattering region and the antenna array in both sides 
at 𝑁 positions in the 𝑦-direction and for two different positions in the 𝑥-direction, while 
only one IQ modulator is transmitting. 
Data processing. In order to reduce noise effects, we treat the data of the 
transmission between the external antennas and the scanning antenna with a weighted 
average in the frequency domain. The resulting intensity data are treated with a bicubic 
interpolation to generate the spatial intensity distributions shown in Figs. 2 and 3. Since 
the field cannot be measured inside the target we reconstruct the information about 
the field inside the target from the mode decomposition which we can calculate from 
the 16 accessible points along the 𝑦 direction at the 𝑥 position of the target. 
Numerical simulations. In our numerical simulations we solve the scalar Helmholtz 
equation, [∆ + 𝑘I𝜀(𝑟)]𝜓(𝑟) = 0, where ∆ is the Laplacian in two dimensions, 𝜀(?⃗?) is 
the spatially varying dielectric function, 𝑘 = $𝑘L⃗ $ = 𝜔/𝑐  is the vacuum wavenumber, 𝜓(?⃗?) is the 𝑧-component of the electrical field and all spatially varying functions depend 
on the position 𝑟 = (𝑥, 𝑦). Since for most complex refractive index landscapes there is 
no analytic solution for the Helmholtz equation, we solve it numerically using an 
advanced finite-element method (NGSolve open source Finite Element Library at 
https://ngsolve.org/). The scalar Helmholtz equation in two dimensions is sufficient for 
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describing the three-dimensional experiment, since the waveguide is only 8 mm high 
and thus features only one transverse mode in 𝑧-direction. The absorbers plugged at 
the ends of the waveguides are implemented into the simulation through ‘perfectly 
matched layers’ and on the long edges our scattering region is bounded by hard walls. 
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1 Generalised Wigner-Smith Operators in One Dimension
To illustrate how our concept based on the generalised Wigner Smith operator works in a very simple context,
we consider here the problem of scattering at a one-dimensional refractive index barrier (see Fig. S1) of refractive
index n > 1 ranging from x = −L to x = L (the refractive index in the asymptotic regions is n0 = 1). For this
simple problem we can explicitly calculate the scattering matrix S and all the possible GWS-operators Qα fully
analytically. Specifically, the elements of the scattering matrix S for this setup read as follows
S11 = S22 = −
e−2ikL
(−1 + e4ikLn) (n2 − 1)
e4ikLn(n− 1)2 − (n+ 1)2 , (1)
S12 = S21 = − 4e
2ikL(n−1)n
e4ikLn(n− 1)2 − (n+ 1)2 , (2)
where k is the wavenumber of the incident field. Note that in contrast to the main text all formulas here are written
in terms of the refractive index n =
√
ε instead of the dielectric function ε in order to simplify the notation.
1.1 Qn for Refractive Index Variation (in 1D)
To better understand Qε, the GWS-operator associated to the total intensity inside a target, we first consider the
GWS-operator we get when taking the derivative of the scattering matrix with respect to the refractive index n of
the barrier. At the end of this section we also show the results for α = ε. The components of Qn = −iS−1dS/dn
are
Qn,11 = Qn,22 =
−8kL (n3 + n)− 2 (n2 − 1) sin(4kLn)
− (n2 + 6)n2 + (n2 − 1)2 cos(4kLn)− 1 , (3)
Qn,12 = Qn,21 =
−8kLn (n2 − 1) cos(2kLn)− 4 (n2 + 1) sin(2kLn)
− (n2 + 6)n2 + (n2 − 1)2 cos(4kLn)− 1 . (4)
The corresponding eigenvalues θ1,2n and eigenstates ~u1,2n then follow as
θ1n =
−4kLn− 2 sin(2kLn)
(n2 − 1) cos(2kLn)− n2 − 1 , ~u
1
n =
1√
2
(
1
1
)
, (5)
θ2n =
4kLn− 2 sin(2kLn)
(n2 − 1) cos(2kLn) + n2 + 1 , ~u
2
n =
1√
2
( −1
1
)
. (6)
The integrated intensities of the scattering states inside the barrier read as
I1 ≡
∫ L
−L
∣∣ψ (~u1n)∣∣2 dx = −4kLn− 2 sin(2kLn)kn [(n2 − 1) cos(2kLn)− n2 − 1] = θ1nkn, (7)
I2 ≡
∫ L
−L
∣∣ψ (~u2n)∣∣2 dx = 4kLn− 2 sin(2kLn)kn [(n2 − 1) cos(2kLn) + n2 + 1] = θ2nkn. (8)
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Figure S1: Sketch of the refractive index barrier (red line) of width 2L and a constant height of n− 1. The blue
line shows the intensity distribution of the second Qn-eigenstate, ~u2n, for a wavelength of λ = 2pi, refractive index
n = 1.44 and a length L = 1.5. The black arrows indicate that plane waves injected from both sides construct the
scattering state.
This result shows that there is a strict linear relation between the stored intensity in the designated scattering
region and the eigenvalues of Qn which enables us to tune the intensity inside the scatterer based on the choice
of Qn-eigenstates (or a superposition of such eigenstates). Taking eigenstates with large eigenvalues results in
scattering states that focus into the target region.
To calculate Qε we make use of d/dn = d/dε · dε/dn = 2nd/dε, which directly leads to the following expression
I1
θ1ε
=
I2
θ2ε
=
2
k
. (9)
1.2 Qx for Target Displacement (in 1D)
To construct Qx we take the derivative of the scattering matrix with respect to the position of the barrier. To
obtain the eigenvalues associated to the momentum-transfer onto the target we make use of Qx = kin − S†koutS
[1]. This formula comes from the fact that for only one scatterer (or if we move all scatterers) Qx measures the
momentum difference between incoming and outgoing waves. The matrices kin and kout read as follows
kin =
(
k 0
0 −k
)
= −kout. (10)
The components of Qx then read
−Qx,11 = Qx,22 = 1
Γ
[
4k
(
n2 − 1)2 sin2 (2kLn)] , (11)
−Qx,12 = Qx,21 = 1
Γ
[
8ikn
(
n2 − 1) sin (2kLn)] , (12)
with Γ ≡ − (n2 − 1)2 cos (4kLn) + n2 (n2 + 6)+ 1 > 0 ∀n, k, L. The solution of the eigenproblem associated with
Qx is
θ1,2x = ±
√
8k
(
n2 − 1) sin (2kLn)√
Γ
, (13)
~u1,2x = ∓
1
N1,2
(−i
4n
[√
2Γ± 2 (n2 − 1) sin (2kLn)] , 1)T , (14)
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where N1,2 = |~u1,2x | is the norm of the eigenvectors. We then calculate the quantity F1,2, which we will show to be
proportional to the momentum transfer onto the target:
F1,2 ≡
∣∣ψ (~u1,2x , x = −L)∣∣2 − ∣∣ψ (~u1,2x , x = +L)∣∣2
= ∓4
√
2 sin (2kLn)√
Γ
, (15)
where the first argument in the parentheses tells us which eigenvector of Qx is used in the calculation. We then
compare these two quantities with the eigenvalues θ1,2x of Qx and see that
θ1x
F1
=
θ2x
F2
= −k
(
n2 − 1)
2
. (16)
This result tells us that there is a strict linear relation between the eigenvalues of Qx and the difference in intensities
at the left and right boundary of the barrier, Fi. The eigenvalues θ1,2x are equal to the momentum difference between
incoming and outgoing waves, i.e., ∆k = θx [1]. Conservation of momentum then tells us that a momentum of ∆k
is transferred to the target. We work in the stationary case, thus this momentum transfer onto the target is the
same at all times. The average force, F , experienced by the target is the momentum transfer per unit time interval
and since the momentum transfer is stationary, it is equal to the force. This implies that the quantities Fi we have
defined above are proportional to the force the target experiences from the scattering of the wave. This enables us
to tune the degree of force exerted onto the target and even control the direction of it.
1.3 QR for Radial Change (in 1D)
The one-dimensional analogue to the radius R of a circle is the length L of a region with raised refractive index.
We therefore investigate the behaviour of QL = −iS−1dS/dL, whose elements are given by
QL,11 = QL,22 = −
2k
(
n2 − 1) [3n2 + (n2 − 1) cos(4kLn) + 1]
− (n2 + 6)n2 + (n2 − 1)2 cos(4kLn)− 1 , (17)
QL,12 = QL,21 = −
8kn2
(
n2 − 1) cos(2kLn)
− (n2 + 6)n2 + (n2 − 1)2 cos(4kLn)− 1 . (18)
The solution of the corresponding eigenproblem yields
θ1L =
−4k (n2 − 1) cos2(kLn)
(n2 − 1) cos(2kLn)− n2 − 1 , ~u
1
L =
1√
2
(
1
1
)
, (19)
θ2L =
4k
(
n2 − 1) sin2(kLn)
(n2 − 1) cos(2kLn) + n2 + 1 , ~u
2
L =
1√
2
( −1
1
)
. (20)
The intensities at the boundaries of the barrier are
P1 ≡ 2
∣∣ψ (~u1L, x = ±L)∣∣2 = −8 cos2(kLn)(n2 − 1) cos(2kLn)− n2 − 1 = 2θ1Lk (n2 − 1) , (21)
P2 ≡ 2
∣∣ψ (~u2L, x = ±L)∣∣2 = 8 sin2(kLn)(n2 − 1) cos(2kLn) + n2 + 1 = 2θ2Lk (n2 − 1) , (22)
for each eigenstate of QL. In contrast to Qn whose eigenvalues represent the integrated intensity over the target
region, the above result shows that the eigenvalues of QL correspond to the intensities at the target’s boundary
which can be again tuned by choosing a certain QL-eigenstate (or a superposition of such eigenstates).
2 Derivation of Eq. 2
In the following we will sketch the derivation of Eq. 2 from the main text involving the expectation value of the
generalised Wigner-Smith (GWS) operator with respect to some arbitrary input vector |χ〉. All conventions are
taken from [2] (see also [3, 4]). The scattering matrix S for a system described by the Helmholtz equation can be
written as
S = −1 + 2iV †GV, where G = (∆ + U(~x) + iV V †)−1 and U(~x) = k2ε(~x), (23)
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where G is the system’s Green’s function, ∆ is the Laplacian, U determines the scattering environment and V
describes the coupling to the leads. The derivative of the scattering matrix can then be written as,
dS
dα
= −2iV †GdU
dα
GV, (24)
where we have assumed that only the scattering environment U depends on α, but not the coupling matrix V .
Under the further assumption of a unitary S-matrix the following useful identity was derived in [2] for the Green’s
function G,
− 2iG†V V †G = G−G†. (25)
With a unitary scattering matrix we can then write Qα = −iS−1 dSdα as,
Qα = −2S†V †GdU
dα
GV (26)
= 2
(
1 + 2iV †G†V
)
V †G
dU
dα
GV = 2V †
(
G−G+G†) dU
dα
GV (27)
Qα = 2V
†G†
dU
dα
GV. (28)
The wavefunction inside the scattering system for an arbitrary input vector |χ〉 can be written as [2],
|ψχ〉 = 2iGV |χ〉 , (29)
resulting in the following expression for the expectation value of Qα,
〈χ|Qα |χ〉 = 1
2
〈ψχ| dU
dα
|ψχ〉 . (30)
This novel result now allows us to extract information about the local wave intensity inside the scattering medium
out of the asymptotic information encoded in the scattering matrix S.
As a simple test of the above relation, we take the derivative of U with respect to k and we get
Qk = 4kV
†G†εGV ≡ Qd, (31)
which is exactly the result for the dwell-time operator as given in [2, 4]. Keeping in mind that the dwell time
operator and the Wigner-Smith time-delay operator are the same for a vanishing k-dependence of V [2, 4], we have
thus shown that our new relation is perfectly consistent with this established case.
3 Linear Relations in Two Dimensions
Building up on the insights gained in the previous section, we can now prove the linear relations written down in
Eqs. (3) and (4) of the main text. We start by proving the relation between θε and the intensity integrated over
the target’s area. Taking the derivative of the scattering environment with respect to the dielectric constant of a
single scatterer results in dU/dε = k2Ascat (~r), where Ascat parameterises the area of the scatterer and is equal to
one inside the target and zero outside. This then gives
I
(|uiε〉) ≡ ∫ |ψ (|uiε〉)|2dA = 2θiεk2 , (32)
where the integral is performed over the area A of the target scatterer. This equation is numerically confirmed in
Fig. S2a and equips us with a tool to control the wave intensity inside a target’s area – ranging from no intensity
to the theoretical maximum.
Next, we derive in detail the linear relation between the eigenvalues of QR and the pressure, P
(|uiR〉) ≡∫ 2pi
0
|ψ (ρ = R)|2 dϕ, applied to the target. We start by considering a dielectric target, for which dU/dR = k2(ε −
1)δ (ρ−R). This leads us to
1
2
〈ψ|dU
dR
|ψ〉 = k
2 (ε− 1)
2
∫ 2pi
0
∫ ∞
0
|ψ (ρ, ϕ)|2 ρ δ (ρ−R) dρdϕ (33)
=
k2 (ε− 1)R
2
∫ 2pi
0
|ψ (ρ = R,ϕ)|2 dϕ (34)
=
k2 (ε− 1)R
2
P
(|uiR〉) . (35)
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Figure S2: Linear relations of the GWS-eigenvalues with the quantities defined in Eqs. (32)-(45), for N = 20
propagating modes and a wavelength of λ ≈ 0.1W , where W is the width of the waveguide. The simulation is
carried out in the waveguide geometry depicted in Fig. 1 of the main text. The simulated data is depicted by
the blue dots and shows an excellent agreement with the theoretical predictions (red line) for all cases (without
any free parameters). a, Linear relation between θε and the stored intensity I for a Teflon (ε = 2.0736) target
(radius R = 0.0165W ). b, Upper (lower) plot shows the linear relation between θx and F for a metallic (Teflon)
target (R = 0.0825W ). c, Upper (lower) plot shows the linear relation between θR and P for a metallic (Teflon)
target. d, Upper (lower) plot shows the linear relation between θϕ and Mz for a metallic (Teflon) square target
(side length 0.165W ).
This derivation provides us with the final result that the pressure is in a linear relation to the eigenvalues of QR
P
(|uiR〉) ≡ ∫ 2pi
0
|ψ (ρ = R)|2 dϕ = 2θ
i
R
Rk2(ε− 1) . (36)
We confirm this equation numerically in Fig. S2c. To prove a linear relation between the eigenvalues of QR and the
transferred pressure in the case of a metallic target with perfect conductance we first consider the simple example
of an infinitely long metallic rod of circular cross-section in vacuum. Effectively this configuration can be reduced
to a two-dimensional problem. Due to the simplicity of the geometry, different incoming cylindrical wave modes do
not mix, therefore the scattering matrix S, which in this case is just a unitary diagonal reflection matrix r, reads
[r]nn = −
H
(2)
n (kR)
H
(1)
n (kR)
, (37)
where H(1)n and H
(2)
n are the Hankel functions of the first and second kind, respectively. The knowledge of the
reflection matrix then allows us to compute the GWS-operator QR, whose elements on the diagonal read
[QR]nn = −
4
piR
[
Jn (kR)
2
+ Yn (kR)
2
] , (38)
where Jn and Yn are the Bessel functions of the first and second kind, respectively. The wavefunction around the
metallic rod comprised of the incident and scattered wave is
ψ (ρ, ϕ) =
1
2
∞∑
n=−∞
bne
inϕ
[
H(2)n (kρ) + [r]nn H
(1)
n (kρ)
]
, (39)
where bn are the components of the input vector. This leads to the following expression in the case when bn = 1
for only one n and zero for all other
P ≡
∫ 2pi
0
|∂ρψ (ρ = R)|2 dϕ = 8
piR2
[
Jn (kR)
2
+ Yn (kR)
2
] . (40)
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We thus find
P
(|uiR〉) = −2θiRR , (41)
which we confirm numerically in Fig. S2c for a circular metallic target inside a waveguide featuring the same disorder
as in Fig. 1 of the main manuscript. The reason why our derivation of the proportionality constant also works for
an arbitrary environment as wells as an arbitrary cross-section, is that the proof of the GWS-operator tells us
that its eigenvalues θα are in a linear relation with the local wave intensity around the target, irrespectively of the
surrounding scattering environment and whether these are waveguide walls or a disordered medium.
Next we consider the eigenvalues of Qx, the GWS-operator we get when the parameter α considered is the
longitudinal position x of a target. This problem was originally considered in [1], although a proof was only given
for the case of longitudinally moving the entire scattering system. Here we close this gap and prove a linear relation
between the eigenvalues and the momentum transferred also for a single target inside a disordered medium, using
the same strategy as in the preceding paragraph. For a dielectric circular target with radius R, the result reads
F
(
|ui
~ˆn
〉
)
≡ ~ˆn ·
∫ 2pi
0
(
cosϕ
sinϕ
)
|ψ (ρ = R)|2 dϕ =
2θi
~ˆn
Rk2(ε− 1) , (42)
where the direction of the shift and the corresponding momentum transfer is generalised to an arbitrary direction,
which is parametrised by the unit vector ~ˆn and the integral is performed along the boundary of the circular target
(a generalization to arbitrary target shapes is also possible). In the presence of a metallic target the result is
F
(
|ui
~ˆn
〉
)
≡ ~ˆn ·
∫ 2pi
0
(
cosϕ
sinϕ
)
|∂ρψ (ρ = R)|2 dϕ = −
2θi
~ˆn
R
. (43)
Numerical results confirming these relations for ~ˆn = (1, 0)T can be found in Fig. S2b.
The same approach also works when considering the eigenvalues of Qϕ that are in a linear relation with the
torque transferred to the target. In the case of a dielectric target this relation reads
Mz
(|uiϕ〉) ≡ ∫
C
[
~m⊥ (~c)× ~n (~c) |ψ (~c)|2
]
z
ds = − 2θ
i
ϕ
k2(ε− 1) , (44)
where the integral is taken along the target’s boundary described by the curve C and parametrised by ~c. The
expression ~n (~c) |ψ (~c)|2 denotes the normal force at every point of the boundary excised by the electric field and
~m⊥ (~c) is the part of the distance from the boundary to the target’s center of mass that is normal to ~n, i.e., the
lever. We find that in the presence of a metallic target, the eigenvalues Qϕ are proportional to
Mz
(|uiϕ〉) ≡ ∫
C
[
~m⊥ (~c)× ~n (~c) |∂~nψ (~c)|2
]
z
ds = 2θiϕ, (45)
where ~n (~c) |∂~nψ (~c)|2 denotes the normal force at every point of the boundary excised by the electric field. These
two equations are numerically verified in Fig. S2d for the case of a square target.
4 Applying Pressure with the GWS-Operator
In this section we look at the GWS-operator QR = −iS−1dS/dR, where R is the radius of a metallic circular
scatterer (our approach also works for more complicated target shapes). For the corresponding eigenvectors |uiR〉
we analytically showed in the preceding section that there exists a linear relation between the radiation pressure
applied to such a metallic target and the corresponding eigenvalue θiR of the following form:
P
(|uiR〉) ≡ ∫ 2pi
0
|∂ρψ (ρ = R)|2 dϕ = −2θiR/R, (46)
where the integral is along the boundary of the circular scatterer with radius R and ψ is the electric field distribution
of the corresponding eigenstate |uiR〉. In other words, the eigenstates |uiR〉 of QR are characterised by a well-defined
radiation pressure P that they apply to the dielectric target scatterer. The pressure applied to a chosen target can
thus be maximised by injecting eigenstates |umaxR 〉 corresponding to the largest eigenvalues θmaxR . The experimentally
measured scattering state of the eigenstate associated to the largest eigenvalue can be seen in Fig. S3a, where the
experiment was carried out in a waveguide featuring a disorder (see Fig. 1). We can clearly see that the state has
a strong intensity build-up on all sides of the boundary of the chosen scatterer. Constructing QR with a dielectric
scatterer (rather than a metallic one) as a target yields the following linear relation between the radiation pressure
P and the eigenvalues θiR,
P
(|uiR〉) ≡ ∫ 2pi
0
|ψ (ρ = R)|2 dϕ = 2θ
i
R
Rk2 (ε− 1) . (47)
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Figure S3: a, Measured spatial intensity distribution for the scattering state created by the eigenvector |umaxR 〉 of
QR corresponding to the largest eigenvalue |θmaxR | ≈ 709. A strong focus on the metallic target’s boundary (radius
R = 14 mm) can clearly be observed in the experimental data, verifying our prediction that these states control the
applied pressure. b, To contrast this we show here the experimentally obtained intensity distribution for a state
corresponding to a small eigenvalue |θsmallR | ≈ 86.
Figure S4: a, Simulated intensity of the state calculated with the field matrix method [5], which produces an
optimal focus in a single point, and the highest Qε-eigenstate at the center of the target (x = L/2) as a function of
the transverse coordinate y (the grey-shaded region marks the extension of the target scatterer). In these simulations
we use the same geometry as in the experiment, featuring a disorder, but with a frequency of 30 GHz resulting
in 20 propagating modes and a wavelength of 1 cm. The diameter of the target is 0.69 mm which corresponds to
10% of the wavelength inside the target. The resulting state is identical to the highest Qε-eigenstate, confirming
our prediction that we are able to achieve optimal focus. b, Comparison of the field matrix result (left) with a
focus point in the middle of the target to the highest Qε-eigenstate (right) when ε is varied inside the entire target
with radius 10.4 mm. The two peaks produced by the GWS-method results in a two-fold increase of the integrated
intensity in the target as compared to the one peak produced by the field matrix method.
5 Comparing the GWS-Method and the Field Matrix Method
Here we verify explicitly that our micro-manipulation protocol is indeed optimal by comparing it to a procedure
proposed in [5]. There the authors achieve a focus onto a point inside a scattering medium by utilizing the field
matrix e(x), which relates the field at a depth x inside the scattering medium to the incident field in the waveguide’s
leads. The components of the field matrix eab(x) connect the field in channel b at depth x with the field in channel
a at the waveguide’s leads, i.e., Eb(x) = eba(x)Ea, where Ea and Eb(x) are the fields in channels a and b. Optimal
focus, i.e., maximizing |Eβ(x)|, at a target point β can now be achieved by shaping the incident wavefront as
Eopta = e
∗
βa(x)I
−1/2
β (x), (48)
with Iβ(x) =
∑
a|eβa(x)|2 (for a proof see [6]). In Fig. S4a we compare the focus achieved by the field matrix method
with the one achieved with the highest Qε-eigenstate for a circular target scatterer with a very small diameter D (a
very small target allows us to converge to the limit of focusing on a point, as considered in the field-matrix method).
Our comparison, indeed, shows that the highest Qε-eigenstate is indistinguishable from the one constructed by the
field matrix method, i.e., they both deliver the optimal focus in form of a single peak in the center of the scatterer.
In contrast to the field matrix method which, however, can only focus onto a single point, the GWS-concept also
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Figure S5: a, Linear relation between the torque Mz (|u˜ϕ〉) and the real part of q˜ϕ - eigenvalues Re
(
θ˜ϕ
)
in the
case of incomplete access to scattering channels. The target here is a metallic square embedded into a disorder
of 300 randomly distributed Teflon scatterers, where the whole system has a reflectivity of R ≈ 0.87. Despite the
limitations an approximately linear behaviour can be clearly seen. Here, N = 40 propagating modes were used,
where the M = 10 highest ones are neglected in the calculation of q˜ϕ to simulate a low numerical aperture. In
the SVD-procedure, we project onto the 15 highest reflecting states, which results in a correlation coefficient of
r = 0.997. The black circle marks the eigenvalue with the largest absolute value of Re
(
θ˜ϕ
)
whose corresponding
eigenstate is shown in b. b, Spatial intensity distribution of the q˜ϕ-eigenstate corresponding to the largest absolute
value of Re
(
θ˜ϕ
)
which focuses onto the edges of the square target in order to maximise the transferred torque.
enables optimal focusing into an extended area of arbitrary size. Focusing into an extended area requires more than
one peak such that the field matrix method would then already have to know where exactly all these peaks have to
lie, which is equivalent to already knowing the state that leads to optimal focus in the first place. To demonstrate
that the GWS-concept is able to focus in an extended area we show in Fig. S4b the spatial intensity distribution of
the highest Qε-eigenstate around a target scatterer with a larger area. In order to maximise the stored intensity,
Qε constructs the highest eigenstate such that two peaks fit inside the scatterer, resulting in a two-fold increase of
the stored intensity as compared to the field-matrix solution with just one peak in the center of the target.
6 Incomplete Access to Scattering Channels
In the main document we explore different realisations of GWS-operators for the ideal case where we have access
to the full scattering matrix, S. Since it is experimentally challenging to measure the entire scattering matrix, we
numerically show that our approach also works in the regime of a sub-unitary S-matrix. For this case we consider
the same waveguide (L = 6W ) as in the main document but fill it with 300 randomly distributed Teflon scatterers
(R = 0.025W , n = 1.44) and a square metallic target (side length 0.165W ) at x-position L/6. Instead of the
full scattering matrix, we now take only the reflection matrix r for the calculation of the GWS-operator, since in
the experiment both transmission and reflection measurements are not always possible. Experiments also suffer
from a low numerical aperture (LNA), which we take into account in our simulation by removing the M highest
modes from r such that we are left with a (N −M) × (N −M) matrix rLNA, where N is the number of modes.
When we use only the reflection matrix to construct an operator qϕ = −ir−1dr/dϕ its eigenvalues turn out to be
θiϕ =
(
Mz(~u
i
ϕ) + i~u
i,†
ϕ t
†dt/dϕ~uiϕ
)
/(2〈r†r〉) [1], where 〈r†r〉 is the global reflectance of the eigenstate and the loss of
information manifests itself in complex eigenvalues caused by the second term containing the transmission matrix t.
From this expression we may thus conclude that our procedure based on the reflection matrix only will work better
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for higher total reflection and for the case that the target is placed at the beginning of the waveguide (placing it on
the end would result in far less intensity reaching it). In order to still maintain a correlation between the eigenvalues
of qϕ and the total torque acting on the target scatterer, we also have to restrict ourselves to channels that are
strongly reflecting to minimise the term with the transmission matrix t. We achieve this by using a singular-value
decomposition of rLNA = UΣV †, where the matrices U and V contain the column wise the left and right singular
vectors (not to be confused with the scattering environment and the coupling matrix, respectively) and the matrix
Σ = diag ({σn}) contains the singular values on its diagonal. In order to project on the highly reflecting channels
we pick a certain subset of large singular values Σ˜ = diag ({σ˜n}) as well as the associated left and right singular
vectors U˜ and V˜ . Equipped with these matrices we can construct an effective inverse r−1LNA = V˜
(
U˜†rLNAV˜
)−1
U˜†
and also project the derivative of rLNA onto this subspace with the proper projection operators PU˜ = U˜ U˜
† and
PV˜ = V˜ V˜
† [1]. As a final result we obtain:
q˜ϕ = −iV˜ (U˜†rLNAV˜ )−1U˜†U˜ U˜† drLNA
dϕ
V˜ V˜ †. (49)
In Fig. S5a one can see that Eq. (45) is almost perfectly fulfilled, i.e., our protocol works even for the case where
only parts of the scattering matrix are available. This, however, comes with the caveat that the system needs to be
highly reflecting (transmitting) when we work only with the reflection (transmission) matrix. Fig. S5b shows the
spatial intensity distribution of the q˜ϕ-eigenstate which transfers the maximal amount of torque.
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