Abstract-A novel quantization watermarking method is presented in this paper, which is developed following the established feature modulation watermarking model. In this method, a feature signal is obtained by computing the normalized correlation (NC) between the host signal and a random signal. Information modulation is carried out on the generated NC by selecting a codeword from the codebook associated with the embedded information. In a simple case, the structured codebooks are designed using uniform quantizers for modulation. The watermarked signal is produced to provide the modulated NC in the sense of minimizing the embedding distortion. The performance of the NC-based quantization modulation (NCQM) is analytically investigated, in terms of the embedding distortion and the decoding error probability in the presence of valumetric scaling and additive noise attacks. Numerical simulations on artificial signals confirm the validity of our analyses and exhibit the performance advantage of NCQM over other modulation techniques. The proposed method is also simulated on real images by using the wavelet-based implementations, where the host signal is constructed by the detail coefficients of wavelet decomposition at the third level and transformed into the NC feature signal for the information modulation. Experimental results show that the proposed NCQM not only achieves the improved watermark imperceptibility and a higher embedding capacity in high-noise regimes, but also is more robust to a wide range of attacks, e.g., valumetric scaling, Gaussian filtering, additive noise, Gamma correction, and Gray-level transformations, as compared with the state-of-the-art watermarking methods.
I. INTRODUCTION

W
ITH the rapid development of computer and Internet technologies, digital multimedia data is accessed, duplicated and distributed more easily than ever before. Simultaneously, many practical problems are brought, e.g., the unauthorized usage and transmissions. The security of digital information becomes an important concern in the digital multimedia era. As such a promising technique, digital watermarking is always one of the active research topics in the multimedia area. The basic idea is to embed auxiliary information into multimedia data, such as image, audio, video and text [1] . Most typically, watermarking is used to protect the copyright of products. In this case, the hidden information is generally related to owner, creator, authorized user, and status of the multimedia, and when necessary, it is extracted to identify or verify the copyright owner. In addition to copyright protection, watermarking has many other applications, including access control, authentication, broadcast monitoring, traitor tracing, covert communication, etc. [1] - [3] .
In general, there are three major properties to characterize a watermarking scheme: imperceptibility, robustness and payload. Imperceptibility means that the watermarked content is perceptually indistinguishable from the original. This is needed to maintain the commercial value of multimedia data or the secrecy of the embedded data. Robustness refers to the ability that the watermark survives various attacks, like compression, additive noise, filtering, etc.. This is required to ensure the reliable extraction of the embedded data. Payload is the amount of information to be embedded into host data. The importance of each property is application dependent. For example, in copyright protection, large payload is not required, but imperceptibility and robustness must reach acceptable levels, whereas in covert communication imperceptibility and payload are mainly concerned.
Digital watermarking can be viewed as a communication issue with side information [4] . The side information is knowledge of the host signal, which is available to the watermark embedder. The channel distortion creates an unknown noise source. For this issue, an important result was given by Costa [5] that the capacity of a channel with an additive Gaussian noise and some extra noise known to the encoder is the same as that of the channel where this extra noise is absent. Costa's result implies that it is possible to design a watermarking system that obtains null host signal interference. Aiming at practically approaching the theoretical performance, a lot of implementations have been presented, most of which consist of quantization procedures.
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One of the most important methods proposed so far is quantization index modulation (QIM) [6] , where watermark embedding is obtained by quantizing the host signal with a quantizer chosen among a set of quantizers that are each associated with a different message. The basic implementation of QIM, called dither modulation (DM), adopts a set of scalar and uniform quantizers [6] . For its simplicity and good performance, DM becomes very popular, but the gap to the theoretical capacity for DM is still substantial. Later, the distortion compensation technique was combined with QIM, resulting in the distortion-compensated QIM (DC-QIM) [6] . DC-QIM follows Costa's guidelines and closes the gap to capacity. The scalar Costa scheme (SCS) proposed in [7] can be regarded as a special case of DC-QIM. The theoretical performance of QIM methods has been extensively investigated [7] - [9] . In these basic algorithms, the amplitudes of one single pixel or of a set of pixels are straightforwardly quantized. The use of the amplitude feature is simple and intuitive, but it was shown to be easily modified by even the simplest attacks. A lot of efforts have been devoted to improving the performance of quantization based watermarking by selecting a suitable feature for quantization.
The spread-transform dither modulation (STDM) was introduced as an extension of the original DM in [6] , which quantizes the projection of the host vector along a random direction. The idea of STDM was then employed in the quantized projection method (QP), and QP was further generalized to the distortion-compensated QP (DC-QP) [8] . With the use of the projection feature, significant performance improvement is brought to the original QIM. Another kind of feature, the magnitude of the host signal was chosen for quantization in the spherehardening dither modulation (SHDM) [10] . SHDM exploits the sphere-hardening effect and presents the same decoding error rate as STDM in the presence of additive white Gaussian noise (AWGN) attack. The logarithmic QIM (LQIM) was developed by performing a logarithmic transform on the host signal before quantization [11] , [12] . Due to the use of logarithmic transform, LQIM obtains non-uniform quantization step sizes for watermark embedding, which makes it have perceptual advantages.
Some gain invariant features have been utilized in quantization-based watermarking with a particular emphasis on valumetric scaling attack (VSA) [13] , [14] . Typically, the signal for quantization was constructed by dividing the host signal by its arithmetic mean in [15] . Despite its robustness against VSA, it presents a nonzero probability of error even for null distortions. In the rational dither modulation (RDM) [14] , the feature signal was constructed in the way similar to [15] , but taking a certain function of some components of the watermarked vector as the divisor. However, RDM just approaches the performance of DM against additive noise. The angle feature formed by the host signal vector was originally used for quantization in angle QIM (AQIM) [16] . A practical implementation of AQIM, multiscale gradient direction quantization, was presented in [17] . Like RDM, AQIM manifests the low robustness against additive noise. The idea of AQIM was also applied to improve the performance of STDM in [18] . In [19] , the slope of a line segment constructed by the host samples was considered for data hiding.
This method presents the improved noise resistance by contrast with RDM and AQIM, while keeping invariance against gain attacks. A more recent work in this regard proposed to quantize the ratio of magnitudes of host signals that leads to the improvement in both imperceptibility and robustness [20] . The main drawback is that the method is only valid for a nonzero host signal.
This paper proposes a new feature modulation watermarking method, named normalized correlation based quantization modulation (NCQM), where the feature signal for modulation is the normalized correlation (NC) formed by the host signal and a random signal. To perform the information modulation, the structured codebooks are designed using uniform quantizers and the obtained NC is replaced by a codeword selected from the codebook associated with the embedded information. The watermarked signal is produced by the embedding function in order to form the modulated NC with the random signal. Generally speaking, the embedding function does not have a unique expression. To deal with the problem, the closest signal point in the embedding region to the host signal point is chosen as the watermarked signal. The proposed method has several advantages: 1) the spreading stage is involved in the method, which has been proved to be a favorite way to improve the watermarking performance [6] , [8] ; 2) due to the use of the NC feature, the theoretical invariance to VSA is achieved; 3) the introduced watermark signal is a linear combination of the host signal and the random signal, which is perceptually better than a random watermark signal.
The performance of NCQM is theoretically evaluated with respect to the embedding distortion and the decoding error probability against VSA and additive noise attack. The noise attack is considered for it gives a good indication of the performance of NCQM in the presence of unintentional manipulations. The analyses are made under the assumptions that the host vector and the noise vector are mutually independent and both of them have independent and identically distributed (i.i.d.) components. We establish the stochastic models for several concerned signals. Based on them, the expressions of the embedding distortion and the decoding bit-error probability are derived in closed form. Furthermore, we present the simplified but effective approximations to these analytical results. By the obtained results, we may get more insight into the impact of various factors on the performance of NCQM and provide a baseline for performance comparisons among different watermark embedding techniques.
The remainder of this paper is structured as follows. In Section II, the problem model for digital watermarking is developed and some basic definitions and conventions are formulated. Next, Section III briefly introduces previous works closely related to ours and presents a detailed description of NCQM including feature selection, information modulation and extraction. Section IV is devoted to the design of the embedding function. Then, in Section V, the stochastic models are established for the performance analysis. The expressions of the embedding distortion are derived in Section VI and the decoding performance of NCQM is theoretically investigated in Section VII, with respect to VSA and additive noise attack. A series of tests are done to evaluate the presented method in Section VIII. Finally, Section IX concludes.
II. PROBLEM MODEL
This study is based on the watermarking model shown in Fig. 1 . Let be a host signal vector in which we wish to embed the watermark message . The host signal could be a vector of pixel values, DCT coefficients or any other transform domain coefficients from a host content. First, the host signal is transformed into a feature signal , whose length is normally determined by the amount of information contained in the message to be embedded. One such a transformation, employed in the proposed NCQM, is the calculation of the NC values between the host signal and a random signal , as illustrated in the transform block of Fig. 1 . The feature signal is then mapped into the signal that is one of predefined feature signals representing the message . The information modulation is accomplished by a quantization operation in NCQM. Next, the host signal is modified to produce the watermarked version , guaranteeing that the modulated feature is obtained by applying the previous feature transformation to . Based on security considerations, random signals are made by a pseudo-random number generator (PRNG) seeded with the secret key , and used for the generation of feature signals and watermarked signals.
The difference vector is called the watermark signal. The embedding distortion is measured by the average power of the watermark signal, i.e., , where stands for Euclidean (i.e., ) norm and is the expectation operator. By means of this distortion measure, the document-to-watermark ratio (DWR) is defined as . The watermarked signal goes through a channel, where it might be subjected to various common signal processing manipulations (e.g., low-pass filtering and addition of noise) and even deliberate attempts to remove the embedded information. Without loss of generality, we model the channel distortion by an unknown noise source, and thus write the distorted watermarked signal as . Similar to the embedding distortion, the channel distortion is measured by . In the same fashion as DWR, the document-to-noise ratio (DNR) is defined as and the watermark-to-noise ratio (WNR) is defined as . At the decoder side, the received signal is first transformed into the feature signal as done at the embedder side. Then, a message is extracted from according to the correspondence between the watermark message and the utilized feature, which is established during the information modulation process. The watermark decoding involves the use of the key for security reasons. An ideal watermarking system should recover each bit of the embedded information, i.e.,
. From this viewpoint, we can evaluate the performance of the system by the bit error rate (BER) for the given DNR or WNR . We call this model feature modulation watermarking. On one hand, the watermarking model involves a feature extraction operation. On the other hand, in this model, the information modulation is not directly performed on the host signal itself, but on a feature signal transformed from the host signal, which is quite different from the existing watermarking models. The difference might cause a complex mapping function from the host signal to the watermarked version. However, the performance improvement can be brought about only if an appropriate feature is utilized.
Other notational conventions are the following. For any , the unit vector along the direction of is denoted by , and the transpose of is written as . The symbol with a subscript represents the angle between vectors, where the subscript is used to point out the angle dependency on the vectors. For instance, is the angle between vectors and . The expressions , and refer to the tangent, cosine and sine functions, respectively. The signals involved in theoretical analyses will be modeled as random variables. If is a random feature variable, the probability distribution function (pdf) of is denoted by . Similarly, the pdf of a random angle is represented by . The notation means the pdf of conditioned on . For convenience, is simply written as when there is no risk of confusion. The Gaussian distribution with mean and variance is denoted by . Finally, the standard deviation is indicated by for a random variable .
III. BASIC NCQM
In this section, first, the related works are briefly introduced for readers to better understand our work. Then, the novel NCQM is developed based on the given model in the last section. The design of NCQM involves the main considerations on feature selection, information modulation, watermark embedding and extraction. We explain the method by looking at the basic problem that a unidimensional feature signal is extracted from the host signal to conceal a single bit message. Thus, the feature signals will be henceforth denoted by italicized lower-case letters instead of boldface letters.
A. Introduction to Related Methods
STDM [6] is an outstanding representative of the QIM methods. By this technique, a single bit message is embedded into the host signal according to (1) where denotes a pseudorandom signal, and is the dithered quantizer associated with the message . The rule (1) guarantees that holds. The embedded message is extracted from the received signal by using (2) STDM has the main characteristic that the results yielded by a projection function (also called spread transform in [6] ) are quantized for watermark embedding and extraction. Likewise, QP [8] makes use of a weighted projection function. The performance analysis showed that the two methods obtain the signal-to-noise ratio gain and the diversity gain with the use of projection functions [8] .
Unlike STDM and QP, SHDM takes the magnitude of the host vector for quantization [10] . The embedding rule for SHDM is expressed as
The watermark extraction is performed by using the decoder (2) with the magnitude of the received signal instead of the projection. The performance of SHDM was shown to be identical to that of STDM in resisting additive noise [10] . The vector LQIM [12] is a variant of SHDM, which performs the logarithm transform on the magnitude signal before quantization. The use of logarithm transform offers perceptual advantages.
The above quantization-based methods have been shown to be extremely sensitive to VSA. While the vector at the input of the decoder is scaled by , i.e., , the quantization bins at the decoder are not scaled accordingly. This produces a mismatch between the embedder and the decoder, which dramatically affects performance. To solve this problem, in RDM [14] , the host vector is transformed into a gain-invariant vector for quantization, which has the samples (4) where the vector is composed of the watermarked samples and the function satisfies for . In the angle QIM [16] , the quantized signal is an angle vector with the samples (5) RDM and angle QIM are two popular methods robust to VSA, however, they achieve undesirable robustness against AWGN attacks. A recent work related to ours was [20] , in which the host vector is divided into two subvectors and , and their watermarked versions and are generated by (6) with . The method and SHDM have one thing in common, that is, they both modify the host vector along its direction for watermark embedding [see (3) and (6)]. This is helpful for watermark imperceptibility, which we will see later.
The method also demonstrates the improved robustness against VSA and AWGN.
This study focuses on developing a feature modulation based quantization watermarking method robust to VSA. Different from the previous watermarking methods, we propose to exploit the NC features for quantization [21] , [22] . The use of the NC features makes the method invariant to VSA, and simultaneously leads to the involvement of the spreading stage in the method, which is not addressed in the literature about the VSA invariant methods. Thus, the method may achieve the improved robustness against a wide range of attacks. In addition, the method has the distinctive characteristic that the watermark signal is produced by a linear combination of the host signal and a random signal, whereas it is along a random direction in STDM [see (1) ] and the scaled version of the host vector in methods [10] and [20] [see (3) and (6)]. This makes it achieve a relatively good tradeoff between imperceptibility and robustness made by our method.
B. Feature Selection
Here we start describing the proposed NCQM. In the design of the feature modulation watermarking, a critical issue is to generate the feature signal from the host signal. For this purpose, various types of feature extraction functions can be applied. The most commonly used features are statistical quantities of the host signal, such as the mean value, the standard deviation, the moments of high orders, and the histogram, etc.. Generally speaking, such kind of feature is sensitive to common signal processing manipulations (e.g. addition of random noise). Therefore, the use of statistical quantities for modulation causes that the loss of the embedded information easily happens. In STDM [6] , information modulation is carried out on the projections of the host signal, as in (1) . The projection feature is also employed in QP but generated by a weighted projection function [8] . Due to the use of this feature, STDM and QP effectively combine the spread spectrum technique with quantization-based methods and obtain the improved watermarking performance [6] , [8] . However, the projection feature is still easily modified by VSA and the statistical features also face the same problem. To obtain a gain-invariant feature, one straightforward way is to divide the host signal by a certain statistical quantity to be scaled linearly with valumetric scaling, e.g., the transformation (4) in RDM [14] . Clearly, even small changes in the amplitude of the used statistical quantity can largely affect this kind of features. The angle feature constructed as (5) seems to be a good choice to solve the VSA problem [16] . Unfortunately, this feature is susceptible to other common attacks, e.g. AWGN.
Currently, there does not exist common principles for the feature selection. Generally, the features should be selected by taking into account the properties of the utilized modulation technique. In what follows, our attention is restricted to the quantization-based watermarking. It is well known that this kind of watermarking is largely vulnerable to VSA. To deal with the problem, a valumetric scaling invariant feature should be constructed for quantization modulation. Moreover, this process does involve a projection operation that helps to improve the robustness against other types of attacks. Based on the above considerations, we suggest generating the host feature signal by computing the NC of the host vector and a random vector , i.e.,
The vector is obtained by a PRNG initialized with the key . As a special case, each element of is independently drawn from the standard normal distribution . Clearly, is in the range of to 1. The process of extracting the NC feature is visually displayed in Fig. 1 . Equation (7) indicates that the NC feature is gain invariant. That is, while the host vector is scaled by any , the feature variable remains constant. By this property, we may obtain a watermarking scheme invariant to VSA. Second, the computation of NC involves a projection operation. This permits to improve the watermarking performance like that of STDM [6] , [8] . Third, the NC function is nonlinear, which increases the difficulty in designing the watermark embedder. Last, the utilized feature is a random signal and depends on a secret key, leading to the increase of security [6] , [23] .
C. Information Modulation and Extraction
Information modulation is carried out on the obtained NC feature. To hide a message with denoting a -symbol alphabet, i.e., , the codebook needs to be structured for each element belonging to the alphabet . Without loss of generality, we consider the binary case, i.e.,
. Given the quantization step and a dither value , the sets and are respectively represented by (8) which are used as the codebooks for the message symbols. Note that the codebooks are designed by using a uniform step and taking into account the range of NC. For a complex case, a nonuniform step can be utilized for the construction of the codebooks. Additionally, to introduce uncertainty about the codebooks, one could alternatively choose the dither value pseudorandomly with a uniform distribution over . The NC is then modulated with the hidden symbol by selecting a codeword from the corresponding codebook to replace . One straightforward way to obtain is to take the element in nearest to the NC . This can be implemented by a quantization operation. Let denote the function rounding a value to the nearest integer. Using this notation, the quantizer with a step size is defined as for . Applying to , we have
The resulting quantization error is computed as . Although the above expression has the same form as dither modulation [6] , the codebooks for NCQM contain a finite number of codewords. This will not reduce the performance of NCQM due to the randomness of the feature . Additionally, the obtained by (9) is possibly beyond the range . The problem is tackled by simply altering the value of by one quantization step.
However, for the result given by (9) , the performance of NCQM, in terms of the embedding distortion and the decoding error probability, might not be optimal, which is attributed to the non-linearity of NC. Thus, the value of can be chosen from the codebook in the sense of minimizing the embedding distortion or maximizing the decoding performance. Optimizing the selection of and investigating the resulting performance are beyond the scope of this paper.
Next, the watermarked signal is produced so that holds, where has the same definition as . The general expression of can be written as (10) where denotes the embedding function. The specific design of will be addressed in the next section. At decoding time, the random vector is reproduced by PRNG. The NC of and is then computed as (7), and a message is extracted from by applying the minimal distance decoder (11) The decoder is appropriate for the codebook with a uniform or non-uniform step. However, an exhaustive search in the codebooks is needed in using the decoder. Since each codebook has finite elements, the search is feasible, but at the expense of a high computational cost. In terms of the codebooks in (8), the codeword in closest to the received feature can be determined by applying the quantizer . Therefore, the decoder (11) is simplified to (12) Notice that might output a value beyond the range . The problem is tackled as previously mentioned. If the watermark message contains symbols, we can divide the host vector into a set of host subvectors. The transformation in (7) is applied to each subvector, yielding a host feature vector of length . Then, each element of is modulated with one symbol in by (9) . Last, the watermarked subvectors are derived using the function .
IV. EMBEDDING FUNCTION
In this section, our task is to design the embedding function to produce a watermarked signal satisfying . Clearly, the expression of is closely related to the feature extraction method. However, when the feature signal for watermark embedding is known, the embedding function does have more than one expression. This is because the watermarked signal is in -dimensional space but with a single constrained condition. In order to get a unique embedding function, we consider the case that the watermarked signal is produced in the sense of minimizing the embedding distortion. A geometric interpretation [1] for this problem is given in Fig. 2 , and we explain it in detail as follows.
The solid points in Fig. 2 represent the vectors in -dimensional space. With the given , we derive the angle between the vectors and as . Therefore, the embedding region is the surface of the -dimensional cone centered on the vector and subtending an angle of . We need to find the closest point on this cone surface to the host vector so as to minimize the embedding distortion . Clearly, this point is the projection of on the cone surface and lies in the plane that contains both and . Suppose that represents the unit vector along the direction of . Similar definition follows for and . According to the above analysis, we can write (13) and (14) where and are two embedding factors. Meanwhile, the vector in (13) satisfies the following conditions:
Inserting (13) into (15) and solving the system of equations (15), we obtain and . From (13) and (14), we see that the watermark signal is a linear combination of the host signal and the random signal. In terms of watermark imperceptibility, that is definitely better than using a random watermark signal independent of the host signal, e.g., in STDM [6] (see (1) ).
Notice that the above results are only valid for the situation and . If , i.e., is a zero vector, the unit vector can be derived from (13) by replacing with any random unit vector orthogonal to and setting . But to determine the magnitude of a new approach, e.g., by the embedding distortion constraint, must be taken instead of the projection operation in (14) . The other case that may be avoided by selecting a different random vector . In fact, the latter two cases happen with a very low probability.
The robustness of NCQM can be effectively determined by the minimal distance from the watermarked signal to the decision region border (dashed lines in Fig. 2) . From (12), the correct decision region for the embedded message is bounded by with . In -dimensional space, the lower border is the surface of the cone centered on the vector and subtending an angle of , and the upper border is the surface of the cone centered on the vector and subtending an angle of . Let and be the projections of on the two surfaces respectively. Clearly, when and lie in the plane that contains and (see Fig. 2 ), one of them is the closest to among all points belonging to the decision region border. Hence, we compute as (16) where the second equality follows from the definition , and the final is due to . Equation (16) indicates that the robustness of NCQM can be improved by increasing the watermarked signal power and the step size , and selecting a suitable value for in the codebook .
V. STOCHASTIC MODELS
The basis for an accurate performance evaluation is stochastic models for the NC signals , and . By the proposed NCQM, the latter two signals and are generated from the NC . So, we will first statistically characterize and then derive the relations among the pdfs of these three variables.
The probability distribution of the NC depends on those of the vectors and from the formula (7). However, for large , it is very difficult to derive an exact pdf of even if the stochastic models for and are known. Mathematically tractable approximations may thus be used for some specific cases [24] . In this work, we assume that the elements of the host vector are i.i.d. with zero-mean (otherwise, the nonzero mean can be subtracted) and is independent of the random vector . With the assumptions, it is possible to resort to the central limit theorem (CLT) to show that for large , approximately obeys a Gaussian distribution , i.e.,
where denotes the pdf of . The distribution of the NC between the vectors and is completely determined by that of . Recalling that , the pdf of can be expressed as (18) where is the Dyrac's delta function. The stochastic model for the NC between the vectors and is established in the case of an additive noise channel. The noise channel has been shown to be a good choice for measuring the system performance of quantization modulation schemes against unintentional attacks [6] - [8] . For simplicity, we assume that the noise vector is independent of the vectors and , and the samples of are i.i.d. In addition, the observed DNR (ODNR) is defined as . According to the law of large numbers [25] , ODNR approaches to DNR in probability as the dimensionality of increases.
For the given channel model, the NC of and becomes (19) where denotes the NC of and , and is the NC of and , i.e., and with the unit vector of . This indicates that the pdf of conditioned on , denoted by , can be completely determined by , and , where and stand for the pdfs of and , respectively. With the introduced assumptions on , for large , we can again apply the CLT to state that for a wide class of distributions in noise, the random variables and can be accurately modeled by the Gaussian pdf (20) Then, let us introduce two auxiliary random variables and . Clearly, the conditional pdf of can be written as (21) And the conditional pdf of can be obtained by convolution [25] (22)
Note that the two terms and in the formula of are considered to be independent. A similar assumption has been previously made in [12] , [26] and our simulations showed that the assumption is acceptable. Likewise, we can assume that , and are mutually independent. Now, from (19) and the definitions of and , it is easy to see that the conditional pdf of has the form (23) where (a) follows from the independence assumptions on , and , and (b) is due to (18) , (21) and (22) . Clearly, the explicit expression for can be obtained by substituting (17) and (20) into (23) . However, this is unnecessary for the subsequent theoretical analyses. Moreover, with the general expressions for as well as the pdfs of the random variables and , other approximate or exact statistical models for the NC variables (i.e., , and ) can also be exploited in our analyses.
VI. EMBEDDING DISTORTION
The embedding distortion is an important indicator to reflect the impact of watermark embedding. In the following, we will establish the relation between the embedding distortion and the quantization parameters. This relation can be used to guide the selection of the quantization parameters under a given distortion constraint.
Define the angle between and as and let
. From (14) , it is immediate to write
The second equality in (24) follows from the assumption that the terms and are independent. The assumption was shown to be acceptable through simulations and a similar assumption was also made in [26] . Now, our task is to evaluate . Let denote the pdf of . Using this notation, the expectation of conditioned on the transmitted symbol is represented by (25) According to [25] , as two random variables and satisfy the relation with being a monotonic function, holds, where and are the pdfs of and , respectively. Hence, we have (26) where the second equality is due to (17) , and the final follows from the definitions and . Then, applying (26) , can be computed by (27) where . The above equation is valid for equiprobable information bit . Since analytical expressions for the integration terms in (27) cannot be obtained, they are computed numerically when needed. In particular, for very large, the pdf in (17) tends to a delta function , namely, , and thus the expectation in (27) can be approximated by (28) where is an element in the set satisfying . Observing Equations (24) and (27) , the embedding distortion is proportional to the host signal variance, which leads to a DWR independent of the host signal variance. That is, the DWR is completely determined by the embedding parameters. Additionally, both the embedding distortion and the DWR periodically depend on the dither value with period . That is why we choose it on the range . The theoretical DWR and its approximation, computed by (27) and (28) respectively, are plotted in Fig. 3 as a function of for several values of and . As can be seen, the DWR of NCQM is a monotonically decreasing function of the quantization step . When is smaller than 0.3, the DWR almost remains independent from the host vector dimension (see Fig. 3(a) ). However, for larger , the smaller the value of , the larger the DWR is. Moreover, as increases, the DWR asymptotically approaches its theoretical approximation. Additionally, from Fig. 3(b) , the DWR is less affected by the dither value , and the effect becomes distinct only for large enough. Particularly, for , the largest DWR is reached among all the values of tested.
VII. THEORETICAL PERFORMANCE ANALYSIS
In this section, the decoding performance is theoretically evaluated with respect to VSA and additive noise attack. The insensitivity of NCQM to VSA is easily verified, but this property is of crucial significance for quantization-based watermarking. Accessing the performance of NCQM under additive noise contamination is a matter of fundamental importance. With the established stochastic models, the theoretical BER is derived for uncoded NCQM while fixing the ODNR.
Under VSA, the attacked signal is expressed as , with denoting a gain factor. In this case, holds by the definition of NC in (7), and consequently, the decision made by the decoder (12) equals to the hidden symbol . Thus, we can draw the conclusion that NCQM is theoretically invariant against VSA.
As to additive noise attack, the decoding error occurs when noise causes the distorted NC to fall into a wrong region. Thus, for the symbol to be transmitted, the probability of error has the form (29) Then, according to (23) , (29) is rewritten as (30) with and Note that the term in (30) represents the probability of occurrence of an element in the set and the term is the probability of error for a given value of . Substituting (17) and (20) into (30) , results in (31) and (32) with and . Last, for equiprobable information bit , we can compute the bit-error probability by with the use of (31) and (32) . Since both in (31) and in (32) have no analytical expressions, the computation of requires numerical integration.
An important observation to be made from (32) is that the effect of decreasing the ODNR (in the formulas of and ) on the BER is approximately eliminated by increasing the host vector dimensionality . That is, large channel distortions are allowable for NCQM with large . Additionally, for large , the ODNR becomes very close to the DNR, and thus, given a certain DNR, the caused BER can be estimated by replacing the ODNR in corresponding expressions with the DNR. Furthermore, following the definitions of the DNR , the DWR and the WNR as well as the watermark signal , and considering the orthogonality of the two vectors and in NCQM, it is easy to arrive at . As a result, an important conclusion can be achieved that the BER of NCQM depends on DWR.
The expressions of and seem so complex. The simplified but effective approximations to them will be derived in two cases. Recalling as well as the expression (13), and considering the independence assumptions on the vectors , and , we can write . So the pdf in (21) can be approximated by the delta function . Applying this approximation and (20) to (30) , we obtain (33) By replacing (31) and (33) into the expression of , an approximate BER of NCQM can be computed. The nature of this approximation is to take the BER of NCQM in the case that the noise vector is orthogonal to the watermarked vector (i.e., ) to estimate that of NCQM in the general noise case. Additionally, for very large, we can make the approximations and . Following the two approximate formulas, (30) becomes (34) Since increasing causes the performance improvement of NCQM, the real BER might be underestimated by this approximation. Thanks to the simplicity of the formulas (33) and (34), one of them can be adopted to estimate the BER of NCQM when the accuracy is acceptable.
The theoretical performance values of NCQM for different values of and are shown in Fig. 4 . Notably, the performance of NCQM heavily depends on the host vector dimension . The larger the value of , the more robust NCQM is. This behavior is consistent with the observation made from (32). To use a different dither may affect the performance of NCQM, especially for a large step size . As shown in Fig. 4(b) , in the case of , NCQM with performs even worse than that with at low ODNR. And while fixing and , NCQM manifests the best performance with among all the dither values tested. Last, we note that the performance of NCQM in Fig. 4(a) is worse than that in Fig. 4(b) for the same WNR. This is due to the lower DWR (i.e., the larger step size) corresponding to the latter. The result indicates that NCQM is DWR-dependent.
The approximate performance predictions are presented in Fig. 5 . It is remarkable that all the results obtained by the use of (33) are very close to the real ones in the tested cases. This reflects the formula (33) provides a fairly good approximation to (32) . In contrast, the approximation (34) seems to be less accurate. By this approximation, the real BER values are underestimated, especially for low ODNR. The behavior has been explained previously by observing (34).
VIII. EXPERIMENTAL RESULTS
A set of experiments is conducted by simulation on artificial and real signals. With the experimental results, we evaluate the performance of the proposed method and the validity of analytical derivations.
A. Simulation on Artificial Signals
In the simulation, a sequence of 8192 i.i.d random samples, is drawn from the generalized Gaussian distribution (GGD) with zero mean and variance [27] . A random message with equiprobable information bit is embedded into the host sequence using NCQM, with samples containing one embedded bit (hereafter, the dither value of NCQM is pseudorandomly chosen with a uniform distribution over , except otherwise indicated). The noise signal is also generated according to the zero-mean GGD. We calculate the empirical DWR and BER by averaging over runs with different host sequences, and compare them to the theoretical values. The theoretical (see [9] ) and empirical BERs of STDM are also presented for performance evaluation.
The theoretical and empirical DWRs of NCQM are plotted in Fig. 6 as a function of the step size , where the empirical ones are obtained using the host signal with the shape parameter . For the case of and , Fig. 6(a) shows that the empirical DWR obtained by NCQM is approximately constant for different pdf shapes of the host signal. The same observation can be made from Fig. 6(b) for the case of and . This reveals that the pdf of the host signal has a minor impact on the embedding distortions. Meanwhile, the empirical results closely fit the theoretical curves for different values of and , which proves our analysis is valid. Fig. 7 shows the theoretical and empirical BERs of NCQM and STDM as a function of WNR with different values of and DWR, where the empirical ones are obtained using the host signal with and the noise signal with the shape parameter being 10. In all cases, i.e., and dB dB , as shown in Fig. 7(a) to Fig. 7(d) , the empirical BER of NCQM almost remains unchanged by varying the shape parameter from 1 to 10, especially for large . That is, the decoding performance of NCQM is insensitive to the pdf shape of the host signal. Moreover, the theoretical BERs of NCQM fit the empirical results very well under the given experimental conditions, which confirms the validity of our analysis.
Comparing with STDM, NCQM performs slightly worse in the case of and dB, shown in Fig. 7(a) . However, NCQM achieves better performance in the case of lower DWR, which can be seen in Fig. 7(b) . This is because NCQM is a DWR-dependent method while STDM is almost insensitive to DWR [8] , [9] . Fig. 7(c) and Fig. 7(d) further demonstrate that the performance advantage of NCQM becomes more significant for larger . Fig. 8 illustrates the effect of the noise sources with different values of on the decoding performance of NCQM, where the empirical BERs are obtained using the host signal with . As shown in Fig. 8(a) , in the case of , the noise with the flat pdf ( ) is a worse attack than that with the impulse pdf ( ) for NCQM. Similar property was also disclosed for QIM in [8] . Knowing this property is definitely important for practical applications. Regarding the theoretical results used for performance prediction, it is apparent that the empirical BERs are accurately predicted by the theoretical ones in the flat noise case, while slightly overestimating happens in the impulse noise case. This is due to the fact that for small the accuracy of CLT approximation used in the pdf models degrades by the heavy tail of the noise distribution. Fig. 8(b) indicates that such a negative effect can be removed through increasing . Additionally, for different noise sources, we can see again that NCQM has the performance advantage over STDM.
Having validated the theoretical results, we may use them to establish a performance comparison with a wide range of binary watermarking techniques. Fig. 9 shows the theoretical performance values of NCQM together with those of low bit modulation (LBM) [6] , STDM, QP [8] , as well as the performance lower bound proposed in [28] . As can be seen in Fig. 9(a) for , NCQM significantly outperforms LBM for all the values of WNR tested. NCQM also performs better than the other two spread-transform-like methods in low WNR regimes for relatively low DWRs. Moreover, with the decrease of DWR, the advantage of NCQM becomes apparent and the gap to the given performance lower bound for NCQM is shortened. The above conclusions can also be drawn from the results in Fig. 9(b) for although, by comparison with Fig. 9(a) , it becomes clear that NCQM achieves the performance closer to the lower bound by decreasing DWR.
Last, in Fig. 10 , we theoretically compare the performance of NCQM with that of RDM [14] against additive noise. Both the two methods are invariant to valumetric scaling attacks. However, with respect to additive noise, it is remarkable that NCQM performs significantly better than RDM. According to the analysis made for STDM [8] , we understand that the performance advantage is brought about by the projection operation in NCQM [see Equation (7)].
B. Simulation on Real Images
In order to conduct experiments on real images, we implement NCQM in the wavelet transform domain. The wavelet transform allows us to conveniently adapt the watermark signal to local image characteristics and deal with some common attacks, for example, lossy compression and filtering [29] , [30] . In the implementation, a three-level wavelet transform with HAAR filter is applied to the target image. The obtained diagonal detail coefficients of the third level are then randomized and further divided into vectors of length . A random message is embedded into these host vectors by NCQM, with one bit per vector. The method is tested on some typical images and a large database of images, and compared with state-of-the-art watermarking methods. The watermarking performance is investigated in terms of imperceptibility, capacity and robustness.
1) Watermark Imperceptibility:
The experiment is first performed on 10 well-known images of size , shown in Fig. 11 . The parameters of NCQM are as follows: The dither value is pseudorandomly chosen with a uniform distribution over . The host vector dimensionality is set to 32, which allows a 128-bit message to be embedded into each image. The quantization step size is adjusted to make all the watermarked images have the same peak signal-to-noise ratio (PSNR). The second and fourth columns of Fig. 11 display the watermarked images obtained by the NCQM method with a PSNR of 48 dB. As to the subjective visual quantity, these images look almost the same as the original ones and it is impossible to distinguish them by human eyes. This reveals that the watermark signal is masked very well and the pretty ideal imperceptibility is achieved. Fig. 11 . The original images (first and third columns) and corresponding watermarked copies using the NCQM method with a 128-bit message embedded and dB (second and fourth columns). The watermark imperceptibility is further assessed by several objective image quality metrics from Checkmark [31] . The weighted PSNR (wPSNR) and the total perceptual error (TPE) are used to measure the global image quality, as well as the number of blocks greater than the first local perceptual error threshold (NLPE1) to measure the local image quality. The parameters for them take the default values as suggested in Checkmark. Table I reports the experimental results of NCQM when the PSNR is fixed at 48 dB. The results of STDM [6] and RDM with the memory size of 50 [14] are also presented for comparison purposes. The latter two are implemented in the wavelet transform domain like NCQM.
Impressively, for the given PSNR, all the watermarked images produced by NCQM have the wPSNR above 49 dB, the TPE under 0.0072 and the NLPE1 of zero. This reflects that not only the images are globally of high quality, but also none of Thus, in terms of imperceptibility, the performance of NCQM is better than that of the others. The improvement is attributed to the fact that the watermark signal given by NCQM is a linear combination of the host signal and a random signal as (13) . The imperceptibility test is also performed on a database of 1000 images from the Corel database, each of size . They are watermarked by the aforementioned methods as well as Zareian's method [20] with the same PSNR and embedding message length. The perceptual qualities of the watermarked images are assessed by the mean structural similarity index (MSSIM) [32] along with the metrics from Checkmark. The average results for the case of and dB are summarized in Table II . The proposed NCQM is again shown to be perceptually better than RDM and STDM. However, by contrast with [20] , NCQM has a larger TPE value and smaller values of MSSIM and wPSNR at the same watermark strength. This is due to the fact that in [20] the watermark signal is the scaled version of the host signal as in (6) , which can adapt to local image properties more effectively than the one given by (13) in NCQM. Unfortunately, the average BER of [20] exceeds 10% even in the absence of any attacks, whereas the value is less than 0.2% for other tested methods. This indicates that its watermarking effectiveness is unsatisfactory. The main reason is that the embedding rule (6) of [20] is invalid for those host vectors forming by zero wavelet coefficients.
2) Capacity: The capacity of the NCQM method is experimentally evaluated by putting the watermarked image through an AWGN channel, and then investigating the maximum embedding message length in bits with a sufficiently small BER. The experiment is conducted on the database of 1000 images. The capacity of NCQM on average is plotted in Fig. 12 as a function of noise standard deviation , where the acceptable minor BER is set to 2%. In Fig. 12 , we also present the results of the RDM method for comparison. Although the transformation (4) is applied to the host signal before information modulation, RDM actually works by directly modulating the host signal using an adaptive quantization step-size [14] . The comparison is made to demonstrate the performance difference of the two methods with and without the NC feature for modulation.
As shown in Fig. 12 , NCQM achieves an embedding capacity of about 700 bits for low noise ( ), which is much lower than that of RDM. This reflects that the method by directly modulating host signal has the capacity advantage in low-noise regimes. However, the capacity of NCQM degrades more gradually as noise standard deviation increases, and NCQM offers a higher capacity than RDM when the standard Fig. 12 . Capacity of RDM and NCQM with for BER less than 2%. deviation exceeds 5. Particularly, for the case , the difference of their capacity approaches 250 bits. In addition, even for the high noise level , a capacity of near 100 bits is reached by NCQM with the BER of less than 2%. The behavior of NCQM can be explained as follows. The spreading stage is involved in the method with the use of NC features. The resultant spreading gain becomes significant only for large enough (the desirable situation will show up in robust watermarking applications), which gives rise to the increase of capacity in high-noise regimes. In [7] , the authors made a similar conclusion for spread-transform-like methods by numerically computing the achievable rates. The theoretical analysis of capacity for NCQM is beyond the scope of this paper and is a good direction for future research.
3) Watermark Robustness:
In what follows, the robustness of NCQM is tested against some typical image processing operations [33] and compared with that of other related methods. The experiments are performed on the database of 1000 images. To be fair, the watermarked images are made to have the same perceptual quality in the sense of MSSIM and contain the same amount of watermark information. Table III and Table IV report the average BER results of NCQM, STDM [6] , RDM [14] and Zareian's method [20] under various attacks, where we consider the case of and , and the dither values being pseudorandomly chosen. a) Robustness Against VSA: We first put the watermarked images under VSA. The gain factor ranges from 0.1 to 2. Table III shows the BER results of the tested methods for . It can be seen that the proposed NCQM is very robust to this attack. The BER of NCQM does not exceed 2.5% while the gain factor lies within the range . The excellent performance is achieved by selecting a gain invariant feature variable for modulation. In this regard, RDM and Zareian's method also have good robustness for , but the BER values of them increase significantly when . The performance degradation is due to cropping and roundoff that are indirect effects of scaling. STDM is relatively sensitive to VSA especially for very large or very small. b) Robustness Against Gamma Correction: As a typical non-linear distortion, the gamma correction (Gam.) has to be especially considered in video watermarking applications. We also apply this operation with different values of Gamma factor to the watermarked images. The BER results are summarized in Table III, where . As is clear, NCQM is insensitive to the gamma correction. Even in the worse case of , NCQM gets the BER as low as 4.9%. Among all the tested methods, NCQM yields the superior robustness against this attack, whereas Zareian's method performs substantially worse than others. This reflects that the ratio of vector magnitudes used for quantization in [20] is easily changed by the gamma correction.
c) Robustness Against JPEG Compression: Being the most classical and ubiquitous image processing attack, JPEG compression of various quality factors (QF) is applied to the watermarked images. The effect of JPEG compression with the QF varying from 10 to 40 is demonstrated in Table III . In this test, NCQM manifests satisfied robustness. The BER of it always remains lower than 12% for the QF larger than 20. STDM behaves like our method, but gets slightly lower (the error is less than 3.9%) BER for the values of QF tested. The performance of [20] is inferior to that of our method but acceptable. Only RDM performs very poor, especially when . That might be because the host vectors are mapped to scalar variables for quantization in other three methods, which results in a significant improvement in robustness.
d) Robustness Against Motion Blurring: The watermarked images undergo motion blur, specifying the radius and the angle of the blur. In Table III , we present the BER results for the radius within while fixing the angle of the blur at 45 . We can see that, the BER of NCQM never exceeds 4% for , whereas the significant performance degradation happens only when becomes larger than 6. Clearly, the NCQM method can resist the serious distortions caused by motion blur. In contrast, the performance of STDM and Zareian's method is much worse in this regard, and their BER values are even higher than 20% at . Additionally, RDM possesses the performance close to NCQM.
e) Robustness Against Gray-level Transformations: In the test, the watermarked images are processed by the gray-level transformations, including histogram equalization (Hist.), contrast stretching (Cont.), and log transformation (Log.). The results we obtained in Table III are quite impressive, since they demonstrate the excellent robustness of our method with respect to the three transformations. NCQM gets the BER near zero under log transformation, and the BER of 14% and 6.9% under histogram equalization and contrast stretching, respectively. RDM performs close to NCQM but has a little higher BER values. The other two methods are more sensitive to this kind of transformations, and they yield the BER values far greater than that of NCQM for histogram equalization and log transformation.
f) Robustness Against Sharpening: Image sharpening (Shar.) modifies the low frequency coefficients largely, where the watermark is inserted by the tested methods. Thus, the watermarking performance is severely impaired by this manipulation. The effect is illustrated in Table III , where image sharpening is performed by the unsharp operator. We observe that, the BER of RDM, STDM and Zareian's method is respectively up to 14.6%, 59% and 27% under the sharpening operation, and NCQM still obtains the best performance in the severe case. If one wants to improve the watermarking robustness against sharpening, the watermark signal should be introduced at the high frequency coefficients of low resolution bands. However, this will evidently degrade the performance against JPEG compression. A necessary tradeoff between them should be made for practical watermarking applications.
g) Robustness Against Noising Attacks: The watermark robustness is tested under AWGN with standard deviation and salt & pepper (S&P) noise with probability . The BER results for different values of and are presented in Table IV . As can be seen, the proposed NCQM can effectively resist noising attacks. Under the AWGN with , the BER of is reached by NCQM, and under salt & pepper noise with the value is 13%. Comparing with STDM, NCQM performs a little worse for weak noise, but is more robust to strong noise. The behavior agrees with the simulation results on artificial signals. RDM and Zareian's method provide significantly poorer performance in this regard. Specifically, the BERs of them are respectively around 26% and 18% for , and around 25% and 35% for ; moreover, their performance becomes much worse with the increase of and . These results again confirm that those methods exploiting the spread transform (i.e., NCQM and STDM) have a considerable performance advantage. h) Robustness Against Filtering: In the test, the watermarked images are subject to various filtering attacks, including Gaussian low pass filtering (Gaus.) with the standard deviation of 1.1, median filtering (Med.), and Wiener filtering (Wien.). The effect of filtering attacks with different window sizes is shown in Table IV . It is clear that NCQM exhibits the outstanding robustness against Gaussian low pass filtering. Even for the standard deviation as large as 1.1, NCQM presents the BER of less than 3% under the filter of window size . This is because we insert the watermark into the low frequency coefficients of an image, which are impaired less by the low pass filter. However, other two types of filtering operations affect the performance of NCQM significantly. The BER of NCQM increases from 0.8 to 29.5 by varying the window size of median filter from to . Similar observations can be made for STDM and Zareian's method, but they (especially the latter) achieve much worse performance than NCQM. Our method also displays a slight performance advantage over RDM for filtering attacks except median filtering with large window size under which RDM seems to be more robust. These results reflect that the utilized NC feature for quantization in NCQM is relatively insensitive to the filtering distortions.
i) Receiver Operating Characteristic Performance: We further examine the watermark robustness in the case of the detectable watermarking scenario. For this purpose, quantization-based watermarking is modified into its detectable form by using a threshold on the BER to assess whether the detected watermark message is present or not in the considered content [34] . The detection performance is measured by the receiver operating characteristics (ROC), which describes the relation between the false alarm probability (i.e., the probability of detecting a watermark in a nonwatermarked content or a watermarked content with a different watermark) and the false rejection probability (i.e., the probability of failing to detect a watermark in a watermarked content) under different values of the decision threshold [35] .
The experiment is conducted on the database of 1000 images. These images are first watermarked by using the tested methods, with different random secret keys and messages for different images. Then, the watermarked images undergo a certain attack. After that, the watermark detection is performed on the nonwatermarked images and the attacked images by varying the decision threshold. Notice that each pair of secret key and message taken during embedding is used for the watermark detection on 1000 nonwatermarked images and one related attacked image. The resultant ROC curves of the four methods with and are shown in Fig. 13 , where VSA with , JPEG compression with , AWGN with and Wiener filtering with a window size being are considered. Clearly, NCQM exhibits the best ROC performance among the tested methods against VSA, which can be seen from Fig. 13(a) . The same observation can be made from Fig. 13(c) and (d) for AWGN and Wiener filtering. As to JPEG compression, NCQM performs better than all the other methods at high false alarm rates (about to 1), and is slightly inferior to Zareian's method at low false alarm rates. The above observations seem to be the same as those made for the decoding performance. 
4) Comparison With Other Watermarking Methods:
Furthermore, the proposed NCQM method is compared with the watermarking methods proposed in [10] , [12] , [16] - [18] and [36] . Method [36] is spread spectrum watermarking and other ones are quantization-based watermarking. These methods are chosen for comparison because they are the state-of-the-art watermarking techniques. a) Comparison With The Methods in [16] and [18] : These two methods for comparison are both angle based quantization watermarking. They are implemented in the wavelet domain similarly to NCQM. The comparison tests are carried out on the database of 1000 images with and . The average BER results under some typical attacks are listed in Table V . Since the two methods are theoretically invariant to VSA, they get the BER values near zero for the case of . However, for other attacks except filtering operations, the BER of them exceeds 15%. Notice that the method in [18] performs better than [16] being subject to JPEG and AWGN. The improvement is due to the use of the spreading transform in [18] . Impressively, our method is more robust to all the considered attacks than [16] and [18] .
b) Comparison With The Methods in [10] and [12] : The methods [10] and [12] work by quantizing the magnitude of the host signal for watermark embedding. The only difference between them is that in [12] non-uniform quantization is used. They are implemented in the wavelet domain as described in [12] . A set of comparison tests is conducted on the database of 1000 images with and , and the obtained average BER results are summarized in Table VI . The results show that the method [12] has the outstanding robustness against JPEG compression. Particularly, the BER of [12] is even lower than 1% in the case . But the method obtains the BER greater than 35% against AWGN with , and is much worse under the considered median filtering, blurring and contrast stretching. Similar situations also happen to [10] . Our method is demonstrated to have better performance than [10] and [12] under all the studied attacks, except for JPEG compression.
c) Comparison With The Method in [17] : In [17] , watermark embedding is performed by quantizing the direction of the significant gradient vectors obtained at multiple wavelet scales. The method is compared with the proposed NCQM in the case that a 256-bit message is embedded into a host image. For the comparison, the implementation of NCQM is modified as follows. A three-level wavelet transform with HAAR filter is first applied to the host image. Then, with the high-frequency wavelet subbands , and at the third level, two matrices and are generated as and . Next, each 32 components of and are modified to conceal one bit information by the proposed NCQM, resulting in the watermarked matrices and . Last, by minimizing the mean squared change in the wavelet coefficients, the watermarked subbands , and are derived to satisfy and . The robustness tests are carried out on four typical images: Peppers, Baboon, Barbara and Lena. The watermarked images are produced under dB, and the resultant MSSIM values of them are respectively 0.9793, 0.9932, 0.9845, and 0.9783 for the NCQM method. The BER results under several typical attacks are shown in Table VII , where the results for [17] are directly quoted from [17] .
As can be seen, the method in [17] obtains the BER of zero for the watermarked images subject to VSA, which is the same as our method. This is due to embedding the watermark in the angles of the gradient vectors in [17] . As to Gaussian filtering ( ), median filtering ( ), JPEG compression ( ) and AWGN ( ), the induced BER values for [17] are less than 1%, 6%, 11% and 14%, respectively. These results show that [17] can survive these attacks. And our method is more robust in these aspects. In addition, [17] is superior to our method for salt & pepper noise. The reason is that a filter designed to remove salt & pepper noise is applied before watermark extraction in [17] .
d) Comparison With Wang's Method [36] : As in [36] , the method is performed in the wavelet domain and a 256-bit watermark message is embedded into the host image of size . For fair comparison, NCQM is implemented in the same way as in the last performance comparison. The BER results on several typical images are presented in Table VIII  with dB (the corresponding MSSIM values for our method have been provided previously). We observe that the spread spectrum method [36] is definitely robust to AWGN and salt & pepper noise. For the given noise strengths, the BER of [36] is lower than 3%. Meanwhile, [36] also exhibits good robustness against JPEG compression. However, it is fragile to median filtering. Our method outperforms [36] under all the studied attacks.
IX. CONCLUSION
In this paper, a novel quantization based watermarking method, called NCQM, has been developed. In the method, the NC between the host signal and a certain random signal was modulated with the hidden message using the structured codebooks, and then the watermarked signal was produced to provide the modulated NC by minimizing the embedding distortion. The induced watermark signal by NCQM is a linear combination of the host signal and the random signal, which is perceptually better than random watermark signals independent of the host signal.
Moreover, we theoretically evaluated the performance of the proposed method. According to our analyses, the embedding distortion of NCQM is a monotonically decreasing function of the quantization step and proportional to the host signal variance. NCQM obtains the theoretical invariance to VSA. Under additive noise attack, the BER of NCQM depends on the DWR in a strong fashion and can be reduced by selecting the host vector dimension and the dither value. Simulations on artificial signals show that the embedding distortion and BER are accurately predicted by the given theories for a wide range of host pdf shapes, but BER is overestimated for the impulse pdf shape of noise. Of particular importance is the fact that NCQM presents the performance closer to the lower bound than other similar techniques.
NCQM has been also extensively tested on various images and compared with the state-of-the-art watermarking methods. Experimental results demonstrate that our method obtains the improved imperceptibility and a relatively high embedding capacity in a very noisy environment. Moreover, it yields superior robustness against a wide range of common image processing operations, such as VSA, Gaussian filtering, AWGN and Gamma correction, etc.. The limitation of NCQM is that it presents the significant robustness advantage only for the host vector dimension being large enough. Therefore, our method is more appropriate for those watermarking applications requiring low embedding capacity and high robustness.
