ABSTRACT Let R' denote n-dimensional Euclidean space, with n > 1. We study the uniqueness of positive solutions u(x), x E Rn, of the semilinear Poisson equation Au +f(u) = 0 under the assumption that u(z) -o 0 as I! -3o cc. This type of problem arises in phase transition theory, in population genetics, and in the theory of nucleon cores, with various different forms of the driving term f(u). For the important model case f(u) = -u + uP, where p is a constant greater than 1, 'our results show (i) that when the dimension n of the underlying space is 2, there is at most one solution (up to translation) for any given p and (ii) that when the dimension n is 3, there is at most one solution when 1 < p c 3. In both cases, the solution is radially symmetric and monotonically decreasing as one moves outward from the center. For dimensions other than 2 or 3, and indeed for the analogous cases of a real dimensional parameter n > 1, we obtain corresponding results. We note finally, again for the model case, that existence holds for 1 < p < (n + 2)/(n -2); thus, there remains an interesting difference between the. parameter ranges for which existence and. uniqueness are established.
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In this paper, we discuss-the uniqueness of positive smooth solutions u(r) of the boundary value problem Ulf + n 11 u' +Ju) = 0, r >°0 BP u'ru 0 [BVP] u'(0) = 0, u(r) 0as r --oo.
Here n > 1 is a constant and flu) is an assigned function determining the particular form of the problem; by a smooth solution we mean a function ofclass C1[0, 00) n c2 (o0,0). We make the following standing assumptions on the function flu):
(ii).there exists an a > 0 such that flu) < O for u E (0,a), flu) > O for u E (aoo). BVP arises naturally in the study of positive classical solutions of the problem Au+flu)=O inR1 [I] u( (5, 6) , and in nuclear physics. In the latter case, Takahashi (7) obtained a pair of coupled partial differential equations that Synge (8) later reduced to I withf = -u + u2. Similarly, Finkelstein et aL (9) obtained I with f = -u + u3. In sections 2 and 4, we consider the casef = -u + uP in detail as an illustration of our conclusions.
Quite general conditions on f that ensure the existence of positive solutions of I have been given in an important series of recent papers (10) (11) (12) (13) (14) . In particular, it is necessary that (a) lim f-O) = for e = _ 2 (a,if 1< n c 2), (b) f fls)d;s 0 for some 3 E (aoo).
As a special case, existence holds whenf -u -auq + uP and a 2 0, 1 < q < p < (n + 2)/(n -2); this result was obtained first by Strauss (14) and (when a = 0, n = 3) by Sansone (15) after earlier work of Nehari (16) .
Uniqueness has been studied by Coffman (17) for the case n = 3, f = -u + U3, and by Peletier and Serrin (18) when the graph off satisfies a starlikeness condition. Here we obtain a companion theorem to the latter by replacing starlikeness by a convexity condition, which enables us to recover and generalize Coffman's result. [Finally, we note that the uniqueness theorem given by Sansone (ref. 15 , section 7.10) for the case n = 3,f -u + up, 1 < p < 5, unfortunately contains an error on page 111.] 1. Main results In this section we state our main conclusions; they will be used to discuss several important examples in sections 2 and 4. Because the proofs are rather technical, we postpone them to a later publication, giving only a brief outline of the method in section 3 (the function l(u;o,c) appearing in the statement ofthe theorem below can be seen in one term of the principal differential identity of section 3). Our first result is the following Itheorem.
I-THEOREM. Let n > 1, and put I(u;ac) = (u -c'(u) -flu).
Suppose thatfor each U > a we can find constants
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(continuously depending on the choice of U) such that- The I-theorem itselfis hard to apply directly, so we give now three corollary theorems, obtained from the I-theorem by appropriate choices of the parameters. The conditions of these corollaries can be easily checked for specific functionsfand suffice for our various applications.
In the first corollary (valid only for n -3), we impose conditions on f that allow us to choose a = a = n -2, b = 0, b = 1, c = c = a, all independent of U. Specifically, we have the following result. THEOREM 1. Suppose n -3, and that f satisfies the
[2]
Then BVP has at most one solution.
The choice ofparameters in the remaining corollaries is more involved but essentially is determined by insisting that a = a, b = b = 1, c = c.
When c = c = O we get Theorem 2. THEOREM 2. Suppose 1 < n ' 2, and that there is a r> 1 such that IIf > 0 (u > 0, u $ a) [3] u <U ) ] (u>a) [4] Then BVP has at most one solution.
When n > 2, it is not always possible to choose c = c = 0, which leads to the extra conditions in the next theorem. THEOREM 3. Suppose n > 2, and that inequalities 3 and 4 hold for some r E (1,n/(n -2)]. If, furthermore, nff" < 2f'2 whenf' > 0, [5] then BVP has at most one solution.
2. Examples i flu) = -u + uP (p > 1). We treat this example in three parts, according to dimension (more precisely, according to the value of the parameter n). Some results for the case n > 8 are given in the Appendix, section 4. #.f = -u -aq + Up (1 < q < p; a > 0). We again distinguish cases by the value of the parameter n. Case 1. 1 < n _ 2. Conditions 3 and 4 are easily seen to hold with T = p, and so Theorem2 implies uniqueness for all q,p with
Case 2. n < 2 ' 4. We require p ' n/(n -2) in order to satisfy conditions 3, 4 with Tr = p E (l,n/(n -2)]. To verify condition 5 , we observe that it is enough to check, when f' > 0, that f> 0 [6] and, for some a E (I,n/(n -2)], that Q-u2f"-2(o-1)uf' + dao,-1If<0. Indeed, suppose conditions 6 and 7 hold. Then by considering Q as a quadratic form in u, it is clear that its discriminant must be positive. This yields ifr < v ff2 _2i a n as required. To check condition 6 we have U2"-(p -)uf' = aq(p -q)u9 + (p -1)u > 0, and because a > 0. this shows thatf"> 0 whenf' > 0. To check condition 7, we have
. [8] In order for the right-hand side ofEq. 8 [7] u < q < p, q -5 2/(n -2), p -5 n/(n -2).
in. f a General "Polynomial". The above analysis may be carried through in the case where f is a sum of homogeneous terms: flu) = akuP' ( In particular, the above conditions will be satisfied (with T = P,,) ifa1,a2, ..., a,-, are all negative and a, > 0. Theorem 2 then gives uniqueness for n _ 2. In the case n > 2, inequality 5 imposes additional relations on the various ak and Pk; we have not been able to find simple conditions in this case. contradicts the fact that ul and u2 are "nearest neighbors", and the Principal lemma is proved.
We remark finally that the conditions ofthe Principal lemma are verified by application (not included here) of the following Principal identity. Proof. Suppose there were more than one solution of BVP.
Denote by ul and u2 two "nearest neighbor" solutions of BVP-i.e., for any vo E (u10,u20), the corresponding v(r) does not solve BVP (The existence of "nearest neighbor" solutions follows from the second part of the hypothesis). Now consider the situation shown in Fig. 1 , where vo+ is near to and below u2o, and vt is near to and above ujo. By hypothesis, the solution v+(r), using the obvious terminology, intersects u2(r) exactly This leaves open the situation for n 2 8. Some further information can be obtained, however, from application of Theorem 1.
Condition 1 is clear from the convexity off (recall that a = 1 in the example), but condition 2 is not automatic; indeed, it can easily be seen to fail when n > 4 and p = n/(n -2).
We put o = n/(n -2), so that 2 ">l u logu The quantity on the right can be calculated numerically, being approximately 1.298; putting a" = 1.298 gives n = 8.71. Thus, our method will give uniqueness for at least some p > 1 provided n < 8.71. For n > 8.71, the method breaks down.
In reference to Fig. 2 , existence is known for all p < (n + 2)/(n -2). On the other hand for 1 < n < 8.71, we have proved uniqueness within the shaded area, where the function p3(n) satisfies 8/n < P(n) < n/(n -2), 4 < n < 8.71. The point (3, 3) in this diagram is the case obtained by Coffman (17) . The question of uniqueness for points (p,n) outside the shaded area but below the curve p = (n + 2)/(n -2) is open. We are initiating numerical work to resolve this question.
