In everyday life, the brain is bombarded with a multitude of concurrent and competing stimuli. Only some of these enter consciousness and memory. Attention selects relevant signals for in-depth processing depending on current goals, but also on the intrinsic properties of stimuli. We combined behavior, computational modeling, and functional imaging to investigate mechanisms supporting access to memory based on intrinsic sensory properties. During fMRI scanning, human subjects were presented with pictures of naturalistic scenes that entailed high levels of competition between possible target objects. Following a retention interval of 8 s, participants judged the location (same/different) of a target object extracted from the initial scene. We found that memory performance at retrieval increased with increasing object salience at encoding, indicating a "prior entry" for salient information. fMRI analyses revealed encoding-related activation in the posterior parietal cortex, selectively for salient objects that were later remembered. Moreover, parietal cortex showed increased functional coupling with the medial-temporal lobe, for remembered objects only. These findings reveal a parietotemporal circuit that integrates available sensory cues (based on attention-grabbing saliency signals) and current memory requirements (storing objects' locations) to encode object-related spatial information in working memory.
Introduction
Working memory (WM) plays a key role in maintaining information that is no longer present in the environment but is still relevant for the immediate future. WM can store only a limited amount of information (Luck and Vogel, 1997) , implying a link between encoding in WM and attention selection processes (Chun and Turk-Browne, 2007) . Previous behavioral studies showed that attended items have a greater chance to be remembered compared to nonattended items (Schmidt et al., 2002; Botta et al., 2010) , and that explicit memory is impaired when attentional resources are divided between multiple tasks during encoding (Craik et al., 1996) . The link between attention and WM is also supported by neuroimaging studies that have revealed common frontoparietal activation for attention and WM (Naghavi and Nyberg, 2005) . A few studies have directly assessed the interplay between attention and WM by manipulating both factors within the same paradigm (Gazzaley et al., 2005; Gazzaley and Nobre, 2012) . These demonstrated that goal-directed/ voluntary attention can enhance processing of the to-beremembered stimuli during WM encoding (Murray et al., 2011) .
These previous studies have not yet considered two issues that characterize the operation of attention and WM in the real world.
First, these studies have assessed only the role of goal-directed attention, without considering the possible contribution of stimulus-driven attention. Extensive investigation of visuospatial attention orienting has highlighted that goal-directed and stimulus-driven attention can operate via separate mechanisms (Klein and Shore, 2000; Corbetta and Shulman, 2002) . A few behavioral studies have provided initial evidence that also stimulus-driven attention can facilitate the encoding in WM (Schmidt et al., 2002; Fine and Minnery, 2009; Botta et al., 2010) , but the underlying neurophysiological bases are entirely unexplored. The second issue concerns the level of stimulus complexity used in previous studies. In everyday situations, the selection of relevant information typically involve many objects and events competing for access to memory. However, previous imaging studies used oversimplified paradigms in which the to-beremembered stimuli consisted of simple and repeated stimuli, such as arrows (Murray et al., 2011) or colored/moving dots (Zanto and Gazzaley, 2009) . Even when more complex stimuli were used, e.g., faces or buildings, these were presented in isolation without any context and competing information (Gazzaley et al., 2005; Majerus et al., 2007) .
In the current fMRI study, we presented unrepeated pictures of naturalistic scenes that included multiple objects placed within realistic contexts. We used a biologically plausible computational model to characterize stimulus-driven visuospatial attention (Itti et al., 1998; Elazary and Itti, 2008 ) ("saliency maps"). For each picture, we indexed the saliency of a to-be-remembered target object, and we used these indexes to investigate the contribution of stimulus-driven signals for successful encoding in WM. We expected that objects at salient locations during encoding would be more likely successfully remembered at retrieval, compared to low-saliency objects. At the neurophysiological level, we expected an involvement of the parietal cortex that has been previously associated both with salience processing (Constantinidis and Steinmetz, 2005; Nardo et al., 2011) and WM (Todd and Marois, 2004; Xu and Chun, 2006) .
Materials and Methods
Participants. Sixteen right-handed healthy volunteers took part in the fMRI experiment. Two participants were excluded from data analysis because of technical problems in the eye-movement recording, leaving 14 participants (six males; mean age, 24.9 years; range, 20 -32 years). All participants gave written consent to the study, which was approved by the independent Ethics Committee of the Santa Lucia Foundation.
Stimuli and task. The task consisted in an encoding phase (4 s), a maintenance phase (8 s delay), a retrieval phase (discrimination of target-object location; 3 s), and, finally, a memory confidence judgment (3 s; Fig. 1 A) . In the encoding phase, subjects were presented with pictures depicting scenes of everyday life. The picture set consisted in one hundred images collected on the World Wide Web. Pictures were characterized by the presence of multiple elements and objects (obviously) existing in relation to one another, resulting in a defined visual space (Henderson, 2003) . The pictures included internal (e.g., a kitchen, a bathroom, etc.) and external scenes (e.g., a garden, a street, etc.), but no single-object photo or living things such as people or animals. Subjects were required to memorize as many details as possible for later retrieval. Pictures were displayed at 18 ϫ 12°of visual angle (resolution in pixels, 680 ϫ 448). The identity of the target object was unknown until retrieval (i.e., a delayed match-to-sample task). Following the 8 s delay (blank screen), subjects were shown a single target object cut out from the original picture and presented on a gray background (retrieval phase). In half of the trials, the target object was presented at the same location as in the original image, while in the other half of the trials the target object was presented at the mirror location in the opposite hemifield (Fig. 1 A; note that the object location was flipped, but the stimulus vertical axis remained unchanged). Subjects had to report whether the target object was in the "same" versus "different" location with respect to the position at encoding by pressing one of two buttons with their right hand. Participants were then required to express a confidence judgment concerning their response. A display with the question "Are you sure? (y/n)" was presented, and participants pressed again one of the two response buttons. This was followed by a variable intertrial interval (1-3 s, uniformly distributed).
Participants underwent two fMRI runs (lasting ϳ16.5 min each), including 50 trials each. The order of trials within and across runs was randomized with two constraints: (1) each run included half highsaliency targets and half low-saliency targets (see below, Computation of saliency indexes), and (2) for each target category (low or high salience), at retrieval, approximately half of the targets were presented in the same location (12 or 13 trials), and the other half in the different location (i.e., the remaining 12 or 13 trials).
Computation of saliency indexes. We used saliency maps to characterize the strength of the bottom-up external signals and the spatial distribution of these signals with respect to the designated target object (saliency indexes). Each picture was analyzed with the Saliency Toolbox 2.2 (http://www.saliencytoolbox.net/), which computes saliency maps using local discontinuities in line orientation, intensity contrast, and color opponency (Itti et al., 1998) . Saliency maps were resampled at a resolution of 680 ϫ 448 pixels. For half of the pictures, we designated as the target object the object located at the point of maximal salience (i.e., highsaliency targets), while for the other half we selected the target object at the location of minimal salience (i.e., low-saliency targets; Fig. 1 B) . As an additional constraint, we made sure that the size of target objects did not significantly differ between high-and low-salience conditions ( p ϭ 0.704). The two-dimensional saliency maps were also used to extract picture/target-specific saliency indexes (Fig. 2 A) . For this, each map was first scaled by its sum. This ensured that all maps had a total value equal to 1, while retaining the information about the relative spatial distribution of the saliency peaks. Next, we extracted object specific saliency The trial began with a picture presented for 4 s (encoding). A blank display was then shown for 8 s (delay). At retrieval, a single target object was presented either in the same or different location compared with the object's location in the original picture. Participants had to judge the same versus different location of the target (3 s) and then express a confidence judgment requiring a yes/no response (3 s). B, Examples of pictures including target objects selected at the point of maximal (left) or minimal salience (right). C, Mean accuracy (ϮSE) plotted according to the min/max saliency of target object at encoding, the same/different location at retrieval, and the sure/unsure subjective confidence rating (Table 1) .
indexes by computing the correlation (Fisher transformed to Z) between the saliency map and the "target map". The target map consisted of a 680 ϫ 448 matrix with values set equal to 1 at the coordinates of the target object and zeros everywhere else, smoothed with a Gaussian filter (FWHM, 1°) and scaled by its sum (Fig. 2 A) . The resulting index will be high when the designated target object corresponds to a salient location in the image.
Together with the main saliency index, for each picture we also computed interest and fixation indexes (Fig. 2) . The interest indexes were derived from "interest maps" that are thought to capture the contribution of internal knowledge/representations for the processing of complex images (Einhäuser et al., 2008; Masciocchi et al., 2009) . A separate group of 18 volunteers (nine males; mean age, 23.0 years; range, 21-25 years) was asked to view all 100 pictures on a computer display (sequentially, in a random order) and to report the three most relevant/interesting objects within each picture. Participants clicked with a mouse on the most relevant/interesting object and then provided a verbal label for that object by typing on a computer keyboard the object's name. With the same procedure, they then indicated the second and the third most relevant/interesting object. The interest maps were generated by assigning the values 3, 2, or 1 (first, second, or third most relevant/interesting object) to the coordinates corresponding to the positions of the mouse click. These interest maps have the highest values in regions of space comprising objects that were considered most relevant/interesting by the majority of the participants.
Finally, for each picture we also computed a "fixation index." Fixation indexes were derived from "fixation maps" based on fixations' location and duration. The gaze position was recorded during fMRI using an ASL eye-tracking system, adapted for use in the scanner (Applied Science Laboratories; Model 504; sampling rate 60 Hz). Eye-position traces were examined in a 4 s window, starting from the picture onset (i.e., the duration of the encoding phase). We identified fixations as time windows (minimum duration, 100 ms) where the velocity of the eye traces did not exceed 50°/s. For each picture, the fixation map was generated by assigning the value of the fixations' durations to the coordinates of the corresponding gaze positions (median of the x/y position within the fixation window; Fig. 2 A) . The fixation maps have high values at locations that were fixated more frequently and for longer times (for review, see Henderson, 2003) . Interest and fixation indexes were used primarily to confirm the specificity of the effect of saliency indexes on WM performance (see below, Behavioral data).
Magnetic resonance imaging. A Siemens Allegra (Siemens Medical Systems) operating at 3T and equipped for echoplanar imaging (EPI) was used to acquire the functional magnetic resonance images. A quadrature volume head coil was used for radio frequency transmission and reception. Head movement was minimized by mild restraint and cushioning. Thirty-two slices of functional MR images were acquired using blood oxygenation level-dependent imaging (3 ϫ 3 mm; 2.5 mm thick; 50% distance factor; repetition time, 2.08 s; time echo, 30 ms), covering the entirety of the cortex.
fMRI data analysis. We used SPM8 (Wellcome Department of Cognitive Neurology, London, UK) implemented in MATLAB 7.4 (MathWorks) for data preprocessing and statistical analyses. Each participant underwent two fMRI runs, each comprising 490 volumes. After having discarded the first four volumes of each run, all images were corrected for head movements. Slice-acquisition delays were corrected using the middle slice as reference. All images were normalized to the standard SPM8 EPI template, resampled to 2 mm isotropic voxel size, and spatially smoothed using an isotropic Gaussian kernel of 8 mm FWHM. Time series at each voxel for each participant were high-pass filtered at 128 s and prewhitened by means of autoregressive model AR(1).
Statistical inference was based on a random effects approach (Penny and Holmes, 2004), which comprised two steps: first-level analyses estimating contrasts of interest for each subject followed by second-level Figure 2 . A, Schematic illustration showing the computation of picture/target-specific saliency indexes from the two-dimensional saliency maps. For each picture, we constructed a target map including the location/shape of the target object within original image. This was then correlated with the saliency map associated with the same image, thus producing a numerical index for each picture. With the same procedure we generated also interest and fixation indexes related to endogenous/knowledge-based selection mechanisms. B, Correlations between memory performance and saliency, interest, and fixation indexes. For each picture, the WM accuracy (i.e., the percentage of subjects who responded correctly to the same/different position discrimination and answered "sure" to the confidence judgment question) is plotted separately against the three indexes. This shows that retrieval performance increased when the target object was salient (top; r ϭ 0.39, p Ͻ 0.001), when the target object was judged to be interesting/relevant (middle; r ϭ 0.52, p Ͻ 0.001), and when subjects fixated the target object during encoding (bottom; r ϭ 0.47, p Ͻ 0.001).
analyses for statistical inference at the group level (with nonsphericity correction) (Friston et al., 2002) . For each subject, the first-level multiple regression model included four conditions at encoding, given by the crossing of "target saliency" (high vs low) and "confident memory" [correct responses followed by confident judgment ("yes, I'm sure") vs incorrect responses and/or unsure judgments], plus four conditions at retrieval (confident memory by same vs different target location). It should be noted that with the current two-alternative forced-choice task (same vs different target location), subjects may provide quite a few "correct" responses even when failing to actually recollect the targetobject location (50% chance level). This was one of the reasons why the main fMRI analysis investigated confident memory by comparing correct/sure trials with all other trials (for an additional control analysis using "sure" trials only, see Results).
The four conditions at encoding were modeled as miniblocks, time locked at the onset of the pictures with a duration of 4 s. The retrieval conditions were modeled as delta functions time locked at the onset of the test stimulus (duration, 0 s; to minimize any influence of the subsequent parts of the trial, i.e., motor responses and confidence judgment). All predictors were convolved with the SPM8 hemodynamic response function, and the parameters of head movements were included as covariates of no interest.
The group-level analysis concerned the encoding phase of the trial, when any stimulus-driven effect related to the salience of the target object is expected to take place (Gazzaley and Nobre, 2012). A within-subject ANOVA modeled the four relevant events types [i.e., saliency (high/ low) ϫ memory (successful/unsuccessful)]. First, we highlighted activity associated with confident memory (correct/sure vs incorrect and/or unsure trials). The statistical threshold was set to p Ͻ 0.05, FWE corrected at the voxel level, considering the whole brain as the volume of interest. Next, we tested whether the area showing an effect of successful memory was further modulated depending on target saliency, i.e., whether there was a larger effect of correct/sure versus incorrect/unsure trials for highcompared to low-saliency targets. For this, we considered a sphere (radius, 8 mm; matching the FWHM of smoothing filter) centered on the parietal voxel showing a significant effect of confident memory (Fig. 3A) as the volume of interest (small volume correction) (Worsley et al., 1996) .
Together with these standard intraregional analyses, we used analyses of inter-regional connectivity [psychophysiological interactions (PPIs)] (Friston, 2004) to explore the functional connectivity of the parietal region [the right superior parietal gyrus (rSPG)] that showed a significant effect of confident memory and that was further modulated according to saliency. We used the "Generalized Form of Context-Dependent Psychophysiological Interactions" SPM toolbox (McLaren et al., 2012) . At the subject level, each PPI analysis included eight regressors corresponding to the psychological variables of interest (i.e., four event types at encoding and four at retrieval, as in the main analysis), the time course of the parietal seed area (the physiological variable), and the critical crossproducts (i.e., the psychophysiological interaction term) between the Figure 3 . A, Sections through the peak of activation in the rSPG that showed a significant main effect of confident remembering at encoding [confident remembered (CR) vs incorrect and/or unsure (I/U) targets]. Activity in this regions was further modulated by the saliency of the target object, with a greater effect of confident memory when, at encoding, the target object was at a point of maximal compared to minimal salience (compare CR bar minus I/U bar for MaxSal and MinSal conditions in the signal plot). B, Sections through the right hippocampus that showed increased functional coupling with the rSPG selectively on confident remembered trials. The rightmost panel shows a scatter plot with the signals in the two areas, as a function of memory performance. Data were extracted from the single-subject BOLD time series, five volumes after the onset of each fMRI run (to account for the hemodynamic delay). The plot includes the mean signals for 99 confident remembered pictures and 89 incorrect/unsure pictures, for which there were at least three subjects contributing to the computation of the mean. For display purposes, all activation maps are displayed at a threshold of p Ͻ 0.001 (uncorrected).
four psychological variables at encoding and time course of the seed areas. The head motion realignment parameters were included as covariates of no interest. The parameter estimates of the four PPI regressors entered a two-by-two within-subject ANOVA for statistical inference at the group level. We tested for changes of parietal connectivity with the rest of the brain, as a function of memory (i.e., areas showing a increased coupling with parietal cortex at encoding, when the trial would subsequently be remembered with high confidence at retrieval), and for the interaction between target saliency and memory. The statistical threshold was set to p Ͻ 0.05, FWE corrected at the voxel level, considering the whole brain as the volume of interest.
Results

Behavioral data
On each trial, subjects reported the same/different location of the target object and then provided a confidence judgment (sure/ unsure). On the majority of trials, participants were confident about their response (72% sure vs 25% unsure, plus 3% no response trials; Table 1) .
A three-way within-subjects ANOVA with the factors of target saliency at encoding (high vs low), target location (same vs different), and confidence judgment (sure vs unsure) at retrieval was performed on the accuracy data (Fig. 1C) . This analysis revealed a main effect of target saliency (F (1,13) ϭ 11.1, p ϭ 0.005): Subjects were more accurate in judging the target location at retrieval when, at encoding, the target object was at the point of maximal saliency compared with the point of minimal saliency (75 vs 65%). The ANOVA also showed a main effect of target location (F (1,13) ϭ 6.0, p ϭ 0.030), with greater accuracy when at retrieval the target object was presented in a different location compared with the object's location at encoding (76 vs 64%). The effect of location was driven primarily by targets at points of minimal saliency, as formally evidenced by the significant interaction between saliency and location (F (1,13) ϭ 6.5, p ϭ 0.024; different minus same, 19% for minimum vs 6% for maximum saliency). Finally, this analysis revealed a main effect of confidence (F (1,13) ϭ 36.2, p Ͻ 0.001), indicating that when participants were 'sure' about their response, they were indeed more accurate in remembering the target location than when they were unsure (77 vs 63%). This analysis did not reveal any other significant effect (all F values Ͻ 1.5; all p values Ͼ 0.248).
We confirmed the effect of saliency on memory performance using object-specific saliency indexes on a trial-by-trial basis (Fig.  2 A) . For each picture, we computed the correlation between target-specific saliency indexes and the corresponding WM performance. Figure 2 B (top) shows the positive correlation between target salience and the proportion of subjects that confidently remembered the targets (r ϭ 0.39, p Ͻ 0.001): the higher the value of the saliency index, the greater the number of participants who confidently remembered that target.
We further confirmed the specificity of the effect of stimulusdriven signals on WM performance by performing a multiple regression analysis that included additional indexes related to voluntary, knowledge-based selection (Einhäuser et al., 2008) (interest and fixation indexes; see Materials and Methods; Fig.  2 B) . The omnibus F test was significant (F (3,96) ϭ 20.6, p Ͻ 0.001), demonstrating an overall effect of the three predictors on WM performance. We assessed the contribution of the saliency index revealing that the intrinsic object's low-level proprieties predicted retrieval performance (t ϭ 2.3, p ϭ 0.023), even after accounting for the other two indexes. This demonstrates that stimulus-driven signals provide a distinctive contribution to successful memory performance, over and above any contribution of knowledge-based factors. Analogous t tests now considering the distinctive contribution of the interest and fixation indexes were also significant (interest index, t ϭ 3.6, p Ͻ 0.001; fixation index, t ϭ 3.3, p ϭ 0.001). Thus, the more an object was labeled as interesting/relevant by an independent group of participants (interest index), or the more and object was fixated (fixation index), the higher the chance for that target object to be confidently remembered in the current discrimination task. These findings extend the previous literature using knowledge-based indexes (Einhäuser et al., 2008; Masciocchi et al., 2009 ), demonstrating here, for the first time, the impact of these factors on WM performance.
Finally, we examined the possibility that factors related to the global configuration of the scene, rather than aspects specifically associated with the target object (i.e., its saliency level), also contributed to the retrieval performance. We used an "overall saliency distribution" index and an "overall object distribution" index to recategorize the 100 images, and we tested whether these global indexes also predicted retrieval accuracy. The overall saliency distribution was computed using the saliency maps and counting the number of pixels with values larger than zero. This index will be larger for pictures including a widespread saliency distribution than for pictures with a more restricted pattern of saliency (i.e., just a few peaks). The overall object distribution was computed using the interest maps and again counting the number of pixels with values larger than zero. This index will tend to increase when the scene includes many objects that subjects' considered relevant/interesting. Two-sample t tests assessed whether pictures with high versus low saliency distributions and pictures with high versus low object distributions lead to different retrieval performance. Both tests were not significant (saliency distribution, t ϭ Ϫ0.13, p ϭ 0.900; object distribution, t ϭ 1.14, p ϭ 0.255), indicating that these factors associated with the global configuration of the scene did not affect memory performance (for additional details about this point, see Discussion).
fMRI data
First, the fMRI analyses tested for areas showing an effect of successful confident memory during the encoding phase, comparing correct/sure trials minus incorrect and/or unsure trials. This revealed a significant cluster of activation in the rSPG (x, y, z ϭ 22, Ϫ66, 58; t ϭ 5.38; p ϭ 0.044, corrected; Fig. 3A) . Activity in this Accuracy (percentage correct Ϯ SE), total number of correct trials across subjects (n ϭ 14), and range of the number of correct trials within subjects, are shown as a function of the target saliency (maximum/minimum) at encoding, the target position at retrieval (same/different), and the subjective confidence rating (sure/unsure).
region at encoding predicted whether the target object would be confidently remembered at retrieval, highlighting the importance of stimulus processing at encoding for successful WM performance (Pessoa et al., 2002 ). At a lower uncorrected level of significance, the same comparison showed activation also in other regions of the frontoparietal network, including the left posterior parietal cortex (PPC) and the left middle frontal gyrus (Fig. 3A) . Next, we turned to our main hypothesis testing whether target saliency would further modulate activity associated with the successful encoding in WM. Indeed, in the rSPG we found a significant interaction between WM performance and target saliency (x, y, z ϭ 22, Ϫ64, 60; t ϭ 2.99; p ϭ 0.044, small volume corrected; see Materials and Methods). The effect of successful memory (correct/sure vs incorrect and/or unsure) was larger in the context of high-saliency targets compared to low-saliency targets (Fig. 3A, signal plot) . Accordingly, stimulus-driven attentional signals affected rSPG activation associated specifically with successful encoding in WM.
To ensure that our main analysis targeted processes associated with reliable recollection, rather than correct response by chance or familiarity-based processes (Diana et al., 2007) , all trials followed by unsure confidence ratings were combined with the incorrect responses. However, we also performed an additional fMRI analysis considering only trials followed by sure confidence judgments. This control analysis crossed again the factors of target saliency (maximum vs minimum) and memory performance (successful vs unsuccessful), but now with the unsuccessful conditions including only incorrect trials followed by sure judgments. In the rSPG, we found a pattern of activity similar to that in the main analysis, albeit with lower statistical values (salience by memory interaction, t ϭ 2.04; p ϭ 0.016, uncorrected). The lower statistics is not surprising given that this control analysis included, overall, ϳ25% fewer trials than the main analysis, and almost 60% fewer trials in the "forgotten" minimum saliency condition (Table 1) . Despite this limitation, this control analysis confirmed the pattern of interaction in the rSPG, now considering only trials with equal levels of confidence rating (i.e., sure trials only). Finally, we investigated the possible contribution of intraregional network connectivity, using psychophysiological interactions (Friston, 2004) . We seeded the connectivity analysis in the rSPG and asked whether the functional coupling of this region with any other region of the brain changed as a function of WM performance. This analysis revealed that the functional coupling between rSPG and the medial temporal lobe (MTL) increased selectively in correct/sure trials (x, y, z ϭ 22, Ϫ18, Ϫ18; t ϭ 5.63; p ϭ 0.048, corrected; Fig. 3B ), without any further modulation according to saliency. The medial temporal cluster showing increased connectivity with rSPG was centered in the right hippocampus and extended ventrally to the adjacent parahippocampal cortex.
Discussion
We used a delayed match-to-sample task to examine the contribution of stimulus-driven signals for the successful encoding of object-related information in WM. Participants judged the location of target objects (retrieval phase) that were extracted from complex and unrepeated visual scenes (encoding phase). Retrieval performance was more accurate when, at encoding, the to-be-judged target was located at a salient location. The functional imaging analyses associated the effect of stimulus-driven salience on WM performance with encoding-related activity in the rSPG. This region showed an increased functional coupling with the medial temporal cortex selectively in confidently remembered trials.
The enhancement of WM performance for objects at salient locations demonstrates that objects' intrinsic properties determine encoding prioritization, consistent with the "prior entry" hypothesis (Spence and Parise, 2010) and the capture of attention by salient stimuli (Desimone and Duncan, 1995; Kastner and Ungerleider, 2000) . Our findings agree with a previous behavioral study that also reported enhanced WM performance for objects at salient locations (Fine and Minnery, 2009 ). Here, we further specify the distinctive contribution of bottom-up signals for successful WM in a task where the identity of the target object was discovered only at retrieval. This rules out any contribution of strategic/voluntary attention during encoding (Fine and Minnery, 2009) . Moreover, additional analyses of the behavioral data revealed that object salience predicted WM performance, even after accounting for the effect of other knowledge-based factors that here were also found to affect WM performance (i.e., interest and fixation indexes). In contrast, the overall saliency and overall object distributions did not predict performance (see Results).
Nonetheless, we acknowledge that naturalistic scenes can be categorized using a virtually unlimited number of parameters, and that other global configuration factors may affect retrieval performance (Jiang et al., 2000; Blalock and Clegg 2010) . The role of global scene configuration could in fact explain why subjects were more accurate in different-versus same-location trials. The presentation of a target object in a different position compared to the original picture can yield to violations of the global scene configuration (e.g., a glass presented in a position where there was no table in the original scene). This would make the position judgment easier in different-location trials. Thus, in the context of the current localization task, the overall scene configuration may have provided subjects with a spatial frame to encode the objects' position. With respect to global scene's proprieties, it is also important to notice that the computation of the saliency maps includes several steps involving reciprocal influences between pixels/locations that are far apart in the image (e.g., crossscale subtractions, differences of Gaussian). Accordingly, the number, spatial distribution and sensory characteristics (i.e., salience) of the various objects in the scene will influence the saliency level of the target object, and vice versa. These interdependencies between the target object and other global properties of the scene constitute a limitation for the interpretation of the current results, but they are also at the core of the competitive mechanisms that we seek to characterize using computational models of bottom-up salience (Itti et al., 1998) .
The fMRI data associated the interplay between salience and successful encoding in WM with activation of the PPC. The PPC has been implicated in many aspects of cognitive control, also prompting the suggestion of a general role of the parietal cortex in "task effort." However, mere cognitive effort seems unlikely to account for our findings. First, cognitive effort is typically associated with concurrent activation of parietal and frontal regions (Crittenden and Duncan, 2012) , while here the critical salienceby-memory interaction affected parietal cortex only. Moreover, the current interaction pattern would imply that salient target objects require greater effort than low-saliency objects, which is contrary to previous behavioral data showing that subjects are faster to discriminate salient compared to nonsalient stimuli (Geng and Mangun, 2009).
Instead we associate the interaction between salience and memory performance with trial-to-trial variations of the re-sources dedicated to the processing of salient objects. Previous studies showed that brain activity during encoding can predict subsequent memory performance (Pessoa et al., 2002) . This relationship is thought to arise because the amount of resources that subjects dedicate to the processing of the stimuli at encoding "fluctuates" from trial to trial, and this leads to different levels of performance at retrieval (Anticevic et al., 2010; White et al., 2012) . Here we go a step further showing that these fluctuations specifically affected processing/encoding of salient signals. This further selectivity is consistent with the view that PPC represents salient signals, and therefore, any trial-to-trial fluctuation will determine memory performance only when the retrieval task probes stimuli/objects at salient locations.
The finding of stimulus-driven attentional effects in dorsal parietal cortex during successful WM encoding challenges traditional WM models. These either emphasize a "storage account," with parietal cortex acting as a capacity-limited buffer (Todd and Marois, 2004; Xu and Chun, 2006; Mitchell and Cusack, 2008) , or advocate for an active attentional involvement primarily during WM maintenance (Berryhill et al., 2011; see also Santangelo and Macaluso, 2013) . A few previous studies reported WM encodingrelated effects in PPC, but always involving manipulation of endogenous/goal-directed attention (Majerus et al., 2007; Gillebert et al., 2012) . In contrast, here we demonstrate for the first time the specific contribution of bottom-up salience rather than explicit task requirements [e.g., recall vs recognition (Berryhill et al., 2011) ; judgments of stimulus identity vs order (Majerus et al., 2007) ].
The interaction between saliency and successful memory was localized in the posterior part of the superior parietal lobule that includes many different subregions (Husain and Nachev, 2007) . Based on anatomical criteria, we localized the relevant cluster in the SPG. The superior parietal cortex plays a key role in the representation of space (Gross and Graziano, 1995; Buneo and Andersen, 2006) , and parietal areas have been associated previously with the representation of visual salience, both in monkey electrophysiology (Constantinidis and Steinmetz, 2005) and in human fMRI (Geng and Mangun, 2009; Bogler et al., 2011; Nardo et al., 2011) . Furthermore, the parietal cortex has been involved in the integration of multiple sources of (contextual) information when localizing objects in space (Shafritz et al., 2002; Walter and Dassonville, 2008) . Our results are consistent with previous proposals that PPC prioritizes salient signals for spatial perception and localization (Gottlieb, 2007; Berman and Colby, 2009; Nardo et al., 2011) , but here extend this to the memory domain for the first time. We propose that attention control in PPC assigns spatial priorities to objects at salient locations and contributes to the representation of the spatial layout of these objects. This, in turn, facilitates the encoding of spatial information in WM.
Our findings also revealed changes of functional connectivity between PPC and the MTL depending on memory performance. During encoding, we found greater functional coupling between rSPG and the hippocampus for scenes that included objects that would be successfully retrieved compared with incorrect or unsure retrieval. The MTL has been long associated with "itemcontext binding," with some distinction between the perirhinal cortex that would primarily process item information, the parahippocampal cortex supporting contextual representations, and the hippocampus that would combine item and context information (Epstein and Kanwisher, 1998; Davachi, 2006; Diana et al., 2007) . Here we report increased connectivity between parietal cortex and the hippocampus, consistent with the proposal that the current spatial judgment task involved linking object and global contextual information. Related to this, a previous study by Howard et al. (2011) showed that the hippocampus responds to changes in the spatial relationship between objects and context, while the parahippocampal cortex was found to engage for scene novelty. Moreover, this previous study manipulated the object/context relationship within relatively short time frames [hundreds of milliseconds in the study by Howard et al. (2011) vs a few seconds in the present study], highlighting the rapid objectcontext binding operated by the hippocampus.
We interpret the functional coupling between PPC and MTL in relation to Cowan's (2011) model of WM. This model links attention and WM, suggesting that attention-related processes in PPC activate a limited number of preexisting (long-term) representations in MTL (Messinger et al., 2001; Squire et al., 2004) . Accordingly, the limited capacity of WM would be intrinsically related to corresponding limitations in focusing (and maintaining) attention on just a few item representations at the time. We propose that PPC processes low-level sensory signals to assign priorities to a subset of objects in the scene (selected according to bottom-up saliency). The spatial layout of the selected objects is coded within the global context of the scene. This would enable the storage of object-related spatial information in WM, in a process requiring dynamic PPC/MTL coupling. These stimulusdriven selection processes during encoding then enable correct spatial judgments at retrieval.
We conclude that PPC plays a central role in stimulus-driven spatial selection for successful WM encoding. Using ecologically valid material, and combining behavioral, computational, and imaging methods, we identified a parietotemporal circuit that integrates available sensory cues (attention-grabbing saliency signals) and current WM requirements (storing objects' locations). These results contribute to bridge the gap between attention and memory, two cognitive systems that jointly govern spatial orienting behavior in complex, everyday life situations.
