To elicit information from the experts on koala presence and absence in the study 168 area, we showed each expert ten 360-degree images from a randomly selected subset. The 169 experts included government employees, academic researchers and citizen scientists 170 representing a mix of genders and ranging in age and type of koala expertise (e.g. 171 management, research). Following a standardized protocol (S2 Protocol), we first briefed the 172 experts about the study and provided them with definitions of terms, explanations of 173 probabilities [31] , and practice questions while they wore VR-headsets and were immersed in 174 example images. The expert-elicitation interview then followed, in which each expert was 175 asked, for each of the ten images in which they were immersed, (i) "What is the probability 176 that this is a suitable koala habitat?" and (ii) their confidence in each of their answers (very 177 unsure, medium sure or very sure; S2 Protocol). For the purposes of model fitting, the 178 probability an expert gave was assumed to equal the probability of a koala being present at 179 the site being viewed. The same elicitor interviewed each expert, each expert was interviewed 180 separately, and images were shown to each expert in random order.
Statistical modelling

182
Survey-based models 183 We fit a logistic regression model [32] to the koala observation data from ground and 184 thermal-imagery surveys, using R statistical software [26] . We fit two models: one to the 185 ground-survey data only (the 'base' G model, n = 34), and one to the combined ground and 186 thermal-imagery survey data (the GT model, n = 82 224 parameter estimates and variances are given by:
227 We calculated confidence intervals for the parameters from each of the two combined models 228 (G_E and GT_E) using the respective combined standard error, sc, and the number of degrees 232 .
233
Predictive performance evaluation 234 We used a dataset comprising koala observations from the thermal-imagery surveys 235 that had high confidence (weights  0.90) as a validation dataset to assess the predictive 236 performance of each model (G, GT, G_E and GT_E). As with other datasets, we centered and 237 scaled each of the covariates in this dataset using the means and standard deviations of the 238 respective covariates in the base (G) model. For the G and G_E models, we used the fitted 239 models to make predictions at the validation sites. For the GT and GT_E models, we 240 performed leave-one-out cross validation (LOOCV) whereby a validation site was removed, 241 the GT or GT_E model was fit to the remaining data, and a prediction was then made at the 242 validation site. This process continued until a LOOCV prediction was made at each 243 validation site.
244
In this modelling scenario, the priority was to identify as many koala presences as 
253
Model prediction visualization 254 Each of the fitted models (G, GT, G_E and GT_E) was used to make predictions at 255 636 unobserved sites across the study area. This allowed us to visualize and compare koala 256 distribution across the study area as predicted by each model (G, GT, G_E and GT_E). The 257 covariates in this dataset (i.e. FPC, remnant Eucalyptus vegetation, distance to the nearest 258 path, distance to the nearest fresh water, longitude, latitude) were each centered and scaled 259 using the means and standard deviations of the respective covariates in the base (G) model.
Results
261
Accuracy of the base G model increased by 75% and RMSPE decreased by 26 % 262 when ground-survey observations were combined with data from the emerging technologies 263 (GT_E model; Table 1 ). The GT_E model had the greatest accuracy and sensitivity (true 264 presence rate) and smallest RMSPE of all models (Table 1) . Although the G model had the 265 greatest specificity (true absence rate), it had exceptionally low sensitivity (0.25), suggesting 266 the model predicted koalas to be absent in most locations. The specificity of the GT_E model Models that combined VR-elicited expert information with the survey data improved 276 predictive accuracy and produced the most precise parameter estimates. The precision for the 277 parameter estimates in the G model was low relative to the other models (Fig 4) , and 278 consistent with its sample size. Adding thermal-imagery data (the GT model) increased the 279 precision and adding information elicited from experts (the G_E model) narrowed the 280 confidence intervals further still (Fig 4) . Furthermore, the combined GT_E model generated 281 the most precise estimates of any model for each of the regression parameters. Latitude and distance to fresh water were the only covariates with significant 290 relationships with koala presence and absence. In the G model, latitude had a significant and 291 positive effect on koala presence/absence, whereas distance to fresh water had significant and 292 negative effects in the G_E and GT_E models (Fig 4) . For this latter covariate, there was also 293 a change in the mean direction of its effect among the models, having positive (albeit non-294 significant) effects in the G and GT models and negative (significant) effects in the G_E and 295 GT_E models (Fig 4) .
296
The predicted presence/absence of koalas in the study area also differed among 297 models (Fig 5) . Observer bias was apparent in the G-model predictions, for which presence of 
