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Abstract. The rst order Hamiltonian system is considered with
T{periodic Hamiltonian that is sub-quadratic at innity. Two kinds of
sub-quadraticity are considered. The existence of T{periodic solution is
proved using variational methods.
1. Introduction and main result
In this paper we shall consider a Hamiltonian system
(H) _z = JH 0z(t; z)
where J(x; y) = ( y; x), for all z = (x; y) 2 RN  RN , and H 2 C1(R 
R2N ; R). The prime denotes the derivative with respect to the variable z.
We suppose that the Hamiltonian H(t; z) is T -periodic in time, i.e. H(t+
T; z) = H(t; z); t 2 R; z 2 R2N and sub-quadratic at innity in the following
sense:
There exist r; 1; 2; p positive real numbers, 0 < 1  2, 1 < p < 2,
and 1p >
2
2 , such that for all jzj  r > 0 we have (uniformly in t):
(H1) jH 0(t; z)j  2jzjp 1;
and
(H2) 1jzjp  H 0(t; z)  z:
Here we prove the following theorem:
Theorem 1. Assume (H1) and (H2). Then (H) has a T-periodic solution
obtained as a critical point of the functional 	(z) dened by formula (2.1).
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The resonant case, when the Hamiltonian H is of the form
H(t; z) = H^(t; z)  k
2
jzj2; k > 0;
where H^ satises conditions (H1) and (H2), is considered as well. Then:
Theorem 2. Assume that k < 1 and let there exist a natural number
l 2 N such that l kT2 2 N. Then, equation (H) has an lT-periodic solution.
Theorems 1 and 2 are also proved under the weaker conditions (H1'),





jzj = 0 uniformly on t 2 R;
(H2')
H 0(t; z)z
jH 0(t; z)j jzj   > 0;
outside a ball of radius r > 0 uniformly in t, and
(H3) jH 0(t; z)jjzj   > 0;
for jzj  r > 0 uniformly in time.
Let us point out here that in [8] we proved the existence of T -periodic
without the hypothesis (H3), using the topological degree.
2. Some basic Preliminaries
A natural, and widely used approach to solvability of the problem (H) is










dened on the Hilbert space E := H1=2per (O; T ; R
2N ) of T -periodic functions










induced by the scalar product











i n 2T t:
and zn  vn denotes the scalar product in R2N . The norm on R2N is denoted
by j  j. The space E is continuously embedded in Lp for all p  1.
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Let us introduce the following notation:
En = spanfei n 2T tg;
E  = spanfei n 2T t j n < 0g;
E0 = R2N ;
E+ = spanfei n 2T t j n > 0g:
where n 2 Z. Then
E = E  E0 E+
is an orthogonal decomposition of E.
The elements from (E0)? will be denoted by u and these functions co-
incide with elements of E having zero mean. Each function z 2 E can be
written in the unique way as
z = u+m
= u  +m+ u+
where u 2 E; u = u+ + u , and m 2 E0:









and the equivalent scalar product





Functional 	 is Frechet dierentiable on E and 	0(z) has the form















H 0(t; z)v dt; for all v 2 E:
Moreover, L : E ! E is self adjoint, kerL = E0 = R2N , and the restriction
L=E E+ : E   E+ ! E  E+ is invertible with continuous inverse. The
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j n 2 Z

[ f 1; 1g:
The numbers n =
n
(1+n2)1=2
, n 2 Z, n 6= 1 are eigenvalues of L and the
corresponding subspaces En have dimension 2N .
Because of (H1) the operator K : E ! E is uniformly continuous on
bounded sets in E in the sense of Krasnosel'ski. Moreover, being derivative
of a weakly continuous function it is compact.
3. Palais{Smale{Cerami condition
Let us derive some elementary but important facts about L and the be-
haviour of H(t; z) at innity.
Lemma 1. For all z 2 E we haveZ T
0
 J _z  z dt = ku+k2H1=2   ku k2H1=2 :(3.3) Z T
0
 J _z  u+ dt = ku+k2H1=2(3a) Z T
0
 J _z  u  dt =  ku k2H1=2(3b)







i n 2T t;
obtained from (2.2). Then,





i n 2T t;
Z T
0





and because of z = u  + u+, we haveZ T
0
 J _z  z dt =
Z T
0
 J _u   u  dt+
Z T
0










= ku+k2H1=2   ku k2H1=2 ;
which proves formula (3.3). Formulas (3a) and (3b) follows immediately using
the same technique.
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Lemma 2. Let us assume (H1) and (H2). Then, there exist real numbers




jzjp  H(t; z)  C2 + 2
p
jzjp; C1; C2 2 R
Proof. To prove this, put s = jzj; z0 = z=s. Then
H(t; sz0) = H(t; rz0) +
Z s
r
H 0(t; z0)  z0d 

















which proves the left-hand inequality. In the same way one can prove the
remaining part.
Lemma 3. Assume that H(t; z) satises (H1) and (H2). Then 	 satises




	(zn) is bounded and
k	0(zn)kE0kznkE ! 0
then (zn) has a convergent subsequence.
The sequence which satises (3.5) is called the PSC-sequence.
Proof. 1st step: (zn) is bounded in L
p-norm.




 J _zn  zn dt 
Z T
0
H 0(t; zn)  zn dt = "n ! 0:
On the other side, boundedness of 	(zn) can be written in the form




 J _zn  zn dt 
Z T
0
H(t; zn) dt  C; C 2 R
and consequently:




H 0(t; zn)  zn dt 
Z T
0
H(t; zn) dt  C
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where "n ! 0 and it can be omitted in the above formula by the appropriate























)kznkpLp  C + CkznkLp :
Hence, we have proved the rst step since 1p   22 > 0.
2nd step: ku+n kH1=2 is bounded.
Using the assumption that zn is PSC-sequence, it is easy to prove that
	0(zn)u+n converges to zero too, which can be written in the formZ T
0
 J _zn  u+n dt 
Z T
0
H 0(t; zn)  u+n dt =: "n ! 0:
But, using the denition of H1=2-scalar product we haveZ T
0
 J _zn  u+n dt = ku+n k2H1=2 ;
which implies that
ku+n k2H1=2  "n +
Z T
0


























 C + 2 kznkp 1Lp ku+n kLp + C ku+n kLp
where C is a generic constant. The previous inequality and the embedding
H1=2 ,! Lp imply that there exists a constant K > 0 such that ku+n kLp 
ku+n kH1=2 and
ku+n k2H1=2  C + 2K kznkp 1Lp ku+n kH1=2 +KC ku+n kH1=2 ;
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The boundedness of ku+n kH1=2 now follows from the boundedness of jjznjjLp
proved in the rst step.
3rd step: ku n kH1=2 is bounded.























The right-hand side of this inequality is bounded by steps one and two.
4th step: Conclusion
From orthogonal decomposition zn = u
 
n +mn + u
+
n we have
kznk2E = ku n k2E + T jmnj2 + ku+n k2E :
The norms kkE and kkH1=2 are equivalent on E E+ and jmnj is bounded
because kznkLp is bounded and (mn) is contained in a nite-dimensional
space. This implies that kznkE is bounded. If zn ! 0 we have nothing
to prove. Otherwise, 	0(zn) ! 0. Then using the fact that Lzn = Lun and
since the restriction L0 = L=E E+ is invertible we obtain




0(zn) + L 10 K(zn):
The right-hand side has a convergent subsequence because K is compact and
(zn) is bounded in E. Hence (un) has a convergent subsequence. The sequence
(mn) is also bounded and, passing eventualy to a subsequence, we have the
conclusion because zn = un +mn.
4. Proof of theorem 1
The decomposition of the space E below allows us to use the theorem of
Benci{Rabinowitz in the Appendix. The functional 	 is of the form 	(z) =
1
2 hLz; zi   K(z) where L : E ! E is a self adjoint linear operator and K(z)
has compact derivative. Let us consider the orthogonal decomposition
E = E1 E2
where E1 = R2N E  and E2 = E+.
On E1 we have 	(z) !  1 when kzkE ! +1.
108 L. CAKLOVIC













If z 2 E  this conclusion is immediate, while if u 2 RN this follows from the
fact that all norms on a nite dimensional space are equivalent.
	 is coercive on E2, i.e. 	(u
+) ! +1 when ku+kH1=2 ! +1.























Now let us recall the fact that the space H1=2 is embedded into Lp; p > 1,








  C1T  	(u+)
which proves the coercivity of 	=E+ because 1 < p < 2. Now the conclusion
follows from the theorem of Benci{Rabinowitz.
5. The resonant case
In this part we shall consider the Hamiltonian of the form
(5.8) H(t; z) = H^(t; z)  k
2
jzj2; k > 0
where H^(t; z) satises conditions (H1) and (H2). Equation (H) can be written
in the form
 J _z + kz = H^ 0(t; z);




























which follows from lemma 1.
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Let us investigate some basic properties of the linear operator Lk : E ! E
dened by
(5.11) hLkz; viE =
Z T
0
( J _z + kz)v; z; v 2 E:




= K 2 N:
Obviously, Lk : E ! E is self adjoint, kerLk = E K = spanfe iK 2T tg, the




1 + jnj2 j n 2 Z

[ f 1; 1g:
Lemma 1. If we assume (5.12), then 	k satises the Palais-Smale-Cerami
condition.
Proof. The idea of the proof is the same as that of lemma 3. Let (zn) 
E be a sequence such that
(5.13)
(
j	k(zn)j  C and
k	0k(zn)kE0kznkE ! 0
1st step: (zn) is bounded in L
p-norm and in L2-norm.
The same calculation as in lemma 3 gives




H^ 0(t; zn)  zn dt 
Z T
0
H^(t; zn) dt  C;
where "n ! 0, and the boundedness in Lp-norm follows. Boundedness in
L2-norm follows from the embedding Lp ,! L2, for p < 2.
2nd step: ku+n kH1=2 is a bounded sequence.
	0k(zn)u
+
n is convergent because
0  j	0k(zn)u+n j  k	0k(zn)kE0 kznkE ! 0:
This means thatZ T
0
Lkzn  u+n dt 
Z T
0
H^ 0(t; zn)  u+n dt =: "n ! 0:
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(n+K)jznj2 = "n +
Z T
0








T jznj2 = "n +
Z T
0
H^ 0(t; zn)  u+n dt;
ku+n k2H1=2 + kku+n k2L2 = "n +
Z T
0
H^ 0(t; zn)  u+n dt:
Using (H1) and repeating the same arguments as in the 2nd step on page 106
we nally have
ku+n k2H1=2 + kku+n k2L2  C + Cku+n kH1=2 + C2kznkp 1Lp ku+n kH1=2 ;
where C is a constant such that sup "n < C. Using the imbedding H
1=2 ,! L2
the conclusion follows.
3rd step: ku n kH1=2 is bounded.





















where 1; C1 are the constants from lemma 2. Since ku+n kH1=2 ; kznkL2 ; kznkLp
are already bounded we conclude that ku n kH1=2 is bounded.
4th step: Conclusion
We can write zn = u
+











mn 2 E0, z Kn 2 E K , u^ n 2 E  n E K and u n = z Kn + u^ n . The spaces
E K and E0 are nite dimensional and all the norms on nite dimensional
spaces are equivalent. As (z Kn ) and (mn) are bounded sequences in L
p-norm,
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they are bounded also in E. Finally, (zn) is bounded in E. On the other hand
	0k(zn) ! 0,
	0k(zn) = L^kz^n  K(zn) 2 E0









which implies that (z^n) has a convergent subsequence. The sequence (z
 K
n )
also has a convergent subsequence because it is a bounded sequence in a nite
dimensional space. Therefore (zn) has a convergent subsequence.
6. Proof of theorem 2
Let us denote T1 = lT . Then H and H^ are T1-periodic and we can apply
previous considerations to T1-periodic functions. Put K =
kT1















where we have used the same notation i.e. H1=2 in the context of T1-periodic
functions. From lemmas 1 and 2 we have inequality
1
2ku+kH1=2   12ku k2H1=2 + k2kzk2L2   C2T   2p kzkpLp
 	k(z) 
1
2ku+kH1=2   12ku k2H1=2 + k2kzk2L2   C1T   1p kzkpLp:
This inequality suggests to decompose the space into the orthogonal sum
E = E1  E2 where E1 = E  and E2 = E0 + E+. Now, the following two
claims are easy to prove:
1. 	k is coercive on E2, i.e. 	k(z) ! +1 when kzk ! +1; z 2 E2.
2. 	k(z) !  1 when kzkE ! +1; z 2 E1
The rst one is evident because p < 2, and the second requires some
technical calculations. Recall that for u 2 E  E+ we always have kukL2 


















Here k < 1 and the last expression evidently tends to  1 when ku k ! +1.
If u 2 kerLK = E K then
	k(u)   C1T   1
p
kukpLp
which implies that 	k(u) !  1 when kukLp ! +1. It should be noticed
that E K is nite dimensional and all its norms are equivalent. So, 	k(u) !
 1 when kukLp ! +1, what we wanted to prove.
To nish the proof of the theorem let us point out that we are exactly
in the situation described in the saddle point theorem (theorem A2 in the
Appendix).
Corollary 1. Assume that Hamiltonian system (H) is autonomous and
H^ satises (H1) and (H2) for some 0 < k < 1. Then, (H) has a T-periodic
solution for any T > 0 of the form T = 2k n; n 2 N.
Proof. We can choose ~T > 0 such that 1 = k2
~T . Theorem 2 gives the
existence of n ~T -periodic solution for all n 2 N.
7. Relaxed sublinearity
The conditions (H1) and (H2) seems to be quite restrictive and that there




jzj = 0 uniformly on t 2 R;
From dynamic point of view one expects periodic solutions to appear as
a consequence of attractive force, attractive at least outside a ball centered
at the origin. If F (q) is a force at position q 2 Rn then the force is attractive
at q if it satises
   q  F (q)jqj jF j
for some  > 0. A slight generalisation of this condition is
(H2')
H 0(t; z)  z
jH 0(t; z)j jzj   > 0;
outside a ball of radius r > 0 uniformly in t.
Another reasonable dynamic condition is that the force should not vanish
at innity. The condition jF j   > 0 outside some ball seems to be too
strong. A weaker condition is jF j jqj   > 0 outside a ball. Still weaker
condition is
(H3) jH 0(t; z)jjzj   > 0;
for jzj  r > 0 uniformly in time. A Hamiltonian that satises conditions
(H1) and (H2) satises also (H1)', (H2)' and (H3) with  = 1=2.
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We want to prove the existence of T -periodic solution of hamiltonian
system (H) with new, relaxed conditions. The rst step in that direction is to
prove that functional 	 : E ! R dened by (2.1) satises the Palais{Smale{
Cerami condition. If we have inequality of the form
(7.14) kunkL1  jmnj+ ; 0 <  < 1
where zn = un +mn,
R T
0
undt = 0, mn 2 R2N for a PSC-sequence un, then
we could prove the Palais-Smale condition for 	 using the same technique as
in [7].
Lemma 1. Let (zn)  E be a PS-sequence that satises (3.5). Then
(7.15) kunkH1=2  jmnj+ ;
where  =
2"T 1=2
1  2" ; " > 0 and  2 R. Moreover, " can be taken such that  < 1
is arbitrarily small.
The passage from inequality (7.15) to inequality (7.14) is `not possible'
because the space E is not included in L1. At the moment it seems that the
best we can prove is the inequality
(7.16) kunkLp  jmnj+ ; 0 <  < 1;
for 1 < p < +1, but this inequality is still not sucient to prove PSC{
condition.
Proof of lemma 1. Because of (3.5) we have
h	0(zn); u+n iE0;E =: "n ! 0 n  ! +1
This means thatZ T
0
 J _zn  u+n dt =
Z T
0
H 0(t; zn)  u+n dt+ "n:
Condition (H1') is equivalent to the following one  8" > 0 9C" 2 R such that jH 0(t; z)j  "jzj+ C" uniformly in t:
Using this on the right-hand side of above equality and formula (3a), Lemma




("jznj+ C")ju+n j dt+ "n
 " kznkL2ku+n kL2 + C"T 1=2ku+n kL2 + "n
 "   kunkL2 + T 1=2jmnj ku+n kL2 + C"T 1=2ku+n kL2 + "n
 "   kunkH1=2 + T 1=2jmnj ku+n kH1=2 + C"T 1=2ku+n kH1=2 + "n;
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Using the triangle inequality kunkH1=2  ku+n kH1=2 + ku n kH1=2 , after rear-
ranging we obtain
(1  ")ku+n k2H1=2  "ku n kH1=2ku+n kH1=2 + T 1=2("jmnj+ C")ku+n kH1=2 + "n;
and in the same way
(1  ")ku n k2H1=2  "ku n kH1=2ku+n kH1=2 + T 1=2("jmnj+ C"ku n kH1=2 + "n:
The second inequality follows from
h	0(zn); u n i = "n ! 0; n! +1:
Summing up both of them we obtain
(1  ")(ku n k2H1=2 + ku+n k2H1=2) 
2"ku n kH1=2ku+n kH1=2 + T 1=2
 
"jmnj+ C"
 ku+n kH1=2 + ku n kH1=2) + 2"n:
Using the notation  = ku n kH1=2 ;  = ku+n kH1=2 ;  = +, and the inequality




  ")(+ )2  1
2
(+ )2   "(+ )2
 2 + 2   "(+ )2
 T 1=2("jmnj+ C")(+ ) + 2"n:
If we take " < 12 and use the inequality   B+
p
B2+4AC




A2  B + C where A;B;C are positive, then,
(7.17) 0    2("jmnj+ C"T
1=2













which proves the lemma.
To prove inequality (7.14) one needs a relation between k  kL1 norm and
k  kL2 norm (or k  kH1=2 norm). The continuity of L 1 in this pair of norms
is just what we are looking for. Here is a slight generalisation of required
inequality.
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In the special case when k = 0, we have Lk = L and inequality (7.18) can
be rewritten in the form kukL1 
q
T
12kLukL2 for all u 2 E such thatR T
0
u(t) dt = 0: Inequality (7.14) is now a consequence of this inequality,
lemma 1 and the fact that the constants  and  in (7.14) do not depend
upon n.
Lemma 3. Assume that conditions (H1'), (H2') and (H3) ere satised.
Then 	 satises the PSC-condition.
Proof. We repeat the proof given in [7] without going to the details.
First, we prove that
() H 0(t; z) m  const > 0; for jmj big enough,
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where m = 1T
R





 m = H 0 t; z(t)   z(t)  u(t)
=











Now, using (7.14) we can write
jz(t)j  (1  )jmj   ;








(1  )  =jmj ;
and the expression on the right hand side can be made less than 2 whenjmj ! +1. This proves ().
Let us suppose now that that (zn) is PSC-sequence. Then,
(7.19) k	0(zn)k  kmnk ! 0:
On the other side we always have inequality
k	0(zn)k  kmnk 
 Z H 0(t; zn) mn dt:
We want to conclude that kmnk is bounded. If not, then, for R big enough
and jmnj  R > 0 the right hand side of above inequality is bounded bellow
by a positive constant, because of (), which contradicts (7.19).
Till now we have proved boundedness of jmnj and boundedness of jzn(t)j.
To nish the proof we should follow the same arguments as in the 4th step of
the proof of lemma 3.
Now, it is easy to see that theorems 1 and 2 remain true also under relaxed
conditions (H1'), (H2') and (H3).
8. Appendix
Let 	 2 C1(E;R). We say that 	 satises the Palais{Smale{Cerami
(PSC) condition in an open interval (; )  R, if for any c 2 (; ) and any
sequence (un)  E such that 	(un) ! c and k	0(un)k kunk ! 0 there exists
convergent subsequence of un .
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This denition is a slightly generalized version of (PS){condition where
the precompactness is required for a wider class of sequences (un) for which
	(un) ! c and 	0(un) ! 0.
The following result, known as Deformation theorem, plays an important
role in the study of critical points. We shall state a simplied version that is
still sucient to prove the existence of critical points.
Theorem A1 (Deformation theorem). Suppose that 	 2 C1(E;R) satis-
es the following assumptions:
(	1) 	(u) = 12 hLu; ui   b(u), where
(i) L is continuous self-adjoint operator on E;
(ii) b 2 C1(E;R) and b0 is a compact operator.
(	2) E = E where E's are eigenspaces of L of nite dimension.
(	3) 	 satises (PSC)-condition or (PS)-condition in R.
Given c > 0, if c is not a critical value of 	, then there exist constants
" > " > 0 and a homeomorphism  : E ! E such that
(a) (	c+")  	c ";
(b) (u) = u 8u 62 	 1([c  "; c+ "]).
Moreover,  can be chosen to be of the form
(c) (u) = e(u)Lu+K(u),
where  : E ! R is a continuous linear functional and K compact, and such
that all 's of the form (c) form a group, which we denote by G.
The proof of this theorem is technically quite complicated and it is given
in [3].
Theorem A2 (Benci{Rabinowitz). Let us suppose that 	 2 C1(E;R)
satises (	1); (	2) and (	3) and
E = W  V (orthogonal sum)
is a decomposition of E into the sum of two L-invariant subspaces. Further-
more, assume that
(i) 	(w) !  1 when kwk ! +1; w 2W ;
(ii) The restriction 	=V is bounded from below.
Then 	 has a critical point u 2 E.
Proof. Let R > 0 and Q = fw 2W j kuk  Rg be such that
sup 	(@Q) < inf 	(V ):
This is possible because of (i) and (ii). Then Q and V intersect with respect





belongs to interval [inf 	(V ); sup 	(Q)]. We claim that c is a critical value of
	. Assuming the contrary, according to Deformation theorem, there exists a
homeomorphism  : E ! E and " > " > 0 such that
(	c+")  	c "
(u) = u for u 62 	 1([c  "; c+ "]):
By the denition of c there exists h 2 G@Q such that
sup 	(h(Q)) < c+ ":
Then   h 2 G@Q because u 2 @Q) (h(u)) = (u) = u and
sup 	((h(Q))) < c  ";
which contradicts the denition of c.
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