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1. Introduction
We are concerned with the α-limit sets of a class of unimodal maps. These are continuous maps f : I → I , I = [0,1],
satisfying:
(1) There exists a unique turning or critical point c ∈ (0,1) such that f is strictly increasing on [0, c] and strictly decreasing
on [c,1].
(2) f (0) = f (1) = 0.
(3) f has no homterval.
Remember that an interval J ⊂ I is called a homterval provided f n| J is monotone for all n 0 [2]. It is easy to see that
f admits no homterval if and only if the set of pre-images of the critical point c, C( f ) =⋃n0 f −n(c), is dense in I . Denote
F = { f : f is a unimodal map on I and C( f ) = I}.
If f has no attracting periodic orbit and no wandering interval, then f has no homterval. In particular, if f is a C2
unimodal map with a non-ﬂat critical point and without attracting periodic orbits, then f ∈F (cf. [9]).
Let f ∈F . For each x = c, let xˆ = x be the unique point such that f (x) = f (xˆ). Set ci = f i(c) for i  0. If c2 < c < c1 and
c2  c3, we call the interval [c2, c1] the core of the system (I, f ) [2]. Notice that a unimodal map in F always admits a
core, f maps the core into itself, and any point will enter into the core after ﬁnite iterates except the endpoints of I .
Recall that a subset E of I is bi-invariant if
f (E) ⊆ E and f −1(E) ⊆ E.
Obviously, E0 = {0,1} is a bi-invariant set. A bi-invariant set E is proper if the strict inclusion E0 ⊂ E ⊂ I holds.
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J  c and integers n > 1 such that f n( J ) ⊂ J and f n| J is again a unimodal map after rescaling (we relax the deﬁnition of
being unimodal to allow for a map to be decreasing on the left of the critical point and increasing on the right) [2].
Otherwise, f is non-renormalizable. The interval J is called the renormalization interval of the renormalization. It is easy to
see that any renormalization interval admits the form [a, aˆ]. We always denote by [a, aˆ] the closed interval with endpoints
a and aˆ, regardless of a > aˆ or a < aˆ.
Unimodal maps, under various different additional analytical conditions of f , have been studied extensively in the liter-
atures (cf. [1–3,7,9,10] and references therein).
We are concerned with the α-limit sets of unimodal maps in F . The ω-limit set and the α-limit set of x under a map
f are deﬁned by
ω(x) =
⋂
n0
⋃
kn
f k(x), α(x) =
⋂
n0
⋃
kn
{
f −k(x)
}
.
A lot of works have been done on ω(x) because it shows the target of the orbit of x, while α(x) may be regarded as the
source of the orbit of x. It is convenient to use the α-limit set to relate different orbits and different invariant sets. In fact,
some important dynamical concepts such as homoclinic orbit [6], heteroclinic orbit [6], Morse decomposition [4] and fake
link [8], are deﬁned via α-limit sets. The α-limit set often refers to homeomorphisms because the inverse f −1(x) is just
one point. For an endomorphism f , it seems that the α-limit set is more “diﬃcult” to understand than the ω-limit set
in general, because the pre-image { f −k(x)} is more complex than a forward iterate f k(x). But f may not have so many
different α-limit sets because the α-limit set is “large” in some sense. Moreover, as we shall see in Corollary 1, the proper
α-limit set of a unimodal map f in F is also an isolated invariant closed set of f , so the α-limit set of an endomorphism
may play a similar role as an isolated invariant set of a ﬂow in the Conley index theory (cf. [4]). Ding characterized the
α-limit set of each point of an expanding Lorenz map by considering its consecutive renormalization process [5]. We shall
adapt the ideas in [5] to unimodal maps. Since unimodal maps are not surjective in general, the results are different. For
all f ∈ F , we establish the one-to-one correspondence between renormalizations and the proper bi-invariant closed sets
of f (Theorem A). Then we characterize (Theorem B) the renormalizability of f by constructing the subminimal bi-invariant
closed set D . Using the consecutive actions of the renormalization operator, we determine the α-limit set of each point
(Theorem C).
Although we characterize the topological properties of α-limit sets of f ∈F , the metric properties of such sets are not
clear. Under some regularity conditions, it is interesting to know if the α-limit set is of Lebesgue measure zero, and if
the Bowen dimension formula holds. For multimodal maps, even the topological characterizations of α-limit sets are still
unknown.
2. Main results
For any interval U ⊆ I , put
N(U ) =min{n 0: ∃z ∈ U such that f n(z) = c}. (2.1)
By the deﬁnition of N(U ), we have c ∈ f N(U )(U ), N(U ) N(V ) if V ⊆ U , and
N
(
f i(U )
)= N(U ) − i, i = 0,1, . . . ,N(U ). (2.2)
In fact, N(U ) is the maximal integer so that f N(U ) is monotone on U . We can regard N(U ) as the index of monotonicity
for the interval U . There exists a unique z ∈ U such that f N(U )(z) = c because f N(U )−1 is continuous and strictly monotone
on U . If f is a unimodal map without homtervals, N(U ) < ∞ for all intervals U .
We are now in a position to state our main results.
Theorem A. Let f ∈F . Then there is a one-to-one correspondence between the renormalizations and proper bi-invariant closed sets
of f . More precisely, suppose E is a proper bi-invariant closed set of f , put
e = sup{x ∈ E: x < c}, N = N((e, c)). (2.3)
Then we have eˆ = inf{x ∈ E: x> c}, and either e or eˆ is an N-periodic point of f . Furthermore, the following map
RE f (x) = f N(x), x ∈ [e, eˆ], (2.4)
is a renormalization of f associated with the proper bi-invariant closed set E.
On the other hand, if g is a renormalization map of f , then there exists a unique proper bi-invariant closed set B such that RB f = g.
Let f ∈ F . If f is renormalizable, it may have different renormalizations. A renormalization g = f N of f is said to be
minimal if for any renormalization f N
′
of f we have N ′  N .
It is not easy to see whether f is renormalizable or not. In fact, it is impossible to check if f is non-renormalizable or
not in ﬁnite steps, because N in (2.4) may be large. By Theorem A, a possible way to characterize the renormalizability is to
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we can ﬁnd such a subminimal bi-invariant closed set D of f , then f is renormalizable if and only if D = I .
The following Theorem B clariﬁes the renormalizability of a unimodal map without homtervals. If f ∈ F , f admits a
unique ﬁxed point p ∈ (0,1). The key observation is that D =⋃n0 f −n(p) is indeed the subminimal bi-invariant closed set
of f .
Theorem B. Let f ∈F , p be the unique ﬁxed point in (0,1), and D =⋃n0 f −n(p). Then the following statements hold:
(1) D is the subminimal bi-invariant closed set of f .
(2) f is renormalizable if and only if D = I . If f is renormalizable, then RD , deﬁned by (2.4), is the minimal renormalization of f .
(3) There are exactly three cases for D:
• c ∈ D if and only if D = I , i.e., f is non-renormalizable;
• c /∈ D and D ∩ (c, p) = ∅ if and only if D is countable;
• c /∈ D and D ∩ (c, p) = ∅ if and only if D is a Cantor set.
Remark 1. If D is countable, then RD , the minimal renormalization of f , is called a period-doubling renormalization [2,3,7].
According to Theorem B, the minimal renormalization of a renormalizable unimodal map without homtervals always
exists. Observe that if f ∈F and f is renormalizable then RD f ∈F . We can deﬁne a renormalization operator R :F →F
as follows. For all f ∈F , we deﬁne R f := RD f , where D is the subminimal proper bi-invariant closed set of f . For n > 1, we
deﬁne Rn f = R(Rn−1 f ) if Rn−1 f is renormalizable. And f is m (0m∞) times renormalizable if such a renormalization
process can proceed just m times. For 0 < i m, Ri f is the ith renormalization of f . Formally, we denote R0 f := f as the
0th renormalization, whose renormalization interval is [a0, aˆ0] := [0,1].
The consecutive renormalization process can be used to characterize all of the α-limit sets of unimodal maps without
homtervals.
Theorem C. Let f ∈F be m times renormalizable, [ai, aˆi] (0 i m) be the renormalization interval of the ith renormalization Ri f ,
pi be the unique ﬁxed point of Ri f in (ai, aˆi), J i be the core of Ri f , and orb( J i) =⋃n0 f n( J i). Then we have the following state-
ments:
(1) f admits m+ 3 α-limit sets which can be ordered as
∅ ⊂ E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Em ⊂ I.
(2) For i = 0, . . . ,m − 1, E ′i+1 = Ei if Ri+1( f ) is a period-doubling renormalization of Ri( f ), otherwise, Ei+1 is a Cantor set. Here
E ′i+1 denotes the derived set of Ei+1 .
(3) We can determine the α-limit set of each point:
• α(x) = ∅ if and only if x> c1 := f (c);
• α(x) = E0 if and only if x< c2;
• For i = 1, . . . ,m, α(x) = Ei if and only if x ∈ orb( J i−1) \ orb( J i);
• α(x) = I if and only if x ∈⋂mi=0 orb( J i).
Remark 2.
(1) We have deﬁned E0 = {0,1}. As we shall see in (3.2), Ei consists of those points whose orbits never visit (ai, aˆi).
(2) Since f may not be surjective, it is possible that α(x) = ∅ for some x. In fact, if x > c1 := f (c), α(x) = ∅.
(3) If m < ∞ then ⋂mi=0 orb( J i) = orb( Jm) because J1 ⊃ · · · ⊃ Jm .
A compact set V ⊂ I is an isolated neighborhood of f if
Inv( f , V ) := {x ∈ V ∣∣ { f n(x)}⊂ V , ∀n ∈ Z}⊂ int(V ).
E is an isolated invariant set of f if E = Inv( f , V ) for some isolated neighborhood V of f (cf. [4]).
Corollary 1. Let f ∈F , then each proper α-limit set is an isolated invariant closed set of f .
3. Proof of theorems
The following Lemma 1 collects some useful facts of bi-invariant sets of a unimodal map without homtervals, which is
similar to Lemma 1 in [5].
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(1) A bi-invariant closed set E = I if and only if c /∈ E.
(2) Any proper bi-invariant closed set is nowhere dense.
(3) The derived set of a proper bi-invariant closed set is also a bi-invariant closed set.
(4) For all x ∈ I , α(x) is a bi-invariant closed set of f .
(5) If p is periodic, then α(p) =⋃n0 f −n(p).
(6) Suppose E is a proper bi-invariant closed set, and p is the ﬁxed point in (0,1), then E ∩ (c, p] = ∅.
Proof. The last claim follows from the observation that for all x ∈ (0,1), the orbit of x must visit (c, p]. The remaining
claims are proved in [5]. 
3.1. Proof of Theorem A
Suppose E is a proper bi-invariant closed set of f . Put
e = sup{x ∈ E: x < c}, e∗ = inf{x ∈ E: x > c}.
At ﬁrst, we prove the equality
e∗ = eˆ, i.e., f (e) = f (e∗).
If f (e) < f (e∗), there exits eˆ∗ such that f (eˆ∗) = f (e∗). Since f is increasing on (0, c), we get e < eˆ∗ , which contradicts
the fact that e is the maximal point in E ∩ (0, c). Similarly, the inequality f (e) > f (e∗) may induce a contradiction to the
minimality of e∗ in E ∩ (c,1). We get e∗ = eˆ.
Since E is proper, by Lemma 1, and we put E ∩ (c, p] = ∅, N := N((e, c)) = N((c, e∗)) > 1.
Next we show that
either f N(e) = e or f N(e) = eˆ.
By the deﬁnition of N , there are two cases:
(1) f N is strictly increasing on (e, c).
We have f N (e, c) = ( f N (e), f N(c)), because f N is continuous and monotone on (e, c). Let z be the unique point in
(e, c) such that f N (z) = c. Since E is bi-invariant, we conclude that f N (e) = e. In fact, if f N (e) > e, then e < f N (e) <
f N (z) = c, which contradicts our choice of e. If f N (e) < e, there must be some point y ∈ (e, c) such that f N (y) = e,
which contradicts the deﬁnition of e and the bi-invariance of E , too.
(2) f N is strictly decreasing on (e, c).
It follows that f N (e, c) = ( f N (c), f N (e)). Let z be the unique point in (e, c) such that f N (z) = c. Since E is bi-invariant,
we conclude that f N (e) = eˆ, because both the inequalities f N (e) < eˆ and f N (e) > eˆ will induce a contradiction to the
deﬁnitions of eˆ and e, and the bi-invariance of E .
Similarly, we can prove either f N (eˆ) = eˆ or f N (eˆ) = e.
Since f N (c) ∈ (e, eˆ), f N (e, eˆ) ⊆ (e, eˆ). Remember c is a critical point of f N , hence we have exactly two cases either
f N (e) = e = f N (eˆ) or f N (e) = eˆ = f N (eˆ), and the following map
RE f (x) = f N(x), x ∈ [e, eˆ],
is a renormalization of f associated with the proper bi-invariant closed set E .
Now we prove the converse statement. Suppose g = f n|[a, aˆ] is a renormalization map of f . Put
F g =
{
x ∈ I, orb(x) ∩ (a, aˆ) = ∅},
J g =
{
x ∈ I, orb(x) ∩ (a, aˆ) = ∅}.
Since F g =⋃n0 f −n((a, aˆ)), and (a, aˆ) is a renormalization interval, F g is a bi-invariant open set. So J g = I \ F g is a proper
bi-invariant closed set of f . It is easy to check that R J g = g .
The proof of Theorem A is completed.
By Theorem A, the renormalizability problem of a unimodal map without homtervals reduces to ﬁnd a proper bi-invariant
closed set. Lemma 1 claims that every α-limit set is a bi-invariant closed set. It is natural to ask if every bi-invariant closed
set is an α-limit set. We shall give a positive answer in Lemma 3.
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(1) Let p be the unique ﬁxed point in (0,1), and then D = α(p) is a proper bi-invariant closed set by Lemma 1, we
shall prove that α(p) is subminimal. Suppose E = {0,1} is a given bi-invariant closed set, and so we have E ∩ (c, p] = ∅ by
Lemma 1. There are two cases:
Case 1. E ∩ (c, p) = ∅. In this case, assume that y ∈ (c, p) ∩ E , and put κ := N((y, p)). Then f κ is monotone on (y, p)
and f κ ((y, p)) ⊃ (y, p). There exists y1 ∈ (y, p) ∩ E and y1 > y so that f κ (y1) = y. Similarly, we can obtain an increasing
sequence {yn} ⊂ (p, c) ∩ E such that f κ (yn+1) = yn , n = 1,2, . . . , and limn→∞ yn = p. This means that p ∈ E because E is
closed. So
⋃
n0 f
−n(p) ⊂ E because E is backward invariant. Since E is closed, we have D ⊆ E .
Case 2. E ∩ (c, p) = ∅. Since E ∩ (c, p] = ∅, we have p ∈ E and α(p) = D ⊆ E .
Therefore, D is subminimal.
(2) Since D is the subminimal bi-invariant closed set, by Theorem A, the condition that f is renormalizable is equivalent
to D = I .
If D = I , according to Theorem A, RD , deﬁned by (2.4), is a renormalization of f , where
RD f (x) = f N(x), x ∈ [d, dˆ ]
and
d = sup{x < c: x ∈ D}, N := N((d, c)).
Assume g = f N ′ is another renormalization of f with a renormalization interval (b, bˆ). By Theorem A there exists a
bi-invariant closed set
E = {x ∈ I: orb(x) ∩ (b, bˆ) = ∅}
such that g = RE , and
b = sup{x < c: x ∈ E}, N ′ := N((b, c)).
The subminimality of D indicates [d, dˆ] ⊃ [b, bˆ]  c, which implies that N  N ′ . So RD is the minimal renormalization.
(3) In order to investigate the structure of D , we divide the discussion into three cases, which cover all possible cases.
Case A. c ∈ D . The bi-invariance of D , together with Lemma 1, implies D = I , which is equivalent to the condition that f is
non-renormalizable.
Case B. c /∈ D and D ∩ (c, p) = ∅. In this case, D ∩ (c, p] = {p}. It follows D =⋃n0 f −n(p) =
⋃
n0 f
−n(p) ∪ {0,1} because
D is a bi-invariant closed set. Hence D is countable.
Case C. c /∈ D and D ∩ (c, p) = ∅. We shall show D is a Cantor set.
According to Lemma 1, D is nowhere dense. Now we show that D is perfect, i.e., D = D ′ . Suppose y ∈ (c, p)∩ D , and put
κ := N((y, p)). Then f κ is monotone on (y, p) and f κ ((y, p)) ⊃ (y, p). So there exists y1 ∈ (y, p)∩ D such that f κ (y1) = y.
Similarly, we can obtain an increasing sequence {yn} ⊂ (p, c)∩ D such that f κ (yn+1) = yn , n = 1,2, . . . , and limn→∞ yn = p.
Hence p ∈ D ′ . We get ⋃n0 f −n(p) ⊂ D ′ because D ′ is a bi-invariant closed set (Lemma 1). This means that D ⊂ D ′ , and so
D is a perfect set. Hence D is a Cantor set.
Theorem B is proved.
3.3. Proof of Theorem C
Lemma 2. Let f ∈F , p be the ﬁxed point in (0,1). For any neighborhood U of p, there exists k such that
k⋃
i=0
f i(U ) ⊇ [c2, c1]. (3.1)
As a result, p ∈ α(x) for x in the core of f .
Proof. Since f (p) = p ∈ (0,1) and f has no homterval, it is easy to get (3.1) (cf. Lemma 5 in [5]). In fact, for any neigh-
borhood U of p, f N(U )(U ) ⊇ [c, p]. It follows p ∈ α(x) for x in the core of f because x always admits a pre-image in any
neighborhood of p. 
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Proof. Suppose f is m-renormalizable (0 m ∞), with renormalization intervals [ai, aˆi], i = 1, . . . ,m. There are exactly
m proper bi-invariant closed sets for f ,
Ei =
{
x: orb(x) ∩ (ai, aˆi) = ∅
}
, i = 1, . . . ,m. (3.2)
We have
E1 ⊂ E2 ⊂ · · · ⊂ Em
because [ai, aˆi] ⊃ [ai+1, aˆi+1], 0 < i <m.
Now we prove that Ei is an α-limit set of f for i = 1, . . . ,m. Let pi be the unique ﬁxed point of Ri f in (ai, aˆi). By
Lemma 1, pi ∈ α(pi). Since α(pi) is a proper bi-invariant closed set, we know that α(pi) = Ek for some k = 1, . . . ,m. In
what follows, we show α(pi) = Ei+1, i.e.,
Ei  α(pi)  Ei+2.
Since pi belongs to the core of Ri( f ), {ai, aˆi} ⊂ α(pi). And we have α(ai) ⊃ Ei because {ai, aˆi} ⊂ (Ei \ Ei−1), and Ei
and Ei−1 are bi-invariant closed sets. So Ei ⊆ α(ai) ⊆ α(pi). By (3.2) and Lemma 2, we know that α(pi) ⊆ Ei+2. Hence,
Ei ⊆ α(pi) ⊆ Ei+2.
On the other hand, α(pi) = Ei because pi /∈ Ei . By the deﬁnitions of pi, pi+1, Ei+1 and Ei+2, one can obtain pi+1 ∈ (Ei+2 \
Ei+1) and pi+1 /∈ α(pi). It follows α(pi) = Ei+2. The fact that α(pi) is a bi-invariant closed set implies that α(pi) = Ei+1.
Hence, Ei is an α-limit set. 
Now we present the proof of Theorem C.
(1) By Lemma 1 we know that each α-limit set is bi-invariant and closed. And by Lemma 3 each proper bi-invariant
closed set is an α-limit set. So a bi-invariant closed set and an α-limit set of f are different names for the same thing. If f
is m-renormalizable, then f has exactly m proper α-limit sets. These α-limit sets, deﬁned in (3.2), together with ∅, E0 and
the whole space I , form a cluster of m+ 3 α-limit sets of f ,
∅ ⊂ E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Em ⊂ I.
(2) Put Di = α(pi, Ri f ), where pi is the unique ﬁxed point of Ri f in (ai, aˆi). One can check Ei+1 ∩ [ai, aˆi] = Di .
Depending on whether Ri+1 f is the renormalization period-doubling renormalization or not, there are two cases:
Case 1. If Ri+1( f ) is a period-doubling renormalization of Ri( f ), then Di =⋃n0(Ri( f )−n)(pi) by Theorem B, and pi is an
isolated point of Di . Since Ei+1 ∩ [ai, aˆi] = Di , pi is also an isolated point of Ei+1, which implies E ′i+1  Ei+1.
Next we shall prove E ′i+1 = Ei . Put κ := N((c, pi−1)). We have f κ (pi−1) = pi−1 and f κ (c, pi−1) ⊃ (c, pi−1). There exists
an increasing sequence xn ∈ Ei+1 such that f κ (x1) = pi , f κ (xn+1) = xn , n = 1,2, . . . , and limn→∞ xn = pi−1, so it follows
that pi−1 ∈ E ′i+1. By Lemma 1, E ′i+1 is also a bi-invariant closed set. We have Ei =
⋃
k0{ f −k(pi−1)} ⊆ E ′i+1 ⊂ Ei+1, which
implies E ′i+1 = Ei .
Case 2. Suppose Ri+1( f ) is not a period-doubling renormalization of Ri( f ). By the proof of Lemma 3, Ei+1 = α(pi). Since
Di ⊂ Ei+1, and Di is a Cantor set, Ei+1 admits no isolated point in [ai, aˆi]. It follows that E ′i+1 ∩ (ai, aˆi) = ∅, which implies
E ′i+1 = Ei+1. Hence Ei+1 is a Cantor set.
(3) Now we are ready to characterize the α-limit set of each point in I . At ﬁrst, suppose f is non-renormalizable (m = 0).
If x > c1, then f −1(x) is empty, and so α(x) = ∅. If x < c2, it is easy to see α(x) = E0. If x ∈ J0 := [c2, c1], α(x) = α(p) = I
by Lemmas 2 and 1.
Supposing f is renormalizable, we describe the set {x ∈ I: α(x) = D}, where D is the subminimal bi-invariant closed set
of f .
Claim. Let f ∈F , and D is the subminimal bi-invariant closed set of f . Then α(x) = D if and only if x ∈ orb( J0) \ orb( J1).
Indeed, suppose the minimal renormalization R f = RD f := f N (x). The condition x ∈ orb( J0) \ orb( J1) indicates x ∈
orb( J0) and x /∈ orb( J1). If x ∈ J0, we obtain p ∈ α(x) by Lemma 2, and α(x) ⊃ α(p) = D because α(p) is a subminimal α-
limit set. For x /∈ orb( J1), since orb( J1) is forward invariant under f , f −n(x)∩orb( J1) = ∅. As a result, α(x)∩ int(orb( J1)) = ∅,
where int(orb( J1)) is the interior of orb( J1). It follows α(x) = α(p1) for p1 ∈ int(orb( J1)), hence α(x) = E2. Therefore,
α(x) = D for x ∈ orb( J0) \ orb( J1).
On the other hand, the condition x /∈ orb( J0) \ orb( J1) means x /∈ orb( J0) or x ∈ orb( J1). Moreover, x /∈ J0 implies α(x) =
{0,1} or ∅, and x ∈ orb( J1) indicates p1 ∈ α(x, R f ) ⊂ α(x) by Lemma 2. So α(x) = D by the deﬁnition of D .
The claim is proved.
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bi-invariant closed set of Ri f .
By the claim we know that α(x) = D = E1 if and only if
x = orb( J0) \ orb( J1).
For the case i = 2  m, we consider the map R f := RD f on J1. By the proof of the claim, x ∈ orb( J1) implies
p1 ∈ α(x, R f ) ⊂ α(x), i.e., E2 = α(p1) ⊂ α(x). If x /∈ orb( J2), f −n(x) ∩ int(orb( J2)) = ∅ because orb( J2) is forward invari-
ant under f . Since p2 ∈ int(orb( J2)), we have α(x) = E3. So we conclude α(x) = E2.
Now we consider the case x /∈ orb( J1) \ orb( J2). x /∈ orb( J1) implies α(x) = {0,1}, ∅, or E1 by the claim. And x ∈ orb( J2)
indicates p2 ∈ α(x, R2 f ) ⊂ α(x, R f ) ⊂ α(x), hence α(x) = E2 by the deﬁnition of E2. So x /∈ orb( J1) \ orb( J2) implies
α(x) = E2.
Repeating the above procedures if possible, we conclude α(x) = Ei if and only if
x ∈ orb( J i−1) \ orb( J i) for 0 < i m.
If m < ∞, Rm f is non-renormalizable on [am, aˆm]. Using Theorem B and applying the claim with Rm f , we know that
α(x, Rm f ) = [am, aˆm] for x ∈ Jm because J1(Rm f ) is empty. By Lemma 1, the bi-invariant closed set containing [am, aˆm]  c
is I , so α(x) = I for x ∈ orb( Jm).
If m = ∞, we have A :=⋂∞i=1 orb([ai, aˆi]) = orb(c) [2]. Since c ∈ A, the bi-invariant closed set containing A is I . As a
result, α(x) = I for all x ∈ A.
At last, we prove Corollary 1.
Proof. Suppose f is m-renormalizable (0 m ∞), with renormalization intervals [ai, aˆi], i = 1, . . . ,m. Recall that E0 =
{0,1} and Ei is deﬁned as (3.2). By Theorem C, f admits m + 1 proper α-limit sets Ei , i = 0,1, . . . ,m. It is easy to see that
E0 is an isolated invariant closed set.
Now we consider Ei , 1 i m. Since the ith renormalization map Ri f is a unimodal map on [ai, aˆi] without homtervals,
one can ﬁnd εi > 0, Ui = (ai + εi, aˆi − εi) such that for any x ∈ (ai, aˆi) \ Ui , there exists positive integer n(x) so that
(Ri f )n(x)(x) ∈ Ui . Put Vi := I \ Ui . Obviously, Vi is compact and Ei ⊂ int(Vi). In what follows we show that
Ei = Inv( f , Vi) :=
{
x ∈ Vi
∣∣ { f n(x)
}⊂ Vi, ∀n ∈ Z
}
.
Since Ei is a bi-invariant closed set, for any x ∈ Ei and for each k ∈ Z, we have { f k(x)} ⊂ Ei ⊂ int(Vi). So x ∈ Inv( f , Vi). As
a result, Ei ⊆ Inv( f , Vi). On the other hand, if x /∈ Ei , then the forward orbit orb(x) ∩ (ai, aˆi) = ∅. By the deﬁnition of Vi , we
know that orb(x) ∩ Ui = ∅, which implies x /∈ Inv( f , Vi). Hence Inv( f , Vi) ⊆ Ei . 
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