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Abstract.
In recent years, much attention has been paid to the electronic cluster eye (eCley), a new type of artificial compound eyes, because of its small
size, wide field of view (FOV) and sensitivity to motion objects. An eCley is composed of a certain number of optical channels organized as an
array. Each optical channel spans a small and fixed field of view (FOV). To obtain a complete image with a full FOV, the images from all the
optical channels are required to be fused together. The parallax from unparallel neighboring optical channels in eCley may lead to reconstructed
image blurring and incorrectly estimated depth. To solve this problem, this paper proposes a geometry based three-dimensional image processing
method (G3D) for eCley to obtain a complete focused image and dense depth map. In G3D, we derive the geometry relationship of optical
channels in eCley to obtain the mathematical relation between the parallax and depth among unparallel neighboring optical channels. Based on
the geometry relationship, all of the optical channels are used to estimate the depth map and reconstruct a focused image. Subsequently, by using
an edge-aware interpolation method, we can further gain a sharply focused image and a depth map. The effectiveness of the proposed method is
verified by the experimental results.
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1. Introduction
Modern robots are progressively becoming more real-
istic and similar to humans [23] being asked to solve
tasks such as path planning [58], path following [18],
trajectory tracking [49], reproducing the behavior of
human limbs [24].
A fundamental role in robotics is played by Arti-
ficial Intelligence [55], Computational Modelling [32,
57], and Metaheuristic Optimisation. Algorithms be-
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longing to the last category are usually inspired by na-
ture. Some recently proposed examples include inspi-
ration by music [41,40], physics [43,42,44], swarm be-
havior [34,37,36]. Artificial Intelligence is often inte-
grated within robot controllers [45,28] and combined
to neural systems for Machine Intelligence [19,2,13].
The eye of the robot is very important and com-
plex device since it is one of the sensors that allow a
robot to make decisions and thus being autonomous.
Several problems arise in relation to the eyes of the
robots. Some are related design of the eye itself, e.g.
retina modelling [25] while others are related to the in-
terpretation of what the cameras incorporated the eye-
s capture. Some examples include image segmenta-
tion [3], feature extraction [47,35], image recognition
[7,26], and image processing in medical applications
[16,17].
The present paper focuses on robots’ eyes and,
more specifically on artificial compound eyes. Inspired
by natural compound eyes, an artificial compound eye
is manufactured to be an alternative imaging system to
miniaturize an optical system [48]. Due to many mer-
its, such as small size, wide field of view (FOV) and
sensitivity to motion objects, much attention has been
paid to artificial compound eye systems in recent years
[51]. Inspired by a wasp parasite called Xenos Pecki-
i, an electronic cluster eye (eCley) [5] was introduced
by Bru¨ckner et al. in 2010 as a new type of artificial
compound eyes. The details about the optical module,
the working principle and the manufacturing process
can be referred to [5]. The camera module of eCley
is shown in Fig. 1 and its basic system parameters are
listed in Table 1.
Figure 1. The eCley module (The one cent coin is used for the size
comparison [5]).
Table 1. Parameters of the eCley system in [5]
Property Value
Size of eCley (L×W ×H) 6.8mm×5.2mm×1.4mm
FOV (H×V ) 58◦×46◦
F-number 3.7
Focal length 0.778 mm
No. of channels 13×17
pixel pitch 3.2 µm
diameter of microlens 0.375–0.386 mm
angular shift 4◦
An eCley is composed of a certain number of op-
tical channels organized as an array. The array of mi-
crolenses is used for imaging. As shown in Fig 2, each
imaging channel can capture only a small part of the
full FOV, so the FOV of each imaging channel is small
and the FOVs of neighboring channels are partial over-
lapped. By using this structure, the total track length is
only about 1.4mm, which is much shorter than single-
aperture camera [1]. In addition, since the focal length
of eCley is only 0.778mm, it has a merit that the e-
Cley focuses on very closed objects easily. Therefore,
eCley can be used for the navigation of micro-robot
and the internal examination based on micro capsule
robot. While the captured image is composed of a se-
ries of separated, small FOV and low-resolution im-
ages. It is hard for robots to make decision based on
the small FOV and low-resolution image of a single
channel or even several channels, thus the post-process
to obtain a complete high-resolution image is required.
In the eCley system, a complete image with a ful-
l FOV is obtained by fusing the images from all the
optical channels. The principal optic axes of optical
channels are considered to be unparallel so as to gain
a larger FOV than the parallel case on condition that
the overall size of eCley is not changed. Each channel
has its inherent offset against its neighboring channel.
Thus, the parallaxes of objects at the same distance are
not identical in different channels. The parallax from
unparallel neighboring optical channels in eCley may
lead to reconstructed image blurring and incorrectly
estimated depth.
To solve this problem, a geometry based three-
dimensional image processing method (G3D) for e-
Cley is proposed to obtain a complete focused im-
age and dense depth map. The main idea of G3D is
the introduction of the geometry relationship of opti-
cal channels for eCley. Based on the geometry rela-
tionship, the mathematical relation between the par-
allax and depth among unparallel neighboring optical
channels can be derived. Further, a sharply focused
image and a depth map can be gained. Compared with
the methods in [30,31,59], G3D has three main advan-
tages:
1. G3D can reconstruct a complete all-in-focus
image.
2. Based on the geometry relationship derived,
all channel images can be directly used to esti-
mate the depth of an object.
3. G3D can reach sub-pixel precision in princi-
ple, because the matching is based on the space
coordinates, instead of pixel shift.
The rest of this paper is organized as follows. Sec-
tion 2 reviews the related work. Section 3 presents the
D E
F G H
Figure 2. (a) The captured image. (b) The extracted images after flat field correction. (c) Reconstructed image focused on a single distance. (d)
The reconstructed image of our method. (e) The depth map of our method.
geometry based three-dimensional image processing
method. Experimental results are shown in Section 4.
Finally, conclusions are drawn in Section 5.
2. Related Work
This study discusses the three-dimensional image pro-
cessing method with respect to eCley covering objec-
t depth estimation and image reconstruction. So this
section starts from brief introductions of object depth
estimation and image reconstruction in the area of
computer vision, and then moves to the survey of the
related work on artificial compound eyes.
Object depth estimation is one of the most ac-
tive research topics in computer vision, see [56,6]. Ac-
cording to the different setting of system parameter-
s, two different methods, depth from defocus (DFD)
[52] and stereo matching [38,11], are widely stud-
ied. DFD attempts to extract depth information from
multiple images (at least two) captured at differen-
t focus setting [4], while the stereo matching method
tries to obtain depth from multiple images captured
at different positions. The performance analysis and
comparisons between DFD and stereo matching algo-
rithms was presented in [39]. Moreover, many pub-
lic test images can be found in the web site by
the link: http://vision.middlebury.edu/, and plenty of
stereo matching and multi-view stereo algorithms have
been listed and evaluated.
In the meantime, super-resolution (SR) image re-
construction is also a very attractive research area over
the past two decades. An SR reconstruction algorith-
m is to obtain one or multiple high-resolution images
from one or multiple low-resolution images. In gen-
eral, SR algorithms consist of four main categories:
nonuniform interpolation approach, frequency domain
approach, regularized SR reconstruction approach and
projection onto convex sets approach [33,27].
In the area of artificial compound eyes, except for
the system design, image reconstruction and depth es-
timation are two active research areas [51]. In SR re-
construction, Kitamura et al. proposed a pixel rear-
range method to reconstruct the high-resolution im-
age based on Thin Observation Module by Bound Op-
tics (TOMBO) [21]. In [29], an iterative back projec-
tion method (IBP) was presented to further improve
the reconstructed results. El-Sallam et al. introduced
a spectral-based blind method for TOMBO [9,10], but
the point spread function (PSF) of sub-images should
be known before. As for depth estimation, most algo-
rithms were designed for TOMBO. In [53], a multi-
ple base-lines method was discussed. In [14], a sum
of squared difference (SSD) evaluation based back-
project method was described based on the fact that a
back-project method will result in poor reconstruction
performance when the object is located at the wrong
position. Especially for eCley, a braiding algorithm
was introduced in [30,31] to obtain the reconstructed
image with the final resolution 640*480. The final im-
age can only focus on a specified distance at a time.
If the object is not in the specified distance, the image
blurring appears. In [59], Ziegler et al. presented an al-
gorithm based on stereo matching and fusion method
to obtain the final depth map and complete image. The
depth of each channel image was obtained by fusing
the results of stereo matching of four neighbouring im-
ages. In [20], an approach based on the intensity tran-
sitional area was discussed. The approach can achieve
subpixel precision, but the depth information can be
obtained only at the object edge.
In summary, the work on image processing for e-
Cley stays at the initial stage and lots of problems are
required to be solved before it goes to practical appli-
cations.
3. G3D
To eliminate the reconstructed image blurring and in-
correctly estimated depth resulting from the parallax
coming from unparallel neighboring optical channels
in eCley, this section discusses the proposed geome-
try based three-dimensional image processing method
(G3D) for eCley. The main idea of G3D is that the ge-
ometry relationship of optical channels in eCley is de-
rived to obtain the mathematical relation between the
parallax and depth among unparallel neighboring opti-
cal channels. The geometry relationship is very useful
for gaining a sharply focused image and a depth map.
The main steps of G3D are shown in Fig. 3. In the
eCley system, the captured image goes through sev-
eral processes: image extraction, flat field correction,
spatial coordinate calculation, matching cost compu-
tation, matching cost aggregation, depth selection, fo-
cused image reconstruction, image segmentation, and
depth refinement. Finally, the dense depth map and fo-
cused image can be obtained. Each step will be de-
scribed in detail as follows.
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Figure 3. Schematic diagram of G3D.
3.1. Image extraction and flat field correction
An eCley system consists of multiple optical channels,
but the images of all the channels are captured by one
image sensor. The image of each channel occupies a
small circular region on the image sensor. Assume that
the eCley system has m× n channels, where m and n
are odd numbers, and the resolution of the image sen-
sor is IW × IH pixels. The central pixel (m+12 , n+12 ) of
the central channel is located at the center ( IW2 ,
IH
2 ) of
the image sensor. The intervals between images of ad-
jacent channels are equivalent. In our eCley system,
there are 13×17 channels, and the image captured by
each channel is a circular region with a diameter of 79
pixels. The total resolution of a raw image captured by
the image sensor is 1536× 2048 pixels. The interval
between images of adjacent channels with regard to
the central pixels is 111 pixels. Therefore, the channel
image is extracted as a squared image centered at the
central pixel of channel with a resolution of 55× 55
pixels. Because the large oblique angle of incidence
leads to high distortion, in this paper, only 13× 13
channels are considered.
Due to the border effect, the amount of incident
light at the pixels near the border of image channel is
less than the rest pixels’, so the border of each image
is darker than the rest of the image, which is shown on
the left-up corner of the left image (pixels in the red
box) in Figure 4. The pixels located in the left-up cor-
ner of this red box are darker than the rest pixels in the
red box. With the effect of intensity attenuation, the
depth of each pixel can not be accurate estimate be-
cause the brightness consistency assumption does not
hold and the influence is more severe than the random
sampling noise and the system noise of eCley. To re-
duce these effects, the flat field correction [21,50] is
performed. The steps are as follows:
1. Reference image capture. Two types of refer-
ence images are captured by using the eCley.
One image is the white reference image, the
other is the black reference. The black refer-
ence image is the Dark Current (DC) offset
signal. To reduce the sampling noise, multi-
ple reference images are captured continuous-
ly, in our case, 5 images of each reference type
are enough to obtain a smooth reference im-
age, then the average intensity of each pixel
is calculated as the pixel intensity. W (x,y) and
B(x,y) are the averaged responsivity of ref-
erence white image and black image at pixel
(x,y), respectively.
2. Pixel response calculation. The pixel respon-
sivity of camera sensor Pr(x,y) is calculat-
ed according to equation Pr(x,y) =W (x,y)−
B(x,y). Due to the white reference image is the
image of an uniform white object. The Pr(x,y)
can reflect the distortion ratio of camera sen-
sor. To further reduce the noise effect, a Least
Square (LS) polynomial fitting method is used
to fit the curve of pixel responsivity in each
channel. The pixel responsivity after LS fitting
is P(x,y).
3. Flat field correction. For a captured object im-
age T (x,y), the corrected image T ′(x,y) is
computed as follows:
T ′(x,y) =
T (x,y)−B(x,y)
P(x,y)
(1)
The result of the flat field correction is shown in
Fig.4(b). Comparing with the pixels in the red box of
both left and right images, the light intensity of the
border area is reduced in the original image after flat
field correction. So the effect of intensity attenuation
in the red box is reduced significantly.
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Figure 4. The flat field correction of a channel image. (a) Before
the flat field correction. (b) After the flat field correction.
3.2. Spatial coordinate calculation
This step is the key point of G3D and is also the foun-
dation of the subsequent steps of G3D. The aim of
spatial coordinate calculation is to handle the prob-
lem of nonuniform disparities at the same distance due
to the nonuniform spatial sampling interval in the e-
Cley system. Concretely, on the basis of several depth
plane candidates, the pixel is back-projected to each
depth plane to obtain its corresponding spatial coordi-
nates, thus, several processes in the local stereo match-
ing method [38], such as matching cost computation,
matching cost aggregation and depth selection, can be
used to estimate the correct depth by using the spatial
coordinates.
Differing from a single traditional lens camera,
an array of microlenses is placed on the eCley, where
each microlens has a small diameter, up to 400µm,
and the spacing between neighboring microlens is less
than 10µm. With such a small diameter, the FOV of a
microlens is quite small. Thus, all microlenses are con-
sidered to jointly gain a large FOV. However, the prin-
cipal optic axes of adjacent channels in eCley are not
parallel and there is a certain degree of angular shift, as
shown in Fig. 5. The large oblique angle of incidence
results in the image astigmatism. To alleviate the astig-
matism, some measures, such as the introduction of a
well designed chirped array in [8], were studied. But
the oblique incidence will lead to the nonuniform s-
patial sampling of the object. As shown in Fig. 6, the
sampling interval of the central channel is nearly u-
niform at the same distance, but the sampling inter-
val of the marginal channel with an oblique incidence
is nonuniform and larger than the central channel’s.
Even if the distances to the object are the same, the
disparities of center image pair and marginal image
pair are not identical. Consequently, the stereo match-
ing method based on the disparity of pixels [38] can
not yield accurate results.
Differing from the spatial sampling interval, the
angular sampling interval of channel images is unifor-
m. So this study proposes to directly use the spatial
coordinates of pixels to obtain the corresponding pix-
els among neighboring channels so as to estimate the
correct depth of object. The pixel is back-projected in-
to space based on the geometry relationship of optical
channels and the incidence angle of the pixel, thus, the
spatial coordinates of pixels captured the same object
will be nearly the same at the correct depth plane. The
calculation of spatial coordinates is described in detail
as follows.
,PDJHVHQVRU
0LFUROHQV
DUUD\
3ULQFLSDORSWLFD[LV
0LFURLPDJH
Figure 5. The simplified graph of the principal optic axis in eCley
(only one dimension). The principal optic axes are not parallel with
each other, and the angular deviation between adjacent channels is
about 4◦
In a camera system, suppose that W , ∆x and f are
the width of an image sensor, the pixel pitch and the
focal length, respectively, which are shown in Fig. 7.
The angular resolution ∆θ of this camera system is
∆θ = arctan
∆x
f
(2)
and the FOV θ is
θ = arctan
W
f
(3)
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Figure 6. Interleaving pixels from neighboring channels in the e-
Cley. Left: two marginal channels. Right: two central channels.
For simplicity, each channel has nine pixels in one dimension. The
central channels nearly have the uniform spatial sampling interval,
while the marginal channels do not have. At the same distance, the
central channels have exactly the same parallax for all pixels, but
the parallax of the pixels in the marginal channels is not uniform.
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Figure 7. The simplified graph showing the relationship of camera
system parameters (only in one dimension).
In our eCley system, the pixel pitch is 3.2µm; the
channel image has a size of 55× 55 pixels; and the
focal length f is 778µm. According to (2) and (3), the
angular resolution ∆θ=0.235◦ and the FOV θ=6.345◦
are obtained.
For a micro-lens channel shown in Fig. 8, the prin-
cipal optic axis has a horizontal offset angle ∆ϕx and a
vertical offset angle ∆ϕy. Let Ic(Icx, Icy) be the center
pixel of an image. An object point T (Dx,Dy,Z) is pro-
jected into the image of this channel at I(Ix, Iy). Thus,
the horizontal and vertical incident angles, ∆ψh and
∆ψv of object T , are
∆ψh = ∆ϕx+(Ix− Icx)∗∆θ
∆ψv = ∆ϕy+(Iy− Icy)∗∆θ
(4)
The spatial coordinates of the object have the fol-
lowing relationship
Dx = tan(∆ψh)∗Z
Dy = tan(∆ψv)∗Z
(5)
Once the depth Z is known, the spatial coordinate
of an object can be obtained. But the spatial coordinate
of each channel image is not based on an unified coor-
dinate system. The origins of the coordinate systems
of different channel images are distinct, so a coordi-
nate transformation is required.
In a unified coordinate system, let the optical cen-
ter of the central channel c(cx,cy) be the original point
O(Ox,Oy) = (0,0), and B be the interval between ad-
jacent channels. The unified coordinate Oi(Oix,Oiy) of
the optical center in the ith channel can be computed
as
Oix = Ox+(ix− cx)∗B
Oiy = Oy+(iy− cy)∗B
(6)
where ix ∈ [−N,N] and iy ∈ [−M,M] indicate the hor-
izontal and vertical positions of channels. The total
number of channels is (2∗N+1)×(2∗M+1), and the
central channel c(cx,cy) is located at (ix, iy) = (0,0).
Consequently, for a specified depth Z, accord-
ing to (5) and (6), the unified spatial coordinate
T ′(D′x,D′y,Z) of a pixel I(Ix, Iy) in the ith channel is
calculated as
D′x = D
i
x+Oix
D′y = D
i
y+Oiy
(7)
where the superscript i is added to (7) to indicate the
ith channel.
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Figure 8. Schematic graph for imaging process. Brown point: opti-
cal center; red point: image center; green point: object position; blue
point: the projection position of the object on the image plane. The
principal optic axis of the image plane and the image plane are not
orthogonal and it has a horizontal offset angle ∆ϕx and a vertical
offset angle ∆ϕy.
3.3. Matching cost computation
Matching cost computation is to calculate the inten-
sity difference between a pixel and its corresponding
pixels at adjacent channels. Like stereo matching, the
depth is estimated based on several depth plane can-
didates. With the spatial coordinates of each pixel in
each depth plane obtained in (7), the matching cost of
these pixels with similar spatial coordinates can be ob-
tained. If the pixel is placed at the proper distance, the
matching cost would be small due to the similar inten-
sities of its corresponding pixels.
According to the eCley parameters, there is a s-
light offset between the principal optic axes of ad-
jacent channel images, though an object in the FOV
of eCley can still be captured by at least four chan-
nels (except for the object located at the marginal of
the FOV), as show in Fig. 9. Due to the fact that
the direction of FOV between adjacent channels has
a shift and the width of each image is only 55 pix-
els, which lead to an inherent parallax between two
adjacent channel images and little usefully contextual
information for depth matching, respectively, the tra-
ditional two-image stereo correspondence algorithms
easily cause mismatching. Although the method pro-
posed by Ziegler et al. [59] estimates the disparity of
one channel image with four neighboring images, es-
sentially, this method is based on two image stereo cor-
responding algorithm.
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Figure 9. Schematic graph showing the object captured by 4 adja-
cent channels.
In order to gather as much information as pos-
sible for depth estimation, this study uses the pixel-
s from different images located at similar spatial co-
ordinate to compute the matching cost simultaneous-
ly. For a specified depth plane, all pixels are project-
ed to this plane based on eq. (7) in Section 3.2. As
shown in Fig. 10, the black dots are the spatial points
at this depth plane. The spatial coordinates of several
pixels from different images may not be consistent and
have a small deviation. According to the expected res-
olution of the reconstructed image, the depth plane is
divided into multiple small and non-overlapped win-
dows, each of which indicates a sampling area of a
re-sampling point. Thus, the pixel points within the s-
mall window are considered as the supporting points
of the re-sampling point. As shown in Fig. 10(b), the
orange dot is a re-sampling point; the pixel points lo-
cated in the blue box are the supporting points of the
re-sampling point; the intensity of the orange dot is the
average intensity of the supporting points. Moreover,
the sampling interval is related to the depth. The far-
ther the depth plane is, the larger the sampling inter-
val will be. For simplicity, those points in all candidate
depth planes are re-projected to a fixed depth plane Z f ,
thus the sampling intervals at different distances are
consistent. The coordinates of each point are obtained
by using (8)
Xz f = D′x ∗
Z f
Z
Yz f = D′y ∗
Z f
Z
(8)
where Z is a known depth and S(Xz f ,Yz f ,d) is the spa-
tial coordinate of a pixel, where we suppose all pixels
are projected to the plane at depth d. The correspond-
ing intensity is a 3-dimensional vector I(Xz f ,Yz f ,d) of
the RGB space. The depth plane is re-sampled with a
resolution of W ∗H. The re-sampling interval Rw is
Rw=min{max(Xz f )−min(Xz f )
W
,
max(Yz f )−min(Yz f )
H
}
(9)
The sampling area of a re-sampling point S′(rx,ry,d)
is a small window centered at S′(rx,ry,d) with a size
of Rw×Rw. Thus the intensity I′(rx,ry,d) of the re-
sampling point and the matching cost C(rx,ry,d) of
this point is
I′(rx,ry,d) =
1
Ni∑k
I(k)
C(rx,ry,d) =
√
1
Ni∑k ∑m∈r,g,b
(Im(k)− I′m(rx,ry,d))2
(10)
where k is a 3-dimensional vector that indicates the
supporting pixel points of S′(rx,ry,d); I(·) is a inten-
sity function; Ni is the number of supporting points;
and m indicates the color channels.
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Figure 10. An example for showing the pixels projected to the spa-
tial plane, where the black points denote the projected point of pix-
els; blue and green boxes indicate the sampling regions of one pixel.
(a) The spatial plane with several pixels projected to this plane. (b)
A magnified figure of the green box in (a).
3.4. Matching cost aggregation
Matching cost aggregation is widely used in local
stereo matching methods to aggregate the local match-
ing information and improve the matching results. In
this study, due to the matching ambiguity, the depth es-
timation results based on the point-wise matching cost
may be noisy and less accurate. So a local window-
based edge preserved method based on the bilateral fil-
ter is used for cost aggregation [54,12]. Assume that a
window P with a size of [WL,WL] is centered at point
S′(rx,ry,d). Thus its aggregated cost Cs(rx,ry,d) is
computed as
Cs(rx,ry,d) = ∑
(qx,qy)∈P
ω(qx,qy,d)×C(qx,qy,d)
ω(qx,qy,d)
(11)
where (qx,qy) indicates the coordinate of the pixel
points located in the window P; ω(qx,qy,d) is the
weight of point S′(qx,qy,d). The weight is based on
an edge-preserved filter and can be written as
ω(qx,qy,d) = exp(−(4cl(qx,qy,d)
γa
+
4gl(qx,qy,d)
γb
))
4cl(qx,qy,d) =
√
∑
m∈r,g,b
(I′m(qx,qy,d)− I′m(rx,ry,d))2
4gl(qx,qy,d) =
√
∑
cg∈x,y
(S′cg(qx,qy,d)−S′cg(rx,ry,d))2
(12)
where 4cl measures the color difference between
point S′(qx,qy,d) and point S′(rx,ry,d); 4gl mea-
sures the Euclidean distance between two points; γa
and γb are weighting parameters and determined em-
pirically; cg indicates the horizontal and vertical coor-
dinates.
3.5. Initial depth estimation and image
reconstruction
In this section, the depth with the minimal matching
cost is selected as the initial estimated depth. For d-
ifferent values of distance d, the depth information
d′(rx,ry) of a point can be selected by using Winner-
Takes-All (WTA) method [38].
d′(rx,ry) = argmin
d
Cs(rx,ry,d) (13)
In addition, it is well known that the parallax of an
object captured by neighboring images is related to the
depth of the object. If an object is placed in an improp-
er depth plane, the obtained image of the object will be
blurred. So the image reconstruction is based on depth
information. Concretely, the intensity I′(rx,ry,d) of a
point S′(rx,ry,d) at specified distance d is the average
intensity of pixels in the sampling area. Multiple in-
tensities of S′(rx,ry,d) are obtained based on multi-
ple values of d. Among these intensities, the intensi-
ty corresponding to the minimal matching cost is con-
sidered as the intensity of this point. If the difference
of these intensities is small, the matching cost will be
low, which indicates that these points corresponding to
these intensities are more likely to be the same spatial
point or they are different points with similar intensi-
ties. While the different points will not lead to the re-
duction of the image quality. So this method is simple
and effective. The intensity of the reconstructed image
is
In(rx,ry) = I′(rx,ry,d′(rx,ry)) (14)
3.6. Depth and image refinement
However, the depth obtained may still suffer mis-
matching. Therefore, a reliable depth map is construct-
ed by comparing the minimal cost C(rx,ry,d′) with
the second minimal cost C(rx,ry,d′1). If the remainder
that the difference between the two costs is divided by
C(rx,ry,d′1) is larger than a threshold λ , the depth is
marked as a reliable depth, otherwise, it is not a reli-
able depth. The λ is determined empirically, the larger
value indicates a more reliable depth. Thus, the reli-
able depth map D(rx,ry) is computed by eq.(15).
D(rx,ry) =d′(rx,ry), re(rx,ry)> λ
D(rx,ry) =0, re(rx,ry)≤ λ
re(rx,ry) =
C(rx,ry,d′)−C(rx,ry,d′1)
C(rx,ry,d′1)
(15)
Now a sparse reliable depth map and an initial re-
constructed image In(px,py) are obtained. For simplic-
ity, two dimensional p = (px,py) is used. To fill the
depth in those invalid pixels, based on the initial recon-
structed image, an edge-aware interpolation method
called matting Laplacian [22] is performed. The depth
refinement problem of D can be formulated as mini-
mizing the follow function,
E(d f ) = d>f vMd f v+λd(d f v−Dv)>O(d f v−Dv) (16)
where d f v and Dv are the vector forms of the final
depth map d f and D, respectively. O is a diagonal ma-
trix whose Opp is 1 if pixel p is a valid pixel, and 0 oth-
erwise. λd balance between fidelity to the consisten-
t depth map and smoothness. M is the matting Lapla-
cian matrix and the (p,q) element of M is,
∑
g|s∈ϑg
(δpq− 1|ϑg| (1+(In(p)−µg)
(Σg+
εg
|ϑg|U3)
−1(In(q)−µg)))
(17)
where U3 is a 3×3 identity matrix, µg and Σg are 3×1
mean vector and 3× 3 covariance matrix of colors in
a window ϑg, respectively. |ϑg| is the size of ϑg and
εg is a regulation parameter. In(p) and In(p) are the
colors of input image In at pixel p and q respectively.
Therefore, the final depth map d f v of image In can
be obtained by solving the follow linear system,
(M+λdO)d f v = λdODv (18)
Then based on the final depth map d f , a more s-
mooth image Is(p) is obtained,
Is(p) = I′(p,d f (p)) (19)
4. Experimental results
In this section, the feasibility of the proposed method
is tested and the comparisons with the two methods in
[59,46] are made in terms of the quality of reconstruct-
ed images and the depth map. Actually, the depth es-
timation method in [59] is replaced by the cost filter
technique [15] in this paper. Both the proposed method
and the other algorithms for comparison were imple-
mented in MATLAB 2016b.
Since there is no ground truth for our image set-
s, the quantitative comparisons are performed by com-
paring the reconstruction errors between the final im-
age and the original channel images. Suppose a recon-
structed image Is(p) with a resolution [Ws,Hs], pixel
p is obtained from a supporting pixel sets Is(p) of o-
riginal channels images. Then the reconstructed mean
squared error (MSE) is,
mse =
1
Ws×Hs ∑p
(
1
Ns
∑
k∈Ns
(Is(p)− Is(k)2) (20)
where Ns is the number of supporting pixels.
The captured image is extracted from all channel-
s and shown in Fig. 11, where the left is the original
image without flat field correction and the right is the
image after flat field correction. In this paper, due to
the large oblique distortion, only 13×13 channels are
considered. The most time-consuming step is the cost
aggregation. The larger the window size of P is, the
more time is needed for cost aggregation. Figure 12
shows the executing time at the cost aggregation step
with different window sizes and the MSE of the final
reconstructed image. As shown in the figure, the com-
puting time increases as the window size goes larg-
er. In the meantime, the MSE decreases. Therefore, to
balance the time consumption and the result accuracy,
the window size with 11×11 is used in the study. The
parameters used in this paper are listed in Table 2.
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E
Figure 11. Input image captured by the eCley camera system. (a)
Original image before flat field correction. (b) Image after flat field
correction.
Figure 12. The executing time at the cost aggregation step with
different window sizes P. The X-axis is the width of the windows.
Figure 13 shows five test images and the corre-
sponding reconstructed images. The first, the second
and the fifth images both have three fronto-parallel ob-
jects placed in front of the eCley system, the third im-
age has two objects, different from the above two im-
ages, they are placed on a textured slanted plane, and
the fourth image is a pure slanted plane, all of the ob-
jects shown in image are placed up to 200mm away
from the eCley system. As shown in Fig. 13, the pro-
posed method has a better performance than the one
gained by method in [59] and by the method in [46],
especially for the third and the fourth image, where the
words on the slanted plane have less artifact. In addi-
tion, the MSE listed in Table 3 also indicates that the
proposed method has the minimal reconstructed error
among the three methods.
Fig. 14 shows the final depth map obtained by the
proposed method and the methods in [46,59]. Since
the principal optical axis among eCley apertures is not
parallel, therefore, the estimated depth obtained by di-
rectly using the stereo method on the eCley images
will suffer from the problem that the depth of an objec-
t will decrease as the object approaches to the image
border. As shown in the right two columns in Fig. 14,
especially for the images of the first two rows, the ob-
jects are fronto-parallel to the eCley system. While in
the proposed method, this problem is largely avoided,
and the depth of an object is more accurate.
Figs. 15 - 19 show the 3D point clouds of the
reconstructed images based on the depth maps. As
shown in the Figs. 15, 16 and 19, the objects obtained
by the proposed method are located at the same plane,
Table 2. Parameters used in this study
reconstructed image resolution 640×640
angular resolution ∆θ 0.235◦
pixel pitch 3.2µm
γa 0.1
γb 3
window size of P 11×11
λ 0.05
λd 0.005
Table 3. MSE of the reconstructed image
image G3D [59] [46]
image 1 0.048 0.0823 0.0843
image 2 0.0536 0.0593 0.0654
image 3 0.0535 0.0766 0.0829
image 4 0.045 0.0464 0.0523
image 5 0.0374 0.0465 0.0439
and the objects are accurately recovered, while based
on the methods in [46,59], the objects near the bor-
der of the image are not located at the same plane. In
addition, for the slanted plane shown in Figs. 17 and
18, the proposed method can also accurately recover
the patterns on the slanted plane, while in the methods
[46,59], the reconstructed images are much worse and
the patterns on the slanted plane are hardly recognised.
Therefore, based on the depth maps and the 3D point
cloud maps, the reconstructed images obtained by the
proposed method and the methods in [46,59] are not
much different, while the stereo images have much d-
ifference. The distance of an object in the proposed
method has not dramatic change, but for the methods
in [46,59], the distance of the object located in the cor-
ner of the reconstructed image always has a dramatic
change.
It is worth pointing out that there is not much dif-
ference in the aspect of computing time, several min-
utes on Matlab 2016b, between the proposed method
and the one in [59], the computing times are listed in
Table 4. The two methods use the same cost aggrega-
tion approach. As for the method in [46], since this is
a global method, and a lot of iterations is needed to
obtain a good result, the computing time is about two
time longer than the proposed method to obtain a suf-
ficient result. In the proposed method, all neighboring
images of the reference image are used for cost match-
ing, while the methods in [59,46] use a two-view stere-
o matching method and fusion. In this study, no fusion
process is required.
Table 4. Average computing time
method G3D [59] [46]
time (sec) 169.53 143.34 302.78
5. Conclusions
In this work, a three-dimensional image processing
method is presented by using the multiple apertures
images of eCley to reconstruct a focused image and
to estimate depth information. Based on the projec-
tion geometry, the proposed method directly obtain-
s an initial depth map and a reconstructed image ac-
cording to the spatial coordinate of pixels. The recon-
structed image and the initial depth map are further
used to obtain a dense and consistent depth map by us-
ing an edge-aware interpolation method. Subsequent-
ly, the reconstructed image is further refined based
on the final dense and consistent depth map. There-
fore, the three-dimensional structure of the scene can
be recovered. Differing from the depth map obtained
by stereo matching and fusion method, the proposed
method back-projects the pixel into space and direct-
ly uses the images from all channels to estimate the
depth map. The information from multiple channels is
merged into a single matching step. The reconstruct-
ed image and the depth map are compared with the
methods in literature. Experimental results show that
the proposed method can correctly estimate the recon-
structed image and the depth map, and achieve a better
reconstructed image and depth results than two state-
of-the-art stereo methods. Future work will focus on
the auto calibration method to rectify the channel im-
age and then further improve the depth result and the
use of super-resolution image reconstruction because
the results still contain some errors.
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Figure 13. Test images and the reconstructed image. (a) Four test images. (b) Reconstructed image based on the depth of proposed method. (c)
Reconstructed image based on [46]. (d) Reconstructed image based on [59].
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Figure 14. The final depth map. (a) The proposed method. (b) Depth in [46]. (c) Depth in [59].
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Figure 15. The 3D point cloud of image 1. (a) The proposed method. (b) Result in [46]. (c) Result in [59].
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Figure 16. The 3D point cloud of image 2. (a) The proposed method. (b) Result in [46]. (c) Result in [59].
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Figure 17. The 3D point cloud of image 3. (a) The proposed method. (b) Result in [46]. (c) Result in [59].
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Figure 18. The 3D point cloud of image 4. (a) The proposed method. (b) Result in [46]. (c) Result in [59].
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Figure 19. The 3D point cloud of image 5. (a) The proposed method. (b) Result in [46]. (c) Result in [59].
