Introduction
In [11, 12] Littlewood initiated the study of the problem of boundedness for nonlinear oscillations. This problem can be stated as follows. Given the scalar differential equation È x gx pt 1:1 with g satisfying gx 3 61 as jxj 3 1, one needs to decide whether or not all the solutions of the equation are bounded. Up to now, most of the works in this ®eld have also imposed the periodicity of p and in this paper also it will be assumed that p satis®es pt 2p pt for all t P R:
In [15] Morris proved that all the solutions of (1.1) are bounded when gx 2x 3 and p is piecewise continuous. Later several authors have improved this result and the boundedness has been proved for a large class of functions g that are superlinear at in®nity in the sense that gx x 3 1 as jx j 3 1:
(See [5, 7, 9, 17] .) On the other hand, there are some examples in [12, 13, 10] of functions g and p such that g is superlinear and p is periodic but the equation (1.1) has unbounded solutions. A more detailed discussion on the evolution of Littlewood's problem for the superlinear case can be found in the introduction of [9] . The situation is very different when the function g has linear growth at in®nity and, in particular, when the following limits exist and are ®nite:
m : lim x 3 1 gx x ; n : lim
In this case few results are published. There are some boundedness results for a concrete non-linearity that satis®es m T n in [18] , and some results on the existence of quasi-periodic solutions in [20] that are related to the boundedness problem. There are also results on existence of unbounded solutions in [22] and [3] . Some of the dif®culties that appear in this case of linear growth are related to the phenomenon of linear resonance. As is well known, when g is a linear function of the kind gx n 2 x, where n 1; 2; 3; . . . ; the solutions of (1.1) are
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Proc. London Math. Soc. pt e À i n t dt is the n-Fourier coef®cient. (At this point it is convenient to recall that this condition also characterizes the existence of 2p-periodic solutions.) To understand the interplay between resonance and non-linearity it may be useful to consider the class of equations of the form È x n 2 x hx pt 1:3 with n 1; 2; . . . and h a bounded and continuous function. In this case gx n 2 x hx has linear growth at in®nity and m n n 2 . This class of equations has already been considered by Lazer and Leach in [8] , where they studied the periodic problem. The asymptotic condition introduced in [8] for the existence of 2p-periodic solutions of (1.3) has the remarkable property of becoming necessary and suf®cient for certain non-linearities. In fact, if h is nonconstant and has limits at in®nity, say h61 lim x 3 61 hx, and they satisfy hÀ1 < hx < h1 for all x P R or the reversed inequality, it follows from [8] that (1.3) has a 2p-periodic solution if and only if pj Ã p n j < jh1 À hÀ1j:
From the point of view of the periodic boundary value problem, the result of Lazer and Leach says that (1.4) is a natural extension of (1.2) to the non-linear case. It is my impression that this well-known condition will also be relevant in the problem of boundedness of solutions. As a ®rst step in this direction, I will study in this paper the boundedness problem for a concrete equation of type (1.3) and the results will prove that in that case (1.4) plays a crucial role. Given L > 0, de®ne the piecewise linear function
Lx if jxj < 1;
ÀL if x < À1:
The main result of this paper is stated below and concerns the equation È x n 2 x h L x pt : 1:5 Theorem 1.1. Assume that p is 2p-periodic and of class C 5 . In addition, suppose that j Ã p n j < 2L=p:
Then every solution of (1.5) is bounded; that is, sup t P R fjxt j j Ç xt jg < 1:
The condition (1.6) in the previous result is sharp because it follows from [3] that if it does not hold then every solution is unbounded and satis®es lim j t j 3 1 fjxt j j Ç xt jg 1:
The equation (1.5) has already been considered in the engineering literature as a model of oscillator with`stops' [4, p. 351 ] and by Loud [14] to study bifurcation phenomena. The model in [4] will allow us to give a mechanical interpretation of Theorem 1.1 in § 2. In some aspects, piecewise linear oscillators can be better approximations of physical models than the classical Duf®ng equation with a cubic polynomial. In fact, the superlinear growth at in®nity of the Duf®ng equation does not seem very realistic. There is an interesting discussion on this point in [14] . Of course I had a more technical reason to choose the non-linearity h L . The proofs of results of boundedness usually use Moser's Twist Theorem and require estimates of several derivatives of the solutions with respect to initial conditions. These derivatives can be of order 4 or 5 and the computations are tedious and dif®cult. The choice of a piecewise linear equation simpli®es these computations. The problem of extending Theorem 1.1 to more general non-linearities seems to be non-trivial. The strategy of the proof of the main result goes back to § 36 in [24] and to [15] . First one constructs a discrete dynamical system in the plane and a correspondence between its orbits and the large-amplitude solutions of (1.5). This is done in such a way that the boundedness of (1.5) is equivalent to the boundedness of all discrete orbits. Let v n 1 ; r n 1 Pv n ; r n be the expression of the discrete dynamical system in polar coordinates. To prove that each orbit fv n ; r n g n P Z is bounded, it is suf®cient to ®nd a family of planar curves that surrounds in®nity and is invariant by the map P. In this way, one is led to the problem of ®nding invariant curves of mappings de®ned on an annulus. The basic results on existence of invariant curves are Moser's Twist Theorem [16] and the modi®ed versions of this theorem that have appeared subsequently. In this paper, Herman's version of the Small Twist Theorem in [6] will be used.
In a non-rigorous way the small twist theorem can be described as follows. Let v; r 3 v H ; r H be a mapping that is smooth and has the intersection property on an annulus (see § 3 for more details). In addition, assume that it can be expressed in the form v H v a dr . . . ;
where a is a ®xed angle, d > 0 is a constant that can be made arbitrarily small and the remaining terms (indicated by dots) are of order od as d 3 0. Then, for small d, (1.7) has an invariant curve that is close to a circle r constant. When I ®rst tried to apply this theorem to equations of type (1.3), I had problems because the corresponding map P was not of type (1.7). In fact P had an expansion of the form
where , 1 and , 2 are functions that can be determined from Ã p n and the limits h61. Later, in [19] , I found some examples that show that, without further assumptions on , 1 and , 2 , one cannot expect invariant curves for mappings in the class (1.8). The main idea in [19] was to look at (1.8) as a numerical scheme approximating the differential equation
With the same point of view one realizes that the functions , 1 , , 2 coming from an equation of type (1.3) satisfy some additional properties. In particular, the orbits of (1.9) are closed in that case. This observation leads to a result on the existence of invariant curves for certain mappings in the class (1.8). This result is important for the paper because it is applicable to the mapping induced by the equation (1.5) and allows us to conclude the proof. The result of the paper is organized as follows. § 2. Remarks on Theorem 1.1. § 3. Invariant curves of mappings with small twist. § 4. Boundedness and oscillation. § 5. Spaces F n r. § 6. Estimates for the linear equation. § 7. Proof of Theorem 1.1. Section 2 contains some variants of Theorem 1.1 together with some consequences that can be derived from the proof. In particular, there are results on the existence of subharmonic and recurrent solutions. The section concludes with a mechanical interpretation. The existence of invariant curves of mappings of the class (1.8) is studied in § 3. The main result of the section is the variant of the small twist theorem. The proof is a combination of techniques developed in different papers [16, 6, 25, 1] and all the details are given. The remaining sections contain auxiliary results that are employed in § 7. In § 4 it is shown that a solution of (1.5) is bounded whenever the velocities at the successive zeros are bounded. This characterization is similar to Proposition 4.2 in [18] . However, the piecewise linear function in [18] had only one corner point and this fact made the proof simpler. Section 5 contains a study of the class of functions F Fv; r that decay at in®nity like a negative power of r. It is an adaptation of some ideas from [5] and is useful for working with in®nitesimals in algebraic terms. Section 6 deals with the linear equation of the forced harmonic oscillator and studies the distance between successive zeros of solutions of large amplitude. Finally, in § 7, the mapping P is constructed and the proof of Theorem 1.1 is completed.
My interest in the connection between the condition of Lazer and Leach and the problem of boundedness developed after a visit of Alan Lazer to the University of Granada and this paper is in debt to him. Also I thank Carles Simo Â for several conversations, where he explained to me different aspects of the theory of twist mappings and invariant curves. The proof of the theorem will give additional information on the growth properties of solutions. For example, the solutions are equi-bounded in the sense of [26] . This is understood in the following sense. Given g > 0 there exists G > 0 such that if a solution of (1.5), xt , satis®es
From this property one can deduce that most solutions have the property of weak recurrence.
To give a precise statement of this fact some terminology is needed. Let S denote the set of solutions of (1.5). A property (P) is said to be satis®ed by almost every solution if for some T P R the set R 2 À P T is of Lebesgue measure zero, where P T fxT ; Ç xT : x P S; x satisfies Pg:
The choice of the time T in this de®nition is irrelevant because the¯ow associated to the equation is Lipschitz-continuous and maps P T 1 onto P T 2 for each T 1 and T 2 .
A solution x of (1.5) is Poisson stable if there exists a sequence of integers fj n g n P Z with j n 3 61 as n 3 61 such that
uniformly with respect to t P 0; 2p. This de®nition, natural for periodic equations, is slightly different from the de®nition given in [23, p. 124] . The de®nition in [23] seems more appropriate for non-periodic differential equations. 
Then Ã B is an open set, containing B, that is invariant by P and has ®nite measure. In fact, the equi-boundedness stated at the beginning of the section implies that Ã B is bounded. Now we apply the Poincare Â recurrence theorem on Ã B to deduce that almost every point y y 1 ; y 2 in Ã B is Poisson stable with respect to P; that is, y belongs to the alpha and omega limit sets of the orbit fP n yg n P Z . From continuous dependence we can deduce that the solution with initial conditions x 0 y 1 and Ç x0 y 2 is Poisson stable. The proof of the theorem also has several implications for the dynamics of the equation in a neighbourhood of in®nity. These follow from the theory of twist mappings. As an example we state a result on the existence of subharmonic solutions. Corollary 2.2. In the situation of Theorem 1.1 there exists « > 0 such that for every rational number, expressed as p=q in lowest terms, satisfying
there exists a periodic solution of (1.5) with period 2pp and exactly 2nq zeros in the interval 0; 2pp. This result follows from the proof of Theorem 1.1 in the same way as Theorem 5.2 is obtained from Theorem 4.1 in [18] . It is also possible to obtain results on the existence of quasi-periodic solutions and the reader is referred to [18] for similar results.
It is not clear whether a regularity condition like p P C 5 is essential or not for the conclusion of the theorem. However, using an approach as in [20, 21] it seems possible to obtain results along the line of Corollary 2.2 without imposing regularity on p. The ideas in the proof of the theorem can be applied to other non-linearities that are piecewise linear. For example, the theorem remains valid for the equation
Perhaps, with more care, one could extend the theorem to any piecewise linear function with a ®nite number of corner points.
We ®nish the section with a mechanical interpretation of the main result. We follow [4] . Let us consider a mass attached to two linear springs in such a way that one of them has stops. This means that the spring does not exert any force in a certain clearance around the origin. See Figure 1 .
The equation modelling the forced oscillations of this mass is
where p is the external force and f « is given by
To eliminate parameters assume that m 1; pt A cos t A P R: 386 rafael ortega Next we impose
so that when « 0 there is a resonance situation and the motions are unbounded unless A 0. If « > 0, the rescaling x «y transforms the equation into an equation of the form (2.1) with n 1 and L k 2 . Thus, (1.6) becomes
and in such a case the motions are bounded. This result proves that`stops' can be useful to avoid resonance.
Invariant curves of mappings with small twist
Let A S 1´ a; b be a ®nite cylinder with universal cover A R´a; b. The coordinates in A and A are denoted by v; r and v; r respectively, and the circle S 1 is identi®ed to the quotient space R=2pZ. Functions de®ned on A will be identi®ed to functions de®ned on A and satisfying the periodicity condition Fv 2p; r Fv; r for all v; r P A:
In this section we consider mappings
and we look for invariant curves of f . By an invariant curve we understand a Jordan curve G Ì A that is homotopic to the circle fr constantg and satis®es f G G.
It is clear that, without further assumptions, we cannot expect invariant curves. For instance, the translation f v; r v; r r 0 , with r 0 T 0, has no invariant curves. To avoid such a situation we always assume that f has the intersection property. By this we mean that every Jordan curve G Ì A that is homotopic to the circle fr constantg satis®es f G Ç G T 0 = . Besides the intersection property we shall assume that f is a continuous mapping that is one-to-one and isotopic to the identity. We sum up all these properties by saying that f belongs to the class MA.
A lift of f will be denoted by
and we shall assume that f can be expressed in the form
where N is an integer, d P 0; 1 is a parameter, and , 1 , , 2 , J 1 and J 2 are functions satisfying
In addition we assume that there exists a function I: A 3 R satisfying I P C 6 A; ¶I ¶r v; r > 0 for all v; r P A; 3:4 These functions are continuous and increasing. Moreover, Ir < Ir for all r P a; b. We now state the main result of this section.
Theorem 3.1. Let f P MA be such that (3.1), (3.2) and (3.3) hold. Assume in addition that there exist a function I satisfying (3.4), (3.5) and numbers Ä a, Ä b with
Then there exist « > 0 and D > 0 such that if d < D and
the map f has an invariant curve.
The constants « and D depend on a, b, Ä a, Ä b, , 1 , , 2 and I. In particular « is independent of d.
Remarks. 1. The restriction of f to the invariant curve G is an orientationpreserving homeomorphism of G and therefore we can assign to it a rotation number r rG P S 1 . The proof of the theorem will show that r tends to 0 as d 3 0. Also, it follows from the proof that the invariant curve has the form r mv, where m P C 3 S 1 .
The change of variables Ä
v Àv, Ä r r shows that the condition (3.2) in the theorem can be replaced by
3. It is not necessary to assume in the statement of the theorem that f is a mapping that is one-to-one and isotopic to the identity because, for small d, this follows from the remaining conditions. In other words, the assumption f P MA can be replaced by the weaker condition: f has the intersection property.
Before going into the details of the proof it is convenient to explain the main ideas. The existence of an invariant curve is a property that is preserved by topological conjugacy and we intend to perform a change of variables that reduces (3.1) to the case , 1 , 1 r and , 2 0. The standard versions of the small twist theorem [16, 6] can be applied to this case.
To motivate the change of variables we use ideas similar to those in [19] . Since the functions J 1 , J 2 can be made arbitrarily small, we can think that, for N 0, (3.1) is a numerical scheme approximating the continuous¯ow Ç v , 1 v; r; Ç r , 2 v; r:
From (3.5) we deduce that I is a ®rst integral of the system. Let vt ; rt be a solution of (3.8) with initial condition v0 v 0 , r0 r 0 , Ä a < r 0 < Ä b. Then IÄ a < Ivt ; rt : I 0 < I Ä b and, from (3.6), we deduce that the corresponding orbit cannot touch the boundary of A. Thus, the solution can be continued to À1; 1 and satis®es a < rt < b for each t. Also, from (3.2), we deduce that Ç v is uniformly positive. The orbit r rv is de®ned in an implicit way by the functional equation
Moreover v vt is de®ned by
These computations lead us to conclude that vt ; rt is periodic in a generalized sense; that is, rt T rt ; vt T vt 2p for all t P R;
with T TI 0 de®ned by
It is now easy to draw the phase portrait of (3.8) in the strip Ä a < r < Ä b. See Figure 2 .
The periodicity of , 1 and , 2 allows us to consider the¯ow (3.8) on the cylinder S 1´R . The previous remarks show that there exists a continuum of closed orbits lying in the interior of A. Therefore, it is reasonable to expect that, when d is small, the difference scheme (3.1) will have invariant curves that are perturbations of some of these closed orbits.
To substantiate these ideas we shall construct a change of variables v; r 3 t; I that maps circles r constant onto the closed orbits of (3.8). The same idea is employed in [25] and [1] . In the new variables, that are essentially the same as the`energy-angle' variables in mechanics, the map becomes
where qI is the frequency function de®ned by
Since q has a positive derivative, we can conclude the proof by applying the small twist theorem. We now go into the details of the proof, which we divide into several steps.
1.
A general framework for changes of variables. We describe in abstract terms a situation that will be encountered several times in the proof.
Let A 0 S 1´ a; b and A i S 1´ a i ; b i for i 1; 2; be three ®nite cylinders with universal covers A 0 and A i . Let f : A 0 3 S 1´R be a mapping and h: A 0 3 S 1´R a homeomorphism from A 0 onto its image hA 0 Ì S 1´R . We assume that the following conditions hold:
In this setting the mapping
is well de®ned. We cannot say that g is conjugate to f in the standard sense but this weak conjugacy is suf®cient to guarantee that invariant curves and the intersection property are preserved by the change of variables h. We state these facts in a formal way.
Lemma 3.2. In the above setting, g has the intersection property in A 2 . Moreover, if S is an invariant curve of g, then G h À1 S is an invariant curve of f .
All these considerations can also be made at the level of the lifts f , h and g.
2.
The new coordinates. For each v P R and h P R with Iv; a < h < Iv; b we denote by R Rv; h the unique solution of
Iv; R h:
The implicit function theorem and (3.4) imply that R is well de®ned and of class C 6 . Moreover, R is 2p-periodic in v and satis®es Rv; Iv; r r for all v; r P A:
The domain of R certainly contains the strip fv; h: Ia < h < Ibg:
Next we de®ne the period function
This function is of class C 6 , positive and has a negative derivative, namely
(Notice that ¶R= ¶h ¶I = ¶r À1 > 0.) The frequency function is de®ned by
This is a positive function with positive derivative.
Next we consider the region Ä A fv; r: v P R; Ä a < r < Ä bg and de®ne the function
It follows from (3.6) that it is well de®ned. Moreover, it is of class C 6 and satis®es Kv 2p; r Kv; r TIv; r for all v; r P Ä A:
The
From (3.5) we obtain
Finally, we de®ne t: Ä A 3 R; tv; r qI v; rKv; r:
This function is of class C 6 and satis®es tv 2p; r tv; r 2p for all v; r P Ä A:
3:13
A direct computation shows that
All the functions previously de®ned have an interpretation in terms of the differential equation (3.8) . For each h the equation r Rv; h describes an orbit with period Th and frequency qh. Given v; r, the quantity Kv; r is the time employed by an orbit to go from the vertical axis v 0 to the point v; r.
We can now de®ne the mapping
The periodicity of I and (3.13) imply that W satis®es Wv 2p; r Wv; r 2p; 0 for all v; r P Ä A:
3:16
Therefore W is the lift of a mapping W: Ä A 3 S 1´R . The next result shows in particular that W is a change of variables.
Lemma 3.3. Let W be de®ned by (3.15). Then: 
It remains to prove that W is a local diffeomorphism at each point, but this is a consequence of the inverse function theorem. From (3.5) we obtain I v À, 2 =, 1 I r and combining this with (3.14) we are led to
(ii) Given t 0 ; I 0 with Ia 1 < I 0 < Ib 1 , we deduce that
We also recall the identity Iv; Rv; I 0 I 0 :
The function jv : tv; Rv; I 0 satis®es jv 2p jv 2p for each v P R. This implies that jv 3 61. Let v 0 P R be such that jv 0 t 0 and de®ne r 0 Rv 0 ; I 0 . It is clear that Wv 0 ; r 0 t 0 ; I 0 and therefore t 0 ; I 0 belongs to
(iii) From (3.16) we deduce that w 1 and w 2 are periodic in v. Since W
À1
satis®es a similar condition, w 1 and w 2 are also periodic. The estimates on kw i k C 6 Ä A follow from the corresponding estimates for the functions I and t. To obtain the estimates on kw i k C 6 A Ã we use the chain rule and write the ®rst-order derivatives in the form
The estimates on the ®rst-order derivatives of w 1 and w 2 follow from the corresponding estimates for w 1 , w 2 and (3.17). The higher-order derivatives can now be estimated by induction.
3. The new mapping. We want to express the mapping f in terms of the new variables t; I . To do this we use the general framework for changes of variables.
Let a 1 , b 1 be ®xed numbers satisfying the conditions in (ii) of Lemma 3.3. These numbers exist because I Ir and I Ir are continuous functions. In fact they can be chosen arbitrarily close to Ä a and Ä b respectively. De®ne
A 2 A Ã ft; I : t P R; Ia 1 < I < Ib 1 g:
By construction, (3.9) and (3.10) hold for h W. To satisfy (3.11) we need to restrict the size of J 1 , J 2 and d. From now on we assume that
and de®ne
A computation based on (3.1) shows that (3.11) holds if 0
We can now de®ne g:
After a further restriction on the size of D 1 we can assume that if 0 < d < D 1 then g is the lift of a mapping g P MA 2 . 
Here k is a constant and m: 0; D 1 3 0; 1 is a monotone function such that lim d 3 0 md 0. Both k and m are independent of d and J 1 , J 2 .
To prove this proposition we need some preliminary results. Given a function F: Ä A 3 R we de®ne
A, a modulus of continuity of F is a function m: 0; 1 3 0; 1 that is monotone and satis®es lim « 3 0 m« 0; and jFv 1 ; r 1 À Fv 2 ; r 2 j < m« for each v 1 ; r 1 ; v 2 ; r 2 P Ä A, with jv 1 À v 2 j < « and jr 1 À r 2 j < «:
(It will be convenient to assume that the modulus of continuity satis®es m« > « for all « P 0; 1.) Sometimes we make explicit the dependence of m on F and write m m F . Given F P C p Ä A, with p > 1, m p; F will be a common modulus of continuity of F and all its derivatives up to order p. where K depends on kF k C 6 Ä A .
Proof. We prove by an induction argument that for each l 0; 1; 2; 3; 4; 5 and F P C l 1 Ä A the identity (3.19) holds with
where K l depends on kF k C l 1 Ä A . Assume l 0. We ®rst notice that (3.1) and (3.18) imply that
The mean value theorem applied to F leads to
Combining this estimate with (3.1) we obtain
and estimate (3.21) follows for l 0. We now prove that (3.21) is also valid for l > 1 when it holds for 0; . . . ; l À 1. First we apply the induction hypothesis to ¶F = ¶v and ¶F = ¶r to obtain
where
The remainder R 3 satis®es an estimate of the form Proof of Proposition 3.4. We apply the previous lemma to the functions av; r tv; r À v and Iv; r and obtain, in A 1 ,
@ where R 1 , R 2 satisfy (3.20). From (3.14) and (3.5), Ç t q ± I and Ç I 0. Thus t Ã v; r tv; r dqI v; r d R 1 v; r; I Ã v; r I v; r dR 2 v; r:
The mapping W ± f : A 1 3 R´R is given by W ± f v; r t Ã v; r; I Ã v; r and, denoting by t; I the independent variables in A 2 , we have gt; I t Ã W À1 t; I ; I Ã W À1 t; I :
This identity together with (3.22) allows us to obtain the expansion of the proposition with S i R i ± W À1 . Now apply Proposition 2.4.3 in Chapter IV of [6] to deduce the estimate
where C only depends on A 0 , A 1 and A 2 . An application of Lemma 3.3 ends the proof.
4. The small twist theorem. We now give a version of the small twist theorem that is inspired by Theorem 3 in [16] .
Theorem 3.6. Let f P MA be a mapping with a lift f that can be written in the form v H v 2Np dar f 1 v; r; r H r df 2 v; r;
where d P 0; 1 is a parameter and a P C 5 a; b; da dr r > 0 for all r P a; b;
Then there exists « > 0 such that if
This theorem can be obtained as a consequence of the results in [6, Chapter IV, § 5.7] . We now present a detailed proof, starting with a particular case. 
Now, if r P a; b, then R belongs to an interval that contains À1; 1 and we can apply the proposition in [6, Chapter IV, § 5.7] (see also the remark at the end of Chapter IV, § 5.9). When F is C 4 -small there exists a translated curve with rotation number a. Since the mapping v; R 3 v H ; R H has the intersection property, the translated curve is really an invariant curve. Notice that in this case we have not imposed any restriction on the size of d. Also, the invariant curve has the form r Jv with J P C 3 S 1 and the rotation number satis®es krGk < 1 2 1 ja bjd where k ? k denotes the group distance in R =2pZ.
Proof of Theorem 3.6. We can assume that
where « 0 is a ®xed positive constant satisfying 
We use again the framework for changes of variables and, for this purpose, we de®ne
These strips have a uniformly positive width in view of (3.25) . In fact
Moreover, A 2 Ì hA 1 because if v; r P A 2 and r Ã rv; r, then
which implies that a « 0 < r < b À « 0 . In addition we have f A 1 Ì A and so we can de®ne
This can be expressed in the form 
where v l v lar lf 1 v; r; r l r lf 2 v; r; r Ã rv; r:
This formula implies that F P C 4 A 2 and
where k depends on « 0 and kak C 5 a ; b .
We can now apply the previous lemma to conclude the proof.
Proof of Theorem 3.1. The proof is now a consequence of Theorem 3.6. We apply the latter to the mapping described in Proposition 3.4 to ®nd an invariant curve of g W ± f ± W À1 in A 2 . According to [6] this curve has rotation number a 0 and can be expressed in the form I wt, where w is a 2p-periodic function of class C 3 such that w H is small. The invariant curve of f is de®ned implicitly by the equation I v; r wtv; r:
It also has rotation number a and the implicit function theorem together with (3.4) prove that it can be explicitly described as r mv. This proves the ®rst remark after Theorem 3.1.
Boundedness and oscillation
We characterize bounded solutions of (1.5) in terms of the velocities at successive zeros. Let xt be a given solution of (1.5) and denote by Z x the set of zeros; that is, Z x ft P R: xt 0g: De®ne the number vx : supfj Ç xt j: t P Z x g with the conventions vx 0 if Z x 0 = and vx 1 if the set of velocities fj Ç xt j: t P Z x g is unbounded.
Proposition 4.1. For each g > 0 there exists G > 0 such that every solution x t with vx < g also satis®es
A related result for a different piecewise linear equation has already been obtained in Proposition 4.2 of [18] ; however the proofs are different and we give the details.
The non-linearity of h L has effect only on those solutions that cross the lines x 61. This remark leads to the following de®nition. A solution xt is of linear type if it satis®es one of the following conditions:
(a) jxt j < 1 for all t P R; (b) xt > 1 for all t P R; (c) xt < À1 for all t P R. Before the proof of the proposition we need some preliminary results on solutions of linear type.
Lemma 4.2. Let xt be a solution of (1.5) such that for some t P R one of the following conditions holds:
(i) jx t j < 1 for all t > t;
(ii) jx t j > 1 for all t > t. Then xt is of linear type.
Proof. We ®rst discuss alternative (ii). Assume, for instance, that xt > 1 for all t > t. Then xt satis®es, in t; 1, the linear equation
Since x t has a lower bound in t; 1, we must be in a non-resonant situation; that is, 2p 0 pt e i n t dt 0:
(Notice that if this integral were different from zero, then every solution of the linear equation should satisfy lim sup
In consequence, the Fredholm alternative implies that xt is 2p-periodic and so x t > 1 on the whole real line. When (i) holds, x t satis®es in t; 1,
If n 2 L is a perfect square, the previous reasoning again applies. Otherwise (4.2) has a unique 2p-periodic solution wt and so xt wt A cos qt À f with A > 0, f P R and q 2 n 2 L. Thus xt is quasi-periodic and this implies that the inequality jx t j < 1 must be valid on the whole line.
Lemma 4.3. There exists M > 0 such that every solution of (1.5) that is of linear type satis®es
Proof. We discuss the case xt > 1. The proof of the previous lemma shows that all solutions of (4.1) are 2p-periodic. Let wt be a ®xed solution of (4.1). Then xt wt A cos nt À f with f P R and A > 0. In particular, jxt j j Ç xt j < jwt j j Ç wt j A1 n:
To obtain a bound of A we evaluate x t at t 0 p=n f and get
which implies that A < kwk 1 À 1.
Proof of Proposition 4.1. Let xt be a given solution of (1.5) with vx < g. We want to obtain a uniform bound on jxt j j Ç xt j. If xt is of linear type, the existence of a bound is a consequence of Lemma 4.3. If x t is non-linear, we consider the sets S 0 ft P R: jxt j < 1g; S 1 ft P R: xt > 1g; S À1 ft P R: xt < À1g:
It is enough to obtain a bound for t P S 0 È S 1 È S À1 . These three sets are open and it follows from Lemma 4.2 that they cannot contain an in®nite interval. In consequence, each of them can be expressed as a disjoint union and we again apply [18, Lemma 4.3] . In this way we get the bound
where G 0 only depends on g.
To ®nish the proof let us show how to obtain a bound for S 1 (the bound for S À1 is similar). Given I m ; 1 , let t m be one of the two points in ¶I m ; 1 . Then xt m 1 and either Ç xt m 0 or we can say that t m also belongs to ¶S 0 . In consequence
Applying again [18, Lemma 4.3] we obtain a bound for I m ; 1 and it only depends on G 0 .
The spaces F n r
In this section we follow ideas of Dieckerhoff and Zehnder in [5] and introduce the class of functions F n r for each n 0; 1; . . . ; 1 and r P R.
We say that a function F Ft; v belongs to F n r if F P C n M n for some n > 0 and sup
for each multi-index a a 1 ; a 2 P N 2 with jaj a 1 a 2 < n. Here,
The function Ft; v btv r is an example of a function in F n r if b is bounded and has continuous and bounded derivatives up to order n.
Functions in F n r can have different domains because M n depends on F; however the sum and product of functions in F n r can be de®ned in an obvious way. The next lemma is similar to Lemma 1 in [5] and summarizes some algebraic properties of F n r.
(ii) If F 1 P F n r 1 and F 2 P F n r 2 , with r 1 < r 2 , then F 1 F 2 P F n r 2 .
(iii) If F 1 P F n r 1 and F 2 P F n r 2 then F 1´F2 P F n r 1 r 2 .
Next we present several results on the class F n r that will be important for the rest of the paper. If F P F n r with r < 0 then J ± F P F n r or J ± F P F n 2r, respectively.
Proof. Let us assume ®rst that J0 0. We prove the result by induction on n. For n 0 the conclusion follows from the estimate jJ ± F j < LjF j;
where L is a Lipschitz constant for J. Next we assume that the conclusion is valid for n > 0 and prove that if F P F n 1 r then J ± F P F n 1 r. It will be suf®cient to prove that ¶J ± F ¶t
This is immediate once one has shown that J H ± F belongs to F n 0. De®ne f J H À J H 0. Applying the induction assumption, we have f ± F P F n r and J H ± F J H 0 f ± F P F n 0. Let us now assume that J0 J H 0 0. If F P F n r, we already know that
Thus,
Lemma 5.3. Assume that G P F n 0 and F P F n À1. Then the function 1=v G F can be expressed in the form
Proof. De®ne
These satisfy J0 0, w0 w H 0 0. From Lemma 5.1 we deduce that G =v P F n À1 and from Lemma 5.2,
In consequence F =v G P F n À2. We again apply Lemma 5.2 to deduce that JF =v G P F n À2 and wG=v P F n À2. The result now follows from the algebraic identity
Lemma 5.4. Let R 1 ; R 2 P F n 0 be given. For each F P F n r de®ne
Proof. We use induction on n. If n 0,
where C : sup v À r jFt; vj and v H v R 2 . Since v=v H is bounded as v 3 1, we conclude that F Ã P F 0 r. Assume now that the conclusion is valid for some n > 0 and let us prove that it also holds for n 1. That means that we assume that F P F n 1 r and R 1 ; R 2 P F n 1 0 and, since we already know that F Ã belongs to F 0 r, we have to prove that ¶F Ã ¶t P F n r; ¶F Ã ¶v P F n r À 1:
We know that ¶F ¶t P F n r; ¶F ¶v P F n r À 1 and
Applying the chain rule we obtain ¶F Ã ¶t ¶F ¶t
These identities lead to the conclusion because the induction assumption implies that ¶F ¶t
Lemma 5.5. Assume that p P C n 1 S 1 and F P F n r with r < 0. De®ne Gt; v pt Ft; v À pt: Then G P F n r.
Proof. Again we prove the result by induction on n. For n 0 we have
implying that G P F 0 r. Assume now that the result holds for some n > 0 and let us prove it for n 1. Assuming F P F n 1 r and p P C n 2 S 1 we shall prove that ¶G ¶t P F n r; ¶G ¶v P F n r À 1:
By induction we can deduce that p H t F À p H t P F n r and Lemma 5.4 implies that p H t F P F n 0. The conclusion is now easily obtained.
Estimates for the linear equation
In this section we consider the linear equation
where q > 0 and f P C n S 1 with n > 0. As in [18] , we follow the lines of [2] and denote by xt; t; v the solution of (6.1) satisfying the initial conditions xt; t; v 0; Ç xt; t; v v where t; v P R 2 . Assuming that v T 0 we use the notation Ã t; Ã v to denote the ®rst zero of xt; t; v to the right of t and the corresponding velocity; that is, Ã t > t and xÃ t; t; v 0; xt; t; v T 0 for all t P t; Ã t; Ç xÃ t; t; v Ã v:
In § 2 of [18] it is proved that Ã t and Ã v are well-de®ned functions of t; v. The so-called successor mappings are de®ned by
These mappings are one-to-one and satisfy
Moreover, it follows from Proposition 3.1 in [18] that there exists Ã n > 0 such that S is of class C n 1 in ft; v: v > Ã ng, and S À is of class C n 1 in ft; v: v < ÀÃ ng. In a similar way and given t; v P RProposition 6.1. (i) The mapping Ã t; Ã v S t; v has the expansion
(ii) The mapping Ä t; Ä v J t; v has the expansion
Remark. Similar expansions are also valid for S À and J À . They can be obtained from the previous proposition and the change of variables y Àx in (6.1).
Proof. The proofs for S
and J use similar ideas and we shall only give the details for (i). Let us use induction on the class of f . First we assume only that f is continuous n 0 and apply the results of § 3 in [18] . From Lemma 3.4, we know that Ã t t p=q F 1 t; v; where F 1 P F 0 À1; 6:3 and, from Lemmas 3.5 and 3.7, we obtain for large v, 
Combining the de®nitions of j, j 0 and k, k 0 with (6.3) we deduce that
Next we apply Lemma 5.2 to Jy y À arcsin y, F 1=vj and, since J0 J H 0 0 and
and the expansion for Ã t follows from this identity and (6.4). To get an analogous result for Ã v we apply Lemma 5.2 with Jy 1 À y 2 p À 1 and prove that Jj =v P F 0 À2. The expansion of Ã v is a consequence of the identity
Once we have proved the result for n 0, it remains to show that the expansion is valid for n 1 if it is valid for n. This induction proof is similar to the proof of Proposition 3.3 in [18] . However, there are some subtleties that did not appear in [18] and for this reason we give the details. As in [18] the proof is divided into several steps. The use of the spaces F n r will simplify them. From now on we assume that (i) is valid for some n > 0 and f P C n 1 S 1 .
Step I. We prove that
cos qÃ t À t À1 Kt; v; with S; K P F n À2:
The induction assumption implies that the function Ft; v Ã t À t À p=q belongs to F n À1 (notice that j 0 P F n 3 0). We apply Lemma 5.2 with Jy sin qy=q À y to obtain J ± F P F n À2. The ®rst identity follows from this while the second identity is proved in a similar way.
Step II. Next, we show that
This step is a consequence of the induction assumption and Lemma 5.3.
Step III. We need to know that ¶x ¶t
We know from [18] or by a direct computation that ¶x ¶t Ã t; t; v Àv cos qÃ t À t À f t sin qÃ t À t q and the ®rst identity is a consequence of Step I. The second and fourth identities are proved in a similar way from the facts that ¶x ¶v Ã t; t; v sin qÃ t À t q ; ¶ Ç x ¶v Ã t; t; v cos qÃ t À t:
and the third identity holds with D 3 q 2 vS À f K.
Step IV. We prove that ¶ Ã t ¶t 1 1 qv j H 0 t R 1 t; v; with R 1 P F n À2; ¶ Ã t ¶v À 1 qv 2 j 0 t R 2 t; v; with R 2 P F n À3:
for some t P R and v P R. Then x is also a solution of the integral equation Given T > 0, the previous identities lead to the estimates xt v sin nt À t n O1; Ç xt v cos nt À t O1; as v 3 1; uniformly in t P R, t P t; t T . Thus, for large values of v, 1=vxt is close to sin nt À t=n in C 1 t; t T and it is possible to ®nd n > 0 such that if v > n then xt has 2n consecutive zeros t t 0 < t 1 < t 2 < . . . < t 2 n that are non-degenerate and close to the zeros of sin nt À t=n. From the equation (1.5) we also deduce that 1=vxt is also close to sin nt À t=n in C 2 t; t T . In consequence we can also assume that xt has a unique critical point t i in t i ; t i 1 , where Ç xt i 0, with jxt i j > 1. This implies that the solution crosses the line x À1 i exactly twice in the interval t i ; t i 1 and we denote these crossings by t Ã i < Ã t i 1 . Figure 3 illustrates the case n 1.
We also use the notation We apply the expansion of S with q 2 n 2 , f p À L n 2 , and obtain where Q max L 1 =min L 1 . Thus Theorem 3.1 can be applied to deduce that P has an invariant curve in A d when d is very small. (Here we are also using the remarks after Theorem 3.1.) To complete the proof we take a decreasing sequence d m 5 0 satisfying ld m 1 < d m and apply the previous conclusion with d d m .
7.6. Conclusion. We use the notation of § 4. Let xt be a solution of (1.5). It follows from Proposition 4.1 that xt is bounded if vx is ®nite. We can sharpen this result a little if we use the quantity v x supf Ç xt : t P Z x g: Lemma 7.7. Let xt be a solution of (1.5) such that v x < 1. Then xt is bounded.
This result is a consequence of Lemma 7.2 and Proposition 4.1. It remains to prove that v x is ®nite for every solution. For this purpose we consider a solution with v x > max m 0 and the regions R m ft; v: m m t < v < m m 1 tg; for m 0; 1; 2; . . . :
We can ®nd t 0 P R and v 0 > 0 such that xt 0 0, Ç xt 0 v 0 and t 0 ; v 0 P R M for some M. Since R M is invariant under P, we deduce that all the zeros of xt are non-degenerate and can be arranged in an increasing sequence ft m g m P Z with t m 3 61 as m 3 61. Moreover, if we use the notation v m Ç xt m , the points t 2 n m ; v 2 n m lie in R M for each m P Z. Thus, the sequence fv 2 n m g m P Z is bounded. We have not yet obtained a bound on v x but using Lemma 7.2 it is easy to obtain the identity v 2 n m 2 k v 2 n m O1; for k 1; . . . ; n À 1; m P Z:
This implies that the whole sequence fv 2 m g is bounded and therefore v x is ®nite.
