Introduction {#Sec1}
============

Fractures are ubiquitous in crustal rocks in the form of faults, joints and veins, etc. These naturally occurring discontinuities often comprise complex networks and dominate hydromechanical processes in the subsurface (Zimmerman and Main [@CR61]; Lei et al. [@CR25]). The understanding of the nontrivial effects of natural fractures on the bulk properties of highly disordered geological media is important for many engineering applications including groundwater management, petroleum recovery, geothermal production and radioactive waste disposal (Rutqvist and Stephansson [@CR46]).

Discrete fracture networks (DFNs) are often used to mimic naturally faulted or jointed geological systems (Dershowitz and Einstein [@CR9]). Compared to the conventional dual porosity model (Warren and Root [@CR52]) and analytical solution for mathematically idealised discontinuity networks (Oda [@CR39]), the DFN approach has the advantage of explicit representation of fracture geometries together with specific description of their hydraulic transmissivities (Liu et al. [@CR28]). The equivalent permeability tensor of a finite-sized fracture system can be derived from steady-state fluid flow simulations (Lang et al. [@CR18]) and further used for larger-scale assessments (Blum et al. [@CR8]). The equivalent permeability here is defined as a constant tensor in Darcy's law to represent bulk flow in a heterogeneous medium (Renard and de Marsily [@CR44]). It is different from the notion of effective permeability that is considered as an intrinsic material property based on the existence of representative elementary volume (REV) at a large homogenisation scale.

During the past few decades, the impact of stress on the permeability of fractured sedimentary rocks has been extensively studied based on two-dimensional (2D) fracture network models with the out-of-plane stress (perpendicular to the bedding interface) effect omitted (Zhang et al. [@CR59]; Zhang and Sanderson [@CR58]; Sanderson and Zhang [@CR47], [@CR48]; Latham et al. [@CR19]; Lei et al. [@CR21], [@CR23]). However, whether the effect of the out-of-plane stress is negligible may need to be examined through three-dimensional (3D) analysis. Due to the difficulties (e.g. low efficiency and meshing problem) in 3D computations, there are very few attempts to model stress-dependent fluid flow in 3D fractured rocks, an exception being a recent study by Lei et al. ([@CR22]) which was based on an idealised 3D geometry. For more realistic fracture networks with finite-sized, non-planar discontinuities, the hydromechanical behaviour can be very different and (probably) more complex. Under in-situ stresses, finite-sized fractures aligned with the maximum principal stress direction may open and even propagate due to the high tensile stresses localised at their tips (Pollard and Segall [@CR43]); furthermore, the sliding of pre-existing discontinuities can generate stress concentration at their ends and trigger the formation of wing/secondary cracks (Willemse and Pollard [@CR53]). These new cracks may link pre-existing structures to form critical fluid pathways and result in an enhanced connectivity and permeability. All of these features may need to be appropriately considered in 3D simulations.

The objective of this paper is to explore the effects of polyaxial (true-triaxial) in-situ stresses on the equivalent permeability of a 3D fractured rock layer embedded with realistic joint sets. In the rest of the paper, the numerical method is briefly described, then a 3D deterministic DFN is constructed for a thin-bed limestone layer and a series of numerical experiments is designed for various polyaxial stress conditions. The simulation results about the effects of stress magnitude and orientation on the equivalent permeability of the fractured layer are presented. Finally, there is a short discussion and conclusions are drawn. This paper will mainly focus on the stress effect, whereas the complex scale effect is beyond the current scope.

Numerical methods {#Sec2}
=================

Finite-discrete element method (FEMDEM) {#Sec3}
---------------------------------------

The numerical method used for geomechanical modelling is the combined finite-discrete element method (FEMDEM; Munjiza [@CR34]). Extensive developments and applications of the FEMDEM method have been conducted in the past decade or so with different versions having emerged such as the code collaboratively developed by Queen Mary University of London (UK) and Los Alamos National Laboratory in the USA (Munjiza et al. [@CR37], [@CR38]; Rougier et al. [@CR45]), the Y-Geo and Irazu by the University of Toronto, Canada (Mahabadi et al. [@CR31]; Lisjak and Grasselli [@CR26]; Lisjak et al. [@CR27]), and the Solidity platform by Imperial College London (Xiang et al. [@CR55], [@CR56]; Guo et al. [@CR14]; Lei [@CR20]; Lei et al. [@CR24]). The FEMDEM model that accommodates the finite strain elasticity coupled with a smeared crack model is able to capture the complex behaviour of fractured rocks involving deformation, displacement, rotation, interaction, fracturing and fragmentation. The principles of the 3D FEMDEM model for solving stress, deformation and interaction as well as fracture propagation are similar to those of the 2D model as presented in the literature (Latham et al. [@CR19]; Lisjak and Grasselli [@CR26]; Lei et al. [@CR24]). Here, only some adaptations to 3D problems are described.

The FEMDEM model represents a 3D fractured rock using a fully discontinuous mesh of four-noded tetrahedral finite elements and six-noded joint elements. Each tetrahedral element is connected with four joint elements and each joint element is linked to two tetrahedral volumes (Fig. [1](#Fig1){ref-type="fig"}). There are two types of joint elements (Lei et al. [@CR24]): (1) broken joint elements which are placed along existing fractures (Fig. [1](#Fig1){ref-type="fig"}a), and (2) unbroken joint elements which are embedded inside the matrix (Fig. [1](#Fig1){ref-type="fig"}b) and may transform to broken ones as new fractures propagate under stress concentration. Both broken and unbroken joint elements are used in the FEMDEM model and inserted between the facets of tetrahedral element pairs before the simulation. No remeshing is performed in later computation.Fig. 1Two neighbouring tetrahedral finite elements linked by **a** a broken joint element or **b** an unbroken joint element in the 3D FEMDEM model

The motions of finite elements are governed by the forces acting on elemental nodes and the governing equation is given by (Munjiza [@CR34]):$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \mathbf{M}\ddot{\mathbf{x}}+{\mathbf{f}}_{\mathrm{int}}={\mathbf{f}}_{\mathrm{ext}} $$\end{document}$$where **M** is the lumped nodal mass matrix, **x** is the vector of nodal displacements, **f** ~int~ are the internal nodal forces induced by the deformation of triangular elements, **f** ~ext~ are the external nodal forces including external loads **f** ~l~ contributed by boundary conditions and body forces, cohesive bonding forces **f** ~b~ caused by the deformation of unbroken joint elements, and contact forces **f** ~c~ generated by the contact interaction via broken joint elements. The solid response is modelled here in the context of Terzaghi's effective stress law (i.e. the boundary load has eliminated the effect of pore pressure). The deformation of the bulk material is captured by linear-elastic constant-strain finite elements with the continuity constrained by the bonding forces of unbroken joint elements (Munjiza et al. [@CR36]). The interaction of discrete matrix bodies is calculated based on the penetration of finite elements via broken joint elements (Munjiza and Andrews [@CR35]). The elasto-plastic fracturing of geological rock media is modelled by a smeared crack (i.e. cohesive zone) method that can capture the non-linear stress-strain behaviour of the plastic zone ahead of a fracture tip (Munjiza et al. [@CR36]). Such a crack propagation model has been recently implemented into the 3D FEMDEM formulation (Guo [@CR12]; Guo et al. [@CR13], [@CR14]). The equations of motion of the FEMDEM model are solved through an explicit time integration scheme based on the forward Euler method.

Joint constitutive model {#Sec4}
------------------------

A joint constitutive model (JCM), similar to the one for 2D FEMDEM (Lei et al. [@CR24]), is implemented into the 3D FEMDEM framework to simulate the deformation of rough fractures in response to normal and/or shear loading conditions. The non-linear closure of a broken joint element under compression is characterised by an empirical hyperbolic equation (Bandis et al. [@CR3]):$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {v}_{\mathrm{n}}=\frac{\sigma_{\mathrm{n}}{v}_{\mathrm{m}}}{k_{\mathrm{n}0}{v}_{\mathrm{m}}+{\sigma}_{\mathrm{n}}} $$\end{document}$$where *v* ~n~ is the current normal closure (mm), *σ* ~n~ is the local effective normal stress (MPa) that is derived from the Cauchy stress tensor of adjacent finite elements, *k* ~n0~ is the initial normal stiffness (MPa/mm), and *v* ~m~ is the maximum allowable closure (mm). Values of *k* ~n0~ and *v* ~m~ are given by (Bandis et al. [@CR3]):$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {v}_{\mathrm{m}}=-0.1032-0.0074\ \mathrm{JRC}+1.1350\times {\left(\frac{\mathrm{JCS}}{a_0}\right)}^{-0.2510} $$\end{document}$$where *a* ~0~ is the initial aperture (mm), JRC is the joint roughness coefficient, and JCS is the joint compressive strength (MPa). Coefficients derived from experimental measurements of numerous joint samples of five different rock types under a third loading cycle are adopted since in-situ fractures are considered more likely to behave in a manner similar to the third or fourth cycle (Barton et al. [@CR5]). These empirical equations and coefficients can statistically interpret the observed behaviour of the experimental samples under the specific testing conditions (Bandis et al. [@CR3]). However, attention may be needed if they are applied to actual engineering problems (Baghbanan and Jing [@CR1]). Both JRC and JCS are scale-dependent parameters (Bandis et al. [@CR2]) and their field-scale values, i.e. JRC~n~ and JCS~n~, can be estimated using (Barton et al. [@CR5]):$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathrm{JRC}}_{\mathrm{n}}={\mathrm{JRC}}_0{\left(\frac{L_{\mathrm{n}}}{L_0}\right)}^{-0.02\ {\mathrm{JRC}}_0} $$\end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {\mathrm{JCS}}_{\mathrm{n}}={\mathrm{JCS}}_0{\left(\frac{L_{\mathrm{n}}}{L_0}\right)}^{-0.03\ {\mathrm{JRC}}_0} $$\end{document}$$where *L* ~n~ is the field-scale effective joint length (i.e. size of a block edge between fracture intersections) defined by the spacing of cross-joints, JRC~0~ and JCS~0~ are measured based on the laboratory sample with length *L* ~0~.

During the shearing process under a normal compression, fractures contract first due to the compressibility of asperities and then dilate with roughness damaged and destroyed (Barton et al. [@CR5]). Dilational displacement can be related to the shear displacement using an incremental formulation given by (Olsson and Barton [@CR41]):$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \mathrm{d}{v}_{\mathrm{s}}=- \tan {d}_{\mathrm{mob}}\mathrm{d} u $$\end{document}$$where d*v* ~s~ is the increment of normal displacement caused by shear dilation, d*u* is the increment of shear displacement, and *d* ~mob~ is the mobilised tangential dilation angle given by (Olsson and Barton [@CR41]):$$\documentclass[12pt]{minimal}
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The mobilised joint roughness coefficient JRC~mob~ can be calculated using a dimensionless model (Barton et al. [@CR5]) based on the ratio of the current shear displacement to the peak shear displacement *u* ~p~, which is given by (Barton et al. [@CR5]):$$\documentclass[12pt]{minimal}
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The coupled normal and shear deformation can thus be modelled by an incremental formulation:$$\documentclass[12pt]{minimal}
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The mechanical aperture *a* ~m~ is derived by combing the effects of mesoscopic opening (induced by fracture network deformation and explicitly resolved in the FEMDEM) and microscopic closure (controlled by fracture roughness and implicitly captured by the JCM) as given by (Lei et al. [@CR22], [@CR24]):$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {a}_{\mathrm{m}}=\left\{\begin{array}{cc}\hfill {a}_0+ w\hfill & \hfill, w\ge 0\hfill \\ {}\hfill {a}_0- v\hfill & \hfill, w<0\hfill \end{array}\right. $$\end{document}$$where *w* is the mesoscopic normal separation of the opposite walls of broken joint elements in the deformed FEMDEM mesh, and *v* is the microscopic accumulative closure derived from the JCM incremental calculation. The first part of the piecewise function corresponds to the scenario that the broken joint element is mesoscopically opened, while the second part models the condition that the two opposite walls of the fracture are in contact at the FEMDEM grid scale. The hydraulic aperture *a* ~h~ defined as an equivalent aperture for laminar flow is derived based on an empirical relation with the mechanical aperture (Olsson and Barton [@CR41]):$$\documentclass[12pt]{minimal}
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A linear interpolation is used to determine the hydraulic aperture in the transition phase, i.e. 0.75 \< *u*/*u* ~p~ \< 1.0.

Fracture and matrix flow modelling {#Sec5}
----------------------------------

Fluid flow through the fractured rock with multiple intersecting fractures and permeable matrix is solved using the combined finite element-finite volume method (Geiger et al. [@CR11]). Single-phase steady state flow of incompressible fluid with constant viscosity through porous media, in absence of sources and sinks, is governed by the continuity equation and Darcy's law, which are reduced to a Laplace equation as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \nabla \cdot \left( k\nabla p\right)=0 $$\end{document}$$where *k* is the intrinsic and isotropic permeability of the porous media with local variability permitted, and *p* is the fluid pressure solved at the nodes of unstructured finite element grids by employing the standard Galerkin method. The element-wise constant barycentric velocity is resolved based on the pressure gradient vector field by applying Darcy's law given by:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\mathbf{u}}^{\mathbf{e}}=-\frac{k^{\mathrm{e}}}{\mu}\nabla {p}^{\mathrm{e}} $$\end{document}$$where **u** ^**e**^ is the vector field of element-wise constant velocities, *p* ^e^ is the local element pressure field, *μ* is the constant fluid viscosity, and *k* ^e^ is the local permeability of a matrix volumetric element with an assumed constant value or a lower dimensional fracture element having a variable value related to the local hydraulic aperture *a* ~h~ obeying the cubic law for laminar flow between parallel plates (Witherspoon et al. [@CR54]). By applying a prescribed macroscopic pressure differential on each pair of opposite boundary surfaces with no-flow conditions on the remaining ones parallel to the flow direction, pressure diffusion is solved for all fracture and matrix elements of the entire domain. The equivalent permeability of the fractured media is computed using element volume weighted averaging of pressure gradients and fluxes for elements *e* within a restricted subvolume *V* of the flow region away from the borders to eliminate boundary effects (Lang et al. [@CR18]):$$\documentclass[12pt]{minimal}
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For more details about solving the fracture and matrix flow, the reader is referred to the work by Geiger et al. ([@CR11]) and Lang et al. ([@CR18]).

Model setup {#Sec6}
===========

The fracture network used in this research is based on the outcrop map of a limestone bed located at Kilve on the southern margin of the Bristol Channel Basin, UK (Fig. [2](#Fig2){ref-type="fig"}a; Belayneh and Cosgrove [@CR7]). This fractured limestone (10 cm thick) is sandwiched between almost impervious shales and the vertically dipping joints are layer bound (not extending into the neighbouring shales). The joint network exhibits a ladder pattern consisting of two major sets. The E--W striking set (set 1) that formed in an early stage contains "through-going" (or persistent) fractures. The N--S striking set (set 2) that developed later consists of short joints abutting the fractures of set 1. It can be noted that this highly hierarchical joint pattern is featured by "T" (i.e. abutting) and "X" (i.e. crossing) type nodes with only a few "I" type nodes (i.e. terminating inside matrix). Considering the very expensive runtime of 3D FEMDEM calculation, a 2 m × 2 m region (Fig. [2](#Fig2){ref-type="fig"}b) is selected from the original 18 m × 8 m analogue for geomechanical modelling (the selected domain requires a run-time of \~220 h on a desktop computer equipped with an Intel(R) Xeon(R) CPU E5--2697\@2.30 GHz). The extracted 2D network is extruded by 10 cm (i.e. the thickness of the layer) to build a 3D geometry (Fig. [2](#Fig2){ref-type="fig"}c). Material properties are assumed to represent typical fractured limestone (Lama and Vutukuri [@CR17]; Bandis et al. [@CR3]) as given in Table [1](#Tab1){ref-type="table"}.Fig. 2**a** An 18 m × 8 m fracture network mapped at the limestone exposure at the south margin of the Bristol Channel Basin, UK (Belayneh and Cosgrove [@CR7]), **b** a 2 m × 2 m region is selected and **c** extruded by the layer thickness (i.e. 10 cm) to build the 3D geometry Table 1Material properties of the fractured limestonePropertyValueBulk density *ρ* (kg/m^3^)2,700Young's modulus *E* (GPa)30Poisson's ratio *υ*0.27Tensile strength *f* ~t.~ (MPa)7Internal friction angle *ϕ* ~i~ (°)26.6Cohesion *c* (MPa)15Mode I energy release rate *G* ~I~ (J/m^2^)100Mode II energy release rate *G* ~II~ (J/m^2^)400Matrix permeability *k* ~m~ (m^2^)1 × 10^−15^Residual friction angle *ϕ* ~r~ (°)31Laboratory sample length *L* ~0~ (m)0.2JCS~0~ (MPa)169JRC~0~9.7Initial mechanical aperture *a* ~0~ (mm)0.194

The problem domain containing pre-existing fractures is discretised by an unstructured mesh with an average element size of \~3.0 cm (97,606 tetrahedral finite elements and 201,502 triangular joint elements in total). The geomechanical behaviour of the fractured layer in response to polyaxial effective in-situ stresses is explored with respect to the variation of stress magnitude and orientation. For the study of the stress magnitude effect, the far-field stresses are loaded orthogonally to the model domain (Fig. [3](#Fig3){ref-type="fig"}a), with *σ′* ~x~, *σ′* ~y~ and *σ′* ~z~ varying between 5 and 15 MPa. For analysing the orientation effect, the polyaxial far-field stress field (*σ′* ~1~ = 15 MPa, *σ′* ~3~ = 5 MPa and *σ′* ~z~ = 5 \~ 15 MPa) is applied at different angles (*θ* = 30°, 60°, 90°, 120° and 150°) to the rock (Fig. [3](#Fig3){ref-type="fig"}b). The gravitational body forces are neglected for this thin layer. The role of pore fluid pressure is assumed to be a second-order factor for aperture development and the Biot-type poroelastic effect is only considered for a particular scenario with the Biot coefficient equal to 1.0. Single-phase steady-state fluid flow through the deformed fracture network with stress-induced variable apertures is further modelled by imposing the classical permeameter boundary condition: two opposite boundary surfaces of the rectangular volume domain have a fixed pressure drop (i.e. 1 kPa), while the four orthogonal boundaries parallel to the flow direction are impervious (Fig. [3](#Fig3){ref-type="fig"}c). Matrix permeability *k* ~m~ is assumed to be 1 × 10^−15^ m^2^, which gives a high fracture-matrix permeability contrast so that the flow is dominated by fractures (Matthäi and Belayneh [@CR32]). To analyse the distribution of vertical flow under the prescribed vertical pressure drop, a 20 × 20 square grid is superimposed over the finite element system. The flow rate of each square area is computed by summing the fluxes of the finite element nodes inside the local square. This approach provides a way to characterise and visualise the heterogeneous distribution of vertical flow through the fractured rock layer (Sanderson and Zhang [@CR47]).Fig. 3Procedure for the numerical experiment: geomechanical modelling with polyaxial effective stresses applied **a** orthogonally and **b** obliquely to the problem domain, and **c** calculation of the equivalent permeability based on single-phase steady-state fluid flow through the stressed layer under a prescribed macroscopic pressure differential imposed on each pair of opposite boundaries, while the remaining ones are impervious (*σ′* ~*x*~, *σ′* ~*y*~ and *σ′* ~*z*~ denote the far-field stress components in the x, y and z directions, respectively; *σ′* ~*1*~ and *σ′* ~*3*~ denote the maximum and minimum far-field principal stresses, respectively; *θ* indicates the angle of rotation of the far-field stress field with respect to the z axis; *P1--P2* gives the fluid pressure drop across the rock)

Results {#Sec7}
=======

Effect of stress magnitude {#Sec8}
--------------------------

Figure [4](#Fig4){ref-type="fig"} presents the simulation results with different *σ′* ~x~ ranging from 5 to 15 MPa, but the same *σ′* ~y~ = 5 MPa and *σ′* ~z~ = 10 MPa. With the increase of *σ′* ~x~, the distribution of local maximum principal stresses in the rock changed from a homogeneous pattern to a highly heterogeneous field with the high stress zones aligning the direction of *σ′* ~x~ (Fig. [4](#Fig4){ref-type="fig"}a). The increased horizontal stress ratio of *σ′* ~x~/*σ′* ~y~ also triggered the sliding of pre-existing fractures (especially the persistent ones; Fig. [4](#Fig4){ref-type="fig"}b), which accommodated large apertures, caused slight crack propagation (Fig. [4](#Fig4){ref-type="fig"}c) and formed highly localised channels for vertical flow (Fig. [4](#Fig4){ref-type="fig"}d). The presence of flow in the squares with no fractures (see green cubes in Fig. [4](#Fig4){ref-type="fig"}d) is attributed to the nonzero matrix permeability. As shown in Fig. [4](#Fig4){ref-type="fig"}d, fluid is predominantly transported through the zones with pre-existing fractures and flow localisation under the increased horizontal stress ratio tends to be mainly induced by the shear dilation of pre-existing fractures.Fig. 4Distributions of **a** local maximum principal stresses, **b** shear displacements, **c** hydraulic apertures and **d** vertical flow rates (under a prescribed vertical pressure drop of 1 kPa) in the fractured layer under polyaxial stress conditions with a varied *σ′* ~*x*~ = 5, 10, or 15 MPa and fixed *σ′* ~*y*~ = 5 MPa, *σ′* ~*z*~ = 10 MPa. Note that in **d**, cubes with different colours, i.e. *green*, *white* and *blue*, correspond to the flow through matrix, pre-existing fractures and new fractures, respectively, and the flow rate axis scales differently in different cases

Simulations were conducted for all combinations of *σ′* ~x~, *σ′* ~y~, *σ′* ~z~ = 5, 10 or 15 MPa (i.e. 27 stress scenarios) and the stress-dependent equivalent permeability is presented in Fig. [5](#Fig5){ref-type="fig"}. The bed-normal permeability, i.e. *k* ~zz~, of the fractured layer is about one order of magnitude larger than the horizontal components, i.e. *k* ~xx~ and *k* ~yy~. Note that *k* ~xx~ is larger than *k* ~yy~ due to the better connectivity of the joint pattern in the x direction, i.e. the strike direction of the dominant persistent fractures. It can be noticed that the variation of the equivalent permeability exhibits distinct behaviour in the x and y directions. The equivalent permeability is much more sensitive to an increased *σ′* ~x~/*σ′* ~y~ than to an increased *σ′* ~y~/*σ′* ~x~, due to the geometrical anisotropy of the joint network. *k* ~*zz*~ also seems to be more sensitive to the stress variation than *k* ~xx~ and *k* ~yy~. It can be seen that the permeability contrast of *k* ~zz~/*k* ~yy~ spans over almost two orders of magnitude when *σ′* ~x~/*σ′* ~y~ = 3; furthermore, an increased vertical stress *σ′* ~z~ seems to reduce the equivalent permeability, which may be attributed to the more closed apertures under higher mean stresses. The results demonstrate that the magnitude and ratio of the far-field stresses have important impact on the permeability of the fractured layer.Fig. 5Variation of the equivalent permeability components **a** *k* ~xx~, **b** *k* ~yy~, and **c** *k* ~zz~ of the fractured rock layer under various polyaxial stress conditions (*σ′* ~x~, *σ′* ~y~, *σ′* ~z~ = 5, 10 or 15 MPa, i.e. 27 stress scenarios)

Effect of stress orientation {#Sec9}
----------------------------

Figure [6](#Fig6){ref-type="fig"} compares the simulation results of rotating a polyaxial far-field stress field (*σ′* ~1~ = 15 MPa, *σ′* ~3~ = 5 MPa and *σ′* ~z~ = 10 MPa) by a range of angles *θ* with the z direction as the axis of rotation. Note *θ* = 0° corresponds the case of *σ′* ~x~ = 15 MPa, *σ′* ~y~ = 5 MPa and *σ′* ~z~ = 10 MPa as has been shown in Fig. [4](#Fig4){ref-type="fig"}. The spatial distribution of local maximum principal stresses varies according to the stress field rotation, with the high stress bands formed along the direction of *σ′* ~1~ (Fig. [6](#Fig6){ref-type="fig"}a). Compared to the cases with orthogonally loaded stresses (i.e. *θ* = 0° and 90°), the fracture sets under oblique stress fields are more preferentially oriented for shearing with wider hydraulic apertures (caused by shear dilation and block rotation), more new cracks and stronger flow localisation generated (Fig. [6](#Fig6){ref-type="fig"}b,c,d). This is further confirmed by Fig. [7](#Fig7){ref-type="fig"} (see the solid lines), which shows the variation of the average shear displacement, average hydraulic aperture and length of new cracks of the fracture network in response to the change of the stress orientation. The fracture network in the 30° and 150° cases experienced the most intensive shearing; fractures in the 30°, 60° and 150° cases are associated with the larger hydraulic apertures; new cracks propagated most in the 60° case; thus, the fractured layer exhibited much higher permeability under obliquely loaded far-field stresses (Fig. [8](#Fig8){ref-type="fig"}). As shown in Fig. [6](#Fig6){ref-type="fig"}d, the flow localisation is also dominated by the shear dilation of pre-existing fractures (contributing to \>90% of the total flow), while the propagation of new fractures has minor impacts (contributing to \<10% of the total flow).Fig. 6Distributions of **a** local maximum principal stresses, **b** shear displacements, **c** hydraulic apertures and **d** vertical flow rates (under a prescribed vertical pressure gradient of 1 kPa) in the fractured layer under the polyaxial stresses of *σ′* ~1~ = 15 MPa, *σ′* ~3~ = 5 MPa, *σ′* ~z~ = 10 MPa applied at different angles. Note that in **d**, cubes with different colours, i.e. *green*, *white* and *blue*, correspond to the flow through matrix, pre-existing fractures and new fractures, respectively, and the flow rate axis scales differently in different cases Fig. 7Variation of **a** the average shear displacement, **b** average hydraulic aperture, and **c** length of new cracks with the orientation change of the polyaxial far-field stress fields with *σ′* ~*1*~ = 15 MPa, *σ′* ~*3*~ = 5 MPa, *σ′* ~*z*~ = 5, 10 or 15 MPa Fig. 8Variation of the equivalent permeability of the fracture layer with the orientation change of the polyaxial far-field stress fields with *σ′* ~*1*~ = 15 MPa, *σ′* ~*3*~ = 5 MPa, *σ′* ~*z*~ = 5, 10 or 15 MPa

The vertical stress *σ′* ~z~ seems to have some important influence on fracture and flow behaviour. The polyaxial stress condition with *σ′* ~z~ = 10 MPa tends to trigger more sliding on fracture walls (Fig. [7](#Fig7){ref-type="fig"}a), which may be explained by the relation of *σ′* ~3~ \< *σ′* ~z~ \< *σ′* ~1~ that concentrates differential stresses to develop horizontally, whereas in other cases *σ′* ~z~ is either equal to *σ′* ~1~ or *σ′* ~3~. An increased *σ′* ~z~ tends to enhance the compression of fracture walls (due to increased mean stresses) and therefore reduces fracture apertures (Fig. [7](#Fig7){ref-type="fig"}b). Furthermore, more new cracks emerged in the cases of *σ′* ~z~ = 5 and 15 MPa (Fig. [7](#Fig7){ref-type="fig"}c), because such stress conditions tend to assist the propagation either horizontally along the direction of *σ′* ~1~ (when *σ′* ~z~ = 5 MPa) or vertically through the layer thickness (when *σ′* ~z~ = 15 MPa). The role of the overburden stress in fracture shearing, aperture change and crack propagation resulted in a complex phenomenon that the increased *σ′* ~z~ can lead to either increased or decreased permeability in different orientation scenarios (Fig. [8](#Fig8){ref-type="fig"}). It is noted that *σ′* ~z~ has negligible influence on *k* ~xx~ and *k* ~yy~, but can significantly affect *k* ~zz~ (although the variation is within one order of magnitude).

Discussion {#Sec10}
==========

Stress-controlled variability of fracture displacements and apertures in a 3D fractured sedimentary layer embedded with realistic joint sets has been simulated using the 3D FEMDEM model. The behaviour of fractures such as shearing, opening and propagating is significantly influenced by the magnitude and orientation of the polyaxial stress field. When pre-existing fractures are preferentially oriented to the far-field stresses associated with a high stress ratio, considerable shearing would occur and further trigger the rotation of matrix blocks, with some very large openings created (along block boundaries) and strongly heterogeneous fluid flows induced. The simulation results show consistency with previous field observations: only a small portion of fractures are highly conductive (Tsang and Neretnieks [@CR50]; Follin et al. [@CR10]); critically stressed faults tend to have much higher hydraulic conductivity (Barton et al. [@CR6]; Zoback [@CR62]). The observation that the shear dilation of pre-existing fractures has dominant effects on flow localisation based on our simulations is also consistent with the results of previous numerical studies (Min et al. [@CR33]; Baghbanan and Jing [@CR1]; Zhao et al. [@CR60]). Compared to the results based on an idealised 3D persistent fracture network (Lei et al. [@CR22]), the permeability of this fractured layer is less sensitive to stress changes, because the matrix blocks of this limestone layer are partially bounded by impersistent fractures and tend to be more difficult to rotate under more restrictive interlocking between blocks. Furthermore, the important role of the out-of-plane stress (perpendicular to the bedding interface) inferred from the simulation results (Figs. [5](#Fig5){ref-type="fig"}, [7](#Fig7){ref-type="fig"} and [8](#Fig8){ref-type="fig"}) suggests that 2D models (Zhang et al. [@CR59]; Zhang and Sanderson [@CR58]; Sanderson and Zhang [@CR47], [@CR48]; Latham et al. [@CR19]; Lei et al. [@CR21]) may provide indicative approximations but not fully capture the polyaxial stress-dependent behaviour of 3D fractured layers, which requires 3D modelling.

Despite the great capability of the 3D model developed, some limitations may still exist---for example, the fracture behaviour was modelled based on an empirical formulation that assumes isotropic roughness properties; however, both laboratory and numerical experiments have shown that fracture apertures evolve anisotropically under shearing and form more pronounced channels perpendicular to the shear direction (Yeo et al. [@CR57]; Koyama et al. [@CR16]). Such an anisotropic effect may lead to even higher bed-normal permeability and more localised vertical flow in the fractured layer. To simulate it, a 3D anisotropic joint constitutive model, e.g. the one proposed by Jing et al. ([@CR15]), would need to be implemented into the 3D FEMDEM framework. Another limitation is that initial apertures were assumed constant for the whole joint network. The important correlation between fracture apertures and fracture sizes may be modelled using a linear (Pollard and Segall [@CR43]) or sublinear (Olson [@CR40]) correlation, while the intrinsic heterogeneity of fracture wall asperities may be further modelled by fractal (Thompson and Brown [@CR49]) or self-affine (Oron and Berkowitz [@CR42]) profiles. The complex relation between mechanical and hydraulic apertures of rough fractures can also have important influences on the fluid flow behaviour (Luo et al. [@CR30]); furthermore, due to the very expensive run-time of the 3D FEMDEM calculation based on the current processing power, the modelling domain is limited to metric scale. To compute larger-scale problems, parallelisation techniques may be employed in the FEMDEM computation (Lukas et al. [@CR29]). In addition, the method of upscaling small-scale modelling results with statistical and geomechanical properties preserved (Lei et al. [@CR23]) can also be a possible solution. Extensions of this 3D work also include hydromechanical modelling of a fractured multilayer system, such as the one constructed in Wang et al. ([@CR51]), where the fluid flow in bedding planes is also stress-dependent and can influence the vertical flow through the layers. One more avenue for future work is the analysis of more general 3D fracture networks with randomly oriented fractures, which are more indicative of crystalline rocks; however, the difficulty of meshing such complex geometries involving very small intersection angles needs to be tackled.

Conclusions {#Sec11}
===========

To conclude, this paper presented a study of the stress, deformation and fluid flow in a 3D fractured rock layer embedded with a realistic joint network under various polyaxial stress conditions. Geomechanical behaviour of the fractured layer was simulated by the 3D FEMDEM model combined with a joint constitutive model and a crack propagation model. Important rock and fracture responses have been captured including the normal/shear deformation of pre-existing fractures and the propagation of new fractures. The polyaxial stress field with a high stress ratio and/or an oblique orientation to fracture sets can result in strongly heterogeneous distributions of stresses, shear displacements and fracture apertures. The fractured layer also tends to exhibit stronger flow localisation and higher equivalent permeability as the far-field stress ratio is increased and the stress field is rotated such that fractures are preferentially oriented for shearing. The shear dilation of pre-existing fractures has dominant effects on flow localisation in the system, while the propagation of new fractures has minor impacts. The role of the overburden stress suggests that the conventional 2D analysis that neglects the out-of-plane stress effect may provide indicative approximations but not fully capture the polyaxial stress-dependent behaviour of 3D fractured layers. The results of this study have important implications for upscaling permeability to grid block properties for reservoir flow simulation and exploring mineral deposits for the mining industry.
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