Probabilistic verification of concurrent probabilistic systems against linear time specifications is known to be expensive in terms of time and space: time is double exponential in the size of the formula and polynomial in the size of the state space, and space complexity is single exponential [24, 7] . This paper proposes to compute for a linear time formula only a lower and upper bound on the probability measure of the set of paths satisfying it, instead of calculating the exact probability. This yields a coarser estimate, namely an interval of values in [0,1] which contains the actual probability, but the calculation is simpler and more efficient (time is single exponential and space complexity is linear), and could thus be useful as an initial check in a model checking tool.
Introduction
Verification of systems such as probabilistic protocols or randomized algorithms against temporal or modal specifications involves calculating the probability measure of the set of paths satisfying the given path formula. Several model checking algorithms for probabilistic extensions of temporal logics have been proposed in the literature. For the sequential case (essentially discrete Markov chains), the problem of computing exact probabilities can be reduced, via an involved construction, to a linear equation system; an algorithm with time complexity exponential in the size of the formula and polynomial in the size of the system has been proposed in [7] , and also in [24] lower bound PSPACE-hardness is shown. The case of concurrent probabilistic systems (similar to concurrent Markov chains of [24] ) is more complex. These allow a nondeterministic choice between probability distributions on successor states, where that choice is understood to arise in the context of a distributed computation and is made by a scheduler (which we call adversary). Since there is no unique probability measure that can be defined on the set of paths in this case, we are unable to compute the exact likelihoods, and instead work with minimum/maximum probabilities over all adversaries. Two approaches have been introduced, qualitative and quantitative, of which we work with the latter. For the qualitative properties we require that the formula, say representing absence of deadlock, holds with probability 1, which may involve making suitable fairness assumptions on the nondeterministic choices. A suitable algorithm, presented in [7] , has time complexity doubly exponential in the size of the formula and quadratic in the size of the system. For the so called quantitative properties, which involve establishing that the likelihood is at least some threshold value p where p ∈ [0, 1], algorithms with time complexity doubly exponential in the size of the formula and polynomial in the size of the system have been proposed in [6, 7] and [8] (improvement of [4] ); a lower bound is double exponential time, and hence the problem is hard for single exponential space [25, 7] .
The above-mentioned complexity results are rather discouraging from the point of view of practical implementations of model checking tools for probabilistic systems. Without substantial efficiency gains through appropriate choice of data structures, these algorithms are unlikely to scale up to mediumsize, let alone realistic, applications. The implications of this inherent complexity are rather fundamental: establishing satisfaction of atomic propositions, their conjunctions, and even path formulas, such as p U q where p, q are atomic propositions, is relatively straightforward (it amounts to solving a linear equation system in the latter case), but if p, q are allowed to be path formulas then calculating the exact probabilities involves first establishing conditional probabilities for p and q, and this is needed even for conjunctions. In the model checking algorithms of [7, 4] this is reflected by the need to transform the underlying Markov chains to much larger ones which encode conditional probabilities (in the case of [7] ) and (in [4] ) the "history of computation" with the help of atomic propositions.
This paper proposes to calculate the lower and upper bounds on probabilities of temporal formulas being satisfied, instead of calculating the exact probabilities. Lower and upper bounds were also considered in [18, 12, 14, 13] in the context of variants of the mu-calculus. The main advantage of such an approach is its simplicity and efficiency, particularly when space complexity is concerned (for the concurrent case, for example, the space requirement for our method is linear, as opposed to single exponential needed for exact calculations). The price to pay is the coarser nature of the probability estimates, as the outcome of the computation is an interval of probabilities which in general contains the minimum/maximum probability interval. In the worst case this will be [0,1], but in the best case it could turn out to be singular. Thus, our approach would be useful as an initial check to perform on a probabilistic system, which would help identify those systems or properties that require a closer inspection.
We consider the syntax of Linear Temporal Logic (LTL), whose formulas we interpret in a given model as a pair of maps from its states to the [0,1] interval, denoting, for each state, the minimum and maximum probability of the set of forward paths from it satisfying the formula in the classical sense. To each LTL formula we also assign two maps (lower bound lb and upper bound ub) from states to the [0,1] interval. The idea is for the lower bound to approximate the minimum probability from below, whereas the upper bound approximates the maximum probability from above. We state the lower and upper bound calculations as optimization problems solvable via iteration; the exact probability is sandwiched between the approximations to the bounds. Our method can be viewed as a simple and space efficient heuristic approach based on a greedy algorithm, which can serve as a sound proof technique for establishing quantitative linear time properties. We also report on a case study, for which we are using a variant of the randomized dining philosophers protocol verified in [19] with the help of a proof system. The results so far are encouraging for certain classes of properties, which includes all the properties verified in [19] ; in particular, we can deduce the probability from the value of the lower bound.
Preliminaries
Let S be a finite or countable set. A probability distribution on S is a function µ : S −→ [0, 1] such that s∈S µ(s) = 1. A (discrete time) Markov chain is a tuple (S, P) where
• S is a set of states,
is the transition probability function, i.e. t∈S P(s, t) = 1 for all s ∈ S. In other words, µ s (t) def = t∈S P(s, t) is a probability distribution.
We can unfold a Markov chain in the standard way into a set of execution sequences (paths). Formally, an execution sequence in (S, P) is a nonempty (finite or infinite) sequence π = s 0 s 1 s 2 , . . . where s i are states and P(s i−1 , s i ) > 0, i = 1, 2, . . .. Path denotes the set of infinite paths, and Path(s) is the set of infinite paths which have s as the start state. For s ∈ S, let Σ(s) be the smallest σ-algebra on Path(s) which contains the basic cylinders {π ∈ Path(s) : ω is a finite prefix of π} where ω ranges over all finite paths starting in s. The probability measure Prob on Σ(s) is the unique measure satisfying:
Prob { π ∈ Path(s) : ω is a finite prefix of π } = P(ω)
Concurrent probabilistic transition systems
A concurrent probabilistic transition system is a pair (S, Steps) where
• S is a set of states
• Steps is a function which assigns to each state s ∈ S a finite non-empty set
Steps(s) of distributions on S.
A system (S, Steps) is called finite iff S is finite. If for each s ∈ S the set Steps(s) is a singleton set then (S, Steps) is called a sequential probabilistic transition system. Intuitively, Steps represents the nondeterministic alternatives in each state: given a state s ∈ S, the choice of a distribution µ from Steps(s) is made by a scheduler, and then a probabilistic transition is made according to µ, i.e. some state t with positive probability (µ(t) > 0) is selected and the process moves to that state.
Execution sequences of concurrent probabilistic transition systems (which we call paths) arise by alternately resolving the nondeterministic and probabilistic choices. Formally, a path in a concurrent probabilistic system (S, Steps) is a nonempty (finite or infinite) "sequence"
where s i are states, µ i ∈ Steps(s i−1 ) and µ i (s i ) > 0, i = 1, 2, . . .. (The case π = s 0 is allowed.) A path π is called a fulpath iff it is infinite. We use the following notation for paths. The first state of a path π is denoted by first(π). If π is finite then the last state of π is denoted by last(π). The length |π| of a path is defined in the usual way as follows: if π = s 0 ∈ S then |π| = 0; otherwise, if π = s 0
For infinite π we put |π| = ∞. Let π be a finite or infinite path as above. If k ≤ |π| then
• step(π, k) denotes the k-th step in π (i.e. if k < |π| then step(π, k) = µ k+1 ).
Path(s) denotes the set of fulpaths π with first(π) = s. Similarly, Path fin (s) is the set of finite paths ω with first(ω) = s. We unfold a concurrent probabilistic system (S, Steps) into its computation trees (called "execution trees" in [10] and "maximal resolutions" in [15] ), with each component described as a Markov chain. The computation trees arise by resolving the nondeterministic choices (but not the probabilistic choices). It is convenient to suppose that an adversary (also called scheduler or policy) decides, based of the past history of the system, which of the possible steps (probability distributions) to perform next.
Formally, an adversary of a concurrent probabilistic transition system (S, Steps) is a function A mapping every finite path ω to a distribution A(ω) on S such that A(ω) ∈ Steps(last(ω)). Path A (s) denotes the set of all paths π ∈ Path(s) with step(π, i) = A(π (i) ) for all i ≥ 0. Similarly, we define the set of finite paths Path A fin (s) induced by the adversary A to be the set of all finite paths ω ∈ Path fin (s) with step(ω, i) = A(ω (i) ) for all i < |ω|. Adv denotes the set of all adversaries.
Thus, an adversary chooses for every finite path ω a distribution from Steps(last(ω)). Note that we only consider deterministic adversaries. The notion of randomization of adversaries or probabilistic adversaries has been investigated in [10, 4, 22] , where it is shown that the probability of a measurable set Γ w.r.t. a randomized adversary is a convex combination of the measure of Γ w.r.t. non-randomized adversaries, and hence lies between the minimal and maximal measure of Γ w.r.t. non-randomized adversaries. By Corollary 20 of [4] , it suffices to only consider the deterministic adversaries, as the minimal/maximal measures over randomized adversaries coincide with those for the deterministic adversaries. Hence, our results carry over to the randomized adversaries.
With each adversary we associate a discrete time (in general infinite-state) Markov chain which can be viewed as a computation tree. Let Path 
We identify each path x = ω 0 ω 1 . . . in (Path A fin , P A ) which starts in a state s 0 ∈ S (i.e. ω 0 = s 0 is a path of length 0) with the path
in (S, Steps). Vice versa, if π is a fulpath in (S, Steps), π ∈ Path
A , then we identify π with the path
. This yields a oneto-one correspondence between Path A (s) and the fulpaths in (Path
Hence, for each s ∈ S and adversary A, the probability measure on (Path A fin , P A ) induces a probability measure on Path A (s), which we denote Prob A (·). A labelled concurrent probabilistic transition system is a tuple (S, Steps, AP , L) consisting of a concurrent probabilistic transition system (S, Steps) and
• a finite set AP of atomic propositions,
• a labelling function L : S → 2 AP which assigns to each state s ∈ S the set L(s) of atomic propositions that hold in s.
Linear time logic LTL
We fix a set AP of atomic propositions. The syntax of LTL (linear time logic) formulas over AP is given by the grammar:
where a ∈ AP .
We interpret LTL formulas over the states of a labelled concurrent probabilistic transition system (S, Steps, AP , L) as follows. We adopt the standard satisfaction relation |= ⊆ Path × LTL [24] . By [24] , for a fixed adversary and formula f , the sets of paths of the form {π ∈ Path A (s) : π |= f } are measurable, and hence Prob A for such a set is defined. Next we define, for each state s and LTL formula f , the maps Prob inf f (s) and Prob sup f (s) which respectively assign the minimal and maximal probability that f holds for an execution starting in s over all adversaries. The need for the minimal and maximal probability arises due to the presence of nondeterminism, which prevents us from identifying a single probability space on paths. The quantification over all adversaries is necessary to ensure that the property holds even in the worst case scenario, and agrees with the usual treatment of LTL on nonprobabilistic systems.
Let f be a LTL formula. We define maps:
The values Prob inf f (s) and Prob sup f (s) induce an interval semantics for LTL formulas when interpreted over the states of a labelled concurrent probabilistic system. Note that since sequential systems admit only one adversary, for such systems these intervals collapse to single values. Clearly, this interval semantics is preserved by "maximal trace equivalence", defined in an appropriate way in the style of [21] , where a probabilistic counterpart to (finite) trace inclusion is given.
5 Defining lower and upper bounds on probability for the truth-value of LTL formulas
We now propose the maps lb and ub from LTL formulas and states to the [0,1] interval which respectively define a lower and upper bound on the probability of a formula holding in a state over all the adversaries of a concurrent probabilistic transition system. Given a state s and a formula f , the pair of bounds gives an interval which in general properly contains the probability interval of f being satisfied in s. The maps are built by induction on the structure of the formula from atomic propositions (assigned 0 or 1 as expected) and monotone operators on state vectors (functions from the set of states to the interval [0,1]) modelling conjunction, negation and "next state". The case of "until" is dealt with by a reduction to the equivalent fixed point formulation which only involves "next state" and Boolean operators, followed by conversion to a (non-linear) optimization problem which can be solved with the help of an iterative method. We omit the existence proofs of unique solutions to the optimization problems, which are verified through reduction to the existence proofs of least and greatest fixed points.
In what follows, we fix a labelled concurrent probabilistic transition system (S, Steps, AP , L). Recall that concurrent probabilistic systems allow a set of next-state probability distributions given by the mapping Steps. We define lower and upper bounds, lb(f, s) and ub(f, s), respectively approximating Prob inf f (s) and Prob sup f (s) as follows.
Atomic propositions and Boolean connectives
First we define the maps lb(f, s) and ub(f, s) where f is an atomic proposition. It should be intuitively clear that it suffices to assign the lower/upper bound to 0 or 1 depending on whether the proposition is satisfied in the given state or not.
Next, we consider conjunctions. Let A be an adversary. We aim to define an operator ∧ on functions from the set of states to the interval [0,1] such that lb(f 1 , s) ∧ lb(f 2 , s) yields an approximation to Prob A f 1 ∧f 2 (s) from below (the case of the upper bound ub is dual). Note that f 1 and f 2 could be path formulas, and hence in order to compute the exact probability we would require knowledge of dependence/independence of the underlying events, together with the corresponding conditional probabilities. Our idea is instead to assume the worst case outcome and compute only the greatest lower bound on the probability measures computed for the conjuncts (which could be 0)
1 . Dually, we assume the best case outcome when calculating the upper bound. Unfortunately, we are unable to estimate the error, as in the worst case the values obtained could be 0 for the lower bound and 1 the for upper bound.
The soundness of our approach follows from the following observation, which can be thought of as yielding expressions defining lower and upper bounds for conjunctions and disjunctions:
Lemma 5.1 Let f 1 , f 2 be LTL formulas. Then, for all A ∈ Adv and s ∈ S:
Proof. Easy verification. We simply use the fact that for any A ∈ Adv :
The treatment of negation is rather delicate, as it changes the nature of the bound: if we complement a lower bound to 1 we get an upper bound, and vice-versa [14] . Altogether, we arrive at the definition given below. • lb(tt, s) = ub(tt, s) = 1
• Atomic propositions:
• Conjunction:
• Negation:
We next consider the lower and upper bounds of the derived Boolean operators, namely disjunction ∨ and implication →. These can be obtained by expanding the classical identities f 1 ∨f 2 = ¬(¬f 1 ∧¬f 2 ) and f 1 → f 2 = ¬f 1 ∨f 2 with operators for ∧ and ¬ given in Definition 5.2:
It should be noted that the Boolean operators defined with respect to lower and upper bounds are no longer idempotent. Thus, the results of the functions lb and ub are sensitive to the way a formula is written. For example, for any LTL formula f , f ∧f ≡ f and f ∨f ≡ f , where ≡ stands for logical equivalence. However, if lb(f, s) ∈ {0, 1} and ub(f, s) ∈ {0, 1} then: lb(f ∧ f, s) < lb(f, s) and ub(f ∨ f, s) > ub(f, s).
The temporal operators
We now consider the "next state" operator Xf . When defining the lower bound, we assume the worst case scenario, that is, an adversary that chooses the step that results in the minimum probability value. Clearly, for a fixed next state probability distribution µ ∈ Steps(s) from state s, the weighted sum t∈S µ(t) · lb(f, t) is a lower bound. Therefore, taking the minimum of such values over all µ ∈ Steps(s) yields a lower bound for Xf holding in s. Dually, to calculate the upper bound (best case scenario) it suffices to take the maximum of the weighted sums t∈S µ(t) · ub(f, t). • Next state:
To deal with the "until" operator f 1 U f 2 we first reduce it to the equivalent fixed point representation f 2 ∨ (f 1 ∧ X(f 1 U f 2 )). Since the fixed point formulation only uses Boolean connectives and "next state", we can expand it using the operators for ∨, ∧ and Xf defined in Definitions 5.2 and 5.3. More specifically, in the case of the lower bound we need to solve the set of recursive equations: for all s ∈ S
What we have obtained is an optimization problem (non-linear because of nested minimum). Observe that in the restricted case of sequential systems the nested minimum is taken over a singleton set, resulting in a linear optimization problem. The case of the upper bound is dual.
This motivates the definition below.
Definition 5.4 [Until]
Let f 1 and f 2 be LTL formulas. The functions lb, ub : LTL × S → [0, 1] are defined as follows.
• The "until" operator: · The vector (lb(f 1 U f 2 , s)) s∈S is the unique solution of the following optimization problem:
where s∈S x s is minimal. · The vector (ub(f 1 U f 2 , s)) s∈S is the unique solution of the following optimization problem:
where s∈S y s is maximal.
The existence of unique solutions of the optimization problems given in the definition above follows from fixed point arguments for maps on state vectors [3] .
Similarly, we can unwind the operators 3f = (tt U f ) and 2f = (¬3¬f ). Consider, for example, 3f :
• The vector (lb(3f, s)) s∈S is the unique solution of the following optimization problem:
where s∈S x s is minimal.
• The vector (ub(3f, s)) s∈S is the unique solution of the following optimization problem:
We note that, for all s ∈ S and f ∈ LTL, the upper bound for 3f is constant and equal to 1, and dually lb(2f, s) = 0.
The next lemma and theorem state the correctness of our model checking method: for a given adversary, the lower and upper bounds as defined in Definition 5.4 respectively approximate from below and above the exact probability measure of the set of paths satisfying "until".
Lemma 5.5 Let f 1 , f 2 be LTL formulas. Then, for all A ∈ Adv and s ∈ S:
Proof. Uses Lemma 5.1 and the fact that
Theorem 5.6 For all LTL formulas f , A ∈ Adv and states s ∈ S:
Proof. By structural induction on the syntax of f . For conjunction we use Lemma 5.1. We consider the "until" operator. Let f = f 1 U f 2 and A ∈ Adv . By induction hypothesis:
By Lemma 5.5:
An essentially dual argument yields the claim for ub(f 1 U f 2 , ·). 2
Complexity of the method
The above definitions and statements result in an algorithm which inputs a concurrent probabilistic system and an LTL formula f , and outputs two state vectors (mappings from states to [0,1]) yielding for each state s a probability interval [lb(f, s), ub(f, s)]. The algorithm proceeds as follows. First, it builds the parse tree of the formula, and then traverses it in a bottomup fashion, successively computing the lower/upper bounds for subformulas. The case of atomic propositions and Boolean operators is straightforward.
The "next state" operator involves scalar vector product and taking minimum/maximum. For the "until" operator we invoke an iterative method described below. Theorem 5.8 Let (S, Steps) be a concurrent probabilistic system. For each f ∈ LTL, lb(f, ·) and ub(f, ·) can be approximated in space linear in the size of the formula and the number of states.
Proof. Straightforward. 2
Note that we cannot estimate the number of steps required to compute the bounds via the iterative method of Lemma 5.7 as it depends on the speed of convergence and the desired accuracy. For sequential systems, however, we can show that time complexity is polynomial. Theorem 5.9 Let (S, Steps) be a sequential probabilistic system. For each f ∈ LTL, lb(f, ·) and ub(f, ·) can be approximated in time polynomial in the size of the formula and the system.
Proof. By structural induction on the syntax of the formulas. We build the parse tree and traverse it bottom-up, successively computing the lower/upper bounds for the subformulas (nodes in the parse tree). For subformulas where the outermost operator is
• atomic proposition, negation or conjunction/disjunction: constant time
• "until": polynomial time (via a standard linear optimization algorithm, e.g. the ellipsoid method [16] )
• "next state": linear time
Summing up the above, we obtain polynomial time. 2
The approximation method for the lower/upper bounds on probability derived in this paper can be viewed as a sound proof technique for establishing quantitative linear time properties. Given an LTL formula f and e.g. a threshold p for the "acceptable" probabilities, we compute (in linear space) an approximation x l s for lb(s, f ). In case where we have x l s ≥ p we can deduce that, for any adversary A,
(Otherwise the outcome has not been determined, and an exact method may have to be invoked.) On the other hand, any exact verification algorithm requires at least single exponential space. This follows from the results by [24, 7] where the verification problem for probabilistic systems with nondeterminism against (qualitative) LTL formulas was shown to be complete for double exponential time. Thus, the problem is hard for single exponential space. In this sense, the approximate method proposed here (which works in linear space) overcomes the limitations of exact verification methods (e.g. [4] ) that might not be feasible because of space restrictions. For sequential systems, our method does not offer a reduction in space complexity, but it improves time.
Case Study
We use the randomized dining philosophers example verified in [19] as a case study. The verification argument of [19] is for qualitative LTL formulas (with probability 1) assuming fairness. Although the properties verified there involve only simple path formulas with atomic propositions, for which the calculation of exact probabilities is not any more complex than the methods proposed here, the dining philosophers protocol is nevertheless a flexible test case: by varying the number of philosophers we were able to investigate quite large systems, and we could draw comparisons with exact probability calculations.
We have built three models of the system, for three, four and five philosophers, with the help of the TIPPtool [17] . The specification of the system for n philosophers, based on [19] , in terms of the process algebra TIPP [11] is given below.
phil ( 
The properties given in [19] only hold if a suitable fairness constraint is imposed. As fairness constraints would be difficult to program in Matlab, instead we consider a fully probabilistic variant of this system. This corresponds to modelling the system where the scheduling of the nondetermistic choices is made by the randomized adversary that makes choices according to the uniform probability distribution. In the cases of three, four and five philosophers, the system has 770, 7070 and 64858 states and gives rise to sparse probability matrices P with 2845, 34125 and 384621 nonzeros respectively.
Adopting the notation of [19] , we have defined atomic propositions h and e such that h (e) is true in a state if, and only if, a philosopher is hungry (eating). Using the above atomic propositions we can now express Liveness (Theorem 2 in [19] ) by: h → 3e. To find the lower and upper bounds for the above formula, we first calculate the lower and upper bounds for the formula 3e. As noted above the upper bound for 3e will be constant and equal to 1, and therefore it suffices to only calculate the lower bound. Since the model we use is fully probabilistic, there exists only one adversary, and hence the lower bound can be computed by the following approximation (adapted from We have implemented the calculation of the lower bound and exact probability 2 in Matlab using sparse matrices for each of the three systems. We consider Liveness together with three more properties given in [19] , all of which are of the form f 1 → 3f 2 where both f 1 and f 2 are atomic. These are: Property 3 If a thinking philosopher has a hungry neighbour and no philosopher is eating, then eventually either some philosopher will eat or the philosopher will become hungry ( [19, Lemma 2] ).
In addition, we have implemented the above (lower bound and exact) probability calculations in terms of MTBDDs (Multi-Terminal Binary Decision Diagrams [5] ) using the CUDD package (The Colorado University Decision Diagram package of Fabio Somenzi) [1] .
The table below summarises the results of our experiments for ε = 10 −6 , first for the three, then four and finally five philosopher system. In each case (also including the lower bound) the probability is computed by terminating the iterations when the difference between successive approximations is less than ε, and hence converges to 1. Since the upper bound is also 1, in this particular case we can deduce the exact probability from the value of the lower bound (with error given by ε) for the chosen randomized adversary.
The lower bound calculation is implemented as the iterative method proposed in Section 5.3 solving the (linear) optimization problem derived for the given property (an "until" formula with atomic propositions in each case), both in Matlab and MTBDDs. The value of time excludes the construction of the model (which is substantial for a Matlab sparse matrix, and considerably faster for MTBDDs), and only concerns the probability calculations once a memory representation of the model has been built.
The exact probability calculation reduces to a system of linear equations (a subsystem of the linear equations involving the full matrix which corresponds to the unknown probability values [2, 9] ) which we solve via Jacobi iteration, again both in the case of Matlab and MTBDDs. The value of time includes the construction of the filter which identifies the linear subsystem. Analysing the experimental results, we note that, as anticipated [1] , sparse matrices are faster than MTBDDs on pure calculations involving matrix-byvector multiplication (approx. by a factor of 10 on the models considered here). However, when it is necessary to manipulate the models, such as filtering out the submatrix corresponding to the subsystem of linear equations, then MTBDDs begin to have an advantage over sparse matrices, which is reflected in the reduction of the factor from 10 to 5. For comparable model size, the lower bound calculation is faster than the exact probability (recall that the exact probability calculation generally uses a smaller system of equations, which is why the timing for the exact calculations in the case of the three philosophers model is comparable to the lower bound calculations).
Finally, we note that, as yet, we have not fully addressed the issue of efficiency of our MTBDD implementation. Several improvements, such as heuristics for the variable ordering, Gauss-Seidel and SOR iterative methods, remain to be investigated.
Conclusions
We have proposed a sound, space-efficient, heuristic approach for the verification of quantitative linear time properties of concurrent probabilistic systems. The method is based on a greedy algorithm for computing the lower and upper bounds on the probability measure of the set of paths of the system satisfying an LTL formula, instead of the exact minimum/maximum probability. The bounds are computed via an iteration process, with each iterate respectively approximating the exact minimum/maximum probability from below/above. Hence, they can be used to verify quantitative LTL properties, albeit at a cost of accuracy. Our method also adapts to the sequential systems, where it leads to time improvement over the exact probability calculations. The proposed algorithm behaves well in the case of the randomized dining philosophers protocol proved in [19] , but this is not surprising, since the formulas considered there are relatively simple.
We have performed initial experiments using sparse matrices and an MTBDDbased implementation. The experiments so far are encouraging, and point to the efficiency of model construction and manipulation in terms of MTBDDs, but poorer performance compared to sparse matrices (see also [1] ).
One point to note about the lower and upper bounds is that in some cases, such as the ones discussed here, they can provide a faster and equally accurate method for computing the exact probability. In other cases, however, they may give rise to a larger interval of probabilities ([0,1] in the worst case). So far we have been unable to estimate the error associated with the lower/upper bound calculations. This seems impossible in the general case (it is relatively easy to construct an example which yields [0,1]), but perhaps one could characterise subclasses of formulas for which the error is small. Another possible direction is to investigate ways of improving the bounds by locally estimating conditional probabilities, and using those to derive more accurate estimates.
