Introduction
The purpose of this chapter is to provide an introductory overview of some of the current research e orts directed toward adapting the weights in connectionist networks having feedback connections. While much of the recent emphasis in the eld has been on multilayer networks having no such feedback connections, it is likely that the use of recurrently connected networks will be of particular importance for applications to the control of dynamical systems. Following the approach taken in the previous chapter by Andy Barto, this chapter will emphasize the relationship of connectionist research in this area to strategies used in more conventional engineering circles for modelling and controlling dynamical systems, while at the same time noting what there is in the connectionist approach that is novel. In particular, I will argue that while much of the connectionist approach to adapting the weights in recurrent networks having interesting dynamics rests on the same sort of mathematical strategies used commonly within the engineering sciences, there are noteworthy di erences in the overall emphasis, which represents an important contribution which connectionist research has to o er. I agree completely with the idea Andy has presented that the connectionist approach may serve as a bridge between the two seemingly disparate disciplines of arti cial intelligence (AI) on the one hand and the engineering areas of estimation and control on the other. The use of parameter estimation techniques familiar to engineers on problems often treated within AI via discrete symbolic computational approaches represents a refreshing synthesis of two research directions which deserve uni cation. At the same time, I also agree with his point that there is a important need for much additional mathematical analysis to bolster our understanding, currently obtained primarily through extensive simulation, of the interesting systems which connectionist researchers study.
This research was supported by Grant IRI-8703566 from the National Science Foundation 2 Recurrent Networks It is common in connectionist research circles to distinguish between networks having feedback connections, which are usually called recurrent networks, and networks having no such feedback connections, which are usually called feedforward or layered networks. Because of the existence of the backpropagation algorithm (Werbos, 1974; Parker, 1985; leCun, 1985; Rumelhart, Hinton, & Williams, 1986) for computing the error gradients in feedforward networks, a great deal of attention has been focused recently on this particular type of network, especially in situations where learning from examples of input-output pairs is required.
A particular type of recurrent network, a settling network, has also been widely recognized as important in connectionist circles (e. g., Anderson, 1977; Hinton, 1977; Grossberg, 1980; Feldman & Ballard, 1982; Hop eld, 1984 ) . Such a network converges to a stable state from any starting state. In the terminology of dynamical systems theory, such networks have only point attractors. The nal state of such a network can be viewed as the solution to a certain constraint-satisfaction type of search, as in relaxation labeling (Rosenfeld, Hummel, & Zucker, 1976) , or it might be viewed as a retrieved item from a content-addressable associative memory. Almeida (1987) and Pineda (1988) have shown that essentially the same backpropagation computation may be used to compute error gradients for settling networks as well. Below we sketch how this can be derived as a special case of a general approach to computing error gradients for a recurrent network having arbitrary dynamics.
Because convergence to a point attractor represents a very limited form of dynamical behavior, a growing number of connectionist researchers have begun to explore techniques for training recurrent networks to manifest a much wider range of dynamical behaviors than simple settling. Below I outline some arguments why studying such networks is important. Unfortunately, current research e orts have only made limited progress in identifying situations where the necessary error gradient computations have all the properties one might wish them to have for this more general class of networks. Much of the current connectionist research in this area thus consists of either attempts to apply the currently available algorithms in spite of their limitations or attempts to discover better algorithms and/or network architectures.
3 Gradient-Based Learning Algorithms for Recurrent Networks
Here I will brie y outline several algorithms which have been proposed and studied for training networks having a broad range of dynamical behaviors. Each of these is based on the same strategy used in the backpropagation algorithm for feedforward networks (Werbos, 1974; Parker, 1985; leCun, 1985; Rumelhart, Hinton, & Williams, 1986) , that of computing the gradient in weight space of an error measure based on the mismatch between the actual performance and the desired performance. The type of task for which these algorithms are appropriate is what might be called a sequential supervised learning task, which means that the output values of certain units in the network are to match speci ed target values at speci ed times.
1 description of these and related algorithms, along with a detailed analysis of their computational requirements, may be found in (Williams & Zipser, To appear) . Two completely general approaches to training an arbitrary recurrent network by adjusting weights along the error gradient are: (1) the backpropagation-through-time algorithm (Werbos, 1974; Rumelhart, Hinton, & Williams, 1986; Robinson & Fallside, 1987) , extended to continuous time by Pearlmutter (1989) ; and (2) the real-time recurrent learning algorithm (Robinson & Fallside, 1987; Bachrach, 1988; Mozer, 1988; Williams & Zipser, 1989a) .
The backpropagation-through-time algorithm can be derived from the more familiar backpropagation algorithm for multilayer networks by unfolding an arbitrary recurrent network into a multilayer feedforward network that grows by one layer on each time step. It is not hard to show that the partial derivative of error with respect to any weight in the recurrent network is equal to the sum of the partial derivatives of the error with respect to each of the weights in the unfolded network which correspond to this weight in the recurrent network. Computation of these error derivatives in the unfolded net is carried out using the usual backpropagation algorithm. The algorithm derives its name from the fact that the computation of these error derivatives is based on information propagating from later times to earlier times in the recurrent network. The actual implementation of the algorithm of course requires the storage of the history of activity of the network as it runs.
The real-time recurrent learning algorithm, on the other hand, keeps a running tally of the partial derivatives of the outputs of all units with respect to all the adaptable weights in the network. Whenever there is an error in network operation, the appropriate error derivatives are then computed directly from this information. This algorithm derives its name from the fact that the weight updates can be computed (and performed) as each error occurs.
Each of these algorithms is capable of computing the error gradient in weight space, but they each have certain drawbacks which limit their usefulness. The backpropagation-through-time algorithm can be viewed as having an unbounded memory requirement for situations when the network is assumed to run through time inde nitely; alternatively it can be applied in situations where the network is assumed to run through a xed time interval in each trial, with a reset to some given start state at the outset of a trial. The real-time recurrent learning algorithm is particularly useful in situations where the network runs through time inde nitely and is never reset to a start state, because it has a xed memory requirement of nr real numbers, where the network has n units and r adaptable weights. For short xed time intervals the backpropagation-through-time algorithm uses less memory, but for continual operation the real-time recurrent learning algorithm obviously requires less memory. Both of these algorithms su er from the disadvantage that their computations require communication and/or storage far beyond that required for the simple nonadaptable network operation itself. While the backpropagation-through-time algorithm ostensibly sends signals (backwards) along only the connections which are present in the network, close examination of the details of the algorithm shows that to implement it within the network being trained would require the simultaneous transmission of tagged messages along every connection and the storage and update of multiple values at every unit. The problem with the real-time recurrent learning algorithm is that it requires the storage and update of information corresponding to every unit/weight pair in the network, and such information involves nonlocal communication within the network being trained.
In spite of these limitations, these two algorithms continue to be of interest for various reasons.
One reason is that they can be used as o -line techniques for creating networks having desired sequential behaviors, and various simulation studies (e.g., Rumelhart, Hinton, & Williams, 1986; Williams & Zipser, 1989b) have demonstrated the ability of these algorithms to create networks capable of performing interesting sequential processing. Another reason is that they can be specialized to situations where their disadvantages disappear. Still another reason is that they can serve as the basis for more computationally attractive algorithms which may represent useful approximations to the full error gradient computation.
As an example of the usefulness of the backpropagation-through-time algorithm in a specialized setting, it is interesting to note that it reduces to a much simpler form when the network's actual and desired dynamics consist of settling to a xed equilibrium state. This is essentially because storage of the activity history is not required because all past states along a constant trajectory are equal to the current one. The resulting algorithm (Almeida, 1987; Pineda, 1988) involves an inde nitely iterated backpropagation computation through the network. This computation itself converges stably whenever the forward computation does.
Approximations to the full backpropagation-through-time algorithm have also been studied. A natural way to simplify the computation is to truncate the backward propagation of information to a xed number of prior time steps. This is, in general, only a heuristic technique, although in those situations where the actual backpropagation computation leads to exponential decay in strength through (backward) time, this can give a reasonable approximation to the true error gradient. A particular case which has been investigated by several researchers (Elman, 1988; Cleeremans, Servan-Schreiber, and McClelland, 1989; Dave Rumelhart, personal communication, 1988) is to truncate the computation at one prior time step. Such an algorithm thus involves the saving of state information only for one time step and is very simple to implement. The particular architecture used by Elman consists of a layered network having an input layer, a hidden layer, and an output layer, with the hidden layer having lateral feedback connections within it. Only the lateral feedback connections in the hidden layer are assumed to include a delay. In such an architecture, the prior state need be saved only for the hidden layer. By not performing the backpropagation beyond one prior time step, the algorithm essentially treats as given with each training instance not only the input to the network but the prior state of the network as well. It is not hard to discover tasks which such networks are incapable of learning (Cleeremans, ServanSchreiber, & McClelland, 1989) but which can be learned by using the full gradient computation (Smith & Zipser, 1989) .
The real-time recurrent learning algorithm can also be restricted to certain specialized settings where its disadvantages disappear. In particular, Bachrach (1988) and Mozer (1988) have noted that for a single unit it reduces to an entirely local computation involving the update and storage of one additional number per weight. Mozer has applied this idea to develop an entirely local learning algorithm for certain restricted architectures in which the only recurrent connections allowed are self-recurrent connections on the initial layer of hidden units in what is otherwise a multilayer feedforward network. As in the Elman architecture, only these recurrent connections incorporate a delay. For such networks an appropriate combination of backpropagation through the multiple layers and real-time recurrent learning within the recurrently connected units can be used to perform the exact computation of the error gradient.
Investigation of another potentially useful approximation to the real-time recurrent learning algorithm has been undertaken by Zipser (To appear). In this version, the network learning the sequential task is viewed as consisting of several communicating subnetworks. Each of the subnetworks is trained using the full real-time recurrent learning algorithm, but communication between the subnetworks during training is simpli ed from what the full gradient computation would require. The resulting algorithm has lower space and time complexity than the full real-time recurrent learning algorithm, but preliminary simulation results suggest that it can still be used to train networks to perform nontrivial sequential tasks.
Another learning algorithm designed for a certain specialized class of architectures is that proposed and studied by Jordan (1986) . In this architecture, there is an output layer, a hidden layer, an input layer, and a group of units called the state units. There are connections from the input layer to the hidden layer and from the hidden layer to the output layer, and all of these are adaptable, just as in a typical feedforward network to which backpropagation is applied. In addition, there are adaptable connections from the state units to the hidden units, so the state units may be viewed as augmenting the input representation. Depending on the application, there are also xed connections from the output units to the state units and/or xed connections among the state units, and these connections have a delay of one time step. The purpose of these xed connections is to capture (in a handcrafted manner) the information necessary to distinguish states of the network. For example, in a task where the network is to cycle through a certain sequence of output patterns, the xed connections between the state units may represent a clock which cycles at the desired frequency; in a task where the correct output is a function of previous outputs, the connections from the output units to the state units may represent a one-for-one copy operation, as in the net studied by Elman (1988) . Under the assumption that training information is available for the output layer at each time step, the algorithm used for training this network is just the usual multilayer backpropagation algorithm. Just as with the Elman network, backpropagation is applied to the network representing the mapping from current input and prior state to output. In situations where training information is not ostensibly available on each time step, Jordan imposes smoothness constraints which attempt to minimize the di erence between outputs at neighboring time steps, and this essentially gives desired output values at every time step.
Another technique which has been singled out in the connectionist literature as being of value in training recurrent networks is that of teacher forcing. This is an intuitively sensible strategy which can be used with any recurrent network learning algorithm. The idea is to replace, during the training phase, the actual output of any unit in the network with the desired output of that unit (if speci ed) before computing the subsequent state of the network. A number of the algorithms described above either use it routinely or can be easily modi ed to include this strategy. For example, Jordan's (1986) algorithm uses it, and Pineda (1988) has called attention to its importance for creating new stable points in settling networks. Zipser (1989a, 1989b) who coined this name for it, have demonstrated that this technique is generally required whenever one wishes to alter the qualitative dynamics of a network which is operating in its steady state. For example, they have used it in conjunction with the real-time recurrent learning algorithm to turn settling networks into oscillating networks.
However, it should also be noted that there are situations for which teacher forcing is clearly of no use or may be otherwise inappropriate. One obvious case where it is of no use is when the units to be trained do not feed their output back to the network, as in the networks used by Elman (1988) . Furthermore, a gradient algorithm using teacher forcing is actually optimizing a di erent error measure than its unforced counterpart, although any setting of weights giving zero error for one also gives zero error for the other. This means that, unless zero error is obtained, the two versions of a gradient algorithm need not give rise to the same solutions. In fact, it is easy to devise examples where the network is incapable of matching the desired trajectory and the result obtained using teacher forcing is far di erent from a minimum-error solution for the unforced network.
One important aspect of the use of teacher forcing is that it can help simplify the computational requirements of the gradient calculation. An extreme case of this occurs when every unit in the network has a target on all time steps, in which case training the weights amounts to a simple one-layer mapping problem. Rohwer (1989) has used this observation to suggest an interesting algorithm for training recurrent networks. The essential idea is to treat the output of those units not having an externally speci ed target as variables, along with the network weights. The error measure used takes into account the discrepancies between the actual and \desired" values for all units, including those for which no external target is speci ed.
Relationship to Standard Engineering Approaches
In the next section I will discuss the potential relevance of adaptive recurrent networks to control applications, including some novel aspects they have to o er. Here I want to note brie y how the techniques described above, and our understanding of them, might be viewed from the perspective of engineering theory.
First of all, since the basis of the algorithms described here is the commonly used method of estimating parameters by moving along the gradient of an error measure, it should not be surprising that at least some of these techniques are rediscoveries or simple nonlinear extensions of techniques already described in the engineering literature. In particular, the real-time recurrent learning algorithm coincides with an approach suggested in the system identi cation literature (McBride & Narendra, 1965) for tuning the parameters of an arbitrary dynamical system. Also, the teacher forcing idea appears in the adaptive signal processing literature (Widrow & Stearns, 1985, pp. 250-253) as an \equation error" technique for synthesizing recursive linear lters.
Another observation is that we have far less analytic understanding of the behavior of recurrent networks themselves or these learning algorithms than would be considered desirable from the point of view of engineering theory. For example, except in the case of associative memory networks, where convergence to a stable equilibrium is required for proper operation, questions of stability or convergence of network activity (ignoring the e ects of learning) are not usually addressed. This is partly because an analysis of the dynamics of such highly nonlinear systems is extremely complex, and partly because the use of units having bounded outputs guarantees trivially that bounded inputs lead to bounded outputs, which is a major concern for the linear systems often treated in conventional control theory. Of course, this in no way simpli es the important question of stability of a combined plant/controller system when a connectionist network is used as a controller, but it does insure that, for example, whenever a recurrent network is to be used as a plant model (over a bounded range), this model itself cannot blow up.
However, these remarks should de nitely not be taken to suggest that connectionist research has nothing new to o er. Below I will o er support for the contention that the connectionist approach, while borrowing techniques from estimation and control theory, is actually intended to address a much broader class of adaptation problems, including many treated using an entirely di erent set of techniques.
Temporal Behavior: Three Connectionist Approaches
In this section I want to describe three di erent ways that one might attempt to use adaptive connectionist networks in control-related applications. Some of these ways necessarily involve recurrent networks of one form or another, but some need not. I will call these three ways the conservative approach, the liberal approach, and the radical approach.
In the previous chapter, Andy Barto has described several strategies for applying supervised training of feedforward networks to the problem of generating control signals for a dynamical system. Each of the three approaches I introduce here is potentially applicable to any of those strategies, including copying an existing controller, developing an adaptive predictor, identifying the system or an inverse of it, and di erentiating a model. For simplicity, the description here will treat only the system identi cation case, in which the network is to learn to model a plant from observation of its input-output behavior, but many of the points being made here apply to the other strategies as well.
Before considering the three approaches, recall the important distinction between a memoryless system and one possessing internal state or memory. We will use the term static mapping to describe such a memoryless system. Ignoring the e ect of weight adaptation, a feedforward network is usually viewed as implementing such a static mapping. Even a settling network used as a contentaddressable associative memory is often treated as a means of performing a static mapping from initial state to nal state.
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While one is a feedforward network and the other is a recurrent network, both are used to perform static mappings. 3 It is clear that the only way to model a system in which internal state plays an essential role in its input-output behavior is for the model itself to allow for the possibility of nontrivial internal state. The distinction among the three approaches to be described is simply their means of representation of internal state.
The Conservative Approach
A straighforward way to capture certain kinds of state information is to use a tapped delay line. If the plant's state is a function only of the last k plant inputs, then using a su ciently long delay line on these inputs obviously allows the model to capture the same state information. The concepts of a moving average model, a transversal lter, or a nite-impulse-response lter are all equivalent embodiments of this idea in engineering circles. Such a model or lter is constructed out of a static linear mapping whose input comes from one tapped delay line for each plant input.
A straightforward generalization of this idea is to replace the static linear mapping by a static mapping which is allowed to be nonlinear, such as that implemented by a feedforward connectionist network or that implemented by a settling network. Let us call such a network, consisting of any static mapping network together with tapped delay lines on input, a transversal lter network. Use of such a network, particularly where the static mapping is implemented by a feedforward network, is widespread in connectionist attempts to deal with time-varying input. The use of adaptive transversal lter networks for such purposes will be called the conservative approach. Such an approach is obviously appealing because adjusting the model involves nothing more than training a static network.
The Liberal Approach
Similarly, there are situations when delay lines on the plant outputs, perhaps combined with delay lines on plant inputs, provide su cient information to capture plant state. The concepts of an autoregressive moving average model, a recursive lter, or an in nite-impulse-response lter are all equivalent embodiments of this idea in engineering circles. Such a model or lter is constructed out of a static linear mapping whose input comes from one tapped delay line for each plant input as well as one tapped delay line for each plant output.
Once again, it is straightforward to generalize this idea by replacing the static linear mapping by a static mapping which is allowed to be nonlinear. Let us give the name recursive lter network to the architecture consisting of a static mapping network together with tapped delay lines on input and with output fed back as input through tapped delay lines. While this scheme is less commonly used in connectionist circles, certain forms of the network architecture studied by Jordan (1986) can be viewed as having this form, where the static mapping is implemented by a feedforward network. Furthermore, although the resulting network has recurrent connections, from output back to input, in cases where training information is available on every time step (as, for example, in system identi cation), the use of teacher forcing essentially reduces the problem of training the network to that of training a static network. The use of adaptive transversal lter networks for control-related applications will be called the liberal approach.
The Radical Approach
In connectionist parlance for describing feedforward networks faced with supervised learning tasks, one often distinguishes the visible units, which are those that either carry input signals or produce output signals, from the hidden units, which perform intermediate computations. We build on this terminology here and say that a system has weakly visible state if it is input-output equivalent to a system whose state is a function of only a xed set of nitely many past values of its input and output. Otherwise, we say that the system has strongly hidden state. Recursive lter networks are thus capable of modelling systems having weakly visible state, but, by de nition, are incapable of modelling systems with strongly hidden state. Let us call the use of an adaptive recurrent network which is not a transversal lter network or a recursive lter network for control-related applications the radical approach. By de nition, in order to accurately model a system having strongly hidden state we must adopt the radical approach.
6 Signi cance of the Radical Approach A central thesis of this chapter is that the radical approach to using adaptive connectionist computation for temporal processing is a highly novel research thrust and thus o ers the greatest potential for providing systems having signi cantly new capabilities. As will be discussed below, it is designed to address a type of problem which does not even come up in more standard control-theoretic formulations. Furthermore, while other approaches to certain such problems have been developed, most often within linguistics and computer science, the techniques used are quite di erent, so it is not clear how to integrate such methods with more standard control-theoretic techniques. The radical connectionist approach, on the other hand, treats all such problems within a uni ed framework|that of tting an unknown system with a member of a continuously parameterized class of models.
It is not hard to show that any linear system having nite-dimensional state cannot have strongly hidden state. This implies that the radical approach is super uous when attempting to model any such system. One manifestation of this result is that any recurrent network consisting entirely of linear units (and delays) is input-output equivalent to a recursive linear lter. That is, any such network having \hidden" recurrent connections has identical input-output behavior to one in which all recurrent connections are \visible," from output back to input. (Furthermore, the entire network can be simpli ed to a single layer as well.)
However, it is easy to construct a simple example of a system having strongly hidden state. Consider a system which is capable of recognizing that a particular triggering event has occurred at any time after some previous enabling event. Such a system can be designed using one ip-op and one AND gate. The ip-op records the occurrence of the enabling event (thereafter emitting a 1) and the AND gate recognizes the simultaneous occurrence of the triggering event and the output 1 from the ip-op. To actually make this an interesting system identi cation task for a learning algorithm, the occurrence of the triggering event should also reset the ip-op to 0 so that the process can be repeated.
It is clearly not possible to model this system exactly using a transversal lter network because of the potentially arbitrarily long span of time between the enabling event and the triggering event. It is also clear that adding any nite (or even in nite) length of history of output of the system does not help, so a recursive lter network also cannot do the job. However, a simple two-unit network using units which have saturating nonlinearities can easily be designed to model this system. More important for our purposes here is that such a recurrent network can also be trained to model such a system from examples of its input-output behavior (Bachrach, 1988; Williams & Zipser, 1989b) .
Furthermore, the same two-unit network can also be trained to model systems whose state consists of any simple function of the immediately prior value of the output and one of the inputs. 4 Thus such an adaptive recurrent network can also discover delay line solutions when they are appropriate. While the tapped delay lines in an adaptive recursive lter network encode a predetermined state representation, a more general adaptive recurrent network is free to develop its own state representations, as appropriate for the task. Thus the radical approach might also be characterized as involving the use of adaptive rather than xed state representations.
This example of a system having strongly hidden state can also be used to illustrate another point concerning the use of a recurrent network capable of adapting its representations versus a network using tapped delay lines as its only means of state representation. Suppose that we are willing to settle for an approximate model whose probability of error, although not zero, is tolerably small. We could use a transversal lter network whose tapped delay lines store input to the system over the last k time steps, where k is chosen so large that delays of k or more time steps between the enabling event and the triggering event are exceptionally rare. However, to learn such an approximate model can be harder than learning an accurate model using the simple recurrent network. This is because more taps on the delay line means more adjustable weights, which means more parameters with which to t the training data, which implies that more data is required to obtain a t giving useful generalization. Williams and Zipser (1989b) observe that having more than 4 taps on the input delay line guarantees that the simplest possible network of this type will necessarily have more weights than the two-unit fully recurrent network which is capable of learning such a task. Thus any tapped delay line approach to such a task is almost certain to require much more training to achieve a satisfactory level of performance than the simple recurrent network which can solve it exactly. The point of this argument is that the radical approach may not only be necessary for accurate modelling but it also may be more e cient in terms of its need for training data even when perfect accuracy is not sought. Of course, this example of a system having strongly hidden state is a simple nite-state machine, having just two states. In fact, very recent research into the use of adaptive recurrent networks has begun to focus on just this class of problem: the inference of a deterministic or stochastic nitestate machine from observation of its input-output behavior. For example, Williams and Zipser (1989b) , Smith and Zipser (1989) , Cleeremans, Servan-Schreiber, and McClelland (1989) , and Dave Rumelhart (personal communication, 1988) have all experimented with the use of adaptive recurrent networks on problems of this type. The study of such problems is, of course, not new. Linguists and computer scientists studying formal languages (e. g., Gold, 1967; Angluin & Smith, 1983) have investigated such problems, and techniques for dealing with these problems have also been discussed in the syntactic pattern recognition literature (e.g., Gonzalez & Thomason, 1978) .
However, the usual approach to these problems generally involves attempting to enumerate the states, which is obviously di erent from the connectionist parameter estimation approach described here. Furthermore, not only does the radical connectionist approach o er an interesting and promising alternative to existing techniques for inferring such nite-state machines, it may represent a workable approach to dealing with problems where the state structure of the system to be modelled contains aspects of both the discrete-state systems treated especially within theoretical computer science and the continuous-state systems typically considered within systems theory. For example, one might imagine trying to discover a model for a system having a state space which consists of several disconnected pieces, each of which is some subregion of a Euclidean space. This would correspond to a system which operates in one of several discrete modes.
Conclusion
In this chapter I have tried to give a broad overview of some of the techniques used for training recurrent connectionist networks and to discuss their relationship to techniques used within engineering circles for related problems. I have also described three approaches to using adaptive networks in control-related applications. Of these three approaches, the conservative approach and the liberal approach are natural extensions of the idea of using an adaptive transversal linear lter and an adaptive recursive linear lter, respectively. The radical approach, on the other hand, has no natural counterpart in the realm of adaptive linear lters but is a unique outgrowth of the connectionist use of parameter estimation methods in conjuction with highly nonlinear computation.
The conservative approach does not require the use of recurrent networks and is already studied widely. It is likely that this approach will continue to predominate over the near term because it represents the most conservative blend of techniques already well established within both the connectionist and engineering camps. Although the liberal approach is not yet used to nearly as great an extent, I suspect that, to the extent it also represents a straightforward combination of techniques already in use, it will nd growing use in certain control-related applications.
While the conservative and liberal approaches to integrating adaptive connectionist computation into control-related applications will both likely prove to be valuable, I have particularly emphasized here the promise of the radical approach, which necessarily requires recurrent networks of a fairly general type. A major thesis of this chapter is the suggestion that it is the radical approach which may lead to the most interesting and novel results in the long term. How widespread a use this approach may nd in such applications will depend on the extent to which the adaptive discovery of strongly hidden state turns out to be important in practical problems as well as on the extent to which further progress is made in developing algorithms which can train more e ciently the recurrent networks required to implement it.
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