In this paper we present a phoneme recognition system based on the Elman predictive neural networks. The recurrent neural networks are used to predict the observation vectors of speech frames. Recognition of phonemes is done using the prediction error as distortion measure in the Viterbi algorithm. The performance of the neural predictive networks is evaluated on both the training database and on a speaker independent test database. The results obtained on the mining database are similar to a four state continuous density HMM, results on the test database results are comparable to a three state HMM.
INTRODUCTION
Current speech recognition systems are usually based on Hidden Markov Models (HMMs). Recently, research has also focused on alternative ways for modeling the speech signal. It was shown that speech recognition results comparable to the results using HMMs can be obtained by approaches, in which neural networks are used to estimate posterior probabilities of phonemes [l] . Another approach is to use neural networks as predictors of observation vectors of speech frames as shown in [21, [31, and 141 . When working as predictors, neural networks map past observation vectors into a predicted observation vector, and the prediction m o r is used in a Viterbi decoding. In this paper we propose to use recurrent neural networks as predictors of speech frames. Unlike feed-forward networks, the recurrent architecture @ts to include context information about past frames in form of previous hidden layer states in the recurrent connections. Thus, feature trajectories theoretically can be modeled in a better way. In the recognition phase the prediction error is used as distortion measure and the model sequence with the minimum accumulated prediction error is selected after a dynamic programming phase. In Fig. 1 .1 the architecture of an Elman neural network is shown, w h m Sifr) indicates the states of the input layer, Sh(z) the states of the hidden layer and Soft) the states of the output layer.
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IMPLEMENTATION
For each phoneme of the database one neural network is used to predict the current speech frame given a number of past spcech frames. In this way, the input of the network is represented by the observation vectors of the past frames and the output of the neural network is the predicted observation vector of the current frame. We have chosen to use the observation vectors x(t-1) and ~(t-2) as input to the network in order to predict the observation vector x(t). performance of the neural network continuously. The number of adjustable parameters of the neural network, which is strongly related to the size of the network, can also influence in the capacity of generalization. If the size of the network is too large for the required task or if the training pattem set is small, neurons can become inactive or are badly trained. On the other hand, a network that is too small for a task might not be able to perform the required mapping. We have chosen for the experiments a hidden layer of 25 neurons. The activation function of the hidden layer was the s i p o i d function. The activation function of the output layer was linear.
In the recognition phase the prediction e m r centered on the mean prediction error of the training pattem set is used as distortion measure.
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TRAINDB
TESTDB
Using the Viterbi algorithm, the path with the smallest accumulated prediction error is selected to represent the recognized phoneme sequence. The neural networks are initialized on a pre-segmented database.
The obtained trained neural network models are then used to obtain the segmentation of a second labeled but unsegmented database. After the segmentation of this database with the initially trained models, the database can also be used for training of the neural network models.
DATABASE AND EXPERIMENTAL
SETTINGS
Both the neural network models and the continuous density HMMs use a database containing continuous Spanish speech for initial training. This database consists of 7 speakers pronouncing 77 phrases. The phrases are available in segmented form with speech labeled into a total of 25 phonemes. Thus, the database used for training consisted of 2259 training phonemes.
For testing and additional training the continuous speech database Eurom is used. The speech material is available in labeled form, but is not segmented. The Eurom database is divided into two parts: The first part after segmentation is also used for training of the models. The second part is used for testing. 
EXPERIMENTAL RESULTS
In a first stage, preliminary experiments were done with feedforward networks to evaluate the capacity of generalization of the neural networks. After a certain number of training epochs simultaneous recognition of the training and test database was done. Table 4 .1 illustrates that although the recognition rates on the training database improved, the recognition of the test database was rougly constant or decreased after a certain number of epochs. This behavior can indicate that after a cerrain number of epochs the neural networks become overtrained on the training pattems and loose capacity of generalization, which decreases the recognition rate on the test database.
It was observed in the experiments that in the recognition phase a high number of insertions was introduced by the neural networks. This fact was observed both in the training and test database. Insertions reduce the % accuracy measure of the phoneme recognition while the % correct measure is high. 
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In order to funher eliminate insertions, another modification was introduced in which the average prediction error of the current and previous frame of a neural network model is used as distortion measure during recognition instead of the instantaneous prediction error. In Table 4 .2 the recognition rates are shown when using the average prediction error. In Table 4 .3 the recognition rates obtained using the instantaneous prediction error can be seen. Using average prediction error slightly improves the % accuracy measure. It also can be observed that there is a significant difference in performance between the recognition of the test and training data. Table 4 .3: Phoneme recognition with Elman neural network using the instantaneous prediction mor.
A third experiment was done in which in the recognition phase the duration of each model was forced to be at least two frames. This modification can be considered to be equivalent IO a 4 state topology in which, since calculated by the same neural network model. the prediction mors of the second and third states (which model the speech signal) arc equal and the transitions are allowed to the following state. In Table 4 
CONCLUSIONS
A phoneme recognition system using the prediction mor obtain9 with Elman neural networks was presented. With this approach a high recognition rate on the training database was obtained. On the test database the recognition rate obtained was similar to a three state HMM. Using the neural networks a significant difference in recognition performance between the training and test database was observed. The approach based on neural predictive networks can be further developed beyond the work presented in this paper experimenting with some modifications which probably can improve the recognition rates. To account in a more accurate way to the time-invariant nature of speech, one or more networks can be used to predict various states of the observation vector sequence of phonemes. Improvements probably can also be achieved using for discrimination in the Viterbi algorithm distortion measures different to the instantaneous prediction error. Another aspect which can be further considered is the choice of the input data vector to the neural networks.
