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ABSTRACT
Since 2009, the deep learning revolution, which was triggered by the introduction of ImageNet,
has stimulated the synergy between Machine Learning (ML)/Deep Learning (DL) and Software
Engineering (SE). Meanwhile, critical reviews have emerged that suggest that ML/DL should be
used cautiously. To improve the quality (especially the applicability and generalizability) of ML/DL-
related SE studies, and to stimulate and enhance future collaborations between SE/AI researchers
and industry practitioners, we conducted a 10-year Systematic Literature Review (SLR) on 906
ML/DL-related SE papers published between 2009 and 2018. Our trend analysis demonstrated the
mutual impacts that ML/DL and SE have had on each other. At the same time, however, we also
observed a paucity of replicable and reproducible ML/DL-related SE studies and identified five factors
that influence their replicability and reproducibility. To improve the applicability and generalizability
of research results, we analyzed what ingredients in a study would facilitate an understanding of why
a ML/DL technique was selected for a specific SE problem. In addition, we identified the unique
trends of impacts of DL models on SE tasks, as well as five unique challenges that needed to be met in
order to better leverage DL to improve the productivity of SE tasks. Finally, we outlined a road-map
that we believe can facilitate the transfer of ML/DL-based SE research results into real-world industry
practices.
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1 Introduction
We as an industry have not yet built enough of these AI systems to fully understand how they might
impact the software engineering process, as they most certainly will. — Grady Booch [1]
Software Engineering (SE), as noted by UML’s co-orginator Grady Booch, is undergoing a dramatic change fused
by big data and recent advances in Artificial Intelligence (AI). Despite the two AI winters in the last century [2],
tremendous achievements in Machine Learning (ML), especially Deep Learning (DL), in the 2010s blew away the
haze and started the season. Among these, ImageNet, a large-scale ontology of images, was created by Fei-Fei Li’s
group in 2009, providing training and benchmark data for image classification algorithms, such as Convolutional Neural
Networks (CNNs) [3]. At almost the same time, a leap in Nvidia’s graphics processing units (GPUs) significantly
reduced the computation time of DL algorithms. Both milestone accomplishments became the catalyst for the ML/DL
boom in all applications, and SE has certainly become one of the beneficiaries. Xie et al. [4] conducted an empirical
study on data mining involving ML methods for SE in 2009, which described several challenges of mining SE data and
proposed various algorithms to effectively mine sequences, graphs and text from such data. The study projected to see
the expansion of the scope of SE tasks that could benefit from data mining and ML methods as well as the range of SE
data that can be mined and learned from.
Over the past decade, SE researchers have been showing a great enthusiasm for exploring and applying ML/DL
techniques to diverse tasks for various SE activities1. ML and DL accelerate the contemporary software development
lifecycle by analyzing huge amounts of data produced and consumed throughout the process. The results of these
insights are driving changes in software development and evolution. For instance, in requirements engineering, ML is
employed to identify relevant requirements in software specifications [5] and generate requirement traceability links
between textual requirements artifacts [6]. In software design and modeling, various supervised classifiers are used to
detect the presence of architectural tactics in code, tracing them to requirements, and visualizing them in a way that
helps a developer to understand the underlying design decisions [7]. During implementation and testing, ML/DL aids
developers with a variety of SE tasks, such as code generation and completion, code optimization, API recommendation,
and test case generation. For defect analysis, almost all types of ML/DL models are leveraged to classify defects [8],
predict defective software artifacts [9], locate the faulty program elements that are responsible for the failure [10] and
generate a prioritized list of relevant bug-fix suggestions [11]. To facilitate maintenance and evolution tasks, researchers
have mined various repositories using machine learning algorithms such as Support Vector Machine (SVM), Naive
Bayes and Logistic Regression to extract high-quality aligned data [12], identify API issue-related sentences [13], and
classify user reviews from app stores [14].
With the rapid growth of ML/DL techniques, it appears that “Spring is coming” for the SE community. Recently,
controversial studies have emerged that warn us to use ML/DL cautiously and not overlook the exploration of simple
methods. Liu et al. [15] proposed a nearest neighbor algorithm that does not require any training to generate short
commit messages, which is not only much faster and simpler but also performs better than the Neural Machine
Translation approach by Jiang et al. [16]. Xu et al. [17, 18] and Fu and Menzies [19, 20] debated the effectiveness of
DL vs. SVM in predicting the relatedness between Stack Overflow knowledge units. Eventually, they agreed in part that
while SVM based approaches offer slightly better performance, they are slower than DL-based approaches on larger
datasets.
To stimulate and enhance the future collaborations between the SE and AI communities, we conducted a Systematic
Literature Review (SLR) to comprehensively evaluate the impacts that ML/DL and SE have on each other. Our goal is
to raise sufficient awareness about the challenges and problematic situations in ML/DL-related SE studies. Specifically,
this study makes the following contributions:
• To the best of our knowledge, we are the first to carry out a comprehensive SLR on 906 papers published in
the past decade, which either employ ML/DL techniques on SE tasks or tailor SE methods/practices to the
development of ML/DL systems2.
• We demonstrated the impacts that emerging ML/DL techniques have on SE tasks by investigating the breadth
and depth of the changes that ML/DL techniques have brought to SE tasks. In addition, we discussed the
challenges of applying SE practices to the development of ML/DL systems, typically for testing and debugging
tasks.
1SE activities refer to the fundamental activities in all software development processes, including requirements engineering,
design and modeling, implementation, testing, defect analysis, maintenance and evolution, and project management.
2In this paper, ML/DL systems refer to software frameworks, tools, or libraries that provide ML/DL functionalities, or software
systems that have ML models or DNNs as their core with extra software encapsulation.
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• We identified five factors that influence the replicability and reproducibility of ML/DL-based studies in SE.
These factors can be assessed to improve the quality of future research.
• By categorizing the rationales behind the selection of ML/DL techniques into three types, we recognized
that the rationales provided in our identified studies are often insufficient. Consequently, we identified three
indispensable ingredients in the studies that would facilitate an understanding of why a ML/DL technique was
selected to tackle a specific SE problem.
• We identified the unique trends of impacts of DL models on SE tasks, as well as five unique challenges that
need to be met to better leverage DL to improve the productivity of SE tasks.
• Based on these synthesized findings, we created a road-map that could facilitate the transfer of ML/DL-related
SE research results into real-world industry practices.
2 Machine/Deep Learning
The origin of ML can be traced back to 1959 by Arthur Samuel [21]. A widely quoted, more formal definition of
ML was proposed by Tom M. Mitchell: “a computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P if its performance at tasks in T, as measured by P, improves with
experience E” [22]. ML comprises four major learning paradigms, namely supervised learning (SL), unsupervised
learning (UL), semi-supervised learning (SSL) and reinforcement learning (RL). In SL, the training data comprises
examples (represented in the form of vectors) along with their target values and its aim is to assign each input vector one
of a finite number of discrete categories (classification) or a real value (regression). UL is often used to discover groups
of similar examples within the data (clustering), where none of its training examples is labeled with the corresponding
target value [23]. SSL presents a challenging learning setting where models are constructed from training data that is
typically composed of a small number of labeled instances and a large number of unlabeled instances. Finally, RL is
concerned with the problem of finding suitable actions to take in a given situation in order to maximize a reward by
interacting with the surrounding environment [23].
Deep learning is a branch of ML built on multiple levels of representation obtained by composing simple but non-linear
modules. Starting with the raw input, each module transforms the representation at one level into a representation at a
higher, more abstract level [24]. Compared to conventional ML algorithms, DL methods are very effective at exploring
high-dimensional data [19].
3 Research Method
This study was initiated in the middle of 2018. Following the approach proposed by Kitchenham and Charters [25] and
Zhang et al. [26], a SLR was conducted based on a rigorous research strategy. The leading author of this study is a
PhD candidate whose research interest lies in employing ML/DL techniques to facilitate the exploration of challenging
SE tasks. The remaining co-authors, of which two are our supervisors, have long-term experiences with either SE or
ML/DL. This section describes the research methodology used for conducting this study.
3.1 Research Questions and Motivations
This empirical study aims to answer the following research questions:
RQ1. What are the trends of impacts of emerging ML/DL techniques on SE tasks, as well as those of SE methods
on ML/DL system development from 2009 to 2018?
RQ2. What are the factors that influence the replicability and reproducibility of ML/DL-based studies in SE?
RQ3. What ingredients in a study would facilitate the understanding of why a ML/DL technique is selected for
a specific SE task?
RQ4. What are the unique impacts and challenges for research in leveraging DL to solve SE problems?
RQ1 attempts to summarize the emerging changes (accomplishments and deficiencies) we discovered as part of our
analysis of the trend of ML/DL-related SE studies. Through RQ2, RQ3 and RQ4, we hope to shed light on issues
concerning how to improve the applicability and generalizability of ML/DL-related SE studies. Specifically, RQ2
attempts to understand how to make ML/DL applications to SE more replicable and reproducible. RQ3 investigates
how detailed the rationales provided by SE researchers are with respect to the choice of a ML/DL technique used for a
particular SE task and how to improve the description of these rationales. Given the recent surge of interest in applying
3
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Table 1: Publication venues for manual search.
Acronym Venues
ICSE International Conference on Software Engineering
ASE International Conference on Automated Software Engineering
ESEC/FSE European Software Engineering Conference and International Symposium on
Foundations of Software Engineering
ICSME International Conference on Software Maintenance and Evolution
ICPC International Conference on Program Comprehension
ESEM Symposium on Empirical Software Engineering and Measurement
RE Requirements Engineering Conference
ISSTA International Symposium on Testing and Analysis
MSR Working Conference on Mining Software Repositories;
SANER International Conference on Software Analysis, Evolution and Reengineering
ESE Empirical Software Engineering
TSE IEEE Transactions on Software Engineering
TOSEM ACM Transactions on Software Engineering and Methodology
JSEP Journal of Software: Evolution and Process
JSS Journal of Systems and Software
IST Information & Software Technology
AAAI AAAI Conference on Artificial Intelligence
IJCAI International Joint Conference on Artificial Intelligence
ACL Meeting of the Association for Computational Linguistics
ICML International Conference on Machine Learning
AI Artificial Intelligence (Journal)
JMLR Journal of Machine Learning Research
EMNLP Empirical Methods in Natural Language Processing
CoNLL Computational Natural Language Learning
DL to SE tasks, RQ4 examines the unique challenges of employing DL in SE studies and the unique impacts of DL
applications on SE, as well as promising future directions for DL research in SE.
3.2 Search Strategy
In 2009, the deep learning revolution, which was triggered by the introduction of ImageNet, has transformed AI research
in both academia and industry [28], and an early adoption of data mining and ML techniques in SE research was
pioneered by Xie et al. [4]. Therefore, we set 2009 as the starting year for our search of publications when preparing a
10-year review that spans the period from 2009 to 2018. Using the ‘Quasi-Gold Standard’ method [26], we integrated
manual and automated search strategies in a relatively rigorous process. To begin with, we chose 16 top SE (ICSE, ASE,
ESEC/FSE, ICSME, ICPC, RE, ESEM, ISSTA, MSR, SANER, TSE, TOSEM, ESE, IST, JSS, JSEP) and 8 AI (AAAI,
IJCAI, ACL, ICML, AI, JMLR, EMNLP, CoNLL) conferences and journals that have published papers addressing the
synergy between SE and ML/DL as the manual search venues, as shown in Table 1. Correspondingly the follow-up
automated search venues are IEEE Xplore, ACM Digital Library and SCOPUS. Then, through a careful evaluation [26],
we refined and finalized the search string for automated search as follows:
“(‘machine learn*’ OR ‘deep learning’ OR ‘neural network?’ OR ‘reinforcement learning’ OR ‘unsupervised learn*’
OR ‘supervised learn*’) AND (‘software engineering’ OR (software AND defect) OR ‘software requirement?’ OR
‘software design’ OR ‘software test*’ OR ‘software maintenance’ OR ‘source code’ OR ‘project management’ OR
‘software develop*’)”3
3An asterisk (*) in a search term is used to match zero or more characters, and a question mark (?) is used to match a single
character.
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Table 2: Study inclusion and exclusion criteria.
Inclusion criteria
1. The paper claims that a ML/DL technique is used
2. The paper claims that the study involves an SE task or or one or more topics covered
in the field of SE [27]
3. The full text of the paper is accessible
Exclusion criteria
1. The number of pages is less than 8
2. The authors claim that their study is a SLR, review or survey
3. Short papers, tool demos and editorials
4. The paper was published in a workshop or a doctoral symposium
5. The paper is a grey publication, e.g., a technical report, a thesis
Figure 1: Study Selection Process.
3.3 Study Selection
Once we retrieved the studies that was deemed potentially relevant based on our search strategy, an assessment of their
actual relevance according to the inclusion and exclusion criteria in Table 2 was executed in order to select the primary
studies that provide direct evidence about the research questions. The search and selection process took nearly seven
months.
The selection procedure is divided into three phases (Figure 1): identification, deduplication and filtering. Initially, we
retrieved 21,083 papers from three digital libraries and manual search, and discarded duplicates by inspecting titles and
authors. This reduced the total number of papers to 19,153. Before moving to the final filtering, a pilot was conducted
in order to establish a homogeneous interpretation of the selection criteria among three researchers [29]. We randomly
selected 30 publications from our collection and assessed them individually by full-text reading. If the Fleiss’ Kappa
value did not reach almost perfect agreement according to Landis and Koch [30], which was our acceptable level for the
final selection, the research team would hold a discussion, strive to reach a consensus and repeat the process. After
applying the inclusion/exclusion criteria, 906 papers remained as primary studies and were used for data extraction.
In some cases, our supervisors, the two domain experts in SE and ML/DL, gave their advice on “Hard to Determine”
publications.
5
THIS WORK HAS BEEN SUBMITTED TO THE IEEE FOR POSSIBLE PUBLICATION. COPYRIGHT MAY BE
TRANSFERRED WITHOUT NOTICE, AFTER WHICH THIS VERSION MAY NO LONGER BE ACCESSIBLE
Table 3: Data extraction.
RQ Data item
1 Published year
1,2,3,4 The category of SE task
1 The SE activity to which the SE task belongs
1,2,3,4 The adopted ML/DL techniques
2,3 Whether and what technique comparisons are used
2 Whether the training and test data is published
2 Whether the source code is published
2 Whether the dataset is from industry, an open source or a student collection
2 Whether and how data preprocessing techniques are used
2 Whether and how hyper-parameter optimization techniques are used
4 The size of the data before and after preprocessing
4 Whether the study reports the runtime of the ML/DL model
2,3 Whether and how the authors describe the rationale behind techniques selection
2,3 Whether the study has an error analysis
2 The number of times a study has been successfully replicated or reproduced
Table 4: Study quality assessment.
ID Quality assessment question Yes Partially No
QA1 Are the aim and motivation of the research described clearly? 889 17 0
QA2 Is the presented methodology clearly explained? 843 59 4
QA3 Are the research questions clearly defined and sufficiently explained? 532 40 334
QA4 Is the contribution of the research clearly stated? 605 291 10
QA5 Is the presented methodology evaluated by enough data? 724 160 22
3.4 Data Extraction
Table 3 presents the data items extracted from the primary studies, where the column ‘RQ’ shows the related research
questions to be answered by the extracted data items on the right.
Due to the large number of studies and time constraints, we distributed the workload to each researcher as follows.
Each researcher was given 2/3 of all the studies in order to guarantee that all primary papers were assessed by at least
two researchers [25]. All the information was recorded in spreadsheets, the data extraction form. Another pilot of 20
randomly selected publications was performed by all three researchers to check data extraction consistency, during
which the extracted data was cross-checked and any disagreement was resolved by discussion or expert advice. It is
sometimes difficult to extract the rationales behind the selection of ML/DL techniques (i.e., identifying the discussion of
the suitability and advantages of the selected methods and why the selected model works) as they are often scattered in
the paper. In these cases, we examined three places where the rationales are most likely explained, including motivation
examples, model design, and background. Then, we carefully analyzed and elicited the potential rationales. Some
rework was needed to consolidate the extracted data. The entire data extraction phase took around six months.
3.5 Study Quality Assessment
To assess the quality of the primary studies, a quality checklist was designed (see Table 4) with three different choices:
Yes, Partially, and No. We answered the questions in the checklist and presented the distribution of papers over three
choices.
With QA1 and QA2 we assessed if the authors of a study clearly stated the aims, the motivations and the methodologies
of their research. For almost all publications these questions could be answered at least Partially. For QA3, the answer
is Yes if the research questions were explicitly defined and addressed with details in the result analysis, and No if
research questions were not defined. According to the statistics in Table 4, this question had a polarization of answers.
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For QA4, the answer is Yes if the research contributions were clearly presented. This question received positive answers
for all but 10 studies. QA5 was evaluated based on the size of the training set used in ML/DL applications: Yes if the
data size ≥ 1, 000, Partially if the data size < 1, 000, and No if the data size is not provided. The result of QA5 shows
that 724 (80%) of 906 studies were evaluated on datasets with size greater than 1,000.
3.6 Data Synthesis
We applied both quantitative and qualitative methods to collate and summarize the results of the included primary studies.
For RQ1, the trend and distribution of the SE tasks were synthesized by descriptive statistics and presented in charts. We
also used the narrative synthesis to summarize the findings in a tabular format and demonstrate both the spectrum of SE
tasks and the research depth of specific SE tasks. For RQ2, we used grounded theory to identify the factors that would
have influenced the replicability and reproducibility of ML/DL applications in the SE community. Initially, we identified
a set of four candidate factors (data accessibility, source code accessibility, data preprocessing, hyper-parameter
optimization) based on 100 randomly selected publications that have a direct relation to replicability and reproducibility
of ML/DL studies. Through an iterative process of adjusting theory constantly to fit new publications, an additional
implicit factor was found (Understanding Technique Selection in Section 4.3 B), thus yielding five factors in the end.
For RQ3, thematic qualitative analysis was used to investigate how well authors understand the problem (the SE task
to be addressed) as well as their selected ML/DL methods. The “themes” ( the level of researchers’ understanding of
the selected ML/DL techniques and the ingredients to facilitate such understanding) emerged through comparison and
categorization. A complementary quantitative synthesis answered this research question with a statistical summary of
comparison with different types of data sources for ML/DL models. For RQ4, we used descriptive statistics to identify
the trends of impacts of DL models on SE tasks and the distinctive challenges of applying DL (as opposed to ML)
methods, and subsequently suggest future work in this direction.
4 Results and Synthesis
4.1 Overview
We selected 906 papers4 related to the synergy between ML/DL and SE, with 817 ML and 89 DL studies. For ease of
exposition, we will use the term "ML" to refer to those ML studies that involve machine learning but not deep learning
and the term "DL" to refer to those ML studies that are deep learning based throughout the paper.
Figure 2 shows a significant increase in the number of papers published each year between 2009 and 2018. The blue
bar shows the number of ML studies and the red bar shows the number of DL studies. The initial application of DL
to SE did not take place until 2013. White et al. [31] introduced DL to software language modeling in 2015, which
offered the SE community new ways to learn from source code files to support SE tasks. A possible explanation for
this later date is that it took time for SE researchers to digest the emerging DL techniques and cautiously validate their
feasibility and effectiveness on SE tasks.
Figure 3 presents the distribution of studies over seven SE activities. Among these, defect analysis (297+15 ML+DL)
and software maintenance & evolution (216+30 ML+DL) take up over half of the collection, mainly because significant
amounts of bug reports and software evolution histories are publicly available in the open source repositories. Consider-
ing only DL-related studies, Maintenance & evolution is the largest category, while implementation contributes the
second largest number of DL-related studies (28), which seems to suggest that DL models are effective for source code
analysis [32].
4.2 Trend Analysis for SE and ML/DL (RQ1)
We analyzed the impact that ML/DL and SE have on each other: ML/DL for SE and SE for ML/DL. In addition, based on
how ML/DL-based techniques generate impacts on diverse SE tasks and how SE methods contribute to ML/DL-based
systems, we categorized the 906 studies into a total of 60 distinct SE tasks over the aforementioned seven SE activities.
891 (98%) of the 906 studies concern ML/DL for SE, covering 58 (97%) of the 60 distinct SE tasks. The remaining 15
studies concern SE for ML/DL, covering five of the 60 (8%) distinct SE tasks.
4.2.1 ML/DL for SE
To investigate both the breadth and the depth of the changes that emerging ML/DL techniques have brought to SE, we
set 2015 as the line of demarcation to compare studies published in two time periods, 2009-2014 and 2015-2018, as
4The full list of included papers will be available upon request.
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Figure 2: Distribution of papers over year.
Figure 3: Distribution of papers over SE activities.
2015 is the year DL studies became prevalent in SE. In Table 5, the columns “2009-2014” and “2015-2018” list the
number of ML/DL-based studies that were published within each of the two time periods for different SE tasks. The
total number of relevant studies is shown in parentheses beside each SE task. The SE tasks are color coded in blue,
red and black. The blue tasks were continuously studied and experimented with ML/DL methods in both time periods
(2009-2014 and 2015-2018). The red tasks are those newly supported by ML/DL from 2015 to 2018. The black tasks
are those where the trials of ML/DL techniques on these SE tasks only occurred in 2009-2014.
What impacts do emerging ML/DL bring to SE? In general, we observed a rapid growth of the number of SE tasks
that can be supported and automated by ML/DL techniques in the past decade. Based on the 12 SE tasks that were
newly experimented with emerging ML/DL methods after 2014 (the red tasks in Table 5), we discovered two impacts
that emerging ML/DL techniques bring to SE (breadth). First, a larger variety of SE artifacts has been effectively
analyzed using ML/DL techniques to improve the productivity of the development processes, including user
stories (R4), architecture tactics (D1), test reports (T3), formal specifications (M10) and even developers’ interaction
data (M18). For example, Bao et al. [48] used a Condition Random Field (CRF)-based ML approach to infer a set of
8
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Table 5: ML/DL for SE: Trend analysis on SE tasks.
SE Activity SE Task 2009 -2014 2015 -2018ML DL ML DL
Requirements Engineering (39) R1.Requirements Tracing (4) 2 0 2 0
R2.Requirements Detection and Classification (29) 15 0 14 0
R3.Requirements Prioritization (5) 3 0 2 0
R4.User Story Detection (1) 0 0 1 0
Design and Modeling (34) D1.Architecture Tactics Detection (4) 0 0 4 0
D2.Data and Service Modeling (8) 0 0 7 1
D3.Model Optimization (9) 6 0 2 1
D4.Process Model Recommendation (2) 1 0 1 0
D5.Agent Behavior Modeling (7) 4 0 3 0
D6.Design Pattern Detection (4) 2 0 2 0
Implementation (97) I1.Code Optimization (20) 3 0 9 8
I2.Code Summarization (7) 0 0 0 7
I3.API Mining (16) 3 0 12 1
I4.Code Generation and Completion (16) 5 0 4 7
I5.Source Code Identification (2) 0 0 0 2
I6.Program Synthesis (8) 2 0 5 1
I7.Code Smell/Anti-pattern Detection (17) 5 0 10 2
I8.Software Modularization (4) 2 0 2 0
I9.Code Comments Classification (7) 1 0 6 0
Testing (48) T1.Test Case Generation (14) 5 0 6 3
T2.Test Automation (17) 8 0 8 1
T3.Test Report Classification (3) 0 0 3 0
T4.Test Prioritization and Optimization (14) 5 0 9 0
Defect Analysis (309) A1.Defect Prediction (187) 75 0 105 7
A2.Defect Detection and Localization (68) 21 0 40 7
A3.Defect Categorization (12) 7 0 5 0
A4.Bug Report Classification (15) 5 0 10 0
A5.Bug Assignment (21) 14 0 7 0
A6.Duplicate Bug Report Detection (5) 2 0 3 0
A7.Defect Escalation Prediction (1) 1 0 0 0
Maintenance and Evolution (244) M1.Repository Mining (49) 13 0 30 6
M2.Sentiment Analysis (26) 3 1 19 3
M3.Code Clone and Similarity Detection (16) 4 0 5 7
M4.Authorship Attribution (1) 1 0 0 0
M5.Software Change Prediction (33) 10 0 23 0
M6.Defect Fixing (13) 6 0 5 2
M7.Software Application/Artifact Categorization (14) 7 0 5 2
M8.Software Refactoring (2) 0 0 2 0
M9.Software Quality Prediction (40) 18 0 19 3
M10.Specification Mining (6) 0 0 4 2
M11.Aspect Mining (1) 1 0 0 0
M12.Configuration Optimization (6) 4 0 2 0
M13.Program Comprehension (9) 2 0 7 0
M14.Tag Recommendation (2) 1 0 1 0
M15.Traceability link generation and recovering (12) 4 0 7 1
M16.Report/Review Summarization (6) 3 0 2 1
M17.Reputation Management (1) 0 0 1 0
M18.Developers’ Behavior Analysis (6) 0 0 6 0
M19.Copyright Authentication (1) 1 0 0 0
Project Management (120) P1.Schedule/Effort/Cost Estimation (74) 41 0 32 1
P2.Software Size Estimation (1) 0 0 1 0
P3.Process Management (8) 2 0 6 0
P4.Energy Estimation (5) 1 0 3 1
P5.Risk Prediction (2) 0 0 2 0
P6.Performance Prediction (19) 11 0 7 1
P7.Task Dependency Detection (1) 1 0 0 0
P8.Project Outcome Prediction (4) 2 0 2 0
P9.Data Protection (6) 5 0 1 0
9
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Table 6: SE for ML/DL: Summary.
SE Activity SE Task SE Technique ML/DL Workflow References
Testing (10) T5.DL/ML model test-
ing (9)
T1.Test Case Genera-
tion(1)
Metamorphic/Mutation
Testing
Test Selection
Model Evaluation [33, 34, 35, 36,
37, 38, 39, 40,
41, 42]
Defect Analysis (3) A3.Defect Categoriza-
tion (3)
Manual Analysis Model Evaluation [43, 44, 45]
Maintenance
and Evolution (2)
M20.DL System Inte-
gration and Deployment
(2)
OSGi/Scaling Deployment [46, 47]
basic development activities in real world settings by analyzing developers’ low-level actions. Second, as shown in
Table 5, two SE tasks (Code Summarization (I2) and Source Code Identification (I5)) that were not successfully
tackled by traditional ML methods have been addressed by emerging DL techniques since 2015. For Source
Code Identification (I5), through the application of CNNs, SE researchers have made significant progress on identifying
and locating the source code embedded in multimedia (image and video) artifacts. For example, Ott et al. [49]
developed a DL solution based on CNNs to classify the presence or absence of code in video tutorials. Alahmadi et
al. [50] were able to accurately locate the source code in video frames by CNNs as well. The contributions in both
studies set important steps towards the ultimate extraction of relevant code from videos, which will expand SE data
sources and give developers access to a richer set of documented source code that is currently not leveraged. For
Code Summarization (I2), employing the DL-based Encoder-Decoder framework (see Section 4.5.2 for details), SE
researchers are able to overcome the performance bottleneck of traditional SE methods, resulting in automatically
generating natural language descriptions such as code comments and commit messages. For instance, Hu et al. [51]
proposed an Attentional RNN Encoder-Decoder model to automatically generate code comments for Java methods,
which overcame the limitations of previous approaches that involve manually crafted templates or information retrieval,
such as the failure to capture the semantic relationship between source code and natural language description.
We also witnessed the ability of emerging ML/DL techniques to overcome the challenges that cannot be addressed
with traditional SE practices. Throughout the last decade, 41 SE tasks (shown in blue in Table 5) spanned both time
periods, which implies the continuous and long-term use of ML/DL to acquire deeper insights into the same SE tasks
(depth). In particular, we observed an evolution from ML- to DL-based solutions for 23 SE tasks, mainly due to
the replacement of the hand-crafted features required by ML with representation learning by DL. Two examples
of SE tasks are illustrated below to show this trend. Contributing the largest number of papers (187), defect prediction
(A1) has been the most favorable research task in the SE community, motivated by the potential cost and quality rewards
associated with accurately predicting defect-prone software [52]. Before 2015, traditional ML classifiers were the
dominant solutions to software defect prediction (75 papers) [53]. These classifiers were mainly trained on hand-crafted
features, which sometimes failed to capture the semantics of programs. To address this problem, DL-based approaches
have been widely adopted (7 papers) to generate more expressive, complicated and nonlinear features from the initial
feature sets [54] or directly from source code [55, 56]. Code Clone and Similarity Detection (M3) is another common
SE task whose initial capability was limited to detecting only Type I-III clones based on the textual similarity computed
from hand-crafted features. It was then augmented to spotting all four types of clones using both textual and functional
similarities through source code representation learned via DL [57].
4.2.2 SE for ML/DL
How do SE practices contribute to developing and evolving ML/DL systems? The study by Microsoft [58] discovered
three fundamental differences between the AI and SE domains, which imply the need to adjust SE practices when
they are applied to ML/DL system development and evolution. The study also introduced the nine stages of the ML
workflow [58]. In Table 6, we identified 15 studies that attempted to integrate traditional SE techniques into two stages
of the ML/DL workflow, Model Evaluation (T1, T5, A3) and Deployment (M20). Among them, nine (60%) of the
15 studies proposed their testing criteria for measuring the quality of the test data and identified the implementation
bugs of ML/DL systems using various SE testing techniques, including metamorphic testing, mutation testing and
concolic testing. In addition, one study [37] proposed and formally defined three test selection methods for end users of
interactive ML systems. We also identified that three (20%) of the 15 studies investigated the characteristics of ML/DL
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defects, examined the root cause [43] and analyzed the relations with defect fixing [44, 45]. Apart from Testing and
Defect Analysis, two more studies focused on scaling DL to very large models and training sets during the Maintenance
and Evolution phase. One study [46] implemented a modular framework to tackle the lack of distributed training for
most DL frameworks, with a clear focus on dynamic distributed training and deployment of deep neural networks on
a multitude of heterogeneous devices. Another study [47] presented details of a very large scale DL system on high
performance computing infrastructure.
What are the challenges involved in applying software testing and debugging practices to ML/DL systems, and what
caused such challenges? 13 (87%) of the 15 studies applied SE methods to test and debug (Testing + Defect Analysis)
ML/DL systems. Compared to traditional software systems, ML/DL systems are relatively less deterministic and more
statistics-orientated [59] due to their fundamentally different nature and construction. Admittedly, testing and debugging
ML/DL systems is still at an early stage, mainly relying on probing the accuracy on test data that are randomly drawn
from manually labeled data and ad hoc simulations [36]. We observed five causes that may lead to the challenges
involved in developing a systematic, effective and efficient testing framework for ML/DL systems. First, due to the large
number of inputs and the uncertainties of the ML/DL model context to cover all the operational scenarios, test cases can
be too complex and time consuming to create [35]. Second, because of the stochastic nature of the learning process, it is
hard to determine the test oracle [35]. Third, because there can be multiple underlying reasons, it is difficult to confirm
a bug [35]. Fourth, ML/DL programs tend to be more resistant to computational mistakes, so coincidental correctness5
may occur [43]. Fifth, there is still a lack of systematic evaluation of how different assessment metrics are correlated
with each other, and how these assessment metrics are correlated with the fault-revealing ability of tests [59].
What are the potential research opportunities of SE practices for ML/DL systems? Among the 15 collected papers,
we observed three research trends of SE practices that are applied to ML/DL systems: (1) the aforementioned statistics
reveal that ML/DL testing and debugging practices are the dominant applications in SE; (2) following the surge of
DL as shown in Figure 2, the application of SE practices is gradually shifting from ML to DL systems: 10 (67%) of
the 15 papers present techniques that are specifically designed for DL systems and the remaining five papers concern
the development of general ML systems; and (3) when classifying the papers based on the four learning paradigms
mentioned in Section 2, all 15 papers focused on supervised learning systems. In light of these trends, many research
opportunities remain:
• Expanding application scenarios: In addition to devoting effort to addressing challenges in Model Evaluation
(testing and debugging ML/DL systems), SE practices can be applied to different stages of the ML/DL
workflow. For example, in the model requirements stage [58], requirement traceability activities would
allow us to verify whether features are feasible to implement with ML/DL, which features are useful for an
existing/new product, and what types of models are most appropriate for the given problem.
• Applying SE practices to different kinds of ML/DL sytems: As mentioned above, all the 15 papers used in our
study involve the supervised learning paradigm. Future research efforts can examine how SE practices can be
applied to the development of UL or RL-based systems.
Summary of RQ1
We identified two impacts that emerging ML/DL techniques have brought to SE and observed an evolution
from ML- to DL-based solutions for 23 SE tasks. At the same time, we identified three research trends of SE
practices applied to ML/DL systems, and five causes that may lead to the challenges involved in developing a
systematic testing framework for ML/DL systems.
4.3 Factors that Influence Replicability and Reproducibility (RQ2)
Why are replicability and reproducibility of studies essential to SE? The replicability and reproducibility of ML/DL
applications have a great impact on the transfer of research results into industry practices. According to the ACM policy
on artifact review and badging [60], replicability refers to the ability of an independent group to obtain the same result
using the author’s own artifacts. Likewise, reproducibility is the act of obtaining the same result without the use of
original artifacts (but generally using the same methods). Reproducibility is clearly the ultimate goal, but replicability is
an intermediate step to promote practices. Somewhat unfortunately, according to Fu and Menzies [19], it is hard to
replicate or reproduce ML/DL applications from SE research due to the nondisclosure of datasets and source code.
5Coincidental correctness refers to the following phenomenon: though bugs are triggered during the training process, the trained
model still achieves the desirable accuracy on the test set. The bugs were finally discovered by code review.
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Figure 4: Factors of replicability and reproducibility.
How many studies addressing the synergies between ML/DL and SE were replicated and reproduced? We intention-
ally excluded studies published in 2018 and found that only 90 (13%) of the 707 studies (2009-2017) in our collection
were either replicated as baselines or reproduced for other datasets. We then grouped all 906 studies into three classes
based on how they were evaluated. Among the 906 studies, 805 (89%) were evaluated using open source datasets, 61
(7%) using industrial datasets and 40 (4%) using student collections6. Although the vast majority of evaluations on
publicly available open source datasets imply an awareness of the importance of replicability in the SE community,
only 90 (13%) of the 707 studies (2009-2017) were replicated or reproduced. On the other hand, the reproducibility
from academic to industrial settings remains a significant challenge, with only 7% of the studies being transferred to
industrial practices.
What are the factors that influence the replicability and reproducibility of ML/DL-related studies in SE? To answer
this question, we included 891 of the 906 papers for further analysis, specifically excluding the 15 studies that involve
SE for ML/DL. Following a grounded theory approach in an iterative manner, we identified a set of five factors that
deserve SE researchers’ attention as far as improving the replicability and reproducibility of ML/DL-related SE studies
is concerned. We considered two kinds of artifacts, data and source code, whose accessibility is crucial to replicability.
Reproducibility requires not only the availability and accessibility of artifacts but also an understanding of the original
studies and the appropriate management of data preparation and configuration of model parameters.
A. Factors for Replicability
Data Accessibility. Data comprises the training and test data used by ML/DL algorithms after preprocessing. Only 292
(33%) of the 891 studies provided DOI or links to their data7, as shown in Figure 4. If the data is not accessible, there
may be a mismatch between the regenerated data and the originally preprocessed data. This mismatch may make it
difficult to replicate the experimental results. Specifically, it would be difficult to locate the problem when the replicated
results are far from the results reported in the original study.
Source Code Accessibility. The full package of source code consists of at least two parts, end-to-end scripting (e.g., data
preprocessing, statistical analyses) and the implementation of the ML/DL-based approach (e.g., model construction,
parameter tuning methods, training algorithms) [61], which guarantee the compliance with the same ML/DL workflow
when replicating. Figure 4 shows that 705 (79% ) of the 891 studies did not share any DOI or links to the package of
source code, which leaves follow-up studies no choice but to re-implement the entire approach from scratch by relying
on the description of the approach in the original study. The tremendous effort involved in replicating previous studies
could hamper the progress of research evolution. Moreover, as many as 561 (63%) of the 891 studies did not publish
either the preprocessed data or the package of source code, causing a potential dilemma for replicability.
B. Factors for Reproducibility
6A student collection is a dataset from an exclusive source, such as a student submission, a survey or a field study.
7According to the ACM policy, an artifact is available if a DOI or a link to the data or source code repository, along with a unique
identifier for the object, is provided.
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Figure 5: Data preprocessing.
Figure 6: Hyper-parameter optimization.
Data Preprocessing. There are three types of data preprocessing techniques for ML/DL: data cleaning (noise filtering,
missing value imputation), imbalanced data preprocessing, and data reduction (e.g., feature selection, space transforma-
tion) [62]. Data preprocessing is indispensable to ML/DL because a dataset is likely to contain various problems, such
as inconsistencies, errors, out-of-range values, impossible data combinations, and missing values, making it unsuitable
to start a ML/DL workflow [62]. Alternatively, datasets (especially industrial proprietary data and open source data) are
usually different from each other, thus calling for extra caution when selecting appropriate types of data preprocessing
methods that match the datasets. More than half of the studies (510) used at least one type of data preprocessing method
shown in Figure 4. The Venn Diagram in Figure 5 shows the distribution of data preprocessing methods used in the 510
studies. We noticed two potential threats to reproducibility. First, as shown in Figure 5, researchers tend to overlook
the preprocessing of imbalanced data, which may downgrade system performance when reproducing a study on a new
dataset. For example, the accuracy of defect prediction models is often adversely affected by the imbalanced nature
of the software defect datasets, in which there are naturally fewer instances of the defective classes than those of the
non-defective classes [63]. Second, during data cleaning, 309 (61%) of the 510 studies (148+34+30+97 with Data
Cleaning in Figure 5) only mentioned the removal of stop words, with no explicit report of what further actions (e.g.,
outlier filtering) were taken and to what extent. Furthermore, although most studies reported the raw data size, none of
the 309 studies reported the data size difference before and after cleaning.
Hyper-parameter Optimization refers to the process of choosing a set of optimal hyper-parameters for a ML/DL
algorithm. Although parameter tuning is typically regarded as a “black art”, its impact is well understood [64] and
tuning needs to be repeated whenever the data or the goals are changed [65]. Figure 4 shows that 518 (58%) of the 891
studies chose not to even mention hyper-parameters. As shown in Figure 6, among the remaining 373 studies, only 124
(33%) either used existing optimization techniques (e.g., Grid Search) or described manual search strategies (a range of
values for each hyper-parameter to be tuned), which are useful for reproducing their research results. Merely using the
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Figure 7: Distribution of different types of rationales.
default parameter setting is not recommended [65], the reason being that hyper-parameter optimization often plays a
key role in system performance and the optimal parameter setting for different tasks can be very different.
Understanding Technique Selection. Understanding why a ML/DL technique was selected to solve a specific SE
problem would be helpful for reproducing the study in more generalized scenarios. Section 4.4 will elaborate on this
factor.
Summary of RQ2
We identified two factors (Data Accessibility, Source code Accessibility) that influenced replicability and
three factors (Data Preprocessing, Hyper-parameter Optimization, Understanding Technique Selection) that
influenced the reproducibility of ML/DL-based studies in SE.
4.4 Understanding ML/DL Technique Selection (RQ3)
It is important to ensure that others understand why a ML/DL technique is selected for a specific SE problem because it
would improve the generalizability and applicability of the approach. RQ3 concerns the question of what ingredients in
a study would facilitate the understanding of why a ML/DL algorithm was selected to tackle a specific SE problem. To
address RQ3, we used the thematic synthesis method to identify patterns from 891 of the 906 papers for further analysis,
specifically excluding the 15 studies on SE for ML/DL. We then classified the extracted rationale from identified studies
into three types, T1, T2, T3.
• T1: The studies only justified the algorithm selection based on the performance of the algorithm from historical
studies or empirical reports. For example, a typical statement could be “We selected random forest since this
algorithm has been used in many previous empirical studies and tends to have good predictive power”.
• T2: Though not providing any explicit rationales, some studies designed experiments for technique comparisons
that demonstrated that the selected algorithms performed better than other methods. For instance, Liu et al. [66]
conducted an empirical evaluation to compare RecRank, a discriminative SVM-based API recommendation
approach that they proposed, with two baseline systems, Gralan [67] (a statistical generative model for API
recommendation) and APIREC, a state-of-the-art API recommendation approach that was proposed by Gralan’s
authors [68]. The comparison results showed that RecRank significantly improves API recommendation
accuracy.
• T3: The studies justified the selected algorithms based on their ability to overcome the obstacles associated
with a specific SE task. For example, Han et al. [69] applied DL to predict the severity of software vulnerability
because of its “ability to automatically learn word and sentence representations for the prediction task, thus
removing the need for manual feature engineering which is a challenging empirical process due to the diversity
of software vulnerability and the richness of information in vulnerability description”.
How many studies provided the three rationales (T1, T2, and T3)? As shown in Figure 7, we noticed that 283 (T1+T3,
32%) of the 891 studies explicitly justified the rationales behind the selection of a ML/DL algorithm to various degrees.
Moreover, 602 (T1+T2, 68%) of the 891 studies provided rationales belonging to T1 or T2, which implies that many SE
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Figure 8: Distribution of ML/DL studies across four different types of data sources.
studies considered performance as the top criterion for selecting ML/DL algorithms. This potentially has two negative
impacts on the SE community. First, researchers may blindly trust the good performance of specific ML/DL techniques
while ignoring their downsides, such as the long computation time and higher modeling complexity, thus missing a
trade-off analysis among techniques [16, 19, 20, 18]. Second, failure to provide a detailed explanation of the applied
ML/DL technique(s) in a study may make it hard for others to determine the suitability of employing the method for
a different problem. On the other hand, 138 studies provided rationales belonging to T3 (Figure 7). However, we
also noted that a majority of these 138 studies only provided a general description of the advantages of the selected
algorithms without any explanation of how to implement the approach. Hence, it remains difficult for others to make
changes to the original implementation to suit different needs during the reproduction process. An ideal example,
successfully being replicated or reproduced three times, is that of Wang et al. [55], who provided the rationales when
determining which parts of source code needed to be parsed, which mislabeling data detection approach was appropriate
and which DL algorithm was selected. This finding leads to another interesting question:
What ingredients should be taken into consideration in order to better understand the selected ML/DL techniques
for a specific SE task? The generalization of ML/DL-based approaches is a major concern for many studies. Since
every technique has its own limitations in different deployment contexts, it would be useful to discuss what are the
pitfalls and how to avoid and/or mitigate the issues in ML/DL experimental design. We found that three ingredients
in the description of a methodology were quite helpful for improving the generalizability of a technique: (1) feature
preparation, (2) the underlying assumptions, and (3) the error analysis conducted as part of model evaluation.
4.4.1 Feature Preparation
Feature engineering is a means to exploit human ingenuity and prior knowledge to extract and organize the information
from the data that is relevant to the task at hand. The performance of machine learning methods is heavily dependent on
the choice of data (or feature) representations on which they are applied[70]. In general, manual and automated feature
engineering are the two main approaches for building ML/DL models. With regard to data, four typical types of data
sources were identified in our SLR: code, text, tabular data, and image. For tabular data, manual feature engineering
is mainly applied to construct features using domain knowledge. For the other three data sources, automated feature
engineering is always applied to extract useful and meaningful features (source code, words, pixels) from datasets,
yielding a framework that can be applied to any problem [71].
We excluded 22 of the 891 studies that did not indicate the type of data sources and came up with a summary in
Figure 8. We identified that 3888 (45%) of the remaining 869 studies used tabular data based on manual feature
engineering. However, manual feature engineering is labor-intensive and problem-dependent, and features may need to
be re-designed for each new dataset [70]. In order to expand the scope and ease of applicability of machine learning, it
would be highly desirable to make learning algorithms less dependent on feature engineering. As a result, an increasing
number of studies began to use automated feature engineering. We identified that 484 (56%) of the 869 studies were
based on automated feature engineering involving code, text, and Image.
Regardless of whether manual or automated feature engineering was used, a relevant question is: what features (or
metrics) are typically extracted/selected during data preparation by SE researchers? For Tabular Data, the software
metrics/features typically used include a set of measures that provide some insights about the software system, such as
the number of lines of source code, the number of classes, and the number of files. To characterize a piece of software
8Some studies have more than one data source, so the numbers for each data source in Figure 8 include the overlapping studies.
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using metrics, it is necessary to provide details about how to collect and filter metrics, thus helping choose a set of
metrics with a low correlation and gain insights into the relationship among the metrics in the dataset [72]. For Code, SE
researchers extract different syntactic information from source code as features for the ML/DL model, such as variables
(declaration), methods (method signature, method body), and method calls (the API invocation sequence). For example,
Wang et al. [55] extracted three types of Java Abstract Syntax Tree (AST) nodes for defect prediction: nodes of method
calls and class instance creations, declaration nodes, and control-flow nodes. However, since a program is defined by
not only the syntax but also the semantics of the programming language used, a model for source code can be improved
with the integration of the semantic information such as data types and token types, which can avoid ambiguities in
the names of program and API elements (classes and method calls) and capture patterns at higher levels of abstraction
[73]. For Text, traditional text classification is commonly performed based on the bag-of-words (BoW) model, where
n-grams or some exquisitely designed patterns are typically extracted as features [74]. Nevertheless, traditional feature
representation methods often ignore the contextual information or word order in texts and remain unsatisfactory for
capturing the semantics of the words. Recent studies in SE [75, 74, 76, 69] began to use pre-trained word embeddings,
which can capture rich syntactic and semantic features of words in a low-dimensional vector. For example, Han et
al. [69] proposed a deep learning approach to predict the severity level of software vulnerability, using a continuous
skip-gram model (one of the popular word embedding models) to capture word-level features and a one-layer shallow
CNN to capture sentence-level features in vulnerability descriptions. For Image, features are comprised of pixels
(e.g., RGB color or grayscale pixels) that are transformed from the raw images or frames of videos. CNNs are able
to maintain spatial relations between pixels by convolving the input space with a multidimensional weight matrix,
commonly referred to as a filter [49]. Specialized image and video classification tasks often have insufficient data [77].
Therefore, image augmentation is a solution for SE researchers, which is a technique that can be used to artificially
expand the size of the training data by creating variations of the images and improve the ability of the models to
generalize what they have learned to new images.
4.4.2 Assumptions
An assumption is defined as “a thing that is accepted as true or as certain to happen, without proof” or as “a fact or
statement taken for granted”. A software assumption refers to the software development knowledge that is taken for
granted or accepted as true without evidence [78]. Throughout the process of ML/DL model construction, it is important
to state valid and concrete assumptions to construct models that are able to learn to predict a target output.
Assumptions are made as the precondition in the problem definition (data preparation). For instance, to tackle the cross-
version BCSD (binary code similarity detection) problem, Liu et al. [79] assumed that “all binaries are compiled from
source code written in high-level languages” and “the debug symbols in binaries are stripped”. Besides, assumptions
are made in the methodology design, which are to restrict and simplify the application scenarios. For example, during
the design of the ML (Case-Based Ranking) model for the problem of prioritizing software requirements, Anna et al.
[80] made the assumption in the second step (simulate preference elicitation from decision makers) that “the simulated
decision maker acts without giving inconsistent answers during the process”. This assumption restricted the simulation
to the monotonic behavior that the decision maker does not evaluate the same pair twice.
Among the 891 studies, we found that assumptions for ML/DL models have several characteristics. First, it is difficult
to draw the line between assumptions, requirements, risks and constraints; moreover, ML/DL studies rarely used the
term “assumption” in their work. Second, assumptions are context dependent due to the data-driven nature of ML/DL
models. Typically, an assumption could be valid for one dataset but not the other because of data changes. Third,
assumptions have a dynamic nature, i.e., they can evolve over time[78]. In other words, a valid assumption can turn out
to be invalid at a later point of time. For example, in previous studies, defect prediction models were all built using
historical data from past projects, assuming that historical data exists, the new projects share the same product/process
characteristics, and their defects can be predicted based on previous data [81]. However, this assumption may not
always be valid because historical data may not be available (and reliable) and whether it can be used to construct
effective prediction models for completely new projects remains to be verified. To address this problem, Li et al. [81]
proposed a sampling-based approach to software defect prediction, only using data from current rather than past projects.
Specifically, they sampled a small percentage of modules as labeled training data and used the remaining modules as
unlabeled test data.
4.4.3 Error Analysis
Error analysis for ML/DL models is the process of examining the instances that the model misclassified, so that one
can understand the underlying causes of the errors. The goals of error analysis are to (1) prioritize on which problems
deserve attention and how much, (2) suggest the missing of critical information in methodology design, (3) provide a
direction for handling the errors and (4) check the validity of assumptions.
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As a good example of error analysis, Liu et al. [82] performed a comprehensive error analysis on the misclassified
pairs of changed source code and untangled change intents of AutoCILink-ML, a supporting tool for automatically
identifying/recovering links between the untangled change intents in segmented commit messages and the changed
source code files. They prioritized problems of the misclassified pairs. One major source of errors they found involves
the misclassification of a “linked” code-intent pair (as “not linked”). Through their error analysis, this misclassification
can be attributed to the inconsistent definitions/ambiguity of certain terms used in commit messages and their related
documents and the same ones used in source code. To address this kind of errors, they recommended word sense
disambiguation.
Despite the benefits that an error analysis may bring, only 250 (28%) of the 891 studies provided an error analysis or a
limitation discussion for their ML/DL models. In other words, a majority of SE studies skip error analysis.
Summary of RQ3
We discovered that many SE studies considered performance as the top criterion for selecting ML/DL algorithms,
which has two negative impacts on SE research. In addition, we found three ingredients (feature preparation,
assumptions, error analysis) that are essential to the understanding of the selected ML/DL techniques for a
specific SE task and are quite helpful for improving the generalizability of a technique.
4.5 Analysis for DL in SE (RQ4)
Since 2015, DL has drawn increasing attention from researchers and practitioners in the SE community due to the
unique structure of DL models, which have proven effective in many SE tasks such as defect prediction, clone and
similarity detection, as mentioned in Section 4.2. The number of papers is skyrocketing, especially in the past two
years (2017-2018), as shown in the red bars in Figure 2. With such an enormous interest, SE researchers have applied
DL to 28 SE tasks across six SE activities (except Requirements Engineering), as shown in Figure 3, demonstrating
DL’s strong capability and effectiveness in solving certain SE problems. Representation learning, the method for
automatically creating a task-specific representation of the raw data, is a unique contribution of DL, as it substantially
reduces the burden of feature engineering [18]. To further explore the unique characteristics and challenges of DL when
integrated with SE, we identified 89 SE studies related to DL from 2009 to 2018. After excluding the 10 studies on SE
for DL, we are left with 79 studies from 25 SE tasks in our analysis below.
4.5.1 Types of Neural Architectures Used in SE
To enable the reader to better understand the choice of different neural architectures for different SE tasks later on, we
begin by providing a brief overview of the neural architectures that are commonly used in SE. Based on the 79 studies
on the applications of DL to SE problems, we observed the use of four types of deep learning architectures, namely
deep neural networks (DNNs), deep belief networks (DBNs), recurrent neural networks (RNNs) and convolutional
neural networks (CNNs).
DNNs are a family of artificial neural networks with one or more hidden layers between the input and output layers that
aim to represent high-level abstractions in data by using model architectures with multiple non-linear transformations
[83]. A DNN is a feedforward neural network, meaning that data flows from one layer to the next without going
backward, and the links between layers are one way in the forward direction. Since there are no backward links, a DNN
does not have any memory: once data passes through the network, it is forgotten, and it cannot be exploited (as historical
context) to predict data items that are encountered at a later point in time. A DBN is a generative graphical model that
uses a multi-level neural network to learn a hierarchical representation from training data that could reconstruct the
semantic and content of input data with a high probability [55]. A CNN is especially well suited for image recognition
and video analysis tasks because a CNN, which is inspired by the biological findings that the mammal’s visual cortex
has small regions of cells that are sensitive to specific features of the visual receptive field [84], can exploit the strong
spatially local correlation present in images. A RNN, unlike a DNN, allows backward links and therefore can remember
things. It is therefore well suited for processing sequential data such as text and audio because its feedback mechanism
simulates a "memory" so that a RNN’s output is determined by both its current and prior inputs [76]. While a RNN has
memory, its memory may not be that good. More specifically, it may only remember things in the recent past and not
those that it saw a while ago due to a problem known as vanishing gradient. To address this problem with the standard
RNN model, two variants are widely adopted in SE with mechanisms for capturing long-term dependencies: Long
Short Term Memory (LSTM) networks and Gated Recurrent Units (GRUs).
How are various SE data sources and tasks related to different types of DL models? Figure 9 shows how the different
types of neural architectures used in DL-based studies in SE are distributed over four different data sources. A closer
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Figure 9: Distribution of DL studies with four different DL architectures across four different types of data sources.
inspection revealed that the data sources do not have a direct relation with various types of DL models because at least
two different types of DL models or hybrid models (e.g., CNN+RNN) are applied to each data source.
Given the above discussion, it is perhaps not surprising that there is no one-to-one mapping from data sources to neural
architectures. The reason, again, is that the choice of a neural architecture for an SE task depends not only on the data
source, but also on how we want to encode the input. If we want to encode the spatial locality in the input, then a CNN
would be a good choice. For instance, the pixels in an image that are spatially close to each other are more likely to be
related to each other (e.g., they may belong to the same object) than those that are far apart from each other. As another
example, the words that are close to each other in a sentence are more likely to be related to each other (e.g., they may
belong to the same linguistic construct, such as a noun phrase or a verb phrase) than those that are far apart from each
other. A CNN allows us to capture spatial locality by applying filters of different sizes to extract high-level features
from elements that are spatially close to each other via an operation known as convolution. In contrast, if we want to
encode sequences (e.g., to capture word order in a text document), then a RNN such as a LSTM would be a good choice:
as mentioned above, LSTMs allow the elements of a sequence to be processed sequentially so that the elements that
appear later in the sequence can exploit information from elements that appear earlier in the same sequence. Finally, if
we do not care about exploiting spatial locality or temporal correlations, then we can always apply a DNN to a given
task: in a DNN, the features extracted from the input are treated as independent of each other. Hence, a DNN is like the
majority of the traditional machine learning algorithms in the sense that features are assumed to be independent and
that they are typically generic enough to be applicable to any dataset.
Consequently, some model types are preferred to others for a given data type. In fact, we can see from Figure 9 that the
distributions of models over different data sources are not entirely random. For instance, CNNs are more often used for
processing images because of the need to capture spatially local correlations in images, whereas CNNs and RNNs are
both frequently used for processing because of the need to encode spatial locality and temporal constraints. We also see
that RNNs are more popularly used than CNNs for code processing. We will return to this observation later in this
section.
For those readers who are not familiar with DL, we note that these learners are “deep” because there can be multiple
layers in the network between the input layer and the output layer, making the processing pipeline “deep”. As mentioned
before, a CNN/RNN encodes the input as some form of representation. We can stack CNNs and RNNs. In other words,
we can apply multiple filters and multiple LSTMs, for instance, where later filters/LSTMs will produce increasingly
abstract representations of the input. After multiple layers of encoding, the resulting representation is typically passed
to one or more so-called dense layers, which are typical feedforward networks, before reaching the output layer. Each
node is associated with a non-linear activation function. Hence, a network with numerous layers of non-linear units will
be able to express highly non-linear, arbitrarily complex functions.
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Note that the neural architectures we have described so far are by no means new: these are technologies developed in the
1980s. However, DL does not become popular until recently because they are data-intensive. More specifically, because
of the large number of layers in a neural network, the number of parameters is large, and without a “sufficiently large”
training set, the network can easily overfit the training data. As noted in the introduction, the success and popularity of
DL in the computer vision community was triggered by the development of ImageNet, a large-scale data resource for
image recognition that has enabled the use of DL, not by the development of new DL technologies. With sufficient
training data, deep learners can easily outperform traditional machine learners because the representations they learn
can typically encode important features of the input that traditional learners fail to encode. This is precisely what makes
DL appealing to researchers in different communities.
4.5.2 Recent Major Developments in DL
As mentioned above, the neural technologies we described above are not new. In this subsection, we provided a
high-level overview of some of the exciting recent developments in DL that we believe would be of interest to SE
researchers, and which may inspire new ideas as we present the existing applications of DL to SE in the next subsection.
The Encoder-Decoder Framework. One of the most important recent developments in DL is arguably the encoder-
decoder framework, which is fairly well-known in the SE community. This framework enables so-called sequence-
to-sequence (SEQ2SEQ) learning [85]. As the name suggests, this neural architecture takes a sequence as input and
produces a sequence as output. Hence, it is a natural framework for tasks such as machine translation, which takes
as input a word sequence in the source language and outputs a word sequence in the target language, as well as
summarization, where the input is a sequence of words or code elements and the output is a textual summary (i.e., a
word sequence).
How is the encoder-decoder framework related to the neural architectures we described in the previous subsection?
Recall that these architectures are encoders: they encode a given input as a vector representation that is then used for
some prediction task. In our case, we want to predict a sequence as the output. In other words, we want the neural
model to help us map the vector representation produced by the encoder to an output sequence. This is done using
a decoder: in each timestep, the decoder decodes/outputs one element in the output sequence based on the vector
representation and all the elements it has decoded so far up till the current timestep. Since the elements are generated
sequentially and the later elements are dependent on their earlier counterparts, a RNN is a natural choice for decoding.
This explains why RNNs are a popular choice for code-related tasks (e.g., code summarization) in Figure 9. Note that
the choice of the encoder and that of the decoder do not have to be dependent on each other in the encoder-decoder
framework. For instance, a CNN can be used for encoding and a RNN can be used for decoding.
The encoder-decoder framework has enabled significant advances in summarization and generation tasks in the SE
community. To understand its significance, recall that traditional approaches to summarization/generation proceed in
multiple steps, where one needs to first extract the relevant information from the input, and then the extracted elements
are fed into some hand-crafted templates for generating the output. In contrast, SEQ2SEQ learning provides a so-called
end-to-end framework where a given input is being mapped to the desired output directly in a single model.
The Attention Mechanism. Attention is a mechanism designed to improve the encoder-decoder framework [86]. As
mentioned above, the decoder takes the output of the encoder and what has been decoded so far to generate the next
element in the output sequence. Typically, the hidden state of the last timestep of the encoder is used as its output.
However, there have been concerns over whether merely using the last hidden state of the encoder can yield an adequate
representation of the input. Attention is designed to address this problem. When generating an element in the output
sequence in a given timestep, some elements in the input sequence may have a greater influence than the other. Attention
helps identify the relevant/influential elements in the input sequence with respect to a particular output element and
encode them in a vector known as the context vector, which will be used as an additional input to the decoder. More
specifically, to generate an output element using the decoder, attention is first used to compute a weight for each element
in the input sequence indicating its importance with respect to the output element to be generated, and the resulting
weight distribution is then used to compute the aforementioned context vector. Intuitively, the context vector amplifies
the relevant information from the input and de-emphasizes the not-so-relevant information from the input. Attention
has been shown to be effective in improving the encoder-decoder framework and has been extensively used by SE
researchers.
Word Embeddings. When the input is a text document, the document is typically encoded as a sequence of words.
The words, however, are typically represented as a word vector. In traditional machine learning, a word is encoded as a
“one-hot” vector, where the length of the vector is the number of words in the vocabulary, and the value of an element
is 0 except for the element corresponding to the word itself, which has a value that is either 1 or its tf-idf. One-hot
vectors, however, are a poor representation of word semantics, because two semantically similar words are not more
similar to each other than two semantically unrelated words in the one-hot representation. To address this problem,
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researchers have trained word embeddings. Unlike one-hot vectors, which are sparse representations of words, word
embeddings are dense, distributed vector representations of words that are trained such that the embeddings of two
semantically similar words (e.g., "delighted" and "glad") are more similar to each other than the embeddings of two
semantically unrelated words (e.g., "happy" and "tired"). In other words, word embeddings capture word semantics
much better than traditional one-hot vectors. Perhaps not surprisingly, because word embeddings are better at capturing
word semantics, they also enable a neural model to learn a better representation of the input (i.e., a representation that
can encode the underlying meaning of the input). The good thing about word vectors is that they can be trained in
an unsupervised manner on large text corpora. Word embeddings are getting better over the years. For instance, in
first-generation word embeddings produced by Mikolov et al. [87] using a continuous skip-gram model, the embeddings
are context-independent, meaning that a given word, regardless of the context in which it appears, will have exactly
one embedding. Newer embeddings are contextualized [88], meaning that a given word can have multiple embeddings
depending on the context in which it appears. While word embeddings have been used to train neural models in the SE
community, contextualized embeddings have not even though they can potentially take DL-based SE systems to the
next level of performance.
New Encoders. While CNNs and LSTMs/GRUs are natural choices for encoding images and sequences respectively,
there are data instances that are structurally arguably more complex than images and sequences, such as trees and
graphs. Trees and graphs are data structures that are commonly found in SE (e.g., control flow graphs, API call graphs,
abstract syntax trees). To exploit the inherent dependencies between the elements in these data structures, researchers
have specifically designed new neural models such as tree LSTMs [89] and graph convolutional neural networks [90]
for embedding different kinds of inputs.
Pretrained Models. When we apply DL, we would go through the typical process of creating annotated training data
to train a neural model. However, it is no secret that manual annotation of training data is a time-consuming and
labor-intensive process, and the fact that neural models are data-intensive only aggravates the situation. Pretrained
models are a recent promising idea for addressing this problem. Assume, for instance, that we are interested in a task
for which only a small amount of annotated data is available for training, but we may have plenty of training data for a
related task. In this case, we can first train a neural model on this related task. This model will become a pretrained
model for the task in which we are interested: the weights stored in this pretrained model may contain knowledge that
would benefit our task. Using this pretrained model as a starting point, we can fine-tune this model by training it on the
small amount of labeled data available for our task so that it can be adapted to the task at hand. In other words, rather
than training a model from scratch, we train a model that has been pretrained on a related task, which would allow us to
transfer knowledge from the related task to our task (via so-called transfer learning). Because of this ability to exploit
knowledge from a related task, we may be able to reduce the amount of annotated training data needed for our task to
reach a given level of performance. Key to the success of transfer learning would be to identify tasks that are related to
each other. Several well-known pretrained models, such as Transformer [91] and BERT [92], have been developed in
the last few years in the text processing community. These models have been pretrained on a variety of text processing
tasks, so they are believed to possess general linguistic knowledge that would benefit a variety of language processing
tasks. To our knowledge, pre-training is an idea that is under-investigated in the SE community and certainly deserves
attention.
4.5.3 Impact Analysis for DL Studies
What impact does DL bring to SE tasks? According to the impact level of DL for SE tasks, as shown in Table 7, we
classified all 79 DL studies into three categories: New (No effective ML methods before), Transition (from ML-based
to DL-based approaches), Enhanced (Enhanced DL approaches emerged after ML and basic DL approaches).
For the “new” category, as mentioned in Section 4.2.1, the emerging DL techniques addressed the problems for two SE
tasks (Source Code Identification and Code Summarization) that ML techniques were not capable of tackling. Source
Code Identification refers to a task of automatically extracting correct code appearing in video tutorials [50]. Existing
approaches by using Optical Character Recognition (OCR) techniques often mix the non-code text with the source code,
resulting in incorrect and unusable code being extracted [50]. Therefore, it is necessary to first accurately identify the
section of the screen where the code is located and then apply OCR only to that section. With the powerful and accurate
object recognition abilities through the use of filters, CNNs are currently the best choice to classify the presence or
absence of code [49] and predict the exact location of source code within each frame [50], which accelerates code
identification and code example resolution in video tutorials. Code Summarization refers to a task of comprehending
code and automatically generating descriptions directly from the source code [95], including commit messages and
code comments. Most of the existing code summarization methods learn the semantic representation of source codes
based on statistical language models. However, a statistical language model (e.g., the n-gram model) has a major
limitation: it predicts a word based on a fixed number of predecessor words [95]. Following the trend of employing the
DL-based attentional encoder-decoder framework, recent studies have built a language model for natural language text
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Table 7: Summary for DL Studies.
Impact Level SE Task DL Approaches DL-Enhanced Approaches
New
Code Summarization RNN / CNN Encoder-Decoder Model [93, 51,
16, 94]
1. Deep Reinforcement Learning [95]
2. Code-GRU Model [96]
Source Code Identification CNN Model [49, 50] N/A
Transition
API Mining RNN Encoder-Decoder Model [97] N/A
Traceability Link Generation and Re-
covering
Bidirectional GRU Model[76] N/A
Specification Mining RNN Model [98] N/A
Code Clone and Similarity Detection 1.DNN Model [99, 100, 101]
2.RNN Model [57, 102]
3.CNN Model [79, 103]
N/A
Data and Service Modeling DNN Model [104] N/A
Model Optimization CNN Model [105] N/A
Program Synthesis RNN Model [106] N/A
Code Smell/Anti-pattern Detection CNN Model [107, 108] N/A
Test Case Generation RNN Model [109, 110, 111] N/A
Test Automation Deep Reinforcement Learning [112] N/A
Repository Mining 1.CNN Model [20, 113, 18, 19, 17]
2. LSTM Model [114]
N/A
Defect Fixing RNN Model [115, 116] N/A
Software Application/Artifact Catego-
rization
1.CNN+LSTM Model[117]
2.CNN Model [118]
N/A
Bug Report and Review Summariza-
tion
Stepped Auto-encoder Network [119] N/A
Software Quality Prediction 1.CNN Model [69, 120]
2.CNN+LSTM Model [121]
N/A
Schedule/Effort/Cost Estimation DNN Model [122] N/A
Performance Prediction RNN Model [123] N/A
Energy Estimation LSTM Model [124] N/A
Enhanced
Defect Prediction 1.DBN Model [55, 125]
2.RNN/LSTM Model [126, 127, 128]
3.CNN Model [56]
Graph-based CNN Model [129]
Defect Detection and Localization 1.DNN Model [83, 130]
2.CNN Model [131, 132, 133]
1.CNN+Random Forest Model [134]
2.Enhanced CNN Model [135]
Code Optimization 1.RNN Model [31, 32, 136, 137]
2.Deep Feedforward Neural Network [138]
1.Multi-prototype DNN Language Model [73]
2. Code-Description Embedding Neural Network
[139]
3.Hybrid Code Networks [140]
Code Generation and Completion 1.RNN Encoder-Decoder Model [141, 142]
2.LSTM Model [143]
3.RNN+CNN Model [84, 144]
1.Two-step Attentional Encoder-Decoder Model
[145]
2.Latent Prediction Network [146]
Sentiment Analysis RNN Model [147, 148] 1.Hierarchical Multimodal GRU Model [149]
2.Recurrent Convolutional Neural Networks [74]
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and aligned the words in text with individual code tokens directly using an attention component. These DL studies can
predict a word using preceding words that are farther away from it. In addition, two enhanced DL approaches were
introduced that improve performance by around 20% and 10% respectively in terms of ROUGE9. First, Wan et al. [95]
integrated reinforcement learning into the attentional encoder-decoder framework to solve the biased assumption that
decoders are trained to predict the next word by maximizing the likelihood of next ground-truth word given the previous
ground-truth word. Using deep reinforcement learning, one can generate text from scratch without relying on ground
truth in the testing phase. Second, due to the fact that the attentional encoder-decoder framework does not exploit the
code block representation vectors, Liang et al. [96] proposed a new RNN model called Code-RNN, which gets a vector
representation of each code block and this vector contains rich semantics of the code block.
For the “Transition” category, because of DL’s ability to represent data features with multiple levels of abstraction and
its proven effectiveness when applying to source code, researchers in 18 SE tasks have begun to transit from ML to
DL methods. Four typical examples are presented below, including API Mining, Specification Mining, Traceability
Link Generation and Recovering and Code Clone and Similarity Detection. First, Gu et al. [97] successfully adopted
RNN Encoder-Decoder (DeepAPI) to API Mining that generates API usage sequences for a given natural language
query. DeepAPI learns the sequence of words in a query and the sequence of associated APIs, which can produce more
accurate API usage sequences compared to state-of-the-art techniques and the improvement was over 170% in terms of
BLEU score. Second, Le et al. [98] used DL techniques for Specification Mining, which help developers reduce the
cost of manually drafting formal specifications. They employed a Recurrent Neural Network Based Language Model
(RNNLM) on the collected traces to predict the next likely method to be executed given a sequence of previously called
methods. The RNNLM outperformed all existing specification mining methods by around 30% in terms of average
F-measure. Third, Guo et al. [76] introduced DL techniques for Traceability Link Generation and Recovering, the
task of automatically creating, maintaining and recovering trace links among various kinds of software artifacts. They
utilized word embeddings and RNN models to predict the likelihood of a trace link between two software artifacts,
significantly improving the trace link accuracy in comparison to standard baseline techniques by 30% to 40% in terms
of Mean Average Precision (MAP). Fourth, as mentioned in Section 4.2.1, several studies have begun to leverage
DL techniques for Code Clone and Similarity Detection, which involve measuring code similarity and detecting four
types of code clones that are common in software systems. For instance, Li et al. [100] implemented the first solely
token-based clone detection approach using a DNN, which effectively captured the similar token usage patterns of
clones in the training data and detected nearly 20% more Strong Type 3 clones than ML approaches.
For the “Enhanced” category, while the studies from Defect Prediction, Defect Detection and Localization, Code
Optimization, Code Generation and Completion and Sentiment Analysis have previously utilized ML-based approaches
and simple DL-based approaches, they currently involved some continuously enhanced DL approaches. Two typical
examples are illustrated below. For Defect Prediction, most existing approaches started by exploiting the tree repre-
sentations of programs, typically the Abstract Syntax Trees (ASTs). They simply represented the abstract syntactic
structure of source code but did not show the execution process of programs, so software metrics and AST features
may not reveal many types of defects in programs. Phan et al. [129] formulated a directed graph-based convolutional
neural network (DGCNN) over control flow graphs (CFGs) that indicate the step-by-step execution process of programs
to automatically learn defect features. DGCNNs can treat large-scale graphs and process the complex information
of vertices like CFGs, significantly outperforming baselines by 1.2% to 12.39% in terms of the accuracy. For Defect
Detection and Localization, two enhanced DL approaches were proposed to improve the MAP by around 5%. First,
there is a dilemma for current bug localization techniques: ML approaches ignored the semantic information between
the texts in bug reports and code tokens in source files, while DL approaches ignored the structural information of
both bug reports and source files [134]. Motivated by this observation, Xiao et al. [134] proposed CNN_Forest, a
CNN and Random Forest-based approach where an ensemble of random forests is applied to detect the structural
information from the source code and the alternate cascade forest works as the layer-structure in the CNN to learn
the correlated relationships between bug reports and source files. Second, current studies using DL achieved poor
performance and most improvements still came from Information Retrieval (IR) techniques (which focused more on
textual similarity than semantics). In other words, the final results may still be heavily influenced by the performance
of IR [135], meaning that the deep neural network in their model was more like a subsidiary. Xiao et al. proposed an
enhanced model, DeepLocator, for bug localization, which consists of a revised TF-IDuF (term frequency-user focused
inverse document frequency) method, word2vec and an enhanced CNN by adding bug-fixing recency and frequency
in the fully connected layer as two penalty terms to the cost function. DeepLocator correlated the bug reports to the
corresponding buggy files rather than relying on the textual similarity used in IR-based approaches.
9The ROUGE score counts the number of overlapping units between a generated sentence and a target sentence [96].
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Table 8: Data Size of ML- and DL-related studies in SE.
Median Data Size
Paper Count
Total size≥ 1000 size≥ 10000
ML 7842 781 633 (81%) 366 (47%)
DL 51831 75 71 (95%) 57 (76%)
Summary of impacts for RQ4
Based on the 79 DL studies classified by 25 SE tasks, we identified two SE tasks where emerging DL techniques
initially addressed the problems which ML techniques were not capable of tackling, 18 SE tasks for which ML
methods are gradually superseded by their DL counterparts, and five SE tasks where DL approaches sought
continuous enhancements for further improvement.
4.5.4 Challenges for DL in SE
Compared to traditional ML models, DL models typically require a larger amount of data to train. Table 8 shows
a comparison of the data size (number of data entries) used for training and testing by ML and DL studies in SE.
Excluding the studies that did not explicit report data size (four of the 79 DL studies and 31 of the 812 ML studies
respectively), we found that 57 (76%) of the 75 DL-related studies have been trained and tested on data with over 10000
entries (see Table 8). The large data size, together with the inherent complexity of DL models, impose two big
challenges in training and testing DL models for SE tasks. Specifically, a significant amount of manual effort and
expertise was needed for data labeling and annotation, and significant time and computational resources were required
to train DL models. Furthermore, we observed that 45 (57%) of the 79 DL studies considered performance as the top
criterion for selecting DL algorithms but overlooked the applicability and generalizability of the proposed DL-based
approaches. This could limit the contributions of DL for SE. One example that is worth noting is that due to the
sheer number of parameters and the complex structure, there is still no effective way to interpret the internal
representation of DL models. Given the above observations, we will discuss five challenges that need to be addressed
to better leverage DL to improve the productivity of SE tasks:
Reducing manual efforts in data labeling and annotation. Owing to the diversity of SE tasks, publicly available
annotated datasets or benchmarks are scarce for SE researchers and practitioners. Manually annotating over a thousand
or even ten thousand samples is always a mandatory process for DL applications when given a completely new problem
[50]. Ensuring high quality data labeling and annotation requires not only a significant amount of manual effort but
also valuable domain expertise in various SE tasks. Researchers have started to address this issue. Unsupervised DL,
which does not require manually labeled training data, was employed in a limited number of studies when labeled data
is lacking. For instance, Li et al. [119] proposed a novel unsupervised algorithm for bug report summarization, which
assigned weights of words and sentences without human mined features. However, compared to supervised techniques,
its performance is unstable. Recently, a crowdsourcing approach was attempted by Ott et al. [49] to acquire labeled
data, but it still needed extra effort to evaluate the quality of the resulting data. Semi-supervised techniques, which use
clustering techniques with a small number of labeled instances, can be another potential solution. It has been adopted in
some ML applications in SE [150, 151], but it is still rarely seen in DL.
Active learning should be considered when it comes to reducing manual annotation effort. Recall that active learning
aims to reduce annotation effort by selecting only the informative examples in the training set for manual annotation in
an iterative fashion [152], so as to minimize the number of manually annotated examples needed to reach a certain level
of performance. We believe that combining DL with active learning is an unexplored, but promising avenue of research
for SE researchers.
Finally, pretrained models (i.e., the use of a neural model pretrained on one or more related tasks) may be a promising
way to reduce manual annotation effort in SE. As mentioned before, key to the success of using pretrained models for
transfer learning would be to identify tasks that are related to each other. An idea closely related to transfer learning
is multi-task learning. Assume that we are interested in a task for which only a small amount of annotated data is
available, and at the same time there is a related task for which we also have a small amount of annotated data. In this
scenario, we can employ a multi-task learning framework where we train both tasks in the same network simultaneously.
In other words, the network will have two outputs (one for each task), but by training both tasks in the same network,
they can share the same representation, meaning that information learned from one task can be exploited when learning
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the other task. We believe that transfer learning and multi-task learning are both promising avenues for solving the data
paucity problem that are under-investigated in the SE community.
Deep learning with feature engineering. While one of the often cited advantages of DL is that it obviates the
need to perform manual feature engineering because of the ability of DL models to automatically learn task-specific
representations, an under-investigated question is whether the performance of DL models can further be improved with
the incorporation of hand-crafted features. One may wonder why a DL model cannot learn/infer such features from the
input. One possibility is that a task may require background knowledge that is not explicitly available in the input. In
that case, merely learning representations of the input will not provide sufficient knowledge for addressing the task.
Another benefit of hand-crafted features is that they might reduce the amount of labeled training data needed to reach a
certain level of performance. The reason is that hand-crafted features may encode a human’s knowledge of what would
be useful for the task at hand that may otherwise have to be automatically acquired from labeled training data.
Evaluating and reducing computation cost. Note that among the 79 studies, 69 (87%) did not reported their runtime,
which may prevent the follow-on studies from comparing the computational costs with theirs and make it difficult to
transfer the experimental results into real-world practices. The computational challenge in training DL models has been
recognized and considered as a potential threat of generality in SE [119, 19, 32]. Two ways have been suggested to
reduce the computation time: (1) making software analytics faster and (2) exploiting hardware features. For instance,
local learning can divide training data into small pieces and then one model can be learned from each piece [20].
Alternatively, cloud computing is an ideal choice for designing, developing and training deep learning applications
efficiently. It allows large datasets to be easily ingested and managed, and algorithms can be trained by leveraging
distributed networks. Scalable optimization methods for SE data are expected to scale the training of DL models from a
single machine to as many machines as possible, such as synchronous and asynchronous stochastic gradient descent,
and taking advantage of multiple processors, distributing workloads seamlessly and efficiently across different processor
types and quantities [153].
Gaining SE insights from DL. We found that very few DL studies interpreted the features learned from deep neural
networks and explained how the learned DL models could be applied to real-world applications. Hence, in addition to
the breakthroughs on model performance, we expect future research to improve the interpretability of neural network
representations [154]. The difficulty in interpretability has always been a limiting factor for use cases requiring
explanations of the task-specific features to transit from manual to automated process in SE tasks. Interpretability
is a hot topic in AI. We anticipate that future research could bring additional insights into how improved DL model
performance can be turned into more effective and efficient SE practices and what changes in SE practices would be
useful to optimize the proposed DL-based approach. To maintain a healthy eco system for the synergy between DL
and SE, we encourage researchers to evaluate their DL-based approaches on additional metrics beyond performance in
order to enhance the applicability and generalizability of the approaches.
Learning SE-specific embeddings. As mentioned before, the increasingly successful application of DL to text has been
enabled in part by the development of better and better word embeddings. Most importantly, these word embeddings
are pretrained on large, unannotated corpora. A promising direction for SE researchers would be to train embeddings
for the types of data that are typically encountered in SE, such as code. Code, like text, is sequential, so we expect that
embeddings of code elements (e.g., API) can also be trained in a similar, unsupervised manner as words. Using such
embeddings has the potential to take the performance of various SE tasks to the next level, such as API recommendation.
Summary of challenges for RQ4
We discovered five unique challenges to be addressed to better leverage DL to improve the productivity of SE
tasks: (1) a significant amount of manual effort and expertise was needed for data labeling and annotation, (2)
the integration of feature engineering with DL models, (3) significant time and computational resources were
required, (4) the lack of an effective method for interpreting the internal representations of DL models, and (5)
the development of SE-specific embeddings.
5 Discussion
5.1 Transferring ML/DL Research Results to Real-World Applications
The ultimate goal for SE researchers is to transfer ML/DL-related research results into real-world SE practices. Our
SLR results show that although ML/DL or their combination has been integrated with 60 SE tasks, only 61 (7%) of the
906 studies mentioned their collaborations with industrial partners or tested their approaches with industrial data and
settings, as mentioned in Section 4.3. This suggests the transfer of ML/DL applications from academia to industry still
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Figure 10: A road-map to industry practice.
has a long way to go. Significant efforts are needed from both SE researchers and industrial practitioners. Based on a
successful case described in [155] as well as our findings in Section 4, we propose a three-stage road-map (Figure 10)
that SE researchers could employ to turn ML/DL-related research ideas into real-world applications.
The first stage involves demonstrating and validating contributions of the created ML/DL applications in lab settings. In
order to arouse the attention of industry stakeholders to research applications, SE researchers should ensure that others
could understand why a ML/DL technique is selected for a specific SE problem and prove the replicability of their
research results. Our review has shown (in Section 4.3) that it is still not a common practice for ML/DL researchers
in the SE community to share their data and implementations, which makes it difficult, if not impossible, for future
researchers to replicate or compare with their studies. We also noted (in Section 4.4) that most studies did not provide
detailed rationales of the selected ML/DL techniques and only considered performance as the most influential factor.
Without providing the details of feature preparation, the underlying assumptions and error analysis for ML/DL models,
it would make it hard to reproduce methodologies in industrial settings.
The second stage primarily involves adapting ML/DL applications to fit the needs in industrial settings. This would
demand close collaboration between SE researchers and industrial practitioners. Researchers should acquaint themselves
with different scenarios in practice and reach a mutual agreement with practitioners on the expectation of where to
improve the research applications, thus finalizing the industrial settings. After that, both parties would co-drive the
process and reproduce ML/DL methodologies to fit all new changes through properly preprocessing data and optimizing
the hyperparameters of ML/DL models. Nevertheless, we discovered (in Section 4.3) that SE researchers did not follow
a systematic way (based on uniformed principles) to perform data preprocessing and hyperparameter tuning. This
could make it hard to find appropriate data preprocessing techniques and the best combination of hyperparameters for
industrial settings. It could be improved by fostering a long-term collaboration between the SE and AI communities.
While successful reproduction of ML/DL applications are important, addressing quality, including scalability, reliability,
efficiency, etc., is equally important. Valuable feedback can be obtained from practitioners in an iterative fashion during
quality assurance until quality reaches a level that can be accepted by practitioners. Meanwhile, integrating the ML/DL
process into the development process is painful and time-consuming due to many unresolved challenges [58], which
could last until Stage 3.
In Stage 3, SE researchers just need to support practitioners to turn applications into real-world practices. We do not
claim that this road-map is the only way to generalize ML/DL applications. Instead, we would like to suggest ways to
improve the state-of-the-art ML/DL-related SE research and facilitate the transfer of research results into real-world
applications. The road-map also aims to stimulate the future directions for research on the synergy between ML/DL
and SE, and to build a healthy eco environment for collaboration among SE/AI researchers and industrial practitioners
through observing limitations from this road-map.
5.2 Limitations
One limitation of our study is the potential bias in data extraction. There were some disagreements among the three
researchers with respect to determining the categories of SE tasks for several studies. To better explore the insights from
the classification, the granularity of the categories should be neither be too coarse or too fine. For those questionable
studies, we first identified the keywords, which indicate related tasks, in the abstract or related work according to
authors’ claim in order to determine their temporary categories. Then, comparing the objectives and contributions with
other studies, we decided whether these temporary categories should be merged with the existing SE tasks or keep them
as new tasks. The advice from the SE experts also mitigated this threat to study validity.
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Another limitation might be the possibility of missing ML/DL related studies during the search and selection phases.
Although it was not possible to identify and retrieve all relevant publications considering the large number of ML/DL-
related SE studies, our search strategy integrated manual and automated searches together. This could keep the number
of missing studies as small as possible. Finally, we acknowledged that our factors that influence replicability and
reproducibility might not cover all conditions and should be continuously updated.
6 Related Work
6.1 Empirical Studies for ML/DL and SE
Some empirical and case studies of SE and ML emerged at the beginning of the 21st century. Zhang et al. [156]
grouped the applications of ML methods in SE tasks based on 12 activity types and discussed the general issues of
applications in the academic domain. Di Stefano and Menzies [157] suggested academic application guidelines and
conducted a case study on a reuse dataset using three different machine learners. One common purpose of these studies
was to stimulate more research interest, which was scarce at that time, in the areas of ML and SE. Our SLR verified
their significant contribution since SE research related ML/DL applications is thriving in the past decade (2009-2018).
The most relevant study to our SLR is an industrial case study from Microsoft [58]. They described how the Microsoft
software engineering teams build software applications with ML features. The process involves integrating Agile
SE processes with a nine-stage ML workflow. They also created a custom ML process maturity model for assessing
the progress of building ML applications and discovered three fundamental differences in how SE applies to ML vs.
previous application domains. In addition, Arpteg et al. [158] identified 12 main SE challenges specifically related to
the intersection of SE practices and DL applications. In contrast, our study is more comprehensive in that it investigates
not only SE for ML/DL, but also the opposite, ML/DL for SE. Nevertheless, these two studies perfectly complement
our SLR, which can encourage SE researchers to address those challenges.
Many SLRs, surveys and comparative studies [159, 160, 161, 9, 162, 52, 53, 163] have focused on investigating the use
of ML/DL in software defect prediction. Besides, Wen et al.’s [164] SLR explored ML-based software development
effort estimation (SDEE) models from four aspects: type of ML technique, estimation accuracy, model comparison, and
estimation context. Fontana et al. [165] performed the large-scale experiment of applying 16 ML algorithms to code
smells and concluded that the application of ML to detect code smells can provide a high accuracy. Compared to our
SLR, the findings from the above studies are limited to several specific SE tasks and performance comparisons, rather
than a comprehensive evaluation, are often the main purpose.
6.2 Technology Transfer Model
Technology transfer demands significant efforts to adapt a research prototype to a product-quality tool that addresses the
needs of real scenarios and which is to be integrated into a mainstream product or development process [155]. It also
requires close cooperation and collaboration between industry and academia throughout the entire research process.
Gorschek et al. [166] devised a seven-step technology transfer model to conduct an industry-relevant research in
requirements engineering and product management. However, ML/DL approaches to SE differ partly from traditional
SE in that their behavior is heavily dependent on data from the external world. Our road-map involves more specific
steps of how to tackle both source code and data during the transfer process. Rana et al. [167] developed a framework
for factors and attributes that contribute towards the decision of adopting ML techniques in industry for the purpose of
software defect prediction.
It is worth noting that we view Figure 10 as a road-map that aims to narrow the gap between academia and industry and
improve the eco environment for collaboration among SE researchers and industrial practitioners, rather than a mature
technology transfer model or framework.
7 Conclusion
This paper presented a systematic literature review that comprehensively investigated and evaluated 906 state-of-the-art
ML/DL-related SE studies to address four research questions that are of interest to the SE community. Our SLR showed
that there was a rapid growth of research interest in the synergy between ML/DL techniques and 60 SE tasks over
seven SE activities in the past decade. Through an elaborated investigation and analysis, we provided a comprehensive
review of the current progress of the synergy between ML/DL and SE, which can be summarized as follows. First, we
observed two positive impacts that emerging ML/DL brings to SE and the long-term benefits of ML/DL in acquring
deeper insights into SE tasks. Second, we noted an absence of replicable and reproducible ML/DL applications in the
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SE community, which has made it difficult to generalize and transfer the research results into real-world applications.
Consequently, we identified a set of five factors that may influence the replicability and reproducibility of ML/DL-related
studies. Third, we noticed that many studies do not provide detailed rationales for the selection of ML/DL techniques
but only consider performance as the top selection criterion. As a result, we discovered three indispensable ingredients
in the studies that would facilitate the understanding of why a ML/DL technique was selected to tackle a specific SE
problem. Fourth, we conducted an analysis of 79 DL studies in the SE community due to its increasingly attractiveness
in SE since 2015 and the additional learning power that it has brought to SE tasks. We discussed the unique trends
of impacts of DL models on SE tasks, as well as five unique challenges in integrating DL with SE, and suggested the
corresponding future directions for research. From the perspective of SE for ML/DL, we found that it remains difficult
to apply SE practices to develop ML/DL systems. Though 15 studies involved SE testing and debugging activities
on ML/DL systems, they were still at an early stage. In addition, further research effort is needed to overcome the
challenges involved in the integration of SE practices into more stages of the ML/DL workflow and apply them to
different kinds of ML/DL systems other than supervised learning systems.
By synthesizing all the findings, we created a three-stage road-map, which suggests ways to improve the state-of-the-art
ML/DL-related SE research and facilitate the transfer of research results into real-world applications. It also aims
to stimulate future research on the synergy between ML/DL and SE, and to build a healthy eco environment for the
collaboration between SE/AI researchers and industrial practitioners.
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