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Abstract: We consider the nonlinear filtering problem for systems with noise–free state
equation. First, we study a particle approximation of the a posteriori probability distribu-
tion, and we give an estimate of the approximation error. Then we show, and we illustrate
with numerical examples, that this approximation can produce a non consistent estimation
of the state of the system when the measurement noise tends to zero. Hence, we propose
a histogram–like modification of the particle approximation, which is always consistent. Fi-
nally, we present an application to target motion analysis.
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Approximations particulaire et cellulaire
pour le filtrage non linéaire
Résumé : Nous considérons le problème de filtrage non–linéaire pour les systèmes sans
bruit de dynamique. Nous étudions d’abord une approximation particulaire de la loi a poste-
riori, et nous donnons une estimation de l’erreur d’approximation. Nous mettons ensuite en
évidence, et nous illustrons à l’aide d’exemples numériques, le fait que cette approximation
peut donner un estimateur non–consistant de l’état du système, quand le bruit d’observation
tend vers zéro. Nous proposons alors une modification de l’approximation particulaire, de
type histogramme, qui est toujours consistante. Nous présentons enfin une application à la
trajectographie passive.
Mots-clé : Filtrage non-linéaire, approximation particulaire, approximation cellulaire,
trajectographie passive.
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1 Introduction
Consider the following nonlinear filtering problem
Ẋt = b(Xt) , X0 unknown,
zk = h(Xtk) + vk ,
(1)
where t0 < t1 < · · · < tk < · · · is a strictly increasing sequence of observation times, and
{vk , k ≥ 0} is a Gaussian white noise with non singular covariance matrix R.
In this model, only the initial condition X0 is unknown. The problem is to estimate X0,
at any instant tk, given the past measurements z1, · · · , zk.
We can expect that, for this particular model, the nonlinear filtering problem will reduce
to a parameter estimation problem of the unknown parameter X0. In this case, x0 ∈ IRm
will denote the true value of the parameter.
Whether we take a Bayesian approach or not, the goal is to compute :
Bayesian : the conditional probability distribution
µk0(dx) = P (X0 ∈ dx|Zk) , (2)
where
Zk
4
= σ(z1, · · · , zk) , (3)
Non Bayesian : the likelihood function Ξk(x) corresponding to the estimation of
the unknown parameter X0 ∈ IRm.
In this work, we focus on problems where the a priori available information on the initial
condition X0 is quite poor, for example X0 ∈ K, where K is a compact subset of IRm. In
this case, the two points of view — Bayesian and non Bayesian — are rather close.
We can study the asymptotic behavior (consistency, convergence rate, etc.) when
(i) the number k of observations tends to ∞ (long time asymptotics),
(ii) or when the noise covariance matrix R tend to 0 (small noise asymptotics).
We also want to study the case where the system (1) is not identifiable. In this case
the conditional probability distribution µk0(dx) does not concentrate around the true value
x0 ∈ IRm, neither in the long time asymptotics, nor in the small noise asymptotics, but it
concentrates around the subset M(x0) ⊂ IRm of those points which are indistinguishable from
the true value parameter. In this context, the relevant statistics that we should compute from
the conditional probability distribution µk0(dx) is not the usual pointwise Bayesian estimator
of the conditional mean type :
X̂k0
4
=
∫
x µk0(dx) .
We rather use the concept of confidence region :
Definition 1.1 (Confidence region) For any given level 0 < α ≤ 1, a confidence region of
level α is defined by :
D̂αk ∈ Arg min
D∈Dαk
λ(D) , with Dαk
4
= {D ⊂ IRm : µk0(D) ≥ α} , (4)
where λ denote the Lebesgue measure on IRm.
RR n◦2567
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This is an extension of the maximum a posteriori (MAP) estimator which can be seen as the
limit, when the level α ↓ 0 , of the sequence of decreasing confidence regions. Our goal is to
numerically compute the conditional probability distribution µk0(dx).
In Section 2, we recall some properties of this nonlinear filtering problem, especially the
crucial importance of the flow of diffeomorphisms {ξs,t(·) , 0 ≤ s ≤ t} associated with the
differential equation Ẋt = b(Xt), i.e.
Xt = ξs,t(Xs) , 0 ≤ s ≤ t ,
which allows an explicit formulation of the conditional probability distributions µk0(dx) =
P (X0 ∈ dx | Zk) and µk(dx) = P (Xtk ∈ dx | Zk). As an example, we first consider the
case where the initial probability distribution µ0(dx) = P (X0 ∈ dx) is discrete, and the case
where it is absolutely continuous with respect to the Lebesgue measure on IRm.
Then we develop two numerical methods for the approximation of the conditional prob-
ability distribution µk(dx).
Section 3 is devoted to a particle–like approximation algorithm
µk(dx) ' µHk (dx) , with µHk =
∑
i∈I
aik δxik ,
as a convex linear combination of Dirac measures, called particles. This kind of approximation
has been introduced and studied by Raviart [13] for the first order deterministic PDE’s.
In the context of nonlinear filtering, this approximation technique has already been ap-
plied to various real case studies, see Campillo–Le Gland [2], Le Gland–Pardoux [10] and Cérou–
Rakotozafy [5].
The problem is to define, at each time tk, the positions {xik , i ∈ I} and the weights
{aik , i ∈ I} of the particles. The more natural choice is to define the approximation µHk (dx)
as the conditional probability distribution of Xtk given Zk, with µH0 (dx) instead of µ0(dx) as
an initial probability distribution. With this choice, the algorithm is the following
xik = ξtk−1,tk(x
i
k−1) and a
i
k = ck Ψk(x
i
k) a
i
k−1 , (5)
for all i ∈ I, where, by definition, Ψk(x) is the likelihood function for the estimation, given
the measurement zk, of the parameter Xtk ∈ IR
m, that is
Ψk(x)
4
= exp
{
−1
2
‖zk − h(x)‖2R−1
}
with ‖x‖2R−1
4
= x∗R−1 x (6)
and ck is a normalizing factor. The only error is in the approximation µ0(dx) ' µH0 (dx),
and it is then important to choose appropriately the initial points {xi0 , i ∈ I} and weights
{ai0 , i ∈ I}. For this purpose, we use the approximation proposed in Florchinger–Le Gland [6].
The main points of this section are the following :
(i) From the numerical point of view, we obtain an estimate of the error
µk(dx)− µHk (dx) ,
in terms of the discretization parameter H, see Theorem 3.1 below.
INRIA
Particle and cell approximations for nonlinear filtering 7
(ii) From the point–estimation point of view, the particle algorithm consists in restricting
the parameter set to a set GH = {xi0 , i ∈ I} ⊂ IRm of possible initial conditions :
this is a misspecified estimation problem (i.e. the true value x0 is not necessarily in
GH). In case where the model (1) is not identifiable the setwise Bayesian estimator (4)
based on the particle approximation could be non consistent in both the long time
asymptotics and the small noise asymptotics (for a fixed discretization parameter H).
This phenomenon will be illustrated by simulation results.
Because of this possible non–consistency, we will study in Section 4 another approxima-
tion technique, where at time tk, instead of evaluating as in (5) the value of the likelihood
function at the point xik, we evaluate a generalized likelihood function on a neighborhood
Bik of the particle position x
i
k, see definition (8) below. In this way, we introduce a cell–like
approximation algorithm
µk(dx) ' p̄k(x) dx , with p̄k(x) =
∑
i∈Ik
µ̄ik
λik
1Bi
k
(x) ,
where, for all i ∈ Ik, λik is the Lebesgue measure of the cell Bik, and µ̄ik is an approximation
of the conditional probability µik = P (Xtk ∈ Bik | Zk). This kind of approximation was
proposed by James–Le Gland [7], for the approximation of nonlinear filters and observers.
Here, the problem is to define, at each time tk, the cells {Bik , i ∈ Ik} and the approximate
conditional probabilities {µ̄ik , i ∈ Ik}. Among many possible choices, we will focus on the
following :
Bik = ξtk−1,tk(B
i
k−1) and µ̄
i
k = ck R
i
k µ̄
i
k−1 , (7)
for all i ∈ Ik, where, by definition, Ik = I does not depend on k, Rik is the generalized
likelihood function for the estimation, given the observation zk, of the parameter i ∈ I such
that {Xtk ∈ Bik}, that is :
Rik = max
x∈Bi
k
Ψk(x) , (8)
and ck is a normalization constant.
The main points of this section are the following :
(i) From the numerical point of view, we obtain an estimate of the error
µk(dx)− p̄k(x) (dx) ,
in terms of the discretization parameter H, see Theorem 4.1 below.
(ii) From the point of view of estimating the cell containing the initial condition X0 ∈ IRm,
we show the consistency of the Bayesian parameter in the small noise asymptotics (for
a fixed discretization parameter H). This example is also illustrated by the problem
already studied at Section 3 for the particle approximation.
The long time asymptotics is more difficult to handle. Actually, in the purely theoret-
ical setup (without approximation) we have recently obtained some results concerning the
convergence of the filter to the true value, when the identifiability hypothesis is fulfilled, see
Cérou [3, 4].
RR n◦2567
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2 Problem setting
We consider a particular nonlinear filtering problem where there is no noise input in the state
equation. As a result, the only unknown quantity is the initial state of the system.
We can tackle this problem in two ways. Because the only unknown parameter is the
initial condition X0, we can expect that, in this case, the nonlinear filtering problem reduces
to the problem of estimating the parameter X0. We can consider the maximum likelihood
estimator or the Bayesian estimator, and study the consistency properties, the rate of con-
vergence, etc.
On the other hand, we can study the consequences of this particular setting on the
nonlinear filtering equations and their numerical solution.
In the sequel, we study the following model
Ẋt = b(Xt) , X0 unknown,
zk = h(Xtk) + vk ,
(9)
where t0 < t1 < · · · < tk < · · · is a strictly increasing sequence of observation times, and
{vk , k ≥ 0} is a i.i.d. sequence of centered Gaussian random variables with covariance matrix
R. Throughout this paper, we assume for simplicity that the sequence of observation times
is uniform, i.e. tk+1 − tk = ∆ for all k = 0, 1, · · ·, and we make the following
Hypothesis 2.1 The covariance matrix R is non singular. In the case where X0 is a random
variable, we suppose that it is independent of {vk , k ≥ 0}.
2.1 Nonlinear filtering approach
Let Zk denotes the σ–algebra generated by the observations up to time tk
Zk
4
= σ(z1, · · · , zk) ,
and suppose that X0 is a r.v. with probability distribution :
µ0(dx)
4
= P (X0 ∈ dx) .
Our goal is to compute the conditional probability distribution µk(dx) = P (Xtk ∈ dx | Zk)
of Xtk given Zk.
Definition 2.2 (Conditional probability distributions) We introduce the following notation :
(i) µk(dx) = P (Xtk ∈ dx | Zk), is the conditional probability distribution of Xtk given Zk.
(ii) µ−k (dx) = P (Xtk ∈ dx | Zk−1), is the conditional probability distribution of Xtk given
Zk−1.
(iii) For tk ≤ t ≤ tk+1, µkt (dx) = P (Xt ∈ dx | Zk) is the conditional probability distribution
of Xt given Zk. We have µktk = µk and µ
k
tk+1
= µ−k+1.
RR n◦2567
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Proposition 2.3 (Optimal nonlinear filter) The sequence {µk , k ≥ 0} satisfies a recurrence
equation, and the iteration µk → µk+1 splits in two steps : prediction, and correction.
Prediction step : From tk to tk+1, µ
k
t (dx) satisfies, in a weak sense, the Fokker–
Planck equation
∂µkt
∂t
= L∗µkt , (10)
where
L
4
=
m∑
i=1
bi
∂
∂xi
is the partial differential operator associated with the state equation in model (9).
Correction step : At time tk+1, the a priori information µ
−
k+1(dx), is combined
with the new observation zk+1, according to the Bayes formula
µk+1(dx) = ck+1 Ψk+1(x) µ
−
k+1(dx) , (11)
where by definition Ψk+1(x) is the likelihood function for the estimation of
then parameter Xtk+1 ∈ IR
m given the observation zk+1
Ψk+1(x) = exp
{
−1
2
‖zk+1 − h(x)‖2R−1
}
(12)
and ck+1 is a normalization constant.
Proof For t ≥ tk, and for any test function ϕ defined on IRm, we have
ϕ(Xt) = ϕ(Xtk) +
∫ t
tk
Lϕ(Xs) ds ,
and so
E[ϕ(Xt)|Zk] = E[ϕ(Xtk)|Zk] +
∫ t
tk
E[Lϕ(Xs)|Zk] ds ,
or
〈µkt , ϕ〉 = 〈µk, ϕ〉+
∫ t
tk
〈µks , Lϕ〉 ds .
which proves that {µkt , tk ≤ t ≤ tk+1} satisfies the Fokker–Planck equation (10) in a weak
sense.
The correction step is obvious. 2
2.2 Parametric estimation approach
We can reformulate the state parameter estimation for the partially observed system (9).
Using the flow of diffeomorphisms ξs,t(·), we get Xtk = ξ0,tk(X0), for all k ≥ 1, and the
observation zk reads
zk = h(ξ0,tk(X0)) + vk . (13)
This is a standard statistical model for the estimation of the unknown parameter X0. Actu-
ally, we have to choose among trajectories
{ξ0,t(x) , t ≥ 0}
for different initial conditions x ∈ IRm at time 0.
INRIA
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Maximum likelihood estimate
The initial condition X0 (or the state Xt at a given time t ≥ 0) is considered as a parameter
of IRm, without a priori information. The likelihood function for the estimation of the
unknown parameter X0 in the statistical model defined in (13) above, given the observations
{z1, · · · , zk} is
Ξk(x) = exp
{
−1
2
k∑
l=1
‖zl − h(ξ0,tl(x))‖2R−1
}
=
k∏
l=1
Ψl(ξ0,tl(x)) , (14)
where, for all l = 1, · · · , k, the function Ψl(·) is defined by (12).
The maximum likelihood estimator X̂0 is given by :
X̂0 ∈ Arg max
x∈IRm
Ξk(x) .
Actually, the estimator is not only X̂0, but also the trajectory which satisfies the state
equation and starts from X̂0 at time 0.
Bayesian estimator
In this section, we have an a priori information on the initial state X0, represented as a
probability distribution µ0(dx) on IR
m. This a priori information can be translated, through
the state equation and the associated flow of diffeomorphisms, into an a priori information
on the state Xtk at time tk.
We can get an explicit expression for the conditional probability distribution µk(dx),
using the flow of diffeomorphisms ξs,t(·) associated with the state equation :
Proposition 2.4 For any Borel set A ⊂ IRm, we have
µk(A) = ck
∫
ξ−10,tk
(A)
Ξk(x)µ0(dx) ,
where the normalization constant ck is given by
ck =
∫
IRm
Ξk(x)µ0(dx) ,
and Ξk(x) is defined by (14).
Proof First, we translate — via ξ0,tk(·) — the a priori information on the initial condition
X0 into an a priori information on the state Xtk at time tk.
Indeed, Xtk = ξ0,tk(X0) and for any test function ϕ defined on IR
m
E[ϕ(Xtk)] = E[ϕ(ξ0,tk(X0))] =
∫
ϕ(ξ0,tk(x))µ0(dx) .
This relation defines the probability distribution µk0(dx) = P (Xtk ∈ dx) of the state Xtk , in
the following way : for any test function ϕ defined on IRm
〈µk0, ϕ〉 =
∫
ϕ(x)µk0(dx) =
∫
ϕ(ξ0,tk(x))µ0(dx) .
RR n◦2567
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Actually, µk0(dx) is the image of the probability distribution µ0(dx) under the diffeomorphism
ξ0,tk(·). Equivalently, for any Borel set A ⊂ IR
m, we have
µk0(A) = µ0(ξ
−1
0,tk
(A)) .
From the Bayes rule, the conditional probability distribution µk(dx) of the state Xtk , given
observations Zk, is given — up to a normalization factor — as the product of the a priori
probability distribution µk0(dx) and the likelihood function Ξk(ξ
−1
0,tk
(x)) for the estimation of
the parameter Xtk (or the corresponding initial state ξ
−1
0,tk
(Xtk)), that is
µk(dx) = ck Ξk(ξ
−1
0,tk
(x)) µk0(dx) .
Hence, for any test function ϕ defined on IRm
〈µk, ϕ〉 =
∫
ϕ(x)µk(dx) = ck
∫
ϕ(x) Ξk(ξ
−1
0,tk
(x))µk0(dx)
= ck
∫
ϕ(ξ0,tk(x)) Ξk(x)µ0(dx) ,
and for any Borel set A ⊂ IRm, we have the desired formula. 2
2.3 A posteriori probability distribution
The computation of the a posteriori (i.e. given the observations) conditional probability
distribution µk(dx) shows off two interesting particular cases, depending on the form of the
probability distribution µ0(dx) of the random variable X0 :
(i) If µ0(dx) has a density with respect to the Lebesgue measure on IR
m, then the condi-
tional probability distribution µk(dx) has also a density.
(ii) On the other hand, if µ0(dx) is a discrete probability distribution (i.e. a linear and
convex combination of Dirac measures), then the conditional probability distribution
µk(dx) is also discrete.
Definition 2.5 We define the operator Qk which relates the conditional probability distribu-
tion µk(dx) with the probability distribution µ0(dx) of the random variable X0 :
Qk µ0
4
= µk ,
that is
〈Qkµ0 , ϕ〉 = ck
∫
ϕ(ξ0,tk(x)) Ξk(x)µ0(dx) , (15)
for any test function ϕ defined on IRm, or equivalently
Qkµ0(A) = ck
∫
ξ−10,tk
(A)
Ξk(x)µ0(dx) ,
for any Borel set A ⊂ IRm.
INRIA
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Proposition 2.6 (µ0 absolutely continuous) Suppose that the initial probability distribution
µ0(dx) has a density p0(x) with respect to the Lebesgue measure, µ0(dx) = p0(x) dx. Then
µk(dx) has also a density pk(x) : µk(dx) = pk(x) dx, defined by
pk(x) = ck [Jk(ξ
−1
0,tk
(x))]−1 Ξk(ξ
−1
0,tk
(x)) p0(ξ
−1
0,tk
(x)) ,
where Jk denotes the Jacobian determinant associated with the diffeomorphism ξ0,tk(·).
Proof By definition of the operator Qk, we have :
〈µk , ϕ〉 = 〈Qkµ0 , ϕ〉 = ck
∫
ϕ(ξ0,tk(x)) Ξk(x) p0(x) dx .
Taking ϕ = f ◦ ξ−10,tk , where f is any test function defined on IR
m, we get :
〈µk , ϕ〉 = ck
∫
f(x) Ξk(x) p0(x) dx . (16)
On the other hand
〈µk , ϕ〉 =
∫
ϕ(x) pk(x) dx =
∫
f(ξ−10,tk(x)) pk(x) dx .
The change of variable : x′ = ξ−10,tk(x), gives :
〈µk , ϕ〉 =
∫
f(x′) pk(ξ0,tk(x
′)) Jk(x
′) dx′ . (17)
From (16) and (17) we deduce
pk(ξ0,tk(x)) Jk(x) = ck Ξk(x) p0(x) ,
which gives the probability density function pk(x). 2
Proposition 2.7 (µ0 discrete) Suppose that the initial probability distribution µ0(dx) is a
linear combination of Dirac measures :
µ0 =
∑
i∈I
ai0 δxi0 ,
where {xi0 , i ∈ I} and {ai0 , i ∈ I} are respectively the positions and the weights of the
particles. Then the conditional probability distribution µk(dx) is also a linear combination of
Dirac measures :
µk =
∑
i∈I
aik δxik ,
with
xik = ξ0,tk(x
i
0) and a
i
k = ck a
i
0 Ξk(x
i
0) .
Proof By definition of the operator Qk we have :
〈µk , ϕ〉 = 〈Qkµ0 , ϕ〉 = ck
∑
i∈I
ai0 ϕ(ξ0,tk(x
i
0)) Ξk(x
i
0) ,
for any test function ϕ defined on IRm, i.e.
〈µk , ϕ〉 =
∑
i∈I
aik ϕ(x
i
k) .
2
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3 Particle approximation
In this section, we consider the case where the probability distribution µ0(dx) has a density
p0(x) with respect to the Lebesgue measure on IR
m.
We introduce µH0 (dx), an approximation of µ0(dx), as a linear and convex combination
of Dirac measures, called particles. The probability distribution µHk (dx) = Qk µ
H
0 (dx) is
an approximation of the probability distribution µk(dx) = Qk µ0(dx), and we study the
associated approximation error. This kind of approximation was proposed by Raviart [13] for
deterministic, first order PDE’s.
Then, we will see that a coarse approximation, with respect to the covariance matrix R
of the observation noise, can produce a non–consistent approximated Bayesian estimator.
3.1 Choice of the approximation
Let µH0 (dx) be the approximation of the initial probability distribution p0(x) dx. We have :
p0(x) dx = µ0(dx) ∼ µH0 (dx) , with µH0 =
∑
i∈I
ai0 δxi0 ,
where {ai0 , i ∈ I} are the weights of the particles, and {xi0 , i ∈ I} are the positions of the
particles.
First, we fix ε > 0. Then there exist a compact set K ′ ⊂ IRm such that
µ0(K
′) ≥ 1− ε .
We introduce a covering of K ′ consisting of bounded and convex Borel sets {Bi , i ∈ I} with
mutually disjoint interiors, e.g. cubes. We set K =
⋃
i∈I
Bi ⊃ K ′. A fortiori
µ0(K) ≥ µ0(K ′) ≥ 1− ε . (18)
We define the weights in the following way :
ai0
4
= µ0(B
i) =
∫
Bi
p0(x) dx, a
i
0 > 0 . (19)
We can always suppose that ai0 > 0, otherwise we replace K by K \Bi.
Then, we define the position the following way :
xi0
4
=
1
ai0
∫
Bi
x p0(x) dx . (20)
Because Bi is convex, we have xi0 ∈ Bi. For all i ∈ I, let δi be the diameter of the bounded
subset Bi, and let H be the maximum of the diameters {δi , i ∈ I}. In particular, for all
i ∈ I we get
sup
x∈Bi
|x− xi0| ≤ H . (21)
This approximation of µ0(dx) has already been considered in Florchinger–Le Gland [6].
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If we use µH0 (dx) as an approximation of the initial probability distribution p0(x) dx, then
the conditional probability distribution pk(x) dx is approximated by µ
H
k (dx) = Qk µ
H
0 (dx),
which is a linear combination of Dirac measures, and we get :
pk(x) dx = µk(dx) ∼ µHk (dx) , with µHk =
∑
i∈I
ai0 Ξk(x
i
0) δxik ,
where xik = ξ0,tk(x
i
0).
Algorithm
We can decompose the particle approximation in two steps
Prediction step : for all i ∈ I
xik+1 = Φ∆(x
i
k) . (22)
i.e. xik+1 is the image of x
i
k by the diffeomorphism Φ∆(·) = ξtk,tk+1(·).
Correction step : for all i ∈ I
aik+1 = ck+1 Ψk+1(x
i
k+1) a
i
k , (23)
where ck+1 is a normalization constant and
Ψk+1(x)
4
= exp
{
−1
2
‖zk+1 − h(x)‖2R−1
}
, x ∈ IRd .
3.2 Error estimate
Theorem 3.1 Suppose that b(·) and h(·) are bounded, together with their derivatives up to
order 2. Then :
E‖µk − µHk ‖−2,1 = E
[
sup
f∈W 2,∞
|〈µk , f〉 − 〈µHk , f〉|
‖f‖2,∞
]
≤ 2 ε+H2(C + C
′
r
) .
where H is the largest of the diameters {δi , i ∈ I}, and r is the smallest eigenvalue of the
observation noise covariance matrix R.
First we introduce some notations. We consider the following factorization :
Ξk(x) = exp
{
−1
2
k∑
l=1
‖zl‖2R−1
}
Λk(x) .
for all x ∈ IRm, which defines Λk(x).
Let P† be the probability measure under which {zk , k ≥ 1} is an i.i.d. sequence of
centered Gaussian random variables with covariance matrix R, independent of X0.
For all x ∈ IRm, we define the probability measure Px equivalent to P†, with Radon–
Nikodym derivative :
dPx
dP†
∣∣∣∣∣
Zk
= Λk(x) . (24)
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Under the probability measure Px :
zk = h(ξ0,tk(x)) + v
x
k ,
for all k ≥ 1, where {vxk , k ≥ 1} is an i.i.d. sequence of centered Gaussian random variables,
with covariance matrix R, independent of X0.
Finally, the probability measure P satisfies
dP
dP†
∣∣∣∣∣
Zk
=
∫
Λk(x)µ0(dx) = 〈µ0 , Λk〉 . (25)
Then, for any test function f defined on IRm
〈µk , f〉 = 〈Qkµ0 , f〉 =
∫
f(ξ0,tk(x)) Ξk(x) p0(x) dx∫
Ξk(x) p0(x) dx
=
∫
f(ξ0,tk(x)) Λk(x) p0(x) dx∫
Λk(x) p0(x) dx
=
〈µ0 , gk〉
〈µ0 , Λk〉
,
with gk(x) = f(ξ0,tk(x)) Λk(x) for all x ∈ IR
m. Equivalently :
〈µHk , f〉 = 〈QkµH0 , f〉 =
〈µH0 , gk〉
〈µH0 , Λk〉
,
We finally notice that :
〈µk, f〉 − 〈µHk , f〉 =
〈µ0, gk〉
〈µ0,Λk〉
− 〈µ
H
0 , gk〉
〈µH0 ,Λk〉
=
〈µ0, gk〉 − 〈µH0 , gk〉
〈µ0,Λk〉
− 〈µ
H
0 , gk〉
〈µH0 ,Λk〉
〈µ0,Λk〉 − 〈µH0 ,Λk〉
〈µ0,Λk〉
(26)
= Ek(f)− 〈µHk , f〉 Ek(1) ,
where, for any test function f defined on IRm
Ek(f)
4
=
〈µ0, gk〉 − 〈µH0 , gk〉
〈µ0,Λk〉
,
with gk(x) = f(ξ0,tk(x)) Λk(x) for all x ∈ IR
m. Hence, it is sufficient to estimate Ek(f), which
is the purpose of the following Lemmas 3.3 and 3.4. But first, we make an error on the initial
probability distribution, which we have to evaluate :
Lemma 3.2 The following estimate holds :
‖µ0 − µH0 ‖−2,1 = sup
f∈W 2,∞
|〈µ0 , f〉 − 〈µH0 , f〉|
‖f‖2,∞
≤ ε+ 1
2
H2 .
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Proof Let f be a test function defined on IRm. Taylor expansion of f at point xi0 reads :
f(x) = f(xi0) + (x− xi0)∗f ′(xi0)
+(x− xi0)∗
∫ 1
0
(1− u) f ′′[ux+ (1− u)xi0] du (x− xi0) .
Moreover :
〈µ0 , f〉 =
∫
Kc
f(x) p0(x) dx+
∑
i∈I
∫
Bi
f(x) p0(x) dx ,
and
〈µH0 , f〉 =
∑
i∈I
ai0 f(x
i
0) .
The difference 〈µ0 , f〉 − 〈µH0 , f〉 satisfies :
〈µ0 , f〉 − 〈µH0 , f〉 =
∫
Kc
f(x) p0(x) dx+
∑
i∈I
∫
Bi
[f(x)− f(xi0)] p0(x) dx
=
∫
Kc
f(x) p0(x) dx (27)
+
∑
i∈I
∫
Bi
(x− xi0)∗
∫ 1
0
(1− u) f ′′[ux+ (1− u)xi0] du (x− xi0) p0(x) dx ,
since by definition (20) ∫
Bi
(x− xi0)∗f ′(xi0) p0(x) dx = 0 , i ∈ I .
Hence we get :
|〈µ0 , f〉 − 〈µH0 , f〉| ≤ ‖f‖∞,Kc
∫
Kc
p0(x) dx
+1
2
∑
i∈I
‖f ′′‖∞,Bi
∫
Bi
|x− xi0|2 p0(x) dx .
Moreover, we have ∫
Kc
p0(x) dx = µ0(K
c) ≤ ε , (28)
and ∫
Bi
|x− xi0|2 p0(x) dx ≤ H2 ai0 ,
according to (18), (19) and (21). Hence :
|〈µ0 , f〉 − 〈µH0 , f〉| ≤ ε ‖f‖∞,Kc + 12H
2 ‖f ′′‖∞,K ≤ (ε+ 12H
2) ‖f‖2,∞ .
2
Lemma 3.3 The following inequality holds :
E
[
sup
f∈W 2,∞
|Ek(f)|
‖f‖2,∞
]
≤ ε+ 1
2
∑
i∈I
sup
x∈Bi
Ex
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
]
δ2i a
i
0 ,
with gk(x) = f(ξ0,tk(x)) Λk(x) and g
′′
k(x) = dk(x) Λk(x) for all x ∈ IRm.
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Proof First, according to (25)
E
[
sup
f∈W 2,∞
|Ek(f)|
‖f‖2,∞
]
= E
[
sup
f∈W 2,∞
|〈µ0 , gk〉 − 〈µH0 , gk〉|
‖f‖2,∞ 〈µ0 , Λk〉
]
= E†
[
sup
f∈W 2,∞
|〈µ0 , gk〉 − 〈µH0 , gk〉|
‖f‖2,∞
]
.
Moreover, from (27) we get
〈µ0 , gk〉 − 〈µH0 , gk〉 =
∫
Kc
gk(x) p0(x) dx
+
∑
i∈I
∫
Bi
(x− xi0)∗
∫ 1
0
(1− u) g′′k [ux+ (1− u)xi0] du (x− xi0) p0(x) dx .
The following inequality comes up :
|〈µ0 , gk〉 − 〈µH0 , gk〉| ≤
∫
Kc
|gk(x)| p0(x) dx
+
∑
i∈I
∫
Bi
|(x− xi0)
∫ 1
0
(1− u) g′′k [ux+ (1− u)xi0] du (x− xi0)| p0(x) dx
≤ ‖f‖∞
∫
Kc
Λk(x) p0(x) dx
+
∑
i∈I
δ2i
∫
Bi
∫ 1
0
(1− u) |dk[ux+ (1− u)xi0]| Λk[ux+ (1− u)xi0] du p0(x) dx ,
where δi is the diameter of the subset B
i. From this estimate, we deduce
sup
f∈W 2,∞
|〈µ0 , gk〉 − 〈µH0 , gk〉|
‖f‖2,∞
≤
∫
Kc
Λk(x) p0(x) dx
+
∑
i∈I
δ2i
∫
Bi
∫ 1
0
(1− u) sup
f∈W 2,∞
|dk[ux+ (1− u)xi0]|
‖f‖2,∞
Λk[ux+ (1− u)xi0] du p0(x) dx ,
hence
E†
[
sup
f∈W 2,∞
|〈µ0 , gk〉 − 〈µH0 , gk〉|
‖f‖2,∞
]
≤ sup
x∈Kc
E†[Λk(x)]
∫
Kc
p0(x) dx
+1
2
∑
i∈I
δ2i sup
x∈Bi
E†
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
Λk(x)
] ∫
Bi
p0(x) dx .
Notice that, for all x ∈ IRm, E†[Λk(x)] = 1 and
E†
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
Λk(x)
]
= Ex
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
]
,
according to (24). So, from (19) and (28), we get
E†
[
sup
f∈W 2,∞
|〈µ0 , gk〉 − 〈µH0 , gk〉|
‖f‖2,∞
]
≤ ε+ 1
2
∑
i∈I
sup
x∈Bi
Ex
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
]
δ2i a
i
0 ,
which completes the proof of the lemma, according to (29). 2
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Lemma 3.4 If f(·), b(·) and h(·) are bounded, together with their derivatives up to order 2,
then there exist C > 0 and C ′ > 0 such that :
Ex
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
]
≤ C + C
′
r
where gk(x) = f(ξ0,tk(x))Λk(x), and g
′′
k(x) = dk(x)Λk(x) for all x ∈ IRm, and r is the smallest
eigenvalue of the observation noise covariance matrix R.
Proof An explicit computation of the second derivative of gk(x), gives the following ex-
pression for the function dk(x) :
dk(x) = f
′′(ξ0,tk(x)) (ξ
′
0,tk
(x))2 + f ′(ξ0,tk(x)) ξ
′′
0,tk
(x)
+2f ′(ξ0,tk(x)) ξ
′
0,tk
(x) (log Λk)
′(x) + f(ξ0,tk(x)) (log Λk)
′′(x)
+f(ξ0,tk(x)) [(log Λk)
′(x)]2 ,
where we suppose for simplicity that m = 1.
Since the functions f(·) and b(·) are bounded together with their derivatives up to order
2, there exists C > 0 such that :
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
≤ C[1 + |(log Λk)′(x)|2 + |(log Λk)′′(x)|] .
Moreover
log Λk(x) =
k∑
l=1
z∗l R
−1 h(ξ0,tl(x))− 12
k∑
l=1
‖h(ξ0,tl(x))‖2R−1 ,
(log Λk)
′(x) =
k∑
l=1
[zl − h(ξ0,tl(x))]∗R−1 h′(ξ0,tl(x)) ξ′0,tl(x)
=
k∑
l=1
[R−1/2vxl ]
∗R−1/2 h′(ξ0,tl(x)) ξ
′
0,tl
(x) ,
and
(log Λk)
′′(x) =
k∑
l=1
[zl − h(ξ0,tl(x))]∗R−1 [h′′(ξ0,tl(x)) (ξ′0,tl(x))
2
+h′(ξ0,tl(x)) ξ
′′
0,tl
(x)]−
k∑
l=1
[h′(ξ0,tl(x)) ξ
′
0,tl
(x)]∗R−1 h′(ξ0,tl(x)) ξ
′
0,tl
(x)
=
k∑
l=1
[R−1/2vxl ]
∗R−1/2 [h′′(ξ0,tl(x)) (ξ
′
0,tl
(x))2 + h′(ξ0,tl(x)) ξ
′′
0,tl
(x)]
−
k∑
l=1
[h′(ξ0,tl(x)) ξ
′
0,tl
(x)]∗R−1 h′(ξ0,tl(x)) ξ
′
0,tl
(x)
So we get :
Ex|(log Λk)′(x)|2 ≤
C ′
r
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and
Ex|(log Λk)′′(x)| ≤ C +
C ′
r
which leads to
Ex
[
sup
f∈W 2,∞
|dk(x)|
‖f‖2,∞
]
≤ C + C
′
r
.
2
Proof of Theorem 3.1 According to (26), we have
sup
f∈W 2,∞
|〈µk , f〉 − 〈µHk , f〉|
‖f‖2,∞
≤ sup
f∈W 2,∞
|Ek(f)|
‖f‖2,∞
+ |Ek(1)| ≤ 2 sup
f∈W 2,∞
|Ek(f)|
‖f‖2,∞
.
From estimates proved in Lemmas 3.3 and 3.4, we get
E
[
sup
f∈W 2,∞
|〈µk , f〉 − 〈µHk , f〉|
‖f‖2,∞
]
≤ 2ε+H2(C + C
′
r
) ,
which proves the theorem. 2
3.3 Consistency
The above error estimate shows that it is not sufficient for the discretization step H to be
small. It is also necessary for H2 to be small compared with the smallest eigenvalue r of
the observation noise covariance matrix R. The aim of this section is to prove that, if this
is not the case, the particle approximation can produce a coarse, but also non–consistent,
estimator. To get a better view of this situation, we consider the case where R = rI and r
tends to 0. When r > 0, the likelihood function Ξk(x) for the estimation of the initial value
X0 satisfies
−r log Ξk(x) = 12
k∑
l=1
‖zl − h(ξ0,tl(x))‖2 .
The maximum likelihood estimator X̂0 is given by
X̂0 ∈ Arg max
x∈IRm
Ξk(x) .
When r ↓ 0, we get the following limiting expression (Kullback–Leibler information) :
−r log Ξk(x) −→ K(x, x0) = 12
k∑
l=1
‖h(ξ0,tl(x0))− h(ξ0,tl(x))‖2 ,
where x0 ∈ IRm denotes the true value of the initial condition.
We introduce the set
M(x0) = Arg min
x∈IRm
K(x, x0)
= {x ∈ IRm : h(ξ0,tl(x)) = h(ξ0,tl(x0)) , for all l = 1, · · · , k}
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M(x0) is the set of initial values which, in the limiting deterministic system, cannot be
distinguished from the true value x0. Obviously, x0 ∈ M(x0), but the system may be not
identifiable, so that M(x0) 6= {x0}. An example of such a system is presented in Lévine–
Marino [11], where a target with constant speed is tracked with angle measurements only. In
this example, the set M(x0) is a one dimensional submanifold.
We have the following consistency result for the maximum likelihood estimator :
d(X̂0 , M(x0))→ 0 , with probability one, as r ↓ 0 .
The particle approximation described above consists in restricting the parameter set to
a finite set GH = {xi0 , i ∈ I} ⊂ IRm of possible initial values, and nothing can insure that
the true value x0 belongs to GH : this is a mis–specified statistical model, see for example
McKeague [12]. The maximum likelihood estimator X̂H0 is given by
X̂H0 ∈ Arg max
x∈GH
Ξk(x) .
We define :
MH(x0)
4
= Arg min
x∈GH
K(x, x0) .
and we get the following consistency result for the maximum likelihood estimator :
d(X̂H0 , MH(x0))→ 0 , with probability one, as r ↓ 0 .
Usually x0 6∈ MH(x0) except if x0 ∈ GH . It can happen that d(x0,MH(x0)) is large, in
particular when the system is not identifiable. This phenomenon is illustrated in Figure 1,
where the set MH(x0) reduce to the single point X̂
H
0 6= x0, while the set M(x0) corresponds
to the continuous curve crossing the true value x0.
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^
X H
Figure 1: Example of non–consistency of the Bayesian estimator given by the particle ap-
proximation.
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4 Cell approximation
For the particle method presented above, we approximate the initial probability distribution
µ0(dx) by a linear and convex combination of Dirac measures, located at points {xi0 , i ∈ I},
and we choose among a finite number of possible trajectories starting from these initial
conditions.
For the cell approximation, which was first introduced in James–Le Gland [7], at each time
tk, we consider a family of bounded Borel sets {Bik , i ∈ Ik} called cells, with mutually disjoint
interiors, and we choose between a finite number of composite hypotheses {Hi , i ∈ Ik}, where
for all i ∈ Ik, the composite hypothesis Hi is {Xtk ∈ Bik}.
Throughout this section, we assume that the flow of diffeomorphism {ξs,t(·) , 0 ≤ s ≤ t}
associated with (9) is explicitly known. In particular, the diffeomorphism
Φ∆(·)
4
= ξtk,tk+1(·)
is explicitly known.
This assumption may appear quite restrictive : however, there exist interesting problems
where this assumption if satisfied. This is the case in the target motion analysis problem
[11] already mentioned. Numerical results for this problem are presented in Section 6.2.
4.1 Choice of the approximation
We introduce the following notation : for all i ∈ Ik
µik−1/2
4
= P (Xtk ∈ Bik|Zk−1)
µik
4
= P (Xtk ∈ Bik|Zk) .
First, we suppose that the partitions are given at each time, and we present an approximation
µ̄k = {µ̄ik , i ∈ Ik} of the discrete probability distribution µk = {µik , i ∈ Ik}. We shall later
consider the problem of the choice of the partitions.
The computation is done in two steps : prediction and correction.
Prediction
From the discrete probability distribution µ̄k = {µ̄ik , i ∈ Ik} we consider p̄k(x) dx, the
approximation of µk(dx), given by
p̄k(x) =
∑
i∈Ik
µ̄ik
λik
1Bi
k
(x) , (29)
where λik is the Lebesgue measure of the set B
i
k.
Because Φ∆(·) is a diffeomorphism, we get :
{Xtk+1 ∈ Bik+1} = {Xtk ∈ Φ−1∆ (Bik+1)} ,
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∆
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Figure 2: Cell approximation.
see Figure 2, hence :
µik+1/2 = P (Xtk+1 ∈ Bik+1|Zk)
= P (Xtk ∈ Φ−1∆ (Bik+1)|Zk) =
∫
Φ−1∆ (B
i
k+1
)
µk(dx) .
Using the approximation p̄k(x) dx defined by (29), we have
µik+1/2 '
∑
j∈Ik
µ̄jk
λjk
∫
Φ−1∆ (B
i
k+1
)
1Bj
k
(x) dx =
∑
j∈Ik
µ̄jk
λ[Bjk ∩ Φ−1∆ (Bik+1)]
λ[Bjk]
,
and we define the discrete probability distribution µ̄k+1/2 = {µ̄ik+1/2 , i ∈ Ik+1} as follows :
µ̄ik+1/2 =
∑
j∈Ik
µ̄jk
λ[Bjk ∩ Φ−1∆ (Bik+1)]
λ[Bjk]
. (30)
Correction
From the discrete probability distribution µ̄k+1/2 = {µ̄ik+1/2 , i ∈ Ik+1} defined by (30), an
approximation of µk+1/2(dx) = µ
−
k+1(dx) is given by p̄k+1/2(x) dx, with
p̄k+1/2(x) =
∑
i∈Ik+1
µ̄ik+1/2
λik+1
1Bi
k+1
(x) , (31)
where λik+1 is the Lebesgue measure of the cell B
i
k+1.
The Bayes formula leads to :
µik+1 = P (Xtk+1 ∈ Bik+1|Zk+1) = c′k+1
∫
Bi
k+1
Ψk+1(x)µk+1/2 (dx) ,
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where c′k+1 is a normalization constant.
Using the approximation p̄k+1/2(x) dx defined by (31), we have
µik+1 ' c′k+1 µ̄ik+1/2
1
λik+1
∫
Bi
k+1
Ψk+1(x) dx ' c′k+1 µ̄ik+1/2 Rik+1 ,
where Rik+1 is the generalized likelihood ratio corresponding to the composite hypothesis
{Xtk+1 ∈ Bik+1}, that is :
Rik+1 = max
x∈Bi
k+1
Ψk+1(x) .
Then, we define the discrete probability distribution µ̄k+1 = {µ̄ik+1 , i ∈ Ik+1} by :
µ̄ik+1 = ck+1 R
i
k+1 µ̄
i
k+1/2 , (32)
where ck+1 is a normalization constant.
Let us suppose that the generalized likelihood ratio Rik+1 is explicitly given. This is the
case for the target motion analysis problem presented in Section 6.2.
Choice of the partitions
Now we consider the problem of the choice of the partitions Bk = {Bik , i ∈ Ik} for all
k = 0, 1, · · ·. As we did above, we fix ε > 0. There exists a compact set K ′ ⊂ IRm such that
µ0(K
′) ≥ 1− ε .
We introduce a covering of K ′ consisting of bounded and convex Borel sets {Bi0 , i ∈ I0}
with mutually disjoint interiors. We set K =
⋃
i∈I0
Bi0 ⊃ K ′. A fortiori
µ0(K) ≥ µ0(K ′) ≥ 1− ε .
We choose Ik = I0 = I for all k = 0, 1, · · ·, and for all i ∈ I we set Bik+1 = Φ∆(Bik). This
choice leads to :
Bjk ∩ Φ−1∆ (Bik+1) =
{
∅ if j 6= i
Bik if j = i ,
so that µ̄ik+1/2 = µ̄
i
k for all i ∈ I.
Algorithm
The cell approximation consists in computing, for all i ∈ I
µ̄ik+1 = ck+1 R
i
k+1 µ̄
i
k ,
with
Rik+1 = exp
{
−1
2
min
x∈Bi
k+1
‖zk+1 − h(x)‖2R−1
}
,
where the cell Bik+1 = Φ∆(B
i
k) is the image of the cell Bk by the diffeomorphism Φ∆(·), and
ck+1 is a normalization constant.
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4.2 Error estimate
Under smoothness assumptions for the coefficients of system (9) we have the following error
estimate.
Theorem 4.1 Suppose that b(·) and h(·) are bounded, together with there derivatives up to
order 1. Then we get :
E‖µk − p̄k‖1 ≤ Ak ,
where, for all p ≥ 1, the sequence {Ak , k ≥ 0} satisfies the following estimate
Ak+1/2 ≤ Ak + C Hk (33)
Ak+1 ≤ Cp Ak+1/2 + C ′p
1√
r
Hβk+1 , (34)
with A0 ≤ C H0. The constant β < 1−d/p could be chosen arbitrarily, Hk is the larger of the
diameters {δik , i ∈ I}, and r is the smallest eigenvalue of the observation noise covariance
matrix R.
Proof To prove this result, our goal is to establish, by induction over the index k, the
following estimate :
|〈µk , f〉 − 〈p̄k , f〉| ≤
∑
i∈I
sup
x∈Bi
k
|f(x)| αik , (35)
for any test function f defined on IRm.
Suppose that the estimate (35) is true : then, for any bounded test function f , we get :
|〈µk , f〉 − 〈p̄k , f〉| ≤ ‖f‖∞
∑
i∈I
αik ,
so :
E‖µk − p̄k‖1 = E sup
f∈L∞
|〈µk , f〉 − 〈p̄k , f〉|
‖f‖∞
≤
∑
i∈I
E[αik] = Ak ,
which proves the desired error estimate.
First, we prove (35) for the initial condition (k = 0). To establish the induction hypoth-
esis, we will study successively the prediction step (from k to k + 1/2), and the correction
step (from k + 1/2 to k + 1).
Initial condition Suppose that the probability distribution µ0(dx) is absolutely continuous,
i.e. µ0(dx) = p0(x) dx, and has a compact support K ⊂
⋃
i∈I B
i
0.
By definition
p̄0(x) =
∑
i∈I
µ̄i0
λi0
1Bi0(x)
with µ̄i0 = µ0(B
i
0) for all i ∈ I, so that
〈p̄0 , f〉 =
∑
i∈I
µ̄i0
λi0
∫
Bi0
f(x) dx .
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Hence :
〈µ0 , f〉 − 〈p̄0 , f〉 =
∑
i∈I
∫
Bi0
f(x) [p0(x)−
1
λi0
∫
Bi0
p0(x
′) dx′] dx ,
which leads to the following estimate
|〈µ0 , f〉 − 〈p̄0 , f〉| ≤
∑
i∈I
sup
x∈Bi0
|f(x)| 1
λi0
∫
Bi0
∫
Bi0
|p0(x)− p0(x′)| dx′ dx .
The induction hypothesis (35) is proved, with
αi0 =
1
λi0
∫
Bi0
∫
Bi0
|p0(x)− p0(x′)| dx′ dx ≤ C δi0 |p′0|1,Bi0 ,
where δi0 is the diameter of the cell B
i
0.
Notice that :
A0 =
∑
i∈I
αi0 ≤ C H0 |p′0|1 ,
where H0 denotes the largest of the diameters {δi0 , i ∈ I}.
Prediction Introduce the following decomposition
〈µk+1/2 , f〉 − 〈p̄k+1/2 , f〉 = 〈µk+1/2 , f〉 − 〈q̄k+1/2 , f〉
+〈q̄k+1/2 , f〉 − 〈p̄k+1/2 , f〉 ,
where q̄k+1/2(x) dx is the image of the probability distribution p̄k(x) dx under the diffeomor-
phism Φ∆(·), i.e.
〈q̄k+1/2 , f〉 =
∫
f(Φ∆(x)) p̄k(x) dx ,
for any test function f defined on IRm.
(i) First we have
〈µk+1/2 , f〉 − 〈q̄k+1/2 , f〉 = 〈µk , g〉 − 〈p̄k , g〉 ,
with g(x) = f(Φ∆(x)) for all x ∈ IRm.
From the induction hypothesis (35), we get :
|〈µk+1/2 , f〉 − 〈q̄k+1/2 , f〉| ≤
∑
i∈I
sup
x∈Bi
k
|g(x)| αik .
Notice that :
sup
x∈Bi
k
|g(x)| = sup
x∈Bi
k
|f(Φ∆(x))| = sup
x∈Bi
k+1
|f(x)| ,
taking into account the choice of Bik = Φ
−1
∆ (B
i
k+1). From this we obtain :
|〈µk+1/2 , f〉 − 〈q̄k+1/2 , f〉| ≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| αik .
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(ii) Moreover :
〈q̄k+1/2 , f〉 − 〈p̄k+1/2 , f〉 =
∑
i∈I
µ̄ik
λik+1
∫
Bi
k
f(Φ∆(x)) [
λik+1
λik
− J∆(x)] dx ,
where J∆ denotes the Jacobian determinant of the diffeomorphism Φ∆(·). Hence :
|〈q̄k+1/2 , f〉| − 〈p̄k+1/2 , f〉|
≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| µ̄
i
k
λik+1
∫
Bi
k
1
λik
∫
Bi
k
|J∆(x′)− J∆(x)| dx′ dx
≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| µ̄ik Cik ,
with :
Cik =
1
λik+1
∫
Bi
k
1
λik
∫
Bi
k
|J∆(x′)− J∆(x)| dx′ dx ≤ C δik .
(iii) Collecting the above estimates, leads to :
|〈µk+1/2 , f〉 − 〈p̄k+1/2 , f〉| ≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| [αik + µ̄ikCik] .
Hence, the estimate (35) is proved, with :
αik+1/2 = α
i
k + µ̄
i
k C
i
k .
Notice that :
Ak+1/2 =
∑
i∈I
E[αik+1/2] = Ak +
∑
i∈I
E[µ̄ik] C
i
k ≤ Ak + C Hk ,
where Hk denotes the largest of the diameters {δik , i ∈ I}, which proves the estimate (33).
Correction First, we introduce some notations. Consider the following factorization :
Ψk+1(x) = exp
{
−1
2
‖zk+1‖2R−1
}
Ψ̃k+1(x) , (36)
for all x ∈ IRm, which defines Ψ̃k+1(x).
Let P†k+1 be the probability measure under which
zl = h(Xtl) + vl
for all l = 1, · · · , k, and {v1, · · · , vk, zk+1} are i.i.d. centered Gaussian random variables with
covariance matrix R, independent of X0.
For all x ∈ IRm, we define the probability measure Pxk+1 equivalent to P
†
k+1, with Radon–
Nikodym derivative
dPxk+1
dP†k+1
∣∣∣∣∣
Zk+1
= Ψ̃k+1(x) . (37)
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Under the probability measure Pxk+1
zl = h(Xtl) + vl ,
for all l = 1, · · · , k, and
zk+1 = h(x) + v
x
k+1 ,
where {v1, · · · , vk, vxk+1} are i.i.d. centered Gaussian random variables with covariance matrix
R, independent of X0.
Finally, the probability measure P satisfies
dP
dP†k+1
∣∣∣∣∣
Zk+1
=
∫
Ψ̃k+1(x)µk+1/2(dx) = 〈µk+1/2 , Ψ̃k+1〉 . (38)
From (11) and (36), we get
〈µk+1 , f〉 =
〈µk+1/2 , Ψk+1 f〉
〈µk+1/2 , Ψk+1〉
=
〈µk+1/2 , Ψ̃k+1 f〉
〈µk+1/2 , Ψ̃k+1〉
,
whereas, from (32) and (36) we get
〈p̄k+1 , f〉 =
∑
i∈I
µ̄ikR̃
i
k+1
λik+1
∫
Bi
k+1
f(x) dx∑
i∈I
µ̄ikR̃
i
k+1
(39)
with :
R̃ik+1 = sup
x∈Bi
k+1
Ψ̃k+1(x) .
We have the equivalent of formula (26), that is :
〈µk+1 , f〉 − 〈p̄k+1 , f〉 = Ek+1(f)− 〈p̄k+1 , f〉 Ek+1(1) , (40)
where, for any test function f defined on IRm
Ek+1(f)
4
=
〈µk+1/2 , Ψ̃k+1f〉 −
∑
i∈I
µ̄ikR̃
i
k+1
λik+1
∫
Bi
k+1
f(x) dx
〈µk+1/2 , Ψ̃k+1〉
.
Then we introduce the following decomposition :
Ek+1(f) =
〈µk+1/2 , Ψ̃k+1f〉 − 〈p̄k+1/2 , Ψ̃k+1f〉
〈µk+1/2 , Ψ̃k+1〉
+
∑
i∈I
µ̄ik
λik+1
∫
Bi
k+1
[Ψ̃k+1(x)− R̃ik+1] f(x) dx
〈µk+1/2 , Ψ̃k+1〉
= E ′k+1(f) + E ′′k+1(f) ,
and it is sufficient to estimate E ′k+1(f) and E ′k+1(f) separately.
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(i) On one hand :
E ′k+1(f) = 〈µk+1/2 , g〉 − 〈p̄k+1/2 , g〉
where, for all x ∈ IRm
g(x) =
Ψ̃k+1(x) f(x)
〈µk+1/2 , Ψ̃k+1〉
.
From the induction hypothesis, we get :
|E ′k+1(f)| ≤
∑
i∈I
sup
x∈Bi
k+1
|g(x)| αik+1/2
≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)|
R̃ik+1
〈µk+1/2 , Ψ̃k+1〉
αik+1/2 .
(ii) On the other hand :
|E ′′k+1(f)| ≤
∑
i∈I
µ̄ik
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] |f(x)| dx
〈µk+1 , Ψ̃k+1〉
≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)|
µ̄ik
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] dx
〈µk+1 , Ψ̃k+1〉
(iii) Collecting the estimates obtained for E ′k+1(f) and E ′′k+1(f), leads to :
|Ek+1(f)| ≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| ωik+1
with
ωik+1 =
R̃ik+1
〈µk+1/2 , Ψ̃k+1〉
αik+1/2 +
1
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] dx
〈µk+1/2 , Ψ̃k+1〉
µ̄ik . (41)
In particular, we get :
|Ek+1(1)| ≤
∑
i∈I
ωik+1 = ω̄k+1 . (42)
(iv) From definition (39), we get
|〈p̄k+1 , f〉| ≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)|
µ̄ik R̃
i
k+1∑
j∈I
µ̄jk R̃
j
k+1
.
Hence :
|〈p̄k+1 , f〉| |Ek+1(1)| ≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| ω̃ik+1
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with :
ω̃ik+1 =
µ̄ik R̃
i
k+1∑
j∈I
µ̄jk R̃
j
k+1
ω̄k+1
Notice that : ∑
i∈I
ω̃ik+1 = ω̄k+1 . (43)
(v) From (40) and above estimates, we finally get :
|〈µk+1 , f〉 − 〈p̄k+1 , f〉| ≤ |Ek+1(f)|+ |〈p̄k+1 , f〉| |Ek+1(1)|
≤
∑
i∈I
sup
x∈Bi
k+1
|f(x)| [ωik+1 + ω̃ik+1] .
Hence, estimate (35) is proved, with
αik+1 = ω
i
k+1 + ω̃
i
k+1 .
From (42) and (43), we have :
Ak+1 =
∑
i∈I
E[αik+1] = 2E[ω̄k+1] . (44)
Therefore, it is sufficient to estimate E[ωik+1] for all i ∈ I, which is the purpose of the three
following lemmas.
Lemma 4.2 For all i ∈ I, we get
E[ωik+1] = E
†
k+1[R̃
i
k+1] E[α
i
k+1/2] +
(
E†k+1[R̃
i
k+1]− 1
)
E[µ̄ik] . (45)
Proof First, we have :
E[
R̃ik+1
〈µk+1/2 , Ψ̃k+1〉
αik+1/2] = E
†
k+1[R̃
i
k+1 α
i
k+1/2]
= E†k+1[R̃
i
k+1] E[α
i
k+1/2] ,
according to (38), and the independence property of R̃ik+1 and Zk under the probability mea-
sure P†k+1. With the same arguments, and taking into account the fact that E
†
k+1[Ψ̃k+1(x)] =
1 for all x ∈ IRm, we get
E[
1
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] dx
〈µk+1/2 , Ψ̃k+1〉
µ̄ik]
= E†k+1[
1
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] dx µ̄ik]
= E†k+1[
1
λik+1
∫
Bi
k+1
[R̃ik+1 − Ψ̃k+1(x)] dx] E[µ̄ik]
=
(
E†k+1[R̃
i
k+1]− 1
)
E[µ̄ik] .
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Then, the lemma results from definition (41). 2
According to the previous lemma, we just need to estimate E†k+1[R̃
i
k+1].
Lemma 4.3 For all i ∈ I, we get
E†k+1[R̃
i
k+1] ≤ (1 + up)p ,
where
up =
{
E†k+1[∆
p
p]
}1/p
and ∆p = sup
x∈Bi
k+1
|Ψ̃1/pk+1(x)− Ψ̃
1/p
k+1(x̄)| ,
for any x̄ in Bik+1.
Proof Let p ≥ 1 be arbitrarily given. Notice that :
[R̃ik+1]
1/p = sup
x∈Bi
k+1
Ψ̃
1/p
k+1(x)
≤ Ψ̃1/pk+1(x̄) + sup
x∈Bi
k+1
|Ψ̃1/pk+1(x)− Ψ̃
1/p
k+1(x̄)|
≤ Ψ̃1/pk+1(x̄) + ∆p ,
where the definition of ∆p is given in the statement of the lemma, and x̄ is any point in B
i
k+1.
From this we deduce :
R̃ik+1 ≤ (Ψ̃
1/p
k+1(x̄) + ∆p)
p =
p∑
n=0
Cnp Ψ̃
n/p
k+1(x̄) ∆
p−n
p .
From the Hölder inequality
E†k+1[R̃
i
k+1] ≤
p∑
n=0
Cnp E
†
k+1[Ψ̃
n/p
k+1(x̄) ∆
p−n
p ]
≤
p∑
n=0
Cnp
{
E†k+1[Ψ̃
rn/p
k+1 (x̄)]
}1/r {
E†k+1[∆
r′(p−n)
p ]
}1/r′
.
We choose r =
p
n
≥ 1, so that rn
p
= 1 and r′(p− n) = r
r − 1
(p− n) = p.
From the fact that E†k+1[Ψ̃k+1(x̄)] = 1, we get :
E†k+1[R̃
i
k+1] ≤
p∑
n=0
Cnp
{
E†k+1[∆
p
p]
}(p−n)/p
=
p∑
n=0
Cnp u
p−n
p = (1 + up)
p ,
where
up =
{
E†k+1[∆
p
p]
}1/p
,
which is the desired result. 2
According to the previous lemma, we just have now to estimate up.
Lemma 4.4 For all i ∈ I, and p ≥ 1, we get
up ≤ C ′′′p
1√
r
[δik+1]
β ,
where β < 1− d/p, δik+1 is the diameter of the cell Bik+1 and r is the smallest eigenvalue of
the observation noise covariance matrix R.
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Proof For x , x′ ∈ Bik+1, Taylor expansion of the function Ψ̃
1/p
k+1 reads :
Ψ̃
1/p
k+1(x)− Ψ̃
1/p
k+1(x
′) = (x− x′)∗
∫ 1
0
1
p
Ψ̃
1/p−1
k+1 Ψ̃
′
k+1[ux+ (1− u)x′] du
=
1
p
(x− x′)∗
∫ 1
0
Ψ̃′k+1
Ψ̃k+1
Ψ̃
1/p
k+1[ux+ (1− u)x′] du ,
and we get the following inequality
|Ψ̃1/pk+1(x)− Ψ̃
1/p
k+1(x
′)|p ≤
(
1
p
)p
|x− x′|p
∫ 1
0
∣∣∣∣∣Ψ̃′k+1Ψ̃k+1
∣∣∣∣∣
p
Ψ̃k+1[ux+ (1− u)x′] du .
Taking expectation w.r.t. the probability measure P†k+1, we get from (37)
E†k+1
∣∣∣Ψ̃1/pk+1(x)− Ψ̃1/pk+1(x′)∣∣∣p
≤
(
1
p
)p
|x− x′|p
∫ 1
0
E
ux+(1−u)x′
k+1
[∣∣∣∣∣Ψ̃′k+1Ψ̃k+1
∣∣∣∣∣
p
[ux+ (1− u)x′]
]
du
≤
(
1
p
)p
|x− x′|p sup
x′′∈IRm
Ex
′′
k+1
[∣∣∣∣∣Ψ̃′k+1Ψ̃k+1
∣∣∣∣∣
p
(x′′)
]
.
Moreover, we have :
Ψ̃′k+1
Ψ̃k+1
(x) = [zk+1 − h(x)]∗R−1 h′(x) = [R−1/2 vxk+1]∗R−1/2 h′(x) .
Since the function h(·) and its first derivative are bounded, we get the inequality :∣∣∣∣∣Ψ̃′k+1Ψ̃k+1 (x)
∣∣∣∣∣
p
≤ C
(
1√
r
)p
|R−1/2 vxk+1|p ,
where r is the smallest eigenvalue of the covariance matrix R.
Taking expectation w.r.t. the probability measure Pxk+1, leads to :
Exk+1
∣∣∣∣∣Ψ̃′k+1Ψ̃k+1 (x)
∣∣∣∣∣
p
≤ C E
(
|ξ|√
r
)p
,
where ξ is a centered Gaussian random variable, with identity covariance matrix. From this
we derive the following inequality :
E†k+1|Ψ̃
1/p
k+1(x)− Ψ̃
1/p
k+1(x
′)|p ≤
(
C ′′p
|x− x′|√
r
)p
,
where C ′′p is a constant which depends only on p.
From the Kolmogorov criterion, see for example Kunita [8, Theorem 1.4.1], we get the
following inequality :
E†k+1[∆
p
p] ≤
(
C ′′′p
1√
r
)p
[δik+1]
βp ,
with β < 1− d/p, hence
up ≤ C ′′′p
1√
r
[δik+1]
β ,
where δik+1 is the diameter of the cell B
i
k+1. 2
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End of the proof of Theorem 4.1 Let us suppose that
1√
r
[δik+1]
β < C. Then
E†k+1[R̃
i
k+1] ≤ 12 Cp , (46)
and
E†k+1[R̃
i
k+1]− 1 ≤ 12 C
′
p
1√
r
[δik+1]
β . (47)
On the contrary, if the diameter δik+1 of the cell B
i
k+1 is too large, so that the condition
1√
r
[δik+1]
β < C is not fulfilled, we just have to subdivide this cell into subcells with sufficiently
small diameters.
In order to prove the estimate (34), and conclude the proof of Theorem 4.1, we just have
to combine (44), (45) and the above estimates (46) and (47). 2
4.3 Consistency
Error estimates seem to indicate that the cell approximation is less accurate than the particle
approximation. However, we will show that the cell approximation leads to a consistent
estimator of the cell containing the initial condition, as the noise observation covariance
matrix tend to zero.
For simplicity, we consider the case where R = rI with r → 0. For r > 0, the generalized
likelihood function {Ξik , i ∈ I} for the estimation of the cell containing the initial condition
X0 satisfies :
−r log Ξik = −r log
k∏
l=1
Ril =
1
2
k∑
l=1
min
x∈Bi0
‖zl − h(ξ0,tl(x))‖2 .
Proposition 4.5 The maximum likelihood estimator ı̂0 is given by :
ı̂0 ∈ Arg min
i∈I
Ξik .
We have the following consistency result for the maximum likelihood estimator :
d(̂ı0 , I(x0))→ 0 , with probability one, as r ↓ 0 ,
where
I(x0)
4
= Arg min
i∈I
Ki(x0) =
{
i ∈ I : min
x∈Bi0
‖h(ξ0,tl(x0))− h(ξ0,tl(x))‖2 = 0 , ∀l ≤ k
}
.
I(x0) is the set of initial cells which contain, for each observation time tl, at least one initial
condition which, in the limiting deterministic system, cannot be distinguished from the true
value x0, based on the observation available at time tl only. Obviously, i0 ∈ I(x0) if x0 ∈ Bi00 .
Proof When r ↓ 0, we get the following limiting expression :
−r log Ξik −→ Ki(x0) = 12
k∑
l=1
min
x∈Bi0
‖h(ξ0,tl(x0))− h(ξ0,tl(x))‖2 ,
where x0 ∈ IRm denotes the true value of the initial condition.
2
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5 Numerical implementation
At this level it is necessary to define what we exactly want to get as an output of the
(approximate) nonlinear filter. This question is closely related to the question of graphical
output. The conditional mean and covariance are quite poor estimators (i.e. functions of
the conditional probability distribution). In fact, the concept of confidence region is much
more meaningful. This concept is defined below for an absolutely continuous probability
distribution. Therefore, in the case of the particle approximation, where we have only a
discrete approximation of the conditional probability distribution, it will be necessary, in a
first step, to get an approximate conditional density.
Here we suppose that Ik = I0 = I for all k.
5.1 Confidence regions
First, we define the concept of confidence region of level α ∈ [0, 1]. We denote by µk the
probability distribution with density pk w.r.t. the Lebesgue measure on IR
n.
Definition 5.1 A confidence region of level α ∈ [0, 1] is a domain D̂αk of IRn, with µk–
probability α and least Lebesgue measure, that is
D̂αk ∈ Arg min
D∈Dα
k
∫
D
dx
where
Dαk
4
= {D ⊂ IRn ; µk(D) ≥ α} .
Given the conditional density pk we compute an approximation of D̂
α
k as follows. Let
pmax = max
x∈IRn
pk(x)
We divide the interval [0, pmax] into K sub–intervals [ηi, ηi+1], with η0 = 0 and ηK = pmax,
and we set Dik = {x ∈ IRn : pk(x) ≥ ηi}. Then by putting
i0 = max{i : µk(Dik) ≥ α} ,
we obtain Bi0k as an approximate confidence region.
5.2 Particle approximation
5.2.1 The nonlinear filter
Numerically, formula (23) is not well suited. Indeed, it may happen (especially if the covari-
ance of the observation noise is small) that the likelihood Ψk+1(x
i
k+1) is very small for some
i ∈ I, hence numerically zero, and then we will have al = 0 for all l ≥ k + 1. A way to
overcome this difficulty is to use a logarithmic transformation, i.e. we set
lik
4
= log aik . (48)
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Files
data input file
simulation input file
ini-density input file
filter output file
Reading data
Read N , t0 in file data
Read xi, ai, i = 1, . . . , N in file ini-density
Initialization
tlast ← t0
li ← log(ai) , i = 1, . . . , N
Iterations
While read t, z in simulation do
∆ ← t− tlast
Prediction step
xi ← Φ∆(xi) , i = 1, . . . , N
Correction step
li1/2 ← l
i − 12 ∆
∥∥z − ht(xi)∥∥2R−1 , i = 1, . . . , N
l∗ ← maxi=1,...,N li1/2
c ←
∑N
i=1 exp(l
i
1/2 − l
∗)
li ← li − l∗ − log(c) , i = 1, . . . , N
tlast ← t
Write t, exp(li), i = 1, . . . , N in file filter
End do
Table 1: Particle approximation algorithm — the nonlinear filter.
Formula (23) reduces to
lik = l
i
k−1 − l∗k − log ck , i ∈ I (49)
where
lik−1/2 = l
i
k−1 −
1
2∆
‖zk − htk(xik)‖2R−1 , i ∈ I
l∗k = max
i∈I
lik−1/2 ,
aik−1/2 = exp{lik−1/2 − l∗k} , i ∈ I
c−1k =
∑
i∈I
aik−1/2 .
The algorithm is presented in Table 1.
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5.2.2 Density reconstruction
In order to get graphical outputs with confidence regions it is necessary to transform the
conditional probability distribution given as a linear combination of Dirac measures, into a
conditional density. We propose the following simple algorithm.
Initialization
First, we take a regular bounded subdomain D of IRn and we usually take as initial condition
particles uniformly distributed on D : we define Gnδ as
Gnδ = D ∩ IRnδ
where IRnδ is the n–dimensional grid with mesh size δ. We put the particles on the nodes
of the grid, and we take uniform initial weights, i.e. ai0 =
1
N
, for all i = 1, · · · , N , where
N = CardGnδ . This initialization is simple and does not assume any a priori information.
Construction of an approximate conditional density
In order to compute confidence regions, we need to transform the discrete conditional proba-
bility distribution into an absolutely continuous probability distribution. We take a partition
of the domain D : {Aj, j ∈ J}. Then by putting
λjk =
1
µ(Aj)
∑
i∈I
aik 1Aj(x
i
k) , ∀j ∈ J, ∀k ∈ IN .
we obtain an approximation of the conditional density by
p̃k(x) =
∑
j∈J
λjk 1Aj(x)
for all x ∈ D. For simplicity we choose a regular partition of the domain D, see Figure 3 for
a simple 2–dimensional example.
5.3 Cell approximation
For the particle method presented above, we approximate the initial probability distribution
µ0(dx) by a linear and convex combination of Dirac measures, located at points {xi0 , i ∈ I},
and we choose among a finite number of possible trajectories starting from these initial
conditions.
For the cell approximation, at each instant tk, we consider a family of bounded Borel
sets {Bik , i ∈ I} called cells, with mutually disjoint interiors, and we choose between a finite
number of composite hypotheses {Hi , i ∈ I}, where for all i ∈ I, the composite hypothesis
Hi is {Xtk ∈ Bik}.
For a given family of partitions Bk = {Bik , i ∈ I}, we compute the following approxima-
tions :
µ̄ik−1/2 ' P (Xtk ∈ Bik|Zk−1)
µ̄ik ' P (Xtk ∈ Bik|Zk)
for all i ∈ I, in two steps : prediction and correction. Starting with {µ̄ik , i ∈ I} :
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Figure 3: Construction of an approximate density from a particle set.
Prediction
Bik+1 = Φ∆(B
i
k) , i ∈ I . (50)
Correction
µ̄ik+1 = ck+1 R
i
k+1 µ̄
i
k+1/2 ,
where ck+1 is a normalization constant and
Rik+1
4
= max
x∈Bi
k+1
Ψk+1(x) .
Algorithm
Let
ν̄ik
4
= log µ̄ik , i ∈ I
Initialization :
µ̄i0 ← µ0(Bi0) , i ∈ I .
then
ν̄ik+1 ← ρik+1 + ν̄ik , i ∈ I
l∗ ← max
i∈I
ν̄ik+1 ,
ν̄ik+1 ← ν̄ik+1 − l∗ , i ∈ I
µ̄ik+1 ← exp{ν̄ik+1} , i ∈ I
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ck+1 ←
∑
i∈I
µ̄ik+1
µ̄ik+1 ←
1
ck+1
µ̄ik+1 , i ∈ I
with
ρik+1
4
= −1
2
min
x∈Bi
k+1
‖zk+1 − h(x)‖2R−1 = logRik+1 . (51)
where Bik+1 = Φ∆(B
i
k), see Section 4.1 for the choice of the partitions, and ck+1 is a normal-
ization constant.
The reason for introducing the normalization l∗ is to prevent ν̄ik+1 from taking increasingly
large negative values.
In fact, this algorithm is not completely practical, because in general :
• The prediction step (50) is not explicit.
• The computation of the maximum in (51) is also not explicit.
To get a practical algorithm, we have to consider real case situations. In the first example,
see Section 6.1 below, the flow is an isometry, so the two previous points are explicit. In
the second example, see Section 6.2 below, an additional approximation is introduced in the
prediction step so as to get a partition into parallelepipeds. As a consequence, we have to use
the general formula (30) instead. The minimization on the parallelepipeds is then explicit.
5.4 Parallel computing
The algorithms presented in the previous sections are well adapted to parallel computation.
In the case of a noisy state equation, it is standard to use upwind finite difference schemes,
so as to insure the positivity of the solution, and to obtain a probabilistic interpretation for
the approximation, see Kushner–Dupuis [9]. For a multi–dimensional system, this method
requires many points of discretization, and is quite slow on a sequential computer.
The same problem arises for the particle / cell methods. We can think of implementing
these methods on a vector supercomputer, but one can easily see that our algorithms are
much more adapted to parallel than vector processing.
As the main part of the algorithms is local on each discretization point, or involves only
neighbors, it can be computed on all nodes at the same time in a very efficient way.
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6 Numerical results
6.1 Example 1 : particle vs. cell approximation
Let us consider the following test problem :
Ẋt = AXt , X0 unknown,
zk = h(Xtk) + vk ,
(52)
where X is a process which take values in IR2 and {vk , k ≥ 1} is a sequence of i.i.d. N(0, σ2)
random variables.
x
1
x
2
In this problem, the state of the system has a circular motion. Here, the matrix A is
given by :
A =
(
0 −1
1 0
)
Let ∆ = tk+1 − tk denotes the time between two observations, then the flow associated with
the system (52) is :
Φ∆ =
(
cos ∆ − sin ∆
sin ∆ cos ∆
)
In this case, we suppose that we have access only to information concerning the distance
between the mobile and the origin (0, 0). The observation function is given by :
h(Xtk) =
√
x21(tk) + x
2
2(tk) , Xtk =
(
x1(tk)
x2(tk)
)
.
The numerical values used for simulation are :
• Initial probability distribution : uniform law over [−5, 5]× [−5, 5],
• Time step between two measurements : ∆ = 0.1.
• Standard deviation of the observation noise : σ = 0.5.
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• We take the following values for the initial conditions :
X0 =
(
4
0
)
and X =
(
2
√
2
2
√
2
)
.
• Rectangular and uniform grid on [−5, 5]× [−5, 5].
• Number of particles : 20× 20 and 100× 100.
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Figure 4: Conditional density function, at time t = 10, cell approximation, 100× 100 points
grid, observation noise variance 0.01.
Figure 5: Conditional density function, at time t = 10, particle approximation, 100 × 100
points grid, observation noise variance 0.01.
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Figure 6: Cell approximation, at time t = 10, 100 × 100 points grid, observation noise
variance 0.01.
Figure 7: Cell approximation, at time t = 10, 100 × 100 points grid, observation noise
variance 0.1.
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Figure 8: Cell approximation, at time t = 10, 20× 20 points grid, observation noise variance
0.1.
Figure 9: Cell approximation, at time t = 10, 20× 20 points grid, observation noise variance
1.
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Figure 10: Particle approximation, at time t = 10, 100 × 100 points grid, observation noise
variance 0.01.
Figure 11: Particle approximation, at time t = 10, 100 × 100 points grid, observation noise
variance 0.1.
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Figure 12: Particle approximation, at time t = 10, 20 × 20 points grid, observation noise
variance 0.1.
Figure 13: Particle approximation, at time t = 10, 20 × 20 points grid, observation noise
variance 1.
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6.2 Example 2 : Target tracking via bearings–only measurements
— Particle approximation
6.2.1 Presentation
In this section we deal with the following problem : we want to estimate motion parameters
of a target in a plane (typically the surface of the sea). The only informations we have about
the target comes from bearing measurements made from a moving observer. We suppose
that the target has a constant velocity, and that we have discrete time measurements, see
Figure 14. Then the state equation is
Ẋ1t = X
3
t
Ẋ2t = X
4
t
Ẋ3t = 0
Ẋ4t = 0
where X1t and X
2
t denote the coordinates of the target in the plane, and X
3
t , X
4
t denote the
two components of the (constant) target velocity vector. The observations are given by
zk = arctan
[
X1tk −X
o,1
tk
X2tk −X
o,2
tk
]
+ vk
where Xo,1t and X
o,2
t denote the coordinates of the observation platform at time t, and
{vk , k ≥ 0} is a sequence of i.i.d. N(0, r2) random variables. Since this system has a noise–
free state equation, it will be solved by the particle method.
6.2.2 Numerical results
The parameters used for the simulation are the following :
• tmax = 3600, tk = k∆t, ∆t = 12, times of measurements,
• xb = 0, yb = 30000, vxb = 3.6, v
y
b = 0, initial position and velocity of the target,
N
target
observation platform
β
observation
β+ noise
constant
target
velocity
Figure 14: Target motion analysis with bearings–only measurements
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• xp(0) = 0, yp(0) = 0, initial position of the observation platform,
• vp = 4, speed of the observation platform,
• α1 = −45, α2 = 135, α3 = −45, directions of the observation platform, taken at times
i× tmax
3
, i = 0, 1, 2,
• σ = 1, standard deviation of the observation noise.
For the four–dimensional discretization, we have:
• xmin = −3000, xmax = 5000,
• ymin = 20000, ymax = 50000,
• vminx = −6, vmaxx = 6,
• vminy = −6, vmaxy = 6,
• the number of particles in each direction is 32.
Remark 6.1 The use of the Connection Machine, with the C∗ programming language, has
shown the interest of parallel programming for nonlinear filtering and optimal control. When
we began to implement our algorithms it was one of the most efficient parallel computer
available, and C∗ a good high level language on this particular machine. Now, with the new
generation of parallel computers, for example the CM–5, and new programming languages,
like CM-Fortran, which is a primary implementation of the future High Performance Fortran
(HPF), we hope to solve this type of problems faster and for higher dimensions.
Remark 6.2 (Cell approximation) For the cell approximation approach presented in Sec-
tion 5.3, we must explicit the prediction step (50). In this example we choose to introduce
an additional approximation so as to get, after the prediction step, a partition into paral-
lelepipeds.
Prediction step In this example, we make the following choice for the partition : we start with
a regular initial partition {Bi0 ; i ∈ I} of a bounded subset of IR4. We suppose that for
each i ∈ I, the cell Bi0 is a parallelepiped of center xi0, with constant side length δp along
the p–th coordinate, p = 1, · · · , 4. Then at step k+ 1 we make the following choice : let
xik+1 = Φ∆(x
i
k) denotes the center of the parallelepiped B
i
k+1 with side length δp along
the p–th coordinate, p = 1, · · · , 4. We use the formula (30) :
µ̄ik+1/2 =
∑
j∈I
µ̄jk
λ[Bjk ∩ Φ−1∆ (Bik+1)]
λ[Bjk]
(λ Lebesgue measure) .
In this case the computation of λ[Bjk ∩ Φ−1∆ (Bik+1)] is explicit.
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Figure 15: Position (left) and velocity (right) marginals at the beginning of filtering (t=480s)
Figure 16: Position (left) and speed (right) marginals at the end of filtering (t=3600s)
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Minimization (51) in the correction step For each i ∈ I, let {Pi,` , 0 ≤ ` ≤ 16} denote the
corners of the four–dimensional paralleleliped Bik+1, and let (x
1
i,`, x
2
i,`, x
3
i,`, x
4
i,`) denote
the components of the `–th corner. The observation depends only on the first two
components. So, let
zi
4
= min
1≤`≤16
arctan
(
x1i,`
x2i,`
)
, zi
4
= max
1≤`≤16
arctan
(
x1i,`
x2i,`
)
. (53)
Then 
if zi ≤ zk+1 ≤ zi then ρik+1 = 0 ,
if zk+1 ≤ zi then ρik+1 = −
1
2σ2
|zi − zk+1|2 ,
if zi < zk+1 then ρ
i
k+1 = −
1
2σ2
|zk+1 − zi|2 .
In fact, in formulas (53), minimization and maximization are done on 4 points because
only the first two components on the corners are concerned.
Remark 6.3 Performance analysis of the particle approximation applied to target motion
analysis has been studied in [1]. In this paper we compare the performances obtained on
different kind of computers (standard computers, super computers and parallels computers).
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[3] F. CÉROU. Long time asymptotics for some dynamical noise free non-linear filtering
problems. Rapport de Recherche 2446, INRIA, December 1994.
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