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ABSTRACT
Network embedding methods aim at learning low-dimensional
latent representation of nodes in a network. While achieving com-
petitive performance on a variety of network inference tasks such
as node classification and link prediction, these methods treat the
relations between nodes as a binary variable and ignore the rich
semantics of edges. In this work, we attempt to learn network em-
beddings which simultaneously preserve network structure and re-
lations between nodes. Experiments on several real-world networks
illustrate that by considering different relations between different
node pairs, our method is capable of producing node embeddings
of higher quality than a number of state-of-the-art network em-
bedding methods, as evaluated on a challenging multi-label node
classification task.
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1 INTRODUCTION
Network embedding methods learn low-dimensional latent rep-
resentation of nodes in a network. The learned representations
encode complex social relations between nodes, which can be used
as features for a variety of tasks such as node classification [12],
network reconstruction [16] and link prediction [4].
While achieving superior performance on a handful of network
inference tasks, network embedding models typically consider the
social relation between nodes as a binary variable. Accordingly,
the objective of many network embedding algorithms is to predict
the existence of edge between two nodes [14]. This objective is
sometimes extended to consider the co-occurrences between nodes
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within k hops away from each other [4, 12], but the relationships
between nodes are still considered to be binary.
In real-world social networks, the social relations between nodes
are often complex, containingmuchmore information than a binary
variable. Consider an online social network such as Facebook, where
people are connected to their co-workers, family members and
colleagues. Ideally, network embedding methods should not only
be able to capture the (binary) friendships between people, but also
preserve the types of relations.
In this paper, we develop a network embedding frameworkwhich
is capable of preserving both the proximities between nodes and so-
cial relations between different node pairs. Concretely, our method
jointly minimizes an unsupervised loss of predicting node neigh-
borhoods and a supervised loss of predicting edge labels (social
relations). Experimental results on two real-world networks demon-
strate that our method learns better node embeddings when com-
pared to a variety of unsupervised and semi-supervised network
embedding methods, as evaluated on a challenging multi-label node
classification task.
2 RELATEDWORK
Unsupervised Network Embedding Methods. Unsupervised
network embedding methods only utilize network structure in-
formation to construct node embeddings. The learned node em-
beddings are treated as generic feature vectors, which can then be
used for downstream tasks in networks. A representative method
is DeepWalk [12], which is a two-phase method for learning node
embeddings. In the first step, DeepWalk constructs node neigh-
borhoods by performing fixed-length random walks in the input
network. Then, DeepWalk employs the skip-gram [11] model to
preserve the co-occurrences between nodes and their neighbors.
Many later studies follow this two-step framework for learning
network embeddings, by proposing different strategies for con-
structing node neighborhoods [4, 14] or modeling co-occurrences
between nodes [1, 16].
There are also a number of methods that utilize edge labels
for learning better node representations. SNE [18] presents a log-
bilinear model that incorporates two vectors to capture the positive
or negative relationships between nodes respectively. TransR [9]
learns a projectionmatrix for each relation type in knowledge graph,
which is used for projecting entity embeddings from entity space
to relation space. These work generally assume that each edge is
associated with a single type of label: it could be the sign of edges in
signed networks, or relation types in knowledge graphs. Different
ar
X
iv
:1
80
9.
05
12
4v
1 
 [c
s.S
I] 
 13
 Se
p 2
01
8
Algorithm 1Model Optimization
Input:
graph G
walks per node r , walk length l , window sizew
total number of batches T , weight factor λ
1: while not converged do
2: for i = 0 to (1 − λ) ·T do
3: Sample a batch of N1 random walks RW = {rwi }
4: Ls = − 1N1
∑N1
i=1
∑
v ∈rwi
∑
u ∈C(v) log Pr (u |v)
5: Take a gradient step for Ls
6: end for
7: for i = 0 to λ ·T do
8: Sample a batch of N2 edges E = {ei }
9: Lr = − 1N2
∑N2
i=1
∑ |L |
j=1 H (ei j , eˆi j )
10: Take a gradient step for Lr
11: end for
12: end while
from these work, our method is capable of dealing with edges with
multiple labels, which is a common scenario in real-world networks.
Semi-supervised Network Embedding Methods. Another
direction of work utilize label information to enhance network
embedding methods. These works typically assume that there is
a feature vector associated with each node, and that nodes in the
input network are partially labeled. Planetoid [17] simultaneously
minimizes the unsupervised loss over network structure and the
supervised loss of predicting node labels. GCN [8] and GraphSAGE
[5] adopt a neural message passing strategy to propagate node
features in the network, with supervision from the labeled nodes.
Different from these work, our method does not rely on extra
node features to work. Additionally, we aim at preserving social re-
lations associated with edges, while these methods are only capable
of learning from node labels. DeepGL [13] is an exception in that
it is capable of utilizing edge labels for node / edge representation
learning, but it assumes that label information is available for all
edges, which is not often the case.
3 PROBLEM DEFINITION AND NOTATION
In this section, we formalize the problem of learning enhanced
network embeddings by exploiting edge labels. Let G = (V ,E) be
an undirected graph, where V is the set of nodes and E is the set of
edges. Let L = (l1, l2, · · · , l |L |) be the set of relation types (labels).
A partially labeled network is then defined asG = (V ,EL ,EU ,YL),
where EL is the set of labeled edges, EU is the set of unlabeled edges
with EL ∪ EU = E. YL represents the relation types associated with
the labeled edges in EL . We assume that an edge can have multiple
labels; in other words, for all YL(i) ∈ YL , we have YL(i) ⊆ L. The
objective of network embeddings is to learn a mapping function
Φ : V → R |V |×d , where d ≪ |V |.
4 METHOD
The basic idea of our framework is to simultaneously minimize
structural loss and relational loss. Structural loss Ls refers to the
loss of predicting node neighborhoods, while relational loss Lr is
the loss of predicting the labels of edges. Formally, the overall loss
function of our method is:
L = (1 − λ)Ls + λLr (1)
where λ is a hyperparameter that controls the weights of the two
parts.
4.1 Structural Loss
The first part of our model minimizes the unsupervised structural
loss in the network. Given a center node v ∈ V , we maximize
the probability of observing its neighbors C(v) given v . Note that
the neighborhood of a node is not necessarily the set of nodes it
connects to; we will present our definition of a node’s neighborhood
later. Formally, we minimize the following objective function:
Ls = −
∑
u ∈C(v)
log Pr (u |v) (2)
We adopt the skip-gram objective to compute Pr (u |v). We note that
in the skip-gram model, each node v has two different embedding
vectors Φ(v) and Φ′(v) when serving as center node and context
node. Accordingly, Pr (u |v) is computed as follows:
Pr (u |v) = exp(Φ(u) · Φ
′(v))∑
u′∈V exp(Φ(u ′) · Φ′(v))
(3)
However, calculating the denominator in Eq. 3 requires a proba-
bility summation over all vertices, which is too computationally
expensive. To alleviate this problem, we use the negative sampling
strategy [11] to enable faster model optimization.
Once the method for computing Pr (u |v) is decided, the only
problem left is the construction of node neighborhood C(v) for
each v ∈ V . The most straightforward approach is to use the nodes
that are adjacent to v in G: C(v) = {u ∈ E | (u,v) ∈ E}. However,
real-world networks are often sparse, containing a large portion
of nodes which have very few neighbors. To alleviate the data
sparsity problem, we adopt a random walk strategy similar to that
of DeepWalk [12] to enlarge the neighborhood of nodes. We first
start r random walks of length l from each node. Within each
random walk sequence S = {v1,v2, · · · ,vl }, we iterate over each
vi ∈ S and use nodes within a window of w as its neighborhood:
C(v) = {vi−w , · · · ,vi−1}⋃{vi+1, · · · ,vi+w }.
4.2 Relational Loss
One challenge with modeling social relations between nodes is that
the labels we seek to predict are associated with edges, instead of
nodes. Although some semi-supervised network embedding meth-
ods are capable of utilizing node labels, they fail to deal with edge
labels [5, 8]. To bridge this gap, we propose to compose edge repre-
sentations from the representations of their endpoints. Given an
edge e = (u,v) ∈ E, its representation is given as:
Φ(e) = д(Φ(u),Φ(v)) (4)
where д is a mapping function from node embeddings to edge em-
beddings: д : Rd × Rd → Rd ′ . In practice, we find that a simple
concatenation function works well for constructing edge embed-
dings:
Φ(e) = Φ(u) ⊕ Φ(v) (5)
Once the embedding vector of e is obtained, we feed it into a
feed-forward neural network for edge label prediction. Formally,
the k-th hidden layer hk of the network is defined as:
h(k ) = f (W (k )h(k−1) + b(k )) (6)
whereW (k ) and b(k ) are the weight and bias of the k-th hidden
layer respectively, f is a nonlinear activation function, and h(0) =
Φ(e). Specifically, we employ ReLU as the activation function for
intermediate layers, and sigmoid as the activation for the last layer
since the training objective is to predict edge labels. Assume that
the ground-truth label vector of e is y ∈ R |L | and the output of the
last layer is yˆ, we minimize the following binary cross entropy loss
for all labels:
Lr =
|L |∑
i=1
H (yi , yˆi ) =
|L |∑
i=1
yi · log yˆi + (1 − yi ) · log(1 − yˆi ) (7)
4.3 Model Optimization
The overall training process of our model is summarized in Algo-
rithm 1. For each training step, we first sample λ · T batches of
node-context pairs from the random walk sequences and optimize
the structural loss on them. Then, we sample (1 − λ) ·T batches of
edge-label pairs from the training data and optimize the relational
loss on them. We perform mini-batch Adam [7] to optimize the
objective functions defined above.
5 EXPERIMENT
In this section, we describe the datasets being used and compare
our method against a number of baselines.
5.1 Dataset
We use two datasets from different domains where edge labels are
available, which we detail below:
• ArnetMiner [15]. We use a processed ArnetMiner dataset
provided by TransNet [15]. ArnetMiner is a large-scale col-
laboration network between researchers, with over a mil-
lion authors and four million collaboration relations. The
social relations (edge labels) between researchers are the
research topics that they collaborate in. For each co-author
relationship, representative keywords are extracted from the
abstracts of the co-authored publications as edge labels. The
node labels are the research interests of researchers extracted
from their homepages. This network has 13,956 nodes, 23,854
edges and 100 different node labels.
• AmazonReviews [6, 10]: This dataset contains product re-
views and metadata for Amazon products in the category of
“Musical Instruments”. We take the bipartite graph between
users and items as the input network, and use the LDA [2]
model to extract topics from review texts as edge labels. The
node labels are the detailed categories each product belongs
to on Amazon. This network has 25,674 nodes, 60,077 edges
and 100 different node labels.
5.2 Baseline Methods
The baseline methods we compare against are as follows:
DeepWalk [12]: This is an unsupervised network embedding
method that captures node co-occurrences via performing short
Algorithm Training Ratio
5% 10% 20%
GCN 13.56 15.79 17.91
DeepWalk 19.00 21.34 23.98
LINE 16.90 19.98 22.72
node2vec 19.15 21.77 24.80
Our Method 36.99 40.97 43.64
Table 1: Node classification results on ArnetMiner.
randomwalks in the input graph. DeepWalk employs the Skip-gram
[11] model to learn node representations.
LINE [14]: This is a network embedding method that preserves
first-order and second-order proximities in networks. LINE uses
Skip-gram with negative sampling to learn node representations.
node2vec [4]: This is a network embedding method that im-
proves DeepWalk by introducing a biased random walk algorithm.
GCN [8]: This is a semi-supervised neural network method
for network representation learning. We note that GCN requires
a feature vector for each node as input. Thus, as suggested by
the original GCN paper, we use a one-hot encoding of the node’s
identity for each node.
5.3 Experimental Setup for Node Classification
For DeepWalk, LINE and node2vec, we follow the experimental
setup in DeepWalk. Firstly, we obtain the latent representations
of nodes. Then, a portion of nodes and their labels are randomly
sampled from the graph as training data, and the goal is to predict
the labels of the rest of the nodes. We train a one-vs-rest logistic
regression model with L2 regularization implemented in LibLinear
[3] using the node representations for prediction. To ensure the
reliability of our experiments, the above process is repeated for 10
times, and the average Macro F1 score is reported.
5.4 Hyperparameter Settings
For all baseline methods, we use the default hyperparameters as
described in their papers. For our method, we set λ to 0.8, batch
size N1 and N2 both to 400, and embedding dimensionality to 128.
For generating random walks, we use r = 80, l = 10,w = 10 in both
our method and all baseline methods. For relational loss, we use
a feedforward neural network with one hidden layer. We set the
learning rate of Adam to 0.01 and perform early stop with a window
size of 5; that is, we stop training if the loss on the validation set
does not decrease for 5 consecutive iterations.
5.5 Results and Analysis
We summarize the node classification results in Tables 1 and 2.
We report the Macro F1 scores of each method using 5%, 10%, and
20% of labeled nodes. In real-world networks, edge labels are usu-
ally scarce. Thus, for our method, we only use the labels of 10%
of the edges. We can see that even with such a small amount of
labeled edges, our method still achieves significant improvement
over the baseline methods. Also, the extent of improvement on the
ArnetMiner dataset is much larger than that on the AmazonRe-
views dataset. Part of the reason is that in a collaboration network
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(a) Effect of the ratio of labeled edges on node
classification Macro F1 score.
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Figure 1: Parameter Sensitivity Study.
Algorithm Training Ratio
5% 10% 20%
GCN 8.79 12.96 19.07
DeepWalk 14.08 19.45 27.66
LINE 13.67 18.97 25.63
node2vec 14.48 19.95 28.26
Our Method 16.12 21.15 28.41
Table 2: Node classification results on AmazonReviews.
like ArnetMiner, the labels of an edge often indicate the shared
characteristics of its endpoints. In this scenario, a high correlation
between edge labels and node labels can be expected.
5.6 Parameter Sensitivity Analysis
In this part, we conduct a brief parameter sensitivity analysis to
see how does the performance of our method change with hyper-
parameters. We use the default parameter settings as in Section 5.4
unless otherwise stated. We report the Macro F1 score our method
achieves with 10% labeled edges and 5% labeled nodes.
In Figure 1a, we vary the amount of labeled edges to see its effect
on the quality of node embeddings. We can see that the Macro F1
score significantly increases when a larger number of labeled edges
are available. This indicates that our method is capable of utilizing
the rich semantic information of edges. In Figure 1b, we change λ
to see how does the ratio between structural loss and relational loss
affect the learned node embeddings. When λ is set to 0, our method
is equivalent to DeepWalk. As λ increases, we can see a steady
increase in Macro F1 which shows the importance of minimizing
relational loss. Also, our method is not sensitive to the choice of λ:
similar performance are achieved for λ = 0.4, 0.6, 0.8. In Figure 1c,
we analyze the impact of the dimensionality of embedding vectors.
We can see that the best performance is achieved when embedding
dimensionality is 128 or greater.
6 CONCLUSION
We propose a semi-supervised framework for enhancing network
embeddings with edge labels. Different from traditional network
embedding methods which only model network structural informa-
tion, our method simultaneously preserves the local neighborhoods
of nodes and the social relations between node pairs. Experimental
results on real-world networks show that by capturing the different
relationships between nodes, our method is capable of learning
better node embeddings than the previous methods, as evaluated
on a challenging multi-label node classification task.
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