Uncertain parameters of state-space models have always been a considerable problem. Consider Kalman filter (CKF) and desensitized Kalman filter (DKF) are two methods to solve this problem. Based on the sensitivity matrix respected to the uncertain parameter vector, a special DKF with an analytical gain is given and a new form of the CKF is derived. The mathematical equivalence between the special DKF and the CKF is demonstrated when the sensitivity-weighting matrix is set to the covariance of the uncertain parameter and the problem how to select and obtain the sensitivity-weighting matrix in the DKF is solved.
Introduction
An essential assumption on the Kalman filter theory is that the dynamic models can be accurately modeled without any colored noises or uncertain parameters. However, the performance of the Kalman filter can deteriorate significantly due to uncertain parameters in the dynamic models (Schmidt, 1966; Sayed & Chandrasekaran, 2000) . The consider Kalman filter (CKF), which is also known as Schmidt-Kalman filter (Schmidt, 1966) , is proposed to consider the uncertain parameters by updating the state estimates and covariance using the a priori parameter covariance without estimating them directly (Tapley, et al., 2004; Woodbury & Junkins, 2010) . Meanwhile, the desensitized Kalman filter (DKF) based on the desensitized optimal control technique is proposed to decrease the sensitivity to deviations in the uncertain parameters (Karlgaard & Shen, 2011) . In case of DKF, the sensitivity of the state estimate error respected to the uncertain parameter is defined to penalty the cost function of the traditional Kalman filter (KF) (Crassidis & Junkins, 2012) , and the relevant gain matrix is obtained by minimizing the new cost function with the sensitivity of the state estimate error.
In this work, the sensitivity matrix is introduced into the CKF and obtained a novel form CKF. Based on some results between the cross-covariance matrix in the CKF and the sensitivity matrix in the DKF, the equivalence between the CKF and a special DKF is demonstrated and solving the selection problem of the sensitivity weighting matrix in the DKF.
Dynamic models with uncertain parameters
Consider a discrete-time linear dynamic system with uncertain parameters:
where p is reference value of the uncertain parameter p .
Consider Kalman filter
The CKF, which is proposed by Schmidt to account for the uncertain parameters, incorporates the a priori statistics of the uncertain parameters into the system formulations, and discarding the estimation of the uncertain parameters (Schmidt, 1966; Woodbury & Junkins, 2010) . In the CKF algorithm, the rows of the augmenting gain matrix corresponding to the uncertain parameters are set to zeros, because the uncertain parameters are not estimated (Jazwinski, 1970) . The CKF algorithm of the discrete-time linear dynamic system as in the reference is described briefly here (Woodbury & Junkins, 2010) .
Time update:
Measurement update:
where ˆk  x is the state estimate at k t before a measurement update and
x is the state estimate after the measurement
and k  C is the a posteriori cross-covariance matrix defined
The superscript -denotes a priori and + denotes a posteriori.
Desensitized Kalman filter
The DKF, in which the gain is obtained to solve a linear matrix equation and the sensitivity-weighting matrix must be preset with a priori knowledge, is presented by Karlgaard and Shen (Karlgaard & Shen, 2011) . The state error sensitivity respected to single uncertain parameter is defined to penalty the cost function, and the gain matrix is obtained by solving a linear matrix equation with a sensitivity-weighting matrix. Here, the state error sensitivity respected to the uncertain parameter vector is introduced to obtain an analytical gain matrix, which is the same as the KF in the well-known form (Crassidis & Junkins, 2012 x by the following propagation equation
Then, the KF provides an optimal blending of the ˆk  x and k z to obtain the a posteriori state estimate via
The a priori estimation error is defined as k
and the a posteriori estimation error is defined aŝ
  e x x . Then, the state error sensitivities and propagation equations of the parameter vector p are given by (Tapley, et al., 2004) 
where
Note that the sensitivity of the true state is 0
in Eqs. (18) and (19), and it is assumed that 0 (Karlgaard & Shen, 2011 Based on the definitions of the sensitivity matrices in Eqs. (18) and (19), a new cost function based on the trace of the weighted norm of the a posterior sensitivity matrix is given by
where "Tr" denotes the trace of the matrix, W is a    symmetric positive semi-definite weighting matrix for the uncertain parameters, and k  P is the a posteriori
Note that k K is the undetermined gain matrix, and k  P is the a priori error covariance matrix 
Substituting Eq. (25) into Eq. (22), and simplifying the results yields
The special DKF (SDKF) algorithm has an analytical gain matrix, which is different from the gain matrix in reference (Karlgaard & Shen, 2011) . The SDKF algorithm includes Eqs. (16), (18), (23), (25), (17), (19) and (26) 
x P e e S 0.
In the sensitivity-weighting matrix W in Eq. (21), every element in the leading diagonal of W is a weight of one parameter respect to total states. The sensitivity-weighting matrix in Karlgaard and Shen (Karlgaard & Shen, 2011) gives a sensitivity weight of each parameter respect to each state. So, the SDKF is only a special case of the DKF proposed by Karlgaard and Shen (Karlgaard & Shen, 2011) .
Consider Kalman filter based on sensitivity matrix
Here, some results about sensitivity matrices k S in Eqs.
(18) and (19) and the cross-covariance matrices k C in Eqs. (8) and (12) are given firstly, and a novel recursive form of the CKF based on the sensitivity matrix (SMCKF) is derived.
Postmultiplying Eqs. (18) and (19) by pp P gives
Noting that 
The basic equations of the SMCKF are derived by substituting Eqs. (29) and (30) into the basic equations of the CKF in section 3. The estimated state propagation equation of the SMCKF is Eq. (6), and the corresponding estimated state error propagation equation, by rewriting Eq. (7), is
The gain matrix k K in Eq. (9) is rewritten as
The a posteriori state estimate updated by the measurement is Eq. (10), and the a posteriori state estimation error covariance in the SMCKF is
where k  Γ is defined as 
It means that the SMCKF algorithm could work following equations (6), (18), (36), (33), (10), (19) and (37) with initial conditions 0
Equivalence between SMCKF and SDKF
In this section, it is demonstrated that the SMCKF and the SDKF are equivalent under the dynamic system (1) and (2) when the sensitivity-weighting matrix W in Eq. (25) is substituted by the covariance pp P of the uncertain parameters.
Comparing the SMCKF and the SDKF, it is observed that they are the same in form, except that the new covariance k Γ in SMCKF is different from the covariance k P in SDKF. In fact, they have the same estimation when W is equivalent to pp P .
Assuming that the initial conditions are 0 x , 0 P , 0 S , pp P , (Schmidt, 1966; Jazwinski, 1970; Tapley, et al., 2004) . 
It implies that the two methods have the same algorithm formula when they have the same initial conditions. From section 4, it is known that the SMCKF, or the CKF, is a subset of the proposed DKF by Karlgaard and Shen (Karlgaard & Shen, 2011) .
The sensitivity-weighting matrix in SDKF is known as a time-variant matrix respect to the uncertain parameters (Karlgaard & Shen, 2011) , but how to select and obtain the sensitivity-weighting matrix is not discussed. The equivalence of the SMCKF and the SDKF means that the a priori covariance of the uncertain parameters could be selected as the sensitivity-weighting matrix in the SDKF.
