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PROPAGATION SETS OF HOLOMORPHIC CURVES
ZHENG JIAN-HUA AND YAN QI-MING
Abstract. We consider a problem of whether a property of holomorphic curves
on a subset X of the complex plane can be extended to the whole complex plane.
In this paper, the property we consider is uniqueness of holomorphic curves.
We introduce the propagation set. Simply speaking, X is a propagation set if
linear relation of holomorphic curves on the part of preimage of hyperplanes
contained in X can be extended to the whole complex plane. If the holomorphic
curves are of infinite order, we prove the existence of a propagation set which is
the union of a sequence of disks (In fact, the method applies to the case of finite
order). For a general case, the union of a sequence of annuli will be a propagation
set. The classic five-value theorem and four-value theorem of R. Nevanlinna are
established in such propagation sets.
1. Introduction and Results
Let X be a subset of the complex plane C. Let f and g be two meromorphic
functions on C. We say that f and g share value a IM on X if f−1(a) ∩ X =
g−1(a) ∩ X , that is, f(z) = a on X if and only if g(z) = a on X ; f and g share
value a CM on X if f−1(a)∩X = g−1(a)∩X counted according to multiplicities. R.
Nevanlinna proved the five-value theorem that if f and g share five distinct values
IM on C, then f ≡ g. We consider the problem of whether C in the five-value
theorem is replaced by a precise subset X of C.
Therefore, we introduce a concept: A subset X of C is said to be a five-value
uniqueness set of two meromorphic functions f and g if it is true that f ≡ g as
long as f and g share five distinct values IM on X .
Let f be a meromorphic function. If it is transcendental, the Picard Theorem
says that f can take infinitely often all but at most two of values on the extended
complex plane Cˆ. It is improved by the Borel Theorem that the convergence
exponent of a-points of f in C, with exception of at most two values a of Cˆ, is
equal to the growth order of f . Certainly, it makes sense only when the growth
order of f is positive or ∞. The result of Borel Theorem also holds even on a
sequence of disks instead of C, which are so-called filling disks of f . That is, the
convergence exponent of a-points of f on the sequence of disks equals to the growth
order of f with exception of at most two values a of Cˆ (cf. [28]). In [31], we give a
definition of filling disks of holomorphic curves and prove their existence.
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Motivated by the filling disks, we ask if there exists a sequence of disjoint disks
whose union is a five-value uniqueness set. The main purpose of this paper is
to study the problem for holomorphic curves, while a meromorphic function is
considered as a holomorphic curve. We will give conditions which confirm the
existence of such a disk sequence.
Let Pn(C) be the n-dimensional complex projective space, that is, Pn(C) =
Cn+1 \ {0}/ ∼, where ∼ is the equivalent relation defined by that (a0, a1, ..., an) ∼
(b0, b1, ..., bn) if and only if (a0, a1, ..., an) = λ(b0, b1, ..., bn) for some λ ∈ C \ {0}.
We write [a0 : a1 : ... : an] for the equivalent class of (a0, a1, ..., an).
A map f : C→ Pn(C) is called a holomorphic curve on the complex plane C, if
we can write f = [f0 : f1 : ... : fn] where every fj is an entire function and they have
no common zeros on C and f = (f0, f1, ..., fn) is called a reduced representation of
f . In particular, for n = 1, f = [f0 : f1] is a meromorphic function, and denote by
νf the divisor defined by the zeros of entire function f0 and ν
∞
f the divisor defined
by the zeros of entire function f1.
Let f be a holomorphic curve on C with a reduced representation f = (f0, f1, ..., fn).
Set
vf (z) =
n∨
j=0
log |fj(z)|.
The Cartan characteristic of f is
T (r, f) =
1
2π
∫ 2pi
0
vf(re
iθ)dθ − vf (0).
Since vf (z) is subharmonic, T (r, f) is a positive logarithmic convex increasing real-
value function. If for some fi 6≡ 0, at least one of fj/fi(j = 0, 1, 2, ..., n) is tran-
scendental, then T (r, f)/ log r →∞(r →∞).
The order and lower order of a positive non-decreasing real-value function T (r)
are respectively defined by
λ = lim sup
r→∞
log T (r)
log r
, τ = lim inf
r→∞
log T (r)
log r
.
Then the order and lower order of a holomorphic curve f on the complex plane are
respectively the order and lower order of T (r, f), denoted by λ(f) and τ(f).
A hyperplane H in Pn(C) is
H =
{
[x0 : x1 : ... : xn] :
n∑
k=0
akxk = 0
}
,
where (a0, a1, ..., an) ∈ Cn+1 \ {0}. Obviously, H is completely determined by
[a0 : a1 : ... : an]. Sometimes, we call the non-zero vector a = (a0, a1, ..., an) as a
hyperplane. And for a hyperplane a = (a0, a1, ..., an), write 〈f , a〉 := a0f0 + a1f1 +
...+ anfn and we always assume that 〈f , a〉 6≡ 0 when it appears. The divisor ν〈f ,a〉
can be regarded as a map from C to Z such that, for each z ∈ C, ν〈f ,a〉(z) is the
intersection multiplicity of the images of f and Hj at f(z).
Let a1, a2, ..., aq be q hyperplanes. They are called to be in general position if
every n + 1 members of a1, a2, ..., aq are linearly independent, that is, if no n + 1
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members of a1, a2, ..., aq are linearly dependent. A holomorphic curve is linearly
non-degenerated if its image cannot be contained in a hyperplane.
We introduce the following concept.
Definition 1.1. A subsetX of C is called (p, s; d)-propagation set of q holomorphic
curves fi with a reduced representation fi (i = 1, 2, ..., q) with 2 ≤ s ≤ q and d ≥ 1,
if the following statement holds: given any p hyperplanes Hj(j = 1, 2, ..., p) in
general position satisfying
min{ν〈f1,aj〉(z), d} = min{ν〈f2,aj〉(z), d} = ... = min{ν〈fq ,aj〉(z), d}, ∀z ∈ X,
for j = 1, 2, ..., p and f−11 (Hi ∩Hj) ∩X = ∅ for i 6= j, if for any 1 ≤ j1 < j2 < ... <
js ≤ q,
(1.1) fj1(z) ∧ fj2(z) ∧ · · · ∧ fjs(z) = 0, ∀ z ∈
p⋃
j=1
f−11 (Hj) ∩X,
then we have
(1.2) f1(z) ∧ f2(z) ∧ · · · ∧ fq(z) ≡ 0, ∀ z ∈ C,
where ∧ means the exterior product.
(For simplicity, we write (p, s)-propagation set for (p, s; 1)-propagation set. In
this case, min{ν〈f1,aj〉(z), d} = min{ν〈f2,aj〉(z), d} = ... = min{ν〈fq,aj〉(z), d} on X is
equivalent to f−11 (Hj) ∩X = f−12 (Hj) ∩X = ... = f−1q (Hj) ∩X .)
Since P1(C) is the Riemann sphere, a holomorphic curve f : C → P1(C) is
a meromorphic function and a hyperplane is a value on Cˆ. Let f and g be two
meromorphic functions. Then A := f−1(a)∩X = g−1(a)∩X is f ∧g = 0, ∀ z ∈ A.
A subset X of C is a five-value uniqueness set of two meromorphic functions if and
only if it is a (5, 2)-propagation set of them. This is because f ∧ g = 0, z ∈ C, is
equivalent to that f ≡ g and that hyperplanes are in general position is equivalent
to that the corresponding values are distinct.
In 1989, Stoll [24] proved the following, which is stated in view of propagation
set for our convenience.
Theorem A. C is a (p, s)-propagation set of q linearly non-degenerate holomorphic
curves, if p > qn
q−s+1 + n + 1.
Note that p > qn
q−s+1+n+1 is equivalent to that q > (s−1) p−n−1p−2n−1 and p > 2n+1.
From Stoll’s Theorem A with q = s = 2 and p = 3n + 2, we naturally deduce the
result: Let f and g be two linearly non-degenerate holomorphic curves and let
{Hj}pj=1 be p(> 3n+ 1) hyperplanes in general position. Assume that
i) f−1(Hj) = g−1(Hj), j = 1, 2, ..., p;
ii) f = g at z ∈ ⋃pj=1 f−1(Hj).
Then f ≡ g on C.
This result is due to Smiley [23]. However, the result is proved in [4] for q = s = 2,
p = 2n + 3 and d = 1 and in [19] for q = s = 2, p = 2n + 2 and d = n + 1 when
n ≥ 2, which is not included in the Stoll’s Theorem A. They are of independent
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significance and the best results at present. These results are the improvements of
the Fujimoto’s results in [10], [11] and [12]. Uniqueness problem of holomorphic
curves attracts many interests. For references, we list some of the papers about
this topic such as [16], [14], [18], [3], [5] and [9].
In this paper, we discuss the possibility of that a precise subset of C is a propa-
gation set.
Firstly, we consider the uniqueness problem ignoring multiplicities.
By B(z, r) we denote the disk centered at z with radius r and by B(r) the disk
centered at the origin with radius r. For a sequence of complex numbers {zm} and
a sequence of positive numbers {εm}, set B({zm}; {εm}) :=
⋃∞
m=1B(zm, εm|zm|).
We establish the following.
Theorem 1.1. Let fi(z) (i = 1, 2, ..., q; q ≥ 2) be linearly non-degenerate transcen-
dental holomorphic curves such that T (r) :=
∑q
i=1 T (r, fi) is of infinite order. Let
{εm} be a sequence of positive numbers such that εm → 0 as m→∞. Then there
exists a sequence of complex numbers {zm} with zm → ∞ as m → ∞ such that
B({zm}; {εm}) is a (p, s)-propagation set of fi(z) (i = 1, 2, ..., q), if p > qnq−s+1+n+1.
For q = s = 2 and p = 2n + 3, Theorem 1.1 can be improved as follows which
corresponds to the result of [4].
Theorem 1.2. Let f and g be two linearly non-degenerate transcendental holo-
morphic curves such that T (r) := T (r, f) + T (r, g) is of infinite order. Let {εm}
be a sequence of positive numbers such that εm → 0 as m → ∞. Then there
exists a sequence of complex numbers {zm} with zm → ∞ as m → ∞ such that
B({zm}; {εm}) is a (2n+ 3, 2)-propagation set of f and g.
Remark. (i) Theorems 1.1 and 1.2 are significant results in which the propagation
set can be a precise subset of C. In fact, we can choose {zm} such thatB(zm, εm|zm|)
are disjoint each other. When n = 1, it shows that Nevanlinna’s five-value theorem
is valid if f and g share five values on a sequence of disjoint disks in C and if at
least one of f and g is of infinite order. In the proof of these two theorems (see
Section 3 and Section 4), the value distribution of holomorphic curves on angular
domains established by the first author is essentially used.
(ii) In these two theorems, T (r) is assumed to be of infinite order, i.e., at least
one of fi(i = 1, 2, ..., q) is of infinite order. If T (r) is of finite order with the order
0 < λ < +∞, in view of our method we can obtain similar conclusion for {εm} with
εm >
pi
2λ
and εm → pi2λ(m→∞). But we leave the proof for the finite order case to
the reader. Here we just mention that for the finite order case, we use the Po´lya
peak sequence (its definition and existence will be stated in Section 2) instead of
Lemma 2.4 to find the points {zm}.
By A(r, R) we denote the annulus of {z : r < |z| < R}. For a sequence of
positive numbers {rm} with rm > 1 and σ > 1, set A({rm}; σ) :=
⋃∞
m=1A(rm, r
σ
m).
Theorem 1.3. Let {rm} be a sequence of positive numbers tending to ∞. Then
A({rm}; σ) is a (p, s)-propagation set of any q linearly non-degenerate transcenden-
tal holomorphic curves fi(z) (i = 1, 2, ..., q) if
(
1− 1
σ
)
p > qn
q−s+1 + n + 1.
For q = s = 2 and p = 2n+ 3, we have the following.
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Theorem 1.4. Let {rm} be a sequence of positive numbers tending to ∞. Then
A({rm}; σ) is a (2n+3, 2)-propagation set of any two linearly non-degenerate tran-
scendental holomorphic curves f and g if σ > 5n(2n+3)
3n+2
.
In particular, from Theorem 1.3 or Theorem 1.4 we deduce that A({rm}; 6) is a
five-value uniqueness set of two meromorphic functions. In fact, for n = 1, q = s =
2, p = 5 and σ = 6, we have(
1− 1
σ
)
p =
25
6
> 4 =
qn
q − s+ 1 + n+ 1.
Then A({rm}; 6) is a (5, 2)-propagation set so that it is a five-value uniqueness set.
Let us describe the signification of Theorem 1.3. Given three positive integers
q, p and s with p > qn
q−s+1 + n + 1 and q > s − 1 ≥ 1, for a σ > 0 such that
σ > pq−p(s−1)
(p−2n−1)q−(p−n−1)(s−1) , we can choose a sequence of positive numbers {rm} such
that rm+1 > e
rm and thus A({rm}, σ) is the union of disjoint annuli. Theorem 1.3
tells us that A({rm}; σ) is a (p, s)-propagation set for any q linearly non-degenerate
holomorphic curves.
Corollary 1.1. Let {rm} be an unbounded sequence of positive numbers. Then
two meromorphic functions coincide if they share five values on A({rm}; 6).
We consider a sequence of “narrow” annuli.
Theorem 1.5. Let fi(z) (i = 1, 2, ..., q; q ≥ 2) be linearly non-degenerate tran-
scendental holomorphic curves and let {rm} be a sequence of Po´lya peak of T (r)
with the order 0 < λ < +∞. If 0 < κ < 1 and (1− κλ) p > qn
q−s+1 + n + 1,
then
⋃∞
m=1A(κrm, rm) is a (p, s)-propagation set of fi(z) (i = 1, 2, ..., q); Let {κm}
be a sequence of positive numbers tending to 0. If p − n − 1 > qn
q−s+1, then⋃∞
m=1A(κmrm, rm) is a (p, s)-propagation set of fi(z) (i = 1, 2, ..., q).
Theorem 1.6. Let f and g be two linearly non-degenerate transcendental holo-
morphic curves and let {rm} be a sequence of Po´lya peak of T (r) with the order
0 < λ < +∞. If 0 < κ < 1 and κλ < 3n+2
5n(2n+3)
, then
⋃∞
m=1A(κrm, rm) is a (2n+3, 2)-
propagation set of f and g; If {κm} be a sequence of positive numbers tending to
0, then
⋃∞
m=1A(κmrm, rm) is a (2n+ 3, 2)-propagation set of f and g.
The sequence {rm} depends on T (r), in essence, on max{T (r, fi) : i = 1, 2, ..., q}.
However, from the definition of Po´lya peak sequence which will be given in next
section, we know that any subsequence of a Po´lya peak sequence is still a Po´lya
peak sequence. Hence, we can choose a sequence {rm} of Po´lya peak and a sequence
of positive numbers {κm} in Theorems 1.5 and 1.6 such that κm → 0 and κmrmrm−1 →
∞(m→∞). This implies that A(κmrm, rm) ∩ A(κm−1rm−1, rm−1) = ∅.
Finally, we consider the truncated multiplicities in the uniqueness problem (see
[13], [8], [25], [26], [5] and [27]).
For n ≥ 2, in [19], Si gave an important development of the technique in studying
uniqueness problem of holomorphic curves and obtained a uniqueness theorem with
2n+2 hyperplanes, which shows the unicity of holomorphic curves is different from
that of meromorphic functions in essence. If we consider that C is replaced by a
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precise subset X , dose this technique work under the weaker conditions? By more
accurate estimate, we can establish the following result corresponding to Theorem
2 in Si [19].
Theorem 1.7. Let f and g be two linearly non-degenerate holomorphic curves
of C → Pn(C) with n ≥ 2 and at least one of them be of infinite order, and let
{εm} be a sequence of positive numbers such that εm → 0 as m→∞. Then there
exists a sequence of complex numbers {zm} with zm → ∞ as m → ∞ such that
B({zm}; {εm}) is a (2n+ 2, 2;n+ 1)-propagation set of f and g.
Theorem 1.8. Let {rm} be a sequence of positive numbers tending to ∞. Then⋃∞
m=1A(rm, e
rm) is a (2n + 2, 2;n + 1)-propagation set of any two linearly non-
degenerate transcendental holomorphic curves f and g from C to Pn(C) with n ≥ 2.
We can choose a sequence of positive numbers {rm} such that rm+1 > erm and⋃∞
m=1A(rm, e
rm) is also a union of disjoint annuli.
Indeed, by the original result and idea of Si [19], we can weaken the condition
min{ν〈f ,aj〉(z), n+ 1} = min{ν〈g,aj〉(z), n + 1} on X
as {z ∈ f−1(Hj) ∩ X : ν〈f ,aj〉(z) ≤ n} = {w ∈ g−1(Hj) ∩ X : ν〈g,aj〉(w) ≤ n} and
{z ∈ f−1(Hj) ∩X : ν〈f ,aj〉(z) ≥ n} = {w ∈ g−1(Hj) ∩X : ν〈g,aj〉(w) ≥ n}.
For n = 1, the result given by Tran [25] is an improvement of Nevanlinna’s four-
value theorem. In view of Theorem 1.4 in [25], we can obtain the following results
which are corresponding to the four-value theorem.
Theorem 1.9. Let f and g be two distinct meromorphic functions such that T (r)
is of infinite order. Let a1, a2, a3, a4 be four distinct values on Cˆ. Let {εm} be a
sequence of positive numbers such that εm → 0 as m → ∞. Then there exists a
sequence of complex numbers {zm} with zm →∞ as m→∞ such that if
min{ν〈f ,aj〉(z), 2} = min{ν〈g,aj〉(z), 2} on B({zm}; {εm}) for j = 1, 2, 3, 4,
then g is a Mo¨bius transformation of f .
Theorem 1.10. Let {rm} be a sequence of positive numbers tending to ∞. For
any two transcendental meromorphic functions f and g, if
min{ν〈f ,aj〉(z), 2} = min{ν〈g,aj〉(z), 2} on A({rm}; σ) for j = 1, 2, 3, 4,
then g is a Mo¨bius transformation of f for σ > 866.
Theorem 1.11. Let f and g be two transcendental meromorphic functions and let
{rm} be a sequence of Po´lya peak of T (r) with the order 0 < λ < +∞. If 0 < κ < 1
and κλ < 1
866
, then g is a Mo¨bius transformation of f , if
min{ν〈f ,aj〉(z), 2} = min{ν〈g,aj〉(z), 2} on
∞⋃
m=1
A(κrm, rm) for j = 1, 2, 3, 4;
Let {κm} be a sequence of positive numbers tending to 0. Then g is a Mo¨bius
transformation of f , if
min{ν〈f ,aj〉(z), 2} = min{ν〈g,aj〉(z), 2} on
∞⋃
m=1
A(κmrm, rm) for j = 1, 2, 3, 4.
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We remark on that corresponding to the most recent study of uniqueness of
holomorphic curves, e.g., in [15], [7], [20], [22], [1] and [21], one can establish the
similar results on the propagation sets.
We will prove Theorems 1.1 and 1.3 in Section 3, Theorems 1.2 and 1.4 in Section
4 and Theorems 1.7, 1.9 and 1.10 in Section 5.
2. Preliminaries
Let us begin with the Nevanlinna characteristic of a holomorphic curve on an
angular domain. For 0 ≤ α < β ≤ 2π, by Ω(α, β) we denote the angular domain
Ω(α, β) := {z : α < arg z < β}
and Ω(α, β) is the closure of Ω(α, β). Without occurrence of any confusion in
the context, we simply write Ω for Ω(α, β). Associated to Ω(α, β) is the quantity
ω = pi
β−α .
Let f = [f0 : f1 : ... : fn] be a holomorphic curve on Ω and f = (f0, f1, ..., fn) is
a reduced representation of f . Set
vf(z) :=
n∨
j=0
log |fj(z)|, z ∈ Ω.
Obviously, vf (z) is subharmonic on Ω. Let ∆ be the Laplacian. Define the Nevan-
linna’s characteristic of f on Ω as
SΩ(r, f) :=
1
2π
∫ r
1
∫ β
α
(
1
tω
− t
ω
r2ω
)
sinω(θ − α)∆vf(teiθ).
Sometimes, we also write Sα,β(r, f) for SΩ(r, f).
Set ua := log |〈f , a〉|. Define the counting function of f with respect to a for Ω
as
CΩ(r; a, f) =
1
2π
∫ r
1
∫ β
α
(
1
tω
− t
ω
r2ω
)
sinω(θ − α)∆ua(teiθ)
=
∑
k
(
1
rωk
− r
ω
k
r2ω
)
sinω(θk − α),
where zk = rke
iθk is a zero of 〈f , a〉 on Ω(r) := B(r) ∩ Ω, counted with its mul-
tiplicities. By C
s)
Ω (r; a, f) we denote the counting function in which zero of 〈f , a〉
with multiplicity p is counted by min{s, p} times. For r < R, CΩ(r, R; a, f) is the
counting function for zeros of 〈f , a〉 on A(r, R) ∩ Ω.
Set ||f || = (|f0|2+|f1|2+ ...+|fn|2)1/2 and ||a|| = (|a0|2+|a1|2+ ...+|an|2)1/2. The
Weil function of f with respect to the hyperplane H with a reduced representation
a is
λH(f(z)) := log
||f(z)||||a||
|〈f(z), a〉| .
Define the proximity functions of f for the hyperplane a on Ω by
AΩ(r; a, f) :=
1
2π
∫
Γ′r
λH(f(ζ))
∂wr
∂n
ds,
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BΩ(r; a, f) :=
1
2π
∫
Γ′′r
λH(f(ζ))
∂wr
∂n
ds,
where wr(z) = −Im
(
1
(e−iαz)ω
+ (e
−iαz)ω
r2ω
)
, Γ′′r = {reiθ : α ≤ θ ≤ β} ∪ {eiθ : α ≤ θ ≤
β} and Γ′r = ∂Ω(r) \ Γ′′r , and
SΩ(r; a, f) := AΩ(r; a, f) +BΩ(r; a, f) + CΩ(r; a, f).
In [30], we obtain
(2.1) Sα,β(r, f) = Sα,β(r; a, f) +O(1) (r →∞)
and establish the following second main theorem for the Nevanlinna characteristic
on an angular domain.
Theorem 2.1. Let Ω = Ω(α, β) with 0 < β − α < 2π and f be a non-degenerate
holomorphic curve with a reduced representation f = (f0, f1, ..., fn). Let a1, a2, ..., aq
be q hyperplanes in general position. Then we have
(q − n− 1)Sα,β(r, f) ≤
q∑
k=1
Cα,β(r; ak, f)− Cα,β(r; 0,W ) +Rα,β(r, f)
≤
q∑
k=1
C
n)
α,β(r; ak, f) +Rα,β(r, f),(2.2)
where W is the Wronskian of f0, f1, ..., fn and Rα,β(r, f) is called the error term
with the estimate
(2.3) Rα,β(r, f) ≤ Kω(log+ T (r, f) + log+ r + 1),
for all r > 1 but possibly a set of r with finite linear measure, where K is a constant
independent of ω.
Let µf be the Riesz measure of vf(z). In fact, µf =
1
2pi
∆vf . Define
A(r,Ω, f) = µf(B(r) ∩ Ω)
and
T (r,Ω, f) =
∫ r
0
A(t,Ω, f)
t
dt.
A(r,Ω, f) is called the unintegrated Ahlfors-Shimizu characteristic of holomorphic
curve f on Ω and T (r,Ω, f) is called the Ahlfors-Shimizu characteristic of holo-
morphic curve f on Ω. Then T (r, f) = T (r,C, f). In the sequel, we simply write
A(r, f) and T (r, f) for A(r,C, f) and T (r,C, f).
ua is subharmonic on Ω for a hyperplane a. By µ
a we denote the Riesz measure
of ua. Set
nΩ(r, a, f) = µ
a(B(r) ∩ Ω),
and hence nΩ(r, a, f) is the number of zeros of 〈f(z), a〉 in B(r) ∩ Ω. Define
NΩ(r, a, f) =
∫ r
1
nΩ(t, a, f)
t
dt.
In [30], we establish the second main theorem for Ahlfors-Shimizu characteristic
and applying this main theorem we confirm the existence of Borel directions and
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T -directions. In view of the same argument as in [29], we can compare NΩ(r, a, f)
to CΩ(r; a, f) and T (r,Ω, f) to SΩ(r, f).
Lemma 2.1. Let f be a holomorphic curve and a a hyperplane. Then
CΩ(r; a, f) ≥ ω sin(ωε)NΩε(r, a, f)
rω
for ε > 0, where Ωε = Ω(α + ε, β − ε); and
CΩ(r; a, f) ≤ 2ωNΩ(r, a, f)
rω
+ ω2
∫ r
1
NΩ(t, a, f)
tω+1
dt.
For q holomorphic curves fi with a reduced representation fi (i = 1, 2, ..., q), if
f1 ∧ f2 ∧ · · · ∧ fq 6≡ 0, then the divisor νf1∧f2∧···∧fq ≥ 0 associated with f1 ∧ f2 ∧
· · · ∧ fq exists. Obviously νf1∧f2∧···∧fq is independent of the choice of the reduced
representation fi of fi. We write CΩ(r; νf1∧f2∧···∧fq) and NΩ(r, νf1∧f2∧···∧fq) for the
corresponding counting functions.
The following is the first main theorem for the wedge product.
Lemma 2.2. Then
(2.4) N(r, νf1∧f2∧···∧fq) ≤
q∑
j=1
T (r, fj) +O(1).
For an angular domain Ω, we have
(2.5) CΩ(r; νf1∧f2∧···∧fq) ≤
q∑
j=1
SΩ(r, fj) +O(1).
(2.4) can be found in Stoll [24] and (2.5) can be obtained by the same method as
there. In fact, in view of the definition of the exterior product, Lemma 2.2 follows
from the direct calculation.
Lemma 2.3. Assume that (1.1) holds on X = A(r, R) ∩ Ω. If for 1 ≤ t ≤ q,
X ∩ f−1t (Hi) ∩ f−1t (Hj) = ∅(i 6= j), then we have
p∑
j=1
C
n)
Ω (r, R;Hj, ft) ≤
n
q − s+ 1CΩ(r, R; νf1∧f2∧···∧fq).
The inequality also holds with N replacing C.
A direct calculation yields Lemma 2.3, please see Page 112 of [17] where it is
proved that a zero of 〈ft, aj〉 is a zero of f1 ∧ f2 ∧ · · · ∧ fq with multiplicity at least
q − s+ 1.
Let T be a non-negative and non-decreasing continuous function in (0,+∞). A
positive increasing unbounded sequence {rm} is a sequence of Po´lya peak of order
σ of T (r), if there exist sequences {r′m}, {r′′m}, {εm} and {ε′m} such that
1) r′m →∞, rm/r′m →∞, r′′m/rm →∞, εm → 0 and ε′m → 0, as m→∞;
2) T (t) ≤ (1 + εm)
(
t
rm
)σ
T (rm), r
′
m ≤ t ≤ r′′m;
3) T (t)/tσ−ε
′
m ≤ KT (rm)/rσ−ε
′
m
m , 1 ≤ t ≤ r′′m, for a positive constant K.
10 ZHENG AND YAN
If T has the lower order τ <∞ and order 0 < λ ≤ ∞, then for a finite positive
number σ with τ ≤ σ ≤ λ and a set E of positive numbers with finite logarithmic
measure there must be a sequence of Po´lya peak {rm} with order σ of T outside E
(Theorem 1.1.3 of [29]). The Po´lya peak sequence was first introduced by Edrei,
please see references in [29]. For a positive increasing real-valued function T of
infinite order, the following result is established in [29].
Lemma 2.4. Let T be a positive increasing continuous real-valued function T of
infinite order and F a set of positive real numbers with finite logarithmic measure.
Then given a sequence {sn} of positive numbers, there exists a sequence {rn} of
positive real numbers outside F tending to ∞ such that
T (t)
tsn
≤ eT (rn)
rsnn
, 1 ≤ t ≤ rn.
Let f be a convex function on [0,∞). If f(0) = 0, then f(x)
x
is increasing on
(0,∞). Therefore, if T (r) is logarithmic convex on [1,∞), then for 1 < r′ < r we
have
T (r) ≥ log r
log r′
T (r′) +
log r′ − log r
log r′
T (1).
In particular, for σ > 1 and r > 1 we have
(2.6) T (rσ) ≥ σT (r) + (1− σ)T (1).
3. Proofs of Theorems 1.1 and 1.3
Proof of Theorem 1.1. Suppose that (1.2) does not hold. Take a θ ∈ [0, 2π) and
set Zδ(θ) = {z : θ−δ < arg z < θ+ δ} for δ > 0. If no confusion occurs, we simply
write Zδ. It is easy to see that for any z = reiθ and any 0 < ε < 32pi , we can find
that for δ = 1
2
ε and κ2 =
√
1− 2pi
3
ε,
Zδ ∩A(κ2r, r) ⊂ B(z, ε|z|).
Suppose that Aj = B(z, ε|z|) ∩ f−1i (Hj)(i = 1, 2, ..., q) and (1.1) holds on
⋃p
j=1Aj.
Applying Theorem 2.1 to the angular domain Zδ, setting uiHj = log |〈fi, Hj〉|, we
have
(p− n− 1)SZδ(r, fi)
≤
p∑
j=1
C
n)
Zδ(r;Hj, fi) +RZδ(r, fi)
≤
p∑
j=1
C
n)
Zδ(κ
2r, r;Hj, fi) +
p∑
j=1
C
n)
Zδ(κ
2r;Hj, fi)
+
p∑
j=1
1
2π
∫ κ2r
1
∫ θ+δ
θ−δ
(
tω
(κ2r)2ω
− t
ω
r2ω
)
sinω(ϑ− θ + δ)∆uiHj(teiϑ) +RZδ(r, fi)
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≤ n
q − s + 1CZδ(κ
2r, r; νf1∧f2∧···∧fq) (by Lemma 2.3)
+
p∑
j=1
C
n)
Zδ(κr;Hj, fi) +
κ−4ω − 1
2πr2ω
p∑
j=1
∫ κ2r
1
∫ θ+δ
θ−δ
tω sinω(ϑ− θ + δ)∆uiHj(teiϑ)
+RZδ(r, fi)
≤ n
q − s + 1CZδ(r; νf1∧f2∧···∧fq) +
p∑
j=1
C
n)
Zδ(κr;Hj, fi)
+
κ2ω(κ−4ω − 1)
rω
p∑
j=1
nZδ(κ
2r,Hj, fi) +RZδ(r, fi)
<
n
q − s + 1
q∑
i=1
SZδ(r, fi) (by Lemma 2.2)
+
p∑
j=1
C
n)
Zδ(κr;Hj, fi) +
κ−4ω − 1
rω log κ−1
p∑
j=1
NZδ(κr,Hj , fi) +RZδ(r, fi).
This implies that
(p− n− 1)
q∑
i=1
SZδ(r, fi) ≤
qn
q − s+ 1
q∑
i=1
SZδ(r, fi) +
q∑
i=1
p∑
j=1
C
n)
Zδ(κr;Hj, fi)
+
κ−4ω − 1
rω log κ−1
q∑
i=1
p∑
j=1
NZδ(κr,Hj, fi) +
q∑
i=1
RZδ(r, fi),
so that
Q
q∑
i=1
SZδ(r, fi) ≤
1
p− n− 1
q∑
i=1
p∑
j=1
C
n)
Zδ(κr;Hj, fi)
(3.1) +
1
p− n− 1
(
κ−4ω − 1
rω log κ−1
q∑
i=1
p∑
j=1
NZδ(κr,Hj, fi) +
q∑
i=1
RZδ(r, fi)
)
,
where Q = 1− qn
(p−n−1)(q−s+1) > 0. In view of Lemma 2.1, we have
C
n)
Zδ(κr;Hj, fi) ≤ 2ω
N(κr,Hj, fi)
(κr)ω
+ ω2
∫ κr
1
N(t, Hj, fi)
tω+1
dt
≤ 2ω
κω
T (κr, fi)
rω
+ ω2
∫ κr
1
T (t, fi)
tω+1
dt +O(1), ω =
π
2δ
.
If for some s > ω we have
(3.2)
T (t)
ts
≤ eT (r)
rs
, 1 ≤ t ≤ r,
then ∫ r
1
T (t)
tω+1
dt ≤ e
∫ r
1
T (r)
rs
ts
tω+1
dt = e
T (r)
rs
1
s− ωt
s−ω|r1
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<
e
s− ω
T (r)
rω
.
Thus if (3.2) holds for T (r) =
∑q
i=1 T (r, fi), we have
q∑
i=1
C
n)
Zδ(κr;Hj, fi) ≤
2ω
κω
T (κr)
rω
+
eω2
s− ω
T (r)
rω
+O(1)
≤
(
2eωκs−ω +
eω2
s− ω
)
T (r)
rω
+O(1).(3.3)
And we have
κ−4ω − 1
rω log κ−1
q∑
i=1
NZδ(κr,Hj , fi) <
e(κ−4ω − 1)κs
log κ−1
T (r)
rω
.
On the other hand, we have, for any hyperplane H ,
SZδ(r, fi) ≥ CZδ(r;H, fi) + O(1) ≥ ω sin(ω
δ
2
)
NZδ/2(r,H, fi)
rω
+O(1)
=
√
2ω
2
NZδ/2(r,H, fi)
rω
+O(1).(3.4)
It follows from (3.1), (3.3) and (3.4) that
√
2ω
2
Q
q∑
i=1
NZδ/2(r,H, fi)
≤ p
p− n− 1
(
2eωκs−ω +
eω2
s− ω +
e(κ−4ω − 1)κs
log κ−1
)
T (r)
+
rω
p− n− 1
q∑
i=1
RZδ(r, fi).(3.5)
Take a sequence of positive numbers {sm} such that sm →∞ and for the given
sequence of positive numbers {εm}, smε2m → ∞ as m → ∞. Then set δm =
1
2
εm, κ
2
m =
√
1− 2pi
3
εm, ωm =
pi
2δm
and Zkδm = Zδm(θm,k), θm,k = (2k−1)4 εm (k =
1, 2, ...,
[
4pi
εm
]
+ 2).
Since T (r) =
∑q
i=1 T (r, fi) is of infinite order, in view of Lemma 2.4, there exists
an increasing sequence of positive numbers {rm} such that (3.2) holds for T (r) with
every r = rm and every s = sm. From Cartan’s second main theorem (see Theorem
A3.1.7 of [17]), we can have a hyperplane H such that
q∑
i=1
N(rm, H, fi) ∼ T (rm) (m→∞).
Since
q∑
i=1
N(rm, H, fi) ≤
[ 4piεm ]+2∑
k=1
q∑
i=1
NZk
δm/2
(rm, H, fi)
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≤
([
4π
εm
]
+ 2
) q∑
i=1
NZkm
δm/2
(rm, H, fi), ∀ m ∈ N,
for some km, we have
εm
4π + 1
T (rm) ≤
q∑
i=1
NZkm
δm/2
(rm, H, fi).
From (3.5) it follows that
√
2
10
QT (rm) ≤
√
2
2
ωmQ
εm
4π + 1
T (rm)
≤ p
p− n− 1
(
2eωmκ
sm−ωm
m +
eω2m
sm − ωm +
e(κ−4ωmm − 1)κsmm
log κ−1m
)
T (rm)
+
rωmm
p− n− 1
q∑
i=1
RZkmδm
(rm, fi), sm > ωm.(3.6)
In view of (3.2), T (rm) ≥ 1ersmm T (1), which reduces
T (rm) = T
1/2(rm)T
1/2(rm) ≥ 1
e1/2
T 1/2(rm)r
sm/2
m T
1/2(1).
Therefore in view of (2.3) we have
rωmm
p− n− 1
q∑
i=1
RZkmδm
(rm, fi) ≤ Kωmrωm−sm/2m T (rm), ∀ m ∈ N,
where K is a constant independent of m. Substituting the above inequality to (3.6)
yields
√
2
10
Q ≤ p
p− n− 1
(
2eωmκ
sm−ωm
m +
eω2m
sm − ωm +
e(κ−4ωmm − 1)κsmm
log κ−1m
)
(3.7) +Kωmr
ωm−sm/2
m ,
∀ sm > ωm. It is easily seen that as m→∞, we have
eω2m
sm − ωm =
eπ2
smε2m − πεm
→ 0,
(sm − ωm) log κm − log εm = smεm − π
εm
1
4
(
−2π
3
εm + o(εm)
)
− log εm
=
(
−π
6
+ o(1)
)
(smεm − π)− log εm
=
(
−π
6
+ o(1)
)
(smεm − π)− smεmεm log εm
smε2m
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=
(
−π
6
+ o(1)
)
smεm → −∞,
2eωmκ
sm−ωm
m → 0, ωmrωm−sm/2m → 0,
κ−4ωmm = exp
(
− π
εm
log
(
1− 2π
3
εm
))
→ exp 2π
2
3
,
κsmm
− log κm =
4κsmm
− log (1− 2pi
3
εm
) ∼ 6
π
κsmm
εm
→ 0.
Therefore, if the conditions in Theorem 1.1 holds for B({zm}; {εm}) with zm =
rme
iθm,km , then we have (3.7). Letting m→∞, the right side of (3.7) will tend to
0 and so Q = 0, a contradiction is derived. 
Proof of Theorem 1.3. Suppose that (1.2) does not hold. Take r′m in [rm/2, rm]
outside the exceptional set in Cartan’s second main theorem which only has finite
linear measure for q given holomorphic curves. Below we always take r = r′m. Then
(p− n− 1)T (rσ, fi)
≤
p∑
j=1
Nn)(rσ, Hj, fi) +O(log
+ rT (rσ, fi))
≤ n
q − s+ 1N(r
σ, νf1∧f2∧···∧fq) (by Lemma 2.3)
+
p∑
j=1
Nn)(2r,Hj, fi) +O(log
+ rT (rσ, fi))
≤ n
q − s+ 1
q∑
i=1
T (rσ, fi) (by Lemma 2.2)
+pT (2r, fi) +O(log
+ rT (rσ, fi)).
This implies that
(p− n− 1)
q∑
i=1
T (rσ, fi) ≤ qn
q − s+ 1
q∑
i=1
T (rσ, fi) + p
q∑
i=1
T (2r, fi)
+O(
q∑
i=1
log+ rT (rσ, fi)),
so that(
1− qn
(p− n− 1)(q − s+ 1) + o(1)
) q∑
i=1
T (rσ, fi) ≤ p
p− n− 1
q∑
i=1
T (2r, fi),
m→∞. In view of the logarithmic convex of ∑qi=1 T (r, fi), we have
q∑
i=1
T (rσ, fi) ≥ σ log r
log 2r
q∑
i=1
T (2r, fi) + (1− σ)
q∑
i=1
T (1, fi).
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It is easy to see that
σ
(
1− qn
(p− n− 1)(q − s+ 1)
)
≤ p
p− n− 1 ,
which reduces
p− p
σ
≤ qn
q − s+ 1 + n + 1.
A contradiction is derived. 
The proof of Theorem 1.5 is similar to that of Theorem 1.3. We would like to
leave it to the reader.
4. Proofs of Theorems 1.2 and 1.4
Let f1, f2 : C→ Pn(C) be two holomorphic curves with reduced representations
f1, f2. Let H1, H2, ..., Hp (or a1, a2, ..., ap) be p(> 2n) hyperplanes in Pn(C) located
in general position. Suppose that f1 6≡ f2. By changing indices if necessary, we
may assume that
〈f1, a1〉
〈f2, a1〉 ≡
〈f1, a2〉
〈f2, a2〉 ≡ ... ≡
〈f1, aς1〉
〈f2, aς1〉︸ ︷︷ ︸
group 1
6≡ 〈f1, aς1+1〉〈f2, aς1+1〉
≡ ... ≡ 〈f1, aς2〉〈f2, aς2〉︸ ︷︷ ︸
group 2
6≡ ... 6≡ 〈f1, aςu−1+1〉〈f2, aςu−1+1〉
≡ ... ≡ 〈f1, aςu〉〈f2, aςu〉︸ ︷︷ ︸
group u
,
where ςu = p. Since f1 6≡ f2, there exist at most n elements in every group.
We define the map σ : {1, 2, ..., p} → {1, 2, ..., p} by
σ(i) =
{
i+ n, if i ≤ p− n;
i+ n− p, if i > p− n.
It is easy to see that σ is bijective and |σ(i) − i| ≥ n (note that p > 2n). Hence
〈f1,ai〉
〈f2,ai〉 and
〈f1,aσ(i)〉
〈f2,aσ(i)〉 belong to distinct groups, so that
Pi = 〈f1, ai〉〈f2, aσ(i)〉 − 〈f2, ai〉〈f1, aσ(i)〉 6≡ 0 for i = 1, 2, ..., p.
Proof of Theorem 1.2. Suppose f 6≡ g and set f1 := f and f2 := g. So for
i = 1, 2, ..., 2n+ 3, Pi 6≡ 0. For z = reiθ, assume that f1 and f2 satisfy
i) min{ν〈f1,aj〉, 1} = min{ν〈f2,aj〉, 1} on B(z, ε|z|) for j = 1, 2, ..., 2n+ 3;
ii) f1 = f2 on B(z, ε|z|) ∩
⋃2n+3
j=1 f
−1(Hj).
Below we use the notations δ, κ and Zδ = Zδ(θ) in the proof of Theorem 1.1 with
the same meanings.
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Lemma 4.1. We have(
1 +
n+ 2
2n
) 2∑
l=1
SZδ(r, fl) ≤
(
2 +
1
2n
) 2∑
l=1
RZδ(r, fl)
+
(
2 +
1
2n
) 2n+3∑
j=1
2∑
l=1
C
n)
Zδ(κr;Hj, fl) +O(1)(4.1)
+
(
2 +
1
2n
)
κ−4ω − 1
rω log κ−1
2n+3∑
j=1
2∑
l=1
NZδ(κr,Hj, fl).
Proof. By the assumptions, we have, for i = 1, 2, ..., 2n+ 3,
νPi(z0) ≥ min{ν〈f1,ai〉(z0), ν〈f2,ai〉(z0)}
+ min{ν〈f1,aσ(i)〉(z0), ν〈f2,aσ(i)〉(z0)}+
2n+3∑
j=1
j 6=i,σ(i)
ν
1)
〈fl,aj〉(z0)
for z0 ∈ B(z, ε|z|) and l = 1, 2. Note that
min{a, b} ≥ min{a, n}+min{b, n} − n
for any positive integers a and b. Hence,
νPi(z0) ≥
∑
j=i,σ(i)
(min{ν〈f1,aj〉(z0), n}+min{ν〈f2,aj〉(z0), n}
−nmin{ν〈fl,aj〉(z0), 1}) +
2n+3∑
j=1
j 6=i,σ(i)
ν
1)
〈fl,aj〉(z0).
It follows that
2n+3∑
j=1
j 6=i,σ(i)
C
1)
Zδ(κ
2r, r;Hj, fl) +
∑
j=i,σ(i)
(
2∑
l′=1
C
n)
Zδ(κ
2r, r;Hj, fl′)− nC1)Zδ(κ2r, r;Hj, fl)
)
(4.2) ≤ CZδ(κ2r, r; 0, Pi).
On the other hand, it is easy to see that
CZδ(κ
2r, r; 0, Pi) ≤ CZδ(r; 0, Pi) ≤ SZδ(r, f1) + SZδ(r, f2) +O(1).(4.3)
Combining (4.2) and (4.3) implies
2n+3∑
j=1
j 6=i,σ(i)
C
1)
Zδ(κ
2r, r;Hj, fl) +
∑
j=i,σ(i)
(
2∑
l′=1
C
n)
Zδ(κ
2r, r;Hj, fl′)− nC1)Zδ(κ2r, r;Hj, fl)
)
≤ CZδ(κ2r, r; 0, Pi) ≤
2∑
l′=1
SZδ(r, fl′) +O(1).
HOLOMORPHIC CURVES 17
Taking summation of the above inequality over 1 ≤ i ≤ 2n + 3 and noting that σ
is bijective, we have
(2n+ 1)
2n+3∑
j=1
C
1)
Zδ(κ
2r, r;Hj, fl)
+2
2n+3∑
j=1
(
2∑
l′=1
C
n)
Zδ(κ
2r, r;Hj, fl′)− nC1)Zδ(κ2r, r;Hj, fl)
)
≤ (2n+ 3)
2∑
l′=1
SZδ(r, fl′) +O(1)
so that
2n+3∑
j=1
C
1)
Zδ(κ
2r, r;Hj, fl) + 2
2n+3∑
j=1
2∑
l′=1
C
n)
Zδ(κ
2r, r;Hj, fl′)
≤ (2n+ 3)
2∑
l′=1
SZδ(r, fl′) +O(1)
for l = 1, 2. Therefore, by noting that C
1)
Zδ(κ
2r, r;Hj, fl) ≥ 1nCn)Zδ(κ2r, r;Hj, fl), we
have(
2 +
1
2n
) 2n+3∑
j=1
2∑
l=1
C
n)
Zδ(κ
2r, r;Hj, fl) ≤ (2n+ 3)
2∑
l=1
SZδ(r, fl) +O(1).
From Theorem 2.1, it follows that(
2 +
1
2n
)
(n+ 2)
2∑
l=1
SZδ(r, fl)
≤
(
2 +
1
2n
) 2n+3∑
j=1
2∑
l=1
(C
n)
Zδ(κ
2r, r;Hj, fl) + C
n)
Zδ(κ
2r;Hj, fl))
+
(
2 +
1
2n
) 2n+3∑
j=1
2∑
l=1
κ2ω(κ−4ω − 1)
rω
nZδ(κ
2r,Hj, fl)
+
(
2 +
1
2n
) 2∑
l=1
RZδ(r, fl)
≤ (2n+ 3)
2∑
l=1
SZδ(r, fl) +
(
2 +
1
2n
) 2∑
l=1
RZδ(r, fl)
+
(
2 +
1
2n
) 2n+3∑
j=1
2∑
l=1
C
n)
Zδ(κr;Hj, fl) +O(1)
+
(
2 +
1
2n
)
κ−4ω − 1
rω log κ−1
2n+3∑
j=1
2∑
l=1
NZδ(κr,Hj , fl).
This implies immediately (4.1). 
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Then the proof of Theorem 1.2 can be completed in terms of (4.1) together with
the methods in the proof of Theorem 1.1. 
Proof of Theorem 1.4. Suppose f 6≡ g and set f1 := f and f2 := g. Take r′m in
[rm/2, rm] outside the exceptional set in Cartan’s second main theorem for f1 and
f2. Below we always take r = r
′
m.
Note that Pi 6≡ 0 for i = 1, 2, ..., 2n+ 3. Similar to (4.2) and (4.3), we have, for
l = 1, 2,
2n+3∑
j=1
j 6=i,σ(i)
(N1)(rσ, Hj, fl)−N1)(2r,Hj, fl))
+
∑
j=i,σ(i)
2∑
l′=1
(Nn)(rσ, Hj, fl′)−Nn)(2r,Hj, fl′))
−n
∑
j=i,σ(i)
(N1)(rσ, Hj, fl)−N1)(2r,Hj, fl)) ≤ N(rσ, 0, Pi) ≤ T (rσ) +O(1).
Taking summation of the above inequality over 1 ≤ i ≤ 2n + 3 and noting that σ
is bijective, we have
2n+3∑
j=1
(N1)(rσ, Hj, fl)−N1)(2r,Hj, fl))
+2
2n+3∑
j=1
2∑
l′=1
(Nn)(rσ, Hj, fl′)−Nn)(2r,Hj, fl′)) ≤ (2n + 3)T (rσ) +O(1)
for l = 1, 2. Hence,
(2 +
1
2n
)
2n+3∑
j=1
2∑
l=1
Nn)(rσ, Hj, fl) ≤ (2n+ 3)T (rσ)
+
1
2
2n+3∑
j=1
2∑
l=1
N1)(2r,Hj, fl) + 2
2n+3∑
j=1
2∑
l=1
Nn)(2r,Hj, fl) +O(1)
≤ (2n+ 3)T (rσ) + 5
2
(2n+ 3)T (2r) +O(1).
By Cartan’s second main theorem, we have
(2 +
1
2n
)(n+ 2)T (rσ) ≤ (2n+ 3)T (rσ) + 5
2
(2n+ 3)T (2r) +O(log+ rT (rσ)).
Note that T (rσ) ≥ σ log r
log 2r
T (2r) + (1− σ)T (1). It implies that
σ(
3
2
+
1
n
) ≤ 5n + 15
2
and a contradiction is derived. 
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5. Proofs of Theorems 1.7, 1.9 and 1.10
To prove Theorems 1.7, 1.9 and 1.10, we need some preparations.
Let G be a torsion free abelian group and A = (a1, a2, ..., aq) be a q-tuple of
elements ai in G. Let q ≥ r > s > 1. We say that the q-tuple A has the property
(Pr,s) if any r elements al(1), al(2), ..., al(r) in A satisfy the condition that for any
given i1, i2, ..., is (1 ≤ i1 < i2 < ... < is ≤ r), there exist j1, j2, ..., js (1 ≤ j1 <
j2 < ... < js ≤ r) with {i1, i2, ..., is} 6= {j1, j2, ..., js} such that al(i1)al(i2) · · · al(is) =
al(j1)al(j2) · · · al(js). The following lemma can be found in [13].
Lemma 5.1. Let G be a torsion free abelian group and A = (a1, a2, ..., aq) be
a q-tuple of elements ai in G. If A has the property (Pr,s) for some r, s with
q ≥ r > s > 1, then there exist i1, i2, ..., iq−r+2 with 1 ≤ i1 < i2 < ... < iq−r+2 ≤ q
such that ai1 = ai2 = ... = aiq−r+2.
We note that second main theorem holds for all r > 1 except for a set of r with
finite linear measure. In the proofs of Theorems 1.7, 1.9 and 1.10, we use varied
second main theorems finite times, which causes an exceptional set of r with finite
linear measure. We shall avoid this set in the proof.
Proof of Theorem 1.7. Suppose f 6≡ g and set f1 := f and f2 := g. So Pi 6≡ 0
for i = 1, 2, ..., 2n+ 2.
Assume that f1 and f2 satisfy
i) min{ν〈f1,aj〉, n+ 1} = min{ν〈f2,aj〉, n+ 1} on B(z, ε|z|) for j = 1, 2, ..., 2n+ 2;
ii) f1 = f2 on B(z, ε|z|) ∩
⋃2n+2
j=1 f
−1(Hj).
We can establish the following inequality, whose proof we invite the reader to
complete: For z = reiθ, l = 1, 2 and i = 1, 2, ..., 2n+2, by using the same notations
δ, κ and Zδ = Zδ(θ) as in the proof of Theorem 1.1, we have
2n+2∑
j=1
j 6=i,σ(i)
C
1)
Zδ(κ
2r, r;Hj, fl) +
∑
j=i,σ(i)
C
n+1)
Zδ (κ
2r, r;Hj, fl)
≤ CZδ(κ2r, r; 0, Pi) ≤
2∑
l′=1
SZδ(r, fl′) +O(1).(5.1)
Summing-up the above inequality over 1 ≤ i ≤ 2n + 2 and noting that σ is
bijective, we obtain
2n
2n+2∑
j=1
C
1)
Zδ(κ
2r, r;Hj, fl) + 2
2n+2∑
j=1
C
n+1)
Zδ (κ
2r, r;Hj, fl)
≤ (2n+ 2)
2∑
l′=1
SZδ(r, fl′) +O(1), l = 1, 2.
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By noting that C
1)
Zδ(κ
2r, r;Hj, fl) ≥ 1nCn)Zδ(κ2r, r;Hj, fl), we have, for l = 1, 2,
4
2n+2∑
j=1
C
n)
Zδ(κ
2r, r;Hj, fl) + 2
2n+2∑
j=1
(C
n+1)
Zδ (κ
2r, r;Hj, fl)− Cn)Zδ(κ2r, r;Hj, fl))
= 4
2n+2∑
j=1
C
n)
Zδ(κ
2r, r;Hj, fl) + 2
2n+2∑
j=1
C
1)
Zδ,>n(κ
2r, r;Hj, fl)
≤ (2n+ 2)
2∑
l′=1
SZδ(r, fl′) +O(1),
where C
1)
Zδ,>n(κ
2r, r;Hj, fl) is the counting function in which we only consider the
zeros of 〈fl, aj〉 with multiplicity > n.
Using Theorem 2.1 yields
(4n+ 4)
2∑
l=1
SZδ(r, fl) + 2
2∑
l=1
2n+2∑
j=1
C
1)
Zδ,>n(κ
2r, r;Hj, fl)
≤ (4n+ 4)
2∑
l=1
SZδ(r, fl) + 4
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl)
+4
κ−4ω − 1
rω log κ−1
2n+2∑
j=1
2∑
l=1
NZδ(κr,Hj, fl) + 4
2∑
l=1
RZδ(r, fl) +O(1).(5.2)
For simplicity, we set N1 :=
κ−4ω−1
rω log κ−1
∑2
l=1
∑2n+2
j=1 NZδ(κr,Hj, fl). It implies that
2∑
l=1
2n+2∑
j=1
C
1)
Zδ,>n(κ
2r, r;Hj, fl) ≤ 2
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl) + 2N1
+2
2∑
l=1
RZδ(r, fl) +O(1).(5.3)
Assume that f1 = (f10, f11, ..., f1n) and f2 = (f20, f21, ..., f2n) are the reduced
representations of f1 and f2, respectively.
Denote byM∗ the abelian multiplicative group of all nonzero meromorphic func-
tions on C and C∗ = C \ {0}. Then the multiplicative group M∗/C∗ is a torsion
free abelian group.
Step 1. In this step, we will show what has the property (Pr,s).
Define hi =
〈f1,ai〉
〈f2,ai〉 , i = 1, 2, ..., 2n + 2. Although each hi is dependent on the
choice of reduced representations of f1 and f2, the ratio hp/hq = 〈f1, ap〉/〈f2, ap〉 ·
〈f2, aq〉/〈f1, aq〉 is uniquely determined independent of any choice of reduced repre-
sentations of f1 and f2. By the definition, we have
n∑
m=0
aimf1m − hi
n∑
m=0
aimf2m = 0 (i = 1, 2, ..., 2n+ 2).
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Therefore
det(ai0, ai1, ..., ain, ai0hi, ai1hi, ..., ainhi; 1 ≤ i ≤ 2n+ 2) = 0.
Let I be the set of all combinations I = {i1, i2, ..., in+1} with 1 ≤ i1 < i2 < ... <
in+1 ≤ 2n+ 2 of indices 1, 2, ..., 2n+ 2. For any I = {i1, i2, ..., in+1} ∈ I, define
hI := hi1hi2 · · ·hin+1
and
AI := (−1)(n+1)(n+2)/2+i1+i2+...+in+1det(airl; 1 ≤ r ≤ n+ 1, 0 ≤ l ≤ n)
× det(ajsl; 1 ≤ s ≤ n + 1, 0 ≤ l ≤ n),
where J = {j1, j2, ..., jn+1} ∈ I such that I ∪ J = {1, 2, ..., 2n+ 2}. Then we have∑
I∈I
AIhI = 0,
where AI 6= 0 and AI/AJ ∈ C∗ for any I, J ∈ I.
Now we show that, for each I ∈ I, there exists J ∈ I with I 6= J such that
hI
hJ
∈ C∗.
Let I0 = I. Denote by τ the minimal number satisfying the following:
There exist τ elements I1, I2, ..., Iτ ∈ I \I0 and τ nonzero constants bi such that
hI0 =
∑τ
i=1 bihIi. Let b0 = −1. Then
τ∑
i=0
bihIi = 0.(5.4)
Since hI0 6≡ 0 and by the minimality of τ , it follows that the family {hI1, hI2, ..., hIτ}
is linearly independent over C.
Now it suffices to show that τ = 1. Assume that τ ≥ 2.
Set I =
⋂τ
i=0 Ii, I
′
i = Ii\I 6= ∅ (0 ≤ i ≤ τ) and I˜ =
⋃τ
i=0 I
′
i, I
′ =
⋂τ
i=1 I
′
i,
I ′′i = I
′
i\I ′ 6= ∅ (1 ≤ i ≤ τ). We have
hI′0
hI′
=
τ∑
i=1
bihI′′i .(5.5)
For τ ≥ 2, we can construct a holomorphic curve h : C → Pτ−1(C) with a
reduced representation
h =
(
b1h˜hI′′1 , b2h˜hI′′2 , ..., bτ h˜hI′′τ
)
,
where h˜ is holomorphic on C such that (b1h˜hI′′1 , b2h˜hI′′2 , ..., bτ h˜hI′′τ ) becomes a re-
duced representation. We have νh˜ =
∑
i∈⋃1≤j≤τ I′′j ν
∞
hi
.
It is easy to see that the holomorphic curve h is linearly non-degenerate over
C by (5.4). Consider the hyperplanes H˜i = {wi = 0}, i = 1, 2, ..., τ , and H˜τ+1 =
{w1 + w2 + ...+ wτ = 0}. We have
ν〈h,a˜i〉 = νh˜hI′′
i
i = 1, 2, ..., τ,
and
ν〈h,a˜τ+1〉 = ν
h˜
h
I′
0
h
I′
22 ZHENG AND YAN
by (5.5).
Now, we estimate ν
1)
h˜hI′′
i
and ν
1)
h˜
h
I′
0
h
I′
.
Define I ′′ =
⋃τ
i=1 I
′′
i . Then
ν
1)
h˜hI′′
i
= ν
1)
hI′′
i
+ ν
1)
1
h
I′′\I′′
i
and ν
1)
h˜
h
I′
0
h
I′
= ν
1)
hI′0
+ ν
1)
1
h
(I′′
⋃
I′)\I′0
.
For each J ⊂ {1, 2, ..., 2n + 2}, put Jc = {1, 2, ..., 2n + 2}\J . It is easy to see
that
I ′′i ⊂ Ii and I ′′\I ′′i ⊂ Ici (1 ≤ i ≤ τ),
I ′0 ⊂ I0 and (I ′′ ∪ I ′)\I ′0 = I˜\(I0\I) = (I˜ ∪ I)\I0 ⊂ Ic0.
Hence
ν
1)
h˜hI′′
i
≤ ν1)hIi (r) + ν
1)
1
hIc
i
and ν
1)
h˜
h
I′
0
hI′
≤ ν1)hI0 + ν
1)
1
hIc
0
.
Now we consider the zeros and poles of hi. If z ∈ B(z, ε|z|) is a zero(a pole) of
hi, then ν〈f1,ai〉(z) 6= ν〈f2,ai〉(z). Hence ν〈fl,ai〉(z) > n. It follows from (5.3) that
C
1)
Zδ(κ
2r, r; 0, h˜hI′′i ) ≤ C
1)
Zδ(κ
2r, r; 0, hIi) + C
1)
Zδ(κ
2r, r;∞, hIci )
≤
2∑
l=1
2n+2∑
j=1
C
1)
Zδ,>n(κ
2r, r;Hj, fl)
≤ 2
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl) + 2N1 + 2
2∑
l=1
RZδ(r, fl) +O(1)(5.6)
and
C
1)
Zδ(κ
2r, r; 0, h˜
hI′0
hI′
) ≤ C1)Zδ(κ2r, r; 0, hI0) + C
1)
Zδ(κ
2r, r;∞, hIc0)
≤
2∑
l=1
2n+2∑
j=1
C
1)
Zδ,>n(κ
2r, r;Hj, fl)
≤ 2
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl) + 2N1 + 2
2∑
l=1
RZδ(r, fl) +O(1).(5.7)
Using Theorem 2.1 for h and {H˜i}τ+1i=1 deduces that
SZδ(r, h) ≤
τ+1∑
i=1
C
τ−1)
Zδ (r; H˜i, h) +RZδ(r, h)
≤ (τ − 1)
τ∑
i=1
C
1)
Zδ(κ
2r, r; 0, h˜hI′′i ) + (τ − 1)C
1)
Zδ(κ
2r, r; 0, h˜
hI′0
hI′
)
+
τ+1∑
i=1
C
τ−1)
Zδ (κr; H˜i, h) +
κ−4ω − 1
rω log κ−1
τ+1∑
i=1
NZδ(κr, H˜i, h) +RZδ(r, h)
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≤ 2(τ 2 − 1)
(
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl) +N1 +
2∑
l=1
RZδ(r, fl)
)
+O(1)
+
τ+1∑
i=1
C
τ−1)
Zδ (κr; H˜i, h) +
κ−4ω − 1
rω log κ−1
τ+1∑
i=1
NZδ(κr, H˜i, h) +RZδ(r, h).(5.8)
On the other hand, we have
SZδ(r, h) ≥ SZδ
(
r,
〈h, a˜1〉
〈h, a˜2〉
)
+O(1) = SZδ
(
r,
hI′′1
hI′′2
)
+O(1)
= SZδ
(
r,
hI1
hI2
)
+O(1) ≥ C1)Zδ(r; 1,
hI1
hI2
) +O(1),
SZδ(r, h) ≥ SZδ
(
r,
〈h, a˜2〉
〈h, a˜τ+1〉
)
+O(1) = SZδ
(
r,
hI′′2
hI′′0
)
+O(1)
= SZδ
(
r,
hI2
hI0
)
+O(1) ≥ C1)Zδ(r; 1,
hI2
hI0
) +O(1)
and
SZδ(r, h) ≥ SZδ
(
r,
〈h, a˜τ+1〉
〈h, a˜1〉
)
+O(1) = SZδ
(
r,
hI′′0
hI′′1
)
+O(1)
= SZδ
(
r,
hI0
hI1
)
+O(1) ≥ C1)Zδ(r; 1,
hI0
hI1
) +O(1).
Since f1 = f2 on B(z, ε|z|) ∩
⋃2n+2
j=1 f
−1(Hj). That is to say,
hI
hJ
= 1 on the set
B(z, ε|z|) ∩⋃j∈((I∪J)\(I∩J))c f−1(Hj). By
((I1∪I2)\(I1∩I2))c∪ ((I2∪I0)\(I2∩I0))c∪ ((I0∪I1)\(I0∩I1))c = {1, 2, ..., 2n+2},
it implies that
3SZδ(r, h) ≥ C1)Zδ(r; 1,
hI1
hI2
) + C
1)
Zδ(r; 1,
hI2
hI0
) + C
1)
Zδ(r; 1,
hI0
hI1
) +O(1)
≥
2n+2∑
j=1
C
1)
Zδ(κ
2r, r;Hj, fl) +O(1)
≥ 1
n
2n+2∑
j=1
C
n)
Zδ(κ
2r, r;Hj, fl) +O(1), l = 1, 2.(5.9)
Using Theorem 2.1 again, we have
n + 1
n
2∑
l=1
SZδ(r, fl) ≤
1
n
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κ
2r, r;Hj, fl) +
1
n
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κ
2r;Hj, fl)
+
1
n
N1 +
1
n
2∑
l=1
RZδ(r, fl).(5.10)
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Combining (5.9) and (5.10) yields
n+ 1
n
2∑
l=1
SZδ(r, fl) ≤ 6SZδ(r, h) +
1
n
2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl)
+
1
n
N1 +
1
n
2∑
l=1
RZδ(r, fl).(5.11)
From (5.8) and (5.11), it follows that
n+ 1
6n
2∑
l=1
SZδ(r, fl)
≤
(
2(τ 2 − 1) + 1
6n
)( 2∑
l=1
2n+2∑
j=1
C
n)
Zδ(κr;Hj, fl) +N1 +
2∑
l=1
RZδ(r, fl)
)
(5.12)
+
τ+1∑
i=1
C
τ−1)
Zδ (κr; H˜i, h) +
κ−4ω − 1
rω log κ−1
τ+1∑
i=1
NZδ(κr, H˜i, h) +RZδ(r, h).
In order to treat terms C
τ−1)
Zδ (κr; H˜i, h), NZδ(κr, H˜i, h) and RZδ(r, h), we need
to compare T (r, h) with T (r) =
∑2
l=1 T (r, fl). Similar to (5.6) and (5.7), we have
N1)(r, 0, h˜hI′′i ) ≤ N1)(r, 0, hIi) +N1)(r,∞, hIci )
≤
2n+2∑
j=1
N1)(r,Hj, f1) +
2n+2∑
j=1
N1)(r,Hj, f2) ≤ (2n+ 2)T (r) +O(1)
and
N1)(r, 0, h˜
hI′0
hI′
) ≤ N1)(r, 0, hI0) +N1)(r,∞, hIc0)
≤
2n+2∑
j=1
N1)(r,Hj, f1) +
2n+2∑
j=1
N1)(r,Hj, f2) ≤ (2n+ 2)T (r) +O(1).
Using Cartan’s second main theorem for h and {H˜j}τ+1j=1 , we have
T (r, h) ≤ (τ − 1)
τ∑
i=1
N1)(r, 0, h˜hI′′i ) + (τ − 1)N1)(r, 0, h˜
hI′0
hI′
) + o(T (r, h))
≤ (τ 2 − 1)(2n+ 2)T (r) + o(T (r, h)).
Hence, for r big enough,
T (r, h) ≤ 2(τ 2 − 1)(2n+ 2)T (r).(5.13)
Thus, by Lemma 2.1 and (5.13), we have
C
τ−1)
Zδ (κr; H˜i, h) ≤
2ω
κω
T (κr, h)
rω
+ ω2
∫ κr
1
T (t, h)
tω+1
dt+O(1)
≤ 2(τ 2 − 1)(2n+ 2)
(
2ω
κω
T (κr)
rω
+ ω2
∫ κr
1
T (t)
tω+1
dt
)
+O(1),
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NZδ(κr, H˜i, h) < eκ
sT (r, h) ≤ 2(τ 2 − 1)(2n+ 2)eκsT (r)
and
RZδ(r, h) ≤ Kω(log+ T (r, h) + log+ r + 1) ≤ K ′ω(log+ T (r) + log+ r + 1).
Repeating the similar argument in the proof of Theorem 1.1, we can find a se-
quence {zm} such that if the conditions in Theorem 1.7 holds forX = B({zm}; {εm}),
then we can derive a contradiction from (5.12).
Hence τ = 1, i.e.,
hI0
hI1
= b1 ∈ C∗. We have proved that, for each I ∈ I, there is
J ∈ I \ {I} such that hI/hJ ∈ C∗. We conclude that the family {[h1], [h2], ..., [hq]}
has the property (P2n+2,n+1) in the torsion free abelian group M∗/C∗ by the defi-
nition.
Step 2. By Lemma 5.1, there exist 2 elements, we may assume that they are
[h1] and [h2], such that [h1] = [h2]. Then
h1
h2
∈ C∗, i.e., 〈f1,a1〉〈f2,a1〉 = c
〈f1,a2〉
〈f2,a2〉 , where
c ∈ C∗.
If n = 1, we hold Theorem 1.9.
For n ≥ 2, c = 1 by f1 = f2 on X ∩
⋃2n+2
j=1 f
−1(Hj).
According to the choices of {rm}, {δm}, {κm}, {ωm} and {km}, we have
2∑
l=1
2n+2∑
j=1
C
n)
Zkmδm
(κmrm;Hj, fl) = o(1)
T (rm)
rωmm
,(5.14)
κ−4ωmm − 1
rωmm log κ
−1
m
2∑
l=1
2n+2∑
j=1
NZkmδm
(κmrm, Hj, fl) = o(1)
T (rm)
rωmm
,(5.15)
2∑
l=1
RZkmδm
(rm, fl) = o(1)
T (rm)
rωmm
(5.16)
and
2∑
l=1
SZkmδm
(rm, fl) ≥
√
2
10
T (rm)
rωmm
.(5.17)
Hence, by (5.3),
2∑
l=1
2n+2∑
j=1
C
1)
Zkmδm ,>n
(κ2mrm, rm;Hj, fl) = o(1)
T (rm)
rωmm
,
i.e.,
C
1)
Zkmδm ,>n
(κ2mrm, rm;Hj, fl) = o(1)
T (rm)
rωmm
(5.18)
for l = 1, 2 and j = 1, 2, ..., 2n + 2. According to Si’s method, in view of (5.14),
(5.15), (5.16) and (5.18), the both sides of (5.2) are equal up to o(1)T (rm)
rωmm
. That
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means those inequalities used to derive (5.2) become equalities up to o(1)T (rm)
rωmm
.
Hence, we have the following equations:
nC
1)
Zkmδm
(κ2mrm, rm;Hj, fl) = C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
,(5.19)
(n + 1)SZkmδm
(rm, fl) =
2n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
(5.20)
and
2n+2∑
j=1
j 6=i,σ(i)
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) +
∑
j=i,σ(i)
C
n+1)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
= CZkmδm
(κ2mrm, rm; 0, Pi) =
2∑
l′=1
SZkmδm
(rm, fl′) + o(1)
T (rm)
rωmm
,(5.21)
where l = 1, 2 and i, j = 1, 2, ..., 2n+ 2. Therefore in view of (5.18), we have
CZkmδm
(κ2mrm, rm;Hj, fl) = C
n+1)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
= C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
(5.22)
for l = 1, 2 and j = 1, 2, ..., 2n+ 2. Combining (5.20) and (5.22) yields
(n+ 1)SZkmδm
(rm, f1) =
2n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hj, f1) + o(1)
T (rm)
rωmm
=
2n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hj, f2) + o(1)
T (rm)
rωmm
= (n+ 1)SZkmδm
(rm, f2) + o(1)
T (rm)
rωmm
,
i.e.,
SZkmδm
(rm, f1) = SZkmδm
(rm, f2) + o(1)
T (rm)
rωmm
.(5.23)
It follows from (5.19), (5.20), (5.21) and (5.22) that
1
n
2n+2∑
j=1
j 6=i,σ(i)
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) +
∑
j=i,σ(i)
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
=
2∑
l′=1
SZkmδm
(rm, fl′) + o(1)
T (rm)
rωmm
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and
1
n
2n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) +
n− 1
n
∑
j=i,σ(i)
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl)
=
n + 1
n
SZkmδm
(rm, fl) +
n− 1
n
∑
j=i,σ(i)
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
.
Combining the above two equations and (5.23), we obtain, for l = 1, 2,
SZkmδm
(rm, fl) =
∑
j=i,σ(i)
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
.(5.24)
By h1 ≡ h2, we have, for i = 1, 2,
ν〈f1,ai〉(z) = ν〈f2,ai〉(z), z ∈ B({zm}; {εm})
and 〈f1, a1〉 = 〈f1,a2〉〈f2,a2〉〈f2, a1〉, where
〈f1,a2〉
〈f2,a2〉 has no zeros and poles on B({zm}; {εm}).
Now, we consider
P1 = 〈f1, a1〉〈f2, an+1〉 − 〈f1, an+1〉〈f2, a1〉
= 〈f2, a1〉
(〈f1, a2〉
〈f2, a2〉〈f2, an+1〉 − 〈f1, an+1〉
)
= 〈f1, a1〉
(
〈f2, an+1〉 − 〈f2, a2〉〈f1, a2〉〈f1, an+1〉
)
.
By the assumptions,
CZkmδm
(κ2mrm, rm; 0, P1)
≥
2n+2∑
j=1
j 6=n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) + CZkmδm
(κ2mrm, rm;H1, fl)
+C
n+1)
Zkmδm
(κ2mrm, rm;Hn+1, fl)
=
2n+2∑
j=1
j 6=n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) + CZkmδm
(κ2mrm, rm;H1, fl)
+CZkmδm
(κ2mrm, rm;Hn+1, fl) + o(1)
T (rm)
rωmm
.(5.25)
By (5.21), (5.22) and (5.25), we have
2n+2∑
j=1
j 6=1,n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) +
∑
j=1,n+1
CZkmδm
(κ2mrm, rm;Hj, fl)
≥
2n+2∑
j=1
j 6=n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) +
∑
j=1,n+1
CZkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
,
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i.e.,
C
1)
Zkmδm
(κ2mrm, rm;H1, fl) = o(1)
T (rm)
rωmm
, l = 1, 2.(5.26)
From (5.24) and (5.26), it follows that
SZkmδm
(rm, fl) = C
n)
Zkmδm
(κ2mrm, rm;Hn+1, fl) + o(1)
T (rm)
rωmm
, l = 1, 2.(5.27)
Set Qi = 〈f1, ai〉〈f2, an+1〉− 〈f1, an+1〉〈f2, ai〉 and put Q = {1 ≤ i ≤ 2n+2 : Qi 6≡
0}. Suppose that ♯Q ≥ n+2. Take n+2 elements ofQ, written as ij(1 ≤ j ≤ n+2).
By Qij 6≡ 0, we have
2∑
l′=1
SZkmδm
(rm, fl′) +O(1) ≥ CZkmδm (κ
2
mrm, rm; 0, Qij)
≥ Cn+1)Zkmδm (κ
2
mrm, rm;Hij , fl) + C
n+1)
Zkmδm
(κ2mrm, rm;Hn+1, fl)
+
2n+2∑
j=1
j 6=ij ,n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl)
= C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) + C
n)
Zkmδm
(κ2mrm, rm;Hn+1, fl) (by (5.22))
+
2n+2∑
j=1
j 6=ij ,n+1
C
1)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
=
n− 1
n
C
n)
Zkmδm
(κ2mrm, rm;Hn+1, fl) +
n− 1
n
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl)
+
1
n
2n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hj, fl) + o(1)
T (rm)
rωmm
(by (5.19))
=
n− 1
n
SZkmδm
(rm, fl) +
n− 1
n
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) (by (5.27))
+
n+ 1
n
SZkmδm
(rm, fl) + o(1)
T (rm)
rωmm
(by (5.20))
= 2SZkmδm
(rm, fl) +
n− 1
n
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) + o(1)
T (rm)
rωmm
=
2∑
l=1
SZkmδm
(rm, fl) +
n− 1
n
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) + o(1)
T (rm)
rωmm
. (by (5.23))
Thus,
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) = o(1)
T (rm)
rωmm
, l = 1, 2.(5.28)
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Using Theorem 2.1 for {Hij}n+2j=1 , we have, by (5.14), (5.15), (5.16) and (5.28),
2∑
l=1
SZkmδm
(rm, fl) ≤
2∑
l=1
n+2∑
j=1
C
n)
Zkmδm
(κ2mrm, rm;Hij , fl) + o(1)
T (rm)
rωmm
= o(1)
T (rm)
rωmm
.
This implies that
√
2
10
T (rm)
rωmm
≤ o(1)T (rm)
rωmm
(m → ∞) by (5.17), a contradiction is
derived. Hence ♯Q ≤ n+ 1, which is contradict to f 6≡ g. 
Remark. The proof of Theorem 1.8 is similar to that of Theorem 1.7 if one note
that
T (erm) ≥ rm
log 2rm
T (2rm) + (1− rm
log 2rm
)T (1),
i.e., T (2rm) = o(T (e
rm)).
Proof of Theorem 1.10. Suppose f 6≡ g and set f1 := f and f2 := g. Similar
to the proof of Theorem 1.3, we take r′m in [rm/2, rm] outside the exceptional set
in second main theorems used blow which only has finite linear measure. Now we
take r = r′m. Then we have∑
j=1,2
(N1)(rσ, aj, fl)−N1)(2r, aj , fl)) +
∑
j=3,4
(N2)(rσ, aj, fl)−N2)(2r, aj, fl))
≤ T (rσ) +O(1)
and∑
j=3,4
(N1)(rσ, aj, fl)−N1)(2r, aj , fl)) +
∑
j=1,2
(N2)(rσ, aj, fl)−N2)(2r, aj, fl))
≤ T (rσ) +O(1).
Summing-up the above inequalities, we obtain
2
4∑
j=1
(N1)(rσ, aj, fl)−N1)(2r, aj, fl))
+
4∑
j=1
((N2)(rσ, aj , fl)−N1)(rσ, aj , fl))− (N2)(2r, aj , fl)−N1)(2r, aj, fl)))
≤ 2T (rσ) +O(1).
We have, for l = 1, 2,
2
4∑
j=1
N1)(rσ, aj, fl) +
4∑
j=1
(N
1)
>1(r
σ, aj, fl)−N1)>1(2r, aj , fl))
≤ 2T (rσ) + 2
4∑
j=1
N1)(2r, aj , fl) +O(1),
where N
1)
>1(r
σ, aj , fl) and N
1)
>1(2r, aj , fl) are the counting functions in which we only
consider the zeros of 〈fl, aj〉 with multiplicity > 1.
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Using the second main theorem, we have
4T (rσ) +
4∑
j=1
2∑
l=1
(N
1)
>1(r
σ, aj, fl)−N1)>1(2r, aj, fl))
≤ 4T (rσ) + 8T (2r) +O(log+ rT (rσ)).
It implies that
4∑
j=1
((N
1)
>1(r
σ, aj, f1)−N1)>1(2r, aj, f1)) + (N1)>1(rσ, aj , f2)−N1)>1(2r, aj, f2)))
≤ 8T (2r) +O(log+ rT (rσ)).(5.29)
By using the same notations and repeating the same argument in the proof of
Theorem 1.7, we have that if τ ≥ 2, then the holomorphic curve h : C→ Pτ−1(C)
with a reduced representation
h =
(
b1h˜hI′′1 , b2h˜hI′′2 , ..., bτ h˜hI′′τ
)
is linearly non-degenerate over C.
Using Cartan’s second main theorem, we hold that
T (rσ, h) ≤ (τ − 1)
τ∑
i=1
N1)(rσ, 0, h˜hI′′i ) + (τ − 1)N1)(rσ, 0, h˜
hI′0
hI′
)
+ o(T (rσ, h)),(5.30)
where T (rσ, h) ≤ O(T (rσ)).
On the other hand,
N1)(rσ, 0, h˜hI′′i ) ≤ N1)(rσ, 0, hIi) +N1)(rσ, 0, 1/hIci )
and
N1)(rσ, 0, h˜
hI′0
hI′
) ≤ N1)(rσ, 0, hI0) +N1)(rσ, 0, 1/hIc0).
Now we consider the zeros and poles of hi. If z is a zero(a pole) of hi in
A({rm}, σ), then ν〈f1,ai〉(z) 6= ν〈f2,ai〉(z). Hence ν〈fl,ai〉(z) > 1.
By (5.29), we have
N1)(rσ, 0, h˜hI′′i )
≤
4∑
j=1
((N
1)
>1(r
σ, aj, f1)−N1)>1(2r, aj, f1)) + (N1)>1(rσ, aj, f2)−N1)>1(2r, aj, f2)))
+
4∑
j=1
(N1)(2r, aj, f1)−N1)(2r, aj, f2))
≤ 12T (2r) + o(T (rσ))
and
N1)(rσ, 0, h˜
hI′0
hI′
) ≤ 12T (2r) + o(T (rσ)).
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Combining with the above two inequalities and (5.30) yields
T (rσ, h) ≤ 12(τ 2 − 1)T (2r) + o(T (rσ)).(5.31)
Since f1 = f2 on A({rm}, σ) ∩
⋃4
j=1 f
−1(aj). That is to say,
hI
hJ
= 1 on the set
A({rm}, σ) ∩
⋃
j∈((I∪J)\(I∩J))c f
−1(aj). Hence,
3T (rσ, h) ≥ N1)(rσ, 0, hI1
hI2
− 1) +N1)(rσ, 0, hI2
hI0
− 1) +N1)(rσ, 0, hI0
hI1
− 1) +O(1)
≥
4∑
j=1
N1)(rσ, aj, fl)−
4∑
j=1
N1)(2r, aj, fl) +O(1), l = 1, 2.
Using the second main theorem again, we have
3T (rσ, h) + 4T (2r, fl) ≥ 3T (rσ, h) +
4∑
j=1
N1)(2r, aj , fl)
≥ 2T (rσ, fl) + o(T (rσ, fl)) l = 1, 2.
Hence,
T (rσ, h) +
2
3
T (2r) ≥ 1
3
T (rσ) + o(T (rσ)).(5.32)
In view of (5.31) and (5.32),
1
3
T (rσ) + o(T (rσ)) ≤ (12(τ 2 − 1) + 2
3
)T (2r) + o(T (rσ)).
By
T (rσ) ≥ σ log r
log 2r
T (2r) + (1− σ)T (1),
we have σ
3
≤ 12(τ 2 − 1) + 2
3
. We note that τ ≤ 5, which is contradict to σ > 866.
Hence τ = 1. Then the proof of Theorem 1.10 can be completed. 
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