ABSTRACT Existing studies have contributed immensely to link prediction by identifying different types of network communities. In this paper, a new type of network community in online social networks (OSNs) is identified using the association between network nodes. This new network community is called ''virtual community.'' Virtual communities are based on either the real/ physical relationships of users that are connected to their constituency, social, and professional activities or their virtual interactions associated with their cognitive levels, choice selection, and ideology. Users belonging to the same virtual community exhibit similar behavior in linking to nodes of common interest. These nodes, which reflect the common interest of a community, are called ''prime nodes.'' Prime nodes are linked to the prediction problem in OSN completion and are generally recommended for OSN growth. Recent studies on ranking algorithms have shown that the incompleteness of OSNs contributes to the low accuracy of ranking algorithms in identifying top spreaders. Thus, in this paper, we propose an OSN completion method based on link prediction through association between prime nodes. An experiment on predicting new links in two real big data sets of two global OSNs, namely, Facebook and Twitter, is conducted. The effectiveness of the proposed method is also validated by applying prominent ranking algorithms to the newly predicted and original networks. Results show that the accuracy rates of the ranking algorithms are improved, thereby validating the importance of the proposed method in predicting vital links.
I. INTRODUCTION
Online Online social networks (OSNs) comprise three main elements: content, Web 2.0 technologies, and user communities [1] . Millions of people use OSNs to interact with one another, create content, share information, and exchange ideas in the virtual world. The data available in OSNs can provide researchers with insights into social networks and societies; these insights have been previously unattainable in both scale and extent [2] . The interactions among users channeled through these OSNs create a huge amount of data, which are called user-generated data or social data. Social data constitute an immense source of information that spreads within each community on a global scale and reaches users, regardless of their status or location. The spread of information plays an important role in introducing new brands, promoting certain products, and achieving political goals by endorsing desired news and views [3] . The information generated by every user is not necessarily spread efficiently in OSNs; only the information generated or promoted by specific eminent users, whose followers spread it on a large scale, is spread efficiently. Such users have either already gained celebrity status before connecting to social media or achieved that status on social media because of their fascinating social activities and involvement with other members. PageRank, k-core, and centrality algorithms are used to identify these top spreaders. After being identified, the top spreaders can be handled optimistically, blocked from spreading unwanted content, or leveraged to accelerate the spread of positive or desired information. Numerous efforts have been exerted to identify top users [3] - [10] ; however, this problem has remained unsolved, mainly because not all the connections in an OSN can be completely collected given that most OSNs impose certain privacy and technical restrictions. Consequently, incomplete network data may reduce the accuracy of ranking algorithms [3] , [9] . Therefore, this study proposes a method for completing incomplete OSNs to a reliable degree before applying ranking algorithms. OSN completion using any suitable link prediction technique can help improve the accuracy of ranking algorithms. This study contributes to the existing literature by introducing a novel method for OSN.
Researchers have attempted to detect network communities [11] - [17] , proposed various definitions, and concluded that ''its elements are highly interconnected'' [18] . Progress has been achieved in terms of completing an incomplete network (i.e., an OSN) by predicting new links [18] - [25] . Link prediction is divided into two categories: network topology based and node based [18] . Link prediction approaches that use network topology are based on the fact that communities utilize different aspects of common neighbors but their main focus is on ''interconnection among nodes'' with its own significance [17] , [18] . The current study proposes the hypothesis that maximum nodes inside an OSN belong to different virtual communities, and a community member exhibits a behavior similar to that of other community members, particularly in terms of linking to prime nodes. Community formation may be induced by the direct physical and real similarities among members based on their geography, locality, and occupation as well as real-world themes in society. It may also be induced by indirect odd and virtual connections based on similar personal choices, cognitive levels, acceptance and rejection behavior, and ideology, regardless of physical, real, and geographical interactions. The identification of virtual communities in OSNs can provide researchers more insights to stimulate further discussion, inspire new ideas, and lead to alternative conclusions. In this study, virtual communities are identified and used in missing link prediction. The identified communities and predicted links are applied to improve the accuracy of existing ranking algorithms and proposed for the future growth of OSNs. A virtual community with four nodes, which represent the community members, and two prime nodes, which represent the common interests of the community members, is shown in Fig. 1. Nodes b, c, d , and e are similar and form one virtual community by connecting to their prime node f . The same community is also connected to their second prime node a except c, which according to our approach, should also connect to a while a connection between a and f exists based on the consensual definitions of the common neighbor approaches. The main differences between the definitions of previous approaches and the proposed approach are presented in Table I by using the example in Fig. 1 . The data-filling approach for an incomplete soft set (DFIS) [26] and the alternative data-filling approach for an incomplete soft set (ADFIS) [27] use the association between parameters to predict missing data in an incomplete soft set. Inspired by DFIS and ADFIS, the proposed OSN completion method uses the association between nodes in OSN community detection and link prediction. Aside from community detection, the current work includes the link prediction technique developed by Li et al. [22] . Li et al. approach relies on link prediction through information diffusion but disregard the community association factor. By contrast, the proposed method identifies the main probable reason for information diffusion and applies these methods without going into the details of diffusion. The differences and similarities of Li et al. method and the proposed method are further discussed in the related sections of discussion. The results of the proposed approach are validated using the ranking algorithm list obtained by tracking diffusion links under the real spreading dynamics of information [9] .
The main contributions of this study are as follows: a. We identify the virtual communities in OSNs whose elements exhibit similar behavior in linking to their nodes of interest (prime nodes) b. We predict new links in incomplete OSNs and network evolution in general, up to the degree of strong association between its prime nodes through virtual communities c. We validate the results of the proposed method by applying two well-known ranking algorithms, namely, PageRank and k-core, to real and large data sets, which are extracted from Facebook and Twitter, and subsequently compare their ranking accuracy rates before and after OSN completion In addition to above contributions, the validation part expands the practical application of proposed OSN completion to the improvement in the accuracy of ranking algorithms.
The remainder of this paper is organized as follows. The background of incomplete data completion by prediction through the association between parameters and the existing ranking algorithms are discussed in Section 2. The proposed method, its validation, and the data sets used are described in Section 3. The improved results after OSN data set completion are discussed in Section 4. Section 5 presents the conclusions drawn.
II. RUDIMENTARY CONCEPTS
This section discusses the background of incomplete data completion by prediction through the association between parameters [26] , [27] and the improvement of existing ranking algorithms [28] - [36] .
A. INCOMPLETE DATA COMPLETION BY PREDICTION THROUGH THE ASSOCIATION BETWEEN PARAMETERS
An initial attempt to calculate the decision values in an incomplete soft set was made by applying the weighted average method [37] . Recently, however, the same decision values were obtained, and certain rational values were simultaneously assigned to missed values by applying a less complex method of using probabilities for 1s and 0s [38] . In both weighted average [37] and probability [38] methods, the integrity of the standard soft set is damaged, and the set is converted into a fuzzy soft set. DFIS [26] and ADFIS [27] prioritizes the prediction of missing data in a soft set through the association between parameters and assigns second priority to probabilities. A soft set is a mathematical tool for efficiently handling uncertain or vague data [39] ; however, the association between parameters is not limited to uncertain data given that it also applies to actual daily life data. The association between parameters can be illustrated in the following example. Suppose four candidates are under consideration based on four parameters, as presented in the Boolean-valued information system (BIS) provided in Table II . A parameter that belongs to a candidate is represented by 1; otherwise, 0. The parameters ''young'' and ''having children'' have an inconsistent association with each other, i.e., a young candidate is more probable to be unmarried and have no children, and vice versa. By contrast, a consistent association exists between the parameters ''young'' and ''inexperienced'', i.e., a young candidate is more likely to be inexperienced, and vice versa.
In daily life, association may be a logical probability for general cases but may not hold true for every case. As shown in Table II , C 1 and C 4 are young and have no children, C 2 is old and has children, and C 3 is also old but has no children. In general, the association (consistent or inconsistent) results in over 50% accuracy because general cases are more than specific cases in all instances. We extend this association to the prediction of missing OSN nodes, as discussed in Section 3.
B. IMPROVEMENT OF RANKING ALGORITHMS FOR OSNS
Numerous studies [28] - [36] have contributed to the improvement of existing ranking algorithms by introducing new factors into these algorithms. However, most current studies have used only partial data from OSNs to test their proposed ranking algorithms. Presumably, this study is the first to propose the prediction of missing nodes to improve ranking algorithms. The prediction of some missing nodes that cannot be extracted from OSNs because of the restrictions imposed by these OSNs is assumed capable of improving the accuracy of ranking algorithms using partial network data.
III. MATERIALS AND METHODS
In this section, the prediction algorithm, ranking algorithms, and data sets used in the study are discussed. The validation of the proposed approach is also presented.
A. PRIME NODE ASSOCIATION IN AN OSN AND COMPLETION OF AN INCOMPLETE OSN
If a small network includes users a, b, c, d, e, and f , with a following all the other users in this group and b following all the other users except e, and the group is known to contain missing values, then b most probably also follows e because b is similar to a in certain characteristics (i.e., following users in the group). Thus, a consistent association exists between a and b. The steps of the method for predicting missing nodes in an OSN through association are explained in the following subsections, with each step being illustrated by an example as a proof of concept.
1) REPRESENTATION OF AN OSN AS A BIS
For association determination, an OSN should be converted into a BIS. An OSN link consists of two types of nodes: ''followee'' and ''follower'' or ''linked.'' Unique sets of nodes are selected from both the followees and followers in the group being considered and are then represented in rows and columns. A cell x with index ij is assigned a value equal to 1 if node i is connected to node j, i.e., x ij = 1; otherwise, x ij = 0.
Definitions 1 and 2 explain the connection between two nodes.
Definition 1: For two nodes x and y, if x is following y, then they are represented by xy wherein x is connected to y.
Definition 2: For two nodes x and y, if x is not following y, then they are represented by x * y wherein x is not connected to y.
Definitions 3 and 4 determine the linked nodes. Table III , both columns and rows represent all the nodes in the group (i.e. small OSN). As shown in Table III , a is connected to b, c, d, and e; therefore, x 12 = x 13 = x 14 = x 15 = 1. By contrast, a is not connected to a and f (a * a and a * f), therefore x 11 = x 16 = 0. All the other cells are assigned values using the same method.
2) INCOMPLETE OSN
Some links in the BIS-represented OSN under consideration are missing because of user privacy or OSN-imposed restrictions. If a node x is linked to n number of nodes, then its values are represented by 1 in the corresponding n cells of the BIS. Evidently, these n links are definitely the mandatory part of the OSN, and these values cannot be changed during network completion through links prediction. However, other nodes of number m may not follow the same node x; therefore, each of these nodes are unlinked nodes and the values of node x are represented by 0 in the corresponding cells of the BIS. Some or all of these m number of unlinked nodes can be added only to the followers of x to complete the network. That is, only the cells of the BIS with a value equal to 0 can be considered for connecting to node x. If the link prediction technique identifies such nodes to be the followers of node x, then the corresponding value of x in the BIS will be changed from 0 to 1. This process is further explained in the following example.
Example 2: The same group in Example 1 is used in this example. Suppose this small network is incomplete. In this case, a is followed by all the other nodes in the group except c, f , and a itself. Node a cannot follow itself (condition i = j of Definition 4); therefore, a may be followed by c and f to create a complete network. These probable missing links c * a and f * a are represented by * and targeted for prediction through association with other followee nodes.
Similarly, other cells with x ij = 0, where i = j, can be considered unknown and targeted for prediction through association column wise.
3) PREDICTION OF UNKNOWN LINKS THROUGH ASSOCIATION
Unknown links can be predicted through association by regarding the unlinked nodes of the first column of the BIS as unknown, i.e.,
In the next step, the consistency of the first column with all the other columns is calculated using
where F(x i1 ) denotes all the cell values in the first column of the BIS, F(x ik ) denotes all the cell values in all the other BIS columns, and CN 1k is the set of cells in the first column that are consistent with the correspondent cells in the other k columns.
The consistency degree is calculated using
where CD 1k is the highest consistency ratio of the first column with k-th column and U 1 is the number of known values in the first column. The latter is calculated using U 1 = |{x|F (x) = 1}|, which indicates that U 1 is the number of 1s or known values in the first column. The threshold range 1 ≥ λ > 0 is a predefined filter to select strong associations. Definition 5: Column a is consistent with column b, that is,
If CD 1k ≥ λ, then the unknown values in the first column are calculated as the corresponding values of the k-th column. Thus, if 1 ⇔ k, then the unknown values x i1 = * are
where x i1 denotes the unknown values in column 1, and x ik denotes their corresponding values in the k-th column.
We derive the following definitions of ''prime nodes'' and ''virtual community'' from the illustration of Definition 5.
Prime nodes are the nodes that represent two or more consistent columns. For example, columns 1 and 6 in Table IV are consistent with each other, and they are represented by nodes a and f, respectively; therefore, nodes a and f are called prime nodes.
Virtual community is the union set of the followers of the prime nodes. For example, nodes a and f form a set of prime nodes. In this set, the followers of a are b, d, and e (Table III) , and the followers of f are b, c, d, and e; thus, the union set of the followers of prime nodes a and f comprises b, c, d, and e, which form the virtual community with respect to prime nodes a and f .
Definition 6: Column a is non-consistent with column b, that is, a b, if CD ab < λ. If CD 1k < λ, then the unknown values are reverted to their original value of 0. Thus, if 1 k, then the unknown values x i1 = * are
After values have been assigned to the unknown values in the first column, the processes of assigning unknown values, calculating consistency and its degree, and predicting unknown values using Equations (1)- (5) Example 3: In this example, the incomplete sample OSN in Example 2 has been completed through association between nodes. Table IV presents the incomplete OSN group with the unlinked nodes of the first columns assigned to be unknown values based on Equation (1) .
The consistency of the first column with the second column can be determined using Equation (2) . No corresponding elements in columns 1 and 2 are the same; therefore, CN 12 = 0. For column 3, only its second and fourth corresponding elements are the same as those in column 1; therefore, CN 13 = 2. Similarly, CN 14 = 2, CN 14 = 0, CN 15 = 0, and CN 15 = 3. Three 1s are present in the first column; therefore, U 1 = 3. From Equation (3),
If the threshold is λ = 0.8, that is, CD 16 = 1 > λ; then column 1 is consistent with column 6.
From Definition 5 as 1 ⇔ 6 for x 31 = x 61 = * therefore, from Equation (4), x 31 = x 36 = 1 and x 61 = x 66 = 0, as highlighted in Table V.   TABLE 5 . BIS representation of an incomplete partial OSN after completion using association between nodes.
A comparison of the BIS in Table V with the initial BIS in Table III shows that the new link ca has been created during the first phase of prediction through the association between the nodes. The unknown values can be predicted using the same method for the second, third, fourth, fifth, and sixth columns.
We present the algorithm for the prediction of missing nodes through the association in Fig. (2) .
B. RANKING ALGORITHM
Researchers have proposed various algorithms to detect and rank top spreaders in OSNs. Among these, PageRank and k-core are considered the most outstanding and widely used algorithms.
1) PageRank
PageRank is a network-based diffusion algorithm originally proposed by Brin and Page [4] . This well-known algorithm is used by the Google search engine for ranking web pages. It allows for the global ranking of all web pages based only on their connected links and locations in the web graph, regardless of their content. PageRank calculates recursively and considers two main parameters, namely, the number of inbound links and their corresponding PageRank values.
2) k-CORE RANKING
In k-core-based ranking, each node is assigned a k-shell number k s , which is the order of the shell to which it belongs. Initially, the k-shell eliminates all the nodes with a degree (k) of 1. The elimination process continues until all the nodes with a degree of 1 are eliminated. Similarly, this elimination procedure is applied to the next k-shells. This decomposition process is repeated until the k-core of the network is detected [40] .
C. DATA SETS
The following real and large OSN data sets are used in this study.
1) FACEBOOK DATA SET
This social network data set contains 63,707 nodes and 1,545,686 edges. Its wall post data set consists of 876,993 wall posts from 46,952 users. This data set was used in [9] .
2) TWITTER DATA SET
The Twitter data set [6] is the Higgs data set constructed before, during, and after the announcement of the discovery of a new particle with the features of the elusive Higgs boson on July 4, 2012. The data used constitute the data extracted from Twitter between July 1, 2012 and July 7, 2012. This social network data set contains 456,626 nodes and 14,855,842 edges. The retweet network contains 256,491 nodes and 328,132 edges. On the basis of these data sets, the social network nodes for this study are used to construct the network and retweet data sets for the diffusion graph.
3) IMPORTANT FEATURES OF THE DATA SETS
The Facebook data set has two elements, i.e., social network and wall posts. During the data extraction process, some links might have been lost because of the parameters specified by the extracting body, the privacy constraints implemented by the operators, and user options. In our validation of social network completion, wall posts represent actual spreading by the user. Thus, the predicted data must contain the links between i and j users. These links are present in the wall posts diffused by i from j and missing in the extracted social network sub-data set. This scenario is reflected in our results, and the statistics are presented in Section 4. Similarly, the Twitter data set has two elements, namely, social network and retweets.
D. PERFORMANCE EVALUATION
To evaluate the validity of the proposed link prediction method for OSN completion, we use the ranking algorithms PageRank and k-core to identify the top spreaders before and after the completion of both networks and subsequently compare the results. The spreading efficiency or influence inf (i) of each user i is calculated as the number of users influenced by user i based on the wall post data set of Facebook and the retweet data set of Twitter. These influenced users are those who propagate the information of user i, and inf (i) is obtained using breadth-first search for user i [9] . Information spreading is in the form of sharing the wall posts of user i in Facebook and retweeting his or her tweets in Twitter. The retweet network serves as an illustrative network that explains how content is propagated [6] . The variable inf (i) is used to calculate the average spreading efficiencies M st of the set of top spreaders under consideration. Sets of top spreaders may represent the top 1%, 5%, 10%, 20%, 30%, and 50%, and their average influence levels in wall posts and retweets are considered the standard M st . Similarly, the average influence levels of the same set of top spreaders are calculated using the ranking algorithms for the network before prediction (M bp ) and after link prediction (M ap ). For the comparison of the accuracy rates of the ranking algorithms before and after network completion by link prediction, the imprecision functions ε bp before link prediction and ε ap after link prediction are used as proposed in [41] and given as
The lower the value of the imprecision function (ε), the more accurate the prediction, and vice versa. An ε value that is close to 0 denotes high efficiency because the selected nodes are the same as those that contribute the most to information diffusion.
IV. RESULTS AND DISCUSSION
The obtained results are reported and discussed in this section. The statistics of both data sets after link prediction are given in Table VI. The imprecision function values for the top 1%, 10%, 20%, 30%, and 50% top spreaders identified by PageRank and k-core for the Facebook data set are compared in Fig. 3(a) and 3(b) . For the Twitter data set, the imprecision function values for the top 1%, 5%, 10%, 15%, and 20% are compared in Fig. 3(c) and 3(d) . The average imprecision function values before and after link prediction for both data VOLUME 4, 2016 sets and the two ranking algorithms are presented in Fig. 3(e) . Samples created using Gephi for both data sets before and after link prediction are given in Fig. (4) .
The improvement in the accuracy of the ranking algorithms after network completion can be explained logically. Prediction through the association between nodes includes only those nodes that demonstrate a behavior similar to those of other nodes in following the same node. Most probably, the predicted nodes are the actual followers. This premise is verified by the improvement in the accuracy of the ranking algorithms achieved during the validation phase. The question as to why nodes with similarities in following other nodes are more likely to have similar followees constitutes the core idea of our approach. In Example 2, nodes b, c, d, and e are following node f , and all the followers of user f except c are following a. The first probable answer to the core question may be obtained by determining the reason why user c follows a is that users b, c, d, and e appear to belong to the same community in real life. Nodes a and f have similar relationships with this community (b, c, d , and e); 100% of the community members is following f , and 75% of the community members is following a. User c may not be aware of the existence of a in social media but will follow a after coming to know him or her through any channel.
Physical community relationship can be established by either living in the same geographical area, sharing the same workplace, or being members of the same institution. The relationships to nodes f and a depend on the prime nodes. In this case, these prime nodes may represent prominent persons in their geographical locality, organizational team leaders, teachers, or any other possible relationship based on ground situation.
The second probable answer is that, even if these users (b, c, d, and e) share no such physical community relationship in real life, their preferences are correlated and important in an effective virtual relationship. This virtual or social association can be ascribed to similar choices or shared worldview, whereas their relationship with prime nodes a and f can be that of a certain product, intellectual, ideologist, or any other possible relation. As followers of node f , nodes b, d, and e may interact with the posts of the influencer by sharing, liking, or commenting. As a follower of user d, user c will find posts of a from d or other nodes and make him or her a probable followee. A set of related prime node links is not limited to one community. From existing common neighbor approaches to link prediction, a new link can be predicted between user f and a in this incomplete case. New link prediction between user f and a is sensible when the followers share the same physical community relationship with their followees. However, in the case of different brands products and choices, the existence of a link between f and a has low probability between two competitors. The method established by Li et al. [22] differs from our approach because their approach assumes that c may follow a because of the posts of a being shared by d. However, they did not consider the probability of similarity between c and other community members; that is, if c receives no information diffused from a through his or her friend d, then c still tends to connect with a and can be suggested in the OSN recommender system. According to Li et al., c may also follow e because of the information reaching him or her via d. In our approach, the probability of a new link formation between c and e is less compared with that of similarity new link formation between c and a.
The experimental results show that the prediction of the missing links between users has improved the ranking algorithms. However, as shown in Fig. 3(e) , the performance of k-core has significantly improved, whereas that of PageRank only slightly improved. This difference can be explained by the fact that k-core has been found to be most effective in identifying super-spreaders in previous studies [9] . Furthermore, the Twitter data set has improved more than the Facebook data set because Twitter supports community culture more than Facebook. Twitter members can easily follow their common nodes of interest, whereas Facebook emphasizes mutual friendship rather than unidirectional linking.
DFIS and ADFIS use two types of association, namely, consistent association and inconsistent association, to find missing values in a soft set. In consistent association, corresponding elements have the same values (0 for 0 and 1 for 1), as shown in Equation (2) . By contrast, in inconsistent association, the corresponding elements of the columns have compliment values (i.e., 1 for 0 and 0 for 1). For example, column 1 of Table IV exhibits a consistent association with column 6; that is, most of the corresponding values in both columns are the same, whereas the same column 1 has an inconsistent association with column 2. Notably, unlike in consistency, the complement values of the corresponding cells are selected as the predicted values in inconsistency. However, we suggest that only consistent association is effective for link prediction in OSNs, and inconsistent association should not be applied. Inconsistent association should not be considered because it finds the dissimilarities between prime nodes with respect to followers, whereas we are looking for matches in their followers only. We use the term ''association'' instead of ''consistent association'' in this article to avoid confusion. Moreover, our algorithm does not select any of the inverse or inconsistent association because Equation (2) selects only consistent associations. For inconsistent associations, the relations should be changed, and the equal sign (=) should be replaced with the not equal sign ( =). For example, if we use the relation CN 1k = { x | F(x 1 ) = F(x k )} instead of Equation (2), then the algorithm will find k to be column 2, which is inconsistent with column 1 in Table IV . By contrast, Equation (2) calculates the similarity between linked nodes only (with values equal to 1) because unlinked nodes (with values equal to 0) are already rendered unknown by assigning * to them.
Link prediction by finding the similarity between nodes may be applied if the associated nodes are not actually linked at an instance but are more likely to link to each other. In such cases, a complete network growth through the association between nodes is more reliable in identifying important links and expected influential spreaders.
Two drawbacks of ADFIS, namely, high computational complexity and rare case false association, have been avoided using the current method. The computational complexity of ADFIS is O n 4 , and calculating the association between all the nodes in a network is infeasible when handling big data sets such as those used in this study. The Facebook data set has 63,520 nodes connected to 59,222 nodes; thus, a 63,520×59,222 table has to be constructed, and the association for each node with all the other nodes has to be calculated individually. Similarly, the Twitter data set contained 456,626 nodes connected to 370,341 nodes; thus, the BIS of the Twitter data set is approximately 45 times as large as that of the Facebook data set. Small clusters of 2,500 nodes are used for both data sets to avoid this experimental complexity. The average in degree of the Facebook data set is 23.3, and its outdegree is 24.9; thus, the average size of the BIS is 107×100 for each cluster among the 592 clusters. For the Twitter data set, which has an in degree of 32.5 and an out degree of 40.1, the average size of the BIS is 77×62 per cluster out of the 5,942 total clusters. The average size of these clusters is approximately 18 times as large as that of the in/out average degree cluster of the Facebook data set and nearly four times as large as that of the Twitter data set. These calculations suggest that the clusters have sufficient average margins for finding similar nodes, and computational complexity is reduced.
The second ADFIS drawback of spreading false association and false results can also be avoided using this clustering technique. Although prediction through association is the most favorable method, it is not 100% accurate. In some cases, a real association between the nodes may not actually exist, and the links predicted though association may constitute false links. Such false links can be tolerated within a minimal extent in a large network, but in huge quantities, they are likely to affect network quality and precision. From Equation (3), the consistency degree (CD) is the maximum value for the j-th column. If the CD value is false for any j-th column, particularly for the initial values of j, then a false value can be selected by the algorithm for the k-th column in any or all of the succeeding iterations, thereby yielding another set of false values based on false values. In the case of a larger BIS, the spreading of these false values are more likely to affect all the predicted values, whereas in small clusters, they will disappear automatically by the end of executing the running cluster with false association. Therefore, a false association affects only a small cluster, and the probability of it spreading is minimized through clustering. Consequently, this clustering technique provides an initial solution for the shortcomings of ADFIS.
The improvement in the accuracy of the ranking algorithms after link prediction shows that a number of new links are identified during prediction. These links are the present in the diffusion data sets but missing in the extracted network data set. The analysis of both data sets shows that 11,129 new links are predicted in the Facebook network and 445 new links in the Twitter network. Although 445 nodes account for approximately 1/3200 only of the total predicted nodes in the Twitter data set, their role cannot be disregarded. This scenario verifies the approach developed by Li et al. [22] , which is integrated into the proposed method.
CD is the ratio between the number of consistent nodes and the total number of known nodes, and it ranges between 0 and 1 (i.e., 1 ≥ CD ≥ 0). The higher the value of CD, the more is the similarity between the nodes under consideration, and vice versa. Threshold λ filters similar nodes and can be selected based on filtration size (requirement). Its value ranges between 0 and 1 and represents the similarity (in percent) between two consistent columns. A value closer to 0 indicates less similarities, and vice versa. Threshold selection depends on individual choice, and recommender systems can select a threshold based on their requirements. Recommender systems can also calculate the number of community nodes and recommend prime nodes to the community users based on the threshold value. To select a reliable association, we recommend a threshold λ value higher than 0.5 to capture associations stronger than 50%. In our experiments, the threshold value is maintained at λ = 0.6 to filter nodes with a minimum of 60% similarity with other nodes in a cluster for both data sets.
V. CONCLUSIONS AND RECOMMENDATIONS
This study discusses the formation of a virtual community and proposes a new identification method for virtual communities in OSNs. Virtual community members are similar in behavior, and this similar behavior is used to solve the link prediction problem. The results are validated by comparing the accuracy rates of the ranking algorithms k-core and PageRank through a diffusion graph for two huge real networks, i.e., Facebook and Twitter, before and after the prediction of new links from their corresponding diffusion data sets. The generated results show that the association between prime nodes can be used to solve link prediction problems and explain network growth. The improvement in the accuracy of the ranking algorithms in finding top spreaders validates the proposed method. The division of the BIS into small clusters helps avoid the drawbacks of ADFIS.
In future studies, a more appropriate and more logical clustering technique can be developed to improve performance results. Furthermore, other prediction features may also be integrated into the proposed method to achieve better performance. Finally, the association between prime nodes in a network can be more accurately determined by considering more than two prime nodes. 
