Abstract. Paths with loops, even transient ones, pose significant stability problems in networks. As a result, much effort has been devoted over the past thirty years to designing distributed algorithms capable of avoiding loops. We present a new algorithm, Distributed Path Computation with Intermediate Variables (DIV), that guarantees that no loops, transient or steady-state, can ever form. DIV's novelty is in that it is not restricted to shortest paths, can easily handle arbitrary sequences of changes and updates, and provably outperforms earlier approaches in several key metrics. In addition, when used with distance-vector style path computation algorithms, DIV also prevents counting-to-infinity; hence further improving convergence. The paper introduces DIV and its key properties. Simulation quantifying its performance gains are also presented.
Introduction
Distributed path computation is a central problem in modern communication networks, and has therefore received much attention. Its importance together with the lack of a "generic" solution is what motivated this paper. In distributed path computations, endto-end paths are formed by concatenating individual node decisions, where for each destination a node chooses one or more successors (next-hop) based only on local information and so as to optimize some global objective function. The use of inconsistent information across nodes can then have dire consequences, including possible formation of transient routing loops 1 . Loops can severely impact performance, especially in networks with no or limited loop mitigation mechanisms (such as Time-to-Live (TTL)), where a routing loop often triggers network-wide congestion. The importance of avoiding transient routing loops remains a key requirement for path computation in both existing and emerging network technologies, e.g., see [1] for recent discussions, and is present to different extents in both link-state and distance-vector algorithms.
Link-state algorithms (e.g., OSPF [2]) decouple information dissemination and path computation, so that routing loops, if any, are short-lived 2 , but the algorithms overhead is high in terms of communication (broadcasting updates), storage (maintaining a Distributed Path Computation Without Transient Loops full network map), and computation (changes anywhere in the network trigger computations at all nodes). By combining information dissemination and path computation, distance-vector algorithms (cf. RIP [4] , EIGRP [5] ) avoid several of these disadvantages, which make them potentially attractive, especially in situations of frequent local topology changes and/or when high control overhead is undesirable. However, they can suffer from frequent and long lasting routing loops and slower convergence (cf. the counting-to-infinity problem [6]). Thus, making usable distance-vector based solutions calls for overcoming these problems. Since the 70's, several works [7, 8, 9, 10, 11] have targeted this goal in the context of shortest path computations (cf. Section 2), but the problem remains fundamental and timely (e.g., see the efforts for introducing distributed shortest path algorithms in lieu of a distributed spanning tree algorithm [12] ). Furthermore, as we briefly allude to in Section 3.4, extending this capability to other types of path computation is also becoming increasingly important.
In this paper, we introduce the Distributed Path Computation with Intermediate Variables (DIV) algorithm which enables generic, distributed, light-weight, loop-free path computation. DIV is not by itself a routing protocol; rather it can run on top of any routing algorithm to provide loop-freedom. DIV generalizes the Loop Free Invariant (LFI) based algorithms [10, 11] and outperforms previous solutions including known LFI and Diffusing Computation based algorithms, such as the Diffusing Update Algorithm [9] 3 :
1. Applicability: DIV is not tied to shortest path computations. It can be integrated with other distributed path computation algorithms, e.g., the link-reversal mechanisms of [13, 14] or algorithms targeting path redundancy or distributed control as outlined in Section 3.4. 2. Frequency of Synchronous Updates: When applied to shortest path computations, DIV triggers synchronous updates less frequently as well as reduces the propagation of synchronous updates (cf. Theorem 4), where synchronous updates are updates that potentially must propagate to all upstream 4 nodes before the originator is in a position to update its path. They are time and resource consuming. Thus, the less frequent the synchronous updates, the better the algorithm. 3. Maintaining a path: A node can potentially switch to a new successor without forming a loop provably faster with DIV than with earlier algorithms (cf. Section 3.2). This is especially useful when the original path is lost due to a link failure. 4. Convergence Time: When a node receives multiple overlapping updates 5 from neighbors, DIV allows the node to process them in an arbitrary manner. Thus, in DIV, the node can respond only to the latest or the best update, converging potentially faster. (cf. Theorem 2). 5. Robustness: DIV can tolerate arbitrary control packet reordering and losses without sacrificing correctness (cf. Theorem 3).
