A Bayesian method for combining theoretical and simulated covariance matrices for large-scale structure surveys by Hall, Alex & Taylor, Andrew
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A Bayesian method for combining theoretical and simulated
covariance matrices for large-scale structure surveys
Citation for published version:
Hall, A & Taylor, A 2019, 'A Bayesian method for combining theoretical and simulated covariance matrices
for large-scale structure surveys' Monthly Notices of the Royal Astronomical Society . DOI:
10.1093/mnras/sty3102
Digital Object Identifier (DOI):
10.1093/mnras/sty3102
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
Monthly Notices of the Royal Astronomical Society
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 21. Jun. 2019
ar
X
iv
:1
80
7.
06
87
5v
2 
 [a
str
o-
ph
.C
O]
  1
2 D
ec
 20
18
MNRAS 000, 1–21 (2018) Preprint 13 December 2018 Compiled using MNRAS LATEX style file v3.0
A Bayesian method for combining theoretical and
simulated covariance matrices for large-scale structure
surveys
Alex Hall1⋆ & Andy Taylor1
1Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh, EH9 3HJ, UK
Accepted XXX. Received YYY; in original form ZZZ
ABSTRACT
Accurate and precise covariance matrices will be important in enabling planned cos-
mological surveys to detect new physics. Standard methods imply either the need for
many N-body simulations in order to obtain an accurate estimate, or a precise the-
oretical model. We combine these approaches by constructing a likelihood function
conditioned on simulated and theoretical covariances, consistently propagating noise
from the finite number of simulations and uncertainty in the theoretical model itself
using an informative Inverse-Wishart prior. Unlike standard methods, our approach
allows the required number of simulations to be less than the number of summary
statistics. We recover the linear ‘shrinkage’ covariance estimator in the context of
a Bayesian data model, and test our marginal likelihood on simulated mock power
spectrum estimates. We conduct a thorough investigation into the impact of prior
confidence in different choices of covariance models on the quality of model fits and
parameter variances. In a simplified setting we find that the number of simulations
required can be reduced if one is willing to accept a mild degradation in the quality
of model fits, finding that even weakly informative priors can help to reduce the sim-
ulation requirements. We identify the correlation matrix of the summary statistics as
a key quantity requiring careful modelling. Our approach can be easily generalized to
any covariance model or set of summary statistics, and elucidates the role of hybrid
estimators in cosmological inference.
Key words: methods: data analysis – methods: statistical – cosmology: observations
– large-scale structure of the Universe
1 INTRODUCTION
Planned cosmological surveys such as Euclid1, LSST2, and
the SKA3 aim to constrain the properties of dark energy
with unprecedented precision. These telescopes will observe
large fractions of the sky out to high redshift, measuring
many independent modes of the dark matter density field
via weak gravitational lensing, galaxy clustering, and 21 cm
intensity mapping.
In order for percent-level constraints on the dark en-
ergy equation-of-state to be realised, an accurate and pre-
cise determination of the posterior of cosmological parame-
ters given the data is required. This will be obtained from a
likelihood function for the observations given a cosmological
⋆ E-mail: ahall@roe.ac.uk
1 http://sci.esa.int/euclid/
2 https://www.lsst.org/
3 https://www.skatelescope.org/
model, and will depend on a model for the data as well as
a covariance matrix describing the errors and correlations.
Since the volumes of planned surveys is such that they can
become systematics-limited, it is essential that the statis-
tical analysis of the data is done correctly. This means an
accurate characterisation of the likelihood function and its
covariance matrix, in particular accounting for all sources of
noise and for the leading sources of non-Gaussianity4.
The primary constraints on new physics will come from
clustering statistics such as the correlation function or power
spectrum, measuring the clustering strength of tracers of
the dark matter and its dependence on scale and redshift.
However, modelling the mean and covariance of these statis-
tics on small scales is challenging due to the complexities
4 While likelihood-free approaches also exist (Schafer & Freeman
2012; Weyant et al. 2013; Leclercq 2018), conventional likeli-
hood methods are expected to constitute the primary analysis
of planned surveys.
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of structure formation and baryonic feedback. This is par-
ticularly true for weak lensing, since a given angular scale
receives contributions from lensing on a wide range of spa-
tial scales. While the mean and its cosmological depen-
dence can potentially be modelled through a combination
of large suites of hydrodynamic N-body simulations (e.g.
McCarthy et al. 2017), emulators (Heitmann et al. 2014),
and phenomenological models (e.g. Cooray et al. 2000),
modelling the covariance is more challenging due to the
larger number of simulations required for validation, al-
though this is partly mitigated by the less stringent require-
ments on accuracy in order to achieve unbiased parameter
constraints.
Since the dimensionality of the covariance matrix is
expected to be large for planned surveys (of order 104,
Taylor et al. 2013), exploration of new methods which
can bring down the required number of simulations is
timely. The number of simulations required in standard
approaches must be at least as large as the dimension-
ality for the covariance to be non-singular, and it is
the inverse of the covariance which appears in the like-
lihood. Moreover, incorrect treatment of the statistics of
this inverse can lead to biased and sub-optimal param-
eter constraints (Hartlap et al. 2007; Taylor et al. 2013;
Dodelson & Schneider 2013; Sellentin & Heavens 2016).
This suggests the number of simulations required can be
very large, and new methods must be sought to bring this
number down to a practical value.
In this work we focus on the problem of how to
estimate the covariance matrix of cosmological summary
statistics with accuracy and precision, and how to con-
sistently propagate the statistics of this estimate through
to a likelihood function and posterior. We follow the ap-
proach of Sellentin & Heavens (2016) and modify the like-
lihood by marginalizing over the unknown covariance ma-
trix, conditioned on a covariance matrix estimate. Un-
like Sellentin & Heavens (2016) however we use an infor-
mative prior on the typical values this covariance can
take, using theoretical models as external information.
This is strongly reminiscent of ‘shrinkage’ estimates for
the covariance (Ledoit & Wolf 2004; Pope & Szapudi 2008;
Simpson et al. 2016; Joachimi 2017), in which a hybrid co-
variance matrix estimate is formed by using a combination
of a noisy but unbiased covariance estimate and a noise-
free but imprecise model prediction. The standard Ledoit-
Wolf estimator has the form of a weighted linear sum, with
the optimal weight derived from simulations. However, this
approach is problematic since the weight is itself stochas-
tic, and this stochasticity is not correctly propagated if we
just insert the inverted shrinkage estimate into a Gaussian
or Student-t likelihood. Hybrid covariance matrix estimates
were also considered in Kilbinger et al. (2013), where some
confusion arose as to whether a correction was needed to
de-bias the inverse of this estimate.
Here we take a Bayesian approach to combining theo-
retical and simulated covariance matrices, and recover the
linear hybrid covariance matrix estimator as a by-product.
The weight in this estimator is interpreted not as a free pa-
rameter to be optimised from simulations, but as a measure
of the prior confidence one has that the unknown covari-
ance is close to a given model. We conduct a thorough in-
vestigation of how this confidence and different choices of
model affect the inference process, through their impact on
the quality of model fits, the parameter posterior, and the
variance of the data covariance matrix itself. Although we
consider mostly toy models, we centre our analysis on the
power spectrum of dark matter particles.
In Section 2 we introduce our data model and derive
the marginal likelihood and its hybrid covariance matrix.
We also introduce the model-fit, parameter-variance, and
covariance-variance diagnostics we use to assess our choices
of prior. This section contains the main result of this work,
Equation (7). In Section 3 we describe the simulations and
models we use to test the likelihood, and present the results
in Section 4, concluding in Section 5.
2 COMBINING THEORY AND SIMULATIONS
IN THE LIKELIHOOD
In this section we will construct a probabilistic model for
the typical summary statistics measured by surveys of large-
scale structure, however much of the formalism is quite gen-
eral. We adopt a Bayesian approach to making inferences
from the data; for a review of Bayesian data analysis, see
e.g. Gelman et al. (1995).
2.1 Data model
We will consider a mock large-scale structure survey which
measures a set of summary statistics such as the redshift-
space galaxy clustering multipoles or the bispectrum of a
weak lensing shear map. The full data vector y could consist
of auto-spectra and cross-spectra over a range of scales and
redshift bins. We will also assume that the survey has access
to a set of n simulations for estimating the covariance matrix
of the summary statistics, the estimate given by
Cˆ =
1
n − 1
n∑
i=1
(X i − X¯ )(X i − X¯ )
⊺, (1)
where X i are the set of statistics measured from the i
th
simulation realization and X¯ is the sample mean across all
realizations5.
We seek a likelihood for the data vector conditioned on
a model µ, a covariance matrix estimate Cˆ, and a theoreti-
cal model for the covariance CT . We follow the approach of
Hamimeche & Lewis (2009) and Sellentin & Heavens (2016)
(see also Gelman et al. 1995), and marginalize over the un-
known true covariance matrix C. The likelihood function
may then be written as
p(y |µ, Cˆ,CT ) =
∫
dC p(y |µ,C, Cˆ,CT ) p(C|µ, Cˆ,CT ), (2)
where the integral is over all positive semi-definite symmet-
ric matrices, and we have left dependencies on higher-order
cumulants (such as the bispectrum) implicit. The first term
5 Recently, Friedrich & Eifler (2018) presented a method for ac-
curately estimating the inverse covariance matrix (the precision
matrix) in the context of large-scale structure surveys, but since
the statistics of this estimator have not been thoroughly explored
we will not consider estimated precision matrices further in this
work.
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in the integrand is the unmarginalized likelihood for the data
vector, which can be simplified to p(y |µ,C) since the data is
independent from Cˆ and CT . Using Bayes’ theorem we can
write the second term as p(C|µ, Cˆ,CT ) ∝ p(Cˆ|µ,C) p(C|µ,CT ),
which follows since the simulations are independent from the
theoretical model covariance.
To make progress, we now assume that both the mea-
sured and simulated summary statistics (y and X i) are
Gaussian-distributed. For the dark-matter power spectrum
this is an excellent approximation on scales k . 0.2 hMpc−1
down to z ≈ 0 (Scoccimarro 2000; Takahashi et al. 2009;
Blot et al. 2015) but begins to break down on smaller
scales due to the non-linearity of the density field becom-
ing sufficiently strong that the central limit theorem fails
to be effective at driving the power spectrum to Gaus-
sianity. On the smallest scales where noise (e.g. shape or
shot noise) dominates over signal, the summary statistics
become Gaussian again. The central limit theorem also
breaks down on scales approaching the survey size due to
the lack of sufficiently many independent modes, and in
the case of two-point statistics the distribution becomes
Gamma-distributed if the underlying fields are Gaussian
(as they often are if the survey is sufficiently large, see
e.g. Planck Collaboration et al. 2014). More generally, non-
Gaussianity due to the quadratic nature of power spectra
is important for parameter inference whenever the num-
ber of independent modes per k-bin is not much larger
than the total number of bins (Hamimeche & Lewis 2008).
Similar statements can be made about two-point statistics
in weak lensing (Hartlap et al. 2009; Sellentin & Heavens
2018). Other kinds of summary statistic measured by cosmo-
logical surveys, such as the group multiplicity function, can
also possess non-Gaussian distributions (Hahn et al. 2018).
Nevertheless, to make analytic progress, we will assume
Gaussian distributions for y and X i , noting only that any
distribution may be inserted into Equation (2) if one is will-
ing to perform the marginalization numerically.
With the summary statistics assumed to be Gaussian
distributed, the distribution of the estimated covariance ma-
trix given the true mean and covariance p(Cˆ|µ,C) is Wishart
(see, e.g. Gupta & Nagar 2000) with n − 1 degrees of free-
dom and scale matrix C/(n − 1), i.e. Cˆ ∼ Wp[C/(n − 1), n − 1]
where p is the length of the data vector. This distribution is
independent of µ and has a probability density given by
p(Cˆ|C) =
|Cˆ|(n−p−2)/2 e−
1
2
Tr
[
(n−1)CˆC−1
]
|2C/(n − 1)|(n−1)/2 Γp
(
n−1
2
) , (3)
where Γp is the multivariate Gamma function, and we re-
quire n ≥ p + 1. With p(y |µ,C) taken to be a p-dimensional
multivariate Gaussian, the only distribution left to specify
is the prior on the covariance given the model, p(C|µ,CT ).
2.2 Choosing the prior
There are several considerations in choosing the prior distri-
bution on the unknown covariance matrix given the model,
p(C|µ,CT ). Firstly, it is highly desirable to have a prior which
allows the marginalization in Equation (2) to be performed
analytically. The alternative requires a high-dimensional in-
tegral to be performed, requiring the ∼ p2 free parameters
of the covariance matrix to be included in the final MCMC
chains, with a large associated increase in the computational
complexity of the inference procedure. Secondly, our model
for the covariance matrix informs the plausible values it
may take, and we wish to fold in this information into our
marginal likelihood. The alternative to this would be to take
an uninformative (e.g. Jeffreys’) prior on C, which is the ap-
proach taken by Sellentin & Heavens (2016). The Jeffreys’
prior in this case is p(C|µ,CT ) ∝ |C|
−(p+1)/2, and the resulting
likelihood is a multivariate Student-t distribution. However,
this discards the information we have from our model for
the covariance matrix, and does not permit the number of
simulations to be less than p + 1.
A distribution which satisfies both of the above
requirements is the Inverse Wishart (IW) distribution
(e.g. Gelman et al. 1995), with density
p(C|Ψ,m) =
|Ψ/2|m/2
Γp
(
m
2
) |C|−(m+p+1)/2 e− 12Tr(ΨC−1), (4)
where Ψ is a positive-definite scale matrix and m is a degree-
of-freedom parameter, and we require m > p − 1. The mean
of this distribution is Ψ/(m − p − 1) (for m > p + 1) and its
mode is Ψ/(m + p + 1) (see, e.g. Gupta & Nagar 2000). We
will choose the scale matrix such that the mean of the prior
is equal to the theoretical model CT , i.e. Ψ = (m − p − 1)CT ,
and we now require m > p+ 1. This is a somewhat arbitrary
choice, as we could just have well have fixed Ψ such that the
mode was equal to CT . Both are equivalent when m ≫ p, and
the reader should bear in mind this choice when m & p − 1.
With this choice of mean, the prior standard deviation
of the (i, j) element of C in units of the mean is
f
ij
P
≡
√
var(Cij )
〈Cij 〉
=
√
(m − p + 1) + (m − p − 1)/ρ2
T,ij
(m − p)(m − p − 3)
, (5)
where ρT,ij = CT,ij/
√
CT,iiCT, j j and we require m > p + 3.
Note that this quantity can potentially diverge when off-
diagonal elements in CT are small. The standard deviation
on the diagonal elements in units of the mean is then
f iiP ≡
√
var(Cii )
〈Cii〉
=
√
2
(m − p − 3)
. (6)
We thus see that the degree-of-freedom parameter m (the
‘hyperparameter’) controls the ‘width’ of the distribution.
Comparison of Equation (6) with the equivalent expression
for the standard covariance estimate identifies the combina-
tion m − p − 2 as an ‘effective number of simulations’ quan-
tifying the information brought by the prior. When m ≫ p
the distribution tightens around the model CT , becoming a
delta-function in the limit m → ∞. Since it is the value of
m − p which appears everywhere in the moments of the IW
distribution, we will often refer to f ii
P
as the free parameter
of the prior in favour of m. This provides a useful way of con-
trolling the confidence one has in the model, prior to running
any suite of simulations to get an estimate of C or seeing any
data. A high value of f ii
P
indicates a low confidence in the
model covariance, with the corresponding prior broad (but
still informative), while a low value of f ii
P
indicates a high
degree of confidence in the model covariance.
The choice of f ii
P
should be specified along with the
model, and could be chosen for example by comparing the
model with a set of low-precision simulations (separate to
MNRAS 000, 1–21 (2018)
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those used to form the estimate Cˆ in the likelihood). If one
was to find that the model diagonal elements agreed with
these simulations to some precision (i.e. to some standard
deviation of the simulation estimates in units of the model
prediction), one could set f ii
P
equal to that precision. If in-
stead the model was inconsistent with the simulations by
some amount of standard deviations, one could broaden the
prior by choosing a higher value of f ii
P
- as we shall see, this
down-weights the influence of the prior in the marginal like-
lihood. Alternatively one could perform similar tests with
off-diagonal elements or correlation matrices, with as broad
a prior as possible chosen to bracket the uncertainties if one
wished to be conservative.
For example, in Takahashi et al. (2009), the halo model
prediction for the covariance matrix is compared to a suite of
N-body simulations. At z = 0, the halo model over-predicts
the diagonal elements on scales k & 0.25 h−1Mpc (see their
Figure 1), with the prediction being too high by roughly 30%
at k & 0.35 h−1Mpc, with the caveat that the measurements
in Takahashi et al. (2009) have no error bars due to the finite
of number of simulations available. The correlation matrix is
also overestimated, by roughly 10% on these scales (see their
Figure 2). A rough way to acknowledge this imperfection in
the halo model would just be to bracket these biases by
setting f ii
P
= 0.30 for the halo model at z = 0. Of course,
one is free to have more confidence in the halo model if one
wishes, at the cost of up-weighting these imperfections in
the data covariance.
Some approaches to modelling Cˆ such as those
based on effective field theory or response func-
tions (Barreira & Schmidt 2017) can also produce estimates
for the error of their predictions (for example by considering
the impact of neglected higher-order terms), which could
be used in the IW prior. Another approach would be to
treat f ii
P
as a free parameter to be marginalized over as
part of a hierarchical model. In this case one would specify
a prior on f ii
P
(or m) and include the hyperparameter(s)
in the MCMC chain along with the other cosmological
and nuisance parameters, which adds very little extra
computational complexity to the inference process.
One of the main aims of this work is to investigate how
different choices of CT and f
ii
P
influence the final model fits
and parameter constraints. While there is a certain degree of
arbitrariness in how one chooses f ii
P
, we believe this improves
upon previous approaches which have implicitly assumed ei-
ther f ii
P
= 0 (theory-only covariance) or f ii
P
= ∞ (simulation-
only covariance). We view the freedom to choose f ii
P
in an
educated way as a benefit of our approach.
Before deriving the marginal likelihood obtained by in-
tegrating out C, we should point out some disadvantages in
the choice of an IW prior. Firstly, our choice is strongly moti-
vated by making the resulting marginalization tractable, and
not by more careful considerations of how prior information
on the covariance matrix should be expressed in a prior den-
sity. As noted above, any choice for the prior can be used
if one is willing to perform the marginalization numerically.
Secondly, there is very little freedom in the IW distribution,
with only a single free parameter once the mean has been
fixed. In particular this leads to dependencies between cor-
relations and variances (Alvarez et al. 2014). Additionally,
our confidence in the model is really a function of scale and
redshift - on large scales or at high redshifts we might expect
that perturbation theory well-describes the dominant con-
tributions, and so our confidence here should be higher, de-
creasing as we push to smaller scales where the model might
break down. On very small scales the covariance might be
dominated by shot or shape noise, and again our confidence
in the model will become high. The IW prior does not have
enough freedom to capture these variations, although the
one-parameter model is still an improvement over alterna-
tive choices which do not incorporate any information at
all from the model. In Appendix A we explore the idea of
mixing IW distributions to account for this deficiency.
2.3 Marginal likelihood
With the choice of an IW prior, we can perform the
marginalization in Equation (2) analytically by recasting the
integrand as a new IW distribution and using its normaliza-
tion property. The result is
p(y |µ, Cˆ,CT ) =
Γ
(
ν+p
2
)
|Cy |
−1/2
Γ
(
ν
2
)
[π(ν − 2)]p/2
[
1 +
(y − µ)⊺C−1y (y − µ)
ν − 2
]− (ν+p)
2
,
(7)
where we have defined the quantities
ν ≡ n + m − p,
Cy ≡
(n − 1)Cˆ + (m − p − 1)CT
n + m − p − 2
. (8)
Equation (7) is the main result of this work, and represents
a tractable analytic likelihood function incorporating both
simulation-based and theory-based covariance matrix esti-
mates. The reader is reminded at this stage that m denotes
the degree-of-freedom parameter of the IW prior, n is the
number of simulations entering the covariance matrix esti-
mate Cˆ, and p is the dimensionality of the data vector. Note
that since we require m > p + 1, the matrix Cy is positive
semi-definite. The marginal likelihood is thus a multivariate
t-distribution, with degree-of-freedom parameter ν, location
parameter µ and scale matrix (ν − 2)Cy/ν. A hybrid covari-
ance matrix similar to Equation (8) was also independently
derived in Hamimeche & Lewis (2009) in the context of cos-
mic microwave background analysis6.
The mean of the marginal likelihood is µ and the covari-
ance matrix, which we will refer to henceforth as the data
covariance, is Cy . The data covariance may be written as
Cy = (1 − λ)Cˆ + λCT , with λ ≡ (m − p− 1)/(n +m − p − 2). We
thus see that the parameter combination m − p − 1, directly
related to the prior width through Equation (6), controls
the relative contribution of the model covariance to the to-
tal data covariance. In the limit m − p − 1 ≫ n − 1 we have
Cy → CT , i.e. the data covariance ‘shrinks’ to the model,
while in the opposite limit n − 1 ≫ m − p − 1 the noise from
the simulation-based estimate is low enough that Cy → Cˆ.
We have effectively recovered a form of the linear shrinkage
covariance estimate, but now properly embedded within a
Bayesian data model. This avoids the need to estimate the
shrinkage coefficient λ from the simulations (as suggested
in Ledoit & Wolf 2004; Pope & Szapudi 2008), and hence
6 We thank Antony Lewis for pointing out this reference.
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avoids introducing unaccounted-for noisy estimates into the
likelihood.
The marginal likelihood in Equation (7) incorporates
information on the covariance matrix from both the simu-
lations and the theoretical model. By contrast, had we as-
sumed an uninformative Jeffreys’ prior on C, the data covari-
ance matrix would simply be given by (Sellentin & Heavens
2016)7
C
J
y =
n − 1
n − p − 2
Cˆ, (9)
where n ≥ p+ 1. Note that the Jeffreys’ data covariance ma-
trix is always larger elementwise than the estimated covari-
ance since the marginalization over an uninformative prior
has broadened the likelihood. This is in contrast to the IW
data covariance in Equation (8), which can be smaller or
large than Cˆ depending on how much weight is assigned to
the model.
Finally, an important point to note is that with an IW
prior we do not require n ≥ p + 1 for Cy to be full rank,
due to the regularizing influence of the prior8. This allows
the number of simulations to be smaller than the number of
summary statistics, raising hopes that we might significantly
reduce the computational resources required to build the
likelihood with this approach.
2.4 Sampling distribution of the data covariance
matrix
The data covariance matrix Cy in Equation (8) has a com-
plicated sampling distribution which resembles a shifted
Wishart distribution. In particular, its mean is biased with
respect to the true value C0 if the model is not equal to the
truth. This is not a problem per se, since the sampling dis-
tribution is not the relevant quantity here; what matters is
the marginal likelihood (and ultimately the posterior on the
cosmological parameters) conditioned on the estimated and
model covariance matrices. Nevertheless, it is clearly desir-
able to have a data covariance matrix which is on average
close to the true value - to achieve this we either require
an accurate model with a high weight within Cy , or a large
number of simulations. In this subsection we will investigate
the statistics of the data covariance.
The higher-order cumulants of Cy are identical to those
of a Wishart-distributed matrix with scale matrix C0/(n+m−
p − 2) and degree-of-freedom parameter n − 1. In particular,
the variance of the elements of Cy is
var
(
Cy,ij
)
=
n − 1
(n + m − p − 2)2
(
C0,iiC0, j j + C
2
0,ij
)
, (10)
which is to be compared with the equivalent for the covari-
ance matrix estimate Cˆ
var
(
Cˆij
)
=
1
(n − 1)
(
C0,iiC0, j j + C
2
0,ij
)
. (11)
Differentiating Equation (10) with respect to n, we find that
the data covariance has a maximum when n = m−p, i.e. when
7 The marginal likelihood assuming a Jeffreys’ prior can be found
from Equation (7) by taking CT = 0 and m = 0, with the condition
that n ≥ p + 1.
8 This follows from the subadditivity law of matrix ranks.
equal weight is assigned to the simulations and theoretical
model. For larger values of n the simulation-based estimate
converges to the truth (albeit slowly), while for smaller n
the zero-variance theoretical model gets more weight.
As well as requiring the mean of the data covariance Cy
to be close to the true value, it is also clearly desirable to
keep the variance of Cy reasonably low. Given some spec-
ified precision on the standard covariance estimate Cˆ, we
can determine how many simulations need to be run in or-
der to match that precision for different choices of the prior
width f ii
P
. We do this by equating Equation (10) with Equa-
tion (11) and solving the resulting quadratic equation. In
Figure 1 we plot the number of simulations required for the
variance of Cy to match that of Cˆ as a function of the prior
width f ii
P
and for different values of the precision f ii
Cˆ
, de-
fined as the standard deviation of the diagonal elements of
Cˆ in units of the mean. For a given requirement on the preci-
sion of the diagonal elements (10% say, corresponding to 200
simulations if no extra information is included, and the red
curve in Figure 1), we can reduce the number of simulations
required by lowering f ii
P
, i.e. by using a more informative
prior. In the limit of a very broad prior (a large value of
f ii
P
), we do not gain anything and n asymptotes to the value
required for the standard estimate to have the given preci-
sion. As we reduce f ii
P
we eventually reach a critical value of
n below which the variance on Cy is necessarily lower than
the variance of Cˆ. This regime is reached for either a small
value of n or small values of f ii
P
, both corresponding to high
weight on the noiseless theoretical model.
In summary, Figure 1 demonstrates, with no assump-
tions about the form of CT or C0, that we can achieve similar
precision on the data covariance matrix to the standard ap-
proach but with fewer simulations. Although this is clearly
desirable, there are other considerations at play when de-
termining the number of simulations that must be run, in
particular the effects of reducing n on the variance of model
parameters and the goodness-of-fit of the best-fitting model.
2.5 Posterior on model parameters
Equipped with the marginal likelihood of Equation (7), we
can use Bayes’ theorem to determine the posterior on a set of
model parameters θ. A straightforward first step in studying
this posterior is to approximate its covariance matrix with
the Fisher matrix, whose (α, β) element is
Fαβ =
〈
∂ lnP
∂θα
∂ ln P
∂θβ
〉
, (12)
where the angle brackets denote an expectation over the
marginal likelihood, the partial derivatives are with respect
to the parameters, and P is the marginal likelihood. For sim-
plicity we will assume that only the mean µ(θ) depends on
the parameters, in which case the expectation is straightfor-
ward (see, e.g. Sellentin & Heavens 2017) and gives
Fαβ =
(n + m)(n + m − p)
(n + m + 2)(n + m − p − 2)
∂µ⊺
∂θα
C
−1
y
∂µ
∂θβ
. (13)
This expression agrees with the Gaussian result in the limits
n → ∞ and m → ∞, where the data covariance tends to the
true covariance and the model covariance respectively.
The Fisher matrix in Equation (13) has been averaged
MNRAS 000, 1–21 (2018)
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f iiP
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n
f ii
Cˆ
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f ii
Cˆ
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f ii
Cˆ
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f ii
Cˆ
= 0.2
var(C
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var(Cˆ)
Figure 1. The number of simulations n which the data covariance
matrix needs in order to match the uncertainty of the standard
covariance matrix estimate, as a function of the width of the the-
ory prior f i i
P
(defined in Equation (6)). The uncertainty in the
standard estimate is labelled by f i i
Cˆ
(the standard deviation of
the diagonal elements in units of the mean), for f i i
Cˆ
= 0.01 (blue,
top curve), f i i
Cˆ
= 0.05 (orange, upper middle curve), f i i
Cˆ
= 0.1
(green, lower middle curve), and f i i
Cˆ
= 0.2 (red, lower curve). The
black dashed line shows the critical value n = m − p. Choices
of n and f i i
P
to the bottom-left of this line always achieve lower
variance than the standard estimate.
over realizations of the data (under the marginal likelihood)
but still depends on the particular realization of the simula-
tion estimate Cˆ. Further averaging over the sampling distri-
bution of Cˆ allows one to study the loss of Fisher information
on parameters resulting from a finite number of simulations
(see Figure 6 of Sellentin & Heavens 2017). Unfortunately
the presence of CT in the data covariance matrix precludes
us from analytically computing the expectation value of the
Fisher matrix (or its inverse). To make progress we special-
ize to a single parameter, which we take as the amplitude A
of the mean, with the model specified as
µ(A) = Aµ0, (14)
where µ0 is a fiducial model corresponding to the value A =
1. Assuming a flat prior on A it is easy to show that A is
distributed as Student-t with posterior mean and variance
given by
〈A〉 =
µ
⊺
0
C
−1
y y
µ
⊺
0
C
−1
y µ0
,
var(A) =
(n + m − p − 2)
(n + m − 3)µ
⊺
0
C
−1
y µ0
1 +
y˜⊺C˜
−1
y y˜
(n + m − p − 2)
 , (15)
where y˜ and C˜y are the data vector and data covariance
projected orthogonal to µ0 respectively. The quantity in the
numerator in the square brackets in Equation (15) is given
by
y˜⊺C˜
−1
y y˜ = y
⊺
(
C
−1
y −
C
−1
y µ0µ
⊺
0
C
−1
y
µ
⊺
0
C
−1
y µ0
)
y . (16)
Note that unlike the Gaussian case, the posterior variance
on the amplitude depends on the data through the term in
square brackets in Equation (15), with the dependence van-
ishing when n becomes large. This contribution does not ap-
pear in the elements of the inverse Fisher matrix, where non-
Gaussianity in the posterior is neglected. Note also that fur-
ther averaging over the data gives 〈A〉 = A0 where A0 is the
true value of A, i.e. the mean of the posterior (which is both
the maximum likelihood estimate and the maximum a pos-
teriori estimate in our case) is unbiased for any choice of CT
(c.f. Dodelson & Schneider 2013; White & Padmanabhan
2015).
Finally we note that averaging the variance in Equa-
tion (15) over the data is straightforward since it is quadratic
in the data vector, but further averaging over the realizations
of Cˆ is non-trivial and must be performed numerically.
2.6 Model fitting with the marginal likelihood
Assuming the simple amplitude model specified by Equa-
tion (14), we can use our marginal likelihood to derive the
posterior distribution of A. A natural best-fitting model may
be found by taking the mean (or equivalently the maximum)
of this posterior, given in terms of the data by the first line of
Equation (15). We will denote by Aˆ this best-fitting estimate
of the model amplitude. Once this best-fit has been derived,
a rough measure of the quality of the fit can be made by
constructing a test statistic from Aˆ. We then compute the
probability of obtaining a value at least as big as this test
statistic assuming it obeys a distribution specified by a null
hypothesis - the ‘probability to exceed’ (PTE)9. An obvious
choice for the test statistic is something proportional to the
sum of the squared residuals, given by
χ2 =
(
y − Aˆµ0
)
⊺
C
−1
y
(
y − Aˆµ0
)
= y⊺
(
C
−1
y −
C
−1
y µ0µ
⊺
0
C
−1
y
µ
⊺
0
C
−1
y µ0
)
y
= y˜⊺C˜
−1
y y˜, (17)
where in the second line we have used the definition of Aˆ
and used the definition of the projected data covariance C˜y
and data vector y˜ in the final line, see Equation (16). These
projected quantities are defined in the p − 1 dimensional
hypersurface orthogonal to µ0. In particular, the sampling
distribution of y˜ is a p−1 dimensional multivariate Gaussian
with zero mean and covariance C˜0.
We still need to specify a null hypothesis from which
to compute a PTE. Firstly note that we have used the data
covariance derived from the marginal likelihood in the defi-
nition of χ2 rather than the simulation estimate Cˆ. This is
9 This terminology is non-standard outside of the cosmic mi-
crowave background literature, but we prefer it over ‘p-value’ to
avoid confusion over whether we compute one-sided or two-sided
p-values. The reader should bear in mind that with PTE we are
referring to a one-sided p-value.
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because we wish to account for the broadening of the error
bars assigned to the summary statistics coming from imper-
fect knowledge of the covariance matrix. In the case of a
Jeffreys’ prior on the true covariance, Cy is given by Equa-
tion (9). The null hypothesis is then naturally stated as the
assumption that y and Cˆ are distributed as y ∼ Np(µ0,C0)
and Cˆ ∼ Wp[C0/(n − 1), n− 1]. This implies that the quantity
T2J ≡
n − p + 1
(p − 1)(n − 1)
(
y − Aˆµ0
)
⊺
Cˆ
−1
(
y − Aˆµ0
)
=
n − p + 1
(p − 1)(n − p − 2)
(
y − Aˆµ0
)
⊺
C
J−1
y
(
y − Aˆµ0
)
≡
n − p + 1
(p − 1)(n − p − 2)
χ2J (18)
is distributed as T2
J
∼ Fp−1,n−p+1, i.e. an F-distribution (see
e.g. Anderson 1958 for a derivation of this result). Note that
in the second line of Equation (18) we have inserted the
Jeffreys’ data covariance matrix given in Equation (9), and
in the third line defined the quantity χ2
J
. In the limit that
n → ∞ the covariance matrix is known perfectly and T2
J
is
just the standard reduced chi-squared test statistic, with the
null hypothesis that (p − 1)T2
J
∼ χ2
p−1
(this also follows from
the asymptotic properties of the F-distribution). Note that
the distribution of the test statistic in this case is indepen-
dent of the unknown quantities µ0 and C0. This is clearly an
essential property of test statistics and their assumed distri-
butions under a null hypothesis10. Once the particular value
of T2
J
is computed from our particular realization of y and
Cˆ we can compute the probability of getting a value at least
as large by integrating the F-distribution, whose cumulative
distribution function is given by a regularized incomplete
beta function, for which standard numerical routines exist.
We can then test the null hypothesis in the standard way.
How do we generalize the test statistic to include the
theoretical model for the covariance matrix CT ? We wish
to retain the property that the test statistic is proportional
to χ2 as defined in Equation (17), since we clearly require
that this be distributed as χ2
p−1
in the limit that CT = C0
and m → ∞ (or f ii
P
→ 0), i.e. when the true covariance is
known a priori. We also require that the distribution of the
test statistic should be independent of the unknown quanti-
ties µ0 and C0. It is tempting to simply define a quantity T
2
in analogy with T2
J
in Equation (18) by replacing χ2
J
with
χ2 and replacing n with n + m in the prefactor, since this is
how the degree-of-freedom parameter of the marginal likeli-
hood is altered when m , 0. To ensure the correct asymp-
totic behaviour we could also assume that this test statis-
tic is distributed as Fp−1,n+m−p+1 under the null hypothesis.
However, these definitions would conspire to penalise a prior
having CT = C0 but finite m. This is because the sampling
distribution of T2 in this case is not Fp−1,n+m−p+1 , and so
the PTEs will not be uniformly distributed, thus systemat-
ically penalising this choice of CT (i.e. this particular null
hypothesis). We would like to construct a test statistic and
null hypothesis which do not penalise the choice CT = C0
with finite m. In other words, we do not wish for a model-
fit to be judged as poor just because the model builder did
10 Quantities such as T 2
J
are termed pivotal or ancillary quantities
in statistics jargon.
not have enough confidence in their model when it is in fact
correct. Later we will construct tests based on the variances
of the model parameters and data covariance matrix which
do penalise this underconfidence.
Taking the above considerations into account, the most
straightforward choice is to simply use the quantity χ2 as
defined in Equation (17) as the test statistic, with its distri-
bution under the null hypothesis assumed to be the sampling
distribution of χ2 when the model covariance CT is set equal
to the true covariance C0. In Appendix B we prove that this
distribution is independent of µ0 and C0. Although we were
not able to derive an analytic form for this distribution, we
can draw samples from it straightforwardly for each choice
of the parameters (m, n, p) and then create a look-up table
of PTEs, from which we can interpolate to find the partic-
ular PTE of our dataset. The details of this procedure are
described in Appendix B. Our PTE is thus defined as
PTE ≡
∫ ∞
χ2
dx pχ2(CT=C0)(x). (19)
With this choice of null hypothesis, PTEs computed from χ2
are uniformly distributed on the interval [0, 1] when CT = C0,
for any choice of n or m. We also recover this uniform dis-
tribution in the limit of large n for any choice of model co-
variance. When the model covariance is wrong but the con-
fidence in it is high the PTE will not be uniform, and its
measured value may be used to exclude that model given
some threshold PTE values. The above construction may
be generalized straightforwardly to the case of fitting multi-
ple parameters from the data in the case where the best-fit
estimates of the parameters are linear functions of the data.
Finally in this section we note that so far the discus-
sion of assessing the quality of model fits has been focussed
on frequentist χ2-type tests. An alternative approach would
be to calculate the Bayesian evidence for each model and
then compute posterior odds ratios to discriminate between
models, for example different choices of CT or m. In our
single-parameter model for µ with a uniform prior on A the
Bayesian evidence can be computed analytically, although
the final answer is formally ill-defined in the limit that the
boundaries of the uniform prior tend to infinity. The evi-
dence ratio can be defined however, and can be converted
to a posterior odds ratio assuming equal priors for the com-
peting models. While this approach is useful for comparing
different models, it does not offer a way of assessing the
quality of a single model, which is why we prefer to work
with frequentist methods in this work. In addition, frequen-
tist assessment of model fits will be more familiar to cos-
mologists, and our approach makes contact with existing
methods for inferring parameters from large-scale structure.
If one wished to assess model fits in a more Bayesian way,
for example with model selection or posterior predictive dis-
tributions, our marginal likelihood in Equation (7) may be
used for this.
The marginal likelihood Equation (7) represents the
main result of this work, and the reader uninterested with
the details of how to choose the hyperparameter m or the im-
plications for model fitting may now skip to the conclusions
in Section 5. In the next few sections we test this likelihood
on simulated data and covariance matrices in order to de-
termine the potential reductions in simulation requirements
for large-scale structure surveys.
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3 TESTING THE LIKELIHOOD ON
SIMULATIONS
We have constructed a marginal likelihood for the data
which depends on a theoretical model covariance CT and
a confidence parameter f ii
P
(or m) dictating the weight this
model gets in the data covariance Cy . In this section we pro-
ceed to investigate the impact of f ii
P
and CT on the quality
of model fits, parameter variances, and the variance of the
error bars we assign to the data through Cy . Our ultimate
goal is to assess how these choices influence the minimum
number of simulations that need to be run in order to attain
reasonable errors and model fits, in the hope that we might
use a theoretical model covariance to reduce this number.
3.1 Simulation choices
As a first step to investigating our data model in the context
of surveys of large-scale structure we consider measurements
of the real-space matter power spectrum P(k) at z ≈ 0. We
create mock datasets and mock ensembles of simulations for
Cˆ by generating a large number (4 × 105) of Gaussian real-
izations (to be consistent with the assumptions of Section 2)
of P(k) in p = 21 bins in the wavenumber k. The mean and
covariance matrix of these realizations were set equal to the
mean and covariance of 719 measurements of P(k) from inde-
pendent N-body simulation snapshots at z = 0.042 from the
SLICS11 simulation suite (Harnois-De´raps & van Waerbeke
2015; Harnois-De´raps et al. 2018). These were measured
on a fine grid in k and then rebinned by taking an av-
erage of P(k) within each of our p bins weighted by
the number of k-modes in each bin. The N-body sim-
ulations were run in a (505 h−1Mpc)3 cubic box with
a WMAP9+BAO+SN cosmology (Hinshaw et al. 2013)
having flat ΛCDM parameters (Ωm,ΩΛ,Ωb, σ8, h, ns) =
(0.2905, 0.7095, 0.0473, 0.831, 0.6898, 0.969). The P(k) mea-
surements in our p wavenumber bins contain negligible shot
noise, and are robust to changes in the simulation resolution.
Note that the details of the simulations are unimportant
here, as we only require a representative mean and covari-
ance matrix. We chose our k-bins to be linearly spaced in k
between roughly 0.035 hMpc−1 and 1 hMpc−1 such that we
cover the linear and non-linear regimes. In Section 4.5 we
consider the cases p = 11 and p = 31 to study the impact of
dimensionality on our results.
In Figure 2 we plot the mean of the rebinned dimension-
less power spectrum estimates from the N-body simulations,
along with the linear theory prediction at this redshift, with
error bars given by the empirical variance from the simula-
tions. This figure demonstrates that most of our k-bins probe
the non-linear regime of structure formation, with only the
largest three or four scales accurately modelled with linear
theory.
In Figure 3 we plot the diagonal elements of the co-
variance matrix from our simulations, along with the linear
prediction given by
CovL(k1, k2) = 2
[
k3
1
PL(k1)/2π
2
]2
N(k1)
δk1,k2, (20)
11 http://slics.roe.ac.uk
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Figure 2. Mean dimensionless power spectrum k3P(k)/2pi2 of the
simulations (blue points), with errors computed from the empir-
ical variance of the simulations. The green solid line is the linear
prediction for this redshift (z = 0.042).
where N(k1) is the number of modes contributing to the bin
centred on k1, and δk1,k2 is the Kronecker delta. The lin-
ear power spectrum is computed for our cosmology using
CAMB (Lewis et al. 2000; Howlett et al. 2012). Since the
relevant quantity for us is the rebinned power spectrum,
we average the value of P(k)2 over the bin centred on k1
weighted by the number of modes in each of the finer k-bins
used in the SLICS power spectrum estimates. Note that the
total number of k-modes contributing to our bins varies be-
tween each bin, which can give rise to step-like features in
the linear covariance, as seen in the green curve in Figure 3.
This figure demonstrates that the linear prediction is only
good for the first two or three k-bins at z = 0.042, i.e. lin-
ear theory breaks down at slightly large scales than for the
matter power spectrum itself, c.f. Figure 2.
In Figure 4 we plot the correlation matrix of our power
spectrum estimates. Equation (20) tells us that this matrix
should be diagonal, which is clearly only a reasonable ap-
proximation for the largest three k-bins, consistent with the
diagonal elements shown in Figure 3.
3.2 Partitioning the simulations
Our ultimate goal is to investigate how the minimum num-
ber of simulations that need to be run to form Cˆ changes
for different choices of the model CT and our confidence in
that model f ii
P
. To this end, we partition our set of 4 × 105
simulated P(k) measurements into mock sets of ‘data’ and
‘simulations’, each set corresponding to a different choice of
n, the number of simulations going into the covariance ma-
trix estimate. We choose 30 values of n between n = 2 and
n = 205, with a spacing of ∆n = 7. The upper limit here is
based on the one-parameter model considered in Section 2.5.
For this model, a value of n = 200 ensures a precision of 10%
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Figure 3. Diagonal elements of the covariance matrix of the
dimensionless power spectra estimated from all the simulations
(blue points), and the linear prediction for this redshift (green
curve, z = 0.042). The step-like features in the linear prediction
arise from jumps in the number of modes contributing to each
bin.
on the diagonal elements of the estimated covariance matrix
(i.e. f ii
Cˆ
= 0.1), and a 1% degradation of the average Fisher
variance of A (independent of p) from marginalizing over the
covariance matrix with a Jeffreys’ prior, see Equation (42)
of Sellentin & Heavens (2017). The same value also gives a
∼ 1% increase in the true average posterior variance of A
assuming a Jeffreys’ prior. In Appendix C we derive an ac-
curate approximation for this quantity. A value of n = 200 is
thus clearly sufficient for this inference problem, and so we
cap the maximum value of n at roughly this value.
For each n we partition our P(k) measurements into
‘data’ and ‘simulation ensembles’. The data consists of nobs =
400 sets of p = 21 vectors for each n, while the simulation
ensembles are used to form nens(n) realizations of Cˆ for each
n. We will ultimately estimate averages of quantities such as
the PTE over the mock data and mock simulation ensembles
for each n, so we need to make nobs and nens(n) large enough
for these averages to converge, yet small enough that the
computations are not too expensive. Since quantities such as
Cy are noisy at low values of n we impose that nens(n) ∝ n
−1.
This typically leads to nens ≈ 6500 for n = 2 and nens ≈ 60
for n = 205. The sum
∑
n [n × nens(n) + nobs] = 4 × 10
5, i.e.
the total number of Gaussian simulations we have gener-
ated from the SLICS mean and covariance. We confirmed
that our results were stable to increasing nobs and nens(n).
3.3 Theoretical model covariance choices
We wish to study the impact of different choices for CT and
f ii
P
on the final model fits. State-of-the art models for the
covariance matrix of large-scale structure two-point statis-
tics include the halo model (Seljak 2000; Peacock & Smith
0 5 10 15 20
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Figure 4. Correlation matrix estimated from all the simulations,
for the k-bins shown in Fig. 3. Low k-bins (large scales) are in the
bottom-left, high k-bins (small scales) are in the top-right. The
value of the dimensionless correlation coefficient for each bin is
given by the colour bar.
2000; Cooray & Sheth 2002) and perturbation theory-
based models (Bernardeau et al. 2002; Bertolini et al.
2016; Mohammed et al. 2017; Barreira & Schmidt 2017;
Barreira et al. 2018). As we are only aiming for a proof-
of-concept here we will not consider these approaches but
instead study a simplified set of models which capture some
of the key features. We choose six models for CT , summa-
rized below.
The true covariance matrix C0
This choice simply sets CT = C0. While this is clearly not a
realistic model (we do not know C0), it serves as a valuable
sanity check on some of the results. In particular, since the
null hypothesis is that CT = C0, we expect the PTE com-
puted from each data-simulation-ensemble pair to be uni-
formly distributed, and hence 〈PTE〉 = 0.5 when averaging
over all data and simulation ensembles for each n.
The true covariance matrix increased by 10%
This choice sets CT = 1.1 × C0. While again this is not a
realistic choice, it will allow us to gauge the impact of our
theory overestimating each element of the covariance matrix.
The true covariance matrix with diagonals increased by
10%
This choice scales all the diagonal elements of C0 by a factor
1.1, i.e. preserving the off-diagonal elements but increasing
the diagonal elements by 10%. The correlation matrix is thus
decreased by roughly 10% as well.
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The true covariance matrix with off-diagonals decreased by
10%
As a complementary choice to scaling the diagonal elements,
this choice scales all the off-diagonal elements of C0 by a
factor 0.9, leaving the diagonal elements unchanged. This
reduces the correlation matrix by 10%. Note that we do
not consider the case of overestimation of the off-diagonal
elements since this would require carefully ensuring that the
covariance is still positive definite.
Diagonal elements of C0
This choice sets all the off-diagonal elements of C0 to zero
but keeps its diagonal elements. The motivation behind
this choice is to investigate the impact of ignoring the off-
diagonal elements completely, in contrast to the case where
we merely consider a small underestimation of these ele-
ments.
Linear covariance matrix CL
This choice just uses the linear prediction from Equa-
tion (20). As we see from Figure 3 and Figure 4, this model
underestimates the true diagonal elements and ignores the
off-diagonal elements of the covariance matrix.
3.4 Prior width choices
As well as investigating the impact of different choices of
CT on model fits and parameter inference, we also need to
investigate the impact of the prior width, specified through
f ii
P
(the standard deviation of the diagonal elements in units
of the mean for the prior, see Equation (6)) or m (the degree-
of-freedom parameter of the prior). The precise level of con-
fidence will depend on a combination of how many simula-
tions were available to test the model against, how biased
the model appears to be with respect to those simulations,
and whether or not the model can predict its own accuracy
(as in effective field theory or response function approaches),
see the discussion in Section 2.2.
We consider seven values of f ii
P
, with corresponding val-
ues for m (assuming p = 21) given by ( f ii
P
,m) = (0.01, 20024),
(0.05, 824), (0.10, 224), (0.20, 74), (0.35, 40.3), (0.50, 32), and
(∞, 24). We remind the reader again here that small val-
ues of f ii
P
correspond to high confidence in the model and
low values to low confidence. We also remind the reader that
the off-diagonal elements have necessarily broader priors, see
Equation (5).
Unlike the different choices of n we use the same data
and simulations for each choice of f ii
P
. We also ran a model
having ( f ii
P
, m) = (0.00,∞), but found this to be indistin-
guishable from ( f ii
P
,m) = (0.01, 20024), suggesting that 1%
confidence in the diagonal elements is roughly equivalent to
complete confidence in these elements.
4 RESULTS
For each value of n and f ii
P
we computed the average value
of the posterior variance of A, defined in Equation (15), to
assess how this particular parameter variance is affected by
prior model choices. We also computed the average PTE as
defined in Equation (19) across the simulations, in order to
gauge the expected impact of different choices of CT and f
ii
P
on the quality of model fits - too much confidence in a model
covariance which is wrong will result in misestimated error
bars for the data and hence an unacceptable PTE even when
the template µ0 is the truth. In this section we present the
results of these tests, along with an assessment of how the
variance in Cy itself changes as we change f
ii
P
. We will then
combine these tests to determine the minimum number of
simulations that need to be run to achieve acceptable values
of the PTE, the parameter variance, and the data covariance
variance, for the different models and f ii
P
values. Finally we
will test the sensitivity of our results to the dimensionality
of the data vector p.
4.1 Parameter variance tests
How does placing increasing confidence in a model covari-
ance matrix impact parameter constraints? In Figure 5 we
plot the average posterior variance on A relative to its n = ∞
limit (given by 1/µ0C
−1
0
µ0), again for different choices of
the prior parameters, and for p = 21. We also plot the
equivalent value for the Jeffreys’ prior using the (very accu-
rate) approximation of Equation (C2), which diverges when
n = p + 1 as the data covariance matrix becomes singular
at this point. This curve is independent of the model, and
increases from unity as n is lowered due to the extra vari-
ance incurred as a result of marginalizing over the covariance
matrix (Sellentin & Heavens 2016, 2017).
When the model covariance is set to the true covariance,
it is somewhat unclear how increasing the confidence in the
model should impact the variance of the amplitude param-
eter A. As confidence in the model become very high we
should recover the n = ∞ limit, as seen in the top-left panel
of Figure 5. However, as we decrease this confidence the
parameter variance becomes monotonically lower than this
value. In other words, upon using a less informative prior the
average parameter variance actually decreases rather than
increases. The reason for this is that the information gained
by reducing f ii
P
is mainly going into making Cy less noisy,
whereas the mean of Cy is unchanged and is simply equal to
C0, independent of f
ii
P
. The average posterior variance of A
is primarily sensitive to the average of Cy , so the dependence
on f ii
P
is generally quite weak. The primary impact of chang-
ing f ii
P
is then through its impact on random fluctuations in
Cy which propagate to fluctuations in var(A). We find that
the term in square brackets in Equation (15) is subdominant
and var(A) ∼ 1/µ0C
−1
y µ0. At low values of n and high values
of f ii
P
the data covariance Cy is noisy, and 1/µ0C
−1
y µ0 is bi-
ased low12, and so the variance of A is biased low, as seen
in the top-left panel of Figure 5. The errors on the parame-
ters are also quite non-Gaussian in this regime, and so the
error bars presented in this regime should be treated with
caution. Thus, one should be very cautious about making
12 This is to be compared with the exact average of(
µ0Cˆ
−1
µ0
)−1
over its (Gamma) sampling distribution, which is
n−p
n−1
(
µ0C
−1
0
µ0
)−1
, i.e. biased low.
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Figure 5. Average variance of the amplitude A relative to its n = ∞ limit when the theory covariance is set to the true covariance (top-left
panel), the true covariance scaled by 1.1 (top-middle panel), the true covariance with its diagonal elements scaled by 1.1 (top-right panel),
the true covariance with its off-diagonal elements scaled by 0.9 (bottom-left panel), the true covariance with its off-diagonal elements
set to zero (bottom-middle panel), and the linear covariance (bottom-right panel). In each panel we plot the dependence on the number
of simulations n for different choices of the prior width f i i
P
, for f i i
P
= ∞ (blue), 0.50 (orange), 0.35 (green), 0.20 (red), 0.10 (purple),
0.05 (brown), and 0.01 (pink). Also plotted is the variance when the Jeffreys’ prior is adopted (black solid curve), which diverges when
n = p + 1. Curves are ordered bottom-to-top in each panel for the highest-to-lowest values of f i i
P
except for the bottom-middle and
bottom-right panels where the trend is reversed. The dashed horizontal line denotes a value of unity.
judgements when the data covariance matrix is noisy; later
on we will impose thresholds on this noise such that low
values of n and m are ruled inadmissible.
When the true covariance is scaled by 10% the variance
on A is also increased by roughly 10% (top-middle panel),
since the dominant part of var(A) is proportional to Cy . If
instead we increase only the diagonal elements by 10% there
is an extra boost to this parameter variance over scaling all
the elements, with similar behaviour seen when reducing the
off-diagonal elements, see the bottom-left panel of Figure 5.
In contrast, when the off-diagonal elements are ignored com-
pletely the variance is systematically lower compared to the
n = ∞ limit.
To understand this behaviour, consider for example fit-
ting a straight line to two Gaussian data points having con-
ditional errors σ1 and σ2 and correlation ρ. The variance on
the amplitude is (1−ρ2)/(X2
1
+X2
2
−2X1X2ρ), where Xi = µi/σi
is the conditional signal-to-noise on data point i with µi the
model prediction. Differentiating with respect to ρ and set-
ting X1X2 > 0, we see that var(A) increases with ρ when-
ever ρ < min(X1/X2, X2/X1), and decreases with ρ whenever
min(X1/X2, X2/X1) < ρ < 1, with the opposite behaviour if
X1X2 < 0. In the case of complete correlation ρ = 1 the
variance is zero (perhaps counterintuitively) since there are
two data points for two unknowns; A and the common noise
between the two points. Thus the parameter variance can ei-
ther decrease or increase upon changing ρ depending on its
starting value. In our case we have X1X2 > 0 since P(k) > 0,
and the data points are strongly correlated, see Figure 4.
Since the conditional signal-to-noise on the power spectrum
estimates varies strongly across different scales this puts us
in the regime where small (e.g. 10%) decreases in ρ increase
var(A), explaining the behaviour in the middle panels of Fig-
ure 5. If instead ρ is set to zero the variance decreases, since
then the second data point contains independent informa-
tion from the first data point which conspires to reduce the
variance for the particular correlation matrix of CT . We be-
lieve this simplified example captures the main effects in
Figure 5, and also demonstrates that correlations between
data points have a non-trivial effect on parameter variances.
Note that the results at low values of n and m are biased
by fluctuations in the data covariance matrix, as discussed
above.
When the linear covariance matrix is assumed we see
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Figure 6. Average variance of the amplitude A relative to its Jeffreys’-prior value for different choices of the theory covariance and
number of simulations n. Panels and curves denote the same quantities as in Fig. 5. Curves are ordered bottom-to-top in each panel
for the highest-to-lowest values of f i i
P
except for the bottom-middle and bottom-right panels where the trend is reversed. The dashed
horizontal line denotes a value of unity, the dot-dashed line denotes 10% extra error (i.e. square-root of the variance) in A relative to the
Jeffreys’ value.
that high confidence in the prior leads to very low param-
eter variance. This makes intuitive sense since the diagonal
elements are severely underestimated (see Figure 3), and the
correlations are neglected.
In Figure 6 we again plot the amplitude variance but
this time divided by its Jeffreys’ prior value. These ratios
thus go to zero when n ≤ p + 1. This quantity is of interest,
since it tells us the relative increase or decrease of the pa-
rameter variance at finite n when marginalizing against our
informative prior. We also plot a 10% increase threshold on
the error (i.e. square-root of the variance) as the dot-dashed
line on this figure. We see that the increase in parameter er-
ror is never greater than 10% for any of our chosen models,
with the largest increase coming when we have high con-
fidence in a model where the diagonal elements have been
overestimated by 10%. In most cases the variance is lower
than Jeffreys’, for the reasons discussed above.
In the case that the covariance is overestimated elemen-
twise by 10% (top-middle panel of Figure 6), the choice of f ii
P
which gives a parameter variance closest to the Jeffreys’ re-
sult is f ii
P
≈ 0.10 (purple curve). For this particular scenario
the prior width on the diagonal elements is the same as the
bias in the model, such that increase in parameter variance
coming from the overestimated theory covariance is almost
exactly balanced by the decrease due to the uncertainty in
the true covariance matrix given this model.
We close this section with the caveat that use of a single
amplitude parameter to construct parameter variance tests
is clearly limited. Poor covariance models could have large
effects on the posterior distributions of parameters which
impart scale-dependent effects in the power spectrum, while
leaving the amplitude variance unchanged or reduced. This
is potentially true of parameters whose impact on the power
spectrum is greatest where the covariance model is poor, for
example on non-linear scales where realistic models are likely
to be least accurate. However, as long as one increases the
prior width to account for the inaccuracy, this should not
give parameter biases greater than the 1σ posterior width
but should just broaden the final posterior. A thorough in-
vestigation would involve properly studying the sensitivity
of the full posterior to the prior covariance choices. This is
worthy of further study, which we defer to a future work.
4.2 PTE tests
We have seen that parameter variances can be either re-
duced or increased when a theoretical covariance matrix is
folded into the inference procedure. Clearly we would like
to reduce the variance, but not at the expense of making
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Figure 7. Average PTE for different choices of the theory covariance and number of simulations n. Panels and curves denote the same
quantities as in Fig. 5. Curves are ordered bottom-to-top in each panel for the highest-to-lowest values of f i i
P
except for the bottom-right
panel where the trend is reversed. The dashed line shows the 〈PTE〉 = 0.5 value, the dot-dashed lines bound the 0.5 ± 0.1 thresholds, and
the dotted lines bound the 0.5 ± 0.3 thresholds.
our error bars artificially small. A metric for assessing the
‘quality’ of the error bars is provided by the PTE, intro-
duced in Section 2.6. A low value of the PTE implies a high
value of χ2 for the best-fitting parameters; in other words,
the probability of obtaining a value of χ2 at least as big as
the observed value is low even when the null hypothesis is
‘true’, i.e. when it matches the sampling distribution that
produced the observations. Since many other systematic er-
rors can reduce the quality-of-fit of the best-fitting model, it
is important to ensure that a mis-specified covariance matrix
does not dominate the PTE budget.
In Figure 7 we plot the average PTE as a function of
n for each of the six covariance models listed in Section 3.3,
and for different choices of f ii
P
, for p = 21. The error bars
on these plots were estimated from the empirical scatter
of the simulations, and are comparable to the scatter in
the measurements assuming a smooth model for the points.
Note that the points are independent for different n at fixed
(CT , f
ii
P
) but not for different (CT , f
ii
P
) at fixed n. The black
dashed line shows the value 0.5, which should be the mean
by construction if CT = C0, and the black dot-dashed and
dotted lines show PTE thresholds of 0.5 ± 0.1 and 0.5 ± 0.3
respectively.
The top-left panel of Figure 7 serves as a sanity check,
as we should have 〈PTE〉 = 0.5 by construction, which is in-
deed satisfied to within the error bars for each n and f ii
P
.
When we scale up the covariance model by 10% (top-middle
panel), the error bars on the data are all too large and hence
the PTE tends to be greater than 0.5, with this effect be-
coming more severe as confidence in the model is increased.
For the case of f ii
P
= 0.01 the theory model overwhelms the
simulation estimate Cˆ at all the values of n we consider, and
the average PTE is just below 0.6, i.e. the best fit model is
still a reasonable fit to the data. At sufficiently high values
of n the estimate Cˆ becomes more important, and we revert
back to 〈PTE〉 = 0.5 since the null hypothesis becomes closer
to the true sampling distribution. This transition happens
at lower n for larger values of f ii
P
(lower confidence in the
model), with the blue points for example transitioning from
0.6 to 0.5 by n ≈ 50. At the lowest values of n the weight is
all on the theory, and so all the curves asymptote to each
other - this is true for every model choice.
We see similar but more extreme behaviour when only
the diagonal elements are increased by 10%. When confi-
dence in this model is high, the PTE tends to be & 0.9, and
the same behaviour is seen when we reduce the off-diagonal
elements by 10%. The main effect here is the 10% reduction
in the correlation matrix, common to both these models.
Highly correlated data points exhibit very little scatter with
respect to a best-fitting model. If we neglect these correla-
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tions our χ2 looks too low, and the PTE is too high. This
is what we see in the top-right and bottom-left panels of
Figure 7; when the model covariance exhibits correlations
which are lower than the truth, the PTE is pushed high.
Thus it appears that getting the correlations correct will
be very important for getting good model fits from planned
large-scale structure surveys. Considering that the true cor-
relations are already high for most of the k-bins (Figure 4),
this implies that the PTE is highly sensitive to small changes
in the elements of the correlation matrix for a survey probing
non-linear scales.
We see this again in a more extreme fashion when the
off-diagonal elements are neglected all together (bottom-
middle panel of Figure 7). Sensitivity to the confidence in
the model is now very high, with even very broad priors still
being sufficiently informative that the model fits are very
poor. For this model, an acceptable PTE is only reached for
either a very large number (n ≫ 200) of simulations or a
very uninformative prior; even in the latter case we have a
degradation in the model fit for n . 200, suggesting that this
model is sufficiently poor that it should not be included in
the likelihood at all, and a Jeffreys’ prior should instead be
used. The same can be said of the linear covariance model
(bottom-right panel), where now the effect of an underes-
timated correlation matrix is actually overwhelmed by the
underestimated diagonal elements (see Figure 3). The low
diagonal elements push the PTE low (higher χ2), in oppo-
sition to the influence of the low off-diagonal elements. The
net effect is that reasonable PTEs can be obtained even
for n ≈ 75 if the prior is sufficiently broad. As we shall see
later though, low weight on the prior combined with small
numbers of simulations give a noisy data covariance matrix,
which is clearly undesirable.
In the previous section we saw that when the theory
covariance matrix is biased high by 10%, comparable pa-
rameter variances to the Jeffreys’ case can be achieved by
tuning the prior width on the diagonal elements to be equal
to this bias. The purple curve in the top-middle panel of
Figure 7 suggests that this choice of f ii
P
does not give an
optimal PTE, with better model fits available for broader
priors. Setting f ii
P
= 0.10 still gives a reasonable PTE how-
ever, suggesting that overall this choice gives performance
quite similar to the Jeffreys’ prior case, but requiring much
fewer simulations - exactly how much fewer will depend on
the thresholds one places on changes to parameter variances
and PTEs.
The average PTEs thus offer insight into the sensitiv-
ity of the quality of model fits to the different covariance
models and our confidence in these models. That we can
study these effects as a function of confidence rather than
the binary choice of simulation-only or theory-only is a great
advantage of our approach, and tests similar to these could
be conducted with more realistic models for the covariance
matrix.
We note finally that the deviation of the average PTE
from 0.5 is only a rough measure of the quality of the model
fit. A more informative measure would be to study the full
sampling distribution of the PTE and compare it against
the uniform distribution - the cumulative probability ver-
sion of this test is known as a quantile-quantile plot, and
has recently been adopted in photometric redshift method-
ology (Wittman et al. 2016). Applying this diagnostic to co-
variance matrix estimation is an interesting line of research
which we defer to a future work.
4.3 Data covariance variance tests
As well as demanding reasonable parameter variance and
PTEs when the model µ0 is the truth, it is clearly desirable
that the error bars we assign to the data through Cy should
not be too noisy. Moreover, we have seen that noisy data
covariances lead to average parameter variances which ap-
pear abnormally low due to the propagation of this noise,
and we do not wish to draw overoptimistic conclusions from
the data based on a chance fluctuation in Cˆ or make the
parameter posterior too non-Gaussian.
The variance of the data covariance is given in Equa-
tion (10). The most intuitive and simple measure of noise in
Cy would be the standard deviation of the diagonal elements
in units of the mean, given by√
var(Cy,ii )
〈Cy,ii〉
=
√
2(n − 1)C0,ii
(n − 1)C0,ii + (m − p − 1)CT,ii
. (21)
This metric depends on the unknown covariance matrix C0
and hence could not be used in a realistic setting. The quan-
tity that is independent of C0 is the standard deviation of
the diagonal elements in units of the true value, given by
f iiy ≡
√
var(Cy,ii)
C0,ii
=
√
2(n − 1)
n + m − p − 2
. (22)
These two quantities are roughly equal when CT,ii ≈ C0,ii , as
is the case for all our models except the linear model. Since
the linear data covariance is significantly biased away from
the truth on most scales, Equation (22) provides only an
approximate measure of the width of the covariance. How-
ever, its independence from unknown quantities makes f iiy a
useful metric for assessing the variance in Cy .
In Figure 8 we plot the quantity f iiy as a function of n
and f ii
P
, which is independent of p. As expected, the vari-
ance on Cy goes to zero when either n becomes large or
f ii
P
becomes small, due to the suppression of noise in the
simulation estimate Cˆ and shrinkage to the noise-free model
respectively. There is a maximum when n = m − p, i.e. when
there is equal weight in the data covariance between simu-
lations and model. When n ≫ m, p we have f iiy →
√
2/n and
all curves asymptote to each other, recovering the standard
Gaussian result (see, e.g. Takahashi et al. 2011).
We have also plotted a 10% threshold on Figure 8. This
was chosen to ensure reasonable noise properties for the data
covariance matrix, and is at roughly the level demanded of
simulated covariances by recent large-scale structure surveys
that have made use of Cˆ (e.g. Harnois-De´raps et al. 2012;
Kilbinger et al. 2013). This threshold excludes the regime
where the number of simulations is small and the confidence
in the prior is low. Note that we never consider the value
n = 1 in these tests.
4.4 Minimum number of simulations
We have seen how different choices of the prior width f ii
P
for each choice of CT impact upon the model fit quality, the
amplitude variance, and the variance of the data covariance
matrix. By demanding that each of these quantities is not
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Figure 8. Standard deviation of the diagonal elements of the
data covariance matrix (derived from the likelihood) in units of
the square-root of the corresponding diagonal element of the true
covariance matrix, as a function of the number of simulations n.
We show different choices of the prior width f i i
P
, for f i i
P
= ∞
(blue, highest curve), 0.50 (orange, second-highest curve), 0.35
(green, third-highest curve), 0.20 (red, fourth-highest curve), 0.10
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and 0.01 (pink, lowest curve) The dot-dashed line denotes a 10%
threshold.
degraded too much by our choices of f ii
P
and n, we can deter-
mine the minimum number of simulations nmin which need
to be run for each choice of the model covariance matrix.
Specifically, we choose two sets of thresholds; a ‘more
stringent’ set and a ‘less stringent’ set. The more strin-
gent set demands that the average PTE should not deviate
from the true-null-hypothesis value 0.5 by more than ±0.1
when the model template µ0 is correct (i.e. between the dot-
dashed lines on Figure 7), that the posterior variance on the
amplitude A is not more than 10% larger than the Jeffreys’
prior value (i.e. below the dot-dashed line on Figure 6), and
that the standard deviation on the diagonal elements of the
data covariance matrix in units of the true covariance is not
greater than 10% (i.e. below the dot-dashed line in Figure 8).
The less stringent set relaxes these by allowing the average
PTE to be (0.5 ± 0.3) i.e. between the dotted lines in Fig-
ure 7, while still below the dot-dashed lines in Figure 6 and
Figure 8. We point out that these thresholds are arbitrary
and one is free to specify any set of thresholds here.
We saw in Figure 6 that all of our models have a mean
parameter variance lower than both the more stringent and
less stringent thresholds, so for our particular choices of
threshold this requirement plays no role in setting the value
of nmin. Instead, it is the PTE test and the covariance-
variance test which determine how small we can make n.
The smaller we make n, the more weight is put onto the the-
ory covariance (with the transition controlled by the value
of f ii
P
), and so the worse the PTE becomes since this co-
variance is not equal to the true value. If we counter this
by increasing f ii
P
to lessen the influence of the prior we can
make the data covariance too noisy and f iiy is too large. In
the Jeffreys’ prior we have seen that the benchmark number
of simulations is 200 (see the discussion in Section 3.2), so if
a combination of n and f ii
P
results in nmin ≥ 200 we conclude
that the theory model CT is not good enough and we enforce
nmin = 200, independent of p.
In Figure 9 we plot nmin for each model choice, found
by searching through all the values of f ii
P
and n we con-
sidered, with a resolution of ∆n = 7. In the left panel we
show the results for the more stringent thresholds, and in
the right panel those for the less stringent thresholds. Note
that since the averages all come with error bars there is some
uncertainty in the determining the exact point at which the
thresholds are satisfied for each f ii
P
and n, but the values of
nmin we obtained are stable to increasing the total number
of simulations by 50%.
When the more stringent thresholds are applied, the
left panel of Figure 9 shows that only the covariance mod-
els closest to the truth can significantly reduce the number
of simulations required. When the true covariance matrix
is used (blue points), the number of simulations can be re-
duced to practically zero since the average PTE is always
within the thresholds by construction. This is only untrue
when f ii
P
is large (& 0.5), since then the noise on the data
covariance exceeds the threshold for all values of n . 200 (as
seen from the green curve in Figure 8). Similarly, the model
with the true covariance scaled by 1.1 (red points) always
has acceptable PTEs (see the top-middle panel of Figure 7),
and so nmin can be very low as long as the data covariance
is not too noisy (recall that Figure 8 is independent of the
model covariance choice).
If instead we choose a model with either the diagonal
elements increased by 10% or the off-diagonal elements de-
creased by 10%, we can only obtain a modest decrease in
nmin, reducing the required number of simulations by roughly
10% when a broad prior of f ii
P
≈ 0.5 is used. If a tighter
prior is adopted the PTE becomes too large (see Figure 7),
whereas if a weaker prior is used the variance in the data
covariance becomes too large (Figure 8). If we throw away
the off-diagonal elements completely the PTE becomes very
poor even for the most uninformative IW prior, and so we
can never improve nmin over the Jeffreys’ result. The linear
model has reasonable PTEs for broad priors with f ii
P
& 0.35,
allowing for a modest 20% reduction in nmin.
Thus, with these set of thresholds it appears that we can
only obtain a significant reduction in the number of simula-
tions that need to be run if the theory covariance is reason-
ably close to the truth in both its diagonal and off-diagonal
elements. Even a small misestimation of the correlation ma-
trix by 10% gives poor χ2 values, allowing for only a 10%
reduction in nmin.
If instead we relax the PTE threshold and allow the
average PTE to be 0.5 ± 0.3, the models having 10% un-
derestimation of the correlation matrix become more ac-
ceptable and nmin comes down. There is a sweet spot of
roughly f ii
P
= 0.2 ± 0.1 (i.e. 20% ± 10% confidence in the
diagonal elements of the prior) where we can get down to
nmin ≈ 100 − 130, almost a factor of two improvement. This
value of f ii
P
corresponds to m− p−1 = 802, i.e. the theoretical
model is receiving roughly a factor of 7 more weight than
the simulations in the data covariance matrix at this nmin.
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Figure 9. Left panel : The minimum number of simulations nmin allowed by the PTE, parameter-variance, and data-covariance-variance
thresholds, as a function of the prior width f i i
P
and adopting the more stringent thresholds (see text for details). We show the cases where
the theory covariance is set to the true covariance (blue, second-lowest curve at f i i
P
= 0.4), the true covariance scaled by 1.1 (red, lowest
curve), the true covariance with its diagonal elements scaled by 1.1 (green, fourth-lowest curve at f i i
P
= 0.4, overlapping with cyan), the
true covariance with its off-diagonal elements scaled by 0.9 (cyan, second-highest curve at f i i
P
= 0.4, overlapping with green) , the true
covariance with its off-diagonal elements set to zero (magenta, highest curve), and the linear covariance (yellow, third-lowest curve at
f i i
P
= 0.4). The dashed horizontal line denotes the benchmark n = 200 simulations required to achieve 10% accuracy on the diagonal data
covariance elements and 1% loss in information on A due to finite n when the Jeffreys’ prior is adopted. Note that some of the points
have been horizontally offset for clarity, and there is a ∆nmin = 7 resolution when determining nmin. Right panel : Same as left panel, but
adopting the less stringent PTE and parameter variance thresholds (see text). The ordering of the curves is now blue (second-lowest
curve at f i i
P
= 0.4), red (lowest curve), green (second-highest curve at f i i
P
= 0.2), cyan (third-highest curve at f i i
P
= 0.2), magenta (highest
curve), and yellow (third-highest curve at f i i
P
= 0.2). Note that there is no scale on the horizontal axis above f i i
P
= 0.5. Generally speaking,
points on the left-hand side of these panels are constrained by giving reasonable model fits when the sampling distribution is the same
as the null hypothesis, while points on the right-hand side are additionally constrained by having a reasonably precise data covariance
matrix estimate.
A degradation of the PTE by 0.2 seems like a reasonable
price to pay for this improvement. Further improvements
are possible with the linear model due to the fortuitously
good χ2 values that result from the competing influences of
underestimated diagonal and off-diagonal elements (see the
discussion in Section 4.2), although the covariance-variance
test is very approximate for this model, see Section 4.3.
To conclude this section, we have seen that substan-
tial reductions in the number of simulations required for
covariance matrix estimation are possible with a weakly in-
formative prior centred on a model which gets the correlation
matrix roughly correct. Tight priors are only helpful if the
model covariance is close to the truth.
4.5 Sensitivity to dimensionality
So far all our results have been obtained with a data vector
of length p = 21. This choice is fairly arbitrary, and so in
this section we investigate the sensitivity of our results to
changing p. The dimensionality can potentially be orders of
magnitudes larger than this for planned surveys, but fore-
casting for this is challenging with our approach since we
have to invert data covariance matrix tens of thousands of
times to obtain the sample means used in our analysis. In-
stead, we re-ran our tests with p = 11 and p = 31 to get
a rough idea of how this quantity impacts our results. The
k-ranges are the same as in the p = 21 results, with only the
bin widths changed.
In Figure 10 we plot nmin for the various model covari-
ance choices when p = 11. The results with the more strin-
gent thresholds (top panel) are very similar to the p = 21
case, the only change being a small reduction in nmin for
the linear model when f ii
P
= 0.2. More drastic changes oc-
cur when the less stringent thresholds are chosen (bottom
panel), with the sweet-spot of f ii
P
= 0.2 now permitting
over a factor two reduction in nmin for the 10%-reduced-
correlation models and the linear model. This is driven by
a change to the PTE thresholds. We find that the average
PTEs are closer to 0.5 for all the model choices, and can
remain within the thresholds down to much lower n than
the p = 21 case. This is because the width of the χ2 statis-
tic when the null hypothesis is true is narrower when p is
larger since large fluctuations are less likely when there are
a large number of statistically independent terms competing
against each other in the sums in Equation (17). This makes
the PTE more sensitive to small changes in the error bars
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Figure 10. Top panel : Same as left panel of Fig. 9 for p = 11.
Bottom panel : Same as right panel of Fig. 9 for p = 11.
(and hence small changes in χ2) when the dimensionality
is large (Abbott et al. 2018; Troxel et al. 2018). When p is
lowered this distribution broadens and we are less sensitive
to poor estimation of the covariance matrix, allowing for
lower nmin. Using fewer k-bins also reduces the correlation
between neighbouring bins, which typically makes the PTE
less sensitive to misestimation of these correlations.
By the same token, when p = 31 we are more sensitive
to poor specification of the data covariance matrix and its
correlation matrix, although the effect on nmin is slightly
weaker, as we show in Figure 11. When the thresholds are
more stringent (top panel) there is little change from p = 21
aside from a small degradation for the model where the true
covariance is scaled by 1.1. When the thresholds are less
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Figure 11. Top panel : Same as left panel of Fig. 9 for p = 31.
Bottom panel : Same as right panel of Fig. 9 for p = 31.
stringent (bottom panel) there is a small increase in nmin
at f ii
P
= 0.2 for the linear and scaled off-diagonal models
compared to p = 21. This is due to only a mild increase in
the average PTE for this mis-specified models. We caution
that these results are subject to noise in the average PTE.
The trend in nmin when we change p is thus roughly
as expected. We expect that there is also sensitivity to the
range of k-scales we include, and indeed to how many red-
shift bins and summary statistics are folded in to the covari-
ance matrix. For the very large values of p which Stage-IV
dark energy surveys are expected to produce, the PTE is
likely to be quite sensitive to small changes in the data co-
variance matrix. This will make reducing nmin possible only
for the weakest priors and most accurate models. The for-
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malism we have presented in this work allows realistic co-
variance models to be assessed in a principled way to allow
a sizeable reduction in nmin.
For a survey with values of p larger than those consid-
ered in this work, our recommendation is that the testing
procedures outlined in this Section be followed, with a more
realistic theory covariance matrix used to test the impact of
high or low confidence in that theory on parameter errors
and model fits. We have specialized to low values of p to
speed up some of the computations and to aid the interpre-
tation of the results (for example, we have only considered
real-space clustering in a single redshift bin), but the for-
malism presented here is completely general and could be
used in a more realistic setting.
5 CONCLUSIONS
In this work we have introduced a new marginal likeli-
hood for use in inferring cosmological parameters from sur-
veys of cosmological large-scale structure. This likelihood is
given in Equation (7), the main results of this work, and
has the form of a multivariate Student-t distribution with
a covariance matrix which linearly interpolates between a
simulation-based estimate and a theoretical model. This re-
covers the linear shrinkage model of Ledoit & Wolf (2004)
but in a Bayesian framework, and extends the approach
of Sellentin & Heavens (2016) by incorporating knowledge
of what the true covariance should be, using an informative
Inverse-Wishart prior. Our approach is motivated by the
need to find new methods aimed at reducing the number of
simulations nmin required for covariance estimation from the
prohibitively large numbers forecast for planned dark energy
experiments.
The marginal likelihood depends on a theoretical model
and a degree-of-freedom parameter which determines the
weight this model receives in the covariance matrix of the
data. The weight can either be set from prior tests of the
model on low-accuracy simulations or from internal predic-
tions of the model’s own accuracy. Alternatively it may be
marginalised over in a Bayesian hierarchical model.
We have performed a thorough investigation of the im-
pact on the inference process of different choices of the
model, the weight, and the number of simulations forming
the covariance matrix estimate. In Section 4 we saw how
having too much confidence in a poor model can result in a
failure to pass a χ2 test even when the model for the mean
of the data is correct. We saw that parameter variances are
sensitive to these choices and how the noise in the hybrid
estimator decreases when either strong confidence is placed
on a model or the number of simulations is large. By plac-
ing thresholds on these quantities we were able to determine
the minimum number of simulations required for our hy-
brid likelihood, finding that large reductions are possible if
the model’s correlation matrix is within roughly 10% of the
truth, and if one is willing to accept slightly poorer model
fits.
Our approach provides a promising framework for com-
bining theory and simulations in the likelihood, and resolves
some of the confusion as to whether a ‘Hartlap correction’
is required for hybrid covariance estimates (Hartlap et al.
2007; Kilbinger et al. 2013). Although the models we have
considered have been simplistic, the methods we have em-
ployed should be useful in assessing whether any given model
can be used to reduce nmin.
One might wonder whether it is possible to include con-
tributions to the covariance matrix not captured by simu-
lations in our formalism, such as the super-sample covari-
ance (SSC; Takada & Hu 2013). In simplifying the marginal-
ization over the covariance in Equation (2) we used that
p(C|µ, Cˆ,CT ) ∝ p(Cˆ|µ,C) p(C|µ,CT ). We could imagine sim-
ply adding the SSC term to the simulation estimate Cˆ,
in which case the distribution p(Cˆ|µ,C) becomes a shifted
Wishart distribution. However, this means the marginaliza-
tion can no longer be performed analytically. An alterna-
tive approach builds the SSC term into the model CT and
treats the simulation estimate as biased. While this formally
means that the distribution p(Cˆ|µ,C) is no longer Wishart,
we can always down-weight the influence of the simulations
by increasing the theory weight, analogous to how we down-
weighted our biased theoretical models. Since modern ap-
proaches of using theory-only covariance matrices are con-
tained within our approach as a limit, it should be acceptable
to include a simulation-based covariance estimate to furnish
a theoretical model having an SSC term in order to improve
the accuracy on non-linear scales. The weight placed on the
simulation estimate would be quite small in scenarios where
a theoretical covariance matrix was practically sufficient to
meet the requirements of a survey (Barreira et al. 2018).
Our approach is complementary to other methods
aimed at combining theoretical and simulation-based covari-
ance matrices (Ledoit & Wolf 2004; Pope & Szapudi 2008;
Joachimi 2017), as well as methods which implement physi-
cally motivated approximations into simulations for covari-
ance estimation (Manera et al. 2013; Kitaura et al. 2014;
Howlett et al. 2015; Izard et al. 2016; Berger & Stein 2019),
and methods which compress the summary statistics into a
reduced-dimensionality data vector (Heavens et al. 2017).
In conclusion, we have elucidated the role that prior
confidence in models can play in reducing the computational
demands placed on future dark energy experiments. With re-
cent advances in understanding how estimated covariances
impact likelihood functions and continuing progress in mod-
elling the covariance, a hybrid approach embedded within a
principled Bayesian framework such as that which we have
described here will be a valuable tool for upcoming surveys.
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APPENDIX A: INVERSE-WISHART MIXTURE
PRIOR
The IW prior allows the marginalization over the unknown
covariance matrix to be performed analytically. The price
we pay for this however is a loss in flexibility, as once we fix
the mean of the prior to equal the theoretical model there
is only one remaining free parameter, the degree-of-freedom
m. We can remedy this by using a mixture of N Inverse
Wishart distributions, each having a different scale matrix
and degree-of-freedom parameter, with density given by
p(C|CT ) =
N∑
k=1
wkpk (C|C¯k (mk − p − 1), mk), (A1)
where each pk is an IW distribution with mean C¯k and
degree-of-freedom mk , and the weights must satisfy
N∑
k=1
wk = 1 (A2)
to ensure the prior integrates to unity. The mean of the prior
is
C¯ =
N∑
k=1
wk C¯k, (A3)
which we can set equal to the theoretical model CT , as in
the single IW case.
With the IW mixture prior we can again marginalize
over C analytically and derive the marginal likelihood, which
is now a weighted sum of multivariate Student-t distribu-
tions, each with a common mean µ. The data covariance of
this marginal likelihood is
Cy =
N∑
k=1
w
′
k
Cy,k, (A4)
where w′
k
are new weights related to the wk via elementary
functions (and required to sum to unity), while Cy,k are the
covariances of the individual multivariate-t distributions in
the mixture.
Similarly, we can derive the posterior distribution of
an amplitude parameter exactly, which takes the form of a
weighted sum of Student-t distributions, each with a mean
given by µk = µ
⊺
0
C
−1
y,k
y/µ
⊺
0
C
−1
y,k
µ0. If we define the weights
of this mixture by w′′
k
, related to the original prior weights
by elementary functions, the posterior mean and variance of
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A are now
〈A〉 =
N∑
k=1
w
′′
k µk
var(A) =
N∑
k=1
w
′′
k
vark (A) +
N∑
k=1
w
′′
k
(
µk −
N∑
m=1
w
′′
mµm
)2
, (A5)
where vark (A) is the variance of each individual component,
given by Equation (15) with the replacements m → mk and
Cy → Cy,k . The parameter variance is thus a sum of the
weighted individual variances of the mixture components
and an ‘intrinsic’ variance coming from the scatter in peak
locations within the mixture. It is also easy to show that
the sampling distribution of the χ2 test statistic defined in
Equation (17) with CT = C0 is independent of the unknown
model parameters, following the derivation in Appendix B.
It thus remains for us to specify the parameters of each
mixture component C¯k and mk , and the weights wk . We
would like to control the variance of different blocks of the
covariance matrix. These blocks could be blocks in scale or
redshift or particular combinations of the summary statistics
(e.g. the covariance of the position-shear correlation function
with the shear-shear correlation function), and the weighted
sum of the blocks must equal the theoretical model, i.e. C¯ =
CT in Equation (A3). The parameters mk control the widths
of each component of the mixture, so we could imagine each
component specifying the distribution of a particular block
of the full covariance matrix. However, the mean of each
component C¯k must still be symmetric and positive definite,
which places restrictions on how we can choose C¯k .
For example, consider the case N = 2, and divide the
covariance matrix up into four blocks, labelled C(1,1), C(1,2),
C(2,1) = C
⊺
(1,2)
, and C(2,2). Suppose that block C(1,1) consists
of the covariance of the matter power spectrum on large
scales where perturbation theory is accurate, whereas C(2,2)
is the covariance on small scales. Clearly we’d like to assign
more variance (a lower m) to C(2,2), since our models are less
accurate there. The weighted sum of the two C¯k matrices
must equal the total model covariance CT . We thus have to
set w1C¯1 equal to the theoretical model for C(1,1) and w2C¯2 to
the model for C(2,2), with m1 dictating the variance of C(1,1)
and m2 the variance of C(2,2). However, both C¯1 and C¯2 need
to be p×p matrices, which suggests that we need to partition
each C¯k into four blocks, with the (2, 2) block of C¯1 and the
(1, 1) block of C¯2 set close to zero. This however makes the
determinant of the full C¯k matrix close to zero. It is easy
to show that the weights w′
k
and w′′
k
entering into the data
covariance in Equation (A4) and the parameter variance in
Equation (A5) are both proportional to |C¯k |
mk /2. We are
thus not at liberty to enforce that each mixture component
only contributes significantly to a particular block of the full
covariance matrix.
Could we specify independent IW distributions for each
block of the full covariance matrix? We could certainly do
this, but the prior distribution of C would then not be IW,
and we could not then perform the marginalization analyti-
cally.
While it does not appear that we can use the IW mix-
ture prior to straightforwardly control the variances of co-
variance matrix sub-blocks, its high degree of flexibility and
analytic marginalization properties render it deserving of
further study, which we defer to a future work.
APPENDIX B: DISTRIBUTION OF THE TEST
STATISTIC
In this section we prove that the sampling distribution of χ2
as defined in Equation (17) with CT = C0 is independent of
the unknown quantities µ0 and C0. Firstly, we note that χ
2
may be written as y˜⊺C˜
−1
y y˜ , where a tilde denotes projection
onto the p − 1 dimensional hypersurface orthogonal to µ0.
The projected data covariance may be written as
C˜y = (1 − λ)
ˆ˜
C + λC˜0, (B1)
where
ˆ˜
C ∼ Wp−1[C˜0/(n − 1), n − 1], (B2)
which follows from the properties of Wishart distributions
(e.g. Gupta & Nagar 2000). By the definition of the sample
covariance matrix we have then that
(n − 1) ˆ˜C ∼
n−1∑
α=1
ZαZ
⊺
α,
Zα ∼ Np−1(0, C˜0). (B3)
Therefore the data covariance is distributed as
(n − 1)C˜y ∼ (1 − λ)
n−1∑
α=1
ZαZ
⊺
α + λ(n − 1)C˜0. (B4)
Now, let D be a non-singular matrix such that DC˜0D
⊺
= I,
and define y∗ = Dy˜ and C∗y = DC˜yD
⊺. Since y˜ ∼ Np−1(0, C˜0)
this implies that y∗ ∼ Np−1(0, I). Then we have
χ2 = y˜⊺C˜
−1
y y˜,
= y∗⊺C∗−1y y
∗ (B5)
with C∗y distributed as
(n − 1)C∗y ∼ (1 − λ)
n−1∑
α=1
Z ∗αZ
∗⊺
α + λ(n − 1)I, (B6)
where Z ∗α = DZα and Z
∗
α ∼ Np−1(0, I). The distribution of
χ2 is hence completely determined by the quantities y∗ and
Z ∗α, which together consist of n(p− 1) independent standard
normal variates. This completes the proof that χ2 has a dis-
tribution independent of µ0 and C0, if and only if CT = C0.
Equation (B5) also tells us how to draw realizations of χ2.
We simply need to draw n(p − 1) independent standard nor-
mal variates, form the matrix sum in Equation (B6), then
form the quadratic form in Equation (B5). The cumulative
distribution can be formed numerically from these samples
and a look-up table produced, from which we may interpo-
late to compute the PTE of any measured vale of χ2.
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APPENDIX C: APPROXIMATE FORMULA
FOR THE AVERAGE AMPLITUDE VARIANCE
WITH THE JEFFREYS’ PRIOR
With a Jeffreys’ prior, the posterior variance on A in Equa-
tion (15) becomes
var(A) =
n − 1
n − 3
(
µ
⊺
0
Cˆ
−1
µ0
)−1 (
1 +
(p − 1)T2
J
n − p + 1
)
, (C1)
with T2
J
defined in Equation (18). The quantity(
µ
⊺
0
Cˆ
−1
µ0
)−1
is distributed as Gamma
(
n−p
2
, 1
2q
)
with
q =
(
µ
⊺
0
C
−1
0
µ0
)−1
/(n − 1), and hence 〈
(
µ
⊺
0
Cˆ
−1
µ0
)−1
〉 =
n−p
n−1
(
µ
⊺
0
C
−1
0
µ0
)−1
. Since T2
J
∼ Fp−1,n−p+1 we have that
〈T2
J
〉 =
n−p+1
n−p−1
. To a very good approximation the two terms
in parentheses in Equation (C2) are uncorrelated, and so
〈var(A)〉 ≈
(n − 2)(n − p)
(n − 3)(n − p − 1)
(
µ
⊺
0
C
−1
0 µ0
)−1
. (C2)
Note that this differs from the average of 〈1/FAA〉 =
n+2
n
(
µ
⊺
0
C
−1
0
µ0
)−1
since it accounts for the non-Gaussianity
of the posterior.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–21 (2018)
