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Galperin and Wigderson (Inform. and Control 56 (1983), 183-198) showed that 
certain trivial graph properties become NP-complete when the graph is represented 
in a particular exponentially succinct way. We show that under the same represen- 
tation, graph properties that are ordinarily NP-complete b come complete for non- 
deterministic exponential time. © 1986 Academic Press. Inc. 
1. INTRODUCTION 
Combinatorial objects with regular or repetitive structure (in VLSI or 
other contexts) can be encoded using special succinct representations. This 
may mean that very fast algorithms now become "slow," simply because 
their running times are considered as a function of the length of the 
encoding. This phenomenon was recently formalized and studied by 
Galperin and Wigderson (1983). As an extreme xample they showed that, 
if we represent graphs by a polylogarithmically sized circuit computing the 
adjacency matrix (a natural, if not practical, representation, which 
generalizes encodings of this sort) trivial properties uch as the existence of 
a triangle become NP-complete. Notice that, in any such encoding scheme, 
necessarily not all graphs are representable. Galperin and Wigdersongive a 
general condition, under which a graph property is NP-hard under this 
representation. They also give a general technique for deriving upper 
bounds on the complexity of properties of succinctly representable graphs; 
the bounds derived are exponential in the ordinary complexity of the 
property. Their results, however, leave considerable gaps regarding the 
complexity of properties such as existence of a Hamiltonian cycle, 3- 
colorability, connectivity, and bipartiteness. For example, they show that 
telling whether a succinct graph is Hamiltonian is in NEXP (non-deter- 
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ministic exponential time), and Y~-hard, but the precise complexity is left 
open (we show it is NEXP). 
In this note, we present a general techique for deriving lower bounds for 
the complexity of properties of succinctly representable graphs. Our results 
suggest hat, as a rule, succinct representations have the effect of precisely 
exponentiating the complexity (time or space) of graph properties. Our 
main result states that graph properties, to which satisfiability is reducible 
by a projection, in the sense of Skyum and Valiant (1981), become NEXP- 
hard when succinct representations are assumed. Notice that such projec- 
tions appear to exist for most of the known NP-complete graph properties 
(such as having a Hamiltonian cycle, 3-colorability, etc.), and thus our 
result applies to all such properties. Similar results, with very analogous 
proofs omitted here, hold for graph properties to which we can project he 
P-complete circuit value problem (they are EXP-hard), the NLOG-com- 
plete problem of connectivity between two nodes of a directed graph (they 
are PSPACE-hard), and so on. As a corollary, we can resolve most of the 
problems left open in (Galperin and Wigderson, 1983). 
2. THE MAIN RESULT 
A succinct representation of a graph G with n nodes is a circuit CG (with 
AND, OR, and NOT gates, say), such that, if two binary integers less than 
n are given as input, C~ computes the corresponding entry of the adjacency 
matrix of G (see Galperin and Wigderson, 1983, for a more detailed 
definition). Naturally, only a small fraction of all graphs have a succint 
representation. Let /7 be a graph property (such as Hamiltonian, 3- 
colorable, planar, etc.). The problem ~7for succinct graphs is the following: 
Given a circuit C6, does the graph represented have property/7? As usual, 
the (ordinary) problem// is  that of determining, given a graph G, whether 
it has property/7. 
We say that a mapping rt from a language L ~ {0, 1 }* to another M is a 
projection if the following properties hold: (1) For any string x of length 
n, ~(x) has length n k, where k is a constant. (2) There is a polynomial-time 
algorithm A such that, given a (binary representation f) an integer i ~< n k, 
A computes one of three things: Either (a) the value (0 or 1) of the ith bit 
of ~(x), or (b) an integer j ~< n, such that the ith bit of ~(x) is the jth bit of 
x, or (c) an integer j~<n, such that the ith bit of ~(x) is one minus the jth 
bit of x (that is, the complementary bit). It is easy to check that almost all 
classical polynomial-time transformations, ay from satisfiability to graph 
problems (Garey and Johnson, 1979), can easily be made projections. For 
very few problems, such as planar Hamiltonian graphs, this is not 
immediate, but is still possible. To facilitate the representation of projec- 
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tions, we assume that an instance of the satisfiability problem (with three 
literals per clause) is represented by a claus~literal incidence matrix. 
Let us finally define the complexity classes NEXP = Uc> 1 NTIME(2Cn), 
and EXP= Uc>l DTIME(2Cn) • A problem is C-hard, where C is a com- 
plexity class containing P, if all problems in C polynomially transform to it. 
THEOREM. Let H be a property of graphs, such that there is a projection 
from satisfiability to the ordinary problem for H. Then the problem H for 
succinct graphs is NEXP-hard. 
Proof Let us consider a universal nondeterministic Turing machine U 
for NEXP, one that accepts the language L(U)= {x: x encodes a 2 ctM)n- 
time bounded Turing machine M and an input y, such that M accepts y }; 
here c(M) is the constant of the exponent, depending on M, and we have 
assumed a pairing function mapping machines and inputs to strings. By 
definition, L(U), the language accepted by U, is NEXP-complete. We shall 
show that L(U) is polynomial-time transformable to the problem H for 
succinct graphs. 
Cook (1971) presented in his classical paper a construction whereby, 
given a string x, we can construct in polynomial time a Boolean formula, 
such that  the formula is satisfiable if and only if a particular machine, 
universal for NP, accepts input x. Now, a construction identical to Cook's 
yield, for each string x, a Boolean formula F with at most 2 "txl variables 
and clauses, such that F is satisfiable iff x ~ L(U), for some fixed c > 1. (We 
can fix c by assuming that our pairing function is such that it maps a pair 
(M, y) to a string of at least [y[ c(M), and thus machine U has enough 
time to simulate any nondeterministic exponential-time machine.) 
Formula F has a highly regular structure. It has Ix[ clauses tating that 
the input to the computation of U is x, and a finite number of other types 
of clauses reflecting the moves of U, repeated in a regular way an exponen- 
tial number of times (for each possible time-square combination of the 
computation of U on x). In particular, it is very easy to see that, given two 
clx[-bit integers, the indices of a literal and a clause, it can be determined 
in polynomial time whether the literal appears in the clause. Let us call B 
the polynomial-time algorithm computing this literal-clause relation. 
Recall further that we are assuming that satisfiability can be projected to 
property H. Thus, for some exponent k, we can construct for every formula 
(and in particular for F) a graph G(F) with at most 2 ~~txl nodes, such that 
G(F) has property H iff F is satisfiable (and thus iff x eL(U)). Moreover, 
there is an algorithm A which, given two cklxl-bit numbers, computes 
whether the corresponding nodes are adjacent in G(F) by looking up at 
most one position in the clause literal adjacency matrix of F. 
Combining algorithms A and B, we obtain an algorithm C which, given 
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two integers with cktxl bits, determines in polynomial time whether the 
two nodes are adjacent in the graph G(F), based only on the bits of x. For 
fixed x this algorithm can be rendered as a polynomial-size circuit C~(F) 
with 2cklxl inputs, which is therefore a succinct representation f G(F). 
Now, it is easy to see that, given x, we can construct CG(F) in polynomial 
time. Furthermore, G(F) has property H iff xEL(U). Thus, we have 
described a polynomial-time transformation from L(U) to H for succinct 
graphs. The proof is complete. | 
COROLLARY. The problems HAMILTON CYCLE, 3-COLORABILITY, 
CLIQUE (of size I VI/2), etc., for succinct graphs are NEXP-complete. | 
3. DISCUSSION 
By the same technique we can show similar results for smaller classes. 
For example, if the circuit value problem (a problem complete for P (Lad- 
ner, 1975)) can be projected to a graph property, then the same property is 
EXP-hard when applied to succinct graphs, and if the s - t  connectivity 
problem for directed graphs can be projected to a property, then the suc- 
cinct graph property is PSPACE-hard. This shows that connectivity, bipar- 
titeness, and acyclicity for succinct graphs are PSPACE-complete, filling 
more gaps in the results of Galperin and Wegderson (1983). Naturally, our 
results cannot help in cases of graph properties whose precise complexity is
open (planarity, matching, etc.). 
Also, our result can be interpreted as an elaboration on the work of 
Hartmanis, Sewelson, and Immerman (1983). They showed that there exist 
sparse sets in NP-P  iff NEXP ¢ EXP. We have exhibited, essentially for 
any known NP-complete set, a sparse subset hat is the most likely to be in 
NP - P exactly if NEXP ¢ EXP (namely, the members of the language that 
are succinctly representable by the scheme suggested in the proof). 
We should also comment on certain related results recently shown by 
Wagner (1974). He considered graphs that are defined by succinct 
arithmetic expressions, and in this model he showed that certain specific 
problems become xponentially harder than with ordinary graph represen- 
tations. Wagner's model is different from that used in Galperin and 
Wigderson (1983) and this paper; for example, in this model it is NP-com- 
plete to detect whether the graph has a particular edge. Also, no 
"metatheorem" analogous to the main theorem of the present paper is 
known for Wagner's model. 
Finally, we cannot claim that we have exhibited a bona fide natural 
NEXP-complete problem. Finding such a problem remains quite elusive, 
but worthwhile. We wish to point out that even classes like #EXP (the 
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counting class for NEXP, in analogy to Valiant's (1979) #P)  contain 
interesting hard problems, not known to be in EXP, whose completeness 
appears plausible but formidable to prove. Example: "Given n in binary, 
how many planar graphs with n nodes are there?" 
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