It is important to analyze the LMS algorithm to determine under what conditions it is stable, whether or not it converges to the Wiener solution, to determine how quickly it converges, how much degredation is suered due to the noisy gradient, etc. In particular, we need to know how to choose the parameter µ.
Mean of W does W
k , k → ∞ approach the Wiener solution? (since W k is always somewhat random in the approximate gradient-based LMS algorithm, we ask whether the expected value of the lter coecients converge to the Wiener solution) 
where R = E X k X k T is the data correlation matrix.
Putting this back into our equation 
We wish to know under what conditions
− V k→∞ → − 0?
Linear Algebra Fact
Since R is positive denite, real, and symmetric, all the eigenvalues are real and positive. Also, we can write R as Q −1 ΛQ, where Λ is a diagonal matrix with diagonal entries λ i equal to the eigenvalues of R, and Q is a unitary matrix with rows equal to the eigenvectors corresponding to the eigenvalues of R.
Using this fact,
multiplying both sides through on the left by Q: we get
Note that V ' is simply V in a rotated coordinate set in R m , so convergence of V ' implies convergence of V . Since 1 − 2µΛ is diagonal, all elements of V ' evolve independently of each other. Convergence (stability) bolis down to whether all M of these scalar, rst-order dierence equations are stable, and thus → (0).
These equations converge to zero if |1 − 2µλ i | < 1, or ∀i : (|µλ i | < 1)µ and λ i are positive, so we require ∀i : µ < 1 λi so for convergence in the mean of the LMS adaptive lter, we require
This is an elegant theoretical result, but in practice, we may not know λ max , it may be time-varying, and we certainly won't want to compute it. However, another useful mathematical fact comes to the rescue... Since the eigenvalues are all positive and real. For a correlation matrix, ∀i, i ∈ {1, M } :
We can easily estimate r (0) with O (1) computations/sample, so in practice we might require
as a conservative bound, and perhaps adapt µ accordingly with time.
Rate of convergence
Each of the modes decays as
The initial rate of convergence is dominated by the fastest mode 1 − 2µλ max . This is not surprising, since a dradient descent method goes "downhill" in the steepest direction note:
The nal rate of convergence is dominated by the slowest mode 1 − 2µλ min . For small λ min , it can take a long time for LMS to converge.
Note that the convergence behavior depends on the data (via R). LMS converges relatively quickly for roughly equal eigenvalues. Unequal eigenvalues slow LMS down a lot.
