Abstract. We give a complete characterization of the affine selfmappings ϕ of the torus T d that generate tame semicascades and cascades. Namely, we show that the semicascade generated by ϕ is tame if and only if the matrix A of ϕ satisfies A p = A q , where p and q are some nonnegative integers, p = q. For cascades the corresponding condition has the form A m = I, where m is some positive integer and I is the identity matrix.
1. Introduction and statement of results. Let X be a compact Hausdorff space and let G be a certain group or a semigroup whose elements are continuous mappings of X into itself. Tame (originally called regular) dynamical systems (X, G) were introduced to topological dynamics by Köhler [4, Sec. 5] and subsequently extensively studied by Glasner, Megrelishvili, and other authors, see the recent survey [2] and the references therein. In the case when X is a compact metric space one of the remarkable properties of tame systems is that the corresponding Ellis enveloping semigroup is "small", while for untame systems it is "large" [2, Th. 3.2] .
We recall that a sequence f n , n = 1, 2, . . . , of real-valued functions on X is said to be independent if there exist a, b ∈ R, a < b, such that n∈P {x : f n (x) < a} ∩ n∈Q {x : f n (x) > b} = ∅ for all finite disjoint subsets P, Q of indices. By C(X) we denote the Banach space of all continuous functions on X with the standard sup-norm. Given a function f on X and g ∈ G, let f g stands for the function f g (x) = f (gx), x ∈ X. A system (X, G) is called tame if for every real-valued f ∈ C(X) the family {f g : g ∈ G} does not contain an independent sequence [2, Def. 3.1].
Several conditions are known to be equivalent to the tameness. In the important case when X is a compact metric space the above definition reduces to a very simple equivalent definition below which reflects the structure of orbits O(x) = {gx : g ∈ G}, x ∈ X, of a system, and is especially meaningful for semicascades and cascades (the equivalence is explained in Remarks 1 and 2 at the end of this note).
Definition (in the metric case). Let X be a compact metric space. We say that a system (X, G) is tame if each sequence g n ∈ G, n = 1, 2, . . . , has a pointwise convergent subsequence g n k , k = 1, 2, . . . (i.e., a subsequence such that for every x ∈ X the sequence g n 1 x, g n 2 x, . . . converges in X).
Let ϕ : X → X be a continuous mapping. We recall that the semicascade generated by ϕ is the system (X, G + ϕ ), where G + ϕ = {ϕ n , n = 0, 1, 2, . . .} is the semigroup of iterations of ϕ. Here ϕ 0 is the identity mapping and ϕ n+1 = ϕ • ϕ n , n = 0, 1, 2, . . .. When ϕ is a self-homeomorphism of X we can consider the cascade generated by ϕ, i.e., the system (X, G ϕ ), where G ϕ = {ϕ n , n ∈ Z} is the group of iterations of ϕ (naturally ϕ n for n < 0 are the iterations of the inverse mapping ϕ −1 ). In this note we consider semicascades and cascades generated by affine self-mappings ϕ of the torus
Certainly one can consider a cascade generated by ϕ only in the case when det A = ±1, i.e., when A is nonsingular and the inverse matrix A −1 is integer. As usual R denotes the real line and Z is the additive group of integer numbers.
The main results of this note are the following two theorems. 
so, for the Fourier coefficients ξ of ξ we have e −iγn ξ(λ n ) → 1, which is impossible since the Fourier coefficients of every integrable function vanish at infinity.
Given a matrix A, denote its transpose by A * . Consider an arbitrary vector u ∈ Z d and the set E(u) = {e u • ϕ : ϕ ∈ Φ}. Certainly, (i) implies that each sequence in E(u) has a pointwise convergent subsequence. At the same time for ϕ(x) = Ax + b we have e u • ϕ(x) = e i(u,Ax+b) = e i(u,b) e i(u,Ax) = e i(u,b) e i(A * u, x) = e i(u,b) e A * u (x). Thus we see that from (i) it follows that for every u ∈ Z d the set Λ(u) = {A * u : A ∈ M(Φ)} (the set of frequencies of functions in E(u)) is finite.
Consider the vectors e j = (0, 0, . . . , 0, 1
According to what we have shown, for every j the set Λ(e j ) = {A * e j : A ∈ M(Φ)} is finite. Since A * e j is the jth column of the matrix A * , i.e., the jth row of the matrix A, we see that for every j, j = 1, 2, . . . , d, the set of the jth rows of the matrices A ∈ M(Φ) is finite. Hence, M(Φ) is finite. This proves the Lemma. Theorems 1 and 2 follow.
3. Remarks. 1. A uniformly bounded sequence f n , n = 1, 2, . . . , of functions on a set X is said to be an l 1 -sequence, if for all finite sequences of numbers c 1 , c 2 , . . . we have n |c n | ≤ c sup X n c n f n , where c > 0 does not depend on {c n }. Let F be a uniformly bounded set of real-valued functions on X. The equivalence of the three conditions below was discovered by Rosenthal [5] (see also his paper [6] ) in relation to the characterization of Banach spaces containing an isomorphic copy of l 1 : (a) F does not contain an independent sequence; (b) F does not contain an l 1 -sequence; (c) each sequence in F has a pointwise convergent subsequence.
1
This equivalence plays a significant role in dynamics, see [2, Sec. 2 and 3] . Applied to the families {f g : g ∈ G}, where f ∈ C(X) are real functions, it yields the corresponding equivalent properties of dynamical systems (X, G).
2. Let Φ be a family of self-mappings of a Hausdorff compact space X (we do not assume that Φ is a group or a semi-group). Certainly if each sequence in Φ has a pointwise convergent subsequence, then for every realvalued f ∈ C(X) each sequence in {f •ϕ : ϕ ∈ Φ} has a pointwise convergent subsequence. One can easily verify that in the metric case the converse is also true. Indeed, if X is a compact metric space, then C(X) is separable, so, we can chose a countable family of real functions f 1 , f 2 , . . . in C(X) that distinguishes between the points of X, i.e., such that for every u, v ∈ X, u = v, there exists j with f j (u) = f j (v). Let {ϕ n } be a sequence in Φ. We apply the diagonal process, namely, starting from the sequence {ϕ 0 n } def = {ϕ n } we construct inductively a family of sequences {ϕ j n , n = 1, 2, . . .}, j = 0, 1, 2, . . . , so that for each j the sequence {ϕ (j+1) n , n = 1, 2, . . .} is a subsequence of {ϕ j n , n = 1, 2, . . .} and the sequence {f j • ϕ j n , n = 1, 2, . . .} is pointwise convergent. This yields the sequence {ϕ (n) n , n = 1, 2, . . .} which is a pointwise convergent subsequence of {ϕ n }.
In particular, due to the equivalence of (a) and (c) (see Remark 1), we conclude that in the metric case the definition of tameness given in terms of pointwise convergent sequences in G is equivalent to the original one in terms of independent sequences (see the Introduction).
3. The complex version of Rosenthal's theorem obtained by Dor [1] implies the equivalence of (b) and (c) without assuming that the functions in F are real-valued. Let us indicate a simple application of this version. Recall that a subset Λ ⊆ Z d is called a Sidon set, 2 if for every trigonometric polynomial P (x) = k c k e i(λ k , x) , where λ k ∈ Λ are pairwise distinct, we have
Here γ > 0 is a constant which does not depend on P (called the Sidon constant of E). Clearly, to say that a set Λ = {λ 1 , λ 2 , . . .} is a Sidon set is the same as to say that e λ 1 , e λ 2 , . . . is an l 1 -sequence on T d . As we saw in the proof of the Lemma a sequence of exponential functions with an unbounded set of frequencies cannot converge pointwise on T d . Due to the equivalence of (b) and (c) (in the complex case) this amounts to the following fact: every infinite set in Z d contains an infinite Sidon subset. This fact is well-known in harmonic analysis (see, e.g., [3, Sec. 6.2] ). Its commonly known proof involves the Riesz products; the above argument is an alternative way to prove it.
4. In relation with Theorems 1 and 2 let us indicate two conditions in terms of the Jordan form A J of a matrix A equivalent to the A p = A q condition. Clearly, if A p = A q , where p, q are certain nonnegative integers, p = q, then there exists an integer s > 0 such that each eigenvalue of A is ether 0 or is an sth root of unity and all Jordan blocks which correspond to nonzero eigenvalues are degenerate, i.e., of size 1 × 1. This in turn implies that there exists a positive integer m such that (A J ) m is a diagonal matrix with only ones and zeroes on the diagonal. Obviously the converse is also true: every matrix A whose Jordan form satisfies one of the two conditions above satisfies the A p = A q condition.
