Introduction
In a multitude of problems uncertainty in data and in theories is significant to such an extent that a probabilistic treatment ought to be mandatory. Frequently though a deterministic treatment is preferred so as to remove the complications of a rigorous probabilistic analysis. Random variables are then replaced with point estimates, that is, each variable is replaced with a central value (expectation, median, or mode), or with one consciously biased so as to incur errors in the less unfavourable sign, and the estimates are treated as deterministic. Results are also expressed as point estimates without even giving an idea of their differences with the corresponding central values or of the magnitude of the resulting bias or dispersion. In decision making a trustworthy calculation of the first momentexpectation -of functions of the random variables would often suffice. This paper develops a simple procedure for computing the first three moments which overcome the deficiencies of deterministic treatment by sacrificing the accuracy of a rigorous probabilistic analysis; the procedure also furnishes an approximate and an equally simple approach to Bayesian statistics. For functions of a single variable we propose to estimate the variable and its functions at two points, rather than at a single point as in the deterministic approach. We arrive at the estimate at 2 n points for functions ofn variables although the number of estimates can be reduced to 2n in certain cases of great practical interest. Exceptionally we would suggest the use of estimates at a larger number of points to improve the accuracy. In short, the method presented here gives results that are usually almost as satisfactory as those of a rigorous probabilistic treatment provided the coefficients of variation of independent variables do not exceed moderate limits, yet it implies no more than a modest increase in numerical complexity over that of a purely deterministic analysis.
The method is expounded in a deficient and excessively succinct manner elsewhere, t'2 which is overcome in the present paper.
Let Y = Y(X), X = random variable. When we are not interested in the distribution of Y but only in an approximation to its first few moments we can ignore X's probability density function and use no more than the corresponding moments. The solution will be independent of the distribution we assign X. Any distribution we assign it having the same first moments as the given distribution will fiirnish the exact solution when Y is a linear function of X, and we can choose X's distribution so that the solution be sufficiently accurate if Y(X) is sufficiently smooth in the neighbourhood of the expectation of X provided X's dispersion is not too large. We will choose the fictitious distribution of X following this criterion and that of simplicity. If we are interested in only Y's expectation we can assume that the density of X is completely concentrated at X's expected value. The analysis will correspond to a point estimate of Y where X equals the expectation of X. It will be as simple as a deterministic analysis with the advantage that the meaning of the values computed will be explicit. We will obtain a first-order approximation to the expectation of Y which, however, will often be excessively crude.
If instead of one we use two concentrations, equal to 0.5 each, placed symmetrically with respect to X's expectation, we can take into account X's first two moments, estimate those of Y with a second-order approximation to its expected value. If we omit the condition of symmetry we have enough parameters to take into account the first three moments of X and obtain a third-order approximation to the expectation of Y without thereby complicating the analysis beyond a two-point estimate of Y. In the text we will adopt the latter approach and derive the results of concentrations symmetric with respect to the expectation of X as a particular case.
Function of one variable
Consider a real function Y = Y(X) of the real random variable X. (Capitals are used for random variables; the corresponding lower-case letters denote specific values of those variables,) Of the latter we know the first three moments. The ith moment is defined as:
is the probability density function of X at X = x. This is always l. The first central moment, M~ (X), is'always nil. Mj(X) is known as the variance of X and is ordinarily designated o2; its square root, o, is X's standard deviation. M~(X) is known as the skewness of X; if we denote it as vo 3, v is X's skewness coefficient. For symmetric distributions skewness is nil and the same holds for all other central moments of odd order.
We are interested in obtaining expressions for the exlSectation, standard deviation, and coefficient of skewness of Y, respectively Y, ¢ry, and v~, andto do it independently of X's distribution. To this end let us assign X an arbitrary distribution having four parameters so as to comply with expressions for the moment of order zero and for the first three moments ofX. A particularly simple function satisfying this requirement consists in two concentrations, Pt and P2, of the probability density function px(x), respectively atX =xz and x2:
5(') is Dirac's delta function of variable (-). The distribution is depicted schematically in Figure 1 .
If we make ~i = ]xi -XI]o, i = 1, 2, the four expressions that are of interest become:
Their solution is:
With Yi = y(xi) the first three central moments of Y are:
From equations (5)- (8) we find:
(-means equal to, except for higher-order terms.) When one of the central moments of X is unknown the number of simultaneous equaiions is reduced to three, so we can arbitrarily assign the value of one of the four parameters of the distribution of X. On the other hand, when t, = 0 the expressions obtained become simpler. They become:
~l --~2 = 1 (12)
or--(I/2) ly~ -Y21 (15) whence:
These equations are valid whether v is unknown, zero, or is regarded as negligible.
Compared with the results of expandingy/, i = I, 2 ..... in a Taylor series about X, multiplying both members by px(x), and integrating, which furnishes moment Mi(Y), we find that when the third derivative of Y(X) exists equation (9) constitutes a third order approximation (with relative errors of the order of V4), equations (10) and (14) are of second order (with relative errors of the order of Va), and equations (11), (15), and (16) of first order (with relative errors of the order of V2). However, the expressions obtained do not presuppose conditions of continuity or of existence of the derivatives of Y(X), although the accuracy of the approximations can seriously deteriorate when Y(X) is not sufficiently smooth. If Y(X) or its first derivatives have no more than a f'mite number of discontinuities and these are rmite, we can divide X into segments within each Two-point estimates in probabilities: E. Rosenblueth of which the appropriate smoothness conditions are met, and apply to each segment, the method proposed. This is especially useful for computing Y, as computation of the global or and t,r is awkward and it may be preferable to obtain them through analytical or numerical integration.
Function of several variables
Generalization of the foregoing method to functions of several variables requires solution of large numbers of simultaneous equations, many of which are generally nonlinear (see Appendix). For example, if we know the moments of the first three orders of the random variables and there are two such variables, we must solve 10 simultaneous equations, some of which are linear, others quadratic, and the res.t cubic. As unknowns we may choose the coordinates of four points in the plane of the random variables Xx, X2, as well as the magnitudes of the concentrations, at these points, of the joint probability function Px, x2(Xl, x2), which yields 12 unknowns. This number exceeds that of the equations, so we may arbitrarily choose the values of two variables or of two relations between them. With thee random variables the number of simultaneous equations rises to 20 and we may take as unknowns the coordinates of five points and the corresponding concentrations.
This approach is awkward. We prefer to concentrate the density function at a superabundant number of points and impose conditions on their coordinates. If we take 2 n points when the number of random variables is n and we leave as unknowns the concentrations at all points and the coordinates of two of them not having coordinates in common, distributing the rest so as to form a rectangle, prism, or hyperprism, we obtain an adequate number of unknowns to satisfy the moments of orders zero, first, and second of the form 
x (l + 3V2n + vnV3n),
Each function Yi may consequently be treated separately and results combined in accordance with equations (17)-
.
Bayesian statistics
Let X be a real random variable whose probability density function we replace with concentrations P~ and P2 placed respectively at the points whose ordinates are X, and X2
( Figure 1 ). Suppose that an experiment (or observation) is performed whose result we designate by A. This will have modified probabilities P~ and P2 as follows, according to Bayes' theorem or formula of the probabilities of hypotheses:
e; = e(A IX = xt) e~ i = 1, 2 (20) P(A) Pt' = value ofP i in the light of result A, P(A IX = xi) = probability that we obtain result A given that X equalled xi, and P(A) = P(A IX = x0 Pl + P(A IX = x2) P2 = previous probability ofA.
Calculation ofxt,x2, P~, and P2 proceeds as for functions of a single random variable. Once P'l and P2 have been obtained we can compute the probability of other experimental results. Generalization to more than one random variable presents no difficulties. Occasionally the 'experiment' consists of a long chain of elementary experiments, all yielding the same result in an almost systematic way and its growth makes px(x) tend to values outside the interval between xz and x2. To cover this possibility it may be advisable to concentrate the probabilities at more than two points, placing the end points sufficiently far from X so that the values to which px(x) can tend will fall, with near certainty, between them. We notice in Table I that Y is only slightly sensitive to ~, o r-is more so, and computation of V r is pointless if v is erroneously taken as zero. 
Examples

Smooth function of a single random variable
Discontinuity in the first derivative
Bayesian statistics
An irregularly-shaped object has two faces, which we will designate respectively 'head' and 'tail'. A priori we do not know the probability X that on tossing the object the head be uppermost. In view of this ignorance it is decided Two-point estimates in probabilities: E. Rosenblueth to assign X a prior distribution uniform between 0 and I :
px'~x) = 1, 0 <~x ~< 1. The object is tossed n times, n = O, 1, 2, ... and in all of them face exposed is a tail. It is desired to know the posterior distribution of X in the light of this eventuality.
For the prior distribution ofX (n = 0), we compute X = 0.5, o = ~/i2 = 0.2887, v = 0, ~l = ~2 = 1,xl = 0.7887, x2 = 0.2113, P~ =/)2 = 0.5. After one toss we fred P~ = 0.2113, P2 = 0.7887, )7 = 2 x 0.2113 x 0.7887 = 0.3333, etc. Results are given in Table 2 , where they are compared with the exact solution. The approximation is satisfactory for small n.
Although a very long series of tails is a priori unlikely, ordinates XI and X= make the Bayesian treatment incapable of adequately representing the results of a long series of tosses giving heads and tails in such proportion that X tends asymptotically to any value appreciably higher than X~ or smaller than X2, which would not be too strange.
To remedy this situation we will choose four points to concentrate the probability density function of X: x = 1, 0. Table 2 Probability that in toss n + 1 we obtain a head when the first n have come.out tails Thus we obtain the results given in Table 2 . It should be noted that errors for moderate and large n decrease perceptibly
Summary and conclusions
Many practical problems would require a probabilistic treatment that is generally not carried out because it would be too time consuming if done rigorously. In this paper an approximate method is proposed, which is very simple and only sacrifices the accuracy slightly provided that the dispersions of the variables are not too large. The method allows estimating the first three moments of a function of random variables of which the first three moments are known. This is especially useful in decision theory, in which it is enough to estimate the first moment, or expectation, of the dependent variable. For functions Y of a single random variable X the probability density function of X is replaced by two concentrations. Expressions are available which furnish the magnitudes and ordinates of the concentrations in terms of X's first three moments, and thence it is straightforward to compute approximations to the corresponding moments of Y. When Yis sufficiently smooth the approximation to Y's expectation is third order; the one to its standard deviation and coefficient of variation are second order; and first order for Y's skewness and skewness coefficient. When Y or its first derivative have t'mite discontinuities the same expressions can still be used though possibly with too great a loss of accuracy. The situation is overcome by applying the proposed method to each of a series of segments.
If Y is a function of two or more variables a larger number of concentrations are necessary. Their magnitudes and coordinates can be computed by solving certain simultaneous equations so as to satisfy the first moments of the variables, but the number of such equations increases rapidly with the number of variables, especially when the latter are not statistically independent. It is found preferable to resort to a superabundant number of concentrations located at the vertices of a rectangle, prism, or hyperprism. Solution of the simultaneous equations can then be obtained almost by inspection. With this artifice the solution is particularly simple when the tlfird moments are zero or are assumed to be zero. In a frequent practical case Y is the product of functions each of a single random variable and these variables are statistically independent. Two concentrations per variable suffice then and expressions are available for the first three moments of Y which are exact in terms of the corresponding moments of the functions.
The method propounded lends itself to application in Bayesian statistics. It suffices to replace the prior probability density function of the variables of interest with concentrations in the usual way and to modify the magnitudes of the concentrations as a function of the statistical information, applying Bayes' theorem to compute their posterior values. In some cases it is advisable to introduce a larger number of concentrations to cover the possibility that statistical data make the probability density function evolve markedly toward values outside the range de£med by the usual concentrations.
is k i=O and it is a function ofk. We can prove that: Table A1 contains the values of this quantity for n between 1 and 7 and k between 0 and 3. For every point where the probability density function p is assumed concentrated we can write as many equations as the point has coordinates, that is n, plus one, the latter coming from the magnitude of the concentration. The number of parameters to determine is thus n + 1 times the number of concentrations. Hence, the number of points where p is to be concentrated should not be smaller than The results of these conditions for k = 3 are given in Table A2 .
