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Abstract
A parallel reservoir simulator has been developed, which is designed for large-scale black oil simulations.
It handles three phases, including water, oil and gas, and three components, including water, oil and
gas. This simulator can calculate traditional reservoir models and naturally fractured models. Various
well operations are supported, such as water flooding, gas flooding and polymer flooding. The operation
constraints can be fixed bottom-hole pressure, a fixed fluid rate, and combinations of them. The simulator
is based on our in-house platform, which provides grids, cell-centred data, linear solvers, preconditioners
and well modeling. The simulator and the platform use MPI for communications among computation
nodes. Our simulator is capable of simulating giant reservoir models with hundreds of millions of grid
cells. Numerical simulations show that our simulator matches with commercial simulators and it has
excellent scalability.
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1 INTRODUCTION
Reservoir simulations are powerful tools for petroleum engineers. Simulators can be used to model oil,
gas and water flow underground and interactions between reservoirs and wells, which can predict well
performance, such as oil rates, gas rates, water rates and bottom hole pressure. These tools are employed
to validate and optimize well operations. Inputs of reservoir simulators include properties of fluids and
reservoir rock. Geological models of reservoirs can be obtained from seismic imaging. Usually they
are complex and highly heterogeneous, which introduce numerical difficulties for reservoir simulators.
When a reservoir model is large enough, a typical simulator may take days or even longer to complete one
simulation study case, especially in thermal simulations. Effective numerical methods, linear solvers, and
fast computing techniques need be studied.
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Reservoir simulation has been a popular research topic for decades. Various reservoir models and
well treatments as well as their numerical methods [12] and fast computer techniques have been devel-
oped [6,18,19]. Chen et al. studied finite element methods and finite difference methods for the black oil,
compositional and thermal models [12]. Newton methods, linear solvers and preconditioners were also
studied [12]. Kaarstad et al. [3] implemented a parallel two-phase oil-water simulator. Rutledge et al. [1]
implemented a compositional simulator, which was designed for parallel computers. The simulator used
the IMPES (implicit pressure-explicit saturation) method and only pressure was solved for. Shiralkar and
his collaborators [2] developed a portable parallel reservoir simulator, which could run on a variety of par-
allel systems. Killough et al. [4] studied locally refinement techniques, which could improve accuracy and
reduce calculations compared with global grid refinement. The technique is useful to complex reservoir
models, such as in-situ combustion. Dogru and his group [5] developed parallel simulators using struc-
tured and unstructured grids, which could handle faults, pinchouts, complex wells, polymer flooding in
non-fractured and fractured reservoirs. Their parallel simulator was highly efficient and scalable, and it
could compute giant reservoir models with billions of grid cells. Zhang et al. developed a general-purpose
parallel platform for large-scale scientific applications. The platform was designed for adaptive finite
element and adaptive finite volume methods [6,7], and it used tetrahedral grids. The newest-vertex based
bisection refinement method, various linear solvers, preconditioners and eigenvalue solvers were provided.
The package has been applied to black oil simulations using discontinuous Galerkin methods [16]. Chen
and his group developed a parallel platform to support the study of large-scale reservoir simulations and
this platform was implemented to support black oil, compositional, thermal, and polymer flooding mod-
els [18,21,29]. Guan and his collaborators implemented a parallel simulator, which could compute black oil
model and compositional model [19]. Massive reservoir models with hundreds of millions of grid cells were
reported using 10,000 MPIs [19]. Wheeler has developed a parallel black oil simulator [20] and she studied
numerical methods, linear solvers, and preconditioner techniques. It is well-known that solution of linear
systems from black oil simulations occupies most of running time. Many preconditioning methods have
been proposed and applied to reservoir simulations, such as constrained pressure residual (CPR) meth-
ods [8,9], multi-stage methods [10], multiple level preconditioners [15], fast auxiliary space preconditioners
(FASP) [11], and a family of parallel CPR-like methods [13].
A black oil simulator has been implemented, which handles several different models, such as the
standard three-phase black oil model, two-phase oil-water model, and dual-porosity and dual permeability
model in naturally fractured reservoirs. The implementation details are introduced in this paper, including
models, numerical methods, and parallel implementations. Numerical experiments show that our simulator
can match commercial simulators and it has excellent scalability. Our simulator can compute large-scale
reservoir simulation problems with hundreds of millions of grid cells.
2 RESERVOIR SIMULATION MODELS
We assume the fluid in black oil model satisfies Darcy’s law, which establishes a relationship among flow
rate, reservoir properties, fluid properties and phase pressure differences, and it is written as:
Q =−κA∆p
µL
, (1)
where, κ is permeability of rock (or reservoir), A is cross-section area in some direction, ∆p is pressure
difference, µ is viscosity of the fluid, and L is length of a porous media in the direction. Its differential
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form is written as:
q =
Q
A
=−
κ
µ
∇p. (2)
2.1 Black Oil Model
The black oil model is isothermal, and it has three components (water, oil and gas) and three phases (water,
oil and gas). The gas component can exist in oil phase (solution gas) and gas phase (free gas). The water
component exists only in water phase and the oil component exists in oil phase only.
By applying Darcy’s law, three mass conservation equations for three components in non-fractured
reservoirs are written as: 

∂
∂t (φsoρ
o
o) =∇ · (
KKro
µo
ρoo∇Φo)+qo,
∂
∂t (φswρw) =∇ · (
KKrw
µw
ρw∇Φw)+qw,
∂(φρgoso +φρgsg)
∂t =∇ · (
KKro
µo
ρgo∇Φo)+qgo
+∇ · (KKrg
µg
ρg∇Φg)+qg,
(3)
where, any phase α (α = o,w,g), Φα is its potential, φ and K are porosity and permeability, and sα, µα, pα,
ρα, Krα and qα are phase saturation, phase viscosity, phase pressure, phase density, relative permeability
and well rate, respectively. ρoo and ρ
g
o are density of oil component in oil phase and density of solution gas
in oil phase. They properties have the following constraints:

Φα = pα +ραGz,
so + sw + sg = 1,
pw = po− pcow(sw),
pg = po + pcog(sg),
where G is the gravitational constant and z is the reservoir depth. In this paper, a no-flow condition is
applied as the boundary condition. The relative permeabilities of water phase, gas phase and oil phase,
Krw, Kro and Krg are functions of water saturation and gas saturation,

Krw = Krw(Sw),
Krg = Krg(Sg),
Kro = Kro(Sw,Sg),
where Kro is calculated by using the Stone II formula. In our simulator, Krw and Kro are input parameters.
The capillary pressures are also input parameters, which are functions of water and gas saturations. Usu-
ally oil phase pressure, water saturation, gas saturation (or bubble point pressure) are chosen as unknowns.
For fractured reservoirs, each grid cell is divided into matrices and fracture, and each matrix and
fracture have its own pressure, saturation, and conservation laws. The commonly used models are dual
porosity model, dual permeability model and MINC (multiple interacting continuum) model. The mass
conservation laws are similar to non-fractured reservoirs except that transfer terms should be defined
among matrices and fractures.
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2.2 Two-Phase Flow Model
The two-phase model ignores gas phase and can be read as a simplified model of the standard black oil
model, [12]: 

∂
∂t (φsoρo) =∇ · (
KKro
µo
ρo∇Φo)+qo
∂
∂t (φswρw) =∇ · (
KKrw
µw
ρw∇Φw)+qw.
(4)
The variables are the same as black oil model and they are the following constraints,

Φα = pα +ραGz,
so + sw = 1,
pw = po− pcow(sw),
and again, G is the gravitational constant and z is the reservoir depth. In our simulator, oil phase pressure
and water saturation are chosen as unknowns.
2.3 Well Management
The source-sink model and Peaceman method [17] are adopted to manage well operations. For each perfo-
ration block m, its well rate, qα,m, is calculated as:
qα,m =Wi
ραKrα
µα
(ph− pα −ρα℘(zh− z)), (5)
where ph is bottom hole pressure of a well, Wi is well index of the perforated block m, zh is reference depth
for bottom hole pressure ph, z is depth of the perforated block m, and pα is phase pressure of interested
phase. Bottom hole pressure should be known when calculating well rate.
Various well operation strategies may be applied to a well at different time stage, such as fixed bottom
hole pressure operation, fixed oil rate operation, fixed water rate operation or fixed liquid rate operation.
When the fixed bottom hole pressure operation is applied to a well, ph is known and keeps unchanged.
Since the phase pressure is known, the well rate qα,m is known. The constraint equation for the well is
ph = c, (6)
where c is a constant set by the user input. In this case, there is no unknown to be solved for the well.
When a fixed rate operation is applied to a well, its bottom hole pressure is an unknown, and a mass
conservation equation for the well should be included. For the fixed water rate operation, the constraint is
∑
m
qw,m = qw, (7)
where qw is constant. For the fixed oil rate operation, its mass conservation equation is
∑
m
qo,m = qo, (8)
where qo is constant. For the fixed liquid rate condition, the constraint equation is
∑
m
(qo,m +qw,m) = qo +qw. (9)
Different constraints and combinations of them may be applied to a well at different time stages, so a
scheduler should be included in a simulator, which can detect operation changes.
4
3 NUMERICAL METHODS
We focus on structured grids and finite difference method is applied to these models. Reservoir models
are highly coupled nonlinear systems. Newton method and inexact Newton method are employed to
solve the nonlinear systems. The standard Newton method solves linear system accurately while inexact
Newton method solves linear system approximately. In real-world simulations, inexact Newton method
can accelerate simulation and reduce running time.
3.1 Nonlinear Methods
The algorithm for inexact Newton method [24,22] is shown by Algorithm 1.
Algorithm 1 The inexact Newton Method
1: Given an initial guess x0 and stopping criterion ε, let l = 0 and assemble the right-hand side b(xl).
2: while
∥∥b(xl)∥∥≥ ε do
3: Assemble the Jacobian matrix A.
4: Find θl and x such that ∥∥∥b(xl)−Aδx∥∥∥≤ θl ∥∥∥b(xl)∥∥∥ , (10)
5: Let l = l +1 and xl = xl−1 +δx.
6: end while
7: x∗ = xl is the solution of the nonlinear system.
The algorithm is the same as Newton methods except the choice of θl . The standard Newton method
chooses a small tolerance, such as 1e-7; in this case, the solution of the corresponding linear system is
accurate. The price is that the linear solver occupies large part of overall simulation time. The termination
criteria of the inexact Newton method is larger compared with standard Newton method, such as 1e-2.
And also, its value is set automatically. Three commonly-used choices are listed as follows [22]:
θl =


∥∥b(xl)− rl−1∥∥∥∥b(xl−1)∥∥ ,∥∥b(xl)∥∥−∥∥rl−1∥∥∥∥b(xl−1)∥∥ ,
γ
( ∥∥b(xl)∥∥∥∥b(xl−1)∥∥
)β
,
(11)
where rl is the residual of the l-th iteration,
rl = b(xl)− Jδx. (12)
3.2 Preconditioner
A linear system, Ax= b, is derived from each Newton iteration, which is un-symmetric and ill-conditioned.
Krylov solvers are employed usually. If a proper ordering technique is applied, the matrix A has the
following structure,
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A =

 App Aps ApwAsp Ass Asw
Awp Aws Aww


, (13)
where App is the matrix coefficients corresponding to the pressure unknowns, Ass is the matrix coefficients
corresponding to other unknowns, such as saturations, bubble-point pressure, and polymer concentration,
and Aww is the matrix coefficients corresponding to well bottom hole pressure, and other matrices are
coupled ones.
A decoupling operator, which is defined as a matrix D, is applied to Ax = b and it converts the original
linear system to an equivalent one:
D−1Ax = D−1b. (14)
The decoupled system is solved instead of original system. Many decoupling strategies have been pro-
posed, such as Quasi-IMPES method [26] and ABF method [25]. The operators are simple and cheap to
create. Here we introduce the Quasi-IMPES decoupling operator, which is defined as
DQI =

 I DpsD−1ss 00 I 0
0 0 I


, (15)
where Dps = diag(Aps) and Dss = diag(Ass).
The system is difficult to solve and many CPR-type preconditioners have been developed, such as clas-
sical CPR method and FASP method. We also designed a set of parallel CPR-type methods for black oil
model and compositional model [13]. For the sake of completeness, one of them, CPR-FPF, is introduced,
where F means to apply RAS method (Restricted Additive Schwarz) [27] to linear system Ar = f , and P
means to apply AMG method to solve linear Apprp = fp. RAS method and AMG method are well-known
to be scalable for parallel computing. The algorithm CPR-FPF method is described by Algorithm 2.
Algorithm 2 The CPR-FPF Preconditioner for preconditioning system Ax = f .
1: x = R(A)−1 f .
2: r = f −Ax
3: x = x+ΠpAMG(App)−1Πrr.
4: r = f −Ax
5: x = x+R(A)−1r.
The RAS method is one of domain decomposition methods, which is popular for parallel computing.
Each process setups a local problem, whose size is determined by local graph and overlap. Each local
problem is solved by a serial solver, such as ILU(k), ILUT(p, tol) and other methods. In our simulator, the
default local solver is ILU(0). There is no communication in the solution of local problem. The default
overlap is one. The algebraic multigrid solver we use is BoomerAMG from HYPRE [28].
3.3 Data structures and Algorithms
An in-house parallel platform has been developed to support the implementations of parallel reservoir
simulators. The platform provides structured grid, cell-centered data, mapping, linear solvers, precondi-
tioners, well modeling, parallel input and output, keywords parsing and visualization [18].
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Currently, regular structured hexahedral grids are provided, which have simple geometry and topology.
A structured grid is shown in Fig. 1. Each cell of a grid is a hexahedron. Each cell has an integer coordinate
(i, j,k) and each component (i, j, and k) is numbered along x-, y- and z-axis. Each cell also has a unique
global index and when they are distributed in MPIs, each of them has a local index. Fig. 2 shows data
structure of CELL, which stores geometric info, such as centroid coordinate (ctrd), face areas (area),
volume (vol), index, integer coordinates in each direction and boundary type of each face.
Figure 1: A structured grid
typedef struct CELL_
{
COORD ctrd;
FLOAT area[6];
FLOAT vol;
void *nb[6];
INT vert[8];
INT index;
INT idx[3];
USHORT bdry_type[6];
} CELL;
Figure 2: Data structure of CELL
A grid is distributed in Np MPI tasks and each MPI task owns a sub-grid. Let G be the grid, which has
Ng = nx×ny ×nz cells,
G= {C1,C2, · · · ,CNg}, (16)
where Ci is the i-th cell of G. Let Gi be the sub-grid owned by the i-th MPI task. For any cell, its neigh-
boring cells may belong to different sub-grids. When we discretize black oil models, information from
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neighboring cell is required, then communication pattern can be modeled by dual graph and communi-
cation volume can be approximated by cutting edges. In our simulator, the Hilbert space-filling curve
method is employed to partition a grid.
Cell-centered data module is designed to support finite difference methods and finite volume methods.
The platform also provides distributed-memory matrix and vector, whose data structures are presented
by Fig. 3 and 4. In Fig. 3, vector information is stored, such as number of entries belong to current
process (nlocal) and number of total entries (localsize), including off-process entries. In Fig. 4,
matrix distribution information, communication pattern, MPI information, and global row and column
indices are stored.
typedef struct VEC_
{
FLOAT *data;
INT nlocal;
INT localsize;
} VEC;
Figure 3: Data structure of VEC
/* struct for a matrix row */
typedef struct MAT_ROW_
{
FLOAT *data;
INT *cols;
INT *gcols;
INT ncols;
} MAT_ROW;
typedef struct MAT_
{
/* data */
MAT_ROW *rows;
MAP *map;
COMM_INFO *cinfo;
INT nlocal;
INT localsize;
INT nglobal;
int rank;
int nprocs;
MPI_Comm comm;
} MAT;
Figure 4: Data structure of MAT
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Basic matrix-vector operations, such as
y = αAx+βy, (17)
z = αAx+βy, (18)
y = αx+βy, (19)
z = αx+βy, (20)
α = 〈x,y〉, (21)
α = 〈x,x〉
1
2
, (22)
are implemented. With these operations, Krylov subspace solvers and preconditioners are implemented,
including GMRES, BiCGSTAB, Orthomin, RAS (Restricted Additive Schwarz) preconditioner and AMG
preconditioner from HYPRE [28].
4 NUMERICAL EXPERIMENTS
The systems are used for the numerical experiments. The first one is an Blue Gene/Q from IBM. The
system, Wat2Q, is located in the IBM Thomas J. Watson Research Center. Each node has 32 computer
cards (64-bit PowerPC A2 processor), which has 17 cores. One of them is for the operation system and the
other 16 cores for computation. The system has 32,768 CPU cores for computation. The performance of
each core is really low compared with Intel processors. However, the system has strong network relative
to CPU performance, and the system is scalable. The second one is GPC from SciNet. It uses Intel Xeon
E5540 CPU for computation and InfiniBand for communication. Each node has two CPUs and the system
has 3,864 nodes (30,912 cores). The tests focus on scalability.
4.1 Validation
This section compares our results with commercial simulators and open results to check the correctness of
our implementation.
Example 1 This example tests the Tenth SPE Comparative Solution Project, SPE10[14], an oil-water
model, which has a sufficiently fine grid. Its dimensions are 1,200× 2,200× 170 (ft) and the fine scale
cell size is 20×10×2 (ft). Its grid size is 60×220×85 cells (1.122×106 cells). This model has five wells,
one of them is injection well and four are production wells. It has around 2.244 millions of unknowns. The
model is highly heterogeneous, whose permeability is ranged from 6.65e-7 Darcy to 20 Darcy, and the
x-direction permeability is shown in Fig. 5[13]. The porosity, which is demonstrated in Fig. 6[13], ranges
from 0 to 0.5. It relative permeability of water phase is calculated as
Krw(sw) =
(sw− swc)
2
(1− swc− sor)2
, (23)
and the relative permeability of oil phase is calculated as
Kro(sw) =
(1− sor − sw)2
(1− swc− sor)2
, (24)
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where swc = sor = 0.2. More details can be found in the reference[14]. The solver is GMRES(30) solver.
The stopping tolerance for Newton method is 1e-3. Our results are compared with other openly available
results and presented in Fig. 7 and 8.
Figure 5: Permeability in X Direction of the SPE10 benchmark
Two measurements are reported, which are average pressure and oil production rate. Fig. 7 shows
average pressure in each time step and it is compared with results from commercial software, from which
we can see that the results match very well. Fig. 8 compares oil production rate with open results from
other companies. Again, we can see these oil production results match. This example indicates our
implementation is correct and our results match other simulators.
Example 2 The example test the standard black oil model and the data, mxspe009, is from CMG (Com-
puter Modelling Group). This model is heterogeneous with permeability varying from cell to cell, porosity
varying for each layer in z direction.
The grid is 24× 25×15 with mesh size 300ft. in x and y directions and 20, 15, 26, 15, 16, 14, 8, 8,
18, 12, 19, 18, 20, 50, 100 ft. in z direction from top to bottom. The depth of the top layer center is 9010
ft. From top to bottom the porosity varies as 0.087, 0.097, 0.111, 0.16, 0.13, 0.17, 0.17, 0.08, 0.14, 0.13,
0.12, 0.105, 0.12, 0.116, 0.157.
The initial conditions are as follows: bubble point pressure equals 3600.0 psi, reference pressure is
3600 psi at associated depth 9035 ft, depth to water-oil contact is 9950 ft, depth to gas-oil contact is 8800
ft.
All wells are vertical. There is only one injection well with maximum water injection rate 5000 bbl/day,
maximum bottom hole pressure 4543.39 psi. There are 25 production wells, maximum oil rate 1500
bbl/day. More details can be found from CMG IMEX and[30].
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Figure 6: Porosity of the SPE10 benchmark
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Figure 7: Average pressure of Example 1
The results from CMG IMEX are marked with ”CMG IMEX” and the results from our simulator are
marked with ”prsi”. Fig. 9 shows the oil production rates of production well 1, 2, 5 and their cumulative
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Figure 9: Oil production rate of of well 1, 2, 5 and cumulative oil production (STB) for mxspe009.
oil production. Fig. 10 shows the gas production rates and bottom-hole pressures of well 1, 2, 5. From the
two figures, we can see that the results of our simulator match results from CMG IMEX.
Example 3 This is a model of two-phase oil-water problem in naturally fractured reservoir. The dual
porosity dual permeability method is applied. The model, mxfrr003, is from CMG IMEX. The grid is 10×
10×1 with mesh size 102.04ft. in x and y directions and 100.00ft. in z direction. The depth of the top layer
center is 9010 ft.
The porosities of the matrix and the fracture are 0.1392 and 0.039585, respectively. The permeability
for the matrix is 100mD in x and y directions and 10mD in z direction. The permeability for the fracture
is 450md, which is 395.85mD in the original model. A new relative permeability curve for water phase is
applied to fracture.
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Figure 10: Gas production rate and bottom-hole pressure of well 1, 2, 5 for mxspe009.
The initial conditions are as follows: the bubble point pressure equals 15.0 psi for both matrix and
fracture, the initial pressure 1479.0 psi and 1463.0 psi for matrix and fracture respectively. The oil satu-
ration for matrix and fracture 0.92 and 0.99, respectively.
There is one injection well and one production well, both of which are vertical wells. The injection
well has maximum 500 bbl/day water injection rate. The perforation is at first cell. The production well
has maximum 500 bbl/day liquid production rate and minimum 15 psi bottom-hole pressure. The total
simulation time is 1600 days.
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Figure 11: Oil production rate and cumulative oil production of injector and producer for mxfrr003.
The oil production rates and cumulative oil production are shown in Fig. 11. Again, results from
CMG IMEX are marked with ”CMG IMEX” and results from our simulator are marked with ”prsi”. The
bottom-hole pressures of injector and producer are shown in Fig. 12. Water production rate, cumulative
production and water cut are shown in Fig. 13 and Fig. 14, respectively. We can see that our results match
CMG IMEX’s results, which indicates that our implementation is correct.
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Figure 12: Bottom-hole pressure of injection and production wells for mxfrr003.
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Figure 13: Water rate and cumulative production of production well for mxfrr003.
4.2 Scalability
This section presents scalability results using two parallel systems.
Example 4 The case tests two-phase oil-water model with a refined SPE10 project and each original cell
is refined to 27 smaller cells. The model has around 30 millions of grid cells. The stopping criteria for
inexact Newton method is 1e-2 and maximal nonlinear iterations are 20. The linear solver is BiCGSTAB,
and its maximal iterations are 100. The simulation time is 10 days. The case is run on IBM Blue Gene/Q.
Numerical summaries are shown in Table 1 and scalability is presented in Fig 15.
This case uses up to 1024 MPI processes and their speedups are compared with case that uses 128
MPI tasks. From Table 1, we can see Newton method and linear solver are robust. When more MPI tasks
are employed, fewer Newton iterations are required. And each Newton iteration terminates in around 10
linear iterations. The preconditioner is effective. The running time and Fig. 15 show the parallel simulator
has excellent scalability, which is almost ideal on IBM Blue Gene/Q. The results also show that our solver
and preconditioner are scalable.
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Figure 14: Water cut of production well for mxfrr003.
Table 1: Numerical summaries of Example 4
# procs # Steps # Newton # Solver Time (s)
128 40 295 2470 43591.87
256 39 269 2386 20478.49
512 40 260 2664 10709.86
1024 39 259 2665 5578.75
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Figure 15: Scalability of Example 4
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Example 5 The case also tests two-phase oil-water model, where a refined SPE10 project is used and each
cell is refined to 64 smaller cells. It has around 65 millions of grid cells. The stopping criteria for inexact
Newton method is 1e-2 and its maximal nonlinear iterations are 20. The linear solver is BiCGSTAB, and
its maximal iterations are 100. The simulation time is 20 days. The case is run on GPC (General Purpose
Cluster). Numerical summaries are shown in Table 2 and scalability is presented in Fig. 16[23].
Table 2: Numerical summaries of Example 5
# procs # Steps # Newton # Solver Time (s)
512 107 662 6971 26636.13
1024 108 668 7427 13772.96
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Figure 16: Scalability of Example 5
This case is larger than last example and is run on a different parallel system. Two different configu-
rations are benchmarked. Again, Table 2 shows our nonlinear method and linear solver are robust. Each
time step uses around 6.5 Newton iterations. Our linear solver and preconditioner are effective, which can
solve a linear system in around 11 linear iterations. The scalability is demonstrated by Fig. 16.
Example 6 The case tests two-phase oil-water model with a refined SPE10 project and each cell is refined
to 125 cells. The model has around 140 millions of cells. The stopping criteria for inexact Newton
method is 1e-2 and maximal nonlinear iterations are 20. The linear solver is BiCGSTAB, and its maximal
iterations are 50. The simulation time is 10 days. The case is run on IBM Blue Gene/Q. Numerical
summaries are shown in Table 3 and scalability is presented in Fig. 17.
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Table 3: Numerical summaries of Example 6
# procs # Steps # Newton # Solver Time (s)
256 27 108 495 41127.23
512 27 105 515 19112.77
1024 27 102 572 9756.6
2048 26 101 625 4896.47
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Figure 17: Scalability of Example 6
From Table 3, we can see Newton method is robust. The linear solver is also robust. However, when
more MPI tasks are employed, its convergence becomes lower and lower. Average of linear iterations
increases from 4.9 to 6.2. Even through, Fig. 17 show the simulator has linear scalability.
Example 7 This case tests the standard black oil model with a refined SPE10 geological model and each
cell is refined to 8 cells. It has around 8.96 millions of grid cells. The stopping criteria for inexact Newton
method is 1e-3 and maximal nonlinear iterations are 15. The linear solver is BiCGSTAB, and its maximal
iterations are 100. The simulation time is 200 days. The case is run on GPC (General Purpose Cluster).
Numerical summaries are shown in Table 4 and scalability is presented in Fig. 18.
This example tests the standard black oil model. Table 4 shows Newton method and linear solver are
robust. The running time and Fig. 18 show the simulator on GPC has a linear scalability.
Example 8 The case tests the standard black oil model using a refined SPE1 project. The model has
100 millions of cells. The stopping criteria for inexact Newton method is 1e-2 and maximal nonlinear
iterations are 15. The linear solver is BiCGSTAB, and its maximal iterations are 20. The simulation
time is 10 days. The case is run on IBM Blue Gene/Q. Numerical summaries are shown in Table 5 and
scalability is presented in Fig 19.
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Table 4: Numerical summaries of Example 7
# procs # Steps # Newton # Solver Time (s)
64 219 1444 23597 82305.88
128 214 1402 23355 41859.71
256 218 1453 26934 22024.53
512 214 1401 24579 11548
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Figure 18: Scalability of Example 7
Table 5: Numerical summaries of Example 8
# procs # Steps # Newton # Solver Time (s)
512 27 140 586 11827.99
1024 27 129 377 5328.46
2048 26 122 362 2703.51
4096 27 129 394 1474.21
The case with 512 MPI tasks is the base case. From Table 5, we can see Newton method and linear
solver show good convergence. Fig. 19 shows the simulator has excellent scalability and cases with 1024
MPI tasks and 2048 MPI tasks have super-linear scalability.
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Figure 19: Scalability of Example 8
Example 9 The case tests one linear system from pressure equation and the size of the matrix is 3 billion.
GMRES(30) solver is applied and it has fixed iterations of 90. The preconditioner is the RAS (Restricted
Additive Schwarz) method. The case is run on IBM Blue Gene/Q. Numerical summaries are shown in
Table 6 and scalability is presented in Fig 20.
Table 6: Numerical summaries of Example 9
# procs # Solver Time (s)
512 90 918.91
1024 90 454.04
2048 90 227.05
4096 90 116.63
This example tests the scalability of linear solver, preconditioner and SpMV. Table 6 shows that when
MPI tasks are doubled, running time is cut by half. The numerical results and Fig. 20 demonstrate the
simulator can model extremely large-scale reservoirs and it has excellent scalability.
5 CONCLUSION
A parallel reservoir simulator is presented, which can calculate standard black oil model and oil-water
model in regular reservoirs and naturally fractured reservoirs. Their mathematical models, numerical
methods and parallel implementation are introduced. Numerical experiments show that results from our
19
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 500  1000  1500  2000  2500  3000  3500  4000  4500
sp
ee
du
p
procs
Pres
Ideal
Figure 20: Scalability of Example 9
simulator match results from other simulators and our simulator has excellent scalability. The paper also
demonstrates that parallel computing is a powerful tool for large-scale reservoir simulations.
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