Abstract. The gamma, beta and Dirichlet functions have been generalized in several ways by Ingham, Siegel, Bellman and Olkin. These authors defined them as integrals having the integrand as a scalar function of real symmetric matrix. In this article, we have defined and studied these functions when the integrand is a scalar function of Hermitian matrix.
Introduction
Several generalizations of Euler's gamma function are available in the scientific literature. The multivariate gamma function which is frequently used in multivariate statistical analysis is defined by (Ingham [4] , Siegel [10] 
respectively. Thus multivariate gamma and multivariate beta functions frequently occur in the densities of random matrices (e.g., see Gupta and Nagar [3] ) and hence play a pivotal role in multivariate statistical analysis. [1] has defined a multivariate gamma function as
Using an inductive argument, Bellman [1] showed that
Olkin [7] , using matrix transformation, evaluated the above integral and established similar results for the beta function. He also derived a matrix variate version of the Liouville integral. It may be noted here that integrands in (1.1), (1.3) and (1.4) are real-valued non-negative functions of symmetric matrices and have been evaluated over the space of positive definite matrices. When these functions (or their modified forms) have a Hermitian matrix as an argument and are integrated over Hermitian positive definite matrices, complex multivariate gamma and complex multivariate beta functions are defined. These functions occur in the p.d.f. of complex Wishart and complex beta matrices and play an important role in complex multivariate statistical analysis.
In this article we study Bellman's gamma function and Olkin's beta function in the case of Hermitian positive definite matrices. We also study the Liouville integral and its generalizations to the complex case.
In Section 2 and Section 3 the generalized complex multivariate gamma and generalized complex multivariate beta functions are defined, and several properties have been studied. In Section 4, the complex multivariate Dirichlet function is studied, and the relationship between the Dirichlet function and the complex multivariate gamma function is established. Finally, in Section 5, using results of Section 2 and Section 3, we define generalized complex matrix variate gamma and generalized complex matrix variate beta distributions. The distributions so defined are closely related to the complex matrix variate gamma and the complex matrix variate beta distributions.
Generalized complex multivariate gamma function
In this section we will define generalized complex multivariate gamma function. We first state the following notations and results (Khatri [5] , Srivastava [13] ) that will be utilized in this and subsequent sections. 
Lemma 2.1 (Khatri [5] 
if T is lower triangular, and 
Proof. Write A = XX H , where X is a lower triangular matrix with positive diagonal elements, and let Y = T X. Then, using Lemma 2.2 and Lemma 2.3,
The result follows by noting that
The proof of (ii) is similar.
The complex multivariate gamma function is defined by
where the integral is evaluated over m × m Hermitian positive definite matrices. Evaluation of the above integral yields
The complex multivariate beta function, denoted byB m (a, b), is defined by
where Re(a) > m − 1 and Re(b) > m − 1. The complex multivariate beta functioñ B m (a, b) can be expressed in terms of complex multivariate gamma functions as
Now we generalize the complex multivariate gamma function as follows. 
Proof. Let X = T T H , where T is an upper triangular matrix with positive diagonal elements, and partition X and T as
where X 11 and T 11 are (α − 1) × (α − 1) matrices. Now it is easy to see that
ii , where
. Hence we can write (2.5) as
.
Finally, using the results
gives the desired result, completing the proof.
Making these substitutions, the integral in (2.5) reduces to (2.6)
Thus, using the above integral we can also define generalized complex multivariate gamma function as follows. Definition 2.7. The generalized complex multivariate gamma function, denoted byΓ * 
Proof. 
. Now the result follows by noting that 
where
Proof. Similar to the proof of Theorem 2.8.
Proof. Setting B = tI m in (2.8) and differentiating the resulting identity r times with respect to t, we obtain
Now, substituting t = 1 above we get the desired result. The proof of the second part follows similar steps.
Generalized complex multivariate beta function
The generalized multivariate beta function is defined as follows. (a 1 + b 1 , . . . , a m + b m ) . Proof. We have, by Definition 2.5,
H , where T is an upper triangular matrix with positive diagonal elements and
The Jacobian of transformation from Lemma 2.1 and Lemma 2.2 is given by
The last equality follows from Definition 3.1 and Theorem 2.6. 
. , m, we have
Proof. Similar to the proof of Theorem 3.2
Liouville-Dirichlet integral
In this section we study multivariate Dirichlet integral, Liouville integral and its generalizations (Sivazlian [11, 12] , Klamkin [6] , Olkin [7, 8] ) in the complex case. B m (a 1 , . . . , a r ; b) and is defined bỹ   B m (a 1 , . . . , a r ; b) 
Definition 4.1. The complex multivariate Dirichlet function is denoted bỹ
where Re(a i ) > m − 1, i = 1, . . . , r, and Re(b) > m − 1.
The relation between the complex multivariate Dirichlet function and the complex multivariate gamma function is given in the following theorem. 
,
2) with the Jacobian
. . , a r−1 ; a r ). Now from (4.3) and (2.3) we can writẽ
From the recurrence relation (4.4) we get
Substituting for the complex multivariate beta functions in (4.5) and simplifying gives the result.
The following result is the complex matrix variate analog of Liouville's extension of the Dirichlet integral. (a i ) > m − 1, i = 1, . . . , r, and
Proof. Making the same transformation as in Theorem 4.2, the above left-hand side integral becomes
The desired result now follows from Definition 4.1 and (4.1).
The next two theorems give generalizations of the above theorem. We will give proof of Theorem 4.4. The proof of Theorem 4.5 can be constructed along similar lines. 
where on the left-hand side of the above integral, we get 
m in the third integral, we obtain
where the last line has been obtained by using (2.3). 
where 
Related distributions
In this section, using results of Section 2 and Section 3, we define generalized complex matrix variate gamma and generalized complex matrix variate beta distributions. The distributions so defined are closely related to the complex matrix variate gamma and the complex matrix variate beta distributions. Further, we show that these distributions arise naturally in statistical distribution theory. Note that by specializing parameters in (5.4) and (5.5) one can obtain complex matrix variate beta density. In the next theorem we derive generalized complex matrix variate beta densities.
