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SUMMARY 
Just as the denominator polynomials of a J-fraction are 
orthogonal polynomials with respect to some moment functional, the 
denominator polynomials of an M-fraction are shown to satisfy a skew 
orthogonality relation with respect to a stronger moment functional. 
Many of the properties of the numerators and denominators of an M-
fraction are also studied using this pseudo orthogonality relation 
of the denominator polynomials. Properties of the zeros of the 
denominator polynomials when the associated moment functional is 
positive definite are also considered. 
A 
A type of continued fraction, referred to as· a J-fraction, is 
shown to correspond to a power series about the origin and to another 
power series about infinity such that the successive convergents of 
this fraction include two more additional terms of anyone of the 
power series. Given the power series expansions, a method of 
A 
obtaining such a J-fraction, whenever it exists, is also looked at. 
The first complete proof of the so called strong Hamburger moment 
problem using a continued fraction is given. In this case the 
A 
continued fraction is a J-fraction. 
A 
Finally a special class of J-fraction, referred to as positive 
definite J-fractions, is studied in detail. 
The four chapters of this thesis are divided into sections. 
Each section is given a section number which is made up of the 
chapter number followed by the number of the section within the 
chapter. The equations in the thesis have an equation number 
consisting of the section number followed by the number of the 
equation within that section. 
In Chapter One, in addition to looking at some of the 
historical and recent developments of corresponding continued 
fractions and their applications, we also present some preliminaries. 
Chapter Two deals with a different approach of understanding 
the properties of the numerators and denominators of corresponding 
(two point) rational functions and, continued fractions. This 
approach, which is based on a pseudo orthogonality relation of the 
denominator polynomials of the corresponding rational functions, 
provides an insight into understanding the moment problems. In 
particular, results are established which suggest a possible type 
of continued fraction for solving the strong Hamburger moment 
problem. 
In the third chapter we study in detail the existence 
conditions and corresponding properties of this new type of continued 
fraction, which we call J-fractions. A method of derivation of one 
of these 3-fractions is also considered. In the same chapter we also 
look at the all important application of solving the strong Hamburger 
moment problem, using these 3-fractions. 
The fourth and final chapter is devoted entirely to the study 
~ 
of the convergence behaviour of a certain class of J-fractions, 
~ 
namely positive definite J-fractions. This study also provides some 
interesting convergence criteria for a real and regular 3-fraction. 
Finally a word concerning the literature on continued fractions 
and moment problems. The more recent and up-to-date exposition on 
the analytic theory of continued fractions and their applications is 
the text of Jones and Thron [1980]. The two volumes of Baker and 
Graves-Morris [1981] provide a very good treatment on one of the 
computational aspects of the continued fractions, namely Pad~ 
approximants. There are also the earlier texts of Wall [1948] and 
Khovanskii [1963], in which the former gives an extensive insight 
into the analytic theory of continued fractions while the latter, 
being simpler, remains the ideal book for the beginner. In his 
treatise on Applied and Computational Complex Analysis, Henrici 
[1977] has also included an excellent chapter on continued fractions. 
Wall [1948] also includes a few chapters on moment problems and 
related areas. A much wider treatment of the classical moment 
problems is provided in the excellent texts of Shohat and Tamarkin 
[1943] and Akhieser [1965]. 
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1.1 HISTORY 
Investigations into the problem of transforming arbitrary power 
series into continued fractions began in the early nineteenth century. 
Among those who contributed to the development of these so called 
corresponding continued fractions were Stern [1832], Hei1ermann 
[1846], Frobenius [1881J, Stieltjes [1889] and Pade [1892]. With the 
exception of Stieltjes, they were mainly interested in two particular 
types of corresponding fractions~ namely regular C-fractions and 
associated fractions. 
The significance of finding such corresponding continued 
fractions was only realised when Frobenius and Pad~ arrived at 
general and elaborate techniques of obtaining rational approximants, 
given as convergents of continued fraction expansions of analytic 
functions in the complex plane. Pade in particular developed the 
rational approximants of such analytic functions and then organised 
them in tables. Such tables and their contents are now referred to 
as Pade tables and Pade approximants. With the recent advent of high 
speed computers these techniques of Pade and Frobenius have become 
powerful computational tools in mathematics and physical sciences, 
under the general name of Pade approximants. 
During the last thirty years or so many algorithms have been 
developed for arriving at corresponding continued fractions of 
arbitrary power series. The most important of these techniques is 
perhaps the quotient-difference (q-d) algorithm of Rutishauser 
[1954], which can be used to find the regular C-fraction expansion. 
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M-fraction can be made to correspond simultaneously to a power series 
about the origin and another power series about infinity. They 
pointed out that for such power series expansions, rational 
approximants of various degrees of correspondence can be obtained as 
convergents of M-fractions. McCabe [1975J in particular, showed th8t 
in a similar way to that of ordinary Pade approximants, these 
rational approximants can also be organised in a table which he 
called an M-table. M-tables are also now sometimes referred to as 
two-point Pade tables. 
For deriving M-fractions from given two power series, t.lcC2be 
[1975] developed an algorithm similar in nature to the q-d algorithm 
of Rutishauser. The corresponding sequence algorithm of Hurphy 2_nd 
Q'Donohoe [1977] proved to be a valuable alternative algorithm as it 
works on many occasions when the q-d algorithF. breaks down. 
Independently of the above authors Jones and Thron [1977] anel 
Thron [1977] also discovered the corresponding properties of an M-
fraction. It is true to say that the continued fraction studied by 
Jones and Thron was not an M-fraction but a continued fraction 
equivalent to an M-fraction. They called their continued fraction 
the general T-fraction in contrast to the ordinary T-fraction of 
Thron [1948]. They also developed many convergence criteria (see 
for example Jones and Thron [1980]) for the general T-fractions. 
Drew and Murphy [1977] described some ways of constructing M-
fractions from two given power series (not necessarily expansions 
about the origin and infinity), and their derivatives and their 
integrals. They also described some ways of constructing other 
continued fractions when the M-fraction does not exist, but in these 
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cases the continued fractions are not as regular as the M-fraction, 
in the sense the partial quotients are not all of the same form. 
Practical applications of !'-i-fractions such as the numerical 
inversion of Laplace transforms, were studied by Grundy starting in 
[1977]. Jones and Magnus [1980] showed how M-fractions can be used 
to find the poles of certain functions. 
One of the most interesting properties of M-fractions is their 
connection with the so called strong Stieltjes moment problem. This 
was brought to light when Jones, Thron and Waadeland [1980] proposed 
and solved this problem by making it dependent upon a positive 
M-fraction Cor T-fraction) . 
Other two point continued fractions and algorithms were also 
looked at by McCabe [1981,1983]. A detailed study of the properties 
of one of these continued fractions, referred to as the J-fraction, 
forms the basis of Chapters 3 and 4 of this thesis. 
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1.2 PRELIMINARIES 
An infinite or finite mathematical expression of the form 
, (1.2.1) 
where a and b are complex constants, complex variables or even 
n n 
functions of complex variables, is known as a continued fraction. 
For convenience other representations such as 
or 
bo + K(a Ib ) > 
n n 
are also adopted. The factors a and b are sometime~ referred to as 
n n 
the coefficients or elements of the {raction but more frequently they 
are called the partial numerators and partial denominators 
respectively. 
The truncated continued fraction 
a 
n 
••• + b 
n 
(1. 2.2) 
is called the n-th convergent or n-th approximant of the continued 
fraction (1.2.1). The limit of the sequence {R }, when it exists, is 
n 
the value of the continued fraction. 
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The continued fraction (1.2.1) can also be defined in terms of 
linear fractional transformations (£.f.t.) by 
so(w) = b o +w, 
So(w) = so(w), 
so that 
a 
n s (w) =-:---~ 
n b + W ' 
n 
n = 1,2, ... , 
n = 1,2, ... , 
a 
n 
••• + b +w • 
n 
Hence, from above the n-th convergent R of (1.2.1) can be given by 
n 
S (0). 
n 
If we write 
where 
AO = bo, 
A 
n 
Rn = B 
n 
BO = 1, 
n = 0,1,2, ... , 
and in general A and B are polynomials in a., b., then these 
n n ]. J 
polynomials satisfy the three term recurrence formulas 
A = b A + a A n ;;;;. 2, 
n n n-l n n-2' 
(1. 2.3) 
B = b B + a
n
B
n
_
2
, n ;;;;. 2, 
n n n-l 
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The proof of these formulas. first established by Wallis in 
1655, can be found for example in Khovanskii [1963]. A and Bare 
n n 
called the numerator and denominator of the n-th approximant, 
respectively. 
Any two continued fractions having their n-th approximants the 
same for all n are said to be equivalent. Any equivalent continued 
fractions of (1.2.1) can be obtained by the equivalence transformation 
+ + 
where the sequence of numbers {a } are chosen appropriately. 
n 
Any continued fraction of the form 
F1 F2 z F3 z Fltz 
z + Gl + z + Gz + z + G3 + z + GIt + 
is said to be an M-fraction. The general T-fraction of Jones and 
Thron [1977] is equivalent to the M-fraction and takes the form 
1 z z z 
e1 z + f1 + ezz + fz + e3 z + f3 + elt z + fit + , 
where these coefficients e and f satisfy 
n n 
G = f Ie • n ~ 1. 
and 
n n n 
Now, for the Hankel determinant H(m) defined by 
r 
H (m) = 0 , 
-1 
H(m) = I 
·0 ' 
H(m) = 
r 
c 
m 
c 
m+r-l 
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c 
m+l 
c 
m+2 
c 
m+r 
c 
m+r 
c 
m+2r-2 
(1.2.4) 
for all m and all r > 1, let us choose for a given k, the two sets 
of elements {n(k)}oo and {d(k)}oo as 
r+l r=l r r=l 
n 
(k) 
r+l 
d(k) 
r+l 
Then for 
_ H(k-r) H (k-(r-l)) 
r+1 r-1 
= 
H (k- (r-l)) H (k-r) 
r 
_ H(k-r) 
r+1 
= 
H (k-(r-l)) 
r 
.£Q ~ 
+ 2 + z z 
r 
H (k-r) 
r 
H (k- (r+ 1)) 
r+1 
c k-l 
+ --k- , 
z 
r ;;;- 1, 
, r> O. 
-c - c z-
-1 -2 
- (k+l) 
ckZ , 
the r-th convergent M(k)(z) of the M-fraction 
r 
(l.2.5) 
k > 0 
k < 0 
(l.2.6) 
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corresponds to ~(r+k) terms of the power series 
and q,(r-k) terms of the power series 
-c 
-1 
c z 
-2 
c z2 
-3 
Here, the integer function ~(N) is given by 
N> 0 
q, (N) 
N < 0 
... , 
( ' 2 '7\ .L. .;) 
n (k) and d(k), The coefficients or elements given by (1.2.5), 
n n 
also satisfy the quotient difference relations (see McCabe [1975]) 
with 
n (k) 
n+1 
d (k + 1) == 
n 
. d (k + 1) / n (k + 1 ) == 
n+1 n+1 
(k+1) 
n 
n 
d (k) /n (k) 
n n+1' 
n > 1, 
(1.2.8) 
n > 1, 
Denoting the numerator and denominator of the n-th convergent 
of the M(k)-fraction (1.2.6) by A(k) (z) and B(k) (z) respectively, 
n n 
then we have 
A (k) (z) 
== (z + d(k))A(k)(z) + n (k) Z A (k) (Zl 
n+1 n+1 n n+1 n-1 >, 
n > 1, (1.2.9) 
B(k) (z) 
== (z + dCk))B(k) (z) + n(k) z B(k) (z) 
n+1 n+1 n+1 n-1 ' 
and 
A(k+l)(Z) 
n 
B(k+1)(z) 
n 
with initial conditions 
A (k) (z) 
1 
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= 
A(k) (z) + n (k) A (k) (z) 
n n+l n-l ' 
= 
B(k) (z) + n(k)B(k) (z) 
n n+1 n-1 ' 
B~k) (z) = 1, 
B(k)(z) 
1 
n ~ 1, (1.2.10) 
The three term relation (1.2.9) fo11ov,s from (1.2.3). The 
relation (1.2.10) can be proved inductively, using (1.2.9) and the 
q-d relation (1. 2.8) . 
The M-table (or two point Pade table) of McCabe [1975] is the 
following table where the entry ~l;k) (z) is the r-th convergent of 
the M(k)-fraction (1.2.6). 
I ... 
M( -2) ( -21 M( -2) M( -2) t-1( -2) 
0 M1 ' 2 3 4 
M( -1) M( -1) ~1 ( -1) M( -1) (-1) 
0 1 2 3 M4 
M(O) M(O) M( 0) M(O) M(O) 
0 1 2 3 4 
M(l) 
0 
M(l) 
1 
M( 1) 
2 
r.1(l ) 
3 
M( 1) 
4 
M(2) 
0 
M(2) 
1 
M( 1) 
2 
MO) 
3 
t;f ( 1 ) 
'4 
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The M-table can be divided into three sections as indicated. 
The entries lying in the upper section are also the entries of the 
ordinary Pad6 table of the power series ga(z), and the entries lying 
in the lower section are also entries belonging to the E-array of 
Wynn [1960], for the series faCz). 
The elements of the M-table also satisfy many of the identities 
satisfied by the elements of the Pade table, for example the Wynn's 
identity 
{M(k) (z) _ MCk) (Z)}-l + {M Ck) (z) _ MCk) (Z)}-l n+1 n n-l n 
for all k and all n ~ 1. 
Finally for later reference, an identity relating the Hankel 
determinants (1.2.4), is 
H(m-1)H(m+l) + HCm-1)H(m+l) 
r r r+ 1 r-1 o. (1.2.11) 
This identity is known as the Jacobi identity, and the proof of it 
can be found in Henrici [1974]. 
C HAP T E R TWO 
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Ib ~t ¢(t)dt, z - (2.i.2) 
a 
where 4>(t) is non-negative in (a,b). Heine gives brief discussions 
of the J-fraction associated with (2.1,2) and also an application of 
the related orthogonal polynomials, namely approximate quadrature. 
Later, in his most celebrated paper of [1894-95], 5tieltjes 
brought forward a new concept of integrals by replacing the cp(t)dt 
in (2.1.2) by d\)J(t), where 1jJ(t) is a bounded non-decreasing function 
in the interval (a, b). This new idea of integrals, now knmm as the 
"Stieltjes integral", covers both integrals and sums such that, if 
\)J(t) is continuous and differentiable in (a,b) then 
Ib 1 z _ t d1jJ(t) 
a 
1 1jJ"(t)dt, 
z - t 
where 1jJ' (t) is the derivative of IjJ(t). If IjJ(t) is step-wise with 
increments only at the distinct points t = z. then 
1. 
I
b 
_1_ d1jJ(t) == I 
~ - t i 
1 
-- {\)J(z.+) - \jJ(z.-)}. 
z-z. 1 1 
1 
a 
NOTE: A good explanation of the Stieltjes integrals lS given in 
Rudin [1976]. 
Introducing this new analytical tool, the Stieltjes-integral, 
Stie1tj es was ab Ie to not only widen the scope of the theory of 
orthogonal polynomials, but also to use continued frac~ions for the 
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treatment of his new problem, the Stieltj es moment problem in its 
most general form. More details of such moment problems are 
considered in the next chapter. 
The achievements to the present day in this field of orthogonal 
polynomials and continued fractions can be summarised as follows: 
CD Given a sequence of finite valued complex numbers {c} ,we 
n n==O 
define a linear complex valued functional I['] on the vector space 
of all polynomials on the real variable t, such that 
I[tn] == c 
n' 
n == 0,1,2, .... (2.1.4) 
Then a sequence of orthogonal polynomials· {Q (z)} can be defined by 
n 
I [tsQ (t)] 
n 
== 
{ 
0, 
v f: 0, 
n 
o ~ s ~ n-l 
(2.1.5) 
s == n 
for all n ;;;;, O. The existence of this orthogonal sequence such that 
~(z) is of degree n precisely depends on the condition 
H(O) 1- 0 for n == 0,1,2, ... , 
n 
(2.1.6) 
where H(k) are the Hankel determinants given by (1.2.4). For the 
n 
proof of this see Chihara [1978]. 
The functional 1['] which is determined by the moment sequence 
{c } is referred to as a moment functional. If the moments also 
n 
satisfy condition (2.1.6) then the functional is called a quasi-
definite moment functional. Hence, for every quasi-definite moment 
functional I q ['] there exists an orthogonal polynomial sequence 
{Q (z)}. 
n 
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In the special case where all the moments c are real and 
n 
where all the determinants H(O) are positive then the corresponding 
n 
moment functional is called a positive-definite moment functional. 
A positive definite moment functional, denoted by I [0] is also a 
. p 
quasi-definite moment functional, but it further satisfies the 
property 
I [nCt)] > 0, 
P 
for all polynomials net) which are non-negative but not identically 
zero for all tEE c (-00,00). The set E is called the supporting 
set of the positive definite moment functional I [0]. p 
From above it also follows that for any I [0], the corresponding p 
sequence of orthogonal polynomials {~(t)} are all real and, further 
I [(Q (t))2] > 0, p n n 0,1,2, .... 
Stieltjes [1894-95], Hamburger [1921] and others have shown 
that any positive definite moment functional I [oJ can be given in p 
terms of a bounded non-decreasing function Ht) with infinitely many 
points of increase. That is 
f
co 
t n dl(i(t) , n = 0,1,2, .... (2.1. 7) 
-00 
Later R.P. Boas [1939] pointed out that any real quasi-definite 
moment functional I [0] can be given in terms of a function ¢(t) of q 
bounded variation, by 
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= 
(
CD 
t n d¢(t) , 
J 
-CD 
n = 0,1,2, .... (2.1.8) 
The proof of (2.1.8), which follows from (2.1.7), can also be found 
in Chihara [1978]. 
Having established the existence of the sequence of orthogonal 
polynomials {Q (z)} for I [0]. we can now define a second sequence 
n q 
of polynomials {P (z)}, where P (z) is of degree (n-l). Specifically 
n n 
n = 0,1,2 •.... 
These polynomials P (z) are the associated polynomials 
n 
appearing in the theory of orthogonal polynomials. For convenience, 
setting the leading coefficient of ~(z) to be unity, we find the 
following three term relations are satisfied. (See Erdelyi [1953]. 
Sze.go [1959] and Chihara [1978].) 
P
n
+ 1 (z) = (z +b )P (z) n+1 n a P (z) n+1 n-1 • 
n = 1.2 •... , 
The coefficients a 1 are non-zero for all n ~ 1. If the 
n+ 
moment functional I [0] is positive definite, then all the a q n+1 
are positive and all the b are real. 
n+1 
These three term relations immediately suggest that the 
quotient Pn(z)/~(z) must be the n-th convergent of the J-fraction 
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It also follows hom the definition of P (z) tha't 
n 
p (z) 
n 
~(z) 
1 
Q
n 
(z) Iq [ ~(t)]. z - t 
Expanding the second term on the right hand side above in terms of 
negative powers of z, we find 
I 
s -5-1 I Q(t)tz' . 
-n 
..J 
Hence, applying the orthogonality property (2.1.5), it follows that 
P (z) 
n 
~(z) 
I [ 1 ] (n) -2n-1 + lower order terms. 
= q z:-t + Y1 z 
That is, the quotient P n (z) IQ
n 
(z) corresponds to the function given 
by 
The function S (z) is often referred to as the Stiel tj es 
function in the case where the moment functional is positive 
definite. Expanding the function S(z) about infinity and using 
(2.1.4) shows that it has the formal expansion 
-18-
S() .£Q. + ~ ~ z z Z2 + z 3 + ••• • 
This establishes the relation between corresponding J-fractions 
and orthogonal polynomials. 
As do those of the J-fractions, the denominator polynomials 
of M-fractions also exhibit some interesting properties. The 
remainder of this chapter is devoted to looking at some of these 
properties. 
co Given a double sequence {c } of finite valued complex 
n n=-co 
numbers, we can define a linear moment functional 1[-] on the vector 
space of functions spanned by ... ,t- 2 ,t- 1 ,1,t,t2 , .•. , over a complex 
field as 
I[tn] = c 
n' 
n = •• • ,-2,-1,0,1,2, .... 
Hence, the Stieltjes function given by 
S (z) 
has the following two formal power series expansions 
fo (z) 
and 
go (z) = -c - c z 
-1 -2 
+ ••• , 
c z2 
-3 
(2.1.9) 
(2.1.10) 
(2.1.11) 
(2.1.12) 
Brezinski [1980] has shown that for any polynomial B (z) of 
n 
degree n then, with the associated polynomial A (z) defined by 
n 
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A (z) 
n 
the quotient A (z) /B (z), v;hich is referred to as a Pade type 
n n 
approximant of S(z), satisfies 
A (z) 
n 
fo(z) - B (z) = 
n 
(n) -n-l + lo\~er order t ~ I z . E;Tms. 
Hence, if we take B (z) to be the special n-th degree poly-
n 
nomial satisfying the Telation 
o ~ s ~ n-l 
(2.1.13) 
s=n 
then the quotient A (z) /B (z) also corTesponds to go (z) such that 
n n 
A (z) 
( ) n JJ 2(n)zn + higheT ordeT teTms, go z - B (z). 
n 
provided B (0) f- O. This can be seen as follows. 
n 
We have fTom the definition of A (z) that 
n 
A (z) 
n 
-....".-.,~ = B (z) 
n 
1 [B (z) -B (t)l 
I n n J B (z) z - t 
n 
= I [- 1 1 
z - t J -:::---c1~ I [B n (t) lJ . B (z) z - t 
n 
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Expanding the right hand side about the origin, we find 
. A (z) 
n 
B (z) 
n 
y z + 
n,l I fl r Bn (t)t- S - 1zS ] • 
s=o 
Hence, using the relation (2.1.13) immediately gives the required 
result. Conditions for the existence of the polynor.:ials B (z), 
n 
(n> 0) will be considered in Section 2.2. 
To sho"J that the quotient A (z) /B (z) is the n-th convergent 
n n 
of the M-fraction that corresponds to the formal expansions fo(z) 
and goez), it is only necessary to show that A (z) and B (z) satisfy 
n n 
the three term relations 
(z+d )A (z) + n Z.t:.. (z), 
n+1 n n+1 n-1 
n = 1,2, ... , 
with Bo(z) = 1, Ao(z) = 0, B1(z) = (Z+b1,0) and A1(z) = co. 
Her'" the polynomials B (zl are also assumed to be monic. ~, n ) 
The polynomials An(z) and Bn(Z) do satisfy these three term 
relations and the proof is given in Section 2.3. 
The polynomials B (z), n > 0, are not orthogonal, but the 
n 
functions defined for n > 0 by 
and 
lR2n+ 1 (z) 
-n 
= z B (z), 2n 
-n-1 
z B (z) 2n+1 ' 
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do form an orthogonal sequence, with respect to the moment functional 
I [ . ] . Some of the properties of these orthogonal functions IR (z), 
n 
and their relations to the M-fraction that correspond to the 
Stieltjes function S(z), were first considered by Jones and Thron 
[1981] in a study that was carried out in parallel to the work 
described in this chapter. In their study Jones and Thron only 
considered positive definite functionals. 
Even though the polynomials B (z) are not orthogonal it will 
n 
be shown in later sections, that they do behave in rr.any ways as 
orthogonal polynomials. In view of this we will refer to them as 
"pseudo orthogonal polynomials". 
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2.2 GENERAL PSEUDO ORTHOGONAL POLYNOMIALS 
The polynomials B~k)(Z), n = 0,1,2, ... , which we shall call 
the k-th order pseudo orthogonal polynomials, are given by 
B (k) (z) 
n 
n 
I 
r=O 
and 
Ck) n-r b z 
n,n-r 
{ 
0, 
w (k) , 
n 
b(k) i- ° 
n,n 
(2.2.1a) 
° ~ s ~ n-l 
(2.2.1b) 
s=n 
Here, for convenience, the polynomials B(k) (z) are also considered 
n 
to be monic. That is b(k) = 1, for all n > O. 
n,n 
If k = ° then the resulting polynomials B (D) (z), n > 0, are the 
n 
polynomials B (z), n> 0, descTibed in Section 2.1. 
n 
Using (2.1.9) we can write (2.2.1) as a system of simultaneous 
equations in the coefficients of B(k) (z). That is, 
n 
c b(k) + C b(k) + 
k-n n,D k-n+l n,l ... + c b (k) = ° k n,n ' 
c b(k) + C b(k) 
k-n+l n,D k-n+2 n,l + •.• + b
Ck) = 0 c., , K+l n,n 
Ck_1bn(k)D + C b(k) 
, k n,l + •.• + 
c b Ck) + C b(k) + 
k n,D k+l n,l ••• + 
C b (k) = 0, k ' +n-J. n,n 
(k"\ C b ) k+n n,n 
(k) 
= w . 
n 
(2.2.2) 
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Now using Cramer's rule, the coefficient b Ck ) can be expressed as 
n,n 
b Ck) n ;;,. 0 
n,n 
where H(m) are the Hankel determinants given by (1.2.4). 
r 
Since, b Ck ) is considered to be unity we must have 
n,n 
Ck) 
w 
n 
= HCk-n)/HCk-n) 
n+1 n ' n;;'O. 
If we replace the last equation of (2.2.2) by 
1- b (k) 
n,O + z 
(k) b 
n,l + •• , + 
and again apply the Cramer's rule \.;e obtain 
ck ,ck .... ck + 1 -n+_ -n+2 
(2.2.3) 
B (k) (z) = --0-=_1--:-
n H(k-n) ri ;;. O. (2.2A) 
n Ck Ck -1 
1 z 
C k+n-l 
n 
z 
Thus, we see that a condition necessary and sufficient for the 
existence of the pseudo orthogonal polynomial B(k)(z) is 
n 
H(k-n) I:: O. 
n ' 
(2.2.5) 
In (2.2.4) if we let z=O, then we have 
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B (k) (0) 
n 
= b (k) 
n, ° 
n ;;;. O. (2.2.6) 
Hence, a condition necessary and sufficient for the existence 
of the polynomial B(k)(z) with B(k) (0) ~ 0, is 
n n 
H(k-n) r 0 
n 
Using the relation 
and H(k-(n-1)) r o. 
n 
(2.2.7) 
c b(k) + C b(k) 
k-n-1 n,O k-n n,l + ••. + 
c b(k) = I[tk-(n+l)B
n
Ck) (t)], 
k-l n,n 
in (2.2.2) we also find 
n;;;' O. (2.2.8) 
Let us denote the moment functional which satisfies condition 
(2.2.7) for all n;;;' 0 as I(kM) and r~fer to it as a "k-th order quasi q, 
M-definite moment functional"; following Chihara's [1978] usc of the 
term quasi definite in the case of ordinary orthogonal polynomials. 
Thus it follows that for a k-th order quasi M-definite moment 
functional there always exists a sequence-of polynomials {B~k)(Z)}' 
defined by (2.2.1), such that B(k) (0) ~ 0 for all n;;;' O. It will 
n 
also be shown that there always exists an MCk)-fraction associated 
with t,he I (k
M
) [ • ] . q, 
We now define the two special functionals, namely the positive 
definite and the positive M-definite moment functionals as follows. 
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LE~~~ 2.2.1: The moment functional I[oJ, defined by (2.1.9), is 
said to be positive definite~ if all the moments c , n = .•. ,-2,-1,0, 
n 
1,2, ... , are real and~ for any function ~(t) belonging to the set of 
functions spanned by ... 1/t2 ,1/t,1,t,t 2 , ... , over a real field~ 
I[~(t)J > 0, 
provided that ~(t) is also non-negative but not identically equal to 
zero for tEE C (-00, (0). Fv.rther., if the set E lies entirely on the 
positive half of the real ~~is then the moment functional is also 
called a positive H-definite moment functio'rJ.al. 
The set E in Le~~a 2.2.1 is referred to as a supporting set of 
the positive definite or the positive M-definite moment functional. 
We shall denote the positive definite and the positive M-definite 
moment functionals as I [oJ and I M[o], respectively. Hence, for 
. p p, 
an I [oJ, we must have p 
n 
for I ~ 2 rf ° . s ' 
s=-n 
where n is any positive integer and m is any integer, positive or 
negative. 
We note that this relation is equivalent to the positive 
definiteness of the matrix given by 
c 2m-2n 
C2m-2n+l 
c 2m 
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c 2m-2n+l 
c 2m-2n+2 
c 2m+l 
c 2m 
c 2m+l 
c 2m+2n 
From this we obtain, a necessary condition for the existence 
of the positive definite moment functional I [0], is (see for p 
example Wall [1948]) 
H(2m-2n) > 0 
2n 
for all m and n ~ o. 
and H(2m-2n) > 0 
2n+l (2.2.9) 
Similarly, for the positive M-definite moment functional 
I M[o], we must have p, . 
for ~ 2 f. 0 
s ' 
where m,£1'£2 are any positive or negative integers with £1 ~ £2. 
Thus, from this we obtain, a necessary condition for the 
existence of the positive M-definite moment functional Ip,M[o], is 
H(m-n) > 0 
n 
and H(m-n) > 0 
n+1 (2.2.10) 
for all m and n > o. 
It is seen from condition (2.2.10) that a positive M-definite 
moment functional is also a k-th order quasi M-definite moment 
functional. 
With respect to the moment functional I[-], we now define the 
two associated functions O(k)(z) and ACk)(z) by 
n n 
n > 0, (2.2.11) 
n > O. (2.2.12) 
Then the quotients OCk) (z)/BCk)Cz) and A(k)Cz)/BCk)Cz) satisfy for 
n n n n 
all n > 0 
OCk)(z) c c 
n k k+l 
--;.,..-;:---=-+--+ ... + 
B(k)Cz) z z2 
n 
A (k) (z) A Ck) 
Ck+n - 1 
----- + lower order terms, 
n 
z 
n-l 
- ck_nz + higher order terms, 
n n --;~-- = fo(z) + -~-- + lower order terms, . 
B(k)(z) zn+k+l 
n 
= go(z) + ~~k)zn-k + higher order terms. 
To prove these results, we only need to consider (2.2.11) and 
(2.2.12). From these it follows that 
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o (k) (z) r[L] - 1 I[tkB~kl(tl J n 
B (k) (z) = z - t B (k) (z) z - t ) 
n n 
and 
A (k) (z) 
= 1[_1 ] _ 1 
[ tkB (kl (tl 1 
n 
I n J B (k) (z) z - t zkB (k) (z) z - t . 
n n 
Hence, expanding the right hand sides of these equations about the 
origin and also about infinity, and then using the relation (2.2.1), 
immediately gives the required results. 
From (2.2.11) it is easily seen that the associated function 
O~k)(z) is a polynomial of ,degree (n-l). On the other hand the 
associated functions A(k)(z) are not always polynomials but, even 
n 
though it may not be apparent from (2.2.12), they are polynomials 
of degree (n-l), when n ~ k. 
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2.3 SOME PROPERTIES OF THE PSEUDO ORTHOGONAL POLYNOMIALS Al'JD 
ASSOCIATED FUNCTIONS. 
The most interesting and useful property of the pseudo 
orthogonal polynomials B(k)(z) and their associated functions O(k) (z) 
n . n 
and A(k)(z) is that when the corresponding moment functional is the 
n 
k-th order quasi M-definite moment functional, they all satisfy the 
. following three term relations. 
B(k) (z) 
= 
(z + d(k))B(k) (z) + n (k) Z B (k) (z) 
n+l n+l n n+l n-l ' (2.3.la) 
o (k) (z) = (z + d (k))O (k) (z) 
n+l n+l n 
+ n (k) z 0 (k) (z) 
n+l n-l ' (2.3.lb) 
A (k) (z) (z + d (k))A (k) (z) + n (k) z A (k) (z) 
n+l n+l n n+l n-l ' (2.3.1c) 
for all n ~ 1. (k) (k) The coefficients nand d are given by 
n+l n+l 
n ~ 1, (2.3.2) 
and 
d(k) 
n+l n ~ 1, (2.3.3) 
where w(k) and v(k) are defined by (2.2.3) and (2.2.8), respectively. 
n n 
To prove these results, one has to consider first the poly-
nomials B (k) (z) (n ~ 0). Since B (k) (z) is 
n n 
degree n, the polynomial given by {B~~i (z) 
a monic pol}~omial of 
ZB~k)(Z)} is also at 
most of degree n. Hence, this polynomial can be expressed in the 
form 
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{B(k) (z) - zB(k) (Z)} = n+l n d(k)B(k)CZ) + {nCk)Z+pCn,k)}B(k)CZ) n+l n n+l n-l n-l 
(n,k)B Ck ) ( ) + p z 
n-2 n-2 + ... + 
Cn,k)B Ck ) ( ) Po 0 z. 
M I . 1· b k+r d . h f [ ] U tlP ylng y z an uSlng t e unctional I 0 , gives 
= I[tk+r{dCk)BCk)(t) + {nCk)t+p(n,k)}BCk)(t) 
n+l n n+l n-l n-l 
+ p(n,k)B(k)(t) + ... + poCn,k)BO(k) (t)}]. 
n-2 n-2 (2.3.4) 
Therefore, by letting r = -1,-2, ... ,-n, we obtain 
(k) (k) (n, k) (k) 
n w + 0 + ...................... + ° + Po Vo n+l n-l 
o 
= ° + 
+ 0 + p(n,k))k) 
1 1 
o = 0 +p(n,k))k) + p(n,k)I[tk-nB(k) (t)] + ... +p(n,k)I[tk-nB(k) (t)]. 
n-l n-l n-2 n-2 0 0 
If the functional 1[0] is the k-th order quasi M-definite moment 
functional then for all n> 0 we must have the condition (2.2.7) to 
hold. Thus, from (2.2.3) and (2.2.8), we see that the coefficients 
w(k) and v(k) are non-zero for all n > 0, and so the coefficients 
n n 
p~n,k) (r = O,l, ... ,n-l) can be made equal to zero by taking 
(k) 
-w 
n 
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Ck) (k) 
= n w • 
n+l n-l 
The result (2.3.2) follows at once from the fact wCk) ~ 0 for 
r 
all r. This also establishes the three term relation (2.3.la). 
To find d~:i, we set r = n+l in (2.3.4) to give 
and from this (2.3.3) follows immediately. 
The three term relation (2.3.la) can now be used to prove 
(2.3.lb) and (2.3.lc). We have 
{B(k) (z) - BCk) (t)}= (z+ d(k)){B Ck) (z) - B(k) (t)}+ n(k)Z{B(k) Cz) - BCk) (t)} n+l n+l n+l n n n+l n-l n-l 
+ (z - t){B(k) (t) +n(k)B(k) (t)}. 
n n+l n-l 
Multiplying by tk/(z_t) and using the functional Iq,M[o], we arrive at 
O(k)(z) = (z+d(k))O(k)(z) +n(k)zO(k)(z) +w(k) +n(k)w(k). 
n+l n+l n n+l n-l n n+l n-l 
Thus, from (2.3.2), we obtain the three term relation (2.3.lb). 
Now to show the relation (2.3.lc), it is only required to look 
at (2.2.11) and (2.2.12). From this we obtain 
(k) -k [/ - tkJ (k) -k (k) An (z) = z I z _ t Bn (z) + z O~ (z). 
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Since, on the right hand side above the coefficients of B(k)(z) 
n 
and O(k)(z) are independent of n, we immediately obtain from (2.3.1a) 
n 
and (2.3.1b) the relation (2.3.1c). 
We have for (2.3.1) the initial conditions 
B~k) (z) 1, B?) (z) = z + d (k) ( d (k) = b (k) ) 1 ' 1 1,0 ' 
O~k) (z) = 0, o (k) (z) - ck ' 1 
A (k) (z) [k kl A (k) (z) A (k) ( )B(k), ) + -kO(k) ( ) -k z - t J = zIt ' = 0 z - 1 o z 1 lZ z 1 z. 
The three term relations (2.3.1), together with the above 
initial conditions, show that the quotient O(k)(z)/B(k)(z) is the 
n n 
n-th convergent of the M-fraction 
n(k)z 
3 
z + d (k) + z + d (k) + z + d (k) + z + d (k) + 
. 1 234 
and that the quotient A(k) (z)/B(k) (z) is the n-th convergent of the 
n n 
M(k)-fraction 
-k [zk _ t k] z I + 
z - t 
n(k)z 
2 
+ z + d (k) 
2 
n(k)z 
3 
n(k)z 
4 
+ z + d (k) + z + d (k) 
3 4 + ••• 
By substituting from (2.2.3) and (2.2.8) respectively in 
(2.3.2) and (2.3.3), we can write 
(k) 
n 
n+l 
::: 
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_ H(k-n) • HCk- (n-l)) 
n+l n-l 
(k-n) (k-(n-1)) H ·H 
n ;;. 1, (2.3.5) 
n 'n 
_ H(k-n) • H(k-n) 
n+l n 
H(k-(n-l)). H(k-(n+l)) , (2.3.6) 
n n+1 
The latter equation also holds for n equal to zero in view of 
d (k) ::: b (k) 1 1,0 . 
As a consequence of the three term relation (2.3.1); many 
results concerning B(k)(z), O(k) (z) and A(k)(z) can also be found. 
n n n . 
For instance the so called determinant relations are 
{O(k) (z)B(k) (z) _ O(k)B(k) (z)} ::: n n-1 n-l n n ;;. 2, 
(2.3.7) 
{A (k) (z)B(k) (z) _ A (k) (z)B(k) (Z)} n n-1 n-1 n 
and the recurrence relation 
(2.3.8) 
for n > 1, where 
G (k) (z) 
n 
::: {B ,(k) (z)B(k) (z) _ B ,(k) (z)B(k) (Z)}, 
n n-1 n-1 n 
Here, the function B'(k)Cz) is the derivative of BCk)Cz). 
n n 
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From (2.3.8) in particular we obtain 
222 
G(k) (Z) = {B(k) (Z)} +n(k) d(k){B(k) (Z)} +n(k) n(k)z2{B(k) (z)} 2n+l 2n 2n+l 2n 2n-l 2n+l 2n 2n-2 
and 
+ n (k) n (k) 
2n+l 2n 
2 
(k) (k) (k) 2n{B (k) ( )} 
n4 n3 n2 z 0 z , (2.3.9a) 
2 2 2 
G(k) (z) = {B(k) (Z)} +n(k)d Ck) {B(k) CZ)} +11(k)n(k) z2{B(k) (Z)} 
2n 211-1 2n 211-1 2n-2 2n 2n-l zn-3 
2 
+ n(k).n Ck) nCk) d(k) z2{B(k) (Z)} + .... 
211 2n-l 211-2 2n-3 2n-4 
•••• + 
2 
n (k) n (k) ....... n Ck) n (k) z2n-2{B (k) (z)} 
2n 2n-l 4 3 1 
(2.3.9b) 
For the k-th order quasi M-definite moment functional, the 
polynomials B(k) (z) and the associated functions A(k)(Z) also satisfy 
n n 
the following property. 
B(k+l) (z) 
n 
A(k+l)(Z) 
n 
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= A (k) (z) + n (k) A (k) (z) 
n n+l n-l ' 
n ;> 1, (2.3.l0a) 
n ;> 1. (2.3.l0b) 
These results can be easily proved by first considering the 
polynomial {B~k+l) (z) - B~k) (z)} and then using similar analysis to 
that of the proof of (2.3.1). 
From (2.2.5) and (2.2.7) we see that for the k-th order quasi 
M-defini te moment functional, all the polynomials B (k) (z), (n;> 1), 
n 
exist and they also satisfy the property B (k) (0) f. 0, (n;> 1). On 
n 
the other hand, for the same moment functional, all the polynomials 
B(k+l) (z), (n;> 1) do exist, but they may not satisfy B(k+l) (0) f: 0, 
n n 
(n ;> 1). 
The relations (2.3.10) can be used together with the three 
term relation -(2.3.1) to obtain other three term relations such as 
B (k) (z) 
2n 
= (z+o(k))B(k+l)(z) 
2n 2n-l 
n ;> 1, 
A (k) (z) = (z + o(k))A (k+l) (z) 
2n 2n 2n-l 
B (k+l) (z) 
2n+l 
A (k+l) (z) 
2n+l 
(2.3.11) 
:: {(l+N(k) Jz + o(k) }B(k)(Z) _ N(k) 2 B(k+l)() 2n+l 2n+l 2n 2n+l z 2n-l z , 
n ;> 1, 
:: {[l + N(k) ) z + O(k) }A (k) (z) _ N(k) z2 A (k+l) (z) 
2n+l 2n+l 2n 2n+l 2n-l ' 
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where 
(2.3.12) 
D(k) = d(k) + n(k) . 
2n+l 2n+l 2n+2 
Using the relations (2.3.5) and (2.3.6) and the Jacobi identity 
(1.2.11), we can also write the coefficients N(k) and D(k) as 
r r 
N(k) {H(k-(2n-l11}2 H(k-(2n-
211 
N(k) 
H(k-2n) H(k-(2n-2)) 
2n 2n-2 2n+l 2.n-l 
= = {H~~-(2n-l)) r 2n H(k-(2n-2)) H(k-2n)' 2n+l 2n-l 2n 
(2.3.13) 
(k) 
_ H(k-(2n-l)) H(k-(2n-l)) 
D(k) '= 
_ H(k-(2n-l)) H(k-2n) 
2n 2n-l 2n+l 2n D = H(k-(2n-2)) H(k-2n) H(k-2n) H(k-(2n-l)) 2n 2n+l 
2n-l 2n 2n+l 2n 
As a consequence of the three term relations (2.3.11) we find 
{A(k) (Z)B(k+l) (z) _A(k+l)(Z)B(k)(Z)}=N(k)N(k) ... N2(k) Ckz2n-2-k 2n 2n-l 2n-l 2n 2n 2n-l ' 
n ;;;. 1, 
(2.3.14) 
{A(k+l)CZ)BCk)C Z) _A(k)CZ)B(k+l)(Z)}=N(k) N(k) ... N2(k) ck z
2n
-
k 
2n+l 2n 2n 2n+l 2n+l 2n 
n ;;;. 1, 
and 
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KCk) (z) ={BCk) (Z)}2 +N(k) {B(k) (z) _ zB(k+l) CZ1}2 +N(k) NCk) Z2{B(k) CZ)}2 
2n+l 2n 2n+l 2n 2n-l.J 2n+l 2n 2n-2 
+ NCk) N(k)N(k) Z2{B(k) (z) _ zB(k+l) CZ)}2 + •.• 
2n+l 2n 2n-l 2n-2 2n-3 
+ NCk) NCk) •.... N
2
(k) Z2n{BOCk) CZ)}2, (2.3.1Sa) 2n+l 2n 
K(k) Cz) = {B Ck +l )CZ)}2 + NCk) CZ)K Ck) Cz), C2.3.1Sb) 
2n+z 2n+l 2n+2 2n+l 
where 
K(k) (z) = {Bf(k+l)CZ)BCk)CZ) - Bf(k)(Z)BCk+l)(Z)} n~ 0, 
2n+l 2n+l 2n 2n 2n+l ' 
and 
KCk) (z) = {B'Ck)CZ)B(k+l)C Z) _B,.Ck+l)CZ)B(k) (Z)} n~O. 2n+2 2n+2 2n+l 2n+l 2n+2 ' 
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2.4 ZEROS AND THE QUADR.'\TURE FORMULA 
From (2.2.6) and (2.2.7) we see that if the moment functional 
is the k-th order quasi M-defini te moment functional then z = 0 is 
not a zero of any of the polynomials B(k)(z), (n ~ 1). Furthermore, 
n 
for this moment functional if we consider the determinant formula 
(2.3.7), then for z = (n, k) z. , 
]. 
a zero of B~k) (z), we have 
( 1) n-1 (k) (k) (k) {(n,k)}n-l = - n n 1 ••• n Ck Z. , n 11- - ]. 
(k) (k) (k) {(n,k) }n-k-1 = (_1)11-1 n - n . . . . n ck Z. n n-1 - ]. 
Hence, we have the following result. 
Theorem 2.4.1 : If the moment functional·r[·], defined by (2.1.9), 
is the k-th order quasi M-definite moment functional~ then fOl' aU 
n ~ 1 the _zeros of the psev-do orthogonal polynomial B (k) (z) o..re 
. . n 
different from the zeros of B(k)(z) o(k)(z) and A(k) (z). 
n-1 ' n n 
Similarly, we can also show by using the formula of (2.3.14) 
that the following hold. 
Theorem 2.4.2 For the k-th order quasi M-definite moment functior~l 
alZ the zeros of B(k) (z) are different from the zeros of B2(k+ 11) (z), 2n 11-
(k) d (k) h (k+l) h' 1 • 02n (z) an A2n (z). Fv~t ermore~ any zero of B2n+1 (z) W ~cn ~s not 
equal to zero is also different from the zel'OS of B(k)(z) O(k+l)(z) 2n '2n+1 
and A (k+l) (z) . 
2n+1 
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If the moment functional given by (2.1.9) is positive definite 
and its supporting set E is an interval, then the zeros of B(k) (z) 
n 
exhibit a certain regularity in their behaviour with respect to E. 
To discuss this behaviour let us consider from (2.2.1) the relations 
n;;?; 1, (2.4.la) 
and 
n> 1. (2.4.lb) 
Thus from le~ua 2.2.1 that the functions {tk~nB~k) (t)} and 
{t
k
-
n+ IBn(k) (t)} . . h' 1 E N are not non-negatIve In t e Interva . ow, suppose 
E lies entirely on the positive half of the real axis, i.e., the 
functional is'positive M-definite. k':'n Then t does not change sign 
in E and so, B(k) (t) must change sign at least once in E. Let there 
n 
(n,k) (n,k) (n,k) be r such points (i.e., zeros) zl ,z2 )' .. ,zr . (r ~ n) in E. 
Then the polynomial given by 
does not change sign in E, and we must have 
But if r < n, then the above result is a contradiction to 
(2.2.1). Hence, there must be at least n points in the interval E 
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at which B(k) (t) is zero. 
n . 
Therefore, since B(k) (z) is a polynomial 
n 
of degree n, we have the result: 
Theorem 2.4.3: If the moment functional given by (2.1.9) is positive 
M-definite and its supporting set E, which lies on the positive half 
of the real axis~ is also an intervaZ~ then all the zeros of the 
polynomial B(k)(z) are distinct and lie within E. 
n 
On the other hand if E is not necessarily on the positive half 
of the real axis, then from (2.4.la) for (k-n) even we have a siJr.ilar 
result. If (k-n) is odd then (k-n+l) is even. Hence, considering 
(2.4.lb), we find that at least (n-l) of the zeros-of B(k)(z) lie in 
n 
E. Summarising these results we obtain 
Theorem 2.4.4 If the moment functional given by (2.1.9) is positive 
definite over a supporting interval E «ad if (k-n) is even then alZ 
the zeros of B(k) (z) are distinct and lie within E. If (k-n) is odd 
n 
then all the zeros of B(k)(z) are real and distinct~ but only (n-l) 
n 
of these zeros are certain to lie within E. 
We have for the k-th order quasi M-definite moment functional 
the relations (2.3.8) hold. Suppose this moment functional is 
positive M-definite. Then from (2.2.10), (2.3.5) and (2.3.6) we find 
(k) that the coefficients n 
n+l' (n ;;;. 1) and d(k) n+ 1 ' (n ;;;. 0) all take 
negative values. Thus, from (2.3.9) we have, if the moment functional 
is posi ti ve ~I-defini te then 
(2.4.2) 
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for n ~ 1 and for all real values of z. An immediate consequence of 
this result is (see Szego [1959]). 
Theorem 2.4.5: If the moment functional given by (2.1.9) is 
positive M-definite then beween any two zeros of B(k) (z) there is a 
n-l 
zero of B(k) (z). 
n 
We also have for the k-th order quasi H-definite moment 
functional the relation (2.3.15) hold. Hence, if this moment 
functional is positive definite, then from (2.2.9) and (2.3.13) we 
note that the N(k) are all positive, provided k is even. Thus, from 
r 
(2.3.15) we find, if the k-th order quasi M-definite moment functional 
is positive definite then 
KCk) (z) 2n+l = {B 'Ck+l) (Z)B(k) (z) _ B '(k) (Z)B(k+l)} > 0 2n+l 2n 2n 2n+l ' 
(2.4.3) 
K(k) (z) 
2n+2 
= {B '(k) (Z)B Ck+1) (z) _ B '(k+l) (Z)B(k) CZ)} > 0 2n+2 2n+l 2n+l 2n+2 ' 
for n ~ 0 and for all real values of z, provided k is even. Again an 
immediate consequence of this result is (see Szego [1959]): 
Theorem 2.4.6: If the moment functional giv~a by (2.1.9) is 
positive 
th~a the 
definite and k-th order quasi M-definite., where k is even., 
zeros of each of the polynomiaZs B(k+l)(z), B(k) (z), (n ~ 0) 2n+l 2n+2 
are all real and distinct. Furthermore., for all n ~ 0, between any 
two zeros of B2(k)2(Z) there is a zero of B(k+l) (z) and between n+ 2n+l any 
two zeros of B(k+l) (z) there is a zero of B(k) (z). 2n+3 2n+2 
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FroTIl now on we only consider positive definite moment 
functionals so that the zeros z~n,k) (i = 1,2, ... ,n) of B(k)(z) 
1 n 
real and distinct. 
are 
Let h(t) be an arbitrary function. Then we can express h(t) 
by interpolation at the zeros of B(k) (z). That is, 
n 
h(t) = lP (t) + JE (t) , 
n n 
where lP (t) is the interpolating polynomial and JE (t) is the 
n n 
resulting error. 
Expressing lP n (t) in Lagrangian form and the error JE (t) by 
n 
the divided difference formula, it follows that 
n 
het) = I 
r=l 
If h(t) is a polynomial of degree less than 2n then 
h[ (n,k) (n,k)] . . f d h ( f t, zl , ... , zn lS a poly-nOTIllal 0 egree less t an n see or 
k-n 
example Phillips and Taylor [1973]). Hence, multiplying by t and 
using the functional I ['J, we find the quadrature formula, p 
Ip [ t k-n h(t) ] = 
n 
I 
r=l 
where 
(2.4.4) 
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r = 1,2, ... ,n. (2.4.5) 
If we take 
{ }
2 
B (k) (t) 
h(t) = n , 
B l(k) (z~n,k)) (t _ z~n,k)) 
n 1 1 
a polynomial of degree (2n-2), then from (2.4.4) 
and so 
>..(n,k) = 
r 
for r = 1,2, ..• ,no 
Similarly, taking 
1 I 
IB l(k) (z(n,k)} 2 p 
\. n r 
{ 
B (k) (t) }21 k-n n 
t -----
t - z~nJk) f 
'{ B (k) (t) }2 
h(t) = t B l(k) (z(n,~)) (t _ z(n,k)) J 
n r r 
a polynomial of degree (2n-l), also gives 
(2.4.6) 
z(n,k) .. (n,k) = 
r r 
for r = 1,2, . .. ,n. 
-44-
Consequently we have the following. 
k-n+l n 
{ 
B(k)(t) }21 
t -t-_-z-~:-n-,-:-k""") _ ' (2 . 4 . 7) 
Theorem 2.4.7: If zin,k) ,z;n,k) , ... ,z~n,k) denote the zeros of 
B (k) ( ) th t 1 • t . 7 b ' (n, k) ) (n, k) n z en nere exn..s n unt.que rea t.- nW71 ers 1\ 1 ' \ 2 ' ••• , 
A(n,k) such that 
n 
n 
I 
1'=1 
A (n, k) h(z (n,k)) 
r r ' 
1JJhenever h(t) is a poZynorrdal of degree less tho:rz or equal to (2n-l). 
In addition if (k-n) is even then the nv~bers )..(n,k) are all positive 
r 
and if (k-n) is odd then they take the sign of the corresponding 
zero z (n, k) . 
r 
Following the theory of ordinary orthogonal polynomials, we 
(n k) (k) 
call these numbers).. , the Christoffel numbers of B (z). 
r n 
~ Now the following result concerning the zeros of 
different pseudo orthogonal polynomial can be shown to hold 
Theorem 2.4.8 If (k-n) is even then 
B(k)(z) there exists at least one zero 
n 
where r ;;;. 1. 
between any two zeros of 
o.t" B(k) (z) and B(k+l) (z) 
.I n+2r n+2r-l' 
-45-
Proof Using the quadrature formula on B~~;rCZ), we have 
I [tk-cn+2r) {t2rp (t)B(k) Ct)}] p n-l n 
= I A~n+2r,k) (z~n+2r,k))2rp (Z~n+2r,k))B(k) (z~n+2r,k)) , n+2r { } 
i= I ~ ~ n-l ~ n ~ 
where p let) is an arbitrary polynomial of degree < (n-l). 
n-
By writing the left hand side above as I [tk - n p 1 (t) B (k) Ct) 1 p n- n J 
we see that it is equal to zero. Hence, we have 
o. 
(n+2.r k) Here, if (k-n) is even then all the A. ' are positive. 
~ 
Thus, by considering the fact that p let) is an arbitrary poljDomial 
n-
of degree less than n we can easily show that the sequence given by 
changes sign at least n times. But, B(k)(z) is a polynomial of 
n 
degree n and therefore, the proof of the first of the required 
results follows. 
The remaining result can similarly be obtained by considering 
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Let us nO\,I consider the quotients O(k) (Z)/B(k)(z) and 
n n 
A(k) (Z)/B(k) (z). Since, under the k-th order quasi M-definite moment 
n n 
functional the zeros of O(k) (z) and A(k) (z) are different from those 
n n 
of B~k) (z), these quotients have partial decompositions of the form 
wh~re 
~~n, k) 
= 1 
(n, k) 
m. = 1 
O(k) (z) n 
_n7;""-=;-_ = L 
B (k) (z) i=l 
n 
A (k) (z) n 
_n~_= L 
B (k) (z) i=l 
n 
~~n,k) 
1 
- (n. k)- , 
z - z. . 
1 
(n,k) 
m. 
1 
(n k) , 
z - z. ' 
1 
O(k) (z~n,k)) /B ((k) (z~n,k)), 
n 1 n 1 
A(k)(z~n,k))/B'(k) (z~n,k)), 
n 1 1 
n ~ 1, (2.4.8) 
(2.4.9) 
i = 1,2, ... ,n, (2.4.10) 
i = 1,2, ... ,no (2.4.11) 
In (2.4.9), n is taken to be greater than or equal to Ikl because 
only then is A(k)(z) a polynomial of degree (n-1). Referring. to 
n 
(2.2.11), it follows that 
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[
tk-n{tnB (k) (z) _ znB (k) (t) l] [k- (k) n _ tn] 
= I - n n 'J. + I t nB (t) _z --t . 
z-t n z-
. . 
But, from (2.2.1) the second term on the right hand side is equal to 
zero, and so 
Hence, substituting z (n,k) == z. , a zero of B~k)(Z)' we obtain 
J. 
== { (n, k)}n [tk-nB~k) (t)] ". 
zi I (n,k)' 
. t - z. 
J. 
Similarly, by considering (2.2.12), we find 
== {(n,k)}n-k [tk-nB~k) (t)l 
zi I (n,k)' 
z - z. 
]. .J 
Consequently, applying these results in (2.4.10) and (2.4.11) we 
immediately find 
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Theorem 2.4.9: If the moment functional given by (2.1.9) is 
positive definite and k-th order quasi M-definite., then the 
quotients O(k) (Z)/B(k) (z) and A(k) (Z)/B(k)(z) have partial 
n n n n 
decompositions of the form 
where 
O(k) (z) n 
_n~_= I 
B(k)(z) i=l 
n 
A (k) (z) n 
n I = B (k) (z) i=l 
n 
,£,~n,k) 
= 
f (n,k)}n 
"lzi l 
,£,~n,k) 
l 
(n, k) , 
z - z. 
l 
(n,k) 
m. l 
(n,k) '. 
Z - z. l 
A ~n,k) , i l 
(n, k) { }n-k 
= 
zin,k) Ain,k) , i m. l 
n ;> 1, 
n;> I k I, 
= 1,2, ... ,n, 
== 1,2, ... ,n. 
(2.4.12) 
(2.4.13) 
F (2 4 13) 1 h th (n,k) .. f rom .. , we a so note t at e m. are posltlve or 
l 
i==l,2, ... ,n. 
It has been shown by Jones, Thron and Waade1and [1980] and 
Jones, Thron and Njasted [1983], that any positive definite moment 
functional I [0] can be given in terms of a bounded non-decreasing p 
function ~(t) with infinitely many points of increase, by 
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Ip[ t n ] = I''' t n dHt) , 
-00 
n = ••• ,-2,-1,0,1.2, .... 
The proof of this result using continued fractions, is given in 
the next chapter. It would now be appropriate to end this chapter 
with the analogous theorems to those of the separation theorems of 
Tschebycheff, Markov and Stieltjes (see Szego [1959]). 
Theorem 2.4.10: If (k-n) is even then the zeros z(n,k), 
r 
r = 1,2, ... ,n of B (k) (z) a1~ranged in increasing order., aZteyaate UJith 
n 
a unique set of reaZ nv~bers u(n,k), r = 0,1,2, ... ,n, i.e., 
r 
(n,k) 
= -00, 
(n,k) 
uo u n 
(n,k) < u(n,k) < (n, k) r = Z zr+l ' r r 
where these numbers u(n,k) satisP-y 
r J 
A (n,k) 
r Iu 
(n, k) 
r k-n 
= t dtjJ(t) , 
(n,k) 
u
r
_
1 
= 00 
l,2, .•. ,n-1, 
r = 1,2, ... ,n. 
Proof: Let TI1(z) and TI 2 (z) be polynomials of degree (2n-2), such 
that for r < n 
and 
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r 
if k = 1,2, .•. ,r 
( (n,k)) 
= Tfl zk 
0, if k = r+ 1 , r+ 2, . . . , n 
(2.4.14) 
'( (n,k)) 0 Tfl zk =, if k = 1, 2, ... ,r- 1 , r+ 1, ... ,n, 
r 
if k = 1,2, ... ,r 
( (n,k)) 
Tf 2 Zk = 
1, if k = r+ 1 , r+ 2 , . . . ,n 
(2.4.15) 
'( (n,k)) ° Tf2 zk =, if k = 1,2, .•. ,r,r+2, ... ,n. 
The graphs of Tfl (t) and Tf 2 (t) have the fom,s (Szego [1959]). 
z(n,k) 
1 
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Hence, in the quadrature formula (2.4.4), choosing h(t) to be 
successively TI1(t) and TI 2 (t), we find that 
and 
,(n,k) ,(n,k) ,(n,k) 
Al + A2 + .•. + Ar 
A (n,k) + ), (n,k) 
r+l r+2 + ••• 
+ A(n,k) 
n 
-00 
-00 
t k-n '""2 (t) d,l, (t") 
" 1f'.J , 
Since (k-n) is even it follows immediately that 
A (n,k) A (n,k) + ••• + A (n,k) 
1 + 2 r 
-00 -00 
and that 
In. (2.4.4) letting h(t) = 1, we also find 
(2.4.16) 
(2.4.17) 
A (n,k) + A (n,k) 
1 2 
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+ ••• + 
A(n,k) 
n 
-co 
Hence, subtracting the inequality (2.4.17) from the above relation 
yields 
A(n,k) 
1 
,(n,k) 
+ 1\2 + ••• + 
A (n, k) 
r 
(2.4.18) 
-co 
Thus we note from (2.4.16) and (2.4.18) that there exists a 
unique number u(n,k) 
r ' 
(n,k) (n,k) lying bet\\'een z and z such that 
r r+l ' 
,(n,k) ,(n,k) 
1\1 + 1\2 + ••• + A (n,k) 
r 
and this concludes the proof of the theorem. 
This result can be extended to the case where (k-n) is odd, as 
follows 
Theorem 2.4.11 : (n, k) If (k-n) is odd then the zel'OS zr ' 
r = 1,2, ... ,n of B(k) (z) arranged in increasing order~ alternate with 
n 
(n,k) 
a unique set of real numbers u , r = O,1~2, ... ,n, where 
r 
(n,k) 
u o = -co, 
(n,k) 
u = co 
n 
and 
z(n,k))..(n,k) 
r r 
(n,k) 
= f
Ur 
J (n, k) 
u 
r-l 
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t k - n+ 1 d1j; (t) , r = 1,2, ... ,n. 
Proof: In (2.4.4), choosing h(t) to be the polynomials t·1T 1 (t) and 
t·1T 2 (t), where 1T 1 (t) and 1T 2 (t) are the polynomials defined by 
(2.4.14) and (2.4.15), and then using an argument similar to that of 
the proof of the theorem 2.4.10 gives at once the required result. 
C HAP T E R T H R E E 
A 
J - F RAe T ION SAN D THE S T RON G 
HAM BUR G E R MOM E N T PRO B L E M 
-54-
3.1 THE MOMENT PROBLEM 
In his paper Recherches sur les fractions continues of 1894-
95, Stieltjes proposed and solved the following problem. 
Given the prescribed set of real numbers c , n = 0,1,2, ... , 
n 
find conditions for the existence of a non-decreasing function ~(t) 
in the interval [O,ro) such that 
c , 
n 
n = 0,1,2, .... 
Stieltjes called this the problem of moments by referring to 
JOO td~ (t) and fro t2d~(t), respectively the first moment (statical 
° ° 
moment) and the second moment (moment of tnertia), appearing in 
Mechanics. To solve this problem, now known as the Stieltjes 
moment problem, Stieltjes makes extensive use of continued fractions 
of the type 
1 1 1 1 
and 
z + ml - z + m2 - z + m3 - z + my' -
corresponding to the series expansion 
r z : t d<p etl 
° 
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In the Stieltjes moment problem the range of integration is 
the semi-axis [0,00). If this range is extended to the whole axis 
(-00, 00), then the resulting moment problem is called the Hamburger 
moment problem, after Hamburger [1920,1921] who was the first to 
propose and solve this problem. Important results connecting the 
Hamburger moment problem and many branches of mathematics were 
achieved almost immediately by Nevanlinna [1922], Riesz [1921,1922, 
1923], Hellinger [1922], Carleman [1922,1923,1926] and Hausdorff 
[1923]. Hausdorff gives criteria for the solution to the moment 
problem in a finite interval. 
The development of M-fractions by McCabe and Murphy [Eg,1976] 
and the equivalent T-fractions by Jones and Thron [1977], enabled 
Jones and Thron and Waadeland [1980] to consider a further moment 
problem, which they called the strong Stieltjes moment problem. 
The problem can be stated as follows. 
00 For a given double sequence {c } of finite valued real 
n 
n==-oo 
numbers, find conditions to ensure the existence of a bounded non-
decreasing function ~(t) with infinitely many points of increase in 
the interval [0,00) such that 
c , 
n 
n == ... -2,-1,0,1,2, .... (3.1.1) 
Jones, Thron and Waadeland [1980] showed that a non-decreasing 
function ~(t) satisfying (3.1.1) exists if and only if 
H( -n) > ° 
n 
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and H ( -n) > 0, 
n+l (3.1.2) 
for n = 0,1,2, ... , where the Hem) are the Hankel determinants. 
r 
This condition can be obtained by making it equivalent to the 
existence of an H-fraction 
~_ n2 z n3z n4 z 
z + d1 + z + d2 + z + d3 + z + d4 + •.• ' 
which corresponds to the power series expansions 
fO (z) = £.Q..+ s.. ~+ 
z 2 + z3 ... , z 
go (z) = -c - c z c z2 ... , 
-1 
-2 ... 3 
and for which Co > ° and all the nand d are negative. 
r r 
(3.1.3a) 
(3.1.3b) 
By considering the convergence criteria of the H~fraction, 
Jones, Thron and Waadeland [1980] also showed that under the condition 
(3.1.2) the strong Stieltjes moment problem has either a unique 
solution or two distinct solutions. 
The next step was to look at the strong Hamburger moment 
problem, i.e., the strong problem in the extended interval (-00,00). 
This problem although it seems a trivial extension to the strong 
Stieltjes moment problem, it is by no means straightforward to solve. 
The inability to find any suitable continued fraction made the 
problem even more difficult. However, following Riesz [1921,1922, 
1923] (who solved the Hamburger moment problem on the basis of 
-·57 -. 
quasi-orthogonal polynomials). Jones, Thron and Njastad [1983a] 
solved the strong Hamburger moment problem by considering a certain 
type of function, which they called the quasi-orthogonal Laurent 
polynomials. They showed that the necessary and sufficient condition 
for the existence of a solution is 
H(-2n) > 0 
2n 
for n = 0,1,2, .... 
and H(-2n) > 0 2n+l , (3.1.4) 
Jones, Thron and Njastad [1983b] made attempts to find this 
condition by means of using continued fractions, but they could 
only arrive at partial conditions (i.e., conditions which are 
sufficient but not necessary). 
Subsequent work in this chapter is ~oncerned with obtaining 
the condition (3.1.4) of the strong Hamburger moment problem via 
continued fractions. 
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3.2 J-FRACTIONS AND THEIR CORRESPONDENCE 
A J-fraction is a continued fraction of the form 
(3.2.1) 
where all b are complex constants and each a (z) is a complex 
n n 
function taking either the form ~ + im ) or (£ + im )z. Here, 
n n n n 
£ ,m E R. 
n n 
The J-fraction (3.2.1) is a J-fraction if all the a (z) are 
n 
complex constants (£ + im). In Chapter 4, a detailed study of a 
n n 
~ 
special type of J-fractions (under the name positive definite J-
fractions) is considered. For the purpose of the strong Hamburger 
moment problem only real J-fractions, in which all ill are zero and 
n 
all b are real, are looked at in this Chapter. 
n 
It is well known that given a power series fo(z) as in (3.l.3a) 
it is possible, under certain conditions, to obtain a J-fraction which 
corresponds to this power series. Likewise, it is also possible to 
find J-fractions which correspond to a power series fo(z) and to 
another power series go(z) given by (3.1.3b). 
~ 
To find such a J-fraction, first of all let us consider the 
M(k)-fraction (1.2.6), with r-th convergent M(k) (z) corresponding to 
r 
~(r+k) terms of the series fO(z) and ~(r-k) terms of the series go(z). 
The integer function ~(N) is defined by (1.2.7). 
Now let us define a new continued fraction, denoted by L(k)(z), 
such that its r-th convergent L(k) (z) is given by 
r 
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L (k) (z) 
= M~~) (z), 2s 
(3.2.2) 
L (k) (z) 
= 
M(k+1) (z) 
2s+1 2s+1 ' 
for s = 0,1,2, .... Then it follows that L(k) (z) corresponds to 2s 
~(2s+k) terms of the series fO(z) and ~(2s-k) terms of the series 
go(z), while L~~~l (z) corresponds to ~(2s+2+k) terms of the series 
fo(z) and ~(2s-k) terms of the series go(z). 
Denoting the numerator and denominator of L(k)(z) by p(k)(z) 
r r 
and Q;k)(z) respectively, and further ass~ming that ~k)(z) is a 
monic polynomial, we find from (3.2.2) that 
p (k) (z) 
= 
A (k) (z) n> 0, 2s 2s ' 
Q (k) (z) = B (k) (z) n > 0, 2s 2s ' 
(3.2.3) 
p(k) (z) 
= 2S+1 
A (k+l) (z) 
2s+1 ' n > 0, 
(k) Q2S+1 (z) = B (k+ 1) (z) 2s+1 ' n > 0, 
where A(k)(z) and B(k) (z) are the numerator and denominator of 
r r 
M(k)(z) as described in Chapter 1. Hence, using the three term 
r 
recurrence relations (1.2.9) and (1.2.10) for A~k) (z) and B~k)(z), 
together with the relation (3.2'.3), we arrive at the following three 
term relations. 
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P (k) (z) ::: (z + 0 (k) ) P (k) (z ) N (k) P (k) (z) 2S 2s 2s-1 2s 2s-2 ' 
s ;;;. 1, 
Q (k) (z) ::: (z+-D(k))Q(k) (z) N(k)Q(k) (z) 2s 2s 2s-1 2s 2s-2 ' 
p(k) (z) ::: {[l+ N(k) )z + D(k) }p(k) (z) _ N(k) z2 p(k) (z) 
2s+1 2s+1 2s+1 2s 2s+1 2s-1 ' 
(k) Q25+1 (z) 
where 
5 ;;;. 1, 
::: {[l + N (k) ) z + 2s+1 o (k) }Q (k) (z) _ N(k) z2 Q (k) (z) 2s+1 2s 2S+1 2S-1 ' 
N(k) 
::: 2s 
n (k) d (k) 
2s 25' 
D(k) 
2s 
::: d (k) 
2s ' 
(k) n(k) /d(k) (k) d(k) + n (k) . N ::: 0 2s+1 2s+1 25' 2s+1 2s+1 2s+2 
As initial conditions for (3.2:4), we also find that 
Q~k) (z) = 1, 
(3~2.4a) 
(3.2.4b) 
(3.2.5) 
(3.2.6) 
Q~k\Z) ::: (z + di k+1)) ::: (z + D~k)), p~k) (z) = (z + D~k))p~k) (z) + ck/zk . 
Thus, from the recurrence relations (3.2.4) and the initial 
conditions (3.2.6), it immediately follows that 
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L(k) (z) = M~k) (z) + N~k)Z2 N&k) 
(l+N~k))Z + D~k) _ Z+D~k) 
(3.2.7) 
In particular, when k= 0, it follows that 
L (0) (z) 
where 
N 
r+l 
= N(O) 
r+l and D r for all 
(3.2.8) 
r ~ 1. 
After a suitable equivalence transformation the continued 
fraction L(O) (z) can be written as 
L (0) (z) 
~Z2 ~ ~ 
= 
~ ~ I+N3 I+N3 1 +NS 
z+Dl - z+D2 - .J2.L - z+D4 - z+~-z+ I+N3 I+Ns 
(3.2.9) 
Comparing (3.2.9) with (3.2.1) we see that L(O)(z) is also a 
A 
J-fraction. If all the N are positive and all the D are real then 
r r 
L(O)(z) is also a real J-fraction. A In addition to being a J-fraction, 
L(O)(z) also has another important property in that its partial 
numerators are alternately constants and variables. As a consequence, 
as is shown iil the next Chapter, this continued fraction possesses 
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some interesting convergence properties. 
In a J-fraction the denominator of the n-th convergent is 
always a monic polynomial of degree n. But in the case of the J-
fractions of the form (3.2.1) this is not so. However, in the 
A 
continued fraction (3.2.8), which is in fact equivalent to a J-fraction, 
all the denominator polynomials are monic. For this reason, continued 
fractions of this form which will also be referred to as J-fractions, 
are found to be more practical. 
For the derivation of the J-fraction L(O)(z) it was assumed 
that the M-fractions M(O)(z) and M(l)(z) both exist. In other words, 
from (1. 2.5), the following condition is 'satisfied 
H( -n) f 0, 
n 
for n ;;;. 0. 
H( -n) f ° 
n+l and 
H(-(n-I)) f ° 
n+l 
But, we have shown in Chapter 2 that for the O-th order quasi 
M-definite moment functional, i.e., when the condition 
( -n1 
H '-f ° n and H(-n) f. 0, n+l n ;;;. 0, (3.2.10) 
is satisfied, then there exist polynomials Pn(z), n;;;' ° and ~(z), 
(n ;;;. 0) such that they satisfy three term relations of the form 
(3.2.4). Furthermore the quotient P (z)/Q (z) is the 2n-th 2n 2n 
convergent of the M(O)-fraction and the quotient P2n+1 (z)/Q2n+l (z) 
corresponds to 2n+2 terms of the series fo(z). Since, the condition 
(3.2.10) is not sufficient to ensure that Q2n+l (0) f 0, the 
correspondence of P2n+1 (z)/Q2n+l (z) to the power series go(z) is 
not determined. 
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Thus we note that under the condition (3.2.10) > the 3-fraction 
(3.2.8) still exists, but with a weaker correspondence behaviour than 
as given by (3.2.2). 
A 
The coefficients Nand D of the J-fraction (3.2.8) can be 
r r 
given in terms of the Hankel determinants as follows. 
N 2n {
H(-(2n-l))}2 H(-(2n-2)) 
2n 2n-2 
= ~~~~--
H(-(2n-2)) H(-2n) 
D = 2n 
N 2n+l 
D 2n+l 
2n-l 2n 
(-(2n-l)) (-(2n-l)) 
- H . H 2n 2n-l 
(-(2n-2)) (-2n) H .H 2n-l 2n 
_ H(-(2n-l)) . H(-2n) 
= __ ~2n~+_1~ ______ ~2~n __ _ 
(-2n) (-(2n-l)) H . H • 2n+l 2n 
From (3.2.11) it follows that if 
n ;;;;. 1, 
n ;;;;. 1, 
n ;;;;. 1 J 
n ;;;;. O. 
H (-2n) J. 0 and (-(2n-l)) H2n ~ 0, r , 2n 
(3.2.11) 
(3.2.12) 
for all n ;;;;. 0, then all the partial coefficients are finite and, 
further, the numerators N are all non-zero. 
r 
The condition (3.2.12) is in fact sufficient for the existence 
of the 3-fraction (3.2.8). To understand this, we consider a 
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different approach to the evaluation of the coefficients of this 
fraction. 
A 
Given the J-fraction (3.2.8), the numerator polynomials P (z) 
n 
and denominator polynomials ~(z) of the n-th convergent Ln(z) satisfy 
the recurrence relations 
P (z) = (z + D ) P (z) - N P (z) 2s 2S 2S-1 2S 2S-2 ' 
s ~ 1, 
(3.2.13a) 
s ~ 1, 
Q2s+1 (z) N z2 Q (z) 2s+1 2S-1 ' 
with initial conditions 
Qo(z) = 1, .p 0 (z) 
= 0, } 
= cO, 
(3.2.13b) 
Q1 (z) = z + D 1 , 
From (3.2.13) we note that the numerators Pn(z) are polynomials 
of degree (n-l) and the denominators ~(z) are polynomials of the 
form 
Qa(z) = 1, 
2n 
= z 
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Ql (z) = Z + Di, 
n 
+ •• , + I 
r=l 
(D D - N ) 2r-1 2r 2r' n ;;;. 1, 
2n+1 
= z + ••. + (1 + N2n+I )Q2n(0)z + D2n+1Q2n(0) , 
Furthermore, using the same recurrence relations, it can also 
be shown that 
2n (z+D ) N N ... Nez 2n+2 2n+1 2n 2 a 
Q2n+2(z)Q2n(z) 
L (z) - L (z) 2n+3 2n+1 =. - Q2n+3 (z)Q2n+1 (z) 
{(l+N )z+D }N N ... N c z 2n+3 2n+3 2n+2 2n+1 2 a 
. 2n 
N 2N I···N c z 2n+ 2n+ 2 a 
L 2 n + I (z) = --::-Q--7"( z-:):-:Q:----;;(,.-z-::"") -
2n+2 2n+1 
n ;;;. O. 
2n 
(3.2.14) 
(3.2.15) 
Since ~(z), (n;;;' 0) are monic polynomials of degree n, expanding 
the right hand sides of the equations in (3.2.15) about infinity 
yields 
L2 (z) - La (z) -1 = Coz + lower order terms, 
L (z) - L (z) 2n+2 2n 
, -2n-1 
= {N N ... N c ;z + lower order terms, n ~ 1, 2n+l 2n 2 a 
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{ -2n-3 L (z) - L (z) == (1 + N )N ... N c }z + 10\ver order terms, 2n+3 2n+l 2n+3 2n+2 2 a 
n ;;. 0, 
L (z) - L (z) 2n+2 2n+l 
-2n-3 
== {N N ... N c }z + lower order terms, 2n+2 2n+l 2 a 
n;;'O. 
Hence from above we see that by choosing the coefficients 
Nn(n ;;. 2) and 0n(n ;;. 1) appropriately, the convergent L2n (z) of the 
J-fraction (3,2.8) can be made to correspond to 2n terms of the 
series fo(z) and the convergent L l(z) can be made to correspond 2n+ 
to (2n+2) terms of the same series fo(z). That is, 
(2n) -2n-l Y1 z + lower order terms, n ;;. 0, 
(3.2.16) 
(2n+l
' 
-2n-3 
== YI Jz + lower order terms, n ;;. 0, 
where 
YI
(O) == c 
0' 
(2n) 
YI = N IN ... N c , 2n+ 2n 2 a 
(2n+l) Y1 = (l+N )N N ••• N2c O' 2n+3 2n+2 2n+1 
n ;;. 1, 
(3.2.17) 
n;;'O. 
Multiplying the equations of (3.2.16) by Q2 (z) and Q2 I(z) n n+ 
respectively, gives 
Q2 (z) . fa (z) - P n (z) == y 1(2n) z -1 + lower order terms, n Ln n ;;. 0, 
(3.2.18) 
(2n+1) -2 Q ( z) f (z) P (z) = y z + lower order terms, n;;' 0. 2n+1 . a - 2n+1 1 
Now, going back to the equations of (3.2.15), consider the 
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expansions of the right hand sides about the origin, first making the 
assumption that 
n 
I 
r=l 
(D D - N ) .J. 0 2r-l 2r 2r r , for all n ~ 1. (3.2.19) 
Then,· we have 
L2 (z) - Lo (z) 
D N N •.• N c 2n+2 2n+l 2n 2 0 2n L2n+2 (z) - L2n (z) =--~~--~~--~~~ z + higher order terms, Q2n+2(0)Q2n(O) 
From this it follows that the convergent L (z) of the J-fraction 
. 2n 
(3.2.8) may also be made to correspond to 2n terms of the power series 
go(z). Furthermore, we also have from (3".2.15) 
Qo (z) . L2 (z) - Po (z) = D2 Co + higher order terms, Q2 (0) 
D N N ... N c 
Q () L () P () 2n+2 2n+l 2n 2 0 2n h' 1 d z z - z = z + 19ler or er terms, 2n . 2n+2 2n Q (0) 2n+2 
n ~ 1, 
N N ... N c 
( ) ( ) () 2n+2 2n+l 2 0 2n h' h d Q z L z P z - z + 19 er or er terms, 2n+l . 2n+2 - 2n+l - Q (0) 2n+2 
n ~ O. 
Thus, if L (z) corresponds to (2n+2) terms of the power 2n+2 
series go(z), we must also have from above that 
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Q2 ( z) . go (z ) - p ( z) n 2n 
(2n) 2n Pl z + higher order terms, n ;;io 0, . 
(3.2.20) 
Q2n+l (z) . go (z) - P 2n+l (z) (2n+l) 2n = PI z + higher order terms, n ;;;;, 0, 
where 
) 
(2n) D N N '" N c 2n+2 2n+l 2n 2 0 
n ~ 1, PI = n+1 
(3.2.21) I (D D - N2r) 
r=l 2r-l 2r 
(2n+l) N N N •.• N c 
j 
2n+2 2n+l 2n 2 0 n;;;;' O. PI = n+1 
I (D D - N2r) 
r=l 2r-l 2r 
Therefore, writing ~(z) and Pn(z) in (3.2.18) and (3.2.20) as 
~(z) = q(n)zn + (n) n-1 n qn_l z 
and 
+ ••• + q(n) 
o ' 
n;;;;' 0, 
P (z) P (n)zn-1 pen) n-2 (n) Po(Z) = 0, - + z + + p n - n-1 n-2 . . . 0' n ;;;;, 1, 
the following four systems of linear equations are obtained. 
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(2n) + C q(2n) + C O(2n) + + (2n) + c q (2n) y;2n); 1 Coqo ... c q = 1 1 2 '2 2n-l 2n-l 2n 2n 
(2n) + C q(2n) + + (2n) (2n) (2n) COql ... C q + C q Po ' 1 2 2n-2 2n-l 2n-1 2n 
(2n) + + C q (2n) (2n) = (2n) COq2 ... + C q PI ' 2n-3 2n-1 2n-2 2n (3.2.22) 
(2n) + C q(2n) (2n) 
Coq2n-l 1 2n P2n - 2, 
(2n) 
Coq2n = 
(2n) j P2n- 1, 
(3.2.23) 
+ .•• + 
(2n+l) 
Po ' 
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-c q(2n) _ c q(2n) c q(2n) (2n) q(2n) (2n) 
-2n-l 0 -2n 1 - ... - -3 2n-2 - C- 2q2n-l- C_ 1 2n = PI ' 
(2n) 
-c q 
-2 0 
(2n) 
-c q 
-1 0 
and 
(2n+l) (2n+l) 
-c q - c q -
-2n-l 0 -2n 1 
(2n+l ) 
-c q 
-2n 0 
(2n+1 ) 
-c q 
-1 
(2n) 
- c q 
-1 2n-2 
_ (2n) 
- P2n-l' 
_ (2n) 
- P2n - 2 , 
(2n) 
= Po ' 
(2n+l) (2n+1) 1 
... -c-2q2n-l -c_1q 2n 
(2n+l) (2n+1) 
= PI + P2n ' 
(2n+l) 
= P2n- 1 ' 
(2n+1) 
= Po .. 
(3.2.24) 
(3.2.25) 
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Now, subtracting each equation of (3.2.24) from the 
corresponding equation of (3.2.22), gives the system of equations 
(2n) + C q(2n) + (2n) + C q(2n) (2n) c q + ... c q = PI ' 
-2n-l 0 -2n 1 -2 2n-l -1 2n 
(2n) (2n) + + (2n) + C q(2n) 0, C_ 2nqO + c q ... c q = -2n+l 1 -1 2n-l o 2n 
(2n) (2n) + + (2n) + C q(2n) 0, C- 2n+1qO + c q ... Coq2n-l = -2n+2 1 1 2n (3.2.26) 
-{- ••• + 
+ '" + 
(2n) Hence, by remembering q2n = 1, and applying Cramer's rule to 
the last 2n+l equations, we obtain 
= H(-2n) /H(-2n) 
2n+l 2n ' n ;:. 0, (3.2.27) 
while applying Cramer's rule to the first 2n+l equations we find 
= H(-(2n+l)) /H(-2n) 
2n+l 2n' n;:'O. (3.2.28) 
Also from (3.2.26) taking the last 2n+l equations and 
replacing the last of these 2n+l equations by 
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(2n) (2n) 2n-l (2n) 2n (2n) 
1 . qo + z ql + ••• + z q2n-l + z q2n = Q2n (z), 
we obtain 
c2n c -2n+1 Co 
Q2n (z) 1 n?: 1. = H(-2n) c c ....... c 2n -1 0 2n-1 
1 z ....... 2n z 
From this it follows that 
Q2n(O) = 
n 
I 
r=l 
(0 0 - N ) 2r-1 2r 2r 
H(-(2n-1)) /H(-2n) 
2n 2n (3.2.29) 
for n ?: 1. 
Now, subtracting each equation of (3.2.25) from the 
co~responding equation of (3.2.23), provides the system 
+ ••• + 
(2n+ 1) 
-p 1 ' 
+ ••• + 
+ ••• + 
+ ••• + 
(2n+l) (2n+l) 
c q + c q = 0, 2n 2n 2n+l 2n+l 
+ ••• + 
(2n+l) (2n+l) 
c q + c q 2n+l 2n 2n+2 2n+l 
(2n+l) 
= y 1 . 
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Consequently from this we find that 
H(-2n) /H(-2n) 
2n+2 2n+l' n ;;;, 0, (3.2.30) 
n ;;;, 0, (3.2.31) 
and 
c c 
-2n+l C1 -2n 
Q2n+l (z) 1 n;;;' O. = H( -2n) 
2n+l Co c 1 ....... c 2n+l 
1 2n+l z ....... z 
from which 
n 
o \' (D 0 - N ) 
2n+l r~l 2r-l 2r 2r = _H(-(2n-l))/H(-2n) 2n+l 2n+l ' n ;;;, 0" 
(3.2.32) 
for all n ;;;, O. 
The only assumption we made to arrive at these results was 
that Q2n(O) f 0 for all n;;;' 1. Hence, from (3.2.29) we must have 
H(-(2n-l)) f 0 for all n ;;;, 1. 
2n ' (3.2.33) 
Now, substituting for yin), pin) and ~(O) the previous 
expressions in terms of the coefficients Nand 0 we immediately 
r r 
arrive at the relations (3.2.11) for these coefficients. Thus by 
summarising the above results, we obtain 
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Theorem 3.2.1 : If the condition (3.2.12) holds~ then there exists 
A 
a J-fraction of the form (3.2.8) with coefficients N
r 
and Dr given 
by (3.2.11), such that its 2n-th convergent cOl?responds to exactly 
2n terms of the series fo(z) and at least 2n terms of the series 
go(z), while its (2n+l)-th convergent corresponds to at least 2n+2 
terms of the series fo(z). 
A 
The correspondence of the (2n+l) -th convergent of this J-
fraction to the series go(z) has not yet been considered. From 
(3.2.20) it follows that 
1 {(2n+l) 2n '. } 
= Q () PI z + hlgher order terms , 
2n+l z 
n ~ O. 
Now let us suppose that for a given m, Q2m+l (0) is not equal 
to zero. Thus, we can write 
Using 
be the case 
(2m+l) 2m 
= ~l z + higher order terms. 
(3.2.32) we find that 
is H(-(2m-l)) r O. 
2m+l 
the condition required for this to 
But for any given m, if Q (0) = 0 and Q2'm+l(0) r 0, that 2m+l . 
is from (3.2.14) 1 + N2m+1 r 0, then we have 
(2m+l) 2m-l go(z) - L2m+1 (z) = ~l 1 z + higher order terms, , 
and the additional conditions required for this to be the case is 
found to be H(-(2m-l)) = 0 and H(-(2m-2)) r O. 
2m+l 2m 
In particular if the condition 
H( -2n) > 0 
2n and 
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H (-2n) > 0 2n+l , n ~ 0 
is satisfied then using the Jacobi identity (1.2.11) we also find 
that 
H(-(2n-2)) .J. 0 T , 2n n ;;;. O. 
Thus, summarising these results, we obtain 
Theorem 3.2.2 If the condition 
H( -2n) > 0, 2n+l 
H(-2n) > 0 
2n 
and H(-(2n-l)) .J. 0 2n r, n ;;;. 0, (3.2.34) 
holds then there exists a 3-fraction of the form (3.2.8) with 
coefficients N and D given by (3.2.11), such that its 2n-th 
r r 
convergent corresponds to exactly 2n terms of the series fo(z) and 
at least 2n t~rms of the series go(z), while its (2n+l)-th convergent 
corresponds to exactly (2n+2) terms of the series fo(z) and at least 
(2n-l) terms of the series go(z). 
If we also consider a J-fraction of the form 
{C_ 1}2/C2 
* z + Dl 
where 
(3.2.35a) 
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H(-2r) . H(-(2r-2)) 
2r 2r-2 
{H(-(2r-1~ , 2r-1 r r > 1, 
_ H(-2r) . H(-(2r-I)) 
* 2r-1 2r D = --__ ~--~~---~--~ l' > 1, 2r H(-(2r-1)) H(-2r) 
2r-1 2r 
* N 2r+1 
* D 2r+1 
then we also have 
Theorem 3.2.3 
H( -2n) > ° 2n+1 
l' > 1, 
H(-(2r+1)) . H(-(2T+1)) 
2r+1 2r 
l' > 0, H(-2r ) H(-(2r+2)) 
21' 2r+1 
If the condition 
, 
H(-2n) > 0 
2n 
~ 
and H(-(2n+l)) f 0, 
2n+1 
(3.2.35b) 
n> 0 (3.2.36) 
holds then there exists the J-fraction (3.2.35) for hlhich the 2n-th 
convergent corresponds to exactly 2n terms of the series fo(z) and 
at least 2n-1 terms of the series go(z), hlhile the (2n+1)-th 
convergent corresponds to exatly 2n terms of the series fo(z) and at 
least 2n+2 terms of the series go(z). 
-77-
3.3 METHODS OF DERIVATION 
Given the power series expansions fo(z) and go(z) then the 
coefficients nand d of the corresponding M(O)-fraction, when it 
r r 
exists, can be obtained for example by the q-d algorithm (1.2.8). 
These coefficients in turn can be used in the relations of (3.2.5) 
to arrive at the coefficients of the.] -fraction (3.2.8). Likevlise 
using a similar relation the coefficients of the J-fraction (3.2.35) 
can also be obtained. 
A draw back in this method of derivation is that the M(O)_ 
A 
fraction might not exist, . even then the J-fraction exists. This is 
A 
because the required condition for the existence of a J-fraction is 
only part of the condition required for the existence of the M(O)_ 
A 
fraction. An interesting method of obtaining a J-fraction, whenever 
it exists, is the corresponding sequence algorithm of Murphy and 
O'Donohoe [1977]. 
Let us consider the J-fraction (3.2.8). This fraction can be 
generated by the recurrence relations 
hI (z) = Co - (z +Ddho(z), 
n ~ 1, (3.3.1) 
h (z) = -N z2h (z) - {(I + N ) z + D }h (z), n ~ 1, 2n+1 2n+1 2n-1 2n+1 2n+1 2n 
such that it follows that 
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N2 
z + D2 
and that 
N2n 
- z+D2n + h 2n (z) , 
h 2n- 1 Cz) 
N z2 2n+l 
- (l+N ) z + D 2n+l 2n+l 
n :> 1, 
+ h (z) , 2n+l 
h (z) 
. 2n 
n :> 1. 
Furthermore, from (3.3.1) and the three term relations (3.2.13), 
it also follows that 
n :> o. (3.3.2) 
Hence, if we denote the power series expansions of h (z), about 
n 
the origin and about infinity, by g (z) and f (z) respectively, then 
n n 
for the continued fraction to satisfy the correspondence properties 
given by (3.2.18) and (3.2.20), we must have 
f (z) 2n 
= f(2n) -1 
o z f
(2n) -2 
+ z 
1 
f (2n) -3 + z + 
2 
... , n :> 0, 
(2n) 2n (2n) 2n+l (2n) 2n+2 
= go z + gl z + g2 z + ... , n :> 0, 
= f(2n+l)z-2 + f(2n+l)z-3 
o 1 
f (2n+l) -4 + z 
2 
+ ••• , n :> 0, 
g2n+l (z) (2n+l) 2n (2n+l) 2n+l (2n+l) 2n+2 = g z + g ? + g' Z + n ~ 0 o 1 ~ 2 ... , - , 
(3.3.3) 
where 
f(O) = c and 
r r 
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(0) gr = -c_
r
_1 , 
for r:> o. 
From (3.3.1) we find, by taking expansions about infinity and 
the origin, that 
(z + DIJfo (z), 
f (z) = -N f . (z) 2n 2n 2n-2 (z+ D)f (z), 2n 2n-1 
n :> 1, 
g2n( z) = -N g (z) - (z + D)a (z) 2n 2n-2 2n b 2n-l ' 
= -N z2£ (z) 2n+1 2n-l { (1 + N ) z + D }f (z) , 2n+l 2n+l 2n 
g2n+l (z) N z2g (z) - {(I + N . ) z + D }g (z) , 2n+l 2n-l 2n+l 2n+l 2n 
Therefore, if we use (3.3.3) in the above equations, then by 
equating the corresponding coefficients the following (corresponding 
sequence) algorithm is obtained. 
D -1 - _f(O) /f(O) 10' 
f(1) 
= 
_f(O) 
- D f(O) r :> 0, 
r r+2 1 r+l' 
(1) (0) D (0) 
go = fo - 190 ' 
(1) 
gr = 
(0) 
-gr-l 
D (0) 
Igr ' r :> 1, 
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D ::: 
2n 
N (2n-2) / (2n-l) 
- 2ng O go ' 
f(2n) 
::: -N f(2n-2) f(2n-l) 
0 2n 0 o ' 
f(2n) 
::: -N f(2n-2) f(2n-1) _ D f(2n-l) I' ~ 1, 
I' 2n I' I' 2n 1'-1 ' 
(2n) 
gr ::: 
N (2n-2) 
- 2ngr+2 
D (2n-l) 
2ngr+2 
(2n-1 ) 
gr+1 ' I' ~ 0, 
N ::: _f(2n) /{f(2n) + f(2n-1)}, 2n+l o 0 0 
D - - N f(2n-l) + (l + N ) f(2n). /f(2n) 2n+l 2n+l 1 2n+1 1 0' 
f(2n+1) 
::: 
-N f(2n-1 ) (l+N )f(2n) _ D f(2n) 
I' 2n+l 1'+2 2n+1 1'+2 2n+l 1'+1 ' 
(2n+1) 
go ::: 
N (2n-l) 
- 2n+1 g o 
D (2n) 
2n+1 g 0 ' 
(2n+l) 
gr = 
N (2n-l) 
- 2n+1 gr 
D (2n) 
2n+1 gr 
(1 N ) (2n) 
+ 2n+l gr-1 ' 
for n ~ 1. 
As an example consider the. power series expansions 
where the coefficients c are given by 
I' 
... , 
c z2_ 
.-3 . .. , 
I' ~ 0, 
r ~ 1, 
I' ::: ..• -2,-1,0,1,2, .... (3.3.4) 
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Using the method of integration by parts, these coefficients 
c can be shown to satisfy 
r 
Co = 1, 
c 2S+1 = 
c = 2s+2 
c 
-S-2 = 
for all s ~ 0. 
0, 
(3.3.5) 
(2s+l) c + c 2S 2S-2 ' 
c 
s' 
For these coefficients, the corresponding M-fraction does not 
exist. Therefore, the method of using the relation (3.2.5) to obtain 
A 
the coefficients of the J-fraction (3.2.8) is not applicable. On 
the other hand using the above corresponding sequence algorithm, we 
get 
to 
D = 0, n ~ 1 n 
N2n = 1, N = n, n ~ 1, 2n+l 
A 
give the J-fraction 
1 1 z2 1 2z2 1 3z2 1 (2.3.6) 
z - z - 2Z - z - 3Z - z - 4Z - z -
Here, since D = ° for all n, we must have from the relation 
n 
(3.2.11) and the condition (3.2.34) 
H(-(2n+l)) = ° 
2n+l 
and H(-(2n-l)) = ° 
2n+l 
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.for all n ~ O. Hence, it can be seen from theorem 3.2.3 that in 
this case the corresponding J-fraction (3.2.35) does not exist. 
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A 
3.4 J-FRACTIONS AND THE STRONG HAMBURGER MOMENT· PROBLEM 
The problem in study, "the strong Hamburger moment problem", 
can be stated as follows. 
00 Given a double sequence of finite valued real nv~bers {cn} 
n=-CD 
find conditions to ensv~e the existence of a bounded non-decreasing 
function 1JJ (t) in the interval (-00, CD) such that 
c , 
n 
n = ... -2,-1,0,1,2, .... (3.4.1) 
If we first assume that there exists such a bounded non-
decreasing function 1JJ(t), which is sometimes called a solution, 
then we must have for all n > ° 
whenever 
n 
I 
r=-n 
2 ~ > 0. 
r 
(3.4.2) 
Hence, using the relation (3.4.1) in (3.4.2), we obtain the 
quadratic form 
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[s_ns_n+l ... SnJ rC_ 2n c -2n+l Co S 
-n 
c 
-2n+l c -2n+2 e l ~-n+l 
> 0, n :> 0. 
c c c sn 0 1 2n 
Hence for all n :> 0, the above square matrix must be positive 
definite. The positive definiteness of this matrix is in fact 
equivalent to the condition (see Wall [1948]) 
H;~!~~r > 0, r = 0,1,2, ... ,2n+l. (3.4.3) 
Thus it follows for all n:> ° that the above condition is 
necessary for the strong Hamburger moment problem to have a solution. 
h 
Let us now consider the J-fraction (3.2.8). Fo~ this fraction 
we have from the three term relation5 (3.2.13) that 
{P2n(Z)Q2n-l (z) P2n- 1 (Z)Q2n(Z)} N N N c Z 
2n-2 
n :> 1, = 2n 2n-l 2 0 
(3.4.4) 
{P2n+1 (z)Q2n(z) - P2n (z)Q2n+l (Z)} N N N2c Oz 
2n 
n :> 1. = 2n+l 2n 
In addition if 
n :> 1, 
, 
where ~(z) is the derivative of ~(z), then 
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2 
K2n+2 (z) = {Q2n+1 (z)} + N2n+2K2n+l (z), (3.4.5a) 
and 
2 2 
K2n+1 (z) = {Q2n (Z)} + N211+1 {Q2n (z) - zQ2n-l (Z)} + N2n+1 N2nz2{ Q2n-2 (Z)} 2 
2 
+ N N N z2{Q (z) - zQ (Z)} + '" 2n+l 2n 2n-l 2n-2 2n-3 
••. + N N N N 2n{Q ( )}2 2n+l 2n ..... 3 2 z 0 z . 
In the 3-fraction (3.2.8), suppose we have 
N > 0, 
r+l and D real r 
(3.4.5b) 
(3.4.6) 
for all r ~ 1. Then we see from the three term relation (3.2.13) and 
from (3.4.5) that K (z) > ° for all z real and for all n ~ 1. An 
n 
immediate consequence of this result is that all the roots of ~(z) 
are real, distinct and different from those of ~-l (z) '. The proof 
is similar to that of the proof in the case of any set of orthogonal 
polynomials, and can be found for example in Szego [1959] (see also 
theorem 2.4.6). 
Now using the relation (3.4.4) it is seen that if z(n), a root 
r 
of the po lynomial Q (z), is non- zero then it is not a root of P (z), 
n n 
while if it is zero then it is also a root of P (z). 
n 
Since all the roots z;n), r = 1,2, ... ,n, of the polynomial 
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~(z) are real and distinct and since the non-zero ones are not roots 
of Pn(z) the quotient Pn(z)/~(z) has a partial decomposition of the 
form 
where 
(n) , 
z-z 
r 
n ;;;;. 1, (3.4.7) 
t (n) = 
r 
r = 1,2, ... ,n. (3.4.8) 
If we rewrite ten) in the form 
r 
r = 1,2, ... ,n, 
and then use the equations (3.4.4) and (3.4.5), we obtain 
(2m) 2m-2 
() N N ... N c {z } 2m 2m 2m -1 2 0 r t = ~~~-=---.....:::-~-----
r K (z(2m)) 
2m. r 
t(2m+1) = 
r 
r = 1,2, ... ,2m, 
(3.4 .9) 
r = 1,2, ... ,2m+l, 
A 
Consequently we note from (3.4.9), for the J-fraction (3.2.8), if 
the condition (3.4.6) holds and further Co is also greater than 
zero, then 
and 
£,Cn) ~ 0, 
r 
£,Cn) > 0, 
r 
Furthermore, we have 
n £,(n) I Lt = 
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r = 1,2, ... ,n, 
whenever . Cn) z 
r 
n z £, (n) 
I r Lt = Cn) r r=l Z-7-CO r=l z-z z -7- co 
r 
As P (z) is a polynomial of the form 
n 
n ~ 1, 
f; 0. 
z p (z) 
n 
~Cz) 
coz
n
-
1 
+ lower order terms, 
then from this and from (3.2.14), we obtain 
n 
I 
r=l 
£,(n) = 
r 
for 
n ~ 1. 
Now, let us define a sequence of step functions {¢ (t)} by 
n 
0, 
r £,Cn) ¢ (t) = I n 
s=l s ' 
for -co < t ~ (n) zl 
(n) Cn) for z <t~ zr+l' r 
for z Cn) < t < OJ 
n 
r = 1,2, ... ,n-1. 
for n ~ 1. Thus, it can be noted from (3.4.7) that the quotients 
Pn(z)/~(z) can be given as 
(3.4.10) 
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1 
-- dl/J (t) 
z-t Y n ' (3.4.11) 
-00 
This result i~~ediately follows from the definition of the Stieltjes 
integral (see for example Widder [1952]). 
To proceed any further we require the following result which 
is due to Hclly. 
Theorem: Let f(t) be a continuous~ complex valued function of the 
real variable t such that 
Lt f(t) = 0, 
t -+ ±oo 
and let {~ (t)} be a sequence of l'eal valued non-decreasing functions 
n 
defined on (-00, (0), such that 
A <; <p (t) <; fl for -00 < t < 00 and n = 1,2, ... 
n 
Then there exists a subsequence {nk} of positive integers such that 
and 
tt ~ (t) = ~ (t), for -00 < t < m , 
n 
nk -+ 00 k 
Lt Joo f(t) d ~ (t) 
nk nk -+ 00 -00 
= r fCtl d • Ctl, 
-00 
where <pet) is also a real valued~ non-decreasing furwtion defined on 
(-00, (0) such that A <; <p (t) <; fl. 
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The proof of this theorem can be found in Wall (1948] and Natanson 
[1955] . 
Using the He11y theorem we immediately see that for the 
sequence of functions {1jJ (t)} defined by (3.4 .10), there exist a sub-
n 
sequence {n } of positive integers such that 
r 
and 
Lt 1jJ (t) = 1jJ(t), 
n 
n -+00 r 
r 
Lt r _1_ d 1jJ (t) z-t n n -+ ro 
r -00 
r 
-00 < t < ro, 
J
oo 
, 1 
z-t d1jJ(t), 
-0:) 
(3.4.12) 
where 1jJ(t) is a real valued non-decreasing function such that 
O<1jJ(t)<c, for-oo<t<oo. 
00 Now, given the double sequence of real numbers {cn} we 
. n=-oo 
define the J-fraction (3.2.8) such that its coefficients are given 
by (3.2.11). Then we see from theorem 3.2.2 that under the condition 
(3.2.34) this J-fraction corresponds to the power series expansions 
and 
c z2 
-3 
A 
From (3.2.11) and (3.2.29), we also see that this J-fraction 
satisfies the condition (3.4.6) with Co > O. Therefore, it follows 
from (3.4.11) and (3.4.12) that there exists a real valued non-
-90-
decreasing function !J; (t) such that 0 ~ !J; (t) ~ Co for -00 < t < 00 
and 
r 
-00 
for z large and small respectively. 
. .. , 
c z2 
-3 
. .. , 
Hence, expanding the left hand side of the above equation about 
the origin and about infinity, and comparing the corresponding 
coefficients, we find the required results (3.4.1). 
The only requirement on the real numbers c for arriving at 
n 
this result was that the condition (3.2.34) is satisfied. In other 
words, that the condition (3.2.34) is sufficient for the existence 
of a solution !J;(t) to the Hamburger moment problem. 
Similar~y by considering the corresponding J-fraction(3.2.35), 
we" can also arrive at condition (3.2.36) as another sufficient 
condition for the existence of a solution to the strong Hamburger 
moment problem. 
We further note from the Jacobi identity (1.2.11) that if 
H(-2n) > 0 
2n+l and 
then for any value of r > 1 
l"f H(-(2r-l)) 2r = 
H(-(2r-l)) -f 0 
2r-l 
0, while 
H( -2n) > 0 , n ~ 0 2n 
and H(-(2r+l)) -f 0 2r+l 
(3.4.13) 
( - ( 2 r- 1)) J. 0 H2r r 
if H(-(2r+l)) = O. 
2r+1 
-91·· 
and H ( - (2 r+ 1)) f. 0 
2r+2 
Using these results we find it is always possible to construct 
a corresponding 3-fraction with condition (3.4.13) alone. The 
convergents of these new .J-fractions are chosen from the convergents 
of the regular .J-fractions (3.2.8) and (3.2.35). There may be more 
than one such corresponding .J-fraction which can be constructed. 
To understand this, let us look at a possible construction. 
Suppose we have H(-(2r-1)) = 0 and H(-(2s-l)) f 2r 2s o for 
(-(2r-1)) Then it follows that H f 0 2r-1 s = 0, 1, •.• , r- 1 . and 
H ( - ( 2r+ 1) ) l 0 
2r+1 r· Hence, we start with the 5-fraction (3.2.8) and at 
the (2r-l)-th stage we switch to the 3-fraction (3.2.35). This can 
be done as follows 
N z2 
2r-3 N 2r-2 
- (1 +N(-) )z +0(-) 
2r-1 2r-1 
N* z2 N* 
2r 2r+1 
- (1 + N* ) z + 0* - z + 0 * 2r 2r 2r+1 
Further if H(-(2r+2m+l)) = 0 for some m> 1 then we switch back to 2r+2m+1 
the 3-fraction (3.2.8) as follows 
N* 
2r+2m-1 
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- Z + D* - (1 + N* ) Z + D* -2r+2m-1 2r+2m 2r+2m 
N 2r+2m+2 
- z + D 2r+2m+2 
Z+D(+) 
2r+2m+l 
Such change over is made whenever necessary. The coefficients 
N(-) D(-) N(+) and D(+) which are used for these switches can 
2S+1' 2S+1' 2s+1 2s+1 
be proved to satisfy: 
(-) N 2s+1 
(-) D 2s+1 
(+) D 2s+1 
{
H(-(2S+1))1 2 H(-(2S-2)) 
2s+1 2s-1 
= ~~----~ 
HC-(2S-1))J H(-(2S+2)) 
2s 2s+1 
= 
- -
H(-2S) H(-(2S-1)) 
2s+1 2s 
H(-(2S+1)) H(-2S) 
2s+ 1 2s 
H(-(2S+1)) H(-2S) I 
2s+2 2s 
H(-2S) H(-(2S+1)) , J 
2s+1 2s+1 
(3.4.14) 
From (3.2.11), (3.2.35) and (3.4.14) we note that the partial 
numerators of this new corresponding J-fraction are positive. Hence, 
~ 
as for the regular J-fractions (3.2.8) and (3.2.35), it is also 
possible to find integral representations for the convergents of this 
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J-fraction. This in turn implies that the condition (3.4.13) alone 
is sufficient for the existence of a solution to the strong Hamburger 
moment problem. Consequently, looking also at (3.4.3) we can 
conclude that the necessary and sufficient condition for the 
existence of a solution to the strong Hamburger moment problem is 
that the real numbers c satisfy (3.4.13). 
n 
C HAP T E R F 0 U R 
CON V ERG ENe E B E H A V IOU R 0 F A 
A 
C LAS S 0 F J - F RAe T ION S 
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4.1 POSITIVE DEFINITE .J-FRACTr"ONS 
As defined in Chapter 3, a J-fraction is a continued fraction 
of the form 
I (4.1.1) 
in which all the b are complex constants and each {a (z)} is either 
n n 
a complex constant (t + i m ) or a complex variable of the form 
n n 
(t + i m ) z. Here, all the t and m are real. 
n n n n 
If all the b are real and all the m are equal to zero then 
n n 
the continued fraction is referred to as a real 5-fraction. Following 
the definition of a positive definite J-fraction by Wall [1948], the 
fraction (4.1.1) wi 11 be referred to as a "posi ti ve definite 5-
fraction" if the coefficients {a (z)} and b satisfy the following 
n n 
property: 
For aU y > 0 and for aU n ;;;. 1 
n 
I 
r=l 
whenever 
2 (y + S ); - 2 
r r 
n 
I 
r=l 
,,2 > 0 
"'r ' 
where y = I m(z) , S = Im(b ) 
r r 
(4.1. 2) 
and a (z) = Im{a (z)}. 
r+l r+l 
The term positive definite comes from the fact that the 
relation (4.1.2) is equivalent to the positive definiteness of the 
tri-diagonal matrix 
(y + S 1) -a2(z) 0 
-a2 (z) (y + SZ) -a3(z) 
0 -a3(z) (y + S3) 
o 
o 
for y > 0 and for n ;;;" 1. 
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0 
0 
-a4 (z) 
-a (z) 
n-l 
o 
.......................... 
.. ... 41 ........................ 
.............................. 
0 
0 
0 
-a (z) 
n 
-a (z) 
n 
(y + S ) 
n 
We knows from the theory of continued fractions, that the 
l 
numerator P (z) and the denominator Q (z) of the n-th approximant of 
n n 
the J-fraction (4.1.1) satisfy 
P (z) = (z +b)P (z) - {a (z) }2p (z) > 
n n n-l n n-2 
n ;;;" 1, (4.1. 3) 
~(z) = (z +b)O (z) - {a (z) }20 (z), n 'n-l n 'n-2 
Using (4.1.3) it can be seen that the denominator polynomials 
~(z) can also be given in terms of the following determinant 
formula 
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o 0 
0 
o -a4 (z) 
~(z) = 
-a (z) 
n-l o 
o o 
for n ;;;. 1. 
· . 
... . . . . . . . 
· ........... 
· ... . . . .. 
(z + b ) 
n-l 
-a (z) 
n 
. . 
0 
0 
0 
-a (z) 
n 
(z + b ) 
n 
Considering now the following system of linear homogeneous 
equations in the complex variable U , 
r 
(z+b1)Ul 
-a2(z)Ul + (z +b2)U2 
-a (z)U + (z+ b )U 
n n-l n n 
(4.1.4) 
= 0, 
we note that this system has ~(z) as its determinant. Hence, this 
system has no solution other than the trivial solution if, and only 
if, ~(z) is non-zero. 
Multiplying the equations of (4.1.4) by U1,U2""'Un respectively 
and adding the resulting equations, we obtain 
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n 
2 (4.1. 5) 
r=l 
Now, if the fraction (4.1.1) is a positive definite .J - fraction 
then from (4.1.2) we also have 
n n-1 
I (y + 8 ) I U I 2 - I r r a (z) (U 0 + 0 U ) > O. r+ 1 r r+ 1 r r+ 1 ' 
r=l r=l 
n 
for all y > 0 and for all n ~ 1 provided I 
r=l 
Iu 12 > O. 
r 
(4.1.6) 
Since the left hand side of (4.1.6) "is the imaginary part of 
the left hand side of (4.1.5), we see that if (4.1.1) is positive 
definite then, for y > 0, (4.1.5) is true if and only if, 
U1 = U2 :::: ••• :::: Un = 0, or equivalently, when the determinant 
Qn(z) f O. Hence, the following result is established. 
Theorem 4.1.1: If the .J-fraction (4.1.1) is positive definite then 
the denominators Q (z) of all its convergents are non-zero for aZI z 
n 
for which the imaginary part is positive. 
It is very difficult to see when a J--fraction is positive 
definite using (4.1.2). Hence, we require another way of identifying 
a positive definite J-fraction. There is in fact such a method and 
it can be given as: 
Theorem 4.1.2 The 3 -fraction (4. 1. 1) is posi ti ve de fini te i f~ and 
only if 
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I S = Im(b ) ~ 0, 
n n 
n = 1,2, •.• , (4.1. 7) 
II There exist numbers gl ,g2,g3"'" satisfying gl = 0, 0 ~ gn ~ 1, 
(n ~ 2) such that for aU n ~ 1 
(4.1. 8a) 
if an+ 1 (z) = t + i m ,but n+l n+l 
(4.1. 8b) 
if a (z)=(t +im )z. 
n+l n+l n+l 
In (4.l.8a) g is taken to be zero hlhenever m is zero and in 
n+l n+l 
(4.1.8b) gn+l must be less than unity if Sr+l = 0 for r=0,1,2,3, ... ,n. 
Proof: Let us consider the definition (4.1.2) of a positive 
A 
definite J-fraction. Here, if we let ~ = 0 for all r except 
r 
r = p ~ n then it becomes 
(y + S ) > O. p 
Consequently, since y> 0, the necessity of the relation (4.1.7) 
follows iI!1Jllediately. Now in (4.1. 2), letting ~3 = ~4 = •.• = 0, 
gives 
and here completing the square then leads to 
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Therefore we note, it is necessary that 
2 {a2(Z)} < (y + Sl) (y + S2)' 
There are two different cases to look at, namely a2 (z) = '£'2 + i m2 
and a2(z) = ('£'2 + i 1112) z. In the first case we have a2(z) = m2 and 
2 
thus 1112 < (y + Sl) (y + S2)' Since this relation must hold for all 
y > 0 it follows that 
Hence, we can choos e, gl = 0 and 0 < g2 < I, with g2 = 0 whenever 
m2 = 0, such that 
(4.1. 9) 
In the second case, when a2(z) = (£2+im2)Z, we have 
a2(z) = £2Y + m2x, where z = x+iy. Hence, for the condition 
to hold for all y > 0 and for all x, we must have 
m2 = 0 and 
2 2 
'£'2 < I, (with'£'2 < 1 for S 1 = S2 = 0) • 
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Thus, we can choose gl = 0 and 0 ~ g2 ~ 1, (g2 < 1, if 81 = 82 = 0), 
such that 
From this we also have 
(4.1.10) 
Now, taking ~4 = ~5 = = 0, we obtain from the definition 
(4.1.2), 
Suppose a2(z) = i2 + i m2' Then using (4.1.9) for a2(z), the 
relation (4.1.11) can be written as 
On the other hand, suppose a2(z) = (i2+im2)Z. Then, using (4.1.10), 
the relation (4.1.11) can be written as 
2 
81 ~/ + y {(1 - gl)~~l - g2~~2} + g2S2~/ 
Therefore, it is necessary that 
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Here, only the inequality is assumed when 131 =S2=0. From this we 
obtain 
Once again considering the two possible cases, we find that for 
where 0 ~ g3 ~ 1, with g3 = 0 when m3 = O. 
where 0 ~ g3 ~ 1, with g3 < 1 if Sl = S2 = S3 = O. 
Continuing this manner, it can be seen that the condition 
(4.1.8) is also necessary for (4.1.2) to hold. 
To prove the sufficiency of the relations (4.1.7) and (4.1.8), 
let us consider these relations. From (4.1.8) we have 
if a 1 (z) = n+ 9.. + i m while if a 1 (z) n+1 n+1' n+ 
(4.1.12a) 
= (9.. + i m 1) z then 
n+l n+ 
{a 1(z)}2 
n+ 
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In (4.l.l2a) equality holds only when IT = 0 and in (4.l.l2b) 
b n +1 
equali ty holds only when S = B = O. An important point to note 
n n+l 
her~ is that when equality holds in (4.1.12) for n = 1,2, ... ,m, 
then we have 
Using (4.1.12) we have 
m 
= I 
r=l 
g < l. 
m+l 
2 
+ (1 - g )(y + S )S , 
m ill III 
(4.1.13) 
( 4.1.l4a) 
whenever equality holds in (4.1.12) for n = 1,2, ... ,m, and otherwise 
2 
+ (1 - g ) (y + s g . 
m m m 
(4.1.l4b) 
Thus using (4.1. 7) and (4.1.13) we see that the left hand side 
of (4.1.14) always takes a positive value, under (4.1.7) and (4.1.8). 
This concludes the proof of the sufficiency of (4.1.7) and (4.1.8) 
for the positive definite relation (4.1.2) to be true and hence the 
theorem is proved. 
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If the J-fraction (4.1.1) is real then it follows that S is 
n 
zero for all n and, for any n, a (z) is either !l. or!l. z. Thus 
n+1 n+1 n+1 
from theorem (4.1.2), we have the result 
Corollary 4.1.2a: If the J-fraction (4.1.1) is real then it is 
positive definite if and only if~ there exist nunwers gl,g2,g3,'" 
satisfying gl = 0, 0 < g < 1 (n ~ 2) and such that~ for n ~ 1 
n 
if a
n
+ 1 (z) = !l. n+1 and 
if a l(z) = 9. z. n+ n+l 
g - 0 
n+1 
Let us now consider a special case of a real J-fraction given 
by 
(4.1.15) 
where all the b and!l. are real. 
n n 
The partial numerators of (4.1.15) alternately take constant 
and variable values as indicated. If this regular real J-fraction is 
positive definite then in theorem 4.1.2 we have that all the g2n are 
equal to zero and all the g are less th~~ unity. Hence, we have 2n+l 
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Corollary 4.1.2b: The regulal'l real J-fract-z:on (4.1.15) 1.-S positive 
definite if and only if 
i 
2 
< I for n = 1, 2 , 3, . .• . 2n+1 
A 
It can be noted that the J-fraction (3.2.8) with all the N 
r 
positive and all the D real is equivalent to a positive definite 
r 
A 
J-fraction of the form (4.1.15). 
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4.2 CONVERGENCE CIRCLE 
"-
The J-fraction (4.1.1) can be generated by the following linear 
fractional transformations (~.f.ts). 
to(Z,w) = l/w, t (z,w) = Z + b - {a (z)}2/w, p p P+l p :> 1, ( 4. 2. 1) 
TO(z,w) = t (z,w), T (z,w) = T (z,t (z,w)), p :> 1. (4.2.2) 0 P P-l P 
Thus, 
1 {a2(z)}2 {a (z)}2 {a (z) }2 T (z ,w) = P E+l (4.2.3) 
z + bl - z + b2 z + b w . P P 
A 
From (4.2.3) it follows that the n-th convergent of the J-
fraction (4.1.1), is 
p (z) 
n ~""7(-)""'" = T ( z , (0) . ~ z n (4.2.4) 
NO ... l, by assuming that the J-fraction (4.1.1) is positive 
definite, let us consider for the ~.f.ts t (z,w) the range of values 
P 
of w given by 
W (z) - {w : Im(w) :> (y+ S )g ,y = Im(Z)}, p:> I, (4.2.5) p+1 p+1 p+l 
where the numbers g are defined according to theorem 4.1.2. p 
We see that for any E: > O. the values of \'1 lying in the half-
plane region W (z) also satisfy, for y > a P+I 
Im(w) 
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~ .cy + Sp) (y + Sp+l) (1 - gp) gP+l 
(y + S ) (1 - g ) + E: 
P P 
p ~ 1. 
Hence using (4.1.12) in this relation then gives, for y> 0, 
{a (z) }2 
p+l 
Im(w) ~ (y + S ) (1 - g ) + E: ' 
P P 
E: > 0, p ~ 1. (4.2.6) 
We now make an interesting observation that all the values of 
w satisfying (4.2.6) also satisfy the following relation. 
Hap+ 1 (z) }2 I {a (z) }21 w + ~....,..---:---,:--,-,,.---~-.,,..} ~ p+ 1 E: ~ 0, p ~ 1. 
2 {(y + S )( 1 - g ) + E: 2 { (y + S )( 1 - g ) + d ' p p p p 
(4.2.7) 
This can be seen pictorially in the following diagram, in which the 
relation (4.2.6) describes the region on or above the "dotted line, 
and the relation (4.2.7) describes ttle region on or outside the 
circle. 
{a (z) }2 
_ P+l 
I y - (y+S )(l-g ) + E: P P 
------- ---=----...,,--- -----------------------
------;r----~-~~--------------~~ 
2{(Y+6 ) (l-g ) + d p p 
- Ha (z) }2 
p+l 
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It immediately follows from relation (4.2.7) that 
i{a (Z)}21 I{a (Z)}21 
2{ (y + B ) (1 _ g ) + d _ p+l ~ p+l • 
P P w w· 
Thus, squaring both sides and then expressing each side in terms of 
their real and imaginary parts, we find that 
[
{a (z) }2] 
(y + B )( 1 - g ) + e: - Im p+ 1 ~ O. 
P P w 
Here, however small the value of e:, this condition is true 
whenever Im(z) = y>O and w lies in W (z). Hence, for all such p+l 
values of w the above condition must also hold for e: = O. Thus, we 
obtain 
_ Im[_{_a P,L+.-,;1=-~;_Z_)_}_2] ;> (y + B ) g • p p 
NOW, since the left hand side of this inequality can be 
identified as the imaginary part of t (z,w), we arrive at the p 
following result. 
For any z .for which Im(z) = y>O, 
Im{t (z,w)} ;> (y + B )g , 
P P P 
p ;> 1 
whenever 
p ;> 1. 
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By a similar argument VIe can also ShOll' (see also Wall [1948]) 
that for any z for which Im( z) = y > 0 
Im{t (z,w)} > y+S g , p p p p > 1, 
whenever 
Im(w) > (y + S ) g and a (z) = 9, + i m , p+1 p+l p+1 p+1 p+l p > 1. 
Summarising these results we have 
Theorem 4.2.1: If the J-fraction (4.1.1) is positive definite then 
for any z lying above the real axis the corresponding i.f.ts 
t (z,w), p> 1, defined by (4.2.1) satisfy: p 
t (z,w) E Vi (z), p p 
whenever w lies ~n W (z). In particular~ for any p> 1, we also p+1 
have 
Im{t (z,w)} > y+8 g , 
P P P 
whenever w lies in W 1(z) and a l(z) is a constant. Here~ the real p+ p+ 
numbers g , p> 1 are defined according to theorem 4.1.2. p 
We can now use this result to study the image of the half-plane 
region W (z), under the linear fractional transformation T (z,w). p+l p 
Let us first denote this image by K (z). We can easily see from p 
the equation (4.2.2) and the theorem 4.2.1 that the region K (z) p+1 
is contained in K (z), for any z having a positive imaginary part. p 
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These regions K (z), p = 1,2,3, ... , may be either circular regions p 
or half-plane regions. But, if K (z) is a circular region for any q 
q > 1, then for all r > 1 the regions given by K (z) are also q+r 
circular regions. 
Let us now look at the region Kl(z), which is the image of 
the half-plane region W2(z), under the .t.f.t. Tl(z.w). That is 
Since Tl(z,W2(z)) = To(z,tl(z,W2(Z))) then from theorem 4.2.1 
we note that when a2 (z) :: .t2 + i m2 
for y > 0. 
, 
where W1(z) is the half-plane region given by 
But gl :: 0, and hence 
, 
WI (y) - {w : Im (w) ~ y}. 
, 
Thus from To(z,w) :: l/w, we obtain that the region To(z,W1(z)) is the 
circular region given by 
i ~-
2y • 
(4.2.8) 
for any z for which Im(z) = y > 0. Hence. we have the following: 
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Theorem 4.2.2: If the J-fraction (4.1.1) is positive definite then 
for the corresponding l. f. t. T (z, w), given by (4.2.2), the image 
n 
K (z) of the half-plane 2~egion W (z) satisfies 
n n+1 
K (z) J K (z), 
n - n+1 n;> 1, 
for any z with a positive imaginary po~t. In poyticuloy~ if aQ(z) 
is a constant~ then alZ these regions K (z), n;> 1, are circular 
n 
regions and satisfy 
for G:ay such z. 
The point 00 lies on the boundary of the half-plane region 
w l(z). Therefore, the n-th convergent T (z,oo) of the positive 
n+ n 
definite 3-fraction of the form (4.1.1) must lie on the boundary of 
K (z). In particular if a2 (z) = t2 + i m2 then K (z) lies inside the 
n n 
circle To(z,W{(z)). Consequently, we have, for T (z,oo) = P (z)/Q (z), 
n n n 
n;> 1, (4.2.9a) 
n ;> 1, (4.2.9b) 
provided that Im(z) = y>O. 
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4.3 LIMIT POINT CASE 
If the sequence of circular regions {K (z)} in theorem 4.2.2 
n 
converges to a limit point for any z for which y > 0 then it is said 
~ 
that the positive J-fraction with a2(z) a constant satisfies the 
limit point case for that z. Otherwise the sequence of circular 
regions converges to a limit circle, and hence, the fraction is said 
to satisfy the limit circle case, for that z. 
~ ~ 
Let us denote the J-fraction with a2(z) = £.2 + im2 as a J*-
~ 
fraction. Hence, if the positive definite J*-fraction satisfies the 
limit point case for any z, then for this value of z the convergents 
of this fraction also converge to this limit point-. On the other 
hand if this fraction satisfies the limit circle case for ~ny z then 
the value of the n-th convergent of the fraction will be on the 
boundary of K (z), but as n increases these values do not necessarily 
n 
converge to a single point in the boundary of the limit circle. But 
if it does so then we have, for this particular value o£ z, 
~ 
convergence in the limit circle case for the positive definite J*-
fraction. 
To be certain of whether the limit point case or the limit 
circle case holds, some understanding of the radius of the circular 
regions K (z) is required. We shall denote this radius by r (z). 
n n 
Using (4.2.3), the t.f.t. T (z,w) can be given in terms of 
n 
PnCz) and ~(z) as follows 
T (z,w) = 
n 
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w P (z) - {a (z) }2p (z) 
n n+l n-l 
n ~ 1. (4.3.1) 
Let us now for convenience define two new sequences of functions 
{X (z)} and {Y (z)} by 
n n 
p (z) 
n 
Xn + 1 (z) = -a-2
7( z-:):--a-
3
7("""z ):--. -. -. -a-
n
-+-
1
'( --';:z) , 
~(z) 
Y n + 1 (z) = -a-2 -::-( z-=-)-a-
3
-(=-'z-=-) -.-. -. -a-~( z-:") , 
n+l 
Then it follows that 
a (z)X (z) 
n ~ 1, (4.3.2) 
n ~ 1. 
T (z,w) = 
n 
wX (z) 
n+l 
wY (z) 
n+l 
n+l n 
n ~ L (4.3.3) 
a .(z)Y (z) , 
n+l n 
Using (4.1.3), the functions X (z) and Y (z) can easily be 
n n 
shown to satisfy the three term relations 
- a (z)X (z) + (z +b )X (z) - a (z)X (z) = 0, 
n n-l n n n+l n+l 
n ;?: 1. (4.3.4) 
Here, al(z) is taken to be equal to unity. 
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Furthermore these functions can also be shown to satisfy the 
determinant formulas 
x (z)Y (z) - X (z)Y (z) = lla 1 (z), 
n+l n n n+l n+ (4.3.5) 
and 
X (z)Y (z) - X (z)Y (z) = (z +b )1 a (z)a (z) (4.3.6) 
n+2 n n n+2 n+l n+2~ n+l ' 
for n ;<: 1. 
Since K (z) is the image of the half-plane region W (z) 
n n+l 
under the Lf.t. T (z,\'I), it follows from (4.3.3) that the point 
n 
which has the centre of Kn(z) as its image point is (see for example 
Wall [1948]) 
w~n) (z) = 2i(y+S )g + a (z)Y (z)/Y (z)~ 
n+l n+l n+l n n+l 
Thus from the fact T (z,oo) is on the boundary of K (z), we 
n n 
find that the radius r .(z) can be given as 
n 
r (z) = IT (z,wo(n) (z)) - T (z,oo) I 
.n n n 
Consequently from the relation (4.3.3) we obtain 
1 
r (z) = ------;-~------------
n Iy (Z){wo(n) (z)Y (z) - a (z)Y (z)}1 
n+l n+l n+l n 
When substituting the value of w~n) (z) we find, after some simple 
manipulation, 
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1 
r (z) = -----------------------. (4.3.7) 
n 2\(Y+S)g Iy (z)12 - Im{a (z)Y (z)Y (z)}\ 
n+l n+l n+l n+l n n+l 
In order to change (4.3.7) into a more convenient form we take 
from (4.3.4) the equation 
- a (z)Y (z) + (z +b )Y (z) - a (z)Y (z) = O. 
r r-l r r r+l r+l 
-Multiplying this equation by Y (z) and summing over r = 1,2, ... ,n, 
r 
we arrive at 
n 
-
an+l(z)Yn(z)Yn+l(z) = I 
r=l 
(z+b )Iy (z)1 2 
r r 
Hence, using the imaginary part of this equation in (4.3.7), 
gives 
1 2r (z) = T-~----------------------------------------------
n n+l n { } I (y+S) Iy (z) 12 - I ex (z) Y (z)Y (z) +Y (z)Y (z) 
r= 1 r r r= 1 r+ 1 r+ 1 r r r+ 1 
Now, applying the result (4.l.l4a) in this equation, yields for 
the positive definite and real J*-fraction 
2r (z) 
n 
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1 
(4.3.8) 
Relation (4.3.8) suggests, if the series given by 
00 I 1 1 1~ 1/ 12 \' (y + S )~2(1 - g )~2y (z) - (y + S )'20'2 Y (z) 
L r r r r+ 1 °r+ 1 r+ 1 I' 
r=l -
(4.3.9) 
is divergent for any z, then r (z) -,>- 0, giving the limit point case 
n 
for the positive definite and real J -fraction for that z. 
* 
\'Je also note from corollary 4.1. 2b, that for the posi ti ve 
A (4-,1-15) 
definite and real J-fraction all the a are equal to zero and all /\ b2r 
the g are equal to ~2 2r+l 2r+l Hence for this continued fraction the 
series becomes 
Y ~ IY2r(Z) - t 2r+1Y2r+l(Z)12 + y ~ (1 '/ )Iy (Z)1 2 L L - 2r+l 2r+l . 
r=l r=l 
As a consequence, we have the following: 
Theorem 4.3.1: For the positive definite and real 3*-jraction of 
the form (4.1.15) the limit point case holdS for any z such that 
Im(z) > 0 if~ and only if~ one or both of the following series 
(4.3.10) 
-116-
00 
I 
r=l 
Iy (z)-£ Y (Z)12 2r 2r+l 2r+l i , (4.3.11) 
diverges. 
From the determinant equation (4.3.6), we obtain for the real 
J*-fraction (4.1.15) 
z+ b 2r 
£ £ z 2r+l 2r 
= X2r+1 (z)Y 2r-l (z) - X2r- 1 (z)Y 2r+l (z) , r ~ 1. (4.3.12) 
0
2 )~(l _ 0 2 )~ and Hence, multiplying this by (1 - N N summin£ over 2r-l 2r+l ~ 
r = 2,3, •.. ,n, we find 
= ~ (1 - £2 )~(l - t 2 )~{X (z)Y (z) - X (z)Y (Z)}. L. 2r-l 2r+l 2r+l 2r-l 2r-l 2r+l 
r=2 
NOTE Since the fraction is positive definite t 2 must be less 2r+l 
than unity for all r ~ 1. 
Thus, if we apply to the right hand side of the above equation 
the S chwarz inequality 
¥ u V 12 < ¥ lu 12 • P~_4l IVpI2, 
p=l P P p=l P 
n ~ 1, 
where U , V , P ~ 1 are any complex numbers, we then obtain p p 
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n 
l 
r=2 
L 1 {Z+b } "2 ?;? 2r 
(1 - £2r-l) (1 + £2r+l) - £ £ Z 
2r+l 2r 
(4.3.13) 
~ (1 _ £, 2 ) I Y (z) 12} . L 2r+l 2r+l 
r=l 
Suppose now that the left hand side of (4.3.13) diverges as 
n -)- co. Then from the right hand side it follows that one of the 
series 
co 
I 
r=l 
( 1_£2 )IX (z)12 
2r+l 2r+l ' 
co 
I (1 - £'~r+l) IY 2r+l (z) 12 , 
r=l 
(4.3.14) 
must also be divergent. But from (4.2.9) and (4.3.2), it follows 
that if (4.1.15) is positive definite then 
for all y = Im(z) > 0 and for all n ~ 1. 
Hence we see that if the first of the series of (4.3.14) 
diverges then so does the other. Consequently we arrive at the 
following: 
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Theorem 4.3.2: A sufficient condit-ion for the positive definite and 
A 
real J-fraction of the form (4.1.15) to satisfy the limit point case 
for all Z for which Im(z.) > 0, is that one or both of the following 
hold. 
00 2 1: 2 1: 1 I (1-£ )2(1_£ )2 = 00, 2r-1 2r+1 £ £ 
r=2 2r+1 2r 
(4.3.15) 
00 2 1: 2 ].,/ b I 2r (1 _ £ ) 2 (1 _ £ ) 2 = 00. 2r-1 2r+1 £ £ 
r=2 2r+1 2r 
(4.3.16) 
Let us nm;' consider the series (4.3.11), and if we use the 
three term relation (4.3.4) on this we find that this series is 
equivalent to 
00 
I 
r=l 
1£ y (z) - b Y (z)1 2 • 2r 2r-1 2r 2r 
Thus, suppose b = ° for all r > 1. Then a sufficient 2r 
A 
condition for the positive definite J*-fraction (4.1.15) to satisfy 
the limit point case is 
Hence, as before using the formula (4.3.12) and the Schwarz 
inequality, we arrive at the following result. 
Theorem 4.3.3: A sufficient condition for the positive definite and 
real J-fraction of the form (4.1.15), with aU the b = 0, to satisfy 2r 
the limit point case for all Z for which Im(z) > 0, is that 
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00. (4.3.17) 
-120-
4.4 LIMIT CIRCLE CASE 
Restricting z to values which satisfy the conditions z = iy and 
y > 0, the positive definite J-fraction of the form (4.1.1) can be 
given, after a suitable equivalence transformation, as 
Al A2 A3 A4 
i+1l1 + i+1l2 + i+\l3 + i+\l4 + ... (4.4.1) 
where 
A = -(£ + im )2jy2 
n+l n+l ~+1 ' 
if a (z) = £ + im and while if a (z) = £ z 
n+1 n+1 n+l n+l n+1 
A = £2 for all n ~ 1. 
n+l n+l' 
The continued fraction (4.4.1) can be generated by the £.f.ts 
s (y,w) = A jCi +\l +w), 
n n n 
n ~ 1, C 4.4.2) 
and 
S (y,w) = S (y,s (y,w)), n ~ 1. (4.4.3) 
n n-1 n 
Hence, from (4.4.3) we note that the n-th convergent of (4.4.1) 
is given by S (y,O). 
n 
It is quite easy to verify that the i.f.t. T (z,w) of Section 
n 
4.2 and the £.f.t. S (y,w) are related by 
n 
S (y,w) = T (iy, -{a (iy)}2j(wy)), 
n n n+l n ~ 1, (4.4.4a) 
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S (y, -{a 1(iy)}2/Cwy)) = T (iy,w), 
n n+ n 
n ~ 1. (4.4.4b) 
It has been shown in Section 4.2 that for the positive definite 
J*-fraction the i.f.ts T (z,w) satisfy 
n 
Kn(z) = T (z,W l(z)), n n+ n ~ 1, 
" .. , 
where To(Z'W1'Cz)) is the circular region given by (4.2.8) and VI (z), 
n+l 
n ~ 1, are the half-plane regions given by (4.2.5). Hence, for the 
regions V (y), n ~ 1 defined by 
n 
V (y) = -{a Ciy) }2/(yW (iy)) , 
n n+l n+l (4.4.5) 
it follows from (4.4.4) that 
(4.4.6) 
A 
This implies that for any y > 0, if the positive definite J*-
fraction satisfies the limit circle case then the sequence of 
circular regions S (y,V (y)) must converge to a limit circle. 
n n 
Nm", considering the posi ti ve definite and real J * -fraction of 
the form (4.1.15), it follows, since a2n (z) = i 2n , g2n = 0, 
2-
a (z) = i z and g = i < 1, that 2n+l 2n+l 2n+l 2n+l 
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V2n_1 (y) - V* 1 - {w : Im(w) ;;;;. O}. (a half-plane) • 
(4.4.7) 
V 2n (y) * - V2 - {w : Iw + ~I ~ I} 2 , (a circle), 
for n ;;;;. 1. 
Such regions V~ and V;, which are called "twin regions'!, have 
been studied extensively by Thron [1944, 1949] and by Jones and 
Thron [1970]. 
For a given value of y > 0, let us now define for convenience 
a new sequence of i.f.ts {H (w)} by 
n 
H2n- 1 (w) 
-1 
= S2n_1 (y,v 1 (w)), 
H (w) -1 = S2n(y,v 2 (w)), 2n 
n ;;;;. 1, 
(4.4.8) 
n ;;;;. 1, 
where V~l(w) = (w-i)/(iw-l) and v;l(w) = (w-i)/2 are the Lf.ts 
which map the unit circle U onto, respectively, v7 and V;. 
Hence from (4.4.6) we have 
(4.4.9) 
Thron [1963] has shown that any sequence of i.f.ts {H (w)} 
n 
satisfying (4.4.9) can be given as 
H (w) = C + R {(w + F ) / (wF + 1) }, 
n n n n n 
n ~ I, (4.4.10) 
in which 
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I F I = f < 1 and I C - C I < r - r for all m < n, 
n n n m m n 
where C
n 
is the centre of H (U) and r = IR I is the radius of H (U). 
n n n n 
Thus, for the limit circle case to occur for the given z = iy 
the radius r of H (U) must satisfy 
n n 
r ~ r > 0 as n + 00 • 
n 
For the positive definite and real J*-fraction of the form 
(4.1.15) to converge under the limit circle case for the given z = iy, 
it is required that its convergents T (iy, (0) converge to a single n . 
point in the limit circle. In other words, the sequence {Tn(iy,oo) = 
S (y,O) = H (i)} is a Cauchy sequence. To find out when this is so, 
n n 
we need to know some properties of this sequence. 
We have from (4.4.1) and (4.4.3) that for the real J*-fraction 
(4.1.15) 
s (y - i-b Iy) = s (y (0) 2n+1' 2n+1 2n" n> 1, 
n > 1, 
n > 2, 
and 
n> 1, 
"n> 2, 
n> 2. 
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Thus, for the particular value of z = iy, using (4.4-.8) we 
immediately obtain the following relations. 
where 
H 2n+l 
{
2 - ib /y} 
2n+l b2n+/y 
=H (00), 2n n ~ 1, 
n ~ 1, 
{
(2.£ 2 - 1) + ib /y} 2n-l 2n-l 
i + b /y , 2n-l 
H C - i - 2b /y) 2n 2n = H2n- 1 C-i), n ~ 1~ 
H2n- 1 (-i) := H2n- 2 Ci) , n ~ 2, 
r1-t2 )i + b 2U_/Y} H2n- 2 (i) = H 2n-2 2n-3 (1 + £,2 ) ib2n_z!y , 2n-2 
(4.4.11a) 
(4.4.11b) 
n ~ 2, (4. 4 . 11 c) 
(4.4.12a) 
(4.4.12b) 
n ~ 2. (4.4.l2c) 
Hence, from (4.4.10) and C4.4.11b) we find the relation 
() 
2n-l 
C + R 2n-l 2n-l 
i + F 2n-l 
:= ..,-----iF + 1 . 2n-l 
. () , 2n-l n ~ 1, 
Rearranging the terms and then taking the modules of both sides gives 
r 
2E. ~ Ic -C I + r i(} I f· 2n-l 2n 2n-l ' 2n-l ' 2n 
n ~ 1. 
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Thus, using the fact 102n_1 1 = 1 and also the fact that 
we find 
r 2n 
r 2n- 1 
l--~ {
I - f 1 
1 + f ' 2n) 
n ~ 1. 
Since f < 1 for all n ~ 1, the right hand side of this 2n 
inequality is bounded by zero and one. Furthermore, we have from 
(4.4.9) and (4.4.10) that r2n_/r2n_2 <; 1 for all n. Hence, by 
taking the product of these quotients, we obtain 
n 
r <; A TT 
2n k=l 
where A is a constant independent of n. 
n ~ 1, (4.4.13) 
Since, we must have r \ r > 0 for the limit circle case, it 2n 
follows from (4.4.13) that 
From above it also follows that 
Now, let us consider the relations (4.4.11a) and (4.4.l1b). 
From these we have 
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H {2 - ib 2n+/Y} = 
2n+l b /y 2n+l 
H2n_1 (i) , n ~ 1. 
If we use (4.4.10) on this we find 
where 
and 
C +R 0' =c +R 0 2n+l 2n+l 2n+l 2n-l 2n-l 2n-l' 
w' + F 
, 2n+l 
o 2n + 1 = w' F + 1 ' 2n+l 
2 - ib /y 2n+l 
w' = -~-----r--
i + F 2n-l 
b 2n+/y 
o 2n+l = -:-::----:-iF + 1 . 2n+l 
n ~ I, 
Therefore as before, rearranging the terms and taking the 
modulus of both sides we find 
r 2n+l < 
r 2n-l 
2 
1+10' " 2n+l 
n ~ 1. 
Under the limit circle case the left hand side of this 
inequality is bounded from below by some number greater than zero, 
and therefore, /0' I must be bounded from above. Further, since 2n+l 
Iw'l > 1 we also must have that /0' / > 1. Hence, by rewriting 2n+l 
the above inequality as 
r 2n+l < 
r 2n- 1 
n ~ 1, 
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we arrive at 
r {I - l/la~k+ll} < ro. 
k=l 
This result enables us to establish (see Jones and Thron [1970]) that 
ro I (1 - f 2k+ 1) < ro . k=l 
Su~narising these results yields the following: 
Theorem 4.4.1 If the positive definite and real J-fraction of the 
form (4.1. 15) satisfies the Um1.:t circle case for any z = iy, y > 0, 
then for the corresponding l.f.t. H (w) given by (4.4.10), the 
n 
following hold 
ro 
I 
n=l 
ro 
I 
n=l 
(1 - f ) < ro .. 2n 
(1 - f ) < ro • 2n+l 
(4.4.14) 
(4.4.15) 
Let us now consider the following three cases respectively, 
coming from (4.4.lla), (4.4.l2b) and (4.4.1lc). 
K 
n { I -f2 } {I _ f2 } R 2n+l R 2n 2n+ 1 F + 1/ II + 2n F ' 2n+l 2n+l 2n n ~ 1, 
K 
n 
R 2n+1 + 
{
I _ f2 } 
2n+1 F +i 
R 2n 
{
I _ f2 } 
2n F 2n - i ' 
n ~ 1, 
2n+1 
K = _ R {I -f~n+1} + R { 1 - f~n } 
n 2n+l F2n+1 - i 2n F2n + 1/62n ' 
n ~ 1, 
where 
and 
K = R F 
n 2n+l 2n+l 
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R F - C + C 2n 2n 2n 2n+l' 
2 - ib /y 2n+l 
b 2n+l 
, n> 1, 
( 2.Q,2 -1) +ib /y 2n+l 2n+l 8 = 2n i + b /y 2n+l 
n > 1. 
n > 1, 
(4.4.16a) 
(4.4.16b) 
Here, subtracting one equation from the other and then taking the 
quotients of the resulting equations, we get 
(i - l/n ){F 2 1 - i} 2n+l n+ 
-:(-=-i -+-:l:-/"-n---')'-{1'"":'F~--+-:i:""'-} = 
2n+l 2n+l 
(4.4.17) 
(i-1/n ){F2 l-i} i{F +1/8} 2n+l n+ 2n 2n 
--~~~~~~----~- = ~--~~~~ 2HF2n+1 + 1/n2n+1 } (i + 1/o2n)F2n ' 
for n > 1. 
Similarly considering the three cases which arise from (4.4.1lb), 
(4.4.12a) and (4.4.12c) we also obtain 
(l/p ){F - i} 2n 2n 
HF2 + l/p } n 2n 
i{F +l/p } 2n 2n 
(i+1/p )F 2n 2n 
2i{F + l/y } 2n-l 2n-l 
= '"'!'("':""i-+-l=-/-'-y--"<""") -r{ F=----+ """":"i"""} , 
2n-l 2n-l 
(i + 1/y 2n-l){F 2n-l + i} 
= -;""(1-=-' ---=-l-;/y--") 7"":{F:;----_-;i-..-} , 
2n-l 2n-l 
(4.4.18) 
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for n ;;;;, 1, where 
and 
= - i - 2b /}r 2n ' n ;;;;, 1, (4.4.19a) 
Y2n-l = 
(1 - '£'22 ) i + b /y 
n 2n 
n ;;;;, 1. (4.4.19b) 
(1 +,£.2 ) - ib /y 2n 2n 
2 Now, suppose that.t ;;;;, £ > 0 for all n ;;;;, 1. Then from 2n 
(4.4.19b) we have II' 1< 1-£1, where £1> O. Hence, under the 2n-l 
limit circle case, from theorem 4.4.1 and from equations (4.4.17) 
and (4.4.18) we obtain 
F 2n-1 + i and F 2n -+ i as n -7 CD. (4.4.20) 
Consider again the following cases which arise from (4.4 . 11 a) 
and (4.4.11b)~ 
1 _ f2 
R F - R F = (C - C ) _ R 2n+ 1 2n+1 2n+l 2n 2n 2n 2n+l 2n+1 F + l/n 
1 _ f2 
2n 
+R·---2n F2n 2n+1 2n+1 
and 
R F - R F 2n 2n 2n-l 2n-1 
1 - f2 1 _ f2 
( C C) R --=--=2.:.:.n + R . .,.,.---=2=n=---...;..1 
= 2n - 1 - 2n - 2n F 2n - 1 F - ~ , 2n 2n-l 
for all n ;;;;, 1. 
Here, using the telescopic effect of these equations together 
with the properties in theorem 4.4.1 and equation (4.4.20), we 
immediately establish that {R F } is a Cauchy sequence. 
n n 
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Therefore, realising that H (w) can also be given in the fonn 
n 
H (w) = C 
n n 
we establish that the sequence {H (i)} is also a Cauchy sequence. 
n 
Consequently the result: 
Theorem 4.4.2 If the positive definite and real J-fraction of the 
form (4.1.15) satisfies the limit circle case for any z = iy, (y > 0) , 
then for this z the fraction converges to a single point in the lindt 
circle~ if there exists an € > 0 such that 
(4.4.21) 
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4.5 UNIFORM CONVERGENCE 
We see from the theorems 4.3.2 and 4.3.3 that when the co-
~ 
efficicnts of the positive definite and real J-fraction of the form 
(4.1.15) satisfy any of the conditions (4.3.15), (4.3.16) and 
(4.3.17) then for any z for which Im(z) > 0, the fraction converges 
to a finite value. 
Similarly we also note from theorem 4.4.2 that when the 
coefficients £. , (n ~ 1) satisfy the condition (4.4.21) then the 2n 
positive definite and real J-fraction of the form (4.1.15) converges 
to a finite value for any z = iy for which y > O. 
So far we have only considered the convergence of the fraction 
at any particular point z lying inside some domain. The question of 
uniform convergence in any domain still remains to be answered. 
Let us now consider the following theorem known as the 
"convergence continuation theorem". 
Theorem: Let {F (z)} be «a infinite sequence of functions~ ar~lytic p 
over a simply connected open domain S, which is uniformly bounded 
over every finite cZosed dOffain S' entirely within S. Let the 
sequence converge over an infinite set of points 'having at least one 
Zimit-point interior to S. Then~ the sequence converges vAiformly 
over every finite cZosed domain entirely within S to a function of z 
which is anaZytic in S. 
The proof of this theorem can be found for example in Wall 
[1948] . We now consider the sequence F (z) = p (z)/O (z), which is 
n n 'n 
the n-th convergent of the positive definite and real 3-fraction of 
the form (4.1.15). 
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Since all the zeros of Q (z) lie outside the 
n 
region {z : Im(z) > O} it follows that F (z) is analytic for all n 
n 
in the domain S, which is the half-plane given by {z :Im(z) > O}. 
We also have from (4.2.9b) that F (z) is uniformly bounded over 
n 
every finite closed domain S' entirely within S. 
Thus using these results together with the results of the 
theorems 4.3.2, 4.3.3 and 4.4.2 on the convergence continuation 
theorem we immediately obtain the following. 
Theorem 4.5.1: For all. z Zying entireZy on the top haZf of the 
compZex pZane~ the positive definite «ad ~eaZ 3-fraction of the form 
(4.1. 15) converges uniformZy to a function anaZytic in this loegion,! 
if the coefficients of the fraction satisfy any of the foZZowing: 
co {(l_,2 1'''(1-t2 y'" 1 } I I = co, 2r-l 2r+l £ £ 
r=2 2r 2r+l 
co {(l _ t 2 ) .. (1 _ t 2 )" b 2r } II I = co, 
r=2 2r-l 2r+l £2r£2r+l 
co 
III b2r = 0, r;': 1 and I {£ 1£ } = co, 
r=l 2·r+2 2r.+l 
IV £2 ;.: 2r e; > 0 for aZZ r ;.: 1. 
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