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Abstract
The Clustered Traveling Salesman Problem (CTSP) is a variant of the popular
Traveling Salesman Problem (TSP) arising from a number of real-life applications.
In this work, we explore an uncharted solution approach that solves the CTSP
by transforming it to the well-studied TSP. For this purpose, we first investigate
a technique to convert a CTSP instance to a TSP and then apply popular TSP
solvers (including exact and heuristic solvers) to solve the resulting TSP instance.
We want to answer the following questions: How do state-of-the-art TSP solvers
perform on clustered instances converted from the CTSP? Do state-of-the-art TSP
solvers compete well with the best performing methods specifically designed for the
CTSP? For this purpose, we present intensive computational experiments on various
CTSP benchmark instances to draw conclusions.
Keywords: Traveling salesman; Heuristics; Clustered traveling salesman; Combi-
natorial optimization
1 Introduction
The Clustered Traveling Salesman Problem (CTSP), originally proposed by
Chisman [7], is an extension of the classic Traveling Salesman Problem (TSP)
where the cities are grouped into clusters and each cluster of cities must be
visited contiguously. Formally, the problem is defined on a symmetric complete
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weighted graph G = (V,E) with a set of vertices V = {1, 2, ..., n} and a set
of edges E = {(i, j) : i, j ∈ V, i 6= j}. The vertex set V is partitioned into
disjoint clusters V1, V2, ..., Vm (V1 ∪ V2 ∪ ... ∪ Vm = V ). Let C be an n × n
symmetric distance matrix such that cij (i, j = 1, 2..., n, i 6= j) represents
the travel cost between two corresponding vertices i and j, and satisfies the
triangle inequality rule. The objective of the CTSP is to find a minimum cost
Hamiltonian circuit over all the vertices, where the vertices of each cluster
must be visited consecutively.
V1
V3
V4
V2
Fig. 1. A feasible solution for an instance of the CTSP
Fig. 1 shows a feasible solution for a CTSP instance, where the solution corre-
sponds to a Hamiltonian cycle such that the vertices of each cluster are visited
contiguously.
The CTSP can be formally modelled as the following integer programming
model [7], where without loss of generality, the salesman is assumed to leave
origin city 1 and return to 1.
min f =
n∑
i=1
n∑
j=1
cijxij (1)
subject to
n∑
j=1
xij = 1 ∀i ∈ V (2)
n∑
i=1
xij = 1 ∀j ∈ V (3)
ui − uj + (n− 1)xij ≤ n− 2 2 ≤ i 6= j ≤ n (4)∑
i∈Vk
∑
j∈Vk
xij = |Vk| − 1 ∀Vk ⊂ V, |Vk| ≥ 1, k = 1, 2, ...,m (5)
xij ∈ {0, 1} ∀i, j ∈ V (6)
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ui ≥ 0 2 ≤ i ≤ n (7)
where xij = 1 if city j is visited immediately after city i; xij = 0 otherwise.
Objective function (1) seeks to minimize the total distance traveled by the
salesman. Constraints (2) and (3) ensure that each city is visited exactly once.
Constraints (4) eliminate subtours, while constraints (5) guarantee that the
cities of each cluster are visited contiguously. The remaining constraints are
related to the decision variables.
One notices that the CTSP is equivalent to the TSP when there is a single
cluster or when each cluster contains exactly one vertex. Therefore, the CTSP
is NP-hard, and thus computationally challenging in the general case. From a
practical perspective, the CTSP is a versatile modeling tool for several opera-
tional research applications arising in a wide variety of areas, including auto-
mated warehouse routing [7], emergency vehicle dispatching [33], production
planning [22], disk defragmentation [19], and commercial transactions with
supermarkets, shops and grocery suppliers [11]. As a result, effective solution
methods for the CTSP can help to solve these practical problems. In fact, the
computational challenge and wide range of applications of the problem have
motivated a variety of approaches that are reviewed in Section 2. However,
unlike the classic TSP problem for which many powerful methods have been
introduced in the past decades, studies on the CTSP are still quite limited.
In this work, we investigate a problem transformation approach mentioned
in [7] (1975), which converts the CTSP to the TSP and assess the interest
of popular modern TSP solvers for solving the converted instances. To our
knowledge, this is the first large computational study testing modern TSP
solvers on solving the CTSP. The work is motivated by the following consid-
erations. First, this transformation was tested in [18] (1985) and [22] (1979).
Many powerful modern TSP solvers have not been tested for solving the CTSP.
Second, intensive researches on the TSP have led to the development of very
powerful solvers. Thus, it is interesting to know whether we can take advan-
tage of these solvers to effectively solve the CTSP. Third, the TSP instances
converted from the CTSP are characterized by their cluster structures. These
instances constitute interesting test cases for existing TSP solvers. This work
aims thus to answer the following questions.
• How do state-of-the-art exact TSP solvers perform on clustered instances
converted from the CTSP?
• How do state-of-the-art inexact (heuristic) TSP solvers perform on clustered
instances converted from the CTSP?
• Do state-of-the-art TSP solvers compete well with the best performing
methods specifically designed for the CTSP?
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Answering these questions helps to enrich the state-of-the-art of solving the
CTSP and gain novel knowledge on using powerful TSP methods to solve new
problems.
The remainder of this paper is organized as follows. Section 2 reviews existing
solution methods for the CTSP. Section 3 presents the transformation of the
CTSP to the TSP and three popular TSP methods (solvers). Section 4 shows
computational studies of the TSP solvers applied to the clustered instances
and comparisons with existing algorithms dedicated to the CTSP. Finally,
concluding remarks are provided in Section 5.
2 Literature review on existing solution methods
There are several dedicated solution algorithms for solving the CTSP that are
based on exact, approximation, and metaheuristic approaches.
Along with the introduction of the CTSP, Chisman [7] proposed a branch-and-
bound algorithm to solve the integer programming model presented in Section
1. Jongens and Volgenant [18] developed an algorithm based on the 1-tree
relaxation to provide lower bounds as well as a heuristic to find satisfactory
upper bounds. Mestria et al. [23] used the mathematical formulation of [7] and
IBM Parallel CPLEX solver (version 11.2) to obtain lower bounds for medium
CTSP instances (|V | ≤ 1000).
Various a-approximation algorithms [5,10,12] have been developed for the
CTSP. These approximation algorithms require either the starting and end-
ing vertices in each cluster or a prespecified order of visiting the clusters in
the tour as inputs, and solve the inter-cluster and intra-cluster problems in-
dependently. Recently, Bao and Liu [6] presented a new 2.17-approximation
algorithm where no starting and ending vertices were specified.
Given that the CTSP is a NP-hard problem, a number of heuristic and meta-
heuristic algorithms have also been investigated, which aim to provide high-
quality solutions in acceptable computation time, but without provable op-
timal guarantee of the attained solutions. For example, Laporte et al. [20]
presented a tabu search algorithm to solve a particular case of the CTSP,
where the clusters are visited in a prespecified order. Potvin and Guertin [30]
developed a genetic algorithm for the CTSP that finds inter-cluster paths and
then intra-cluster paths. Later, Ding et al. [8] proposed a two-level genetic
algorithm for the CTSP. In the first level, a genetic algorithm is used to find
the shortest Hamiltonian cycle for each cluster. In the second level, a modified
genetic algorithm is applied to merge the Hamiltonian cycles of all the clusters
into a complete tour.
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In addition to these early heuristic algorithms, Mestria et al. [23] investi-
gated GRASP (Greedy Randomized Adaptive Search Procedure) with path-
relinking. Among the six proposed heuristics, one heuristic corresponds to the
traditional GRASP procedure whereas the other heuristics include different
path relinking procedures. In [24], Mestria studied a hybrid heuristic, which is
based on a combination of GRASP, Iterated Local Search (ILS) and Variable
Neighborhood Descent (VND). Recently, Mestria [25] presented another com-
plex hybrid algorithm (VNRDGILS) which mixes GRASP, ILS, and Variable
Neighborhood Random Descent to explore several neighborhoods. According
to the computational results reported in [23,24,25], these GRASP-based al-
gorithms are among the best performing heuristics specially designed for the
CTSP currently available in the literature.
In this work, we explore the uncharted problem transformation approach that
converts the CTSP to the conventional TSP and employs popular (exact and
inexact) TSP solvers to solve the TSP instances converted from the CTSP
benchmark instances.
3 Solving the CTSP via TSP methods
3.1 Transformation of the CTSP to the TSP
The basic idea of this transformation of the CTSP to the TSP is to add a
large artificial cost M to all inter-cluster edges in order to force the salesman
to visit all the cities within each cluster before leaving it.
Given a CTSP instance G = (V,E) with distance matrix C, we define a TSP
instance G′ = (V ′, E ′) with distance matrix C
′
as follow.
• Define V = V ′ and E = E ′.
• Define the travel distance c′ij in G′ by
c
′
ij =
cij +M if i and j belong to different clusterscij otherwise
Obviously, if the value of M is sufficiently large, then the best Hamiltonian
cycle in G′ is a feasible CTSP solution in G, in which the vertices of each
cluster are visited contiguously.
Property. An optimal solution to the TSP instance corresponds to an optimal
solution to the original CTSP instance.
Proof. Let S ′ and S be the optimal solutions of the TSP instance G′ and
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the original CTSP instance G, respectively. Let m be the number of clusters
of G. To minimize the total travel cost, there are only m inter-cluster edges in
S ′. Therefore, S ′ is a feasible CTSP solution for G and satisfies the following
relation:
f(S ′) = f(S) +m×M
Obviously, S ′ corresponds to S by subtracting the constant m×M .
3.2 Solution methods for the TSP
There are numerous solution methods for the TSP [3]. In this work, we adopt
three very popular TSP solvers whose codes are publicly available, including
one exact solver (Concorde [1]) and two inexact (heuristic) solvers (LHK-2
[14] and GA-EAX [29]).
Notice that the TSP instance converted from a CTSP instance has a par-
ticular feature that the vertices are grouped into clusters and the distance
between each pair of vertices within a same cluster is in general small, while
this distance is large for two vertices from different clusters. Along with the
presentation of the TSP solvers, we discuss their suitability for solving such
clustered instances each time this is appropriate.
3.2.1 Exact Concorde solver
Concorde is an advanced exact TSP solver for the symmetric TSP based on
Branch-and-Bound and problem specific cutting plane methods [1]. It makes
use of a specifically designed QSopt linear programming solver. According to
[16], Concorde is the best performing exact algorithm for the TSP. As shown
in [3], Concorde can solve benchmark instances from TSPLIB with up to 1000
vertices to optimality within a reasonable computation time and it also solves
large TSP instances at the cost of a long computation time.
The run time behavior of Concorde has been investigated essentially on ran-
dom uniform instances. For instance, in [3], Applegate et al. investigated the
run time required by Concorde for solving random uniform instances and in-
dicated that the run time increases as an exponential function of instance
size |V |. In [16], Hoos and Stu¨tzle further demonstrated that the median run
time required by Concorde scales with instance size |V | of the form ab
√
|V |
(a ≈ 0.21, b ≈ 1.24) on the widely studied class of uniform random TSP
instances. To our knowledge, no study has been reported concerning the be-
havior of Concorde on sharply clustered instances. As a result, the current
study will provide useful information on this issue.
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3.2.2 Lin-Kernighan based heuristic solver
According to the TSP literature, a majority of the best performing TSP heuris-
tic algorithms is based on the Lin-Kernighan (LK) heuristic [21] and its exten-
sions. The LK heuristic is a variable-depth k-opt local search procedure, where
the k-opt neighborhood is partially searched with a smart pruning strategy.
LK explores the most promising neighbors within the k-opt neighborhood,
that is, the set of feasible tours obtained by removing k edges and adding
other k edges such that the resulting tour is feasible. Several improved ver-
sions of the basic LK heuristic have been introduced within the iterated local
search framework (e.g., [4,13,14,26]).
Among these iterated LK algorithms, Helsgaun’s LKH [13,14] is the uncon-
tested state-of-the-art heuristic TSP solver. In [13], Helsgaun developed an
iterated version of LK together with an efficient implementation of the LK
algorithm, known as the Lin-Kernighan-Helsgaun (LKH-1) heuristic, where a
5-opt move is used as the basic move to broaden the search and an α-measure
method based on sensitivity analysis of minimum spanning trees is used to
restrict the search to relative few of the α-nearest neighbors of a vertex to
speed up the search process. Later, in [14], Helsgaun further extended LKH-1
by developing a highly effective implementation of the k-opt procedure (called
LKH-2), which eliminated many of the limitations and shortcomings of LKH-
1. Furthermore, LKH-2 specially extended the data structures of LKH-1 to
solve very large TSP instances. The main features of LKH-2 include (1) using
sequential and non-sequential k-opt moves, (2) using several partitioning pro-
cedures to partition a large TSP instance into smaller subproblems, (3) using
a tour merging procedure to generate a better solution from two or more local
optimum solutions, and (4) applying a backbone-guided search to guide the
local search to make biased local perturbations. LKH-2 is considered to be
one of most effective heuristic methods for finding very high-quality solutions
for various large TSP instances.
However, the LK algorithm and any LK-based algorithms are unsuitable for
clustered instances of the TSP because they require much longer running
times on such instances than on uniformly distributed instances [28]. The main
reason why the LK heuristic stumbles on clustered instances is that relatively
large inter-cluster edges serve as bait edges. When removing such a bait edge,
the LK heuristic is tricked into long and often fruitless searches. More precisely,
each time an edge bridging two clusters is removed, the cumulative gain rises
enormously, and the procedure is encouraged to perform very deep searches.
To alleviate the problem, a cluster compensation technique was proposed in
[28] for the Lin-Kernighan heuristic to limit its performance degradation. In
[14], Helsgaun showed that the LKH-2 algorithm performs significantly worse
on sharply clustered instances than on uniform random instances. However,
no effective method was proposed in [14] to remedy this difficulty.
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3.2.3 Edge assembly crossover based genetic algorithm
Population-based evolutionary algorithms are another well-known approach
for the TSP. A popular example is the powerful genetic algorithm introduced
by Nagata and Kobayashi in [29]. This algorithm (called GA-EAX, see Algo-
rithm 1) is characterized by its powerful edge assembly crossover (EAX) op-
erator introduced in [27] with an efficient implementation and a cost-effective
selection strategy for maintaining population diversity.
Algorithm 1 GA-EAX for the CTSP
Require: TSP instance G, population size p; number of offspring solutions r gen-
erated from each parent pair
Ensure: best solution S∗
1: POP = {P1, P2, ..., Pp} ← Initial Population(G)
2: while stopping condition is not met do
3: Randomly shuffle the solutions in POP
4: for i = 1, 2, ..., p do
5: S1 ← Pi, S2 ← Pi+1 /* Note: Pp+1 = P1 */
6: (o1, ..., or)← EAX(S1, S2)
7: Pi ← Select Best(o1, ..., or, S1)
8: end for
9: end while
10: S∗ ← Best(POP )
11: Return S∗
The key EAX operator generates, from two high-quality tours (parents), one
offspring tour by first inheriting the edges from the parents to construct dis-
joint subtours and then connecting the subtours with new edges in a greedy
fashion (similar to building a minimal spanning tree). Let SA and SB be the
parents, EAX operates as follows (see Fig. 2 for an example):
SA
SB
GAB AB-cycles
E-set Intermediate Offspring
Fig. 2. Illustrative example of the EAX crossover operator
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(1) Generate an undirected multigraph defined as GAB = (V,EA∪EB), where
EA and EB are the sets of edges of parents SA and SB, respectively.
(2) Extract all AB-cycles from GAB. An AB-cycle is defined as a cycle in
GAB, such that edges of EA and edges of EB are alternately linked.
(3) Construct an E-set by selecting AB-cycles according to a given selection
strategy (e.g., single, k-multiple, block and block2 [29]), where an E-set
is a set of AB-cycles.
(4) Copy parent SA to an intermediate solution o. Then, remove the edges of
EA in the E-set from o and add those of EB in the E-set to o. This leads
to an intermediate solution o with one or more subtours.
(5) Connect all the subtours in o with new short edges to generate a complete
tour (a feasible offspring solution) by using a greedy heuristic.
Note that different versions of EAX can be developed by using different selec-
tion strategies of AB-cycles for constructing E-sets. The GA-EAX algorithm
employs the single and block2 strategies to generates offspring solutions from
parent solutions. To maintain a healthy population diversity, GA-EAX also
uses an edge entropy measure to select the solution to be used to replace a
parent in the population.
Other studies (e.g., [15]) also indicated the usefulness of edge-assembly-like
crossovers for solving clustered instances of the TSP. As shown in the next
section, the EAX-based genetic algorithm performs remarkably well on all the
clustered instances transformed from the CTSP.
4 Computational experiments
In this section, we evaluate the capacity of the TSP solvers presented in Section
3.2 to solve the CTSP via its transformation to the TSP. For this purpose,
we examine their qualitative performances and run time efficiencies on various
CTSP benchmark instances and make comparisons with the best dedicated
CTSP algorithms in the literature.
4.1 Benchmark instances
Our computational assessments are based on three sets of 45 CTSP benchmark
instances with 101 to 5000 vertices. Sets 1 and 2 include 20 medium instances
(101 ≤ |V | ≤ 1000) and 15 large instances (1173 ≤ |V | ≤ 2000), which are
classical and widely used in the CTSP literature (e.g., [23,24,25]). Set 3 is a
new set of 10 very large instances with 3000 and 5000 vertices.
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Sets 1 and 2 (35 instances): These instances belong to the following six
types: (1) instances taken from the TSPLIB [32] where the clusters are gen-
erated by using a k-means clustering algorithm; (2) instances created from
a selection of classic TSP instances [17], where the clusters are created by
grouping the vertices in geometric centers; (3) instances generated by using
the Concorde interface [2]; (4) instances generated using the layout proposed
in [19]; (5) instances similar to type 2, but generated with different parame-
ters; (6) instances adapted from the TSPLIB [32], where the rectangular floor
plan is divided into several quadrilaterals and each quadrilateral corresponds
to a cluster.
Set 3 (10 instances): These instances were created from 10 very large TSP
instances [17] with 3000 and 5000 vertices. Following [24], for these instances,
m geometric centers are selected and the clusters are created by grouping the
vertices in the geometric centers, where the coordinates of geometric centers
are selected uniformly in the interval [0,1000) and m is the number of clusters.
All these instances are available at https://github.com/lyldft/ctsp.
4.2 TSP solvers and experimental protocol
For our study, we employed three popular TSP solvers presented in Section
3.2, which are among the most powerful methods for the TSP in the literature.
• Exact Concorde TSP solver 1 : We used version Concorde-03.12.19 and ran
the solver with its default parameter setting with a cutoff time of 24 CPU
hours per instance.
• Inexact LKH-2 TSP solver 2 : LKH-2 is an iterated local search procedure
and typically terminates after a fixed number of iterations (default is |V |).
We observed that LKH-2 with this default stopping condition becomes too
time consuming on our clustered instances (see discussion in Section 3.2.2).
In our experiment, we used a shorter number of iterations of 0.1*|V | and
0.2*|V | while using the default values for the other parameters of LKH-2.
• Inexact GA-EAX TSP solver 3 : We used GA-EAX with its default param-
eter setting given in [29]: p = 300, r = 30 and GA-EAX terminates if the
difference between the average tour length and the shortest tour length in
the population is less than 0.001.
The experiments were carried out on a computer running Windows 7 with
an Intel Core i7-4790 processor (3.60 GHz and 8 GB of RAM). Given the
1 http://www.math.uwaterloo.ca/tsp/concorde/index.html
2 http://akira.ruc.dk/~keld/research/LKH/
3 https://github.com/sugia/GA-for-TSP
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stochastic nature of LKH-2 and GA-EAX, we ran each algorithm 10 times for
each instances while the deterministic Concorde TSP solver was run one time
to solve each instance.
4.3 Computational results and comparison of popular TSP solvers
Our computational studies aim to answer the following questions: How do
state-of-the-art exact TSP solvers perform on clustered instances converted
from the CTSP? How do state-of-the-art inexact (heuristic) TSP solvers per-
form on clustered instances converted from the CTSP?
The results of the three TSP solvers (Concorde, LKH-2, GA-EAX) on the 20
medium and 15 large CTSP benchmark instances are summarized in Tables
1 and 2. Columns 1 to 3 show the basic information of each instance: the
instance name (Instance), the number of vertices (|V |) and the number of
clusters (m). Column 4 gives the optimal objective value reported by the
exact Concorde TSP solver, followed by the required run time in seconds. For
both the LKH-2 and GA-EAX solvers, we show the best (B-Err) and average
(A-Err) results over 10 independent runs in the form of the percentage gap
to the optimal solution, as well as the average run time in seconds. If the
best solution over 10 independent runs equals the optimal solution obtained
with the exact Concorde TSP solver, the corresponding cell in column B-Err
shows ‘=’ along with the number of runs that succeeded in finding the optimal
solution. Finally, row ‘Avg.’ provides the average run time in seconds for each
approach, and the average gap between the average objective values obtained
with LKH-2/GA-EAX and the optimal values obtained with the Concorde
TSP solver.
From Tables 1-2, we can make the following observations.
First, the exact Concorde TSP solver performs very well for these 35 instances
and is able to solve all of them exactly. Specifically, the 20 medium instances
can be solved easily in a short run time (an average of about 30 seconds). The
15 large instances are more difficult and the run time needed to solve these
instances increases considerably (an average of 1553 seconds, reaching 9663
seconds for the most difficult instance).
Second, the inexact LKH-2 TSP solver does not performs as well as Concorde.
With the stopping condition of 0.1*|V | iterations, LKH-2 misses respectively
2 and 8 optimal solutions for the medium and large instances with an average
run time of 49.9 and 371.6 seconds. LKH-2 obtains improved results (optimal
solution for one more medium instance and 3 large instances) with the relaxed
condition of 0.2*|V | iterations. However, in this case, LKH-2 requires roughly
doubled its run time.
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Table 1
Computational results of the TSP solvers Concorde, LKH-2 and GA-EAX on
medium CTSP instances.
Exact TSP solver LKH-2(10 runs) GA-EAX(10 runs)
Concorde No. of iterations=0.1*|V | No. of iterations=0.2*|V | Default configuration
Instance |V | m Opt. Time B-Err A-Err Time B-Err A-Err Time B-Err A-Err Time
i-50-gil262 262 50 135431 2.4 =(10) 0.0000 1.1 =(10) 0.0000 1.8 =(10) 0.0000 1.8
10-lin318 318 10 529584 2.6 =(1) 0.0020 13.1 =(1) 0.0020 22.4 =(10) 0.0000 1.9
10-pcb442 442 10 537419 28.9 =(8) 0.0032 65.2 =(8) 0.0014 112.0 =(10) 0.0000 6.4
C1k.0 1000 10 132521027 34.0 =(3) 0.0063 78.7 =(1) 0.0056 168.5 =(10) 0.0000 15.2
C1k.1 1000 10 129128125 27.5 0.0002 0.0013 82.6 =(3) 0.0007 148.9 =(10) 0.0000 13.7
C1k.2 1000 10 142784000 122.7 0.0009 0.0092 221.4 0.0009 0.0092 371.2 =(10) 0.0000 16.7
300-6 300 6 8934 4.4 =(10) 0.0000 25.9 =(10) 0.0000 52.6 =(10) 0.0000 1.9
400-6 400 6 9045 6.8 =(10) 0.0000 47.6 =(10) 0.0000 102.9 =(10) 0.0000 4.5
700-20 700 20 41425 19.5 =(4) 0.0092 289.4 =(9) 0.0017 590.8 =(10) 0.0000 10.6
200-4-h 200 4 62777 0.7 =(10) 0.0000 4.0 =(10) 0.0000 6.5 =(10) 0.0000 1.0
200-4-x1 200 4 60574 1.7 =(10) 0.0000 4.2 =(10) 0.0000 5.9 =(10) 0.0000 1.0
600-8-z 600 8 128891 5.8 =(8) 0.0063 48.0 =(6) 0.0049 84.9 =(10) 0.0000 5.6
600-8-x2 600 8 128891 4.7 =(8) 0.0063 48.1 =(6) 0.0049 84.8 =(10) 0.0000 5.6
300-5-108 300 5 67760 1.7 =(10) 0.0000 15.2 =(10) 0.0000 23.5 =(10) 0.0000 2.3
300-20-111 300 20 309739 2.4 =(9) 0.0002 12.4 =(10) 0.0000 19.9 =(10) 0.0000 2.0
500-15-306 500 15 194818 3.6 =(10) 0.0000 18.9 =(10) 0.0000 32.8 =(10) 0.0000 4.6
500-25-308 500 25 365447 9.1 =(2) 0.0112 11.7 =(2) 0.0098 19.8 =(9) 0.0001 5.4
25-eil101 101 25 23671 0.3 =(10) 0.0000 0.4 =(10) 0.0000 0.6 =(10) 0.0000 0.8
42-a280 280 42 129645 2.2 =(4) 0.0079 1.9 =(10) 0.0000 3.7 =(10) 0.0000 1.9
144-rat783 783 144 914228 287.4 =(3) 0.0011 8.3 =(4) 0.0003 13.1 =(10) 0.0000 9.5
Avg. 28.4 0.0032 49.9 0.0020 93.3 0.0000 5.6
Table 2
Computational results of the TSP solvers Concorde, LKH-2 and GA-EAX on large
CTSP instances.
Exact TSP solver LKH-2 (10 runs) GA-EAX (10 runs)
Concorde No. of iterations=0.1*|V | No. of iterations=0.2*|V | Default configuration
Instance |V | m Opt. Time B-Err A-Err Time B-Err A-Err Time B-Err A-Err Time
49-pcb1173 1173 49 61600 9663.2 =(1) 0.1432 140.1 =(1) 0.0994 206.8 =(6) 0.0031 28.7
100-pcb1173 1173 100 63382 835.9 0.0063 0.1426 50.5 0.0063 0.1186 77.8 =(10) 0.0000 27.4
144-pcb1173 1173 144 62142 67.0 0.0016 0.2092 19.2 0.0016 0.2079 38.5 =(10) 0.0000 16.4
10-nrw1379 1379 10 58783 958.4 =(3) 0.0129 336.0 =(7) 0.0043 420.9 =(4) 0.0061 23.2
12-nrw1379 1379 12 59129 112.3 =(2) 0.0027 33.5 =(5) 0.0008 90.7 =(10) 0.0000 22.8
1500-10-503 1500 10 11116 80.4 0.0540 0.1367 447.5 =(1) 0.0387 897.6 =(10) 0.0000 21.6
1500-20-504 1500 20 15698 75.5 =(2) 0.0803 319.7 =(4) 0.0032 569.4 =(4) 0.0344 29.3
1500-50-505 1500 50 22900 66.9 =(1) 0.2000 150.5 =(1) 0.1865 299.1 =(7) 0.0013 30.9
1500-100-506 1500 100 29799 127.8 =(2) 0.0718 49.5 =(3) 0.0302 87.8 =(9) 0.0010 36.6
1500-150-507 1500 150 34068 137.6 =(1) 0.0361 42.5 =(1) 0.0302 78.2 =(10) 0.0000 28.9
2000-10-a 2000 10 105368 7957.5 0.0294 0.0793 2139.4 0.0019 0.0789 4071.9 =(1) 0.0877 45.5
2000-10-h 2000 10 33708 1283.1 0.0059 0.0311 700.7 0.0059 0.0311 1314.9 =(9) 0.0012 33.9
2000-10-z 2000 10 33509 296.4 0.0030 0.0406 279.6 =(1) 0.0164 430.0 =(9) 0.0003 36.0
2000-10-x1 2000 10 33792 1412.7 0.0355 0.0462 581.8 0.0296 0.0394 1387.4 =(8) 0.0059 36.0
2000-10-x2 2000 10 33509 226.0 0.0030 0.0406 283.5 =(1) 0.0164 430.0 =(9) 0.0003 36.7
Avg. 1553.4 0.0849 371.6 0.0601 693.4 0.0094 30.3
Third, the GA-EAX solver performs remarkably well by attaining the optimal
values for all 35 instances. For the 20 medium instances, GA-EAX consistently
hits the optimal solutions for each of its 10 run (except for one instance for
which it has a hit of 9 out of 10). For the 15 large instances, except 3 cases,
GA-EAX hits the optimum of each instance at least 6 times out of 10 runs.
The average run time is only 5.6 seconds for the medium instances and 30.3
seconds for the large instances. Compared to the Concorde TSP solver and the
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LKH-2 TSP solver, the GA-EAX algorithm is thus extremely time efficient.
Moreover, contrary to the Concorde and LKH-2 solvers, the computation time
required by GA-EAX remains very stable across the instances of the same set,
indicating a high robustness and scalability of this solver.
Table 3
Computational results of the TSP solvers Concorde, LKH-2 and GA-EAX on on
new very large CTSP instances.
Exact TSP solver LKH-2 (10 runs) GA-EAX (10 runs)
Concorde No. of iterations=0.1*|V | No. of iterations=0.2*|V | Default configuration
Instance |V | m Opt. Time B-Err A-Err Time B-Err A-Err Time B-Err A-Err Time
i-1 3000 50 23571 1110.2 =(1) 0.2719 1738.4 =(1) 0.2232 2652.0 =(2) 0.1786 94.6
i-2 3000 100 32750 9899.2 0.0641 0.1658 640.5 0.0641 0.1463 1212.1 =(3) 0.0134 100.2
i-3 3000 150 36898 1367.0 =(3) 0.0740 269.5 =(4) 0.0279 468.6 =(9) 0.0003 107.5
i-4 3000 200 41825 1557.4 =(1) 0.0904 256.7 =(3) 0.0550 439.5 =(3) 0.0033 105.2
i-5 5000 150 (50587) >24h -0.6306 -0.5905 1421.6 -0.6306 -0.6134 2617.1 -0.6306 -0.6292 216.9
i-6 5000 200 57185 5943.4 =(1) 0.0371 965.1 =(1) 0.0344 1858.3 =(3) 0.0044 242.8
i-7 5000 250 62464 2912.2 =(3) 0.0155 575.8 =(5) 0.0120 1261.9 =(8) 0.0005 278.2
i-8 5000 300 (65990) >24h -0.0788 -0.0339 751.3 -0.0833 -0.0511 1305.7 -0.0955 -0.0899 294.0
i-9 5000 350 (70794) >24h -1.0425 -0.9841 613.4 -1.0594 -1.0033 1419.7 -1.0580 -1.0519 308.3
i-10 5000 400 74459 25639.4 0.0013 0.0283 420.6 =(1) 0.0200 691.6 =(1) 0.0056 259.7
Avg. 761.3 1392.7 200.7
Table 3 presents the results of the three TSP solvers on the 10 new very
large CTSP instances of Set 3. Notice that if an instance cannot be solved
exactly by the Concorde TSP solver, the percentage gaps (B-Err and A-Err)
are calculated using the Concorde’s best upper bound. In this case, column
‘Opt.’ corresponds to the best upper bound from Concorde, and a negative
(positive) gap indicates a better (worse) result compared to this bound.
From Table 3, we can make the following observations. First, Concorde man-
ages to optimally solve 7 out of these 10 very large instances with a run time
ranging from 1100 seconds to more than 25000 seconds. For these 7 instances,
LKH-2 attains the optimal solutions for 6 instances while GA-EAX reaches all
optimal solutions. Second, for the three instances that cannot be solved exactly
by Concorde, both LKH-2 and GA-EAX report better results than the best
upper bounds of Concorde. However, LKH-2 has a worse performance both
in terms of solution quality and computation time compared with GA-EAX.
Third, GA-EAX has an excellent time efficiency across the instances of this
set and scales very well with the increase of instance sizes. These observations
are consistent with those from Tables 1-2.
To sum, the exact Concorde TSP solver is very efficient for the CTSP instances
with up to 1000 vertices and becomes time consuming for larger instances.
The inexact LKH-2 TSP solver has troubles to solve these clustered instances,
which is consistent with previous studies such as [14,28]. The EAX-based
genetic algorithm performs remarkably well both in terms of solution quality
and computational efficiency and scales well with the instance sizes.
To deepen our computational study, we call upon to the performance profile, a
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Fig. 3. Performance profiles comparing solution quality and computing time.
analytic tool for evaluating the performances of multiple compared optimiza-
tion algorithms [9]. The performance profile uses a cumulative distribution
function for a performance metric, such as run time, objective function val-
ues, number of iterations, and so on. For a given metric, the performance
profile associated to an algorithm s indicates the probability ρs(τ) that the
algorithm attains results which are within a factor τ of the best result attained
by all compared algorithms over a set of problem instances. A higher proba-
bility indicates a better algorithmic performance under the given metric. The
value of ρs(1) is the probability that the algorithm will win over the rest of
the compared algorithms.
To make a fair and meaningful comparison with this tool, we focus on the two
inexact solvers LKH-2 and GA-EAX and run each solver 10 times on each
of the 45 instances. We use the software ‘perprof-py’ [31] to draw the perfor-
mance profiles (see Figure 3) where the quality of the solution is measured by
the average objective value and average run time. These performance profiles
shows a clear dominance of GA-EAX over LKH-2 both in terms of solution
quality and run time efficiency.
4.4 TSP solvers v.s. state-of-the-art CTSP heuristics
In Section 4.3, we identified GA-EAX as the most suitable method for solving
clustered instances converted from the CTSP. We now answer the following
question: Does GA-EAX compete well with state-of-the-art CTSP heuristics
specially designed for the problem?
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Table 4
List of the reference algorithms for the CTSP
Algorithm name Reference Search strategy
VNRDGILS [25](2018) A hybrid heuristic based on GRASP, ILS and VNRD
HHGILS [24](2016) A hybrid heuristic based on GRASP, ILS and VND
GPR1R2 [23](2013) A GRASP with Path Relinking PR1 and PR2
GPR1 [23](2013) A GRASP with Path Relinking PR1
GPR2 [23](2013) A GRASP with Path Relinking PR2
GPR3 [23](2013) A GRASP with Path Relinking PR3
GPR4 [23](2013) A GRASP with Path Relinking PR4
GRASP [23](2013) A traditional GRASP heuristic
TLGA [8](2007) A two-level genetic algorithm
For this purpose, we adopt three best performing CTSP heuristics: VNRDG-
ILS [25], HHGILS [24], and GPR1R2 [23]. Indeed, according to the experi-
mental studies reported in [23,24,25], these three heuristics perform the best
among the recent CTSP heuristics available in the literature (see Table 4).
This study is based on the 35 medium and large instances of Sets 1 and 2
(no results for the three CTSP heuristics are available on the 10 very large
instances of Set 3).
Table 5 provides a summary of the results of the GA-EAX TSP solver along
with the results reported by the three CTSP algorithms on the medium and
large instances. For each instance and algorithm, columns ‘fbest’, ‘favg’ and
‘t(s)’ show respectively the best objective value over 10 independent runs, the
average objective value and the average run time in seconds. To determine
whether there exists a statistically significant difference in performance be-
tween the GA-EAX TSP solver and each CTSP algorithm in terms of best
and average results, the p-values from the Wilcoxon signed-rank tests are given
in the last row of the tables. Entries with “-” mean that the corresponding re-
sults are not available in the literature. The best objective values obtained by
the compared algorithms are indicated in bold if they attain the optimal solu-
tion. Notice that the results of the CTSP algorithms (VNRDGILS, HHGILS
and GPR1R2) correspond to 10 executions per instance on a computer with
2.83 GHz Intel Core 2 CPU and 8 GB RAM and the time limit per run was
set to 720 seconds for medium instances and 1080 seconds for large instances.
From Table 5, we observe that compared to the three CTSP algorithms, the
GA-EAX TSP solver attains consistently the optimal solutions for all 35
medium and large CTSP instances. However, among the three CTSP algo-
rithms, the optimal result is obtained only for 1 instance by HHGILS. Al-
though the experimental platforms are different, we further observe that the
GA-EAX TSP solver is more than an order of magnitude faster than the CTSP
algorithms while reporting much better results.
Figure 4 provides boxplot graphs to compare the distribution and range of the
average results for each compared algorithm, except GPR1R2 for the medium
instances since its results on several medium instances are not available. In
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Fig. 4. Boxplots of the normalized average objective values for the medium instance
set and large instance sets.
this figure, the average objective value favg of a given algorithm is normalized
according to the relation y = 100 ∗ (favg − fopt)/fopt, where fopt is the optimal
value. The plots in Figure 4 show clear differences in the distributions of the
average results between GA-EAX and each compared CTSP heuristic, which
further confirms the efficiency of the GA-EAX TSP solver with respect to
these dedicated CTSP heuristics.
Table 6
Statistical results for the GA-EAX TSP solver and three state-of-the-art CTSP
algorithms on the medium instance set and large instance set. Dominating values
are indicated in bold.
GA-EAX VNRDGILS HHGILS GPR1R2
Medium instance set Optimal solutions 20/20 0/20 1/20 0/20
Average Gapbest/Gapavg(%) 0.00/0.00 0.18/0.30 0.21/0.40 0.39/0.73
Average time (s) 5.6 720.0 720.0 720.0
Large instance set Optimal solutions 15/15 0/15 0/15 0/15
Average Gapbest/Gapavg(%) 0.00/0.01 8.61/10.39 11.04/15.51 12.24/15.49
Average time (s) 30.3 1080.0 1080.0 1080.0
Table 6 summarizes the statistical results for each compared algorithm on the
two sets of medium and large instances. The first row indicates the number
of optimal solutions found by each approach. The average percentage gap of
the best/average result from the optimal result is provided in row ‘Average
Gapbest/Gapavg’. Finally, row ‘Average time (s)’ provides the average run time
in seconds for each algorithm. From Table 6, we observe that the GA-EAX
solver significantly outperforms the three CTSP algorithms on the medium
and large instances in terms of both the best and the average results. For the
large instance set, the improvement gaps between the results of GA-EAX and
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those of the CTSP methods are very high, ranging from 10.39% to 15.49%.
Furthermore, in terms of the average run time, GA-EAX is about 30 to 130
times faster than the CTSP algorithms. The above results thus indicate that
the GA-EAX TSP solver has a strong dominance over current best performing
CTSP approaches in the literature. Finally, the results of the Concorde TSP
solver and the LKH-2 solver reported in Section 4.3 indicate that these TSP
solvers also dominate the current best CTSP algorithms in the literature.
5 Conclusions
This paper presents the first large computational study on testing modern
TSP solvers for solving the CTSP. According to the computational results
from the exact Concorde TSP solver and the inexact LKH-2 and GA-EAX
TSP solvers on two sets of medium and large CTSP benchmark instances
available in the literature (with up to 2000 vertices) and a new set of very
large CTSP instances (with up to 5000 vertices), we can make the following
conclusions.
• The exact Concorde TSP solver can optimally solve all medium and large
CTSP instances, but fails to solve three very large instances with 5000 ver-
tices in 24 hours. Its solution time increases considerably with the instance
sizes.
• Due to the clustering nature of the transformed instances, the powerful
inexact LKH-2 TSP solver does not perform well. LKH-2 reports a worse
performance both in terms of solution quality and computation time, com-
pared with GA-EAX.
• The GA-EAX solver performs remarkably well both in terms of solution
quality and computational efficiency, with a very high scalability. It can
stably attain the optimal solutions for all medium and large CTSP instances
available in the literature with a short time.
• The TSP solvers all dominate the current best performing CTSP heuristics
specially designed for the problem. This is particular true for the GA-EAX
solver, which is 30 to 130 times faster than the state-of-the-art CTSP heuris-
tics to find much better results.
Finally, this study also indicates that the existing CTSP benchmark instances
in the literature are not challenging for modern TSP solvers even if they remain
difficult for the current CTSP algorithms.
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