A pattern is a finite string of constant and variable symbols. The non-erasing language generated by a pattern is the set of all strings of constant symbols that can be obtained by substituting non-empty strings for variables. In order to build the erasing language generated by a pattern, it is also admissible to substitute the empty string. The present paper deals with the problem of learning erasing pattern languages within Angluin's model of learning with queries. Moreover, the learnability of erasing pattern languages with queries is studied when additional information is available. The results obtained are compared with previously known results concerning the case that non-erasing pattern languages have to be learned.
Introduction
A pattern is a finite string of constant and variable symbols (cf. Angluin [1] ). The non-erasing language generated by a pattern is the set of all strings of constant symbols that can be obtained by substituting non-empty strings for variables. In order to build the erasing language generated by a pattern, it is also admissible to substitute the empty string.
Patterns and the languages defined by them have found a lot of attention within the last two decades. In the formal language theory community, formal properties of both erasing and non-erasing pattern languages have carefully been analyzed (cf., e.g., Salomaa [15, 16] , Jiang et al. [7] ). In contrast, in the learning theory community, mainly the learnability of non-erasing pattern languages has been studied (cf., e.g. quite easy to formulate problems are still open. The most challenging problem is the question of whether or not the class of all erasing pattern languages is Goldstyle learnable from only positive data. In contrast, the affirmative answer to the analogue question for non-erasing pattern languages has already been given in the pioneering paper Angluin [1] . Thus, one may expect that things become generally more complicated when dealing with erasing pattern languages.
In the present paper, we study the learnability of erasing pattern languages in Angluin's [3] model of learning with queries. In contrast to Gold's [5] model of learning in the limit, Angluin's [3] model deals with 'one-shot' learning. Here, a learning algorithm (henceforth called query learner) receives information about a target language by asking queries which will truthfully be answered by an oracle. After asking at most finitely many queries, the learner is required to make up its mind and to output its one and only hypothesis. If this hypothesis correctly describes the target language, learning took place.
Furthermore, we address the problem of learning erasing pattern languages with additional information using queries, a refinement of Angluin's [3] model which has its origins in Marron [11] . In this setting, the query learner initially receives a string that belongs to the target language before starting the process of asking queries. As it turns out, this extra information may allow for a considerable speeding up of learning.
Although, there is a rich reservoir on results concerning the problem of learning non-erasing pattern languages with queries (cf. e.g., Angluin [3], Lange and Wiehagen [9], Erlebach et al. [4] , Matsumoto and Shinohara [12]), to our knowledge, there is only one paper that addresses the erasing case. In Erlebach et al. [4] , the authors pointed out that erasing one-variable pattern languages can be learned using polynomially many supersets queries. In the present paper, we mainly deal with the problem to which extent, if at all, the known results for the non-erasing case have their analogue when erasing pattern languages have to be learned. We hope that this and similar studies help to widen our understanding of the peculiarities of learning erasing pattern languages, in general, which, in the long term, may produce insights being of relevance to successfully attack the longstanding problem of whether or not positive examples suffice to learn erasing pattern languages in Gold's [5] Membership queries. The input is a string w and the answer is 'yes' and 'no', respectively, depending on whether w belongs to the target language L. Equivalence queries. The input is a language L . If L = L , the answer is 'yes'.
Otherwise, together with the answer 'no' a counterexample from the symmetrical difference of L and L is supplied. Subset queries. The input is a language L . If L ⊆ L, the answer is 'yes'. Otherwise, together with the answer 'no' a counterexample from L \ L is supplied. Superset queries. The input is a language L . If L ⊆ L , the answer is 'yes'.
Otherwise, together with the answer 'no' a counterexample from L \ L is supplied.
