We apply Renormalization Group techniques to the Real Time formulation of thermal field theory. Due to the separation between the T = 0 and the T = 0 part of the propagator in this formalism, one can derive exact evolution equations for the Green functions describing the effect of integrating out thermal fluctuations of increasing wavelengths, the initial conditions being the renormalized Green functions of the T = 0 theory. As a first application, we study the phase transition for the real scalar theory, computing the order of the transition, the critical temperature, and critical exponents, in different approximations to the evolution equations for the scalar potential.
Introduction
The dynamics of a second order, or weakly first order, phase transition is governed by long wavelength fluctuations of the order parameter. These fluctuations, whose length scale is much larger than the inverse temperature of the system, are essentially classical, since the probability of a quantum fluctuation over such scales is highly suppressed. For this reason, the details of the microscopic theory are not relevant to the description of the critical behavior of the system, which can be succesfully studied by using classical models, like the Ising model for ferromagnets or the Ginsburg-Landau theory for superconductors.
In these models, a free energy can be defined as a functional of a macroscopic order parameter, which is allowed to vary only on large length scales. The effect of the short wavelength (quantum and thermal) fluctuations is incorporated by the parameters appearing in the free energy (masses, coupling constants, etc.) which are usually treated as phenomenological parameters but should be in principle computable starting from the underlying theory.
The Wilson Renormalization Group (RG) [1] provides the natural framework in which this procedure can be systematically carried out. The main idea is to start from a microscopic theory, the parameters of which are supposed to be known, and then progressively integrate out the high frequency modes of the order parameter down to some infrared cutoff Λ. In this way one obtains a coarse-grained order parameter and the corresponding effective action, which can be used as the relevant tool to describe the system.
In this paper, we will apply this idea to quantum field theory at finite temperature. Our approach will be the following. First, we will assume that we "know" the zero temperature renormalized quantum field theory, which means that there exists some reliable approximation method (perturbation theory, lattice simulations, etc.) to compute the zero temperature renormalized Green functions. In this way, the renormalization constants can be fixed by the experimental measurements and all the parameters of the theory are known. In a RG language, we assume that all the quantum fluctuations have been already integrated out.
Second, we will integrate out thermal modes only, for frequencies higher than the infrared cutoff Λ. For non-vanishing values for Λ, we will obtain coarse-grained order parameter and free energy, which are the appropriate objects to study the dynamics of long wavelength thermal fluctuations. In the limit Λ → 0, we will obtain the finite temperature quantum field theory in thermal equilibrium.
In this approach, since all the quantum fluctuations are integrated out from the beginning, it will be possible to relate the thermal field theory and the physical (renormalized) quantum field theory at zero temperature in a transparent way.
The ideal framework to perform this program of coarse-graining of thermal fluctuations is the Real Time (RT) formulation of thermal field theories [2] , in which the thermal part in the free propagators is well separated from the zero temperature quantistic one. As it is well known, the price to pay for this is a doubling of the number of the degrees of freedom. These "ghost" fields are necessary to cancel the so-called pinch singularities, which are due to the fact that the thermal fluctuations are on-shell. For these technical complications Matsubara's Imaginary Time (IT) approach [3] is more popular in the literature.
In particular, the coarse-graining procedure can be precisely formulated in the so-called Closed-Time-Path (CTP) formalism [4] (see refs. [5, 6] for a clear and exhaustive presentation). Indeed, the description of a system in which only the short wavelength fluctuations are in thermal equilibrium can be achieved by modifying the density matrix with respect to the thermal one, and the CTP was designed just to describe systems with a generic density matrix.
Anyway, the reader not familiar with the CTP formalism should not worry too much about it. As we will discuss in the Appendix, the modification of the density matrix that we will consider is equivalent to working in the more familiar RT formulation of Niemi and Semenoff [2, 7] with a modified distribution function, given by the Bose-Einstein distribution function (or the Fermi-Dirac, for fermions) multiplied by the cutoff function.
As a first stage of this program, in this paper we illustrate our method by considering the well-studied self-interacting real scalar theory. As is well known, this model belongs to the universality class of the Ising model, and then it has a second order phase transition. However, perturbation theory fails to reproduce this result even after the resummation of daisy and super daisy diagrams [8] , unless the gap equations are solved to O(λ 2 ), λ being the quartic coupling constant [9] . We derive the "exact" Wilson RG equation for the effective potential and approximate it by expanding in powers of space-time derivatives of the field. As we will discuss, even after our approximations, the effective potential computed in this approach includes more contributions than the superdaisy resummed one in [8] and the prediction of a second order phase transition will emerge in a clear way. In particular, we will see that the running of the coupling constant, which is neglected in perturbation theory, is a very strong effect. At the critical temperature, the effective coupling constant vanishes together with the thermal mass, and this cures the severe infrared problems encountered in perturbation theory.
The paper is organized as follows. In Section 2 we define the cutoff thermal field theory and discuss the relationship with other RG approaches. In Section 3 we derive the Renormalization Group flow equations for the quantities of interest. In Section 4 the evolution equation for the cutoff effective potential is approximated in various ways in order to perform the numerical analysis. Section 5 contains the results of our numerical study and Section 6 some conclusions and further comments. In the Appendix we briefly describe the Closed Time Path method and how it applies to our case.
Cutoff thermal field theory
As explained in the introduction, our aim is to define a coarse-graining procedure in which all the quantum fluctuations, and the high frequency thermal ones down to an infrared cutoff Λ, are integrated out. In this Section we will construct a path integral representation of the resulting generating functional of coarse-grained Green functions, in the case of a self-interacting real scalar field.
Cutoff propagators
Let us consider a free field, expanded in the usual manner in terms of annihilation and creation operatorsφ
with k 0 = ω k = k 2 + m 2 , and m 2 represents here the zero temperature, physical mass of the scalar particle.
In the case of an ideal gas in thermal equilibrium at a temperature T = 1/β one has [3] 
The thermal averages in eq. (2) are both temperature dependent. In particular, in the second line, we have a "thermal" contribution, the N(ω k ) inside the squared parenthesis, and a T = 0, "quantum" contribution, the "1". Of course, the commutator [a k , a † k ′ ] being a c-number, its expectation value is independent on the state and is the same as in the zero temperature vacuum
independent of T . We propose to modify the above relations by introducing an infrared cutoff on the thermal part only, that is
where, in general, Θ(| k|, Λ) is a cutoff function which is 1 for | k| ≥ Λ and rapidly vanishes for | k| < Λ. The simplest choice for Θ(| k|, Λ) is the Heavyside theta function
For simplicity, in the following we will always use the step function, even though in order to perform safe formal manipulations one should choose [10] a cutoff function which is always non-vanishing and of class C ∞ , and take only at the end the limit (5).
The physical state described by the relations in (4) is the one in which thermal equilibrium is achieved only by the fast, high frequency, modes, from | k| → ∞ down to the cutoff scale | k| ≃ Λ. The corresponding density matrix is given by
where β k,Λ = βω k for | k| > Λ and goes to infinity for | k| < Λ. The quantum relation
analogous to eq. (3), is valid, in this state, for any value of the momenta, irrespective of the cutoff. Note that this would have not been the case if we had multiplied the whole right hand side of the second line of equation (2) for the cutoff function Θ(| k|, Λ). Now the cutoff Green functions are defined in the usual way, as statistical averages of Heisenberg fields ordered along a path C in the complex time plane [5, 6] , running from −∞ to +∞ along the real time axis and back from +∞ − iε to −∞ − iε infinitesimally below it. As we will show in the Appendix, the effect of the non-thermal density matrix (6) can be accounted for by simply working in the usual equilibrium formalism, but with the Bose-Einstein distribution function multiplied by the cutoff function. For instance, the two point Green function is
where θ c (t − t ′ ) is the generalization of the theta function on the contour C and the two point correlation functions are
The free cutoff propagator D
0 (x, x ′ ) can be computed in the standard way, by substituting (1) in (7) and (8) , and using (4). One obtains
The propagator can be seen as a 2 × 2 matrix whose components are given by
where t, t ′ lie on the real time axis and we have omitted the spatial arguments of the propagator.
Using the expression (10) and then Fourier transforming, we obtain the Real Time cutoff propagator in momentum space
where
Note the separation between the T = 0 and the thermal part. In the ε → 0 limit, we have
that is, the thermal part of the tree level propagator involves on-shell degrees of freedom only (only real particles belong to the thermal bath).
Since it will be useful in the following, we give here also the expression for the derivative of the propagator with respect of the cutoff
and for the inverse of the propagator
Cutoff effective action
By introducing independent sources j 1 and j 2 for the two pieces of the contour C (the real time axis and the t−iε one, respectively), the path integral representation of the generating functional of Real Time cutoff Green functions can be written as [7] 
where the trace means integration over momenta while the dot represents the sum over field indices
and S[φ] is the bare interaction action
Notice that in eq. (15) it is assumed that the usual procedure of renormalization of the perturbative ultraviolet divergences of the zero temperature theory has been carried on. Namely it is assumed a regulator, whose precise form is irrelevant for our discussion, and a set of zero temperature renormalization conditions.
In the usual interpetation of the Real Time formalism φ 1 and φ 2 are respectively the "physical" field and the "ghost" field. From the expression of the propagator in (11) one can immediately realize that, in the limit Λ → ∞ (which in practice, due to the exponential behavior of the Bose-Einstein distribution function, means Λ ≫ T ) none of the thermal modes are propagating inside the loops. In this case by taking the functional derivatives of (15) with respect to the source j 1 one obtains exactly the zero temperature, fully renormalized, quantum field theory. On the other hand, in the opposite limit Λ → 0 the propagator tends to the equilibrium, Real Time, finite temperature propagator, and consequently the generating functional in (15) gives the full finite temperature theory in thermal equilibrium.
We define as usual the cutoff effective action as the Legendre transform of the generating functional of the connected Green functions
where we have isolated the free part of the cutoff effective action and used for the classical fields the same notation as for the quantum fields.
As discussed in [2] , the free energy of the system is given by the functionalΓ Λ [ϕ], defined by the relation
The tadpoleΓ (1) Λ (ϕ), which will play an important rôle in the following, is found by evaluating (18) for a space-time independent field configuration Γ (1)
We conclude this Subsection recalling an important property. By inspection, one finds that the cutoff effective action has a discrete Z 2 symmetry [2]
This relation has the following consequences on the derivatives of the tadpole
where again ϕ is space-time independent. We will use these relations below.
Relation to the other formulations of the Wilson RG
Before proceeding with the discussion, we would like to comment about the relationship between our approach and the other formulations of the Wilson RG existing in literature.
The first application of the continuum Wison RG philosophy to quantum field theory at T = 0 is due to Polchinski [10] . The motivation of that work was to provide a demonstration of perturbative renormalizability without resorting to diagrammatic techniques.
In this formulation, which we will indicate in the following as Polchinski RG, only the modes between an infrared cutoff Λ and an ultraviolet cutoff Λ 0 are allowed to propagate inside loops. The bare Euclidean Lagrangian depends only on the UV scale Λ 0 , which is eventually sent to infinity, and the renormalization group flow describes the effect of quantum fluctuations coming into play as the infrared cutoff Λ is lowered. This can be achieved in a way formally analogous to what we have done in this Section, the main difference being in the form of the cutoff propagator. Namely, in this case the cutoff procedure has to be applied to the full propagator, and not only to a part of it, as we have done here. That is
where D(k) is the tree level propagator. The internal legs of the Green functions generated by the analogues of our Z Λ , W Λ , and Γ Λ , now carry only momenta Λ < k < Λ 0 . Therefore the 1PI Green functions are given by the bare couplings for Λ = Λ 0 (since no modes are propagating inside loops) and by the fully renormalized ones for Λ = 0 (since in this limit the quantum corrections have been included at any momentum scale).
On the other hand, since the cutoff procedure described in this Section modifies the thermal part of the propagator only, the Green functions defined in this paper contain the full quantum corrections independently of the value of Λ. Lowering Λ, we are introducing new thermal modes only.
In short, the Polchinski formulation of the Wilson RG interpolates between the bare and the physical (renormalized) theory, whereas the formulation presented in this paper interpolates between the physical theory at T = 0 and the physical theory at T = 0.
Since the two RG's describe two different physical problems, also the boundary conditions will be different in the two cases. As stated previously, at Λ = Λ 0 in the Polchinski RG we have the bare Lagrangian. Thus, one should impose two different classes of boundary conditions [10, 12] . The first one involves all the "irrelevant" operators, the ones with dimension larger than 4. These should satisfy the power counting in Λ 0 at the ultraviolet scale Λ = Λ 0 . The remaining, "relevant", couplings have to be fixed by the matching of the renormalized theory and the physical observables, and so the initial conditions for them should be given at Λ = 0.
On the other hand, in the approach presented in this paper, the physical theory corresponds to the initial condition at Λ → ∞, so that all the couplings, both the relevant and the irrelevant ones, have to be fixed at this point.
The Wilson Renormalization Group method has already been applied to the study of the T = 0 quantum field theory in the Imaginary Time formalism in ref. [14] and more recently in [15] . The thermal propagator in the Imaginary Time formalism [16] is obtained from the Euclidean propagator after the replacement k 0 → ω n where ω n = 2πT n are the Matsubara frequencies 1
and the k 0 integration is consistently replaced by T n .
While in the Real Time formalism the quantum and the thermal part of the propagator can be clearly identified, as in (11), in the Imaginary Time formalism this separation cannot be achieved, as we read from (24) . So, in order to formulate a Wilson RG in this case, one can only modify the thermal propagator as in (23), imposing a IR cutoff on the combination (2πT n) 2 + | k| 2 .
In this case we recover the bare theory for Λ = Λ 0 , since no modes, neither quantum nor thermal, have been integrated in the loops, while for Λ = 0 we have the physical theory at T = 0. This formulation of the RG describes the effect of thermal and quantum fluctuations at the same time, and is different from both the one by Polchinski and from ours. Concerning the boundary conditions in this case, one has to notice that since the RG now interpolates between the bare theory and the T = 0 physical theory, there is no value of Λ corresponding to the physical theory at T = 0, the one which is supposed to be directly related to the measurable observables. Then, in order to match the running parameters with the physical theory, one has to perform a preliminary step, consisting in the derivation of the bare parameters from the renormalized, T = 0 theory [14, 15] .
Renormalization group flow equations
In this Section we study the Λ-dependence of the cutoff effective action. By taking the derivative with respect to Λ of (15) we obtain the evolution equation for
Choosing as initial conditions for Z Λ [j] at Λ ≫ T the full renormalized theory at zero temperature, the above evolution equation describes the effect of the inclusion of the thermal fluctuations at the momentum scale | k| = Λ.
The evolution equation for the generating functional of the connected Green functions
By using this equation in (17) one finds the flow equation for the cutoff effective action
Notice that the terms coming from the Λ-dependence of the classical field φ cancels out, which is a well-known general property of the Legendre transform. The evolution equations for the various vertices can be found by expanding in powers of φ the r.h.s. [12, 13] .
Derivating eq. (27) with respect to φ 1 and then setting φ 1 and φ 2 equal to a constant background ϕ, we obtain the evolution equation for the tadpole, defined in eq. (19),
and we introduced the field-dependent self-energy matrix
First of all, we need to study the kernel of the evolution equation for the tadpole, that is,
The kernel contains the "full" cutoff matrix propagator
. This can be obtained (by assuming a Schwinger-Dyson equation [7] ) from eq. (11) by substituting ∆ 0 with
where the quantity Π Λ (k; ϕ) is related to the (11) component of the self-energy matrix by
Collecting the above formulae we can compute the kernel, which turns out to be
Notice that if one uses a cutoff function different from the step function, the kernel is obtained from (32) by substituting δ(| k| − Λ) with the Λ-derivative of the new cutoff function.
Comparing (32) with the derivative with respect to Λ of the tree level propagator, that we have computed in (13) , we see that the delta function which forces the momenta on the zero temperature mass-shell has been replaced by
of which we now discuss the ε → 0 limit. First of all, the above expression vanishes, in such limit, whenever k 0 and | k| are such that Im Π Λ (k; ϕ) = 0. That is, it has no cuts on the real axis, even if ∆ Λ has such cuts. As a consequence, it can be written as i
so that the only singularities are the poles in the k 0 complex plane satisfying k 2 0 = | k| 2 + m 2 − Re Π Λ (k; ϕ) ± iε = 0, and it vanishes in the rest of the complex plane.
In the case in which | k| 2 + m 2 − Re Π Λ (k; ϕ) > 0 the poles lie infinitesimally close to the real axis, and (34) reduces to 2πδ(k 2 − m 2 + Re Π Λ (k; ϕ)). On the other hand, if | k| 2 + m 2 − Re Π Λ (k; ϕ) < 0, as it can be the case when there is spontaneous symmetry breaking, the poles lie on the imaginary axis, and the contributions of the two pieces in (34) to the integration along the real k 0 axis cancel each other.
In summary, the quantity (33) appearing in the kernel reduces, in the ε → 0 limit, to
The physical meaning of this kernel is straightforward. As the infrared cutoff Λ is lowered, the mass associated to the new modes coming into thermal equilibrium is not given by the T = 0 pole mass m 2 , but by the thermal mass, that is the pole of the full propagator obtained integrating over the high momentum modes (| k| > Λ), already in thermal equilibrium. This comes out quite naturally in this formalism, whereas in perturbaton theory one has to perform ad hoc resummations in order to cure the infrared divergencies. We will come back to the comparison between this approach and perturbation theory in the following.
The other interesting feature of this kernel has to do with the case of spontaneous symmetry breaking. In perturbation theory, one is not allowed to compute the effective potential for values of the background field close to the symmetric phase, if the temperature is less than the critical temperature of the phase transition. This is because the thermal mass squared is negative, in this region, and it gives rise to a complex effective potential. As showed by Weinberg and Wu [17] , the real part of this effective potential can still be interpreted as the energy density of a spatially homogeneous, although unstable, state.
On the other hand, in this approach, we see that the only modes giving rise to a thermal evolution are those with a real energy, and the running stops as soon as the energy squared becomes negative, so that no imaginary parts for the effective potential are generated.
The evolution equation for the tadpole (28) takes now a more simple form. By inserting the expression for the kernel (32) in (28), using (35), we obtain
(here the trace is over 1, 2 field indices) and Γ
Λ has been defined in (29).
It is important to stress here that the above equations are "exact", no approximation such as perturbative expansions or truncations has been performed up to now. In the next Section we will discuss an approximation scheme based on a derivative expansion.
Before concluding this Section, we would like to briefly discuss the infrared limit of the evolution equation for the tadpole (36). As the energy of the thermal modes become much smaller than T , the Bose-Einstein distribution function can be approximated as
Integrating in k 0 in (36) and keeping only the first term in the expansion for N(|k 0 |) in (38) the evolution equation for the tadpole becomes
if
Eq. (39) shows that, in the limit of eq. (40), the four dimensional running at finite temperature reduces to a purely three dimensional one, at zero temperature. The momentum integral is now a genuine three-dimensional loop integral with the zero temperature propagator. Eq. (39) is, in fact, the same equation that would have been obtained in the Polchinski RG in three dimensions and T = 0, provided the following matching between the three-dimensional and the four-dimensional couplings is donē
Obviously, the above matching has to be performed at a value of Λ such that the condition (40) is fulfilled, that is, in the three-dimensional regime. So, the question arises whether we can neglect, in first approximation, the four dimensional running from Λ = Λ 0 ≫ T to some value of Λ, Λ 3D , which is inside the three-dimensional regime. The answer is clearly negative, as we can read from Fig. 1 .
In this picture, we have plotted the value of the thermal mass in ϕ = 0 (see Sect. 5) as a function of the ratio Λ/T . The area to the left of the dashed line represents the region in which the Bose-Einstein distribution function can be approximated by T /|k 0 | with an accuracy better than ten percent, and consequently the three-dimensional RG equation (39) is valid to that accuracy.
As we can see, most of the running of the mass, from the zero temperature value (corresponding to Λ/T ≫ 1) to the finite temperature one, takes place before the threedimensional region is reached. In other words, in order to match the three dimensional couplings with the physical, four dimensional ones, it is essential to keep the pure four dimensional running (at T = 0) under control, and the study of the pure three dimensional running is, in general, not justified.
On the other hand, dimensional reduction is justified when one is interested in the study of the critical theory. By universality, we know that this theory is insensitive to the "initial conditions" of the RG equations, so that the matching with the physical theory at zero temperature is not very important for the computation of universal quantities.
In the following, we will make no use of dimensional reduction, and will instead always consider the four dimensional RG equations derived in the previous Sections. This approach will allow us to study both the universal quantities (critical exponents) and the non-universal ones (critical temperature, thermal masses).
Derivative expansion, truncations, and comparison with perturbation theory.
An analytic solution of the exact evolution equation for the tadpole in eq. (36) is not available. Although it is easy to perform the integral over momenta in the r.h.s. due to the δ-functions, in principle one has to know the momentum dependence of both the full selfenergy and the vertexΓ
Λ , i.e. of the first and second derivative of the tadpole with respect to the field ϕ. A similar problem is encountered in the applications of the Polchinski RG in zero temperature field theory. In that case, the derivative expansion (or momentum-scale expansion [18] ) has been revealed a robust and reliable approximation method.
In order to perform a systematic derivative expansion in this case, we expand the free energy functional defined in (18) in derivatives of the field ϕ(x) as follows:
where the dots indicate higher derivative terms. Note the term containing the quadrivector of the thermal bath, u µ , which has to be introduced for relativistic covariance.
Stopping the expansion in (42) at some order, plugging it into eq. (36), and equating the coefficients of the terms with the same powers of derivatives of the field, we obtain evolution equations for the functions V Λ , Z Λ , Y Λ , and higher orders.
A remark is in order. Usually in the Polchinski RG the expansion (42) is not well defined if one uses a sharp cutoff function. The problem arises because in the zero external momentum limit the analogue of our eq. (27) and its momentum derivatives contain illdefined products of δ(| k| − Λ), coming from the derivative of the cut-off propagator, and θ(| k| − Λ), coming from the underivated propagator [18] . Fortunately, this is not the case in our approach. The point is, again, that the theta function here appears only in the thermal part of the propagator, and all the above mentioned products of theta and delta functions cancel one another by the same mechanism which ensures the cancellation of the "pinch" singularities (the products of the delta functions putting the momentum on-shell) in the RT formalism. As a consequence, the sharp cutoff limit can be safely taken even at higher orders in the derivative expansion.
At the lowest order, the derivative expansion corresponds to neglecting the momentum dependence of the self-energy and the three-point vertex appearing in the r.h.s. of (36). In this approximation we can use (21) in (31) and ∆ Λ can be written as ∆ Λ = [k 2 − V ′′ Λ (ϕ)] −1 , where the prime over the effective potential indicates derivation with respect to the field. Analogously the three-point vertex in (37) is equal to −V ′′′ Λ (ϕ). We get
where ω Λ (ϕ) = Λ 2 + V ′′ Λ (ϕ) . Using the equilibrium Bose-Einstein distribution for N and integrating in ϕ we find the following evolution equation for the effective potential
The same equation was found in the Matsubara formalism in [19] .
Looking at the effective potential as a function of the two variables Λ and ϕ we see that the evolution equation is a non-linear partial derivative differential equation, with the initial condition V Λ=∞ (ϕ) being the renormalized effective potential at zero temperature.
In principle, one could seek for a numerical solution of the evolution equation (43). An alternative procedure, which will be followed in the present paper, is to take further derivatives of eq. (43) with respect to the field ϕ, so that the partial derivative differential equation is turned into a infinite system of ordinary first order differential equations in Λ for the unknowns
(45) In the following we will solve this system of equations at different orders of truncations, in order to test the reliability of this further approximation (besides the derivative expansion).
This also allows us to make a comparison between the present approach and the perturbative one. The 1-loop perturbative result [20] and the Daisy and Superdaisy [8, 9, 21] resummed ones correspond to different approximations of the system above, truncated at most to second order, i.e. without taking into account the evolution of the third and higher order couplings. More precisely:
(i) 1-loop Perturbation Theory corresponds to a truncation to the first equation only, the one for the tadpole, in which V ′′ Λ and V ′′′ Λ are approximated by their tree level values,
(ii) Daisy resummation improves the 1-loop result by partially taking into account the evolution of the "mass" V ′′ Λ , replacing m 2 (ϕ) with a Λ-independent "thermal mass" in the evolution equation for the tadpole. The trilinear and quadrilinear couplings are approximated by the tree level ones, that is
where the function F Λ , defined in (45), is computed approximating V ′′ Λ (ϕ) with the tree level mass.
(iii) Superdaisy resummation corresponds to an improvement of the previous approximation consisting in using as the value of the thermal mass the solutionm T of the "gap equation
As we see, the (resummed) perturbative results do not take into account the evolution equations for the trilinear and higher orders couplings. Moreover, the Λ dependence of the second derivative of the effective potential is not considered, while a Λ-independent thermal mass is introduced.
In the next Section, we will see how these effects are in general very important, mainly at temperatures close to the critical one. In particular, the inclusion of the running up to the fourth derivative of the potential, will change the transition from a (weakly) first order one to a second order one.
Numerical Results.
We have solved the system in eq. (45) at different orders of truncations and for different values of ϕ. In this way we are able to reconstruct the shape of the tadpole, and then of the effective potential. Since we are mainly interested in the study of the phase transition, we will solve the evolution equations for ϕ close to the origin, and running from Λ = Λ 0 ≫ T (in practice Λ 0 > 10T will be enough, see Fig. 1 ) down to Λ = 0. As initial condition in Λ = Λ 0 we use the 1-loop effective potential at T = 0,
and the potential has been renormalized in the MS scheme with Q 2 = −2µ 2 . In principle, different approximation schemes to the T = 0 effective potential could also be used, as given for instance by the Polchinski RG or by lattice computations. However, due to universality, the results for the critical theory should be almost insensitive to the details of the initial conditions, and the 1-loop approximation will be enough for our present purposes. In Fig. 2 we show the tadpole, V ′ Λ=0 as a function of ϕ at the critical temperature, when the system has been truncated to the second line. As we see the potential has three stationary points (the zeros of V ′ Λ=0 ), i.e. there are two minima, so that it describes a (weakly) first order phase transition. In this case, we have fixed the temperature in such a way that the two minima are degenerate. This result agrees with the one obtained in 1-loop resummed perturbation theory, see for instance ref. [8] .
However as soon as we turn the evolution for the third and fourth coupling on, as we did in Fig. 3 , we see that things change dramatically. In this case the tadpole has only one zero in ϕ = 0 for temperatures higher than a critical value and two zeros for lower temperatures. There is no temperature interval in which a third zero is present, namely the effective potential develops no barrier between the symmetric and the asymmetric phases. The critical temperature T c has been determined by requiring that the second derivative of the potential vanished. So, as soon as the running of the coupling is taken into account, the transition turns out to be of the second order, as would be expected from universality. The continuous and dash-dotted lines in this plot represent the results obtained truncating to the fourth and sixth order, respectively.
The running of the coupling is indeed a strong effect, in particular close to the critical temperature, as we read from Fig. 4 . The T = 0 value for the coupling in this picture is chosen to be 0.1, and we see that, while for T far from T c the running is a ∼ 10% effect, for T → T c the coupling vanishes.
The expansion parameter of the superdaisy resummation is given by β = λT /m T , where m T is the mass scale of the theory, in this case the thermal mass V ′′ Λ=0 . As T → T c the thermal mass vanishes, and β diverges. This is the source of the wild infrared problems of resummed perturbation theory, which prevent computations for temperatures close to the critical one. Including the running of the coupling, which is also vanishing at T c , β tends to a finite value, and the infrared problems are, if not cured, at least domesticated. This observation was made already in reference [14] .
Looking at the evolution equations, we see that the range of Λ for which there is a sizeable running of the parameters is determined by the function N(ω Λ )/ω Λ . For Λ ≫ T the distribution function is exponentially suppressed and the running is negligible, as we read from Fig. 1 . High energy modes are Boltzmann suppressed.
On the other hand, for small Λ, the function goes approximately as T /(Λ 2 + V ′′ Λ ), and so there is running as long as Λ 2 > V ′′ Λ . We can then define a correlation length as the inverse of Λ c , such that Λ 2 c = V ′′ Λc . Since there are no thermal modes at wavelengths larger than the correlation length, integrating over Λ < Λ c gives a negligible effect.
At the critical temperature we have V ′′ Λ=0 = 0, and the correlation length diverges. We can define critical indices in the usual way (see for instance ref. [22] ) and see how their computation is improved with respect to perturbation theory in the present approach.
At the lowest order in the derivative expansion, we have computed the critical exponent ν, governing the scaling of the renormalized mass near the critical temperature,
and δ, describing how the magnetization at the critical temperature, M(h, T = T c ) = φ, scales with the magnetic field h = V ′ Λ ,
In Tab. 1 we summarize our results for the order of the phase transition, the critical temperature, and the critical exponents ν and δ obtained at the lowest order in the derivative expansion, and truncating the system in eq. (45) at second, fourth, and sixth order respectively.
In the last row we have listed also the best results for the critical exponents obtained in the literature [22, 23] . We see that passing from the fourth to the sixth order of truncation we have a sizeable improvement in the result for ν and δ.
Including the corrections of O ((∂ϕ) 2 ), keeping also the third and fourth terms in the expansion in (42) [22, 23] II 0.63 4.82 0.032 Table 1 : Results for the order of the phase transition, the critical temperature, and the critical exponents ν, δ, and η at different orders of approximations to the evolution equations (see text). The last row contains the best values in the literature. 
Taking again derivatives with respect to the field ϕ, we obtain a system of first order differential equations for
. .. We have truncated this system at the fourth derivative for V Λ and at the second one for Z Λ and Y Λ . Due to the Z 2 symmetry of the model, and using the fact that the initial condition for Y Λ (which corresponds to its zero temperature value) is zero, the effect of Y Λ and its derivatives is negligible for values of ϕ close to the origin, and can be neglected with respect to that of Z Λ .
The result is reported in the fourth row of Tab. 1. As we can read, the effect of wave function renormalization is very small, as may be expected since in perturbation theory it arises at two loops. So, in this model, the derivative expansion turns out to be a very efficient approximation scheme.
The accuracy of our results for the critical exponents is generally quite better than the one obtained in other approaches to the four dimensional theory, like perturbation theory or the IT formulation of the RG [14] , both predicting ν = 0.5. However, the best way to compute the critical exponents remains the study of the three dimensional critical theory (see refs. [22, 23] and, for a RG computation, [24] ). On the other hand, if one is interested in studying the theory out of the critical regime, or in the case of a first order phase transition, the three dimensional approach is not suited any more, and the full four dimensional theory has to be addressed. In this case, as we have discussed at the end of Sect. 3, the present formulation of the Real Time RG provides a clear connection between the theory at finite temperature and the theory at T = 0 that we are supposed to test in the laboratories.
Conclusions and outlook
In thermal field theory one encounters several difficulties while performing perturbative calculations. These problems come from the severe infrared divergences which plague finite temperature Green's functions, in particular in gauge theories. To this aim it was proposed and developed a resummation technique of the so-called "hard thermal loops" [25] . However, this method is not successful for scales in which non-perturbative physics (such as the gluon magnetic mass in QCD) become relevant. The key problem is that ordinary perturbation theory does not clearly separates the various scales in the game, unless one is able to perform a very complicated reorganization of the diagrammatic expansion. It is believed that the Wilson RG approach should be very helpful in this sense.
In this paper we have considered the Wilson RG formulation of a Real Time thermal field theory. The main idea is to consider the thermal interaction between a quantum field and a thermal bath as an effective interaction, namely to regard the frequency modes above a certain scale Λ as effective interactions for the low energy modes below Λ. Therefore the thermal fluctuations above Λ are integrated out and put in a "Wilsonian effective action", which satisfies an "exact" (in principle) evolution equation in Λ. We solved this flow equation for the effective potential in various approximations, providing a non-perturbative resummation of Feynman graphs. The approach is physically quite transparent, rigorous and gives better numerical results with respect to usual resummed perturbation theory. The Wilson method had already been applied to the same self-interacting scalar model in the Imaginary Time Matsubara formalism of thermal field theories [14, 15] . Our results agree with these previous analysis and are better in some cases. However, the main aim of this paper was to set up the general formalism and discuss some approximation methods, by using the well-studied scalar theory.
Concerning the extension of this Real Time approach to gauge theories, we believe it is very promising, since the issue of gauge invariance can be considered in a clean way by using the CTP formalism described in the Appendix. Moreover, by imposing the thermal boundary conditions only on the physical degrees of freedom, as suggested in [26] , one finds that the thermal on-shell part of the propagators is gauge invariant. Therefore the RG evolution equations obtained in this way provide a gauge invariant resummation. The consequences of this observation will be considered in a separate publication.
Moreover the Real Time formalism is absolutely necessary in order to deal with nonequilibrium phenomena. We hope this paper is a first step towards a consistent formulation of coarse-graining in out of equilibrium field theory. As far as the problem of thermalization is concerned, it should be possible to derive a Boltzmann equation, at least for a quasiequilibrium or quasi-stationary system, and give a precise physical meaning to the IR cutoff Λ, which could be interpreted as the thermalization scale, Λ(t), to be determined dynamically. With such a systematic treatment, one should be able to compute corrections to the Boltzmann equation, at least in some regimes. More generally, the dynamical elimination of the degrees of freedom which are irrelevant at a certain scale, would permit to derive an effective theory (for instance a kinetic theory [27] ) from the underlying fundamental field theory. These points are currently under exploration. the foundation Della Riccia for partial support. M.P. acknowledges support from the EC "Human Capital and Mobility" program.
A The Closed Time Path formalism
In this Appendix, we give a short review of the CTP formalism [4] , and discuss its application to the formulation of the Wilson RG presented in this paper. We will follow the presentation of refs. [5] and [6] (see also the review [28] ).
This technique was introduced to describe the out of equilibrium evolution of an arbitrary initial state, described by a density matrix ρ.
In the usual path integral approach to scattering theory, one is interested to the transition amplitudes between a |in and a |out vacuum state in presence of an external source. We now face a different physical problem. We want to follow the out of equilibrium time evolution of an interacting field, without knowing its state in the fare future. Moreover, we look for real and causal evolution equation. For an hermitian field operator, one expects the diagonal matrix element in|in to be real and the off-diagonal ones out|in complex.
Therefore the basic idea of the CTP method is to start from a diagonal in|in matrix element at a given time t = 0 and insert a complete set of states at a later time t ′ Z[J + , J − ] = [dψ] in, 0|ψ, t ′ J − ψ, t ′ |in, 0 J + ,
where J + and J − are the two sources for the propagation forward and backward in time, respectively. Notice that one puts different sources for the two transition amplitudes, since one is mainly interested in following the forward time evolution. By introducing the density matrix ρ of the initial state and setting t ′ = +∞ one gets
where T and T * are the time and anti-time ordering operators, respectively. We see the origin of the name CTP. This path-integral is performed on a contour in the complex time plane running from t = 0 to t = ∞ and then back to t = 0. One can then introduce a standard path integral representation for the two matrix elements corresponding to the transitions from the state at t = 0 to the state at t = t ′ and viceversa
It is clear how the +, − fields and sources correspond to the ones labelled with 1, 2 in the paper, respectively. Therefore we introduce the vectors φ a = (φ + , φ − ) , J a = (J + , J − ) .
As far as the intial state is concerned, one can always decompose the density matrix element at t = 0 in the following way φ 1 , 0|ρ|φ 2 , 0 = exp i K + K a φ a + 1 2 K ab φ a φ b + . . . .
Therefore the information on the initial state is all contained in the non-local sources K, which are obviously concentrated at t = 0. The various K's are just boundary conditions in time for the corresponding Green functions. In this way a perturbative expansion may be constructed, with the usual Feynman rules.
We now specify the form of the initial state. For an initial state of a real free particle in thermal equilibrium ρ ∼ exp[−β d 3 k ω k a † k a k ] and the matrix element is [5] 
We see that the effect of this initial state is just to add a correction to the free propagators of the theory. In this way the free propagator of the Real Time thermal field theory is obtained. For a pure thermal but interacting real particle, the matrix element in (46) cannot be computed exactly, but the Wick theorem may be used to perform the usual perturbative calculations of the Real Time equilibrium theory. In this way we find the same result we would have found by applying the well-known property that for a pure thermal state, the matrix element φ 1 , 0|ρ|φ 2 , 0 admits a path integral representation over the path going from t = 0 along the imaginary time axis to the time t = −iβ. It may also be shown that indeed there is a certain freedom in the choice of the path to go from t = 0 to t = −iβ, so that all the various formulations of the equilibrium thermal field theory are obtained.
The density matrix relevant to this paper, eq. (6), is obtained by introducing a momentum dependent temperature
As discussed in [5] , if the density matrix has this form all the initial n-point correlations K's in (46) vanish for n > 2, and the result for the density matrix element (46) is obtained from eq. (47) after the substitution βω k → β.
As a consequence, the only modification with respect to the usual equilibrium RT formalism will consist in replacing the Bose-Einstein distribution function in the free propagators with the cutoffed one defined in (10) .
