A meaningful characterization of epidemiologic fields (mortality, incidence rate, etc.) often involves the assessment of their spatiotemporal variation at multiple scales. An adequate analysis should depend on the scale at which the epidemiologic field is considered rather than being limited by the scale at which the data are available. In many studies, for example, data are available at a larger scale (say, counties), whereas the epidemiologist is interested in a smaller-scale analysis (say, residential neighborhoods). We propose a mathematically rigorous and epidemiologically meaningful multiscale approach that uses the well-known BME theory to study important scale effects and generate informative scale-dependent maps. The approach is applied to a real-world case study involving daily mortality counts in the state of California. The approach accounts for scale effects and produces mortality predictions at the zip-code scale by downscaling data from the county scale. The multiscale approach is tested by means of a verification data set with detailed mortality information at the zip-code level for 1 day. A measure of mapping accuracy is used to demonstrate that the multiscale approach offers more accurate mortality predictions at the local scale than existing approaches, which do not account for scale effects.
Introduction
The realistic representation of epidemiologic fields across space and time (disease incidence, mortality rate, physiological conditions, etc.) as well as their accurate prediction and mapping are crucial factors in obtaining a deeper understanding of these fields and their impact on society. Indeed, the spatiotemporal distribution of epidemiologic fields can offer insights about disease mechanisms, suggest possible risk factors, and generate useful information for health risk management (Christakos and Hristopulos, 1998) . Also, spatiotemporal modelling has been used to study associations between environmental exposure and adverse health effects in terms of a physico-epidemiologic predictability criterion .
The distributions of epidemiologic fields are often characterized by significant variations and uncertainties across space and time. The distribution of cancer incidence, for example, exhibits considerable heterogeneity at different geographical scales. Furthermore, for some forms of cancer the ratios of highest over lowest incidence rates can be very elevated across space (Muir, 1975; Mayer, 1983; Pukkala, 1989) . Collecting data on an epidemiologic variable may also require a procedure leading to information (for example, surveys, questionnaires, and incomplete records) that needs to be interpreted adequately in uncertainty terms. As a result, in recent years we find an increasing number of epidemiologic studies using stochastic analysis (Carrat and Valleron, 1992; Oliver et al., 1992; Christakos and Lai, 1997) . The Bayesian maximum entropy (BME) approach; (Christakos, 1992 (Christakos, , 1998 (Christakos, , 2000 has been used with considerable success in the prediction of a variety of natural and epidemiologic fields exhibiting considerable fluctuations across space and time. In environmental health sciences, for example, BME has been integrated with spatiotemporal random field theory (S/TRF) leading to a powerful holistic paradigm of human exposure (Christakos and Hristopulos, 1998; Christakos and Kolovos, 1999) . In epidemiologic research, BME prediction across space and time demonstrates certain important advantages: it possesses a sound epistemic framework based on sound rules of knowledge acquisition and processing; it accounts for various sources of knowledge (scientific theories, uncertain observations, physical and biological laws, multiple-point statistics, soft data, fuzzy sets, etc.) that cannot be incorporated by traditional methods of descriptive epidemiology; it does not require strict modelling assumptions (non-Gaussian distributions are automatically incorporated, nonlinear predictors are allowed, etc.); and well-known regression techniques are derived as special cases of the BME analysis under limiting conditions (Christakos, 1992 (Christakos, , 2000 Serre and Christakos 1999; Choi et al., 2000) .
Often the meaningful characterization of an epidemiologic field may involve the adequate assessment of its variation at a hierarchy of spatial scales. In particular, from a modelling viewpoint, such a characterization may depend on the scale at which the phenomenon is considered rather than on the scale at which measurements are taken. For example, while the field of death counts is measurable at the (larger) scale of counties, the epidemiologist seeks to model mortality rate at the (smaller) scale of residential neighborhood. The scale issue has led to serious problems in spatial statistics and geographical epidemiology. One of these problems is the so-called 'modifiable areal unit problem' (MAUP; Waller, 2000) . A MAUP occurs when distinct results arise from different aggregation methods, often corresponding to artificial administrative boundaries such as counties or census tract. When mapping low disease rates, the issue is a trade-off between spatial resolution and a reduction of spurious variability by aggregating boundaries (Morris and Munasinghe, 1993) . Other researchers have examined the effect of scale on actual statistical tests (Waller and Turnbull, 1993) and the statistical power of cluster identification (Wartenberg and Greenberg, 1990) . More general discussions of how data sets obtained at different spatial scales can be found in Walter and Birnie (1991) , Kirby (1996) , and Christakos et al. (2001) .
Quantitative assessment of the spatiotemporal variation of epidemiologic fields at multiple scales can be achieved by using a BME-based technique to downscale epidemiologic focus from the larger observation scale to the local modelling scale. This work proposes a BME-based multiscale mapping method that studies the scale effects associated with an epidemiologic problem and generates informative scaledependent maps. Advantage is taken of the BME power and flexibility to generate realistic representations of the spatiotemporal field at the local scale of interest. Observed values at larger scales are used to generate information at the local scale, which can be rigorously incorporated into BME. The multiscale method is applied in a real-world case study that involves a mortality data set from the state of California. By way of a summary, in the next section we describe the method proposed in this work and present the California data set (of daily mortality counts at the county level). We then discuss the results obtained using the proposed method and conduct a numerical verification analysis.
Methods
We start with brief overviews of the S/TRF representation of epidemiologic fields and the BME approach. Next we review a commonly used approach that does not account for change-of-scale effects, and then we discuss the methodological steps of the proposed multiscale mapping of epidemiologic fields. Finally, we review the California mortality data set collected at the county scale.
S/TRF Representation of Epidemiologic Fields
The distribution of an epidemiologic field across space and time is adequately represented in terms of an S/TRF, X ðpÞ, which takes values at points p ¼ ðs; tÞ in a space/time domain, where s ¼ ðs 1 ; s 2 Þ is the spatial location and t is the time (Christakos, 1992) . Randomness manifests itself as an ensemble of possible realizations regarding the distribution of the field values in space and time. The mean function m x ðpÞ ¼ X ðpÞ ð 1Þ
of the S/TRF (the overbar denotes stochastic expectation) characterizes trends and systematic structures in space and time, and the covariance function
expresses relevant correlations and dependencies. In case that the S/TRF is spatially isotropic/temporally stationary, the covariance is written as c x ðp; p 0 Þ ¼ c x ðr; tÞ, where r ¼ js 0 À sj and t ¼ t 0 À t denote the spatial and temporal lags, respectively. Herein, we will use uppercase letters (e.g., X ðpÞ), to denote random fields, lowercase letters (e.g., x) to denote random variables, and small Greek letters, (e.g., w), to denote their realizations. Thus, the realization vector w data ¼ ðw 1 ; :::; w m Þ denotes the data values available at points p i (i ¼ 1,y,m). Epidemiologic studies are generally concerned with the prediction of the values of the relevant fields at unmeasured points p k (k 6 ¼ i) given the total knowledge available (which includes, but is not restricted to the data sets). Several fields are not measured continuously across space and time. Disease rate and death records, for example, are often collected over sampling regions or administrative areas of fixed size and location and, hence, the observed values are available at arbitrary discrete locations instead of a continuous space/time domain. BME analysis resolves this issue by generating interval soft data from uncertain measurements and secondary information, which are then used to construct spatiotemporal maps of mortality rate (Choi et al., 2000; Choi, 2001) . These maps provide a continuous distribution in space/time of the field values obtained at the measurement scale (e.g., mortality rate at the county scale).
Brief Overview of the BME Approach
The total knowledge K available regarding an epidemiologic situation is categorized into two major knowledge bases (KB; Christakos, 2000) : the general KB G and the specificatory (or case-specific) KB S, so that K ¼ G [ S. The G-KB is considered 'general' in the sense that it characterizes global characteristics of the epidemiologic field, such as its space/time moments, relevant epidemiologic laws, scientific theories, analytic and synthetic statements, and assumptions that may apply. The S-KB refers to information that is case-specific, including data w data obtained at points p i ði ¼ 1; :::; mÞ for the specific epidemiologic situation. The S-KB may be divided into two groups corresponding to hard and soft data sets expressed as S : w data ¼ ðw hard ; w soft Þ ¼ (6) is more general, where F S is the cumulative distribution function (cdf) obtained from the S-KB (i.e., the subscript S of F S denotes that the KB used to derive these probabilities was specificatory). The last case in Table 1 (Eq. (7)) corresponds to space/time filtering, that is, the case where soft data are available at the prediction points themselves.
The BME approach provides a rigorous framework to process the various forms of general and site-specific KBs described above, and yields predictions of the epidemiologic field value at any point p k . As discussed in Christakos (2000) , the BME approach consists of three main stages, as follows:
(i) Structural (or prior) stage: The general G-KB is considered which refers to the values of the epidemiologic field at all mapping points p map . At this stage, the structural probabilistic density function (pdf) model, f G , of the epidemiologic field is derived by solving the relevant G-equations.
(ii) Specificatory (or meta-prior) stage: The specificatory S-KB is identified and expressed in terms of exact measurements w hard and a variety of soft data w soft , such as interval values and probabilistic functions. Then, w map ¼ ðw hard ; w soft ; w k Þ.
(iii) Integration (or posterior) stage: The total KB, K ¼ G [ S, is assimilated by means of an operational Bayesian conditionalization rule, thus leading to the integration pdf, f K , of the epidemiologic field. BME theory shows that the integration (or posterior) pdf is given by
where A is a normalization parameter; the integration domain D and the operator X S assume various forms depending on the soft data available (see e.g. Table 2 ). The integration pdf, f K , offers a complete description of the epidemiologic field at the prediction points. For mapping purposes, one may derive a variety of predictors from f K . In this work the mode of f K was used; the associated measure of prediction uncertainty is given by the prediction error variance, that is, the variance of the density f K .
Spatiotemporal Mapping of Epidemiologic Fields without Change-of-scale
Common characteristics of several epidemiologic variables are the following: (a) their values are not continuously measured in the real world, and (b) they are tailored to the measurement scale. Mortality rate (defined as the number of deaths per 100,000 people per day), for example, is often measured in terms of death counts over fixed administrative areas (e.g., counties), in which case a modelling decision is made as follows . A conceptual representation of the mortality rate is provided by an S/TRF continuously valued over the space/time domain. Measurable outcomes of the mortality rate are provided by the daily death counts d it over county i at day t. These measurable outcomes are transformed into soft interval data by letting the mortality rate (a continuous-valued variable) take a value in the interval (
where n i is the number of residents (in 100,000 people units). The soft interval data are assigned at a geographical location s i of the county i (e.g., the county centroid). Such a modelling decision results in a distinction between the conceptual mortality rate (continuously valued S/TRF) and the measurable rate (death counts at arbitrary regions). The connection between the conceptual field and the observable rate is made by means of the soft interval data, thus expressing a realistic viewpoint: counties with large population provide a more accurate reading of the actual mortality rate than sparsely populated counties. Table 1 . Different types of soft data. 
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The modelling decision above opens the door to the efficient spatiotemporal mapping of mortality rate at the scale at which data are available. First, the space/time mean trend of the mortality rate is filtered out leading to the residual mortality rate, which is spatially homogeneous/temporally stationary. Then, using the covariance of the residual mortality rate together with the interval soft data, the general and specificatory KBs are formulated and used in BME mortality mapping. Previous studies have demonstrated that when it is reasonable to ignore the change-of-scale effect (i.e., when the scale of analysis coincides with the measurement scale), the conceptual approach above generates useful mortality rate maps. The powerful combination of BME analysis, which rigorously incorporates various sources of knowledge, with S/TRF representation of mortality rate yields maps that are more accurate than those obtained by the classical methods of spatial statistics and geostatistics. Hence, the message is that 'it pays to theorize': as the conceptual framework improves, epidemiologists will be able to produce an even more realistic representation of mortality variation.
Multiscale Approach
The approach of the previous subsection is limited to considering epidemiologic variables at the measurement scale only. As mentioned earlier, this is a limitation of several quantitative epidemiologic studies. Consequently, the goal of this work is to extend the current approach so that it formally incorporates change-of-scale aspects of the data and generate scale-dependent maps. Let X ðs; tÞ be the S/TRF that represents the epidemiologic variable of interest at the local scale, and let Zðs; tÞ ¼ jjRjj À1 Z u2RðsÞ du X ðu; tÞ ð 12Þ be the epidemiologic field at the measurement scale, where RðsÞ is a spatial region (centered in s) within which the epidemiologic variable is measured, and jjRjj is the size (i.e., area) of that region. In the case of the mortality rate calculated on the basis of death counts at the county level, the mortality rate ZðR i ; tÞ for county R i is a function of local-scale mortality rate X ðs; tÞ, that is ZðR i ; tÞ ¼ jjRjj À1 R Ri du X ðu; tÞ. The aim of the multiscale approach is to produce spatiotemporal maps of the local-scale X ðs; tÞ field, given that the general and specificatory KBs of Zðs; tÞ are available at the measurement scale. The multiscale approach consists in downscaling these KBs to the smaller, local scale, thus leading to a new set of KBs to be used by BME to obtain the X ðs; tÞ maps. Downscaling is a two-step procedure, as seen below.
Downscaling the General KB Assuming that the epidemiologic fields Zðs; tÞ and X ðs; tÞ are spatially homogeneous/temporally stationary, it is easily shown that their means are equal; that is m x ¼ m z , where m x ¼ X ðs; tÞ and m z ¼ Zðs; tÞ. The corresponding covariances are related as follows (Christakos et al., 2002) (14)) by means of an inversion technique. An efficient technique used in this work is to assume several c x models, calculate the corresponding c z models using Eq. (14), and select the c x model that results in the best fit between the c z model and the experimental c z values. Consider, for example, the situation shown in Figure 1 . The Zðs; tÞ data are available at some large measurement scale (Figure 1a ). At each of the associated squared regions R i , a value of the epidemiologic field ZðR i ; tÞ is measured (e.g., the mortality rate is given by d it /n i, where d it is the death count and n i is the number of residents in region R i ). However, the epidemiologist is interested in the distribution of X ðs; tÞ at the smaller, local scale, as illustrated in Figure 1b . Using the Zðs; tÞ data, we obtain c z experimental values (shown with circles in Figure 1c ). Then, using the downscaling procedure we select a c x model (Figure 1c , plain line) resulting in a good fit between the corresponding c z model (Figure 1c , dotted line) and the experimental c z values. This procedure yields the covariance c x of the epidemiologic field of interest at the local scale, which can be directly incorporated in the BME analysis to produce the required X ðs; tÞ maps.
Downscaling the Specificatory KB The aim of the specificatory KB downscaling procedure is to use ZðR i ; tÞ measurements of the epidemiologic field within a region R i in order to produce specificatory data for X ðs; tÞ at the local scale, that is, at a point s within region R i . For numerical illustration, consider the situation shown in Figure 2 . The measured ZðR i ; tÞ value is shown in Figure 2a , assuming a uniform distribution within a specified R i region. However, the true distribution of the epidemiologic field X ðs; tÞ at the local scale is unknown. In fact, there are an infinite number of possible realizations that honor the measured ZðR i ; tÞ value. For numerical illustration, in Figure 2b we show three possible X ðs; tÞ realizations over the R i region, which all honor the measured ZðR i ; tÞ value: that is, the expression ZðR i ; tÞ ¼ jjRjj À1 R R i duX ðu; tÞ holds for each one of these realizations.
Next, using a random field simulation technique (Christakos, 1992), we generated 10,000 X ðs; tÞ realizations throughout the area of interest so that their ensemble covariance is equal to the covariance c x obtained in the previous subsection. We consider a point s ¼ ðs 1 ; s 2 Þ within the region R i (for example, its centroid), as shown in Figures   2a and b. For each of the X ðs; tÞ realizations we select the value w ðlÞ (l ¼ 1,y,10,000) of the field at the same point s. Collectively, the w ðlÞ values represent equally probable field values at point s (local scale). Hence, the histogram of these values provides a pdf f S ðw s Þ (Figure 2c ), which describes our uncertain knowledge of the local-scale epidemiologic field value w s . We call f S ðw s Þ the soft pdf at point s (S refers to specificatory KB), which is related to the soft cdf defined in Eq. (6) by F S ðw s Þ ¼ R dw s f S ðw s Þ.
BME Mapping
The soft data (that is, pdf at centroid of R i ) obtained in the previous subsection by downscaling Z-data from the county scale constitutes the corresponding specificatory KB of the X-field at the local-scale. This KB together with the local-scale covariance c x makes possible the implementation of the BME approach in order to construct the multiscale epidemiologic maps sought. In the next section below we apply the multiscale approach to the California mortality data set and demonstrate that the epidemiologic maps obtained offer more accurate representations of the mortality rate at the local scale than the approach outlined earlier, which does not consider any change-of-scale effects.
BME Filtering An improved version of the multiscale approach, which we will herein call the multiscale approach with filtering, is that in addition to the centroid data it considers soft data at the prediction points s k themselves (of course, this approach assumes that such data are available, see Eq. (7)). In other words, in this case the soft data points include the fixed set of centroids and a set of moving points coinciding with the prediction points. When mapping mortality rate using death counts at the county level (e.g., in addition to the fixed set of soft data at the county centroids), we consider soft data at the prediction points themselves. For each of the soft data points a probabilistic datum is generated by means of the procedure described earlier. Using a soft probabilistic datum at the prediction point is yet another unique feature of the BME framework, often called 'BME filtering' (Eqs. (8) and (11)). BME filtering enhances knowledge content and results in a more realistic map of the predicted epidemiologic field at the local scale, as will be illustrated numerically in terms of the California mortality case study that follows.
The California Mortality Data Due to the wide availability of death records and because mortality has been shown to be a useful indicator of the health effects associated with human exposure to environmental pollutants, mortality rate is considered as one of the most important variables used in epidemiologic studies. In this work, we analyzed the daily death data collected by the Statistics Health Department during 1989 for all 58 California counties (DSMF, 1989) . We extracted only death records having an ICD (international classification of death) code below 800 (corresponding to nonaccidental death according to the WHO 9th revision), and only for California residents. The map of California displaying county boundaries is given in Figure 3 . The resulting total number of records selected for the present study is 219, 182. Using the death count d it for each county i (i ¼ 1,y,58) and day of the year (t ¼ 1,y,365), we obtained a measured value of mortality rate at county scale, d it /n i , where n i is the number of residents (in 100,000 people units). For numerical illustration purposes, the average mortality rate from the counties with more than 500,000 residents is shown in Figure 4 (with circles). In addition, for model verification purposes the mortality data were obtained during 1 January 1989 at 416 zip-code areas of California, as further explained in Section 3. The data set of daily total mortality serves the purpose of demonstrating the application of the proposed method; however, other data sets may be selected as well. The daily total mortality data set is useful when investigating response to a cause (environmental disaster, terrorist attack, etc.) often resulting in a large number of deaths over a short time period (e.g., a few days). However, its usefulness is limited when considering a specific cause of death (e.g., lung cancer) over a longer time period (e.g., a year). In this case one should use a different data set corresponding to the specified epidemiologic investigation (e.g., yearly counts of lung cancer death).
Results
We start with a description of the general and specificatory KBs obtained using the downscaling procedure, followed by a presentation of the mapping results produced by the multiscale approach. Finally, a model verification of the multiscale approach is carried out.
Local-scale General KB
The spatiotemporal mean trend mðs; tÞ of the mortality rate (Figure 4 , plain line) was first constructed (using a nonparametric smoothing technique), and then filtered out, thus leading to the field of residual county-scale mortality rates, Zðs; tÞ. This field is spatially homogeneous/temporally stationary. Using the residual mortality rate data measured at the county-scale (i.e., Z it ¼ d it =n i À m it ), we calculated experimental values of the county-scale mortality rate covariance (shown with circles in Figure 5 ). Then, in terms of the covariance downscaling procedure see 'Downscaling the general KB', we derived the covariance c x ðr; tÞ of the residual mortality rate X ðs; tÞ at the local scale. For this purpose, the following non-separable space/time model can be assumed:
This model is the sum of n nested structures, each one of which is a separable space/time function with a purely spatial exponential component and a purely temporal exponential component. Each nested structure is a permissible covariance function, which guarantees that Eq. (15) is a permissible Figure 4 . Time series of the average mortality rate (in deaths per 100,000 people per day) over the counties of 500,000 residents in California (circles), and corresponding mean trend (plain line).
covariance model as well (Christakos, 1992) . The coefficients of each nested structure are its variance contribution c i , the range of its spatial variability a r;i , and the range of its temporal fluctuation a t;i . As mentioned above, a procedure is used to select these coefficients so that the corresponding county-scale covariance model c z (obtained by upscaling) best fits the experimental county-scale values.
The particular c x model assumed in the present numerical study consisted mainly of two nested structures. The first structure (c 1 ¼ 8.09 (deaths per 100,000 people per day) 2 , a r,1 ¼ 1.14 km and a t,1 ¼ 43.5 days) represents fluctuations of the X ðs; tÞ-field with relatively short spatial and temporal ranges. The second structure (c 2 ¼ 4.37 (deaths per 100,000 people per day) 2 , a r,2 ¼ 51 km and a t,2 ¼ 990 days) has a smaller contribution to the variance and it represents spatial and temporal variability at larger ranges. In addition, a third structure was generated by the fitting technique (c 3 ¼ 2 Â 10 À102 (deaths per 100,000 people per day) 2 , a r,3 ¼ 0.0003 km and a t,3 ¼ 876 days), which had a negligible variance contribution and, hence, was ignored. In Figure 5 we plot the c x model (plain lines) and the c z -model (dotted lines); the c z experimental values are displayed with circles (c z is shown on the left y-axis, whereas c x is shown on the right y-axis, because it takes much higher values). In summary, the spatial variability of the residual local-scale mortality rate in California is characterized by a mixture of small spatial structures (of about 1 km in size) contributing to about twothirds of the variance, and larger spatial structures (of about 50 km in size) contributing to about one-third of the variance. Similarly, temporal fluctuations are modelled as the nested effect of a process at a short temporal range with a process at a long temporal range.
Local-scale Specificatory KB
The local-scale specificatory KB was obtained using the downscaling procedure see 'Downscaling the specificatory KB'. We used 10,000 realizations of the local-scale residual mortality rate random field at each California county and each day of the year. Random field realizations (local-scale) are constructed so that (a) the spatial average of each realization over a county is equal to the measured countyscale residual mortality rate, Z it ¼ d it =n i À m it , and (b) their ensemble covariance is equal to the local-scale covariance model, c x of the local-scale general KB section. We select the 10,000 values of the field realizations at a specific data point (e.g., the centroid of a county), and by constructing the histogram of these values we obtain the soft probabilistic data, f S ðw s Þ, for the local-scale residual mortality rate (w s ) at that point. For illustration purposes, we show the f S ðw s Þ obtained using this procedure for January 1, 1989 at the centroid of (a) the Alameda county, and (b) the Amador county (Figures 6a and b, respectively) . In these figures, positive w s values imply that the mortality rate is above the mean trend, whereas negative w s values indicate that the mortality rate is below the mean trend. It is noteworthy that the displayed f S ðw s Þ indicate considerable uncertainty in one's knowledge of the actual residual mortality rate at the local scale. This is physically explained by the fact that the localscale mortality is highly variable in space and time (as indicated by its covariance c x ). Using the BME method, we will next process the general and specificatory KBs to obtain maps of mortality rate at the local scale.
Mapping Results
Proceeding with the BME analysis, we derive maps of mortality rates for any day of the year 1989. The predicted mortality rate was found at the nodes of a grid covering the state of California and is displayed in terms of contour lines of equal values. These mortality maps may be produced at different scales. In view of the downscaling-free approach (see 'Spatiotemporal mapping of epidemiologic fields without change-of-scale'), the covariance c z and data intervals ((d it À1)/n i , d it +1)/n i ) can be used to produce a map of mortality rate at the measurement scale. For illustration purposes, such a map is plotted in Figure 7a (1 January 1989) showing the mortality rate at the county scale. That is, this map does not represent the true mortality rate distribution at the local-scale, but rather the mortality rate distribution averaged over a region the size of a county.
On the other hand, rather than being limited to the observation scale, the epidemiologist may need to plot the mortality rate distribution at the local scale. Producing a map of mortality rate at the local scale requires the implementation of the multiscale approach. In doing so we used the covariance c x , and a soft datum f S ðw s Þ at the centroid of each county, thus producing the map shown in Figure 7b for 1 January 1989. In Figures 7a and b we observe a significant difference in the distribution of mortality rate. Figure 7a exhibits smoother patterns because it is limited by the observation scale, whereas Figure 7b displays more variability at the local scale, as expected.
Further improvement in the predicted map at the local scale is provided by the multiscale approach with filtering (see BME filtering), as follows. So far in Figure 7a and b the specificatory KB consisted of soft data located only at the centroid of each county. Although this practice is common, it leads nevertheless to an artificial pattern in the maps generated: these maps exhibit islands of either high or low values around the centroid of each county. In order to filter out this artificial effect, the multiscale approach with filtering uses a unique feature of BME allowing one to process soft information at the data points themselves, thus leading to the map of Figure 7c (1 January 1989). By comparing Figure 7c vs. Figure 7b , we see that the artificial features around the county centroids have been toned down, indeed. The contours lines of mortality rate now tend to follow more the outline of county boundaries (for which the information was collected) rather than the centroid location (which was an arbitrary choice).
Verification Analysis
In order to provide a verification analysis of the multiscale approach, we compared the mapping errors between this approach and the scale-free approach. The mapping error could be calculated as the difference between predicted and measured local-scale mortality values. Such a mapping error is often difficult to assess because of the lack of mortality rate data at the local scale. Conceptually, the mortality rate at the local scale (at a given day and point in space) corresponds to the probability of the death occurrence for that day at that point provided that there was a person at that point for that day. While it may not be possible to measure directly the local-scale mortality rate, for verification purposes we used death rate data collected at 416 zip-code areas in California. Since zip-code areas are smaller than counties, the corresponding data (1 January 1989) provided the best available proxy for the measured mortality values at the local scale to be used in verification analysis.
The mapping errors are calculated as follows: On 1 January 1989, for each of the zip-code centroid locations, s k (k ¼ 1,y,416), we employed method d (d ¼ 0 refers to the scale-free approach, and d ¼ 1 to the multiscale approach) to generate mortality rate predictions using county-level data; then, we compared the predicted values with the actual measured values at the zip-code level to obtain the mapping errors for method d, e d k , as the absolute difference between predicted and measured value at point s k . In order to exclude mortality rate mapping errors that may be contaminated by purely computational errors, we defined a threshold y (expressed in deaths per 100,000 people per day), and we selected mapping errors that were greater than this threshold. Then, we compared the mapping errors between the two approaches, as follows: This mean error reduction is negative when the multiscale approach (d ¼ 1) produces smaller errors than county-scale prediction without downscaling (d ¼ 0). In Figure 8a we show the graph of the error reduction e e reduction ðyÞ as a function of the threshold y. As one can see from the figure, the multiscale method constantly produces more accurate predictions than the traditional scale-free approach. As the threshold y increases, data points contaminated by computational errors are progressively segregated out of the verification data set and the corresponding e e reduction ðyÞ improves until it reaches as much as 20% in error reduction.
(b) For the second comparison, we simply calculated the ratio RðyÞ of the count of verification points in space at which the new method yields a smaller error over the count of spatial points where this did not happen. The ratio is given by
RðyÞ is greater than 1 when there are more verification points with a smaller error for the multiscale method. In Figure 8b we plot the ratio RðyÞ as a function of the threshold y. For very small values of y, the ratio RðyÞ is close to 1. This is explained by the fact that not enough computational error is separated out to allow a meaningful comparison. As y increases, more computational error is separated out, and the resulting ratio clearly increases considerably above 1 (reaching a ratio value as high as 8), thus demonstrating the considerable improvement gained by the proposed multiscale approach.
Conclusions
We proposed a multiscale approach of epidemiologic mapping that uses the BME stochastic theory to study change-of-scale effects in an epidemiologic context and generate scale-dependent maps. Insight is gained in terms of a real-world application involving daily mortality counts in the state of California. Using mortality data at the county Figure 8 . Plots showing (a) the reduction of mean prediction error when predicting zip-code mortality data with the multiscale prediction compared to county-scale prediction, and (b) ratio of the times when multiscale prediction is better to the times when county scale prediction is better when estimating mortality rate at the zip-code scale. The plots are shown as a function of the threshold (deaths per 100,000 people per day) used to calculate the error reduction and ratio.
scale, mortality information was generated at the local scale. The latter exhibited a high level of uncertainty, thus demonstrating the need to account rigorously for this form of information. Using the multiscale approach we obtained maps of the local-scale mortality over the entire state of California, and we compared them with the maps obtained from an analysis restricted to the county scale (i.e., not accounting for change-of-scale effects). The latter exhibit smoother patterns of mortality rates because they are limited by the measurement scale, whereas the former displayed more variability at the local scale (this should be expected, since county-scale mortality data artificially average out the natural variability of local-scale mortality). Hence, by properly accounting for the scale effect, the proposed multiscale method leads to more realistic maps of mortality at the local scale of interest. The conceptual framework presented in this work allows one to rigorously downscale an epidemiologic field from any measurement scale to the local-scale. Once the local-scale maps are obtained, a map at any other intermediary scale can also be obtained by direct spatial averaging of the local-scale map to the scale of interest. Alternatively, the proposed multiscale framework can be easily extended to directly rescale an epidemiologic field from the observation scale to any scale of interest. An additional feature of the method F referred to as the 'multiscale approach with filtering' F is its ability to filter out the artificial mapping effects of spatial statistics and classical geostatistics. In the case of the California data set, the multiscale approach with filtering led to further improvements in the generation of realistic maps.
Finally, we tested the accuracy of the proposed approach in terms of a verification data set with detailed mortality information at the zip-code level for 1 day. This data set provided the best available proxy to the true local-scale mortality, from which we could calculate the prediction error of local-scale mortality for both the multiscale approach and the scale-free approach. Using the prediction errors at each zip-code area, we obtained two statistical measures of mapping accuracy as a function of the computational error threshold. Both accuracy measures demonstrated that the multiscale approach provides more accurate mortality predictions at the local scale, with an error reduction of up to 20% relative to the predictions of the scale-free approach. In conclusion, depending on the data characteristics and the purpose of the epidemiologic study, the multiscale mapping approach (with or without filtering) can be used to generate accurate and informative maps at any scale of epidemiologic interest, without restriction to the scale of the measurement.
