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Abstract
Let G be a simple graph of order n and s and k be two positive integers. Brandt et al. obtained the following result: If sk,
n3s + 4(k − s) and 2(G)n + s, then G contains k disjoint cycles C1, . . . , Ck satisfying |Ci | = 3 for 1 is and |Ci |4
for s < ik. In the above result, the length of Ci is not speciﬁed for s < ik. We get a result specifying the length of Ci for each
s < ik if n3s + 4(k − s) + 3.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction and notation
All graphs in this paper will be simple. LetG be a simple graph. A set of subgraphs ofG is said to be vertex-disjoint or
independent if no two of them have any common vertex inG, and we use disjoint to stand for vertex-disjoint throughout
this paper. We call a cycle of length 3 a triangle and a cycle of length 4 a quadrilateral. (G) denotes the minimum
degree of G. Degree conditions which guarantee that disjoint cycles with speciﬁed length exist in a graph, especially
small cycles, are investigated in lots of papers. Corra´di and Hajnal [4] proved that if G is a graph of order n3k with
the minimum degree (G)2k, then G contains k disjoint cycles. In particular, if n = 3k, then G contains k disjoint
triangles. El-Zahar [5] conjectured that if a graph G of order n = n1 + · · · + nk with ni3(1 ik) has minimum
degree (G)n1/2 + · · · + nk/2, then G contains k disjoint cycles of lengths n1, . . . , nk , respectively. He proved
it for k = 2. Erdo¨s and Faudree [7] conjectured that if G is a graph of order 4k with (G)2k, then G contains k
disjoint quadrilaterals. Under the condition of this conjecture, the results are as follows: Johansson [8] proved that G
contains k − 1 disjoint quadrilaterals and a path such that all the quadrilaterals and the path are disjoint. Randerath et
al. [9] proved G contains k − 1 disjoint quadrilaterals and a subgraph of order 4 with at least four edges such that all
the quadrilaterals are disjoint to the subgraph. Alon and Yuster [1] proved that for any > 0, there exists k0 such that
if G is a graph of order 4k and (G)(2 + )k with kk0, then G contains k independent quadrilaterals. Recently,
Wang [12] gave a further result which states that if G is a graph of order n with 4k + 1n4k + 4 and (G)2k + 1,
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then G contains k disjoint quadrilaterals. Brandt et al. [3] considered the disjoint triangles and quadrilaterals in a graph,
proved the following result.
Theorem 1.1 (Brandt [3]). Let s and k be two positive integers with sk and let G be a graph of order n3s+4(k−s).
If 2(G)n+ s, then G contains k disjoint cycles C1, . . . , Ck satisfying |Ci |=3 for 1 is and |Ci |4 for s < ik.
Note that in the above result, the length of Ci is not speciﬁed for s < ik. In this paper, we will prove the following
result to show that the length of Ci is 4 for each s < ik if n3s + 4(k − s) + 3.
Theorem 1.2. Let s and k be two positive integers with sk and let G be a graph of order n3s + 4(k − s) + 3. If
2(G)n+ s, then G contains k disjoint cycles C1, . . . , Ck satisfying |Ci | = 3 for 1 is and |Ci | = 4 for s < ik.
Other corresponding results can be found in [6,11] and [13].
We discuss only ﬁnite simple graphs and use standard terminology and notation from [2] except as indicated. Let
G = (V ,E) be a graph, the order of G is |G| = |V | and its size is e(G) = |E|. Let each of G1 and G2 be a subgraph
of G or a subset of V (G). If G1 and G2 have no any common vertex in G, we deﬁne E(G1,G2) to be the set of
edges of G between G1 and G2, and let e(G1,G2) = |E(G1,G2)|. Let H be a subgraph of G and u ∈ V (G) a vertex,
N(u,H) is the set of neighbors of u contained in H. Let d(u,H) = |N(u,H)|, thus, d(u,H) is the degree of u in H.
Let N(U,H) = ∪u∈UN(u,H) for a subset U of V (G). If U is a subgraph of G, let N(U,H) = N(V (U),H). The
minimum degree of G is denoted by (G), and we deﬁne
2(G) = min{d(x) + d(y)|x ∈ V, y ∈ V, xy /∈E}.
For a subset U of V (G), G[U ] denotes the subgraph of G induced by U. Let C and P be a cycle and a path, respectively,
we use l(C) and l(P ) to denote the length of C and P, respectively. That is, l(C) = |C| and l(P ) = |P | − 1. A set of
subgraphs of G is said to be disjoint or independent if no two of them have any common vertex in G. A 2-factor of G
is a 2-regular spanning subgraph of G. Clearly, each component of a 2-factor of G is a cycle. A Hamiltonian cycle of
G is a cycle of G which contains every vertex of G, and a Hamiltonian path of G is a path of G which contains every
vertex in G.
In Section 2, we will cite and prove some lemmas that will be used in this paper and in Section 3, we will prove
Theorem 1.2.
2. Lemmas
Lemma 2.1 (Wang [10]). Let P = x1x2 · · · xp be a path of G with p2 and v ∈ V (G) − V (P ). If d(v, P )>p/2,
then G has a path P ′ such that V (P ′) = V (P ) ∪ {v}.
Lemma 2.2. Let C =a1a2a3a1 be a triangle of G and v ∈ V (G)−V (C). If d(v, C)2, thenG[V (C)∪{v}] contains
a quadrilateral.
Proof. Check. 
Lemma 2.3 (Randerath [9]). Let C = a1a2a3a4a1 be a quadrilateral of G and u and v be two non-adjacent vertices
such that {u, v} ⊆ V (G)−V (C). If d(u, C)+ d(v, C)5, then G[V (C)∪ {u, v}] contains a quadrilateral C′ and an
edge e such that C′ and e are disjoint and e is incident with exactly one of u and v.
Lemma 2.4 (Johansson [8]). Let C = a1a2a3a4a1 be a quadrilateral, P = x1 · · · xp a path and H = y1z1 an edge
such that they are disjoint. Suppose that e({x1, xp} ∪H,C)9. Then G[V (C ∪P ∪H)] contains a quadrilateral and
a path of length p such that they are disjoint.
Lemma 2.5 (Randerath [9]). Let C be a quadrilateral and let P1 and P2 be two paths in G with l(P1) = l(P2) = 1.
Suppose C,P1, P2 are disjoint and e(C, P1 ∪P2)9. ThenG[V (C ∪P1 ∪P2)] contains a quadrilateral C′ and a path
P with l(P ) = 3 such that C′ and P are disjoint.
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Lemma 2.6 (Randerath [9]). LetP1 andP2 be two disjoint paths in Gwith l(P1)=1 and 1 l(P2)2. If e(P1, P2)3,
then G[V (P1 ∪ P2)] contains a quadrilateral.
Lemma 2.7 (Randerath [9]). LetP1 andP2 be twodisjoint paths inGwith l(P1)1and l(P2)=3. If e(P1, P2)3, then
G[V (P1∪P2)] contains a quadrilateral, unless l(P1)=1 and e(P1, P2)=3, and furthermore, there exist two labellings
P1 = y1y2 and P2 = x1x2x3x4 such that either E(P1, P2) = {y1x1, y1x2, y2x4} or E(P1, P2) = {y1x1, y1x4, y2x4}.
Lemma 2.8. LetC=a1a2a3a1 be a triangle andP =x1 · · · xp a path of G with 4p6 such that C and P are disjoint.
Suppose that e(a1a2, P )4 if p = 4, and e(a1a2, P )5 if 5p6. Then G[(V (C ∪ P)] contains a quadrilateral.
Proof. The conclusion immediately follows ifp=4 by Lemma 2.7. Sowemay assume thatp5. LetP1=x1 · · · xp/2	
andP2=xp/2	+1 · · · xp be two subpaths ofP such thatV (P1)∪V (P2)=V (P ). Then e(a1a2, Pi)3 for some i ∈ {1, 2}
since e(a1a2, P )5. Note that 1 l(Pi)2 for each i ∈ {1, 2}. By Lemma 2.6, we see that G[(V (C ∪ P)] contains a
quadrilateral. This proves the lemma. 
Lemma 2.9 (Randerath [9]). Let C = a1a2a3a4a1 be a quadrilateral and P be a path of length 3 of G such that they
are disjoint. If e(P,C)13, then G[V (P ∪ C)] contains two disjoint quadrilaterals.
Lemma 2.10. Let C1 = a1a2a3a1 be a triangle, C2 = b1b2b3b4b1 be a quadrilateral and P = x1x2x3x4 be a path of
length 3 such that C1, C2, P are disjoint. Suppose e(P ∪ a1a2, C2)13. If G[V (C1 ∪ C2 ∪ P)] does not contain two
disjoint quadrilaterals, then G[V (C1 ∪C2 ∪P)] contains a quadrilaterals C′ and a path P ′ of length 5 such that they
are disjoint.
Proof. By Lemma 2.9, we see that e(P,C2)12 sinceG[V (C1∪C2∪P)] does not contain two disjoint quadrilaterals.
We consider the following two cases.
Case 1. There is bi, i ∈ {1, 2, 3, 4} such that bi ∈ N(a1, C2) ∩ N(a2, C2).
Without loss of generality we may assume that bi = b1. Then there is a quadrilateral a1a3a2b1a1. If e({x1, x4},
b2 b3b4)1, then it is easy to see that G[V (P ∪ (C2 − b1))] contains a path of length 5. Similarly, if e({x2, x3},
b2b3b4)3, then G[V (P ∪ (C2 − b1))] contains a path of length 5. So we may assume that e(P, b2b3b4)
2 and then e(P,C2)6. Moreover, if e(P,C2)5, then one of {x1, x4}, say x4, must be adjacent to b1. As
e(P ∪ a1a2, C2)13, we have e(a1a2, C2)7. So there is at most one vertex bi ∈ V (C2) such that bi /∈N(a1, C2) ∩
N(a2, C2), say bi = b4 if it is possible. Note that e(P,C2)5 since e(a1a2, C2)8 and e(P ∪ a1a2, C2)
13. Then we have a quadrilateral C′ = a1a3a2b2a1 and a pathP ′ = x1x2x3x4b1b4 of length 5 such that they are
disjoint.
Case 2. If Case 1 does not hold.
We see that e(a1a2, C2)4, and then we have e(P,C2)13 − 4 = 9. Without loss of generality, we assume that
e({x1, x3}, C2)e({x2, x4}, C2) and then e({x1, x3}, C2)5, say b1 ∈ N(x1, C2) ∩ N(x3, C2). We are showing that
in fact we may assume that e(a1a2, C2)2, and then e({x1, x3}, C2)6.
First suppose that e(a1a2, {b2, b4})1, then G[V (C1 ∪ (C2 − b1))] contains a path P ′ of length 5, P ′ and C′ =
b1x1x2x3b1 are two required subgraphs ofG[V (C1∪C2∪P)]. So e(a1a2, {b2, b4})=0. Sincebi /∈N(a1, C2)∩N(a2, C2)
for each i ∈ {1, 3}, we have e(a1a2, C2)2. Moreover, if e(a1a2, C2) = 2, then e(a1a2, b1) = e(a1a2, b3) = 1. Since
e(P,C2)12, there is at least one edge between a1a2 and {b1, b3}, say a1bi ∈ E for some i ∈ {1, 3}.
If b2 ∈ N(x1, C2) ∩ N(x3, C2), then we have a quadrilateral C′ = x1x2x3b2x1 and a path P = a3a2a1bib4bj with
{i, j} = {1, 3} such that C′ and P ′ are disjoint. Similarly, if b4 ∈ N(x1, C2) ∩ N(x3, C2), we also have a quadrilateral
and a path of length 5 such that they are disjoint. By the same argument, we have that bj /∈N(x2, C2) ∩ N(x4, C2)
for each j ∈ {2, 4}. So e({x1, x3}, C2) = 6, and then e({x2, x4}, C2)5 if e(a1a2, C2) = 2, and e({x2, x4}, C2) = 6 if
e(a1a2, C2)= 1. In this case, {b1, b3} ⊆ N(x1, C2)∩N(x3, C2) and e({x1, x3}, {b2, b4})= 2. If N(x3, C2) ⊇ {b2, b4},
then G[V (C2 − bi) ∪ {x3}] contains a quadrilateral C′, which is disjoint to path P ′ = a3a2a1bix1x2. So there is
bk, k ∈ {2, 4} such that bkx1 ∈ E. Note that e({x2, x4} ∪ a1a2, C2)7, we see that there exist bm, bj , {m, j} =
{1, 3} such that bm ∈ N(x2, C2) ∩ N(x4, C2) and bj ∈ (N(a1, C2) ∪ N(a2, C2)) ∩ (N(x1, C2). Consequently,
we have a quadrilateral bmx2x3x4bm and a path P ′ = a3a2a1bjx1bk such that they are disjoint. This proves
the lemma. 
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Lemma 2.11. Let C = a1a2a3a1 be a triangle and P = x1 · · · x6 be a path in G such that they are disjoint. Suppose
e(C, P )11. Then G[V (C ∪ P)] contains two disjoint cycles C1 and C2 such that l(C1) = 4 and 3 l(C2)4.
Proof. Without loss of generality, suppose that d(a1, P ) = max{d(ai, P )|i ∈ {1, 2, 3}}. Since e(C, P )11, then
d(a1, P )4. For convenience, we use Pi,j to denote the subpath xi · · · xj of P. We consider the following two cases.
Case 1. d(a1, P1,4) = d(a1, P3,6) = 2.
In this case, d(a1, P ) = 4 and N(a1, P ) = {x1, x2, x5, x6} and then e(a2a3, P )11 − 4 = 7. Consequently, either
e(a2a3, x1x2) = 4 or e(a2a3, P3,6)4. If e(a2a3, x1x2) = 4, then G[{a2, a3, x1, x2}] contains a quadrilateral C1 =
a2a3x1x2a2, which disjoints to triangle C2 = a1x5x6a1. Otherwise e(a2a3, P3,6)4. By Lemma 2.7, G[V (P3,6) ∪
{a2, a3}] contains a quadrilateral C1, C1 and triangle C2 = a1x1x2a1 are two required cycles.
Case 2. There exists Pi,i+3 for some i ∈ {1, 3} such that d(a1, Pi,i+3)3.
By symmetry, we may assume that i = 1. Since d(a1, P1,4)3, there exists j ∈ {1, 2} such that {a1xj , a1xj+2} ⊆ E
and thenG[V (P1,4)∪{a1}] contains a quadrilateralC1=a1xjxj+1xj+2a1. If e(a2a3, x5x6)2, thenG[{a2, a3, x5, x6}]
contains a cycle C2 with 3 l(C2)4 such that C1 and C2 are disjoint. So we may assume that e(a2a3, x5x6)1.
Consequently, e(a2a3, P1,4)11 − 6 − 1 = 4. By Lemma 2.7, G[V (P1,4) ∪ {a2, a3}] contains a quadrilateral C1. If
d(a1, x5x6) = 2, then C1 and triangle a1x5x6a1 are two required cycles. So we assume d(a1, x5x6)1.
Suppose that d(a1, P1,4) = 4. If G[V (P3,6) ∪ {a2, a3}] contains a quadrilateral C1, then we are done since C1
disjoints to triangle a1x1x2a1. So e(a2a3, P3,6)3 by Lemma 2.7, and then e(a2a3, x1x2)11−5−3=3. By Lemma
2.6, G[{a2, a3, x1, x2}] contains a quadrilateral C1, which disjoints to triangle C2 = a1x3x4a1. So we assume that
d(a1, P1,4) = 3. Note that we also have d(a1, x5x6) = 1 and e(a2a3, x5x6)1.
Case 2.1. j = 1.
Case 2.1.1. a1x2 ∈ E.
Similarly, since there is a triangle a1x1x2a1, if G[V (P3,6) ∪ {a2, a3}] contains a quadrilateral C1, then we are done.
So by Lemma 2.7, e(a2a3, P3,6)3 and if the equality holds then the edge set between a2a3 and P3,6 must be as either
E(a2a3, P3,6) = {a2x3, a2x4, a3x6} or E(a2a3, P3,6) = {a2x3, a2x6, a3x6}. Therefore, we have e(a2a3, x1x2)11 −
4 − 3 = 4. Then e(a2a3, P3,6) = 3. If E(a2a3, P3,6) = {a2x3, a2x4, a3x6}, then C1 = a1a2x4x3a1 and C2 = a3x1x2a3
are two required cycles. Otherwise, C1 = a1x1x2x3a1 and C2 = a2a3x6a2 are two required cycles.
Case 2.1.2. a1x4 ∈ E.
If e(a2a3, P4,6)3, then by Lemma 2.6, G[V (P4,6)∪{a2, a3}] contains a quadrilateral, which disjoints to quadrilat-
eral a1x1x2x3a1. Hence, we suppose that e(a2a3, P4,6)2, this implies that e(a2a3, P1,3)11−4−2=5. By Lemma
2.6, G[V (P1,3)∪ {a2, a3}] contains a quadrilateral C1. Recall that there is xi ∈ N(a1, P ) for some i ∈ {5, 6}, and then
there is a triangle C2 = a1x4x5a1 if i = 5 and there is a quadrilateral C2 = a1x4x5x6a1 if i = 6. C1 and C2 are two
required cycles.
Case 2.2. j = 1.
In this case, either a1x1 /∈E or a1x3 /∈E. Note that d(a1, P1,4) = 3, d(a1, x5x6) = 1 and e(a2a3, x5x6)1. Hence
e(a2a3, x1x2)11 − 4 − 1 − 4 = 2, that is, G[{a2, a3, x1, x2}] contains a cycle C2 with 3 l(C2)4. If a1x1 /∈E,
then a1x3 ∈ E, thus, G[V (P3,6) ∪ {a1}] contains a quadrilateral C1 which disjoints to C2. Otherwise, a1x3 /∈E.
If G[V (P3,6) ∪ {a2, a3}] contains a quadrilateral C1, then we are done since C1 disjoints to C2 = a1x1x2a1. So
e(a2a3, P3,6)3 by Lemma 2.7, and then e(a2a3, x1x2)11 − 4 − 3 = 4. Therefore, we have two disjoint cycles
C1 = a1x2x3x4a1 and C2 = a2a3x1a2. So the lemma holds. 
Lemma 2.12 (Johansson [8]). Let C be a quadrilateral and P be a path of length 5 of G such that they are disjoint. If
e(P,C)13, then eitherG[V (P ∪C)] contains two disjoint quadrilaterals or two cycles such that one is quadrilateral
and the other is of length 6.
Lemma 2.13 (Johansson [8]). Let C1 be a quadrilateral and C2 be a cycle of length 6 of G such that they are disjoint.
If e(C1, C2)13, then G[V (C1 ∪ C2)] contains two disjoint quadrilaterals.
3. Proof of Theorem 1.2
Proof. Suppose that s, k, n be three positive integers such that sk, n3s+4(k− s)+3. Let G be a graph with order
n satisfying the degree condition 2(G)n + s. By Theorem 1.1, G contains k disjoint cycles C1, . . . , Ck , such that
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|Ci |=3 for each 1 is and |Ci |4 for each s < ik. To prove the theorem, we choose k disjoint cycles C1, . . . , Ck
of G such that
The number of quadrilaterals in {Cs+1, . . . , Ck} is as large as possible. (1)
Subject to (1), we choose k disjoint cycles C1, . . . , Ck of G such that
The length of the longest path of G − V (∪ki=1Ci) is maximum. (2)
Let P = x1 · · · xp be a longest path of G − V (∪ki=1Ci). Subject to (1) and (2), we choose k disjoint cycles C1, . . . , Ck
and P of G such that
G − V (∪ki=1Ci) ∪ V (P ) has the maximum matching. (3)
Suppose that there are l triangles and k − l quadrilaterals in C1, . . . , Ck . If l = s, then we have nothing to prove, so
we assume that ls + 1. Let H = ∪ki=1Ci , D = G − V (H) and |D| = d. Let M = {y1z1, . . . , yrzr} be a maximum
matching of D − V (P ). Our proof of the theorem includes a few claims.
Claim 3.1. p + 2rd − 1.
Proof. On the contrary, suppose p + 2rd − 2. Let w1 and w2 be two non-adjacent vertices of D − V (P ) ∪ V (M).
Then e({w1, w2}, yizi)2 for all i ∈ {1, 2, . . . , r} by the maximality of M and e({w1, w2}, P )p by the maximality
of P and Lemma 2.1. Thus e({w1, w2},D)p + 2rd − 2. Therefore,
e({w1, w2}, H)n + s − (d − 2) =
k∑
i=1
l(Ci) + s + 2.
This implies that there exists Ci ∈ H such that e({w1, w2}, Ci) l(Ci) + 1. If l(Ci) = 3, then one of w1, w2, say w1,
satisﬁes d(w1, Ci)2. It follows that G[V (Ci) ∪ {w1}] contains a quadrilateral by Lemma 2.2, this contradicts (1).
So we have l(Ci) = 4. By Lemma 2.3, G[V (Ci) ∪ {w1, w2}] contains a quadrilateral Q′i and an edge e such that they
are disjoint, replacing Ci with Q′i results in a contradiction with the maximality of M while (1) and (2) hold. Thus,
p + 2rd − 1. 
Claim 3.2. pd − 1.
Proof. Suppose for a contradiction, that pd − 2. Since p + 2rd − 1, we see that in this case, M = ∅. Let
R = {x1, xp, y1, z1}. By the maximality of P and Lemma 2.1, we have e({x1, y1}, P )p and e({xp, z1}, P )p. That
is e(R,D)2p + 2(d − p − 1) = 2d − 2. It follows that
e(R,H)2(n + s) − (2d − 2) = 2
(
k∑
i=1
l(Ci) + s + 1
)
.
This implies that there exists Ci ∈ H such that e(R,Ci)2l(Ci) + 1. If l(Ci) = 3, then there is a vertex v ∈ R such
that d(v, Ci)2. By Lemma 2.2, G[V (Ci) ∪ {v}] contains a quadrilateral, contradicting (1). So l(Ci) = 4, and then
e(R,Ci)9. By Lemma 2.4, G[V (C ∪ P ∪ y1z1)] contains a quadrilateral Q′i and a path P ′ of length p such that Q′i
and P ′ are disjoint. Replace Ci with Q′i , we can obtain a contradiction with (2) while (1) is maintained. So the claim
holds. 
For convenience, we use T1, . . . , Tl to denote l disjoint triangles and Ql+1, . . . ,Qk to denote k − l disjoint quadri-
laterals in C1, . . . , Ck . Let HT = ∪li=1Ti and HQ = ∪ki=l+1Qi .
Claim 3.3. If d = 4, then D has a Hamiltonian path.
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Proof. Suppose, on the contrary, p3. By Claim 3.2, p = 3. Then P = x1x2x3 and let v ∈ D − V (P ). Clearly,
x1v /∈E and x3v /∈E. By Lemma 2.2 and (1), we have d(x1, Ti)1 and d(v, Ti)1 for each Ti ∈ HT and then,
e({x1, v}, HT )2l. Clearly, e({x1, v},D)3. Therefore, we obtain
e({x1, v}, HQ)n + s − (2l + 3) = 4(k − l) + s + l + 1.
That is, there exists a quadrilateralQj ∈ HQ such that e({x1, v},Qj )5. By Lemma 2.3,G[V (Qj )∪{x1, v}] contains
a quadrilateral Q′j and an edge e disjoint of Q′j such that e is incident with exactly one of v and x1. If x1 is an end of e,
and we assume that the other end of e is x0, then we have a path P = x0x1x2x3, which is disjoint to Q′j . Replace Qj
with Q′j , we have a path of length 3 in D, a contradiction. If v is an end of e, say e = uv, then G[V (Qj ∪ P) ∪ {v}]
contains a quadrilateral Q′j and two matches x2x3, uv such that they all are disjoint. Replace Qj with Q′j , we see that
D has two matches x2x3, uv. Clearly, e({x2x3, uv},D) = 4 for otherwise there is a path of length 3 in D. By Lemma
2.2 and (1), we have e(x2x3 ∪ uv, Ti)4. Then we have
e(x2x3 ∪ uv,HQ)2(n + s) − (4l + 4) = 8(k − l) + 2s + 2l.
Similarly, by Lemma 2.2 and (1), this implies that there exists Qi ∈ HQ such that e({x2x3, uv},Qi)9. By Lemma
2.5, G[V (Qi ∪ x2x3 ∪ uv)] contains a quadrilateral Q′i and a path P ′ of length 3 such that they are disjoint. Replace
Qi with Q′i , we get that D has a path of length 3, a contradiction. 
Claim 3.4. There is a cycle C of length 6 and a quadrilateralQj ∈ HQ such that e(C,Qj )13, whereC ∈ G[V (D)]
if d7; and C ∈ G[V (D ∪ Tm)] for some Tm ∈ HT if d6.
Proof. First we present two propositions.
Proposition 3.5. If P ∗ is a path of length 5 and e(P ∗)8, then G[V (P ∗)] contains a quadrilateral.
LetP ∗=y1 · · · y6. SupposeP ∗1 =y1y2 andP ∗2 =y3y4y5y6 are two subpaths ofP ∗. It is easy to see that if e(P ∗2 )5, then
G[V (P ∗2 )] contains a quadrilateral. So we assume that e(P ∗2 )4, thus e(P ∗1 )+e(P ∗2 )5. Consequently, e(P ∗1 , P ∗2 )3
since e(P ∗)8. By Lemma 2.7, G[V (P ∗)] contains a quadrilateral, unless e(P ∗1 , P ∗2 )=3 and the edge set between P ∗1
and P ∗2 must be as either {y1y6, y2y4} or {y1y6, y2y6} except edge y2y3. First suppose the former holds. In this case,
e(P ∗2 ) = 4. Then G[V (P ∗)] contains a quadrilateral y2y3y5y4y2 if y3y5 ∈ E and G[V (P ∗)] contains a quadrilateral
y1y2y4y6y1 if y4y6 ∈ E. If the latter holds,we see that G[V (P ∗)] contains a quadrilateral y2y3y5y6y2 if y3y5 ∈ E and
G[V (P ∗)] contains a quadrilateral y2y3y4y6y2 if y4y6 ∈ E.
Proposition 3.6. If P ∗ is a path of length 4 and e(P ∗)7, then G[V (P ∗)] contains a quadrilateral.
Let P ∗ =y1 · · · y5, P ∗1 =y1y2 and P ∗2 =y3y4y5 be two subpaths of P ∗. Since e(P ∗1 )+e(P ∗2 )4, then e(P ∗1 , P ∗2 )3.
By Lemma 2.6, we see that G[V (P ∗)] contains a quadrilateral.
We consider the following two cases according to the order of D.
Case 1. d7.
In this case,D has a path P of length d−1, so we letP ′ =x1 · · · x6 be a subpath of P. Clearly, by (1), {x1, x4} {x2, x5},
{x3, x6} are three pairs of non-disjoint vertices, for otherwise, there is a quadrilateral Q in D and replacing T1 by Q,
there will be a contradiction. By Lemma 2.2 and (1), d(v, Ti)1 for each v ∈ V (P ′) and each Ti ∈ HT . Consequently,∑
v∈V (P ′)d(v,HT )6l. Now we consider
∑
v∈V (P ′)d(v,D). Clearly, there is at most one vertex u in D − V (P ). For
P−P ′=x7 · · · xp, we separate it into |P |/2	−3 paths x7x8, x9x10, . . . , such that if |P | is odd, the last path xp−2xp−1xp
is of length 2 and the remainder are all of length 1. Otherwise, the length of each separated path is 1. By Lemma 2.6
and (1), for each path Pi above, we have e(x1x2, Pi)2, and thene(x1x2,D − P ′)2(|P |/2	 − 3) + 2 |P | − 4.
Similarly, we have e(x3x4,D−P ′) |P |−4 and e(x5x6,D−P ′) |P |−4. Consequently, e(P ′,D−P ′)3(|P |−4).
SinceG[V (P ′)] does not contain a quadrilateral, e(P ′)7 by Proposition 3.5. Hence∑v∈V (P ′)d(v,D)3(|P |−4)+
14 = 3|P | + 23d + 2. Therefore,∑
v∈V (P ′)
d(v,HQ)3(n + s) − 6l − (3d + 2) = 12(k − l) + 3s + 3l − 2.
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As ls + 1 and s1, the above inequality implies that there is a quadrilateral Qj ∈ HQ such that
∑
v∈V (P ′)
d(v,Qj )13.
By Lemma 2.12 and (1), G[V (P ′ ∪ Qj)] contains a quadrilateral Q′j and a cycle C of length 6 such that they
are disjoint. Replace Qj with Q′j , we see that D has a cycle of length 6. Let C = a1 · · · a6a1. Also we have that
{a1, a4}, {a2, a5}, {a3, a6} are three pairs of non-adjacent vertices by (1). We considerC as path P ′ and repeat the above
proof, we also can get a conclusion that there exists Qj ∈ HQ such that e(C,Qj )13.
Case 2. d6.
First we show that there is a path P ′ of length 5 inG[V (P ∪Tm)] for some Tm ∈ HT . Since n3s+4(k− s)+3 and
ls + 1, we see that d l − s + 34. By Claims 3.2 and 3.3, D has a path P = x1x2x3x4. It is not difﬁcult to see that
if e(P, Ti)1 for some Ti ∈ HT , then G[V (P ∪ Ti)] contains a path of length 5. So we may assume that e(P, Ti)= 0
for each Ti ∈ HT . Let T1 = a1a2a3a1, then there are three pairs of non-adjacent vertices {a1, x2}, {a2, x3}, {x1, x4} in
V (P ∪ T1). Clearly, e(a1a2, Ti)6 for each Ti ∈ HT − T1. Thus∑v∈V (P∪a1a2)d(v,HT )6l − 2.
Now we show that
∑
v∈V (P∪a1a2)d(v,D)3d + 2. First suppose that D has a Hamiltonian path. Since D does not
contain a quadrilateral, by Propositions 3.5 and 3.6, we have that e(D)4 if d=4, e(D)6 if d=5 and e(D)7 if d=6,
and then we have
∑
v∈V (P∪a1a2)d(v,D)3d + 2 by Lemma 2.8. So we may assume that D has a path P of d − 1 and
v ∈ D−P . In this case, byClaims 3.2 and 3.3,d=5ord=6.ByLemma2.2 and (1),d(v, a1a2)1; ifd=5, then e(P )4
and d(v, P )2, and then
∑
v∈V (P )d(v,D)10. By Lemma 2.8 and d(v, a1a2)1, e(a1a2,D)4. Consequently,∑
v∈V (P∪a1a2)d(v,D)14 = 3d − 1. If d = 6, we have
∑
v∈V (P )d(v,D)15 and then
∑
v∈V (P∪a1a2)d(v,D)20 =
3d + 2 by Lemma 2.8. Therefore, we have
∑
v∈V (P∪a1a2)
d(v,HQ)3(n + s) − (6l − 2) − (3d + 2) = 12(k − l) + 3l + 3s.
As s1, this implies there is a quadrilateral Qj ∈ HQ such that e(P ∪ a1a2,Qj )13. By Lemma 2.10 and (1), we
see that G[V (T1 ∪ Qj ∪ P)] contains a quadrilateral Q′j and a path P ′ of length 5 such that they are disjoint. Replace
Qj with Q′j , then G[V (P ∪ T1)] contains a path P ′ of length 5.
Let P ′ =x1 · · · x6. By (1), x1x4 /∈E, x2x5 /∈E and x3x6 /∈E. Let D′ =T1 ∪D, D′′ =D′ −P ′ and |D′′|=d ′′. Clearly,
d ′′ = d − 3 and 1d ′′3 since 4d6. We will show that there is a cycle C of length 6 in G[V (D′)].
First we show that
∑
v∈P ′d(v,D′)22. Note that e(P ′)7 by Proposition 3.5 since G[V (P ′)] does not contain a
quadrilateral. So it sufﬁces to show that
∑
v∈P ′d(v,D′′)8. Let u1 be any vertex in D′′. It is not difﬁcult to see that
if d(u1, P ′)5, then G[V (P ′) ∪ {u1}] contains a quadrilateral. So we have d(u1, P ′)4 for any vertex u1 ∈ D′′. If
d ′′2, then
∑
v∈P ′d(v,D′′)8. So we may assume that d ′′ = 3.
We choose T2, . . . , Tl,Ql+1, . . . ,Qk and P ′ such that e(D′′) is as large as possible. We claim that e(D′′)1.
Otherwise, let u2, u3 be two other vertices in D′′ and suppose d(u1, P ′)=max{d(ui, P ′)|i ∈ {1, 2, 3}}. Then we have
e({u1, u2}, HT − T1)2(l − 1) by Lemma 2.2 and e({u1, u2}, HQ)4(k − l) by Lemma 2.3. Therefore,
e({u1, u2},D′)n + s − 2(l − 1) − 4(k − l) = l + s + d + 211.
Hence, d(u1, P ′)6, which implies that G[V (P ′) ∪ {u1}] contains a quadrilateral, a contradiction. Let u1u2 ∈
E(D′′). Since, by Lemma 2.6, e(u1u2, xixi+1xi+2)2 for each i ∈ {1, 4}, so e(u1u2, P ′)4. Consequently, we
have
∑
v∈P ′d(v,D′′)8. Therefore,
∑
v∈P ′d(v,D′)14 + 8 = 22 holds.
By Lemma 2.11 and (1), we get e(P ′, Ti)10 for each Ti ∈ HT − T1. Note that d = n − 3l − 4(k − l) implies that
s + d l + 3. Hence,
∑
v∈V (P ′)
d(v,HQ)3(n + s) − 10(l − 1) − 22
3(4l + 4(k − l) + 3) − 10(l − 1) − 22
= 12(k − l) + 2l − 3.
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Since ls + 12, there is a quadrilateral Qj ∈ HQ such that ∑v∈V (P ′)d(v,Qj )13. By Lemma 2.12 and (1),
G[V (P ′ ∪Qj)] contains a quadrilateral Q′j and a cycle C of length 6 such that they are disjoint. Replace Qj with Q′j ,
then G[V (D ∪ T1)] contains a cycle of length 6.
Let C = a1 · · · a6a1. By (1), there are three pairs of non-adjacent vertices {a1, a4}, {a2, a5}, {a3, a6}. Now consider
C as path P ′ and repeat the related proof above, we also see that there exists Qj ∈ HQ such that e(C,Qj )13. So
Claim 3.4 holds. 
By Claim 3.4 and Lemma 2.13, G[V (C ∪Qj)] contains two disjoint quadrilaterals Q′j and Q′′j . Replace T1 and Qj
with Q′j and Q′′j , respectively, we get a contradiction to (1). So l = s, thus the theorem holds. 
Remark. The author has learned that Erdo¨s and Faudree’s conjecture has recently been conﬁrmed by H. Wang.
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