Abstract. Given any a := (a 1 , a 2 , . . . , an) and b := (b 1 , b 2 , . . . , bn) in R n . The n-fold convex function defined on [a, b], a, b ∈ R n with a < b is a convex function in each variable separately. In this work we prove an inequality of Hermite-Hadamard type for n-fold convex functions. Namely, we establish the inequality
Introduction
The classical Hermite-Hadamard inequality
holds for all convex functions defined on a real interval [a, b] .
Along the past thirty years, several authors give an attention for various kind of this inequality and related type inequalities. Indeed the history of (1.1) is very long to summarize in one or two paragraph, however, we can simply say without any worry, the real work over all these thirty years started in 1992 by Dragomir [5] . In literature, the referenced work [5] was considered as base to study and investigate (1.1) by many other authors later.
A progressive work make many interested authors to generalize (1.1) and establish a number of formulation in various forms. In sequence of papers, Dragomir proved various inequalities of Hermite-Hadamard type for several assumption for the functions involved; e.g., convex mappings defined on a disk in the plane and convex mappings defined on a ball in the space . For a comprehensive work regarding (1.1) the reader may refer to [5] .
In 2006, de la Cal and Cárcamo [3] studied the Hermite-Hadamard type for convex functions on n-dimensional convex bodies by translating the problem into of finding appropriate majorants of the involved random vector for the usual convex order. Two main results was obtained in [3] the first one regarding mappings defined on polytopes in R n , while the second result discussed (1.1) for symmetric random vectors taking values in a closed ball for a given (but arbitrary) norm on R n , (see also [4] ). In 2008, a formulation on simplicies was presented; the key idea of the presented approach was passed through a volume type formula and its higher dimensional generalization. In 2009, by using of a stochastic approach, de la Cal et. al. established a multidimensional version of the classical Hermite-Hadamard inequalities which holds for convex functions on general convex bodies. In 2012, Yang [13] proved an extension of (1.1) for functions defined on a convex subsets of R 3 , indeed the author introduced a version of (1.1) for function f defined on an annulus domain. Recently, Moslehian [11] introduced several matrix and operator inequalities of Hermite-Hadamard type and presented some operator inequalities of Hermite-Hadamard type in which the classical convexity was used instead of the operator convexity. For more details, generalization and counterparts the reader may refer to [1] - [13] and the references therein.
Let us consider the bi-dimensional interval ∆ :
holds for all (x, y), (z, w) ∈ ∆ and λ ∈ [0, 1].
Dragomir [6] established a new concept of convexity which is called the coordinated convex function, as follows:
In [6] , Dragomir established the following similar inequality of Hadamard's type for co-ordinated convex mapping on a rectangle from the plane R 2 .
Theorem 1. Suppose that f : ∆ → R is co-ordinated convex on ∆. Then one has the inequalities
The above inequalities are sharp.
In [1] , Alomari proved the weighted version of (1.2) which is known as Fejér inequality, as follows:
holds, where p : 
n-fold convex functions
Given any a := (a 1 , a 2 , . . . , a n ) and
Clearly, this is a partial order on R n , and it may be called the product order or the componentwise order on R n . If n > 1, then the product order on R n is not a total order; for example, if x := (1, 0, 0, · · · , 0) and y := (0, 1, 0, · · · , 0), then neither x ≤ y nor y ≤ x.
Let
A subset I of R n is said to be an n-interval if I a,b ⊆ I for every a, b ∈ I. For example, if I 1 , . . . , I n are intervals in R, then I 1 × · · · × I n is an n-interval. Furthermore, an n-interval of the form I 1 × · · · × I n , where each of the I 1 × · · · × I n is a closed and bounded interval in R, is called a hypercuboid in R n . Throughout this paper, we will consider, for all
n is said to be n-fold convex if and only if whenever x, y ∈ D then tx + (1 − t) y ∈ D.
Corollary 1. Every convex subset of R
n is an n-fold convex, and the converse is not true in general.
Proof. Follows directly from the definition.
There is a subset D ⊆ R n which is n-fold convex but is not convex. 
On the other hand, f is called n-fold concave if the inequality (2.1) is reversed.
Corollary 2. Every convex function defined on [a, b] ⊆ R
n is n-fold convex, and the converse is not true in general.
Proof. Consider f : [a, b] → R be an n-fold convex function. We carry out our proof using induction. Let
for all possible choices of c i ∈ {x i , y i }, and
where c = (c 1 , c 2 ), which mean that f is 2-fold convex on [a, b].
For n = k, assume that P (k) holds, and let
for all t ∈ [0, 1] and x, y ∈ [a, b], where
It remains to show that P (n) holds when n = k + 1, therefore
f (c, y k+1 ), (follows from (2.5))
where,
2 but is not convex. The reverse of (2.1) follows directly by replacing f by −f , and thus the proof is completely established.
The following Jensen's type inequality holds:
be a finite sequence of real numbers, for all i, r = 1, 2, · · · , k, and consider
Then the inequality
holds, where
If f is n-fold concave then the inequality (2.6) is reversed.
Proof. Use the definition of n-fold convex and apply the classical Jensen's inequality for convex function of one variable in each variable.
The following Hermite-Hadamard inequality holds:
holds, where The inequality (2.7) is sharp. If f is n-fold concave then the inequality (2.7) is reversed.
Proof. Since f is n-fold convex on [a, b] , then for all t ∈ [0, 1], we have
Integrating (2.8) with respect to t on [0, 1] we get
where, p i is defined in (2.2).
On the other hand, again since f is n-fold convex on [a, b], then for t ∈ [0, 1], we have
Integrating inequality (2.10) with respect to t on [0, 1] we get
By putting 1 − t = s, in the second integral on the right-hand side of (2.11), we get
From (2.9) and (2.12), we get
By putting ta + (1 − t) b = x in the integral involved in (2.13), it is easy to observe that
which proves the inequality (2.7). The sharpness follows by taking the function f (x) = i=1,...,n x i . If f is n-fold concave, replacing −f instead of f in (2.7) we get the required result.
Next, we consider a weighted version of (2.7) which is known as Fejér inequality, before that we need the following preliminary lemma: (z 1 , . . . , z i−1 , t i , z i+1 , . . . , z n ) , for all fixed z j ∈ [a j , b j ] (j = 1, 2, · · · , n) with j = i. the following inequality holds:
and
2 , z i+1 , . . . , z n , for all i = 1, 2, · · · , n, which shows that (2.15) holds.
A Fejěr type inequality may be stated as follows: (2.16) , then the equality holds, which shows that (2.16) is sharp, and thus the proof is completely finished.
A Matrix version of H.-H. Inequality
A matrix function, f (A), or function of a matrix can have several different meanings. It can be an operation on a matrix producing a scalar, such as tra(A) and det (A); it can be a mapping from a matrix space to a matrix space, like f (A) = A 2 ; it can also be entrywise operations on the matrix, for instance, g(A) = (a ij ) 2 . A natural generalization of the classical Hermite-Hadamard inequality (1.1) to Hermitian matrices could be the double inequality
which is however not true, in general as shown recently in [11] .
Moslehian [11] introduced several matrix and operator inequalities of HermiteHadamard type and he presented some operator inequalities of Hermite-Hadamard type in which the classical convexity was used instead of the operator convexity.
In this section, we introduce a matrix version of Hermite-Hadamard inequality for function of a matrix producing a scalar.
Let M n×n (R) be the set of all real (n × n)-matrices with real entries, given a function f : M n×n (R) → R and A, B ∈ M n×n (R). Clearly, each square n-matrix is just a point in R The inequality (3.2) is sharp. If f is n 2 -fold concave then the inequality (3.2) is reversed.
Proof. The proof follows directly from Theorem 4. Remark 1. A Jensen's type inequality for matrix functions used above; may be deduced in a similar manner as in Theorem 3.
