In this paper, we propose an efficient IP-Level power model with a small lookup table for complex CMOS circuits. The table has only one dimension that maps the zero-delay charging and discharging capacitance into the real power consumption of pattern pairs but still has high accuracy. In order to improve the efficiency of the characterization process, the Monte Carlo approach is used during the estimation of the average power to skip the samples that will not increase the accuracy too much. The experimental result shows the table sizes are only up to 107 entries for ISCAS'SS benchmark circuits and the estimation error is only 2.99% on average using the lookup table.
I. Introduction
System-on-a-chip (SOC) is a trend of system integration in recent years. For SOC designs, most design teams integrate many well-designed circuit blocks called intelligent properties (IPS) and some self-designed circuit blocks to build up the complex system in a short time. While designing such complex systems, low power is also an important consideration because of the increasing requirement of portable devices. Traditionally, power estimation is often performed at transistor-level by SPICE-liked simulation. However, this approach is unpractical for SOC designs because it needs very high computing power.
For this application, power models may provide an efficient solution to estimation the power consumption of IPS because the transistor-level simulation is only required at the characterization step. The power model of a design describes the relationship between power characteristics and real power consumption with specific input sequences or input signal statistics. Lookup tables are the most commonly used power models. Because the power dissipation of a combinational circuit depends on the previous and present input patterns, a fully characterized lookup table for an n-input combinational circuit will have 2' " entries. It is obviously unfeasible for complex circuits because the table size is too large to be stored and the characterization process will consume too much time. Efficient reduction methods are definitely required to make this approach become feasible.
In this approach, the chosen power characteristics have large impacts on the table size and the accuracy of the estimated power consumption. Therefore, many power characteristics are proposed in the literature [ I . .~~ such as the signal statistics of the primary inputs and outputs, the active information of a design, the power sensitivity of primary inputs, the Hamming distance of the pattern pairs at the primary inputs, etc. The methods proposed in [llpl are building the lookup tables according to the signal transitions at the primary inputs. In the authors use a clustering algorithm to compress the input vectors with approximate A Dept. of Electrical Engineering National Central University Taoyuan, Taiwan power consumption as a cluster such that the table size can be reduced. The method in p1 operates on the state transition graphs (STGs) of macrocells with merging transition compatible nodes to reduce the sizes of lookup tables.
The methods in [31 use the signal statistics of the primary inputs and outputs to be the indexes of the lookup tables. In 131, the lookup tables with 2 dimensions (average input signal probability, average input signal transition density), 3 dimensions (average output zero-delay transition density as the third dimension) and 4 dimensions (average spatial correlation coefficient as the fourth dimension) are compared. The results show that the estimation errors are decreased when the dimensions of tables are increased, but the sizes of tables are increased. The increase of table size will require extra characterization time that may become a non-neglectable overhead. However, because the distribution of the average output transition density is hard to control, the characterization time to fill the lookup tables is hard to control.
Based on the above observations, we can realize that the size of the lookup table is a primary concern for the power models of complex designs such, as commercial IPS.
Therefore, we propose a table-based power modeling method in this paper for combinational circuits in which the table size is very small and almost independent to the number of primary inputs. In order to reduce the table size, we build a one-dimension lookup table to map the zero-delay charging and discharging capacitance (CDC) to the real power consumption of input pattern pairs. In order to simplify the description, we will use CDC to represents the zero-delay charging and discharging capacitance in the rest of this paper. The CDC of a pattern pair is the summation of charging and discharging capacitances of the nodes whose signals change from 0 to 1 or 1 to 0 during the transition of input patterns under zero-delay model. Using CDC as the index of the lookup tables is decided by our previous comparison results of the average normalized error between the three power characteristics, CDC, zero-delay switching count (SC) of internal nodes and Hamming distance (HD) of input pattern pairs (41. Among those power characteristics, the CDC has the minimal average normalized error.
In previous introductions, we can realize that the efforts for the characterization process are also important issues. Therefore, we modify the grouping algorithms in ,41 to have a more efficient characterization process while building the lookup table. In [41, the CDC distribution of input sequence is deterministic. However, the CDC distribution in this work is non-deterministic until we simulate all input pattern pairs. In order to handle this situation without simulating all possible cases, we dynamically increase the entries of the lookup tables to cover the current CDC distribution of the designs when we characterize the average power for each entry in the table. Because a lot of pattem pairs may appear in the same group, we use the Monte Carlo simulation 151 to further reduce the characterization time.
The rest of this paper is organized as follows. In Section 11, we will describe the power model proposed in this work. In Section 111, the dynamic grouping algorithm will be described. The power characterization process will be shown in Section IV. The estimation of average power with the proposed power model is described in Section V. The accuracy of our power model will be evaluated in Section VI through several experiments and some conclusions will be given at the end.
I1 Power Modeling
The power consumption of a digital circuit is formulated as Equation (1). The static power (Psmtic) is the power consumption of the leakage currents in the reversed P-N junctions, which is often much smaller than the dynamic power (Pdynmtir). The Pdynan,ir is the summation of the power of functional transition (Pfunr-trans), the power of glitch (Pglitch) and the short-circuit power (Pshon.c;mu;r) represented as Equation (2). The Pshor(.cirruit is consumed when short-circuit current flows from VDD to ground at the period that both PMOS and NMOS transistors turn on together during the signal transitions and is often smaller than the summation of the Pfunc-rrans and the Pglirch. The proportion between Pfin,,,, and Pglifch is depending on the circuit behavior and the design skill. Given a circuit with n nodes, we could express the power consumptions of Pfinc-rrons and Pglirch as Equation (3) and (4), where i denotes the node-index, Ci is its load capacitance of node i, Vdd is supply voltage of the circuit, the j&,, is the frequency of functional transition at node i and theJAlirch is the frequency of glitch at node i. 7i is the factory of the width of glitch to the glitch power and should be between 1 and 0.
In this work, the lookup table maps a CDC interval to a real power value implies that the lookup table uses the Pfunc-rronJ to indicate the trend of the real power consumption on average. The CDC value of a pattem pair is the c C i . fiWfun, in Equation (3) where jhnc =1 if node i has signal transition orJhnr =O if node i has no signal transition.
The power model is represented by a lookup table, which maps the CDC values to real power consumption of input pattem pairs. The building flow of the lookup table is shown in Fig. 1 In order to reduce the table size, we can collect those pattem pairs with similar CDC values to be a group and only set one entry in the lookup table for each group. A similar grouping method was used in pattem compaction techniques for power estimation 141. In ,4!, however, the compacted sequence is generated for a specific input sequence. In other words, the input sequence is deterministic and the distribution of CDC values is deterministic, too. Unfortunately, when we build the lookup table for the proposed power model in our work, the CDC distribution is non-deterministic until we simulate all pattem pairs, which is almost impossible for large circuits even using a logic-level simulator.
In order to handle this situation without simulating all possible cases, we propose a method to dynamically increase the entries of the lookup tables to cover the current CDC distribution of the designs when we characterize the average power for each entry in the table. As illustrated in Fig. 2 , the CDC values of pattem-pairs have been sorted before grouping. The X-coordinate is the number of pattem pairs and the Y-coordinate is the CDC value of each pattem pair. In the first iteration, we randomly generate several pattem pairs and the dynamic grouping works like the grouping process in 141 as shown in Fig. 2(a) . Each group is defined with an interval of CDC values and the neighborhood groups have continuous CDC values. In the second iteration, we generate more random pattems and the number of group is spread because the CDC distribution area is increased as shown in Fig. 2(b) . The ranges of the groups in Fig. 2(a) are not changed but new groups are generated from the boundary of the first and last groups in Fig. 2(a) . The size of the lookup table in our power model is determined by the number of groups in the dynamic grouping process, which can be controlled by the user-defined group interval. This group interval is defined by a percentage of the range from the maximum CDC value to the minimum CDC value of each group and set as 5% of the maximum CDC value in this work. If the interval is smaller than the minimum load capacitance of the nodes, the interval will be set as the minimum load capacitance of nodes because it is impossible to have such CDC values. 
IV. Power Characterization
In our power model, the corresponding power for each table entry is determined by the average power consumption of all pattem pairs located in the corresponding CDC interval. Therefore, we use a random input generator to generate a number of pattern pairs such that they can distribute over different groups. Fig. 3 gives an illustration of this power characterization flow. The power characterization process will stop under 2 conditions as follows:
(a). The average power consumption of each group has reached the desired confidence level.
(b). The total pattern pairs have reached the constraint of maximum number of pattern pairs.
The maximum number of characterized pattem pairs is used to control the characterization efforts. It can be decided by users to make a trade-off between accuracy and characterization efforts. If criterion (b) is used to stop the characterization process, the average power of those groups that do not have enough pattem pairs will be estimated with interpolation or extrapolation because the current samples may not have enough representatives.
In order to further improve the efficiency of the characterization process, we use the Monte Carlo approach 151 to check the stop criteria (a) such that we can finish the characterization process as soon as possible. Under the assumption that the mean of any sample is normal distribution, the end of simulation can be decided according to the statistical stopping criterion as Equation (5). In Equation (3, E is the user acceptable maximum percentage
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Average power Avcraec mwcr Avcraes power Fig. 3. An illustration of the power characterization After the estimation of average power has converged according to the Monte Carlo stop criteria, we will not simulate the following pattern pairs for these groups in the transistor-level simulator because the current results already have the desired accuracy.
V. Power Estimation with the Power Model
After the power model of a circuit is built, the average power consumption for any test sequence can be estimated. First, we use a logic-level simulator to calculate the CDC values of pattern pairs in the test sequence. With the CDC values, we can find their corresponding groups in the lookup table for those pattem pairs in the sequence. If a pattem pair belongs to a CDC interval, its power consumption will be set as the value of the corresponding table entry in the lookup table, and the total power is equal to the summation of total values of every pattern pairs. Finally, the average power can be obtained from dividing the total power by the number of pattern pairs.
The lookup table may not cover the whole CDC distribution of all possible pattern pairs because we did not simulate all pattern pairs in the characterization process. In this case, we can use extrapolation to estimate the power consumption of those pattern pairs that belong to the non-sampled groups. The average power consumption can be expressed as Equation (6). In Equation (6) It is very small and is almost independent to the circuit size. In order to show that our approach can be applied to various input sequences, we test the accuracy of our method by estimating the average power consumption of circuits with 3 different sequences. The test sequences are pseudo random sequence, counter sequence and LFSR sequence with 50,000 pattern pairs respectively for those circuits. The overall average error is 2.99%. The experimental results show that our power model still has high accuracy for different input sequences. 
VI1 Conclusion
In this paper, we proposed an efficient IP-Level power model with a small lookup table for complex CMOS circuits. The lookup table has only one-dimension that maps the zero-delay charging and discharging capacitance (CDC) to the real power consumption of input pattern pairs but still has high accuracy. In order to reduce the table size, we collect those pattern pairs with similar CDC values to be a group and only set an entry in the lookup table for each group. The dynamic grouping process will automatically increase the entries of the lookup tables to cover the current CDC distribution of the designs during the power characterization process. In order to improve the efficiency of the characterization process, the Monte Carlo approach is used during the estimation of the average power to skip the samples that will not increase the accuracy too much. The experimental results show that our power model can estimate the average power of IP-level complex designs very efficiently and accurately for various test sequences.
