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Abstract
The wavefront profile and the propagation velocity of waves in an experimentally ob-
served Belousov-Zhabotinskii reaction are analyzed and a revised FitzHumgh-Nagumo(FHN)
model of these systems is identified. The ratio between the excitation period and the re-
covery period, for a solitary wave are studied, and included within the model. Averaged
travelling velocities at different spatial positions are shown to be consistent under the same
experimental conditions. The relationship between the propagation velocity and the curva-
ture of the wavefront are also studied to deduce the diffusion coefficient in the model, which
is a function of the curvature of the wavefront and not a constant. The application of the
identified model is demonstrated on real experimental data and validated using multi-step
ahead predictions.
1 Introduction
The Belousov-Zhabotinskii(BZ) chemical reaction, is one of the most famous examples of ex-
citable media, and has served as a prototype of nonlinear dynamical spatio-temporal chemical
systems because of the remarkable property of exhibiting interesting temporal oscillations and
spatial patterns. Many methods based on reaction-diffusion equations such as the Oregonator
Model [Field and Noyes, 1974; Chou et al., 2007], Brusselator Model [Glansdorff and Prigogine,
1971], the Gray-Scott Model [Gray and Scott, 1983], and the FitzHugh-Nagumo(FHN) model
[FitzHugh, 1955], have been developed to simulate the characteristics of propagating waves us-
ing simple models which can produce complex generated patterns. But very few investigations
have studied how to determine the parameters of models of excitable media by analyzing real
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experimental data to generate models which can help to understand the underlying system.
This paper aims to seek a revised FHN model, to describe the dynamic behaviours of chemical
waves by replacing the Oregonator model commonly used in this field. FHN type models have
also been used to model nerve fibers and heart tissue as well as chemical reactions. Two prop-
erties of travelling waves, the profile of a steady wave and the velocity of wave propagation,
are studied in this paper by sampling experimental data from a real BZ reaction. There are
two important relationships which have to be considered for understanding and modelling the
travelling velocity. One is the consistent average propagation velocity at different spatial po-
sitions. The other is the dependence of the normal velocity of the wavefront curvature, which
expresses the correlation between the shape and the propagation velocity of the wavefronts.
Based on these developments a new approach is introduced to identify the characteristics of
travelling waves using a revised FHN model, the parameters of which are linked back to the
investigated physical variables. By utilizing such a model, specific patterns in excitable media
can be designed by controlling the model parameters. This also helps in predicting patterns
which exist under extreme physical conditions and which may be difficult to reproduce in the
laboratory, which could be highly attractive in several applications.
Most studies of spirals waves, which do not appear spontaneously for most concentrations in
the BZ reaction, use manual perturbation to create the waves. There was no perturbation
inducement in our experiments, which may potentially reduce noise on the travelling velocity,
and only circular patters are considered in this study.
2 Theory
Mathematically, reaction-diffusion systems can be expressed by an equation of the form:
∂u
∂t
= f(u) +D∇2u (1)
where u = u(r, t) is the variable, f is the reaction term that describes the dynamics of the
system and the last term of equation represents diffusion. From the chemical point of view,
Zhabotinskii [Zhabotinskii, 1964] suggested that the BZ reaction consists of two main parts:
the autocatalytic oxidation of Ce3+ by HBrO3 and the reduction of Ce
4+ by malonic acid and
its bromo-derivatives. Br− is a strong inhibitor of the autocatalytic oxidation of Ce3+ because
of its rapid reaction with the autocatalyst, which is presumably HBrO2. Traditionally, the
description of the BZ reaction kinetics based on Eq. (1) is reduced to a dimensionless form
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[Keener and Tyson, 1986]:
∂u
∂t
= f(u, v) +Du∇
2u
∂v
∂t
= g(u, v) +Dv∇
2v
(2)
where u is proportional to HBrO2, v is proportional to the oxidized form of the catalyst ferroin,
∇2 is the Laplacian operator, Du and Dv are diffusion coefficients, f(u, v) and g(u, v) describe
the kinetics of the reaction.
Recently, the FitzHugh-Nagumo equation has became a widely used model for reaction-diffusion
systems, and is commonly used to simulate propagating waves in excitable media, such as heart
tissue and nerve fibers [Luo and Rudy, 1994; Rubin, 1995]. By removing the diffusion of v and
normalizing Du, the equation is traditionally expressed as
∂u
∂t
= u(a− u)(u− 1)− v +∇2u
∂v
∂t
= bu− γv
(3)
where 0 < a < 1/2 and γ ≥ 0.
In this paper, to fully describe the dynamic behaviours of propagation velocity experimentally
observed in the experiments described below, the model is modified to the form
∂u
∂t
= u(a− u)(u− 1)− v +∇2u
∂v
∂t
= bu− γv +Dv(k)∇
2v
(4)
where the constants a, b, γ and a functionDv(k) require to be determined from the experimental
data and k denotes curvature of the wavefront.
3 Methods
The chemical processor was prepared in a thin layer at room temperature (usually 25◦C±1◦C)
and the recipe was adapted from [Winfree, 1972]. Data were acquired by a DSLR camera
(Canon 450D) with a resolution 2256× 1504 pixels in 24bits true color level. The sample rate
was chosen as 0.5 frames per second (fps) automatically controlled by a computer through a
USB interface. A typical image represents an area of size 13.9cm × 9.27cm, with a resolution
of 61.7µm/pixel. Many other researchers normally use an analog CCD camera coupled with
a frame-grabber, which only supports 800× 600 pixel maximal resolution but a higher sample
rate (about 25− 30fps) [Forester et al., 1989; Belmonte et al., 1997]. The DSLR camera used
in our experiments can provide a much higher spatial resolution and better image quality to
achieve more details of the wave profile and this allows the calculation of other properties more
accurately, which directly determines the accuracy of the parameters to be identified in the
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model. The sample rate is not so important here as the BZ reaction is a relatively slow process.
As discussed in [Zhao et al., 2007], the blue component of the image shows the biggest difference
for distinguishing the wavefront and background compared with the green and red components.
Therefore in this paper, only the blue component was extracted from the raw images to repre-
sent the propagating waves. In the reaction, the concentration of cerium ions switch between
an oxidized state Ce4+ and a reduced state Ce3+, causing the reagent to change its color [Chou
et al., 2007]. Hence, the variable v in Eq. (4), which is proportional to the oxidized form of
the catalyst ferroin, could be mapped by the value of the blue component.
3.1 Profile of a steady wave
A wave which represents an excursion from a steady state and back to it, will be called a
pulse wave and can be excited if a certain threshold perturbation is exceeded. In Figure 1.(a),
the phase trajectory denoted by PT1 is the excursion excited by a large perturbation (u0 =
0.2, v0 = 0 in Eq. (4)). If the perturbation is not strong enough, for example u0 = 0.1, v0 = 0,
the phase state will go back to the steady state very quickly, as illustrated by the phase
trajectory denoted as PT2. When u was set as a square pulse (see the initial status of Figure
1.(b)) the wave solution for each variable is shown in Figure 1.(b) and (c), demonstrating how
waves travel over time. Notice how the profile of a solitary wave is stabilized as time increases.
Figure 2.(a) shows a typical steady solitary wave for v. The range denoted by d1 represents
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Figure 1: (a) Null clines for FHN with a = 0.1, b = 0.005, γ = 0.0016, Dv = 0 and phase trajectories for small
perturbations (u0 = 0.1, v0 = 0) and large perturbations (u0 = 0.2, v0 = 0); (b)-(c)Development of a travelling
wave pulse solution from square initial data for Eq. (4) where black denotes initial condition, red, blue, green
and purple denote different states over time.
the excitation period and d2 represents the recovery period. A variable η is introduced in this
paper which expresses the ratio of d1 and d2
η =
d1
d2
(5)
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to represent a characteristic of the wave profile. The height and width of the wave are not
important here because calibration in space between numerical simulation and experimental
data requires further adjustment.
There are four unknown parameters (a, b, γ and Dv) in Eq. (4), but it has been found in this
study that the value of η only depends on γ. To quantitatively determine this relationship,
several simulations with different γ and with the other parameters fixed were implemented and
the value of η for each simulation was calculated. The results are shown in Figure 2.(b), where
it is observed that the value of η increases following an the increase of γ. Figure 2.(c) shows
the sampled data pairs and the corresponding fitted linear model, expressed as
η = 0.17717 + 17.9482γ (6)
where γ ≥ 0 or
γ = −9.8712× 10−3 + 5.5716× 10−2η (7)
By measuring η from the steady wave profile of the experimental data, parameter γ of a FHN
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Figure 2: (a)A typical steady travelling wave for v;(b)A group of steady travelling waves for v with different γ,
where black represents γ = 1.6E − 3, red denotes γ = 5E − 3 and blue denotes γ = 1.6E − 2; (c)Sampled data
pairs between γ and η and corresponding fitted linear model.
model can then be approximated by Eq. (7). Ten circular waves in different positions were
sampled. The values of η were measured and averaged and the results are
η = 0.2239
γ = 2.6036× 10−3
(8)
3.2 Propagating velocity of the wavefront
This section discusses the propagating velocity based on experimental data and its dependence
on the curvature of the wave boundary. Subsequently, the relationship between the velocity
and the diffusion coefficient Dv is investigated to determine Dv based on curvature.
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The study starts from the comparison of the averaged propagating velocity of waves in different
positions, but which have a similar range of radius. If velocities are not consistent in space,
hybrid rules instead of a uniform rule have to be established to fully describe this variable,
which can make identification much more complicated. Four circular waves were considered
and details of these are given in the first three columns of Table 1, where the units of the second
column are in pixels. Velocities of wave propagation were calculated from the time derivative
of smoothed radius vs. time. The fourth column of Table 1 shows the averaged propagation
Table 1: Detail of four sampled circles and the corresponding detected velocities.
Symbol Circle center(x, y) Sampled frames Velocity(mm/s)
(a) 970,572 187-223 0.10946
(b) 1600,534 190-224 0.10932
(c) 1230,661 195-230 0.11149
(d) 1030,344 208-232 0.11580
velocity for each pattern, which are all very close. The average velocity of the whole system can
then be approximated as 0.1115 ± 0.0065mm/s. The standard deviation is quite small which
indicates the system has a consistent average propagating velocity in the space dimension. To
verify this conclusion, we also implemented an experiment with exactly the same chemical in-
gredients, temperature and illumination, but used a high speed digital camera, Phantom V7.0
Colour, to acquire data with a sampling rate of 50fps and image resolution 800 × 600 pixels.
Eight circular waves in different positions were considered to calculate the average velocity
and the result was 0.1172 ± 0.0209mm/s. The consistence of the velocity in space certainly
seems to exist under our experimental conditions based on high and low imaging. It is also
noticed that averaged velocities over both experiments are very close, which suggests that the
average propagating velocity may only depend on the chemical ingredients, temperature and
illumination.
It has been well proven [Zykov and Morozova, 1980] that the relationship between the nor-
mal velocity c and the curvature k of wavefront in a two-dimensional excitable media can be
expressed as
c = q −D · k (9)
where q denotes the velocity of the plane waves, and D is the diffusion coefficient. Experimental
evidence has been provided in this paper to confirm this equation. Figure 3 illustrates our
6
experimental results for the relationship between curvature and normal velocity. The data are
well represented by a regression line, expressed as:
c = 0.1153− 0.0256 · k (10)
where the slope, which corresponds to the diffusion coefficientD, was estimated as 0.0256mm2/s.
It is also noticed that the velocity of the plane wavefront makes a large proportional contribu-
tion to propagation, which explains why wavefronts visually travel at similar speeds. Values of
D and c are not exactly the same as previously obtained in other reports [Forester et al., 1989;
Rubin et al., 1997], but are within an acceptable range of difference. It can be explained that
both variables are sensitive to illumination and initial concentration of chemical ingredients,
and a slight shift in either can significantly change the wave behaviour. Many publications
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Figure 3: Relation between curvature k and normal velocity c determined from measurements of the dependence
of the radius R on the time of outward propagation of circular waves.
on the traditional FHN model have proved that the travelling speed c of a solitary wave in
simulation is constant after it enters into steady state. To fully describe the characteristic of
c in the BZ reaction which depends on curvature, Dv has to be revised from a constant to a
function. Lots of simulations in this paper prove that the travelling velocity of the wavefront
c is only dependent on Dv, which indicates Dv can be determined only by curvature k. The
relationship between Dv and c was studied by varying the value of Dv from 0 to 1 in simulation,
and the results are shown in Figure 4, which clearly demonstrates the relationship is parabolic.
The axis for x and y were swopped here because an expression of Dv and curvature k can then
be easily obtained if c is located on the horizonal axis. As shown in Figure 4, if Dv is limited
in [0, 1], c will be limited in [0.3544, 0.5188]. Note the value of c is not important here because
7
0.36 0.40 0.44 0.48 0.52
0.0
0.2
0.4
0.6
0.8
1.0
D
 v
c(speed)
Figure 4: Relationship between travelling speed c and Dv with a = 0.1, b = 0.005, γ = 0.0016.
it has to be linearly calibrated to physical units later anyway. The ratio of the maximum and
minimum of c is 1.46, which covers 1.25, the ratio of the maximum and minimum of c from
experimental data. This paper therefor only considers Dv ∈ [0, 1] as the range is wide enough
to fully describe the change of c in our experiments. Of course, if the experimental dish is large
enough, the radius of the target pattern could be very big in theory, which means the traveling
velocity could be relatively fast based on Eq. (10). However, this paper only aims to describe
phenomena shown in our experiments.
Does the selection of Dv affect η that represents the profile of the wavefront? Figure (5).(a)
shows three profiles of solitary waves with different choices of Dv. Although the boundary of
the waves are not exactly the same, the ratio between the excitation period and the recovery
period is close enough, which can be observed more clearly from the normalized waves, shown
in Figure (5).(b). Hence, η is independent of Dv, which means that identification of γ and Dv
can be considered separately.
3.3 Example based on Real Data
Two sequences of experimental data from the same initial chemical ingredients and environ-
mental conditions were used in this example. The first sequence of data (the estimation set)
was sampled to generate a revised FHN model. The second (the testing set) was used to
validate the model by comparing the multi-step ahead predictions from the identified model
with the data set. The transition rule which describes this system should be consistent if both
experiments have the same conditions, and therefore using a testing set, a separate set of data
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Figure 5: Comparison of profiles of waves with different values of Dv in the FHN model. (a) original waves; (b)
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to validate the model, is a good test for model generalisation. The model structure is expressed
as Eq. (4), where two critical parameters, γ and Dv, were identified as
γ = 2.6036× 10−3
Dv = −5.2099 + 133.5932c− 721c
2
c = 0.1153− 0.0256 · k
(11)
Other parameters were set as a = 0.1 and b = 0.005.
The Euler method was used to discretize derivatives, which are expressed as
u(t+∆t) = u(t) + ∆t∂u
∂t
v(t+∆t) = v(t) + ∆t∂v
∂t
(12)
The Lagrange operators ∇2 were approximated by
∇2u(x, y, t) = 1
4
(
u(x+ 1, y, t) + u(x− 1, y, t) + u(x, y + 1, t) + u(x, y − 1, t)
)
− u(x, y, t)
(13)
where a von-Neumann neighbourhood was used. To evaluate the identified model, the first
frame of the second sequence of data was used as the initial condition where the prediction
starts. Nearly 50 seconds ahead predictions were produced and five snapshots are shown in
Figure 6. Note the excitation of new waves were introduced manually in the prediction. Figure 6
clearly shows visually that the patterns of the predictions are extremely similar to the original
experimental captured patterns at each corresponding time. To quantitatively compare the
propagating velocity, the radius of three circles from the outside to the inside were measured
and are shown in Figure 7.(a). The results in Figure 7.(a) clearly show that the radius at
each time are well matched by the prediction. It is also noticed in Figure 7.(b), as expected,
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Figure 6: Snapshots of the experimental data extracted from the second sequence of experimental data and
prediction patterns at corresponding times. The top row shows the original images at time 1s, 20s, 30s, 40s, 50s;
the bottom row shows the predicted patterns at 1 sec (initial condition), plus 19, 19, 39, 49 seconds ahead.
that the absolute prediction error increases with the time ahead prediction for a certain circle.
For multi-step ahead prediction, prediction at the current time depends on prediction at all
previous times, and hence the further ahead in time the larger the prediction error will be.
Furthermore, slight inconsistency in the rule between the first and second sequence of the data
caused by small temperature shifts or ageing of the solution, can also cause prediction errors.
The results shown above however strongly suggest that the identified model is a very good
representation of wave propagation for real experimental data.
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Figure 7: (a)Comparison of the radius of three circles over time where the circular points denotes the results
from experimental data and the solid coloured lines denote results from model predictions; (b) Illustration of
absolute error of prediction for the outside circle.
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4 Conclusions
The main purpose of this paper was to identify the value of the parameters in a revised
FitzHugh-Nagumo model, to describe the dynamic behaviour of propagating waves of BZ reac-
tions. Two properties of the waves, the profile of the wavefront and the propagation velocity,
have been discussed. FHN models which have been studied in other publications are usually
focused purely on simulations to produce patterns as close to nature as possible. However, this
paper solves the inverse problem by estimating the parameters of the model directly from real
observed experimental data. The consistency of the average velocity of propagation in different
spatial positions has been shown to exist in data sets collected using two kinds of digital camera.
This observation supports the approach of using a uniform model to describe wave propagation
for all patterns in a sequence of images. Furthermore, the identified parameters are based
on physical variables and effects in the model and this, also opens the way to quantitatively
establish a relationship between simulations and real systems. It has also been numerically
shown that the determination of γ is independent to Dv. An important contribution of this
paper, was to show that Dv can be expressed as a function of curvature instead of a constant
value which is used in the traditional FHN model. Other parameters assigned typical values
to produce steady waves, since they are independent of the characteristics investigated in this
paper. The prediction results shown in the example based on real experimental data are highly
encouraging. It was observed that the identified model can predict the boundary accurately,
even at the 49 seconds (plus 1 sec, initial condition) ahead prediction, which indicates that the
identified can represent the dynamic behaviour of circular waves in BZ reactions very well.
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