With modern focus on remote sensing technology, such as LiDAR, the amount of spatial data, in the form of massive point clouds, has increased dramatically. Furthermore, repeated surveys of the same areas are becoming more common. This trend will only increase as topographic changes prompt surveys over already scanned areas, in which case we obtain large spatiotemporal datasets.
INTRODUCTION
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It is essential for many applications to exploit the high-resolution datasets since small features may have a large impact on the output. For instance, it is vital that dikes and other features are present in datasets used for hydrological modeling, but these features are often relatively small and unlikely to appear if the resolution is low [Mølhave et al. 2010 ]. An example of this can be seen in a simple (nontemporal) flood mapping application. Figures 2(b) and 2(c) show the result of the flood risk mapping for the island of Mandø in the Wadden-Sea off the west coast of Denmark. The island has an approximately 5-meter-tall perimeter dike that protects it from the sea. Because of the small width of the perimeter dike, this feature is not present in low-or midresolution grids. Thus, when flood maps are constructed on coarse grids for a water level of 2 meters, it looks as if most of the island will be underwater. See Figure 2 (b) for an example using a 90m grid (the SRTM grid available from NASA [Farr et al. 2007] ). The same computation performed on a 2m-resolution grid, shown in Figure 2 (c), correctly finds that the dikes, now present in the terrain model, block the water from entering the lower-lying areas inside the perimeter.
Capitalizing on the opportunities presented by high-resolution datasets and transforming the massive amount of spatial and spatiotemporal topographic data into useful information requires that several algorithmic challenges be addressed. To begin with, the scattered point set S generated by LiDAR cannot be used directly by many GIS algorithms. They instead operate on a digital elevation model (DEM). Because of its simplicity and efficiency, the most widely used DEM is a 2D uniform grid in which an elevation value is stored at each cell. A 2D point cloud can be seen as a set S of n (arbitrary) points in R 2 with an associated elevation function h : S → R. Thus, to construct a grid DEM, h has to be extended via interpolation to a uniform grid G ⊂ R 2 at the desired resolution.
For spatiotemporal data, the notion of a 2D uniform grid translates into a 3D grid with time representing the third dimension. One has to extend the elevation measured by LiDAR at the points of S via interpolation to a uniform grid Q ⊂ R 3 of the desired resolution; the interpolation is performed in both time and space. We note that the need to interpolate a spatiotemporal dataset on a uniform grid arises in a variety of applications. For example, one may want to interpolate data generated by a sensor network deployed over a wide area [Ghosh et al. 2012] .
There is extensive work on statistical modeling of spatial and spatiotemporal data in many disciplines, including geostatistics, environmental sciences, GIS, atmospheric science, and biomedical engineering. It is beyond the scope of this article to discuss these methods here. We refer to Kyriakidis and Journel [1999] , Mateu et al. [2003] and Wikle et al. [1998] for reviews of many such results. In the context of GIS, interpolation methods based on kriging, inverse distance weighting, shape functions, random Markov fields, and splines have been proposed; see Mitasova et al. [1995] , Shekhar and Xiong [2008] , Li and Revesz [2002] , and Miller [1997] and references therein. Although sophisticated spline-based methods (e.g., regularized splines with tension (RST)) and kriging produce high-quality output, especially when data is sparse, they are computationally expensive and not scalable because of their usage of nontrivial polynomials. On the other hand, simple methods such as constructing triangulation on input points in R 3 [Li and Revesz 2002] and linearly interpolating the elevation on grid points don't produce a smooth surface, especially in the areas where the data is relatively sparse. The resulting DEM can appear jagged both when viewed directly and in derived products, such as contour maps or river networks.
In this article, we use the well-known natural neighbor interpolation (NNI) strategy [Sibson 1981 ]. Given a finite set S of points in R k , a height function h : S → R can be extended to the entire R k using natural neighbor interpolation. In particular, for a point q ∈ R k ,
where w p (q) ∈ [0, 1] is the fractional volume of Vor S∪{q} (q) that belongs to Vor S ( p) (see Figure 3 for a 2D example), that is, where Vor A (z) denotes the Voronoi cell of the point z ∈ A. NNI is known to have several nice properties. For example, it is local, using only sample points that surround a query point; it does not introduce new critical points; and the interpolated surface passes through input points and is smooth everywhere except at input points [Sibson 1981; Watson 1992] . Because of these desirable properties, NNI is widely used in many fields [Boissonnat and Cazals 2000; Owen 1992; Sukumar et al. 1998 ]. Although NNI is more efficient than RST and other similar interpolation methods, its traditional implementations (both 2D and spatiotemporal versions) are significantly slower than linear interpolation and thus not widely used for very large datasets.
There are several reasons that NNI is computationally challenging. First, the size of the Voronoi diagram in 3D can be quadratic in the worst case even for the Euclidean metric [de Berg et al. 1997] . As mentioned later, for spatiotemporal data, we are interested in computing the Voronoi diagram under more general metrics. Even if the size of the Voronoi diagram is near linear for realistic datasets [Attali and Boissonnat 2004] , computing it is still expensive, especially on large datasets that do not fit in main memory. Since S cannot be assumed to be in the general position, robust implementations must take great care to handle cases such as point duplicates and groups of multiple points on the same plane/sphere; the existing implementations of Voronoi diagram construction such as Qhull [Barber et al. 1996 ] are slow on degenerate inputs. Furthermore, performing NNI involves computing the intersection of two polyhedra and the volume of this intersection. Hemsley [2009] has implemented NNI in 3D under the Euclidean metric, but the implementation is not scalable; see Section 6 for more details. We are unaware of any robust implementation of NNI for points in R 3 that can handle large datasets.
To attain significant speedup in the NNI computation, we exploit the graphics processing units (GPUs) available on modern PCs. Although originally designed for quickly rendering 3D geometric scenes on an image plane (screen) and extensively used in video games, they can be regarded as massively parallel vector processors suitable for general-purpose computing. Known as general-purpose GPUs (GPGPUs), their tremendous computational power and memory bandwidth make them attractive for applications far beyond the original goal of rendering complex 3D scenes. As GPUs have become more flexible and programmable (e.g., NVIDIA's CUDA [NVIDIA 2010 ] library), they have been used for a wide range of applications, for example, geometric computing, robotic collision detection, database systems, fluid dynamics, and solving sparse linear systems. See Owens et al. [2007] for a recent survey. In the context of grid DEM construction, Fan et al. [2005] and Park et al. [2006] have described a GPUbased algorithm for NNI; more recently, You and Zhang [2012] described a GPU-based NNI algorithm using CUDA. Danner et al. [2012] described an algorithm using MPI and GPU for parallel grid construction across a cluster of machines, focusing on RST interpolation.
Our contributions. In this article, we present TerraNNI, a simple yet very fast GPUbased algorithm that, given an input point set S in R k for k = 2, 3 and a uniform grid Q in R k , computes the elevation of all points of Q. Our algorithm can be used to interpolate any scalar field over a uniform grid in R k from a set of sample points. For instance, it can be used to interpolate density in a volumetric dataset.
LiDAR scanners provide dense (high-resolution) point clouds of elevation data at most locations, but there are gaps. In space, these gaps usually appear at large bodies of water or human-made objects that have been removed from the point cloud in a preprocessing step. In time, the gaps appear when surveys fail to cover exactly the same region as previous surveys. When these gaps are large, it is desirable to label the corresponding gap cells in the volumetric grid with nodata instead of interpolating elevation based on points that are very far away. We introduce the notion of the region of influence for each input point, similar to the one used in α-shapes [Edelsbrunner and Mücke 1994] . For a grid point q, we use only those points to compute its elevation whose regions of influence contain q; for spatiotemporal data the region of influence has a temporal component as well. Our algorithm allows for an almost arbitrary region of influence; if this region is sufficiently large, then the algorithm computes the standard NNI.
Euclidean distance may not necessarily be the appropriate function to measure the distance between two points, especially for spatiotemporal data. We therefore assume that we have a metric d(·, ·) and compute Voronoi diagrams under this metric. While computing Voronoi diagrams on the CPU for general metrics is hard, it is relatively straightforward on a GPU. We also show how the computation of Voronoi diagrams can be optimized for Euclidean distance using the so-called lifting transform.
TerraNNI for 2D data. Exploiting the fact that we are interpolating elevations at grid points, TerraNNI uses a clever "blocking" scheme to expedite the computation considerably. In contrast to the algorithm in Fan et al. [2005] , which performs NNI interpolation at ≤ 32 points in one step (or ≤ 128 points depending on hardware properties of the GPU card), TerraNNI can answer more than 10 6 NNI queries at grid points in one step. It exploits CUDA to substantially improve its efficiency by performing the majority of the computation on the GPU, thereby minimizing the communication between main and GPU memory.
These techniques lead to an extremely fast algorithm for computing a grid DEM. For example, TerraNNI computes a grid DEM covering a 600km 2 region at 2m resolution (i.e., ≈ 150 million grid points) from 2 × 10 9 input points in less than 40 minutes on a 3GHz Intel Core 2 Duo processer with an NVIDIA GeForce GTX 470 graphics card. Our CPU-based linear-interpolation algorithm takes more than 5 1/2 hours on the same PC. Not only is this a significant speedup, but also NNI interpolation produces a smoother grid DEM than the linear-interpolation method. The more sophisticated RST-based algorithm takes about 34 hours on the same dataset, even after throwing away a fraction of the points for efficiency, and the output between NNI and RSTbased interpolations is nearly indistinguishable. Another advantage of our algorithm over linear or RST interpolation is that it can be trivially parallelized, so it could be implemented easily on a GPU cluster.
TerraNNI for spatiotemporal data. Since GPUs support only 2D color and depth buffers, we process one 2D slice of Q each step. This involves processing each input point multiple times. We present three algorithms, which provide tradeoffs between the number of times each point is processed and the space (on the GPU) used by the algorithm. We refer to Table I in Section 5 for an overview of the relative performance of our algorithms.
Our experimental results demonstrate that TerraNNI is both scalable and efficient on spatiotemporal data. Since big multiyear LiDAR data are not yet publicly available, we tested the scalability of our algorithm by interpolating synthetic data. TerraNNI interpolates a 5,000 by 5,000 by 20 grid from a dataset consisting of 10 10 input points spanning 20 years (186GB) in only 5 hours and 17 minutes. Additionally, we tested our algorithm on a smaller, nonsynthetic dataset consisting of about 20 million data points spanning 11 years. Our algorithm can interpolate more than 4 × 10 8 points from a 3D point cloud of 10 10 points in approximately 5 hours. In contrast, Interpolate3d [Hemsley 2009 ], an implementation of NNI on the CPU, was unable to handle point clouds larger than 10 4 points.
Overview of the article. This article is organized as follows. Section 2 gives a short introduction to the fundamentals of the GPU model of computation, and Section 3 presents an algorithm for computing Voronoi diagrams, primarily in 2D and 3D. Section 4 presents our 2D algorithm, and Section 5 extends the 2D algorithm to 3D. In Section 6, we discuss our experimental results, exploring the performance and output quality of our algorithms.
GPU MODEL OF COMPUTATION
This section gives a brief overview of the computing primitives of a typical GPU (e.g., those that are relevant for our article).
The graphics pipeline. The graphics pipeline is responsible for drawing 3D scenes, composed of a set of objects, onto a 2D image plane of pixels as seen from a viewpoint o. Because of their simplicity and flexibility, is almost always a set of triangles. For each pixel π = (x, y), where x, y is a global coordinate, the GPU finds the subset π ⊆ of objects intersected by the ray oπ . To store the information about the scene, the GPU efficiently maintains 2D arrays of pixels called buffers. We will use the following two buffers:
-The depth buffer D stores the distance to the nearest object from o for each pixel π .
Given that p j is the point of intersection for ray oπ and object ω j ∈ π , the GPU calculates and stores 
] is a blending parameter. In our application, χ j will be of the form 2 k and χ j = χ j for all pairs ω j , ω j ∈ π and we will set α j = 1, so the blending function will set C[π ] to the bitwise-OR of colors of objects in π .
A pair F = (C, D) is referred to as a frame buffer, and the GPU can store multiple frame buffers simultaneously (as long as there is enough GPU memory available). One of these frame buffers is marked as the active frame buffer, and drawing commands go to the active frame buffer. It is usually clear from the context which frame buffer is active. We use the special value ⊥ to denote the default values of the color and depth buffers. During graphical computations, all frame buffers and their associated color and depth buffers reside in memory on the graphics card. We let L denote the side length of the maximum buffer that the GPU can handle.
There are multiple libraries that provide APIs for working with GPU buffers and for rendering objects to these buffers; popular ones include OpenGL and Microsoft's DirectX. We use OpenGL. We also use CUDA, the parallel computing architecture by NVIDIA [2010] , to perform general-purpose computation (not just rendering) directly on buffers in GPU memory, thereby reducing communication between the GPU and CPU.
COMPUTING VORONOI DIAGRAMS
This section defines a discretized version of the Voronoi diagram, suitable for computing on a GPU, and presents algorithms for computing it in R 2 and R 3 .
Voronoi Diagrams
Let S = {p 1 , . . . , p n } be a set of points in R k , for k ≥ 1, and let d(·, ·) be a convex distance function. For a point p i ∈ S, we define its Voronoi cell Vor S ( p i ) with respect to d(·, ·) to be
Vor(S) is the subdivision of R k induced by the Voronoi cells of points in S; see Figure 3 . We will omit the subscript S from Vor S ( p i ) when it is obvious from the context.
We introduce the notion of the region of influence I ⊂ R k , which is used to limit the region a point p i ∈ S can influence. We modify the distance function so that the distance d( p i , p) is infinity for points p outside I + p i . Note that a point p ∈ R k that does not lie in I + p i for any p i ∈ S does not belong to the Voronoi cell of any point of S. This implies that Vor(S) is not a subdivision of the entire set R k but only of the region ∪ p∈S (I + p). For simplicity, we will describe algorithms with the assumption that I is a disc in 2D and a cylinder in 3D. The algorithms can be modified to handle influence regions of more general convex shapes. u, p) . With a small abuse of notation, we define
Vor(S) as a lower envelope. For a point
That is, f (u) is the distance from u to its nearest neighbor in S. Therefore, Vor(S) is a projection of the graph of f onto R k ; see Figure 4 .
, then Vor(S) can be represented as the lower envelope of a family of linear functions using the so-called lifting transform [de Berg et al. 1997] , as follows:
where
The projection of the lower envelope of G = {g 1 , . . . , g n } is therefore identical to that of F, and the graph of each g i is a hyperplane. As we will see later, working with G is substantially simpler and more efficient than working with F.
Discretized Voronoi diagram. Let B be an axis-aligned box in R k . We are interested in computing a discretized version of Vor(S) inside B, defined later. We discretize B into a N 1 × · · · × N k uniform k-dimensional grid of voxels. Each voxel is a (tiny) box and its volume is μ = Vol(B)/( k i=1 N i ). We useυ to denote the center point of voxel υ. With a slight abuse of notation, we will also use B to denote this k-dimensional grid of voxels. For a voxel υ ∈ B, let ϕ(υ, S) denote the point of S that is nearest toυ under the distance function d(·, ·). If d(υ, p) = ∞ for all p ∈ S, then we consider ϕ(υ, S) to be undefined. We discretize Vor(S) ∩ B by assuming that the entire voxel υ lies in the Voronoi cell of ϕ(υ, S). For a point p i ∈ S, we define its discretized Voronoi cell as
The quantity μ|Vor ( p i )| approximates the volume of Vor( p i ) inside B. This approximation improves as we increase the resolution, that is,
Vor (S) is the subdivision of B induced by Vor ( p i ) for 1 ≤ i ≤ n; see Figure 5 (a). Note that, as in the continuous case, a voxel whose center does not lie in I + p i , for any p i ∈ S, does not belong to the discretized Voronoi cell of any point of S.
Computing Voronoi Diagrams in 2D
We now describe a GPU-based algorithm, which we refer to as GVOR, for computing Vor (S) for a point set S ⊂ R 2 . In R 2 , B is an N 1 × N 2 rectangle and each voxel π ∈ B is a two-dimensional square with side length ρ; we call π a pixel of B. We assume I, the region of influence, to be a disk of radius r. We map the image plane of of the GPU to B with each pixel of π mapping to a pixel in the image plane; thus, we do not distinguish between an entry in the color buffer C[π ] and (the center of) the corresponding pixel π ∈ B.
1 We use the color buffer to store Vor (S) on the GPU by viewing each pixel as a single word (concatenation of R, G, B, A components). Specifically, if ϕ(π, S) = p i for some pixel π , then the color buffer stores
is undefined, the color buffer C[π ] contains the uninitialized value ⊥; this happens whenπ, the center point of π , is outside the region of influence for all points of S. Figure 6 shows an example of two discretized Voronoi diagrams Vor (S) corresponding to different regions of influence (and thus truncations of d).
Convex distance function. If d(·, ·)
is a general convex function, we proceed as follows. For a point p ∈ R k , let γ p denote the graph of the function f p and let = {γ 1 , . . . , γ n },
; that is, the ray from a in the +z direction hits γ i before any other γ ∈ . In other words, ϕ(π, S) = p i if γ i is the surface seen atπ when the set is viewed from z = −∞. This suggests that we can compute Vor (S) by rendering the surfaces of with the viewpoint set appropriately. However, since GPUs are optimized to render triangles, not an arbitrary surface, we construct a triangulated surface γ p approximating γ p . We use a simple triangulation that is defined by two integer parameters: k and m. We first compute m level-set curves (contour lines) at regular height intervals on γ i , that is, intersect γ i with m horizontal planes (e.g., dashed circles in Figure 7 (a)). Since d(·, ·) is assumed to be convex, each level set is a convex closed curve, which we approximate by a convex k-gon, by choosing k points on the curve. We then create triangles between adjacent k-gons using 2k triangles. The resulting triangulated surface, denoted by γ p , is composed of 2km triangles; see Figure 7 (a). Let = {γ 1 , . . . , γ n }, where γ i = γ p i . We can approximate γ p as close to γ p as desired by choosing the parameters m and k appropriately.
To compute Vor (S), we set the colors of all triangles in γ i to i and render the triangles of onto using the GPU. We note that after rendering , the depth buffer encodes the distances in the sense that D[π ] stores the (approximated) value of d (π, ϕ(π, S) ), the distance from the center of π , to its nearest neighbor in S. C is set to store the color of the foremost object at π (cf. Section 2).
Euclidean distance function. The number of triangles needed to get a good approximation γ i of f i can be large, depending on the complexity of d(·, ·) and the desired level of accuracy, and it can affect the efficiency of the algorithm. For Euclidean distance functions, much higher accuracy can be obtained with just a few triangles, by using the lifting transform, that is, working with the functions g 1 , . . . , g n . Recall that we assume I to be a disk of radius r. Therefore, the (truncated) surface γ i , the graph of function g i truncated within I, is the planar elliptic region
see Figure 7 (b). The ellipse γ i can be triangulated using a convex k-gon as follows. Let σ be a regular k-gon in R 2 inscribed in the disk of radius r centered at the origin. We set σ i = σ + p * i , where p * i is the projection of p i on the xy-plane. Lifting σ i to h i yields the surface (Figure 7(b) ). We can easily triangulate γ i using k triangles, say, by drawing an edge from the center of g i ( p i ) of γ i to each vertex of y i . Note that the resulting triangulated surface γ i encodes the function g i exactly; it only approximates the influence region of p i .
The GVOR(S) procedure. In the context of NNI, each point p i of S is endowed with height h( p i ). We set the color of all triangles of γ i to be h( p i ). Thus, for all pixels π ∈ Vor ( p i ), C[π ] stores h( p i ). The GVOR(S) algorithm returns the frame buffer F = (C, D) ; that is, for each pixel π ∈ Vor ( p i ), we have its distance to p i (from D) and h( p i ) (from C).
3D Voronoi Diagrams
We now extend the previous algorithm to compute Vor (S) in R 3 . We view R 3 as xytspace-x,y being spatial dimension and t being the time axis; each point p = (x p , y p , t p ) is located in a 2D region, with (x p , y p ) as its spatial coordinates, and has a time value t p associated with it. We discretize the box B into an N 1 × N 2 × N 3 uniform 3D grid of voxels; N 3 is the temporal resolution of the grid. As mentioned earlier, we assume the region of influence I to be a cylinder of radius r in the xy-plane and height 2r along the t-axis, that is,
Recall from Section 3.1 that the problem of computing Vor (S) can be phrased as that of rendering a 4D scene onto a 3D hyperplane. However, GPUs can render only 3D scenes on a 2D plane, and they have only 2D buffers. We therefore decompose the problem into that of rendering each of the 2D slices of B, one for each fixed time, separately and combining these N 3 slices at the end to construct Vor (S).
Fix a time slice τ of B, that is, the set of voxels with time index τ , let τ be the horizontal plane passing through the center points of the voxels of this slice. B τ = B ∩ τ is a rectangle with an N 1 × N 2 2D uniform grid induced on it. Each pixel υ τ of this 2D grid, the intersection of a voxel υ with τ , is a square;υ is the center point of both υ and υ τ . For p i ∈ S, we define its Voronoi cell slice on τ as
Vor (S, τ ) is the subdivision of B τ induced by these cell slices, which can be viewed as a discretization of the 2D slice of Vor(S) ∩ τ inside B; see Figures 5(a) and 5(b).
We first describe how to compute Vor (S, τ ) for a convex distance function and then improve it for Euclidean distance.
Convex distance function. For a fixed τ ∈ R and for a given
Vor(S, τ ), the 2D slice of Vor(S) for t = τ , is the projection of the graph of f τ on the xy-plane. As in Section 3.2, Vor (τ ) can be computed by viewing B τ as the 2D image plane and rendering the triangulated surfaces γ 1 , . . . , γ n with (0, 0, −∞) as the viewpoint; here, γ i is a triangulated surface approximating the graph of f τ i . By repeating this for all slices 0 ≤ τ < N 3 , we can compute Vor (S); however, this requires rendering each of the surfaces γ i a total of N 3 times (once for each slice of B). This can be reduced to 2r by exploiting the region of influence as follows: for a fixed τ , let 
and let
Vor(S, τ ) is the projection of the graph of g τ onto the xy-plane. Note that each g τ i is a linear function. Since we assume the influence region I to be a cylinder, its cross-section for t = τ is a disk. As in R 2 , the truncation of the graph of g τ i within the influence region of p i is an ellipse. We therefore approximate it to a convex k-gon γ i as in R 2 .
The GVOR(S, τ ) procedure. We use GVOR(S, τ ) to refer to the algorithm that computes the slice of Vor (S, τ ). As in 2D, the algorithm returns the frame buffer containing the color buffer and depth buffer F = (C, D). In the context of NNI, we assign the color h( p i ) to the surface γ i , so for all pixels π ∈ Vor (
NATURAL NEIGHBOR INTERPOLATION IN 2D
We now describe a GPU-based algorithm for computing NNI on a set Q of M × M grid points. We will be using the discretized Voronoi diagram, described in Section 3, instead of the standard Voronoi diagram, so we redefine the NNI function h :
We note that Equation (3) is an approximation of Equations (1) and (2) because of the following:
(i) The tessellation error from the triangulated γ surfaces for non-Euclidean metrics (ii) The discretization error (iii) The limited precision of the depth buffer D (which can cause problems at the boundaries between two Voronoi cells) (iv) The region of influence By adjusting the corresponding parameters, we can bring Equation (3) as close to Equation (1) as we wish.
2 Here is a brief outline of the algorithm. We choose a scaling parameter s so that each grid cell of Q contains s × s grid cells of the box B on which Vor (S) is computed. The algorithm works in two stages. The first stage computes Vor (S) using the GVOR(S) algorithm, described in Section 3. The second phase computes Vor S∪{q} (q) for every q ∈ Q. Instead of computing Vor S∪{q} (q) sequentially for each q ∈ Q, one by one, we use the features of the GPU to compute Vor S∪{q} (q) for several grid points, and possibly for all points in Q if Q is not very large, in one pass. This is accomplished using two ideas. First, as in Fan et al. [2005] , if the bit depth of the color buffer is w, we compute Vor S∪{q} for w points of Q by packing the bits of the color buffer carefully. Second, we observe that if two grid points q 1 , q 2 ∈ Q are not very close to each other, then Vor S∪{q 1 } (q 1 ) and Vor S∪{q 2 } (q 2 ) are independent and thus can be computed in parallel using the GPU. We make these statements precise later. Before describing the algorithm in detail, we introduce some notation. For simplicity, we assume that the length of each grid cell Q is 1, and we use Q[i, j] to denote the (i, j)'th query point of Q for 0 ≤ i, j < M. Let s be the scaling parameter and w the bit depth of the color buffer, as mentioned earlier. For simplicity, we assume s to be odd, M to be a power of 2, and B = √ w also to be a power of 2. The length of each pixel is 1/s. Suppose the frame buffer of the GPU has size N × N. Q is mapped to the image plane so that each grid point of Q lies at the center of an s × s array of pixels of . As in Section 3, we assume that the region of influence is a disk of radius r, and thus we can assume that all points of S lie within distance 2r from Q. Let R(Q) denote the square Q ⊕ [−2r, 2r] 2 , where Q is the bounding square of Q; that is, R(Q) is the square of side length M + 4r. Let α = (s − 1)/2 + 2rs. We map the bottom left corner of Q to that of B, so the query point Q[i, j] maps to the pixel (is + α, js + α); see Figure 8 .
We first define the algorithm under the following two assumptions:
Recall, L denotes the side length of the maximum buffer that the GPU can handle. The first assumption (A1) ensures that R(Q) can be mapped to B without exceeding the amount of available memory on the GPU. For a graphics card with w = 32 and with s = 5, the second assumption implies that r ≤ 5 meters if the grid Q has a resolution of 2 meters. In other words, the height of a grid point of Q is not affected by an input point that is more than 10 meters away. With high-resolution LiDAR datasets having potentially better than submeter and near-uniform density, this is a reasonable assumption. Nevertheless, we will discuss at the end how we adapt our algorithm if (A1) and (A2) do not hold.
We are now ready to describe the algorithm.
First phase. We create a new active frame buffer F = (C (1) , D) and call GVOR(S). Recall that the color of the surface corresponding to p i ∈ S is set to h( p i ). After the first phase, C
(1) [π ] stores h( p i ) for all pixels π ∈ Vor ( p i ). Before exiting from phase 1, we create a new blank color buffer C (2) , replacing C (1) in the active frame buffer, but we leave C
(1) in the GPU memory. We leave the depth buffer intact in the active frame buffer; that is, D[π ] continues to store πϕ(π, S) , the distance from the center of π to ϕ(π, S).
Second phase. The second phase computes N(q) and D(q), as defined in Equation (3), for every q ∈ Q. We proceed as follows: we set the depth buffer in read-only mode, but recall that it stores the depth values computed in the first phase. For each q ∈ Q, we do the following. We render all triangles of the surface γ q . Since D is left intact and the color buffer C (2) is blank, this step computes Vor S∪{q} (q). We compute N(q) by adding the values of
is the number of pixels π with
After processing each q, we reset all entries of C (2) to ⊥. Note that since D is in read-only mode, it is not modified while processing q.
Next, we describe how to parallelize the computation of Vor S∪{q} (q) by using the bit-packing trick and exploiting the independence of influence region of faraway points.
Packing bits of C
(2) . Let q 1 , q 2 , . . . , q m , for m < w, be a subset of points in Q. We show how to compute the height at all these points in one pass. Let γ i be the triangulated surface that approximates the function f q i . The color of all triangles in the surface γ i is set to 2 i . This ensures that colors of γ 1 , . . . , γ m are bitwise disjoint. Suppose a triangle T of color χ is being rendered. If the depth of T at a pixel π is larger than D[π ], then nothing happens. Otherwise, We let C (2) denote the contents of the buffer after the second phase. We compute N(q i ) by summing the values of C (1) [π ] for all pixels π for which the i th bit of C (2) [π ] is 1 and then dividing the sum by the number of such pixels. We have computed N(q i ) and D(q i ), and thus h(q i ), for all 1 ≤ i ≤ m by rendering all surfaces in one pass.
Processing independent points. We call two points p, q ∈ R 2 independent if || pq|| > 2r (i.e., their influence regions are disjoint). A useful property of independent points is that Vor S∪{ p} ( p) and Vor S∪{q} (q) are disjoint, so a pixel belongs to at most one of them. Given a pixel π ∈ that is known to lie in one of them, we can determine in O(1) time whether π ∈ Vor S∪{ p} ( p) or π ∈ Vor S∪{q} (q)-the former if p is closer to π than q. We can therefore render both γ p and γ q in one pass using the same color. With this observation at hand, we proceed as follows. We partition Q into (M/B) 2 query tiles, each of size B × B. Figure 10 (a). A query point q ∈ Q can be represented by a pair (a, t), where a
2 is the index of the query tile that contains q and t ∈ [0, B− 1] 2 is the offset of q within that query tile. For a fixed offset t, we define Q * t = {(a, t) | a ∈ [0, M/B− 1] 2 } to be the set of points of Q with offset t. By assumption (A2), r < B/2. Therefore, for any t ∈ [0, B − 1] 2 , the points in Q * t are pairwise independent-the distance between points of Q * t lying in adjacent tiles is B > 2r; see Figure 10 (b). For t = (t 1 , t 2 ) ∈ [0, B) 2 , we set χ (t) = 2 t 1 B+t 2 and assign the color χ (t) to the query surfaces γ q for all q ∈ Q * t . We render the surface γ q for all q ∈ Q one by one while keeping the depth buffer D in read-only mode. Let C (2) denote the content of the color buffer after rendering all of these surfaces. We process each pixel π ∈ C (2) as follows: If the th bit of π is 1 (i.e., it has been rendered by a query point with the offset l = ( /B , mod B) ), π ∈ Vor S∪{q} (q) for some q ∈ Q * l . Then we compute in O(1) time the point q π ∈ Q * l that is nearest to π ; let NN(π, l) denote this procedure. As stated earlier, among all points of Q * l , π ∈ Vor S∪{q π } (q π ). For each q ∈ Q, we now compute N(q) and D(q) as before. See Algorithm 1 for the pseudo-code.
This completes the description of the algorithm. Hence, if assumptions (A1) and (A2) hold, the height of all points in Q can be computed in one pass. Next we describe how to adapt the algorithm if (A1) or (A2) does not hold.
Handling larger regions of influence.
If the assumption (A2) does not hold (i.e., the influence region is too big), the first phase of the algorithm, which computes Vor (S), remains the same, but the second phase works in multiple passes, each computing the height of a subset of grid points.
We set B = 2 log 2 2r and partition Q into blocks of size B × B. Two grid points of Q with the same offset remain independent and thus can be processed simultaneously as before. But each block has more than w grid points, so one cannot process all of them in one pass using the bit-packing approach.
ALGORITHM 1: Computing N(q) and D(Q).
1: for i ← 0 to M − 1 do 2: 
12:
We partition each block j into B 2 /B 2 tiles, each of size B× B. Each tile is represented by a pair i = (i 1 , i 2 ) ∈ [0, B/B) 2 and each grid point in a tile is represented by its offset t ∈ [0, B)
2 . Therefore, a grid point q with offset t, lying in the tile i, of a block j is represented as the triple (j, i, t).
For a fixed i ∈ [0, B/B) 2 , let
be the set of all grid points of Q that lie in a tile whose index is i. We note that two points in Q * i with the same offset but lying in two different blocks are independent because B > 2r. Furthermore, there are at most w points of the same block in Q * i . Hence, we can process all points of Q * i in one pass. Namely, for any point q ∈ Q * i with offset t = (t 1 , t 2 ), we set the color of γ q to χ (t) = 2 t 1 √ w+t 2 . We render the surfaces in {γ q | q ∈ Q * i } one by one in one pass. After rendering all of them, we compute N(q) and D(q) for all q ∈ Q * i using Algorithm 1. Since all points in Q * i with the same color are independent, the algorithm computes h(q) for all q ∈ Q * i correctly. Repeating this procedure for all i ∈ [0, B/B) 2 , we compute the elevation of all points of Q in (B/B) 2 passes.
Handling larger grids. The preceding algorithm assumed Q to be small enough (assumption (A1)) to be mapped to . This is not always realistic for the value of L is limited by the graphics hardware. For example, L ≤ 2 14 = 16, 384 on modern graphics cards such as the NVIDIA GeForce GTX 660. With a scaling parameter s = 5, we have M ≤ 2 14 /5 = 3, 276, implying that we can process 3, 276 2 ≈ 10 7 grid query points in a single pass. Recall that each pass consists of two rendering phases and the subsequent buffer analysis. For s = 2 and a 2m grid spacing of Q, this corresponds to computing a grid DEM for a region of roughly 70 × 70km 2 in area. However, we often want to generate grid DEMs that are considerably larger, in which case we proceed as follows.
Let μ = (L − 4r)/s; the largest grid of query points that can be handled in one pass is μ × μ. Thus, if M > μ, we partition Q into μ × μ parcels and process these parcels individually.
We compute the elevation of points in Q k with respect to S k using the previous algorithm. For now assume that we have S k at our disposal for all k. Putting everything together, there are three levels of partitioning of Q (cf. Figure 11 ): A point q ∈ Q is represented as a 4-tuple (k, j, i, t) for k
2 , and t ∈ [0, B) 2 . Here k is the index of the parcel that contains q, j is the index of the block in the parcel Q k that contains q, and t is the offset of q within the tile Q 
All points of Q * (k,i) are processed in one pass using the points in S k . For all points q ∈ Q * (k,i) whose offset is t = (t 1 , t 2 ), the color of all triangles in γ q is set to 2 t 1 B+t 2 . Note that some of the points of S are sent to the GPU multiple times. In particular, if the points of S are uniformly distributed, then on average each point of S is processed at most (1 + 2r 2r+μ ) times. This completes the description of the algorithm except how to compute the set S k for each parcel Q k , which we describe next.
Computing S k . If we only care about the CPU and GPU efficiency of the algorithm and are not concerned about the time spent in accessing the data, which may reside on disk, computation of S k is straightforward. However, if S is too large to fit in main memory and resides on disk, the time spent in transferring the data between disk and main memory is the bottleneck. In our application, S is indeed too large to fit in main memory, so we describe an algorithm that minimizes the data transfer between disk and main memory, that is, the number of I/O-operations. This algorithm will be referred to as the binning procedure.
Using the two-level I/O model introduced by Aggarwal and Vitter [1988] , let m be the size of main memory and b be the disk block size (i.e., the number of words that are transferred between disk and main memory in each disk read/write operation). The disk is assumed to have infinite size. We describe a recursive algorithm in this model for computing S k for every parcel Q k . We assume that S is too large to fit in main memory.
Set u = min{
then each subgrid is a parcel. We create a bin for each subgrid. We scan S once. For each point, we find in O(1) time the (at most four) subgrids
, we add p to the bin of Q (i) . Once a bin gets full, we write it to the disk and create a new bin for that subgrid. The total number of I/Os performed is O(|S|/b). Let S (i) = S ∪ R(Q (i) ) be the set of points assigned to Q (i) . If u < M/μ, then each subgrid is a parcel, so we have the relevant points for each parcel and we are done. Otherwise, if u > M/μ, we recursively solve the subproblem for each subgrid Q 
NATURAL NEIGHBOR INTERPOLATION ON 3D GRIDS
Let S be a set of n points in R 3 , each point p ∈ S endowed with an elevation value h( p), and let Q be an M × M × T grid of points in R 3 . We describe a GPU-based algorithm for constructing the elevation at all points of Q using NNI as defined in Equation (3). As in Section 3, we assume that the influence region of a point p ∈ R 3 is the cylinder of radius r and height 2r, centered at p, and its base parallel to the xy-plane.
Analogous to the computation of the Voronoi diagram in R 3 , described in Section 3, we compute the elevation of points in Q slices by slice-at each stage we process a 2D slice of Q with a fixed value of t. Each stage involves computing a portion of Vor (S)-roughly speaking, O(r) 2D slices of Vor (S). Hence, each 2D slice of Vor (S) is used O(r) times. The question is whether we recompute this slice every time or compute it once and store it. We present three algorithms, which provide a space-time tradeoff. The first algorithm recomputes a 2D slice of Vor (S) every time it is needed, resulting in an algorithm that needs only one copy of the frame buffer F of the GPU, but renders each point r 2 times. The second algorithm computes a 2D slice of Vor (S) only once and then stores it on the GPU for future use. It needs 2r + 1 copies of F but renders each point of S only r times. Finally, we describe a third algorithm that works for time-series data; that is, input is collected at fixed time intervals, which is often the case for GIS applications. It also assumes that the GPU has certain capabilities (see later for details). Under these assumptions, it renders each point only once and needs 2(2r + 1) copies of F.
Before describing these algorithms, we fix a few parameters and notation. We assume that Q has origin (0, 0, 0) and resolution 1 in each dimension, that is,
. Any 3D grid can be mapped to Q using an affine transformation and using an adjusted distance function to preserve the structure of the Voronoi diagram. We define
3 -large enough to contain all the points of S that are of interest, and we can assume that S ⊂ B. Similarly to Section 4, we let s ∈ N be a scaling parameter. We discretize B into an sM × sM × T 3D grid of voxels; each voxel is a box of size Figure 12) . By our definition of B and the voxels, each grid point of Q lies at the center of an s × s × 1 array of voxels of B; that is, the temporal resolution of B and Q is the same, but the spatial resolution of B is s times that of Q. One can choose the temporal resolution of B higher than that of Q, but choosing the two to be the same simplifies the description of the algorithm.
We observe that the region of influence, being a cylinder with its axis parallel to the time axis, implies that only voxels υ of Vor (S) for which |t υ − t q | ≤ r are relevant for computing N(q) and D(q) for any point q ∈ Q. Thus, we only need to consider 2r + 1 slices of B corresponding to t ∈ [t q − r, t q + r]. Applying this to Equation (3), we obtain
Recall that for any fixed τ , let S τ = {p ∈ S | |t p − τ | ≤ r} and that Vor (S, τ ) = Vor (S τ , τ ). We are now ready to describe the three algorithms. For each algorithm, we describe how we compute the elevation of points in a fixed 2D slice Q i of Q.
The r
2 -pass algorithm. Equations (4) and (5) suggest that we compute N(q, τ ) and D(q, τ ) for τ = i − r, . . . , i + r and for all q ∈ Q i . For each τ , we first compute Vor (S, τ ) = Vor (S τ , τ ) using the algorithm GVOR(S τ , τ ), described in Section 3. It returns a copy of the frame buffer, which we denote by F τ = (C τ , D τ ). Next we adapt the second phase of the 2D NNI algorithm of Section 4. It uses F τ and renders the surfaces T τ,i ( ) = {γ q | q ∈ Q i }, where γ q approximates the graph of f τ q -the distance function from q in the plane t = τ -so the color buffer C i,τ encodes Vor S∪{q} (q, τ ) for all q ∈ Q i . Then, using F τ and C i,τ , it computes N(q, τ ) and D(q, τ ) . Depending on the size of M, r, and s and GPU constraints, this may require several rendering passes and the I/Oefficient algorithm for distributing the input points described in Section 4. We call this modified 2D NNI algorithm INTERPOLATE (F, i, τ ) . It takes the frame buffer computed after phase I of the algorithm and the values of i and τ as input and returns two
The pseudo-code of the overall r 2 -pass algorithm is described in Algorithm 2. 
Delete F i−r−1 from GPU 5:
Each point p ∈ S is passed to the computation of O(r) slices of Vor (S τ , τ ) for τ ∈ { t p − r, . . . , t p + r}. Furthermore, each Voronoi diagram slice Vor (S, τ ) is computed 2r + 1 times for Q τ −r , . . . , Q τ +r . Hence, each point of S is passed O(r 2 ) times.
The r-pass algorithm. Some computations in the previous algorithm can be saved by storing what has already been computed and reusing it: as before, let frame buffer F τ = GVOR(S, τ ) refer to the combination of C τ and D τ describing Vor (S, τ ). The previous algorithm generates F i−r , . . . F i+r and performs the interpolation on each time slice. It must generate F i+1−r , . . . F i+1+r to process Q i+1 . All these frame buffers, except F i+1+r , are already available from the processing of Q i , and thus they can be reused. Thus, we only need to compute Vor (S, i + r + 1) = Vor (S i+r+1 , i + r + 1) by calling GVOR(S i+1+r , i + 1 + r). See Algorithm 3 for the pseudo-code. This algorithm requires storing 2r + 1 frame buffers: 2r to save values from the previous stage, and one to generate the new Voronoi diagram slice. Doing this for all 0 ≤ i < M in order lets us generate each F i only once. This method renders each point p ∈ S O(r) times: once for each Vor (S τ , τ ) for τ ∈ { t p − r, . . . , t p + r}.
The 1-pass algorithm. We now show that the number of passes can be reduced to 1 if S is time-series data, d(·, ·) satisfies certain properties, and the GPU supports certain primitives. For simplicity, we assume that S = 1 ∪ 2 ∪ · · · , where the t-coordinate of all points in i is i, the time coordinate of the ith slice of Q, and d(·, ·) is the weighted Euclidean distance. Recall that the r-pass algorithm computes Vor (S i+r , i + r) in the ith stage, which computes the elevation of points in Q i . Note that S i+r = 2r j=0 i+ j , so each point belongs to 2r + 1 different S i s, and
. In order to ensure that each point is rendered only once, we rely on two ideas. First, in principle, if we have Vor ( i , i), stored in a frame buffer, Vor ( i , j) can be computed without rendering any points. Second, if we have Vor ( i , j), for j − r ≤ i ≤ j + r, Vor (S i , j) can be computed without rendering any points.
TerraNNI: Natural Neighbor Interpolation on 2D and 3D Grids Using a GPU 7:21
We first show how each of these two operations are performed and then describe how to process each slice Q i so that any point of S is rendered only once.
First, we describe how to compute Vor (
Let
is the projection of g i j .
Since the last term in Equation (6) does not depend on p, it immediately implies that Vor ( i , j) is the same for all j; that is, if a pixel
stores the elevation of the point nearest to π and D i j stores the distance from π to its nearest neighbor. Set
i . Let SHIFT(F, δ) be the procedure that adds the value δ to all pixels in D; see Figure 13 . Then
Hence, F i j can be computed from F i i without rendering any points provided the SHIFT procedure is available. Next, assuming we have F for j −r ≤ ≤ j +r, we can compute Vor (S i , j), which is stored in a copy of the frame buffer referred to as F j = (C j , D j ), as follows. We first compute F j , for j − r ≤ ≤ j + r, as earlier. Then set
and set C j [π ] to the contents of
. We call this procedure COMBINE(F j−r , . . . , F j+r ). The pseudo-code can be found in Algorithm 4. With these two procedures at hand, we modify the r-pass algorithm as follows. The algorithm maintains the invariant that while processing Q i , it maintains Vor (S i−r , i − r), . . . , Vor (S i+r , i + r) in the copies of the frame buffer F i−r , . . . , F i+r and also Vor (
. While processing Q i , the algorithm first computes Vor ( i+2r , i + 2r) using GVOR( i+2r , i + 2r), storing the result in F i+2r . Next, instead of computing GVOR(S i+r , i + r) by invoking GVOR(S i+r , i + r), it uses the procedure COMBINE (F i , . . . , F i+2r ). The rest of the procedure is the same. See Algorithm 5 for the pseudo-code and Figure 14 for an overview of the procedure. Note that each point is processed only once, and that it stores 2(2r + 1) copies of the frame buffer. 1: for all π ∈ F j do 2:
for all π ∈ F j do 6:
8: 
Delete F i−1 and F i−r−1 from GPU 5:
for τ ∈ {i − r, . F τ , i, τ ) 9:
10:
EXPERIMENTS
We describe here our implementation of the algorithm given earlier and offer empirical results to demonstrate the quality and efficiency of the algorithm on real-world as well as synthetic terrains.
which we refer to as Afghanistan-1, has a point density of 0.26 points/m 2 . We also removed a portion of the points, keeping only one out of 16 data points at random. This produces a point density of 0.016 points/m 2 . We refer to this dataset as Afghanistan-2. Nags Head: To test our 3D algorithm, we use LiDAR data collected from the Nags Head, NC, region for the years 1997-1999, 2001, 2004, 2005, 2007, and 2008 . The data ranges from 10 5 points/year to nearly 3 × 10 6 points/year, totaling just under 2 × 10 7 million points and 0.38GB. The data is freely available at NOAA [2014] and was provided to us by Dr. Helena Mitasova.
Synthetic: We also tested our 3D algorithm on synthetic data generated by Qhull's rbox tool [Barber et al. 1996] . We used this to create numerous datasets, each a random point cloud in a 3D cube of side length 10 4 along with an elevation value for each point. They have 10 3 to 10 10 points, and their sizes vary from 20KB to 186GB.
Parameter choices.
There are a few parameters that can be adjusted to tune TerraNNI's speed and quality tradeoffs. We list later the default parameters used in the following experiments, which offer a sufficiently high quality of output without significantly slowing the running time. We set the scaling parameter s = 5, the side length of a pixel ρ = 0.4 meters, the radius of the influence region of input points r s = 5 meters, and the radius of the query influence region r q = sρ B/2. The word size w of the color buffers is 32 bits (though this can easily be increased to 128 bits on modern graphics cards), so B = 5 and then r q = 5 meters.
We use the Euclidean metric as the distance function for most of our tests. We tested our algorithm by treating the distance function as a general convex distance function as well as using the lifting transform. In rendering general convex distance functions, we generate the surfaces γ i by setting m = 5 and k = 50. As a result, each γ i is composed of 500 triangles in total. When using the lifting transform, we clip the plane γ i to an ellipse γ i , approximate it by a rectangle γ i circumscribing γ i , and partition it into two triangles.
We tested the algorithm with varying values for especially s and k and m, but values larger than the ones chosen did not have much impact on the output, implying that increasing the values further is not worth the tradeoff in computation time.
Output Quality
To test the quality of the output, we constructed DEMs of the full Afghanistan dataset with a resolution of 1 meter using three interpolation schemes: the spline-based RST scheme, linear interpolation, and NNI. We choose the Afghanistan dataset because it has the most variation in elevation. Figure 15 shows the resulting DEMs. We used the full Afghanistan point cloud and thus, trees are visible in the model. The trees represent high-frequency components in the data, and they exhibit the largest difference between the three interpolation methods. The three DEMs are indistinguishable at a high level, and the differences are minor in the detailed view.
We then used the Afghanistan-1 dataset, as well as the sparser Afghanistan-2 dataset, to focus on elevation at the ground level and see how the density of data affects the quality. Using the GRASS GIS system [GRASS Development Team 2014], we compute the contour lines from the interpolated data with a 1-meter increment between contour levels. Figure 16 shows sample images from the contour maps of Afghanistan-1 and Afghanistan-2. The linear interpolation produces jagged contour results, while the NNI generates smooth contours, especially around portions of large curvature. As the input data becomes sparser (see Afghanistan-2), the linear interpolation becomes increasingly jagged, while the NNI output remains smooth. The contours generated using RST interpolation were indistinguishable from the contours generated using NNI. 
Efficiency
We now discuss the impact of parameter settings on the efficiency of the 2D and the 3D algorithm.
2D performance. We tested the effect of varying the main parameters-grid size, scaling, and radius of the query influence region-on each phase of the algorithm: binning, GVOR, drawing the query surfaces, INTERPOLATE, and writing the output to disk, and saving the final results. By default, we use a 2m grid of size 2,027 by 4,700 with q r = 5 and s = 5. Table II summarizes the results on the Afghanistan dataset. We note that the binning procedure is the same for all runs since we use the same dataset in each test. This step, consisting almost entirely of disk I/O, takes a majority of the running time. Since this step is not the primary focus of our algorithm, we didn't try to optimize it.
As we decrease the size of the query grid cells from 2 meters down to 1 meter to 0.5 meter, the number of grid points increases to 4 and 16 times, respectively. Fig. 16 . Contour map comparison. In both figures, the grid used for the red (black, respectively) contours was generated from the Afghanistan data using linear (natural neighbor, respectively) interpolation. Unsurprisingly, the time to draw the Voronoi diagrams is largely unaffected since we are drawing approximately the same number of triangles for this step. The slight increase in GVOR timing is because the number of grid points increases, the number of parcels increases, and therefore more input points lie in multiple parcels. Drawing query surfaces, INTERPOLATE, and writing the output to disk all increase in time approximately linearly with the number of grid points because each additional grid point requires drawing one more query surface, interpolating one more point, and saving one more grid point of output.
Next, increasing the radius of the query influence region 10-fold, from 5 meters to 50 meters, causes the time for both drawing the query surfaces and INTERPOLATE to increase significantly, 8.4 times and 11.4 times, respectively, because we now must take 121 passes of drawing query surfaces and INTERPOLATE, thus reducing parallelism. This demonstrates the tradeoff of covering regions with no data as well as the importance of our choice to limit the query radius. Finally, as described, the scaling parameter changes the number of pixels between grid points; thus, a larger s means higher precision. We see that the time to draw the Voronoi diagram and the query surfaces is largely unaffected by the increase in s from 5 to 15, despite the fact that more pixels are rasterized by triangles; this indicates that rasterization is not a bottleneck in the rendering of the query surfaces. However, we do see a nearly 2.4 times increase in the INTERPOLATE time. This is because with more pixels in the same area, there are more atomic adds happening concurrently and thus more contention, reducing the parallelism in INTERPOLATE. However, given that this step is already fast, the increase in time is relatively insignificant.
3D performance. We tested the r-pass and r 2 -pass algorithms with r = 1 and r = 2 on the Nags Head dataset. Each test produced a 3D grid with a spatial 1-meter resolution over a 2.3×1.8km 2 region. The 3D grid has 12 slices in time, corresponding to producing an output every half year for 6 years in total, and this 3D grid has a total of about 4.8 × 10 7 voxels. For each of these parameter settings, we used the Euclidean metric but tested both for treating it as a convex distance function as well as using the lifting transform. See Table III. First, we observe a significant improvement from the r 2 -pass algorithm to the r-pass algorithm, especially in the GVOR step, taking 16% of the time when r = 2 and 28% of the time when r = 1. Overall, the r-pass algorithm takes approximately 66% of the interpolation time of the r 2 -pass algorithm when r = 2 and 79% of the interpolation time when r = 1.
For both the r and r 2 algorithms, increasing the time radius r results in more time needed for GVOR, drawing query surfaces, and INTERPOLATE. By increasing r, each input point is drawn approximately 5 rather than 3 times during the r-algorithm, resulting in GVOR taking about 1.4 times as much time with the larger radius. When running the r 2 -algorithm, this change in r is exacerbated with points being drawn 25 times rather than 9 times, and GVOR takes approximately 2.3 times as long for the larger radius. By increasing r, we also now render each query point and run the INTERPOLATE algorithm more times, resulting in similar increases in time for both of these steps. Finally, we note that the lifting transform significantly reduces the time spent in drawing input and query surfaces because each surface consists of only four triangles. But INTERPOLATE takes longer because we are approximating an ellipse with its circumscribing rectangle and thus a larger influence region, which causes INTERPOLATE to aggregate the values over more pixels. Overall, the lifting transform saves 30% to 40% the time. Overall, we find that using the Euclidean metric results in the interpolation time being between 67% and 79% of the interpolation time with a general convex metric.
Scalability Comparison
To test the scalability of our algorithm, we run experiments on both the 2D and 3D versions of the algorithm.
Real-world datasets. For the 2D algorithm, we compared against results from applying a RST and linear interpolation based on the global Delaunay triangulation of large real-world datasets. The RST implementation is from Danner et al.'s previous work on TerraSTREAM [Danner et al. 2007 ]. The linear interpolation computes the Delaunay triangulation of the entire dataset, as presented in Agarwal et al. [2005] , and then interpolates the value of each query point. Both of these algorithms are sequential. We use two large real-world datasets with varied terrain for our experiments: the mountainous Afghanistan dataset and the Lake Tahoe dataset.
The results are summarized in Table IV . For the Afghanistan dataset, TerraNNI takes 75% of the time of linear interpolation and 14.6% of the time of RST. However, for the Lake Tahoe dataset, we see that the large lake in the middle of the region is time consuming for RST and linear interpolation but not as much so for TerraNNI; here our algorithm benefits greatly from the parallel processing of query points. In particular, TerraNNI takes only 53.4% of the time of the linear interpolation and 9.9% of the time of RST for the Lake Tahoe dataset.
Synthetic datasets. We compared our 3D implementation against traditional (exact) CPU algorithms. Note that, in addition to being confined to the CPU, these algorithms robustly and exactly compute the Voronoi diagrams Vor(S), which is a more complicated structure than Vor (S). Common for all the algorithms later is that attempt to store the entire Voronoi diagram in memory, which in practice means that the available system memory determines how large datasets they can handle. Since our system has 24 gigabytes of main memory, these CPU algorithms were able to handle fairly sizable datasets but still slow down significantly on larger inputs. Table V shows the results of running times on the synthetic datasets. For all datasets, TerraNNI interpolates a grid of 5,000 by 5,000 by 20. On small to medium-sized datasets, TerraNNI takes approximately constant time, because the time taken to draw the query surfaces and write the output to disk is independent of the data size and dwarfs the handling of the input point small datasets. We also look at the time it takes for TerraNNI to perform the interpolation, without including I/O costs. The results illustrate that several phases of the algorithm are independent of the number of input points (e.g., the drawing of the query surfaces). As such as the data size increases, the interpolation time increases more slowly than the general running time, which includes the I/O time.
We compare against CPU-based algorithms by using CGAL [CGAL Development Team 2014] to perform 2D NNI on a grid of 5,000 by 5,000 and Interpolate3d [Hemsley 2009 ] to perform 3D NNI on a grid of 5,000 by 5,000 by 20. CGAL finds the natural neighbors for queries based on the 2D Voronoi diagram. As can be seen in Table V , CGAL is quite slow for interpolating on even small datasets. This is primarily because even for small datasets, there are many query points (2 × 10 7 because it is 2D NNI) to interpolate, which CGAL does not handle efficiently. At about 10 5 input points, we stopped the run after 3 days of running, at which point about 25% of the grid query points had been processed. Interpolate3d is freely available and performs NNI of 3D vector fields on the CPU. Similar to CGAL, Interpolate3d has trouble scaling to a large number of query points. At 10 4 input points, we aborted the experiments after they had run for over 2 days without completing.
We also compared TerraNNI against state-of-the-art CPU-based algorithms for computing the Delaunay triangulation, the dual of the Voronoi diagram, and thus a fundamental part of computing NNI. We used the algorithm from the CGAL [CGAL Development Team 2014] library as well as the one available in Qhull [Barber et al. 1996] .
Both CGAL and Qhull were efficient in running on the smaller datasets but had trouble scaling to larger datasets. For small datasets up to 10 6 points, CGAL was very fast, taking less than 5 seconds to construct the Delaunay triangulation. This is significantly faster than the time it takes TerraNNI to perform the full interpolation. (However, in practice, TerraNNI spends only 2.07 seconds to read the data and draw the Voronoi diagram for 10 6 input points.) On larger datasets, CGAL's speed decreases, taking just over a minute to construct the Delaunay triangulation for 10 7 data points. For larger datasets, CGAL runs out of memory and crashes. Similarly, Qhull is very fast on relatively small datasets, taking less than 5 seconds to perform the Delaunay triangulation for up to 10 5 points. However, beyond this size, the speed starts decreasing, taking nearly 8 minutes for 10 7 points. When Qhull attempts to run on 10 8 points, it too crashes. From these experiments, we see that while some CPU methods are more efficient for small datasets, they all quickly slow down for larger datasets and ultimately cannot scale to large datasets due to memory constraints. Additionally, CPU methods do not scale well to handle many queries. TerraNNI scales well to very large datasets, partially because it computes approximate NNI, and partly because of its ability to massively parallelize the processing of both input and query points.
CONCLUSION
In this article, we have demonstrated that GPUs can effectively construct large grid DEMs using natural neighbor interpolation, even for spatiotemporal and 3D density data. Our algorithm uses several levels of blocking to maximize the resource usage, and the 2D algorithm is used as a fundamental building block in the 3D algorithm.
TerraNNI uses a 3D rendering API, in this case, OpenGL, to compute the Voronoi diagrams that form the basis of the interpolation, and the more general CUDA GPU processing technology is used to process the rendered output. A recent paper has used new features available in CUDA to avoid using a 3D rendering API for the case of 2D NNI [You and Zhang 2012] . An interesting question is how to combine the two approaches to develop a fast 3D algorithm for large datasets.
There are many interesting compute-intensive terrain analysis problems defined on GRID DEMs that could lend themselves to GPU computations. Some work has already been done in that direction (e.g., Lebeck et al. [2013] ), but many more problems can benefit from the parallelism offered by a GPU. We are particularly interested in problems involving topological persistence [Edelsbrunner et al. 2000 ] and hydrological analysis [Danner et al. 2007 ].
