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Abstract
It is a difficult theoretical and computational problem to describe explicitly the list of
hyperplanes spanned by the vertices of the n-cube.
In this paper we describe a procedure to generate hyperplanes of the n-cube from hyper-
planes of the (n− 1)-cube. Our main theorem says that starting with the hyperplanes of the
1-cube and iterating this procedure we obtain the complete list of hyperplanes of the n-cube
up till n = 6. For n = 7, with this procedure, not all the hyperplanes are obtained. An explicit
description of the hyperplanes of the 7-cube is given, followed by a brief analysis of some
further consequences of the results obtained.
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1. Introduction
Many easily stated questions regarding the geometry of the n-cube are still un-
settled and known as computationally difficult problems. As examples we have the
well known problem of finding a largest j-simplex with vertices in the n-cube (see [5]
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for a survey) or determining the number of hyperplanes spanned by the vertices of n-
cube (see [1,7]). This is essentially the problem we consider in this paper: denumerat-
ing and encoding the list of affine hyperplanes spanned by the vertices of the n-cube.
This problem is a particular case of the problem of describing explicitly the n-
cube matroid (see [3,6,2]).
An experimental exhaustive enumeration of the hyperplanes of then-cube up till di-
mension 8 has been carried out by Aischolzer and Aurenhammer [1] and the authors es-
timated in 35 years the running time needed (with their program and machine) to
compute the answer for the next dimension, 9. As Aischolzer and. Aurenhammer re-
port in [1], the number of hyperplanes of the n-cube seems to grow superexponentially
withn and “in each further dimension we encountered new kinds of hyperplanes which
could not be brought into connection with hyperplanes of lower dimensions”.
In this paper we make a first attempt towards a recursive procedure to determine
the hyperplanes of the n-cube.
We identify the family of hyperplanes of the n-cube with a family Hn of non-
negative integer vectors of Rn+1. Proposition 2.6, describes a natural procedure to
generate hyperplanes of the n-cube from hyperplanes of the (n− 1)-cube, i.e. vectors
ofHn from vectors ofHn−1. We introduce then (Definition 2.4) the sequence Gn ⊆
Hn which represents the family of hyperplanes of the n-cube generated recursively
from the family of hyperplanes of the 1-cube applying successively the procedure
defined in Proposition 2.6. Our main theorem asserts that the sequence Gn defines
all the hyperplanes of the n-cube for n  6, i.e. Gn =Hn, ∀n  6 but for n = 7 G7
is strictly contained in H7. An explicit description of the set H7 in terms of G7 is
also given in Theorem 2.1. Some further consequences of the results obtained are
briefly presented in the final remarks.
2. The families H˜n, Hn and Gn
Notation
We fix as n-cube the set Cn = {−1, 1}n, the set of vertices of the cube [−1, 1]n
of Rn.
We consider Rn either as the real linear or affine space. The canonical inner
product of two vectors of Rn is denoted x|y.
Given a subset A ⊆ Rn, the affine subspace generated by A is denoted aff(A).
A hyperplane of Rn is an affine subspace of Rn of dimension n− 1 or, equiva-
lently, the set of solutions of a linear equation. Given h = (h1, . . . , hn) ∈ Rn \ {0}
and b ∈ R we denote by H : x|h = b the hyperplane of Rn defined by the equation∑n
i=1 hixi = b.
Given a vector x = (x1, . . . , xn) ∈ Rn, ∀i = 1, . . . , n we denote by x(iˆ) the vec-
tor x(iˆ) := (x1, . . . , xi−1, xi+1, . . . , xn) ∈ Rn−1. A vector x = (x1, . . . , xn) will be
denoted x = (x(nˆ), xn) or x = (x1, x(1ˆ)).
Given x, y ∈ Rn we will write, ∀i ∈ {1, . . . , n} x|y = x(iˆ)|y(iˆ)+ xiyi .
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Definition 2.1. A hyperplane of Cn is an affine hyperplane of Rn spanned by ver-
tices of Cn. Given h ∈ Rn \ {0} and b ∈ R we say that the hyperplane H : x|h = b
is a hyperplane of Cn if H = aff(H ∩ Cn).
Example 1. The hyperplanes of the 2-cube C2 := {−1, 1}2 are the 6 hyperplanes
of R2 defined by:
H1 : (x, y)|(1, 0) = 1 or H1 = aff({(1, 1), (1,−1)}),
H2 : (x, y)|(1, 0) = −1 or H2 = aff({(−1, 1), (−1,−1)}),
H3 : (x, y)|(0, 1) = 1 or H3 = aff({(1, 1), (−1, 1)}),
H4 : (x, y)|(0, 1) = −1 or H4 = aff({(1,−1), (−1,−1)}),
H5 : (x, y)|(1, 1) = 0 or H5 = aff({(−1, 1), (1,−1)}),
H6 : (x, y)|(1,−1) = 0 or H6 = aff({(1, 1), (−1,−1)}).
Definition 2.2 (The family H˜n). The set H˜n is the subset of Rn+1 defined by: H˜n :={
h = (h(n̂+ 1), hn+1) ∈ Rn+1 : H : x|h(n̂+ 1) = hn+1 is a hyperplane of Cn
}
.
Given a vector h ∈ H˜n define the class of h as the set [h] := {αh, α ∈ R \ {0}}.
It is clear that we can identify each hyperplane H : x|h = b of Cn with the class
of the vector (h, b). The next proposition states that for every such hyperplane we
can choose a representative of such class with integer coordinates. The proof is
elementary linear algebra and is omitted.
Proposition 2.1. Consider (h, b) ∈ Rn × R such that the hyperplane H : x|h = b
is a hyperplane of Cn. Then, there exists α ∈ R such that (αh, αb) ∈ Zn × Z.
Remark 2.1. The decision problem: Given (h(n̂+ 1), hn+1) ∈ Zn+1 decide if
(h(n̂+ 1), hn+1) ∈Hn comprises two steps:
(1) Determining the set V := {v ∈ Cn : v|h(n̂+ 1) = hn+1}, the set of vertices of
Cn in the hyperplane H : v|h(n̂+ 1) = hn+1.
(2) Verifying that H = aff(V ).
Since the decision problem: Given (h(n̂+ 1), hn+1) ∈ Zn+1 decide if there exists
v ∈ Cn such that v|h(n̂+ 1) = hn+1 is NP-complete [4], it is clear that the above
problem is also NP -complete.
The next two propositions allow us to study the family of hyperplanes of Cn by
studying a subset of vectors of Nn+10 , the family Hn (see Definition 2.3).
The relation between the two families, Hn and H˜n, is made explicit in
Proposition 2.4.
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Proposition 2.2. Consider a vector (h(n̂+ 1), hn+1) = (h1, . . . , hn, hn+1) ∈ H˜n.
Then:
1. For every permutation σ ∈ Sn, (h(n̂+ 1)σ , hn+1) ∈ H˜n, where h(n̂+ 1)σ :=
(hσ(1), . . . , hσ(n)).
2. (h(n̂+ 1)+, hn+1) ∈ H˜n, where h(n̂+ 1)+ = (|h1|, . . . , |hn|).
3. (h(n̂+ 1),−hn+1) ∈ H˜n.
Proof. (1) is an immediate consequence of the fact that for every permutation
σ ∈ Sn the linear map fσ : Rn → Rn defined, in relation to the canonical basis
(e1, . . . , en) of Rn, by fσ (ei ) = eσ(i) is a symmetry of Cn which maps the
hyperplane H : x|h(n̂+ 1) = hn+1 onto the hyperplane fσ (H) : x|h(n̂+ 1)σ =
hn+1.
(2) For every i = 1, . . . , n, the reflexion Ri : Rn → Rn on the hyperplane Hi :
xi = 0 of Rn is a symmetry of Cn. Therefore, setting I := {i ∈ {1, . . . , n} : hi < 0},
the composition f = ◦i∈IRi is a symmetry of Cn which maps the hyperplane H :
x|h(n̂+ 1) = hn+1 onto the hyperplane f (H) : x|h(n̂+ 1)+ = hn+1.
(3) The inversion f : Rn → Rn with center the origin 0 ∈ Rn, defined by f (x) =
−x, is a symmetry of Cn which maps the hyperplane H : x|h(n̂+ 1) = hn+1 onto
the hyperplane f (H) : x|h(n̂+ 1) = −hn+1. 
Proposition 2.3. For a vector h = (h1, . . . , hn+1) ∈ Rn+1 the following three con-
ditions are equivalent:
1. h is a vector of H˜n.
2. The hyperplane H of Rn+1 defined by H : x|h = 0 is a hyperplane of Cn+1.
3. ∀i ∈ {1, . . . , n+ 1} the vector h(i) = (h(iˆ), hi) (:= (h1, . . . , hi−1, hi+1, . . . ,
hn+1, hi)) is a vector of H˜n.
Proof. To prove (1)⇒ (2), assume that Hn+1 : x|h(n̂+ 1) = hn+1 is a hyperplane
of Cn. Let H be the hyperplane of Rn+1 defined by H : x|(h(̂(n+ 1)), hn+1) = 0.
We have to prove that H = aff(H ∩ Cn+1).
First observe that a point v = (v(n̂+ 1), vn+1) belongs toH ∩ Cn+1 if and only if
(v(n̂+ 1), vn+1)|(h(n̂+ 1), hn+1) = 0 ⇐⇒ v(n̂+ 1)|h(n̂+ 1) = −vn+1hn+1. If
vn+1 = 1 then −v(n̂+ 1) ∈ Hn+1 ∩ Cn. If vn+1 = −1 then v(n̂+ 1) ∈ Hn+1 ∩ Cn.
Define H+ := {(−v, 1) ∈ Cn+1 : v ∈ Hn+1 ∩ Cn} and H− := {(v,−1) ∈ Cn+1 :
v ∈ Hn+1 ∩ Cn}, then H ∩ Cn+1 = H+ ∪H−. Now we have to prove that
dim(aff(H+ ∪H−)) = n.
By definition of H+ and H− it is clear, since Hn+1 is a hyperplane of Cn, that
dim(aff(H+)) = dim(aff(H−)) = dim(aff(Hn+1 ∩ Cn)) = n− 1. It is also clear that
H− ∩ aff(H+) = ∅ and therefore dim(aff(H+ ∪H−)) > n− 1. Since H+ ∪H− is
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contained in the hyperplane H of Rn+1 we conclude that dim(aff(H+ ∪H−)) =
dim(H) = n and H = aff(H ∩ Cn+1).
Proof of (2)⇒ (3). Assuming that H : x|h = 0 is a hyperplane of Cn+1 we now
prove that ∀i ∈ {1, . . . , n+ 1} the hyperplane Hi of Rn defined by Hi : x|h(iˆ) = hi
is a hyperplane of Cn:
Consider i ∈ {1, . . . , n+ 1} and let H+i , H−i be the subsets of Cn+1 defined by:
H+i :=
{
v = (v1, . . . , vn+1) ∈ H ∩ Cn+1 : vi = 1
}
and
H−i := {v = (v1, . . . , vn+1) ∈ H ∩ Cn+1 : vi = −1}.
Since H is a hyperplane of Cn+1 we have aff(H+i ∪H−i ) = H . On the other hand
H is a hyperplane of Rn+1 that contains the origin 0 implying that: v ∈ H+i ⇐⇒
−v ∈ H−i . Since the origin 0 is not in Cn+1, every point v ∈ H+i is in the affine
line that contains 0 and −v and therefore H = aff(H+i ∪H−i ) = aff(H−i ∪ {0}).
Consequently dim(aff(H−i )) = n− 1.
Let Vi := {w = (w1, . . . , wn) ∈ Cn : (w1, . . . , wi−1,−1, wi, . . . , wn) ∈ H−i }. It
is clear that dim(aff(Vi)) = dim(aff(H−i )) = n− 1, moreover, by definition of H−i
we have:
(w1, . . . , wi−1,−1, wi, . . . , wn)|(h1, . . . , hn+1) = 0 ⇐⇒ w|h(ıˆ) = hi.
Therefore Hi is an hyperplane of Cn.
It is clear that (3)⇒ (1). 
Corollary 2.1. For a vector h = (h1, . . . , hn+1) ∈ Rn+1 the following three condi-
tions are equivalent:
1. There exists i ∈ {1, . . . , n+ 1} such that the hyperplane Hi : x|h(ıˆ) = hi is a
hyperplane of Cn.
2. ∀i ∈ {1, . . . , n+ 1} the hyperplane Hi : x|h(iˆ) = hi is a hyperplane of Cn.
3. The hyperplane H of Rn+1 defined by H : x|h = 0 is a hyperplane of Cn+1.
Proof. (1)⇒ (3) is an adaptation, for i /= n+ 1, of the proof of the implication
(1)⇒ (2) in Proposition 2.3. The proof that (3)⇒ (2) was done in Proposition 2.3
(2)⇒ (1) is obvious. 
We can now define the familyHn of nonnegative integer vectors of Rn+1 that we
will use to encode the hyperplanes of Cn.
Definition 2.3 (The family Hn). Hn := {h = (h1, . . . , hn+1) ∈ Nn+10 : h1  . . . 
hn+1, gcd(h1, . . . , hn+1) = 1 and h satisfies one of the conditions of Corollary 2.1}.
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The next proposition is an immediate consequence of Propositions 2.2 and 2.3
and describes the relation between the families Hn and H˜n.
Proposition 2.4 (Relation between H˜n and Hn).
1. For every g = (g1, . . . , gn+1) ∈ H˜n and every permutation σ ∈ Sn+1 such that
|gσ(1)|  · · ·  |gσ(n+1)| there exists a unique α ∈ R such that the vector αgσ :=
(α|gσ(1)|, . . . , α|gσ(n+1)|) is a vector of Hn. The vector αgσ is the vector of Hn
defined by g.
2. H˜n = {αhσ, = α(1hσ(1), . . . , n+1hσ(n+1)) ∈ Rn+1 : h = (h1, . . . , hn+1) ∈
Hn, σ ∈ Sn+1, 1, . . . , n+1 ∈ {−1, 1}, α ∈ R \ {0}}.
Remark 2.2. Note that each vector of Hn is of the form:
(0, . . . , 0︸ ︷︷ ︸
p0
, n1, . . . n1︸ ︷︷ ︸
p1
, . . . , nk, . . . nk︸ ︷︷ ︸
pk
),
with 0 < n1 < · · · < nk , p0 + p1 + · · · + pk = n+ 1, and determines exactly
2(n−p0) × (n+1)!
p0!p1!···pk ! distinct hyperplanes of C
n
.
A direct calculation of the family of hyperplanes of Cn for n = 1, 2, 3 leads the
first three terms of the sequence {Hn}n∈N:
Proposition 2.5. The family Hn for n = 1, 2, 3 is:
H1 = {(1, 1)} which encodes the two hyperplanes of the 1-cube.
H2 = {(0, 1, 1)} and encodes the six hyperplanes of the 2-cube.
H3 = {(0, 0, 1, 1), (1, 1, 1, 1)} and encodes the 20 hyperplanes of the 3-cube.
The geometrical idea behind the next proposition is the following: identify in the
natural way Cn with Cn × {1} of Rn+1. Every hyperplane H of the cube Cn is then
identified with the hyperplane H × {1} of the cube Cn × {1}. If v1, . . . , vn ∈ Cn are
such that (v1, 1), . . . , (vn, 1) is an affine basis of the hyperplane H × {1} then for
every v ∈ Cn, aff({(v1, 1), . . . , (vn, 1), (v,−1)} is a hyperplane of Cn+1. Note that
this idea is a generalization of the implication 1 ⇒ 2) of Proposition 2.3.
Proposition 2.6. Consider a vector h = (h1, . . . , hn+1) ∈Hn. Then,
1. For every i ∈ {1, . . . , n+ 1} and every v ∈ Cn, the vector Gh(iˆ),v defined by:
Gh(iˆ),v :=
(
h(iˆ),
h(iˆ)|v − hi
2
,
h(iˆ)|v + hi
2
)
is a vector of H˜n+1 and defines a (unique) vector ofHn+1 which will be denoted
G(h, i, v).
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2. If h ∈Hn and i ∈ {1, . . . , n+ 1} then for all pairs of opposite vectors v,−v ∈
Cn the vectors Gh(iˆ),v and Gh(iˆ),−v define the same vector G(h, i, v) ∈Hn+1.
Proof. To prove (1) consider h ∈Hn, i ∈ {1, . . . , n+ 1} and v ∈ Cn. Let H be the
subset of Cn+1 defined by:
H := {(w, 1) ∈ Cn+1 : w ∈ Cn and w|h(iˆ) = hi}
∪ {(w,−1) ∈ Cn+1 : w ∈ Cn and w|h(iˆ) = v|h(iˆ)}.
The set H has the following two properties, whose proof we leave to the reader:
(i) Every element of H belongs to the hyperplane Hi,v of Rn+1 defined by Hi,v :
x|
(
h(iˆ), h(iˆ)|v−hi2
)
= h(iˆ)|v+hi2 .
(ii) dim(aff(H)) = n.
These properties imply that Hi,v is a hyperplane of Cn+1 and therefore Gh(iˆ),v ∈
H˜n+1. Proposition 2.4. says that Gh(iˆ),v ∈ H˜n+1 defines a unique vector G(h, i, v)
of Hn.
The proof of (2) is immediate since the two last entries of Gh(iˆ),v and Gh(iˆ),−v
give the same two absolute values. 
Definition 2.4 (The family {Gn}n∈N). Using Proposition 2.6 we define recursively
for each n ∈ N the subset Gn ⊆Hn in the following way:
1. For n = 1, G1 :=H1.
2. For n > 1:Gn := {G(h, i, v) ∈Hn+1 : h ∈ Gn−1, i ∈ {1, . . . , n}, v ∈ Cn−1 such
that h(iˆ)|v  0} where for all h ∈ Gn−1, i ∈ {1, . . . , n} and v ∈ Cn−1, G(h, i, v)
denotes the vector of Hn defined in Proposition 2.6.
The next proposition establishes a bijection between Gn−1 and the subset of
vectors of Gn whose first entry is equal to zero.
Proposition 2.7. For n  2, g ∈ Gn−1 if and only if g′ = (0, g) ∈ Gn.
Proof. (1) g ∈ Gn−1 ⇒ g′ = (0, g) ∈ Gn.
Consider g ∈ Gn−1 and the hyperplane of Cn−1 defined by H : x|g(nˆ) = gn.
Let v be a vertex of Cn−1 ∩H . Then, Gg(nˆ),v :=
(
g(nˆ), g(nˆ)|v−gn2 ,
g(nˆ)|v+gn
2
)
=
(g(nˆ), 0, gn) implying that G(g, n, v) = (0, g) ∈ Gn.
(2) g′ = (0, g) ∈ Gn ⇒ g ∈ Gn−1.
We use induction on n to prove this implication.
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The case n = 2 is trivial. Assume the implication is true for n < m and let g′ =
(0, g) be a vector of Gm. Consider h ∈ Gm−1, i ∈ {1, . . . , m} and v ∈ Cm−1 such
that v|h(iˆ)  0 and g′ = (0, g) = G(h, i, v). To simplify the notation we assume
that i = m, i.e.
g′ = (0, g) = G(h, m, v). (∗)
We consider separately two cases: (A) h(mˆ) has all entries greater then zero. (B)
h(mˆ) has one entry equal to zero.
Case A. In this case by definition of Gh(mˆ),v the only entry of this vector which may
be zero is the entry h(mˆ)|v−hm2 implying that h(mˆ)|v = hm and g′ = G(h, m, v) =
(0, h) with h ∈ Gm−1.
Case B. If the vector h(mˆ) has the first entry equal to zero then we write h(mˆ) =
(0, h(1ˆ, mˆ)), with h(1ˆ, mˆ) ∈ Nm−10 . In this case we have h = (0, h(1ˆ, mˆ), hm) ∈
Gm−1 and the induction assumption implies that h(1ˆ) = (h(1ˆ, mˆ), hm) is a vector
of Gm−2.
We claim that g is the vector G(h(1ˆ),m, v(1ˆ)) of Gm−1, where v = (v1, v(1ˆ)) is
a vertex of Cn satisfying (∗).
Note that (0,Gh(1ˆ,mˆ),v(1ˆ)) :=
(
0, h(1ˆ, mˆ), h(1ˆ,mˆ)|v(1ˆ)−hm2 ,
h(1ˆ,mˆ)|v(1ˆ)+hm
2
)
=(
h(mˆ), h(mˆ)|v−hm2 ,
h(mˆ)|v+hm
2
)
= Gh(mˆ),v. Therefore (0,G(h(1ˆ),m, v(1ˆ)) = (0, g)
and the result follows. 
Remark 2.3. The construction of Gn from Gn−1 is simplified if we consider Gn =
G0n ∪ G1n with G0n := {g = (g1, g(1ˆ)) ∈ Gn : g1 = 0}, G1n := {g = (g1, g(1ˆ)) ∈ Gn :
g1  1} and determine separately each one of these two sets. Observe that:
(1) By Proposition 2.7. we have G0n := {(0, g) ∈ Nn+10 : g ∈ Gn−1}.
(2) In order to determineG1n we only have to consider those vectors h ∈ Gn−1 which
have at most one entry equal to zero and for those vectors those i ∈ {1, . . . , n}
and v ∈ Cn−1 such that h(iˆ) has no entry equal to zero and v|h(iˆ) /= hi (v|h(iˆ) 
0).
Using the above remark we obtain very easily the explicit description of Gn, for
n  6 given in the next proposition.
Proposition 2.8. The first 6 terms of the sequence Gn are:
G1 =H1 = {(1, 1)};
G2 = {(0, 1, 1)};
G3 = {(0, 0, 1, 1), (1, 1, 1, 1)};
G4 = {(0, 0, 0, 1, 1), (0, 1, 1, 1, 1), (1, 1, 1, 1, 2)};
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G5 = {(0, 0, 0, 0, 1, 1), (0, 0, 1, 1, 1, 1), (0, 1, 1, 1, 1, 2), (1, 1, 1, 1, 1, 1),
(1, 1, 1, 1, 1, 3), (1, 1, 1, 1, 2, 2), (1, 1, 1, 2, 2, 3)};
G6 = {(0, 0, 0, 0, 0, 1, 1), (0, 0, 0, 1, 1, 1, 1), (0, 0, 1, 1, 1, 1, 2),
(0, 1, 1, 1, 1, 1, 1), (0, 1, 1, 1, 1, 1, 3), (0, 1, 1, 1, 1, 2, 2),
(0, 1, 1, 1, 2, 2, 3), (1, 1, 1, 1, 1, 1, 2), (1, 1, 1, 1, 1, 1, 4),
(1, 1, 1, 1, 1, 2, 3), (1, 1, 1, 1, 2, 2, 2), (1, 1, 1, 1, 2, 2, 4),
(1, 1, 1, 1, 2, 3, 3), (1, 1, 1, 1, 3, 3, 4), (1, 1, 1, 2, 2, 2, 3),
(1, 1, 1, 2, 2, 2, 5), (1, 1, 1, 2, 2, 3, 4), (1, 1, 1, 2, 3, 3, 5),
(1, 1, 2, 2, 2, 3, 3), (1, 1, 2, 2, 3, 3, 4), (1, 1, 2, 2, 3, 4, 5)}.
We have compared the first seven terms of the sequences Gn and Hn as well
as the numbers gn and hn of all the hyperplanes of the n-cube generated by these
two sequences. In order to determine Hn we have developed and used an ad hoc
procedure to determine the hyperplanes of Cn. The next theorem summarizes the
results obtained.
Theorem 2.1
1. For n  6 the following equality holds:
Gn =Hn.
2. For n = 7 the following equality holds:
H7 = G7 ∪ { (1, 1, 2, 4, 4, 5, 6, 7), (1, 1, 2, 4, 4, 6, 7, 9), (1, 2, 3, 3, 4, 4, 5, 6),
(1, 2, 3, 4, 4, 5, 6, 7), (1, 2, 3, 4, 5, 6, 7, 8), (1, 3, 3, 3, 4, 4, 5, 5),
(1, 3, 3, 4, 5, 5, 6, 7), (2, 2, 2, 2, 3, 3, 3, 5), (2, 2, 2, 3, 3, 3, 4, 7),
(2, 2, 3, 3, 3, 4, 4, 5), (2, 2, 3, 3, 4, 4, 5, 7), (2, 3, 3, 4, 4, 5, 5, 6)}.
Proof. For every n ∈ N define gn := no of hyperplanes of Cn generated by Gn and
hn := no of hyperplanes of Cn generated byHn. In Table 1 we have represented the
first seven entries of the integer sequences |Gn|, |Hn|, gn and hn.
The entries of the last column hn are given in [1] and also as sequence A007847
in [7]. The reader may verify the entries of the other three columns in the following
way:
Column 1—Determine Gn. The first 6 terms of the sequence Gn were given in
Proposition 2.8 and it is not hard to construct (no machine is needed) the 131 vectors
of G7.
Column 3—Once Gn is explicitly determined use Remark 2.2. to compute gn.
Column 2—Since the values of gn and hn are equal for n ≤ 6 the first part of
Theorem 2.1 is verified. In order to verify the entry corresponding to n = 7 first
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Table 1
n |Gn| |Hn| gn hn [1]
1 1 1 2 2
2 1 1 6 6
3 2 2 20 20
4 3 3 140 140
5 7 7 3254 3254
6 21 21 252,434 252,434
7 131 143 56,541,288 71,343,208
confirm that none of the 12 vectors listed in Theorem 2.1(2)) belongs to G7. Then,
use the definition of Hn to confirm that these vectors are indeed vectors of H7.
Finally compute (using Remark 2.2) the total number of hyperplanes of C7 that the
vectors of the family H7 defined in the theorem generate. This number is h7 =
71,343,208. 
3. Final remarks
In these final remarks we report briefly some further consequences of the results
presented.
Consider the Hamming distance in Hn i.e. the distance defined by:
d(h, h′) := min
σ∈Sn+1
|{i ∈ {1, . . . , n+ 1} : hσ(i) /= h′i}|, ∀h, h′ ∈Hn.
Then define the labelled graph of the hyperplanes of Cn—G(Hn)—to be the graph
whose vertices are the vectors ofHn and whose edges are the pairs {h, h′} such that
1  d(h, h′)  2, labelled by the distance d(h, h′).
Note that two vertices h, h′ are connected by an edge labelled 1 iff they determine
two parallel hyperplanes.
Remark 3.1. By definition of Gn and induction on n it follows easily that the
subgraph G(Gn) is connected and by Theorem 2.1 we conclude that G(Hn) is
connected for n  6.
Remark 3.2. H7 is also connected, as the reader may easily check from the de-
scription given in Theorem 2.1 once he computes G7.
In fact, the twelve vectors of G(H7) which are not in G7 fall into two classesV1
and V2 defined as:
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V1 := {h ∈H7 \ G7 : there is a vector g ∈ G7 with d(g, h) = 1}
= {(1, 1, 2, 4, 4, 5, 6, 7), (1, 2, 3, 3, 4, 4, 5, 6), (1, 2, 3, 4, 4, 5, 6, 7),
(1, 2, 3, 4, 5, 6, 7, 8), (2, 2, 2, 2, 3, 3, 3, 5), (2, 2, 2, 3, 3, 3, 4, 7),
(2, 2, 3, 3, 3, 4, 4, 5), (2, 2, 3, 3, 4, 4, 5, 7)}.
V2 := {h ∈H7 \ G7 : h /∈V1 and there is a vector g ∈ G7 with d(g, h) = 2}
= {(1, 1, 2, 4, 4, 6, 7, 9), (1, 3, 3, 3, 4, 4, 5, 5), (1, 3, 3, 4, 5, 5, 6, 7),
(2, 3, 3, 4, 4, 5, 5, 6)}.
Remark 3.3. A direct consequence of the last remark is that we have a two step
procedure to obtain H7 from H6:
Step 1. Determine G7.
Step 2. Look for elements ofH7 of the form (g′, a, b) with g′ restriction of length
6 of a vector of G7.
Can this procedure be generalized to higher dimensions? In other words, is the
graph G(Hn) always connected? How can Step 2 be made more efficient?
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