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BAB VI 
KESIMPULAN DAN SARAN 
 
6.1 Kesimpulan 
 Berdasarkan hasil eksperimen yang meliputi 
pengujian preprocessing dengan klasifikasi serta 
analisis hasil klasifikasi yang telah dilakukan, maka 
dapat disimpulkan beberapa hal sebagai berikut : 
a. Preprocessing pada dataset wine, iris, wisconsin, 
pima dan haberman dapat dilakukan dengan metode 
iterative partitioning filter. Dalam melakukan 
preprocessing berbagai data ini, data diolah 
menggunakan software keel. Selanjutnya untuk 
melakukan validasi pada preprocessing data ini 
digunakan klasifikasi menggunakan Backpropagation 
pada software weka. Hasil eksperimen menunjukkan 
bahwa skema filter majority lebih meningkatkan 
performansi akurasi hasil klasifikasi dibandingkan 
skema konsensus. 
b. Analisis hasil preprocessing dapat dilakukan 
dengan melihat pengaruh perubahan parameter pada 
metode iterative partitioning filter terhadap 
hasil akurasi klasifikasi, Kappa static, MAE, Root 
Mean Squared error dan confusion matrix. Analisis 
juga dapat dilakukan dengan melihat grafik-grafik 
akurasi hasil klasifikasi pda masing-masing tabel, 
dan juga grafik sebelum data di preprocessing 
dengan Iterative Partitioning Filter dan sesudah 
di preprocessing dengan Iterative Partitioning 
Filter. Hasil akurasi pada dataset wine sebelum di 
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preprocessing sebesar 98.361% sedangkan setelah 
dipreprocessing dengan Iterative Partitioning 
Filter hasil akurasi menjadi 100%, untuk akurasi 
pada dataset iris sebelum di preprocessing sebesar 
96.078% sedangkan setelah dipreprocessing dengan 
Iterative Partitioning Filter hasil akurasi 
menjadi 100%, lalu akurasi pada dataset wisconsin 
sebelum di preprocessing sebesar 94.118% sedangkan 
setelah dipreprocessing dengan Iterative 
Partitioning Filter hasil akurasi menjadi 99.524%, 
kemudian untuk akurasi pada dataset pima sebelum 
di preprocessing sebesar 79.694% sedangkan setelah 
dipreprocessing dengan Iterative Partitioning 
Filter hasil akurasi menjadi 95.313%, dan untuk 
akurasi pada dataset haberman sebelum di 
preprocessing sebesar 72.115% sedangkan setelah 
dipreprocessing dengan Iterative Partitioning 
Filter hasil akurasi menjadi 100%. 
6.2 Saran 
 Pada penelitian selanjutnya, peneliti dapat 
menambahkan nilai number partitions dan nilai 
confidence yang lebih bervariasi agar dapat mengetahui 
seberapa jauh kinerja iterative partitioning filter 
dengan semakin banyak pemotongan data dan nilai 
confidence. Pada proses validasi peneliti juga 
menggunakan metode klasifikasi yang lain agar dapat 
dilihat kinerja iterative partitioning filter dengan 
metode klasifikasi tersebut. 
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