Distribution of the tasks amongst the various computing nodes is itself an intellectually challenging problem in the high performance distributed computing systems. To choose the appropriate strategy for the required system is difficult without the meaningful comparison of the existing task partitioning and load balancing strategies. The effectiveness of the strategy depend on the number of factors-efficiency, interconnection topology, communication mode, program structure, throughput and computing capabilities of the structure. A number of task partitioning and load balancing strategies have been proposed, each of which perform remarkable results under different circumstances. The main goal of the paper is to unravel the mystery of strategies and to classify when and where each strategy is appropriate. In this paper, taxonomy of task partitioning and load balancing is presented in an attempt to provide a common terminology and classification mechanism.
INTRODUCTION
Scheduling is a function that assign job to the different processors [6] . It's a two step process, namely processor allocation and assignment. Jobs are autonomous program that execute in its domain. Resource allocation is done by the scheduler over two dimensions, time and space, and at two level jobs and threads. In running state, job constitutes threads to reduce the overhead. If software package is used to execute the parallel jobs instead of threads, it increased load of the parallel computing system. Interacting entities are called process if they are independent under the limitation of the operating system. Threads and communication between them may be static and dynamic [10] .For example, in MIMD architecture [1] , number of threads, and the communication pattern between the threads can change dynamically during the execution in the parallel computing systems. If multiple executing entities are parts of the same application then we treat entities as a threads and application as a job. Parallel computing is used to solve the large problems in the scientific and systematic manner. Effective task partitioning and load balancing strategies of large task is crucial to achieve high performance in parallel and distributed system. The increasing demand of the high performance computing systems amongst the various field of the science is the key feature of interest in the parallel computing. The selection of appropriate strategy for the particular system is the deciding factor for the successful execution of the tasks. A parallel job is the collection of the tasks having some precedence relationship. A task can be identified as a executable fragment that must be sequentially executed without partial parallel execution [2] .All parallel job cannot be fully parallelized. In a homogeneous architecture the serial fraction of the computation has to be executed at the speed of any of the identical processor, limiting the speed that can be obtain due to parallel execution of the jobs.The sequential bottleneck can be greatly reduced by executing the tasks on the heterogeneous parallel computers by running the critical tasks on a faster processor. The efficiency analysis of the heterogeneity presented by Polychronopoulos and Andrews [4] and Almeida and Menasce [5] . Processor allocation in the efficient manner deals with the determination of the number of processor allocated to a job; the assignment phase means the distribution of the job's task to the allocated processor [7] . Time complexity analysis tool for the task partitioning developed by Pugh and Nirkhe [8] which accurately estimates the execution time of general real time program employing on high level structures. Towsley and Nelson [ 9] present a analytical model for partitioning the independent tasks on the different processors.Due to the large variety of tools, computing architectures and different requirement there is no ideal task partitioning strategy. Impact of heterogeneity in loosely coupled systems analyzed by Freund in different processing paradigms (MIMD,SIMD,SISDetc.). 
DETERMINISTIC TASK (STATIC) PARTITIONING STRATEGIES:
In deterministic task partitioning the characteristics of an application such as communication cost, execution time, synchronization, and data dependency are known in advance [11] .It assign the tasks to the different processors before execution, and allocation remain same during the execution of the process. Dynamic scheduling performs scheduling at runtime, and allocation of the process may change during the execution of tasks. Static scheduling cannot support load balancing and fault tolerance while dynamic scheduling support these parameters. Deterministic scheduling on Network of Workstation (NOW) is NP-complete in strong sense while nondeterministic is not strong NP-complete. Purely static task partitioning with OpenCL, determines the best partitioning across the processors in a system and divides the tasks into as many chunks as there are processor with each processor receiving the appropriate chunks [13] .
PY (Papadimitriou and Yannakakis ) [34] scheduling approximate the absolute achievable lower bound of the start time of a node by using attribute e-value. From the first node to exit node e-value is computed recursively to assign the priority to the node. After calculating the e-value of the node, each node is inserted into a cluster in such a way that ancestors have data arrival times larger than the e-value of the node.
LCTD (Linear Clustering with Task Duplication) [35] scheduling identify the edges among clusters that determine the completion time after the linear clustering of DAG. After that it tries to duplicate the parents corresponding to these edges to reduce the start times of some nodes in the cluster.
EZ (Edge Zeroing) Scheduling [33] select computing environment by merging edge weights. This scheduling strategy finds the edge with the largest weight in every step. If merging does not increase the completion time, the two cluster incident by the edges will be merged (zeroing the largest weight).The ordering of the node is define in the resulting cluster based on the static b-level of the nodes.DAG edges are sorted in a descending order of edge weight.
MCP (Modified Critical Path) [31] scheduling decide the priority of the nodes on the basis of ALAP. It compute the ALAP of the existing node, and construct a list of node in ascending order of ALAP times.MCP looks for the processor idle time slot for a given node. Select the first node from the node list and insert it into the processor of earliest execution time. It cannot guarantee an optimal schedule for the fork and join structure.
ETF (Earliest Time First) scheduling [32] technique, select the nods of the smallest start time from the node of the earliest start time in the ready queue at each step. Earliest start time is computed by examine the start time of the node on all processor exhaustively. When two node have the same EST then ETF breaks the tie by selecting the node with the higher static priority. The priorities are assigning to the node by computing the static b-level. This strategy is not guaranteed a optimal schedule for the fork and join structure.
NON DETERMINISTIC TASK (DYNAMIC) PARTITIONING STRATEGIES:
Position Scan Task Scheduling (PSTS) is pure dynamic load balancing, highly parallel and efficient, and can be used in centralized and decentralized manner [14] . It is based on divide and conquers principle in which hyper-grids of dimension k are divided into grids of dimension k-1, until the dimension is 1.Position Scan Load Balancing (PSLB) technique is two phase technique. In first phase the system is modeled as a hypercube only at one time. In the second phase load balancing is performed by obtaining necessary information for each system node. On the basis of the prior information PSLB strategy calculate its future load, and load is migrated according to the capability of the nodes. An important aspect of this node is that, in the case of load migration each node knows exactly where to send its extra work load. The communication is take place only between the neighbor nodes.
Evolutionary Task Scheduling [26] upon the previous scheduling stages, in static and dynamic environment. The use of heuristic in the initialization phase and specific mutation operator are two parameters which provide the beneficial result for the effective scheduling in the static environment.
In the consistent environment, moving the tasks from high level processors to the processor of smaller makespan by using "rebalancing" operator provide the better result. But in the case of inconsistent environment less greedy operator provide the good scheduling. The information collected from the previous state is used, to select the environment by the scheduler.
DPS(Dynamic Priority Scheduling) [27] assign the priorities to the tasks based on the difference of bottom level (b-level) and top(t-level), to schedule the minimum schedule length in Directed Acyclic Graph(DAGs) [3] .Compile time scheduling is used in the heterogeneous environment .Dynamic process assigning select more important tasks before less important ones. The mapping and scheduling strategies are depend upon the processor scheduler, network architecture and the DAG structure [28] .The t-level is the length of longest path (execution cost+ communication cost) between target task and entry task, while b-level is the largest path between target task and exit task. In this way, t-level determine the earliest start time, b-level of a task is bounded by the critical path of the DAG [12] .
DLS [29] used a GDL(generalized dynamic level) to determine dynamic priorities, for all tasks in the ready queue, over all processors at every scheduling step.GDL give the priority to the processor according to their speed, and many other factors are taken into account. Top level and bottom level are loss their meaning in the case of the heterogeneous architecture due to the different execution cost on each processor. It consider the various factors, median of the execution cost over all processors, average execution cost and maximum or minimum cost for the computation of the schedule levels.
PREEMPTIVE TASK PARTITIONING STRATEGIES:
Preemptive Deterministic Scheduling (PDS) ensure replica behavior while preserving concurrency. Replication is achieved by the threads and there is no communication between the threads. Performance improvement is achieved due ti multithreading by exploiting concurrency in thread execution. Multithreaded replica shows non deterministic behavior. Only one physical thread is schedule at given time, so it shows poor scalability and performance. PDS schedule multiple threads at same time so its throughput five times from Preemptive Nondeterministic Scheduler (NPDS) [11] .PDS remove the need for inter replica communication yet preserves a large degree of replica concurrency. Optimal preemptive schedule subject to release date are taken to minimize the execution time on the homogeneous platforms'. This strategy performs the two step, in first step, minimize maximum completion time on the desired number of machines. In second step, maximum lateness is minimizes with respect to due dates for the jobs [12] on the arbitrary number of machines. (1) assume that a task meet its deadline if it did so when all tasks are executed at their maximum execution time, or (2) assume that a task meets its deadline if it did so when all tasks arrived frequently, then this situation is known as scheduling anomalies. RM-DU-NFS is the combination of DU and NFS which is based on high system utilization bound.
Optimal Preemptive Scheduling [20] is used to schedule n jobs on, m parallel uniform machine. By assigning shortest remaining processing time jobs to the fastest available machine, discounted flow time is minimized by serving jobs preemption in increasing order of their remaining processing time. Shortest Remaining Processing Time on Fastest Machine (SRPT-FM) rule is also optimal for the discounted flow time criteria. Flow time is minimized by scheduling jobs according to the shortest remaining processing time on the fastest machine. Minimization of the makespan is achieved by scheduling the (LRPT-FM rule) Longest Remaining Processing Time on Fastest Machine [21] .
PTS (Preemption Threshold Scheduling) [23] disable the preemptions up to a specific priority level, called preemption threshold. Regular priority assign to the arriving tasks, and the tasks may preempt only if the priority of the arriving task is higher than the threshold of running task.
In FPP (Fixed Preemption Point) scheduling [24] strategy, a task is assign in a non-preemptive mode, and a preemption can take place at a specific point of the code which is known as preemption point. In this way, a task is divided into subtasks. If the higher priority task is arrive then preemption is postpone until the next preemption point. So the tasks cooperate to each other by the preemption point.
NON-PREEMPTIVE PARTITIONING STRATEGIES:
LSA (Loose Synchronization Algorithms) use nonpreemptive deterministic scheduler to maintain multithreaded replica consistency. Its control concurrency by the leader (mutex) thread, which enforced the leader dictated order on the execution of their thread (followers) [13] . OFT (Optimal Finish Time) non preemptive strategy is known as NPcomplete with many uniform processors [14] .LPT (Largest Processing Time First) scheduling is near optimal to nonpreemptive OFT.
MSBC (Multiple Strict Bound Constraints) scheduling is nonpreemptive static strategy for heterogeneous computing systems. It perform alternative task priority schedule instead of Heterogeneous Earliest Finish Time (HEFT) scheme. It's also used to raised the performance of parallel computing applications on the heterogeneous platforms due to macro data flow graph implementation [16] .
EDF (Earliest Deadline First) Strategy, schedule periodic or sporadic tasks on uniprocessor without preemption and without inserted idle time [25] .Periodic tasks are invoked after a certain time interval while sporadic tasks are invoked in arbitrary time but within the limited time constraints.EDF is universal for the set of periodic or sporadic tasks. 
CONCLUSION
We have studied problems, discussed in the literature from the last twenty years. The main intension of the paper is to provide a suitable framework for comparing past work in the area of distributed parallel computing systems. Ideal performance of the strategy is depending upon the requirement and the architecture used for the distributed parallel processing systems. From the brief discussion of scheduling strategies it's clear that there is no ideal strategy for all parallel computing system The fruitful comparative analysis of strategies provides easiest comparisons of the existing systems. In this paper, Dynamic, preemptive and nonpreemptive task partitioning and load balancing strategies are briefly discussed.
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