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The prevalence of marijuana use among young people has risen rapidly in recent years, causing 
concern over the potential impact on academic performance of such use. While recent studies 
have examined the effect of alcohol use on educational attainment, they have largely ignored the 
potential negative effects of other substances, such as marijuana. This paper examines whether 
the relationship between the initiation of marijuana use and the decision to drop out of high 
school varies with the age of dropout or with multiple substance use. Data are from a 
longitudinal survey of 1392 adolescents aged 16–18 years. The results suggest that marijuana 
initiation is positively related to dropping out of high school. Although the magnitude and 
significance of this relationship varies with age of dropout and with other substances used, it is 
concluded that the effect of marijuana initiation on the probability of subsequent high school 
dropout is relatively stable, with marijuana users’ odds of dropping out being about 2.3 times 
that of non-users. Implications of these conclusions are considered for both policy makers and 
researchers. 
 






The prevalence of marijuana use among young people has risen in recent years, causing 
widespread concern among policy makers. Between 1990 and 1997, the percentage of youths 
aged 12–17 using marijuana more than doubled, increasing from 4.4% to 9.4% [1]. This increase 
in prevalence has prompted a vigorous debate concerning federal anti-marijuana legislation, a 
debate made even more heated by recent state-level legislation to relax medicinal marijuana use 
restrictions [2]. Of special concern is the potential impact of marijuana use on the education of 
youth [3,4], especially in light of the substantial psychological and sociological research linking 
substance use to lowered educational attainment [5–9]. In spite of this evidence, few economists 
have incorporated substance use into a model of human capital formation, and those who have 
typically focused on alcohol use. Several studies have examined the effects of substance use on 
labour market outcomes, such as wages, employment and hours of work (e.g. Buchmueller and 
Zuvekas [10], DeSimone [11], French et al. [12], Gill and Michaels [13], Kaestner [14], Kaestner 
[15], Mullahy and Sindelar [16], Zarkin et al. [17,18]). However, these studies have not 
examined the effect of substance use on education but have instead treated education as an 
exogenous determinant of labour market outcomes. 
 
Cook and Moore [19] used the 1979 National Longitudinal Survey of Youth (NLSY79) to 
examine the impact of alcohol consumption on years of schooling and college graduation. They 
found that heavy drinking in high school reduces the years of schooling completed after high 
school. Cook and Moore also estimated the relationship between state-level alcohol policies and 
the probability of college graduation. Results from logit models indicated that students who 
attended high school in states with relatively high alcohol taxes and high minimum legal 
drinking ages were more likely to graduate from college. Because these laws presumably reduce 
teenagers’ consumption of alcohol, Cook and Moore interpreted their findings to mean that 
alcohol consumption by high school students reduces the likelihood of graduation from college. 
 
Yamada et al. [20] used the NLSY79 to examine the impact of marijuana and alcohol use on 
high school graduation. They found significant adverse effects of current alcohol and marijuana 
use on high school graduation rates. Yamada et al. also examined the demand by youth for 
alcohol and marijuana. They found that beer taxes, minimum drinking age laws and marijuana 
decriminalization have a significant impact on the demand for alcohol and marijuana. Combining 
these two results, they concluded that changes in these policy variables could have a substantial 
impact on youths’ educational attainment. 
 
Dee and Evans [21] argued that studies like Cook and Moore [19] and Yamada et al. [20] may 
have biased results because they relied on variations in taxes and alcohol laws across states to 
identify the effects of alcohol on educational attainment. Dee and Evans contended that a study 
of variation in state regulations over time is needed to distinguish these effects from other state-
level factors which might affect educational attainment, such as state expenditures on education. 
Using a two-sample instrumental variables estimator [22] and data from the Monitoring the 
Future surveys and from the Public Use Microdata Sample, Dee and Evans estimated the impact 
of alcohol regulations on high school completion, college entrance and college completion. They 
found that changes in the minimum legal drinking age have no significant effect on educational 
attainment. From this result, Dee and Evans concluded that alcohol use by teenagers does not 
significantly reduce educational attainment. 
 
Despite their rigorous methods, these studies have some notable limitations. First, because all of 
these studies estimated a single model for all ages, they implicitly assumed that the educational 
decision is constant over time. Given the rapid developmental changes that occur in teenagers as 
they make the transition from childhood to adulthood, it is possible that the relationship between 
substance use and schooling may be different from one age to the next. Second, these studies 
have not explicitly considered the impact of multiple substance use on their estimates. For 
example, while Cook and Moore [19] studied both alcohol use and cigarette use, Dee and Evans 
[21] considered only alcohol use and Yamada et al. [20] included alcohol and marijuana use, but 
not cigarette use. Previous research has shown that because of the high correlation among 
alcohol, cigarette and marijuana use, failing to include all three substances may bias results that 
look at any given substance in isolation [23]. 
 
In this paper we examine the role of multiple substance use and age of dropout in the relationship 
between marijuana initiation and dropping out of high school. Using data on students from a 
southeastern US school system, we estimate models of high school dropout separately by age at 
dropout. We estimate each of these models twice, first including only marijuana use and second 
including marijuana, alcohol, cigarette and other illicit drug use. In all models we measure 
substance use by a set of indicator variables that reflect initiation of use prior to dropping out. 
Our results suggest that marijuana initiation is positively related to dropping out of high school. 
Although the magnitude and significance of this relationship varies with the age of dropout and 
with the other substances used, we conclude that the effect of marijuana initiation on the 
probability of subsequent high school dropout is relatively stable, with marijuana users’ being 
about 2.3 times more likely to drop out than non-users. 
 
THE ECONOMICS OF SCHOOLING 
 
Economists have long been interested in educational attainment because education is one of the 
key determinants of wages. One of the first economic studies to examine schooling was that of 
Becker [24]. In this seminal work, Becker put forth the idea of education as a form of ‘human 
capital’, which would make a person more productive and therefore allow him or her to earn a 
higher wage. Thus, education can be thought of as an investment, with higher wages as the return 
to that investment. Since Becker’s work first appeared, many studies have consistently supported 
this theory by demonstrating a positive and robust link between education and wages [25]. 
 
This link suggests that higher wages are a key motivation for continuing education. However, 
empirical evidence suggests that the relationship between education and wages is not continuous, 
but rather that there is a discontinuous and substantial wage increase associated with the 
completion of a degree [26]. In the presence of these discontinuities, either an individual will 
drop out of high school as early as possible, and therefore begin his or her earnings as soon as 
possible, or he or she will continue until graduation. 
 
This brief review of economic theory suggests at least two different types of high school dropout. 
The first are those who drop out at age 16 because they believe that continuing their education 
will not significantly improve their lifetime earnings: more succinctly, those who drop out of 
school to get a job. The second are those who believe that continued education will increase their 
lifetime earnings but who (unknowingly) do not have the academic ability to obtain a high 
school diploma. This describes those individuals who drop out at age 18. Individuals who drop 
out at age 17 represent a mix of these two types. Because the motivation for dropping out of high 
school varies with age, the relationship between marijuana initiation and high school dropout 
may also vary with age. 
 




To estimate the possible impact of age of dropout on the relationship between marijuana use and 
high school dropouts, we used data from four longitudinal surveys of students in a southeastern 
US public school system. Surveys were conducted in four waves from 1985 to 1994. Combining 
data from all four survey waves with demographic and other information from the school system 
yields data on students’ family background, race, gender, academic ability, age of initiation for a 
variety of substances, age of leaving school, and the reason the students left school (e.g. 
graduated, dropped out of school or transferred to another school system). 
 
The first survey was conducted on all 7550 middle school students during the 1985–1986 (urban 
school students) and 1986–1987 (rural school students) school years. As shown in Figure 1, four 
survey waves were conducted between the initial wave in 1986 and the final wave in 1994. 
Generally, the students were in grades 6, 7 or 8 at wave 1; grades 7, 8 or 9 at wave 2; and grades 
9, 10 or 11 at wave 3. Wave 4 data were collected in autumn 1993 and autumn 1994 (for those 
previously enrolled in urban and rural schools, respectively), after the original study participants 
had left high school. Because of the costs associated with tracing the entire cohort of the original 
study participants, a stratified random sample of participants was selected from the original wave 
1 study participants for wave 4 data collection. The overall response rate for the wave 4 data 
collection was 55.1%. Our analysis sample consists of the 1392 wave 4 respondents with non-




Based on the sampling design and actual response patterns, weights that adjust for non-response 
were calculated for students appearing in all waves. The stratified sampling design creates 
clusters of observations that are potentially intracorrelated. Because intracluster correlation 
represents a specific form of error correlation that violates standard independence assumptions, 
we used Stata statistical software [27] to estimate all statistics. Stata has a set of survey 
estimation commands designed to yield correct standard errors based on the sampling design. 
When a survey command was unavailable for a specific estimation technique (e.g. two-stage 
least squares), we used a White/Huber standard error correction [27–29] in our analyses to 




The dependent variables are indicator variables reflecting whether an individual dropped out of 
high school between the ages of 16 and 18 inclusive. Because state law requires school 
attendance until age 16 and most students graduate from high school at age 18, there were not 
enough students dropping out prior to age 16 or after age 18 to examine these ages separately. 
Data on the dropout status of all students in our sample were obtained from the school system. 
These data included a status code indicating whether the student had transferred to another 
school system, had dropped out or was expelled, had died, had completed the current grade and 
was expected to return the following year, or had graduated. In addition to this status code, the 
school system data also included the date on which that status code became effective. Based on 
these data, we defined a high school dropout as any student who had a status code indicating 
dropout or expulsion, and we set the age of dropout for that student as his or her age as of the 
effective date. We then defined three indicators for dropout status for a given age: 
 
 DROP16 equals 1 if a student dropped out on or after his or her 16th birthday but before 
his or her 17th birthday and equals 0 otherwise; 
 DROP17 equals 1 if a student dropped out on or after his or her 17th birthday but before 
his or her 18th birthday and equals 0 otherwise, conditional on having not previously 
dropped out of high school; and 
 DROP18 equals 1 if a student dropped out on or after his or her 18th birthday but before 
his or her 19th birthday and equals 0 otherwise, conditional on having not previously 
dropped out of high school. 
 
To examine the impact of multiple substance use on youths’ propensity to drop out of high 
school at a given age, we defined four categories of substances used: alcohol, cigarettes, 
marijuana and other illicit drugs (i.e. cocaine or crack, hallucinogens, stimulants, sedatives or 
inhalants). For each of these substances, we measured use with three indicator variables 
reflecting initiation of that substance prior to age 16, 17 or 18. In earlier analyses we included a 
variable reflecting the age of initiation. Statistical testing rejected these age-of-initiation 
specifications in favour of the models reported here. A complete set of results is available from 
the first author upon request. Initiation is defined as any use and is not contingent upon some 
form of regular use. Variations in the survey instrument across the four waves of data collection 
prohibited us from examining the age of first regular use. Because the reported age of initiation 
relied on recall, there are some inconsistencies among different waves of data. Assuming the 
earliest report is the most accurate, we used wave 1 data if a student had reported initiation of a 
certain drug; otherwise we used data from subsequent waves. 
 
Based on previous literature on predictors of high school dropout [5,8,9,19,30,31], we included 
the following socio-demographic variables in our analyses: race, gender, enrolment in a rural 
versus an urban school, parents’ education, number of parents living in the household, and the 
youths’ self-report of typical grades earned in school. 
 
Race, gender and rural versus urban status of the school were obtained from school records. 
Parents’ education is measured in years and was only collected in wave 4. It is, therefore, 
assumed that the parents’ education has not changed significantly over time. If the student lived 
with both parents, we set the parents’ education as the higher of the two reported. If the student 
lived with only one parent, we used that parent’s education. If the student lived with neither 
parent, we set parents’ education equal to the overall wave 4 sample mean of 14 years. We also 
included an indicator variable equal to 1 if no parents were present. This variable was included, 
in part, to control for our imputation on parent’s education. However, this variable was not 
significantly different from an indicator reflecting the absence of one or both parents, so we have 
omitted it from the specifications reported here. 
 
The self-reported typical grades earned in school (grade point average or GPA) are available in 
each wave. We assume that the GPA from wave 1 is less likely to have been affected by 
substance use and thus is a better measurement of a student’s academic ability before the effects 
of substance use. Therefore, we use the student’s self-reported GPA from wave 1. The number of 
parents with whom a student lived is also available in all waves. Because we wanted to reflect 
the family structure as close to the dropout decision as possible, we used data on the number of 
parents with whom the student lived from wave 3, when most students were between the ages of 
15 and 17. To reduce the loss of observations due to missing values, we used the information on 
the number of parents present from wave 2 if wave 3 data were missing, and from wave 1 if 




Previous studies have hypothesized that the benefits and/or costs of schooling depend in part on 
past academic performance [19]. Under this hypothesis, the physiological effects of substance 
use may affect students’ propensity to continue in school by adversely affecting their academic 
abilities. For example, both marijuana and alcohol use adversely affect the cognitive and 
psychomotor skills necessary for academic success [32]. While these effects are primarily short-
term, prolonged use can lead to chronic deficits [33,34]. Other substances, such as the nicotine 
found in cigarettes, can sometimes increase performance and sometimes decrease it [35,36]. 
 





where DOit equals 1 if individual i drops out at age t, and 0 otherwise; Xit is a vector of 
sociodemographic variables described above; Mit is an indicator variable reflecting initiation of 
marijuana use prior to age t by individual i; ɛit is an individual-specific error term; and the β are 
coefficients to be estimated. The impact of marijuana initiation on the probability of high school 
dropout is captured by β2. If initiation of marijuana use (Mit) increases the probability of 
dropping out of school, β2 will be positive. 
We estimate Equation (1) with a series of logit models. For each age (i.e. 16, 17 and 18) we 
estimate separate models, allowing all parameters to differ from one age to the next. For each 
age, we estimate two specifications: one that includes only the marijuana initiation variables and 
one that includes all of the substance use categories described above. This estimation approach 
allows us to monitor explicitly the changes in the marijuana initiation coefficient that occur as a 




Table 1 provides definitions and weighted sample means of all variables used in our analyses. 
Results in all tables were weighted to represent the overall student population. By age 16, 62.4% 
of students had initiated cigarette use; 65.1% had initiated cigarette use prior to age 17, and 
66.6% had initiated cigarette use prior to age 18. For alcohol use, these percentages are 75.5%, 
79.3% and 82.2%, respectively; for marijuana use they are 41.3%, 45.8%, and 48.6%, 
respectively; and for other drug use they are 40.0%, 42.5%, and 44.3%, respectively. Although 
these prevalence rates may seem high, they reflect any use at any time in a student’s life prior to 
the given age, including one-time experimentation, and, therefore, are higher than other, 




Table 2 presents the dropout rates by substance use initiation and age. Even in this simple 
analysis, we see a relationship between substance use initiation and high school dropout. Across 
all substances, the dropout rates among students who initiated substance use is higher than 
among those who have not, and in many cases it is more than double the rates of students who 




Table 3 reports our estimated logit models of the probability of dropping out of school at 
different ages. Ages 16, 17 and 18 are presented separately, as well as in combination. The 
combined models include all person–years included in the age-specific models (see [5] for a 
similar estimation approach). Under each age we present two models. Model 1 includes only the 
indicator variable for marijuana initiation, while Model 2 includes the indicator variables for all 
substances. All models include the socio-demographic variables discussed earlier. In Model 1, 
marijuana initiation is significantly related to an increased probability of dropping out for all 
ages. Furthermore, the estimated relationship is surprisingly similar in magnitude, corresponding 
to an approximate odds ratio of 3, suggesting that marijuana users are three times more likely to 
drop out of high school than non-users (the odds ratio for a coefficient β is calculated as eβ). 
When we look at Model 2, however, we see that controlling for initiation of multiple substance 
use changes this result slightly. For ages 16 and 18, the relationship between marijuana use and 
high school dropout is similar from Model 1 to Model 2. For age 17, however, the relationship 
between marijuana initiation and high school dropout is somewhat different if we control for 
multiple substance use. Specifically, the coefficient on marijuana initiation is reduced by half 




Looking at the other substance use coefficients, we see that alcohol use is related negatively, but 
insignificantly, to high school dropout for all ages. Although the cigarette initiation coefficient 
has a similar magnitude and direction across all ages, it is significant only for age 17. The 
coefficient on the initiation of other drugs is insignificant in all models and is never greater than 
0.5 in absolute value. These results suggest that the practical effects of initiating the use of 
substances other than marijuana on the probability of dropping out of high school are relatively 
stable between the ages 16 and 18, with the possible exception of age 17.  
 
To examine the statistical significance of the changes in our coefficient estimates across the age 
16, 17 and 18 models, we conducted a Wald test of the null hypothesis that all coefficients in 
Model 2 were the same across all ages. We rejected the null at a p value of less than 0.01. We 
also tested the restriction that only the substance initiation coefficients were the same across all 
ages. For this test, however, we failed to reject the null (p=0.76), indicating that the differences 
in the substance use initiation coefficients across the ages are not statistically significant. 
 
The estimates reported in the last two columns of Table 3 impose the restriction that the 
substance use initiation coefficients are the same across all ages but allow the (unreported) 
coefficients on the socio-demographic variables to vary across ages. After combining the age 
cohorts, we see a similar pattern of results as in the age-specific models. The marijuana initiation 
coefficient is smaller in magnitude when we control for the other substances, and the only other 
significant coefficient is cigarette initiation, which is marginally significant at the 0.10 level. 
Thus, we conclude that the effect of marijuana initiation on the probability of dropping out of 
high school is approximately the same across all ages at an odds ratio of approximately 2.3. 
 
To examine the possible endogeneity of marijuana initiation, we conducted Hausman–Wu tests 
of the exogeneity of marijuana use in Model 1 in Table 3 [37]. Results from these tests failed to 
reject the null hypothesis of exogeneity at the 0.80 level for ages 16 and 17, and at the 0.29 level 
for age 18. We also implemented tests for overidentification [37]. These procedures tested 
whether our instruments were correlated with marijuana initiation but not with high school 
dropout. Results of this testing failed to reject the null of no correlation between our instruments 
and the error term in the high school dropout equation at the 0.10 level for ages 16 and 17 but did 
reject the null for age 18. Based on evidence from the Hausman and overidentification tests, we 
conclude that there is little empirical gain to using 2SLS estimates. We also estimated bivariate 
probit models of the joint decision to drop out of high school and to initiate marijuana use. For 
ages 16 and 17, the estimated correlation between the two equations was insignificant, while the 
age 18 bivariate probit failed to converge after 100 iterations. Again, we concluded that there 
was little empirical gain to treating marijuana initiation as endogenous, and we therefore reported 
the logit results. All estimation results are available upon request. 
 
DISCUSSION AND CONCLUSION 
 
In this paper we examined the relationship between the initiation of marijuana use and the 
decision to drop out of high school and whether this relationship is exacerbated by multiple 
substance use. Our results suggest that marijuana initiation is positively related to high school 
dropout. Although the magnitude and significance of this relationship varies with the age of 
dropout and the other substances used, the overall effect represents an odds ratio of 
approximately 2.3. This suggests that an individual who has initiated marijuana use is 
approximately 2.3 times more likely to drop out of school than an individual who has not 
initiated marijuana use. This result is consistent with that found by other studies on the 
relationship between high school dropout and marijuana use (e.g. Yamada et al. [20]). 
 
Our study has three main limitations that should be considered. First, our sample of students is 
not nationally representative. In spite of this limitation, our results are nonetheless important. 
The majority of economic research on the relationship between substance use and educational 
attainment has relied on a single data source—the NLSY79. It is important for policy makers and 
researchers to consider results from a broad array of data sources to determine which of those 
results reflect underlying relationships and which merely reflect the idiosyncrasies of the data 
source used. This study provides policy makers and researchers with important results from an 
alternative and novel data source. 
 
Second, our conclusions are based on simple logit estimates that assume no correlation between 
substance initiation and unobservable factors, such as motivation. Although empirical testing 
suggested that this assumption was valid, prudence dictates that our results should be interpreted 
as correlational, and not as causal. 
 
The last limitation of our study is that we defined initiation of substance use based on any use of 
a substance in the student’s life and not on some level of regular use. It is likely that a single 
instance of substance use has little to no impact on the decision to drop out of high school. If this 
is the case, then our results underestimate the effect of regular marijuana use on a high school 
dropout by including the smaller impact of experimental use with the larger impact of regular 
use. Future work should examine the sensitivity of this relationship to differing levels and 
frequency of use. 
 
Despite these limitations, our results have broad implications for both policy makers and 
researchers. For policy makers, this study suggests that marijuana initiation is a potentially 
important precursor of high school dropout. For researchers, our findings indicate the need to 
incorporate a broader appreciation of the developmental and motivational changes that 
adolescents undergo toward the end of their high school careers. Such a broader appreciation will 
be necessary if research is to inform policy makers not just about the extent of high school 
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