We propose a new least squares finite element method to solve the Stokes problem with two sequential steps. The approximation spaces are constructed by patch reconstruction with one unknown per element. For the first step, we reconstruct an approximation space consisting of piecewise curl-free polynomials with zero trace. By this space, we minimize a least squares functional to obtain the numerical approximations to the gradient of the velocity and the pressure. In the second step, we minimize another least squares functional to give the solution to the velocity in the reconstructed piecewise divergence-free space. We derive error estimates for all unknowns under L 2 norms and energy norms. Numerical results in two dimensions and three dimensions verify the convergence rates and demonstrate the great flexibility of our method.
Introduction
The Stokes problem, which models a viscous and incompressible fluid flow, is a linearized version of the full Navier-Stokes equation neglecting the nonlinear convective term. Consequently, the Stokes problem has a large number of applications especially for the time discretization to the Naiver-Stokes problem. Reliable and efficient numerical methods for the Stokes problem have been extensively studied in the references. Among these methods, there were many efforts devoted to develop mixed finite element methods based on the weak formulation of the Stokes problem. A key issue of classical mixed finite element methods is the choice of element types. The pair of finite element spaces are required to satisfy the stability condition, such as the inf-sup condition. We refer the readers to [10, 11, 17] for some examples in classical mixed finite element methods.
The least squares finite element methods for the Stokes problem have been developed in [15, 6, 19, 8, 29, 7, 27, 5] . For these methods, least squares principle together with finite element methods can offer the advantage of circumventing the inf-sup condition arising in mixed methods. Bochev and Gunzburger developed a least squares approach based on rewriting the velocity-vorticity-pressure formulation as a first-order elliptic system [8] . Cai and his coworkers developed the least squares finite element method based on the L 2 norm residual and C 0 spaces for the Stokes problem, we refer to [15, 5, 16, 14] for more details. Liu et al. developed a hybrid least squares finite element method based on continuous finite element spaces. This method attempts to combine the advantages of FOSLS and FOSLL* [27] . The works introduced above are based on conforming finite element spaces and such continuous least squares methods are general techniques in numerical methods. We refer to [9] and the references therein for an overview of least squares finite element methods. Based on discontinuous approximation, the discontinuous least squares finite element methods have also been developed for many problems including the Stokes problem, and we refer to [7, 6, 4, 3, 25] for more details.
In this paper, we propose a new least squares finite element method with the reconstructed discontinuous approximation. The novelty is that we propose three specific approximation spaces which allow us to solve the Stokes problem in two sequential steps. The sequential process is motivated from the idea in [26, 15] to define two least-squares-type functionals to approximate unknowns sequentially. The feasibility of this method is based on the new approximation spaces which are obtained by solving local least squares problems on each element. In the first step, we reconstruct an approximation space that consists of piecewise irrotational polynomials with zero trace to approximate the gradient of the velocity. This space is an extension of the space proposed in [23] , which will also be used in this step to approximate the pressure. The functions in both approximation spaces may be discontinuous across interior faces and we define a least squares functional with the weak imposition of the continuity across the interior faces to seek numerical solutions in approximation to the gradient and the pressure. In the second step, we reconstruct a piecewise divergence-free polynomial space to approximate the velocity. Here this reconstructed approximation space is also a generalization of the space in [23] . We minimize another least squares functional, together with the numerical gradient obtained in the first step, to solve the numerical solution for the velocity. For the error estimate, we introduce a series of projection operators to derive the convergence rates for all variables with respect to L 2 norms and energy norms. We prove that the convergence orders under energy norms are all optimal and the L 2 errors for all variables can only be proved to be sub-optimal. We conduct a series of numerical examples in two dimensions and three dimensions to confirm our theoretical error estimates. In addition, we observe that the L 2 errors for all unknowns are optimally convergent for approximation spaces of odd orders. Another advantage of our method is the implementation is quite simple. The different types of the reconstruction can be implemented in a uniform way. We present the details to the computer implementation of our method in Appendix A.
The rest of our paper is organized as follow. In Section 2, we give the notations that will be used in this paper. In Section 3, we introduce the reconstruction operators and the corresponding approximation spaces. The approximation properties of spaces are also presented in this section. In Section 4, we define two least squares functionals for sequentially solving the Stokes problem with reconstructed spaces. We also prove the error estimates under L 2 norms and energy norms. In Section 5, we present a series of numerical results in two dimensions and three dimensions to illustrate the accuracy and the flexibility of our method.
Preliminaries
We let Ω be a convex bounded polygonal (polyhedral) domain in R d (d = 2, 3) with the boundary ∂Ω. We denote by T h a set of polygonal (polyhedral) elements which partition the domain Ω. We denote by E i h the set of interior faces of T h and by E b h the set of the faces that are on the boundary ∂Ω. Let E h = E i h ∪ E b h be the set of all d − 1 dimensional faces. Further, for any element K ∈ T h and any face e ∈ E h we set h K as the diameter of the element K and h e as the size of the face e, and the mesh size is denoted by h = max K∈T h h K . It is assumed that the partition T h is shape-regular in the sense of that: there exist
• an integer N that is independent of h;
• a number σ > 0 that is independent of h;
• a compatible sub-decomposition T h into triangles (tetrahedrons); such that
• every polygon (polyhedron) K in T h admits a decomposition T h|K which has at most N triangles (tetrahedrons); • for any triangle (tetrahedron) K ∈ T h , the ratio h K /ρ K is bounded by σ where h K denotes the diameter of K and ρ K denotes the radius of the largest disk (ball) inscribed in K. The above regularity requirements have several consequences [13, 22] : M1 there exists a positive constant σ v that is independent of h such that σ v h K ≤ h e for any element K ∈ T h and any face e ⊂ ∂K;
M2 [trace inequality] there exists a constant C that is independent of h such that
is the polynomial space of degree less than k.
For the sub-decomposition T h , we denote by E h the collection of all d − 1 dimensional faces in T h , and we decompose
h are the sets of interior faces and boundary faces, respectively. From the regularity assumption, it is clear that
Then we introduce the trace operators that are associated with weak formulations. Let e be an interior face shared by two adjacent elements K + and K − , and we let n + and n − be the unit outward normal on e corresponding to ∂K + and ∂K − , respectively. For the scalar-valued function v and the d dimensional vector-valued function q and d × d dimensional tensor-valued function
The jump operator [ [·]
] on e is defined as
where ⊗ denotes the tensor product between two vectors. For any tensor τ , if O is an operator on vector-valued functions, we expend O to act on τ columnwise. For example, n ⊗ τ is defined by
and ∇ · τ is defined by
For the boundary face e, the trace operators are defined by {v} := v| e , {q} := q| e , {τ } := τ | e ,
where n is the unit outward normal on e. Hereafter, we let C and C with subscripts denote the generic positive constants that may be different from line to line but independent of the mesh size h. For a bounded domain D, we will use the standard notations and definitions for the Sobolev spaces L 2 (D),
with r a positive integer, and we will also use their associated inner products, semi-norms and norms. We define the space of divergence-free functions by
and we further define the space of tensor-valued functions by
where tr (·) denotes the standard trace operator. For the partition T h , we will use the definitions for the broken Sobolev spaces
and their corresponding broken semi-norms and norms. Moreover, for any space X ∈ L 2 (Ω), we let X/R consist of the functions in X that have zero mean value on Ω,
The incompressible Stokes problem we are studying in this paper is formulated as: seeks the velocity fields u and the pressure p such that
where f is a give source term and g is the boundary data and ν is the reciprocal of the Reynolds number.
As being declared above, we will propose a new least squares finite element method, together with the reconstructed discontinuous approximation, to solve the problem (2.3). We introduce a new inter-mediate variable U to substitute ∇u = (∇u 1 , . . . , ∇u d ), thus one can reformulate the problem (2.3) into an equivalent first-order system:
In Section 4, we will go back to the Stokes problem for the details of the sequential least squares method for the first-order system (2.4) with the reconstructed spaces introduced in Section 3.
Reconstructed Approximation Space
In this section, we define three types of reconstruction operators that will be used in numerically solving (2.4 ). The first one is the reconstruction operator which has been used in [24, 22, 25] and the other two operators are extensions from the first one. The reconstruction procedure includes two parts. The first part is to construct the element patch and this part is the same for all reconstruction operators. Now we present the details of the construction to the element patch. We begin by assigning a collocation point in each element. For each element K, we specify the barycenter of K as its corresponding collocation point x K . Then for each element K we aggregate an element patch S(K) which is a set of elements and consists of K itself and some neighbour elements. Specifically, the element patch S(K) is constructed in a recursive strategy. We first appoint a threshold value #S to control the cardinality of S(K). We let S 0 (K) = {K} and construct a sequence of element sets S t (K)(t ≥ 1) recursively:
where N ( K) denotes the set of elements face-neighbouring to K. This recursion ends when the depth t satisfies that the cardinality of S t (K) is greater than #S. We compute the distances between the collocation points of all elements in S t (K) and the point x K . We choose the #S smallest distances and gather the corresponding elements to form the element patch S(K). By this recursive strategy, for any element K the cardinality of S(K) is always #S. After constructing the element patch, for element K we denote by I(K) the set of the collocation points to the elements in S(K):
Then we will define three reconstruction operators to approximate the functions in H r (Ω), S r (Ω) and I r (Ω)(r ≥ 2), respectively.
3.1.
Reconstruction for Scalar-valued Functions. We denote by U h the piecewise constant space associated with T h :
We will define a reconstruction operator R m from the space U h onto a subspace of the piecewise polynomial space [22] . Given a piecewise constant function g ∈ U h , we will seek a polynomial of degree m(m ≥ 1) on every element. For each element K ∈ T h , we solve the following discrete least squares problem to determine a polynomial R m K g of degree m:
We follow [22, Assumption B] to make the assumption to ensure the problem (3.1) has a unique solution.
Assumption 1. For any element K ∈ T h and any polynomial q(x) ∈ P m (S(K)), we have that
The Assumption 1 is actually a geometrical assumption which rules out the case that the points in I(K) are lying on an algebraic curve of degree m and requires the value of #S shall be greater than the dimension of the polynomial space P m (·).
Then the reconstruction operator R m is defined in a piecewise manner:
(R m g)| K = (R m K g)| K , on any element K ∈ T h . We note that the polynomial R m K g is linearly dependent on g. Hence, the operator R m maps U h onto a subspace of the piecewise polynomial space, which is denoted by U m h = R m U h . For any smooth function q ∈ C 0 (Ω), we define q ∈ U h such that q(x K ) = q(x K ), ∀K ∈ T h , and we extend the operator R m to act on the smooth function by defining R m q := R m q.
In addition, we outline a group of basis functions of U m h . For any element K, we define the characteristic function w K (x) ∈ U h as w K (x) = 1, x ∈ K, 0, otherwise, and we denote λ K as λ K = R m w K . Proof. For any λ K (x), the constraint in (3.1) implies that
We assume that there exist coefficients {a K } (∀K ∈ T h ) such that
For any element K, let x = x K in (3.4) and by (3. 3) one see that a K = 0, which shows that {λ K } are linearly independent. This completes the proof.
Clearly, we have that dim({λ K }) = dim(U h ). The Lemma 3.1 in fact gives that the reconstructed space satisfies dim(U m h ) = dim(U h ) and U m h is spanned by {λ K }. Moreover, for the function g ∈ U h or g ∈ C 0 (Ω), one may write R m g explicitly:
Then we give the approximation property of the space U m h . For any element K, we define a constant Λ(m, K) as
We let Λ m := max K∈T h (1 + Λ(m, K)(#S) 1/2 ) and in [23, 22] the authors proved that under some mild conditions on element patches, the constant Λ m can be bounded uniformly with respect to the partition. These conditions reply on the size of element patches and the authors also proved that if the number #S is greater than a certain number, the conditions on element patches will be fulfilled, see [22, Lemma 6] and [23, Lemma 3.4] . This certain number is usually too large to be impractical and is not recommended in the implementation. The numerical results demonstrate that our method still has a very good performance even we take the value #S to be far less than that certain number. In Section 5 we list the values of #S for different m that are adopted in the numerical tests. Then we state the following estimate.
Lemma 3.2. For any element K and any function g ∈ C 0 (Ω), there holds
Proof. We refer to [22, Lemma 3] for the proof.
From Lemma 3.2, it is easy to derive the following approximation properties.
Theorem 3.1. For any element K, there exist constants C such that
for any g ∈ H m+1 (Ω).
Proof. We refer to [22, Lemma 4] for the proof.
Reconstruction for Vector-valued Functions.
Here we consider to extend the reconstruction process for vector-valued functions. Precisely, we will introduce a reconstruction operator for functions in the space S m+1 (Ω). We also start from the piecewise constant space (U h ) d . Given a function g ∈ (U h ) d and for any element K ∈ T h , we solve a polynomial R m K g of degree m on S(K) by the following discrete least squares problem:
Based on Assumption 1, it is trivial to check the uniqueness and the existence of the solution to the problem (3.7). Then the reconstruction operator R m is piecewise defined as
It should be noted that R m K g still has a linear dependence on g. Therefore, we can know that the operator R m maps the space (U h ) d into the piecewise divergence-free polynomial space of degree m, and we denote by S m h = R m (U h ) d . We also extend the operator R m to act on the smooth function as the operator R m . For the function g(x) ∈ C 0 (Ω) d , we define a piecewise constant
and we define R m g := R m g. We also present a group of basis functions to the space S m h . For any element K, we define an indicator function
where e i is a d × 1 unit vector whose i-th entry is 1. Then we define λ i K as λ i K = R m K w i K and we have the following lemma.
The proof results from the constraint in (3.7) and is similar to the proof of Lemma 3.1.
Analogously, we conclude that the space S m h is spanned by { λ i K } and for the function g = (g 1 , . . . , g d ) ∈ (U h ) d or g = (g 1 , . . . , g d ) ∈ C 0 (Ω) d , we can write R m g as
Further, we give the approximation property of the operator R m . Lemma 3.4. For any element K and any function g ∈ C 0 (Ω) d , there holds
Proof. For any divergence-free polynomial q ∈ P m (S(K)) d ∩S 0 (S(K)), we clearly have that R m K q = q from the definition of the least squares problem (3.7). We deduce that
which gives us the estimate (3.8) and completes the proof.
Theorem 3.2. For any element K, there exist constants C such that
for any g ∈ S m+1 (Ω).
Proof. By [2, Theorem 4.1] and [22, Assumption A], there exists an approximation polynomial
By Lemma 3.4, we obtain that
and together with the inverse inequality M2, we have that
Applying the trace inequality M2 gives the trace estimate in (3.9), which completes the proof.
Reconstruction for Tensor-valued Functions.
In this subsection, we consider the reconstruction for the tensor-valued functions in the space I m+1 (Ω). Again, we start from a piecewise constant space. Since the functions in I m+1 (Ω) have zero trace, we define the space U h consisting of piecewise constant functions with zero trace, which reads
For the function g ∈ U h , we will seek a polynomial R m K g of degree m on S(K) by solving the following problem:
(3.10)
Similarly, we have that the problem (3.10) has a unique solution by Assumption 1. The global reconstruction operator R m is piecewise defined by
K g is linearly dependent on g and we denote by I m h the image of the operator R m . Then we still extend the operator R m to act on the smooth functions. For the function g(x) ∈ C 0 (Ω) d×d with zero trace, we let g(x) ∈ U h such that
and again we define R m g := R m g. Here we give a group of basis functions of the space I m h . We will define a group of characteristic functions w i,j K (x) ∈ U h but we shall consider the zero trace condition of functions in U h . Actually this condition implies that there are only d 2 − 1 characteristic functions on every element. For any element K, we define w i,j K (x) as
where e i,j is the d × d matrix whose (i, j) entry is 1 and the other entries are 0.
where e i,i is the d × d matrix whose (i, i) entry is 1, (d, d) entry is −1 and other entries are 0.
We define λ
Proof. The proof of Lemma 3.5 is analogous to the proof of Lemma 3.3 and Lemma 3.1.
Clearly, we can know that I m h = span{ λ i,j K } and for any function
Moreover, we give the approximation property of the space I m h .
Lemma 3.6. For any element K and any function g ∈ C 0 (Ω) d×d with tr (g) = 0, there holds
Proof. According to the problem (3.1), we have that R m q = q for any q ∈ P m (S(K)) d×d ∩ I 0 (S(K)). We obtain that
which completes the proof.
Theorem 3.3. For any element K, there exist constants C such that
for any g ∈ I m+1 (Ω).
Proof. Since ∇ × g = 0 and tr (g) = 0, there exists a function g ∈ S m+2 (S(K)) such that g = ∇ g [17, Lemma 2.1]. By [2, Theorem 4.1], there exists a polynomial q ∈ P m+1 (S(K)) d ∩ S 0 (S(K)) such that
Clearly, ∇ q ∈ P m (S(K)) d×d ∩ I 0 (S(K)). By Lemma 3.6 and the approximation estimate of q, we deduce that
Together with the inverse inverse M3, we have
. The trace estimate of (3.13) follows from the trace inequality M2, and this completes the proof.
We have established three types of reconstruction operators and their corresponding approximation spaces and the approximation results. In Appendix A, we present some details of the computer implementation to reconstructed spaces.
Sequential Least Squares Method for Stokes Problem
In this section, we propose a sequential least squares finite element method to solve the Stokes problem based on the first-order system (2.4) . We are motivated by the idea in [15, 26] to decouple the system (2.4) into two steps. The first first-order system is defined to seek the numerical approximations to the gradient U and the pressure p, which reads
The first equation in (4.1) is the same as the first equation in (2.4) and the boundary condition in (2.4) provides the tangential trace n × U on the boundary ∂Ω. Then, we define a least squares functional J p h (·, ·) for numerically solving the system (4.1), which reads (4.2)
where η is a positive parameter and will be specified later on. In (4.2), the trace terms defined on E i h are used to weakly impose the continuity condition since the polynomials in reconstructed spaces may be discontinuous across the interior faces. We minimize the functional (4.2) over the spaces I m h × U m h to give approximations to U and p and here the space U m h is defined by U m h /R. Specifically, the minimization problem is defined as to find
We write the Euler-Lagrange equation to solve the problem (4.3) and the corresponding discrete variational problem reads:
Then we will focus on the error estimate to the problem (4.4). To do this, we will require some projection results which play a key role in the analysis. We define V m h and V m h as piecewise polynomial spaces with respect to the partition T h and the sub-decomposition T h ,
and clearly we have that V m h ⊂ V m h . Then we state following lemmas.
Proof. The fact V m h ⊂ V m h directly implies that there exists a polynomial v h ∈ V m h satisfying the equalities in (4.6) and
Hence,
where the last inequality follows from the mesh regularity assumption. This completes the proof. 
Combining (4.6), we have that
which gives the inequality (4.7) and this completes the proof.
and the tangential trace n × q h vanishes on the boundary ∂Ω.
Proof. Again by [20, Theorem 2.1], there exists a piecewise polynomial
We will construct a new piecewise polynomial q h ∈ ( V m h ) d ∩ H 1 (Ω) d based on q h , which satisfies the inequality (4.8) and its tangential trace vanishes on the boundary.
We denote by N = {ν 0 , ν 1 , . . . , ν n } the Lagrange points with respect to the partition T h and we let {φ ν0 , φ ν1 , . . . , φ νn } be the corresponding basis functions such that φ νi (ν j ) = δ ij . Then we divide the set N into three disjoint subsets (see Fig. 1 ):
(4.10)
N v := {ν ∈ N | ν is shared by two different slides of the boundary ∂Ω},
We note that the points in N b are interior to one slide of the boundary ∂Ω, and particularly in two dimensions the points in N v are vertices of the boundary ∂Ω.
By {φ νi }, the function q h = q 1 h , . . . , q d h can be expanded as
. Then we construct a new group of coefficients {β j ν } by For ν ∈ N , we denote α ν and β ν as α ν = (α 1 ν , . . . , α d ν ) T and β ν = (β 1 ν , . . . , β d ν ) T , respectively. Then we determine the values of β j ν . By the definition (4.10), for any ν ∈ N b there exists a boundary face e ∈ E b h that includes the point ν, and we let its corresponding coefficients satisfy that
where n is the unit outward normal with respect to the boundary face e. We construct a new piecewise polynomial
It is trivial to check that the trace n × q h vanishes on the boundary ∂Ω. Then we will estimate the term ∇( q h − q h ) L 2 (Ω) . Since q h and q h have the same value on the points in N i , one can see that
We first consider the points in the set N b . Again for any ν ∈ N b , we have that there exists a face e ∈ E b h such that ν ∈ e, and by the scaling argument and the shape regularity of the partition T h , there holds ∇ α φ ν 2 L 2 (Ω) ≤ Ch d−2α e . Combining with (4.11) and the inverse estimate, we obtain that
Then we move on to the points in N v . By definition (4.10), for every ν ∈ N v there exist two adjacent faces e 1 ∈ E b h and e 2 ∈ E b h such that ν ∈ e 1 ∩ e 2 . We note that e 1 and e 2 are not parallel and are included in two different slides of ∂Ω. We let n 1 and n 2 be the unit outward normals corresponding to e 1 and e 2 , respectively, and clearly we have n 1 = n 2 . This fact implies that there exists a positive constant C such that (4.12)
It should be noted that the constant C only replies on the angle of n 1 and n 2 and this angle only depends on the boundary ∂Ω. Then we derive that
Thus, we arrive at
We finally present that the error ∇ α (q h − q h ) L 2 ( T h ) satisfies the estimate (4.8). We have that
and together with [20, Theorem 2.1] and the trace inequality, we deduce that
Combining all inequalities yields the estimate (4.8) and completes the proof.
for α = 0, 1, and the tangential trace n × V h vanishes on the boundary ∂Ω. 
. By (4.14) and the estimate (4.8), it can be seen that for the polynomial V h the estimate (4.13) holds true and its tangential trace vanishes on ∂Ω. This completes the proof.
Next, we focus on the continuity and the coercivity of the bilinear form a p h (·; ·). We begin by defining the following two energy norms · U and · p : 
Proof. we refer to [26, Lemma 4.1] for the proof.
Lemma 4.6. There exist a constant C such that
Proof. We refer to [12] for the proof. Now we are ready to state that the bilinear form a p h (·; ·) is bounded and coercive with respect to energy norms · U and · p for any positive η. Lemma 4.7. For the bilinear form a p h (·; ·) with any η > 0, there exists a positive constant C such that
We prove for the case ν = 1 and it is trivial to extend the proof to the case ν > 0. Obviously we have that
and applying the Cauchy-Schwarz inequality to (4.5) directly gives the estimate (4.17), which completes the proof. Here we prove for the three-dimensional case. Since n × V h = 0 on ∂Ω and the domain Ω is assumed to be a bounded convex polygon (polyhedron), we have the following Helmholtz decomposition [15] :
in Ω, q = 0, on ∂Ω.
Since q h ∈ H 1 (Ω), the regularity of generalized Stokes problem [15, 21] provides that (4.20)
Together with [15, Lemma 3.2] and the auxiliary problem (4.19), we obtain (4.21)
We note that the inequality (4.21) also holds in two dimensions and the proof is similar. Then we are ready to establish the coercivity (4.18) and we first take the parameter η = 1. We have that
and
From (4.21) and the above two inequalities, we arrive at
. Thus, it suffices to show that the right hand side of (4.21) can be bounded by a p h (U h , p h ; U h , p h ). We further deduce that
. Combining all inequalities above and the estimate (4.8) and (4.7), we conclude that
. By a scaling argument, we can obtain that for any positive parameter η the coercivity (4.18) holds true, which completes the proof.
We have established the boundedness and coercivity of the bilinear form a p h (·; ·), which implies that there exists a unique solution the discrete problem (4.4). We state the error estimate to the numerical approximations obtained by (4.4). 
Proof. For the exact solution (U, p), the jump term vanishes on interior faces, that is
. We let V h = R m U and q h = R m p, and together with the coercivity (4.18) and the boundedness (4.17), we obtain that
Applying the approximation estimates (3.13) and (3.6) and the trace estimate, it is trivial to obtain
The error estimate of the numerical approximation U h to the gradient with solving the minimization problem (4.3) has been established. Now let us consider another first-order system to solve the velocity u: We define the least squares functional J u h (·) for solving (4.23):
where µ is a positive parameter. It is noticeable that in (4.24) the first term contains the numerical approximation U h since the exact gradient is unavailable to us. We minimize the functional J u h (·) in the piecewise divergence-free polynomial space S m h to seek a numerical solution. The piecewise divergence-free property provides a local mass conservation, which is very desirable in solving the incompressible fluid flow problem [18] . The minimization problem is given by
We also write its Euler-Lagrange equation to solve (4.25). Thus, the corresponding discrete variational problem is defined as to find u h ∈ S m h such that (4.26)
Then we derive the error estimate of the numerical solution to (4.24) . We introduce an energy norm · u which is defined as
for any v h ∈ H 1 (Ω) d + S m h . We state the following lemma to give a bound for the norm · u . Lemma 4.9. There exists a positive constant C such that
for any v h ∈ H 1 (Ω) d + S m h . Proof. We refer to [12, 1] for the proof.
By the definition of the bilinear form a u h (·, ·), it is easy to find that for any µ > 0, there exist constants C such that
, which implies there exists a unique solution to the problem (4.26). Finally, we present the error estimate of the numerical solution in approximation to the velocity u. 
where U h is the numerical solution in (4.3). Proof. Clearly the trace [ [n ⊗ u] ] = 0 on any interior faces since u is smooth. We let v h = R m u be the interpolant of u, and we obtain that
The last inequality follows from the approximation property (3.9) and the trace estimate M2, which completes the proof.
Numerical Results
In this section, we present a series of numerical experiments to demonstrate the accuracy of our method in both two dimensions and three dimensions. We take the accuracy order as 1 ≤ m ≤ 3 and for different m we list the values #S that are used in numerical experiments in Tab. 1. For all test problems, the Reynolds number Re and the parameters η and µ are chosen to be 1. to show the convergence rates of our method. The source term f and the Dirichlet data g are taken accordingly. We employ a series of triangular meshes with mesh size h = 1/10, 1/20, . . . , 1/160, see Fig. 2 . The numerical results are displayed in Fig. 3 and Fig. 4 . For the first part (4.1), we plot the numerical error under energy norm U − U h U + p − p h p in Fig. 3 , which approaches zero at the speed O(h m ). The convergence rates are consistent with the theoretical analysis (4.22). For L 2 error, we also plot the errors U − U h L 2 (Ω) and p − p h L 2 (Ω) in Fig. 3 , and we numerically detect the odd/even situation. For odd m, the L 2 errors converge to zero at the optimal speed, and for even m, the errors have a sub-optimal convergence rate. For the second system (4.23), we show the numerical results in Fig. 4 . Clearly, the error under energy norm · u converges to zero with the rate O(h m ) as the mesh size approaches 0. For the L 2 norm, we also observe the optimal rate and sub-optimal rate for odd m and even m, respectively. We note that the convergence orders under all error measurements are in perfect agreement with our theoretical error estimates. Example 2. Here we solve the Stokes problem to show the great flexibility of the proposed method. The exact solution and the computational domain are taken the same as in Example 1 but in the example we use a series of polygonal meshes with 250, 1000, 4000, 16000 elements. These meshes consist of very general elements and are generated by PolyMesher [30] , see Fig. 5 . The numerical errors under all error measurements for both two systems (4.1) and (4.23) are shown in Fig. 6 and Fig. 7 , respectively. Again we observe the optimal convergence orders for all energy norms. For L 2 norm, the odd/even situation is still detected. On such polygonal meshes, the numerically computed orders agree with our error estimates. Example 3. In this example, we test the modified lid-driven cavity problem [28] to investigate the performance of our method dealing with the problem with low regularities. We consider the unit square domain Ω = (0, 1) 2 , which is subjected to a horizontal flow on the boundary y condition. The source term f is selected to be (0, 0) T . The velocity field on the upper boundary involves singularity in the upper right and left corners, but the restraints are not as strong as for the well-known standard lid-driven cavity problem [28] . We solve this problem on the triangular partition with h = 1/10, h = 1/20, h = 1/40 and h = 1/80, see Fig. 2 . Since the analytical solution is unknown and we take the numerical solution which is obtained with the mesh size h = 1/320 and the accuracy m = 3 as the exact solution. The numerical errors in approximation to the velocity are presented in Fig. 8 . The convergence rates under energy norms and L 2 norms are detected to be O(h) for all accuracy 1 ≤ m ≤ 3. A possible explanation of such convergence rates can be traced back to the low regularity of this problem. Figure 9 and Figure 10 present the numerical results obtained on the mesh level h = 1/80 with the accuracy m = 2 and m = 3, respectively. We can observe the main vortex in the center of the domain and two small vortices in the bottom left and right corners.
3D
Example. Example 4. In this example, we consider the Stokes problem in three dimensions. We solve the problem on the domain Ω = (0, 1) 3 and we take a series of tetrahedral meshes with the resolution The numerical errors in approximation to the gradient and the pressure are collected in Tab. 2, and the numerical errors in solving the second first-order system are gathered in Tab. 3. We also depict the velocity field and the contour of |u h | in Fig. 12 and the numerical solution in this figure is obtained on the mesh level h = 1/16 with the accuracy m = 3. Here, we still observe the odd/even situation. For odd m, the errors under L 2 norm seem to converge to zero optimally as the mesh size tends to zero. For even m, the convergence rates for all variables under L 2 norm are numerically detected to be sub-optimal. Again we note that all computed convergence orders are consistent with theoretical analysis. and the source term and the boundary data are taken from u and p. We list the numerical errors in approximation to the gradient of the velocity and pressure in Tab. 4 and the numerical errors of the velocity are given in Tab. 5. It can be clearly seen that the convergence rates for all unknowns are optimal under energy norms, and the old/even situation of L 2 errors is also observed. In addition, we plot the numerical solution with the mesh resolution h = 1/16 and the accuracy m = 3 to show the velocity field and the contour of |u h | in Fig. 13 . Figure 13 . The velocity field (left) / the contour of |u h | (right) for Example 5.
Conclusion
We constructed three types of approximation spaces by patch reconstructions. These reconstructed discontinuous spaces allow us to numerically solve the Stokes problem in two sequential steps. In the three spaces, the gradient of velocity, the velocity and the pressure are approximated, respectively. We first employed a reconstructed space that consists of piecewise curl-free polynomials with zero trace to approximate the gradient of the velocity and the pressure. Then we obtained the approximation to the velocity in the reconstructed piecewise divergence-free space. The convergence rates for all unknowns under L 2 norms and energy norms are derived. We presented a series of numerical tests in two and three dimensions to verify the error estimates and illustrate the great flexibility of the method we proposed. In addition, the computer program is able to handle approximation spaces of any high order and the elements with various geometry in a uniform manner.
Algorithm 1 Construction to Element Patch
Input: a partition T h and a threshold #S; Output: the element patch of each element in T h ; 1: for every K ∈ T h do 2:
initialize t = 0, S t (K) = {K}; 3: while the cardinality of S t (K) < #S do 4: set S t+1 (K) = S t (K);
5:
for every K ∈ S t (K) do 6: add all adjacent face-neighbouring elements of K to S t+1 (K); collect collocation points of all elements in S t (K) in I(K); 11: sort the distances between points in I(K) and x K ;
12:
select the #S smallest values and collect the corresponding elements to form S(K); 13: end for Then we will explain how to solve the least squares problems (3.1), (3.7) and (3.10). The key of solving least squares problems is to construct a group of polynomial bases that satisfy the constraints in (3.7) and (3.10). For (3.7), we shall construct the bases of the divergence-free polynomial space, that is P k (D) d ∩ S 0 (D), here D is a bounded domain and k is a positive integer. In two dimensions, we can directly take the curl of the natural polynomial bases 1, x, y, x 2 , xy, y 2 , x 3 , x 2 y, xy 2 , y 3 , . . .
to obtain the bases of divergence-free polynomials, as illustrated in [2] . For example, if the linear accuracy is considered we have that
For the second-order case, it is easy to find that
To get a group of divergence-free polynomials bases in three dimensions is a bit more complicated and we outline a method which is easy to implement. We construct two groups of polynomials S 
and P k (a, b) denotes the polynomial space of degree k based on the coordinate (a, b), P k (a, b) = span 1, a, b, a 2 , ab, b 2 , . . . , a k , a k−1 b, . . . , ab k−1 , b k .
Then S 2 k (D) has two types of polynomials, that is S 2
It is trivial to verify that the polynomials in S Proof. We let q ∈ P k (D) 3 such that q = S 1 k (D) ∩ S 2 k (D). By the definition (A.1), the first entry of q only depends on y and z. From (A.2), the first entry of q must rely on x, which gives q = 0.
Hence, we have that S Further, we give an example of the linear accuracy. In this case, we can obtain that Then we consider to solve the problem (3.10), which requires us to construct the polynomial space consists of the curl-free polynomials with zero trace, that is P k (D) d×d ∩ I 0 (D). Actually after obtaining the bases of the divergence-free polynomial space, it is easy to get the bases of the polynomial space P k (D) d×d ∩ I 0 (D). We can take the gradient of the divergence-free polynomial bases to get those bases. Again we take k = 1 for an example and we can obtain that P 1 (D) d×d ∩ I 0 (D) = span 0 1 0 0 , 0 0 1 0 ,
In the rest of Appendix, we present the details of the computer implementation to the reconstructed space. Let us construct the space I 1 h in two dimensions as an illustration. We consider the element K 0 and we let its element patch S(K 0 ) formed by its face-neighbouring elements, see Fig. 14 
x K0
x K1
x K2
x K3 Figure 14 . K 0 and its neighbours (left) / collocation points (right).
For a tensor-valued function g = (g 00 , g 01 ; g 10 , g 11 ) T ∈ U h (g 00 = −g 11 ), the least squares problem 2(g 00 (x K1 ) − g 00 (x K0 )) g 01 (x K1 ) − g 01 (x K0 ) g 10 (x K1 ) − g 10 (x K0 ) · · · 2(g 00 (x K3 ) − g 00 (x K0 )) g 01 (x K3 ) − g 01 (x K0 ) g 10 (x K3 ) − g 10 (x K0 )
By rearrangement, we can obtain the solution to (A.3), which takes the form
where I 2×2 and I 3×3 are 2×2 identity matrix and 3×3 identity matrix and I 9×3 = (I 3×3 , I 3×3 , I 3×3 ) T . We note that the collocation points in I(K) totally determine the matrix M , and by the expansion (3.11), the coefficient matrix
actually contains all information of the basis functions λ j,k Ki (0 ≤ i ≤ 3, 1 ≤ j, k ≤ 2, j + k < 4) on the element K 0 . Then we can use the coefficient matrix (A.5) on each element to represent the reconstructed space I 1 h . For the spaces U 1 h and S 1 h , their constructions are very similar. In addition, such a computer implementation can be easily adapted to three dimensions and the case when higher-order accuracy is considered.
