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Abstract
In this paper multiple critical points theorems, where the Palais–Smale condition on the functional
is not requested, are presented. As an application, multiple solutions for a quasilinear two point
boundary value problem involving the one-dimensional p-Laplacian are obtained.
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1. Introduction
In these latest years multiplicity results for nonlinear differential boundary value prob-
lems were widely studied by using fixed point theorems or methods of upper and lower
solutions (see, for instance, [3,4,6–8]). In particular, we wish to stress that in [6] (see also
Theorem 3 of [4]) the following condition
lim
x→+∞
f (x)
x
= +∞
is assumed.
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by using three critical points theorems. To be precise, owing to Theorem 1 of [9] (see also
Theorem 2.1 of [5] and references therein) and Theorem 2.1 of [1], the existence of three
solutions to differential problems were obtained (see, for instance, [1] and [2]). There, one
of the key assumptions is the coercivity of the functional (that implies, in those contexts, the
Palais–Smale condition), which ensures the existence of the second critical point and, since
(PS) is satisfied, the existence of the third critical point. In the applications to differential
problems, the coercivity and the Palais–Smale condition are ensured by the assumption
lim
x→+∞
f (x)
xq
< +∞, q < 1.
Hence, a certain behavior of the function f at infinity was necessary.
The aim of this note is to obtain multiple critical point theorems where the coercivity and
the Palais–Smale condition are not assumed and, as a consequence, to establish multiplicity
results to nonlinear differential problems where no condition at infinity on the function f
is requested.
As a way of example, we present below one of our results and its application to a two
point boundary value problem.
At first, given a real Banach space X and two functions Φ,Ψ :X → R, we define the
following functions
ϕ1(r) := inf
x∈Ψ−1(]−∞,r[)
Φ(x) − inf
x∈Ψ−1(]−∞,r[)w Φ(x)
r − Ψ (x) , (1.1)
ϕ2(r1, r2) = inf
x∈Ψ−1(]−∞,r1[)
sup
y∈Ψ−1([r1,r2[)
Φ(x) − Φ(y)
Ψ (y) − Ψ (x) (1.2)
for all r, r1, r2 > infX Ψ , with r1 < r2, and where Ψ −1(]−∞, r[)w is the closure of
Ψ −1(]−∞, r[) in the weak topology.
Now, we present the following theorem, which is a consequence of Theorem 2.1.
Theorem 1.1. Let X be a reflexive real Banach space, and let Φ,Ψ :X →R two sequen-
tially weakly lower semicontinuous and Gâteaux differentiable functions. Assume that Ψ is
(strongly) continuous and satisfies lim‖x‖→+∞ Ψ (x) = +∞. Assume also that there exist
two constants r1 and r2 such that
(j) infX Ψ < r1 < r2;
(jj) ϕ1(r1) < ϕ2(r1, r2);
(jjj) ϕ1(r2) < ϕ2(r1, r2).
Then, there exists a positive real number σ such that, for each
λ ∈
]
1
ϕ2(r1, r2)
,min
{
1
ϕ1(r1)
,
1
ϕ1(r2)
}[
,
the equation
602 G. Bonanno / J. Math. Anal. Appl. 299 (2004) 600–614Ψ ′ + λΦ ′ = 0
admits at least two solutions whose norms are less than σ .
Finally, we point out one of the simple consequences of the previous two critical points
theorem in the field of nonlinear differential problem.
Theorem 1.2. Let f :R→R be a continuous function. Assume that there exist two positive
constants α and β , with α < β , such that
f (x) = 0 for all x ∈ [0, α] ∪ [β,√6β], and f (x) > 0 for all x ∈]α,β[;
Then, for each
λ ∈
]
4β2∫ β
0 f (x) dx
,
6β2∫ β
0 f (x) dx
[
,
the problem{−u′′ = λf (u),
u(0) = u(1) = 0 (Dλ)
admits at least one positive classical solution whose norm in C([a, b]) is less than √6β .
The present paper is arranged as follows. In Section 2 we establish multiple critical
points theorems, while Section 3 is devoted to multiplicity results for a quasilinear two
point boundary value problem involving the one-dimensional p-Laplacian.
2. Multiple critical points theorems
In this section we present two multiple critical theorems; the first ensures the existence
of two critical points, while the second establish the existence of three critical points. In
the both cases, the Palais–Smale condition and the coercivity on the functional are not
requested.
Theorem 2.1. Let X be a reflexive real Banach space, and let Φ,Ψ :X →R two sequen-
tially weakly lower semicontinuous functions. Assume that Ψ is (strongly) continuous and
satisfies lim‖x‖→+∞ Ψ (x) = +∞. Assume also that there exist two constants r1 and r2
such that (j), (jj), (jjj) of Theorem 1.1 hold. Then, for each
λ ∈
]
1
ϕ2(r1, r2)
,min
{
1
ϕ1(r1)
,
1
ϕ1(r2)
}[
,
the functional Ψ + λΦ has two local minima which lie in Ψ −1(]−∞, r1[) and
Ψ −1([r1, r2[), respectively.
Proof. Fix
λ ∈
]
1
,min
{
1
,
1
}[
ϕ2(r1, r2) ϕ1(r1) ϕ1(r2)
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λ
Ψ . Endowing X with the weak topology, it is seen
that, for each ρ > infX Ψ , Ψ −1(]−∞, ρ[)w is the smallest sequentially weakly compact
subset of X containing Ψ −1(]−∞, ρ[), owing to the reflexivity of X and to coercivity
of Ψ . Therefore, since 1
λ
> ϕ1(r1) and since 1λ > ϕ1(r2), we can apply Theorem 2.1 of
[10] to the restrictions of the function Φ + 1
λ
Ψ to Ψ −1(]−∞, r1[) and to Ψ −1(]−∞, r2[),
respectively. Hence, the restriction of Φ + 1
λ
Ψ to Ψ −1(]−∞, r1[) has a global minimum,
say y0, and the restriction of Φ + 1λΨ to Ψ −1(]−∞, r2[) has a global minimum, say x0.
We claim that x0 /∈ Ψ −1(]−∞, r1[). Arguing by a contradiction, assume that x0 ∈
Ψ −1(]−∞, r1[); from 1λ < ϕ2(r1, r2) there exists y ∈ Ψ −1([r1, r2[) such that Φ(y) +
1
λ
Ψ (y) < Φ(x0) + 1λΨ (x0). Hence, x0 is not a global minimum for Φ + 1λΨ in
Ψ −1(]−∞, r2[) and this is a contradiction; so our claim is proved.
The conclusion follows at once, taking into account that any global minimum of the
restriction of Φ + 1
λ
Ψ to Ψ −1(]−∞, ρ[) is, by the continuity of Ψ , a local minimum of
Φ + 1
λ
Ψ in the strong topology and observing that also the functional Ψ + λΦ has the
same local minima points. 
Remark 2.1. Theorem 1.1 follows at once from Theorem 2.1 taking into account that any
local minimum is a critical point for differentiable functions and by choosing σ such that
Ψ −1(]−∞, r2[) ⊆ B(θX,σ ).
Now, following the same idea, we present a three critical points without Palais–Smale
condition. At first, we define the following function
ϕ3(r1, r2, r3) = inf
x∈Ψ−1([r1,r2[)
sup
y∈Ψ −1([r2,r3[)
Φ(x) − Φ(y)
Ψ (y) − Ψ (x) (2.1)
for all r1, r2, r3 > infX Ψ . Clearly, ϕ2(r2, r3) ϕ3(r1, r2, r3).
Theorem 2.2. Let X be a reflexive real Banach space, and let Φ,Ψ : X →R two sequen-
tially weakly lower semicontinuous and Gâteaux differentiable functions. Assume that Ψ is
(strongly) continuous and satisfies lim‖x‖→+∞ Ψ (x) = +∞. Assume also that there exist
three constants r1, r2 and r3 such that
(k) infX Ψ < r1 < r2 < r3;
(kk) max{ϕ1(r1), ϕ1(r2), ϕ1(r3)} < min{ϕ2(r1, r2), ϕ3(r1, r2, r3)}.
Then, there exists a positive real number σ such that, for each
λ ∈
]
max
{
1
ϕ2(r1, r2)
,
1
ϕ3(r1, r2, r3)
}
,min
{
1
ϕ1(r1)
,
1
ϕ1(r2)
,
1
ϕ1(r3)
}[
,
the equation
Ψ ′ + λΦ ′ = 0
admits at least three solutions whose norms are less than σ .
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λ ∈
]
max
{
1
ϕ2(r1, r2)
,
1
ϕ3(r1, r2, r3)
}
,min
{
1
ϕ1(r1)
,
1
ϕ1(r2)
,
1
ϕ1(r3)
}[
.
From Theorem 2.1, the function Ψ + λΦ has two local minima x1 and x2 which lie in
Ψ −1(]−∞, r1[) and Ψ −1([r1, r2[), respectively. Moreover, since 1λ > ϕ1(r3) Theorem 2.1
of [10] ensures that the restrictions of the function Φ + 1
λ
Ψ to Ψ −1(]−∞, r3[) has a
global minimum, say x3. We claim that x3 /∈ Ψ −1(]−∞, r2[). At first, taking into ac-
count that 1
λ
< ϕ2(r1, r2) and arguing as in the proof of Theorem 2.1 we obtain that
x3 /∈ Ψ −1(]−∞, r1[). Next, taking into account that 1λ < ϕ3(r1, r2, r3) and arguing again
as in the proof of Theorem 2.1 we obtain that x3 /∈ Ψ −1([r1, r2[). So, our claim is proved.
The conclusion follows at once by choosing σ such that Ψ −1(]−∞, r3[) ⊆ B(θX,σ )
and taking into account that x1, x2 and x3 are three distinct critical points for the function
Ψ + λΦ . 
Remark 2.2. Theorem 2.2 and Theorem 2.1 of [1] are mutually independent. In particular,
in Theorem 2.1 of [1] the Palais–Smale condition (plus a condition of type (jj)) on the
functional Ψ + λΦ is requested; on the contrary, in Theorem 2.2 the assumption (kk) is
assumed. Further, we point out that in Theorem 2.2 the norms of the solutions are uniformly
bounded in respect to λ.
3. A two point boundary value problem
In this section we present some applications of the previous critical points results to the
following two point boundary value problem{−(|u′|p−2u′)′ = λf (t, u)h(u′),
u(a) = u(b) = 0. (P)
Here and in the sequel f : [a, b]×R→R is an L1-Carathéodory function, namely
(a) t → f (t, x) is measurable for every x ∈R;
(b) x → f (t, x) is continuous for almost every t ∈ [a, b];
(c) for every ρ > 0 there exists a function lρ ∈ L1([a, b]) such that
sup
|x|ρ
∣∣f (t, x)∣∣ lρ(t)
for almost every t ∈ [a, b].
h :R→R is a continuous and bounded function such that 0 < m = infh, M = suph, p > 1
and λ is a positive real parameter.
We recall that a function u : [a, b] → R is said a generalized solution to (P) if
u ∈ C1([a, b]), |u′|p−2u′ ∈ AC([a, b]), u(a) = u(b) = 0, and −(|u′(t)|p−2u′(t))′ =
λf (t, u(t))h(u′(t)) for almost every t ∈ [a, b]. Clearly, if f : [a, b] × R→ R is a contin-
uous function, therefore each generalized solution u is a classical solution to (P), namely
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λf (t, u(t))h(u′(t)) for every t ∈ [a, b].
Put
F(t, ξ) :=
ξ∫
0
f (t, x) dx, (t, ξ) ∈ [a, b]×R.
Moreover, put
A(c) =
∫ b
a
sup|ξ |c F (t, ξ) dt
cp
and
Bc(d) =
I (d) − ∫ b
a
sup|ξ |c F (t, ξ) dt
dp
where
I (d) =
b−(b−a)/4∫
a+(b−a)/4
F(t, d) dt +
a+(b−a)/4∫
a
F
(
t,4d(t − a)/(b − a))dt
+
b∫
b−(b−a)/4
F
(
t,4d(b − t)/(b − a))dt,
and c, d are positive real constants.
The main result of this section is the following theorem.
Theorem 3.1. Assume that there exist three positive constants c1, d, c2, with
c1 < d <
(
m
M
) 1
p
(
1
2
) p−1
p
c2,
such that:
(i) A(c1) < m
M
1
2p−1
Bc1(d);
(ii) A(c2) <
m
M
1
2p−1
Bc1(d).
Then, for each
λ ∈
]
22p−1
mp(b − a)p−1
1
Bc1(d)
,
2p
Mp(b − a)p−1 min
{
1
A(c1)
; 1
A(c2)
}[
,
the problem (P) admits at least two generalized solutions whose norms in C([a, b]) are
less than c2.
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(
∫ b
a
|u′(t)|pdt)1/p .
For each u ∈ X, put
Ψ (u) :=
b∫
a
( u′(t)∫
0
( x∫
0
(p − 1)|s|p−2
h(s)
ds
)
dx
)
dt,
Φ(u) := −
b∫
a
F
(
t, u(t)
)
dt.
Simple calculations show that for every u ∈ X
1
M
‖u‖p
p
Ψ (u) 1
m
‖u‖p
p
. (3.4)
It is well known that the critical points in X of the functional Ψ + λΦ are precisely
the generalized solutions of problem (P) and that Ψ and Φ are as in Theorem 1.1 (see, for
instance, Section 2 of [2]). Our aim is to verify that there exist two constants r1 and r2 such
that (j)–(jjj) of Theorem 1.1 hold. To this end, put
r1 = (2c1)
p
pM
1
(b − a)p−1 , r2 =
(2c2)p
pM
1
(b − a)p−1
and
y0(t) :=


4d(t − a)/(b − a) if t ∈ [a, a + (b − a)/4[,
d if t ∈ [a + (b − a)/4, b − (b − a)/4],
4d(b − t)/(b − a) if t ∈ ]b − (b − a)/4, b].
Clearly, 0 < r1 < r2, y0 ∈ X and ‖y0‖p = 22p−1 1b−a dp. Hence, taking into ac-
count (3.4) and since
c1 < d <
(
m
M
) 1
p
(
1
2
) p−1
p
c2,
we have r1 < Ψ (y0) < r2.
Moreover, we have
b∫
a
F
(
t, y0(t)
)
dt = I (d),
and, taking into account of (i), we have
b∫
a
F
(
t, y0(t)
)
dt >
b∫
a
sup
|ξ |c1
F(t, ξ) dt.
Therefore, we have
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x∈Ψ−1(]−∞,r1[)
sup
y∈Ψ−1([r1,r2[)
Φ(x) − Φ(y)
Ψ (y) − Ψ (x)
 inf
x∈Ψ−1(]−∞,r1[)
Φ(x) − Φ(y0)
Ψ (y0) − Ψ (x) ;
thus, from∣∣x(t)∣∣ 1
2
(b − a)p−1p ‖x‖ 1
2
(b − a)p−1p (pMr1)
1
p
for every x ∈ X such that Ψ (x) r1 and for each t ∈ [a, b], we obtain
Φ(x) − Φ(y0)
Ψ (y0) − Ψ (x) =
∫ b
a F (t, y0(t)) dt −
∫ b
a F (t, x(t)) dt
Ψ (y0) − Ψ (x)

∫ b
a F (t, y0(t)) dt −
∫ b
a sup|ξ |c1 F(t, ξ) dt
Ψ (y0) − Ψ (x)

∫ b
a F (t, y0(t)) dt −
∫ b
a sup|ξ |c1 F(t, ξ) dt
Ψ (y0)

∫ b
a
F (t, y0(t)) dt −
∫ b
a
sup|ξ |c1 F(t, ξ) dt
‖y0‖p
mp
= mp(b − a)
p−1
22p−1
Bc1(d);
hence
ϕ2(r1, r2)
mp(b − a)p−1
22p−1
Bc1(d). (3.5)
Further, taking into account that
∣∣x(t)∣∣ 1
2
(b − a)p−1p ‖x‖ 1
2
(b − a)p−1p (pMr) 1p
for every x ∈ X such that Ψ (x)  r and for each t ∈ [a, b], and that Ψ−1(]−∞, r[)w =
Ψ −1(]−∞, r]), we obtain
ϕ1(r) = inf
x∈Ψ−1(]−∞,r[)
Φ(x) − inf
x∈Ψ−1(]−∞,r[)w Φ(x)
r − Ψ (x) 
− inf
x∈Ψ−1(]−∞,r[)w Φ(x)
r

∫ b
a sup|ξ | 12 (b−a)(p−1)/p(pMr)1/p F (t, ξ) dt
r
;
so, we have
ϕ1(r1)
Mp(b − a)p−1
2p
A(c1), (3.6)
ϕ1(r2)
Mp(b − a)p−1
A(c2). (3.7)2p
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Now, we point out one among the possible consequences of Theorem 3.1.
Theorem 3.2. Let g ∈ L1([a, b]) be a nonnegative and nonzero function and let f :R→R
be a continuous function. Assume that there exist two positive constants α, β , with α < β ,
such that
(a) f (x) 0 for all x < β, with f (0) 	= 0, and f (x) 0 for all
x ∈
]
β,
[‖g‖1
g
(1 + 2p−1)
] 1
p
β
]
;
(b)
∫ α
0 f (x) dx
αp
<
g
‖g‖1
1
1 + 2p−1
∫ β
0 f (x) dx
βp
,
where ‖g‖1 =
∫ b
a
g(t) dt and g = ∫ b−(b−a)/4a+(b−a)/4 g(t) dt . Then, for each
λ ∈
]
22p−1
p(b − a)p−1
βp
g
∫ β
0 f (x) dx − ‖g‖1
∫ α
0 f (x) dx
,
2p
p(b − a)p−1
1 + 2p−1
g
βp∫ β
0 f (x) dx
[
,
the problem{−(|u′|p−2u′)′ = λg(t)f (u),
u(a) = u(b) = 0 (P1)
admits at least two nonzero generalized solutions whose norms in C([a, b]) are less than
[‖g‖1
g
(1 + 2p−1)
] 1
p
β.
Proof. Put
c1 = α, d = β, c2 =
[‖g‖1
g
(1 + 2p−1)
] 1
p
β.
Clearly, one has c1 < d < (1/2)(p−1)/pc2. Now, we claim that
g
1
1 + 2p−1
∫ β
0 f (x) dx
βp
<
1
2p−1
Bc1(d). (3.8)
In fact, from (b) one has
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2p−1
‖g‖1
∫ α
0 f (x) dx
αp
< g
1
2p−1
1
1 + 2p−1
∫ β
0 f (x) dx
βp
=
(
1
2p−1
− 1
1 + 2p−1
)
g
∫ β
0 f (x) dx
βp
,
1
1 + 2p−1 g
∫ β
0 f (x) dx
βp
+ 1
2p−1
‖g‖1
∫ α
0 f (x) dx
αp
<
1
2p−1
g
∫ β
0 f (x) dx
βp
and, being α < β , f (x) 0 in [0, β] and g(t) 0 in [a, b],
1
1 + 2p−1 g
∫ β
0 f (x) dx
βp
<
1
2p−1
g
∫ β
0 f (x) dx
βp
− 1
2p−1
‖g‖1
∫ α
0 f (x) dx
αp
<
1
2p−1
g
∫ β
0 f (x) dx − 12p−1 ‖g‖1
∫ α
0 f (x) dx
βp
 1
2p−1
Bc1(d).
Therefore, from (3.8) and again from (b), one has
A(c1) = ‖g‖1
∫ α
0 f (x) dx
αp
<
1
2p−1
Bc1(d).
Moreover, taking into account (a), one has
A(c2) = ‖g‖1
∫ β
0 f (x) dx
c
p
2
= g 1
1 + 2p−1
∫ β
0 f (x) dx
βp
<
1
2p−1
Bc1(d).
Hence, all the assumptions of Theorem 3.1 are satisfied and, taking into account that
min
{
1
A(c1)
; 1
A(c2)
}
= 1 + 2
p−1
g
βp∫ β
0 f (x) dx
,
we obtain the conclusion. 
Example 3.1. Let p = 2 and let g : [0,1] → R be defined by g(t) = t for every t ∈ [0,1].
Moreover, let f :R→R be the function defined as follows:
f (x) :=


1 if x ∈ ]−∞,1],
x10 if x ∈ ]1,2],
210(3 − x) if x ∈ ]2,3],
0 if x ∈ ]3,9],
(x − 9)10 if x ∈ ]9,+∞[.
It is simple to verify all the assumptions of Theorem 3.2 by choosing, for instance,
α = 1 and β = 3. Therefore, thanks to Theorem 3.2, for each λ ∈ ] 21100 , 30100 [, the problem{−u′′ = λtf (u),
u(0) = u(1) = 0 (3.9)
admits at least two positive classical solutions whose norms in C([0,1]) are less than 9.
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f1(x) =
{
f (x) if x ∈ ]−∞,9],
f ∗(x) if x ∈ ]9,+∞[,
where f ∗ is an arbitrary function defined in ]9,+∞[, for each λ ∈ ] 21100 , 30100 [, the two
solutions of the problem (3.9) are also solutions of problem{−u′′ = λtf1(u),
u(0) = u(1) = 0.
We also point out that, picking
f2(x) =


f (x) if x ∈ ]−∞,3],
f −(x) if x ∈ ]3,9],
f ∗(x) if x ∈ ]9,+∞[,
where f − is an arbitrary continuous function defined in [3,9] such that f −(3) = 0 and
f −(x) 0 for every x ∈ [3,9], for each λ ∈ ] 21100 , 30100 [, the problem{−u′′ = λtf2(u),
u(0) = u(1) = 0
admits at least two classical solutions whose norms in C([0,1]) are less than 9.
Remark 3.1. Theorem 3.1 and the interesting Theorem 1.1 of [6] are mutually independent.
In particular, there, the positivity of the function f is assumed. Further, we again point out
that the assumption
lim
x→+∞
f (t, x)
|x|p−2x = +∞
uniformly for t ∈ [c, d] and for some [c, d] ⊆ ]a, b[, requested in Theorem 1.1 of [6], is
not necessary in our results, as previous example shows.
Remark 3.2. Theorem 1.2 in the Introduction is a consequence of Theorem 3.1, arguing as
in the proof of Theorem 3.2.
We explicitly observe that Theorem 1.2 and the interesting Theorem 3 of [4] are mu-
tually independent. In particular, therein is proved the existence of at least one positive
solution for problem (D1), under the following assumptions on the nonnegative function f :
(1) there exist two positive constants c0 and b1, with c0 < b1, such that
(11) f (x) 8c0, f (x) 	= 8c0 for 0 x  c0;
(12) f (x) 16b1 for b1  x  3b1/2;
(2) limx→+∞(f (x)/x) = +∞.
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f (x) :=


0 if x ∈ ]−∞,1/2],
x − 12 if x ∈ ]1/2,1],
3
2 − x if x ∈ ]1,3/2],
0 if x ∈ ]3/2,4],
f ∗(x) if x ∈ ]4,+∞[,
where f ∗ is a fixed function defined in ]4,+∞[, satisfies the assumptions of Theorem 1.2
by choosing, for instance, α = 1/2 and β = 3/2. Therefore, the problem{−u′′ = 40f (u),
u(0) = u(1) = 0 (D1)
admits at least one positive classical solution whose norm in C([0,1]) is less than 4.
On the other hand, the function 40f does not satisfy the assumption (12). In addition,
the function 40f has an arbitrary behavior at infinity and it may be such that (2) is not
satisfied.
Now, we present the following theorem.
Theorem 3.3. Assume that there exist five positive constants c1, d1, c2, d2, c3, with
c1 < d1 <
(
m
M
) 1
p
(
1
2
) p−1
p
c2 and c2 < d2 <
(
m
M
) 1
p
(
1
2
) p−1
p
c3,
such that
(i) A∗(c1, c2, c3) <
(
m
M
)(
1
2
)p−1
B∗c1,c2(d1, d2),
where
A∗(c1, c2, c3) := max
{
A(c1);A(c2);A(c3)
}
and
B∗c1,c2(d1, d2) := min
{
Bc1(d1);Bc2(d2)
}
.
Then, for each
λ ∈
]
22p−1
mp(b − a)p−1
1
B∗c1,c2(d1, d2)
,
2p
Mp(b − a)p−1
1
A(c1, c2, c3)
[
,
the problem (P) admits at least three generalized solutions whose norms in C([a, b]) are
less than c3.
Proof. Take the Banach space X and the functional Ψ , Φ as in the proof of Theorem 3.1.
Moreover, put
ri = (2ci)
p 1
p−1 , i = 1,2,3,pM (b − a)
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y0(t) :=


4(t − a)/(b − a) if t ∈ [a, a + (b − a)/4[,
1 if t ∈ [a + (b − a)/4, b − (b − a)/4],
4(b − t)/(b − a) if t ∈ ]b − (b − a)/4, b].
Arguing as in the proof of Theorem 3.1, one has r1 < Ψ (y1) < r2 < Ψ (y2) < r3,
ϕ2(r1, r2)
mp(b − a)p−1
22p−1
Bc1(d1),
ϕ3(r1, r2, r3) ϕ2(r2, r3)
mp(b − a)p−1
22p−1
Bc2(d2),
ϕ1(ri)
Mp(b − a)p−1
2p
A(ci), i = 1,2,3.
Therefore, taking into account (i), from Theorem 2.2 we obtain the conclusion. 
Now, we give two easy examples of application of previous theorem.
Example 3.2. Let p and g be as in the Example 3.1. Let f :R→R be the function defined
as follows:
f (x) :=


0 if x ∈ ]−∞,1],
x − 1 if x ∈ ]1,2],
3 − x if x ∈ ]2,3],
0 if x ∈ ]3,9],
10(x − 9) if x ∈ ]9,10],
10(11 − x) if x ∈ ]10,11],
0 if x ∈ ]11,33],
f ∗(x) if x ∈ ]33,+∞[,
where f ∗ : [33,+∞[ → R is a fixed function. By choosing, for instance, c1 = 12 , d1 = 3,
c2 = 9, d2 = 11, c3 = 33 (and, in a first moment, f ∗ such that f is continuous) all the
assumptions of Theorem 3.3 are verified. In fact, one has A∗(c1, c2, c3) = 1162 and
Bc1(d1)
gF(d1) − ‖g‖1F(c1)
d21
= 1
36
,
Bc2(d2)
gF(d2) − ‖g‖1F(c2)
d22
= 9
484
;
hence A∗(c1, c2, c3) < 12B
∗
c1,c2
(d1, d2).
Therefore, thanks to Theorem 3.3, for each λ ∈ ] 19369 ,324[, the problem{−u′′ = λtf (u),
u(0) = u(1) = 0
admits at least two positive classical solutions whose norms in C([0,1]) are less than 33.
G. Bonanno / J. Math. Anal. Appl. 299 (2004) 600–614 613Example 3.3. Let p and g be as in the previous examples. Let f :R→ R be the function
defined as follows:
f (x) :=


1 if x ∈ ]−∞,1],
x10 if x ∈ ]1,2],
210(3 − x) if x ∈ ]2,3],
0 if x ∈ ]3,9],
1010(x − 9) if x ∈ ]9,10],
1010(11 − x) if x ∈ ]10,11],
0 if x ∈ ]11,33],
f ∗(x) if x ∈ ]33,+∞[,
where f ∗ : [33,+∞[ → R is a fixed function. By choosing, for instance, c1 = 1, d1 = 3,
c2 = 9, d2 = 11, c3 = 33 and by similar calculations of previous examples, one has
A∗(c1, c2, c3) = 3845892 and B∗c1,c2(d1, d2) 236552662 .
Therefore, thanks to Theorem 3.3, for each λ ∈ ] 45100 , 4631000 [, the problem{−u′′ = λtf (u),
u(0) = u(1) = 0
admits at least three positive classical solutions whose norms in C([0,1]) are less than 33.
Remark 3.3. Theorem 3.3 and Theorem 1.1 of [2] (see also Theorem 3.1 of [1]) are mutu-
ally independent. In particular, there, the assumption
there exist a positive constant s, with s < p, and a function µ ∈ L1([a, b]) such that
(jjj′) F(t, ξ) µ(t)(1 + |ξ |s) for almost every t ∈ [a, b] and for all ξ ∈R,
is requested.
We explicitly observe that, in the previous examples, by choosing for instance f ∗(x) =
e(x−33) − 1, the assumption (jjj′) is not verified.
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