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Abstract
We study the geometric structure of the reproducing kernel Hilbert
space associated to the continuous wavelet transform generated by the
irreducible representations of the Euclidean Motion SE(2). A natural
Hilbert norm for functions on the group is constructed that makes the
wavelet transform an isometry, but since the considered representations
are not square integrable the resulting Hilbert space will not coincide
with L2(SE(2)). The reproducing kernel Hilbert subspace generated
by the wavelet transform, for the case of a minimal uncertainty mother
wavelet, can be characterized in terms of the complex regularity de-
fined by the natural CR structure of the group. Relations with the
Bargmann transform are presented.
keywords: Euclidean Motion group, reproducing kernel Hilbert spaces,
uncertainty principle, CR functions.
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1 Introduction
Several results in the harmonic analysis of the continuous wavelet transform
rely on the reproducing property associated to square integrable unitary
irreducible representations (UIR) (see [16, Ch. 14] and [20]). The typical
setting is the following: let G be a Lie group with Haar measure µ, pi a
square integrable UIR of G on the Hilbert space H, and ψ0 a nonzero vector
in H, that we will call mother wavelet. Then for any f ∈ H the identity
f =
∫
G
〈f, pi(g)ψ0〉H pi(g)ψ0 dµ(g) (1)
holds in weak sense, that means that for any f1, f2 ∈ H the analysis operator
Af(g)
.
= 〈f, pi(g)ψ0〉H
is an isometry from H to L2(G), i.e. it satisfies 〈f1, f2〉H = 〈Af1, Af2〉L2(G).
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Classical examples are those associated to the ax + b group and to
the Heisenberg group [13], but generalizations to several groups were made
[24, 3, 20]. The abstract setting gives rise to a reproducing kernel Hilbert
subspace of L2(G), that is the target space of the analysis operator. A
notable example is given by the case of the Heisenberg group when the
mother wavelet is a minimum of the uncertainty principle. In this case the
continuous wavelet transform, up to a weight, is the well-known Bargmann
transform [7], and its target space is completely characterized by a complex
regularity condition, i.e. it is a space of entire functions.
Notable applications of such a construction can be found in signal anal-
ysis [21, 14] and path integrals [23], while we recall that the issue of complex
regularity is a fundamental tool for sampling and interpolation issues [28, 27].
However, when the group G does not admit square integrable representa-
tions, eventually modulo a non-trivial isotropy subgroup (e.g. the center
[12]), the reproducing formula (1) does not formally make sense since Af
does not belong to L2(G).
One of the simplest group that is not square integrable but nevertheless
provides interesting applications [22, 10, 17] is the group of rigid motions of
the Euclidean plane SE(2) = R2q⋊S
1
θ , that is the noncommutative Lie group
obtained as semidirect product between translation and counterclockwise
rotations of the plane (see e.g. [31, 30]), and whose Haar measure is the
Lebesgue one. Its composition law is given by (q′, θ′)·(q, θ) = (q′+rθ′q, θ′+θ)
where rθ is the ordinary counterclockwise rotation of an angle θ. Its Lie
algebra can be defined in terms of left invariant vector fields, which read
[10]
X1 = − sin θ∂q1 + cos θ∂q2 , X2 = ∂θ (2)
X3 = [X1,X2] = cos θ∂q1 + sin θ∂q2 .
This group is locally equivalent to the three dimensional Heisenberg
group, which is its metric tangent cone (in the sense of Gromov, see [8]),
but globally it is not nilpotent.
Its inequivalent infinite dimensional irreducible representations (see e.g.
[30]) are parametrized by R+ ≈ R2/S1. For any Ω ∈ R+ there exists an
irreducible representation of SE(2) on the Hilbert space L2(S1) given by
ΠΩ(q, θ)u(ϕ) = e−iΩ(q1 cosϕ+q2 sinϕ)u(ϕ− θ) . (3)
Due to the phase term, these representations are not square integrable,
i.e. there exist no u, v ∈ L2(S1) such that the function 〈ΠΩ(q, θ)u, v〉L2(S1)
belongs to L2(SE(2)). In order to circumvent this problem, several different
strategies were proposed. In [15], the author restricted the orbit of the repre-
sentation to a two dimensional submanifold obtained as cotangent bundle of
a coadjoint orbit, obtaining as a byproduct the requirement for a compactly
supported admissible mother wavelet; this method could later be extended
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to general semidirect product groups (see e.g. [3]). Following a different ap-
proach, in [22] the authors could re-establish square integrability by making
use of reducible representations constructed as direct integrals over finite
intervals of parameters, a procedure that does not require compact support
for the mother wavelet. Working with reducible representations and obtain-
ing admissibility conditions over the fiducial vector turns out to be a rather
general and consistent procedure [20] and for the case of the SE(2) group
it was recently applied also to the left quasi-regular representation, in the
framework of image processing [17].
We will propose a different construction, that does not rely on square
integrability but rather on the characterization of the reproducing kernel
Hilbert space of the continuous wavelet transform, defined by the irreducible
representation on the whole group. We consider, for any normalized vector
u0 ∈ L2(S1), the analysis operator acting on vectors Φ ∈ L2(S1) as
AΩ : Φ 7→ AΩΦ(q, θ) .= 〈ΠΩ(q, θ)u0,Φ〉L2(S1). (4)
We will first show that AΩ is an isometry on a Hilbert space of distribu-
tions, that we will denote with HΩ(SE(2)), which is a direct summand of
L2(SE(2)) and provides an explicit expression for the reproducing kernel
Hilbert norm. The construction of such a Hilbert space, together with the
proof of its main properties, will be worked out in Section 2.2. Subsequently,
we will choose as mother wavelet a minimizer of the generalized uncertainty
principle associated to the group SE(2) (see [19]), given by
uµ(ϕ) = cµe
µ cosϕ (5)
where µ is a nonzero positive parameter and cµ is a normalization constant.
In this case we will show in Section 3 that the reproducing kernel Hilbert
space naturally associated to (4) is characterized by a complex regularity
condition which generalizes the analiticity condition to odd dimensional
manifold. This notion of complex regularity is called CR condition (see
e.g. [6]), and for any λ ∈ R a function F : R2 × S1 → C will be said to be
CRλ if it satisfies
(X2 + iλX1)F = 0
where X1 and X2 are the first order differential operators (2). Our main
theorem will then be the following.
Theorem 1.1. Let Ω ∈ R+, µ ∈ R \ {0} and set λ = µΩ . Then
i) for all unit vector u0 ∈ L2(S1), the map AΩ given by (4) is an isometry
of L2(S1) on HΩ(SE(2));
ii) for uµ given by (5), AΩ maps L2(S1) onto HΩ(SE(2)) ∩ CRλ.
The proof of i) will be given in Section 2.2, while the proof of ii) will be
given in Section 3.
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This CR regularity is directly related to the contact geometry of the
group, defined by the nonintegrable distribution of tangent hyperplanes gen-
erated by the vector fields X1 and X2. Consider the manifold M = R2×S1
as a real submanifold of R4 ≈ C2 endowed with the same complex structure
used for the ordinary Bargmann transform:
M = {(z1, z2) ∈ C2, zj = (pj + iqj) j = 1, 2 , such that p21 + p22 = 1} . (6)
The complex structure of C2 induces an almost complex structure on the
contact planes, with respect to which the vector X2+iX1 is antiholomorphic.
For this reason we will call the analysis AΩ with respect to a mother wavelet
as in (5) the SE(2)-Bargmann transform. With Theorem 3.9 in Section 3,
we will show that such a transform can be obtained as a restriction of the
ordinary Bargmann transform to circles in the cotangent variables. We
also recall that Fock-Bargmann spaces in Cn, of poly-analytic functions,
constitute the subject of recent research such as [1, 2].
An application of the theory presented, that actually motivated the
whole construction, regards the behaviour of brain visual cortex when sub-
ject to oriented stimuli. A geometric model that is capable to reproduce
experimental results of cortical activities for a classical experimental setting
was given in [5], and its main features can be properly interpreted in terms
of the SE(2)-Bargmann transform.
Acknowledgements Much of the motivations and hints for the present
work arose in discussions with professor A. Sarti, that the authors would
like to acknowledge as an important source of inspiration. Also the authors
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and suggestions.
2 Hilbert spaces and measure decomposition
In this section we will define the Hilbert spaces HΩ andHΩ that will allow to
define the Hilbert space HΩ(SE(2)) where the continuous wavelet transform
maps L2(S1) isometrically. In short, HΩ is a space of distributions on the
plane that is isomorphic to L2(S1), while HΩ is its pullback through the
Fourier transform.
We will choose as (unitary) Fourier transform F : L2(R2)→ L2(Rˆ2)
Ff(k) = fˆ(k) = 1
2pi
∫
R2
e−ik·xf(x)dx
while we will use the right-antihermitian convention for both L2 scalar prod-
ucts and tempered distributions S ′ on Schwartz class functions S.
In order to motivate the definitions of HΩ and HΩ, let us consider the
left quasi-regular representation of SE(2) on f ∈ L2(R2):
(L(g)f) (x) = f(g−1 x) (7)
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where g = (q, θ) ∈ SE(2) and g−1 x = r−θ(x− q). By Fourier transform we
obtain a representation on L2(Rˆ2) unitarily equivalent to (7):(
Lˆ(g)fˆ
)
(k) = e−ik·qfˆ(r−θk) (8)
where Lˆ(g)
.
= FL(g)F−1, indeed
(FL(g)f) (k) = 1
2pi
∫
e−ik·xf(g−1 x)dx =
1
2pi
∫
e−ik·g xf(x)dx
= e−ik·q (Ff) (r−θk).
By (8) we see that Lˆ(g) acts in an invariant way on each circle of the
domain of fˆ , so it can be reduced by considering its action on functions
restricted to a circle of the Fourier domain. This is generally not allowed for
elements of L2(Rˆ2), and should be properly intended in terms of the direct
integral decomposition associated to the usual polar coordinates
L2(Rˆ2) ≈
∫ ⊕
R+
HΩΩdΩ (9)
where each HΩ, that will be rigorously defined in a while, is isomorphic to
L2(S1), and Ω ∈ R+ stands for the radius of the corresponding circle.
This approach to the decomposition of the quasi-regular representation
of the SE(2) group into irreducible ones was explicitly discussed already
in [31], and provides a very special case of measure decomposition (see e.g.
[20, Prop. 3.29]). It is particularly useful in this case since it permits to
emphasize that one should be rather careful when coming back from Fourier
to spatial variables, since the localization (on circles) in the Fourier domain
implies a delocalization in the spatial domain. This passage indeed leads to
the loss of square integrability, and we will see in next section that this is
the same phenomenon that happens to the continuous wavelet transform.
However, since Lˆ is reducible on L2(Rˆ2), so it is L on L2(R2) and we will
denote the irreducible Hilbert spaces in the spatial domain with HΩ.
2.1 The Hilbert spaces HΩ and HΩ
For Ω ∈ R+ and u ∈ L2(S1), define the functional TˆΩu on S(Rˆ2) by
〈TˆΩu , ψ〉S′ S .=
∫ 2pi
0
u(ϕ)ψ(Ω cosϕ,Ω sinϕ)dϕ ∀ ψ ∈ S(Rˆ2).
TˆΩu is a continuous (anti) linear functional on S(Rˆ2) since by the Cauchy-
Schwartz inequality
|〈TˆΩu , ψ〉S′ S | ≤ ‖u‖L2(S1)
(∫ 2pi
0
|ψ(Ω cosϕ,Ω sinϕ)|2dϕ
) 1
2
≤ (2pi) 12 ‖u‖L2(S1) sup |ψ|
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which implies continuity (see e.g. [25]). Moreover, the map u 7→ TˆΩu is
injective since if v ∈ L2(S1)
∫ 2pi
0
v(ϕ)φ(ϕ)dφ = 0 ∀φ ∈ Cc(S1) ⇒ v = 0 a.e. in S1.
Definition 2.1. For any Ω ∈ R+, define the Hilbert spaces of distributions
HΩ .= {TˆΩu : u ∈ L2(S1)} ⊂ S ′(Rˆ2)
HΩ .= F−1HΩ ⊂ S ′(R2)
endowed with the scalar product
〈F−1TˆΩu ,F−1TˆΩv 〉HΩ = 〈TˆΩu , TˆΩv 〉HΩ .= 〈u, v〉L2(S1).
The spaceHΩ results by considering functions on the circle as restrictions
of functions on the plane. Given a function fˆ ∈ S(Rˆ2), for any fixed Ω ∈ R+
denote with fˆΩ ∈ S(S1) its restriction on the circle of radius Ω as
fˆΩ(ϕ) = fˆ(Ω cosϕ,Ω sinϕ). (10)
Since fˆΩ ∈ L2(S1), define the linear operator PΩ : S(Rˆ2)→HΩ
PΩfˆ .= TˆΩ
fˆΩ
.
The spaceHΩ corresponds then to the closure of PΩ(S(Rˆ2)) in theHΩ norm.
Moreover, by the usual polar coordinates change of variables
‖fˆ‖2
L2(Rˆ2)
=
∫
R+
∫
S1
|fˆΩ(ϕ)|2ΩdΩ (11)
so that, by Fubini theorem, (10) provides an L2(S1) function for a.e. Ω ∈
R
+ whenever fˆ ∈ L2(Rˆ2). This gives the integral decomposition (9) and,
since fˆΩ allows to define a tempered distribution, the operator PΩ can be
extended to L2(Rˆ2) for a.e. Ω ∈ R+. We observe also that PΩ can be
expressed in terms of the group Fourier transform. In order to do this,
recall the following [30, Chapt. 4, Prop. 3.4].
Lemma 2.2 (Group Fourier transform). Let f ∈ S(R2 × S1) and Ω ∈ R+.
Then the SE(2) Fourier transform of f
FSE(2)f(Ω) =
∫
R2×S1
dqdθf(q, θ)ΠΩ(q, θ)
is the (compact) integral operator on L2(S1)
FSE(2)f(Ω)u(ϕ) =
∫
S1
dθfˆΩ(ϕ,ϕ− θ)u(θ)
where we have used notation (10), and the Fourier transform is performed
with respect to spatial variables.
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Since S1 has finite measure, we can perform the group Fourier transform
on functions f ∈ S(R2), which reads
FSE(2)f(Ω)u(ϕ) = fˆΩ(ϕ)
∫
S1
u(θ)dθ
so that the operator PΩ can be obtained from
〈PΩfˆ , ψ〉S′ S = 1∫
S1
u(θ)dθ
〈FSE(2)f(Ω)u, ψ〉L2(S1)
which holds for any u ∈ L2(S1).
The Hilbert space HΩ can be characterized in the following way.
Proposition 2.3. For Ω ∈ R+ let us denote with PΩ : S(R2) → HΩ the
linear operator PΩ .= F−1PΩF . Then PΩ(S(R2)) is dense in HΩ and for
any f ∈ S(R2) it holds
i) PΩf(x) = 1
(2pi)2
f ∗ j0(Ω| · |)(x) =
∫
R2
f(y)
j0(Ω|x− y|)
(2pi)2
dy
ii) ‖PΩf‖HΩ =
(∫
R2
dx
∫
R2
dy f(x)f(y)
j0(Ω|x− y|)
(2pi)2
) 1
2
where j0 is the order zero modified Bessel function of the first kind [31]
j0(s) =
∫ 2pi
0
eis cosϕdϕ .
Moreover, for every f ∈ L2(R2) point i) provides a tempered distribution
and point ii) is finite for a.e. Ω ∈ R+.
Proof. The density of PΩ(S(R2)) in HΩ is equivalent to the density of
PΩ(S(Rˆ2)) in HΩ. Also, by the definition of PΩ, point i) reads equivalently
PΩfˆ = 1
(2pi)2
F (f ∗ j0(Ω| · |)) = 1
2pi
fˆ(k) (Fj0(Ω| · |))
and in order to prove this we only need to show that Fj0(Ω| · |) = 2piTˆΩ1 .
This is true since
〈j0(Ω| · |), ψ〉S′S =
∫
R2
dx
∫ 2pi
0
dϕ eiΩ|x| cosϕψ(x)
= 2pi
∫ 2pi
0
dϕFψ(Ω cos ϕ,Ω sinϕ) = 2pi〈TˆΩ1 ,Fψ〉S′S .
In order to prove point ii), note that the HΩ norm of PΩf coincides with
the HΩ norm of TˆΩ
fˆΩ
, which reads
‖TˆΩ
fˆΩ
‖2HΩ = ‖fˆΩ‖2L2(S1) = 〈PΩfˆ , fˆ〉S′(Rˆ2),S(Rˆ2) = 〈PΩf, f〉S′(R2)S(R2)
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so that ii) is a direct consequence of i) and of Definition 2.1. The well
posedness of i) and ii) for a.e. Ω ∈ R2 when f ∈ L2(R2) are equivalent to
the corresponding statements in the Fourier domain.
Remark 2.4. The space HΩ can be equivalently obtained as the Gelfand-
Raikov Hilbert space over L1(R2) associated to the function of positive type
φ(x) = j0(Ω|x−y|)
(2pi)2
(see e.g. [18, §3.3]). Indeed, for each f ∈ L1(R2) point ii)
of Proposition 2.3 is finite, and it provides a Hilbert seminorm on L1(R2).
If we call NΩ its null space over L
1(R2), we obtain HΩ = L1(R2)/NΩHΩ .
The direct integral decomposition (9) can be pulled back by Fourier
transform, so that L2(R2) decomposes as
L2(R2) ≈
∫ ⊕
R+
HΩΩdΩ (12)
where each HΩ is invariant under the action of the left quasi-regular repre-
sentation (see also [31, §5]). More precisely
Proposition 2.5. Let f ∈ L2(R2). Then there exists a measurable family
{fΩ}Ω∈R+ , unique up to zero measure sets, such that each fΩ belongs to HΩ
and which realizes
‖f‖2L2(R2) =
∫ ∞
0
‖fΩ‖2HΩ ΩdΩ.
Moreover, the following representation formula holds
f =
∫ ∞
0
fΩΩdΩ
Proof. The first identity is obtained by Plancherel theorem and (11):
‖f‖2L2(R2) =
∫
Rˆ2
|fˆ(k)|2dk =
∫
R+
‖fˆΩ‖2L2(S1)ΩdΩ =
∫
R+
‖PΩf‖2HΩ ΩdΩ.
In order to prove the representation formula, let us first consider f ∈ S(R2).
Then
f(x) =
∫
R2
dkfˆ(k)eikx =
∫
R2
dk
∫
R2
dyf(y)eik(x−y)
=
∫ ∞
0
dΩΩ
∫
R2
dy f(y)
∫ 2pi
0
dϕ eiΩ|x−y| cosϕ
=
∫ ∞
0
dΩΩ
∫
R2
dyf(y)j0(Ω|x− y|) =
∫ ∞
0
PΩf(x)ΩdΩ.
so the same holds for f ∈ L2(R2) provided the integral is intended in weak
sense.
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2.2 Isometry and reproducing formulas
The continuous wavelet transform implemented by the analysis (4) turns
a function Φ of one S1 variable into the function AΩΦ of three R2 × S1
variables, that belong to L2(S1) in the angular variable but it is not square
integrable with respect to spatial variables, but actually belongs to HΩ. In
this section we prove point i) of Theorem 1.1 making use of this argument,
and see how the distributional approach allows to obtain a weak reconstruc-
tion formula.
For Ω ∈ R+ we will denote withHΩ(SE(2)) the Hilbert space L2(S1,HΩ)
endowed with the scalar product
〈F,G〉HΩ(SE(2)) =
∫
S1
dθ〈F (·, θ), G(·, θ)〉HΩ .
Note that, since each HΩ is invariant under the quasi-regular representation,
then each HΩ(SE(2)) is invariant under the left regular representation of
SE(2). Moreover, the natural isomorphism L2(R2 × S1) ≈ L2(S1, L2(R2))
together with (12) provides the direct integral decomposition
L2(SE(2)) ≈
∫ ⊕
R+
HΩ(SE(2))ΩdΩ (13)
so that the left regular representation decomposes accordingly. Note also
that this is not a decomposition into irreducibles, which is given e.g. by
[30, Chapt. 4, Theorem 4.3]. Note also that, by Proposition 2.3, for all
Ψ1,Ψ2 ∈ S(SE(2)) it holds
〈Ψ1,Ψ2〉HΩ(SE(2)) =
∫
S1
dθ
∫
R2
dq1
∫
R2
dq2Ψ1(q1, θ)Ψ2(q2, θ)
j0(|q2 − q1|)
4pi2
. (14)
Even if HΩ(SE(2)) is not the Gelfand-Raikov Hilbert space on SE(2) gen-
erated by a function of positive type over the group algebra L1(SE(2)) (see
e.g. [18, §3.3]), it may be worth noting that a similar construction can be
drawn in the following way. Let φ be the bounded C∞(SE(2)) function
φ(g)
.
= 〈ΠΩ(g)c, c〉L2(S1) =
1
(2pi)2
j0(Ω|q|) , g = (q, θ) ∈ SE(2)
where c = 12pi is a constant function on S
1, and let D ∈ S ′(SE(2)) be the
distribution defined by
〈D,Ψ〉S′S =
∫
R2
Ψ(q, 0)dq ∀ Ψ ∈ S(SE(2)).
Then the HΩ(SE(2)) scalar product (14) can be written as
〈Ψ1,Ψ2〉HΩ(SE(2)) = 〈D, (Ψ∗1 ∗Ψ2)φ〉S′S
for all Ψ1,Ψ2 ∈ S(SE(2)), where Ψ∗(g) .= Ψ(g−1) and ∗ is the group convo-
lution.
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Proof of Theorem 1.1, i).
We prove that for any u0 ∈ L2(S1) the family
{
ΠΩ(g)u0
}
g∈SE(2)
satisfies
the following Parseval-type identity between L2(S1) and HΩ(SE(2))
‖AΩΦ‖HΩ(SE(2)) = ‖u0‖L2(S1)‖Φ‖L2(S1) ∀ Φ ∈ L2(S1) . (15)
In order to see this, it suffices to note that
〈AΩΦ(·, θ), ψ〉S′(R2)S(R2)
=
∫
R2
dq
∫
S1
dϕΦ(ϕ)eiΩ(q1 cosϕ+q2 sinϕ)u0(ϕ− θ)ψ(q)
=
∫
S1
dϕΦ(ϕ)u0(ϕ− θ)ψˆ(Ω cosϕ,Ω sinϕ)
= 〈TˆΩ
Φu0(· −θ)
,Fψ〉S′(Rˆ2)S(Rˆ2).
From here we immediately deduce
∫
S1
dθ‖AΩΦ(·, θ)‖2HΩ =
∫
S1
dθ
∫
S1
dϕ|u0(ϕ− θ)Φ(ϕ)|2
= ‖u0‖2L2(S1)‖Φ‖2L2(S1).
For any nonzero u0 ∈ L2(S1), the function
SE(2) × SE(2) ∋ (g, h) 7→ KΩ(g, h) = 〈ΠΩ(h)u0,ΠΩ(g)u0〉L2(S1)
is a positive definite kernel, or Mercer kernel, on SE(2), in the sense that for
any sequence {gi}i=1...n ⊂ SE(2) and any sequence {ai}i=1...n ⊂ C it holds
n∑
i=1
n∑
j=1
aiajK(gj , gi) =
∥∥∥∥∥
n∑
i=1
aiΠ
Ω(gi)u0
∥∥∥∥∥
2
L2(S1)
≥ 0.
KΩ defines then a unique reproducing kernel Hilbert spaces (see e.g. [4]
or [29, Chapt. 4]), that is the target space of the operator AΩ, which reads
HKΩ = {F ∈ CSE(2) | ∃v ∈ L2(S1) such that F = 〈ΠΩ(·)u0, v〉L2(S1)}
and is endowed with the norm
‖F‖H
KΩ
= inf{‖v‖L2(S1) : v ∈ L2(S1), F = 〈ΠΩ(·)u0, v〉L2(S1)}.
By (15) we have that HKΩ is a closed Hilbert subspace of HΩ(SE(2)),
whose norm provides an explicit expression for ‖ · ‖H
KΩ
. Indeed, for g ∈
SE(2) call ug(ϕ)
.
= ΠΩ(g)u0(ϕ) and K
Ω
g (h)
.
= KΩ(g, h). Then
KΩg (h) = A
Ωug(h)
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and, if u0 has unit norm, by polarization of (15) we have
〈KΩg , AΩΦ〉HΩ(SE(2)) = 〈ug,Φ〉L2(S1) = AΩΦ(g)
for all Φ in L2(S1). By uniqueness of the reproducing kernel Hilbert space
associated to a Mercer kernel one then has that ‖F‖H
KΩ
= ‖F‖HΩ(SE(2) for
all F ∈ HKΩ. The abstract setting for this approach was settled in [26],
where the author makes use of the hypothesis that u0 is a cyclic vector,
which is always the case for irreducible representations.
As for the standard square integrable cases, the isometry associated to
(15) allows also a reconstruction formula. In this case, however, it differs
from (1) in that it is not a standard linear superposition. What can be
obtained is indeed the reconstruction of the linear functional associated to
the analyzed vector.
Proposition 2.6. Let Φ ∈ L2(S1) and AΩΦ as in (4), with u0 of unit norm
in L2(S1). Then the following identity holds in distributional sense
FSE(2)AΩΦ(·)u0 = TˆΩΦ
which means that for all ψ ∈ S(Rˆ2)
〈FSE(2)AΩΦ(·)u0, ψ〉S′S = 〈Φ, ψΩ〉L2(S1) .
Proof. By computations analogous to those used for (15), we have that
the distributional Fourier transform of AΩΦ(q, θ) with respect to spatial
variables reads
FAΩΦ(·, θ) = u0(ϕ− θ)Φ(ϕ) TˆΩ1 a.e. ϕ ∈ S1. (16)
Now by the normalization of u0 and since Φ Tˆ
Ω
1 = Tˆ
Ω
Φ , then
TˆΩΦ =
∫ 2pi
0
dθ u0(ϕ− θ)FAΩΦ(k, θ)
=
∫ 2pi
0
dθ
∫
R2
dq
2pi
e−iκ(q1 cosϕ+q2 sinϕ)u0(ϕ− θ)AΩΦ(q, θ) .
3 The uncertainty principle and CR functions
In this section we provide a characterization of the target space of the contin-
uous wavelet transform in the case of a mother wavelet that is a minimum of
the uncertainty principle for the SE(2) group. In this case the reproducing
kernel Hilbert space of AΩ is the subspace of HΩ(SE(2)) of functions which
are complex regular with respect to the natural CR structure of SE(2). This
statement is the analogous of the well-known result of Bargmann [7], since it
is stated in terms of an integrability and complex regularity condition, and
for this reason we will denote the resulting analysis the SE(2)-Bargmann
transform.
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3.1 CR structures in R2 × S1
The manifold R2×S1 can be considered as the real submanifold of C2 given
explicitly in (6), with the induced CR structure. This is a linear operator J
that acts on the Lie algebra generators (2) as
J(X2) = λX1 , J(X1) = − 1
λ
X2 (17)
where the constant λ arise from a plain rescaling of the spatial variables q.
Indeed, the ordinary complex structure of C2 with respect to zj = pj + i
qj
λ
J(∂pj ) = λ∂qj , J(∂qj ) = −
1
λ
∂pj
when restricted to (6) reduces to (17).
The antiholomorphic, or CR, vector field for the CR structure (17) is
Z = X2 + iλX1, since
J(Z) = −iZ
so we are lead to the following definition.
Definition 3.1. We say that F : R2q × S1θ → C is CRλ(SE(2)) if
(X2 + iλX1)F = 0 (18)
where X1 and X2 are the left invariant differential operators given by (2).
3.2 The uncertainty principle
In [19, Th. 2.4] it is stated a general form of the Uncertainty Principle for
connected Lie groups. In our situation the statement reduces to
Theorem 3.2 (Uncertainty principle). Let X1 and X2 be the left invariant
differential operators given by (2) and let dΠΩ the Lie algebra representation
corresponding to (3). Then
‖dΠΩ(X1)u‖L2(S1) ‖dΠΩ(X2)u‖L2(S1) ≥
1
2
|〈dΠΩ([X1,X2])u, u〉L2(S1)|
for all u ∈ L2(S1). The inequality becomes an equality if u satisfies
(
dΠΩ(X1)− iλdΠΩ(X2)
)
u = 0
for some λ ∈ R, and we call a solution to this equation a minimal uncertainty
state.
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Proposition 3.3. The equation for minimal uncertainty states of the SE(2)
group with respect to representation (3) reads explicitly(
d
dϕ
+ λΩ sinϕ
)
u(ϕ) = 0 (19)
and we denote by uλ,Ω its L2(S1) normalized solution
uλ,Ω(ϕ) =
1√
j0(−2iλΩ)
eλΩcosϕ .
We note in passing that the uncertainty principle can be stated in slightly
more general terms, including mean values of the noncommuting operators.
In that case, the equation for minimal uncertainty states becomes an eigen-
value equation. With respect to the present situation, the physical inter-
pretation of minimal uncertainty states (19) is that of having zero average
angular momentum [9].
Proof of Proposition 3.3. It suffices to show that dΠΩ(X1) is the multiplica-
tive operator iΩ sinϕ and dΠΩ(X2) is the derivation
d
dϕ
, that can be easily
checked by direct computation.
Definition 3.4. We denote SE(2)-Bargmann transform the continuous wavelet
transform with respect to the family
{
ΠΩ(q, θ)uλ,Ω
}
(q,θ)∈SE(2)
BλΩΦ(q, θ) .= 〈ΠΩ(q, θ)uλ,Ω,Φ〉L2(S1) , Φ ∈ L2(S1) . (20)
The following general fact provides the relation between uncertainty
principle and CR functions, and actually motivates the previous definition.
Lemma 3.5. Let G be a Lie group and pi be a unitary representation of G
on a Hilbert space H. If X is a left invariant vector field and u0 is a vector
of H in the domain of dpi(X) such that
dpi(X)u0 = 0
then for all Φ ∈ H
X〈pi(g)u0,Φ〉H = 0.
Proof. By definition of left invariant vector field, if F is a smooth function
on G then (see e.g. [11, Th. 3.2.3])
XF (g) =
d
dt
∣∣∣
t=0
F (g · exp(tX))
so, since pi is a homomorphism
X〈pi(g)u0,Φ〉H = 〈pi(g) d
dt
∣∣∣
t=0
pi(exp(tX))u0,Φ〉H
and by definition of algebra representation
d
dt
∣∣∣
t=0
pi(exp(tX)) = dpi(X).
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By Lemma (3.5), since (dΠΩ(X2) − iλdΠΩ(X1))uλ,Ω = 0, then BλΩΦ
satisfies equation (18). We then have the following corollary.
Corollary 3.6. Any function on R2 × S1 obtained as an SE(2)-Bargmann
transform (20) is CRλ(SE(2)) in the sense of Definition 3.1.
3.3 The target space
These notions allow us to define the Hilbert space of surjectivity for the
SE(2)-Bargmann transform.
Definition 3.7. We define the SE(2)-Bargmann space as
PFλΩ = HΩ(SE(2)) ∩ CRλ(SE(2)) . (21)
On the basis of this definition we can conclude the proof of our main result.
Proof of Theorem 1.1, ii).
We shall prove here that BλΩ : L2(S1) → PFλΩ is an isometric surjection.
Recall that by Corollary 3.6 we know that the SE(2)-Bargmann transforms
are CRλ(SE(2)) functions, while Theorem 1.1, i) and the normalization of
uλ,Ω ensure that this is an isometry.
To prove surjectivity, consider a function F (q, θ) ∈ PFλΩ. Since it satisfies
(18), its Fourier transform with respect to the q variables is such that
(∂θ + λκ sin(θ − ϕ))FF (κ cos ϕ, κ sinϕ, θ) = 0 . (22)
Hence
FF (κ cosϕ, κ sinϕ, θ) = c eλκ cos(θ−ϕ)Φ(ϕ)g(κ)
for some Φ(ϕ), g(κ). But since F is in HΩ(SE(2)), then Φ ∈ L2(S1) and
g(κ) = c δ(κ−Ω), so any F (q, θ) ∈ PFλΩ is determined by a Φ ∈ L2(S1).
3.4 Relation with the Bargmann transform
In this section we will interpret the SE(2)-Bargmann transform as the re-
striction of the ordinary Bargmann transform on L2(R2) to the real sub-
manifold (6).
If we denote Euclidean translations with τ and modulations with µ, i.e.
τ(q)µ(p)f(x) = eip·(x−q)f(x− q)
then the Bargmann transform [7] is
BH2σ f(q, p) = e
σ2|p|2
2 〈τ(q)µ(p)g0, f〉L2(Rn) (23)
where g0 is an L
2(R2) normalized Gaussian of width σ
g0(x) =
1
σ
√
pi
e−
|x|2
2σ2 .
For notation purposes we recall the following well known result.
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Proposition 3.8. The Bargmann transform is an isometric surjection from
L2(R2) onto the Fock-Bargmann space
Fσ = L
2(R2q × R2p, e−
σ2|p|2
2 dqdp) ∩Hol(C2z1,z2)
with holomorphy with respect to the complex structure zj = pj + i
qj
σ2(
∂pj + iσ
2∂qj
)BH2σ f = 0 , j = 1, 2 . (24)
In order to study the relation between (20) and (23) we note that the
CR structure (17) is inherited by the same complex structure of C2 used
for (24) with λ = σ2. In particular this implies that (see e.g. [6]) if we
restrict a function satisfying (24) to the real submanifold (6) we obtain
exactly what we have called a CRσ
2
(SE(2)) function. Since the p variables
are cotangent variables, i.e. they belong to the frequency domain, the deep
relation between the two Bargmann transforms is exploited by means of
a restriction of the function to be transformed to circles in the frequency
domain, i.e. by means of the quasi-projector PΩ.
The main theorem of this section is the following.
Theorem 3.9. Let TΩ be a distribution in HΩ and TˆΩΦ ∈ HΩ be its distri-
butional Fourier transform associated to Φ ∈ L2(S1). Then considering the
extension of BH2σ to tempered distributions as in [7]
BH2σ TΩ(q, p) = e−
σ2Ω2
2
√
j0(−2iσ2|p|Ω)
σ
√
pi
Bσ2|p|Ω Φ(q, θ)
where p = |p|(cos θ, sin θ).
Proof. We first show that if f in S(R2), then
BH2PΩf(q, p) = e−
σ2Ω2
2
√
j0(−2iσ2|p|Ω)
σ
√
pi
Bσ2|p|Ω fˆΩ(q, θ) . (25)
This can be seen by Fourier duality since
BH2PΩf(q, p) = e
σ2|p|2
2 〈τ(q)µ(p)g0,PΩf〉S′(R2),S(R2)
= e
σ2|p|2
2 〈Fτ(q)µ(p)g0,PΩFf〉S′(Rˆ2),S(Rˆ2)
=
1
σ
√
pi
e
σ2|p|2
2
∫
R2
eik·qe−
σ2|k−p|2
2 PΩfˆ(k)dk
=
1
σ
√
pi
∫ +∞
0
dκκe−
σ2κ2
2
∫
S1
dϕeiκ(q1 cosϕ+q2 sinϕ)eσ
2|p|κ cos(ϕ−θ)PΩfˆ(k)
=
√
j0(−2iσ2|p|Ω)
σ
√
pi
e−
σ2Ω2
2 〈ΠΩ(q, θ)uσ2|p|,Ω, fˆΩ〉L2(S1)
By the results of Section 2.1 we can take f in HΩ, thus extending (25) to
the whole HΩ.
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