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Abstract. We study a closed-form maximum likelihood estimator of stochastic frontier models
with endogeneity in cross-section data when both error components may be correlated with inputs
and environmental variables. We achieve identification using a control function assumption. We
show that the conditional distribution of the stochastic inefficiency term given the control functions
is a folded normal distribution, which reduces to the half-normal distribution when both inputs and
environmental variables are independent of the stochastic inefficiency term. Hence, our framework
is a natural generalization of the normal half-normal stochastic frontier model with endogeneity.
We further provide a Battese-Coelli estimator of technical efficiency in this context. Our estimator
is computationally fast and easy to implement. We showcase its finite sample properties in Monte-
Carlo simulations and an empirical application to farmers in Nepal.
Keywords: Stochastic Frontier; Endogeneity; Control Functions; Maximum Likelihood; Technical
efficiency.
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1. Introduction
We consider a stochastic frontier model which includes environmental variables that affect the
inefficiency level, but not the production frontier. The composite error term is split into statistical
noise and an inefficiency component. The production frontier can be linear or nonlinear, and the
inefficiency term satisfies the scaling property, that is, it can be decomposed into a stochastic effi-
ciency term and into a scaling function that depends on the environmental variables (Alvarez et al.,
2006). We allow both inputs and environmental variables to be correlated with the composite error
term. These endogenous regressors are further restricted to be continuous. We achieve identifica-
tion by allowing for a vector of control functions that fully captures the dependence between the
composite error term and the regressors; and such that the statistical noise and the inefficiency
term are independent given these control functions. We contribute to the literature by providing a
closed-form maximum likelihood estimator of the production frontier in this context. This allows
us to provide a clear analysis of identification and a simple and computationally fast estimation of
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the model’s parameters. Finally, we also provide a generalization of the Battese and Coelli (1988)
estimator of technical efficiency.
Our analysis highlights some interesting facts about identification and estimation in this context.
Under our assumptions, we show that the conditional distribution of the stochastic inefficiency
term given the control functions is a folded normal distribution (Leone et al., 1961; Sundberg,
1974). When the correlation between the inefficiency term and the control function is equal to
0, the endogeneity problem disappears, and the folded normal distribution reduces to the positive
half-normal distribution. Our framework thus provides a generalization of the normal half-normal
model to the case when regressors are endogenous. Because of the properties of the folded normal
distribution, only the magnitude of the correlation between the stochastic inefficiency term and
the control functions is identified. However, its sign cannot be identified.1 This implies that the
log-likelihood function thus has two isolated maxima which are symmetric about a local minimum
at zero.2 When the correlation parameter is equal to 0, the log-likelihood function has a unique
maximum. We discuss some of the implications of this identification issue for both estimation and
inference.
Although endogeneity in the stochastic frontier framework has received increasing attention in
the literature (see Kutlu, 2010; Tran and Tsionas, 2013, 2015; Karakaplan and Kutlu, 2017; Am-
sler et al., 2016; pin Lai and Kumbhakar, 2018, among others), models that explicitly allow for
correlation between the stochastic inefficiency term, inputs and environmental variables have only
been studied by Amsler et al. (2016, 2017), to the best of our knowledge. These authors propose
an estimator that allows production inputs and environmental variables to be correlated with both
the statistical noise and the stochastic inefficiency term. They fix the marginal distribution of the
statistical noise to be a normal distribution, and the marginal distribution of the inefficiency term
to be a half-normal distribution. These authors model the dependence between observables and
unobservables using copula functions. Such functions are cleverly constructed from the marginal
1The folded normal distribution can be thought of as a normal distribution which is “folded at zero by taking the
absolute value. Suppose we take a mean-zero normal random variable η, and then generate two standard normal
random variables U1 and U2, which have correlation −0.5, and 0.5 with η, respectively. When we “fold both U1 and
U2 by taking their absolute values, we have that ∣U1∣ has the same distribution of ∣U2∣. Identification of the sign of
the correlation is thus not feasible.
2All other parameters held constant, the log-likelihood has to “bend back” between the two local maxima, which
generates a local minimum at zero.
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distributions of the unobservables. They also potentially allow for dependence between the statis-
tical noise and the inefficiency term. However, the likelihood function cannot be written in closed
form, and these authors need to resort to simulations to obtain an estimator of the model’s parame-
ters. This prevents a clean and straightforward analysis of identification, estimation, and inference
in such a context. Moreover, simulated methods can be biased and have a higher variance in finite
samples, especially when the number of simulations is not chosen appropriately with the sample
size (Gourie´roux and Monfort, 1997). Finally, when both inputs and environmental variables are
potentially correlated with the inefficiency term, they cannot obtain an estimator of technical effi-
ciency. Our approach seeks to avoid these potential pitfalls. As we provide the likelihood function
in closed form, we can study identification in the usual way, and provide an estimator of technical
efficiency that is applicable to any correlation structure. In a simulation study, similar to the one
in Amsler et al. (2017), we show that our estimator is computationally faster and exhibits bet-
ter performances in finite samples, especially for the estimation of the variance of the stochastic
inefficiency term.
The paper is structured as follows. In Section 2 we discuss the statistical model and provide the
main steps for the construction of the likelihood function. In Section 3, we discuss both estimation
and inference in such a context, with particular emphasis on the issue of testing the null hypothesis
that there is no correlation between the regressors and the inefficiency term. In Section 4, we
provide a simulation evidence of the finite sample properties of our estimator. In Section 5, we
apply our methodology to the agricultural sector in Nepal. We show that accounting for endogeneity
substantially changes the conclusions of the empirical analysis. Finally, Section 6 concludes.
2. Statistical Model
We consider a general version of the model usually considered in this literature. The output, Y ,
is determined by the logarithm of some known function, m(⋅, ⋅), which depends on a vector of p ≥ 1
inputs, X, and a parameter, β; and by a composite error term ε = V − U , where V represents a
stochastic component; and U ≥ 0 is the so-called inefficiency term. We thus have
Y =m(X,β) + V −U, (1)
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in a way that the inefficiency term, U , captures the producer’s shortfall from the production frontier.
Additionally, we fix U = U0g(Z, δ), where U0 ≥ 0 is a stochastic inefficiency component and g(⋅, ⋅)
is a known strictly positive scaling function, which depends on some additional variables Z ∈ Rk,
with k ≥ 0, through a parameter vector δ (Simar et al., 1994; Alvarez et al., 2006). X and Z may
have some elements in common, but they must have at least one non-overlapping component. We
refer to Z as environmental variables.
Thus, we finally have
Y =m(X,β) + V −U0g(Z, δ). (2)
A potential maximum likelihood estimator of (β, δ) is based on the assumption that the composite
error component (V,U) is independent of (X,Z), with (U,V ) mutually independent; V following a
normal distribution with constant variance; and U0 following a normal distribution truncated at 0
(so-called positive half-normal distribution, see Aigner et al., 1977; Schmidt and Lovell, 1979, 1980;
Horrace, 2005).
While a consistent estimation of (β, δ) can also be obtained without these strong distributional
assumptions (Simar et al., 1994; Tran and Tsionas, 2013), these assumptions are necessary to learn
something about the variance of the inefficiency term, U0. We are often interested in estimating
the distance of each producer from the frontier (Battese and Coelli, 1988). This can be easily done
when the marginal distributions of V and U0 are taken to be known.
It has long been recognized in the literature that inputs may be simultaneously chosen with
the output, and thus potentially correlated with the composite error term (see Mundlak, 1961;
Schmidt and Sickles, 1984, for a full description of the statistical issues in this context). Similarly,
environmental variables may be decided by the producer depending on characteristics that are
observable to her but not to the econometrician.
To deal with endogenous variables, we need a vector of instruments that are correlated with the
endogenous components but independent of the composite error term (see Amsler et al., 2016, for
the impact of several exogeneity assumptions on identification in SFA). To simplify our presentation,
we take all variables in (X,Z) to be endogenous. Extension to the case when we have some
endogenous and some exogenous components can be handled similarly.
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We consider the following auxiliary regression models
X =WγX + ηX
Z =WγZ + ηZ ,
where η = (ηX , ηZ) ∈ Rp+k is a random vector of error components, and W ∈ Rq is a vector of
instrumental variables, with q ≥ p + k.
Our approach is based on a control function assumption. That is, we assume that all the
dependence between (X,Z) and (V,U0) is captured by η (Newey et al., 1999; Imbens and Newey,
2009; Wooldridge, 2015). Moreover, we assume that the instruments are strongly exogenous, that
is, fully independent of the composite error term. Given a triplet of random variables U0, V and η,
we use the notation U0 upmodels V to indicate that U0 is fully independent of V ; and the notation U0 upmodels V ∣η
to indicate that U0 is fully independent of V conditional on η.
Therefore, our main Assumptions can be formally stated as follows.
Assumption 2.1. W upmodels (V,U0, η) and (X,Z) upmodels (U0, V )∣η.
Assumption 2.2. U0 upmodels V ∣η.
Assumption 2.1 implies strong exogeneity of the instruments; and implies that the control func-
tion η captures all the dependence between (X,Z) and (U0, V ).
Assumption 2.2 implies that, if any dependence exists between V and U0, it has to happen
through the vector η. This assumption reduces to the standard assumption of U0 upmodels V when both
X and Z are taken to be exogenous (Kumbhakar and Lovell, 2003, Sec. 3.2, p. 64). This assumption
excludes any direct correlation between U0, the stochastic inefficiency term, and V .
Assumptions 2.1 and 2.2 directly imply that
fV,U0,η(v, u, η) = fV,η(v, η)fU0∣η(u∣η),
where f denotes a probability density function. To construct a maximum likelihood estimator
(MLE), we further impose the condition that η ∼ N(0,Ση), where Ση is a positive definite covariance
matrix.
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If stochastic efficiency is taken to be independent of all covariates, a full information MLE can
be easily constructed by further assuming that
⎛⎜⎝Vη
⎞⎟⎠ ∼ N
⎛⎜⎝
⎡⎢⎢⎢⎢⎢⎣
0
0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
σ2V Σ
′
V η
ΣV η Ση
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ,
where Σ′V η is a vector of covariances between V and η, and σ2V is the variance of V (Kutlu, 2010).
However, the main difficulty lays in the specification of the joint density of (U0, η) such that its
marginal distributions are a truncated normal and a joint normal, respectively, and the dependence
between the two can be captured by only one parameter. If one specifies a joint normal distribution
for the random vector (U∗0 , η), and then takes U0 = ∣U∗0 ∣, the marginal distributions of U0 and η
are the correct marginal distributions. Amsler et al. (2017) claim that this construction creates
dependence but it does not create correlation between U0, and η (see also Schmidt and Lovell,
1980). We contend that any dependence between U0 and η cannot naturally be linear, as U0 is
a nonlinear transformation of a normal random variable. However, we show that the conditional
distribution of U0 given η can be written in such a way that this dependence is still captured by
only one parameter which, we refer to as correlation parameter, and we denote as ρU .
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To show how one can construct the conditional distribution for U0 given η, we introduce a
fictitious random variable η2 such that
⎛⎜⎝η2η
⎞⎟⎠ ∼ N
⎛⎜⎝
⎡⎢⎢⎢⎢⎢⎣
0
0
⎤⎥⎥⎥⎥⎥⎦ ,
⎡⎢⎢⎢⎢⎢⎣
1 σ−1U Σ′Uη
σ−1U ΣUη Ση
⎤⎥⎥⎥⎥⎥⎦
⎞⎟⎠ ,
where ΣUη captures the dependence between U0 and η, and σU is the scale parameter of the
distribution of U0. Define the new random variable
κ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
η if η2 ≥ 0
−η otherwise .
3We are abusing terminology here. However, we label ρU as the correlation parameter, in parallel with the normal
case and lack of a better definition.
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The random variable κ follows a skew-normal distribution with parameters Ση and
α = Σ−1η ΣUη(σ2U −Σ′UηΣ−1η ΣUη)1/2
(Azzalini and Valle, 1996; Azzalini and Capitanio, 1999).
Notice that we can let the conditional distribution of U0 to depend on η through κ, in a way the
joint distribution of (U0, κ) can be written as
fU0,κ(u,κ) = 2(2pi)(p+k+1)/2 ∣ΣUη ∣−1/2 exp
⎛⎜⎜⎝−12
⎛⎜⎝uκ
⎞⎟⎠
′
Σ−1Uη ⎛⎜⎝uκ
⎞⎟⎠
⎞⎟⎟⎠ , (3)
and the correlation between U0 and κ can be written as ρU = σ−1U Σ−1/2η ΣUη. This implies that
fU0,η(u, η) =∫ fU0,κ,η(u,κ, η)dκ = ∫ fU0∣κ,η(u∣κ, η)fκ∣η(κ∣η)dκfη(η)
=∫ fU0∣κ(u∣κ)fκ∣η(κ∣η)dκfη(η),
where the last step follows from the fact that U0 depends on η only through the new random
variable κ.
This construction leads to two important conclusions.
1) The conditional density of U0 given κ can be written as
fU0∣κ(u∣κ) = 1√
2pi(σ2U −Σ′UηΣ−1η ΣUη)
⎡⎢⎢⎢⎢⎢⎣Φ
⎛⎜⎝ Σ
′
UηΣ
−1
η κ√
σ2U −Σ′UηΣ−1η ΣUη
⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
−1
exp
⎛⎝− (u −Σ′UηΣ−1η κ)22(σ2U −Σ′UηΣ−1η ΣUη)⎞⎠ ,
which is a normal distribution truncated at zero with location parameter Σ′UηΣ−1η κ.
2) The conditional density of κ given η can be written as a two-point distribution such that
fκ∣η(κ∣η) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Φ( Σ′UηΣ−1η η√
σ2U−Σ′UηΣ−1η ΣUη ) when κ = η
1 −Φ( Σ′UηΣ−1η η√
σ2U−Σ′UηΣ−1η ΣUη ) otherwise
.
Using these two facts, straightforward computations easily imply that the distribution of U0
given η can be written as
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fU0∣η(u∣η) = 1√
2pi(σ2U −Σ′UηΣ−1η ΣUη)
⎧⎪⎪⎨⎪⎪⎩exp⎛⎝−
(u −Σ′UηΣ−1η η)2
2(σ2U −Σ′UηΣ−1η ΣUη)⎞⎠ + exp⎛⎝− (u +Σ
′
UηΣ
−1
η η)2
2(σ2U −Σ′UηΣ−1η ΣUη)⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ,
(4)
which is the pdf of a folded normal distribution (Leone et al., 1961).
Let us denote by ρV , the vector of correlations between V and η, which is defined in the usual
way. Our problem can be reparametrized in terms of (ρV , ρU).
Figure 1 depicts the conditional folded normal pdf when η is a bivariate random vector, and
ρU = (0.5,0.5)′. When all parameters are fixed, the pdf is symmetric in η, in the sense that the
shape of the density for η = e is the same as for η = −e, for any real-valued vector e. For a given η, our
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X = 3, Z = 1
Figure 1. Conditional density of U0 given η.
remark above implies that the density is invariant to changes in sign of the correlation parameter
ρU . That is, the conditional density of U0 generated under a certain vector of correlations ρU is
equal to the conditional density of U0 when the correlation parameter is −ρU . This is a well-known
equivalence property of the folded normal distribution (see Sundberg, 1974, among others).
Therefore, the sign of the parameter ρU is not identified. Figure 2 exemplifies this issue in the
case when there are two endogenous regressors, one in the inputs and one in the environmental
variables, so that p = k = 1, and the true value of ρU = (0.5,0.5)′. The black solid lines are the
level curves of the log-likelihood function in the parameter ρU , when all other parameters are fixed
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to their true value. The red dots designate the points where the log-likelihood function reaches its
maximum. We can observe how both (−0.5,−0.5)′ and (0.5,0.5)′ are maxima of the log-likelihood
function.
Identification of U
-0.6 -0.4 -0.2 0 0.2 0.4
UX
-0.6
-0.4
-0.2
0
0.2
0.4
UZ
Figure 2. Example of lack of identification of the parameter ρU .
However, one can still assess whether there is correlation between the regressors and the efficiency
term, although it is not possible to obtain the sign of this correlation. Thus, in practice, this does
not appear to be a major issue. We discuss below some potential ways to deal with this lack of
identification in estimation and inference.
Another potential issue, relevant for our discussion below, is that, if the likelihood has two
isolated maxima, there must also be a point where the likelihood decreases between these two
maxima, i.e. a point of local minimum. In particular, the likelihood as a function of ρU , has a local
minimum at zero. While this does not affect estimation, it is important for testing as it implies
that the value of the score function at ρU = 0 is always 0, irrespectively of the true value of ρU .
When ΣUη is a vector of zeros, that is, when there is no correlation between covariates and the
inefficiency term, the conditional distribution in (4) reduces to
fU0(u) = 2√
2piσ2U
exp(− u2
2σ2U
) ,
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which is the density of a half-normal distribution. In this case, ρU is point identified, as we go back
to the case in which U0 is independent of both X and Z.
One can also easily show that the marginal distributions of η and U0 obtained from this con-
struction are a normal and a half-normal distribution, respectively, for any plausible value of the
parameter ρU .
Finally, because of Assumption 2.1 and the strict positivity of the function g(⋅), the conditional
distribution of U = U0g(Z, δ) given η is simply given by
P (U ≤ u∣η) = P (U0 ≤ (g(Z, δ))−1 u∣η),
and it is therefore a simple scaled version of the distribution of U0 given η, as in the standard case.
To summarize, we have shown that one can directly write the conditional density of U0 given η
in closed form and in a way that the marginal distributions of U0 and η are a half-normal and a
normal distribution respectively. Also, we have shown that only the sign of the vector of correlations
between the efficiency term, U0, and the control function, η, is identified.
We now turn to the construction of the likelihood function. We follow the literature on stochastic
frontier and define a new random variable ε = V −U such that
fU,ε∣η(u, ε∣η) = fV ∣η(ε + u∣η) (g(Z, δ))−1 fU0∣η((g(Z, δ))−1 u∣η).
We can thus write
fV ∣η(ε + u∣η) (g(Z, δ))−1 fU0∣η(exp(−Z, δ)u∣η)
= 1
2piσ˜U(Z)σ˜V
⎧⎪⎪⎨⎪⎪⎩exp⎛⎝−
(u − g (Z, δ)Σ′UηΣ−1η η)2
2σ˜2U(Z) − (ε + u −Σ
′
V ηΣ
−1
η η)2
2σ˜2V
⎞⎠
+ exp⎛⎝−(u + g (Z, δ)Σ′UηΣ−1η η)22σ˜2U(Z) − (ε + u −Σ
′
V ηΣ
−1
η η)2
2σ˜2V
⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ,
where σ˜2U(Z) = (σ2U −Σ′UηΣ−1η ΣUη)g (Z, δ), and σ˜2V = σ2V −Σ′V ηΣ−1η ΣV η.
By simple but tedious computations, that we detail in Appendix, and after integrating with
respect to U , we obtain
fε∣η(ε∣η) =∫ fV ∣η(ε + u∣η) (g(Z, δ))−1 fU0∣η((g(Z, δ))−1 u∣η)du
10
= 1√
2piσ
⎧⎪⎪⎨⎪⎪⎩Φ⎛⎝
λ(Z)Σ′V ηΣ−1η η
σ(Z) + g (Z, δ)Σ′UηΣ−1η ηλ(Z)σ(Z) − λ(Z)εσ(Z) ⎞⎠×
exp
⎛⎝−(ε −Σ′V ηΣ−1η η + g (Z, δ)Σ′UηΣ−1η η)22σ2(Z) ⎞⎠
+Φ⎛⎝λ(Z)Σ′V ηΣ−1η ησ(Z) − g (Z, δ)Σ′UηΣ−1η ηλ(Z)σ(Z) − λ(Z)εσ(Z) ⎞⎠×
exp
⎛⎝−(ε −Σ′V ηΣ−1η η − g (Z, δ)Σ′UηΣ−1η η)22σ2(Z) ⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ,
with
λ(Z) = σ˜U(Z)
σ˜V
, and σ2(Z) = σ˜2V + σ˜2U(Z).
This distribution is an equal mixture of two conditional skew-normal distributions (see Azzalini
and Capitanio, 1999). In the absence of correlation between ε and the control function η, the
marginal distribution of ε reduces to a skew-normal distribution. That is, to the standard stochastic
frontier model with strongly exogenous regressors.
The full information likelihood function is therefore given by
L(θ) = fε∣η(ε∣η)fη(η),
where the parameter θ = (β, γ, δ, ρU , ρV , σU , σV ).
Let
θ0 = arg max
θ∈Θ L(θ).
We assume that θ0 exists. However, it is, in general, not unique, because of the identification issue
discussed above. We further assume that θ0 is in the interior of the parameter space Θ.
Following the idea of Sundberg (1974), we can show that θ0 is a well-separated maximum of
the likelihood function in the sense of Newey and McFadden (1994), only when one appropriately
restricts the parameter space. Let us assume there is at least one partition of the space [−1,1]p+k,
such that there exists a unique maximum of the likelihood function in each element of the partition.
Then, θ0 is locally identified, provided the partition is chosen appropriately.
A further step to complete our framework is to obtain a feasible estimator of technical efficiency,
TE = exp(−Ui). Researchers are often interested in obtaining the technical efficiency for each
11
producer. In our case, we obtain an estimator of this quantity from the conditional distribution of
U given ε and η, following a similar approach as in Amsler et al. (2017).
Let
σ⋆ = σ˜V σ˜U(Z)
σ(Z)
µ1⋆ = − (ε −Σ′V ηΣ−1η η) σ˜2U(Z)σ2(Z)
µ2⋆ =g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z) ,
where we have removed the dependence of σ⋆, µ1⋆ and µ2⋆ on the variable Z for simplicity. The
conditional density of U given ε and η can be written as
fU ∣ε,η(u∣ε, η) = 1
2
√
2piσ⋆ {[Φ(µ1⋆ + µ2⋆σ⋆ )]−1 exp(−(u − µ1⋆ − µ2⋆)
2
2σ2⋆ )
+ [Φ(µ1⋆ − µ2⋆
σ⋆ )]−1 exp(−(u − µ1⋆ + µ2⋆)
2
2σ2⋆ )} .
We can observe that, when both U and V are independent of η, this conditional density reduces to
the one derived in Jondrow et al. (1982).
Hence
E [exp(−U)∣ε, η] = 1
2
√
2piσ⋆ {[Φ(µ1⋆ + µ2⋆σ⋆ )]−1∫ ∞0 exp(−u − (u − µ1⋆ − µ2⋆)
2
2σ2⋆ )du
+ [Φ(µ1⋆ − µ2⋆
σ⋆ )]−1∫ ∞0 exp(−u − (u − µ1⋆ + µ2⋆)
2
2σ2⋆ )du} .
Using simple computations, and by the properties of the cdf of the univariate normal distribution,
this expression is easily shown to be equal to
E [exp(−U)∣ε, η] =0.5 exp(−µ1⋆ − µ2⋆ + σ2⋆
2
) 1 −Φ (−µ1⋆+µ2⋆σ⋆ + σ⋆)
Φ (µ1⋆+µ2⋆σ⋆ )
+ 0.5 exp(−µ1⋆ + µ2⋆ + σ2⋆
2
) 1 −Φ (−µ1⋆−µ2⋆σ⋆ + σ⋆)
Φ (µ1⋆−µ2⋆σ⋆ ) . (5)
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This formula generalizes Battese and Coelli (1988) formula for technical efficiencies to the en-
dogenous case. Finally, the mean technical efficiency (Lee and Tyler, 1978) can be obtained as
E [exp(−U)] = E [E [exp(−U)∣ε, η]] ,
by the law of iterated expectations.
3. Estimation and Inference
We consider an iid sample drawn from the joint distribution of (Y,X,Z,W ), that we denote{(Yi,Xi, Zi,Wi), i = 1, . . . , n}, where each observation follows the model in equation (2).
Estimation of the model is relatively straightforward, and directly follows from the specification
of the likelihood function derived above. For all i = 1, . . . , n, we can write
Ln(θ) = n∏
i=1 fε∣η(εi∣ηi)fη(ηi), (6)
with ηi = (ηX,i, ηZ,i)′ and
εi =Yi −Xiβ
ηXi =Xi −WiγX
ηZi =Zi −WiγZ .
By letting, `n(θ) = logLn(θ) to be the log-likelihood function, we can obtain:
θˆn = arg max
θ∈Θ `n(θ).
As discussed above, the main issue in the estimation procedure is related to the sign of the
correlation parameter ρU , which is not identified.
Let us denote by θˆn,ρU the estimator of θ obtained when ρU is restricted to a partition of the
hypercube [−1,1]p+k, such that θ0 is locally identified, and it is in the interior of the partitioned
parameter space. The likelihood function satisfies the condition for consistency (see Newey and
McFadden, 1994, Theorem 2.5, p. 2131). We thus have that
θˆn,ρU
pÐ→ θ0,ρU .
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If, moreover, the likelihood function is twice continuously differentiable in a neighborhood of θ0,ρU ,
we have that √
n (θˆn,ρU − θ0,ρU ) dÐ→ N (0, I−1 (θ0,ρU )) ,
where I (θ0,ρU ) is the Fisher’s information matrix. This suggests that one can project out the
parameter ρU and conduct estimation and inference in the usual way.
In practice, we find that better estimation results are obtained by leaving the parameter ρU
unconstrained. The numerical optimization algorithm would converge to either of the two maxima
of the likelihood function. However, this does not appear to have any effects on the estimation of
the other parameters, as we show in simulations. Moreover, it is often not feasible to restrict the
parameter space in a meaningful way, especially when the dimension of ρU is greater than or equal
to 2, as this requires some prior beliefs on the sign of the correlation coefficients. Furthermore,
imposing inequality constraints may lead to singularity of the information matrix and further issues
related to the fact that the optimum may be at the boundaries of the (restricted) parameter space
(Andrews, 1999). The MLE is not asymptotically normal when the true value is at the boundary,
and appropriate testing procedures for this case have been developed (see Lee, 1993; Ketz, 2018,
among others). Letting the parameter space unconstrained avoids these complications.
Furthermore, one may wish to conduct inference on the parameter ρU . In particular, a simple
hypothesis to be tested is whether X and Z are independent of the inefficiency term, i.e. ρU = 0.
The trinity of tests is an obvious candidate. However, our estimator or ρU in the unrestricted
parameter space is not identified under the alternative and thus standard tests may fail to satisfy
their usual asymptotic properties.
One important remark is about the Score test. Irrespectively of its asymptotic properties and
the true value of ρU , the Score test has no power around ρU = 0. This is because zero is always
local minimum of the likelihood function and thus the score is always equal to zero at that point.
We leave a thorough theoretical exploration of the properties of the Trinity of tests in this model
for future work, but we explore some of their finite sample properties in simulations.
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4. Simulations
We replicate the same simulation schemes as in Amsler et al. (2017). We consider the following
model
Yi = β0 +X1iβ1 +X2iβ1 + Vi −U0i exp (Z1iδ1 +Z2iδ2) ,
with β0 = δ1 = δ2 = 0 and β1 = β2 = 0.66074, and where the random variables (X1i, Z1i) are taken
to be exogenous (i.e. fully independent of the composite error term), and (X2i, Z2i) are instead
endogenous. We consider two instruments (W1i,W2i), also fully independent of the error term.
The exogenous variables are generated independently from a normal distribution with means
equal to 0 and variances equal to 1. These variables are equicorrelated, with correlation parameter
equal to 0.5.
We generate the triplet (V, ηX , ηZ) from the following normal distribution
⎛⎜⎜⎜⎜⎜⎝
Vi
ηX,i
ηZ,i
⎞⎟⎟⎟⎟⎟⎠
∼ N
⎛⎜⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0.5 0.5
0.5 1 0.5
0.5 0.5 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎟⎟⎠
,
so that ρV = (0.5,0.5)′, and
X2i =γ (X1i +Z1i +W1i +W2i) + ηX,i
Z2i =γ (X1i +Z1i +W1i +W2i) + ηZ,i,
with γ = 0.31623.
We generate the stochastic inefficiency term as follows. We first obtain
η2 ∼ N (Σ′UηΣ−1η η, (1 −Σ′UηΣ−1η ΣUη) ,
with
Ση = ⎡⎢⎢⎢⎢⎢⎣
1 0.5
0.5 1
⎤⎥⎥⎥⎥⎥⎦ ,
and Σ′Uη = ρU , as all variances are taken equal to 1. From η2 and η, we generate a skew-normal
random variable κ, such that
κ = η1 (η2 ≥ 0) − η1 (η2 < 0) ,
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where 1 (⋅) is the indicator function. Finally,
U0 = σU ∣Σ′UηΣ−1η κ +√1 −Σ′UηΣ−1η ΣUη∣,
where  is a standard normal random variable.
We consider two simulation schemes that differ because of the value of the parameter ρU . In
Setting 1, we take U0 to be uncorrelated with η (the same setting as in Amsler et al., 2017). In
Setting 2, we take ρU = (0.5,0.5)′. We take increasing sample sizes n = {250,500,1000}, and run
R = 1000 replications for each scenario.
Our estimation procedure is based on the maximization of the full likelihood in equation (6).
There are two main common issues for the practical implementation of these models. First, the
parameter space is often very large. In simulations, we maximize the log-likelihood function with
respect to the full vector of parameters. To reduce the dimensionality of the optimization problem,
one can estimate the vector of parameters γ by OLS. For a given γ, one can then maximize the
full likelihood with respect to the other parameters. One can use the estimator obtained in this
fashion as a starting value for maximization of the full likelihood. Standard errors are obtained by
evaluating numerically the Hessian matrix of the full likelihood. Bootstrap is also a possibility, but
we do not explore it here (Kutlu, 2010).
Second, the choice of the initial condition is crucial, especially for nonlinear, high dimensional
optimization problems like ours. We select the initial parameters by the method of moments. We
can write
E [Yi∣Xi, Zi, ηi] = β0 +X1iβ1 +X2iβ1 +E [Vi∣ηi] −E [U0i∣ηi] exp (Z1iδ1 +Z2iδ2) ,
using the assumption that (U0, V ) is independent of (X2, Z2) given η, with
E [Vi∣ηi] =Σ′V ηΣ−1η ηi
E [U0i∣ηi] =2√σ2U −Σ′UηΣ−1η ΣUηφ⎛⎜⎝ Σ
′
UηΣ
−1
η ηi√
σ2U −Σ′UηΣ−1η ΣUη
⎞⎟⎠
+ ⎛⎜⎝2Φ
⎛⎜⎝ Σ
′
UηΣ
−1
η ηi√
σ2U −Σ′UηΣ−1η ΣUη
⎞⎟⎠ − 1
⎞⎟⎠Σ′UηΣ−1η ηi.
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We report results of these simulations in Tables 1 and 2 below. The results in Table 1 should
be compared with those in Table 4, p. 138 of Amsler et al. (2017). The mean and the standard
deviation for most of the parameters are comparable with theirs. However, we achieve much better
precision in estimating the variance of the inefficiency term, which, as indicated by Amsler et al.
(2017), is estimated very imprecisely using the copula method. Both the bias and the variance
decrease as the sample size n increases, which ought to be expected from our MLE.
N = 250 N = 500 N = 1000
TRUE Mean Std. Dev. Av. SE Mean Std. Dev. Av. SE Mean Std. Dev. Av. SE
β0 0.000 -0.082 0.311 0.194 -0.015 0.136 0.137 -0.007 0.088 0.097
β1 0.661 0.666 0.150 0.141 0.668 0.102 0.101 0.663 0.072 0.072
β2 0.661 0.657 0.168 0.159 0.654 0.119 0.115 0.660 0.079 0.081
δ1 0.000 0.009 0.235 0.091 -0.000 0.070 0.060 -0.000 0.041 0.041
δ2 0.000 -0.000 0.163 0.072 -0.002 0.050 0.048 0.001 0.033 0.033
γx,0 0.000 -0.002 0.065 0.057 -0.002 0.044 0.042 0.001 0.031 0.030
γx,1 0.316 0.325 0.081 0.077 0.316 0.056 0.057 0.317 0.039 0.040
γx,2 0.316 0.311 0.079 0.074 0.318 0.054 0.054 0.318 0.040 0.038
γx,3 0.316 0.313 0.079 0.073 0.317 0.053 0.054 0.315 0.038 0.038
γx,4 0.316 0.317 0.078 0.073 0.316 0.055 0.054 0.315 0.038 0.038
γz,0 0.000 -0.001 0.065 0.057 -0.001 0.045 0.042 0.002 0.032 0.030
γz,1 0.316 0.320 0.079 0.077 0.316 0.055 0.057 0.318 0.038 0.040
γz,2 0.316 0.312 0.076 0.074 0.315 0.053 0.054 0.318 0.038 0.038
γz,3 0.316 0.317 0.076 0.073 0.316 0.054 0.054 0.315 0.036 0.038
γz,4 0.316 0.319 0.076 0.073 0.320 0.054 0.054 0.315 0.039 0.038
σ2U 2.752 2.550 0.938 0.667 2.702 0.504 0.485 2.726 0.345 0.341
σ2V 1.000 1.061 0.351 0.273 1.016 0.204 0.196 1.005 0.139 0.136
ρU,ηX 0.000 -0.050 0.239 0.211 -0.000 0.170 0.188 -0.007 0.137 0.162
ρU,ηZ 0.000 -0.048 0.238 0.215 -0.000 0.165 0.195 -0.001 0.135 0.156
ρV,ηX 0.500 0.490 0.154 0.137 0.501 0.103 0.100 0.498 0.071 0.071
ρV,ηZ 0.500 0.495 0.110 0.094 0.501 0.073 0.068 0.500 0.049 0.048
Table 1. Mean and Standard Errors of Estimators for Setting 1
The results in Setting 2, i.e. when ρU = (0.5,0.5)′ are comparable to the results obtained
above. We compute the mean of the parameter ρU after taking the absolute value. Obviously,
this is feasible here as we know that ρU is well separated from the local minimum at 0. The
only remarkable difference between the two tables is that the standard deviation of ρU is now
much larger, which ought to be expected, as the parameter is not point identified in this case.
Finally, the standard error of the parameter ρU is also approximated very poorly using the inverse
of the numerical Hessian matrix. This suggests that a Wald test may tend to over-reject the null
hypothesis in finite samples.
We thus provide next some simulation evidence about using the trinity of test in this setting.
For all simulation schemes, we test the composite nulls that ρU = 0 and ρU = 0.5 respectively. To
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N = 250 N = 500 N = 1000
TRUE Mean Std. Dev. Av. SE Mean Std. Dev. Av. SE Mean Std. Dev. Av. SE
β0 0.000 -0.085 0.290 0.192 -0.021 0.145 0.136 -0.011 0.100 0.096
β1 0.661 0.661 0.147 0.138 0.666 0.098 0.098 0.664 0.074 0.069
β2 0.661 0.660 0.165 0.157 0.657 0.114 0.112 0.659 0.082 0.079
δ1 0.000 0.004 0.142 0.088 -0.000 0.057 0.057 0.000 0.041 0.039
δ2 0.000 -0.012 0.160 0.068 0.000 0.050 0.043 -0.001 0.033 0.029
γx,0 0.000 -0.001 0.065 0.056 -0.002 0.044 0.041 0.001 0.031 0.029
γx,1 0.316 0.325 0.078 0.075 0.316 0.054 0.054 0.316 0.038 0.038
γx,2 0.316 0.313 0.077 0.072 0.317 0.052 0.052 0.317 0.038 0.037
γx,3 0.316 0.314 0.077 0.071 0.316 0.050 0.052 0.315 0.036 0.036
γx,4 0.316 0.316 0.076 0.071 0.317 0.054 0.052 0.316 0.037 0.037
γz,0 0.000 -0.001 0.064 0.057 -0.001 0.045 0.041 0.002 0.031 0.029
γz,1 0.316 0.320 0.077 0.075 0.316 0.053 0.054 0.317 0.037 0.038
γz,2 0.316 0.314 0.074 0.072 0.314 0.051 0.052 0.318 0.037 0.037
γz,3 0.316 0.317 0.073 0.071 0.316 0.053 0.052 0.315 0.035 0.037
γz,4 0.316 0.318 0.075 0.071 0.320 0.052 0.052 0.316 0.037 0.037
σ2U 2.752 2.506 0.923 0.661 2.689 0.533 0.486 2.713 0.373 0.338
σ2V 1.000 1.071 0.351 0.279 1.016 0.213 0.198 1.005 0.148 0.137
ρU,ηX 0.500 0.521 0.536 0.090 0.506 0.510 0.061 0.502 0.503 0.043
ρU,ηZ 0.500 0.512 0.527 0.090 0.502 0.507 0.062 0.500 0.501 0.043
ρV,ηX 0.500 0.484 0.160 0.137 0.497 0.102 0.100 0.498 0.071 0.071
ρV,ηZ 0.500 0.485 0.122 0.099 0.499 0.079 0.072 0.498 0.052 0.051
Table 2. Mean and Standard Errors of Estimators for Setting 2
construct the covariance of the estimator for the Lagrange multiplier tests, we numerically evaluate
the second derivative under the null. The critical values are taken from a χ2 distribution with 2
degrees of freedom.
In Table 3, we report the size properties of the three tests, with the nominal size being 5%. The
columns indicate the true value of ρU used in the simulation exercise and the null hypothesis of
the test. Both the Wald test and the Lagrange multiplier tests require numerical evaluation of the
second derivative of the likelihood function, which may affect their finite sample properties. For
ρU = 0, the Likelihood ratio test is the one that has size most comparable to the nominal one. The
Wald test has a much higher rejection probability and its performance does not improve as the
sample size increases. As we suggest above, this may be due to the poor approximation of the true
standard errors. The score test instead features the opposite issue, as it rarely rejects a true null.
When ρU = 0.5 instead, the Wald test has size closer to the nominal one. The Likelihood ratio test
also performs reasonably well, although its sizes in finite samples are larger than those obtained
with the Wald test. The Score test instead has disastrous size properties, which further deteriorate
as the sample size increases.
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ρU = 0, H0 ∶ ρU = 0 ρU = 0.5, H0 ∶ ρU = 0.5
250 500 1000 250 500 1000
Wald 0.299 0.294 0.292 0.092 0.072 0.073
Score 0.013 0.000 0.002 0.968 0.990 0.994
LR 0.041 0.039 0.042 0.080 0.072 0.055
Table 3. Size of the trinity of tests
In Table 4, we instead report their power properties. The columns indicate the true value of ρU
used in the simulation exercise and the null hypothesis of the test. The tests have in general good
power, with two main exceptions. The Wald test does not perform when ρU = 0, but its power
properties improve as the sample size increases. Similarly, the Score test has little to no power in
detecting a false null hypothesis. As zero is a local minimum of the log-likelihood, as indicated
above, the Score is close to zero at that point, which explains its bad performances.
ρU = 0, H0 ∶ ρU = 0.5 ρU = 0.5, H0 ∶ ρU = 0
250 500 1000 250 500 1000
Wald 0.465 0.781 0.924 0.966 0.999 0.999
Score 0.832 0.812 0.779 0.013 0.001 0.000
LR 0.662 0.951 1.000 0.914 1.000 1.000
Table 4. Power of the trinity of tests
Overall, we can conclude that the Likelihood ratio test has the best finite sample performance in
our small-scale simulation exercise. This conclusion has to be taken with caution, as the theoretical
properties of the trinity of tests in our setting may not be standard.
Finally, we report summary statistics for our estimators of technical efficiencies using the Battese-
Coelli formula provided in equation 5. To give a reference point to the reader, in both simulation
schemes the marginal distribution of U is a half-normal distribution with scale parameter equal
to σ2U = 2.7519. Therefore, the true mean technical efficiency implied by our simulation scheme is
equal to
E [exp(−U)] = 2 exp(σ2U
2
)Φ (−σU) = 0.3846.
Our estimator gives a plausible interval for the values of technical efficiencies. The mean technical
efficiency also approaches the true value of N increases.
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N = 250 N = 500 N = 1000
ρU = 0 ρU = 0.5 ρU = 0 ρU = 0.5 ρU = 0 ρU = 0.5
Min. 0.000 0.001 0.000 0.001 0.001 0.001
1st Qu. 0.246 0.280 0.234 0.267 0.231 0.264
Median 0.428 0.451 0.406 0.432 0.399 0.425
Mean 0.414 0.435 0.393 0.415 0.389 0.410
3rd Qu. 0.572 0.589 0.552 0.567 0.547 0.561
Max. 1.000 1.000 0.993 1.000 0.860 1.000
Table 5. Summary measures for the estimator of technical efficiency
5. Empirical Application
In this section, we consider an application using data on the agricultural sector in Nepal. The
data set consists of a cross-section of 600 vegetable-cultivating farmers from Nepal for the crop
year 2015, which is sourced from the International Food Policy Research Institute and the Seed
Entrepreneurs’ Association of Nepal (2018). For more detail on the data, see Spielman et al. (2017).
The Output variable is total vegetable production measured in rupees. Land is measured as the
total area cultivated in square feet. Machinery is the number of hours machinery was used for
land preparation, seed and sowing operations, and harvesting. Labor is the sum of hours worked by
hired laborers and the hours worked by household members. Pesticides are measured in milligrams.
Fertilizers are the sum of organic and inorganic fertilizers, both measured in Kilograms. Seeds are
measured as the sum of hybrid and pollinated seeds in grams. As environmental variables we
consider Experience, which is the number of years the farmer has been growing vegetables; Higher
Education, the proportion of household members with higher education or professional degree; and
Risk diversification, which is constructed as follows:
Risk diversification =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑Ci=1 s2i−1/C
1−1/C for C > 1
1 for C = 1,
where si is the proportion of land devoted to crop i, and C is the total number of crops cultivated
by each farmer. This indicator is constructed similarly to a normalized Herfindahl-Hirschman Index
and a Simpson Diversity Index, both concentration measures. Our indicator ranges from 0 to 1.
A Risk diversification Index equal to 1 indicates a farmer who is cultivating only one crop, and
therefore, not diversifying risks; whereas lower values of this index indicate more risk diversification.
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After removing missing values, we obtain a final sample of 551 observations. Summary statistics
of the variables used in the analysis are provided in Appendix A.
Having this in mind, the model we estimate is the following:
Y =Xβ + V −U0 exp(Zδ),
where:
Y ={log(Output)},
X ={Intercept, log(Land), log(Labor), log(Machinery), log(Fertilizers), log(Pesticides), log(Seeds)},
Z ={Education,Experience,Risk diversification}.
We allow for endogeneity of five inputs (Labor, Machinery, Fertilizers, Pesticides and Seeds) and
one environmental variable (Risk diversification). As instruments, we use two dummies for whether
the farmer has suffered any natural or human shocks in the two years prior to the survey (Natural
Shocks and Human Shocks, respectively); the average years of experience of nearby farmers, as a
measure of spillover effects (Peers Experience); three variables measuring the proportion of seeds
that are owned by the farmer (Own Supplier), obtained through formal channels such as an input
retailer, a private seed company or representative, a government extension service or a research
institute (Formal Supplier), or informal channels such as a family member, a farmer’s cooperative,
gifted from a nearby farmer, friend or farmer from other villages, or landlord (Informal Supplier);
a set of variables indicating the proportion of seeds that have been obtained using different means
of transportation to reach the market (Foot, Bike, Rickshaw, Motorbike, Tempo, Bus and Car);
and interaction terms between the type of seed provider and the mean of transportation. We test
whether the instruments are weak using the first stage F-statistics (Stock and Yogo, 2005), and we
reject the null hypothesis of weak instruments. Results are given in Appendix A2.
Table 6 reports results for our empirical example. The first pair of columns shows the estimation
results assuming exogeneity. Most of the estimated coefficients for inputs are positive, although
small in magnitude and not always significant, being Seeds and Land the most relevant inputs.
The coefficients for Machinery is negative, which seems unreasonable, but it is not significantly
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Exogeneity Endogeneity
Estimate Std. Err. Estimate Std. Err.
β0 8.6758 0.5291 7.2672 0.7627
βLand 0.196 0.0511 0.0793 0.0702
βLabor 0.0482 0.0429 0.3644 0.1470
βMachinery -0.0024 0.0086 0.0074 0.0282
βFertilizer 0.0379 0.0321 0.0597 0.1144
βPesticides 0.0042 0.0069 -0.0648 0.0269
βSeeds 0.1451 0.0352 0.3132 0.0904
δEducation -0.0429 1.606 0.3067 0.5767
δExperience 2.4404 1.3912 0.4265 0.8004
δRisk -72.4406 0.0146 1.2888 0.5015
ρU,ηLabor 0.4709 0.1396
ρU,ηMachinery 0.1421 0.1938
ρU,ηFertilizer -0.0007 0.1089
ρU,ηPesticides -0.3242 0.1920
ρU,ηSeeds 0.7757 0.1486
ρU,ηRisk -0.4713 0.1404
ρV,ηLabor -0.3066 0.1026
ρV,ηMachinery -0.0598 0.1040
ρV,ηFertilizer -0.0617 0.1167
ρV,ηPesticides 0.3917 0.1087
ρV,ηSeeds -0.3610 0.0780
ρV,ηRisk 0.1908 0.0565
σ2U 0.1123 0.0542
σ2V 1.7616 2.5695
Table 6. Estimation of the efficiency frontier with and without accounting for endogeneity.
different from zero. The estimation results controlling for endogeneity are reported in the second
pair of columns. We find that the estimated coefficients for the inputs are all positive, except for
Pesticides, which have a negative and significant effect on the value of production. Seeds are still
having a significant impact on output, along with Labor. Land instead is now not significantly
different from zero. As it is common in instrumental variables, the standard errors in the model
controlling for endogeneity are substantially larger than in the model assuming exogeneity.
Regarding the environmental variables, we find that the only significant coefficient is the one
of Risk diversification. The estimated coefficient is negative and remarkably large in magnitude
in the model assuming exogeneity. However, this coefficient reverts to positive when controlling
for endogeneity. This means that higher levels of crop concentration (lower risk diversification)
increase the level of inefficiency. This result may seem counter-intuitive, as one may expect that
farmers cultivating fewer crops (i.e., with lower risk diversification) can become more specialized.
However, it is also true that farmers who diversify risks are less exposed to shocks affecting their
production, and our results suggest that they may be more efficient.
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When controlling for endogeneity, we have also tested for the absence of correlation between the
endogenous variables and the inefficiency term, and for the variance of the inefficiency term being
equal to 0. We first test the joint null hypothesis that ρU = 0 using the trinity of tests. According to
the Wald test, the null hypothesis is rejected at the 1% level. However, according to the likelihood
ratio statistic, we fail to reject the null. We do not use the Score test in this case, because, as seen
above, it does not have any power to detect a false null in this case.
Similarly, we have tested the null that σ2U is equal to 0 in both models. In the model with
endogeneity, this is a composite null, as σ2U = 0, also implies ρU = 0. Similarly, we are testing for
a parameter at the boundary of the parameter space (Lee, 1993; Ketz, 2018). However, we ignore
this issue for simplicity. In both models, the likelihood ratio test rejects the null of σ2U being equal
to 0. However, the Wald test fails to reject the null in the model with exogeneity.
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Figure 3. Estimation of technical inefficiency.
Figure 3 reports the technical efficiency estimates for both models. It is apparent from the
distribution of the inefficiency scores, that the stochastic frontier model that does not account for
endogeneity is unable to capture any skewness in the distribution of the residuals. However, despite
the variance of the inefficiency term being smaller in the model with endogeneity, the estimator
of technical efficiencies are much richer and suggests that many farmers may be very far from the
estimated production frontier.
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6. Conclusions
We propose a closed-form maximum likelihood estimation of a stochastic frontier model when
both the production inputs and the environmental variables are correlated with the two-sided sto-
chastic error term and the one-sided stochastic inefficiency term. Our identification and estimation
strategy is based on control functions that fully capture the dependence between regressors and un-
observables. While the joint density of the two-sided stochastic error term and the control function
is easily modeled as a normal distribution, one of the main challenges for direct maximum likelihood
estimation is to write the joint density of the stochastic inefficiency term and the control function
in closed-form. To circumvent this issue, Amsler et al. (2017) use copula functions to model the
dependence between observables and unobservables components of the model, and employ a simu-
lated maximum likelihood procedure to obtain the parameter’s estimate. This estimator may not
be easy to implement and may be computationally slow. Moreover, instrumental variable methods
lead to lower precision in the estimate and simulated methods can increase this lack of precision
even further.
In this work, we provide a simple maximum likelihood estimator that aims at avoiding these
potential pitfalls. Under appropriate conditional independence restrictions, we show that the con-
ditional distribution of the stochastic inefficiency term given the control functions is a folded normal
distribution, which reduces to the half-normal when there is no endogeneity. This makes our model
a straightforward extension of the normal-half-normal model to include endogenous regressors. We
shed light on new identification issues, and we provide Monte-Carlo evidence of the size and power
of standard testing procedures in such context. Our estimator is easy and fast to implement, and
enjoys good finite sample properties.
Additional research on the asymptotic properties of the trinity of tests and on testing the dis-
tributional assumptions on the error term is needed. Moreover, extensions of our model to panel
data with time-varying endogeneity and true fixed effects could be of interest.
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A. Appendix
A.1. Conditional density of the composite error term. In this subsection, we provide the
main steps to derive the conditional density of the composite error term, ε, given η. Recall that
fV ∣η(ε + u∣η) (g(Z, δ))−1 fU0∣η((g(Z, δ))−1 u∣η)
= 1
2piσ˜U(Z)σ˜V
⎧⎪⎪⎨⎪⎪⎩exp⎛⎝−
(u − g (Z, δ)Σ′UηΣ−1η η)2
2σ˜2U(Z) − (ε + u −Σ
′
V ηΣ
−1
η η)2
2σ˜2V
⎞⎠
+ exp⎛⎝−(u + g (Z, δ)Σ′UηΣ−1η η)22σ˜U(Z)2 − (ε + u −Σ
′
V ηΣ
−1
η η)2
2σ˜2V
⎞⎠
⎫⎪⎪⎬⎪⎪⎭ ,
where σ˜2U(Z) = (σ2U −Σ′UηΣ−1η ΣUη)g (Z, δ), and σ˜2V = σ2V −Σ′V ηΣ−1η ΣV η.
The terms inside the exponential function can be treated similarly, and for simplicity, we only
show the algebra for the first term. We have
(u − g (Z, δ)Σ′UηΣ−1η η)2
σ˜U(Z) = 1σ˜2U(Z) (u2 − 2g (Z, δ)Σ′UηΣ−1η uη + (g (Z, δ)Σ′UηΣ−1η )2 η2)(ε + u −Σ′V ηΣ−1η η)2
σ˜2V
= 1
σ˜2V
(u2 + (ε −Σ′V ηΣ−1η η)2 + 2 (ε −Σ′V ηΣ−1η η)u) .
Taking the sum of these two terms gives
σ2(Z)
σ˜2U(Z)σ˜2V (u2 − 2g (Z, δ)Σ′UηΣ−1η uη σ˜
2
V
σ2(Z) + 2 (ε −Σ′V ηΣ−1η η)uσ˜2U(Z)σ2(Z) )
+ (g (Z, δ)Σ′UηΣ−1η )2 η2
σ˜2U(Z) + (ε −Σ
′
V ηΣ
−1
η η)2
σ˜2V
= σ2(Z)
σ˜2U(Z)σ˜2V (u + ((ε −Σ′V ηΣ−1η η) σ˜
2
U(Z)
σ2(Z) − g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z)))2
− σ2(Z)
σ˜2U(Z)σ˜2V ((ε −Σ′V ηΣ−1η η) σ˜
2
U(Z)
σ2(Z) − g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z))2
+ (g (Z, δ)Σ′UηΣ−1η )2 η2
σ˜2U(Z) + (ε −Σ
′
V ηΣ
−1
η η)2
σ˜2V
= σ2(Z)
σ˜2U(Z)σ˜2V [u + ((ε −Σ′V ηΣ−1η η) σ˜
2
U(Z)
σ2(Z) − g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z))]2
+ ( 1
σ˜2V
− σ˜2U(Z)
σ˜2V σ
2(Z)) (ε −Σ′V ηΣ−1η η)2 + ( 1σ˜2U(Z) − σ˜
2
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σ˜2U(Z)σ2(Z)) (g (Z, δ)Σ′UηΣ−1η )2 η2
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+ 2
σ2(Z) (ε −Σ′V ηΣ−1η η) g (Z, δ)Σ′UηΣ−1η η
= σ2(Z)
σ˜2U(Z)σ˜2V [u + ((ε −Σ′V ηΣ−1η η) σ˜
2
U(Z)
σ2(Z) − g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z))]2
+ 1
σ2(Z) (ε −Σ′V ηΣ−1η η + g (Z, δ)Σ′UηΣ−1η η)2 .
Then, treating the remaining term similarly, we can write
fV ∣η(ε + u∣η) (g(Z, δ))−1 fU0∣η((g(Z, δ))−1 u∣η)
= 1
2pi
σ˜U (Z)σ˜V
σ(Z) σ(Z)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩exp
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exp
⎛⎜⎝−(ε −Σ
′
V ηΣ
−1
η η + g (Z, δ)Σ′UηΣ−1η η)2
2σ2(Z) ⎞⎟⎠
+ exp⎛⎜⎜⎜⎝−
σ2(Z) [u + ((ε −Σ′V ηΣ−1η η) σ˜2U (Z)σ2(Z) + g (Z, δ)Σ′UηΣ−1η η σ˜2Vσ2(Z))]2
2σ˜2U(Z)σ˜2V
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exp
⎛⎜⎝−(ε −Σ
′
V ηΣ
−1
η η − g (Z, δ)Σ′UηΣ−1η η)2
2σ2(Z) ⎞⎟⎠
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
After integrating this final expression with respect to U on its support, that is between 0 and∞, we obtain the final result.
A.2. Additional material for empirical application. In this section, we provide some addi-
tional information about the empirical application.
Table 7 contains descriptive statistics from the main variables used in the analysis. The variables
are divided by category for convenience of the reader.
Table 8 contains instead values of the F-statistics from the first stage linear regressions of the
endogenous variables on the included exogenous variables and the instruments. The null hypothesis
tested is that the instruments are irrelevant, that is, all coefficients are simultaneously equal to 0.
We can observe how all F-statistics are above 10, which is the threshold value suggested by Stock
and Yogo (2005) below which the instruments should be considered weak.
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Mean St.Dev. Min Max
Output 986391.007 7413003.065 2466.286 117761500.000
Inputs
Land 27521.032 32288.538 729.000 273800.000
Labor 520.127 4182.825 1.000 92881.000
Machinery 2.426 7.222 0.000 70.000
Fertilizers 44539.860 433215.499 0.000 7500000.000
Pesticides 85.309 226.033 0.000 3250.000
Seeds 279.404 384.670 0.002 3500.000
Environmental variables
Education 0.065 0.138 0.000 0.800
Experience 24.309 16.496 1.000 100.000
Risk Div 0.393 0.169 0.093 1.000
Instruments
Natural Shock 0.430 0.496 0.000 1.000
Human Shock 0.022 0.146 0.000 1.000
Own Supplier 0.052 0.105 0.000 1.000
Formal supplier 0.251 0.190 0.000 1.000
Informal Supplier 0.011 0.044 0.000 0.500
Peers Experience 24.739 13.366 10.000 44.000
Foot 0.653 0.425 0.000 1.000
Bike 0.161 0.340 0.000 1.000
Rickshaw 0.003 0.047 0.000 1.000
Motorbike 0.020 0.130 0.000 1.000
Tempo 0.007 0.069 0.000 1.000
Bus 0.115 0.287 0.000 1.000
Car 0.004 0.033 0.000 0.500
Table 7. Descriptive Statistics
Variable F-Statistic
Labor 27.804
Machinery 56.339
Fertilizers 26.760
Pesticides 20.298
Seeds 11.223
Risk 98.596
Table 8. F-Statistics from linear first stage regressions
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