Abstract
Introduction
Electricity demand of Iran has increased over the years and is expected to continue to increase in further years. According to the published statistics [1] electricity consumption in Iran has reached from 18.234 GWh in 1981 to 134.238 GWh in 2005. Increasing demand of electricity originates from the strong population and economic growth as well as rapid urbanization. Energy outlook of Iran manifests the importance of need for systematic management and optimization of energy. As a result, power utility has to know the accurate amount of electricity demand in the coming years to provide the required power. Study of literature shows that several methods have been used to estimate the energy demand such as mathematical models [2] [3] [4] [5] [6] [7] , artificial neural networks (ANNs) [8] , fuzzy systems [9] and partial least square regression [10] . Most often, mathematical models which are defined based on socio-economic indicators are used to estimate the energy demand. These models may be linear, quadratic or exponential forms. With respect to the used model the number of the weighting factors varies. In order to estimate the energy demand, the optimal values of the weighting factors must be determined by the help of an optimization technique. Owing to the fluctuations of the economic indicators and nonlinearity of the electricity demand in Iran, an efficient technique must be employed to find optimal or near optimal values of the models' weighting factors. Because of their stochastic nature and global search ability, metaheuristic optimization algorithms could be suitable choices for accurate modeling of energy demand estimation. There are several studies in which metaheuristic algorithms have been proposed to model energy demand estimation problem. Genetic algorithm (GA) has been used to demand estimation of oil [4] , fossil fuels [11] and electricity [2, 5] . Ant colony optimization (ACO) has been suggested in [3] for energy estimation. Particle swarm optimization (PSO) has been proposed for demand estimation of oil [4] and electricity [2] . The main goal of this paper is to estimate the Iran's electricity demand based on socio-indicators of population, gross domestic product (GDP), import and export figures. For this aim, the exponential and quadratic models are used and artificial bee swarm optimization (ABSO) algorithm is proposed to find the optimal weighing factors. ABSO is a new version of bee swarm algorithms [12, 13] trying to mimic the behaviours of bees for finding a food source with high quality. Though ABSO has simple concept and is easy to implement, the main advantage of this algorithm is high efficiency. High efficiency of ABSO originates from using different moving patterns to probe the search space. This feature makes the ability of establishing good balance between exploration and exploitation and increases the probability of finding the global solution. For estimating the Iran's electricity demand using population, GDP, import and export figures by exponential and quadratic models, 25 years observed data from 1981 to 2005 are used and ABSO algorithm is used to find the optimal weighting factors. Finally, the results are compared with the results obtained by least squares method.
Problem formulation

Electricity demand estimation
Energy demand estimation based on socio-economic indicators may be expressed using various forms of equations. Most often, linear, quadratic and exponential forms of mathematical models are used to forecast the energy demands. Thanks to the fluctuations of Iran's socio-economic indicators, nonlinear forms of equations can better estimate the energy demand. As a result, "two nonlinear forms of equations including exponential and quadratic functions defined by Eq. (1) 
where ED denotes the electricity demand, y 1 , y 2 , y 3 and y 4 are population, GDP, import and export figures, respectively, and w i (i = 1,2,…,15) indicates the weighting factor. The main problem is to determine the optimal values of the weighting factors by which the used model can estimate the electricity demand as well as possible. Electricity demand estimation can be considered as an optimization problem in which the ultimate aim is to determine the optimal values of the weighting factors by an efficient optimization technique. Number of the unknown weighting factors is 9 and 15 for the exponential and quadratic models, respectively. For this aim, "the objective function is defined by Eq. (3) for minimizing the difference between the actual and estimated electricity demands".
where F is the objective function value, x is a vector (with the length of 9 or 15 based on the used model) which contains the weighting factors and Q in the number of observations. The nonlinearity of the economic indicators and energy demand make electricity demand estimation as a complex optimization problem which needs an efficient technique to find optimal or near optimal values of the weighting factors. In the following subsection, ABSO is introduced as an approach to conquer the complexity of this problem.
ABSO algorithm
A bee swarm makes use of intelligent behaviors for collection and processing of nectar. Inspired from these intelligent behaviors, bee swarm algorithms are optimization techniques trying to find the optimal solution of complex optimization problems. In comparison with the other optimization techniques, bee swarm-based algorithms have a prominent feature. They employ different kinds of bees with distinct searching patterns. This ability provides a flexible algorithm to avoid premature convergence and discover the optimal solution. Recently, a new version of bee algorithm known as ABSO has been proposed by the authors [12, 13] in which two types of bees are employed: onlooker and scout bees. In ABSO, each bee shown by a d-dimensional vector is a feasible solution of the problem on hand and its type is specified according to the quality (objective function value) of the food source discovered. The bees have memory and memorize their experiences. At each iteration, the bees are classified into onlookers and scouts, based on the quality of the best food source that they have found so far. Consequently, the bees are ranked in light of their objective functions. Then, a predefined number of the bees which have the worst quality are chosen as scouts and the others make onlookers. The percentage of each group is selected manually. It is better to select a small number of the bees as scouts. Scout bees are those bees that use random strategies to fly over the food source area (search space). ABSO algorithm makes use of scout bees to provide exploration. Each scout bee searches the food source region randomly with a walk function, wf, for finding new food sources. "The updating pattern used by this type of bee is shown by Eq. (4)".
where x new is the new position, x denotes the current position, j = 1,2,…,d denotes the variable index, r s is a random number between -1 and 1, and "wf , defined by Eq. (5), is a vector depending on the lower bound, l, and upper bound, u". "The radius of walk function, τ, decreases with a linear function from a large value, τ max , to a small one, τ min , during the iterations as Eq. (6)
where iter is the iteration index and iter max is the maximum number of iterations. The large value of τ in the first iterations makes the possibility of global search and a small value in the last iterations allows a local search.
Among the onlooker bees, ne bees with the best quality are chosen as elites. Each elite bee dances in the hive and attempts to encourage the other onlookers to search the vicinity of the best food source that it has discovered so far. The way by which each onlooker bee makes a decision to follow a specific dancer is not obvious, but is likely in relation with the best quality of that dancer. Hence, as the quality of a dancer increases, the probability of its selection increases, too. The value of ne has a significant role on the ABSO performance. If it is selected too small, the algorithm may be influenced by premature convergence, while the large values of ne have bad effect on the search ability of the ABSO algorithm.
Each onlooker bee selects one of the dancers by a probabilistic approach as its elite bee. Here, the used approach is tournament selection. In this approach, weak dancers have a smaller chance of being chosen when the tournament size is large. This approach permits the selection pressure to be adjusted easily by the tournament size set at 2. "The onlooker bee then adjusts its position using its own knowledge and that of its interesting elite using the following pattern as Eq. (7) 
The steps of the proposed algorithm used in this study to find the optimal weighting factors for the electricity demand models are as follows:
Step ) (
where α is a random number between 0 and 1.
Step 2: the value of the objective function for each bee is computed based on Eq. (3).
Step 3: the bees are ranked based on their objective functions.
Step 4: onlooker and scout bees are specified.
Step 5: the position of the onlooker and scout bees is updated according to their patterns.
Step 6: if a bee exceeds the search space, it is replaced with the previous position.
Step 7: steps 2 to 6 are repeated until itermax is met.
Step 8: the best achievement of the swarm is selected as the optimal solution.
Simulation results
For finding the optimal weighting factors, ABSO algorithm is coded in MATLAB environment. The adjustable parameters of the algorithm are set by trial. For the exponential model the swarm size is set to 50 with 40 onlooker and 10 scout bees. In this case, the number of elite bees is set to 5. For the quadratic model, the swarm size is set to 200 with 180 onlooker and 20 scout bees. For this function, n e is set to 20. Since the problem dimension is higher when using the quadratic model, for effectively searching the population size is selected bigger. Other parameters are set as follows: w bmax = w emax = 2.5, w bmin = w emin = 0.25, iter max = 5000, τ max = 0.2, τ min = 0.02, l = -3 and u = 3. In order to estimate the electricity demand of Iran in terms of population, GDP, import and export figures by the exponential and quadratic models, 25 years observed data from 1981 to 2005 are used in this study. " Table 1 To speed up the convergence rate of the ABSO algorithm, the data used for finding the weighting factors is normalized. "Data normalization is made by using the following expression as Eq. (11) (11) where y is the normalized value and y denotes the real value. Normalization is made for each indicator using the minimum and maximum values of that indicator shown in " Table 2 ". ABSO algorithm is run 20 times the best performance of the algorithm during these runs is considered. The optimal weighting factors of the models are determined by ABSO algorithm using the data from 1981 to 1999. " Table 3 " and " Table 4 " summarize the optimal weighting factors found for the exponential and quadratic models. To validate the estimated models, the testing procedure is performed to obtain the relative error between the observed and estimated electricity demand in the period of 2000 to 2005. " Table 5 " shows the relative error between the observed demand and estimated values by the exponential and quadratic models. As " Table 5 " indicates, the average relative errors are 1.06% and 3.91% for the exponential and quadratic models, respectively. It seems that these models can estimate the electricity demand of Iran with acceptable relative errors. Comparison of the exponential and quadratic models reveals that the exponential model can estimate the demand more accurate than the quadratic one because it has found a smaller relative error. " Fig. 1 " and " Fig. 2 " illustrate the comparison between the actual electricity demand and the estimated one using the exponential and quadratic models, respectively.
The agreement between the values shows the validity of the estimation approach. In order to assess the performance of the proposed ABSO algorithm, a popular least squares method, namely, Levenberg-Marquardt (LM) is used to find the weighting factors. Table 6 lists the weighting factors. As can be seen, the average relative errors are 1.28% and 4.03% for the exponential and quadratic models, respectively. Comparison of " Table 5 " and " Table 6 " shows that the results obtained by ABSO algorithm are more accurate than the results obtained by LM method. 
Conclusion
This paper proposes ABSO algorithm to determine the weighting factors of the exponential and quadratic models for Iran's electricity demand estimation. Using two updating patterns in ABSO helps to provide a balance between exploration and exploitation. This feature increases the opportunity of finding the optimal or near optimal solution. Simulation results accentuate that ABSO can be a helpful tool for electricity demand estimation based on socio-economic indicators. Furthermore, the exponential model reaches to less relative error than the quadratic model for estimating the Iran's electricity demand. Moreover, ABSO outperforms LM method in terms of accuracy.
