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Abstract
In this paper, we establish an exact multiplicity result of solutions for a class of semilinear elliptic equation. We also obtain
a precise global bifurcation diagram of the solution set. As a result, an open problem presented by C.-H. Hsu and Y.-W. Shih
[C.-H. Hsu, Y.-W. Shih, Solutions of semilinear elliptic equations with asymptotic linear nonlinearity, Nonlinear Anal. 50 (2002)
275–283] is completely solved. Our argument is mainly based on bifurcation theory and continuation method.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the positive solutions of the equation
u + λ
√
(u − b)2 + ε = 0 in Ω,
u = 0 on ∂Ω, (1)
where Ω is a bounded C2,α domain Rn, b and  are positive real numbers, and λ > 0 is treated as a bifurcation
parameter.
Equation (1) is a typical semilinear elliptic equation with asymptotic linear nonlinearity, and was studied by several
people (see [8] and the references therein). By using Nehari-type variational method and perturbation technique,
C.-H. Hsu and Y.-W. Shih obtained the following results [8]:
Theorem A. (See [8].) Suppose that b and ε are any positive real numbers. Let λ1 be the first eigenvalue of − on
Ω with Dirichlet boundary condition. Then
(1) there exists exactly one solution of (1) for all λ ∈ (0, λ1);
(2) there exists λ∗ > λ such that (1) has at least two solutions for all λ ∈ (λ1, λ∗).
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authors presented the following open problem:
Open problem of Hsu and Shih. The uniqueness problem of non-minimal solution of Eq. (1) for Ω = B1, the unit
ball in R2.
Recently, by using bifurcation theory and spectral analysis, J. Duo, Y. Wang and J. Shi improved the results in [8]
in the following way [6]:
Theorem B. (See [6].)
(1) Fix ε > 0, suppose that λ¯ < λ2, then (1) has exactly one positive solution for λ ∈ (0, λ1] ∪ {λ¯}, has exactly two
positive solution for λ ∈ (λ1, λ¯), and has no positive solution for λ > λ¯.
(2) Suppose λ¯ λ2, then (1) has exactly two positive solutions for λ ∈ (λ1, λ2).
(3) Moreover, λ¯ → 0 as ε → ∞, and λ¯ → ∞ as ε → 0,
where λ1 and λ2 are the first and second eigenvalues respectively of − on Ω with Dirichlet boundary condition,
and
λ¯ = sup{Λ: (λ,u(λ)) is a nondegenerate solution of (1) for λ ∈ (0,Λ)}.
By Theorem B, the exact multiplicity of solutions of (1) is now clear for sufficiently large ε, but the global structure
of solution set of (1) is still not clear for ε which is not large, and so the Problem of Hsu and Shih is still open. We
also note that small ε is more important for understanding the effect of perturbation.
In this paper, we will completely solve this open problem. In fact, we will do even more than that, namely we will
get a complete understanding of global structure of the solutions of (1) on the unit ball in Rn for all n 2. Now we
state our main result.
Theorem 1. Suppose that Ω is the unit ball in Rn. Let λ1 be the first eigenvalue of − on Ω with Dirichlet boundary
condition. Then for any ε > 0, there exists λ∗ with λ1 < λ∗  λ1
√
b2 + ε/√ε, such that for Eq. (1),
(1) there exist no solutions for λ > λ∗;
(2) there exists exactly one solution for λ ∈ (0, λ1] ∪ {λ∗};
(3) there exist exactly two solutions for λ ∈ (λ1, λ∗).
Moreover, the solution set {(λ,u)} of (1) form a smooth curve in the space R×C(Ω ), which can be roughly described
as in Fig. 1.
The following local bifurcation theorem which due to Crandall and Rabinowitz [2,3] is the most important tool of
this paper.

λ
‖u‖∞
λ1 λ∗
Fig. 1.
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tinuously differentiable mapping of an open neighborhood of (λ¯, x¯) into Y . Let the null-space N(Fx(λ¯, x¯)) = span{x0}
be one-dimensional and codimR(Fx(λ¯, x¯)) = 1. And Fλ(λ¯, x¯) /∈ R(Fx(λ¯, x¯)). If Z is a complement of span{x0} in X,
then the solutions of F(λ,x) = F(λ¯, x¯) near (λ¯, x¯) form a curve (λ(s), x(x)) = (λ¯ + τ(s), x¯ + sx0 + z(s)), where
s → (τ (s), z(s)) ∈ R ×Z is a continuously differentiable function near s = 0 and τ(0) = τ ′(0) = 0, z(0) = z′(0) = 0.
To make local bifurcation argument work, a crucial thing is the following result.
Suppose f ∈ C1(R). Let u is a solution of the equation
u + λf (u) = 0 in Ω,
u = 0 on ∂Ω, (2)
then u is called a degenerate solution if the corresponding linearized equation
w + λf ′(u)w = 0 in Ω,
w = 0 on ∂Ω (3)
has a nontrivial solution.
Theorem 3. Suppose that Ω is the unit ball in Rn, u is a degenerate solution of (1). Then any nontrivial solution of
the corresponding linearized equation (3) does not change sign in Ω .
The rest of paper is organized as follows. In Section 2, by assuming Theorem 3, we prove our main result Theo-
rem 1. Section 3 is devoted to the proof of Theorem 3. We use the approach developed in [10,11,13,14]. We remark
that the results and arguments in this paper can be applied to more general nonlinearities, but we do not attempt to
make generalization in this paper.
2. Proof of Theorem 1
In this section, we prove our main result Theorem 1 by using Theorem 3. We postpone the proof of Theorem 3
until Section 3.
We firstly state some well-known results which will be used in this paper. The first one is a theorem of bifurcation
from infinity [1,3].
Lemma 4 (Bifurcation from infinity). Suppose f ∈ C1(R). Let f ′(∞) = limu→∞ f (u)/u ∈ (0,∞) and λ∞ =
λ1/f ′(∞). Then all positive solutions of (2) near (λ∞,∞) have form of (λ(s), sϕ + z(s)) for s ∈ (δ,∞) and some
δ > 0, where ϕ is a positive eigenfunction of the first eigenvalue λ1 of − on Ω subject to Dirichlet boundary
condition, lims→∞ = λ∞, and ‖z(s)‖C2,α(Bn) = o(s) as s → ∞.
In the rest of the paper, Ω always denotes the unit ball in Rn.
The next remarkable results regarding (2) are due to B. Gidas, W.-M. Ni and L. Nirenberg [7], and C-S. Lin and
W-M. Ni [12].
Lemma 5.
(1) If f is locally Lipschitz continuous in [0,∞), then all positive solutions of (2) are radially symmetric, that is,
u(x) = u(r), r = |x|, and satisfies
u′′ + n − 1
r
u′ + λf (u) = 0, r ∈ (0,1),
u′(0) = u(1) = 0. (4)
Moreover, u′(r) < 0 for all r ∈ (0,1], and hence u(0) = max0r1 u(r).
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w + λf ′(u)w = 0 in Ω,
w = 0 on ∂Ω, (5)
then w is also radially symmetric and satisfies
w′′ + n − 1
r
+ λf ′(u)w = 0, r ∈ (0,1),
w′(0) = w(1) = 0. (6)
The next lemma also plays a key rule in this paper.
Lemma 6.
(1) For any d > 0, there is at most one λd > 0 such that (2) has a positive solution u(·) with λ = λd and u(0) = d .
(2) Let T = {d > 0: (2) has a positive solution with u(0) = d}, then T is open; λ(d) = λd is a well-defined continuous
function from T to R+.
Lemma 6 is well known, see for example [9,13,14]. A simple proof of the first part of the lemma can be found
in [5]. Because of Lemma 6, we call R+ × R+ = {(λ, d): λ > 0, d > 0} the phase space, and {(λ(d), d): d ∈ T } the
bifurcation curve, and the phase space with bifurcation curve the bifurcation diagram.
Now we are ready to prove our main result Theorem 1.
Let f (u) = √(u − b)2 + ε in the rest of this section. Then f ′(u) = (u − b)/√(u − b)2 + ε, and f ′′(u) =
ε/[(u − b)2 + ε]3/2 > 0.
Define F : C2,α0 (Ω ) → Cα(Ω ), by
Fu = u + λf (u), (7)
then the linearized operator (Fréchet derivative) is
Fu(λ,u)w = w + λf ′(u)w. (8)
From the maximum principle, all solutions of (1) are positive on Ω . Moreover, if (λ∗, u∗) is degenerate solution
of (1), then by Theorem 3, the nontrivial solution w of (3) does not change sign in Ω , and hence w can be chosen to
be positive. Then by Krein–Rutman’s theorem, N(Fu(λ∗, u∗)) = span{w}, and it follows from Fredholm alternative
theorem that codimR(Fu(λ∗, u∗)) = 1. Now we prove that Fλ(λ∗, u∗) /∈ R(Fu(λ∗, u∗)). If it is not the case, then there
exists v ∈ C2,α0 (Ω ), such that
v + λ∗f ′(u∗)v = f (u∗). (9)
We also have
w + λ∗f ′(u∗)w = 0. (10)
Multiplying (9) by w, (10) by v, subtracting and integrating, we obtain∫
Ω
f (u∗)w dx = 0,
a contradiction. As all the conditions of Crandall–Rabinowitz’s bifurcation theorem (Theorem 2) are satisfied, the
solutions of (1) near the degenerate solution (λ∗, u∗) form a smooth curve which is expressed in the form
(
λ(s), u(s)
) = (λ∗ + τ(s), u0 + sw + z(s)), (11)
where s → (τ (s), z(s)) ∈ R × Z is a smooth function near s = 0 with τ(0) = τ ′(0) = 0, z(0) = z′(0) = 0, where Z is
a complement of span{w} in X, and w is the positive solution of (3), which is unique if normalized.
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uss + λf (u)uss + 2λ′f ′(u)us + λf ′′(u)u2s + λ′′f (u) = 0,
uss + λ∗f ′(u)uss + λ∗f ′′(u)w2 + λ′′(0)f (u) = 0. (12)
Multiplying (12) by w, (5) by uss , subtracting and integrating, we obtain
τ ′′(0) = −λ∗
∫
Ω
f ′′(u∗)w3 dx∫
Ω
f (u∗)w dx
< 0. (13)
By (13) and the Taylor expansion formula of τ(s) at s = 0, we conclude that at any degenerate solution (λ∗, u∗)
of (1), the solution curve turning left, that is to say, there are no any solution (λ,u) on the right near (λ∗, u∗). This
observation is very important to our proof of Theorem 1.
Proof of Theorem 1. For clarity, the proof will be divided into 5 steps.
Step 1. We claim that there exits Λ > 0, such that (1) has no solution for any λ > Λ.
Since f (u) f (b) = √ε, and f ′(∞) := limu→∞ f (u)/u = 1, it is easy to see that there exists a constant θ > 0,
such that f (u) θu for all u 0, and it can be verified that √ε/√b2 + ε is the largest number that can be taken for θ .
Then we take θ = √ε/√b2 + ε for optimization. Let ϕ be a positive eigenfunction of the first eigenvalue λ1 of −
on Ω subjected to Dirichlet boundary condition. If (λ,u) is any solution of (1), then
λ1
∫
Ω
uϕ dx =
∫
Ω
u(−ϕ)dx =
∫
Ω
(−u)ϕ dx = λ
∫
Ω
f (u)ϕ dx  λθ
∫
Ω
uϕ dx,
hence λΛ := λ1/θ = λ1
√
b2 + ε/√ε.
Step 2. Note that f ′(∞) = 1, and then λ∞ = λ1. By Lemma 4, bifurcation from infinity occurs near λ = λ1. We
claim that the bifurcation curve (λ(s), u(s)) from infinity is on the right of (λ1,∞) when |λ − λ1| is small.
Let (λ(s), u(s)) be the bifurcation curve as described in Lemma 4, then
u(s) + λ(s)f (u(s)) = 0, in Ω,
u(s) = 0, on ∂Ω. (14)
As in Step 2, let ϕ be a positive eigenfunction of the first λ1 eigenvalue of − on Ω with Dirichlet boundary
condition, that is
ϕ + λ1ϕ = 0, in Ω,
ϕ = 0, on ∂Ω. (15)
It follows from (14) and (15) that
λ(s)
∫
Ω
f
(
u(s)
)
ϕ dx = λ1
∫
Ω
u(s)ϕ dx. (16)
Since u(s)(x) = sϕ + z(s) → ∞ (s → ∞) almost everywhere in Ω , then
∫
Ω
u(s)ϕ dx −
∫
Ω
f
(
u(s)
)
ϕ dx =
∫
Ω
2bu(s) − b2 − ε
u2(s) + (u(s) − b)2 + εϕ dx > 0,
for s sufficiently large. Hence it follows from (16) that λ(s) > λ1 when s is sufficiently large.
Step 3. Since Fλ(0,0) = f (0) =
√
b2 + ε > 0, the Implicit Function Theorem tell us that there exists a solution
curve {(λ,uλ): 0 λ < δ} of (1) starting out from (0,0), where δ > 0 is small. As long as (λ,uλ) nondegenerate, the
Implicit Function Theorem ensures that we can continue to extend this solution curve in the direction of increasing λ.
To save notations, we still denote the extension by (λ,uλ). Lemma 6 implies that λ → uλ(0) is increasing. Step 1
tells us that the process of continuation towards bigger values of λ for the positive solution curve must stop at some
positive real number λ∗ Λ, and there are only two possibilities for λ∗:
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(ii) (λ∗, uλ∗) is a degenerate solution.
If (i) occurs, then again by Lemma 6, all the positive solutions (λ,u) of (1) are on the left of (λ0,∞). Denote
wn = un/‖un‖∞, then
wn + λn f (un)
un
wn = 0.
By Sobolev Imbedding Theorems and standard regularity of elliptic equation, it is easy to show there exists
w ∈ C2,α(Bn), w > 0 in Ω , such that
w + λ∗f ′(∞)w = 0 in Ω,
w = 0 on ∂(Ω),
which implies that λ∗ = λ1/f ′(∞) = λ1. However, by Step 2, all positive solutions (λ,u) on the right side of (λ1,∞),
a contradiction. Hence the case (ii) must happen. That is, (λ∗, uλ∗) is a degenerate solution.
Step 4. Let u∗ = uλ∗ , then (λ∗, u∗) is a degenerate solution of (1) by Step 3. The discussion prior this proof implies
that the solutions near (λ∗, u∗) form a smooth curve which turns to the left in the phase space. We may call the part
of the smooth solution curve {(λ,u)} with u(0) > u∗(0) the upper branch, and the rest the lower branch. We denote
the upper branch by uλ, the lower branch still by uλ. The structure of the lower branch is now clear to us, so we only
need to study the upper branch. As long as (λ,uλ) nondegenerate, the Implicit Function Theorem ensures that we
can continue to extend this solution curve in the direction of decreasing λ. We still denote the extension by (λ,uλ).
This process of continuation towards smaller values of λ will not encounter any other degenerate solutions. This is
because, if, say (λ,uλ) becomes degenerate at λ = λ0, the discussion prior this proof implies that all the solutions
near (λ0, uλ0) must lie to the left side of it, which is a contradiction. Lemma 6 tells us that λ → uλ(0) is decreasing.
So in the progress of extension of (λ,uλ) towards smaller values of λ, there are only two possibilities:
(i) the upper branch (λ,uλ) stop at some (0, u0), and u0(0) > u∗(0);
(ii) ‖uλ‖∞ goes to infinity as λ → λ˜ + 0, 0 λ˜ < λ∗.
But case (i) cannot happen, since (0, u0) is obviously not a solution of (1). Hence case (ii) happens, and a similar
argument as in Step 3 shows that λ˜ = λ1.
Step 5. Concluding of the proof. By the above argument, we obtain a smooth positive solution curve which consist
of an upper branch {(λ,uλ)} and a lower branch {(λ,uλ)}. The lower branch starts from (0,0) and stop at (λ∗, u∗),
which is a turning point to the left, and λ → uλ(0) is a strictly increasing function. The upper branch {(λ,uλ)} starts
from (λ∗, u∗) and stop at (λ1,∞), and λ → uλ(0) is a strictly decreasing function with uλ(0) blows up as λ → λ1 +0.
By Lemma 6, all solutions of (1) are contained in this smooth solution curve, and the complete bifurcation diagram
can be described as in Fig. 1 in Section 1. 
3. Proof of Theorem 3
In this section, f (u) = √(u − b)2 + ε, Ω is the unit ball in Rn. By a simple computation, we find that uf ′(u) −
f (u) < 0 if 0 < u < b + ε/b, uf ′(u) − f (u) > 0 if u > b + ε/b and uf ′(u) − f (u) = 0 if u = b + ε/b. With this
observation, we obtain the following result.
Lemma 7. If u is a degenerate positive solution of (1) and w is a nontrivial solution to the linearized equation (3),
then u(0) > b + ε/b.
Proof. By Lemma 5, u and w are radially symmetric on Ω and satisfy (4) and (6). We rewrite (4) and (6) in the form
(
rn−1u′
)′ + λrn−1f (u) = 0, r ∈ (0,1),
u′(0) = u(1) = 0, (17)
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)′ + λrn−1f ′(u)w = 0, r ∈ (0,1),
w′(0) = w(1) = 0. (18)
By the Harnack inequality (or by the well-known uniqueness result for the second order differential equation),
w(0) 
= 0.
From (17) and (18), we obtain[
rn−1(u′w − uw′)]′ = λrn−1[f ′(u)u − f (u)]w. (19)
If u(0) b + ε/b, then
u(r)f ′
(
u(r)
)− f (u(r))= bu(r) − (b2 + ε)√
(u(r) − b)2 + ε < 0
for all r ∈ (0,1].
If w does not change sign in [0,1), then we may suppose that w(r) > 0 in [0,1) (otherwise replace w by −w).
Integrating (19) over [0,1], we get
0 = λ
1∫
0
rn−1
[
f ′(u)u − f (u)]wdr,
which is a contradiction.
If w change sign in [0,1), then w vanish at some points on this interval. Let r1 be the largest zero of w in [0,1),
and we may suppose that w(r) > 0 on (r1,1) (otherwise replace w by −w). Integrating (19) over [r1,1], we obtain
rn−11 u(r1)w
′(r1) = λ
1∫
r1
rn−1
[
f ′(u)u − f (u)]wdr. (20)
The left side of (25) is positive, while the right side is negative. A contradiction again. The proof is completed. 
Now we are ready to prove Theorem 3. The comparison techniques by using test functions ru′(r), ru′(r) + μu,
ru′(r) + μ, etc. (see [4,5,9,11,13–15] and the references therein) do not seem to work for our problem. It turns out
that we can use a direct and simpler approach for this question.
Proof of Theorem 3. Let u be any degenerate solution of (1), and w be a nontrivial solution of corresponding
linearized equation (3). We may assume w(0) > 0.
By Lemma 7, u(0) > b+ ε/b. Since u(r) is strictly decreasing on [0,1], there exists a unique r∗ ∈ (0,1), such that
u(r0) = b + ε/b.
Now we show that w(r) does not vanish on the interval [0, r∗]. Suppose on the contrary that r0 is the smallest zero
of u(r) on [0, r∗]. Let v = u − b, then(
rn−1v′
)′ + λrn−1f ′(u)v = λrn−1[(u − b)f ′(u) − f (u)]. (21)
By (18) and (21), we obtain[
rn−1(v′w − vw′)]′ = λrn−1[(u − b)f ′(u) − f (u)]w. (22)
Integrating (22) over the interval [0, r0], we get
−rn−10
(
u(r0) − b
)
w′(r0) = λ
r0∫
0
rn−1
[
(u − b)f ′(u) − f (u)]wdr. (23)
Since u(r0) u(r∗) = b + ε/b > b, w′(r0) < 0, the left side of (23) is positive. On the other hand, since
(u − b)f ′(u) − f (u) = − ε√
(u − b)2 + ε < 0, (24)
and w(r) is positive on [0, r0), the right side of (23) is negative. A contradiction.
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the proof of Lemma 7. If w vanish on [r∗,1), we may suppose that r1 is the biggest zero of w on [r∗,1), and w > 0
on (r1,1).
Integrating (19) over the interval [r1,1], we get
rn−11 u(r1)w
′(r1) = λ
1∫
r1
rn−1
[
f ′(u)u − f (u)]wdr. (25)
For r ∈ (r1,1), u(r) < b + ε/b, then
f ′
(
u(r)
)
u(r) − f (u(r)) = bu(r) − (b2 + ε)√
(u(r) − b)2 + ε < 0,
which implies that the right side of (25) is negative. But the left side of (25) is positive, again a contradiction. The proof
is completed. 
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