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CHAPTER ONE 
INTRODUCTION 
Formulation of human welfare policy 
requires extensive economic study and economic 
modeling which is extremely complex. This policy 
creation is done by modeling of these economic 
relations with the help of a set of mathematical 
equations or through a set of statement or merely 
by the graphical representation. The best of above 
stated is the set of mathematical relationships, 
which deals with the interrelationship among 
variables, and it qualifies & quantifies both. The 
real world economic situations invalidate the 
mathematical equations totally for characterizing 
the human behavior. Famous statist ician Karl 
Pearson developed the correlation theory. It 
becomes necessary tool for analyzing the 
mathematical relationship in economics. Once an 
economist learned the multiple correlation analysis, 
they have never slowed down results . Now it is so 
easy to generate least square regression equations 
by the dozens that almost every practitioner 
professional or researcher's work contains a linear 
multivariate statistical equation complete with 
standard errors, multiple correlation coefficient and 
serial correlation statistics. 
Formal econometrics was begin with 
pioneering work of Henry Moore (1914), Henry 
Schultz (1938) Paul Dongles (1928) and Jan 
Tinbergen (1939). Raguir Frisch continued and gives 
new standards by raising important conceptual 
issues as done by Elmer Working (1927). 
T. Haavelmo (1943, 1944) and A. Wald 
(1943) formulated the economic theory problems in 
terms of statist ical inference. With the help of both 
of these scholar's work econometrics becomes 
special branch of mathematical stat ist ics. 
The results of Haavelmo and Wald 
were extended by Koopmans, Marshal, Hurwitz, 
Anderson and others (1950). During the late 1940's 
and early 1950's, the role of econometrics has been 
further substantiated by the quality work of Lord J. 
M. Keynes (1936). Application to model building was 
made but only few new techniques were developed. 
Except Theil's work on Two Stage Least squares, 
the decade was generally one of application with 
steady growth in the subject. 
However from 1960's the situation 
reversed, new estimators were obtained; new 
methods of lag distributions were explored. Some 
new methods were introduced into econometrics like 
Spectral Analysis etc. Model building becomes more 
ambitious, many public and private bodies were 
using estimated models, and old vagging problems 
of nonlinearity were overcome. 
In the post world war - II period, 
economist have felt sufficiently confident of their 
theoretical structure to extensively utilize a 
separate branch of econometrics to relate economic 
theory directly to observations. However the results 
of applied econometric research have not been 
particularly impressive. It is believed that with so 
massive and sophisticated stat ist ical machinery 
generally indifferent results have been obtained and 
a striking example is large-scale micro econometric 
model. A major difficulty with assessing applied 
econometric research is that obtaining empirical 
results is a complicated interaction of brining 
economic theory to data. Thus different 
performances may result from several problems like 
inadequate development of new classical theory, 
aggregation problems, and substant ial errors in 
data, inadequate development of econometric 
theory. The limitations of econometric theory are 
important to bear in mind for applied econometric 
results . However econometric theory can offer much 
to the broader field of econometrics, particularly if 
its development stays in touch with needs of 
changing economic hypothesis as they arise. 
Stochastic models provide the 
analytical framework for studying the human 
behaviour. These models are tested for describing 
the mechanism governing human behaviour despite 
of the fact that they are simplified abstractions 
from the real world complexities. 
In the initial development of economic 
theory in terms of mathematical relationship 
economists firstly used verbal exposition to 
formulate the basic principles of economic theory. 
The earlier economic studies stared from a set of 
observations concerning the individual behaviour as 
consumer and producers. The basic assumptions 
were set relating the individual economic units. 
Thus in demand theory it is the basic assumption 
that consumer aims at the maximization of his 
satisfaction technically known as utility from the 
expenditure of his income given the prices of the 
commodities. Similarly the producers are assumed 
to be motivated by the maximization of their 
profits. 
From these assumptions the 
economists derive some general results by using 
pure logical reasoning and therefore propounded the 
laws of economics concerning with the process of 
economic systems. That is the reason why economic 
theories developed in an abstract level were not 
tested against real world economic situations. 
Stochastic models are used for this type of 
unification of economic theories. It can be said that 
the basic objective of using the model is analysis, 
which can be explained in different ways like 
obtaining numerical evidence to test the 
explanatory powers of economic theories. 
Stochastic models are also useful for 
obtaining coefficient's estimates of economic 
relationship, which are reliable. These estimates 
are used for evaluating elasticities, multipliers 
coefficients of productions, marginal costs, marginal 
revenues and other parameters of economic theory. 
These coefficients are useful with their numeric 
value in creation of economic policies. These 
numeric values of individual coefficients help to 
compare the alternative policy decisions. 
The stochastic models play an 
important role in forecasting too. The forecasts 
related to the values of the economic magnitude 
enables the policy makers to judge whether it is 
necessary to design any measure to influence the 
relevant economic variables. 
Among the various stochastic models 
the simultaneous equation models have acquired 
paramount importance during the last few decades 
owing to their success as demonstrated by empirical 
findings in explaining and predicting the variations. 
For the parameter in the structural 
equation of this type 
Y = Y .U + X .u + a „ 
Y = A ,8 + a , 
f R\ 
WhereA, =(i;, x j , ^ P 
K^J 
The estimation procedures can be 
broadly classified into two groups' limited 
information and full information. The limited 
information procedures estimate the parameters of 
equations one by one and employ only a-priori 
information pertaining to that particular equation 
under study. No use is made of the simultaneity of 
the system. This is done in full information 
procedure in which the parameters of all the 
s tructural equations are estimated jointly using the 
entire a-priori information. However it can not be 
claimed that full information procedure are always 
more efficient than limited information procedure. 
In the context of limited information 
estimation procedure, various estimators have been 
proposed. Among them, an important family of 
estimators is k-class that encompasses many 
interesting estimators. This family for the 
coefficient value § in the above equation is defined 
by 
4=[A;(I,-kPJAj"A;(I,-kPJy 
Where P^ < I^-X(X'X)"'X' and k is the scalar 
characterizing the estimator. 
If we set k=0 in the above, we obtain the 
ordinary least square estimator, s , while if we 
put k=l we get the two stage least square 
es t imator ,^ ,similarly we find the limited 
information maximum likelihood estimator,v? , if 
we take k to be stochastic and substi tute k= ;i where 
;i is given by 
. (y-Y,yg)P.:(y-Y,yg) 
Goldberger[1965] established that 
the k-class estimators can be interpreted as an 
instrumental variable estimator. Maeshiro[1966] 
considered a structural equation containing merely 
one explanatory jointly dependent variable and 
demonstrated how, given a member of k-class, the 
other k-class estimators can be generated. Oi [1969] 
proved that the k-class estimator can be derived as 
classical least square estimators in a transformed 
structural equation and obtain mathematical 
relationship connecting k-class estimator and two 
stage least square estimators. He also showed that 
k-class estimator is weighted average of ordinary 
least squares and two stage least squares 
estimators. A simple derivation of the identity 
between k-class and two stage least square 
estimators can be worked out following Srivastava 
and Tiwari [1977]. 
Theil [1961] plotted the k-class 
estimates in the Girshich-Haavelmo model for the 
values of k changing between 0 and 1.5. This led 
Maeshiro [1974] to study the graph of k-class 
estimator in a structural equation containing 
merely one explanatory jointly dependent variable. 
The k-class estimator has the same 
asymptotic second order moment matrix as two 
stage least square estimator. In fact, under fairly 
general condition the asymptotic distribution of 
^(^S - S) is multivariate normal with mean vector 
0 and the variance co-variance matrix c7 (^J']V[ J)~^ 
w h e r e ( x n X ) = XJcr> with J as a select matrix. 
Thus all the k-class estimators with characterizing 
scalar k that include limited information maximum 
likelihood estimator too have identical asymptotic 
properties have little relevance in any given 
practical situation become the time generally 
employed for parameters are taken to be short in 
order to keep the supposition of constancy of 
parameters intact. 
Past Monte Carlo studies have 
provided insights into the comparative merits of the 
various estimators and that formed the basis of 
subsequent analytical investigation. Among the 
analytical methods, the large sample approach was 
pioneered by Nagar [1959] who worked out the bias 
vector and mean squared error matrix of the 
asymptotic distribution of the consistent k-class 
estimators with fixed k as the number of 
observations grow large. His study permitted the 
inclusion of limited information maximum 
likelihood, ordinary least square and other 
inconsistent estimators. Anderson and Sawa [1973] 
forwarded another analytical approach that involves 
the asymptotic expansion of characteristic function 
of estimators and there from to recover the 
distribution function through inversion theorem. 
This dissertation is an attempt to 
collect and discuss the available research material 
on the properties of k-class estimator and also to 
study them under various specifications. The main 
objective here is to organize in a systematic manner 
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the classical and recent developments in this area. 
Also an attempt has been made to point out some 
problems, which are still remained unsolved and 
need further investigation and research. 
Chapter two deals with some 
properties of the k-class estimators. The basic 
approach and the assumption underlying them have 
been discussed. These estimates have desirable 
asymptotic properties under certain mild 
restrictions on the characterizing scalar. However 
such asymptotic properties are not very relevant in 
general practice. 
The last chapter contains a discussion 
on the properties of k-class estimators under 
various specifications. Some small sample 
properties are discussed. Kadane [1971] worked out 
small disturbance approximation for the bias and 
mean squared error and matrix of consistent and 
asymptotic normal estimators of k-class. As far as it 
was possible recent contributions to the subject 
have been included. 
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SOME ASYMPTVriC PROPERnES OF k-CLASS ESTIMAIORS 
An important problem of 
estimation is that of the celebrated Simultaneous 
equations. It arises because of the interdependence 
of economic phenomena. Sometimes a situation 
arises in which the explanatory variable do not only 
influence the dependent variable analyzed but are 
also influenced by it directly in a manner to be 
considered later. Such situation may occur if the 
price behaviour is to be analyzed as for instance 
prices may both affect and be affected by other 
variable like stock. In that case the equation 
describing the fluctuations of the variable analyzed 
contains two types of explanatory variables viz., 
variable for which such a mutual relationship exists 
and variables for which this is not true. Under 
linearity assumptions we may write the equation 
y(t) = i;y,y,(t)+Ijff,x^(t)+u(t) 
In matrix notation: 
13 
Where ^ u = 0, ^(uu ' ) = cr^I. The variables 
y»yny2»y3' ym ^^^ those, which exhibit mutual 
relationship; they are called "jointly dependent." 
The other variables (Xj,X2,X3 x,) are called 
"predetermined". The subscript 1 of the matrix X^ 
will be explained below. The lat ter category consist 
in general of two groups, viz. exogenous and lagged 
endogenous variables the values of the lat ter being 
identical with those of certain jointly dependent 
variables except for a lag transformations. An 
example: we may have a demand equation which 
describes the quantity bought and sold in period 
t(qt) as a linear function of the price p^ of that 
period of the same price lagged (Pt_i) and of income 
( M , ) : 
q, = a + >9jPj + y?iP,_j + A M , + u , 
u^ . being the random disturbance. If we assume 
price and quantity to be interrelated by demand and 
supply mechanism while income is determined by 
outside factors then p, is a current endogenous, p,_j 
a lagged endogenous and M, a current exogenous 
variable. Hence p, and q, are jointly dependent 
whereas p,_j and M, are predetermined. Here we 
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shall assume that all predetermined variables are of 
the exogenous type so that their values can be 
regarded as nonstochastic. It is now no longer 
correct to assume that the disturbances vector is 
independent of all explanatory variables since this 
cannot be true in general for all y' s on the right of 
above equation. This reduces the possibility of 
estimation for it is this independence, which 
underlies the estimation methods of the preceding 
pages. However the possibility may be restored just 
because of the mutual relationships, which are the 
cause of the complication. We assume that these 
relations together with above equation form a 
system of "simultaneous" linear equations. 
In general, we will have more 
predetermined variables in the whole systems then 
in any of its separate equations. Now the basic idea 
in the estimation of the coefficient of such 
equations is that the excess of the number of the 
predetermined variables in the system over that in 
any part icular equation can be used in order to 
replace the right hand y's about which we cannot 
assume that the y's are independent of the 
disturbance vector of that equation. But it will be 
intuitively clear that the excess just mentioned 
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(A-1) should then at least be equal to the number 
of these y's (m): 
A > m + 1 
Under various assumptions it is 
possible to derive estimators with certain desirable 
properties. But a price has to be paid: these 
properties do not refer to finite sample but to 
infinite ones just as in the case of the sampling 
variances of the inequality coefficient. 
It follows from the assumptions that 
the jointly dependent variables can be written 
explicitly in terms of the predetermined variables. 
This is the reduced form of the system, which 
consists of M reduced form equations (one for each 
jointly dependent variable); in contrast to this, the 
M equations of the original system are called 
s tructural equations. Now if the lat ter equations 
are all linear, this must also be true for the former. 
Consider then in particular that part of the reduced 
form that corresponds with the jointly dependent 
variables. Estimating it by least squares, we obtain 
Y = X(X'X)-'X'Y + V 
where (X'X) ^X'Y is the matrix of the least squares 
is reduced form coefficients and V is the matrix of 
estimated reduced form disturbances. Let us then 
write in the form 
and apply least-squares to this equation. Now apply 
ordinary least square after the dependent 
explanatory variables are corrected by subtracting 
the estimated reduced form disturbances. We call 
this the two stage least square method. Now for the 
sampling error, we obtain 
e = 
Y'Y-V'V Y'X -1-1 
X\Y x/x, 
"Y'-V 
X', u 
provided that the inverse matrix exists. Post 
multiplying this equation by its transpose, 
multiplying by T and taking the mean value gives 
for large samples. 
lim^(Tee') = (7^plimT 
T->oo T^oo 
Y'Y-V'V Y'X, 
X'^ Y x\x. 
provided the probability limit exists. The variance 
(7^ is consistently estimated by the sample variance 
17 
of the estimated disturbances, if all the 
assumptions are satisfied. Hence it is possible to 
compute asymptotic standard errors. 
More generally let us replace the estimation 
equations by 
(Y-kV)'y Y'Y-kV'V Y'X, 
X\Y x\x,. 
c^^  
vo; 
where k is scalar ,stochastic or non stochastic which 
may depend on the sample clearly above equation 
defines a class of estimators is to be called the k-
class, of which two stage least squares is one 
member(k=l), and least squares with y treated as 
sole dependent variable another member (k=0);we 
can indicate the later method as "single stage least 
squares" because the first stage (that of 
determining V)is omitted, a third member of the k-
class estimator is the limited information maximum 
likelihood estimator which was derived by 
T.W.Anderson and H Rubin, The maximum 
likelihood variant is the case k = l + L>, u being the 
smallest root of the determinantal equation 
M i - ( l + u)M| = 0 
18 
Where M^ and M are the normal mat r ices of the 
e s t ima ted d is turbances in the leas t squares 
regress ions of y,yi,y2,y3» Ym on x^,x^,x^ x^  
and Xj,X2,X3 x^ respectively. 
M,= 
Y' 
[y Y] y 
Y' 
X , ( X / X , ) - X , ' [ y Y] 
M = 
y' ' 
Y' 
[y Y] - r 
Y' 
X ( X ' X ) ^ X ' [ y Y ] 
I t can be shown tha t u is a lways zero if 
(yi»y2?y3» ya) (^ ^® ^^^^ of i^^^ identif icat ion) so 
t h a t the maximum likelihood va r i an t is then 
ident ica l with two stage leas t squares . For A > m + 1 
we have i; > 0. 
The following resu l t for member of k-class can be 
easily proved. Fi rs t if p l i m ( k - l ) = 0 then they are 
cons is ten t under above-mentioned assumpt ions . 
Second if plim (k-1) =0 then the i r sampl ing error 
Iby . Ifi) 
19 
have the asymptot ic covariance mat r ix given 
ear l ie r . It follows tha t the s ingle-s tage leas t 
squares es t imator(k = 0)is not cons is ten t except 
accidental ly but t ha t the maximum likelihood 
es t imator is i ts asymptot ic covariance mat r ix being 
discussed ear l ie r because the l a t en t root u is of the 
order of 1/T in probabil i ty. Fu r the rmore since the 
l a t t e r es t imator is asymptot ical ly efficient under 
normal i ty condition on the d i s tu rbances , the same 
must be t rue for the other e s t imators of the k-class 
for which p lim VT (k -1 ) = 0 like two stage leas t 
squares . 
Chow [1964] has compared var ious 
e s t ima to r s of the pa ramete r s of l inear s imul taneous 
equa t ions in te rms of the following genera l iza t ion of 
the method of least squares . To explain one 
(column) vector y by a set of vectors 
Z = (ZjjZgjZgjZ^, ,Zg) the method of leas t 
squares minimizes the var iance of the difference 
yy^'-Z/', with respect to the scalar /?' and the 
column vector y\ subject to the res t r i c t ion t h a t the 
var iance of yy '^ equals any positive cons tan t c. To 
explain a l inear combination yfi^ of a set of vectors 
Y=(yi,y2,y3> YG) ^J ^ set of vectors 
20 
Z = (Zj,Z2,Z3,Z4, ,Zjj) the method of leas t squares 
minimizes the var iance of the difference Yp^-T^y^ 
with respect to the column vectors /3^ and Y\ 
subject to the res t r ic t ion tha t the var iance of Yyff' 
equals c. To explain many l inear combinat ions 
Yj3,\Yfi,\Yj3,\Yj3,\ ,¥/?(,' of a set of vectors Y 
respect ively by the l inear combinat ions 
Z/^\Z/2\Zy^\ >Z/g' of a set of vectors Z, a 
n a t u r a l genera l iza t ion of leas t squares is to 
minimize the general ized var iance of the differences 
Yp,^-Zy,\Yp,^-Zr,\ ,YJ3^^-Zy^\ subject to 
the res t r ic t ion t h a t the general ized var iance of 
Yp,\Yj3^\Yp,\Yp,\ ,Yp^' equals c, and other 
r e s t r i c t ions imposed for ident i f icat ion. 
This genera l iza t ion essent ia l ly resu l t s 
from (a) replacing the var iable y to be explained in 
ordinary leas t squares by l inear combinat ions of the 
var iab les Y, and (b) replacing the var iances in 
ordinary leas t squares by the i r corresponding 
general ized var iances . The method of full-
information maximum likelihood is precisely the 
above genera l iza t ion of the method of l eas t squares . 
All o ther methods deviate from th is genera l iza t ion . 
Limited- informat ion maximum likelihood adheres to 
21 
the l inear combination aspect (a), but , since 
identifying res t r ic t ions on the coefficients [>9j,;^ iJ 
of other equat ions are ignored, it cannot deal 
with the general ized var iance (b) of 
YP,^-ZY,\YP,^-ZY,\ ^ m - Z r a ' Two-stage 
leas t squares deviates from both aspects (a) and (b) 
of the above general izat ion, so does Theil 's k-class. 
Three-s tage leas t squares follows the principle of 
general ized var iance , but not l inear combinat ion. 
Among the byproducts of th is 
comparison is obtained, a der ivat ion of the method 
of th ree - s tage leas t squares by minimizing a 
general ized var iance , and a genera l iza t ion of 
canonical correla t ions for the s t ruc tu re of 
s imul taneous equat ions . 
A GENERALIZATION OF THE METHOD OF 
LEAST SQUARES 
Relation between One Variable and a Set of 
Variables 
The method of leas t squares as applied 
to the model of mult iple l inear regress ions can be 
briefly s ta ted . Let yt( t = l,2, ,T) be the sum of a 
l inear function of K fixed var ia te z^ j^Z^g' »^ tK 
22 
and a random term u, drawn independent ly (of the 
z's and of U j . , r # t ) from a d i s t r ibu t ion with mean 
zero and var iance CF^. Let y be the column vector of 
T observat ions on the dependent var iable 
ZjjZg, ,Zg be column vectors of the K 
explana tory var iables , and the mat r ix Z be 
Z = (ZjjZgjZgjZ^, ,Zg) To es t imate the column 
vector /* of coefficients in the l inear regress ion by 
leas t squares , one minimizes the sum of squares 
II Ii2 
{y-Zy^y{y-ZY^) = \y-Zyj i.e. the squared length of 
the vector y - Z / ' , with respect to / ' . Since the 
squared length of y -Z ;^ ' is propor t ional to the 
var iance , one can speak of minimizing the var iance 
of y - Z / ' . 
Consider a symmetr ica l expression, 
yy^'-Z/' where symmetry is in t roduced by the scalar 
P\ mul t ip ly ing the vector y. One will immedia te ly 
note t h a t the direction for minimizing i ts squared 
length is de termined by a normal iza t ion ru le . The 
method of leas t squares jus t s t a ted is to minimize 
the squared length of yP^-Zf, wi th respect to all 
the coefficients P' and / ' , subject to the 
normal iza t ion P^=l. This minimizat ion amounts to 
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finding the orthogonal projection of the vector y on 
the space {Z} spanned by the vectors Z. 
It is important to note that the above 
normalization )^'=1 accomplishes two distinct 
functions of normalization. One function is to fix 
the direction of minimizing the sum of squares, to 
be called direction-normalization. The other is to fix 
the scale for the coefficients, to be called scale-
normalization. Posing the following constrained 
minimization problem with two steps can best set 
these two functions forth. In the first step, 
II I|2 11 ||2 
minimize ||y>9'-Z/'|| subject to ly> '^|| = c . For any 
positive constant c, this step determines the 
direction of minimization since it projects a 
multiple of the vector y, with given squared length 
c, on the space {Z}. After the coefficients P' and y^ 
are estimated by this step, one may wish to take a 
second step to rescale them, preserving their ratios. 
For example, if one wishes to set the coefficient of y 
equal to one, he will divide all estimated 
coefficients by the estimate of p\ This will give the 
same estimates as in the last paragraph. Note that 
the scale-normalization P'=\ in Step 2 of this 
constrained minimization does not determine the 
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direction of minimization, which is governed by the 
II l|2 
direction-normalization ||y/?'| = c in Step 1. Had the 
II I 2 
direction normalization, say ||Zj7j'| = c , been used in 
Step 1, the resulting estimates could still be scaled 
to make y9'=l. However, the direction of projection 
would be from the vector z^  onto a space spanned 
by, y,Zj,Z2,Z3, ,Zg and would not be the direction 
desired. 
Besides formulating the method of 
least squares by the above-constrained 
minimization, one can choose to minimize the ratio 
of the residual variance to the total variance to be 
explained, i.e., |yy^'-Z;''| I\YP\ Whatever the solution 
for y9' and y^ happens to be, or whatever the value c 
II Il2 
of ||y> '^| happens to be, this ratio is minimized if and 
II ||2 . 
only if its numerator |yy^'-Z/'jj is minimized for 
II l|2 
lyy '^l equal to that value c. Thus, the minimization 
of this ratio itself determines the direction. No 
matter what scale-normalization, such as >^'=1 or 
y=l, is introduced in minimizing this ratio, the 
direction is assured. To summarize, using the con-
II Il2 
strained minimization of \\yfi'-Z/\\ , one determines 
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the direction by the constraint (or direction-
II I|2 
normalization) |yy '^| = c . Using the minimization of 
the ratio, one determines the direction by its 
II Il2 
denominator ||yy '^|| . In both cases further scale-
normalization can be introduced. 
In the multiple regression model there 
is no question concerning which direction to 
II Ii2 
minimize the sum of squares ||y/?'-Z/'|| . In the 
population, the vector y is assumed to be the sum of 
two parts , its mean vector TJJ^ in the space {Z}, and 
a random vector u orthogonal to (independent of) 
the vectors Z. Accordingly, in the sample, the mean 
vector TAY^ is estimated by the orthogonal projection 
of y on the space {Z}, as we have stated 
algebraically. If the random term "' in this model is 
further assumed to be normally distributed, it is 
well known that the least-squares estimator is 
identical with the maximum-likelihood estimator. 
Relation between Two Sets of Variables in One 
Equation 
Let there be G variables, denoted by 
Yti,Yj2, Y^G foi" t^® *^^  observation 
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( t= l , ,T). Assume tha t a l inear function of these 
var iab les is genera ted by a l inear function of the 
fixed va r i a t e s z^j,z .^2, ,z^jj, plus a random term 
w, drawn independent ly (of the z's and of U^,Ti^t) 
from a populat ion with mean zero and var iance a^: 
AYti + + y^oy tG = Ti^ti + + TAK + Ut 
( t= l ,2 ,3 . . . T). Geometrically th i s model assumes 
t h a t a l inear combination f^^  of the vectors Y= 
(yj,y2, y^) is the sum of a mean vector Zf' in 
the space {Z} spanned by the vectors 
Z = (Zj,Z2, ZQ), and a random vector u independent 
of (orthogonal to) z^jZg, z^.. 
To es t imate the coefficients of th is 
model by leas t squares , one would correspondingly 
find the orthogonal projection of a l inear 
combinat ion of Yfi^ the vectors Y on the space {Z}, 
II ll2 II ||2 
e i ther by minimizing ||Yy '^-Z;i '^| subject to ||Yy9'|| = c 
II 1)2 / i i ||2 
or by minimizing the rat io \\Yj3^-Zy]\ /\\YJ3J , e i ther 
will gua ran t ee t h a t the projection is directed from a 
l inear combinat ion Y> '^ of a given length to the 
space {Z}. 
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Once the direction-normalization is 
accomplished by either method, one is free to choose 
a scale-normalization such as ;9'= 1 or / ' = ! . Let it 
be emphasized that when an arbitrary scale-
normalization is adopted one should not discard the 
II ll2 
constraint P/^\\ -^ ^^ the constrained 
II Il2 
minimization, or the denominator \\^fi\\ in the ratio 
minimization, which is essential for setting the 
direction. 
Relations between Two Sets of Variables in a 
System of Equations 
Let the model be generalized to G 
equations. The i*^  equation is 
AiYti + +Aay tG =7iiZti + +riKZtK + Uti 
(t=l,2,... . ,T; i=l,2,...,G) 
Or Yy^/=Zr/+u, (i = l,2,.., G) 
The whole system can be written as 
Or, in obvious notation, 
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YB'=Zr'+U 
It is assumed that, for the ith equation, a certain 
linear combination Yy9' of a specified subset of the 
vectors Y is the sum of a vector Z/j' in a specified 
subspace of {Z} and a random vector Uj orthogonal 
to {Z} (The "specified subset" and the "specified 
subspace" in this assumption, which amount to 
setting some specified coefficients in the i*^'^  
equation equal to zero, are for identification). The 
random variables (u^ ijU g^? j^to) have a G-variate 
distribution with means zero and covariance matrix 
Z, and are independent of all z' s and of 
u^j,u^25 »UJG(^^^)- This is the statistical model 
proposed for studying economic relationships. 
As compared with the method of least 
squares for the model of multiple linear regressions, 
our generalization (a) replaces one vector y in one 
equation by the linear combination Yy^ ' in the i*^  
equation, and (b) replaces the variances by their 
corresponding generalized variances. Although this 
is not the unique generalization of least squares, we 
do claim that it is a natural generalization. 
Furthermore, we feel that the replacements (a) and 
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(b) are more reasonable for the present model than 
any other candidates which have been suggested. 
FULL-INFORMATION MAXIMUM LIKELIHOOD 
The above generalization of least 
squares can be put in the form of a constrained 
minimization, or of minimization of a ratio. In the 
first form, we minimize the determinant, 
|(YB'-Zr')'(YB'-Zr')L 
Subject to BY'YB' 
= c 
As long as the constraint (direction-normalization) 
is respected, we can arbitrarily impose scale-
normalization such as )^ ii = 1 (i-1) > G). 
Computationally, when G is larger than 1, the 
constraint alone will not determine numerical 
estimates. Numerical estimates can be obtained by 
simultaneously imposing G-1 scale-normalizations 
together with the constraint. The remaining scale-
normalization can be applied afterwards as in the 
case G = 1. 
In the ratio form, we minimize 
(YB'-Zr')' (YB'-Zr') / BY' YB' 
30 
Here, as long as the denominator is retained, one 
can introduce G scale-normalizations 
simultaneously with the minimization of the ratio, 
as in the case G= 1. Note again that the G scale-
normalizations alone, without the denominator, will 
not be sufficient for providing direction-
normalization. 
It is easy to show that the generalization of least 
squares, expressed in ratio form, is precisely the 
method of full-information maximum likelihood 
when the G-variate distribution of the u's is 
assumed to be normal. Since 
BY'YB' = B • Y'Y • B' = B Y'Y 
where the elements of Y are given data, minimizing 
the above ratio is equivalent to maximizing 
B|7|(YB'-Zr)'(YB'-Zr)| 
which is indeed (except for a constant factor) the 
square of the likelihood function for the structure of 
simultaneous equations. 
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LIMITED-INFORMATION MAXIMUM LIKELIHOOD 
The generalization of least squares 
also provides a convenient setting for the discussion 
of other methods of estimating parameters in 
simultaneous equations. The limited-information 
maximum likelihood estimator is the first to be 
discussed. 
To find a linear combination ^P' of the 
dependent variables that is best explained by a 
linear combination Z/j ' of the predetermined 
(I 1(2 
variables, we minimize the squared length ||Yy^'-Z7'|| 
II i i 2 
subject to ||Y/?'| = 1 . One equation, say the first, in a 
system of simultaneous equations is used to explain 
a linear combination Yy^ ' (where some elements of 
yff/ may be zero) of a subset of dependent variables 
by a linear combination Z/ ' (where some elements 
of fj ' may be zero) of a subset of predetermined 
variables in the system. 
Let the coefficients (A/ i ) in the first 
equation be partitioned as (>^  0 / 0). Let the matrix 
(Y Z) be accordingly partitioned as (Y^Y^ZjZ„. One 
I 2 
might be tempted to minimize yl^P^-Zj' Subject to 
32 
j|Y^y '^| = 1 . Such a method is invalid, however, since 
the random variables Y^  are determined not only by 
the predetermined variables Z^  in the first 
equation, but also by the other predetermined 
variables Z„ in the system of simultaneous 
equations. Specifically, in addition to the first 
equation, 
Y,>^'=zy+u„ 
The model specifies the reduced-form 
equations explaining Y^ by Z^  and Z„ 
Y,=z,n'„+z..n'„+v„ 
Post multiplying above equation by 
Yy9' gives 
YJ^=Z,Y{\,p'^Z..n\,P'+\J\ 
Above equation provides a link between the 
reduced-form equations and the s tructural equation, 
it also provides an appropriate restriction for the 
I ii2 
minimization of |Y^y9'-Zi/'|| were treated in 
isolation, one would simply minimize the sum of 
squares u /u^ = 
ll2 
Y^y^'-Zj^'l of the estimated residuals 
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subject to the restriction ySY '^Y y^^ ' When the 
reduced-form equation and the s tructural equation 
are also present, however, it seems natural to 
minimize the above sum of squares ||Y^y&'-Zj;^ '| 
relative to the sum of squares of the estimated 
residuals of above equation. Let V^ be the residuals 
of the s tructural equation estimated by a regression 
of Y^ on both Z^  and Z**. Then the sum of squares of 
the estimated residuals will be y^^'V*>^', which 
provides a restriction in the minimization of 
II i i2 
||7^/?-Z,7'| The method of limited-information 
maximum likelihood is to minimize 
m:-fL:)(xj'-z,f) 
Subject to 
/Ni'rj'^c 
or, equivalently, to minimize with respect to fi the 
ratio 
mm 
l(y9) = - ^ 
XA'-z,r1| 
mm Kfi'-^rA |2 ' 
called the variance ratio. 
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TWO-STAGE LEAST SQUARES 
The method of two-stage least squares 
suggested by Theil [1953] and Basmann [1957] 
applies least squares, in the first stage, to estimate 
each dependent variable by all predetermined 
variables, and, after one particular dependent 
variable is chosen (on independent grounds) in each 
equation in the second stage, applies least squares 
to explain that dependent variable by the previously 
estimated values of the other dependent variables 
and by the predetermined variables in that 
equation. The first observation that would make one 
uneasy about the method of two-stage least squares 
is that the choice of a dependent variable, say y^, 
for the first equation, etc., in the second stage 
seems arbitrary. The estimates will differ according 
to the choice made. In other words, one has not yet 
specified in which directions the sums of squares 
should be minimized in the second stage. We shall 
show that by applying an appropriate symmetric 
normalization in the second stage, the limited-
information maximum likelihood estimate will 
result . 
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THEIL'S k-CLASS ESTIMATORS 
The first cri t icism of two-stage leas t squares was 
tha t , under the assumpt ions it is not just i f ied in the 
second s tage to project the vectors PzYi? jPzYgin 
the subspaces spanned by some other PzYj (in the i*'^  
equat ions) and by some z^, all subspaces of the 
space {Z}. The idea of k-class e s t ima to r s is to free 
the above res t r ic t ion of performing all projections in 
the space {Z}. 
Let Yj be the mat r ix whose G j - 1 
columns are T observat ions on the dependent 
var iab les , other than ;;,, appear ing in the i*^  
equa t ion . Let Z be the matr ix of observat ions on 
the K^ p rede te rmined var iables in the i*^ ^ equat ion. 
In the first stage we es t imate the dependent 
var iab les Y from the prede te rmined var iab les Z by 
leas t squares : 
PzY = Y* = Z(Z'Z)'Z'Y 
Let V = Y - Y * be the matr ix of differences 
( res iduals) between the observed Y and the 
es t ima ted Y*; let V j = Y j - Y j * and let V j - y j - y j * 
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for the dependent variables in the i^ ^ equation. In 
the second stage we project yi* = yi-Vj (with the 
somewhat inappropriate normalization ^a-l ) on 
the subspace {Y^ *Zj}= {YJ - ViZj of the space {Z}, 
and obtain the estimated coefficients (bjCj)i, in the 
ith equation (with subscript 1 denoting two-stage, 
and the bar denoting the omission of zeros and of 
ihc,)\ = 7 Y.'-V '> 1 1 
.U' . 
(Yi-V, Z,) 
-1 
"Y'-V/" 
1 1 
z," . 
[y.-vj 
Since Y'V = (Y*+VVV = Y*'V + V'V = V'Vi.e., the 
residuals V are uncorrelated with the estimated Y*, 
and since V'Z=0, we can write 
ihA)\ = 
Y ' Y - y ' Y 'Z 
Z : 'Y z.'z, , 
V-V 
y i 
Now, rather than projecting yj-Vj on {Yj-Vj ZJ in 
the second stage, we project yj-qVj on {Yj-qVj ZJ, 
q being a scalar to be chosen, and obtain the 
estimated coefficients (bjCj)j^  for the i*^  equation: 
37 
(b.c,)\ = 
^ V » Y,'-qV, • \ 
vZ. 
(Y.-qV, Z j 
Y / - q V / 
[ y i - q v j 
Y / Y , + ( q ^ - 2 q ) V / Y/Z, 
Zi'Y, z/z. 
Y, '+(q^-2q)V/ 
Z / 
Yi 
This is Theil 's k-class es t imators [1958], with the 
scalar k replacing ( q ^ - 2 q ) , a l though Theil 's 
mot ivat ion in proposing it was somewhat different. 
Using Figure 1 again, we can point out the essen t ia l 
idea of k-class es t imators simply. Ins tead of using 
the vectors Yi - Vj = P^Yj == Yj * for projections in the 
second s tage, we use the vectors Yj-qV;. 
Geometrical ly we no longer l imit our projections in 
the (subspaces of the) space {Y- V, Z}, or the space 
{Z} since {Y- V} is in {Z}. We lift the subspace {Y- V} 
out of {Z} by performing our projections in the sub-
space {Y- q V}. Since the scalar q can be chosen, 
with q = 1 (k = 1) to r ep resen t two-stage leas t 
squares as a special case, Theil 's k-class es t imators 
should be at leas t as good as two-s tage . In fact, 
us ing approximat ing d i s t r ibu t ions , Nagar [1959] 
has found two es t imators in the k-class , one 
unbiased and the other having a minimum second 
moment around the t rue pa ramete r , both to the 
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degree of his approximation. Algebraically, as the 
reader may have anticipated the k-class estimators 
can be derived from changing the determinant-
equation problem of limited-information maximum 
likelihood to a linear-equations problem by ignoring 
one equation, thus violating a symmetrical 
normalization restriction. Parti t ion all the 
dependent variables Y ,^ in the first equation, say, 
into (y^ Yj) and partition V^ * into (v^* V^  *). The 
equations become 
M,(y, Y , ) - ^ 
ry^-k'\ 
(K,* V,*) = 0 
Written separately, they are 
(a) [y,'M,(y, Y,)-li/,*(v,* V, *)] 
(b) [Y/M,(y, Y,)-lV,*(v,* V,*)] 
"A. 
= 0 
= 0 
Ignore the first equation and solve the remaining 
G, - 1 equations 
[Y,'M,Y, -iV,*'V, *]y9 = Mn)[Y,'M,y, -AV,*V, *] 
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which, as can easily be checked, will give the k-
class estimator. Although limited-information 
maximum likelihood can be considered as a member 
of the k-class, it is the only member satisfying all 
Gj equations which are implied by the symmetric 
restriction;^^'V^y9'=c . One may say that the k-
class estimators are alterations of a determinantal-
equation problem into linear-equations problems by 
omitting one equation; only the original problem of 
limited-information maximum likelihood does not 
involve an omission. 
THREE-STAGE LEAST SQUARES 
One criticism of the above three limited-information 
methods was that they fail to account for the 
simultaneity of the structural equations. In the 
second stage of the k-class estimators the 
projections are performed equation by equation, 
where-as the model is one of simultaneous 
equations. This criticism does not apply to three-
stage least squares suggested by Zellner and Theil 
[1962]. We will show that this method can be 
derived from minimizing the determinant of a 
covariance matrix of the residuals in the G 
equations. After the projections of all y; on {Z} have 
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been completed in the first stage, i.e., after the 
estimation of 
Y* = P^Y = Z(Z'Z) 'Z'Y = Y - V 
we consider each difference u* = y^ - (Yj*y^ j + Zj/j) 
between the estimated yj * and a linear combination 
of the estimated y^ . * and z^ appearing in the ith 
equation, and minimize the generalized variance of 
the G differences. Note that the use of the 
generalized variance gives the method of three-
stage least squares its "simultaneity"; instead of 
minimizing the squared length of each vector ^' 
individually as by the method of two-stage least 
squares, we now minimize the squared volume of the 
parallelotope formed by the set of G vectors ^i. Thus 
we minimize the determinant of a G x G matrix Z* 
r = u*'u* = K, ,u^ )'(u;, , o 
with respect to (y^ j /j ), i= 1,..., G. 
The method of three-stage least 
squares, by minimizing the determinant S* , has 
corrected the lack of simultaneity in two-stage least 
squares. However, the first criticism of two-stage 
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least squares and of the k-class, namely, the wrong 
directions for minimizing the sum of squares, has 
not been answered. This criticism remains as long 
as a direction-normalization on the linear 
combinations Yy^ j*, either as a constraint or as the 
denominator of a ratio is adopted. 
Assuming the model (including a 
priori restrictions) to be correctly specified and 
without considering computational costs, which 
method would be preferred? The answer depends on 
one's view on statistical inference. From the 
classical (non-decision, non-Bayesian) viewpoint, an 
estimator is judged by its sampling distribution in 
relation to the fixed, but unknown, parameters. The 
sampling distribution of an estimator may be 
derived explicitly, or general theorems on optimum 
sampling properties of a method of estimation may 
be relied upon. 
As far as large sample properties of 
the estimators for simultaneous equations are 
concerned, full-information maximum likelihood 
estimates are known to be asymptotically efficient. 
About small-sample properties, there have been 
Monte Carlo studies by Wagner [1958], Summers 
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[1959], Brown [1959], and Nagar [1960], and 
mathematical derivations of distributions by 
Basmann [1960, 1961] and Nagar [1959], but no 
definite preference for one estimator can be 
claimed. Although large-sample properties may not 
be regarded as conclusive, one probably would not 
discard them completely. If one were to rely solely 
on exact sampling distributions, he would have no 
reason for preferring two-stage to single-stage least 
squares, or for preferring three-stage to two-stage 
least squares. Furthermore, most of the estimators 
which have been proposed are explicitly justified by 
certain principles of estimation such as "the natural 
generalization of least squares" and maximum 
likelihood for limited-information, and Aitken's 
method for both two-stage and three-stage least 
squares. While the exact sampling distribution may 
be a more definitive criterion, both the asymptotic 
sampling distribution of an estimator and the 
principle by which it is derived serve as criteria for 
judging an estimator. By these criteria full-
information maximum likelihood seems preferable. 
Single equation models have been 
severely criticized on the ground that they neglect 
the simultaneity of jointly dependent variables. It 
is argued that in most instances, two or more 
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variables in an equation are simultaneously 
determined by some larger system of equations. 
Bronfenbrenner [1953], Haavelmo, and others have 
shown that in this event ordinary least squares will 
produce asymptotically biased parameter estimates. 
The limited information maximum likelihood 
method and two-stage least squares yield 
consistent, asymptotically unbiased parameter 
estimates. The k-class due to Theil can be viewed as 
a general estimation method which includes 
ordinary least squares (OLS), two-stage least 
squares (BSLS), and limited information as 
particular members. Oi[1969] presents an 
alternative derivation of the k-class method in 
which least squares is applied to a structural 
equation after suitable transformations have been 
applied to the jointly dependent variables. Different 
members of the k-class (differing in their posited 
values of k) correspond to different transformations 
of measured reduced-form residuals. The 
relationships among parameter estimates of 
different k-class members are then revealed by the 
analysis of specification errors. These relationships 
take the form of mathematical identit ies. Oi [1969] 
examine the conditions under which the dispersion 
among different members of the k-class is a 
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minimum. It can be shown that the k-class 
estimators are weighted averages of the OLS and 
2SLS estimators. 
Savin [1973] introduces the 
notion of a family of system estimators, which we 
refer to as the systems k-class. The systems k-class 
with k = 1 is the three-stage least squares (3SLS) 
estimator. Any systems k-class estimator satisfying 
certain conditions on k is consistent and has the 
same asymptotic distribution as the 3SLS estimator. 
We introduce another interesting member of the 
systems k-class. This is the systems least variance 
ratio (LVR) estimator, which is a system version of 
the single equation LVR estimator. Since the 
systems LVR estimator is shown to meet the 
requirements on k, it is consistent and it also has 
the same limiting distribution as the 3SLS 
estimator. The notion of the systems k-class 
naturally leads to a systems version of Basmann's 
identifiability test statistic, which map be used to 
simultaneously test all the zero restrictions 
imposed on the system. 
Consider the model 
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where X is aTxK matrix of predetermined values, 
Uis a TxG matrix of disturbances , and T and B 
are unknown parameter matrices of order GxG 
and KxG respectively, r being non singular. 
The family of k-class estimators of the 
parameter vector S. in the above equation is defined 
by the normal equations 
[Z'.(I,-kM)Z.]d.(k) = Z ' . ( I , -kM)y 
where k is an arbitrary scalar which may be either 
random or nonstochastic , Now consider a family of 
estimators of the parameter vector S. This family is 
defined by the normal equations more compactly as 
[Z'E ' (8)(IT -kM]Z]d(k) = Z'[t' <8)(IT -kM]y 
where Z a consistent estimator of Z,and k is any 
scalar, random or nonstochastic. We refer to this 
family of estimators d(k) of S as the systems k-
class. Hence the 3SLS estimator is a member of the 
systems k-class with k = 1. 
The asymptotic properties of the 
systems k-class estimators are given by the 
following theorem. 
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THEOREM I; Suppose that the Assumptions A, B, 
and C are satisfied and that the rank condition, for 
identification holds for all equations of the system. 
Then the condition 
plim(k-l) = 0 
T^oo 
is sufficient in order that the systems k-class 
estimator d(k) be consistent, For the parameter 
vector and the condition p lim VT(k -1) = 0 is 
T->oo 
sufficient in order that VT[d(k)-^] have the same 
limiting distribution as VT[d-^], where d is the 
3SLS estimator of d. 
Thus, on the grounds of consistency 
and asymptotic efficiency there is a whole class of 
estimators as desirable as 3SLS another interesting 
member of the systems k-class is the systems LVR 
method. 
Two estimators are considered which 
members of the systems k-class are estimator family 
satisfying certain requirements on k. These are the 
3SLS and system LVR estimators. A question of 
interest is whether there are other such (nontrivial) 
members. This suggests a search of other systems 
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estimators to see if they are also members. Two 
such systems estimators are the linearized 
maximum likelihood and the full information 
maximum likelihood estimators. 
The full information maximum 
likelihood estimator is of particular interest . 
Clearly, all members of the systems k-class 
estimator family are asymptotically on a par with 
the full information estimator with respect to 
consistency and asymptotic efficiency provided 
there are no restrictions on the structural 
covariance matrix C. Here the problem is whether 
there is some possibly random k such that the 
resul tant k-class estimator minimizes the 
determinant of the cross product matrix of the 
reduced form residuals \V'V\ subject to all the 
restrictions. 
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CHAPTER THREE 
FINITE SAMPLE PROPERTIES OF k-CUSS ESTIMATORS 
Little was known about the small 
sample properties of simultaneous equation 
estimators the only results in this field were those 
of multidimensional confidence regions obtained by 
Anderson and Rubin [1949] and by Theil [1950] for 
the coefficients of a structural equation. Then 
Nagar [1959] analysed the bias (to the order of T- '^ 
T is the number of observations) and the moment 
matrix (to the order of T-2) of the general k class 
estimators of a single (just of over identified) 
equation which is part of a system of simultaneous 
equations. Two resulting theorems on bias and 
moment matrix and also the necessary assumptions 
involved. As a corollary to the theorem on bias 
Nagar obtained the bias of the Two-Stage Least-
Squares estimator and also an unbiased estimator, 
to the order of T ^ Further, the two corollaries of 
the theorem on the moment matrix give the moment 
matrix of the two-stage least-squares estimator and 
the "best" value of k, in a certain sense. 
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The general assumptions regarding 
the purpose of obtaining bias and moment matrix of 
k-class estimators are given below: 
GENERAL ASSUMPTIONS and THEOREMS 
Let the equation to be estimated be 
written as 
where y is the column vector of T observations on 
the jointly dependent variable "to be explained," Y 
is a T X m matrix of values taken by the m 
explanatory jointly dependent variables, Xi is a T x 
I matrix of values taken by the t explanatory 
predetermined variables, u is the disturbance 
vector, and y and P are unknown parameter 
vectors. Xj is taken for a T x h-t matrix of 
observations on K-l predetermined variables which 
do not occur in above and X for the matrix of values 
taken by all A predetermined variables; thus 
X = [X, X,] 
The reduced form corresponding to the explanatory 
jointly dependent variables can be written as 
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Where H = [Hi Ha]', Hi and Yl^ being the matrices 
of parent reduced form coefficients, V the matrix of 
parent reduced form disturbances, and 
Y, = x,n„ Y, = x,n„ Y = Y,+Y, = xn 
It would have been a simple matter to estimate the 
parameters of the equation if all the explanatory 
variables were non-stochastic, because in that case 
we could apply the classical least squares method. 
However, as it appears from the usual assumptions, 
given below, the explanatory jointly dependent 
variables Y are stochastic and explanatory 
predetermined variables X, are non-stochastic. In 
this case classical least squares do not lead to 
consistent estimates. 
On the other hand, if the reduced form 
is considered it is found that the right-hand 
variables (except for the disturbances) are all non-
stochastic and, therefore, classical least squares 
can validly be applied. Further, it is observed that 
although Y is stochastic, Y - V = X n is non-
stochastic. Hence, if the equation can be written as 
51 
y = (Y-V)r + X,y^ + (u + Vr) 
classical least squares can be applied to obtain the 
estimates of the coefficients. However, V is not 
known; but it can be estimated by classical least 
squares as follows: 
V = Y-X(X'X) X'Y 
Now the first stage of two-stage least-squares 
consists in estimating parent reduced form 
disturbances by applying classical least squares to 
reduced form equation, thus obtaining V. in the 
second stage we apply classical least squares is 
applied to original equation after Y has been 
replaced by Y-V. Two-stage least-squares estimates 
are, therefore, given by 
(Y - V)'" 
x\ _ y = 
Y 'Y-V 'V 
_X\Y 
Y'X, ' 
X\X,_ 
'c^ 
. b . 
The k-class estimation procedure, as proposed by 
Theil [1950], is a generalization of two-stage least 
squares and is 
(Y-kV) ' 
X\ 
y = 
Y ' Y - k V ' V Y'X, 
X\Y x\xj 
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Where k is an arbitrary scalar, stochastic or non-
stochastic. For k=l, we get two-stage least squares. 
The following assumptions are made: 
ASSUMPTION I; the first equation is one of a 
complete system of M (> m + 1) linear stochastic 
equations in M jointly dependent variables and A 
predetermined variables. The reduced form of this 
system exists. 
ASSUMPTION II; The matrix U^, which is of order 
{A-i)xm has rank m. 
ASSUMPTION III: The matrix X, which is of order 
T X A has rank A and consists of non-stochastic 
elements. Also the "k" is non-stochastic.3 
As to the T vectors of M disturbances 
corresponding to each of the M structural equations, 
it is assumed that: 
ASSUMPTION IV: The T disturbance vectors are 
independent random drawings from the same 
M-dimensional normal parent with zero means. We 
can then write 
V = u;r'+ W 
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Which describes the (normally distributed) reduced 
form disturbances as consisting of a part which is 
proportional to the corresponding disturbance 
(viz.,u7i:' ;Tbeing a column vector of m components) 
and a part (viz., W) which is also normally 
distributed but independently of the u vector. 
Consider then the vector of covariance of the 
disturbances and the right-hand variables of that 
equation: 
q 
cov(yj,u) 
cov(y^u) 
cov(Xj,u) 
cov(Xi,u) 
T 
E( 
0 
V'u)' 
= CT' 
n 
0 
G^ being the variance of the disturbances. 
Further, we write 
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Q -
Y'Y Y'X, 
X \ Y X\X, 
^ 1 1 ^ 1 2 
/ »21 ^ 2 2 
Where it can easily be verified that 
/ \ f\ 
fi;„=(Y'M,Yr' w,,=Q)' 21 
/\ r< /\ 
cD,,=-iX\XyX\Y(TM,Yy 
Where M , = I - X , ( X \ X , r X \ 
Finally, we consider an arbitrary member of the k-
class, subject to the restrictions that k is non-
stochastic (cf. Assumption III) and that 1 - k is of 
the order of T"' Thus we can write k as: 
k = l + — 
Neglecting the terms of higher powers of T' (because 
they are irrelevant for our purpose); x is a real 
number independent of T. 
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T H E O R E M I; Under the Assumpt ions I, II , III and 
IV, the bias (to the order of T~') of the es t imator 
^c^ 
V^A 
of the pa rame te r vector of is given by: 
E(e,) = [-x + L - l ] Q q , ^ . ' - ' . 
where e. is the sampling error: 
ek = 
(^\ 
vbyu 
(y\ \ 
L is the number of p rede te rmined var iab les in 
excess of the number of coefficients to be es t imated , 
i.e., 
COROLLARY I: The bias of the two-stage least-
squares es t imator , to the order ofT"', is 
E(e,) = [L-l]Q^ 
COROLLARY IL The bias vanishes for 
k = l + 
L - 1 
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Which provides, to the order of T \ an unbiased 
es t imator of 
fy\ 
THEOREM II; Under the assumpt ions of Theorem I, 
the moment matr ix , to the order of T~ ,^ of the 
^c^ 
es t imator 
given by: 
vb^k 
around the pa rame te r vector 
(j^ 
KPJ 
IS 
E(e ,e , ' ) = a^Q(I + A*) 
where A* is a mat r ix of order T~^ : 
A* = [(2x - 2L + 3)tr(CiQ)+ tr(C2Q)].I 
+ {(x - L + 2f + 2(x + l)}CiQ + (2x - L + 2)C,q 
and a^is the var iance of the d i s tu rbances , 
COROLLARY I; The moment mat r ix to the order 
ofT~^ of the two-stage l eas t - squares es t imator . 
a round the pa rame te r vector 
'y^ 
P. 
is given by where 
v/^y 
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A * = [- (2L - 3) tr(C,Q)+ tr(C,Q)].I 
+ { ( L - 2 ) ^ + 2}C,Q + ( L - 2 ) C , Q 
For the choice of the "best" k we consider the 
cr i ter ion of the minimum de te rminan t value of the 
moment mat r ix 6 i.e., we minimize 
E(e ,e , ' ) = o-'|Q|»|l + A*=o- ' |Q|»(o- ' |Q| .(I + trA*) 
to the order of T~\ for var ia t ions in k or x. 
COROLLARY II: The x-value which minimizes the 
d e t e r m i n a n t value of the moment mat r ix is 
x = A-2(m-£)-3 tr(C,Q) 
tr(C,Q) 
THE BEST k-VALUE: 
Accepting the de t e rminan t value 
cr i ter ion for de termining the opt imum value of k we 
find t h a t the x value will usual ly be negat ive and 
hence a k value above uni ty (as, for example, in 
l imi ted- informat ion maximum-likel ihood) is less 
p laus ib le . 
It appears from the table t h a t the 
opt imal k is below I for the es t imate of Q, es t imate 
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of C, estimate of q and the point estimates 
according to the optimum value of k are nearly 
always between two-stage least-squares and 
classical least-squares estimates. The unbiased 
estimates have larger standard errors than the 
estimates corresponding to optimal k. 
Quandt [1965] assumed that z is a 
vector of exogenous variables (assumed to be 
identical in repeated samples and not to contain 
lagged values of endogenous variables), u is a vector 
of jointly normally distributed error terms with 
mean zero and covariance matrix E, y is a vector of 
endogenous variables, and B (nonsingular) and T 
are matrices of coefficients. It has been shown 
recently that the full-information maximum 
likelihood method of estimating the coefficients of 
s tructural equations is a generalization of the least 
squares principle. These estimates are consistent 
and efficient. Nevertheless, the properties of other 
types of estimator continue to be of interest because 
of the computational difficulty of obtaining full-
information estimates. Noteworthy among 
alternative methods are limited-information 
maximum likelihood, indirect least squares, two-
stage least squares, direct least squares (the last 
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two being special cases of the general k-class of 
estimators) and several others. With the exception 
of direct least squares these methods also possess 
the property of consistency although they yield 
biased estimates in finite samples. 
An alternative approach to uncovering 
the small sample properties of various structural 
equation estimators has been to conduct sampling 
experiments with the aid of more or less artificial 
models. The most notable among these have been 
studies by Wagner [1958], Summers, Nagar [1959] 
and Basmann [1959]. Several small models are 
examined in these studies from various points of 
view; the general conclusions emerging from them 
are excellently summarized by Johnston [1963]. 
Quandt [1965] described and reported the results of 
a set of sampling experiments on a four-equation 
model. These experiments involve the computation 
of k-class estimates for alternative values of k, with 
special emphasis being given to direct least squares 
(k -0) and two-stage least squares (k = 1). The 
results obtained by Quandt [1965] can be 
summarized briefly as follows: 
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(a) Two-stage least squares estimates are not 
unambiguously better than direct least squares 
estimates in small sample situations. 
(b) Estimates are relatively poor when there are 
high multicollinearity among exogenous variables, 
with two-stage least squares being relatively more 
affected. 
(c) The distribution of two-stage least squares has 
higher density than direct least squares in some 
neighborhood of the true value, but it also has 
thicker tails. 
(d) Estimates generally improve as the sparseness 
of the B-matrix increases. 
(e) Triangularity of the B-matrix improves 
estimates, and recursiveness is thus more favorable 
to good estimation than an equivalent amount of 
sparseness; estimates generally improve as the 
sparseness of the covariance matrix 2 increases, the 
improvement being somewhat ambiguous for k = 1. 
(f) Estimates are on the whole better in the over 
identified model than in the just identified one. 
(g) k* estimates may be considered rational 
al ternatives to both two-stage least squares and 
direct least squares. The question of what estimator 
to use in a concrete small sample situation is far 
from settled. Although ultimately the user will 
always have to state the kinds of risk he wishes to 
avoid, a great deal more needs to be known about 
the properties of various estimators. It appears 
likely on the basis of this and other investigations 
that a considerable ambiguity and uncertainty will 
continue to adhere to rankings of estimating 
techniques. 
Little work is done on exact small 
sample criteria for comparing the different k-class 
estimators in simultaneous equations. It is well 
known that the direct least squares estimator 
(DLSE) which corresponds to k = 0 minimizes the 
residual sum of squares. But it has the undesirable 
property that it is inconsistent. The other two 
popularly used k-class estimators are the two 
stage least squares estimator (TSLE) and the LISE, 
corresponding to k = 1 and k = l respectively. 
TSLE and LISE are consistent and have the same 
asymptotic covariance matrices. There is no exact 
small sample criterion that would enable us to 
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prefer one over the other, or to prefer any 
consistent k-class estimator over another consistent 
k-class estimator. In what follows, we will derive a 
property that is enjoyed by the k-class estimators 
and which can be used, together with other 
properties (say, consistency) to distinguish one from 
the other in the sense of minimizing the residual 
sum of squares. 
Let y = Y^ ;^  + Xjy^  + u be one of M 
simultaneous equations, where y is a T x 1 vector of 
observations on an endogenous variable, Yj is a T x 
m matrix of observations on m other endogenous 
variables, X^is a T x r matrix of observations on r 
predetermined (exogenous) variables, i^  is a T x 
Ivector of disturbances, and y and fi are in x 1 and 
r X 1 vectors of parameters, respectively, to be 
estimated. It is assumed that above equation is a 
part of a system of M>in-I-1 equations which are 
characterized by, in addition to the variables 
appearing in (I), a T x (M - m. - 1) matrix of 
observations on M - m - 1 endogenous variables, and 
a T x (R - rj matrix of observations on R - r 
exogenous variables. Let the T x R matrix of 
observations on the exogenous variables be denoted 
by X and let the T x (R - r) matrix of observations 
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on the exogenous var iables excluded from (1) be 
denoted by Xg so t ha t X = [X^ iXg]. Correspondingly 
we l e tY = [ y : Y J . 
Usual a ssumpt ions are made 
for the ident i f iabi l i ty and es t imabi l i ty of above 
equat ion . In par t i cu la r , we assume t h a t X has full 
rank , R and R - r > i n Then the k-class es t imator 
b (k) of {y^i P^) is given by 
b(k) = [Z' (I - k(I - E))Z] ^ Z' (I - k(I - E))y 
where Z = [Y, : X J and E - X(X'X)-'X'. 
Kadiyala [1970] es tab l i shes the 
following theorem on Monotonicity of the res idua l 
sum of squares 
T H E O R E M ; The res idual sum of squares , S, defined 
by 
S = (y-Zb(k))'(y-Zb(k)) 
is a monotone increasing function of k for Q<k<k* , 
where k* is defined as smal les t root of below given 
equat ion 
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k* = min ^'^'i^i^i^ 
X.0 Y\ WY,x 
THE RELATION BETWEEN k* AND LISE 
Among the set of k-class 
estimators b(k) defined earlier, the direct least 
squares estimator, corresponding to /^  = 0, the two 
stage least squares estimator, corresponding to /z = 
1, and the limited information single equation 
estimator, corresponding to k = i are most 
commonly used. It is well known that the k-class 
estimators are consistent if P lim k = 1, so that the 
DSLE is inconsistent while the TSLE and LISE are 
consistent. How these two consistent estimators (or 
an infinite number of them) compare with respect to 
the criterion of minimizing residual sum of squares 
can be answered by the following theorem. 
THEOREM; k* > 1, where is the scalar such that 
b(l) coincides with the LISE. 
Given any two consistent k-class 
estimators, say b(k,) and b(k,), Kadiyala [1970] 
enables us to order these two consistent estimators 
using the residual sum of squares as a criterion. 
In particular, the results suggest that the TSLS 
estimator should be preferred over the LISE 
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estimator. If consistency were the only criterion for 
rejecting the DSLE, it could be achieved by choosing 
k arbitrarily close to zero, say k = l-^(n) where 
0 < S{n) < 1 and S{n)-^ 0 as n->oo. These results 
are very similar to the results of Maeshiro [1966] 
and Oi [1965]. Maeshiro and Oi have shown that 
any k-class estimator b'(li) = bj(li),b2(li), >b^^^(li) 
satisfies the m + r equations: h^(k)-h^(£))(h-i) = h^, 
where lij is a function of the observations only. This 
means that each component of the k-class estimator 
is monotone in k. Now the question may be asked: 
What do these results mean to a practicing 
econometrician? There is no simple and direct 
answer to that question. But one might use a rule of 
thumb of taking some kind of average of DSLE, 
TSLS, and LISE. The optimal weights will have to 
be determined by Monte Carlo studies, of course. 
Kadane [1971] introduced a new 
approach to the choice of econometric estimators, 
called small-sigma asymptotics and applied to the 
choice of k-class estimators of the parameters of a 
single equation in a system of linear simultaneous 
stochastic equations. He find that when the degree 
of over identification is no more than six, the two 
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stage least squares estimator uniformly dominates 
the limited information maximum likelihood 
estimator in a certain sense. The small sigma 
method can be used on many problems in statistics 
and econometrics. 
This approach based on asymptotic 
series in a scalar multiple, <j, of the variance of the 
disturbance in the model. As a^O the regression 
function is an increasingly good description of the 
random variables generated. Intuitively this is 
suggested by Gauss' "Theory of Errors" the errors 
were never intended to be so large as to swamp the 
regression function. One important approach used 
in the past is large sample asymptotic theory. This 
reveals a persistent bias in ordinary least squares, 
and a large sample asymptotic equivalence between 
two stage least squares and single equation limited 
information maximum likelihood. Additionally, 
Nagar [1959] found the 1/T term in the large 
sample asymptotic bias and the 1/T and l/T^ terms 
of the moment matrix of two stage least squares. 
Economists have been uneasy, however, about 
application of large sample theory to samples which 
may not be "large" in the relevant sense. 
Additionally large sample asymptotic results often 
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depend on an assumption about the asymptotic 
behavior of the moment matrix of exogenous 
variables which is difficult to justify. 
Monte Carlo experiments, a third 
approach to the problem, have only rarely been used 
to explore the domain of validity of large sample 
approximations to the mean and variance of an 
estimator. They have provided some insights into 
the behavior of estimators under a variety of 
circumstances, but hypotheses generated by Monte 
Carlo experiments are difficult to place in a general 
theory unless they have analytic confirmation of 
some kind. The parameter space is so large that 
Monte Carlo results often fail to provide a 
reasonably comprehensive picture. 
A fourth approach, introduced by 
Basmann [1961], finds fixed sample exact densities 
and moments. More recent work on this line has 
been done by Basmann [1963], Bergstrom [1962], 
Kabe [1963, 1964], Richardson [1966, 1968], 
Takeuchi [1970], Sawa [1969, 1969, 1970] and 
Mariano [1969]. All of these papers have been 
limited to the case of two endogenous variables in 
the equation being estimated. An important result 
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of this work has been the finding (in a special case 
by Basmann [1961], in a more general form by 
Takeuchi [1970] and Sawa [1969]) that for two stage 
least squares, moments of order less than K exist, 
and those larger do not, where K is the number of 
exogenous variables in the system. The method is 
difficult; however, as it involves integrating a non 
central Wishart distribution, and the results for the 
exact moments and densities have been so 
complicated as not to be very illuminating. 
The major results of Kadane [1971] 
are the computation of the bias (to orderc^) and 
matrices of second moments about the true values 
(to ordera" ) for all k-class estimators (for fixed k) 
and for single equation limited information 
maximum likelihood. In doing these computations, 
all predetermined variables are assumed to be 
exogenous, and the disturbances are assumed 
normal and uncorrelated over time. Kadane [1971] 
provide the basis for a number of interesting 
corollaries. One corollary is that for equations in 
which the degree of over identification is less than 
or equal to six, two stage least squares uniformly 
dominates the limited information maximum 
likelihood estimators (in the sense that the 
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difference between the moment matrices of these 
estimators is asymptotically (as a cr->0) positive 
semi definite regardless of the values taken by 
parameters or exogenous variables). This is 
unexpected on the basis of the considerations 
introduced by Chow [1964]. Interpreted in his 
context, this result means that allowing the data to 
choose the direction of minimization (limited 
information maximum likelihood) introduces too 
much variability into the estimator, compared to the 
benefit gained by fixing an arbitrary direction (two 
stage least squares). There are some indications 
that this preference for two stage least squares is 
reversed as the degree of over identification gets 
large. 
A second corollary shows that for 
sufficiently small sample sizes and degree of over 
identification, ordinary least squares dominate two 
stage least squares in the same sense. This has 
been suspected by econometricians for some time, 
Kadane[1971] believe (In assessing the sampling 
properties of ordinary least squares, the 
simultaneous equation model leads to different 
means and variances than does the standard single 
equation model for regression.) 
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Another result shows that the k-class 
estimator with smallest asymptotic variance occurs 
when k is negative (of course, this takes no account 
of the bias, which can be considerable).These are 
examples of the usefulness of reasonably simple 
approximations. 
The results obtained bear an 
interesting relationship to each of the three other 
approaches. Since the sample size, T is a parameter 
in small <j asymptotics, a natural way to compare 
large sample and small a results is to allow T^oc in 
the lat ter . Remarkably, in each case in which large 
sample results are available, the limit of the small 
a expression (as T-^co) is the large sample 
asymptotic expression. Thus the results of Nagar 
[1959] are obtained for the special case k = 1 + a/T 
(for constant a) in the computation of the bias and 
moment matrix. Also the results of Anderson and 
Rubin [1950] are obtained on the distribution of the 
YOot,X of the determinental equation appearing in 
the theory of limited information maximum 
likelihood. Thus small a asymptotics can be 
thought of as a reasonably good approximation to 
the behavior of k-class estimators whenever some 
combination of large sample (i.e. large T) and low 
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phenomenon variability (small a) ought to lead to 
reasonably good estimation. Small cr asymptotics 
have the important advantage over large sample 
theory of being able to "correct" for sample size. 
Therefore, whenever an econometrician is prepared 
to t rust large sample theory, he should be willing to 
t rust small a theory more. In conclusion, small a 
asymptotics have the following advantages: 
(i) They are as simple as, and a generalization 
of, large sample theory, 
(ii) They can provide definite answers to 
normative choice of estimator questions. 
Whether ultimately small cr asymptotics proves to 
be the best compromise between simplicity and 
detail remains to be seen. 
The earliest works derived the exact 
finite-sample density function of the two-stage or 
ordinary least squares estimator in certain specific 
systems composed of at most three equations. In the 
last few years, however, several authors such as 
Richardson[l 968],Sawa[1969,1969],Mariano[1969] 
and Takeuchi [1970] have again considered this 
problem and have analyzed the exact finite sample 
properties of the ordinary and two-stage least 
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squares and/or limited-information maximum-
likelihood estimators. Although all of these papers 
are limited to the case of two included endogenous 
variables with both the number of included (or 
excluded) exogenous variables and the number of 
equations in a system being arbitrary, they have 
confirmed theoretically so called Basmann's 
conjecture as well as other results obtained by 
Monte-Carlo studies. However, the method of 
derivation is very difficult, as it includes a 
cumbersome integration of a non central Wishart 
distribution and the results are often too 
complicated to be really helpful for comparing the 
properties of various estimators. 
T. Sawa [1972] discussed finite sample 
properties of the k-class estimators of structured 
parameters in a simultaneous equation system. The 
structured equation being estimated is assumed to 
consist of two endogenous variables. The number of 
the exogenous variables (included or excluded) as 
well as the number of equations in the system are 
arbitrary so long as the identifiably condition of the 
estimated equation is satisfied. Also it is assumed 
that the system contains no lagged endogenous 
variables and disturbance terms of each period are 
73 
independently distributed as multivariate normal. 
The exact finite-sample moments of the k-class 
estimators are evaluated for 0<k<l.For k > 1 it is 
proved that the estimator does not possess even the 
first-order moment. The exact moment functions are 
expanded in terms of the inverse of the non 
centrality (or concentration) parameter. This 
expansion sheds more light on the comparative 
study of alternative k-class estimators. The model 
considered and assumptions are as follows 
In a simultaneous system of G linear 
stochastic equations relating G endogenous and k 
predetermined variables 
(3.1) Y B + Z r = U 
The first equation being estimated may be written 
as 
(3.2) y^=py^+Zj, + \x 
Where Y is a T x G matrix of T observations on G 
endogenous variables; yi and y2 are the first and 
the second columns of Y respectively; Z is a T x K 
matrix of observations on K predetermined 
variables partitioned as Z = (Zj Zg) where Z^  is a 
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T x K j m a t r i x of i n c l u d e d p r e d e t e r m i n e d v a r i a b l e s 
a n d Z2 is a TxKg m a t r i x of exc luded ones 
( K ^ K j + K g ) ; U is a T X G m a t r i x of d i s t u r b a n c e 
t e r m s w i t h f i r s t co lumn u; B is a G x G m a t r i x of 
s t r u c t u r a l coeff ic ients w i t h f i r s t co lumn {l,-j3,0j 
w h e r e fi is an u n k n o w n s c a l a r a n d 0 is a (G - 2) x 1 
vec to r of ze ros ; F is a K x G m a t r i x of s t r u c t u r a l 
coeff ic ients w i t h f i r s t co lumn ( l , -7 ' ,0 ' ) ' w h e r e /^ is 
Ki X 1 a n d 0 is a K2 x 1 vec tor of z e ro s . We m a k e t h e 
fo l lowing c o n v e n t i o n a l a s s u m p t i o n s on t h e s y s t e m 
(3.1) a n d t h e s t r u c t u r a l e q u a t i o n (3.2) is m a d e : 
A S S U M P T I O N l : The r e d u c e d f o r m o f t h e s y s t e m 
(3 .1) e x i s t s . 
Th i s is e q u i v a l e n t to a s s u m i n g t h a t B is 
n o n s i n g u l a r , so t h a t we can w r i t e 
(3 .3) Y = - Z r B ^ + U B ^ = Z n + V 
W h e r e U = -rB-'and V = - U B " ' spec i f ica l ly , 
(yi»y2) = Z(;ri,;z-2) + (i/i,V2) 
(3.4) 
= Z^ (;^„, ;z-2i) + Z2 (;ri2, ;r22) + (Vj, V2) 
w h e r e (TT^^TT^) a n d (v^^v^) a r e t he f i r s t two c o l u m n s 
of n a n d V r e s p e c t i v e l y , and ;r, (i =1,2) a r e 
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partitioned as ^i=(^ii»^i2) conformably with 
ASSUMPTI0N2: The equation (3.2) is over-
identif ied by zero restr ict ions on the 
structural coefficients. This automatical ly 
implies that 
(3.5) K2>2. 
ASSUMPTI0N3; The observation matrix of 
predetermined variables Z is non stochast ic 
and of rank K. 
This assumption specifically excludes lagged 
endogenous variables appearing as predetermined 
variables. 
ASSUMPTI0N4; Each row of (v,,v^) is 
independent ly and identical ly distr ibuted two-
dimensional normal variate with mean 0 and 
posit ive definite variance-covariance matrix 
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(3.6) Q = ^ ^ 1 1 ^ 1 2 ^ 
V ^ 1 2 ^ 2 2 / 
ASSUMPTIONS; The sample size T is greater 
than the number of all predetermined variables 
K included in the system. 
This assumption is necessary for the existence of a 
k-class estimator in the ordinary sense. 
In addition to the above basic assumptions, the 
following convention is taken only for convenience 
and simplicity: 
(3.7) Z \ Z , :=0, 
It should be emphasized that this convention causes 
no essential loss of generality. In case of this not 
being fulfilled, replace Z^  by Z^-Zi(Z\ Zj)-'Z\ Z^  and 
^.M^ii + (Z'l Zi)"'Z'j Z^TT.^. 
Under the assumptions and convention stated 
above, the k-class estimatory^^of ^ in the equation 
(3.2) is given by the first component of 
n 
(3.8) (y\y^-^s.v\v^ y'aZi 
z\y. Z'lZ^y z\yx 
where 1/2 i^ ^^^ projection ofj^ 2 onto the space 
or thogonal to the space spanned 
by Z, namely 
(3.9) 
Where 
(3.10) M = I-Z,(Z\Z,)^Z\-Z,(Z',Z,)^Z' 
After a l i t t le calculat ion, we obtain 
(3.11) 
Where 
A 
y2Aky2 
A , : = ( l - k ) M + Z , (Z ' ,Z , ) ^Z ' , 
It is well known tha t , the ordinary leas t squares 
corresponds to k = 0, and the two stage leas t 
squares to k =1 . 
A cer ta in l inear t r ans format ion is 
performed on two endogenous var iab les to simplify 
the calculat ion and exposition in the following; we 
perform in such a way tha t the var iance-covar iance 
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matr ix is reduced to an ident i ty mat r ix . Note tha t , 
th is t rans format ion causes no loss of genera l i ty . 
Define a 2 x 2 matr ix 
(3.11) ¥ = 
'^  O^l 
ywp CDJ 
Where 
(3.12) =i' CO = JO), ' 2 2 ' ^ _ ^12 . p L, ^12 
0). 22 0). 22 
It should be remarked t h a t p is a regress ion 
coefficient of V-^^ on Vgt ^^^ ^^ ^^  ^^® condit ional 
var iance of v^^ given Vg^  By Assumption 4, ^ is 
nons ingu la r and hence it is a lower t r i angu l a r 
square root of Q, namely 
(3.13) Q = W'^ 
If a l inear t ransformat ion is made such t ha t 
(3.14) 
(y;y;)-(y.y2)^-^ 
= z(;r*,;r*)+(v*,v*) 
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where (;z-*,;r*)= (;ri,;z-2)^"^ and (y*i,vl)= {v^^v^)^^^ the 
covariance matrix of each row of (yi^ya) is an 
identity matrix. In terms of the transformed 
variables, we have an equivalent expression of the 
s tructural equation (3.2): 
(3.15) 
Where 
(3.16) /?' m ip-p) 
/i = ^ /i, and u =4^  ^u In addition, it can be easily 
verified that there exists. A quite similar 
relationship between the k-class estimator fi^ of fi 
in the original equation (3.2) and fi^ of ^ in the 
canonical one (3.15): 
(3.17) 
(0 
Therefore, in addition to the assumptions and the 
convention stated above, first assume the following 
for simplicity: 
(3.18) Q = I 
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Under th is seemingly res t r ic t ive assumpt ion , the 
moments of the k-class es t imator are derived and 
then the resu l t is used to obtain the moments of the 
k-class es t imator in the general case of Q^I .as a 
simple corollary. Now to provide a basis for deriving 
exact moments of the k-class es t imator for 0<A;<1. 
Sawa s t a t ed a lemma as follows 
Lemma: Let Xj be an a lmos t e v e r y w h e r e 
p o s i t i v e r a n d o m var iab le andX^ be an arbitrary 
random variable. Suppose that there exists a joint 
moment generating function ofX^ andX^: 
(3.19) o(^„^J=E[exp(^,X,+^,X,)] 
for9^<s and \9^\<£where s is some positive constant. 
Then the a^^ order moment ofXjX^is given by 
(3.20) dM^,,0,) 
80; 
d0,, 
0=0 
provided it either exists or is infinite, where is a 
positive integer. 
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THEOREM: The first-order moment of the k-class 
es t imator of p* in the canonical model (3.15) for 0 < 
k < 1 exis ts ; it is given by 
(3.21) E{P^)= fi*SG(k,S;m + l,n) 
THEOREM: The second-order moment of the k-class 
es t imator of P* in (3.15) for 0 < k < l exis ts , provided 
when 0 < k < 1 we have T - K j > 3 and when k = 1 
We have Kg > 3; it is given by 
(3.22) 
E(A*') = (^ + 2>^*'^' )H(k, ^ ; m +1, n) -^  (m - n + ^ *'S)U(k, S; m, n) 
+ ( l -k) 'nH(k,^;m,n-Fl) 
Where 
H(k, S;p,q) = --—G(k, S; p, q) 
zoo (3.23) 
= i [G(k,^;p,q)-G(k,^;p + l ,q)] 
COROLLARY: The f irst-order moment of the k-class 
es t imator of p in (3.12) for 0<k<l exis ts ; it is given 
by 
82 
(3.24) p + (^-p)SGik,S;m + l,n) 
where p is as defined in (3.2). 
COROLLARY The second-order moment of the k-
class es t imator of fi in (3.2) for 0 < k < l exis ts , 
provided when 0 < k < l we have T - K^ > 3 and when 
k = 1 
we have K2>3; it is given by 
(O CD 
Where h,and hj are respectively the r igh t -hand side 
of (3.21) and (3.22) with ^\^~PJ^ in place of fi*. 
COROLLARY: For 0 < k < l , E ( y § J is a cont inuous 
function of k, and ^{fi^) is a cont inuous function of 
k as well if and only if Kg > 3. 
COROLLARY: The following s t a t e m e n t s hold 
concerning the bias of the k-class e s t ima to r fi^of fi 
in (3.2) for 0 < k < l ; 
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(i) fi^ is unbiased if and only if J3 = p. 
(ii) liP ^ p,P^ is biased in the same direct ion for all 
0<k<l which is opposite 
to the sign of {p - p) . 
(iii) The absolute value of the bias is the s t r ic t ly 
decreas ing and concave function of k. 
This resul t inc identa l ly provides a 
theore t ica l confirmation for Theil 's empir ical 
r e su l t s showing the behavior of the k-class 
es t imator for var ious values of k. 
NONEXISTENCE OF MOMENTS FOR k> 1 
It is shown by Sawa tha t the k-class es t imator of p 
in (3.2) does not possess the moment of any order in 
the case of k exceeding one. 
THEOREM: For k > 1. 
E { I A I } - 00 
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The exact moments derived earlier have such a 
complicated mathematical structure that it seems to 
be difficult to deduce any more meaningful 
conclusion than those stated as the corollaries. The 
formula of the second-order moment given in 
Theorem is especially complicated, so that it seems 
to be almost impossible to exactly investigate the 
mean square error of the estimator. Now in order to 
get a more illuminating insight into the properties 
of the estimator, we consider expanding the bias 
and the mean square error in terms of the inverse of 
5. 
THEOREM: The asymptotic expansion of the bias of 
the k-class estimator of p in (3.2) up to the order 5"' 
is given by 
(3.25) b (k) - (y^- /7) (nk-m + l)^-'+0((J-') 
for 0 < k < l . 
THEOREM: The asymptotic expansion of the mean 
square error of the k-class estimator of p in (3.2) up 
to the order 5"^  is given by 
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(3.26) 
Mfi.-fiy = +ifi-py s-' + n(n + l )k ' - 2n(m - - ) k 
+ (m - 2f\j3 - pf + (nk' - m + 2 ) ^ 5-^+m") 
provided when For 0 < k < l . we have T-h^>S.and 
when k = 1 we have K2>3. 
Here it should be pointed out t h a t the 
above formulae make sense under the condition t ha t 
S is sufficiently large. In view of the definit ion of 
S, it can be noticed tha t d is large when the 
d i s tu rbance term is relat ively small in Kadane ' s 
small a sense. Theorems sated above provide the 
basis for the following in t e res t ing corol lar ies : 
COROLLARY: The optimal value k*of k, in the 
sense of minimizing the l a r g e - ^ asymptot ic mean 
square error up to the order S~ , is given by the 
following 
k* = 
IF 
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K , < 5 + ^ 
'2 , , 2 / o _ \ 2 
oy\p-pY 
k*=l 
IF 
K , > 5 + ^ 
'2 — " • , 2 / o _ \2 
« ' (>? -P) ' 
COROLLARY: The ordinary leas t squares p^ 
dominates the two-stage leas t squares /?j in l a r g e - ^ 
asymptot ic sense up to the order 5~^ or more 
precisely, 
/ / and only if either 
(3.28) T - K i + K 2 < 8 
Or 
(3.29) , , ^ ' < 
r T-K,+K,-8 
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and T - K , + K 2 > 8 
From the above corollaries, three 
propositions are deduced which might be useful in 
practical econometric analyses for selecting the 
appropriate estimator: First, the ordinary least 
squares estimator (k = 0) dominates all the other 
members of the k-class estimator with respect to the 
mean square error criterion in the large-5 sense, if 
and only if P-p and/or T - K^  = 3 The lat ter 
condition may be satisfied in practical situations 
when we estimate a small econometric system with 
a small sample. Note that under Assumption this 
condition impliesK2<3. Second, in usual econometric 
systems, the number of predetermined variables 
excluded from the estimated equation is large 
enough to satisfy condition. Therefore, when we 
actually estimate parameters in really large 
econometric systems, two-stage least squares may 
be recommended as the best estimator among the k-
class. On the other hand, if the system is small 
enough to satisfy, two-stage least squares is 
dominated at least by certain k-class estimators, 
namely, those with the k value less than one. 
Particularly, if the sample size and the number of 
the predetermined variables are both small and/or 
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the number of the included predetermined variables 
are large, the condition (3.28) or (3.29) may be 
satisfied, and hence ordinary least squares 
dominates two-stage least squares. Third, if the 
variance of y^ is considerably large when compared 
with that of y^ and/or y^  and y^ are nearly 
,2 
uncorrelated, the quantity (O is small and hence 
the optimal value of k is relatively close to zero. If 
the converse is true, it is close to one. In other 
words, the larger the variance ratio co'^I^^ and the 
smal ler the COYVeldiiion(D^^ jsjco^^O)^^, the closer the 
optimal value of k is to zero. Then it must be 
pointed out that the behavior of the k-class 
estimator is, in general, significantly affected by 
the variance covariance structure of the endogenous 
variables. 
It is well known that the k-class 
estimators of the coefficients of a s tructural 
equation imbedded in a complete simultaneous 
linear stochastic equation model have desirable 
asymptotic properties under certain mild 
restrictions on the characterizing scalar. However, 
such asymptotic properties are not very relevant in 
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actual practice, for they throw little light on the 
behavior of estimators in small samples. Nagar 
[1959] derived large-sample (LS), Kadane [1971] 
worked out small-disturbance (SD) approximations 
for the bias and mean squared error matrix of 
consistent and asymptotic normal estimators of k-
class. Sawa [1972] considered a s t ructural equation 
containing only one explanatory jointly dependent 
variable and worked out the exact expressions of 
the bias and mean squared error. A glance at the 
expressions derived by Kadane, Nagar and Sawa 
shows that they are so complicated that it is 
difficult to deduce any illuminating conclusion 
regarding the appropriateness and closeness of 
large-sample and small-disturbance approximations 
to exact results, Srivastava et al [1980] carried out 
a numerical evaluation of results for the set-up 
considered by Sawa [1972]. The implications and 
A 
findings of the experiment are given below. If P^, 
denotes the k-class estimator of p, the coefficient of 
explanatory jointly dependent variable In the 
s tructural equation under study; The following 
results ( 0 < k < l ) : It should be observed that the 
estimation case under study is special because 
attention is restricted to a s t ructural equation 
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conta in ing only two jointly dependent var iab les and 
the exogenous var iables of the equat ion are 
assumed orthogonal to the remain ing exogenous 
var iab les of the system. Values of B and M are 
eva lua ted for the exact resu l t , LS and SD 
approximat ions for k= .0(.1)1 and ^ = 1, 5, 10, 20, 
30, 50, and 100 for each of the following three 
cases: 
Case I: K = 5, i^, = ^, T = 10, 20, 30, 50 
Case II : K= 10, K, = 3, T = 10, 20, 30, 50 
Case III : K= 15, K, = 5, T= 20, 30, 50. 
Observe t h a t the three cases make it possible to see 
the effects of varying the degree of over 
ident i f icat ion. In practice only k = 0 and k= 1 are of 
i n t e r e s t but it is i l lumina t ing to see the 
consequences of choices of k between these va lues . 
From the t abu la t ed value it is observed t ha t the 
bias is always negative and i ts magni tude is s t r ic t ly 
decreas ing function of k and S for given T. 
However, for a specified value of k, the magni tude 
increases as T grows large. When T=K =10, the bias 
for specified S and T is the same for all k so far as 
SD approximat ions and exact values are concerned. 
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The LS approximations still exhibit a decreasing 
trend as k goes to one. In all cases, SD 
approximations are found to be more close to true 
values as compared to LS approximations. As 
expected, both the approximations yield identical 
values for k = 1. SD approximations always over 
estimate the exact values in Case Tl and 111. In 
Case I, the over estimation is observed for k < 1 
except when T= 10, S>5 and k< 5. The gap between 
SD approximations and exact values reduces as 6 
and k increase. As T increases, the gap increases 
when k is around zero. However, it remains 
uninfluenced for k- 1. When the degree of over-
identification as indicated by L=( 'K-Kj-1) 
increases, the magnitude of bias in the case of LS 
approximations increases while in case of SD 
approximations and exact values it decreases when 
k is near zero and increases when k is near one. 
It is observed that for specified k 
it decreases a s ^ , T and L increase. It a t tains a 
minimum for a value of k, say ^^^ ranging between 
.5 and .9 i t l Case I and between .7 and 1.0 in Case 
11 as T and 6 grow large while it is just 1.0 in Case 
111. Both the LS and SD approximations tend to 
provide an underestimation of ^^^ , but it is more 
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often in the case of LS approximations. The next 
interesting point is that both the approximations 
provide negative values for mean squared error for 
few values of k around zero when T and S are small. 
More negative values are found in Case I than in 
Case II while there is none in Case III. LS 
approximations yield negative values more 
frequently than SD approximations. In fact, LS 
approximations are seen to be overall not very close 
to true values as compared with SD approximations. 
The SD approximations lead to an over estimation 
of the mean squared error except in the 
neighborhood of k^ ^^ j^ , in Case 1 alone. However, the 
difference between SD approximations and exact 
values for positive k narrows as T, 5 and L grow 
large, and SD approximations are excellent for k= 1. 
This analysis suggests that small 
disturbances approximations generally provide 
better approximation than large sample ones. They 
are more close to exact values of T and S are large 
and k is near one. For k near zero and small t and 
<5both the approximations could be so poor as to 
provide negative values of mean squared error. 
Fortunately this is not the usual case encountered 
in practice. It may, however, be pointed out the 
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inference down here must not be regarded as 
conclusive with respect to the approximations 
because attention has been confined to very narrow 
range of parameters. 
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