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Introduction
Let A be a self-adjoint unbounded operator defined on the domain D(A) ≡ dom(A) in a separable Hilbert space H with the inner product (·, ·). We shall say that an operatorÃ = A in H is a (pure) Here M denotes the closure of the set M. The first detailed investigation of the point spectrum of self-adjoint extensions of symmetric operators was carried out by M.Krein [13] . The detailed study of the spectral properties of selfadjoint extensions of a symmetric operator with a gap was given in a series of works by S.Albeverio, J.Brasche, V.Derkach, M.Malamud, H.Neidhardt and J.Weidmann (see, [9, 2, 1, 7, 8] and references therein). In particular in [8] (see, also [2] ), the existence of a self-adjoint extension with a given point spectrum inside the corresponding gap is proved. We refer also to [1, 9] where a symmetric operator with several gaps is considered and self-adjoint extensions with prescribed spectral properties have been constructed in terms of abstract boundary conditions and the corresponding Weyl functions. We also recall that for a finite set Λ and a finite orthonormal system {ψ k : k ≥ 1} the inverse eigenvalue problem (1.1) was considered in [12, 10, 3] . In the present paper we generalize the results of [12, 10, 3] to the case of an arbitrary infinite sequence Λ and an infinite (orthonormal) system {ψ k : k ≥ 1} satisfying the condition (1.2). The main idea of our considerations is to construct a restriction A 0 (depending on Λ and system {ψ k :
ThenÃ is constructed as an appropriate self-adjoint extension of A 0 . Clearly (1.4) is equivalent to the relation
and we can define A 0 := A D 0 where
It follows that the density of D 0 is equivalent to the existence of a symmetric (densely defined) singular perturbationÃ of A solving the inverse eigenvalue problem (1.1) (see, Section 3 for details). Therefore the problem under consideration is naturally divided into two subproblems. The first one is to find conditions for the density of the domain D 0 and therefore for the existence of a symmetric singular perturbationÃ of A solving the inverse eigenvalue problem (1.1). The second one is to guarantee thatÃ has a self-adjoint extension.
The paper is organized as follows. In Section 2 we analyze the first problem and give conditions for the density of D 0 . Moreover we consider an example when D 0 is not dense. In Section 3 we apply the results of Section 2 and give criteria for the existence of symmetric and self-adjoint singular perturbations of A solving the inverse eigenvalue problem (1.1).
Let us explain in few words notations used throughout the paper. Given a linear operator T on a Hilbert space H, by σ(T ) we denote the spectrum of 
By a standard limiting procedure the scalar product (α, u) in H can be extended to all α ∈ H − and u ∈ H + . For a set
We will use the following simple proposition (cf. with Th. A.1 [4] ).
In the following we will use a special case of the rigging (2.1) associated with a self-adjoint operator A. We set H + := D(A) with the scalar product associated with the graph norm, i.e., (·, ·)
· . In a standard way the operator A can be extended to a bounded operator A from
Analogously for a bounded Borel set ∆ the spectral projector E(∆) can be extended to a bounded operator from
be an arbitrary sequence of real numbers. We shall suppose that an orthonormal system {ψ k : k ≥ 1} satisfies the condition (1.2). The set D 0 can be rewritten as
3)
(here the closure is taken in H − ). By Proposition 2.1 D 0 is dense in H if and only if the condition (2.2) is satisfied. Set
(the closure is taken in H). Clearly (2.2) is equivalent to the condition
and the following lemma is a direct consequence of Proposition 2.1.
Lemma 2.2. D 0 is dense in H if and only if for some (and therefore for all) λ ∈ ρ(A) (2.6) is fulfilled.
Clearly in the case of finite sequences {λ k : 1 ≤ k ≤ n} and {ψ k : 1 ≤ k ≤ n} the set G λ can be rewritten as
By (1.2) the condition (2.6) is satisfied and D 0 is dense in H. On the other hand in the case of infinite sequences {λ k : k ≥ 1} and {ψ k : k ≥ 1} (2.6) does not follow from (1.2) (see, Example 2.9 below) and we shall give some sufficient conditions ensuring the density of D 0 .
For simplicity we restrict ourselves to the case of a bounded sequence
and set for λ ∈ ρ(A)
In particular the following proposition is true. Proof. We need only to check that the assumption of Proposition 2.3 does not depend on λ ∈ ρ(A). This directly follows from the relation
Suppose that the sequence {ψ k : k ≥ 1} is divided into two non-intersecting parts {ψ k : k ≥ 1} and {ψ k : k ≥ 1}
.
Denote by Λ = {λ k : k ≥ 1} and Λ = {λ k : k ≥ 1} the corresponding subsequences of Λ and set (cf., (2.7))
Theorem 2.4. Let A be a self-adjoint operator and let {ψ k : k ≥ 1} be an orthogonal system satisfying the condition (1.2) . Suppose that Λ = {λ k : k ≥ 1} is a bounded sequence of real numbers divided into two subsequences Λ and Λ such that for some λ ∈ ρ(A) (A − λ)
Proof. It directly follows from the assumptions that T λ is a semi-Fredholm operator from L into H (see, e.g., [11] ). In particular Ran T λ is closed. 
2). Suppose that for some
(2.10)
Proof. Set Λ := Λ. By (2.10) (A − λ)
B λ is a Hilbert-Schmidt operator from L into H and therefore T λ has a closed range.
We give also a variant of Corollary 2.5 for the case of an infinite spectral gap of A and an unbounded sequence Λ. Consider a self-adjoint operator B in H defined by 
Suppose that D(D) is dense in H and {λ
k : k ≥ k 0 } ⊂ (−∞, b) for some k 0 ∈ N. Then D 0 is dense in H.
Remark 2.8. Note that for a bounded sequence Λ we have that D(D) = D(A). In particular D(D) is dense in H.
Moreover, in this case it is sufficient to suppose (instead of (2.13)) the condition (1.2). This directly follows from the Corollary 2.5. On the other hand
) and the condition (2.14) follows from (2.13). In particular D 00 is dense in H.
Example 2.9. Let K be an infinite-dimensional Hilbert space and H = K ⊕ K. We will identify elements of H with pairs x, y , x ∈ K, y ∈ K. Let S be an unbounded self-adjoint operator in K such that Ker(S) = {0} and T be an unbounded closed (densely defined) operator in K such that
Clearly A is a self-adjoint operator in H and L is a closed infinite-dimensional subspace in H satisfying (1.2). Let {ψ k : k ≥ 1} be an arbitrary orthonormal basis in L and set λ k := 0 for all k ≥ 1. We have
In particular D 0 is not dense in H and there are no symmetric (densely defined) singular perturbations of A solving the corresponding inverse eigenvalue problem (1.1).
Inverse eigenvalue problem
In this section we show that the density of D 0 implies the existence of a symmetric singular perturbationÃ of A solving the problem (1.1) and give conditions ensuring thatÃ has self-adjoint extensions. defined and satisfies (1.4) . In the following we denote by B a selfadjoint operator in the subspace L defined by formula (2.11). Consider the operator
Clearly A Λ is a symmetric operator and
i.e., A Λ solves the inverse eigenvalue problem (1.1). Obviously the inverse statement is also true: the existence of a densely defined symmetric singular perturbationÃ of A solving the inverse eigenvalue problem (1.1) implies the density of D 0 .
Clearly any self-adjoint extensionÃ of A Λ satisfies (1.1) and we only need to give conditions to guarantee that A Λ has self-adjoint extensions. First of all we recall that for the case of finite sequence Λ this problem is completely solved in [3, 10] . We also recall thatÃ is called a rank n (n ∈ N) perturbation of A if the difference of resolvents of the operators A andÃ is a rank n operator. For the case of an infinite sequence Λ we give some sufficient conditions ensuring the existence of a self-adjoint extensionÃ of A Λ solving the problem (1.1). One of the possibilities is to assume that A has a gap ∆ and all λ k except for a finite number are in ∆. More precisely the following result is valid (cf., [2, 8] ). Proof. We need only to show that the operator A Λ (see, (3.1)) has self-adjoint extensions. Define L := span{ψ k : k ≥ k 0 } and consider a self-adjoint operator B in L defined by
Analogously to the proof of Theorem 3.1 define
Note that ∆ is a spectral gap of A 0 , and therefore ∆ is a spectral gap of C (see, Lemma 2.1 of [2] ). In particular A Λ has equal deficiency numbers. Clearly, A Λ is a finite rank symmetric extension of A Λ and therefore A Λ also has equal deficiency numbers. It follows that any self-adjoint extension of A Λ solves the eigenvalue problem (1.1).
Applying Theorem 3.3 and Corollary 2.5 we immediately get the following result. A corresponding result can be proved for an infinite gap (cf., Theorem 2.7). Another possibility to ensure the existence of a self-adjoint singular perturbationÃ of A solving the problem (1.1) is to give more special assumptions on the vectors {ψ k : k ≥ 1}. For a vector ϕ ∈ H denote by H ϕ the corresponding cyclic subspace spanned by A and ϕ. The following theorem generalizes the corresponding result of [3] , where it was shown that for any self-adjoint operator A there exists a self-adjoint singular perturbation with an arbitrary point spectrum. 
