The recently introduced lattice Boltzmann model for thermal flow simulation on a standard lattice ͓Prasi-anakis and Karlin, Phys. Rev. E 76, 016702 ͑2007͔͒ is studied numerically in the case where compressibility effects are essential. It is demonstrated that the speed of sound and shock propagation are described correctly in a wide temperature range, and that it is possible to take into account additional physics such as heat sources and sinks. A remarkable simplicity of the model makes it viable for engineering applications in subsonic flows with large temperature and density variations.
I. INTRODUCTION
The lattice Boltzmann ͑LB͒ method is a powerful approach to hydrodynamics, with applications ranging from large-Reynolds-number flows to flows at a micrometer scale, porous media, and multiphase flows ͓1͔. The LB method solves a fully discrete kinetic equation for populations f i ͑x , t͒, designed to reproduce the Navier-Stokes equations in the hydrodynamic limit. Populations correspond to discrete velocities c i , i =1, ... ,N, which fit into a regular spatial lattice with the nodes x. This enables a simple and highly efficient "stream along links and equilibrate at nodes" realization of the LB algorithm.
The success of the LB method is primarily in the incompressible flow simulation. In that case, the LB models on the so-called standard lattices with a relatively small number of velocities ͓N = 9 in two dimensions ͑see Fig. 1͒ and N = 15, 19, 27 in three͔ are available and most commonly used. In this paper, we shall follow the usual nomenclature and indicate the models as DMQN where M =2,3 is the spatial dimension and N the number of discrete velocities of the model. In the standard LB models for incompressible flow, geometric constraints associated with the lattice are an obstacle to extending the method to compressible flows ͓2͔.
Recently, a thermal model was introduced on the standard D2Q9 lattice ͓3͔, as an extension of the LB model with energy conservation ͓4͔. The essence of the construction ͓3͔ is to introduce counterterms into the kinetic equation in such a way that the constraints due to the lattice are compensated, and the desired compressible Navier-Stokes and energy equations are recovered in the hydrodynamic limit. It was shown that thermal flows with small density variations can be simulated accurately.
The goal of the present paper is to access, through a carefully chosen set of benchmark problems, the efficiency of the LB method ͓3͔ for compressible flows. We are especially interested in subsonic flows with large density and temperature variations, such as those pertinent to combustion. The outline of the paper is as follows: In Sec. II and the Appendix, for the sake of completeness, we review the LB model of Ref. ͓3͔. In Sec. III, the speed of sound is measured in order to verify the lack of dependence of the model on a reference temperature. In Sec. IV, the results of shock tube simulations are presented. In Sec. V, a model compressible flow with heat sources and sinks is considered in order to examine compressibility effects at large temperature variations. Finally, results are discussed in Sec. VI.
II. THERMAL LATTICE BOLTZMANN ALGORITHM

A. Entropic lattice Boltzmann model with energy conservation
We begin by recalling the construction of the local equilibrium in the thermal lattice Boltzmann model ͓3-5͔ on a planar square lattice with nine velocities c i␣ , i =0, ... ,8 ͑the D2Q9 lattice; see The equilibrium populations are obtained from minimization of the entropy function H under specific constraints. For the D2Q9 model, the entropy function has the form ͓6͔ The constraints of the minimization problem are the local conservation laws of mass, momentum, and energy,
where , j ␣ = u ␣ , and T are the density, momentum, and temperature fields, respectively. This results in the local equilibrium with energy conservation ͓4,5͔. Deviation of the equilibrium pressure tensor P ␣␤ eq = ͚ i=0 8 c i␣ c i␤ f i eq from the Maxwell-Boltzmann form
is of the order j 2 ⌬T, where ⌬T is equal to ⌬T = T − T 0 and T 0 =1/ 3 is the reference temperature in lattice units. In order to remove the dependence of the equilibrium pressure tensor from the reference temperature, the minimization problem is modified. For that, guided equilibrium populations are introduced.
B. Guided equilibrium
An additional condition, which generates the so-called guided equilibrium populations ͓3,7͔, stipulates that the equilibrium pressure tensor P ␣␤ eq is in the Maxwell-Boltzmann form:
Details of the derivation of the equilibrium populations as a minimizer of the entropy function ͑2͒ under constraints ͑4͒ and ͑6͒ are provided in Ref. ͓3͔. The guided equilibrium populations f i eq ͑ , u , T͒, expanded up to the fourth order in velocity, have a simple form:
Note that at u = 0 equilibrium populations are positive if the temperature T is restricted to the interval T ͓0,1͔ ͑in lattice units͒.
C. Introduction of counterterms
Third-and fourth-order moments of the equilibrium populations ͑7͒ are not exact compared to the corresponding moments of the local Maxwell distribution function whenever the temperature deviates from the reference value T 0 =1/ 3 ͓3,4͔. In order to alleviate this limitation, the method introduced in ͓3͔ is used. First, correction terms ⌿ i and ⌽ i are introduced into the Boltzmann equation with the BhatnagarGross-Krook collision operator,
The latter terms are defined using vectors ⌿ x , ⌿ y , and ⌽: The correction terms are tailored in such a way as to compensate for the deviations appearing in the momentum and energy equations,
where ‫ץ‬ P ␣ Љ is the deviation in the momentum and ‫ץ‬ ␣ ͑q ␣ Ј + q ␣ Љ͒ in the energy equations. Deviation terms are identified through the Chapman-Enskog analysis as presented in Ref.
͓3͔. Here only the final result is reproduced:
Here, g x and g y represent acceleration due to external forces such as gravity, and Pr is the Prandtl number.
D. Hydrodynamic limit
After the introduction of the counterterms into the kinetic equation ͑8͒ as explained above, the latter recovers the compressible Navier-Stokes equations in the hydrodynamic limit:
The corresponding fluid obeys the ideal gas equation of state, p = T, with the adiabatic exponent ␥ = c p / c v = 2. The viscosity coefficient and thermal conductivity are identified as
The Prandtl number Pr= c p / , is a parameter of the model.
E. The lattice Boltzmann scheme
The discretization in time and space of the kinetic equation ͑8͒ results in an implicit scheme, not very different from the standard lattice Boltzmann formulation. The lattice Bhatnagar-Gross-Krook equation with a transformation similar to the one introduced in ͓8͔ reads
␦t + 2
where the time step ␦t in the standard lattice Boltzmann formulation is set as ␦t = 1. Computation is carried out on the level of the transformed populations g. The equilibrium populations f eq , needed in Eq. ͑16͒, are computed with the help of the moments of Eq. ͑15͒, which relate the locally conserved moments of the populations f with the moments of the g populations. It is straightforward to show that the density ͑f͒, the components of the momentum j x ͑f͒ and j y ͑f͒, and the temperature T͑f͒ can be evaluated as follows:
͑20͒
The lattice Boltzmann scheme of Eq. ͑16͒ is semiexplicit due to the presence of the correction terms ⌿ i and ⌽ i ͑and not fully explicit, as in the standard case without any corrections͒. The following algorithm is implemented for the collision step.
Step 1. Calculate , j ␣ , T using ͑17͒-͑20͒,
Step 2. Calculate
t using values of , j ␣ , T from step 1.
Step 3. Calculate again , j ␣ , T using ͑17͒-͑20͒, g t , and the values calculated in step 2.
Step 4. Use , j ␣ , T from step 3 for the calculation of the equilibrium values ͑7͒.
Step 5. Use
t from step 2 in the discrete equation ͑16͒ along with the equilibrium values calculated in step 4.
The terms ‫ץ‬ ␥ P ␣␥ Љ and ‫ץ‬ ␣ ͑q ␣ Ј + q ␣ Љ͒ can be evaluated using a second-order accurate central finite-difference scheme ͑see the Appendix͒.
III. REFERENCE TEMPERATURE INDEPENDENCE
The notion of the reference temperature T 0 is pertinent to most of the existing thermal lattice Boltzmann models. If the temperature is set to the reference value, deviations of the higher-order moments of the corresponding equilibrium from the moments of the Maxwellian are minimized. The value of the reference temperature T 0 is different for different LB models. When these models are operated in a small window around the reference temperature, deviation terms in the higher-order moments of the equilibrium populations are minimized. Thus, the simulation of weakly compressible flows is possible. For example, the accuracy of the D2Q9 model with energy conservation ͓4,5͔ as well as of the guided equilibrium model described by ͑7͒ ͓that is, without introducing the correction terms in ͑8͔͒ depends on the temperature deviation from the reference temperature T 0 =1/ 3. For larger velocity sets, deviation terms are still present in the equilibrium moments and the situation is not qualitatively different. For example, in the 17-velocity D2Q17 model of Refs. ͓9-11͔, deviation terms are of the order O͑⌰u 2 ͒, where ⌰ = ͑T / T 0 ͒ − 1, and T 0 is the reference temperature of the D2Q17 model. Not surprisingly, as reported in Ref. ͓10͔, the error increases as the temperature deviates from the reference temperature and the model becomes unstable even for small temperature gradients. An improved LB model with 37 velocities ͑the D2Q37 lattice, Ref. ͓9͔͒ still contains deviations, among others, of the order O͑⌰ 2 u͒. Thus, as soon as large temperature variations are encountered in a simulation, the deviation terms may become large, resulting in an incorrect behavior or even instabilities. For achieving a better accuracy, lattices with a large number of velocities were suggested ͑e.g., the D2Q53 and D2Q81 models, Refs. ͓9-11͔͒. It should be recalled, however, that com-putational complexity increases as soon as more velocities are introduced, e.g., for boundary condition implementation.
In order to work with standard lattices, the introduction of correction terms ͓3͔ which remove the existing deviation is absolutely necessary. After the introduction of these terms, the validity of the model is not dependent on the reference temperature T 0 =1/ 3 any longer. In order to demonstrate that the LB model of Sec. II allows indeed for a range of temperatures, the speed of sound for different temperatures is measured through a simulation. The speed of sound c s is defined as the speed of propagation of a small pressure perturbation. In order to create a sound wave, a quasi-onedimensional slab split into two regions is considered. The temperature is kept uniform, but different pressure and density in each half of the simulation domain is imposed. The pressure difference between the left half of the domain P L and the right half of the domain P R is set to ͑P L − P R ͒ / P R =10 −4 . A grid size of 3000 nodes in the x direction and five nodes in the y direction was used. Periodic boundary conditions in the y direction were applied. The Prandtl number was set to Pr= 1.
As soon as the simulation starts, a discontinuity propagates in the domain, and by monitoring its location the speed of sound is measured. The theoretical value of the speed of sound for the model of Sec. II is c s = ͱ ␥T, where the specific heat ratio is ␥ = 2. A plot of the speed of sound for different temperatures T ͔0,1͔ ͑in lattice units͒ is presented in Fig.  2 . Excellent agreement between the simulation results and the theoretical prediction is observed in a range of temperatures above and below the reference temperature T 0 =1/ 3. In particular, the agreement stays excellent even if the temperature is several orders less than T 0 . For the sake of comparison, the result for the LB model with energy conservation but without correction terms ͓4͔ is also presented in Fig. 2 . As expected, the speed of sound for the latter LB model crosses the theoretical curve only at the reference temperature T 0 =1/ 3. Thus, we verified numerically that the present thermal model is indeed reference temperature independent. The leading order counterterm that allows the accurate description of the speed of sound is the term ‫ץ‬ ␣ ͑q ␣ Ј͒, which guarantees the accurate advection of the heat flux q ␣ . The lattice temperature can now be lowered, resulting in a lower value of the speed of sound compared to the population's advection velocity which is equal to 1. Since the physics is described correctly in a wide temperature range, the upper bound for the temperature T can be shifted closer to zero. This makes possible the simulation of flows where temperature gradients of the order O͑10͒ or higher are present, while at the same time the temperature stays inside the interval ͓0,1͔, as will be illustrated in Sec. V.
IV. SHOCK TUBE SIMULATION
Compressible flow simulation within the present D2Q9 thermal model was studied further with the shock tube problem. The setup is similar to that of Sec. III. The onedimensional slab consists of two separated domains which contain the same gas at different values of density, pressure, and temperature. Domains are separated by a barrier that is located in the middle of the domain. As soon as the barrier is removed, two waves start propagating away from the discontinuity: a shock wave traveling into the lower-pressure region, and a rarefaction wave moving into the higher-pressure region. The initial conditions for the simulation are T L = 0.4, P L = 0.2, and L = 0.5 for the left region and T R = 0.05, P R = 0.1, and R = 2 for the right region. Thus, the pressure ratio between the domains is set to 2, and the temperature ratio is 8. A 3000ϫ 5 grid was used; periodic boundary condition in the y-direction were applied. The Prandtl number was set to Pr= 1 and the relaxation parameter = 0.2.
Simulation results for the thermal model of Sec. II are compared to the analytical solution in Fig. 3 . The four plots in Fig. 3 show the density, the temperature, the pressure, and the local Mach number of the flow, respectively, at time t = 900 in lattice units. The local Mach number is defined as the ratio between the velocity and the speed of sound at a given point, Ma͑x , t͒ = u͑x , t͒ / c s ͑x , t͒. In the present simulation, the local Mach number reaches the value Ma max = 0.235 behind the shock wave. Excellent agreement of the simulation results with the analytical solution can be observed for all four quantities. It should be stressed that no stabilization procedure was used in the current simulations.
V. COMPRESSIBLE FLOW WITH DISTRIBUTED HEAT SOURCES AND SINKS
In this section, we validate the present model by constructing a flow inspired by Ref. ͓13͔. We consider a stationary unidirectional solution to the Navier-Stokes and energy equations supplemented with additional terms in the momentum and energy equations. In the energy equation, a term ẇ 0 ͑x͒ is introduced, while the term Ḣ 0 ͑x͒ appears in the momentum equation. Considering the flow at the steady state and periodic boundary conditions in the y direction, the system is 
The system ͑21͒ is considered on the interval x ͓−1,1͔. The viscosity and the heat conductivity are assumed constant. At the inflow ͑x =−1͒ and at the outflow ͑x =1͒ the following boundary conditions are imposed for the temperature and the velocity:
Here T c and U c are the characteristic temperature and velocity of the flow. Following Ref. ͓13͔, the solution of the system ͑21͒ mimics a premixed flame located at x = 0. The reactants approach the flame from the inflow ͑x =−1͒, while the products exit the domain at the outflow ͑x =1͒. The parameter ␦ can be considered as the flame thickness, and the velocity and temperature profiles depend on that parameter. The term ẇ 0 in the energy equation is a sum of two contributions, ẇ 0 = ẇ 1 + ẇ 2 , where
Here, ẇ 1 represents distributed heat sources with a maximum located at the center of the domain, while ẇ 2 represents heat sinks at the leftmost part of the domain and heat sources at the rightmost part. As heating due to viscous dissipation is negligible, it is not taken into account in the energy equation. Furthermore, in order to obtain the steady state solution of ͑25͒, it is required that the thermodynamic pressure p remains constant in the domain. This is achieved upon introducing the term Ḣ 0 in the momentum equation:
͑24͒
Finally, the analytical solution to the system ͑21͒ is the following:
͑25͒
In order to simulate the aforementioned flow with the present thermal LB model, we need to take into account the above heat sources and sinks, as well as the additional terms in the momentum equation. This is done conveniently by altering the correction terms ͑10͒ in the kinetic equation: 
͑26͒
In Figs. 4 and 5, simulation results are compared with the steady state analytical solution. A 200ϫ 5 grid was used. In the x direction, for the first and last nodes, the conditions of Eq. ͑22͒ were imposed by assigning equilibrium values for the populations. Periodic conditions were implemented in the y direction. The characteristic temperature for the simulation presented in Figs. 4 and 5 is T c = 0.1, the characteristic velocity is U c = 0.01, the viscosity coefficient is = 0.01, and the Prandtl number is set to Pr= 1. The parameter ␦ is varied, ␦ = ͑0.01, 0.05, 0.1, 0.3, 0.5͒. The temperature ratio between the inlet and the outlet depends slightly on the value of ␦ and takes values T x ͑+1͒ / T x ͑−1͒ = ͑11, 11, 11, 10.9, 9.2͒, respectively; that is, the temperature ratio is of the order of ten in the present simulation. For the initial condition, we take the equilibrium with the linear temperature and velocity profile between the values at the inlet ͓T x ͑−1͒ , U x ͑−1͔͒ and the values at the outlet ͓T x ͑+1͒ , U x ͑+1͔͒. As it is clearly seen in Figs. 4 and 5, the results of simulations are in excellent agreement with the analytical solution ͑25͒.
The study of the system presented in this section reveals some interesting aspects of the model. Depending on the characteristic parameters of the flow ͑U c , T c , ␦, and Pr͒, the term ẇ 1 can be the leading order term, ẇ 1 ӷ ẇ 2 ͑Prӷ 1͒, thus validating the correct advection of the heat flux in the energy equation. On the other hand, if the term ẇ 2 is dominant, ẇ 1 Ӷ ẇ 2 ͑PrӶ 1͒, the correctness of the heat diffusion ͑the Fourier law͒ is validated. In the simulation, the Prandtl number was varied in the range 10 −4 -10 4 without affecting either the stability or the accuracy of the results.
VI. CONCLUSION
In this paper, the thermal D2Q9 model introduced in ͓3͔ was validated in flow situations which are characterized by large temperature and density variations. Deviation terms present in the higher-order moments of the equilibrium populations, emerging from the low symmetry of the D2Q9 lattice, are removed. This provides increased accuracy and stability of the model, while additional terms such as heat sources and sinks can be taken into account easily. In two dimensions, the nine populations are found to be adequate for a successful simulation of subsonic compressible flows, thus keeping the complexity of the algorithm at a low level. Characteristic properties, such as the speed of sound, can be described in a broad temperature range covering almost four orders of magnitude. Shock tube simulations provide an insight about the stability of the model, given that even eight times temperature difference steps can be simulated accurately. The compressible benchmark flow with heat sources and sinks verifies that both the heat flux advection and that the heat diffusion in the energy equation are represented correctly by the lattice Boltzmann model. In all cases the ideal gas equation of state is verified. Taking into account these results, the present model can be considered as a successful implementation of the lattice Boltzmann algorithm to simulate subsonic fully compressible flows characterized by large temperature and density variations at the mere computational cost of the D2Q9 lattice. The efficiency, stability, and accuracy of the current model make it promising for the study of standard engineering applications. Application of the model for combustion problems as well as for thermal mixing problems is currently under consideration.
In this Appendix, details pertinent to the implementation of the scheme are presented. The correction terms Eq. ͑10͒ are discretized. For that, the spatial derivatives of Eqs. ͑11͒ and ͑12͒ are evaluated using a second-order-accurate central finite-difference scheme. For example, the discretization of 2 .
͑A2͒
Similar expressions are easily obtained also for the momentum equation correction. To achieve better accuracy in the evaluation of flux terms in the energy equation, a finitedifference scheme with a larger stencil can be used even though this does not change the overall second-order accuracy of the scheme. 12 .
͑A4͒
Finally, the solid wall boundaries are treated as follows. For a two-dimensional rectangular grid, with ni nodes in the x direction and nj nodes in the y direction, two wall boundaries parallel to the x direction are assumed. The lower wall is described by the nodes ͑i =1, ... ,ni, j =1͒ and the upper wall by the nodes i =1, ... ,ni, j = nj. The diffusive wall boundary condition of Ref. ͓14͔ can be used. On the boundaries, the derivatives are calculated using an upwind secondorder finite-difference scheme: 
