Spontaneous waves in the developing retina are essential in the formation of the retinotopic mapping in the visual system. From experiments in rabbits, it is known that the earliest type of retinal waves (stage I) is nucleated spontaneously, propagates at a speed of 451±91 µm/sec and relies on gap junction coupling between ganglion cells. Because gap junctions (electrical synapses) have short integration times, it has been argued that they cannot set the low speed of stage I retinal waves. Here, we present a theoretical study of a two-dimensional neural network of the ganglion cell layer with gap junction coupling and intrinsic noise. We demonstrate that this model can explain observed nucleation rates as well as the comparatively slow propagation speed of the waves. From the interaction between two coupled neurons, we estimate the wave speed in the model network. Furthermore, using simulations of small networks of neurons (N≤260), we estimate the nucleation rate in form of an Arrhenius escape rate. These results allow for informed simulations of a realistically sized network, yielding values of the gap junction coupling and the intrinsic noise level that are in a physiologically plausible range.
We use the phenomenological Izhikevich neuron model, known for displaying biologically plausible dynamics. It similar to conductance-based neuron models of the Hodgkin-Huxley type, while being very efficient from a computational point of view [24, 25] . The model can be regarded as a quadratic integrate-and-fire neuron for the membrane voltage V i (t) of the ith neuron with an additional slow recovery variable July 5, 2018 2/19 u i (t), also referred to as gating variable (cf. Fig. 1(a) for the nullclines of the system):
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The membrane recovery variable provides negative feedback to the voltage (cf. Fig. 1(b) 48 and Fig. 1(c) top) . The parameters a, b, d as well as V rest , V crit , V reset , and V peak 49 determine the spiking regime of the neuron, with V rest < V crit < V peak . The time-scales 50 of the voltage and gating variable are defined by τ V and τ u , respectively. For u(t) ≡ 0 51 and I(t) ≡ 0, V rest and V crit are the stable and the unstable fixed points of the 52 dynamics, respectively. If V i ≥ V peak , the membrane potential is reset to V reset , the kth 53 spike time, t i,k , is registered, and the recovery variable is increased by the constant The green dashed line shows the voltage nullcline and the blue dashed line shows the gating variable nullcline, respectively. Intersections of these two lines are fixed points of the system. The lower fixed point, indicated in red, is stable and represents the resting state of the neuron at (V, u) = (V r , u r ) = (−64mV, −19.4mV). The gray vertical lines indicate the peak voltage V peak and the reset voltage V reset . (b) shows the path in phase space of a neuron that is initially in the resting position, but exposed to an external current with RI = 2 mV from t = 0. The temporal evolution of the separate components u and V is illustrated in (c). 55 illustrated in Fig. 1 roughly agree with experimental measurements from Syed et al. [11] . 56 Specifically, we aim at a burst duration of about 1 − 2 seconds (cf. Fig. 1(c) bottom) 57 and a spike frequency during bursts of about 5 − 15 Hz. We find those characteristics 58 reasonably met for: a = 0.1, b = 0.3, d = 1.2, τ V = 100 ms, τ u = 0.0003 −1 ms, 59 V rest = −76 mV, V crit = −48 mV, V peak = 30 mV, V reset = −50 mV. The bursting 60 mechanism is illustrated in Fig. 1 .
61
The total current RI i = R[I gap,i + I noise,i ] is a superposition of the intrinsic noise current and GJ currents from neighboring cells (see below). The intrinsic noise originates from fluctuations of the various channel populations (sodium, calcium, and July 5, 2018 3/19 different potassium channels, see e.g. [26] ) and is approximated by white Gaussian noise:
with ξ i (t) = 0 and ξ i (t)ξ j (t ) = δ ij δ(t − t ) and D is the noise intensity. We perform 62 simulations at discrete times with a time step of ∆t = 0.1 msec according to an 63 Euler-Maruyama integration scheme, see Appendix Sec. 
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Here, we ignore for simplicity the inhomogeneous and irregular structure of the ganglion cell layer. We place N = n × n single ganglion cells in a rectangular domain on a triangular lattice such that every cell is connected with GJs to six nearest neighbors, see Fig. 2 (c). For illustrative purposes, we will also consider a one-dimensional chain, in which each neuron has only two neighbors. Because we are interested only in stage I waves, prior to synaptogenesis, these cells are not connected to any other cells, i.e. bipolar and amacrine cells are not part of our model. We choose a common approach (e.g. [22] ) to model the GJ current as diffusive and instantaneous coupling by
where G is the rescaled dimensionless GJ coupling, i.e. G = R/R gap . The membrane 79 resistance R of retinal ganglion cells can experimentally be measured and is in the range 80 of 100-500 MΩ, e.g. [28] . R gap is the GJ resistance between neighboring ganglion cells in 81 the retina, which depends on the connexin type and the transjunctional voltage 82 difference and is roughly R gap ≈ 1GΩ [29, 30] . The values of R and R gap imply a 83 physiological range for our parameter of G ∈ [0.1, 0.5]. Because the time course of the 84 action potential produced by our neuron model is only a coarse approximation of the 85 electrophysiological shape of a spike, the GJ coupling may be stronger or weaker than 86 assumed here. This gives additional justification for choosing a wider range of G.
87
For the two-dimensional setup, we apply two different boundary conditions. For 88 estimating the noise dependence of propagation velocities and nucleation rates, we 89 perform small system simulations (N∼50-260) with periodic boundary conditions in 90 both directions (system on a torus) in order to avoid strong finite-size effects.
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Simulations of the full system with N∼12,000 are carried out with two additional layers 92 of neurons on the boundary, that are not exposed to intrinsic noise (cells on the system 93 boundary have fewer neighbors, between 2 and 5 instead of 6). Neurons in the two outer 94 layers of the large simulations are discarded from all statistical evaluations.
Single propagating waves running through the network can be captured by the population activity [31]
which is a firing rate that is averaged over the network and over a time-bin ∆t A . We 96 use ∆t A = 0.5 seconds, which is comparatively large and covers multiple spikes when 97 the cells are bursting. If we couple cells in a chain and initiate a burst in one of them, we see a propagation of 101 the burst along the chain ( Fig. 2(a) ). A higher propagation speed can be achieved by 102 increasing the GJ conductance parameter G Fig. 2(b) . The picture is similar in our In both, one-dimensional and two-dimensional simulations in Fig. 2 , we have set the 111 intrinsic noise intensity to zero in order to illustrate that wave propagation does not 112 hinge on the presence of fluctuations. We note already here, that the propagation speed 113 in the two-dimensional system matches the order of magnitude of biologically observed 114 values. To determine the speed of the waves from simulation such as shown in Fig. 2(c) , 115 we approximate the wave's shape as circular with a fixed center. We define a wavefront 116 as the group of neurons that spike within the same time bin of ∆t = 0.1 seconds (see 117 left illustration in Fig. 3(a) ) and measure the front's mean distance from the center and 118 its mean time instance of occurrence. From the differences of these distances and times, 119 we determine the mean velocity, which we find to be weakly distance dependent, but 120 saturating at about 350 µm from the origin of the wave, cf. Fig. 3 (b). In the following, 121 all velocity values are averaged over measurements for the range of distances 122 350 − 650 µm (shaded area in Fig. 3(b) ) from the point of initiation and we refer to this 123 measuring method as concentric method. The velocities are shown in Fig. 3 (c) as a 124 function of the GJ parameter for the physiologically relevant range of G (see methods). 125 We obtain velocities that are in the range of values observed in the rabbit retina [11], cf. 126 the shaded area in Fig. 3(b) . The experimental mean value of about 450 µm/sec is 127 attained for G ≈ 0.4.
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The propagation and its speed can be theoretically understood as follows. Assuming 129 a steep wave profile, the speed of the wave is given by the inverse of the time it takes a 130 bursting neuron to excite its neighbors, times the displacement of the corresponding 131 wave fronts. We refer to this time as burst onset time difference (BOTD). For simplicity, 132 we neglect noise and consider in the following a one-dimensional setup consisting of 133 three neurons: one initially quiescent neuron (i) is connected to a bursting neuron (i − 1) 134 on one side and to a quiescent neuron (i + 1) on the other side. They are separated by 135 the lattice spacing = 38 µm, hence the velocity is defined as v 1D = /T B . Therein, T B 136 denotes the analytical approximation of the BOTD for this one-dimensional case.
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The approximation T B for the BOTD between neighboring neurons can be derived using three assumptions (details in the Appendix, Sec. 5). First, we assume a constant July 5, 2018 5/19 gating variable (u(t) ≈ u r = const), which is reasonable on a short time scale, because τ u τ V . Second, we replace the voltage variable of the bursting neuron V i−1 (t) by its temporal averageV b = const, that can be analytically calculated (see Appendix) and for our standard parameters isV b = −34 mV. Third, we replace the voltage of the quiescent neuron that is not directly connected to the bursting neuron by the resting potential, V i+1 = V r . Consequently, the GJ current seen by the driven neuron reads
, and the resulting dynamics until the voltage V i reaches the peak potential for the first time is effectively one-dimensional and can be recast to the form (refer to Sec. 5 for details):
This first order ordinary differential equation can be solved via separation of variables to find t(V ). We obtain it by first calculating the difference of the times from the voltage being at its peak potential and its resting potential. However, the driven neuron is already exposed to the driving GJ current while the voltage of the bursting neuron travels to its first spike time. Therefore, for simplicity we subtract the first inter-spike interval T ISI from the beforehand calculated time difference:
The explicit expression is lengthy and derived in the appendix (resulting in eq. (24)).
138
Comparing T B to simulations of a one-dimensional chain shows a reasonable agreement 139 (see Appendix), although the theory overestimates the simulated values, in particular,
140
for larger values of G.
141
In the two-dimensional setup at larger times, the wave attains a planar shape as indicated in Fig. 3(a circles represent driven and quiescent neurons. Now, we assume that the wave front is perfectly flat and all neurons shown in the same color share an identical voltage. In that case, the propagation mechanism simplifies to two bursting neurons exciting one quiescent neuron, whose membrane potential is further affected by two quiescent neurons. Hence, we can mimic the quasi one-dimensional situation by doubling the value of G and additionally taking into account the modification of the effective length, i.e. eff = (3/4) 1/2 , see Fig. 3 (a). Consequently, we can approximate the velocity in the two-dimensional system as
Calculated velocities v 2D (G) are shown in Fig. 3 Spontaneous nucleation rate as function of the inverse noise intensity obtained from four two-dimensional systems with different system sizes as indicated and periodic boundary conditions. From the linear fit of these data, an effective potential barrier ∆U and a rate prefactor r 0 can be estimated (dependence of ∆U on system size shown in inset). 156 With the understanding that every neuron has the same chance to trigger a wave, the global nucleation rate should be linear with N to a first approximation. Thus we measure the nucleation rate per neuron as r = 1/(T IWI N ). As demonstrated in Fig. 4 by the linear dependence of the rate's logarithm on the inverse noise intensity, we obtain an Arrhenius rate r = r 0 exp(−∆U/D).
(10)
The effective potential barrier ∆U depends on G and the system size N and saturates 157 for sufficiently large systems (inset) for both values of G.
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The increase of the potential barrier with G can be understood to first approximation 159 by the effective change of the current-voltage relation in the single neuron. The GJ 160 coupling term eq. (5) leads to an effective increase in the leak current that stabilizes the 161 resting potential and makes it harder to initiate a burst. This mechanism is dominant in 162 comparison to the influence of other coupling effects and the stochasticity of the 163 neighbors on the nucleation rate (supported by additional simulations, see appendix).
164
The more subtle dependence of ∆U on the system size can be explained as follows: 165 Coupling stochastic neurons in small systems with periodic boundary conditions leads 166 to spatial correlations and thus effectively to stronger noise. This effect can be neglected for large system sizes or weak coupling, but has a measurable effect otherwise 168 (cf. Fig. 4 and Fig. 4 inset) . 169 
Discussion of Large-Scale Simulation Results

170
Our results so far can be used to predict the mean inter-wave interval and the 171 propagation speed of retinal waves for a system size N = 12,100 that roughly 172 corresponds to the experimentally studied patch size in Ref. [11] . Vice versa, we can 173 infer an approximate value of the noise intensity D that leads to the experimentally 174 observed value of T IWI = 36 seconds and test this in numerical simulations of the full 175 system.
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For our estimation of the rough value of the noise intensity in a large system, we have to take into account that the single neuron undergoes a substantial refractory period of T ref ≈ 14 seconds after bursting (estimated from small-system simulations investigating the minimal inter-wave interval for various noise intensities). The mean inter-wave interval is then given by T IWI = T ref + 1/[N · r(D)] and the estimated value of the noise intensity follows from the Arrhenius law, eq. (10), as
(for G = 0.4, and r 0 = 6 and ∆U = 0.71, fit parameters from Fig. 4 , solid line with 177 N = 256).
178
The estimated parameters, G = 0.4 and D = 0.050, can now be used in a large-scale 179 simulation. In Fig. 5(a) , we show snapshots of the full system's gating variable (a proxy 180 for the experimentally accessible calcium concentration). The wave front seen in the 181 experimentally observable area (box in Fig. 5(a) ) looks similar to experimental 182 measurements, cf. Ref. [11] . From Fig. 5(b) , it becomes evident that the mean 183 inter-wave interval becomes much shorter for a slight increase in D. The mean 184 inter-wave interval at these parameter values is not exactly 36 seconds, but somewhat 185 larger: these statistics depend very sensitively on the value of the noise intensity (i.e. on 186 the second leading digit, cf. Fig. 5(c) middle) . This is seen in the global population 187 activity, that reveals a wave going through the system as a single peak vs. time.
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The dependence of crucial neural statistics on the noise intensity is illustrated in propagation in the early retina. Earlier it was believed that GJs can play a role in fast 218 neural transmissions only [5, 9] , since the current in electrical synapses responds much 219 quicker than neurotransmitters in chemical synapses. As shown in our paper, however, 220 it is possible to obtain a limited transmission speed in a simple Ohmic model of the GJ 221 coupling. Furthermore, although stochastic fluctuations are strong enough to ignite 222 bursts with the correct nucleation rate, they do not distort the propagating fronts very 223 much, i.e. the wave propagation is still a reliable process.
224
The reason for the slow transmission we observe can be found in the nonlinear ). This is due to a 235 number of model simplifications, which we now concludingly discuss. Firstly, the real 236 system is much more heterogeneous than in our model; secondly, GJs may couple more 237 than next neighbors and their conductivity may be noisy and voltage gated; thirdly, the 238 detailed dynamics of ganglion cells is certainly more complex than can be captured by 239 the Ihzikevich model; last but not least, the white Gaussian noise in our model is a . 256 It is conceivable, that this large G value is an effective description of a system with 257 larger effective gap-junction neighborhood but with a smaller (and possibly 258 distance-dependent) coupling value G. Put differently, we expect similar results for the 259 wave speed in a system with extended coupling neighborhood but reduced coupling 260 strength per connection (with the latter still being within the physiological range).
261
Regarding the neuron model and the incorporation of noise, we note that for 262 developed retinal ganglion cells detailed multi-compartment conductance-based models 263 with stochastic ion channels exist [26] . With more electrophysiological data available, it 264 will certainly be possible to develop biophysically more realistic models of the bursting 265 ganglion cell at the early stage. Furthermore important for our problem will be the In the main text we used an analytical approximation of the mean membrane potential 273 during a burst to derive an estimate for the propagation speed of gap junction mediated 274 waves. In the following, we provide all details necessary to arrive at the equations that 275 we discussed above. All approximations are based on solving the time dependence of the membrane 279 potential, eq. (1), which becomes analytically feasible only by decoupling the system 280 Eq. (1-3). We are specifically interested in the propagation mechanism, and thus in the 281 time the voltage needs to go from the vicinity of the resting potential to the peak 282 potential that marks the occurrence of the first spike. Consequently, the reset 283 mechanism eq. (3) can be discarded. Until this first spike time, the gating variable u 284 can roughly be regarded as constant, cf. the phase space trajectory displayed in 285 Fig. 1(b) . Accordingly, we replace u i in eq. (1) by the constant u r = −19.2 mV., i.e. the 286 resting value of the gating variable. The resulting expression is still a system of coupled 287 differential equations, due to the interaction with neighboring neurons in the network, 288 that is given by the gap junction current eq. (5). To circumvent this problem we simply 289 replace the membrane potential of a bursting neighboring neuron by the constant value 290 V b , an estimate of the temporal average of a neuron's voltage during the burst, which is 291 described in detail below. The voltage of the silent neighbors is replaced by the resting 292 potential. For the discussion of the propagation mechanism these replacements are fairly 293 reasonable, because the propagation process can be thought of as a certain number of 294 synchronously bursting neurons (typically, one or two) exciting a connected neighbor 295 with additional quiescent neighbors.
296
Under these conditions, the dynamics eq. (1) can generally be recast into the form
This equation can be solved by separating the variables and integrating. It is however necessary to distinguish the two cases of V 1 and V 2 being real valued (corresponding to the situation with a stable resting potential) or complex valued (unstable situation). We will refer to real valued (V 1 , V 2 ) as (V r , V c ) with V r < V c . Real values are e.g. obtained for the case of an isolated neuron, or equivalently G = 0, and are related to our original parameters as follows
leading to (V r , V c ) = (−64 mV, −60 mV) for our parameter choice. In this case, the integration of eq. (12) yields
which can be inverted and thus leads to the explicit solution for the voltage trajectory:
Turning to the case of complex valued (V 1 , V 2 ), we will refer to them as July 5, 2018 12/19 (V m + iγ, V m − iγ). Integration of eq. (12) yields
The explicit expression of V m and γ depend on the specific setup of the neighbors (see 297 below). To analytically understand the propagation of the burst from cell to cell, we approximate the time-dependent driving voltage of the bursting cell by its time average, V b , resulting in the GJ current:
This replacement is justified because during the period of interest (the time needed for 300 the driven cell to generate a spike), the bursting neuron generates at least a few spikes, 301 i.e. changes rapidly compared to the voltage of the driven neuron.
302
The mean voltage during the burst can be estimated by integrating the voltage over one inter-spike interval T ISI , for simplicity considered for an isolated cell (G = 0) that is started at V (t = 0) = V reset , u(t = 0) = u r ,
where T ISI = t(V peak ) − t(V reset ). Using eq. (14), we find
Using eq. (15) and eq. (19) in eq. (18), we can calculate the integral and further simplify the resulting expression
For our standard parameters this givesV b ≈ −34 mV (T ISI ≈ 73 msec). Let us now turn to the situation, where an initially quiescent neuron is driven to a burst due to the gap junction current that results from one bursting neighbor in a one-dimensional chain. To this end, we consider the three neurons i − 1 (bursting), i (to be excited), and i + 1 (quiescent). Neuron i is brought from the resting potential V r to the peak potential V peak in a period T ISI + T B that approximately consists of one inter-spike interval T ISI (the time needed by neuron i − 1 to go from reset to peak potential for the first time) and the BOTD T B that determines the speed of the wave via
During the period t ∈ [−T, T B ] (light blue shaded area in Fig. 6) , we approximate the membrane potentials of the bursting and quiescent neurons as
This equation can be recast into the form of eq. (12) with complex V 1,2 = V m ± iγ in the case of propagating bursts, where
and
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For the calculation of T B we can then employ eq. (16), yielding
A comparison between calculated burst onset times according to eq. (24) and T B 305 obtained from the simulation of a one-dimensional chain is shown in Fig. 6(c) . The 306 approximation of T B (eq. (24), solid line) shows reasonable agreement with the 307 simulation results (symbols). As stated in the main text, we approximate the 308 propagation speed of waves passing through a two-dimensional network of neurons by 309 eq. (9). This corresponds to the assumption that the wave's front is reasonably well 310 approximated by a planar shape, if far enough from its origin. As displayed in Fig. 3(b) , 311 the propagation mechanism can then be mimicked by a one-dimensional situation with 312 rescaled distance and coupling strength.
313
In order to see this, note that neurons of the same color in Fig. 3(b) that are part of 314 a perfectly planar wave front share exactly the same state (V, u). If the voltage of all 315 horizontal neighbors is identical, links between these neurons can be discarded, because 316 the GJ current is zero. We set the first spike time of the bursts of all red neurons as 317 time origin. Now, every single blue neuron feels an excitatory current from two bursting 318 neurons (connected via the links indicated in red/blue). The leak current of this one 319 blue neuron is affected by the two links connecting this neuron to two yellow neurons 320 (indicated by blue/yellow lines in Fig. 3(b) ), which are to a good approximation at rest 321 at this instant of time. Doubling the excitatory current and the additional leak current 322 via gap junctions can be expressed by doubling the GJ conductance parameter G in 323 eq. (24). Last but not least, the propagation of the wave within one burst onset time 324 difference is not in direction of the link, but we have to consider the reduced distance 325 3/4 · . Putting everything together, we obtain eq. (9). 326 
Numerical Simulation Methods
327
The numerical simulations of our system were performed according to the following Euler-Maruyama integration scheme:
where ξ i,k are independent Gaussian random numbers with unit variance [43]. The 328 simulation results shown in Fig. 1, Fig. 2, and Fig. 3 are deterministic, i.e. D = 0. The 329 wave nucleation rates shown in Fig. 4 correspond to an average of three independent 330 simulations for each set of parameters G, N , and D, where every single simulation was 331 run until a fixed number of spikes was generated (7500 · N ), such that a single 332 simulation returned roughly 200 inter-wave intervals; for cases with very low nucleation 333 rates (< 10 −6 ), fewer inter-wave intervals were simulated due to a hard-coded time limit. 334 All simulations were performed at discrete times with a step of ∆t = 0.1 msec. To test 335 the stability of the Euler-Maruyama integration scheme for our network model for 336 D > 0, we compared simulations for the nucleation rate, cf. Fig. 4 , with different 337 integration time steps at the set of parameters: G = 0.4, N = 100, D = 1/18. We found 338
July 5, 2018 15/19 that reducing the integration time step by a factor 10 had no significant impact on the 339 result of the nucleation rate.
340
In Fig. 4 , we find a finite size effect that vanishes for larger system sizes. The boundary conditions introduce a measurable effect on the spontaneous nucleation rate of retinal waves for smaller system sizes. This effect is due to correlations of distant neighbors in the system. To gain a better understanding of the magnitude of correlation on voltage fluctuations, we simulated a one-dimensional chain of neurons. Because we are interested in the sub-threshold voltage fluctuations we simplified the neuron model to a version that does not generate spikes, i.e. with a linearized deterministic part of the dynamics (GJ and noise current unchanged) at the stable fixed point:
Simulation results for the Pearson correlation coefficient of the membrane potential as 341 function of distance for a ring of 15 coupled neurons are illustrated in Fig. 7(a) . With 
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increasing coupling strength, there is a non-zero correlation between the voltages, even 343 for neurons as far as 4 space units apart. This leads to a measurable increase of the 344 overall membrane fluctuations of a ring with chain length up to 5 neurons for G = 0.5, 345 cf. Fig. 7(b) . For larger chain lengths, the periodicity has no effect on the voltage 346 fluctuations, which is in agreement of the saturation observed for ∆U in Fig. 4 .
347
The results for the wave speed shown in Fig 
