ABSTRACT. Let k " Qp ?´3 q, and let c P O k be a square free algebraic integer such that c " 1 pmod x9yq. Let ζ kpc 1{3 q psq be the Dedekind zeta function of the cubic field kpc 1{3 q and ζ k psq be the Dedekind zeta function of k. For fixed real σ ą 1{2, we obtain asymptotic distribution functions F σ for the values of the logarithm and the logarithmic derivative of the Artin L-functions
INTRODUCTION
Several mathematicians have studied the distribution of values of L-functions associated with quadratic Dirichlet characters in the half plane psq ą exists. Furthermore Gp0q " 0, Gp8q " 1, and Gpzq, the distribution function, is a continuous and strictly increasing function of z.
An analogous result also holds for negative d with 0 ă´d ď x. From Dirichlet's class number formula we know that L d p1q ą 0, so under the Generalized Riemann Hypothesis (GRH), for σ ą 1{2, we have that L d psq ą 0 for all d. Note that the above result, for σ ą 3{4, unconditionally establishes that L d pσq ą 0 for almost all d ď x (i.e. except a set of size opxq).
In 1970, Elliott revisited this problem (for σ " 1) and strengthened Chowla-Erdős' theorem. The following is proved in [5] (see also [10, Chapter 20] for a detailed exposition of this theorem).
Theorem 1.2 (Elliott).
There is a distribution function Fpzq such that #t0 ă´d ď x; d " 0, 1 pmod 4q and log L d p1q ď zu x{2 " Fpzq`O˜d log log x log xḐ holds uniformly for all real z, and real x ě 9. Fpzq has a probability density, may be differentiated any number of times, and has the characteristic function The above theorem gives detailed information on the distribution function in Chowla-Erdős' theorem for σ " 1 (it is smooth, has a density function, and its characteristic function can be computed) and provides an explicit error term. Moreover, the proof relies on the novel idea of interpreting the problem as a probability problem on sums of independent random variables. This point of view was explored by Elliott in the 1970's for several functions with similar expressions (see [6] , [7] , and [8] for arguments mod 2π and logarithm of absolute values of quadratic L-functions).
In [12] Granville and Soundararajan initiated the study of the tail of the distribution (large deviation) of the values of L d p1q as d varies over the fundamental discriminants. This line of research has been extensively explored by Lamzouri for various L-functions (see for example [19] , [20] , and [21] ).
Recently Ihara and Matsumoto started a systematic study of the value-distribution of the logarithm and the logarithmic derivative of L-functions on the half-plane psq ą 1{2 (see for example [16] and [17] ). Their approach has its roots in classical results such as Lévy's continuity theorem and Jessen-Wintner theory of infinite convolutions of distribution functions.
Following the method devised in [17] , Mourtada and Murty proved the following (see [24, Theorem 2] ).
Theorem 1.3 (Mourtada-Murty).
Let σ ą 1{2, and assume the GRH (the Generalized Riemann Hypothesis for L d psq). Let F pYq denote the set of the fundamental discriminants in the interval r´Y, Ys and let NpYq " #F pYq. Then, there exists a probability density function M σ , such that
Moreover, the characteristic function ϕ F σ pyq of the asymptotic distribution function F σ pzq " ş ź 8 M σ ptqdt is given by ϕ F σ pyq " ź pˆ1 p`1`p 2pp`1q expˆ´i y log p p σ´1˙`p 2pp`1q expˆi y log p p σ`1˙˙.
Notice that if d is a fundamental discriminant then
where ζ Qp ? dq psq is the Dedekind zeta function of Qp ? dq and ζpsq is the Riemann zeta function. In this paper, we prove an analogue of the above theorem for the cubic characters in the number field setting without assuming the GRH. In fact, we believe that one can remove the GRH assumption in Theorem 1.3 by applying an appropriate zero density theorem for L-functions of quadratic Dirichlet characters and following a line of argument similar to the one we describe in Section 4.1.
Let k " Qp ?´3 q and ζ 3 " exp p2πi{3q. Then O k " Zrζ 3 s is the ring of integers of k. Let C :" tc P O k ; c ‰ 1 is square free and c " 1 pmod x9yqu .
For c P C, let ζ kpc 1{3 q psq be the Dedekind zeta function of the cubic field kpc 1{3 q. In analogy with (1), we define
We know that L c psq " Lps, χ c qLps, χ c q, where Lps, χ c q is the Hecke L-function associated with some cubic character χ c of the xcy-ray class group of k. We will see in Section 3 that, for c P C, χ c can be identified with`. c˘3 , the cubic residue character modulo c. We set Case 2) , and Lps, χ c q "
Notice that L c psq " 2 pLps, χ cwhen s is a real number. The main results of this paper are two theorems that describe the distribution of the values L c psq and pLps, χ cfor a fixed s as c varies over C. 
The asymptotic distribution function F σ pzq " ş ź 8 M σ ptq dt can be constructed as an infinite convolution over prime ideals p of k,
where F σ,p pzq "
Here δ a pzq :" δpz´aq, δ is the Dirac distribution, and a p, j :" a p, j pσq "
Moreover, the density function M σ can be constructed as the inverse Fourier transform of the characteristic function ϕ F σ pyq, which in (Case 1) is given by
Nppq σˇ¸a nd in (Case 2) is given by
Nppq`1`1 3
The value L c p1q has some arithmetic significance. By the class number formula we know that
where h c , R c , and D c " p´3q 5 pNpcqq 2 (see [27, page 427] ) are respectively the class number, the regulator, and the discriminant of the cubic extension K c " kpc 1{3 q. Since the number fields K c all have a fixed degree (namely 6) over Q, then by the Brauer-Siegel theorem
as Npcq Ñ 8. Thus, one obtains the following distribution result regarding the error term of (3) as a consequence of Theorem 1.4 (Case 1).
where M 1 ptq is the smooth function described in Theorem 1.4 (Case 1) for σ " 1.
Another application is related to the Euler-Kronecker constant of a number field K which is defined by
Since γ k is fixed, we have the following corollary of Theorem 1.4 (Case 2). Corollary 1.6. There exists a smooth function M 1 ptq (as described in Theorem 1.4 (Case 2) for σ " 1) such that Remarks 1.8.
(a) The proof of both theorems follow very similar arguments. In this paper, we only show the proof of Theorem 1.4. We mention here that we are able to prove the existence of a smooth density function in Theorem 1.4 by establishing a suitable upper bound for the characteristic function ϕ F s pyq when s is real (see Proposition 1.11). (b) For σ ą 1, from expression (11) for L c pσq we can deduce that (4) log L c pσq "´2 log`1´3´σ˘´2
where π is the unique generator of the prime ideal p with the property that π " 1 pmod x3yq, and c .˘3 is the cubic residue symbol of c modulo π. Thus, the values log L c p1q can be modelled as a sum over p x3y of the random variables
with probability 
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The heuristic supporting the above probabilities is as follows. Given prime ideal p " xπy and square free element c, then c lies in one of the Npp 2 q´1 residue classes modulo p 2 . Now since exactly Nppq´1 of these residue classes are multiples of p, then under the assumption of uniform distribution of c in residue classes modulo p 2 , we conclude that the probability that π | c is 1{pNppq`1q. More precisely, we get lim YÑ8 #tNpcq ď Y; c P C and π | cu #tNpcq ď Y; c P Cu
Finally, under the assumption of the uniform distribution of the values of the cubic residue symbol c π˘3 among the elements c with pc, πq " 1, for i " 1, 2, 3, we have lim
YÑ8
#tNpcq ď Y; c P C and`c π˘3 " ζ i 3 u #tNpcq ď Y; c P C and pc, πq " 1u
A similar heuristic for (Case 2) also applies by finding the derivative of both sides of (4) and establishing the identity
(c) Our results establish one dimensional distribution theorems for the values of some real functions associated with extensions of number fields. A natural next step in this research is extending such results to the corresponding complex-valued functions. In [16] and [17] such two dimensional distribution theorems (unconditionally in [16] and conditionally on GRH in [17] ) for the values of the logarithm or the logarithmic derivative of L-functions on average over certain Dirichlet characters were established. It would be worthwhile to investigate the two dimensional distribution results for the function Lps, χq as χ varies over the family of characters considered in Theorem 1.3, Theorem 1.4, and more generally the higher order characters studied in [2] . (d) If we let m k pσq be the non-negative k-integral moments of L c pσq, one may try to obtain the characteristic function of the distribution function F σ by computing
for y such that the above series is absolutely convergent (see [9, Lemma 1.44] ). The authors of [3] have applied this method for certain families of number fields K to obtain results (some conditional) on the distribution of the values at σ " 1 of the logarithm and logarithmic derivative of the Artin L-function
([3, Corollaries 3.14 and 5.4]). Our method has the advantage of representing the characteristic function as a convenient product on the range σ ą 1{2.
Next we make some comments regarding the method of proof of Theorem 1.4. For a real-valued arithmetic function f pnq and y P R, assume that
where r Mpyq is continuous at 0. Then it is known that f possesses an asymptotic distribution function, i.e.,
for all z in which F is continuous (see [25, p. 432 , Theorem 2.6]). In this paper we consider a weighted version of (5). In order to verify the conditions of the above lemma for the cases described in Theorem 1.4, we establish the following two propositions.
Fix σ ą 1 2 and y P R. Let r M σ pyq be the function given by one of the product formulas in Theorem 1.4. Then
where ‹ indicates that the sum is over c such that L c pσq ‰ 0.
The proof of this proposition is long and involves several intricate computations. It is inspired by the method devised by Luo in [23] and used by Xia in [27] . The proof for 1{2 ă σ ď 1 is more delicate and in this case the recent zero density theorem of Blomer, Goldmakher, and Louvel [2] plays a crucial role in establishing Proposition 1.10 without assuming the GRH.
The other ingredient needed for the application of Lemma 1.9 in the proof of Theorem 1.4 is the following. Proposition 1.11. Let δ ą 0 be given, and fix σ ą where C is a positive constant that depends only on σ and δ.
Our proof of the above proposition is inspired by the method employed in [24] for the case of quadratic L-functions which itself is based on the ideas in [26] .
The structure of the paper is as follows. In Sections 2 and 3 we review some background materials on distribution functions and cubic characters. We prove Proposition 1.10 in Section 4. The proof of Proposition 1.11 is given in Section 5.
Notation. Throughout the paper denotes an arbitrary positive number, whereas 0 denotes a fixed positive constant. The capital letters F and G are used for distribution functions and the letter M represents a density function. The characteristic function of a distribution function F is denoted by ϕ F . The Dedekind zeta function of a number field K is denoted by ζ K psq. We set k " Qp ?´3 q and denote its ring of integers by O k " Zrζ 3 s, where ζ 3 " expp 2πi 3 q. Gothic letters represent ideals of O k . The norm of an ideal a is written as Npaq. We denote the multiplicity of a prime ideal p in an ideal a by ν p paq. The Hecke L-function associated with a character χ of f-ray class group of k is denoted by Lps, χq. The arithmetic function µpnq is the Möbius function. Finally, summations over square free elements (modulo units) of O k are denoted by ř 5 .
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DISTRIBUTIONS AND PROOF OF THEOREM 1.4
We review some basic facts on asymptotic (limiting) distribution of real arithmetic functions. Our reference for this section is Chapter III.2 of [25] . We start with some notions from probability.
A function F : R Ñ r0, 1s is called a distribution function if F is non-decreasing, right-continuous, and satisfies Fp´8q " 0 and Fp`8q " 1. Since F is non-decreasing its discontinuity set is countable. We denote the continuity set of a distribution function F by CpFq. An example of a continuous distribution function is
where Mptq is a non-negative integrable function such that ş 8 8 Mptqdt " 1. We call M the density function of F. The characteristic function of the distribution function F is the Fourier transform of the measure dFpzq. Thus,
Distribution functions are uniquely determined by their characteristic functions. In other words F " G if and only if ϕ F " ϕ G (see [25, p. 430] ). We say that a sequence tF n u 8 n"1 of distribution functions converges weakly to a function F if we have lim nÑ8 F n pzq " Fpzq, for all z P CpFq.
The celebrated theorem of Lévy establishes a relation between the weak convergence of distribution functions and the point-wise convergence of their corresponding characteristic functions.
Theorem 2.1. (i) (Lévy's continuity theorem) Let tF n u 8 n"1 be a sequence of distribution functions, and let tϕ F n u 8 n"1 be the sequence of their characteristic functions. Then F n converges weakly to a distribution function F if and only if ϕ F n converges point-wise on R to a function ϕ which is continuous at 0. Furthermore, in this case, ϕ is the characteristic function of F, and the convergence of ϕ F n to ϕ is uniform on any compact subset.
(
We say that f possesses an asymptotic distribution function F if the sequence tF N u 8 N"1 with F N pzq " #tn ď N; f pnq ď zu N converges weakly to a distribution function F, as N Ñ 8.
We are now ready to prove the main lemma that describes the method used in the proofs of our theorems.
Proof of Lemma 1.9. We first observe that the function The convolution of two distribution functions F and G is the distribution function F˚G defined by pF˚Gqpzq "
Gpz´yqdFpyq.
It can be shown that ϕ F˚G " ϕ F ϕ G . We say that a distribution function F is the infinite convolution of distribution functions F 1 , F 2 , . . . , F n , . . . if F 1˚F2˚. . .˚F n converges weakly to F as n Ñ 8. In such case we write F "˚iF i . The following theorem provides a necessary and sufficient condition for the existence of infinite convolutions. Proof of Theorem 1.4. Applying Proposition 1.10 gives
In one of the steps in the proof of Proposition 1.10, it is shown (in Proposition 4.2) that r M σ pyq has also a representation as an absolutely convergent Dirichlet series which is uniformly convergent for y P r´R, Rs. Therefore, r M σ pyq is continuous at y " 0. Next by Proposition 1.11, we know that r M σ pyq satisfies (6). Hence, Lemma 1.9 establishes the existence of a smooth asymptotic distribution function F σ pzq " 
where pp j q is a sequence representing the prime ideals of k and F σ,p j is defined in the statement of Theorem 1.4. Thus by Theorem 2.2, the infinite convolution of the distributions F σ,p exists and hence F σ pzq " * p F σ,p pzq.
PRELIMINARIES ON CHARACTERS
Let k " Qp ?´3 q, and let O k " Zrζ 3 s be its ring of integers, where ζ 3 " exp`2 πi 3˘. We know that O k is a principal ideal domain and its group of units is given by U k " t˘1,˘ζ 3 ,˘ζ 2 3 u. We also have x3y :" 3O k " x1´ζ 3 y 2 , and 3 is the only ramified prime in O k . Moreover, any ideal a in O k has a unique generator of the form p1´ζ 3 q r a where r P Z ě0 and a " 1 pmod x3yq. In particular, if a is relatively prime to x3y, then a " xay with a " 1 pmod x3yq.
3.1. Cubic residue symbol. Let us now recall the definition of the cubic residue symbol (character) and collect some related facts. The reader is referred to [18, Chapter 9] and [22, Chapter 7] for more details. Let π P O k be a prime not dividing 3, and suppose that α P O k is not divisible by π. It follows that
The cubic residue symbol of α modulo π, denoted`α π˘3 , is the unique cube root of unity such that
We set´α π¯3 " 0 if π | α. In fact, for pα, πq " 1 the congruence x 3 " α pmod πq is solvable in O k if and only if´α π¯3 " 1. Moreover, we have
, and α " β pmod πq ùñ´α π¯3 "ˆβ π˙3 .
We next extend the definition of the cubic residue symbol to include symbols of the form`α λ˘3 , where λ is a non-prime element in O k . Let α, λ P O k with λ ı 0 pmod x1´ζ 3 yq. Since O k is a unique factorization domain, we set α λ¯3 "
This definition retains properties analogous to the basic properties in (8) .
An element α P O k is said to be primary if α "˘1 pmod x3yq. The following proposition is the law of cubic reciprocity and its supplementary formula.
In addition, if λ " 1`3a`3bζ 3 for some a, b P Z, we get the supplementary formulâ
Proof. This is [22, Theorem 7.8] .
The following large sieve type inequality for cubic residue symbols, established in [14] , plays an important role in the proof of Proposition 1.10. 
res s"1 pζ k psqq denotes the residue of ζ k psq at s " 1, and H x9y denotes the x9y-ray class group of k.
As a corollary of this lemma we have (10) N˚pYq "
and
In this paper, we are mostly interested in the cubic residue symbols´. c¯3 where c P C. By Proposition 3.1, we have´u c¯3 " 1, for all u P U k and c P C.
In other words,´. c¯3 is trivial on the units of O k . Thus, it can be viewed as a primitive character of the xcy-ray class group of k, and therefore´. c¯3 can be identified with χ c , where L c psq " Lps, χ c qLps, χ c q. It also follows from Proposition 3.1 that
Moreover, since any non-zero integral ideal a in O k has a unique generator of the form p1´ζ 3 q r a with r P Z ě0 and a " 1 pmod x3yq, we have χ c paq "´a c¯3 .
In fact, by the law of cubic reciprocity as stated in Proposition 3.1, we have
for all non-zero integral ideals a in O k . Now for c P C and psq ą 1, let Lps, χ c q " 
This is especially useful in elucidating the analogy between our setting and the quadratic setting studied in [8] and [24] .
Crucial to our work is the zero density theorem given in [2, Corollary 1.6] which allows us to prove our main theorem without assuming the GRH. The following is a statement of this theorem when applied to Lps, χ c q. However, the original result in [2] applies in a more general setting to L-functions of n-th order Hecke characters. 
PROOF OF PROPOSITION 1.10
We start by finding a Dirichlet series representation for exp piyL c psqq.
Lemma 4.1. Let y P R, and let s P C be such that psq ą 1. Then exp piyL c psqq can be written as an absolutely convergent Dirichlet series as follows:
exp piyL c psqq "
where the function λ y is described in the proof. Notice that one can write
for u, t P C with |t| ă 1. In fact, the coefficients G r puq in the above power series expansion are computed as G 0 puq " 1 and for r ě 1 G r puq "
Hence, we have In fact, H r puq can be explicitly computed as H 0 puq " 1 and for r ě 1
This gives rise to the arithmetic function λ y paq defined on the integral ideals of k as follows:
It follows from equations (14) and (15) Proof. Let N`1` 2 , plog Yq A , c˘be the number of zeros of Lps, χ c q in the rectangle R Y, ,A . Then from Lemma 3.4 we have ÿ
for some η " ηp , Aq ă 1. Hence, the Dirichlet series ř cPZ 1{Npcq s is absolutely convergent (and thus analytic) for psq ą η. We have
Letting δ " η` 1 for sufficiently small 1 implies the desired result.
For σ ą Observe that L c pσq is real, and so | exp piyL c pσqq | " 1. Thus, by Lemma 4.3, we have
Applying this estimate in (18) yields
exp piyL c pσqq expp´Npcq{Yq`OpY δ q.
For c P Z c , y P R, and 1{2 ă σ ď 1, the next lemma gives a representation of exp piyL c pσqq as a sum of an infinite sum and a certain contour integral. 
where L Y, ,A " L 1`L2`L3`L4`L5 (see Figure 2 ). Here L 1 is the vertical half-line given by p1´σ` 2 qì tplog Yq A for t ě 1, L 2 is the horizontal line segment given by t`iplog Yq A for´ 2 ď t ď p1´σ` 2 q, L 3 is the vertical line-segment given by´ 2`i tplog Yq A for´1 ď t ď 1, L 4 is the horizontal line segment given by t´iplog Yq A for´ 2 ď t ď p1´σ` 2 q, and L 5 is the vertical half-line given by p1´σ` 2 q`itplog Yq A for t ď´1. Moving the line of integration from puq " 1´σ` 2 to L Y, ,A and calculating the residue at u " 0 yield the result. (Note that since c P Z c , the integrand has only a simple pole at u " 0.)
Employing the above lemma in (19) 
Evaluation of (I).
We prove an asymptotic formula for the sum pIq given in (22) .
where r M σ pyq is defined in Proposition 4.2. We have
for a sufficiently small ą 0.
Proof. From (22) 
where C abm is defined in Lemma 3.3. We can take to be sufficiently small so that 0 ă ă 0 . Upon plugging the identity
X˙´u du in the above expression and moving the line of integration to puq " ´ 0 , we get that the contribution of cubes to pIq is
λ y px1´ζ 3 y r 1 qλ y px1´ζ 3 y r 2 q
Note that the coefficient of Y in the above formula is the same as r C σ pyq given in the statement of the lemma. We still need to estimate the contribution of non-cubes to pIq. This is accomplished following the methods of [23] and [27] . In what follows, ř 5 denotes summation over square free elements (modulo units) of O k . For ideals a and b with gcdpab, x3yq " 1, we also write a " xay and b " xby for some uniquely determined elements a, b P O k congruent to 1 pmod x3yq. With this notation in mind, we consider the character sum
µpdq, which is by the cubic reciprocity, Proposition 3.1,
µpdq.
By choosing an auxiliary parameter B, we split the above sum into two parts to get
χ ab 2 pcq expˆ´N pd 2 cq Yÿ
χ ab 2 pcq expˆ´N pd 2 cq Y˙, and S "
where d (respectively d 1 ) is the multiplicative inverse of d (respectively d 1 ) modulo x9y. We shall estimate R using Lemma 3.5. We have
Applying (12) of Lemma 3.5 yields
. Therefore, the contribution of R to pIq in (25) The contribution of S to pIq in (25) 
We write a " a 1 a 2 2 , where a 1 is the square free part of a. Then (27) becomes
λ y px1´ζ 3 y r 1 qλ y px1´ζ 3 y r 2 qλ y pxbmyq
Notice that we may assume that Npa 1 q ! 
Invoking the large sieve inequality (9) of Lemma 3.2 in (30), we get that (27) is
Therefore, the contribution of S to pIq in (25) is at most The overall contribution of S is
Therefore, the contribution of R`S to pIq is
By combining this inequality with (26), we have
Evaluation of (II).
In order to estimate pIIq in (23) for σ ď 1, we first provide an upper bound for the sum given in Lemma 4.4. A bound similar to L 2 holds for L 4 , and a bound similar to L 1 holds for L 5 . Letting A ą 1 and
Evaluation of (III
Summing this estimate over c P Z c implies that
Proof of Proposition 4.2.
Proof. If σ ď 1, inserting (31), (32), and (33) in (21) yields
Now choosing X " Y η for a sufficiently small positive constant η and using (10) yield the result. If σ ą 1, then estimates (32) and (33) are not needed. In this case we apply Lemma 4.1 to write exp piyL c pσ`uqq as an absolutely convergent Dirichlet series (for u ą 0), and we use identity (20) . As a result, we get 1 2πi
where we choose such that 0 ă ă σ´1. Moving the line of integration from puq " to puq "´ and calculating the residue at u " 0 yield In what follows, we derive a product formula for r M σ pyq which is the absolutely convergent series In what follows, p denotes a prime ideal that does not divide x3y " 3O K . This specification will be dropped from our notation for simplicity. First we set r N σ pyq :" Our goal here is to find an Euler product for r N σ pyq which is given as the above triple sum over ideals m, a, and b. We start by finding an Euler product for the innermost sum in (34). Denoting the multiplicity of a prime ideal p in an ideal m by ν p pmq, we have Let us now focus in above on the sum over cube-free integral ideals m which we denote by r P σ pyq. We have r P σ pyq " Writing the sum over a as an Euler product yields
Thus, we have r P σ pyq " .
Next observe that the new m-summation in the above expression has the following Euler product decomposition:
Employing (38) in (37) and inserting the deduced result for r P σ pyq in (36) yield
Using the definition of the arithmetic function λ y in (Case 2), we get
which by (13) is 
PROOF OF PROPOSITION 1.11
Proof. Notice that r M σ pyq " r M σ p´yq since λ y paq " λ´ypaq. Thus, we may assume without loss of generality that y ą 0. First, we deal with (Case 1 Note that for all y we have | r M σ,p pyq| ď 1. Our goal here is to show that for large y a sizeable number of r M σ,p pyq have absolute value less than 1´β for a fixed β ą 0, more precisely we will show that the number of such r M σ,p pyq is bounded below by a power of y (depending on σ). Notice that r Q σ,p pyq " " exp`´2iy logp1´p´σq˘˜1`2 exp˜´2iy log Let us now consider the finite sum r Q σ,p pyq " For ease of notation, we put α j " 2y log Nppq 
