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1. INTRODUCTION
The aim of the paper is to obtain the asymptotic representation, as k→
∞, of the solutions of a l2-perturbed linear delay difference system
xk+ 1 = xk +
r∑
i=0
Aikxk− i k ∈ N0 (1.1)
where N0 is the set of all nonnegative integers; xk = x1k x2k 
 
 
 
xnkT is in Rn	Rn is the real n-dimensional Euclidean space with the
norm 
x
 =∑ni=1 
xi
 for x = x1 x2 
 
 
  xnT in Rn	 = diag λ1 
 
 
  λn
is a real n × n diagonal matrix with 0 < 
λ1
 < · · · < 
λn
	Ai =
aimjn×n N0 → Rn×n for i = 1 
 
 
  n is in l2, namely,
∑n
m=1
∑n
j=1
∑∞
k=0
aimjk2 < ∞; and r ∈ N0 is called the maximum delay of (1.1). Sys-
tem (1.1) with r = 0 has been studied by Coffman [6], Benzaid and Lutz
[3], and many other people (see [8] and the references therein). System
(1.1) with r = 0 is motivated by an analogous system of delay differential
equations with delay τ > 0:
x˙t = xt +Atxt − τ t ≥ 0 (1.2)
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where A = aijn×n is a continuous n× n matrix function on R+ = 0∞
and is in L20∞ (see [1, 2, 4, 10–12]).
In [1], we obtained the asymptotic formula
xt = I + o1
[
exp
(∫ t
0
sds
)]
b+ oe−at
as t → ∞, for each solution x of (1.2) and any a > 0, where b ∈ Rn
is constant dependent on xt = diagλ1t 
 
 
  λnt with λmt =
λm + ammte−τλm for m = 1 
 
 
  n, and I is the n × n identity matrix.
Such a formula presents explicit information for the asymptotic behavior
of solutions of (1.2) as t → ∞. (Recall that the solution space of (1.2)
is C−τ 0 Rn, which is inﬁnite dimensional.) It is the purpose of this
paper to present an analogous formula for each solution x of (1.1). The
main result of the paper is as follows:
Theorem 1. Let k = diagλ1k 
 
 
  λnk with λmk = λm +∑r
i=0 a
i
mmk/λmi for m = 1 
 
 
  n. Assume that each λmk = 0 for k ≥
k∗0 − r ≥ 0. Then there exists k¯0 ≥ k∗0 and an n× n matrix function F deﬁned
for k0 ≥ k¯0 and k ≥ k0 − r with supk≥k0−r 
Fk0 k
 → 0 as k0 → ∞ and
for each ﬁxed k0 ≥ k¯0 Fk0 k → 0, as k→∞ such that for each solution
xk0U of (1.1) with k0U in N0×Rn×r+1, there exist bk0U ∈ Rn and
a function f k0U Nk0−r → Rn with f k0Uk = oa−k as k→∞ for
any a > 1 such that for k ≥ maxk0 k¯0 + r − r,
xk0Uk = I + Fk0 k
[ k−1∏
j=k∗0−r
j
]
bk0U + f k0Uk
 (1.3)
Moreover, for any k0 ≥ k¯0 and b ∈ Rn,
xk = I + Fk0 k
[ k−1∏
j=k∗0−r
j
]
· b for k ≥ k0 − r
is a solution of (1.1).
When r = 0, Theorem 1 generalizes Theorem 9.1 in [6].
In Section 2 we shall give some lemmas which will be used in the later
sections. In Section 3 we shall prove the existence of n classes of “spe-
cial solutions” of (1.1) by applying the Banach ﬁxed point theorem and a
lemma in Section 2 to an appropriate equivalent form of (1.1). The exis-
tence of such special solutions was studied in [5, 7, 9], where some extra
conditions were required. Our results are better and our method is different
from theirs. In Section 4, we shall use the n independent special solutions
obtained in Section 3 to prove Theorem 1. Since when r > 0 the dimension
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of the space of all solutions of (1.1) is n× 1+ r, which can be seen from
its equivalent ordinary difference system,
y1k+ 1= y2k y2k+ 1 = y3k 
 
 
  yrk+ 1 = xk
xk+ 1= +A0kxk +
r∑
i=1
Aikyr−i+1k k ∈ N0
(1.4)
whose unperturbed system has n× r zero eigenvalues, the results in [3, 6,
8] for ordinary difference systems cannot be applied.
We shall use the following notation. Let Nk, for each nonnegative inte-
ger k, denote the set of all integer greater than or equal to k, and let
Rn×r+1 be the space of all real n× r + 1 matrices with the norm U =
max0≤j≤r 
uj
 for U = u0 
 
 
  ur in Rn×r+1 with uj ∈ Rn. Observe that
an operator Lk · Rn×r+1 → Rn is linear if and only if there exist
matrices Bik ∈ Rn×n i = 0 1 
 
 
  r, such that LkU =
∑r
i=0 Bikur−i
for every U = u0 
 
 
  ur in Rn×r+1, and, furthermore, Lk ·, the
norm of Lk ·, is in lp for some 0 < p < ∞, i.e., ∑∞k=0 Lk ·p <
∞, if and only if all Bi i = 0 1 
 
 
  r, are in lp. For a given function
x Nk0−r → Rn, we denote xrk to be an n× r + 1 matrix deﬁned by
xrk = xk − r 
 
 
  xk for k ≥ k0. We note that the introduction
of xrk and Lk xrk is motivated by notations xt and Lt xt in
linear delay differential systems. Using these notations, we can write (1.1)
in the form
xk+ 1 = xk + Lk xrk (1.5)
where Lk xrk = ∑ri=0Aikxk− i and Lk · is in l2. The solu-
tion space of (1.5) is Rn×r+1, and for any k0U ∈ N0 × Rn×r+1 there
is a unique solution xk0U of (1.1) (or (1.5)) deﬁned on Nk0−r such that
xk0Urk0 = U .
We remark at the end of the section that since lp ⊂ lq for any 0 < p <
q < ∞ (note that Lp0∞ ⊂ Lq0∞ does not hold), it follows that
the assumption in [5, 6, 7, 9] that each Ai· i = 0 
 
 
  r, in (1.1) is in
lpi for some 1 ≤ pi ≤ 2 is equivalent to our assumption that Ai· i =
0 
 
 
  r, are all in l2. However, if each Ai· i = 0 
 
 
  r, in (1.1) is in l1,
the assumption that  has the pairwise different diagonal elements can be
weakened. This results in this paper can also be extended to more general
systems such as
xk+ 1 = + V kxk +
r∑
i=0
Aikxk− i (1.6)
where  and Aik i = 0 1 
 
 
  r, are the same as those in (1.1), and
V k = diagv1k 
 
 
  vnk with all vik → 0 as k→∞.
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2. SOME LEMMAS
Lemma 1. Let 0 < µ < 1 and ν > 1 be given real numbers and
p q Nk0 → R+, for some integer k0 ≥ 0, be two functions such that p ∈ l2
and qk → 0 as k→∞. Deﬁne three functions u v z by
uk =
k−1∑
i=k0
µk−i−1pi
k−1∏
j=i+1
1+ qj for k > k0
vk = µk−k0
k−1∏
i=k0
1+ qi for k > k0
zk = −
∞∑
i=k
νk−i−1pi for k ≥ k0

Then u v z are all in l2.
Proof. First we notice that u is a solution of the difference equation
uk+ 1 = µ1+ qkuk + pk for k ≥ k0
 (2.1)
Since qk → 0 as k → ∞, it follows that for any given number µ1 µ <
µ1 < 1, there exists k1 > k0 such that µ1 + qk ≤ µ1 for k ≥ k1, and
hence from (2.1),
uk+ 1 ≤ µ1uk + pk for k ≥ k1
 (2.2)
Multiplying two sides of (2.2) by uk + 1 and then adding them from k1
to m for any given m > k1, we get by Cauchy inequality
m∑
k=k1
u2k+ 1 ≤ µ1
√√√√ m∑
k=k1
u2k
√√√√ m∑
k=k1
u2k+ 1
+
√√√√ m∑
k=k1
p2k
√√√√ m∑
k=k1
u2k+ 1
≤ µ1
m∑
k=k1
u2k+ 1 +

µ1u2k1 +
√√√√ m∑
k=k1
p2k


×
√√√√ m∑
k=k1
u2k+ 1 (2.3)
from which and µ1 < 1 one easily gets
∑∞
k=k1 u
2k <∞, namely, u ∈ l2. In
fact, the above proof yields that any nonnegative solution of (2.1) is in l2.
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This assertion and the fact that v is a solution of (2.1) with pk = 0 yield
that v is in l2.
Finally, since ν > 1 z is well deﬁned for k ≥ k0, and z satisﬁes the
equation
zk+ 1 = ν · zk + pk for k ≥ k0
 (2.4)
Then the same method as above yields that every solution of (2.4) is in l2,
thereby completing the proof of the lemma.
The next lemma is the discrete analogue of Gronwall’s inequality.
Lemma 2. Let z p Nk0 → R1 and q· Nk0 → R+ be three given func-
tions for some integer k0 ≥ 0. If, for some M ≥ 1,
zk+ 1 ≤Mzk0 +
k∑
j=k0
qjzj + pj for k ≥ k0 (2.5)
then, for k > k0,
zk ≤M
[k−1∏
j=k0
1+ qj
]
zk0 +
k−1∏
i=k0
pi
[ k−1∏
j=i+1
1+ qj
]

 (2.6)
Proof. We deﬁne uk0 =Mzk0, and, for k ≥ k0, by induction,
uk+ 1 = uk0 +
k∑
j=k0
qjuj + pj
 (2.7)
From (2.7) we have uk + 1 = 1 + qkuk + pk for k ≥ k0, which
yields, for k > k0,
uk =
[
k−1∏
j=k0
1+ qj
]
uk0 +
k−1∑
i=k0
pi
[
k−1∏
j=i+1
1+ qj
]


Since qj ≥ 0 for all j ≥ k0 and zk0 ≤ uk0, it follows from (2.5)
and (2.7) and the mathematical induction that zk ≤ uk for all k ≥ k0,
thereby (2.6).
The following lemma will play a very important rule in the proof of the
existence of special solutions of (1.1) in the next section.
Lemma 3. Assume that 1 = diagµ1 
 
 
  µm with 
µi
 < 1 for i =
1 
 
 
 m,
Q1resp
 P2 N0 × Rm×r+1 → Rmresp
 Rn
P1resp
 Q2 N0 × Rn×r+1 → Rmresp
 Rn
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are continuous linear functionals with respect to their second variables. Assume
also that Q1k · P1k ·, and P2k · are in l2, and Q2k · is in
l1. Then there exist an integer k¯0 ≥ 0 such that for any k0 ≥ k¯0 and any given
functions R1 Nk0 → Rm and R2 Nk0 → Rn with both R1 and R2 in l1, every
solution Y1 Y2 Nk0−r → Rm × Rn of the system
Y1k+ 1 = 1Y1k +Q1kY1rk
+P1kY2rk + R1k k ≥ k0 (2.8)
Y2k+ 1 = Y2k + P2kY1rk +Q2kY2rk + R2k
satisﬁes Y1 ∈ l2 and limk→∞Y1k Y2k = 0 b with
b = Y2k0 +wk0 Y1rk0 Y2rk0 R1 R2 +
∞∑
i=k0
R2i (2.9)
where w is a mapping deﬁned for all k0 Y1rk0 Y2rk0 R1 R2 ∈
Nk¯0 × Rm×r+1 × Rn×r+1 × l1Nk0 Rm × l1Nk0 Rn by
wk0 Y1rk0 Y2rk0 R1 R2
=
∞∑
k=k0
P2kY1rk +Q2kY2rk (2.10)
with its images in Rn, and has the property that for any k0 ≥ k¯0, any pair of
solutions Y1 Y2 and Y1 Y2 of (2.8) deﬁned on Nk0−r , and any R1 R2 ∈
l1Nk0 Rm × l1Nk0 Rn,∣∣wk0 Y1rk0 Y2rk0 R1 R2 −wk0 Y1rk0 Y2rk0 R1 R2∣∣
≤ dk0 ·
(Y1rk0 − Y1rk0 + Y2rk0 − Y2rk0) (2.11)
for some function d Nk¯0 → R+ with dk0 → 0 as k0 →∞.
Moreover, for any k0 ≥ k¯0 and b in Rn, there exists a solution Y1 Y2 of
(2.8) deﬁned on Nk0−r such that limk→∞Y1k Y2k = 0 b.
Proof. We ﬁrst show that Y2 is bounded. By directly iterating (2.8) k−
k0 times we get for k ≥ k0
Y1k+ 1 = k−k0+11 Y1k0 +
k∑
j=k0

k−j
1
× [Q1j Y1rj + P1j Y2rj + R1j] (2.12)
Y2k+ 1 = Y2k0
+
k∑
j=k0
[
P2j Y1rj +Q2j Y2rj + R2j
]

 (2.13)
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Deﬁne µ = max1≤i≤m 
µi
 Pk = maxP1k · P2k · Q1k ·,
and Qk = Q2k ·. Then, µ < 1 P ∈ l2, and Q ∈ l1. It then follows
from (2.12) and (2.13) that for k ≥ k0,
Y1rk+ 1 ≤ µk+1−k0−rY1rk0 +
k∑
j=k0
µk−j−r
× [PjY1rj + PjY2rj + 
R1j
] (2.14)
and
Y2rk+ 1 ≤ Y2rk0 +
k∑
j=k0
[
QjY2rj + PjY1rj
+ 
R2j

]

 (2.15)
Let zk = µ−kY1rk. It follows from (2.14) that for k ≥ k0,
zk+ 1 ≤ µ−rzk0
+
k∑
j=k0
[
µ−1−rPjzj + µ−j−1−r(PjY2rj + 
R1j
)]
and Gronwall’s inequality in Lemma 2 yields, for k > k0,
zk ≤ µ−r
[
k−1∏
j=k0
(
1+ µ−1−rPj)
]
zk0
+
k−1∑
j=k0
µ−j−1−r
(
PjY2rj + 
R1j

) k−1∏
i=j+1
(
1+ µ−1−rPi)
≤M
[
k−1∏
j=k0
1+MPj
]
zk0
+M
k−1∑
j=k0
µ−j−1PjY2rj + 
R1j

k−1∏
i=j+1
1+MPi
where M = µ−1−r , and, hence,
Y1rk ≤Mµk−k0
[k−1∏
j=k0
(
1+MPj)]Y1rk0
+M
k−1∑
j=k0
µk−j−1
(
PjY2rj + 
R1j

)
×
k−1∏
i=j+1
1+MPi (2.16)
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for k > k0, which is also true for k = k0 by our convention. Again apply
Gronwall’s inequality to (2.15) to get, for k > k0,
Y2rk≤
[
k−1∏
j=k0
(
1+Qj)
]
Y2rk0+
k−1∑
j=k0
[
PjY1rj+
R2j

]
×
k−1∏
i=j+1
(
1+Qi)
 (2.17)
Substituting Y1rj in the right-hand side of (2.17) by (2.16), we get
Y2rk≤Y2rk0
[
k−1∏
j=k0
(
1+Qj)
]
+MY1rk0
k−1∑
j=k0
µj−k0Pj
j−1∏
i=k0
(
1+MPi) k−1∏
i=j+1
(
1+Qi)
+M
k−1∑
j=k0
Pj
[
k−1∏
i=j+1
(
1+Qi)
]
j−1∑
s=k0
µj−1−sPs
×
[
j−1∏
i=s+1
(
1+MPi)
]
Y2rs
+M
k−1∑
j=k0
Pj
[
k−1∏
i=j+1
(
1+Qi)
]
j−1∑
s=k0
µj−1−s
R1s

×
[
j−1∏
i=s+1
(
1+MPi)
]
+
k−1∑
j=k0

R2j

[
k−1∏
i=j+1
(
1+Qi)
]
(2.18)
for k > k0, which is also true for k = k0. Let
bk0 Y1rk0 Y2rk0 R1 R2
=
∞∏
i=k0
(
1+Qi)
{
Y2rk0 +
∞∑
j=k0

R2j

+MY1rk0
∞∑
j=k0
Pj ·
[
µj−k0
j−1∏
i=k0
(
1+MPi)
]
+M
∞∑
j=k0
Pj
[
j−1∑
s=k0
µj−1−s
R1s

×
j−1∏
i=s+1
1+MPi
]}
 (2.19)
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and
ck0 =M
∞∏
i=k0
(
1+Qi)
×
∞∑
j=k0
Pj
[
j−1∑
s=k0
µj−1−sPs
j−1∏
i=s+1
(
1+MPi)
]

 (2.20)
Assumptions on PQ, and µ and Lemma 1 yield
∞∏
j=k0
(
1+Qj)≤exp( ∞∑
j=k0
Qj
)
<∞ µj−k0s ·
j−1∏
i=k0
(
1+MPi)∈ l2
j−1∑
s=k0
µj−1−s
R1s

j−1∏
i=s+1
(
1+MPi)∈ l2 j−1∑
s=k0
µj−1−sPs
j−1∏
i=s+1
(
1+MPi)∈ l2
which yields that b and c are uniformly bounded with respect to k0 and
ck0 → 0 as k0 →∞. We then get from (2.18), (2.19), and (2.20)
Y2rk ≤ bk0 Y1rk0 Y2rk0 R1 R2 + ck0 ·max
j≥k0
Y2rj
for k ≥ k0, which implies
max
k≥k0
Y2rk ≤ bk0 Y1rk0 Y2rk0 R1 R2
+ ck0 ·max
k≥k0
Y2rk
 (2.21)
Set k¯0 to be very large, which can be chosen to be independent of R1 and
R2, such that ck0 ≤ 1/2 for k0 ≥ k¯0, and hence for k0 ≥ k¯0 (2.21) yields
max
k≥k0
Y2rk ≤ 2bk0 Y1rk0 Y2rk0 R1 R2
 (2.22)
Therefore, Y2 is bounded.
It then follows from (2.16) and Lemma 1 that Y1rk is in l2,
which implies Y1k → 0 as k → ∞, and hence by Cauchy inequality
P2kY1rk ∈ l1. Since Q2kY2rk and R2k are also in l1, it
yields from (2.13) that limk→∞ Y2k = b with b as given by (2.9).
Next, we show (2.11). From (2.10) we have∣∣wk0Y1rk0Y2rk0R1R2−wk0Y1rk0Y2rk0R1R2∣∣
≤
∞∑
k=k0
PkY1rk−Y1rk+QkY2rk−Y2rk
 (2.23)
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Since Y1−Y1 Y2 − Y2 is a solution of (2.8) with R1 = R2 = 0, it follows
from (2.22) and (2.16) that for k0 ≥ k¯0,
the right-hand side of (2.23)
≤ 2b(k0 Y1rk0 − Y1rk0 Y2rk0 − Y2rk0 0 0)
·
∞∑
k=k0
[
Qk +MPk
k−1∑
j=k0
µk−1−j · Pj
k−1∏
i=j+1
(
1+MPi)]
+M
[ ∞∑
k=k0
Pkµk−k0 ·
k−1∏
j=k0
(
1+MPj)]Y1rk0 − Y1rk0
 (2.24)
Notice that from the deﬁnition of b,
b
(
k0 Y1rk0 − Y1rk0 Y2rk0 − Y2rk0 0 0
)
≤
∞∏
j=k0
(
1+Qj)
·
{
Y2rk0 − Y2rk0 +M
[ ∞∑
j=k0
Pjµj−k0
j−1∏
i=k0
(
1+MPi)]
·Y1rk0 − Y1rk0
}
≤
∞∏
j=k0
(
1+Qj) · {1+M ∞∑
j=k0
Pjµj−k0
j−1∏
i=k0
(
1+MPi)}
·[Y1rk0 − Y1rk0 + Y2rk0 − Y2rk0]

Inserting this estimate into (2.24) yields (2.11) with
dk0 = 2
∞∏
j=k0
(
1+Qj) · {1+M ∞∑
j=k0
µj−k0Pj
j−1∏
i=k0
(
1+MPi)}
·
∞∑
k=k0
[
Qk +MPk
k−1∑
j=k0
µk−1−j · Pj
k−1∏
i=j+1
(
1+ Pi)]
+M
∞∑
k=k0
Pk · µk−k0 ·
∞∏
j=k0
(
1+MPj) (2.25)
which depends only on µP , and Q, not on R1 and R2. It follows from
Lemma 1 that dk0 → 0 as k0 → ∞. Therefore, the ﬁrst part of the
lemma is proved.
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To show the second part, it sufﬁces to show that for given b ∈ Rn,
there exists Y20 ∈ Rn such that the solution of (2.8) with the ini-
tial date Y1k0 − i Y2k0 − i = 0 Y20 i = 0 1 
 
 
  r, has a limit
0 b as k → ∞. Denote the solution of (2.8) with such initial data by
Y1k0 Y20 R1 R2 Y2k0 Y20 R1 R2. From (2.9), we have
lim
k→∞
Y2k0 Y20 R1 R2 = Y20 +w1k0 Y20 R1 R2 +
∞∑
j=k0
R2j
where w1k0 Y20 R1 R2 = wk0 0 Y2rk0 R1 R2. Therefore, it suf-
ﬁces to show that for any k ≥ k¯0 R1 and R2, the mapping from Rn to Rn
deﬁned by
Y20 → Y20 +w1k0 Y20 R1 R2 +
∞∑
j=k0
R2j
is surjective. Notice from (2.11) and limk0→∞ dk0 = 0 that

w1k0 Y20 R1 R2 −w1k0 Y20 R1 R2
 ≤ 12 
Y20 − Y20

for any Y20 Y20 ∈ Rn provided that, w.l.o.g., dk0 ≤ 1/2 for k0 ≥
k¯0. Our assertion follows immediately from the Banach ﬁxed point
theorem.
Remark 2.1. From (2.16) and (2.18), we have for k0 ≤ k ≤ k0 + r,
Y1rk≤K1k0
(Y1rk0+Y2rk0)+b1k0R1R2
(2.26)
Y2rk≤K2k0Y1rk0+Y2rk0+b2k0R1R2
where
K2k0=2
k0+r−1∏
j=k0
(
1+Qj){1+Mk0+r−1∑
j=k0
Pj
j−1∏
i=k0
(
1+MPi)}
K1k0=M
k0+r−1∏
j=k0
(
1+MPj)+MK2k0k0+r−1∑
j=k0
Pj
k0+r−1∏
i=j+1
(
1+MPi)
b2k0R1R2=2
k0+r−1∏
i=j+1
(
1+Qi)
{
k0+r−1∑
j=k0

R2j
+M
k0+r−1∑
j=k0
Pj
j−1∑
s=k0

R1s

×
j−1∏
i=s+1
(
1+MPi)
}

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b1k0 R1 R2 =Mb2k0 R1 R2 ·
k0+r−1∑
j=k0
Pj
k0+r−1∏
i=j+1
(
1+MPi)
+M
k0+r−1∑
j=k0

R1j

k0+r−1∏
i=j+1
(
1+MPi)

Especially if Y1rk0 = 0, then for k0 ≤ k ≤ k0 ≤ k0 + r,
Y1rk ≤ K1k0 · Y2rk0 + b1k0 R1 R2
with K1k0 = K2k0
∑k0+r−1
j=k0 1 + Pj. Those estimates hold for any Q
without the requirement that Q is in l1.
The last lemma will be used in Section 4:
Lemma 4. Let u Nk0−r → R+ and b Nk0 → R+ be two functions with
bk → 0 as k→∞, where r and k0 are in N0. Assume that
uk ≤ bk
r∑
i=0
uk− i k ≥ k0
 (2.27)
Then, for any a > 1
∑∞
k=k0 a
kuk <∞ and∑∞i=k ui = oa−k as k→∞.
Proof. Let a > 1 be ﬁxed. Since bk → 0 as k → ∞, there exists a
k1 ≥ k0 such that
∑r
i=0 a
ibk+ i < 1/2 for k ≥ k1.
Multiplying both sides of (2.27) by ak and adding them from k1 to k2
with any k2 > k1 + r, we obtain
k2∑
k=k1
akuk ≤
k2∑
k=k1
akbk
r∑
i=0
uk− i
=
r∑
i=0
k2−i∑
k=k1−i
ak+ibk+ iuk ≤
r∑
i=0
k2∑
k=k1−i
bk+ iak+iuk
=
k2∑
k=k1
akuk
[ r∑
i=0
aibk+ i
]
+
r∑
i=1
k1−1∑
k=k1−i
ak+ibk+ iuk
and hence
k2∑
k=k1
akuk ≤ c = 2
r∑
i=0
k1−1∑
k=k1−i
ak+ibk+ iuk
 (2.28)
Sending k2 → ∞ yields
∑∞
k=k1 a
kuk ≤ c, which implies ∑∞k=k0 akuk <∞. It then follows that ∑∞i=k aiui = o1 as k→∞, which together with
a > 1 yields
∑∞
i=k ui = oa−k as k→∞.
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3. SPECIAL SOLUTIONS
In this section, we shall get n classes of solutions of (1.1) with asymptotic
behavior more or less like λki · v i = 1 2 
 
 
  n, for some v ∈ Rn, which
will be called the special solutions of (1.1).
Theorem 2. For each integer m 1 ≤ m ≤ n, there exists an integer km ≥
k∗0 (recall that k
∗
0 is deﬁned in Theorem 1) such that for any k0 ≥ km and
Um ∈ Rm×r+1 there exists at least one solution xk0Um of (1.1) deﬁned on
Nk0−r with Pm · xk0Umrk0 = Um such that
xk0Umk =
[ k−1∏
j=k∗0−r
λmj
]
bem + o1 as k→∞ (3.1)
for some b ∈ R, where Pm is a projection from Rn×r+1 to Rm×r+1 which
maps any n× r + 1 matrix into its ﬁrst m rows.
Moreover, for any given k0 ≥ km and any given real number b, there is
at least one solution xk0 bm of (1.1) deﬁned on Nk0−r such that it has
the same asymptotic formula as given in the right-hand side of (3.1) as k →
∞. Such solutions as xk0Um and xk0 bm 1 ≤ m ≤ n, are called the
special solutions of (1.1).
Remark. 3.1. Theorem 9.1 in [6] can be derived from the second part
of Theorem 2 along with r = 0.
To prove this theorem, we ﬁrst make the change of variable
xk =
[ k−1∏
j=k∗0−r
λmj
]
yk
for k ≥ k0 − r with k0 ≥ k∗0. Then the system (1.1) reduces to
yk+ 1 = 1
λmk
yk +
r∑
s=0
[ s∏
j=0
1
λmk− j
]
Askyk− s
 (3.2)
Since, for j = 0 1 
 
 
  r and k sufﬁciently large,
1
λmk
= 1
λm
−
r∑
i=0
aimmk
λmi+2
+O
(( r∑
i=0
aimmk
)2)
and
1
λmk− j
= 1
λm
+O
( r∑
i=0
aimmk− j
)

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it follows from a simple computation that system (3.2) can be written as
Y1k+ 1 = V1Y1k +G11kY1rk +G12kY2rk
+G13kY3rk
Y2k+ 1 = Y2k +
r∑
i=0
bimkY2k − Y2k− i +G21kY1rk
+G22kY2rk +G23kY3rk (3.3)
Y3k+ 1 = V3Y3k +G31kY1rk +G32kY2rk
+G23kY3rk
where Y1 = y1 
 
 
  ym−1T  Y2 = ym, and Y3 = ym+1 
 
 
  ynT (if
m = 1 Y1 = 0 and if m = nY3 = 0); bimk = −aimmk/λmi+1 for
i = 0 1 
 
 
  r	V1 = diagv1 v2 
 
 
  vm−1 V3 = diagvm+1 vm+2 
 
 
  vn
with vi = λi/λm for i = 1 
 
 
 m − 1m + 1 
 
 
  n; and Gij N0 ×
Rnj×r+1 → Rnj with n1 = m− 1 n2 = 1 n3 = n−m, and i j= 1 2 3 are
linear functionals with respect to their second variables, and, moreover,
Gijk · i j = 1 2 3, except i = j = 2, are in l2 and G22k · is in l1.
Therefore to show Theorem 2 it sufﬁces to show the following theorem:
Theorem 3. For each integer m 1 ≤ m ≤ n, there exists an integer km ≥
k∗0 such that for any k0 ≥ km and Um−1U1 ∈ Rm−1×r+1 ×R1×r+1 there
exists at least one solution
Y1k0Um−1U1 Y2k0Um−1U1 Y3k0Um−1U1 = Y1 Y2 Y3
of (3.3) deﬁned on Nk0−r with
Y1rk0 Y2rk0 = Um−1U1
such that
lim
k→∞
Y1k Y2k Y3k = 0 b 0 (3.4)
for some real number b.
Moreover, for any k0 ≥ km and any given constant b there is at least one
solution Y1k0 bm Y2k0 bm Y3k0 bm deﬁned on Nk0−r such
that it has a limit 0 b 0 as k→∞.
To prove Theorem 3, we shall prove the following two propositions:
Proposition 1. There exists an integer km ≥ k∗0 such that for any k0 ≥ km
and any Y3 Nk0−r → Rn−m with Y3 in l2, i.e.,
∑∞
k=k0−r 
Y3k
2 <∞, every
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solution Y1 Y2 Nk0−r → Rm−1 × R1 of the system
Y1k+ 1 = V1Y1k +G11
(
kY1rk
)+G12(kY2rk)
+G13
(
kY3rk
)

(3.5)
Y2k+ 1 = Y2k +
r∑
i=0
bimk
(
Y2k − Y2k− i
)
+G21
(
kY1rk
)+G22(kY2rk)+G23(kY3rk)
satisﬁes Y1 ∈ l2 and limk→∞Y1k Y2k = 0 b for some real number b.
Moreover, for any k0 ≥ km and any number b, there exists a solution(
Y1k0 bmY3 Y2k0 bmY3
) Nk0−r → Rm−1 ×R1 of (3.5) which has
a limit 0 b as k→∞.
Proposition 2. For any k0 ≥ km and any Um−1U1 ∈ Rm−1×r+1 ×
R1×r+1 there exists at least one function Y3k0Um−1U1 = Y3 Nk0−r →
Rn−m which is in l2 and satisﬁes the equation
Y3k+ 1 = V3Y3k +G31
(
kY1rk
)
+G32
(
kY2rk
)+G33(kY3rk) (3.6)
where Y1 Y2 =
(
Y1k0Um−1U1 Y3 y2k0Um−1U1 Y3
)
is a solution
of (3.5) with initial date Um−1U1 at k = k0.
Moreover, for any k0 ≥ km and any real number b there exists at least
one function Y3k0 bm Nk0−r → Rn−m which is in l2 and satisﬁes the
equation (3.6) with Y1 Y2 =
(
Y1k0 bmY3 Y2k0 bmY3
)
, which is
a solution of (3.5) given in Proposition 1.
One can see that Theorem 3 follows immediately from Propositions 1
and 2 by setting
Y1k0Um−1U1 = Y1k0Um−1U1 Y3k0Um−1U1
Y2k0Um−1U1 = Y2k0Um−1U1 Y3k0Um−1U1
Y1k0 bm = Y1k0 bmY3k0 bm
Y2k0 bm = Y2k0 bmY3k0 bm

Therefore it remains to show Propositions 1 and 2.
We shall ﬁrst show Proposition 1 based on Lemma 3. Rewrite Sys-
tem (3.5), for k ≥ k0 + r, as a system with the maximum delay 2r,
Y1k+ 1 = V1Y1k +Q1
(
kY12rk
)
+P1
(
kY22rk
)+ R1k
Y2k+ 1 = Y2k + P2
(
kY12rk
)
+Q2
(
kY22rk
)+ R2k
(3.7)
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where the deﬁnitions and the properties of
Q1 resp. P2 Nk0+r × Rm−1×2r+1 → Rm−1 resp. R1
P1 resp. Q2 Nk0+r × R1×2r+1 → Rm−1 resp. R1
R1 resp. R2 Nk0+1 → Rm−1 resp. R1
are given in the following lemma and its proof.
Lemma 5. Pi and Qi, i = 1 2, are linear functionals with respect to
their second variables. P1k · P2k ·, and Q1k · are in l2, and
Q2k · R1k, and R2k are in l1.
Proof. The ﬁrst equation of (3.5) yields Q1kY12rk =
G11kY1rk, P1kY22rk = G12kY2rk, and R1k =
G13kY3rk. It follows that Q1k · ≤ G11k · P1k · ≤
G12k ·, and R1k ≤ G13k · · Y3rk, which yields that
P1k · and Q1k · are in l2 and R1k are in l1.
From the second equation of (3.5), we have, for k ≥ k0 + r,
Y2k−Y2k−i=
i∑
j=1
(
Y2k−j+1−Y2k−j
)
=
i∑
j=1
{ r∑
s=0
bsmk−j
(
Y2k−j−Y2k−j−s
)
+G21
(
k−jY1rk−j
)+G22(k−jY2rk−j)
+G23
(
k−jY3rk−j
)}

 (3.8)
Insert (3.8) into the second equation of (3.5) to get
P2
(
kY12rk
)
=
r∑
i=0
bimk
i∑
j=1
G21
(
k−jY1rk−j
)+G21(kY1rk)
R2k=
r∑
i=0
bimk
i∑
j=1
G23
(
k−jY3rk−j
)+G23(kY3rk)
Q2
(
kY22rk
)= r∑
i=0
bimk
i∑
j=1
{ r∑
s=0
bsmk−j
(
Y2k−j−Y2k−j−s
)
+G22
(
k−jY2rk−j
)}
+G22
(
kY2rk
)
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Since G21k · G23k · bimk, and Y3k are in l2 and G22k ·
is in l1, it follows from the Cauchy inequality that Q2k · and R2k
are in l1 and P2k · is in l2.
Finally, the deﬁnitions of Pik · and Qik · i = 1 2, yield that they
are all linear with respect to their second variables.
Proof of Proposition 1. First, Lemma 5 implies that we can apply
Lemma 3 to (3.7) with r replaced by 2r so that there exists an integer km
such that for any k0 ≥ km and Y3 Nk0−r → Rn−m in l2, every solutionY1 Y2 of (3.7) satisﬁes that Y1 is in l2 and
lim
k→∞
(
Y1k Y2k
) = 0 b (3.9)
for some constant b, and, moreover, for any given constant b there exists a
solution Y1 Y2 of (3.7) such that (3.9) holds. Since the solutions of (3.5)
are a subset of solutions of (3.7), we conclude the ﬁrst part of Proposition 1.
However, we still need to show that for given b, there is a solution Y1 Y2
of (3.5) with data in Rm−1×r+1 × R1×r+1 such that (3.9) holds. To show
this, we consider such solutions
(
Y1k0 cmY3 Y2k0 cmY3
)
of (3.5)
with initial data Y1rk0 = 0, and Y2rk0 = c 
 
 
  c ∈ R1×r+1 with
c ∈ R1. We shall show that there exists c ∈ R1 such that the corresponding
solution of (3.5) has the desired limit 0 b as k→∞.
Since Y1 Y2 = Y1k0 cmY3 Y2k0 cmY3 is also a solution of
(3.7) deﬁned for k ≥ k0 + r, we have from the second equation of (3.7)
lim
k→∞
Y2k=Y2k0+r+
∞∑
j=k0+r
[
P2
(
jY12rj
)+Q2(jY22rj)+R2j]
=Y2k0+
k0+r−1∑
j=k0
[
r∑
i=0
bimj
(
Y2j−Y2j−i
)+G21(jY1rj)
+G22
(
jY2rj
)+G23(jY3rj)
]
+
∞∑
j=k0+r
P2
(
jY12rj
)+Q2(jY22rj)+R2j
=c+w2k0cY3+
k0+r−1∑
j=k0
G23
(
jY3rj
)+ ∞∑
j=k0+r
R2j (3.10)
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where
w2k0 c Y3 =
k0+r−1∑
j=k0
[ r∑
i=0
bimj
(
Y2j − Y2j − i
)+G21(j Y1rj)
+ G22
(
j Y2rj
)]
+
∞∑
j=k0+r
[
P2
(
j Y12rj
)+Q2(j Y22rj)]
which is well deﬁned since P2
(
j Y12rj
)
Q2
(
j Y22rj
)
, and R2j are
in l1.
Next we show that there exists a nonnegative function d1, which is inde-
pendent of c and Y3, such that d1k0 = o1 as k0 →∞ and

w2k0 c Y3 −w2k0 c¯ Y3
 ≤ d1k0
c − c¯

 (3.11)
Let, for k ≥ k0 − r,
Y1 Y2  = Y1k0 cmY3 Y2k0 cmY3
Y1 Y2  = Y1k0 c¯mY3 Y2k0 c¯mY3

Furthermore, let, for k ≥ k0,
Gijk · ≤ Pk i j = 1 2 3 except i = j = 2
Pik · ≤ Pk Q1k · ≤ Pk i = 1 2
G22k · ≤ Qk Q2k · ≤ Qk 2r
bimk
 ≤ Pk
with Pk in l2 and Qk in l1. Then,
the left-hand side of (3.11)
≤
k0+r−1∑
j=k0
P1j
(Y1rj−Y1rj+Y2rj−Y2rj)
+
∞∑
j=k0+r
PjY12rj−Y12rj+QjY22rj−Y22rj (3.12)
where P1j = Pj +Qj. Noticing that Y1 − Y1 Y2 − Y2 is a solution
of (3.5) for j ≥ k0 with Y3 ≡ 0 and also a solution of (3.7) for j ≥ k0 + r
with R1 = R2 = 0, so by estimates (2.26), (2.23), and (2.24) we get
Y1rj − Y rj + Y2rj − Y2rj
≤ K3
c − c¯
 k0 < j ≤ k0 + r
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and for j ≥ k0 + r
PjY12rj − Y12rj +QjY22rj − Y22rj
≤ dk0 + r
(Y12rk0 + r − Y12rk0 + r
+Y22rk0 + r − Y22rk0 + r
)

where K3 = n · supk0≥kmK1k0 + K2k0, K1k0, and K2k0 are
given in Remark 2.1, in which Qj is replaced by P1j, and dk0 is given
by (2.25), in which r is replaced by 2r. Therefore, (3.11) holds with
d1k0 = K3 ·
k0+r−1∑
j=k0
P1j +K3 · dk0 + r

Clearly, d1k0 = o1 as k0 →∞.
Consequently, the mapping c → limk→∞ Y2t deﬁned by (3.10) is sur-
jective from R1 to R1. This completes the proof of Proposition 1.
Remark 3.2. Let Y1 Y2 be a solution of (3.5). By (2.16), (2.19), (2.22),
(2.26), and (2.27) we can get, for i = 1 2,
Yirk ≤ K4 ·
(Y1rk0 + Y2rk0)
+d2k0
( ∞∑
j=k0−r

Y3j
2
)1/2
 for k0 ≤ k ≤ k0 + r
Yi2rk ≤ K4 ·
(Y1rk0 + Y2rk0)
+d2k0
( ∞∑
j=k0−r

Y3j
2
)1/2
 for k ≥ k0 + r (3.13)
with a constant K4 ≥ 0 and d2k0 = o1 as k0 → ∞, which are inde-
pendent of Y3, and K4 is also independent of k0. We have also used the
following inequalities:
∞∑
k=k0
Y3rk2 ≤ r + 1
∞∑
k=k0−r

Y3k
2
∞∑
k=k0+r
Y32rk2 ≤ 2r + 1
∞∑
k=k0−r

Y3k
2

Remark 3.3. Let
w3k0 c Y3 = c +w2k0 c Y3 +
k0+r−1∑
k=k0
G23kY3k +
∞∑
k=k0+r
R2k
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From the proof of Proposition 1 we know that the mapping c →
w3k0 c Y3 from R1 into itself for each k0 ≥ km and Y3 in l2 is an
isomorphism. Therefore for any given k0 ≥ kmY3 Y3 in l2 (recall that km
does not depend on Y3) and b in R1, there exist c and c¯ in R1 such that
w3k0 c Y3 = w3k0 c¯ Y3

Using (3.13) we can get that there exists a function d3k0 deﬁned for all
k0 ≥ km, which is independent of Y3 in l2 and d3k0 = o1 as k0 → ∞
such that

c − c¯
 ≤ d3k0
( ∞∑
k=k0−r

Y3k − Y3k
2
)2

 (3.14)
We are now in a position to prove Proposition 2.
Proof of Proposition 2. For given k0 ≥ km and Um−1U1 ∈
Rm−1×r+1 × R1×r+1, we deﬁne
Sk0 =
{
Y3
Y3 Nk0−r → Rn−mY3 ∈ l2
}
with the norm W Y3 = 
∑∞
k=k0−r 
Y3k
21/2 on Sk0, and an operator
T = T k0Um−1U1 on Sk0 by
TY3k = −
∞∑
j=k
V3k−j−1
[
G31
(
j Y1rj
)+G32(j Y2rj)
+G33
(
j Y3rj
)]
for k ≥ k0
TY3k = TY3k0 for k = k0 − r 
 
 
  k0 − 1 (3.15)
where
Y1 Y2 = Y1k0Um−1U1 Y3 Y2k0Um−1U1 Y3
is a solution of (3.5) with initial date Um−1U1 at k = k0. We claim that
T maps Sk0 into itself and is a contraction for any k0 ≥ km. In fact, let
1 < ν ≤ 
vi
 for i = m+ 1 
 
 
  n. From (3.13) and Y3rj ≤ W Y3 for
j ≥ k0 we have for k ≥ k0,

TY3k
 ≤
∞∑
j=k
νk−j−1Pj(Y1rj + Y2rj + Y3rj)
≤
∞∑
j=k
νk−j−1Pj{2K4 · Um−1 + U1
+ 2d2k0W Y3 +W Y3
}
≤ d4k ·
(Um−1 + U1 +W Y3)
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where
d4k =
(
2K4 + 2 max
k0≥km
d2k0 + 1
) ∞∑
j=k
νk−j−1Pj
which is in l2 by Lemma 1. Hence
W TY3 =
( ∞∑
k=k0−r

TY3k
2
)1/2
≤
( k0−1∑
k=k0−r

TY3k
2
)1/2
+
( ∞∑
k=k0

TY3k
2
)1/2
≤ d5k0
(Um−1 + U1 +W Y3) (3.16)
with d5k0 = r1/2 · d4k0 +
(∑∞
k=k0d4k2
)1/2. Clearly, d5k0 = o1 as
k0 → ∞. Therefore, w.l.o.g. we assume that d5k0 ≤ 1/2 for k0 ≥ km.
Hence from (3.16) we get
W TY3 − T Y3 ≤ d5k0 ·W Y3 − Y3 ≤ 1/2W Y3 − Y3 (3.17)
for Y3 Y3 in Sk0 with k0 ≥ km. From (3.15) and (3.16) we see that T
maps Sk0 into itself and is a contraction. Thus T has a unique ﬁxed
point Y3 = Y3k0Um−1U1 in Sk0, which is a solution of (3.6). Obvi-
ously, Y3k → 0 as k → ∞. This completes the proof of the ﬁrst part of
Proposition 2.
To show the second part, let k0 ≥ km and b ∈ R1 be given. We
deﬁne the operator T = T k0 b on Sk0 by (3.15) with Y1 Y2 =
Y1k0 bmY3 Y2k0 bmY3, which is given in Proposition 1 with ini-
tial date Y1rk0 Y2rk0 = 0 c, where c satisﬁes w3k0 c Y3 = b.
By (3.16), T maps Sk0 into itself. For Y3 and Y3 in Sk0, it follows from
(3.14) and (3.16) that
W TY3 − T Y3 ≤ d5k0
(
c − c¯
 +W TY3 − T Y3)
≤ d6k0 ·W TY3 − T Y3
where d6k0 = d5k01 + d3k0. Since d6k0 = o1 as k0 → ∞, we
assume that, w.l.o.g., d6k0 ≤ 1/2 for k0 ≥ km, and hence T is a con-
traction on Sk0 for k0 ≥ km. Therefore T has a unique ﬁxed point
Y3 = Y3k0 bm in Sk0. This Y3 gives a desired solution of (3.6) with
Y1 Y2 = Y1k0 bmY3 Y2k0 bmY3, thereby completing the
proof of Proposition 2.
Remark 3.4. Using (3.10), (3.11), and (3.16), we can get
c = b · 1+ o1 ask0 →∞
uniformly for all b ∈ R1.
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To obtain the asymptotic formula for an arbitrary solution of (1.1), we
deﬁne an n × n solution matrix function Xk0 k for k0 ≥ k¯0 and k ≥
k0 − r by
Xk0 k =
(
xk0 1 1k 
 
 
  xk0 1 nk
)

where k¯0 = max1≤m≤nkm. Clearly, for any given b ∈ Rn xk =
Xk0 k · b is a solution of (1.1). Moreover, we have
Theorem 4. There exists an n× n matrix function F deﬁned for k0 ≥ k¯0
and k ≥ k0 − r with Fk0 k → 0 as k→∞ and supk≥k0−r 
Fk0 k
 → 0
as k0 →∞ such that for k ≥ k0 − r,
Xk0 k =
(
I + Fk0 k
) k−1∏
j=k∗0−r
j

Proof. Let, for each 1 ≤ m ≤ n,
fmk0 k =
(
Y1k0 1mk Y2k0 1mk − 1 Y3k0 1mk
)T


It follows from Theorem 2 that each fm is deﬁned for k0 ≥ k¯0 and k ≥
k0 − r and satisﬁes
xk0 1mk =

 k−1∏
j=k∗0−r
λmj

(em + fmk0 k)

By (2.16), (2.19), (2.22), Remark 2.1 (note that Y1k0 = 0), (3.10),
Remark 3.4, and (3.16), we can show that supk≥k0−r 
fmk0 k
 → 0
as k0 → ∞. Clearly fmk0 k → 0 as k0 → ∞. Then Theorem 4 follows
by setting
F = f1 
 
 
  fn

Remark 3.5. From Theorem 4 it follows that Xk0 · is nonsingular for
all large k0. Without loss of generality, we assume in what follows that
Xk0 k is nonsingular for k0 ≥ k¯0 and k ≥ k0 − r.
4. PROOF OF THEOREM 1
Proof of Theorem 1. We ﬁrst use the solution matrix Xk0 k deﬁned
in Theorem 4 to get an asymptotic formula for each solution x of (1.1)
deﬁned for k ≥ k0 − r with k0 ≥ k¯0 + r.
To simplify notation, we let, for k ≥ k0 − r,
xk = xk0Uk Xk = Xk0 k zk = X−1k · xk
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It follows from (1.1) that for k ≥ k0
(
Xk +
r∑
i=0
AikXk− i
) · zk+ 1
= Xkzk +
r∑
i=0
AikXk− izk− i
and so
Xk(zk+1−zk)=− r∑
i=0
AikXk−i·
(
zk+1−zk−i)
=−
r∑
i=0
AikXk−i
[
i∑
j=0
(
zk−j+1−zk−j)
]


Let yk = Xk(zk+ 1 − zk) for k ≥ k0 − r. It then follows that for
k ≥ k0,
yk = −−1
r∑
i=0
Aik
[
i∑
j=0
Xk− iX−1k− jyk− j
]

 (4.1)
Let α ≥ max1/
λm
 1/
λmk
 for k ≥ k0 and m = 1 
 
 
  n, and let
Aik ≤ bk with bk in l2, and let M1 ≥ maxI + Fk0 k I +
Fk0 k−1 for k0 ≥ k¯0 k ≥ k0 − r. Then from (4.1) we get, for k ≥ k0,

yk
 ≤M · bk
r∑
i=0

yk− i

with M = r + 1M21αr+1. Therefore from Lemma 4 it follows that∑∞
k=k0 α
k
yk
 <∞. Since

zk+ 1 − zk
 = 
X−1k · yk

≤ Mαk
yk
 for k ≥ k0
it yields that
∑∞
k=k0
(
zk+ 1 − zk) <∞, and so limk→∞ zk = bk0U
exists. Let f k0Uk = bk0U − zk for k ≥ k0 − r. We have, for any
given a > 1,
ak
f k0Uk
 = ak
 lim
j→∞
zj − zk

= ak
∣∣∣∣
∞∑
s=k
(
zs + 1 − zs)∣∣∣∣ ≤M1
∞∑
s=k
a · αk
ys

which yields from Lemma 4 that ak
f k0Uk
=o1, i.e., f k0Uk =
oa−k as k→∞.
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Next, since each solution xk0Uk of (1.1) deﬁned for k ≥ k0− r with
0 ≤ k0 < k¯0 + r is also a solution of (1.1) starting at k¯0 + r xk0Uk¯0 +
r for k ≥ k¯0 + r, it follows from the above result that (1.3) also holds for
such solutions as k ≥ k¯0 − r.
Finally, the last part of Theorem 1 follows from Theorem 4.
Remark 4.1. One can show that bk0 · and f k0 · are nonzero linear
functionals on Rn×r+1.
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