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RESUMO
Nesta dissertac¸a˜o, com base em [1], constru´ımos uma quantidade infinita de grupos GM =
M o A metabelianos finitamente apresentados na˜o-isomorfos com os mesmos quocientes
finitos, para tal utilizamos ferramentas da Teoria de Mo´dulos. Outrossim, discutimos com
base em [3] que, grupos metabelianos finitamente gerados satisfazem a condic¸a˜o maximal
para subgrupos normais, denotada por max−n. Tambe´m apresentamos um exemplo dado
por Baumslag, em [2], de um grupo finitamente apresentado que e´ metabeliano, e portanto




In this work, based on [1], we construct infinitely many nonisomorphic finitely presented
metabelian groups GM = M oA with the same finite quotients, for this goal we use Module
Theory’s tools. Futhermore, we discuss based on [3], that finitely generated metabelian
groups satisfy the maximal condition on normal subgroups, denoted by max−n. Besides we
present an example given by Baumslag in [2] of a finitely presented group which is metabelian,
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INTRODUC¸A˜O
O objetivo central deste trabalho e´ mostrar que e´ poss´ıvel obter uma quantidade infinita
de grupos metabelianos na˜o-isomorfos, mas que teˆm os mesmos quocientes finitos. Muitos
exemplos de grupos na˜o-isomorfos com os mesmos quocientes finitos ja´ foram dados, como
em [8], [9], [11], [12]. No entanto, em tais exemplos, ha´ apenas uma quantidade finita de
grupos na˜o-isomorfos com os mesmos quocientes finitos, e ale´m disso todos grupos nesses
exemplos sa˜o polic´ıclicos.
Encontramos certas condic¸o˜es que possibilitam fornecer uma quantidade infinita de gru-
pos na˜o-isomorfos com os mesmos quocientes finitos, para tal nos direcionamos aos grupos
metabelianos, e escolhemos um anel noetheriano comutativo conveniente, o qual possibilitara´
definir grupos nas condic¸o˜es desejadas.
Este trabalho e´ dividido em treˆs cap´ıtulos, no primeiro, sa˜o apresentados resultados
preliminares, os quais sa˜o utilizados nos cap´ıtulos posteriores. No Cap´ıtulo 2, apresenta-
mos definic¸o˜es e resultados acerca de Mo´dulos, e mostramos que o conjunto formado pelas
classes de isomorfismos de R-mo´dulos projetivos de posto 1, munido com uma operac¸a˜o
induzida pelo produto tensorial, forma um grupo abeliano, chamado Grupo de Picard de
R. No Cap´ıtulo 3, primeiramente mostramos com base no artigo de Hall [3] que, grupos
metabelianos finitamente gerados satisfazem a condic¸a˜o maximal sobre subgrupos normais,
mais geralmente mostramos o teorema:
Teorema 3.2.10. Um grupo finitamente gerado G que e´ uma extensa˜o de um grupo abeliano
por um grupo polic´ıclico satisfaz a condic¸a˜o maximal sobre subgrupos normais.
1
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Posteriormente, com base no artigo de Pickel [1], mostramos o seguinte teorema principal:
Teorema 3.4.14. Existe uma quantidade infinita de grupos metabelianos finitamente apre-
sentados na˜o-isomorfos com os mesmos quocientes finitos.
Denotamos por F (G), o conjunto das classes de isomorfismos de quocientes finitos do
grupo G. Estendemos essa definic¸a˜o para mo´dulos sobre um anel R comutativo com 1,
isto e´, denotamos por FR(M), como o conjunto das classes de R-isomorfismos de quocientes
finitos de M . No Teorema 3.4.2 damos um crite´rio que estabelece quando dois R-mo´dulos
M e N teˆm os mesmos quocientes finitos isomorfos como R-mo´dulos, QFIR:
Teorema 3.4.2. Sejam R um anel noetheriano comutativo com 1, M e N , R-mo´dulos
finitamente gerados . Enta˜o M e N teˆm QFIR se, e somente se, M/p
kM e´ isomorfo a
N/pkN para todo k ∈ N e para todos ideais maximais p de ı´ndice finito em R.
Depois mostramos que se A e´ um subgrupo das unidades do anel R que o gera como anel,
enta˜o temos o seguinte resultado:
Lema 3.4.3. Sejam A um subgrupo do grupo das unidades U(R) de R que gera R como
um anel, considere que M e N sejam R-mo´dulos finitamente gerados com QFIR. Enta˜o, os
grupos GM = M o A e GN = N o A teˆm os mesmos quocientes finitos.
Em particular, vamos nos restringir ao anel R = ZG[x, x−1, (x + 1)−1], em que G e´ um
grupo abeliano finito, cuja ordem na˜o e´ livre de quadrados, esta condic¸a˜o sobre a ordem de
G e´ necessa´ria para garantir que o Grupo de Picard de R, Pic(R), e´ infinito. Na Proposic¸a˜o
3.4.4, mostramos que quaisquer R-mo´dulos projetivos de posto 1 teˆm QFIR, de modo que se
M e N sa˜o R-mo´dulos projetivos de posto 1, enta˜o GM ∼= GN , pelo Lema 3.4.3. Outrossim,
mostramos na Proposic¸a˜o 3.4.8 que existem infinitos grupos GM na˜o isomorfos com os mes-
mos quocientes finitos e, por fim, na Proposic¸a˜o 3.4.13, mostramos que tais grupos GM sa˜o
finitamente apresentados, obtendo assim o teorema principal.
CAPI´TULO 1
PRELIMINARES
Neste cap´ıtulo, apresentaremos definic¸o˜es e resultados utilizados com frequeˆncia nos
cap´ıtulos posteriores. Alguns resultados sa˜o cla´ssicos, mas a fim de esclarecer notac¸o˜es e
deixar as refereˆncias a esses claras, optamos por na˜o omiti-los.
1.1 Ane´is e Ideais
Por convenieˆncia, apresentaremos a definic¸a˜o de anel.
Definic¸a˜o 1.1.1. Um conjunto na˜o-vazio R, com duas operac¸o˜es bina´rias adic¸a˜o “+” e
multiplicac¸a˜o “.”, e´ um anel quando sa˜o satisfeitas as seguintes propriedades:
R1. (R,+) e´ um grupo abeliano;
R2. se a, b, c ∈ R, enta˜o a(bc) = (ab)c; e
R3. se a, b, c ∈ R, enta˜o a(b+ c) = ab+ ac e (b+ c)a = ba+ ca.
Se ale´m disso, R tem a propriedade
R4. se a, b ∈ R, enta˜o ab = ba;
enta˜o R e´ chamado um anel comutativo, e se existe um elemento 1 ∈ R tal que a.1 = 1.a =
a,∀a ∈ R, dizemos que R e´ um anel comutativo com elemento identidade.
3
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Observac¸a˜o: Nesta dissertac¸a˜o, todos os ane´is sera˜o comutativos com 1, exceto quando
expresso o contra´rio. Embora, repetimos as condic¸o˜es de o anel ser comutativo ou de possuir
1, quando tais informac¸o˜es sa˜o essenciais na demonstrac¸a˜o de um resultado. Deste modo,
ao se dizer anel, anel comutativo ou anel com 1, subtende-se anel comutativo com 1.
Definic¸a˜o 1.1.2. Um elemento x de um anel R e´ chamado um divisor de zero em R, quando
existe y 6= 0 ∈ R, tal que xy = 0.
Observac¸a˜o 1.1.3. Pela Definic¸a˜o 1.1.2, segue que, se R 6= {0}, enta˜o 0 sempre e´ um
divisor de zero. No caso de R = {0}, convencionemos que 0 seja ainda um divisor de zero.
Definic¸a˜o 1.1.4. Um subconjunto na˜o-vazio I de um anel R e´ um ideal de R, quando I e´
um subgrupo de (R,+), e RI ⊆ I.
Exemplo 1.1.5. Os ideais de Z sa˜o da forma nZ, em que n ∈ Z.
Proposic¸a˜o 1.1.6. Sejam R um anel comutativo na˜o necessariamente com 1, e a ∈ R, enta˜o
o menor ideal contendo a, denotado por (a), e´ formado pelo conjunto de todos elementos de
R da forma ra+na, em que r ∈ R, e n ∈ Z. No caso de 1 ∈ R, temos que (a) coincide com
o ideal principal gerado por a, ou seja, (a) = Ra.
Demonstrac¸a˜o: Defina I = {ra + na | r ∈ R, n ∈ Z}, temos que I e´ um ideal de R, uma
vez que se x = r1a+n1a e y = r2a+n2a pertencem a I, enta˜o x−y = (r1−r2)a+(n1−n2)a
pertence a I, outrossim se r ∈ R, enta˜o rx = r(r1a + n1a) = r(r1a) + r(n1a) = (rr1)a +
(rn1)a = (rr1 + rn1)a = (rr1 + rn1)a + 0.a ∈ I. Agora, seja J um ideal de R contendo a,
enta˜o na ∈ J , para todo n ∈ Z, mas como J e´ um ideal, ra ∈ J para todo r ∈ R, logo
ra + na ∈ J para todo r ∈ R e para todo n ∈ Z, da´ı I ⊆ J . Portanto, I o qual denotamos
por (a), e´ o menor ideal de R contendo a. No caso de 1 ∈ R, segue que Ra e´ o menor ideal
de R contendo a, pois a = 1a ∈ Ra, e se J e´ um ideal de R contendo a, segue pela definic¸a˜o
de ideal que, ra ∈ J para todo r ∈ R, logo Ra = (a).

Definic¸a˜o 1.1.7. Seja R um anel com 1, dizemos que x ∈ R e´ uma unidade em R, quando
existe y ∈ R tal que xy = 1.
Proposic¸a˜o 1.1.8. Um elemento x de um anel R com 1 e´ uma unidade se, e somente se,
o ideal principal gerado por x coincide com R.
Cap´ıtulo 1 • Preliminares 5
Demonstrac¸a˜o: Se x ∈ R e´ uma unidade, enta˜o existe y ∈ R tal que yx = 1, de modo que,
se r ∈ R, enta˜o r = r1 = (ry)x ∈ Rx, da´ı Rx = R. Reciprocamente, se Rx = R, enta˜o como
1 ∈ R, segue que 1 ∈ Rx, logo existe y ∈ R, tal que yx = 1, portanto x e´ uma unidade em
R.
Definic¸a˜o 1.1.9. Um elemento x ∈ R e´ chamado nilpotente, quando xn = 0 para algum
n > 0.
Proposic¸a˜o 1.1.10. Se R e´ um anel na˜o-nulo, enta˜o cada elemento nilpotente e´ um divisor
de zero.
Demonstrac¸a˜o: Seja x um elemento nilpotente de R, enta˜o existe um inteiro n > 0 tal
que xn = 0, se x = 0, enta˜o x e´ um divisor de zero, suponha portanto x 6= 0, da´ı n > 1,
e xxn−1 = 0, se xn−1 for na˜o-nulo, enta˜o segue que x e´ um divisor de zero, caso contra´rio,
temos que xn−1 = 0 com n > 2, pois x 6= 0. Logo xxn−2 = 0, assim se xn−2 6= 0, segue que x
e´ um divisor de zero, caso contra´rio temos xn−2 = 0 e n > 3, continuando com esse processo,
segue que deve existir um inteiro positivo k < n, tal que xxn−k = 0 com xn−k 6= 0, pois caso
contra´rio, ter´ıamos no decorrer deste processo x = xn−(n−1) = 0, que e´ uma contradic¸a˜o,
logo existe xn−k 6= 0 tal que xxn−k = 0, portanto x e´ um divisor de zero.

Definic¸a˜o 1.1.11. Um ideal m de um anel R e´ chamado ideal maximal, quando m 6= R, e
sempre que I e´ um ideal de R tal que m ⊆ I ⊆ R, tem-se I = m ou I = R.
Exemplo 1.1.12. Os ideais maximais de Z sa˜o os ideais principais gerados por um nu´mero
primo.
Definic¸a˜o 1.1.13. Um subconjunto C de um conjunto parcialmente ordenado S e´ uma
cadeia, quando x ≤ y ou y ≤ x para cada par de elementos x, y ∈ C.
Lema 1.1.14 (Zorn). Se cada cadeia C de um conjunto parcialmente ordenado S tem uma
cota superior em S, enta˜o S tem ao menos um elemento maximal.
Proposic¸a˜o 1.1.15. Cada anel comutativo com 1, R 6= (0) tem ao menos um ideal maxi-
mal.(No caso de 1 = 0, temos que R e´ o anel nulo)
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Demonstrac¸a˜o: Seja Σ o conjunto de todos ideais diferentes de R em R. Temos que Σ 6= ∅,
pois o ideal (0) pertence a Σ. Ordene Σ pela inclusa˜o. Seja C = (aα) uma cadeia em Σ,
assim podemos afirmar que
⋃
α
aα e´ um limitante superior de C em Σ. Com efeito, temos que⋃
α
aα 6= R, pois 1 /∈ aα, para todo α, da´ı aα 6= R, ∀α, ale´m disso
⋃
α
aα e´ um ideal de R, uma
vez que, se x, y ∈ ⋃
α
aα, enta˜o existem ı´ndices β e γ, tais que aβ, aγ ∈
⋃
α
aα com x ∈ aβ, e
y ∈ aγ, mas como C e´ uma cadeia, segue que aβ ⊆ aγ ou aγ ⊆ aβ, de modo que x± y ∈ aβ
ou x± y ∈ aγ, da´ı x− y ∈
⋃
α
aα. Outrossim, se r ∈ R, e x ∈
⋃
α
aα, enta˜o x ∈ aα para algum






aα e´ um ideal,
e e´ diferente de R. Portanto,
⋃
α







aα, segue que toda cadeia em Σ tem um limitante superior em Σ. Logo pelo
Lema de Zorn, Σ tem um elemento maximal em R, da´ı R tem um ideal maximal.

Corola´rio 1.1.16. Se I 6= (1) e´ um ideal de R, enta˜o existe um ideal maximal de R contendo
I.
Demonstrac¸a˜o: Considere o anel quociente R/I, o qual e´ comutativo com 1¯, logo pela
Proposic¸a˜o 1.1.15, segue que R/I possui um ideal maximal m/I. Considere o homomorfismo
canoˆnico
ϕ : R −→ R/I,
temos pelo Teorema da Correspondeˆncia que, m e´ o u´nico ideal de R contendo I, tal que
ϕ(m) = m/I. Mostremos que m e´ um ideal maximal em R. De fato, suponha que m  J ≤ R,
enta˜o m/I  J/I ≤ R/I, mas como m/I e´ maximal, segue que J/I = R/I, logo pelo Teorema
da Correspondeˆncia, temos que J = R, portanto m e´ maximal em R.

Corola´rio 1.1.17. Cada elemento de R que na˜o e´ uma unidade esta´ contido em um ideal
maximal de R.
Demonstrac¸a˜o: Seja x ∈ R uma na˜o-unidade de R, enta˜o pela Proposic¸a˜o 1.1.8, (x) 6= R,
logo pelo Corola´rio 1.1.16, R tem um ideal maximal a contendo (x), logo x e´ um elemento
do ideal maximal a de R.

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Proposic¸a˜o 1.1.18. Seja R um anel comutativo com 1. Enta˜o m e´ um ideal maximal de R
se, e somente se, o anel quociente R/m e´ um corpo.
Demonstrac¸a˜o:
(⇒) Seja r + m um elemento na˜o-nulo em R/m, da´ı r /∈ m. Considere o ideal I = (r) + m,
note que I conte´m m propriamente, mas como m e´ um ideal maximal em R, segue que I = R,
no entanto 1 ∈ R, logo existem rx ∈ (r), e y ∈ m, tais que rx+y = 1. Portanto rx+y+m =
1 +m, mas y +m = m, pois y ∈ m. Logo rx+m = 1 +m, da´ı (r +m)(x+m) = 1 +m = 1,
deste modo r + m e´ uma unidade em R/m, logo R/m e´ um corpo.
(⇐) Suponha que R/m seja um corpo. Considere que I seja um ideal de R, tal que m  I ≤
R. Deste modo existe x ∈ I, tal que x /∈ m, enta˜o x+m na˜o e´ nulo no corpo R/m, portanto
e´ uma unidade. Logo existe y+m ∈ R/m, tal que xy+m = 1 +m, de modo que xy− 1 ∈ m.
Assim existe z ∈ m, tal que xy− 1 = z, da´ı xy− z = 1, mas como xy ∈ I, ja´ que x pertence
ao ideal I, e z ∈ I, pois m ⊂ I. Segue que xy − z = 1 ∈ I, logo I = R, e da´ı m e´ um ideal
maximal em R.

Definic¸a˜o 1.1.19. Um anel R com exatamente um ideal maximal m e´ chamado um anel
local. E o corpo R/m e´ chamado de corpo res´ıduo de R.
Proposic¸a˜o 1.1.20. i) Sejam R um anel comutativo com 1, e m 6= R um ideal de R tal
que cada x ∈ R−m seja uma unidade em R. Enta˜o R e´ um anel local e m e´ seu ideal
maximal.
ii) Sejam R um anel comutativo com 1, e m um ideal maximal de R tal que cada elemento
de 1 + m seja uma unidade em R. Enta˜o, R e´ um anel local.
Demonstrac¸a˜o:
(i) Por hipo´tese, temos que cada elemento de R − m e´ uma unidade em R. Equivalen-
temente, se x ∈ R na˜o e´ uma unidade, enta˜o x ∈ m. Deste modo se q e´ um ideal
maximal em R, enta˜o q ⊆ m, uma vez que pela Proposic¸a˜o 1.1.8, q 6= R na˜o conte´m
unidades, mas como m 6= R, e q e´ maximal, segue que q = m. Portanto m e´ um ideal
maximal e e´ o u´nico. Logo R e´ um anel local.
(ii) Seja x ∈ R − m, assim o ideal q gerado por x e m, coincide com R, pois o ideal q
conte´m propriamente o ideal maximal m. Agora, como 1 ∈ q, segue que existem y ∈ R
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e z ∈ m, tais que xy + z = 1. Da´ı xy = 1− z ∈ 1 + m, logo por hipo´tese segue que xy
e´ uma unidade, da´ı x e´ uma unidade. Enta˜o por (i), segue que R e´ um anel local.

Definic¸a˜o 1.1.21. Um domı´nio de integridade no qual cada ideal e´ principal e´ chamado de
domı´nio de ideais principais.
Definic¸a˜o 1.1.22. Um ideal p de um anel R e´ chamado primo, quando p 6= R, e sempre
que xy ∈ p, tem se x ∈ p ou y ∈ p.
Proposic¸a˜o 1.1.23. Seja R um anel comutativo com 1. Enta˜o p e´ um ideal primo de R se,
e somente se, R/p e´ um domı´nio de integridade.
Demonstrac¸a˜o:
(⇒) Suponha que (x+p)(y+p) = p = 0¯ em R/p, da´ı xy ∈ p, deste modo se p e´ primo, segue
que x ∈ p ou y ∈ p, de modo que x+ p ou y+ p e´ nulo em R/p. Logo R/p e´ um domı´nio de
integridade.
(⇐) Seja xy ∈ p, enta˜o (x+ p)(y+ p) = p = 0¯, mas como R/p e´ um dominio de integridade,
segue que x+ p = p ou y + p = p, da´ı x ∈ p ou y ∈ p. Logo p e´ um ideal primo.

Proposic¸a˜o 1.1.24. Cada ideal maximal de um anel R comutativo com 1 e´ tambe´m um
ideal primo.
Demonstrac¸a˜o: De fato, se m e´ um ideal maximal em R, enta˜o R/m e´ um corpo, com
mais raza˜o e´ um domı´nio de integridade, da´ı pela Proposic¸a˜o 1.1.23, segue que m e´ um ideal
primo.

Proposic¸a˜o 1.1.25. Em um domı´nio de ideais principais, cada ideal primo na˜o-nulo e´
maximal.
Demonstrac¸a˜o: Seja p um ideal primo na˜o-nulo em um domı´nio de ideais principais R,
logo existe x ∈ R, tal que p = (x). Seja (y) um ideal de R, tal que (x) ( (y) ⊆ R, deste
modo x ∈ (y), da´ı existe z ∈ R, tal que x = yz, logo yz ∈ (x). No entanto p = (x) e´ um
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ideal primo, e y /∈ (x), pois (x) ( (y), logo z ∈ (x), portanto existe t ∈ R, tal que z = tx.
Da´ı x = yz = y(tx) = (yt)x, logo x = (yt)x, mas como R e´ um domı´nio e x 6= 0, segue que
yt = 1, assim y e´ uma unidade. Consequentemente (y) = R. Portanto, p = (x) e´ um ideal
maximal.

Proposic¸a˜o 1.1.26. O conjunto N de todos elementos nilpotentes em um anel R e´ um ideal,
chamado nilradical de R. E o anel R/N na˜o tem elementos nilpotentes na˜o-nulos.
Demonstrac¸a˜o: Sejam x, y ∈ N, enta˜o existem m,n > 0, tais que xm = yn = 0, mas
como R e´ comutativo, vale o Teorema Binomial, da´ı (x+ y)m+n−1 e´ uma soma de mu´ltiplos
de produtos da forma xrys, em que r + s = m + n − 1. No entanto na˜o pode ocorrer,
simultaneamente, r < m e s < n, pois caso contra´rio, ter´ıamos que r+s ≤ (m−1)+(n−1) =
m+ n− 2 < m+m− 1 = r + s, que e´ uma contradic¸a˜o. Portanto r ≥ m ou s ≥ n, decorre
do primeiro caso que xr = 0, que implica que xrys = 0; do segundo, ys = 0, e da´ı xrys = 0,
deste modo (x + y)m+n−1 = 0, logo x + y ∈ N. Agora, note que −x ∈ N, uma vez que
(−x)m = (−1)mxm = 0. Logo resta mostramos que RN ⊆ N, com efeito, se r ∈ R e x ∈ N,
enta˜o existe n > 0, tal que xn = 0. Da´ı como R e´ comutativo (rx)n = rnxn = rn0 = 0,
portanto rx ∈ N. Logo N e´ um ideal de R. Mostremos agora que o anel quociente R/N na˜o
tem elemento nilpotente na˜o-nulo. De fato se x¯ ∈ R/N e´ nilpotente, enta˜o existe n > 0, tal
que x¯n = 0¯, da´ı x¯n = 0¯. Logo xn ∈ N, portanto existe m > 0, tal que (xn)m = 0, mas como
mn > 0, segue que x ∈ N, da´ı x¯ = 0¯. Portanto, 0¯ e´ o u´nico elemento nilpotente de N.

Proposic¸a˜o 1.1.27. O nilradical N de um anel R coincide com a intersec¸a˜o de todos ideais
primos de R.
Demonstrac¸a˜o: Denote por N0 a intersec¸a˜o de todos ideais primos de R. Seja x um
elemento do nilradical N de R, enta˜o x e´ um elemento nilpotente. Logo existe n > 0, tal que
xn = 0. Seja p um ideal primo de R (recorde que sempre existe um ideal maximal no anel
R comutativo com 1), enta˜o 0 = xn ∈ p, da´ı como p e´ primo, segue que x ∈ p ou xn−1 ∈ p.
Se x ∈ p, enta˜o temos o que queremos. Suponha por absurdo que x /∈ p, enta˜o xn−1 ∈ p.
Aplicando o mesmo racioc´ınio, obteremos que xn−2 ∈ p. Procedendo deste modo, obtemos
que x = xn−(n−1) ∈ p, que e´ uma contradic¸a˜o. Deste modo, x ∈ p para cada ideal primo
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p, da´ı N ⊆ N0. Reciprocamente, suponha que x /∈ N. Defina Σ como sendo o conjunto de
ideais I de R que teˆm a propriedade de que se n > 0, enta˜o xn /∈ I. Temos que Σ 6= ∅,
pois (0) ∈ Σ, uma vez que xn /∈ (0) para todo n > 0, haja vista que x na˜o e´ um elemento
nilpotente. Agora, ordene Σ pela inclusa˜o, assim cada cadeia C = (Iλ) de Σ tem uma cota
superior,
⋃
λ∈Λ Iλ, logo pelo Lema de Zorn, Σ tem um elemento maximal p. Mostremos que
p e´ um ideal primo e que x /∈ p. De fato, sejam y, z /∈ p em R, enta˜o os ideais (y) + p e
(z) + p conteˆm p propriamente, logo existem inteiros m,n > 0, tais que xm ∈ (y) + p, e
xn ∈ (z) + p. Deste modo xm+n ∈ (yz) + p, pois se xm = ry + t e xn = sz + u, em que
r, s ∈ R e t, u ∈ p, enta˜o xn+m = rysz + ryu + t(sz + u) ∈ (yz) + p, logo existe n + m > 0,
tal que xn+m ∈ (yz) + p, e da´ı (yz) + p /∈ Σ, e consequentemente yz /∈ p, pois caso contra´rio,
ter´ıamos (yz)+p = p ∈ Σ, que e´ uma contradic¸a˜o. Em suma, temos que y, z /∈ p implica que
yz /∈ p, logo p e´ um ideal primo de R. Agora, como p ∈ Σ (elemento maximal em Σ para C),
segue que x /∈ p, logo x /∈ N0, assim temos que x /∈ N implica que x /∈ N0, equivalentemente,
N0 ⊆ N. Portanto, N0 = N.

Proposic¸a˜o 1.1.28. Considere que ϕ : R −→ S seja um homomorfismo de ane´is. Enta˜o,
se q e´ um ideal primo de S, enta˜o a imagem inversa p = ϕ−1(q) de q por ϕ e´ um ideal primo
de R.
Demonstrac¸a˜o: Seja xy ∈ p, enta˜o ϕ(xy) ∈ q, da´ı ϕ(x)ϕ(y) ∈ q, mas como q e´ um ideal
primo, segue que ϕ(x) ∈ q ou ϕ(y) ∈ q, de modo que x ∈ p ou y ∈ p. Portanto, p e´ um ideal
primo de R.

Definic¸a˜o 1.1.29. O radical de Jacobson R de um anel R e´ definido como sendo a intersec¸a˜o
de todos ideais maximais de R.
Proposic¸a˜o 1.1.30. Seja R um anel comutativo com 1. Enta˜o x ∈ R se, e somente se,
1− xy e´ uma unidade em R para todo y ∈ R.
Demonstrac¸a˜o:
(⇒) Considere que x ∈ R, e suponha, por absurdo, que 1 − xy na˜o seja uma unidade em
R, enta˜o pelo Corola´rio 1.1.17, existe um ideal maximal m de R, tal que 1 − xy ∈ m. No
entanto x ∈ m, pois R e´ a intersec¸a˜o de todos ideais maximais de R, logo xy ∈ m, mas como
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1− xy ∈ m, segue que 1 ∈ m. Portanto m = R, que e´ uma contradic¸a˜o. Logo 1− xy e´ uma
unidade em R.
(⇐) Suponha que x /∈ R, da´ı existe um ideal maximal m de R, tal que x /∈ m, deste modo
o ideal I gerado por m e x conte´m o ideal maximal m propriamente, portanto I = R. Mas
como 1 ∈ R, segue que existem z ∈ m, e y ∈ R, tais que xy + z = 1, da´ı 1 − xy = z ∈ m,
logo 1− xy na˜o e´ uma unidade em R.

1.1.1 Operac¸o˜es entre ideais
Nesta sec¸a˜o, discutiremos com mais detalhe as operac¸o˜es: soma, intersec¸a˜o e produto,
que podem ser realizadas entre ideais em um anel R.
Proposic¸a˜o 1.1.31. Se I e J sa˜o ideais em um anel R, enta˜o I+J = {x+y | x ∈ I, y ∈ J}
e´ o menor ideal de R contendo I e J .
Demonstrac¸a˜o: Sejam a = x1 + y1 ∈ I + J , e b = x2 + y2 ∈ I + J , em que x1, x2 ∈ I, e
y1, y2 ∈ J , enta˜o a− b = (x1 − x2) + (y1 − y2) ∈ I + J . Agora se r ∈ R, x ∈ I, y ∈ J , enta˜o
r(x+ y) = rx+ ry ∈ I + J , pois rx ∈ I, e ry ∈ J , ja´ que I e J sa˜o ideais. Portanto, I + J e´
um ideal que conte´m I e J , note que x = x+ 0 ∈ I + J , e y = 0 + y ∈ I + J . Agora, seja L
um ideal de R contendo I e J , enta˜o como L e´ ideal , segue que x+ y ∈ L para todo x ∈ I
e para todo y ∈ J , logo I + J ⊆ L.

Definic¸a˜o 1.1.32. Definimos a soma de uma famı´lia (aλ)λ∈Λ de ideais de R como sendo
o conjunto formado pelos elementos da forma
∑
λ∈Λ
xλ, em que cada xλ ∈ aλ, e todos, exceto











































aλ e´ um ideal de R.

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Definic¸a˜o 1.1.34. O produto de dois ideais I e J e´ definido como sendo o ideal IJ gerado
por todos produtos xy, em que x ∈ I e y ∈ J . Assim IJ consiste de todas somas finitas∑
xiyi, em que xi ∈ I, e yi ∈ J .
Observac¸a˜o 1.1.35. De modo ana´logo, definimos o produto de qualquer famı´lia finita de
ideais de R. Em particular, denotemos por In, em que n > 0, como sendo o ideal gerado
pelos produtos x1x2 . . . xn, em que cada fator xi ∈ I. Convencionamos que I0 = R. O




Proposic¸a˜o 1.1.36. Se I, J , e L sa˜o ideais de R, enta˜o I(J + L) = IJ + IL.
Demonstrac¸a˜o: Note que x(y + z) = xy + xz,∀x ∈ I,∀y ∈ J,∀z ∈ L, da´ı I(J + L) ⊆
IJ + IL. Por outro lado, se u = xy + x2z ∈ IJ + IL, com x2 ∈ I, enta˜o como y, z ∈ J + L,
segue que xy, x2z ∈ I(J + L), consequentemente, u ∈ I(J + L). Logo, I(J + L) = IJ + IL.

Proposic¸a˜o 1.1.37 (Lei Modular). Se I, J , e L sa˜o ideais de R, tais que I ⊇ J ou I ⊇ L.
Enta˜o, I ∩ (J + L) = (I ∩ J) + (I ∩ L).
Demonstrac¸a˜o: Suponha que I ⊇ J . Seja x = y+z ∈ I∩(J+L), em que x ∈ I, y ∈ J, z ∈ L,
mas como I conte´m J , segue que y ∈ I, e da´ı z = x−y ∈ I. Logo y ∈ I ∩J = J , e z ∈ I ∩L,
de modo que x ∈ (I ∩J)+(I ∩L). Portanto I ∩ (J+L) ⊆ (I ∩J)+(I ∩L). Reciprocamente,
seja y + z ∈ (I ∩ J) + (I ∩ L) com y ∈ I ∩ J , e z ∈ I ∩ L, enta˜o y, z ∈ I que implica que
y+ z ∈ I. Por outro lado, y+ z ∈ J +L, portanto y+ z ∈ I ∩ (J +L). O caso em que I ⊇ L
e´ ana´logo.

Lema 1.1.38. Sejam I e J ideais de R, enta˜o (I + J)(I ∩ J) ⊆ IJ .










ziyi, mas como cada xiyi ∈ IJ , e
cada ziyi ∈ IJ , segue que u ∈ IJ . Portanto, (I + J)(I ∩ J) ⊆ IJ .

Definic¸a˜o 1.1.39. Dois ideais I e J de R sa˜o chamados comaximais(ou coprimos), quando
I + J = R.
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Proposic¸a˜o 1.1.40. Se I e J sa˜o ideais comaximais, enta˜o IJ = I ∩ J .
Demonstrac¸a˜o: A inclusa˜o IJ ⊆ I ∩ J e´ uma tautologia. Pelo Lema 1.1.38, temos que
(I + J)(I ∩ J) ⊆ IJ . No entanto, por hipo´tese, I + J = R, logo R(I ∩ J) ⊆ IJ , da´ı como
1 ∈ R e I ∩ J e´ um ideal, segue que I ∩ J ⊆ IJ . Portanto IJ = I ∩ J .

Proposic¸a˜o 1.1.41. I e J sa˜o ideais comaximais em R se, e somente se, existem x ∈ I e
y ∈ J , tais que x+ y = 1.
Demonstrac¸a˜o: Se I e J sa˜o comaximais, enta˜o I + J = R, da´ı 1 ∈ I + J , logo existem
x ∈ I, y ∈ J , tais que x + y = 1. Reciprocamente, se existem x ∈ I, e y ∈ J , tais que
x+ y = 1, enta˜o 1 ∈ I + J . Logo pela Proposic¸a˜o 1.1.8, I + J = R.

Proposic¸a˜o 1.1.42. Sejam R um anel, e I1, . . . , In ideais de R. Considere que




seja um homomorfismo definido por ϕ(x) = (x+ I1, . . . , xn + In). Enta˜o,







(ii) (Teorema Chineˆs dos Restos) O homomorfismo ϕ e´ sobrejetivo se, e somente se,
Ii e Ij sa˜o comaximais sempre que i 6= j;





(i) Fac¸amos induc¸a˜o sobre n ≥ 2. Se n = 2, e I1 + I2 = R, enta˜o pela Proposic¸a˜o 1.1.40,






Ik. Suponha que n > 2, e que (i) seja va´lida para todo






Ik. Segue pela hipo´tese em (i) que, In e Im, 1 ≤ m ≤ n − 1,
sa˜o comaximais, pois m 6= n, portanto Im + In = R, logo pela Proposic¸a˜o 1.1.41, obtemos
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(1 − yk) ≡ 1(mod In). De fato, temos
n−1∏
k=1
(1 − yk) =
n−1∏
k=2




(1 − yk). Observe que y1′ def= y1
n−1∏
k=2




(1 − yk) =
n−1∏
k=2
(1 − yk) − y1′. Usando o mesmo racioc´ınio, obtemos
n−1∏
k=1
(1 − yk) =
n−1∏
k=3
(1− yk)− y2′ − y1′ em que y2′ def= y2
n−1∏
k=3








′, em que yk ′ = yk
n−1∏
i=k+1








′ ∈ In, e portanto
n−1∏
k=1
xk ≡ 1(mod In). Mas ja´ que (
n−1∏
k=1
xk) − 1 ∈ In,
existe z ∈ In, tal que (
n−1∏
k=1


























Ik) ∩ In = (
n−1⋂
k=1




Portanto, pelo princ´ıpio de induc¸a˜o, segue o resultado.
(ii)
(⇒) Suponha que 1 ≤ i < j ≤ n, e que ϕ seja sobrejetivo. Enta˜o dado (x¯1, . . . , x¯i, . . . , x¯n) ∈
n∏
k=1
R/Ik definido por x¯i = 1+Ii, x¯j = Ij, se j 6= i, existe x ∈ R tal que ϕ(x) = (I1, I2, . . . , 1+
Ii, . . . , Ij, . . . , In). No entanto, ϕ(x) = (x + I1, x + I2, . . . , x + Ii, . . . , x + Ij, . . . , x + In), de
modo que x ≡ 1(mod Ii), e x ≡ 0(mod Ij), portanto existem 1 − x ∈ Ii, e x ∈ Ij, tais que
(1− x) + x = 1 ∈ Ii + Ij, logo pela Proposic¸a˜o 1.1.41, segue que Ii e Ij sa˜o comaximais.
(⇐) Seja z = (x1 + I1, . . . , xn + In) ∈
n∏
k=1
R/Ik, mostremos que existe r ∈ R, tal que
ϕ(r) = z. Fixe i ∈ {1, . . . , n}. Por hipo´tese, Ii + Ij = R, sempre que i 6= j, da´ı pela









(1 − uij) e use o mesmo
racioc´ınio em (i)), da´ı rixi ≡ 0(mod Ij), e rixi ≡ xi(mod Ii), de modo que ϕ(rixi) =
(I1, I2, . . . , xi+Ii, Ii+1, . . . , In), defina r =
n∑
i=1
rixi, da´ı temos que ϕ(r) =
n∑
i=1
ϕ(rixi) = z, logo
ϕ e´ sobrejetivo.
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(iii) Note que
Ker(ϕ) = {x ∈ R | (x+ I1, . . . , x+ In) = (I1, . . . , In)}
= {x ∈ R | x ∈ Ik, k = 1, . . . , n}













Observac¸a˜o 1.1.43. Note, enta˜o que se Ii e Ij sa˜o comaximais sempre que i 6= j, enta˜o










Exemplo 1.1.44. Note que a Proposic¸a˜o 1.1.42 fornece um algoritmo para solucionar con-
grueˆncias mu´ltiplas no caso em que ha´ comaximalidade. Por exemplo, considere o seguinte
sistema 
r ≡ 3 (mod 5Z)
r ≡ 4 (mod 3Z)
r ≡ 6 (mod 7Z)
Considere as notac¸o˜es de acordo com a Proposic¸a˜o 1.1.42, ou seja,
R = Z, I1 = 5Z, I2 = 3Z, I3 = 7Z, x1 = 3, x2 = 4, x3 = 6
e defina ϕ : Z −→
3∏
i=1
Z/Ii, note que existir soluc¸a˜o para o sistema acima e´ equivalente a:
dado z = (3 + 5Z, 4 + 3Z, 6 + 7Z) ∈
3∏
i=1
Z/Ii, existir r ∈ Z tal que ϕ(r) = z. Como os ideais
3Z, 5Z, 7Z sa˜o dois a dois comaximais, segue pela Proposic¸a˜o 1.1.42 que, ϕ e´ sobrejetivo,
logo o sistema em questa˜o tem soluc¸a˜o. Usemos o procedimento na Proposic¸a˜o 1.1.42(ii):
Temos 5Z+3Z = Z, logo existem u12 = 10, v12 = −9, tais que u12+v12 = 1, tambe´m temos
5Z+7Z = Z, consideremos u13 = 15, v13 = −14. Para 3Z+5Z = Z, e 3Z+7Z = Z, tomemos,
respectivamente, u21 = −9, v21 = 10, e u23 = 15, v23 = −14, por fim, para 7Z + 5Z = Z, e
7Z+3Z = Z, tomemos, respectivamente, u31 = −14, v31 = 15, e u32 = −14, v32 = 15. Assim,
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com as mesmas notac¸o˜es anteriores, obtemos r1 = v12v13 = −9(−14) = 126, r2 = v21v23 =
10(−14) = −140, e r3 = v31v32 = 152 = 225. Logo, r =
3∑
i=1
rixi = 126.3+(−140).4+225.6 =
1168, logo ϕ(1168) = z. De fato, 
1168 ≡ 3 (mod 5Z)
1168 ≡ 4 (mod 3Z)
1168 ≡ 6 (mod 7Z)
Observe que qualquer nu´mero da forma 1168 + 3.5.7k = 1168 + 105k, k ∈ Z, e´ soluc¸a˜o do
sistema acima, em particular, a menor soluc¸a˜o positiva e´ dada por 1168 + 105(−11) = 13,
note que: 
13 ≡ 3 (mod 5Z)
13 ≡ 4 (mod 3Z)
13 ≡ 6 (mod 7Z)




pi. Enta˜o, a ⊆ pi para algum i.




pi. Fac¸amos induc¸a˜o sobre n ≥ 1. Se n = 1, temos trivialmente que a * p1 implica
que a * p1 . Suponha que o resultado seja verdadeiro para todo k < n, enta˜o se a * pi,










Caso I- Se xj /∈ pj. Enta˜o, xj /∈
n⋃
i=1
pi, da´ı a *
n⋃
i=1
pi, logo pelo princ´ıpio de induc¸a˜o, segue
o resultado;
Caso II- Se xj ∈ pj, para cada j = 1, . . . , n dado. Defina x =
n∑
i=1









pj. Observe que yi /∈ pi,




xj ∈ pi, enta˜o como pi e´ um ideal primo,





Cap´ıtulo 1 • Preliminares 17
Afirmamos que x /∈
n⋃
i=1
pi, com efeito, se x ∈
n⋃
i=1




yi ∈ pj, uma vez que x e
∑
i 6=j
yi pertencem a pj, mas enta˜o yj ∈ pj, que e´ uma
contradic¸a˜o. Logo, x /∈
n⋃
i=1
pi, consequentemente a *
n⋃
i=1
pi. Portanto, pelo princ´ıpio
de induc¸a˜o, temos o resultado.





ai. Enta˜o, p ⊇ ai para algum i. Se p =
n⋂
i=1
ai, enta˜o p = ai para algum i.




ai. De fato, se p + ai, para todo i = 1, . . . , n, enta˜o para cada i, existe xi ∈ ai,
tal que xi /∈ p, portanto como p e´ um ideal primo, segue que
n∏
i=1















ai, logo p +
n⋂
i=1




ja´ que p ⊇ ai, para algum i, segue que ai ⊆ p =
n⋂
i=1
ai ⊆ ai, portanto p = ai.

Definic¸a˜o 1.1.47. Se I e J sa˜o ideais em um anel R, definimos o quociente entre ideais I
e J por
(I : J) = {x ∈ R | xJ ⊆ I}
Observac¸a˜o 1.1.48. Em particular, quando I = (0), chamamos (0 : J) de anulador de J ,
o qual denotamos por Ann(J). Por abuso de notac¸a˜o, denotemos (I : (x)) por (I : x), para
qualquer x ∈ R.
Proposic¸a˜o 1.1.49. (I : J) = {x ∈ R | xJ ⊆ I} e´ um ideal de R.
Demonstrac¸a˜o: Com efeito, se x, y ∈ (I : J), enta˜o xJ ⊆ I, e yJ ⊆ I, mas como I e´
um ideal, segue que xJ − yJ ⊆ I, mas xJ − yJ = (x − y)J , enta˜o (x − y)J ⊆ I. Logo
x− y ∈ (I : J). Agora, considere r ∈ R, e x ∈ (I : J), temos que xJ ⊆ I, mas como I e´ um
ideal, segue que r(xJ) ⊆ I, logo rx ∈ (I : J). Portanto, (I : J) e´ um ideal de R.

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Definic¸a˜o 1.1.50. Se I e´ um ideal de R, definimos o radical de I por
r(I) = {x ∈ R | xn ∈ I, para algum inteiro n > 0}.
Proposic¸a˜o 1.1.51. O radical de um ideal I de R e´ um ideal.
Demonstrac¸a˜o: Considere que
ϕ : R −→ R/I
seja o homomorfismo canoˆnico. Mostremos que r(I) = ϕ−1(NR/I), em que NR/I e´ o nilradical
de R/I. De fato,
ϕ−1(NR/I) = {x ∈ R | ϕ(x) ∈ NR/I} = {x ∈ R | x¯ ∈ NR/I}
= {x ∈ R | x¯n = 0¯, para algum n > 0}
= {x ∈ R | xn ∈ I, para algum n > 0}
= r(I).
Note que trivialmente I ⊆ r(I), deste modo, segue pelo Teorema da Correspondeˆncia
que, r(I) e´ o u´nico ideal de R contendo ker(ϕ) = I, tal que r(I) = ϕ−1(NR/I).

Proposic¸a˜o 1.1.52. O radical de um ideal I e´ a intersec¸a˜o dos ideais primos de R que
conteˆm I.
Demonstrac¸a˜o: Considere que
ϕ : R −→ R/I
seja o homomorfismo canoˆnico. Segue pela Proposic¸a˜o 1.1.27 que, o nilradical de R/I coin-
cide com a intersec¸a˜o dos ideais primos de R/I, logo temos que









No entanto, pelo Teorema da Correspondeˆncia, segue que para cada ideal primo q de R/I esta´
associado univocamente um ideal ϕ−1(q) = p de R contendo I, que e´ primo pela Proposic¸a˜o
1.1.28. Portanto, r(I) e´ igual a intersec¸a˜o dos ideias primos de R que conteˆm I.

Proposic¸a˜o 1.1.53. Sejam I e J ideais de uma anel R comutativo com 1. Enta˜o:
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(i) r(I) ⊇ I;
(ii) r(r(I)) = r(I)
(iii) r(IJ) = r(I ∩ J) = r(I) ∩ r(J);
(iv) r(I) = R se, e somente se, I = R;
(v) r(I) + r(J) ⊆ r(I + J);
(vi) r(I + J) = r(r(I) + r(J)); e
(vii) se p e´ um ideal primo de R, enta˜o r(pn) = p, para todo n > 0.
Demonstrac¸a˜o:
(i) Se x ∈ I, enta˜o x1 ∈ I, logo x ∈ r(I). Portanto, r(I) ⊇ I;
(ii) Por (i), temos que r(r(I)) ⊇ r(I). Seja x ∈ r(r(I)), enta˜o existe n > 0 tal que
xn ∈ r(I), da´ı existe m > 0, tal que (xn)m = xnm ∈ I, logo x ∈ r(I). Portanto,
r(r(I)) ⊆ r(I).
(iii) Como IJ ⊆ I ∩ J , segue que r(IJ) ⊆ r(I ∩ J). Seja x ∈ r(I ∩ J), enta˜o existe n > 0,
tal que xn ∈ I ∩ J , da´ı xn ∈ I e xn ∈ J , de modo que x ∈ r(I), e x ∈ r(J), logo
x ∈ r(I) ∩ r(J). Em suma, r(IJ) ⊆ r(I ∩ J) ⊆ r(I) ∩ r(J). Basta mostrarmos que
r(I) ∩ r(J) ⊆ r(IJ), de fato, seja y ∈ r(I) ∩ r(J), enta˜o existem m,n > 0, tais que
ym ∈ I, e yn ∈ J , mas enta˜o ymyn = ym+n ∈ IJ , logo y ∈ r(IJ).
(iv) Como 1 ∈ R, e R = r(I), segue que 1 ∈ r(I), logo existe n > 0 tal que 1n = 1 ∈ I,
logo R = I. Reciprocamente, se I = R, enta˜o r(I) = r(R) = R.
(v) Seja x ∈ r(I) + r(J), enta˜o existem y ∈ r(I) e z ∈ r(J), tais que x = y + z, e existem
inteiros positivos m e n, tais que ym ∈ I, e zn ∈ J . Mas, como R e´ comutativo, vale o
Teorema Binomial, logo xm+n−1 e´ uma soma de produtos, os quais possuem fatores da
forma yizj, em que i + j = m + n− 1, deste modo devemos ter pelo menos umas das
desigualdades i ≥ m ou j ≥ n, pois caso contra´rio ter´ıamos, i+j ≤ (m−1)+(n−1) ≤
m + m − 1 = i + j. Portanto, cada parcela na expansa˜o de xm+n−1 pertence a I ou
J , dependendo, respectivamente se i ≥ m ou j ≥ n, logo xm+n−1 ∈ I + J . Portanto,
x ∈ r(I + J).
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(vi) Como I + J ⊆ r(I) + r(J), segue que r(I + J) ⊆ r(r(I)) + r(J)). Agora, por (v),
temos que r(I) + r(J) ⊆ r(I + J), logo r(r(I) + r(J)) ⊆ r(r(I + J)), no entanto por
(ii), temos que r(I + J) = r(r(I + J)), portanto, r(r(I) + r(J)) ⊆ r(I + J).
(vii) Mostremos inicialmente que r(p) = p. De fato, se x ∈ r(p), enta˜o existe n > 0, tal que
xn ∈ p, mas como p e´ primo, devemos ter x ∈ p, portanto r(p) ⊆ p. Logo r(p) = p.
Agora, se n > 0, enta˜o por (iii), segue que r(pn) = r(
n⋂
i=1
r(p)), da´ı r(pn) = r(r(p)) = p.

Proposic¸a˜o 1.1.54. Considere que I e J sejam ideais de R, tais que r(I), r(J) sa˜o comax-
imais. Enta˜o I e J sa˜o comaximais.
Demonstrac¸a˜o: Como r(I) e r(J) sa˜o comaximais, segue que R = r(I) + r(J). No entanto
pelo item (v) da Proposic¸a˜o 1.1.53, R = r(I)+ r(J) ⊆ r(I+J), logo R = r(I+J). Portanto
por (iv), temos que I + J = R, i.e. I e J sa˜o comaximais.

1.1.2 Ane´is de frac¸o˜es
Faremos uma construc¸a˜o do anel de frac¸o˜es de um anel R com respeito a um subconjunto
multiplicativamente fechado S. Depois apresentaremos um caso particular, o processo de
localizac¸a˜o de um anel R em um ideal primo p.
Definic¸a˜o 1.1.55. Considere que R seja um anel. Dizemos que S e´ um subconjunto multi-
plicativamente fechado de R quando 1 ∈ S, e S e´ fechado sob multiplicac¸a˜o.
Proposic¸a˜o 1.1.56. A relac¸a˜o ≡ definida sobre R× S por (x, s) ≡ (y, t)⇔ (xt− ys)u = 0
para algum u ∈ S, e´ uma relac¸a˜o de equivaleˆncia.
Demonstrac¸a˜o:
(Reflexiva) Seja (x, s) ∈ R × S, como R e´ comutativo, temos que para todo u ∈ S,
(xs− sx)u = 0.u = 0, logo (x, s) ≡ (x, s).
(Sime´trica) Suponha que (x, s) ≡ (y, t), enta˜o existe u ∈ S, tal que (xt − ys)u = 0, mas
da´ı (ys− xt)(−u) = 0, logo (ys− xt)u = 0. Portanto (y, t) ≡ (x, s).
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(Transitiva) Suponha que, (x, s) ≡ (y, t) e (y, t) ≡ (z, v), enta˜o existem u1, u2 ∈ S, tais que
(xt−ys)u1 = 0, e (yv− zt)u2 = 0, mas enta˜o (xt−ys)u1u2v = 0, e (yv− zt)u2u1s = 0,
logo xv(tu1u2) − ysu1u2v = 0, e ysu1u2 − zs(tu1u2) = 0. Somando-se estas duas
equac¸o˜es, obtemos (xv − zs)tu1u2 = 0. Mas como t, u1, u2 ∈ S, segue que tu1u2 ∈ S,
portanto (x, s) ≡ (z, v).

Proposic¸a˜o 1.1.57. O conjunto de todas classes de equivaleˆncias de ≡, denotado por S−1R,
e´ um anel comutativo com unidade, se sa˜o definidas operac¸o˜es de adic¸a˜o e multiplicac¸a˜o em
S−1R, respectivamente, por
(x/s) + (y/t) = (xt+ ys)/st,
(x/s)(y/t) = xy/st
Demonstrac¸a˜o: Mostremos que as operac¸o˜es de adic¸a˜o e multiplicac¸a˜o acima, esta˜o bem
definidas. Suponha que, (x, s) ≡ (x1, s1) e (y, t) ≡ (y1, t1), enta˜o existem u, v ∈ S, tais que
(xs1−x1s)u = 0, e (yt1−y1t)v = 0. Queremos mostrar que, (xt+ys, st) ≡ (x1t1 +y1s1, s1t1)
e (xy, st) ≡ (x1y1, s1t1). De fato, existe uv ∈ S, tal que [(xt+ ys)s1t1− (x1t1 + y1s1)st]uv =
[(xs1 − x1s)u]tt1v + [(yt1 − y1t)v]ss1u = 0 + 0 = 0, da´ı (xt + ys, st) ≡ (x1t1 + y1s1, s1t1).
Outrossim, existe uv ∈ S, tal que (xys1t1 − x1y1st)uv = (xs1u)(yt1v) − (x1su)(y1tv) =
(x1su)(y1tv) − (x1su)(y1tv) = 0, da´ı (xy, st) ≡ (x1y1, s1t1). Agora, note que x/s + 0/u =
xu/su = x/s para todo x/s ∈ S−1R, logo 0/u,∀u ∈ S e´ elemento neutro com respeito a`
adic¸a˜o, tambe´m temos que x/s + (−x)/s = 0/s, de modo que cada elemento de S−1R tem
elemento sime´trico, por fim 1/1 funciona como elemento neutro da multiplicac¸a˜o. Assim ja´
que as operac¸o˜es acima sa˜o ambas associativas e comutativas, e a operac¸a˜o de multiplicac¸a˜o
e´ distributiva em relac¸a˜o a` adic¸a˜o, concluimos que S−1R e´ um anel comutativo com elemento
identidade.

Definic¸a˜o 1.1.58. O anel S−1R e´ chamado de anel de frac¸o˜es de R com respeito a S
(subtende-se S multiplicativamente fechado).
Observac¸a˜o 1.1.59. Em particular, quando R e´ um domı´nio de integridade, temos que o
anel de frac¸o˜es S−1R, e´ um corpo, quando S = R − {0}, tal corpo e´ chamado de corpo de
frac¸o˜es de R .
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Proposic¸a˜o 1.1.60. (Propriedade universal). Considere que g : R −→ T seja um
homomorfismo de ane´is, tal que g(s) e´ uma unidade em T para todo s pertencente a um
subconjunto multiplicativamente fechado S de R. Enta˜o, existe um u´nico homomorfismo de
ane´is h : S−1R −→ T tal que g = h ◦ f , em que f : R −→ S−1R e´ um homomorfismo de
ane´is definido por f(x) = x/1.
Demonstrac¸a˜o:
(Existeˆncia)
Defina h : S−1R −→ T por h(x/s) = g(x)g(s)−1. Mostremos que h esta´ bem
definido. De fato, se x/s = y/t, enta˜o existe u ∈ S, tal que (xt − ys)u = 0.
Da´ı g(xt − ys)g(u) = 0, mas como g(u) e´ uma unidade em T , segue que g(xt −
ys)g(u)g(u)−1 = 0. Logo g(xt− ys) = 0, da´ı g(xt) = g(ys) que implica que g(x)g(t) =
g(y)g(s). Mas como g(t) e´ uma unidade em T , temos que g(x)(g(t)g(t)−1)g(s)−1 =
g(y)(g(s)g(s)−1)g(t)−1, donde g(x)g(s)−1 = g(y)g(t)−1. Portanto h(x/s) = h(y/t).
Note que h e´ um homomorfismo de ane´is, com efeito h(x/s+ y/t) = h((xt+ ys)/st) =
g(xt+ ys)g(st)−1 = (g(xt) + g(ys))g(st)−1 = g(xt)g(st)−1 + g(ys)g(st)−1 = h(xt/st) +
h(ys/ts) = h(x/s) + h(y/t), tambe´m h((x/s)(y/t)) = h(xy/st) = g(xy)g(st)−1 =
(g(x)g(s)−1)(g(y)g(t)−1) = h(x/s)h(y/t), por fim h(1/1) = g(1)g(1)−1 = 1. Portanto,
h e´ um homomorfismo de ane´is, e e´ tal que h ◦ f = g, uma vez que para cada x ∈ R,
(h ◦ f)(x) = h(f(x)) = h(x/1) = g(x)g(1)−1 = g(x).
(Unicidade)
Seja h′ : S−1R −→ T um homomorfismo de ane´is, tal que h′ ◦ f = g, enta˜o para
cada x/s ∈ S−1R, temos que h′(x/s) = h′(x/1)h′(1/s) = h′(f(x))(h′(s/1))−1 =
g(x)(h′(f(s))−1 = g(x)g(s)−1 = h(x/s), enta˜o h = h′.

Proposic¸a˜o 1.1.61. Considere que f : R −→ S−1R seja um homomorfismo de ane´is
definido por f(x) = x/1. Enta˜o:
(i) Se s ∈ S, enta˜o f(s) e´ uma unidade em S−1R;
(ii) f(x) = 0 implica que xs = 0 para algum s ∈ S; e
(iii) Cada elemento de S−1R e´ da forma f(x)f(s)−1 para algum x ∈ R e para algum s ∈ S.
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Demonstrac¸a˜o:
(i) Temos que f(s) = s/1, note que existe 1/s ∈ S−1R, tal que (s/1)(1/s) = 1/1, logo
f(s) e´ uma unidade em S−1R;
(ii) Se f(x) = 0, enta˜o x/1 = 0/1, logo existe s ∈ S, tal que (x.1 − 0.1)s = 0, ou seja,
xs = 0;
(iii) Seja x/s ∈ S−1R, enta˜o f(x)f(s)−1 = (x/1)(1/s) = x/s.

A pro´xima proposic¸a˜o fornece condic¸o˜es que determinam S−1R a menos de isomorfismos.
Proposic¸a˜o 1.1.62. Se g : R −→ T e´ um homomorfismo de ane´is tal que
(i) s ∈ S implica que g(s) e´ uma unidade em T ;
(ii) g(r) = 0 implica que rs = 0 para algum s ∈ S; e
(iii) Cada elemento de T e´ da forma g(r)g(s)−1.
Enta˜o existe um u´nico isomorfismo h : S−1R −→ T tal que g = h ◦ f .
Demonstrac¸a˜o: Se (i) ocorre, enta˜o pela Proposic¸a˜o 1.1.60, segue que existe um homomor-
fismo h : S−1R −→ T , tal que g = h ◦ f . Assim, basta mostrarmos que h e´ bijetor. Por (iii),
temos que h e´ sobrejetor, uma vez que cada y ∈ T e´ da forma y = g(x)g(s)−1 = g(xs−1),
logo existe r = xs−1 ∈ R, tal que g(r) = y. Por fim, h e´ injetor, pois se x/s ∈ Ker(h),
enta˜o h(x/s) = 0, da´ı g(x) = h(f(x)) = h(x/1) = h(xs/1.s) = h(x/s)h(s/1) = 0.h(s/1) = 0,
logo g(x) = 0. Portanto por (ii), segue que existe t ∈ S, tal que xt = 0. Deste modo,
(x.1− 0.s)t = 0, de modo que (x, s) ≡ (0, 1), ou seja, x/s = 0 em S−1R.

Proposic¸a˜o 1.1.63. Seja p um ideal de R. Enta˜o, S = R−p e´ multiplicativamente fechado
se, e somente se, p e´ um ideal primo.
Demonstrac¸a˜o: Seja xy ∈ p, enta˜o xy /∈ S, mas como S e´ multiplicativamente fechado,
segue que x /∈ S ou y /∈ S, da´ı x ∈ p ou y ∈ p. Portanto p e´ um ideal primo de R.
Reciprocamente, suponha que p seja um ideal primo, enta˜o 1 /∈ p, da´ı 1 ∈ S. Suponha que
x, y ∈ S, enta˜o x /∈ p e y /∈ p, mas como p e´ primo, segue que xy /∈ p, consequentemente
xy ∈ S. Portanto S e´ multiplicativamente fechado.
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
Observac¸a˜o 1.1.64. No caso de S = R − p, em que p e´ um ideal primo de R, denotamos
S−1R por Rp.
Proposic¸a˜o 1.1.65. O anel Rp e´ local, cujo ideal maximal e´ m = pRp.
Demonstrac¸a˜o: Temos que m = pRp = {x/s | x ∈ p; s ∈ S = R − p}. Temos que se
x/s, y/t ∈ m, enta˜o x/s− y/t = (xt− ys)/st ∈ m, uma vez que xt− ys ∈ p, pois p e´ ideal,
e st ∈ S, pois S e´ multiplicativamente fechado. Note que 0/1 ∈ p e´ elemento neutro em m
com respeito a` adic¸a˜o, e que −x/s e´ o sime´trico de x/s. Agora, se x/s ∈ Rp, e y/t ∈ m,
enta˜o (x/s)(y/t) = xy/st pertence a m, uma vez que xy ∈ p, e st ∈ S, portanto m e´ um
ideal. Mostremos que m e´ o u´nico ideal maximal de Rp, mostrando que, se a e´ um ideal de
R, tal que a * m, enta˜o a = R. De fato, existe r/s ∈ a, tal que r/s /∈ m, logo r /∈ p, da´ı
r ∈ S, deste modo r/s e´ uma unidade em Rp, portanto a conte´m uma unidade, da´ı a = R.
Portanto, m e´ maximal (u´nico) em R.

Definic¸a˜o 1.1.66. O processo de passar de R a Rp e´ chamado de localizac¸a˜o de R em p.
1.2 Grupos
Nesta sec¸a˜o, apresentaremos alguns resultados cla´ssicos que sa˜o utilizados nos pro´ximos
cap´ıtulos, como por exemplo o Teorema de von Dyck, propriedades de comutadores de um
grupo G, e de apresentac¸a˜o de grupos.
Definic¸a˜o 1.2.1. Considere que G seja um grupo. O grupo derivado de G′ de G e´ definido
como o subgrupo gerado por todos comutadores [g, h] = g−1h−1gh = g−1gh.
Proposic¸a˜o 1.2.2. Sa˜o va´lidas as seguintes propriedades de comutadores em um grupo G:
(i) [g, h]t = [gt, ht];
(ii) (gh)t = gtht;
(iii) Seja ϕ : G −→ H um homomorfismo de grupos. Enta˜o, se g, t ∈ G, enta˜o ϕ(gt) =
ϕ(g)ϕ(t);
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(iv) Se ϕ : G −→ K e´ um homomorfismo de grupos, enta˜o ϕ([g, h]) = [ϕ(g), ϕ(h)], da´ı
ϕ(G′) ⊆ ϕ(K ′).
Demonstrac¸a˜o:
(i) De fato, [g, h]t = t−1[g, h]t = t−1g−1h−1ght = (t−1g−1t)(t−1h−1t)(t−1gt)(t−1ht) =
(g−1)t(h−1)tgtht = (gt)−1(ht)−1gtht = [gt, ht];
(ii) (gh)t = t−1ght = (t−1gt)(t−1ht) = gtht.
(iii) ϕ(gt) = ϕ(t−1gt) = ϕ(t−1)ϕ(g)ϕ(t) = ϕ(t)−1ϕ(g)ϕ(t) = ϕ(g)ϕ(t).
(iv) Com efeito, ϕ([g, h]) = ϕ(g−1h−1gh) = ϕ(g−1)ϕ(h−1)ϕ(g)ϕ(h) = ϕ(g)−1ϕ(h)−1ϕ(g)ϕ(h) =
[ϕ(g), ϕ(h)] ∈ K ′. Logo como os geradores de G′ sa˜o levados K ′, segue que ϕ(G′) ⊆
ϕ(K ′).

Proposic¸a˜o 1.2.3. O grupo derivado e´ o menor subgrupo normal de G tal que G/G′ e´
abeliano.
Demonstrac¸a˜o: Seja h =
n∏
i=1










g] ∈ G′, logo G′G. Agora, suponha que N G, tal que G/N
seja abeliano, enta˜o para cada g, h ∈ G, temos que gNhN = hNgN , da´ı ghN = hgN , logo
[g, h]N = N , portanto [g, h] ∈ N , para cada g,h em G, logo G′ ⊆ N .

Definic¸a˜o 1.2.4. Seja X um subconjunto de um grupo F . Dizemos que F e´ um grupo livre
com base X, quando dados qualquer grupo G e qualquer func¸a˜o f : X −→ G, existe um u´nico














Proposic¸a˜o 1.2.5. Dado um conjunto X, existe um grupo livre com base X.
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Demonstrac¸a˜o: Vide [15], p.344.

Definic¸a˜o 1.2.6. Uma palavra sobre um conjunto X e´ uma sequeˆncia w = (x1, x2, . . .), em
que xi ∈ X ∪X−1 ∪ {1} para todo i, e tal que existe um inteiro n ≥ 0 de modo que ai = 1
para todo i > n.
Definic¸a˜o 1.2.7. A sequeˆncia constante sobre X, (1, 1, . . .) e´ chamada de palavra vazia e e´
denotada por 1.
Observac¸a˜o 1.2.8. Uma vez que dada uma palavra na˜o vazia w = (x1, x2, . . .), no´s temos
uma quantidade finita de termos, n, antes de a sequeˆncia estagnar em 1. Podemos denotar
a palavra w com outra notac¸a˜o:
w = xε11 x
ε2
2 . . . x
εn
n ,
em que xi ∈ X, εi = 1,−1 ou 0 com εn = ±1.
Definic¸a˜o 1.2.9. Sejam X um conjunto e ∆ uma famı´lia de palavras sobre X. Dizemos
que um grupo G tem geradores X e relac¸o˜es ∆, quando G ∼= F/R, em que F e´ um grupo
livre com base X, e R e´ o subgrupo normal de F gerado por ∆. Dizemos que o par (X | ∆)
e´ uma apresentac¸a˜o para o grupo G.
Observac¸a˜o 1.2.10. Note que podemos dizer que um grupo G tem apresentac¸a˜o (X | ∆),
quando existe um epimorfismo ϕ : F −→ G, em que F e´ o grupo livre com base X, e
Ker(ϕ) = 〈∆〉. Deste modo, dizemos indistintamente que ϕ : F −→ G ou (X | ∆) e´ uma
apresentac¸a˜o para G.
Definic¸a˜o 1.2.11. Um grupo G e´ chamado finitamente apresentado, quando possui uma
apresentac¸a˜o com uma quantidade finita de geradores e relac¸o˜es.
Proposic¸a˜o 1.2.12. Seja G um grupo finitamente gerado com apresentac¸a˜o ϕ : F −→ G.
Enta˜o, se Ker(ϕ) e´ finitamente gerado, enta˜o G e´ finitamente apresentado.
Demonstrac¸a˜o: Suponha que G tenha apresentac¸a˜o (X | ∆), enta˜o Ker(ϕ) = 〈∆〉. Mas
como Ker(ϕ) e´ finitamente gerado, segue que o conjunto de relac¸o˜es ∆ e´ finito, logo o grupo
finitamente gerado G e´ finitamente apresentado.

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Proposic¸a˜o 1.2.13 (von Dyck). Sejam G e G grupos com apresentac¸o˜es θ : F −→ G e
φ : F −→ G tais que toda relac¸a˜o de θ e´ uma relac¸a˜o de φ. Enta˜o, a func¸a˜o ψ : G −→ G,
dada por ψ(θ(x)) = φ(x), e´ um epimorfismo.
Demonstrac¸a˜o: Temos que G e G teˆm, respectivamente, apresentac¸o˜es (G | ∆1) e (G | ∆2),
em que Ker(θ) = 〈∆1〉, e Ker(φ) = 〈∆2〉. Mas como toda relac¸a˜o de θ e´ uma relac¸a˜o de φ,
segue que Ker(θ) ⊆ Ker(φ). Logo, podemos definir um aplicac¸a˜o
ψ : G −→ G
por θ(x) 7→ φ(x), a qual e´ um epimorfismo. Mostremos que ψ esta´ bem definida. De fato,
se θ(x) = θ(y), enta˜o θ(xy−1) = 1, da´ı xy−1 ∈ Ker(θ), logo xy−1 ∈ Ker(φ), portanto
φ(x) = φ(y), da´ı ψ(θ(x)) = ψ(θ(y)). Agora, note que ψ e´ homomorfismo, pois φ e θ tambe´m
sa˜o homomorfismos, e e´ epimorfismo, uma vez que G = φ(F ), logo dado φ(x) ∈ G, existe




Neste cap´ıtulo, apresentaremos a definic¸a˜o de mo´dulos livres, mo´dulos projetivos, mo´dulos
noetherianos, mo´dulos finitamente gerados sobre um anel comutativo R com 1. Tambe´m con-
sideraremos o Grupo de Picard, i.e. o grupo (abeliano) formado pelas classes de isomorfismos
de R-mo´dulos projetivos de posto 1.
Definic¸a˜o 2.0.14. Considere que R seja um anel comutativo com 1. Um R-mo´dulo e´ um
par (M,µ), em que M e´ um grupo aditivo abeliano, e µ e´ uma ac¸a˜o linear de R em M , dada
por µ(r,m) = rm, tal que ∀r, s ∈ R, e ∀m,n ∈M :
r(m+ n) = rm+ rn
(r + s)m = rm+ sm
(rs)m = r(sm)
1m = m
Proposic¸a˜o 2.0.15. M e´ um R-mo´dulo se, e somente se, M e´ um grupo aditivo abeliano,
e existe um homomorfismo de ane´is ϕ : R −→ End(M).
Demonstrac¸a˜o: Suponha que (M,µ) seja um R-mo´dulo. Defina ϕ : R −→ End(M) por
ϕ(r)(m) = µ(r,m) = rm, note que ϕ(r)
def
= ϕr ∈ End(M), e ϕ e´ um homomorfismo de ane´is,
pois
28
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• ϕr+s = ϕr + ϕs:
ϕr+s(m) = (r + s)(m) = rm+ sm = ϕr(m) + ϕs(m)
• ϕrs = ϕr ◦ ϕs:
ϕrs(m) = (rs)m = r(sm) = rϕs(m) = ϕr(ϕs(m)) = (ϕr ◦ ϕs)(m)
• ϕ1 = 1End(M):
ϕ1(m) = 1.m = m = 1End(m)(m).
Reciprocamente, suponha que exista um homomorfismo de ane´is ϕ : R −→ End(M),
enta˜o basta definir µ : R ×M −→ M por µ(r,m) = ϕr(m), assim ja´ que ϕr ∈ End(M),
ϕr+s = ϕr + ϕs, ϕrs = ϕr ◦ ϕs, e ϕ1 = 1End(M), segue que µ e´ uma ac¸a˜o linear de R em M .

Definic¸a˜o 2.0.16. Dizemos que N e´ um submo´dulo de M , quando N e´ um subgrupo de M
e e´ fechado sob multiplicac¸a˜o de elementos de R.
Exemplo 2.0.17. (i) Um anel R e´ um R-mo´dulo, quando se considera a ac¸a˜o como sendo
a operac¸a˜o de multiplicac¸a˜o do anel;
(ii) Os ideais de um anel R, sa˜o os submo´dulos de R, quando R e´ visto como mo´dulo;
(iii) Os Z-mo´dulos sa˜o precisamente os grupos abelianos;
(iv) Mo´dulos sobre um corpo R, sa˜o espac¸os vetoriais. Note que µ, neste caso, e´ uma
transformac¸a˜o linear.
(v)
Definic¸a˜o 2.0.18. Sejam R um anel com 1 na˜o necessariamente comutativo, e G um




rgg, em que rg ∈ R, com rg = 0 quase sempre.
Podemos tornar RG num anel, o qual chamamos de anel de grupo de G sobre R,
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Podemos fornecer a RG uma estrutura de R-mo´dulo (a` esquerda), definindo uma mul-










Assim, RG e´ um R-mo´dulo. Em particular, quando R e´ um anel comutativo, RG e´
uma a´lgebra sobre R, chamamos assim RG de a´lgebra de grupo de G sobre R. Como
exemplo, temos o anel de grupo integral ZG, que e´ uma a´lgebra de grupo.
Definic¸a˜o 2.0.19. Considere que M e N sejam R-mo´dulos. Uma aplicac¸a˜o f : M −→ N e´
um homomorfismo de R-mo´dulos quando,
f(m+ n) = f(m) + f(n),
f(rm) = rf(m),∀r ∈ R, ∀m,n ∈M
.
Definic¸a˜o 2.0.20. Seja f : M −→ N um homomorfismo de R-mo´dulos, definimos por
ker(f) = {m ∈ M | f(m) = 0}, e Im(f) = {f(m) | m ∈ M}, o nu´cleo e a imagem de f ,
respectivamente.
Proposic¸a˜o 2.0.21. Se f : M −→ N e´ um homomorfismo de R-mo´dulos, enta˜o Ker(f) e´
um submo´dulo de M , e Im(f) e´ um submo´dulo de N .
Demonstrac¸a˜o: Sejam m,n ∈ Ker(f), enta˜o f(m − n) = f(m) − f(n) = 0 − 0 = 0, da´ı
m − n ∈ Ker(f), e se r ∈ R, enta˜o f(rm) = rf(m) = r.0 = 0, da´ı rm ∈ Ker(f), portanto
Ker(f) e´ um R-submo´dulo de M . Como M e´ um R-mo´dulo, temos que m − n, rm ∈ M ,
da´ı f(m)− f(n) = f(m− n) ∈ Im(f), e rf(m) = f(rm) ∈ Im(f), deste modo Im(f) e´ um
R-submo´dulo de N .

Proposic¸a˜o 2.0.22. Se M ′ e´ um R-submo´dulo de M , enta˜o o grupo quociente M/M ′ e´ um
R-mo´dulo com multiplicac¸a˜o escalar(ac¸a˜o) dada por r(m+M ′)
def
= rm+M ′.
Demonstrac¸a˜o: Como M e´ um R-mo´dulo, existe uma aplicac¸a˜o µ dada por µ(r,m) = rm,
a qual fornece uma ac¸a˜o linear de R em M , deste modo a aplicac¸a˜o induzida µ¯ : R −→M/M ′
definida por µ¯(r,m+M ′) = rm+M ′ descreve uma ac¸a˜o linear de R em M/M ′, logo M/M ′
e´ um R-mo´dulo.
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
Definic¸a˜o 2.0.23. O R-mo´dulo M/M ′ e´ chamado de mo´dulo quociente sobre R, ou R-
mo´dulo quociente.
Teorema 2.0.24 (1o Teorema do Isomorfismo). Seja f : M −→ N um homomorfismo de
R-mo´dulos, enta˜o
M/Ker(f) ∼= Im(f).
Demonstrac¸a˜o: Defina f¯ : M/ker(f) −→ Im(f) por f¯(m+Ker(f)) = f(m), temos que:
• f¯ esta´ bem definido e e´ injetivo:
Temos que m+Ker(f) = n+Ker(f) em M/Ker(f) se, e somente se, m−n ∈ Ker(f)
se, e somente se, f(m − n) = 0 se, e somente se, f(m) = f(n) se, e somente se,
f¯(m+Ker(f)) = f¯(n+Ker(f));
• f¯ e´ um R-homomorfismo de mo´dulos:
De fato, f¯((m + Ker(f)) + (n + Ker(f))) = f¯(m + n + Ker(f)) = f(m + n) =
f(m)+f(n) = f¯(m+Ker(f))+f¯(n+Ker(f)), e f¯(r(m+ker(f))) = f¯(rm+Ker(f)) =
f(rm) = rf(m) = rf¯(m+Ker(f)); e
• f e´ sobrejetor:
Com efeito, se y ∈ Im(f), enta˜o existe m ∈ M , tal que f(m) = y, logo existe m +
Ker(f) ∈M/ker(f), tal que f¯(m+ ker(f)) = f(m) = y.
Portanto f¯ e´ um R-isomorfismo de mo´dulos, da´ı M/Ker(f) ∼= Im(f).

Teorema 2.0.25 (2o Teorema do Isomorfismo). Se L ⊇M ⊇ N sa˜o R-mo´dulos, enta˜o
(L/N)/(M/N) ∼= L/M.
Demonstrac¸a˜o: Defina f : L/N −→ L/M por f(x + N) = x + M , temos que f esta´ bem
definido, pois se x + N = y + N , segue que x − y ∈ N , enta˜o ja´ que N ⊆ M , segue que
x − y ∈ M , da´ı f(x + N) = f(y + N). Agora note que Ker(f) = M/N , e Im(f) = L/M ,
portanto pelo Teorema 2.0.24, obtemos que (L/N)/(M/N) ∼= L/M .

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Teorema 2.0.26 (3o Teorema do Isomorfismo). Sejam K e L submo´dulos de M , enta˜o
(K + L)/K ∼= L/(K ∩ L).
Demonstrac¸a˜o: Defina f : L −→ (K + L)/K por f(x) = x + K, temos que f e´ um
epimorfismo, cujo nu´cleo e´ K ∩ L, logo pelo Teorema 2.0.24, segue que (K + L)/K ∼=
L/(K ∩ L).

Definic¸a˜o 2.0.27. Sejam I um ideal de R, e M um R-mo´dulo, definimos IM como sendo
o conjunto formado por todas somas finitas da forma
∑
rimi, em que ri ∈ I, e mi ∈M .
Proposic¸a˜o 2.0.28. IM e´ um R-submo´dulo de M .








j ∈ IM , definindo sj = −rt+j, e m′j =
−mt+j, segue que x − y =
t+u∑
i=1






(rri)mi, como I e´ um ideal de R, segue que cada rri ∈ I, logo rx ∈ IM .

Observac¸a˜o 2.0.29. A definic¸a˜o de IN pode ser estendida para quaisquer subconjuntos
na˜o-vazios I de R, e N de M , no entanto, podemos ter que IN na˜o e´ submo´dulo de M .
Agora, note que IN e´ um submo´dulo de M para o caso em que I e´ fechado sob subtrac¸a˜o, e
N e´ um submo´dulo de M .
Definic¸a˜o 2.0.30. Se N,P sa˜o submo´dulos de M , definimos (N : P ), como sendo o conjunto
de todos elementos, r ∈ R, tais que rP ⊆ N.
Proposic¸a˜o 2.0.31. (N : P ) e´ um ideal de R.
Demonstrac¸a˜o: Sejam s, t ∈ (N : P ), e r ∈ R, enta˜o sP, tP ⊆ N , mas como N e´ um
R-submo´dulo, segue que (s − t)P ⊆ N , e rsP ⊆ N , logo s − t, rs ∈ (N : P ), portanto
(N : P ) e´ um ideal de R.

Definic¸a˜o 2.0.32. (0 : M) = Ann(M) e´ chamado de anulador de M .
Cap´ıtulo 2 • Mo´dulos 33
Proposic¸a˜o 2.0.33. Se I e´ um ideal de R contido em Ann(M), enta˜o M tem uma estrutura
de R/I-mo´dulo.
Demonstrac¸a˜o: Defina µ : R/I ×M −→ M por µ(r + I,m) = rm, temos que µ e´ uma
aplicac¸a˜o bem definida, pois se r−s ∈ I, enta˜o ja´ que I ⊆ Ann(M), segue que (r−s)m = 0,
para todo m ∈M . Da´ı rm = sm, para todo m ∈M . Agora note, que R/I age linearmente
em M , pois R tambe´m o age. Portanto, M e´ um R/I-mo´dulo.

Definic¸a˜o 2.0.34. Um R-mo´dulo M e´ chamado fiel, quando Ann(M) = 0.
Observac¸a˜o 2.0.35. Se Ann(M) = I, enta˜o M e´ fiel como um R/I-mo´dulo. De fato,
AnnR/I(M) = I = 0¯.
Definic¸a˜o 2.0.36. Um R-mo´dulo M e´ chamado livre, quando e´ isomorfo a um R-mo´dulo
da forma
⊕
λ∈ΛMλ, em que cada Mλ e´ isomorfo a R, como R-mo´dulos.
Definic¸a˜o 2.0.37. Seja X um subconjunto de um R-mo´dulo M . Definimos o submo´dulo de
M gerado por X, denotado por 〈X〉, como sendo ⋂
λ∈Λ
Mλ, em que {Mλ | λ ∈ Λ} e´ a famı´lia
de todos submo´dulos de M que conteˆm X.
Teorema 2.0.38. Seja X um subconjunto de um mo´dulo M . Se X = ∅, enta˜o 〈X〉 = 0,
caso contra´rio, 〈X〉 = {∑ rixi | ri ∈ R, xi ∈ X}.
Demonstrac¸a˜o: Se X = ∅, enta˜o ja´ que (0) conte´m X, segue que 〈X〉 = ⋂
λ∈Λ
Mλ ⊆ (0), logo
〈X〉 = (0). Suponha 〈X〉 6= ∅, e defina S = {∑ rixi | ri ∈ R, xi ∈ X}. Temos que 1 ∈ R,
logo 1.x = x ∈ S, para todo x ∈ X, logo X ⊆ S, ale´m disso, note que S e´ um submo´dulo de
M , da´ı 〈X〉 ⊆ S. Por outro lado, mostremos que se M ′ e´ um submo´dulo de M contendo X,
enta˜o S ⊆ M ′, de fato, como M ′ e´ um R-mo´dulo, cada elemento da forma ∑ rixi pertence
a M ′, logo S esta´ contido em todo submo´dulo de M que conte´m X, da´ı S ⊆ 〈X〉.

Definic¸a˜o 2.0.39. Um R-mo´dulo M e´ chamado finitamente gerado, quando e´ gerado por
um subconjunto X finito de M . Em particular, quando existe x ∈ M , tal que M = Rx,
chamamos M de R-mo´dulo c´ıclico.
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Observac¸a˜o 2.0.40. Se um R-mo´dulo M e´ finitamente gerado, enta˜o pelo Teorema 2.0.38,
segue que existe uma quantidade finita de elementos x1, . . . , xk em M , tais que M = Rx1 +
. . .+Rxk.
Proposic¸a˜o 2.0.41. Um mo´dulo M e´ c´ıclico se, e somente se, M ∼= R/I para algum ideal
I de R. Caso M = 〈x〉, enta˜o I = {r ∈ R | rx = 0}.
Demonstrac¸a˜o: Suponha que M seja c´ıclico, enta˜o existe x ∈ M , tal que M = 〈x〉, da´ı
M = Rx, logo o R-homomorfismo f : R −→ M dado por f(r) = rx e´ um epimorfismo, e
cujo nu´cleo e´ I = Ker(f) = {r ∈ R | rx = 0} = Ann(M), portanto pelo 1o Teorema do
Isomorfismo 2.0.24, segue que M ∼= R/I. Reciprocamente, se M ∼= R/I, enta˜o existe um
isomorfismo f : R/I −→ M , ja´ que R/I e´ c´ıclico gerado por 1 + I, segue que M e´ c´ıclico
gerado por f(1 + I).

Notac¸a˜o: Denotamos por Rk, a soma direta de k co´pias de R.
Proposic¸a˜o 2.0.42. M e´ um R-mo´dulo finitamente gerado se, e somente se, M e´ isomorfo
a um quociente de Rk para algum k ∈ N.
Demonstrac¸a˜o: Suponha que M seja um R-mo´dulo finitamente gerado, enta˜o existe uma
quantidade finita de elementos x1, . . . , xk de M , tais que M =
k∑
i=1
Rxi, considere o R-
homomorfismo f : Rn −→ M , dado por f(r1, . . . , rk) =
k∑
i=1
rixi, note que f e´ epimorfismo,
da´ı M ∼= Rk/Ker(f). Reciprocamente, se M ∼= Rk/I, enta˜o existe um epimorfismo f de Rk
sobre M , com nu´cleo I, note que os vetores ei = (0, . . . , 0, 1, 0, . . . , 0) com u´nica coordenada
na˜o nula igual 1 na i-e´sima coordenada, geram Rk, da´ı {f(ei) | i = 1, . . . , k} gera M , logo
M e´ finitamente gerado.

Teorema 2.0.43 (Teorema Chineˆs dos Restos para Mo´dulos.). Sejam M um R-




ϕ(m) = {m+ I1M, . . . ,m+ InM}
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Demonstrac¸a˜o: Se n = 1, enta˜o temos o epimorfismo canoˆnico M −→ M/I1M . Suponha
n > 1. Seja y = (x1 + I1M, . . . , xn + InM) ∈
n⊕
i=1
M/IiM , mostremos que existe m ∈ M ,




Ij, note que Ii e I
′
i sa˜o
comaximais, logo existem ui ∈ Ii, e vi ∈ I ′i, tais que ui + vi = 1, deste modo para cada j 6= i,
temos que:  vi ≡ 1 (mod Ii)vi ≡ 0 (mod Ij)








Ij, e da´ı vi pertence
a todo Ij, portanto  vixi ≡ xi (mod Ii)vixi ≡ 0 (mod Ij)
de modo que ϕ(
n∑
i=1
vixi) = y. Portanto, ϕ e´ um epimorfismo, cujo nu´cleo e´





2.1 Categorias e Funtores
Embora consideramos o anel R comutativo com 1, vamos fazer refereˆncias a mo´dulos a`
direita e a` esquerda, com intuito de apresentar as condic¸o˜es dos resultados em modo mais
forte.
Definic¸a˜o 2.1.1. Uma categoria C consiste de uma classe de objetos, denotada por objC;
conjuntos dois a dois disjuntos, HomC(A,B), de morfismos para cada par ordenado de
objetos (A,B) ; e composic¸o˜es HomC(A,B) × HomC(B,C), definidas por (f, g) 7→ gf ,
tais que:
(i) para cada objeto A, existe um morfismo identidade 1A ∈ HomC(A,A), tal que f1A = f
para todo f ∈ HomC(A,B), e 1Ag = g, para todo g ∈ HomC(C,A); e
(ii) a associatividade de composic¸o˜es e´ satisfeita sempre que poss´ıvel, ou seja, se f ∈
HomC(A,B), g ∈ HomC(B,C), e h ∈ HomC(C,D), enta˜o h(gf) = (hg)f .
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Exemplo 2.1.2. (i) C = Conjuntos, em que objC, sa˜o conjuntos; os morfismos, sa˜o
func¸o˜es; e as composic¸o˜es, sa˜o composic¸o˜es usuais de func¸o˜es;
(ii) C = RM, em que R e´ um anel com 1, os objetos sa˜o os R-mo´dulos a` esquerda; os
morfismos sa˜o R-homomorfismos; e as composic¸o˜es, sa˜o composic¸o˜es usuais de R-
homomorfismos. Analogamente, definimos C = MR, categoria dos R-mo´dulos a` direita.
(iii) A categoria dos grupos abelianos, Ab, coincide com a categoria ZM, a qual coincide
com MZ, uma vez que Z e´ um anel comutativo.
Definic¸a˜o 2.1.3. Sejam C e D categorias. Definimos um functor ou um funtor covari-
ante como uma func¸a˜o
F : C −→ D,
tal que:
(i) se A ∈ objC, enta˜o FA ∈ objD;
(ii) se f : A −→ B e´ um morfismo em C, enta˜o Ff : FA −→ FB e´ um morfismo em D;
(iii) se A
f→ B g→ C sa˜o morfismos em C, enta˜o
F (gf) = FgFf ;
(iv) para cada A ∈ objC, F (1A) = 1FA.
Exemplo 2.1.4. (i) O funtor F : C −→ C definido por FA = A, e Ff = f , e´ chamado
de funtor identidade;
(ii) Os funtores F = HomR(A, •) : C −→ Conjuntos, dados para cada A ∈ C fixo,
por FC = Hom(A,C), e Ff : Hom(A,C) −→ Hom(A,C ′) por g 7→ fg sempre que
f : C −→ C ′ e´ um morfismo em C, e´ chamado de funtor Hom. Denotamoˆ-lo por f∗.
Note que, em particular, se C = RM, enta˜o f∗ tem imagem na categoria Ab, o mesmo
ocorre se C = MR;
(iii) Se A ∈MR, a func¸a˜o F : RM −→ Ab, definida por
FB = A⊗R B,
tal que Ff = 1A ⊗ f , sempre que f : B −→ B′ e´ um R-homomorfismo de R-mo´dulos
a` esquerda, e´ um funtor. Denotamoˆ-lo por A⊗R. Analogamente para cada B ∈ RM,
definimos o funtor ⊗RB : MR −→ Ab. (Vide a sec¸a˜o Produto Tensorial)
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Observac¸a˜o 2.1.5. Denotamos por f ⊗ g a aplicac¸a˜o A⊗R B −→ A′ ⊗R B′, definida
por a⊗ b 7→ fa⊗ gb.
(iv) Seja D ∈ objD um objeto fixo. O funtor || : C −→ D dado por |C| = D para cada
C ∈ C, e por |f | = 1D para cada morfismo f ∈ C, e´ chamado de funtor constante.
Definic¸a˜o 2.1.6. Sejam C e D categorias. Definimos um funtor contravariante como
uma func¸a˜o
F : C −→ D,
tal que:
(i) se A ∈ objC, enta˜o FA ∈ objD;
(ii) se f : A −→ B e´ um morfismo em C, enta˜o Ff : FB −→ FA e´ um morfismo em D;
(iii) se A
f→ B g→ C sa˜o morfismos em C, enta˜o
F (gf) = FfFg;
(iv) para cada A ∈ objC, F (1A) = 1FA.
Exemplo 2.1.7. Fixado um objeto B ∈ C, podemos definir um funtor
F = Hom(•, B) : C −→ Conjuntos,
por FA = Hom(A,B), e Ff : Hom(A′, B) −→ Hom(A,B) por g 7→ gf , sempre que
f : A −→ A′ e´ um morfismo em C. Denotamoˆ-lo por f ∗.
Definic¸a˜o 2.1.8. Duas aplicac¸o˜es
M ′
f−→M g−→M ′′
sa˜o exatas em M , quando Im(f) = Ker(g). Analogamente, dizemos que uma sequeˆncia de
aplicac¸o˜es
. . . −→Mn+1 fn+1−→Mn fn−→Mn−1 −→ . . .
e´ exata, quando cada par adjacente de aplicac¸o˜es e´ exato.
Cap´ıtulo 2 • Mo´dulos 38
Proposic¸a˜o 2.1.9. Se
0 −→M ′ f−→M
e´ exata, enta˜o f e´ uma aplicac¸a˜o injetora.
Demonstrac¸a˜o: Temos que Im(0 −→ M ′) = 0, mas como a sequeˆncia e´ exata, segue que




g−→M ′′ −→ 0
e´ exata, enta˜o g e´ sobrejetora.
Demonstrac¸a˜o: Temos que Ker(M ′′ −→ 0) = M ′′, mas como a sequeˆncia e´ exata, temos
que Im(g) = Ker(M ′′ −→ 0), logo Im(g) = M ′′, portanto g e´ uma aplicac¸a˜o sobrejetora.

Corola´rio 2.1.11. Se
0 −→M f−→M ′ −→ 0
e´ exata, enta˜o f e´ bijetora.
Demonstrac¸a˜o: Pelas proposic¸o˜es 2.1.9, e 2.1.10, segue que f e´ injetora e sobrejetora,
respectivamente, logo f e´ bijetora.

Proposic¸a˜o 2.1.12. Se
0 −→M ′ i−→M p−→M ′′ −→ 0
e´ exata, enta˜o M ′ ∼= iM ′, e M/iM ′ ∼= M ′′.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.1.9, Ker(i) = 0, mas pelo 1o Teorema de Isomorfismos
2.0.24, i(M ′) ∼= M ′/Ker(i) ∼= M ′/(0) ∼= M ′, logo i(M ′) ∼= M ′. Agora, pela Proposic¸a˜o
2.1.10, Im(p) = M ′′, e como a sequeˆncia e´ exata, Ker(p) = Im(i) = iM ′, mas pelo Teorema
2.0.24, Im(p) ∼= M/Ker(p), portanto M ′′ ∼= M/iM ′.

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Definic¸a˜o 2.1.13. Sequeˆncias exatas da forma
0 −→M ′ f−→M g−→M ′′ −→ 0
sa˜o chamadas sequeˆncias exatas curtas.
Definic¸a˜o 2.1.14. Uma sequeˆncia exata curta
0 −→ A f−→ B g−→ C −→ 0
e´ chamada cind´ıvel, quando existe uma aplicac¸a˜o h : C −→ B, tal que gh = 1C.
Definic¸a˜o 2.1.15. Um funtor F e´ dito exato a` esquerda, quando sempre que
0 −→ A f−→ B g−→ C
e´ exata, tem-se que
0 −→ FA Ff−→ FB Fg−→ FC
e´ exata. Analogamente, um funtor F e´ exato a` direita, quando sempre que
A
f−→ B g−→ C −→ 0
e´ exata, tem-se que
FA
Ff−→ FB Fg−→ C −→ 0
e´ exata.
Definic¸a˜o 2.1.16. Um funtor e´ dito exato, quando e´ exato a` direita e a` esquerda.
Proposic¸a˜o 2.1.17. Funtores exatos a` esquerda preservam monomorfismos, e funtores ex-
atos a` direita; epimorfismos.
Demonstrac¸a˜o: De fato, se F e´ um funtor exato a` esquerda, enta˜o se A
f−→ B e´ injetiva,
enta˜o FA
Ff−→ FB e´ injetiva, analogamente se F e´ exato a` direita e B g−→ C e´ sobrejetor,
enta˜o FB
Fg−→ FC e´ sobrejetor.

Proposic¸a˜o 2.1.18. O funtor Hom(M, •) e´ exato a` esquerda para cada R-mo´dulo M .
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Demonstrac¸a˜o: Seja
0 −→ A α−→ B β−→ C
uma sequeˆncia exata a` esquerda, mostremos que a sequeˆncia
0 −→ Hom(M,A) Fα−→ Hom(M,B) Fβ−→ Hom(M,C)
e´ exata a` esquerda. Basta mostrarmos que Fα e´ injetiva, e que Im(Fα) = Ker(Fβ).
• Fα e´ injetivo:
Seja f ∈ Ker(Fα), enta˜o Fα(f) = 0, da´ı pela definic¸a˜o de F , segue que α ◦ f = 0,
logo α(f(m)) = 0, para todo m ∈M , mas como α e´ injetor, temos que f(m) = 0, para
todo m ∈M , portanto f = 0.
• Im(Fα) = Ker(Fβ) :
Seja g ∈ Im(Fα), enta˜o existe f ∈ Hom(M,A), tal que Fα(f) = g, da´ı αf = g. Mas
Im(α) = Ker(β), de modo que βα = 0, assim Fβ(g) = βg = β(αf) = (βα)f = 0,
portanto Fβ(g) = 0, logo g ∈ Ker(β). Reciprocamente, suponha que g ∈ Ker(β),
enta˜o βg = 0, logo β(g(m)) = 0, para todo m ∈ M , de modo que g(m) ∈ Ker(β)
para todo m ∈ M , mas como Ker(β) = Im(α), segue que g(m) ∈ Im(α), logo
existe a ∈ A, tal que α(a) = g(m), note que tal a e´ u´nico, pois α e´ injetivo, assim
podemos definir uma aplicac¸a˜o constante f ∈ Hom(M,A) por f(m) = a, deste modo,
αf(m) = α(a) = g(m), para todo m ∈ M , logo αf = g, ou seja, (Fα)f = g,
consequentemente g ∈ Im(Fα).

Definic¸a˜o 2.1.19. Definimos o mo´dulo dual de um R-mo´dulo M como sendo o R-mo´dulo
Hom(M,R), o qual indicaremos por M∗.
Proposic¸a˜o 2.1.20. Se R e´ um anel comutativo com 1, enta˜o R∗ = HomR(R,R) ∼= R.
Demonstrac¸a˜o: De fato, a aplicac¸a˜o
ψ : R∗ −→ R,
definida por f 7→ f(1) e´ um R-isomorfismo, cujo inverso e´ o homomorfismo
ϕ : R −→ R∗,
definido por ϕ(r) : t 7→ rt.
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
Teorema 2.1.21. Considere que M e {Mj : j ∈ J} sejam mo´dulos dados. Enta˜o M ∼=⊕
j∈JMj se, e somente se, existem aplicac¸o˜es λj : Mj −→ M , tais que, dado qualquer
mo´dulo X e quaisquer aplicac¸o˜es fj : Mj −→ X, existe uma u´nica aplicac¸a˜o ϕ : M −→ X
com ϕ ◦ λj = fj, para todo j ∈ J .
Demonstrac¸a˜o: [14], p.29.

Teorema 2.1.22. Se λj e´ a j-e´sima injec¸a˜o Mj −→
⊕









dada por ϕ 7→ (ϕλj) e´ um isomorfismo.
Demonstrac¸a˜o: [14], p.30.

Observac¸a˜o 2.1.23. Em particular, obtemos da Proposic¸a˜o 2.1.22 que, HomR(M⊕N,R) ∼=
HomR(M,R)⊕ HomR(N,R).
Proposic¸a˜o 2.1.24. Sejam M um R-mo´dulo a` direita e {Nj : j ∈ J} uma famı´lia de R-




j∈J(M ⊗R Nj), definida
por m⊗ (nj) 7→ (m⊗ nj) e´ um isomorfismo. (Vide a sec¸a˜o Produto Tensorial)
Demonstrac¸a˜o: [14], p.33.

Observac¸a˜o 2.1.25. Em particular, temos que M ⊗ (N ⊕ P ) ∼= (M ⊗N)⊕ (M ⊗ P ).
2.2 Produto tensorial
Definic¸a˜o 2.2.1. Considere que R seja um anel com 1. Se A e´ um R-mo´dulo a` direita, B
um R-mo´dulo a` esquerda, e G um grupo abeliano aditivo, enta˜o uma func¸a˜o R-biaditiva e´
uma func¸a˜o
f : A×B −→ G,
tal que para todos a, a′ ∈ A, para todos b, b′ ∈ B, r ∈ R.
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(i) f(a+ a′, b) = f(a, b) + f(a′, b);
(ii) f(a, b+ b′) = f(a, b) + f(a, b′); e
(iii) f(ar, b) = f(a, rb).
Observac¸a˜o 2.2.2. Para R comutativo (nosso caso), chamamos f de func¸a˜o R-bilinear,
quando f e´ R-biaditiva e rf(a, b) = f(ra, b) = f(a, rb).
Definic¸a˜o 2.2.3. O produto tensorial entre A ∈MR, e B ∈ RM e´ um grupo abeliano A⊗B
e uma func¸a˜o R-biaditiva h, tal que para cada grupo abeliano G e cada func¸a˜o R-biaditiva











Teorema 2.2.4. O produto tensorial tensorial de um R-mo´dulo a` direita A e um R-mo´dulo
a` esquerda B existe.
Demonstrac¸a˜o: Considere que F seja o grupo abeliano livre com base A×B. Defina S como
sendo o subgrupo de F gerado pelos elementos das seguintes formas: (a+a′, b)−(a, b)−(a′, b),
(a, b+ b′)− (a, b)− (a, b′), e (ar, b)− (a, rb). Denote o grupo quociente F/S por A⊗R B, e
cada elemento (a, b) + S ∈ F/S por a⊗ b. Defina uma aplicac¸a˜o h : A×B −→ A⊗R B por
h((a, b)) = a⊗ b, deste modo h e´ R-biaditiva, pois
(a+ a′)⊗ b− a⊗ b− a′ ⊗ b = S = 0¯
a⊗ (b+ b′)− a⊗ b− a⊗ b′ = S = 0¯
ar ⊗ b− a⊗ rb = S = 0¯
Logo, 
(a+ a′)⊗ b = a⊗ b+ a′ ⊗ b
a⊗ (b+ b′) = a⊗ b+ a⊗ b′
ar ⊗ b = a⊗ rb
Da´ı, 
h(a+ a′, b) = h(a, b) + h(a′, b)
h(a, b+ b′) = h(a, b) + h(a, b′)
h(ar, b) = h(a, rb)
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Agora seja G um grupo abeliano, e f : A× B −→ G uma func¸a˜o R-biaditiva. Ja´ que F
e´ livre com base A × B, existe um u´nico homomorfismo ϕ : F −→ G estendendo f , isto e´,














Note que cada gerador de S se anula por ϕ, pois f e´ R-biaditiva, assim S ⊆ Ker(ϕ), da´ı
segue que ϕ induz um homomorfismo f : A⊗R B −→ G dado por f(a⊗ b) = f(a, b), deste
modo f(h(a, b)) = f(a, b) para todo (a, b) ∈ A×B, logo f ◦h = f . Temos que f e´ u´nico com
essa propriedade, de fato se g : A⊗R B −→ G e´ um homomorfismo, tal que g ◦ h = f , enta˜o
para cada (a, b) ∈ A×B, temos que (g ◦h)(a, b) = f(a, b), logo g(a⊗ b) = f(a, b) = f(a⊗ b),
portanto g(a⊗ b) = f(a⊗ b), como os elementos a⊗ b geram A⊗R B, segue que f = g.

Proposic¸a˜o 2.2.5. Quaisquer dois produtos tensoriais entre A e B sa˜o isomorfos.
Demonstrac¸a˜o: Considere que A ⊗R B e T sejam produtos tensoriais entre A e B, cujas
func¸o˜es R-biaditivas sa˜o h : A × B −→ A ⊗R B, e k : A × B −→ T , respectivamente.











































Assim h = ϕh, e k = ψk, agora note que h = h′k = (h′k′)h, e k = k′h = (k′h′)k, logo pela
unicidade de ϕ e ψ, segue que h′k′ = ϕ, e k′h′ = ψ, mas como h = 1A⊗RBh, e k = 1Tk, temos
novamente pela unicidade que, h′k′ = 1A⊗RB, e k
′h′ = 1T , portanto k′ e´ um isomorfismo,
logo A⊗R B ∼= T .
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
Teorema 2.2.6. Se A e´ um R-mo´dulo a` direita, e B e´ um (RS)-bimo´dulo, enta˜o A⊗R Be´
um S-mo´dulo a` direita, em que
(a⊗ b)s = a⊗ (bs).
Analogamente, se A e´ um (SR)-bimo´dulo, e B e´ um R-mo´dulo a` esquerda, enta˜o A⊗R Be´
um S-mo´dulo a` esquerda, em que
s(a⊗ b) = (sa)⊗ b.
Demonstrac¸a˜o: Mostremos a primeira afirmac¸a˜o, a segunda e´ ana´loga. Para cada s ∈ S
fixado, temos que a func¸a˜o µs : B −→ B definida por b 7→ bs e´ um R-homomorfismo de
mo´dulos, uma vez que B e´ um RS-bimo´dulo. Agora, considere o funtor F = A⊗R, note que
F (µs) : A ⊗R B −→ A ⊗R B e´ um homomorfismo de grupos, em que F (µs) = 1A ⊗ µs :
a⊗ b 7→ a⊗ (bs). Logo das propriedades de homomorfismo, seguem os axiomas de S-mo´dulo
a` direita para A⊗R B. Portanto, A⊗R B e´ um S-mo´dulo a` direita.

Teorema 2.2.7. Se R e´ um anel com 1, e B e´ um R-mo´dulo a` esquerda, enta˜o existe um
R-isomorfismo R⊗R B ∼−→ B com r ⊗ b 7→ rb.
Demonstrac¸a˜o: Como R e´ um (R − R)-bimo´dulo, e B e´ um R-mo´dulo a` esquerda, segue
pelo Teorema 2.2.6 que R⊗RB e´ um R-mo´dulo a` esquerda. Como B e´ um R-mo´dulo, existe
uma ac¸a˜o f : R × B −→ B, dada por f(r, b) = rb, temos que f e´ R-biaditiva, logo pela
definic¸a˜o de R⊗R B, existe um u´nico homomorfismo g : R⊗R B −→ B, tal que f = gh, ou










Deste modo, gh(r, b) = f(r, b), da´ı g(r ⊗ b) = rb. Mostremos que g e´ um isomorfismo, de
fato a aplicac¸a˜o g′ : B −→ R ⊗R B definida por g′(b) = 1 ⊗ b e´ um R-isomorfismo, cujo
inverso e´ g. Portanto, R ⊗R B ∼= B como R-mo´dulos a` esquerda, analogamente temos que
A⊗R R ∼= A como R-mo´dulos a` direita.
Cap´ıtulo 2 • Mo´dulos 45

Teorema 2.2.8. Se R e´ um anel comutativo com 1, e A e B sa˜o R-mo´dulos, enta˜o existe
um R-isomorfismo ϕ : A⊗R B −→ B ⊗R A, definido por ϕ(a⊗ b) = b⊗ a.
Demonstrac¸a˜o: Defina f : A × B −→ B ⊗R A, por f(a, b) = b ⊗ a, deste modo f e´ R-
biaditiva. Pela definic¸a˜o de A⊗RB, existe um u´nico Z-homomorfismo f ′ : A⊗RB −→ B⊗RA,










Analogamente, para g : B×A −→ A⊗RB definida por g(b, a) = a⊗ b, temos que existe um
u´nico Z-homomorfismo g′, tal que g = g′k









Mostremos que f ′−1 = g′, primeiramente note que g(b, a) = g′k(b, a) = g′(b⊗ a), e f(a, b) =
f ′h(a, b) = f ′(a⊗b), logo g′f ′(a⊗b) = g′(f(a, b)) = g′(b⊗a) = g(b, a) = a⊗b, e f ′g′(b⊗a) =
f ′(g(b, a)) = f ′(a ⊗ b) = f(a, b) = b ⊗ a, portanto f ′−1 = g, logo f ′ e´ um isomorfismo, da´ı
A⊗R B ∼= B ⊗R A.

Corola´rio 2.2.9. Se R e´ um anel comutativo com 1, enta˜o A⊗R R ∼= A como R-mo´dulos,
para cada R-mo´dulo A.
Demonstrac¸a˜o: Temos que A⊗RR ∼= A como R-mo´dulos a` direita, e R⊗RA ∼= A como R-
mo´dulos a` esquerda, mas como pelo Teorema 2.2.8, A⊗RA ∼= R⊗RA, segue que A⊗RR ∼= A
como R-mo´dulos.

Proposic¸a˜o 2.2.10. Considere que A, B, C sejam R-mo´dulos. Enta˜o (A ⊗R B) ⊗R C ∼=
A⊗R B ⊗R C ∼= A⊗R (B ⊗R C).
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Demonstrac¸a˜o: Construiremos homomorfismos f : (A⊗R B)⊗R C −→ A⊗R B ⊗R C e g :
A⊗RB⊗RC −→ (A⊗RB)⊗RC dados por f((x⊗y)⊗z) = x⊗y⊗z e g(x⊗y⊗z) = (x⊗y)⊗z,
para todos x ∈ A, y ∈ B, z ∈ C. Inicialmente vamos construir f . Fixe um elemento z ∈ C.
Deste modo, a aplicac¸a˜o (x, y) 7→ x ⊗ y ⊗ z e´ bilinear em x ∈ A e y ∈ B, e induz um
homomorfismo fz : A⊗RB −→ A⊗RB⊗RC, tal que fz(x⊗y) = x⊗y⊗z. Agora, considere a
aplicac¸a˜o (t, z) 7→ fz(t) de (A⊗RB)×C em A⊗RB⊗RC. Note que tal aplicac¸a˜o e´ bilinear em
t e z, logo pela propriedade universal na Definic¸a˜o 2.2.3, segue que existe um homomorfismo
f : (A ⊗R B) ⊗R C −→ A ⊗R B ⊗R C, tal que f((x ⊗ y) ⊗ z) = x ⊗ y ⊗ z. Analogamente,
construimos g considerando a aplicac¸a˜o bilinear (x, y, z) 7→ (x ⊗ y) ⊗ z de A × B × C em
(A⊗R B)⊗R C. Logo, existe um homomorfismo g : A⊗R B ⊗R C −→ (A⊗R B)⊗R C, tal
que g(x ⊗ y ⊗ z) = (x ⊗ y) ⊗ z. Como f ◦ g e g ◦ f sa˜o identidades, segue que f e g sa˜o
isomorfismos. Portanto, (A⊗R B)⊗R C ∼= A⊗R B ⊗R C ∼= A⊗R (B ⊗R C).

2.3 Mo´dulos projetivos
Definic¸a˜o 2.3.1. Um R-mo´dulo P e´ chamado projetivo, quando dados qualquer R-epimorfismo
de mo´dulos β : B −→ C, e qualquer R-homomorfismo de mo´dulos α : P −→ C, existe um











// C // 0
Teorema 2.3.2. Se F e´ um mo´dulo livre, enta˜o F e´ um mo´dulo projetivo.






// C // 0
em que α e´ um homomorfismo, e β e´ um epimorfismo de mo´dulos. Como β e´ sobrejetor,
dado α(xi) ∈ C, existe bi ∈ B, tal que β(bi) = α(xi). Agora, pelo axioma da escolha, existe
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uma func¸a˜o ψ : X −→ B, tal que ψ(xi) = bi, para todo i ∈ I. No entanto, ja´ que F e´ livre
com base X, existe um u´nico homomorfismo γ : F −→ B, tal que γ(xi) = ψ(xi), para todo
i ∈ I, ou seja o diagrama abaixo e´ comutativo:
X













// C // 0
Note que α = βγ, pois para cada xi ∈ X, temos que βγ(xi) = βψ(xi) = β(bi) = α(xi).
Portanto, ja´ que existe um homomorfismo α tal que βγ = α, segue que F e´ um mo´dulo
projetivo.

Teorema 2.3.3. Um mo´dulo P e´ projetivo se, e somente se, o funtor F = Hom(P, •) e´
exato.
Demonstrac¸a˜o:
(⇒) Seja P um mo´dulo projetivo. Pela Proposic¸a˜o 2.1.18, temos que o funtor Hom(P, •) e´
exato a` esquerda, deste modo basta mostrarmos que Hom(P, •) e´ exato a` direita, isto e´, que
preserva epimorfismos. Suponha que
B
β−→ C −→ 0
seja uma sequeˆncia exata, queremos mostrar que
Hom(P,B)
β∗=Fβ−→ Hom(P,C) −→ 0
e´ exata, i.e, o homomorfismo β∗ : Hom(P,B) −→ Hom(P,C) definido por β∗(f) = βf e´
sobrejetor. Com efeito, seja g ∈ Hom(P,C), como β e´ um epimorfismo, e P e´ projetivo,











// C // 0
(⇐) Suponha que Hom(P, •) seja exato. Considere que β : B −→ C seja um epimorfismo,
e que α ∈ Hom(P,C). Por hipo´tese, temos que a sequeˆncia
Hom(P,B)
β∗−→ Hom(P,C) −→ 0
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e´ exata, logo β∗ : γ 7→ βγ e´ epimorfismo, logo dado α ∈ Hom(P,C), existe γ ∈ Hom(P,B),











// C // 0

Lema 2.3.4. Dados dois mo´dulos A e B e um monomorfismo i : A −→ B. Enta˜o, A e´ um
somando de B (ou seja, B = iA⊕C para algum submo´dulo C de B) se, e somente se, existe
um homomorfismo de mo´dulos p : B −→ A com pi = 1A.
Demonstrac¸a˜o: Suponha que A seja um somando de B, enta˜o existe C submo´dulo de B,
tal que B = iA ⊕ C, note que como i e´ injetor, podemos identificar A com iA. Defina
p : B −→ A por: p(b) = b, se b ∈ A, e p(b) = 0, caso contra´rio, i.e quando b ∈ C.
Logo p ◦ i(a) = p(i(a)) = i(a) = 1A(a) ∈ A, portanto identificando A com iA, segue
que pi = 1A. Reciprocamente, suponha que exista um homomorfismo p : B −→ A, tal
que pi = 1A, seja C = Ker(p), mostremos que B = iA ⊕ C. De fato, se b ∈ B, enta˜o
b = i(p(b)) + [b− i(p(b)], note que i(p(b)) ∈ i(A), e b− i(p(b)) ∈ C = Ker(p), uma vez que
p(b − ip(b)) = p(b) − pi(p(b)) = p(b) − 1A(p(b)) = 0, logo B = iA + C. Por outro lado,
iA ∩ C = 0, pois se x ∈ iA ∩ C, enta˜o p(x) = 0, mas como x ∈ iA, x = i(a) para algum
a ∈ A, deste modo p(i(a)) = 0, da´ı 1A(a) = 0, logo a = 0, consequentemente i(a) = x = 0.
Portanto, B = iA⊕ C.

Teorema 2.3.5. Se P e´ projetivo, e β : B −→ P e´ um epimorfismo, enta˜o B = Ker(β)⊕P ′,
em que P ′ ∼= P .












// C // 0
note que γ e´ injetivo, pois se γ(x) = γ(y), enta˜o βγ(x) = βγ(y), da´ı 1P (x) = 1P (y), logo
x = y. Portanto, como γ e´ injetivo, segue pelo Lema 2.3.4, que B = γ(P ) ⊕ Ker(β), da´ı
B = P ′ ⊕Ker(β), em que γ(P ) = P ′ ∼= P .
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
Corola´rio 2.3.6. Se A e´ um submo´dulo de B com B/A projetivo, enta˜o A e´ um somando
direto de B. E cada sequeˆncia exata
0 −→ A −→ B −→ P −→ 0
com P projetivo, cinde.
Demonstrac¸a˜o: Considere o epimorfismo canoˆnico β : B −→ B/A, como P = B/A e´
projetivo, segue pelo Teorema 2.3.5 que, B = Ker(β) ⊕ P ′, em que P ′ ∼= P , no entanto
Ker(β) = A, deste modo B = A⊕ P ′, logo A e´ um somando direto de B. Agora, se
0 −→ A α−→ B β−→ P −→ 0
e´ exata com P projetivo, enta˜o ja´ que β e´ epimorfismo, segue que B = Ker(β) ⊕ P ′, em
que P ∼= P ′, mas A = Im(α) = Ker(β), logo B = A ⊕ P ′, mas ja´ que α : A −→ B e´
um monomorfismo, segue pelo Lema 2.3.4, que existe um homomorfismo p : B −→ A, tal
que pi = 1A, portanto a sequeˆncia dada cinde. Note tambe´m que existe um homomorfismo











// P // 0

Teorema 2.3.7. Um mo´dulo P e´ projetivo se, e somente se, e´ um somando direto de um
mo´dulo livre. Ale´m disso, qualquer somando de um projetivo e´ projetivo.
Demonstrac¸a˜o: Suponha que P seja projetivo, temos que cada mo´dulo e´ um quociente de
um mo´dulo livre , deste modo existe um epimorfismo β : F −→ P , em que F e´ livre, mas
pelo Teorema 2.3.5, temos que P e´ um somando de F . Reciprocamente, mostremos que
somandos de mo´dulos projetivos sa˜o projetivos, deste modo se P e´ um somando de um livre,
o qual e´ projetivo pelo Teorema 2.3.2, segue que P e´ projetivo. De fato, suponha que P seja
somando de um mo´dulo projetivo F , enta˜o pelo Lema 2.3.4, existe um morfismo p : F −→ P ,
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tal que pi = 1P , em que i e´ a inclusa˜o. Como F e´ projetivo, existe um homomorfismo de













// C // 0












// C // 0

Exemplo 2.3.8. Existem mo´dulos projetivos que na˜o sa˜o livres. Considere R = Z/6Z,
enta˜o R ∼= Z/2Z ⊕ Z/3Z, logo Z/2Z e´ somando de um livre, da´ı e´ projetivo, no entanto,
Z/2Z na˜o e´ livre, pois cada R-mo´dulo livre na˜o-nulo tem pelo menos 6 elementos. Mas, isso
na˜o ocorre com mo´dulos projetivos finitamente gerados sobre um anel local, como no lema a
seguir.




R-mo´dulo projetivo se, e somente se, cada Pi e´ um R-mo´dulo projetivo.
Demonstrac¸a˜o:
(⇐) Inicialemente consideremos n = 2. Suponha que P1 = P e P2 = Q sejam R-mo´dulos
projetivos, sejam β : B −→ C um R-epimorfismo, e α : P ⊕Q −→ C um R-homomorfismo.
Mostremos que existe um homomorfismo γ tal que α = βγ. Considere os homomorfismos
αp = α ◦ ip : P −→ C, e αq = α ◦ iq : Q −→ C, em que ip : P −→ P ⊕Q, e iq : Q −→ P ⊕Q
sa˜o incluso˜es. Como P e´ um mo´dulo projetivo, existe um homomorfismo γp : P −→ B, tal
que αp = βγp, analogamente, como Q e´ projetivo, existe um homomorfismo γq : Q −→ B,






















// C // 0
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Agora, pela propriedade universal de P⊕Q, existe um u´nico homomorfismo γ : P⊕Q −→ B,
tal que γp = γip, e γq = γiq:
P























Mas, (βγ)ip = β(γip)) = βγp = αp = αip, analogamente (βγ)iq = αiq. Por outro lado, temos
que αp = αip, e αq = αiq:
P



































// C // 0
Agora, suponha que para algum n ∈ N,
n⊕
i=1
Pi seja projetivo, enta˜o se Pi+1 e´ um R-mo´dulo
projetivo, segue pelo argumento acima que
n⊕
i=1




portanto pelo princ´ıpio de induc¸a˜o, segue que
n⊕
i=1
Pi e´ projetivo para todo n ∈ N.
(⇒) Suponha que P⊕Q seja um R-mo´dulo projetivo. Sejam β : B −→ C um R-epimorfismo,
e αp : P −→ C um R-homomorfismo. Considere o homomorfismo trivial αq : Q −→ C, da´ı
αq(x) = 0, para todo x ∈ Q. Pela propriedade universal para soma direta, P ⊕Q, temos que
existe um u´nico homomorfismo α : P ⊕Q −→ C, tal que αip = αp, e αiq = αq ≡ 0:
P























Mas, por hipo´tese, P ⊕ Q e´ projetivo, logo existe um homomorfismo γ : P ⊕ Q −→ B, tal












// C // 0
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// C // 0
Logo, P e´ projetivo. Analogamente, mostramos que Q e´ projetivo. O caso geral segue por
induc¸a˜o.

Proposic¸a˜o 2.3.10. Se P e Q sa˜o R-mo´dulos projetivos, enta˜o P ⊗R Q e´ um R-mo´dulo
projetivo.
Demonstrac¸a˜o: Sejam β : B −→ C um R-epimorfismo, e α : P ⊗R Q −→ C seja um
R-homomorfismo, pela Proposic¸a˜o 2.3.9, temos que P ⊕ Q e´ projetivo, logo existe um ho-
momorfismo f : P ⊕ Q −→ B, tal que αh = βf , em que h : P ⊕ Q −→ P ⊗R Q e´ definida
por h(p, q) = p⊗ q.















// C // 0
Agora, pela definic¸a˜o de P ⊗R Q, existe um u´nico Z-homomorfismo γ : P ⊗R Q −→ B, tal
que f = γh:









Portanto, αh = βf = β(γh) = (βγ)h, mas h e´ sobrejetora, logo possui inversa a` direita, h−1,












// C // 0

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2.4 Mo´dulos noetherianos
Proposic¸a˜o 2.4.1. Considere que Σ seja um conjunto parcialmente ordenado de submo´dulos
de um mo´dulo M pela relac¸a˜o ⊆. Enta˜o, sa˜o equivalentes:
(i) (condic¸a˜o de cadeia ascendente) Cada sequeˆncia crescente M1 ⊆M2 ⊆ . . . em Σ
e´ estaciona´ria, i.e, existe n ∈ N tal que Mi = Mn para todo i ≥ n;
(ii) (condic¸a˜o maximal) Cada subconjunto na˜o-vazio de Σ tem um elemento maximal.
Demonstrac¸a˜o: Veja num contexto mais geral a Proposic¸a˜o 3.1.12.

Definic¸a˜o 2.4.2. Um R-mo´dulo M e´ chamado noetheriano, quando M tem uma das
condic¸o˜es equivalentes em 2.4.1.
Proposic¸a˜o 2.4.3. M e´ um R-mo´dulo noetheriano se, e somente se, cada submo´dulo de M
e´ finitamente gerado.
Demonstrac¸a˜o: Suponha que M seja noetheriano, e que N seja um submo´dulo de M .
Defina Σ como sendo o conjunto de todos submo´dulos finitamente gerados de N . Portanto,
ja´ que (0) ∈ Σ, segue que Σ na˜o e´ vazio. Logo como M e´ noetheriano, temos que Σ possui
um elemento maximal, digamos N0. Mostremos que N0 = N , suponha por absurdo que
N0 6= N , enta˜o existe x ∈ N\N0. Deste modo o submo´dulo N0 + Rx e´ finitamente gerado
e conte´m N0 propriamente, o que contradiz a maximalidade de N0. Portanto N = N0,
e da´ı N e´ finitamente gerado. Reciprocamente, suponha que cada submo´dulo de M seja
finitamente gerado. Seja M1 ⊆ M2 ⊆ . . . uma cadeia ascendente de submo´dulos de M ,
deste modo N =
∞⋃
i=1
Mi e´ um submo´dulo de M e, por hipo´tese, e´ finitamente gerado, logo
existem x1, . . . , xk ∈ N , tais que N =
m∑
i=1
Rxi. Agora, suponha que xi ∈ Mni , e defina
n = max1≤i≤kni, enta˜o cada xi pertence a Mn, da´ı N = Mn, logo Mi = N para todo i ≥ n.
Portanto a cadeia dada e´ estaciona´ria, logo M e´ noetheriano.

Definic¸a˜o 2.4.4. Um anel R e´ noetheriano, quando e´ noetheriano como um R-mo´dulo.
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Proposic¸a˜o 2.4.5. Seja M um mo´dulo noetheriano, enta˜o cada submo´dulo de M e´ noethe-
riano.
Demonstrac¸a˜o: Seja N um submo´dulo de M . Considere que N1 ≤ N2 ≤ . . . seja um
cadeia ascendente de submo´dulos de N , da´ı e´ um cadeia de submo´dulos de M , mas como M
e´ noetheriano, tal cadeia e´ estaciona´ria, portanto N e´ noetheriano.

Proposic¸a˜o 2.4.6. Seja M um mo´dulo noetheriano, enta˜o cada mo´dulo quociente de M e´
noetheriano.
Demonstrac¸a˜o: Sejam M/N um mo´dulo quociente de M e M ′/N um submo´dulo de M/N .
Como M e´ noetheriano, segue que M ′ e´ finitamente gerado, digamos por x1, . . . , xk, mas da´ı
x1 +M, . . . , xk +M geram M
′/M como mo´dulo, portanto M ′/M e´ finitamente gerado, logo
M/N e´ noetheriano.

Proposic¸a˜o 2.4.7. Sejam M um mo´dulo e N um submo´dulo de M . Enta˜o M e´ noetheriano
se, e somente se, N e M/N sa˜o noetherianos.
Demonstrac¸a˜o: Se M e´ noetheriano, temos pelas Proposic¸o˜es 2.4.5 e 2.4.6, que N e M/N
sa˜o noetherianos. Reciprocamente, suponha que N e M/N sejam mo´dulos noetherianos.
Seja M1 ≤ M2 ≤ . . . uma cadeia ascendente de submo´dulos de M , deste modo M1 ∩ N ≤
M2∩N ≤ . . . e (M1 +N)/N ≤ (M2 +N)/N ≤ . . . sa˜o cadeias ascendentes em N e M/N , logo
sa˜o estaciona´rias, pois M e M/N sa˜o noetherianos, portanto existem ı´ndices i e j, tais que
Mi ∩N = Mn ∩N e (Mj +N)/N = (Mm +N)/N para todo n ≥ i, e para todo m ≥ j. Seja
k = max{i, j}, enta˜o Mk∩N = Mn∩N e (Mk+N)/N = (Mn+N)/N para todo n ≥ k, mas
pelo Teorema da Correspondeˆncia, segue que Mk +N = Mn +M . Mostremos que Mk = Mn
para n ≥ k fixado, a inclusa˜o Mk ⊆ Mn e´ trivial, seja x ∈ Mn, enta˜o x ∈ Mn + N , logo
x ∈Mk +N , portanto existem y ∈Mk e z ∈ N , tais que x = y+z, logo z = x−y ∈Mn∩N ,
consequentemente z ∈ Mk ∩ N , da´ı z ∈ Mk. Portanto, x = y + z ∈ Mk. Deste modo,
Mk = Mn para todo n ≥ k, logo M e´ noetheriano.

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Corola´rio 2.4.8. Considere que 0 −→ M ′ α−→ M β−→ M ′′ −→ 0 seja uma sequeˆncia exata
de R-mo´dulos. Enta˜o, M e´ noetheriano se, e somente se, M ′ e M ′′ sa˜o noetherianos.
Demonstrac¸a˜o: Como a sequeˆncia dada e´ exata, segue que α e´ injetor e β e´ sobrejetor,
logo M ′ pode ser visto como um submo´dulo de M , e M ′′, como um quociente de M . Segue
pela Proposic¸a˜o 2.4.7, que M e´ noetheriano se, e somente se, M ′ e M ′′ sa˜o noetherianos.





Demonstrac¸a˜o: Considere a sequeˆncia exata
0 −→M2 α−→M1 ⊕M2 β−→M1 −→ 0,
em que α e´ a inclusa˜o, e β a projec¸a˜o. Logo pelo Corola´rio 2.4.8, segue que M1⊕M2 e´ noethe-
riano. Agora, suponha que para algum k ≥ 2, M1, . . . ,Mk e
k−1⊕
i=1
Mi sejam noetherianos, enta˜o










segue pelo Corola´rio 2.4.8, que
k⊕
i=1
Mi e´ noetheriano, logo pelo Princ´ıpio de Induc¸a˜o segue o
resultado.

Proposic¸a˜o 2.4.10. Considere que R seja um anel noetheriano, e que M seja um R-mo´dulo
finitamente gerado. Enta˜o M e´ noetheriano.
Demonstrac¸a˜o: Como M e´ um R-mo´dulo finitamente gerado, segue que M e´ isomorfo a um
quociente de um R-mo´dulo livre, logo existe n ∈ N, e um R-homomorfismo ϕ : Rn −→ M .
Deste modo M ∼= (
n⊕
i=1
Mi)/Ker(ϕ), em que Mi e´ isomorfo a R como R-mo´dulos para cada i.
Agora, pelo Corola´rio 2.4.9,
n⊕
i=1




Portanto M e´ noetheriano.

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Nas pro´xima sec¸a˜o, veremos a definic¸a˜o de mo´dulo de frac¸o˜es, mas por comodidade
apresentaremos aqui a seguinte proposic¸a˜o:
Proposic¸a˜o 2.4.11. Se M e´ um mo´dulo noetheriano sobre um anel R, enta˜o S−1M e´ um
mo´dulo noetheriano.

2.5 Mo´dulos de frac¸o˜es
Nesta˜o sec¸a˜o, denotaremos a injec¸a˜o canoˆnica x 7→ x/1 do anel R no anel de frac¸o˜es
S−1R por iSR. Note que, se M e´ um S
−1R-mo´dulo, podemos considera´-lo um R-mo´dulo via
iSR.
Agora apresentaremos uma proposic¸a˜o, a qual nos possibilita definir mo´dulo de frac¸o˜es.
Proposic¸a˜o 2.5.1. Sejam R um anel, S um subconjunto de R, M um R-mo´dulo, M ′ =
M ⊗R S−1R mo´dulo sobre R, e f o R-homomorfismo canoˆnico x 7→ x ⊗ 1 de M a M ′.
Enta˜o:
(i) Para todo s ∈ S, a homotetia z 7→ sz de M ′ e´ bijetiva;
(ii) Para cada R-mo´dulo N , tal que para todo s ∈ S, a homotetia y 7→ sy de N e´ bijetiva,
e para cada homomorfismo u de M em N , existe um u´nico homomorfismo u′ de M ′













Definic¸a˜o 2.5.2. Sejam R um anel, S um subconjunto de R, S o subconjunto multiplicati-
vamente fechado de R gerado por S, e M um R-mo´dulo. Dizemos que o mo´dulo de frac¸o˜es
de M definido por S e denotado por M [S−1] ou S
−1
M e´ qualquer R[S−1]-mo´dulo isomorfo
a M ⊗R R[S−1].
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Observac¸a˜o 2.5.3. Coincidimos as notac¸o˜es R[S−1] e S−1R quando S e´ um subconjunto
multiplicativamente fechado de R.
Notac¸a˜o Indicaremos o homomorfismo canoˆnico m 7→ m⊗ 1 de M em M [S−1] por iSM .
Observac¸a˜o 2.5.4. 1. M [S
−1
] = M [S−1];
2. Para cada m ∈M e s ∈ S, denotamos o elemento m⊗ (1/s) de M [S−1] por m/s.
3. Cada elemento de M [S−1] e´ da forma
∑
i
mi ⊗ (ai/s), em que mi ∈M , ai ∈ R, s ∈ S.
Note que
mi ⊗ (ai/s) = (aimi)⊗ (1/s).
Logo ∑
i




4. Com a notac¸a˜o em (2), temos que
(m/s) + (m′/s) = (s′m+ sm′)/ss′
(a/s)(m/s′) = (am)/(ss′),
em que m,m′ ∈M , a ∈ R, e s, s′ ∈ S.
5. Se S = R− p, em que p e´ um ideal primo de R, denotamos o mu´dulo de frac¸o˜es de M
definido por S por Mp em vez de S
−1M .
Proposic¸a˜o 2.5.5. Sejam S um subconjunto multiplicativamente fechado do anel R e M
um R-mo´dulo. Para m/s = 0, em que m ∈ M , s ∈ S, e´ necessa´rio e suficiente que exista
s′ ∈ S, tal que s′m = 0.
Demonstrac¸a˜o: [7], p.62.

Corola´rio 2.5.6. Para m/s = m′/s em S−1M , e´ necessa´rio e suficiente que exista t ∈ S,
tal que t(s′m− sm′) = 0.
Demonstrac¸a˜o: De fato, m/s = m′/s, se e somente se, (m/s)−(m′/s′) = (1/ss′)(s′m−sm′).
Note que 1/ss′ ∈ S.
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
Observac¸a˜o 2.5.7. O mo´dulo de frac¸o˜es poderia ser, equivalentemente, definido por meio
de relac¸o˜es de equivaleˆncias definidas segundo o Corola´rio 2.5.6. Deste modo, obter´ıamos o
isomorfismo S−1M ∼= S−1R ⊗R M , observando que a aplicac¸a˜o h : S−1R ×M −→ S−1M
definida por (a/s,m) 7→ am/s e´ R-bilinear, e induz um u´nico homomorfismo
ϕ : S−1R⊗RM −→ S−1M,
tal que ϕ((a/s)⊗m) = am/s. Verica-se facilmente que ϕ e´ bijetor.
Proposic¸a˜o 2.5.8. Se M e N sa˜o R-mo´dulos, enta˜o existe um u´nico isomorfismo de S−1R-
mo´dulos
ϕ : S−1M ⊗S−1R S−1N −→ S−1(M ⊗R N),
tal que ϕ((m/s) ⊗ (n/t)) = (m ⊗ n)/st. Em particular, se p e´ um ideal primo de R, enta˜o
vale o isomorfismo de Rp-mo´dulos
Mp ⊗Rp Np ∼= (M ⊗R N)p.
Demonstrac¸a˜o: Considere h : S−1M × S−1N −→ S−1M ⊗S−1R S−1N a aplicac¸a˜o que
define o produto tensorial S−1M ⊗S−1R S−1N . Defina f : S−1M × S−1N −→ S−1(M ⊗N)
por f((m/s, n/t)) = (m ⊗ n)/st, deste modo f e´ uma aplicac¸a˜o R-biaditiva. Logo, pela
propriedade universal que define S−1M ⊗S−1R S−1N , existe um u´nico homomorfismo
ϕ : S−1M ⊗S−1R S−1N −→ S−1(M ⊗R N),
tal que f = ϕ ◦ h, ou seja, o diagrama abaixo comuta:









Portanto, (m⊗ n)/st = f((m/s, n/t)) = ϕ(h(m/s, n/t)) = ϕ((m/s)⊗ (n/t)). Note que ϕ e´
um isomorfismo, da´ı o resultado. Apresentaremos uma outra demonstrac¸a˜o, que apenas usa
a associatividade do produto tensorial e os isomorfismos
S−1M ∼= S−1R⊗RM ;M ⊗S−1R S−1R ∼= M.
Demonstrac¸a˜o: Temos que S−1M⊗S−1RS−1N ∼= S−1M⊗S−1R(S−1R⊗N) ∼= S−1M⊗RN ∼=
(S−1R⊗RM)⊗R N ∼= (S−1R)⊗R (M ⊗R N) ∼= S−1(M ⊗R N).
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
Proposic¸a˜o 2.5.9. Sejam M e N R-submo´dulos, enta˜o S−1(M⊕N) = S−1M⊕S−1N . Em
particular, para cada ideal primo p de R, temos que (M ⊕N)p = Mp ⊕Np.
Demonstrac¸a˜o: Seja (m + n)/s ∈ S−1(M ⊕ N), note que (m + n)/s = m/s + n/s ∈
S−1M ⊕ S−1N . Reciprocamente, se m/s + n/t ∈ S−1M ⊕ S−1N , enta˜o m/s + n/t =
(tm+ sn)/st ∈ S−1(M ⊕N), pois st ∈ S, tm ∈M , e sn ∈ N .

Observac¸a˜o 2.5.10 ( [4], p.39). A operac¸a˜o S−1 e´ exata. Mais precisamente, se
0 −→ N −→M −→M/N −→ 0
e´ exata, enta˜o
0 −→ S−1N −→ S−1M −→ S−1(M/N) −→ 0
e´ exata.
Proposic¸a˜o 2.5.11. S−1(M/N) ∼= S−1M/S−1N .
Demonstrac¸a˜o: Considere a sequeˆncia exata
0 −→ N −→M −→M/N −→ 0,
agora aplique S−1, obtendo-se a sequeˆncia exata
0 −→ S−1N −→ S−1M −→ S−1(M/N) −→ 0.
Portanto S−1(M/N) ∼= S−1M/S−1N .

Proposic¸a˜o 2.5.12. Seja ϕ : M −→ N um R-homomorfismo. Sa˜o equivalentes:
(i) ϕ e´ injetivo (sobrejetivo);
(ii) ϕp : Mp −→ Np e´ injetivo (sobrejetivo) para cada ideal primo p de R;
(iii) ϕm : Mm −→ Nm e´ injetivo (sobrejetivo) para cada ideal maximal m de R.
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Demonstrac¸a˜o:
(i)⇒ (ii) Se 0 −→M −→ N e´ exata, enta˜o 0 −→Mp −→ Np e´ exata.
(ii)⇒ (iii) De fato, cada ideal maximal e´ primo.
(iii)⇒ (i) Seja M ′ = Ker(ϕ), enta˜o a sequeˆncia
0 −→M ′ −→M −→ N
e´ exata. Localizando obtemos a sequeˆncia exata
0 −→ (M ′)m −→Mm −→ Nm.
Portanto, (M ′)m ∼= Ker(ϕm), mas ϕm e´ injetor, logo (M ′)m = 0, da´ı M ′ = 0. Portanto, ϕ e´
injetor.
Para o outro caso, e´ suficiente reverter as flechas.

Proposic¸a˜o 2.5.13. Sejam R um anel, m um ideal maximal de R e M um R-mo´dulo. Se
existe um ideal a de R tal que aM = 0, e m e´ o u´nico ideal maximal de R contendo a, enta˜o
o homomorfismo canoˆnico M −→Mm e´ bijetivo. Em particular, se existe um inteiro k ≥ 0,
tal que mkM = 0, temos que M −→Mm e´ bijetivo.
Demonstrac¸a˜o: Como m e´ o u´nico ideal maximal que conte´m a, segue que o anel R/a e´
local, cujo ideal maximal e´ m/a. Agora note que, como aM = 0, segue que a ⊆ Ann(M), logo
M pode ser considerado como um R/a-mo´dulo. Deste modo, temos que para todo s ∈ R−m,
a imagem canoˆnica de s em R/m e´ invert´ıvel. Logo, a homotetia x 7→ sx em M , dada como
na Proposic¸a˜o 2.5.1 como soluc¸a˜o do problema universal, e´ bijetiva. Consequentemente o
homomorfismo canoˆnico x 7→ x⊗ 1 de M em Mm e´ bijetivo.

Proposic¸a˜o 2.5.14. Sejam R um anel, m um ideal maximal de R, M um R-mo´dulo e k ≥ 0
um inteiro. Enta˜o o homomorfismo canoˆnico M −→ Mm/mkMm e´ sobrejetor e tem nu´cleo
mkM , da´ı define um isomorfismo de M/mkM sobre Mm/m
kMm.
Demonstrac¸a˜o: Basta tomar, com as notac¸o˜es da Proposic¸a˜o 2.5.13, a = mk, e notar que m
e´ o u´nico ideal maximal que conte´m a, e que mk ⊆ Ann(M/mkM), da´ı a(M/mkM) = 0. Logo
pela Proposic¸a˜o 2.5.13, M/mkM ∼= (M/mkM)m, mas pela Proposic¸a˜o 2.5.11, (M/mkM)m ∼=
Mm/m
kMm, da´ı segue a proposic¸a˜o.
Cap´ıtulo 2 • Mo´dulos 61

O resultado abaixo ja´ foi demonstrado anteriormente, mas sera´ reapresentado, pois e´ uma
consequeˆncia do corola´rio acima.
Corola´rio 2.5.15. Sejam R um anel, m1, . . . ,mn distintos ideais maximais de R, M um











Mostramos algumas propriedades acerca de mo´dulos noetherianos. Nesta sec¸a˜o, ap-
resentaremos resultados sobre ane´is noetherianos R, os quais podem ser vistos como R-
mo´dulos, de modo que os resultados va´lidos para R-mo´dulos noetherianos, valem tambe´m
para o anel R visto como R-mo´dulo. Note tambe´m que os submo´dulos de R sa˜o precisamente
seus ideais.
Uma caracter´ıstica nota´vel dos ane´is noetherianos e´ que estes sempre possuem uma de-
composic¸a˜o prima´ria, a qual sera´ definida nesta sec¸a˜o.
Proposic¸a˜o 2.6.1. Considere que Σ seja um conjunto de ideais de R parcialmente ordenado
por uma relac¸a˜o ⊆. Enta˜o, sa˜o equivalentes:
(i) (condic¸a˜o de cadeia ascendente) Cada sequeˆncia crescente I1 ⊆ I2 ⊆ . . . em Σ e´
estaciona´ria, i.e, existe n ∈ N tal que Ii = In para todo i ≥ n;
(ii) (condic¸a˜o maximal) Cada subconjunto na˜o-vazio de Σ tem um elemento maximal.
Demonstrac¸a˜o: Vide 3.1.12.

Definic¸a˜o 2.6.2. Se um anel R satisfaz uma das condic¸o˜es equivalentes acima, chamamos
R de anel noetheriano.
Observac¸a˜o 2.6.3. Note que essa definic¸a˜o e´ equivalente a` fornecida em 2.4.4.
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Proposic¸a˜o 2.6.4. Sejam R um anel e I um ideal de R. Enta˜o, R e´ noetheriano se, e
somente se, I e o anel quociente R/I sa˜o noetherianos.
Demonstrac¸a˜o: R e´ um R-mo´dulo, e seus submo´dulos sa˜o precisamente os seus ideais, logo
pela Proposic¸a˜o 2.4.7, segue o resultado.

Proposic¸a˜o 2.6.5. Se R e´ um anel noetheriano, e ϕ e´ um epimorfismo de ane´is de R em
S, enta˜o S e´ uma anel noetheriano.
Demonstrac¸a˜o: De fato, temos pelo 1o Teorema do isomorfismo que, S ∼= R/Ker(ϕ), logo
S e´ um quociente de um anel noetheriano, logo e´ tambe´m noetheriano.

Proposic¸a˜o 2.6.6. Considere que S seja um subanel de R. Se S e´ noetheriano, e R e´
finitamente gerado como um S-mo´dulo, enta˜o R e´ um anel noetheriano.
Demonstrac¸a˜o: Temos que R e´ um mo´dulo finitamente gerado sobre o anel noetheriano S,
logo pela Proposic¸a˜o 2.4.10, R e´ um S-mo´dulo noetheriano, logo e´ um R-mo´dulo noetheriano.
Portanto, R e´ um anel noetheriano.

Proposic¸a˜o 2.6.7. Se R e´ um anel noetheriano, e S e´ um subconjunto multiplicativamente
fechado de R, enta˜o o anel de frac¸o˜es S−1R e´ noetheriano.
Demonstrac¸a˜o: Temos que os ideais de R esta˜o em correspondeˆncia 1− 1 com os ideias de
S−1R. Seja S−1a um ideal de S−1R, o qual corresponde ao ideal a de R. Por hipo´tese, R
e´ noetheriano, logo a e´ finitamentente gerado, digamos por x1, . . . , xn. Logo S
−1a e´ gerado
por x1/1, . . . , xn/1. Portanto, S
−1a e´ finitamente gerado. Logo S−1R e´ noetheriano.

Corola´rio 2.6.8. Se R e´ noetheriano, e p e´ um ideal primo de R, enta˜o a localizac¸a˜o Rp
de R em p e´ um anel noetheriano.
Demonstrac¸a˜o: Basta notar que S = R− p e´ multiplicativamente fechado, uma vez que p
e´ primo. Logo S−1R = Rp e´ noetheriano.
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
Proposic¸a˜o 2.6.9 (Teorema da Base de Hilbert). Se R e´ um anel noetheriano, enta˜o o anel
de polinoˆmios R[x] e´ noetheriano.
Demonstrac¸a˜o: Seja a um ideal de R. Mostremos que a e´ finitamente gerado. Considere
que I seja o ideal de R formado por 0 e pelos coeficientes l´ıderes dos polinoˆmios pertencentes
a a. Por hipo´tese, R e´ noetheriano, logo I pode ser gerado por uma quantidade finita de
elementos, a1, . . . , an. Para cada i = 1, . . . , n, considere o polinoˆmio fi ∈ R[x] da forma
fi = aix
ri + gi, em que gi e´ um polinoˆmio em R[x] com termos de grau menor que ri. Agora,
defina r = maxni=1ri, e considere o ideal a
′ de R[x] gerado pelos f ′is. Seja f = ax
m + f ′ ∈ a,
em que f ′ e´ um polinoˆmio de grau menor que m, note que a ∈ I, pois e´ um coeficiente l´ıder
de um polinoˆmio em a.
Suponha m ≥ r, e escreva a = ∑ni=1 uiai, em que ui ∈ R. Enta˜o f −∑uifixm−ri
pertence a a e tem grau menor que m. Usando este me´todo, podemos continuar subtraindo
elementos de a′ de f ate´ obtermos um polinoˆmio g, cujo grau e´ menor que r, da´ı temos
f = g + h para algum h ∈ a′. Logo se M e´ o R-mo´dulo gerado por 1, x, . . . , xr−1, segue que
a = (a ∩M) + a′. Temos que M e´ um mo´dulo finitamente gerado sobre o anel noetheriano
R, logo pela Proposic¸a˜o 2.4.10, segue que M e´ noetheriano. Logo o submo´dulo a ∩M e´
finitamente gerado como um R-mo´dulo. Suponha que g1, . . . , gm gerem a∩M . Deste modo,
os f ′is e g
′
js, i = 1, . . . , n, j = 1, . . . ,m geram a. Portanto a e´ finitamente gerado. Logo R[x]
e´ noetheriano.

Proposic¸a˜o 2.6.10. Se R e´ noetheriano, enta˜o R[x1, . . . , xn] e´ noetheriano.
Demonstrac¸a˜o: Pelo Teorema da Base de Hilbert, temos que R[x1] e´ noetheriano. Suponha
que S = R[x1, . . . , xn] seja noetheriano para algum n ≥ 1, enta˜o pelo Teorema 2.6.9, temos
que o anel S[xn+1] e´ noetheriano. Logo, R[x1, . . . , xn+1] e´ noetheriano. Portanto, pelo
Princ´ıpio de induc¸a˜o, segue que R[x1, . . . , xn] e´ noetheriano para todo nu´mero natural n.

Definic¸a˜o 2.6.11. Um ideal q de um anel R e´ chamado prima´rio, quando q 6= R, e sempre
que xy ∈ q, tem-se que x ∈ q ou yn ∈ q para algum inteiro n > 0.
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Proposic¸a˜o 2.6.12. Um ideal q de R e´ prima´rio se, somente se, R/q 6= 0, e cada divisor
de zero em R/q e´ nilpotente.
Demonstrac¸a˜o: Suponha que q seja prima´rio, enta˜o q 6= R, da´ı R/q 6= 0 = q, agora
considere que y+q seja um divisor de zero emR/q, logo existe x+q 6= q, tal que (x+q)(y+q) =
q, logo xy ∈ q, mas como q e´ prima´rio e x /∈ q, segue que existe n > 0, tal que yn ∈ q, logo
(y + q)n = q, portanto y + q e´ nilpotente em R/q. Reciprocamente, suponha que xy ∈ q,
x /∈ q, note que (x + q)(y + q) = q, logo como x /∈ q, segue que y + q e´ um divisor de zero
em R/q, assim e´ nilpotente, por hipo´tese. Portanto, yn ∈ q. Logo, q e´ prima´rio.

Proposic¸a˜o 2.6.13. Considere que q seja um ideal prima´rio em R. Enta˜o o radical r(q) =
{x ∈ R | xn ∈ q para algum n > 0} de q e´ o menor ideal primo de R contendo q.
Demonstrac¸a˜o: Pela Proposic¸a˜o 1.1.51, temos que r(q) e´ um ideal, e claramente r(q)
conte´m q. Mostremos que r(q) e´ primo. Seja xy ∈ r(q), enta˜o existe um inteiro n > 0,
tal que (xy)n ∈ q, portanto como q e´ prima´rio, segue que xn ∈ q ou existe m > 0, tal que
ynm ∈ q, deste modo x ∈ r(q) ou y ∈ r(q). Logo r(q) e´ primo. Agora, considere que p seja
um ideal primo contendo q. Seja x ∈ r(q), enta˜o existe n > 0, tal que xn ∈ q, logo xn ∈ p,
da´ı x ∈ r(p). Mas p = r(p), pois p e´ primo. Portanto, x ∈ p, logo r(q) ⊆ p.

Definic¸a˜o 2.6.14. Quando p = r(q), dizemos que q e´ chamado de p-prima´rio.













Definic¸a˜o 2.6.16. Uma decomposic¸a˜o prima´ria de um ideal a de um anel R e´ uma in-






Cap´ıtulo 2 • Mo´dulos 65
Definic¸a˜o 2.6.17. Um ideal que possui uma decomposic¸a˜o prima´ria e´ chamado de um ideal
decompon´ıvel.




a em R e´ chamada minimal(ou reduzida, ou irredundante, ou normal), quando




(ii) Os radicais r(qi) sa˜o todos distintos.
Os ideais primos pi = r(qi) sa˜o chamados ideais pertencentes a a (ou associados a a).
Proposic¸a˜o 2.6.19. Se a e´ um ideal decompon´ıvel, enta˜o a possui uma decomposic¸a˜o
prima´ria minimal.
Demonstrac¸a˜o: Suponha que a =
n⋂
i=1
qi seja uma decomposic¸a˜o prima´ria do ideal a. Con-
sidere que r(qi) = pi. Se existem ideias prima´rios qi e qj com mesmo ideal primo associado,
enta˜o pela Proposic¸a˜o 2.6.15, o ideal qi ∩ qj e´ pi-prima´rio(ou pj-prima´rio), logo podemos
substituir a intersec¸a˜o de todos ideais com mesmo ideal primo p associado por um ideal
p-prima´rio, deste modo conseguimos obter a condic¸a˜o (ii) da definic¸a˜o acima. Agora, con-
siderando o ideal a ja´ com a condic¸a˜o (ii), mostremos que se verifica a condic¸a˜o (i). Suponha
por absurdo que, exista um ı´ndice i, tal que qi ⊇
⋂
j 6=i
qj, enta˜o r(qi) ⊇
⋂
j 6=i




mas pela Proposic¸a˜o 1.1.46, segue que pi ⊇ pj, para algum j 6= i, que e´ um absurdo. Por-
tanto, o ideal decompon´ıvel a possui uma decomposic¸a˜o prima´ria minimal.

Definic¸a˜o 2.6.20. Um ideal q de um anel R e´ chamado irredut´ıvel, quando q = a∩b implica
que q = a ou q = b.
Proposic¸a˜o 2.6.21. Seja q um ideal de R. Enta˜o q e´ irredut´ıvel se, e somente se, q na˜o e´
uma intersec¸a˜o finita de ideais que conteˆm q propriamente.
Demonstrac¸a˜o: Considere que q seja irredut´ıvel. Suponha, por absurdo, que q = a ∩ b
seja uma intersec¸a˜o de ideais de R, coma ) q, e b ) q, enta˜o q 6= a e q 6= b, contradizendo
a hipo´tese de q ser irredut´ıvel. Reciprocamente, se q e´ uma intersec¸a˜o finita de ideais
que conteˆm q propriamente, enta˜o segue imediatamente da Definic¸a˜o 2.6.20, que q na˜o e´
irredut´ıvel.
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
Definic¸a˜o 2.6.22. Um ideal a e´ chamado redut´ıvel, quando na˜o e´ irredut´ıvel.
Lema 2.6.23. Em um anel noetheriano R, cada ideal e´ uma intersec¸a˜o finita de ideais
irredut´ıveis.
Demonstrac¸a˜o: Suponha, por absurdo, que exista um ideal de R que na˜o seja uma in-
tersec¸a˜o finita de ideais irredut´ıveis, deste modo o conjunto
S = {aR | a na˜o e´ intersec¸a˜o finita de ideais irredut´ıveis}
na˜o e´ vazio, logo como R e´ noetheriano, segue que S possui um elemento maximal, digamos
a, o qual na˜o pode ser irredut´ıvel, pois caso contra´rio ter´ıamos trivialmente que a seria
intersec¸a˜o finita de ideais irredut´ıveis, ou seja, a = a ∩ a, o que contradiz a definic¸a˜o de um
elemento de S. Logo, sendo a redut´ıvel, segue pela Proposic¸a˜o 2.6.21, que existem ideais b,
c em R, tais que a = b ∩ c com b ) a, e c ) a, logo pela maximalidade de a, segue que
b, c /∈ S, deste modo b e c sa˜o intersec¸o˜es finitas de ideais irredut´ıveis, mas ja´ que a = b∩ c,
segue que a tambe´m o e´, o que implica a /∈ S, que e´ uma contradic¸a˜o. Portanto, S = ∅,
consequentemente cada ideal de R e´ uma intersec¸a˜o finita de ideais irredut´ıveis.

Lema 2.6.24. Em um anel noetheriano R, cada ideal irredut´ıvel e´ prima´rio.
Demonstrac¸a˜o: Seja q um ideal irredut´ıvel em R, enta˜o 0 e´ um ideal irredut´ıvel em R/q.
Note que q ser um ideal prima´rio em R e´ equivalente a 0 ser um ideal prima´rio em R/q.
Considere que xy = (0) com y 6= 0. Mostremos que existe n > 0 tal que xn = 0. Considere
a cadeia ascendente de ideais Ann(x) ⊆ Ann(x2) ⊆ . . .. Por hipo´tese, R e´ noetheriano,
logo a cadeia dada e´ estaciona´ria. Portanto, existe um inteiro n > 0, tal que Ann(xn) =
Ann(xn+1) = . . .. Agora, mostremos que (xn) ∩ (y) = (0). De fato, se a ∈ (y), enta˜o existe
r ∈ R, tal que a = ry, logo ax = rxy = 0. Por outro lado, se a ∈ (xn), enta˜o existe s ∈ R, tal
que a = sxn. Logo 0 = ax = sxn+1, portanto s ∈ Ann(xn+1). Mas Ann(xn+1) = Ann(xn),
da´ı sxn = 0, ou seja a = 0. Portanto (xn) ∩ (y) = (0), mas como (0) e´ um ideal irredut´ıvel,
e y 6= 0, segue pela definic¸a˜o de ideal irredut´ıvel que (xn) = (0). Logo xn = 0, portanto (0)
e´ um ideal prima´rio.

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Teorema 2.6.25. Em um anel noetheriano R, cada ideal tem uma decomposic¸a˜o prima´ria.
Demonstrac¸a˜o: Cada ideal e´ uma intersec¸a˜o finita de ideias irredutiveis, os quais sa˜o
prima´rios. Logo, cada ideal de R e´ uma intersec¸a˜o finita de ideais prima´rios, possuindo
assim um decomposic¸a˜o prima´ria.

Proposic¸a˜o 2.6.26. Em um anel noetheriano R, cada ideal conte´m uma poteˆncia de seu
radical.
Demonstrac¸a˜o: Seja a um ideal de R, logo como R e´ noetheriano, segue que o ideal r(a)
e´ finitamente gerado. Logo existe uma quantidade finita de elementos x1, . . . , xk que gera
r(a), como tais geradores pertencem ao radical de a, temos que existem inteiros positivos
n1, . . . , nk, tais que x
ni
i ∈ a. Defina m = 1 +
k∑
i=1




xrii , em que
k∑
i=1
ri = m. Agora note que existe um ı´ndice i, tal que ri ≥ ni, pois






(ni − 1) < m. Logo, como
xrii ∈ a, segue que
k∏
i=1
xrii ∈ a, logo como os geradores de r(a)m pertence a a, concluimos que
r(a)m ⊆ a.

2.7 Grupo de Picard
Nesta sec¸a˜o, mostraremos que o conjunto formado pelas classes de isomorfismos de
mo´dulos projetivos de posto 1 sobre um anel R comutativo com 1, munido de uma operac¸a˜o
induzida pelo produto tensorial ⊗, e´ um grupo abeliano.
Proposic¸a˜o 2.7.1. Se R e´ um anel local, enta˜o cada R-mo´dulo projetivo finitamente gerado
P e´ livre com P ∼= Rn, em que n = dimR/m(P/mP ), e m e´ o ideal maximal de R.
Demonstrac¸a˜o: [16], p.8.

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Definic¸a˜o 2.7.2 (Posto de um mo´dulo projetivo finitamente gerado). O posto n =
postop(M) de um R-mo´dulo projetivo finitamente gerado M em um ideal primo p de R e´
definido como sendo o posto do Rp-mo´dulo livre Mp. Ou seja, n e´ tal que Mp ∼= (Rp)n.
Observac¸a˜o 2.7.3. Note que pela Proposic¸a˜o 2.7.1, Mp e´ livre, pois e´ um mo´dulo projetivo
sobre o anel local Rp.
Proposic¸a˜o 2.7.4. O posto n de um R-mo´dulo projetivo finitamente gerado M em um ideal
primo p de R e´ dado por n = postop(M) = dimk(p)(M ⊗R k(p)), em que k(p) = Rp/pRp.
Demonstrac¸a˜o: Por definic¸a˜o de posto, Mp ∼= (Rp)n, mas pela Proposic¸a˜o 2.7.1, temos que
n = dimRp/pRp(Mp/pRpMp),
note que RpMp = Mp, portanto n = dimRp/pRp(Mp/pMp). Logo,
n = dimRp/pRp(Mp/pMp)
= dimRp/pRp(Mp ⊗Rp Rp/pRp)
= dimRp/pRp(M ⊗R Rp ⊗Rp Rp/pRp)
= dimRp/pRp(M ⊗R Rp/pRp)
= dimk(p)(M ⊗R k(p))

Observac¸a˜o 2.7.5. A func¸a˜o posto de um R-mo´dulo finitamente gerado P e´ definida por
p 7→ postop(P ) para cada ideal primo p. Tal func¸a˜o e´ localmente constante, quando P e´ pro-
jetivo finitamente gerado. Dizemos que um mo´dulo finitamente gerado tem posto constante,
quando a func¸a˜o posto e´ constante.
Proposic¸a˜o 2.7.6. Sejam P,Q mo´dulos projetivos de postos constantes sobre R, enta˜o
posto(P ⊗R Q) = posto(P ). posto(Q).
Demonstrac¸a˜o: Temos pela Proposic¸a˜o 2.3.10 que P ⊗R Q e´ um R-mo´dulo projetivo (fini-
tamente gerado). Suponha que m = posto(P ) e n = posto(Q), enta˜o para cada ideal primo
p de R, temos que Pp ∼= Rmp , Qp ∼= Rnp . Portanto,
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(P ⊗R Q)p ∼= Pp ⊗Rp Qp










Logo, posto(P ⊗R Q) = mn = posto(P ). posto(Q).

Proposic¸a˜o 2.7.7. Sejam M e N dois R-mo´dulos.
(i) Se M e´ finitamente gerado, enta˜o o homomorfismo canoˆnico
ϕ : S−1 HomR(M,N) −→ HomS−1R(S−1M,S−1N)
e´ injetivo.




Na proposic¸a˜o abaixo, veremos que o mo´dulo dual de um R-mo´dulo projetivo de posto
1 e´ tambe´m projetivo de posto 1.
Proposic¸a˜o 2.7.8. (Bourbaki) Sejam R um anel comutativo com 1 e M um R-mo´dulo
finitamente gerado.
(i) Se existe um R-mo´dulo N tal que M⊗RN e´ isomorfo R, enta˜o o mo´dulo M e´ projetivo
de posto 1.
(ii) Reciprocamente, se M e´ projetivo de posto 1, e M∗ e´ seu dual, enta˜o o homomorfismo
canoˆnico
u : M∗ ⊗RM −→ R
correspondente a` forma bilinear canoˆnica
(f, x) 7→ f(x)
definida de M∗ ×M sobre R e´ bijetor.
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Demonstrac¸a˜o:
(i) Basta mostrarmos que Mm ∼= Rm para cada ideal maximal m de R. Como M ⊗R N ∼=
Mm⊗RmNm, podemos substituir R por Rm, e da´ı supor que R e´ um anel local. Considere
o corpo k = R/m e um isomorfismo
v : M ⊗R N −→ R.
Agora note que R⊗R k ∼= k, e
(M ⊗R N)⊗R k ∼= (M ⊗R k)⊗k (N ⊗R k) ∼= (M/mM)⊗k (N/mN),
logo obtemos o isomorfismo
v ⊗ 1k : (M/mM)⊗k (N/mN) −→ k.
Portanto, o posto de (M/mM) ⊗k (N/mN) sobre k e´ 1, consequentemente, pela
Proposic¸a˜o 2.7.6, segue que M/mM e N/mN teˆm posto 1. Logo, o mo´dulo M/mM e´
c´ıclico, mas como m coincide com o radical de Jacobson do anel local R, segue que que
M e´ c´ıclico, o que implica que M ∼= R/Ann(M). Mas Ann(M) ⊆ Ann(M ⊗R N) ∼=
Ann(R), mas Ann(R) = 0, pois se x ∈ Ann(R), enta˜o x.1 = 0. Portanto, M ∼= R.
(ii) Pela Proposic¸a˜o 2.5.12, segue que basta mostramos que um e´ um isomorfismo. Temos
que Mm e (Mm)
∗ sa˜o Rm-livres de posto 1, da´ı o homomorfismo canoˆnico
um : Mm ⊗Rm (Mm)∗ −→ Rm
e´ bijetivo.

Proposic¸a˜o 2.7.9. Sejam P e Q mo´dulos projetivos finitamente gerados sobre um anel
R noetheriano comutativo com 1, enta˜o posto(HomR(P,Q)) = posto(P ). posto(Q). Em
particular, posto(P ∗) = posto(P ).
Demonstrac¸a˜o: Suponha que m = posto(P ) e n = posto(Q). Seja p um ideal primo de R,
enta˜o Pp ∼= Rmp e Qp ∼= Rnp . Portanto,
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∼= ⊕mi=1 HomRp(Rp, Rnp )
∼= ⊕mi=1⊕nj=1 HomRp(Rp, Rp)
∼= ⊕mi=1⊕nj=1 Rp
∼= Rpmn
Portanto, posto(HomR(P,Q)) = posto(P ). posto(Q). Note que, em particular, posto(P
∗) =
posto(P ). posto(R) = posto(P ).

Definic¸a˜o 2.7.10. Definimos Pic(R) como sendo o conjunto de todas as classes de iso-
morfismos [P ] dos mo´dulos projetivos P de posto 1 sobre um anel comutativo com unidade
R.
Proposic¸a˜o 2.7.11. A operac¸a˜o [⊗] dada por [P ][Q] = [P ⊗R Q] esta´ bem definida sobre
Pic(R).
Demonstrac¸a˜o: Com efeito, se [P ] = [P ′], e [Q] = [Q′], enta˜o P ∼= P ′, e Q ∼= Q′. Logo,
P ⊗R Q ∼= P ′ ⊗R Q′. Da´ı [P ⊗R Q] = [P ′ ⊗R Q′]. Note que pela Proposic¸a˜o 2.7.6, P ⊗R Q e´
de fato um R-mo´dulo projetivo de posto 1.

Proposic¸a˜o 2.7.12. Pic(R) munido da operac¸a˜o induzida pelo produto tensorial ⊗, definida
acima, e´ um grupo abeliano.
Demonstrac¸a˜o: Pela Proposic¸a˜o 2.7.11, temos que a operac¸a˜o [⊗] esta´ bem definida sobre
Pic(R). Sejam A,B e C mo´dulos projetivos de posto 1 sobre R. Temos:
Associatividade: Temos pela Proposic¸a˜o 2.2.10, que (A⊗R B)⊗R C ∼= A⊗R (B ⊗R C).
Comutatividade: Temos pela Proposic¸a˜o 2.2.8, que A⊗R B ∼= B ⊗R A.
Elemento neutro: Temos pela Proposic¸a˜o 2.2.9, que A⊗R R ∼= A.
Elemento inverso: Temos pela Proposic¸a˜o 2.7.8 item (ii), que A⊗R A∗ ∼= R.
Portanto, Pic(R) e´ um grupo abeliano.

Definic¸a˜o 2.7.13. O grupo Pic(R) e´ chamado de grupo de Picard do anel R.
CAPI´TULO 3
RESULTADOS PRINCIPAIS
Neste cap´ıtulo, mostraremos com base em [3], que extenso˜es finitamente geradas de
grupos abelianos por grupos polic´ıclicos satisfazem a condic¸a˜o maximal sobre subgrupos
normais, max-n. Deste modo, em particular, grupos metabelianos finitamente gerados
satisfazem max-n. Apresentaremos tambe´m um exemplo, com base em [2], de um grupo
metabeliano finitamente apresentado, o qual portanto tem max-n. Ale´m disso, com base em
[1], constru´ıremos grupos metabelianos na˜o-isomorfos que teˆm os mesmos quocientes finitos.
Por convenieˆncia, usaremos a notac¸a˜o H < G para indicar que H e´ subgrupo pro´prio de G.
3.1 Condic¸a˜o maximal
Definic¸a˜o 3.1.1. Um grupo com conjunto de operadores Ω a` direita e´ uma tripla (G,Ω, α)
consistindo de um grupo G, de um conjunto Ω, chamado domı´nio de operadores, e de uma
func¸a˜o α : G×Ω −→ G, tal que para cada ω ∈ Ω fixado, g 7→ (g, ω)α e´ um endomorfismo de
G . Analogamente, definimos grupo com operadores a` esquerda. Chamamos G de Ω−grupo.
Notac¸a˜o: Denotemos (g, ω)α por gω.
Deste modo, um Ω−grupo G e´ um grupo com um conjunto de operadores que agem sobre
G como endomorfismos, i.e, (gh)ω = gωhω para cada ω ∈ Ω e para todos g, h ∈ G
Definic¸a˜o 3.1.2. Se G e´ um Ω−grupo, definimos um Ω−subgrupo H de G como um subgrupo
de G que e´ Ω−admiss´ıvel, i.e, hω ∈ H sempre que h ∈ H e ω ∈ Ω.
72
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Observac¸a˜o 3.1.3. Note que cada Ω−subgrupo H de um Ω−grupo G e´ tambe´m um Ω−grupo.
Proposic¸a˜o 3.1.4. A intersec¸a˜o de um conjunto de Ω−subgrupos e´ um Ω−subgrupo.
Demonstrac¸a˜o: Seja F = {Hσ} uma famı´lia de Ω−subgrupos de um Ω-grupo G. Tome
h ∈ ⋂σHσ, enta˜o como cada Hσ e´ Ω−admiss´ıvel, segue que para cada σ, hω ∈ Hσ, ∀ω ∈
Ω,∀h ∈ H, da´ı hω ∈ ⋂σHσ, ∀ω ∈ Ω, ∀h ∈ H.

Definic¸a˜o 3.1.5. O Ω−subgrupo gerado por um subconjunto na˜o-vazio X e´ definido como
sendo a intersec¸a˜o de todos os Ω−subgrupos contendo X.
Notac¸a˜o: XΩ
Observac¸a˜o 3.1.6. Temos que XΩ = {(xξ11 )ω1 . . . (xξrr )ωr | xi ∈ X, ξi = ±1, r ≥ 0}, em que
(ωi) e´ uma sequeˆncia de Ω aplicada sucessivamente.
Observac¸a˜o 3.1.7. Se N e´ um Ω−subgrupo normal de um Ω−grupo G, enta˜o podemos
tornar G/N em um Ω−grupo quociente, definindo (Ng)ω = Ngω.
Definic¸a˜o 3.1.8. Um Ω−homomorfismo α : G −→ H e´ um homomorfismo entre os Ω−grupos
G e H, tal que (gω)α = (gα)ω, para todo g ∈ G e para todo ω ∈ Ω. Denotamos o conjunto
de todos Ω−homomorfismos de G em H por HomΩ(G,H).
Exemplo 3.1.9. (i) Se Ω = R e´ um anel, e M e´ um R-mo´dulo a` direita, enta˜o M e´ um
R−grupo com domı´nio de operadores a` direita R. Deste modo, mo´dulos sa˜o exemplos
de grupos com operadores:
Como M e´ um R−mo´dulo a` direita, existe uma ac¸a˜o linear α : M ×R −→M , denote
por gω a imagem (g, ω)α, deste modo, temos que (gh)ω = gωhω, uma vez que Ω = R
age linearmente em M ;
(ii) Sejam G um grupo, e Ω = End(G). Enta˜o, G e´ um Ω−grupo se os endomorfismos de G
operarem sobre G de forma natural, i.e, gω = (g)ω, imagem de g ∈ G por ω ∈ End(G).
Note que, deste modo, um Ω−subgrupo de G e´ um subgrupo completamente invariante.
(iii) Um grupo G e´ um grupo com operadores Ω = Aut(G), grupo dos automorfismos de G.
Da´ı, os Ω−subgrupos de G sa˜o os subgrupos caracter´ısticos de G.
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(iv) Um grupo G e´ um grupo com operadores com respeito a Ω = Inn(G), grupo dos auto-
morfismos internos de G, deste modo, os Ω−subgrupos de G sa˜o os subgrupos normais
de G. Note que, os Ω−endomorfismos de G sa˜o precisamente estes endormorfismos
(chamados de normais) que comutam com cada automorfismo interno de G, ou seja,
se α : G −→ G e´ um Ω−endomorfismo, enta˜o (gω)α = (gα)ω, para todo g ∈ G, e para
todo ω ∈ Ω = Inn(G). Note tambe´m que, XΩ coincide com o fecho normal XG, uma
vez que, XΩ e´ a intersec¸a˜o de todos Inn(G)−subgrupos de G que conte´m X, mas os
Inn(G)−subgrupos de G sa˜o precisamente os subgrupos normais de G que conteˆm X,
portanto XΩ = XG.
Definic¸a˜o 3.1.10. Considere que Λ seja um conjunto parcialmente ordenado. Dizemos que
Λ satisfaz a condic¸a˜o maximal, quando cada subconjunto na˜o-vazio Λ0 de Λ conte´m pelo
menos um elemento maximal.
Definic¸a˜o 3.1.11. Um conjunto parcialmente ordenado Λ satisfaz a condic¸a˜o de cadeia
ascendente, quando na˜o existe uma cadeia ascendente propriamente infinita λ1 < λ2 < . . .
em Λ.
Proposic¸a˜o 3.1.12. Um conjunto parcialmente ordenado Λ satisfaz a condic¸a˜o maximal se,
e somente se, satisfaz a condic¸a˜o de cadeia ascendente.
Demonstrac¸a˜o: Suponha que Λ na˜o satisfac¸a a condic¸a˜o maximal, enta˜o existe um sub-
conjunto na˜o-vazio Λ0 de Λ que na˜o possui elemento maximal, logo dado qualquer elemento
λi ∈ Λ, temos que este na˜o e´ maximal, portanto existe λi+1 ∈ Λ tal que λi < λi+1, de modo
que obtemos uma cadeia ascendente infinita λ1 < λ2 < . . . em Λ, portanto Λ na˜o satisfaz
a condic¸a˜o ascendente. Reciprocamente, suponha que exista uma cadeia ascendente infinita
λ1 < λ2 < . . . em Λ, enta˜o o subconjunto Λ0 = {λi | i ∈ N} de Λ na˜o tem elemento maximal,
logo Λ na˜o satisfaz a condic¸a˜o maximal.

Notac¸a˜o: Denotemos por F(G), o conjunto de todos Ω−subgrupos do Ω−grupo G. Note
que F(G) e´ parcialmente ordenado pela inclusa˜o.
Definic¸a˜o 3.1.13. Um Ω−grupo satisfaz a condic¸a˜o maximal, quando F(G) satisfaz a condic¸a˜o
maximal. Denotemos tal condic¸a˜o por max−Ω, em outros termos, a condic¸a˜o maximal sobre
Ω−subgrupos de G.
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Observac¸a˜o 3.1.14. Se Ω = Inn(G), enta˜o max−Ω sera´ denotado por max−n, a condic¸a˜o
maximal sobre subgrupos normais. Equivalentemente, temos que max−G representa a mesma
condic¸a˜o.
Observac¸a˜o 3.1.15. Se Ω = ∅, indiquemos por max, a condic¸a˜o maximal sobre subgrupos.
Proposic¸a˜o 3.1.16. Um Ω−grupo G satisfaz max−Ω se, e somente se, cada Ω−subgrupo
de G e´ finitamente gerado como um Ω−grupo.
Demonstrac¸a˜o:
(⇐) Considere que G seja um Ω−grupo que tem max−Ω, e que H seja um Ω−subgrupo
de G. Suponha, por absurdo, que H na˜o seja finitamente gerado como Ω−grupo, i.e, na˜o
existe um conjunto finito {h1 . . . hn} de elementos de H, tal que H = 〈h1, . . . , hn〉Ω. Deste
modo, dado h1 ∈ H, segue que H1 = 〈h1〉Ω 6= H, logo existe h2 ∈ H\H1, de modo que
H1 < H2 = 〈h1, h2〉Ω 6= H, analogamente, existe h3 ∈ H\H2, tal que H1 < H2 < H3 =
〈h1, h2, h3〉Ω 6= H, como H na˜o e´ finitamente gerado como Ω−grupo, segue que esse processo
e´ infinito, de modo que Hn < H,∀n ∈ N, assim H1 < H2 < . . . e´ uma cadeia infinita de
Ω−subgrupos de G, o que contradiz a condic¸a˜o max−Ω.
(⇒) Considere que cada Ω-subgrupo de G seja finitamente gerado como Ω-grupo. Suponha,
por absurdo, que G na˜o tenha max−Ω, logo existe uma cadeia ascendente propriamente
infinita H1 < H2 < . . . de Ω−subgrupos de G. Defina H =
⋃∞
i=1Hi, deste modo, como
temos Hi < Hi+1, segue que H e´ um Ω−subgrupo, portanto por hipo´tese, segue que H e´
finitamente gerado como Ω−grupo, da´ı existe um conjunto finito {h1, . . . , hn} de elementos
de H tal que H = 〈h1, . . . , hn〉Ω. Agora, para n suficientemente grande, segue que cada
hi ∈ Hn, deste modo, Hn = H, que e´ uma contradic¸a˜o, pois a cadeia H1 < H2 < . . . e´
propriamente infinita.

Lema 3.1.17. Se H ≤ K ≤ G, e N G. Enta˜o, as equac¸o˜es HN = KN e H ∩N = K ∩N
implicam que H = K.
Demonstrac¸a˜o: Por hipo´tese, H ≤ K. Mostremos que K ⊆ H. Seja k ∈ K, enta˜o
k = k.1 ∈ KN = HN (note que KN e HN sa˜o grupos, pois N G ), logo existem h ∈ H,
e n ∈ N , tais que k = hn. Logo kh−1 = n ∈ K ∩ N , mas K ∩ N = H ∩ N , portanto
kh−1 ∈ H ∩N . Da´ı, kh−1 ∈ H, consequentemente k ∈ H.
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
Proposic¸a˜o 3.1.18. A propriedade max−Ω e´ fechada com respeito a` formac¸a˜o de extenso˜es.
Mais precisamente, se N G, e N e G/N teˆm max−Ω, enta˜o o Ω−grupo G tem max−Ω.
Demonstrac¸a˜o: Considere que N e G/N tenham max−Ω. Suponha, por absurdo, que G
na˜o tenha max−Ω, logo existe uma cadeia ascendente propriamente infinita H1 ≤ H2 ≤ . . .
de Ω−subgrupos de G, da qual obtemos as cadeias ascendentes





≤ . . . .
Agora, ja´ que exitem infinitos ı´ndices i, tais que Hi < Hi+1, usando a contrapositiva do
Lema 3.1.17, segue que HiN < Hi+1N ou Hi ∩ N < Hi+1 ∩ N , de modo que pelo menos
uma dentre estas duas u´ltimas cadeias e´ propriamente infinita, portanto, N ou G/N na˜o
tem max−Ω, que e´ uma contradic¸a˜o.

Corola´rio 3.1.19. A propriedade max-n, condic¸a˜o maximal para subgrupos normais, e´ uma
propriedade fechada para extenso˜es
Demonstrac¸a˜o: Basta toma Ω = Inn(G) na Proposic¸a˜o 3.1.18.

Proposic¸a˜o 3.1.20. Sejam G um grupo, e H  G. Enta˜o, se H e G/H sa˜o finitamente
apresentados, enta˜o G e´ finitamente apresentado.
Demonstrac¸a˜o: Suponha que H = 〈a1, . . . , ar | h1(a) = . . . = hρ(a) = 1〉, G/H =
〈b1H, . . . , bsH | k1(bH) = . . . = kσ(bH) = H〉 sejam apresentac¸o˜es de H e G/H. Escolha
para cada classe biH o representante bi. Enta˜o, podemos encontrar relac¸o˜es kα(b) = fα(a),
α = 1, . . . , σ, e como H G, temos as relac¸o˜es b−1i ajbi = gij(a), i = 1, . . . , s; j = 1, . . . r, em
que fα e gij sa˜o func¸o˜es-palavra escolhidas convenientemente. Portanto, temos que G tem
apresentac¸a˜o G = 〈a1, . . . , ar, b1, . . . bs | kα(b) = fα(a), h1(a) = . . . = hρ(a) = 1, b−1i ajbi =
gij(a), α = 1, . . . , σ, i = 1, . . . , s; j = 1, . . . r〉. Logo, G e´ finitamente gerado com r + s
geradores e σ + ρ+ rs relac¸o˜es.

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3.2 Grupos abelianos finitamente gerados por
polic´ıclicos
Definic¸a˜o 3.2.1. Um grupo G e´ chamado solu´vel, quando possui uma se´rie (ou cadeia)
subnormal de subgrupos de G
1 = G0 G1 G2  . . .Gi Gi+1  . . .Gn = G,
tal que cada fator Gi+1/Gi e´ abeliano. Tal se´rie e´ chamada se´rie solu´vel.
Definic¸a˜o 3.2.2. Um grupo G e´ chamado polic´ıclico, quando possui uma cadeia de subgrupos
de G
1 = G0 G1 G2  . . .Gi Gi+1  . . .Gn = G,
tal que cada fator Gi+1/Gi e´ c´ıclico. Tal se´rie e´ chamada se´rie c´ıclica.
Observac¸a˜o 3.2.3. Note que grupos polic´ıclicos sa˜o solu´veis.
Proposic¸a˜o 3.2.4. Um grupo e´ polic´ıclico se, e somente se, e´ solu´vel e satisfaz a condic¸a˜o
maximal, max.
Demonstrac¸a˜o:
(⇒) Suponha que G seja um grupo polic´ıclico, logo existe uma se´rie subnormal
1 = G0 G1 G2  . . .Gi Gi+1  . . .Gn = G,
tal que cada fator Gi+1/Gi e´ c´ıclico, logo G e´ solu´vel. Temos que G0 = 1 e G1/G0 sa˜o
c´ıclicos, logo teˆm max, da´ı como a propriedade max e´ fechada para extenso˜es, segue que
G1 tem max, com o mesmo argumento segue que G2 tambe´m tem max, procedendo assim,
obtemos que Gn = G tem max.
(⇐) Seja G um grupo solu´vel que tenha max, enta˜o existe n ∈ N tal que G(n) = 1, ou seja,
temos uma se´rie derivada de comprimento finito, digamos G ≥ G′ ≥ G′′ ≥ . . . ≥ G(n−1) ≥
G(n) = 1, temos que cada fator G(i)/G(i+1) e´ abeliano, assim como G tem max, segue
que os grupos Gi sa˜o finitamente gerados, logo os fatores G(i)/G(i+1) sa˜o grupos abelianos
finitamente gerados, deste modo, podemos refinar a se´rie derivada de G, obtendo todos
fatores desta nova se´rie c´ıclicos, portanto G e´ polic´ıclico.
Proposic¸a˜o 3.2.5. Se G e´ um grupo polic´ıclico, enta˜o G e´ finitamente apresentado.
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Demonstrac¸a˜o: Seja G um grupo polic´ıclico, enta˜o G possui uma se´rie c´ıclica
G0 = 1G1 G2  . . .Gn = G,
temos que G0 e G1/G0 sa˜o c´ıclicos, portanto sa˜o finitamente apresentados, logo G1 e´ fini-
tamente apresentado, pois tal propriedade e´ fechada para extenso˜es (Proposic¸a˜o 3.1.20).
Prosseguindo desta mesma forma, conclu´ımos que Gn = G e´ finitamente apresentado.

Proposic¸a˜o 3.2.6. (Mal’cev) Considere que H seja um subgrupo de um grupo polic´ıclico G.
Enta˜o, H e´ igual a intersec¸a˜o de todos subgrupos normais de ı´ndice finito em G que conteˆm
H.
Corola´rio 3.2.7. Grupos polic´ıclicos sa˜o residualmente finitos. Mais precisamente, se G e´
um grupo polic´ıclico, enta˜o a intersec¸a˜o de todos subgrupos normais de G de ı´ndice finito
em G e´ trivial.
Demonstrac¸a˜o: Basta tomar H = 1 na Proposic¸a˜o 3.2.6.

Proposic¸a˜o 3.2.8. Sejam G um grupo com subgrupo normal H, e R um anel comuta-
tivo com 1. Considere que G/H seja finito ou c´ıclico infinito. Suponha que M seja um
RG−mo´dulo, e que N seja um RH−submo´dulo. Se N gera M como um RG−mo´dulo, e N
e´ RH−noetheriano, enta˜o M e´ RG−noetheriano.
Demonstrac¸a˜o:
(i) Considere que G/H seja finito, e que T = {t1, . . . , tk} seja um transversal de H em G.
Por hipo´tese, temos que N gera M como RG−mo´dulo, logo M = (N)RG. No entanto,
G =
⋃k
i=1Hti, e como N e´ um RH−mo´dulo, segue que M = Nt1 + . . . +Ntk. Agora
note que cada Nti e´ um RH−submo´dulo de N , uma vez que, se n1ti, n2ti ∈ Nti, enta˜o
n1ti ± n2ti = (n1 ± n2)ti ∈ Nti, e se n ∈ N , x =
∑l
















j ti, em que nj = nrj e´ um elemento de N . Mas como H  G, segue que
h
t−1i
j ∈ H, da´ı njht
−1
i
j ∈ N , pois N e´ RH-mo´dulo, e 1 ∈ R. Deste modo, para cada
j temos que njh
t−1i




j ti ∈ Nti. Portanto Nti e´ um
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RH−submo´dulo de N para cada i = 1, . . . , k. Mostremos agora que, se N0 e´ um
RH−submo´dulo de N , enta˜o a aplicac¸a˜o ψi : N0 −→ N0ti, definida por ψi(n) = nti e´
um R−isomorfismo para cada i entre RH-submo´dulos de N e de Nti. Com efeito, para
n1, n2 ∈ N0, e r ∈ R, temos que ψi(n1±n2) = (n1±n2)ti = n1ti±n2ti = ψi(n1)±ψi(n2),
e ψi(nr) = (nr)ti = ntir = ψi(n)r. Por hipo´tese, N e´ RH−noetheriano, da´ı os
RH−submo´dulos de N teˆm max−RH, logo via ψi segue que os RH−submo´dulos de
Nti teˆm max−RH, mas como pela Proposic¸a˜o 3.1.18 a condic¸a˜o max−RH e´ fechada
para extenso˜es, segue que M tem max−RH, i.e, M e´ RH−noetheriano. No entanto,
RG =
∑k
i=1RHti, logo o RG−submo´dulo M e´ RG−noetheriano.
(ii) Considere que G/H seja c´ıclico infinito, e suponhamos que G/H seja gerado por Ht,
deste modo, cada elemento a ∈ M pode ser escrito, na˜o necessariamente de forma
u´nica, como a =
∑s
i=r biti, em que bi ∈ N , r ≤ s, note que r pode ser negativo;
no caso de bs 6= 0, denominemos bsts e bs, por termo l´ıder e coeficiente l´ıder de a,
respectivamente. Seja M0 um RG−submo´dulo de M na˜o-nulo, mostremos que M0
e´ finitamente gerado, e da´ı M e´ RG−noetheriano. Com efeito, definamos N0, como
sendo o conjunto consistindo de 0 e de todos coeficientes l´ıderes dos elementos do
RG−mo´dulo M0, temos que N0 e´ um RH−submo´dulo de N . De fato, suponha que br
e bs sejam elementos de N0 com respectivos termos l´ıderes btt
r e bst
s provenientes dos
elementos a e a′ de M0. Suponha sem perda de generalidade que r ≤ s, assim temos que
a± a′tr−s e´ um elemento de M0, cujo coeficiente l´ıder e´ br ± bs, exceto se este for nulo,
mas em todo caso, temos que br±bs ∈ N0. Agora, tome x ∈ RH, enta˜o a(t−sxts) ∈M0
e possui termo l´ıder (bsx)t
s, exceto se este for nulo, enta˜o em todo caso, temos que o
coeficiente bsx ∈ N0, portanto N0 e´ um RH−mo´dulo. Temos, por hipo´tese, que N tem
max−RH, logo como N0 e´ um RH−submo´dulo de N , segue que existe um conjunto
finito {b1, . . . , bk} de elementos na˜o-nulos que geram N0 como RH−mo´dulo. Deste
modo, como cada bi ∈ N0, segue que existem elementos ai ∈ M0, cujos coeficientes
l´ıderes sa˜o bi, alteremos se necessa´rio os termos l´ıderes de ai multiplicando-os por
poteˆncias de t com o intuito de obter termos l´ıderes com o mesmo grau positivo m, em
suma, bit
m. Suponhamos sem perda de generalidade que, a1, . . . , ak sejam os elementos
de M0 apo´s essa alterac¸a˜o. Definamos M1 como sendo o RG−submo´dulo de M0 gerado
por a1, . . . , ak, e definamos N1 por N1 = M0 ∩ (N + Nt + . . . Ntm−1), assim como
no caso (i), segue que N + Nt + . . . + Ntm−1 tem max−RH. Logo como N1 e´ um
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RH−submo´dulo deste, segue que N1 tem max−RH, logo o RG−mo´dulo M2 = M1 +
(N1)RG e´ finitamente gerado comoRG−mo´dulo. Mostremos queM2 = M0, concluindo
assim a prova. Temos que M0 ≤ M2, suponha por absurdo que, exista a ∈ M0\M2, e
suponha sem perda de generalidade que a na˜o possua poteˆncias negativas de t e que
dentre todos elementos de M0 nessas condic¸o˜es a seja escolhido de tal modo que ct
p seja
o seu termo l´ıder, cuja poteˆncia de t e´ a menor poss´ıvel, isto e´, p e´ a menor poteˆncia de t
dentre todos elementos deM0 ≤M2. Se p ≤ m, enta˜o a ∈M0∩(N+Nt+. . .+Ntm−1) =
N1 < M2, da´ı a ∈ M2, que e´ uma contradic¸a˜o. Enta˜o, p ≥ m, como c e´ coeficiente
l´ıder de a, segue que c ∈ N0, logo podemos escrever c como c =
∑k
i=1 bixi, em que
xi ∈ RH, assim o elemento a′ =
∑k
i=1 ai(t
−mxitp) pertence a M2, na˜o possui poteˆncias
negativas de t e possui termo l´ıder (
∑k
i=i bixi)t
p = ctp, de modo que a−a′ tem o mesmo
termo l´ıder, da´ı a− a′ ∈M0\M2 e na˜o envolve poteˆncias de t maiores que p− 1, o que
contradiz a minimalidade de p na escolha de a ∈ M0\M2. Logo M0 = M2, e portanto
M0 e´ finitamente gerado como RG−mo´dulo.

Proposic¸a˜o 3.2.9. Sejam G uma extensa˜o finita de um grupo polic´ıclico, e R um anel
noetheriano a` direita com 1. Enta˜o, o anel de grupo RG e´ noetheriano a` direita.
Demonstrac¸a˜o: Temos que G e´ polic´ıclico-por-finito, logo G possui umas se´rie subnormal
1 = G0 G1 G2  . . .Gn = G, cujos fatores sa˜o finitos ou c´ıclicos infinitos. Mostremos
que RG e´ noetheriano a` direita, fazendo induc¸a˜o sobre n ≥ 0. Se n = 0, enta˜o G0 = G = 1,
da´ı RG = R. Portanto RG e´ noetheriano a` direita, pois R o e´. Suponha que para todo
k < n o resultado seja va´lido, isto e´, qualquer grupo nas condic¸o˜es acima tem seu anel de
grupo sobre R noeheriano a` direita. Deste modo, para H = Gn−1, segue pela hipo´tese de
induc¸a˜o que RH e´ um anel noetheriano a` direita, da´ı como RH-mo´dulo tem max−RH.
Assim considerando M = RG, N = RH, e notando que H  G, G/H e´ finito ou c´ıclico
infinito, e que M e N sa˜o trivialmente RG e RH−mo´dulos, respectivamente, M = RG gera
N = RH como RG−mo´dulo, e N = RH e´ RH−noetheriano a` direita, temos portanto as
hipo´teses da Proposic¸a˜o 3.2.8. Portanto M = RG e´ noetheriano a` direita, logo pelo Princ´ıpio
de Induc¸a˜o segue que o resultado e´ va´lido para todo n ≥ 0. Em suma, RG e´ noetheriano a`
direita para qualquer G polic´ıclico-por-finito.

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Teorema 3.2.10. Um grupo finitamente gerado G que e´ uma extensa˜o de um grupo abeliano
por um grupo polic´ıclico satisfaz a condic¸a˜o maximal sobre subgrupos normais.
Demonstrac¸a˜o: Temos que G possui um subgrupo normal abeliano A, tal que H = G/A
e´ polic´ıclico. Podemos considerar A como um ZH−mo´dulo via conjugac¸a˜o. Por hipo´tese,
G e´ finitamente gerado, e temos que H e´ finitamente apresentado, pois e´ polic´ılico, logo
A e´ finitamente gerado como ZH−mo´dulo. Assim considerando A em notac¸a˜o aditiva,
segue que A e´ uma soma de uma quantidade finita de ZH−mo´dulos c´ıclicos. No entanto um
ZH−mo´dulo c´ıclico tem max−ZH, ja´ que e´ uma imagem do anel ZH, o qual e´ noetheriano a`
direita pela Proposic¸a˜o 3.2.9. Portanto A tem max−ZH, da´ı tem max−G, que e´ equivalente
a max−n.

Definic¸a˜o 3.2.11. Um grupo G e´ metabeliano quando possui um subgrupo normal abeliano
A, tal que G/A e´ abeliano.
Agora note que se G e´ um grupo metabeliano finitamente gerado, enta˜o G e´ uma extensa˜o
de um grupo abeliano A por um grupo abeliano finitamente gerado G/A, o qual e´ solu´vel e
tem max, sendo portanto polic´ıclico. Deste modo, um grupo metabeliano finitamente gerado
e´ uma extensa˜o finitamente gerada de um grupo abeliano por um grupo polic´ıclico. Obtemos
deste modo o seguinte resultado:
Corola´rio 3.2.12. Grupos metabelianos finitamente gerados tem max−n.

Corola´rio 3.2.13. Se G e´ um grupo metabeliano finitamente apresentado, enta˜o todo quo-
ciente de G e´ finitamente apresentado.
Demonstrac¸a˜o: Considere que ϕ : F −→ G seja uma apresentac¸a˜o para G, e que
pi : G −→ G/N
seja o epimorfismo canoˆnico. Enta˜o pi ◦ ϕ e´ uma apresentac¸a˜o para G/N , cujo nu´cleo e´
ϕ−1(N), mas como G tem max-n , segue que N e´ finitamente gerado, logo Ker(pi ◦ ϕ) e´
finitamente gerado, portanto G/N e´ finitamente apresentado.
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3.3 Exemplo de Baumslag
Daremos agora um exemplo, que sera´ utilizado no cap´ıtulo posterior, de um grupo
metabeliano finitamente apresentado, constru´ıdo por Baumslag em [2].
Exemplo 3.3.1. O grupo com apresentac¸a˜o dada por
K = 〈t, s, y1, . . . , ym | [t, s] = 1, ysi = yiyti , [yi, yj] = [yi, ytj] = 1, 1 ≤ i, j ≤ m〉.
e´ metabeliano.
Consideremos o caso com 3 geradores e 3 relac¸o˜es, ou seja,
K0 = 〈t, s, y | [t, s] = 1, ys = yyt, [y, yt] = 1〉.
Mostremos que K ′0 e´ abeliano, deste modo como K0/K
′
0 e´ abeliano, segue que K0 e´
metabeliano.
Afirmac¸a˜o 1: O grupo derivado K ′0 e´ gerado pelos conjugados y
tisj , i, j ∈ Z.
Demonstrac¸a˜o: Seja K1 o grupo gerado pelos conjugados y
tisj , i, j ∈ Z. Note que K1K0,
uma vez que (yt
isj)u ∈ K1 para u ∈ {t, s, y}. Ale´m disso, K0/K1 e´ abeliano, pois dois
elementos xK1, yK1 pertencentes ao grupo K0/K1 comutam se, e somente se, xK1yK1 =
yK1xK1 ⇔ xyK1 = yxK1 ⇔ [x, y] ∈ K1, e temos que os comutadores aplicados nos ger-
adores [t, s] = 1, [t, y] = (yt)−1y, [y, s] = y−1ys = y−1yyt = yt pertencem a K1, logo K ′0 ≤ K1.












K ′0, logo K1 ≤ K ′0. Portanto, K ′0 = K1.

Queremos mostrar que K ′0 e´ abeliano, deste modo, como K/K
′
0 e´ abeliano, segue por-
tanto que K0 e´ metabeliano.
Afirmac¸a˜o 2: Os conjugados yt
i
, i ∈ Z comutam.
Demonstrac¸a˜o: Temos que [y, yt] = 1, da´ı 〈y, yt〉 e´ abeliano. Suponha que 〈y, yt, . . . , ytn〉
seja abeliano para algum n ∈ N, deste modo, 〈yt, yt2 , . . . , ytn+1〉 e´ abeliano, pois para cada













. Agora, mostremos que y
comuta com yt
n+1
, e da´ı 〈y, yt, yt2 , . . . , ytn+1〉 e´ abeliano, e pelo princ´ıpio de induc¸a˜o, segue
que 〈y, yt, yt2 , . . . , ytn+1〉 e´ abeliano ∀n ∈ N. Com efeito,
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1 = [y, yt
n
] = [y, yt
n
]s = [ys, (yt
n
)s] = [ys, yt
ns] = [ys, yst
n
] = [ys, (ys)t
n








































Note que usamos que 〈yt, yt2 , . . . , ytn+1〉 e 〈y, yt, . . . , ytn〉 sa˜o abelianos.

Afirmac¸a˜o 3: Se j ≥ 0, enta˜o ysj e´ um produto dos elementos y, yt, . . . , ytj .
Demonstrac¸a˜o: Basta usar as relac¸o˜es ys = yyt e ts = st e inserir termos da forma ss−1
afim de obter conjugados. Por exemplo, ys
2
= s−2ys2 = s−1yss = s−1yyts = s−1y(ss−1)yts =





Lema 3.3.2. [y, yt
isj ] = 1,∀i, j ∈ Z
Demonstrac¸a˜o: Deste modo, usando as Afirmac¸o˜es 2 e 3, segue que [y, yt









= 1, ∀i ∈ N,∀j ≥ 0. E para j < 0, temos que 1 = [ys−j , yti ] = [ys−j , yti ]sj = [y, ytisj ].
Portanto, [y, yt
isj ] = 1,∀i, j ∈ Z.

Lema 3.3.3. O grupo derivado de
K0 = 〈t, s, y | [t, s] = 1, ys = yyt, [y, yt] = 1〉
e´ abeliano.
Demonstrac¸a˜o: Basta mostrarmos que os comutadores entre geradores sa˜o triviais, de fato
[yt
ksl , yt
isj ] = [y, yt
i−ksj−l ]t
ksl = 1, uma vez que pelo Lema 3.3.2 [y, yt
i−ksj−l ] = 1, e [s, t] = 1.
Portanto, K ′0 e´ abeliano.

Teorema 3.3.4. O grupo
K0 = 〈t, s, y | [t, s] = 1, ys = yyt, [y, yt] = 1〉
e´ metabeliano.
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Demonstrac¸a˜o: K ′0 e K0/K
′
0 sa˜o abelianos, logo K0 e´ metabeliano.

Corola´rio 3.3.5. O grupo
K0 = 〈t, s, y | [t, s] = 1, ys = yyt, [y, yt] = 1〉
tem max−n.
Demonstrac¸a˜o: K0 e´ um grupo abeliano finitamente gerado, logo pelo Corola´rio 3.2.12, K0
tem a propriedade maximal sobre subgrupos normais.

Para o caso com mais de 3 geradores, usando o mesmo procedimento, obtemos que o
grupo derivado e´ abeliano, deste modo temos o
Teorema 3.3.6. O grupo com apresentac¸a˜o dada por
K = 〈t, s, y1, . . . , ym | [t, s] = 1, ysi = yiyti , [yi, yj] = [yi, ytj] = 1, 1 ≤ i, j ≤ m〉.
e´ metabeliano.

3.4 Grupos metabelianos com os mesmos quocientes
finitos
Nesta sec¸a˜o, constru´ıremos com base no artigo [1], uma quantidade infinita de grupos
metabelianos finitamente apresentados na˜o-isomorfos, mas com os mesmos quocientes finitos.
Para tal escolheremos um anel R convenientemente, para este teremos que o grupo de Picard
e´ infinito, de modo que podemos obter uma quantidade infinita de mo´dulos projetivos M
de posto 1 sobre R. Daremos uma condic¸a˜o necessa´ria e suficiente para que dois mo´dulos
finitamente gerados M e N tenham quocientes finitos isomorfos como R-mo´dulos, QFIR.
Em particular, quando M e N sa˜o projetivos de posto 1, veremos que M e N teˆm os
mesmos quocientes finitos. A partir desses constru´ıremos uma quantidade infinita de grupos
GM = M o A, que sa˜o na˜o-isomorfos, mas teˆm os mesmos quocientes finitos.
Cap´ıtulo 3 • Resultados Principais 85
Lema 3.4.1. Se R e´ um anel noetheriano comutativo com 1, e M e´ um R-mo´dulo finito,
enta˜o existem inteiros positivos ki e ideais maximais pi de ı´ndice finito em R, tal que o




Demonstrac¸a˜o: Pela definic¸a˜o de mo´dulos, segue que existe um homomorfismo de ane´is
ϕ : R −→ End(M),
note que Kerϕ = {r ∈ R ; ϕ(r) = 0End(M)}= { r ∈ R ; ϕ(r)(m) = 0, ∀m ∈ M} =
{ r ∈ R ; r.m = 0, ∀m ∈ M}=Ann(M). Pelo 1o Teorema de homomorfismos, temos
que R/Ann(M) ∼= Imϕ ≤ End(M) , mas como M e´ finito, segue que o anel End(M) e´
finito, da´ı Ann(M) e´ um ideal de ı´ndice finito em R. Agora, como R e´ noetheriano, cada
ideal de R possui uma decomposic¸a˜o prima´ria, a qual podemos supor minimal, deste modo,
podemos decompor Ann(M) =
⋂n
i=1 ai, em que cada ai e´ um ideal prima´rio pertencente
a um u´nico ideal primo pi, i.e. r(ai) = pi. Como pi e´ um ideal primo, temos que R/pi e´
um domı´nio de integridade, ale´m disso, de pi= r(ai) ⊇ ai ⊇ Ann(M), segue que [R : pi]
≤ [R : Ann(M)] < ∞, portanto R/pi e´ um domı´nio de integridade finito, da´ı R/pi e´
um corpo (finito), consequentemente pi e´ um ideal maximal de ı´ndice finito em R. Por
outro lado, como R e´ um anel noetheriano, segue que cada ideal conte´m uma poteˆncia






ki ⊇∏ni=1 piki .

Denotaremos por FR(M), o conjunto das classes de R-isomorfismos dos mo´dulos quo-
cientes finitos de M . Diremos que dois R-mo´dulos M e N teˆm quocientes finitos isomorfos
como R-mo´dulos (QFIR) quando FR(M) = FR(N).
Teorema 3.4.2. Sejam R um anel noetheriano comutativo com 1, M e N , R-mo´dulos
finitamente gerados . Enta˜o M e N teˆm QFIR se, e somente se, M/p
kM e´ isomorfo a
N/pkN para todo k ∈ N e para todos ideais maximais p de ı´ndice finito em R.
Demonstrac¸a˜o:
(⇐) Seja M um R-mo´dulo finitamente gerado, considere que M/M ′ seja um quociente finito
de M , da´ı pelo Lema 3.4.1, temos que existem inteiros positivos ki e ideais maximais pi
de ı´ndice finito em R, tais que Ann(M/M ′) ⊇ ∏ni=1 piki . Por hipo´tese, M/pkM ∼= N/pkN
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para todo k ∈ N e para todos ideais maximais p de ı´ndice finito em R, logo M/pikiM ∼=
N/pi
kiN,∀i, da´ı ⊕ni=1M/pikiM ∼= ⊕ni=1N/pikiN , mas como os ideais pi’s sa˜o maximais,
segue que para i 6= j, pi + pj conte´m o ideal maximal pi propriamente, logo pi + pj = R, i.e,
pi e pj sa˜o comaximais se i 6= j, da´ı tambe´m sa˜o os ideais piki ’s, logo pelo Teorema Chineˆs










Agora note que (
∏n
i=1 pi
ki)M ⊆M ′, com efeito, se x ∈ (∏ni=1 piki)M , enta˜o podemos escrever
x como
∑t
i=1 rimi para algum natural t, com ri ∈
∏n
i=1 pi




ki ⊆ Ann(M/M ′), deste modo, ri ∈ Ann(M/M ′), logo ri(M/M ′) = 0, ou seja,
rim ∈ M ′,∀m ∈ M , portanto rimi ∈ M ′,∀i, consequentemente
∑t




















isto e´, M/M ′ e´ um quociente deM/(
∏n
i=1 pi
ki)M , mas comoM/(
∏n
i=1 pi
ki)M ∼= N/(∏ni=1 piki)N ,


















) ∼= N/N ′,
logo M/M ′ ∼= N/N ′, portanto M e N teˆm QFIR.
(⇒) Sejam k ∈ N e p um ideal maximal de ı´ndice finito em R, mostremos que M/pkM e´ o
maior quociente finito de M anulado por pk. De fato,
Ann(M/pkM) = {r ∈ R ; r(m+ pkM) = 0,∀m ∈M} = {r ∈ R ; rm ∈ pkM,∀m ∈M},
da´ı pk ⊆ Ann(M/pkM). Agora, suponha que M/M ′ seja um quociente finito de M anulado
por pk, da´ı pk(m + M ′) = 0,∀m ∈ M , logo pkm ⊆ M ′,∀m ∈ M , portanto pkM ⊆ M ′,
deste modo, [M : pkM ] ≥ [M : M ′], logo M/pkM e´ um quociente de M maior que M/M ′.
Analogamente, temos que N/pkN e´ o maior quociente finito de N anulado por pk, mas como,
por hipo´tese, M e N teˆm QFIR, segue que M/p
kM e N/pkN sa˜o isomorfos.
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
Indicaremos por F (G), a classe de isomorfismos de quocientes finitos do grupo G, e
diremos que dois grupos G e H teˆm os mesmos quocientes finitos quando F (G) = F (H).
Vamos construir grupos na˜o-isomorfos que teˆm quocientes finitos isomorfos. Posteriormente,
mostraremos que existe uma quantidade infinita desses grupos, os quais determinam uma
quantidade infinita de classes de isomorfismos distintas.
Agora, considere que A seja um subgrupo das unidades U(R) de R que gera R como um
anel, assim se M e´ um R-mo´dulo finitamente gerado, podemos formar o produto semidireto
de M por A, GM = M oA com ac¸a˜o de A em M induzida pela ac¸a˜o de mo´dulo de R sobre
M , isto e´, temos um homomorfismo:
θ : A −→ Aut(M)
a 7−→ θ(a) : m 7→ ma−1
Note que θ(a) e´ de fato um automorfismo de M , uma vez que os elementos de A sa˜o
unidades em R. Observe tambe´m que a ac¸a˜o ma de mo´dulo de a sobre m coincide com a
conjugac¸a˜o usual. Por fim, veja que GM e´ metabeliano, pois M e A ∼= G/M sa˜o abelianos.
Lema 3.4.3. Sejam A um subgrupo do grupo das unidades U(R) de R que gera R como
um anel, considere que M e N sejam R-mo´dulos finitamente gerados com QFIR. Enta˜o, os
grupos GM = M o A e GN = N o A teˆm os mesmos quocientes finitos.
Demonstrac¸a˜o: Suponha que M ′ seja um subgrupo normal de GM = M o A de ı´ndice
finito, da´ı (M oA)/M ′ e´ um quociente finito de M oA. Defina M ′′ := M ∩M ′, mostremos
que M ′′ e´ um R-submo´dulo de M de ı´ndice finito. Com efeito, se x, y ∈M ′′, enta˜o x, y ∈M
e x, y ∈M ′, como M e M ′ sa˜o grupos (abelianos), segue que x− y ∈M e x− y ∈M ′, logo
x− y ∈M ′′, portanto M ′′ e´ um subgrupo de M . Agora, verifiquemos que M ′′ e´ fechado sob
multiplicac¸a˜o por elementos de R, de fato, se r ∈ R e m ∈ M ′′, enta˜o como M ′′ ⊆ M , e M
e´ um R-mo´dulo, temos que rm ∈ M , por outro lado, como A gera R como anel, segue que
cada elemento de R pode ser escrito como uma soma finita de produtos com elementos de
A, no entanto, A age em M pela ac¸a˜o do mo´dulo, que coincide com a ac¸a˜o por conjugac¸a˜o,
em particular, quando age em M ′ ∩M , segue que o resultado da ac¸a˜o permanece em M ′,
por exemplo, se a1a2 . . . ak e´ uma das parcelas que compo˜e r, enta˜o quando esta age em
m ∈ M ′′, segue que (a1a2 . . . ak)m = a1a2 . . .m′k, em que akm = m′k ∈ M ′, pois ak age
em m ∈ M ′ por conjugac¸a˜o, uma vez que M ′  GM , agora recursivamente, temos que ak−1
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age em m′k, resultando novamente num elemento m
′
k−1 de M
′, deste modo, ao fim deste
processo, obtemos um elemento de M ′, aplicando o mesmo procedimento a todas parcelas
que compo˜em r, segue que rm ∈ M ′, logo rm ∈ M ′′. Falta mostrarmos que M/M ′′ e´ um
quociente finito de M , de fato,
[GM : M
′] = [GM : M +M ′][M +M ′ : M ′],
(note que M ′ +M ≤ GM , pois M ′ GM), mas como [GM : M ′] <∞, segue que [M +M ′ :
M ′] < ∞, no entanto, M/M ′′ ∼= (M + M ′)/M ′, portanto [M/M ′′] < ∞. Ja´ que M e N
teˆm QFIR, existe um R-submo´dulo N
′′ de N tal que M/M ′′ ∼= N/N ′′ como R-mo´dulos, da´ı
(M/M ′′) o A ∼= (N/N ′′) o A como grupos. Agora, note que (M/M ′′) o A ∼= (M o A)/M ′′,
uma vez que as ac¸o˜es de A em M/M ′′ e de A em M (mo´dulo M ′′) se relacionam por:
r(m+M ′′) = rm+M ′′. Agora, mostremos que (MoA)/M ′ e´ um quociente de (M/M ′′)oA,


































mas como (M/M ′′)o A ∼= (N/N ′′)o A, segue que (M o A)/M ′ e´ isomorfo a um quociente











) ∼= N o A
X
,
portanto (M o A)/M ′ e´ isomorfo a um quociente finito de N o A, analogamente, podemos
tomar um quociente finito de N oA e mostrarmos que este e´ isomorfo a um quociente finito
de M o A. Portanto, M o A e N o A teˆm os mesmos quocientes finitos.

Proposic¸a˜o 3.4.4. Todos R-mo´dulos projetivos de posto 1 teˆm QFIR. Ale´m disso, tais
R-mo´dulos sa˜o fie´is.
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Demonstrac¸a˜o: Sejam M e N mo´dulos projetivos de posto 1 sobre R, logo Mm ∼= Rm ∼= Nm






















Portanto, M/mkM ∼= N/mkN para todo ideal maximal m de R (em particular, para os ideais
maximais m de ı´ndice finito em R), e para todo k ∈ N, logo pelo Teorema 3.4.2, segue que
M e N teˆm QFIR. Mostremos agora que M e´ fiel, isto e´, Ann(M) = 0. Com efeito, seja
r ∈ R tal que rM = 0, da´ı para todo s ∈ R − m = S, e para todo m ∈ M , temos que
rm/s = 0/s, logo (r/1)Mm = 0/s para todo s ∈ S, mas como Mm ∼= Rm, segue que (r/1)Rm
e´ nulo em Rm, em particular, (r/1).(1/1) = 0/1, equivalentemente, r/1 = 0/1, mas como 0
e´ uma propriedade local(vide Afirmac¸a˜o), segue que r = 0, portanto Ann(M) = 0.
Afirmac¸a˜o Considere que R seja um anel comutativo com 1. Enta˜o, x e´ nulo em R se,
e somente se, x/1 e´ nulo em Rm, para cada ideal maximal m de R.
Demonstrac¸a˜o: Se x = 0 em R, enta˜o x/1 = 0/1, que e´ nulo em Rm. Reciprocamente,
considere que x/1 seja nulo em Rm, para cada ideal maximal m de R. Suponha, por absurdo,
que x 6= 0 em R. Defina I como sendo o ideal anulador de x, ou seja, I = (0 : x) = {r ∈ R |
rx = 0}, como 1.x = x 6= 0, segue que 1 /∈ I, logo I e´ um ideal pro´prio de R, portanto existe
um ideal maximal m que conte´m I. Mas pela hipo´tese, temos que x/1 e´ nulo em Rm, logo
existe u ∈ R − m, tal que ux = 0, mas enta˜o u ∈ I, o que implica que u ∈ m, que e´ uma
contradic¸a˜o. Portanto, x = 0 em R.

Doravante, consideremos que R seja o anel ZG[x, x−1, (x + 1)−1], em que G e´ um grupo
abeliano finito, cuja ordem na˜o e´ livre de quadrados; A o subgrupo das unidades de R gerado
por G, x e x+ 1. Temos que, se M e´ um R-mo´dulo projetivo, enta˜o o grupo GM = M o A
pode ser formado, em que a ac¸a˜o de A em M e´ induzida pela ac¸a˜o de mo´dulo de R sobre M
como descrita anteriormente.
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Teorema 3.4.5. Se M e N sa˜o R-mo´dulos projetivos de posto 1, enta˜o os grupos GM =
M o A e GN = N o A teˆm os mesmos quocientes finitos, i.e, F (GM) = F (GN).
Demonstrac¸a˜o: Como A e´ um subgrupo das unidades de R que o gera como anel; e M
e N sa˜o R-mo´dulos projetivos e finitamente gerados (haja vista que M e N teˆm posto 1),
e pela Proposic¸a˜o 3.4.4, M e N teˆm QFIR. Pelo Lema 3.4.3, segue que GM = M o A e
GN = N o A teˆm os mesmos quocientes finitos.

Proposic¸a˜o 3.4.6. Considerando A e GM como descritos acima. O grupo derivado GM
′ de
GM = M oθ A, coincide com M .
Demonstrac¸a˜o: Por convenieˆncia, adotaremos notac¸a˜o multiplicativa para o R-mo´dulo M .
Temos que GM/M ∼= A e´ abeliano, logo GM ′ ⊆ M , por outro lado, como M = Mx,
pois θ(x−1) e´ automorfismo de M , segue que cada elemento de M pode ser escrito por
mx = m−1+(x+1) = m−1mx+1 = [m,x + 1], da´ı M ⊆ GM ′. Portanto, GM ′ = M . Note que
a ac¸a˜o de x + 1 em m, induzida pela ac¸a˜o de mo´dulo, coincide com a conjugac¸a˜o usual, de
modo que −1 age invertendo m em GM , ale´m disso observe que mx+1 = m.mx, pois estamos
usando notac¸a˜o multiplicativa para o mo´dulo M .

Proposic¸a˜o 3.4.7. O grupo Pic(ZG[x, x−1, (x+ 1)−1]) e´ infinito.
Demonstrac¸a˜o: Bass e Murthy, em [6], mostram que quando o grupo abeliano G e´ finito
de ordem na˜o livre de quadrados, enta˜o o grupo Pic(ZG[x]) e´ infinito, no entanto, Murthy e
Pedrini, em [10], mostram que existe uma aplicac¸a˜o injetiva de Pic(ZG[x]) em Pic(ZG[x, x−1, (x+
1)−1]), da´ı como o primeiro grupo e´ infinito, segue que o segundo tambe´m o e´.

Mostremos que os grupos metabelianos GM = M o A determinam uma quantidade
infinita de classes de isomorfismos distintas. Novamente usaremos notac¸a˜o multiplicativa
para os mo´dulos.
Proposic¸a˜o 3.4.8. Os grupos GM determinam uma quantidade infinita de classes de iso-
morfismos distintas.
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Demonstrac¸a˜o: Seja ψ um automorfismo de R, e N um R-mo´dulo, deste modo podemos
formar o mo´dulo torcido ψN , ou seja, a multiplicac¸a˜o escalar em ψN e´ dada por r?n = ψ(r)n
para cada r ∈ R e para cada n ∈ N . Note que dois R-mo´dulos M e N sa˜o isomorfos se,
e somente se, os mo´dulos torcidos ψM e ψN sa˜o isomorfos. Seja ϕ : GM −→ GN um
isomorfismo, temos pela Proposic¸a˜o 3.4.6, que GM
′ = M , e GN ′ = N , da´ı ϕ(M) = N , agora
ja´ que GM/M ∼= A ∼= GN/N , segue que existe um automorfismo ϕ em A (subgrupo das
unidades de R que o gera como anel) induzido pelas abelianizac¸o˜es de GM e GN . Agora,
note que para cada n = ϕ(m) ∈ ϕ(M) = N , temos que
ϕ(m)ϕ(x+1) = ϕ(x+1)−1ϕ(m)ϕ(x+1) = ϕ(mx+1) = ϕ(mxm) = ϕ(m)ϕ(x)ϕ(m) = ϕ(m)ϕ(x)+1
Mas como N e´ um R-mo´dulo fiel, e ϕ(x+1) e ϕ(x)+1 agem sobre N da mesma forma, segue
que ϕ(x + 1) = ϕ(x) + 1, da´ı ϕ(x + 1) = ϕ(x) + 1. No entanto, temos que o gerador x de
A = 〈x, x+1, G〉 e´ levado em x ou x−1 por ϕ, note que x na˜o pode ser levado em x+1, pois ja´
que ϕ(x+1) = ϕ(x)+1, ter´ıamos ϕ(x+1) = x+2.1, que na˜o e´ uma unidade. Agora note que
os elementos de ordem finita de A, que sa˜o os elementos do grupo finito G, sa˜o invariantes em
G, assim existe uma quantidade finita de automorfismos ϕ. Mas como ϕ(x+ 1) = ϕ(x) + 1
e A gera R como anel, podemos estender ϕ a um automorfismo de R. Restringindo ϕ a M ,
temos um isomorfismo de grupos entre M e N , obtendo-se um R-isomorfismo entre M e um
mo´dulo torcido ϕN de N . Em suma, sempre que GM
∼= GN , temos que M e´ isomorfo a algum
mo´dulo torcido ϕN de N , em que ϕ ∈ Aut(R) e´ algum dos finitos automorfismos induzidos.
Agora mostremos que existem infinitas classes de isomorfismos determinadas pelos grupos
GM . Fixe um mo´dulo projetivo de posto 1, M1. Como pela Proposic¸a˜o 3.4.7, o grupo de
Picard de R = ZG[x, x−1, (x+1)−1] e´ infinito, podemos escolher um mo´dulo projetivo M2 de
posto 1 que na˜o seja isomorfo a nenhum dos mo´dulos torcidos de M1. Da´ı GM2 e GM1 na˜o sa˜o
isomorfos. Usando este mesmo procedimento, podemos escolher um mo´dulo projetivo M3
de posto 1 que na˜o seja isomorfo a nenhum dos mo´dulos torcidos de M1 e de M2, Logo GM3
na˜o e´ isomorfo nem a GM1 nem a GM2 , obtendo-se outra classe de isomorfismo na˜o-isomorfa
a`s anteriores. Procedendo deste modo, conclu´ımos que existe uma quantidade infinita de
classes de isomorfismos distintas nas quais jazem os grupos GM .

Lema 3.4.9 (Bass). Seja S = Z[x, x−1, (x+ 1)−1], que e´ um subanel de R = ZG[x, x−1, (x+
1)−1]. Enta˜o todos S-mo´dulos projetivos sa˜o livres.
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Demonstrac¸a˜o: [5], p.210.

Proposic¸a˜o 3.4.10. Se M e´ um mo´dulo projetivo de posto 1 sobre R = ZG[x, x−1, (x+1)−1],
enta˜o M e´ isomorfo a R, como mo´dulo sobre S = Z[x, x−1, (x+ 1)−1].
Demonstrac¸a˜o: Como G e´ finito, podemos supor que G = {x1, . . . , xn}. Seja M um R-
mo´dulo projetivo, assim M e´ um somando direto de um R-mo´dulo livre, mas R e´ livre
com base G quando considerado como um S−mo´dulo, da´ı R ∼= Sn ⇒ Rp ∼= Snp , logo M
considerado como um S-mo´dulo e´ um somando direto de um S-mo´dulo livre, portanto M
e´ um S-mo´dulo projetivo, mas pelo Lema 3.4.9, todos S-mo´dulos projetivos sa˜o livres, logo
M ∼= Sk(M) ⇒Mp ∼= Sk(M)p , no entanto como M e´ um R−mo´dulo projetivo de posto 1, segue
que Mp ∼= Rp, logo Sk(M)p ∼= Snp , da´ı k(M) = n, portanto R ∼= Sn ∼= Sk(M) ∼= M , segue que o
R-mo´dulo M e´ isomorfo a R como S-mo´dulo.

Observac¸a˜o 3.4.11. Considere que C seja o subgrupo das unidades de S gerado por x e
x + 1, podemos assim formar o grupo HM = M o C. Pela Proposic¸a˜o anterior, temos que
M e´ isomorfo a R como S-mo´dulo, da´ı HM e´ isomorfo a B := R o C. Deste modo, para
cada mo´dulo M , temos que GM = M o A = HM oG ∼= B oG, em que ha´ uma ac¸a˜o de G
sobre B escolhida convenientemente via o isomorfismo entre B e HM .
Proposic¸a˜o 3.4.12. Existe uma quantidade infinita de extenso˜es de decomposic¸a˜o metabelianas
na˜o-isomorfas do grupo metabeliano B= RoC pelo grupo abeliano finito G com os mesmos
quocientes finitos.
Demonstrac¸a˜o: Pela Observac¸a˜o 3.4.11, temos que GM ∼= BoG, da´ı GM e´ uma extensa˜o do
grupo(metabeliano) B pelo grupo G, mas pela Proposic¸a˜o 3.4.8, mostramos que existe uma
quantidade infinita de grupos (metabelianos) GM na˜o-isomorfos com os mesmos quocientes
finitos, da´ı segue o resultado.

Proposic¸a˜o 3.4.13. Os grupos GM sa˜o finitamente apresentados.
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Demonstrac¸a˜o: Temos que G e´ finito, suponha que seus elementos sejam x1, . . . , xn, deste
modo, ja´ que R = ZG[x, x−1, (x + 1)−1] e S = Z[x, x−1, (x + 1)−1], segue que x1, . . . , xn e´
uma base de R sobre S. Defina o grupo K pela apresentac¸a˜o
〈t, s, y1, . . . , yn : [t, s] = 1, ysi = yiyti , [yi, yj] = [yi, ytj] = 1, 1 ≤ i, j ≤ n〉,
K e´ deste modo finitamente apresentado, ale´m disso, K e´ metabeliano, pelo Teorema 3.3.6.
Consideremos a aplicac¸a˜o t 7→ x, s 7→ (x + 1), yi 7→ xi, a qual pelo Teorema de von Dyck
1.2.13, induz um epimorfismo de K sobre B = R o C, no entanto, como K e´ metabeliano,
e grupos metabelianos satisfazem a condic¸a˜o maximal sobre subgrupos normais, temos pelo
Corola´rio 3.2.13 que B deve ser finitamente apresentado, mas como cada GM e´ uma extensa˜o
finita de B, segue que cada grupo GM e´ finitamente apresentado.

Podemos agora demonstrar o resultado principal:
Teorema 3.4.14. Existe uma quantidade infinita de grupos metabelianos finitamente apre-
sentados na˜o-isomorfos com os mesmos quocientes finitos.
Demonstrac¸a˜o: Pela Proposic¸a˜o 3.4.8, temos que existe uma quantidade infinita de grupos
metabelianos na˜o-isomorfos GM , os quais pela Proposic¸a˜o 3.4.13 sa˜o finitamente apresenta-
dos, e por fim pelo Teorema 3.4.5 teˆm os mesmos quocientes finitos.

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