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Adaptive input design for LTI systems⋆
Lirong Huang, Ha˚kan Hjalmarsson, La´szlo´ Gerencse´r
Abstract
Optimal input design for parameter estimation has obtained extensive coverage in the past. A key
problem here is that the optimal input depends on some unknown system parameters that are to be
identified. Adaptive design is one of the fundamental routes to handle this problem. Although there
exist a rich collection of results on this problem, there are few results that address dynamical systems.
This paper presents sufficient conditions for convergence/consistency and asymptotic optimality for a
class of adaptive systems consisting of a recursive prediction error estimator and an input generator
depending on the time-varying parameter estimates. The results apply to a general family of single
input single output linear time-invariant systems. An important application is adaptive input design
for which the results imply that, asymptotically in the sample size, an adaptive scheme recovers the
same accuracy as the off-line prediction error method that uses data from an experiment where perfect
knowledge of the system has been used to design an optimal input spectrum.
I. INTRODUCTION
With the rapid developments in model based engineering, compare with the petrochemical
industry where it is reported that all plants employ model predictive control, the high cost of
modeling is coming more and more into focus as a limiting factor [79]. Often the only practical
means to modeling is data-driven modeling, i.e. system identification. For this type of modeling,
the major part of the cost is associated with performing experiments on the plant in question. A
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2key variable here is the duration of the experiments since it strongly couples to costs in terms
of personell, energy, material and production losses.
For dynamical systems it has been shown that careful design of the experiment can lead to
quite drastic reduction in the required experimental time as compared to standard white noise
excitation or step testing [7], [80]. It has also been stressed that the experimental conditions are
essential for making system identification robust with respect to many of the design variables that
are involved, e.g. model structure and orders, and with respect to the resulting end performance
[36].
The aforementioned observations have prompted renewed interest in optimal experiment
design – a topic that has been studied extensively over the past century, see, e.g., [4], [5], [10],
[19], [31], [57], [68], [78] and references therein. Recent advances include novel computationally
tractable algorithms [40], least-costly and application oriented frameworks [11], [36], closed-loop
methods [34], [33], [69], [60], [49], and extensions to non-linear models [77], [21], [17].
A key problem in optimal experiment design is that the optimal experiment typically depends
on the system parameters that are to be identified. One of the fundamental routes to cope with
this problem is to employ adaptive schemes, meaning that as information from the system is
gathered the experimental conditions are changed. Adaptive design is usually called sequential
design in the statistics literature, where there exist a rich collection of results and applications
(see, e.g., [46] and the references therein).
When only the input excitation is considered part of the experiment design, we will use the
terminology input design. Adaptive input design has been studied in many works in engineering
literature (see, e.g., [51], [66], [72], [27], [28] and [39]). However, as pointed out in [35] and
[28], there are few results that address this problem for dynamical systems. Given the increasing
practical relevance of input design, it is becoming urgent to provide a solid theoretical foundation
for such methods.
When the system is linear time-invariant and belongs to the model set, and the input is
(quasi-)stationary, it is only the second order properties of the input that asymptotically (in the
sample size) influence the model quality. Thus in this case it is the spectrum, or equivalently the
autocorrelation sequence, of the input that is the design variable in optimal input design. The
actual input sequence can be generated by filtering white noise through an input spectrum shaping
filter corresponding to a stable spectral factor of the optimal input spectrum [40]. Building on
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3this, an obvious approach to adaptive input design is to combine a recursive identification scheme
with a time-varying input spectrum shaping filter, computed from the solution of the optimal
input design problem using the the most recent model estimate as a substitute for the true system.
Such a certainty equivalence approach leads to an adaptive feedback system where, similar to
adaptive control, the input properties change over time depending on the response of the system.
From a performance perspective there are several issues that are non-trivial to analyze:
(i) Under which conditions will the parameter estimates of such a procedure converge?
(ii) If the algorithm converges, will it be consistent, i.e. will the model parameters correspond
to the true system parameters?
(iii) If the algorithm converges to a correct system description, how does the resulting (large
sample) accuracy compare to the accuracy an oracle, having access to the unknown true
parameters for the experiment design already at the beginning of the experiment, could
achieve?
In regards to (iii), notice that even if the parameters converge to the true values so that, as the
experiment time progresses towards infinity, the input behaves closer and closer to a stationary
signal having the optimal spectrum, suboptimal experimental conditions prevail in the meantime
and it is not evident that the algorithm is able to catch up with the loss of accuracy this causes
– this strongly depends on the rate of convergence of the algorithm.
An early version of the above concept was presented in [51]. A severe limitation was that the
parameter estimation was not recursive, requiring re-identification using all past data for each
new measurement. Furthermore, no statistical analysis was provided and even if, for this off-line
algorithm, (i) and (ii) can be dealt with rather straightforwardly using results from [53], (iii) is
non-trivial to analyze since the input signal is non-stationary.
Subsequently, the recursive certainty equivalence approach adopted in this contribution was
outlined in [27], but without formal treatment of (i)–(iii). Recently, [28] takes a different approach
and focus on a smaller class of problems, namely, identification of ARX systems with input filter
of finite impulse response (FIR) type as in [51]. The advantage of using ARX-models is that the
analysis of the recursive least-squares method can be carried out with a powerful result in [47].
There exists an extensive body of literature on general recursive stochastic algorithms, e.g.
[52], [45], [56], [13], [15], [25], [26], [14]. Building on this work, the objective of this paper
is to strengthen the theoretical foundations of the adaptive input design framework outlined in
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4[27], providing results for (i)–(iii), hereby validating current practice in input design.
While we will cover (i) and (ii), our primary objective will be to deal with (iii). In particular,
with θ∗, θn and θ
∗
n denoting the true parameter vector, the parameter estimate in the adaptive
algorithm, and the off-line parameter estimate obtained from an experiment using the optimal
input, respectively, we will be interested in establishing conditions for when adaptive input design
asymptotically yields the same asymptotic accuracy as the optimal non-adaptive design in the
sense that
√
n(θn − θ∗)
and
√
n(θ∗n − θ∗)
have the same asymptotic distribution. A pre-requisite for this is (of course) that the recursive
estimation algorithm is able to achieve this when the optimal input is used. Another ambition
has been to cover the general class of single-input single-output (SISO) linear time-invariant
(LTI) systems and associated model structures considered in [54]. The recursive prediction error
(RPE) approach [52], [56] fulfills these objectives. However, this algorithm requires a projection
mechanism and one generally cannot exclude the possibility that the sequence of estimates gets
trapped at the boundary where the projection takes place. In the closely related approach [25],
[26], the projection is replaced by a resetting mechanism which allows almost sure convergence
to the true parameter vector to be established. A restrictive assumption here is that the asymptotic
prediction error criterion is only allowed to have the true parameter vector as stationary point.
This is a more severe conditition than identifiability. However, for a method that, as in the
case of RPE, is based on gradient based non-linear search the best one can hope for is that
convergence takes place to the set of stationary points. Notice that the corresponding off-line
result [53], which proves convergence to the global minimum, makes the assumption that the
global minimum can be found - something that is not easy to guarantee in practice using gradient
based methods, being on-line or off-line. However, as our focus is (iii), which has convergence
to the true system parameters as a pre-requisite, we have chosen to base our algorithm and
analysis on the work [25], [26], thus avoiding the issue of clustering at the boundary. Recently,
a novel recursive algorithm for ARMAX models has been proposed in [14] for which a powerful
convergence result has been established. Unfortunately, for our considerations, this convergence
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5result applies only when the input is white and, furthermore, the asymptotic accuracy of this
algorithm is not known, and hence, at least at present, this algorithm is not suited to our purpose.
The paper starts off in Section II by introducing the system and model assumptions, together
with the input signal generation mechanism that will be employed. The latter depends on the
estimated parameter vector. Prediction error identification is discussed in Section III, leading
up to the presentation of the complete adaptive algorithm, comprising the true system, the
recursive estimation algorithm and the input generator, at the end of the section. Formal results
on convergence/consistency and asymptotic distribution for the adaptive system are provided in
Section IV. These results are quite general in that they make no specific use of the functional
relationship between the parameter estimate and the input generator, other than that this is a
sufficiently smooth map. These results are then placed in the context of adaptive input design
in the following Section V, where a complete adaptive input design algorithm is presented,
together with the result that this algorithm achieves the same asymptotic accuracy as an oracle.
The algorithm is illustrated on a numerical example in Section VI. Conclusions are provided in
Section VII. Proofs are provided in the appendices.
Notation: Throughout the paper, unless otherwise specified, we will employ the following no-
tation. Our problem will be embedded in an underlying complete probability space (Ω,F ,P),
where Ω is the sample space, F is the σ-algebra that defines events E in Ω which are measurable,
i.e., for which the probability P(E) is defined. Let E[·] be the expectation operator with respect
to the probability measure. If A is a vector or matrix, its transpose is denoted by AT . If P
is a square matrix, P > 0 (P < 0) means that P is a symmetric positive (negative) definite
matrix of appropriate dimensions while P ≥ 0 (P ≤ 0) is a symmetric positive (negative)
semidefinite matrix. If the square matrix P is nonsingular, its inverse is denoted by P−1. Im
stands for the identity matrix of order m, 0m×n stands for the zero matrix of dimensions m×n,
0m = 0m×1 stands for the zero vector of dimension m, and 0 denotes the zero matrix of
appropriate dimensions. Denote by λM(·), λm(·) and ρ(·) the maximum eigenvalue, minimum
eigenvalue and spectral radius of a matrix, respectively. For a vector, let | · | denote the Euclidean
norm and for a matrix the norm induced by the Euclidean norm. Unless explicitly stated, matrices
are assumed to have real entries and compatible dimensions.
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6II. LTI SYSTEM AND INPUT SIGNAL
Let us consider a general form of SISO LTI models (see, e.g., [54])
A(q, θA)yn =
B(q, θB)
F (q, θF )
un +
C(q, θC)
D(q, θD)
en (1)
where A(q, θA), B(q, θB), C(q, θC), D(q, θD) and F (q, θF ) are polynomials in the backward
shift operator q−1 of degrees pa, pb, pc, pd and pf , respectively,
A(q, θA) = 1 +
pa∑
j=1
ajq
−j , B(q, θB) =
pb∑
j=1
bjq
−j , C(q, θC) = 1 +
pc∑
j=1
cjq
−j,
D(q, θD) = 1 +
pd∑
j=1
djq
−j, F (q, θF ) = 1 +
pf∑
j=1
fjq
−j , (2)
where the parameters to be estimated are θA = (a1 a2 · · · apa)T , θB = (b1 b2 · · · bpb)T ,
θC = (c1 c2 · · · cpc)T , θD = (d1 d2 · · · dpd)T and θF =
(
f1 f2 · · · fpf
)T
. We collect all
parameters into θ =
[
θTA θ
T
B θ
T
F θ
T
C θ
T
D
]T
∈ Rpθ where pθ = pa+ pb + pf + pc+ pd ≥ 1. We
will assume that θ ∈ Dθ ⊂ Rpθ , where the set Dθ will be specified below.
The model (1) is very general, allowing the dynamics from input u to output y to be modeled
separately from the measurement noise, but also allowing for the input and noise to share
dynamics. We will make the following assumptions on the system.
Assumption 1: The true system is given by (1) for some θ. Labeling true parameters with
asterisks, e.g. θ∗, θ∗A, and a
∗
1, and the true polynomials by A
∗(q) = A(q, θ∗A), etc, it holds that
A∗(z) 6= 0, F ∗(z) 6= 0, C∗(z) 6= 0 and D∗(z) 6= 0 for all |z| ≥ 1, and also that θ∗ ∈ intDθ.
Furthermore, the system is at rest prior to time n = 0, i.e., yn = un = en = 0 for n < 0.
The conditions in Assumption 1 on C∗(z) and D∗(z) are not restrictive [54], while those on
A∗(z) and F ∗(z) impose stability of the system. Let a minimal state-space representation of the
true system be given by
ξn+1 = Aξξn +Bξun +Kξen
yn = Cξξn + en
(3)
where ξn ∈ Rnξ , un ∈ R and yn ∈ R represent the states, input and output of the system,
respectively. Assumption (1) implies that the transition matrix Aξ has all its eigenvalues strictly
inside the unit circle, i.e., the system (3) is internally stable, and that the matrix Aξ −KξCξ has
all its eigenvalues strictly inside the unit circle, i.e., the system (3) is inversely stable from {yn}
to {en}. For the noise process we have the following assumption.
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7Assumption 2: The noise process {en} is a sequence of independent random variables such
that
E[en] = 0, E[e
2
n] = σ
∗
e
2, sup
n
E[exp (αee
2
n)] <∞ (4)
for some αe > 0, where σ
∗
e
2 > 0 is unknown.
Assumption 2 on the noise is certainly satisfied for independent and identically distributed (i.i.d.)
Gaussian sequences (see [15], [25], [26]). We will impose a standard identifiability condition.
Assumption 3: The model structure (1) is globally identifiable at θ∗ (see [54, Theorem 4.1,
p116]), i.e.,
i) there is no common factor to all zpaA∗(z), zpbB∗(z) and zpcC∗(z),
ii) there is no common factor to zpbB∗(z) and zpfF ∗(z),
iii) there is no common factor to zpcC∗(z) and zpdD∗(z),
iv) if pa ≥ 1, then there must be no common factor to zpfF ∗(z) and zpdD∗(z),
v) if pd ≥ 1, then there must be no common factor to zpaA∗(z) and zpbB∗(z),
vi) if pf ≥ 1, then there must be no common factor to zpaA∗(z) and zpcC∗(z);
The convex set Dθ to which θ is restricted is in this paper defined as
Dθ = {θ : g(θ) ≤ 1, θC ∈ DC , θF ∈ DF}, (5)
where g : Rpθ → R+ is a continuous function, DC and DF are both compact sets corresponding
to stable polynomials, i.e., C(z, θC) 6= 0 and F (z, θF ) 6= 0 for all |z| ≥ 1 on Dθ. In fact, we will
impose a stricter condition. For this we introduce the joint spectral radius for a set of bounded
matrices Σ, defined as
ρ(Σ) = lim sup
n→∞
ρn(Σ), where ρn(Σ) = sup{[ρ(A)]1/n : A ∈ Σn} (6)
where Σn = {An · · ·A1 : Ak ∈ Σ, k = 1, · · · , n}. Let C˜(θC) ∈ Rpc×pc and F˜ (θF ) ∈ Rpf×pf be
the companion matrices of C(q, θC) and F (q, θF ), that is,
C˜(θC) =

−c1 −c2 · · · −cpc−1 −cpc
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

and F˜ (θF ) =

−f1 −f2 · · · −fpf−1 −fpf
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

.
Then we will use the following assumption.
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8Assumption 4: The sets DC and DF are compact and the joint spectral radii of ΣC =
{C˜(θC) : θC ∈ DC} and ΣF = {F˜ (θF ) : θF ∈ DF} are less than one. Furthermore, the function
g : Rpθ → R+ in (5) is continuous.
A common way, see, e.g., Condition 4.5 in [25], to ensure Assumption 4 is to assume that there
are positive definite matrices Vc ∈ Rpc×pc, Vf ∈ Rpf×pf satisfying
C˜T (θC)VcC˜(θC) < λVc, ∀ θC ∈ DC (7)
F˜ T (θF )Vf F˜ (θF ) < λVf , ∀ θF ∈ DF (8)
for some 0 < λ < 1, respectively.
Remark 2.1: Suppose that DC andDF are convex polyhedra with vertices θC,k, k = 1, · · · , nc,
and θF,j , j = 1, · · · , nf , respectively. The positive definite matrices Vc and Vf satisfy (7) and
(8) for all θC ∈ DC and θF ∈ DF if the following linear matrix inequalities (LMIs)
C˜Tk VcC˜k < λVc, k = 1, · · · , nc, and F˜ Tj Vf F˜j < λVf , j = 1, · · · , nf ,
hold, respectively, where C˜k = C˜(θC,k) and F˜j = F˜ (θF,j). This can be easily shown by using
that [C˜T1 VcC˜2 + C˜
T
2 VcC˜1] ≤ [C˜T1 VcC˜1 + C˜T2 VcC˜2] and hence
[aC˜1 + bC˜2]
TVc[aC˜1 + bC˜2] < (a
2 + b2)λVc + ab[C˜
T
1 VcC˜1 + C˜
T
2 VcC˜2] < (a
2 + 2ab+ b2)λVc = λVc
for all a ≥ 0, b ≥ 0 such that a+ b = 1.
Remark 2.2: Assumption 4 is certainly restrictive, but notice that Conditions (7)-(8) represent
the state-of-the art in recursive parameter estimation (see the remark below Condition 4.5 in [25]).
Remark 2.3: Observe that Assumption 4 is trivially satisifed for ARARX systems, i.e., model
(1) with pc = pf = 0. The ARARX is a stochastic model commonly used in economics,
engineering, health and medical science literature (see, e.g., [3], [18], [30], [43], [63], [64], [65],
[67], [75] and the references therein). As an application example of our proposed method, a
problem of adaptive input design for a class of ARARX models will be considered in Section
VI.
For ARMAX systems, i.e. when pd = pf = 0, Assumption 4 can be relaxed when the input
is not adaptively updated, e.g. the method in [14] applies to white inputs. See also [38].
Remark 2.4: By continuity of the model structure (1) (see also Appendix A), there exists a
compact subset Dθ0 ⊆ Dθ with θ∗ ∈ intDθ0 such that Assumption 3 holds for all θ ∈ Dθ0, or
say, the model structure (1) is globally identifiable at all θ ∈ Dθ0, where Dθ is given by (5).
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9The input signal {un} is defined in terms of an external source represented by a state-space
system that is at rest prior to time n = 0,
zn+1 = Az(r(θn))zn +Bz(r(θn))sn, n ≥ 0, zn = 0, n < 0
un = Cz(r(θn))zn +Dz(r(θn))sn.
(9)
Here θn is the estimate of θ
∗ and the state-space matrices Az ∈ Rm×m, Bz ∈ Rm, CTz ∈ Rm,
Dz ∈ R, with m being a finite non-negative integer, are functions of the variable r, which in
turn is a function of the model parameters, i.e. r : Rpθ → Rpr .
We will need bounded-input bounded-output (BIBO) stability of the input signal generator
(9). According to [41, Corollary 1.1, p21] (see also [16] and [9]) and Lemma 27.4 in [70], the
time-varying system (9) is BIBO stable the following assumption holds.
Assumption 5: The set of matrices {Az(r(θ)), Bz(r(θ)), Cz(r(θ)), Dz(r(θ)) : θ ∈ Dθ} is
bounded, and the joint spectral radius of Σz = {Az(r(θ)) : θ ∈ Dθ} is less than one.
Furthermore, the process {sn} is a sequence of independent random variables, independent
of {en}, such that
E[sn] = 0, E[s
2
n] = 1, sup
n
E[exp (αss
2
n)] <∞ (10)
for some αs > 0.
Since the input generator (9) is in the hands of the user, Assumption 5 can be ensured by
appropriate design using techniques from the theory on stability of linear time-varying systems,
see, e.g., the discussion after Assumption 4. As we will see in Section V, in adaptive input
design Az(·) does typically not depend on θ, in which case the condition on the joint spectral
radius of Σz is trivially satisfied.
III. PREDICTION ERROR ESTIMATION
For any θ ∈ Dθ, define the prediction error process by
εn(θ) = yn − yˆn(θ) (11)
for all n ≥ 0, where yn is the output of the true system (i.e. (1) with θ = θ∗) with a persistently
exciting input signal un = un(θ
∗) and yˆn(θ) is the one-step predictor for the LTI model (1)
yˆn(θ) =
D(q, θD)B(q, θB)
C(q, θC)F (q, θB)
un +
[
1− D(q, θD)A(q, θA)
C(q, θC)
]
yn, (12)
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which can also be written as a recursion
C(q, θC)F (q, θB)yˆn(θ) = F (q, θB) [C(q, θC)−D(q, θD)A(q, θA)] yn +D(q, θD)B(q, θB)un.
(13)
Introducing the auxiliary variables
wn(θ) =
B(q, θB)
F (q, θF )
un ⇒ wn(θ) =
pb∑
j=1
bjun−j −
pf∑
j=1
fjwn−j(θ) (14)
and
vn(θ) = A(q, θA)yn − wn(θ) ⇒ vn(θ) = yn +
pa∑
j=1
ajyn−j − wn(θ), (15)
we have (see, e.g., [56] and [54])
εn(θ) = yn − yˆn(θ) = yn − θTϕn−1(θ) (16)
for all n, where ϕn is a function of θ defined by
ϕn(θ) =
[
−y˜Tn−1 u˜Tn−1 −w˜Tn−1(θ) ε˜Tn−1(θ) −v˜Tn−1(θ)
]T
(17)
with y˜n−1 = [yn−1 · · · yn−pa]T ∈ Rpa, u˜n−1 = [un−1 · · · un−pb]T ∈ Rpb , w˜n−1(θ) = [wn−1(θ) · · · wn−pf (θ)]T ∈
R
pf , ε˜n−1(θ) = [εn−1(θ) · · · εn−pc(θ)]T ∈ Rpc, v˜n−1(θ) = [vn−1(θ) · · · vn−pd(θ)]T ∈ Rpd .
The asymptotic cost function is defined by (see [55] and [25])
W (θ) = lim
n→∞
1
2
E[ε2n(θ)]. (18)
Then the gradient and the Hessian of W are given by
Wθ(θ) =
∂
∂θ
W (θ) = lim
n→∞
E[εθ,n(θ)εn(θ)], (19)
Wθθ(θ) =
∂2
∂θ2
W (θ) =
∂2
∂θ∂θT
W (θ) (20)
respectively, where εθ,n(θ) = εθ,n(θ) =
∂
∂θ
εn(θ) = [
∂
∂θ1
εn(θ) · · · ∂∂θpθ εn(θ)]
T . Define
G(θ) = lim
n→∞
E[εθ,n(θ)ε
T
θ,n(θ)] (21)
for all θ ∈ Dθ. Then Wθθ(θ∗) = G(θ∗).
Note that yn = 0, un = 0, εn = 0 and εθ,n = 0 for all n < 0 since the system is at rest prior
to time n = 0. Let (Fn,F+n ), n ≥ 0, be a pair of families of σ-algebras such that (i) Fn ⊂ F is
monotone increasing, (ii) F+n ⊂ F is monotone decreasing, and (iii) Fn and F+n are independent
for all n ≥ 0. In this paper, we set Fn = σ{et, st : 0 ≤ t ≤ n} and F+n = σ{et, st : t ≥ n+ 1}.
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For simplicity, we write εn = εn(θ), εθ,n = εθ,n(θ), etc. where there is no ambiguity. The overline
indicates that (11) is defined as a frozen-parameter process (for fixed θ ∈ Dθ). Denote by εn
and εθ,n the online estimates of εn and εθ,n, respectively.
According to the model (16), the gradient εθ,n is given by (see, e.g., [25], [56])
C(q, θC)εθ,n(θ) = −ϕn(θ) + Ψn(θ), (22)
where
Ψn(θ) =

[D(q, θD)− 1] y˜n−1
u˜n−1
−w˜n−1(θ)
0
0

−D(q, θD)wθ,n(θ) (23)
with y˜n−1, u˜n−1, w˜n−1(θ) given by (16) and wθ,n = wθ,n(θ) is defined by
F (q, θF )wθ,n(θ) =
[
0 u˜Tn−1 −w˜Tn−1(θ) 0 0
]T
. (24)
Hence ϕn(θ), Ψn(θ), εθ,n(θ) are Fn−1-measurable. That is,
εθ,n(θ) = −ϕn(θ) + Ψn(θ)−
pc∑
j=1
cjεθ,n−j(θ). (25)
By (16), we have
εn(θ) = y˜
T
n−1(θA − θ∗A)− u˜Tn−1(θB − θ∗B) + w˜Tn−1(θF − θ∗F )− ε˜Tn−1(θC − θ∗C)
+ v˜Tn−1(θD − θ∗D) + ∆w˜Tn−1θ∗F −∆ε˜Tn−1θ∗C +∆v˜Tn−1θ∗D + en, (26)
where ∆w˜n−1 = ∆w˜n−1(θ, θ
∗) = w˜n−1(θ) − w˜n−1(θ∗), ∆v˜n−1 = ∆v˜n−1(θ, θ∗) = v˜n−1(θ) −
v˜n−1(θ
∗) and∆ε˜n−1 = ∆ε˜n−1(θ, θ
∗) = ε˜n−1(θ)−e˜n−1 with e˜n−1 = ε˜n−1(θ∗) = [en−1 · · · en−pc]T .
The true parameter θ∗ is obtained as the solution to the equation
E[εθ,n(θ)εn(θ)] = −E[ϕn(θ)εn(θ)] + E[Ψn(θ)εn(θ)]−
pc∑
j=1
E[cjεθ,n−j(θ)εn(θ)]
= E[ϕn(θ)ϕ
T
n (θ)](θ − θ∗)− E[ϕn(θ)∆w˜Tn−1]θ∗F + E[ϕn(θ)∆ε˜Tn−1]θ∗C
− E[ϕn(θ)∆v˜Tn−1]θ∗D − E[ϕn(θ)en] + E[Ψn(θ)εn(θ)]−
pc∑
j=1
E[cjεθ,n−j(θ)εn(θ)]
= E[ϕn(θ)ϕ
T
n (θ)](θ − θ∗)− E[ϕn(θ)∆w˜Tn−1]θ∗F + E[ϕn(θ)∆ε˜Tn−1]θ∗C
− E[ϕn(θ)∆v˜Tn−1]θ∗D + E[Ψn(θ)εn(θ)]−
pc∑
j=1
E[cjεθ,n−j(θ)εn(θ)]
= 0 as n→∞. (27)
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Notice that εn(θ
∗) = en is independent of ϕn(θ
∗), Ψn(θ
∗), εθ,n(θ
∗) which are Fn−1-measurable.
Therefore, θ = θ∗ is a solution to equation (27). We will impose the following assumption.
Assumption 6: θ = θ∗ is the unique solution to the normal equation (27) on Dθ.
Assumption 6 implies that θ∗ is consistently estimated when the input is generated by (9) with θn
kept fixed in the input generator. Assumption 6 requires that the transfer function Gu(q, r(θ)) =
Cz(r(θ))
[
qIm − Az(r(θ))
]−1
Bz(r(θ)) + Dz(r(θ)) is not identically zero, in turn implying that
the corresponding input spectrum (see, e.g., [54, Theorem 2.2, p.40])
Φu(e
iω, r(θ)) =
∣∣Gu(eiω, r(θ))∣∣2 ≥ 0 ∀ω, (28)
is not identically zero. In fact, since Gu is finite-dimensional it can only have a finite number
of zeros on the unit circle, it must hold that
Φu(e
iω, r(θ)) > 0 for almost all ω, (29)
which means that the input signal {un} is persistently exciting (see, e.g., [54, Definition 13.2,
p.414]) when the input filter is fix. It is possible to influence the uniqueness of the solution to
(27) by appropriate choice of the input spectrum, see [20] and references therein. However, the
shape of such spectra depend on the unknown θ∗. It would be interesting to develop adaptive
schemes based on this type of result so that Assumption 6 could be relaxed.
The model (11) together with the gradient expression (25) immediately suggests a Newton-
type recursive prediction error estimate of θ∗ as follows (see, e.g., [27] and [56])
θn+1 = θn − 1
n + 1
R−1n εθ,n+1εn+1, (30)
Rn+1 = Rn +
1
n+ 1
(εθ,n+1ε
T
θ,n+1 − Rn), (31)
where εn+1 and εθ,n+1 are the online estimates of εn and εθ,n given by (16) and (25), respectively.
In order to ensure that the estimates do not leave their domain of definition Dθ, and even
stay in a bounded domain, recursive estimation schemes such as (30)-(31) typically need to be
complemented with either a projection or a resetting mechanism (see [13], [25], [26], [28], [37],
[44], [45] and [52]). In this work, we consider the recursive estimation algorithm (30)-(31) with
a resetting mechanism, which is part of the entire adaptive system (33)-(39) below.
Obviously, we have G(θ) = limn→∞ E[εθ,n(θ)ε
T
θ,n(θ)] ≥ 0 for all θ ∈ Dθ. Under the above
assumptions, we have the following result ensuring local identifiability:
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Lemma 3.1: There is a subset Dθ∗ ⊆ Dθ such that θ∗ ∈ intDθ∗ and G(θ) > 0 for all θ ∈ Dθ∗ .
Proof: See Appendix A.
Lemma 3.1 implies that
R∗ = G(θ∗) = Wθθ(θ
∗) = lim
n→∞
E[εθ,n(θ
∗)εTθ,n(θ
∗)] > 0. (32)
Let DR be a compact set of symmetric positive definite matrices defined as DR = {P ∈ Rpθ×pθ :
κ1Ipθ ≤ P ≤ κ2Ipθ}, denoted by (34) below, where κ1 and κ2 are sufficiently small and large
positive constants (that will be given by (92) in Appendix D), respectively.
In summary, the adaptive system consists of the system (3), the input generator (9), the
on-line versions of the prediction-error gradient (25), the prediction-error itself (26), the Newton
updates (30)–(31), and the parameter resetting mechanism. The entire system is given by (33)-
(39), where Φn contain all state variables of the system. The exact definitions of all quantitites
are given in Appendix B.
Adaptive system
Dθ = {θ : g(θ) ≤ 1, θC ∈ DC , θF ∈ DF}, (33)
DR = {P ∈ Rpθ×pθ : κ1Ipθ ≤ P ≤ κ2Ipθ}, (34)
θ0 ∈ intDθ, R0 ∈ intDR, (35)
Φn+1 = AΦ(θn)Φn +BΦ(θn)ηn, (36)
θn+1− = θn − 1
n + 1
R−1n εθ,n+1εn+1, (37)
Rn+1− = Rn +
1
n + 1
(εθ,n+1ε
T
θ,n+1 − Rn), (38)
(θn+1, Rn+1) =
 (θn+1−, Rn+1−), θn+1− ∈ Dθ, Rn+1− ∈ DR(θ0, R0), otherwise. (39)
IV. CONVERGENCE AND ACCURACY ANALYSIS
In this section, we consider the convergence of the recursive estimation algorithm (33)-(39).
It is well known that the algorithm (33)-(39) can be viewed as finite-difference equations, which
has a natural connection with ordinary differential equations (ODEs) (see [52], [56], [44] and
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[45]). The ODE associated with the algorithm is given as follows (see, e.g., [52], [25] and [26])
d
dt
θt = −R−1t Wθ(θt) (40a)
d
dt
Rt = G(θt)−Rt (40b)
for t ≥ 0 with initial condition (θ0, R0), where Wθ(θt) and G(θt) are defined by (19) and (21),
respectively.
Assume the following condition (see Condition 3.4 in [26] and Condition C.4 in Appendix
VII).
Assumption 7: Let D0 ⊆ Dθ be a compact set such that θ∗ ∈ intD0. We assume the following:
(i) There exists a compact convex set D′0 ⊂ Dθ such that
θ(t, s, ξ) ∈ Dθ for ξ ∈ D0 and θ(t, s, ξ) ∈ D for ξ ∈ D′0 (41)
for all t ≥ s ≥ 0. In addition limt→∞ θ(t, s, ξ) = θ∗ for ξ ∈ D′0, and∣∣∣∣ ∂∂ξ θ(t, s, ξ)
∣∣∣∣ ≤ C0eα(s−t) (42)
with some C0 ≥ 1, α > 0 for all ξ ∈ D′0 and t ≥ s ≥ 0. (ii) We have an initial estimate θ0 = ξ0
such that for all t ≥ s ≥ 0 we have θ(t, s, ξ0) ∈ intD0.
Remark 4.1: The condition on the existence of D′0 can be removed if Dθ itself is convex.
Note that Dθ defined by (5) is convex and hence set D
′
0 is not needed in our paper.
Moreover, another condition is imposed on the generator (9) of the input signal
Assumption 8: The functions Az(r(·)), Bz(r(·)), Cz(r(·)) and Dz(r(·)) are triply continuously
differentiable with bounded partial derivatives up to second order on Dθ.
According to (1) and (9), {ηn} with ηn = [en+1 sn]T is i.i.d. and {η2n} is in class M∗ (see
[25]). It is also noticed that {ηn} is L-mixing, see Definition C.1, with respect to the σ-algebras
(Fn,F+n ) (see Appendix C). We establish the following theorem on convergence by applying the
main results in [25] (see also [26]), which are listed in Appendix C. First we need to introduce
the concept of M-boundedness.
Definition 4.1: A random process {s¯n}n≥0 is said to be M-bounded, which is denoted by
s¯n = OM(1), if Mk(s¯) = supn≥0 E
1/k
[|s¯n|k] <∞ for all 1 ≤ k <∞.
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Suppose that {tn} is a sequence of positive numbers. We write s¯n = OM(tn) if s¯n/tn =
OM(1).
Theorem 4.1:
If Assumptions 1-8 hold, then {(θn, Rn)} computed by the recursive algorithm (33)-(39)
satisfies
θn − θ∗ = OM
(
n−1/2
)
and Rn − R∗ = OM
(
n−1/2
)
. (43)
In particular, {(θn, Rn)} converges to (θ∗, R∗) a.s. as n→∞, where R∗ = G(θ∗) is defined
by (32).
Proof: See Appendix D.
Let the input signal denoted by {u∗n} be generated by (9) with θn = θ∗ for all n. Note
that H(n, θ∗) = −(R∗)−1εθ,n(θ∗)en is asymptotically a wide-sense stationary process with zero
mean and hence [26, Condition 6.1] is satisfied. Under Assumptions 1-8 (see Theorem 4.1),
[26, Theorem 6.2] implies that S∗ = limn→∞ nE
[
(θn − θ∗)(θn − θ∗)T
]
exists and it satisfies the
Lyapunov equation
(A∗ + Ipθ/2)S
∗ + S∗(A∗ + Ipθ/2)
T + P ∗ = 0
with A∗ = ∂
∂θ
[−R−1(θ)Wθ(θ)]∣∣∣
θ=θ∗
= −Ipθ (see, e.g., [59, (12), p.175]) and therefore S∗ = P ∗,
where
P ∗ =
∞∑
n=−∞
E
[
H(n, θ∗)HT (0, θ∗)
]
= σ∗e
2(R∗)−1 (44)
is the covariance matrix of
√
n(θn − θ∗) as n → ∞ when the input signal is generated by (9)
with θn = θ
∗ for all n.
Denoting by θ∗n the estimate given by the off-line prediction error method under the same
input excitation, it holds that limn→∞ nE
[
(θ∗n − θ∗)(θ∗n − θ∗)T
]
exists and equals (44) as well
[54]. Furthermore, the asymptotic distribution of
√
n(θ∗n − θ∗) is N (0pθ , P ∗).
Now we turn to the case where the input generator (9) is used instead of a stationary input.
Theorem 4.2: Suppose that Assumptions 1-8 hold. Then {(θn, Rn)} computed by the recursive
algorithm (33)-(39) satisfies
√
n (θn − θ∗) L−→ N (0pθ , P ∗) as n→∞, (45)
where P ∗ is the covariance matrix given by (44).
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Proof: See Appendix E.
Comparing with the discussion before the theorem, Theorem 4.2 implies that the asymptotic
distribution of
√
n (θn − θ∗) is the same as if the input {u∗n} is generated by (9) with θn = θ∗
for all n, and the off-line prediction error method is used.
It is observed that Assumptions 1-2 are descriptions of the nature, i.e., the LTI system (1)
with θ = θ∗, while, in practice, Assumptions 5 and 8 should be ensured by the input generator
(9) that is designed by the user, which will be illustrated with an application example in Section
VI.
V. ADAPTIVE INPUT DESIGN
We will now apply the results presented in the previous section and the certianty equivalance
principle in [27] to the case where the input generator (9) corresponds to the solution of an
optimal input design problem. We will tailor our results to the general frameworks in [40],
[11], [36], consisting of the two steps: (i) Design of the input autocorrelation sequence by way
of a semidefinite program (SDP), and (ii) spectral factorization of the corresponding spectrum,
yielding the input generator.
The main objective is to establish conditions under which Theorem 4.2 holds, as this will
then establish that adaptive input design asymptotically achieves the same accuracy as optimal
input design in the sense that the asymptotic distribution of
√
n(θn−θ∗) for the adaptive scheme
is the same as for the off-line case using the optimal input. The assumptions related to the input
generator are Assumptions 5 and 8. This means that our main tasks are to establish stability
of the time-varying linear system (9) and that the map from the model parameters to the state
space matrices in (9) is sufficiently smooth.
For these considerations, the essential characteristics of the optimal input design problems
in the aforementioned references are that they can be formulated as
min
r∈Rpr , γ∈Rpγ
γ1 (46)
s.t. M(r, γ, θ) ≥ 0 (47)
The decision variable r =
[
r1 . . . rpr
]T
∈ Rpr contains the coefficients in a finite expansion
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of the input spectrum
Φu(e
iω, r) =
pr∑
k=1
rk(Bk(eiω) + B∗k(eiω)), (48)
where {Bk}prk=1 are stable rational basis functions. A common choice is B1(z) = 1/2 and Bk(z) =
z−(k−1), k > 1, giving an input shaping filter of FIR type.
The matrixM(r, γ, θ) is block diagonal where each block captures, e.g., signal constraints/criteria
and model quality constraints/criteria, see below. The formulation (46)–(47) covers both the case
where a model quality measure is optimized subject to constraints on the used signals, or the
opposite formulation (known as least-costly design [11]).
The auxiliary variable γ =
[
γ1 . . . γpγ
]T
∈ Rpγ is (partly) used to incorporate a condition
that ensures that Φu, defined in(48), is non-negative. The latter can be ensured by the positive
real lemma (see, e.g., [40, Lemma 2.1]) and corresponds to an LMI. For the case of the basis
1/2, z−1, . . . (an FIR basis), it takes the form
K(Q; {Au, Bu, Cu, Du}) =
Q− ATuQAu −ATuQBu
−BTuQAu −BTuQBu
+
 0 CTu
Cu 2Du
 ≥ 0 (49)
where
Au =
0pr−2 Ipr−2
0 0Tpr−2
 , Bu =
0pr−2
1
 ,
Cu = Cu(r) = [rpr · · · r2], Du = Du(r) =
1
2
r1 (50)
The unique elements of Q = QT ≥ 0 are elements of γ. The left-hand side of (49) is thus one
of the blocks of M(r, γ, θ).
Signal constraints are in terms of constraints on signal spectra, either energy constraints
or frequency-by-frequency constraints. To illustrate the expressions involved, with the input
spectrum given by (48), the input energy for an experiment of length N can, using Parseval’s
theorem, be expressed as
NE[u2t ] =
N
2π
∫ pi
−pi
Φu(e
iω, r) dω =
pr∑
k=1
βk rk (51)
where βk =
N
2pi
∫ pi
−pi
(Bk(eiω) + B∗k(eiω))dω. Similarly, the noise free output energy of a model
can be expressed as
NE
[(
B(q, θB)
A(q, θA)F (q, θF )
ut
)2]
=
pr∑
k=1
αk(θ) rk
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where
αk(θ) =
N
2π
∫ pi
−pi
∣∣∣∣ B(eiω, θB)A(eiω, θA)F (eiω, θF )
∣∣∣∣2 (Bk(eiω) + B∗k(eiω))dω. (52)
The blocks of (47) that correspond to model quality measures are affine functions of the
information matrix. Modulo a normalization constant, the information matrix corresponds to
G(θ) defined in (21). Employing Parseval’s formula and (48), we can write
G(θ) =
pr∑
k=1
rk Gk(θ) +Ge(θ) (53)
where
Gk(θ) =
1
2π
∫ pi
−pi
Γ(eiω, θ)Γ∗(eiω, θ)(Bk(eiω) + B∗k(eiω))dω (54)
Ge(θ) =
1
2π
∫ pi
−pi
Γe(e
iω, θ)Γ∗e(e
iω, θ)dω (55)
where Γ(z, θ) and Γe(z, θ) are stable rational vector-valued functions for θ ∈ Dθ ,see [40], [54].
The term Ge is due to the noise excitation. Thus the information matrix is an affine function of
r, and hence the blocks of (47) that correspond to model quality measures are affine functions
of r as well.
The expressions (52), (54)–(55), are indicative of the dependence of M on θ. In summary,
the optimal input design frameworks of [40], [11], [36] lead to SDPs that can be written as
(46)–(47), with
M(r, γ, θ) =
pr∑
k=1
rk Mk(θ) +
pγ∑
k=1
γk Mpr+k(θ) +Mpr+pγ+1(θ) (56)
where
Mk(θ) =
1
2π
∫ pi
−pi
Γ˜k(e
iω, θ)Γ¯∗k(e
iω, θ) (57)
where in turn {Γ˜k(z, θ)} and {Γ¯k(z, θ)} are vector-valued rational transfer functions in z, with
coefficients possibly depending on θ, stable on Dθ.
It is clear from (56) that (46)–(47) is an SDP in r and γ. Spectral factorization of the resulting
spectrum (48) yields a stable filter which we denote Gu(z, r(θ)). Realizing this filter in state-
space form gives the input generator (9). The filter will share poles with the basis functions
{Bk(q)}prk=1. Thus it is only the numerator coefficients that depend on r so it can be written
Gu(z, r) =
∑m
k=0 gk(r)z
−k
d(z)
(58)
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for some fix denominator polynomial (in z−1) d(z). We can thus realize the filter in state-space
form (9) using a controllable form [42] where Az and Bz are fix matrices and where Cz and
Dz depend linearly on the filter coefficients {gk}.
We now summarize the adaptive input design algorithm that we will analyze.
Algorithm 5.1:
1) Parametrization. Fix the stable rational basis functions {Bk(z)}prk=1 in the input spectrum
expansion (48).
2) Initial estimate. Define Dθ and DR and set θ0 ∈ D0 ⊂ intDθ, R0 ∈ intDR and n = 0.
3) Generate input process. Take {sn} to be a sequence of independent random variables
satisfying (10).
4) Input spectrum update. Compute the optimal solution r(θn) to (46)-(47).
5) Input filter update. Compute the corresponding stable minimum phase input filter (58)
(Gu(z, r(θn))) by spectral factorization of the corresponding input spectrum Φu(e
iω, r(θn)).
6) Input generator update. Compute the controllable state-space realization of transfer function
Gu(z, r(θn)).
7) Measurement update. Compute and apply the input signal un+1 generated by (9) to the true
system and collect a new measurement yn+1 from the true system.
8) Parameter estimate update. The updated recursive estimate
θn+1 = [θ
T
A,n+1 θ
T
B,n+1 θ
T
F,n+1 θ
T
C,n+1 θ
T
D,n+1]
T
is computed by (33)-(39).
9) Iterate. Replace n by n + 1 and go to step 4).
For the above algorithm we have the following result.
Theorem 5.1: Suppose that
(i) M(r, γ, θ) in (47) is given by (56)–(57), where {Γ˜k(z, θ)} and {Γ¯k(z, θ)} are vector-valued
rational transfer functions in z, with coefficients possibly depending on θ, stable on Dθ.
(ii) Problem (46)-(47) is well posed in the sense that for each θ ∈ Dθ, the solution is bounded
from below. Assume also that (47) is strictly feasible for any θ in Dθ.
(iii) Problem (46)-(47) has a unique solution for every θ ∈ Dθ.
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(iv) Assumptions 1-4 and 6-7 hold, and the input is generated with {sn} satisfying the conditions
in Assumption 5.
Then {θn} generated by Algorithm 5.1 satisfies
θn − θ∗ = OM
(
n−1/2
)
and Rn − R∗ = OM
(
n−1/2
)
. (59)
In particular,
θn → θ∗ almost surely as n→∞.
Furthermore,
√
n (θn − θ∗) L−→ N (0pθ , P ∗)
where P ∗ is the covariance matrix given by (44), i.e. the covariance matrix obtained when an
input, {u∗n} say, having having the optimal input spectrum Φu(eiω, r(θ∗)) is used.
Finally, with {zn} and {z˜n} denoting the input signal {un} or a stably filtered version of
the input (such as, e.g., the output {yn(θ)}) when Algorithm 5.1 is operating, it holds that the
limit of
1
n
n∑
k=1
zkz˜
2
k−τ (60)
exists almost surely for any integer τ . The limit equals the corresponding correlation for the
same signals when an optimal input {u∗n} is used throughout the entire experiment.
Proof: See Appendix F.
Remark 5.1: By the arguments after Theorem 4.2, it follows that Theorem 5.1 shows that
the adaptive Algorithm 5.1 asymptotically recovers the same accuracy as using the optimal input
during the experiment together with the off-line prediction error method.
Remark 5.2: It follows from (60) that the sample input power
u¯2n :=
1
n
n∑
k=1
u2k (61)
converges almost surely to the power of the optimal input signal.
Remark 5.3: The condition on well-posedness is not restrictive. For example, it is trivially
satisfied for the common objective of minimizing some measure of the experimental effort, e.g.
the input energy.
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Remark 5.4: Assumption 6 implies that the solution to (46)-(47) has to correspond to a
non-zero input spectrum for any θ in Dθ.
Theorem 5.1 requires strict feasibility of the SDP (46)–(47). In the next lemma we establish
that this holds generally for the constraints used in [40], [11], [36]. We state the results for
the commonly used FIR basis, but the results are straightforward to extend to a general stable
rational set of basis functions.
Lemma 5.1: Let Z be a positive (semi-)definite matrix. Then the LMI (49) associated with
the positivity condition (28) and the quality constraint
G(θ) ≥ Z (62)
are strictly feasible.
Proof: See Appendix G.
Remark 5.5: Not all quality constraints in [40], [11], [36] are of the type (62). For example,
[40] employ quality constraints of the type
µ− TrZ ≥ 0Z V ∗
V G
 ≥ 0 (63)
where µ and V are fix quantities, and where Z = ZT ∈ Rpz×pz is an auxiliary variable. If we
take Z = µ/(2pz)I , Schur complement give that
G(θ)− V Z−1V ∗ = G(θ)− 2pz
µ
V V ∗ > 0 (64)
implies strict inequalities in (63), i.e. strict feasability. The condition (64) is of the type (62) and
hence Lemma 5.1 applies also to (63).
Remark 5.6: It is straightforward to extend Theorem 5.1 to the case where the system operates
in closed loop with a fix stabilizing LTI controller, and the experiment design problem concerns
designing the optimal reference signal. The expressions for signal spectra and the information
matrix become more involved, but retain the structure (56)–(57) that we rely on for the theorem.
Remark 5.7: For input design problems where some signal size measure is the objective
function, the first phase of Algorithm 5.1 may generate excessive excitation if the trajectory of
the parameter estimate {θn} passes through models that correspond to systems that are difficult
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to identify, i.e. require large signal sizes in order to achieve the quality specified by (46)–(47).
A practical way to avoid this is to limit the signal size in an initial phase.
VI. NUMERICAL ILLUSTRATION: L2-GAIN ESTIMATION
The problem of L2-gain estimation for FIR systems has been studied in [28, Section 6]. As
illustration of Algorithm 5.1, we extend this study to two cases where the dynamics still is of
finite impulse response type, i.e. A∗ = F ∗ = 1, but where a noise model is required. The first
case has true noise polynomials C∗ = 1 but D∗ 6= 1 and corresponds to a special case of an
ARARX system. For an ARARX model structure, Assumption 4 is trivially satisfied, see Remark
2.3. As shown below, we can also impose a condition ensuring Assumption 6. The second case
has C∗ 6= 1 but D∗ = 1, i.e. a MAX (Moving Average with eXogenous input) system. For this
case we cannot a priori guarantee Assumption 6, and we will also show that the conditions in
Assumption 4 can be relaxed without affecting the performance.
A. L2-gain estimation of ARARX systems
In this section, we consider a class of ARARX systems satisfying Assumptions 1-2 and with
pa = 0, pb ≥ 2 and pd ≥ 1 (see Remark 2.3). As in [28], the objective is to obtain a certain
accuracy of an estimate of the squared L2-gain
‖G∗‖22 :=
1
2π
∫ pi
−pi
|G∗(eiω)|2dω = θ∗BT θ∗B
of the system transfer function G∗(q) = B∗(q) at the end of an experiment of length N , and at
the same time use as little input power as possible. This problem can be formulated as follows
(see [28])
minu E[u
2
n]
s.t. Var[‖G¯N‖22] ≤ γ,
(65)
where Var[·] is the variance operator with respect to the underlying probability measure, G¯N(q) =
G(q, θB,N) represents the estimated transfer function with the truncated estimate of θ
∗
B and the
input signal is generated by the linear time-varying system (9).
April 17, 2019 DRAFT
23
As in [28], we use an FIR basis for the input and set the order m = pr − 1 = pb − 1 > 0
of the input generator (9). In this case, θ =
[
θTB θ
T
D
]T
and rj = E[unun−(j−1)], j = 1, . . . , pr.
Note that (16) and (25) give
εn(θ) = yn − θTϕn(θ) = yn − θT
 u˜n−1
−v˜n−1(θB)
 = u˜Tn−1(θ∗B − θB)− v˜Tn−1(θ∗B)θ∗D + v˜Tn−1(θB)θD + en,
εθ,n(θ) = −ϕn(θ) + Ψn(θD) =
 −u˜n−1
v˜Tn−1(θB)
+
−∑pdk=1 dku˜Tn−1−k
0
 =
−D(q, θD)u˜n−1
v˜Tn−1(θB)

while (15) yields
v˜n−1(θB) =

yn−1 − u˜Tn−1θB
...
yn−pd − u˜Tn−pdθB
 =

u˜Tn−2
...
u˜Tn−pd
 (θ∗B − θB)−

v˜Tn−1(θ
∗
B)
...
v˜Tn−pd(θ
∗
B)
 θ∗D +

en−1
...
en−pd
 . (66)
Notice that, since {un} (with un = un(θ∗)) and {en} are independent, uj and vk(θ∗B) = 1D(q,θ∗
D
)
ek
are independent for all j and k. This implies
E
[
(−D(q, θD)u˜n−1) v˜Tn−1(θB)θD
]
= E
[
(−D(q, θD)u˜n−1)
pd∑
k=1
dk
pb∑
j=1
un−k−j(b
∗
j − bj)
]
= E
[
(−D(q, θD)u˜n−1)
pb∑
j=1
(b∗j − bj)
pd∑
k=1
dkun−j−k
]
= E
[
(−D(q, θD)u˜n−1)
( pd∑
k=1
dku˜
T
n−j−k
)
(θ∗B − θB)
]
.
In the limit n→∞, (27) is given as
E[εθ,n(θ)εn(θ)] = E[(−ϕn(θ) + Ψn(θ))εn(θ)]
=
 E[( −D(q, θD)u˜n−1)u˜Tn−1(θ∗B − θB)] + E[(−D(q, θD)u˜n−1)v˜Tn−1(θB)θD]
E[v˜n−1(θB)u˜
T
n−1(θ)](θ
∗
B − θB) + E[v˜n−1(θB)v˜Tn−1(θB)]θD − E[v˜n−1(θB)v˜Tn−1(θ∗B)]θ∗D

= 0, (67)
that is,
E
[(
D(q, θD)u˜n−1
)(
D(q, θD)u˜
T
n−1
)]
(θ∗B − θB) = 0, (68a)
RTB(θB − θ∗B) + E[v˜n−1(θB)v˜Tn−1(θB)]θD − E[v˜n−1(θB)v˜Tn−1(θ∗B)]θ∗D = 0, (68b)
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where
RB =

∑pb
j=1 rj+1(bj − b∗j )
∑pb
j=1 rj+2(bj − b∗j ) · · ·
∑pb
j=1 rj+pd(bj − b∗j )∑pb
j=1 rj+1(bj − b∗j )
∑pb
j=1 rj+1(bj − b∗j ) · · ·
∑pb
j=1 rj+pd−1(bj − b∗j )
...
...
. . .
...∑pb
j=1 rj−pb+1(bj − b∗j )
∑pb
j=1 rj−pb+3(bj − b∗j ) · · ·
∑pb
j=1 rj−pb+pd+1(bj − b∗j )
 .
(69)
It is observed that, since the input signal {un} is persistently exciting, (68a) has the unique
solution θB = θ
∗
B , i.e., bj = b
∗
j for 1 ≤ j ≤ pb. Then, in this case, (68b) gives
R∗v(θD − θ∗D) = 0, (70)
which has the unique solution θD = θ
∗
D since R
∗
v = E[v˜n−1(θ
∗
B)v˜
T
n−1(θ
∗
B)] > 0 (see (74) below).
Therefore, θ = θ∗ is the unique solution to the normal equations (67) on any compact set
Dθ ⊂ Rpθ with θ∗ ∈ intDθ.
B. The optimization problem
In the identification procedure, the new input of each step is determined by the solution of the
optimization problem (65). Obviously, with the parametrization described above, the objective
function E[u2n] in (65) equals r1. As suggested in [28], the variance constraint Var[‖G¯N‖22] ≤ γ
may be replaced using a linear approximation of ‖G(q, θN )‖22 around the true value
‖G¯N‖22 = ‖G∗‖22 + 2θ∗BT (θB,N − θ∗B)(1 + ε¯N) (71)
where ε¯N = o(1) is a bounded error term such that all finite moments of ε¯N converge to 0 when
θN − θ∗ tends to 0, which implies that the variance of the squared L2-gain can be written as
Var[‖G¯N‖22] = 4θ∗BTCov[θB,N ]θ∗B + trCov(θB,N ) · o(1) (72)
with o(1)→ 0 as N →∞, where Cov[·] is the covariance operator with respect to the underlying
probability measure. According to Theorem 5.1, the original variance constraint may be replaced
by an approximation
4θ∗B
T σ
∗
e
2
N
(R∗u)
−1θ∗B ≤ γ, (73)
where R∗u ∈ Rpb×pb is the principal submatrix of R∗ and therefore
P ∗ = σ∗e
2(R∗)−1 = σ∗e
2
R∗u 0
0 R∗v
−1 = σ∗e 2
(R∗u)−1 0
0 (R∗v)
−1
 . (74)
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Inequality (73), by Schur complements, can be expressed as R∗u 2θ∗B
2θ∗B
T γN
σ∗e
2
 ≥ 0. (75)
In the adaptive input design context, at each step we replace the true value θ∗ with the
estimate θn = [ θ
T
B,n θ
T
D,n]
T . Therefore, the optimization problem that is solved at time step n is
given by
min
r, Q
r1 (76)
s.t.
Ru(θ) 2θB,n
2θTB,n
γN
σ2e,n
 ≥ 0, K(Q; {Au, Bu, Cu(θ), Du(θ)}) ≥ 0,
Q ≥ 0, Ru(θ) ≥ βRIpb,
where Ru(θ) is the symmetric Toeplitz matrix with r as first column and βR is a small positive
number set to ensure the persistent excitaion condition.
As in [28], the optimization is made with the MATLAB toolbox YALMIP ([23] and [58]) and
the solver sdpt3 ([76]). The conditions of Theorem 5.1 are satisfied for the procedure described
above, which implies that the parameter estimates will converge to the true value almost surely
and the asymptotic accuracy for the adaptive design will be the same as for the optimal input.
C. Simulation results
Generalizing the FIR numerical example in [28], we take the true parameters of the ARARX
system with orders pa = 0, pb = 4 and pd = 3 to be θ
∗
B = (0.9 0.6 0.2 0.3)
T , θ∗D =
(−1.2 0.75 − 0.2)T and σ∗e2 = 0.1. As in [28], we set the order m = pr − 1 = 3 for the
linear time-varying system (9). In the following simulations, we employ the algorithm (33)-(39)
and choose Dθ = {θ : |θB| ≤ 3, |θD| ≤ 10} , DR with κ1 = 10−6 and κ2 = 1010, initial value
θ0 = [θ
T
B,0 θ
T
D,0]
T = 07 and R0 = I7.
The total experiment length N = 6×103, the required accuracy γ = 5×10−5 and βR = 10−2.
Figs. 1 and 2 show a typical realization of Algorithm 5.1 for estimates of θB andX =
[
θTD σ
2
e
]T
,
respectively, while Figs. 3 and 4 show a typical realization of algorithm (33)-(39) with the optimal
input signal that is generated by (9) with parameters obtained by solving the optimization problem
(76) with θn = θ
∗. Figs. 5 and 6 shows the input signal u for the same realizations as in Figs.
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Fig. 1. Solid lines: estimates of θB by Algorithm 5.1. Dotted
lines: true values.
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Fig. 2. Solid lines: estimates of X = [θD σ
2
e ] by Algorithm
5.1. Dotted lines: true values.
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Fig. 3. Solid lines: estimates of θB by algorithm (33)-(39)
with optimal input. Dotted lines: true values.
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Fig. 4. Solid lines: estimates of X = [θD σ
2
e ] by algorithm
(33)-(39) with optimal input. Dotted lines: true values.
1-2 and Figs. 3-4, respectively. The realization of the sample input power (61) corresponding
to Figs 1-2, as well as r1 of the optimal input, are shown in Fig. 7. Fig. 8 shows the variance
of the estimated L2-gain, Var(‖G¯N‖22), estimated from 100 Monte Carlo simulations with the
adaptive input and the optimal input, respectively.
D. Simulation results for a MAX system
As noted in Remark 2.2, the conditions imposed by Assumption 4 are restrictive. However,
we will now illustrate that the proposed algorithm may work even if the conditions in Assumption
4 are not satisfied. To this end, let us generalize the FIR numerical example in [28] to a MAX
system. The true parameters of the MAX system with orders pb = 4 and pc = 1 are θ
∗
B =
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Fig. 5. The realization of adaptive input signal u for
Algorithm 5.1 corresponding to Figs. 1-2.
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Fig. 6. The realization of optimal input signal u correspond-
ing to Figs. 3-4.
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Fig. 7. Solid line: the realization of sample input power u¯2
for Algorithm 5.1 corresponding to Figs. 1, 2 and 5. Dotted
line: input power r1 of the optimal input.
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Fig. 8. Variance of the estimated L2-gain, Var(‖G¯N‖
2
2).
Solid line: variance estimated from Monte Carlo simulations
with the adaptive input. Dotted line: variance estimated from
Monte Carlo simulations with the optimal input.
(
0.9 0.6 0.2 0.3
)T
, θ∗C = c
∗
1 = 0.8 and σ
∗
e
2 = 0.1. In the following simulations, we have
used Dθ = {θ : |θB| ≤ 3, |c1| ≤ KC}, DR with κ1 = 10−6 and κ2 = 1010, and initial values
θ0 = [θ
T
B,0 θC,0]
T = (0 0 0 0 0)T ∈ D0 and R0 = I5. Moreover, N = 5 × 103 and γ = 10−4.
Note that, as required by Assumption 4, KC = 0.9999 < 1 for DC = {|θC | ≤ KC} in [39].
But, from simulations, it appears that KC can be chosen larger. Here we take KC = 5, which
is much larger than what is required by Assumption 4. Notice also that Assumption 6 can not
be ensured in this example. Figs. 9 and 10 originate from a typical realization of Algorithm
5.1, while Figs. 11 and 12 are typical realizations from the same algorithm, save for that the
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Fig. 9. Solid lines: estimates of θB by Algorithm 5.1. Dotted
lines: true values.
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Fig. 10. Solid lines: estimates of X = [θC σ
2
e ] by Algorithm
5.1. Dotted lines: true values.
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Fig. 11. Solid lines: estimates of θB by algorithm (33)-(39)
with optimal input. Dotted lines: true values.
0 1000 2000 3000 4000 5000
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
n
X
Fig. 12. Solid lines: estimate of of X = [θC σ
2
e ] by
algorithm (33)-(39) with optimal input. Dotted lines: true
values.
optimal input is used. The realization of sample input power u¯2 corresponding to Figs 9-10,
as well as r1 of the optimal input, are shown in Fig. 13. Fig. 14 shows the variance of the
estimated L2-gain, Var(‖G¯N‖22), estimated from 100 Monte Carlo simulations with the adaptive
input and the optimal input, respectively. We see that also in this case Algorithm 5.1 performs
well, despite that some of the assumptions are not satisfied. Thus the algorithm exhibit some
degree of robustness.
VII. CONCLUSION
This paper presents sufficient conditions for consistency of an adaptive system consisting of
a SISO LTI system, a recursive prediction error estimator and an input generator which uses the
parameter estimates. The asymptotic distribution of the resulting parameter estimates has been
derived as well.
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Fig. 13. The realization of adaptive input signal u for
Algorithm 5.1 corresponding to Figs. 9-10.
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Fig. 14. The realization of optimal input signal u corre-
sponding to Figs. 11-12.
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Fig. 15. Solid line: the realization of sample input power u¯2
for Algorithm 5.1 corresponding to Figs. 9, 10 and 13. Dotted
line: input power r1 of the optimal input.
n
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Va
r(|G
| 22 )
10-4
10-3
10-2
10-1
100
101
102
103
Fig. 16. Variance of the estimated L2-gain, Var(‖G¯N‖
2
2).
Solid line: variance estimated from Monte Carlo simulations
with the adaptive input. Dotted line: variance estimated from
Monte Carlo simulations with the optimal input.
As an application, we have proposed an adaptive input design method for stable LTI systems
based on the certainty equivalence principle. This is a formal development of the scheme outlined
in [27], which establishes convergence and asymptotic efficiency. The asymptotic theory is
backed-up by a finite-sample simulation study.
APPENDIX A. PROOF OF LEMMA 3.1
Clearly, given any θ ∈ Dθ, E[εθ,n(θ)εTθ,n(θ)] ∈ Rpθ×pθ is a symmetric positive semidef-
inite matrix. Furthermore, E[εθ,n(θ)ε
T
θ,n(θ)] = E[ϕn(θ)ϕ
T
n (θ)] is not symmetric positive defi-
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nite if and only if there exists a nonzero vector ν ∈ Rpθ such that νTE[εθ,n(θ)εTθ,n(θ)]ν =
E[νT εθ,n(θ)ε
T
θ,n(θ)ν] = E[|νT εθ,n(θ)|2] = E[|νTϕn(θ)|2] = 0.
Let
G¯∗(q) =
B∗(q)
A∗(q)F ∗(q)
and H¯∗(q) =
C∗(q)
A∗(q)D∗(q)
,
then yn(θ) = G¯
∗(q)un + H¯
∗(q)en. By (25), we observe that
εθ,n(θ) = εθ,n(θ) =
[
Fu(q, θ) Fe(q, θ)
] [
un en
]T
= Fu(q, θ)un + Fe(q, θ)en (77)
and hence E[εθ,n(θ)ε
T
θ,n(θ)] are continuous on Dθ since both Fu(q, θ) and Fe(q, θ) are continuous
on Dθ, where
Fu(q, θ) =
[
Fuy˜(q) −Fuu˜(q) Fuw˜(q, θ) −Fuε˜(q, θ) Fuv˜(q, θ)
]T
,
Fe(q, θ) =
[
Fey˜(q) 0
T
pb
0Tpf −Feε˜(q, θ) Fev˜(q, θ)
]T
,
Fuy˜(q) =
[
q−1 · · · q−pa] G¯∗(q), Fuu˜(q) = [q−1 · · · q−pb] ,
Fuw˜(q, θ) =
[
q−1 · · · q−pf ]Fwu(q, θ), Fwu(q, θ) = B(q, θB)
F (q, θF )
,
Fuε˜(q, θ) =
[
q−1 · · · q−pc]Fεu(q, θ), Fεu(q, θ) = D(q, θD)
C(q, θC)
Fvu(q, θ),
Fuv˜(q, θ) =
[
q−1 · · · q−pd]Fvu(q, θ), Fvu(q, θ) = A(q, θA)G¯∗(q)− Fwu(q, θ),
Fey˜(q) =
[
q−1 · · · q−pa] H¯∗(q),
Feε˜(q, θ) =
[
q−1 · · · q−pc]Fεe(q, θ), Fεe(q, θ) = D(q, θD)A(q, θA)
C(q, θC)
H¯∗(q),
Fev˜(q, θ) =
[
q−1 · · · q−pd]Fve(q, θ), Fve(q, θ) = A(q, θA)H¯∗(q).
Particularly, we have
εθ,n(θ
∗) = Fu(q, θ
∗)un + Fe(q, θ
∗)en, (78)
where Fu(q, θ
∗) =
[
Fuy˜(q) −Fuu˜(q) Fuw˜(q, θ∗) 0Tpc 0Tpd
]T
and
Fe(q, θ
∗) =
[
Fey˜(q) 0
T
pb
0Tpf −Feε˜(q, θ∗) Fev˜(q, θ∗)
]T
.
Note that {un} is generated by (9) with {sn} independent of {en}. For any nonzero vector
ν ∈ Rpθ , we have
νT εθ∗,n(θ) = ν
TFu(q, θ
∗)un + ν
TFe(q, θ
∗)en, (79)
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and, by Parseval’s formula,
E[|νT εθ,n(θ∗)|2] = 1
2π
∫ pi
−pi
[
νTFu(e
iω, θ∗) νTFe(e
iω, θ∗)
]Ψu(eiω) 0
0 σ∗e
2
F Tu (eiω, θ∗)ν
F Te (e
iω, θ∗)ν
 dω.
(80)
Since Assumption 3 implies that there does not exist a vector ν 6= 0pθ such that
νTFu(e
iω, θ∗) = νTFe(e
iω, θ∗) = 0
for almost all ω, (80) with (29) yields E[|νT εθ∗,n(θ∗)|2] > 0 for any nonzero vector ν ∈ Rpθ ,
or say, E[εθ,n(θ
∗)εTθ,n(θ
∗)] > 0. Since Assumption 3 holds on some neighborhood of θ∗ (see
Remark 2.4), it follows the desired result.
APPENDIX B. NOTATIONS IN ADAPTIVE SYSTEM (33)-(39)
Φn = [Φ
T
1,n Φ
T
2,n Φ
T
3,n Φ
T
4,n Φ
T
5,n Φ
T
6,n Φ
T
7,n Φ
T
8,n]
T ∈ Rm+pθ+nξ+2, Φ1,n = zn, Φ2,n = u˜n−1,
Φ3,n = en, Φ4,n = ξn, Φ5,n = y˜n−1, Φ6,n = w˜n−1, Φ7,n = v˜n−1, Φ8,n = ε˜n−1, ηn = [en+1 sn]
T ,
AΦ(θ) =

Az(r(θ)) 0 0 0 0 0 0 0
A21 A22 0 0 0 0 0 0
0 0 0 0 0 0 0 0
BξCz(r(θ)) 0 Kξ Aξ 0 0 0 0
0 0 A53 A54 A55 0 0 0
0 A62 0 0 0 F˜ 0 0
0 A72 A73 A74 A75 A76 A77 0
0 A82 A83 A84 A85 A86 A87 C˜

, BΦ(θ) =

0 Bz(r(θ))
0 B22
1 0
0 BξDz(r(θ))
0 0
0 0
0 0
0 0

,
Q(θ,Φn+1) = −R−1n (θ)εθ,n+1(θ)
(
CξΦ4,n+1 + Φ3,n+1 + θ
T εθ,n+1
)
,
Rn+1(θ) =
n
n+ 1
Rn(θ) +
1
n + 1
εθ,n+1ε
T
θ,n+1
εθ,n(θ) =

Φ5,n
−Φ2,n
Φ6,n
−Φ8,n
Φ7,n

∈ Rpθ , A21 =

Cz(r(θ))
0
...
0
 ∈ Rpb×m, A22 = I˜u =
 0 0
Ipb−1 0
 ∈ Rpb×pb ,
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B22 =

Dz(r(θ))
0
...
0
 ∈ Rpb , A53 = I˜ey =

1
0
...
0
 ∈ Rpa , A54 =

Cξ
0
...
0
 ∈ Rpa×nξ , A55 = I˜y =
 0 0
Ipa−1 0
 ∈ Rpa×pa, A62 =

θTB
0
...
0
 ∈ Rpf×pb , A72 =

−θTB
0
...
0
 ∈ Rpd×pb , A73 =

1
0
...
0
 ∈
R
pd , A74 =

Cξ
0
...
0
 ∈ Rpd×nξ , A75 =

θTA
0
...
0
 ∈ Rpd×pa, A76 =

θTF
0
...
0
 ∈ Rpd×pf , A77 = I˜v =
 0 0
Ipd−1 0
 ∈ Rpd×pd, A82 =

−θTB
0
...
0
 ∈ Rpc×pb , A83 =

1
0
...
0
 ∈ Rpc, A84 =

Cξ
0
...
0
 ∈ Rpc×nξ ,
A86 =

θTA
0
...
0
 ∈ Rpc×pa , A86 =

−θTF
0
...
0
 ∈ Rpc×pf and A87 =

θTD
0
...
0
 ∈ Rpc×pd.
APPENDIX C. SOME USEFUL RESULTS IN LITERATURE
Definition C.1: A random process {s¯n}n≥0 is L-mixing with respect to the σ-algebras
(Fn,F+n ), n ≥ 0, if the following conditions are satisfied:
i) s¯n is Fn measurable,
ii) s¯n = OM(1),
iii)
∑∞
t=0 γk(t) <∞ for all 1 ≤ k <∞, where
γk(t) = sup
n≥t
E
1/k
[∣∣s¯n − E[s¯n|F+n ]∣∣k] , t ≥ 0.
Some useful theorems derived from the main results in [25], [26] are given as follows, which
are applied to develop our results in this paper.
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Condition C.1: The noise {ηn} in the system (36) is a sequence of independent random
variables such that
sup
n
E[exp (αη|ηn|2)] <∞ (81)
holds for some αη > 0.
Condition C.2: The time-varying system (36) is bounded input-bounded output (BIBO) stable.
Condition C.3 The families of matrices AΦ(θ) and BΦ(θ), θ ∈ Dθ, are triply continuously
differentiable with bounded partial derivatives up to second order in Dθ.
Condition C.4: Denote by X(t; t¯, X¯) the solution to ODE (40) for t ≥ t¯ ≥ 0 with Xt¯ = X¯ .
Assume that (40) has a unique equilibrium point X∗ ∈ intDX00 on DX and X¯ ∈ intDX00,
where DX00 ⊂ intDX is a compact convex set that is invariant for (40) and {X(t; t¯, X¯) : t >
t¯ ≥ 0, X¯ ∈ DX00} ⊂ intDX00. Moreover, for every X¯ ∈ DX00, we have the Lyapunov exponent
−α < −1/2, i.e., there is a constant C¯0 > 0 such that∣∣∣∣ ∂∂X¯ X(t; t¯, X¯)
∣∣∣∣ ≤ C¯0 exp (−α(t− t¯ )) (82)
for all t > t¯ ≥ 0.
A variant of [25, Theorem 4.1] (see also [26, Theorem 3.3]) is given as follows
Theorem C.1: Assume that Conditions C.1, C.2, C.3 hold, and that Condition C.4 also holds
with X¯ = X0 = (θ0, R0) ∈ intDX00. Then {Xn} with Xn = (θn, Rn) computed by the recursive
stochastic algorithm (33)-(39) satisfies
Xn −X∗ = OM(n−1/2). (83)
In particular Xn → X∗ almost surely as n→∞.
APPENDIX D. PROOF OF THEOREM 4.1
It is observed that, by (4) and (10), Condition C.1 is satisfied. Let us consider Condition
C.2, i.e., the BIBO stability of the linear time-varying system (36). According to Lemma 27.4
in [70], the time-varying system (36) is BIBO stable if the set {BΦ(θ)) : θ ∈ Dθ} is bounded
and the automous system obtained with BΦ(θ) = 0 is uniformly exponentially stable.
From Appendix B we have that BΦ(θ) depends only on θ through Bz(r(θ)) and Dz(r(θ)),
which by assumption are bounded.
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Uniform exponential stability is equivalent to uniform asymptotic stability (see, e.g., [6]),
which in turn is equivalent to that the joint spectral radius of the set of state transition matrices
ΣΦ = {AΦ(θ) : θ ∈ Dθ} is less than one, when this set is bounded [41, Corollary 1.1, p.21] (see
also [9]). Below we will show that ρ(ΣΦ) < 1 but first we need to establish that ΣΦ is bounded.
From Appendix B we have that AΦ(θ) depends affinely on Az(r(θ)), Cz(r(θ)), and θ. There are
no other θ-dependencies in AΦ(θ). By Assumption 5 Az(r(θ)), Cz(r(θ)) are bounded on Dθ.
Furthermore, Dθ is compact due to Assumption 4, and hence θ ∈ Dθ is bounded. Hence ΣΦ is
bounded. We will now analyze the joint spectral radius of ΣΦ.
Let ΣnΦ = {An · · ·A2A1 : Ak ∈ ΣΦ, k = 1, 2, · · · , n}. It is easy to observe that every product
A¯Φ,n ∈ ΣnΦ is a lower triangular matrix of the form
A¯Φ,n =

A¯z,n 0 0 0 0 0 0 0
∗ (I˜u)n 0 0 0 0 0 0
0 0 0 0 0 0 0 0
∗ ∗ ∗ (Aξ)n 0 0 0 0
∗ ∗ ∗ ∗ (I˜y)n 0 0 0
∗ ∗ ∗ ∗ ∗ F¯n 0 0
∗ ∗ ∗ ∗ ∗ ∗ (I˜v)n 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ C¯n

(84)
for all n ≥ 1, where A¯z,n ∈ Σnz , C¯n ∈ ΣnC , F¯n ∈ ΣnF and the entries denoted by ∗ can be
zero or nonzero. Thus the eigenvalues of A¯Φ,n are given by the eigenvalues of the matrices on
the block-diagonal. Obviously, (I˜u)
n, (I˜y)
n and (I˜v)
n are strictly lower triangular matrices (i.e.,
lower triangular matrices having zeros along their main diagonals) for all n ≥ 1. In fact, there
is a positive integer n0 such that (I˜u)
n = 0, (I˜y)
n = 0 and (I˜v)
n = 0 for all n ≥ n0 since all I˜u,
I˜y and I˜v are nilpotent matrices. Thus these matrices have all eigenvalues at the origin. Next,
note that the transition matrix Aξ has all its eigenvalues strictly inside the unit circle, that is
ρ(Aξ) < 1. Recalling (6), the above gives
ρn(ΣΦ) = max {ρn(Σz), ρ(Aξ), ρn(ΣC), ρn(ΣF )} (85)
for all n ≥ 1. But this combined with Assumptions 4 and 5 and that ρ(Aξ) < 1, immediately
implies
ρ(ΣΦ) = lim sup
n→∞
ρn(ΣΦ) < 1. (86)
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Thus, as argued above, Lemma 27.4 in [70] and [41, Corollary 1.1, p21] (see also [9]) imply
that the switching system (36) is (uniformly asymptotically) stable and therefore BIBO stable.
Therefore, Condition C.2 is satisfied.
Let us proceed to show the asymptotic stability of the associated ODE (40). Since G(θ) is
continuous on the compact Dθ (see Appendix A), there exists κ0 > 0 such that 0 ≤ G(θ) < κ0Ipθ
for all θ ∈ Dθ. Note that ODE (40b) with initial value R0 > 0 gives
Rt = e
− 1
2
Ipθ tR0e
− 1
2
Ipθ t + e−
1
2
Ipθ t
[∫ t
0
e
1
2
Ipθ τG(θτ )e
1
2
Ipθ τdτ
]
e−
1
2
Ipθ t (87)
for all t ≥ 0, which yields
κre
−tIpθ < e
− 1
2
Ipθ tR0e
− 1
2
Ipθ t ≤ Rt ≤ R0 + e− 12 Ipθ t
[∫ t
0
e
1
2
Ipθ τκ0Ipθe
1
2
Ipθ τdτ
]
e−
1
2
Ipθ t
= R0 + κ0(1− e−t)Ipθ < κ2Ipθ (88)
for all t ∈ [0,∞), where κ2 = κR + κ0 with κRIpθ > R0 > κrIpθ > 0. This implies that
κ−12 Ipθ < R
−1
t < κ
−1
r e
tIpθ , ∀ t ∈ [0,∞). (89)
Recall that the asymptotic cost function W (θ) defined by (18) has exactly one minimum θ∗ on
Dθ since (27) has the unique solution θ = θ
∗. Obviously, W (θ) ≥ W (θ∗) > 0 for all θ ∈ Dθ.
By (40a) and Assumption 7, we observe
d
dt
W (θ) = −W Tθ (θ)R−1t Wθ(θ) ≤ −λm(R−1t )
∣∣Wθ(θ)∣∣2 < −κ−12 ∣∣Wθ(θ)∣∣2 (90)
for all t ∈ [0,∞), and, particularly,
d
dt
W (θ) ≤ −κ−12 w2θ∗ < 0
for all θ ∈ Dθ\Dθ∗ , where w2θ∗ = infθ∈Dθ\Dθ∗
∣∣Wθ(θ)∣∣2. This implies that there is a finite positive
constant tθ∗ ≤ W (θ0)/(κ−12 w2θ∗) such that θt ∈ Dθ∗ for all t ≥ tθ∗ . By Lemma 3.1, there is a
positive constant κθ∗ such that G(θ) ≥ κθ∗Ipθ for all θ ∈ Dθ∗ . This combined with (87) and (88)
gives
Rt ≥ Rtθ∗ + e−
1
2
Ipθ t
[∫ t
tθ∗
e
1
2
Ipθ τκθ∗Ipθe
1
2
Ipθ τdτ
]
e−
1
2
Ipθ t > κre
−tθ∗ Ipθ + κθ∗e
−tθ∗ Ipθ (91)
for all t ≥ tθ∗ . But (88) and (91) immediately yield Rt > κ1Ipθ for all t ≥ 0, where κ1 =
κre
−tθ∗ > 0. This combined with (88) and (89) gives
κ1Ipθ < Rt < κ2Ipθ and κ
−1
2 Ipθ < R
−1
t < κ
−1
1 Ipθ (92)
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for all t ≥ 0, where positive constants κ1 and κ2 can be used to define DR in (34). So (90)
holds for all t ≥ 0. But, according to [50, VIII. Theorem, p66], this implies that the equilibrium
θ∗ of (40a) is asymptotically stable, which also yields Rt → R∗ = G(θ∗) as t→∞. Therefore,
the equilibrium (θ∗, R∗) of ODE (40) is asymptotically stable.
Finally, we show (43) as follows. Note that Assumption 8 implies Condition C.3 and the
Jacobian matrix of (40) at (θ∗, R∗) has the structure−Ipθ 0
∗ −Ipθ
 , (93)
all eigenvalues of which are equal to −1. It follows that Condition C.4 is satisfied with the
Lyapunov exponent −α = −1+ c for any c > 0 in some invariant neighborhood of (θ∗, R∗) (see
also proof of [25, Theorem 4.2]). Let Dθ,R be a compact convex invariant neighborhood such that
(θ∗, R∗) ∈ intDθ,R and Condition C.4 is satisfied with the Lyapunov exponent −α < −1/2. The
proof of [37, Theorem 3.1] shows that there exists a sample dependent finite number Nθ,R such
that {(θn, Rn)}n≥Nθ,R ⊂ intDθ,R almost surely. Let us consider the sequence {(θn, Rn)}n≥Nθ,R .
But, by Theorem C.1, {(θn, Rn)}n≥Nθ,R satisfies
θn − θ∗ = OM((n−Nθ,R)−1/2) and Rn −R∗ = OM((n−Nθ,R)−1/2) (94)
a.s. as n→∞. It is noticed that
n1/2 = OM((n−Nθ,R)1/2) (95)
a.s. as n → ∞ since P{Nθ,R < ∞} = 1. So, by Cauchy-Schwarz inequality, (94) and (95)
imply (43). Almost sure convergence follows from (43) as noted after Theorem 4.1 in [25]. This
completes the proof.
APPENDIX E. PROOF OF THEOREM 4.2
Since, according to the proof of Theorem 4.1 (see Appendix D), the switching system (36)
is BIBO stable and hence is uniformly exponentially stable, there are CΦ > 0 and λΦ ∈ (0, 1)
such that (see [61])
|Φn| ≤ CΦλnΦ|Φ0|+
n∑
k=1
CΦλ
k
Φ|ηn−k| =: Φ̂n. (96)
Therefore, {Φ̂n} and hence {Φn} are L-mixing processes since {en}, {wn} and hence {ηn} are
L-mixing processes (see [24]). It follows that the process
∆Φn = Φn − Φ∗n (97)
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is L-mixing, where {Φ∗n} is generated by (36) with θn = θ∗ and ε∗θ,n = εθ,n(θ∗) = −ϕn(θ∗) =[
y˜Tn−1(θ
∗) −u˜Tn−1(θ∗) w˜Tn−1(θ∗) −ε˜Tn−1(θ∗) v˜Tn−1(θ∗)
]T
. Moreover, since system (36) is uni-
formly exponentially stable and, by Theorem 4.1, θn → θ∗ a.s. as n→∞, and using Assumption
8 we have ∆Φn → 0 a.s. as n→∞. Then the stability of AΦ(·) and the boundedness of BΦ(·)
imply that ∆Φn = oM(1), i.e., ∆Φn → 0 in Lq-norm for all q ≥ 1. Clearly, this yields that
∆εθ,n = εθ,n − ε∗θ,n (98)
is an L-mixing process and ∆εθ,n = oM(1) since
∆εθ,n = [∆Φ
T
5,n −∆ΦT2,n ∆ΦT6,n −∆ΦT8,n ∆ΦT7,n]T ,
where ∆Φk,n = Φk,n − Φ∗k,n for k = 1, 2, · · · , 8.
Note that {ε∗θ,n} is an L-mixing process and therefore
1
n
n∑
k=1
ε∗θ,k(ε
∗
θ,k)
T → R∗ a.s. (99)
and hence in law as n→∞. Moreover, by Cauchy-Schwarz inequality, we observe
1
n
n∑
k=1
[
ε∗θ,k∆ε
T
θ,k +∆εθ,k(ε
∗
θ,k)
T +∆εθ,k∆ε
T
θ,k
]→ 0, (100)
1
n
n∑
k=1
εθ,k∆w˜
T
k−1 =
1
n
n∑
k=1
(
ε∗θ,k +∆εθ,k
)
∆w˜Tk−1 → 0, (101)
1
n
n∑
k=1
εθ,k∆ε˜
T
k−1 =
1
n
n∑
k=1
(
ε∗θ,k +∆εθ,k
)
∆ε˜Tk−1 → 0, (102)
1
n
n∑
k=1
εθ,k∆v˜
T
k−1 =
1
n
n∑
k=1
(
ε∗θ,k +∆εθ,k
)
∆v˜Tk−1 → 0 (103)
in Lq for any q ≥ 1 and hence in law as n→∞. But, since both {εθ,n} and {ε∗θ,n} are L-mixing
processes, (99) and (100) give
1
n
n∑
k=1
εθ,kε
T
θ,k → R∗ (104)
in Lq for any q ≥ 1 and hence in law as n → ∞. And the combination of (11), (27) and
(101)-(103) yields(
1
n
n∑
k=1
εθ,kε
T
θ,k
)
(θn − θ∗)
=
1
n
n∑
k=1
εθ,k(−∆w˜Tk−1θ∗F +∆ε˜Tk−1θ∗C −∆v˜Tk−1θ∗D − ek)
→ −1
n
n∑
k=1
εθ,kek → −1
n
n∑
k=1
(ε∗θ,k +∆εθ,k)ek → −
1
n
n∑
k=1
ε∗θ,kek (105)
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in Lq for any q ≥ 1 and hence in law as n → ∞. But, by a martingale central limit theorem
(see, e.g., [32, Theorem 3.2, p58]), we have
1√
n
n∑
k=1
ε∗θ,kek
L−→ N (0pθ , σ∗e 2R∗) as n→∞. (106)
Recall that the sequence {εθ,k}1≤k≤n is Fn−1 measurable for all n ≥ 1, where εθ,k is the online
version of εθ,k defined by (25). So, by the martingale central limit theorem, the combination of
(104), (105) and (106) yields the desired result (45). The proof is complete.
APPENDIX F. PROOF OF THEOREM 5.1
The results follow from Theorem 4.1 and Theorem 4.2 if we can verify Assumptions 5 and
8. As noted before Theorem 5.1, Az can be kept fix and since the basis functions {Bk(q)}prk=1
are stable its spectral radius is less than one.
Let us now examine the map from θ to r. Firstly, (56)–(57) imply that M(r, γ, θ) is con-
tinuously differentiable of any order with respect to θ on Dθ. Secondly, if the (primal) problem
(46)-(47) is strictly feasible and bounded from below, and the solution is unique, Theorem 1 in
[22] gives that the solution is differentiable with respect to perturbations ofM . The essence of the
proof is that the equations (9) in [22] have a non-singular Jacobian and hence that the implicit
function theorem applies. Thus, the result of Theorem 1 in [22] can be extended by noting
that the equations in (9) are continuously differentiable of any order, and hence the implicit
function theorem gives that the the solution is continuously differentiable of any order with
respect to perturbations of M [71]. In summary, the map from θ to r, as defined by (46)-(47),
is continuously differentiable of any order under the assumptions of the theorem.
Next, we study the map from r to the filter coefficients of Gu(q, r), i.e. the spectral fac-
torization step. For simplicity of exposition, we restrict our analysis to the FIR case where
B1(z) = 1/2 and Bk(z) = z−k+1 for k > 1. The case of general rational stable basis functions
can be handled along the same lines but is more involved. Consider
Gu(z) =
pr∑
k=1
gkz
−(k−1)
Φ(z) = Gu(z)Gu(z
−1) =
pr∑
k=1
rk(z
−(k−1) + z(k−1))
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We will use the implicit function theorem [71] to prove that the map from r =
[
r1, . . . , rpr
]T
to g =
[
g1, . . . , gpr
]T
, defined by Φ(z) = Gu(z)Gu(z
−1) is continuously differentiable of any
order. Firstly, the map from g to r is given by
r(g) :=
∮
|z|=1
Gu(z)Gu(z
−1)Γ(z)
dz
z
where here Γ(z) =
[
1 z−1 . . . z−pr+1
]T
. Differentiating under the integral sign, the Jacobian
of this map is
J(g) :=
∮
|z|=1
(
Gu(z)Γ(z)Γ
T (z−1) +Gu(z
−1)Γ(z)ΓT (z)
) dz
z
Let g 6= 0, let α =
[
α1 α2 . . . αpr
]T
and let α(z) = αTΓ(z) be the associated polynomial
(in z−1) of degree pr − 1. Suppose that J(g)α = 0 for an g 6= 0. This can be expressed
J(g)α :=
∮
|z|=1
(Gu(z)α(z
−1) +Gu(z
−1)α(z))Γ(z)
dz
z
= 0. (107)
Here Gu(z)α(z
−1) + Gu(z
−1)α(z) is a symmetric polynomial in z−(pr−1), . . . , zpr−1. Hence,
expression (107) implies that this polynomial is identically zero. If α 6= 0, it must hold that
α(z) = Gu(z) since Gu(z) and Gu(z
−1) are coprime. But then Gu(z)α(z
−1) +Gu(z
−1)α(z) =
2Gu(z)Gu(z
−1) is non-zero, contradicting our assumption that g 6= 0. Hence α = 0 is the
only solution to J(g)α = 0 and J(g) is non-singular. Using this and that r(g) is continuously
differentiable of any order, it follows from the implicit function theorem that the map from r to
g is continuously differentiable of any order.
We have now shown that the maps from θ to r, and from r to g are continuously differentiable
of any order. Furthermore, as already noted before Algorithm 5.1, Az and Bz are fix, whereas Cz
and Dz depend linearly on the filter coefficients g for the used controllable form. This implies
that the maps from θ to Az, Bz, Cz and Dz are continuously differentiable of any order on Dθ.
Hence Assumption 8 is satisfied. In addition, since Dθ is compact by Assumption 4, it follows
also from this observation that the set {Az(r(θ)), Bz(r(θ)), Cz(r(θ)), Dz(r(θ)) : θ ∈ Dθ} is
bounded. By Step 3) in Algorithm 5.1, the random sequence {sn} satisfies the requirements of
Assumption 5. Thus all the requirements of Assumption 5 are satisfied.
Finally, with the map from θ to g being continuous and Dθ being compact implies that
‖g(θ)‖ is bounded on Dθ. The convergence of sample correlations of the type (60) then follows
in exactly the same way as (B.2) in [28]. This concludes the proof.
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APPENDIX G. PROOF OF LEMMA 5.1
We start with the positivity condition. With r˜ =
[
rpr . . . r2
]T
, we can write the matrix in
(49) as Q CTu
Cu 2D
− [Au Bu]T Q [Au Bu] =
Q r˜
r˜T r1
−
0 0
0 Q

This is a positive definite matrix if we take r˜ = 0 and Q to be diagonal with strictly monotonically
increasing elements along the diagonal, and take r1 to be greater than the maximal value of Q.
Maintaining r˜ = 0, (53) gives
G(θ) = r1 G1(θ) (108)
Take α ∈ Rpθ to have unit norm. Then
αTG1(θ)α =
1
π
∫ pi
−pi
|α(eiω, θ)|2dω > 0 (109)
where α(z, θ) = αTΛ(z, θ) is a stable rational function. The inequality follows since |α(eiω, θ)|2
is positive and has at most a finite number of zeros on the unit circle. Combining (108)–(109)
gives that the minimum eigenvalue of G(θ) can be made as large as desired by picking r1 large
enough.
In summary, r1 large enough and r2 = . . . = rpr = 0 ensures feasibility of the constraints in
Lemma 5.1, and the lemma has been proven.
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