Conventional traffic congestion estimation approaches require the deployment of traffic sensors or large-scale probe vehicles. The high cost of deploying and maintaining these equipments largely limits their spatial-temporal coverage. This paper proposes an alternative solution with lower cost and wider spatial coverage by exploring traffic related information from Twitter. By regarding each Twitter user as a traffic monitoring sensor, various real-time traffic information can be collected freely from each corner of the city. However, there are two major challenges for this problem. Firstly, the congestion related information extracted directly from real-time tweets are very sparse due both to the low resolution of geographic location mentioned in the tweets and the inherent sparsity nature of Twitter data. Secondly, the traffic event information coming from Twitter can be multi-typed including congestion, accident, road construction, etc. It is non-trivial to model the potential impacts of diverse traffic events on traffic congestion. We propose to enrich the sparse real-time tweets from two directions: 1) mining the spatial and temporal correlations of the road segments in congestion from historical data, and 2) applying auxiliary information including social events and road features for help. We finally propose a coupled matrix and tensor factorization model to effectively integrate rich information for Citywide Traffic Congestion Eestimation (CTCE). Extensive evaluations on Twitter data and 500 million public passenger buses GPS data on nearly 700 mile roads of Chicago demonstrate the efficiency and effectiveness of the proposed approach.
INTRODUCTION
As the number of vehicles steadily increases and the expansion of roadways is relatively slow, traffic congestion is becoming a central transportation issue in big cities [16, 18] . Traffic congestion not only leads to waste of time and money, but also increases air pollution due to extra gas emission. According to the study in [16] , the yearly delayed time during congestion is about 5.5 billion hours in U.S. with more than 2.9 billion gallons fuel wasted, and the estimated cost is over 100 billion dollars. People living in urban areas, like Chicago and New York, are increasingly concerned about real-time traffic conditions, calling for data mining technologies that can instantly estimate citywide traffic congestions.
Traditional traffic congestion monitoring methods rely on various road sensor data collected from loop detectors [11] , surveillance cameras [12] , radars, etc. It is expensive to deploy and maintain these devices such that these methods are difficult to scale up to cover an entire city. For example, as deploying and maintaining loop sensors is very expensive in terms of money and human resources, they are usually employed for major roads rather than low-level streets [24] . Currently GPS based probe vehicle data have been widely used to illuminate traffic conditions for applications including travel time estimation, map building and congestion detection [20] . The problem is that probe data are usually noisy. Existing methods matching GPS coordinates to a passable route may not be accurate due to noisy data [22] .
The goal of this paper is to put forward an alternative traffic congestion estimation solution with lower cost and wider spatial coverage by utilizing one of the most popular social media sites Twitter as the data source. With the rising popularity of social media, Twitter has become an indispensable platform for online users to share real-time traffic information [7] . By regarding each Twitter user as a traffic sensor, traffic information can be freely obtained. Meanwhile, the data coverage is not limited to principle arterials as Twitter users including pedestrians, drivers, and passengers can spread over the entire city. In addition, traffic events like construction and accident can be directly obtained from tweets as they are summarized already, but may be difficult to infer from GPS data. Recently, some efforts have been devoted to utilizing social media data to help understand traffic conditions [4, 5, 10, 19] . These works mainly focus on studying either how to extract the traffic event information from tweets [5, 10, 17] , or how to locate the traffic events mentioned in the tweets [19] . [3] has attempted to monitor traffic congestions with real-time traffic event tweets. However, auxiliary information including historical data, congestion correlation, and road features are not fully explored, thus it may not effectively estimate congestions of an entire city.
Although instant traffic information are increasingly available through social media, using Twitter as the primary data source to estimate traffic congestions of a city is very difficult due to the following two major challenges. 1) Data sparsity. Although Twitter data can cover a much larger area of the city, not all the traffic events can be captured from Twitter. Based on data analysis on our crawled tweets, only around 12% of congestions in Chicago can be captured from tweets in real-time. In addition, many traffic event tweets lack the exact location information. For example, a tweet may say "Heavy traffic to O'Hare". It is very hard to locate which road segments are in congestion currently. The low resolution of geographic location mentioned in the tweets makes the data sparser. For a citywide estimation task, relying on the sparse instant tweets only is far from enough. 2) Heterogeneous data integration. The traffic event information reported by Twitter can be multi-typed, including congestion, accident, road construction, disabled cars, road closure, etc. Besides traffic events, social events such as concerts and football matches may also remarkably affect traffic conditions nearby. Both traffic events and social events could be helpful for congestion estimation, especially for the non-recurrent traffic congestions. It is also challenging to quantitively model the latent impacts of the diverse traffic and social events on traffic congestion.
In this paper, we first widely collect and process traffic related tweets from both traffic authority accounts (explain later) and general user accounts. Then we utilize the data to investigate the spatial and temporal correlations among the road segments in congestion. A spatio-temporal frequent pattern mining method is given to effectively discover which road segments are likely to co-occure congestion. The congestion correlations could be used to facilitate instant traffic congestion estimation, but is largely ignored by previous studies [3, 14, 20] . We also extract social events within the city and use them as supplementary information to help our estimation task. Given a social event with time and location information, we propose using the Gaussian distribution to model the intensity of its impact on surrounding road segments based on their geographical distance. Motivated by the successful application of matrix completion technique to address sparse issue in many areas [9, 18] , we next propose a coupled matrix and tensor factorization scheme to integrate the rich historical data, congestion correlation data as well as multi-typed event data. With the collaboratively factorized low rank matrices, we can effectively estimate the citywide traffic congestion by completing the missing values in the sparse road congestion matrix.
We summarize the contributions of this work as follows.
• We propose a traffic congestion estimation framework by using Twitter as the data source. Compared with traditional models, the proposed method can cover a much larger area of the city with lower cost.
• To alleviate data sparsity issue, we propose a spatiotemporal frequent pattern mining method to study the correlations among the road segments in congestion. We also extract social events and road features to facilitate congestion estimation.
• We propose a coupled matrix and tensor factorization scheme to collaboratively factorize the congestion matrix with the congestion correlation matrix, event tensor, and the road feature matrix. The congestion matrix of an entire city is then completed by multiplying the low rank latent factor matrices.
• We utilize the Chicago Transit Authority (CTA) public bus GPS data as the ground truth to evaluate our model. Besides the promising performance (0.126 MAE in rush hours, around 80% accuracy on top100 congested road segments) compared with the CTA probe data and various baselines, the results also demonstrate the scalability and robustness of the proposed approach.
The remainder of the paper is organized as follows. In Section 2, we give the framework of the model. Section 3 introduces data collection. Section 4 describes how to mine the road segment correlations in congestion. We elaborate the coupled matrix and tensor factorization schema in Section 5. Evaluations are given in Section 6 followed by related work in Section 7. We conclude this paper in Section 8.
PRELIMINARY AND FRAMEWORK
This section provides a brief introduction to the framework of the proposed method. We start with some definitions to help us state the problem. Definition 1. An arterial road Ri. An arterial road Ri can be represented as a tuple Ri = (namei, diri, Li), where namei is the name of the arterial road, diri denotes the road direction, and Li is the set of intersections Li = (li,1, ..., li,n). The intersection li,j contains the exact location information and can be represented as li,j = (lati,j, loni,j). Definition 2. A road segment ri. A segment ri of the arterial road Ri is a continuous part of Ri. Formally, we define ri = (IDi, namei, li), where IDi is the unique ID of the road segment, namei is the name of the arterial road ri belongs to, and li is a subset of Li.
Definition 3. A k-hop road segment ri(k). Given a road segment ri, we call it a k-hop road segment if it contains k + 1 intersections.
If we consider each Twitter user as a sensor monitoring the traffic conditions nearby, their traffic event tweets can be regarded as traffic event signals which can be related to congestion, car accident, blocked road segments, etc.
Definition 4. A traffic event tweet ei. We represent a traffic event tweet ei as such a tuple ei = (ci, wi, ti) where ci ∈ C is the traffic event category, wi = (wi,1, ..., wi,N e i ) represents the words mentioning the locations of the event, and ti denotes the event time. temporal correlation mining of traffic congestions from historical tweets, and 3) coupled matrix and tensor factorization by combining above information and road features for traffic congestion estimation. In the following sections, we will introduce the three parts in detail. Here we only give a brief description.
We instantly collect real-time traffic and social event tweets, and extract the event category, location, and time information from the tweets. Based on these information, we construct the real-time congestion matrix Y and event tensor A. The two dimensions of Y are road segment ID and time slot. yij = 1 means that the road segment ri is in congestion in the j th hour of a day. The three dimensions of A are road segment ID, event category, and time slot. A ijk = 1 means an event with category k happens on the road segment ri in the j th hour of a day. Besides the traffic events like car accident, construction, we also extract social events such as concert and football match.
We also try to mine the spatial and temporal correlations among the road segments in congestions from a large volume of historical tweets. Specially, we conduct 1) congestion probability summarization of all the road segments, and 2) road segment congestion co-occurrence pattern mining. The former provides historical knowledge of which road segments are more likely to be in congestion in each time slot. The later shows us which groups of road segments are more likely to be in congestion simultaneously. Two matrixes are then constructed: historical congestion probability matrix Y h and congestion correlation matrix Z. h represents the historical data. The entry y h ij of Y h denotes the probability of road segment ri congested in the j th hour of a day, and the entry zij of Z denotes the probability of road segments ri and rj co-occurring congestion.
The problem is that the congestion matrix Y is very sparse and most entries are empty. Predicting unfilled entries is known as the "matrix completion" problem and is increasingly used for sparse problems [18, 25] . Our task is to perform matrix completion by utilizing coupled matrix and tensor factorization which makes full use of rich information. Formally, the studied problem can be defined as follows.
Twitter based Citywide Traffic Congestion Estimation: Given the traffic event tweets E = {e1, ..., em}, the road segments of a city L = {r1, ..., rn}, the road features F = {f1, ..., fn}, and the time slots T = {t1, ..., t k }, the problem is how to estimate the traffic congestions on the road segments L in T , namely how to complete the sparse congestion matrix Y.
DATA COLLECTION
In this paper we focus on studying the traffic congestions in Chicago. However, our method can be easily generalized to study traffic congestions of other cities. In this section, we first describe how we collect and process traffic event tweets. Next we introduce how to utilize and model other useful information including road features and social events.
Twitter Data Collection
We collect traffic event tweets from two types of data sources: particular Twitter accounts operated by official traffic departments and general user accounts.
Traffic Authority Account. Currently, it is common for official transportation departments of big cities to release real-time traffic information to the public through Twitter. For example, ChiTraTracker is a Twitter account operated by Chicago Transportation Authority (CTA) aiming at posting real-time traffic information. We call such accounts as traffic authority accounts. The advantages of the tweets from these accounts are that they are formal and easier to process, and the exact location and time information are usually explicitly given. For example, one such tweet can be like "Heavy Traffic on NB Western: Fullerton to Kennedy Expy. 06:15 pm 02/13/2015 ". We can easily extract the road segment, traffic event category, and time information from the tweet. The disadvantage is that the spatial coverage is limited. They mostly only focus on principle arterial roads. We identify 11 such Twitter accounts related to Chicago: ChicagoDrives, ChiTraTracker, roadnowChicago, traffic Chicago, CMoleChicago, IDOT Illinois, WGNtraffic, TotalTrafficCHI, GeoTrafficChi, roadnowil, and rosalindrossi. For each account, we crawl all the posted tweets from April 2014 to May 2015.
General Sensor User. We also select the Twitter users registered in Chicago based on their profiles, and crawl their tweets. In all we get more than 100,000 such users and we obtain more than 32.3 million corresponding tweets. Next, two major steps are conducted for data preprocessing. 1) traffic event tweets Identification. We select traffic event tweets from all the crawled tweets which match at least one term of the predefined vocabularies: "stuck", "congestion", "jam", "crowded", "pedestrain", "driver", "accident", "crash", "road blocked", "road construction", "slow traffic", "heavy traffic", and "disabled vehicle". Based on the keywords contained in the tweets, we also can identify the traffic event category. 2) Tweet Geocoding. We then geocode tweets to the road segments by matching their geo-tags and text content. Some tweets are geo-tagged. By combing the the geocoordinates of tweets and the direction mentioned in the content, we can geocode the tweets to the road segments. For most tweets without geo-tags, we need to first identify the streets, landmarks, and direction information from the content by using gazetteer, and then geocode them to the road segments. Note that many tweets only mention a street name like "Heavy traffic on State St". It is hard to geocode it to an exact road segment, and we simply consider all the road segments of State Street are in congestion. For the tweets without any location information, we drop them.
In all we obtain 245,568 traffic event tweets. 163,742 of them are related to traffic congestion, 77,454 are related to accident, and 4,372 are reporting other traffic events such as road construction and road closure. We categorize these tweets into three types: congestion, accident and others. Other traffic events include road construction, road closure, etc. Figure 2 (a) depicts the hourly number of congestion related tweets and accident related tweets. One can see that two peaks appear in rush hours of a day: 7 am to 8 am and 4 pm to 5 pm, which implies tweets could be a good sources for traffic information. Figure 2 (b) shows the hourly sparsity of congestions reported by tweets. The sparsity is defined as st = n t N t , where nt is the number of congestions in time t reported by tweets and Nt is the total number of congestions in time t. The ground truth Nt comes from the CTA bus GPS data which will be described in detail later. One can see that the congestion related tweets in the night is sparser than that in the day time. On average, about 12% of congestions can be directly identified from tweets.
Road Features and Social Events
Road features are widely used for traffic estimation and predictition [18, 25] . Here we use two types of road features: road physical features, and point of interest (POI). We also extract social events from Twitter and study whether incorporating social events could help better estimate traffic congestion.
Physical features of a road segment. We extract the following physical features of a road segment: the road segment length r.len, the number of lanes r.lane, whether it is a one-way road r.way, the road heading r.dir, and the number of intersections r.inter. These features f of a road segment r is modeled as a vector fr = (r.len, r.lane, r.way, r.dir, r.inter).
POI features. A point of interest (POI) is a venue in a physical world that someone may find useful or interesting, like a shopping mall, a theater, or a hospital [25] . Each POI is associated with many attributes including the name, address, coordinates, and categories. In this paper, we extract Social Events. There are a lot of geo-tagged tweets related to various social events. For example, Chicago Events is a Twitter account focusing on posting various social events information in Chicago. Taking the tweet "Merger Party @ The Velvet Lounge 67 E Cermak Rd -6pm-9pm" as an example, we can easily extract the event type (Party), time (6am-9pm) and location (67 E Cermak Rd ) information. We formulate a social event se as such a tuple se = {cse, pse, tse}, where cse is the event category, pse is the event location, and tse is the event time. We group the social event related tweets into three types: parties, music shows, and sports.
For each such tweet, we first extract the event type, time, and place information, and then extract the latitude and longitude information by geocoding. Figure 3 gives an example to show how we extract event information from tweets and geocode them. To model the impact of the social events on traffic, we propose using a two-dimensional Gaussian model to measure the impact intensity of the event on the nearby road segments based on their Euclidean distance, i.e.,
where ri is the road segment, sej is the social event, locr i is the location of ri, and locse j is the location of sej. Based on this model, the impact of the social event sej on road segment ri decreases with the increase of their distance locr i − locse j . The green dashed circles in Figure 3 represent the impacted regions of the social events.
CONGESTION CORRELATION MINING
Mining frequent spatio-temporal sequential patterns has been a focused theme in data mining research for decades [2, 21] . The main aim of this problem is to find sequences of events that occur frequently in spatio-temporal datasets. If we consider each traffic congestion event ei with the time and location information as an item in the traffic congestion event database E, we can discover which road segments near to each other are more likely to be congested simultaneously by spatio-temporal frequent pattern mining algorithms. The spatial and temporal correlations might be potentially helpful for the congestion estimation task.
We first give some definitions as follows.
Definition 7. Congestion co-occurrence of road segments ri and rj. Given two road segments {ri, rj}, we call them co-occur in the congestion events {ei, ej} if the following constrains are satisfied: 1) the road segment ri of ei is the k-hop neighborhood of the road segment rj of ej, i.e. ri ∈ N (rj, k); and 2) the difference of the event time ti, tj is less than η, i.e. |ti − tj| < η, where k and η are the predefined spatio-temporal thresholds.
Definition 8. Confidence of congestion co-occurrence of road segments {ri, rj}. Given the spatio-temporal thresholds k and η. The confidence of congestion co-occurrence of road segments {ri, rj} is the probability of the two road segments co-occurring congestion in the congestion event database E. It can be calculated by P r(ri
Here cardinality(ri k,η −→ rj) denotes how many times that road segments ri and rj co-occur congestion in the congestion event database E. −→ rj (minsup, minconf ), where k and η are the spatio-temporal thresholds, minsup and minconf are the user-specified minimum support and minimum confidence.
We have discussed two road segments co-occurrence patterns in congestion. Above definitions can be easily extended to the case that the pattern contains multiple road segments. Due to space limitation, we omit the descriptions on the patterns with more road segments and only give a brief introduction on how to compute the probability of multiple road segments co-occurrence patterns in congestions.
Definition 10. The probability P r({ri, ..., rm}
of the pattern {ri, ..., rm} k,η −→ rj is the probability of finding rj in the (k, η) neighborhood of the congestion road segment set {ri, ..., rm}.
We propose to use the sequence rule to add rj to the congestion road segment set {ri, ..., rm} and merge them into the same pattern. In the sequence rule, a new congestion road segment belongs to an existing road congestion pattern if it co-occurs with at least one road segment. That is, ∃ru ∈ {ri, ..., rm}, ru k,η −→ rj(minsup, minconf ). The probability of the pattern can be computed by P r({ri, ..., rm}
With above defined pattern rules, we use an Apriori [1] like algorithm to mine all the frequent patterns. Due to space limitation, we omit the details of the algorithm. Based on the discovered patterns, we construct the road segment correlation matrix Z as shown in the upper part of Figure 1 . Each entry zij of Z is the probability of congestion pattern of road segments ri and rj, i.e., zij = P r(ri k,η −→ rj).
CTCE MODEL
As our model use tensor factorization techniques to facilitate matrix factorization, we first give a quick review of some tensor notations and operations. Tensors are higherorder arrays that generalize the notions of vectors and matrices. The order of a tensor is the number of dimensions, also known as ways or modes. In this paper, we use the third-order tensor. Scalars are denoted by lowercase letters, e.g., a. Vectors are denoted by boldface lowercase letters, e.g., a. Matrices are denoted by boldface capital letters, e.g., X. Tensors are denoted by calligraphic letters, e.g., A. The ith entry of a vector a is denoted by ai, element (i, j) of a matrix X is denoted by xij, and element (i, j, k) of a third-order tensor A is denoted by a ijk . The ith row and the jth column of a matrix X are denoted by xi: and x:j, respectively. Alternatively, the ith row of a matrix, ai:, may be denoted more compactly as ai.
The norm of a tensor A ∈ R N ×M ×L is defined as:
This is analogous to the matrix Frobenius norm, which is denoted ∥X∥ for a matrix X. The n-mode product of a tensor C ∈ R I 1 ×I 2 ···×I N with a matrix U ∈ R In×J , denoted by C ×n U, is a tensor of size
The Tucker factorization of a tensor A ∈ R N ×M ×L is defined as:
where U ∈ R N ×R , V ∈ R M ×S and W ∈ R L×T are the factor matrices. The tensor C ∈ R R×S×T is the core tensor and its entries show the level of interaction between the different components.
Coupled Matrix and Tensor Factorization
The main idea of using matrix factorization to estimate citywide traffic congestion is: given a very sparse road congestion matrix Y, try to complete Y by factorizing it into two low rank latent matrices. As shown in Figure 4 , A ∈ R N ×M ×L represents the event tensor, X ∈ R N ×K represents the road feature matrix, Y ∈ R N ×M is the congestion matrix, and Z ∈ R N ×N is the congestion correlation matrix. Here N is the number of road segments, M is the number of time slots (hour) per day, K is the number of road features, and L is the number of event categories.
To achieve a higher accuracy of filling in the missing entries of Y, we factorize it collaboratively with the matrices X, Z and tensor A. As illustrated in Figure 4 , the road feature matrix X can be factorized into the multiplication of two matrices, X = U × F, where U ∈ R N ×R and F ∈ R R×K are low rank latent factors for road segments and geographical features, respectively. Likewise, the congestion matrix Y can be factorized into the multiplication of two matrices, Y = U × V T , where V ∈ R M ×R is a low rank latent factor matrix for time slots. The event tensor can be factorized as
L×T is a low rank latent factor matrix for event categories.
The objective function is defined as follows,
where tr(·) denotes the matrix traces, ||Y−UV T || 2 is to control the error of factorization of Y, ||A−C ×1 U×2 V×3 W|| 2 is to control the error of factorizing tensor A, ||X − UF|| 2 is to control the error of factorization of X, ||U|| 2 + ||V|| 2 + ||W|| 2 + ||C|| 2 + ||F|| 2 is a regularization penalty to avoid overfitting, λ1, λ2, λ3, and λ4 are parameters controlling the contribution of each part during the collaborative factorization. Lz = D − Z is the Laplacian matrix of the road segment congestion correlation graph in which D is a diagonal matrix with diagonal entries dii = i zij. tr(U T LzU) is obtained through the following deduction, which guarantees two road segments ri and rj with a higher congestion correlation (i.e., zij is big) should also have a closer distance between the vector ui and uj in the matrix U.
Coupled Matrix and Tensor Factorization with Historical Data
As the road congestion matrix Y and the road event tensor A may be sparse in a day, we also use historical Twitter data for help. We utilize the historical congestion probability matrix Y h and the historical road event probability tensor A h . Each entry y h ij of Y h is the probability that the road segment ri is in congestion in the time slot tj of a day; and each entry a h ijk of A h denotes the possibility that an event e k occurs on (traffic event) or near (social event) road 
where ||Y h − UV T || 2 is to control the error of factorizing the historical congestion probability matrix Y h , and ||A h −C ×1 U×2 V ×3 W|| 2 is to control the error of factorizing the historical event tensor A h . The idea here is that the congestion states of the roads should be similar to their historical congestion states. A road segment ri is more likely to be in congestion than the road segment rj if ri's congestion probability is much higher than rj historically. Therefore, we assume that the congestion matrix Y in a day should be similar to Y h , and the two matrices should share the same low rank factor matrices U and V. Likewise, we also assume that the event tensor A and the historical event tensor A h share the same factor matrices U, V, W, and core tensor C.
The objective function is not jointly convex to all the variables U, V, W, C, and F. Thus it is very hard to get closedform solutions to minimize the objective function. We use an element-wise optimization algorithm to iteratively update each entry in the matrices and tensor independently by gradient descent [9, 18, 25] . More specifically, we have the gradient for each variable as follows:
Details of the algorithm is given in Algorithm 1.
Algorithm 1 Coupled Matrix and Tensor Factorization
Input: Tensors A, A h , matrices X, Y, Y h , Z, an error threshold ε, and the max iteration times IterM ax Output: Low rank matrices U, V, W, F, core tensor C 1:
R×K , and C ∈ R R×R×T with small random values 2: Set η as step size 3: dii = i zij 4: Lz = D − Z 5: while (t < IterMax and Loss t − Loss t+1 > ε) do 6:
for each yij ̸ = 0 do 7:
for each a ijk do 8:
Get
ui:
end for 15:
end for 16: end while 17: return U, V, W, C, and F 6. EVALUATION
Dataset
We use the GPS traces data of Chicago Transit Authority (CTA) public passenger buses as our ground truth. This dataset includes the traffic speed data of Chicago's arterial streets in real-time by continuously monitoring and analyzing GPS traces received from more than 2,000 CTA public passenger buses. Congestion estimates will be produced every ten minutes to measure the current estimated speed for 1,257 road segments covering nearly 700 miles of arterial roads. We use the publicly available historical traffic data collected from 11/25/2014 to 12/30/2014 which contains more than 500 million records 1 . Each record contains time, bus ID, road segment ID, the number of buses on the road segment, and the average speed. For each road segment in each hour, we use the real-time average speed as the ground truth speed if there are more than 5 probe records; otherwise we use a weighted average between the historical and real time speed. We first need to map the speed of buses to several discrete congestion states. Note that except for a very few segments, speed on city arterials is limited to 30 mph by ordinance. We use the 5-state traffic conditions in Chicago defined by CTA: heavy congestion, medium-heavy congestion, medium, light, and flow conditions. The speeds are corresponding to 0-10, 10-15, 15-20, 20-25, and over 25 miles. We assign the 5 congestion states with values 1.0, 0.8, 0.6, 0.4, and 0.2, respectively. Higher value means heavier congestion. Roughly we consider a road segment is in congestion if the speed is lower than 15 mph.
1 https://data.cityofchicago.org/Transportation/ Chicago-Traffic-Tracker-Historical-Congestion-Esti/ 77hq-huss We use all the crawled tweets to construct historical congestion probability matrix Y h , the correlation matrix Z, and historical event tensor A h . We then use the tweets and CTA GPS data from 11/25/2014 to 12/15/2014 as the training data to obtain the best parameter settings, and the data from 12/16/2014 to 12/30/2014 as the testing data.
Baselines and Evaluation Metrics
We use the following methods as baselines.
• TSE. TSE is a Traffic Speed Estimation model based on a context aware matrix factorization approach [18] .
As the main idea of TSE is similar to our model, we use it as a baseline to address the studied problem.
• CF. Collaborative filtering (CF) is widely used in recommendation [15] . We can consider the congestion estimation task as a CF problem by simply factorizing the road congestion matrix only.
• CTCE-Y h . To study whether the historical road congestion information could help, we use the CTCE model without the historical road congestion matrix as a baseline. In the baseline, we set λ1 = 0.
• CTCE-A-A h . To study whether event information can improve the performance, we also use the CTCE model without the road-event-time tensors A and A h as a baseline. In this baseline, we set λ2 = 0 and λ3 = 0.
We use precision, recall, F1-score, and precision@k as the evaluation metrics. We first complete the road congestion matrix Y by multiplying the low rank matrices U and V T , and then rank the values of all the entries in Y. We consider the road segments with top-k entry values are in congestion.
Although tweets usually roughly report whether a road segment is in congestion or not, but ignore the congestion states, CTCE model can estimate different states based on the values in the completed matrix Y. Hence we also use Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) as evaluation metrics by normalizing the entry values in the range from 0.2 to 1.
where yi is the ground truth andŷi is the estimated value.
Quantitive Evaluation
Evaluation with precision@k. We first evaluate whether the proposed CTCE model can accurately estimate whether Table 1 shows the results of different methods over various k. As the traffic conditions on weekdays and weekends may be quiet different, we present the results by weekday and weekend separately. The best results are highlighted by bold. One can see that in most cases the proposed CTCE model achieves the best performance with only two exceptions on the precision@200 on weekday and precision @20 on weekend. The performance of CF model is significantly lower than all the other methods. This is not surprising as only the instant congestion information are explored by CF. TSE model and CTCE-Y h model are both inferior to CTCE model, which implies historical information and road segment correlation in congestion are useful for the instant estimation task. CTCE model is also better than CTCE-A-A h model, thus we can infer that traffic and social events information do help better estimate traffic congestions.
Performance analysis in each hour. The traffic conditions on different hours of a day may also be distinct significantly. In rush hours, we have more available traffic event tweets and the estimation results may be more reliable, e.g. from 6-9 am. In the deep night, on the contrary, the performance may be bad due to sparser data. To investigate whether the estimation performance varies in different hours of a day, we show the hourly MAE and RMSE of the proposed CTCE model in Figure 5 . One can observe that in the time interval 0:00-5:00 am, the estimation performance is undesirable. The estimations on rush hours of a day are much more stable with lower MAE (around 0.13) and RMAE (around 0.16). This is mainly because very few people travel in deep night and the available traffic event tweets is sparser than that in the day time. One can also observe that the estimation performance on weekdays is consistently better than that on weekends. This also makes sense as people's travel patterns are more regular in weekdays than in weekends. Another interesting observation is that the weekend figures are pushed to the right. This is probably because on weekends people start their activities on the road later to spend more time at home.
Performance evaluation in rush hours. Based on the fact that people may concern more on the traffic conditions in rush hours, we report the experimental results of different methods in the time intervals 6:00-10:00 am and 15:00-19:00 pm in Table 2 . The figures in bold are the best results. One can see that the proposed CTCE model outperforms all the baselines in most cases. Similar to our previous result, it also shows the traffic conditions in weekday are easier to predict than that in weekend. For example, the MAE in the 
Scalability Analysis
Figure 6(a) shows the running time trends of CTCE and CTCE-A-A h on a PC with mac OSX 10.9.5 system, 4 GB memory and dual-core i5 processor. One can see that the running time of both models linearly increase with the increase of road segment size. Although the the running time of CTCE is consistently slightly longer that CTCE-A-A h due to tensor factorization, the figure shows that CTCE is not time consuming. For the congestion matrix Y with 1000 road segments, the running time of CTCE is less than 30 seconds. This is mainly because the matrices are very sparse and only a small proportion of entires have non-zero values. To further study the effect of congestion matrix Y sparsity on the running time, we plot the running times of CTCE under various proportions of non-zero entires in Y. One can see that a denser Y gives rise to much longer running time of CTCE: more than 1000 seconds are needed for a Y with 20% non-zero entries. Fortunately, in real case the congestion matrix Y is usually very sparse with less 5% non-zero entries. Thus, CTCE model can easily scale to large data with thousands of road segments in a city.
Robustness Analysis with Noisy Data
As mentioned in the data collection part, the tweets may be noisy and the locations of the traffic events may not be precisely identified. To examine the sensitively of the proposed CTCE model on noisy data, we study the robustness of CTCE by randomly adding some noise to the congestion matrix Y. For a randomly selected entry yij, if yij = 1, we set yij = 0; otherwise we set yij = 1. Table 3 shows the results. One can see the F1-scores achieved on the data with 2% and 5% noise are comparable to that achieved on clean data, which shows the robustness of the model. Even with 10% noisy data, the performance is acceptable with 0.413 F1-score. This is mainly because both the historical data and congestion correlation provide additional information for the real-time congestion estimation. As a comparison, we also give the results of CF which purely factorize the congestion matrix Y. One can see that: 1) the F1-score is consistently much lower than CTCE, and 2) with the increase of noisy data, the performance drops significantly. Figure 7 presents the estimated traffic states and the ground truth (GT) on three road segments that are highly likely to be congested: SB Halsted from Chicago to Grand, NB State from Congress to Wacker, and NB Western from Fullerton to Kennedy Expy on the day 12/10/2014. Red lines are the ground truth with three traffic states: congestion, normal, and unknown with the values 1, 0, and -1, respectively. In some time intervals lacking ground truth due to data sparsity, we consider the traffic state is unknown and set the corresponding value to -1. Blue dashed lines represent the estimated traffic states with value 0.8 denoting congestion and -0.2 denoting normal. One can see that the three road segments are all likely to be congested, especially the road segment in NB State. One can also see that CTCE can estimate the traffic congestion state with an accuracy around 80%. For each road segment, there is a traffic event happening on that day. The road segment SB Halsted from Jackson to Harison was closed that day and accidents happened at 4:15 pm and 5:38 am on NB State and NB Western, respectively. The three road segments are all congested in the time intervals of the traffic events, and CTCE model captures the event information and gives accurate estimations.
Case Study

RELATED WORK
Traffic estimation has been extensively studied in the area of traffic engineering [6, 13, 14] . Conventional methods rely on GPS equipment on vehicles, loop detectors, cameras, and other instructions to obtain real-time traffic data, and use the data to estimate the traffic speed, density, and volume. Previous researches can be roughly categorized into traffic modeling on individual roads [8, 11, 14] and on a road network [13, 18, 23] . Models of traffic estimation on an individual road usually employ a Fundamental Diagram [8] to learn the relations among vehicle speed, traffic density, and volume for a particular road by using sensor data. To estimate the traffic density at unmonitored locations along a highway, [11] proposed a macroscopic traffic flow model SMM by using the loop detector data. [14] proposed a Gaussian Mixture Hidden Markov Models (GM-HMM) to detect traffic condition with the MPEG video data. Recently, many research attentions have also been devoted to investigating how to estimate or model traffic conditions on a road network [6, 13, 18, 23] . Such models mainly utilized the Floating Car Data (FCD) [23] generated by the GPS sensors equipped in vehicles. [6] studied the problem of using real-time FCD data based on traces of GPS positions to predict the traffic on Italian motorway network. [23] investigated how to use the trajectories of taxis collected by GPS to efficiently find driving directions for drivers.
With the prevalence of social media, more and more works have tried to utilize Twitter as a new data source for detecting or monitoring traffic events [17, 5, 7, 19, 4, 3, 10] . Most of these works focused on studying either how to extract and visualize the traffic event information from tweets [5, 17, 10, 7] or how to locate the traffic events mentioned in the tweets [4, 19] . Classification and event detection techniques are usually used to detect and categorize traffic related tweets with various event types [5, 17] . Although some geo-tagged tweets have location information, for most tweets the location information should be extracted from the content. To this aim, some text mining approaches combined with geocoding are employed [4, 19] .
CONCLUSION AND FUTURE WORK
This paper proposes a novel citywide traffic congestion es- timation schema by exploring Twitter data. Our research is an important complementary to conventional methods for improving many real applications. The studied problem is very challenging, however, considering the sparsity and diversity of the data from Twitter. To address the challenges, we analyze and utilize the traffic congestion correlations among road segments and integrate multi-typed traffic and social events to enrich the sparse real-time tweets. We also propose a coupled matrix and tensor factorization algorithm to seamlessly combine the rich information for a better estimation model. Evaluations on real data in Chicago shows the effectiveness of the proposed method.
Potential directions of future work include extending the model to other urban computing applications, such as traffic prediction and route planning. It would also be interesting to investigate the combination of social media data and GPS probe data to enhance traffic monitoring, which could be a promising solution to improve the estimation accuracy while reduce cost on deploying sensors.
