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ReviewMathematical Modeling of Gene Networks
well suited for predicting the effects of nonlinear interac-Paul Smolen, Douglas A. Baxter,
tions such as those dependent on oligomerization ofand John H. Byrne*
TFs, and for predicting the effects of biochemical timeDepartment of Neurobiology and Anatomy
delays, such as are required for intracellular transportW.M. Keck Center for the Neurobiology of Learning
of macromolecules. Thus, for a specific gene network,and Memory
a mathematical model integrates a variety of molecularThe University of Texas±Houston Medical School
features into a coherent picture of network operation.Houston, Texas 77225
Under appropriate conditions, such a model could help
to predict responses of normal and mutant organisms
to stimuli, such as the efficacy of formation of long-
The expression of clusters of genes can be regulated term memory (LTM) and the timing and phase shifts of
by stimulus-induced activation of signal transduction circadian oscillations. In the gene network of Figure 1,
pathways that modulate the activity of transcription fac- the negative and positive feedback loops discussed
tors (TFs). TFs regulate transcription by binding to above might support complex dynamics such as oscilla-
stretches of DNA known as responsive elements (re- tions in transcription rate. With the help of mathematical
viewed by Karin, 1994). Many genes are regulated by modeling, one can predict whether the network struc-
multiple TFs. Furthermore, genes coding for TFs are ture and the values of system parameters would gener-
often activated or repressed by their own products as ate complex dynamics under particular experimental
well as by other TFs. A large numberÐon the order of conditions.
thousandsÐof such interactions together constitute the Mathematical models are also useful for integrating
total array of genetic regulation in neurons and other recent, large gene expression datasets, such as time
cells. The term ªgene networkº can be used to refer courses of gene expression in response to pharmaco-
to clusters of genes that satisfy two conditions. The logical or hormonal stimuli, or during development (Wen
expression of the genes in the cluster is affected in et al., 1998). The advent of ªDNA chipsº (Gerhold et al.,
concert by specific stimuli, such as exposure to a hor- 1999) allows the simultaneous measurement of expres-
mone or neurotransmitter. Also, the protein products of sion time courses for up to z10,000 genes. Mathemati-
some members of the cluster act as TFs to regulate the cal modeling and analysis is essential to extract mean-
expression of other members. ingful information concerning genetic regulation from
An example of a gene network, which has been repeat- such large, complex datasets. Many genes have been
edly implicated in neuronal plasticity and in learning and identified only recently, as the genomes of a variety of
memory, is the cluster of genes that code for the Ca21/ organisms are characterized (e.g., Drosophila, Adams
cAMP-responsive element binding protein (CREB) fam- et al., 2000; C. elegans, The C. elegans Sequencing
ily of TFs (Tully et al., 1994; O'Leary et al., 1995; Sassone- Consortium, 1998; and man, Collins et al., 1998). Large
Corsi; 1995; Yin and Tully, 1996; Bartsch et al., 1998; gene expression datasets will need to be analyzed to
Finkbeiner and Greenberg, 1998; Glazewski et al., 1999; help determine the function and regulation of these new
Mayford and Kandel, 1999). Figure 1 illustrates compo- genes.
nents of this network. Stimuli such as binding of hor- Many studies have examined the behavior of generic
mones or neurotransmitters to receptors, or Ca21 influx, gene network models incorporating common mecha-
activate kinases that in turn phosphorylate and activate nisms of regulation by TFs, and these models have
TFs of the CREB family. These TFs can then bind to Ca21/ proven quite valuable. In this review, we discuss exam-
cAMP-responsive elements (CREs) to activate genes ples that illustrate the value of such models (see also
crucial for neuronal plasticity. Some of these TFs, such Smolen et al., 2000). The discussion is limited to regula-
as CREB2, can act as transcriptional repressors. Within tion of transcription by TFs, because comparatively few
this network some gene products regulate the transcrip- studies have modeled other forms of regulation. New
tion of other genes. A negative-feedback loop relies experimental techniques that provide expression time
on a TF termed inducible Ca21/cAMP-responsive early courses for large sets of genes are also briefly dis-
repressor (ICER) (Sassone-Corsi, 1995). ICER is induced cussed, as are mathematical techniques that help to
by CREB. ICER then binds to CREs and represses its analyze these time courses to identify regulatory interac-
own transcription as well as that of CREB. Also, a posi- tions. To familiarize the reader with modeling tech-
tive-feedback loop appears to exist, with CREB binding niques, we begin by comparing the advantages and
to CREs and activating its own transcription (Sassone- disadvantages of commonly used methods for modeling
Corsi, 1995; Walker et al., 1995). gene networks.
To understand and explore the behavior of complex
biochemical systems such as the gene network in Figure Techniques for Gene Network Modeling Focus
1, it is helpful to use the conceptual framework of mathe- on Different Levels of Detail
matical modeling. Intuition alone cannot comprehend There are two basic approaches in use for gene network
the effects of the multiple, simultaneous regulatory inter- modelingÐthe ªlogical-networkº or ªBooleanº method,
actions within these systems. Models are particularly and the ªdynamic-systemsº method using ordinary dif-
ferential equations.
In the logical-network method (Somogyi and Snie-
goski, 1996), a relatively simple level of detail is used.* To whom correspondence should be addressed (e-mail: jbyrne@
nba19.med.uth.tmc.edu). The expression of each gene in the network is assumed
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Figure 1. Schematic of the Gene Network that Codes for CREB and
Figure 2. A Simple Gene Network Model Regarding Genes as ON±Related TFs
OFF Switches
Ligands (e.g., hormones or neurotransmitters) bind to receptors in
(A) A network of three genes. The product of gene 1 inhibits tran-the plasma membrane and activate G proteins. Adenylyl cyclase
scription of genes 2 and 3, the product of gene 2 also inhibits gene(AC) is thereby stimulated, and the resultant elevation of cAMP
3, and the product of gene 3 activates gene 1.activates PKA, shown as a dimer of regulatory (R) and catalytic (C)
(B) A simulation of the network of (A) using the ªlogical-networkº orsubunits. Ca21 influx can also lead to activation of AC, as well as
ªBooleanº modeling technique. Irrespective of the initial state of theof CaM kinases. MAP kinases may also be activated. Activation of
network, it quickly settles into a repeating cycle of three statesany of these kinases can lead to phosphorylation of CREB and
(outlined by dashed box).related TFs. These TFs then activate the transcription of genes with
Ca21/cAMP-responsive elements in their promotor regions. Possible
feedback interactions among genes of the CREB family are shown. computer simulation if gene 3 was ON at the previous
Autoinduction of CREB synthesis may provide positive feedback, time step. Similarly, gene 3 is ON only if genes 1 and 2
and induction of the repressor ICER may provide negative feedback. were OFF at the previous time step. Such simple rules
allow large time steps to be used and minimize the
computational time required for simulations. Figure 2B
to be either ON or OFFÐno ªintermediateº activity levels illustrates a simulation with this simple network. Irre-
are considered. Regulation of some network genes by spective of the initial state of the network (e.g., all genes
the products of other genes is characterized by simple ON in Figure 2B), the network quickly settles into a re-
ON±OFF relations. An example is given in Figure 2A. peating cycle of three states (outlined by dashed box
Here, a simple network of three genes is shown. The in Figure 2B). The ON±OFF regulatory relations deter-
product of gene 1 inhibits transcription of genes 2 and mine this behavior.
3, the product of gene 2 also inhibits gene 3, and the As an example of qualitative insights obtained by this
product of gene 3 activates gene 1. Genes 2 and 3 have method, Thomas et al. (1995) illustrated that positive-
a basal transcription rate in the absence of inhibition, feedback loops are important for allowing multiple
whereas gene 1 is not transcribed in the absence of steady states of gene expression rates, and that nega-
activation. The corresponding ON±OFF relation for gene tive-feedback loops are important for maintaining ho-
meostasis of gene expression rates. However, as might1 is that gene 1 is only ON at a given time step of a
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be expected with a method that idealizes genes as ON± of proteins and mRNAs produced from one or a few
OFF switches, there are considerable limitations. For genes. Sometimes only autoregulation of a single gene
example, stable oscillations produced by a logical-net- is considered. Studies of such models are expected to
work model may not be observed in a more accurate provide insights into mechanisms underlying behaviors
model that describes gene expression rates as real vari- of more complex gene networks, affected by many TFs
ables that can take on a range of values (Bagley and and not amenable to intuitive understanding.
Glass, 1996; Mestl et al., 1996). A steady state of a Multistability and Time Delays Allow for State-
logical-network model may also not correspond to a and History-Dependent Responses to Stimuli
steady state in a model that includes gene expression Model gene networks often exhibit steady states of fixed
rates as real variables (Glass and Kauffman, 1973). gene transcription rates and gene product concentra-
The dynamic-systems approach uses ordinary differ- tions. These states can be stable or unstable. ªStableº
ential equations to describe the rates of change of the means that a small movement of the system variables
concentrations of gene productsÐmRNAs and proteins. away from the steady state will be followed by relaxation
Terms in these differential equations describe how gene back to that state. ªUnstableº means that a small move-
expression rates are modified by changes in the levels of ment of the system variables away from the steady state
transcription factors or other effector molecules (Smith, will lead to further movement away from that state. The
1987a; Mahaffey et al., 1992; Mestl et al., 1996; Leloup term ªmultistabilityº refers to the coexistence of multiple
and Goldbeter, 1998; Smolen et al., 2000). For even stable steady states for a single set of model parameter
greater detail, one can incorporate stochastic fluctua- values. Each state remains stable in the face of distur-
tions in molecule numbers due to randomness in the bances by relatively weak stimuli, but strong stimuli can
times of synthesis or degradation of individual macro- induce transitions between the coexisting states.
molecules (Arkin et al., 1998; Smolen et al., 2000). Mathe- Multistability within a gene network requires a posi-
matical tools developed for the dynamic-systems ap- tive-feedback loop (Thomas, 1994; Thomas et al., 1995).
proach can provide a detailed understanding of the In such a loop, a gene product activates, directly or
different types of nonlinear behaviors exhibited by indirectly, transcription of its own gene. A direct loopgene networks. A technique termed bifurcation analysis
occurs if a TF activates its own gene. Such TFs include(Guckenheimer and Holmes, 1983) can be used to deter-
Jun (Angel et al., 1988), myogenic helix-loop-helix pro-mine ranges of values of kinetic parameters that support
teins (Thayer et al., 1989), and probably CREB, whichparticular model behaviors. For example, oscillations in
has CREs in its own promoter region (Meyer et al., 1993;gene transcription rates might only be produced if the
Sassone-Corsi, 1995). An indirect loop occurs if, for ex-binding of a TF to DNA was appreciable, but not too
ample, two TFs repress the transcription of each other'sstrong.
genes. In this case, an increase in the concentration ofThe dynamic-systems approach is often preferred
the first TF will repress the second gene, causing aover the logical-network approach because it is more
further increase in transcription of the first gene (seeaccurate. Gene expression rates are continuous vari-
also Figure 5C and below).ables rather than ideal ON±OFF switches. However,
Models of gene networks, or of autoregulation of onecomputer integration of dynamic-systems models uses
gene, have been used to investigate which biochemicalmuch shorter time steps. Therefore, simulations require
interactions can support multistability (Keller, 1995; Wolfmuch more computer time. Because of this disadvan-
and Eeckman, 1998). Figure 3A shows a simple example.tage, logical-network models may sometimes represent
the only practical alternative for modeling large gene This one-gene ªnetworkº illustrates the effect of a direct
networks, or for modeling lengthy processes such as positive-feedback loop in which a single transcription
development of tissues or organisms. factor (TF-A) activates its own transcription. A time delay
Models combining both the logical-network and dy- of 1±2 hr is included for the time between the transcrip-
namic-systems approaches have also been developed tion of tf-a and the appearance of TF-A protein. TF-A
(McAdams and Shapiro, 1995; Kerszberg and Changeux, forms a homodimer. The tf-a gene incorporates a re-
1998; Yuh et al., 1998). With this hybrid approach, bio- sponsive element, which we term a TF-RE. Transcription
chemical processes that have clear thresholds of activa- of tf-a is increased when TF-A homodimers bind to the
tion (e.g., gene activation over a narrow concentration TF-RE. TF-A dimerization and resultant cooperativity
range of an effector molecule) are represented by ON± adds an important nonlinearity to the positive-feedback
OFF switches. As an example, if the concentration of a loop that enables it to support complex system behavior
transcription factor is greater than a threshold value, (see discussion below).
the gene is ON; otherwise, it is OFF. Activation over a The synthesis of TF-A is regulated by stimuli that mod-broad effector concentration range would be repre-
ify phosphorylation of TF-A because only phosphory-sented instead as a continuous, graded function. Differ-
lated TF-A dimers are assumed to be effective at activat-ential equations are included for the rates of change of
ing tf-a transcription. First-order degradation of TF-AmRNA and protein concentrations. A particular advan-
protein (2kd [TF-A]) is included to allow the system totage of the hybrid approach is that clear conceptual
reach a steady state. The system of Figure 3A can thendistinctions are drawn between activation or repression
be described by a simple first-order differential equationfunctions that can be modeled as logical switches, ver-
in which the net rate of change of gene product concen-sus activation or repression over a broad range of an
tration ([TF-A]) is equal to the synthesis rate minus theeffector.
degradation rate. This single equation can yield rela-
tively rich and complex behavior.Qualitative Models of Simple Gene Networks
For example, this model exhibits bistability, i.e., theIt is of interest to review a few relatively simple, recent
total concentration of TF-A protein ([TF-A]) can be inmodels that incorporate typical schemes of gene regula-
one of two stable steady states. The existence of twotion by TFs. These models use small systems of differen-
tial equations to follow the concentration time courses steady states can be explained as follows. In the lower
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is approached. The TF-A degradation rate, however, still
increases linearly with [TF-A]. Thus, at a high value of
[TF-A], the synthesis and degradation rates of TF-A will
again come into balance, creating the second steady
state.
If the model is in one of the two stable steady states,
small perturbations of tf-a expression only transiently
change [TF-A], and afterwards [TF-A] returns to its origi-
nal value. Figure 3B illustrates the bistability for a range
of values (blue region) of one parameterÐthe efficacy
with which TF-A dimers activate tf-a transcription. The
efficacy could be modulated by stimulus-induced phos-
phorylation of TF-A. The black curve traces the values
of [TF-A] that remain fixed in time. Within the blue region,
the upper and lower solid portions of the curve corre-
spond to the stable steady states. These are separated
by an unstable steady state (dashed portion of curve).
Since any small disturbance moves the system away
from the unstable state, the system does not spend a
significant amount of time near it.
One stable state, with a low concentration of TF-A
protein ([TF-A]), corresponds to only slow, basal tf-a
transcriptionÐwith very little activation of transcription
by TF-A protein. However, suppose a stimulus briefly
caused a large increase in tf-a expression. This could
raise the concentration of TF-A monomers and dimers
sufficiently to initiate the positive-feedback loop in
which TF-A dimers activate tf-a transcription. Counterin-
tuitively, after cessation of the stimulus this positive
feedback could indefinitely sustain the system in the
upper stable state, with high [TF-A] and strongly acti-
vated tf-a expression. Figure 4A (upper panel) illustrates
switching of this model between the stable states by
large perturbations. The model is initially in a steady
state of low [TF-A]. A temporary increase in the efficacy
of TF-A in activating transcription (left bar) causes a
delayed increase of [TF-A] to an upper steady state. The
increase does not occur until the time delay of 1±2 hrFigure 3. Bistability in a Simple Autocatalytic Model of Gene Regu-
between the transcription of tf-a and the appearance oflation
TF-A has passed. A temporary decrease in the activity(A) A single transcription factor, TF-A, activates transcription of its
of TF-A (right bar) causes a transition back to the lowerown gene when bound to a TF-RE. The sum of time delays between
steady state.tf-a transcription and the appearance of TF-A protein is set to 110
min. The response of this model to smaller, brief perturba-
(B) Bistability in the model of (A). Concentration units are micromo- tions differs dramatically between states. In the middle
lars. If the efficacy of TF-A dimers in activating tf-a transcription lies panel of Figure 4A, the model is in the lower steady
within the blue region, two stable steady-state solutions of [TF-A] state of [TF-A]. A brief increase in the activity of TF-A
exist (lower and upper portions of
(arrow) gives an increase in [TF-A] following the time
delay. In the lower panel, the model is in the upperd[TF 2 A]
dt
5 0
steady state, and the same brief increase in TF-A activa-
tion (arrow) causes a much larger increase in [TF-A] (notecurve) with an unstable solution between (middle, dashed portion).
Outside this region there is a single stable steady-state solution. change in scale of y axis). This difference in response
Modified from Smolen et al. (1999). amplitude illustrates how a change in the state of a gene
network might ªprimeº a cell to respond more vigorously
to subsequent stimuli.
Time delays in gene networks could strongly affectstate, the low concentration of TF-A protein gives essen-
stimulus responses. With a delay, the response of thetially no activation of the positive-feedback loop. A
positive-feedback loop of Figure 3A to a stimulus issmall, basal rate of tf-a transcription is balanced by a
often seen to consist of several ªechoº perturbations indegradation rate, which is also small since it is propor-
[TF-A], with decreasing amplitude (Figure 4). With a de-tional to [TF-A]. As [TF-A] is increased above the lower
lay, the response of a model to a stimulus is historystate, the regenerative process of positive feedback oc-
dependent. History dependence means that the re-curs, with TF-A dimers activating tf-a transcription.
sponse depends on the values of model variables atThus, transcription and TF-A protein synthesis can oc-
times previous to the response. Figure 4B illustratescur at a rate that exceeds TF-A degradation. At a high
history dependence for the positive-feedback loop ofconcentration of TF-A protein, the positive feedback
Figure 3A. When the system is in the upper steady state,saturates as the TF-RE near the tf-a gene becomes fully
occupied with TF-A dimers. A maximal transcription rate a brief increase in transcription rate produces a large
Review
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min, a persistent decrease in the fraction of TF-A able
to activate transcription was induced as denoted by the
bar. At time t 5 730 min, following the time delay, the
system began to respond to the persistent change (bar)
by shifting to the low steady state of [TF-A]. Meanwhile,
at time t 5 700 min, a brief stimulus 2 had been appliedÐ
the same stimulus as applied at arrows 1 and 3. After
a delay, at time t 5 830 min, the system responded to
stimulus 2 with a large, transient increase in [TF-A]. The
response to stimulus 2 illustrates history dependence.
Even though the response to stimulus 2 occurred while
the system was near the low steady state, the response
is large because the system was at the upper steady
state at the time of stimulus 2 (contrast with the response
to stimulus 3).
Conditions Permitting Oscillations in Gene
Network Models
Oscillatory biological phenomena are common and
sometimes depend on periodic variation of transcrip-
tion. Two examples are circadian rhythms (reviewed by
Reppert, 1998) and oscillations of CREB mRNA in mam-
malian secretory cells (Walker et al., 1995). Feedback
within gene networks appears to be essential for some
instances of oscillations in transcription. Models of cir-
cadian rhythmicity often rely on cyclic repression by one
or a few genes of their own transcription (e.g., per and
tim in Drosophila, or freq in Neurospora; see below).
Oscillations of CREB mRNA probably rely upon positive
and negative feedback interactions within the CREB
gene family (Figure 1; Walker et al., 1995).
Negative feedback is commonly understood to be im-
portant for sustaining oscillations of gene transcription
rate. A negative-feedback loop occurs if a gene product
directly or indirectly represses transcription of its own
gene. A direct loop occurs if a TF represses its own
transcription, as occurs with the ICER protein (Molina
et al., 1993) and possibly Fos (Sassone-Corsi et al.,
1988). In the absence of a time delay, a negative-feed-Figure 4. State- and History-Dependent Responses to Stimuli
back loop acting alone can support oscillations in tran-(A) (Top) The model is initially in a steady state of low [TF-A]. A
scription rate, but only under restrictive conditionsstimulus from t 5 70±200 min is modeled as a temporary increase
(Thomas et al., 1995). With a time delay, oscillations canin the ability of TF-A to increase transcription (left bar). Approxi-
more easily be generated by negative feedback alonemately one time delay (110 min) after the beginning of the stimulus,
a transition to an upper steady state results. A second stimulus (Thomas et al., 1995). Generally, systems with only posi-
(right bar)Ða decrease in the activity of TF-A (from t 5 400±530 tive feedback do not exhibit oscillations. The reason
min)Ðcauses a delayed transition back to the lower steady state. can be intuitively appreciated by considering the simple
(Middle) The model is in the lower steady state. A brief increase in model of Figure 3A. Positive feedback can raise the
the activity of TF-A at t 5 120 min (arrow) gives an increase in [TF-A]
system into the upper steady state, with high [TF-A] andfollowing the time delay. Successive smaller increases in [TF-A]
high tf-a transcription rate, but there is no opposing,labeled by an asterisk are ªechoº perturbations.
negative-feedback process to bring the concentration(Bottom) The model is in the upper steady state, and the same brief
of [TF-A] back down. More formally, Smith (1987b) andincrease in TF-A activation (arrow) causes a much larger increase
in [TF-A] (note change in scale of y axis). Smolen et al. (1999) have given mathematical arguments
(B) The model is initially in the upper steady state. At t 5 290 min ruling out oscillations for a broad class of systems with
(arrow labeled 1), the degree of TF-A activation is increased for 2 only positive feedback, with or without time delays. One
min. Following a time delay (130 min), there is a large increase in condition might allow a positive-feedback system to
[TF-A] at t 5 420 min. At t 5 600 min the activation of TF-A is
exhibit oscillationsÐa limiting rate of supply of a biosyn-decreased to a new baseline (bar). After a delay, at t 5 730 min,
thetic precursor, such as a nucleotide or amino acid.[TF-A] decreases most of the way to the lower steady state. At t 5
Oscillations might then be generated as the precursor700 min (arrow labeled 2), the activation of TF-A is increased for 2
was alternately overused and replenished. In biochemi-min. A large increase in [TF-A] results at t 5 830 min. At t 5 1200
min (arrow labeled 3), TF-A activation is increased for 2 min, but cal models of the glycolytic pathway, an analogous
the increase in [TF-A] is imperceptible. Small increases in [TF-A] mechanism generates oscillations in the rate of metabo-
labeled by an asterisk are ªechoes.º lite flux through the pathway (Goldbeter, 1995). Here, a
key enzyme, phosphofructokinase, is activated by its
product, forming a positive-feedback loop. However, aexcursion above this level (following arrow 1). In con-
constant limiting rate of substrate supply is assumed.trast, when the system is in the lower steady state, the
Gene network models incorporating both negativesame stimulus produces only a small excursion (re-
sponse to arrow 3; too small to see). At time t 5 600 and positive feedback can readily produce oscillations
Neuron
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1999). When the TF-A dimer bound to a nearby TF-RE,
the rate of tf-r transcription was increased. Monomers
of TF-R compete with TF-A dimers for binding to TF-RE,
thereby repressing transcription of tf-a and tf-r. Robust
oscillations in [TF-A] and [TF-R] were readily generated
by this model (Figure 5B).
Oligomerization of TFs Helps to Generate
Complex Dynamics
Eukaryotic TFs commonly dimerize or oligomerize be-
fore binding to response elements (Kouzarides and Ziff,
1988; Sassone-Corsi, 1995). Early investigators of gene
networks recognized that oligomerization of TFs could
steepen feedback (increase the Hill coefficient). In gen-
eral, sharpening feedback in this way favors the occur-
rence of behaviors associated with nonlinearity, such
as multistability and oscillations (Griffith, 1968a, 1968b).
Recent models have emphasized this theme. For exam-
ple, Keller (1995) discussed four multistable models ex-
emplifying typical genetic regulatory schemes that in-
volved homo- or heterodimerization of transcription
factors. In these models, multistability was not observed
in the absence of TF dimerization. For the models of
Figures 3A and 5C, dimerization of transcription factors
is also essential for multistability (Smolen et al., 1998). In
general, however, TF oligomerization is not an absolute
requirement for multistability. Keller (1995) derived con-
ditions for multistability in two schemes involving only
TF monomers. In the first scheme, a monomeric TF acti-
vates its own transcription by binding to multiple DNA
sites. In the second scheme, two monomeric TFs each
repress transcription of the other.
Kerszberg (1996) and Kerszberg and Changeux (1994)
have developed simple models relying on oligomeriza-
tion of TFs to illustrate possible mechanisms of spatial
organization in developing embryos. In such models,
dimers of TFs are used to interpret morphogenetic gradi-
ents. These authors have most recently (Kerszberg and
Changeux, 1998) modeled aspects of neural tissue de-
velopment. Within this model, bistability of gene expres-
sion rates is created in the context of competition be-
tween homodimers of two TFs, each of which activates
its own expression while repressing the expression of
the other TF. The dimerization and bistability are essen-
tial for creating well-defined spatial boundaries of neural
versus nonneuronal tissue. Figure 5C illustrates this reg-
ulatory scheme, which has also been studied by Keller
Figure 5. Two Simple Gene Regulatory Schemes that Yield Oscilla- (1995). Keller (1995) points out that the scheme of Figure
tions and Bistability 5C constitutes an indirect positive-feedback loop, be-
(A) Negative feedback yielding oscillations. The transcription factor cause an increase in the first TF, by repressing the sec-
TF-A activates transcription of its own gene and that for TF-R,
ond, favors a further increase in the first.whereas TF-R represses transcription of both the TF-A and TF-R
Similarly, in models of oscillations in transcriptiongenes by competing for DNA binding with TF-A. Only homodimers
rates within gene networks, oligomerization of TFs isof TF-A can regulate transcription.
often an essential component. For example, Leloup(B) The model of (A) produces oscillations in [TF-A] (and of [TF-R];
not shown) over a wide range of parameters. This model did not and Goldbeter (1998) and Goldbeter (1995) constructed
incorporate a delay. models of circadian rhythmicity that rely on dimerization
(C) Positive feedback that yields bistability. The transcription factor of TFs, as well as negative feedback. Also, in the model
TF-1 activates transcription of its own gene and represses transcrip- of Figure 5A with activation and repression of transcrip-
tion of the gene for TF-2, whereas TF-2 activates its own gene and tion, dimerization of TF-A adds a nonlinearity that is
represses that for TF-1. For both TFs, repression is by competitive
essential for oscillatory behavior (Smolen et al., 1998).binding to DNA, and only homodimers can regulate transcription.
Dimerization steepens the positive feedback of TF-A
upon transcription and enhances its regenerative na-
ture, thus giving the sharp upstrokes of TF-A and TF-Rand even more complex behaviors, such as quasiperi-
protein that form the first phase of each oscillation. Onlyodic or chaotic variations in gene transcription rates
a steady state is seen if dimerization is neglected. To-(Mestl et al., 1996). As a simple example in Figure 5A, a
gether, the above results emphasize how oligomeriza-gene for a transcriptional repressor, tf-r, was introduced
into the previous model of Figure 3A (Smolen et al., tion of TFs promotes complex transcriptional dynamics.
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Competition between Transcriptional Activators was modeled by diffusion instead of time delays, Smolen
and Repressors Could Yield Optimal Stimulus et al. (1999) modeled diffusion of tf-a and tf-r mRNA
Frequencies for Transcription and protein in a spherically symmetric cell divided into
Experimental systems have provided evidence that the concentric shells. The positive-feedback loop of Figure
rate of transcription can have a complex dependence on 3A still exhibited bistability in [TF-A]. However, in re-
stimulus frequency. For example, in cultured neurons, sponse to a brief stimulus, the time courses of mRNA
c-fos transcription was nearly tripled by bursts of six and protein only showed a single response. They never
electrical stimuli (10 Hz) with an interburst interval of 1 exhibited the ªechoes,º or repetitive responses, de-
min, but transcription was not significantly affected by scribed in Figure 4A. Diffusion acts to ªspread outº the
bursts of 12 stimuli with an interburst interval of 2 min spatial peaks of macromolecular concentration that are
(Sheng et al., 1993). Also, transcription of the cell adhe- necessary for ªechoesº. By contrast, a time delay pre-
sion molecule L1 was strongly repressed by continuous serves peaks because it corresponds to transporting
0.1 Hz electrical stimulation, but not significantly af- concentration time courses without any change in
fected by 0.3 Hz stimulation (Itoh et al., 1995). shape. In the model of Figure 5A, slowing diffusion
Frequency-dependent transcription might also help tended only to suppress oscillations in macromolecular
to explain aspects of LTM, the formation of which has concentrations. In contrast, as the studies cited above
been shown to be frequency dependent in some cases. would predict, increasing a time delay often created
An example comes from an experimental model of olfac- oscillations.
tory learning in Drosophila (Tully et al., 1994). In this Random Fluctuations in Macromolecule Numbers
system, repeated training trials that had a relatively long Can Yield Significant Variability in the Behavior
intertrial interval (ITI) yielded more LTM than equivalent of Genetic Systems
training trials presented using a short ITI, even given In many genetic systems, the average number of copies
the same total training time. Optimal stimulus frequen- of important macromolecules is low (tens to hundreds).
cies may also exist for some examples of task learning In such conditions, randomness in the timing of synthe-
by humans (Kientzle, 1946). sis or degradation of individual molecules is expected
Recently, modeling has been used to describe possi- to yield significant fluctuations in copy numbers (Keizer,
ble mechanisms for generating frequency-dependent 1987; McAdams and Arkin, 1999). Transcription of indi-
transcription. A kinetic scheme with activation and re- vidual eukaryotic mRNAs is in fact known to proceed in
pression of transcription (Figure 5A) was extended to a random, irregular manner, which would lead to fluctua-
include more detailed descriptions of TF phosphoryla- tions in mRNA concentrations (Ross et al., 1994; Zlokar-
tion and dephosphorylation (Smolen et al., 1998). By nik et al., 1998). Random fluctuations in the copy num-
adjusting the kinetics of phosphorylation and dephos- bers of transcription factors in the nucleus, and in the
phorylation, the activity of the TFs in response to stimuli expression of genes affected by these TFs, might have
was made such that a window of stimulus frequencies phenotypic consequences. As a possible example, at-
activated TF-A but hardly activated TF-R. An ªoutputº tempts to reduce morphologic variability in inbred mice
gene was transcribed only when TF-A bound to its TF- have generally found a lower limit. Irreducible variability
RE. Dimers of activated TF-A and TF-R competed for in this and other species may be due to randomness
binding to this site. The model predicted a stimulus in the timing of expression events occurring early in
frequency at which transcription of the output gene was embryogenesis (Gartner, 1990).
maximal. In a similar model, an optimal stimulus fre- A reliable Monte Carlo algorithm for simulating fluctu-
quency was created by competition between dual phos- ating biochemical reactions has been presented by Gil-
phorylations of a single TF. Here, the first site was readily lespie (1977). This algorithm was recently used by
phosphorylated by low-frequency stimuli and allowed McAdams and Arkin (1997) in qualitative models of
the TF to activate transcription, while the second site
prokaryotic gene networks with TF dimerization and withwas phosphorylated only by high-frequency stimuli and
regulatory feedback. Figure 6A illustrates an examplecountered the effect of the first. These models illustrate
in which dimers of protein P1 repress the transcriptiona qualitative principle. Two competing processes whose
of a gene p2 and activate the transcription of anotherkinetics endow them with different sensitivities to stim-
gene, p3. The system has a single negative-feedbackuli, such as activator and repressor phosphorylation,
loop in which P1 dimers repress p1 transcription. Thecan compete to maximize or minimize transcription at
time taken for P1 to accumulate was subject to largespecific stimulus frequencies.
stochastic variability (Figure 6B). For accumulation of 25Modeling Macromolecular Transport with a Time
P1 dimers, the time required for each of 100 simulationsDelay, or Diffusively, Can Profoundly Affect
varied from ,10 min to .45 min. Consider a situationthe Dynamics of Gene Networks
in which P1 regulates genes that govern phenotype andSeveral studies have compared the behavior of model
P1 accumulation is triggered by an environmental stimu-gene networks that use different methods for describing
lus of limited duration. McAdams and Arkin (1997) pointintracellular macromolecular transport (Busenberg and
out that, under the influence of randomness observedMahaffy, 1985; Mahaffy et al., 1992; Smolen et al., 1999).
in this model, only a subpopulation of cells would accu-The methods used most often are time delays and diffu-
mulate sufficient P1 during the stimulus to reach asion. In models that use diffusion, slowing diffusion is
threshold sufficient to effect a change in phenotype.usually found to dampen oscillations in transcription
The importance of such variability in many eukaryoticrates, giving a steady state. By contrast, in models that
systems remains to be assessed. For example, the ex-use time delays, increasing the time delays (which is
tent of neuronal plasticity induced by a given stimulusanalogous to slowing diffusion) tends to destabilize
could be quite variable at the level of a single cell orsteady states and promote oscillations.
synapse, but the average of stochastic variability overTo examine whether the dynamics of the simple mod-
els of Figures 3A and 5A would be altered when transport many neuronsÐa relevant quantity for assessing the
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with a lower concentration of TF-A was masked. If a
simulation was begun with the model at the lower steady
state, it remained nearby for a few hours before fluctua-
tions caused a transition to the upper state. In actual
genetic systems, the strength of ªmaskingº is strongly
parameter dependent, because biochemical rate con-
stants determine fluctuation characteristics (Hasty et
al., 2000). For example, in an engineered bistable genetic
switch in E. coli, the lower state was found to be more
stable, even though fluctuations were appreciable and
caused cell-to-cell variability in the location of the switch
thresholds (Gardner et al., 2000). This special result can
only be found if the lower state (with fewer macromole-
cules on average) is more strongly attracting than the
upper state. That is, the upper state must be only weakly
stable, so that a relatively small perturbation suffices to
move the system from the upper to the lower state.
Future studies that model specific gene networks
should assess the likely importance of stochasticity,
including the effect of stochasticity on the stabilities of
steady states. However, deterministic models will re-
main important because data are often insufficient to
model stochastic fluctuations in detail. Data used to
construct deterministic models are often obtained from
large and reproducible responses to stimuli. Such mod-
els may, therefore, be expected to predict reliably the
responses to new stimuli of comparable magnitude.
In summary, mathematical models of simple gene net-
works, such as those considered above, have revealed
associations between common biochemical elements
and dynamic behaviors (Table 1). Specific features of
the biochemical pathways, such as feedback loops, di-
merization, and time delays, support complex dynamics,
such as bistability and oscillations. These relationships
may give insight into the behavior of newly characterized
Figure 6. Stochastic Fluctuations in Molecule Numbers Affect the gene networks.
Dynamics of a Simple Gene Network
(A) The kinetic scheme used for simulations of McAdams and Arkin Models of Specific Gene Networks
(1997). The product of gene p1 dimerizes. Both monomeric and Models of particular gene networks need to be based,
dimeric P1 protein are subject to first-order degradation (dashed insofar as possible, on measured values of biochemical
box). P1 homodimer represses its own transcription and that of parameters. Use of parameter values that do not de-gene p2 and activates transcription of gene p3. All processes of
scribe the in vivo situation can lead both to erroneousmacromolecular synthesis and degradation, as well as binding and
predictions of quantities, such as the size of stimulusunbinding between protein molecules and responsive elements, are
responses, and to erroneous predictions of qualitativestochastic in nature.
dynamic behaviors, such as oscillations or multistability.(B) Results for 100 stochastic simulations of the onset of P1 dimer
production assuming the kinetic scheme of (A), at p1 gene dosages However, for these complicated biochemical systems,
of 1, 2, and 4. Plots represent mean 6 1 standard deviation (gray obtaining good estimates of all important parameters
regions around mean time courses). P1 concentration has units of proves difficult in practice. For example, time courses
nanomolars. Great variability in the amount of time required for of gene expression rates can be fitted with kinetic mod-
individual simulations to reach particular P1 dimer levels of 25 or 50 els, but the set of parameter values thereby obtained
molecules (horizontal lines) is evident. Reproduced with permission
may not be unique or strongly constrained.from McAdams and Arkin (1997).
Because the somewhat less complex structure of pro-
karyotic cells tends to simplify the acquisition of data to
constrain model parameters, prokaryotic gene network
reliability of memory formationÐwould be considerably models have been more common than eukaryotic mod-
less. els. The E. coli±l phage system is perhaps the best
A general physical principle is that the lower the aver- characterized prokaryotic gene network. Two phage
age number of molecules, the greater the relative size proteins competitively control a switch point that deter-
and importance of random fluctuations (Keizer, 1987). mines whether an infected E. coli cell follows a lysogenic
Therefore, in a multistable genetic system, random fluc- or lytic pathway. Recently, Arkin et al. (1998) constructed
tuations in molecule numbers would tend to preferen- a detailed model of this genetic switch. This model in-
tially ªmaskº the existence of steady states with low cluded random timing of individual macromolecular
average copy numbers of macromolecules. Recently, synthesis and degradation events, and successfully
fluctuations were added to the bistable positive-feed- simulated experimental data for the fractions of cells
back loop of Figure 3A to investigate the likelihood of undergoing lysogeny versus lysis under different envi-
such ªmaskingº (Smolen et al., 1999). With a physiologi- ronmental conditions. Other types of prokaryotic ge-
netic switches include those based on competitioncally plausible set of parameter values, the steady state
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Table 1. Associations in Gene Network Models between Common Biochemical Elements and Dynamic Behaviors
Biochemical Element Favored Behavior
positive feedback multistability
oscillations possible only if supply of biosynthetic precursors
is rate limiting
state-dependent responses (ªprimingº)
negative feedback oscillations
biochemical time delays complex responses to stimuli
oscillations
ªechoesº
competition between gene activation and repression optimal stimulus frequencies for extrema in transcription rates
protein oligomerization multistability
oscillations
optimal stimulus frequencies
stochastic fluctuations in molecule numbers destabilization of some steady states
randomness in responses to stimuli
random outcomes of processes dependent on genetic regulation
among transcription factors for binding to promoters However, it is evident that much remains to be done in
(Hicks and Grossman, 1996) and on inversion of DNA understanding this system. The roles of most of the
segments (Dorman, 1995). Stochastic variations in the regulatory TFs have yet to be determined, and relation-
operation of such switches are expected to contribute ships between TF concentrations and their effects are
significantly to phenotypic variability (Laurent and Kel- unknown.
lershohn, 1999). Recently, Kerszberg and Changeux (1998) have mod-
Switch-like responses to stimuli are also common in eled aspects of neural tissue development in vertebrate
eukaryotic systems. For example, the MAP kinase path- and insect embryos. Within this model, bistability of
way, which affects the expression of a variety of genes gene expression rates is created by competition be-
including those of the CREB family of TFs, can exhibit tween homodimers of two TFs, each of which activates
a very steep stimulus threshold for elicitation of a re- its own expression while repressing the expression of
sponse, so that it appears to respond in an ªall-or-noth- the other TF (Figure 5C). These TFs are qualitatively
ingº fashion (Huang and Ferrell, 1996). Stochastic vari- analogous to known TFs encoded by the enhancer-of-
ability in operation of such a switch could affect, for split and achaete-scute gene families in Drosophila. A
example, whether a stimulus elicits gene transcription mechanism for intercellular signaling, qualitatively simi-
and neurite growth in a particular neuron. The degree of lar to the Notch±Delta receptor±ligand system, is as-
variability expected depends strongly on rate constants sumed to modulate expression of the ªenhancer-of-
and other parameters. Thus, its assessment requires splitº TF. Well-defined spatial boundaries of neural
experimental determination of kinetic parameters in versus epithelial tissue result, with cells on each side of
combination with quantitative modeling. the boundary in a different gene expression state. These
The development of models of eukaryotic systems has gene expression states are assumed to be epigenet-
been hindered by the difficulty of obtaining biochemical ically inherited by daughter cells, preserving established
data. One eukaryotic network that has been modeled in tissue boundaries during further development. The model
some detail is the regulation by TFs of the gene endo16, also includes other TFs known to regulate neurogenesis,
necessary for development of sea urchin embryos (Yuh and the authors propose that cell adhesion and motion
et al., 1998). In this network, at least 15 TFs regulate
are regulated by genes critical for bistability and switch-endo16 transcription, and there are 8 distinct TF-REs
like behavior (e.g., Notch or achaete-scute).upstream from the basal promoter. To obtain data on
Another class of eukaryotic models has been devel-the time course of expression of the various regulatory
oped to help understand the transcriptional regulationregions, Yuh et al. (1998) constructed TF-REs attached
responsible for circadian rhythms. Circadian rhythmsto reporter genes. Time courses for the expression of
are found in all organisms adapted to day±night cycles,each construct were determined during development.
whether they be cyanobacteria, fungi, or mammals. InThe results of these experiments helped to clarify the
each species, a few genes appear to act as essentialfunction of each TF-RE. For three TF-REs (those for
core genes underlying expression of the rhythm (Rep-which the most extensive kinetic data were available),
pert, 1998). In a negative-feedback loop, one or more oftheir degrees of occupancy by TFs were modeled as
the core gene products represses its own transcriptionreal, continuous variables. The rate of endo16 transcrip-
after a delay of a few hours (Dunlap et al., 1999). Severaltion was also considered a continuous variable. The
hours later, these gene products are degraded, begin-other five TF-REs had their occupancies modeled as
ning the next cycle of the oscillation. Identified coresimple switchesÐeither OCCUPIED (1) or VACANT (0).
genes that repress their own transcription include perThe model sufficed to qualitatively illustrate how the
and tim in Drosophila (for a recent review, see Young,endo16 regulatory elements integrate environmental in-
1998) and freq in the fungus Neurospora (Merrow et al.,formation via occupancies of TF-REs to produce a well-
defined time course of the rate of endo16 transcription. 1997). Much modeling of circadian oscillations has been
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of the model of Leloup and Goldbeter (1998). PER and
TIM heterodimerize, and the heterodimer represses per
and tim transcription. After multiple slow phosphoryla-
tions, PER and TIM are degraded. In this model, only
two phosphorylations are included to avoid excessive
complexity. Figure 7B illustrates circadian oscillations
simulated by this model. In concordance with experi-
mental data (Lee et al., 1998), the peak of per mRNA
concentration leads the peak of total PER protein by
about 4 hr, and the time course of total PER leads that
of doubly phosphorylated PER by a few hours. This
model is also able to reproduce Drosophila phase±
response behavior by predicting the shift of circadian
rhythm caused by brief light pulses delivered at different
phases of the circadian cycle.
However, recent advances in experimental knowledge
of circadian genes in Drosophila, Neurospora, and other
species have made it evident that current models are
missing important elements. For example, transcrip-
tional autorepression appears to be indirect. Core gene
products appear to bind and sequester other proteins
necessary for core gene expression. In Drosophila, for
example, clock and cycle are essential for rhythmicity,
and their products form a heterodimer that activates per
transcription and is bound by the PER-TIM heterodimer
(Lee et al., 1998). In addition, transcription of clock is
activated by PER and/or TIM, and the clock gene prod-
uct represses clock transcription (Glossop et al., 1999;
Bae et al., 2000). These regulatory complexities have
not been modeled. Experimental knowledge of the Neu-
rospora oscillator is also progressing rapidly (Merrow
et al., 1997; Luo et al., 1998). Here, the proteins WC-1
and/or WC-2 may activate freq transcription and may
be sequestered by FREQ (Dunlap, 1998). Thus, the time
may be ripe for constructing a detailed model of the
Neurospora oscillator. Preliminary efforts have been re-
ported (Roenneberg and Merrow, 1998; Smolen et al.,
1999, Soc. Neurosci., abstract).
More generally, it has been suggested that positive
as well as negative feedback is essential for the opera-
tion of circadian oscillators (Crosthwaite et al., 1997).
Although oscillations can be sustained by negative feed-
back alone, the presence of positive feedback might
increase the robustness of oscillations to parameter
variation and might modulate responses to stimuli. In
systems with multiple feedback interactions, the relative
Figure 7. Simulation of Circadian Oscillations in Drosophila by the importance of each can only be assessed by modeling.
Model of Leloup and Goldbeter (1998) Incorporating Known Nega-
Preliminary efforts (Smolen et al., 1999, Soc. Neurosci.,tive-Feedback Interactions
abstract) are underway to examine the effect of adding
(A) The Drosophila PER and TIM proteins form a heterodimer, which
a known positive-feedback interactionÐactivation bycan translocate to the nucleus. Translocation leads to repression
PER-TIM heterodimers of clock transcriptionÐto theof per and tim transcription. The PER and TIM proteins are phos-
model of Leloup and Goldbeter (1998) for the Drosophilaphorylated over a period of hours and are then degraded. In this
oscillator. Finally, the period and amplitude of circadianmodel, two phosphorylations of PER and TIM are assumed neces-
sary for degradation. oscillations should be rather robust to stochastic fluctu-
(B) Simulation of circadian oscillations. Only time courses of per ations in the copy numbers of important macromole-
mRNA and PER protein are shown (time courses of tim mRNA and cules. This constraint is being used to assess the realism
TIM protein are similar). [PER-PP] denotes the concentration of all of proposed molecular models of circadian oscillators
species (free and in heterodimers) of doubly phosphorylated PER. (Barkai and Leibler, 2000).
Specific Issues that Require Further Investigationqualitative and not specific to any organism (e.g.,
Scheper et al., 1999). However, specific models of the Modeling and Experimental Approaches Can Be
Employed Concurrently to Understand GeneDrosophila oscillator have been developed (Goldbeter,
1995; Leloup and Goldbeter, 1998) that successfully re- Networks Important for Learning and Memory
Figure 1 illustrated a particular gene network based onproduce circadian oscillations in gene expression as
well as the response of the oscillator to brief light stimuli CREB and related transcription factors that appears to
be important for the formation of LTM (Dash et al., 1990;or light±dark cycles. Figure 7A illustrates key features
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Bartsch et al., 1995, 1998; Dash and Moore, 1996; Fink- between TFs are frequently promoter specific, de-
beiner et al., 1997; Guzowski and McGaugh, 1997; Lam- pending on the relative positioning of DNA binding sites
precht et al., 1997; Glazewski et al., 1999). Aspects of this (Fry and Farnham, 1999). Mechanisms of genetic control
gene network resemble Figure 5A. A negative-feedback encompass not only transcriptional regulation by TFs
loop exists, in which ICER is induced by CREB and then but also regulation of translational and posttranslational
binds to CREs and represses transcription of CREB. A processes. This diversity of motifs for transcriptional
positive-feedback loop also appears to exist, in which regulation suggests that behaviors dependent on non-
CREB binds to CREs and activates its own transcription. linearity and on feedback interactions (such as multista-
Experimental data concerning the kinetics of activa- bility, oscillations, and frequency tuning) may be impor-
tion or expression of these TFs have not yet been inte- tant in many gene networks.
grated into a detailed model. Such a model might, for In considering this suggestion, several authors have
example, help to predict the efficacy of the formation addressed possible functional consequences of multi-
of LTM during different training protocols. A molecular stability in particular. Brief exposure of cells to a neuro-
mechanism for creating an optimal frequency for the transmitter or hormone, or brief periods of electrical
formation of LTM was proposed by Yin et al. (1995). activity and calcium influx in neurons or other excitable
These authors hypothesized that two critical TFs, an cells, might ªtrigger the switchº and lead to long-lasting
activator (TF-A) and a repressor (TF-R), were activated changes in gene expression. Because of biochemical
by stimuli, perhaps via phosphorylation. TF-A was then time delays, the occurrence of state transitions is likely
able to activate transcription of key ªtargetº genes nec- to be very dependent on stimulus duration as well as
essary for the formation of LTM, whereas TF-R com- amplitude. In neuronal circuits, induced steady states
peted with TF-A to repress the target genes. TF-R is of gene expression could help foster the synthesis of
dephosphorylated more rapidly than TF-A. Thus, during proteins required for synaptic growth and the formation
low-frequency repetitive stimuli, the average degree of of LTM. Steady states of gene expression levels could
TF-R phosphorylation was less than that of TF-A. Low- also constitute an important form of mitotically inherit-
frequency stimuli would therefore tend only to activate able epigenetic information (Keller, 1994). Furthermore,
TF-A and activate transcription of ªtargetº genes neces- Thomas et al. (1995) hypothesized that cell differentia-
sary for the formation of LTM. With higher frequency tion is largely a biological expression of multistability of
stimuli, TF-R would also activate and stay active be- protein concentrations. Because multistability is a sign
cause there is insufficient time for its dephosphorylation of a positive-feedback loop, these authors suggested
between stimuli. Thus, TF-R would antagonize TF-A and that genes involved in positive-feedback loops should
repress ªtargetº gene transcription. To verify the plausi- be examined carefully for potential roles in differentia-
bility of this hypothesis, Smolen et al. (1998) modified the tion. Laurent and Kellershohn (1999) and Keller (1994)
model of Figure 5A to include time-dependent kinetics of have also proposed that switching between multiple
TF-A and TF-R phosphorylation. It was found that kinetic stable states of gene expression is an essential compo-
parameters could readily be chosen to allow sharply nent of differentiation.
peaked, optimal stimulus frequencies for maximal tran- Modeling Specific Gene Networks Will Become
scription. More Feasible with New Methods
The CREB family of proteins contains both activators for Gathering Detailed Data
(such as CREB) and repressors (such as CREB2) whose A variety of new biochemical methods are providing
activity is modulated by phosphorylation and that could data useful for modeling gene networks. Transfection
implement the hypothesis of Tully et al. (1994). However, of cells with reporter genes whose promoters have been
with respect to the repressor CREB2, recent evidence chosen to be regulated by specific TFs permits mea-
obtained in Aplysia suggests that phosphorylation re- surements of time courses of transcription (Castano et
duces its repressing activity (Martin et al., 1997). But,
al., 1996). Analysis of these time courses can yield esti-an optimal stimulus frequency for transcription could
mates of kinetic parameters governing the onset andalso be generated in this gene network from other com-
termination of transcription and mRNA degradation.peting processes. For example, CREB has both activat-
Another method involves the use of DNA chips. Theseing and inhibiting phosphorylation sites (Ser-133 and
are high-density arrays of oligonucleotides, with eachSer-142) (Sassone-Corsi, 1995). If these sites were phos-
oligonucleotide chosen to hybridize to a distinct mRNAphorylated by stimuli of different frequencies, frequency
sequence (Winzeler et al., 1998; Gerhold et al., 1999).tuning of CREB activity could emerge.
This method allows the simultaneous measurement ofThe Frequency and Functional Consequences of
the time courses of expression of up to z10,000 genes.Gene Network Behaviors Such as Multistability
These data will prove invaluable for studies of responsesHave Not Yet Been Fully Assessed
to environmental agents, stimuli that induce LTM, orMany architectures for gene networks have been ob-
studies of development (e.g., White et al., 1999). PCRserved; those discussed in this review are merely a sam-
amplification and quantitation of mRNAs from tissueple. A few examples of network features not discussed
samples can also be used to calculate expression timeinclude: heterodimerization of transcription factors in
courses of large numbers of genes (Wen et al., 1998).two separate pathways with a shared third TF (Hunter
Genes can be grouped into clusters with similar expres-et al., 1996), convergence of signaling pathways through
sion profiles (Eisen et al., 1998). Similarity in expressiondistinct TFs onto a single gene (Howard and Maurer,
profile suggests similarity in regulation and possibly in1995), and conditional regulation by a single TF (e.g.,
function. Thus, potential relations between the functionsenhancement of constitutive transcription of the dopa-
of new genes and characterized genes can be identified.mine b-hydroxylase gene by the YY1 TF, which in the
As an example, Wen et al. (1998) used cluster analysissame preparation suppresses cAMP-induced transcrip-
to characterize spinal cord development. One hundredtion; Seo et al., 1996). Also, TF-induced DNA bending
can influence the actions of other TFs, and interactions twelve genes were classified into five temporal episodes
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of expression. Cluster analysis revealed several associa- diffusion. For example, Femino et al. (1998) monitored
tions between the expression of genes with known and an F-actin gene in cultured fibroblasts and observed
unknown functions. Also, mathematical analysis of the that mRNAs often departed the gene along definite
pooled gene expression data revealed pronounced tracks. This observation suggested an active-transport
asymmetries, which emphasized that gene expression mechanism in which mRNAs were directed along cy-
during development is overall a strongly constrained toskeletal elements by motor proteins. But in at least
and ordered process. 50% of the cases, the mRNAs appeared to simply diffuse
Methods for using sets of expression time courses away from the gene.
to rapidly construct logical-network models of genetic Further development of experimental techniques is
systems are being developed (Somogyi and Sniegoski, expected to facilitate construction of detailed models
1997; Wen et al., 1998). In addition, expression time of gene networks important for controlling key biological
courses might reveal long-lasting state transitions in events such as differentiation or the formation of LTM.
response to brief stimuli. Such state transitions would The responses of tissues and organisms to normal and
suggest multistability and the existence of a positive- unusual stimuli will be more thoroughly understood
feedback loop (Thomas et al., 1995). through modeling and experiments that characterize the
There are important limitations to the use of DNA chips regulation of relevant genes. Analysis and prediction of
or PCR for cluster analysis. These techniques monitor responses of organisms to environmental contaminants,
populations of cells and are generally unable to resolve or to novel pharmaceutical agents, will be significantly
expression dynamics in single cells. If the mRNA is from enhanced by collaborative modeling and experiment.
cells of different types (e.g., if obtained from a tissue
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