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Abstract
This is a survey paper. In a first part, we recall the main results
on the tempered holomorphic solutions of D-modules in the language
of indsheaves and, as an application, the Riemann-Hilbert correspon-
dence for regular holonomic modules. In a second part, we present
the enhanced version of the first part, treating along the same lines
the irregular holonomic case.
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Introduction
These Notes are an expanded version of a series of lectures given at the IHES
in February/March 2015 (see [KS15]), based on [DK13] and [KS14].
Here, we assume the reader familiar with the language of sheaves and
D-modules, in the derived sense.
Let X be a complex manifold. Denote by Mod(DX) the abelian category
of left DX-modules, by Modhol(DX) the full subcategory of holonomic DX-
modules and by Perv(CX) the abelian category of perverse sheaves with
coefficients in C. Consider the functor constructed in [Ka75]
Sol : Modhol(DX)
op −→ Perv(CX),
M 7→ RHom
D
(M ,OX).
(Note that at this time the notion of perverse sheaves was not explicit, but
in his paper the author proved that RHom
D
(M ,OX) is C-constructible and
satisfies the properties which are now called perversity.)
It is well-known that this functor is not faithful. For example, if X =
A1(C), the complex line with coordinate t, P = t2∂t − 1 and Q = t
2∂t + t,
then the two DX-modules DX/DXP and DX/DXQ have the same sheaves of
solutions.
A natural idea to overcome this difficulty is to replace the sheaf OX
with presheaves of holomorphic functions with various growths such as for
example the presheaf O tX of holomorphic functions with tempered growth.
This presheaf is not a sheaf for the usual topology, but it becomes a sheaf
for a suitable Grothendieck topology, the subanalytic topology, and here we
shall embed the category of subanalytic sheaves in that of indsheaves.
As we shall see, the indsheaf O tX is not sufficient to obtain a Riemann-
Hilbert correspondence, but it is a first step to this direction. To obtain
a final result, it is necessary to add an extra variable and to work with an
“enhanced” version of O tX in order to describe “various growths” in a rigorous
way.
In a first part, we shall recall the main results of the theory of ind-
sheaves and subanalytic sheaves and we shall explain with some details the
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operations on D-modules and their tempered holomorphic solutions. As an
application, we obtain the Riemann-Hilbert correspondence for regular holo-
nomic D-modules as well as the fact that the de Rham functor commutes
with integral transforms.
In a second part, we do the same for the sheaf of enhanced tempered
solutions of (no more necessarily regular) holonomic D-modules. For that
purpose, we first recall the main results of the theory of indsheaves on bor-
dered spaces and its enhanced version, a generalization to indsheaves of a
construction of Tamarkin [Ta08].
Let us describe with some details the contents of these Notes.
Section 1 is a brief review on the theory of sheaves and D-modules. Its aim
is essentially to fix the notations and to recall the main formulas of constant
use.
In Section 2, extracted from [KS96, KS01], we briefly describe the category
of indsheaves on a locally compact space and the six operations on indsheaves.
A method for constructing indsheaves on a subanalytic space is the use of
the subanalytic Grothendieck topology, a topology for which the open sets
are the open relatively compact subanalytic subsets and the coverings are the
finite coverings. On a real analytic manifold M , this allows us to construct
the indsheaves of Whitney functions, tempered C∞-functions and tempered
distributions. On a complex manifold X , by taking the Dolbeault complexes
with such coefficients, we obtain the indsheaf (in the derived sense) O wX of
Whitney holomorphic functions and the indsheaf O tX of tempered holomor-
phic functions.
Then, in Section 3, also extracted from [KS96, KS01], we study the tem-
pered de Rham and Sol (Sol for solutions) functors, that is, we study these
functors with values in the sheaf of tempered holomorphic functions. We
prove two main results which will be the main tools to treat the regular
Riemann-Hilbert correspondence later. The first one is Theorem 3.1.1 which
calculates the inverse image of the tempered de Rham complex. It is a
reformulation of a theorem of [Ka84], a vast generalization of the famous
Grothendieck theorem on the de Rham cohomology of algebraic varieties.
The second result, Theorem 3.1.5, is a tempered version of the Grauert di-
rect image theorem.
In Section 4 we give a proof of the main theorem of [Ka80, Ka84] on
the Riemann-Hilbert correspondence for regular holonomic D-modules (see
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Corollary 4.3.4). Our proof is based on Lemma 4.1.3 which essentially claims
that to prove that regular holonomic D-modules have a certain property, it is
enough to check that this property is stable by projective direct images and
is satisfied by modules of “regular normal forms”, that is, modules associated
with equations of the type zi∂zi −λi or ∂zj . The Riemann-Hilbert correspon-
dence as formulated in loc. cit. is not enough to treat integral transform and
we have to prove a “tempered” version of it (Theorem 4.3.2). We then collect
all results on the tempered solutions of D-modules in a single formula which,
roughly speaking, asserts that the tempered de Rham functor commutes with
integral transforms whose kernel is regular holonomic (Theorem 4.4.2). We
end this section with a detailed study of the irregular holonomic D-module
DX exp(1/z) on A
1(C), following [KS03]. This case shows that the solution
functor with values in the indsheaf O tX gives many informations on the holo-
nomic D-modules, but not enough: it is not fully faithful. As seen in the
next sections, in order to treat irregular case, we need the enhanced version
of the setting discussed in this section.
Section 5, extracted from [DK13], treats indsheaves on bordered spaces. A
bordered space is a pair (M, M̂) of good topological spaces with M ⊂ M̂
an open embedding. The derived category of indsheaves on (M, M̂) is the
quotient of the category of indsheaves on M̂ by that of indsheaves on M̂ \M .
Indeed, contrarily to the case of usual sheaves, this quotient is not equivalent
to the derived category of indsheaves on M .
The main idea to treat the irregular Riemann-Hilbert correspondence is to
replace the indsheaf O tX with an enhanced version, the object O
E
X . Roughly
speaking, this object (which is no more an indsheaf) is obtained as the image
of the complex of solutions of the operator ∂t−1 acting on O
t
X×C, in a suitable
category, namely that of enhanced indsheaves.
Section 6, also extracted from [DK13], defines and studies the triangulated
category Eb(IkM) of enhanced indsheaves on M , adapting to indsheaves a
construction of Tamarkin [Ta08]. Denoting by R∞ the bordered space (R,R)
in which R is the two points compactification of R, the category Eb(IkM) is
the quotient of the category of indsheaves on M ×R∞ by the subcategory of
indsheaves which are isomorphic to the inverse image of indsheaves on M .
Section 7, mainly extracted from [DK13], treats the irregular Riemann-
Hilbert correspondence. Similarly as in the regular case, an essential tool is
Lemma 7.5.5 which asserts that to prove that holonomic D-modules have a
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certain property, it is enough to check that this property is stable by pro-
jective direct images and is satisfied by modules of “normal forms”, that is,
D-modules of the type DX expϕ where ϕ is a meromorphic function. This
lemma follows directly from the fundamental results of Mochizuki [Mo09,
Mo11] (in the algebraic setting) and later Kedlaya [Ke10, Ke11] in the ana-
lytic case, after preliminary results by Sabbah [Sa00]. The proof of the irreg-
ular Riemann-Hilbert correspondence is rather intricate and uses enhanced
constructible sheaves and a duality result between the enhanced solution
functor and the enhanced de Rham functor. However, this theorem formu-
lated in [DK13] (Corollary 7.8.3) is not enough to treat irregular integral
transform and we have to prove an “enhanced” version of it (Theorem 7.8.1,
extracted from [KS14]).
In Section 8, extracted from [KS14], we apply the preceding results. The
main formula (8.1.4) asserts, roughly speaking, that the enhanced de Rham
functor commutes with integral transforms with irregular kernels. In a previ-
ous paper [KS97] we had already proved (without the machinery of enhanced
indsheaves) that given a complex vector space V, the Laplace transform in-
duces an isomorphism of the Fourier-Sato transform of the conic sheaf asso-
ciated with O t
V
with the similar sheaf on V∗ (up to a shift). We obtain here a
similar result in a non-conic setting, replacing O t
V
with its enhanced version
O E
V
. For that purpose, we extend first the Tamarkin non conic Fourier-Sato
transform to the enhanced setting.
Bibliographical and historical comments. A first important step in
a modern treatment of the Riemann-Hilbert correspondence is the book
of Deligne [De70]. A second important step is the constructibility theo-
rem [Ka75] and a precise formulation of this correspondence in 1977 by the
same author (see [Ra78, p. 287]). Then a detailed sketch of proof of the theo-
rem establishing this correspondence (in the regular case) appeared in [Ka80]
where the functor Thom of tempered cohomology was introduced, and a de-
tailed proof appeared in [Ka84]. A different proof to this correspondence
appeared in [Me84]. The functorial operations on the functor Thom, as well
as its dual notion, the Whitney tensor product
w
⊗, are systematically studied
in [KS96]. These two functors are in fact better understood by the lan-
guage of O tX and O
w
X , the indsheaves of tempered holomorphic functions and
Whitney holomorphic functions introduced in [KS01].
In the early 2000, it became clear that the indsheaf O tX of tempered holo-
morphic functions is an essential tool for the study of irregular holonomic
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modules and a toy model was studied in [KS03]. However, on X = A1(C),
the two holonomic DX-modules DX exp(1/t) and DX exp(2/t) have the same
tempered holomorphic solutions, which shows that O tX is not precise enough
to treat irregular holonomic D-modules. This difficulty is overcome in [DK13]
by adding an extra variable in order to capture the growth at singular
points. This is done, first by adapting to indsheaves a construction of
Tamarkin [Ta08], leading to the notion of “enhanced indsheaves”, then by
defining the “enhanced indsheaf of tempered holomorphic functions”. Us-
ing fundamental results of Mochizuki [Mo09, Mo11] (see also Sabbah [Sa00]
for preliminary results and see Kedlaya [Ke10, Ke11] for the analytic case),
this leads to the solution of the Riemann-Hilbert correspondence for (not
necessarily regular) holonomic D-modules.
As already mentioned, most of the results discussed here are already
known. We sometimes don’t give proofs, or only give a sketch of the proof.
However, Theorems 2.5.13, 6.6.4 and Corollaries 2.5.15, 7.7.2 are new.
1 A brief review on sheaves and D-modules
As already mentioned in the introduction, we assume the reader familiar with
the language of sheaves and D-modules, in the derived sense. Hence, the aim
of this section is mainly to fix some notations.
1.1 Sheaves
We refer to [KS90] for all notions of sheaf theory used here. For simplicity,
we denote by k a field, although most of the results would remain true when
k is a commutative ring of finite global dimension.
A topological space is good if it is Hausdorff, locally compact, countable
at infinity and has finite flabby dimension. Let M be such a space. For a
subset A ⊂M , we denote by A its closure and Int(A) its interior.
One denotes by Mod(kM ) the abelian category of sheaves of k-modules
onM and by Db(kM) its bounded derived category. Note that Mod(kM) has
a finite homological dimension.
For a locally closed subset A of M , one denotes by kA the constant sheaf
on A with stalk k extended by 0 on X \ A. For F ∈ Db(kM), one sets
FA := F ⊗kA. One denotes by Supp(F ) the support of F .
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We shall make use of the dualizing complex on M , denoted by ωM , and
the duality functors
D′M := RHom ( • ,kM), DM := RHom ( • , ωM).(1.1.1)
Recall that, when M is a real manifold, ωM is isomorphic to the orientation
sheaf shifted by the dimension.
We have the two internal operations of internal hom and tensor product:
RHom ( • , • ) : Db(kM)
op × Db(kM) −→ D
b(kM),
•
L
⊗ • : Db(kM)× D
b(kM) −→ D
b(kM ).
Hence, Db(kM) has a structure of commutative tensor category with kM as
unit object and RHom is the inner hom of this tensor category.
Now let f : M −→ N be a morphism of good topological spaces. One has
the functors
f−1 : Db(kN) −→ D
b(kM) inverse image,
f ! : Db(kN) −→ D
b(kM) extraordinary inverse image,
Rf∗ : D
b(kM) −→ D
b(kN) direct image,
Rf! : D
b(kM) −→ D
b(kN) proper direct image.
We get the pairs of adjoint functors (f−1,Rf∗) and (Rf!, f
! ).
The operations associated with the functors ⊗,RHom, f−1, f ! ,Rf∗,Rf!
are called Grothendieck’s six operations.
For two topological spaces M and N , one defines the functor of external
tensor product
• ⊠ • : Db(kM)× D
b(kN ) −→ D
b(kM×N)
by setting F ⊠ G := q−11 F ⊗ q
−1
2 G, where q1 and q2 are the projections from
M ×N to M and N , respectively.
Denote by pt the topological space with a single element and by aM : M −→
pt the unique morphism. One has the isomorphism
kM ≃ a
−1
M kpt, ωM ≃ a
!
M kpt.
There are many important formulas relying the six operations. In particu-
lar we have the formulas below in which F, F1, F2 ∈ D
b(kM), G,G1, G2 ∈
8
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Db(kN ):
RHom (F ⊗F1, F2) ≃ RHom
(
F,RHom (F1, F2)
)
,
Rf∗RHom (f
−1G,F ) ≃ RHom (G,Rf∗F ),
Rf!(F ⊗ f
−1G) ≃ F ⊗Rf!G (projection formula),
f !RHom (G1, G2) ≃ RHom (f
−1G1, f
!G2),
and for a Cartesian square of good topological spaces,
M ′
f ′ //
g′

N ′
g

M
f //

N
(1.1.2)
we have the base change formula!for sheaves
g−1Rf! ≃ Rf
′
! g
′−1.
In these Notes, we shall also encounter R-constructible sheaves. Refer-
ences are made to [KS90, Ch. VIII]. Let M be a real analytic manifold. On
M there is the family of subanalytic sets due to Hironaka and Gabrielov
(see [BM88, VD98] for an exposition). This family is stable by all usual
operations (finite intersection and locally finite union, complement, closure,
interior) and contains the family of semi-analytic sets (those locally defined
by analytic inequalities). If f : M −→ N is a morphism of real analytic man-
ifolds, then the inverse image of a subanalytic set is subanalytic. If Z is
subanalytic in M and f is proper on the closure of Z, then f(Z) is subana-
lytic in N .
A sheaf F is R-constructible if there exists a subanalytic stratification
M =
⊔
j∈J Mj such that for each j ∈ J , the sheaf F |Mj is locally constant
of finite rank. One defines the category Db
R-c(kM) as the full subcategory of
Db(kM) consisting of objects F such that H
i(F ) is R-constructible for all
i ∈ Z and one proves that this category is triangulated.
The category Db
R-c(kM) is stable by the usual internal operations (ten-
sor product, internal hom) and the duality functors in (1.1.1) induce anti-
equivalences on this category.
If f : M −→ N is a morphism of real analytic manifolds, then f−1 and
f ! send R-constructible objects to R-constructible objects. If F ∈ Db
R-c(kM)
and f is proper on Supp(F ), then Rf!F ∈ D
b
R-c(kN ).
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1.2 D-modules
References for D-module theory are made to [Ka03]. See also [Ka70, Bj93,
HTT08].
Here, we shall briefly recall some basic constructions in the theory of
D-modules that we shall use. Note that many classical functors that shall
appear in this section will be extended to indsheaves in Section 3 and the
subsequent sections.
In this subsection, the base field is the complex number field C.
Let (X,OX) be a complex manifold. We denote as usual by
• dX the complex dimension of X ,
• ΩX the invertible sheaf of differential forms of top degree,
• ΩX/Y the invertible OX-module ΩX ⊗f−1OY f
−1(Ω⊗−1Y ) for a morphism
f : X −→ Y of complex manifolds,
• ΘX the sheaf of holomorphic vector fields,
• DX the sheaf of algebras of finite-order differential operators.
Denote by Mod(DX) the abelian category of left DX -modules and by
Mod(DopX ) that of right DX-modules. There is an equivalence
r : Mod(DX) ∼−→ Mod(D
op
X ), M 7→ M
r := ΩX ⊗OX M .(1.2.1)
By this equivalence, it is enough to study left DX -modules.
The ring DX is coherent and one denotes by Modcoh(DX) the thick abelian
subcategory of Mod(DX) consisting of coherent modules.
To a coherent DX-module M one associates its characteristic variety
char(M ), a closed C×-conic co-isotropic (one also says involutive) C-analytic
subset of the cotangent bundle T ∗X . The involutivity property is a central
theorem of the theory and is due to [SKK73]. A purely algebraic proof was
obtained later in [Ga81].
If char(M ) is Lagrangian, M is called holonomic. It is immediately
checked that the full subcategory Modhol(DX) of Modcoh(DX) consisting of
holonomic D-modules is a thick abelian subcategory.
A DX -module M is quasi-good if, for any relatively compact open subset
U ⊂ X , M |U is a sum of coherent (OX |U)-submodules. A DX-module M is
10
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good if it is quasi-good and coherent. The subcategories of Mod(DX) consist-
ing of quasi-good (resp. good) DX -modules are abelian and thick. Therefore,
one has the triangulated categories
• Dbcoh(DX) =
{
M ∈ Db(DX) ;H
j(M ) is coherent for all j ∈ Z
}
,
• Dbhol(DX) =
{
M ∈ Db(DX) ;H
j(M ) is holonomic for all j ∈ Z
}
,
• Dbq-good(DX) =
{
M ∈ Db(DX) ;H
j(M ) is quasi-good for all j ∈ Z
}
,
• Dbgood(DX) =
{
M ∈ Db(DX) ;H
j(M ) is good for all j ∈ Z
}
.
One may also consider the unbounded derived categories D(DX), D
−(DX)
and D+(DX) and the full triangulated subcategories consisting of coherent,
holonomic, quasi-good and good modules.
We have the functors
RHom
DX
( • , • ) : Db(DX)
op × Db(DX) −→ D
+(CX),
•
L
⊗
DX
• : Db(DopX )× D
b(DX) −→ D
−(CX).
We also have the functors
•
D
⊗ • : D−(DX)× D
−(DX) −→ D
−(DX),
•
D
⊗ • : D−(DopX )× D
−(DX) −→ D
−(DopX ),
constructed as follows. The (DX ,DX ⊗DX)-bimodule structure on DX ⊗OX
DX gives
M ⊗
OX
N ≃ (DX ⊗OX DX)⊗DX⊗DX (M ⊗N )
the structure of a DX -module for M and N two DX -modules, and similarly
for N a right DX -module.
There are similar constructions with right DX-modules.
One defines the duality functor for D-modules by setting
DXM = RHomDX (M ,DX ⊗OX Ω
⊗−1
X )[dX ] ∈ D
b(DX) for M ∈ D
b(DX),
DXN = RHomDop
X
(N ,ΩX ⊗OX DX)[dX ] ∈ D
b(DopX ) for N ∈ D
b(DopX ).
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Let X and Y be two complex manifolds. One defines the functor of
external tensor product for D-modules
•
D
⊠ • : Db(DX)× D
b(DY ) −→ D
b(DX×Y )
by setting M
D
⊠N = DX×Y ⊗DX⊠DY (M ⊠N ).
Now, let f : X −→ Y be a morphism of complex manifolds. The trans-
fer bimodule DX−→Y is a (DX , f
−1DY ) bimodule defined as follows. As an
(OX , f
−1DY )-bimodule, DX−→Y = OX ⊗f−1OY f
−1DY . The left DX -module
structure of DX−→Y is deduced from the action of ΘX . For v ∈ ΘX , denoting
by
∑
i ai ⊗wi its image in OX ⊗f−1OY f
−1ΘY , the action of v on DX−→Y is
given by
v(a⊗P ) = v(a)⊗P +
∑
i
aai ⊗wiP.
One also uses the opposite transfer bimodule DY←−X = f
−1DY ⊗f−1OY ΩX/Y ,
an (f−1DY ,DX)-bimodule.
Note that for another morphism of complex manifolds g : Y −→ Z, one
has the natural isomorphisms
DX−→Y
L
⊗
f−1DY
f−1DY−→Z ≃ DX−→Z ,
f−1DZ←−Y
L
⊗
f−1DY
DY←−X ≃ DZ←−X .
One can now define the external operations on D-modules by setting:
Df ∗N := DX−→Y
L
⊗
f−1DY
f−1N , for N ∈ Db(DY ),
Df!M := Rf!(M
L
⊗
DX
DX−→Y ) for M ∈ D
b(DopX ),
and one defines Df∗M by replacing Rf! with Rf∗ in the above formula. By
using the opposite transfer bimodule DY←−X one defines similarly the inverse
image of a right DY -module or the direct image of a left DX-module.
One calls respectively Df ∗, Df∗ and Df! the inverse image, direct image
and proper direct image functors in the category of D-modules.
Note that
Df ∗OY ≃ OX , Df
∗ΩY ≃ ΩX .
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Also note that the properties of being quasi-good are stable by inverse image
and tensor product, as well as by direct image by maps proper on the support
of the module. The property of being good is stable by duality.
Let f : X −→ Y be a morphism of complex manifolds. One associates the
maps
T ∗X
πX
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗ X ×Y T
∗Y

fdoo fpi // T ∗Y
πY

X
f // Y.
One says that f is non-characteristic for N ∈ Dbcoh(DY ) if the map fd is
proper (hence, finite) on f−1π
(
char(N )
)
.
The classical de Rham and solution functors are defined by
DRX : D
b(DX) −→ D
b(CX), M 7→ ΩX
L
⊗
DX
M ,
SolX : D
b(DX)
op −→ Db(CX), M 7→ RHomDX (M ,OX).
For M ∈ Dbcoh(DX), one has
SolX(M ) ≃ DRX(DXM )[−dX ].(1.2.2)
Theorem 1.2.1 (Projection formulas [Ka03, Theorems 4.2.8, 4.40]). Let
f : X −→ Y be a morphism of complex manifolds. Let M ∈ Db(DX) and
L ∈ Db(DopY ). There are natural isomorphisms:
Df!(Df
∗
L
D
⊗M ) ≃ L
D
⊗Df!M ,(1.2.3)
Rf!(Df
∗
L
L
⊗
DX
M ) ≃ L
L
⊗
DY
Df!M .(1.2.4)
In particular, there is an isomorphism (commutation of the de Rham functor
and direct images)
Rf!(DRX(M )) ≃ DRY (Df!M ).(1.2.5)
Theorem 1.2.2 (Commutativity with duality [Ka03, Sc86]). Let f : X −→ Y
be a morphism of complex manifolds.
(i) Let M ∈ Dbgood(DX) and assume that f is proper on Supp(M ). Then
Df!M ∈ D
b
good(DY ) and DY (Df!M ) ≃ Df!DXM .
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(ii) Let N ∈ Dbq-good(DY ). Then Df
∗N ∈ Dbq-good(DX). Moreover, if N ∈
Dbcoh(DY ) and f is non-characteristic for N , then Df
∗N ∈ Dbcoh(DX)
and DX(Df
∗N ) ≃ Df ∗DY N .
Corollary 1.2.3. Let f : X −→ Y be a morphism of complex manifolds.
(i) Let M ∈ Dbgood(DX) and assume that f is proper on Supp(M ). Then
we have the isomorphism for N ∈ D(DY ):
Rf∗RHomDX (M ,Df
∗
N ) [dX] ≃ RHomDY (Df∗M ,N ) [dY ].(1.2.6)
In particular, with the same hypotheses, we have the isomorphism (com-
mutation of the Sol functor and direct images)
Rf∗RHomDX (M ,OX) [dX] ≃ RHomDY (Df∗M ,OY ) [dY ].(1.2.7)
(ii) Let N ∈ Dbcoh(DY ) and assume that f is non-characteristic for N .
Then we have the isomorphism for M ∈ D(DX):
Rf∗RHomDX (Df
∗
N ,M )[dX] ≃ RHomDY (N ,Df∗M )[dY ].(1.2.8)
A transversal Cartesian diagram is a commutative diagram
(1.2.9)
X ′
f ′ //
g′

Y ′
g

X
f //

Y
with X ′ ≃ X ×Y Y
′ and such that the map of tangent spaces
Tg′(x)X ⊕ Tf ′(x)Y
′ −→ Tf(g′(x))Y
is surjective for any x ∈ X ′.
Proposition 1.2.4 (Base change formula). Consider the transversal Carte-
sian diagram (1.2.9). Then, for any M ∈ Dbgood(DX) such that Supp(M ) is
proper over Y , we have the isomorphism
Dg∗Df∗M ≃ Df
′
∗Dg
′∗
M .
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2 Indsheaves
2.1 Ind-objects
References are made to [SGA4] or to [KS06] for an exposition on ind-objects.
Let C be a category (in a given universe). One denotes by C ∧ the big
category of functors from C op to Set. By the fully faithful functor h∧ : C −→
C ∧, we regard C as a full subcategory of C ∧.
An ind-object in C is an object A ∈ C ∧ which is isomorphic to “lim−→”
i∈I
Xi
where Xi ∈ C and I filtrant and small. Here, “lim−→
” is the inductive limit
in C ∧. One denotes by Ind(C ) the full subcategory of C ∧ consisting of
ind-objects.
Theorem 2.1.1. Let C be an abelian category.
(i) The category Ind(C ) is abelian.
(ii) The natural functors ι : C −→ Ind(C ) and Ind(C ) −→ C ∧ are fully faith-
ful.
(iii) The category Ind(C ) admits exact small filtrant inductive limits, also
denoted by “lim−→” and the functor Ind(C ) −→ C
∧ commutes with such
limits.
(iv) Assume that C admits small projective limits. Then the category Ind(C )
admits small projective limits, and the functor C −→ Ind(C ) commutes
with such limits.
(v) Assume that C admits small inductive limits, denoted by lim−→ . Then
the functor ι admits a left adjoint α. For X = “lim−→”
i
Xi with Xi ∈ C
and I small and filtrant, α(X) ≃ lim−→
i
Xi.
Note that for X = “lim
−→
”
i
Xi and Y = “lim−→
”
j
Yj ∈ Ind(C ) with Xi, Yj ∈ C ,
one has
Hom Ind(C )(X, Y ) ≃ lim←−
i
lim−→
j
Hom
C
(Xi, Yj).
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Example 2.1.2. Let k be a field. Denote by Mod(k) the category of k-vector
spaces and by Modf(k) its full subcategory consisting of finite-dimensional
vector spaces. Denote for short by I(k) the category of ind-objects in Mod(k).
The functor α : I(k) −→ Mod(k) admits a left adjoint β : Mod(k) −→ I(k)
defined as follows. For V ∈ Mod(k), set β(V ) = “lim
−→
”W , where W ranges
over the family of finite-dimensional vector subspaces of V . In other words,
β(V ) is the functor
Mod(k)op −→ Mod(Z),
M 7→ lim
−→
W⊂V
Homk(M,W ), W finite-dimensional.
Note that β(V )(M) ≃ Hom
k
(M,k)⊗V .
If V is infinite-dimensional, β(V ) is not representable in Mod(k). More-
over, Hom I(k)(k, V/β(V )) ≃ 0.
Now, denote by If(k) the category of ind-objects in Modf (k). There is
an equivalence of categories
α : If (k) ∼−→ Mod(k), “lim
−→
”
i
Vi 7→ lim−→
i
Vi.
We get the non commutative diagram of categories
NC
If (k)
ι˜

∼
zz✉✉
✉✉
✉✉
✉✉
✉
Mod(k) ι
// I(k).
(2.1.1)
Moreover, the functor ι˜ commutes with small inductive limits but the functor
ι does not.
It is proved in [KS06, Prop. 15.1.2] that the category I(k) does not have
enough injectives.
Definition 2.1.3. An object A ∈ Ind(C ) is quasi-injective if the functor
Hom Ind(C )( • , A) is exact on the category C .
It is proved in loc. cit. that if C has enough injectives, then Ind(C ) has
enough quasi-injectives.
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2.2 Indsheaves
Let M be a good topological space and let k be a field as in subsection 1.1.
One denotes by Mod c(kM) the full subcategory of Mod(kM ) consisting
of sheaves with compact support. We set for short:
I(kM) := Ind(Mod
c(kM ))
and calls an object of this category an indsheaf on M .
When there is no risk of confusion, we shall simply write IkM instead of
I(kM).
Theorem 2.2.1. The prestack I(kM ) : U 7→ I(kU), U open in M , is a stack.
For F = “lim−→”
i
Fi ∈ I(kM) and G = “lim−→”
j
Gj ∈ I(kM) with Fi, Gj ∈
Mod c(kM), we set:
F ⊗G = “lim
−→
”
i,j
(Fi ⊗Gj),
Ihom (F,G) = lim←−
i
“lim−→”
j
Hom (Fi, Gj).
Note that for F ∈ Mod(kM) and {Gj}j∈J a small filtrant inductive system
in I(kM), we have
Ihom (F, “lim
−→
”
j
Gj) ≃ “lim−→
”
j
Ihom (F,Gj).
Lemma 2.2.2. The category I(kM ) is a tensor category with ⊗ as a tensor
product and kM as a unit object.
Note that Ihom is the inner hom of the tensor category I(kM), i.e., we
have
Hom I(kM )(K1 ⊗K2, K3) ≃ Hom I(kM )
(
K1,Ihom (K2, K3)
)
.
We have two pairs (αM , ιM) and (βM , αM) of adjoint functors
Mod(kM)
βM
//
ιM //
I(kM).αMoo
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The functor ιM is given by
ιMF = “lim−→”
U⊂⊂M
FU , U open relatively compact in M .
The functor αM is defined by
αM : “lim−→
”
i∈I
Fi 7→ lim−→
i∈I
Fi (I small and filtrant).
For F ∈ Mod(kM), βM(F ) is the functor
βM(F ) : G 7→ Γ(M ;H
0(D′MG)⊗F ), (G ∈ Mod
c(kM)).
(This last formula is no more true if k is not a field.)
• ιM is exact, fully faithful, and commutes with lim←− ,
• αM is exact and commutes with lim←− and lim−→ ,
• βM is exact, fully faithful and commutes with lim−→
,
• αM is left adjoint to ιM ,
• αM is right adjoint to βM ,
• αM ◦ ιM ≃ idMod(kM ) and αM ◦ βM ≃ idMod(kM ).
Denote as usual by
Hom IkM : I(kM)
op × I(kM ) −→ Mod(kM)
the hom functor of the stack I(kM ). Then
Hom IkM ≃ αM ◦Ihom,
and
Hom I(kM )(K1, K2) ≃ Γ
(
M ;Hom IkM (K1, K2)
)
for K1, K2 ∈ I(kM).
Notation 2.2.3. As far as there is no risk of confusion, we shall not write
the functor ιM . Hence, we identify a sheaf F on M and its image by ιM .
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Example 2.2.4. Let U ⊂ M be an open subset, S ⊂ M a closed subset.
Then
βM(kU) ≃ “lim−→
”
V
kV , V open , V ⊂⊂ U,
βM(kS) ≃ “lim−→
”
V
kV , V open , S ⊂ V.
Let a ∈M and consider the skyscraper sheaf k{a}. Then βM(k{a}) −→ k{a} is
an epimorphism in I(kM) and defining Na by the exact sequence:
0 −→ Na −→ βM(k{a}) −→ k{a} −→ 0,
we get that Hom IkM (kU , Na) ≃ 0 for all open neighborhood U of a.
Let f : M −→ N be a continuous map. Let G = “lim
−→
”
i
Gi ∈ I(kN) with
Gi ∈ Mod
c(kN). One defines f
−1G ∈ I(kM) by the formula
f−1G = “lim
−→
”
i
f−1Gi.
Let F = “lim−→”
i
Fi ∈ I(kM) with Fi ∈ Mod
c(kM). One defines f∗F ∈ I(kN )
by the formula:
f∗(“lim−→
”
i
Fi) = lim←−
K
“lim
−→
”
i
f∗(FiK) (K compact in M).
The two functors f∗ and f
−1 commute with both the functors ι and α and
that is the reason why we keep the same notations as for usual sheaves.
Recall that for a usual sheaf F , its proper direct image is defined by
f!F = lim−→
U⊂⊂M
f∗FU .
Hence, one defines the proper direct image of F = “lim−→”
i
Fi ∈ I(kM) with
Fi ∈ Mod
c(kM) by
f!!(“lim−→
”
i
Fi) = “lim−→
”
i
f∗(Fi).
However, f!! ◦ ιM 6= ιN ◦ f! in general. That is why we have used a different
notation.
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2.3 Ring action
The category I(kM) does not have enough injectives, even for M = pt as
already mentioned. In particular, it is not a Grothendieck category. One can
however construct the derived functors and the six operations for indsheaves.
The functor f−1 has a right adjoint Rf∗. The functor Rf!! admits a right
adjoint, denoted by f ! . Hence we have functors
ιM : D
b(kM) −→ D
b(IkM),
αM : D
b(IkM) −→ D
b(kM),
βM : D
b(kM) −→ D
b(IkM),
⊗ : Db(IkM)× D
b(IkM) −→ D
b(IkM),
RIhom : Db(IkM)
op × Db(IkM) −→ D
+(IkM),
RHom IkM : D
b(IkM)
op × Db(IkM) −→ D
+(kM ),
Rf∗ : D
b(IkM) −→ D
b(IkN),
f−1 : Db(IkN) −→ D
b(IkM),
Rf!! : D
b(IkM) −→ D
b(IkN),
f ! : Db(IkN) −→ D
b(IkM).
We may summarize the commutativity of the various functors we have
introduced in the table below. Here, “◦” means that the functors commute,
and “×” they do not. Moreover, lim−→ are taken over small filtrant categories.
⊗ f−1 f∗ f!! f
! lim−→ lim←−
ι ◦ ◦ ◦ × ◦ × ◦
α ◦ ◦ ◦ ◦ × ◦ ◦
β ◦ ◦ × × × ◦ ×
(2.2.1)
Note that the pairs (f−1,Rf∗) and (Rf!!, f
! ) are pairs of adjoint functors.
Finally, note that the functor f ! commutes with filtrant inductive limits
(after taking the cohomology).
2.3 Ring action
We do not recall here the notion of a ring object B or a B-module in a tensor
category S (see [KS01, § 5.4]). (In the sequel, we shall consider the tensor
category I(kM ), see Lemma 2.2.2.) For such a ring object B in S, we denote
by Mod(B) the abelian category of B-modules in S and by Db(B) its derived
category.
20
2.3 Ring action
We shall encounter the following situation. Let A be a sheaf of k-algebras
on M . Consider an object M of I(kM ) together with a morphism of sheaves
of k-algebras
A −→ EndI(kM )(M ).
In this case one says that M is an A-module in I(kM ). One denotes by
• I(A) the abelian category of A-modules in I(kM),
• Db(IA) := Db(I(A)) its bounded derived category. We use similar no-
tations with Db replaced with D+, D− and D.
One shall not confuse the category I(A) with the category Ind(Mod c(A)) of
ind-objects in the category of sheaves of A-modules with compact support,
and we shall not confuse their derived categories.
If A is a sheaf of k-algebras as above, then βMA is a ring-object in the
tensor category I(kM). Since
Hom
kM
(A,Hom IkM (M ,M )) ≃ Hom I(kM )(βMA⊗M ,M ),
we get equivalences of categories
Mod(βMA) ≃ I(A), D
b(βMA) ≃ D
b(IA).
Remark 2.3.1. Our notations differ from those of [KS01, § 5.4, § 5.5].
• For a ring object B in I(kM), Mod(B) in our notation was denoted by
I(B) in [KS01].
• For a sheaf of rings A, I(A) in our notation was denoted by I(βA) and
Ind(Mod c(A)) in our notation was denoted by I(A) in [KS01].
See [KS01, Exe. 3.4, Def. 4.1.2, Def. 5.4.4, Exe. 5.3].
We have the quasi-commutative diagram
Mod(A)

βM //
I(A)
αM
oo

Mod(kM)
βM //
I(kM).
αM
oo
(2.3.1)
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For M ∈ Db(A), N ∈ Db(Aop) and K ∈ Db(IA) one gets the objects,
functorially in M , N , K:
RHomA(M , K) ∈ D
+(IkM), N
L
⊗
A
K ∈ D−(IkM).
They are characterized by
Hom
D(IkM )
(
L,RHomA(M , K)
)
≃ Hom
D(A)
(
M ,RHom IkM (L,K)
)
,
Hom
D(IkM )
(
N
L
⊗
A
K,L
)
≃ Hom
D(A)
(
N ,RHom IkM (K,L)
)
for any L ∈ D(IkM).
Proposition 2.3.2. Let M ∈ Db(A), N ∈ Db(Aop) and K ∈ Db(IA).
There are natural isomorphisms:
RHomA(M ,K ) ≃ RIhomβMA(βMM ,K ) in D
+(IkM),
N
L
⊗
A
K ≃ βMN
L
⊗
βMA
K in D−(IkM).
Proof. Let L ∈ D+(IkM). We have the sequence of isomorphisms
HomD(IkM )(L,RHomA(M ,K )) ≃ HomD(A)(M ,RHom IkM (L,K ))
≃ HomD(βMA)(βMM , RIhom (L,K ))
≃ HomD(IkM )(L, RIhomβMA(βMM ,K )).
The second formula is proved similarly. Q.E.D.
Notation 2.3.3. For M ∈ Db(IA), N ∈ Db(IAop) and K ∈ Db(IA),
we shall use the notations RIhomβA(M ,K ) and N
L
⊗
βA
K , objects of
D(IkM).
Let us briefly recall a few basic formulas.
We consider the following situation: f : M −→ N is a continuous map of
good topological spaces and R is a sheaf of k-algebras on N .
In the sequel, D† is D, Db, D+ or D−.
Theorem 2.3.4. (a) The functor f−1 : I(kN) −→ I(kM) induces a functor
f−1 : D†(IR) −→ D†(If−1R).
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(b) The functor f∗ : I(kM) −→ I(kN ) induces a functor Rf∗ : D
†(If−1R) −→
D†(IR).
(c) The functor f!! : I(kM ) −→ I(kN ) induces a functor Rf!! : D
†(If−1R) −→
D†(IR).
(d) the functor Rf!! : D
+(If−1R) −→ D+(IR) admits a a right adjoint, de-
noted by f ! .
Theorem 2.3.5. (a) For G ∈ D−(IR) and F ∈ D+(If−1R), one has the
isomorphism
RIhomβNR(G,Rf∗F ) ≃ Rf∗RIhomf−1βNR(f
−1G,F ).
(b) For G ∈ D+(IR) and F ∈ D−(If−1R), one has the isomorphism
RIhomβNR(Rf!!F,G) ≃ Rf∗RIhomf−1βNR(F, f
!G).
(c) (Projection formula.) For F ∈ D−(If−1R) and G ∈ D−(IRop), one has
the isomorphism
G
L
⊗
βNR
Rf!!F ≃ Rf!!(f
−1G
L
⊗
f−1βNR
F ).
(d) (Base change formula.) Consider the Cartesian square of good topological
spaces
M ′
f ′ //
g′


N ′
g

M
f // N.
(2.3.2)
There are natural isomorphisms of functors from D†(If−1R) to D†(Ig−1R)
Rf ′ !!g
′−1 ≃ g−1Rf!!,(2.3.3)
Rf ′∗g
′ ! ≃ g !Rf∗.(2.3.4)
Note that Theorem 2.3.6 below has no counterpart in classical sheaf the-
ory.
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Theorem 2.3.6. Let A be a sheaf of kM -algebras, let F ∈ D
b(kM), let
K ∈ Db(IAop) and let L ∈ Db(A). Then one has the isomorphism:
RIhom (F,K )
L
⊗
A
L ∼−→ RIhom (F,K
L
⊗
A
L ).(2.3.5)
Thanks to Proposition 2.3.2, isomorphism (2.3.5) may also be formulated
as
RIhom (F,K )
L
⊗
βMA
βML ∼−→ RIhom (F,K
L
⊗
βMA
βML ).(2.3.6)
Also note that (2.3.5) is no more true if we relax the hypothesis that F ∈
Db(kM).
2.4 Sheaves on the subanalytic site
Recall first that, for real analytic manifolds M , N and a closed subanalytic
subset S of M , we say that a map f : S −→ N is subanalytic if its graph is
subanalytic in M ×N . One denotes by A RS the sheaf of continuous R-valued
subanalytic maps on S. A subanalytic space (M,A RM), or simply M for short,
is an R-ringed space locally isomorphic to (S,A RS ) for a closed subanalytic
subset S of a real analytic manifold. A morphism of subanalytic spaces is a
morphism of R-ringed spaces. Then we obtain the category of subanalytic
spaces.
We can define the notion of subanalytic subsets of a subanalytic space,
as well as R-constructible sheaves on a subanalytic space.
Definition 2.4.1. Let M be a subanalytic space, OpM the category of its
open subsets, the morphisms being the inclusion. One denotes by OpMsa
the full subcategory of OpM consisting of subanalytic relatively compact
open subsets. The site Msa is obtained by deciding that a family {Ui}i∈I
of subobjects of U ∈ OpMsa is a covering of U if there exists a finite subset
J ⊂ I such that
⋃
j∈J Uj = U . One calls Msa the subanalytic site associated
to M .
Note that a presheaf F on Msa is a sheaf if and only if F (∅) = 0 and for anypair (U1, U2) in OpMsa , the sequence below is exact:
0 −→ F (U1 ∪ U2) −→ F (U1)⊕ F (U2) −→ F (U1 ∩ U2).
(2.4.1)
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Let us denote by
ρM : M −→Msa(2.4.2)
the natural morphism of sites and, as usual, by Mod(kMsa) the Grothendieck
category of sheaves of k-modules on Msa. Hence, (ρ
−1
M , ρM ∗) is a pair of
adjoint functors.
The functor ρ−1M also admits a left adjoint, denoted by ρM !. For F ∈
Mod(kM), ρM !F is the sheaf associated to the presheaf U 7→ F (U), U ∈
OpMsa . Hence we have the two pairs of adjoint functors (ρ
−1
M , ρM ∗) and
(ρM !, ρ
−1
M )
Mod(kM)
ρM !
//
ρM∗ //
Mod(kMsa).ρ
−1
M
oo
The functor ρM ∗ is fully faithful.
One denotes by “lim
−→
” the inductive limit in the category Mod(kMsa).
Inductive limits do not commute with the functor ρM ∗.
Remark 2.4.2. It would be possible to develop the theory of subanalytic
sheaves, that is sheaves on the subanalytic site, and in particular the six
operations (see [Pr08]). However, in these Notes, we prefer to embed the
category of subanalytic sheaves into that of indsheaves, as we shall do now.
Denote by R-C(kM) the small abelian category of R-constructible sheaves
(see [KS90] for an exposition) and denote by R-C c(kM) the full subcategory
consisting of sheaves with compact support. Recall that Db(R-C(kM)) ≃
Db
R-c(kM). Set
IR-c(kM) = Ind(R-C
c(kM)).
The fully faithful functor R-C c(kM) −→ Mod
c(kM) induces a fully faithful
functor IR-c(kM) −→ I(kM ), by which we regard IR-c(kM) as a full subcategory
of I(kM).
We say that an indsheaf on M is a subanalytic indsheaf if it is isomorphic
to an object of IR-c(kM).
We have a quasi-commutative diagram of categories in which all arrows
are exact and fully faithful:
R-C(kM)

ιrcM // IR-c(kM)

Mod(kM)
ιM // I(kM).
(2.4.3)
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Proposition 2.4.3. The restriction of the functor ρM ∗ to the subcategory
R-C(kM) is exact and fully faithful.
We have a natural functor
λM : IR-c(kM) −→ Mod(kMsa), “lim−→”
i
Fi 7→ “lim−→”
i
ρM ∗Fi,(2.4.4)
where the first “lim−→” is taken in the category IR-c(kM) and the second one is
taken in the category Mod(kMsa).
Theorem 2.4.4. The functor λM in (2.4.4) is an equivalence.
In other words, subanalytic indsheaves are usual sheaves on the subana-
lytic site. By this result, the embedding IR-c(kM) →֒ I(kM ) gives an exact
and fully faithful functor
ι˜M : Mod(kMsa) −→ I(kM).(2.4.5)
Note that for G ∈ Mod(kMsa), one has
ι˜MG ≃ “lim−→
”
ρM∗F−→G
F, where F ∈ R-C(kM).
Also note that
ι˜MHom (F,G) ≃ Ihom (F, ι˜MG) for F ∈ R-C(kM), G ∈ Mod(kMsa).
We have the following diagrams, where the one in the left is non commutative
and the one in the right is commutative (see Diagram 2.1.1 for the case
M = pt):
Mod(kMsa)
ι˜M
&&▼▼
▼▼
▼▼
▼▼
▼▼
Mod(kM)
ρM∗
OO
ιM
//
NC
I(kM),
Mod(kMsa)
ι˜M ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
∼ // IR-c(kM)

I(kM ).
(2.4.6)
The functors ιM and ι˜M are exact but ρM ∗ is not right exact in general.
Lemma 2.4.5. The two diagrams below commute:
Mod(kMsa)
ι˜M
&&▼▼
▼▼
▼▼
▼▼
▼▼
ρ−1
M

Mod(kM) I(kM),αM
oo
Mod(kMsa)
ι˜M
&&▼▼
▼▼
▼▼
▼▼
▼▼
Mod(kM )
ρM !
OO
βM
// I(kM ).
(2.4.7)
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Proof. (i) Let us prove the commutation of the diagram on the left. Since
all functors in the diagram commute with inductive limits, we are reduced to
prove the isomorphism ρ−1M ρM ∗F ≃ αM ι˜MρM ∗F for F ∈ R-C
c(kM) and the
result is clear in this case.
(ii) Let us prove the commutation of the diagram on the right. Again all
functors in the diagram commute with inductive limits. We shall first prove
that
the functor βM factors as βM = ι˜M ◦ λM for a functor
λM : Mod(kM) −→ Mod(kMsa).
(2.4.8)
First consider the case of F = kU for U open and relatively compact in M .
In this case,
βMkU ≃ “lim−→
”
V⊂⊂U
kV , V open in M
and we may assume that V is subanalytic. Hence βMkU is a subanalytic
indsheaf. Since any F ∈ Mod(kM) is obtained by taking direct sums and
cokernels of sheaves of the type kU and the subcategory of subanalytic ind-
sheaves is stable by these operations, βMF is a subanalytic indsheaf for any
F ∈ Mod(kM) and we get (2.4.8). It remains to prove that λM ≃ ρM !. Let
F ∈ Mod(kM) and G ∈ Mod(kMsa). Using (i) and the fact that ι˜M is fully
faithful, we have
Hom(ρM !F,G) ≃ Hom(F, ρ
−1
M G) ≃ Hom(F, αM ι˜MG)
≃ Hom(βMF, ι˜MG) ≃ Hom(ι˜MλMF, ι˜MG)
≃ Hom(λMF,G).
Q.E.D.
We denote by DbIR-c(IkM) the full subcategory of D
b(IkM) consisting of ob-
jects with subanalytic indsheaves as cohomologies. By [KS01, Th 7.1], we
have:
Theorem 2.4.6. The functor ι˜M induces an equivalence of triangulated cat-
egories
D
b(kMsa)
∼−→ DbIR-c(IkM).(2.4.9)
Proposition 2.4.7. Let M be a subanalytic space.
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2.5 Some classical sheaves on the subanalytic site
(i) Let K,L ∈ DbIR-c(IkM). Then K ⊗L ∈ D
b
IR-c(IkM).
(ii) Let K ∈ DbIR-c(IkM) and let F ∈ D
b
R-c
(kM). Then RIhom (F,K) ∈
DbIR-c(IkM).
Proposition 2.4.8. Let f : M −→ N be a morphism of subanalytic spaces.
(i) For L ∈ DbIR-c(IkN), we have f
−1L ∈ DbIR-c(IkM) and f
! L ∈ DbIR-c(IkM).
(ii) For K ∈ DbIR-c(IkM), we have Rf!!K ∈ D
b
IR-c(IkN).
The next result will be of a constant use.
Proposition 2.4.9. A morphism u : K −→ L in DbIR-c(IkM) is an isomor-
phism if and only if, for any relatively compact subanalytic open subset U
of M and any n ∈ Z, u induces an isomorphism Hom
Db(IkM )
(kU [n], K) ∼−→
Hom
Db(IkM )
(kU [n], L).
2.5 Some classical sheaves on the subanalytic site
In this subsection, we take C as the base field k.
Notation 2.5.1. Let X be a complex manifold and let DX be the sheaf
of differential operators, as in § 1.2. According to Proposition 2.3.2, for
M ∈ Db(DX), we get the functors
RHom
DX
(M , • ) : Db(IDX) −→ D
+(ICX),
•
L
⊗
DX
M : Db(IDopX ) −→ D
−(ICX),
•
D
⊗ • : D−(IDX)× D
−(IDX) −→ D
−(IDX).
There are similar constructions with right DX-modules.
If M is a real analytic manifold, we denote by DM the sheaf of finite-
order differential operators with real analytic coefficients. Denoting by X a
complexification of M , we have DM ≃ DX |M and the notations above apply
with DX replaced by DM .
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2.5.1 Tempered and Whitney functions and distributions
In this subsection and the next ones, M denotes a real analytic manifold.
As usual, we denote by C∞M (resp. C
ω
M ) the sheaf of C-valued functions of
class C∞ (resp. real analytic) and by DbM (resp. BM ) the sheaf of Schwartz’s
distributions (resp. Sato’s hyperfunctions). We also use the notation AM =
CωM .
Definition 2.5.2. Let U be an open subset of M and f ∈ C∞M (U). One says
that f has polynomial growth at p ∈ M if f satisfies the following condition:
for a local coordinate system (x1, . . . , xn) around p, there exist a sufficiently
small compact neighborhood K of p and a positive integer N such that
sup
x∈K∩U
(
dist(x,K \ U)
)N
|f(x)| <∞ .(2.5.1)
Here, dist(x,K \U) := inf {|y − x| ; y ∈ K \ U}, and we understand that the
left-hand side of (2.5.1) is 0 if K ∩ U = ∅ or K \ U = ∅. Hence f has
polynomial growth at any point of U . We say that f is tempered at p if all
its derivatives have polynomial growth at p. We say that f is tempered if it
is tempered at any point of M .
An important property of subanalytic subsets is given by the lemma be-
low. (See Lojasiewicz [Lo59] and also [Ma66] for a detailed study of its
consequences.)
Lemma 2.5.3. Let U and V be two relatively compact open subanalytic sub-
sets of Rn. There exist a positive integer N and C > 0 such that
dist
(
x,Rn \ (U ∪ V )
)N
≤ C
(
dist(x,Rn \ U) + dist(x,Rn \ V )
)
.
For an open subanalytic subset U in M , denote by C∞,tM (U) the subspace
of C∞M (U) consisting of tempered C
∞-functions.
Denote by DbtM(U) the image of the restriction map Γ(M ;DbM ) −→
Γ(U ;DbM), and call it the space of tempered distributions on U . Using
Lemma 2.5.3 and (2.4.1) one proves:
• the presheaf U 7→ C∞,tM (U) is a sheaf on Msa,
• the presheaf U 7→ DbtM(U) is a sheaf on Msa.
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One denotes them by C∞,tMsa and Db
t
Msa .
For a closed subanalytic subset S in M , denote by I∞M,S the space of C
∞-
functions defined on M which vanish up to infinite order on S. In [KS96],
one introduced the sheaf:
CU
w
⊗C∞M := V 7−→ I
∞
V,V \U
and showed that it uniquely extends to an exact functor
•
w
⊗C∞M : ModR-c(CM) −→ Mod(CM).
One denotes by C∞,wMsa the sheaf on Msa given by
C∞,wMsa (U) = Γ
(
M ;H0(D′MkU)
w
⊗C∞M
)
, U ∈ OpMsa .
If D′MCU ≃ CU , then C
∞,w
Msa
(U) ≃ C∞M (M)/I
∞
M,U
is the space of Whitney
functions on U . It is thus natural to call C∞,wMsa the sheaf of Whitney C
∞-
functions on Msa.
Note that the sheaf ρM ∗DM does not operate on the sheaves C
∞,t
Msa
, DbtMsa ,
C∞,wMsa but ρM !DM does.
Notation 2.5.4. Recall the exact and fully faithful functor ι˜M : Mod(CMsa) −→
Mod(ICM) in (2.4.5). We denote by C
∞,w
M , C
∞,t
M and Db
t
M the indsheaves
ι˜MC
∞,w
Msa
, ι˜MC
∞,t
Msa
and ι˜MDb
t
Msa and calls them the indsheaves of Whitney func-
tions, tempered C∞-functions and tempered distributions, respectively.
We have monomorphisms of indsheaves
C∞,wM
// // C∞,tM
// //


C∞M


DbtM // // DbM .
Let F ∈ Db
R-c(CM). One has the isomorphisms in D
b(CM):
ρ−1M RHom (RρM ∗F,Db
t
Msa) ≃ RHom ICM (F,Db
t
M)
≃ Thom(F,DbM),
(2.5.2)
where the functor
Thom( • ,DbM) : D
b
R-c(CM)
op −→ Db(CM)
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was defined in [Ka80, Ka84] as the main tool for the proof of the Riemann-
Hilbert correspondence for regular holonomic D-modules.
We also have
RHom ICM (F, C
∞,w
M ) ≃ D
′
MF
w
⊗C∞M .
We shall see in Subsection 2.5.4 that there is a kind of duality between
the indsheaves C∞,wM and Db
t
M .
2.5.2 Operations on tempered distributions
Let us describe without detailed proofs the behaviour of the indsheaf of
tempered distributions with respect to direct and inverse images (see [KS01]).
In [KS96] these operations are treated in the language of the functor Thom
introduced in [Ka84], but we prefer to use the essentially equivalent language
of indsheaves.
For a real analytic manifold M and for a morphism of real analytic man-
ifolds f : M −→ N , we denote by
• dimM the dimension of M ,
• A (dimM)M the sheaf of real analytic forms of top degree,
• ΘM the sheaf of real analytic vector fields,
• orM the orientation sheaf,
• VM := A
(dimM)
M ⊗ orM the sheaf of real analytic densities on M ,
• Dbt∨M :=VM
L
⊗
AM
DbtM the indsheaf of tempered distributions densities,
• DM−→N = AM ⊗f−1AN f
−1DN the transfer bimodule.
Proposition 2.5.5. Let M and N be two real analytic manifolds. There
exists a natural morphism
DbtM ⊠Db
t
N −→ Db
t
M×N in D
b(I(DM ⊠DN )).(2.5.3)
The next result is a feormulation of a theorem of [Ka84].
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Theorem 2.5.6. Let f : M −→ N be a morphism of real analytic manifolds.
There exists a natural isomorphism
Dbt∨M
L
⊗
DM
DM−→N ∼−→ f
!Dbt∨N in D
b(If−1D
op
N ).(2.5.4)
Sketch of proof. (i) First, we construct the morphism in (2.5.4). By adjunc-
tion it is enough to construct a morphism
Rf!!(Db
t∨
M
L
⊗
DM
DM−→N) −→ Db
t∨
N .(2.5.5)
Denote by Sp • (M ) the Spencer complex of a coherent DM -module M .
There is a quasi-isomorphism Sp • (M ) −→ M , where Spk(M ) is the DM -
module DM ⊗AM
∧kΘM ⊗AM M . Then Sp • (DM−→N) gives a resolution
of DM−→N as a (DM , f
−1DN)-bimodule locally free over DM . Note that
Dbt∨M ⊗DM Spk(DM−→N ) is acyclic with respect to the functor f!! for any k.
Hence, in order to construct morphism (2.5.5), it is enough to construct a
morphism of complexes in I(DX)
f!!
(
Dbt∨M ⊗DM Sp • (DM−→N)
)
−→ Dbt∨N .(2.5.6)
Set for short
K • = Dbt∨M ⊗DM Sp • (DM−→N) ≃ Db
t∨
M ⊗AM
•∧
ΘM ⊗f−1AN f
−1
DN .
Then we have f!!(K0) = f!!(Db
t∨
M) ⊗AN DN . The integration of distributions
gives a morphism ∫
f
: f!!(Db
t∨
M) −→ Db
t∨
N .(2.5.7)
Since Dbt∨N is a right DN -module, we obtain the morphism u : f!!(K0) −→ Db
t∨
N .
By an explicit calculation, one checks that the composition
f!!(K1)
d1−−→ f!!K0
u
−→ Dbt∨N
vanishes. This defines morphism (2.5.5) and hence the morphism in (2.5.4).
(ii) One can treat separately the case of a closed embedding and a submersion.
(a) If f : M −→ N is a closed embedding, the result follows from the isomor-
phism
RIhom (f∗CM ,Db
t∨
N ) ≃ Db
t∨
M ⊗DM DM−→N .
32
2.5 Some classical sheaves on the subanalytic site
(b) When f is a submersion, one reduces to the case where M = N ×R and
f is the projection. Let F ∈ Db
R-c(kM) such that f is proper on Supp(F ) and
let us apply the functor Rf∗RHom (F, • ) to the morphism (2.5.4). Using
RHom (F, • ) ≃ αM ◦ RIhom (F, • ), we get the morphism
Rf∗
(
RHom (F,Dbt∨M)
L
⊗
DM
DM−→N
)
−→ Rf∗RHom (F, f
!Dbt∨N )
≃ RHom (Rf!F,Db
t∨
N ).
(2.5.8)
By Proposition 2.4.9, it remains to prove that (2.5.8) is an isomorphism.
One then reduces to the case where F = CZ for a closed subanalytic
subset Z of N×R proper over N . Then, by using the structure of subanalytic
sets, one reduces to the case where f−1(x) ∩ Z is a closed interval for each
x ∈ f(Z). Finally, one proves that the sequence below is exact.
0 −→ f!ΓZDbM
∂t−−→ f!ΓZDbM
∫
R
(·) dt
−−−−−→ Γf(Z)DbN −→ 0.
Q.E.D.
One often needs to compactify real analytic manifolds. In order to check
that the construction does not depend on the choice of compactifications, the
next lemma is useful.
Lemma 2.5.7. Consider a morphism f : M −→ N of real analytic manifolds
and let V ⊂ N be a subanalytic open subset. Set U = f−1V and assume that
f induces an isomorphism of real analytic manifolds U ∼−→ V . Then
RIhom (CU ,Db
t
M) ≃ f
! RIhom (CV ,Db
t
N).(2.5.9)
Proof. By Theorem 2.5.6, we have
f ! RIhom (CV ,Db
t
N) ≃ RIhom (f
−1
CV , f
!DbtN)
≃ RIhom (CU ,Db
t∨
M
L
⊗
DM
DM−→N).
Since the morphism of DM -modules DM −→ DM−→N is an isomorphism on U ,
it induces an isomorphism
RIhom (CU ,Db
t∨
M
L
⊗
DM
DM) ∼−→ RIhom (CU ,Db
t∨
M
L
⊗
DM
DM−→N).
Q.E.D.
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Remark 2.5.8. By choosing N = pt and F = CU for U open subanalytic,
we obtain that RHom(Rf!CU ,C) ≃ RΓ(U ;ωM) is isomorphic to the de Rham
complex with coefficients in DbtM(U). This is a vast generalization of a well-
known theorem of Grothendieck [Gr66] which asserts that the cohomology
of the complementary of an algebraic hypersurface S may be calculated as
the de Rham complex with coefficients in the sheaf of meromorphic functions
with poles on S. This result has been generalized to the semi-analytic setting
by Poly [Po74].
2.5.3 Whitney and tempered holomorphic functions
Let X be a complex manifold. We denote by Xc the complex conjugate
manifold to X and by XR the underlying real analytic manifold.
We define the following indsheaves
O
ω
X := βXOX ,
O
w
X := RHomDXc (OXc, C
∞,w
XR
) ≃ ΩXc
L
⊗
DXc
C∞,wXR [−dX ],
O
t
X := RHomDXc (OXc,Db
t
XR
) ≃ ΩXc
L
⊗
DXc
DbtXR [−dX ],
ΩtX := ΩX ⊗OX O
t
X .
The first three are objects of DbIR-c(IDX) while the last one is an object of
DbIR-c(ID
op
X ). Hence O
t
X is isomorphic to the Dolbeault complex with coeffi-
cients in DbtXR:
0 −→ DbtXR
∂
−→ Db
t (0,1)
XR
∂
−→ · · ·
∂
−→ Db
t (0,dX)
XR
−→ 0,
where Db
t (0,p)
XR
:= ΩpXc ⊗OXc Db
t
XR
is situated in degree p.
One calls O wX and O
t
X the indsheaves of Whitney and tempered holo-
morphic functions, respectively. We have the morphisms in the category
Db(IDX):
O
ω
X −→ O
w
X −→ O
t
X −→ OX .
One proves the isomorphism
O
t
X ≃ RHomDXc (OXc , C
∞,t
XR
) in Db(IDX).(2.5.10)
Note that the object O tX is not concentrated in degree zero if dX > 1.
Indeed, with the subanalytic topology, only finite coverings are allowed. If
34
2.5 Some classical sheaves on the subanalytic site
one considers for example the open subset U ⊂ Cn, the difference of an open
ball of radius R and a closed ball of radius r with 0 < r < R, then the
Dolbeault complex will not be exact after any finite covering.
Example 2.5.9. (i) Let Z be a closed complex analytic subset of the complex
manifold X . We have the isomorphisms in Db(DX):
RHom ICX (D
′
XCZ ,O
ω
X) ≃ (OX)Z (restriction),
RHom ICX (D
′
XCZ ,O
w
X ) ≃ OX |̂Z (formal completion),
RHom ICX (CZ ,O
t
X) ≃ RΓ[Z](OX) (algebraic cohomology),
RHom ICX (CZ ,OX) ≃ RΓZ(OX) (local cohomology).
(ii) Let M be a real analytic manifold such that X is a complexification of
M . We have the isomorphisms in Db(DM):
RHom ICX (D
′
XCM ,O
ω
X)|M ≃ AM (real analytic functions),
RHom ICX (D
′
XCM ,O
w
X )|M ≃ C
∞
M (C
∞-functions),
RHom ICX (D
′
XCM ,O
t
X)|M ≃ DbM (distributions),
RHom ICX (D
′
XCM ,OX)|M ≃ BM (hyperfunctions).
2.5.4 Duality between Whitney and tempered functions
We shall use the theory of topological C-vector spaces of type FN (Fre´chet
nuclear spaces) or DFN (dual of Fre´chet nuclear spaces). The categories
of FN spaces and DFN spaces are quasi-abelian and the topological dual-
ity functor induces a contravariant equivalence between the category of FN
spaces and DFN spaces. It induces therefore an equivalence of triangulated
categories
D
b(FN)op ≃ Db(DFN).
Proposition 2.5.10 ([KS96, Prop. 2.2]). Let M be a real analytic manifold
and let F ∈ R-C(CM). Then, there exist natural topologies of type FN on
Γ(M ;F
w
⊗C∞M ) and of type DFN on Γc(M ;Hom ICM (F,Db
t∨
M)), and they are
dual to each other.
Here, as usual, Γc(M ; • ) is the functor of global sections with compact
support.
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Hence for any open subset U of M , we have
Γ(U ;F
w
⊗C∞M ) −→ HomC
(
Γc(U ;Hom ICM (F,Db
t∨
M)),C
)
≃ Γ
(
U ; DMHom ICM (F,Db
t∨
M)
)
,
which induces a morphism of sheaves F
w
⊗C∞M −→ DMHom ICM (F,Db
t∨
M) and
then a pairing (
F
w
⊗C∞M
)
⊗Hom ICM (F,Db
t∨
M) −→ ωM .(2.5.11)
LetX be a complex manifold, let M ∈ Dbcoh(DX) and let F,G ∈ D
b
R-c(CX).
Set for short
W (M , F ) := RHom
DX
(M , F
w
⊗OX),
T (F,M ) := RHom ICX (F,Ω
t
X [dX ])
L
⊗
DX
M
W (G,M , F ) := RHom
(
G,RHom
DX
(M , F
w
⊗OX)
)
,
Tc(F,M , G) := RΓc
(
X ; RHom ICX (F,Ω
t
X [dX ])
L
⊗
DX
M ⊗G
)
.
Then (2.5.11) induces a pairing
W (M , F )⊗T (F,M ) −→ ωX .(2.5.12)
and a pairing
W (G,M , F )⊗Tc(F,M , G) −→ C,(2.5.13)
Theorem 2.5.11 ([KS96, Theorem 6.1]). The two objects W (G,M , F ) and
Tc(F,M , G) are well-defined in the categories D
b(FN) and Db(DFN), respec-
tively, and are dual to each other through the pairing (2.5.13).
Now we assume that M ∈ Dbhol(DX) and we consider the following asser-
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tions. 
(a) the object W (M , F ) := RHom
DX
(M , F
w
⊗ OX) is R-
constructible,
(b) the object T (F,M ) := RHom ICX (F,Ω
t
X [dX ])
L
⊗
DX
M is
R-constructible,
(c) conditions (a) and (b) are satisfied, and the two com-
plexes in (a) and (b) are dual to each other in the category
Db
R-c(CX), that is, W (M , F ) ≃ DXT (F,M ).
(2.5.14)
Lemma 2.5.12. The assertions (a) and (b) are equivalent and imply (c) .
Proof. Assume for example that (b) is true. The pairing (2.5.12) induces a
morphism
W (M , F ) −→ DX(T (F,M )).(2.5.15)
For any relatively compact open subanalytic subset U , RΓc(U ;T (F,M ))
has finite-dimensional cohomologies by (b), and the morphism induced by
(2.5.15)
RΓ(U ;W (M , F )) −→ RΓ
(
U ; DX(T (F,M ))
)
≃ Hom
(
RΓc(U ;T (F,M )),C
)
is an isomorphism by Theorem 2.5.11. Hence (2.5.15) is an isomorphism,
which implies (a) and (c). Q.E.D.
Theorem 2.5.13. Let M ∈ Dbhol(DX) and F ∈ D
b
R-c
(CX). Then assertions
(a), (b), (c) in (2.5.14) hold true.
This result will be proved in Corollary 7.7.2 below. Note that it solves a
conjecture in [KS03, Conjecture 6.2].
Applying this result in the situation of Example 2.5.9 (ii), we get:
Corollary 2.5.14. Let M be a real analytic manifold, X a complexification
of M and let M ∈ Dbhol(DX). Then the two objects RHomDX (M , C
∞
M ) and
Dbt∨M
L
⊗
DX
M belong to Db
R-c
(CM) and are dual to each other. Namely, we
have DMRHomDX (M , C
∞
M ) ≃ Db
t∨
M
L
⊗
DX
M .
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Corollary 2.5.15. Assume that M ∈ Dbhol(DX), F ∈ D
b
R-c
(CX) and Supp(F )
is compact. Then the complexes
RΓ(X ; RHom
DX
(M , F
w
⊗OX)) and RΓ(X ; RHom ICX (F,Ω
t
X [dX ])
L
⊗
DX
M )
have finite-dimensional cohomologies and (2.5.12) induces a perfect pairing
for all i ∈ Z
H−iRΓ(X ;W (M , F ))⊗H iRΓ(X ;T (F,M )) −→ C.
Remark 2.5.16. It follows immediately from [Ka78, Ka84] that (b), hence
(a) and (c), are true when F ∈ Db
C-c(CX).
In [BE04], S. Bloch and H. Esnault proved directly a similar result on an
algebraic curve X when assuming that M is a meromorphic connection with
poles on a divisor D and F = CX . They interpret the duality pairing by
considering sections of the type γ⊗ǫ, where γ is a cycle with boundary on D
and ǫ is a horizontal section of the connection on γ with exponential decay
on D. Their work has been extended to higher dimension by M. Hien [Hi09].
3 Tempered solutions of D-modules
3.1 Tempered de Rham and Sol functors
Setting ΩtX := ΩX ⊗OX O
t
X, we define the tempered de Rham and solution
functors by
DRtX : D
b(DX) −→ D
−(ICX), M 7→ Ω
t
X
L
⊗
DX
M ,
Sol tX : D
b(DX)
op −→ D+(ICX), M 7→ RHomDX (M ,O
t
X).
One has
SolX ≃ αXSol
t
X , DRX ≃ αXDR
t
X .
For M ∈ Dbcoh(DX), one has
Sol tX(M ) ≃ DR
t
X(DXM )[−dX ].(3.1.1)
The next result is a reformulation of a theorem of [Ka84] (see also [KS01,
Th. 7.4.1])
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Theorem 3.1.1. Let f : X −→ Y be a morphism of complex manifolds. There
is an isomorphism in Db(If−1D
op
Y ):
ΩtX
L
⊗
DX
DX−→Y [dX ] ∼−→ f
!ΩtY [dY ].(3.1.2)
Proof. Consider isomorphism (2.5.4) with M = XR and N = YR and apply
•
L
⊗
DY c
OY c . We get the result since
•
L
⊗
DX×Xc
DX×Xc−→Y×Y c
L
⊗
DY c
OY c
≃ •
L
⊗
DX×Xc
DX×Xc−→Y×Y c
L
⊗
DY c
DY c−→pt
≃ •
L
⊗
DX×Xc
DX×Xc−→Y×Y c
L
⊗
DY×Y c
DY×Y c−→Y
≃ •
L
⊗
DX×Xc
DX×Xc−→Y
≃ •
L
⊗
DX
DX−→Y
L
⊗
DXc
OXc .
Q.E.D.
Note that this isomorphism (3.1.2) is equivalent to the isomorphism
DY←−X
L
⊗
DX
O
t
X [dX ]
∼−→ f ! O tY [dY ] in D
b(If−1DY ).(3.1.3)
Corollary 3.1.2. Let f : X −→ Y be a morphism of complex manifolds and
let N ∈ Db(DY ). Then (3.1.2) induces the isomorphism
DRtX(Df
∗
N ) [dX ] ≃ f
!DRtY (N ) [dY ] in D
b(ICX).(3.1.4)
Proof. Apply •
L
⊗
f−1DY
f−1N to isomorphism (3.1.2). Q.E.D.
Corollary 3.1.3. For any complex manifold X, we have
DRtX(OX) ≃ CX [dX ].
Corollary 3.1.4. Let f : X −→ Y be a morphism of complex manifolds. There
is a natural morphism
f−1ΩtY
L
⊗
f−1DY
DY←−X −→ Ω
t
X in D
b(ID opX ).(3.1.5)
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Proof. (i) Assume that f is a closed embedding. We have
f−1ΩtY
L
⊗
f−1DY
DY←−X ≃ f
!Rf!!(f
−1ΩtY
L
⊗
f−1DY
DY←−X)
≃ f ! (ΩtY
L
⊗
DY
Rf!DY←−X)
≃ f !ΩtY
L
⊗
f−1DY
f−1DY←−X
≃ ΩtX
L
⊗
DX
DX−→Y
L
⊗
f−1DY
DY←−X [dX − dY ]
≃ ΩtX .
(ii) Assume that f is submersive. We have
RHom
D
op
X
(DY←−X ,Ω
t
X) ≃ Ω
t
X
L
⊗
DX
RHom
D
op
X
(DY←−X ,DX)
≃ ΩtX
L
⊗
DX
DX−→Y [dY − dX ]
≃ f !ΩtY [2dY − 2dX ] ≃ f
−1ΩtY .
Then use
RHom
D
op
X
(DY←−X ,Ω
t
X)
L
⊗
f−1DY
DY←−X −→ Ω
t
X .
Q.E.D.
Note that morphism (3.1.5) is equivalent to the morphism in Db(IDX)
DX−→Y
L
⊗
f−1DY
f−1O tY −→ O
t
X .
The next result is a kind of Grauert direct image theorem for tempered
holomorphic functions. It will be generalised to D-modules in Corollary 3.1.6.
Its proof uses difficult results of functional analysis.
Theorem 3.1.5 (Tempered Grauert theorem [KS96, Th. 7.3]). Let f : X −→
Y be a morphism of complex manifolds, let F ∈ Dbcoh(OX) and assume that
f is proper on Supp(F ). Then there is a natural isomorphism
Rf!!(O
t
X
L
⊗
OX
F ) ≃ O tY
L
⊗
OY
Rf!F .(3.1.6)
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An indication on the proof. It is enough to prove that for any G ∈ R-C(CY ),
we have
RHom (f−1G,O tX
L
⊗
OX
F ) ≃ RHom (G,O tY
L
⊗
OY
Rf!F ).(3.1.7)
Since F and Rf!F are coherent, (3.1.7) is equivalent to
RHom (f−1G,O tX)
L
⊗
OX
F ≃ RHom (G,O tY )
L
⊗
OY
Rf!F .(3.1.8)
Such a formula is proved in [KS96, Th. 7.3]. Q.E.D.
Corollary 3.1.6 ([KS01, Th. 7.4.6]). Let f : X −→ Y be a morphism of
complex manifolds. Let M ∈ Dbq-good(DX) and assume that f is proper on
Supp(M ). Then there is an isomorphism in Db(ICY )
DRtY (Df∗M )
∼−→ Rf∗DR
t
X(M ).(3.1.9)
Proof. Applying the functor Rf!!( •
L
⊗
DX
M ) to the morphism (3.1.5) we
obtain the morphism in (3.1.9). To check it is an isomorphism, we reduce to
the case where M = DX ⊗OX F with a coherent OX-module F such that f
is proper on Supp(F ). Then we apply Theorem 3.1.5. Q.E.D.
Corollary 3.1.7. Let f and M be as in Corollary 3.1.6. Then we have the
isomorphism
Df∗(O
t
X
D
⊗M ) ≃ O tY
D
⊗Df∗M in D
b(IDY ).(3.1.10)
Proof. We have
ΩtY
D
⊗Df!M ≃ O
t
Y
L
⊗
DY
(DY
D
⊗Df!M )
≃ O tY
L
⊗
DY
Df!(Df
∗
DY
D
⊗M )
≃ DRtY (Df!(DX−→Y
D
⊗M )),
where the second isomorphism follows from the projection formula (1.2.3).
Applying Corollary 3.1.6, we obtain
ΩtY
D
⊗Df!M ≃ Rf∗(Ω
t
X
L
⊗
DX
(DX−→Y
D
⊗M )).
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On the other-hand, we have
ΩtX
L
⊗
DX
(DX−→Y
D
⊗M ) ≃ (ΩtX
D
⊗M )
L
⊗
DX
DX−→Y .
Therefore,
ΩtY
D
⊗Df!M ≃ Df∗(Ω
t
X
D
⊗M ).
To conclude, use the equivalence of categories Db(DopY ) ≃ D
b(DY ) given by
M r = ΩX
L
⊗
OX
M . Q.E.D.
Remark 3.1.8. If one replaces (3.1.2) with its non-tempered version, then
the formula is no more true, contrarily to isomorphism (3.1.9) which remains
true by Theorem 1.2.1.
3.2 Localization along a hypersurface
In order to prove Theorem 4.3.2 below, a generalized form of the Riemann-
Hilbert correspondence for regular holonomic D-modules, we need some lem-
mas.
If S ⊂ X is a closed hypersurface, denote by OX(∗S) the sheaf of mero-
morphic functions with poles at S. It is a regular holonomic DX -module (see
Definition 4.1.1 below) and it is a flat OX-module. For M ∈ D
b(IDX), set
M (∗S) = M
D
⊗OX(∗S).
Lemma 3.2.1. Let S be a closed complex hypersurface in X. There are
isomorphisms
O tX(∗S) ≃ RIhom (CX\S,O
t
X) in D
b(IDX),
OX(∗S) ≃ RHom ICX (CX\S,O
t
X) in D
b(DX).
(3.2.1)
Proof. (i) The second isomorphism follows from the first one by applying the
functor αX .
(ii) By taking the Dolbeault resolution of O tX we are reduced to prove a sim-
ilar result with DbtXR instead of O
t
X. More precisely, consider a real analytic
manifold M , a real analytic map f : M −→ C. Set S = {f = 0} and denote
by j : (M \ S) →֒ M the open embedding. Define the sheaf AM [1/f ] as the
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inductive limit of the sequence of embeddings AM
f
−→ AM
f
−→ · · · . Equiva-
lently, AM [1/f ] is the subsheaf of j∗j
−1AM consisting of sections u such that
there locally exists an integer m with fm · u ∈ AM . Set
DbtM [1/f ] :=Db
t
M ⊗AM (AM [1/f ]).
(Note that DbtM [1/f ] is isomorphic to the inductive limit of the sequence of
morphisms DbtM
f
−→ DbtM
f
−→ · · · .) It is enough to prove the isomorphism
DbtM [1/f ] ≃ RIhom (CM\S,Db
t
M),(3.2.2)
or, equivalently, the isomorphism for any open relatively compact subanalytic
subset U of M
Γ(U ;DbtMsa [1/f ]) ≃ Γ(U \ S;Db
t
Msa).(3.2.3)
This follows from the fact that f : Γ(U \ S;DbtMsa) −→ Γ(U \ S;Db
t
Msa) is
bijective. (See also Lojasiewicz [Lo59].) Q.E.D.
In the sequel, we set for a closed complex analytic hypersurface S
O
t
X(∗S) := O
t
X
D
⊗OX(∗S) ≃ RIhom (CM\S,O
t
X).(3.2.4)
Lemma 3.2.2. Let S be a closed complex hypersurface in X. There are
isomorphisms
ΩX
L
⊗
DX
O
t
X(∗S)
∼−→ ΩX
L
⊗
DX
OX(∗S) ≃ RHom (CX\S,CX) [dX ].(3.2.5)
Proof. It follows from Lemma 3.2.1 that
ΩX
L
⊗
DX
O
t
X(∗S) ≃ RIhom (CX\S ,ΩX
L
⊗
DX
O
t
X).
Then the result follows from the isomorphisms
ΩX
L
⊗
DX
O
t
X ≃ ΩX
L
⊗
DX
OX ≃ CX [dX ].
Q.E.D.
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4.1 Regular normal form for holonomic modules
For the notion of regular holonomic D-modules, refer e.g. to [Ka03, §5.2]
and [KK81].
Definition 4.1.1. Let M be a holonomic DX -module, Λ its characteristic
variety in T ∗X and IΛ the ideal of gr(DX) of functions vanishing on Λ. We
say that M is regular if there exists locally a good filtration on M such that
IΛ · gr(M ) = 0.
One can prove that the full subcategory Modrh(DX) of Modcoh(DX) con-
sisting of regular holonomic DX-modules is a thick abelian subcategory, sta-
ble by duality. Denote by Dbrh(DX) the full subcategory of D
b(DX) whose
objects have regular holonomic cohomologies. Then Dbrh(DX) is triangulated.
For a coherent DX -module M , denote by SingSupp(M ) the set of x ∈ X
such that M is not a coherent OX-module on a neighborhood of x.
Definition 4.1.2. Let X be a complex manifold and D ⊂ X a normal
crossing divisor. We say that a holonomic DX-module M has regular normal
form along D if locally on D, for a local coordinate system (z1, . . . , zn) on X
such thatD = {z1 · · · zr = 0}, M ≃ DX/Iλ for λ = (λ1, . . . , λr) ∈ (C\Z≥0)
r.
Here, Iλ is the left ideal generated by the operators (zi∂i − λi) and ∂j for
i ∈ {1, . . . , r}, j ∈ {r + 1, . . . , n}.
One shall be aware that the property of being of normal form is not stable
by duality. Note that, for λ = (λ1, . . . , λr) ∈ C
m, DX/Iλ ∼−→ (DX/Iλ)(∗D)
if and only if λi ∈ C \ Z≥0 for any i ∈ {1, . . . , r}.
Of course, if a holonomic DX -module has regular normal form, then it is
regular holonomic.
Lemma 4.1.3. Let L be a holonomic module with regular normal form along
D. Then we have the natural isomorphism SolX(L )⊗CX\D ∼−→ SolX(L ).
Proof. It is enough to prove that SolX(L )|D ≃ 0. In a local coordinate sys-
tem (z1, . . . , zn) as in Definition 4.1.2, set Zi = {zi = 0}. Setting Pi = zi∂i−λi
with λi ∈ C \ Z≥0, it is enough to check that Pi induces an isomorphism
Pi : OX |Zi
∼−→ OX |Zi, which is clear. Q.E.D.
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Lemma 4.1.4. Let PX(M ) be a statement concerning a complex manifold
X and a regular holonomic object M ∈ Dbrh(DX). Consider the following
conditions.
(a) Let X =
⋃
i∈I Ui be an open covering. Then PX(M ) is true if and only
if PUi(M |Ui) is true for any i ∈ I.
(b) If PX(M ) is true, then PX(M [n]) is true for any n ∈ Z.
(c) Let M ′ −→ M −→ M ′′
+1
−→ be a distinguished triangle in Dbrh(DX). If
PX(M
′) and PX(M
′′) are true, then PX(M ) is true.
(d) Let M and M ′ be regular holonomic DX-modules. If PX(M ⊕ M
′) is
true, then PX(M ) is true.
(e) Let f : X −→ Y be a projective morphism and let M be a good regular
holonomic DX-module. If PX(M ) is true, then PY (Df∗M ) is true.
(f) If M is a regular holonomic DX-module with a regular normal form along
a normal crossing divisor of X, then PX(M ) is true.
If conditions (a)–(f) are satisfied, then PX(M ) is true for any complex man-
ifold X and any M ∈ Dbrh(DX).
Sketch of proof. (i) If D is a normal crossing hypersurface of X and M is a
regular holonomic DX -module satisfying
• M ≃ M (∗D),
• SingSupp(M ) ⊂ D,
then, locally on X , there exists a filtration
M = M0 ⊃ M1 ⊃ · · · ⊃ Ml ⊃ Ml+1 = 0
such that Mj/Mj+1 has regular normal form. It follows that in this case,
PX(M ) is true.
(ii) Let us take a closed complex analytic subset Z ofX such that the support
of M is contained in Z. We argue by induction on the dimension m of Z.
There exists a morphism f : W −→ Z such that
(1) W is non singular with dimension m,
(2) f is projective,
(3) there exists a closed complex analytic subset S of Z with dimension < m
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such that
• f−1(Z \ S) −→ Z \ S is an isomorphism,
• D := f−1S is a normal crossing hypersurface of W ,
• SingSupp(Hm−dXDg∗M ) ⊂ D, where g is the compositionW
f
−→ Z →֒
X .
We have (
Dg∗M
)
(∗D) ≃
((
Hm−dXDg∗M
)
(∗D)
)
[dX −m].
Then by step (i), PW
(
(Dg∗M )(∗D)
)
is true. Hence PX
(
Dg∗
(
(Dg∗M )(∗D)
))
is true. Let us consider a distinguished triangle
M −→ Dg∗
(
(Dg∗M )(∗D)
)
[m− dX ] −→ N
1
−→ .
Since Supp(N ) ⊂ S, PX(N ) is true by the induction hypothesis. Hence
PX(M ) is true. Q.E.D.
Remark 4.1.5. In fact, we could remove condition (d) in the regular case.
We keep it by analogy with the irregular case (Lemma 4.1.4).
4.2 Real blow up
A classical tool in the study of differential equations is the real blow up, and
we shall use this construction in the proof of Theorems 4.3.2, 7.8.1 and in
the definition of normal form given in § 7.5.
Recall that C× denotes C \ {0} and R>0 the multiplicative group of pos-
itive real numbers. Consider the action of R>0 on C
× × R:
R>0 × (C
× × R) −→ C× × R, (a, (z, t)) 7→ (az, a−1t)(4.2.1)
and set
C˜
tot = (C× × R)/R>0, C˜
≥0 = (C× × R≥0)/R>0, C˜
>0 = (C× × R>0)/R>0.
One denotes by ̟tot the map:
̟tot : C˜tot −→ C, (z, t) 7→ tz.(4.2.2)
Then we have
C˜
tot ⊃ C˜≥0 ⊃ C˜>0 ∼−→ C×.
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Let X = Cn ≃ Cr × Cn−r and let D be the divisor {z1 · · · zr = 0}. Set
X˜tot = (C˜tot)r × Cn−r, X˜>0 = (C˜>0)r × Cn−r, X˜ = (C˜≥0)r × Cn−r.
Then X˜ is the closure of X˜>0 in X˜tot. The map ̟tot in (4.2.2) defines the
map
̟ : X˜ −→ X.
The map ̟ is proper and induces an isomorphism
̟|X˜>0 : X˜
>0 = ̟−1(X \D) ∼−→ X \D.
We call X˜ the real blow up along D.
Remark 4.2.1. The real manifold X˜ (with boundary) as well as the map
̟ : X˜ −→ X may be intrinsically defined for a complex manifold X and a
normal crossing divisor D, but X˜tot is only intrinsically defined as a germ of
a manifold in a neighborhood of X˜ .
We set
Dbt
X˜
:= Ihom (CX˜>0 ,Db
t
X˜tot
)|X˜
≃ ̟ ! Ihom (CX\D,Db
t
XR
),
(4.2.3)
where the last isomorphism follows from Lemma 2.5.7. Note that Dbt
X˜
is an
object of I(̟−1DX ⊗̟
−1DXc).
Now we set
O t
X˜
:= RHom̟−1DXc (̟
−1OXc ,Db
t
X˜
),
AX˜ := αX˜O
t
X˜
,
DA
X˜
:= AX˜
L
⊗
̟−1OX
̟−1DX .
(4.2.4)
Then AX˜ and D
A
X˜
are concentrated in degree 0, and hence they are sheaves
of C-algebras on X˜ . Indeed, AX˜ is the subsheaf of j∗j
−1̟−1OX consisting of
holomorphic functions tempered at any point of X˜ \ X˜>0 = ̟−1(D). Here,
j : X˜>0 →֒ X˜ is the inclusion. Clearly, Dbt
X˜
is an object of I(DA
X˜
⊗̟−1DXc),
and hence
O
t
X˜
is an object of Db(IDA
X˜
).(4.2.5)
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By using (4.2.3), we get the isomorphism
O
t
X˜
≃ ̟ ! O tX(∗D) in D
b(I̟−1DX).(4.2.6)
Recall that the map ̟ is proper, and hence R̟!! ≃ R̟∗.
Lemma 4.2.2. Let F ∈ Db(ICM). If F ∼−→ RIhom (CX\D,F ), then we
have R̟!!̟
! F ∼−→ F .
Proof. One has
R̟!!̟
!
F ≃ R̟∗̟
! RIhom (CX\D,F )
≃ R̟∗RIhom (̟
−1
CX\D, ̟
!
F )
≃ RIhom (R̟!!̟
−1
CX\D,F ) ≃ F .
Q.E.D.
As a corollary, we obtain the isomorphism
R̟∗O
t
X˜
≃ O tX(∗D) in D
b(IDX).(4.2.7)
For N ∈ Db(DA
X˜
), we set
DRt
X˜
(N ) = Ωt
X˜
L
⊗
DA
X˜
N ,(4.2.8)
Sol t
X˜
(N ) = RHom
DA
X˜
(N ,O t
X˜
).(4.2.9)
Here Ωt
X˜
:=̟−1ΩX ⊗̟−1OX O
t
X˜
, an object of Db
(
I((DA
X˜
)op)
)
.
For M ∈ Db(DX) we set:
M
A := DA
X˜
L
⊗
̟−1DX
̟−1M ∈ Db(DA
X˜
).(4.2.10)
Lemma 4.2.3. For M ∈ Db(DX), we have
̟ !DRtX(M (∗D)) ≃ DR
t
X˜
(MA),(4.2.11)
R̟∗DR
t
X˜
(MA) ≃ DRtX(M (∗D)).(4.2.12)
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Proof. By (4.2.6), we have
̟ !DRtX(M (∗D)) ≃ ̟
!
(
ΩtX
L
⊗
DX
M (∗D)
)
≃ ̟ !
(
ΩtX(∗D)
L
⊗
DX
M
)
≃ (̟ !ΩtX(∗D))
L
⊗
̟−1DX
̟−1M
≃ Ωt
X˜
L
⊗
DA
X˜
D
A
X˜
L
⊗
̟−1DX
̟−1M
≃ Ωt
X˜
L
⊗
DA
X˜
M
A ≃ DRt
X˜
(MA).
Hence we obtain the first isomorphism.
Since
DRtX(M (∗D))
∼−→ RIhom
(
CX\D,DR
t
X(M (∗D))
)
,
the second isomorphism follows from Lemma 4.2.2. Q.E.D.
Proposition 4.2.4. Let L be a holonomic DX-module with regular normal
form along D. Then, locally on X˜,
L
A ≃ AX˜ ≃ O
A
X in D
b(DA
X˜
).
Proof. Let us keep the notations of Definition 4.1.2. We may assume that
L = DX/Iλ. Since z
λ :=
r∏
i=1
zλii is a locally invertible section of AX˜ , the
result follows from
(zi∂i − λi)z
λ = zλzi∂i.
Q.E.D.
4.3 Regular Riemann-Hilbert correspondence
We shall first prove the regularity theorem for regular holonomic D-modules,
namely, any solution of such a D-module is tempered.
Theorem 4.3.1. Let M ∈ Dbrh(DX). Then there are isomorphisms:
DRtX(M )
∼−→ DRX(M ) in D
b(ICX),(4.3.1)
Sol tX(M )
∼−→ SolX(M ) in D
b(ICX).(4.3.2)
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Proof. (i) Note that, thanks to (3.1.1), the isomorphism in (4.3.2) is equiva-
lent to the isomorphism in (4.3.1) for DXM . We shall only prove (4.3.1).
(ii) We shall apply Lemma 4.1.4. Denote by PX(M ) the statement which
asserts that the morphism in (4.3.1) is an isomorphism.
(a)–(d) of this lemma are clearly satisfied.
(e) follows from isomorphism (3.1.9) in Corollary 3.1.6 and its non-tempered
version, isomorphism (1.2.5) in Theorem 1.2.1.
(f) Let us check property (f). Let M be a holonomic DX -module with regular
normal form along a normal crossing divisor D.
We want to prove the isomorphism DRtX(M )
∼−→ αXDR
t
X(M ). Since
R̟∗DR
t
X˜
(MA) ∼−→ DRtX(M ) by Lemma 4.2.3 and since R̟∗ commutes
with α, we are reduced to prove the isomorphism
DRt
X˜
(MA) ∼−→ αX˜DR
t
X˜
(MA).
This is a local problem on X˜ and we may apply Proposition 4.2.4. Hence it
is enough to show
DRt
X˜
(OAX)
∼−→ αX˜DR
t
X˜
(OAX),
which follows from
DRt
X˜
(OAX) ≃ CX˜ [dX ].
This completes the proof of property (f). Q.E.D.
The following theorem is a generalized form of the Riemann-Hilbert cor-
respondence for regular holonomic D-modules (see Remark 4.3.3).
Theorem 4.3.2 (Generalized regular Riemann-Hilbert correspondence). Let
M ∈ Dbrh(DX). There is an isomorphism functorial in M
O
t
X
D
⊗M ∼−→ RIhom (Sol tX(M ),O
t
X) in D
b(IDX).(4.3.3)
Proof. (i) The morphism in (4.3.3) is obtained by adjunction from the com-
position of the morphisms
O
t
X
D
⊗M
L
⊗ RIhom
DX
(M ,O tX) −→ O
t
X
L
⊗
βOX
O
t
X −→ O
t
X .(4.3.4)
(ii) We shall apply Lemma 4.1.4. Denote by PX(M ) the statement which
asserts that the morphism in (4.3.3) is an isomorphism.
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Properties (a)–(d) of this lemma are clearly satisfied.
(e) By Corollary 3.1.7, we have
O
t
Y
D
⊗Df∗M ≃ Df∗(O
t
X
D
⊗M ).(4.3.5)
On the other hand we have
Sol tY (Df∗M ) ≃ Rf!! Sol
t
X(M )[dX − dY ]
by (3.1.1), (3.1.9) and Theorem 1.2.2 (i). Hence we have
RIhom (Sol tY (Df∗M ),O
t
Y )
≃ RIhom
(
Rf!! Sol
t
X(M )[dX − dY ],O
t
Y
)
≃ Rf∗RIhom
(
Sol tX(M )[dX − dY ], f
!
O
t
Y
)
.
By (3.1.3), we have
f ! O tY ≃ DY←−X
L
⊗
DX
O
t
X [dX − dY ].
Hence we have
RIhom (Sol tY (Df∗M ),O
t
Y )
≃ Rf∗RIhom (Sol
t
X(M ),DY←−X
L
⊗
DX
O
t
X)
≃ Rf∗
(
DY←−X
L
⊗
DX
RIhom (Sol tX(M ),O
t
X)
)
≃ Df∗RIhom (Sol
t
X(M ),O
t
X).
Combining with (4.3.5), we finally obtain
O
t
Y
D
⊗Df∗M ≃ Df∗(O
t
X
D
⊗M )
≃ Df∗RIhom (Sol
t
X(M ),O
t
X)
≃ RIhom (Sol tY (Df∗M ),O
t
Y ).
Here the second isomorphism follows from PX(M ).
(f) Let us check property (f) for (4.3.3). Hence, we assume that M has
regular normal form along D.
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By Lemmas 4.1.3 and 3.2.1 we have
RIhom
(
SolX(M ),O
t
X
)
≃ RIhom
(
SolX(M )⊗CX\D,O
t
X
)
≃ RIhom
(
SolX(M ), RIhom (CX\D,O
t
X)
)
≃ RIhom
(
SolX(M ),R̟∗O
t
X˜
)
≃ R̟∗RIhom
(
̟−1SolX(M ),O
t
X˜
)
≃ R̟∗RIhom
(
SolX˜(M
A),O t
X˜
)
.
Here the last isomorphism follows from
CX˜>0
L
⊗̟−1SolX(M ) ≃ CX˜>0
L
⊗SolX˜(M
A).
On the other-hand, we have
O
t
X
D
⊗M ≃ O tX(∗D)
D
⊗M ≃ (R̟∗O
t
X˜
)
D
⊗M
≃ R̟∗(O
t
X˜
L
⊗
̟−1OX
̟−1M )
≃ R̟∗(O
t
X˜
L
⊗
A
X˜
M
A).
Hence it is enough to show that
O
t
X˜
L
⊗
A
X˜
M
A −→ RIhom (SolX˜(M
A),O t
X˜
)(4.3.6)
is an isomorphism. Note that this morphism is obtained from a similar
morphism to (4.3.4) by adjunction. By Proposition 4.2.4, MA is locally
isomorphic to AX˜ . Then SolX˜(M
A) ≃ CX˜ , and it is obvious that (4.3.6) is
an isomorphism.
Q.E.D.
Remark 4.3.3. Isomorphism (4.3.1) already appeared in [Ka84]. Isomor-
phism (4.3.3) (with a different formulation) is essentially due to Bjo¨rk [Bj93,
Th. 7.9.11].
Applying the functor αX to isomorphism (4.3.3), we get the Riemann-
Hilbert correspondence for regular holonomic D-modules:
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Corollary 4.3.4 (Regular Riemann-Hilbert correspondence [Ka80]). Let
M ∈ Dbrh(DX). There is an isomorphism in D
b(DX) :
M ≃ RHom ICX (SolX(M ),O
t
X).(4.3.7)
Corollary 4.3.5. Let M ∈ Dbrh(DX) and let L ∈ D
b(DX). Then isomor-
phism (4.3.3) induces the isomorphism
DRt(L
D
⊗M ) ≃ RIhom (Sol tX(M ),DR
t(L )).(4.3.8)
Proof. We have
DRt(L
D
⊗M ) = ΩtX
L
⊗
DX
(L
D
⊗M )
≃ (ΩtX
D
⊗M )
L
⊗
DX
L
≃ RIhom (Sol tX(M ),Ω
t
X)
L
⊗
DX
L
≃ RIhom (Sol tX(M ),Ω
t
X
L
⊗
DX
L ).
Here, the last isomorphism follows from Theorem 2.3.6, using the fact that
Sol t(M ) ∼−→ Sol(M ). Q.E.D.
As an application of isomorphism (4.3.2), we get:
Corollary 4.3.6. Let M ∈ Dbrh(DX) and let F ∈ D
b
R-c
(CX). Then we have
the natural isomorphism
RHom
DX
(M ,RHom ICX (F,O
t
X))
∼−→ RHom
DX
(M ,RHom (F,OX)).
LetM be a real analytic manifold andX a complexification ofM . Choos-
ing for F the object D′XCM , we get the isomorphism between the complexes
of distribution solutions and hyperfunction solutions of M :
RHom
DX
(M ,DbM) ∼−→ RHomDX (M ,BM).
Remark 4.3.7. Of course, isomorphism (4.3.3) is no more true if one re-
places O tX with OX . For example, choosing M = OX(∗Y ) for Y a closed
hypersurface, the left-hand is the sheaf of meromorphic functions with poles
on Y and the right-hand side the sheaf of holomorphic functions with possibly
essential singularities on Y .
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4.4 Integral transforms with regular kernels
Consider morphisms of complex manifolds
S
f
yyttt
tt
tt
t g
%%❑❑
❑❑
❑❑
❑❑
X Y.
Notation 4.4.1. (i) For M ∈ Db(DX) and L ∈ D
b(DS) one sets
M
D
◦L := Dg∗(Df
∗
M
D
⊗L ).(4.4.1)
(ii) For L ∈ Db(ICS), F ∈ D
b(ICX) and G ∈ D
b(ICY ) one sets
L ◦G := Rf!!(L⊗ g
−1G),
ΦL(G) = L ◦G, ΨL(F ) = Rg∗RIhom (L, f
! F ).
Note that we have a pair of adjoint functors
ΦL : D
b(ICY )
//
Db(ICX) : ΨLoo(4.4.2)
Theorem 4.4.2. Let M ∈ Dbq-good(DX), let L ∈ D
b
rh(DS) and set L :=
SolS(L ). Assume that f
−1 Supp(M ) ∩ Supp(L ) is proper over Y and that
L is good. Then there is a natural isomorphism in Db(ICY ):
ΨL
(
DRtX(M )
)
[dX − dS] ≃ DR
t
Y (M
D
◦L ).(4.4.3)
Note that any regular holonomic D-module is good.
Proof. Applying Corollaries 3.1.2, 3.1.6 and 4.3.5, we get:
DRtY (M
D
◦L ) = DRtY (Dg∗(Df
∗
M
D
⊗L ))
≃ Rg∗DR
t
S(Df
∗
M
D
⊗L )
≃ Rg∗RIhom (Sol
t
S(L ),DR
t
S(Df
∗
M ))
≃ Rg∗RIhom (L, f
!DRtX(M )) [dX − dS]
= ΨL(DR
t
X(M )) [dX − dS].
Q.E.D.
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4.5 Irregular D-modules : an example
By applying the functor RHom(G, • ) with G ∈ Db(ICY ) to both sides
of (4.4.3), one gets
Corollary 4.4.3 ([KS01, Th. 7.4.13]). Let M ∈ Dbq-good(DX), let L ∈
Dbrh(DS) and let L := SolS(L ). Assume that f
−1 Supp(M ) ∩ Supp(L ) is
proper over Y and that L is good. Let G ∈ Db(ICY ). Then one has the
isomorphism
RHom ICX
(
L ◦G,DRtX(M )
)
[dX − dS](4.4.4)
≃ RHom ICY
(
G,DRtY (M
D
◦L )
)
.
Note that a similar formula holds when replacing O tX and O
t
Y with their
non tempered versions OX and OY (and indsheaves with usual sheaves),
but the hypotheses are different. Essentially, M has to be coherent, f non
characteristic for M and Df ∗M has to be transversal to the holonomic
module L . On the other hand, we do not need the regularity assumption
on L . See [DS96] for such a non tempered formula (in a more particular
setting).
However, if one removes the hypothesis that the holonomic module L is
regular in Theorem 4.4.2, formula (4.4.3) does not hold anymore and we have
to replace O tX with its enhanced version, as we shall see in the next sections.
4.5 Irregular D-modules : an example
In this subsection we recall an example treated in [KS03] which emphasizes
the role of the sheaf O tX in the study of irregular holonomic D-modules.
Let X = C endowed with the holomorphic coordinate z. Define
U = X \ {0}, j : U →֒ X the open embedding.
Consider the differential operator P = z2∂z + 1 and the DX-module L :=
DX exp(1/z) ≃ DX/DXP .
Notice first that O tX is concentrated in degree 0 (since dimX = 1)
and it is a sub-indsheaf of OX . Therefore the morphism H
0(Sol tX(L )) −→
H0(SolX(L )) ≃ CU is a monomorphism. It follows that for V ⊂ X \ {0}
a connected open subset, Γ(V ;H0Sol t(M )) 6= 0 if and only if V ⊂ U and
exp(1/z)|V is tempered.
Denote by Bε the closed ball with center (ε, 0) and radius ε and set
Uε = X \Bε = {z ∈ C \ {0}; Re(1/z) < 1/2ε}.
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One proves that exp(1/z) is tempered (in a neighborhood of 0) on an open
subanalytic subset V ⊂ X \ {0} if and only if Re(1/z) is bounded on V , that
is, if and only if V ⊂ Uε for some ε > 0. We get the isomorphism
Sol t(L )⊗CU ≃ “lim−→
”
ε>0
CUε.(4.5.1)
Note that Sol t(L )⊗CU is concentrated in degree 0.
Since Sol t(L ) ≃ DRt(DL ) and DL ≃ DL (∗{0}), we get that
Sol t(L ) ≃ RIhom (CU ,Sol
t(L )) ≃ RIhom (CU ,Sol
t(L )⊗CU).
Therefore,
Sol t(L ) ≃ RIhom (CU , “lim−→”
ε>0
CUε),
H0(Sol t(L )) ≃ “lim
−→
”
ε>0
CUε,
H1(Sol t(L )) ≃ “lim−→”
ε>0
E xt1(CU ,CUε) ≃ C{0},
Sol(L ) ≃ αXSol
t(L ) ≃ RHom (CU ,CU),
H0(Sol(L )) ≃ CU , H
1(Sol(L )) ≃ C{0}.
The functor Sol t is not fully faithful since the DX-modules DX exp(1/z)
and DX exp(2/z) have the same indsheaves of tempered holomorphic solu-
tions although they are not isomorphic.
However, Sol tX(DX exp(1/z)) 6≃ Sol
t
X(DX exp(1/z
m)) for any m > 1.
Hence, the functor Sol t is sensitive enough to distinguish m ∈ Z>0
in DX exp(z
−m) but it is not sensitive enough to distinguish c ∈ R>0 in
DX exp(cz
−1).
In order to capture c, we need to work in the framework of enhanced
indsheaves, which we are going to explain in the next sections.
5 Indsheaves on bordered spaces
5.1 Bordered spaces
Definition 5.1.1. The category of bordered spaces is the category whose ob-
jects are pairs (M, M̂) with M ⊂ M̂ an open embedding of good topological
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5.1 Bordered spaces
spaces. Morphisms f : (M, M̂) −→ (N, N̂) are continuous maps f : M −→ N
such that
(5.1.1) Γf −→ M̂ is proper.
Here Γf ⊂M ×N is the graph of f an Γf is its closure in M̂ × N̂ .
The composition of (L, L̂)
g
−→ (M, M̂)
f
−→ (N, N̂) is given by f ◦g : L −→ N
(see Lemma 5.1.2 below), and the identity id(M,M̂) is given by idM .
Lemma 5.1.2. Let f : (M, M̂) −→ (N, N̂) and g : (L, L̂) −→ (M, M̂) be mor-
phisms of bordered spaces. Then the composition f ◦ g is a morphism of
bordered spaces.
One shall identify a space M and the bordered space (M,M). Then, by
using the identifications M = (M,M) and M̂ = (M̂, M̂), there are natural
morphisms of bordered spaces
M −→ (M, M̂) −→ M̂.
Note however that (M, M̂) −→ M is a morphism of bordered spaces if and
only if M is a closed subset of M̂ .
We can easily see that the category of bordered spaces admits products:
(M, M̂)× (N, N̂) ≃ (M ×N, M̂ × N̂).(5.1.2)
Let (M, M̂) be a bordered space. Denote by i : M̂ \M −→ M̂ the closed
embedding. By identifying Db(kM̂\M) with its essential image in D
b(kM̂) by
the fully faithful functor Ri! ≃ Ri∗, the restriction functor F 7→ F |M induces
an equivalence
D
b(kM̂)/D
b(kM̂\M)
∼−→ Db(kM).
This is no longer true for indsheaves. Therefore one sets
D
b(Ik(M,M̂)) := D
b(IkM̂)/D
b(IkM̂\M)
where Db(IkM̂\M ) is identified with its essential image in D
b(IkM̂) by Ri!! ≃
Ri∗, as for usual sheaves.
Recall that if T is a triangulated category and I a subcategory, one
denotes by ⊥I and I ⊥ the left and right orthogonal to I in T , respectively:
⊥
I := {A ∈ T ; Hom
T
(A,B) = 0 for any B ∈ I } ,
I
⊥ := {A ∈ T ; Hom
T
(B,A) = 0 for any B ∈ I } .
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Proposition 5.1.3. Let (M, M̂) be a bordered space. Then we have
D
b(IkM̂\M) = {F ∈ D
b(IkM̂);kM ⊗F ≃ 0}
= {F ∈ Db(IkM̂); RIhom (kM , F ) ≃ 0},
⊥
D
b(IkM̂\M) = {F ∈ D
b(IkM̂);kM ⊗F
∼−→ F},
D
b(IkM̂\M)
⊥ = {F ∈ Db(IkM̂);F
∼−→ RIhom (kM , F )}.
Moreover, there are equivalences
D
b(Ik(M,M̂))
∼−→ Db(IkM̂\M)
⊥, F 7→ RIhom (kM , F ),
D
b(Ik(M,M̂))
∼−→ ⊥Db(IkM̂\M), F 7→ kM ⊗F,
with quasi-inverse induced by the quotient functor.
Corollary 5.1.4. For F,G ∈ Db(IkM̂) one has
Hom
Db(Ik
(M,M̂)
)(F,G) ≃ HomDb(Ik
M̂
)(kM ⊗F,G)
≃ Hom
Db(Ik
M̂
)(F, RIhom (kM , G)).
The functors ⊗ and RIhom in Db(IkM̂) induce well defined functors (we
keep the same notations)
⊗ : Db(Ik(M,M̂))× D
b(Ik(M,M̂)) −→ D
b(Ik(M,M̂)),
RIhom : Db(Ik(M,M̂))
op × Db(Ik(M,M̂)) −→ D
b(Ik(M,M̂)).
5.2 Operations
Let f : (M, M̂) −→ (N, N̂) be a morphism of bordered spaces, and recall that
Γf denotes the graph of the associated map f : M −→ N . Since Γf is closed
inM ×N , it is locally closed in M̂ × N̂ . One can then consider the sheaf kΓf
on M̂ × N̂ . Let q1 : M̂ × N̂ −→ M̂ and q2 : M̂ × N̂ −→ N̂ be the projections.
Definition 5.2.1. Let f : (M, M̂) −→ (N, N̂) be a morphism of bordered
spaces. For F ∈ Db(IkM̂) and G ∈ D
b(IkN̂), we set
Rf!!F = Rq2 !!(kΓf ⊗ q
−1
1 F ),
Rf∗F = Rq2∗RIhom (kΓf , q
!
1 F ),
f−1G = Rq1 !!(kΓf ⊗ q
−1
2 G),
f !G = Rq1∗RIhom (kΓf , q
!
2G).
58
5.2 Operations
Remark 5.2.2. Considering a continuous map f : M −→ N as a morphism of
bordered spaces withM = M̂ and N = N̂ , the above functors are isomorphic
to the usual external operations for indsheaves.
Lemma 5.2.3. The above definition induces well-defined functors
Rf!!,Rf∗ : D
b(Ik(M,M̂)) −→ D
b(Ik(N,N̂)),
f−1, f ! : Db(Ik(N,N̂)) −→ D
b(Ik(M,M̂)).
Lemma 5.2.4. Let jM : (M, M̂) −→ M̂ be the morphism given by the open
embedding M ⊂ M̂ . Then
(i) The functors j−1M ≃ j
!
M : D
b(IkM̂) −→ D
b(Ik(M,M̂)) are isomorphic to the
quotient functor.
(ii) For F ∈ Db(IkM̂) one has the isomorphisms in D
b(IkM̂)
RjM !!j
−1
M F ≃ kM ⊗F, RjM ∗j
!
M F ≃ RIhom (kM , F ).
(iii) The functors ⊗ and RIhom commute with j−1M ≃ j
!
M .
(iv) The functor ⊗ commutes with RjM !! and the functor RIhom commutes
with RjM ∗.
The operations for indsheaves on bordered spaces satisfy similar proper-
ties as for usual spaces.
Lemma 5.2.5. Let f : (M, M̂) −→ (N, N̂) and g : (L, L̂) −→ (M, M̂) be mor-
phisms of bordered spaces.
(i) The functor Rf!! is left adjoint to f
! .
(ii) The functor f−1 is left adjoint to Rf∗.
(iii) One has R(f ◦ g)!! ≃ Rf!! ◦ Rg!!, R(f ◦ g)∗ ≃ Rf∗ ◦ Rg∗, (f ◦ g)
−1 ≃
g−1 ◦ f−1 and (f ◦ g) ! ≃ g ! ◦ f ! .
Corollary 5.2.6. If f : (M, M̂) −→ (N, N̂) is an isomorphism of bordered
spaces, then Rf∗ ≃ Rf!! and f
−1 ≃ f ! . Moreover, Rf∗ and f
−1 are quasi-
inverse to each other.
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5.2 Operations
Most of the formulas for indsheaves on usual spaces extend to bordered
spaces.
Proposition 5.2.7. Let f : (M, M̂) −→ (N, N̂) be a morphism of bordered
spaces. For F ∈ Db(Ik(M,M̂)) and G,G1, G2 ∈ D
b(Ik(N,N̂)), one has isomor-
phisms
Rf!!(f
−1G⊗F ) ≃ G⊗Rf!!F,
f−1(G1 ⊗G2) ≃ f
−1G1 ⊗ f
−1G2,
RIhom (G,Rf∗F ) ≃ Rf∗RIhom (f
−1G,F ),
RIhom (Rf!!F,G) ≃ Rf∗RIhom (F, f
!G),
f ! RIhom (G1, G2) ≃ RIhom (f
−1G1, f
!G2),
and a morphism
f−1RIhom (G1, G2) −→ RIhom (f
−1G1, f
−1G2).
Lemma 5.2.8. Consider a Cartesian diagram in the category of bordered
spaces
(M ′, M̂ ′)
f ′ //
g′

(N ′, N̂ ′)
g

(M, M̂)
f //

(N, N̂).
Then there are isomorphisms of functors Db(Ik(M ′,M̂ ′)) −→ D
b(Ik(N,N̂))
g−1Rf!! ≃ Rf
′
!!g
′−1, g !Rf∗ ≃ Rf
′
∗g
′!.
The notion of proper morphisms of topological spaces is extended to the
case of bordered spaces as follows.
Definition 5.2.9. The morphism of bordered spaces f : (M, M̂) −→ (N, N̂)
is proper if the following two conditions hold:
(a) f : M −→ N is proper,
(b) the projection Γf −→ N̂ is proper.
Lemma 5.2.10. The map f : (M, M̂) −→ (N, N̂) is proper if and only if the
following two conditions hold:
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(a) Γf ×N̂ N ⊂ Γf .
(b) the projection Γf −→ N̂ is proper.
Proposition 5.2.11. Assume that f : (M, M̂) −→ (N, N̂) is proper. Then
Rf!! ∼−→ Rf∗ as functors D
b(Ik(M,M̂)) −→ D
b(Ik(N,N̂)).
6 Enhanced indsheaves
In this section, extracted from [DK13], one extends some constructions of
Tamarkin [Ta08] to indsheaves on bordered spaces. We refer to [GS12] for a
detailed exposition and some complements to Tamarkin’s paper.
6.1 Tamarkin’s construction
Let M be a smooth manifold and denote by T ∗M its cotangent bundle.
Given F ∈ Db(kM), its microsupport SS(F ) ⊂ T
∗M (see [KS90]) describes
the codirections of non propagation for the cohomology of F . It is a closed
conic co-isotropic subset of T ∗M .
In order to treat co-isotropic subsets of T ∗M which are not necessarily
conic, Tamarkin adds a real variable t ∈ R. Denoting by (t, t∗) the symplectic
coordinates of T ∗R, consider the full subcategory Dbt∗≤0(kM×R) ⊂ D
b(kM×R)
whose objects K satisfy SS(K) ⊂ {t∗ ≤ 0}. There are equivalences
⊥
D
b
t∗≤0(kM×R) ≃ D
b(kM×R)/D
b
t∗≤0(kM×R) ≃ D
b
t∗≤0(kM×R)
⊥
between the quotient category and the left and right orthogonal categories.
Let us recall the description of the first equivalence.
For K,L ∈ Db(kM×R), consider the convolution functor with respect to
the t variable
K
+
⊗ L := Rµ!(q
−1
1 K ⊗ q
−1
2 L),
where µ, q1 ; q2 : M×R×R are given by µ(x, t1, t2) = (x, t1+t2), q1(x, t1, t2) =
(x, t1) and q2(x, t1, t2) = (x, t2).
One sets
k{t≥0} = k{(x,t)∈M×R ; t∈R, t≥0},(6.1.1)
and we use similar notation for k{t=0}. These are sheaves on M × R.
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6.2 Convolution products
Note that k{t=0}
+
⊗K ≃ K. Then
D
b
t∗≤0(kM×R) = {K ∈ D
b(kM×R);k{t≥0}
+
⊗K ≃ 0},
⊥
D
b
t∗≤0(kM×R) = {K ∈ D
b(kM×R);k{t≥0}
+
⊗K ∼−→ K},
and one has an equivalence
D
b(kM×R)/D
b
t∗≤0(kM×R)
∼−→ ⊥Dbt∗≤0(kM×R), K 7→ k{t≥0}
+
⊗K.
We will adapt this construction to the case of indsheaves and a good topo-
logical space M in the sequel.
6.2 Convolution products
Consider the 2-point compactification of the real line R := R ⊔ {+∞,−∞}.
Denote by P1(R) = R⊔{∞} the real projective line. Then R has a structure
of subanalytic space such that the natural map R −→ P1(R) is a subanalytic
map.
Notation 6.2.1. We will consider the bordered space
R∞ := (R,R).
Note that R∞ is isomorphic to (R,P
1(R)) as a bordered space.
Consider the morphisms of bordered spaces
a : R∞ −→ R∞,(6.2.1)
µ, q1, q2 : R∞ × R∞ −→ R∞,
where a(t) = −t, µ(t1, t2) = t1 + t2 and q1, q2 are the natural projections.
For a good topological space M , we will use the same notations for the
associated morphisms
a : M × R∞ −→M × R∞,
µ, q1, q2 : M × R∞ × R∞ −→M × R∞.
We also use the natural morphisms
M × R∞
j //
π
$$❍
❍❍
❍❍
❍❍
❍❍
M × R
π{{①①
①①
①①
①①
①
M.
(6.2.2)
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Notation 6.2.2. We sometimes write Db(kM×R∞) for D
b(kM×R) regarded
as a full subcategory Db(IkM×R∞).
Definition 6.2.3. The functors
+
⊗ : Db(IkM×R∞)× D
b(IkM×R∞) −→ D
b(IkM×R∞),
Ihom+ : D−(IkM×R∞)
op × D+(IkM×R∞) −→ D
+(IkM×R∞),
are defined by
K1
+
⊗K2 = Rµ!!(q
−1
1 K1 ⊗ q
−1
2 K2),
Ihom+(K1, K2) = Rq1∗RIhom (q
−1
2 K1, µ
!K2).
Although we work now onM×R, we keep the same notations as in (6.1.1)
and one sets
k{t≥0} = k{(x,t)∈M×R ; t∈R, t≥0}.(6.2.3)
We use similar notation for k{t=0}, k{t>0}, k{t≤0}, k{t<0}, k{t6=0} and k{t=a},
etc. These are sheaves onM×R whose stalk vanishes at points ofM×(R\R).
We also regard them as objects of Db(IkM×R∞).
Lemma 6.2.4. For K ∈ Db(IkM×R∞) there are isomorphisms
k{t=0}
+
⊗K ≃ K ≃ Ihom+(k{t=0}, K).
More generally, for a ∈ R, we have
k{t=a}
+
⊗K ≃ Rµa∗K ≃ Ihom
+(k{t=−a}, K),
where µa : M × R∞ −→ M × R∞ is the morphism induced by the translation
t 7→ t+ a.
Corollary 6.2.5. The category Db(IkM×R∞) has a structure of commutative
tensor category with
+
⊗ as tensor product and k{t=0} as unit object.
As seen in (6.2.4) below, the functor Ihom+ is the inner hom of the
tensor category Db(IkM×R∞).
63
6.2 Convolution products
Lemma 6.2.6. For K1, K2, K3 ∈ D
b(IkM×R∞) one has
Hom
Db(IkM×R∞ )
(K1
+
⊗K2, K3)
≃ Hom
Db(IkM×R∞ )
(
K1, Ihom
+(K2, K3)
)
,
(6.2.4)
Ihom+(K1
+
⊗K2, K3) ≃ Ihom
+
(
K1, Ihom
+(K2, K3)
)
,
Rπ∗RIhom (K1
+
⊗K2, K3) ≃ Rπ∗RIhom (K1,Ihom
+(K2, K3)).
The following lemmas are used to define the category of enhanced ind-
sheaves.
Lemma 6.2.7. For K1, K2 ∈ D
b(IkM×R∞) and L ∈ D
b(IkM) one has
π−1L⊗ (K1
+
⊗K2) ≃ (π
−1L⊗K1)
+
⊗K2,
RIhom (π−1L,Ihom+(K1, K2)) ≃ Ihom
+(π−1L⊗K1, K2)
≃ Ihom+(K1, RIhom (π
−1L,K2)).
Lemma 6.2.8. For K ∈ Db(IkM×R∞) and L ∈ D
b(IkM) one has
π−1L⊗K ≃ (π−1L⊗k{t=0})
+
⊗K,
RIhom (π−1L,K) ≃ Ihom+(π−1L⊗k{t=0}, K),
a−1RIhom (K, π ! L) ≃ Ihom+(K,k{t=0} ⊗ π
−1L).
Here a is the involution of M × R∞ given by (x, t) 7→ (x,−t).
Lemma 6.2.9. For K1, K2 ∈ D
b(IkM×R∞) there are isomorphisms
Rπ!!(K1
+
⊗K2) ≃ Rπ!!K1 ⊗Rπ!!K2,
Rπ∗Ihom
+(K1, K2) ≃ RIhom (Rπ!!K1,Rπ∗K2).
Corollary 6.2.10. For any K ∈ Db(IkM×R∞), one has
Rπ!!(kt≥0
+
⊗K) ≃ 0,
Rπ∗Ihom
+(kt≥0, K) ≃ 0.
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Lemma 6.2.11. For K ∈ Db(IkM×R∞) and L ∈ D
b(IkM) one has
(π−1L)
+
⊗K ≃ π−1(L⊗Rπ!!K),
Ihom+(π−1L,K) ≃ π ! RIhom (L,Rπ∗K),
Ihom+(K, π ! L) ≃ π ! RIhom (Rπ!!K,L).
Proposition 6.2.12. For K ∈ Db(IkM×R∞), one has a distinguished triangle
π−1L −→ k{t≥0}
+
⊗K −→ Ihom+(k{t≥0}, K)
+1
−−−→
with L = Rπ∗(k{t≥0}
+
⊗K) ≃ Rπ!!Ihom
+(k{t≥0}, K).
6.3 Enhanced indsheaves
Definition 6.3.1. Consider the full triangulated subcategories of Db(IkM×R∞)
ICt∗≤0 = {K;k{t≥0}
+
⊗K ≃ 0}
= {K;Ihom+(k{t≥0}, K) ≃ 0},
ICt∗≥0 = {K;k{t≤0}
+
⊗K ≃ 0}
= {K;Ihom+(k{t≤0}, K) ≃ 0},
ICt∗=0 = ICt∗≤0 ∩ ICt∗≥0.
Consider also the corresponding quotient categories
Eb±(IkM) = IC±t∗≥0/ICt∗=0,
Eb(IkM) = D
b(IkM×R∞)/ICt∗=0.
They are triangulated categories. One calls Eb(IkM) the triangulated cat-
egory of enhanced indsheaves. One defines similarly the categories E(IkM ),
E+(IkM) and E
−(IkM).
Notice that
ICt∗=0 =
{
K ∈ Db(IkM×R∞) ; π
−1Rπ∗K ∼−→ K
}
=
{
K ∈ Db(IkM×R∞) ;K
∼−→ π !Rπ!!K
}
=
{
K ∈ Db(IkM×R∞) ;K ≃ π
−1L for some L ∈ Db(IkM)
}
.
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Therefore,
Eb(IkM) ≃ D
b(IkM×R∞)/{K ∈ D
b(IkM×R∞); π
−1Rπ∗K ∼−→ K}.(6.3.1)
One also defines the category Eb(kM) as
Eb(kM) = D
b(kM×R)/
{
K ; π−1Rπ∗K ∼−→ K
}
.(6.3.2)
Then Eb(kM) is a full subcategory of E
b(IkM).
Proposition 6.3.2. There are equivalences of triangulated categories
Eb±(IkM) ≃ D
b(IkM×R∞)/IC±t∗≤0,
Eb(IkM) ≃ E
b
+(IkM)⊕ E
b
−(IkM).
This follows from Proposition 6.3.4 below.
Remark 6.3.3. The categories Eb+(IkM) are the analogue of Tamarkin’s
construction in the framework of indsheaves.
Proposition 6.3.4. One has
⊥IC±t∗≤0 = {K;k{±t≥0}
+
⊗K ∼−→ K} = {K;k{±t>0}
+
⊗K ≃ 0},
IC⊥±t∗≤0 = {K;K
∼−→ Ihom+(k{±t≥0}, K)}
= {K;Ihom+(k{±t>0}, K) ≃ 0},
⊥ICt∗=0 = {K; (k{t≥0} ⊕ k{t≤0})
+
⊗K ∼−→ K}
= {K;kM×R
+
⊗K ≃ 0} = {K; Rπ!!K ≃ 0},
IC⊥t∗=0 = {K;Ihom
+(k{t≥0} ⊕ k{t≤0}, K) ∼−→ K}
= {K;Ihom+(kM×R, K) ≃ 0} = {K; Rπ∗K ≃ 0},
⊥ICt∗=0 =
⊥ICt∗≥0 ⊕
⊥ICt∗≤0,
IC⊥t∗=0 = IC
⊥
t∗≥0 ⊕ IC
⊥
t∗≤0.
Moreover, one has the equivalences
Eb±(IkM)
∼−→ ⊥IC±t∗≤0, K 7→ k{±t≥0}
+
⊗K,
Eb±(IkM)
∼−→ IC⊥±t∗≤0, K 7→ Ihom
+(k{±t≥0}, K),
Eb(IkM) ∼−→
⊥ICt∗=0, K 7→ (k{t≥0} ⊕ k{t≤0})
+
⊗K,
Eb(IkM) ∼−→ IC
⊥
t∗=0, K 7→ Ihom
+(k{t≥0} ⊕ k{t≤0}, K),
where the quasi-inverse functors are given by the quotient functors.
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These categories are illustrated as follows:
Db(IkM×R∞)
ICt∗≥0
Eb−(IkM )
66♥♥♥♥♥♥♥♥♥♥♥♥
ICt∗≤0
Eb+(IkM )
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
⊥ICt∗≤0
ICt∗=0
qqq
88qqq
IC⊥t∗≤0
ICt∗=0
OO
ICt∗=0
Eb+(IkM )PPPP
ggPPPP
Eb−(IkM )♥♥♥♥
66♥♥♥♥
⊥ICt∗≥0
ICt∗=0
OO
IC⊥t∗≥0
ICt∗=0▼▼▼
ff▼▼▼
0
OO
Eb+(IkM )PPPPP
hhPPPPP
Eb−(IkM )♠♠♠♠♠
66♠♠♠♠♠
Eb+(IkM )
kk❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲❲
Eb−(IkM )
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Here, A C // B or A
C
// B means that C ≃ B/A.
Definition 6.3.5. One introduces the functors
LE = (k{t≥0} ⊕ k{t≤0})
+
⊗ ( • ), Eb(IkM) −→
⊥ICt∗=0 ⊂ D
b(IkM×R∞),
RE = Ihom+(k{t≥0} ⊕ k{t≤0}, • ), E
b(IkM) −→ IC
⊥
t∗=0 ⊂ D
b(IkM×R∞).
The functors LE and RE are the left and right adjoint of the quotient
functor Db(IkM×R∞) −→ E
b(IkM), and the two compositions
Eb(IkM)
RE
//
LE //
D
b(IkM×R∞) // E
b(IkM)
are isomorphic to the identity.
Definition 6.3.6. One defines the hom functor
IhomE : Eb(IkM)
op × Eb(IkM) −→ D
+(IkM)(6.3.3)
IhomE(K1, K2) = Rπ∗RIhom (L
E(K1),R
E(K2)),
and one sets
HomE = αM ◦Ihom
E : Eb(IkM)
op × Eb(IkM) −→ D
+(kM),(6.3.4)
RHomE(K1, K2) = RΓ(M ;Hom
E(K1, K2)) ∈ D
b(k).(6.3.5)
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Note that
IhomE(K1, K2) ≃ Rπ∗RIhom (L
E(K1),L
E(K2))
≃ Rπ∗RIhom (R
E(K1),R
E(K2))
and
HomEb(IkM )(K1, K2) ≃ H
0
(
RHomE(K1, K2)
)
.
6.4 Operations on enhanced indsheaves
By Lemma 6.2.11 the following definition is well posed.
Definition 6.4.1. The bifunctors
+
⊗ : Eb(IkM)× E
b(IkM) −→ E
b(IkM),
Ihom+ : E−(IkM)
op × E+(IkM) −→ E
+(IkM)
are those induced by the bifunctors
+
⊗ and Ihom+ defined on Db(IkM×R∞).
For any K ∈ Eb(IkM) there is an isomorphism in E
b(IkM)
k{t≥0}
+
⊗K ∼−→ Ihom+(k{t≥0}, K),
which follows from Proposition 6.2.12.
The bifunctor
+
⊗ gives Eb(IkM) a structure of a commutative tensor cat-
egory with k{t=0} as a unit object. Note that
LE(k{t=0}) ≃ kt≥0
⊕
kt≤0,
RE(k{t=0}) ≃ kt<0[1]
⊕
kt>0[1].
Moreover, Ihom+ is the inner hom of the tensor category Eb(IkM):
Lemma 6.4.2. For K1, K2, K3 ∈ E
b(IkM) there is an isomorphism
HomE+(IkM )(K1
+
⊗K2, K3) ≃ HomE+(IkM )(K1,Ihom
+(K2, K3)).
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We have the following orthogonal relations:
Eb+(IkM)
+
⊗ Eb−(IkM) ≃ 0,
Ihom+(Eb±(IkM),E
b
∓(IkM)) ≃ 0.
Definition 6.4.3. By Lemma 6.2.11 one gets functors
π−1( • )⊗ ( • ) : Db(IkM)× E
b(IkM) −→ E
b(IkM),
RIhom (π−1( • ), • ) : D−(IkM)
op × E+(IkM) −→ E
+(IkM).
Remark 6.4.4. The functor ⊗ does not factor through Eb(IkM)×E
b(IkM),
and the functor RIhomdoes not factor through Eb(IkM)
op × Eb(IkM).
Let f : M −→ N be a continuous map of good topological spaces. Denote
by f˜ : M×R∞ −→ N×R∞ the associated morphism of bordered spaces. Then
the composition of functors
Rf˜!!,Rf˜∗ : D
b(IkM×R∞) −→ D
b(IkN×R∞) −→ E
b(IkN),(6.4.1)
f˜−1, f˜ ! : Db(IkN×R∞) −→ D
b(IkM×R∞) −→ E
b(IkM),(6.4.2)
factor through Eb(IkM) and E
b(IkN), respectively.
Definition 6.4.5. One denotes by
Ef!!,Ef∗ : E
b(IkM) −→ E
b(IkN),
Ef−1,Ef ! : Eb(IkN) −→ E
b(IkM),
the functors induced by (6.4.1) and (6.4.2), respectively.
Definition 6.4.6. For K ∈ Eb(IkM) and L ∈ E
b(IkN), we define their
external tensor product by
K
+
⊠L = Ep−11 K
+
⊗ Ep−12 L ∈ E
b(IkM×N),
where p1 and p2 denote the projections fromM×N toM and N , respectively.
Using Definition 6.3.5, for F ∈ Eb(IkM) and G ∈ E
b(IkN) one has
Ef!!F ≃ Rf˜!!L
E(F ) ≃ Rf˜!!R
E(F ),
Ef∗F ≃ Rf˜∗L
E(F ) ≃ Rf˜∗R
E(F ),
Ef−1G ≃ f˜−1LE(G) ≃ f˜−1RE(G),
Ef !G ≃ f˜ ! LE(G) ≃ f˜ !RE(G).
The above operations satisfy analogous properties as the six operations
for sheaves and indsheaves.
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Proposition 6.4.7. Let f : M −→ N be a continuous map of good topological
spaces.
(i) The functor Ef!! is left adjoint to Ef
!.
(ii) The functor Ef−1 is left adjoint to Ef∗.
Proposition 6.4.8. Given two continuous maps of good topological spaces
L
g
−→M
f
−→ N , one has
E(f ◦ g)!! ≃ Ef!! ◦ Eg!!, E(f ◦ g)∗ ≃ Ef∗ ◦ Eg∗
and
E(f ◦ g)−1 ≃ Eg−1 ◦ Ef−1, E(f ◦ g) ! ≃ Eg ! ◦ Ef !.
Proposition 6.4.9. Let f : M −→ N be a continuous map of good topological
spaces. For K ∈ Eb(IkM) and L, L1, L2 ∈ E
b(IkN), one has isomorphisms
Ef!!(Ef
−1L
+
⊗K) ≃ L
+
⊗ Ef!!K,
Ef−1(L1
+
⊗ L2) ≃ Ef
−1L1
+
⊗ Ef−1L2,
Ihom+(L,Ef∗K) ≃ Ef∗Ihom
+(Ef−1L,K),
Ihom+(Ef!!K,L) ≃ Ef∗Ihom
+(K,Ef !L),
Ef !Ihom+(L1, L2) ≃ Ihom
+(Ef−1L1,Ef
!L2),
and a morphism
Ef−1Ihom+(L1, L2) −→ Ihom
+(Ef−1L1,Ef
−1L2).
Proposition 6.4.10. Consider a Cartesian diagram of good topological spaces
M ′
f ′ //
g′

N ′
g

M
f //

N.
Then there are isomorphisms in the category of functors from Eb(IkM) to
Eb(IkN ′):
Eg−1Ef!! ≃ Ef
′
!!Eg
′−1, Eg !Ef∗ ≃ Ef
′
∗Eg
′ !.
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Lemma 6.4.11. For f : M −→ N a morphism of good topological spaces,
K ∈ Eb(IkM) and L ∈ E
b(IkN), one has
Rf∗Hom
E(K,Ef !L) ≃ HomE(Ef!!K,L),
Rf∗Hom
E(Ef−1L,K) ≃ HomE(L,Ef∗K).
Remark 6.4.12. Let f : M −→ N be a morphism of good topological spaces
and L1, L2 ∈ E
b(IkN). Since α and f
! do not commute in general, the
isomorphism f ! HomE(L1, L2) ≃ Hom
E(Ef−1L1,Ef
!L2) does not hold in
general.
6.5 Stable objects
The notion of stable object which will be introduced below is related to the
notion of torsion object from [Ta08] (see also [GS12, §5]).
Notation 6.5.1. Consider the indsheaves on M × R
k{t≫0} := “lim−→
”
a→+∞
k{t≥a}, k{t<∗} := “lim−→
”
a→+∞
k{t<a}.
We regard them as objects of Db(IkM×R∞).
There is a distinguished triangle in Db(IkM×R∞)
kM×R −→ k{t≫0} −→ k{t<∗} [1]
+1
−→
and there are isomorphisms in Db(IkM×R∞)
k{t≥−a}
+
⊗ k{t≫0} ∼−→ k{t≫0} ∼−→ k{t≥a}
+
⊗ k{t≫0} (a ∈ R≥0).
Notation 6.5.2. Denote by kEM the object of E
b(IkM) associated with
k{t≫0} ∈ D
b(IkM×R∞). More generally, for F ∈ D
b(kM), set
FE := kEM ⊗ π
−1F ∈ Eb(IkM).
Note that
LE(kEM) ≃ k{t≫0}, R
E(kEM) ≃ k{t<∗}[1].
Proposition 6.5.3. Let K ∈ Eb+(IkM) (equivalently, K ∈ E
b(IkM) and
K ≃ k{t≥0}
+
⊗K). Then the following conditions are equivalent.
71
6.5 Stable objects
(a) k{t≥0}
+
⊗K ∼−→ k{t≥a}
+
⊗K for any a ≥ 0,
(b) Ihom+(k{t≥a}, K) ∼−→ Ihom
+(k{t≥0}, K) for any a ≥ 0,
(c) k{t≥0}
+
⊗K ∼−→ kEM
+
⊗K,
(d) Ihom+(kEM , K)
∼−→ Ihom+(k{t≥0}, K),
(e) K ≃ kEM
+
⊗ L for some L ∈ Eb(IkM),
(f) K ≃ Ihom+(kEM , L) for some L ∈ E
b(IkM).
Definition 6.5.4. A stable object is an object of Eb+(IkM) that satisfies the
equivalent conditions in Proposition 6.5.3.
Lemma 6.5.5. For F ∈ Db(kM×R∞) and K ∈ E
b(IkM), there is an isomor-
phism in Eb(IkM)
kEM
+
⊗Ihom+(F,K) ∼−→ Ihom+(F,kEM
+
⊗K).
Corollary 6.5.6. For K ∈ Eb(IkM) and F ∈ D
b(kM), we have
kEM
+
⊗ RIhom (π−1F,K) ≃ RIhom (π−1F,kEM
+
⊗K).
Proposition 6.5.7. Let f : M −→ N be a continuous map of good topological
spaces. Then the functors Ef!!, Ef
−1 and Ef ! send stable objects to stable
objects. More precisely, we have:
(i) For K ∈ Eb(IkM) one has
Ef!!(k
E
M
+
⊗K) ≃ kEN
+
⊗ Ef!!K.
(ii) For L ∈ Eb(IkN) one has
Ef−1(kEN
+
⊗ L) ≃ kEM
+
⊗ Ef−1L,
Ef !(kEN
+
⊗ L) ≃ kEM
+
⊗ Ef !L.
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Definition 6.5.8. One defines the functors
eM , ǫM : D
b(IkM) −→ E
b(IkM),(6.5.1)
eM(F ) = k
E
M ⊗ π
−1F, ǫM(F ) = k{t≥0} ⊗ π
−1F.
Note that
eM(F ) ≃ k
E
M
+
⊗ ǫM(F ).
Proposition 6.5.9. The functors eM and ǫM are fully faithful.
Definition 6.5.10. We define the duality functor
DEM : E
b(IkM) −→ E
b(IkM)
op, K 7→ Ihom+(K,ωEM),
where ωEM := k
E
M ⊗ π
−1ωM .
The functor DEM is related to the usual duality functor for sheaves by the
formula:
DEM(k
E
M
+
⊗ F ) ≃ kEM
+
⊗ a−1DM×RF in E
b(IkM),(6.5.2)
where F ∈ Db(kM×R∞) and a is the involution of M × R given by (x, t) 7→
(x,−t).
6.6 Constructible enhanced indsheaves
In this subsection, we assume that M is a subanalytic space. Recall the
natural morphism of bordered spaces
jM : M × R∞ −→M × R,
and the category Db(kM×R∞) in Notation 6.2.2.
Definition 6.6.1. One denotes by Db
R-c(kM×R∞) the full subcategory of
Db(kM×R∞) whose objects F are such that RjM !F is R-constructible.
We regard Db
R-c(kM×R∞) as a full subcategory of D
b(IkM×R∞).
Definition 6.6.2. One says that an object K ∈ Eb(IkM) is R-constructible
if for any relatively compact subanalytic open subset U ⊂M there exists an
isomorphism
π−1kU ⊗K ≃ k
E
M
+
⊗ F for some F ∈ Db
R-c(kM×R∞).
One denotes by Eb
R-c(IkM) the full subcategory of E
b(IkM) consisting of R-
constructible objects.
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Clearly, R-constructible objects of Eb(IkM) are stable. One proves that:
Theorem 6.6.3.
(i) The category Eb
R-c
(IkM) is triangulated.
(ii) The property for K ∈ Eb(IkM) of being R-constructible is a local prop-
erty over M .
(iii) The functors
+
⊗ and Ihom+ when restricted to R-constructible objects
give R-constructible objects.
(iv) For K ∈ Eb
R-c
(IkM), D
E
MK ∈ E
b
R-c
(IkM) and D
E
M ◦D
E
MK ≃ K.
(v) For K1, K2 ∈ E
b
R-c
(IkM), D
E
M
(
Ihom+(K1, K2)
)
≃ K1
+
⊗DEMK2.
(vi) For K1, K2 ∈ E
b
R-c
(IkM), Ihom
E(K1, K2) ≃ Ihom
E(DEMK2,D
E
MK1)
and HomE(K1, K2) ≃ Hom
E(DEMK2,D
E
MK1).
(vii) Let f : M −→ N be a morphism of subanalytic spaces.
(a) If G ∈ Eb
R-c
(IkN), then Ef
−1G and Ef !G belong to Eb
R-c
(IkM).
(b) For K ∈ Eb
R-c
(IkM), we have Ef!!K ∈ E
b
R-c
(IkN) if Supp
E(K) :=
πM
(
Supp(RjM ∗R
EK)
)
is proper over N . Here jM : M × R∞ −→
M × R is the inclusion and πM : M × R −→M is the projection.
Another link between classical R-constructible sheaves and enhanced R-
constructible indsheaves is given by the following result, which is new:
Theorem 6.6.4. For F , G ∈ Eb
R-c
(IkM), the object Hom
E(F,G) belongs to
Db
R-c
(kM).
Proof. Since
HomE(F,G) ≃ HomE(k{t≥0},Ihom
+(F,G)),
it is enough to show that
HomE(k{t≥0}, F ) ∈ D
b
R-c(kM)
for any F ∈ Eb
R-c(IkM). Now it follows from Corollary 6.6.6 below which is a
consequence of the following proposition. Q.E.D.
74
6.6 Constructible enhanced indsheaves
Proposition 6.6.5. For K ∈ Db(IkM×R∞), we have
Rπ∗RIhom (k{t≥0},k{t≫0}
+
⊗K) ≃ Rπ∗
(
k{t>∗} ⊗K
)
.(6.6.1)
Here k{t>∗} := “lim−→”
a−→−∞
k{t>a} ∈ I(kM×R∞).
Proof. We shall first show that
HnRπ∗RIhom (k{t≥0},k{t≫0}
+
⊗K)
≃ “lim−→”
a−→−∞
HnRπ∗RIhom (k{t≥a}, K)
≃ “lim
−→
”
a−→−∞
HnRπ∗
(
k{t>a} ⊗K
)
.
(6.6.2)
The first isomorphism in (6.6.2) follows from
HnRπ∗RIhom (k{t≥0},k{t≫0}
+
⊗K)
≃ “lim
−→
”
a−→+∞
HnRπ∗RIhom
(
k{t≥0},k{t≥a}
+
⊗K
)
≃
(a)
“lim−→”
a−→+∞
HnRπ∗RIhom
(
k{t≥0},Ihom
+(k{t≥−a}, K)
)
≃ “lim−→”
a−→+∞
HnRπ∗RIhom (k{t≥−a}, K).
Here, isomorphism (a) follows from Proposition 6.2.12 and Rπ!!(k{t≥0}) ≃ 0.
Let us next show the second isomorphism in (6.6.2). There is a sequence
of morphisms
“lim−→”
a−→−∞
HnRπ∗
(
k{t>a} ⊗K
) f1
−−→ “lim−→”
a−→−∞
HnRπ∗RIhom (k{t≥a}, K)
f2
−−→ “lim−→”
a−→−∞
HnRπ∗
(
k{t>a−1} ⊗K
)
f3
−−→ “lim
−→
”
a−→−∞
HnRπ∗RIhom (k{t≥a−1}, K).
Since f2f1 and f3f2 are isomorphisms, f1 is an isomorphism.
Thus we have proved (6.6.2).
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Then (6.6.2) implies that
HnRπ∗RIhom (k{t≥0},k{t≫0}
+
⊗ j−1M L) ≃ H
nRπ∗
(
k{t>∗} ⊗ j
−1
M L
)
≃ 0
for any n ∈ Z \ {0} and any quasi-injective L ∈ I(kM×R). Here jM : M ×
R∞ −→ M × R is the natural morphism bordered spaces. Therefore, the
functor Rπ∗RIhom (k{t≥0},k{t≫0}
+
⊗j−1M • ) is isomorphic to the right derived
functor of H0Rπ∗RIhom (k{t≥0},k{t≫0}
+
⊗ j−1M • ). Similarly, Rπ∗
(
k{t>∗} ⊗
j−1M •
)
is isomorphic to the right derived functor of H0Rπ∗
(
k{t>∗} ⊗ j
−1
M
•
)
.
Since H0Rπ∗RIhom (k{t≥0},k{t≫0}
+
⊗ j−1M • ) and H
0Rπ∗
(
k{t>∗} ⊗ j
−1
M
•
)
are
isomorphic by (6.6.2), we obtain the desired result. Q.E.D.
Corollary 6.6.6. For any F ∈ Db(kM×R∞), we have an isomorphism in
Db(kM):
HomE(k{t≥0},k
E
M
+
⊗ F ) ≃ Rπ∗
(
kM×(R\{−∞}) ⊗RjM ∗F
)
,(6.6.3)
where π : M × R −→ M is the projection and jM : M × R −→ M × R is the
inclusion.
Proof. We have
Rπ∗
(
k{t>∗} ⊗F
)
≃ Rπ∗RjM ∗
(
k{t>∗} ⊗F
)
≃ Rπ∗
(
k{+∞≥t>∗} ⊗RjM ∗F
)
,
where k{+∞≥t>∗} := “lim−→
”
a−→−∞
k{+∞≥t>a} ≃ RjM ∗k{t>∗} ∈ I(kM×R). Hence we
have
HomE(k{t≥0},k
E
M
+
⊗ F ) ≃ αMIhom
E(k{t≥0},k
E
M
+
⊗ F )
≃ αMRπ∗
(
k{+∞≥t>∗} ⊗RjM ∗F
)
≃ Rπ∗αM×R
(
k{+∞≥t>∗} ⊗RjM ∗F
)
≃ Rπ∗
(
kM×(R\{−∞}) ⊗RjM ∗F
)
.
Q.E.D.
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6.7 Enhanced indsheaves with ring action
Let A be a sheaf of k-algebras on M . For † = , b,+,−, we define
D
†(I(π−1A)) := D†(I(π−1A))/D†(I((π−1A)|M×(R\R))),
where π : M × R −→M is the projection. Then we set
E†(IA) = D†(I(π−1A))/
{
K ∈ D†(I(π−1A)) ;K ≃ π−1L for some L ∈ D†(IA)
}
.
We call objects of Eb(IA) enhanced indsheaves with A-action.
We can define also the functors
+
⊗
βA
: Eb(IAop)× Eb(IA) −→ E−(IkM),
Ihom+
βA
: Eb(IA)op × Eb(IA) −→ E+(IkM),
which satisfy similar properties to
+
⊗ and Ihom+.
Similarly we can define
L
⊗
A
: Eb(IAop)× Db(A) −→ E−(IkM),
RHomA : D
b(A)op × Eb(IA) −→ E−(IkM).
If X is a complex manifold and A = DX , we can define
D
⊗ : Eb(IDopX )× D
b(DX) −→ E
−(IDX).
7 Holonomic D-modules
7.1 Exponential D-modules
Let X be a complex analytic manifold, Y ⊂ X a complex analytic hypersur-
face and set U = X \ Y . For ϕ ∈ OX(∗Y ), one sets
DXe
ϕ = DX/ {P ; P e
ϕ = 0 on U} ,
E
ϕ
U |X = DXe
ϕ(∗Y ).
Hence DXe
ϕ is a DX -submodule of E
ϕ
U |X , and DXe
ϕ as well as E ϕU |X are
holonomic DX -modules. Note that E
ϕ
U |X is isomorphic to OX(∗Y ) as an
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OX-module, and the connection OX(∗Y ) −→ Ω
1
X ⊗OX OX(∗Y ) is given by
u 7→ du+ udϕ.
For c ∈ R, set for short
{Reϕ < c} := {x ∈ U ; Reϕ(x) < c} ⊂ X.
Notation 7.1.1. One sets
C{Reϕ<∗} := “lim−→
”
c→+∞
C{Reϕ<c} ∈ ICX ,
EϕU |X := RIhom (CU ,C{Reϕ<∗}) ∈ D
b(ICX).
For example, denoting by z ∈ C ⊂ P the affine coordinate of the complex
projective line, one has
(7.1.1) HjEz
C|P ≃

C{Re z<∗} for j = 0,
C{∞} for j = 1,
0 otherwise.
The next result (see [DK13, Prop. 6.2.2]) generalizes [KS03, Proposi-
tion 7.3] in which the case X = C and ϕ(z) = 1/z was treated (and recalled
in § 4.5).
Proposition 7.1.2. Let Y ⊂ X be a closed complex analytic hypersurface
and set U = X \ Y . For ϕ ∈ OX(∗Y ), there is an isomorphism in D
b(ICX)
DRtX(E
−ϕ
U |X) ≃ E
ϕ
U |X [dX ].
7.2 Enhanced tempered holomorphic functions
Consider first a real analytic manifold M and the natural morphism of bor-
dered spaces
j : M × R∞ −→ M × P
1(R).
Let t be a coordinate of R∞.
Definition 7.2.1. One sets DbtM×R∞ := j
!DbtM×P1(R) and one denotes by
DbTM ∈ D
b(ICM×R∞) the complex, concentrated in degree −1 and 0:
DbTM :=Db
t
M×R∞
∂t−1−−→ DbtM×R∞ .(7.2.1)
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Note that Hk(DbTM) = 0 for k 6= −1.
Proposition 7.2.2. There are isomorphisms in Db(ICM×R∞)
DbTM
∼−→ Ihom+(C{t≥0},Db
T
M)
∼←− Ihom+(C{t≥a},Db
T
M) for any a ≥ 0.
Moreover, denoting by ι : M × R −→M × R∞ the natural morphism, one
has the isomorphism ι−1DbTM ≃ ι
−1π−1DbtM [1] and therefore:
IhomE(C{t=0},Db
T
M) ≃ Db
t
M .(7.2.2)
Now let X be again a complex manifold.
Definition 7.2.3. One sets
O
E
X = RHomπ−1DXc (π
−1
OXc ,Db
T
XR
),
ΩEX = π
−1ΩX ⊗π−1OX O
E
X .
We regard them as objects of Eb(IDX) and E
b(IDopX ), respectively. One calls
O EX the enhanced indsheaf of tempered holomorphic functions.
Remark 7.2.4. WhenX = pt, we have DbTX ≃ C{t<∗}[1] (see Notation 6.5.1)
as an object of Db(ICR∞) and O
E
X ≃ C
E
X as an object of E
b(ICX).
Applying Proposition 7.2.2, we get
Proposition 7.2.5. There are isomorphisms in Eb(IDX)
O
E
X
∼−→ Ihom+(C{t≥0},O
E
X)
∼←− Ihom+(C{t≥a},O
E
X) for any a ≥ 0.
In particular, O EX is a stable object in E
b(IDX).
As a consequence of Proposition 7.2.5 and Proposition 6.5.3, we get the
following result.
Corollary 7.2.6. There are isomorphisms in Eb(IDX)
O
E
X ≃ Ihom
+(CEX ,O
E
X) ≃ C
E
X
+
⊗O EX .
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Then, using the isomorphisms
IhomE(CEX ,O
E
X) ≃ Ihom
E(CEX ,Ihom
+(CEX ,O
E
X))
≃ IhomE(CEX
+
⊗CEX ,O
E
X)
≃ IhomE(C{t=0}
+
⊗CEX ,O
E
X)
≃ IhomE(C{t=0},O
E
X)
and (7.2.2), one gets the isomorphism in Db(IDX):
IhomE(CEX ,O
E
X) ≃ O
t
X .(7.2.3)
7.3 Enhanced de Rham and Sol functors
For M ∈ Db(DX), set
DREX(M ) := Ω
E
X
L
⊗
DX
M ,
SolEX(M ) := RHomDX (M ,O
E
X).
We get functors
DREX : D
b(DX) −→ E
b(ICX),
SolEX : D
b(DX)
op −→ Eb(ICX).
Note that
SolEX(M ) ≃ DR
E
X(DXM )[−dX ] for M ∈ D
b
coh(DX).
By (7.2.3), we have for any M ∈ Db(DX)
DRtXM ≃ Ihom
E(CEX ,DR
E
XM ),
DRXM ≃ Hom
E(CEX ,DR
E
XM ).
(7.3.1)
By using Proposition 7.1.2, one can calculate explicitly DREX(M ) when
M is an exponential D-module.
Proposition 7.3.1. Let Y ⊂ X be a closed complex analytic hypersurface,
and set U = X \ Y . For ϕ ∈ OX(∗Y ), there are isomorphisms
DREX(E
ϕ
U |X) ≃ RIhom (π
−1
CU , “lim−→
”
c−→∞
C{t≥Reϕ+c})
≃ CEX
+
⊗ RIhom (π−1CU ,C{t=Reϕ}).
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The next results are easy consequences of Theorem 3.1.1, Corollary 3.1.2,
Corollary 3.1.6 and Corollary 3.1.7.
Theorem 7.3.2. Let f : X −→ Y be a morphism of complex manifolds.
(i) There is an isomorphism in Eb(I(f−1DY ))
Ef !O EY [dY ] ≃ DY←−X
L
⊗
DX
O
E
X [dX ].
(ii) For any N ∈ Db(DY ) there is an isomorphism in E
b(ICX)
DREX(Df
∗
N )[dX ] ≃ Ef
!DREY (N )[dY ].(7.3.2)
(iii) Let M ∈ Dbgood(DX), and assume that Supp(M ) is proper over Y .
Then, there are isomorphisms in Eb(ICY )
DREY (Df∗M ) ≃ Ef∗DR
E
X(M ),
Df∗(O
E
X
D
⊗M ) ≃ O EY
D
⊗Df∗M .
7.4 Ordinary linear differential equations and Stokes
phenomena
Let us recall the local theory of ordinary linear differential equations. Let
X ⊂ C be open with 0 ∈ X and let M be a holonomic DX-module such
that SingSupp(M ) ⊂ {0} and M ≃ M (∗{0}). Then M is a locally
free OX(∗{0})-module of finite rank. Let us take a system of generators
(u1, . . . , ur) of M as an OX(∗{0})-module on a neighborhood of 0. Then,
setting ~u the column vector consisting of these generators, we have
d
dz
~u = A(z)~u
for an (r×r)-matrix A(z) whose components are in OX(∗{0}). Then for any
DX-module L such that L ≃ L (∗{0}), we have
Hom
DX
(M ,L ) = {~u ∈ L r ; ~u satisfies equation (7.4.2) below}(7.4.1)
where we associate to ~u the morphism from M to L defined by ~u 7→ ~u.
Here
d
dz
~u = A(z)~u.(7.4.2)
Now we have the following results on the solutions of the ordinary linear
differential equation (7.4.2).
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(i) there exist linearly independent r formal (column) solutions ûj (j =
1, . . . r) of (7.4.2) with the form
ûj = e
ϕj(z)zλj
r−1∑
k=0
~aj,k(z)(log z)
k,
where m ∈ Z>0, ϕj(z) ∈ z
−1/m
C[z−1/m], λj ∈ C, and
~aj,k(z) =
∑
n∈m−1Z≥0
~aj,k,nz
n ∈ C[[z1/m]]r with ~aj,k,n ∈ C
r,
(ii) for any θ0 ∈ R and each j = 1, . . . , r, there exist an angular neighbor-
hood
Dθ0 =
{
z = rei θ ; |θ − θ0| < ε and 0 < r < δ
}
for sufficiently small ε, δ > 0 and holomorphic (column) solution uj ∈
OX(Dθ0)
r of (7.4.2) defined on Dθ0 such that
uj ∼ ûj,
in the sense that, for any N > 0, there exists C > 0 such that
|uj(z)− û
N
j (z)| ≤ C|e
ϕj(z)zλj+N | = CeRe(ϕj(z))|zλj+N |,(7.4.3)
where ûNj (z) is the finite partial sum
û
N
j (z) = e
ϕj(z)zλj
r−1∑
k=0
∑
n∈m−1Z≥0,
n≤N
~aj,k,nz
n(log z)k.
Here we choose branches of z1/m and log z on Dθ0 .
Note that a holomorphic solution uj is not uniquely determined by the
formal solution ûj . In fact, uj +
∑
k ckuk also satisfies the same estimate
(7.4.3) whenever
Re(ϕk(z)) < Re(ϕj(z)) on Dθ0 if ck 6= 0.
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We can interpret these results as follows. Let ̟ : X˜ −→ X be the real
blow up of X along {0} defined in § 4.2. Then e−ϕj(z)uj gives a section of
(AX˜)
r on a neighborhood of ei θ0 ∈ ̟−1(0). Define the DA
X˜
-module
Lj := D
A
X˜
eϕj(z) = DA
X˜
/DA
X˜
( d
dz
− ϕ′j(z)
)
.
Here we take a branch of ϕj on a domain and Lj is defined on such a domain.
Then (e−ϕj(z)uj)e
ϕj ∈ (Lj)
r is a solution of equation (7.4.2), and hence
(7.4.1) defines a morphism of DA
X˜
-modules
M
A −→ Lj.
Collecting such a morphism for all j, we obtain an isomorphism defined on
a neighborhood of ei θ0 ∈ ̟−1(0):
M
A ∼−→
r⊕
j=1
Lj .(7.4.4)
Note that
̟∗M
A ≃ M .
However, these isomorphisms (7.4.4) are not globally defined. That is, MA
is only locally isomorphic to
r⊕
j=1
Lj. We have
Hom
DA
X˜
(Lj,Lj′)|̟−1(0) ≃ CUj,j′ ⊂ C̟−1(0),(7.4.5)
where
Uj,j′ =
{
p ∈ ̟−1(0) ; Re(ϕj(z)) ≤ Re(ϕj
′(z)) on U ∩ X˜>0 for
a neighborhood U of p
}
.(7.4.6)
Indeed, any morphism f ∈ Hom
DA
X˜
(Lj,Lj′)|̟−1(0) should have the form
eϕj 7→ eϕj(z)−ϕj′ (z) eϕj′ up to a constant multiple, and hence f is well-defined
if and only if eϕj(z)−ϕj′ (z) is tempered. The last condition is equivalent to the
condition in (7.4.6).
Hence the isomorphism class of a DA
X˜
|̟−1(0)-module L locally isomorphic
to
r⊕
j=1
Lj |̟−1(0) is determined by a topological data, the so-called Stokes
matrices.
83
7.4 Ordinary linear differential equations and Stokes phenomena
Assuming that m = 1 for the sake of simplicity, let us explain them more
precisely. Let L be a DA
X˜
|̟−1(0)-module locally isomorphic to
r⊕
j=1
Lj|̟−1(0).
We identify ̟−1(0) with R/2πZ by R/2πZ ∋ θ 7→ ei θ ∈ ̟−1(0). Let us take
{θ1, . . . , θs} such that s ≥ 2, θ0 < θ1 < · · · < θs−1 < θs and
̟−1(0)
⋂ ⋃
1≤j, j′≤r,
ϕj 6=ϕj′
{
z ∈ X˜>0 ; Reϕj(z) = Reϕj′(z)
}
⊂ {θ1, . . . , θs}.
Here we set θk+ls = θk + 2πl for 1 ≤ k ≤ s and l ∈ Z. Set Vk =
{θ ; θk−1 < θ < θk+1} and Wk = {θ ; θk < θ < θk+1} = Vk ∩ Vk+1. Then
we have ̟−1(0) =
⋃
1≤k≤s Vk. Note that for any j, j
′ ∈ {1, . . . , r} and
k ∈ {1, . . . , s}, we have either Wk ∩ Uj,j′ = ∅ or Wk ⊂ Uj,j′. In particu-
lar, (7.4.5) implies that Hom
DA
X˜
(Lj,Lj′)|Wk is a constant sheaf.
Hence, any isomorphism L ∼−→
r⊕
j=1
Lj|̟−1(0) defined on a neighborhood
of θk can be extended to an isomorphism defined on Vk, and we have an
isomorphism
ψk : L |Vk
∼−→
r⊕
j=1
Lj|Vk .
Let us set
ξk = ψk+1 ◦ ψ
−1
k :
r⊕
j=1
Lj |Wk
∼−→
r⊕
j=1
Lj|Wk .
Then L is obtained by patching
r⊕
j=1
Lj |Vk by the ξk’s. Each isomorphism ξk
is given by the matrix Sk = (sk;i′,i)1≤i,i′≤r ∈ GLr(C). Here sk;i′,i ∈ C is given
by the morphism
Li|Wk
// //
r⊕
j=1
Lj|Wk
∼
ξk
//
r⊕
j=1
Lj |Wk
// //Li′ |Wk
through
Γ
(
Wk;HomDA
X˜
(Li,Li′)|̟−1(0)
)
≃ Γ
(
Wk;CUi,i′
)
⊂ Γ
(
Wk;C̟−1(0)
)
≃ C
due to (7.4.5). Hence, we have sk;i′,i = 0 if Wk 6⊂ Ui,i′ .
The matrices {Sk}1≤k≤s are called the Stokes matrices. Conversely, for
a given family of matrices {Sk}1≤k≤s, we can find a D
A
X˜
|̟−1(0)-module L
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locally isomorphic to
r⊕
j=1
Lj |̟−1(0) by patching
r⊕
j=1
Lj|Vk by {Sk}1≤k≤s. Then
M is recovered from L by M ≃ ̟∗L .
7.5 Normal form
The results in § 7.4 are generalized to higher dimensions by T. Mochizuki
([Mo09, Mo11]) and K. S. Kedlaya ([Ke10, Ke11]). In this subsection, we
collect some of their results that we shall need.
Let X be a complex manifold and D ⊂ X a normal crossing divisor. We
shall use the notations introduced in § 4.2 : in particular the real blow up
̟ : X˜ −→ X and the notation MA of (4.2.10).
Definition 7.5.1. We say that a holonomic DX-module M has a normal
form along D if
(i) M ≃ M (∗D),
(ii) SingSupp(M ) ⊂ D,
(iii) for any x ∈ ̟−1(D) ⊂ X˜ , there exist an open neighborhood U ⊂ X of
̟(x) and finitely many ϕi ∈ Γ(U ;OX(∗D)) such that
(MA)|V ≃
(⊕
i
(E ϕiU\D|U)
A
)∣∣∣∣∣
V
for some open neighborhood V of x with V ⊂ ̟−1(U).
A ramification of X along D on a neighborhood U of x ∈ D is a finite
map
p : X ′ −→ U
of the form p(z′) = (z′m11 , . . . , z
′mr
r , z
′
r+1, . . . , z
′
n) for some (m1, . . . , mr) ∈
(Z>0)
r. Here (z′1, . . . , z
′
n) is a local coordinate system on X
′, (z1, . . . , zn) a
local coordinate system on X such that D = {z1 · · · zr = 0}.
Definition 7.5.2. We say that a holonomic DX -module M has a quasi-
normal form along D if it satisfies (i) and (ii) in Definition 7.5.1, and if for
any x ∈ D there exists a ramification p : X ′ −→ U on a neighborhood U of x
such that Dp∗(M |U) has a normal form along p
−1(D ∩ U).
Remark 7.5.3. In the above definition, Dp∗(M |U) as well as Dp∗Dp
∗(M |U)
is concentrated in degree zero andM |U is a direct summand of Dp∗Dp
∗(M |U).
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The next result is an essential tool in the study of holonomic D-module
and is easily deduced from the fundamental work of Mochizuki [Mo09, Mo11]
(see also Sabbah [Sa00] for preliminary results and see Kedlaya [Ke10, Ke11]
for the analytic case).
Theorem 7.5.4. Let X be a complex manifold, M a holonomic DX-module
and x ∈ X. Then there exist an open neighborhood U of x, a closed analytic
hypersurface Y ⊂ U , a complex manifold X ′ and a projective morphism
f : X ′ −→ U such that
(i) SingSupp(M ) ∩ U ⊂ Y ,
(ii) D := f−1(Y ) is a normal crossing divisor of X ′,
(iii) f induces an isomorphism X ′ \D −→ U \ Y ,
(iv) (Df ∗M )(∗D) has a quasi-normal form along D.
Remark that, under assumption (iii), (Df ∗M )(∗D) is concentrated in
degree zero.
Using Theorem 7.5.4, one easily deduces the next lemma.
Lemma 7.5.5. Let PX(M ) be a statement concerning a complex manifold X
and a holonomic object M ∈ Dbhol(DX). Consider the following conditions.
(a) Let X =
⋃
i∈I Ui be an open covering. Then PX(M ) is true if and only
if PUi(M |Ui) is true for any i ∈ I.
(b) If PX(M ) is true, then PX(M [n]) is true for any n ∈ Z.
(c) Let M ′ −→ M −→ M ′′
+1
−−→ be a distinguished triangle in Dbhol(DX). If
PX(M
′) and PX(M
′′) are true, then PX(M ) is true.
(d) Let M and M ′ be holonomic DX-modules. If PX(M ⊕M
′) is true, then
PX(M ) is true.
(e) Let f : X −→ Y be a projective morphism and M a good holonomic DX-
module. If PX(M ) is true, then PY (Df∗M ) is true.
(f) If M is a holonomic DX-module with a normal form along a normal
crossing divisor of X, then PX(M ) is true.
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If conditions (a)–(f) are satisfied, then PX(M ) is true for any complex man-
ifold X and any M ∈ Dbhol(DX).
Sketch of the proof. The proof is similar to the regular case (Lemma 4.1.4).
We shall only prove here that PX(M ) is true for any holonomic DX-
module M which has a quasi-normal form along a normal crossing divisor
D.
Let p : X ′ −→ U be as in Definition 7.5.2. Then Dp∗(M |U) has a normal
form along p−1(D ∩ U). Hence PX′
(
Dp∗(M |U)
)
is true by hypothesis (f).
Hence PU
(
Dp∗Dp
∗(M |U)
)
is true by hypothesis (e). We have a chain of
morphisms
M |U −→ Dp∗Dp
∗(M |U) −→ M |U ,
whose composition is equal to m idM where m is the number of the generic
fiber of p. Hence M |U is a direct summand of Dp∗Dp
∗(M |U). Then, hypoth-
esis (d) implies that PU(M |U) is true. Q.E.D.
7.6 Enhanced de Rham functor on the real blow up
By Lemma 7.5.5, many statements on holonomic D-modules can be reduced
to the normal form case. In order to investigate this case, we shall introduce
the enhanced de Rham functor on the real blow up.
Let D be a normal crossing divisor of a complex manifold X and let
̟ : X˜ −→ X be the real blow up of X along D as in § 4.2. Let j : X˜ ×R∞ −→
X˜tot × P1(R) be the canonical morphism of bordered spaces. Similarly to
(4.2.3), we set
Dbt
X˜×R∞
:= j−1Ihom (CX˜>0×R,Db
t
X˜tot×P1(R)
).
Then as in in Definition 7.2.1 one denotes by DbT
X˜
∈ Db(ICX˜×R∞) the com-
plex, concentrated in degree −1 and 0:
DbT
X˜
:=Dbt
X˜×R∞
∂t−1−−−→ Dbt
X˜×R∞
,(7.6.1)
and finally as in Definition 7.2.3, one sets
O
E
X˜
= RHomπ−1DXc (π
−1
OXc ,Db
T
X˜
),
ΩE
X˜
= π˜−1ΩX ⊗π˜−1OX O
E
X˜
,
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where π˜ : X˜ × R∞ −→ X is the canonical morphism. We regard them as
objects of Eb(IDX˜) and E
b(IDop
X˜
), respectively. Then
O
E
X˜
≃ E̟ !O EX(∗D) in E
b(I(̟−1DX)),(7.6.2)
E̟∗O
E
X˜
≃ O EX(∗D) in E
b(IDX),(7.6.3)
where
O
E
X(∗D) := O
E
X
D
⊗OX(∗D) ≃ RIhom (π
−1
CX\D,O
E
X).
Then, for N ∈ Db(DA
X˜
), we define the enhanced de Rham functor on X˜
by
DRE
X˜
(N ) = ΩE
X˜
L
⊗
DA
X˜
N ,
SolE
X˜
(N ) = RHom
DA
X˜
(N ,O E
X˜
).
Then (7.6.2) and (7.6.3) imply that
DRE
X˜
(MA) ≃ E̟ !DREX(M (∗D)) in E
b(ICX˜),(7.6.4)
E̟∗DR
E
X˜
(MA) ≃ DREX(M (∗D)) in E
b(ICX).(7.6.5)
for any M ∈ Db(DX).
7.7 De Rham functor: constructibility and duality
Theorem 7.7.1. Let M ∈ Dbhol(DX). Then DR
E
X(M ) and Sol
E
X(M ) belong
to Eb
R-c
(ICX).
Sketch of the proof. Using Lemma 7.5.5, one reduces the proof to the case
where M has a normal form along a normal crossing divisor D. Let ̟ : X˜ −→
X be the real blow up along D.
Then, MA is locally isomorphic to a direct sum of (E ϕU\D|U)
A with ϕ ∈
Γ(U ;OX(∗D)). Since Proposition 7.3.1 implies that DR
E
X˜
(
(E ϕU\D|U)
A
)
≃
E̟ !DREX(E
ϕ
U\D|U) is R-constructible, DR
E
X˜
(MA) is R-constructible. Hence
DREX(M ) ≃ E̟∗DR
E
X˜
(MA) is R-constructible. Q.E.D.
Corollary 7.7.2. For any M ∈ Dbhol(DX) and F ∈ D
b
R-c
(CX), the object
RHom
DX
(
M ,RHom ICX (F,O
t
X)
)
belongs to Db
R-c
(CX).
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Proof. First note that
RHom
DX
(
M ,RHom ICX (F,O
t
X)
)
≃ RHom ICX
(
F,RHom
DX
(M ,O tX)
)
.
By Theorems 6.6.4 and 7.7.1, HomE
(
π−1F ⊗ CEX , Sol
E
X(M )
)
belongs to
Db
R-c(CX). Since Ihom
E(CEX ,O
E
X) ≃ O
t
X by (7.2.3), we get
IhomE(CEX , Sol
E
X(M )) ≃ RHomDX (M ,O
t
X),
and
HomE
(
π−1F ⊗CEX , Sol
E
X(M )
)
≃ RHom ICX
(
F,IhomE(CEX , Sol
E
X(M )
)
≃ RHom
DX
(
M ,RHom ICX (F,O
t
X)
)
.
Q.E.D.
Lemma 7.7.3. Let X1 and X2 be a pair of complex manifolds. Let Mj ∈
Dbhol(DXj ) (j = 1, 2). Then we have a canonical isomorphism
DREX1(M1)
+
⊠DREX2(M2)
∼−→ DREX1×X2(M1
D
⊠M2).(7.7.1)
Sketch of the proof. Using Lemma 7.5.5, one reduces the proof to the case
where M1 and M2 are exponential D-modules. In this case, the result follows
from Proposition 7.3.1. Q.E.D.
By using the functorial properties of the enhanced de Rham functor
proved above, we can show that the enhanced de Rham functor commutes
with duality.
Theorem 7.7.4. Let M ∈ Dbhol(DX). Then, we have the isomorphism
DREX(DXM ) ≃ D
E
XDR
E
X(M ).
Note that DREX(DXM ) ≃ Sol
E
X(M ) [dX].
Idea of the proof.
Let T be a monoidal category with 1 as a unit object. Recall that a pair
of objects X and Y are dual if and only if there exist morphisms
X ⊗Y
ε
−−→ 1,
1
η
−−→ Y ⊗X
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such that the composition
X
X⊗ η
−−−−→ X ⊗Y ⊗X
ε ⊗X
−−−−→ X
is equal to idX and
Y
η ⊗Y
−−−−→ Y ⊗X ⊗Y
Y⊗ ε
−−−→ Y
is equal to idY .
This criterion of duality has many variations.
Sheaf case: Let M be a real analytic manifold, and let F , G ∈ Db
R-c(kM).
Denote by ∆M the diagonal subset of M ×M .
Now F and G are dual to each other, i.e., G ≃ DMF , if and only if
there exist morphisms
F ⊠G
ε
−−→ ω∆M ,
k∆M
η
−−→ G⊠ F
such that the composition
F ⊠ k∆M
F⊠ η
−−−−→ F ⊠G⊠ F
ε ⊠F
−−−−→ ω∆M ⊠ F
is equal to idF via isomorphism (7.7.8) below and
k∆M ⊠G
η ⊠G
−−−−→ G⊠ F ⊠G
G⊠ ε
−−−→ G⊠ ω∆M
is equal to idG via isomorphism (7.7.9) below.
Enhanced indsheaf case: Let F and G ∈ Eb
R-c(IkM). They are dual to
each other, i.e., G ≃ DEMF , if and only if there exist morphisms
F
+
⊠G
ε
−−→ ωE∆M ,
kE∆M
η
−−→ G
+
⊠F
(7.7.2)
such that the composition
F
+
⊠kE∆M
F
+
⊠ η
−−−−→ F
+
⊠G
+
⊠F
ε
+
⊠ F
−−−−→ ωE∆M
+
⊠F(7.7.3)
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is equal to idF via the enhanced version of isomorphism (7.7.8) below
and
kE∆M
+
⊠G
η
+
⊠ G
−−−−→ G
+
⊠F
+
⊠G
G
+
⊠ ε
−−−−→ G
+
⊠ωE∆M(7.7.4)
is equal to idG via the enhanced version of isomorphism (7.7.9) below.
Holonomic D-module case: LetX be a complex manifold and let δ : X →֒
X ×X be the diagonal embedding. We set B∆X := Dδ∗OX.
Let M , N ∈ Dbhol(DX). They are dual to each other, i.e., N ≃ DXM ,
if and only if there exist morphisms
M
D
⊠N
ε
−−→ B∆X [dX ],
B∆X [−dX ]
η
−−→ N
D
⊠M
(7.7.5)
such that the composition
M
D
⊠B∆X [−dX ]
M
D
⊠ η
−−−−→ M
D
⊠N
D
⊠M
ε
D
⊠M
−−−−→ B∆X [dX ]
D
⊠M(7.7.6)
is equal to idM via isomorphism (7.7.10) below and
B∆X [−dX ]
D
⊠N
η
D
⊠N
−−−−→ N
D
⊠M
D
⊠M
N
D
⊠ ε
−−−−→ N
D
⊠B∆X [dX ](7.7.7)
is equal to idN via isomorphism (7.7.11) below.
Now we shall prove Theorem 7.7.4. Set N = DXM . Then we have
morphisms as in (7.7.5) which satisfy the conditions that the compositions
(7.7.6) and (7.7.7) are equal to idM and idN , respectively. Now we shall apply
the functor DRE. Then we obtain morphisms as in (7.7.2) with M = XR,
k = C, F = DREX(M ) and G = DR
E
X(N ). Note that we have
DREX×X(B∆X [−dX ]) ≃ C
E
∆X
, DREX×X(B∆X [dX ]) ≃ ω
E
∆X
.
By applying the functor DREX×X×X , the morphisms in (7.7.6) and (7.7.7) are
sent to (7.7.3) and (7.7.4). Hence the compositions (7.7.3) and (7.7.4) are
equal to idF and idG, respectively. Thus we conclude that G ≃ D
E
XF .
Here is the lemma that we used in the course of the proof of Theorem 7.7.4.
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Lemma 7.7.5. Let M be a real manifold and let F,G ∈ Db(kM). Then we
have the isomorphisms
Hom
Db(kM×M×M )
(F ⊠ k∆M , ω∆M ⊠G) ≃ HomDb(kM )(F,G),(7.7.8)
Hom
Db(kM×M×M )
(k∆M ⊠ F, G⊠ ω∆M ) ≃ HomDb(kM )(F,G),(7.7.9)
where ∆M ⊂M ×M is the diagonal subset.
Proof. Define the maps pi1,...,in by pi1,...,in(x1, . . . , xm) = (xi1 , . . . , xin). Then
we have a commutative diagram
M
δ

δ //

M ×M
p1,2,2

M ×M p1,1,2
//
p2

M ×M ×M
M.
In the sequel, we write for short Hom instead of Hom
kN
with N = M,M ×
M ×M . Then we have
Hom(F ⊠ k∆M , ω∆M ⊠G) ≃ Hom(Rp1,2,2!(F ⊠ kM),Rp1,1,2∗p
!
2G)
≃ Hom(F ⊠ kM , p
!
1,2,2Rp1,1,2∗p
!
2G)
≃ Hom(F ⊠ kM ,Rδ∗δ
! p !2G)
≃ Hom(δ−1(F ⊠ kM), δ
! p !2G)
≃ Hom(F,G).
Q.E.D.
Similarly, we have the following D-module version. Here again, we write for
short Hom instead of Hom
DY
with Y = X , X ×X ×X .
Lemma 7.7.6. Let X be a complex manifold and let M ,N ∈ Dbhol(DX).
Then we have the isomorphisms
Hom(M
D
⊠B∆X [−dX ], B∆X [dX ]
D
⊠N ) ≃ Hom(M ,N ),(7.7.10)
Hom(B∆M [−dX ]
D
⊠M , N
D
⊠B∆X [dX ]) ≃ Hom(M ,N ).(7.7.11)
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As applications of Theorem 7.7.4, we obtain the following corollaries.
Proposition 7.7.7. Let f : X −→ Y be a morphism of complex manifolds.
Then, for any N ∈ Dbhol(DY ),
SolEX(Df
∗
N ) ≃ Ef−1SolEY (N ).(7.7.12)
Proof. We have
SolEX(Df
∗
N ) ≃ DEXDR
E
X(Df
∗
N )[−dX ]
≃ DEXEf
!DREY (N )[−dY ]
≃ Ef−1DEXDR
E
Y (N )[−dY ]
≃ Ef−1SolEY (N ).
Q.E.D.
Corollary 7.7.8. Let X be a complex manifold and M ,N ∈ Dbhol(DX).
Then we have the isomorphisms
DREX(M
D
⊗N ) ≃ Eδ !
(
DREX(M )
+
⊠DREX(N )
)
[dX ],(7.7.13)
SolEX(M
D
⊗N ) ≃ SolEX(M )
+
⊗ SolEX(N ),(7.7.14)
where δ : X −→ X ×X is the diagonal embedding.
Proof. Since M
D
⊗N ≃ Dδ∗(M
D
⊠N ), it is enough to apply (7.3.2) and
(7.7.12). Q.E.D.
Corollary 7.7.9. For a closed hypersurface Y of a complex manifold X and
M ∈ Dbhol(OX), we have
SolEX
(
M (∗Y )
)
≃ π−1CX\Y ⊗ Sol
E
X(M ).
Proof. It follows from Theorem 7.7.4 and isomorphisms
DREX(M (∗Y )) ≃ RIhom
(
π−1CX\Y ,DR
E
X(M )
)
and
DEX
(
RIhom (π−1CX\Y ,DR
E
X(M )
)
≃ π−1CX\Y ⊗D
E
XDR
E
X(M )
(see Theorem 6.6.3 (v)). Q.E.D.
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Corollary 7.7.10. For a closed hypersurface Y of a complex manifold X
and ϕ ∈ OX(∗Y ), we have
SolEX(E
ϕ
X\Y |X) ≃ C
E
X
+
⊗C{t=−Reϕ}.
This follows from Proposition 7.3.1, (6.5.2) and Theorem 7.7.4, because one
has E ϕX\Y |X ≃
(
DXE
−ϕ
X\Y |X
)
(∗Y ).
7.8 Enhanced Riemann-Hilbert correspondence
The following theorem is the main theorem.
Theorem 7.8.1 (Generalized Riemann-Hilbert correspondence). There ex-
ists a canonical isomorphism functorial with respect to M ∈ Dbhol(DX):
M
D
⊗O EX
∼−→ Ihom+(SolEX(M ),O
E
X) in E
b(IDX).(7.8.1)
The proof is parallel with the one of Theorem 4.3.2 by reducing the prob-
lem to the case where M is an exponential D-module. However, in this case,
we can treat DREX(M ) by Proposition 7.3.1, but not Sol
E
X(M ). In order to
calculate it, we need the commutativity of the enhanced de Rham functor and
the duality functor (see Theorem 7.7.4 and its consequence Corollary 7.7.9).
Sketch of the proof of Theorem 7.8.1. First we shall construct a morphism
(7.8.1). We have a canonical morphism
O
E
X
+
⊗
βOX
O
E
X −→ O
E
X .
Hence we have
(M
D
⊗O EX)
+
⊗ SolEX(M ) −→ O
E
X
+
⊗
βOX
O
E
X −→ O
E
X
which induces a morphism
M
D
⊗O EX −→ Ihom
+(SolEX(M ),O
E
X).(7.8.2)
In order to see that it is an isomorphism, we shall apply Lemma 7.5.5,
where PX(M ) is the statement that (7.8.2) is an isomorphism.
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We shall only check property (f) of this lemma. Hence, we assume that
M has a normal form along a normal crossing divisor D. Then we have
SolEX(M ) ≃ π
−1CX\D ⊗ Sol
E
X(M ) by Corollary 7.7.9, which implies that
Ihom+(SolEX(M ),O
E
X) ≃ Ihom
+
(
SolEX(M ),O
E
X(∗D)
)
.
Let ̟ : X˜ −→ X be the real blow up of X along D. Then we have
M
D
⊗O EX ≃ E̟∗(M
A
L
⊗
A
X˜
O
E
X˜
)
and
Ihom+
(
SolEX(M ),O
E
X(∗D)
)
≃ E̟∗Ihom
+(SolE
X˜
(MA),O E
X˜
).
Hence it is enough to show that
M
A
L
⊗
A
X˜
O
E
X˜
−→ Ihom+(SolE
X˜
(MA),O E
X˜
)(7.8.3)
is an isomorphism.
Since the question is local and MA is locally isomorphic to a direct sum
of exponential D-modules
(
E
ϕ
X\D|X
)A
with ϕ ∈ OX(∗D), we may assume that
MA =
(
E
ϕ
X\D|X
)A
. Since (7.8.3) is the image of (7.8.2) by the functor E̟ !,
it is enough to show that (7.8.2) is an isomorphism when M = E ϕX\D|X .
In this case, Corollary 7.7.10 implies that
SolEX(M ) ≃ C
E
X
+
⊗C{t=−Reϕ},
and we can easily see that (7.8.2) is an isomorphism. Q.E.D.
Corollary 7.8.2. There exists a canonical isomorphism functorial with re-
spect to M ∈ Dbhol(DX):
M
D
⊗O tX
∼−→ IhomE(SolEX(M ),O
E
X) in D
b(IDX).(7.8.4)
Proof. Let us apply the functor IhomE(CEX , • ) to the isomorphism (7.8.1).
Since IhomE(CEX ,O
E
X) ≃ O
t
X by (7.2.3), we get
IhomE(CEX ,M
D
⊗O EX) ≃ M
D
⊗O tX .
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On the other-hand, we have
IhomE(CEX ,Ihom
+(SolEX(M ),O
E
X))
≃ IhomE(SolEX(M ),Ihom
+(CEX ,O
E
X))
≃ IhomE(SolEX(M ),O
E
X).
Q.E.D.
Corollary 7.8.3 (Enhanced Riemann-Hilbert correspondence). There exists
a canonical isomorphism functorial with respect to M ∈ Dbhol(DX):
M ∼−→ HomE(SolEX(M ),O
E
X) in D
b(DX).(7.8.5)
Proof. Apply the functor αX to (7.8.4). Q.E.D.
By Corollary 7.8.3, we can show the following full faithfulness of the
enhanced de Rham functor.
Theorem 7.8.4. For M ,N ∈ Dbhol(DX), one has an isomorphism
RHom
DX
(M ,N ) ∼−→ HomE(DREXM ,DR
E
XN ).
In particular, the functor
DREX : D
b
hol(DX) −→ E
b
R-c
(ICX)
is fully faithful.
Proof. By Theorem 7.7.4 and Theorem 6.6.3 (vi), we have
HomE(DREXM ,DR
E
XN ) ≃ Hom
E(SolEXN , Sol
E
XM ).
Now, we have
HomE(SolEXN , Sol
E
XM ) ≃ Hom
E
(
SolEXN ,RHomDX (M ,O
E
X)
)
≃ RHom
DX
(
M ,HomE
(
SolEXN ,O
E
X)
)
≃ RHom
DX
(M ,N ).
Here the last isomorphism follows from Corollary 7.8.3. Q.E.D.
Remark 7.8.5. Corollary 7.8.3 and Theorem 7.8.4 due to [DK13, Th. 9.6.1,
Th. 9.7.1] are a natural formulation of the Riemann-Hilbert correspondence
for irregular D-modules. Theorem 7.8.1 due to [KS14, Th. 4.5] is a gener-
alization to the irregular case of Theorem 4.3.2 which is itself a generaliza-
tion/reformulation of a theorem of J-E. Bjo¨rk ([Bj93]).
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8.1 Integral transforms with irregular kernels
Theorem 8.1.1. Let X be a complex manifold and let L ∈ Dbhol(DX) and
M ∈ Db(DX). There is a natural isomorphism
DREX(L
D
⊗M ) ≃ Ihom+(SolEX(L ),DR
E
X(M )).
Proof. By Theorem 7.8.1, we have an isomorphism in Eb(IDX):
L
D
⊗O EX
∼−→ Ihom+(SolEX(L ),O
E
X).(8.1.1)
Let us apply M r
L
⊗
DX
• to both sides of (8.1.1). We have
M
r
L
⊗
DX
(L
D
⊗O EX) ≃ (M
D
⊗L )r
L
⊗
DX
O
E
X
≃ DREX(M
D
⊗L ),
and
M
r
L
⊗
DX
Ihom+(SolEX(L ),O
E
X) ≃
(a)
Ihom+(SolEX(L ),M
r
L
⊗
DX
O
E
X)
≃ Ihom+(SolEX(L ),DR
E
X(M )).
(We do not give the proof of isomorphism (a) and refer to [KS14, Lem. 3.12].)
Q.E.D.
Consider morphisms of complex manifolds
S
f
{{✇✇
✇✇
✇✇
✇✇ g
##●
●●
●●
●●
●
X Y.
Notation 8.1.2. (i) For M ∈ Dbq-good(DX) and L ∈ D
b
q-good(DS) recall that
one sets
M
D
◦L := Dg∗(Df
∗
M
D
⊗L ).
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(ii) For L ∈ Eb(ICS), F ∈ E
b(ICX) and G ∈ E
b(ICY ) one sets
L
E
◦G := Ef!!(L
+
⊗ Eg−1G),
ΦEL(G) = L
E
◦G, ΨEL(F ) = Eg∗Ihom
+(L,Ef !F ).
(8.1.2)
Note that we have a pair of adjoint functors
ΦEL : E
b(ICY )
// Eb(ICX) : Ψ
E
L .oo(8.1.3)
Theorem 8.1.3. Let M ∈ Dbq-good(DX), L ∈ D
b
g-hol(DS) := D
b
hol(DS) ∩
Dbgood(DS) and let L := Sol
E
S(L ). Assume that f
−1 Supp(M ) ∩ Supp(L )
is proper over Y . Then there is a natural isomorphism in Eb(ICY ):
ΨEL
(
DREX(M )
)
[dX − dS] ≃ DR
E
Y (M
D
◦L ).(8.1.4)
Proof. The proof goes as in the regular case (Theorem 4.4.2) by using The-
orems 7.3.2 and 8.1.1. Q.E.D.
Corollary 8.1.4. In the situation of Theorem 8.1.3, let G ∈ Eb(ICY ). Then
there is a natural isomorphism in Db(C)
RHomE(L
E
◦G,ΩEX
L
⊗
DX
M ) [dX − dS]
≃ RHomE(G,ΩEY
L
⊗
DY
(M
D
◦L )).
Proof. This follows from Theorem 8.1.3 and the adjunction (8.1.3). Q.E.D.
Note that Corollary 8.1.4 is a generalization of [KS01, Th.7.4.12] to not
necessarily regular holonomic D-modules.
8.2 Enhanced Fourier-Sato transform
The results in § 6 extend to the case where M is replaced with a bordered
space M∞. Thus π denotes the projection M∞ × R∞ −→ M∞ and t the
coordinate of R. One defines Eb(IkM∞) as the quotient triangulated category
D
b(IkM∞×R∞)/ {K ; π
−1Rπ∗K ∼−→ K}.
One defines the functors
eM∞ , ǫM∞ : D
b(IkM∞) −→ E
b(IkM∞),(8.2.1)
eM∞(F ) = k
E
M∞ ⊗ π
−1F, ǫM∞(F ) = k{t≥0} ⊗ π
−1F.
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Note that eM∞(F ) ≃ k
E
M∞
+
⊗ ǫM∞(F ).
Then Proposition 6.5.9 extends to bordered spaces.
Proposition 8.2.1. The functors eM∞ and ǫM∞ are fully faithful.
Let V be a finite-dimensional real vector space, V∗ its dual. Recall that
the Fourier-Sato transform is an equivalence of categories between conic
sheaves on V and conic sheaves on V∗. References are made to [KS90].
In [Ta08], D. Tamarkin has extended the Fourier-Sato transform to no more
conic (usual) sheaves, by adding an extra variable. Here we generalize this
last transform to enhanced ind-sheaves on the bordered space V∞.
We set n = dimV and we denote by orV the orientation k-module of V,
i.e., orV = H
n
c (V;kV). In this subsection, the base field k is an arbitrary
field. We have a canonical isomorphism orV ≃ orV∗ . We denote by ∆V the
diagonal of V × V.
We consider the bordered space V∞ = (V,V) where V is the projective
compactification of V, that is
V =
(
(V ⊕ R) \ {0}
)
/R×.
We introduce the kernels
LV := k{t=〈x,y〉} ∈ E
b(IkV∞×V∗∞),
La
V
:= k{t=−〈x,y〉} ∈ E
b(IkV∞×V∗∞),
La
V∗
:= k{t=−〈x,y〉} ∈ E
b(IkV∗∞×V∞).
(8.2.2)
Here, x and y denote points of V and V∗, respectively.
Lemma 8.2.2. One has isomorphisms in Eb(IkV∞×V∞)
LV
E
◦La
V∗
∼−→ k∆V×{t=0} ⊗ orV [−n],
La
V∗
E
◦LV ∼−→ k∆V∗×{t=0} ⊗ orV [−n].
(8.2.3)
Now we introduce the enhanced Fourier-Sato functors
EFV : E
b(IkV∞) −→ E
b(IkV∗∞),
EFV(F ) = F
E
◦LV,
EF a
V∗
: Eb(IkV∗∞) −→ E
b(IkV∞),
EF a
V∗
(F ) = F
E
◦La
V∗
.
(8.2.4)
Applying Lemma 8.2.2, we obtain:
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Theorem 8.2.3 (See [Ta08]). The functors EFV and
EF a
V∗
⊗ orV [n] are
equivalences of categories, inverse to each other. In other words, one has the
isomorphisms, functorial with respect to F ∈ Eb(IkV∞) and G ∈ E
b(IkV∗∞):
E
F
a
V∗ ◦
E
FV(F ) ≃ F ⊗ orV [−n],
E
FV ◦
E
F
a
V∗(G) ≃ G⊗ orV [−n].
Corollary 8.2.4. The two functors EFV( • ) and Ψ
E
La
V
( • )⊗ orV [−n] are iso-
morphic.
Corollary 8.2.5. There is an isomorphism functorial in F1, F2 ∈ E
b(IkV∞):
RHomE(F1, F2) ≃ RHom
E(EFV(F1),
E
FV(F2)).(8.2.5)
Recall that one denotes by Db
R+
(kV) the full subcategory of D
b(kV) con-
sisting of conic sheaves (see [KS90]). Here conic sheaves mean sheaves on
V constant on any half line R>0v (v ∈ V \ {0}). We shall denote here by
SFV(F ) the Fourier-Sato transform of F ∈ D
b
R+
(kV), which was denoted by
F∧ in loc. cit. The functor SFV : D
b
R+
(kV) −→ D
b
R+
(kV∗) is an equivalence of
categories.
Recall that one identifies the sheaf k{t≥0} with its image in E
b(IkV×R∞)
and that the functor
ǫV∞ : D
b(kV) →֒ E
b(IkV∞), ǫV∞(F ) = k{t≥0} ⊗ π
−1F
is a fully faithful embedding by Proposition 8.2.1.
Consider the diagram of categories and functors
Db
R+
(kV)
SFV //
ǫV∞

Db
R+
(kV∗)
ǫV∗∞

Eb(IkV∞)
EFV // Eb(IkV∗∞).
(8.2.6)
Theorem 8.2.6. Diagram (8.2.6) is quasi-commutative.
8.3 Laplace transform
In the sequel, we take C as the base field k. Recall the DX-module E
ϕ
U |X and
Notation 7.1.1. We saw in Proposition 7.1.2 that
SolEX(E
ϕ
U |X) ≃ C
E
X
+
⊗C{t=−Reϕ}.(8.3.1)
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We shall apply this result in the following situation.
Let V be a complex finite-dimensional vector space of complex dimension
dV, V
∗ its dual. Since V is a complex vector space, we shall identify orV
with C. We denote here by V the projective compactification of V, we set
H = V \ V, and similarly with V
∗
and H∗. We also introduce the bordered
spaces
V∞ = (V,V), V
∗
∞ = (V
∗,V
∗
).
We set for short
X = V× V
∗
, U = V× V∗, Y = X \ U.
We shall consider the function
φ : V× V∗ −→ C, φ(x, y) = 〈x, y〉.
We introduce the Laplace kernel
L := E
〈x,y〉
U |X .(8.3.2)
Recall that the kernel of the enhanced Fourier transform with respect to the
underlying real vector spaces of V and V∗ is given by
LV := C{t=Re〈x,y〉} ∈ E
b(ICV∞×V∗∞).
Also recall that we set La
V
:= C{t=−Re〈x,y〉}.
Lemma 8.3.1. One has the isomorphism in Eb(ICX)
SolEX(L ) ≃ C
E
X
+
⊗ Ej!!L
a
V,(8.3.3)
where j : V∞ × V
∗
∞ −→ X is the inclusion.
Proof. This follows immediately from isomorphism (8.3.1). Q.E.D.
In the sequel, we denote by DV the Weyl algebra Γ
(
V;D
V
(∗H)
)
associated
with V. We also use the (DV×V∗ ,DV∗)-bimodule DV×V∗−→V∗ similar to the
bimodule DX−→Y in the theory of D-modules, and finally we denote by OV
the ring of polynomials on V.
The next result is well-known and goes back to [KL85] or before.
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Lemma 8.3.2. There is a natural isomorphism
D
V
(∗H)
D
◦L ≃ D
V
∗(∗H∗)⊗ detV∗.(8.3.4)
Here, detV∗ =
∧n
V∗.
Proof. Using the GAGA principle, we may replace D
V
(∗H) with DV, DV∗(∗H)
with DV∗ , L with DV×V∗ e
〈x,y〉 and thus D
V
(∗H)
D
◦L with
DV∗←−V×V∗
L
⊗
DV×V∗
(DV×V∗ e
〈x,y〉
L
⊗
OV×V∗
DV×V∗−→V∗).(8.3.5)
This last object is isomorphic to(
DV∗←−V×V∗
L
⊗
OV×V∗
DV×V∗−→V
) L
⊗
DV×V∗
DV×V∗ e
〈x,y〉.
Since
DV∗←−V×V∗
L
⊗
OV×V∗
DV×V∗−→V ≃ DV×V∗ ⊗ detV
∗,
the module (8.3.5) is isomorphic to DV×V∗ e
〈x,y〉⊗detV∗. Finally, one remarks
that the natural morphism DV∗ −→ DV×V∗ e
〈x,y〉 is an isomorphism. Q.E.D.
In the sequel, we shall identify DV and DV∗ by the correspondence xi ↔
−∂yi , ∂xi ↔ yi. (Of course, this does not depend on the choice of linear
coordinates on V and the dual coordinates on V∗.)
Theorem 8.3.3. We have an isomorphism in Db((IDV)V∗∞)
E
FV(O
E
V∞
) ≃ O EV∗∞ ⊗ detV [−dV].(8.3.6)
Proof. Set K = SolE
V∞×V∗∞
(L ). By Theorem 8.1.3, we have
ΨEK(DR
E
V∞
(M )) [−dV] ≃ DR
E
V∗∞
(M
D
◦L ).
for any M ∈ Dbq-good(DX) such that M ≃ M (∗H). By Lemma 8.3.1, K =
CE
V∞×V∗∞
+
⊗ La
V
, and by Corollary 8.2.4, the functor EFV is isomorphic to the
functor ΨELa
V
[−2dV]. Since
Ihom+
(
C
E
V∞
,DREV∞(M )
)
≃ DREV∞(M ),
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we have
ΨK
(
DRE
V∞
(M )
)
[−2dV] ≃ ΨLa
V
(
DRE
V∞
(M )
)
[−2dV] ≃
E
FV
(
DRE
V∞
(M )
)
.
Therefore, we obtain
E
FV
(
DRE
V∞
(M )
)
≃ DRE
V∗∞
(M
D
◦L ) [−dV].
Now choose M = D
V
(∗H) and apply Lemma 8.3.2. Since DREV∞(M ) ≃ Ω
E
V∞
and DRE
V∗∞
(M
D
◦L ) ≃ ΩE
V∗∞
⊗ detV∗, we obtain
E
FV(Ω
E
V∞
) ≃ ΩE
V∗∞
⊗ detV∗ [−dV].
Hence, it is enough to remark that
ΩE
V∞
≃ O E
V∞
⊗ detV∗ and ΩE
V∗∞
≃ O E
V∗∞
⊗ detV.
Q.E.D.
Remark 8.3.4. (i) Symbolically, isomorphism (8.3.6) is given by
O
E
V∗∞
⊗ detV ∋ φ(y)⊗ dy 7−→
∫
e〈x,y〉φ(y)dy ∈ EFV(O
E
V∞
).
(ii) The identification of DV and DV∗ is given by:
DV ∋ P (x, ∂x)↔ Q(y, ∂y) ∈ DV∗ ⇐⇒ P (x, ∂x)e
〈x,y〉 = Q∗(y, ∂y)e
〈x,y〉
⇐⇒ P ∗(x, ∂x)e
−〈x,y〉 = Q(y, ∂y)e
−〈x,y〉.
Here Q∗(y, ∂y) denotes the formal adjoint operator of Q(y, ∂y) ∈ DV∗ .
Applying Corollary 8.2.5, we get:
Corollary 8.3.5. Isomorphism (8.3.4) together with the enhanced Fourier-
Sato isomorphism induce an isomorphism in Db(DV), functorial in F ∈
Eb(ICV∞):
RHomE(F,O E
V∞
) ≃ RHomE
(
E
FV(F ),O
E
V∗∞
)
⊗ detV [−dV].(8.3.7)
As a consequence of Corollary 8.3.5, we recover the main result of [KS97]:
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Corollary 8.3.6. Isomorphism (8.3.4) together with the Fourier-Sato iso-
morphism induces an isomorphism in Db(DV), functorial in G ∈ D
b
R+
(CV):
RHom(G,O tV∞) ≃ RHom
(
S
FV(G),O
t
V∗∞
)
⊗ detV [−dV].(8.3.8)
Here, letting aV∞ : V∞ −→ pt be the projection,
RHom(G,O t
V∞
) := αptRaV∞∗RIhom ICV∞ (G,O
t
V∞
) ∈ Db(C).
Proof. By Theorem 8.2.6, we have EFV(ǫV∞(G)) ≃ ǫV∗∞
SFV(G), where ǫV∞ is
given in (8.2.1). Applying isomorphism (8.3.7) with F = ǫV∞(G), we obtain
RHomE(ǫV∞(G),O
E
V∞
) ≃ RHomE
(
ǫV∗∞
S
FV(G),O
E
V∗∞
)
⊗ detV [−dV].
We have
RHomE(ǫV∞(G),O
E
V∞
) ≃ αptRaV∞∗Ihom
E(ǫV∞(G),O
E
V∞
)
≃ αptRaV∞∗RIhom (G,O
t
V∞
)
≃ RHom(G,O tV∞),
and similarly RHomE(ǫV∗∞
SFV(G),O
E
V∗∞
) ≃ RHom(SFV(G),O
t
V∗∞
). Q.E.D.
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