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a b s t r a c t
Many trip distribution problems can be modeled as entropy maximization models with
quadratic cost constraints. In this paper, the travel costs per unit flow between different
zones are assumed to be given fuzzy variables and the trip productions at origins and
trip attractions at destinations are assumed to be given random variables. For this case,
an entropy maximization model with chance constraint is proposed, and is proved to be
convex. In order to solve this model, fuzzy simulation, stochastic simulation and a genetic
algorithm are integrated to produce a hybrid intelligent algorithm. Finally, a numerical
example is presented to demonstrate the application of the model and the algorithm.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For a traditional transportation planning process, there are four major components: trip generation, trip distribution,
modal split and trip assignment. Among them, trip distribution plays an important role in the analysis and network
evaluation of this process. For trip distribution, the main problem is to determine the number of trips between a particular
pair of origin and destination zones. In order to deal with this problem, different kinds of models had been proposed. A
widely used one is the gravity model, which is based on the cost efficiency principle [1]. The basic idea is that states with
high total utility should be more probable than states with low total utility.
In 1966, Murchland [2] explicitly showed that the gravity model can be formulated as the solution of an equivalent
entropy maximization problem. The following year, Wilson [3] reported that entropy theory may offer an explanation
for trip distribution behavior. Furthermore, Wilson [4] formulated various entropy maximization models. In 1971,
Tomlin [5] pointed out that the linear cost per unit flow between a particular pair of origin and destination zones is
an oversimplification. To describe the cost arising from congestion, a quadratic cost constraint is proved to be a better
approximation. Some properties and an efficient algorithm about the quadratic cost constraint entropymaximizationmodel
were given by Fang and Tsao [6]. In addition, there are alsomany other authors [7–9] who studied the entropymaximization
model or gravity model from different angles.
Traditionally, the trip productions at origins and trip attractions at destinations are assumed to be given. For the case
that they are unknown, random variables should be a better approximation because they are estimated by the statistical
method. Furthermore, for the loss of information such as the distance between a particular pair of zones, the travel cost per
unit flow between them should be estimated as fuzzy variables. In this case, the system becomes a hybrid one including both
fuzziness and randomness. A strong tool to deal with hybrid system is the chance theory [10]. The purpose of this paper is
to use chance theory to deal with the trip distribution problem under hybrid environment. For this purpose, this paper is
organized as follows. Section 2 introduces the quadratic constraint entropymaximization model and some basic definitions
and propositions about credibility theory and chance theory, which will be used in the rest of this paper. Section 3 proposes
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an entropymaximizationmodel with chance constraint, and proves the existence and uniqueness theorem. In Section 4, the
convexity theorem is proved under a general condition. In Section 5, a hybrid intelligent algorithm is designed to solve the
model. The application of our model and algorithm is showed by a numerical example in Section 6. At the end of this paper,
a brief summary about the work of this paper is given.
2. Preliminaries
In this section, we introduce the entropy maximization model for the trip distribution problem. In addition, some basic
definitions and properties in credibility theory and chance theory are also recalled.
2.1. Entropy maximization model
A widely used trip distribution model is the entropy maximization model (EMM). That is,
max −
K−
i=1
L−
j=1
xij ln xij
s.t.
L−
j=1
xij = Oi, i = 1, 2, . . . , K
K−
i=1
xij = Dj, j = 1, 2, . . . , L
K−
i=1
L−
j=1
cijxij = C
K−
i=1
L−
j=1
dijx2ij = D
xij ≥ 0, i = 1, 2, . . . , K , j = 1, 2, . . . , L
(1)
where xij denotes the trip number between zones i and j, Oi denotes the trip productions at zone i, Dj denotes the trip
attractions at zone j, K is the total number of origin zones, L is the total number of destination zones, cij is the travel cost per
unit flow between zones i and j. The solution of this model is in the form of
xij = aibj exp(−αcij − βdijxij).
This model is also called the ‘‘self-regulation gravity model’’ for two reasons: (i) if dij = 0 for all i and j, this model is
equivalent with the well-known gravity model; (ii) the quadratic terms in EMM have the following ‘‘self-regulation’’ effect
on the optimal solution. By increasing the value of one particular βdij, but keeping all other parameters the same, the
corresponding optimal trip number xij decreases. Moreover, for any particular positive value of βdij, the larger the optimal
xij of the gravity model is, the larger the decrease to the optimal xij of the new model is. This characteristic can be used to
model deterrence due to congestion in the stage of trip distribution.
2.2. Credibility theory
Let ξ be a fuzzy variable with membership function µ. For each B ofR, Zadeh [11] defined a possibility measure as
Pos{ξ ∈ B} = sup
x∈B
µ(x). (2)
Furthermore, Zadeh [12] proposed a necessity measure
Nec{ξ ∈ B} = 1− sup
x∈Bc
µ(x) (3)
as the dual part of the possibility measure. Although the possibility measure and necessity measure are both proved to be
monotone and semicontinuous, they are not self-dual. Since the self-duality is intuitive and important in practice, Liu and
Liu [13] defined a credibility measure as the average of the possibility measure and necessity measure. That is,
Cr{ξ ∈ B} = 1
2

sup
x∈B
µ(x)+ 1− sup
x∈Bc
µ(x)

. (4)
If ξ is a fuzzy variable defined on the credibility space (Θ,P , Cr), then its membership function is derived in [14] from the
credibility measure by
µ(x) = 2Cr{ξ = x} ∧ 1, x ∈ R. (5)
In 2006, Li and Liu [15] proved that a set function is a credibility measure if and only if it is normality, monotonicity,
self-duality and maximality. The self-duality of the credibility measure implies that an event with credibility one will
determinately occur. Thus, practitioners may scientifically choose optimal decision alternatives by using a credibility
measure such as Yang et al. [16,17].
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2.3. Chance theory
Definition 2.1 (Liu [18]). Suppose that (Θ,P , Cr) is a credibility space and (Ω,A, Pr) is a probability space. The product
(Θ,P , Cr)× (Ω,A, Pr) is called a chance space.
Definition 2.2 (Liu [14]). A subset Λ ⊂ Θ × Ω is called an event if Λ(θ) ∈ A for each θ ∈ Θ , where Λ(θ) = {ω ∈ Ω |
(θ, ω) ∈ Λ}.
Let L be the collection of all events, Liu [14] proved that L is a σ -algebra over Θ × Ω , which is defined as the product
σ -algebra.
Definition 2.3 (Li and Liu [10]). For any hybrid eventΛ, its chance measure is defined as
Ch{Λ} =
supθ∈Θ(Cr{θ} ∧ Pr{Λ(θ)}), if supθ∈Θ(Cr{θ} ∧ Pr{Λ(θ)}) < 0.51− sup
θ∈Θ
(Cr{θ} ∧ Pr{Λc(θ)}), if sup
θ∈Θ
(Cr{θ} ∧ Pr{Λ(θ)}) ≥ 0.5. (6)
Definition 2.4 (Liu [18]).Ahybrid variable is defined as ameasurable function froma chance space to the set of real numbers,
i.e., for any Borel set B of real numbers, we have
{(θ, ω) ∈ Θ ×Ω | ξ(θ, ω) ∈ B} ∈ L.
For example, if ξ is a fuzzy variable on (Θ,P , Cr) and η is random variable on (Ω,A, Pr), then ξ + η is a hybrid
variable on chance space (Θ,P , Cr)× (Ω,A, Pr). Furthermore, suppose that ξ is an n-dimensional fuzzy vector and η is an
m-dimensional random vector. For any measurable function f , f (ξ, η) is a hybrid variable. The detailed introduction about
chance theory can be found in [10].
3. Hybrid entropy maximization model
In this section, the trip productions at origins and trip attractions at destinations are assumed to be randomvariables, and
the travel cost per unit flow are all assumed to be fuzzy variables. Then we have the following hybrid entropymaximization
model (HEMM)
max −
K−
i=1
L−
j=1
xij ln xij
s.t.
Ch

K−
i=1
L−
j=1
cijxij ≤ C,
K−
i=1
L−
j=1
dijx2ij ≤ D
L−
j=1
xij ≥Oi, i = 1, 2, . . . , K
K−
i=1
xij ≥Dj, j = 1, 2, . . . , L
xij ≥ 0, i = 1, 2, . . . , K , j = 1, 2, . . . , L

≥ α
(7)
where α is a given parameter, and xij denotes the trip number between zones i and j, random variableOi denotes the trip
productions at zone i.Dj denotes the trip attractions at zone j, K is the total number of origin zones, L is the total number of
destination zones, fuzzy variablecij is the linear cost anddij is the quadratic cost between zones i and j. C is the total linear
cost and D is the total quadratic cost incurred by all trips across the region.
For simplicity, we will use the following symbols in the rest part of this paper:
x = (x11, . . . , x1L, . . . , xK1, . . . , xKL),
(O,D) = (O1, . . . ,OK ,D1, . . . ,DL), (O,D) = (O1, . . . ,OK ,D1, . . . ,DL),
(c, d) = (c11, . . . , c1L, . . . , cK1, . . . , cKL, d11, . . . , d1L, . . . , dK1, . . . , dKL),
(c,d) = (c11, . . . ,c1L, . . . ,cK1, . . . ,cKL,d11, . . . ,d1L, . . . ,dK1, . . . ,dKL),
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S(x) =

(O,D)|
L−
j=1
xij ≥ Oi,
K−
i=1
xij ≥ Dj, xij ≥ 0, 1 ≤ i ≤ K , 1 ≤ j ≤ L

,
F(x) =

(c, d)|
K−
i=1
L−
j=1
cijxij ≤ C,
K−
i=1
L−
j=1
dijx2ij ≤ D, xij ≥ 0, 1 ≤ i ≤ K , 1 ≤ j ≤ L

,
G = {x|Ch{(O,D) ∈ S(x), (c,d) ∈ F(x)} ≥ α}.
Theorem 3.1. Suppose that random vector (O,D) and fuzzy vector (c,d) are all continuous. Then the solution of HEMM is
existent and unique.
Proof. In order to prove the existence, we need to prove that the set G is closed for each α ∈ (0, 1]. Consider any sequence
{xn} of Gwith limitation x. To prove the assertion, we have to show x ∈ G. It follows from the continuity that
Cr{F(xn)} → Cr{F(x)}, Pr{S(xn)} → Pr{S(x)}.
Furthermore, it follows from the chance composition theorem [10] that
Ch{(O,D) ∈ S(x), (c,d) ∈ F(x)} = Pr{(O,D) ∈ S(x)} ∧ Cr{(c,d) ∈ F(x)}
= lim
n→∞ Pr{(O,D) ∈ S(xn)} ∧ limn→∞ Cr{(c,d) ∈ F(xn)}
= lim
n→∞ Ch{{(O,D) ∈ S(xn)} ∩ {(c,d) ∈ F(xn)}}
≥ α,
which implies that x ∈ G. Finally, since the objective function
f (x) = −
K−
i=1
L−
j=1
xij ln xij
is strictly concave, we have the solution is existent and unique. The proof is complete. 
4. Convexity theorem
In this section, we discuss the convexity theorem of HEMM. First, we would like to study some basic properties about
convex fuzzy variables. Let ξ be an n-dimensional fuzzy vector with membership function µ. Then ξ is said to be convex if
µ is quasi-concave.
Theorem 4.1. An n-dimensional fuzzy vector ξ is convex if and only if function Cr{ξ = x} is quasi-concave with respect
to x.
Proof. If function Cr{ξ = x} is quasi-concave, then for any x ≠ y and 0 < λ < 1, we have
µ(λx+ (1− λ)y) = 2Cr{ξ = λx+ (1− λ)y} ∧ 1 ≥ (2Cr{ξ = x} ∧ 1) ∧ (2Cr{ξ = y} ∧ 1) = µ(x) ∧ µ(y).
That is, ξ is quasi-concave.
Conversely, if fuzzy vector ξ is convex, in order to prove that function Cr{ξ = x} is quasi-concave, the argument breaks
down into two cases. (i) Cr{ξ = λx+ (1− λ)y} < 0.5. For this case, we have µ(λx+ (1− λ)y) < 1 and
Cr{ξ = λx+ (1− λ)y} ≥ min{µ(x), µ(y)}/2 = min{2Cr{ξ = x} ∧ 1, 2Cr{ξ = y} ∧ 1}/2
= Cr{ξ = x} ∧ Cr{ξ = y}.
(ii) Cr{ξ = λx + (1 − λ)y} ≥ 0.5. For this case, we have Cr{ξ = z} ≤ 0.5 for any z ≠ λx + (1 − λ)y. That is,
Cr{ξ = λx+ (1− λ)y} ≥ 0.5 ≥ Cr{ξ = x} ∧ Cr{ξ = y}. The proof is complete. 
Theorem 4.2. Let ξ be an n-dimensional fuzzy vector. Then ξ is convex if and only if
Cr{ξ ∈ λA+ (1− λ)B} ≥ Cr{ξ ∈ A} ∧ Cr{ξ ∈ B} (8)
for any A, B ∈ Rn and 0 < λ < 1.
Proof. If (8) holds, it is easy to prove that Cr{ξ = λx+ (1− λ)y} ≥ Cr{ξ = x} ∧ Cr{ξ = y} by taking A = {x} and B = {y}.
Then we have ξ is convex by Theorem 4.1.
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Conversely, if fuzzy vector ξ is convex, in order to prove (8), the argument breaks down into two cases. (i) Cr{ξ ∈
λA+ (1− λ)B} < 0.5. For this case, we have
Cr{ξ ∈ λA+ (1− λ)B} = sup
x∈A, y∈B
Cr{ξ = λx+ (1− λ)y}
≥ sup
x∈A, y∈B
min{Cr{ξ = x}, Cr{ξ = y}}
= min{sup
x∈A
Cr{ξ = x}, sup
y∈B
Cr{ξ = y}}
= Cr{ξ ∈ A} ∧ Cr{ξ ∈ B}.
(ii) Cr{ξ ∈ λA+ (1− λ)B} ≥ 0.5. For this case, if Cr{ξ ∈ A} ∧ Cr{ξ ∈ B} ≤ 0.5, then condition (8) holds clearly. Otherwise,
we have Cr{ξ ∈ A} > 0.5 and Cr{ξ ∈ B} > 0.5, which implies that Cr{ξ ∈ Ac} < 0.5 and Cr{ξ ∈ Bc} < 0.5. Thus we have
Cr{ξ ∈ λA+ (1− λ)B} ≥ Cr{ξ ∈ A ∩ B} = 1− Cr{ξ ∈ Ac ∪ Bc} = 1− Cr{ξ ∈ Ac} ∨ Cr{ξ ∈ Bc}
= Cr{ξ ∈ A} ∧ Cr{ξ ∈ B}.
The proof is complete. 
Theorem 4.3. Suppose that randomvector (O,D) has a log-concave density function, and fuzzy vector (c,d) has a quasi-concave
membership function. Then HEMM is a convex programming.
Proof. First, it suffices to prove that G is a convex set. For any x, y ∈ G and λ ∈ (0, 1), since
Cr{(c,d) ∈ F(λx+ (1− λ)y)} ≥ Cr{(c,d) ∈ λF(x)+ (1− λ)F(y)}
≥ Cr{(c,d) ∈ F(x)} ∧ Cr{(c,d) ∈ F(y)},
Pr{(O,D) ∈ S(λx+ (1− λ)y)} ≥ Pr{(O,D) ∈ λS(x)+ (1− λ)S(y)}
≥ Pr{(O,D) ∈ S(x)} ∧ Pr{(O,D) ∈ S(y)},
it follows from the chance composition theorem that
Ch{{(c,d) ∈ F(λx+ (1− λ)y)} ∩ {(O,D) ∈ S(λx+ (1− λ)y)}}
= Cr{(c,d) ∈ F(λx+ (1− λ)y)} ∧ Pr{(O,D) ∈ S(λx+ (1− λ)y)}
≥ (Cr{(c,d) ∈ F(x)} ∧ Cr{(c,d) ∈ F(y)}) ∧ (Pr{(O,D) ∈ S(x)} ∧ Pr{(O,D) ∈ S(y)})
= (Cr{(c,d) ∈ F(x)} ∧ Pr{(O,D) ∈ S(x)}) ∧ (Cr{(c,d) ∈ F(y)} ∧ Pr{(O,D) ∈ S(y)})
= Ch{{(c,d) ∈ F(x)} ∩ {(O,D) ∈ S(x)}} ∧ Ch{{(c,d) ∈ F(y)} ∩ {(O,D) ∈ S(y)}}
≥ α.
That is, λx+ (1−λ)y ∈ G. Thus G is a convex set. Furthermore, since the objective function is strictly concave, we have that
HEMM is convex. The proof is complete. 
Example 4.1. For some special case, HEMM may be converted to crisp equivalence, then we can solve it by the traditional
solution process. For example, if α ≥ 0.5, andOi,Dj are mutually independent random variables with distribution functions
Φi, Ψj for i = 1, 2, . . . , K , j = 1, 2, . . . , L, c˜ij are trapezoidal fuzzy variables (rij1, rij2, rij3, rij4) for i = 1, 2, . . . , K ,
j = 1, 2, . . . , L, and d˜ij are trapezoidal fuzzy variables (tij1, tij2, tij3, tij4), then HEMM has the following crisp equivalence:
max −
K−
i=1
L−
j=1
xij ln xij
s.t.
K∏
i=1
Φi

L−
j=1
xij

×
L∏
j=1
Ψj

K−
i=1
xij

≥ α
(2− 2α)
K−
i=1
L−
j=1
tij3x2ij + (2α − 1)
K−
i=1
L−
j=1
tij4x2ij ≤ D
xij ≥ 0, i = 1, 2, . . . , K , j = 1, 2, . . . , L.
(9)
5. Hybrid intelligent algorithm
In order to solve HEMM, the crux is to an calculate uncertain function such as
C : x→ Ch{{(c,d) ∈ F(x)} ∩ {(O,D) ∈ S(x)}}, (10)
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for any given decision vector x. Generally speaking, it is impossible to calculate C in most cases. In the following, we suggest
a hybrid simulation to estimate the value. Since
Ch{{(c,d) ∈ F(x)} ∩ {(O,D) ∈ S(x)}} = Cr{(c,d) ∈ F(x)} ∧ Pr{(O,D) ∈ S(x)},
we need to in this special problem attend to the fuzzy simulation and the stochastic simulation.
5.1. Fuzzy simulation
Fuzzy simulation, developed in [19,20,13],was defined as a technique of performing sampling experiments on themodels
of fuzzy systems. Numerous numerical experiments have shown that the fuzzy simulation indeed works very well for
handling fuzzy systems. In this section, we simulate the credibility measure Cr{(c,d) ∈ F(x)}. Assume that fuzzy vectors
(c,d) have joint membership functions µ. Let ε be a sufficient small positive number, and C(ε) the ε-cut set of (c,d).
Throughout this paper we assume that C(ε) is a bounded subset ofℜK+L. Thus, we can sample N points uniformly from the
set C(ε) and denote them by y1, y2, . . . , yN .
Then we can estimate the credibility measure by the formula
1
2

sup
yj∈F(x)
µ(yj)+ 1− sup
yj∉F(x)
µ(yj)

(11)
provided that N is sufficiently large.
Algorithm (Fuzzy Simulation). Step 1. Sample N points yi uniformly from the ε-cut C(ε) for i = 1, 2, . . . ,N .
Step 2. Calculate the values µ(yi) for i = 1, 2, . . . ,N .
Step 3. Calculate the credibility measure according to formula (11).
5.2. Stochastic simulation
In this section, we simulate the probability measure L = Pr{(O,D) ∈ S(x)}. Let f be the joint density function of random
vector (O,D). In this part, we will simulate the probability measure L = Pr{S(x)}. We generate random vectors yk according
to the probability density function f for k = 1, 2, . . . ,N . Let N ′ denote the number of occasions on which yk ∈ S(x) for
k = 1, 2, . . . ,N . Let us define
h(yk) =

1, if yk ∈ S(x)
0, otherwise.
Then we have E[h(yk)] = L for all k, and N ′ =∑Ni=1 h(yk). It follows from the strong law of large numbers that
N ′
N
=
N∑
k=1
h(yk)
N
→ L.
Thus the probability measure L can be estimated by N ′/N provided that N is sufficiently large.
Algorithm (Stochastic Simulation). Step 1. Set N ′ = 0.
Step 2. Generate a random vector y according to the probability density function f .
Step 3. If y ∈ S(x), then N ′ ← N ′ + 1.
Step 4. Repeat the second and third steps N times.
Step 5. L = N ′/N .
5.3. Hybrid intelligent algorithm
Generally speaking, traditional algorithms are not applicable to HEMM, for example, we cannot obtain the derivative of
constraint function due to the fact that the chancemeasures are estimated by the fuzzy simulation and stochastic simulation.
Thus, we have to apply heuristic algorithms to solve this model. In this paper, we integrate fuzzy simulation, stochastic
simulation and a genetic algorithm to produce a powerful hybrid intelligent algorithm [19,20]. The procedure to solveHEMM
is summarized as follows.
Step 1. Initialize popsize chromosomes and calculate the values of uncertain functions.
Step 2. Update the chromosomes by crossover and mutation operations.
Step 3. Calculate the objective values for all chromosomes.
Step 4. Compute the fitness of each chromosome by rank-based evaluation function based on the objective values.
Step 5. Select the chromosomes by spinning the roulette wheel.
Step 6. Repeat the fourth to seventh steps a given number of cycles.
Step 7. Report the best chromosome as the optimal solution.
1912 X. Li et al. / Journal of Computational and Applied Mathematics 235 (2011) 1906–1913
Table 1
Linear cost.cij Destination zones
1 2 3 4
Origin zones
1 (1, 2, 3) (2, 3, 4) (3, 4, 5) (4, 5, 6)
2 (4, 5, 6) (1, 2, 3) (6, 7, 8) (3, 4, 5)
3 (2, 3, 4) (3, 4, 5) (1, 2, 3) (2, 3, 4)
Table 2
Quadratic cost.dij Destination zones
1 2 3 4
Origin zones
1 (0, 1, 2) (1, 2, 3) (2, 3, 4) (2, 3, 4)
2 (1, 2, 3) (2, 3, 4) (0, 1, 2) (1, 2, 3)
3 (2, 3, 4) (0, 1, 2) (1, 2, 3) (0, 1, 2)
Table 3
Random parameters.
No. 1 2 3 4Oi N (150, 4) N (160, 5) N (170, 6)Dj N (120, 3) N (130, 6) N (125, 4) N (135, 5)
Table 4
GA parameters.
Generation/population 200/20 200/25 200/30 200/35
Objective value −2136.33 −2110.27 −2086.61 −2070.67
Run time (in minutes) 57.71 120.75 100.01 136.58
6. A numerical example
In order to illustrate the modelling idea and demonstrate the effectiveness of the proposed algorithm, one numerical
example is proposed here. The example is performed on a personal computer with the following parameters in the GA: the
probability of crossover Pc = 0.3, the probability of mutation Pm = 0.2 and the parameter a in the rank-based evaluation
function is 0.05.
Consider a community with 4 origin zones and 5 destination zones. The total linear cost C is 8000 units and the total
quadratic cost D is 90,000 units. The other parameterscij anddij are all fuzzy variables respectively defined by Tables 1 and
2, andOi andDj are random variables given by Table 3. Thus, we have the following model
max −
3−
i=1
4−
j=1
xij ln xij
s.t.
Ch

3−
i=1
4−
j=1
cijxij ≤ 8× 103
3−
i=1
4−
j=1
dijx2ij ≤ 9× 104
xi1 + xi2 + xi3 + xi4 ≥Oi, i = 1, 2, 3
x1j + x2j + x3j ≥Dj, j = 1, 2, 3, 4
xij ≥ 0, i = 1, 2, 3, j = 1, 2, 3, 4

≥ 0.95.
(12)
The solution procedure of hybrid intelligent algorithm was executed on a personal computer equipped with a speed
of 512 KB, and 256 MB of memory. The numbers of stochastic simulations and fuzzy simulations are both set to 3000. To
reveal the effect that key parameters of the proposed HIA have on model solutions, we experimented with different sets
of parameters for the model. For example, five different values of population size were experimented with and the results
are listed in Table 4. The model solution seems to be sensitive to changes in population size. Therefore, we choose 30 as the
population size.
Generally, the model solution becomes better as the number of generations increases. A run of the hybrid intelligent
algorithm with 1000 generations obtains the optimal solutions given in Table 5. The maximal entropy of the model is
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Table 5
The results with 3000 generations.
x11 x12 x13 x14 x21 x22 x23 x24 x31 x32 x33 x34
36.99 34.47 55.49 35.36 21.09 40.27 52.03 63.52 66.05 63.31 23.48 40.31
Fig. 1. The convergence of hybrid intelligent algorithm.
−2049.45. Fig. 1 shows the objective values at each generation as a function of the number of generations. It is easy to
see that the objective solution converges very quickly.
7. Conclusions
In this paper, we proposed an entropy maximization model with chance constraint to deal with the trip distribution
problem when the travel costs per unit flow between different zones are fuzzy variables and the trip productions at origins
and trip attractions at destinations are random variables. The existence and uniqueness theorem and the convexity theorem
were proved. Furthermore, we integrated fuzzy simulation, stochastic simulation, and a genetic algorithm to produce a
hybrid intelligent algorithm for solving this model.
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