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2
序文
本論文では, ウェーブレットに関する 2 種類の題材を扱う。
1 つ目は, 連続ウェーブレット変換の逆変換公式についてである。古典的な連続ウェーブレットの逆
変換公式は, アドミッシビリティ・コンディション (admissibility condition) を満たすときのみ与えら
れていた（文献 [2] の第 2 章を参照）。第 1 章における準備の後, 第 2 章では, アドミッシビリティ・コ
ンディションを課したウェーブレットの逆変換公式について振り返る。
しかし, 2014 年に Lebedeva と Postnikov により,アドミッシビリティ・ビリティコンディションを
満たさない場合でも有効である, 新たな 1 次元のウェーブレットの逆変換公式が与えられた（文献 [6]
を参照）。第 3 章の前半では, 彼らの逆変換公式について述べる。第 3 章の後半では, 本論文でのオリジ
ナルな結果を述べる。それは, 以下の 3 つの定理である。
まずは, Lebedeva と Postnikov による新たな公式の多次元版である定理 3.2.1 である（文献 [8] を
参照)。 次に, 多次元版である定理 3.2.1 をクリフォード代数の設定にまで拡張した, 定理 3.3.1である
（文献 [7] を参照）。そして最後は, ストックウェル変換に対する定理 3.4.2 である。
2 つ目は, ウェーブレットを用いて関数空間を扱うことである。この部分には著者のオリジナリティ
はないが, 今後の課題に繋がるように丁寧に述べたものである。まず第 4 章では, ウェーブレットを用
いて, ルベーグ空間, ハーディー空間, ソボレフ空間, リプシッツ空間などの様々な関数空間の特徴づけ
に関する結果を紹介する（文献 [5] の第 6 章を参照）。そして第 5 章では, ルベーグ空間の自然な拡張
である, オーリッチ空間について考える。デモクラシー関数を計算することにより, ウェーブレットを
用いてオーリッチ空間を扱う方法がある（文献 [4] を参照）。第 5章にもオリジナルな結果はないが, 最
終節の 5.5節で著者自身が考える今後の課題を述べる。
3
1 準備
この章では, 2章以降に必要となるフーリエ変換とウェーブレットに関する事項および性質を振り返
る。この章は, 文献 [5], [b] を参照。
1.1 フーリエ変換
R 上の 2 つの関数 f と g の内積を
hf; gi =
Z
R
f(x)g(x)dx
と定義する。この内積 hf; gi に対して, シュワルツの不等式 (Schwarz's inequality)hf; gi  kfkL2kgkL2
が成立する。ここで,
kfkL2 =
Z
R
jf(x)j2 dx
 1
2
は f の L2 ノルムである。シュワルツの不等式より, ミンコフスキの不等式 (Minkowski's inequal-
ity)
kf + gkL2  kfkL2 + kgkL2
が成り立つ。
この論文では, 関数 f 2 L1(R) \ L2(R) のフーリエ変換は
f^() :=
Z
R
f(x) e ix dx;  2 R
とする。また, 逆フーリエ変換は,
g(x) := (2) 1
Z
R
g() eix d; x 2 R
とする。
2 つの関数 f; g : R! C に対して, 積分
Z
R
f(s)g(t  s) ds (t 2 R) が定まるとき,
f  g(t) :=
Z
R
f(s)g(t  s) ds
を f と g の たたみ込み という。
フーリエ変換には, 以下の性質が成り立つ。
(i) bf 0() = if^()
(ii) f(+ a)^() = eiaf^()
(iii) jf j; jgj が可積分ならば, (f  g)^() = f^()g^();  2 R
これらの定義より, プランシュレルの定理 (Plancherel theorem) は
hf; gi = (2) 1hf^ ; g^i
となる。
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1.2 ウェーブレット (wavelet)
 2L2(R) に対して,
 j;k(x) = 2
j
2 (2jx  k); j; k 2 Z
とおく。f j;k : j; k 2 Zg が L2(R) の正規直交基底となるとき,  2 L2(R) は正規直交ウェーブレット
(orthonormal wavelet) であるという。ここで,  j;k は
k j;kk2 = k k2 = 1 (j; k 2 Z)
となるように正規化されている。
f 2 L2(R) の正規直交基底 f j;k : j; k 2 Zg に関する展開
f =
X
j;k2Z
hf;  j;ki j;k
をウェーブレット展開と呼ぶ。
L2(R) における閉部分空間の列 fVj : j 2 Zg で, 次の条件を満たすものを多重解像度解析 (mul-
tiresolution analysis, MRA) と呼ぶ。
Vj  Vj+1; 8j 2 Z (1:2:1)
f 2 Vj () f
 
2() 2 Vj+1; 8j 2 Z (1:2:2)\
j2Z
Vj = f0g (1:2:3)
[
j2Z
Vj = L
2(R) (1:2:4)
関数 ' 2 V0 が存在して; f'(   k) : k 2 Zg が V0 の正規直交基底になる (1:2:5)
条件 (1:2:5) の関数 ' を, この MRA のスケーリング関数と呼ぶ。
N の有限部分集合 N 全体のなす集合族 N を考える。すべての  > 0 に対して, ある N = N () 2 N
が存在して, y   X
i2N 0
yi

B
<  (8N 0 2 N; N 0  N )
が成り立つとき,
lim
N2N
X
i2N
yi = y
と書き, 級数
P
i2N yi は y に 無条件に収束する (converge unconditionally to y)という。
バナッハ空間 B = (B; k  k) の基底 B = fxj : j 2 Ng が無条件基底 (unconditional basis)であ
るとは, 一意的な表現 x =
P
j2N jxj において, この級数が常に無条件収束することである。
補助定理 1.2.6
バナッハ空間 B において, 級数
X
i2N
yi が y 2 B に無条件に収束するための必要十分条件は, N のすべ
ての並び替え (permutation)  に対して,
X
i2N
y(i) = y ( B のノルムで収束 )が成立することである。
5
2 連続ウェーブレット変換に対する古典的な逆変換公式
この章では, アドミッシビリティ・コンディションを課した, 古典的な連続ウェーブレット変換の逆変
換公式について振り返る。この章は, 文献 [2] の 2 章を参照。さらに, 2.3 節は, 文献 [8], [9] を参照。
この章では, 常に  は L2(R) に属する関数であると仮定する。
2.1 1次元のウェーブレット変換に対する逆変換公式
f 2 L2(R) に対して, 関数 f のウェーブレット変換を,
W f(a; b) =
Z
R
f(x) a;b(x)dx
と定義する。ここで, a; b 2 R, a 6= 0 であり,
 a;b(x) =
1
jaj 
x  b
a

; x 2 R
とする。すべての a; b に対して, k a;bk = k k であるように正規化が行われていて, k k = 1 と仮定
する。
jW f(a; b)j  kfk
であることに注意する。
アドミッシビリティ・コンディション (admissibility condition) とは, 関数  が次の条件を満たす
ことである。
C ;1 :=
Z
R
j ^()j2
jj d < 1:
このとき関数 f は次のような単位の分解により, そのウェーブレット変換から再構成することができる。
命題 2.1.1
すべての f; g 2 L2(R) に対して,Z
R
Z
R
W f(a; b)W g(a; b)
dadb
jaj = C ;1hf; gi (2:1:2)
が成り立つ。
(証明)
プランシュレルの定理より, Z
R
Z
R
W f(a; b)W g(a; b)
dadb
jaj
= (2) 1
Z
R
Z
R
Z
R
f^()e ib ^(a)d


Z
R
g^(0)eib
0
 ^(a0)d0

dadb
jaj :
6
Fa() = f^() ^(a); Ga() = g^() ^(a) とおくと, フーリエ変換のユニタリ性とフビニの定理より,Z
R
Z
R
1
jaj W f(a; b)W g(a; b) dadb = (2)
 1
Z
R
Z
R
1
jaj
cFa(b)cGa(b) dadb
=
Z
R
da
jaj
Z
R
Fa()Ga() d
=
Z
R
da
jaj
Z
R
f^()g^()j ^(a)j2 d
=
Z
R
f^()g^() d
Z
R
1
jaj j ^(a)j
2 da
=
Z
R
f^()g^() d
Z
R
1
jyj j ^(y)j
2 dy
= C ;1hf; gi:
命題 2.1.1 より,もし C ;1 が有限でなければ (2:1:2) の単位分解が得られないので, アドミッシビリ
ティ・コンディションが必要であることがわかる。
アドミッシビリティ・コンディションの役目を考える。
もし,  2 L1(R) であるならば,  ^ は連続であり, アドミッシビリティ・コンディションは  ^(0) = 0
すなわち, Z
R
 (x) dx = 0
のときのみ満たされる。一方, もし
Z
R
 (x) dx = 0 で, さらに  の積分可能性よりもやや強い条件, す
なわちある  > 0 に対して, Z
R
(1 + jxj)j (x)j dx <1
が満たされていれば,  = min(; 1) として,
j ^()j  Cjj
であり, アドミッシビリティ・コンディションを満たす。
命題 2.1.1 より, すべての f 2 L2(R) に対し, 1 次元のウェーブレットの逆変換公式
f(x) = C 1 ;1
Z
R
Z
R
W f(a; b) 
a;b(x)
dadb
jaj
が従う。
再構成の際に分解で用いたものとは異なる関数を導入することにより, もう一つの重要な変形が得ら
れる。具体的には,  1;  2 が Z
R
jj 1j ^1()jj ^2()j d <1 (2:1:3)
を満たすならば, 命題 2.1.1 の証明と同様の議論より,Z
R
da
jaj
Z
R
hf;  a;b1 ih a;b2 ; gi db = C 1; 2hf; gi (2:1:4)
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が得られる。ここで,
C 1; 2 =
Z
R
jj 1 ^1()  ^2() d
である。もし, C 1; 2 6= 0 ならば, (2:1:4) は,
f(x) = C 1 1; 2
Z
R
da
jaj
Z
R
hf;  a;b1 i a;b2 (x) db (2:1:5)
と書き直せる。
 1;  2 は必ずしも両方ともアドミッシビリティ・コンディションを満たす必要はない。一方は滑らか
ではないが, 他方が滑らかという組み合わせでもよい。つまり,  ! 0 としたとき,  ^1() = O() なら
ば,  ^2(0) 6= 0 であってもよい。Holschneider and Tchamitchian (1990) は,  1 と  2 を選ぶときの自
由度を利用してある非常に興味深い結果を示している。
例えば supp  2  [ R;R] となるコンパクトな台を持つように  2 を選ぶ。このとき, 点 x では,
jb  xj  jajR を満たす hf;  a;b1 i だけが再構成公式 (2:1:5) での f(x) に影響を与える。
そこで, この集合
f(a; b); jb  xj  jajRg
は, xに関する  2 の影響円錐 (cone of inuence)とも呼ばれている。Holschneider and Tchamitchian
(1990) は f に緩やかな条件を課すことにより, (2:1:5) が L2 の意味で成り立つと同時に, 各点ごとで
も成り立つことを示した。
命題 2.1.6
 1;  2 2 L1(R) とし,  2 は微分可能で  02 2 L2(R) とする。また x 2 2 L1(R) で  ^1(0) = 0 =
 ^2(0) とする。このとき, f 2 L2(R) が有界ならば, (2:1:5) は f が連続であるすべての点 x で各点ご
とに成立する。すなわち,
f(x) = C 1 1 2 limA1!0;A2!1
Z
A1jajA2
da
jaj
Z
R
hf;  a;b1 i a;b2 (x) db:
2.2 数学的ズームとしての連続ウェーブレット変換
この節の内容はすべて Holschneider and Tchamitchian (1990) によるものである。
定理 2.2.1R
R(1 + jxj)j (x)j dx <1 で  ^(0) = 0 とする。もし有界関数 f が指数  (0 <   1) のヘルダー
連続であるならば, すなわち
jf(x)  f(y)j  Cjx  yj
ならば, そのウェーブレット変換は,
jW (a; b)j = jhf;  a;bij  C 0 jaj
を満たす。
（証明）Z
R
 (x) dx = 0 より,
h a;b; fi =
Z
R
jaj 1 
x  b
a

[f(x)  f(b)] dx:
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f がヘルダー連続であることから,
jh a;b; fij 
Z
R
jaj 1
 x  b
a
Cjx  bj dx
 Cjaj
Z
R
j (y)jjyj dy
 C 0 jaj:
次が逆の定理である。
定理 2.2.2
 がコンパクトな台を持つとする。さらに f 2 L2(R) は有界で連続とする。もし, ある  2 ]0; 1[ に
対して, f のウェーブレット変換が
jhf;  a;bij  Cjaj (2:2:3)
を満たすならば, f は指数  のヘルダー連続である。
(証明)
 2 はコンパクトな台を持ち, 連続微分可能でZ
R
 2(x) dx = 0
とする。また,  2 を C ; 2 = 1 となるように正規化する。このとき, 命題 2.1.6 より,
f(x) =
Z
R
da
jaj
Z
R
hf;  a;bi a;b2 (x) db
が成り立つ。この積分を a に関して, jaj  1 と jaj  1 で 2 つの項に分け, それぞれの項を fSS(x),
fLS(x) とおく。
FLS に着目する。
jfLS(x)j 
Z
jaj1
da
jaj
Z
R
j a;b2 (x)j kfkL2k kL2db
 C
Z
jaj1
da
jaj
Z
R
1
jaj
 2x  b
a
 db
 Ck 2kL1
Z
jaj1
jaj 1 da <1
より, fLS は x について一様に有界である。j 2(z+ t)  2(z)j  Cjtj であり, ある R <1 に対して,
supp  , supp  2  [ R;R] であるから, jhj  1 として,
jfLS(x+ h)  fLS(x)j 
Z
jaj1
da
jaj3
Z
R
db
Z
R
jf(y)j 
 y   b
a
 2x+ h  b
a

   2
x  b
a
 dy
 Cjhj
Z
jaj1
da
a4
ZZ
jx bjjajR+1; jy bjjajR
jf(y)j dy db
 Cjhj
Z
jaj1
da
jaj3
Z
jy xj2jajR+1
jf(y)j dy
 Cjhj kfkL2
Z
jaj1
jaj 3(4jajR+ 2) 12 da  Cjhj:
この不等式はすべての jhj  1 で成立するから, fLS の一様有界性より, すべての h に対して x で一
様に
jfLS(x+ h)  fLS(x)j  Cjhj
9
である。FLS は常に滑らかであり, この評価には (2:2:3) は使われていないことに注意する。
(2:2:3) を用いると,
jfSS(x)j  C
Z
jaj1
da
jaj
Z
R
jajjaj 1
 2x  b
a
 db
 Ck 2kL1
Z
jaj1
jaj 1+ da <1
より, fSS も一様に有界であることが分かり, fLS と同様の議論により,
jfSS(x+ h)  fSS(x)j  C jhj
が成り立つことがわかる。したがって, f は指数  のヘルダー連続である。
定理 2.2.1 と 2.2.2 より関数のヘルダー連続性は, その関数のウェーブレット変換の絶対値の a に関
する減衰により特徴づけられることがわかる。
定理 2.2.4R
R(1 + jxj)j (x)j dx <1 で
R
R  (x) dx = 0 とする。もし有界な関数 f が x0 で指数  2 ]0; 1] の
ヘルダー連続, すなわち,
jf(x0 + h)  f(x0)j  Cjhj
であるならば,
jhf;  a;x0+bij  C(jaj + jbj)
が成り立つ。
(証明)
平行移動することにより, x0 = 0 と仮定することができる。
Z
R
 (x) dx = 0 であるから,
jhf;  a;bij 
Z
R
jf(x)  f(0)j jaj 1
 x  b
a
 dx
 C
Z
R
jxjjaj 1
 x  b
a
 dx
 C jaj
Z
R
y + b
a
j (y)j dy
 C(jaj + jbj):
定理 2.2.5
 はコンパクトサポートを持つとする。また, f 2 L2(R) は有界で連続とする。このとき, ある  > 0
と  2 ]0; 1[ に対して, b で一様に,
jhf;  a;bij  Cjaj ;
が成り立ち, かつ
jhf;  a;b+x0ij  C

jaj + jbj

j log jbjj

ならば, f は x0 で指数  のヘルダー連続である。
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2.3 多次元の連続ウェーブレット変換に対する逆変換公式
この節では, n は常に 2 以上の整数であるとする。
関数  2 L2(Rn) と a 2 R; a 6= 0;  2 SO(n); b 2 Rn に対して,
 a;;b(x) = jaj n (a 1(x  b)); x 2 Rn
とおく。ここで, SO(n) は n 次特殊直交群を表す。
f 2 L2(Rn) に対して, Murenzi によって定義された多次元ウェーブレット変換（文献 [2] の 2.6節,
文献 [9] を参照）を
W f(a; ; b) =
Z
Rn
f(x)  a;;b (x) dx
と定義する。Murenzi のアドミッシビリティ・コンディションは以下の通りである。
C ;n :=
Z
R
Z
SO(n)
j ^(ae)j2d dajaj <1:
ここで, e は Rn の任意の単位ベクトルを表し, d は SO(n) 上のハール測度である。また,  ^ は  の
n 次元フーリエ変換
 ^() =
Z
Rn
 (x)e ix dx
を表す。C ;n は e の取り方によらない。
f 2 L2(Rn) に対して, アドミッシビリティ・コンディションを課した多次元のウェーブレット変換
の逆変換公式は次のようになる。
f(x) = C 1 ;n
Z
Rn
Z
SO(n)
Z
R
W f(a; ; b) a;;b(x)
daddb
jaj :
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3 連続ウェーブレット変換に対する新たな逆変換公式
アドミッシビリティ・コンディションを満たさない場合 (C ;1 が有限でない場合 ) でも有効であるよ
うな 1次元のウェーブレットの逆変換公式が, 2014年に Lebedeva と Postnikov によって与えられた。
3.1 新たな 1次元の逆変換公式 (Lebedeva and Postnikov)
2014年に Lebedeva と Postnikov によって与えられた, 次の１次元の逆変換公式は C ;1 = 1 の場
合に対してでも有効なものである（文献 [6] を参照）。
定理 3.1.1 (Lebedeva and Postnikov)
f;  ;  ^() 2 L2(R) とし, f^ ;  ^ 2 L1(R) とする。supp f^  R+ を満たす函数 f に対して,
 i
Z
R
@
@b
W f(a; b) da =  (0)f(b)
が成り立つ。
(証明)
ウェーブレット変換の定義とプランシュレルの定義より,
W f(a; b) =
1
2
Z
R
f^(!) ^(a!)ei!b d!:
f^ ,  ^() 2 L2(R) より a 2 R を固定するごとに,
Z
R
f^(!) ^(a!) ! d!  Z
R
jf^(!)j2 d!
 1
2
Z
R
j ^(a!)j2j!j2 d!
 1
2
 C f^
L2
! ^(!)
L2
<1
が成り立つから,
 i @
@b
W f(a; b) =
1
2
Z
R
f^(!) ^(a!) !ei!b d!
は定義できる。f^ ;  ^ 2 L1(R) より,Z
R
d!
Z
R
f^(!) ^(a!)! da = Z
R
jf^(!)jd!
Z
R
j ^()j d <1
であるから, フビニの定理とフーリエの逆変換公式, supp f^  R+ より,
 i
Z
R
@
@b
W f(a; b) da =
1
2
Z
R
f^(!)ei!bd!
Z
R
 ^(a!) ! da
=
1
2
Z
R
f^(!)ei!bd!
Z
R
 ^() d
=
 (0)
2
Z
R
f^(!)ei!bd!
=  (0)f(b):
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3.2 新たな多次元の逆変換公式 (Moritoh and Takemoto)
定理 3.2.1 は, 定理 3.1.1 (Lebedeva and Postnikov) の多次元版であり, 本論文でのオリジナリティ
である（文献 [8] を参照）。極座標表示を与えたり, 離散化を与えるという仕事はまだ残っている。し
かし, フーリエの逆変換公式, 回転群, 擬微分作用素, ラドン変換などが融合することで, Lebedeva と
Postnikov による新たな逆変換公式が素直に多次元へと拡張された定理である。
定理 3.2.1 (Moritoh and Takemoto)
f;  ; jj ^() 2 L2(Rn) とし, f; f^ 2 L1(Rn) とする。任意の単位ベクトル e 2 Rn に対し,Z
R
Z
SO(n)
j ^(ae)j dda <1 (3:2:2)
であるとする。任意の単位ベクトル e に対し,
C :=
Z
R
Z
SO(n)
 ^(ae) dda
とおく。C 6= 0 ならば, ほとんどすべての b 2 Rn に対し,
f(b) = C 1 
Z
R
Z
SO(n)
p
 b W f(a; ; b) dda
が成り立つ。さらに,  2 L1(Rn) とし, 関数 D (p) を
D (p) := 2
Z
xe=p
Z
SO(n)
 (x) dd; p 2 R
と定義する。ここで, p = 0 で D (p) は連続であり, d は超平面 fx 2 Rnjx  e = pg 上のルベーグ測
度であるとする。このとき, C = D (0) が成り立つ。
注意. 条件 (3:2:2) と D (p) の値は, e の選び方によらない。また, 条件 (3:2:2) は  ^ 2 L1(Rn) で
あるという条件に置き換えることはできない。
(証明)
プランシュレルの定理より,
W f(a; ; b) =
Z
Rn
f(x)  a;;b(x) dx
=
Z
Rn
f(x)jaj n  (a 1(x  b)) dx
= (2) n
Z
Rn
f^() ^(a) eib d:
ここで, 最後の項は,Z
Rn
jaj n (a 1(x  b)) e ix dx =
Z
Rn
 (y)e i(b+a
 1y) dy
= e ib
Z
Rn
 (y)e ia
 1y dy
= e ib
Z
Rn
 (y)e iay dy
= e ib ^(a)
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となることより従う。f 2 L2(Rn), jj ^() 2 L2(Rn) より, a 2 R を固定させるごとに,Z
Rn
f^() ^(a)jj d  Z
Rn
jf^()j2 d
1=2Z
Rn
j ^(a)j2 d
1=2
<1
となる。よって擬微分作用素p
 b W f(a; ; b) = (2) n
Z
Rn
f^() ^(a)jjeib d
は定義できる。仮定より, f^ 2 L1(Rn) であり, 任意の単位ベクトル e 2 Rn に対し,Z
R
Z
SO(n)
j ^(ae)j dda <1
が成り立つから, 変数変換 a0 = jja を行うと,Z
Rn
d
Z
R
Z
SO(n)
f^() ^(a) dda
=
Z
Rn
jf^()jd
Z
R
Z
SO(n)
 ^a0 jj
 dda0 <1
となる。ここで, 積分
R R    dda0 は  によらないことに注意する。
仮定より, f; f^ 2 L1(Rn) であるから, フビニの定理を使うと, ほとんどすべての b 2 Rn に対し,Z
R
Z
SO(n)
p
 b W (a; ; b) dda
= (2) n
Z
Rn
f^()eib d
Z
R
Z
SO(n)
 ^(a)jj dda
= f(b)
Z
R
Z
SO(n)
 ^(ae) dda = C f(b):
ここで, e は単位ベクトルである。
最後に C = D (0) であることを示す。	(x) :=
R
SO(n)
 (x) d (jxjのみに依存する) とおくと,
C =
Z
R
	^(ae) da; D (p) = 2
Z
xe=p
	(x) d
となる。次の (A), (B), (C), (D) を示すことができれば, 証明は完成する。
(A) a 2 R で 	^(ae) 2 L1(R) である。
(B) p 2 R で D (p) 2 L1(R) である。
(C)
Z
R
D (p) e
 ipa dp = 2	^(ae):
(D)
Z
R
	^(ae)da = D (0):
(A)の証明 : (3:2:2) より,Z
R
j	^(ae)j da =
Z
R
Z
SO(n)
 ^(ae)d
 da  Z
R
Z
SO(n)
j ^(ae)jdda <1
が成り立つ。
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(B)の証明 :  2 L1(Rn) であったから,Z
R
jD (p)j dp  2
Z
R
Z
xe=p
Z
SO(n)
j (x)j dddp
= 2
Z
SO(n)
Z
Rn
j (x)j dxd = 2
Z
Rn
j (x)j dx


Z
SO(n)
1 d

<1
が成り立つ。
(C) の証明 : ラドン変換に関するプロジェクション・スライスの定理 (projection-slice theorem)
より, Z
R
Z
xe=p
	(x) d

e ipa dp = 	^(ae):
(D)の証明 : (A),(B),(C)と D (p) の p = 0 での連続性より, 原点での逆変換公式が得られる。Z
R
	^(ae) da = (2) 1
Z
R
Z
R
D (p) e
 ipa dpda
= (2) 1
Z
R
cD (a) da = D (0):
3.3 クリフォード群 (Cliord group), スピン群 (spin group)による拡張
定理 3.2.1 (Moritoh and Takemoto) の新たな逆変換公式を, スピン群に対して述べた結果が定理
3.3.1である（文献 [7] を参照）。定理 3.3.1 は, 定理 3.2.1 (Moritoh and Takemoto) のクリフォード
版を与えた点にオリジナリティがある。文献 [1] にもクリフォード解析はあるが, 本節の結果は異なる
観点からである。
まず, クリフォード, スピン群に関する定義を記す。（文献 [10] を参照）
(1) A(Rn) は単位元 1 を持つ。
(2) Rn は A(Rn) の部分空間であり, x 2 Rn に対して, x2 =  x  x である。
(3) i1 <    < is, 0  s  n に対して, 2n 個の元 ei1 : : : eis は A(Rn) の基底をなす。(s = 0 のとき,
積は 1であると仮定する )
これらの 3つ性質を満たす A(Rn) をクリフォード代数 (Cliord algebra) という。
このとき, すべての x; y 2 Rn に対して, 等式
xy + yx =  2x  y
が成り立つ。特に, e2i =  1, eiej =  ejei (i 6= j) が成り立つ。
i1 <    < is (s は 0  s  n を満たす偶数 ) に対し, 元 ei1 : : : eis が基底となるような空間を
A+(Rn) と書き, 偶クリフォード代数 (even Cliord algebra) と呼ぶ。可逆元全体を A(Rn) と
書く。
クリフォード群 (Cliord group) G(Rn), 偶クリフォード群 (even Cliord group) G+(Rn)
をそれぞれ,
G(Rn) = f 2 A(Rn)j Rn 1 = Rng; G+(Rn) = G(Rn) \A+(Rn)
と定義する。また,  2 G(Rn), x 2 Rn に対して, x による作用 () を
()(x) := x 1 2 Rn
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と定義する。 は G(Rn) から正規直交群 O(n) への準同型写像である。
A(Rn) の標準的な対合 (canonical involution) を
(ei1 : : : eis)
 = eis : : : ei1
と定義する。 2 G+(Rn) に対して,  2 R となり,  を (a) と書く。
スピン群 (spin group) G1(Rn) を
G1(Rn) = f 2 G+(Rn) j (a) = 1g
と定義する。SO(n) を Rn の特殊直交群とすると, 写像  : G1(Rn) ! SO(n) は二重被覆 (two-fold
covering) である。n  3 のとき, G1(Rn) は単連結である。
 2 L2(R); a 2 R, a 6= 0,  2 G1(Rn), b 2 Rn に対し,
 a;;b(x) =
1
jajn 
1
a
(x  b) 1

; x 2 Rn
とおく。f 2 L2(Rn) のウェーブレット変換を
W f(a; ; b) =
Z
Rn
f(x) a;;b(x) dx
と定義する。回転をスピン群に置き換えた場合のアドミッシビリティーコンディションは以下の通りで
ある。
D ;n =
Z
Rn
Z
G1(Rn)
j ^(ae 1)j2 ddajaj <1:
ここで e は Rn の単位ベクトルであり, d を G1(Rn) のハール測度とする。D ;n の値は e のとり方
によらない。
f 2 L2(Rn) に対して, このようなウェーブレット変換に対する, アドミッシビリティコンディション
を課した逆変換公式は, 以下の通りである。
f(x) = D 1 ;n
Z
Rn
Z
G1(Rn)
W f(a; ; b) a;;b(x)
daddb
jaj :
次の定理は, 定理 3.2.1 (Moritoh and Takemoto) を拡張した定理であり, 本論文でのオリジナリルな
結果である。
定理 3.3.1
f;  ; jj ^() 2 L2(Rn) とし, f; f^ 2 L1(Rn) とする。任意の単位ベクトル e 2 Rn に対し,Z
R
Z
G1(Rn)
j ^(a e 1)j dda <1
が成り立つとする。単位ベクトル e に対し,
A :=
Z
R
Z
G1(Rn)
 ^(a e 1) dda
とおく。A 6= 0 のとき, ほとんどすべての b 2 Rn に対して,
f(b) = A 1 
Z
R
Z
G1(Rn)
p
 b W f(a; ; b) dda
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が成り立つ。さらに,  2 L1(Rn) とすると, 関数 B (p) は p = 0 で連続で,
B (p) := 2
Z
xe=p
Z
G1(Rn)
 (x 1) dd; p 2 R
と定義する。ここで d は超平面 fx 2 Rnjx  e = pg 上のルベーグ測度であるとする。 このとき,
A = B (0) が成り立つ。
注意. この定理は, 定理 3.2.1 (Moritoh and Takemoto) と同様の方法で示される。
3.4 ストックウェル変換 (Stockwell transform)による拡張
ストックウェル変換 (Stockwell transform) は, ガボール変換とウェーブレット変換のメリットを合
わせたものである。ストックウェル変換にもアドミッシビリティ・コンディションを課した逆変換公式
（定理 3.4.1）が存在する。この節で登場する, ガボール, ストックウェル変換に関する事項および定理
3.4.1 は文献 [3] を参照。定理 3.4.2 は, 定理 3:1:1 (Lebedeva and Postnikov) のストックウェル変換
版を与えた点にオリジナリティがある。
この節を通して,  2 L1(R) \ L2(R) であるとする。
f 2 L2(R), b;  2 R に対して, ガボール変換を
(G f)(b; ) =
Z
R
e ixf(x)  (x  b) dx
と定義する。
また f 2 L2(R), b;  2 R に対して, ストックウェル変換 (Stockwell transform) を
(S f)(b; ) = jj
Z
R
e ixf(x)  
 
(x  b) dx
と定義する。
次の定理は, アドミッシビリティ・コンディションを課した, ストックウェル変換の逆変換公式であ
る。ここでのアドミッシビリティ・コンディションは,
E ;1 =
Z
R
j ^(   1)j2
jj d <1
である。
定理 3.4.1
 2 L2(R) において, k kL2(R) = 1 が成り立つとする。また,
E ;1 =
Z
R
j ^(   1)j2
jj d <1
を満たすとする。このとき, すべての f; g 2 L2(R) に対し,Z
R
(S f)(b; ) (S g)(b; )
dbd
jj = E ;1hf; gi
が成り立つ。
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次の定理は, 定理 3:2:1 (Lebedeva and Postnikov) のストックウェル変換版であり, この論文での
オリジナリティな結果である。
定理 3.4.2
f;  ;  ^() 2 L2(R) とし, f^ ;  ^ 2 L1(R) とする。supp f^  R+ を満たす函数 f に対して次が成立
する。
 i
Z
R
 2eib
 @
@b
+ i

(S f)(b; ) d =  (0)f(b)
(証明)
 b; = jjeix 
 
(x  b) とおくと,
(S f)(b; ) = hf;  b;i
と書ける。プランシュレルの定理より,
(S f)(b; ) = (2)
 1
Z
R
f^(!)d b;(!) d! = (2) 1 Z
R
ei(! )bf^(!)  ^(
!   

) d!
ここで最後の項は,
d b;(!) = Z
R
jjeix  (x  b)e i!x dx
=
Z
R
ei
 
x0
 +b

 (x0)e i!
 
x0
 +b

dx0
= e i(! )b
Z
R
 (x0)e i
 
! 


x0 dx0
= e i(! )b  ^
!   


より従う。a 2 R を固定するごとに, f ,  ,  ^() 2 L2(R) より,
Z
R
f^(!) ^!   


(!   )
 d!  Z
R
jf^(!)j2 d!
 1
2
 Z
R
 ^!   

2j!   j2 d!! 12
 f^
L2(R)
(Z
R
 ^!   

2j!j2 d! + Z
R
 ^!   

2jj2 d!) 12
 Cf^
L2(R)

k! ^(!)kL2(R) + k ^kL2(R)

<1
が成り立つ。ここで, 最後の項は,
(x+ y)r  xr + yr (0 < r  1)
を使った。よって,
@
@b
(S f)(b; ) =
i
2
Z
R
f^(!)  ^
!   


(!   ) ei(! )b d!
は定義できる。f^ ;  ^ 2 L1(R) より,Z
R
d!
Z
R
f^(!) ^!   


! 2
 d = Z
R
jf^(!)jd!
Z
R
 ^!   1! 2
 d
=
Z
R
jf^(!)jd!
Z
R
 ^(0) d0 <1
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であるから, フビニの定理と supp f^  R+ より,
 i
Z
R
 2eib
 @
@b
+ i

(S f)(b; ) d = (2)
 1
Z
R
! 2
Z
R
f^(!) ^
!   


eib! d! d
= (2) 1
Z
R
f^(!)eib! d!
Z
R
! 2 ^
!   


d
= f(b)
Z
R
 ^(0) d0
=  (0)f(b):
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4 ウェーブレットによる関数空間の特徴づけ
この章での目標は, 様々な関数空間に対して, ウェーブレットを用いた特徴づけを考えることである。
この章には著者のオリジナリティはなく, 文献 [5] の第 6 章を参考にしている。
関数 f 2 L2(R) において, f^ の台が有界な区間に含まれるとき, f は 帯域制限 であるという。
4.1 リトルウッド‐ペーリーの理論
三角関数系 feikx : k 2 Zg は L2(T; dx2 ) の正規直交基底である。ゆえに, f が L2(T; dx2 ) に属するた
めの必要十分条件は, f のフーリエ係数
ck =
Z
T
f(x)e ikx
dx
2
; k 2 Z
が
P
k2Z jckj2 <1 を満たすことである。このとき,
kfkL2(T; dx2 ) =
X
k2Z
jckj2
 1
2
(4:1:1)
が成り立つ。一般のヒルベルト空間における正規直交基底についても成り立つ。(4:1:1) は, フーリ
エ係数のみに依存する L2(T) に属する関数の特徴づけを与えている。しかし, 系 feikx : k 2 Zg は,
Lp(T) (1 < p < 1) の基底ではあるが, 無条件基底ではなかったため, p 6= 2 のとき, f 2 Lp(T) に対
しては同様の特徴づけを得ることはできない。
N  0 のとき, f の 2 進部分和
(N+1f)(x) =
X
2Njkj<2N+1
cke
ikx
と 0 = c0 を考える。リトルウッドとペーリーは, 1 < p < 1 のとき, 正の定数 A と B (p に依存す
る ) が存在して,
AkfkLp(T) 

 1X
N=0
jNf j2
 1
2

Lp(T)
 BkfkLp(T) (4:1:2)
が成り立つことを示した。このように, リトルウッド‐ペーリーの定理の重要な特徴は, フーリエ係数
を 2 進区画ごとに和をとった後, 総和をとった Nf により, 空間 Lp(T) (1 < p < 1) を特徴づける
ことである。(4:1:2) の第 2 項目に現れる関数
d(f)(x) =
 1X
N=0
jNf(x)j2
 1
2
はリトルウッド‐ペーリーの関数 (Littlewood-Paley function)と呼ばれている。1 < p <1 のと
き, f 2 Lp(T) ならば, d(f) 2 Lp(T) であり, 逆に d(f) 2 Lp(T) ならば f 2 Lp(T) も成り立つ。
フーリエ級数の部分和のとり方を変えることもできる。フーリエ級数のアーベル平均 (Abel mean)
をとるならば, 上述の結果の級数和は積分和となる。例えば, リトルウッド - ペーリーの G 関数
(Littlewood-Paley G-function) は次のように定義される。
G(f)(x) =
 Z 1
0
(1  r)
f  dPrdr (x)
2dr
! 1
2
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ここで, Pr(x) は単位円板のポアソン核 (Poisson kernel)
Pr(x) =
1  r2
1  2r cosx+ r2 (0  r < 1)
である。
R に関するリトルウッド - ペーリーの G 関数もある。それは, 上半平面 R2+ = f(x; t) 2 R2; t > 0g
のポアソン核
Pt(x) =
1

t
x2 + t2
(t > 0; x 2 R)
を必要とする。この場合, リトルウッド - ペーリーの G 関数は,
G(f)(x) =
 Z 1
0
t@Pt@t  f(x)
2 dtt
! 1
2
(4:1:3)
で定義される。これにより, Lp(R) (1 < p < 1) に属する関数 f の特徴づけが出来る。つまり,
1 < p < 1 のとき, f 2 Lp(R) と G(f) 2 Lp(R) が同値であることを意味するから, 正の定数 Ap と
Bp が存在して,
ApkfkLp(R)  kG(f)kLp(R)  BpkfkLp(R)
が成り立つ。ここで, '(x) =
1

x2   1
(x2 + 1)2
; 't(x) =
1
t
'
x
t

とおくと,
t
@
@t
Pt(x) = 't(x)
が成り立つから (4:1:3) 式は,
G(f)(x) =
Z 1
0
j('t  f)j2 dt
t
 1
2
と書き直される。
[G(f)(x)]2 =
Z 1
0
j('t  f)(x)j2 dt
t
=
X
k2Z
Z 2 k+1
2 k
j't  f(x)j2 dt
t

X
k2Z
j'2 k  f(x)j2
Z 2 k+1
2 k
dt
t
= C
X
k2Z
j'2 k  f(x)j2:
以下では, 離散形のリトルウッド - ペーリーの関数を使うことにする。その定義は,
g(f)(x) =
 X
k2Z
'2 k  f(x)
2! 12
である。' を適切な関数に選ぶとき, この関数を用いて, 空間 Lp(R) (1 < p < 1) の特徴づけを考
える。
定理 4.1.4
' を R 上の可積分関数で,
'^(0) =
Z
R
'(x)dx = 0
とする。さらに,  > 0 があって,
j'(x)j  C 1
(1 + jxj)1+ x 2 R;
Z
R
j'(x+ h)  '(x)jdx  Cjhj h 2 R
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が成り立つとする。このとき, Lp(R) (1 < p <1) 上の作用素
g(f)(x) =
X
j2Z
j'2 j  f(x)j2
 1
2
; G(f)(x) =
Z 1
0
j't  f(x)j2 dt
t
 1
2
は有界である。また, これは H1(R) から L1(R) への作用素としても有界である。
定理 4.1.4 には, ベクトル値関数がさりげなく登場している。実際 g(f) は x における関数値が数列
(T'f)(x)  f'2 j  f(x) : j 2 Zg
であるベクトル値関数の l2(Z) ノルム, つまり,
g(f)(x) =
f'2 j  f(x)gj2Zl2(Z) = (T'f)(x)l2(Z)
である。定理 4.1.4 より, ' が適当な条件を満たすとき,
kg(f)kLp(R)  CkfkLp(R) (1 < p <1) (4:1:5)
が成り立つことがわかる。g(f) による Lp(R) の特徴づけを行うためには, (4:1:5) と逆向きの不等式を
示せばよい。
R 上の関数 ' が R0 クラスの正則性を持つとは, 定数 C0, C1,  > 0,  > 0 が存在して, 次の条件を
' が満たすことである。 8>>>>><>>>>>:
(i)
Z
R
'(x) dx = 0;
(ii) j'(x)j  C0
(1 + jxj)2+ 8x 2 R;
(iii) j'0(x)j  C1
(1 + jxj)1+ 8x 2 R:
(4:1:6)
系 4.1.7
' 2 R0 に対して, X
j2Z
j'^(2j)j2 =M a:e:  2 R (4:1:8)
が成り立つとする。このとき, 0 < Ap  Bp < 1 を満たす定数 Ap と Bp が存在し, すべての
f 2 Lp(R) (1 < p <1) に対して,
ApkfkLp(R)  kg(f)kLp(R)  BpkfkLp(R)
が成り立つ。ここで, g(f) は定理 4.1.4 で定義された関数である。
(証明)
定理 4.1.4 より, 系の結論の右側の不等式は成り立つので, 左側の不等式だけを示せばよい。まず,
'2 j (x) = 2
j'(2jx) より,
['2 j () =
Z
R
2j'(2jx)eixdx = '^(2j)
であることに注意する。等式 (4:1:8) から, プランシュレルの定理とフーリエ変換のたたみこみの性質
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より,
kg(f)k2L2(R) =
Z
R
X
j2Z
j'2 j  f(x)j2dx = 12
X
j2Z
Z
R
j \'2 j  f()j2d
=
1
2
X
j2Z
Z
R
j['2 j ()f^()j2d
=
1
2
X
j2Z
Z
R
j'^(2j)f^()j2d
=
M
2
Z
R
jf^()j2d =Mkfk2L2(R)
となるから, すべての f 2 L2(R) に対して,
kg(f)kL2(R) =
p
MkfkLp(R) (4:1:9)
が成り立つ。この等式 (4:1:9) を使って, (4:1:5) の逆向きの不等式を導く。分極公式を (4:1:9) に適用
し, l2(Z) の内積を h; i で表すと, f 2 Lp(R) \ L2(R) と h 2 Lp0(R) \ L2(R) に対して,
M
Z
R
f(x)h(x) dx
 = Z
R
hT'f(x); T'h(x)i dx
  Z
R
g(f)g(h)(x) dx  kg(f)kLp(R)kg(h)kLp0 (R)
がわかる。ここで, 1 < p <1 において 1p + 1p0 = 1 とする。khkLp0 (R)  1 である h についての上限
をとり, (4:1:5) で p を p0 に置き換えると,
kfkLp(R) = sup
khkp01
Z
R
f(x)h(x) dx
  supkhkp01 1M kg(f)kLp(R)kg(h)kLp0 (R)
 sup
khkp01
1
M
kg(f)kLp(R) CpkhkLp0 (R) 
Cp
M
kg(f)kLp(R):
4.2 最大関数 (maximal function)
関数の特徴づけを行うために, 2種類の最大関数 (maximal function) の評価式が必要となる。この節
では, 関数空間の特徴づけに必要となる道具を整える。R 上のウェーブレットに限って議論している都
合上, 1次元の場合について述べるが, 以下の結果は Rn でも正しい。
R 上の関数 g と実数  > 0 に対して, ペートレの最大関数 (Peetre maximal fuction) を
g(x) = sup
y2R
jg(x  y)j
(1 + jyj) ; x 2 R
と定義する。
補助定理 4.2.1
g 2 L1(R) において, g^ はコンパクトな台を持つとする。このとき任意の実数  > 0 に対し, 定数
c <1 が存在して,
(g0)(x)  c g(x); x 2 R
が成り立つ。
もうひとつの必要となる最大関数は, ハーディーリトルウッドの最大関数 (Hardy-Littlewood
maximal fuction) Mf(x) であり, R 上局所可積分関数 f に対して,
Mf(x) = sup
r>0
1
2r
Z
jy xjr
jf(y)j dy (4:2:2)
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と定義する。M は Lp(R) (1 < p  1) 上の有界作用素であることがよく知られている。
定理 4.2.3
1 < p; q < 1 とする。定数 Cp;q が存在して, 任意の局所可積分関数の列 ffi : i = 1; 2; : : : g に対
して, 
 1X
i=1
(Mfi)q
 1
q

Lp(R)
 Cp;q

 1X
i=1
jfijq
 1
q

Lp(R)
が成り立つ。
２つの最大関数の関係を表したものが, 次の不等式である。
補助定理 4.2.4
 > 0 とする。R 上帯域制限である関数 g が, すべての x 2 R に対して, g(x) <1 であるとする。
このとき定数 C <1 が存在して,
g(x)  C
n
M jgj 1 (x)o; x 2 R
が成り立つ。
(証明)
g は帯域制限であるから, g は R 上微分可能である。つまり, g の各点での値は意味を持つ。x; y 2 R
で 0 <  < 1 とする。z 2 R を j(x  y)  zj <  となるように選ぶ。
両端が x  y と z である区間上において, g に平均値の定理を適用すると,
jg(x  y)j  jg(z)j+  sup
fw:j(x y) wj<g
jg0(w)j
を得る。両辺を ( 1 ) 乗し, z について [x  y   ; x  y + ] 上で積分すると,
2 jg(x  y)j 1 
Z x y+
x y 

jg(z)j+  sup
fw:j(x y) wj<g
jg0(w)j
 1

dz
 ~c
Z x y+
x y 
jg(z)j 1 dz + 2 ~c  1 sup
fw:j(x y) wj<g
jg0(w)j 1
となる。ここで, 最後の項は
(a+ b)s  as + bs (0 < s  1);
(a+ b)s  2s 1(as + bs) (1  s  1)
を使った。よって,
jg(x  y)j 1  ~c
2
Z x y+
x y 
jg(z)j 1 dz + ~c  1 sup
fw:j(x y) wj<g
jg0(w)j 1 (4:2:5)
が成り立つ。区間 [x  y   ; x  y + ] は区間 [x  jyj   ; x+ jyj+ ] に含まれることから,Z x y+
x y 
jg(z)j 1 dz 
Z x+jyj+
x jyj 
jg(z)j 1 dz  2( + jyj)  1
2( + jyj)
Z
jz xj+jyj
jg(z)j 1 dz
 2( + jyj) M(jgj 1 )(x):
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また, (4:2:5) の第 2項目は,
sup
fw:j(x y) wj<g
jg0(w)j 1  sup
fw:jx wj<jyj+g
jg0(w)j 1 = sup
ft:jtj<jyj+g
jg0(x+ t)j 1
 sup
ft:jtj<jyj+g
(1 + jtj)
 jg0(x+ t)j
(1 + jtj)
 1

 (1 + jyj+ ) [(g0)(x)]
1

となる。それぞれの最後の不等式に (4:2:5) に代入すると,
jg(x  y)j 1  ~c  + jyj

M(jgj 1 )(x) + ~c  1 (1 + jyj+ ) [(g0)(x)]
1

 ~c
n1

M(jgj 1 )(x) +  1 [(g0)(x)]
1

o
(1 + jyj+ ):
 < 1 のとき, (1 + jyj+ )  2(1 + jyj) であるから, 両辺を  乗すると,
jg(x  y)j
(1 + jyj)  c
n1

M(jgj 1 )(x) +  1 [(g0)(x)]
1

o
 c
n 1

[M(jgj 1 )(x)] + [(g0)(x)]
o
がわかる。よって,
g(x)  c
n 1

[M(jgj 1 )(x)] + [(g0)(x)]
o
:
c を補助定理 4.2.1 の定数とする。 を cc < 12 となるように十分小さくとると, 補助定理 4.2.1
より,
g(x) 
c

[M(jgj 1 )(x)] + 1
2c
[(g0)(x)] 
c

[M(jgj 1 )(x)] + 1
2
g(x):
g(x) <1 より, 右辺の項を左辺に移すことで, 結論の不等式が得られる。
定理 4.2.6 (プランシュレル‐ポリヤ (Plancherel-Polya)の不等式)
0 < p  1; j 2 Z とする。g 2 S 0 に対して,
supp(g^)  f 2 R : jj  2j+1g
が成り立つとする。このとき, g 2 Lp(R) ならば, 定数 Cp が存在して,X
k2Z
sup
z2Ij;k
jg(z)jp
 1
p
 Cp 2
j
p kgkLp(R)
が成り立つ。ここで, Ij;k = [2 jk; 2 j(k + 1)] とする。
系 4.2.7
R 上で定義された帯域制限関数 g が, g 2 Lp(R) (0 < p  1) ならば, すべての x 2 R に対して,
g(x) <1 である。
(証明)
j を十分大きくとって, supp (g^)  f 2 R : jj  2j+1g として定理 4.2.6 を適用すると,
sup
z2R
jg(z)j 
X
k2Z
sup
z2Ij;k
jg(z)jp
1=p
 Cp 2
j
p kgkLp(R)
が得られる。不等式の両辺を (1 + j  j) でわると, g の定義より, 系の結論が導かれる。
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以上のことから, 帯域制限関数 g が g 2 Lp(R) (1  p  1) であれば, 補助定理 4.2.4 が適用できる
ことがわかる。
補助定理 4.2.8
0 < p  1 とする。帯域制限関数 ' と f 2 S 0 が, すべての j 2 Z について, '2 j  f 2 Lp(R) で
あるとする。このとき, 任意の実数  > 0 に対して, 定数 C が存在して,
('j;f)(x)  CfM(j'2 j  f j
1
 )(x)g; x 2 R
が成り立つ。ここで, 't(x) =
1
t
'
x
t

であり,
('j;f)(x)  sup
y2R
j('2 j  f)(x  y)j
(1 + 2j jyj)
であるとする。
(証明)
g(x) = ('2 j f)(2 jx) とする。仮定より g は Lp(R) に属するので, 系 4.2.7 より, すべての x 2 R
に対して g(x) < 1 である。('2 j )^() = '^(2 j) であり, ' は帯域制限であるから, g も帯域制限
関数である。補助定理 4.2.4 より,
g(t)  C
n
M jgj 1 (t)o; t 2 R (4:2:9)
となる。一方,
g(t) = sup
y2R
j('2 j  f)(2 jt  2 jy)j
(1 + jyj) = supz2R
j('2 j  f)(2 jt  z)j
(1 + 2j jzj) = ('

j;f)(2
 jt)
であり, 2 jy = z として積分変換をすると,
M(jgj 1 )(t) = sup
r>0
1
2r
Z t+r
t r
('2 j  f)(2 jy) 1 dy
= sup
r>0
2j
2r
Z 2 jt+2 jr
2 jt 2 jr
('2 j  f)(z) 1 dz
=M j'2 j  f j 1 (2 jt)
がわかる。上の 2つの等式を (4:2:9) に代入し, x = 2 jt と置きなおせば, 補助定理の結論を得る。
補助定理 4.2.10
 > 0 として, x 2 R に依存しない定数 C1 と C2 が存在して, 関数 g と h が,
(a) jg(x)j  C1
(1 + jxj)1+ 8x 2 R; (b) jh(x)j 
C2
(1 + jxj)1+ 8x 2 R:
を満たすとする。このとき, 定数 C が存在して, すべての j; k;m 2 Z と l  j (l 2 Z), すべての x 2 R
に対して,
j(gj;k  hl;m)(x)j  C 2
1
2 (j l)
(1 + 2j jx  2 jk   2 lmj)1+
が成り立つ。
補助定理 4.2.11
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r   > 0, N 2 Z+ であるとする。x 2 R に依存しない定数 Cn;1 (0  n  N + 1)と C2 が存在し
て, 関数 g と h が次の条件を満たすとする。
(a)
dmg
dxn
(x)
  Cn;1
(1 + jxj)1+ ; 8x 2 R (0  n  N + 1)
(b)
Z
R
xnh(x) dx = 0; 0  8n  N
(c) jh(x)j  C2
(1 + jxj)2+N+r : 8x 2 R
このとき, 定数 C が存在して, すべての j; k; l;m 2 Z と j  l (l 2 Z), すべての x 2 R に対して,
j(gj;k  hl;m)(x)j  C 2
(j l)( 12+N+1)
(1 + 2j jx  2 jk   2 lmj)1+
が成り立つ。
補助定理 4.2.12
 > 0, 1  r < 1 +  とすると, ある定数 C が存在して, すべての複素数列 fsl;m : l;m 2 Zg とすべ
ての x 2 Ij;k (j; k 2 Z) に対して,
(a) l  j ならば,
X
m2Z
jsl;mj
(1 + 2lj2 jk   2 lmj)1+  C
"
M
X
m2Z
jsl;mj
1
rIl;m

(x)
#r
;
(b) l  j ならば,
X
m2Z
jsl;mj
(1 + 2j j2 lm  2 jkj)1+  C 2
(l j)r
"
M
X
m2Z
jsl;mj
1
rIl;m

(x)
#r
:
が成り立つ。ただし, M は (4:2:2) で定義されるハーディーリトルウッドの最大関数とする。
4.3 ルベーグ空間 Lp(R) (1 < p <1)
すでに 4.1 節では, 離散形のリトルウッド - ペーリーの g 関数の表現を用いたルベーグ空間
Lp(R) (1 < p <1)の特徴づけが得られている。この節での目標は, ルベーグ空間 Lp(R) (1 < p <1)
のウェーブレットを用いた特徴づけを考えることである。
定理 4.3.1
' 2 R0 を帯域制限関数とする。1 < p <1 のとき, すべての実数   1 とすべての f 2 Lp(R) に
対して, 定数 Ap; <1 が存在して,
X
j2Z
j'j;f j2
 1
2

Lp(R)
 Ap;kfkLp(R)
が成り立つ。
(証明)
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f 2 Lp(R) (1 < p < 1) とする。'2 j 2 L1(R) であるから, すべての j 2 Z について '2 j  f 2
Lp(R) である。ゆえに補助定理 4.2.8 を適用すると,
X
j2Z
j'j;f j2
 1
2

Lp(R)
 C

X
j2Z
[M(j'2 j  f j
1
 )]2
 1
2

Lp(R)
= C

X
j2Z
[M(j'2 j  f j
1
 )]2
 1
2


Lp(R)
となる。ここで, 最後の項は, kf 12 kLp(R) = kf 12 kLp(R) であることを使った。定理 4.2.3 で, p と q
を, それぞれ p (> 1) と 2 ( 2 > 1) に置き換えて適用すると,
X
j2Z
[M(j'2 j  f j
1
 )]2
 1
2


Lp(R)
 Cp;

X
j2Z
j'2 j  f j
1
 2
 1
2


Lp(R)
= Cp;

X
j2Z
j'2 j  f j2
 1
2

Lp(R)
= Cp; kg(f)kLp(R)  Ap; kfkLp(R)
がわかる。ただし最後の不等式は, 系 4.1.7 より従う。
注意. ' 2 R0 が帯域制限関数であり, さらに定数 M > 0 が存在して, ' がX
j2Z
j'^(2j()j2 =M a:e:  2 R
を満たすと仮定する。  
'j;f

(x) = sup
y2R
j('2 j  f)(x  y)j
(1 + 2j jyj)
であったから, j('2 j  f)(x)j 
 
'j;f

(x) が成り立ち, 系 4.1.7 より,   1 に対して, p と  だけか
ら決まる定数 A と B が存在して,
A kfkLp(R) 
nX
j2Z
j'j;f j2
o1=2
Lp(R)
 B kfkLp(R)
が成り立つ。すなわち, 関数 'j; によって表現される L
p(R) (1 < p <1) の特徴づけが得られる。
定理 4.3.2
 2 R0 を帯域制限関数とする。1 < p < 1 のとき, 定数 C が存在して, すべての f 2 Lp(R) に対
して, nX
j2Z
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)]
o 1
2

Lp(R)
 CkfkLp(R) (4:3:3)
が成り立つ。
(証明)
 2 Lp0(R) であるから, f 2 Lp(R) のとき, 1p0 + 1p = 1 (1  p0; p  1) とすると,
jhf;  j;kij  2j(
1
2  jp0 )k kLp0 (R)kfkLp(R)
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が成り立つので, hf;  j;ki の値に意味がある。また,
jhf;  j;kij = 2
j
2
Z
R
f(x) (2jx  k) dx
 = 2  j2 Z
R
f(x) 2 j (x  2 jk) dx

= 2 
j
2
( e 2 j  f)(2 jk)
 2  j2 sup
y2Ij;k
( e 2 j  f)(y)
となる。ここで, Ij;k = [2 jk; 2 j(k + 1)], e (y) =  ( y) である。各 j 2 Z について,  > 0 である
ならば,
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)](x) 
X
k2Z

sup
y2Ij;k
( e 2 j  f)(y)2Ij;k(x)


sup
jzj2 j
( e 2 j  f)(x  z)2

(
sup
jzj2 j
( e 2 j  f)(x  z)
(1 + 2j jzj)
)2
sup
jzj2 j
(1 + 2j jzj)2
 22[( j;f)(x)]2:
  1 ととると, 定理 4.3.1 より,nX
j2Z
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)]
o 1
2

Lp(R)

2nX
j2Z
j j;f j2
o 1
2

Lp(R)
 CkfkLp(R):
これより, (4:3:3) が示せた。
 が正規直交ウェーブレットであることを仮定するならば, 系 4.1.7 と同様の議論により, (4:3:3) と
逆向きの不等式を導くことが出来る。その不等式が示されれば, ウェーブレット係数によって表現され
る Lp(R) (1 < p <1) の特徴づけが得られる。
以下では次記号を使うことにする。hf;  i が意味を持つ, 関数 f と  の組に対し,
(W f)(x) =
nX
j2Z
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)](x)
o 1
2
と定義する。T を f にベクトル値関数
(T f)(x) =
n
hf;  j;ki2
j
2[2 jk;2 j(k+1)](x) : j 2 Z; k 2 Z
o
;
を対応させる作用素とすると,
(W f)(x) =
q
(T f)(x)  (T f)(x)
であることに注意する。ここで, \  "は l2(Z× Z) の内積を表している。
定理 4.3.4
 2 R0 は帯域制限で, 正規直交ウェーブレットであるとする。1 < p < 1 であるとき, 0 < Ap 
Bp <1 を満たす 2つの定数 Ap と Bp が存在して, すべての f 2 Lp(R) に対して,
ApkfkLp(R)  kW fkLp(R)  BpkfkLp(R)
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が成り立つ。
定理 4.3.4 の問題点は, 帯域制限でないウェーブレットでは, Lp(R) (1 < p < 1) の特徴づけが出来
ないことである。よって, 次の目標は, 帯域制限性の仮定を取り除くことである。
命題 4.3.5
 ;' 2 R0 とすべての j; k;m 2 Z に対して,
(a) l  j (l 2 Z) ならば, 定数 C <1 と  > 0 が存在して,
jh j;k; 'l;mij  2
3
2 (l j)C
(1 + 2lj2 jk   2 lmj)1+ :
(b) l  j (l 2 Z) ならば, 定数 C <1と > 0 が存在して,
jh j;k; 'l;mij  2
3
2 (j l)C
(1 + 2j j2 lm  2 jkj)1+ :
定理 4.3.6
 ;' 2 R0 として, ' は正規直交ウェーブレットとする。1 < p <1 のとき, 定数 0 < Cp <1 が存
在して, すべての f 2 Lp(R) に対して,
kW fkLp(R)  Cp kW'fkLp(R) (4:3:7)
が成り立つ。
(証明)
' は正規直交ウェーブレットであるから,
 j;k(x) =
X
l2Z
X
m2Z
h j;k; 'l;mi'l;m(x)
と展開できる。ここで, 級数は L2(R) の意味で収束する。ゆえに, 超関数の意味でも収束する。このと
き, Ij;k = [2 jk; 2 j(k + 1)] とすると,
(W f)(x) =
nX
j2Z
X
k2Z
jhf;  j;kij2 2jIj;k(x)
o 1
2
=
X
j2Z
X
k2Z
X
l2Z
X
m2Z
hf; 'l;mih j;k; 'l;mi
2 2jIj;k(x) 12
また,
A1(j; k) =
X
lj
X
m2Z
hf; 'l;mih j;k; 'l;mi; A2(j; k) =
X
l>j
X
m2Z
hf; 'l;mih j;k; 'l;mi
とおくと,
(W f)(x) 
nX
j2Z
X
k2Z
jA1(j; k)j2 2jIj;k(x)
o 1
2
+
nX
j2Z
X
k2Z
jA2(j; k)j2 2jIj;k(x)
o 1
2
(4:3:8)
が成り立つ。命題 4.3.5 の (a) を用いて, A1 を評価すると,
jA1(j; k)j 
X
lj
X
m2Z
jhf; 'l;mij 2
3
2 (l j) C
(1 + j2l jk  mj)1+
= C
X
lj
2
3
2 (l j)
(X
m2Z
jhf; 'l;mij
(1 + j2l jk  mj)1+
)
:
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補助定理 4.2.12 の (a) において r = 1 とすると, すべての x 2 Ij;k に対して,
jA1(j; k)j  C
X
lj
2
3
2 (l j)

M
X
m2Z
jhf; 'l;mij Il;m

(x)

が成り立つ。ゆえに, nX
j2Z
X
k2Z
jA1(j; k)j2 2jIj;k
o 1
2

Lp(R)
 C

X
j2Z
h
2
j
2
X
lj
2
3
2 (l j) M
X
m2Z
jhf; 'l;mijIl;m
i2o 12 
Lp(R)
= C

X
j2Z
hX
lj
2l j M
X
m2Z
jhf; 'l;mij2 l2Il;m
i2o 12 
Lp(R)
 C

 1X
j=0
2 j
X
l2Z
h
M
X
m2Z
jhf; 'l;mij2 l2Il;m
i2 12 
Lp(R)
 C

X
l2Z
h
M
X
m2Z
jhf; 'l;mij2 l2Il;m
i2 12 
Lp(R)
ただし, 最後から 2 番目の不等式には, たたみ込みに関するヤングの不等式 (Young's inequality for
convolution) aj	  bl	
l2

X
l
aj l bl
	
j

l2

aj	
l1
bl	
l2
を用いた。この不等式に,
aj =
(
2 j (j  0)
0 (j < 0)
と bl =M
X
m2Z
jhf; 'l;mij2 l2Il;m
 
x

を代入して使った。
ここで, q = 2 として定理 4.2.3 を用いると,nX
j2Z
X
k2Z
jA1(j; k)j2 2jIj;k
o 1
2

Lp(R)
 Cp

X
l2Z
hX
m2Z
jhf; 'l;mij 2 l2Il;m
i2 12 
Lp(R)
= Cp

X
l2Z
X
m2Z
jhf; 'l;mij2 2lIl;m
 1
2

Lp(R)
すなわち, nX
j2Z
X
k2Z
jA1(j; k)j2 2jIj;k
o 1
2

Lp(R)
 Cp kW'fkLp(R) (4:3:9)
が成り立つ。
次に A2 の和を評価する。命題 4.3.5 の (b) と補助定理 4.2.12 の (b) で r = 1 として代入すると,
x 2 Ij;k のとき,
jA2(j; k)j 
X
l>j
X
m2Z
jhf; 'l;mij 2
3
2 (j l) C
(1 + j2j lm  kj)1+
 C
X
l>j
2(l j)  2 32 (j l)
h
M
X
m2Z
jhf; 'l;mijIl;m

(x)
i
 C
X
l>j
2
1
2 (j l)
h
M
X
m2Z
jhf; 'l;mijIl;m

(x)
i
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が得られる。したがって, fIj;k; k 2 Zg が両端を除くと互いに素な 2進区間 (dyadic interval) の集ま
りであることに注意すると, nX
j2Z
X
k2Z
jA2(j; k)j2 2jIj;k
o 1
2

Lp(R)
 C

X
j2Z
hX
l>j
2j lM
X
m2Z
jhf; 'l;mij2 l2Il;m
i2o 12 
Lp(R)
:
P
l>j 2
j l = 1 より, A1 と同様な議論を行うと, A2 の和の評価nX
j2Z
X
k2Z
jA2(j; k)j2 2jIj;k
o 1
2

Lp(R)
 Cp kW'fkLp(R) (4:3:10)
が得られる。不等式 (4:3:8), (4:3:9), (4:3:10) より, (4:3:7)が導かれる。
定理 4.3.6 はとても重要な結果である。' 2 R0 をみたす 1 つのウェーブレット ' において,
Lp(R) (1 < p < 1) 上で kfkLp(R) ' kW'fkLp(R) が成り立つとする。このとき, 定理 4.3.6 より,
ウェーブレット ' と,  2 R0 をみたす全てのウェーブレット  に対し, kW fkLp(R)  kW'fkLp(R)
が成り立つから, kfkLp(R)  kW fkLp(R) が成り立つ。このことは, R0 クラスに属するたった 1つの
ウェーブレットだけで Lp(R) (1 < p < 1) 上での f に関して, kfkLp(R) ' kW'fkLp(R) が確認でき
れば, すべての R0 クラスに属するウェーブレットでもこの同値性が成り立つことを意味する。
定理 4.3.11
 2 R0 は正規直交ウェーブレットであるとする。1 < p < 1 のとき, 定数 Ap と Bp (0 < Ap 
Bp <1) が存在して, すべての f 2 Lp(R) に対して,
ApkfkLp(R)  kW fkLp(R)  BpkfkLp(R)
が成り立つ。
4.4 ハーディー空間 H1(R)
この節では, 前節でのルベーグ空間の特徴づけと類似した, ウェーブレット係数による H1(R) に属す
る関数のの特徴づけを与える。ルベーグ空間と大きく異なる点は, H1(R) 空間は回帰的でないため, 双
対性を用いた議論は使えないことである。このことを補うために必要となってくるのが, H1(R) のアト
ムを用いた特徴づけである。
命題 4.4.1
' は (4:1:6) で定義された関数クラス R0 に属するとする。このとき 0 < A < 1 を満たす定数 A
が存在して, すべての f 2 H1(R) に対して,
kg(f)kL1(R)  AkfkH1(R)
が成り立つ。ここで, g(f) は定理 4.1.4 で定義された関数である。
定理 4.3.1 と類似した H1(R) の結果を証明する。
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命題 4.4.2
' 2 R0 を帯域制限関数とする。このとき実数  > 1 に対して, 0 < A <1 を満たす定数 A が存
在して, すべての f 2 H1(R) に対して,nX
j2Z
j'j;f j2
o 1
2

L1(R)
 AkfkH1(R)
が成り立つ。ここで, 'j; は補助定理 4.2.8 で定義された写像とする。
定理 4.3.2 の Lp(R) (1 < p <1) に対する結果は, H1(R) の場合には, 次のようになる。
命題 4.4.3
 2 R0 を帯域制限関数とする。0 < C < 1 となる定数 C が存在して, すべての f 2 H1(R) に対
して, nX
j2Z
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)]
o 1
2

L1(R)
 CkfkH1(R)
が成り立つ。
(証明)
定理 4.3.2 の証明より, 任意の j 2 Z と  > 0 に対して,X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)](x)  22

( j;f)(x)
2
:
 > 1 ととると, 命題 4.4.2 より,nX
j2Z
X
k2Z
jhf;  j;kij22j[2 jk;2 j(k+1)]
o 1
2

L1(R)

n22X
j2Z
j j;f j2
o 1
2

L1(R)
 CkfkH1(R)
が成り立つ。
命題 4.4.3 は  が帯域制限であることを仮定しているが, 実は帯域制限でないもっと一般の関数に対
しても, 命題 4.4.3 の結果は成り立つ。このことを示すために, 定理 4.3.6 と類似する p = 1 の場合の
結果を次に示す。
定理 4.4.4
 ;' 2 R0 として, ' は正規直交ウェーブレットとする。0 < C <1 に対して, 定数 C が存在して,
すべての f 2 H1(R) に対して,
kW fkL1(R)  CkW'fkL1(R)
が成り立つ。
命題 4.4.3 と定理 4.4.4 を組み合わせれば, 帯域制限関数でない  に対しても W が H1(R) から
L1(R) に写すことがわかる。
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定理 4.4.5
任意の  2 R0 に対して, 0 < C <1 を満たす定数 C が存在して, すべての f 2 H1(R) に対して,
kW fkL1(R)  CkfkH1(R)
が成り立つ。
定理 4.3.11 の Lp(R) (1 < p <1) に関する特徴づけと同様な H1(R) の特徴づけを得ることが, 最
終的な目標である。定理 4.4.5 と逆向きの不等式が示されれば, その目標は達成できる。しかし, H1(R)
は回帰的でないことから, Lp(R) (1 < p <1) の場合のように双対性を用いた議論ができない。
そこで, H1(R)のアトム (atom)を用いた特徴づけを利用する。L2(R)に属するアトムによる H1(R)
の分解を考える。そのために, まず L2 アトム (2-atom) を定義する。
R 上の可測関数 a が L2 アトムであるとは, 次の条件を a が満たすことである。8>>><>>>:
(i) a の台は有界な区間 I( R) に含まれている。
(ii) kakL2(R)  1jIj 12 8x 2 R
(iii)
Z
R
a(x) dx = 0
(4:4:6)
次の結果により, H1(R) の関数は, L2 アトムを用いてアトム分解されることがわかる。
定理 4.4.7
関数 f が H1(R) に属するための必要十分条件は, f が次のような形に分解されることである。
f =
1X
j=1
jaj : (4:4:8)
ここで, aj (j = 1; 2; : : : ) は L2 アトムであり, 係数 j は
1X
j=1
jj j <1 を満たすものである。さらに,
このとき,
kfkH1(R)  inf
( 1X
j=1
jj j
)
が成り立つ。ここで, 下限は, すべての (4:4:8) の形をした f の分解に関してとる。
定理 4.4.9
 はコンパクトな台を持つウェーブレットとする。関数 f 2 L1(R) が kW fkL1(R) < 1 であるな
らば, f 2 H1(R) である。さらに, 0 < B <1 を満たす f に依らない定数 B が存在して,
kfkH1(R)  BkW fkL1(R)
が成り立つ。
(証明)
記号を簡単にするため,  I =  Ij;k と書くことにする。また R 上の 2進区間全体の族を D で表す。
すると,
(W f)(x) =
X
I2D
jhf;  Iij2jIj 1I(x)
 1
2
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k 2 Z に対して, 
k = fx 2 R : (W f)(x) > 2kg とする。
k  
k+1 であり, 部分和の公式
(summation by part) を用いると, X
k2Z
2kj
kj  2kW fkL1(R) (4:4:10)
が分かる。ここで,
Ak = fI 2 D : jI \ 
kj  1
2
jIjg; k 2 Z
と定義する。Bk = Ak n Ak+1 とし, Bk 内での極大 2進区間 (maximal dyadic interval) を eIik で表す
ことにする。
n eIik : i 2 ko を Bk 内での極大 2進区間全体の族とする。 eD を区間 I 2 D のうちであ
る k 2 Z が存在して, I 2 Ak となるもの全体の族とする。このとき, eD の互いに素な分割
eD =[
k
[
i2k
n
I : I  eIik; I 2 Bko (4:4:11)
が得られる。hf;  Ii 6= 0 ならば, jhf;  Iij  jIj  12 > 2k0 となる k0 2 Z をとると, x 2 I ならば,
W f(x) > 2k0 , すなわち, I  
k0 がわかる。したがって, hf;  Ii 6= 0 ならば, I 2 eD である。つまり,
I =2 eD ならば hf;  Ii = 0 であるから,
f(x) =
X
j2Z
X
k2Z
hf;  j;ki j;k(x) =
X
I2 eD
hf;  Ii I(x)
となる。(4:4:11) を用いれば, 上の表現は,
f(x) =
X
k2Z
X
i2k
( X
I eIik; I2Bk
hf;  Ii I(x)
)
(4:4:12)
と書き直すこともできる。
今, ウェーブレット  がコンパクト台を持つと仮定したことが大きな意味を持ってくる。
必要に応じて平行移動をとればよいから, ある m 2 N が存在して, supp( )  [0;m] であると仮定で
きる。したがって  Ij;k =  j;k の台は, [2
 jk; 2 j(k +m)]  Ij;k[m] に含まれ,
Ij;k[m] = 2 jm =
mjIj;kj である。
a(k;i)(x) =
8><>:
1
(k; i)
X
I eIik; I2Bk
hf;  Ii I(x)
 
(k; i) 6= 0;
0
 
(k; i) = 0

と定義する。ここで,
(k; i) =
 eIik 12 m 12
 X
I eIik; I2Bk
jhf;  Iij2
! 1
2
とする。このとき, (4:4:12) は
f(x) =
X
k2Z
X
i2k
(k; i)a(k;i)(x)
と書き直される。これが L2 アトムによる f の分解であることを示す。各 a(k;i) の台は eIik[m] に含ま
れている。また  は正規直交ウェーブレットであったので, 上の a(k;i) の定義式より,
ka(k;i)k2L2(R) =
1
j(k; i)j2
X
I eIik; I2Bk
jhf;  Iij2 = 1
m
 eIik =
1 eIik[m] :
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 ^ が連続であるから,
R
R  I(x) dx = 0 となる。よって, 項別積分を行うと,
R
R a(k;i) dx = 0 が示せる。
以上より, 各 a(k;i) が L2 アトムの定義である (4:4:6) の条件を満たすことがわかるので, L2 アトムで
あることがわかる。X
k2Z
X
i2k
j(k; i)j の評価を行う。I 2 Bk とする。I =2 Ak+1 であるから, jI \ 
k+1j < 12 jIj であり,
jI n 
k+1j = jIj   jI \ 
k+1j > jIj   1
2
jIj = 1
2
jIj
となる。
k+1 の外側では, (W f)(x)  2k+1 であることに注意すれば,X
I eIik; I2Bk
jhf;  Iij2  2
X
I eIik; I2Bk
jhf;  Iij2jIj 1jI n 
k+1j
 2
Z
eIikn
k+1
X
I2D
jhf;  Iij2jIj 1I(x) dx
= 2
Z
eIikn
k+1

(W f)(x)
2
dx  2  22(k+1) eIik:
したがって,X
k2Z
X
i2k
j(k; i)j  2m 12
p
2
X
k2Z
X
i2k
2k
 eIik 12  eIik 12 = 2p2m X
k2Z
X
i2k
2k
 eIik
となる。 eIik 2 Bk であるから,  eIik  2  eIik \ 
k であり, n eIik : i 2 ko が区間の両端を除くと互いに
素であることに注意すれば, (4:4:10) より,X
k2Z
X
i2k
j(k; i)j  4
p
2m
X
k2Z
2k
X
i2k
 eIik \ 
k  4p2m X
k2Z
2k

k  8p2m kW fkL1(R)
が導かれる。よって, kW fkL1(R) < 1 ならば,
X
k2Z
X
i2k
j(k; i)j < 1 となる。定理 4.4.7 より,
f 2 H1(R) であることがわかり, さらに
kfkH1(R)  C
X
k2Z
X
i2k
j(k; i)j  C 8
p
2m kW fkL1(R)  BkW fkL1(R)
が成り立つ。
定理 4.4.4, 4:4:5, 4:4:9 を組み合わせると, ウェーブレットによる H1(R) の特徴づけが得られる。
定理 4.4.13
 は R0 クラスの正規直交ウェーブレットとする。0 < A  B < 1 となる定数 A, B が存在して,
すべての f 2 H1(R) に対して,
AkfkH1(R)  kW fkL1(R)  BkfkH1(R)
が成り立つ。
4.5 ソボレフ空間 Lp;s(R) (1 < p <1; s = 1; 2; 3; : : : )
1 < p < 1 と s = 1; 2; 3; : : : であるとする。f 2 Lp(R) に対し, すべての n = 1; 2; : : : ; s に対
して, f の n 次導関数 (n-th derivative) も Lp(R) に属するような関数全体の空間をソボレフ空間
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Lp;s(R) Lp;s という。ただし, 関数 f 2 Lp(R) の n 次導関数は超関数の意味で考えている。つまり,
関数 Dnf が f の n 次導関数であるとは, すべてのテスト関数 ' 2 S に対して,Z
R
(Dnf)(x)'(x) dx = ( 1)n
Z
R
f(x)Dn'(x) dx
が成り立つことである。空間 Lp;s は, ノルム
kfkLp;s = kfkLp +
sX
n=1
kDnfkLp (4:5:1)
により, バナッハ空間となる。
定理 4.5.2
m() が C1(R n f0g) の関数とし, 定数 B が存在して,
jDjm()j  B 1jjj (j = 0; 1) (4:5:3)
を満たすとする。1 < p <1 のとき, f 2 Lp(R) \ L2(R) に対して,
(Tmf)
^() = m()f^()
によって定義される線形作用素は, Lp(R) 上の有界線形作用素に一意的に拡張される。すなわち, 正の
定数 A <1 が存在して, すべての f 2 Lp(R) に対して,
kTmfkLp  AkfkLp
が成り立つ。
関数 f 2 Lp(R) に対して, 次の量を考える。
kfkWp;s =
(1 + j  j2) s2 f^()_
Lp(R)
(1 < p <1; s = 1; 2; : : : ):
ここで, ^ と _ は, それぞれフーリエ変換と逆フーリエ変換を表している。また, ここでは, これらの変
換を緩増加超関数の空間 S 0(R) 上の変換と見なしていることに注意する。
定理 4.5.4
1 < p <1; s 2 Nとするとき, 0 < A  B <1となる定数 A;B が存在して,すべての f 2 Lp;s(R)
に対して,
AkfkLp;s  kfkWp;s  BkfkLp;s
が成り立つ。すなわち, k  kLp;s と k  kWp;s は空間 Lp;s(R) 上の同値なノルムである。
(証明)
整数 n (0  n  s) に対して, 関数
m()  mn() = 
n 
1 + jj2 s2
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は C1(R n f0g) に属し, 条件 (4:5:3) を満たす。よって, 定理 4.5.2 より, f 2 S のとき,
kDnfkLp = C
()nf^()_
Lp
= C


()n
(1 + j  j2) s2 (1 + j  j
2)
s
2 f^()
_
Lp
= C
(1 + j  j2) s2m()f^()_
Lp
= C
(1 + j  j2) s2 (Tmf)^()_
Lp
= CA
(1 + j  j2) s2 f^()_
Lp
= CAkfkWp;s
となる。これより, すべての f 2 S に対して, 定理 4.5.4 の左側の不等式が成り立つ。また, しゅう密
性を用いた議論により, すべての f 2 Lp(R) に対しても, この不等式は成り立つ。
右辺を導くために, f 2 Lp;s(R) とする。すべての t  0 について, (t) =  ( t) かつ (t)  0 と
なる  2 C1(R) において,
(t) =

0 (0  t  12 )
1 (1  t)
であるとする。このとき,
m() =
(1 + j  j2) s2 
1 + [()]s

は (4:5:3) を満たす。定理 4.5.2 より,
kfkWp;s =
(1 + j  j2) s2 f^()_
Lp
=


(1 + j  j2) s2 
1 + [()()]s 1 + [()()]sf^()
_
Lp
 A
n 1 + [()()]sf^()o_
Lp
 CAkfkLp + CA
n[()()]sf^()o_
Lp
:
関数 [()]s も (4:5:3) を満たし,

()sf^()	_(x) = c(Dsf)(x) であるから, (4:5:1) より, すべての
f 2 Lp;s(R) に対して,
kfkWp;s  C1kfkLp + C2kDsfkLp  B kfkLp;s (4:5:5)
が成り立つ。
定理 4.5.4 より, 空間 Lp;s(R) には, もうひとつの別の同値なノルム
kfkLp;s = kfkLp + kDsfkLp
が存在することになる。不等式 kfkLp;s  kfkLp;s が成り立ち, 逆向きの不等式は定理 4.5.4 と (4:5:5)
の左側の不等式から導かれる。したがって, 1 < p <1; s = 1; 2; : : : のとき, すべての f 2 Lp;s(R) に
対して,
kfkLp;s  kfkLp;s  C kfkLp;s (4:5:6)
が成り立つ。
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ソボレフ空間の場合にも, ルベーグ空間 Lp(R) (1 < p < 1) の場合のようなリトルウッド - ペー
リータイプの特徴づけがある。その特徴づけを導くために, 次の定理を用いる。
定理 4.5.7 (ヘルマンダー‐ミフリンの乗法因子定理)
H0 と H1 をヒルベルト空間とする。R 上で L(H0;H1) に値を持つ関数 m において, 正の定数
B <1 が存在して,
k(Djm)()kL(H0;H1)  B
1
jjj ; j = 0; 1 (4:5:8)
を満たすとする。1 < p <1 のとき, すべての f 2 S(H0) に対して,
(Tmf)
^() = m()f^()
によって定義される線形作用素 Tm は, Lp(R;H0) から Lp(R;H1) への有界線形作用素に拡張される。
したがって, 拡張された作用素も Tm と書けば定数 0 < C <1 が存在して, すべての f 2 Lp(R;H0)
に対して,
kTmfkLp(R;H1)  CkfkLp(R;H0)
が成り立つ。
次の形のリトルウッド - ペーリーの関数を考える。s 2 N のとき,
gs(f)(x) =
X
j2Z
 
2jsj'2 j  f(x)j
2 12
:
ここで, ' は次のような S の関数である。ある N 2 N に対し, ' は フーリエ変換の台が f 2 R :
2 N  jj  2Ng に含まれるような帯域制限関数で,X
j2Z
j'^(2j)j2 = 1 a:e:  2 R (4:5:9)
を満たす。
定理 4.5.10
' 2 S として, ある N 2 N が存在して, supp('^)  f 2 R : 2 N  jj  2Ng であり (4:5:9) を満
たすとする。このとき, 1 < p <1 であり, s = 1; 2; : : : とすると, f 2 Lp;s(R) であるための必要十分
条件は, f 2 Lp(R) であって, gs(f) が Lp(R) に属することである。
また,
kfkLp + kgs(f)kLp
は k  kLp;s と同値な Lp;s(R) 上のノルムである。
(証明)
f 2 Lp;s(R) とする。このとき,
(2js'2 j  f)^() = 2js('2 j )^()f^() = 2js s('2 j )^()sf^()
となる。関数 m : R! l2(Z)  L C; l2(Z) を,
m() =

2js s('2 j )^() : j 2 Z
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と定義する。H0 = C; H1 = l2(Z) として (4:5:8) を満たすことを示す。
('2 j )
^() = '^(2 j) であったから, '^ の台に関する仮定より,X
j2Z
j2js s('2 j )^()j2 と
X
j2Z
2jsD  s('2 j )^()2
の 0 でない項は, 有限個だけである。したがって,(
(i) 2jsj  s('2 j )^()j  B0;
(ii) 2js
D  s('2 j )^()  B1jj 1 (4:5:11)
が示されれば, (4:5:8) を導くことができる。
('2 j )
^ の台が f  : 2 N  j2 jj  2Ng に含まれるから, jj s  2(N j)s より,
2jsj  s('2 j )^()j = 2jsj  s'^(2 j) j  C 2js 2(N j)s = C 2Ns
となり, また,
2js
D  s('2 j )^() = 2jsD  s'^(2 j)
 2js
h
C1
  s 1'^(2 j) + C2   s2 j D'^(2 j) i
 C 2js
h
2(N j)s
1
jj + 2
(N j)(s+1)2 j
1
jj

 Cjj

2Ns + 2N(s+1)

=
C
jj
が成り立つから, (4:5:11) が示せた。定理 4.5.7 のヘルマンダーミフリンの乗法因子定理を用いると,
kgs(f)kLp(R) = C

X
j2Z
 2js[() s('2 j )^]()sf^_2 12

Lp(R)
 C
 ()sf^_
Lp(R)
= CkDsfkLp(R)
となるから, gs(f) 2 Lp(R) であり,
kfkLp + kgs(f)kLp  kfkLp + CkDsfkLp(R)  CkfkLp;s :
ここで, 最後の不等式は (4:5:1) を使った。この不等式を導くのに (4:5:9) を使っていないことに注意
する。
次に, f 2 Lp(R) かつ gs(f) 2 Lp(R) であるとする。(4:5:6) より, Dsf 2 Lp(R) を示せば十分であ
る。(4:5:9) より,
f^() =
X
j2Z
('2 j )
^()( ~'2j )^()f^()
と書ける。ここで, ~'(x) = '( x) である。このとき,
Dsf(x) = C
 
()sf^()_(x) = CX
j2Z
()s( ~'2 j )^()('2 j )^()f^()
_
(x)
= C
X
j2Z

2 js()s( ~'2 j )^() 2sj('2 j )^()f^()
_
(x):
関数 m : R! L  l2(Z);C  を,
m()(a) =
X
j2Z
2 jss( ~'2 j )^()aj
 
a = fajgj2Z 2 l2(Z)

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と定義する。m が H0 = l2(Z), H1 = C として, 前の証明と同様に (4:5:8) を満たすことが示せる。
ヘルマンダーミフリンの乗法因子定理を H0 = l2(Z); H1 = C として, 適用すると,
kDsfkLp(R) = C
X
j2Z

2 js()s( ~'2 j )^g2sj('2 j )^f^
_
Lp(R)
 C

X
j2Z
 2sj('2 j )^f^_2 12

Lp(R)
= C

X
j2Z
 
2jsj'2 j  f j
2 12 
Lp(R)
= Ckgs(f)kLp(R)
がわかる。これより, Dsf 2 Lp(R) であり, (4:5:6) より,
kfkLp;s  C

kfkLp + kDsfkLp

 CkfkLp + kgs(f)kLp
となる。
ある定数 N 2 N が存在して, supp( ^)   2 R : 2 N  jj  2N	 であり,X
j2Z
j ^(2j)j2 = 1 a:e:  2 R
を満たす  2 S 全体の空間を B と表すことにする。
定理 4.3.1 と類似の結果が次の定理である。
定理 4.5.12
1 < p <1; s = 1; 2; : : : とし,  2 B とする。実数   1 が与えられているとき,
定数 A = Ap;;s と B = Bp;;s (0 < A  B <1) が存在して, すべての f 2 Lp;s(R) に対して,
AkfkLp;s  kfkLp +

X
j2Z
h
2js
 
 j;f
i2 12 
Lp
 BkfkLp;s
が成り立つ。ここで,  j;f は補助定理 4.2.8 で定義された関数とする。
定理 4.5.13
 2 B とする。1 < p <1; s = 1; 2; : : : のとき, 定数 Cp;s (0 < Cp;s <1) が存在して, すべての
f 2 Lp;s(R) に対して,
X
j2Z
X
k2Z
jhf;  j;kij2(1 + 22js)2j[2 jk;2 j(k+1)]
 1
2

Lp
 Cp;skfkLp;s
が成り立つ。
双対性を用いることにより, 定理 4.5.13 と逆向きの不等式が導かれる。ここで,
(Ws f)(x) =
X
j2Z
X
k2Z
jhf;  j;kij2(1 + 22js)2j[2 jk;2 j(k+1)](x)
 1
2
(4:5:14)
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とおく。
定理 4.5.15
 2 S は帯域制限の正規直交ウェーブレットとする。1 < p <1; s = 1; 2;    のとき, 定数 Ap;s と
Bp;s (0 < Ap;s  Bp;s <1) が存在して, すべての f 2 Lp;s(R) に対して,
Ap;skfkLp;s(R)  kWs fkLp(R)  Bp;skfkLp;s(R)
が成り立つ。
定理 4.5.15 により, シュワルツクラスに属する帯域制限の正規直交ウェーブレットによる
Lp;s(R) (1 < p < 1; s = 1; 2; : : : ) の特徴づけが得られた。この後の目標は, もっと一般のウェーブ
レットに拡張し, Lp;s(R) 空間 (1 < p <1; s = 1; 2; : : : ) の特徴づけを得ることである。
N 2 Z+ [ f 1g に対して, 次のような R 上の関数 f 全体の集合をそれぞれ DN , MN と表すことに
する。
DN に属する関数 f は, 定数  > 0と cn (n = 0; 1;    ; N + 1) が存在して,
jDnf(x)j  cn
(1 + jxj)1+ 8x 2 R (0  8n  N + 1)
を満たすものとする。
一方, MN に属する関数 f は, 定数  > 0 と C が存在して,Z
R
xnf(x) dx = 0 (n = 0; 1;    ; N); jf(x)j  C
(1 + jxj)2+N+ 8x 2 R
を満たすものとする。これらの定義は, 補助定理 4.2.11 と補助定理 4.2.10 の条件に合わせている。
命題 4.5.16
s = 1; 2; : : : であり, j; k; l;m 2 Z とする。
(a) ' 2 Ds;  2Ms に対して, 定数 C <1 と  > 0 が存在して, j  l に対して,
jh j;k; 'l;mij  C2
(l j)( 12+s+1)
(1 + 2lj2 jk   2 lmj)1+
が成り立つ。
(b) '; 2 D 1 に対して, 定数 C <1 と  > 0 が存在して, j  l に対して,
jh j;k; 'l;mij  C2
1
2 (j l)
(1 + 2j j2 jk   2 lmj)1+
が成り立つ。
定理 4.5.17
s = 1; 2; 3; : : : とし,  ;' 2 Ds \Ms とする。さらに ' は正規直交ウェーブレットであるとする。
1 < p <1 であるとき, 定数 Cp;s (0 < Cp;s <1) が存在し, すべての f 2 Lp;s(R) に対して,
kWs fkLp(R)  Cp;skWs'fkLp(R)
が成り立つ。ここで, Ws f と Ws'f の定義は (4:5:14) とする。
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非負の整数 s に対して, Rs = Ds \Ms であるとする。すなわち f 2 Rs であるとは, 定数  > 0,
 > 0, C, Cn (n = 1; 2; : : : ; s+ 1) が存在して, 次の条件を f が満たすことである。8>>>>><>>>>>:
(i)
Z
R
xnf(x) dx = 0 (n = 0; 1;    ; s);
(ii) jf(x)j  C
(1 + jxj)2+s+ x 2 R;
(iii) jDnf(x)j  Cn
(1 + jxj)1+ x 2 R (n = 1; 2;    ; s+ 1):
定理 4.5.18
s = 1; 2; 3; : : : に対して,  は正規直交ウェーブレットで  2 Rs とする。このとき, 1 < p <1, に
対して, 2 つの定数 Ap;s; Bp;s (0 < Ap;s  Bp;s <1) が存在し, すべての f 2 Lp;s(R) に対して,
Ap;skfkLp;s  kWs fkLp(R)  Bp;skfkLp;s
が成り立つ。ここで, Ws f の定義は (4:5:14) とする。
(証明)
定理 4.5.15 と定理 4.5.17 より従う。
4.6 リプシッツ空間 (R) (0 <  < 1) とジグムントクラス (R)
0 <  < 1 のとき, リプシッツ空間  (R) は次のように定義される。
f 2  であるとは, すべての f 2 L1(R) に対し,
sup
x2R
jf(x+ h)  f(x)j  Cjhj (4:6:1)
が成り立つことである。 上のノルム
kfk = kfkL1 + sup
jhj>0
kf(+ h)  f()kL1
jhj (4:6:2)
により,  はバナッハ空間となる。 に属する関数は連続になるように取れることに注意する。
まずは, バナッハ空間  (0 <  < 1) を特徴づける。
f 2 R0 であるための必要十分条件は, 定数  > 0,  > 0, C0, C1 が存在して,8>>>>><>>>>>:
(i)
Z
R
f(x) dx = 0;
(ii) jf(x)j  C0
(1 + jxj)2+ x 2 R;
(iii) jDf(x)j  C1
(1 + jxj)1+ x 2 R:
(4:6:3)
を満たすことであった。後で定義される空間  においてはこれら 3 つの条件は必要となるが, 空間
 を特徴づけるには, (ii) の条件は強すぎることが, 次の定理 4.6.7 の証明の結果からわかる。またこ
の節では, ' 2 R0 は, X
j2Z
j'^(2j)j2 = 1 a:e:  2 R (4:6:4)
を満たす関数であると仮定する。
B  B(R)  B' を
sup
j2Z
2jk'2 j  fkL1(R) <1 (4:6:5)
43
であるような f 2 L1(R) の全体がなす空間とする。B 上のノルムを
kfkB = kfkL1 + sup
j2Z
2jk'2 j  fkL1 (4:6:6)
と定義する。
定理 4.6.7
' 2 R0 とする。0 <  < 1 のとき,  = B であり, そのノルムは同値である。
(証明)
f 2  とする。定義より, f 2 L1(R) である。' 2 R0 から (4:6:3) の (i) より,
R
R '(y) dy = 0 で
あるから,
j'2 j  f(x)j =
Z
R
'2 j (y) ff(x  y)  f(x)g dy

(4:6:2)より,
j'2 j  f(x)j 
Z
R
j'2 j (y)j  jyj jf(x  y)  f(x)jjyj dy  kfk
Z
R
j'2 j (y)j  jyj dy
 kfk2 j
Z
R
j'(u)j  juj du
 C 2 jkfk
となる。ここで, (4:6:3) の (ii) より,Z
R
j'(u)j  juj du 
Z
R
Cjuj
(1 + juj)2+ du <1 (4:6:8)
を使った。上の不等式と (4:6:5) と f 2 B より,
kfkB = kfkL1 + sup
j2Z
2jk'2 j  fkL1  kfkL1 + Ckfk < Ckfk
が成り立つ。
逆に f 2 B とする。(4:6:4) より,
f(x+ h)  f(x) =
X
j2Z
e'2 j  '2 j  f(x+ h)  e'2 j  '2 j  f(x)	:
ここで, e'(x) = '( x) とする。絶対値を和の中に入れ, 和を 2 つに分割すると ,
jf(x+ h)  f(x)j 
( X
j  log2 jhj
+
X
j<  log2 jhj
) e'2 j  '2 j  f(x+ h)  e'2 j  '2 j  f(x)
= I + II:
I の評価は, e'2 j  '2 j  fL1  e'2 jkL1'2 j  fL1 = 'kL1'2 j  fL1
であるから,
I  2'kL1fB X
j  log2 jhj
2 j  CkfB jhj:
IIの評価を考えると,  e'2 j  '2 j  f(x+ h)  e'2 j  '2 j  f(x)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
Z
R
e'2 j (x+ h  z)  e'2 j (x  z)  j'2 j  f(z)j dz
 2 jkfB ZR
'(2jz   2jx  2jh)  '(2jz   2jx) 2j dz
= 2 jkfB ZR
'(w   2jh)  '(w) dw
 2 jkfB2j jhj ZR

sup
jtj2j jhj
'0(w + t) dw:
ここで最後の不等式は, 平均値の定理より従う。j <   log2 jhj すなわち, 2j jhj < 1 であるとき,
sup
jtj2j jhj
'0(w + t)  sup
jtj1
'0(w + t)  C
(1 + jwj)1+ :
 < 1 より,
II  C
X
j<  log2 jhj
2 jkfB2j jhj ZR dw(1 + jwj)1+  C Xj<  log2 jhj 2j(1 )jhj kf

B
 C jhj (1 )jhj kfB = C kfB jhj: (4:6:9)
I, II に対する評価より, f 2  と
kfk  CkfkB
がわかる。
注意 1. 定理 4.6.7 を特徴づけるためには, (4:6:8) より条件 (ii) の代わりに,  > 0 に対し,
j'(x)j  C0
(1 + jxj)1++
を仮定すれば十分である。
注意 2. B  B' (0 <  < 1) の定義は, 関数 ' の選び方に依存している。一方, リプシッツ空間
 の定義は ' の選び方に依らない。つまり, 定理 4.6.7 より, B (0 <  < 1) の定義は実は ' に依
らないことが示された。
したがって, (4:6:3) と (4:6:4) を満たす任意の 2 つの関数 '1 と '2 とが同値なノルムを持つ同じ空
間 B (0 <  < 1) を与える。以下では, この自由度を利用する。(4:6:1) と (4:6:2) において,  を 1
とすれば, 1 を定義できる。また, (4:6:5) と (4:6:6) において,  を 1 とすれば, B1 も定義できる。定
理 4.6.7 の証明より, ' が (4:6:3) と (4:6:4) を満たせば, 1  B1 である。
しかし, (4:6:9) に現れる級数が  = 1 のときは,収束しないため, 逆向きの包含関係の証明は同様に
は示せない。後に, 1 と B1 は一致しないことがわかる。
以下で証明するように, B1 はジグムントクラス (Zygmund class)  (R)と一致する。f 2 
であるとは f 2 L1 に対し, f が,
kfk = kfkL1 + sup
jhj>0
kf(+ h) + f(   h)  2f()kL1
jhj <1
を満たすことである。
定理 4.6.10
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' 2 R1 が (4:6:4) を満たすならば,  = B1' であり, それらのノルムは同値である。
注意 3. 空間 B1' については, j が大きいときは小さいときに比べると, 評価が難しい。なぜなら, B
の定義は j の大きいところのみに意味があるからである。実際 j  0 のとき, f 2 L1 という条件の
みで,
2jk'2 j  fkL1  2jk'2 jkL1kfkL1 = 2jkfkL1  kfkL1 <1
となる。
注意 4. f 2  であるが,
kf(+ t)  f()kL1  Cjtj
がどんな C に対しても成立しないような関数 f 2 L1(R) は存在する。つまり, 1 は B1 と一致し
ない。
 > 0 とし, N 2 Z+ と 0  s < 1 により,  = N + s と書く。(4:6:4) を満たす ' 2 RN に対し,
B  B(R)  B' を
sup
j2Z
2jk'2 j  fkL1 <1
が成り立つような f 2 L1(R) の全体がなす空間とする。B でのノルムを
kfkB = kfkL1 + sup
j2Z
2jk'2 j  fkL1
と定義する。
命題 4.6.11
 = N + S > 0; N 2 Z+; 0  s < 1 とする。 が (4:6:4) を満たし, '; 2 RN であるならば, 定
数 0 < C <1 が存在して, すべての f 2 B に対して,
sup
j2Z
2jk'2 j  fkL1  C sup
j2Z
2jk 2 j  fkL1
が成り立つ。特に, B の定義は ' の選び方に依らない。
定理 4.6.12
 = N + s > 0; N 2 Z+; 0  s < 1 とする。また,  2 RN は正規直交ウェーブレトとする。この
とき, f 2 B であるための必要十分条件は, f 2 L1(R) でありかつ,任意の k 2 Z に対して,
jhf;  j;kij  C 2 j(+ 12 ) (j = 1; 2; : : : )
が成り立つことである。
定理 4.6.12, 4.6.7, 4.6.10 を組み合わせると, 次の結果が得られる。
定理 4.6.13
 は正規直交ウェーブレットとする。
(a)  2 R0; 0 <  < 1 のとき, f 2  であるための必要十分条件は, f 2 L1(R) でありかつ, 任意の
k 2 Z に対して,
jhf;  j;kij  C 2 j(+ 12 ) (j = 1; 2; : : : )
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が成り立つことである。
(b)  2 R1; f 2  であるための必要十分条件は, f 2 L1(R) でありかつ, 任意の k 2 Z に対して,
jhf;  j;kij  C 2  32 j (j = 1; 2; : : : )
が成り立つことである。
4.7 付録
' は gs(f) の定義と同じ条件 (4:5:9) を満たすとする。任意の実数 s と任意の 0 < q  1 に対して,
gs;q(f)(x) =
X
j2Z
(2jsj'2 j  f(x)j)q
 1
q
(4:7:1)
を考える。s 2 N, q = 2 のときは, gs;2(f) = gs(f) となる。
s 2 R, 0 < q  1, 0 < p <1 に対して, gs;q(f) 2 Lp(R) であるような関数 f 2 Lp(R) の全体がな
す空間 を F s;qp  F s;qp (R) と定義する。F s;qp (R) の準ノルムを
kfkF s;qp  kfkLp + kgs;q(f)kLp
とする。これらの空間を非斉次 (inhomogeneous) Triebel-Lizorkin 空間という。
1 < p <1 ならば, F 0;2p = Lp であり, s 2 N かつ 1 < p <1 ならば, F 0;2p = Lp;s である。
s  0 (s 2 R), 1  q  1, 1 < p <1 とき  が Rs に属する正規直交ウェーブレットならば, 定数
A, B (0 < A  B <1) が存在して, すべての f 2 F s;qp に対して,
AkfkF s;qp 

X
j2Z
X
k2Z
jhf;  j;kijq(1 + 2qjs)2 12 qjIj;k()
 1
q

Lp
 BkfkF s;qp
が成り立つ。
s 2 R, 0 < q  1, 0 < p <1 に対して, (4:7:1) で与えられた gs;q(f) により, gs;q(f) 2 Lp(R) と
なる超関数 f の全体からなる空間 _F s;qp  _F s;qp (R) を斉次 (homogeneous) Triebel-Lizorkin 空間
という。 _F s;qp (R) の準ノルムは
kfk _F s;qp  kgs;q(f)kLp
で与えられる。これらの空間にも, ウェーブレットによる特徴づけがある。つまり, 適当な正規直交
ウェーブレット  に対して, 定数 A, B (0 < A  B <1) が存在して, すべての f 2 _F s;qp に対して,
Akfk _F s;qp 

X
j2Z
X
k2Z

jhf;  j;kij2j(s+ 12 )Ij;k()
q 1q 
Lp
 Bkfk _F s;qp
が成り立つ。
有界平均振動関数の関数 BMO も, Triebel-Lizorkin 空間 _F s;qp の範疇に入る。H
1 の双対空間は
BMO であり, H1 = _F 0;21 であるので, 双対性を保つように定義しなければならない。つまり, 空間
_F s;q1 は Il;m = [2
 lm; 2 l(m+ 1)] とすると,
kfk _F s;q1 = sup
l;m2Z
 
2l
Z
Il;m
X
jl
2sq j'2 j  f(x)jq dx
! 1
q
<1
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であるような超関数 f 全体がなす空間であり, _F 0;21 = BMO である。
これより, BMO のウェーブレットによる特徴づけが得られる。その特徴づけとは,
sup
l;m2Z
 
2l
Z
Il;m
X
Ij;kIl;m
jhf;  j;kij2jIj;k(x) dx
! 1
2
が有限になるという条件である。これは, 定数 C <1 が存在して, すべての 2 進区間 Il;m に対して,X
Ij;kIl;m
jhf;  j;kij2  C2 l
となることと同値である。これらの特徴づけは, ある程度の滑らかさを持つウェーブレットに対して正
しい。
48
5 グリーディアルゴリズムによる関数空間の研究
オーリッチ空間は Lebesgueの Lp 空間の自然な拡張である。デモクラシー関数と呼ばれる関数を計
算することにより, ウェーブレットを用いてオーリッチ空間を扱う方法がある。この章では, オーリッ
チ空間 L(Rd) を研究する上で, 必要な道具を紹介する。この章は, 主に文献 [4] を参考にしている。
特に, オーリッチ空間の性質については文献 [a] を参照。この章にオリジナリティはないが, 最後の節で
著者自身が考える今後の課題を述べる。
5.1 グリーディー (greedy) とデモクラティック (democratic)
有限個の無条件基底 B = fej ; j 2 Ng を持つバナッハ空間 (または準バナッハ空間)を (B; k  kB) と
書く。つまり, あるスカラー数列 fsjg が存在して, x 2 B に対して, 級数 x =
P
j2N sjej は一意的に
無条件収束する。表現 y =
P
j2N sjej において, 零でない係数を高々 N 個持つ y 2 B 全体の集合をP
N と書く。x 2 B に対し,
N (x)B = inf

kx  ykB：y 2
P
N

を N 次の近似エラー (N-term error of approximation) と呼ぶ。N 次近似を作るために有効な
計算方法は近年広く研究されていて, グリーディーアルゴリズムと呼ばれている。
x =
P
j2N sjej において, 基底の要素をそれぞれ次のようにとる。
ksj1ej1kB  ksj2ej2kB  ksj3ej3kB    
このとき, N 次のグリーディアルゴリズム (the greedy algorithm of step N)を
x =
X
j2N
sjej 2 B! GN (x) =
NX
k=1
sjkejk 2
P
N
と定義する。このとき, N (x)B  kx GN (x)kB は明らかに成り立つ。
ある定数 c  1 が存在して, すべての x 2 B に対して, 逆向きの不等式
1
c
kx GN (x)kB  N (x)B N = 1; 2; : : :
が成り立つとき, 基底 B は (B; k  kB) において, グリーディ (greedy) であるという。
B の基底 B = fejgj1 に対し, 指数集合    N の正規化された特性関数を
~1  = ~1
(B;B)
  =
X
j2 
ej
kejkB
と定義する。Card   = Card  0 である, 有限な指数全体の集合  ; 0  N に対して,
k~1 kB  C k~1 0kB
を満たす定数 C  1 が存在するならば, B は B でデモクラティック (democratic)であるという。
B は準バナッハ空間 B で無条件基底であるとする。B に付随する右デモクラシー関数 ( right-
democracy function associated with B )を
hr(N) = sup
Card( )=N
k~1 kB ; N = 1; 2; : : :
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と定義する。同様に B に付随する左デモクラシー関数 ( left-democracy function associated
with B )を
hl(N) = inf
Card( )=N
k~1 kB ; N = 1; 2; : : :
と定義する。
B が B でデモクラティックであるための必要十分条件は, すべての N  1 に対して, ある定数 C > 0
が存在して,
hr(N)  C hl(N)
が成り立つことである。
例 5.1.1 ( ウェーブレット基底がデモクラティックとなる関数空間 )
 ルベーグ空間 Lp(Rd) (1 < p <1)
 ハーディー空間 Hp(Rd) (0 < p  1)
 ソボレフ空間 Lp;s(Rd) (1 < p <1)
例 5.1.2 ( ウェーブレット基底がデモクラティックとはならない関数空間 )
 BMO 空間
Lp と異なるオーリッチ空間 L
オーリッチ空間 L(Rd) で hl(N) と hr(N) を計算することは, ウェーブレットによる関数近似を考
えることに有効であることが知られている。そして, 基底がデモクラティックであるための必要十分条
件は, すべての N  1 に対し, hr と hl が一致することである。
5.2 オーリッチ空間 L(Rd)
この節では, オーリッチ空間の定義を与え, オーリッチ空間にまつわる基本的な性質を記す。
凸上の非減少関数  : [0;1)! [0;1] が
lim
t!0+
(t) = 0; lim
t!1(t) =1
を満たすとき, 関数  をヤング関数という。
この章では, 関数  は, 増加関数で有限であると仮定する。
 をヤング関数とし, 可測関数 f : Rd ! C において, ある  > 0 が存在して,
(jf(x)j =) 2 L1(Rd)
となる関数 f 全体の集合をオーリッチ空間 L(Rd) という。
ヤング関数 , f 2L(Rd) に対して,
kfkL(Rd) := inf

 > 0 :
Z
Rd

 1

jf(x)j

dx  1

との定める。これを f の Luxemburg-Nakano ノルムという。
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オーリッチ空間 L(Rd) は Luxemburg-Nakano ノルムにより, ノルム空間となる。また, オーリッ
チ空間 L(Rd) に Luxemburg-Nakano ノルムが与えられているとき, L(Rd) は再配列不変バナッハ
関数空間となることが知られている。
Rd 上の再配列不変空間 X において, A  Rd はルベーグ測度 jAj = t を持つ任意の可測集合である
とする。このとき,
'(t) = kAkX (5:2:1)
を満たす '(t) を基本関数と呼ぶ。特に X = L(Rd) を満たすとき, 基本関数 ' はヤング関数  によ
り明白に計算でき,
'(t) =
1
 1(1=t)
; t > 0 (5:2:2)
が成り立つ。
基本関数 ' に付随する伸張関数 (dilation function) を
H+' (t) = sup
s>0
'(st)
'(s)
; t > 0 (5:2:3)
と定義する。X = L(Rd) が成り立つ特別な場合は, 伸張作用素 (dilation operators) のノルムとして
定義される再配列不変関数空間 X の低ボイド指数と高ボイド指数は, それぞれ次のように基本関数 '
から直接計算できる。
L = i' = lim
t!0+
logH+' (t)
log t
= sup
0<t<1
logH+' (t)
log t
;
L = I' = lim
t!1
logH+' (t)
log t
= inf
1<t<1
logH+' (t)
log t
:
i' > 0 と仮定すると, すべての  > 0 に対して, ある定数 C > 0 が存在して,
'(st)  Cmaxfsi' ; sI'+g'(t); s; t > 0; (5:2:4)
'(st)  Cminfsi' ; sI'+g'(t); s; t > 0 (5:2:5)
が成り立つ。この章では, 0 < L  L < 1 であると仮定して, 自明でないボイド指数を持つ
L(Rd) 空間のみを考えている。この場合, (5:2:4) と (5:2:5) より,
lim
s!0+
'(s)
s
= lim
t!1
(t)
t
=1;
lim
s!1
'(s)
s
= lim
t!0+
(t)
t
= 0
が成り立つ。
[0;1) における非負関数 h(t) において, 2 条件を満たすとは, ある正の定数 C > 0 が存在して, 全
ての実数 0  t <1 に対して,
h(2t)  C h(t)
が成り立つことと定義する。L > 0 であることは,  2 2 であることと同値である。
例 5.2.6
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1  p <1 に対して, (t) = tp であるとき, L(Rd) = Lp(Rd) であり,
'(t) = t1=p
が成り立つ。よって,
H+' (t) = t
1=p
であり, L = L = 1=p が成り立つ。
(証明)
kfkL(Rd) = inf

 > 0 ;
Z
Rd
jf(x)jp
p
dx  1

= inf

 > 0 ;
Z
Rd
jf(x)jp dx  p

= kfkLp(Rd)
より, L(Rd) = Lp(Rd) が成り立つ。また, (t) = tp より,
'(t) =
1
 1(1=t)
=
1
t 1=p
= t1=p:
H+' (t) = sup
s>0
'(st)
'(s)
= t1=p
であり, L = L = 1=p が成り立つ。
例 5.2.7
 > 0, 1  p < 1 に対して, (t) = tp[log(e + t)] であるとき, L は古典的ジグムント空間
Lp(logL) となる。このとき,
'(t) ' t1=p(1 + log+ 1=t)=p
であり,
H+' (t) ' t1=p(1 + log+ 1=t)=p
が成り立つから, L = L = 1=p となる。
例 5.2.8
 < 0, 1 < p <1 に対して, (t) ' tp[log(e+ t)] であるとき,
'(t) ' t1=p(1 + log+ 1=t)=p
であり,
H+' (t) ' t1=p(1 + log+ t)=p
が成り立つから, L = L = 1=p となる。
例 5.2.9
ヤング関数
(t) =

t2 (0  t  1);
t4 (t  1)
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を考える。このとき, L = L2 \ L4 において同値のノルム
kfkL ' kfkL2\L4 = maxfkfkL2 ; kfkL4g
を持つ。基本関数の定義より,
'(t) = H+' (t) = t
1=4[0;1)(t) + t
1=2[1;1)(t)
が成り立つから, L = 1=4, L = 1=2 となる。
例 5.2.10
ヤング関数
(t) =

t4 (0  t  1);
(2t  1)2 (t  1) '

t4 (0  t  1);
t2 (t  1)
を考える。このとき, L = L2 + L4 において同値のノルム
kfkL ' kfkL2+L4 = inffkgkL2 + khkL4g
を持つ。下限は g 2 L2, h 2 L4 に対して, f = g + h と分解をとる。基本関数は,
'(t) ' t1=2[0;1)(t) + t1=4[1;1)(t)
となり,
H+' (t) = t
1=4[0;1)(t) + t
1=2[1;1)(t)
であるから, L = 1=4, L = 1=2 が成り立つ。
注意. 最後の 2つの例は, 指数 2 と 4 を p; q 2 [1;1) に置き換えることができる。修正を加えると,
オーリッチ空間 Lp \ Lq と Lp + Lq は類似した性質を満たす。
5.3 ウェーブレット基底とオーリッチ空間
Rd のダイアディックキューブ (dyadic cubes) 全体の集合を D = fQj;k = 2 j( [ 0; 1 )d + k ) : j 2
Z; k 2 Zdg と書く。系
f lQj;k(x) = 2
jd
2  l(2jx  k) : j 2 Z; k 2 Zd; l = 1; : : : ; Lg (5:3:1)
が L2(Rd) の正規直交基底であるとき, 有限な関数系 f 1; : : : ;  Lg  L2(Rd) は, 正規直交ウェーブ
レットの族である。さらにすべての 1 < p <1 に対して, 系 (5:3:1) が Lp(Rd) の無条件基底であると
き, このウェーブレットの族は アドミッシブル (admissible) であるという。
r - 正則 (r-regular) の MRA から生成されるウェーブレットや, 正則クラス R0 に属するウェー
ブレット, 穏やかな減衰条件を持つ L2(Rd) のあらゆる正規直交ウェーブレットはアドミッシブルな
ウェーブレットである。また, 自明でないボイド指数 0 < L  L < 1 を持つオーリッチ空間
L(Rd) において, アドミッシブルなウェーブレット基底 f lQgQ2D;l=1;:::;L は無条件基底となる。
すなわち, すべての関数 f 2 L(Rd) に対して,
f(x) =
LX
l=1
X
Q2D
hf;  lQi lQ(x) (5:3:2)
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が成り立つ。等式 (5.3.2) は L(Rd) の意味で無条件収束する。さらに,
kfkL(Rd) '

LX
l=1
X
Q2D
jhf;  lQij2jQj 1Q()
1=2
L(Rd)
: (5:3:3)
この結果は, ウェーブレットを用いたルベーグ空間 Lp(Rd) (1 < p <1) の特徴づけに由来するもので
ある。
(5:3:3) より, 複素数からなるすべての数列 s = fslQgQ2D; l=1;:::L からなる空間で次の条件を満たす
空間を f と表す。
kskf =

LX
l=1
X
Q2D
jslQj2jQj 1Q()
1=2
L(Rd)
<1
対応 f 7 ! fslQg = fhf;  lQigQ2D; l=1;:::L は L から f の同型写像の定義を与える。
5.4 デモクラシー性
オーリッチ空間でウェーブレットのデモクラシー性を考えるために k~1 kL を見積もる。そのため
に, まず   が互いに素でサイズが同じダイアディックキューブから構成されるときを考える。
補助定理 5.4.1
L(Rd) を 0 < L  L < 1 であるオーリッチ空間とし, B = f Q : Q 2 Dg をアドミッシブル
なウェーブレット基底とする。  = fQ1;Q2;    ;QNg  D が互いに素な族であれば,
k~1 kL(Rd) =
X
Q2 
Q()
'(jQj)

L(Rd)
が成り立つ。さらに,   に含まれるキューブが全て同じサイズならば, すべての Q 2   に対して,
jQj = 2kd であり, ある k 2 Z で
k~1 kL(Rd) =
'(N2kd)
'(2kd)
が成り立つ。
（証明）
仮定より, (5:2:1) が成り立つことに注意する。基底 B の 1 つの元  Q に対して, (5:3:3) より,
k QkL(Rd) '
Q()jQj  12

L(Rd)
=
'(jQj)
jQj 12
が成り立つ。再び, (5:3:3) を用いると,
k~1 kL(Rd) =
XQ2 
 Q
k QkL(Rd)

L(Rd)
'

X
Q2 
1
k Qk2L(Rd)
Q()
jQj
 1
2

L(Rd)
'
X
Q2 
Q()
'(jQj)2
 1
2

L(Rd)
=
X
Q2 
Q()
'(jQj)

L(Rd)
が成り立つ。ここで, 最後の不等式は   内のキューブが互いに素であることを用いた。
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さらに, それぞれの Q 2   に対して, jQj = 2kd であるから,
k~1 kL(Rd) '
1
'(2kd)
X
Q2 
Q()

L(Rd)
=
1
'(2kd)
'
 [
Q2 
Q

=
'(N2kd)
'(2kd)
が成り立つ。
注意.
h+' (t) = sup
k2Z
'(t2kd)
'(2kd)
; h ' (t) = inf
k2Z
'(t2kd)
'(2kd)
と定義する。  が互いに素で同じサイズのキューブの族であるならば, 補助定理 5.4.1 より,
h ' (Card  ) - k~1 kL(Rd) - h+' (Card  )
が成り立つ。つまり, N  1 に対し, h+' (N) と h ' (N) が一致しなければ, アドミッシブルなウェーブ
レット基底はオーリッチ空間でデモクラティックではない。
命題 5.4.2
例 5.2.9 と例 5.2.10 で与えられたオーリッチ空間 L2 \ L4 と L2 + L4 に対して, N 2 N のとき,
h ' (N) ' N1=4; h+' (N) ' N1=2
が成り立つ。すなわち, これらの空間でアドミッシブルなウェーブレットはデモクラティックではない。
（証明）例 5.2.9 より,
(t) =

t2 (0  t  1);
t4 (t  1):
L = L2 \ L4 である場合のみ示す。L = L2 + L4 である場合も同様に証明できる。
N 2 Nに対して,
'(Ns)
'(s)
=
8<:
N1=4 (s  1=N);
N1=2 s1=4 (1=N < s  1);
N1=2 (s > 1):
よって,
h+' (N) = sup
k2Z
'(N2kd)
'(2kd)
= N1=2;
h ' (N) = inf
k2Z
'(N2kd)
'(2kd)
= N1=4:
が成り立つ。h+' (N) と h
 
' (N) が一致しないので, アドミッシブルなウェーブレット基底はデモクラ
ティックではない。
命題 5.4.3
 2 R, 1 < p <1 に対して, オーリッチ空間 Lp(logL) は,
  0 のとき,
h ' (N) ' N1=p(1 + logN) =p;
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h+' (N) ' N1=p:
を満たし,  < 0 のとき,
h ' (N) ' N1=p;
h+' (N) ' N1=p(1 + logN) =p
を満たす。すなわち,アドミッシブルなウェーブレット基底はデモクラティックではなく, かつ  6= 0
となる Lp(logL) に対して, グリーディでもない。
（証明）
  0 の場合のみを示す。他の場合も同様に証明できる。
例 5.2.7 より, Lp(logL) に付随する基本関数は,
'(t) ' t1=p(1 + log+ 1=t)=p
であったから,
'(Ns)
'(s)
'
8>>><>>>:
N1=p

1+log(1=Ns)
1+log(1=s)
=p
(s  1=N);
N1=p
 
1 + log 1s
 =p
(1=N < s  1);
N1=p (s > 1):
が成り立つ。ゆえに,
h ' (N) ' N1=p(1 + logN) =p;
h+' (N) ' N1=p
となる。
定理 5.4.4
L(R) を 0 < L  L < 1 であるオーリッチ空間とし, B = f Q : Q 2 Dg をアドミッシブルな
ウェーブレット基底とする。このとき, すべての    D に対して,
h ' (Card  ) - k~1 kL(Rd) - h+' (Card  )
が成り立つ。特に, L(R) の B に付随する左デモクラシー関数と右デモクラシー関数はそれぞれ,
hl ' h ' と hr ' h+' を満たす。
補助定理 5.4.1 では, 同じサイズの交わりのないキューブからなる    D に対し,
h ' (Card  ) - k~1 kL	(Rd) - h+' (Card  )
が成り立つことを見た。定理 5.4.4 より, すべての    Q に対して, これらの不等式が成り立つことが
わかる。
ウェーブレット基底がオーリッチ空間でデモクラティックであるための必要十分条件を考える。その
ために, この節では, 次の条件を仮定する。
 ' : (0;1)! (0;1) は非減少関数で,
lim
t!0+
'(t) = 0; lim
t!1'(t) =1
を満たす。
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 ' 2 2 を満たす。すなわち, すべての t > 0 に対して, 定数 C0 <1 が存在して,
'(2t)  C0'(t):
また (5:2:3), 補助定理 5.4.1 より,
H+' (t) = sup
s>0
'(st)
'(s)
; t > 0
h+' (t) = sup
k2Z
'(t2kd)
'(2kd)
; h ' (t) = inf
k2Z
'(t2kd)
'(2kd)
であった。ここではさらに,
H ' (t) = inf
s>0
'(st)
'(s)
; t > 0
を導入する。2 条件の性質より, 次の結果が得られる。
補助定理 5.4.5
すべての t > 0 と, 上記の仮定を満たす ' に対して, 定数 C0 <1 が存在して,
C 10 h
 
' (t)  H ' (t)  h ' (t); h+' (t)  H+' (t)  C0h+' (t)
が成り立つ。
また, 次の補助定理も認めることにする。
補助定理 5.4.6
上記の仮定を満たす ' に対して, 定数 0 < C1 <1 が存在して, すべての N = 1; 2; 3; : : : に対して,
H+' (N)  C1H ' (N)
が成り立つとする。このとき, 0 <  <1 に対して, 定数 1  c0 <1 が存在して, すべての t > 0 に
対して,
c 10 t
  '(t)  c0 t
が成り立つ。
次の結果は, ウェーブレット基底がオーリッチ空間でデモクラティックであるための必要十分条件で
ある。
定理 5.4.7
L(Rd) を自明でないボイド指数を持つオーリッチ空間とする。アドミッシブルなウェーブレッ
ト基底が, L(Rd) でデモクラティックであるための必要十分条件は, ある 1 < p < 1 に対して,
L(Rd) = Lp(Rd) が成り立つことである。
(証明)
5.2 節の例 5.2.6 より, ルベーグ空間 Lp(Rd) (1 < p <1) でウェーブレット基底は, デモクラティッ
クとなる。
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ここでは, 逆が成り立つことを示す。与えられたアドミッシブルなウェーブレット基底が L(Rd) で
デモクラシックであるとする。定理 5.4.4 と補助定理 5.4.1 より, N = 1; 2; 3; : : : に対し, ある定数
0 < C1 <1 が存在して,
h+' (N)  C1h ' (N) (5:4:8)
が成り立つ。L の基本関数 ' は, この節の最初に仮定した条件を満たす。(5:4:8) と補助定理 5.4.5 よ
り, N = 1; 2; 3;    に対し, ある定数 0 < C <1 が存在して,
h+' (N)  H+' (N)  Ch+' (N)  CC1h ' (N)  C1H ' (N):
よって,
H+' (N)  C1H ' (N)
が成り立つ。ゆえに, 補助定理 5.4.6 よりある 0 <  <1 に対して,
'(t) ' t
が成り立つ。ここで, 例 5:2:6 において p = 1=a ととると,
L = L = 1=p
より, 1 < p <1 を満たさなければならない。したがって,
L(Rd) = Lp(Rd) (1 < p <1)
が成り立つ。
5.5 今後の課題
定理 5.4.7 より, オーリッチ空間はデモクラティックからは程遠い。デモクラシー関数を計算するこ
とは, デモクラティックな関数空間を捉えるために有効であることはよく知られている。一方, デモク
ラティックではない関数空間でデモクラシー関数を計算することは, 並大抵なことではないこともよく
知られている。
デモクラティックではない空間を捉えるために有効である（デモクラシー関数に代わる）関数を見つ
けることが今後の課題であると考える。
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