from (56) we get 
By taking the limit for R ! 1 and by using the fact that erg (K),
we obtain that limR!1 = erg(K) for all K. This shows that the "all-or-none" INR strategy coupled with JMUD is throughput-wise optimal for every finite K. Finally, by letting K ! 1 we can achieve the unfaded single-user upper bound in (55) with equality.
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I. INTRODUCTION
Let X 1 ; X 2 ; . . . be an arbitrary random process taking values in a subset of a general separable metric space (X ; ). Special cases include nonstationary or nonergodic processes and deterministic sequences. Each X i = x i has an associated label Y i which is a random variable drawn from an unknown conditional distribution F (yjXi = x i ) taking values in a Hilbert space Y. We consider the nonparametric regression estimation problem of estimating m(X n ) = E[Y n jX n ] given Xn and previous data pairs f(Xi; Yi 
Most previous work has considered the case in which the data pairs f(X i ; Y i )g are independent and identically distributed (i.i.d.), although some work has also been done for various weakly dependent data, see [9] - [11] , [13] , [16] , [17] . It is well known that, in this case, various universally consistent regression estimators exist under only a finite moment condition on Y . For example, see Györfi, Härdle, Sarda, and Vieu [6] , Roussas [14] , and the references therein for results with dependent data. There has been significant interest in analyzing the performance of nearest neighbor and kernel estimators and, in particular, establishing consistency results and obtaining rates of convergence, for instance, see [1] - [3] , [5] , [7] , [18] . Recently, Kulkarni and Posner [8] considered the case in which the process X 1 ; X 2 ; . . . takes values in a compact set, but is otherwise completely arbitrary. For continuous regression functions they have shown that results analogous to the i.i.d. case can be obtained for several standard estimators (such as k n -nearest neighbor and kernel estimators) using a cumulative loss criterion. These results are also related to other work on individual sequences such as [12] on density estimation and references therein.
In this correspondence, we also impose no restrictions on the random process fX i g except that almost surely the set fX 1 ; X 2 ; . . .g be to- 
This problem formulation is quite general and to make useful statements, we require certain assumptions.
We impose the following assumption on the pairs (X i ; Y i ) which implies that given Xi, the label Yi is conditionally independent of f(X j ; Y j )g j6 =i and drawn according to F (yjX i ). Throughout this correspondence, we also impose the following assumptions on the conditional distribution F (yjx).
Recall that a totally bounded subset of a metric space is one that can be finitely -covered for each > 0. We say that a process X1; X2; . . . In what follows, we will be interested in k n -NN estimators in which kn = kn(X1; . . . ; Xn) is chosen in a data-dependent manner.
Theorem 1: Let X 1 ; X 2 ; . . . be an arbitrary random process and suppose (X1; Y1); (X2; Y2) ; . . . satisfy (A0)-(A2). If i) kn(X1; . . . ; Xn) !n!1 1 a.s. and ii) d n (k n ; X 1 ; . . . ; X n ) ! n!1 0 a.s. then the corresponding kn-NN estimator satisfies lim n!1 E jm n (X n ) 0 m(X n )j 2 jX 1 ; . . . ; X n = 0 a.s.
Proof: Using i), ii), and the fact that X 1 ; X 2 ; . . . is a totally bounded process, we have that almost surely a realization ! = (x1; x2; . . .) is a totally bounded set with kn(x1; . . . ; xn) ! 1 and d n (k n ; x 1 ; . . . ; x n ) ! 0. Fix such a realization.
Since X is complete, the closure of fx1; x2; . . .g, denoted by A, is a compact subset of X (e.g., see [4 then we have i) k n (X 1 ; . . . ; X n ) ! n!1 1 a.s. and ii) d n (k n ; X 1 ; . . . ; X n ) ! n!1 0 a.s. We need only show that lim n!1 J n = 0 almost surely. We will do this by showing that for any > 0, almost surely we have J n < for sufficiently large n.
Fix > 0 and a realization ! = (x 1 ; x 2 ; . . .). 
Bi for all n. For any fixed k, the number of times an x i falls in some ball B i with fewer than k previous elements from x 1 ; . . . ; x i01 is bounded by kN (=4). Hence, there is a finite n0 such that for all n n0, the number of x 1 ; . . . ; x n01 within =2 of x n is greater than k. Thus, for n n 0 we have
The result follows by taking k > 2=.
The next result follows immediately from Theorems 1 and 2. where f and g are any strictly positive monotonic functions that decrease to 0 as their arguments approach 0.
IV. A DATA-DEPENDENT KERNEL ESTIMATOR
For an arbitrary process X 1 ; X 2 ; . . . ; define the kernel weights
where fng is a sequence of positive numbers, : R+ ! R+ is a nonnegative kernel function, and ni = (X i ; X n ). Note that in the expression for the weights and in the sequel we treat 0=0 as 0. The kernel regression estimate is defined aŝ
For simplicity, we will assume that the kernel satisfies the following conditions:
• has compact support and sup t0 (t) < 1;
• is bounded away from zero on [0; 1]. Given X1; . . . ; Xn and n, let Ln(n; X1; . . . ; Xn) denote the number of X i for i = 0; . . . ; n 0 1 such that (X i ; X n ) < n . Proof: First, as before, we have
Now in order to show that for large enough N , the error will be small we need to establish that Proof: The proof of this result is very similar to that of Theorem 2. Let
As before, we need only show that limn!1 Jn = 0 almost surely, and we do this by showing that for any > 0, almost surely for sufficiently large n we have J n < .
Form a finite =4-cover as in Theorem 2. Then since the cover is finite, it is easy to see that in an =2 neighborhood of x i , we can have fewer than 2= points only finitely many times. Hence, almost surely for sufficiently large n we have Jn .
The subsequent result follows immediately from Theorems 3 and 4. 
V. REMARKS
The notion of a totally bounded process considered here is slightly more general than the condition used in [8] that the X i take values in some compact set A almost surely. If the process X1; X2; . . . is totally bounded, then almost surely a realization x 1 ; x 2 ; . . . is a totally bounded set, and so is contained in a compact set (namely, the closure of fx1; x2; . . .g). However, the compact set can depend on the realization so there may be no single compact A with X i 2 A almost surely.
It turns out that the consistency results in [8] actually hold for totally bounded processes, although the results on rates of convergence need the stronger condition.
To get the consistency results presented here, one needs to choose the parameters kn or n in a data-dependent manner. For any data-independent choices, one can construct examples of totally bounded processes X1; X2; . . . for which consistency fails. In contrast, the results of [8] show that for a time-average criterion any k n -NN or kernel estimator under the standard conditions works. One cannot, in general, get rates of convergence, even with a Lipschitz assumption on the conditional distribution F (Y jX). To get rates one would also need to put conditions on the process X 1 ; X 2 ; . . . that allow getting rates on kn(X; . . . ; Xn) and dn(kn; X1; . . . ; Xn) (or analogous quantities). However, as shown in [8] , one can get rates on cumulative risk with conditions only on F (Y jX).
One could actually do a similar analysis for the general case of Stone-type estimators [15] , and treat the k n -NN and kernel estimators as special cases, but the main point is the existence of estimators with the properties shown and for simplicity we focus on NN and kernel estimators.
