ABSTRACT. Stochastic weather generators are often used to generate daily weather input for hydrologic and crop models. The objective of this study was to evaluate and improve the ability of the Climate Generator (CLIGEN v5.22564) and T dp were generated independently.
al., 1994), and Climate Generator (CLIGEN) (Nicks et al., 1995) are widely used (Johnson et al., 1996) . CLIGEN was originally developed for WEPP (Water Erosion Prediction Project) to predict runoff, soil erosion, and sediment delivery at hillslope as well as watershed scales (Nicks et al., 1995; Laflen et al., 1997) . It has been used to develop synthetic daily weather data that statistically resembles the present climate or generate daily weather for ungauged areas through spatial interpolation of model parameters from adjacent gauged sites (Baffaut et al., 1996) . More importantly, CLI-GEN is suited to generate daily weather series from monthly output of the General Circulation Model (GCM) for assessment of crop production and soil erosion (Zhang, 2003; Zhang and Liu, 2005) . Its parameters can be readily manipulated to simulate arbitrary changes in mean and variance quantities for sensitivity analysis, or be deliberately modified to mimic changes in mean and variance as predicted by GCM for impact assessment (Zhang, 2005) .
Numerous studies were conducted to evaluate the ability of CLIGEN to generate non-precipitation parameters such as solar radiation (SR), wind velocity (u), dewpoint temperature (T dp ), and maximum (T max ) and minimum (T min ) air temper-atures. Johnson et al. (1996) thoroughly evaluated them on six climatically dispersed sites in the U.S., and Headrick and Wilson (1997) conducted a similar study at five Minnesota locations. However, both studies used earlier versions of CLIGEN that adopted a conditional probability-weighting factor to adjust standard deviations of T max , T min , and SR based on the present and previous day precipitation, in order to induce proper cross-correlation between precipitation, temperature, and SR. This adjustment reduced the variances of temperatures and SR, and therefore was later removed from the model (Zhang, 2004b) . Zhang (2004b) evaluated the ability of CLIGEN (v.5.107) to generate non-precipitation parameters at four Oklahoma stations, and assessed the potential impacts of the generated parameters on simulated productivity of a winter wheat using the WEPP model. The results illustrated that the simulated wheat yield was sensitive to generated temperatures but was insensitive to SR. Owing to its independency assumptions, CLIGEN did not preserve proper serial and cross correlations (day-to-day) for and between daily temperatures, and SR.
The Loess Plateau of China is one of the most severely eroded regions in the world due to its fine aeolean deposits, steep slopes, sparse vegetation cover, and frequent heavy storms. Great effort has been taken to combat soil erosion in the region in the past several decades. There is a need to generate synthetic climate data for evaluating the effectiveness of soil and water conservation measures in controlling runoff and soil loss in ungauged areas and for assessing the potential impacts of future climate changes on soil erosion in the region. However, only a few studies have been reported in the literature to evaluate CLIGEN's ability to generate climate parameters in China. Miao et al. (2004) compared the abilities of CLIGEN and BPCDG (Break Point Climate Data Generator) and reported that BPCDG was better than CLIGEN for soil erosion prediction. Zhang (2004a) evaluated the applicability of CLIGEN at three stations in the Loess Plateau of China in the Yellow River basin and found that CLIGEN reproduced daily T max and T min means reasonably well, but their standard deviations were less well reproduced. Shi et al. (2006) evaluated the applicability of CLIGEN (v.5111) at the Ansai Station in the Loess Plateau. They reported that the model reproduced the annual precipitation and monthly distribution of daily T max , T min , and precipitation well; however, means and standard deviations of u were about two times larger than those of the measured data.
We have evaluated the ability of CLIGEN (v5.111) to generate non-precipitation parameters, including daily T max , T min , T dp , SR, and u at 12 meteorological stations in the Loess Plateau of China (Chen et al., 2007) . The results indicated that v5.111 reproduced daily T max very well. The t-, F-, and Wilcoxon rank sum tests showed that none of the means, standard deviations, and distribution of the measured T max data was significantly different from those of the CLIGENgenerated data at P = 0.01 for all stations. In comparison, daily T min (and T dp ) were less well reproduced with significant differences at P = 0.01 for 1 (and 2) out of 12 stations for the t-test, and 2 (and 3) out of 12 stations for Wilcoxon rank sum tests. Daily SR and u were less well generated compared to temperature. In particular, generated u was significantly greater than the measured data at P = 0.01 level. Seasonal serial correlations of T max and T min and cross correlation between them were adequately produced, but those of SR and cross correlation between temperature and SR were poorly simulated. CLIGEN (v5.22564 ) is the latest version available for evaluation. The late Mr. Charles Meyer made several major improvements since the release of v5.111 (http://topsoil.nserl.purdue.edu/nserlweb/ weppmain/cligen/). The main modifications include capping the precipitation skewness coefficient to keep CLIGEN from generating an inordinate percentage of negative values, introducing quality control to the gamma distribution used to generate storm intensity, replacing a chi-square test with a KolmogorovSmirnov (K-S) test for quality control, improving simulation of individual storm characteristics, and increasing the lot size of random numbers (generated for the gamma distribution for rainfall intensity) from 20 at a time to 30 at a time. Overall, a much more stringent form of quality control for random numbers was implemented in v5.22564. A key improvement for temperature generation was the use of a correlative scheme that generates correlated daily T max , T min and T dp . In addition, SR and u generated by v5.22564, which were similar to those generated by v5.111, were far less satisfactory. We have corrected an error in unit conversion for u generation, and directly used standard deviations of measured SR in place of estimated values. These modifications need to be evaluated for their ability to improve overall model performance in a wide range of climate and geographic conditions. Therefore, the objectives of this study were to: (1) evaluate and improve the ability of CLIGEN (v5.22564) to generate non-precipitation parameters, including daily T dp , T max , T min , SR, and u at 12 meteorological stations in the Loess Plateau of China; and (2) compare the results with those derived from CLIGEN (v5.111) to highlight model improvements.
GENERATION OF NON-PRECIPITATION PARAMETERS
The CLIGEN model generates daily values of T max , T min , T dp , SR, u, and wind direction. It also generates rainfall amount, duration, peak storm intensity, time to peak intensity, and daily precipitation occurrence based upon long-term monthly weather station statistical parameters. Daily SR, T max , T min , and T dp are generated using normal distributions, and daily u is generated using a transformed (skewed) normal distribution. The monthly means and standard deviations of daily T max and T min are directly derived from station records. The monthly means of daily T dp are derived from the station records, but the standard deviations are taken from T min data. The long-term monthly weather station statistical parameter (.par) file is used by CLIGEN to generate daily weather series. Daily T max and T min are generated independently in versions prior to v5.2253 as (Nicks et al., 1995) :
χ σ μ T min dp dp
In v5.22564, T max , T min , and T dp are generated for each day in such a way that they are correlated to each other. The smaller standard deviation of T max or T min is used as a base, and the other two parameters are generated conditioned on the chosen parameter. If the standard deviation of T max is larger than or equal to the standard deviation of T min , daily temperatures are generated by:
2 min 2 min max min dp min dp
If the standard deviation of T max is less than those of T min , daily temperatures are generated by:
2 min 2 min max dp max max dp
where m is the monthly mean of daily temperatures, s is the standard deviation of daily temperatures, and x is a generated standard normal deviate. The standard normal deviate is obtained for each day using two random numbers. The second number for today is reused as the first number for tomorrow. A range check is imposed in v5.111 to force daily T min to be less than T max because they are generated independently. However, in v5.22564, this range check is unnecessary because the new conditional scheme ensures that T max is always greater than T min .
Daily SR is generated as:
where m sr and s sr are monthly mean and standard deviation of daily SR. A maximum SR (SR max ), calculated from latitude of the station and day of the year, is used in the following formula to compute the standard deviation of daily SR in v5.22564 and previous versions:
There are considerable differences between measured standard deviations and those computed by equation 11 (Chen et al., 2007) . As a result, statistics of SR including means, standard deviations, distributions, autocorrelation, and cross-correlation with temperature are not well reproduced (Chen et al., 2007) . It is because standard deviation of SR, estimated from equation 11, is fairly poor in the study region. To improve SR generation, measured standard deviations are used in equation 10 in our modified version.
Wind direction is divided into 16 cardinal directions and is generated by sampling the cumulative distribution of percent time that wind is blowing from each of these directions with a random number between 0 and 1. Daily u is generated in all versions by (Nicks et al., 1995) :
where m u , s u , and c are the monthly mean, standard deviation, and skewness coefficient of daily u, respectively, for the generated cardinal direction and month.
The above presentation follows the default mode of CLI-GEN, in which daily weather series are generated using monthly statistics without interpolation (I0) between months. In order to generate more time-continuous daily weather, several interpolation methods such as Fourier (I2) have been used in the model to downscale monthly statistics to daily equivalents. The downscaled daily parameters are then used in the above formula to generate daily weather data.
MATERIALS AND METHODS
Data from twelve stations dispersed across the Loess Plateau in China were used in this study ( fig. 1 ). Basic information including average annual precipitation, longitude and latitude, elevation, and record period for these stations are given in table 1. Average annual precipitation at these stations varied from 193.4 to 576.4 mm.
The data collected at these stations, including daily precipitation, T max and T min , SR, u, and wind direction, were used to derive CLIGEN input parameters. Dewpoint temperature was not measured at these stations. When average air temperature (T) is above or equal to 0°C, daily T dp is computed by (Liu, 1997) :
7.45T ln 235 T dp f f
When T is less than 0°C, daily T dp is computed by (Liu, 1997) :
9.5T ln 9.5 T 265
9.5T ln 265 T dp f f
where f is the mean relative humidity. The derived parameters were then used to generate daily weather data for 100Ăyears with the default random number seed and no interpolation between months for all the non-precipitation parameters. Mean, standard deviation, coefficients of skewness and kurtosis, and extreme values of T max , T min , T dp , SR, and u were calculated for both measured and generated daily data. Since daily air temperatures and SR were approximately normal, t-and F-tests were used to test the equality of means and standard deviations, respectively, for generated versus measured daily temperatures and SR at each station. In addition, a nonparametric Wilcoxon rank sum test (Chen, 1989) , which is applicable to any type of distributions, was used to test the equality of the two population distributions of measured ver- -1957-2001 576.4 sus generated data. A significance level of P = 0.01 was arbitrarily selected for these tests. The selected percentiles (5th, 15th, 25th, 50th, 75th, 95th, and 99th) of daily T max , T min , T dp , SR, and u of both generated and measured data as divided by the corresponding measured means are plotted for trend comparison. In addition, the measured and 100-year CLIGEN-generated data were analyzed for serial and cross correlations for and between daily T max , T min , and SR for each station. Raw time series were directly used in this study for preliminary comparison, as was used by Zhang (2004b) , because the use of raw data reflect not only day-to-day persistence but also month-to-month persistence (seasonality). In this article, the separation of the two periods of persistence was conveniently defined by a break point in a correlogram at which correlation coefficients decreased to a much smaller value. In order to examine the performance of the interpolation methods, daily average data including T max , T min , T dp , and SR were compared with and without the Fourier interpolation.
RESULTS AND DISCUSSION
STATISTICS AND ANALYSIS OF THE NON-PRECIPITATION PARAMETERS CLIGEN (v5.22564) reproduced daily T max very well (table 2). The t-and F-tests showed that neither the means nor the standard deviations of measured data were significantly different from those generated with CLIGEN at P = 0.01 for all stations. The absolute skewness coefficients of both measured and generated data were less than or equal to 0.3, which were considered fairly symmetric (Evans and Olson, 2002) , and the kurtosis coefficients were relatively small. These results indicate that the assumption of normal distribution is approximately valid. The mean absolute difference across the 12 stations for the all-time T max was 1.6°C, with the largest difference being 4.4°C at the Xi'an station. The overall Wilcoxon tests showed that cumulative distributions were not different at P = 0.01 for each station. The test cannot reject that the measured and generated daily T max were from the same distribution at P = 0.01. Further tests by month-station combination revealed that none of the 144 tests was significantly different from either t-test or F-test, and none of the 144 was different for the Wilcoxon test at P = 0.01. We cannot reject that the measured and generated daily T max in each month were from the same distribution at P = 0.01. The average P values were 0.959 for the t-test and 0.641 for the Wilcoxon test for v5.111-generated daily T max , and were correspondingly 0.974 and 0.616 for v5.22564-generated daily T max at 12 stations. The means of T max were simulated somewhat better in v5.22564 than in v5.111, but the distributions were slightly worse, and this is because the standard deviation of T max was directly used in T max generation only when the standard deviation of T max was greater than or equal to those of T min in v5.22564. In addition, all-time T max values were simulated slightly better in v5.22564 than in v5.111. CLIGEN (v5.22564) also reproduced daily T min reasonably well (table 3) . The t-test and F-test showed that none of the means and standard deviations of measured data were significantly different from those of the v5.22564-generated data at PĂ= 0.01 at all stations. The absolute skewness coefficients of both measured and generated data were not greater than 0.2, which were considered fairly symmetric (Evans and Olson, 2002) , and the kurtosis coefficients were relatively small. These results indicate that the normal assumption of T min is approximately valid. The mean absolute difference across the 12 stations for the all-time T min was 2.2°C, with the largest difference being 6.0°C at Huhehaote. The overall Wilcoxon tests for each station showed that cumulative distributions were not different at P = 0.01, suggesting that measured and generated daily T min were likely from the same distribution. Further tests by month-station combination revealed that none of the 144 tests was different at P = 0.01 for the t-test, F-test, and Wilcoxon test. We could not reject the null hypothesis that measured and generated daily T min in each month came from the same distribution at P = 0.01. The T min was simulated much better in v5.22564 than in v5.111. The P values of the t-test and the Wilcoxon test (averaged over the 12 stations) were 0.231 and 0.185 in v5.111, respectively, and were 0.958 and 0.890 in v5.22564. The results showed that v5.22564 improved the simulation of not only the means but also the distributions of T min . The better simulation of T min in v5.22564 is because temperatures are generated in the correlative fashion that precludes the need for a range check to force T min to be less than T max , as was the case in v5.111 in which temperatures were generated independently.
The means of daily T dp were well produced by v5.22564 (table 4). The t-test showed that the means of measured data were not different from those of the generated data at P = 0.01 for all stations. However, the standard deviations of T dp were less well reproduced, and the F-test showed significant differences at P = 0.01 for 4 out of 12 stations. The poor outcome was because the standard deviation of T min was used in T dp generation; however, the standard deviation of T dp was different from that of T min . The absolute skewness coefficients of both measured and generated data were less than or equal to 0.2 (considered fairly symmetric), and the kurtosis coefficients were relatively small. These results indicate that the normal assumption of T dp is approximately valid. The overall Wilcoxon tests for each station showed that cumulative distributions were not significantly different at P = 0.01. The average P value of the t-test for T dp over 12 stations was 0.222, and the Wilcoxon test was 0.220 in v5.111, while they were 0.832 and 0.627, respectively, in v5.22564. These results in- (°C) for measured data, and CLIGEN (v5.22564) 
-generated without (I0) and with Fourier interpolation (I2) for 12 weather stations in the Loess Plateau of China. [a]
Station Statistic [a] T max1 = T max on day 1, T min2 = T min on day 2 (succeeding day), CNV = count of negative values.
dicate that the T dp was simulated much better in v5.22564 than in v5.111 due to the use of the new correlative generation scheme. However, all-time maximum T dp values were less well simulated in v5.22564 than in v5.111. The mean absolute difference across 12 stations for the all-time T dp was 3.7°C, with the largest difference being 5.8°C at Xi'an.
Daily SR was estimated from SR max in all versions of CLI-GEN, and SR max was calculated from latitude of the location and day of the year. The daily SR was less well produced by this method, especially for standard deviations of SR (Chen et al., 2007) . Daily SR generated using v5.22564 was evaluated at 11 stations except Changwu that had no measured data. The t-test showed significant differences in measured and v5.22564-generated means at P = 0.01 for 6 out of 11 stations. The F-test showed significant differences in standard deviations at P = 0.01 for all 11 stations, and the overall Wilcoxon tests showed that the measured and generated distributions were different for 4 in 11 stations at the P = 0.01 level. The SR values generated by our modified v5.52264 are summarized in table 5. The SR was much better reproduced when standard deviations of measured SR were used. The t-test showed that the means of measured data were not different from those of the generated data at P = 0.01 for all stations. The standard deviations of SR were also simulated much better, the F-test showed significant differences at P = 0.01 for only 1 out of 11 stations (data not shown). The overall Wilcoxon tests showed that the measured and generated distributions were different for 3 in 11 stations at the P = 0.01 level. There was no improvement for skewness coefficients and kurtosis coefficients after modification, probably because the modification of using measured standard deviation would not alter in large part the extreme value generation. The simulated skewness coefficients were consistently greater than the measured values, and so were the simulated kurtosis coefficients. However, all-time maximum SR somewhat worsened after modification. The largest difference for all-time maximum SR was 39.9 MJ m -2 d -1 at the Xining station, and the mean absolute difference across the 10 stations except Xining for the all-time maximum SR was 3.7 MJ m -2 d -1 . T min T dp SR u
1:1 line
Percentiles of CLIGEN-generated data divided by measured means Percentiles of measured data divided by measured means Figure 2 . Plots of 5th, 15th, 25th, 50th, 75th, 95th, and 99th percentiles of measured vs. generated daily T max , T min , T dp , SR, and u at the six stations in the Loess Plateau of China. The percentiles of each variable were divided by the corresponding measured mean of the variable.
CLIGEN (v5.111) did poorly in reproducing u. The means and standard deviations of generated u were significantly greater than those of measured u. The overall Wilcoxon tests showed that the measured and generated distributions were different for all of the stations at the P = 0.01 level (data not shown). CLIGEN (v5.22564) produced similar results. A closer examination revealed a unit conversion error for the u parameters in all versions. The units for input and output u parameters were miles per hour and meters per second, respectively. However, unit conversion was never implemented in the model. The u was improved significantly by correcting this error (table 6). The relative errors of average u ranged from -0.3% to 0.4% and standard deviations ranged from -1.3% to 0.8% across all 12 stations. The error ranges were very small, indicating that u was reproduced reasonably well. The distribution of daily u was skewed to the left, and the skewness was reasonably replicated across all 12 stations. The kurtosis coefficient was overpredicted for 11 of 12 stations. The mean absolute difference (MAD) across the 12 stations for the all-time maximum u was 1.3 m s -1 , with the largest difference being 3.3 m s -1 at the Tianshui station. The overall Wilcoxon tests for each station showed that cumulative distributions were not different at the P = 0.01 level. The tests cannot reject the hypothesis that the measured and generated daily u is from the same distribution. Table 7 displays the diurnal temperature ranges of the measured and CLIGEN-generated data. It can be seen that the measured means of the same-day temperature range of (T max1 -T min1 ) and the one-day lag temperature ranges of (T max1 -T min2 ) and (T max2 -T min1 ) were reproduced well by v5.22564. However, the standard deviations of T max1 -T min1 were consistently underestimated compared with the measured data, and the standard deviations of T max1 -T min2 and T max2 -T min1 were consistently overestimated at all stations. The overestimation was due to a large number of negative numbers that were generated by the model. There were very small differences between those generated without (I0) and with Fourier interpolation (I2).
DIURNAL TEMPERATURE RANGE
Compared to v5.111, the means of T max1 -T min2 and T max2 -T min1 were improved significantly in v5.22564, but standard deviations of T max1 -T min1 were worse. Standard deviations of T max1 -T min2 and T max2-T min1 generated by v5.111 and v5.22564 were similar. Since daily maximum and minimum air temperatures were conditioned on each other in the model, daily T max was always higher than the same-day T min . Temperature tends to change in a gradual and continuous manner, and it is uncommon for T min1 to be higher than T max2 (cold front) and for T min2 to be higher than T max1 (warm front), as is shown by the measured data. In contrast, considerable occurrences were generated by v5.22564 for both cases. However, the Fourier interpolation, which attempts to generate smoother daily temperatures between months, improved the results only slightly in both cases. The inability of CLIGEN to generate more time-continuous temperature is expected because no day-to-day persistence is assumed for both variables in the model. In addition, compared to v5.111, the negative numbers of T max1 -T min2 , generated by v5.22564, were reduced by 13.4% (better), but those of T max2 -T min1 were increased by 44.2% (worse).
CUMULATIVE DISTRIBUTIONS
The selected percentiles of daily T max , T min , T dp , SR, and u as scaled by the corresponding measured means are plotted in figure 2 for trend comparison. The probability distributions of air temperatures, SR, and u were adequately reproduced for all stations, as indicated by their percentiles falling close to the 1:1 line.
The measured and generated data including T max , T min , T dp and SR were sorted in ascending order, and then a straight line was fitted through the origin. Slopes and coefficients of determination for T max , T min and T dp , SR, and u were close to 1, signifying that the modified v5.22564 reproduced the cumulative distributions well for all parameters. Similar performance was found with v5.111 except for SR and u. For example, the regression slope was 0.89 for SR and 2.24 for u in v5.111 for the Tianshui station. Overall, the cumulative distributions of SR and u were improved significantly over v5.111 in the modified v5.22564. 
CORRELATION ANALYSIS
Serial and cross correlations for and between daily T max , T min , and SR were computed for unfiltered measured and generated data sets. Since similar results were obtained from all 12 stations, only those results from the Tianshui station are shown in figure 3 for illustration. Figures 3a and 3b are the correlograms of measured and v5.22546-generated daily data (similar results from v5.111). Figures 3c and 3d are the correlograms for the measured and generated data using the modified v5.22564.
Four-day (day-to-day) persistence was shown for T max and two-day persistence was shown for T min and SR (figs. 3a and 3c) for the measured data. In contrast, no day-to-day persistence was shown for the generated data, as was expected from the independency assumption. The autocorrelation coefficients of measured T max and T min for the lags of greater than four days (month-to-month persistence) were slightly greater than those of the v5.22564-generated data, but the autocorrelation coefficients of daily SR were consistently greater for the v5.22564-generated data for all lags. This sig-nified a stronger seasonality in v5.22564-generated data. CLIGEN (v5.111) produced similar results. However, seasonal serial correlations of SR were better reproduced by the modified v5.22564 ( fig. 3c ).
For the measured data, four-day (day-to-day) persistence was shown between T max and T min , five-day persistence was shown between T max and SR, and two-day persistence was shown between T min and SR (figs. 3b and 3d). In contrast, no day-to-day persistence was shown for the generated data. The cross-correlation coefficients of daily measured T max and T min for the lags of greater than four days (month-to-month persistence) were somewhat greater than those of the v5.22564-generated data. However, the cross-correlation coefficients between temperatures and SR were consistently lower for the measured data than for the v5.22564 data. This indicates that there is stronger seasonality in the v5.22564-generated data. CLIGEN (v5.111) produced similar results; however, seasonal cross-correlations between daily temperatures and SR were well reproduced when measured standard deviations were used in v5.22564 ( fig.Ă3d ).
INTERPOLATION
Daily average data including T max , T min , T dp , and SR with and without Fourier interpolation are compared in figure 4. Since similar results were obtained from all 12 stations, only those results from the Xi'an station are shown for illustration. The results show that measured temperatures and SR changed gradually and continuously. The CLIGENgenerated data (without interpolation) did not reproduce this attribute and exhibited jumps between months. However, the data generated with Fourier interpolation improved this situation. The changes in generated air temperature and SR were more gradual and continuous. Furthermore, the negative numbers of T max1 -T min2 and T max2 -T min1 were slightly reduced by the Fourier interpolation, compared with those without an interpolation (table 7) . CONCLUSIONS CLIGEN (v5.22564) reproduced means, standard deviations, and distribution of daily T max and T min reasonably well. Means and distributions of daily T dp were also reproduced reasonably well. Standard deviations of daily T dp were less well reproduced, probably because the model used the standard deviation of T min to generate T dp . Means and standard deviations of daily SR were better produced by the modified v5.22564, but distributions were slightly worse. The skewness coefficients of simulated SR were consistently overpredicted when compared with that of measured data, as were the kurtosis coefficients. Daily u was reproduced very well by the modified model. Means of T max1 -T min1 , T max1 -T min2 , and T max2 -T min1 of v5.22564-generated data reproduced the measured data well. However, standard deviations of generated T max1 -T min1 consistently underestimated the measured data for all stations, while standard deviations of generated T max1 -T min2 and T max2 -T min1 consistently overestimated them. However, the Fourier interpolation improved the results slightly over those without an interpolation. Seasonal serial correlations of SR and cross correlation between temperatures (T min and T max ) and SR were better reproduced with the modified v5.22564. The daily averages generated with the Fourier interpolation were more gradual and continuous between months.
Compared to v5.111, T min and T dp were improved significantly in v5.22564, as well as means of T max1 -T min2 and T max2 -T min1 . However, standard deviations of generated T max1 -T min1 worsened. Standard deviations of T max1 -T min2 and T max2 -T min1 generated by v5.111 and v5.22564 were similar. Furthermore, both means and standard deviations of SR were improved significantly when the standard deviations of measured SR were used in the modified v5.22564. Consequently, seasonal serial correlations of SR and cross correlation between temperatures (T max and T min ) and SR were also improved. The distributions of SR were improved slightly, but the prediction of the all-time maximum SR somewhat worsened. This problem may be corrected by adding a range check on extreme values. In addition, means, standard deviations, and distributions of u were improved significantly by correcting a unit conversion error in the model. Overall, results indicate that the modified v5.22564 considerably improved predictions of the non-precipitation parameters.
