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Abstract
In light of the ongoing digitization, companies
accumulate data, which they want to transform into
value. However, data scientists are rare and
organizations are struggling to acquire talents. At the
same time, individuals who are interested in machine
learning are participating in competitions on data
science internet platforms. To investigate if companies
can tackle their data science challenges by hosting
data science competitions on internet platforms, we
conducted ten interviews with data scientists. While
there are various perceived benefits, such as
discussing with participants and learning new, state of
the art approaches, these competitions can only cover
a fraction of tasks that typically occur during data
science projects. We identified 12 factors within three
categories that influence an organization’s perceived
success when hosting a data science competition.

1. Introduction
“Data is just like crude. It is valuable, but if
unrefined it cannot really be used. […] So must data be
broken down, analyzed for it to have value” [30].
When companies want to refine their valuable data
treasures they face various questions such as: How to
deal with large amounts of data? How to extract
valuable insights from the data? How can the business
benefit most from the utilization of data? To create
value from data, companies employ data scientists who
analyze the data that the company holds.
According to the 2019 Gartner CIO report,
companies are struggling with an acute shortage of
talents when it comes to their efforts in implementing
artificial intelligence [8]. Since data science is heavily
related to machine learning and therefore artificial
intelligence, this shortage also affects the companies’
efforts to turn their data into value.
One theoretical possibility to deal with the scarce
resource of data scientists could be to leverage the
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concept of crowdsourcing. The method to draw on the
so-called wisdom of the crowd for problem-solving has
been established in various domains for several years.
Since data science is a fairly new domain, the use of
crowdsourcing has not been adopted largely, yet. One
platform that enables companies to seek help from a
wide range of data scientists is Kaggle.com. The
website’s focus is hosting machine learning
competitions, organized by the respective companies,
for which participants try to build prediction models.
While there generally has been a lot of research
done for crowdsourcing, there is, after an extensive
investigation, almost no research available addressing
the combination of both, crowdsourcing and data
science. The overall objective of this study is to
provide an overview of crowdsourcing in data science,
with a special focus on factors that influence the
organization’s perceived success of a data science
competition. To facilitate the achievement of this
objective the study uses expert interviews that are
conducted with data scientists from different industries.
The interview data is enriched with data that is crawled
directly from the data science platform Kaggle.
The research questions this study attempts to
answer are as follows:
(1) For what purpose do organizations host data
science competitions?
(2) Which factors influence the organizations’
perceived success when hosting a data science
competition?
The remainder of this manuscript is structured as
follows: To begin with, we provide a brief overview of
the theoretical background and related research to mark
off the research area before the qualitative study design
is presented. After introducing our study sample
comprising ten interviewees, we derive the results.
Finally, we conclude the manuscript by pointing out
the limitations of our study and providing specific
avenues for future research.

Page 229

2. Theoretical Background
2.1. Data Science and Kaggle Competitions
In recent years, the term data science has become a
buzzword that is surrounded by a lot of hype. An
article of the Harvard Business Review even
designated data scientist as “the Sexiest Job of the 21st
Century” [9]. On the other hand, there are voices, who
have criticized the closeness of the definitions of the
terms data (or business) analytics and data science, but
due to new types of data, new methods and new
questions a change in the wording is accepted [4, 11].
Van Der Aalst defines data science as follows: ‘‘Data
science is an interdisciplinary field aiming to turn data
into real value. […]. The value may be provided in the
form of predictions, automated decisions, models
learned from data, or any type of data visualization
delivering insights. Data science includes data
extraction, data preparation, data exploration, data
transformation, storage and retrieval, computing
infrastructures, various types of mining and learning,
presentation of explanations and predictions, and the
exploitation of results taking into account ethical,
social, legal, and business aspects’’[1].
A fundamental concept of data science is to
systematically extract useful knowledge from data to
solve business problems [33]. A widely accepted
codification of this process is the CRISP-DM (CRoss
Industry Standard Process for Data Mining)
framework. The entire process is described by six
phases on a highly aggregated level [6]:
(1) Business Understanding: The purpose of the
initial phase is to understand the customer’s needs,
determine major factors that have to be considered and
formulate business objectives.
(2) Data Understanding: The second step consists
of data collection, description, exploration, and
verification.
(3) Data Preparation: This phase continues with the
handling of data by “cleaning” it to be suitable for later
analysis.
(4) Modeling: The fourth phase of CRISP-DM
starts with the actual selection of the modeling
technique. A subset of the data has to be selected for
training, testing, and evaluation of the model.
Afterward, one or more models are built with varying
parameters whose output can be evaluated. The
evaluation is based upon the domain knowledge, the
data mining goals chosen in phase one and the test
design.
(5) Evaluation: This phase deals with the evaluation
of the model with regard to the set business objectives.

At this point, it has to be decided whether the model
satisfies all requirements.
(6) Deployment: The final phase of the framework
addresses the issue of actually deploying the model as
well as how to maintain and monitor the outcomes of
the project in the long run if used in daily business.
Our study focuses on Kaggle, which is the world’s
largest online platform for data science with more than
1,000,000 members. While the platform is a large
repository for public datasets and a place to exchange
for data scientists through discussion forums and
public Jupyter notebooks, its main feature is hosting
machine
learning
competitions
for
various
organizations [29].
The general concept of a Kaggle competition
requires participants to develop a prediction model for
a precisely defined problem from given data. The
submitted models are evaluated in real-time and the
respective prediction score is shown in a leaderboard,
which creates a competitive environment. However,
the final ranking is calculated based on a separate nonpublic subset of test data. Afterward, the participants
that created the highest-ranked submissions receive the
prize money, often in return for the intellectual
property of the solution [23].
However, when comparing the tasks of data
scientists and the concept of Kaggle competitions, it
seems that these competitions do not allow to
crowdsource all activities related to data science but
only a subset. While data science is also about
understanding the business, identifying fields of
application as well as required and available data, the
scope of the competitions only covers tasks closely
related to machine learning, like data cleaning and
model building.

2.2. Crowdsourcing
The idea behind crowdsourcing is that an
organization proposes the voluntary processing of a
task that is presented in an open call to an undefined
group of individuals or teams [13]. A strength of
crowdsourcing lies in the open call to the broader
public which can serve as a means to obtain new ideas
and approaches from people outside the usual domain
and boundaries [2]. Crowdsourcing can be
collaborative or competitive. The former encourages
participants to collectively work towards a common
solution while the last one aims at the collection of
various independent solutions out of which the
crowdsourcer can select the winning solutions [2].
Competitive crowdsourcing initiatives often result in a
financial or non-financial compensation of winning
participants [40]. The Kaggle competitions described
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above fall into the category of competitive (or
tournament-based) crowdsourcing.
The broad adoption of crowdsourcing led to a large
number of scientific papers examining this topic with
various different foci. However, since a crowdsourcing
task’s success and thereby likewise the overall success
of the hosting platform itself, is significantly dependent
on the number of individuals participating at a given
task, research has focused on the user’s perspective of
crowdsourcing.
Studies addressing the users’ motivation to
participate in crowdsourcing usually consider two
distinct kinds of motivation, i.e., extrinsic and intrinsic
motivation, drawing on the self-determination theory
[10]. Extrinsic motivation refers to performing an
action to attain an external result. In other words, the
incentive is coming from an outside source. Intrinsic
motivation, in contrast, is independent of some
outcome but arises from the pure fun and joy of doing
something [10]. The incentive is to be satisfied and the
task itself is central instead of a promised reward [34].
Factors of motivation that were identified include: task
autonomy and skill variety as factors of fun and delight
[23, 31, 41], financial compensation [23, 25, 31, 41],
social motivation (i.e., reputation) [18, 23, 31],
tacitness [41], learning [18, 25], self-marketing [25],
meaningfulness / impact of the task [5], complexity
[12, 37, 41], event duration [37], number of events
[37].
From an organization’s perspective, crowdsourcing
is designed to get others to solve problems by using
knowledge that the organization may not normally
have access to [22]. And therefore, the main reason for
organizations to initiate a crowdsourcing campaign is
to get the result of a given task or the resolution of a
problem [13]. Often crowdsourcing is associated with
innovation processes such as new product development
or product improvements [32]. In this case, companies
get creative ideas, that might be commercially
exploitable [24]. This approach is supported by studies
that show that many of those user innovations are
characterized by high commercial attractiveness [19].
Besides concrete innovations, companies also try to
create any type of added value by crowdsourcing
through value creation or increased profits [39].
Another goal that organizations might pursue through
crowdsourcing is to obtain knowledge and especially
talent from the crowd by using crowdsourcing
campaigns as an employee recruitment tool [20].
We found one study that used Kaggle as a context
[17]. It assessed how participants’ engagement is
related to their solutions’ creativity. The results show
that higher cognitive and emotional engagement is
associated with more creative output. Further emphasis
is put on the willingness to share obtained knowledge.

The data shows that the need for versatile problemsolving skills makes a competition intrinsically
inspiring, which in turn strengthens the desire to share
a promising solution with others.
To summarize, so far a lot of research on
crowdsourcing has focused on the motivation of users
to participate in and companies to host crowdsourcing
events. The present study aims to give insights into the
organizations’ perspective on the success of data
science competitions. Therefore, it provides a basis to
fill the research gap that currently exists in this area.

4. Method
The goal of our study was to expand the current
stage of IS research concerning the crowdsourcing of
data science projects. Since the amount of companies
that are conducting data science challenges on
platforms such as Kaggle is low and the field has not
been extensively explored, an explorative approach
using interviews with experts seems appropriate to
investigate the problems occurring in this particular
context [15]. According to Weber [38], content
analysis is an appropriate approach to assess openended questions and therefore, it is suitable for the
evaluation of the collected qualitative data. The
interviews were transcribed, coded and analyzed taking
into account relevant publicly available data through
triangulation [21]. Therefore, we collected data from
Kaggle using a self-written crawler and conducted
explorative data analysis. The data was crawled midDecember 2018. We decided to use Kaggle as a
context since it is by far the largest (most registered
and active users) and most open (commercial and noncommercial) platform for data science competitions.
The two alternative platforms, Codalab and RAMP, are
intended for research problems only.

4.1. Research Design
Our main information source was in-depth expert
interviews, which were conducted in a semi-structured
way. Following the guiding principles of Sarker et al.
[36], we prepared an interview protocol and acquired
key informants in different companies using
professional social networks (i.e., LinkedIn, XING).
During the interviews, we kept our questions open in
order to enable participants to speak freely.
The interview guide comprised five different
sections: The first part comprised general questions
about the interview partner and the company he/she
works for and introduced the context of the interview.
The second section tackled the topic of how data
science is used in the company in general. In the third
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section, we focused on data science competitions and
asked the interview partner about their experiences and
opinions about data science challenges on internet
platforms. In the fourth section, we wanted to know
how data science platforms, in general, are perceived
by the experts. In the last section, the informants had
the chance to comment openly on the topic and add
remarks.
Due to the semi-structured approach, questions
were gradually adjusted in order to account for the
interview partners’ individual situation.

4.2. Sample and Data Collection
Table 1 provides an overview of the participants.
The interviews were conducted over a three-month
period and took place between November 2018 and
January 2019. In total ten interviews with highly
involved participants were conducted of whom all were
data scientists. After the tenth interview, data
collection was discontinued since no new, previously
unmentioned aspects were mentioned [15].
Table 1. Sample Description
ID

Industry

Total
Employees

Data
Scientists

Revenue
[bn. €]

A

Telco

10,000 100,000

10 – 50

> 20

B

Research

< 10,000

-

-

C

Government

< 10,000

< 10

-

D

Financial
Services

> 100,000

10 – 50

> 20

E

Chemical

10,000 100,000

> 50

5 - 20

F

Research

-

-

-

G

Software

10,000 100,000

> 50

> 20

H

Price
Comparison

< 10,000

< 10

<5

J

Automotive

> 100,000

> 50

> 20

K

Financial
Services

-

< 10

-

The average duration of the interviews was approx.
30 minutes and the interviews were mostly held via
telephone due to geographical distance.
We used a conventional approach to content
analysis, which aims to describe a phenomenon to
allow new insights to emerge [21]. This is also
described as inductive category development [28].

Subsequently, the transcripts were assessed by using
the MAXQDA software and by conducting two coding
cycles as recommended by Saldaña [35]. The first
coding cycle comprised a mixture of attribute coding
and descriptive coding. The former was performed to
obtain essential insights about the data and its
descriptive information. The latter was used to extract
additional aspects, key thoughts, and concepts from the
interview data. In a second cycle, the formerly created
codes were combined into a smaller number of sets
using pattern coding [35]. By discussing and assessing
the coding process with a group of three IS researchers
and students, an investigator triangulation helped to
ensure rigor and trustworthiness. Furthermore, the
crawled data from the Kaggle platform was used for
data triangulation [15].

5. Results and Discussion
5.1. Information about Competitions
Competitions constitute the most important aspect
of Kaggle since it is the service it started with and it is
still mainly what they are known for.
Until the date of data collection, 309 competitions
have been hosted at the platform, including the stillactive ones. 50.5 % of competitions were hosted by
companies or organizations, which provided an
explicitly defined problem to be solved and offered a
reward (mostly price money). 24.6 % (76)
competitions were categorized as research. The entities
behind those competitions are usually non-commercial
institutions with some scientific background. They are
thus often not able to provide as much prize money as
commercial companies. To facilitate research
competitions Kaggle offers to sponsor them by
providing $25,000 as prize money. 16 competitions
(5.2 %) were in the category “recruitment”. In general,
these competitions do not differ from the
aforementioned competitions except that they offer job
interviews for the highest-ranking participants. The
other competitions belonged to the categories
playground, getting started, masters and analytics.
Companies planning to host a competition have to
compete with other active competitions for the
attention of users. One factor that can be directly
influenced by the firms and that might increase
Kagglers’ motivation to participate is the prize money
rewarded to the highest-ranking participants. Table 2
shows the statistics for rewards and participants for
competitions that offered any prize money (> $0).
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Table 2. Rewards' and Participants' Structure
of Competitions
Statistic

Reward
Featured Research

Teams
Featured Research

Count
Mean
Max.

154
49,219
1,200,000

154
1,128
7,198

61
7,051
25,000

61
320
1,386

The numbers represent 215 competitions in total,
thereof 154 featured and 61 research competitions. It
can be seen that the mean prize money for category
featured ($49,219) is seven times the amount for
research competitions ($7,051). Regarding the number
of participating teams per competition, we see that
featured competitions (1,128) have about 3.5 times as
many teams as those with a research label (320). One
reason for this might be the in average significantly
lower prize money. Another reason might be that the
Kaggle community is more interested in industry
competitions than in research competitions.
The USA has hosted the majority of competitions,
accounting for 65 % of all competitions with 138
hosted competitions. About 34 competitions are
coming from companies and research institutions in
Europe, mainly from the United Kingdom (9), France
(8), Spain (7) and Germany (6). Asian countries with
participating companies are mainly Russia (5), Japan
(5), Israel (3), Taiwan (2) and China (2).

5.2. Results
While coding the transcribed interviews, we
noticed that codes could be categorized in: (1)
platform-related, (2) organization-related and (3)
outcome-related factors.
Platform-related factors
Community. The capabilities of the data scientists
on Kaggle are considered to be very high. Hence,
several experts (A, C, J, and K) see a good chance to
obtain high-quality models from a competition. With
an average of 1,128 teams that are participating in such
competitions the potential for great ideas and solutions
is relatively high. Experts C and J say that Kaggle
competitions attract some of the best data scientists in
the world, such as for example Tianqi Chen, the lead
developer of the popular XGBoost framework,
participated at eight competitions. In addition, experts
F and K perceive their respective competitions as
successful, even though their competitions are not
finished at the time of the interviews. They are both
largely satisfied with the number of participating
teams, as it means potentially a lot of new ideas (for

expert F) as well as many people being aware of the
company, who wants to increase brand popularity (for
expert K). With having two to three times more people
than expected and reaching the targeted number of
1,000 teams within the first week, respectively, it is
apparently relatively easy to attract a lot of people and
motivate them to participate. These statements
correspond with the data retrieved from Kaggle
showing an average of about 1,100 participating teams
per competition. A possible reason for such a high
number might be that the number of new competitions
is not steadily growing, as one might suspect, but is
instead staying at a relatively constant level of about
three new competitions per month. Expert E mentions
that an ambitious participation at a competition is
accompanied by an expenditure of time close to full
time. Therefore, it can be assumed that Kagglers, in
general, do not participate in multiple competitions
simultaneously.
More
simultaneously
active
competitions would thus reduce the average number of
participants per competition, which would be
counterproductive as companies try to attract as many
Kagglers as possible. A study of Shao et al. from 2012
supports this presumption. The study’s findings
suggest that a higher competition intensity in a
crowdsourcing context is associated with a significant
decrease in participating users [28].
Infrastructure. By providing data storage
capacities for data sets and computing power for
machine learning models, Kaggle is removing barriers
that would otherwise hamper companies to organize
such data science competitions. Companies struggle
enough with the collection and preparing of data and
therefore are happy that they do not have to worry
about technical infrastructure.
Regulations. While Kaggle is trying to have a low
technical barrier, they do have other barriers in place.
The minimal amount of prize money for featured
competitions is $25,000. Depending on the company
size that might be a lot of money to spend on an
unknown outcome. Especially small and medium-sized
companies, who could really benefit from this
approach, could be scared off for this reason. Another
restriction Kaggle imposes on the hosting organization
is, that only supervised machine learning problems are
allowed. Companies whose field of activity is in an
area where unsupervised or reinforcement learning
approaches are necessary cannot host a competition.
Expert F and her team started the first competition with
the intention to have it as the first of a whole series of
competitions. Since her team is especially interested in
unsupervised learning problems such as anomaly
detection, they are reconsidering whether they
complete the series of competitions.
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Organization-related factors
Marketing. A further reason for experts H and K to
host competitions is to do public relations or brand
building. The experts say that the proper utilization of
a company’s data is getting more and more crucial to
stay competitive in the business. The market for data
scientists, however, is very small. It is therefore
important that data scientists, as potential employees,
know the company and recognize the brand. By
hosting a machine learning competition, the firms try
to increase their attractiveness towards the data science
community. Another means of marketing are
hackathons. Those originally from software
development coming short-term events have been
named by several experts (A, B, D, and H) when they
have been asked if they have hosted a machine learning
competition so far. The association between a machine
learning competition on Kaggle and a hackathon can
be seen as reasonable, as hackathons usually do not
create fully-fledged solutions but rather partially usable
prototypes and furthermore are intended to increase the
brand awareness among possible employees or
customers [16]. This coincides with what the experts
think about the results of Kaggle competitions, as
mentioned above, and also with the aim to engage in
brand building. One obvious difference, however, is
that hackathons are local in general, while a Kaggle
competition reaches out to a worldwide distributed
audience. It can, therefore, be assumed that Kaggle is a
new means of marketing to reach out to the data
science community and complements the established
practice of hackathons.
Recruiting. One of the incentive types on Kaggle
is the prospect of a job interview at the hosting
company. As there is a high demand for data scientists,
it seems to make sense to draw on a data science
community as large as Kaggle to get in touch with
potential employees. However, the data analysis shows
that the competition category recruitment has only
been chosen 16 times, with the last appearance in the
first quarter of 2017. These findings suggest that
companies do not like this option, maybe because it did
not prove to be successful. The three interviewed
hosting companies (B, F, and K) are in line with this
development and do not focus on recruitment through
Kaggle. Expert F, who is working for a research
institution, says that for an academically career other
skills are higher valued than those skills that can be
shown at a competition. In addition, expert K, who is
working for a commercial company, states that
recruitment would be a nice side effect but not of
special interest. The experts E and G have used the
Kaggle job board successfully in the past, which is not
directly linked to the competitions but presents regular

job advertisements. Expert K additionally mentions
that an advantage of a featured or research competition
is the participation of a worldwide-distributed
audience. Although a recruitment competition is in
general free for everyone to join, she might be right
because a certain proportion of potential users might
not be motivated to participate, assuming a job offer is
unappealing for participants not looking for a job. A
lower participation rate, however, would have a
negative impact on the important objective of obtaining
new ideas and innovative approaches from submitted
solutions. This statement is in line with expert J, saying
that about 70 % of a data scientist’s actual work is not
required on Kaggle. In the remaining 30 %, however,
participants can excel and obtain excellent knowledge,
according to him. Expert K emphasizes that the
participants’ aim on Kaggle is always to get a high
final score, i.e. to maximize the accuracy of the model,
whereas in a real-world problem other aspects such as
the speed of a prediction or interpretability might play
a major role.
Data. Seven out of the ten experts that have been
interviewed are working for companies that have not
been hosting a competition on Kaggle yet but are
considering it (experts A, C, D, E, G, H, and J). When
asked for reasons that might justify this, often their
first answer was the apparent need to publish sensitive
data. For most companies, a problem that theoretically
would be suitable to be solved through crowdsourcing,
would contain some type of sensitive data, be it
internal data about the company and its projects or
customer data, which would potentially allow
identification of those customers. Although there are
possibilities to anonymize data (e.g. k-Anonymity [3]
and L-diversity [27]) the companies apparently shy
away from putting the sometimes considerable amount
of effort into it. As those methods also cannot fully
guarantee that any identification can be ruled out [26],
they might not want to take the risk of having a public
data scandal. Experts E and G mention that their
companies’ conservative attitude towards sensitive
data-related projects in public is typical for German
companies. Research has shown that there are
differences in the innovation and risk culture between
for instance the United States of America and Europe,
with European cultures being more reserved [14]. The
experts’ opinion corresponds with the findings of the
data analysis regarding hosted competitions, as about
65 % of all competitions are hosted by US-based
companies or institutions, even when competitions
hosted by Kaggle and Google itself are excluded.
Top Management Support. Only expert E states
that the decision-makers in his company presumably
do not know about the possibilities of crowdsourcing
for data science projects. However, according to him,
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this would be the most significant factor why no
competition has been hosted so far. Therefore, it seems
that the awareness of data science platforms, in
particular Kaggle, is fairly high among decisionmakers working in the realm of data science.
Use Case. Additionally, expert E as well as expert
A say that they did not have any problem that they
wanted to get solved by the crowd. At this point, it
remains unclear whether they have all the necessary
resources to solve the problems internally to a
satisfying extent or whether they do not have problems
suitable for a Kaggle competition, which are only
supervised learning problems so far. However, it seems
to be unlikely for companies of their size (both 10,000
to 100,000 employees and revenue of at least $5 bn.
per year) to not have any business problem linked to
supervised learning.
Lack of Resources. However, for expert B the
further usage of Kaggle is less dependent on the
features provided by the platform but more on how the
competitions are organized within his institution. He,
as well as expert K, states that they did all the work of
hosting the competitions in parallel with their regular
full-time job. The expert, therefore, would prefer to
have a dedicated team working on the task of
organizing, conducting and evaluating the whole
competition to increase efficiency, which so far is not
the case.
Outcome-related factors
Innovation. Independent whether their company
has been active on Kaggle or not, all experts do name
the innovative power behind the competitions as a
decisive reason. The two words “new ideas” spring up
regularly during the interviews, although no question
specifically asks for it. The capabilities of the data
scientists on Kaggle are considered to be very high.
Hence, several experts (A, C, J, and K) see a good
chance to obtain high-quality models from a
competition. As stated before, Kaggle competitions
attract some of the best data scientists in the world.
Incompleteness. Interestingly, none of the three
experts working for a hosting company expects to
receive a fully completed machine learning model.
Although expert K hopes for a high-quality model, she
does not take it for granted and expresses herself
cautious about the upcoming results. The two other
experts (B and F) do not even expect a solution, which
is able to solve the respective problem. Instead, their
plan is to closely examine submissions for different
approaches on how to tackle their problems. They hope
to see approaches that their team did not think of but
that show promising results. This way of thinking is
presumably found rarely on other established

crowdsourcing platforms, e.g. Amazon Mechanical
Turk or 99designs, where actually usable and finished
results are expected in general. However, the
differences in the complexity between the tasks on
those platforms compared to tasks on Kaggle are
considerably high, making a direct comparison
difficult. The concept of using the community for
solution finding is closely related to “open innovation”,
where companies integrate external sources into the
usually internal innovation process. The external
sources get reached via an open call to a large,
unknown crowd [7]. This is very similar to the
definition of crowdsourcing. Open innovation is not
intended to replace but to complement the traditional
innovation process [7] which is in line with the
statement of expert B, saying that crowdsourcing in
data science is not used to replace the internal process
but used as an additional channel. Kaggle, therefore,
seems not so much to be about actually solving a
problem directly but to support the organizing
company at ultimately achieving a complete solution.
Learning. Expert F sees high value in monitoring
the progress of participants through closely following
the discussions on the competition forum and in
answering those questions. As most user presumably
do not have the same domain/business background as
the organizing team, they approach the problem
unbiased, which includes interesting information for
the team of expert F. The data analysis verifies that
there are indeed a lot of discussions during a
competition with an average of 101 threads per
competition. Considering that the average competition
lasts for 78 days, this means more than one new thread
per competition and day. The expert’s statement shows
that the crowdsourcing process on Kaggle is not just
done by providing a relevant problem with subsequent
waiting for a fitting solution, but that it is more a
constant, interactive and collaborative process with
learnings on both sides. The assessment of the overall
success of a competition is therefore not solely
dependent on the best final solutions but also on the
process to reach them.
Figure 1 depicts all identified factors and their
influence on the organization’s perceived success of
data science competitions.

6. Conclusion
The combination of crowdsourcing and data
science is a relatively new concept, which has not been
exhaustively researched. Therefore, this study creates a
basis for further studies in this context. We enriched
the qualitative interview data with data that we crawled
directly from the Kaggle platform. This approach
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allows for a broad overview of different interesting
aspects and data triangulation.

have hosted competitions in the past, which also means
that another cultural context will have to be considered.

Figure 1. Factors Influencing the Success of Data Science Competitions
The data shows that so far 32 companies and
research institutions have hosted at least two
competitions, some of them up to four. It, therefore,
seems that for some companies crowdsourcing in data
science might indeed work and deliver good solutions.
The interviews show that companies highly value
the innovative power of the community of data
scientists on Kaggle but see problems in dealing with
sensitive data in a public context. Brand building and
partially recruiting are seen as positive aspects.
Crowdsourcing proved to be a valuable concept for
companies to leverage the wisdom of a heterogeneous
crowd. Data science is currently rapidly expanding and
still in a relatively early stage. The combination of both
fields promises a lot of potential. As more companies
and interested people get in touch with data science,
platforms like Kaggle might emerge creating a
competitive market. A lot of research needs to be done
to obtain further insights into this new market
comprising the combination of crowdsourcing and data
science.
The present study examines the relatively new
combination of crowdsourcing with data science. So
far there has been almost no research conducted in this
specific context. This explorative study aims to serve
as a basis for further studies in the context of
crowdsourcing in data science. The main reason for
companies for hosting a machine learning competition
is the innovative power inherent in the wisdom of the
crowd. It is important to obtain insights, whether the
solutions, especially the winning ones, actually deliver
the desired innovation. Therefore, further research
should, among other things, focus on companies that

The other part of companies, i.e. those who do not host
competitions, see the biggest problem in the publishing
of sensitive data. It is important to know how rational
this justification actually is, and how well common
anonymization techniques can be utilized to make
datasets suitable for those competitions. Thereby,
companies could better assess the risk related to
hosting. As marketing reasons are also named by the
experts, research should get insights about the actual
perception of companies in the community. Ultimately,
it needs to be examined whether machine learning
competitions are indeed an appropriate marketing tool
to increase brand awareness in the data science
community. Furthermore, it is essential for companies
to know how to design a competition, e.g. in terms of
prize money, duration as well as topic and problem
description, respectively. Therefore, a closer
comparison between more and less successful
competitions is needed.
The results of this study indicate that
crowdsourcing and data science can be combined in a
successful manner. However, companies, which plan to
host a machine learning competition, should bear in
mind that the circumstances are appropriate. Firstly, in
most cases, Kaggle is presumably not a way to get a
given problem solved by others for cheap money in a
short time. Rather, the crowd should be seen as a
means to enrich the internal data science process.
Permanent communication and collaboration between
participants and the host are most likely to be the best
way to achieve promising results. To ensure such a
process, companies should provide a dedicated team of
internal employees to organize and supervise the
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competition instead of doing it next to daily work. If
companies have a well-designed backend system for
their data, which allows for easy preparation of
datasets, Kaggle is more likely to serve as a good
platform to use the wisdom of the crowd for problemsolving. Otherwise, composing a well-suited dataset
can be a difficult and time-consuming task.
As every study, also the present study and its
results are to be seen and interpreted in consideration
of certain limitations. Since this study is based on a
relatively small sample of only ten interviews, we
cannot draw confident conclusions. Furthermore, this
study aims to provide broad oversight of the subject
matter. Therefore, the different aspects are examined at
a very high level and are only scratched on the surface.
The experts’ answers in the interviews are naturally at
least partially subjective and should not be seen as a
matter of fact. Lastly, with only three experts working
for hosting companies, the generalizability of their
answers needs to be evaluated carefully.
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