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This note describes two examples inwhich the Knuth-Bendix procedure for strings is more 
useful than coset enumeration for studying a finitely presented group. 
Coset enumeration is a procedure for verifying that a subgroup of a finitely presented 
group has finite index. The procedure was first described in Todd & Coxeter (1936). A 
survey of coset enumeration and additional references may be found in Neubiiser (1982). 
The general Knuth-Bendix procedure is described in Knuth & Bendix (1970). A special 
case, called the Knuth-Bendix procedure for strings, constructs a confluent presentation 
for a finitely presented monoid, provided such a presentation exists. A version of this 
procedure for finitely presented groups is discussed in Le Chenadec (1986). This paper 
assumes a familiarity with both procedures. 
If  a finitely presented group G is finite, then enumerating the cosets of the trivial 
subgroup will verify this fact. An alternative method for verifying the finiteness of G is 
to apply the Knuth-Bendix procedure for strings to the presentation for G. A confluent 
presentation will be produced and finiteness can be verified using standard techniques 
from the theory of finite state automata. See Gilman (1979) for details. 
Some comparisons have been made of the relative usefulness of coset enumeration and 
the Knuth-Bendix procedure for strings in situations where both are applicable. Most of 
these comparisons have favored coset enumeration. Two examples will be described 
which suggest that in very difficult problems the Knuth-Bendix procedure for strings may 
be superior to coset enumeration. 
The first example concerns a family of presentations due to B. H. Neumann, who 
suggested that the members of the family would provide a challenge for coset enumeration 
programs. The first member of the family was given originally in Higman (1951). It is 
the presentation on generators r, s, t with relations 
t - l r tr  -2= 1, r-~srs -2 = 1, s-~tst -2= 1. 
Any good coset enumeration program can easily show that the group G1 defined by this 
presentation is trivial. 
The second presentation i the Neumann family is constructed as follows: Let R1, Sx, 
7"1 be the three relators given above in the presentation of G1. Let R2 be the word obtained 
by substituting R~, $1, and T1 for r, s, and t, respectively, in RI. Similarly, let $2 and Tz 
be obtained from S~ and 7"1 using the same substitution. Thus 
R:  = tzs -t t -3 st-trtr -Zs -~ tst-2rZl -~ r -~ tr2t-~r-~t, 
$2 = r2 t-~ r -~ tr- '  srs-2 t -~ rtr-2 s2 r - t s  -I rs2r-~ s-~ r, 
7"2 = s2r-~ s -~ rs -t tst-2r-~ srs-2t2s -~ t-l stZs-~ t-~ s. 
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Let G2 be the group generated by r, s, t subject to R2 = $2 --- T2 = 1. In O2, the elements 
defined by RI ,  $1, and T1 satisfy the presentation for G1. Therefore R1 = S~ = Ta = 1 in 
G2. But this means that G~ is a quotient group of Ga. Hence G2 is trivial also. 
To my knowledge, no general purpose coset enumeration program currently available 
is able to show that G2 is trivial. However, one of my implementations of the Knuth-Bendix 
procedure for strings demonstrated the triviality of G2 in less than an hour on a Sun 3/50 
workstation. The length plus lexicographic ordering of words was used, with r < r -~ < s < 
s -~< t< t -a. The program in question gives the user considerable control over the 
formation of overlaps ABC of left sides AB and BC of rules. A parameter m specifies 
the maximum length IABCI of overlaps to be considered. For G2, the critical value of m 
is 26. I f  no overlaps of length greater than 25 are examined, then the program is unable 
to prove that G2 is trivial. However, if the program is allowed to form overlaps of length 
greater than 26, then the time needed to complete the computation i creases dramatically, 
indicating that a great deal of unnecessary work is being done. 
The second example of the power of the Knuth-Bendix procedure for strings comes 
from an investigation of  the group B(2,5), the two-generator Burnside group of exponent 
5. As defined, B(2,5) is infinitely related. The largest finite quotient R(2,5) of B(2,5) has 
order 534. It is an open question whether B(2,5) is finite. 
Recently, I decided to construct as large a portion as possible of the (possibly infinite) 
confluent rewriting system for B(2,5) relative to some choice of monoid generators and 
an ordering on words. After some experimentation, I decided to use only two monoid 
generators a and b. Thus a -~ and b -1 are represented by a 4 and b 4, respectively. I also 
chose the length plus lexicographie ordering of the free monoid generated by a and b. 
Other choices of  monoid generators and orderings might easily have been made. I started 
with a presentation consisting of a large number of fifth powers. Using an implementation 
o f  the Knuth-Bendix procedure different from the one referred to above, I was able to 
generate 104 149 rules L~ R, where ILl <- 35. These computations were done on a Sun 
3/50. They took nearly a month of cpu time and exhausted the memory available on that 
machine. The Table 1 lists the number of rules found according to the length of the left 
side. 
Table 1 
ILl Number ILl Number 
5 2 21 115 
6 22 136 
7 23 224 
8 2 24 372 
9 25 569 
10 2 26 973 
11 4 27 1 353 
12 7 28 2 088 
13 5 29 2 922 
14 8 30 4 334 
15 4 31 6 892 
16 10 32 10 204 
17 22 33 15 568 
18 29 34 23 248 
19 67 35 34 896 
20 93 
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These computations were continued on a Cyber 205 at the John yon Neumann Super- 
computer Center. Machines like the Cyber 205 are not designed with symbolic omputation 
in mind. The Knuth-Bendix procedure for strings is difficult o vectorize, so the speedup 
experienced in some floating point computations has not been realized. Nevertheless, the 
205 has a large memory, the FORTRAN compiler has a bit data type, which makes it 
very easy to store words from a two-element alphabet, and the 205 is quite fast even as 
a scalar machine. A start was made on the rules of length 36. After about 10 hours o f  
epu time had been used, 46 888 rules of length 36 had been produced. Extrapolation 
from the data available suggests that this is about 90% of the rules of length 36. Along 
with the discovery of rules of length 36, some changes in the rules of shorter length were 
produced. There was a net increase of 2 rules of length 32, 17 of length 33, 66 of length 
34, and 339 of length 35. 
Two questions come naturally to mind. First, are there any short rules, say of length 
at most 30, for B(2,5) which have not been discovered? Second, are there any short rules 
which hold in R(2,5) which are not among the rules found so far? The first question is 
very difficult to answer. However, the answer to the second is yes. There are two rules 
of  length 30, using the same ordering of the free monoid, which hold in R(2,5) and are 
not among the rules for B(2,5) produced up to now. 
The two rules of length 30 were not found by a systematic search. Instead, a guess was 
made as to how to locate short rules in R(2,5). The group B(2,5) is not known to have 
finite subgroups of order bigger than 5. In fact, there is nothing known which would 
disprove the statement that every two generator subgroup of  B(2,5) is isomorphic to 
B(2,5). Using the system Cayley to work in R(2,5), I found several pairs of words U and 
V whose images in R(2,5) generate groups of order 25. The relations UV= VU were 
converted to rules and added to those already found in B(2,5). The Knuth-Bendix 
procedure was then restarted in an effort to deduce shorter ules. This led to the two 
rules of length 30, along with many of greater lengths. It is possible that there are still 
undiscovered short rules for R(2,5). 
Written as relations, the two new rules of length 30 holding in R(2,5) are 
baababbabaabbababaabbabaababba = abababbaabbaabababbaabbaababab,  
bababaabbaabbababaabbaabbababa = abbabaababbaabababbaababbabaab.  
The second relation can be obtained from the first by interchanging a and b and then 
interchanging the two sides of the relation. These relations have a very special form. If 
we set x = ab and y = ha, then the relations become 
yxxyyxyyyxyyxxy  = xxxyxyxxxyxyxxx ,  
yyyxyxyyyxyxyyy  = xyyxxyxxxyxxyyx.  
I f  these relations can be deduced from fifth powers, then it would make sense to study 
the group (x,y), with the goal of proving that it is finite. 
The point of this example for the comparison between the K_nuth-Bendix procedure 
for strings and coset enumeration is that the Knuth-Bendix procedure for strings made 
it possible to get far enough into B(2,5) to find something interesting, relations that holds 
in R(2,5) and may not hold in B(2,5), if B(2,5) is infinite. The following heuristic analysis 
suggests trongly that coset enumeration could not have been used to get this far into the 
group. 
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In  K.nuth (1975), a probabi l ist ic  technique is descr ibed which al lows one to estimate 
the size o f  a very large tree. Using this technique, I est imated that there are roughly 
32 x 109 words in a and b of length at most 36 which are i rreducible with respect o the 
rules found so far for B(2,5). Thus to produce  the rules by a coset enumerat ion,  one 
wou ld  have to enumerate  something l ike 32 x 109 cosets of  the trivial subgroup.  The coset 
tab le  would  have at least two entries per row and each entry would require more than 
four  bytes  to store. Thus the table would take up in excess of  500 gigabytes. This amount 
of  memory  is avai lab le  on ly  on devices with relatively s low access time, too slow to permit 
any  o f  the current coset enumerat ion algorithms to run efficiently. 
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