In this paper we prove the existence of two non-trivial weak solutions of Dirichlet boundary value problem for p-Laplacian problem with a singular part and two disturbances satisfying the proper assumptions. The abstract existence result we use is the famous Ricceri theorem.
Introduction
Singular elliptic problems have been intensively and widely studied in recent years. Among others, p-Laplacian operator appears to be mostly investigated elliptic operator. An important subclass of such problems are problems involving singular nonlinearities [12] . We recall that ∆ p denotes the p-Laplacian operator, namely ∆ p u = div (|∇u| p−2 ∇u). In this paper we are especially interested in eigenvalue problem, derived from the one well explained by Lindquist in [13] . Some problems require to find the smallest positive scalar λ 1 ∈ R for which the equation − ∆ p u(x) = λ 1 a(x) |u(x)| p−2 u(x) for a.e. x ∈ Ω,
with Ω ⊆ R n , n ≥ 2, being bounded with sufficiently smooth boundary, has a nontrivial solution in W 1,p 0 (Ω), see [7, 14] . Such λ 1 shall be referred as the principle eigenvalue. The starting point is usually the simplest case a(x) ≡ 1, but also the weighted version of this equation finds a lot of applications. By the solution we usually understand the weak one. Some researchers are interested in proving the existence of three solutions for small µ, λ 1 > µ > 0 with a semilinear term. For example − ∆ p u(x) = µa(x) |u(x)| p−2 u(x) + f (x, u(x)) for a.e. x ∈ Ω,
or − ∆ p u(x) + µa(x) |u(x)| p−2 u(x) = f (x, u(x)) for a.e. x ∈ Ω,
where a ∈ L ∞ (Ω) with essinf x∈Ω a(x) > 0, e.q, [4] or [8] . We should note that the problem (3) is essentially different from the problem in (1), since both λ 1 > 0 and µ > 0. Yet the most interesting cases contain the weight function a : R n → R unbounded and having a singularity. Stationary problem involving such nonlinearities describes some applied economical models and several physical phenomena, for instance conduction in electrically conducting materials. The problem (2) can be found for example in [7, 9, 10] . In particular, many results on the existence and multiplicity of solutions for nonlinear problems involving the p-Laplacian operator have been obtained by adopting variational methods. We also recall that, several authors have treated the case p ≤ n, by using completely different techniques [3, 11] . In this paper we consider the following problem defined on Ω, where Ω ⊆ R n is bounded, has Lipschitz boundary, 0 ∈ Ω and 2 ≤ p < n. By W 
The above presented problem is understand as equivalent to Problem 2.
We assume that f : R → R satisfies the following conditions
For function g : R → R we assume only that there exists c g ≥ 0 and 1 < q < pn n−p such that
The main tool shall be the Ricceri three critical point theorem [15] , and from it shall follow that there are intervals for λ > 0 and γ > 0 in which the Problem 2 has at least three weak solutions. This paper is organized as follows. In section 2 we recall some results from the theory of uniformly monotone operators, the properties of uniformly convex Banach spaces and some inequalities related to embedding results. In section 3 we introduce the corresponding energy functional for Problem 2 and we define some auxiliary functionals. We also study properties of those functionals, such as sequential weak lower semicontinuity, the compactness of derivative and existence of continuous inverse. In section 4 we prove the necessity conditions for a certain three critical points theorem by Ricceri and we also formulate the main result of this paper. The last section contains an example. This work is mainly motivated by the study of elliptic problems with singular and sublinear potentials done in [12] .
Preliminaries
We recall some of the basic definitions and theorems we require from functional analysis. We start by recalling the definition of compact operator. We shall prove that a functional satisfies a strong monotonic condition, namely it is an uniformly monotone operator.
Definition 2.2 ([17, def 25.2] Uniformly monotone operator)
. Let X be a Banach space and A : X → X * . We say that A is uniformly monotone operator, when
where the continuous function a : R + → R + , is strictly monotone increasing with a(0) = 0 and lim t→+∞ a(t) = +∞.
The Ricceri abstract existence result require that derivative of a given operator admits a continuous inverse. In order to obtain such property we shall use the following theorem. We denote that if A is uniformly monotone, then A is strictly monotone, coercive and hemicontinuous.
The following well known analytic inequality shall be helpful.
For each x, y ∈ R n there occurs 
Since Poincarè inequality holds, in this paper, we shall use W 1,p 0 (Ω) given with a norm equivalent to Sobolev's one, i.e. . Then the Sobolev space W
By above theorem we immediately obtain the following:
The theory of Ricceri is easily applicable to problems connected to a norm that is an uniformly convex one. Thus we recall some classical results of Clarkson [6] .
Definition 2.7 ([6, def 1] Uniformly convex space). A Banach space B will be said to be uniformly convex if to each ε, 0 < ε ≤ 2, there corresponds a δ(ε) > 0 such that the conditions
In this paper we shall use two uniformly convex spaces, W 1,p 0 (Ω) and L p |x| −p ; Ω , simultaneously. Thus the following result concerning the product of uniformly convex spaces is required.
Definition 2.8 ([6] Uniformly convex product).
Let N(a 1 , a 2 , · · · , a k ) be a non-negative continuous function of the non-negative variables a i . We say that N is 1. homogeneous, if for c ≥ 0
2. strictly convex, if
In the latter case we have equality by condition 1.
strictly increasing, if it is strictly increasing in each variable separately.
A familiar example of a function N satisfying these conditions is
here condition 2. becomes the inequality of Minkowski. Suppose now that a finite number of Banach spaces B 1 , B 2 , · · · , B k are given, and that B is their product. We shall call B a uniformly convex product of B i if the norm of an element
where N is a continuous non-negative function satisfying the conditions 1-3.
Theorem 2.9 ([6] Clarkson theorem).
The uniformly convex product of a finite number of uniformly convex Banach spaces is a uniformly convex Banach space.
We shall also need a relation in between Sobolev space W
Finally we shall also require the following topological lemma:
Proof. We shall prove metric axioms are satisfied.
Thus d is a metric.
Variational Framework
In this paper we prove the existence of weak solutions of problem corresponding to Problem 1, namely:
where Ω ⊆ R n is bounded, has Lipschitz boundary, 0 ∈ Ω and 2 ≤ p < n.
We assume that µ ∈ (0, +∞). We also require certain conditions on continuous functions f, g : R → R, namely
(g1) There exists c g and 1 < q < pn n−p such that
We define the following functionals, Φ,
where
We start by proving that any critical point of E is a weak solution of Problem 2.
Lemma 3.1. Assume, that conditions (f1), (f2) and (g1) hold. Then functionals Φ, J 1 and J 2 are well defined and they have the following Gâteaux derivatives:
Proof. All of the functional are well-defined. We calculate the Gâteaux derivative:
The following equality holds due to Lebesgue's dominated convergence theorem.
The dominated convergence theorem is applicable since, we can estimate the function
from above in a following way
It follows from Hölder inequality that this function is integrable. Calculation for the functional J 2 are very similar:
since the following estimate holds:
from above:
We can show, using Theorem 2.6 and Hölder inequality, that the obtained dominant is integrable. Which concludes the proof. (Ω). We can note that using the functional given above we can rewrite Problem 2 also as:
for all v ∈ W 1,p 0 (Ω). Thus, any critical point to E is a solution of Problem 2. At first we shall concentrate on properties of functional Φ. We shall prove that it has many similarities to a norm. We define the following functional for every u ∈ W
Proof. We observe that u * = (p · Φ(u)) 1 p . We will show u * satisfies norm axioms.
Since p-power of modulus is non-negative, then ∇u(x) ≡ 0 and u(x) ≡ 0 almost everywhere in Ω, hence u = 0 in W 1,p 0 (Ω). The opposite implication holds instantly. N2) Let α ∈ R. Then:
Then it follows from by Lemma 2.11 that
is also a metric. Thus, for x = u + w, z = 0, y = w we have:
Hence u → u * is a norm.
Lemma 3.4. Functional Φ is sequentially weakly lower semicontinuous.
Proof. From its definition it follows that
are sequentially weakly lower semicontinuous, then Φ is sequentially weakly lower semicontinuous. Proof.
Thus, Φ is coercive operator. Now we focus on properties of J 1 and J 2 .
Lemma 3.6. Assume (f1)-(f2). Then functional J 1 has a compact derivative.
Proof. We split the proof into two parts. At first we shall prove that the image of a bounded set through J ′ 1 is bounded, afterwards we shall prove the existence of a convergent subsequence within this image. We take a bounded sequence (u n ) n∈N ⊂ W 
By the conditions (f1) and (f2) and continuity of f we obtain
From Hölder inequality it follows that:
where c p is the constant from Lemma 2.5. It follows that
and this means that for all n ∈ N
Thus, the image of J 1 is bounded. We know that in a reflexive Banach space each bounded sequence has a weakly convergent subsequence. So there exists
Then we can construct the sequence (v n )
is bounded, it admits a weakly convergent subsequence. By the Rellich-Kondrachov theorem (Theorem 2.6) this sequence admits a subsequence convergent strongly in L p (Ω). Without any loss at generality we can assume that v n is weakly convergent in W 1,p 0 (Ω) and strongly in L p (Ω). The following holds in an obvious way
The first and the third terms converge to zero. Finally
Thus, we have a contradiction.
The proof for this fact follows the steps of proof of Lemma 3.6 almost identically. We prove the similar statement for J 2 , as we apply the following compact embedding: W
Lemma 3.7. Assume (g1). Then functional J 2 has a compact derivative.
. We will use Theorem 2.3 and Lemma 2.4 to prove the following lemma:
Lemma 3.8. The derivative of operator Φ admits a continuous inverse. Namely for
Proof. We prove that Φ ′ is uniformly monotone.
By Lemma 2.4 (applied twice)
One can easily check that this operator is hemicontinuous. Since it is uniformly monotone operator it is a monotone and coercive operator. Thus, by Theorem 2.3 the assertion holds.
Existence result
In our problem the role of X space is played by W Proof. We recall that
in a norm on W 1,p 0 (Ω). We will prove that it is a uniformly convex norm. Since we will use two different norms on W 1,p 0 (Ω), it is essential to add that by u W
understand the usual norm. In order to prove this, we will use Clarkson's concept of uniformly convex product. By Definition 2.9 the following functional W
, is uniformly convex product; here µ is the same constant as in Φ. By the Clarkson theorem (Theorem 2.9), the space W
, Ω , · * * is a uniformly convex Banach space.
We recall that W
Thus, we can easily observe that (u, u) * * = u * for u ∈ W 1,p 0 (Ω). We will prove now that u → u * is an uniformly convex norm. Let 2 > ε > 0, u * = v * = 1 and u − v * ≥ ε. Whence (u, u) * = 1 and (v, v) * * = 1 as well as (u, u) − (v, v) * * ≥ ε. Thus, by the uniform convexity of W
, Ω ; · * * , we get that there exists δ ε ∈ (0, 1) such that
which proves that W 1,p 0 (Ω) , · * is uniformly convex Banach space.
Definition 4.2.
[15] By W X we denote the class of all functionals Φ : X → R possessing the following property: if {u n } is a sequence in X converging weakly to u ∈ X and
then {u n } has a subsequence converging strongly to u. 
We proved that W 1,p 0 (Ω) is uniformly convex Banach space, therefore there exists a subsequence (u n k ) of (u n ) such that u n k − u * → 0. 
Proof. We show equivalently there exists u δ such that
> 0. By (f3) there exists s 0 ∈ R such that F (s 0 ) > 0. Let δ ∈ (0, 1). Then there exists x 0 ∈ Ω \ ∂Ω such that there exist R, r such that R > r > 0 with B(x 0 , R) ⊂ Ω \ ∂Ω. We can choose u δ ∈ W 1,p 0 (Ω) such that
where Vol(N) stands for the measure of N-dimensional unit ball/ As δ → 1, then J 1 (u δ ) → C > 0. Letδ be such that J 1 (uδ) > 0. Observe, that uδ ≡ 0. So Φ(uδ) > 0 and J 1 (u δ ) > 0.
Lemma 4.5. Assume, that (f1)-(f3) holds. Then lim sup
.
We know that Φ(u)
, so by dividing both sides we obtain
Since ε > 0 chosen arbitrarily thus lim sup
We will use the following Ricceri theorem to show that the Problem 2 has a solution.
Theorem 4.7 (Ricceri [15] ). Let X be a separable and reflexive real Banach space; Φ : X → R a coercive, s.w.l.s.c. C 1 functional, belonging to W X , bounded on each bounded subset of X and whose derivative admits a continuous inverse on X * ; J 1 : X → R a C 1 functional with compact derivative. Assume that Φ has a strict local minimum x 0 with Φ(x 0 ) = J 1 (x 0 ) = 0. Finally, setting α = max 0, lim sup
, lim sup
, with the conventions ( , such that for all J 2 ∈ C 1 , J 2 has a compact derivative and Problem 2 has 3 solutions. So two of them must be non trivial.
Example
Let Ω ⊆ R n be bounded set with Lipschitz boundary such that 0 ∈ Ω. Furthermore let 2 ≤ p < n and µ ∈ (0, +∞). We consider the following problem:
Problem. Find u ∈ W Also condition (g1) is satisfied by function g with constant c g = 1. For |t| ≤ r we obviously have g(t) = 1 + |t| q−1 .
On the other hand for |t| ≥ r g(t) = (1 + z 2 ) (1 + z q−1 ) 1 + t 2 ≤ 1 + z q−1 ≤ 1 + |t| q−1 .
From theorem 4.8, there exists β > 0 such that for each compact interval [a, b] ⊂ (β, +∞), there exists w > 0 with the following property: for every λ ∈ [a, b], there exists δ > 0 such that, for each γ ∈ [0, δ], the Problem 5 has at least three solutions whose norm are less than w.
