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Abstract
We study the problem of routing and scheduling requests of limited durations in an all-optical
network. The task is servicing the requests, assigning each of them a starting time and a wave-
length, with restrictions on the number of available wavelengths. The goal is minimizing the
overall time needed to serve all requests. We propose constant approximation algorithms for
both ring and chain networks. In doing this, we also propose a polynomial-time approxima-
tion scheme for the problem of routing weighted calls on a directed ring with minimum load.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
All-optical networks allow very high transmission rates, exceeding those that can
be guaranteed by traditional electronic technology by several orders of magnitude.
Wavelength division multiplexing (WDM) allows the concurrent transmission of mul-
tiple data streams on the same optic 6ber, subject to the constraint that di8erent data
streams use di8erent wavelengths when using the same optical link at the same time
and in the same direction [7, 16, 20]. An important limitation is that the number of
available wavelengths is relatively small (currently 30–40 in experimental settings).
The high speed achievable with all-optical networks is mainly due to the fact that the
signal is kept in optical form throughout its transmission from source to destination.
Since there is no opto-electronic conversion, switching is directly performed on the
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optical signal. The optical switches we consider in this paper can direct an incoming
data stream on any of the available wavelengths to any of their outputs.
In this paper, we address the problem of call scheduling in all-optical networks,
that is the problem of scheduling a set of communication requests (or calls), each one
characterized by a source-destination pair and a duration. Each call requires a virtual
circuit to be established for a contiguous time interval equal to the call duration. In
this framework, calls are no longer divided into shorter units for transmission (as,
for instance, happened in traditional networks under packet-switching technology) and,
hence, assuming equal durations for all calls is highly unrealistic. On the other hand,
establishing a communication is now a costly process: it requires selecting a route from
source to destination, a wavelength and a starting time. For this reason it is convenient
to hold a connection as long as required without interruption, hence preemption of the
calls is not allowed.
Following [16] we assume that optical links allow only one way communication and
we model the network as a directed graph such that if there is an arc from x to y then
the information Eow is unidirectional from source to tail. In order to allow bidirectional
connection, we assume that if there is an arc from x to y there is also an arc from y
to x [10].
In a di8erent model [2, 21] it is assumed that the optical links are undirected and
allow bidirectional communication; we remark that this model is less realistic with
respect to current technology [16].
Given a network and a set of calls, MINIMUM CALL SCHEDULING requires to assign a
directed path, a wavelength and a starting time to each call, subject to the constraints
that (i) no pair of calls that are assigned the same wavelength use the same (directed)
arc at the same time and that (ii) the number of assigned wavelengths does not exceed
some bound k. The objective is to minimize the overall time to accommodate all
calls.
1.1. Related work
Scheduling calls with minimum makespan has been widely considered in non opti-
cal networks. Concerning packet switched networks, a seminal result by Leighton [19]
proved the existence of a schedule delivering all packets in a number of steps within
a constant factor of the lower bound. In [8, 9] call scheduling has been studied in the
framework of ATM networks. In this case, undirected networks with capacitated edges
are considered and the problem is that of serving a set of connection requests so as
to minimize makespan. Each connection has a duration and a bandwidth requirement
and the scheduling has to be performed so that, at any time, the capacities of edges
are not exceeded. The authors consider the case in which all edge capacities are equal.
In particular, the authors propose approximation algorithms for star, ring and tree net-
works. In the case of rings, the results proposed hold in the case of unit duration and
unit bandwidth requirement. The algorithms proposed for stars and trees are based on
greedy heuristics and hence are also competitive in the on-line version of the problem.
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We remark that, in the case of undirected networks, if all edges have unit capacities
and all calls require unit bandwidth, then the problem considered in [8, 9] is the same
as Call Scheduling in all-optical networks when one wavelength is available.
In [11] the problem is more speci6cally studied in its on-line version, both when
calls are released over time and when call durations are known only at completion
time. The authors propose competitive on-line algorithms for trees and meshes.
To the best of our knowledge, call scheduling in all-optical networks received so
far little attention. In particular, the problem has been mostly considered for in6nite
duration calls. In this framework, the most investigated problem is MIN PATH COLORING
[2, 18, 21, 10]. Here, the aim is to 6nd routes and a wavelength assignment for a set
of calls of in6nite duration, so as to minimize the number of wavelengths used. MIN
PATH COLORING has been considered both in the undirected and in the directed case.
The latter is a special case of the problem we consider in this paper, i.e. when all
durations are one and only one wavelength is available. This problem is NP-hard even
in tree networks [8], while a 5=3-approximate algorithm for tree networks is known
[10]. Recent results for the directed case are presented in [6].
Another related problem is MAX CALL ADMISSION, in which calls are presented in
an on-line fashion; when a call arrives it can be either rejected or accepted; in the
latter case it must be immediately satis6ed using available resources. The objective is
maximizing the number of accepted calls [3, 4].
A further problem related to the topics of this paper is MIN RING LOADING, that was
6rst considered in the project of SONET networks [22]; here the aim is that of devising
a routing for a set of weighted calls in a ring network, so that the maximum load of
a link (de6ned as the sum of the weights of all calls that use the link) is minimized.
The case of links that allow one way communication is MINIMUM WEIGHTED DIRECTED
RING ROUTING (MIN-WDRR): it is solvable in polynomial time under the assumption that
all calls have unit durations [23]. The undirected ring loading problem (i.e., each
link allows two ways communication) has been considered in [22], where a constant
approximation algorithm is presented. This result has been improved and a polynomial
time approximation scheme has been proposed [17].
1.2. Results of the paper
In Sections 3 and 4, we propose approximation algorithms for call scheduling in
chain and ring networks.
Section 3 is devoted to call scheduling in chains. We 6rst propose a 3-approximation
algorithm for the call scheduling problem in chains when just one wavelength is avail-
able, by a reduction to the problem of MINIMUM DYNAMIC STORAGE ALLOCATION (MIN-
DSA), for which a 3-approximation algorithm is known [14]. Successively, we extend the
algorithm to the general case of k available wavelengths, obtaining a 5-approximation
algorithm.
We start Section 4 by providing a polynomial-time approximation scheme for MINIMUM
WEIGHTED DIRECTED RING ROUTING. This result, together with those of Section 3, allows
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to obtain a (12 + )-approximation algorithm for the call scheduling problem in ring
networks.
We remark that the problem of routing weighted calls in a ring network with the aim
of minimizing the maximum load, has itself a practical relevance in SONET networks
[22, 17, 23].
The results of Section 3 hold also in the case of undirected chains; in the case of
undirected rings it is possible to obtain the same approximation ratio as in the directed
case, by applying the polynomial-time approximation scheme proposed in [17] and
proceeding like in Section 4. We brieEy discuss these topics in Section 5.
2. Preliminaries
In the following, G=(V; E) denotes a simple, directed graph on the vertex set
V = {v0; v1; : : : ; vm−1} such that arc (vi; vj) exists if and only if arc (vj; vi) exists.
A network is a pair 〈G; k〉, where k is the number of available wavelengths (from
now on, colors) on each arc. A call C = [s; d; l] is an ordered pair of vertices s; d
completed by an integer l¿0 representing the call duration. More precisely, s is the
source vertex originating the data stream to be sent to the destination d.
Given a network 〈G; k〉 and a set C= {Ch= [sh; dh; lh]: h=1; : : : ; n} of calls, a rout-
ing is a function R :C→P(G), where P(G) is the set of simple paths in G. Given
a network 〈G; k〉, a set C of calls and a routing R of calls in C, a schedule is an
assignment of starting times and colors to calls such that at every instant no pair
of calls with the same color use the same arc; more formally, a schedule is a pair
〈S; F〉, with S :C→ [0; 1; : : : ;∑nh=1 lh] a function assigning starting times to calls and
F :C→{1; : : : ; k} a function assigning colors to calls. S and F must be such that, if
T = max16h6n {S([sh; dh; lh]) + lh} then, for any 06t6T and for any (u; v)∈E, no
pair of calls with the same color uses (u; v) at t. We call T the makespan of schedule S.
The MINIMUM CALL SCHEDULING (MIN-CS) problem is de6ned as follows: given a net-
work 〈G=(V; E); k〉 and a set C= {[sh; dh; lh]: h=1; : : : ; n} of calls, 6nd a routing
and a schedule for C having minimum makespan. Given an instance x of MIN-CS, we
assume that k6|C|, since otherwise the problem is trivial, and we denote by T ∗(x) or
simply T ∗ the makespan of an optimal solution.
Given an instance of MIN-CS and a routing R, the load LR(e) of arc e is de6ned as the
sum of the durations of calls that use it. Notice that, if k=1, then L∗= minR (maxe L(e))
is a natural lower bound to the makespan of any schedule for a given instance. In gen-
eral networks, we observe that if routes are 6xed, the problem of scheduling calls in
order to minimize the makespan has been shown to be unapproximable within O(n1−),
for any ¿0 [5].
In the following, we will show that MIN-CS in chain networks is closely related
to MINIMUM DYNAMIC STORAGE ALLOCATION (MIN-DSA), that requires the allocation of
contiguous areas in a linear storage device in order to minimize the overall requested
storage space. A block B=(f; e; z) represents a storage requirement such that f and e
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are, respectively, the 6rst and last time instants in which block B must be allocated and
z is an integer denoting the memory requirement (size) of B. An instance of MIN-DSA
consists of a set of blocks B= {B1 = (f1; e1; z1); : : : ; Bn=(fn; en; zn)}; an allocation of
B is a function assigning blocks to storage locations, such that if both Bi and Bj
must stay at the same time in the storage device then they must be assigned to non
overlapping portions.
Formally, an allocation is a function F :B→N such that, for any pair Bi; Bj of
blocks, if fi6fj6ei or fj6fi6ej then either F(Bi) + zi − 1¡F(Bj) or F(Bj) + zj −
1¡F(Bi). MIN-DSA is de6ned as follows: given an in6nite array of storage cells and a set
B of blocks, 6nd an allocation F such that the storage size M = max16h6n {F(Bh)+zh}
is minimum. MIN-DSA is NP-hard [12] but approximable within a constant [13, 14].
3. Call scheduling in chain networks
In this section, we assume that the network is a chain with m vertices, simply denoted
as 0; 1; : : : ; m− 1. The restriction of MIN-CS to chain networks will be denoted as CHAIN-
MIN-CS (or CHAIN-MIN-CSk , when k is the number of available colors). Since the network
is a chain, there is only one path between each source-destination pair. This implies
that routing of calls is 6xed and that the set C of calls consists of two independent sub-
sets C1 = {[s11; d11; l11]; : : : ; [s1n1 ; d1n1 ; l1n1 ]} and C2 = {[s21; d21; l21]; : : : ; [s2n2 ; d2n2 ; l2n2 ]},
where n1 + n2 = n and, for any h=1; : : : ; n1, s1h¡d1h while, for any h=1; : : : ; n2,
s2h¿d2h. This implicitely de6nes two independent subinstances for each instance of
the problem. Without loss of generality, in the following we always refer to just the
6rst of them. The main result of this section is a 5-approximation algorithm for MIN-CS.
This result exploits a close relationship between MIN-CS1 and MIN-DSA, which is stated
in the next theorem.
Theorem 1. There exists a polynomial-time reduction from CHAIN-MIN-CS1 to MIN-DSA
such that an instance of the :rst problem admits a schedule with makespan T if and
only if the corresponding instance of the second problem admits a storage allocation
with size T .
Proof. Given an instance I of MIN-CS with n calls, there is an instance I ′ of MIN-DSA1
with n blocks, such that to each call [si; di; li] corresponds a block (fi; ei; si) such
that fi = si; ei =di; zi = li. Notice that there is a one-to-one correspondence between
feasible solutions to I and to I ′. More precisely, there is a solution for I ′ with overall
memory requirement T if and only if there is a solution for I with makespan T .
The reverse reduction also holds and can be obtained ’straightforwardly, in a similar
way.
Our 6rst approximation result is a direct consequence of Theorem 1 and the 3-
approximation algorithm for MIN-DSA given in [14].
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Corollary 2. There exists a 3-approximation algorithm for chain- MIN-CS1.
We now turn to the general case. The algorithm we propose is sketched below:
the 6rst step rounds up call durations to the closest power of 2; this worsens the
approximation of the makespan of the optimum schedule by a factor at most 2.
Algorithm chain-cs,
input: chain graph G, set C of calls, integer k;
begin
1. for h := 1 to n do Round lh to the closest upper power of 2;
2. Find a pseudo-schedule assuming only 1 available color;
3. Assign calls to colors;
4. Find a schedule separately for each color;
end.
In the following assume that call durations are powers of 2. Assuming only one color,
in the sequel we will use the following interpretation: a call C = [s; d; l] scheduled in
interval [t; t + l] can be graphically represented as a rectangle of height l, whose x-
coordinates vary in [s; d] and whose y-coordinates vary in [t; t + l]. We now describe
the steps 2–4 more in detail:
Find a pseudo-schedule. We 6rst determine a pseudo-schedule for C, assuming only
one color is available. A pseudo-schedule is an assignment PS :C→{0; : : : ;∑nh=1 lh}
of starting times to calls, such that each arc may be used by more than one call at the
same time. The length of PS with respect to the set C of calls is maxh∈{1;:::; n} {PS(Ch)
+ lh}.
To our purposes, we need a pseudo-schedule in which at most two calls may use the
same arc at the same time, based on the following de6nition: assume that, for some
h6n − 1, we have a pseudo-schedule for calls C1; : : : ; Ch; we say that Ch+1 is stable
[13] at time t with respect to the pseudo-schedule of C1; : : : ; Ch if and only if there
exists an arc e such that Ch+1 uses e and, for every instant 0; : : : ; t− 1, e is used by at
least one call in {C1; : : : ; Ch}. In order to obtain such a pseudo-schedule, we proceed
inductively as follows:
(i) calls are 6rst-ordered according to non-increasing durations (i.e. if j¿i then
li¿lj);
(ii) C1 is assigned starting time 0;
(iii) assuming C1; : : : ; Ch have already been assigned a starting time, Ch+1 is assigned
the maximum starting time such that it is stable with respect to the pseudo-
schedule of C1; : : : ; Ch.
Under the assumption that call durations are powers of 2 it is possible to show [13]
that this choice leads to a pseudo-schedule in which at most two calls use the same
arc at the same time. An example of a pseudo-schedule is presented in Fig. 1 where,
as described above, each call Ch= [sh; dh; lh] corresponds to a rectangle of height lh
whose horizontal coordinates vary between sh and dh.
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Fig. 1. Example of pseudo-schedule for 1 color.
In the following we use PS to denote the particular pseudo-schedule constructed
above.
Assign calls to colors. We partition the set of calls in the pseudo-schedule into '
subsets F1; F2; : : : ; F' called stripes, by “slicing” the pseudo-schedule into horizontal
stripes (see Fig. 1).
Stripes are de6ned inductively as follows:
(i) let Ch1 be the longest call starting at time 0 in the pseudo-schedule. Then stripe
F1 has height (1 = lh1 and includes all calls that in PS start before (1;
(ii) assume that stripes F1; : : : ; Fi−1 have been de6ned (i¿2) and that there are still
calls not assigned to a stripe, let t be the time at which the last call in Fi−1 ends
and let Chi be the longest call starting at t in the pseudo-schedule PS. Then stripe
Fi has height (i = lhi and includes all calls that start in interval [t; t + lhi).
Fig. 1 illustrates an example of slicing of a pseudo-schedule into stripes.
Let F= {F1; F2; : : : ; F'} be de6ned by the construction given above. Next lemma
states that F de6nes a partition of C.
Lemma 3. Every call in C belongs to one and only one set in F.
Proof. By contradiction, assume a call C belongs to two consecutive stripes Fi and
Fi+1; let (i be the height and t the starting time of the longest call of stripe Fi. By
construction, C is not the longest call in Fi, and, hence, its length is dc =(i=2h, h¿1.
The starting time of call C in the pseudoschedule is t + , t + ¿t. Since calls in
the pseudoschedule are considered in nonincreasing order it follows that = jdc, for
some integer j¿1.
Since C starts before the longest call of stripe Fi terminates, we have
jdc ¡ (i:
Since C ends after the longest call of stripe Fi terminates, it follows
jdc + dc = ( j + 1)dc ¿ (i:
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Fig. 2. Example of pseudo-schedule for 2 colors (TPS = T 1 = T 2 in this case).
The above inequalities imply j¡2h and ( j+1)¿2h, that is not satis6ed by any positive
integer.
Stripes (and the corresponding calls) are then assigned to colors by de6ning a proper
instance x of MULTIPROCESSOR SCHEDULING with k identical machines with the goal of
minimizing the total makespan. Roughly, jobs of instance x correspond to the sets
{F1; F2; : : : ; F'} of the partition F obtained above. Namely, with each stripe of height
( we associate a job of the same size.
We use the LPT (longest processing time 6rst) rule proposed by Graham [15] to
solve the obtained instance of MULTIPROCESSOR SCHEDULING: jobs are 6rst-ordered ac-
cording to decreasing sizes and then greedily assigned to the processors (i.e. a job is
assigned to the less heavily loaded processor). The obtained solution yields an assign-
ment of calls to colors, de6ned as follows: if stripe Fi is assigned to machine j, then
all calls in Fi are assigned color j. Now, for each color j, we derive a pseudo-schedule
PSj of the calls that have been assigned color j in the following way: assume machine
j has been assigned stripes Fj1 ; : : : ; Fjr (in this order) and let C be a call assigned to
color j and belonging to stripe Fjp , p= {1; : : : ; r}. Recall that PS(C) is the starting
time of C in the pseudo-schedule obtained in step 2 of chain-cs. The starting time
PSj(C) of C in the pseudo-schedule for color j is given by the sum of the heights
of stripes Fj1 ; : : : ; Fjp−1 plus the o8set of C in its stripe Fjp . Namely, we have that
PSj(C)=
∑p−1
i=1 (ji + PS(C)−
∑jp−1
i=1 (i.
Fig. 2 illustrates the e8ect of Assign-Calls-To-Colors over the pseudo-schedule of
Fig. 1 in the case of two colors. In particular, call C =F3 in Fig. 1 has been assigned
color 2 and PS2(C)=(2 + PS(C)− ((1 + (2).
We now analyze the makespan of the pseudo-schedule. The assumption that the
duration of each call is a power of 2 and the characteristics of the pseudo-schedule
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obtained in the 6rst step of the algorithm allow a tight analysis of LPT that is presented
in Lemmas 5 and 6.
For any color j=1; : : : ; k, let T j be the length of the associated pseudo-schedule
after procedure Assign-Calls-To-Colors and let TPS =maxj T j (see Fig. 2). Finally, let
T ∗ denote the makespan of an optimal schedule for the instance of chain-cs under
consideration. The following lemma is a consequence of the LPT rule and will turn
useful in the sequel. Let T1 be the length of the pseudo-schedule for one color obtained
at the end of step 2 of algorithm chain-cs and let dmax denote the maximum duration
of a call.
Lemma 4. TPS6T1=k + dmax.
Proof. The LPT rule implies that T j6T l +maxi (i, i; l=1; 2; : : : ; k. This implies that
max
j
T j 6 min
j
T j +max
i
(i 6 T1=k +max
i
(i:
On the other side the construction of the pseudo-schedule at step 2 of algorithm chain-
cs implies (i6dmax, ∀i=1; 2; : : : ; '. Hence the thesis.
Notice that the notion of stability implies that T1 is a lower bound to the makespan
of the optimal schedule for one color and, therefore, T1=k is a lower bound on T ∗.
Since dmax is also a lower bound on T ∗, the above lemma implies that TPS62T ∗. We
now prove a stronger results, that is TPS6T ∗. To this aim, let T
j
i denote the overall
height of the stripes that are assigned to color j after stripe Fi has been assigned,
i=1; : : : ; '; j=1; : : : ; k.
Lemma 5. If maxj T
j
i+1¿maxjT
j
i then T
j
i =T
l
i ; i=1; : : : ; '− 1 and j; l=1; : : : ; k.
Proof. Let Ch be a call of maximal duration in Fi+1. The way a pseudo-schedule is
obtained in the 6rst step of algorithm chain-cs, the LPT rule and the fact that both
(i+1 and (i are powers of 2 imply (i =2,(i+1, for some integer ,¿0 and therefore
T ji = -j(i+1 for some integer -j and for any j=1; : : : ; k. Hence, if maxj T
j
i −minjT ji ¿0
then maxj T
j
i −minj T ji = .(i+1 for some integer .. When Fi+1 is allocated by Assign-
Calls-To-Colors according to the LPT rule, it is assigned to the color q such that Tqi
is minimum. If Tqi ¡maxj T
j
i then it follows from the considerations above that Fi+1
6ts into color q without exceeding maxj T
j
i . Hence the thesis.
Lemma 6. TPS6T ∗.
Proof. Let T ∗i denote the completion time of an optimal schedule for the instance
〈〈G; k〉;C(i)〉 of CHAIN-MIN-CS in which the set C(i) of calls is restricted to those in
F1 ∪ · · · ∪Fi. Of course T ∗=T ∗' . We show that maxj T ji 6T ∗i ; ∀i=1; : : : ; '. The proof
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proceeds by induction on i. The case i=1 is trivial, since in this case maxj T
j
1 =(1
and, from the de6nition of stripe, F1 must contain at least one call of duration (1.
Assume the claim holds for 1; : : : ; i − 1. Two cases may arise:
(i) maxj T
j
i =maxj T
j
i−1. This case is trivial.
(ii) maxj T
j
i ¿maxj T
j
i−1. Lemma 5 implies that T
j
i−1 =T
l
i−1, for each j; l=1; : : : ; k.
This fact and the inductive hypothesis imply that maxj T
j
i 6T
∗
i−1 +(i =T
∗
i−1 + lh,
where Ch is the longest call in Fi. An optimal schedule might try to rearrange
already allocated calls together with Ch, in order to more “evenly” assign them to
colors, in such a way that T ∗i ¡T
∗
i−1 + lh. We now prove that this is not possible.
Step 2 ensures that each call C is stable in PS; it follows that if C is assigned to
color j then C is also stable in PSj. Therefore, there exists at least one arc e used by
Ch and such that, for every t= [0; : : : ; T ∗i−1] and for every color j=1; : : : ; k, e is used at
time t by a call with color j and whose duration is at least lh. Now, any rearrangement
of calls using arc e may be viewed, for each color j=1; : : : ; k, as the addition of a set
Cj1 of calls and the removal of a set Cj2 of calls. Let PTj be the overall length of calls
using e in color j after the rearrangement. Of course there exists a color z such that
PTz¿T ∗i−1¿maxj T
j
i−1. Since calls are considered in non increasing order of duration
and their durations are powers of 2, each call has duration 2,lh for some integer ,,
,¿0. Since T ∗i−1 = -1lh for some positive integer -1, since PTz¿T
∗
i−1 and since PTz has
to be an integer, it follows that for some integer -2¿1,
PT z = T ∗i−1 +
∑
C0=Cz1
2,0lh −
∑
C0=Cz2
2,0lh = T ∗i−1 + -2lh:
Finally, recalling that maxj T
j
i 6T
∗
i−1 + lh we have that PTz¿maxj T
j
i and hence T
∗
i ¿
maxj T
j
i .
Find a schedule. For every color j=1; : : : ; k, let PSj denote the pseudo-schedule
obtained after procedure Assign-Calls-To-Colors has been run and let Cj denote the
set of calls that are assigned color j. It remains to derive a proper schedule Sj from PSj,
for any color j=1; : : : ; k. The relationship between MIN-DSA and CHAIN-MIN-CS1 stated in
Theorem 1 implies the following lemma:
Lemma 7 (Gergov [13]). If call durations are powers of 2 then there exists an algo-
rithm for scheduling calls in PSj with completion time at most 5=2 times the length
of PSj.
Lemmas 6 and 7 imply the following theorem:
Theorem 8. Algorithm chain-min-cs :nds a schedule whose makespan is at most :ve
times the optimum.
We conclude this section by observing that the same result above holds also in the
case of undirected chains.
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4. Call scheduling in ring networks
In the sequel, 1m denotes a directed ring with m vertices, clockwise indexed 0; : : : ;
m − 1. The arc set is the set {(v; (v + 1)modm); (v; (v − 1)modm): v=0; : : : ; m −
1}, where (v; (v + 1)modm) (respectively, (v; (v − 1)modm)) denotes the clockwise
(respectively, counter clockwise) directed arc between vertices v and (v + 1)modm
(respectively, v and (v− 1)modm). In the following we perform operations modulo m
and we write v+1 (v− 1) for (v+1)modm (respectively, (v− 1)modm). We de6ne
[s; t] to be {u: s6u6t} if s6t, [s; m− 1]∪ [0; t] otherwise.
A call in a ring can be routed in two possible ways (clockwise and counter clock-
wise). We 6rst 6nd a routing of the calls minimizing the load and then we schedule
them by using a constant approximation algorithm based on the results of Section 3.
4.1. Routing with minimum load
Given a directed ring 1m and a set C of calls, MINIMUM WEIGHTED DIRECTED RING
ROUTING (MIN-WDRR) is the problem of routing calls in C in such a way that the max-
imum load on the arcs is minimized. The only results for this problem concern the
case in which all calls have unit weights. In this case the problem can be solved in
polynomial time [23].
The weighted case was so far considered only in undirected rings and is known as
RING LOADING [22, 17]. In particular, in [17] a Polynomial Time Approximation Scheme
for MIN RING LOADING is proposed. Here we prove that a PTAS also exists in the directed
case. In order to do this we follow a general schema similar to the one proposed in
[17], based on a formulation of the problem as a linear program, but the analysis is
essentially di8erent and, besides this, we do not need the algorithm proposed in [22]
to prove our result.
Theorem 9. MIN-WDRR is NP-hard.
The easy proof of this theorem follows from a reduction from PARTITION [12] and
is omitted. When lh=1, h=1; 2; : : : ; n, the above problem is polynomial-time solv-
able [23].
We now introduce an Integer Linear Programming formulation of MIN-WDRR in order
to derive an approximate solution. We associate each call Ch=C with a binary variable
xh having the following meaning: if Ch is routed clockwise then xh=1, otherwise
xh=0. The load on arc (v; v+1) (arc (v+1; v)) is represented by the integer variables
Av (Bv), v=0; 1; : : : ; m−1. Under this notation, MIN-WDRR can be formally described as
follows:
min L = max
{
max
v
Av; 0max
v
Bv
}
s:t: Av =
∑
h: [v;v+1]⊆[sh;th]
lh xh; Bv =
∑
h: [v;v+1]⊆[th;sh]
lh(1− xh); xh = {0; 1};
h = 1; 2; : : : ; n:
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The former is an instance of integer Multicommodity Flow [1]. By relaxing the
integrality constraints we obtain a fractional instance that can be optimally solved in
polynomial time. For any given instance of MIN-WDRR, let OPT and L∗, respectively
denote the value of the optimal solution and the value of the optimal fractional solution.
Of course, L∗6OPT .
Lemma 10. There is a polynomial-time algorithm that solves WEIGHTED DIRECTED RING
ROUTING with load at most twice the optimum.
Proof. In order to obtain our result we relax the integrality constraint in the formulation
of MIN-WDRR.
Let L∗ be the value of the fractional solution and let x∗h be the hth component
of the corresponding solution vector. We obtain an integer solution { Px1; : : : ; Pxn} by
rounding the solution of the previous LP as follows: if x∗h¡1=2 then Pxh=0, else Pxh=1,
h=1; 2; : : : ; n.
Let PL be the maximum load on the arcs of the network after rounding and let OPT
be the optimum load for WEIGHTED DIRECTED RING ROUTING. Of course OPT¿L∗. Since
the load of any arc of the network is at most doubled with respect to the fractional
solution, this implies that PL62L∗62 · OPT .
We now use Lemma 10 to obtain a polynomial-time approximation scheme (PTAS)
for WDRR. Let PL be the load obtained by applying the algorithm of Lemma 10 and let
 be any 6xed positive number. Following [17], a call is routed long-way if it uses
the longer path to connect its end vertices (ties are broken arbitrarily), it is routed
short-way otherwise; furthermore, a call Ch is heavy if lh¿ PL=3, it is light otherwise.
The number of heavy calls routed long way is bounded, as stated in the following
lemma.
Lemma 11. In any optimal solution there are at most 12= heavy; long-way routed
calls.
Proof. Let z be the number of heavy calls that are routed long-way in an optimal
solution. The sum over all arcs of the load due to heavy long-way routed calls is at
least
z
m
2
 PL
3
=
1
6
zm PL:
Since the maximum load is at least the average load and since there are 2m directed
arcs in 1m we have
1
2m
1
6
zm PL =
1
12
z PL6 OPT 6 PL:
The above inequalities imply z612=.
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In what follows, av (bv) denotes the load on clockwise (counter clockwise) directed
arc (v; v + 1) ((v + 1; v)) resulting from routing long-way calls belonging to S and
short-way calls belonging to H − S.
Let H ⊆C denote the set of heavy calls. For any set S ⊆H , let LPS denote the
following linear program:
min L(S) = max
{
max
v
Av;max
v
Bv
}
s:t: Av =
∑
h: [v;v+1]⊆[sh;th]
lhxh + av; Bv =
∑
h: [v;v+1]⊆[th;sh]
lh(1− xh) + bv;
xh = [0; 1]; h = 1; 2; : : : ; n:
Finally, L∗(S) denotes the value of the optimal (fractional) solution of LPS .
Lemma 12 below shows that, for every S ⊆H , |S|612=, we can round the solution
of LPS in such a way that the value L˜(S) of the integer solution obtained di8ers at
most  PL=2 from L∗(S). Before proving the lemma, following [23], we provide some
de6nitions. Namely, a call can be viewed as a chord in the ring and we say that two
calls Ch= [sh; th; lh] and Cj = [sj; tj; lj] are parallel if the intervals [sh; th] and [tj; sj]
or the intervals [th; sh] and [sj; tj] intersect at most at their endpoints. Notice that two
calls are parallel also when sh= sj and th= tj. The notion of parallelism can be easily
extended to de6ne calls parallel to arcs: a call is parallel to an arc when it can be
routed through that arc, otherwise it is parallel to that arc’s reverse. Finally, for any
optimal solution x∗= {x∗1 ; : : : ; x∗n} to LP(S); call Ch is said split with respect to x∗ if
0¡x∗h¡1.
Lemma 12. For any S ⊆H; |S|612=; there is a polynomial time rounding procedure
of the solution of LPS; that gives an integer solution of value L˜(S) such that L˜(S)−
L∗(S)6 PL=2.
Proof. Given S ⊆H , |S|612=, let x∗ be an optimal solution to LPS . Following [23]
we 6rst obtain a new fractional solution xˆ= {xˆ1; : : : ; xˆn} such that no pair of parallel
calls are both split and whose value Lˆ(S) is not larger than L∗(S). Let us assume that
there is a pair Ch= [sh; th; lh] and Cj = [sj; tj; lj] of parallel calls, with 0¡x∗h ; x
∗
j ¡1.
We now reroute them in such a way that only one of them remains split. Two cases
may arise:
1. x∗h+ljx
∗
j =lh61. In this case, we set xˆh= x
∗
h+lj x
∗
j =lh and xˆj =0. Consider a clockwise
directed arc (v; v+ 1) belonging to the interval [sh; th]∩ [sj; tj] and let A∗v ; Aˆv be its
loads, respectively, before and after rerouting. We have Aˆv−A∗v = lhxˆv+ljxˆj = lhx∗h+
ljx∗j =0. If instead (v+1; v) is any counter clockwise directed arc in [th; sh]∩ [tj; sj]
and if B∗v and Bˆv, respectively, denote its loads 6rst and after rerouting, we have
Bˆv−B∗v =(1− xˆh)lh+(1− xˆj)lj =(1− x∗h )lh+(1− x∗j )lj =0. If sh = sj or th = tj, it
also holds that arcs not belonging to [sh; th]∩ [sj; tj] or [th; sh]∩ [tj; sj] have the same
or reduced load.
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2. x∗h +lj x
∗
j =lh¿1. In this case, we set xˆh=1 and xˆj = x
∗
j +(lh=lj)(x
∗
h −1). The analysis
of this case proceeds exactly the same way as that of the previous one. We again
have Aˆv=A∗v for any clockwise directed arc belonging to interval [sh; th]∩ [sj; tj] and
for any counter clockwise directed arc belonging to interval [th; sh]∩ [tj; sj], while
the load on any other arc, if any, does not increase or decrease. As before, a similar
argument holds for counter clockwise directed arcs.
At the end of this procedure we have a new solution xˆ whose load Lˆ(S) is at most
L∗(S) and such that no two split calls are parallel. Without loss of generality, we may
assume that calls in C are ordered in such a way that {C1; : : : ; Cq} is the set of split
calls for solution xˆ. We are now left to route split calls. Given any clockwise (counter
clockwise) directed arc (v; v + 1) ((v + 1; v)), let Fv⊆{C1; : : : ; Cq} be the set of all
split calls that are parallel to (v; v + 1) ((v + 1; v)). Observe that calls in Fv represent
an interval in the ordered set {C1; : : : ; Cq}; in the following, we shall denote Fv as an
interval [iv; jv], where iv and jv, respectively, are the 6rst and last index of calls in
{C1; : : : ; Cq} that are parallel to (v; v+1) (or (v+1; v)). Also observe that Fv is exactly
the set of all and only the calls whose rerouting can potentially increase the load on
(v; v+1) (or (v+1; v)). Let A˜v (respectively, B˜v) denote the load resulting on (v; v+1)
(respectively (v + 1; v)) after routing calls that are split in xˆ and let x˜= {x˜1; : : : ; x˜n}
be the corresponding integer solution. Finally, let L˜(S)=max{maxv A˜v;maxv B˜v}). We
have
A˜v = Aˆv +
∑
h∈[iv;jv]
lh(x˜h − xˆh);
B˜v = Bˆv +
∑
h =∈[iv;jv]
lh[(1− x˜h)− (1− xˆh)] = Bˆv +
∑
h =∈[iv;jv]
lh(xˆh − x˜h):
We are now ready to route calls that are split in xˆ. For j=1; : : : ; q, Cj is routed as
follows:
x˜j =


1 if − ljxˆj +
j−1∑
h=1
li(x˜h − xˆi) ¡ − lj2 ;
0 otherwise:
As a consequence, if x˜j =1 then
∑j
h=1 lh(x˜h−xˆh)¡lj=2, while if x˜j =0 then
∑j
h=1 lh(x˜h
− xˆh)¿−lj=2. In both cases
∑j
h=1 lh(x˜h − xˆh)∈ [− lj2 ; lj2 ) for any j∈ [iv; jv].
We now show that, for each clockwise directed arc (v; v + 1), A˜v − Aˆv6(3=2)lmax,
where lmax =maxh∈{1;:::;q}lh. Since we are considering light calls, we have lmax6( PL)=3.
This implies A˜v− Aˆv6( PL)=2. In particular, given any clockwise directed arc (v; v+1),
two cases may arise:
1. iv6jv. In this case we bound A˜v − Aˆv as follows:
A˜v − Aˆv =
jv∑
h=iv
lh(x˜h − xˆh) =
jv∑
h=1
lh(x˜h − xˆh)−
iv−1∑
h=1
lh(x˜h − xˆh)
6
lj
2
−
(
− lj
2
)
= lj 6 lmax:
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2. iv ¿ jv. In this case we have
A˜v − Aˆv =
q∑
h=1
lh(x˜h − xˆh)−
iv∑
h=jv
lh(x˜h − xˆh)
=
q∑
h=1
lh(x˜h − xˆh)−
iv−1∑
h=1
lh(x˜h − xˆh) +
jv∑
h=1
lh(x˜h − xˆh) ¡ 32 lj:
Since 32 lj6
3
2 lmax, it follows that A˜v − Aˆv6(3=2)lmax. Since we are only consider-
ing light calls (heavy calls have already been routed), by recalling their de6nition,
A˜v − Aˆv6( PL)=2. In the same way we can prove that B˜v − Bˆv. Since L˜(S) − L∗(S)6
maxv{max{Av − Aˆv; Bv − Bˆv}} the thesis follows.
The PTAS for MIN-WDRR is provided by the following algorithm:
AlgorithmWDRR− PAS()
input: 〈1m;C〉;
output: routing for 〈1m;C〉;
begin (1)
for each S ⊆H : |S|612= do
begin (2)
for each call C ∈H do
if C ∈ S then route C long-way
else route C short-way;
solve LPS
end (2);
Let y be the solution corresponding to S ′ such that L∗(S ′)= minS L∗(S);
Apply a rounding procedure to y to obtain a feasible routing x˜ with load L˜(S ′);
Output x˜
end (1).
Theorem 13. The solution provided by algorithm WDRR− PAS() has value at most
(1+ )OPT .For any :xed  ¿ 0; the time complexity of the algorithm is polynomial.
Proof. Recall that S ′ is such that L∗(S ′)= minS L∗(S). Let SOPT be the set of heavy
calls that are routed long-way by the optimum. Since the algorithm chooses minS L∗(S)
we have L∗(S ′)6L∗(SOPT ). This implies that OPT¿L∗(S ′) and, by Lemma 12, that
L˜(S ′) − OPT6 PL=2. Lemma 10 states that OPT¿ PL=2, and, therefore, L˜(S ′)6(1 +
)OPT .
As to time complexity, the begin-end block labeled (2) in algorithm WDRR-PAS()
is executed a number of times bounded by
M =
12=∑
i=0
( |H |
i
)
:
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Recalling that
∑r
i=0(
N
i )6(eN=r)
r , we have
M 6
(
e|H |
12=
)12=
6
( en
12
)12=
:
As a result, for any 6xed ¿0, M is polynomial in the size of the instance. Hence,
the cost of the (2)-labeled begin-end block is polynomial in the size of the problem.
In particular, it requires polynomial time both to LPS and to obtain an integral solution
from the fractional one. From these considerations the thesis follows.
4.2. An approximate algorithm for RING-MIN-CS
In the following T ∗ denotes the makespan of an optimal solution to MIN-CS. We now
exploit the algorithm proposed in the previous subsection in order to derive a constant
approximation algorithm for RING-MIN-CS: As a 6rst step, the algorithm is as follows:
(1) apply Algorithm WDRR-PAS(=12) to 1m and C;
(2) cut the ring at any link, say e;
(3) schedule calls that do not use link e (in any direction) by solving two instances
of MIN-CHAIN-CS;
(4) when the last call that does not use link e ends, schedule remaining calls that use
link e by applying an approximate algorithm for partitioning.
Theorem 14. For any :xed ¿0; there exists a polynomial-time algorithm that :nds
a routing and a scheduling for RING-MIN-CS having makespan at most (12 + )T ∗.
Proof. Assume routing is that resulting from Theorem 13 and assume ′= =12. Let L
be the load obtained in the routing phase, L∗ the optimum load and dmax the duration
of the longest call. L∗=k and dmax are both natural lower bounds on the optimum
makespan, hence in particular: L=k6(1 + )L∗=k6(1 + )T ∗.
We 6rst observe that C=C1 ∪ C2 (C being as usual the set of calls), where C1
(respectively, C2) is the set of calls that are routed clockwise (respectively, counter-
clockwise) by the routing algorithm. Since they form two independent sets, without
loss of generality in the following we refer to just the 6rst of them. Let C(e) be the
set of calls whose paths use clockwise arc e.
We proceed by slightly modifying the idea illustrated at the beginning of this sub-
section. More precisely, assume a routing approximating MIN-WDRR within (1 + ′) the
optimum has been found: (i) cut any clockwise directed arc, say e, (ii) solve an in-
stance of MIN-CHAIN-CS to schedule calls in C1−C(e), (iii) when the last call scheduled
in the previous step is completed, schedule calls in C(e) and assign them to colors
by de6ning a convenient instance of MULTIPROCESSOR SCHEDULING on k machines and
solving it using the LPT rule.
Starting at time 0, we schedule calls in C1 − C(e) using the algorithm for call
scheduling in chains. Let T be the makespan of the resulting schedule. During the
step Assign-Calls-To-Colors of the algorithm for call scheduling in chains, k
L. Becchetti et al. / Theoretical Computer Science 287 (2002) 429–448 445
pseudoschedules are obtained. Lemma 4 implies that each of them has length at most
(1+ ′)L∗=k + dmax, and, therefore, Theorem 8 ensures that T65((1+ ′)L∗=k + dmax).
Since both L∗=k and dmax are lower bounds on T ∗ it follows that T610(1 + ′)T ∗.
Starting at time T , we schedule calls in C(e) and assign them to colors by de6ning
a proper instance of MULTIPROCESSOR SCHEDULING with k identical machines with the goal
of minimizing the total makespan. Here, each call in C(e) is a job of the instance, the
job size being the call duration. We use the LPT (longest processing time 6rst) rule
proposed by Graham [15] to solve the obtained instance of MULTIPROCESSOR SCHEDULING:
jobs are 6rst-ordered according to non increasing durations. Then, in this order, each
job is assigned to the less heavily loaded processor. Let T ′ be the makespan of the
corresponding schedule. The LPT rule implies T ′6(1 + ′)L∗=k + dmax62(1 + ′)T ∗.
The makespan of the overall schedule is T + T ′612(1 + ′)T ∗. This implies the
thesis.
At a 6rst glance, one might think that the above algorithm can achieve an approx-
imation ratio of 6 + ; in fact, the algorithm 6rst 6nds a routing having load that is
(1 + ) approximation of the optimal load and then uses a 5 approximate algorithm
for scheduling calls in a chain and a (1 + ) approximation algorithm for scheduling
calls that intersect the cut edge e. Unfortunately, this is not true; in fact there might
exists a routing R with minimum load, such that all possible schedules of calls routed
according to R have a makespan that is about twice the minimum makespan.
Claim 15. There exists an instance 〈1m; k〉; C of RING-MIN-CS and a minimum load
routing R for it such that any scheduling of calls in C along R achieves a makespan
that is 2k=(k + 2) times the optimum one.
Proof. Consider a ring network 〈1m; k〉 with m=4k2+6k+2 and a set C=A∪B∪D
of calls, de6ned as follows:
(i) A= {A1; : : : ; Ak+1}, where Ai = [i − 1; 2k − i + 2; k],
(ii) B= {B1; : : : ; Bk(k+1)}, where Bi = [2k + i + 1; 2k2 + 4k − i + 2; 1],
(iii) D= {D1; : : : ; Dk(k+1)}, where Di = [4k2 + 6k − i + 2; 2k2 + 4k + i + 1; 1].
A minimum load routing routes all calls short way and has load k(k + 1). Notice
that there are three arcs with maximum load, namely e1 = (k; k + 1), e2 = (3k2 + 5k +
2; 3k2 + 5k + 1) and e3 = (k2 + 3k + 1; k2 + 3k + 2). Also notice that e1 and e3
are directed clockwise, while calls in D and e2 are directed counter-clockwise. The
minimum makespan using this routing is 2k. In fact, the 6rst k calls in A are assigned
to di8erent colors, and the remaining call must be scheduled at time k on any of the
colors. However, observe that calls in B and D can be scheduled in at most k + 1
steps.
Let us now route A1; D1; D2; : : : ; Dk long way. The load of arcs e1 and e2 is still
the same, but that on e3 has now become k(k + 2), so the maximum load has in-
creased. Given this new routing and using all k colors, starting at time 0 it is pos-
sible to schedule calls A1; A2; : : : ; Ak+1, calls B1; B2; : : : ; Bk2 and Dk+1; Dk+2; : : : ; Dk2
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by time k. There still remain 2k calls belonging to D (namely D1; D2; : : : ; Dk and
Dk2+1; : : : ; Dk(k+1)) and k calls belonging to B (namely Bk2+1; : : : ; Bk(k+1)). Notice that
calls D1; D2; : : : ; Dk and calls Bk2+1; : : : ; Bk(k+1) are routed clockwise and all use arc e3,
while calls Dk2+1; : : : ; Dk(k+1) are routed counter-clockwise and do not conEict with the
others. As a consequence, using k colors all these calls can be scheduled in two time
units, thus yielding an overall makespan k + 2.
Notice that the ratio 2k=(k + 2) asymptotically tends to 2. This means that, using
the algorithm proposed at the beginning of this subsection, we cannot prove any ratio
better than 10 times the optimum unless a better bound for chain networks is obtained
or some stronger properties for routing in ring networks are proved.
5. Call scheduling in bi-directional all-optical networks
In this section, we brieEy describe the bi-directional model and show how our results
immediately extend to it for both chains and rings.
Now G=(V; E) denotes a simple, undirected graph on the vertex set V = {v0; v1; : : : ;
vm−1}. Given a network 〈G; k〉 and a set C= {Ch=(sh; dh; lh): h=1; : : : ; n} of calls,
a routing is a function R :C→P(G), where P(G) is the set of simple, undirected
paths in G. Given a network 〈G; k〉, a set C of calls and a routing R of calls in C,
a schedule is an assignment of starting times and colors to calls such that at every
instant no pair of calls with the same color use the same edge; more formally, as
before, a schedule is a pair 〈S; F〉, with S :C→ [0; 1; : : : ;∑nh=1 lh] a function assigning
starting times to calls and F :C→{1; : : : ; k} a function assigning colors to calls. S and
F must be such that, if T = max16h6n{S((sh; dh; lh))+ lh} then, for any 06t6T and
for any (u; v) ∈ E, no pair of calls with the same color uses (u; v) at t. We call T the
makespan of schedule S.
The MINIMUM CALL SCHEDULING (MIN-CS) problem is then de6ned exactly the same
way as for directed networks: given a network 〈G=(V; E); k〉 and a set C= {(sh; dh; lh):
h=1; : : : ; n} of calls, 6nd a routing and a schedule for C having minimum makespan.
Given an instance of MIN-CS and a routing R, the load LR(e) of edge e is de6ned as
the sum of the durations of calls that use it. Observe the crucial di8erence with respect
to directed networks: here there is no distinction between source and destination and
the durations of all calls using some edge contribute to its load. Notice that, as in
the case of directed networks, if k =1, then L∗= minR(maxe L(e)) is a natural lower
bound to the makespan of any schedule for a given instance and the same holds for
minR(maxe L(e))=k when k colors are available.
The results proved for directed chain networks in Section 3, still hold in the undi-
rected case and require no modi6cations in the proofs. In fact, they do not depend on
the orientation of the networks.
Similarly, the same algorithm proposed in Section 4.2 also holds for directed rings.
However, the routing of the calls is now performed according to a polynomial time
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approximation Scheme for MINIMUM RING LOADING (in the undirected case) due to Khanna
[17]. As a consequence, Theorems 8 and 14 hold in this case also.
Finally, we observe that the example proposed in the previous subsection also holds
for the undirected case with minor modi6cations, thus making the proof of an approxi-
mation ratio better than (11+) using the approach proposed in the previous subsection
unlikely.
6. Conclusions
In this paper, we have considered the call scheduling problem in all-optical, networks.
We have proposed approximation algorithms with constant approximation ratio for both
chain and ring networks. As a side result, we have also proposed a polynomial-time
approximation scheme for the problem of routing weighted calls in a ring network
with the aim of minimizing the maximum load, a problem which has itself a practical
relevance in SONET networks [22, 17, 23].
It would be interesting to consider di8erent network topologies and to consider the
problem with release dates and di8erent objective functions. Also the on-line version
of the problems deserves future investigation.
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