We describe global and local methods for comparing flow fields, and a visualization tool that allows the user to adjust how flow fields are compared. Our first global method operates on path-lines and measures variations in orientation and curvature between samples on the same path-line. We then apply the global approach to first-order attributes computed from the gradient tensors of the vector field. We show that local distributions are useful when the goal is to identify distinct regions and visualize patterns of vector field attributes directly within the flow field. To aggregate local descriptors into a global signature that allows us to compare entire vector fields, we use clustering. Our experiments show that the global methods outperform the local methods based on vector spin images, while also being more efficient. In conclusion, we recommend the 1D global distributions that can be efficiently combined into a single measure of similarity with adjustable weights for each attribute.
I. Introduction
omparing vector fields will become increasingly crucial as computational methods for simulating fluid dynamics (CFD), sensor technology for dynamic data, and video surveillance increase in accuracy and ubiquity. Automotive applications of comparing vector field include engine design where engineers need to compare simulated in-cylinder flow to an ideal swirl flow 4 , and in traffic analysis where positioning and velocity data from cars may be used to identify emerging traffic jams after comparing with smooth traffic flow field. We present results from our research on:
• Comparing airflow patterns around two datasets of simplified solids using 3D pattern matching algorithms applied to vector fields.
• Studying the efficacy of first-order vector field attributes for measuring similarity between flow fields.
• Using clustering to analyze the distribution of attributes in a flow field.
• Using Isomap embedding 8 , a dimensionality reduction technique, to visualize the similarity of vector fields.
In our experiments, we used two numerical datasets: a set of platonic solids and a family of teardrop shapes. Both consist of a series of objects, placed individually inside a virtual wind tunnel, which was created to yield typical blockage ratios (the ratio of frontal area to wind tunnel cross sectional area) of about 5%. Particles were seeded uniformly at the front of the wind tunnel and allowed to move through the tunnel forming discrete path-lines around the object. Pressure and velocity were recorded for each point on the path-line.
1. Platonic solids. This series of shapes includes a tetrahedron, a hexahedron, an octahedron, a dodecahedron, an icosahedron, and a sphere (Fig. 1 ). Our goal was to determine the similarity of the airflow around the different solids to that around the sphere, which served as our reference shape. For a fair comparison, the solids were designed to have the same frontal surface area because drag (e.g., a car's drag) depends on the frontal surface area and not on volume. Intuitively, we expected the airflow around solids with more facets to better approximate that around the sphere.
2. Teardrop shapes. This dataset includes nine variations on the teardrop shape (five shown in Fig. 2 ). These variations shifted the center of mass from the geometric center to the ends of the teardrop. Our goal was to compare the apparatus' flow fields to an empty wind tunnel and identify shapes that produced particularly unfavorable flow fields. These may then be eliminated from further consideration. The approaches we present can also order the similarity of vector fields with respect to a reference and to identify distinct regions in a field. 
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II. Overview of Approaches
Using the vector field information described above and the geometry of the objects, we compute discrete distributions (histograms) to capture geometric attributes of vector, or flow, fields and use them to measure similarity between the fields. The form of these distributions is inspired by research in shape matching where geometric distributions are used to compare shapes based on statistical properties 1, 6, 7 . These approaches record the discrete distribution of a selected feature in a histogram for efficient storage and comparison. A single global histogram may be generated for the entire field 2 , or local histograms for each point in vector field 3 . To compare distributions, a distance is computed between the histograms. Global histograms store the statistics of the whole shape and are used to compare entire objects, whereas local histograms store information about the neighborhood surrounding a point and are used to find corresponding points.
Our approach to comparing vector fields consists of three key components: i) Recording first-order vector field attributes in discrete distributions (histograms). Sometimes second-level histograms are computed as need. ii) Using global and local distributions to obtain a single measure of distance between vector fields. iii) Providing a way to visualize the results that allow for exploration and analysis. A conceptual flowchart of our algorithms is shown in Fig. 3 .
A single histogram may be generated for the entire field (global histograms), or one for each point (local histograms) to be used as a local descriptor. Global histograms store the statistics of the entire shape and are used to compare whole objects. To compare two histograms, a norm (e.g., the 2 distance) is computed between them. Local histograms are effective for identifying distinct regions within vector fields. To compute a single measure of difference between vector fields using local descriptors, we aggregate the descriptors into a global signature via a clustering approach. Throughout this paper, we use Isomap to plot the computed difference between all the vector fields in a single visualization. Using the pairwise distance matrix containing the computed distances between each pair of vector fields, we generate a 2D Isomap embedding 8 in which the fields are represented as points in a Euclidean space. This enables us to visualize the distances and obtain a low dimensional, typically 2D, relationship between the fields that cannot be conveyed by the distance matrix. We will introduce four algorithms as follows. The first two methods are local methods, the next two global methods.
• Local descriptor method (M1). We compute local descriptors, vector spin images 10 , for points in the vector field. The mean vector spin image of the empty field is used as reference point.
• Local descriptors plus clustering method (M2). To remove the dependence on the reference vector spin image, we introduce K-means clustering in this algorithm.
• 2D shape-preserving global signatures method (M3). We compute a vector field histogram by sampling properties of the field (e.g., vector magnitude) at random points throughout the domain and tallying the number of times a set of values are encountered.
• 1D global distribution method (M4). It records the distribution of data points across the attributes range, then compares vector fields by 2 distances based on 1D distributions.
The first-order attributes we record in our descriptors are computed from the gradient of the vector field which is tensor field. Next, we review the decomposition of a 3D tensor and introduce the attributes we extracted. Then, we discuss the details of our four vector field comparison algorithms.
III. First-Order Vector Field Attributes
Real-world datasets are typically velocity vector fields with both direction and magnitude. First-order information derived from the gradient of such fields 9,11,13 is useful for our purpose. The gradient of a 3D velocity vector field is an asymmetric 3D tensor field. Each tensor can be decomposed into symmetric S and anti-symmetric A components. The diagonal of S measures dilation; the off-diagonal entries of S measure shearing; and the off-diagonal entries of A measure vorticity. To record these attributes in global and local distributions, we compute their magnitudes. The derivations of these first-order attributes in 3D space are shown in Eq. (1). Let T(p) denote the tensor T of a point p in the vector field , we have:
In addition to pressure and the zeroth-order properties from vector orientation, we can now capture four firstorder properties in our global and local distributions, totaling 7 attributes in all: (6) magnitude of shear strain rate M s , and (7) magnitude of vorticity 6 . A 7D histogram capturing all of these attributes simultaneously would be extremely costly to compute and store. Instead, we compute separate histograms for each and develop methods to aggregate them into a single measure of similarity.
IV. Using Local Descriptors to Identify Points in Flow Fields
We created a local descriptor for points in vector fields which we call a vector spin-image 10 (Fig. 4) . For each point, its vector spin-image is computed by aggregating all neighboring points based on the distance from the reference point and the difference of attribute between them, resulting a 2D histogram. Because volumes far from the reference point are less important in a local descriptor, we use a log scale for distance . Volumes far from the center have high counts of points, so we normalize each bin of distances by its total count. Thus a point in one such bin actually has less effect on the local descriptor.
The original samples are on the path-lines which are non-uniformly distributed. In order to use finite differencing to compute first-order attributes, we sample the vector field at grid points by interpolating vectors from points on the path lines.
An intuitive way of using the local descriptor for vector fields' comparison is to first compute the mean vector spin image of an empty field for use as a reference vector spin image, and then compute the 2 distance of all the points in every other field to the reference vector spin image. The dissimilarities between different flow fields are measured by the summation of 2 distances. 5 Dilatation/Divergence is defined as . We use the magnitude of its 3 components along x, y, z axis. 6 There are two conventions of the definition of vorticity which differ by a factor of ½. Local descriptors store information about the neighborhood surrounding a point. Comparing individual points by their local descriptors can reveal distinctive points. Using the mean vector spin image of the empty field as a reference, we can find distinctive points in vector fields where the flow field is different. The more distinctive points there are, the more difference the flow field is from the reference. In Fig. 5 we show examples of distinctive points in the airflow around the Platonic solids based on vector orientation ( = dot product) and shear strain rate magnitude. This approach can be applied to other vector field attributes as well to find regions that are distinct with respect to the particular attribute. Points in the blue area are similar to the reference point. Points in the red area are dissimilar.
However, comparing versus empty field is an indirect comparison that does not provide an explicit distance between two flow fields. The measure is an indicator of how far each is from smooth flow, not how far the two fields are from each other. Another limitation of this method is that it relies on a reference field which sometimes may not be available. In the next section, we introduce an algorithm which solves these problems.
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V. Clustering Local Descriptors to Compare Vector Fields
To eliminate the dependence of reference point in the method introduced in the previous section, we use an unsupervised learning method -clustering. It assigns to each point the cluster whose center (also called centroid) is nearest. The center is the average of all the points in the cluster. This approach does not require a reference observation (e.g., the mean vector spin-image previously used) or manual labeling of an observation. We choose to use the well-known K-means clustering algorithm 5 .
As in section IV, we computed a vector spin image for every point in the flow field using each attribute. For each attribute, we apply K-means across the vector spin images of all fields. This provides us with the cluster distribution in each flow field. The cluster centers are the averages of vector spin images in each cluster. For each flow field, we have a 1D histogram of the number of vector spin images in each cluster. Since the 3D shapes differ in volume, we normalize the sum of 2 distances of each flow field by the shape volume. After normalization, we compute 2 distances between the 2D histograms to measure the difference between flow fields.
Using K-means with K = 4, 8 and 16, we cluster the vector spin images from the airflow around the sphere (Fig. 6) . K = 4 resulted in clusters that are too large, overlooking detailed differences between vector field points. K = 8 sufficiently differentiates our dataset. K = 16 was sufficiently discriminating but more expensive to compute. For the remainder of this paper, we use K=8. In Fig. 7 , we cluster all vector field attributes on the Platonic solids dataset with K = 8. Results reveal that the cluster patterns are quite different for different attributes which can be used in determining which the most K=4 K=8 K=16 Using the pairwise distance matrix containing the computed distances between each pair of flow fields, we generate a 2D Isomap embedding in which the fields are represented as points in a Euclidean space. This enables us to visualize the distances between the fields (Fig.8) . The results show that the flow fields generated by the dodecahedron and icosahedron are consistently most similar to that generated by the sphere, while the flow fields of the hexahedron and octahedron are consistently the least similar to the sphere's flow field. Intuitively, this result is correct as the dodecahedron and icosahedron have more facets, and hence, more closely approximate the sphere. The tetrahedron's relationship to the other platonic solids is perhaps the least stable. For some attributes (e.g., pressure, vector magnitude, dilatation magnitude, shear strain rate magnitude), the tetrahedron's flow field is more or equally similar to those of the hexahedron and octahedron than the sphere. But for other attributes (e.g., tensor magnitude), the tetrahedron's flow field is very different from those of the hexahedron and octahedron. We speculate the cause of the instability is that the tetrahedron has the smallest volume, even with the same fontal surface area. In general we have found that large volumes lead to more turbulent flows than smaller volumes. The computation of the 3D vector spin-image is slow. On average, it takes 1 hour to compute all the vector spinimages for a flow field on a 1.6 GHz CPU with 3 GB of memory and 0.5 hours to cluster the vector spin-images of the entire dataset. The benefits of this approach over the previous are that it does not require a reference vector spinimage, and it provides an explicit distance between non-laminar flow fields.
Although this approach is effective, the computation of vector spin-images for every point in all flow fields and the computation of K-means across all vector spin-images are expensive. We have also found that the vector spinimages vary smoothly and do not form natural clusters, thus making the selection of K rather arbitrary and the computed distances less stable. In the next section, we describe an efficient approach for comparing flow fields that effectively integrates the different vector field attributes.
VI. 2D Shape-preserving Global Signatures
Local descriptors such as vector spin images are effective in revealing distinct regions and visualizing patterns in flow fields. Their computational costs motivate us to use global signatures for computing a measure of difference between flow fields. We explored two forms of global signatures. In this section, we discuss 2D shape-preserving global signatures. In the next section, we cover 1D global signatures.
We obtain the positional relationship from path-lines 12 in 3D vector field. We randomly select pairs of points from the same path-line and bin the distance and attribute difference for pairs in a histogram. Examples of 2D shapepreserving global signatures are shown on the second row of Fig. 9 . The distance between vector fields is the 2 distance between their respective histograms. After 2D Isomap embedding, the distances between the teardrops dataset are shown in Fig. 10 . The result gives reasonable ordering of similarities between teardrops. For example, teardrop 1 flow field is consistently closer to teardrop 2 flow field than to teardrop 9 flow field. 
VII. 1D Global Distributions of Vector Field Attributes
We also computed a 1D histogram for each vector field attribute that records the distribution of data points across the each attribute. We empirically determined the appropriate resolution for the histograms via a sensitivity test. Using resolutions of 10, 20, 40, 80, and 160 bins, we computed the 2 distance between the vector fields and looked for stability in the results. Not surprisingly, the distances between flow fields become inconsistent at low resolutions (10 and 20 bins) and more stable at higher resolutions. Fig. 11 shows the sensitivity test on 40, 80 bins and 160 bins for all vector field attributes. Although 80 bins are sufficient, we used 160 bins since the cost of computing and storing these global histograms is low, particularly when compared to the local approaches. In terms of vector field attributes, vorticity and pressure are the most stable, while vector and tensor magnitudes are less so. Fig. 12 shows the 2 distances between the 1D global histograms generated from the teardrop dataset. Figure 10 shows the 2 distances between the histograms. It shows that the differences between flow fields computed from 1D histograms are more stable than from 2D histograms. In particular, the teardrop order in the 1D histograms of vector magnitude (Fig. 12) is consistent with the location of the center of mass (or of maximum diameter) as it moves from front to back in the teardrop dataset.
VIII. Comparison of Vector Field Matching Algorithms
We have developed global and local methods for 3D flow field analysis. Now we summarize the four algorithms and compare them in Table 1 .
The first method M1 (Section IV) uses descriptors with extended local support (vector spin images) to represent the underlying flow field in terms of local distribution of vector field attributes. We show that these local distributions are useful when the goal is to identify distinct regions and visualize patterns of vector field attributes directly within the flow field. However it is an indirect comparison, as it depends on a reference vector spin image. In addition, the computation of 3D vector spin images is time-consuming. The second method M2 (Section V) aggregates local descriptors into a global signature that allows us to compare entire vector fields. It removes the dependence on the reference vector spin images from M1. It can indicate distinct regions in flow fields and visualize cluster patterns. But it has two time-consuming steps: the computation of 3D vector spin images and K-means clustering. The third method M3 (Section VI) operates on path-lines and measures the attributes' variations between samples on the same path-line. It can be directly applied to the output of the simulation and provides a good measurement of similarities between flow fields. It is quick, stable and requires little memory. The minor disadvantage is that the similarity ordering is not as consistent as M4. The fourth method M4 (Section VII) computes a 1D global little distribution for each attribute. It gives the best measurement of similarity. It is the fastest algorithm among the four methods and requires the least amount of memory. The only disadvantage is that it is unstable when the resolution of attributes bins is too coarse. 
IX. A User Interface to Combine Vector Field Attributes
We have described global and local approaches to capturing the distributions of vector field attributes within a flow field. However, we have kept the attribute histograms separate, and for each pair of flow fields, we compute a distance value for each attribute. To integrate these attribute differences into one, we can either construct a 7D histogram (one dimension per attribute) for each flow field or we can aggregate the 2 distances from each attribute. High dimensional histograms are costly to compute and store, and their sparsity will lead to unstable, noisy distance computations. Instead we combine the 2 distances using weighted averaging and provide a software package with a graphical user interface (Fig. 13) for specifying the weight to be applied to each attribute. If one attribute is more important than another for computing vector field differences, then it should be assigned a higher. When weights are equal, then the attributes are equally important. A vector field attribute can be completely ignored by de-selecting it. Both an Isomap plot of the aggregate distance and the numerical results are shown in the application. 
X. Conclusions
Our experiments have shown that on the Platonic solids dataset and teardrops dataset, the global methods outperform the local methods, while also being more efficient. This technique seems to be best used when you want to keep a similar flow field, but need to de-feature the geometry. Clustering of local descriptors is sensitive to parameter selection and can suffer from quantization noise. We recommend the 1D global distribution method from Section VII which provides efficient measure of similarity for each attribute. The local descriptor methods are useful when the goal is to identify distinct regions and visualize patterns of vector field attributes. 
