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Abstract
We investigate conjunctive normal form (CNF) encodings of a function represented
with a smooth decomposable negation normal form (DNNF). Several encodings of
DNNFs and decision diagrams were considered by (Ab´ıo et al. 2016). The authors
differentiate between encodings which implement consistency or domain consistency
from encodings which implement unit refutation completeness or propagation com-
pleteness (in both cases implements means by unit propagation). The difference is
that in the former case we do not care about properties of the encoding with respect
to the auxiliary variables while in the latter case we treat all variables (the input
ones and the auxiliary ones) in the same way. The latter case is useful if a DNNF is
a part of a problem containing also other constraints and a SAT solver is used to test
satisfiability. The currently known encodings of smooth DNNF theories implement
domain consistency. Building on this and the result of (Ab´ıo et al. 2016) on an en-
coding of decision diagrams which implements propagation completeness, we present
a new encoding of a smooth DNNF which implements propagation completeness.
This closes the gap left open in the literature on encodings of DNNFs.
1 Introduction
Decomposable negation normal forms (DNNFs) were introduced in [11] where an ap-
proach of compiling a conjunctive normal form (CNF) into a DNNF was described.
Since then DNNFs and their subclasses were extensively studied as a target language in
knowledge compilation. DNNFs form the most succinct language within the knowledge
compilation map [14] that allows efficient consistency checking, clause entailment and
model enumeration queries. Specific restrictions are often put on DNNFs in order to
get efficient answering of other queries as well, a prominent example is the language of
deterministic DNNFs (d-DNNFs) which allow model counting as well. Ordered binary
decision diagrams (OBDD) and their generalization in the form of multivalued decision
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diagrams (MDD) form subclasses of d-DNNFs which are also often used in both theory
and applications. For specific applications of DNNFs, see for example [6, 17, 26, 28, 34].
If a constraint represented with an MDD, d-DNNF or a DNNF is a part of a larger
problem, efficient propagators for these representations [21, 22, 23] can be used to main-
tain domain consistency of the constraint within a constraint programming solver. Re-
cently, in [15] the authors have considered a general problem of compiling global con-
straints into multivalued decision diagrams (MDD) and d-DNNFs that can be used in
this way. Besides detecting conflicts, a propagator can generate an explanation, which
is a clause that can be added to the instance. This is suitable, if the whole CNF repre-
sentation of the constraint is large, but only a small part is needed for the solver due to
the other constraints in the instance.
The effect of generating clauses by explaining conflicts in a propagator can be limited,
if the generated clauses do not use auxiliary variables. As pointed out in [2], in some
situations the number of such clauses needed to prove unsatisfiability is exponentially
larger than if the solver can make decisions also on auxiliary variables in a CNF encoding
of the constraint and so, these variables can be included in the generated clauses. The
encoding can be included into the instance in different ways. It can be included at
the beginning of the search or only if the constraint appears to be active in the search
process as in lazy approaches [2], where a propagator that participates in many conflicts
is replaced by a CNF decomposition during run-time. There are also approaches that
resolve a conflict by extending the instance by clauses that contain auxiliary variables
new in the instance by lazily expanding a corresponding part of a large known encoding
of the constraint [3, 20]. Specific situations, where a CNF encoding of a DNNF is suitable
for use in a SAT instance are described in [29, 32].
When designing an encoding of a constraint into a CNF it might be useful to require
that the resulting encoding has good properties with respect to unit propagation which
is a standard tool in SAT solvers based on CDCL. Consider a constraint represented
by a function f(x). For simplicity, let us assume that the variables x have boolean
domains although later we consider a well known direct encoding (see for example [1, 7])
to encode variables with arbitrary finite domains. We say that a CNF formula ϕ(x,y)
is a CNF encoding of f(x) if f(x) = (∃y)ϕ(x,y). The variables y are called auxiliary
variables and are used only for the purpose of the encoding. Following [1] we consider
the following properties of a CNF encoding ϕ(x,y) of a function f(x), which specify its
propagation strength. A partial assignment is represented by a consistent set of literals
and implements means by unit propagation.
• Encoding ϕ implements consistency (called also a consistency checker in [7]) if
for any partial assignment α to the input variables x, we have that if f(x) ∧ α is
inconsistent, then unit propagation derives a contradiction from ϕ(x,y) ∧ α.
• Encoding ϕ implements domain consistency (called also generalized arc consistency
(GAC) or a propagator in [7]) if for every partial assignment α to the input variables
x and every literal l on an input variable, such that f(x)∧α |= l, unit propagation
on ϕ(x,y) ∧ α derives l or a contradiction.
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• Encoding ϕ implements unit refutation completeness (we call it unit refutation
complete or URC encoding) if for any partial assignment α to the variables x∪ y,
such that ϕ(x,y) ∧ α |= ⊥, unit propagation derives a contradiction from ϕ ∧ α.
• Encoding ϕ implements propagation completeness (we call it propagation complete
or PC encoding) if for any partial assignment α to the variables x ∪ y and any
literal l on these variables, such that ϕ(x,y) ∧ α |= l, unit propagation on ϕ ∧ α
either derives l or a contradiction.
Clearly, a propagation complete encoding implements domain consistency and a unit
refutation complete encoding implements consistency.
Encodings which enforce GAC by unit propagation were considered e.g. in [5, 7].
GAC (domain consistency) is sufficient if unit propagation in an encoding is used as a
propagator for a constraint within a constraint programming solver instead of designing
a specialized propagation algorithm. If the encoding should be passed to a SAT solver as
a part of a bigger problem specification, higher propagation strength might prove useful.
In particular, since a SAT solver makes decisions also on the auxiliary variables, it can
be advantageous if the encoding implements unit refutation completeness or propagation
completeness. This means that the encoding is a URC formula [16] or a PC formula [9].
By [24] the class of URC formulas coincides with the class SLUR introduced in [31].
Encoding of a DNNF that implements consistency is relatively straightforward, since
propagating zeros from the inputs to the output is sufficient for partial assignments of the
inputs by decomposability. The basic idea how to obtain an encoding of a smooth DNNF
of linear size implementing domain consistency or enforcing GAC by unit propagation,
appeared first in [30] for a structure representing context free grammars. Although the
authors do not mention it, the structure is a special case of a smooth DNNF and the
construction of its encoding enforcing GAC (domain consistency) by unit propagation
can be generalized to an arbitrary smooth DNNF. This generalization is described
in [27], although the necessary assumption of smoothness is not explicitly mentioned.
This assumption is used in [21, 1], where the description includes also the clauses that
are needed, if some of the literals on an input variable do not appear in the DNNF.
In [1], an encoding implementing propagation completeness for a function given by
an MDD is presented. A decision diagram is a special case of a DNNF if we rewrite
each decision node with a disjunction of two conjunctions in the standard way. The
authors of [1] posed a question whether a propagation complete encoding of a sentential
decision diagram (which were introduced in [13]) or some more general representation
within the class of NNFs can be determined. In this paper, we present a polynomial time
construction of such an encoding for a general DNNF, although for technical reasons,
the construction is formulated for a smooth DNNF. Asymptotically, this is not a strong
restriction, since a DNNF can be transformed into a smooth DNNF with a polynomial
increase of size [12]. Currently, DNNFs form the largest subclass of NNFs relevant in
knowledge compilation for which the satisfiability test is in P. Since PC encoding allows
a polynomial time satisfiability test, a polynomial time compilation of a DNNF into a PC
encoding is the best we can hope for in this direction at the current state of knowledge.
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For our construction, we need a propagation complete encoding of the exactly-one
constraint. A common way of encoding this constraint is to combine a PC encoding
of the at-most-one constraint (such as the sequential encoding [33] which is also called
ladder encoding in [25]) with a single clause representing the at-least-one constraint.
This leads to an encoding which implements domain consistency, however, it is not
necessarily propagation complete. For this reason, we introduce a different encoding
of the exactly-one constraint which is propagation complete, has linear size, and most
importantly, if we use it to replace a representation of the exactly-one constraint in a
propagation complete formula, we get a propagation complete formula as a result. In
Section 3 we demonstrate that this property is not obvious, however, it is satisfied for
the encoding we use.
In Section 2, we recall the necessary notions and terminology. Section 2.4 demonstrates
an example of a smooth d-DNNF, for which the known encodings implementing domain
consistency are not propagation complete. In Section 3 we describe encodings of the
at-most-one and exactly-one constraint and we show their properties needed for our
construction. Sections 4 and 5 introduce the notions which we use to generalize the
techniques of [1] introduced for decision diagrams to smooth DNNFs. The encodings
are presented in Section 6 and the proof of their correctness is in Section 7. Section 8
formulates a general question on the relationship between the domain consistency and
unit refutation completeness.
2 Definitions
2.1 Propagation and Unit Refutation Complete Encodings
A formula in conjunctive normal form (CNF formula) is a conjunction of clauses. A
clause is a disjunction of a set of literals and a literal is a variable x (positive literal) or
its negation ¬x (negative literal). Given a set of variables x, lit(x) denotes the set of
literals on variables in x.
A partial assignment α of values to variables in x is a subset of lit(x) that does not
contain a complementary pair of literals, so we have |α ∩ lit(x)| ≤ 1 for each x ∈ x.
We identify a set of literals α (in particular a partial assignment) with the conjunction
of these literals if α is used in a formula such as ϕ(x) ∧ α. A mapping a : x → {0, 1}
or, equivalently, a ∈ {0, 1}x represents a full assignment of values to x. Alternatively,
a full assignment can be represented by the set of literals satisfied in it. We use these
representations interchangeably.
We consider encodings of boolean functions defined as follows.
Definition 2.1 (Encoding). Let f(x) be a boolean function on variables x = (x1, . . . , xn).
Let ϕ(x,y) be a CNF formula on n + m variables where y = (y1, . . . , ym). We call ϕ a
CNF encoding of f if for every a ∈ {0, 1}x we have
f(a) = (∃b ∈ {0, 1}y)ϕ(a,b) , (1)
where we identify 1 and 0 with logical values true and false. The variables in x and y
are called input variables and auxiliary variables, respectively.
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We are interested in encodings which are propagation complete or at least unit refuta-
tion complete. These notions rely on unit propagation which is a well known procedure
in SAT solving [8]. For technical reasons, we represent unit propagation using unit res-
olution. The unit resolution rule allows to derive clause C \ {l} given a clause C and a
unit clause ¬l. A clause C can be derived from ϕ by unit resolution, if C can be derived
from ϕ by a series of applications of the unit resolution rule and we denote this fact with
ϕ `1 C. The notion of a propagation complete CNF formula was introduced in [9] as
a generalization of a unit refutation complete CNF formula introduced in [16]. These
notions allow to distinguish different levels of propagation strength depending on the
type of propagation (URC or PC) and the set of variables involved in the propagation.
Definition 2.2. Let ϕ(x,y) be a CNF encoding of a boolean function defined on a set
of variables x and let v ⊆ x ∪ y.
• We say that the encoding ϕ is unit refutation complete (URC) on the variables v,
if the following implication holds for every partial assignment α ⊆ lit(v)
ϕ(x,y) ∧ α |= ⊥ =⇒ ϕ(x,y) ∧ α `1 ⊥ (2)
• We say that the encoding ϕ is a propagation complete (PC) on the variables v, if
for every partial assignment α ⊆ lit(v) and for each l ∈ lit(v), such that
ϕ(x,y) ∧ α |= l (3)
we have
ϕ(x,y) ∧ α `1 l or ϕ(x,y) ∧ α `1 ⊥. (4)
• If an encoding is URC on the variables v = x, we say that it implements consistency
(by unit propagation).
• If an encoding is PC on the variables v = x, we say that it implements domain
consistency (by unit propagation).
• An encoding that is URC or PC on the variables v = x∪y is called a URC encoding
or PC encoding, respectively.
2.2 Direct Encoding of Finite Domains
We consider constraints f(x), where the domain of xi denoted dom(xi) is a non-empty
finite set. In order to encode the vector x with boolean variables, we use the direct
encoding (see for example [1, 7]) consisting of the domain variables Jxi = sK, where
s ∈ dom(xi), representing the condition xi = s. The vector of the domain variables cor-
responding to xi will be denoted dvar(xi) and the vector of all the domain variables will
be denoted dvar(x). The variables involved in the direct encoding are assumed to satisfy
the constraints EO(dvar(xi)) called the direct encoding constraints where EO denotes
the exactly-one constraint (see also Section 3.2). We say that a total assignment of the
variables dvar(x) is d-consistent, if it is consistent with the direct encoding constraints.
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Note that a boolean variable x has the binary domain dom(x) = {0, 1}, the variableJx = 1K represents the positive literal x, Jx = 0K represents the negative literal ¬x,
however, formally, the variables Jx = 1K and Jx = 0K are independent unless we substitute
them with the corresponding literals.
2.3 DNNF Using Direct Encoding of Finite Domains
Let us briefly recall the notion of decomposable negation normal form (DNNF) [11] using
the usual extension to variables with arbitrary non-empty finite domains.
A sentence in negation normal form (NNF) D is a rooted DAG with nodes V , root
ρ ∈ V , the set of edges E, and the set of leaves L ⊆ V . The inner nodes in V are labeled
with ∧ or ∨ and represent connectives or gates in a monotone circuit. Each edge (v, u)
in D connects an inner node v labeled ∧ or ∨ with one of its inputs u. The edge is
directed from v to u, so the inputs of a node are its successors (or child nodes). The
leaves are labeled with constants 0 or 1 or the domain variables. We assume that for
each domain variable Jxi = sK ∈ dvar(x) there is at most one leaf labeled with Jxi = sK
and we identify the leaf with Jxi = sK. Some of the domain variables may be missing in
D, however, we assume that for each i = 1, . . . , n at least one of the variables in dvar(xi)
is in V as a leaf of D. For simplicity, we assume that there is no leaf in D labeled with a
constant unless D is a single node representing a constant function. For the construction
of the encodings, we assume that this is not the case. Note that one can always simplify
D by propagating constant values in the leaves, if they are not the root.
If each of the domain variables Jxi = sK is interpreted as the constraint xi = s, a
NNF defines a constraint f(x) on the variables x that is satisfied, if ρ evaluates to
1. Using the domain variables themselves, a NNF D represents a monotone boolean
function fD(dvar(x)). Moreover, let f
′
D(dvar(x)) denote the conjunction of fD(dvar(x))
and the direct encoding constraints. The correspondence between these functions and
the constraint f(x) is the natural one: for every d-consistent total assignment a of
dvar(x) and the corresponding assignment b of x, we have fD(a) = f
′
D(a) = f(b).
If the variables xi are boolean variables, so the domains are dom(xi) = {0, 1}, the
constraint f(x) is a boolean function and it can be obtained from any of the functions
fD(dvar(x)) and f
′
D(dvar(x)) by the substitutions Jxi = 1K ← xi and Jxi = 0K ← ¬xi.
The same substitutions can be used in the leaves of DNNF which results in a standard
form of a DNNF for a boolean function. The substitutions can be used also to an
encoding of any of the functions fD and f
′
D and this results in an encoding of the
boolean function represented by D.
For a node v ∈ V let us denote var(v) the set of variables from x that appear in the
leaves which can be reached from v. More precisely, a variable xi ∈ x belongs to var(v)
if there is a path from v to a leaf node labeled with a variable in dvar(xi). In particular,
by assumption we have that var(ρ) = x.
Definition 2.3. We define the following structural restrictions of NNFs.
• We say that NNF D is decomposable (DNNF), if for every node v = v1 ∧ · · · ∧ vk
we have that the sets of variables var(v1), . . . , var(vk) are pairwise disjoint.
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Figure 1: An example DNNF. Node labeled c represents disjunctive normal form (DNF)
x1x2∨x1x2 (where we use the usual compressed form of conjunctions of literals)
which is equivalent to condition x1 = x2. Node d represents DNF x1x2 ∨ x1x2
which is equivalent to x1 6= x2. Similarly, node e represents x3x4 ∨ x3x4
(x3 = x4) and node f represents x3x4 ∨ x3x4 (x3 6= x4).
• We say that DNNF D is smooth if for every node v = v1 ∨ · · · ∨ vk we have
var(v) = var(v1) = · · · = var(vk).
In this paper we describe a construction of a URC encoding and a construction of a PC
encoding of a function f ′D(dvar(x)) represented with a smooth DNNF D. We consider
the case when x consists of variables with arbitrary finite domains. The construction
can be used for boolean domains and smooth DNNFs with literals in leaves by the
substitutions described above.
2.4 Example of a DNNF Motivating the Construction
Let us describe an example of a DNNF for a boolean function, for which FullNNF de-
scribed in [1] is not a PC encoding, although it implements domain consistency. The
boolean input variables are x1, x2, x3, x4 and the output is ρ. The DNNF is depicted in
Figure 1.
The partial assignment c ∧ d is contradictory, since we cannot have simultaneously
x1 = x2 and x1 6= x2. Let us now consider the FullNNF encoding consisting of the
clauses N1, . . . , N4 and ρ described in [1] and used also in Section 6 as a part of an
extended encoding. Unit propagation on the FullNNF encoding with partial assignment
c∧d derives literals a and b using clauses N3, and then literals e and f using clauses N2.
It can derive literal ρ using a clause N1 or N3, but ρ is already present as a unit clause
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in the encoding. No other literal can be derived by unit propagation, so the partial
assignment consisting of literals a, b, c, d, e, f , and ρ is closed under unit propagation
in the FullNNF encoding. In particular, contradiction is not derived. This means that
FullNNF is not URC, since already c∧ d is a partial assignment that cannot be extended
to a satisfying assignment.
The nodes c and d in the example are DNFs, however, they can be any mutually exlud-
ing DNNFs defined on the same set of variables. Testing satisfiability of a conjunction
of two DNNFs is an NP-complete problem, since this is true already for two OBDDs
with different variable orderings. This means that there is no known construction of an
encoding of polynomial size that derives a contradiction from c ∧ d, if and only if this
assignment is contradictory. Instead, we observe that the encoding can be constructed
so that the partial assignment c ∧ d always leads to a contradiction using a similar idea
as the construction of CompletePath for MDDs in [1].
3 Embedding basic cardinality constraints in an encoding
CNF encodings of cardinality constraints frequently use auxiliary variables since this
allows to reduce the size of the encoding. In this section, we investigate the consequences
of using auxiliary variables for the propagation strength, if the cardinality constraint is
a part of a larger encoding. Let ϕ(x,x′,y) ∧ θ(x) be an encoding of some constraint
on the variables x ∪ x′ with auxiliary variables y where θ(x) is a propagation complete
CNF representation of a cardinality constraint without auxiliary variables. Moreover,
consider a formula ϕ(x,x′,y) ∧ θ′(x, z) where θ′(x, z) is an encoding of θ(x). This
formula is an encoding of the same constraint as ϕ ∧ θ with auxiliary variables y ∪ z. If
the encodings ϕ ∧ θ and θ′ implement domain consistency on the variables x ∪ x′, then
also ϕ∧θ′ implements domain consistency on these variables, since the unit propagation
derives the same literals on the variables x∪x′ in θ and θ′ under the same initial partial
assignment of these variables. On the other hand, the assumption that the encodings
ϕ∧θ and θ′ implement propagation completeness is not sufficient to guarantee that ϕ∧θ′
implements even unit refutation completeness.
Let us demonstrate this by the following example, where θ(x) represents the at-most-2
constraint. Consider the formulas
ϕ(x) = (x1 ∨ x2 ∨ x3)(x1 ∨ x2 ∨ x4)(x1 ∨ x3 ∨ x4)(x2 ∨ x3 ∨ x4)
and
θ(x) = (¬x1 ∨ ¬x2 ∨ ¬x3)(¬x1 ∨ ¬x2 ∨ ¬x4)(¬x1 ∨ ¬x3 ∨ ¬x4)(¬x2 ∨ ¬x3 ∨ ¬x4).
Clearly, ϕ represents at-least-2 on the variables (x1, x2, x3, x4) and θ represents at-most-
2 on these variables. Let θ′(x, s) be the sequential encoding LT4,2SEQ from [33] simplified
by unit propagation. This is an encoding of at-most-2 constraint with input variables
x = (x1, x2, x3, x4) and auxiliary variables s in the form of a Horn formula. Namely,
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θ′(x, s) consists of the following clauses
(¬x1 ∨ s1,1), (¬x2 ∨ ¬s1,1 ∨ s2,2), (¬x3 ∨ ¬s2,2),
(¬s1,1 ∨ s2,1), (¬s2,2 ∨ s3,2),
(¬x2 ∨ s2,1), (¬x3 ∨ ¬s2,1 ∨ s3,2), (¬x4 ∨ ¬s3,2) .
We consider the encoding including the auxiliary variables s1,1 and s3,2, although they
can be eliminated by DP resolution without increasing the number of clauses. The
example can be constructed without these variables, however, this requires to use 5
input variables and the example is larger. By the following proposition applied to n = 4
and k = 2, the formula θ′(x, s) is propagation complete. The proof is formulated for a
general n, k, although we use its conclusion only for the formula θ′(x, s) described above.
Proposition 3.1. For every n ≥ 2 and n ≥ k ≥ 1, the sequential encoding LTn,kSEQ
from [33] of the at-most-k constraint for n input variables is propagation complete.
Proof. Let us prove that any resolution derivation from the clauses in the encoding
consists of steps of the form A ∨ x,¬x ∨ B ` A ∨ B, where var(A) ∩ var(B) = ∅.
Resolution steps of this form are called non-merge and as pointed out in [9], if each
prime implicate of a formula can be derived by a sequence of non-merge resolutions, the
formula is propagation complete.
Since the input variables xi occur only negatively, the resolution can use only comple-
mentary literals on the auxiliary variables s. One can verify by induction on the number
of steps of the resolution that each clause of the encoding and each clause obtained by
resolution from the encoding satisfies the following property
• The clause contains at most one negative and at most one positive literal on the
variables s and if the clause contains some of the literals ¬si,r, xl, and sj,t, then
each of the applicable inequalities i < j, i < l, l ≤ j is valid.
Since any resolution step restricted to clauses satisfying this property is non-merge, the
proof is finished.
The formula ϕ(x)∧θ(x) consists of all the prime implicates of the exactly-2 constraint,
so it is a propagation complete representation of this constraint. Using unit propagation
and resolution, one can verify that the formula ϕ(x) ∧ θ′(x, s) ∧ ¬s3,2 ∧ ¬x4 implies
ϕ(x)∧ (¬x1∨¬x2)∧ (¬x1∨¬x3)∧ (¬x2∨¬x3)∧¬x4, so it is contradictory. On the other
hand, unit propagation does not derive a contradiction. It follows that ϕ(x) ∧ θ′(x, s)
is an encoding of exactly-2 constraint on the variables x which is not unit refutation
complete.
In the next subsections, we assume that θ is the at-most-one or the exactly-one con-
straint and present additional requirements on θ′ that are sufficient to guarantee that
the replacement of θ by θ′ preserves unit refutation completeness or propagation com-
pleteness.
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3.1 At-most-one constraint
Consider a set of literals l1, . . . , ln. The at-most-one constraint AMO({l1, . . . , ln}) or
AMO(l1, . . . , ln) is satisfied if and only if at most one of the literals l1, . . . , ln is satisfied.
For simplicity, let us assume that all the literals li are positive and form the vector of the
variables x. By amo(x) we denote the canonical representation of AMO(x) consisting of
all the prime implicates of this function. The number of clauses in amo(x) is quadratic,
however, there are linear size encodings using auxiliary variables [33, 10, 18, 19, 25].
All the encodings of the at-most-one constraint described in the literature are prime 2-
CNFs, hence, they are propagation complete by [4]. We show that using these encodings
in place of amo(x) inside of another encoding preserves unit refutation completeness of
the whole encoding.
The proof of the result uses the assumption that the encoding amo′(x, z) does not
contain positive ocurrences of the variables from x. This assumption is satisfied for any
irredundant 2-CNF encoding of AMO(x), however, anti-monotonicity of the represented
function and irredundancy of the encoding are not sufficient to guarantee it. In order to
demonstrate this, one can verify that the formula
(¬x1 ∨ ¬x2)(¬x2 ∨ ¬x3)(¬x3 ∨ ¬x4)(¬x1 ∨ ¬x4)
(y1 ∨ y2 ∨ y3)
(¬y1 ∨ x1)(¬y1 ∨ ¬x3)(¬y2 ∨ x2)(¬y2 ∨ ¬x4)(¬y3 ∨ ¬x1)(¬y3 ∨ ¬x2)
is an irredundant prime encoding of AMO(x1, . . . , x4) that contains positive ocurrences
of the input variables.
Lemma 3.2. Assume that ϕ(x,x′,y) ∧ amo(x) is a URC encoding of a constraint
f(x,x′). Let amo′(x, z) be a PC encoding of AMO(x) with auxiliary variables z which
does not contain positive literals on x. Then ϕ(x,x′,y) ∧ amo′(x, z) is a URC encoding
of the constraint f(x,x′).
Proof. For simplicity, we write ϕ instead of ϕ(x,x′,y). By assumption, AMO(x) =
(∃z)[amo′(x, z)]. It follows that f(x,x′) = (∃y)(∃z)[ϕ ∧ amo′(x, z)] and thus ϕ ∧
amo′(x, z) is an encoding of f(x,x′). Let us show that it is a URC encoding.
Let α = αx ∪ αx′,y ∪ αz, where αx ⊆ lit(x), αx′,y ⊆ lit(x′ ∪ y), αz ⊆ lit(z). Our goal
is to show that if unit propagation does not derive a contradiction from the formula
ϕ ∧ amo′(x, z) ∧ αx ∧ αx′,y ∧ αz, then this formula is satisfiable. So, assume
ϕ ∧ amo′(x, z) ∧ αx ∧ αx′,y ∧ αz 6`1 ⊥ .
Without loss of generality, we can assume that α is closed under unit propagation in
ϕ ∧ amo′(x, z). Otherwise we can replace α with its closure under unit propagation,
since this does not affect satisfiability of the considered formula. Let us prove
ϕ ∧ amo(x) ∧ αx ∧ αx′,y 6`1 ⊥
by contradiction. If ϕ∧amo(x)∧αx∧αx′,y `1 ⊥, then also ϕ∧amo′(x, z)∧αx∧αx′,y `1 ⊥,
since amo′(x, z) is a PC encoding, but we assume the opposite. Since ϕ ∧ amo(x) is a
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URC encoding, we get that ϕ∧amo(x)∧αx∧αx′,y has a satisfying assignment ax∪ax′,y,
where ax and ax′,y denote the parts of the satisfying assignment on the variables in x
and x′ ∪ y respectively.
It remains to show that the formula amo′(x, z) ∧ ax ∧ αz is satisfiable. If ax con-
tains only negative literals, then the formulas amo′(x, z) ∧ ax ∧ αz and amo′(x, z) ∧ αz
are equisatisfiable, since each clause of amo′ containing a literal on an input variable
is satisfied by ax by the assumption that input variables occur only negatively. Equiv-
alently, ax is an autarky. Since amo
′(x, z) ∧ αz is satisfiable, the proof is finished in
this case. If ax contains a positive literal x, we have ¬x 6∈ αx, since ax is chosen as
a satisfying assignment of a formula containing αx. Moreover, since amo
′ is PC and
the partial assignment αx ∧ αz is closed under the unit propagation in amo′(x, z), the
formula amo′(x, z) ∧ αx ∧ αz ∧ x is satisfiable. Moreover, this formula has a satisfying
assignment consistent with ax by the properties of the at-most-one constraint.
Let µn(x) be the sequential encoding LT
n,1
SEQ from [33] (also called ladder encoding
in [25]) with input variables x and suitable auxiliary variables simplified by unit propa-
gation and DP resolution over two auxiliary variables that does not increase the number
of clauses. Let us present an explicit description of the encoding for completeness. The
base cases are µ2(x1, x2) = ¬x1 ∨ ¬x2,
µ3(x1, x2, x3) = (¬x1 ∨ ¬x2)(¬x1 ∨ ¬x3)(¬x2 ∨ ¬x3)
and for each n ≥ 4, let
µn(x1, . . . , xn) = (¬x1 ∨ ¬x2)(¬x1 ∨ y)(¬x2 ∨ y) ∧ µn−1(y, x3, . . . , xn)
where y is an auxiliary variable not used in µn−1. The encoding µn(x) is an encoding of
AMO(x1, . . . , xn). If n ≥ 3, the encoding has 3n−6 clauses and n−3 auxiliary variables.
This encoding satisfies the assumption of Lemma 3.2 and we use it as the base encoding
of the at-most-one constraint.
3.2 Exactly-one constraint
The exactly-one constraint EO({l1, . . . , ln}) or EO(l1, . . . , ln) is satisfied if and only if ex-
actly one of the literals l1, . . . , ln is satisfied. The exactly-one constraint EO({l1, . . . , ln})
is usually represented as an at-most-one constraint AMO({l1, . . . , ln}) together with the
clause l1 ∨ · · · ∨ ln representing the fact that at least one of the input literals has to be
satisfied. Let us demonstrate that the encoding obtained in this way is not propagation
complete, if the at-most-one constraint is represented by the sequential encoding µn.
In particular, for n = 4, we obtain the following encoding of EO(x1, x2, x3, x4) with
auxiliary variable y:
ε(x1, x2, x3, x4) =(¬x1 ∨ ¬x2)(¬x1 ∨ y)(¬x2 ∨ y)(¬y ∨ ¬x3)(¬y ∨ ¬x4)(¬x3 ∨ ¬x4)
(x1 ∨ x2 ∨ x3 ∨ x4).
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Assume the partial assignment ¬x3 ∧¬x4. Unit propagation on ε(x1, x2, x3, x4)∧¬x3 ∧
¬x4 derives the clause x1 ∨ x2, however, it does not derive any additional literal. By
resolving the clauses x1∨x2, ¬x1∨y, and ¬x2∨y, we get y. Since ε(x1, x2, x3, x4)∧¬x3∧
¬x4 |= y and the unit propagation does not derive y, the encoding is not propagation
complete.
A PC encoding of EO(x) can be obtained by recursive splitting of the constraint using
the formula
EO(x1, . . . , xn)⇔ (∃y)[EO(x1, . . . , xi,¬y) ∧ EO(y, xi+1, . . . , xn)] (5)
where y is an auxiliary variable and 2 ≤ i ≤ n − 2. If n ≥ 4 and n is even, the
splitting indices i can be chosen so that the final expression consists of several exactly-
one constraints on 4 variables. If n is odd, there is one additional exactly-one constraint
on 3 variables. Replacing each of these constraints by its prime CNF representation
leads to an encoding of exactly-one constraint on n input variables with at most n/2
auxiliary variables and at most 3.5n clauses. In this encoding, the at-least-one and the
at-most-one constraints are verified using the same auxiliary variables. For a proof that
it is a PC encoding, one can use the fact that the encoding is PC by construction, if
n ≤ 4, and it is obtained by combining two PC encodings that share a single variable, if
n ≥ 5. It follows that the encoding is PC, see the proof of Proposition 5 in [9].
Let us present an encoding obtained using (5) by another choice of the splitting indices,
which leads to a larger encoding with 4n−8 clauses and n−3 auxiliary variables, however,
its description does not depend on the parity of n. The base cases are ε1(x1) = x1,
ε2(x1, x2) = (¬x1 ∨ ¬x2)(x1 ∨ x2),
ε3(x1, x2, x3) = (¬x1 ∨ ¬x2)(¬x1 ∨ ¬x3)(¬x2 ∨ ¬x3)(x1 ∨ x2 ∨ x3)
and for each n ≥ 4, let εn(x1, . . . , xn) =
ε3(x1, x2,¬y1) ∧ ε3(y1, x3,¬y2) ∧ . . . ∧ ε3(yn−4, xn−2,¬yn−3) ∧ ε3(yn−3, xn−1, xn)
where y1, . . . , yn−3 are auxiliary variables.
By eo(x) we denote the representation of EO(x) which is defined as eo(x) = amo(x)∧(∨
x∈x x
)
. To show the propagation completeness of an encoding obtained by replacing
eo(x) with an encoding eo′(x, z), Lemma 3.3 requires a stronger condition on eo′ than
propagation completeness. For simplicity, let us verify that the encoding εn satisfies this
condition, although this is true for any encoding obtained by splitting using (5).
By the construction of εn, for each i = 1, . . . , n− 3, the auxiliary variable yi connects
two parts of εn(x1, . . . , xn) representing the splitting
εn(x1, . . . , xn) = εi+2(x1, . . . , xi+1,¬yi) ∧ εn−i(yi, xi+2, . . . , xn)
Each conjunct in the right hand side is an encoding of exactly-one constraint where the
literals ¬yi and yi are in the place of an input variable. Together with the fact that for
every set of variables y, the formula ε|y|(y) implies for each y ∈ y the equivalence
y ⇔
∧
x∈y\{y}
¬x
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we obtain that the partial assignments
h(¬yi) = ¬x1 ∧ . . . ∧ ¬xi+1
and
h(yi) = ¬xi+2 ∧ . . . ∧ ¬xn
satisfy the assumption of the lemma.
Lemma 3.3. Assume that ϕ(x,x′,y)∧ eo(x) is a PC encoding of a constraint f(x,x′).
Let eo′(x, z) be a PC encoding of EO(x) with auxiliary variables z which satisfies the
following property: For every literal l ∈ lit(z) there is a partial assignment h(l) ⊆ lit(x),
such that eo′(x, z) |= (l ⇔ h(l)). Then ϕ(x,x′,y) ∧ eo′(x, z) is a PC encoding of the
constraint f(x,x′).
Proof. For simplicity, we write ϕ instead of ϕ(x,x′,y). We can show that ϕ ∧ eo′(x, z)
is a CNF encoding of f(x,x′) in the same way as in the proof of Lemma 3.2. A similar
argument implies that ϕ∧ eo′(x, z) is an encoding of the constraint ϕ∧ eo(x) where the
input variables are x ∪ x′ ∪ y and the auxiliary variables are z. Let us first prove that
ϕ ∧ eo′(x, z) implements domain consistency in this interpretation.
Given a partial assignment α = αx ∪ αx′,y where αx ⊆ lit(x) and αx′,y ⊆ lit(x′ ∪ y)
and a literal l ∈ lit(x ∪ x′ ∪ y), we prove that the implication from (3) to (4) holds.
Assume (3) which is
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y |= l
so, we have
ϕ ∧ eo(x) ∧ αx ∧ αx′,y |= l .
By the assumption, unit propagation in the formula ϕ ∧ eo(x) ∧ αx ∧ αx′,y derives l or
⊥. In both cases unit propagation can be simulated by unit propagation in the formula
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y and thus we get (4) which is
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y `1 l or ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y `1 ⊥ . (6)
In order to show that ϕ ∧ eo′(x, z) is a PC encoding of f(x,x′), consider a partial
assignment α = αx ∪ αx′,y ∪ αz where αx ⊆ lit(x), αx′,y ⊆ lit(x′ ∪ y), αz ⊆ lit(z) and
a literal l ∈ lit(x ∪ x′ ∪ y ∪ z). Without loss of generality, we assume that α is closed
under unit propagation in ϕ ∧ eo′(x, z). Otherwise, we can replace α with its closure
under unit propagation, since the derived literals are implied. In order to show that the
implication from (3) to (4) holds also in this case, assume
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y ∧ αz |= l. (7)
Our goal is to show that if
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y ∧ αz 6`1 ⊥
then
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y ∧ αz `1 l. (8)
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Let h(αz) ⊆ lit(x) denote the partial assignment consisting of h(g) for all g ∈ αz. Since
eo′ is PC, unit propagation on eo′(x, z) ∧ αz derives all the literals in h(αz) and unit
propagation on eo′(x, z) ∧ h(αz) derives all the literals in αz. Since αx ∪ αz is closed
under unit propagation in eo′, we have h(αz) ⊆ αx and eo′(x, z) ∧ αx |= αz. It follows
that
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y |= l .
If l ∈ lit(x ∪ x′ ∪ y), we get (8) by (6). If l ∈ lit(z), then eo′(x, z) ∧ l |= h(l) implies
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y |= h(l)
and by (6), we obtain
ϕ ∧ eo′(x, z) ∧ αx ∧ αx′,y `1 g
for every literal g ∈ h(l). Together with the fact that eo′ is a PC encoding, we obtain
eo′(x, z) ∧ h(l) `1 l and also (8) as required.
4 Minimal Satisfying Subtrees
A minimal satisfying subtree T ofD is a rooted subtree ofD (also called out-arborescence)
which has the following properties:
• The root ρ of D is also the root of T .
• For each ∧-node v in T , all edges (v, u) in D are also in T .
• For each ∨-node v in T , exactly one of the edges (v, u) in D is also in T .
If v1 and v2 are two different leaves of T , then var(v1) and var(v2) are singletons and,
by decomposability of D, we have var(v1) ∩ var(v2) = ∅. It follows that the domain
variables in the leaves of a minimal satisfying subtree T of D represent a positive partial
assignment that contains at most one of the variables from dvar(xi) for each i = 1, . . . , n.
The closure of this partial assignment under unit propagation using the direct encoding
constraints will be denoted βT ⊆ lit(dvar(x)). If a total assignment of dvar(x) consistent
with βT is passed to D, the set of the nodes of D that evaluate to 1 contains all nodes
of T . Since T contains the root, the function fD(dvar(x)) evaluates to 1 for an arbitrary
total assignment of dvar(x) consistent with βT .
Observe that if D is smooth, then for any minimal satisfying subtree T of D, the
partial assignment βT contains for every i = 1, . . . , n exactly one positive literal on the
variables dvar(xi). Since βT is closed under unit propagation of the constraints in direct
encoding, we have that βT is a d-consistent total assignment of the variables in dvar(x).
In particular, βT is consistent with a partial assignment α ⊆ dvar(x) if and only if α is
a subset of βT . This property is not necessarily satisfied if D is not smooth.
Lemma 4.1. If D is smooth and α ⊆ lit(dvar(x)) is a partial assignment, then f ′D(dvar(x))∧
α is satisfiable, if and only if D admits a minimal satisfying subtree T , such that βT is
consistent with α.
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Proof. Assume, βT is consistent with α for a minimal satisfying subtree T . Since βT is
a total assignment containing α and consistent with the direct encoding constraints, the
considerations before the lemma imply that f ′D(dvar(x)) ∧ α is satisfiable.
For the opposite direction, consider a total assignment a of values to variables in
dvar(x) which satisfies f ′D(dvar(x)) ∧ α. In particular, a is d-consistent. The set of
nodes in D which evaluate to 1 when a is presented as input to D induces a subgraph
D′ of D. Since a is a satisfying assignment of fD(dvar(x)), D′ contains the root ρ. We
can find a minimal satisfying subtree T in D using the following approach. We include
the root ρ in T . If T has a ∨-node v as a leaf, we extend T by picking any successor of
v which is in D′ and the corresponding edge. If T has a ∧-node v as a leaf, we extend T
by adding all of its successors (which are necessarily in D′) and the corresponding edges
to T . Since T is a subset of D′, the leaves of T are satisfied by a. Since T has a leaf
in dvar(xi) for each i = 1, . . . , n and a satisfies the direct encoding constraints, a = βT .
Since α is a subset of a, βT is consistent with α.
Given a variable xi, we define Hi as the set of nodes v satisfying xi ∈ var(v) and we
define Di as the subgraph of D induced on vertices Hi. Let us denote Li = L ∩ Hi =
L ∩ dvar(xi) which is the set of the leaves of Di. Note that if v ∈ Hi is labeled with ∧,
then by decomposability exactly one of the inputs of v belongs to Hi as well. On the
other hand, if v ∈ Hi is labeled with ∨, then by smoothness all the inputs of v belong
to Hi. If a node belongs to Hi, then all its predecessors in V belong to Hi as well. We
will refer to this property by saying that the set Hi is closed upwards.
The conditions describing a minimal satisfying tree can be expressed as a CNF formula,
whose variables are the nodes of D. We start with the FullNNF encoding [1] and extend
it with the at-most-one condition on the successors of each ∨-node. The satisfying
assignments of the obtained formula are precisely the characteristic functions of the
minimal satisfying subtrees, however, we do not use this formula, since it is not URC in
general. For example, one can verify that it is not URC for the DNNF from Fig 1, since
the partial assignment c ∧ d does not derive a contradiction by unit propagation even if
we add the clause ¬a∨¬b to the FullNNF encoding. In order to obtain a URC encoding,
we consider each part Di of D separately and use an encoding of paths. Correctness of
this approach follows from the next proposition.
Proposition 4.2. Assume that D is a smooth DNNF and consider a subgraph T of D.
Then T is a minimal satisfying subtree of D if and only if for every i = 1, . . . , n the
intersection of T and Di is a directed path from the root to a leaf in Li.
Proof. Assume first that T is a minimal satisfying subtree of D and fix any of the indices
i = 1, . . . , n. The root ρ of T belongs to Hi due to the assumption var(ρ) = x. Since Hi
is closed upwards, T ⊆ D, and the subgraph Di of D is induced by Hi, the intersection
T ∩Di is an out-arborescence. It follows that all its nodes can be obtained by traversing
it top down from the root. If v is an ∨-node in T ∩Di, then by definition of a minimal
satisfying tree, there is a single edge (v, u) in T from v to some other node u. By
smoothness, we obtain u ∈ Hi and, hence, (v, u) belongs to T ∩Di. If v is an ∧-node in
T ∩Di, then by decomposability, there is exactly one edge (v, u) in T from v to a node
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u ∈ Hi. In both cases, T ∩Di contains exactly one edge from v to some other node. It
follows that T ∩Di is a path from the root to a leaf.
Assume now that for every i = 1, . . . , n, the intersection of T and Di is a directed
path from the root ρ to a leaf in Li. Since D is the union of the subgraphs Di, T is a
union of paths from the root ρ to a leaf in Li for each i = 1, . . . , n. Let us prove that T
is an out-arborescence and, hence, it is a subtree of D. Assume, two different paths in T
reach the same node v of T . There is an index i = 1, . . . , n, such that v ∈ Hi. Since Hi
is closed upwards, both the paths from ρ to v belong to T ∩Di, which is a contradiction.
Let us verify that T satisfies the remaining properties of a minimal satisfying tree.
Assume v is an ∧-node in T with inputs v1, . . . , vk and let vj be any of them. The node
vj belongs to some Hi in which we also have v. By decomposability, none of the other
successor nodes of v belongs to Hi. Since T ∩ Di is a path to a leaf, the edge (v, vj)
and the node vj must belong to T . Assume v is an ∨-node in T . For any input vj of v
we have var(vj) = var(v) by smoothness. Since the intersection of T with any Di with
xi ∈ var(v) is a path, we have that there is exactly one successor vj of v such that the
edge (v, vj) belongs to T .
5 Covering a DNNF with Separators
A directed edge (v, u) is called a transitive edge, if there is a path in D from v to u not
containing the edge (v, u). Clearly, the assumption that D does not contain a transitive
edge is equivalent to the assumption that every path in D is an induced subgraph.
Let us show that in a smooth DNNF, a transitive edge is redundant. Assume, (v, u)
is a transitive edge in D. By decomposability, v is a ∨-node. Consider the DNNF D′
with the edge (v, u) removed. If D′ and D compute different functions, then there is
an assignment of the input variables, such that in D′, u evaluates to 1 and v evaluates
to 0. This is not possible by the following reason. There is a path in D from v to u
not containing the edge (v, u) which is present in D′ as well. By smoothness of D, all
the nodes on this path are either disjunctions or trivial conjunctions with one argument.
Hence, if u evaluates to 1 in D′, all the nodes on this path including v evaluate to 1.
It follows that the transitive reduction of D is a smooth DNNF equivalent to D with
no transitive edges. For constructing the encodings, we require a smooth DNNF that
satisfies the following stronger property.
Definition 5.1.
• A subset of nodes S ⊆ Hi is called a separator in Di, if every path in Di from the
root to a leaf contains precisely one node from S.
• We say that D can be covered by separators, if for each i = 1, . . . , n, there is a
collection of separators Si in Di, such that the union of S ∈ Si is Hi \ {ρ}.
The collections Si of separators covering Di are used in the next section to construct
encodings of f ′D. Since the encodings contain the unit clause ρ, the separator consisting
only of the root ρ is not included in Si. For each i = 1, . . . , n, the set Li of the leaves in
16
Hi is a separator in Di. Although it is natural to include Li in Si, we do not formally
require this. Let us demonstrate that the existence of a cover by separators is a stronger
assumption than excluding transitive edges.
Lemma 5.2. If D contains a transitive edge, then it cannot be covered by separators.
Proof. Assume, (v, u) is a transitive edge of D and w is an inner node of a path from v
to u not containing the edge (v, u). If u is a node of Di, then also v and w are nodes of
Di. Consider a path from the root to a leaf containing (v, u). Each node of this path is
connected to w by a path in one direction or in the other. It follows that none of the
nodes on this path belongs to a separator together with w. Consequently, w cannot be
covered by a separator in Di.
The following example demonstrates a DNNF without transitive edges which cannot
be covered by separators.
Example 5.3. Consider the part of a DNNF at Fig 2. A separator containing b2 cannot
contain any of the nodes a1, b1, a4, b3. On the other hand, it has to contain a2, because
of the path a1 → a2 → b3, and a3, because of the path b1 → a3 → a4. This is a
contradiction, since there is a path containing both a2 and a3.
Let us point out that Fig 2 can be a part of an irredundant smooth DNNF if the
nodes in the graph represent different functions of the same set of variables. This can be
achieved, for example, if the nodes a4, b3 and the five omitted nodes which are successors
of the nodes in the graph represent functions of the same set of at least 3 variables with
pairwise disjoint non-empty sets of satisfying assignments. Since each of the nodes in
the graph is a successor of some node outside of the graph, none of the nodes in the
graph is redundant.
In order to guarantee a cover by separators, we include auxiliary nodes into the DNNF
that subdivide some of its edges. These nodes are used only to represent additional
auxiliary variables in the encoding and they do not have to be really included into the
data structure representing the DNNF. For this reason, they are called no-operation
nodes, formally represent the identity, and for the construction of the encoding they are
considered as a disjunction with one argument.
We say that D is strictly leveled, if for each v ∈ V , all paths from ρ to v have the
same length. For such a DNNF, there is a cover by separators based on a partition of
the nodes into levels that does not introduce new nodes. For every node v, let Level0(v)
be the common length of the paths from ρ to v. The separators in Si can be obtained as
the sets of all nodes v satisfying Level0(v) = j and, additionally, the leaves v satisfying
Level0(v) < j for some j ≥ 1. If an MDD with no long edges as in [1] is considered as a
DNNF, it is a strictly leveled smooth DNNF and we get a cover by separators with no
auxiliary nodes in this case. A general smooth DNNF may not be strictly leveled and it
is unclear, how to minimize the number of auxiliary nodes. Algorithm 5.4 is controlled
by a function Level which has to satisfy a criterion formulated in the algorithm and the
choice of this function influences the number of auxiliary nodes.
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Figure 2: A DAG without a transitive edge which cannot be covered by separators.
Algorithm 5.4.
Input: DNNF D and a function Level : V → N satisfying the following condition:
Level(ρ) = 0, for a leaf v, Level(v) is the maximum length of a path from the root to v,
and for every edge (v, u) in D, we have Level(v) < Level(u).
Output: DNNF D′ equivalent to D and its cover by collections of separators Si for
i = 1, . . . , n.
For each edge (v, u) in D, for which Level(v) + 1 < Level(u), include a new node w
representing no-operation and replace the edge (v, u) by edges (v, w) and (w, u). The
resulting DNNF is D′.
Construct separators for D′ as follows. For every i = 1, . . . , n, let di be the maximum
of Level(v) for v ∈ Hi. For every i = 1, . . . , n and for each j, 1 ≤ j ≤ di, let Si,j be the
union of the following three sets: the set of the nodes v ∈ Hi satisfying Level(v) = j,
the set of the leaves v ∈ Li satisfying Level(v) < j, and the set of all no-operation nodes
used to subdivide some of the edges (v, u) in Di satisfying Level(v) < j < Level(u). For
each i = 1, . . . , n, let Si be the collection of the sets Si,j for 1 ≤ j ≤ di.
Correctness of Algorithm 5.4 is easy to verify. Let us denote D′i the sets of nodes in
D′ defined similarly as Di in D.
Proposition 5.5. If D is smooth, then D′ obtained in Algorithm 5.4 is smooth, has size
at most |V |+ |E|, the sets Si represent a cover of D′i by separators, and the number of
separators in Si is the smallest possible in such a cover.
Proof. If a node w was included to D′ in order to subdivide an edge (v, u) in D, then
var(w) = var(u) in D′. Hence, if v is a ∨-node satisfying smoothness condition in D,
it satisfies this condition also in D′. For every j, 1 ≤ j ≤ di, every path from ρ to a
leaf in D′i contains either a single node v ∈ D, such that Level(v) = j, or a single pair
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of nodes nodes v, u, such that (v, u) is an edge of D and Level(v) < j < Level(u), or a
single leaf v satisfying Level(v) < j. Since these cases exclude each other, every set Si,j
is a separator in D′i. Moreover, every node of D
′
i \ {ρ} is contained in Si,j for some j.
The number of separators in Si is the length of the longest path from the root to a leaf
in Di. Since each node except of the root at this path has to be in a different separator,
this number of separators is the smallest possible.
Let us present two examples of a function Level that can be used in Algorithm 5.4.
A simple example is the function Level1(v) defined for every node v as the maximum
length of a path from the root to v. Another function that can be used is Level2(v) that
is equal to Level1(v) for the leaves, however, for an inner node v, it is defined as
Level2(v) = min
(v,u)∈D
Level2(u)− 1 .
Using Level2(v), the levels assigned to the nodes of a path from the root to a leaf tend
to concentrate on the values closer to the level of the leaf. This implies that the edges
close to the leaves have higher chance to satisfy Level(v) + 1 = Level(u) and hence, not
to require subdividing by an auxiliary node. If most of the edges of the input DNNF are
closer to the leaves than to the root, one can expect that it is better to use Level2(v)
than Level1(v), however, we do not have a formal argument for this.
If D is strictly leveled, then the functions Levelr(v) for r = 0, 1, 2 coincide and the
separators constructed by Algorithm 5.4 in this case will be called the separators con-
structed according to the levels.
6 URC and PC Encodings of Smooth DNNFs
Our encoding is based on the FullNNF encoding described in [1]. In addition, we use
clauses which capture the fact that a satisfying assignment of the encodings describe the
set of nodes of a minimal satisfying subtree T of D. By Proposition 4.2 this is equivalent
to forcing that the intersection of T with Di is a path from the root to a leaf for each
index i = 1, . . . , n separately. In order to achieve the required propagation strength,
we use an encoding of a path in Di which is analogous to the path based encodings of
multi-valued decision diagrams (MDDs) described in [1].
We assume that D can be covered by separators and for each i = 1, . . . , n, we con-
sider a fixed collection of separators Si in Di implied by this assumption. It follows by
Lemma 5.2 that D does not contain a transitive edge.
In order to construct a CNF encoding, all the nodes in V are considered as boolean
variables. The vector of the variables represented by inner nodes will be denoted v. The
remaining variables in the encoding are dvar(x). These variables form the leaves of D,
we have Li ⊆ dvar(xi), and V = v ∪
⋃n
i=1 Li. The dvar(x) variables that do not occur
in the leaves are forced to 0 by our encodings. The reason for this is the following. The
encodings imply EO(Li) for each i = 1, . . . , n, however, they are intended to represent
a set of d-consistent assignments which are consistent with D. Under the assumptions
EO(Li), the direct encoding constraints EO(dvar(xi)) are equivalent to assuming the
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group clause condition
N1 v → v1 ∨ · · · ∨ vk v = v1 ∨ · · · ∨ vk
N2 v → vi v = v1 ∧ · · · ∧ vk, i = 1, . . . , k
N3 v → p1 ∨ · · · ∨ pk v has incoming edges from p1, . . . , pk
N4 ¬l l ∈ dvar(xi) \ Li, i = 1, . . . , n
N5 amo(S) S ∈ Si, i = 1, . . . , n
N6 eo(S) S ∈ Si, i = 1, . . . , n
N5’ amo′(S, zS) S ∈ Si, i = 1, . . . , n
N6’ eo′(S, zS) S ∈ Si, i = 1, . . . , n
Table 1: Clauses used in the construction of a URC or a PC encoding of a smooth DNNF
D with a fixed collection Si of separators in each Di.
value 0 for the unused domain variables. If some of the domain variables are missing,
it is easier to include negative literals on them than to include the relevant part of the
direct encoding constraints.
Table 1 lists the clauses used in the encodings needed for our result. The formulas
amo′ and eo′ can be any encodings of AMO(S) and EO(S) of linear size that satisfy
the assumptions of lemmas 3.2 and 3.3, respectively. For the purpose of presentation,
assume that they are µ|S| and ε|S|, respectively. Let us define the following formulas.
ψc(dvar(x),v) composed of clauses in groups N1–N4, N5, and the unit clause ρ.
ψp(dvar(x),v) composed of clauses in groups N1–N4, N6, and the unit clause ρ.
ψ′c(dvar(x),v, z) composed of clauses in groups N1–N4, N5’, and the unit clause ρ.
The set of variables z is the union of the sets of auxiliary variables zS used in the
encodings amo′(S, zS) for all separators S ∈ Si, i = 1, . . . , n.
ψ′p(dvar(x),v, z) composed of clauses in groups N1–N4, N6’, and the unit clause ρ.
The set of variables z is the union of the sets of auxiliary variables zS used in the
encodings eo′(S, zS) for all separators S ∈ Si, i = 1, . . . , n.
6.1 Results for general finite domains
Recall that fD(dvar(x)) is the monotone function computed by a smooth DNNF D as
a function of its leaves and f ′D(dvar(x)) denotes the conjunction of fD(dvar(x)) and
the constraints of the direct encoding. If D represents a constraint f(x) on variables
x with finite domains using the direct encoding, then f ′D(dvar(x)) is the usual boolean
representation of the constraint f(x). We say that a formula ψ(dvar(x),v) is a URC
(or PC) encoding of D if it is a URC (or PC resp.) of f ′D(dvar(x)). We are now ready
to formulate the main results of this paper. The proof of Theorem 6.1 is postponed to
Section 7.
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Theorem 6.1. The formulas ψc(dvar(x),v) and ψ
′
c(dvar(x),v, z) are URC encodings
of D. The formulas ψp(dvar(x),v) and ψ
′
p(dvar(x),v, z) are PC encodings of D.
The encodings ψ′c and ψ′p are typically smaller than ψc and ψp and their size can be
estimated as follows.
Theorem 6.2. Let D be a smooth DNNF which represents a constraint on n variables x
with finite domains of size at most d using direct encoding. Let us assume that D can be
covered by separators and let S = ⋃ni=1 Si (each separator is considered only once in S
even if it is shared by several collections Si). Then ψ′c(dvar(x),v, z) and ψ′p(dvar(x),v, z)
have O(nd+ t) variables and O(nd+ e+ t) clauses, where e denotes the number of edges
of D and t denotes the sum of the sizes of separators in S.
Proof. Observe that the number of variables in z is proportional to the total size of
separators t. Since |dvar(x)| ≤ nd and |v| ≤ t, we get that the number of variables in
the encodings is bounded by O(nd+ t).
The total number of clauses in groups N1 to N3 is O(e). The number of clauses in
group N4 is at most nd and the number of clauses in each of the groups N5’ and N6’
is proportional to the total size of separators t. Together, the number of clauses in the
encodings is bounded by O(nd+ e+ t).
Let us compare the size of ψp and ψ
′
p in case thatD is strictly leveled and the separators
are constructed according to the levels. Let s denote the number of nodes in D and let
w be the maximum size of a separator, which is essentially the width of the DNNF.
Since each Di contains at least one leaf and it is not in any other Di, we always have
n ≤ s and frequently n  s. Under these assumptions, the encoding ψp has O(nd + s)
variables and O(nd + e + sw) clauses, where sw is an upper bound on the number of
clauses in the group N6 because every variable is contained in at most w − 1 negative
clauses and one positive clause introduced by eo(S).
Clearly, s ≤ t ≤ sw. Hence, if w is bounded by a constant, using eo(S) in ψp yields
the same asymptotic estimate of the number of clauses as using eo′(S, zS) in ψ′p with the
advantage of having a smaller number of auxiliary variables. Depending on the structure
of the separators, this may happen also in other cases. However, if w is large, then the
size of the encoding ψp can be significantly larger then the bound obtained for ψ
′
p in
Theorem 6.2. Assume D has r levels of sizes w1, . . . , wr which are also the sizes of the
separators. Then the number of clauses of group N6’ is O(t) = O(w1 + . . . + wr) while
the number of clauses of group N6 is roughly (w21 + . . . + w
2
r)/2. This is significantly
more than O(w1 + . . .+ wr), if some of the levels are large.
Let us consider an MDD M which is a special case of a DNNF and assume that M
is restricted in the same way as in [1], in particular, it is ordered and the edges do not
skip levels. We can represent M as a smooth DNNF D by adding nd leaves for domain
variables and expanding every decision node of M to a disjunction of d conjunction
nodes using 3d edges. If M has m decision nodes, then D has Θ(d(m + n)) = Θ(md)
nodes and Θ(md) edges. Moreover, DNNF D is strictly leveled, so it can be covered by
separators according to the levels without adding auxiliary nodes. We get t = Θ(md)
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because every node is in a single separator which is used for each subgraph Di containing
the node. By Theorem 6.2 we get that there is a PC encoding for D and thus also M
with Θ(md) variables and Θ(md) clauses which is essentially the same bound as the one
achieved by the construction in [1] specifically designed for MDDs.
6.2 Results for Boolean Domains
As mentioned before, if the variables xi in x are boolean, we can simplify the resulting
encoding so that it represents the function f(x) directly.
Theorem 6.3. Assume, D is a DNNF representing a boolean function f(x) and let ϕc,
ϕ′c, ϕp, and ϕ′p be the formulas obtained from ψc, ψ′c, ψp, and ψ′p, respectively, by the
substitutions Jxi = 1K ← xi and Jxi = 0K ← ¬xi. Then, ϕc and ϕ′c are URC encodings
of f(x) and ϕp and ϕ
′
p are its PC encodings.
Proof. Let θ be some of the formulas ψc, ψ
′
c, ψp, and ψ
′
p and let ∆ be the conjunction
of the direct encoding constraints (Jxi = 1K ∨ Jxi = 0K) ∧ (¬Jxi = 1K ∨ ¬Jxi = 0K) for
i = 1, . . . , n. Since θ is an encoding of f ′D(dvar(x)), it implies ∆. It follows that θ ∧∆
is equivalent to θ and has at least the propagation strength of θ. Let θ′ be obtained
from θ by the substitution Jxi = 0K ← ¬Jxi = 1K for all i = 1, . . . , n. Since ∆ allows
the unit propagation to go in both directions of this substitution, θ′ ∧∆ has the same
propagation strength as θ∧∆. Let w be the set of variables of θ′, so it contains Jxi = 1K,
but not Jxi = 0K for all i = 1, . . . , n. For every α ⊆ lit(w) and l ∈ lit(w), such that
θ′ ∧∆ ∧ α `1 l
we get
θ′ ∧ α `1 l
by the following argument. Since the clauses Jxi = 1K∨Jxi = 0K and ¬Jxi = 1K∨¬Jxi = 0K
have two conflicts, they cannot be both used in the same unit propagation derivation.
However, if only one of them is used to derive a literal on the variable Jxi = 0K, this
literal cannot be used in any other step of the derivation. It follows that we can avoid
the derivation of this literal and using the clauses of ∆ in the derivation of l.
In the last step, rename Jxi = 1K as xi in θ′. Since renaming preserves the propagation
strength, the resulting formula has at least the propagation strength of θ ∧ ∆ on the
variables w. Moreover, the resulting formula is the same as the formula obtained from
θ by the substitutions from the statement of the lemma. Since the function f ′D(dvar(x))
is f(x) after these substitutions, the proof is finished.
If a DNNF D represents a boolean function, all the domains have sizes 2 and we get
the following sizes of the encodings.
Theorem 6.4. Let D be a smooth DNNF which represents a boolean function. Let
us assume that D can be covered by separators and let S = ⋃ni=1 Si (each separator
is considered only once in S even if it is shared by several collections Si). Then the
encodings ϕ′c and ϕ′p have O(t) variables and O(t+e) clauses where e denotes the number
of edges in D and t denotes the sum of the sizes of separators in S.
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7 Analysis of the encodings
First, we prove the required propagation strength for the encodings ψc and ψp. This
is then extended to ψ′c and ψ′p using the results from Section 3. By the following, the
satisfying assignments of the formulas ψc and ψp correspond to the sets of nodes of
minimal satisfying subtrees.
Proposition 7.1. Let a : dvar(x) ∪ v → {0, 1} be a d-consistent assignment. Then the
following statements are equivalent:
(i) The set of nodes v ∈ V satisfying a(v) = 1 induces a minimal satisfying subtree
of D.
(ii) ψc(a) is satisfied.
(iii) ψp(a) is satisfied.
Proof. Assume (i) and let T be the induced minimal satisfying subtree. The clauses in
groups N1–N3 and the unit clause ρ for the root of D are satisfied. By Proposition 4.2,
for every i = 1, . . . , n, T contains a leaf labeled with a domain variable Jxi = sK for
some s and we have a(Jxi = sK) = 1. Since a is d-consistent, we get a(Jxi = s′K) = 0
for every s′ ∈ dom(xi) \ {s}, in particular the clauses in group N4 are satisfied. By
Proposition 4.2, for each i = 1, . . . , n, T ∩Di is a path from the root ρ to a leaf. Since
each separator from Si has exactly one node in common with this path, the clauses in
groups N5 and N6 are satisfied. Altogether, ψc(a) and ψp(a) are satisfied.
Let us now assume that ψc(a) is satisfied. The set of nodes v ∈ V , such that a(v) = 1,
induces a subgraph T of D. Let us show that for every i = 1, . . . , n, T ∩ Di is a path
from the root to a leaf. Assume, i is fixed and let us first prove that T ∩Di contains a
path from the root to a leaf. Since Di is a subgraph of D induced by the set Hi, T ∩Di
is a subgraph of D induced by the set of nodes v ∈ Hi, such that a(v) = 1. Let us
construct the required path by starting in the root and successively adding edges using
the following facts until we reach a leaf.
• The unit clause ρ is satisfied by a and thus the root ρ belongs to T ∩Di.
• Let v = v1∧· · ·∧vk be an ∧-node in T ∩Di. There is an index j, such that vj ∈ Hi.
Since a satisfies v and the clause v → vj in group N2, the node vj is satisfied by a
thus vj belongs to T ∩Di.
• Let v = v1 ∨ · · · ∨ vk be an ∨-node in T , i.e. satisfying a(v) = 1. Since the clause
v → v1 ∨ · · · ∨ vk in group N1 is satisfied by a, there is at least one successor vj
satisfied by a. By smoothness we get that all successors of v belong to Di, hence
vj belongs to T ∩Di.
Let P be the obtained path in T ∩ Di and let us prove by contradiction that all the
nodes of T ∩ Di belong to P . Assume, there is a node v in T ∩ Di which is not in P .
Since v is not the root, there is a separator S ∈ Si containing v and intersecting P in a
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node u 6= v. However, both v and u belong to T , in particular a(v) = a(u) = 1, which
is a contradiction with the assumption that a satisfies AMO(S) (clauses in group N5).
Since P is a path in Di and there are no transitive edges in Di, P is a subgraph of
Di induced by the set of vertices of T ∩Di. It follows that T ∩Di is equal to P , so it
is a path. Since this is true for every i = 1, . . . , n, Proposition 4.2 implies that T is a
minimal satisfying subtree.
If ψp(a) is satisfied, then so is ψc(a), hence also in this case we can find a minimal
satisfying subtree.
Corollary 7.2. The formula ψc implies the direct encoding constraints.
Proof. By Proposition 7.1 every satisfying assignment of ψc represents the set of nodes
of a minimal satisfying subtree. In particular, this implies EO(S) for every separator in
Di for every i = 1, . . . , n, not only for those in Si. Since Li is a separator and the values
of variables in dvar(xi) \ Li are forced to 0 by the clauses in group N4, ψc implies the
constraints of the direct encoding.
In a satisfying assignment of the encodings ψc and ψp, the values of the variables V
are related to the values of the corresponding nodes in an accepting computation of the
circuit, however, they are not the same, since a minimal satisfying subtree is only a part
of the accepting computation. In particular, a DNNF can contain nodes that represent a
tautology. For example, such nodes are included to achieve smoothness in a non-smooth
DNNF. The corresponding variable in the encodings is not forced to 1 even in the PC
encoding ψp unless it is contained in all minimal satisfying subtrees consistent with a
given partial assignment.
In Section 4, satisfiability of fD(dvar(x)) ∧ α where α ⊆ lit(dvar(x)) is characterized
by the existence of a minimal satisfying subtree T such that βT is consistent with α.
Since our goal is to prove that ψc is a URC encoding and ψp is a PC encoding, we prove
a similar characterization also for partial assignments of all variables of these encodings.
It is sufficient to consider the variables V , since the remaining ones are forced to 0 by
the clauses N4. For a minimal satisfying subtree T of D, let γT be the total assignment
of the variables in V that represents the characteristic function of the set of nodes of
T . Let α ⊆ lit(V ) be a partial assignment. We say that T is consistent with α if γT is
consistent with α.
Lemma 7.3. Let α ⊆ lit(V ) be a partial assignment, such that ψc ∧ α 6`1 ⊥. Then
there is a minimal satisfying subtree T of D consistent with α. Moreover, for any node
v0 ∈ V , such that ψc ∧ α 6`1 ¬v0, there is a minimal satisfying subtree T consistent with
α ∧ v0.
Proof. Let V ′ = {v ∈ V | ψc ∧ α 6`1 ¬v} and let D′ be the subgraph of D′ induced by
the set V ′. Since unit clause ρ is contained in ψc and ψc ∧ α 6`1 ⊥, we have ρ ∈ V ′. It
is sufficient to prove the second statement for any node vo ∈ V ′. The proof of the first
statement can be obtained by assuming v0 = ρ.
Let us fix an arbitrary node v0 ∈ V ′ and let us show that there is a path P from the
root ρ to v0 in D
′ by constructing P backwards starting in v0. At the beginning, P is
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initialized as {v0} and then we repeat the following step until we get to the root. Let v
be the first node of P and assume it is not the root. Since v ∈ V ′, it has a predecessor u
which is also in V ′ and we prepend u to P . The node u exists, since otherwise ¬v would
be derived by unit propagation using the clause of group N3 corresponding to v.
Let us construct a minimal satisfying subtree T of D′ containing P by starting at the
root ρ and successively extending T downwards. The set of the nodes of T is initialized
as {ρ} and while there is a leaf v of T which is not a leaf of D, we extend T by adding
nodes as follows.
• Assume v = v1 ∨ · · · ∨ vk. Since v ∈ T , we have that v ∈ V ′. If v ∈ P and v 6= v0,
then v has a successor vj which belongs to P and we add vj to T . If v 6∈ P or
v = v0, then there is a successor vj of v which belongs to V
′ and we add vj to
T . The node vj exists, since otherwise, the clause in group N1 corresponding to v
derives ¬v by unit propagation.
• Assume v = v1 ∧ · · · ∧ vk. Since v ∈ T , it belongs to V ′ and also all its successors
vj belong to V
′. Otherwise the clause v → vj in group N2 derives ¬v by unit
propagation. We add all nodes v1, . . . , vk to T .
It follows from the construction that T is a minimal satisfying subtree of D in which all
vertices belong to V ′. Moreover, by construction, T contains P and, hence, also v0.
Finally, let us show that T is consistent with α. If ¬v ∈ α for some node v ∈ V ,
then v 6∈ V ′ and thus v is not in T . Assume a positive literal v ∈ α for a node v ∈ V .
If v is the root, then it belongs to T by construction. Otherwise, consider an index
i ∈ {1, . . . , n}, such that v ∈ Hi. There is a separator S ∈ Si, such that v ∈ S. Since the
clauses in group N5 are satisfied, every node u ∈ S \ {v} satisfies ψc ∧α `1 ¬u and thus
u 6∈ V ′. It follows that T contains v, since it has a nonempty intersection with S.
Lemma 7.4. Let α ⊆ lit(V ) be a partial assignment. If ψp ∧ α |= l for some literal
l ∈ lit(V ), then ψp ∧ α `1 l or ψp ∧ α `1 ⊥.
Proof. Assume ψp ∧ α 6`1 ⊥ and ψp ∧ α 6`1 l and let us show that ψp ∧ α 6|= l. Since ψc
is a subformula of ψp, we have ψc ∧ α 6`1 ⊥ either. It follows by Lemma 7.3 that there
is a minimal satisfying subtree T of D consistent with α and by Proposition 7.1 we get
that ψp ∧ α is satisfiable. In particular, ψp ∧ α cannot simultaneously imply l and ¬l.
Thus if ψp ∧ α `1 ¬l, then we have ψp ∧ α 6|= l as required. For the rest of the proof,
assume ψp∧α 6`1 ¬l. Let v be the node in literal l, so l = v or l = ¬v. There is an index
i ∈ {1, . . . , n}, such that v ∈ Hi and let S ∈ Si be a separator containing v. There must
be another node v′ ∈ S for which neither ψp∧α 6`1 v′, nor ψp∧α 6`1 ¬v′, since otherwise
the clauses in group N6 derive v or ¬v. By Lemma 7.3 applied with each of the nodes v
and v′ in the role of v0 we get that there are two minimal satisfying subtrees T and T ′ in
D such that v is in T and not in T ′, and v′ is in T ′ and not in T . By Proposition 7.1, T
represents a satisfying assignment of ψp ∧ α in which v is set to 1 and v′ is set to 0, and
T ′ represents a satisfying assignment with the values of v and v′ exchanged. It follows
that the value of v is not implied in ψp ∧ α, in particular, ψp ∧ α 6|= l.
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Proof of Theorem 6.1. By Proposition 7.1, the satisfying assignments of ψc and ψp are
precisely the characteristic functions of the sets of nodes of minimal satisfying subtrees
of D. Together with Lemma 4.1 used for a d-consistent total assignment α, this implies
that the restrictions of the satisfying assignments of ψc and ψp to the variables dvar(x)
are precisely the satisfying assignments of f ′D(dvar(x)). It follows that the formulas are
encodings of f ′D(dvar(x)). The formula ψc is URC by Lemma 7.3 and the formula ψp is
PC by Lemma 7.4.
The encoding µn satisfies the assumption of Lemma 3.2. It follows that the formula
ψ′c obtained from ψc by replacing amo(S) by µn(S, zS) for all separators S in D is URC.
The encoding εn satisfies the assumption of Lemma 3.3. It follows that the formula ψ
′
p
obtained from ψp by replacing eo(S) by εn(S, zS) for all separators S in D is PC.
8 Conclusion and an Open Problem
We demonstrated a propagation complete encoding for a smooth DNNF, for which the
previously known encodings implement only the domain consistency. In this context, it
is natural to ask the following.
Question. Assume, ϕ(x,y) is an encoding of a boolean function f(x) with auxiliary
variables y that implements domain consistency. Does this imply that there is an en-
coding ϕ′(x, z) of the same function of size polynomial in the size of ϕ with possibly a
different set of auxiliary variables z that is unit refutation complete?
Acknowledgements. Both authors gratefully acknowledge the support by Grant Agency
of the Czech Republic (grant No. GA19–19463S).
References
[1] Ignasi Ab´ıo, Graeme Gange, Valentin Mayer-Eichberger, and Peter J. Stuckey. On
CNF encodings of decision diagrams. In Claude-Guy Quimper, editor, Integration
of AI and OR Techniques in Constraint Programming, pages 1–17, Cham, 2016.
Springer International Publishing.
[2] Ignasi Ab´ıo, Robert Nieuwenhuis, Albert Oliveras, Enric Rodr´ıguez-Carbonell, and
Peter J. Stuckey. To encode or to propagate? the best choice for each constraint
in sat. In Christian Schulte, editor, Principles and Practice of Constraint Program-
ming, pages 97–106, Berlin, Heidelberg, 2013. Springer Berlin Heidelberg.
[3] Ignasi Ab´ıo and Peter J. Stuckey. Conflict directed lazy decomposition. In Michela
Milano, editor, Principles and Practice of Constraint Programming, pages 70–85,
Berlin, Heidelberg, 2012. Springer Berlin Heidelberg.
[4] Martin Babka, Toma´sˇ Balyo, Ondrˇej Cˇepek, Sˇtefan Gursky´, Petr Kucˇera, and
Va´clav Vlcˇek. Complexity issues related to propagation completeness. Artificial
Intelligence, 203(0):19 – 34, 2013.
26
[5] Fahiem Bacchus. GAC via unit propagation. In Christian Bessie`re, editor, Principles
and Practice of Constraint Programming – CP 2007, volume 4741 of Lecture Notes
in Computer Science, pages 133–147. Springer Berlin Heidelberg, 2007.
[6] Anthony Barrett. From hybrid systems to universal plans via domain compilation.
In Principles of knowledge representation and reasoning: proceedings of the ninth
international conference (KR2004), pages 654–661, 2004.
[7] Christian Bessiere, George Katsirelos, Nina Narodytska, and Toby Walsh. Circuit
complexity and decompositions of global constraints. In Proceedings of the Twenty-
First International Joint Conference on Artificial Intelligence (IJCAI-09), pages
412–418, 2009.
[8] A. Biere, M. Heule, H. van Maaren, and T. Walsh. Handbook of Satisfiability, volume
185 of Frontiers in Artificial Intelligence and Applications. IOS Press, Amsterdam,
The Netherlands, 2009.
[9] Lucas Bordeaux and Joao Marques-Silva. Knowledge compilation with empower-
ment. In Ma´ria Bielikova´, Gerhard Friedrich, Georg Gottlob, Stefan Katzenbeisser,
and Gyo¨rgy Tura´n, editors, SOFSEM 2012: Theory and Practice of Computer Sci-
ence, volume 7147 of Lecture Notes in Computer Science, pages 612–624. Springer
Berlin / Heidelberg, 2012.
[10] Jingchao Chen. A new SAT encoding of the at-most-one constraint. In Proc.
Constraint Modelling and Reformulation, 2010.
[11] Adnan Darwiche. Compiling knowledge into decomposable negation normal form.
In Proceedings of the 16th International Joint Conference on Artifical Intelligence
- Volume 1, IJCAI’99, pages 284–289, San Francisco, CA, USA, 1999. Morgan
Kaufmann Publishers Inc.
[12] Adnan Darwiche. On the tractable counting of theory models and its application
to truth maintenance and belief revision. Journal of Applied Non-Classical Logics,
11(1-2):11–34, 2001.
[13] Adnan Darwiche. SDD: A new canonical representation of propositional knowledge
bases. In Proceedings of the Twenty-Second International Joint Conference on Ar-
tificial Intelligence - Volume Volume Two, IJCAI’11, pages 819–826. AAAI Press,
2011.
[14] Adnan Darwiche and Pierre Marquis. A knowledge compilation map. Journal of
Artificial Intelligence Research, 17:229–264, 2002.
[15] Diego de Un˜a, Graeme Gange, Peter Schachte, and Peter J. Stuckey. Compiling CP
subproblems to MDDs and d-DNNFs. Constraints, 24(1):56–93, Jan 2019.
[16] Alvaro del Val. Tractable databases: How to make propositional unit resolution
complete through compilation. In Knowledge Representation and Reasoning, pages
551–561, 1994.
27
[17] Paul Elliott and Brian Williams. DNNF-based belief state estimation. In Pro-
ceedings of the National Conference on Artificial Intelligence, volume 21, page 36.
Menlo Park, CA; Cambridge, MA; London; AAAI Press; MIT Press; 1999, 2006.
[18] Alan M Frisch and Paul A Giannaros. SAT encodings of the at-most-k constraint.
some old, some new, some fast, some slow. In Proc. of the Tenth Int. Workshop of
Constraint Modelling and Reformulation, 2010.
[19] Alan M. Frisch, Timothy J. Peugniez, Anthony J. Doggett, and Peter W. Nightin-
gale. Solving non-boolean satisfiability problems with stochastic local search: A
comparison of encodings. J. Autom. Reason., 35(1-3):143–179, October 2005.
[20] Graeme Gange, Daniel Harabor, and Peter J. Stuckey. Lazy CBS: implicit conflict-
based search using lazy clause generation. In J. Benton, Nir Lipovetzky, Eva Onain-
dia, David E. Smith, and Siddharth Srivastava, editors, Proceedings of the Twenty-
Ninth International Conference on Automated Planning and Scheduling, ICAPS
2018, Berkeley, CA, USA, July 11-15, 2019., pages 155–162. AAAI Press, 2019.
[21] Graeme Gange and Peter J. Stuckey. Explaining propagators for s-DNNF circuits.
In Nicolas Beldiceanu, Narendra Jussien, and E´ric Pinson, editors, Integration of
AI and OR Techniques in Contraint Programming for Combinatorial Optimzation
Problems, pages 195–210. Springer Berlin Heidelberg, 2012.
[22] Graeme Gange, Peter J. Stuckey, and Radoslaw Szymanek. MDD propagators with
explanation. Constraints, 16(4):407, Aug 2011.
[23] Graeme Gange, Peter J Stuckey, and Pascal Van Hentenryck. Explaining propaga-
tors for edge-valued decision diagrams. In International Conference on Principles
and Practice of Constraint Programming, pages 340–355. Springer, 2013.
[24] Matthew Gwynne and Oliver Kullmann. Generalising and unifying SLUR and unit-
refutation completeness. In Peter van Emde Boas, Frans C. A. Groen, Giuseppe F.
Italiano, Jerzy Nawrocki, and Harald Sack, editors, SOFSEM 2013: Theory and
Practice of Computer Science, pages 220–232, Berlin, Heidelberg, 2013. Springer
Berlin Heidelberg.
[25] Steffen Ho¨lldobler and Van Hau Nguyen. An efficient encoding of the at-most-
one constraint. Technical Report MSU-CSE-00-2, Knowledge Representation and
Reasoning Group 2013-04, Technische Universitt Dresden, 01062 Dresden, Germany,
2013.
[26] Jinbo Huang. Complan: A conformant probabilistic planner. In Proceedings of the
16th International Conference on Planning and Scheduling (ICAPS), 2006.
[27] Jean C. Jung, Pedro Barahona, George Katsirelos, and Toby Walsh. Two Encodings
of DNNF Theories. In ECAI’08 Workshop on Inference methods based on Graphical
Structures of Knowledge, 2008.
28
[28] He´ctor Palacios, Blai Bonet, Adnan Darwiche, and Hector Geffner. Pruning confor-
mant plans by counting models on compiled d-DNNF representations. In ICAPS,
volume 5, pages 141–150, 2005.
[29] He´ctor Palacios and He´ctor Geffner. Mapping conformant planning into SAT
through compilation and projection. In Conference of the Spanish Association for
Artificial Intelligence, pages 311–320. Springer, 2005.
[30] Claude-Guy Quimper and Toby Walsh. Decomposing global grammar constraints.
In Christian Bessie`re, editor, Principles and Practice of Constraint Programming –
CP 2007: 13th International Conference, CP 2007, Providence, RI, USA, Septem-
ber 23-27, 2007. Proceedings, pages 590–604, Berlin, Heidelberg, 2007. Springer
Berlin Heidelberg.
[31] John S. Schlipf, Fred S. Annexstein, John V. Franco, and R. P. Swaminathan. On
finding solutions for extended Horn formulas. Inf. Process. Lett., 54(3):133–137,
1995.
[32] Anika Schumann and Martin Sachenbacher. Computing energy-optimal tests using
DNNF graphs. In Proceedings of the Twenty-First International Workshop on the
Principles of Diagnosis, 2010.
[33] Carsten Sinz. Towards an optimal CNF encoding of boolean cardinality constraints.
In Peter van Beek, editor, Principles and Practice of Constraint Programming — CP
2005: 11th International Conference, CP 2005, Sitges, Spain, October 1-5, 2005.
Proceedings, pages 827–831, Berlin, Heidelberg, 2005. Springer Berlin Heidelberg.
[34] Alexey Voronov, Knut A˚kesson, and Fredrik Ekstedt. Enumeration of valid partial
configurations. In Proceedings of Workshop on Configuration, IJCAI 2011, volume
755, pages 25–31, 2011.
29
