Abstract: In this study, we define the fractional random variable. The concept of convergence in fractional probability, almost surely convergence and some related theorems and examples are studied with the purpose of expanding the fractional probability theory parallel to the classical one. It is shown that almost surely convergence in the fractional probability space does not lead to the convergence in fractional probability. And, some valuable features related to fractional probability theory such as Cauchy function in fractional probability are discussed. We proved that a fractional random variable converges in fractional probability if it is Cauchy in fractional probability. Finally, the well-known 0-1 Kolmogorov theorem is proved in a fractional probability space.
Introduction
We try to continue the concept of fractional probability calculus, based on the study by Jumarie (2007) which defines probability dens ity of fractional order and fractional moments by using fractional calculus (Jumarie, 2007) . Our paper is in the continuation of the paper by Mostafaei and Ahmadi Ghotbi (2010) in which the fractional probability space ðΩ; F; P α Þ, the fractional probability measure P α : F ! ½0; 1, 
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Fractional calculus including the subjects, derivative, integration and Taylor's series of fractional order plays an essential role in a number of fields of application such as the stochastic mechanics and fractional differential and integral equations. Probability density of fractional order has been raised by Guy Jumarie in 2007, which has application in the stochastic differential equation. Thus, expanding the mentioned concept by Guy Jumarie to the other fractional probability concepts such as fractional probability space, measure and convergence was so interesting. In this paper, we discussed some important definitions and theorems of the fractional probability theory and compared them with the ones of the classical probability theory. 0 < α < 1 and invalidity of the classical probability measure continuity theorem, Pð lim
PðX n ðωÞÞ for the fractional probability measure P α have been explained (Mostafaei & Ahmadi Ghotbi, 2010) . There is a great literature on fractional calculus, fractional derivatives and fractional integration (Jumarie, 2006; Kober, 1940; Miller & Ross, 1973; Nishimoto, 1989; Oldham & Spanier, 1974; Ross, 1974; Samko, Kilbas, & Marichev, 1987) . Fractional probability distribution is defined by the measure μ dx f g ¼ pðxÞðdxÞ α . Combining this with the definition of the fractional Taylor`s series
, obtained by modified fractional Riemann-Liouville derivatives, leads to the definition of the probability density of fractional order α. Using fractional calculus, Jumarie (2007) defined the probability density of fractional order α, P α ðxÞ as the following:
Definition 1 (Probability density of fractional order α).
Let X denote a real-valued random variable with the probability density P α ðxÞ, where P α ðxÞ ! 0. X is referred to as a random variable with fractional probability density of order α, 0 < α < 1, whenever one has
with normalizing condition ò þ1 À1 P α ðxÞðdxÞ α ¼ 1. Also, he introduced the kth fractional moment as (Jumarie, 2007) 
These definitions can be considered as the first step in expanding a fractional probability theory. Furthermore, Mostafaei and Ahmadi Ghotbi (2010) introduced the fractional probability measure P α and the fractional probability space ðΩ; F; P α Þ as the following:
Definition 2 (Fractional probability principles).
Given a sample space Ω and an associated σ-field F, the fractional probability measure of order α, 0 < α < 1, is a set function P α : F ! ½0; 1 ; 0 < α < 1 that satisfies
A fractional probability space is a triple ðΩ; F; P α Þ where
• Ω is the sample space corresponding to outcomes of some of the experiments.
• F is the σ-algebra of subsets of Ω. These subsets are called events.
• P α : F ! ½0; 1 ; 0 < α < 1 is a fractional probability measure.
Theorem 1 (Fractional probability measure properties).
Let ðΩ; F; P α Þ be a fractional probability space, then one has
Now, according to the difference between fractional and classical probability space, it would be interesting to know what happen to the essential probabilistic concepts such as convergence. It is desirable to know whether major theorems in classical probability theory are satisfied in fractional probability space. These would be first steps to expand a fractional probability theory which has application in the fractional statistical mechanics and the fractional diffusion equation (Liang & Chen, 2015; Liang et al., 2017; Liang, Chen, & Magin, 2016) , parallel to the classical probability theory.
In this paper, the definition of fractional random variable is denoted and some well-known convergence theorems or lemmas such as almost surely convergence X n ! a:s: X are verified in fractional probability space. Furthermore, regarding the classical definition of the convergence in probability X n ! P X the convergence in fractional probability X n ! Pα X is defined. Also, the relation between the almost surely convergence X n ! a:s: X in fractional probability space and the convergence in fractional probability X n ! Pα X is verified. Finally, the validity of the important 0-1 Kolmogorov theorem in the fractional probability space ðΩ; F; P α Þ is proved.
Fractional random variable
A random variable X is a measurable function that forms the sample space Ω to R;
That is the inverse image of any Borel set F-measurable (Pasha, 2007; Resnik, 1998) :
In other words, random variable is a function by which inverse projection of any Borel set is an event. But, being random variable is not a natural feature of functions, so a fractional random variable is only expressed when a fractional probability measure is defined. That is, after defining fractional probability measure for a random variable, that random variable is called a fractional random variable. Properties of random variables are satisfied for fractional random variables. For example, let X; Y denote two fractional random variables on ðΩ; FÞ. Then, by using transformation of fractional probability density, fractional probability density function of the random variable X þ Y is obtained. Therefore, X þ Y is a fractional random variable.
Almost surely convergence in fractional probability space
Assume that Q is a specific property of sample space. However, there is a possibility that all members of sample space Ω do not have this property. Then, it is said that this property is almost surely satisfied when, first, those points that do not have the property are events, and second, the probability of the event is zero. In other words, we can state that Q is almost surely satisfied if
Now we can claim that in the fractional case Q is almost surely satisfied if P α ω 2 Ω :QðωÞ
is, fractional probability of the event ω 2 Ω :QðωÞ n o (the points that do not have the property Q) is zero.
For example, suppose we are given a Ω ¼ 1; 2; 3; 4 f g and
Now, if fractional random variable X on Ω is set as
Then, the fractional random variable X in all points of Ω, except the point ω ¼ 1, is zero. According to the mathematical analysis concepts, we cannot say the function X is zero. On the other hand, fractional probability of the point, in which the function X is not zero, is zero, P α ð 1 f gÞ ¼ 0. Then X ¼ 0 ; a:s:. Since fractional random variables are a specific branch of the classical random variables and they are classified as functions, therefore, we can discuss their convergence.
Definition 5: pointwise convergence.
Suppose that X n h i is a sequence of fractional random variable on fractional probability space ðΩ; F; P α Þ. The sequence X n h i of random variables is called pointwise convergence when numerical sequence X n ðωÞ h iis convergence for any ω 2 Ω. Certainly, value of lim X n ðωÞ n!1 depends on ω, so the value of lim X n ðωÞ n!1
, for any ω 2 Ω, is obtained in R. Therefore, we have a function such as X from Ω to R (X : Ω ! R) that is defined in the point ω 2 Ω by the relation XðωÞ ¼ lim X n ðωÞ
, which itself is a fractional random variable.
If X is the pointwise limit of X n h i, then we have X ¼ lim X n n!1
; pointwise. Or, X n ! p:w X. So, the definition of pointwise convergence for fractional random variables is exactly the same as the classical one in the probability theory. If for the set of points in which X n h i (a sequence of fractional random variables on fractional probability space ðΩ; F; P α Þ) is not convergent, the fractional probability is zero, then we can state that X n h i is almost surely convergent to X and we have X ¼ lim X n n!1 ; a:s: or X n ! a:s: X. As we already know, if X n ! a:s: X, then Pðω : X n ðωÞ ! XðωÞÞ ¼ 1, hence, almost surely convergence is also called convergence with a probability of one. Now in fractional probability space if X n ! a:s: X, then P α ðω : X n ðωÞ!XðωÞÞ ¼ 0. Therefore, almost surely convergence, in a fractional probability space, is also called convergence with fractional probability one, because as we know 1 P α ðAÞ þ P α ðA C Þ, so if we define A ¼ ðω : X n ðωÞ ! XðωÞÞ, then 1 P α ðω : X n ðωÞ ! XðωÞÞ þ P α ðω : X n ðωÞ 6 ÀÀ ! XðωÞÞ;
where P α ðω : X n ðωÞ 6 ! XðωÞÞ ¼ 0.
So, 1 P α ðω : X n ðωÞ ! XðωÞÞ:
According to the first condition of fractional probability principle, P α ðω : X n ðωÞ ! XðωÞÞ 1:
So, 1 P α ðω : X n ðωÞ ! XðωÞÞ 1:
Therefore, P α ðω : X n ðωÞ ! XðωÞÞ ¼ 1:
Remark 1.Suppose that we are given the fractional probability space ðΩ; F; P α Þ. If X n ! p:w X, then X n ! a:s: X.
Example 2.Let ð½0; 1; Bð½0; 1Þ; P α Þ be a fractional probability space in which fractional probability function is defined by the expression
where P α ðx 2 ½a; bÞ ¼ 1 ðbÀaÞ α is the uniform probability density of fractional order α on ½a; b. The sequence of functions X n on ½0; 1 is defined as X n ðωÞ ¼ ω n ; ω 2 ½0; 1:
For any n, X n is a random variable and also it is a fractional random variable. Because this random variable is defined in the fractional probability space ðΩ; F; P α Þ, we have
Because X n does not tend to zero only in ω ¼ 1 and the fractional probability of this point is zero, so lim n!1 X n ¼ 0 ða:s:Þ.
In the classical probability calculus, it has been proved as a lemma that X n ! a:s: X if and only if for any ε > 0, Pð X n À X j j> ε : i:o:Þ ¼ 0. Now by giving an example it is illustrated that this lemma is not satisfied in the fractional probability calculus. That means we cannot claim that X n ! a:s: X if and only if for any ε > 0, P α ð X n À X j j> ε : i:o:Þ ¼ 0.
Example 3.Suppose ð½0; a; Bð½0; aÞ; P α Þ is a fractional probability space and we have P α ¼ ðlð½0; aÞÞ Àα ¼ a Àα ; a > 1. The sequence of functions X n on ½0; a is defined as follows:
X n ðωÞ ¼ ω a n ; ω 2 ½0; a:
So for n, n 2 N, X n is a fractional random variable and we have
Since X n only in ω ¼ a does not tend to zero and the fractional probability of this point is zero, lim n!1 X n ¼ 0 ða:s:Þ and X n ! a:s: X ¼ 0. Now we prove that P α ð X n À X j j> ε : i:o:ÞÞ0, for any ε > 0. As we know
According to the fractional probability function
Whereas variation amplitude of ω is the interval ½0; a, 
and so on. Therefore, we have
Therefore,
According to the continuity of fractional probability functions, the equality P α ð lim
is not satisfied. So, in spite of lim
Therefore, it is concluded that the lemma, X n ! a:s: X if and only if for any ε>0, Pð X n À X j j> ε : i:o:Þ ¼ 0 is not satisfied in fractional probability space.
Convergence in fractional probability
Definition 6.The sequence X n h i of random α variables converges to a random α variable X in fractional probability, written as X n ! Pα X, if for any ε > 0
Almost sure convergence in fractional probability space does not imply convergence in fractional probability. By giving the following example we demonstrate that in the fractional probability space we cannot prove that if X n ! a:s: X, then X n ! Pα X.
Example 4. Suppose ð½0; n; Bð½0; nÞ; P α Þ is a fractional probability space and
The sequence of functions X n on ½0; n is defined as the following:
X n ðωÞ ¼ ω n ; ω 2 ½0; n So that for n, n 2 N, X n is a random α variable and we have
Now we need to show that lim n!1 P α ð X n À X j j> εÞÞ0. By using fractional calculus and transformation of fractional probability density, the fractional probability density of X n ðωÞ ¼ ω n ; ω 2 ½0; n is obtained as the following. The sequence of functions X n on ½0; n is set as X n ðωÞ ¼ ω n ; ω 2 ½0; n. For any n, X n is a fractional random variable or random α variable, as follows:
Based on the fractional probability density of ω, P α ðωÞ and using transformation of fractional probability density, fractional probability function (fractional probability density) of the random α variable X n , P α ð ω n Þ is calculated as below:
So, P α ðX n ðωÞÞ ¼ n α n Àα ¼ 1, which leads to lim
So, almost sure convergence in ðΩ; F; P α Þdoes not imply convergence in fractional probability.
To show that the convergence in fractional probability does not imply almost sure convergence in fractional probability space we have the following example.
Example 5.Suppose Ω ¼ ½0; 1, F ¼ Bð½0; 1Þ and P α is the fractional probability measure that is denoted by P α ¼ ðlenght of a subinterval of ½0; 1 Þ α . The sequence of random variables X n;i , n ! 1 ; 1 i n is defined as
And the sequence of random variables Y n is defined as
It is going to be outlined that Y n h i in fractional probability is convergent to zero (Y n ! Pα Y ¼ 0) but Y n h i is not almost surely convergent. First it is noticed that Y n s have the values zero or one. So suppose that n 2 N is arbitrary then X n;i on one of the subintervals ½ nÀ1 n ; 1; . . . ; ½0; 1 n is 1. Therefore, for any n there is a point in the sample space in which Y n ¼ 1. So limY n ¼ 1 and limY n ¼ 0.
However, the fractional probability of this point in which Y n ¼ 1 is not zero but is
On the other hand, Y n 's index is in the form of
So, we have Y n ! Pα 0. Thus, convergence in fractional probability does not imply almost sure convergence in ðΩ; F; P α Þ.
Theorem 2.Suppose that X n ; X; n ! 1 f gare random α variables. X n f g converges in fractional probability if X n f g is Cauchy in fractional probability. Cauchy in fractional probability means X n À X m ! Pα 0 as n; m ! 1 or more precisely, given any ε > 0; δ > 0, there exists n ¼ n ðε; δÞ such that for all r; s ! n we have
Proof.It is illustrated that if X n ! Pα X then X n f g is Cauchy in fractional probability. For any ε > 0,
Thus, taking fractional probabilities, we have
If P α X n À X j j> ε ½ δ 2 , for any n ! n ðε; δÞ. Then, P α X r À X s j j> ε ½ δ, for any r; s ! n .
0-1 Kolmogorov theorem in fractional probability space
Suppose X n h i is a sequence of fractional random variables. We define the following σ algebras A n ¼ σ X nþ1 ; X nþ2 ; . . .
Theorem 3 (0-1 Kolmogorov theorem in fractional probability space). Suppose X n h i is a sequence of independent variables. So, for any A 2 A, we have P α ðAÞ ¼ 0 Or P α ðAÞ ¼ 1.
Proof. Let D n ¼ σ X 1 ; X 2 ; . . . X n f gfor any n ! 2. So, for any n and for any A 2 A n and for any B 2 D n , we have P α ðA \ B Þ ¼ P α ðAÞP α ðBÞ. This equality is also satisfied for any n and for any A 2 A n and for any D n . So, according to the classical probability theory, Dhas the following properties:
• D is closed under finite intersection,
• Precisely D consists of Ω.
• D also has another class of properties as following • D Consists of D.
• D is closed under difference operation.
• D is closed under increasing and countable union of their members.
