This paper proposes an indexing technique for fast retrieval of similar image subsequences using the multi-dimensional time warping distance. The time warping distance is a more suitable similarity measure as compared to the Lp distance in many applications where sequences may be of different lengths and/or different sampling rates. Our indexing scheme employs a disk-based suffix tree as an index structure and uses a lowerbound distance function to filter out dissimilar subsequence without false dismissals. It applies the normalization for an easier control of relative weighting of feature dimensions and the discretization to compress the index tree. Experiments on medical and synthetic image sequences verified that the proposed method significantly outperforms the naïve method and scales well in a large volume of image sequence databases.
Introduction
An image sequence database is a set of image sequences, each of which is an ordered list of images. A series of lung images of a patient, a set of picture images taken by panorama cameras, and consecutive frames of video clips are the typical examples of image sequences.
Similarity search is an operation that finds sequences or subsequences whose changing patterns are similar to that of a given query sequence. [1] [2] [3] Similarity search is of growing importance in many new applications such as data mining, data warehousing and digital image/video libraries. 4, 5 Especially in the medical domain, a
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search for patients with similar temporal characteristics can augment the process of patient care by providing physicians with the insight into the treatment of previous patients with similar medical conditions. For example, an oncologist might search the database for patients with similar tumor evolution patterns to find the optimal course of treatment. Similarity search is classified into whole matching and subsequence matching.
1
Assuming that all the data and query sequences have the same length, whole matching searches for the data sequences similar to a query sequence. Subsequence matching searches for the subsequences, contained in data sequences, which are similar to a query sequence of arbitrary length. The naïve method for similarity search reads each image sequence or subsequence sequentially from the database and computes its distance to a query image sequence. This method is simple but suffers from severe performance degradation when the database is large. Therefore an effective indexing scheme is essential as a scalable solution for similarity search.
Finding a similarity measure for sequences is not easy because sequences that are qualitatively the same may be quantitatively different. Therefore the previous approaches often fail to retrieve some of the similar data sequences when employing only the Euclidean distance as a similarity measure. Thus recent work on similarity search tends to support various types of transformations such as scaling, 2, 6 shifting, 2, 6 normalization, 7, 8 and time warping.
9-13
Time warping 9,14 is a transformation that allows any sequence element to replicate itself as many times as needed without extra costs. The time warping distance is defined as the smallest distance between two sequences transformed by time warping. While the Euclidean distance can be used only when two sequences compared are of the same length, the time warping distance can be applied to any two sequences of arbitrary lengths. Therefore the time warping distance fits well with the image sequence databases where sequences are of different lengths or having different interval lengths between elements.
For the efficient processing of similarity search, most of the previous approaches 1-3 map each sequence or subsequence into a multi-dimensional point and then compute L p distance metric between multi-dimensional points to filter out dissimilar sequences in the index space. Yi et al. 13 claimed that the multidimensional indexes, assuming the triangular inequality, directly or indirectly cause false dismissal in similarity search when their underlying distance functions do not satisfy the triangular inequality. False dismissal 1,2 is defined as a miss in a part of the final query result. Yi et al. 13 proved that the time warping distance does not satisfy the triangular inequality. Therefore the multi-dimensional indexes that assume the triangular inequality could not work with the time warping distance in many applications that do not permit false dismissal.
In our earlier work, 11 we suggested an efficient subsequence matching approach with the time warping distance as a similarity measure, assuming that each sequence element has a single numeric value. Our approach employed a suffix tree, 15 (which
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does not presume the triangular inequality) as an index structure, and applied the discretization of element values in order to reduce the index size. While traversing the suffix tree, our method computed the lower-bound distance to retrieve all the similar subsequences without any false dismissal. This paper extends our earlier work 11 to handle the similarity-based subsequence search in the image sequences, where multiple numeric values (i.e. feature vector) represent a single element. The suffix tree is employed again as an index structure and the idea of the discretization is applied once more for index compression. The challenges of this extension are: (1) how to define the multi-dimensional time warping distance metric with the consideration of relative weighting, (2) how to discretize a multi-dimensional element into a single symbol, and (3) how to define a lower-bound multi-dimensional time warping distance metric which can be employed by an index traversal algorithm to filter out dissimilar subsequences without false dismissal.
Section 2 describes the notations used in this paper and presents the multidimensional time warping distance metric. Sections 3 and 4 present the indexing and the query processing algorithms of the proposed indexing scheme. The proposed method is applied to the medical database system in Sec. 5 and then evaluated in terms of performance and scalability in Sec. 6. Section 7 describes the related work and Sec. 8 concludes the paper.
Definition
This section first describes the notations used in this paper and then gives the definitions of various distance functions. Finally it presents the formal definition of the target problem we are going to solve.
Notation
We use the notation X = X [1] We use the bold font for multi-dimensional sequences. That is, X = X[1], . . . , X[n] represents a multi-dimensional sequence with n elements.
denotes the ith element of X with k feature values. We assume that every element of multi-dimensional sequences has the same number of feature values. Notice that an image sequence is an instance of a multi-dimensional sequence.
Distance function
The L p distance function has been widely used to measure the similarity of any two sequences X and Y . L 1 is the Manhattan distance, L 2 is the Euclidean distance, and L ∞ is the maximum distance in any pair of elements. 16 The L p function requires the two sequences to be compared and also similar in length.
Time warping distance
In general, finding a similarity measure for sequences is not easy because sequences that are qualitatively the same may be quantitatively different. First, the sequences may be of different lengths, making it difficult or impossible to embed them in a metric space and then using the Euclidean distance to measure their similarity. Second, the sampling rates of the sequences may be different, making similarity measures such as cross-correlation useless. In the area of speech recognition, 14 this problem has been approached using a similarity measure, called the time warping distance.
9,14
Time warping is a generalization of classical algorithms for comparing discrete sequences with continuous values.
14 To find the minimum difference between two sequences, time warping enables each element of a sequence to match one or more neighboring elements of another sequence. Definition 1. Given any two sequences X and Y , the time warping distance D tw is defined recursively as follows 14 : 
Here W h is the weight of the hth feature dimension. With D mbase as a distance metric for any two elements, the multi-dimensional time warping distance for any two multi-dimensional sequences X and Y is defined as follows: Definition 2. For any two multi-dimensional sequences, X and Y , the multidimensional time warping distance between X and Y is defined as follows: 
Problem definition
The primary goal of this paper is to propose an efficient indexing technique for similarity-based subsequence search in image sequence databases. The formal definition of the problem is as follows: Given a set of image data sequences of arbitrary lengths, an image query sequence q, and a distance tolerance ε, find those data subsequences x which satisfy
Additional types of queries include the nearest neighbor queries (e.g. "find the five image sequences most similar to a given image sequence") and the "all pairs" queries (e.g. "report all pairs of image sequences that are within the distance ε from each other"). Both types of queries can be handled by our approach using a branch-and-bound algorithm 17 together with a spatial join algorithm. 
Indexing
The indexing step builds an index from a set of image sequences. As shown in Fig. 1 , this step is further divided into the pre-processing and the index construction. The pre-processing step transforms a set of raw image sequences into a set of discrete symbol sequences through the successive processes of segmentation, feature extraction, normalization, and discretization. The index construction step builds a disk-based suffix tree incrementally from a set of discrete symbol sequences by performing a series of binary merges of suffix trees. 
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Segmentation and feature extraction
The segmentation is to detect the boundaries of objects from the background and the feature extraction is to compute a representative feature vector from the identified objects. As an example, let us consider a sequence of brain images containing a tumor. We may extract the following three features from each tumor object: (location, size, perimeter ). Then, the image sequence X is denoted as (location [1] , size [1] , perimeter
where n is the number of images in X.
Since the detailed description on segmentation and feature extraction is beyond the scope of this paper, we omit the further discussion on them. Interested readers may refer to the Refs. 19-22.
Normalization
The purpose of the normalization process is to make it easier for users to assign or control the relative weighting of the feature dimensions. Without normalization, the feature dimensions with higher average values may have more influence in determining the similarity of any two sequences. Thus the normalization enables every feature dimension to have the same data value distribution (i.e. normal distribution).
Discretization
The discretization process converts a feature vector into the corresponding symbol in order to make the index structure compact and thus accelerate the query processing. For discretization, we will first generate a set of categories from a set of normalized multi-dimensional elements. Using the categorization method of multiple-attribute type abstraction hierarchy (MTAH), 23 we classify similar multidimensional elements into the same category and then assign a unique symbol to each category. MTAH is a data-driven multiple-level categorization hierarchy that uses relaxation error as a goodness measure of categories. MTAH has the following benefits: (1) The algorithm considers both value and frequency distributions; therefore it is more accurate than the equal-length interval categorization, and (2) MTAH is easier to implement as compared to the maximum-entropy categorization method. A category from the k-dimensional elements is represented as
After obtaining a set of categories, we convert each element into the symbol of the corresponding category. We use the notation X C to denote the sequence discretized from X.
Index construction
Once we have converted the sequences of raw images into sequences of symbols, we propose to use the suffix tree as an index structure for fast subsequence matching.
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The suffix tree has the benefits such that (1) it is a good structure especially for subsequence matching since all possible suffixes of the given sequence are maintained in the tree, and (2) it does not assume any geometry or any distance function. Thus it guarantees the absence of false dismissals even with the time warping distance if the distance metric used in the index space is a lower-bound function of the time warping distance. Let us present the definition and the internal structure of the suffix tree. A trie is an indexing structure used for indexing a set of keywords. A suffix trie 15 is a trie whose set of keywords comprises the suffixes of sequences. Nodes with a single outgoing edge can be collapsed, yielding the structure known as the suffix tree. 15 Each suffix of a sequence is represented by a leaf node. More specifically, X[i : −] is expressed by a leaf node labeled with (ID(X), i), where ID(X) is the identifier of X and i is the offset from which the suffix starts. The edges are labeled with subsequences such that the concatenation of the edge labels on the path from the root to the leaf (ID(X), i) becomes X[i : −]. The concatenation of the edge labels on the path from the root to the internal node, N , represents the longest common prefix of the suffixes represented by the leaf nodes under N . We use the notation label(N 1 , N 2 ) for the concatenated labels on the path from N 1 to N 2 .
To build the suffix tree from multiple sequences, we use an incremental diskbased suffix tree construction method. 24 Two suffix trees, representing two disjoint sets of sequences, are merged to produce a single suffix tree by performing the preorder traversal on both trees and combining the paths corresponding to common Databases 39 subsequences. The construction of the suffix tree from m data sequences, whose average length isL, has algorithmic complexity of O(mL). 
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Query Processing
When a query image sequence is submitted, it is first converted into the corresponding multi-dimensional sequence q using segmentation and feature extraction. Then the suffix tree is traversed from the root to retrieve a set of candidate subsequences whose lower-bound distances to the query sequence are within the distance tolerance ε.
Since the lower-bound time warping distance is used for filtering, the dissimilar subsequences whose actual time warping distances are larger than ε may be included in the candidate set. These subsequences are called false alarms.
1,2 Therefore the proposed algorithm applies the post-processing on the set of candidate subsequences. That is, it retrieves the corresponding subsequences from the database and computes their time warping distances using D mtw . Finally, the subsequences whose actual time warping distances that are not larger than ε are returned as the final answers.
Index traversal algorithm
The proposed index traversal algorithm is shown in Algorithm 1. Starting from the root, the algorithm visits each node in the depth-first order. When the algorithm To determine whether visiting the subtree of CN i is needed, the algorithm reads each column of the newly added row. If at least one column has a value less than or equal to ε, then the algorithm continues down the tree to find more candidates. Otherwise, the algorithm moves to the next child of N . This branch-pruning method is based on the following theorem.
Theorem 1. If all columns of the top row of the cumulative distance table have values greater than a distance tolerance ε, adding more rows on this table does not yield the new values less than or equal to ε.
Proof. The proof is given in Ref. 25 .
Lower-bound time warping distance function
Since every edge of the suffix tree is labeled with symbols, the exact multidimensional time warping distance between a query sequence and a subsequence contained in the suffix tree cannot be obtained. Therefore we introduce the new distance function D mtw−lb that returns a lower-bound distance of D mtw . Definition 3. Given two subsequences x and y of multi-dimensional elements, the distance function D mtw−lb (x C , y) that returns a lower-bound distance of D mtw (x, y) is defined as follows: It is apparent that D mbase−lb always produces the distance not larger than the distance returned by D mbase for any two multi-dimensional elements. Therefore it is also obvious that D mtw−lb always produces the distance not larger than the distance returned by D mtw for any two sequences of multi-dimensional elements.
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The proposed query processing algorithm uses D mbase−lb as a filtering function during the index traversal. When the multi-dimensional time warping distance D mtw between a multi-dimensional data subsequence and a query sequence is not larger than ε, their lower-bound time warping distance D mtw−lb is certainly smaller than or equal to ε. This implies that all the data subsequences within ε from a query sequence are surely included in the candidate set. On the other hand, the algorithm safely filters out the data subsequences when their lower-bound distances to a query sequence are beyond ε.
Algorithm analysis
Before analyzing the complexity of the proposed query processing algorithm, let us examine the complexity of the naïve method. The naïve method reads each image sequence and builds as many cumulative distance tables as the number of suffixes contained in the sequence. Let k be the number of features extracted from each image sequence. Then the complexity of building a cumulative distance table for the query image sequence q and the suffix of length L is O(kL|q|). For m data sequences whose average length isL, there are mL suffixes and their average length isL +1 2 . Therefore the complexity of the naïve method is expressed as O(kmL 2 |q|). The proposed algorithm is computationally less expensive than the naïve method because (1) the proposed branch-pruning method reduces the search 1) is the reduction factor saved by the sharing of the cumulative distance tables, R p (≥ 1) is the reduction factor gained from the branch-pruning, and n is the number of subsequences requiring the postprocessing. Hence, the left expression represents the cost for index traversal and the right expression the cost for post-processing.
R d grows as the lengths and the number of common edges of the suffix tree increase . Given h suffixes, s 1 , . . . , s h , whose first t elements are the same, the construction of h cumulative distance tables requires the computation of |s 1 | |q| + · · · + |s h | |q| cells of cumulative distance tables. However it is reduced to t|q| + (|s 1 | − t)|q| + · · · + (|s h | − t)|q| if the cumulative distance table for q and the common prefix of length t is shared by h suffixes. In this case, R d can be expressed as the following:
While R d is determined by the distribution of element values contained in sequences, R p is decided by the number of answers required by a user. That is, R p increases as the distance tolerance ε and thus the number of answers decrease. If 
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ε is so small that just one or two subsequences can be answers, only the topmost part of the index may be visited during the query processing. In another extreme case where ε is large enough for all subsequences to be the answers, all nodes of the index need to be visited, thus making R p = 1.
Application to KMeD System
This section applies the proposed indexing scheme to KMeD, 26 a knowledge-based multimedia medical distributed database system being developed in the University California at Los Angeles (UCLA). KMeD has the following features: (1) queries medical images by both image content and alphanumeric content, (2) models temporal, spatial, and evolutionary nature of medical objects, and (3) formulates queries using conceptual and imprecise terms and support cooperative processing.
In the KMeD environment, the proposed technique can be applied to the retrieval of medical image subsequences having spatio-temporal characteristics similar to those of the query sequence. Figure 3(a) shows the lung tumor image sequence submitted as a query. Lung tumor objects are identified by segmentation and their representative features such as location, size, circularity, and distance from other organs are computed using various feature extraction functions. Figure 3 Fig. 3(a) .
Evaluation
This section evaluates the proposed indexing scheme, implemented in C++ programming language, in terms of performance and scalability with real and synthetic data sets.
Data set
The real data set contains 20 patients and each patient has three lung images taken at different times. To transform this set of image sequences into a large set, we have divided each lung image into 96 sub-regions, thus making 96 sequences of length 3 for each patient. As a result, 20 patient image sequences were transformed into 1920 sequences with three images for each sequence. We then extracted the following 7 features from each image: (1) percentage of voxels, (2) mean of gray level, (3) standard deviation of gray level, (4) median of gray level, (5) tenth centile, (6) first measure of correlation, and (7) horizontal edge.
We have also generated a large set of synthetic image sequences for scalability testing. The expression for generating the values of each feature dimension was defined as a random walk. That is, the values of the jth feature dimension are generated by the expression 1, 2 , . . .) are independent, identically distributed random variables taken in the range of [1, 100] . The number and the average length of synthetic image sequences were determined according to the purpose of each scalability test.
System configuration
The hardware platform for the experiments was the LG-IBM Personal Computer MultiNet X-Pentium IV 2.0 GHz system equipped with 512 KB cache, 512 MB RAM, and 80 GB Seagate hard disk with 7200 RPM and 9 ms average seek time. The software platform was the Windows XP professional version.
Performance test
Using the real data set, we evaluated the performance of the proposed method and the naïve method. The naïve method reads each image subsequence sequentially from the database and computes its distance to the query sequence using the dynamic programming technique.
The first experiment measured the average query processing time of 100 queries with the increasing number of categories used for the discretization. The distance threshold was set to retrieve 5 answers. As shown in Fig. 5 , the performance of the naïve method maintains consistency because it is independent of the discretization. However, as a whole, the performance of the proposed method becomes better as the number of categories increases. This is because the proposed lower-bound distance function becomes closer to the original distance metric and thus reduces the number of false alarms. Notice that the performance degrades when the number of categories exceeds a certain threshold. This is because a large number of categories results in a large index tree. This threshold value may be used as the optimal number of categories.
The second experiment compared the two approaches with the increasing number of answers. The number of categories in our approach was set to 200. As shown in Fig. 6 , the performance of both approaches degrades slightly as the number of answers increases. However a large number of answers decreases the performance benefit of our approach due to an enlarged search space. However this is not a concern because users are interested in a small number of the high ranking similar answers.
Scalability test
We tested the scalability of the proposed method using the synthetic data set. The parameters used for this scalability test are (1) k (the number of feature dimensions), (2) m (the number of data image sequences), (3)L (the average number of images in a data sequence), and (4) |q| (the average number of images in a query sequence). For every scalability test, the number of categories was 100 and the distance tolerance was adjusted to retrieve answers 10 −3 % of the total number of data subsequences. 
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The first scalability test compared the average query processing time of both approaches with the number of feature dimensions increasing from 4 to 20. The other parameters were set at m = 500,L = 200, and |q| = 20. As shown in Fig. 7 , the query processing time for both approaches increases linearly as the number of feature dimensions increases. Notice that our approach has a much lower rate of increase with the number of features.
The second scalability test compared the performance of both approaches with the number of data image sequences increasing from 100 to 2000. The other parameters were set at k = 5,L = 200, and |q| = 20. As shown in Fig. 8 , the query processing time for both approaches increases linearly with the number of data sequences but the ratio of performance improvement remains approximately constant. The third scalability test compared the performance for the length of data image sequences increasing from 200 to 800. The other parameters were set at k = 5, m = 500, and |q| = 20. As shown in Fig. 9 , the query processing time for both approaches increases quadratically with the length of data sequences but the ratio of performance improvement remains approximately constant.
The final scalability test compared the performance of both approaches for the length of query image sequences increasing from 10 to 50. The other parameters were set at k = 5, m = 500, andL = 200. As shown in Fig. 10 , the query processing time for both approaches increase linearly with the length of query sequences but the ratio of performance improvement remains approximately constant.
The experimental results validate the algorithm analysis presented in Sec. 4.3, stating that our approach is more scalable than the naïve method.
Related Work
This section briefly summarizes the previous work on similarity search in singleand multi-dimensional sequence databases.
Work on single dimensional sequences
There has been much research on similarity search in the database of single dimensional sequences. Agrawal et al. 1 proposed the F-Index, a similarity searching technique for whole sequence matching. Sequences are converted into the frequency domain by the Discrete Fourier Transform (DFT) and are subsequently mapped onto multi-dimensional points that are managed by an R * -tree; this technique was extended to locate similar subsequences.
3 Since both approaches use the Euclidean distance as a similarity measure, sequences of different lengths or different sampling rates cannot be matched.
A handful of sequence matching techniques that allow transformations were proposed. Goldin et al. 8 grouped sequences into equivalent classes using the normal form. Although the normal form is invariant to shape-based transformations such as scaling and shifting, it does not handle the compressions or the stretches of element values along the time axis. Rafiei et al. 5 proposed a class of sequence transformations that can be used in a query language to express similarity with an R-tree index. The proposed transformations handle moving average and global time scaling, but not time warping.
More recent approaches permit the matching of sequences of different lengths. Bozcaya et al. 27 presented a modified version of an edit distance, judging that two sequences are similar if a majority of their elements match. Yi et al. 13 supported the time warping distance by using a two-step filtering process: a FastMap index filter followed by a lower-bound distance filter. The underlying index structures of both approaches 13, 27 are based on the triangular inequality. The approach suggested by Keogh et al. 28 read a data sequence sequentially from the database, converted it
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into an ordered list of piece-wise linear segments using the best fitting line, and then applied the modified time warping distance measure. Park et al. 10 -12,29 proposed a series of indexing methods supporting the time warping distance. A segment-based subsequence searching scheme 29 was proposed for the database of long sequences. This scheme changed the similarity measure from the time warping distance to the piece-wise time warping distance and limited the number of data subsequences to be compared with a query sequence. A new distance function that consistently underestimates the time warping distance and also satisfies the triangular inequality was proposed in Ref. 10 . With L ∞ as a base distance metric for elements, this distance function was employed for whole matching in Ref. 10 and for subsequence matching in Ref. 12 . The indexing technique proposed in Ref. 11 used a disk-based suffix tree as an index structure and applied a couple of lower-bound distance functions in index space. To make the index structure compact and thus accelerate the query processing, it converted sequences in continuous numeric domain into sequences in discrete symbol domain and then stored a subset of suffixes whose first values are different from their preceding values.
A couple of shape-based similarity matching schemes were proposed. Agrawal et al. 30 demonstrated a shape definition language (SDL) and provided an index structure for speeding up the execution of SDL queries. Shatkay et al. 31 introduced the notion of generalized approximate queries that specify the general shapes of data histories. Whereas both approaches may handle the variations of element values on the time axis, they are not suitable for applications that utilizes specific element values.
There are also several approaches for the matching of biological sequences. Bieganski et al. 24 proposed to use a disk-based suffix tree for solving the sequence alignment problem, and Wang et al. 32 addressed the problem of discovering patterns in protein databases with the similarity measure of a string edit distance.
Work on multi-dimensional sequences
Yazdani et al. 33 proposed the access method for the matching of multi-dimensional sequences with a modified version of an edit distance. This method, however, focuses on whole matching and uses an index structure based on the triangular inequality, therefore leading to possible false dismissal when using the time warping distance as a similarity measure.
There has also been extensive work on the similarity search on video databases. A video is a series of frames and is considered as an instance of a multi-dimensional sequence.
A large number of previous video indexing approaches depend on the naïve method to retrieve similar videos in a database. Mohan 34 and Vailaya et al. 35 proposed the video sequence matching methods using action similarity and the combination of image content and image motion, respectively. Lienhart et al. used low-level motion features such as zoom and pan of camera. Since all the video indexing approaches mentioned above use the naïve method, their performance deteriorates when the database is large.
Squire et al. 41 proposed the use of inverted file techniques for feature-based image retrieval, and Hampapur et al. 42 applied the inverted file to media tracking. Since both approaches keep the inverted files in the main-memory during the query processing, they are not suitable for a large volume of video databases.
Conclusion
An image sequence database is a set of image sequences, each of which is an ordered list of images. Similarity search is an operation that finds sequences or subsequences whose changing patterns are similar to that of a given query sequence. Similarity search is of growing importance in the areas of data mining and digital image/video libraries. Especially, in the medical domain, a search for patients with similar temporal characteristics can augment the process of patient care by providing physicians with insight into the treatment of previous patients with similar medical conditions. This paper proposed to use a disk-based suffix tree as an indexing method for fast retrieval of similar image subsequences without false dismissals. Since image sequences are apt to be of different lengths and/or different sampling rates, the proposed method employed the multi-dimensional time warping distance as a similarity measure. This similarity metric allows two sequences to be stretched along the time axis in order to minimize their difference.
Experiments on medical and synthetic image sequences verified that the proposed method significantly outperforms the naïve method and scales well in a large volume of image sequence databases. The contributions of our work are (1) proposing a flexible similarity measure suitable for image sequences with different interval lengths between elements, (2) defining a lower-bound distance metric which always underestimates the distance between a query image sequence and a discretized data subsequence and thus assures the absence of false dismissal, (3) presenting an efficient query processing algorithm which integrates the proposed distance functions and the branch-pruning method in a seamless fashion.
