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Abstract: We compare Bushnell-Kutzko [15, BK] and Yu’s [39, Y U ]
constructions of supercuspidal representations. We first treat the direction
BK −→ Y U : in a tame situation, at each step of Bushnell-Kutzko’s con-
struction, we associate a part of a Yu datum; and at the end, the supercus-
pidal representations associated with the BK datum and the obtained Y U
datum are equal. We also give a similar result for the direction Y U −→ BK.
Contents
1 Intertwining, compact induction and supercuspidal repre-
sentations 8
2 Bushnell-Kutzko’s construction of supercuspidal representa-
tions for GLN 8
2.1 Simple strata . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Simple characters . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Simple types and representations . . . . . . . . . . . . . . . . 15
3 Yu’s construction of tame supercuspidal representations 18
3.1 Tamely ramified twisted Levi sequences and groups . . . . . . 18
3.2 Generic elements and generic characters . . . . . . . . . . . . 20
3.3 Yu data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 Yu’s construction . . . . . . . . . . . . . . . . . . . . . . . . . 23
4 Tame simple strata 27
5 Tame minimal elements 30
6 Generic elements and tame minimal elements 36
6.1 The group scheme of automorphisms of a free A-module of
finite rank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.2 Twisted Levi sequences . . . . . . . . . . . . . . . . . . . . . . 38
1
6.3 Tame twisted Levi sequences . . . . . . . . . . . . . . . . . . 46
6.4 Generic elements and minimal elements . . . . . . . . . . . . 47
7 Tame simple characters 50
7.1 Factorisations of tame simple characters . . . . . . . . . . . . 50
7.2 Explicit factorisations of tame simple characters . . . . . . . . 52
7.2.1 Explicit factorisations of tame simple characters in
(Case A) . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.2.2 Explicit factorisations of tame simple characters in
(Case B) . . . . . . . . . . . . . . . . . . . . . . . . . 54
8 Generic characters associated to tame simple characters 56
8.1 The characters Φi associated to a factorisation of a tame sim-
ple character . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8.1.1 The characters Φi in (Case A) . . . . . . . . . . . . . 56
8.1.2 The characters Φi in (Case B) . . . . . . . . . . . . . 60
8.2 The characters Φˆi . . . . . . . . . . . . . . . . . . . . . . . . 62
9 Extensions and main theorem for the direction: From Bushnell-
Kutzko’s construction to Yu’s construction 65
10 Reversing arguments: from Yu’s construction to Bushnell-
Kutzko’s construction 69
11 Consequences and remarks 74
Acknowledgments
I thank Anne-Marie Aubert, Colin Bushnell, Guy Henniart, Jeffrey Adler
and Paul Broussous for many help, comments and suggestions.
Introduction
We compare Bushnell-Kutzko’s construction of irreducible supercuspidal rep-
resentations of GLN (F ) to Yu’s construction of tamely ramified representa-
tions of a general connected reductive group scheme (F is a non-Archimedean
local field). Given an F -vector space V of dimension N , Bushnell-Kutzko
introduced the notion of a simple stratum in A = EndF (V ), which is a 4-
uple [A, n, r, β] (A is an oF -hereditary order in A, n > r are integers and
β is an element in A) that satisfies several conditions: in particular, the F -
subalgebra generated by β and F in A is a field. Given a fixed simple stratum
[A, n, 0, β], Bushnell-Kutzko introduced the notion of a defining sequence at-
tached to it, which is a finite sequence [A, n, ri, βi], 0 ≤ i ≤ s of simple strata
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satisfying several conditions. Using a defining sequence, Bushnell-Kutzko in-
troduced a groupH1(β,A) and a set of characters of this group, called the set
of simple characters and denoted by C(A, 0, β). To the stratum [A, n, 0, β],
Bushnell-Kutzko attached (also using a defining sequence) several groups
J1(β,A) ⊂ J0(β,A) containing H1(β,A). None of the previously defined
objects depend on the choice of the defining sequence that is used to define
them. Given a simple character θ ∈ C(A, 0, β), they defined the β-extensions
of θ, which are certain representations of J0(β,A) containing θ. Let us as-
sume now that the fixed simple stratum satisfies a maximality condition.
Let κ be a β-extension of a simple character θ ∈ C(A, 0, β). Bushnell-Kutzko
show that the compactly induced representation c− indGE×J0(β,A)(Λ) is irre-
ducible and supercuspidal. Here, Λ is an extension of κ⊗ σ to E×J0(β,A),
where σ is an irreducible cuspidal representation of the finite general lin-
ear group J0(β,A)/J1(β,A). They show that all irreducible supercuspidal
representations of G arise in this way.
Yu constructed tamely ramified irreducible supercuspidal representations
of a general reductive group G. Given a 5-uple (
−→
G, y,−→r , ρ,
−→
Φ) (roughly,
−→
G = G0 ⊂ . . . ⊂ Gd = G is a tamely ramified twisted Levi sequence, y is a
point in the Bruhat-Tits building ofG0, −→r = r0 < · · · ≤ rd are real numbers,
ρ is a depth zero representation related to G0, and
−→
Φ is a sequence of char-
acters of the groups G0(F ), . . . , Gd(F )), Yu associated a group Kd compact
modulo the center of G(F ) and an irreducible supercuspidal representation
ρd such that the compactly induced representation to G(F ) is irreducible
and supercuspidal. Fintzen showed that Yu’s construction is exhaustive if p
does not divide the order of the Weyl group of G [19].
In this article, at each step of Bushnell-Kutzko’s construction, we as-
sociate a part of a Yu datum, and at the end we obtain a full Yu datum.
The supercuspidal representations associated to both data are the same. Let
us explain the structure of our comparison. We use Bushnell-Kutzko’s and
Yu’s original notation and terminology (this will be recalled in the following
after the introduction) as in [15] and [39]. Let [A, n, 0, β] be a fixed maximal
simple stratum, such that the attached field E = F [β] is a tamely ramified
extension of F .
Theorem 0.1. 1. (Bushnell-Henniart) There exists an element γ ∈ F [β]
such that
[A, n,−k0(β,A), γ] ∼ [A, n,−k0(β,A), β],
here k0(β,A) is Bushnell-Kutzko’s critical exponent and ∼ denotes
equivalence of strata.
2. (M) For all γ as in 1, the stratum [Bγ , r, r − 1, β − γ] is simple.
This theorem is related to defining sequences and implies the following
corollary:
3
Corollary 0.2. There exists a defining sequence [A, n, ri, βi], 0 ≤ i ≤ s such
that for 0 ≤ i ≤ s− 1
1. F [βi+1] ⊂
6=
F [βi]
2. [Bβi+1 , ri+1, ri+1 − 1, βi − βi+1] is a simple stratum.
Let us fix a defining sequence as in Corollary 0.2. We assume in this
introduction1 that βs 6∈ F . We put
d = s+ 1
Ei = F [βi] 0 ≤ i ≤ s,Ed = F
Bi = EndEi(V ) 0 ≤ i ≤ d
Bβi = A ∩Bi 0 ≤ i ≤ s
U0(Bβi) = B
×
βi
, Uk(Bβi) = 1 + (rad(Bβi))
k k ≥ 1
ci = βi − βi+1 0 ≤ i ≤ s− 1, cs = βs.
We can now explicitly describe the group H1(β,A).
Fact 0.3. H1(β,A) = U1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(cs)
2
]+1(A)
We now fix a simple character θ ∈ C(A, 0, β). The fact that the sequence
of fields E0, E1, . . . , Ed is decreasing implies that we can factorise the char-
acter θ as follows:
Theorem 0.4. There exist φ0, . . . , φs, smooth characters of E
×
0 , . . . , E
×
s
such that
θ =
s∏
i=0
θi
where θi is determined by
• θi |H1(β,A)∩Bi= φ ◦ detBi
• θi |
H1(β,A)∩U [−
νA(ci)
2 ]+1(A)
= ψci where ψci(x) = ψ ◦ TrA/F (ci(x− 1)).
This allows us to introduce parts of a Yu datum.
1This will be our (Case B). The other case can be treated in the same way, up to
minor details.
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Definition 0.5. We put
Gi = ResEi/FAutEi(V ) 0 ≤ i ≤ d,
−→
G = G0, . . . , Gd
ri = −ord(ci) 0 ≤ i ≤ s, rd = rs,
−→r = r0, . . . , rd
Φi = φi ◦ detBi 0 ≤ i ≤ s,Φd = 1,
−→
Φ = Φ0, . . . ,Φd.
Let us now fix a β-extension κ of θ and an irreducible cuspidal represen-
tation σ of J0(β,A)/J1(β,A). Let us also fix an extension Λ of κ ⊗ σ to
E×J0(β,A). In this article we prove the following theorem, which is the end
of the direction BK −→ Y U .
Theorem 0.6. There exist ρ and y such that (
−→
G, y,−→r , ρ,
−→
Φ) is a Yu datum
and such that
Λ ≃ ρd(
−→
G, y,−→r , ρ,
−→
Φ).
In particular, the supercuspidal representations obtained by compact induc-
tion are equal.
We give a similar Theorem for the direction Y U −→ BK in Section 10,
and we obtain the following corollary.
Corollary 0.7. The list of tame maximal extended simple types constructed
by Bushnell-Kutzko [15] is equal to the list of GLN extended Yu types obtained
through Yu’s construction of supercuspidal representations [39]. The same
holds for the so-called simple characters. See Corollary 11.1 for a formal
statement.
Let us propose a list of steps for a first or rapid lecture:
1. Skip the end of the introduction after this list if you are not interested
in the historical aspects.
2. If familiar with the basic idea of constructions of supercuspidal repre-
sentations by compact induction, then skip Section 1, otherwise read
it briefly.
3. If very familiar with BK, then skip Section 2. If not familiar with BK,
then read Section 2 and remember well the notion of defining sequence.
4. If familiar with YU, then skip Section 3, otherwise read it.
5. Skip Sections 4, 5 and 6. These are technical Sections for proofs.
6. Read Section 7 but read only Subsection 7.1; that is, skip Subsection
7.2.
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7. Read Section 8 very well. Do not care about the disjunction (Case A)
and (Case B) at first, read only (Case A) for example. (Case A) and
(Case B) only differ by one character.
8. Read Section 9, the direction BK −→ Y U ends here.
9. Read Section 10, this is Y U −→ BK.
10. Read 11.5.
Heuristically, to find our comparison, we have compared Bushnell-Kutzko’s
construction with Moy’s presentation [29] of Howe’s construction [22] and
Yu’s construction with Moy’s presentation of Howe’s construction. Then, we
found statements for the direction BK −→ Y U . We then proved the com-
parison for the direction BK −→ Y U and worked on the reverse direction
Y U −→ BK. The following are the main hints for BK ←→ Y U that are
contained in the previous literature:
- Howe’s construction [22]
- Moy’s presentation of Howe’s construction[29]
- Hakim-Murnaghan’s article [21]
- Bushnell-Henniart ’s series of articles [8] , [12] , [9] , [14] ,[10], [11] ,
[13].
Almost all of the other works related to Bushnell-Kutzko ’s and Yu’s
constructions should also be considered as a benefit, although we do not cite
all of the literature here. We do not need to refer to these works in proofs
of results of this article, except for Bushnell-Henniart [14, 3.1 Corollary] for
Proposition 4.3. We also use [4] to compare the filtrations.
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Notations and conventions
F = a fixed non-Archimedean local field
oF = ring of integer of F
pF = maximal ideal of oF
ψ = a fixed additive character (F,+)→ C∗ of conductor pF
kF = residual field of F
πF = a fixed uniformiser of F
e(E | F ) = ramification index of a finite extension E/F
πE = a uniformiser of an extension E of F
νE = unique valuation on a finite
extension E/F such that νE(πE) = 1
ord = unique valuation on algebraic
extensions of F such that ord(πF ) = 1
If k is a field and if G is a k-group scheme, then we denote by Lie(G) the Lie
algebra functor and Lie(G) the usual Lie algebra Lie(G)(k). The Lie algebra
functor, of a k-group scheme denoted with a big capital letter G, is also
denoted by the same small Gothic letter g. If G is a connected reductive
group defined over F , then we denote by BTE(G,F ) and BTR(G,F ) the
enlarged and reduced Bruhat-Tits buildings of G over F [5], [6]. In this
situation, if y is a point of BTE(G,F ), then [y] denotes the image of y via
the canonical projection BTE(G,F )→ BTR(G,F ). The group G(F ) acts on
BTE(G,F ) and BTR(G,F ). Here, G(F )y and G(F )[y] denote the stabilisers
in G(F ) of y and [y]. If G splits over a tamely ramified extension, we consider
the so called Moy-Prasad filtration, which was defined by Moy and Prasad
[30] [31]. This is the filtration used by Yu [39]. We use Yu’s notations. So
for each real number r ≥ 0 and each y in BTE(G,F ), we have some groups
G(F )y,r and G(F )y,r+. As in [30] and [39], we also have a filtration of the
Lie algebra Lie(G) = g(F ) and of the dual of the Lie algebra g∗(F ). Let us
just recall here that
g∗(F )y,−r = {X ∈ g
∗(F ) | X(Y ) ∈ pF for all Y ∈ g(F )y,r+},
and
g∗(F )y,(−r)+ =
⋃
s<r
g∗(F )y,−s.
If s < r, then G(F )y,s:r denotes the quotient G(F )y,s/G(F )y,r. If G is a
torus, then we can avoid the symbol y and we write, for example, G(F )r and
Lie∗(G)−r. If H ⊂ G are groups and ρ is a representation of H, then IG(ρ)
denotes the intertwining of ρ in G; that is, the set
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IG(ρ) = {g ∈ G | HomgH∩H(
gρ, ρ) 6= 0}
1 Intertwining, compact induction and supercusp-
idal representations
Let G be a connected reductive group defined over F and let P =MN be a
parabolic subgroup of G. As usual in the literature, the notation P = MN
means that M is a Levi subgroup of P and N is the unipotent radical of P .
Let rGP denote the normalised parabolic restriction functor from the category
M(G) of smooth representations of G(F ) to the category M(M)of smooth
representations of M(F ). Let us recall the definition of a supercuspidal
representation.
Definition 1.1. A representation π ∈ M(G) is supercuspidal if rGP (π) = 0
for all proper parabolic subgroups P of G.
The following lemma is an important characterisation of supercuspidal
representations.
Lemma 1.2. [34] A representation π ∈ M(G) is supercuspidal if and only
if its matrix coefficients are compactly supported modulo the center of G(F ).
If K is an open subgroup of G(F ), then the symbol c− indGK denotes
the compact induction functor. Lemma 1.2 allows to prove the following
proposition:
Proposition 1.3. [18] Let K be an open subgroup of G(F ), which is compact
modulo the center of G(F ). Let ρ be a smooth irreducible representation of
K and let π = c− indGK(ρ) be the compactly induced representation of ρ on
G(F ). The following assertions are equivalent:
(i) The intertwining IG(ρ) of ρ is reduced to K.
(ii) The representation π is irreducible and supercuspidal.
This observation (Proposition 1.3) is absolutely fundamental and both
constructions of supercuspidal representations studied in this paper are based
on this fact.
2 Bushnell-Kutzko’s construction of supercuspidal
representations for GLN
For each irreducible supercuspidal representation π of GLN (F ), Bushnell
and Kutzko [15] have constructed an open subgroup K, compact modulo
the center of GLN (F ), and a smooth irreducible representation Λ of K such
that π = c− indGLN (F )K (Λ). In the following, we describe the construction
of Bushnell and Kutzko, as in their book [15].
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2.1 Simple strata
Let V be an F -vector space of dimension N . Let A be the algebra EndF (V ).
If A is a hereditary oF -order in A, then P denotes its Jacobson radical and
νA denotes the valuation on A given by νA(x) = max{k ∈ Z | x ∈ Pk}. A
stratum in A is a quadruple [A, n, r, β], where A is a hereditary oF -order,
n > r are integers and β is an element in A such that νA(β) ≥ −n. Let
e(A | oF ) denote the period of an oF -lattice chain associated to A. Let K(A)
be the normaliser of A in G = A×. Before giving the definition of a pure
stratum, let us prove an elementary lemma that will be used often in other
sections of this paper.
Lemma 2.1. Let A be an hereditary oF -order in A, and let E be a field in
A such that E× ⊂ K(A). Let β be an element in E, then
νA(β)e(E | F ) = e(A | oF )νE(β). (1)
Proof. Let πE denote a uniformiser element in E. Since E× ⊂ K(A), the
elements πE, πF and β are in K(A). Thus, the equality [15, 1.1.3] is valid for
these elements and we use it in the following equalities. On the one hand
βe(E|F )A = π
νE(β)e(E|F )
E A = π
νE(β)
F A. (2)
On the other hand
βe(E|F )A = PνA(β)e(E|F ). (3)
Moreover by definition of e(A | oF ) (see [15, 1.1.2]), we have
π
νE(β)
F A = P
e(A|oF )νE(β). (4)
The equalities 2 , 3 and 4 show that
PνA(β)e(E|F ) = Pe(A|oF )νE(β). (5)
Consequently, νA(β)e(E | F ) = e(A | oF )νE(β) and equality 1 holds as
required.
Definition 2.2. [15, 1.5.5] A stratum is pure if the following conditions
hold.
(i) The F -algebra E = F [β], generated by F and β in A, is a field.
(ii) E× is included in K(A).
(iii) The equality νA(β) = −n holds.
Let [A, n, r, β] be a pure stratum, for each k ∈ Z let Nk(β,A) be the set
[15, 1.4.3]
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Nk(β,A) := {x ∈ A | βx− xβ ∈ P
k}.
Put B = EndF [β](V ) and B = B ∩ A. We can define the following critical
exponent k0(β,A) [15, 1.4.5]:
k0(β,A) :=
{
−∞ if E = F
max{k ∈ Z | Nk(β,A) 6⊂ B+P} if E 6= F.
Definition 2.3. [15, 1.5.5] A stratum [A, n, r, β] is simple if it is pure and
r < −k0(β,A).
The simple strata are constructed inductively from minimal elements,
through a process that is the object of Section 2.2 of Bushnell-Kutzko’s
book [15, 2.2]. The following is the definition of a minimal element giving
birth to a stratum with just one iteration:
Definition 2.4. [15, 1.4.14] Let E/F be a finite extension. An element
β ∈ E is minimal relatively to E/F if the following three conditions are
satisfied.
(i) The field F [β] is equal to the field E.
(ii) The integer gcd(νE(β), e(E | F )) is equal to 1.
(iii) The element π−νE(β)F β
e(E|F ) + pE generates the residual field kE over
kF .
An element β in F is minimal over F if it is minimal relatively to the
extension F [β]/F .
Proposition 2.5. Let [A, n, n−1, β] be a pure stratum in the algebra EndF (V ).
The following assertions are equivalent.
(i) The element β is minimal over F .
(ii) The critical exponent k0(β,A) is equal to −n or is equal to −∞.
(iii) The stratum [A, n, n − 1, β] is simple.
Proof. This is a direct consequence of [15, 1.4.15]. Indeed, assume that β ∈
F , then β is clearly minimal over F , moreover k0(β,A) = −∞ by definition,
and thus k0(β,A) < −(n− 1), so the stratum [A, n, n− 1, β] is simple. The
three properties, being always satisfied in this case, are equivalent. Assume
now that β 6∈ F , by [15, 1.4.15] (i) and (ii) are equivalent, moreover it is clear
that (ii) implies (iii). If (iii) is true, then k0(β,A) < −(n− 1) by definition
of a simple stratum, moreover [15, 1.4.15] shows that −n ≤ k0(β,A). So
k0(β,A) = −n and the assertion (ii) holds.
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For the rest of the paper, we need to define the notion of a tame core-
striction [15, 1.3]. Let E/F be a finite extension of F contained in A. Let
B denote EndE(V ), the centraliser of E in A.
Definition 2.6. [15, 1.3.3] A tame corestriction on A relatively to E/F is
a (B,B)-bimodule homomorphism s : A → B such that s(A) = A ∩ B for
every hereditary oF -order A normalised by E×.
The following proposition shows that such maps exist:
Proposition 2.7. [15, 1.3.4, 1.3.8 (ii)] With the same notations as before,
the following holds.
(i) Let ψE , ψF be complex, smooth, additive characters of E,F with con-
ductor pE , pF respectively. Let ψB and ψA be the additive characters
defined by ψB = ψE ◦ TrB/E and ψA = ψF ◦ TrA/F . Then there exists
a unique map s : A→ B such that ψA(ab) = ψB(s(a)b), a ∈ A, b ∈ B.
The map s is a tame corestriction on A relatively to E/F .
(ii) If the field extension E/F is tamely ramified, then there exists a tame
corestriction s such that s |B= IdB.
2.2 Simple characters
Let [A, n, r, β] be a simple stratum. Bushnell and Kutzko attached to it a
group H1(β,A) and a set of characters C(β, 0,A) of H1(β,A) whose inter-
twining in G is remarkable. This is the object of this section.
Definition 2.8. Two strata [A, n, r, β1] and [A, n, r, β2] are equivalent if β1−
β2 ∈ P
−r. The notation [A, n, r, β1] ∼ [A, n, r, β2] means that [A, n, r, β1] and
[A, n, r, β2] are equivalent.
The following theorem is fundamental for the construction of the group
H1(β,A).
Theorem 2.9. [15, 2.4.1]
(i) Let [A, n, r, β] be a pure stratum in the algebra A. There exists a simple
stratum [A, n, r, γ] in A equivalent to [A, n, r, β], i.e. such that
[A, n, r, γ] ∼ [A, n, r, β].
Moreover, for any simple stratum [A, n, r, γ] satisfying this condition,
e(F [γ] | F ) divides e(F [β] | F ) and f(F [γ] | F ) divides f(F [β] | F ).
Moreover, among all pure strata [A, n, r, β′] equivalent to the given pure
stratum [A, n, r, β], the simple ones are precisely those for which the
field extension F [β′]/F has minimal degree.
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(ii) Let [A, n, r, β] be a pure stratum in A with r = −k0(β,A). Let [A, n, r, γ]
be a simple stratum in A which is equivalent to [A, n, r, β], let sγ
be a tame corestriction on A relative to F [γ]/F , let Bγ be the A-
centraliser of γ, i.e Bγ = EndF [γ](V ), and Bγ = A ∩ Bγ . Then
[Bγ , r, r − 1, sγ(β − γ)] is equivalent to a simple stratum in Bγ .
Remark 2.10. Let [A, n, r, β] be a pure stratum that is not simple and let
[A, n, r, γ] be a simple stratum equivalent to [A, n, r, β], by 2.9 (i) the degree
[F [β] : F ] is strictly bigger than the degree [F [γ] : F ].
Corollary 2.11. [15, 2.4.2] Given a pure stratum [A, n, r, β], the previ-
ous theorem and remark allow us to associate an integer s and a family
{[A, n, ri, βi], 0 ≤ i ≤ s} such that
(i) [A, n, ri, βi] is a simple stratum for 0 ≤ i ≤ s,
(ii) [A, n, r0, β0] ∼ [A, n, r, β],
(iii) r = r0 < r1 < . . . < rs < n and [F [β0] : F ] > [F [β1] : F ] > . . . > [F [βs] : F ],
(iv) ri+1 = −k0(βi,A), and [A, n, ri+1, βi+1] is equivalent to [A, n, ri+1, βi]
for 0 ≤ i ≤ s− 1,
(v) k0(βs,A) = −n or −∞,
(vi) Let Bβi be the centraliser of βi in A and si a tame corestriction on A
relatively to F [βi]/F . The derived stratum [Bβi+1 , ri+1, ri+1−1, si+1(βi−
βi+1)] is equivalent to a simple stratum for 0 ≤ i ≤ s− 1.
This family is not unique and is called a defining sequence for [A, n, r, β].
To help the reader, we give an explanation for this corollary.
Proof. • If [A, n, r, β] is a simple stratum, put [A, n, r0, β0] = [A, n, r, β] (re-
mark that r0 < −k0(β0,A)). We now have an algorithm. If β0 is minimal
over F , put s = 0, then (i) and (ii) are obviously satisfied, r = r0 < n
is satisfied by definition of a simple stratum and because the rest of con-
dition (iii) is empty. Condition (iv) is empty in this case, and so is satis-
fied. Condition (v) is satisfied by proposition 2.9. Condition (vi) is empty
in this case, and so is satisfied. If β0 is not minimal, then consider the
stratum [A, n,−k0(β0,A), β0], it is pure but not simple. We now have a
general process: the theorem 2.9 shows that there exists a simple stra-
tum [A, n,−k0(β0,A), β1] equivalent to [A, n,−k0(β0,A), β0] (remark that
[F [β0] : F ] > [F [β1] : F ] by 2.10) such that for any tame corestriction
sβ1 the stratum [Bβ0 , r, r − 1, sβ1(β0 − β1)] is simple. Put r1 = −k0(β0,A).
If β1 is minimal over F , put s = 1, then the conditions (i), (ii), (iii),
(iv) are now obviously satisfied. The condition (v) is also satisfied by
proposition 2.5 and because β1 is minimal over F . The condition (vi)
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is now obviously satisfied. If β1 is not minimal over F , then consider
the stratum [A, n,−k0(β1,A), β1], it is pure but not simple. As before,
we apply the process to get a stratum [A, n,−k0(β1,A), β2] equivalent to
[A, n,−k0(β1,A), β1]. Put r2 = −k0(β1,A). If β2 is minimal, then put s = 2.
As before, the conditions (i) to (vi) are easily satisfied. If β2 is not minimal,
then we can apply the process and get a simple stratum [A, n,−k0(β2,A), β3],
if β3 is minimal we put s = 3 and r3 = −k0(β2,A). If β3 is not minimal,
then we apply the process and get a new stratum and an element β4, and so
on. We claim that there exists an integer s such that this algorithm stops;
that is, βs is minimal. Assume the contrary, then we have an infinite strictly
increasing sequence of numbers between r and n
r = r0 < r1 = −k0(β0,A) < r2 = −k0(β1,A) < . . . < ri+1 = −k0(βi,A) < . . . < n
this is a contradiction and concludes the proposition in this case.
• If [A, n, r, β] is pure but not simple, there exists a simple stratum
[A, n, r, β0] equivalent to it and the previous case completes the proof.
Fix a simple stratum [A, n, r, β], and let r be the integer −k0(β,A).
The following is the definition of various groups and orders associated to
[A, n, r, β]. Choose and fix a defining sequence {[A, n, ri, βi], 0 ≤ i ≤ s} of
[A, n, r, β] (we thus have β = β0). If s > 0, the element β1 is often denoted
γ. We now define by induction on the length of the defining sequence various
objects.
Definition 2.12. [15, 3.1.7 ,3.1.8, 3.1.14]
(i) Suppose that β is minimal over F . Put
(a) H(β,A) = Bβ +P
[n
2
]+1,
(b) J(β,A) = Bβ +P[
n+1
2
].
(ii) Suppose that r < n, and let [A, n, r, γ] be the simple stratum equivalent
to [A, n, r, β] chosen in the previously fixed defining sequence. Put
(a) H(β,A) = Bβ + H(γ,A) ∩P
[ r
2
]+1,
(b) J(β,A) = Bβ + J(γ,A) ∩P
[ r+1
2
].
(iii) For k ≥ 0, put
(a) Hk(β,A) = H(β,A) ∩Pk,
(b) Jk(β,A) = J(β,A) ∩Pk.
(iv) Finally, put Um(A) = (1 +Pm) if m > 0 and Um(A) = A× if m = 0
and put
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(a) Hm(β,A) = H(β,A) ∩ Um(A),
(b) Jm(β,A) = J(β,A) ∩ Um(A).
The set Hm(β,A) and Jm(β,A) are groups. The group J0(β,A)
is also denoted by J(β,A).
Remark 2.13. In the case r < n, H(β,A) is defined inductively: the order
H(βs,A) is well-defined because βs is minimal, and then H(βs−1,A) is well-
defined, and so on. The same remark occurs for J(β,A).
Remark 2.14. By [15, 3.1.7, 3.1.9 (v)], Jk(β,A) and Hk(β,A) are well-
defined, and they do not depend on the choice of a defining sequence. So the
same is true for Hm(β,A) and Jm(β,A).
Proposition 2.15. [15, 3.1.15] Let m ≥ 0 be an integer then the following
assertions hold.
(i) The groups Hm(β,A) and Jm(β,A) are normalised by K(Bβ), so in
particular by F [β]×.
(ii) The group Hm(β,A) is included in Jm(β,A).
(iii) The group Hm+1(β,A) is a normal subgroup of J0(β,A).
The following is devoted to the definition of the so called simple charac-
ters. Let Ψ be an additive character of F with conductor pF . Let ψA be the
function on A defined by ψA(x) = ψ ◦TrA/F (x). To any b ∈ A, is associated
a function ψb on A given by
ψb(x) = ψA(b(x− 1)).
Definition 2.16. (i) Suppose that β is minimal over F .
For 0 ≤ m ≤ n− 1, let C(A,m, β) denote the set of characters θ of
Hm+1(β) such that:
(a) θ |
Hm+1(β)∩U [
n
2 ]+1(A)
= ψβ ,
(b) θ |Hm+1(β)∩B×β
factors through detBβ : B
×
β → F [β]
×.
(ii) Suppose that r < n. For 0 ≤ m ≤ r − 1, let C(A,m, β) be the set of
characters θ of Hm+1(β) such that the following conditions hold.
(a) θ | Hm+1(β) ∩B×β factors through detBβ
(b) θ is normalised by K(Bβ)
(c) if m′ = max{m, [ r2 ]}, the restriction θ | H
m′+1(β) is of the form
θ0ψc for some θ0 ∈ C(A,m′, γ) where c = β − γ and γ is the first
element of the fixed defining sequence.
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Remark 2.17. In the second case, C(A,m, β) is defined by induction: recall
that we have fixed a defining sequence {[A, n, ri, βi], 0 ≤ i ≤ s} of [A, n, 0, β],
the last term of the defining sequence is such that βs is minimal over F and
by the first case, there is a set of characters attached. Then, those attached
to [A, n, rs−1, βs−1] are defined, and by iteration the set C(A,m, β) is defined.
Proposition 2.18. [15, 3.2] The set C(A,m, β) defined above is independent
of the choice of the defining sequence.
Proposition 2.19. [15, 3.3.2] Let [A, n, 0, β] be a simple stratum in the
algebra A. Put r = −k0(β,A). For 0 ≤ m ≤ [ r2 ] and θ ∈ C(A,m, β), the
intertwining of θ in G is given by
IG(θ) = J
[ r+1
2
](β,A)B×β J
[ r+1
2
](β,A).
2.3 Simple types and representations
This section is devoted to the definition of simple types and to one of the main
theorems of Bushnell-Kutzko’s theory. Let [A, n, 0, β] be a simple stratum
and let θ ∈ C(β, 0,A) be a simple character attached to this stratum. There
exists a unique, up to isomorphism, irreducible representation η of J1(β,A)
containing θ [15, 5.1.1]. The dimension of η is equal to [J1(β,A) : H1(β,A)]
1
2 .
Definition 2.20. [15, 5.2.1] A β-extension of η is a representation κ of
J0(β,A) such that the following conditions hold:
(i) κ |J1(β,A)= η
(ii) κ is intertwined by the whole of B×.
We say that κ is a β-extension of θ if there exists an irreducible repre-
sentation η of J1(β,A) containing θ such that κ is a β-extension of η.
Proposition 2.21. Let κ be an irreducible representation of J0(β,A). The
following assertions are equivalent.
(i) The representation κ is a β−extension of θ.
(ii) The representation κ satisfies the following three conditions.
(a) κ contains θ
(b) κ is intertwined by the whole of B×
(c) dim(κ) = [J1(β,A) : H1(β,A)]
1
2 .
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Proof. If κ is a β− extension, then κ satisfies (a), (b), (c). Indeed, by defini-
tion κ restricted to J1(β,A) is equal to an irreducible representation η that
contains θ, thus κ contains θ and dim(κ) = dim(η) = [J1(β,A) : H1(β,A)]
1
2 .
By definition, κ is intertwined by the whole of B×. Reciprocally, if κ satis-
fies (a), (b), (c), then (κ |J1(β,A)) |H1(β,A) contains θ, so κ |J1(β,A) contains an
irreducible representation η that contains θ, and the equality on dimension
thus shows κ |J1(β,A)= η. Thus κ is a β−extension as required.
Proposition 2.22. Let κ1 and κ2 be two β-extension of θ. There ex-
ists a character χ : U0(oE)/U1(oE) → C× such that κ1 is isomorphic to
κ2 ⊗ χ ◦ detB.
Proof. There exists η1 and η2, irreducible representations containing θ, such
that κ1 is a β-extension of η1 and κ2 is a β-extension of η2. The represen-
tation η1 is isomorphic to η2. The proposition 2.22 is now a consequence of
[15, 5.2.2].
Definition 2.23. A simple type in G is one of the following (a) or (b).
(a) An irreducible representation λ = κ⊗ σ of J(β,A) where:
(i) A is a principal oF -order in A and [A, n, 0, β] is a simple stratum;
(ii) κ is a β − extension of a character θ ∈ C(A, 0, β);
(iii) if we write E = F [β],B = A ∩ EndE(V ), so that
J(β,A)/J1(β,A) ≃ U(B)/U1(B) ≃ GLf (kE)
e
for certain integers e, f , then σ is the inflation of a representation
σ0 ⊗ · · · ⊗ σ0 where σ0 is an irreducible cuspidal representation of
GLf (kE),
(b) An irreducible representation σ of U(A) where:
(i) A is a principal oF−order in A,
(ii) if we write U(A)/U1(A) ≃ GLf (kF )e, for certain integers e, f , then
σ is the inflation of a representation σ0 ⊗ · · · ⊗ σ0, where σ0 is an
irreducible cuspidal representation of GLf (kF ).
The following is one of the main theorems of Bushnell-Kutzko theory:
Theorem 2.24. [15, 8.4.1] Let π be an irreducible supercuspidal represen-
tation of G = AutF (V ) ≃ GLN (F ). There exists a simple type (J, λ) in G
such that π | J contains λ. Furthermore,
(i) the simple type (J, λ) is uniquely determined up to G-conjugacy.
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(ii) if (J, λ) is given by a simple stratum [A, n, 0, β] in A = EndF (V ) with
E = F [β], then there is a a uniquely determined representation Λ of
E×J such that Λ |J= λ and π = c− ind(Λ), in this case A∩EndE(V )
is a maximal oE-order EndE(V ).
(iii) if (J, λ) is of the form (b)—that is, if J = U(A) for some maximal oF -
order A and λ is trivial on U1(A)—, then there is a uniquely determined
representation Λ of F×U(A) such that Λ |U(A)= λ and π = c− ind(Λ).
Let us now introduce a terminology specific to the purpose of this text.
Definition 2.25. A Bushnell-Kutzko datum in A is one of the following
sequence:
(a) An uple of the form ([A, n, 0, β], θ, κ, σ,Λ) such that:
(i) [A, n, 0, β] is a simple stratum in A such that Bβ is a maximal
oE-order,
(ii) θ ∈ C(A, 0, β) is a simple character attached to [A, n, 0, β],
(iii) κ is a β-extension of θ,
(iv) σ is an irreducible cuspidal representation of U0(Bβ)/U1(Bβ),
(v) Λ is an extension to E×J0(β,A) of κ ⊗ σ (Λ is called a maximal
extended simple type).
(b) An uple of the form (A, σ,Λ) where A is a maximal oF -order in A, σ
is a cuspidal representation of U0(A)/U1(A) and Λ is an extension to
F×U0(A) of σ .
Remark 2.26. As in definition [15, 5.5.10], this distinction (a) and (b) is
quite superficial (see the remark after [15, 5.5.10]).
We will associate a Yu datum to each Bushnell-Kutzko datum satisfying
a tameness condition. The following is the definition of a tame Bushnell-
Kutzko datum.
Definition 2.27. A tame Bushnell-Kutzko datum is a Bushnell-Kutzko da-
tum ([A, n, 0, β], θ, κ, σ,Λ) of type (a) such that [A, n, 0, β] is a tame simple
stratum (see 4.1 for the definition of a tame simple stratum) or a Bushnell-
Kutzko datum of type (b). In this situation, (E×J0(β,A),Λ) is called a
tame Bushnell-Kutzko maximal extended simple type and θ is called a tame
Bushnell-Kutzko maximal simple character in G.
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3 Yu’s construction of tame supercuspidal repre-
sentations
Given a connected reductive algebraic F -group G, Yu [39] constructs ir-
reducible supercuspidal representations of G(F ), which are called tame.
Adler’s work [1] has inspired parts of Yu’s construction. Kim [24] has proven
that Yu’s construction is exhaustive when the residual characteristic of F
is sufficiently big. Fintzen has a better exhaustion result [19] using another
method. In the following, we describe Yu’s construction and introduce his
notations, closely following Yu’s paper [39]. For proofs and further details,
see [39].
3.1 Tamely ramified twisted Levi sequences and groups
In this section, we introduce some notations and facts relative to those used
in Yu’s construction. We refer to Sections 1 and 2 of [39] for proofs.
We also refer the reader to [5, 6.4.1] for a definition of the totally ordered
commutative monoid R˜ = R ⊔ R+ ⊔ ∞.
Definition 3.1. A tame twisted Levi sequence
−→
G in G is a sequence
(G0 ⊂ G1 ⊂ . . . ⊂ Gd = G)
of reductive F -subgroups of G such that there exists a tamely ramified finite
Galois extension E/F such that Gi ×F E is a split Levi subgroup of G×F E,
for 0 ≤ i ≤ d.
Let
−→
G be a tame twisted Levi sequence, there exists a maximal torus T ⊂
G0 defined over F such that T×F E is split. For each 0 ≤ i ≤ d, let Φi be the
union of the set of roots Φ(Gi, T,E) and {0}; that is, Φi = Φ(Gi, T,E)∪{0}.
For each a ∈ Φd \ {0}, let Ga ⊂ G = Gd be the root subgroup corresponding
to a, and let Ga be T if a = 0. Let g(E) be the Lie algebra of G over E, and
and let g∗(E) be the dual of g(E). For each a ∈ Φd let ga(E) (resp g∗a(E) )
be the a-eigenspace of g(E) (resp g∗(E)) as a rational representation of T .
Then, ga(E) is the Lie algebra of Ga, and g∗a(E) is the dual of g−a(E). If
0 ≤ i ≤ j ≤ d, we have Φi ⊂ Φj. Let
−→r = (r0, . . . , ri, . . . , rd) be a sequence
of numbers in R˜, we define a function f−→r : Φ(G
d, T,E) → R˜ as follows:
f(a) = r0 if a ∈ Φ0, f(a) = rk if a ∈ Φk \ Φk−1. By definition, a sequence
−→r = (r0, r1, . . . , rd) of numbers in R˜ is admissible if there exists ν ∈ Z such
that 0 ≤ ν ≤ d and
0 ≤ r0 = . . . = rν ,
1
2rν ≤ rν+1 ≤ . . . ≤ rd.
Let y be in the apartment A(G,T,E) ⊂ BTE(G,E). For each a ∈ Φd, let
{Ga(E)y,r}r∈R˜,r≥0, {ga(E)y,r}r∈R˜ and {g
∗
a(E)y,r}r∈R˜ the associated filtra-
tions. For any R˜-valued function f on Φd such that f(0) ≥ 0, let G(E)y,f
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be the subgroup generated by Ga(E)y,f(a) for all a ∈ Φd, and Yu similarly
defines g(E)y,f and g∗(E)y,f . The group G(E)y,f−→r , g(E)y,f−→r and g
∗(E)y,f−→r
are denoted by
−→
G(E)y,−→r ,
−→g (E)y,−→r and
−→g ∗(E)y,−→r . Let
−→r ,−→s be two ad-
missible sequences of elements in R˜. We write −→r < −→s (resp −→r ≤ −→s ) if
ri < si (resp ri ≤ si) for 0 ≤ i ≤ d. If
−→r < −→s , Yu puts
−→
G(E)y,−→r :−→s =
−→
G(E)y,−→r /
−→
G(E)y,−→s and
−→g (E)y,−→r :−→s =
−→g (E)y,−→r /
−→g (E)y,−→s .
We have assumed that y ∈ A(G,T,E) ⊂ BTE(G,E). This determines a
point yi in A(Gi, T,E) modulo the action of X∗(Z(Gi), E)⊗ZR. A choice of
yi determines an embedding ji : BTE(Gi, E)→ BTE(G,E), which is Gi(E)-
equivariant and maps yi to y. We now fix yi for 0 ≤ i ≤ d and identify
BTE(Gi, E) with its image in BTE(G,E) under ji. We thus identify yi with
y.
Proposition 3.2. [39] The following assertions hold.
(i)
−→
G(E)y,−→r ,
−→g (E)y,−→r and
−→g (E)y,−→r are independent of the choice of T .
(ii) If −→r ,−→s are two admissible sequences such that
0 < ri ≤ si ≤ min(ri, . . . , rd) + min(
−→r ) for 0 ≤ i ≤ d
then
−→
G(E)y,−→r :−→s is abelian and isomorphic to
−→g (E)y,−→r :−→s .
(iii) If −→r is an admissible increasing sequence, then we have
−→
G(E)y,−→r = G
0(E)y,r0G
1(E)y,r1 . . . G
d(E)y,rd
where Gi(E)y,ri , 0 ≤ i ≤ d, are Moy-Prasad’s groups (see Notation).
The sets A(G,T,E) and BTE(G,F ) are both subsets of BTE(G,E). Yu
puts A(G,T, F ) = A(G,T,E)∩BTE(G,F ), it does not depend on the choice
of E. There exists y ∈ A(G,T, F ) ⊂ A(G,T,E). Let −→r be an (R˜-valued)
admissible sequence of length d + 1. We define
−→
G(F )y,−→r to be
−→
G(E)y,−→r ∩
G(F ), which does not depend on the choice of E. The group
−→
G(E)y,−→r is
Galois stable and
−→
G(F )y,−→r =
−→
G(E)y,−→r
Gal(E/F )
. The lattices −→g (F )y,−→r and
−→g ∗(F )y,−→r are similarly defined. Yu puts
−→
G(F )y,−→r :−→s =
−→
G(F )y,−→r /
−→
G(F )y,−→s ,
−→g (F )y,−→r :−→s and
−→g ∗(F )y,−→r :−→s .
Proposition 3.3. [39] Let 0 ≤ −→r ≤ −→s and −→s > 0. Then
(i) The natural morphisms of groups
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−→
G(F )y,−→r :−→s →
−→
G(E)y,−→r :−→s
Gal(E/F )
and
−→g (F )y,−→r :−→s →
−→g (E)y,−→r :−→s
Gal(E/F )
are surjective.
(ii) If 0 < −→r < −→s , si ≤ min(ri, . . . , rd) + min(
−→r ) for all i, and E/F
is a splitting field of
−→
G that is Galois and tamely ramified, then the
isomorphism
−→
G(E)y,−→r :−→s →
−→g (E)y,−→r :−→s induces an isomorphism
−→
G(F )y,−→r :−→s →
−→g (F )y,−→r :−→s .
We have assumed that y ∈ BTE(G,E) ∩ A(G,T,E). We may assume
that yi is fixed by Gal(E/F ) . Then, yi is a point in BTE(Gi, F ) by a result
of Rousseau. The embedding ji : BTE(Gi, E)→ BTE(G,E) is Galois equiv-
ariant, hence induces an embeddings BTE(Gi, F )→ BTE(G,F ) by an other
result of Rousseau. We identify BTE(Gi, F ) with its image in BTE(G,F ).
Therefore, we identify yi with y. We now have another important proposition
Proposition 3.4. [39, 2.10] If −→r is increasing with r0 > 0, we have
−→
G(F )y,−→r = G
0(F )y,r0G
1(F )y,r1 . . . G
d(F )y,rd
where Gi(F )y,ri , 0 ≤ i ≤ d, are Moy-Prasad’s groups (see Notation).
3.2 Generic elements and generic characters
If L is a lattice in an F -vector space V , then the dual lattice L∗ is defined
to be
{x ∈ V ∗ | x(L) ⊂ oF }.
Put L• = L∗ ⊗oF pF . If L ⊂ M are lattices in V , then the Pontrja-
gin dual of M/L can be identified with L•/M• via an additive character
ψF of conductor pF . Explicitly, every element a ∈ L• defines a character
χ = χa on M by χa(m) = ψF (a(m)). We say that a realises the charac-
ter χ. If −→r = (r0, . . . , rd) is an R-valued sequence, then
−→r + denotes the
sequence (r0+, . . . , rd+). Then, g∗(F )y,−→r is equal to g(F )
∗
y,(−−→r )+
⊗oF pF
and g∗(F )y,−→r + is equal to g(F )
∗
y,−−→r
⊗oF pF . Let r > 0 and let S such that
G(F )y,(r/2)+ ⊃ S ⊃ G(F )y,r. Then, S/G(F )y,r+ ≃ s/g(F )y,r+, where s is a
lattice between g(F )y,(r/2)+ and g(F )y,r.
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Definition 3.5. A character of S/G(F )y,r+ is realised by an element a ∈
g∗(F )y,−r = (g(F )y,r+)
• if it is equal to the composition
S/G(F )y,r+
∼
// s/g(F )y,r+
χa
// C×.
We now introduce the notion of generic element. A generic character will
be defined as certain characters whose restrictions are realised by generic
elements. Let G′ ⊂ G be a tamely ramified twisted Levi sequence. Let Z ′ be
the center of G′, and let T be a maximal torus of G′. The space Lie∗((Z ′)◦)
can be regard as a subspace of Lie∗(G′) in a canonical way (see [39, §8]). The
space Lie∗(G′) can also be regarded as a subspace of Lie∗(G) in a canonical
way.
Definition 3.6. An element X∗ of (Lie∗(Z ′)◦)−r is called G-generic of depth
r ∈ R if two conditions, GE1 andGE2, hold. These conditions are explained
below.
Let us explain GE1. Let a denote a root in Φ(G,T, F ), let a∨ be the
coroot of a, and let da∨ denote the differential of a∨. Let Ha denote the
element da∨(1).
Remark 3.7. In the following definition of Yu, it is implicit that we see
X∗ canonically as an element in Lie∗(Z ′◦ ×F F ). This is done by remark-
ing two elementary facts. First, Lie(G◦ ×F F ) is canonically isomorphic
to Lie(G◦) ⊗F F because F is a field, and thus their duals are canonically
isomorphic. The canonical injective map
Lie∗(G◦)→ (Lie(G◦)⊗F F )
∗
f 7→ (z ⊗ λ 7→ f(z)λ)
ends this remark.
Definition 3.8. An element X∗ of (Lie∗(Z ′)◦)−r satisfies GE1 with depth
r if ord(X∗(Ha)) = −r for all root a ∈ Φ(G,T, F ) \ Φ(G,T, F ).
We refer to Section 8 in [39] for a definition of the condition GE2.In
most cases, the condition GE2 is implied by the condition. In particular,
in this paper the condition GE2 will always hold as soon as the condition
GE1 will hold thank to the following propositions. We refer to Section 7 of
[39], or [37] for the notion of torsion prime for a root datum.
Proposition 3.9. [39, 8.1] If the residual characteristic of F is not a torsion
prime for the root datum (X,Φ(G,T, F ),X∨,Φ∨(G,T, F ), then GE1 implies
GE2.
Proposition 3.10. [37] Let (X,Φ,X∨,Φ∨) be a root datum of type A. Then,
the set of torsion prime for (X,Φ,X∨,Φ∨) is empty.
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As announced earlier, the definition of a generic element is as follows:
Definition 3.11. An element X∗ of (Lie∗(Z ′)◦)−r is called G-generic of
depth r ∈ R if the conditions GE1 and GE2 hold.
We can now give Yu’s definition of generic characters:
Definition 3.12. (i) A character χ of G′(F ) is called G-generic if it is
realised (in the sense of definition 3.5) by an element X∗ in
(Lie∗(Z ′)◦)−r ⊂ (Lie
∗G′)y,−r, which is G-generic of depth r.
(ii) A character Φ of G′(F ) is called G-generic (relative to y) of depth r if
Φ is trivial on G′(F )y,r+, non-trivial on G′(F )y,r and Φ restricted to
G′(F )y,r:r+ is G-generic of depth r in the sense of (i).
3.3 Yu data
In this article we will only use the following notion of Yu datum, and will
only consider Yu’s construction and associated objects for these Yu data.
Definition 3.13. A Yu datum consists in the following objects.
(
−→
G) An anisotropic tame twisted Levi sequence in G, that is
G0 ⊂ · · · ⊂ Gi ⊂ · · · ⊂ Gd = G
such that
(a) there exists a finite tamely ramified Galois extension E/F such
that Gi ×F E is a split Levi subgroup of G×F E,
(b) Z(G0)/Z(G) is anisotropic.
(y) A point y ∈ BTE(G0, F ) ∩ A(G,T,E) where T is a maximal torus of
G0, such that T ×F E is split and A(G,T,E) denotes the apartment
associated to T over E,
(−→r ) A sequence of real numbers 0 < r0 < r1 < ... < rd−1 ≤ rd if d > 0 ,
0 ≤ r0 if d = 0,
(ρ) An irreducible representation ρ of K0 = G0[y] such that ρ |G0(F )y,0+= 1
and such that π−1 := c− ind
G0(F )
K0
(ρ) is irreducible and supercuspidal.
(
−→
Φ) A sequence Φ0, . . . ,Φd of characters of G0(F ), . . . , Gd(F ). We assume
that Φi is trivial on Gi(F )y,ri+ but not on G
i(F )y,ri for 0 ≤ i ≤ d− 1.
If rd−1 < rd, then we assume that Φd is trivial on Gd(F )y,rd+ but not
on Gd(F )y,rd. If rd−1 = rd, then we assume that Φd = 1. The charac-
ters are assumed to satisfy Yu’s generic condition: Φi is Gi+1-generic
of depth ri for 0 ≤ i ≤ d− 1.
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3.4 Yu’s construction
We will fix a generic Yu datum. The three first objects (
−→
G, y,−→r ) allow us
to define various groups. The point y can be seen as a point in the enlarged
Bruhat-Tits Building of Gi for each i using embeddings
BTE(G0, F ) →֒ BTE(G1, F ) →֒ . . . →֒ BTE(Gd, F ),
which was explained in Section 2 of Yu’s paper [39, §2 , page 589 line 5]. Yu
defined several groups:
Definition 3.14. [39, §3, 15.3] Put si =
ri
2 for 0 ≤ i ≤ d.
For i = 0, put
(i) K0+ = G
0(F )y,0+
(ii) ◦K0 = G0(F )y
(iii) K0 = G0(F )[y].
For 1 ≤ i ≤ d, put
(i)
Ki+ = G
0(F )y,0+G
1(F )y,s0+ · · ·G
i(F )y,si−1+
= (G0, G1, . . . , Gi)(F )y,(0+,s0+,...,si−1+)
(ii)
◦Ki = G0(F )yG
1(F )y,s0 · · ·G
i(F )y,si−1
= G0(F )y(G
0, G1, . . . , Gi)(F )y,(0,s0,...,si−1)
(iii)
Ki = G0(F )[y]G
1(F )y,s0 · · ·G
i(F )y,si−1
= G0(F )[y](G
0, G1, . . . , Gi)(F )y,(0,s0,...,si−1).
Proposition 3.15. [39] Let 0 ≤ i ≤ d.
(i) The three objects Ki+,
◦Ki, Ki defined precedently are groups.
(ii) They do not depend on the choice of the embeddings
BTE(G0, F ) →֒ BTE(G1, F ) →֒ . . . →֒ BTE(Gi, F ).
(iii) There are inclusions Ki+ ⊂
◦Ki ⊂ Ki.
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(iv) The groups Ki+ and
◦Ki are compact and Ki is compact modulo the
center. Moreover ◦Ki is the maximal compact subgroup of Ki.
Yu also defined groups J i and J i+ for 1 ≤ i ≤ d, as follows. For 1 ≤ i ≤ d
, (ri−1, si−1) and (ri−1, si−1+) are admissible sequence
Definition 3.16. Let J i be the group (Gi−1, Gi)(F )(ri−1,si−1) and J
i
+ be the
group (Gi−1, Gi)(F )(ri−1,si−1+).
Proposition 3.17. Let 0 ≤ i ≤ d − 1. The following equalities of groups
hold:
(i) Ki−1J i = Ki
(ii) Ki−1+ J
i
+ = K
i
+.
Thanks to
−→
Φ , Yu defines a character
d∏
i=1
Φˆi on Kd+. He then constructs
a representation ρd = ρd(
−→
G, y,−→r , ρ,
−→
Φ) on Kd [39, §4]. Let us explain the
construction of these objects. Let 0 ≤ i ≤ d− 1. Put T i = (Z(Gi))◦, let us
consider the adjoint action of T i on g, the space gi = Lie(Gi) is the maximal
subspace on which T i acts trivially. Let ni be the sum of the remaining
isotypic subspaces. Let s ≥ 0 ∈ R˜, then g(F )s = gi(F )s ⊕ ni(F )s where
ni(F )s ⊂ n
i(F ). There exists a sequence of morphisms as follows (see [39,
section 4]).
Gi(F )si+:ri+ ≃ g
i(F )si+:ri+ ⊂ g
i(F )si+:ri+ ⊕ n
i(F )si+:ri+ ≃ G(F )si+:ri+ (6)
The character Φi of Gi(F ) is of depth ri. Thus, thanks to the isomor-
phism (6), it induces a character on gi(F )si+:ri+ . We extend the latter to
gi(F )si+:ri+⊕n
i(F )si+:ri+ by decreting that it is 1 on n
i(F )si+:ri+. Thanks to
the isomorphim 6, we obtain a character on G(F )si+ , which Yu denotes by
Φˆi. By construction, the following equality holds: Φˆi |Gi(F )si+= Φi |Gi(F )si+ .
There exists a unique character on G0(F )[y]G
i(F )0G(F )si+ which extends
Φi and Φˆi. Yu also denotes this character by the symbol Φˆi. Because
of Kd+ ⊂ G
0(F )[y]G
i(F )0G(F )si+ , we have defined a character Φˆi on K
d
+.
The character Φˆi depends only on (
−→
G, y,−→r ,Φi), we sometimes denote it as
Φˆi = Φˆi(
−→
G, y,−→r ,Φi). Let θd = θd(
−→
G, y,−→r ,
−→
Φ) be the character
d∏
i=0
Φˆi |Kd+
.
We put Φˆd = Φd. Then, Yu constructs for 0 ≤ j ≤ d a representation ρj of
Kj. The compactly induced representation c− indG
j(F )
Kj
(ρj) is an irreducible
and supercuspidal representation of Gj(F ). However, we are mainly inter-
ested in the case j = d. We also write ρd = ρd(
−→
G, y,−→r ,
−→
Φ, ρ). We will use
similar notations in the following. For each j, the representation ρj of Kj is
naturally expressed as a tensor product of representations.
24
Lemma 3.18. [39, §4]Let 0 ≤ i ≤ d− 1, there exists a canonical irreducible
representation Φ˜i of Ki ⋊ J i+1 such that the following conditions hold:
(i) The restriction of Φ˜i to 1⋉ J
i+1
+ is (Φˆi |Ji+1+
)−isotypic.
(ii) The restriction of Φ˜i to Ki+ ⋉ 1 is 1−isotypic.
Lemma 3.19. Let 0 ≤ i ≤ d − 1. Let inf(Φi) be the inflation of Φi |Ki to
Ki ⋉ J i+1. Let Φ˜i be the canonical irreducible representation introduced in
lemma 3.18. Then inf(Φi)⊗ Φ˜i factors through the map
Ki ⋉ J i+1 → KiJ i+1 = Ki+1.
Proof. This is easy and is proven in Section 4 of [39].
Definition 3.20. Let us denote by Φ′i the representation of K
i+1 whose
inflation to Ki ⋉ J i+1 is inf(Φi)⊗ Φ˜i.
Lemma 3.21. [21, page 50] The following assertions hold.
(i) If µ is a representation of Ki which is 1-isotypic on Ki ∩ J i+1 =
Gi(F )y,ri then there is a unique extension of µ to a representation, de-
noted by infK
i+1
Ki (µ), of K
i+1, which is 1-isotypic on J i+1. If i < d− 1,
then this inflated representation is 1-isotypic on Ki+1 ∩ J i+2.
(ii) We may repeatedly inflate µ. More precisely, if 0 ≤ i ≤ j ≤ d, then we
may define infK
j
Ki (µ) = inf
Kj
Kj−1 ◦ . . . ◦ inf
Ki+1
Ki (µ).
Definition 3.22. Let 0 ≤ j ≤ d. Let 0 ≤ i < j. Let κji be the inflation of Φ
′
i
to Kj; that is, κji = inf
Kj
Ki+1(Φ
′
i). Let κ
j
j be Φj |Kj . Let κ
j
−1 be the inflation
of ρ to Kj; that is, κj−1 = inf
Kj
K0(ρ).
If j = d and −1 ≤ i ≤ d, then we also denote κdi by κi. This notation
and the statement of the following proposition is due to Hakim-Murnaghan.
Proposition 3.23. The representation ρj constructed by Yu is isomorphic
to
κj−1 ⊗ κ
j
0 ⊗ . . .⊗ κ
j
j .
In particular, the representation ρd constructed by Yu is isomorphic to
κ−1 ⊗ κ0 ⊗ . . .⊗ κd.
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Proof. The representation ρj is constructed in [39] on page 592. Yu induc-
tively constructs two representations: ρj and ρj ′.
Let us show by induction on j that ρj ′ = κ
j
−1 ⊗ κ
j
0 ⊗ . . . ⊗ κ
j
j−1 and
ρj = κ
j
−1 ⊗ κ
j
0 ⊗ . . .⊗ κ
j
j If j = 0, then by definition the represen-
tation ρ′0 constructed by Yu is ρ and ρ0 is ρ
′
0 ⊗ (Φ0 |K0). We have
κ0−1 = ρ and κ
0
0 = Φ0 |K0 . So the case j = 0 is complete. Assume that
ρ′j−1 = κ
j−1
−1 ⊗ κ
j−1
0 . . .⊗ κ
j−1
j−2 and ρj−1 = κ
j−1
−1 ⊗ κ
j−1
0 ⊗ . . . ⊗ κ
j−1
j−1. Then
by definition ρ′j is equal to inf
Kj
Kj−1(ρ
′
j−1)⊗Φ
′
j−1. By definition Φ
′
j−1 is
equal to κjj−1. Moreover
infK
j
Kj−1(ρ
′
j−1) = inf
Kj
Kj−1(κ
j−1
−1 ⊗ κ
j−1
0 ⊗ . . . ⊗ κ
j−1
j−2)
= infK
j
Kj−1(κ
j−1
−1 )⊗ inf
Kj
Kj−1(κ
j−1
0 )⊗ . . . inf
Kj
Kj−1(κ
j−1
j−2)
= κj−1 ⊗ κ
j
0 ⊗ . . .⊗ κ
j
j−2
Consequently ρj ′ = κ
j
−1 ⊗ κ
j
0 ⊗ . . .⊗ κ
j
i ⊗ . . .⊗ κ
j
j−1. Finally, by Yu’s
definition, ρj is equal to ρ′j ⊗Φj |Kj , and thus ρj = κ
j
−1 ⊗ κ
j
0 ⊗ . . . ⊗ κ
j
j , as
required.
Proposition 3.24. Let 0 ≤ j ≤ d. Let 0 ≤ i < j. The dimension of κji is
equal to the dimension of Φ′i. The dimension of Φ
′
i is equal to [J
i+1 : J i+1+ ]
1
2 .
Proof. By definition κji is an inflation of Φi, consequently theses representa-
tions have equal dimensions. The representation Φ′i is the unique represen-
tation of Ki + 1 whose inflation to Ki ⋉ J i+1 is Φ˜i. Thus, the dimension of
Φ′i is equal to Φ˜i. The representation Φ˜i is constructed in [39, 11.5] and is
the pull back of the Weil representation of Sp(J i+1/J i+1+ )⋉ (J
i+1/Ni) where
Ni = ker(Φˆi) (see [39]). Thus, the dimension of Φ˜i is [J i+1 : J
i+1
+ ]
1
2 .
Theorem 3.25. (Yu) [39, 4.6 , §15] The representation c− indG(F )
Kd
ρd is
irreducible and supercuspidal.
Definition 3.26. We say that (Kd, ρd) is a tame Yu extended type for
G = Gd.
We now introduce some notations for later use. Put ◦ρd =
◦ρd(
−→
G, y,−→r , ρ,
−→
Φ) = ρd |◦Kd. Put also
◦κi = κi |◦Kd and
◦λ =◦ κ0⊗. . .⊗
◦κd.
The following theorem shows that the construction of Yu is exhaustive when
the residual characteristic is sufficiently large.
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Theorem 3.27. (Kim) [24] Let G be a connected reductive F group, if
the residue characteristic p of F is sufficiently large, for each irreducible
supercuspidal representation π of G(F ), then there exists (
−→
G, y,−→r , ρ,
−→
Φ),
such that π = c− indG(F )
Kd
ρd(
−→
G, y,−→r , ρ,
−→
Φ).
Fintzen has recently ameliorated this exhaustion result [19].
4 Tame simple strata
This section will focus on the approximation process for simple strata [A, n, r, β],
which was previously described in section 2, when the field extension F [β]/F
is tamely ramified. In this situation, an approximation element γ can be cho-
sen inside the field F [β]. We will refer to Bushnell-Henniart for this result,
which will be recalled as proposition 4.3 in this section. The main new re-
sult in this section is Proposition 4.4. The Proposition 4.2 is used to prove
Proposition 4.4.
Definition 4.1. A pure (resp simple) stratum [A, n, r, β] is a tame pure (resp
tame simple) stratum if the field extension F [β]/F is tamely ramified.
Let [A, n, r, β] be a tame pure stratum in the algebra A = EndF (V ),
set E = F [β]. Also set BE = EndE(V ). Let s : A → BE be the tame
corestriction that is the identity of BE , we recall that such maps exist by
2.7. The element s(b) is denoted by "b" when b is in BE. Let P be the
Jacobson radical of A. Set BE = A ∩ BE and QE = P ∩ BE . Thus, BE
is an oE-hereditary order in BE and QE is the Jacobson radical of BE .
The following is a analogous to [15, 2.2.3], the main differences are that the
tameness condition is assumed and a maximality condition is removed.
Proposition 4.2. Let [A, n, r, β] be a tame simple stratum. Let b ∈ Q−rE ,
and suppose that the stratum [BE , r, r − 1, b] is simple. Then
(i) The stratum [A, n, r − 1, β + b] is simple
(ii) The field F [β + b] is equal to the field F [β, b]
(iii) We have
k0(β + b,A) =
{
−r = k0(b,BE) if b 6∈ E
k0(β,A) if b ∈ E
Proof. Let L = {Li}i∈Z be an oF -lattice chain such that
A = {x ∈ A | x(Li) ⊂ Li, i ∈ Z}.
By definition [15, 2.2.1],
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K(A) = {x ∈ G | x(Li) ∈ L, i ∈ Z}
and
K(BE) = {x ∈ GE | x(Li) ∈ L, i ∈ Z}.
Thus,
K(BE) ⊂ K(A). (7)
The stratum [BE , r, r−1, b] is simple, thus the definition of a simple stratum
shows that
E[b]× ⊂ K(BE). (8)
Put E1 = E[b] = F [β, b]. Equations 7 and 8 imply that E
×
1 ⊂ K(A). This
allows us to use the machinery of [15, 1.2] for A and E1.
Set BE1 = EndE1(V ) and BE1 = A ∩ EndE1(V ). The proposition [15,
1.2.4] implies that BE1 is an oE1-hereditary order in BE1 . Let A(E1) be
the algebra EndF (E1) and let A(E1) be the oF -hereditary order in A(E1)
defined by A(E1) = {x ∈ EndF (E1) | x(piE1) ⊂ p
i
E1
, i ∈ Z}. Let W be
the F -span of an oE1-basis of the oE1-lattice chain L. The proposition
[15, 1.2.8] shows that the (W,E1)-decomposition of A restricts to an iso-
morphism A ≃ A(E1) ⊗oE1 B of (A(E1),BE1)-bimodules. Similarly, we
have a decomposition BE ≃ BE(E1)⊗oE1 BE1 . Set BE(E1) = EndE(E1)
and BE(E1) = BE(E1) ∩ A(E1). Also set n(E1) =
n
e(BE1 | oE1)
and
r(E1) =
r
e(BE1 | oE1)
. Let us prove that the following two equalities hold.
νA(E1)(β) = −n(E1) (9)
νBE(E1)(b) = −r(E1) (10)
Let us prove that the equation 9 holds. By definition of E1, the element β
is inside E1 and thus νA(E1)(β) = νE1(β). Thus, Lemma 2.1 shows that
νA(β)e(E1 | F ) = e(A | oF )νA(E1)(β). (11)
The proposition [15, 1.2.4] give us the equality
e(BE1 | oE1) =
e(A | oF )
e(E1 | F )
. (12)
Because [A, n, r, β] is a simple stratum, n is equal to −νA(β), consequently
using equations 11 and 12, the following sequence of equality holds.
νA(E1)(β) =
νA(β)e(E1 | F )
e(A | oF )
=
νA(β)
e(BE1 | oE1)
=
−n
e(BE1 | oE1)
= −n(E1)
This concludes the proof of the equality 9 and the equality 10 is easily proven
in the same way. Proposition [15, 1.4.13] gives
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

k0(β,A(E1)) =
k0(β,A)
e(BE1 | oE1)
k0(b,BE(E1)) =
k0(b,BE)
e(BE1 | oE1)
.
Consequently [A(E1), n(E1), r(E1), β] and [BE(E1), r(E1), r(E1) − 1, b] are
simple strata and satisfy the hypothesis of the proposition [15, 2.2.3]. Con-
sequently [A(E1), n, r − 1, β + b] is simple and the field F [β + b] is equal to
the field F [β, b]. Moreover, [15, 2.2.3] implies that
k0(β + b,A(E1)) =
{
−r(E1) = k0(b,BE(E1)) if b 6∈ E
k0(β,A(E1)) if b ∈ E.
The valuation νA(E1)(β + b) is equal to −n(E1) and the same argument as
before shows that νA(β + b) = −n. The proposition [15, 1.4.13] shows that
k0(β + b,A) = k0(β + b,A(E1))e(BE1 | oE1). Thus
k0(β + b,A) =
{
−r = k0(b,BE) if b 6∈ E
k0(β,A) if b ∈ E
This completes the proof.
Given a non-necessary tame, pure stratum [A, n, r, β], the existence of a
simple stratum [A, n, r, γ] equivalent to [A, n, r, β] is a fundamental theorem
in Bushnell-Kutzko’s theory. Given such [A, n, r, β] and [A, n, r, γ], there
is (in general) no inclusion between the field F [β] and F [γ]; however, the
following arithmetical properties are always true.
e(F [γ] | F ) | e(F [β] | F ) (13)
f(F [γ] | F ) | f(F [β] | F ) (14)
Moreover, if [A, n, r, β] is not simple, then the degree [F [β] : F ] is strictly
bigger than [F [γ] : F ] by 2.9. In the tame situation, a new property is always
true. Given a tame pure stratum [A, n, r, β] such that r = −k0(β,A), there
is an equivalent tame simple stratum [A, n, r, γ] such that the field F [γ] is
included in the field F [β]. We refer to Bushnell-Henniart for the proof of
this fact. This property is given in the following proposition:
Proposition 4.3. [14, 3.1 Corollary] Let [A, n, r, β] be a tame pure stratum
in the algebra A = EndF (V ) such that r = −k0(β,A). There is an element
γ in the field F [β] such that the stratum [A, n, r, γ] is simple and equivalent
to [A, n, r, β]
To make an explicit link between Bushnell-Kutzko’s and Yu’s formalisms,
the following proposition is used crucially in Section 8 of this paper.
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Proposition 4.4. Let [A, n, r, β] be a tame pure stratum such that
r = −k0(β,A).
For all elements γ in the field F [β] such that [A, n, r, γ] is a simple stratum
equivalent to [A, n, r, β], the stratum [Bγ , r, r−1, β−γ] is simple, here Bγ =
EndF [γ](V ) ∩ A.
Proof. Using a similar argument as that in Proposition 4.2, it is enough to
prove the proposition in the case where F [β] is a maximal subfield of the
algebra A = EndF (V ). So let [A, n, r, β] be a tame pure stratum such that
F [β] is a maximal subfield of A and k0(β,A) = −r. Let γ be in F [β] such that
[A, n, r, γ] is simple. The stratum [Bγ , r, r − 1, β − γ] is pure in the algebra
EndF [γ](V ) because it is equivalent to a simple one by [15, 2.4.1]. Moreover
[Bγ , r, r − 1, β − γ] is tame pure, so Proposition 4.3 shows that there exists
a simple stratum [Bγ , r, r− 1, α] equivalent to [Bγ , r, r− 1, β− γ], such that
F [γ][α] ⊂ F [γ][β − γ]. By proposition 4.2, [A, n, r − 1, γ + α] is simple and
F [γ + α] is equal to the field F [γ, α]. Set Qγ = rad(Bγ) = Bγ ∩ P. The
equivalence [Bγ , r, r − 1, α] ∼ [Bγ , r, r − 1, β − γ] shows that α ≡ β − γ (
mod Q
−(r−1)
γ ). This implies γ + α ≡ β ( mod P−(r−1)). We deduce that
[A, n, r−1, γ+α] and [A, n, r−1, β] are two simple strata equivalent. Indeed,
the first is simple by construction and the second is simple by hypothesis
because k0(β,A) = −r. The definitions shows that F [γ+α] ⊂ F [β], and 2.9
shows that [F [γ + α] : F ] = [F [β] : F ]. Thus, F [γ + α] = F [β]. The trivial
inclusions F [γ + α] ⊂ F [γ, α] ⊂ F [β] then shows that F [γ + α] = F [γ, α] =
F [β]. We have thus obtained that the following three assertions hold:
- The stratum [Bγ , r, r − 1, α] is a simple stratum in EndF [γ](V ).
- The field F [γ][α] is a maximal subfield of the F [γ]-algebra EndF [γ](V ).
-[Bγ , r, r − 1, α] ∼ [Bγ , r, r − 1, β − γ]
Consequently, by [15, 2.2.2], [Bγ , r, r − 1, β − γ] is simple, as required.
5 Tame minimal elements
In this section, we study Bushnell-Kutzko’s tame minimal elements. We use
standard representative elements introduced by Howe2 [22]. The main result
of this section is Proposition 5.9. The following describes the multiplicative
group of a non-Archimedean local field.
Proposition 5.1. [32, Chapter 2 Proposition 5.7]
Let K be a non-Archimedean local field and q = pf the number of elements
in the residue field of K. Let µq−1 denote the group of (q − 1)-th roots of
unity in K. Let πK be a uniformiser in K. Then, the following hold:
2Howe’s construction of supercuspidal representations should be considered as the com-
mon ancestor of [15] and [39], and Moy’s presentation of Howe’s construction was an
important hint in our work.
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(i) If K has characteristic 0, then one has the following isomorphisms of
topological groups
K× ≃ πZK×o
×
K ≃ π
Z
K×µq−1× (1+pK) ≃ Z×Z/(q−1)Z×Z/p
aZ×Zdp
where a ≥ 0 and d = [K : Qp].
The first three groups are denoted multipticatively and the last group is
denoted additively.
(ii) If K has characteristic p, then one has the following isomorphisms of
topological groups:
K× ≃ πZK × o
×
K ≃ π
Z
K × µq−1 × 1 + pK ≃ Z× Z/(q − 1)Z × Z
N
p .
The first three groups are denoted multipticatively and the last group is
denoted additively.
The previous proposition allows us to deduce the following corollary,
which is a well known result. Recall that we have a fixed uniformiser πF .
Corollary 5.2. Let E denote a tamely ramified extension of F . There exists
a uniformiser πE of E and a root of unity z ∈ E, of order prime to p, such
that πeEz = πF .
Proof. Let π be a uniformiser of E. The proposition 5.1 shows that there
exist an isomorphism f : E× ≃ πZ × µq−1 × G′ where G′ = 1 + pE is a
multiplicatively denoted group. Each element of G′ has an e-th root. Indeed,
the proposition 5.1 shows that 1 + pE is isomorphic to the additive group
Z/paZ × Zdp or to the additive group Z
N
p . The image of πF by f is (e, z, g),
where (e, z, g) ∈ πZE × µq−1 ×G
′; that is, πF = πezg. Let r be in G′ such
that re = g. Then rπ is a uniformiser of E and πF = (rπ)ez. So πE = rπ
has the required property.
Definition 5.3. Let E/F and πE be as in the previous corollary; that is,
such that πF = πeEz with z a root of unity of order prime to p. Let CE be
the group generated by πE and the roots of unity of order prime to p in E×.
Proposition 5.4. The group CE is independent of the choice of πE used in
5.3 to define it.
Proof. Let π1 and π2 be two uniformisers of E and z1 , z2 be two roots of
unity of order prime to p such that πez1 = πF and πe2z2 = πF . Let C
1 be
the group generated by π1 and the root of unity of order prime to p. Let
C2 be the group generated by π2 and the root of unity of order prime to p.
By symmetry, it is enough show that C1 ⊂ C2. It is also enough to show
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that π1 ∈ C2. The equation πe1z1 = πF implies that π
e
1 ∈ C2, thus there
exists a root of unity z of order prime to p such that πe1 = π
e
2z. We have
(π1π
−1
2 )
e = z. Let oz be the order of z, which is an integer prime to p. We
have (π1π
−1
2 )
eoz = 1. The integer eoz is prime to p, indeed e = e(E | F ) is
prime to p because E/F is a tamely ramified extension and oz is prime to
p. Consequently π1π
−1
2 is a root of unity of order prime to p. This implies
that π1 ∈ C2, as required.
We have fixed a uniformiser πF at the beginning of the text. So to each
tamely ramified extension E/F , the group CE is well-defined and does not
depend on any choice.
Proposition 5.5. Let E/F be a tamely ramified extension. Let c be an
element in E×. The following holds.
(i) There exists a unique element sr(c) ∈ CE , called the standard repre-
sentative of c and a unique element x ∈ 1+ pE such that c = sr(c)×x.
(ii) The element sr(c) is the unique element in CE , such that νE(sr(c) −
c) > νE(c)
(iii) The map sr : E× → CE, c 7→ sr(c) is a morphism of groups whose
restriction to CE is the identity map.
Proof. (i) The proposition 5.1 shows that E× ≃ CE × (1 + pE) and (i) is
a consequence.
(ii) The element sr(c) is the unique element in CE such that c = sr(c) ×
(1 + y), with y ∈ pE . Thus, sr(c) is the unique element in CE such
that c− sr(c) ∈ sr(c)pE . Thus, (ii) holds, remarking that sr(c) and c
have the same valuation.
(iii) This is obvious because by definition the map sr is the projection map
E× ≃ CE × 1 + pE → CE .
Proposition 5.6. Let E′/E/F be a tower of finite tamely ramified exten-
sions. Let s ∈ CE. The following assertions hold.
(i) The group CE is included in the group CE′.
(ii) If E/F is a Galois extension, then CE is stable under the Galois action
of Gal(E/F ) on E. Moreover, if σ1 and σ2 are elements in Gal(E/F )
such that σ1(s) 6= σ2(s), then
νE(σ1(s)− σ2(s)) = νE(s) .
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(iii) Even if E/F is not necessarily a Galois extension, then for any pair
of morphisms of F -algebras from E to F such that σ1(s) 6= σ2(s), we
have
ord(σ1(s)− σ2(s)) = ord(s) .
(iv) Let c be an arbitrary element in E×. Let σ be a morphism of F -algebra
from E to F . Then σ(sr(c)) = sr(σ(c)).
Proof. (i) Recall that the group CE and CE′ are independent of the choices
of uniformisers used to define them by 5.4. Let πE be a uniformiser of E and
z a root of unity of order prime to p in E such that πe(E|F )E z = πF . Because
E′/E is tamely ramified, there exists a uniformiser πE′ ∈ E′ and a root of
unity w of order prime to p in E′ such that πe(E
′|E)
E′ w = πE. Elevating to
the power e(E | F ), we have πe(E
′|E)e(E|F )
E′ w
e(E|F ) = π
e(E|F )
E . We thus get
π
e(E|F )
E′ w
e(E|F )z = πF . The element we(E|F )z is a root of unity of order prime
to p. Consequently, CE′ is the group generated by πE′ and the roots of unity
of order prime to p in E′. The equation πe(E
′|E)
E′ w = πE shows that πE is
inside CE′ . Trivially, the roots of unity of order prime to p in E are inside
the roots of unity of order prime to p in E′. Consequently CE is inside CE′ ,
as required.
(ii) Let σ ∈ Gal(E/F ), and let πE be an element such that πeEz = πF
for z a root of unity in E of order prime to p. Let oz be the order of
z. It is enough to show that z and πE are mapped in CE by σ. The
equality (σ(z))oz = 1 shows that σ(z) is a root of unity of order prime to
p and thus inside CE. The equality σ(πE)eσ(z) = πF together with 5.4
show that we can use σ(πE) to define CE , and thus σ(πE) is inside CE .
This proves the first part of the assertion. The element σ1(s) is in CE, so
sr(σ1(s)) = σ1(s). Consequently νE(σ1(s) − σ2(s)) = νE(σ1(s)), indeed
assume νE(σ1(s)− σ2(s)) 6= νE(σ1(s)), then νE(σ1(s)− σ2(s)) > σ1(s), and
so σ2(s) = sr(σ1(s)) = σ1(s) by 5.5, this is a contradiction. This completes
the second part of the assertion and the proof of the proposition.
(iii) Let E be the Galois closure of E. Then, CE ⊂ CE by the first
assertion. Moreover σ1 and σ2 extend to E and (iii) now follows from (ii).
(iv) We have ord(sr(c) − c) > ord(c) and so ord(σ(sr(c)) − σ(c)) >
ord(σ(c)) because σ preserves ord; this implies that σ(sr(c)) = sr(σ(c)).
We need to remark an elementary lemma to prove Proposition 5.9, which
is the main result of this section.
Lemma 5.7. Let E/F be a finite unramified extension. Let z ∈ E be a root
of unity of order prime to p. Then, z generates E/F if and only if z + pE
generates the residual field extension kE/kF .
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Proof. If z generates E over F , then z generates oE over oF by [32, 7.12].
Thus, z generates the residual field extension kE/kF . Let us check the reverse
implication. Assume that z+ pE generates kE/kF . The field extension E/F
is unramified, so [kE : kF ] = [E : F ]. Let Pz ∈ F [X] be the minimal
polynomial of z and d its degree, clearly Pz is in oF [X]. It is enough to
show that d = [E : F ]. We have d ≤ [E : F ]. The reduction mod pE of
Pz is of degree d and annihilates z + pE , a generator of kE/kF , and thus
[kE : kF ] ≤ d. So [kE : kF ] ≤ d ≤ [E : F ]. So d = [E : F ], and this concludes
the proof.
Lemma 5.8. Let E/F be a finite tamely ramified extension. Let c, c′ ∈ CE
such that c 6= c′ and ord(c) = ord(c′). Then
ord(c− c′) = ord(c).
Proof. This is an obvious consequence of definitions. Indeed, assume that
ord(c− c′) 6= ord(c), then ord(c− c′) > ord(c) and by definition of standard
representative we have sr(c) = c′. Because c ∈ CE , we have sr(c) = c. So
c = c′ and it is a contradiction. So ord(c− c′) = ord(c).
Proposition 5.9. Let E/F be a finite tamely ramified extension, let β be
an element in E such that E = F [β]. Put −r = ord(β). The following
assertions are equivalent.
(i) The element β is minimal over F .
(ii) The standard representative element of β generates the field extension
E/F ; that is, F [sr(β)] = E.
(iii) For all morphisms of F -algebra σ 6= σ′ from E to F , we have
ord(σ(β) − σ′(β)) = −r.
Proof. Let us prove that (i) implies (ii). Assume that β is minimal over F .
Let us remark that the definition of sr(β) implies trivially that F [sr(β)] ⊂ E.
Let Enr denote the maximal unramified extension contained in E. To prove
the opposite inclusion E ⊂ F [sr(β)], it is enough to show that Enr ⊂ F [sr(β)]
and E ⊂ Enr[sr(β)]. Put ν = νE(β), e = e(E | F ). The valuation of π
−ν
F β
e
is equal to 0, consequently by 5.5 we have νE(sr(π
−ν
F β
e)−π−νF β
e) > 0, and so
sr(π−νF β
e) + pE = π
−ν
F β
e + pE .We have sr(π
−ν
F β
e) = π−νF sr(β)
e, and this is
a root of unity of order prime to p. The definition of being minimal implies
that π−νF sr(β)
e+pE generates kE/kF . So π
−ν
F sr(β)
e generates Enr by 5.7. So
Enr ⊂ F [sr(β)]. We have νE(β) = νE(sr(β)), so gcd(νE(sr(β)), e) = 1. Let
a and b be integers such that aνE(sr(β)) + be = 1. Thus, νE(sr(β)aπbF ) = 1
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and so Enr[sr(β)aπbF ] = E because a finite totally ramified extension is gen-
erated by an arbitrary uniformiser. So Enr[sr(β)] = E and (i) hold. We
have thus shown that Enr ⊂ F [sr(β)] and E ⊂ Enr[sr(β)] and so (i) implies
(ii).
Let us prove that (ii) implies (i). Assume that F [sr(β)] = E. We start
by showing that e is prime to ν. The field Enr is generated over F by
the roots of unity of order prime to p contained in E. Let d = gcd(ν, e)
and b = ed . Let πE be a uniformiser in E such that π
e
Ez = πF with z
a root of unity of order prime to p. The element sr(β) is in CE and so
sr(β) = πνEw with w a root of unity of order prime to p in E. The equalities
sr(β)b = (πeE)
ν
gcd(ν,e)wb = (πF z
−1)
ν
gcd(ν,e)wb show that sr(β)b is contained in
Enr. By hypothesis, the element sr(β) generates E over F and so generates
E over Enr. Consequently, the field E is generated by an element whose b-th
power is in Enr. Therefore, the inequality [E : Enr] ≤ b holds. The extension
Enr is the maximal unramified extension contained in E, so [E : Enr] = e.
Thus, the inequality e ≤ b ≤ ed holds. This implies d = 1 and so ν is prime
to e. Let us prove that π−νF β
e + pE generates the residue field extension kE
over kF . Because π
−ν
F β
e + pE = π
−ν
F sr(β)
e + pE , it is equivalent to show
that x+pE generates kE over kF , where x = π
−ν
F sr(β)
e. The element sr(β)
generates E over F by hypothesis; that is, E = F [sr(β)]. So the inequality
[E : F [x]] ≤ e holds, indeed E is generated over F [x] by the element sr(β)
whose e-th power is in F [x]. Because x is a root of unity of order prime to
p, the field F [x] is include in Enr, so [E : Enr] ≤ [E : F [x]]. Consequently,
the identity e = [E : Enr] ≤ [E : F [x]] ≤ e holds. Because F [x] ⊂ Enr, the
previous identity implies that F [x] = Enr. Thus by 5.7 the element x+ pE
generates kE over kF . So β is minimal over F .
Let us prove that (ii) is equivalent to (iii). Let σ 6= σ′ be two morphisms
of F -algebra from E to F . Put
A = σ(β)− σ′(β)
B = σ(sr(β))− σ′(sr(β)).
We have ord(A) ≥ −r and ord(B) ≥ −r. We have
ord(A−B) = ord( σ(β)− σ′(β) − ( σ(sr(β))− σ′(sr(β)) ) )
= ord( σ(β)− σ(sr(β))− ( σ′(β)− σ′(sr(β)) ) )
= ord( σ(β)− sr(σ(β))− ( σ′(β)− sr(σ′(β)) ) )
> −r
because ord( σ(β)− sr(σ(β)) ) > −r and ord( σ′(β)− sr(σ′(β)) ) > −r, by
definition of standard representatives. Let us prove (ii)⇒ (iii). If (ii) holds,
then σ(sr(β)) 6= σ′(sr(β)) and ord(B) = ord(σ(sr(β)) − σ′(sr(β))) = −r
because σ(sr(β)) and σ′(sr(β)) are both in CE. So ord(A) ≥ −r, ord(B) =
−r, ord(A − B) > −r, this implies ord(A) = −r. Let us prove (iii) ⇒ (ii).
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We assume that (iii) holds and we want to prove that sr(β) generates E/F .
It is enough to show that σ(sr(β)) 6= σ′(sr(β)) for any σ, σ′ as before. By
hypothesis ord(A) = −r; because ord(B) ≥ −r and ord(A − B) > −r, we
deduce ord(B) = −r, in particular σ(sr(β)) 6= σ′(sr(β)) as required. This
finishes the proof of the proposition 5.9.
6 Generic elements and tame minimal elements
In this section, we study the relationship between (tame) minimal elements
of [15] and the generic element of [39]. More precisely, let E′/E/F be a
tower of tamely ramified field extensions and let V be an E′-vector space
of dimension d. We are going to explicitly define and describe the group
schemes H ′ = ResE′/FAutE′(V ), H = ResE/FAutE(V ) and G = AutF (V ).
We will show that the sequence (H ′,H,G) forms a tamely ramified twisted
Levi sequence in G. The choice of an E′-maximal decomposition D, V =
(V1 ⊕ . . . ⊕ Vd), of V in 1-dimensional E′-vector spaces gives birth to a
maximal torus TD of AutE′(V ). By restriction of scalar, we get a maximal
torus T = ResE′/E(TD) of H
′. We are going to describe the set over F
of roots of H ′ and H with respect to T . Moreover, we will describe the
condition GE1 in this situation. Finally, given c ∈ E′, we will introduce an
element X∗c ∈ Lie
∗(Z(H ′)). This section is devoted to prove the following
theorem.
Theorem 6.1. Let E′/E/F, V,H ′,H and G as before.
1. The sequence H ′ ⊂ H ⊂ G is a tamely ramified twisted Levi sequence
in G.
2. Let c ∈ E′. Let r be −ord(c), A be EndF (V ) and Z(H ′) be the center
of H ′. Let X∗c be
(
x 7→ TrA/F (cx)
)
∈ Lie∗(Z(H ′))−r. The following
assertions are equivalent.
(a) The element X∗c is H-generic of depth r.
(b) The element c is minimal3 relatively to the extension E′/E.
Proof. This is Corollary 6.5 and Theorem 6.8.
6.1 The group scheme of automorphisms of a free A-module
of finite rank
Let A be a commutative ring and M be a free A-module of rank r. The
functor
3see 2.4
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{A− algebra} → Gp
B 7→ AutB(M⊗A B)
is representable by an affine A-scheme that we denote by AutA(M). This
scheme is isomorphic to the group scheme GLN over A, with N = r. Let D
be a decomposition M = M1 ⊕ . . .⊕Mr of M in submodule of rank 1. Let
us define a maximal split torus of AutA(M). The functor
{A− algebra} → Gp
B 7→
{
x ∈ AutB(M⊗A B)
∥∥∥∥∥For all i ∈ {1, . . . , r}, there exists λ
i(x) ∈ B×
such that x(vi ⊗ 1) = λ
i(x)(vi ⊗ 1) for all vi ∈Mi
}
is representable by an affine A-scheme that we denote by TD, this is a closed
affine subscheme of AutA(M). The A-scheme TD is canonically isomor-
phic to
r∏
i=1
AutA(Mi). Let us give an explicit expression of the set of roots
Φ(AutA(M), TD) in this functorial point of view. The notation 0 ≤ i 6= i
′ ≤ r
means that 1 ≤ i ≤ r, 1 ≤ i′ ≤ r and that i 6= i′. The set of root of AutA(M)
relative to TD is the set
Φ(AutA(M), TD) = {αii′ | 1 ≤ i 6= i
′ ≤ r}
where αii′ is the morphism of algebraic group TD → Gm characterised by
the formula,
for all A-algebras B, for all x ∈ TD(B) , αii′(x) = λi(x)(λi
′
(x))−1.
For each root α, let α∨ : Gm → TD be the coroot of α and let dα∨ be the
derivative of α∨. Finally, letHα be the element dα∨(1) ∈ Lie(TD)(A). Let us
make these objects explicit in our functorial point of view. Let 1 ≤ i 6= i′ ≤ r,
the coroot α∨ii′ is the morphism of algebraic group Gm → TD characterised
by the formula,
for allA-algebrasB, for all λ ∈ B× ,


α∨ii′(λ)(vi ⊗ 1) = λ(vi ⊗ 1) ∀vi ∈Mi
α∨ii′(λ)(vi′ ⊗ 1) = λ
−1(vi′ ⊗ 1) ∀vi′ ∈Mi′
α∨
ii′
(λ)(vk ⊗ 1) = (vk ⊗ 1) ∀vk ∈Mk, k 6= i, i
′
The derivative of α∨ii′ is the differential morphism dα
∨
ii′ : Ga → Lie(TD),
which is characterised by the formula (see [2, 3.9.4]),
for allA-algebraB, for all h ∈ B ,


dα∨ii′ (h)(vi ⊗ 1) = h(vi ⊗ 1) ∀vi ∈Mi
dα∨
ii′
(h)(vi′ ⊗ 1) = −h(vi′ ⊗ 1) ∀vi′ ∈Mi′
dα∨ii′ (h)(vk ⊗ 1) = 0 ∀vk ∈Mk ∀k 6= i, i
′.
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Consequently the element Hαii′ which is by definition
dα∨ii′(1) ∈ Lie(TD)(A) = EndA(M) is the element sending each element
vi ∈ Mi to vi, each element vi′ ∈ Mi′ to −vi′ and, for all k different of i, i′,
each element vk ∈Mk to 0.
6.2 Twisted Levi sequences
In this subsection, we state or recall algebraic facts that will be applied
to the following subsections. Let f be a commutative ring and B be a
commutative f -algebra, C be an B-algebra. Let A be an f -algebra. In this
situation A ⊗f B is an B-algebra and C is naturally an f -algebra. The C-
algebra (A⊗f B)⊗B C is canonically isomorphic to A⊗f C. Explicitly, the
isomorphism is given by
(A⊗f B)⊗B C → A⊗f C
(a⊗ b)⊗ c 7→ a⊗ bc.
The inverse is explicitly given by
A⊗f C → (A⊗f B)⊗B C
a⊗ c 7→ (a⊗ 1)⊗ c.
We now fix in the rest of this subsection a tower of finite separable extensions
of fields l′/l/f . In the next subsection, we will apply this to l′ = E′, l = E
and f = F , where E′/E/F is a tower of finite tamely ramified extensions.
Let V be an l′-vector space of dimension d. Let D: V = (D1 ⊕ . . . ⊕Dd)),
be an l′-decomposition of V in subspaces of dimension 1. In a previous
subsection we introduced an l′-group scheme Autl′(V ) and a maximal split
torus TD of Autl′(V ). Let H
′ be the restriction of scalar from l′ to f of
Autl′(V ). Also, let T be Resl′/f (TD). Thus, H
′ represents the functor
{f − algebra} → Gp
A 7→ Autl′(V )(A⊗f l
′).
For each f -algebra A the group H ′(A) is thus equal to the group
AutA⊗f l′ (V ⊗l′ (A⊗f l
′)).
Because l ⊂ l′, V is an l-space and, we have a group Autl(V ) and its re-
striction of scalar H. So that for each f -algebra A, the group H(A) is equal
to the group AutA⊗f l (V ⊗l (A⊗f l)). Also let G be Autf (V ). For each
f -algebra A, the canonical morphism A⊗f l → A⊗f l′ induces a canonical
morphism of groups
AutA⊗f l′ (V ⊗l′ (A⊗f l
′))→ AutA⊗f l (V ⊗l (A⊗f l)),
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which is functorial in A. We thus get a canonical morphism of f -group
scheme H ′ → H. This morphism is a closed immersion. We also have
a canonical morphism of F -group schemes H → G. We are interested in
Condition GE1, which is related to the extension of scalar from f to f , the
algebraic closure of f . So let us compute
T ×f f , H ′ ×f f and H ×f f .
Let A be an f -algebra, by definition (H×f f)(A) = H(A). We have seen that
this is equal to AutA⊗f l (V ⊗l (A⊗f l)). We need to study the algebra A⊗f l.
We know that there exists σ1, . . . , σi, . . . , σ[l:f ], distinct morphisms of f -
algebra from l to the Galois closure of l. We also know that for 1 ≤ i ≤ [l : f ],
there exists [l′ : l] morphisms of f -algebra from l′ to the Galois closure of l′
extending σi, which we denote as σi1, . . . , σij , . . . , σi[l′:l]. We write
∏
i
instead
of
[l:f ]∏
i=1
and
⊕
i,j
instead of
[l:f ]⊕
i=1
[l′:l]⊕
j=1
, we use other similar notations.
Proposition 6.2. Let K ′ be the Galois closure of l′ and let K be the Galois
closure of l. The following assertions hold:
(i) Let A be a K-algebra. Then, A⊗f l is canonically isomorphic to
∏
i
Ai,
where Ai = A for each i. Moreover, this isomorphism is explicitly given
as follows:
A⊗f l
∼
//
∏
i
Ai
a⊗ e ✤ //
∏
i
aσi(e)
(ii) Let A be a K ′-algebra. Then, A ⊗f l′ is canonically isomorphic to∏
i,j
Aij , where Aij = A for each i, j. Moreover, this isomorphism is
explicitly given as follows:
A⊗f l
′ ∼ //
∏
i,j
Aij
a⊗ e ✤ //
∏
i,j
aσij(e)
Moreover, the A-algebra A⊗f l′ is canonically an A⊗f l-algebra. The
ring
∏
i,j
Aij is canonically an
∏
i
Ai-algebra and the structure is given
by
(
∏
i
λi).(
∏
i,j
aij) =
∏
i,j
λiaij.
39
(iii) The previous assertions are functorial in A.
Proof. This is elementary algebra.
Let A be a commutative ring, let A1 and A2 be two commutative A-
algebras. Let B1 be an A1-algebra and let B2 be an A2-algebra. Let M be a
free A-module of rank r. There are canonical isomorphism of groups
AutA1×A2(M⊗A (B1 × B2)) ≃ AutA1(M⊗A B1)×AutA2(M⊗A B2). (15)
More generally, the following hold:
Lemma 6.3. Let A be a commutative ring, let Ai , 0 ≤ i ≤ d, be some
commutative A-algebras. For 0 ≤ i ≤ d, let Bi be an Ai-algebra. Let M be
a free A-module of finite rank. Then, we have a canonical isomorphism of
groups
Aut∏d
i=1 Ai
(M⊗A
∏d
i=1 Bi) ≃
d∏
i=1
AutAi(M⊗A Bi).
Let i, j, k be integers as above and let C/K ′ be a field extension (K ′ is
the Galois closure of l′). We put Vij = V ⊗l′ Cij (Cij = C is defined as in
Proposition 6.2). We put also Dijk = Dk ⊗l′ Cij.
Proposition 6.4. With the previously introduced notations, the following
assertions hold:
(i) There is a canonical commutative diagram of f -schemes
T ×f C
h1
//
v1

H′ ×f C
h2
//
v2

H ×f C
h3
//
v3

G×f C
v4
∏
i,j,k
AutC(Dijk)
f1
//
∏
i,j
AutC(Vij )
f2
//
∏
i
AutC(
⊕
j
Vij)
f3
// AutC(
⊕
i,j
Vij).
(ii) There is a canonical commutative diagram of k-spaces
Lie(T ) //

Lie(H′) //

Lie(H) //

Lie(G)

Lie(T ×f C) //
≃

Lie(H′ ×f C) //
≃

Lie(H ×f C) //
≃

Lie(G×f C)
≃
∏
i,j,k
EndC(Dijk) //
∏
i,j
EndC(Vij) //
∏
i
EndC(
⊕
j
Vij) // EndC(
⊕
i,j
Vij).
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(iii) Let s be an element in l′. Let ms be the element of Lie(T ) which
send an element h to sh. Let ms,C be the element in
∏
i,j
EndC(Vij) ⊂
EndC(
⊕
i,j
Vij) characterised by the formula,
for all i, j, for all v ∈ Vij , ms,C(v) = σij(s)v.
Then, the image of ms in EndC(
⊕
i,j
Vij) through the diagram introduced
in (ii) is ms,C.
Proof. (i) The upper horizontal line is induced by the previously intro-
duced morphisms T → H ′ → H → G. We thus get some maps h1, h2
and h3. Let A be a C-algebra. In the rest of this proof, we still denote
h1(A) by h1, and we do the same for h2 and h3. We have
(T ×f C) (A) ≃
(
Resl′/f
∏
k
Autl′(Dk)
)
(A)
By properties of Res ≃
(∏
k
Resl′/fAutl′(Dk)
)
(A)
≃
∏
k
(
Resl′/fAutl′(Dk)(A)
)
By definition of Res ≃
∏
k
Autl′(Dk)(A⊗f l
′)
By definition of Aut ≃
∏
k
AutA⊗f l′(Dk ⊗l′ (A⊗f l
′))
By proposition 6.2 ≃
∏
k
Aut∏
i
∏
j Aij
(Dk ⊗l′ (
∏
i,j
Aij))
By proposition 6.3 ≃
∏
k,i,j
AutAij (Dk ⊗l′ Aij)
≃
∏
i,j,k
AutAij (Dk ⊗l′ Aij)
≃
∏
i,j,k
AutAij (Dijk)
We thus get an isomorphism
(T ×f C) (A)→
∏
i,j,k
AutAij (Dijk),
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let us denote it as v1. We have(
H ′ ×f C
)
(A) ≃
(
Resl′/fAutl′(V )
)
(A)
≃Autl′(V )(A ⊗f l
′)
≃AutA⊗f l′(V ⊗l′ (A⊗f l
′))
≃Aut∏
i,j Aij
(V ⊗f (
∏
i,j
Aij))
≃
∏
i,j
AutAij (V ⊗Aij)
≃
∏
i,j
AutAij (Vij).
We thus get an isomorphism
(H ′ ×F C) (A)→
∏
i,j
AutAij (Vij),
let us denote it as v2. We have
(H ×f C) (A) ≃
(
Resl/fAutl(V )
)
(A)
≃Autl(V )(A⊗f l)
≃AutA⊗f l(V ⊗l (A⊗f l)).
As an A⊗f l-module, V ⊗l (A⊗f l) is isomorphic to V ⊗l′ (A⊗f l′). So
(H ×f C) (A) ≃AutA⊗f l(V ⊗l′ (A⊗f l
′))
≃Aut∏
iAi
(V ⊗l′ (
∏
i,j
Aij))
By proposition 6.3 ≃
∏
i
AutAi(V ⊗l′ (
∏
j
Aij)
≃
∏
i
AutAi(
⊕
j
V ⊗l′ Aij)
≃
∏
i
AutAi(
⊕
j
Vij).
We thus get an isomorphism
(H ×f C) (A)→
∏
iAutAi(
⊕
j Vij),
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let us denote it as v3. We have
(G×f C) (A) ≃(Autf (V ))(A)
≃AutA(V ⊗f A)
≃AutA(V ⊗l′ (l
′ ⊗f A))
≃AutA(V ⊗l′ (
∏
i,j
Aij))
≃AutA(
⊕
i,j
V ⊗l′ Aij)
≃AutA(
⊕
i,j
Vij)
We thus get an isomorphism
(G×f C) (A) ≃ (Autf (V ))(A)→ AutA(
⊕
i
Vij),
let us denote it as v4. Let us recall that for all i, j, Vij =
⊕
k
Dijk. In
the following, vijk denotes an arbitrary vector in Dijk, and vij denotes
an arbitrary vector in Vij . Let f1 be the canonical morphism∏
i,j,k
AutAij (Dijk)→
∏
i,j
AutAij (
⊕
k
Dijk)
sending
∏
i,j,k(Lijk) to
∏
i,j (
∑
k vijk 7→
∑
k Lijk(vijk)). It is a formal
computation to verify that the morphism v2 ◦h1 is equal to f1 ◦v1. Let
f2 be the canonical morphism∏
i,j
AutAij (Vij)→
∏
i
AutAi(
⊕
j
Vij)
sending
∏
i,j Lij to
∏
i
(∑
j vij 7→
∏
i
∑
j Lij(vij)
)
. It is a formal com-
putation to verify that the morphism v3 ◦ h2 is equal to f2 ◦ v2. Let f3
be the canonical morphism∏
i
AutAi(
⊕
j
Vij)→ AutA(
⊕
i,j
vij)
sending
∏
i Li to
(∑
i,j vij 7→
∑
i Li(
∑
j vij)
)
. It is a formal computa-
tion to verify that v4 ◦h3 is equal to f3◦v3. The previous isomorphisms
are functorial in A and form a canonical diagram, and thus induce the
required diagram at the level of C-algebraic groups. This concludes the
proof of (i)
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(ii) This is a consequence of (i) taking the Lie algebra of all objects.
(iii) The image of ms in Lie(G) = Endf (V ) is the map sending v to sv. The
map Lie(G)→ Lie(G×f C) is the map
Endf (V )→ EndC(V ⊗f C)
sending a f -linear map L to the C-linear map (v ⊗ λ 7→ L(v)⊗ λ) so
the image of ms in Lie(G ×F F is the map (v ⊗ λ 7→ sv ⊗ λ), let still
denote it ms. Consider the diagram of C-linear maps
V ⊗f C
ms
//
c

V ⊗f C
c

V ⊗l′ (l
′ ⊗f C)
i

V ⊗l′ (l
′ ⊗f Cij)
i

V ⊗
∏
i,j
Cij
b

V ⊗
∏
i,j
Cij
b
⊕
i,j
Vij
⊕
i,j
Vij
where c is the canonical map, i is the map induced by the map intro-
duced in proposition 6.2, and b is the canonical map induced by the
definition of Vij. The image of ms in EndF

⊕
i,j
Vij

 is the composi-
tion b ◦ i ◦ c ◦ms ◦ c−1 ◦ i−1 ◦ b−1. Let us show that it is equal to ms,C .
The equality b ◦ i ◦ c ◦ms ◦ c−1 ◦ i−1 ◦ b−1 = ms,C is equivalent to the
equality b ◦ i ◦ c ◦ms = ms,C ◦ b ◦ i ◦ c. Let us prove this last equality
by calculation. Let v ⊗ λ ∈ V ⊗F C, we have
b ◦ i ◦ c ◦ms(v ⊗ λ) =b ◦ i ◦ c(sv ⊗ λ)
=b ◦ i(sv ⊗ (1⊗ λ))
=b ◦ i(v ⊗ (s⊗ λ))
=b(v ⊗
∏
i,j
σij(s)λ)
=
∑
i,j
v ⊗ σij(s)λ
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and
ms,C ◦ b ◦ i ◦ c(v ⊗ λ) =ms,C ◦ b ◦ i(v ⊗ (1⊗ λ))
=ms,C ◦ b(v ⊗
∏
i,j
λ)
=ms,C(
∑
i,j
v ⊗ λ)
=
∑
i,j
v ⊗ σij(s)λ.
This ends the proof of (iii).
So, the torus T ×f C is a maximal split torus of H ′ ×f C, H ×f C and
G×f C. Moreover, H ′ ×f C is a Levi subgroup of H ×f C, and H ×f C is
a Levi subgroup of G×f C. We thus have inclusions of the corresponding
sets of roots.
Φ(H ′, T, C) ⊂ Φ(H,T,C) ⊂ Φ(G,T,C)
Let us identify, using 6.4,
T ×f C with
∏
i,j,k
AutC(Dijk),
H ′ ×f C with
∏
i,j
AutC(Vij),
H ×f C with
∏
i
AutC(
⊕
j
Vij), and
G×f C with AutC(
⊕
i,j
Vij).
Because
⊕
i,j
Vij is equal to
⊕
i,j,k
Dijk, we can apply 6.1 to describe the set of
roots Φ(G,T,C). Putting
I = {1, . . . , i, . . . , [l : f ]}
J = {1, . . . , j, . . . , [l′ : l]}
K = {1, . . . , k, . . . , d},
we obtain the following equality.
Φ(G,T,C) = {αijk,i′j′k′ | (i, j, k), (i
′ , j′, k′) ∈ (I×J×K), (i, j, k) 6= (i′, j′, k′)}
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The set of roots Φ(H,T,C) is the following subset of Φ(G,T,C)
Φ(H,T,C) = {αijk,i′j′k′ ∈ Φ(G,T,C) | i = i
′}
The set of roots Φ(H ′, T, C) is the following subset of Φ(G,T,C)
Φ(H ′, T, C) = {αijk,i′j′k′ ∈ Φ(G,T,C) | i = i
′ and j = j′}.
The condition GE1 is relative to the set Φ(H,T,C) \ Φ(H ′, T, C). The
following is a description of this set
Φ(H,T,C) \ Φ(H ′, T, C) = {αijk,i′j′k′ ∈ Φ(G,T,C) | i = i
′ and j 6= j′}.
The condition GE1 involves the element Hα for α in
Φ(H,T,C) \ Φ(H ′, T, C). Let us recall the description given in 6.1.
Let αijk,i′j′k′ ∈ Φ(G,T,C), the element Hα, which is by definition
dα∨ijk,i′j′k′(1) is the element sending each element v ∈ Dijk to v, and sending
each element v ∈ Di′j′k′ to −v and, for all i′′j′′k′′ different of ijk, i′j′k′,
sending each element v ∈ Di′′j′′k′′ to 0.
6.3 Tame twisted Levi sequences
Let E′/E/F be a tower of finite tamely ramified extensions. Let
V be an E′-vector space of dimension d and D be a decomposition
V = (D1 ⊕ . . .⊕Dk ⊕ . . .⊕Dd) of V in one dimensional E′-vector spaces.
In the previous subsection, we introduced H ′ = ResE′/FAutE′(V ), H =
ResE/FAutE(V ), and G = AutF (V ). We also associated a torus T =
ResE′/F (TD) to the decomposition D. In proposition 6.4, we computed the
extension of scalar of these F -groups scheme to an extension containing the
Galois closure of E′. We deduce the following corollary.
Corollary 6.5. The sequence H ′ ⊂ H ⊂ G is a tamely ramified twisted Levi
sequence in G, moreover Z(H ′)/Z(G) is anisotropic.
Proof. We have to verify that the definition given at the beginning of sec-
tion 3 is satisfied. We need to show that there exists a finite tamely ramified
Galois extension L of F such that H ′ ×F L and H ′ ×F L are Levi sub-
groups of G ×F L. This is a direct consequence of Proposition 6.4. Then,
the isomorphism of topological groups (Z(H ′)/Z(G)) (F ) ≃ E′×/F× holds.
The explicit description of the topological multiplicative group of a non-
Archimedean local field given in Proposition 5.1 implies that E′×/F× is
compact. This implies that Z(H ′)/Z(G) is anisotropic. This ends the proof.
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6.4 Generic elements and minimal elements
In this subsection, we use the notations of the previous subsection. The
center Z ′ of H ′ is isomorphic to ResE′/F (Gm), thus it is connected; that is,
Z ′◦ = Z ′. The inclusions Z ′ → H ′ → H → G induces a canonical diagram
Lie(Z ′)

// Lie(G)

Lie(Z ′)⊗F F
∼=
// Lie(G)⊗F F
∼=
Lie(Z ′ ×F F ) // Lie(G×F F ).
As explained after Definition 3.5, we have canonical inclusions
Lie∗(Z ′)→ Lie∗(H ′)→ Lie∗(H)→ Lie∗(G),
inducing a canonical inclusion Lie∗(Z ′)→ Lie∗(G) and a canonical commu-
tative diagram
Lie∗(Z ′) //

Lie∗(G)

Lie∗(Z ′)⊗F F //
∼=
Lie∗(G)⊗F F
∼=
Lie∗(Z ′ ×F F ) // Lie
∗(G×F F ).
Recall that an element X∗ ∈ Lie∗(Z ′) is H-generic of depth r if and only
if X∗ ∈ Lie∗(Z ′)−r and if Conditions GE1 and GE2 hold. Because H ′ and
H are of type A, Condition GE1 implies Condition GE2 by 3.9. Given
X∗ ∈ Lie∗(Z ′) we denote by X∗
F
the image of X∗ in Lie∗(Z ′ ×F F ) via the
previous commutative diagram. Let recall that Condition GE1 holds for X∗
if X∗
F
(Hα) = −r for all root α ∈ Φ(H,T, F ) \Φ(H ′, T, F ).
Definition 6.6. Let c ∈ E′. Let X∗c be the element in Lie
∗(Z ′) send-
ing an element h ∈ Lie(Z ′) to TrEndF (V )/F (mc ◦ i(h)) where i is the map
Lie(Z ′)→ Lie(G), and mc ∈ EndF (V ) is the map sending v ∈ V to cv; that
is, mc is the multiplication by c.
Proposition 6.7. Let c ∈ E′. Let X∗c ∈ Lie
∗(Z ′) be the element introduced
in definition 6.6. Let X∗
c,F
be the corresponding element in Lie∗(Z ′ ×F F ).
Then
(i) X∗
c,F
(Hαi1j1k1,i2j2k2 ) = σi1j1(c) − σi2j2(c) for all roots
αi1j1k1,i2j2k2 ∈ Φ(G,T, F ).
(ii) The element X∗c is in Lie
∗(Z ′)−r where r = −ord(c).
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Proof. (i) Consider the diagram
Lie(Z ′)
Id⊗1

i
// EndF (V )
Id⊗1

mc◦
// EndF (V )
Id⊗1

TrF
//

F
Id⊗1

Lie(Z ′)⊗F F
g

i⊗Id
// EndF (V )⊗F F
f

mc◦⊗Id
// EndF (V )⊗F F
f

TrF⊗Id
// F
Id

Lie(Z ′ ×F F
iF
// EndF (V ⊗F F )
mc,F ◦
// EndF (V ⊗F F )
TrF
// F
where i is the canonical inclusion, mc◦ is the composition by mc, and
mc,F◦ is the composition by the image mc,F of mc in EndF (V ⊗F F ).
Let us prove that it is commutative. The left-hand part of the diagram
was introduced previously and is the canonical diagram induced by
Z ′ → G. The upper-middle and upper-right squares are trivially com-
mutative. The right-hand lower square is commutative by compatibility
of traces. Let us prove that the middle-lower square is commutative.
Let L⊗ λ ∈ EndF (V )⊗F F , then(
(mc,F◦) ◦ f)
)
(L⊗ λ) =(mc,F◦)
(
v ⊗ λ′ 7→ L(v)⊗ λλ′
)
=
(
v ⊗ λ′ 7→ cL(v)⊗ λλ′
)
and
(f ◦ (mc ⊗ Id))(L⊗ λ) = mc ◦ L⊗ λ
= (v ⊗ λ′ 7→ cL(v) ⊗ λλ′.
This concludes the proof of the commutativity of the diagram. By
definition, we have
X∗c = TrF ◦ (mc◦) ◦ i
and
X∗
c,F
= ((TrF ◦ (mc◦) ◦ i)⊗ Id) ◦ g
−1.
We thus get
X∗
c,F
= (TrF ⊗ Id) ◦ ((mc◦)⊗ Id) ◦ (i⊗ Id) ◦ g
−1.
Thus, the commutativity of the previous diagram implies
X∗
c,F
= TrF ◦ (mc,F◦) ◦ iF .
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Consequently, for all roots α ∈ Φ(G,T, F ), we have
X∗
c,F
(Hα) = TrF (mc,F ◦Hα) (16)
We have already computed mc,F and Hα in terms of the decomposition
V ⊗F F =
⊕
i,j,k
Dijk. Let us recall this. By proposition 6.4, mc,F is the
map
mc,F :
⊕
i,j,k
Dijk →
⊕
i,j,k
Dijk
∑
i,j,k
vijk 7→
∑
i,j,k
σij(s)vijk
Let αi1j1k1,i2j2k2 ∈ Φ(G,T, F ). By the calculation done at the end of
the subsection 6.2, Hαi1j1k1,i2j2k2 is the map
Hαi1j1k1,i2j2k2 :
⊕
i,j,k
Dijk →
⊕
i,j,k
Dijk
∑
i,j,k
vijk 7→ vi1j1k1 − vi2j2k2 .
Consequently, the maps mc,F ◦Hαi1j1k1,i2j2k2 is the map
mc,F ◦Hαi1j1k1,i2j2k2 :
⊕
i,j,k
Dijk →
⊕
i,j,k
Dijk
∑
i,j,k
vijk 7→ σi1j1(c)vi1j1k1 − σi2j2(c)vi2j2k2 .
This implies that
TrF (mc,F ◦Hαi1j1k1,i2j2k2 ) = σi1j1(c)− σi2j2(c). (17)
The proposition is now a consequence of (16) and (17).
(ii) By definition (see the notation at the beginning of the document)
Lie∗(Z ′)−r = {X ∈ Lie
∗(Z ′) | X(Lie((Z ′)r+) ⊂ pF }.
We have cLie(Z ′)r+ = Lie(Z ′)0+ and thus TrEndF (V )/F (cLie(Z
′)) ⊂ pF .
So X∗c ∈ Lie
∗(Z ′)−r.
Theorem 6.8. Let c ∈ E′. Let r be −ord(c). The following assertions are
equivalent
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1. The element X∗c is H-generic of depth r.
2. The element c is minimal relatively to the (tame) extension E′/E (see
2.4), in particular E[c] = E′.
Proof. Assume that the element X∗c is H-generic of depth r. Let σ
′ 6= σ be a
pair of E-morphisms E′ → F . By Proposition 6.7 and the explicit description
of Φ(H,T, F ) \Φ(H ′, T, F ) given previously in this section, there exists α ∈
Φ(H,T, F ) \ Φ(H ′, T, F ) such that X∗c (Hα) = σ(c) − σ
′(c). So ord(σ(c) −
σ′(c)) = −r and so c is minimal by Proposition 5.9. Reciprocally assume
that c is minimal relatively to E′/E and let α ∈ Φ(H,T, F ) \ Φ(H ′, T, F ).
By Proposition 6.7, there exists a pair of F -morphisms σ 6= σ′ : E′ → F
whose restrictions to E are equal such that X∗c (Hα) = σ(c)−σ
′(c). We want
to prove that ord(σ(c) − σ′(c)) = −r. Composing with σ−1, we can assume
σ, σ′ are the identity map on E. Now by Proposition 5.9, ord(X∗c (Hα)) = −r
and GE1 is valid. Given that GE1 ⇒ GE2 here, this ends the proof.
7 Tame simple characters
Let [A, n, r, β] be a tame simple stratum. In this section, we choose and
fix a defining sequence {[A, n, ri, βi], 0 ≤ i ≤ s} and a simple character
θ ∈ C(A, 0, β) , we show that θ =
s∏
i=0
θi where θi satisfies some conditions.
We then introduce two cases depending on the condition that βs ∈ F or
βs 6∈ F .
7.1 Factorisations of tame simple characters
Fix a tame simple stratum [A, n, r, β] in the algebra A = EndF (V ). Propo-
sitions 4.3 and 4.4 allow us to choose a defining sequence {[A, n, ri, βi],
0 ≤ i ≤ s} (see corollary 2.11) such that, putting Bβi := A ∩ EndF [βi](V ),
r0 = 0, β0 = β, the following holds:
(vii) F [βi+1] ( F [βi] for 0 ≤ i ≤ s− 1
(vi’) The stratum [Bβi+1 , ri+1, ri+1 − 1, βi − βi+1] is simple in the algebra
EndF [βi+1](V ) for 0 ≤ i ≤ s− 1.
We fix such a defining sequence in the rest of this section 7, which includes
the following subsection 7.2. The elements βi , 0 ≤ i ≤ s are all included in
F [β]. Put Ei := F [βi] for 0 ≤ i ≤ s. Let us define elements ci , 0 ≤ i ≤ s ,
thanks to the following formulas.
• ci = βi − βi+1 if 0 ≤ i ≤ s− 1
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• cs = βs.
The following Theorem is the factorisation of tame simple characters, as
announced earlier.
Theorem 7.1. Let θ ∈ C(A,m, β) be a simple character. There exist smooth
characters φ0, . . . , φs of E
×
0 , . . . , E
×
s such that:
θ =
s∏
i=0
θi
where θi, 0 ≤ i ≤ s, is the character defined by the following conditions.
(i) θi |Hm+1(β,A)∩Bβi= φi ◦ detBβi
(ii) θi |Hmi+1(β,A)= ψci where mi = max{[
−νA(ci)
2 ],m}.
Proof. Let us prove the proposition by induction. Suppose first that s = 0;
that is, that β is minimal over F . Put θ0 = θ. Then, the condition (i) is
trivially satisfied thanks to the definition of a simple character in the minimal
case (see [15, 3.2.1] or 2.16 ). The integer s is equal to 0, thus β = β0 =
c0. So −νA(c0) = −νA(β) = n. By the definition of simple characters in
the minimal case, the restriction θ |
Hm+1(β,A)∩U [
n
2 ]+1(A)
is equal to ψβ. So
it is enough to verify that Hm+1(β,A) ∩ U [
n
2
]+1(A) = Hm
′
0+1(β,A) where
m′0 = max{[
n
2 ],m} which is a consequence of the definition of H
m+1(β,A).
Suppose now that s > 0. Let us remark that −k0(β,A) = −νA(c0), indeed
the stratum [Bβ1 ,−k0(β,A),−k0(β,A) − 1, β0 − β1] is simple. Thus, the
definition of simple characters implies that θ |Hm0+1(β,A)= θ
′ψc0 where θ
′ ∈
C(A,m0, β1). Thanks to the induction hypothesis there exists characters
φ1, . . . φs of E
×
1 , . . . , E
×
s such that θ
′ =
s∏
i=1
θ′
i where the θ′i are the characters
defined by the following conditions.
(i’) θ′i |Hm0+1(β,A)∩Bβi= φi ◦ detAi |Hm
′+1(β,A)∩Bβi
(ii’) θ′i |Hmi+1(β,A)= ψci
Identity (ii′) is a consequence of the induction hypothesis (ii) and the fact
thatmax([−νA(ci)2 ],m0) = max([
−νA(ci)
2 ], [
−νA(c0)
2 ],m) = mi, because−νA(c0) <
−νA(ci). For 1 ≤ i ≤ s, the character θ′
i is defined on Hm0+1(β,A)
and we can extend θ′i to Hm+1(β,A) thanks to the character φi as fol-
lows. The group Hm+1(β,A) is equal to Um+1(Bβ0)H
m0+1(β,A), we ex-
tend θ′i to a function θi of Hm+1(β,A) by putting θi(x) = φi ◦ detA0(x)
for x ∈ Um+1(Bβ0). The function θ
i is a character. The character θi
satisfies the required conditions (i) and (ii) by construction. Finally, put
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θ0 = θ ×
s∏
i=1
(θi)−1. The restriction θ0 to Hm+1(β,A) ∩Bβi is equal to the
product of the restriction of θ to Hm+1(β,A) ∩Bβi by the restriction of θ
−1
i
for 1 ≤ i ≤ s. Let us show that each factor factors through detBβ0 . By
definition of a simple character, this is the case for θ0. Let 1 ≤ i ≤ s,
because of Hm+1(β,A) ∩Bβi ⊂ H
m+1(β,A) ∩Bβ0 , the restriction of θ
i to
Hm+1(β,A) ∩Bβi is equal to φi ◦ detBβi |Hm+1(β,A)∩Bβi . However, a basic
fact of algebraic number theory shows that detBβi |Bβ0= detBβ0 ◦NE0/Ei ,
whereNE0/Ei is the norm map. Thus each factor factors through detBβ0 .
Consequently, there exists a smooth character φ0 of E
×
0 such that the con-
dition (i) is satisfied. Let us prove that (ii) holds.
θ0 |Hm0+1(β,A)=
(
θ |Hm0+1(β,A) ×
s∏
i=1
(θi)−1 |Hm0+1(β,A)
)
=
(
θ |Hm0+1(β,A) ×(θ
′)−1
)
=
(
ψc0 × θ
′ × (θ′)−1
)
= ψc0
This completes the proof of the theorem, indeed we have found the required
characters φi , 0 ≤ i ≤ s such that Conditions (i) and (ii) are satisfied.
Proposition 7.2. For 0 ≤ i ≤ s− 1, the element ci is minimal relatively to
Ei/Ei+1 and cs is minimal relatively to Es/F .
Proof. For 0 ≤ i ≤ s− 1, this is a direct consequence of Proposition 2.5 and
(vi’) of the beginning of this section. For i = s, this is a direct consequence
of Proposition 2.5 and the fact that k0(βs,A) = −n or −∞.
7.2 Explicit factorisations of tame simple characters
To associate a generic Yu datum to each Bushnell-Kutzko datum, we need
to introduce two cases. The two cases are denoted as follows: (Case A) or
(Case B). In the rest of this paper, we write (Case A) at the beginning of
a paragraph or in a sentence to signify that we work under the (Case A)
hypothesis. We will introduce particular notations in the (Case A). The
same holds for (Case B). (Case A) is by definition when the last element
βs of the fixed chosen defining sequence is inside the field F ; that is, βs ∈ F .
(Case B) is the other case; that is, when βs 6∈ F .
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7.2.1 Explicit factorisations of tame simple characters in (Case A)
Recall that in this case βs ∈ F . In this case, we put d = s. Let us give an ex-
plicit description of the group H1(β,A) in this case. This explicit description
is written in a convenient manner to compare with Yu’s construction.
Proposition 7.3. (Case A) The group H1(β,A) is equal to the following
group
U1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(ci−1)
2
]+1(Bβi) . . . U
[
−νA(cs−1)
2
]+1(Bβs)
(18)
Proof. Recall that β = β0. By [15, 3.1.14,3.1.15], it is enough to show that
H(β,A) = Bβ0 +Q
[−
νA(co)
2
]+1
β1
+ . . .+Q
[−
νA(cs−1)
2
]+1
βs
. (19)
Let us prove (19) by induction on s. If s = 0, by definition,
H(β,A) = Bβ0 + P
[n
2
]+1. The element β0 is in F , thus Bβ0 = A. Con-
sequently, H(β,A) = Bβ0 . If s > 0, then by induction hypothesis we have
H(β1,A) = Bβ1 +Q
[−
νA(c1)
2
]+1
β2
+ . . . +Q
[−
νA(cs−1)
2
]+1
βs
.
By definition H(β,A) = Bβ0 +H(β1,A) ∩P
[
−k0(β0,A)
2
]+1. Let us remark that
because the stratum [Bβ1 ,−k0(β0,A),−k0(β0,A) + 1, β0 − β1] is simple by
the condition (vi′), the equality νBβ1 (β0 − β1) = k0(β0,A) holds. We have
νBβ1 (β0−β1) = νA(β0−β1) = νA(c0). So k0(β0,A) = νA(c0). Consequently,
H(β,A) = Bβ0 + H(β1,A) ∩P
[
−νA(c0)
2
]+1
= Bβ0 +Q
[−
νA(co)
2
]+1
β1
+ . . .+Q
[−
νA(cs−1)
2
]+1
βs
,
as required.
We now reformulate Theorem 7.1 in (Case A) for simple characters in
C(A, 0, β).
Corollary 7.4. (Case A) Let θ ∈ C(A, 0, β), let φ0, φ1, . . . , φs be the char-
acters introduced in theorem 7.1, then θ =
s∏
i=0
θi where θi is the character
defined as follows: If 0 ≤ i ≤ s − 1, then the character θi is defined by the
following two conditions:
(i) θi |
U1(Bβ0 )U
[
−νA(c0)
2 ]+1(Bβ1 )...U
[
−νA(ci−1)
2 ]+1(Bβi)
= φi ◦ detBβi
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(ii) θi |
U [
−νA(ci)
2 ]+1(Bβi+1)...U
[
−νA(cs−1)
2 ]+1(Bβs )
= ψci .
If i = s, then θi is defined by θi |H1(β,A)= φi ◦ detA.
Proof. The proof consists in applying Theorem 7.1 using the explicit descrip-
tion of H1(β,A) given in the lemma 7.3. In Theorem 7.1, we have introduced
smooth characters φ0, . . . φs of E
×
0 , . . . E
×
s such that θ =
s∏
i=0
θi where θi is
defined by the following two conditions:
(i) θi |H1(β,A)∩Bβi= φi ◦ detBβi
(ii) θi |Hmi+1(β,A)= ψci where mi = max{[
−νA(ci)
2 ], 0}.
Let 0 ≤ i ≤ s − 1, then Lemma 7.3 shows that H1(β,A) ∩
Bβi = U
1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(ci−1)
2
]+1(Bβi). Consequently,
the condition (i) of the corollary 7.4 is satisfied for θi. Trivially
mi = [
−νA(ci)
2 ], moreover the lemma 7.3 shows that H
[
−νA(ci)
2
]+1(β,A) =
U [
−νA(ci)
2
]+1(Bβi+1) . . . U
[
−νA(cs−1)
2
]+1(Bβs). Thus, Condition (ii) of Corollary
7.4 is satisfied for θi. Finally, for i = s, we have θi |H1(β,A)∩Bβi= φi ◦ detBβi
by the theorem and the condition of the corollary is satisfied remarking that
Bβs = A because βs ∈ F .
7.2.2 Explicit factorisations of tame simple characters in (Case B)
Recall that in this case βs 6∈ F . In this case, we put d = s + 1. Let us
give an explicit description of the group H1(β,A) in this case. This explicit
description is written in a convenient way in order to compare with Yu’s
construction.
Proposition 7.5. (Case B) The group H1(β,A) is equal to the following
group:
U1(Bβ0 )U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(ci−1)
2
]+1(Bβi) . . . U
[
−νA(cs−1)
2
]+1(Bβs)U
[
−νA(cs)
2
]+1(A).
(20)
Proof. By [15, 3.1.14,3.1.15], it is enough to show that
H(β,A) = Bβ0 +Q
[−
νA(co)
2
]+1
β1
+ . . .+Q
[−
νA(cs−1)
2
]+1
βs
+P[
−νA(cs)
2
]+1. (21)
Let us prove (21) by induction on s. If s = 0, by definition, H(β,A) =
Bβ0 + P
[n
2
]+1, where by definition n = −νA(β,A). Because s = 0, the
equality β = cs = c0 hold. Thus, H(β,A) = Bβ0 +P
[
−νA(cs)
2
]+1 as required.
If s > 0, then by induction hypothesis we have
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H(β1,A) = Bβ1 +Q
[−
νA(c1)
2
]+1
β2
+ . . . +Q
[−
νA(cs−1)
2
]+1
βs
+P[
−νA(cs)
2
]+1.
By definition H(β,A) = Bβ0 +H(β1,A) ∩P
[
−k0(β0,A)
2
]+1. Let us remark that
because the stratum [Bβ1 ,−k0(β0,A),−k0(β0,A) + 1, β0 − β1] is simple by
the condition (vi′), the equality νBβ1 (β0 − β1) = k0(β0,A) holds. We have
νBβ1 (β0−β1) = νA(β0−β1) = νA(c0). So νA(c0) = k0(β0,A). Consequently,
H(β,A) = Bβ0 + H(β1,A) ∩P
[
−νA(c0)
2
]+1
= Bβ0 +Q
[−
νA(co)
2
]+1
β1
+ . . .+Q
[−
νA(cs−1)
2
]+1
βs
+P[
−νA(cs)
2
]+1,
as required.
We now reformulate Theorem 7.1 in (Case B) for the simple characters
in C(A, 0, β).
Corollary 7.6. (Case B) Let θ ∈ C(A, 0, β), there exists φ0, φ1, . . . , φs such
that θ =
s∏
i=0
θi where the θi are the characters defined by the following con-
ditions for 0 ≤ i ≤ s:
(i) θi |
U1(Bβ0 )U
[
−νA(c0)
2 ]+1(Bβ1 )...U
[
−νA(ci−1)
2 ]+1(Bβi)
= φi ◦ detBβi
(ii) θi |
U [
−νA(ci)
2 ]+1(Bβi+1)...U
[
−νA(cs−1)
2 ]+1(Bβs )U
[
−νA(cs)
2 ]+1(A)
= ψci .
Proof. The proof consists in applying Theorem 7.1 using the explicit descrip-
tion of H1(β,A) given in Lemma 7.5. By Theorem 7.1, there exist smooth
characters φ0, . . . , φs of E
×
0 , . . . , E
×
s such that θ =
s∏
i=0
θi, where θi, 0 ≤ i ≤ s,
is defined by the following two conditions:
(i) θi |H1(β,A)∩Bβi= φi ◦ detBβi
(ii) θi |Hmi+1(β,A)= ψci where mi = max{[
−νA(ci)
2 ], 0}.
Let 0 ≤ i ≤ s. Then Lemma 7.5 shows that
H1(β,A) ∩Bβi = U
1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(ci−1)
2
]+1(Bβi).
Thus, condition (i) of Corollary 7.6 is satisfied for θi. Trivially we have
mi = [
−νA(ci)
2 ]. Moreover Lemma 7.5 shows that H
[
−νA(ci)
2
]+1(β,A) =
U [
−νA(ci)
2
]+1(Bβi+1) . . . U
[
−νA(cs−1)
2
]+1(Bβs)U
[
−νA(cs)
2
]+1(A). Thus Condition
(ii) of Corollary 7.6 is satisfied for θi.
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8 Generic characters associated to tame simple char-
acters
We continue with the same notations as in Section 7. Thus, we have a fixed
tame simple stratum [A, n, 0, β] and various objects and notations relative
to it. In particular we have a defining sequence and a simple character
θ ∈ C(A, 0, β). We have also distinguished two cases. In both (Case A)
and (Case B), we have introduced various objects and notations and have
established results relative to them. In this section, we are going to introduce
a 4-uple (
−→
G, y,−→r ,
−→
Φ), which will be part of a complete Yu datum.
8.1 The characters Φi associated to a factorisation of a tame
simple character
We start with (Case A).
8.1.1 The characters Φi in (Case A)
In section 7, we have introduced a sequence of fields
E0 ) E1 ) . . . ) Ei ) . . . ) Es.
Recall that in this case d = s and Es = F because βs ∈ F and Es = F [βs].
For each i, the field Ei is included in the algebra A = EndF (V ); that is,
V is an Ei-vector space. For 0 ≤ i ≤ s, put Gi = ResEi/FAutEi(V ). If
0 ≤ i ≤ j ≤ d, then Gi is canonically a closed subgroup scheme of Gj . Let
−→
G be the sequence
G0 ( G1 ( . . . ( Gs.
Proposition 8.1. (Case A) The sequence
−→
G is a tamely ramified twisted
Levi sequence in G.
Proof. This is a consequence of 6.5.
We now introduce some real numbers ri for 0 ≤ i ≤ s. Put ri := −ord(ci)
for 0 ≤ i ≤ s. Put also −→r = (r0, r1, . . . , ri, . . . , rs).
Proposition 8.2. (Case A) For 0 ≤ i ≤ s, the real number ri satisfies the
following formula:
ri =
−νA(ci)
e(A|oF )
.
Proof. By definition, ri = −ord(ci). In addition, by definition of ord we
know that
ord(ci) =
νEi(ci)
e(Ei | F )
. (22)
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Lemma 2.1 shows that
νA(ci)
e(A | oF )
=
νEi(ci)
e(EioFF )
. (23)
Equations 22 and 23 together finish the proof of the proposition.
Proposition 8.3. (Case A) There exists a point y in BTE(G0, F ) such that
the following properties hold.
(I) The following equalities hold.
(i) U0(Bβ0) = G
0(F )y,0
(ii) U1(Bβ0) = G
0(F )y,0+
(iii) Qβ0 = g
0(F )y,0+
(iv) Bβ0 = g
0(F )y,0
(v) F [β]×U0(Bβ0) = G
0(F )[y]
(II) There exist continuous, affine and Gi−1(F )-equivariant maps
ιi : BT
E(Gi−1, F ) 
 ιi
// BTE(Gi, F ) , for 1 ≤ i ≤ s, such that,
denoting ιi the composition ιi ◦ ιιi−1 ◦ . . . ◦ ι1, the following equalities
hold:
(i) U [
−νA(ci−1)
2
]+1(Bβi) = G
i(F )
ιi(y),
ri−1
2
+
(ii) U [
−νA(ci−1)+1
2
](Bβi) = G
i(F )
ιi(y),
ri−1
2
(iii) U−νA(ci−1)+1(Bβi) = G
i(F )ιi(y),ri−1+
(iv) U−νA(ci−1)(Bβi) = G
i(F )ιi(y),ri−1
(v) Q
[
−νA(ci−1)
2
]+1
βi
= gi(F )
ιi(y),
ri−1
2
+
(vi) Q
[
−νA(ci−1)+1
2
]
βi
= gi(F )
ιi(y),
ri−1
2
(vii) Q−νA(ci−1)+1βi = g
i(F )ιi(y),ri−1+
(viii) Q−νA(ci−1)βi = g
i(F )ιi(y),ri−1 and moreover,
(ix) U−νA(ci)(Bβi) = G
i(F )ιi(y),ri
(x) U−νA(ci)+1(Bβi) = G
i(F )ιi(y),ri+
In the rest of this paper, we identify ιi(y) and y.
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Proof. In [4], the authors construct an explicit bijection between the set
Latt1(V ) of all lattices functions in V (see [4, Definition I.2.1] for the
definition of a lattice function) and the enlarged Bruhat-Tits building of
AutF (V ) (combine [4, Prop I.1.4] and [4, Prop I.2.4]). The group R acts on
Latt1(V ) and the previous bijection induces a bijection between Latt(V ) :=
Latt1(V )/R and the reduced Bruhat-Tits building BTR(AutF (V ), F ). The
authors show [4, Theorem II.1.1] that if E/F ⊂ A is a separable extension
of fields, then there is a canonical affine and continuous embedding from
BTR(ResE/F (AutE(V ), F ) to BT
R(AutF , F ). Using the general fact that if
G is a connected reductive k′-group and k′/k is a separable finite extension
of non-Archimedean local field, then BTR(Resk′/k(G), k
′) = BTR(G, k); we
deduce canonical maps BTR(Gi−1, F ) → BTR(Gi, F ) for 1 ≤ i ≤ d. Re-
call that BTE(G, k) is defined as BTR(G, k) ×X∗(Z(G), F ) ⊗Z R. Because
Z(G0)/Z(G) is anisotropic, X∗(Z(Gi−1), F ) ⊗Z R and X∗(Z(Gi, F ) are iso-
morphic for 1 ≤ i ≤ d. Fix such isomorphisms . They induce continous,
affine and Gi−1(F )-equivariant embeddings
BTE(Gi−1, F )→ BTE(Gi, F ).
In [4, I §7], the authors explain that there are injective maps
{Lattices chains in V } → {Lattices sequences in V } → {Lattices functions in V }.
Let Λ ∈ Latt1(V ). To the class Λ of Λ, Broussous-Lemaire attach a filtration
ar(Λ) of A and a filtration Ur(Λ) of A× = G, they are indexed by R and
R≥0. If Λ comes from a lattices chain L, then the filtration of A of Broussous-
Lemaire is compatible with the filtration, indexed by Z, given by powers of
the radical of the hereditary order associated to L. Let L be an oE-lattices
chain associated to B. We thus get a point in BTE(G0, F ) by the previous
considerations. The rest of the proposition is a consequence of [4][Theorem
II.1.1] and [4][Appendix A].
Let us introduce some characters Φi , 0 ≤ i ≤ s.
Definition 8.4. (Case A) Let 0 ≤ i ≤ s, and let Φi be the smooth complex
character of Gi(F ) defined by Φi := φi ◦ detBβi where φi is the character
introduced in 7.1 ,7.4.
Proposition 8.5. (Case A) The following assertions hold:
(i) For 0 ≤ i ≤ s−1, the character Φi is Gi+1-generic of depth ri relatively
to y.
(ii) The character Φs is of depth rs relatively to y.
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Proof. (i) Let us first prove that Φi is of depth ri relatively to y for
0 ≤ i ≤ s − 1. The restriction Φi |Gi(F )r
i
is equal to the restric-
tion Φi |U−νA(ci)(Bβi)
by proposition 8.3. Let us prove that the two
inclusions
U−νA(ci)(Bβi) ⊂ U
1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1) . . . U
[
−νA(ci−1)
2
]+1(Bβi)
(24)
and
U−νA(ci)(Bβi) ⊂ U
[
−νA(ci)
2
]+1(Bβi+1) . . . U
[
−νA(cs−1)
2
]+1(Bβs) (25)
hold. If i = 0, then the first inclusion is trivial. Assume now that
i > 0. To prove the first inclusion in this case, we remark that the
inequality of integers −νA(ci−1) < −νA(ci) holds. We deduce easily
and successively the inequalities
−νA(ci−1) < −νA(ci)
−νA(ci−1)
2
< −νA(ci)
[
−νA(ci−1)
2
] + 1 ≤ −νA(ci).
So U−νA(ci)(Bβi) ⊂ U
[
−νA(ci−1)
2
]+1(Bβi), and the first equality holds.
To prove the inclusion (25), we remark that the integer −νA(ci) is
strictly bigger than 0. We easily deduce successively that
−νA(ci) >
−νA(ci)
2
−νA(ci) ≥ [
−νA(ci)
2
] + 1.
Thus, because Bβi ⊂ Bβi+1 , we get
U−νA(ci)(Bβi) ⊂ U
[
−νA(ci)
2
]+1(Bβi+1)
and the second inequality follows. The inclusions (24) and (25) together
with 7.4 imply that
Φi |Gi(F )y,ri= φi ◦ det |U−νA(ci)(Bβi )
= θi |U−νA(ci)(Bβi )
=
ψci |U−νA(ci)(Bβi )
.
We know that ψci is trivial on U
−νA(ci)+1(Bβi) and non-trivial on
U−νA(ci)(Bβi). Consequently, because U
−νA(ci)+1(Bβi) = G
i(F )y,ri+
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by 8.3, the character Φi is of depth ri relatively to y. Now we have to
show that Φi is Gi+1-generic of depth ri for 0 ≤ i ≤ s− 1. By defini-
tion, ψci(1 + x) = ψ ◦ TrA/F (cix). We have thus obtained that
Φi |Gi(F )ri:ri+
(1 + x) = ψ ◦ TrA/F (cix) (26)
As explained in Section 3, the characters of gi(F )ri:ri+ ≃
gi(F )ri/g
i(F )ri+ are in bijection via ψ with g
i(F )•ri+/g
i(F )•ri where
gi(F )•ri+ = {x ∈ g
i∗(F ) | x(gi(F )ri+) ⊂ oF } ⊗oF pF = g
i∗(F )−ri
and
gi(F )•ri = {x ∈ g
i∗(F ) | x(gi(F )ri) ⊂ oF } ⊗oF pF = g
i∗(F )(−ri)+
The isomorphism Gi(F )ri:ri+ ≃ g
i(F )ri:ri+ used by Yu [39], is the same
as the one used by Adler in [1] , and it is given in our case by the map
((1 + x) 7→ x). The element X∗ci = (x 7→ TrA/F (cix)) is an element
in Lie∗(Z(Gi))−ri ⊂ g
i∗(F )y,−ri . The equation (26) shows that X
∗
ci re-
alises Φi |Gi(F )ri :ri+. The element ci is minimal relatively to Ei/Ei+1 by
Proposition 7.2. So X∗ci is G
i+1-generic of depth −ord(ci) by Theorem
6.8. Thus, Φi is Gi+1-generic of depth ri.
(ii) Let us show that Φs is of depth rs relatively to y. This is
easier than (i). By 8.3, we have G(F )y,rs = U
−νA(cs)(Bβs) and
G(F )y,rs+ = U
−νA(cs)+1(Bβs).
Thus, by using 7.1, we get
Φs |G(F )y,rs= φs ◦ det |U−νA(cs)(Bβs)
= θs |U−νA(cs)(Bβs)
= ψcs .
The character ψcs is trivial on G(F )y,rs+ = U
−νA(cs)+1(Bβs) and non-
trivial on G(F )y,rs = U
−νA(cs)(Bβs). This ends the proof of (ii)
8.1.2 The characters Φi in (Case B)
We have already introduced a sequence of fields
E0 ) E1 ) . . . ) Ei ) . . . ) Es.
Recall that in this case d = s+ 1 and Ed = F by definition. For each i, the
field Ei is contained in the algebra A = EndF (V ); that is, V is an Ei-vector
space. For 0 ≤ i ≤ d, put Gi = ResEi/FAutEi(V ). Let
−→
G be the sequence
G0 ⊂ G1 ⊂ . . . ⊂ Gd.
Proposition 8.6. (Case B) The sequence
−→
G is a tamely ramified twisted
Levi sequence in G.
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Proof. The (Case A) proof adapts to (Case B) without change.
We now introduce some real numbers ri for 0 ≤ i ≤ d. Put ri := −ord(ci)
for 0 ≤ i ≤ s. Put rd = rs. Put also
−→r = (r0, r1, . . . , ri, . . . , rs, rd).
Proposition 8.7. (Case B) For 0 ≤ i ≤ s, the real number ri satisfies the
formula
ri =
−νA(ci)
e(A|oF )
.
Proof. The (Case A) proof adapts to (Case B) without change.
Proposition 8.8. (Case B) There exists a point y in BTE(G0, F ) such that
the following properties hold:
(I) The following equalities hold.
(i) U0(Bβ0) = G
0(F )y,0
(ii) U1(Bβ0) = G
0(F )y,0+
(iii) Qβ0 = g
0(F )y,0+
(iv) Bβ0 = g
0(F )y,0
(v) F [β]×U0(Bβ0) = G
0(F )[y]
(II) There exist continuous, affine and Gi−1(F )-equivariant maps
ιi : BT
E(Gi−1, F ) 
 ιi
// BTE(Gi, F ) for 1 ≤ i ≤ s, such that,
denoting ιi the composition ιi ◦ ιιi−1 ◦ . . . ◦ ι1, the following equalities
hold:
(i) U [
−νA(ci−1)
2
]+1(Bβi) = G
i(F )
ιi(y),
ri−1
2
+
(ii) U [
−νA(ci−1)+1
2
](Bβi) = G
i(F )
ιi(y),
ri−1
2
(iii) U−νA(ci−1)+1(Bβi) = G
i(F )ιi(y),ri−1+
(iv) U−νA(ci−1)(Bβi) = G
i(F )ιi(y),ri−1
(v) Q
[
−νA(ci−1)
2
]+1
βi
= gi(F )
ιi(y),
ri−1
2
+
(vi) Q
[
−νA(ci−1)+1
2
]
βi
= gi(F )
ιi(y),
ri−1
2
(vii) Q−νA(ci−1)+1βi = g
i(F )ιi(y),ri−1+
(viii) Q−νA(ci−1)βi = g
i(F )ιi(y),ri−1 and moreover,
(ix) U−νA(ci)(Bβi) = G
i(F )ιi(y),ri
(x) U−νA(ci)+1(Bβi) = G
i(F )ιi(y),ri+
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(III) There exists a continuous, affine and Gs(F )-equivariant map
ιd : BT
E(Gs, F ) 
 ιi
// BTE(Gd, F ) such that, denoting ιd the
composition ιd ◦ ιιd ◦ . . . ◦ ι1, the following equalities hold:
(i) U [
−νA(cs)
2
]+1(A) = Gd(F )ιi(y), rs
2
+
(ii) U [
−νA(cs)+1
2
](A) = Gd(F )ιi(y), rs
2
(iii) U−νA(cs)+1(A) = Gd(F )ιi(y),rs+
(iv) U−νA(cs)(A) = Gd(F )ιi(y),rs
(v) P[
−νA(cs)
2
]+1 = gd(F )ιi(y), rs
2
+
(vi) P[
−νA(cs)+1
2
] = gd(F )ιi(y), rs
2
(vii) P−νA(cs)+1 = gd(F )ιi(y),rs+
(viii) P−νA(cs) = gd(F )ιi(y),rs
In the rest of this paper, we identify ιi(y) and y.
Proof. The (Case A) proof adapts to (Case B) without change for (I) and
(II), the proof of (II) adapts to (III) without effort.
Let us introduce certain characters Φi , 0 ≤ i ≤ d.
Definition 8.9. (Case B) Let 0 ≤ i ≤ s, and let Φi be the smooth complex
character of Gi(F ) defined by Φi := φi ◦ detBβi , where φi is the character
introduced in 7.1, 7.6. Let also Φd be the trivial character 1 of Gd(F ).
Proposition 8.10. (Case B) For 0 ≤ i ≤ s, the character Φi is Gi+1-
generic of depth ri.
Proof. The (Case A) proof adapts to (Case B) without change.
8.2 The characters Φˆi
In both (Case A) and (Case B), we have obtained part of a Yu datum
(
−→
G, y, r,
−→
Φ). To (
−→
G, y, r,
−→
Φ) is attached by Yu various objects. In the rest
of this section, we show that the characters Φˆi (see section 3) are equal to
the factors θi of θ.
Proposition 8.11. In both (Case A) and (Case B), let
Kd+ = K
d
+(
−→
G, y, r,
−→
Φ) be the group attached to (
−→
G, y, r,
−→
Φ) (see section 3).
Then H1(β,A) = Kd+.
Proof. (Case A) By proposition 7.3, we have the equality
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H1(β,A) = U1(Bβ0)U
[
−νA(c0)
2
]+1(Bβ1 ) . . . U
[
−νA(ci−1)
2
]+1(Bβi) . . . U
[
−νA(cs−1)
2
]+1(Bβs).
By definition of Kd+(
−→
G, y, r,
−→
φ ), and because of d = s, we have the equality
Kd+(
−→
G, y, r,
−→
φ ) = G0(F )y,0+G
1(F )y,s0+ · · ·G
i(F )y,si−1+ . . . G
s(F )y,ss−1+.
The required statement is now a formal consequence of 8.3.
(Case B) By proposition 7.5, we have the equality
H1(β,A) = U1(Bβ0 )U
[
−νA(c0)
2
]+1
(Bβ1 ) . . . U
[
−νA(ci−1)
2
]+1
(Bβi
) . . . U
[
−νA(cs−1)
2
]+1
(Bβs)U
[
−νA(cs)
2
]+1
(A).
By definition of Kd+(
−→
G, y, r,
−→
φ ), and because of d = s + 1, we have the
equality
Kd+(
−→
G, y, r,
−→
φ ) = G0(F )y,0+G1(F )y,s0+ · · ·G
i(F )y,si−1 . . . G
s(F )y,ss−1+G
d(F )y,ss+.
The required statement is now a formal consequence of 8.8.
Proposition 8.12. In both (Case A) and (Case B), let 0 ≤ i ≤ d and let
Φˆi be the character attached to Φi (see Section 3). Then
(i) Φˆi = θi for 0 ≤ i ≤ s
(ii)
d∏
i=0
Φˆi = θ
Proof. Recall that Φˆi is defined in [39, Section 4] and also in Section 3 of
this text. To prove (i), we need first to study the decomposition g = gi⊕ ni.
In our situation, where G = AutF (V ), the Lie algebra g is EndF (V ) and the
Lie algebra of Gi denoted gi is EndF [βi](V ). The space g
i is characterised
by the fact that it is the maximal subspace of g, such that the adjoint action
of the center Z(Gi(F )) of Gi(F ) is trivial. By definition, ni is the sum of
the other isotypic spaces for the adjoint action of T i(F ) on g. This implies
that there is an integer Ri, such that each n ∈ ni is a finite sum
n =
Ri∑
k=0
nk
such that for each 0 ≤ k ≤ Ri, there is an element tk ∈ Z(Gi(F )) and λk 6= 1,
such that adtk(nk) = λknk. We are now able to prove (i) of the proposition
8.12. If x ∈ g, then let x = πgi(x) + πni(x) denote the decomposition of x
relatively to the decomposition g = gi⊕ni. Let 0 ≤ i ≤ s. By definition (see
Section 3) Φˆi is the character of Kd+ defined by
• Φˆi |Gi(F )∩Kd+
= Φi |Gi(F )∩Kd+
• Φˆi |G(F )y,si+∩K
d
+
(1 + x) = Φi(1 + πgi(x)).
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Let us verify that it is equal to the character θi defined in proposition 7.1.
First, note that the group Kd+ is equal to the group H
1(β,A) by Proposition
8.11, and so it makes sense to compare Φˆi and θi. The group Gi(F )∩Kd+ is
equal to Bβi ∩H
1(β,A). Thus, the definitions of θi given in proposition 7.1
shows that
Φˆi |Gi(F )∩Kd+
= Φi |Gi(F )∩Kd+
= φi ◦ detBβi |Gi(F )∩Kd+
= θi |Gi(F )∩Kd+
. (27)
It is enough to show that Φˆi |G(F )y,si+∩Kd+
is equal to θi |G(F )y,si+∩Kd+
. The
group G(F )y,si+ is equal to U
[
−νA(ci)
2
]+1(A). Consequently,
Φˆi |G(F )y,si+∩K
d
+
(1 + x) = Φi |G(F )y,si+∩K
d
+
(1 + πgi(x))
(Because 1 + pi
gi
(x) ∈ G
i
(F )) = Φi |G(F )y,si+∩K
d
+∩G
i(F ) (1 + πgi(x))
(By eq. (27) and equality of groups) = θi |
H1(β,A)∩Bβi∩U
[
−νA(ci)
2 ]+1(A)
(1 + πgi(x))
(By def. of θ
i
on H
1
(β,A) ∩ U
[
−νA(ci)
2
]+1
) = ψ ◦TrA/F (ciπgi(x)).
Let us now compute TrA/F (ciπgi(x)). We have the equalities
Tr(cix) = Tr(ci(πgi(x) + πni(x))) = Tr(ciπgi(x)) + Tr(ciπni(x)).
Let us compute Tr(ciπni(x)). Because πni(x) ∈ n
i, there is an integer Ri
such that πni(x) is a finite sum
πni(x) =
Ri∑
k=0
nk
such that for each 0 ≤ k ≤ Ri, there is an element tk ∈ Z(Gi(F )) and λk 6= 1
such that adtk(nk) = λknk. We have
Tr(ciπni(x)) = Tr(ci
Ri∑
k=0
nk) =
Ri∑
k=0
Tr(cink).
Fix 0 ≤ k ≤ Ri. The element tk commutes with ci. Consequently, tcinkt−1 =
citnkt
−1 = ciλnk. So
Tr(cink) = Tr(tcinkt
−1) = λTr(cink)
This implies that
Tr(cink) = 0,
and so
Tr(ciπni(x)) = 0.
Thus, the equality
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TrA/F (ciπgi(x)) = TrA/F (cix)
holds. Consequently,
Φˆi |G(F )y,si+∩K
d
+
(1 + x) = ψ ◦TrA/F (cix) = ψci = θ
i |G(F )y,si+∩K
d
+
,
as required. This concludes the proof of (i) of Proposition 8.12. The proof
of (ii) is now easy because θ =
s∏
i=0
θi and also because in (Case A), d = s,
and in (Case B), d = s+ 1 and Φˆd = 1. This ends the proof of Proposition
8.12.
9 Extensions and main theorem for the direction:
From Bushnell-Kutzko’s construction to Yu’s con-
struction
In this section, we keep the notations of Sections 7 and 8. In particular, we
have fixed a tame simple stratum [A, n, r, β] and a chosen defining sequence
{[A, n, ri, βi] , 0 ≤ i ≤ s}, such that F [βi+1] ( F [βi] for all 0 ≤ i ≤ s − 1.
We have also fixed a simple character θ ∈ C(A, 0, β). We have distinguished
two cases: in the first , (Case A) occurs when βs ∈ F . In this case, we have
put d = s. In the second case, (Case B), we have put d = s + 1. In both
case, we have introduced part of a Yu datum (
−→
G, y, r,
−→
Φ). We have also
proved some results relative to these objects. In this section, we are going
to show that the representation ◦λ(
−→
G, y, r,
−→
Φ) is a β-extension of θ. Then,
given a cuspidal representation σ of U0(Bβ0)/U
1(Bβ0) and Λ an extension
to E×J0(β,A) of κ ⊗ σ, we are going to show that there exists ρ such that
Λ = ρd(
−→
G, y, r,
−→
Φ, ρ).
Proposition 9.1. In both (Case A) and (Case B), the group
◦Kd(
−→
G, y, r,
−→
Φ) is equal to J0(β,A).
Proof. This proposition is similar to Proposition 8.11, and the proof of it
adapts trivially.
Proposition 9.2. In both (Case A) and (Case B), the representation
◦λ(
−→
G, y, r,
−→
Φ)
of ◦Kd is a β-extension of θ.
Proof. Let us verify that ◦λ =◦ λ(
−→
G, y, r,
−→
Φ) satisfies the criterion given in
Proposition 2.22.
65
(a) The representation ◦λ is equal to ◦κ0 ⊗ . . . ⊗ ◦κd (see section 3). By
construction of κi, 0 ≤ i ≤ d, the representation ◦κi contains Φˆi (see [21,
3.27]). Consequently ◦λ contains Φˆ0 ⊗ . . .⊗ Φˆd. Thus ◦λ contains θ by
8.12.
(b) Again, ◦λ =◦ κ0 ⊗ . . . ⊗◦ κd. Thus, it is enough to show that G0(F ) is
contained in IG(F )(
◦κi) for 0 ≤ i ≤ d. Theorem 14.2 of [39], which is
satisfied here, implies that G0(F ) is contained in IG(F )(Φi
′ |◦Ki). How-
ever, ◦κi is an inflation of Φi′ |◦Ki (see definition 3.22). Consequently
IG(F )(Φi
′ |◦Ki) ⊂ IG(F (
◦κi). Consequently, G0(F ) ⊂ IG(F )(
◦κi) as re-
quired.
(c) The representation ◦λ is equal to ◦κ0 ⊗ . . . ⊗ ◦κi ⊗ . . . ⊗ ◦κd.
For 0 ≤ i ≤ d− 1 the dimension of ◦κi is [J i+1 : J
i+1
+ ]
1
2 .
The representation ◦κd is one-dimensional, so it is enough
to show that
d∏
i=1
[J i+1 : J i+1+ ] = [J
1(β,A) : H1(β,A)]. The
group J1(β,A) is equal to G0(F )y,0+G1(F )y,s0 . . . G
d(F )y,sd−1 ,
thus this is also equal to G0(F )y,0+J1 . . . Jd. The group
H1(β,A) is equal to G0(F )y,0+G1(F )y,s0+ . . . G
d(F )y,sd−1+,
thus this is also equal to G0(F )y,0+J1+ . . . J
d
+. Because
G0(F )y,0+J
1 . . . Jd/G0(F )y,0+J
1
+ . . . J
d
+ ≃ J
1 . . . Jd/J1+ . . . J
d
+ it is
enough to show that
d∏
i=1
[J i : J i+] = [J
1 . . . Jd : J1+ . . . J
d
+]. Let us
prove this by induction on d. If d = 1, this is trivial. Let us
assume that this is true for d − 1. It is now enough to show that
[Jd : Jd+] =
[J1...Jd:J1+...J
d
+]
[J1...Jd−1:J1+...J
d−1
+ ]
.
The following fact will be useful.
Fact: Let G′ ⊂ G be groups and let H be a normal subgroup of G. Let
ι be the injective morphism of group G′/(G′ ∩ H) →֒ G/H. As G-set,
G/HG′ and (G/H)/ι(G′/(G′ ∩H)) are isomorphic.
Because J1+ . . . J
d
+ is a normal subgroup of J
1 . . . Jd, we can ap-
ply the previous fact to G = J1 . . . Jd, G′ = J1 . . . Jd−1 ,
H = J1+ . . . J
d
+. Using the fact that H ∩ G
′ = J1+ . . . J
d−1
+ ,
we deduce that, as J1 . . . Jd-sets, J1 . . . Jd/J1 . . . Jd−1Jd+ and
(J1 . . . Jd/J1+ . . . J
d
+)/ι(J
1 . . . Jd−1/J1+ . . . J
d−1
+ ) are isomorphic. Let X
be this J1 . . . Jd-set. The set X is a fortiori a Jd-set. The group Jd
acts transitively on X = J1 . . . Jd/J1 . . . Jd−1Jd+, and the stabiliser of
(J1 . . . Jd−1Jd+) ∈ J
1 . . . Jd/J1 . . . Jd−1Jd+ is J
1 . . . Jd−1Jd+ ∩ J
d. The
group J1 . . . Jd−1Jd+ ∩ J
d is equal to Jd+. Consequently,
[Jd : Jd+] = #(X) =
[J1...Jd:J1+...J
d
+]
[J1...Jd−1:J1+...J
d−1
+ ]
,
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as required. This ends the proof of the proposition.
The following theorem is the outcome of Sections 7 and 8. It shows that
given a Bushnell-Kutzko datum, there exists a Yu datum (
−→
G, y, r,
−→
Φ , ρ), such
that Λ = ρd(
−→
G, y, r,
−→
Φ, ρ). The objects (
−→
G, y, r,
−→
Φ, ρ) are given explicitly in
terms of the Bushnell-Kutzko datum.
Theorem 9.3. Let V be an N -dimensional F -vector space. Let A denote
EndF (V ) and let G denote A× ≃ GLN (F ). The following assertions hold.
(I) Let ([A, n, r, β], θ, σ, κ,Λ) be a tame Bushnell-Kutzko datum of type (a)
in A. Let {[A, n, r, βi], 0 ≤ i ≤ s} be a defining sequence such that
F [βi] ( F [βi+1] for 0 ≤ i ≤ s− 1, as in Section 7.
• (Case A) If βs is in F , put d = s, and Gi = ResF [βi]/FAutF [βi](V )
for 0 ≤ i ≤ s. Put
−→
G = (G0, . . . , Gs). Choose a factorisation
θ =
s∏
i=0
θi as in Theorem 7.1, Corollary 7.4. Let Φi , 0 ≤ i ≤ s, be
the associated characters as in Definition 8.4. Put
−→
Φ = (Φ0, . . . ,Φs).
Let y ∈ BTE(G0, F ) and −→r as in Proposition 8.2. Then, there exists
a representation ρ of G0[y] such that (
−→
G, y,−→r ,
−→
Φ, ρ) is a Yu datum and
ρd(
−→
G, y,−→r ,
−→
Φ, ρ) is isomorphic to Λ (see section 3).
• (Case B) If βs 6∈ F , put d = s+1, and Gi = ResF [βi]/FAutF [βi](V )
for 0 ≤ i ≤ s. Put also Gd = AutF (V ). Put
−→
G = (G0, . . . , Gs, Gd).
Choose a factorisation θ =
s∏
i=0
θi as in 7.1, 7.6. Let Φi, 0 ≤ i ≤ s
be the associated characters and let Φd be the trivial character as in
8.9. Put
−→
Φ = (Φ0, . . . ,Φs,Φd). Let y ∈ BT e(G0, F ) and
−→r as in
Proposition 8.7. Then, there exists a representation ρ of G0[y] such that
(
−→
G, y,−→r ,
−→
Φ, ρ) is a Yu datum and ρd(
−→
G, y,−→r ,
−→
Φ, ρ) is isomorphic to
Λ (see Section 3).
(II) Let (A, σ,Λ) be a Bushnell-Kutzko datum of type (b). Put d = 0,
G0 = AutF (V ) and
−→
G = (G0). Put r0 = 0 and
−→
r = (r0). Let
y ∈ BT e(G0, F ) such that A× = G0(F )y. Put Φ0 = 1 and
−→
Φ = (Φ0).
Let ρ be Λ. Then (
−→
G, y,−→r ,
−→
Φ , ρ) is a Yu datum and ρd(
−→
G, y,−→r ,
−→
Φ, ρ)
is isomorphic to Λ.
Proof. (I) As usual, put E = F [β]. Let ρ′ be an arbitrary extension of σ to
G0(F )[y]. Then, the compact induction of ρ
′ to G0(F ) is irreducible
and supercuspidal and so (
−→
G, y,−→r ,
−→
Φ, ρ′) is a Yu datum. We are
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going to show that there exists a character χ of G0(F )[y] such that
(
−→
G, y,−→r ,
−→
Φ, ρ′ ⊗ χ) is a Yu datum such that ρd(
−→
G, y,−→r ,
−→
Φ, ρ⊗ χ) is
isomorphic to Λ. The representation ◦λ(
−→
G, y,−→r ,
−→
Φ) is a β-extension
of θ by Proposition 9.2. Consequently, by 2.22, there exists a character
ξ′ : U0(Bβ0)/U
1(Bβ1) ≃ J
0(β,A)/J1(β,A)→ C×
of the form α′ ◦ det with α′ : U0(oE)/U1(oE)→ C× and such that κ
is isomorphic to ◦λ⊗ ξ′. Let χ′ be an extension of ξ′ to E×U0(Bβ0) =
G0(F )[y]. The compact induction of ρ
′⊗χ′ to G0(F ) is irreducible and
supercuspidal, and so (
−→
G, y,−→r ,
−→
Φ, ρ′⊗χ′) is a Yu datum. The repre-
sentation ◦ρd(
−→
G, y,−→r ,
−→
Φ , ρ′⊗χ′) is equal to σ⊗ ξ′⊗◦ λ(
−→
G, y,−→r ,
−→
Φ).
Thus, it is isomorphic to σ⊗ κ. Consequently, ρd(
−→
G, y,−→r ,
−→
Φ, ρ′⊗χ′)
and Λ are two extensions of σ ⊗ κ. This implies that there exists a
character
χ′′ : E×J0(β,A)→ E×J0(β,A)/J0(β,A) ≃ G0(F )[y]/G
0(F )y → C
×,
such that ρd(
−→
G, y,−→r ,
−→
Φ, ρ′ ⊗ χ′) ⊗ χ′′ is isomorphic to Λ. Seeing χ′′
as a character of G0(F )[y], the compact induction of the represen-
tation ρ′ ⊗ χ′ ⊗ χ′′ to G0(F ) is irreducible and supercuspidal, and
ρd(
−→
G, y,−→r ,
−→
Φ, ρ′ ⊗ χ′) ⊗ χ′′ is isomorphic to Λ. The assertion (I)
follows, putting ρ = ρ′ ⊗ χ′ ⊗ χ′′.
(II) In this case, the representation ρd is ρ, and there is nothing to prove.
Remark 9.4. In this remark, we briefly explain the relationship between
(Case A) and (Case B). Previously, we have treated separately both cases.
Of course, (Case A) and (Case B) have no fundamental difference. Here, we
explain that it is possible to reduce one to the other: (Case A) is (Case B)
tensored by a character in the following sense. Let [A, n, 0, β] be a tame
simple stratum and let [A, n, ri, βi], 0 ≤ i ≤ s be a defining sequence such
that βs ∈ F , so that it is (Case A). By [16, Appendix, Lemma], one
sees that [A, n1, 0, β − βs] is a simple stratum (n1 = −νA(β − βs) and that
[A, n1, ri, βi − βs], 0 ≤ i ≤ s − 1 is a defining sequence of it such that
βs−1 − βs is not contained in F , so that now (Case B) appears. Using
the stratum [A, n1, 0, β − βs] and the defining sequence [A, n1, ri, βi − βs],
0 ≤ i ≤ s− 1, by (Case B), one can attach the integer d = s(= (s− 1) + 1)
and a tamely ramified twisted Levi sequence
−→
G . By [16, Appendix, Lemma],
we have C(A, 0, β−βs) = C(A, 0, β).χ◦det where χ is a certain character. So
a character of C(A, 0, β) gives a character of C(A, 0, β −βs) that we can fac-
torise using (Case B), so we can define characters Φ0, . . . ,Φs−1 and χ ◦ det
gives a character Φd. Consequently, one sees that (Case A) is (Case B)
tensored by a character.
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10 Reversing arguments: from Yu’s construction to
Bushnell-Kutzko’s construction
Let V be a finite dimensional F -vector space and G be the connected re-
ductive F -group scheme AutF (V ). Recall that we have fixed a uniformiser
πF and an additive character ψ of F with conductor pF . In this section,
we start with a Yu datum (
−→
G, y,
−→
R, ρ,
−→
Φ) in G, and associate step-by-step
and «explicitly» a Bushnell-Kutzko datum ([A, n, 0, β], θ, κ, σ,Λ) such that
ρd(
−→
G, y,
−→
R, ρ,
−→
Φ) = Λ. Many steps are remarks that the arguments previ-
ously explained in this paper for the direction BK −→ Y U can be reversed.
We give the details for the other steps.
Using a similar argument as in Remark 9.4, we reduce to the case Φd = 1.
We also assume that d > 0 because the case d = 0 presents no difficulty and
should be treated separately. So let us fix a Yu datum (
−→
G, y,
−→
R, ρ,
−→
Φ) such
that d > 0 and Φd = 1. Because
−→
G = (G0, . . . , Gd) is an anisotropic tamely
ramified twisted Levi sequence, there exists a tower of tamely ramified fields
extensions (included in EndF (V )) E0 ⊃ · · · ⊃ Ed = F such that Gi =
ResEi/FAutEi(V ). Using Broussous-Lemaire, the point y in the building of
G0 gives us oEi-hereditary orders Bi in Bi := EndEi(V ) for 0 ≤ i ≤ d. We
notably have Bj ∩ EndEi(V ) = Bi if 0 ≤ i ≤ j ≤ d. We denote Bd by
A. We set s = d − 1. Because the extensions Ei/F are tamely ramified for
0 ≤ i ≤ s, ψEi := ψ ◦ TrEi/F is a character of Ei with conductor pEi (see
[15, 1.3.8 (ii)]). We have the following proposition:
Proposition 10.1. For 0 ≤ i ≤ s, the following assertions hold:
1. There exists a unique smooth character φi of E
×
i such that Φi = φi ◦
detBi
2. There exists an element ci ∈ Ei, which is minimal relatively to the
field extension Ei/Ei+1 and such that the following (non-independent)
assertions hold
(a) φi |
U [
−νEi
(ci)
2 ]+1(oEi )
(1 + x) = ψEi(cix)
(b) Φi |
U [
−νA(ci)
2 ]+1(Bi)
(1 + x) = ψEi(ci(detBi/Ei(1 + x)− 1))
(c) Φi |
U [
−νA(ci)
2 ]+1(Bi)
(1 + x) = ψEi ◦TrBi/Ei(cix)
(d) Φi |
U [
−νA(ci)
2 ]+1(Bi)
(1 + x) = ψ ◦TrA/F (cix)
(e) ord(ci) = −Ri .
Proof. We need the following Lemma.
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Lemma 10.2. Let K be a non-Archimedean local field and ψK be an additive
character of K with conductor pK. Let AK be a hereditary order in A :=
EndK(V), where V is a finite dimensional vector space over K. Let c be an
element in K ∩P−nK where n = −νAK(c). Then
1. n is divisible by e(AK, oK), and n = e(AK, oK)n0 where n0 = −νK(c)
2. detA/K(U
[n
2
]+1(AK)) = U
[
n0
2
]+1(oK)
3. ψK ◦TrA/K(cx) = ψK(c(detA/K(1 + x)− 1)) ∀ 1 + x ∈ U
[n
2
]+1(AK).
Proof. The first assertion is a direct consequence of Lemma 2.1. The second
assertion is [15, last line of page 126]. The third assertion is the formula [15,
line 33 page 98] with E = K. Moreover, as in [15, page 129] we suggest the
reader to see [7] for detailed computations in this area.
Let us prove the proposition. The first assertion is well known: a char-
acter of GLEi(V )(= AutEi(V )) factors through GLEi(V )/SLEi(V ) since
SLEi(V ) is the derived group of GLEi(V ). Now, detBi provides an isomor-
phism GLEi(V )/SLEi(V )
detBi
≃ E×i . The character φi is the composition
E×i
detBi
≃ GLEi(V )/SLEi(V )
Φi→ C×. Let us now prove the second assertion.
Consider the character φi of the first assertion. There exists n0 such that
φi |Un0+1(oEi )
= 1 and φi |Un0 (oEi ) 6= 1. Using the well-known fact (see [15,
page 22]) that the characters of U [
n0
2
]+1(oEi)/U
n0+1(oEi) are in bijection
with p−n0Ei /p
−[
n0
2
]
Ei
, there exists an element ci ∈ Ei such that νEi(ci) = −n0
and such that φi |
U [
n0
2 ]+1(oEi )
(1 + x) = ψEi(cix). So we found ci, such that
the first identity holds. Now Lemma 10.2 (taking K = Ei, c = ci, AK = Bi)
shows that
detBi/Ei(U
[
−νA(ci)
2
]+1(Bi)) ⊂ U
[
n0
2
]+1(oEi),
and that the equalities
Φi |
U [
−νA(ci)
2 ]+1(Bi)
(1 + x) = φi ◦ detBi(1 + x)
= ψEi(ci(detBi/Ei(1 + x)− 1))
= ψEi ◦ TrBi/Ei(cix)
= ψ ◦ TrA/F (cix) since ψ ◦ TrA/F |Bi= ψEi ◦ TrBi/Ei
hold. So it is enough to prove that ci is minimal relatively to Ei/Ei+1.
Let us do it. The character Φi is Gi+1-generic of depth Ri. By definition of
depth and the relation between y and Bi (Broussous-Lemaire [4]), we have
Gi(F )y,Ri = U
−νA(ci)(Bi) and Gi(F )y,Ri+ = U
−νA(ci)+1(Bi). So we have
Φi |Gi(F )y,Ri:Ri+
(1 + x) = ψ ◦TrA/F (cix),
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and so Φi |Gi(F )y,Ri:Ri+ is realised by the element X
∗
ci : x 7→ TrA/F (cix) ∈
Lie∗(Z(Gi))−Ri in the sense of [39, §5 §9]. Moreover, because of Φi is generic
of depth Ri, Φi |Gi(F )y,Ri:Ri+ is also realised by an element X
∗ which is Gi+1-
generic of depth Ri. Let us show that this implies that the element X∗ci ∈
Lie∗(Z(Gi))−Ri is G
i+1-generic of depth Ri. The elements X∗ and X∗ci both
realise Φi |Gi(F )y,Ri:Ri+ , so they are equal modulo g
i(F )•y,Ri = g
i∗(F )y,(−Ri)+.
So we have X∗ci − X
∗ ∈ gi
∗
(F )y,(−Ri)+ ∩ Lie
∗(Z(Gi))y,−Ri . Thus, Y
∗ :=
X∗ci −X
∗ ∈ Lie∗(Z(Gi))y,(−Ri)+ ⊂
4Lie∗(Z(Gi)). So there exists γ in Ei such
that Y ∗ = (x 7→ γx) with ord(γ) > −Ri. Now ord(Y ∗(Ha)) > −Ri for all
a ∈ 5Φ(Gi+1, T, F )\Φ(Gi, T, F ), by the explicit formula given by Proposition
6.7. So for all a ∈ Φ(Gi+1, T, F ) \ Φ(Gi, T, F ), ord(X∗ci(Ha)) = −Ri, and
thus X∗ci is a generic element of depth Ri, in particular ord(ci) = −Ri. So
by Theorem 6.8, ci is minimal relatively to the extension Ei/Ei+1.
Fix such elements ci for 0 ≤ i ≤ s. Put
βs = cs
βs−1 = cs−1 + cs
...
βi =
s∑
k=i
ci for s ≥ i ≥ 0
...
β0 = c0 + c1 + . . .+ cs,
so that βi − βi+1 = ci for 0 ≤ i ≤ s − 1. Put also r0 = 0 and for 1 ≤ i ≤ d
put ri = −νA(ci−1). Finally, put β = β0, E = E0 and n = rd.
Proposition 10.3. The following assertions hold:
1. For 0 ≤ i ≤ s, [A, n, ri, βi] is a simple stratum in A = EndF (V ),
moreover k0(βi,A) = −ri+1.
2. The sequence ([A, n, ri, βi], 0 ≤ i ≤ s) is a defining sequence of the
simple stratum [A, n, 0, β].
Proof. 1. Let us prove this by decreasing induction on i, «s» being
the first step. Before starting let us note that because the orders
B0, . . . ,Bi, . . . ,Bd come from a point y in the building of G0 =
AutE(V ), we have E
× ⊂ K(Bj) for all 0 ≤ j ≤ d. Let us start. By
Proposition 10.1, cs = βs is minimal over F . Consequently [A, n, n −
1, βs] is a simple stratum and k0(βs,A) = −n = νA(βs) by 2.5. By
4Lie∗(Z(Gi))
∼
= HomF (Ei, F )
∼
= {X∗γ : Ei → F, x 7→ Tr(γx) | γ ∈ Ei}
5We fix a T
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Lemma 2.1, νA(cj) = ord(cj)e(A, oF ) for all j, so −νA(cs−1) < −νA(cs)
by Proposition 10.1 and axiom of Yu data on real numbers. We de-
duce that rs = −νA(cs−1) < −νA(cs) = n = −k0(βs,A). Conse-
quently, [A, n, rs, βs] is simple. Now assume that [A, n, ri, βi] is simple
and that k0(βi,A) = −ri+1. By Proposition 10.1, ci−1 is minimal
relatively to the field extension Ei−1/Ei and so [Bi, ri, ri − 1, ci−1] is
simple and k0(ci−1,Bi) = −ri. By Proposition 4.2, we obtain that
[A, n, ri − 1, ci−1 + βi] is a simple stratum and that k0(βi−1,A) = −ri.
Because, as before, ri−1 < ri, we deduce that [A, n, ri−1, βi−1] is simple.
This ends the proof of the assertion.
2. Let us check the definition. These stratum are simple: we have 0 =
r0 < . . . < rs < n, for 0 ≤ i ≤ s − 1, we have ri+1 = −k0(βi,A),
and for 0 ≤ i ≤ s − 1, [A, n, ri+1, βi] is equivalent to [A, n, ri+1, βi+1]
because νA(βi − βi+1) = νA(ci) = −ri+1. We have k0(βs,A) = −n.
The derived stratum [Bi, ri, ri−1, ci−1] is simple for 1 ≤ i ≤ s because
ci−1 is minimal relatively to Ei−1/Ei.
The stratum [A, n, 0, β] obtained in the previous proposition is the first
element of the Bushnell-Kutzko datum that we are constructing.
Proposition 10.4. We have the following equalities of groups
H1(β,A) = Kd+(
−→
G, y,
−→
R )
J0(β,A) = ◦Kd(
−→
G, y,
−→
R )
E×J0(β,A) = Kd(
−→
G, y,
−→
R )
Proof. The proof of Propositions 8.11 and 9.1 adapt.
Proposition 10.5. The character θ :=
d∏
i=0
Φˆi of [39, Proposition 4.4] is a
simple character associated to the simple stratum [A, n, 0, β].
Proof. The character Φˆd is equal to 1, so θ =
s∏
i=0
Φˆi. By reversing Propo-
sition 8.12, the character Φˆi is equal to the character θi where θi is the
character defined by
• θi |H1(β,A)∩Bi= φi ◦ detBi
• θi |
H1(β,A)∩U [
−νA(ci)
2 +1](A)
= ψci .
Now by reversing the arguments of Theorem 7.1, we obtain that the character
θ is a simple character associated to the simple stratum [A, n, 0, β].
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Proposition 10.6. The representation κ := ◦λ(
−→
G, y,
−→
R,
−→
Φ) is a β-extension
of θ.
Proof. The Proposition is proved as Proposition 9.2, using Proposition 2.21.
Proposition 10.7. There exists an irreducible cuspidal representation σ
of U0(B0)/U1(B0) and an extension Λ of κ ⊗ σ to E×J0(β,A) such that
Λ = ρd(
−→
G, y,
−→
R, ρ,
−→
Φ).
Proof. It is enough to take σ = ρ |G0(F )y,0=B×0
and Λ = ρd(
−→
G, y,
−→
R, ρ,
−→
Φ)
Let us sum up every thing at this point.
Theorem 10.8. Let (
−→
G, y,
−→
R, ρ,
−→
Φ) be a Yu datum in G = AutF (V ) such
that d > 0 and Φd = 1. Let E0, . . . , Ed be the fields attached to
−→
G as before.
Fix ci a minimal element relatively to Ei/Ei+1 as in Proposition 10.1 for
0 ≤ i ≤ s. Put β =
s∑
k=0
ci and n = −νA(cs)(= −νA(β)). Then [A, n, 0, β]
is a simple stratum and the character6 θ :=
d∏
i=0
Φˆi is a simple character
attached to the stratum [A, n, 0, β]. The representation7 κ := ◦λ(
−→
G, y,
−→
R,
−→
Φ)
is a β-extension of θ. There exists an irreducible cuspidal representation σ
of U0(B0)/U1(B0) and an extension Λ of κ ⊗ σ to E×J0(β,A) such that
Λ = ρd(
−→
G, y,
−→
R, ρ,
−→
Φ).
Proof. This is the content of this section.
Remark 10.9. As we have explained at the beginning, we have reduced to
the case d > 0 , Φd = 1. Let us explain briefly the final statement for other
cases. In the case d ≥ 0, Φd 6= 1, we can proceed similarly as before. We put
s = d and we factorise each Φi and introduce ci as before for 0 ≤ i ≤ d− 1.
Moreover, we factorise Φd = φd ◦ detF and we introduce an element cd ∈ F
using Lemma 10.2. Now we put β =
d∑
k=0
ci and the rest of the statement is
valid. In the case d = 0,Φ0 = 1, we easily attach a type (b) Bushnell-Kutzko
datum.
6of [39, Proposition 4.4]
7see end of Section 3
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11 Consequences and remarks
Let us state a natural corollary of our comparison.
Corollary 11.1. Let V be a finite dimensional F -vector space. Let G be
AutF (V ) /F and G = G(F ) = AutF (V ).
1. Let
TameTypeBK :=

(E×J0,Λ)
∣∣∣∣∣
(E×J0,Λ) is a tame Bushnell-
Kutzko maximal extended simple
type in G as in Definition 2.27


and
GTypeYU :=

(Kd, ρd)
∣∣∣∣∣
(Kd, ρd) is a tame Yu
extended type for G
as in Definition 3.26

 .
The following equality holds
TameTypeBK = GTypeYU,
here (E×J0,Λ) = (Kd, ρd) means E×J0 = Kd and Λ ≃ ρd.
2. Let
TameCarBK :=

θ
∣∣∣∣∣
θ is a tame Bushnell-Kutzko
maximal simple character in G
as in Definition 2.27


and
GCarYU :=

θd
∣∣∣∣∣
θd is a character
constructed by Yu for G
as in Construction 3.4

 .
The following equality holds
TameCarBK = GCarYU.
Of course, our comparison gives many more than equalities of Corollary
11.1: we have explicitly compared all steps of both constructions. .
Proof. 1. This is a direct consequence of Theorem 9.3 , Theorem 10.8 and
Remark 10.9.
2. This is a direct consequence of Proposition 8.12 , Proposition 10.5 and
Remark 10.9
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Remark 11.2. (Terminology) We saw in this article that the irreducible
supercuspidal representations of GLN (F ) associated with the tame simple
strata can also be obtained through Yu’s construction. Reciprocally we have
seen that Yu’s GLN representations can be obtained from tame simple strata
through Bushnell-Kutzko’s construction. Yu called the representations that
he constructed "tame representations." Bushnell-Henniart called the repre-
sentation associated to tame simple strata "essentially tame representations"
(note that we have avoided the word "essentially" in our terminology for re-
lated objects (types, data, characters) in this article), and they show that
these are the representations π such that p does not divide Nt(pi) where t(π) is
the torsion number of π (see [14, Lemma page 495]). So the representations
considered in this article can be called "essentially tame representations" or
"tame representations."
Remark 11.3. Decreasing defining sequences on tame BK-side reflects ax-
ioms of inclusions in Yu’s twisted Levi sequence. This phenomenon is corre-
lated to the fact that tame constructions always factorise(e.g., Howe’s factori-
sation of admissible characters [22] [29], factorisation of tame simple charac-
ters (Section 7 of this article), Yu’s construction as tensor product, Hakim-
Murnaghan’s refactorisation [21], Kaletha’s Howe’s factorisation [23])
Remark 11.4. As we have previously explained at the end of [26], the com-
parison BK ←→ Y U could be extended to other works and constructions.
Works [16] [35], [38], [3], [36], [33] deal with constructions of supercusp-
idal representations in the spirit and language of BK and have the same
global structure. So our comparison should theoretically be adapted following
a similar global organisation. Similar comparisons should also theoretically
be written for [17], [20], [28], on one hand, and [25], on the other hand.
Remark 11.5. (General construction) [27]
1. Let [A, n, 0, β] be a simple stratum. If we remove the assumption that
F [β]/F is tame, then the sequence of fields E0, . . . , Es attached to a
defining sequence is not decreasing for ⊂ in general. It always decreases
for [• : F ].
2. In a certain sense, we have explained that Bushnell-Kutzko and Yu’s
constructions are compatible (they are compatible on their common do-
main of definition). Is there a unified construction s that generalise
both of them ?
3. If one tries to obtain s generalising Yu’s approach, then one has to
remove (among other things) the axiom of inclusions in the twisted Levi
sequence by (1) of this remark and by definition of
−→
G . This implies
that one cannot expect a factorable construction « ρd = ⊗κi », as in
Yu’s work. In others words, if one tries to obtain s by combining [15]
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and Fintzen’s work [19] on Yu’s construction, then one has to expect to
work with a non-increasing (for ⊂) sequence of twisted Levi G0, . . . , Gd.
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