It is important, but challenging, for the forest industry to accurately map roads which are used for timber transport by trucks. In this work, we propose a Dense Dilated Convolutions Merging Network (DDCM-Net) to detect these roads in lidar images. The DDCM-Net can effectively recognize multi-scale and complex shaped roads with similar texture and colors, and also is shown to have superior performance over existing methods. To further improve its ability to accurately infer categories of roads, we propose the use of a joint-task learning strategy that utilizes two auxiliary output branches, i.e, multi-class classification and binary segmentation, joined with the main output of full-class segmentation. This pushes the network towards learning more robust representations that are expected to boost the ultimate performance of the main task. In addition, we introduce an iterative-random-weighting method to automatically weigh the joint losses for auxiliary tasks. This can avoid the difficult and expensive process of tuning the weights of each task's loss by hand. The experiments demonstrate that our proposed jointtask DDCM-Net can achieve better performance with fewer parameters and higher computational efficiency than previous state-of-the-art approaches.
I. INTRODUCTION
Automatic detection and mapping of road networks from remote sensing data has been previously studied extensively, however, most of the works focus on optical data and many algorithms fail to extract roads well in optical images for cases where surrounding objects like water, trees, grass, and buildings occlude the road [1] . In recent years, a large variety of modern approaches to pixel classification and segmentation are based on deep convolutional neural networks (CNN) [2] , [3] , [4] , [5] , [6] , [7] , in particular end-to-end learning with fully convolutional neural networks (FCN) [8] . However, to achieve higher performance, FCN-based methods normally rely on deep multi-scale architectures which typically require a large number of trainable parameters and computation resources.
In this work, we propose a joint-task learning method with a novel network architecture, called the dense dilated convolutions merging network (DDCM-Net), which utilizes multiple dilated convolutions merged with various dilation rates. The proposed network learns with densely linked dilated convolutions and outputs a fusion of all intermediate features during the extraction of multi-scale features. Our experiments demonstrate that the network combined with our joint-task learning strategy achieves robust and accurate results with relatively few parameters and layers. Fig. 1 illustrates an example of roads mapping results on lidar data with the jointtask DDCM-Net. These results will be further discussed in Section III.
II. METHODS
We first briefly revisit dilated convolutions, which are used in DDCM networks. We then present our DDCM architecture with the joint-task learning method and further provide training details.
A. Dilated Convolutions
Dilated convolutions [9] allow us to flexibly adjust the filter's receptive field to capture multi-scale information without increasing the number of parameters. A 2-D dilated convolution operator can be defined as
where, * denotes a convolution operator, g i,j : R mi−1×ni−1×ci−1 → R mi×ni convolves each channel of the input feature map F i ∈ R mi×ni×ci , m and n denote the spatial dimensions and c the number of channels. A 2-D dilated convolution W h,r with a filter h and dilation r ∈ Z + is only nonzero for a multiple of r pixels from the center. In dilated convolution, a kernel k × k is enlarged to k + (k − 1)(r − 1) with the dilation factor r. As a special case, a dilated convolution with dilation rate r = 1 corresponds to a standard convolution.
B. DDCM-Net
Dense Dilated Convolutions Merging Network (DDCM-Net) consists of a number of Dilated CNN-stack (DCs) blocks with a merging module as output. A basic DCs block is composed of a dilated convolution using a stride of 2 to reduce computational cost, followed by PReLU [10] non-linear activation, batch normalization (BN) [11] and bilinear upsampling to scale the output to be the same size as the input. It then stacks the output with its input together to feed to the next layer, which can alleviate loss of context information and problems with vanishing gradients when adding more layers. The final network output is computed by a merging module composed of 1 × 1 filters with BN and PReLU in order to efficiently combine all stacked features generated by intermediate DCs blocks. In practice, densely connected DCs blocks, typically configured with progressively or exponentially increasing dilation factors, enable DDCM networks to have very large receptive fields with just a few layers as well as to capture scale-invariant features by merging multi-scale features properly. Fig. 2 illustrates the basic structure of the DDCM network. Fig. 3 shows the end-to-end pipeline of a joint-task DDCM-Net combined with a tailored ResNet pre-trained on ImageNet [12] for road mapping tasks. We only utilize the first 3 bottleneck layers of ResNet50 and remove the last bottleneck layer and fully connected layers to reduce the number of trainable parameters. For cases when the input data consists of less than three bands, we add a standard convolution with 3×3 kernels followed by BN and PReLU on top of the ResNet in order to compute the remaining bands. We then stack the generated bands with the input image, forming a 3-band input image.
C. Joint-Task with Iterative-Random-Weighting Losses
We apply a 2D cross-entropy loss function with median frequency balancing as defined in [2] as the main task loss (L mce ), a binary cross entropy (BCE) loss (L bce ) and a Lovász-softmax loss [13] (L lovasz ) for the two joint tasks of multi-class classification and binary segmentation separately. In addition, to avoid the difficult and expensive process of tuning weights of the joint-task's losses by hand, we introduce an iterative-random-weighting method to randomly weight the joint-loss for each iteration during a training epoch. The total loss (L total ) will sum the main loss with automatically weighted joint losses. We sample the weights w r1,i and w r2,i uniformly between 0 and 1. The iterative-random-weighting loss can therefore be defined as
where, i ∈ {1, 2, 3, ...} denotes the current training iteration.
D. Optimizer and Multi-Step LR policy
In our work, we choose Adam [14] with AMSGrad [15] as the optimizer for the model. Guided by our empirical results, we utilized multi-step learning rate (LR) schedule method. The multi-Step LR policy drops the learning rate by 0.5 at epochs [5, 15, 25, 65 , 100] with initial LR 0.00012 and iterative weight decay 0.00005. We also set 2 × LR to all bias parameters in contrast to weights parameters.
III. EXPERIMENTS
We first investigate the proposed DDCM-Net (DDCM-R50 model) on the publicly available ISPRS 2D semantic labeling contest datasets [16] , which contains two state-ofthe-art airborne image datasets (Potsdam and Vaihingen). We compare with related published or re-implemented state-ofthe-art methods [17] . We further evaluate the DDCM-R50 model on our own lidar dataset with and without joint-task learning separately, and discuss the results and compare with our previous work [18] as well. Please note that the structure of DDCM-R50 model for ISPRS datasets is just slightly different with the one for lidar dataset which has an extra input layer on top of ResNet50. The extra input layer uses one standard convolution with 3×3 kernels to compute the third band which is then stacked with the original 2-band input forming a 3-band input for the pre-trained ResNet.
A. Lidar Dataset and Metrics
The lidar dataset is composed of 2 very high resolution (19200 × 12800) images that contain 2 bands: an elevation gradient band and a hillshade band [18] . The data is annotated with 4 classes including background, Road1, Road2, and Road3. To evaluate our models, one lidar image was divided into a training and validation dataset and one was used for testing. The performance is measured on the test set by both the F1-score [2] , and the mean Intersection over Union (IoU) [17] .
B. Train and Test Time Augmentation
We randomly sample 5000 image patches (256 × 256) for the ISPRS dataset and 1000 patches (1024 × 1024) for the lidar data respectively in run time from the training images for each training epoch and flip or mirror images for data augmentation. These patches are normalized to [0.0, 1.0]. No mean and standard deviation normalization is used.
We also apply test time augmentation (TTA) with flipping and mirroring during testing period. We use sliding windows (with approximately 60% overlap) on a test image and stitched the results together by averaging the predictions of the overlapping TTA regions to form the whole mapping output. Please note that we use different windows' sizes, (448 × 448) for ISPRS and (1024 × 1024) for Lidar data respectively. Fig. 3 . End-to-end pipeline of the Joint-Task DDCM-Net (JT-DDCM-R50) for roads mapping in lidar images. The encoder of low level features encodes multi-scale contextual information from the initial 2-band lidar images by a DDCM module with 6 different dilation rates [1, 2, 3, 5, 7, 9] . The decoder of high level features decodes highly abstract representations learned from ResNet by 2 DDCM modules with rates [1, 2, 3, 4] and [1] separately. The transformed low-level and high-level feature maps by DDCMs are then fused together to infer pixel-wise full-class probabilities. There are also a multi-class classification output which predicts what types of roads are in the input, and a binary segmentation output which locates all roads. Whereby, we call this design a joint-task learning model. Here, 'p', 'up', 'c', 'avg-p' and 'FC' denote max-pooling, up-sampling, concatenation, adaptive average pooling and fully connected output respectively. ID 2, 4, 6, 8, 10, 12, 14, 16, 20, 22, 24, 27, 29, 31, 33, 35 and 38. Table I and II show our test results of DDCM-R50 on the ISPRS Potsdam RGB images and Vaihingen IRRG images separately. Please note that the mode was evaluated with fullreference boundary ground truths on Potsdam RGB data, and compared to our re-implementation of other popular methods [17] , while for the Vaihingen IRRG data, it was evaluated with eroded boundary ground truths in order to fairly compare with other published methods.
C. Results and Discussions
Our single DDCM-R50 model achieved the highest average IoU score (80.8%) compared to other popular architectures [17] on Potsdam RGB dataset, while using more than 4 times fewer parameters than PSP-ResNet50. Please note that our IoU was eveluated on full reference ground truths. And more, our model only required 4.86 GFLOPs (measured on input size of 3 × 256 × 256), which also outperformed the state of the art models in terms of computational efficiency. On Vaihingen IRRG dataset, our model also obtained the best overall accuracy and F1-score, which is +1.1% higher mF1 than the second best model. Fig. 4 shows a qualitative mapping results on a Vaihingen IRRG test image with our model. Table III presents the road mapping results of the DDCM-R50 and JT-DDCM-R50 models on the lidar test set, respectively. The joint-task model JT-DDCM-R50 obtained average IoU (0.592) and F1-score (0.696), which are 5.6% and 4.6% higher than DDCM-R50 model. Both models achieved an overall accuracy above 99.3%, which is about 2.1% higher than the previous work [18] . Fig. 5 shows a qualitative comparison of the road mapping results. In general, the JT-DDCM-R50, which utilized joint-task strategies, obtained less fragmented mapping than the original DDCM-R50 model without joint-task learning. However, both models tend to easily mis-classify Road2 as Road1. From the ground truth data, we observe that the two types of roads, Road1 and Road2, have highly similar characteristics in both the gradient and hillshade bands. We think that adding more training data of Road2 samples could improve the performance.
IV. CONCLUSIONS
In this paper, we presented a dense dilated convolutions merging (DDCM) network architecture and a joint-task learning structure with a iterative-random-weighting strategy for the joint-loss. By applying dilated convolutions to learn features at varying dilation rates and merging the feature map of each layer with the feature maps from all previous layers, the DDCM-Net architecture can achieve competitive results with much fewer parameters and more computational efficiency than existing architectures. DDCM-Net is easy to implement, train and combine with existing architectures to address a wide range of different problems, and the proposed joint-task learning framework further boosts performance.
