Robust Observability, Control, & Economics of Complex Cyber-Physical Networks by Agarwal, Shaurya
UNLV Theses, Dissertations, Professional Papers, and Capstones
8-1-2015
Robust Observability, Control, & Economics of
Complex Cyber-Physical Networks
Shaurya Agarwal
University of Nevada, Las Vegas, agarwal2@unlv.nevada.edu
Follow this and additional works at: http://digitalscholarship.unlv.edu/thesesdissertations
Part of the Electrical and Computer Engineering Commons, and the Transportation Commons
This Dissertation is brought to you for free and open access by Digital Scholarship@UNLV. It has been accepted for inclusion in UNLV Theses,
Dissertations, Professional Papers, and Capstones by an authorized administrator of Digital Scholarship@UNLV. For more information, please contact
digitalscholarship@unlv.edu.
Repository Citation
Agarwal, Shaurya, "Robust Observability, Control, & Economics of Complex Cyber-Physical Networks" (2015). UNLV Theses,
Dissertations, Professional Papers, and Capstones. 2461.
http://digitalscholarship.unlv.edu/thesesdissertations/2461
ROBUST OBSERVABILITY, CONTROL, & ECONOMICS OF
COMPLEX CYBER-PHYSICAL NETWORKS
by
Shaurya Agarwal
Bachelor of Technology - Electronics & Communication Engineering
Indian Institute of Technology, Guwahati, India
2009
Master of Science - Electrical & Computer Engineering
University of Nevada, Las Vegas
2012
A dissertation submitted in partial fulfillment
of the requirements for the
Doctor of Philosophy in Engineering - Electrical Engineering
Department of Electrical and Computer Engineering
College of Engineering
Graduate College
University of Nevada, Las Vegas
August 2015
ii 
 
  
 
Dissertation Approval 
The Graduate College 
The University of Nevada, Las Vegas 
        
July 8, 2015
This dissertation prepared by  
Shaurya Agarwal 
entitled  
Robust Observability, Control, & Economics of Complex Cyber-Physical Networks 
is approved in partial fulfillment of the requirements for the degree of 
Doctor of Philosophy in Engineering- Electrical Engineering 
Department of Electrical and Computer Engineering 
 
                
Pushkin Kachroo, Ph.D.       Kathryn Hausbeck Korgan, Ph.D. 
Examination Committee Chair     Graduate College Interim Dean 
 
Biswajit Das, Ph.D. 
Examination Committee Member 
        
Yingtao Jiang, Ph.D. 
Examination Committee Member 
 
Ke-Xun Sun, Ph.D. 
Examination Committee Member 
 
Monika Neda, Ph.D. 
Graduate College Faculty Representative 
 
ABSTRACT
Robust Observability, Controllability and Economics of Complex
Cyber-Physical Networks
by
Shaurya Agarwal
〈Dr. Pushkin Kachroo〉, Examination Committee Chair
Professor of Electrical and Computer Engineering Department
University of Nevada, Las Vegas
This dissertation deals with various aspects of cyber-physical system. As an ex-
ample of cyber physical systems, we take transportation networks and solve various
problems, namely: 1) Network Observability Problem, 2) Network Control Problem,
and 3) Network Economics Problem. We have divided the dissertation into three parts
which solve these three problems separately. First part of the dissertation presents a
novel approach for studying the observability problem on a general network topology
of a traffic network. We develop a new framework which investigates observability in
terms of flow information on arcs and the routing information. Second part of the
dissertation presents a feedback control design for a coordinated ramp metering prob-
lem for two consecutive on-ramps. We design a traffic allocation scheme for ramps
based on Godunov’s numerical method and using distributed model. Third part of
the dissertation presents a novel approach to model Vehicle Miles Traveled (VMT)
iii
dynamics and establish a methodology for designing an optimal VMT tax rate. An
Optimal control problem is formulated by designing a cost function which aims to
maximize the generated revenue while keeping the tax rate as low as possible. Using
optimal control theory, a solution is provided to this problem. To the best knowledge
of authors all the three problems have not been solved using the methods proposed
in this dissertation, and hence they are a novel contribution to the field.
iv
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CHAPTER 1
BACKGROUND
1.1 Introduction to Cyber Physical Netowrks
A flow network is a directed graph, where each edge has a maximum capacity.
This is also known as a transportation network or simply network. Vertices in a
network are known as nodes and edges are known as arcs. Some of the example of
networks include:
• Electrical Network
• Communication Network
• Computer Network (internet)
• Social Network
• Transportation Network (roadway network)
Today, as more and more things are getting connected, we are generating more
and more interconnected networks. Our society, is getting increasingly dependent on
highly distributed and large scale networks. Many of these networks pose same kind
of challenges in terms of design and maintenance. Some of the important and desired
features of these networks include
1
• Observability - means that using certain system measurements, it is possible to
determine state of the entire system.
• Controllability - describes the ability to drive a dynamical system from a given
initial state to the desired final state in finite amount of time.
• Resilience or Survivability - is the ability of a network to maintain an acceptable
level of service in the situations involving, faults, natural disasters or targeted
attacks.
• Security - consists of provisions and procedures adopted to prevent any unau-
thorized access, misuse or modification of the network.
• Economics - is a very important aspect for any cyber-physical system. It is a
study of funding requirements and expenditure mechanisms to keep a network
healthy and in running condition.
In this dissertation, we will study each of the above desired features in a general
network topology. In particular we will study these properties for a transportation
network. We will develop techniques to study observability and controllability of
transportation networks and then use them to design resilient and secure networks.
We also study the funding mechanisms for roadway networks and develop new math-
ematical models for VMT and find optimal VMT tax rate.
Although these techniques will be developed by keeping transportation network
in mind, these would be easily generalisable for a wide variety of networks including;
power networks, water distribution networks etc.
2
Figure 1.1: The Big Picture
1.2 Contribution
The dissertation solves three different problems of transportation networks using
novel methodologies. The main contribution of each of the three parts are as follows:
Main contribution in the first part of dissertation is that we develop a new dynamic
network modeling based framework for investigating observability problem on traffic
networks. To the best knowledge of authors, this is the first attempt of addressing
the observability problem using an approach involving traffic dynamics on networks.
Previous studies found in literature, mainly focus on solving observability problem in
the steady state. Hence the approach used in this work is inherently different from
the ones studied previously.
Contribution of second part of the dissertation to the topic of feedback ramp
3
controls is that we use an entropy consistent distributed model to come up with a
control constraint law for regulating the traffic flow at the critical density. Then we
combine this constraint law along with the Godunov based numerical technique to
design an satisfiable allocation scheme, which provides the coordinated control law for
the individual ramps. Combining the distributed model with the Godunov’s scheme
for designing the coordinated feedback control law is completely new, and hence the
control design is a novel contribution to this area.
The original contribution of the third part of the dissertation is the development of
a mathematical framework for VMT tax to address the current gap between generated
and required revenue. The model helps to develop managerial strategies to create and
maintain the fee structure in order to keep up with the cost of maintaining, enhancing,
and developing the transportation infrastructure for the country. The control strategy
can also be designed to integrate with marketing and communication strategies to the
public, as the models clearly show why and how the fees are structured for the system.
1.3 Outline of the Dissertation
The dissertation is divided into three main parts. Each part focuses on a par-
ticular problem of transportation network. First part deals with the observability
problem. We provide with mathematical background, problem formulation, proposed
methodology and simulation results etc as separate chapters inside part-I. Second
part of the dissertation deals with the control design of a network. Again the part is
subdivided into chapters which include literature survey, mathematical background,
4
proposed methodology, results etc. Part-III of the dissertation deals with the devel-
opment of mathematical framework for finding optimal VMT tax rate. This part
is subdivided as chapters into introduction, mathematical background, VMT model,
and estimation of optimal VMT tax rate etc.
5
CHAPTER 2
TRAFFIC FLOW MODELS
2.1 Overview
In this section we review some important macroscopic traffic models and how they
relate to conservation equations. Macroscopic models treat traffic as a continuum and
these are the models of interest to this dissertation. Microscopic models treat each
vehicle or as an individual entity and treat acceleration as the control variable that
depends on inter-vehicular density. Mesoscopic models use kinetic models for traffic
using Boltzmann equation from statistical mechanics.
2.2 Conservation Laws
A conservation law is essentially a partial differential equation of the form
∂ρ
∂t
+
∂f
∂t
= 0, (2.1)
where t represents the time, x represents the space, ρ : R × R → Rm is m
dimensional vector of conserved quantities, and f : Rm → Rm represents the flux of
the conserved quantities.
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2.3 Lighthill-Whitham-Richards Model for Traffic
The macroscopic traffic flow model formulates the relationship among the key
traffic flow parameters such as density, flow etc. The classic LWR (Lighthill-Whitham-
Richards) model was proposed in 1956. It is a one-dimensional macroscopic traffic
model named after the authors in [1] and [2]. The dynamics of traffic flow using this
model is given by equation (13.1),
ρt(t, x) + fx(t, x) = 0, (2.2)
where, ρ is the traffic density and f is the flux. Traffic flux is defined as the product
of traffic density and the traffic speed v , i.e. f = ρv.
There are many models which link traffic density to traffic speed. Some of them
are described next.
2.3.1 Greenshield’s Model
One of them is Greenshield’s model which proposes a linear relationship between
traffic density and traffic speed, [3]. This model is given by equation (13.2),
v(ρ) = vf
(
1−
ρ
ρm
)
, (2.3)
where vf is the free flow speed and ρm is the maximum possible density or jam density.
Free flow speed is the traffic speed when the traffic density is zero. This means that
an unimpeded single vehicle on the highway will have the free flow speed. Traffic jam
7
density is the density at which the traffic speed is zero. In other words, jam density
refers to that density of traffic when vehicles are most tightly packed resulting in zero
speed.
Traffic flow using Greenshield’s model is given by equation (13.3),
f(t) = vfρ(t)
(
1−
ρ(t)
ρm
)
, (2.4)
and the fundamental diagram of traffic flow is shown in figure 2.1.
ρ
ρm
vf
v
ρ
ρm
f
Figure 2.1: Traffic Fundamental Diagram using Greenshield’s Model
8
2.3.2 Greenberg’s Model
This model is given by equation (2.5),
v(ρ) = vf ln(
ρm
ρ
), (2.5)
and the fundamental diagram of traffic flow is shown in figure 2.3.
ρ ρm
v
ρ ρm
f
Figure 2.2: Traffic Fundamental Diagram using Greenberg’s Model
2.3.3 Underwood’s Model
This model is given by equation (2.6),
9
v(ρ) = vf exp(
−ρ
ρm
), (2.6)
and the fundamental diagram of traffic flow is shown in figure 2.3.
ρ
ρm
v
ρ
ρm
f
Figure 2.3: Traffic Fundamental Diagram using Underwood’s Model
2.4 Solutions to Scalar Conservation Laws
In this section, we present generalized and weak solutions for the scalar conserva-
tion laws and then state the initial boundary value problem.
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2.4.1 Generalized Solutions
For a conservation law
ρt + fx(ρ) = 0 (2.7)
with initial condition
ρ(x, 0) = ρ0(x), (2.8)
where ρ0(x) ∈ L1loc(R;R
n), solution in the distributional sense is defined below for a
given smooth vector field f : Rn →Rn, (see [4]).
Definition 1. A measurable locally integrable function ρ(t, x) is a solution in the
distributional sense of the Cauchy problem (2.7) if for every φ ∈ C∞0 (R
+×R)→ Rn
∫∫
R+×R
[ρ(t, x)φt(t, x) + f(ρ(t, x))φx(t, x)] dx dt
+
∫
R
ρ0(x)φ(x, 0) dx = 0 (2.9)
2.4.2 Weak Solutions
A measurable locally integrable function ρ(t, x) is a weak distributional solution of
the Cauchy problem (2.7) if it is a distributional solution in (0, T )×R satisfying (2.8)
and if ρ is continuous as a function from [0, T ] into L1loc. We assume ρ(t, x) = ρ(t, x
+)
and the continuity condition implies
11
lim
t→0
∫
R
|ρ(t, x)− ρ0(x)| dx = 0 (2.10)
2.4.3 Scalar Initial-Boundary Problem
Consider the scalar conservation law given by
ρt + fx = 0, (2.11)
with initial condition
ρ(0, x) = ρ0(x), (2.12)
and boundary conditions
ρ(t, a) = ρa(t) and ρ(t, b) = ρb(t). (2.13)
The boundary conditions cannot be prescribed point-wise, since characteristics
from inside the domain might be traveling to outside at the boundary. In that case,
the data at the boundary influences the local dynamics at the boundary but does not
become equal to the value at the boundary. This is shown in Figure 2.4 where for
some time boundary data on the left can be prescribed when characteristics from the
boundary can be pushed in (see [5]). However when the characteristics are coming
from inside, the boundary data can not be prescribed.
12
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Figure 2.4: Boundary Data
For the traffic density equation, it should satisfy the entropy Kruzkov solution,
[6].
Definition 2 (Kruzkov Solution). The Kruzkov entropy solution is a function ρ :
[0,∞)→ LRloc, such that ∀k > 0, φ > 0 ∈ C
1
c (R
2) with the compact support of φ is in
t > 0, we have
∫∫
[|ρ− k|φt + (f(ρ)− f(k)) sgn(ρ− k)φx]dxdt ≥ 0 (2.14)
and there exists a set E of zero measure on [0, T ], such that for t ∈ [0, T ] − E, the
function ρ(t, x) is defined almost everywhere in R, and for any ball Kr = {|x| ≤ r}
lim
t→0
∫
Kr
|ρ(t, x)− ρ0(x)|dx = 0. (2.15)
It has been shown that entropy solutions such as Kruzkov are equivalent to van-
13
ishing viscosity solutions for hyperbolic conservation laws ([4], [7]).
Vehicular traffic on the highways can be viewed microscopically ([8]), i.e. in terms
of each vehicle, or macroscopically, i.e. in terms of aggregate variables such as traffic
density and flow. The microscopic dynamics of vehicles such as the car-following mod-
els, result in the evolution of macroscopic dynamics ([9]), such as the LWR (Lighthill
Whitham Richards) model ([1], [2]). Macroscopic traffic modeling [10] is very useful
in developing effective controls using ramp metering [11], observability analysis [12],
financial modeling [13] and other useful analysis such as [14] and [15]. Additionally,
researchers have worked on mesoscopic models to evaluate transportation systems for
infrastructure improvements [16]. The inherent interdependence of transportation
systems with other systems such as Economic, Environmental and Social systems
was also studied [17] [18]. Furthermore, the dynamic nature of transportation sys-
tems was analyzed using system dynamics and other modeling approaches [19]. The
outcomes of such studies have helped decision makers to design appropriate control
mechanisms for policy making [16].
14
Part I
NETWORK OBSERVABILITY
15
CHAPTER 3
SUMMARY
This part of the dissertation presents a novel approach for studying the observ-
ability problem on a general network topology of a traffic network. We develop a new
framework which investigates observability in terms of flow information on arcs and
the routing information. We utilize lumped parameter based ODE-model to model
traffic (ρ) dynamics on a network arc and then combine it with the ODE-model of
the routing (π) dynamics, to develop a state space model for the network dynam-
ics. We then linearize it about the steady state flows and calculate the observability
matrix of the state dynamics and apply the rank condition test on it. Some of the
problems addressed in the dissertation include; identification of essential and redun-
dant measurements in the context of observability, and verification if a given subset
of state variables suffices for observability of the system. In particular, three dif-
ferent observability problems are stated and solved using the proposed framework.
The methodology is then illustrated by its application on network examples, care-
fully chosen from commonly encountered real traffic network scenarios. A theorem
providing necessary condition for observability is provided, along with a corollary and
a conjecture based on the observations from solved network examples.
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CHAPTER 4
INTRODUCTION
4.1 Traffic Observability
In general observability problem can be defined as identification of a set of avail-
able measurements which are sufficient for complete state estimation of the system.
A system is said to be observable, when all the states of the system can be estimated
by measuring only a subset of the states. For traffic networks observability problem
can be formed in terms of various sub problems such as: 1) determining minimum
number of link (arc) flows to be measured, for the system to be observable; 2) deter-
mining where and how many sensors to be placed on the network, for the system to
be observable; 3) estimating the origin-destination (O-D) trip information from the
already available link flows; 4) estimating unobserved link flows from the measured
link flows and O-D trip information. Observability analysis is a pre-step for state
estimation. It answers not only the minimum number of measurements required, but
also their types and locations.
There are various kinds of data that can be observed on a highway, simplest of
them are the link flows, which are captured through link counters. Link counters are
categorized as passive sensors, which only detect and count the vehicles. Where as
active sensors have the capabilities to identify the vehicle and their routes [20]. Active
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sensors include plate scanning techniques, probe vehicles, cellular phone locations,
bluetooth data etc [21].
4.2 Motivation
Ideally speaking, if we could place the sensors at every highway stretch and junc-
tions, we would be able to observe the system everywhere at all the times. But given
the huge highway network and limited resources, it is not feasible to place the sen-
sors everywhere. For example, as of 2012, USA had an interstate highway system
with a total length of 47,714 miles (76,788 km) [22]. Considering the current practice
of placing the sensor at every one third of a mile at a freeway stretch, we would
require approximately 145,000 sensors [23]. Assuming that a sensor has a lifetime
cost of $30,000 [24] on an average, we would require a staggering sum of $4.35 bil-
lion. And that would be the cost required only for interstate highways, inclusion of
state highways and arterial roadway network would further increase the cost of sensor
placements. Hence, the observability and the optimal traffic sensor placement prob-
lem is very important. They can answer the questions like, how many, where, and
what types of sensors would be required to completely observe a given network or a
highway stretch. There are several applications which use traffic counts as the input
data. One of them is the OD matrix calculation. There has been a great amount
of interest by researches in estimation of OD trip matrices from traffic counts. The
accuracy of an estimated OD matrix depends highly on the quality of the input data,
number and location of sensors. Hence it is very important to investigate and solve
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the observability problem in traffic networks, which in turn aids in solving the optimal
sensor placement problem and O-D trip estimation problem.
4.3 Research Goal
In this part, we will develop a new framework which investigates observability in
terms of flow information on arcs and the routing information. We utilize lumped
parameter based ODE-model to model traffic (ρ) dynamics on a network arc and
then combine it with the ODE-model of the routing (π) dynamics, to model the
network dynamics. We then linearize it about the steady state flows and calculate
the observability matrix from the dynamics and apply the rank condition test on it.
This methodology is then illustrated by its application on network examples, carefully
chosen from commonly encountered real traffic network scenarios. Generalized results
are also provided for the necessary condition for observability, along with a corollary
and a conjecture based on observations from solved network examples. Please note
that the term ‘network arc’ and ‘network link’ have the same meaning and denote the
stretch oh highway between two nodes. Both the terms in this dissertation denote
the same meaning and are used indistinguishably.
4.4 Contribution
Our main contribution in this part of dissertation is that we develop a new dynamic
network modeling based framework for investigating observability problem on traffic
networks. To the best knowledge of authors, this is the first attempt of addressing
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the observability problem using an approach involving traffic dynamics on networks.
Previous studies found in literature, mainly focus on solving observability problem in
the steady state. Hence the approach used in this work is inherently different from
the ones studied previously.
Structure of this part of the dissertation is as follows: chapter 5 presents a litera-
ture survey of the topic, chapter 6 provides a mathematical background of the traffic
flow models and routing dynamics used in this dissertation, chapter 7 formulates the
problem statement and presents the framework and methodology for the dynamic
network modeling based approach for observability problem, chapter 8 illustrates the
proposed methodology on network examples and provides results, it also provides
some generalized results via a theorem, corollary and a conjecture.
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CHAPTER 5
LITERATURE REVIEW
Studying the observability problem is closely related with the study of the traffic
sensor placement problem and O-D trip estimation problem. The observability prob-
lem of a given network determines how many, where, and what types of sensors would
be required to completely observe the given system. Hence, it is extremely important
to analyze the observability problem in traffic networks, which in turn provides in-
sight about the other two problems as well. As the literature of these three problems
are often intermingled and not disjoint, we will look into all the relevant literature to
develop a greater insight into the subject.
5.1 O-D Trip Matrix Estimation
Estimation of O-D matrix from network flow data is an important requirement
for transportation planning and activity. Researchers started investigating low cost
techniques for estimating trip matrices from network data as early as in 1970s [25].
Nihan et al. proposed a recursive estimation of origin-destination matrices from
input/output counts. They tested and compared several other proposed algorithms
and found that generally, those algorithms employing Gauss-Newton search directions
were superior to gradient-based methods [26].
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Cremer et al. presented a new class of dynamic methods for the identification of
origin-destination flows. They developed four different methods: an ordinary least
squares estimator involving cross-correlation matrices, a constrained optimization
method, a simple recursive estimation formula and estimation by Kalman filtering.
Comparison with conventional static estimation methods showed that the proposed
dynamic procedures were highly superior to conventional techniques and produced
more accurate results [27],[28]. Prediction-error minimization and maximum likeli-
hood were used to estimate intersection O-D matrices from traffic counts in [29]. Tests
showed that the maximum likelihood algorithm produced biased but more efficient
estimates, while prediction error minimization approaches produced unbiased but less
efficient estimates.
A comprehensive review of various basic approaches for estimating or updating
origin-destination matrices from traffic counts was provided in [30]. The study pre-
sented an in-depth study of the methodology for OD matrix estimation and a detailed
analysis of the statistical foundation of the estimation and updating problems.
Bell et al. proposed a methodology for estimation of origin-destination matrices
by constrained generalised least squares [31]. They further extended the work and
presented a methodology for real time estimation of origin-destination flows in the
presence of platoon dispersion in [32]. Taking the work further, Wu et al. presented
a method for estimating the dynamic network O-D matrices with time series of link
and screenline flows [33]. The proposed method used full information of available
link flows, and considerably increased the observability of the dynamic interrelations
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between network O-D patterns and the resulting link flow distributions.
A dynamic estimator using time-varying traffic counts to obtain time-varying OD
flows was proposed in [34]. Ashok et al. provided a framework for real-time es-
timation/prediction of time-dependent O-D matrices in [35]. An extension to this
work was presented in [36] by the same authors. This paper examined two different
approaches for real-time estimation of OD flows, where both approaches lend them-
selves to formulation as state-space models. The main concept in this approach was
to define the state-vector in terms of deviations in OD flows rather than the OD
flows themselves. Ben et al. developed a real time system, ’DynaMIT’, which could
be used to generate guidance for travelers [37]. This system was capable of network
state estimation and prediction for real-time traffic management applications.
5.2 Density Estimation Methods
Doan et al. discussed the the problem of on-line monitoring of a traffic network
in [38]. They also discussed the issues of observability and state variable definition
of traffic networks. Munoz et al. proposed a macroscopic traffic flow model, called
the switching-mode model in [39]. This model was derived from the cell transmission
model and then applied to the estimation of traffic densities at unmonitored locations
along a highway.
Wang et al. proposed an extended-Kalman filter based general approach for the
real-time estimation of the complete traffic state on a freeway [40]. They first pre-
sented a general stochastic macroscopic traffic flow model of freeway stretches and
23
then organized it in a compact state space model, along with the measurement model.
Based on this state space model, a traffic state estimator was designed using the
extended-Kalman-filtering method. They then developed a real-time freeway network
traffic surveillance system and a software tool RENAISSANCE, which was designed
using their previous model [41] [42]. Kachroo et al. also explored use of Kalman
Filtering approaches for dynamic origin-destination trip table estimation in [43].
As its is clear from above discussion, lot of researchers have have investigated the
problem of O-D matrix calculation, density estimation, traffic network modeling and
observability. Next, we will discuss some of the important studies that are related to
optimal placement of sensors on highway networks.
5.3 Optimal Sensor Placement
Based on empirical studies, Federal Highway Administration (FHWA) came up
with the guidelines for placement of sensors in 1979. The study defined certain
performance criterion and concluded that sensor placement spacing should be between
1000 ft and 2500 ft on a highway stretch [44]. A more theoretical approach was
presented by Yang et al. in [45]. They developed integer linear programming models
and heuristic algorithms to determine the optimal number and locations of traffic
counting points in a road network following these four rules: 1) OD covering rule; 2)
maximal flow fraction rule; 3) maximal flow-intercepting rule and 4) link independence
rule. Liu et al. extended the work in [45] and proposed an heuristic algorithm
which optimized OD coverage, net intercepted OD flow and link-OD flow fraction
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simultaneously [46].
Bianco et al. used a couple of greedy heuristics that find lower and upper bounds
on the number of sensors for a random network. They proved that with this method
the O-D matrix estimation error was always bounded [21]. Eisenman et al. provided
a conceptual framework of the sensor location problem and a theoretical description
of the objectives associated with it. A sensitivity analysis of estimation and predic-
tion quality in relation with the sensor location and numbers was also done [47]. A
sampling theorem based approach was proposed in [24] to address the problem of
sensor spacing optimization.
5.4 Observability Problem in Traffic Networks
Literature which exclusively deals with the observability problem in traffic net-
works is limited. Some of the recent studies are done by Castillo et al in [48], [49], [50]
and in [51]. They presented an algebraic approach to understand the problem of iden-
tifying which subsets of OD-pair and link flows can be calculated based on a subset
of observed OD-pair and link flows. They applied and tested their algorithm to the
Nguyen-Dupuis network problem [48]. They further presented a modified topological
version of their previous algebraic approach, for solving observability problems. In
comparison to the algebraic approach, topological version was much faster, used less
memory, but identified fewer observable flows [49]. They further built the theory
presented in the previous two papers in [50] and in [51].
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CHAPTER 6
MATHEMATICAL BACKGROUND
6.1 LWR and Greenshield’s Models for Traffic
We propose to use a hydrodynamic traffic model to develop the framework of
the observability problem for traffic networks. The macroscopic traffic flow model
formulates the relationship among the key traffic flow parameters such as density,
flow etc. The classic LWR (Lighthill-Whitham-Richards) model was proposed in
1956. It is a one-dimensional macroscopic traffic model named after the authors in
[1] and [2]. The dynamics of traffic flow using this model is given by equation (13.1).
∂
∂t
ρ(t, x) +
∂
∂x
f(t, x) = 0 (6.1)
where, ρ is the traffic density and f is the flux. Traffic flux is defined as the product
of traffic density and the traffic speed v , i.e. f = ρ × v. There are many models
which link traffic density to traffic speed. One of them is Greenshield’s model which
proposes a linear relationship between traffic density and traffic speed (see [3]). This
model is given by equation (13.2) and shown in figure 6.1.
v(ρ) = vf
(
1−
ρ
ρm
)
(6.2)
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where vf is the free flow speed and ρm is the maximum possible density or jam density.
Free flow speed is the traffic speed when there is no traffic, i.e. when the traffic density
is zero. Traffic jam density is the density at which there is a traffic jam, i.e. when
the traffic speed is zero.
Traffic flow using Greenshields model is given by:
f(t) = vfρ(t)
(
1−
ρ(t)
ρm
)
(6.3)
ρ ρm
vf
v
ρc
ρ
ρm
f ρeq1
ρeq2
Figure 6.1: Fundamental Diagram using Greenshield Model
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6.2 Macroscopic (PDE) Model for Traffic Networks
To introduce the PDE models for traffic networks, we will start with terminology
and framework described in [52]. Network notation is shown in table 6.1. Now
consider a sample network taken from [52], which is shown in Figure 6.2.
3
1
2
4
1
2
3
4
Figure 6.2: Sample Network for illustrative purposes, showing arcs and nodes
The digraph shows four nodes and four arcs. Nodes 1 and 2 are origin nodes and
node 4 is the destination node, such that R = {1, 2} and S = {4}. Hence there are
two O-D pairs: 1− 4 and 2− 4 (as shown in table 6.2) .
Please not that the notation πi(t, x, r, s, k) and πirs(t, x, k) are equivalent and we
use the latter notation at some places to save space.
Now consider a traffic network N , A, where N is the set of nodes and A is the
set of arcs. If f rsk is the flow on path k ∈ K between O-D pair r − s, and xa be the
flow on any arc a ∈ A then its relation with f rsk is given by
xa =
∑
r
∑
s
∑
k
f rsk δ
rs
a,k (6.4)
with f rsk following the inequality constraint
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Table 6.1: Network Notation
N Set of Nodes
A Set of Arcs
R Set of Origin Nodes
S Set of Destination Nodes
K Set of Paths connecting O-D pair r − s, r ∈ R, s ∈ S
B Set, which contains the list of ‘redundant measurements’
for observability purposes, such that, even if the
measurements are lost, network remains observable
C Set, which contains the list of minimum number of
‘essential measurements’, to attain the observability
of whole network.
O is the boolean function denoting the observability.
O = 0 implies that the system is not observable
and O = 1 implies that the system is observable.
X Set of all state variables such that, X = Ω ∪Π
Y Set of all measured state variables. Y ⊆ X
k Path
i Arc
xa Flow on arc a ∈ A
f rsk Flow on path k ∈ K between O-D pair r − s
ρi Density at each arc i
Ω Set of all arc densities, such that ρi ∈ Ω
πirs π
i
rs(t, x, k) is function ranging between [0, 1] which
gives the fraction of the traffic density on path k of
the OD pair (r, s) on the arc i, at location x and time t
Π Set containing all the π information, such that πirsk ∈ Ω
δrsa,k δ
rs
a,k = 1, if a is in path k between r and s, otherwise 0
Table 6.2: O-D matrix for Sample Network
O-D pairs Path Path Number π information
(r − s) (k)
1-4 1-3 1 π(t, x, 1, 1, 4)
1-4 1-4 2 π(t, x, 2, 1, 4)
2-4 2-3 1 π(t, x, 1, 2, 4)
2-4 2-4 2 π(t, x, 2, 2, 4)
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f rsk ≥ 0, ∀r, s (6.5)
The network problem for traffic flow has been studied by many researchers in([53],
[54], [55] and [56]). They consider a traffic node with incoming n junctions and
outgoing m junctions as shown in Figure 6.3.
A
1
2
n
1
2
m
Figure 6.3: Traffic Node with Incoming and Outgoing Links
Traffic distribution at the junction is performed based on a traffic distribution
matrix that must be provided for the node as well as using an entropy condition at
the node that is equivalent to maximizing the flow at the node.
Now we present the summary of the Coclite/Piccoli model for the network (see
[56], [57] and [53]). Lebacaque presented a formulation in terms of demand and supply
which was equivalent to the Coclite/Piccoli formulation ([55], [58], and [59]). Both
then show numerical method of their formulation using the Godunov scheme [60].
Let each arc of the traffic network is an interval [ai, bi], then model for the network
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is given as
∂
∂t
ρi(t, x) +
∂
∂x
f(ρi(t, x)) = 0, ∀x ∈ [ai, bi], t ∈ [0, T ] (6.6)
∂
∂t
πi(t, x, k, r, s) + vi(ρi(t, x))
∂
∂x
πi(t, x, k, r, s) = 0 (6.7)
∀x ∈ [ai, bi], t ∈ [0, T ]
Here π(t, x, k, r, s) is a function whose range is [0, 1] and gives the fraction of the
traffic density on path k of the OD pair (r, s) on the arc i. Hence, we have
ρi(t, x, k, r, s) = πi(t, x, k, r, s)ρi(t, x) (6.8)
This model ensures the FIFO condition, since vehicle speed is a function of traffic
density, hence vehicles don’t cross each other in this model
At any node the following flow conservation condition (Kirchoff’s law) must be
satisfied. This equation says that the total inflow into a node equals total outflow
from the node, as shown in below
n∑
i=1
fi(ρi(bi, t)) =
n+m∑
i=n+1
fi(ρi(ai, t)), ∀t ≥ 0 (6.9)
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At the nodes, we have traffic splitting factor αj,i that tell us what fraction of a given
incoming arc i is going to an outgoing arc j of that node. The factors αj,i have to be
consistent with πi(t, x, k, r, s), as shown below
αj,i =
∑
r
∑
s
∑
k
πi(t, bi−, k, r, s) (6.10)
6.3 ODE approximation of LWR Model for Traffic Networks
ρ(t)
fin(t) fout(t)
ℓ
Figure 6.4: ODE Model for Traffic Flow on a network arc
Space discretization of Equation (13.1) for the traffic flow on a network link is
presented in Figure 6.4.
Assuming length of the network link to be ℓ, the ordinary differential equation
(ODE) model, from the figure, for the traffic flow on a network link, is given by
dρ(t)
dt
=
fin(t)− fout(t)
ℓ
(6.11)
The inflow term fin is the traffic flowing into the entering section. The outflow traffic
using Greenshields model is given by
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fout(t) = vfρ(t)
(
1−
ρ(t)
ρm
)
(6.12)
Hence the ODE model for each arc on the traffic network is given by
dρi(t)
dt
=
1
ℓi
(
fini(t)− vfiρi(t)(1−
ρi(t)
ρmi
)
)
(6.13)
BA
(ℓi, vfi, ρmi)
i
Figure 6.5: ODE Model for π dynamics on a network arc
For the approximated ODE version of the π dynamics, consider figure 6.5 which
shows a network arc i between the nodes A and B. Using the ODE approximation of
the equation 6.7, we can write the relation between the π variable at the two nodes
as follows
d
dt
πir,s(t, B, k) =
vi(ρi(t))
ℓi
[
πir,s(t, B, k)− π
i
r,s(t, A, k)
]
(6.14)
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CHAPTER 7
METHODOLOGY AND FRAMEWORK
It is nontrivial problem to model traffic dynamics in a traffic network and then
study its observability. True traffic dynamics are highly non linear and stochastic.
Hence for the sake of simplicity, we will consider the linearized dynamics of the ODE
traffic model about the steady state traffic flow. Linearization of the system is done
about the steady state flows each in the free flow and the congested regions of the
Greenshield’s traffic flow diagram (see fig. 6.1).
7.1 Problem Formulation
Consider a general traffic network N , A shown in figure 7.1, where N is the
set of nodes and A is the set of arcs. This means that, N = {O,A,B, C, . . .} and
A = {1, 2, 3, . . .}.
Let Π and Ω be the sets containing the π information at the nodes and ρ informa-
tion at the arcs respectively, then, Π = {π1OB(t, A, k), π
2
OB(t, B, k), π
3
OC(t, C, k) . . . }
and Ω = {ρ1, ρ2, ρ3 . . . }.
Let X be the set of all state variables such that X = Π ∪ Ω. Let B and C be the
sets containing redundant and essential measurements in terms of observability, then
B ∪ C ⊆ X . Now assume that O, is the boolean function denoting the observability,
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and
{
ρ1, ρ2, ρ3, . . . ,pi
1
AC
, pi
1
AD
, . . .
}
are the boolean expressions denoting whether
the corresponding state is being measured or not. A variety of problems can be
formulated and addressed using the framework described here. Some of the problems
that we will address in this paper are as follows
Problem 1. Provided a subset of X , can remaining other elements of X be esti-
mated for this system? In other words, given a subset of X , is the system observable?
Problem 2. Given a system X , find the sets of redundant measurements B and
the set of essential measurements C.
Problem 3. Given a system X , find the observability function O, in terms of
the boolean state measurement variables
{
ρ1, ρ2, ρ3, . . . ,pi
1
AC
, pi
1
AD
, . . .
}
.
7.2 Network Modeling
AO
B
C
(ℓ1, vf1, ρm1)
(ℓ2, vf2, ρm2)
(ℓ3, vf3, ρm3)
fin
1
2
3
Figure 7.1: General Network Topology
Consider Figure 7.1, where ℓi, vfi and ρmi are respectively the arc length, free flow
speed and jam density of the network arc i. We will assume O to be the origin node,
B and C to be the two destination nodes. With this setup, the system equations
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describing the change in time of the average densities ρi’s and π dynamics are given
by Equation (7.1).
ρ˙1 = r1 =
1
ℓ1
(
fin − f(t, A)
)
ρ˙2 = r2 =
1
ℓ2
(
f(t, A).π1O,B(t, A, k)− f(t, B)
)
ρ˙3 = r3 =
1
ℓ3
(
f(t, A).π1O,C(t, A, k)− f(t, C)
)
...
...
...
π˙(t, A) = p1 =
v(ρ1)
ℓ1
(
π(t, O)− π(t, A)
)
π˙(t, B) = p2 =
v(ρ2)
ℓ2
(
π(t, A)− π(t, B)
)
π˙(t, C) = p3 =
v(ρ3)
ℓ3
(
π(t, A)− π(t, C)
)
...
...
...
(7.1)
where, f is the flux, density dynamics of each arc is represented by a function
ri(ρ1, ρ2, . . . , πA, πB . . . ) and the π dynamics at each node is represented by a function
pi(ρ1, ρ2, . . . , πA, πB . . . ).
We assume that the traffic flow flowing into the origin node (fin) and the π in-
formation at the origin node (π(t, O)), are given. Now using the Greenshield’s model
for velocity, we replace the flow as f(ρ) = v(ρ) ∗ ρ, to get
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ρ˙1 =
1
ℓ1
(
fin − vf1ρ1
(
1−
ρ1
ρm1
))
ρ˙2 =
1
ℓ2
(
vf1ρ1
(
1−
ρ1
ρm1
)
.π1O,B(t, A, k)−
vfρ2
(
1−
ρ2
ρm2
))
...
...
π˙(t, A) =
vf1
ℓ1
(
1−
ρ1
ρm1
)(
π(t, O)− π(t, A)
)
π˙(t, B) =
vf2
ℓ2
(
1−
ρ2
ρm2
)(
π(t, A)− π(t, B)
)
...
...
(7.2)
Equation (7.2) describes the traffic dynamics on a general network using ODE version
of LWR model of traffic.
7.3 Linearization of System Dynamics
The system obtained in Equation (7.2) is non linear. In order to study the ob-
servability conditions of the system, this nonlinear system is linearized about the
equilibrium points. The term equilibrium point in terms of control theory, is equiv-
alent to steady state flow in case of traffic dynamics. Meaning of both the terms is
the same and they are used in the same sense in this dissertation.
Obtaining a Jacobian matrix of the nonlinear system results in an approximate
linear system about the equilibrium points. Then the local observability of this linear
system about that equilibrium points can be studied.
Equilibrium points are found by setting all ρ˙i and π˙i of equation (7.2) to zero. In
the Greenshield’s model of traffic flow, there are two regions where the steady state
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flows of the linearized dynamics can lie; 1) in the free flow region (to the left of the
critical density) or in the congested region (to the right of critical density), as shown
in figure 6.1. Critical density (ρc) is defined as half of the jam density (ρm).
Let X˙ =


ρ˙1
ρ˙2
...
π˙(t, B)
π˙(t, C)
...


and X =


ρ1
ρ2
...
π(t, B)
π(t, C)
...


, then
linearizing the system in Equation (7.2) provides Equation (7.3).
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X˙ =


∂r1
∂ρ1
∂r1
∂ρ2
. . .
∂r1
∂πA
∂r1
∂πB
. . .
∂r2
∂ρ1
∂r2
∂ρ2
. . .
∂r2
∂πA
∂r2
∂πB
. . .
...
...
. . .
...
...
∂p1
∂ρ1
∂p1
∂ρ2
. . .
∂p1
∂πA
∂p1
∂πB
. . .
∂p2
∂ρ1
∂p2
∂ρ2
. . .
∂p2
∂πA
∂p2
∂πB
. . .
...
...
. . .
...
...


eqb
×X (7.3)
Equation (7.3) describes the linearized dynamics for a general traffic network
about the steady state flow. Let the right hand side matrix be denoted by A, then
equation (7.3) can be written as
X˙ = AX (7.4)
7.4 Observability test for the Linearized System
Let Y be the vector of measurements of the states, and C be the matrix deter-
mining what states are being measured. Then the measurements of the states are
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obtained in the form shown below
Y = CX
where Y ∈ ℜp, C ∈ ℜp×n, and X ∈ ℜn.
Here, p = n implies that all the states are being measured and hence the system
is observable. Question of observability arises when p < n. This is the case when
only some of the states in X are measured. For example, when there are four states
(x1, x2, x3, x4), and only three of these four states are measured (n = 4, p = 3), then
different ways to sense three sections are represented with different instances of the
matrix C. For instance, when the first state is not measured then


y1
y2
y3
y4


= C ×


x1
x2
x3
x4


where
C =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


40
The system
X˙ = AX
Y = CX
is observable if the observability matrix (OM) has full rank.
OM =


C
CA
CA2
...
CAn−1


(7.5)
We will use this test to analyze the observability problem on the traffic network.
41
CHAPTER 8
ANALYSIS AND RESULTS
In this chapter, we will start by analyzing some sample networks using the tech-
niques described in previous chapters. Then, we will provide some generalized results
that are true in a general network topology. We have chosen sample networks care-
fully such that they provide most insight into the proposed method. They are inspired
from the most common sub-network topology found in the real traffic networks. By
analysis of these examples, our main goal is to illustrate the procedure discussed in
the previous chapter. Nonetheless, the methodology presented in this dissertation
is applicable to a general network topology, and the examples provided here can be
combined together to represent a bigger network.
8.1 Network 1
Consider the traffic network shown in figure 8.1, showing the intersection of US-95
and I-215 in Henderson, Nevada, USA. This network topology can be represented as
in figure 8.2.
Now consider the sample network-1 shown in figure 8.2. This network has one
origin node, two destination nodes, and three arcs, such that N = {A,B,C} and
A = {1, 2, 3}. Here node A is the origin and nodes C and D are the destination
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Figure 8.1: Intersection of US-95 and I-215
BA
C
D
1
2
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Figure 8.2: Sample Network - 1
nodes. The origin-destination matrix is shown in table 8.1.
Table 8.1: O-D matrix for Network -1
O-D pairs Path Path Number π information
A-C 1-2 1 π(t, x, 1, A, C)
A-D 1-3 1 π(t, x, 1, A,D)
State dynamics of this network will consist of five state variables, such that,
X =
{
ρ1(t), ρ2(t), ρ3(t), π
1
AC(t, B), π
1
AD(t, B)
}
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Since we know that, π1AC(t, B) + π
1
AD(t, B) = 1, this means that knowing one of the
π information will provide us with the other straight away. Hence we reduce the
state space and consider only four states. After applying the procedure described
in previous chapter, we obtain the observability matrix. Now we measure different
combinations of state variables and vary the C matrix accordingly. In each case we
test the rank condition of observability matrix. Analysis can be done by writing and
then analyzing the rank of observability matrix analytically, or even a simulation
software such as MATLAB can be used for more complex networks. We solved the
problem using both methods and found same results. While solving using MATLAB,
we applied the procedure in the symbolic version, and hence the results for this
network are true for any roadway network having network topology as of network-1
and having any set of parameter value or roadway conditions.
Results of observability test for network 1 are shown in table 8.2. The bullets in the
table represent that the corresponding state is being measured, and the check mark
or cross mark under the observability column tells whether the system is observable
for that particular combination or not.
From table 8.2, we can conclude that the set of essential measurements is given
by, C = {ρ2(t), ρ3(t)} and the set of redundant measurements is given by, B =
{ρ1(t), π1AC(t, B)}. In this case, X = B ∪ C
Now applying Karnaugh-map method to simplify the boolean expressions in ta-
ble 8.2, we can write the observability function O, using the following simplified
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Table 8.2: Observability Results for Network -1
ρ1(t) ρ2(t) ρ3(t) π
1
AC(t, B) Observability
• • • • X
• • • X
• • • X
• • X
• • • ✗
• • • ✗
• • ✗
• ✗
• ✗
expression
O = ρ2 ∧ ρ3 (8.1)
8.2 Network2
Consider a traffic network shown in figure 8.3, showing the intersection of US-95
and I-15 in Las Vegas, Nevada, USA. This network topology can be represented as in
figure 8.4.
Figure 8.3: Intersection of US-95 and I-15
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Figure 8.4: Sample Network - 2
Now consider sample network-2 shown in figure 8.4. This network has two origin
nodes, two destination nodes, and four arcs, such that N = {A,B,C,D} and A =
{1, 2, 3, 4}, Here nodes A and B are the origin nodes, and nodes D and E are the
destinations. The origin-destination matrix is shown in table 8.3.
Table 8.3: O-D matrix for Network -2
O-D pairs Path Path Number π information
A-D 1-3 1 π(t, x, 1, A,D)
A-E 1-4 1 π(t, x, 1, A, E)
B-D 2-3 1 π(t, x, 1, B,D)
B-E 2-4 1 π(t, x, 1, B, E)
State dynamics of this network will consist of eight state variables, such that,
X =
{
ρ1(t), ρ2(t), ρ3(t), ρ4(t), π
1
AD(t, C),
π1AE(t, C), π
2
BD(t, C), π
2
BE(t, C)
}
Since we know that, π1AD(t, C) + π
1
AE(t, C) = 1 and π
2
BD(t, C) + π
2
BE(t, C) = 1, this
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means that knowing one of the π information in each of these equations, will provide
us with the other straight away. Hence we reduce the state space and consider only
six states. Now we apply the same procedure as described in example-1 and obtain
the observability results. Results of this analysis for network-2 are shown in table
8.4. Due to lack of space we are not showing all the possible combinations of state
measurement, and all the other combinations that are not shown here lead to an
unobservable system.
Table 8.4: Observable Cases for Network -2
ρ1 ρ2 ρ3 ρ4 π
1
AD(t, C) π
2
BD(t, C) Observability
• • • • • • X
• • • • • X
• • • • X
• • • • X
• • • • • X
• • • • X
• • • • X
• • • • X
• • • X
• • • X
• • • • • ✗
• • • • • ✗
• • • • ✗
From table 8.4, we can observe that the set of essential measurements is given
by, C = {ρ3(t), ρ4(t)} and the set of redundant measurements is given by, B =
{ρ1(t), ρ2(t)}. We want to emphasize here that the set of essential measurement
is a necessary condition for observability but not sufficient. As we can observe that
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at least one of the π information is also needed to suffice for observable system. In
this case, B ∪ C ⊂ X .
Now applying Karnaugh-map method to simplify the boolean expressions in ta-
ble 8.4, we can write the observability function O, using the following simplified
expression
O = ρ3 ∧ ρ4 ∧ (pi
1
AD(t, C) ∨ pi
2
BD(t, C)) (8.2)
8.3 Network 3
Figure 8.5: Intersection of SR-73 and I-405
Consider a traffic network shown in figure 8.5, showing the intersection of SR-73
and I-405 in Irvine, California, USA. This network topology can be represented as in
figure 8.6.
Now consider the sample network-3 shown in figure 8.6. This network has one
origin node, two destination nodes, and five arcs, such that N = {A,B,C} and
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Figure 8.6: Sample Network - 3
A = {1, 2, 3, 4, 5}, Here node A is the origin node, and nodes D and E are the
destinations. The origin-destination matrix is shown in table 8.5.
Table 8.5: O-D matrix for Network -3
O-D pairs Path Path Number π information
A-D 1-2-4 1 π(t, x, 1, A,D)
A-D 1-3-4 2 π(t, x, 2, A, E)
A-E 1-2-5 1 π(t, x, 1, B,D)
A-E 1-3-5 2 π(t, x, 2, B, E)
State dynamics, X = Ω∪Π, of this network will consist of thirteen state variables,
such that,
Ω = {ρ1(t), ρ2(t), ρ3(t), ρ4(t), ρ5(t)}
and
Π =
{
π1AD(t, B, 1), π
1
AD(t, B, 2), π
1
AE(t, B, 1), π
1
AE(t, B, 2),
π2AD(t, C, 1), π
2
AE(t, C, 1), π
3
AD(t, C, 2), π
3
AE(t, C, 2)
}
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Since we know that, summation of π variables at any node on a particular arc
is equal to one, we will use this fact to reduce the state space. After reduction, as
in previous examples, we now consider only ten states. Now following the procedure
used in previous two examples, we get observability results as shown in table 8.6.
Due to lack of space we are not showing all the possible combinations of state mea-
surement. We are showing observable cases which require minimum number of state
measurements, and some of the insightful unobservable cases.
Table 8.6: Observable Cases for Network -3
ρ1 ρ2 ρ3 ρ4 ρ5 pi
1
AD
(B, 1) pi1
AD
(B, 2) pi1
AE
(B, 1) pi2
AD
(C, 1) pi3
AD
(C, 2) Observability
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • X
• • • • • • • • • ✗
• • • • • • • • • ✗
• • • • • ✗
• • • • • • • • ✗
From table 8.6, we can observe that the set of essential measurements is given by,
C = {ρ4(t), ρ5(t)} and the set of redundant measurements is given by, B = {ρ1(t)}.
We want to emphasize here that the set of essential measurement is a necessary
condition for observability but not sufficient. As we can observe that at least one of
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the π information is also needed to suffice for the observable system. In this case,
B ∪ C ⊂ X .
Now applying Karnaugh-map method to simplify the boolean expressions in ta-
ble 8.6, we can write the observability function O, using the following simplified
expression
O =ρ4 ∧ ρ5 ∧ (ρ2 ∨ ρ3) ∧ (pi
1
AD(t, B, 1) ∨ pi
1
AD(t, B, 2)
∨ pi1AE(t, B, 1) ∨ pi
2
AD(t, C, 1) ∨ pi
3
AD(t, C, 2))
8.4 Generalized Results and Discussion
Based on the observations from the three sample networks solved above, we draw
some conclusions which are discussed below.
Definition 3. Last Arc: The arc connecting the destination node and the node just
before the destination node, is called the last arc.
Theorem 1. On any given general network N , A, density of the last arc can not
be estimated based on other measured states. This means, ρn ∈ C. In other words,
density of the last arc has to be measured in order to make the system observable. It
is a necessary condition for observability but not sufficient.
Proof. Let ρn denote the density of the last arc. Now consider equation 7.2. Note
that the term of ρn appears only in the dynamics of itself, i.e. it only comes in the
equation defining ρ˙n, and nowhere else.
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Now consider the linearized dynamics in equation 7.3. Matrix A in this equation is
the Jacobian matrix. Each column of which is calculated by taking partial derivatives
of the state equations with respect to a particular state variable. Hence, the nth
column of this matrix would be calculated by taking partials of state equations with
respect to ρn. As ρn appears only in one state equation (of itself), only one entry
of this column would be non zero, with all others being zero. In this case A matrix
would look as shown in equation (8.3).
A =


. . . . . . 0 . . . . . .
...
. . . 0
...
...
. . . . . .
∂rn
∂ρn
. . . . . .
. . . . . . 0 . . . . . .
...
. . . 0
...
...


(8.3)
Not measuring ρn will mean that all the elements of the n
th row (and also nth
column) in matrix C are zero, as shown in equation (8.4)
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C =


. . . . . . 0 . . . . . .
...
. . . 0
...
...
0 0 0 0 0
. . . . . . 0 . . . . . .
...
. . . 0
...
...


(8.4)
This means that multiplication of C with Ai, where i is an integer, will result in
zeroes in the nth column of the CAi matrix, as shown in equation (8.5)
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CAi =


. . . . . . 0 . . . . . .
...
. . . 0
...
...
. . . . . . 0 . . . . . .
. . . . . . 0 . . . . . .
...
. . . 0
...
...


(8.5)
Hence, observability matrix would have all the elements of the nth column as
zero. This means that rank of the observability matrix is not full and it fails the
observability criterion. This completes the proof that the last arc has to be measured
for the system to be observable.
Now consider the straight highway segment shown in figure 8.7, where Z is the
final node, Y is the penultimate node and arc n is connecting the two nodes. Using
BA Y Z1 n
Figure 8.7: Straight Highway Segment
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theorem 1, we can obtain observability results for the straight highway segment. This
result is presented next as corollary.
Corollary 2. Density of the last arc (section) of any highway segment is an essential
measurement in terms of observability. This means, ρn ∈ C. In other words, density
of the last arc (section) has to be measured in order to make the system observable.
Proof. Consider figure 8.7. This is a special case of the general graph topology con-
sidered in theorem 1. Hence by using its results, last arc of any highway segment has
be observed in order to make the system observable.
One more observation we make from the network examples solved above is that in
case of network-2 and network-3, atleast one π information is needed for the system to
be observable. Even if we measure all the ρ states, we can not estimate π states from
it. This is quite an interesting observation. However in case of network-1, measuring
ρ information of the last arcs suffices, and the measurement of π information is not
needed. Important point to note here is that in case of network-1 (see fig 8.1),
estimation of π information is ‘trivial’ from the ρ information, and is given by
π1AC(t, B) = ρ2v(ρ2)/ρ1v(ρ1)
π1AD(t, B) = ρ3v(ρ3)/ρ1v(ρ1)
Definition 4. Trivial Network: A network with topology similar to the network-1,
where the π information can be written explicitly in terms of ρ information.
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Conjecture 3. π information in non-trivial networks can not be estimated only with
the ρ information. In other words, atleast one π information needs to be measured in
order to make the system observable. It is a necessary but not sufficient condition for
observability.
Conjecture 3 holds true for network-2 and network-3. For a given specific network
topology it can be verified whether this conjecture holds true or not, by applying the
procedure described in previous sections.
The chapter presents a linearized traffic dynamics based approach for studying ob-
servability on traffic networks. For sake of simplicity, we have illustrated the approach
on highway arcs having no off-ramps or on-ramps. For a generalized infrastructure in-
volving multiple off-ramps, on-ramps and multiple lanes, enhanced dynamical model
would have to be used. Factors such as location of off-ramps and on-ramps, outflows
and inflows through them, distance between consecutive ramps, lateral diffusion etc
would have to be considered. For instance, if we have some off-ramps and on-ramps
on the considered highway network, we would have to use an enhanced dynamical
model which incorporates the inflows and outflows at the ramps, and then we can
linearize the dynamics about the steady state and apply the observability test. Steps
of the analysis in case of a general infrastructure would be similar to those described
in this chapter.
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CHAPTER 9
CONCLUSION
The following summary and conclusions can be drawn from this part of the dis-
sertation:
1. In this part a new framework was developed, which investigates observability
problem in traffic networks, in terms of flow information on arcs and the routing
information.
2. This framework involved utilizing lumped parameter based ODE-model for traf-
fic (ρ) dynamics on an arc and then combining it with the ODE-model of the
routing (π) dynamics, to model the network dynamics.
3. Problems addressed in the part included; a) identification of essential (C) and
redundant measurements (B) in the context of observability, b) verification if
a given subset of X suffices for observability of the system, and c) find the
observability function O, in terms of boolean state measurement variables.
4. Using the proposed methodology, these problems were then solved on network
examples, carefully chosen from commonly encountered real traffic network sce-
narios.
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5. An original theorem and a corresponding corollary were presented in this part of
the dissertation. They are not only applicable to the networks examples solved
here but also to any network topology in general.
6. A conjecture is also provided based on the observations of the solved network
examples. This conjecture holds true for examples of network-2 and network-3.
For any other given network, it can be verified whether this conjecture holds
true or not, by applying the procedure described in the previous sections.
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Part II
NETWORK CONTROL
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CHAPTER 10
SUMMARY
This part of the dissertation presents a feedback control design for a coordinated
ramp metering problem for two consecutive on-ramps. We design a traffic allocation
scheme for ramps based on Godunov’s numerical method and using distributed model.
Most of the previous work for designing feedback control for ramp metering is based on
either the discretized linear methods or nonlinear methods based on the traffic ODEs.
We utilize distributive model to construct a control condition for regulating the traffic
density at critical density. And then design a Godunov method based satisfiable
allocation scheme which gives us the actual control for each ramp individually. We
show the stability properties of the closed-loop system and validate the effectiveness of
the feedback control law by running a simulation using real traffic flow measurements
with parameter estimation.
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CHAPTER 11
INTRODUCTION
11.1 Traffic Control using Ramp Metering
Ramp meters are used to control the inflow into the freeway so that better flow
conditions can be achieved on the freeway. One of the methods to optimize and control
the flow on the freeways is coordinated ramp metering [61]. Ramp metering can be
designed as a fixed periodic cycles using historical data or time of day schedules, or
it can also be designed based on sensor measurements and feedback control in real
time. Coordinated ramp metering problem refers to a freeway system that has entry
and exit ramps on it at various points. The question for the design then becomes,
how should the ramp metering be designed taking into account mutual interactions
of various ramps and their overall effect on performance of the freeway. Figure 11.1
illustrates a ramp system that can be controlled by metering to effect the traffic
conditions on the freeway.
Ramp metering techniques can be categorized as, pre-timed; predictive and traffic
responsive. Ramp metering controllers can be categorized mainly into isolated ramp
meters and coordinated ramp meters. [62]. Isolated traffic-responsive ramp metering
was first implemented in 1960s and is still used at a lot of locations today. An isolated
or local ramp controller is based on the real time traffic information in the neighbor-
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Figure 11.1: Coordinated Ramp Metering
hood of a particular ramp. This technique is popular due to its simplicity and works
well in optimizing the local traffic conditions on the freeway stretch. The main disad-
vantage of this approach is the lack of coordination between different ramp controls
towards the common goal of optimizing the freeway conditions throughout [63]. For
instance, isolated ramp metering strategies applied independently to multiple ramps
on a freeway network would work well in case of unconstrained ramp queues. However
in reality, ramps have limited capacity to hold the vehicles and ramp queues must
be restricted so that they do not interfere with the traffic on arterial roads. In this
case, local control might lead to a congested or even a jammed freeway and coordi-
nated strategy must be deployed [64]. Coordinated ramp metering was first used in
1970s and is gradually gaining popularity for making system wide coordinated control
decisions. A coordinated traffic responsive ramp control is designed with real time
traffic information throughout the freeway section such that ramp controllers work in
tandem to optimize traffic conditions on the freeway. One of the main disadvantages
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of this approach is that often it can become very complex and expensive in terms of
its design and implementation.
11.2 Motivation
Ramp control is one of the main methodologies used to control freeway networks.
Various types of dynamics have been used to design control laws for isolated ramps.
These dynamics include, simple inflow outflow based steady state model in [65], lin-
earized discrete time model in [66], fuzzy logic based controller in [67], and a neural
network based controller in [68]. Many lumped parameter based models and dis-
tributed models have been studied in [69]. Lumped parameter models used previously
had a limitation in them as they did not produce vanishing viscosity weak solutions
in the limit. In order to address this issue, enhanced Godunov based hybrid models
have been presented in [70], [71] and [72] for isolated ramp metering problem. The
Godunov based model treats the problem as a hybrid system with discrete states,
where in each state there are different inflow and outflow conditions. When there are
no uncertainties, then the controller knows exactly which discrete state the system
is in, and hence the nonlinear dynamics can be canceled using techniques such as in
feedback linearization [70] and sliding mode control [73].
Although a lot of research has been done in the isolated ramp metering problem,
more research needs to be done in coordinated ramp metering problem. Coordinated
ramp control allows us analyze and control at the system level. Most of the coordi-
nated control strategies proposed in the literature, use either an approach involving
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linearization of nonlinear dynamics and then time discretization or involve use of
fuzzy logic and artificial neural networks in which design is not explicitly based on
the stability of the closed loop system.
11.3 Research Goals
The main research goal is to propose a coordinated ramp control based on feedback
linearization of the coupled macroscopic non-linear dynamics of the traffic model
(without any space or time discretization). Hence making the proposed approach
inherently different and more accurate from the existing literature.
11.4 Contribution
This work uses the distributive model to derive a control constraint [69] and then
design the actual control using the Godunov based numerical scheme (see [72] and
[71]). Our contribution to the topic of feedback ramp controls is that we use an
entropy consistent distributed model to come up with a control constraint law for
regulating the traffic flow at the critical density. Then we combine this constraint
law along with the Godunov based numerical technique to design an satisfiable allo-
cation scheme, which provides the coordinated control law for the individual ramps.
Combining the distributed model with the Godunov’s scheme for designing the co-
ordinated feedback control law is completely new, and hence the control design is a
novel contribution to this area.
Structure of rest of the part is as follows: chapter 12 presents a literature survey of
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the topic, chapter 13 provides a mathematical background of the traffic flow models
used in this dissertation, chapter 14 formulates the coordinated ramp problem, designs
a feedback control law and finally presenting the simulation results, and chapter 15
presents concluding remarks for this part.
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CHAPTER 12
LITERATURE SURVEY
Ramp metering is one of the main methods to control flow conditions on a freeway
segment. It can be used to influence the amount of traffic on a freeway by controlling
the inflow from connected streets. Literature containing ramp metering techniques
can be found dated more than 45 years, see [65], [74], [75], and [76]. We have divided
the literature survey for the isolated ramp control and the coordinated ramp control
and both are presented as follows.
12.1 Isolated Ramp Control
Early researchers have mainly used optimization based methods for ramp metering
such as [77], [78], and [79]. A decentralized ramp control design is presented in [80].
One of the first feedback control theory based control law for ramp metering problem
is ALINEA (see [66]) which uses concepts of linearization and time discretization.
Intelligent control methods such as neural network based controller is presented in
[68],[81] and [82] and fuzzy logic based in [67], [83] and a combined approach using
Fuuzy-Neuro algorithm in [84]. Many researchers assessed the effectiveness of pro-
posed ramp metering methods (see [85], and [86]) and their cost benefits [87]. Many
countries, such as Italy [88], U.S.A [89], Germany [90], France [91], New Zealand
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[92], Netherlands [93] and U.K. [94] have been utilizing ramp metering for controlling
traffic flows on the freeway, for a good amount of time. A general overview of ramp
metering problem is covered in the Traffic Control Systems Handbook [95]. Nonlinear
lumped parameter model based feedback control is detailed in [69]. Various model
formulations such as the distributed model, lumped model, and their continuous and
discrete time versions are shown in [96], [97], [98] and [99]. Recently, there has been
an interest in developing control law for ramp metering using the distributed LWR
model (such as in [69] and [100]. The work in [69] is based on feedback linearization in
the distributed setting, while the methodology in [100] uses adjoint based optimiza-
tion. Godunov’s numerical method based discretization and feedback linearization
has been used in [70] and [71] to model the ramp metering problem, assuming no
uncertainties in the system parameters. The paper [72] considers a Godunov approx-
imation based dynamics with uncertainties in the system parameters, and presents
a way to design robust controllers. The paper [73] uses sliding mode control for the
same problem assuming perfect knowledge of the model by the controller, and the
paper [101] deals with the problem of uncertain free flow speed using sliding mode
control.
12.2 Coordinated Ramp Control
Many ideas pertaining to the isolated ramp metering problem have been extended
to design the coordinated ramp metering system. These include use of nonlinear
state feedback control in [102] and use of microscopic mathematical model in [103]. A
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nonlinear model-predictive hierarchical control approach is presented for coordinated
ramp metering of freeway networks in [64] and nonlinear optimal control concepts are
applied to the same problem in [104], [105], [106] and [107]. An evolutionary fuzzy
system is presented for coordinated and traffic responsive ramp metering in [63],[108],
an adaptive fuzzy systems is used for the same in [109], and a neuro-fuzzy algorithm
in [110]. A multilayer control structure and PSO (Particle Swarm Optimization)
algorithm are used for coordinated ramp control on freeways in [62]. Heuristic ramp-
metering coordination strategy is implemented at Monash freeway, Australia [111].
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CHAPTER 13
MATHEMATICAL BACKGROUND
13.1 LWR and Greenshield’s Models for Traffic
The macroscopic traffic flow model formulates the relationship among the key
traffic flow parameters such as density, flow etc. The classic LWR (Lighthill-Whitham-
Richards) model was proposed in 1956. It is a one-dimensional macroscopic traffic
model named after the authors in [1] and [2]. The dynamics of traffic flow using this
model is given by equation (13.1).
∂
∂t
ρ(t, x) +
∂
∂x
f(t, x) = 0 (13.1)
where, ρ is the traffic density and f is the flux. Traffic flux is defined as the product
of traffic density and the traffic speed v , i.e. f = ρ × v. There are many models
which link traffic density to traffic speed. One of them is Greenshield’s model which
proposes a linear relationship between traffic density and traffic speed (see [3]). This
model is given by equation (13.2).
v(ρ) = vf
(
1−
ρ
ρm
)
(13.2)
where vf is the free flow speed and ρm is the maximum possible density or jam density.
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Free flow speed is the traffic speed when there is no traffic, i.e. when the traffic density
is zero. Traffic jam density is the density at which there is a traffic jam, i.e. when
the traffic speed is zero.
Traffic flow using Greenshields model is given by:
f(t) = vfρ(t)
(
1−
ρ(t)
ρm
)
(13.3)
Diffusion is a very useful concept mentioned in the literature of traffic flow models
by many researchers ([112], [113], [114]). Introduction of diffusion concept in the
traffic flow models makes them more realistic. Diffusion term accommodates the ”the
diffusion effect” due to the fact that each driver is observing the road straight ahead of
him and constantly adjusting his speed according to road density and flow conditions.
This adjustment makes the flow dependent on the gradient of density, leading into an
effective diffusion. The diffusive term helps model the speed reductions due to shock
waves as gradual ones rather than the sudden ones. Incorporating the diffusion term
in Greenshield’s model Equation (13.2) gives
v(ρ) = vf
(
1−
ρ
ρm
)
−D
(
∂ρ
∂x
)/
ρ (13.4)
and we can rewrite the traffic flow using equation (13.2) and (13.4) as
f(t) = vfρ(t)
(
1−
ρ(t)
ρm
)
−D
(
∂ρ(t, x)
∂x
)
(13.5)
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where D is the diffusion coefficient.
Combining equation (13.2) and (13.5) we get the distributed-diffusive model for
traffic flow as follows
∂
∂t
ρ(t, x) + vf
∂
∂x
ρ(t, x)− 2
ρ
ρm
vf
∂
∂x
ρ(t, x)−D
∂2
∂x2
ρ(t, x) = 0 (13.6)
13.2 Godunov Based Model
To study the traffic characteristics and to gain an insight into the system evolution
we consider a Riemann problem with a piecewise constant initial condition. Consider
an initial value problem for a Riemann’s problem where the upstream traffic density
is lower (see [115], [116], and [117]). Discretizations of macroscopic first order traffic
flow models using Godunov’s scheme are discussed in [55], [59] and [118]. Figure 13.1
shows the characteristics of traffic where the initial traffic data is shown on the x-
axis, traffic density is piecewise constant. The middle section has the jam density ρm,
the upstream has a lower density ρ0 and the downstream has zero density. As time
increases, the shock wave travels upstream and at the same time the jam dissipates
as a rarefaction onto the downstream. This can been observed on the y-axis.
The Godunov method is based on solving the Riemann problem where the initial
condition is a piecewise constant function with two values ρℓ and ρr for the upstream
(left) and downstream (right) densities (see [119]). Either a shockwave or a rarefaction
wave originates from the junction of the two densities. A shockwave develops if
f ′(ρℓ) > f
′(ρr) (see [120]).
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ρmρ0 ρ = 0
x
t
Figure 13.1: Traffic Characteristics
(a) Left (b) Right
Figure 13.2: Shockwaves moving Upstream (left) and Downstream (right)
The speed of the shockwave is given by Equation (13.7). In this equation, xs(t)
is the position of the shockwave as a function of time. If the shock speed is positive
then the inflow at junction between the two traffic densities will be a function of
upstream traffic density, whereas if the shock speed is negative then the inflow at
junction between the two traffic densities will be a function of downstream traffic
density.
s =
dxs(t)
dt
=
[f(ρℓ)− f(ρr)]
ρℓ − ρr
(13.7)
A rarefaction develops if f ′(ρℓ) < f
′(ρr). The rarefaction can be entirely to the
left, or to the right or in the middle, as shown in figure 13.3.
The analysis of the shockwave and rarefaction conditions gives us the Godunov
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(a) Left (b) Middle (c) Right
Figure 13.3: Rarefaction Solution
based ODE model for traffic. ODE for this method is derived from the conservation
law (see figure 13.4), and is give by Equation (13.8), where we have assumed unit
length for the section.
dρ(t)
dt
= fin(t)− fout(t) + u(t) (13.8)
u(t)
ρ(t)
fin(t) fout(t)
ρℓ(t) ρr(t)
Figure 13.4: Godunov Dynamics
Now, the inflow fin(t) will be a function of upstream density ρℓ and downstream
density ρr. Here upstream and downstream are with respect to the left junction.
Hence we have the relationship given by Equation (13.9) where we have used the
function F (·, ·) that will be obtained from the Godunov method.
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fin(t) = F (ρℓ, ρ) (13.9)
Similarly, for the right junction, the outflow fout(t) is given by Equation (13.10).
fout(t) = F (ρ, ρr) (13.10)
The function F (ρℓ, ρr) in terms of its arguments is given by the Godunov method
as follows (see section 13.5, pages 143-145 [119]).
F (ρℓ, ρr) = f(ρ
∗(ρℓ, ρr)) (13.11)
Here, the flow-dictating density ρ∗ is obtained from the following (see [119]):
1. f ′(ρℓ), f
′(ρr) ≥ 0⇒ ρ∗ = ρℓ
2. f ′(ρℓ), f
′(ρr) ≤ 0⇒ ρ∗ = ρr
3. f ′(ρℓ) ≥ 0 ≥ f
′(ρr)
⇒ ρ∗ = ρℓ if s > 0, otherwise ρ∗ = ρr
4. f ′(ρℓ) < 0 < f
′(ρr)⇒ ρ∗ = ρc
where, ρc is obtained as the solution to f
′(ρc) = 0. ρc is called the critical traffic
density and is equal to ρm/2
Hence depending on the traffic densities on the left and right side of the junction,
flow at the junction can have three possible values, i.e. Fq(ρℓ, ρr) can have three
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distinct values, f(ρℓ), f(ρr), or f(ρc), where q ∈ {1, 2, 3} .
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CHAPTER 14
COORDINATED RAMP CONTROL
14.1 Problem Formulation
Figure 14.1 illustrates the coordinated ramp model, where main freeway section
has an inflow given by f , the inflows controlled by the first and second ramps are
given by u1 and u2. The traffic density on the main freeway section just before the
first and second ramp is given by ρℓ1 and ρℓ2 , traffic density just after the first and
second ramp is given by ρr1 and ρr2 . Length of the freeway section from the start
up to the second ramp is L1 and upto the end of freeway section (containing both
ramps) is L2.
Traffic Flow Direction
Ramp 1
Figure 14.1: Coordinated Ramp Metering
The aim is to keep the aggregate traffic density on the freeway section containing
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the two ramps equal to the critical density, hence we define an error function as in
[69]:
e(t) =
1
2
∫ L1
0
(ρ(t, x)− ρc1)
2dx+
1
2
∫ L2
L1
(ρ(t, x)− ρc2)
2dx (14.1)
The limits of integral for the problem are from the start to the end of the mainline
that includes both ramps. The function e(.) is a mapping at each time t from the
space of functions on [0, L] to the space of real numbers. The objective for the control
law is to make the error term go to zero asymptotically. We will try to achieve the
closed-loop dynamics represented by
e˙(t) + k1e(t) + k2
∫ t
0
e(s)ds = 0 (14.2)
which will enable us to obtain
lim
t→∞
e(t) = 0 (14.3)
14.2 Feedback Control Design
In order to design a desired control law that makes the error term go to zero
asymtotically, we start differentiating the error term with respect to time to get
e˙(t) =
d
dt
1
2
(∫ L1
0
(ρ(t, x)− ρc1)
2dx+
∫ L2
L1
(ρ(t, x)− ρc2)
2dx)
)
(14.4)
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Simplifying further using Leibniz integral rule, we get
e˙(t) =
1
2
(∫ L1
0
∂
∂t
(ρ(t, x)− ρc1)
2dx+
∫ L2
L1
∂
∂t
(ρ(t, x)− ρc2)
2dx)
)
(14.5)
which further simplifies to,
e˙(t) =
∫ L1
0
(ρ(t, x)− ρc1)
∂
∂t
(ρ(t, x)− ρc1)dx+
∫ L2
L1
(ρ(t, x)− ρc2)
∂
∂t
(ρ(t, x)− ρc2)dx)
(14.6)
Using the conservation equation (13.1), ∂ρ
∂t
= − ∂q
∂x
, for further simplification gives
e˙(t) =
∫ L1
0
(ρc1 − ρ(t, x))
∂
∂x
q(t, x)dx+
∫ L2
L1
(ρc2 − ρ(t, x))
∂
∂x
q(t, x)dx (14.7)
further simplification gives,
e˙(t) = ρc1
∫ L1
0
∂
∂x
q(t, x)dx−
∫ L1
0
ρ(t, x)
∂
∂x
q(t, x)dx
+ρc2
∫ L2
L1
∂
∂x
q(t, x)dx−
∫ L2
L1
ρ(t, x)
∂
∂x
q(t, x)dx
(14.8)
solving the integrals yield:
e˙(t) = ρc1(q(t, L
−
1 )− q(t, 0))−
∫ L1
0
ρ(t, x)
∂
∂x
q(t, x)dx
+ρc2(q(t, L2)− q(t, L
+
1 ))−
∫ L2
L1
ρ(t, x)
∂
∂x
q(t, x)dx
(14.9)
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The flow at the left most boundary is produced by the freeway and ramp inflows.
Therefore, we have,
q(t, 0) = u1 + f(t) (14.10)
From the boundary condition at the second ramp, we also have
q(t, L+1 ) = q(t, L
−
1 ) + u2 (14.11)
We have showed the steps to derive the control law assuming different ρc at the
two sections. However for simplicity and for getting a compact expression for the
control law, we now assume ρc1 = ρc2 = ρc. Substituting (14.10) and (14.11) in (14.9)
gives
e˙(t) = ρc
(
q(t, L−1 )− u1 − f(t) + q(t, L2)− q(t, L
−
1 )− u2
)
−
∫ L2
0
ρ(t, x)
∂
∂x
q(t, x)dx
(14.12)
Hence, we can write
u1 + u2 = q(t, L2)− f(t)− k1e(t)− k2
∫ t
0
e(s)ds−
1
ρc
∫ L2
0
ρ(t, x)
∂
∂x
q(t, x)dx
(14.13)
Equation (14.13) provides a constraint on control that would ensure the maximum
possible flow on the stretch of freeway including the two ramps. Replacing the value
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of q(t, L2) we obtain
u1 + u2 = vfρ(t, L2)
(
1−
ρ(t, L2)
ρm
)
− f(t)− k1e(t)
−k2
∫ t
0
e(s)ds−
1
ρc
∫ L2
0
ρ(t, x)
∂
∂x
q(t, x)dx
(14.14)
Equation (14.14) establishes a relationship between the control variable of two ramps
(u1 , u2) and traffic flow conditions. We call this equation as the control constraint
equation. For further analysis, we will be using this equation, which is derived using
the distributive model.
14.3 Satisfiable Allocation using Godunov Scheme
Analysis in the previous section provides with a constraint on u1 + u2, but not
a way to calculate individual u1 and u2. For this, we use a Godunov based scheme
to design the individual u1 and u2, while maintaining the control constraint from
equation (14.14). Design of control law based on Godunov based scheme is discussed
below and illustrated in figure 14.2 as well.
• Case (i): f ′(ρℓ) ≥ 0 and f ′(ρr) ≥ 0
⇒ ρl ≤ ρm/2 and ρr ≤ ρm/2
⇒ ρ∗ = ρℓ
Control Action: We try to make ρℓ → ρm/2 by judiciously choosing u.
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• Case (ii): f ′(ρℓ) ≤ 0 and f
′(ρr) ≤ 0
⇒ ρl ≥ ρm/2 and ρr ≥ ρm/2
⇒ ρ∗ = ρr
Control Action: We choose u = 0.
• Case (iii): f ′(ρℓ) ≥ 0 and f ′(ρr) ≤ 0 ⇒ ρl ≤ ρm/2 and ρr ≥ ρm/2
– if s > 0⇒ ρ∗ = ρℓ
Control Action: We try to make ρℓ → ρm/2 by judiciously choosing u.
– if s ≤ 0⇒ ρ∗ = ρr
Control Action: is we choose u = 0.
• Case (iv): f ′(ρℓ) ≤ 0 and f ′(ρr) ≥ 0
⇒ ρl ≥ ρm/2 and ρr ≤ ρm/2
⇒ ρ∗ = ρc (critical density)
Control Action: We choose u = 0.
Summary of the control law is that there are total five cases. Three of them
require u to be zero (call this case as A) and two of them require u > 0 (call this
case as B). Now we define a variable K such that, K = u1 + u2 (see equation 14.14),
define a flow function F (ρ) such that
81
ρ ρm
f ρr
ρℓ
ρ ρm
f ρr
ρℓ
ρ ρm
f ρr
ρℓ
ρℓ
s > 0
s < 0
ρ ρm
f ρr
ρℓ
Figure 14.2: Case i, ii, iii and iv
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F (ρ) = vfρ(1− ρ/ρm)
and define α such that
α = F
(
(
ρm
2
− ρℓ1) + (
ρm
2
− ρℓ2)
)
(14.15)
Let a variable p such that, K = p× α, then the control law for coordinated ramp
control using the Godunov based allocation scheme is given in table 14.1.
Table 14.1: Control Law for Coordinated Ramp Control
Ramp 1 Ramp 2 Control Law
A A
u1 = 0
u2 = 0
A B
u1 = 0
u2 = min(K,F (
ρm
2
− ρℓ2))
B A
u1 = min(K,F (
ρm
2
− ρℓ1))
u2 = 0
B B
u1 = F (
ρm
2
− ρℓ1)
u2 = F (
ρm
2
− ρℓ2)
}
if K ≥ α
u1 = pF (
ρm
2
− ρℓ1)
u2 = pF (
ρm
2
− ρℓ2)
}
if K < α
14.4 Simulation Results
The simulations are performed using the data obtained from the ramps at the
intersection of I-15 NB and Tropicana and at the the intersection of I-15 NB and
Flamingo in Las Vegas as shown in Figure 14.3. This location is chosen based on
inputs from Freeway and Arterial System of Transportation (FAST). Criterion for
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selection of freeway involved several factors including, that both the on ramps (at
Tropicana and Flamingo) have a ramp meter that is controlled based on freeway
sensors. Further the location ensures a wide range of data in terms of density, speed
and traffic flow which is important for testing robustness in the model.
Figure 14.3: Ramp Metering Problem Location
The data was collected from freeway detectors between roadway id : 59, segment
id : 2 and roadway id : 72, segment id : 1. It was collected from 6 A.M. to 12
P.M. on a Thursday. The detectors at the location are loop detectors and the counts
are polled every 5 mins. This data is aggregated and then reported every 15 mins.
Counts on the ramp are obtained through video based detection. Application of
the least square estimator to the flow density relationship gave us the values of vf
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and ρm approximately 70 miles/hour, and 86 vehicles/mile respectively [70]. We
use these values of traffic parameters in our simulation. Although, theoretically we
have a lot of freedom to select the gains k1 and k2, in practice they will have to be
estimated through simulation of an actual scenario by deploying the controller and
experimenting with different values. They would have to be fine tuned for a particular
location and might vary from location to location based on other conditions. For our
simulation we have used k1 = 50 and k2 = 100.
We analyze the results of the coordinated ramp control law by observing the traffic
densities in the freeway section between the first and second ramp and in the section
after the second ramp. Profile of traffic density between the two ramps is shown in
figure 14.4 and traffic density profile after the second ramp is shown in figure 14.5.
For simulation, the highway stretch was discretized into 10 sections, such that stretch
between the two ramps has five sections and the stretch after second ramp also has
five sections. Density profiles of these ten sections are shown in figure 14.6.
Figure 14.7 shows the inflow into the first section and outflow after the last section
of highway. It also shows the input profiles of both the ramps. Error profile defined in
equation (14.1) is shown in figure 14.8. Ramp controls are shown in figure 14.9. Based
on the input profiles into the ramps and control inputs from ramp to the highway,
queue lengths at the two ramps are shown in figure 14.10.
We observe that density profile in both sections of freeway converge very close to
the desired value of critical density (43 in this case). While ρ1 converges to 42.8, ρ2
stays between 39.5 to 40, values which are very close to the critical density. Simulation
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Figure 14.5: Traffic Density after the second ramp
results show that the proposed control law tries to make the error term go to zero
asymptotically.
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Figure 14.6: Traffic Density in each of the 10 sections on the highway
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Figure 14.9: Control Inputs at Ramp
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Figure 14.10: Queue Lengths at the two ramps
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CHAPTER 15
CONCLUSION
This part of the dissertation presented a novel feedback control law using dis-
tributive modeling and the Godunov based control allocation for coordinated ramp
metering problem. The dissertation work used a coupled control law condition derived
from distributive modeling and then developed Godunov based satisfiable allocation
strategy for optimizing the performance of the system. The study presented a step by
step theoretical derivation of the control law constraint as well as the design details
of the control allocation algorithm. Finally, we presented simulation results for the
designed control laws, which showed the density on the freeway section stabilizing
gradually around the critical or desired density.
Scenario considered in this dissertation involved two consecutive on-ramps. For
a generalized setup where the infrastructure involves multiple off-ramps, on-ramps
and multiple lanes, control law would have to be derived using enhanced dynamical
model. For instance, if we have an off ramp in between the two on ramps, we would
have to use an enhanced dynamical model which incorporates the outflow at the off
ramp and then we can use the feedback linearization technique to design the control
law. Steps in the design would be similar to those described in this dissertation.
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Part III
NETWORK ECONOMICS
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CHAPTER 16
SUMMARY
There is a growing concern among policy makers and analysts regarding the mis-
match between demand and supply of the revenue for improving and maintaining
highway infrastructure. One possible solution is to link actual Vehicle Miles Traveled
(VMT) to the fee structure. This part of the dissertation presents a novel approach
to model VMT dynamics and establish a methodology for designing an optimal VMT
tax rate. We propose a novel model for VMT dynamics and estimates the model
parameters using historical data. An Optimal control problem is then formulated by
designing a cost function which aims to maximize the generated revenue while keeping
the tax rate as low as possible. Using optimal control theory, a solution is provided
to this problem. Steady state analysis of this model is provided and simulations are
performed for the 50 year period showing the projected VMT, generated revenue and
the optimal tax rate. The model provides a parameter in the cost function which can
be adjusted for achieving a certain amount of revenue in a given time frame.
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CHAPTER 17
INTRODUCTION
17.1 Current Road Revenue System
The current road revenue system in U.S. is mostly based on the fuel tax. The
United States Highway Trust Fund is a transportation fund which raises its revenues
by levying a federal fuel tax. As of 2014, the federal tax on gasoline is 18.3 cents per
gallon and on diesel fuel is 24.4 cents per gallon. The fuel tax based revenue system
has not been able to generate enough revenue to maintain the existing infrastructure
[121], [122]. According to various economic studies and projections, revenue generated
by the current fuel-tax-based system is neither sufficient to add new transportation
infrastructure nor to maintain the existing one (see [123], [124] and [125]). As such,
the United States Highway trust fund, which funds the highway construction and
their maintenance, has been dealing with solvency issues for quite some time. From
2008 to 2010, the United States Congress sanctioned the transfer of $35 billion from
the General Fund of the U.S. Treasury to keep the highway trust fund solvent.
As reported by the National Surface Transportation Infrastructure Financing
Commission (NSTIF), the U.S. road network grew by only 4.4 percent in 2009, de-
spite doubling the number of car and truck miles driven on it. Moreover, the Federal
fuel tax has not changed since 1993 and the Federal gasoline tax has experienced a
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33% reduction in real purchasing power since that date (see [124] and [126]). This
over utilization of roads has increased their deterioration rate. Costs associated with
the repair and maintenance of road networks are estimated to be increasing at a rate
which is three times more than the current funding mechanisms can support [124].
Similar sentiments were shared in a report by the American Association of State
Highway and Transportation Officials (AASHTO) in 2007 [127]. The report analyzed
and predicted future revenue requirements for maintenance of the existing highway
systems and for improving transportation infrastructures in the U.S. for the years
from 2005 to 2021.
The current road revenue system is based upon the tax associated with the con-
sumption of fuel. In this system, the amount of tax one pays is directly proportional
to the amount of fuel consumed. This is system is completely insensitive towards the
fuel efficiency of a vehicle [128]. Vehicles with higher fuel efficiency consume less fuel
for the same number of miles driven than ones with lower fuel efficiency, resulting
in less revenue. The large differences in fuel economy in current passenger vehicles
results in drivers paying widely varying road usage fees per mile depending on their
vehicle type. However, the variance in road damage and infrastructure usage is not
much different for various types of vehicle weights [129]. Additionally, the popularity
of fuel-efficient hybrid and non-gasoline powered vehicles and the increasing govern-
ment mandated fuel economies are anticipated to further and adversely affect the
collection of road revenues [130].
This over utilization of roadway systems also imposes costly externalities such
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as congestion delays, pollution, and accidents. In the U.S., approximately 40,000
people are killed every year and many more injured in road accidents. Every such
accident has a cost associated with it in terms of insurance, hospitalization, property
damage etc. Similarly, increased congestion results in extended travel time, which in
turn negatively impacts the productivity. Estimated congestion costs alone ran $124
billion in 2013 and are expected to rise to $180 billion by 2030 [131] [132]. Studies
motivated by congestion pricing for road usage based fee have been completed [133]
[134]. More vehicles on the roads cause more damage to the environment as well as
to the road infrastructure. All of these issues are not taken into consideration in the
existing road revenue system.
The historical trend of fuel prices in the U.S. over the years is shown in Figure 17.1,
and the vehicle miles traveled over the years are shown in Figure 17.2. Both these
figures show the variability in these variables over the years as economic indicators
while the fuel tax has remained relatively constant.
Figure 17.1: Fuel Prices in $/Gallon in the
U.S.
Figure 17.2: Vehicle Miles Traveled in the
U.S.
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17.2 Alternative Funding Mechanism
An alternative funding mechanism needs to be formulated in order to address the
problems with the existing road revenue system. Many researchers have explored
ideas for alternate highway funding (see [135], [136], [137] and [138]). Some of these
alternatives have been designed to address such major traffic issues as funding and
congestion [139] [140]. In particular, various studies have suggested an alternative
tax mechanism known as the Vehicle Miles Traveled (VMT) tax [125] [135]. The idea
behind the mileage based taxation system is that a person pays road tax based on the
number of miles actually driven by her. Researchers believe that this road revenue
system would provide adequate highway funding and also reduce the congestion on
roads indirectly [135]. For instance, adjusting VMT charges appropriately during
peak-hours will result in reduced congestion. This might also encourage citizens to
use mass transit services, leading to a reduction of total vehicles on the roads.
The concept of distance based road usage charges is not new for heavy vehicles.
It has long been established through research studies that the costs imposed by these
vehicles on the roads are not proportional to the amount of revenue paid by them
through the fuel tax system [141]. The damage done to roads generally rises exponen-
tially with weight for heavy vehicles whereas fuel consumption rises much less slowly
with vehicle weight [142] [143]. Countries like Germany, Austria, Slovakia, Poland,
Switzerland, Hungary and New Zealand have already implemented distance based
road usage fees for heavy trucks (see [144] and [145]). Electronic Road Pricing in
Hong Kong, China, and Congestion Metering in some of the cities of UK, have also
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been implemented ([146] [147] and [148]).
In the U.S., Oregon was one of the first states in 2007 to start a pilot project
to test the feasibility of this concept. After two phases of successful pilot studies,
Oregon is planning to implement this model for a limited pool of 5000 volunteers and
keep the tax rate at 1.5 cents per mile. Several other states including Nevada, Iowa,
Minnesota have also followed suit and are in the process of studying the feasibility of
VMT based usage fees.
There are several technological, financial and individual challenges that need to
be resolved before a VMT based tax system can become a reality. The fee collection
mechanism can be designed in many ways. The mechanisms could be very simple
registration like systems where odometer based reading is used periodically such as
annually. More involved systems could use GPS or smartphone based systems where a
user could be charged less for driving during less congested times. Mechanisms would
have to be designed to deal with inter-jurisdictional issues. The idea of usage based
road fees has created a debate among policy makers, economists and the general public
regarding its pros and cons. While the economists and researchers have advocated
this idea for quite some time, the general public have many apprehensions about it,
such as privacy issues, extra costs in terms of additional technological requirements
and so on (see [149], [150], [151] and [152]).
The various aspects of VMT based user fee are shown Figure 17.3. The first block
refers to the very nature of VMT, which indicates what the meaning of the system
is and its feasibility. Various exploratory studies on this topic can be performed
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and have been performed. The second block refers to the need for a system like
this. This can be studied by analyzing the funding sources and needs and looking at
means to mend the gap between the two. The third block refers to the deployment
aspect which involves various technological and non-technological solutions and also
mathematical models that can answer questions of rates. The final block refers to
the public communication aspect that requires proper marketing using appropriate
social theories. This part of dissertation addresses the second and third blocks, by
providing mathematical models and analysis framework which then addresses the
issue of bridging the gap in needs and revenue sources.
Figure 17.3: VMT Aspects
17.3 Contribution
It is important to develop and understand a mathematical framework for the VMT
based usage fees. In this part of dissertation, we address the issue of estimating a
controlled optimal VMT tax rate which maximizes revenue. For achieving this, a novel
model is first proposed for the VMT dynamics and its parameters are estimated based
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on the historical data. The Optimal control problem is then formulated by designing
a cost function which aims at maximizing the generated revenue while keeping the
tax rate as low as possible. Using optimal control theory, a plausible solution will
be provided to this problem. Steady state analysis of this model is presented and
simulations are performed for next 50 years, showing the projected VMT, generated
revenue and optimal tax rate. The model incorporates a parameter in its cost function
which can be adjusted to achieve desired revenue in a given time frame. The original
contribution of this dissertation to this topic are the development of the dynamic
model for VMT, and then designing optimal control strategies that can be used for
analysis and policy and rate designs. The work also uses historical data which is used
for estimation of the parameters of the proposed model. This framework was first
proposed in [153]. This work is an extension of the work with an enhanced model
and estimation of parameters using least squares method.
The remainder of the part is organized as follows. Chapter 18 introduces the
theory of finding optimal control using the Hamilton-Jacobi-Bellman (HJB) equation.
Chapter 19 formulates the problem statement and proposes a model for VMT. Model
parameters are also estimated using the least square estimation technique. Chapter
20 formulates the optimal control problem for estimation of the VMT tax rate and
then provides a solution using optimal control theory. Finally chapter 21 provides
the simulation results and discussion.
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CHAPTER 18
MATHEMATICAL BACKGROUND
This chapter provides a brief mathematical background of the techniques used
in modeling the VMT tax rate. The Hamilton-Jacobi-Bellman (HJB) equation is a
partial differential equation which forms the basis for optimal control theory. For
a given dynamic system and an associated cost function, the solution of the HJB
equation is the ‘value function’ which minimizes/maximizes the cost function [154].
Let the dynamics of the state variable x(t) be given by equation (18.1) as follows
x˙(t) = a(x(t), u(t), t) (18.1)
where u(t) is the control variable.
The objective function associated with the system dynamics is given by
J = h(x(tf ), tf) +
∫ tf
t0
g(x(τ), u(τ), τ)dτ (18.2)
where t0 is the initial time and tf is the final time and h is the terminal benefit at
the final time tf . Function g represents the running benefit. Now for all t0 ≤ t ≤ tf
and all admissible x(t), we will try to find the controls that maximize the objective
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function. The value function is now given by
J∗(x(t), t) = max
u(τ)
t≤τ≤tf
{h(x(tf ), tf) +
∫ tf
t
g(x(τ), u(τ), τ)dτ} (18.3)
A solution to equation (18.3) is obtained by solving the following HJB equation
0 = J∗t (x(t), t) + max
u(t)
{g(x(t), u(t), t) + J∗Tx a(x(t), u(t), t)} (18.4)
We define the Hamiltonian H as
H(x(t), u(t), J∗x , t) = g(x(t), u(t), t) + J
∗T
x a(x(t), u(t), t)
H(x(t), u∗(x(t), J∗x , t), J
∗
x , t) = max
u(t)
{H(x(t), u(t), J∗x , t)} (18.5)
then the HJB equation becomes
0 = J∗t (x(t), t) +H(x(t), u
∗(x(t), J∗x , t), J
∗
x , t) (18.6)
The optimal control u∗(t) in terms of J∗x is obtained from equation (18.5). The
value of u∗(t) is then plugged back into equation (18.6) to obtain a PDE in J∗.
Solution to this PDE gives the profile of the value function J∗. The control law u∗(t)
is derived explicitly by plugging J∗x back into the expression for u
∗(t).
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CHAPTER 19
MODEL FOR VMT
In this chapter, a mathematical model has been proposed to help in analyzing
VMT based policies and fee structures, as well as in assisting developing pricing
strategies. The model is built based on trends of federal and state fuel tax and
vehicle miles traveled data over the past many years.
19.1 Problem formulation
Currently, the road revenue system is based on funds Rg generated using a fuel tax.
If the total amount of gas consumed is G gallons and gas tax rate is rg dollar/gallons,
revenue generated can be given as Rg = rgG dollars. Although the gas tax rate rg
has been relatively constant over the past 10 years, the price of gas (fixed price +
tax) has increased substantially. Here, a new system is being studied to collect road
usage fee based on the number of miles driven by each vehicle. Thus, Vehicle Miles
Traveled (VMT) based revenue Rv can be estimated based on the number of miles
driven by vehicles. The proposed new VMT tax rate is rv dollars/mile. Hence, the
revenue generated based on VMT (v(t)) can be estimated as Rv = rvv(t).
Data from the past few years has information related to monthly and yearly growth
of v(t). The number of miles driven at any given time in a basic growth model would
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increase in proportion to the current VMT due to regular increments in the total
number of cars and increments in economic activities. The price of gas (in case of a
fuel tax) or VMT tax rate (in case of a mileage based taxation) also has a potential
impact on VMT based on the fundamental price demand relationship. If the price of
gas (or VMT Tax rate rv) increases gas consumption (and the VMT) decreases and if
price of gas (or rv) decreases the consumption of gas (and the VMT) increases. From
this discussion we can present the dynamics of the VMT (number of miles driven)
during the time (t0, tf) as follows in equation (19.1).
v˙(t) = α +Kv(t)− cr(t) (19.1)
where v(t) is the total vehicle miles traveled at time t, v˙(t) is the rate of increment of
VMT, α is a constant, K is a positive constant, r(t) > 0 is the VMT tax rate, c > 0
is a constant. Please note that from now on for the sake of notational simplicity, we
will denote VMT tax rate rv(t) by r(t).
19.2 Estimation of Parameters
Monthly data of nationwide aggregated VMT from years 1993 to 2014 were ob-
tained from the Federal Highway Administration (FHWA) [155]. Monthly price trends
for fuel rates were obtained from the U.S. Energy Information Administration [156].
Figure 19.1 shows the trend of monthly VMT data and the monthly fuel prices plotted
against time.
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Figure 19.1: Monthly VMT Data and Fuel
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Figure 19.2: Least Square Parameter Es-
timation
Parameters K and c have been estimated using the least square estimation tech-
nique. Figure 19.2 shows the linear curve fitting of the data using least square esti-
mation.
If we use the following model for the VMT dynamics as shown in equation (19.2)
˙v(t) = α +Kv(t)− cr(t) (19.2)
then the estimated parameters are, α = −60.02, K = 0.29 and c = 4.4. Hence the
equation (19.2) becomes
˙v(t) = −60.02 + 0.29v(t)− 4.4r(t) (19.3)
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CHAPTER 20
ESTIMATION OF OPTIMAL VMT TAX RATE
This chapter provides a complete mathematical framework to estimate the optimal
VMT tax rate. The objective of this chapter is to model Rv based on a model of
growth of VMT (v(t)), and then to identify the optimal VMT tax rate rv(t) such that
revenue Rv can be maximized while keeping the tax rate at the minimum level using
a weighted combination of revenue and cost.
The VMT based revenue generated at a given time t can be given as:
Rv(t) = r(t)v(t)
The objective here is to maximize the revenue Rv(t) while minimizing the VMT
tax rate r(t) at the same time. Hence we choose a cost function J as shown in
equation (20.1)
J(t) =
∫ tf
t
(Rv(τ)− ǫr
2)dτ (20.1)
or we can write
J(t) =
∫ tf
t
v(τ)r(τ)dτ − ǫ
∫ tf
t
r2dτ
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where ǫ is a positive constant. The parameter ǫ enables us to fine tune the cost
function J in such a way that it produces the desired result in terms of generated
revenue or the controlled VMT tax rate. Now the problem transforms into an optimal
control problem where the cost function needs to be maximized.
20.1 Solution using Optimal Control Theory
In the problem formulation discussed above, r(t) is the control variable and v(t)
represents the state variable. Comparing the expressions for v˙(t) and J(t) with equa-
tions (18.1) and (18.2) we have
h(x(tf , tf ) = 0,
g(x(t), t, r(t)) = v(t)r(t)− ǫr2(t)
and a(x(t), t, r(t)) = α +Kv − cr(t).
Hence the Hamilton-Jacobi-Bellman equation can be written as
0 = J∗t +max
r(t)
{v(t)r(t)− ǫr2(t) + J∗v (α +Kv − cr(t))} (20.2)
It can also be written as
0 = J∗t +H(x(t), r
∗(x(t), J∗v , t), J
∗
v , t)
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where Hamiltonian H is given by
H(x(t), r∗(x(t), J∗v , t), J
∗
v , t) = max
r(t)
{v(t)r(t)− ǫr2(t) + J∗v (α +Kv − cr(t))}
A necessary condition that the optimal control must satisfy is
∂H
∂r
= 0
Hence differentiating the Hamiltonian with respect to the control variable r(t) we get
∂H
∂r
= v(t)− 2ǫr(t)− cJ∗v = 0
or we can write that
r∗(t) =
v(t)− cJ∗v
2ǫ
(20.3)
We also observe that
∂2H
∂r2
= −2ǫ < 0
thus, the control in equation (20.3) maximizes the Hamiltonian H. Now plugging
back the value of r∗(t) into HJB equation (20.2) we get
0 = J∗t + v(t)
(
v(t)− cJ∗v
2ǫ
)
− ǫ
(
v(t)− cJ∗v
2ǫ
)2
+ J∗v
(
α+Kv − c
(
v(t)− cJ∗v
2ǫ
))
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Further simplification gives
0 = J∗t +
c2
4ǫ
(J∗v )
2 +
(
α +Kv(t)−
cv(t)
2ǫ
)
J∗v +
v(t)2
4ǫ
(20.4)
Equation (20.4) represents the HJB equation for the optimal control problem.
Solving the PDE analytically in equation (20.4) is a non-trivial problem. Numerically,
the PDE can be solved for specific boundary conditions. We perform steady state
analysis that enables a feedback solution for a long time horizon. Once function J is
identified,the value of J can be plugged back into equation (20.3) to get the the control
variable. The above HJB equation has been solved using the steady state analysis in
the following chapters. Parameters K, c and α have already been estimated based on
linear curve fitting of the past VMT data in the previous chapter.
20.2 Steady State Analysis
In steady state derivatives with respect to time are zero, and consequently, we
have
J∗t = 0
Equation (20.4) becomes quadratic in J∗v as shown in equation (20.5).
0 =
c2
4ǫ
(J∗v )
2 + v(α+K −
c
2ǫ
)J∗v +
v2
4ǫ
(20.5)
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For equation (20.5) to have real roots, b2 − 4ac ≥ 0. This means that
b2 − 4ac = (v(α +K − c/2ǫ))2 − 4(c2/4ǫ)v2/4ǫ ≥ 0
Simplifying further, we get
(Kv(t)− cv(t)/2ǫ+ α)2 ≥ (cv(t)/2ǫ)2
which means
Kv(t)− cv(t)/2ǫ+ α ≥ cv(t)/2ǫ or Kv(t)− cv(t)/2ǫ+ α < cv(t)/2ǫ
Simplifying more, we obtain
Kv(t) + α ≥ cv(t)/ǫ or Kv(t) + α < 0
Therefore, we can write the conditions for the real roots as
ǫ ≥
(
cv(t)
Kv(t) + α
)
or v(t) <
−α
K
(20.6)
Now that equation (20.5) has real roots in steady state, values of J∗v is given by
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J∗v =
−(α +Kv(t)− cv(t)/2ǫ)±
√
(α+Kv(t)− cv(t)/2ǫ)2 − c2v(t)2/4ǫ2
c2/2ǫ
(20.7)
If we call the two roots of J∗v as γ1(v(t)) and γ2(v(t)) then the optimal tax rate can
be written as
r(t) =
v(t)− cγ(v(t))
2ǫ
(20.8)
The optimal VMT tax rate r(t) has been obtained in terms of v(t) for the steady
state in equation (20.8). Now using this control variable r(t), the dynamics of VMT
v(t) and revenue R(t) can be estimated. Simulation results are provided in the next
chapter.
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CHAPTER 21
SIMULATIONS, RESULTS AND DISCUSSION
In the previous chapter, the function r(t) was formulated in terms of v(t) in steady
state (see equation (20.8)). Now we will solve the dynamics of v(t) numerically
and obtain corresponding optimal tax rate. These simulations are performed for
ǫ = .0009. ǫ serves as a parameter in the model which provides the flexibility to fine
tune the optimal tax rate and the corresponding revenue needed. Figure 21.1 shows
the projections of monthly VMT (v(t)) for the 50 year period from 2010 to 2060.
Figure 21.2 shows the corresponding optimal tax rate r(t) for the 50 year period.
We can also estimate the monthly revenue based upon the projected values of
VMT and the optimal tax rate. The revenue has been projected for 50 years as
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Figure 21.1: Projected VMT for 50 years
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Figure 21.3: Projected Monthly Revenue
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Figure 21.4: Projected Yearly Revenue
shown in figure 21.3. Yearly revenue projections are shown in figure 21.4.
To better demonstrate the magnitude and implications of the results presented
above we will break the analysis into short-term and long-term time horizons. Table
21.1 looks at the near-term needs, revenue forecasts, funding gaps, and also at the
estimated optimal VMT tax and the corresponding revenue forecast. As shown in
the table, the baseline revenue forecast totals $235 billion during 2010-15 period or
an average of $39.2 billion per year. Revenue needs and forecasts (from the current
system) are obtained from [124]. The table also presents the revenue forecasts using
the VMT tax system which brings down the funding gap from $671 Billion to $187
Billion.
In the NSTIF commission report in 2009 [124], long term revenue needs (from 2008
to 2035) were estimated to be $386 Billion annually, on average. Hence the cumulative
funds required for a 25 year period (2010 to 2035) would be $96, 500 Billion. Figure
21.4 shows that using the estimated optimal VMT tax rate, the required cumulative
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Table 21.1: Short Term Needs and Revenue Forecasts: 2010-2015 (Billions of $)
Year Revenue Revenue forecast of Optimal VMT Tax Revenue forecast from
Needed current system rate (cents/mile) optimal VMT tax
2010 $181 $38 1.72 $52.4
2011 $184 $38 1.96 $61.1
2012 $188 $39 2.24 $71.5
2013 $192 $40 2.57 $84.0
2014 $195 $40 2.93 $98.9
2015 $200 $40 3.35 $116.56
Total $1141 $235 - $671
funds are matched in the year 2035. During this period, the estimated optimal VMT
tax rate varies between 1.72 cents/mile and 15.84 cents/mile. On average, the tax
rate is 8.20 cents per mile for this period. In the NSTIF commission report, the
required VMT fee to meet the long term revenue demand was estimated between 7.8
and 8.4 cents per mile [124]. Hence the results obtained in this research are consistent
with those provided in [124]. Moreover, our model can be used for predictions and
analysis for future scenarios.
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CHAPTER 22
CONCLUSION
In various studies, VMT based tax has been proven to be a potential alternative
to the current gas tax based road revenue system. Apart from various technical
challenges, it is extremely important to understand the mathematical aspect of the
VMT tax model. In order to be sure that VMT will address the gap between required
and generated revenue, it is necessary to develop and study mathematical models
considering all possible factors such as economic growth, impact of VMT tax on
VMT etc. This work dealt with the modeling, estimation, and optimal control of the
vehicles-miles traveled user fee. While modeling the vehicle miles traveled, the impact
of potential changes in the VMT tax rate was considered. An optimal control problem
was formulated such that the designed cost function maximized the generated revenue
while minimizing the VMT tax rate. Parameters of models were estimated using the
past data for various years. Once the parameters were estimated, future predictions
were made based on current values. Based on the revenue estimates for a variable
tax rate, VMT appears to have the potential to address the gap between required
and currently generated gas tax revenue. For estimation of the VMT tax rate, the
optimal control model of VMT must be further refined to incorporate key factors such
as inflation, congestion, etc.
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In combination with previous research on VMT, the current research proposed a
model that optimizes the cost function. Although such a usage fee can increase the
viability and usefulness of a VMT generated revenue, the marketing of this policy
to citizen consumers is yet another important aspect. As such, several interdisci-
plinary research studies have uncovered multiple potential public issues, using both
qualitative and quantitative techniques. For example, Krishen, Raschke and Mejza
[149] and Krishen et al. [152] propose ways in which marketing communications can
be framed in order to improve consumer fairness perceptions of a VMT usage fee.
Another study analyzes unprompted consumer comments regarding a potential VMT
usage fee and identify privacy and cost allocation concerns as the largest consumer is-
sues [151]. Privacy concerns remain a very important interdisciplinary research topic,
especially in regard to imposing of a VMT usage fee since such a fee could require ve-
hicle tracking devices. To further understand possible apprehension to such concerns,
Raschke, Krishen and Kachroo [150] delineate four types of consumer concerns and
show relative weights for each of them. Augmenting all of this research, the proposed
research can aid in the implementation of VMT consumer communication campaigns
since this model can show consumers that the VMT fee maximizes and optimizes
transportation infrastructure benefits.
As shown in the current research, by imposing a VMT usage fee, road infras-
tructure can be maintained since the incoming revenue will more readily account for
the structural needs. Future research can address the allocation and prioritization of
transportation infrastructure projects once the VMT usage fee is imposed as well as
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the cost-benefit analysis of such projects ([157] and [158]). VMT usage fees will not
only allow the system to generate sufficient revenue to improve the road infrastructure
but also will provide a transparent and fair tax policy to the citizens.
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Part IV
CONCLUSION AND FUTURE
WORK
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CHAPTER 23
CONCLUSION AND FUTURE WORK
In this dissertation we presented and discussed three very important aspects of
cyber-physical systems, namely: 1) Network Observability 2) Network Control, and
3) Network Economics. We presented each of these problems for a transportation
network and then produced generalized results. First part of the dissertation dealt
with the very important observability problem on highway networks. An original
theorem and a corresponding corollary were presented. They are not only applicable
to the networks examples solved here but also to any network topology in general.
Second part of the dissertation presented a network control problem which was solved
using coordinated ramp metering. We used a coupled control law condition derived
from distributive modeling and then developed Godunov based satisfiable allocation
strategy for optimizing the performance of the system. The study presented a step by
step theoretical derivation of the control law constraint as well as the design details
of the control allocation algorithm. Third part of the dissertation discussed the issue
of estimating a controlled optimal VMT tax rate which maximizes revenue. Using
optimal control theory, a plausible solution was provided to this problem. Steady state
analysis was presented and simulations were performed for next 50 years, showing the
projected VMT, generated revenue and optimal tax rate. Hence, we have provided
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novel solutions to very important problems in transportation networks. This work
has a lot of potential for application and also for the future research.
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