Introduction
VAR models [13] are a type of multi-equation model that linearly describe the simultaneous interactions and behaviour among a group of variables using only their own past. More specifically, a VAR is a model of simultaneous equations formed by a system of equations in which the contemporary values of model variables do not appear in any explanatory variable in the equations. The set of explanatory variables in each equation is a block consisting of lags of each of the model variables, and the block is the same for all the equations.
VAR models have been traditionally used in finance and econometrics [2, 15] . With the arrival of Big Data, huge amounts of data are being collected in numerous fields. Our group is studying the application of statistical models in health problems which, traditionally, have been applied in econometrics [8] . To model time series we use Vector Autoregression Models (VAR). Tools exist to tackle this problem [14] , but the large amount of data, along with the availability of computational techniques and high performance systems, advise an in-depth analysis of the computational aspects of VAR, so large models can be solved efficiently with today's computational systems.
To solve the model, Ordinary Least Squares (OLS) are used equation by equation. However, the practical challenge of its design lies in selecting the optimal length of the lag of the model. There are different strategies to solve this problem [9, 10] : one of them is to examine some information criteria, for example Akaike (AIC) [1] , Schwarz (BIC) [12] or Hannan-Quinn (HQC) [6] (these are the most well-known and used criteria but not the only ones). This work aims to solve a VAR model by obtaining the coefficients through heuristic and metaheuristic algorithms, minimizing one parameter criterion, and also to compare with those coefficients obtained by OLS.
Computational aspects of VAR
VAR are based on the idea that the value of a variable at a time point depends linearly on the value of one or more variables at previous instants of time. Since, most of the time, not all the variables will follow this pattern, there will be dependent and independent variables. The latter will not be analyzed by the model, but will be used to model dependent variables.
Let y (j) and z (j) denote the vector of dependent and independent variables at some time point j. The vector y (j) depends on the value of y and z at i and k previous time points. The linear dependence of y (j) with y (j−t) and z (j−t) is expressed by the matrices A t and B t . Finally, C denotes an independent vector to fit the model better. Thus, our VAR model has the form
Since matrices A, B and C are the unknown terms that we want to ascertain, we can build the system
. . .
In this way, the solution of the system is traditionally approached by Ordinary Least Squares (OLS), maximum likelihood, etc. Here, an approach using heuristic and metaheuristic algorithms (with special emphasis on Genetic Algorithms [7] , Scatter Search [3] , GRASP [11] and Tabu Search [4] and combinations of them) for minimizing some parameter criteria is studied and compared with traditional methods. We plan to study some computational problems arising from this approach:
-The matrix formulation allows us to apply matrix computations [5] . QR or LQ decompositions can be applied to simplify the system, so reducing the time required to solve the system, but the Toeplitz-type structure in equation 1 advises the adaptation of algorithms for structured matrices. -A new problem occurs when we do not know how many previous time points the variables depend on or which variables are dependent and independent. Finding the best model configuration is a combinatorial optimization problem with a huge computational cost. Therefore, an exhaustive search is not suitable and other techniques should be applied. -Since the outlined approach has a big computational cost, we propose two levels of parallelism to enhance performance. On the one hand, high performance linear algebra subroutines based on BLAS and LAPACK can be used, so the parallelism is intrinsically exploited. On the other hand, we consider the use of explicit parallelism to simultaneously compute independent model configurations.
