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We demonstrate imaging of neutral atoms via the light scattered during continuous Raman side-
band cooling. We detect single atoms trapped in optical tweezers while maintaining a significant
motional ground-state fraction. The techniques presented provide a framework for single-atom re-
solved imaging of a broad class of atomic species.
The ability to resolve single atoms has been integral
to many advances in quantum information processing,
quantum optics, and quantum many-body physics [1–8].
Imaging single atoms, such as trapped atomic ions or
neutral atoms in optical lattices, is typically achieved by
scattering near-resonant photons, a fraction of which are
collected to generate a signal on a photodetector. The
use of high numerical-aperture (NA) optics and single-
photon counting detectors can reduce the required num-
ber of scattered photons [9, 10], but it is often advanta-
geous to scatter many photons to achieve a high signal-
to-noise ratio (SNR). Such detection is especially useful
to minimize the readout error for site-resolved, in situ
imaging of multiple traps.
For neutral atoms, which do not benefit from the
deep traps achieved in ion experiments, imaging requires
maintaining sufficiently low temperatures to preserve the
atomic configuration. A common technique for position-
resolved detection of optical wavelength-spaced neutral
atoms is sub-Doppler cooling [7, 11–13]. However, this
technique requires a favorable atomic level structure to
work efficiently. Raman sideband cooling is an alter-
native imaging method [13, 14] that is possible for any
atomic species that can be trapped in a tightly-confining
potential and has an electronic dark state. Alternatives
to traditional sub-Doppler cooling are especially impor-
tant for atoms where the hyperfine structure is not well
resolved, such as lithium or potassium [15, 16]. The ex-
tension of site-resolved imaging of quantum gasses to
lighter atoms will enable quantum gas microscope ex-
periments where dynamics occur on faster time-scales
[14, 17, 18]. Further, Raman sideband cooling is an
established method for cooling an atom to the three-
dimensional (3D) motional ground state [19–23] and
hence provides the control to prevent thermal hopping
in traps that support only a small number of localized
bound states [13]. However, to date there has been no
demonstration of the feasibility of the experimental de-
tection of single atoms via Raman cooling.
Here, we report the imaging of single 87Rb atoms via
the light scattered during a period of continuous Ra-
man sideband cooling in an optical tweezer trap. The
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efficiency of the cooling maintains a significant ground-
state fraction while scattering photons. The operational
principle of sideband cooling relies on the existence of
a dark state, composed of a spin degree of freedom and
the motional ground state, that is decoupled from the
cooling light. Thus, an extended period of imaging re-
quires some method by which the dark state is tunably
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FIG. 1. (Color online) (a) Schematic of the experimental
setup from above (Top view) and in the plane perpendicular
to zˆ (Axial view). The Raman beams (RB1,2,3,4; red), opti-
cal pumping beams (OP; blue), polarization-gradient cooling
beams (PGC; orange), and the quantization axis (B; black)
are indicated in relation to the optical tweezer potential. The
dashed lines indicate the beam polarizations. The light scat-
tered by the atom is collected by the same objective lens used
to generate the optical tweezers and is imaged using an f = 1
m achromatic doublet. (b) Raman cooling cycle in 1D. Start-
ing in the state |F,mF ;nvib〉 = |2, 2;n〉, a coherent Raman
sideband transition to the |1, 1;n − 1〉 state is performed us-
ing a pair of Raman beams (RB1 + RB2,3,4). Subsequently,
a spontaneous Raman transition optically pumps the atom
back to the |2, 2;n−1〉 state. By repeating this process, atom
population will accumulate in the |2, 2; 0〉 state, which is ide-
ally a dark state. (c) Example of an image generated via
continuous Raman cooling. The scale bar (white) indicates
separation between tweezer traps for imaging.
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2compromised to allow continuous photon scattering. We
therefore parametrically modulate the trapping potential
to couple the atom out of the dark state during imaging.
By varying the parameters of the drive, we can increase
the detection fidelity and speed of the imaging procedure
when a smaller ground-state fraction can be tolerated.
Figure 1(a) shows the optical tweezer apparatus
in which we implement imaging via Raman cooling
[Fig. 1(b)] [23–27]. The efficiency of the cooling cycle
is determined by our ability to optically pump back to
the initial spin state while preserving the reduced mo-
tional state, which is related to the Lamb-Dicke param-
eter ηOP = x0k, where x0 =
√
h¯/2mω is the oscilla-
tor length for a particle of mass m with trap frequency
ω, and k is the wavenumber of the optical pumping
(OP) light. For our optical tweezer traps in this work,
U/kB = 1.1 mK and the radial (axial) trap frequency
is ωr = 2pi × 140 kHz (ωa = 2pi × 30 kHz), which gives
ηOPr = 0.16 (η
OP
a = 0.35) [23]. This work uses continuous
Raman cooling, where the OP beams remain on during
the entire procedure [28].
Each experimental cycle begins with a single atom that
has been stochastically loaded by overlapping a magneto-
optical trap (MOT) with an optical tweezer trap [29, 30].
After 10 ms of polarization-gradient cooling (PGC), the
atom is cooled to near the bottom of the trap, with a final
temperature of ∼ 15 µK [23, 31, 32]. The trap occupancy
is then measured with a standard PGC fluorescence im-
age [11, 23], which works very well for 87Rb. We use this
as a pre-selection image to indicate the presence of an
atom for the studies we present. After the pre-selection
image, two more images are taken in each experimental
cycle. The second image is the exposure during continu-
ous Raman cooling; this image provides the main signal
for this work. The final image is another PGC fluores-
cence image (the post-selection image) that is used in
combination with the pre-selection image to distinguish
experiments where the atom was lost.
For all of our data analysis, the recorded signal is the
number of photons detected in a single pixel on which
the atomic signal is centered [Fig. 1(c)]. This represents
∼ 1/3 of the total detected signal. While the best SNR
is achieved when all of the signal is binned onto a single
pixel, we operate the camera with a smaller pixel size
to fully separate the signal from atoms in different traps
[Fig. 1(c)]. However, for absolute comparison of the mea-
sured scattering rates (discussed below), we integrate the
signal on the surrounding 3×3 pixels to ensure that the
majority of detected photons are counted.
Figure 2(a) shows an example of the signal from 25
ms of PGC fluorescence imaging, which provides a use-
ful benchmark for imaging single neutral atoms [11, 13].
For this comparison, we use a single pair of PGC beams
in the σ+-σ− configuration [shown in Fig. 1(a)] with
0.61 mW of power in a beam with a gaussian waist
of 1.66 mm [33]. This configuration minimizes inter-
ferometric intensity gradients near the atom, which re-
duces fluctuations in the atomic scattering rate [31].
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FIG. 2. (Color online) Photon detection histograms. The
red (blue) bars on the right (left) indicate images taken with
(without) an atom in the trap, as determined by the pre-
selection image. The dashed (solid) black gaussian curve ap-
proximates the expected distribution for the atomic signal
(background). (a) Fluorescence signal from 25 ms of PGC
imaging. (b) Signal collected during 1 s of continuous Raman
cooling. The presence of an atom is triggered using the pre-
and post-selection PGC images. (c) same as in (b), but now
applying a sinusoidal parametric drive with ∆U/U ∼ 0.055,
resonant with the radial trap frequency, to the optical tweezer
potential.
We red detune the PGC light 38 MHz from the trap-
shifted cycling transition, which corresponds to 13 MHz
from the free-space transition [34–37]. Taking into ac-
count the 6% collection efficiency of our optical sys-
tem, the measured scattering rate during PGC imaging
is (2.6± 0.4) × 105 photons s−1. This is reasonable in
comparison to the estimate of 4.5× 105 photons s−1[38],
which assumes perfect alignment of the peak intensity
of the PGC beams to the atom, balanced circularly-
polarized beams, and the ideal steady-state spin distri-
bution for an atom at rest in one-dimensional (1D) PGC
light [31].
During Raman cooling imaging, 3D cooling must be
performed even if our controlled parametric drive affects
only one motional axis. This requirement arises from the
3optical pumping process, which can heat any motional
axis via spontaneous emission. We use three beams to
simultaneously perform continuous Raman cooling along
both the radial (RB1+RB2) and axial (RB1+RB4) di-
mensions of the trap. For the radial cooling, we take ad-
vantage of the near degeneracy of the two radial trap fre-
quencies of our trap to cool with only one beam pair and
still achieve the necessary (albeit slower) cooling along
both dimensions.
Figure 2(b) shows a histogram of the number of pho-
tons detected during 1 s of continuous Raman sideband
cooling. The red (blue) data represent experiments where
an atom was present (absent) in both the pre- and post-
selection images, from which we infer that there was an
atom present (absent) during the entire period of con-
tinuous Raman cooling. Selecting experiments where the
atom is not lost allows us to directly characterize the
imaging procedure, independent of imperfections (such
as the vacuum lifetime) that are specific to our setup. We
note that the signal peak is smaller than the background
peak because the trap loading rate was smaller than ex-
periments in Fig. 2(a) (roughly 25% instead of 60%) due
to a lower MOT density during loading. This does not
affect the results other than to reduce the available statis-
tics for the signal data points compared to background.
In principle, we should expect no signal when no para-
metric drive is applied to the trap because the atom
should remain in the dark state and thus scatter no pho-
tons. The main contributions to the signal in Fig. 2(b)
are from off-resonant carrier [∆n=0 in Fig. 1(b)] Ra-
man transitions, which initiate an optical pumping cy-
cle, and, to a lesser extent, residual coupling of the dark
state to the optical pumping beams. Off-resonant carrier
transitions are relevant in these experiments because the
ratio of the carrier Rabi rate (the transition linewidth)
to the trap frequency (the detuning from the transition)
is non-negligible, leading to a finite population transfer.
The measured scattering rate for the data in Fig. 2(b) is
(1.9±0.3)×103 photons s−1. We estimate the maximum
scattering rate from off-resonant carrier transitions to be
2×103 photons s−1 by summing the scattering rates from
two 1D calculations of the axial and radial rates.
The fidelity of the imaging is determined by a combi-
nation of the signal amplitude and the ability to separate
the signal and background distributions. The expected
standard deviation in the number of detected photons is
a combination of shot noise (Poisson statistics) and the
readout noise of our detector (σRO = 6.6
photons√
pixel
). The
expected distributions for the atomic signal (background)
are approximated by the dashed (solid) gaussian curves
on the histograms in Fig. 2. Based on the overlap inte-
gral of two normalized gaussian distributions with means
and standard deviations from the data in Fig. 2(b), we
estimate a minimum detection error rate of 1.4×10−2 for
1 s of integration time [9] [39]. Note that this is a mea-
sure of the achievable SNR, but the effects of atom loss
are removed based on the pre- and post-selection images.
To improve the signal detected during continuous Ra-
man cooling, we apply a parametric drive by modulat-
ing the total optical power generating the optical tweezer
trap at twice the radial trap frequency (2ωr = 2pi × 280
kHz). This drives the atom out of the motional ground
state, allowing the cooling cycle to restart, and thus more
OP photons are scattered during the exposure. Fig-
ure 2(c) clearly shows an increase in the atomic signal
during Raman cooling imaging with a parametric drive
applied to the trapping potential. The increased signal
corresponds to a reduction of the minimum detection er-
ror rate to < 10−4 for the same 1 s integration time. For
comparison, we estimate that 20 ms of our PGC imaging,
which has a much higher scattering rate, can achieve the
same minimum detection error rate.
The Raman cooling imaging procedure can be sim-
ply understood as the competition between a variable
parametric excitation rate and the (constant) continuous
Raman cooling. The competition of these rates rapidly
yields an equilibrium ground-state fraction, and hence
non-dark fraction, which largely determines the mea-
sured scattering rate. This simple description is effective
because the parametric drive does not directly interfere
with the cooling and the Raman cooling cycle occurs on
sub-millisecond timescales compared to the 1 s image.
The average number of photons detected during Ra-
man cooling imaging is observed to increase as a function
of the applied parametric drive amplitude [red circles in
Fig. 3(a)]. Hence, increasing parametric drive amplitude
reduces the equilibrium ground-state fraction, allowing
us to control the atomic fluorescence rate. The atom
signal can be compared to the average number of back-
ground photons detected (blue squares) measured at each
drive amplitude. The amplitude of the parametric drive
is defined as the ratio of the peak-to-peak variation of
the trap depth ∆U to the trap depth in the absence of a
drive U .
Up to intermediate drive amplitudes, we characterize
the equilibrium radial ground-state fraction during imag-
ing by performing radial sideband thermometry immedi-
ately after a period of Raman cooling imaging. We verify
that the equilibrium ground-state fraction varies with the
applied parametric drive amplitude [inset of Fig. 3(a)].
For the lowest drive amplitudes (∆U/U <∼ 0.02), ther-
mometry is limited by the resolution of our sideband
spectroscopy [23], suggesting a radial ground-state frac-
tion PGS > 80%. We further find that a significant
ground-state fraction PGS ≥ 55% is maintained for drive
amplitudes up to ∆U/U ∼ 0.06 (near the maximum drive
without loss). The scattering rate observed at this drive
amplitude is (4.9± 0.7)× 103 photons s−1. We estimate
an expected scattering rate of ≤ 7 × 103 photons s−1
by weighting the scattering rates from each of the mo-
tional excited states undergoing Raman cooling, assum-
ing a thermal distribution corresponding to the measured
motional occupation at ∆U/U ∼ 0.06 [23].
Further, the survival probability of the atom is mea-
sured as a function of the parametric drive amplitude
[green diamonds in Fig. 3(a)] by recording the probabil-
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FIG. 3. (Color online) (a) Varying the amplitude of the para-
metric drive applied to the optical tweezer potential during
1 s of Raman cooling imaging. The green diamonds are the
atom survival probability, as determined using the pre- and
post-selection images, and the orange dashed line is the mea-
sured vacuum lifetime limit. The red circles (blue squares) are
the signal collected with (without) an atom in the trap during
the entire imaging period. The blue line indicates the average
background value of 16.5 detected photons. The inset displays
the equilibrium radial ground-state fraction (PGS radial) mea-
sured via Raman sideband spectroscopy immediately follow-
ing a period of Raman cooling imaging [23]. (b) Signal as a
function of the parametric drive length, for fixed total imag-
ing length (1 s) and drive amplitude (∆U/U ∼ 0.04). The
red line is a linear fit to the data. All error bars indicate the
standard error of the measurement.
ity for an atom to appear in the post-selection image,
given that it was present in the pre-selection image. The
orange dashed line represents the expected survival prob-
ability due to the vacuum lifetime (τ = 7.1 s) over the
course of the 1.023 s between the pre- and post-selection
images. The atom loss is initially consistent with back-
ground collisions, but at larger drive amplitudes the para-
metric excitation rate exceeds the Raman-cooling rate
and the atom is quickly heated out of the trap.
In Fig. 3(b), we perform 1 s of continuous Raman cool-
ing and apply a parametric drive for a fraction of the im-
age. The constant drive amplitude of ∆U/U ∼ 0.04 real-
izes an equilibrium radial ground-state fraction of ≥ 70%
[inset of Fig. 3(a)]. The measured data (red circles) are
well fit by a linear increase (red line), which is further
evidence that the radial ground-state fraction rapidly
reaches equilibrium. For the same drive amplitude, we
estimate that a minimum detection error of < 10−2 can
be reached after about 0.5 s of imaging. This is compa-
rable to the site-resolved imaging used in recent optical
lattice experiments [7, 12].
For atomic species where sub-Doppler cooling is not
sufficient for imaging, such as desired experiments with
6Li in an optical lattice, continuous Raman cooling is a
promising technique for in situ imaging [14]. For mod-
erate lattice depths, such that the trap frequency for
lithium is ωLi ∼ 2pi × 1 MHz, the Lamb-Dicke param-
eter becomes ηOPLi = 0.27. Efficient sideband cooling has
been demonstrated for comparable Lamb-Dicke param-
eters [22, 23, 27]. Thus, the confinement of lithium on
a lattice should not be a fundamental limitation to per-
forming continuous Raman sideband cooling for imaging.
The remaining concern is whether the number of photons
scattered during optical pumping is small enough to pre-
serve the reduced motional state in each cooling cycle;
however for imaging (not ground-state cooling), even this
might be overcome by addressing the second (or higher)
order sidebands.
In conclusion, we have demonstrated the position-
resolved detection of single neutral atoms using Raman
sideband cooling. In our studies we use 87Rb, for which
PGC fluorescence imaging is an order of magnitude
faster than Raman cooling imaging; hence PGC will
remain an imaging method of choice for many applica-
tions with heavy alkali atoms. However, Raman cooling
imaging adds an important technique for preserving
ultracold temperatures and hence atomic configurations
in shallow potentials. Further, we believe Raman
cooling imaging will be imperative for the site-resolved
imaging of lighter atoms that do not benefit from the
well-resolved level structure of atoms such as 87Rb. For
one- or two-dimensional systems (as well as sparse 3D
systems), where rescattering effects are suppressed [40],
these results can be applied to larger clouds of atoms,
as long as the trapping potential provides sufficient
confinement.
Note – During preparation of the manuscript, we
learned of a related work in Ref. [41].
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