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Abstract. MPLS DiffServ-TE presents the solution awaited so much by the 
network service providers by allowing a differentiation of services and a traffic 
engineering based on a fast packet switching technology. However, the 
management of such a network is not a simple function and could not be done 
manually. In this paper, we propose a novel architecture based on the Multi-
Agent Systems (MAS) capable of managing automatically MPLS DiffServ-TE 
domains. Based on the network states, our intelligent agents take the 
appropriate decisions. They, for example, reconfigure the network 
accordingly. 
1 Introduction 
The Multi-Protocol Label Switching (MPLS) [28] is an Internet Engineering Task 
Force (IETF) framework that performs label switching between layer 2 and layer 3 
protocols. It is a versatile solution to address the problems faced by present-day 
networks like speed, scalability, quality of service (QoS) and traffic engineering 
[19].  
 In recent years, there has been active research in the field of MPLS and an 
increasing number of networks are supporting MPLS [3]. One of the most significant 
applications of MPLS is traffic engineering (TE) [4]. MPLS-TE enables resource 
reservation, fault-tolerance and optimization of transmission resources [23]. 
However, MPLS does not define a new QoS architecture [11] and cannot provide 
service differentiation by itself.  
 DiffServ (Differentiated Services) [5] defines an architecture for implementing 
scalable service differentiation in the Internet by defining multiple classes of service. 
The combination of DiffServ and MPLS [16] presents a very attractive strategy to 
backbone network service providers with scalable QoS and traffic engineering 
capabilities using fast packet switching technologies. The result is the MPLS 
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DiffServ-TE which will be able to satisfy users’ requests like the QoS guarantees 
while optimizing the use of network resources.  
 As networks grow rapidly and traffic conditions change frequently, the 
management of the above MPLS network presents many complexities and could not 
be done manually. Therefore, automated management is required to minimize this 
complexity and to engineer traffic efficiently [8]. Moreover, recent researches 
showed the effectiveness of Multi-Agent Systems (MAS) for the dynamic 
management of distributed systems [13, 29].  
 In this paper, we propose a novel architecture based on MAS capable of managing 
automatically MPLS DiffServ-TE domains. Based on the network states, our 
intelligent agents take the appropriate decisions. They, for example, reconfigure the 
network accordingly. 
 This paper is organized as follows. In the second section we discuss MPLS-TE and 
DiffServ. A brief description of the multi-agent systems is done in section 3. Our 
proposition and our proposed architecture are presented in sections 4 and 5 
respectively. The LSP creation strategy is presented in section 6. Conclusion and 
future work are given in section 7. 
2 MPLS-TE and DiffServ 
2.1 MPLS 
MPLS [28] is a new technology that uses labels to forward packets by specifying the 
Forwarding Equivalence Class (FEC). A FEC is a representation of a group of 
packets that share the same requirements for their transport. All packets in such a 
group receive the same treatment in the domain.  
 MPLS domain contains two types of equipments: LER (Label Edge Router) and 
LSR (Label Switch Router). The LERs are also called I-LSR (Ingress LSR) for the 
LSR that puts the label to an incoming packet and E-LSR (Egress LSR) for the one 
which removes the label from the outgoing packet to return it to its initial nature. 
LSR is a high speed router device in the core of the MPLS network. The path 
between two LERs is called LSP (Label Switched Path). 
2.2 MPLS-TE 
Traffic engineering is used to achieve performance objectives such as optimization 
of network resources and placement of traffic on particular links [23]. In other terms, 
MPLS traffic engineering routes traffic flows across a network based on the 
resources the traffic flow requires and the resources available in the network [25].  
 Current Interior Gateway Protocols (IGPs) always use the shortest path to forward 
traffic in order to conserve network resources. However, using shortest path is not 
always the best choice and it may cause the following problems [30]: 
1. Different shortest paths from different sources overlap at some links 
causing congestion on those links. 
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2. The shortest path between a source and a destination is over-utilized while a 
longer path between these two routers is under-utilized.  
 TE is needed to avoid these problems by optimizing resource utilization and 
network performance. In order to control the path of LSPs effectively, one or more 
attributes can be assigned to each LSP. Such attributes are Bandwidth, Path attribute, 
Setup Priority, Holding Priority, Affinity, Adaptability, Resilience, etc. [30]. 
2.3 MPLS - DiffServ 
There are many similarities between the functioning of MPLS and DiffServ. In 
MPLS domain, the classification of incoming packets is done just at the entry of the 
domain by the I-LSR router, by assigning a particular packet to a particular FEC. 
Within the domain, there is no reclassification and packets are just switched by LSRs 
according to labels.  
 In DiffServ domain, the traffic classification is also done by edge routers by 
setting the DSCP (Differentiated Service Code Point) field. In the core network, 
there is also no reclassification, routers use the DSCP value in the IP header to select 
a PHB (Per-Hop Behavior) for the packet and provide the appropriate QoS treatment 
[12].  
 It is clear that the functioning of MPLS and DiffServ is very similar and it consists 
of 3 main steps:  
1. Traffic classification,  
2. Labeling of packets after classifying them,  
3. Traffic forwarding according to labels (DSCP in the DiffServ case).  
 In addition, both MPLS and DiffServ are based on the aggregation.  
 The mapping between DiffServ and MPLS is still an open research [3]. Currently, 
there are two solutions [16], the first one is applied to networks that support less than 
eight PHBs and it uses the 3 Exp (experimental) bits of the MPLS label to determine 
the PHB. In this case LSPs are called E-LSPs. The second solution is applied to 
networks that support more than eight PHBs. In this solution, the PHB is determined 
from both the label and the Exp bits and LSPs are called L-LSPs. Each solution has 
its advantages and its disadvantages and the use of one of them depends on the 
particular application scenarii [23]. In our proposition, we are going to consider the 
second solution by using different LSPs for different classes of traffic. The effect is 
that the physical network is divided into multiple virtual networks, one per class. 
These virtual networks may have different topologies and resources [30]. In this 
case, three virtual MPLS networks are defined for EF, AF and BE classes. An 
example is showed in Fig. 1. 
 The bandwidth set by administrators on each physical link is partitioned among 
these MPLS virtual networks. As a result, each network has a percentage of the 
maximum bandwidth. This will provide better resource utilization and each DiffServ 
level can be treated alone. The most important thing in the management of such 
network is the management of LSPs. 
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EF virtual MPLS network
AF virtual MPLS network
BE virtual MPLS network
Physical network
 
Fig. 1. Virtual MPLS networks 
 To summarize, we have seen that the TE is needed to avoid some serious 
problems. DiffServ is also needed to provide a differentiation of services into the 
MPLS network. However, the management of an MPLS DiffServ-TE network is not 
a simple function and an automated management is needed to reduce the complexity 
of the management tasks. Our proposed solution considers that the mapping between 
DiffServ and MPLS is done by the L-LSP method (multiple virtual networks). In 
addition, it is based on the use of multi-agent systems which are briefly described in 
the next section. 
3   Multi-Agent Systems 
Multi-Agent Systems are an innovative and interesting concept for a great number of 
researchers in different domains such as road traffic simulation [13, 18, 22], social 
phenomena simulation [6, 10], biological phenomena simulation [14, 15, 26], 
negotiation in electronic markets [1, 29], etc.  
 According to Ferber [17], an agent is a physical or virtual entity having trends and 
resources, able to perceive its environment, to act on it and to acquire a partial 
representation of it. It is also able to communicate with other peers and devices, and 
has a behavior that fits its objectives according to its knowledge and capabilities. 
Furthermore, agents can learn, plan future tasks and are able to react and to change 
their behavior according to the changes in their environment. A multi-agent system is 
a group of agents able to interact and to cooperate in order to reach a specific 
objective.  
 Agents are characterized by their properties that determine their capabilities. 
Different properties are defined like autonomy, proactive-ness, flexibility, 
adaptability, ability to collaborate and coordinate tasks and mobility. According to its 
role within its environment, the agent acquires some of these properties. Multi-agent 
approach is well suited to control distributed systems. Telecommunication networks 
are good examples of such distributed systems. This explains partly the considerable 
contribution of agent technology when introduced in this area which motivates us to 
use it. 
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4 Our proposition 
Since the MPLS functioning is based on the use of LSP in order to forward packets, 
and the mapping between MPLS and DiffServ is also based on the LSP, it seems that 
the management of LSPs is the most important need. It includes LSP dimensioning, 
LSP setup procedure, LSP tear-down procedure, LSP routing, and LSP adaptation 
for incoming resource requests. 
 In order to effectively control and manage the path of LSPs, one or more attributes 
can be assigned to each LSP. Such attributes can be Bandwidth, Path attribute, Setup 
Priority, Holding Priority, Affinity, Adaptability, Resilience, etc. These attributes 
will be considered in computing the path for the LSP [30].  
 Agents that we will introduce into the MPLS domain have the role to introduce 
some decision-making abilities in the complex network management tasks. So the 
introduction of these agents will take place into the decision points of MPLS 
network. The first step of our research consisted in finding the decision points of the 
MPLS network which are especially identified on the entry of the domain on the 
LER routers [27].  
 An intelligent agent will be, as a result, introduced on the level of each LER router 
in the MPLS domain. In order to control and manage effectively the network and to 
benefit from the distribution feature of MAS, we decide to introduce also an agent on 
the level of each intermediate LSR. All these agents form a multi-agent system. 
These agents interact and communicate together and also interact with the routers 
and switches in the domain. Each agent has a local vision and takes local decisions in 
order to realize the main goal of the multi-agent system. The architecture of these 
agents is given in the next section. 
5 The proposed architecture 
Our principal idea is to control and manage the MPLS network by a simple 
automated way. This is the reason for which we decide to use Multi-Agent Systems. 
In fact, the most important feature of a multi-agent system, that we are interested in, 
is the distribution. An agent has a local view and takes local decisions in order to 
achieve the global goal of the system. In our case, an agent is introduced on the level 
of each router in the MPLS domain. Actually, each agent is responsible for the router 
on which it is introduced and for the corresponding interfaces.  
 The architecture of our intelligent agent is shown in Fig.2. It includes two entities: 
the collector entity (CE) and the management entity (ME) which includes, in its turn, 
two sub entities: the LSP resource management entity and the LSP route 
management entity. In addition, the architecture contains a Data Base (DB) which is 
shared between the CE and the ME. 
 The CE collects the information concerning the corresponding router and its 
interfaces. It collects various parameters like available bandwidth, delay, jitter, queue 
lengths, and the number of loosed packets. CE collects also the network topology 
information such as the new created LSPs, if an opened LSP is still useful or not, etc. 
Furthermore, the interaction between agents is done by their CEs by exchanging the 
collected information. This information is stored into the DB.  
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Fig. 2. Intelligent agent architecture 
  The ME is in charge of taking the corresponding decisions according to the 
collected information. Possible decisions are: 
1. to create a new LSP,  
2. to vary the resource allocated to a given LSP,  
3. to tear down an LSP,  
4. to establish a physical path for an LSP requiring a specified QoS.  
 After taking the appropriate decision, the next step done by the ME is to 
automatically implement this decision by configuring the corresponding router 
accordingly. The last step is done by the CE and consists in checking if the result 
obtained after the configuration corresponds to the intended one. The succession of 
these tasks is showed in Fig. 3.  
The next section describes the function of the CE. 
 
Data collection
Decision
Automatic configuration of
router / switch
Checking
Collector
entityManagement 
entity
 
Fig. 3. The succession of tasks 
5.1 Collector entity (CE) 
The CEs collect the various parameters of the network and routers. Each CE collects 
only the information concerning the interfaces of its node. It uses SNMP (Simple 
Network Management Protocol) [9] to collect information from the MIB 
(Management Information Base) [21]. The objects collected from the MIB can have 
a read-only or a read-create access.  
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 The collected information is stored into the DB. The ME which has access to the 
DB uses this information to take the suitable decisions and to configure the 
corresponding router accordingly.  
 We estimate that the available bandwidth is the most important parameter to be 
treated. It gives us a view of the current network state. At a first step, we will 
consider that the available bandwidth is the only parameter collected by the CEs and 
exchanged between agents (Fig. 4). 
 
MECE ME CE  
Fig. 4. The interaction between agents is done via the CEs 
 Each router is requested by the SNMP agent in order to collect the available 
bandwidth of its interfaces. One of the DB tables, called “LSP table”, contains a list 
of the already created LSPs traversing the corresponding router, their current 
available bandwidths and the virtual topologies to which they belong. An example of 
this table can be showed in Fig .5. 
 
………
EF150LSP1
Virtual topologyAvailable bandwithExistant LSP
 
Fig. 5. An example of the LSP table. Each row contains the information concerning an LSP 
traversing the corresponding router. 
5.2 Management entity (ME) 
The ME is the most important part of our intelligent agent. In fact, it is responsible 
for the resource and route management. Precisely, it is responsible for determining 
when and where an LSP should be created. Based on the information collected by the 
CE, the ME takes the appropriate decision. The ME contains two sub entities: the 
LSP resource management entity and the LSP route management entity (Fig. 2). 
5.2.1 LSP route management entity 
The role of this entity is to route the new LSP on the physical network. More 
specifically, in case of creating a new LSP, the role of this entity is to decide, for a 
specific network state, how to select the most suitable route for the LSP avoiding 
placing many LSPs on a given link. Since the MPLS architecture does not specify 
any routing protocol, all standardized protocols can be used. The solution is then to 
choose the most appropriate protocol to be activated according to the network 
conditions. The decision rules of this entity will not be discussed in this paper.  
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5.2.2 LSP resource management entity 
The role of this entity is to manage the LSP resources. In other terms, it is 
responsible for creating and re-dimensioning LSPs, etc. To take the suitable decision, 
the LSP resource management entity has to follow a strategy that we have proposed 
and called the “LSP creation strategy”. This strategy is described in the next section. 
6 The LSP creation strategy 
The general goal of this strategy is to create LSP according to the network 
conditions. Currently, given the physical topology, the operator has to design a 
layout or virtual topology by finding an optimal set of paths and a flow distribution 
over it to accommodate a given demand, as well as to adapt the layout to varying 
traffic conditions [7].  
 To design the MPLS layout, there are on-line and off-line proposed approaches. 
Off-line approaches are based on the estimation of the traffic demand over time. 
According to Kodialam [20], off-line approaches are not appropriate to MPLS 
networks due to the high unpredictability of the Internet traffic. Another approach is 
based on the creation of a fully connected MPLS network. This approach consists of 
creating an LSP between each pair of nodes. This provides a large number of LSP 
introducing, as a result, high control traffic, high signaling cost, high management 
cost and high management complexity. Since these two methods present many 
disadvantages, they are to be avoided. 
 On-line methods calculate paths as demands arrive. Three different approaches can 
be distinguished: 
1. Request-driven 
2. Topology-driven 
3. Traffic-driven 
 The request-driven approach is used when MPLS transmits multicast traffic [24]. 
We have avoided this approach because we are not interested in this paper by the 
multicast case. 
 In the topology-driven approach, a standard IP routing protocol runs and calculates 
the network’s topology. In addition, a Label Distribution Protocol (LDP) constructs a 
mesh of labeled paths between ingress and egress LERs according to the routing 
entry generated by the routing protocol [2]. The constructed path is released only if 
the corresponding routing entry is deleted. In this approach, LSP already exists 
before traffic is transmitted. Thus, a constructed path may be not used because its 
creation was based only on the routing information. That is the big disadvantage of 
this approach. 
 In the Traffic-driven approach, the LSP is created according to the traffic 
information. When a new request arrives, the corresponding path is established and it 
is maintained until the request becomes inactive. In this approach, only the required 
LSPs are setup. This approach conserves labels, bandwidth, signaling and 
management. 
 It should be noted that the available bandwidth on a link is equal to the maximum 
bandwidth of the physical link minus the total bandwidth reserved by LSPs 
traversing the link. It does not depend on the actual amount of available bandwidth 
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on that link [30]. The available bandwidth on a physical link is given by the 
following equation (1): 
 ∑
=
−=
n
irta BBB  (1) 
 factors which can have an influence on the 
possible 
case, the LSP resource mana e decision (1) to tear down the 
LSP, (2) to release the corres  and (3) to liberate the bandwidth. As a 
result, the available bandwidt cal link is increased by the value of the 
liberated bandwidth. 
 A second trivial case is when a request for bandwidth is deactivated. In this case, 
the LSP resource management entity takes the decision (1) to liberate the 
corresponding bandwidth and (2) to increase the available bandwidth of the 
i 1 
 Where Ba is the available bandwidth on the link, Brt is the maximum reserved 
bandwidth of the physical link and Bi is the bandwidth reserved for the LSPi. 
 We remark that the establishment of a non used LSP will have bad consequences 
on the total behavior of the MPLS network. A part of the bandwidth will be reserved 
without being used. Moreover, another LSP may be prevented from taking a path 
fault of the lack of the bandwidth. In this context, the traffic-driven technology is 
more advantageous than the topology-driven technology. 
 The solution, which seems the most logical and the most advantageous to design 
an MPLS network, is to determine an initial MPLS network topology and to adapt it 
to the traffic load. A topology change will take place, by consequence, when a new 
LSP is created or released after receiving a real request. Our goal is to decide when 
to create a new LSP and when to pass a new traffic in an already created LSP. To do 
that we defi ost importantne the m
decision, these factors are: 
sts 1. The reque
2. The network state 
3. The cost 
 A request can be a new bandwidth request, a disabled bandwidth request or a 
request for disabling an existing LSP. The request is a very important factor because 
ht e type and the number of requests occurred at a precise instant have a big influence 
on the decision to be taken. 
 The network state includes the current MPLS topology (the virtual topology) such 
as the created LSP, the existence or not of an LSP between a pair of routers. The 
network state includes also the LSP attributes (i.e. the available bandwidth, the 
priority, etc.) and finally, it includes the physical link attributes (i.e. the available 
bandwidth, the delay, etc.). As we have mentioned above concerning the LSP 
attributes and the physical link attributes, our strategy takes into account only the 
available bandwidth. The other parameters will not be treated in this paper. 
 The cost includes three different components [3], (1) the signaling cost which is 
considered only when creating a new LSP or re-dimensioning an LSP. In the other 
cases, signaling is not needed. (2) The switching cost which depends on the switched 
bandwidth and the switching cost defined by the operator. (3) The bandwidth cost 
which depends on the carried bandwidth and the number of traversed nodes. 
 Taking into account these factors, we can distinguish many cases. The first and 
trivial case is when a request for disabling an already created LSP arrives. In this 
gement entity takes th
ponding labels
h o he physin t
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corresponding LSP by the value of the liberated bandwidth. Thus, the available 
bandwidth on the physical link remains the same. 
 Another case more complex than the previous ones is when a new bandwidth 
virtual topology (EF, AF or BE). 
n the requested one, the requested BW is allocated on that 
(BW) request arrives. The LSP creation strategy for this case is defined in the 
diagram showed in Fig.6. 
 Consider that a new BW request arrives between a pair of routers demanding a 
certain level of QoS. The first step consists of verifying the existence of an LSP 
between these two routers in the corresponding 
This verification is done by consulting the “LSP table”. If the LSP exists, the next 
step is to compare the available BW of that LSP with the requested BW. If the 
available BW is higher tha
LSP and its available BW is reduced accordingly. 
 
New BW request
LSP?
no 1. Create a new LSP2. Pass by several successive LSPs
3. Reject the request
4. Use another physical p
available BW >
requested BW
- Allocate the requested
BW to this LSP
- Decrease the
available BW of the
LSP
yes
yes
1. Increase the LSP 
capacity if sum Bi < 
BW
2. Create a new LSP
3. Pass by several
successive LSPs
4. The combination of 1 
and 3
5. Reject the request
no requested BW 
<= Ba
yes
1. Pass by several
successive LSPs
2. Reject the request
3. Use another physical 
path
no
 
LSP creation strategy diagram 
he available bandwidth is lower than the requested one, two cases can 
nguished: 
The requested BW is lower than or equal to the available BW on the p
ath
Fig. 6. 
 If t be 
disti
a. hysical 
bilities take place: 
1. According to Eq. 1 it is possible to increase the capacity of the LSP. 
In other words, the BW reserved for the LSP in question will be increased 
ic.  
stack, an example can be showed in Fig. 7.  
ese two LSPs have one LSR in common 
and the idea is to use the LSP (Igress-LSRx-LSRy-LSRz-Egress).  
link. In this case, several possi
by a value equal to the requested BW to be able to forward the new 
traff
2. Another possibility will be to create a new LSP and to reserve a BW 
to him equal to that requested.  
In these two cases the available BW of the physical link is decreased by 
the value of the requested BW. 
3. A third possibility will be to pass by several successive LSPs by 
using the label 
In the case of Fig.6 there are two LSPs: LSP1 (Igress-LSRx-LSRy) and 
LSP2 (LSRy-LSRz-Egress). Th
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The Ingress LSR pushes two labels onto the label stack of the incoming 
packet, label1 to be used to forward the traffic in LSP1 and label 2 to be 
d
2. 
b. The
this ca
pass b ew 
LSP will b
use  to forward the traffic in LSP2. When the packet arrives to the LSRy, 
LSRy pops off label1 and forwards the packet according to the label
4. The combination of the possibilities 1 and 3. An example can be to 
increase the capacity of LSP1 and use LSP1+LSP2 to forward the 
incoming traffic. 
5. The last possibility will be to reject the request. 
 requested BW is higher than the available capacity of the physical link. In 
se, only the two possibilities (3 and 5) will be valid. Another solution is to 
y other physical links indicated by the routing protocol. In this case, a n
e created between the pair of routers traversing another physical path. 
 
Ingress Egress
LSRy
Egress
LSP1
LSP2
 
Using multiple LSPs 
ere is no LSP between the pair of routers, only the possibilities 2, 3 and
d. Another solution is also to pass by other physical links as in b.  
evious cases correspond to the arrival of only one request. If several
he same type or different types arrive at the same moment, the decisi
Fig. 7. 
 If th  5 can 
be vali
The pr  requests 
having t n will 
he decision will be a generalization of the previous cases. 
Considering the multitude of the possible cases, the most practical method which 
appears to us is the use of an optimization method which enables us to choose the 
roblem as a 
omatically MPLS DiffServ-TE domains. Based on the 
network states, our intelligent agents take the appropriate decisions. In our approach, 
we determine an initial MPLS network topology and then we adapt it to the traffic 
o
Igress LSRx LSRz
be much more complex. T
best decision according to the various conditions and various factors. To do that, we 
have to choose the suitable optimization method and to formulate our p
mathematical model.  
7 Conclusion and future work 
In this paper, we propose a novel architecture based on the Multi-Agent Systems 
capable of managing aut
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load. The challenge is to determine when an LSP should be created and when to pass 
a new traffic in an already created LSP. In order to do that, we propose an LSP 
cre
ystems, 
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2. Armitage G (2000) MPLS: The magic behind the myths. IEEE Communications 
ine, Vol. 38, no. 1, pp. 124-131 
T, Scoglio C, de Oliveira JC, Akyildiz IF, Uhl G (2002) Optimal Policy for 
LSP Setup in MPLS Networks. Comp. Networks, vol. 39, no. 2, pp. 165-183 
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ation strategy based on the traffic-driven approach. Our decision rules consider 
many factors like the cost, the request, the available bandwidth and the network 
topology information. As future work, we are intended to complete our proposed 
LSP creation strategy by choosing an optimization method and formulating our 
problem as a mathematical model. Once done, we will test this proposition and 
compare the results. As long term future work, we will define the decision rules of 
the LSP route management entity and test it. 
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