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ABSTRACT 
A new approach based on a block-input, block-output state model is developed for 
the study of linear time-invariant discrete-time systems whose coefficients belong to a 
commutative ring with 1. It is well known that such systems arise in the study of 
various classes of complex linear systems including systems depending on parameters 
and multidimensional systems. By time-compressing the block-input state representa- 
tion, new results are obtained on the construction of a memoryless block-form state 
feedback control law that yields a type of assignability and/or deadbeat control. These 
results are then dualized to yield results on a new type of state observer based on a 
block of output measurements. The observer and state feedback controller are then 
combined to yield new results on input-output regulation and set-point tracking for 
systems defined over an arbitrary commutative ring. In the last part of the paper, the 
block-input form is utilized to study the stabilization of systems defined over a normed 
algebra. 
1. INTRODUCTION 
In addition to the well-developed theory of linear time-invariant systems 
based on linear equations with coefficients in the field [w of real numbers, 
there is a large body of work on linear time-invariant systems whose coeffi- 
cients belong to a commutative ring R [see Sontag (1976, 1985), Brewer et al. 
*A preliminary version of this paper was presented at the IMA Workshop on Linear Algebra 
for Control Theory, Minneapolis, June 1992. 
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(19861, and Kamen (1991)]. In the di screte-time case, an m-input, p-output 
n-dimensional linear time-invariant system defined over a commutative ring 
R with multiplicative identity 1 is given by the state model 
x(k + 1) = AX(k) + &J(k), (1.1) 
y(k) = Cx(k), (I-2) 
where k is the discrete-time index, A, B, C are n x n, n X m, p X n 
matrices over R, and the input u(k), output y(k), and state x(k) are column 
vectors over R. 
Examples of systems of the form (Ll), (1.2) that arise in applications 
include integer systems with R = Z = the ring of integers, parametrized 
families of systems with R a ring of real-valued functions defined on some 
parameter set such as a subset of N-dimensional Euclidean space RN, and 
multidimensional systems with R a convolution ring of real-valued functions 
defined on the s-fold Cartesian product Z X Z X **a X Z for some integer s 
[see Sontag (1976, 1985) and Kamen (1991) for details]. 
One of the topics that has been extensively studied in the literature on 
systems over rings is state feedback control using a memoryless (or static) 
controller given by 
u(k) = -E(k) (1.3) 
or a dynamic controller of dimension r given by 
u(k) = +x(k) + Go(k), (1.4) 
where u(k) is the r-dimensional state vector of the feedback controller given 
bY 
v(k + 1) = Ho(k) +Jx(k) (1.5) 
In (1.3)~(1.5), F, G, H, J are m X n, m X r, r X r, r X n matrices over the 
ring R. 
Part of the focus of the past work has been on the problem of assignabil- 
ity by state feedback; in other words, the control objective is to “assign” (in 
some sense) the dynamics of the closed-loop system by using state feedback 
of the form (1.3) or (1.4, (1.5). In particular, in the case of the memoryless 
state feedback control (1.3), we can ask whether or not we have coeficient 
assignability--that is, given any elements a,, a,, . . . , a,, _ 1 belonging to the 
ring R, whether there is a feedback gain matrix F over R such that with the 
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control (I.3), the resulting closed-loop characteristic polynomial det(zZ,, - A 
+ BE) is equal to zn + u,_izn-’ + *a. +a,z + a,,. Here Z,, is the n X n 
identity matrix. 
For systems over a field, it is well known that coefficient assignability is 
equivalent to reachability of the given system, which in turn is equivalent to 
right invertibility of the reachability matrix I’ = [B AB *** A”-‘B]. How- 
ever, for systems over a commutative ring R, in general reachability is not 
sufficient for coefficient assignability by memoryless state feedback, where in 
the ring case, reachability means that l? = [B AB .*. Aq-lB] has a right 
inverse over R for some integer 4 > 1 [see Brewer et al. (1986)]. 
In the case of dynamic state feedback given by (1.4), (1.5), coefficient 
assignability is defined as follows. First, combining (l.l), (1.2) u;ith (1.4), 
(I.5), we have the following (n + t-)-dimensional state equation for the 
closed-loop system: 
The closed-loop characteristic polynomial is 
det 
zZ,, - A + RF -BG 
-1 I 
zZ,-H ’ (l-6) 
Then the given system (l.l), (1.2) is dynamically coejkient assignable if 
there exists a positive integer r such that the coefficients of the (n + r>- 
degree polynomial defined by (1.6) can be assigned arbitrarily by choosing F, 
G, H, J. 
In the work of Emre and Khargonekar (19821, it was shown that any 
reachable system (l.l), (1.2) over a commutative ring R is dynamically 
coefficient assignable. However, in the general case when there are no 
restrictions on the ring R, existing techniques for constructing a dynamic 
state feedback controller yield controllers whose dimension r is in general on 
the order of n2, which can be rather excessive even for systems whose 
dimension n is not large. For certain special classes of rings, there exist 
assignability-type results using memoryless or low-order dynamic state feed- 
back controllers [e.g., see Sontag (19851, Brewer (19921, and Brewer et al. 
(1993)l. 
In this paper a new approach based on a block-input, block-output state 
model is developed for the study of linear time-invariant discrete-time 
systems defined over an arbitrary commutative ring R with 1. For linear 
time-invariant and periodically time-varying discrete-time systems defined 
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over the reals Iw, results based on block-input, block-output models (also 
called lifted representations) have been derived by a number of authors [e.g., 
see Khargonekar et al. (19851, P owe11 et al. (1987), Buescher (1988), 
Haigawara and Araki (19881, Francis and Georgiou (19881, Albertos (19901, 
Albertos and Ortega (19891, and Lozano (1989)]. In the work of Kamen 
(1992a, 1992b), a block-form approach is developed for the class of linear 
discrete-time systems with general time-varying coefficients, and in the work 
of Grizzle and Kokotovic (1988) and Grizzle and Moraal(1990), a block-form 
approach is developed for a large class of nonlinear time-invariant discrete- 
time systems. 
For linear time-invariant discrete-time systems over a commutative ring 
(which includes systems over the reals [WI, we begin in Section 2 with the 
generation of the block-input form of the state model. By time-compressing 
this representation, new results are obtained on the construction of a memo- 
ryless block-form state feedback control law that yields a type of assignability, 
or that results in deadbeat control. These constructions are dualized in 
Section 3 to obtain results on the assignability of the error dynamics of a new 
type of state observer based on a block of output measurements. The 
observer and state feedback controller are then combined in Section 3 and 4 
to yield new results on input-output regulation and set-point tracking. In 
Section 5 of the paper, the focus is on the stabilization of systems defined 
over a normed algebra. It is shown that the construction of stabilizing 
controllers can be approached in terms of the solution to a generalized linear 
quadratic formulation based on the block form. 
2. THE BLOCK-INPUT FORM AND STATE FEEDBACK CONTROL 
Again consider the discrete-time system (l.l), (1.2) defined over a com- 
mutative ring R with 1. To simplify the notation, in the following develop- 
ment we shall denote the system by the triple (A, B, C). 
Given a positive integer q > 1, let Fg denote the n X mq q-step reacha- 
bility matrix defined by 
lYq = [B AB ... A9-‘B]. 
As noted in the Introduction, the system (A, B, C) is reachable (or ring 
reachable) if for some integer q > 1, F9 has a right inverse over R; that is, 
there exists an VKZ x n matrix <I’,Y over R such that I,<I,>’ = Z,. It follows 
from the Cayley-Hamilton theorem for matrices over a commutative ring that 
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the system (A, B, C) is reachable if and only if r, has a right inverse over R 
[see Brewer et al. (1986)]. 
Given a positive integer q 2 1, iterating the state equation (1.1) q - 1 
times, we have that 
x(k + q) = AYx(k) + r&(k), 
where U,(k) is the q-element block-input vector defined by 
(2.1) 
U,( k.) = 
u(k + q - 1) 
u(k + q - 2) 
u(k + 1) 
u(k) 
Equation (2.1) is the block-input form of the state equation for the system 
(A, B, C) defined by (l.l), (1.2). Note that since U4(k + 1) depends on 
U,(k) when q > 1, we cannot view (2.1) as the state equation of a v-input 
system. However, by time scaling we can generate a v-input representation 
as follows. The time scaling is accomplished by replacing k with kq in the 
time signals U,(k) and x(k). If q > 1, then U,(kq) and x(kq) are time 
compressions of U,+< k > and x(k), respectively. It should be noted that for 
systems over the reals (i.e., R = Iw), the block-input state equation (2.1) and 
the idea of time scaling (2.1) can be found in the work of Powell et al. (19871, 
Buescher (1988), and Albertos (1990). 
Now replacing k by kq in (2.Q we obtain the state equation 
x(kq + q) = A%(kq) + T,U,(kq). (2.2) 
When q = 1, (2.2) reduces to (2.Q but for q > 1, (2.2) is a time-compressed 
state equation of the system (A, B, C). In particular, one time step in (2.2) 
corresponds to q time steps in the original state equation (1.1). Equation 
(2.2) is the q-scaled block-input form of the state equation for the system 
(A, B, C>. 
Since U,(kq) is independent of U,((k + l)q), it is clear that (2.2) can be 
viewed as the state equation of a v-input system over the ring R. As will be 
seen below, due to the increased number of inputs, state feedback control is 
easier to carry out in terms of the state equation (2.2) than it is in terms of 
(1.1). 
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With respect to the time-compressed representation (2.21, we can con- 
sider the memoryless block-form state feedback control law given by 
Uq(k9) = -FqW9), k=0,1,2 ,..., (2.3) 
where Fq is a mq X n matrix over the ring R. Inserting the control (2.3) into 
(2.2), we have that the resulting closed-loop state equation on the k9 time 
scale is given by 
r(k9 + 9) = (A” - rqFq)r(k9)> k=0,1,2 ,.... (24 
It should be noted that although the block-form control law (2.3) is 
memoryless (on the k9 time scale), the implementation of the control (2.3) 
does require that the entries of U,(kq) be stored until they are needed. Thus, 
the implementation of the control (2.3) d oes require memory, but the form of 
the controller dynamics is of a very special type in comparison with the 
general form of the dynamic state feedback controller defined by (I.4), (1.5). 
The definition of the block control (2.3) leads to the following fundamen- 
tal concept. 
DEFINITION 2.1. The system (A, B, C) defined by (l.l), (1.2) is q-step 
assignable for some integer 9 > 1 if for any n X n matrix Q over R, there is 
a m9 X n matrix Fq over R such that 
Aq - rqFq = Q. (2.5) 
Suppose that the system (A, B, C> is q-step assignable, so that given any 
n X n matrix Q over R, there is an Fq over R such that (2.5) holds. Then 
with the state feedback control U,(kq) = - Fq x(kq), the resulting closed-loop 
system (2.4) is given by 
r(k9 + 9) = Qx(k9), k=0,1,2 ,.... (2.6) 
From (2.6), we see that the closed-loop system’s state dynamics on the k9 
time scale are completely assignable if the system is q-step assignable. 
We have the following necessary and sufficient condition for q-step 
assignability. 
THEOREM 2.1. The system (A, B, C) is q-step assignable for some inte- 
ger 9 2 1 if and only if the system is reachable. In addition, if (A, B, C> is 
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reachable, so that r, has a right inverse (r,J over R, then (A, B, C) ts 
n-step assignable, and for any n X n matrix Q over R, A9 - r9 F9 = Q is 
satisfied with q = n and 
F,, = (I’,,)‘( A” - Q). (2.7) 
Proof. Suppose that (A, B, C) is reachable, so that r, has a right 
inverse <I’J over R. Given Q over R, it is clear that (2.7) is a solution to 
(2.5) with q = n. Conversely, suppose that (A, B, C) is q-step assignable for 
some q > 1. Then setting Q = A 9 - I, there exists a matrix F over R such 
that A9 - r9 F9 = A9 - I. Thus, r9 F9 = I, which shows that has a right 
inverse over R, and therefore the system is reachable. 
‘ib 
n 
From Theorem 2.1 we see that reachability of the system (A, B, C) is 
equivalent to complete assignability on the kn time scale of the closed-loop 
system’s state dynamics. Of course, this construction does not in general allow 
for the specification of arbitrary closed-loop dynamics on the original time 
scale. 
There is one very important case where assignability on the kq time scale 
does result in a corresponding result on the k time scale, and that is in 
deadbeat control. To be precise, suppose that there is an F4 over R such that 
A4 - r9 Fq = 0. Then from (2.6), x(kq + q) = 0 for k = 0, 1,2, . . . and for 
any initial state x(O), so we have deadbeat control on the kq time scale. But 
by (2.31, U,(kq) = 0 for k = 1,2,. . . , since x(kq) = 0 for k = 1,2,. . . , and 
by definition of U,(k), it must be true that u(k) = 0 for k = q, q + 1,. . . . 
Then since x(k + 1) = Ax(k) + Buck), the state x(k) must also be zero for 
all k > q. Therefore, we also have deadbeat control on the k time scale. 
Combining the above observations with Theorem 2.1, we have the follow- 
ing result. 
THEOREM 2.2. Suppose that the system (A, B, C) is reachable so that I?,, 
has a right inverse <r,J over R. Then with q = n and F, = (r,,)rAA”, the 
control (2.3) is a deadbeat control on the k time scale; that is, the state x(k) 
of the resulting closed-loop system is zero for all k > n, starting from any 
initial state x(0) with entries in R. 
By Theorem 2.2, reachability is a sufficient condition for the existence of 
a deadbeat control on the k time scale. It is worth stressing that this result is 
valid for systems over an arbitrary commutative ring R with 1. 
We conclude this section with the following necessary and sufficient 
condition for existence of a deadbeat control. 
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THEOREM 2.3. There exist an integer q > 1 and a state feedback control 
of the form (2.3) such that x(k) = 0 f or all k > q, starting from any initial 
state x(O), if d an only if there exists a mq X n matrix a9 over R such that 
A9 = I&, (2.8) 
in which case the control (2.3) with F9 = a9 is a deadbeat control on the k 
time scale. 
Proof. If (2.8) is satisfied, it follows from the arguments given above that 
the control (2.3) with F9 = @9 is a deadbeat control; i.e., x(k) = 0 for all 
k > q. Conversely, suppose that there is a control of the form (2.3) such that 
x(k) = 0 for all k 2 q and for any x(O) defined over R. Then from (2.4) 
(A9 - r9 F,)x(O) = 0 for all n-vectors x(O) over R. It follows that A9 - 
r9 F9 = 0, and thus (2.8) is satisfied. n 
It should be noted that if A has an inverse over R, the condition (2.8) is 
equivalent to requiring that I9 has a right inverse over R, which implies that 
the system (A, B, C) is reachable, so in this case, the existence of a deadbeat 
control of the form (2.3) is equivalent to reachability. 
3. STATE OBSERVERS AND INPUT-OUTPUT REGULATORS 
In the first part of this section, we first consider the construction of a 
block-form state observer by “dualizing” the results given in the previous 
section. Then the state observer is combined with a state feedback controller 
to generate a type of input-output regulator. 
Again consider the system (A, B, C) over the commutative ring R 
defined by (1.1) (1.2). Given an integer q > 1, let ‘R, denote the pq X n 
q-step observability matrix defined by 
The system (A, B, C) is said to be strongly observable if for some q > 1, R, 
has a left inverse over R, which is the case if and only if R, has a left inverse 
over R. 
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With (AT, CT, BT) defined to be the dual of the system (A, B, C), where 
superscript T denotes the transpose operation, it is easy to see (and well 
known) that the system (A, B, C) is strongly observable if and only if the dual 
system (AT, CT, BT> is reachable. 
Now to be able to define a block-form observer for the system (A, B, C>, 
we first need to generate a block version of the output equation (1.2). First, 
let E, denote the p9 x mq matrix defined by 
I 
0 0 *** 0 0 
0 0 a** 0 CB 
E, = 0 0 *** CB CAB 
. . 
. . . . 
0 CB e.0 CA”-3B CAq-‘B 4 
Then iterating (l.l), (1.2) 9 - 1 times, we have the following block form of 
the output equation: 
Yq(k> = fiqr(k) + E,~,(k)> (3.1) 
where R, is the observability matrix and Y,(k) is the pq-element block-out- 
put vector defined by 
Y(k) 
Y(k + 1) 
Y,(k) = : 
y(k+9 -2) 
YV + 9 - 1) 
Along with the block-output equation (3.1), we have the block-input state 
equation (2.1), which is repeated below for convenience: 
x(k + 9) = Aqx(k) + rqUq(k). (3.2) 
Recall that rq is the q-step reachability matrix. 
Based on the block form (3.2), (3.1) of the system (A, B, C), we define 
the state observer by 
x^(k + 9) = AqS(k) + L,[Y,(k) - a,?(k) - E,U,(k)] + l?,U,(k), 
k a 0. (3.3) 
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In (3.3), g(k) is the estimate of the state x(k) at time k, and L is the 
n x pq observer gain matrix defined over the ring R. Note that (3.33 differs 
from the standard form of a state observer in that the next estimate x^(k + q) 
is computed q steps ahead of the previous estimate, and the block output 
vector Y (k) is used to compute the next estimate [rather than the output 
value y(K)]. Also note that in order to start the recursion defined by (3.3) it 
is necessary to specify initial estimates G(k) for k = 0, 1, . . . , q - 1. 
Defining the estimation error 2(k) = x(k) - ;(k) and using (3.1)-(3.3) 
we have that the observer error dynamics are given by 
x’(k + q) = [A” -L&+(k), k > 0. (3.4) 
We shall say that the error dynamics given by (3.4) are q-step assignable if for 
any n X n matrix W over R, there is a n X pq matrix L, over R such that 
A” - L,R, = W. (3.5) 
If (3.5) holds, then the error equation (3.4) becomes 
?(k + q) = W?(k), k > 0, (3.6) 
and thus, the error dynamics are completely assignable over a q-step interval. 
It is easy to see that q-step assignability of the observer error dynamics 
(3.4) is dual to q-step assignability of the closed-loop system dynamics (2.4) as 
defined in the previous section. More precisely, the assignability of the 
observer error dynamics is equivalent to the assignability of the closed-loop 
dynamics for the dual system (AT, CT, BT). In particular, we have the 
following dual of Theorem 2.1. 
THEOREM 3.1. The observer error dynamics (3.4) are q-step assignable 
for some integer q 2 1 if and only if the system ( A, B, C> is strongly 
observable. In addition, if (A, B, C) is strongly observable so that 0, has a 
l& inverse (a”)’ over R, then the error dynamics are n-step assignable, and 
for any n x n matrix W over R, A4 - L,LR, = W is satisfied with q = n and 
L, = [A” - W](n,)‘. 
From Theorem 3.1, we see that strong observability of the system 
( A, B, C> is equivalent t o complete assignability over a n-step interval of the 
observer error dynamics. It is interesting to note that this assignability is on 
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the k time scale, whereas in the state feedback control problem the 
assignability is on the kn time scale. 
We also have the dual of Theorem 2.2. 
THEOREM 3.2. Suppose that the system (A, B, C) is strongly observable 
so that Q,, has a left inverse (0,)’ over R. Then with q = n and the observer 
gain L, = A”(fl,,)‘, the observer (3.3) is a deadbeat observer; that is, 
x(k) = Z(k) for all k > n, starting from any initial estimates 
i(O), G(l), . . . , G(n - 1). 
By Theorem 3.2, we see that strong observability implies that the system’s 
true state x(k) can be determined exactly for k > n starting from any initial 
estimates x^(O), Z(l), . . . , Z(n - 1). A necessary and sufficient condition for 
the existence of a deadbeat observer of the form (3.3) is given in the 
following result which is the dual of Theorem 2.3. 
THEOREM 3.3. There exist an integer q > 1 and an observer of the form 
(3.3) such that x(k) = g(k) f or all k > q starting from any initial estimates 
x^(O), x”(l), . . . ) 
such that 
x^(q - 1) if and only if there exists a n x pq matrix P4 over R 
in which case, the observer (3.3) with L, = Pq has the deadbeat property. 
In the remainder of this section it is shown .that the state feedback control 
law (2.3) studied in th e p revious section can be combined with the “q-scaled 
version” of the observer (3.3) to yield a type of input-output regulator. First, 
replacing k by kq in (3.3), we have that on the kq time scale the observer is 
given by 
Wq + 4) = A9+W + L9[yq(W - fi,x^(W - ~,U,(W] 
Then in the control law (2.3), we replace x(kq) with f(kq), where G(kq) is 
the state estimate provided by the observer (3.7). This results in the following 
control law: 
U,(kq) = -F,x^(kq), k=O,1,2 ,.... (3.8) 
It is worth stressing that in order to implement the control (3.81, it is only 
necessary to compute the estimate i(kq) on the kq time scale; in other 
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words, it is only necessary to operate the observer on the kq time scale. 
Hence, it is the q-scaled version (3.7) of the observer that we shall utilize in 
the study of input-output regulation. 
Replacing k by kq in the error equation (3.4), we have that 
?(kq + q) = [ A9 - L,&$(kq), k=O,1,2 ,...I (3.9) 
and inserting (3.8) into the q-scaled version of (3.2), we obtain 
x(kq + q) = A”x(kq) - T,F,x^(kq), k = 0,1,2 ,... . (3.10) 
But x^(kq) = x(kq) - Z(kq), and thus from (3.10), 
x(kq + q) = [ A9 - r,F,]x(kq) + r,F$(kq), 
Then combining (3.0) and (3.11), we have that the 
resulting from the control (3.8) is given by 
k=0,1,2 ,.... 
(3.11) 
closed-loop system 
k=0,1,2 ,... . 
(3.12) 
Equation (3.12) is the state model of the closed-loop system in the kq time 
scale, 
Nowifthesystem(A,B,C)’ is reachable and strongly observable, then by 
Theorems 2.1 and 3.1, for any n X n matrices Q and W over R, there exist 
matrices F,, and L, over R such that 
A” - I--F,, 
0 A” :;$] = [z ‘$1. 
(3.13) 
In other words, the system matrix of the closed-loop system (3.12) on the kn 
time scale can be assigned up to the extent indicated by (3.13). In particular, 
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if Q and W are chosen to be zero, then setting q = n in (3.12) and using 
(3.13), we have that 
x(kn + n) = r,F,f(kn), k=0,1,2 )...) 
Z(kn + n) = 0, k=0,1,2 ,.... 
Combining these two equations gives 
x(kn) = 0, k = 2,3,4 ,..., 
and thus we have deadbeat control on the kn time scale. But since 
U,(kn) = -F,?(kn), k = 0, 1,2, . . . , (3.14) 
and g(kn) = x(kn) for k = 2,3,4,. .., and since x(k + 1) = Ax(k) + 
Bu(k), it must be true that x(k) = 0 for k = 2n,2n + 1,2n + 2, . . . . 
Hence, the control (3.14) with observer (3.7) with q = n is a deadbeat 
input-output regulator on the k time scale. 
Combining the above results with those of the previous section, we have 
the following result on input-output regulation. 
THEOREM 3.4. A necessa y and sufficient condition for the existence of a 
deadbeat input-output regulator given by (3.8) and (3.7) is that there exist an 
integer q > 1 and matrices Qq and Pg over R such that 
A4 = rqaq = Pqfin4, 
in which case, the control (3.8) with F4 = a4 and the observer (3.7) with 
L, = Pq is a deadbeat regulator. In addition, if the system (A, B, C) is 
reachable and strongly observable, then q can be set equal to n, F,, can be set 
equal to (I’,,)rAn, and P,, can be set equal to A”(n,)‘, where <r,jr is a right 
inverse of r,, and (0,)’ is a left inverse of R,. 
4. APPLICATION TO TRACKING 
In this section, we utilize the results derived in the previous two sections 
to solve a type of tracking problem, called set-point control. We begin with 
set-point control of the state x(k) for the system (A, B, C) defined by (1.11, 
818 E. W. KAMEN 
(1.2), and then we consider set-point control of the output y(k). For existing 
results on tracking in the case of systems over a ring of functions defined on a 
parameter set, the reader is referred to the paper by Conte et al. (1992). 
Given an n-vector xd over the ring R, in state set-point control the 
objective is to determine a control input u(k) over R that forces the state 
response x(k) to be equal to xd, the desired set point. Since the state 
response of the system is given by r(k + 1) = Ax(k) + Buck), the existence 
of a set-point control u(k) requires that there exists an m-vector U, over R 
such that 
or 
(1 - A)Xd = h,. 
Now, defining the translations 
(4-l) 
z(k) = r(k) - xd, 
u(k) = u(k) - U,, 
we have 
:(k + 1) = r(k + 1) - rd = Ax(k) + %(k) - r,j, 
?(k + 1) = A[+) + rd] + +(k) + U-1 - rd, 
?(k + 1) = A?(k) + BE(k) + (A - z)rd + BU,. (4.2) 
Then if there exists a u, over R satisfying (4.1), Equation (4.2) reduces to 
jZ(k + 1) =A?(k) + BZ(k). 
We can write (4.3) in the block-input form 
,(k + 4) = A”?(k) + I$@), 
(4.3) 
(4.4 
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where 
iqk + q - 1) U, 
ii(k+q-2) U, 
U,(k) = ; = U,(k) - : . (4.5) 
ii(k + 1) U, 
G(k) UCC -l 
Replacing k by k9 in (4.4) gives 
x(k9 + 9) = Aq,(kq) + Tqu,(kq). 
Now suppose that for some 9 > 1, A’+’ = r Fq for some mq X rz matrix 
F, over R. Then by Theorem 2.3, the state fee A back control 
U,(kq) = -F,AqX(kq) (4.6) 
results in a deadbeat control on the k time scale. That is, 2(k) = 0 for 
k = 9,9 + 1,9 + 2,. . . . Hence, r(k) = xd for k = 9,9 + I,9 + 2,. . , , 
and so the control (4.6) results in state set-point tracking. In addition, using 
(4.5) we have the the control (4.6) can be rewritten in the form 
Uq(k9) = -FqAqMk9) - %I + [urn’ u,’ *** u$ (4.7) 
From the above constructions and using Theorems 2.2 and 2.3, we have the 
following result. 
THEOREM 4.1. Given the desired set point xd over R, there is a deadbeat 
setyoint tracking control of the form (4.7) if and only if there is an m-vector 
u, over R such that (I - A)x, = Bu,, and there exist an integer 9 >/ 1 and 
a matrix F over R such that A9 = r9 F 
is reachab e, ? then 9 can be set equa ? 
. In addition, if the system (A, B, C) 
to n and Fq can be chosen to be 
F, = (r’“)rA”, where <rJ is a right inverse of r,. 
Now given a p-vector yd over R, in output set-point control we want to 
find a control u(k) that will force the output y(k) to be equal to yd, the 
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desired set point. The existence of such a control requires that there exist an 
m-vector u, over A and an n-vector x, over R such that 
Tc = Ax, + Bu,, 
yd = cx,, 
that is, 
[,,A -o*][t] = [y:]. (4.8) 
A sufficient condition for (4.8) to be satisfied is that Z - A is invertible over 
R and the p X m matrix C(Z - A)-‘* has a right inverse V over R, in 
which case a solution to (4.8) is 
u.x = vy,, (4.9) 
x, = (Z -A)-‘Bu, = (I -A)-lBVyd. (4.10) 
Clearly, right invertibility of C(Z - A)-lB requires that p < m, which we 
are assuming is the case. 
To see that (4.9), (4.10) is a solution to (4.8), first multiply both sides of 
(4.10) on the left by the matrix Z - A. This results in the equation x, = Ax, 
+ Bu,. Now multiplying both sides of (4.10) on the left by C gives 
Cx, = C(Z - A)-‘BVy, = yd. 
Hence, the second equation constituting (4.8) is also satisfied. 
Summarizing the above constructions, we have the following sufficient 
conditions for the existence of a deadbeat output set-point tracker. 
THEOREM 4.2. Suppose that Z - A is invertible over R, p < m, and 
C( Z - A)-‘* has a right inverse V over R. Also suppose that there is an 
integer q > 1 such that A 4 = lYq Fq for some F4 over R. Then the control 
(4.7) with xd = (I - A)-‘Bu, and u, = Vy, results in deadbeat output 
set-point tracking; that is, y(k) = yd for k = q, q + 1,. . . , and x(k) = xd 
fork = q, q + 1,. . . . In addition, ifthe system (A, B, C) is reachable, then 
q can be set equal to n, and F4 can be chosen to be F,, = (lY,,)rAn where <r,,Ir 
is a tight inverse of r,,. 
We conclude this section by considering the case when the stake x(kq) 
cannot be directly measured, and thus must be estimated. In this case we 
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shall utilize the observer given by (3.7) and the control law (4.7) with x(Q) 
replaced by the estimate g(kq). 
Using the above results and those in the previous sections, we have the 
following sufficient conditions for the existence of a deadbeat output set-point 
tracker. 
THEOREM 4.3. Suppose that 1 - A is invertible over R, p =G m, and 
C(Z - A)-‘B has a right inverse V over R. Also suppose that there is an 
integer q > 1 such that A 4 = rq Fq = Pq R, for some matrices Fq and Pq 
over R. Then the observer (3.7) with L, = Pq and the control (4.7) with 
r(kq) = x^(kq), xd = (I - A)-‘Bu,, and u, = Vy, results in deadbeat out- 
put set-point tracking; that is, y(k) = yd for k = 2q,2q + 1,. . . , and 
x(k) = xd for k = 2q,2q + 1,. . . . In addition, if the system (A, B, C) is 
reachable and strongly observable, then q can be set equal to n, F,, can be set 
equal to (I,,)rAA”, and P,, can be set equal to A”(fi,,>‘, where (I’,,)’ is a right 
inverse of r,, and (a,,>’ is a left inverse of a,. 
5. STABILIZATION 
A limitation of control-theoretic results based on reachability and strong 
observability is that these dynamical properties may be too “strong” for 
certain rings R of interest. To achieve more general results, we can consider 
schemes that yield a stable closed-loop system rather than attempting to 
assign the closed-loop dynamics. This of course requires a notion of stability, 
which can be introduced in a purely algebraic way [e.g., see Khargonekar and 
Sontag (1982) and Sontag (1985)], or can be introduced by adding a topologi- 
cal structure on the ring R [e.g., see Bymes (1980) Kamen and Green 
(1980), Green and Kamen (1985) and Kamen (1985)]. 
In this section, we utilize the block-input form of the state equation to 
study the problem of stabilization for systems (A, B, C) defined over a ring 
R, but where now R also has the structure of a normed algebra over the real 
R. More precisely, it is assumed that R has a norm 11 11, and R contains a 
copy of the reals R, so that R is an R-algebra. Given an n-vector x = 
[Xi x2 *.. x,]r over R, we define the norm of x by 
11412 = llx# + llX~l12 + --. +IIx,l12. 
For any matrix M over R, the norm II M II is the induced operator norm. 
A system (A, B, C) over R defined by (1.1) (1.2) is said to be asymptoti- 
cally stable (AS) if f or any initial state x(O) over R 
)I A”x(O)ll -+ 0 as k -+ m. (5.1) 
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It is easy to prove (and is well known) that (5.1) is equivalent to the existence 
of a positive integer q such that 
IlA411 < I. (5.2) 
Suppose that ( A, B, C) is AS, and let qmin denote the smallest positive 
integer such that (5.2) holds with q = qmin. It is known that qmin may be 
larger than n, the size of the matrix A. Note that this is in contrast to the 
property of reachability in th a reachability always implies reachability in n t 
steps. 
Given the system (A, B, C> and a positive integer q > 1, again consider 
the q-scaled block-input state equation (2.2) which is reproduced below: 
x(kq + q) = AQ(kq) + r,U,(kq). (5.3) 
Then as discussed in Section 2, with the control 
v&w = -Fq4w~ k=0,1,2 ,..., (5.4 
the resulting closed-loop system in the kq time scale is given by 
4kq + q) = [ A9 - r,F,]x(kq), k=0,1,2 ,.... (5.5) 
We then have the following concept. 
DEFINITION 5.1. The system (A, B, C> is q-step stabilizable for some 
integer q > 1 if there exists a v X n matrix Fg over R such that 
llA9 - r9F911 < 1. (5.6) 
We have the following result on q-step stabilizability. 
PROPOSITION 5.1. Suppose that the system (A, B, C> is q-step stabiliz- 
able, so that there exists an Fg over R such that (5.6) is satisfied. Then the 
control (5.4) stabilizes the given system on the k time scale; that is, 
Ilx(k>ll + 0 for any initial state x(O) over R. 
Proof. Suppose that there exists an F9 over R such that II A9 - I4 F9 II = 
c < 1. Then given some initial state r(O), the solution x(kq) of the closed-loop 
equation (5.5) satisfies the inequality 
II 4kq) II 4 ckl140) IO k = 1,2,... . 
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Then since c < 1, we have Ilx(Ic~>II + 0 as k -+ 00, but it must be shown that 
convergence to zero occurs on the k time scale. To see this, first note that 
since U,(kq) = -F,x(kq), IlU,(kq>ll + 0 as k + 00, which implies that 
Ilu(k -+ 0 as k -+ w. Then since x(k + 1) = Ax(k) + Buck), for any initial 
state x(O), 
IIx(kq + i) -A”x(kq)I) + 0 as k + 01) for i = 1,2,...,q - 1, 
and thus it must be true that Ilr(k>lj + 0 as k + 00. n 
By Propositions 5.1, we see that q-step stabilizability is a sufficient 
condition for the existence of a stabilizing state feedback control. As a partial 
converse to this result, it turns out that if the system (A, B, C) is stabilizable 
by memoryless state feedback [i.e., there is an F over R such that x(k + 1) 
= (A - BF)x(k) is AS], then the system is q-step stabilizable for some 
4 2 1. This result is stated and proved below. 
PROPOSITION 5.2. Jf there is an F over R such that r(k + 1) = (A - 
BF)x(k) is AS, then the system (A, B, C) is q-step stabilizable for some 
q a 1. 
Proof. Suppose that there exists an F over R such that x(k + 1) = (A 
- BF)x(k) is AS. Then there is a positive integer q such that ll(A - BF)ql) 
< 1. Now (A - BF)9 can be written in the form 
(A - BF)’ = A9 - r9F9 
for some T X n matrix F9 over R. Thus (5.6) is satisfied, and the proof is 
completed. 8 
By Propositions 5.1 and 5.2, the stabilization problem “reduces” to 
finding an F9 over R such that II A9 - r9 F9 1) is minimized and the minimum 
value is less than 1. Of course, there is the problem of selecting q. One 
approach would be to start with some value of q such as q = n, and then 
sequentially increase q until a minimum less than 1 is achieved. If a 
minimum less than 1 is not found after considering a large range of values of 
q, one would expect the “probability” to be high that the system is not 
stabilizable. 
Of course, if rg has a right inverse <r,>r over R for some q 2 1 (i.e., the 
system is reachable), then a minimizing F9 is F9 = (r )‘A4, and the mini- 
mum value is zero. This results in deadbeat control, whiEh was considered in 
Section 2. 
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In the remainder of this section, we show that the computation of a 
minimizing F4 can be carried out using a generalized linear quadratic (LQ) 
approach. This construction requires that the normed algebra R have an 
inner product given by ( X, y > E lR for all X, y E R, and which satisfies the 
standard assumptions: For all X, y, z E R and a E R 
(x2 Y) = (YT X)> 
(x + 2, y) = (X> y> + (2, y), 
(ax> y> = 4 x> y), 
(x, x) = IIxl12. 
As is well known, if R is an algebra over the 
(x, y) that satisfies the additional properties 
(x, X) >, 0 forall 
and 
reals R with an inner product 
(x, X) = 0 ifandonlyif x = 0, 
then R can be made into a normed algebra by defining the norm by 
llxll = (x, x)1’2. 
In addition to the inner product operation, we also require a *-operation 
from R into R with the property that 
(x, y”) = (y*x, z> for all x, y, 2 E R. 
Examples of normed algebras with a *-operation that arise in applications are 
given in Green and Kamen (1985) and Kamen (1985). 
Finally, the inner product, norm, and *-operation can be extended to 
vectors and matrices over R as follows. Given the n-vectors x = 
[Xi X2 *a* x,]r and y = [ yi yZ *** ynlT, we define 
(‘> Y) = 2 (‘i> Yi), 
i=l 
llxll = (x, w2> 
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and given a matrix W = (wij) over R, we define W* = <w$). Note that for 
any n X n matrix P over R, 
(PX> y) = (x, P*y). (5.7) 
Now given a v X mq weighting matrix W over R, consider the quadratic 
cost functional 
]k =II+q + q)ll” +IIWu9(kq)1(2, k = o,l,%...> (5.8) 
where x(kq) is given by (5.3). Th e objective is to solve the generalized LQ 
problem; that is, we want to compute a block input U,(kq) over R that 
minimizes the cost Jk for each k > 0. The solution for a class of systems 
(A, B, C) is given in the next result. 
THEOREM 5.1. If for some integer q > 1, the mq X mq matrix I’,* ry + 
W * W is invertible over R, then a control U,< kq) that minimizes Jk is 
U,(kq) = -[r,*r, + W*W]-?;A”x(kq). (5.9) 
Proof. In terms of the inner product (*, * ), the cost Jk can be written in 
the form 
lk = (dkq + d, dkq + 4)) + (WUq(kd, WUq(kd)- c5.10) 
Inserting the expression (5.3) for x(kq + q) into (5.10) and using (5.7) gives 
./k = (x(kd,(A9)*A9X(kd) + 2(x(kq),(A9)*rqUq(kq)) 
+(U,w~ [r,*r, +w*w]qw). 
Then if I,* l?, + W * W is invertible over R, “completing the square” in Jk 
gives 
Jk =(lU9(kq) + [I’;r9 + W*W]-‘r;A”x(kq)/’ 
+(x(kq),(Aq)*[Aq - I’,(r;r, + W*W)-‘r;A+(kq)). 
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It is then obvious that the minimizing control is given by (5.9). n 
It is interesting to note that the optimal control (5.9) is in the form (5.4) 
where 
Fg = [rg*I, + W*W] -?;A9. (5.11) 
Also, one should note the simple form of the feedback gain F9; in particular, 
F9 can be computed without having to solve a Riccati equation, as one must 
in the standard LQ approach to systems over the reals. 
As seen from the following result, with a proper selection of the weighting 
W, the control (5.9) is a stabilizing control if the system is q-step stabilizable. 
THEOREM 5.2. Suppose that the system (A, B, C> is q-step stabilizable 
for some integer 9 > 1. Let W = u’/‘Zqm, where g is a stm’ctly positive real 
number. Then if u is su.ciently small and r: r, + uZqm is invertible over 
R, the control (5.9) results in a closed-loop system that is AS. 
Proof. Suppose that there is a control U9< k9) = - G9 r(k9) with G9 
over R such that jIA9 - I’,G,ll < 1. With W = ul/‘Z,,, the cost Jk of this 
control is 
jk =ittA9 - T,G9)+d2 + 4lc,~(kq)/(~. (5.12) 
Let F9 denote the feedback gain of the optimal control with W = u’/~Z,,,,. 
Then since the cost with the optimal control cannot be greater than the cost 
(5.12), it must be true that 
ll(A9 - r,F,)x(k9) II2 + f111F94k9)//2 <II(A” - r9G4)4k9)112 
+ 4++9)112 
Thus, since 1) A9 - r G9 1) < 1, if u is sufficiently small, it must be true that 
((A9 - r9 F$ < 1. Ti ere ore, f by Proposition 5.1 the resulting closed-loop 
system is AS. n 
With W = ~“~1 m and the feedback gain F9 given by (5.111, the system 
matrix A4 - I9 F9 o P the resulting closed-loop system on the k9 time scale is 
given by 
~9 - r9F9 = [I, - r,(r,*r, + az9,)-1r$49. (5.13) 
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Here we are assuming that the inverse in (5.13) does exist. Now by Theorem 
5.2, we know that the closed-loop system with the system matrix given by 
(5.13) is AS if the system is q-step stabilizable and (+ is chosen to be 
sufficiently small. Hence, it is possible to test for stabilizability (module the 
invertibility requirement) by checking to see if the norm of 
[I, - r9(r;r9 + CTZJ'~;] A9 
is less than 1 for some integer value of q and some positive value of (T. 
6. CONCLUDING COMMENTS 
It is clear that the results in Section 5 can be dualized to yield correspond- 
ing results on the construction of block-form observers defined by (3.3) with 
error dynamics that are AS. In addition, the stabilization results can also be 
applied to the design of input-output regulators given by the observer-state- 
feedback-controller combination discussed in Sections 3 and 4. Via this 
approach, new results on regulation and set-point tracking can be obtained 
without having to require reachability and strong observability of the given 
system. The details are not pursued here. 
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