We give characterizations for a subspace of a hyperspace, endowed with either the Vietoris or the Wijsman topology, to be compact or relatively compact. Then we characterize-both globally and at the single points-the local compactness of a hyperspace, endowed with either the Vietoris, the Wijsman, or the Hausdorff metric topology. Several examples illustrating the behaviour of local compactness are also included. 
Introduction
The notion of compactness is a very central one in general topology, and its behaviour under the usual topological operations is a classical subject of investigation. In this paper we deal with hyperspaces, and our first aim is to establish when a given subspace of a hyperspace (endowed with either the Vietoris or the Wijsman topology) is compact or relatively compact. The problem turns out to be quite different and, of course, more complicated than characterizing the compactness of the whole hyperspace. We will recall in Section 1 the existing results on the subject. Notions or results concerning hyperspaces, quoted without reference, may be found in [1] .
In another section of the paper, we have studied the local compactness of hyperspaces, endowed with either the Vietoris, the Wijsman, or the Hausdorff topology. In particular, for the Wijsman topology, we have profitably used the results about compactness, obtained in the first part of the paper; and we have extensively investigated the property of local compactness, both globally and at the single points. In this vein, a number of examples show that in several cases it is possible to produce a Wijsman hyperspace which is locally compact exactly at certain points. Some negative results are also pointed out.
Most of the results contained in the first part of the paper were found by the authors about six years ago, and have stayed unpublished so far. In particular, the results concerning the (relative) compactness for subsets of the Vietoris hyperspace (Theorems 2 and 4) were obtained independently and almost simultaneously (in a different form, and using other techniques) by O'Brien and Watson-cf. [14] , which originates from a preprint of 1994. On the other hand, the results about (relative) compactness for subsets of the Wijsman hyperspace have been used in a slightly wider context by Francesca Sianesi, a student of the second named author, in her Master dissertation, and then in the paper [15] .
Definitions and elementary facts
For a topological space X we denote by CL(X) the collection of all nonempty closed subsets of X; we also put CL ∅ (X) = CL(X) ∪ {∅}. Both CL(X) and CL ∅ (X) will be referred to as the hyperspace of X.
In the literature, several topologies on the hyperspace of a topological (or metric) space are of common use. We will now briefly recall the definitions of the main ones. In this paper, the base space X is always supposed to be regular.
For every A ⊆ X, we denote by A + and A − the sets {C ∈ CL(X) | C ⊆ A} and {C ∈ CL(X) | C ∩ A = ∅}, respectively. According to the context, CL(X) could be replaced by CL ∅ (X) in the above definition.
The Vietoris topology V on CL(X) (or on CL ∅ (X)) has as a base the collection
. . . , A n open in X .
Observe that the empty set in (CL ∅ (X), V) is always isolated; thus, henceforth, we will consider the Vietoris topology only on CL(X).
Observe that the Vietoris topology may be obtained as the supremum of the upper Vietoris topology V + and the lower Vietoris topology V − , which are generated, respectively, by the base If in the definition of V + the set A is restricted to run through the complements of compact subsets of X, then we get the so-called cocompact topology C on CL ∅ (X); and the supremum C ∨ V − gives rise to the Fell topology F.
In the case (X, d) is a metric space, it is also possible to define the Hausdorff and Wijsman topologies on CL(X). For nonempty A, B ⊆ X, we put e d (A, B) = sup {d(x, B) | x ∈ A}, where d(x, A) = inf {d(x, y) | y ∈ A}.
The Hausdorff extended metric H d on CL(X) is defined by H d (A, B) = max e d (A, B), e d (B, A) .
The reader may easily check that, when taking the minimum of the Hausdorff extended metric and 1, we obtain a bona fide metric; we denote by H d the topology it induces on CL(X). Of course, it is still true that for every C ∈ CL(X), the collection {{D ∈
CL(X) | H d (C, D) < ε} | ε > 0} is a fundamental system of (open) neighbourhoods for C in (CL(X), H d ), even if H d is not a metric in the classical sense.
For every x ∈ X and ε > 0, we also put:
and
The upper (lower) Wijsman topology W The Wijsman topology may be extended to the whole of CL ∅ (X) (we will still call it W d ), by using the standard equality d(x, ∅) = +∞ for every x ∈ X. However, in the literature there exists another way of defining the Wijsman topology on CL ∅ (X), which we will denote by W d : for every x ∈ X and C ∈ CL ∅ (X), put We now recall some compactness results about the above topologies and convergences, which can be found in the literature.
Kuratowski convergence is "compact" in the sense that every net in CL ∅ (X) has a subnet converging to an element of CL ∅ (X) (see [1, Theorem 5.2.11] ). Observe that, as a consequence, the Fell topology on CL ∅ (X) is also compact (not necessarily T 2 ).
As for the Vietoris topology, compactness of CL ∅ (X) (or of CL(X), because the empty set is always isolated in the Vietoris topology) is equivalent-according to [12, Theorem 4.2] -to the compactness of the base space X. We also recall the basic separation properties for (CL(X), V):
− (CL(X), V) is Hausdorff ⇐⇒ X is regular; − (CL(X), V) is regular ⇐⇒ X is normal; − (CL(X), V) is normal ⇐⇒ X is compact. Concerning the Wijsman topology, it is well known that [ ( 
C.
Moreover, by the just quoted result of Beer, we only have to show that this inequality holds at the empty set. Therefore, suppose x ∈ X and ε > 0 are such that ∅ ∈Ã
(3) ⇒ (4). Since the Fell topology is always compact (not necessarily T 2 , a priori), we have that W d is in turn compact (and T 2 ).
(4) ⇒ (1). Suppose that S d (x, r) is a non-compact, proper closed ball in X, and let (x n ) n∈ω be a sequence in S d (x, r) having no cluster point (in this set, and hence in X). We claim that ({x n }) n∈ω has no cluster point in
C which does not contain {x n } for n large enough. If, on the contrary, C = ∅, then sincẽ 
Note also that a discrete space X of cardinality > ℵ 0 , endowed with the 0−1 metric, provides an example of a compact Wijsman hyperspace (when endowed with the topology W d ) with a non-separable base space. This is impossible with the topology W d .
Finally, let us recall that for the topology H d , the hyperspace is compact if and only if the base space is compact [1, Theorem 3.2.4(3)].
Compact and relatively compact subsets of the hyperspace
In this section we give some characterizations for the compactness and the relative compactness of a subspace K of CL(X) (or CL ∅ (X)), equipped with either the Vietoris or the Wijsman topology. Such characterizations will also play a crucial rôle in the next sections.
Theorem 2. Let X be a regular space and K a subset of CL(X). Then K is compact with respect to the Vietoris topology if and only if it is closed and satisfies the following condition:
∃F finite subcollection of U:
Proof. Suppose first that K is compact: then it is closed, because (CL(X), V) is T 2 . To prove ( * ), let C ∈ CL(X) and U be an open cover of C in X: since C − is V-closed and K is compact,
Conversely, suppose that ( * ) holds and K is V-closed. We prove that for every net (C j ) j ∈J in K, there exists a subnet (C j i ) i∈I V-converging to an element of K. By "compactness" of the Kuratowski convergence, there exists a subnet (C j i ) i∈I of (C j ) j ∈J which K-converges to an element C of CL ∅ (X). We will show that, in fact, (C j i ) i∈I V −→ C; since the empty set is isolated in (CL ∅ (X), V), this will also imply that C ∈ CL(X), and hence C ∈ K by the closedness of K in (CL(X), V). It will suffice to show that
Letî ∈ I be such thatî i x for 1 n: then C j i ∩ V x = ∅ for i î and ∈ {1, . . ., n}. Since every C j i ∈ K, we have by (1) that, for i î, C j i ∩ (X \ Ω) = ∅, i.e., C j i ⊆ Ω: this contradicts the original assumption on Ω. ✷ We now give the analogous conditions for compactness with respect to the Wijsman topology. 
Proof. Let us first suppose K compact. Put K = {C ∈ K |d(x, C) r}: then K is a closed subset of K, and hence it is compact. Since U covers S d (x, r + ε), andd(x, ∅) = ρ(x) > r, the collection {A − | A ∈ U} is an open cover of K ; by compactness, there exists a finite subset F of U such that K ⊆ F ∈F F − .
Suppose now that K is closed and condition ( ) holds. Let (C j ) j ∈J be any net in K, and let (C j i ) i∈I be a subnet of it, which K-converges to a C ∈ CL ∅ (X). We claim that (C j i ) i∈I W d -converges to C; it will suffice to show W + d -convergence. By contradiction, suppose (C j i ) i∈I
Thend(x, C) > lim inf i∈Id (x, C j i ) for at least onex ∈ X. Fix an r with lim inf i∈Id (x, C j i ) < r <d(x, C) (so that we also have r < ρ(x)), and take ε with 0 < ε
particular,d(x, C) = +∞, then ε may be any positive real number). Therefore, for every
Letî ∈ I be such thatî i(x h ) for 1 h n; for every i î, we have that C j i ∩ V x h = ∅ for 1 h n, and this implies by (1) thatd(x, C j i ) > r for i î. Therefore, lim inf i∈Id (x, C j i ) r, contradicting our choice of r. ✷ 
Proof. The proof of the "only if" part is completely analogous to that of Theorem 3, with the only difference that we do not have to take care that ρ(x) > r, to claim that {A − | A ∈ U} is an open cover of K (because ∅ cannot belong in any case to the set
As for the "if" part, it suffices again to replaced by d in the proof of Theorem 3. When we fix r with lim inf i∈I d(x, C j i ) < r < d(x, C), this does not imply that r < ρ(x); but we do not need such an inequality to apply condition ( ). ✷ Remark. Condition ( ), together with the assumption that K is W d -closed, is a necessary but not sufficient condition for the compactness of
Consider, for example, the 0−1 metric d on an infinite set X, and put A suitable change in the statement of the above theorems allows us to characterize the relative compactness (in the weak sense, as defined below) for a subset of the Vietoris or Wijsman hyperspace.
First, we give the following definitions.
Definition.
A subset Y of a topological (T 2 )-space X is said to be weakly relatively compact, if every net in Y has a subnet converging to a point of X (cfr. [14, Definition 4] ). Y is said to be strongly relatively compact if Y is compact in X.
Of course, strong relative compactness implies the weak one, and the converse holds if X is regular-cf. [14, Proposition 4 and subsequent observations], where an example of a weakly, not strongly, relatively compact subset of a T 2 space is exhibited, too (for an example in the context of hyperspaces, see Example 5 below). Observe also that the notion of weak relative compactness coincides with that of compactoid subset-see [6, §3] and the literature quoted therein. Proof. If ( * ) is fulfilled, then we can show as in the proof of Theorem 2 that every net in K has a subnet V-converging to an element of CL(X).
On the other hand, suppose K is weakly relatively compact in (CL(X), V), and let C ∈ CL(X) and U an open cover of C in X. If, by contradiction, for every finite The following example shows that in Theorem 4 we cannot have the equivalence between strong relative compactness and condition ( * ), without the assumption of normality on X. 
We prove now that Cl V D is not V-compact. First of all observe that, for every m ∈ ω, Like relative compactness, we may define a subset S of a topological space X to be weakly relatively sequentially compact, if every sequence in S has a subsequence converging to an element of X. Observe that, in this case, the assumption of regularity on X does not imply that the closure (not even the sequential closure) of S is a sequentially compact subset of X.
We use as an example a topological space which is often called Ψ : let M be a maximal almost disjoint collection of infinite subsets of ω,
Then (X, τ ) is a regular space which is not sequentially compact, while ω is a dense (also, sequentially dense), weakly relatively sequentially compact subset of X.
One can also find a compactification K of ω such that ω is weakly relatively sequentially compact in K, but βω embeds into K \ ω, so that K is not sequentially compact.
Theorem 7. Let (X, d) be a metric space such that Kuratowski convergence is sequentially compact on CL ∅ (X), and let K be a subset of CL ∅ (X). Then K is weakly relatively sequentially compact in (CL
∅ (X), W d ) [or in (CL ∅ (X), W d )] if
and only if it satisfies the following condition:
Proof. Suppose first that K is weakly relatively sequentially compact in the hyperspace
(C n ) n∈ω whose elements are all distinct. By the weak sequential relative compactness of K, such a sequence admits a subsequence (C n m ) m∈ω which W d -converges to an element
, and the second side of the equality must be r (because every C n m belongs to S d (x, r) − ∩ G), there must exist a y ∈ C with d(x, y) < r + ε (we use here the fact that r < ρ(x), which is not necessary when we are dealing with the topology
Suppose now that condition ( ) holds, and let (C n ) n∈ω be any sequence in K. If the set {C n | n ∈ ω} is finite, then there exists a constant subsequence of (C n ) n∈ω ; therefore, we may suppose without loss of generality n → C n to be one-to-one. By hypothesis, there exists a subsequence (C n m ) m∈ω of (C n ) n∈ω which K-converges to an element C of CL ∅ (X). We will prove that
Indeed, if by contradiction
then there would exist ax ∈ X such thatd(x, C) > lim inf m∈ωd (x, C n m ). Let r be such that lim inf m∈ωd (x, C n m ) < r <d(x, C) (observe that this implies r < ρ(x)), and ε =d(x, C) − r. Then, in particular,d(x, C n m ) < r for infinitely many m, so that putting
Then, on the one hand,ȳ ∈ Ls m∈ω C n m = C, and on the other hand,
To prove that the weak relative sequential compactness of
we use essentially the same proof, taking into account the slight differences which exist between the proofs of Theorems 3 and 3 . ✷ Observe that the space Ψ we have constructed before the above theorem is also first countable. However, if we assume metrizability, then we have the following easy result.
Lemma 8. Let (X, d) be a metric space and S a weakly relatively sequentially compact subset of X. Then S is compact.
Observe that, more generally, if X is a normal space and S a weakly relatively sequentially compact subset of X, then S is countably compact (hence compact, if X is metrizable). 
Corollary 9. Let (X, d) be a separable metric space, and K a subset of CL
generates the topology W d on CL ∅ (X). Now, Theorem 7 and Lemma 8 combine to show that, under our hypotheses, the sequential compactness of K is equivalent to condition ( ). ✷ Remark. If we assume CH, then the hypotheses of Corollary 9 correspond to the only possible situation where Theorem 7 may apply. Indeed, it follows from an unpublished result of Sierpinski (see [13, Theorem 2] ) that, under the Continuum Hypothesis, Kuratowski convergence on the hyperspace of a metrizable space X is sequentially compact if and only if X is separable.
More generally, one can see that Kuratowski convergence is sequentially compact whenever the weight of X is less than the splitting number s-which is well known to be equal to 2 ω when MA holds (for the definition of s, see [5, §3] ). In particular, it turns out that under MA Kuratowski convergence on the hyperspace of a space having weight less than 2 ω is sequentially compact. Therefore, there exist consistent situations where Theorem 7 applies, but Corollary 9 does not.
Remark. The condition of separability of (X, d) is essential in Corollary 9. Indeed, let X be an uncountable set, and d the 0−1 metric on it. Take a pointx not belonging to X , and extend d to X = X ∪ {x} by putting d(x, x) = 2 for every x ∈ X . Then it is easily seen that condition ( ) of Theorem 7 is fulfilled on (CL ∅ (X), W d ), for the collection K of all cofinite subsets of X; but condition ( ) of Theorem 3 is not, when we take as x a point of X , and we put r = 4/3, ε = 1/3 and
Local compactness of the Vietoris and Hausdorff hyperspaces
In this section we investigate local compactness of hyperspaces, endowed with either the Vietoris or the Hausdorff topology, both globally and at the single points.
Proof. First of all, we prove that M is closed. Indeed, if M is not closed, there exists a net (a i ) i∈I in M which converges to a point a ∈ X \ M. For every i ∈ I let C i = {x 1 , . . . , x n , a i }, where x j ∈ M ∩ M j for every j ∈ {1, . . ., n}. Then it is easily seen that
either. This is a contradiction, because
, which is T 2 (because X is regular). Suppose now that M is not compact: since it is closed, there will be a net (a i ) i∈I in M with no cluster point in X. Thus, for every x ∈ X, there exists an open neighbourhood W x of x such that a i / ∈ W x eventually. Again, put C i = {x 1 , . . . , x n , a i } for i ∈ I , where x j ∈ M ∩ M j for every j ∈ {1, . . ., n}. We show that the net (C i ) i∈I has no cluster point in (CL(X), V), which will contradict the compactness of 
n weakly relatively compact", we obtain that M has compact closure in X. 
Theorem 11. Let X be a regular space, and C ∈ CL(X). Then C is a point of local compactness in (CL(X), V) if and only if there exists an open set A with
C ⊆ A, such that A is compact.
. , n, we have that Cl
n , it is compact. Hence C is compact by Lemma 10. Now, let Ω be an open subset of X with C ⊆ Ω ⊆ Ω ⊆ A (Ω exists because C is compact and X is regular). Then Ω + ∩{x 1 } − ∩· · ·∩{x n } − is a closed subset of (CL(X), V) Proof. Immediate consequence of the previous theorem. ✷ Corollary 13. For a regular space X, the following are equivalent: Now we pass to the Hausdorff topology. Observe that, obviously, since (CL(X), H d ) is a metric space, a subset of it is compact if and only if it is complete and totally bounded.
We recall here some definitions relative to metric spaces. If ε > 0, a subset D of a metric space (X, d) is said to be ε-discrete, if d(x, y) ε for every two distinct points x, y of D. An ε-discrete subset D of X is said to be maximal, if it cannot be extended to any larger ε-discrete subset of X-this means that for every x ∈ X, there is a y ∈ D with d(x, y) < ε. We will denote by U ε (X) the collection of all ε-discrete subsets of X, and by U max ε (X) the collection of all maximal ε-discrete subsets of X. Of course, we may consider as well the collections U ε (M) and U max ε (M), where M is any subset of X (endowed with the induced metric). Theorem 14. Let (X, d) be a metric space, and C ∈ CL(X). Then the following are equivalent:
(
is compact for every x ∈ C, and
Suppose C * to be a cluster point of (C n ) n∈ω : then C * cannot be included in X \ S d (x, ε * /2) (for, otherwise, for every n ∈ ω we would have that
, and hence C * is not a cluster point for the sets C n ). Then, there isȳ ∈ C * ∩ S d (x, ε * /2): sinceȳ is not a cluster point for (y n ) n∈ω , there aren ∈ ω andδ > 0 such that d(ȳ, y n ) δ for n n; we claim that
so that, again, C * is not a cluster point for (C n ) n∈ω . Indeed, for n n we have:
Now we prove condition (
Since by Zorn's lemma every element in U ε (C) extends to an element in U max ε (C), we may assume without loss of generality that L ∈ U max ε (C). We will show that S H d (C, 2ε) is not totally bounded, which is a contradiction because 2ε < ε * /2 < ε * .
Indeed, choose a sequence (x n ) n∈ω (with n → x n one-to-one) in L * , and for every n ∈ ω, let y n ∈ S d (x n , ε) \ S d (x n , δ). As d(x n , y n ) δ for every n ∈ ω, by the Efremovic Lemma (see [1, 3.3 
.1]) there exists a strictly increasing h
Let us prove that every
Finally, we show that for
by the triangular inequality, we have that
From (♠) and the fact that E is closed, it easily follows that E is complete (see also [7 
Then let r = min{ε −ε,ε/2}: we claim that S H d (C, r) is totally bounded. To prove this, it will suffice to show that for every δ > 0, there is a finite subcollection F of CL(X) such that every element in S H d (C, r) is not more than δ from some element of F . Thus, consider an arbitrary δ > 0-which we may always suppose to be <ε/2:
given w ∈ M, the relation H d (C, M) < r implies that d(w, C) < r, and hence there exists v ∈ C such that d(w, v) < r; since L is ε-uniformly discrete and maximal in C, there must exist x ∈ L such that d(v, x) <ε: we will consider two cases, according to whether 
Thus there exists ∈ {1, . . . , mî} such that w ∈ S d (yî , , δ), which implies that M ∩ S d (yˆı , , δ) = ∅, and hence by definition of
Remark. Formally, formula ( + C ) looks stronger than formula ( C ), even if at the end they turn out to be equivalent. It is clear that every formula, which is intermediate between (
and ( C ), characterizes in turn the local compactness of (CL(X),
Observe also that, if in conditions (2) and (3) of the above theorem we replace the sentence: "S d (x,ε) is compact for every x ∈ C" by: "S d (x,ε) is totally bounded for every x ∈ C" (leaving formulas ( + C ) and ( C ) unchanged), we obtain characterizations of the fact that C has a totally bounded neighbourhood in (CL(X), H d ) .
In the same spirit, one could characterize the local completeness at a point C of (CL(X), H d ) by the uniform local completeness in X of the points of C. (CL(X), H d ) , then the same holds for every element of CL(X) which is included in C. Observe that this property is valid also for the Vietoris topology (cf. Theorem 11), but not for the Wijsman topology-see, for instance, Example 32.
Remark. From Theorem 14 it immediately follows that if C is a point of local compactness in
As a consequence of Theorem 14 and of the second remark above, we also have the following:
Corollary 15. Let (X, d) be a metric space. Then the following are equivalent:
is compact for every x ∈ X, and
( ) It is worth noticing that every totally bounded C ∈ CL(X) automatically satisfies condition ( + C ) of Theorem 14-since, for every ε > 0, each element in U ε (C) must be finite. Therefore, in this case C is a point of local compactness in (CL(X), H d ) if and only if there isε > 0 such that S d (x,ε) is compact for every x ∈ C. Furthermore, in the case where C is compact, we have a still nicer characterization.
Proposition 16. Let (X, d) be a metric space and K a nonempty compact subset of X. Then K is a point of local compactness in (CL(X), H d ) if and only if it is included in an open subset A of X, having compact closure (i.e., if and only if K is a point of local compactness in (CL(X), V)).

Proof. Suppose first that K ⊆ A ⊆ X, with A open and A compact. To prove that K is a point of local compactness in (CL(X), H d ), we only have to show that there is anε
> 0, such that S d (x,ε) is compact for every x ∈ K. Actually, since K is compact and X \ A is a closed set disjoint from K, the gap D d (K, X \ A) = inf {d(x, y) | x ∈ K, y ∈ X \ A} is > 0
(and is in fact a minimum). Then it is easily seen that we may putε = D d (K, X \ A).
Suppose now that K is a point of local compactness in (CL(X), 
Proposition 18. If C is a point of local compactness in (CL(X), H d ), and C is not separable, then there are uncountably many points of C which are (uniformly) isolated in X.
Proof. For every n ∈ ω with n > 0, take an L n ∈ U max 1/n (C): then it is easily seen that n>0 L n is dense in C, and hence by hypothesis there existsn ∈ ω \{0} such that | Ln |> ω. By ( + C ), there is an ε < 1/n such that
Since ε < 1/n, Ln ∈ U ε (C), and hence we have in particular that for every m > 0 such that 1/m < ε, there is a finite subset F m of Ln such that:
we clearly have that L is an uncountable subset of C consisting of isolated points of X. ✷ We have already recalled in the introduction that for the Hausdorff hypertopology, compactness is equivalent to the compactness of the base space [1, Theorem 3.
2.4(3)]).
For an example of a Hausdorff hypertopology which is locally compact but not compact, it is sufficient to consider the hyperspace of an infinite set, endowed with the 0−1 metric. Of course, this is a trivial situation, because in this case the hyperspace is in fact discrete (this holds whenever (X, d) is uniformly discrete).
For a more interesting example, we may consider the subset X = n∈ω [n, n + (1/(n + 2))] of the real line, endowed with the induced Euclidean metric d. In this case, (CL(X), H d ) has no isolated point, and applying condition ( ) of Corollary 15 it is easily seen that (CL(X), H d ) is locally compact.
Local compactness of the Wijsman hyperspace
To study the local compactness of the Wijsman hyperspace, we will use the characterizations of relative compactness for subspaces of (CL ∅ (X), W d ) and (CL ∅ (X), W d ), obtained in Section 2. n, m ∈ ω, x 1 , . . . , x n , y 1 , . . . , y m ∈ X and r 1 , . . . , r n , s 1 , . . . , s 
Theorem 19. Let
m > 0. Then the set S = ( n i=1Ã − d (x i , r i )) ∩ ( m j =1Ã + d (y j , s j )) = ( n i=1 S d (x i , r i ) − ) ∩ ( m j =1Ã + d (y j , s j )) is relatively compact in (CL ∅ (X), W d ) if
S d (y j , s j ) is relatively compact and included in S d (x, r) . ( )
Proof. Suppose first S relatively compact. To prove condition ( ), let by contradiction
x ∈ X and r with 0 < r < ρ(x) be such that: 
S d (y j , s j ) ⊆ S d (x, r + ε).
On the other hand, for every z ∈ S d (x, r + ε) there exists a t (z) > 0 such that S d (z, t (z)) ⊆ S d (x, r + ε), and (a i ) ∈ω (i ∈ I ) and (b ) ∈ω are all eventually out of S d (z, t (z)).
Since
However, if we pick: S d (y j , s j ) )) \ S d (x, r + ε), for every i ∈ {1, . . ., n} \ I ; then the set C = {bˆ } ∪ {a
. ., n} \ I } belongs to S, is such that d(x, C) r (because bˆ ∈ C), and misses every S d (z h , t (z h )). A contradiction.
Suppose now that condition ( ) holds, and let us prove condition ( ). Givenx ∈ X, r with 0 <r < ρ(x),ε > 0 and U open cover of S d (x,r +ε), let r be such that r < r < min{ρ(x),r +ε}.
Consider first the case where the set S d (x,r +ε) ), so that there exists a finite F ⊆ U with the same property. For every C ∈ S withd(x, C) r, we have that C meets S d (x, r ) and misses ∈  X and r 1 , . . . , r n , s 1 , . . . , s m > 0 such that
, with the further restriction that
give rise-as is easily observed-to a local base. Therefore, one could restate Corollary 20, using only neighbourhoods of this kind; of course, when checking condition ( ) [ 
or ( )] for them, the expression S d (x i , r i ) \ ( m j =1 S d (y j , s j )) reduces to S d (x i , r i ).
Now we will use the above characterization, to point out some properties relative to the local compactness of the Wijsman hyperspace at the single points.
Proposition 21. Let (X, d) be a metric space such that X is a point of local compactness in (CL(X), W d ). Then there existsr > 0 such that for every x ∈ X, S d (x,r) is compact (and hence (X, d) is complete).
Proof. By hypothesis, there exist x 1 , . . . , x n ∈ X and r 1 , . . . , r n > 0 such that for every x ∈ X and r > 0 with S d (x, r) not relatively compact, there is i ∈ {1, . . ., n} with 
and the formula corresponding to condition ( ) of Theorem 19 is fulfilled. Moreover, we may always suppose that
Of course, (1) implies in particular that
Indeed, let x ∈ X and r > 0 be such that
is relatively compact for every h ∈ {1, . . ., k}, because otherwise 
Examples
In this section we will construct examples of Wijsman hyperspaces; these examples show that the Wijsman topology allows a greater flexibility than the Vietoris and Hausdorff topologies, as far as local compactness at given points is concerned.
Many of these examples will be obtained using metric spaces whose distance function takes its values into the three-element set: {0, 1, 2} (for other Wijsman hyperspaces of this kind, see, for example, [3] ). Observe, in passing, that every symmetric function from X × X to {0, 1, 2}, which takes the value 0 exactly on the points of the diagonal, is a metric on X-cf. [2, Lemma 19] . This allows for a high degree of freedom and gives rise to an efficient technique for constructing examples.
If (X, d) is a metric space of this kind, the following holds. − For every x ∈ X, there are at most three different open balls (according to whether 0 < r 1, or 1 < r 2, or r > 2, where r is the radius of the ball), and three different closed balls (according to whether 0 < r < 1, or 1 r < 2, or r 2), centered at x. Every open ball is also a closed ball, and vice-versa; we will always use for them one of the three standard radii: r = 1/2, or r = 3/2, or r = 5/2. − A subset M of X is relatively compact if and only if it is finite (because X is discrete). 
Proof.
It is sufficient to observe the following three facts.
(a) For every C ∈ CL ∅ (X), the sets of kind 
Observe also that Lemma 23 does not apply, of course, to the local compactness at ∅ in (CL ∅ (X), W d ) . Actually, ∅ is isolated-hence it is a point of local compactness-for
First of all we show that, contrary to the Vietoris topology, for the Wijsman topology local compactness does not imply compactness.
Example 24. Let X = {w n | n ∈ ω} ∪ {w * , w }, where the points w n (n ∈ ω), w * and w are all distinct, and let d be the metric on X defined by:
Proof. The proper closed ball S d (w * , 1) = {w * } ∪ {w n | n ∈ ω} is not compact (observe that X, as a topological space, is discrete): therefore, (CL ∅ (X), W d ) is non-compact (and so is (CL ∅ (X), W d ), as the topology W d is finer than W d ). We will prove that (CL ∅ (X), W d ) is locally compact (by the above remark, this will also imply the local compactness of (CL ∅ (X), W d ) ).
Consider first the case where C ⊆ {w }. Let n = 1, m = 0 and x 1 ∈ C \ {w }: if x ∈ X is such that S d (x, 3/2) is infinite, then we may easily deduce that x = w * and
Suppose now that either C = {w } or C = ∅: let n = 0, m = 1 and y 1 = w * . Then C ∩ S d (w * , 3/2) = C ∩ (X \ {w }) = ∅; and, on the other side, for every x ∈ X the set
is obviously finite, so that condition ( ) of Lemma 23 is fulfilled again. ✷ The second example we will exhibit using the above-described metrics shows that the local compactness of the base space does not entail the local compactness at any point of the Wijsman hyperspace (contrary, again, to the Vietoris topology-see Corollary 12).
Example 25. Let X = ∈ω X , where every X is infinite and X ∩ X = ∅ for = . For x ∈ X, let (x) be the unique ∈ ω such that x ∈ X , and put:
is not locally compact at any point-i.e., every compact subset of (CL ∅ (X), W d ) has empty interior.
Proof. First of all, observe that ρ(x) = 2 for every x ∈ X. Let C be any element of CL ∅ (X), x 1 , . . . , x n ∈ C, and y 1 , . . . , y m ∈ X with C ∩ S d (y j , 3/2) = ∅ and ρ(y j ) = 2 for j = 1, . . . , m. Take x * ∈ X with (x * ) > max{ (x 1 ), . . . , (x n ), (y 1 ), . . . , (y m )}:
is infinite, but does not contain any x i . ✷ Of course, if we replace W d by W d in the above example, then the empty set turns out to be the only point of local compactness. Such a situation may be obtained also for the topology W d .
Example 26. Let X = X ∪ {z, w}, where X is the space of the above example, and z, w are two newly added, distinct points. Let d be the metric on X defined by:
Then the only point of local compactness of (CL(X ), W d ) is the empty set.
Proof. First of all, observe thatÃ
Now, consider any C ∈ CL(X ), and suppose to have arbitrary x 1 , . . . , x n ∈ C and y 1 , . . . , y m ∈ X with d (y j , C) = 2 for j = 1, . . . , m. Since C = ∅, z and w cannot be both in the set {y 1 , . . . , y m }: therefore, there exists an infinite L ⊆ ω such that
, and does not contain any x i . Thus, C is not a point of local compactness. ✷ Observe that for the whole set X (which is, in some sense, "dual" to the empty set in the hyperspace (CL ∅ (X), W d )), it is impossible to be the only point of local compactness-at least, when X = ∅. Of course, this is due to the fact that when X is infinite, it cannot be isolated in (CL ∅ (X), W d ); while when X is finite, then (CL ∅ (X), W d ) is discrete-hence locally compact.
One could also wonder whether, symmetrically to the space constructed in Example 26, there exists a Wijsman hyperspace for which the empty set is the only point where local compactness fails (again, this is impossible for the whole space X, because of Proposition 22). We will give a positive answer to such a question in Example 37. On the other hand, we will prove in Theorem 31 that if (X, d) is a metric space with Im(d) ⊆ {0, 1, 2}, then the local compactness of (CL(X),
Before, however, we want to provide an example to show that, even working with metrics which take their values in {0, 1, 2}, the local compactness at all the cofinite and finite nonempty sets does not imply that at ∅.
Example 27. Let X = {z | ∈ ω} ∪ {w ,m | , m ∈ ω}, where the points z and w ,m are all distinct. Define a metric d on X by:
Then the empty set is not a point of local compactness in (CL ∅ (X), W d ), but every nonempty finite set is.
Proof. Let Z = {z | ∈ ω}, W = {w ,m | , m ∈ ω} and, for every ∈ ω, W = {w ,m | m ∈ ω}. It is immediate to observe that for every z ∈ Z and w ,m ∈ W , we have
To prove that ∅ is not a point of local compactness, let y 1 , . . . , y m ∈ X: picking an * ∈ ω such that no y j is a z with > * , the set S d (z * +1 , 3/2) \ m j =1 S d (y j , 3/2) includes in any case a cofinite subset of W * , and hence is infinite.
We prove now that every nonempty C ⊆ W and every finite nonempty F ⊆ X is a point of local compactness in
) is infinite, then x must be a z with >ˆ , and hence
Suppose now to have a finite nonempty F ⊆ X: if F ∩ Z = ∅, then we are in the preceding case. Thus, suppose F ∩ Z = ∅, and letˆ = max { ∈ ω | z ∈ Z}. Pick a y 1 ∈ Wˆ \ F , so that S d (y 1 , 3/2) = {z | >ˆ } ∪ {y 1 } misses F , and let
x must belong to Z, and hence x 1 ∈ Z ⊆ S d (x, 3/2). ✷ By adding some suitable points to the above space (X, d), we may obtain our desired example. Proof. If C ⊆ X is such that there is an x 1 ∈ C ∩ M, then for every x ∈ X we have that
To prove (2), observe first that for every w ∈ X, the equality ρ(w) = 2 is independent on whether we are considering w as a point of (X, d) or of (X , d ).
Suppose that C ⊆ X is a point of local compactness in (CL ∅ (X ), W d ), and let x 1 , . . . , x n ∈ C and y 1 , . . . , y m ∈ X be such that C ∩ ( 
and let x 1 , . . . , x n ∈ C and y 1 , . . . , y m ∈ X be such that C ∩ ( 
Proof. First of all, observe that C = ∅ (otherwise, taking F = ∅, (2) cannot be fulfilled for any x ∈ X and r > 0). We will define by induction, for every ∈ ω, two points z , w ∈ X, such that: 
Since ρ(z ) = 2 for every ˆ (by the inductive hypothesis), our initial assumption implies that there is zˆ +1 ∈ X with ρ(
Thus (b) and (c) are fulfilled for =ˆ + 1. As for (a), ρ(zˆ +1 ) = 2 by our initial choice, and ρ(wˆ +1 ) = 2 because, for example, d(wˆ +1 , zˆ ) = 2. Now, let C = {z | ∈ ω}: observe that → z is one-to-one, because for < we have Now we show that by a slight modification of the space constructed in Example 29, we may have a case where the Wijsman hyperspace is locally compact at all the "small" and "large" closed subsets of the base space, but not everywhere.
Example 32. Let (X , d ) be the space of Example 29, and take a point a which does not belong to X . Letd be the metric on X = X ∪ {a}, such thatd | X ×X = d and d(a, x) =d(x, a) = 2 for every x ∈ X . Then (CL ∅ ( X), Wd ) is locally compact at every finite (possibly empty) and cofinite subset of X, but not everywhere.
Observe that Sd (a, 3/2) = {a} and that, for any point u of M, Sd (u, 3/2) = X \ {a} = X ; therefore, X is the union of two proper closed balls, so that ∅ is isolated in (CL ∅ ( X), Wd ). If L is a cofinite or a finite nonempty subset of X, then either L = {a} or L ∩ X = ∅. In the first case, we may take a y 1 ∈ M and we have as before that Sd (y 1 , 3/2) = X \ {a} = X ; then obviously Sd (x, 3/2) \ X is finite for every x ∈ X, so that {a} is a point of local compactness in (CL ∅ ( X), Wd ) . Suppose now that L ∩ X = ∅: then L ∩ X = L \ {a} is still either cofinite or finite nonempty in X , and hence is a point of local compactness in (CL ∅ (X ), W d ), so that there exist x 1 , . . . , x n ∈ L \ {a} and y 1 , . . . , y m ∈ X with S d (y j , 3/2) ∩ (L \ {a}) = ∅ for j = 1, . . ., m, such that condition ( ) of Lemma 23 is satisfied with X and d in the place of X and d; we want to prove such a condition with X andd in the place of X and d, respectively (observe that, for every j ∈ {1, . . . , m}, the ball Sd (y j , 3/2) does not contain a, and hence must miss L). Let x be any point of X (the condition ρ(x) = 2 is always fulfilled in this case): if x = a, then Sd (x, 3/2) = {a}, and the situation is trivial. Suppose now that x ∈ X and
is infinite, too, and hence S d (x, 3/2)-which is clearly included in Sd (x, 3/2)-must contain an x i with i ∈ {1, . . ., n}.
Finally, we prove that there is a C ⊆ X at which the Wijsman topology Wd is not locally compact. By Theorem 31, since (CL ∅ (X ), W d ) is not locally compact at ∅, there must be a nonempty C ⊆ X which is not, in turn, a point of local compactness in (CL ∅ (X ), W d ). Then, using again the fact thatd(a, x) = 2 for every x ∈ X , it is easy to show that C is not a point of local compactness even in (CL ∅ ( X), Wd ). ✷ Now we give an example to show that in Proposition 22 we cannot replace-in general-X by C 1 ∪ · · · ∪ C k , when these two sets are different.
Example 33. Let {Z | ∈ ω} be a family of infinite and pairwise disjoint sets (with → Z one-to-one), and letx,x ,ỹ,ỹ be distinct points which do not belong to Z = ∈ω Z . Let d be the metric on X = Z ∪ {x,x ,ỹ,ỹ }, defined by:
2 if w =x, 1 otherwise, and, for z ∈ Z and z ∈ Z , by:
Then {x} and {ỹ} are both points of local compactness in (CL ∅ (X), W d ), but their union {x,ỹ} is not.
Observe that S d (ỹ , 3/2) = X \ {x} and S d (x , 3/2) = X \ {ỹ}: thus it is clear that {x} and {ỹ} are points of local compactness in (CL ∅ (X), W d ) .
On the other hand, to prove that {x,ỹ} is not a point of local compactness, let y 1 , . . . , y m ∈ X be such that S d (y j , 3/2) ∩ {x,ỹ} = ∅ for j = 1, . . . , m: we will show that there is x ∈ X (with ρ(x) = 2) such that
Observe that, for every j ∈ {1, . . ., m}, S d (y j , 3/2) ∩ {x,ỹ} = ∅ implies-by the definition of d-that y j / ∈ {x,ỹ,x ,ỹ }: therefore, y j ∈ Z n j for some n j ∈ ω, and S d (y j , 3/2) = Z n j ∪ {x ,ỹ }. Letn ∈ ω \ {n 1 , . . . , n m } and x ∈ Zn: then S d (x, 3/2) = Zn ∪ {x ,ỹ }, which is disjoint from {x,ỹ}. On the other hand
The metrics used in the above examples are bounded. We will now give a result which will allow us to obtain, in the unbounded case, two of the most significant examples produced so far.
Proposition 34. Let (X, d) be a bounded metric space, with diamX = λ, and let {z | ∈ ω \ {0}} be a countable set disjoint from X (with z = z for = ). Define a metric d on X = X ∪ {z | ∈ ω \ {0}} by:
if (x ∈ X and y = z ), or vice-versa, 2| − |λ if (x = z and y = z ), or vice-versa.
Then for every C ∈ CL(X ), the following holds: ( Proof. First of all, observe that for every z ∈ X and r > 0, we have that: 
