We consider block LDL T factorisation for symmetric indefinite matrices in the form LDL T , where L is unit lower triangular and D is block diagonal with each diagonal block having dimension 1 or 2. The stability of this factorisation and its application to solving symmetric indefinite linear systems has been well studied. On the other hand, while all rounding error analysis of block LDL T factorisation in the literature relies on the outer product form, this paper gives a novel componentwise backward error analysis based on the inner product form. The new results include a condition under which block LDL T factorisation in inexact arithmetic is guaranteed to preserve the inertia, and a reliability analysis of rank estimation and inertia estimation of symmetric indefinite matrices by block LDL T factorisation.
Introduction
A symmetric possibly indefinite matrix A ∈ R n×n can be factored into LDL T , where L is unit lower triangular and D is block diagonal with each block of order 1 or 2. This is a generalisation of the Cholesky factorisation, which requires positive semidefiniteness. The process is described as follows. The case A being zero is trivial; the corresponding D is also zero and L is an identity matrix. When A is non-zero, there exists a permutation matrix Π such that ∈ R (n−s)×(n−s) is the Schur complement. Iteratively applying (1.1) to the Schur complement and aggregating the results, we obtain a factorisation in the form PAP T = LDL T , where P is a permutation matrix, L is unit lower triangular, and D is block diagonal with each block of order 1 or 2. The overall decomposition requires n 3 /6 multiplications and n 3 /6 additions (subtractions), the same cost as the Cholesky factorisation. In this paper we consider only the highest order terms while counting the number of operations.
In block LDL T factorisation, choosing the permutation matrix Π and pivot size s at each step is called diagonal pivoting. As listed below, there are three types of pivoting methods for general symmetric matrices. See also Appendix A for a review.
1. Complete pivoting: the Bunch-Parlett pivoting (Bunch & Parlett 1971) .
2. Partial pivoting: the Bunch-Kaufman pivoting (Bunch & Kaufman 1977) and a modification by Sorensen and Van Loan (Dongarra et al. 1991, Section 5.3 .2).
3. Rook pivoting: fast Bunch-Parlett and bounded Bunch-Kaufman (Ashcraft et al. 1998 , Duff & Reid 1982 , 1983 . Fang & O'Leary (2006) studied the block LDL T factorisation of a symmetric triadic matrix with above pivoting strategies, where a matrix is called triadic if it has at most two non-zero off-diagonal elements in each column. In addition, listed below are two pivoting strategies and their variants specifically for symmetric tridiagonal matrices. See also Appendix B for a review.
1. Bunch's method (Bunch 1974, Section 4) , and a modification by Higham (1999, page 183) .
2. The Bunch-Marcia pivoting (Bunch & Marcia 2005) , and a simplified strategy (Bunch & Marcia 2006) .
Some historical remarks on the stability analysis of block LDL T factorisation are given as follows. Slapničar (1998, Section 7) derived a componentwise error bound for block LDL T factorisation with Bunch-Parlett pivoting. Higham (1997 Higham ( , 1999 analysed the stability of the Bunch-Kaufman strategy and Bunch's method. Bunch & Marcia (2005 , 2006 showed the normwise backward stability of their pivoting strategy. Despite the rich literature, numerical properties of inertia preservation of block LDL T factorisation and its applications to rank estimation and inertia estimation are currently under-explored.
The inertia of a symmetric matrix is the triplet of integers consisting of the numbers of positive, negative and zero eigenvalues. By Sylvester's law of inertia (Golub & Van Loan 1996, Theorem 8.1.17) , the inertia is invariant under nonsingular congruence. More precisely, if two symmetric matrices A, B satisfy A = CBC T , where C is nonsingular, then A and B have the same inertia.
In exact arithmetic, block LDL T factorisation preserves the inertia of a given symmetric matrix A (i.e., the block diagonal matrix D has the same inertia as A). Note that, however, the Bunch-Kaufman pivoting (Bunch & Kaufman 1977) does not guarantee the completion of block LDL T factorisation if the given matrix is rank-deficient. When rounding errors are present, the preservation of inertia is no longer guaranteed by any pivoting strategy. In particular, there could be a computed Schur complement not of full rank during the block LDL T factorisation, even if the given matrix is nonsingular.
The contribution of this paper is twofold. Firstly, we give a sufficient condition under which the block LDL T factorisation of a symmetric matrix is guaranteed to preserve the inertia in inexact arithmetic. It implies that if a symmetric matrix is not too ill-conditioned, its inertia is preserved in its computed block LDL T factorisation with the pivoting methods considered in this paper. Secondly, we analyse the stability of the block LDL T factorisation of a rank-deficient symmetric matrix. From this and from our experiments, we suggest stopping criteria for rank estimation and inertia estimation in practice. Both stability analysis and experimental evidence indicate that the block LDL T factorisation, with chosen pivoting strategies, is reliable for rank estimation and inertia estimation. The last part can be regarded as a generalisation of the results of Higham (1990) on rank estimation by the Cholesky decomposition with complete pivoting for symmetric semidefinite matrices.
It is worth noting that all previous works on rounding error analysis of block LDL T factorisation rely on the outer product form. On the other hand, this paper gives a novel stability analysis based on the inner product form. By bridging the gap between the inner and outer product formulations in floating-point computation, our results remain valid for block LDL T factorisation in outer product form. This paper is organized as follows. Section 2 gives the basics of rounding error analysis. Section 3 gives a backward error analysis which leads to a condition under which block LDL T factorisation is guaranteed to preserve the inertia. In Section 4 is the stability analysis to support the reliability of rank/inertia estimation by block LDL T factorisation for symmetric indefinite matrices. Numerical experiments of rank/inertia estimation are reported in Section 5. The concluding remarks are listed in Section 6. Appendices A and B review the pivoting methods for general symmetric matrices and those for symmetric tridiagonal matrices, respectively.
Throughout the paper, without loss of generality, we assume the required interchanges for any diagonal pivoting are done prior to the factorisation, so that A := PAP T , where P is the permutation matrix for pivoting. A column vector of ones is denoted by e, and the 2×2 identity matrix 1 0 0 1 is denoted by I 2 . We also denote the unit roundoff by u, and use a hat for each computed quantity. Inequality and absolute value for matrices are defined elementwise.
Basics of rounding error analysis
We use f l(·) to denote the computed value of a given expression, and follow the standard model
where u is the unit roundoff. This model holds in most computers, including those using IEEE standard arithmetic. Lemma 2.1 gives a basic tool for rounding error analysis (Higham 2002 , Lemma 3.1).
LEMMA 2.1 If |δ i | u and σ i = ±1 for i = 1, . . . , k with ku < 1, then
The function γ k defined above has two useful properties 1 :
and cγ n γ cn , c 1.
Since we assume ku < 1 for all practical k,
which can also be derived from the Taylor series. These properties are used frequently to derive inequalities in this paper. Lemma 2.2 is helpful to our backward error analysis of block LDL T factorisation.
No matter what the order of evaluation, the computedŷ satisfiesŷ
Proof. The proof is similar to the derivation leading to Higham (2002, Lemma 8.4 ). Let r = s − ∑ n−1 k=1 a k b k c k and assume that it is computed in the order
Following the model (2.1), the computedr satisfieŝ
where
, whose magnitudes, however, are all bounded by u in either case. Then
Therefore,ŷd =r(1 + δ n ). Dividing both sides by (1 + δ 1 ) · · · (1 + δ n ), we obtain
.
where |θ
n | γ n for k = 0, 1, . . . , n−1. For any order of summation, the last equation remains sound by arranging the factors (1 + δ i ) for i = 1, . . . , n. The result follows immediately.
We denote the symmetric matrix under consideration by A, which is stored as A consisting of floating-point numbers. Note that A can be singular, but it is unrealistic to assume A is rank-deficient because of potential rounding errors. However, in this paper, we say that A is rank r, if A is rank r.
Assuming A is obtained by rounding the elements in A to the closest floating-point numbers, we have |a i j −ã i j | uã i j . Therefore,
The overall backward error of block LDL T factorisation is
whereLDL T is the computed factorisation. Since γ 1 |A| is relatively small and negligible, we consider only |A −LDL T | for simplicity.
Stability analysis leading to a condition for inertia preservation
This section analyses the block LDL T factorisation of a full rank symmetric matrix. The key result is that the block LDL T factorisation preserves the inertia numerically (i.e., in inexact arithmetic) if the matrix is not too ill-conditioned.
Componentwise analysis
We denote the block LDL T factorisation of a full rank symmetric matrix A ∈ R n×n by LDL T , where
Each B i is a 1×1 or 2×2 block, with L ii = 1 or L ii = I 2 , respectively. The rest of L is partitioned accordingly. Algorithm 1 gives the block LDL T factorisation in inner product form.
⊲ m is the number of diagonal blocks.
Note that if we store all L ik B k (independent of j) in an array for the computations (*) in Algorithm 1, then the factorisation requires only n 3 /3 flops, the same as the Cholesky factorisation. The pivoting cost depends on the pivoting strategy, taking at least O(n 2 ) and up to n 3 /6 comparisons. See, for example, Appendix A for details. Due to pivoting, block LDL T factorisation in practice is implemented in outer product form (1.1), such as ssytf2.f (with Bunch-Kaufman pivoting) in LAPACK (Anderson et al. 1999) . We begin with our stability analysis of the block LDL T factorisation in inner product form presented in Algorithm 1, and will show that the result remains valid for the outer product formulation.
In Algorithm 1, each multiplication by B −1 j in ( * ) with B j ∈ R 2×2 can be computed by solving a 2×2 linear system, denoted by Ey = z (i.e., E is B j ). We assume the linear system is solved successfully with computedŷ satisfying
for some constant c, where γ c is defined in Lemma 2.1. Note that, strictly, we include the second-order term in the bound. For convenience it is written asγ c = γ c + O(u 2 ). The pivoting algorithms control the conditioning of each E ∈ R 2×2 , so the bound (3.1) with a constant c can be obtained. Higham (1997, Section 4.1) proved that using the Bunch & Kaufman (1977) pivoting or a variant by Sorensen and Van Loan (Dongarra et al. 1991, Section 5.3.2) , if the system is solved by Gaussian elimination with partial pivoting (GEPP), then (3.1) holds with c = 12; if it is solved by explicit inverse of E with scaling as implemented in both LAPACK (Anderson et al. 1999) and LINPACK (Dongarra et al. 1979) , then the bound is still attained with c = 180. The pivoting strategies of Bunch & Parlett (1971) , fast BunchParlett and bounded Bunch-Kaufman (Ashcraft et al. 1998 , Duff & Reid 1982 , 1983 ) also guarantee (3.1), since they all satisfy the required conditions listed in Higham (1997, Section 4.1) . The bounds still hold with the same pivoting algorithms (but a different pivoting argument α; see Appendix A) in the case of symmetric triadic matrices studied by Fang & O'Leary (2006) . For block LDL T factorisation of a symmetric tridiagonal matrix, Higham (1999) showed that with the pivoting method of Bunch (1974, Section 4) , if a 2×2 linear system is solved by GEPP, then (3.1) holds with c = 6 √ 5. This bound, with the same derivation, is still valid for the simplified strategy of Bunch & Marcia (2006) . The pivoting strategy of Bunch & Marcia (2005) , for stability reasons, uses two different ways to solve 2×2 linear systems, with an analysis leading to the bound (3.1) with c = 500. In a similar discussion, the bound (3.1) with c = 500 still holds for 2×2 linear systems solved by the explicit inverse with scaling (3.2), using the simplified strategy (Bunch & Marcia 2006 ), Bunch's method (Bunch 1974, Section 4) , and Higham's modification (Higham 1999, page 183) .
We conclude that all the pivoting strategies (Ashcraft et al. 1998 , Bunch 1974 , Bunch & Kaufman 1977 , Bunch & Marcia 2005 , 2006 , Bunch & Parlett 1971 , Duff & Reid 1982 , 1983 , Fang & O'Leary 2006 satisfy condition (3.1), with different c summarized in Table 1 . Bunch's method c = 6 √ 5 c = 500 Bunch-Marcia (simplified strategy) Theorem 3.1 gives a componentwise backward error analysis of block LDL T factorisation, with a proof using Lemma 3.1.
, where E and each B k are either 1×1 or 2×2, such that the matrix operations are well-defined. If E is a 2×2 matrix, we assume condition (3.1) holds. Then no matter what the order of evaluation, the computedŶ satisfieŝ
If E is an identity, then max{γ c , γ 4m−3 } can be replaced by γ 4m−3 , sinceγ c = 0. 
We use X (i) to denote the ith row of matrix X. If E is a 2×2 matrix, then applying (3.1) getŝ (3.6) for i = 1 and i = 2 (if any). Consider ∆ S in (3.3),
By (3.5) and (3.6),
Combining the cases i = 1, 2 (if any), we obtain (3.4) for E being 2×2. If E is 1×1, then we simply apply Lemma 2.2 and obtain
THEOREM 3.1 LetLDL T be the computed block LDL T factorisation of a symmetric matrix A ∈ R n×n . Assuming condition (3.1) holds for all linear systems involving 2×2 pivots during the factorisation, we have
where m is the number of blocks inD, m n.
Proof. We first prove (3.7) for block LDL T factorisation in inner product form, and then show that it remains valid for the outer product form. Applying Lemma 3.1 to ( * ) and ( * * ) in Algorithm 1, which presents the inner product formulation of block LDL T factorisation, we obtain
Therefore,
for 1 j i m, whereL j j = 1 or I 2 , depending on whether B j is 1×1 or 2×2 for i = 1, . . . , m. The result (3.7) is obtained by aggregating terms in (3.8) into one matrix form, irrespective of the order of evaluation in (*) and (**) in Algorithm 1.
For the outer product form, each Schur complement (1.1) can be computed by either
Consider Algorithm 1, the block LDL T factorisation in inner product form. If we compute (*) in the order
and (**) in the order (3.12) then this inner product formulation is computationally equivalent (including equivalence of rounding errors) to the outer product formulation computed by (3.10). Note that we have utilized the following property. In each Schur complement computation by (3.10),LA 11L T can be computed in the order
In either way, we can match the computation, by computing the corresponding
As a result, the rounding errors in both formulations are identical, and therefore (3.7) remains sound for block LDL T factorisation in outer product form computed by (3.10). The formula (3.9) computationally involves fewer arithmetic operations than (3.10), and therefore will not affect the validity of (3.7). To be precise, we consider (3.9) and (3.10) computed in the order
respectively. The underlined term A 11 (A 21 A −1 11 ) T , when it is computed in inexact arithmetic, is indeed A T 21 with perturbations due to rounding errors. The discussion will be similar if (3.9) and (3.10) are computed in the other order. Now treat rounding errors as perturbations. The extra perturbations from the computational differences between (3.9) and (3.10) accumulate iteratively while forming the block LDL T factorisation. Therefore, the computedL andD by (3.10) allow more perturbations than those by (3.9). As a result, a backward error bound of the block LDL T factorisation in outer product form by (3.10) is still valid for that by (3.9). We conclude that (3.7) is guaranteed for block LDL T factorisation in outer product form with each Schur complement computed by either (3.9) or (3.10).
Theorem 3.1 coincides with a result of Higham (1997, Eqn. (4.9) ), but with max{γ c , γ 4m−3 } replaced by p(n)u + O(u 2 ), where p(n) is a linear polynomial. Analogous result for block LDL T factorisation with Bunch-Parlett pivoting also appeared in Slapničar (1998, Theorem 7 .1), but with a coefficient worse than max{γ c , γ 4m−3 }. Theorem 3.1 gives a tighter bound than the previous work.
The analysis of Higham (1997, Eqn. (4.9) ) leads to a componentwise backward error bound for solving symmetric linear systems by block LDL T factorisation (Higham 1997, Theorem 4.1) . Similarly, from Theorem 3.1 we can get a corresponding result. See Fang (2006, Theorem 3.4) for details.
COROLLARY 3.1 LetLDL T be the computed block LDL T factorisation of a symmetric tridiagonal matrix A ∈ R n×n with Bunch's method or the Bunch-Marcia pivoting. Then
whereγ c is from condition (3.1), with the values of c displayed in Table 1 .
Proof. The proof is similar to that of Theorem 3.1. The differences are as follows. With both Bunch's method and Bunch-Marcia pivoting, no interchanges of rows/columns are done. Therefore, the unit lower triangular matrix is indeed block bidiagonal. Then in Algorithm 1, L i j = 0 for j < i − 1. So we can replace the whole for loop (*) by
. Now there are at most two terms in each of (*) and (**). In a discussion much the same as that leading to Theorem 3.1, we can substitute m = 2 into (3.7) and obtain the coefficient max{γ c , γ 5 } =γ c . The result follows immediately. The last equality is because as shown in Table 1 , c = 6 √ 5 when the 2×2 linear systems are solved by GEPP, and c = 500 when the 2×2 linear systems are solved by the explicit inverse with scaling (3.2). Both values are larger than 5.
Corollary 3.7 coincides with a result of Higham (1999, Section 3) . From Corollary 3.7 we can also obtain a componentwise backward error bound for solving symmetric linear systems by block LDL T factorisation. See Higham (1999, Theorem 3. 2) for details.
Normwise analysis
Both Theorem 3.1 and Corollary 3.1 expect a bound on |L||D||L T | relative to A . A standard forward error analysis leads to
Therefore, we can consider |L||D||L T | instead of |L||D||L T | for simplicity. See also Higham (1997, Section 4 .3) and Bunch & Marcia (2005, Section 3 .4) for utilisation of this property. Now the objective is to find a modest c(n) such that
where · M is the largest magnitude element in the given matrix. One may use other matrix norms, but here the maximum magnitude element norm is convenient. Higham (1997) showed that using Bunch-Kaufman pivoting with the pivoting argument α = 1+ √ 17 8 ≈ 0.640, the block LDL T factorisation of a symmetric matrix A ∈ R n×n satisfies
where ρ n is the growth factor, the ratio of the largest magnitude element in Schur complements to the largest magnitude element in the given matrix. More precisely, For block LDL T factorisation of a symmetric tridiagonal matrix, Higham (1999) proved that using Bunch's method with pivoting argument α =
where A is symmetric tridiagonal. Bunch & Marcia (2005 , 2006 showed that their pivoting method also ensures the same bound (3.17). For the proof of Corollary 3.2, we intentionally write the coefficient 40.125 rather than 42 as in the literature (Higham 1999 , Bunch & Marcia 2005 , 2006 . We conclude that all the pivoting strategies for block LDL T factorisation (Ashcraft et al. 1998 , Bunch 1974 , Bunch & Kaufman 1977 , Bunch & Marcia 2005 , 2006 , Bunch & Parlett 1971 , Duff & Reid 1982 , 1983 , Fang & O'Leary 2006 satisfy condition (3.14). Wilkinson (1968) showed that the Cholesky factorisation of a symmetric positive definite matrix A ∈ R n×n is guaranteed to run to completion if
2 is the condition number of A. Theorem 3.3 gives a sufficient condition for the success of block LDL T factorisation preserving the inertia (i.e., the computed block diagonal matrixD has the same inertia as the given matrix A). The proof utilizes a theorem of Weyl (Stewart & Sun 1990 , Corollary 4.9). The corresponding condition for symmetric tridiagonal matrices is given in Corollary 3.2. 
THEOREM 3.3 With the Bunch-Parlett, Bunch-Kaufman, fast Bunch-Parlett or bounded Bunch-Kaufman pivoting strategy, the block LDL T factorisation of a symmetric matrix A ∈ R n×n preserves the inertia if f (n)κ 2 (A) < 1 (i.e., A is not too ill-conditioned), where
with m the number of diagonal blocks (m n), the constant c from (3.1), and ρ n the growth factor defined in (3.16). The values of c are displayed in Table 1 .
Proof. The proof is by induction. Let
Consider Algorithm 1, the inner product form of block LDL T factorisation. The process is to iteratively factor A k , increasing k from 1 to n. The outer product form is also an iterative process by (1.1). The success of processing the first k−s columns/rows implies the success of factoring A k , where s = 1 or 2 denotes whether the last pivot is 1×1 or 2×2. Therefore, we can concentrate on the factorisation of A k , increasing k from 1 to n. Obviously, the first stage of the block LDL T factorisation succeeds numerically for a nonsingular matrix. Now suppose the factorisation of A k−s is successfully completed and preserves the inertia (i.e., the inertia ofÂ k−s is the same as that of A k−s ), where s = 1 or 2 denotes whether the next pivot is 1×1 or 2×2. SinceÂ k−s preserves the inertia of A k−s , all the pivots in factoringÂ k−s are full rank, so the factorisation of A k succeeds (i.e., with no division by zero). The rest of this proof is to show that the inertia is preserved inÂ k so the induction can be continued.
We will use the following useful property of norms (Higham 2002 , Section 6). For any matrix
. By Theorem 3.1 and (3.13), the componentwise backward error satisfies
for all possible 1 < k n, where m(k) k is the number of diagonal blocks in D k . By (3.15) and (3.18),
where we have used the condition f (n)κ 2 (A) < 1 for the last inequality. Under the same condition, if
We conclude that if f (n)κ 2 (A) < 1, then λ i (A k + ∆ A k ) and λ i (A k ) have the same sign. In other words, A k preserves the inertia of A k . By induction, the condition f (n)κ 2 (A) < 1 guarantees that the computed block LDL T factorisation preserves the inertia of A. Table 2 displays the bounds on the growth factor ρ n , collected from the literature. The bounds for general symmetric matrices are from Bunch (1971) and Bunch & Kaufman (1977) . The bounds for symmetric triadic matrices are from Fang & O'Leary (2006) . Sorensen and Van Loan (Dongarra et al. 1991, Section 5.3 .2) suggested a variant of the BunchKaufman pivoting strategy. See also Appendix A.2. Higham (1997) indicated that this variant preserves the properties (3.1) and (3.15). Therefore, Theorem 3.3, as well as the bounds in Table 2 , remains valid. COROLLARY 3.2 Using Bunch's method or the Bunch-Marcia pivoting, the block LDL T factorisation of a symmetric tridiagonal matrix A ∈ R n×n preserves the inertia of A if f (n)κ 2 (A) < 1, where
with the constant c from (3.1). The values of c are displayed in Table 1 .
Proof. The proof is much the same as that of Theorem 3.3, but using Corollary 3.1 rather than Theorem 3.1, and invoking (3.17) instead of (3.15). The meaning of Theorem 3.3 and Corollary 3.2 is that the block LDL T factorisation preserves the inertia if the matrix is not too ill-conditioned.
Stability analysis for reliability of rank estimation and inertia estimation
The block LDL T factorisation, at least in exact arithmetic, with the Bunch-Parlett, fast Bunch-Parlett, or bounded Bunch-Kaufman pivoting strategy is inertia-revealing. Therefore it can be applied to inertia estimation for symmetric matrices. This section analyses the stability of the block LDL T factorisation of a rank-deficient matrix. The result, supported by the numerical evidence in Section 5, indicates that its application to rank estimation and inertia estimation is reliable.
The direction of this section was inspired by the work of Higham (1990) on the stability analysis of the Cholesky factorisation with complete pivoting for symmetric semidefinite matrices.
Componentwise analysis
We consider the block LDL T factorisation of a rank-deficient symmetric matrix A ∈ R n×n of rank r < n. Without loss of generality, we assume that the necessary interchanges are done so that A(1 : r, 1 : r) has full rank r, as they would be with the Bunch-Parlett, fast Bunch-Parlett, or bounded Bunch-Kaufman pivoting. The factorisation is denoted by A = LDL T , where
Each B i is either 1×1 or 2×2, with L ii = 1 or L ii = I 2 , respectively. A pseudo-code is given in Algorithm 2. Algorithm 2 is indeed the incomplete block LDL T factorisation of A after processing r rows/columns, no matter what the rank of A is. Theorem 4.1 gives a bound on its componentwise backward error. In inertia estimation we are concerned with a symmetric matrix A ∈ R n×n of rank r < n. THEOREM 4.1 Consider the incomplete block LDL T factorisation of a symmetric matrix A ∈ R n×n after processing r rows/columns (r < n), assume condition (3.1) holds for all linear systems involving 2×2 pivots, and define the backward error ∆ A by
1)
Algorithm 2 Block LDL T factorisation of A ∈ R n×n of rank r < n.
for all j = 1, . . . , m do ⊲ The number of diagonal blocks in A(1 : r, 1 : r) is m−1. 
Proof. We first prove (4.2) for the incomplete block LDL T factorisation computed by Algorithm 2, followed by a discussion to show that (4.2) remains valid for the incomplete block LDL T factorisation in outer product form.
Consider Algorithm 2. To simplify the notation, we letL ii = 1 or I 2 depending on whether B i is 1×1 or 2×2 for i = 1, . . . , m−1. By Lemma 3.1 with the condition (3.1),
for 1 j i m, irrespective of the order of evaluation in (*) and (**). It leaves only the last Schur complement computed on A mm not yet taken into account. Note that although A mm can be larger than 2×2, the error analysis in Lemma 3.1 forŜ r (A) is still valid. Therefore,
The result (4.2) is obtained by collecting terms in (4.3) together with (4.4) into one matrix form. Due to pivoting, the incomplete block LDL T factorisation in practice is computed by the outer product formulation (1.1) rather than by Algorithm 2. Because of computational equivalence, Algorithm 2 producesL(1 : r, 1 : r) andD(1 : r, 1 : r) that are the same (including rounding errors) as those from Algorithm 1 applied to factor A(1 : r, 1 : r), assuming that the order of each multiplication of three terms in (*) and (**) matches the corresponding one in the other algorithm. This observation makes it possible to reuse the bridge between the inner and outer product formulations of the block LDL T factorisation in floating-point computation in the proof of Theorem 3.1.
In short, if all (*) and (**) in Algorithm 2 are computed in the order (3.11) and (3.12), then the result is equivalent (including the equivalence of rounding errors) to the outer product formulation with each Schur complement computed by (3.10). So (4.2) remains sound. The formula (3.9) allows less perturbations by rounding errors than (3.10), and therefore will not affect the validity of (4.2). See the proof of Theorem 3.1 for a detailed discussion. We conclude that the block LDL T factorisation in outer product form with each Schur complement computed by either (3.9) or (3.10) guarantees (4.2). Theorem 4.1 means that if a rank-revealing block LDL T factorisation algorithm results in ∆ A and A (r+1) that are negligible compared with the given A ∈ R n×n of rank r < n, then it can be utilized for rank estimation.
Normwise analysis
Now we bound A −LDL T F in (4.1) for analysing the stability of a rank-revealing block LDL T factorisation algorithm. The result will support the reliability of its application to rank estimation and inertia estimation for symmetric indefinite matrices. We begin with a perturbation theorem for block LDL T factorisation. THEOREM 4.2 Let S k (A) be the Schur complement appearing in a block LDL T factorisation of a symmetric matrix A ∈ R n×n after processing the first k rows/columns, k < n. Suppose there is a symmetric perturbation in A, denoted by F. Partition A as
where A 11 ∈ R k×k , and partition F accordingly. Assume that both A 11 and A 11 + F 11 are nonsingular. Then
where W = A 
where c is from condition (3.1), W = A(1 : r, 1 : r) −1 A(1 : r, r+1 : n), and
with ρ r+1 the growth factor defined in (3.16). Note that we have assumed the interchanges of rows and columns by pivoting are done so A(1 : r, 1 : r) has full rank.
Proof. Since (3.1) holds, so does (4.2), from which we can say
F are well bounded in terms of A F . Alternatively, we can simply consider |L||D||L T | F and A (r+1) F , because a standard forward error analysis based on the floating-point arithmetic model (2.1) ensures (3.13) andÂ
Note that here L M is bounded by a constant, and D M / A M is no larger than the growth factor, whose bounds are listed in Table 2 . See also Fang & O'Leary (2006, Section 3) for a discussion on the bounds. Hence the O(u) terms in both (3.13) and (4.6) are especially negligible. Now we bound τ(A). Applying the analysis of Higham (1997, Section 4. 3) leading to (3.15), we obtain
which implies (4.5), where we have utilized (3.18) to transform the norm. We conclude from (3.13), (4.2), (4.5), and (4.6) that
where ∆ A is defined in (4.1). Note thatLDL T is indeed the incomplete block LDL T factorisation of A + ∆ A withÂ (r+1) the Schur complement. By Theorem 4.2, we obtain the perturbation bound
where W = A(1 : r, 1 : r) −1 A(1 : r, r+1 : n). By (4.1), (4.6), and (4.7), we haveLDL (u) . By (4.2), (4.5), and (4.6),
Substituting (4.9) into (4.8), we obtain
The result is concluded from (4.1), (4.9) and (4.10). ≈ 2.562. We conclude that with Bunch-Parlett, fast Bunch-Parlett, or bounded Bunch-Kaufman pivoting, block LDL T factorisation is normwise backward stable for rank-deficient symmetric matrices.
By Theorem 4.3, the bound on A −LDL T F / A F is governed by W F and τ(A). A bound on
Two remarks are worth noting. First, we exclude the Bunch-Kaufman pivoting in Theorem 4.3, because the block LDL T factorisation with Bunch-Kaufman pivoting is not in general rank-revealing. Second, block LDL T factorisation is more than rank-revealing; it is inertia-revealing. If A(1 : r, 1 : r) satisfies the condition in Theorem 3.3, then the inertia of this nonsingular part is certainly preserved.
Symmetric Tridiagonal Matrices
The block LDL T factorisation of a symmetric tridiagonal matrix with Bunch's pivoting method or the Bunch-Marcia pivoting always succeeds numerically. This is different from the general symmetric case with Bunch-Kaufman pivoting that does not guarantee the completion of block LDL T factorisation.
When a symmetric tridiagonal matrix A ∈ R n×n is irreducible (or equivalently all sub-diagonal elements non-zero), Bunch's pivoting method and the Bunch-Marcia pivoting, in either exact or inexact arithmetic computation, always find a nonsingular 1×1 pivot or 2×2 block pivot in each Schur complement, except the last pivot which can contain a zero eigenvalue if it is 1×1. See, for example, Appendix B for details. Therefore, the rank of A is either n or n−1, determined by the last pivot of the block LDL T factorisation. Numerically, if the last pivot is 1×1 with magnitude smaller than some tolerance, we say that A has rank n−1. Otherwise, the rank is n. Corollary 3.2 gives a condition under which the block LDL T factorisation is guaranteed to preserve the inertia of a given matrix.
When a given symmetric tridiagonal matrix is reducible, one can split it into multiple irreducible ones, compute the block LDL T factorisation of each of them, and then combine the results.
The block LDL T factorisation, accompanied with Sylvester's law of inertia, gives a simple proof of Lemma 4.1 described as follows. Proof. Consider in exact arithmetic the block LDL T factorisation with Bunch's pivoting method or the Bunch-Marcia pivoting of a given irreducible symmetric tridiagonal matrix A. The diagonal blocks are all nonsingular except the last one which can have a zero eigenvalue. By Sylvester's law of inertia, A has at most one zero eigenvalue. Now suppose we have an irreducible symmetric tridiagonal matrix A with multiple eigenvalues denoted by λ . Then A − λ I remains symmetric tridiagonal and irreducible, but it has multiple zero eigenvalues. By contradiction, A cannot have multiple eigenvalues.
Lemma 4.1 is also valid for complex Hermitian matrices with a little thought. It gives an explanation why the Lanczos method for computing eigenvalues (Lanczos 1950 ) often encounters difficulties in practice when the given symmetric matrix has multiple eigenvalues. This is because the Lanczos algorithm approximates the eigenvalues by Ritz values, which are eigenvalues of an irreducible symmetric tridiagonal matrix that cannot have multiple eigenvalues. A more general result is the strict interlacing property of eigenvalues of an irreducible symmetric tridiagonal matrix. See, for example, Golub & Van Loan (1996, Theorem 8.5 .1).
Experiments on rank and inertia estimation
The experiments were on a few PCs with machine epsilon 2 −52 ≈ 2.22 × 10 −16 . Note that the unit roundoff u is half of the machine epsilon. Our implementation is based on the newmat library, a library of matrix operations written in C++ by Robert Davies. Each block LDL T factorisation was formed by outer product formulation (1.1), with the Schur complement computed by (3.10).
For both rank estimation and inertia estimation, an important practical issue is when to stop the factorisation. The bound (4.10) suggests a stopping criterion of the form
where the computed Schur complement measured in the Frobenius norm serves as the residual on the left-hand side, and the tolerance is on the right-hand side. Alternatively, we can use the less expensive
whereB i is the block pivot chosen inÂ (k+1) . With the Bunch-Parlett pivoting strategy,
Therefore, (5.1) and (5.2) are related. The term f (n, k) in (5.1) takes the place of max{c, 4r+1}(τ(A) + 1)( W F + 1) 2 in (4.10). The factors τ(A) and W F are bounded by (4.5) and (4.11), respectively. However, both bounds are too pessimistic. To investigate the ranges of τ(A) and W F of various matrices in practice, we used the random matrices described as follows.
Each indefinite matrix was constructed as QΛ Q T ∈ R n×n , where Λ = diag(λ i ) of rank r, and Q, different for each matrix, is a random orthogonal matrix generated by the method of Stewart (1980) , with the normal random numbers generated by the code of John Burkardt. We used three types of matrices characterized as follows:
where 0 < σ 1 and β r−1 = σ . We assigned the sign of λ i randomly for i = 1, . . . , r−1, subject to a prescribed number of negative eigenvalues, denoted by t. The value of σ governs the ambiguity of rank and inertia. Note that the test matrices were generated in a similar way to that for symmetric semidefinite matrices used by Higham (1990, Section 9.6) .
Four test sets, denoted by A1, A2, B1, and B2, were used in our experiments. Each set has three groups of matrices, of the three types listed above. Set A1 contains matrices with all combinations of n = 10, 20, . . ., 100, r = 2, 3, . . . , n, t = 1, 2, . . . , r−1, and σ = 1, 10 −3 , . . . , 10 −12 , for a total of 94, 875 indefinite matrices in each group. Set B1 contains matrices with all combinations of n = 100, 200, . . ., 1000, r = 0.1n, 0.2n, . . ., n, t = 0.2r, 0.4r, 0.6r, 0.8r, and σ = 1, 10 −3 , . . . , 10 −12 , for a total of 2, 000 indefinite matrices in each group. By setting σ = 10 −13 which is closer to machine epsilon 2 −52 ≈ 2.22 × 10 −16 , we obtained matrices with ambiguous ranks for further experiments. The resulting sets of matrices corresponding to sets A1 and B1 are denoted by A2 and B2. The characteristics of these data sets are summarized in Table 3 . Roughly speaking, sets A1 and A2 contain small size matrices, whereas sets B1 and B2 contain large size matrices. The matrices in sets A1 and B1 have clear ranks, whereas the ranks of the matrices in sets A2 and B2 are ambiguous.
In addition to τ(A) and W F , we also measured the growth factor ρ r+1 that appeared in the bound (4.5) on τ(A), as well as the relative backward error ξ r and the relative Schur residual η r , defined as
Their maximum values with the Bunch-Parlett, fast Bunch-Parlett, and bounded Bunch-Kaufman pivoting strategies are reported in Tables 4 and 5 , using the random matrices in sets A1 and B1, respectively. Note that the values of ξ r and η r depend on whether the 2×2 systems solved by GEPP or explicit inverse with scaling (3.2), so the numbers are reported separately. The values of ρ r+1 , τ(A), and W , by definition, are independent of the rounding errors. However, the computed values are perturbed due to roundoff. According to Table 1 , using the explicit inverse with scaling (3.2) to solve 2×2 systems arising in the block LDL T factorisation would result in a larger backward error bound than using GEPP. However, it is too early to say that GEPP achieves better numerical stability than (3.2) for solving 2×2 systems that occur in the block LDL T factorisation. We can see from Table 5 that using (3.2), the explicit inverse with scaling, may produce smaller backward errors and Schur residuals than using GEPP.
One potential problem is that continuing the factorisation onÂ (r+1) is possible, i.e., not stopping through (5.1) or (5.2) when k = r. It affects the accuracy of the estimated rank and inertia. However, the element growth is well-controlled by pivoting. The dimensions of Schur complements are reduced, whereas the right-hand sides in (5.1) and (5.2) are increased during the decomposition. These properties safeguard the reliability of the estimated rank and inertia.
All numbers reported in Tables 4 and 5 are modest, except that the bounded Bunch-Kaufman pivoting strategy introduced relatively large backward errors and Schur residuals. The values of τ(A) and W F increased moderately when the matrix size was increased. The assessment reveals that we should use a modest f (n, k) in (5.1) and (5.2), perhaps sub-quadratic, but at least linear because of the factor max{c, 4r+1} in (4.10). After carrying out several experiments, we suggest f (n, k) of the form
The optimal p, q, π depend on several factors, such as ambiguity of the rank and eigenspectrum of the matrix. Now we report the experiments using the stopping criteria (5.1) and (5.2) with f (n, k) = πn and f (n, k) = π(k+1) 4/3 . For test sets A1 and A2 with matrix sizes up to n = 100, we used π = 2, 4, . . . , 10. For test sets B1 and B2 with matrix sizes up to n = 1, 000, we used π = 0.5, 1, . . . , 2.5. Let r be the rank of a given matrix A andr be the estimated rank. An error occurs ifr = r. The performance of rank estimation was measured by the error rate and the average error, the mean of non-zero |r − r|.
Figures 1-5 show the results using various test sets A1, A2, B1, and B2. All 2×2 systems that occurred during the block LDL T factorisation were solved by the explicit inverse with scaling (3.2). We found that using GEPP to solve the 2×2 systems could result in slightly different estimated rank or inertia, which may or may not be an improvement. The Bunch-Parlett, fast Bunch-Parlett, and bounded Bunch-Kaufman pivoting strategies are abbreviated as BP, FBP and BBK, respectively. Accurate estimated inertia implies accurate estimated rank, but not vice versa. In practice, we found only two instances in all tests that the estimated rank was accurate but the estimated inertia was not. Both instances were from test set A2, using bounded Bunch-Kaufman pivoting and the stopping criterion (5.1). One used the matrix of size n = 50, rank r = 42, and number of negative values t = 36; the other had the matrix of size n = 30, rank r = 24, and number of negative values t = 16. Except for these two instances, the plots of error rates in Figures 1, 2 , 4, and 5 are for both rank estimation and inertia estimation. Figures 1 and 4 show that for matrices in sets A1 and B1, f (n, k) = π(k+1) 4/3 , on average, worked better than f (n, k) = πn, especially when the economic stopping criterion (5.2) was used instead of (5.1). With appropriate parameters, the results were excellent. For example, using any of the stopping criteria (5.1) and (5.2) with f (n, k) = π(k+1) 4/3 , we obtained all estimated ranks and inertias of matrices in set A1 accurately with π = 8, and all estimated ranks and inertias of matrices in set B1 accurately with π = 1. However, for matrices in sets A2 and B2 with ambiguous ranks, f (n, k) = πn was a better choice, as shown in Figures 2 and 5. Comparing Figure 1 with Figure 4 , we can see that on average, larger matrices resulted in higher error rates than smaller ones. As shown in Figures 2 and 5 , the difference got smaller for matrices with ambiguous ranks.
One may note that the bounded Bunch-Kaufman pivoting, with reduced cost, sometimes outperformed the Bunch-Parlett and fast Bunch-Parlett pivoting strategies in terms of error rate for matrices in sets A2 and B2. On the other hand, such as shown in Figure 3 for the set A2, the Bunch-Parlett and fast Bunch-Parlett pivoting strategies usually worked better in terms of average error for matrices. The plots for test sets A1, B1, and B2 are omitted to save space.
For symmetric positive semidefinite matrices, the block LDL T factorisation with Bunch-Parlett or fast Bunch-Parlett pivoting reduces to the Cholesky factorisation with complete pivoting inLDL T form, whereL is unit lower triangular andD is diagonal (i.e., all pivots 1×1). Indeed, for symmetric semidefinite matrices the Bunch-Parlett and fast Bunch-Parlett algorithms determine the same pivots; however, the fast Bunch-Parlett pivoting is much more efficient since it traverses only the diagonal and one column in each Schur complement.
The stopping criteria suggested by Higham (1990, page 183) for rank estimation of positive semidefinite matrices by the Cholesky factorisation are in the same form as (5.1) and (5.2) with f (n, k) = n.
Forcing all the nonzero eigenvalues to be positive, we also experimented with rank estimation of symmetric positive semidefinite matrices, which were generated in the same way as the symmetric indefinite matrices but with t = 0 (i.e., no negative eigenvalues). Using the same parameters n, r, and σ in Table 3 , we obtained four sets of matrices A1 + , A2 + , B1 + , and B2 + corresponding to sets A1, A2, B1, and B2.
The results of the experiments on these semidefinite matrices were good, even slightly better than the results on the indefinite ones. A difference is that f (n, k) = πn is a better choice than f (n, k) = π(k+1) 4/3 for matrices in sets A1 + and B1 + (i.e., with clear ranks). For example, using the stopping criterion (5.2) and complete pivoting, we obtained all estimated ranks accurate with f (n, k) = πn for all π = 2, 4, . . . , 20, but errors occurred when we set f (n, k) = π(k+1) 4/3 with π 10. This more or less confirms that the stopping criteria suggested by Higham (1990, page 183 ) is a good choice for symmetric positive semidefinite matrices.
Overall, we recommend the fast Bunch-Parlett pivoting strategy and the stopping criterion (5.2) for their efficiency without losing significant accuracy of rank/inertia estimation. The optimal parameters for f (n, k) in (5.2) depend on several factors. A priori information about the matrix, such as the ambiguity of the rank, the size of W F , the growth factor, and distribution of nonzero eigenvalues, may help to adjust the stopping criterion.
Concluding remarks
We have studied the stability analysis of block LDL T factorisation for symmetric matrices. Our concluding remarks are listed below.
1. A new componentwise backward error analysis of block LDL T factorisation for symmetric indefinite matrices is given. It is based on the block LDL T factorisation in inner product form, while previous literature uses the outer product formulation. By bridging the gap between the inner and outer product formulations in floating-point computation, our results remain valid for the block LDL T factorisation in outer product form.
2. Theorem 3.3 gives a sufficient condition under which a block LDL T factorisation of a symmetric matrix is guaranteed to preserve the inertia. The corresponding result for symmetric tridiagonal matrices was given in Corollary 3.2.
3. The block LDL T factorisation with Bunch-Parlett, fast Bunch-Parlett, or bounded Bunch-Kaufman pivoting (in exact arithmetic) is inertia-revealing. The numerical stability of block LDL T factorisation in the case without full rank is analysed. The result is given in Theorem 4.3, which supports the reliability of rank estimation and inertia estimation by block LDL T factorisation.
4. We have carried out several experiments of rank estimation and inertia estimation by block LDL T factorisation. Based on our analysis and numerical experience, we suggest the stopping criteria
The Bunch-Parlett pivoting is most stable. However, at each pivot selection, it finds the largest diagonal element and the largest off-diagonal element in magnitude. Therefore, factoring a nonsingular symmetric matrix of size n×n needs between n 3 /12 and n 3 /6 comparisons. The cost is in the same order as computing the block LDL T factorisation, which takes n 3 /6 multiplications and n 3 /6 additions (subtractions). Bunch & Kaufman (1977) 
A.2 Partial pivoting

end if end if
The Bunch-Kaufman pivoting is not rank-revealing, because a zero pivot may be chosen while there are still non-zero elements in a Schur complement. On the other hand, it is most economic since at most two columns are visited in each pivot selection, and overall only O(n 2 ) comparisons are required. To improve the stability, a variant, with extra comparisons of diagonal elements, begins with the largest magnitude diagonal pivot rather than a 11 . For a symmetric positive semidefinite matrix, whose maximum magnitude element is on the diagonal, this variant guarantees a 1×1 pivot in (*), and the block LDL T factorisation reduces to the Cholesky factorisation with complete pivoting 2 . Furthermore, this variant does not require the else-if check in (**), because at this point |a j j | |a ii | < αλ ασ . These properties were observed by Bunch & Kaufman (1977) .
Sorensen and Van Loan (Dongarra et al. 1991, Section 5.3 .2) proposed another variant, by rewriting ( †) in Algorithm 4 as σ := max{|a k j | : for all k}. This small change needs only one more comparison to include the diagonal element at each pivot selection. It has a nice property that for a symmetric positive definite matrix, the chosen pivot is always the first element a 11 . As a result, the block LDL T factorisation reduces to the Cholesky factorisation without pivoting.
A.3 Rook pivoting
Despite the efficiency, the Bunch-Kaufman pivoting results in the unit lower triangular matrix L unbounded, which has its practical effects. The Bunch-Parlett pivoting bounds L but it is expensive. The cost for a bounded L can be reduced by a rook searching strategy presented in Algorithm 5 (Ashcraft et al. 1998 , Duff & Reid 1982 , 1983 . In Algorithm 5, if the starting element a ii is a 11 , it is called the bounded Bunch-Kaufman pivoting. If the starting element a ii is the largest magnitude diagonal element, it is called the fast Bunch-Parlett pivoting. In the latter case, the if check in ( †) is not required, because here |a j j | |a ii | < α max{|a pi : p = i} α|a k j |.
As a result, only a 2×2 pivot can be chosen in the loop. See Ashcraft et al. (1998) , Duff & Reid (1982 , 1983 for more information.
The block LDL T factorisation with rook pivoting, as well as that with the Bunch-Parlett pivoting, is inertia-revealing. Note, however, that when the jth column of A in (*) is zero, one needs to avoid duplicate column visits by carefully choosing k.
B. Pivoting methods for symmetric tridiagonal matrices
This appendix reviews Bunch's method (Bunch 1974 , Section 4) and the Bunch-Marcia pivoting (Bunch & Marcia 2005 , 2006 for block LDL T factorisation of a symmetric tridiagonal matrix.
We follow the notation in Appendix A. For simplicity we assume the given symmetric tridiagonal matrix is irreducible, or equivalently, all sub-diagonal elements are non-zero. (The treatment of the pivoting algorithms for reducible cases is straightforward.) As this appendix will show, both pivoting That is, if |a 11 a 22 | αa 2 21 , then the 2×2 system is solved by the LDL T factorisation. Otherwise, it is solved by the explicit inverse with scaling (3.2). The underlined condition was later included in the simplified strategy (Bunch & Marcia 2006) , which increases the chance that a 1×1 pivot will be chosen, and has a pleasing effect that for a symmetric positive definite and tridiagonal matrix, the block LDL T factorisation reduces to the Cholesky factorisation without pivoting. In addition, this simplified strategy needs only the explicit inverse with scaling (3.2), or GEPP, to solve 2×2 systems.
