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Abstrak : Pergerakan harga atau nilai mata uang asing selalu berubah-ubah dari waktu ke waktu sesuai 
dengan hukum permintaan dan penawaran. Perkembangan nilai yang fluktuatif tersebut menyebabkan 
valuta asing atau valas ini dalam perkembangannya juga digunakan sebagai instrumen investasi yang 
diperdagangkan. Mata uang Rupiah merupakan salah satu mata uang yang masuk ke dalam investasi 
perdagangan valas. Pergerakan kurs Rupiah yang cenderung mengalami fluktuatif menyebabkan pihak-
pihak yang berkepentingan kesulitan dalam mengambil sebuah keputusan. Oleh karena itu dibutuhkan 
suatu kemampuan untuk mengetahui nilai tukar suatu mata uang di masa mendatang. Prediksi harga harian 
perdagangan suatu valas dapat ditentukan dengan menggunakan pendekatan jaringan saraf tiruan (JST).  
Backpropagation merupakan salah satu metode JST yang dapat digunakan dengan baik dalam bidang 
prediksi. Berdasarkan hasil analisis penelitian menggunakan 200 data training dan 10 data testing, 
penggunaan 9  Neuron hidden laye serta pemilihan nilai Momentum sebesear 0,1 dan Learning rate sebesar 
0,7 menghasilkan nilai MSE yang paling kecil apabila dibandingkan dengan arsitektur jaringan lainnya 
yaitu MSE high sebesar 0.28726788134455, MSE low sebesar 0.23733577234585, dan MSE close sebesar 
0.30996627875935. 
. 
Kata Kunci : backpropagation, jaringan saraf tiruan, nilai tukar rupiah terhadap dollar amerika, prediksi. 
 
I. PENDAHULUAN 
Dalam konteks jual beli, penggunaan mata 
uang sebagai alat pembayaran sudah menjadi hal 
umum yang digunakan dalam kegitan transaksi 
ekonomi. Penggunaan mata uang sebagai alat 
pembayaran yang sah telah menggantikan sistem 
barter yang dahulu digunakan manusia sebagai 
mekanisme dalam proses pemenuhan 
kebutuhannya. Dalam melakukan kegiatan 
pemenuhan kebutuhan masyarakatnya, negara 
melalui sektor pasar dalam negerinya telah 
berusaha untuk memenuhi seluruh kebutuhan 
yang ada. Namun kebutuhan manusia yang terus 
bertambah seiring berjalannya waktu 
menyebabkan suatu negara tidak lagi sanggup 
memenuhi seluruh kebutuhannya secara mandiri. 
Hal tersebut mendorong suatu negara untuk 
melakukan hubungan perdagangan antar negara 
guna memenuhi kebutuhannya. Dalam melakukan 
perdagangan internasional maka diperlukan suatu 
alat bayar dalam melakukan transaksi ekonomi 
yang terjadi, salah satunya berupa uang. 
Penggunaan suatu mata uang sebagai alat bayar di 
masing-masing negara mempunyai ketentuan 
sendiri dan berbeda satu dengan yang lainya 
sehingga munculah perbandingan nilai mata uang 
antar negara. 
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Nilai tukar atau Kurs (exchange rate) adalah 
harga satuan mata uang yang ditentukan oleh 
negara lain [1]. Pergerakan harga atau nilai mata 
uang asing selalu berubah-ubah dari waktu ke 
waktu sesuai dengan hukum permintaan dan 
penawaran [2]. Perkembangan nilai yang 
fluktuatif tersebut menyebabkan valuta asing atau 
valas ini dalam perkembangannya juga digunakan 
sebagai instrumen investasi yang diperdagangkan 
karena dapat mendatangkan keuntungan melalui 
selisih perbandingan nilai tukar suatu mata uang.  
Foreign exchange trading (forex trading) atau 
perdagangan valas mulanya dilakukan hanya 
dengan menggunakan cara konvensional yaitu 
dengan menukarkan suatu mata uang dengan 
mata uang negara lain secara fisik. Namun saat 
ini kegiatan forex trading dapat dilakukan melalui 
sebuah platform berupa aplikasi yang 
menyediakan fasilitas untuk melakukan trading 
secara online selama 24 jam penuh [3].  
Mata uang Rupiah merupakan salah satu mata 
uang yang masuk ke dalam investasi perdagangan 
valas. Pasangan pada mata uang Rupiah yang 
digunakan dalam perdagangan valas umumnya 
menggunakan mata uang yang dominan atau hard 
currency. Mata uang dominan dipilih karena mata  
uang  tersebut merupakan mata uang yang  sering  
digunakan  sebagai  alat  pembayaran  dalam 
transaksi  ekonomi  keuangan  internasional, serta 
mata uang tersebut nilainya cenderung 
mengalami kenaikan. Salah satu contoh mata 
uang dominan adalah Dollar Amerika.  
Berdasarkan data Kurs Transaksi Bank 
Indonesia pertanggal 1 september 2013 sampai 
dengan 1 september 2015 posisi kurs mata uang 
Rupiah (IDR) terhadap dolar Amerika Serikat 
(USD) mengalami fluktuasi namun cenderung 
melemah [4]. Pergerakan kurs Rupiah yang 
fluktuatif tersebut membuat pihak-pihak yang 
berkepentingan khususnya para pedagang valas 
harus segera menyiapkan langkah-langkah 
strategis guna menangani permasalahan yang 
muncul. Oleh karena itu kemampuan untuk 
membuat prediksi dalam setiap perdagangan 
valas khususnya nilai tukar USD/IDR sangat 
dibutuhkan untuk bisa mengetahui nilai tukar 
mata uang tersebut di masa mendatang. 
Prediksi adalah suatu proses memperkirakan 
secara sistematis tentang suatu yang paling 
mungkin terjadi di masa depan berdasarkan 
informasi masa lalu dan yang dimiliki sekarang 
[5]. Prediksi harga harian perdagangan suatu 
valas dapat ditentukan dengan menggunakan 
pendekatan jaringan saraf tiruan (JST). 
Pendekatan JST telah banyak digunakan karena 
pendekatan ini tidak berpatokan terhadap model 
matematis, tetapi lebih kepada data dari masalah 
yang diselesaikan dan menyaring informasi 
melalui proses pelatihan.  Backpropagation 
merupakan salah satu metode JST yang dapat 
digunakan dengan baik dalam bidang prediksi. 
Metode backpropagation melakukan pelatihan 
jaringan untuk mendapatkan keseimbangan antara 
kemampuan jaringan mengenali pola yang 
digunakan selama training serta kemampuan 
jaringan untuk merespon yang benar terhadap 
pola masukan yang serupa namun tidak sama 
dengan pola yang dipakai selama pelatihan [6]. 
II. METODE DAN MODEL YANG 
DIUSULKAN 
2.1 Jaringan Saraf Tiruan Backpropagation 
Backpropagation merupakan salah satu model 
pelatihan dari jaringan saraf tiruan. 
Backpropagation melatih jaringan untuk  
mendapatkan keseimbangan antara kemampuan 
jaringan mengenali pola yang digunakan selama 
training serta kemampuan jaringan untuk 
memberikan respon yang benar terhadap pola 
masukan yang serupa   (tapi tidak sama) dengan 
pola yang dipakai selama pelatihan [6].  
Ada tiga dahap dalam melakukan pelatihan 
jaringan backpropagation yaitu perambatan maju, 
perambatan balik dan tahap perubahan bobot dan 
bias. Arsitektur jaringan yang digunakan oleh 
backpropagation terdiri dari input layer, hidden 
layer, dan output layer. 
1. Fase I : Propagasi maju 
Setelah selesai menginisialisasi bobot dengan 
mengambil nilai acak yang cukup kecil, 
selanjutnya selama kondisi henti belum terpenuhi 
maka lakukan propagasi maju dengan setiap 
input (𝑋𝑖, i = 1,2,…,n) menerima sinyal 𝑥𝑖  dan 
meneruskan sinyal tersebut ke semua unit 
pada lapisan tersembunyi.  
Selanjutnya setiap unit tersembunyi (𝑍𝑗 , j = 
1,2,…,p) menjumlahkan bobot sinyal input 
dengan persamaan berikut : 
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𝑧_𝑖𝑛𝑖 =  𝑣0𝑗 + ∑ 𝑥𝑖𝑣𝑖𝑗
𝑛
𝑖=1
                       (1) 
kemudian fungsi aktifasi yang dipilih 
digunakan untuk menghitung sinyal output-nya 
dan hasil akhirnya mengirimkan sinyal tersebut 
ke semua unit output. Fungsi tersebut didapat 
dengan persamaan berikut : 
𝑧𝑗= 𝑓(𝑧_𝑖𝑛𝑖)                           (2) 
Selanjutnya setiap unit output (𝑌𝑘, k = 
1,2,…,m) menjumlahkan bobot sinyal input 
dengan persamaan berikut : 
𝑦_𝑖𝑛𝑘 =  𝑣0𝑘 +  ∑ 𝑧𝑖𝑤𝑗𝑘
𝑝
𝑖=1
                 (3) 
kemudian fungsi aktifasi yang dipilih 
digunakan untuk menghitung sinyal output-nya. 
Fungsi tersebut didapat dengan persamaan berikut 
: 
𝑦𝑘= 𝑓(𝑦_𝑖𝑛𝑘)                  (4) 
Kemudian lakukan cek error selisih dengan target 
yang harus dicapai 
2. Fase II `: Propagasi mundur 
setiap unit output (𝑌𝑘, k = 1,2,…,m) 
menerima pola target yang sesui dengan pola 
input pelatihan, kemudian hitung error dengan 
persamaan berikut : 
𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘) f’ (𝑦_𝑖𝑛𝑘)                  (5) 
Dimana f’ adalah turunan dari fungsi aktivasi 
yang dipilih. Selanjutnya dilakukan perhitungan 
koreksi bobot dengan persamaan berikut : 
∆𝑤𝑗𝑘 =  𝛼 𝛿𝑘 𝑧𝑗                (6) 
Dan juga lakukan perhitungan pada koreksi 
bias dengan persamaan berikut : 
∆𝑤0𝑘 =  𝛼 𝛿𝑘                (7) 
Selanjutnya setiap unit tersembunyi (𝑍𝑗 , j = 
1,2,…,p) menjumlahkan delta input-nya dengan 
persamaan berikut : 
δ_𝑖𝑛𝑗 =  ∑ 𝛿𝑘𝑤𝑗𝑘
𝑚
𝑘=1
                 (8) 
Dan untuk menghitung informasi error 
digunkan persamaan berikut : 
𝛿𝑗 =  δ_𝑖𝑛𝑗  𝑓’ (𝑧_𝑖𝑛𝑘)                  (9) 
Selanjutnya dilakukan perhitungan koreksi 
bobot dengan persamaan berikut : 
∆𝑣𝑗𝑘 =  𝛼 𝛿𝑗  𝑥𝑖                   (10) 
Dan juga lakukan perhitungan pada koreksi 
bias dengan persamaan berikut : 
∆𝑣0𝑘 =  𝛼 𝛿𝑗                 (11) 
 
3. Fase III : Perubahan bobot 
Dalam fase perubahan bobot setiap unit 
output (𝑌𝑘, k = 1,2,…,m) dilakukan perubahan 
bobot dan bias (j = 0,1,2,…,p) dengan 
menggunaka persamaan berikut : 
𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) =  𝑤𝑗𝑘(𝑙𝑎𝑚𝑎) +  ∆𝑤𝑗𝑘            (12) 
Kemudian setiap unit tersembunyi (𝑍𝑗 , j = 
1,2,…,p) dilakukan perubahan bobot dan bias (i = 
0,1,2,…,n) dengan menggunaka persamaan 
berikut : 
𝑣𝑖𝑗(𝑏𝑎𝑟𝑢) =  𝑣𝑖𝑗(𝑙𝑎𝑚𝑎) + 𝑣𝑖𝑗                        (13) 
Setelah tahap tersebut selesai, lakukan cek 
kondisi berhenti untuk menghetikan perulangan 
pelatihan. 
Secara umum metode pelatihan pada 
backpropagation menggunakan algortima 
perubahan bobot yang didasarkan atas gradien 
yang terjadi untuk pola yang dimasukkan saat itu. 
Namun dalam perkembangannya terhadap 
optimasi pelatihan jaringan, algoritma pelatihan 
backpropagation memiliki banyak variasi 
algoritma pelatihan. Salah satu modifikasi 
algoritma yang dapat digunakan adalah gradient 
descent backpropagation with momentum. 
Algortima tersebut melakukan modifikasi bobot 
baru dengan penambahan momentum yang 
didasarkan atas bobot saat itu dan bobot 
sebelumnya. Jika diketahui µ adalah konstanta ( 0 
≤ µ ≤ 1) yang menyatakan parameter momentum 
maka bobot baru dihitung berdasarkan  
persamaan : 
𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) =  𝑤𝑗𝑘(𝑡𝑒𝑟𝑎𝑘ℎ𝑖𝑟) +  ∆𝑤𝑗𝑘 + 
µ (𝑤𝑗𝑘(𝑡𝑒𝑟𝑎𝑘ℎ𝑖𝑟) − 𝑤𝑗𝑘(𝑠𝑒𝑏𝑒𝑙𝑢𝑚𝑛𝑦𝑎))       (14) 
 
2.2 Model Penelitian 
Dalam penelitian ini jaringan multilayer 
digunakan dalam usulan perancangan arsitektur 
jaringan. Adapun arsitektur jaringan yang 
digunakan terdiri atas 3 lapisan yaitu 1 lapisan 
input, 1 lapisan tersembunyi, dan 1 lapisan 
output. Pada lapisan input digunakan sebanyak 1 
neuron (𝑥1) sebagai parameter input yang 
digunkan, dimana parameter 𝑥1 mewakili harga 
open. Selanjutnya pada lapisan tersembunyi 
pemilihan banyaknya jumlah neuron (𝑧1 −  𝑧𝑛) 
pada lapisan tersembunyi ditentukan oleh 
pengguna dengan cara memvariasikan jumlahya. 
Pada lapisan output digunakan 3 neuron 
(𝑦1, 𝑦2, 𝑦3) sebagai parameter keluaran hasil 
prediksi dengan parameter 𝑦1 adalah harga high, 
𝑦2 adalah harga low, dan 𝑦3adalah harga close 
pada hari ini. Adapun ilustrasi arsitektur jaringan 
yang diusulkan dapat diihat pada gambar 2.1 
berikut. 
 
Gambar 2.1 Arsitektur jaringan yang diusulkan 
Dalam melakukan penelitian ini terdapat 2 
tahap yang akan dilakukan yaitu tahap pelatihan 
jaringan, dan tahap pengujian. 
 
2.1 Pelatihan Jaringan 
Pada penelitian ini metode supervised learning 
digunakan sebagai metode pembelajaran dalam 
arsitektur jaringan yang digunakan. Metode 
tersebut melatih jaringan dengan memasukkan 
pasangan data training (input - ouput). Adapun 
ilustrasi alur pelatihan jaringan dapat dilihat pada 
gambar 2.2 berikut. 
 
Gambar 2. 2 Metode pelatihan jaringan yang diusulkan 
Proses memasukkan pasangan data training 
yang telah di normalisasi merupakan proses awal 
yang dilakukan dalam tahap pelatihan jaringan. 
Setelah proses pertama selesai dilakukan maka 
proses selanjutnya adalah memasukkan nilai 
parameter yang dibutuhkan. Dalam penelitian ini 
parameter yang digunakan adalah jumlah neuron 
hidden layer, training time, threshold, 
momentum, dan learning rate.  
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Setelah arsitektur jaringan terbentuk 
selanjutnya dalam proses melakukan pelatihan 
metode gradient descent backpropagation with 
momentum digunakan sebagai algoritma dalam 
melakukan perubahan bobot dan bias. Pemilihan 
penambahan momentum (μ) dimaksudkan untuk 
menghindari perubahan bobot yang mencolok 
akibat adanya data yang sangat berbeda dengan 
yang lain. Keseluruhan proses perubahan bobot 
dan bias pada pelatihan menggunakan metode 
gradient descent backpropagation with 
momentum akan terus dilakukan hingga kondisi 
pada training time atau threshold telah terpenuhi. 
Setelah hasil didapatkan apabila target yang ingin 
dicapai oleh pengguna belum tercapai, maka 
pengguna dapat melakukan pengulangan 
pelatihan jaringan kembali dengan memasukkan 
variasi nilai parameter yang berbeda dan 
mengulangnya hingga target yang ingin dicapai 
dapat terpenuhi.  
Setelah seluruh proses telah selesai dilakukan 
selanjutnya jaringan akan disimpan dengan tujuan 
untuk digunakan dengan baik dalam melakukan 
pelatihan jaringan maupun digunakan sebagai 
jaringan dalam tahap pengujian.   
 
2.2 Pengujian 
Pada tahap pengujian proses pertama yang 
dilakukan adalah memasukkan data testing yang 
telah dinormalisasi. Data testing yang digunakan 
merupak data yang berbeda dengan data training. 
Setelah melakukan proses memasukkan data 
proses selanjutnya yang dilakukan adalah 
memasukan jaringan yang sebelumnya telah 
dipilih dalam tahap pelatihan jaringan. Setelah 
selesai kemudian tahap pengujian dilakukan dan 
hasilnya didenormalisasi agar nilai kembali 
kembali ke range awalnya.  
Ouput dari hasil akhir pada tahap pengujian ini 
adalah prediksi harga harian (harga high, harga 
low, dan harga close) nilai tukar Rupiah terhadap 
Dollar Amerika pada hari data dimasukkan. 
Output hasil prediksi tersebut selanjutnya 
dibandingkan dengan data harga harian (harga 
high, harga low, dan harga close) nilai tukar 
Rupiah terhadap Dollar Amerika yang 
sebenarnya, sehingga dapat diketahui galat yang 
terjadi dan kinerja jaringan yang dibuat. alur 
pengujian secara ilustrasi dapat dilihat pada 
gambar 2.3. 
 
Gambar 2. 3  Metode pengujian yang diusulkan 
 
III. IMPLEMENTASI 
Dalam melakukan eksperimen dan pengujian 
terhadap metode penelitian yang diusulkan, 
penulis menggunakan sejumlah 210 data harga 
harian nilai tukar Rupiah terhadap Dollar 
Amerika Serikat periode 10 Oktober 2014 sampai 
dengan 7 Agustus 2015  sebagai dataset. Adapun 
pembagian dilakukan dengan memisahkan 200 
data untuk digunakan sebagai data training, dan 
10 data untuk digunakan sebagai data testing. 
Pengujian pada penelitian ini dilakukan dengan 
membangun sebuah sistem menggunakan bahasa 
pemrograman PHP untuk melakukan prediksi 
harga harian (harga high, harga low, dan harga 
close) nilai tukar Rupiah terhadap Dollar 
Amerika Serikat. 
 
IV. HASIL & PEMBAHASAN 
A. Persiapan Data 
Sebelum melakukan eksperimen penelitian 
prediksi harga harian (harga high, harga low, dan 
harga close) nilai tukar  Rupiah terhadap Dollar 
Amerika ini, tahap persiapan data perlu dilakukan 
terlebih dahulu. Persiapan data yang dilakukan 
adalah menyiapkan data penelitian yaitu data 
training dan data testing dengan cara mengunduh 
data historis harga harian (harga high, harga low, 
dan harga close) nilai tukar Rupiah terhadap 
Dollar Amerika yang berbentuk file excel pada 
MetaTrader 4.  
Dari 210 data yang di dapatkan pada periode 10 
Oktober 2014 sampai dengan 7 Agustus 2015, 
selanjutnya data tersebut ditranformasikan ke 
dalam nilai yang lebih kecil dengan membagi 
dengan nilai 1000 guna memudahkan dalam 
perhitungan. Kemudian data yang telah 
ditrasformasi nilai dilakukan pembagian data 
menjadi data training dan data testing dengan 
perbandingan 200 data digunakan sebagai data 
training, dan 10 data digunakan sebagai data 
testing. 
B. Pengujian Model 
Pengujian dalam penelitian ini akan fokus 
terhadap proses prediksi yang dilakukan dengan 
menggunakan metode backpropagation. 10 data 
testing yang telah disiapkan pada tahap pengujian 
dalam penelitian ini. Tahap-tahap sebelum 
pengujian dan pelatihan telah dilakukan, dimana 
hasilnya didapatkan jaringan yang siap 
digunakan. 
Untuk mendapatkan nilai prediksi, bobot dan 
bias akhir yang sebelumnya telah terbentuk dari 
hasil tahap pelatihan akan digunakan sebagai 
bobot awal input ke hidden layer, bobot awal bias 
ke hidden layer, bobot awal hidden layer ke 
ouput layer, dan bobot awal bias ke ouput layer 
dalam tahap perhitungan propagasi maju 
pengujian. Hasil dari perhitungan pada tahap 
propagasi maju inilah yang selanjutnya akan 
digunakan sebagai hasil prediksi dari sistem yang 
dibuat berdasarkan data testing yang dimasukkan.  
Setelah tahap perhitungan propagasi maju 
selesai data hasil perhitungan tersebut selanjutnya 
dilakukan denormalisasi agar nilai sesuai pada 
range awalnya. Hasil akhir dari seluruh tahap 
yang telah dilakukan kemudian ditampilkan 
melalui interface sistem berupa prakiraan harga 
harian (harga high, harga low, dan harga close) 
nilai tukar Rupiah terhadap Dollar Amerika pada 
hari sesuai dengan tanggal data testing 
dimasukkan. Adapun ilustrasi prediksi dalam 
sistem dapat dilihat melalui gambar 4.6. 
Gambar 4. 1 Hasil prediksi pada data uji yang dimasukkan 
 
C. Pengukuran kinerja 
Untuk mengetahui galat yang terjadi serta 
kinerja jaringan yang telah dibuat dilakukan 
pengukuran tingkat kesalahan pada eksperimen 
terhadap metode yang diusulkan. Pengukuran 
tingkat kesalahan dihitung menggunakan metode 
MSE. Semakin kecil nilai MSE menyatakan 
semakin dekat nilai prediksi dengan nilai 
sebenarnya. 
Adapun persamaan MSE yang digunakan 





 ∑ (𝐴𝑡 − 𝑓𝑡)
2𝑛
𝑡=1
           (15) 
Dimana dalam hal ini dapat dijelaskan bahwa 
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𝐴𝑡 = data aktual pada waktu t 
𝐹𝑡 = data peramalan pada waktu t 
𝑡   = waktu 
n  = jumlah data 
 
D. Hasil Eksperimen 
Dalam penelitian ini peneliti telah melakukan 
ekperimen terhadap 9 jaringan yang telah 
dibentuk pada tahap pelatihan. Setiap jaringan 
dibentuk dengan cara melakukan variasi pada 
nilai masukkan beberapa parameter. Adapun hasil 
eksperimen terhadap seluruh jaringan pada 
eksperimen penelitian ini dapat dilihat pada 
gambar 4.2. 
Gambar 4. 2 Hasil eksperiman terhadap 9 jaringan 
 
Berdasarkan hasil analisis, penggunaan 9 
neuron hidden layer, serta 0.1 sebagai nilai 
masukan momentum, 0.7 sebagai nilai masukan 
learning rate memberikan nilai MSE yang paling 
kecil dibandingkan dengan jaringan yang telah 
dibuat lainnya yaitu menghasilkan MSE high 
sebesar 0.28726788134455, MSE low sebesar 
0.23733577234585, dan MSE close sebesar 
0.30996627875935. Oleh karena itu arsitektur 
jaringan tersebut dapat disimpulkan sebagi 
arsitektur terbaik untuk melakukan prediksi. 
V. PENUTUP 
Hasil penelitian menunjukan bahwa arsitektur 
jaringan terbaik untuk prediksi adalah jaringan 
dengan penggunaan 9 neuron hidden layer, serta 
0.1 sebagai nilai masukan momentum, 0.7 sebagai 
nilai masukan learning rate dengan menghasilkan 
nilai MSE high sebesar 0.28726788134455, MSE 
low sebesar 0.23733577234585, dan MSE close 
sebesar 0.30996627875935. 
Berdasarkan Hasil penelitian menunjukan 
bahwa penggunaan metode jaringan saraf tiruan 
backpropagation dapat digunakan untuk 
membantu pedagang valas dalam melakukan 
prediksi harga harian nilai tukar Rupiah terhadap 
Dollar Amerika Serikat. 
Berdasarkan hasil analisis dan pembahasan 
pada penelitian tersebut ada beberapa saran yang 
mungkin bisa dijadikan dasar untuk 
pengembangan penelitian ini yaitu : 
Memperbanyak dataset sehingga diharapkan 
menghasilkan pola jaringan saraf tiruan yang 
dapat melakukan pembelajaran dan pengenalan 
dengan lebih baik. Selanjutnya dapat dilakukan 
penelitian dengan menggunakan metode lain atau 
gabungan dari beberapa metode sehingga 
diharapkan bisa meningkatkan akurasinya dengan 
menutup kekurangan–kekurangan metode yang 
telah digunakan. 
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