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The Effect of Information on Scheduling
Performance in Multi-Hop Wireless Networks
Jun Hong, Student Member, IEEE, and Victor O.K. Li, Fellow, IEEE
Abstract—Previous research has estimated the performance
of wireless networks by assuming that nodes in the network can
obtain precise network information. However, in reality, available
network information is mostly imprecise and incomplete. In this
paper, we study the relationship between wireless network perfor-
mance and available network information. It is assumed that each
node in the network can obtain the information about other nodes
within its information collection range, and a distributed graph
coloring algorithm is employed to perform scheduling with the
available information. The analytical result on the quantitative
relationship between the information collection range and the
network throughput is derived. We also consider the commu-
nication overhead of collecting information, and analyze the
tradeoff between network capacity improvement and information
collection overhead. Based on the derived result, an optimal
information collection range which maximizes the net data rate
can be found. Since wireless networks are typically mobile, and
the collected information may be inaccurate due to the dynamics
of the networks, we analyze the effect of information for mobile
wireless networks by considering the information updating rate,
and the result can be used to determine the information collection
range as well as the information updating period.
Index Terms—Network state information, scheduling, multi-
hop wireless networks.
I. INTRODUCTION
NETWORK information, such as network topology, chan-nel state, and traffic information, is an essential and
important factor in wireless network scheduling. Obviously, if
every node gets more network information, the scheduling will
be more efficient and the network capacity can be improved.
However, due to the limitations of wireless networks, collect-
ing and disseminating such information may consume valuable
bandwidth resource in wireless networks. In this paper, we use
a conflict graph to model the interference relationship between
wireless links, and an algorithm based on graph coloring is
applied to perform distributed scheduling with limited infor-
mation. Then we analyze the relationship between available
network information and the achievable network performance.
Some approximations are made in the analysis. Simulation
results show that the relative error due to such approximations
of the estimate on the wireless network capacity is small.
We also consider the communication overhead of collecting
network information, and analyze its impact on the network
performance. Since node movements in wireless networks may
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change the network states, we establish a model for mobile
wireless networks and analyze how information changes with
the mobility rate. The analysis in this paper may be used to
determine the information collection parameters in wireless
networks.
The rest of the paper is organized as follows. Section II
presents the state of the art. Section III describes the network
model used throughout the paper and a conflict graph coloring
model is introduced. Section IV analyzes the relationship
between available network information and wireless network
performance, and determines the tradeoff between information
collection overhead and network performance improvement.
The experimental evaluation is presented in Section V. Section
VI concludes the paper.
II. RELATED WORK
Previous research has estimated the performance of wireless
networks. Gupta and Kumar [1] first determine the capacity
of wireless networks. Franceschetti et al. [2] close the gap
between the capacity upper and lower bounds in Gupta and
Kumar’s original results. Zhang and Hou [3] extend this
work to networks with unlimited bandwidth. Some researchers
analyze the impact of interference on multi-hop wireless
network performance. Jain et al. [4] use a conflict graph to
model the wireless interference and compute upper and lower
bounds on the network throughput. Kodialam and Nandagopal
[5] analyze the effect of interference on the achievable data
rate in wireless networks. Kolar and Abu-Ghazaleh [6] study
the performance of globally aware routing which is cognizant
of the wireless interference. The scheduling effects on wireless
network performance have also been studied. Garetto et al. [7]
use a Markovian model to estimate the effects of scheduling on
the throughput of CSMA channels. Kolar and Abu-Ghazaleh
[8] evaluate the scheduling interactions among several given
links and analyze the scheduling effects on network capacity.
We have observed that wireless network performance not only
depends on the scheduling algorithm, but also on the available
network information. However, most existing work on the
capacity of wireless networks only provides an upper bound
on the achievable capacity under the assumption that precise
network information is available.
By noting that global information collection may be infeasi-
ble and may incur a large overhead in wireless networks, many
distributed scheduling algorithms which only require local
information are proposed [9], [10], [11], and the bounds on the
performance of localized scheduling are given[10]. However,
in addition to performance bound of localized scheduling, we
are also interested in the quantitative relationship between
available network information and scheduling performance.
1536-1276/10$25.00 c⃝ 2010 IEEE
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The first work to study the required network information
theoretically can be found in [12], where rate distortion
theory is used to find limits on the information required to
indicate the start time and length of messages. Several recent
papers also use rate distortion theory to derive the lower
bound on the routing overhead required to restrict the error
of routing information within a given threshold [13], [14],
[15]. While [13], [14], [15] focus on routing, [16] analyzes
the effect of information on scheduling performance by using
an information-theoretic framework based on rate distortion
theory. However, we found that as the number of nodes in
the network increases, it is difficult to derive the network
performance degradation measure, which is required as an
input parameter for the rate distortion function.
In our previous work [17], we have analyzed the effect of
information on wireless network performance, but the dynam-
ics of the networks are ignored. We observe that the collected
information may be inaccurate due to the dynamics of the
networks. In this work, we analyze the effect of information
for mobile wireless networks by considering the information
updating rate as well as the information collection range.
III. MODEL AND DEFINITIONS
A. Network Model
Suppose that 𝑁 nodes are located in a region of area 𝑆 𝑚2,
and 𝑆 is also used to refer to the region itself. The nodes
of the networks are distributed as a two-dimensional Poisson
point process with density 𝜆[18], i.e., Pr(𝑖 nodes in 𝐶) =
(𝜆𝐶)
𝑖
exp (−𝜆𝐶)
/
𝑖!, 𝑖 = 0, 1, ⋅ ⋅ ⋅ . We assume that the nodes
are homogeneous and all data transmissions employ the same
power and communication parameters. The communication
range is 𝑅𝐶 , i.e., each node can transmit with a maximum ra-
dius𝑅𝐶 , and the circle with a radius of 𝑅𝐶 is called the node’s
communication area, denoted by 𝑆𝐶 , where 𝑆𝐶 = 𝜋𝑅2𝐶 . The
interference range is 𝑅𝐼 , i.e., a transmitter may interfere with
the receivers which are within a range of 𝑅𝐼 , and 𝑅𝐼 = 𝜌𝑅𝐶 ,
where 𝜌 is a constant typically between 2 and 3 [19]. 𝑛𝑖
denotes the 𝑖-th node, and 𝑑𝑖𝑗 denotes the distance between
nodes 𝑛𝑖 and 𝑛𝑗 . Nodes 𝑛𝑖 and 𝑛𝑗 are said to be each other’s
neighbor if 𝑑𝑖𝑗 ≤ 𝑅𝐶 . It is assumed that all nodes always have
packets waiting to send (heavy traffic condition), and each
node chooses one of its neighbors (if it has any) randomly to
send a packet.
Time is divided into time slots with the same length, and
grouped into frames. It is assumed that the frame size is fixed,
and each frame consists of 𝐿 time slots, where 𝐿 is set to⌊
𝜆𝜋𝑅2𝐼
⌋
. In each frame, every node is assigned one of the
slots, and starts transmission at the beginning of the time slot
assigned. 𝑇 (𝑖) denotes the time slot assigned to 𝑛𝑖.
We use the protocol interference model [1] to define the
conditions for successful transmissions.
Protocol Interference Model: a transmission between two
nodes 𝑛𝑖 and 𝑛𝑗 is successful if
1) the two nodes are within communication range of each
other, i.e., 𝑑𝑖𝑗 ≤ 𝑅𝐶 ,
2) no nodes within a receiving node’s interference range is
transmitting using the same time slot.
n1 n2 n3 n4 n5
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Fig. 1. A chain-topology wireless network.
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Fig. 2. Conflict graphs.
The information collection range is 𝑅𝐷, which means that
each node can obtain the information (including location,
assigned time slot, traffic information, etc.) of the nodes
within a range of 𝑅𝐷. According to the protocol interference
model, nodes out of the interference range can not affect the
transmission, and since the objective of collecting information
is to avoid conflicts, the information collection range 𝑅𝐷 is
less than 𝑅𝐼 . Hence, we only consider the situation when
0 ≤ 𝑅𝐷 ≤ 𝑅𝐼 , and 𝑅𝐷 = 0 means that the nodes in the
network do not collect any information which indicates the
time slots occupied by other transmissions. A coloring algo-
rithm based on the collected information is used to perform
the scheduling of the transmissions. The details of the coloring
algorithm will be introduced in Section III-C.
B. Conflict Graph Coloring Model
A wireless network can be represented as a bi-directional
graph 𝐺𝑝. The vertices of 𝐺𝑝 correspond to the wireless nodes
and the edges correspond to the wireless links between the
nodes. There is a directed link 𝑙𝑖𝑗(𝑖 ∕= 𝑗) from 𝑛𝑖 to 𝑛𝑗 if 1)
there is a packet from 𝑛𝑖 to 𝑛𝑗 , and 2) 𝑑𝑖𝑗 ⩽ 𝑅𝐶 . However,
wireless interference, which is a key issue impacting network
performance, cannot be modeled accurately in 𝐺𝑝. The effects
of interference in such a network can be modeled as a conflict
graph[4],[20],[21], whose vertices correspond to the links in
graph 𝐺𝑝, and an edge between two vertices indicates that
the corresponding links cannot be active simultaneously, i.e.,
there is an edge between vertex 𝑙𝑖𝑗 and 𝑙𝑚𝑛 if 𝑑𝑖𝑛 ⩽ 𝑅𝐼 , or
𝑑𝑚𝑗 ⩽ 𝑅𝐼 .
A vertex coloring of a graph is an assignment of colors to
the vertices such that no two adjacent vertices are assigned
the same color. The graph coloring problem is then to find
a vertex coloring for a graph using the minimum number of
colors possible. We can see that the principle of graph coloring
is the same as the scheduling rule of conflict graph. In other
words, the adjacent vertices with different colors correspond
to two links that cannot be activated simultaneously. Thus, the
transmission scheduling in a wireless network is equivalent to
the coloring of a conflict graph[22],[23].
An example of a chain-topology wireless network is shown
in Figure 1, where the distance between the adjacent nodes
is just 𝑅𝐶 . Since the ratio of the interference range and the
communication range is typically between 2 and 3 [19], here
𝜌 is set to 2.5, and 𝑅𝐼 = 2.5×𝑅𝐶 . The corresponding conflict
graph of Figure 1 is shown in Figure 2(a). The four vertices
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in the conflict graph correspond to the four directional links
in Figure 1 and the edges between the vertices represent their
conflict relationships. As shown in Figure 2(a), the conflict
graph is colored using three colors, where a color corresponds
to a time slot in TDMA scheduling. So, the number of
successful packets per time slot is 4/3.
However, the true conflict graph in Figure 2(a) is obtained
based on complete network information, i.e., precise topology
information and traffic information. If each node collects only
part of the network information, the conflict graph may be
incorrectly estimated, leading to inappropriate scheduling and
collisions. Suppose each node collects information within a
range of 𝑅𝐶 , i.e., 𝑅𝐷 = 𝑅𝐶 , then Figure 2(b) shows the
corresponding conflict graph, the edges of which is a subset
of that in the true conflict graph. Since the edge between 𝑙12
and 𝑙43, as well as the edge between 𝑙23 and 𝑙53, exist in
reality but is not detected and ignored in Figure 2(b), a packet
collision happens. As a result, although the conflict graph is
colored with two colors, the number of successful packets per
time slot is 0. It is obvious that incomplete information results
in degraded performance.
C. Algorithm Specification
We specify the details of the implementation of the color-
ing algorithm. This algorithm is based on the 𝑀 coloring
algorithm introduced in [22]. Some changes are made to
adapt to our network scenarios. Suppose each node has two
palettes, i.e., sender-palette and receiver-palette. The sender-
palette indicates the available colors for the node as a sender,
while the receiver-palette indicates the available colors for the
node as a receiver. In an 𝑀 coloring algorithm, the size of
the palettes, which depends on the degree of the network,
is flexible, so global information exchange is required for
synchronization. However, in our network model, each node
only exchanges information with nodes within a range of 𝑅𝐷,
so flexible palette size is infeasible. Two problems may arise
when the palette size is fixed, 1) the palette size is too small so
that some of the links may not have available colors, and 2) the
palette size is too large so that some of the colors are wasted.
So, the palette size must be chosen carefully. According to
the experimental results in [22], when the initial palette size
is larger than 1.05Δ, the difference between the initial palette
size and the final palette size (which indicates the number of
actually used colors) is less than 3%, where Δ is the maximum
degree of the graph. So, in our algorithm, the size of palettes
𝐿 is set to
⌊
𝜆𝜋𝑅2𝐼
⌋
. The colors of all the palettes are the same,
namely, color 1, color 2, ⋅ ⋅ ⋅ , and color 𝐿, which correspond
to time slot 1, time slot 2, ⋅ ⋅ ⋅ , and time slot 𝐿.
Each link executes the following seven steps to get a color,
1) The sender chooses one of its neighbors randomly as
receiver, and sends a message to the receiver to inform
it of the transmission.
2) The receiver sends a list of the unavailable colors to the
sender.
3) Based on the received list, the sender marks the unavail-
able colors in its sender-palette, and chooses a color
from the available colors at random.
4) The sender sends the chosen color to the receiver.
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Fig. 3. Relationship between 𝑅𝐶 , 𝑅𝐷 and 𝑅𝐼 .
5) If there is no available colors, the sender will inform the
receiver, and cancel its transmission.
6) Both the sender and the receiver send their chosen
colors to the nodes which are within their respective
information collection ranges.
7) The nodes which receive the information from the
sender mark the received colors as unavailable in its
receiver-palette, and the nodes which receive the infor-
mation from the receivers mark the received colors as
unavailable in its sender-palette.
IV. ANALYSIS
A. Performance Analysis
In this section, we will analyze how the wireless network
capacity increases with the information collection range.
For Node 𝑛𝑖, define
𝑥𝑖 =
{
1 if 𝑛𝑖 sends a packet successfully,
0 otherwise.
The network capacity 𝐺 is defined as the number of
successful transmissions per time slot. Hence,
𝐸(𝐺) =
𝐸
(
𝑁∑
𝑖=1
𝑥𝑖
)
𝐿
=
𝐸
(
𝐸
(
𝑛∑
𝑖=1
𝑥𝑖 ∣𝑁 = 𝑛
))
𝐿
=
∞∑
𝑛=0
𝐸 (𝑛𝑥𝑖 ∣𝑁 = 𝑛 ) Pr (𝑁 = 𝑛)
𝐿
=
∞∑
𝑛=0
𝑛Pr (𝑥𝑖 = 1 ∣𝑁 = 𝑛 ) Pr (𝑁 = 𝑛)
𝐿
.
(1)
where 𝐿 is the number of time slots in each frame, and 𝑁 is
the number of nodes in the network.
As shown in Figure 3, a node 𝑛𝑗 (𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁) can
obtain the information of the nodes within a range of 𝑅𝐷.
If 𝑛𝑗 receives a packet, the transmission may be affected
by the transmitting nodes within the interference range 𝑅𝐼 .
The proposed scheduling algorithm can guarantee that the
transmission is assigned to a time slot which is different from
that occupied by the transmitters in the information collection
area 𝑆𝐷, so no conflicts will happen among 𝑛𝑗 and 𝑉𝐷,
where 𝑉𝐷 is a set of the nodes in 𝑆𝐷. For a receiver 𝑛𝑗 , the
transmission may fail only if at least one node in the shaded
region 𝐴 is transmitting using the same time slot, where 𝐴 is
the region for which information is not collected by Node 𝑛𝑗 .
𝐴 also refers to the size of the region, and 𝐴 = 𝜋(𝑅2𝐼 −𝑅2𝐷).
HONG and LI: THE EFFECT OF INFORMATION ON SCHEDULING PERFORMANCE IN MULTI-HOP WIRELESS NETWORKS 3241
As a result, node 𝑛𝑖 sends a packet successfully if both of the
following conditions are satisfied,
1) 𝑛𝑖 has one or more neighbors which can receive the
packet,
2) none of the nodes in the receiver’s unknown area 𝐴 is
transmitting using the same time slot.
Hence,
Pr(𝑥𝑖 = 1 ∣𝑁 = 𝑛 ) = Pr(node 𝑛𝑖 has neighbors
& no nodes in 𝐴 use the same slot ∣𝑁 = 𝑛 ). (2)
Note that Equation (2) ignores the probability that there is no
available color for node 𝑛𝑖.
Given that 𝑁 = 𝑛, the locations of the nodes are 𝑛
independent variates with identical distribution that is uniform
in the region 𝑆[24]. So, the conditional probability that a given
node 𝑛𝑖 has neighbors is
Pr(𝑛𝑖 has neighbors ∣𝑁 = 𝑛 ) = 1− (1− 𝑆𝐶𝑆 )𝑛−1,
𝑛 ≥ 1
According to the conflict graph coloring model, in each
frame, each link is randomly assigned to one of the 𝐿 time
slots. So, the probability that a transmitter has conflict with
the receiver is 𝐴𝑆𝐿 . Since there are 𝑛− 2 (when 𝑛 ≥ 2) nodes
in the network except the transmitter and the receiver, and we
assume that the nodes affect the transmission independently,
then the probability that none of the transmitters will affect
the transmission is given by
Pr(𝑥𝑖 = 1 ∣𝑛𝑖 has neighbors & 𝑁 = 𝑛 )
= (1 − 𝐴
𝑆𝐿
)𝑛−2, 𝑛 ≥ 2 (3)
Then we have,
Pr(𝑥𝑖 = 1 ∣𝑁 = 𝑛 )
=
(
1− (1 − 𝑆𝐶
𝑆
)𝑛−1
)(
1− 𝐴
𝑆𝐿
)𝑛−2
, 𝑛 ≥ 1 (4)
Since it is a Poisson point process, the probability distribution
function of 𝑁 is,
Pr (𝑁 = 𝑛) =
(𝜆𝑆)𝑛 exp (−𝜆𝑆)
𝑛!
, 𝑛 = 0, 1, 2, ⋅ ⋅ ⋅ (5)
Now substituting (4) and (5) in (1) gives,
𝐸
(
𝑁∑
𝑖=0
𝑥𝑖
)
=
𝜆𝑆
(
exp
(−𝜆𝐴𝐿 )
1− 𝐴𝑆𝐿
)(
1− exp
(
−𝜆𝑆𝐶(1− 𝐴
𝑆𝐿
)
)) (6)
Combining (1) and (6) yields the result,
𝐸 (𝐺) =
𝜆𝑆
𝐿
(
exp
(−𝜆𝐴𝐿 )
1− 𝐴𝑆𝐿
)(
1− exp
(
−𝜆𝑆𝐶(1− 𝐴
𝑆𝐿
)
))
(7)
In Equation (7), the first term 𝜆𝑆𝐿 can be interpreted as
the average number of transmissions allocated in each time
slot. The second term
exp(−𝜆𝐴𝐿 )
1− 𝐴𝑆𝐿
is identified as the effect
of unavailable information on network throughput. The third
term
(
1− exp (−𝜆𝑆𝐶(1 − 𝐴𝑆𝐿))) can be viewed as an indi-
cation of the network connectivity. In particular, when the
unknown area 𝐴 = 0, which means that each node gets
complete information, the second term is equal to one, i.e.,
the performance degradation due to incomplete information
is eliminated, and the corresponding network throughput is
𝜆𝑆
𝐿 (1− exp (−𝜆𝑆𝐶)).
B. Net Data Rate
Equation (7) says that the network performance improves
when the information collection range increases, thus getting
more information. However, collecting information consumes
bandwidth resource, which may adversely affect the network
performance. More specifically, transmitting network informa-
tion diverts valuable bandwidth resource which may be used
for data transmissions, thereby reducing network capacity. In
this section, we will analyze the tradeoff between the network
performance improvement and the network information col-
lection overhead.
Suppose each node employs the same fixed power to broad-
cast coloring information to the nodes within the information
collection range, i.e., when transmitting coloring information,
the communication range𝑅𝐶 is set to 𝑅𝐷. Note that the power
can be different from that used to transmit data. Since the
transmission of coloring information is different from that of
data in terms of transmission mode (broadcast and unicast) and
applied power, when transmitting coloring information, the
corresponding network capacity, denoted by 𝐺𝐼 , is different
from that derived by Equation (7). According to the protocol
interference model specified in Section III-A, for each receiver,
the coloring information is received successfully if none of the
nodes within its interference range, which is equal to 𝜌𝑅𝐷,
is transmitting simultaneously. Since there is no information
to assist in the transmissions of coloring information, the un-
known area for each information receiver is 𝐴𝐼 = 𝜋(𝜌𝑅𝐷)2.
Then 𝐺𝐼 can be calculated by using the same procedure
introduced in Section IV-A, and we have
𝐺𝐼 =
𝜆𝑆
𝐿𝐼
⎛
⎝exp
(
−𝜆𝜋(𝜌𝑅𝐷)2𝐿𝐼
)
1− 𝐴𝐼𝑆
⎞
⎠ (8)
where 𝐿𝐼 is set to
⌊
𝜆𝜋 (𝜌𝑅𝐷)
2
⌋
. Then Equation (8) becomes
𝐺𝐼 ≈ 𝜆𝑆
𝐿𝐼
(
exp (−1)
1− 𝐴𝐼𝑆
)
(9)
We can see that as 𝑅𝐷 increases, which means that each node
broadcasts the coloring information with a larger power, the
network capacity 𝐺𝐼 decreases.
Suppose each node can transmit at 𝑊 bits per second,
the length of each time slot is 𝜇 seconds, and the coloring
information transmitted by each node is 𝐼 bits. Since there
is an average of 𝜆𝑆 links in the network, and the sender
and receiver of each link should broadcast their coloring
information once, the total time consumed to transmit the
coloring information is 2𝜆𝑆𝐼𝑊𝐺𝐼 . Suppose the update period is
𝐿𝑢 time slots, which means that the nodes collect network
information every 𝐿𝑢𝜇 seconds. We assume that the movement
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of the nodes is quasi-static, i.e., the locations of the nodes
remain unchanged during each updating period. So, in each 𝐿𝑢
time slot, the number of bits of data transmitted successfully
is 𝐺𝑊𝐿𝑢𝜇, and the time for transmitting the data is 𝐿𝑢𝜇.
Therefore, the net data rate, which is defined as the data
transmitted per second, is given by
𝐺′ =
𝐺𝑊𝐿𝑢𝜇
𝐿𝑢𝜇+
2𝜆𝑆𝐼
𝑊𝐺𝐼
.
Let 𝑃 = 𝐼𝑊𝜇 , i.e., 𝑃 is the ratio of the information packet
length to the data packet length. Then 𝐺′ can be rewritten as
𝐺′ =
𝐿𝑢
𝐿𝑢 +
2𝜆𝑆𝑃
𝐺𝐼
𝐺𝑊, (10)
where 𝐿𝑢
𝐿𝑢+
2𝜆𝑆𝑃
𝐺𝐼
is the proportion of data. It can be seen from
(10) that as 𝑅𝐷 increases, 𝐺 increases and 𝐺𝐼 decreases, and
a properly chosen information collection range can maximize
the net data rate 𝐺′.
C. Mobility Analysis
The nodes of wireless networks are typically mobile. The
obtained network information may be inaccurate due to vari-
ations of the network topology. In Section IV-B, we just
assume that the network state remains unchanged during each
information updating period, and the collected information is
accurate within each information updating period. However,
this may not be true in practical systems. Similarly, a shorter
information updating period results in a better network per-
formance, because the available information is more accurate,
but it also incurs more communication overhead, which may
degrade the network performance. So, in this section, the effect
of information on wireless network performance is reeval-
uated, and we consider the combined effect of information
collection range and information updating period on network
performance. Based on this analysis, an optimal information
collection range, as well as an optimal information updating
period, can be found.
The network model introduced in Section III is used. It is
assumed that the sender-receiver pair does not change with
time despite the mobility of the nodes, i.e., once a node
chooses one of its neighbors to send a packet, it will not
send packets to other nodes until the transmission is fulfilled
or the information is updated. The speed and direction of
the movements of nodes are time- and location-independent.
All the nodes follow the same mobility model, and the
movements of different nodes are independent and identically
distributed (i.i.d). Then obviously, at any given time, the nodes
of the networks are distributed as a two-dimensional Poisson
distribution.
Consider a transmission from 𝑛𝑖 to 𝑛𝑗 . As the topology
changes, the receiver 𝑛𝑗 which was within the communication
range when information was last collected may be out of the
communication range when 𝑛𝑖 sends a packet; some nodes
which interfered with 𝑛𝑖 may be out of the interference range,
while other nodes which did not interfere with 𝑛𝑖 may move
into 𝑛𝑖’s interference range. For each pair of nodes, four states
can be used to indicate their location relationship, and the
dynamics of the nodes can be described by the changes of the
states. For a certain node 𝑛𝑖, the state of Node 𝑛𝑗 at the 𝑡-th
time unit, denoted by 𝑆(𝑡)(𝑗), is set according to the distance
between 𝑛𝑖 and 𝑛𝑗 . Specifically, when 𝑅𝐷 ≥ 𝑅𝐶 ,
𝑆(𝑡)(𝑗) =
⎧⎨
⎩
1 if 𝑑
(𝑡)
𝑖𝑗 < 𝑅𝐶
2 if 𝑅𝐶 ≤ 𝑑(𝑡)𝑖𝑗 < 𝑅𝐷
3 if 𝑅𝐷 ≤ 𝑑(𝑡)𝑖𝑗 < 𝑅𝐼
4 if 𝑑
(𝑡)
𝑖𝑗 ≥ 𝑅𝐼
(11)
and when 𝑅𝐷 < 𝑅𝐶 ,
𝑆(𝑡)(𝑗) =
⎧⎨
⎩
1 if 𝑑
(𝑡)
𝑖𝑗 < 𝑅𝐷
2 if 𝑅𝐷 ≤ 𝑑(𝑡)𝑖𝑗 < 𝑅𝐶
3 if 𝑅𝐶 ≤ 𝑑(𝑡)𝑖𝑗 < 𝑅𝐼
4 if 𝑑
(𝑡)
𝑖𝑗 ≥ 𝑅𝐼
(12)
where 𝑑(𝑡)𝑖𝑗 is the distance between 𝑛𝑖 and 𝑛𝑗 at the 𝑡-th time
unit.
Without loss of generality, we just focus on the first situa-
tion, i.e., 𝑅𝐷 ≥ 𝑅𝐶 , and the second situation can be analyzed
by simply mapping the States 1, 3, and 4 in Equation (11) to
the States 1 ∪ 2, 2 ∪ 3, and 4 in Equation (12), respectively.
Let 𝛼(𝜏)𝑘𝑙 (𝑗) denote the transition probability that the state
of 𝑛𝑗 changes from 𝑘 to 𝑙 during 𝜏 time units, i.e., 𝛼
(𝜏)
𝑘𝑙 (𝑗) =
Pr
(
𝑆(𝑡+𝜏)(𝑗) = 𝑙
∣∣𝑆(𝑡)(𝑗) = 𝑘 ), and 4∑
𝑙=1
𝛼
(𝜏)
𝑘𝑙 (𝑗) = 1. Since
the movements of the nodes are i.i.d, the transition probabili-
ties are the same for all the nodes, i.e., 𝛼(𝜏)𝑘𝑙 (1) = 𝛼
(𝜏)
𝑘𝑙 (2) =
... = 𝛼
(𝜏)
𝑘𝑙 .
The probability that the state of 𝑛𝑗 is 𝑘 at the 𝑡-th time unit
is denoted by 𝑃 (𝑡)𝑘 (𝑗), i.e., 𝑃
(𝑡)
𝑘 (𝑗) = Pr
{
𝑆(𝑡)(𝑗) = 𝑘
}
,and
4∑
𝑘=1
𝑃
(𝑡)
𝑘 (𝑗) = 1. The state probability distributions of all the
nodes are identical, i.e., 𝑃 (𝑡)𝑘 (1) = 𝑃
(𝑡)
𝑘 (2) = ... = 𝑃
(𝑡)
𝑘 .
It is assumed that the length of each time slot is less than
or equal to the length of each time unit, so the transmission
will not be interrupted. Suppose the network information is
collected at the 𝑡-th time unit, and a certain transmission is
performed at the (𝑡 + 𝜏 )-th time unit (𝜏 = 0, 1, 2 ⋅ ⋅ ⋅ ) based
on the collected information. Then a node 𝑛𝑖 sends a packet
successfully when the following conditions are satisfied
1) at 𝑡, 𝑛𝑖 has one or more neighbors,
2) the selected receiver, say 𝑛𝑗 , is within 𝑛𝑖’s communica-
tion range at 𝑡+ 𝜏 (i.e., 𝑆(𝑡+𝜏)(𝑗) = 1),
3) any node, say 𝑛𝑘, which is out of 𝑛𝑗’s information
collection range at 𝑡 (i.e., 𝑆(𝑡)(𝑘) > 2 ), and within
𝑛𝑗’s interference range at 𝑡 + 𝜏 (i.e., 𝑆(𝑡+𝜏)(𝑘) < 4 )
does not send packets in the same time slot as 𝑛𝑖.
Given that 𝑁 = 𝑛, for a certain node 𝑛𝑖, the probability
that there is at least one node within its communication range
at the 𝑡-th time unit is,
𝑃
(𝑡)
0¯
= Pr(one or more neighbors at 𝑡∣𝑁 = 𝑛)
= 1− (1− 𝑃 (𝑡)1 )𝑛−1
The probability that the selected receiver is still within 𝑛𝑖’s
communication range at the (𝑡+ 𝜏 )-th time unit is
Pr
(
𝑆(𝑡+𝜏) = 1
∣∣∣𝑆(𝑡) = 1) = 𝛼(𝜏)11
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For a certain node 𝑛𝑘, the probability that it has a conflict
with 𝑛𝑗 is
𝑃
(𝜏)
𝐶 =
Pr
(
𝑑
(𝑡)
𝑘𝑙 > 𝑅𝐷 & 𝑑
(𝑡+𝜏)
𝑘𝑗 < 𝑅𝐼 &𝑇 (𝑖) = 𝑇 (𝑘)∣𝑁 = 𝑛
)
where 𝑇 (𝑖) is the time slot assigned to 𝑛𝑖.
According to the analysis in Section IV-A,
Pr
(
𝑇 (𝑗) = 𝑇 (𝑘)
∣∣∣𝑑(𝑡)𝑘𝑗 > 𝑅𝐷 , 𝑁 = 𝑛) = 1𝐿
And
Pr
(
𝑑
(𝑡)
𝑘𝑗 > 𝑅𝐷 & 𝑑
(𝑡+𝜏)
𝑘𝑗 < 𝑅𝐼
)
= Pr
(
𝑑
(𝑡)
𝑘𝑗 > 𝑅𝐷
)
Pr
(
𝑑
(𝑡+𝜏)
𝑘𝑗 < 𝑅𝐼
∣∣∣𝑑(𝑡)𝑘𝑗 > 𝑅𝐷 )
= 𝑃
(𝑡)
3 (1− 𝛼(𝜏)34 ) + 𝑃 (𝑡)4 (1− 𝛼(𝜏)44 )
(13)
So,
𝑃
(𝜏)
𝐶 =
𝑃
(𝑡)
3 (1− 𝛼(𝜏)34 ) + 𝑃 (𝑡)4 (1− 𝛼(𝜏)44 )
𝐿
(14)
Hence, when there are 𝑛 nodes in the network, the probability
that no nodes has a conflict with 𝑛𝑗 is
𝑃
(𝜏)
𝑐 =
(
1− 𝑃 (𝜏)𝐶
)
𝑛−2
So,
Pr (𝑥𝑖 = 1 ∣𝑇 (𝑖) = 𝑡+ 𝜏 ,𝑁 = 𝑛) = 𝑃 (𝜏)𝑐 𝑃 (𝜏)0¯ 𝛼
(𝜏)
11
Hence, the network throughput is given by
𝐸 (𝐺𝑚)
=
1
𝐿𝑢
∞∑
𝑛=0
𝐿𝑢−1∑
𝜏=0
𝑛Pr (𝑥𝑖 = 1&𝑇 (𝑖) = 𝑡+ 𝜏&𝑁 = 𝑛)
=
1
𝐿𝐿𝑢
∞∑
𝑛=0
𝐿𝑢−1∑
𝜏=0
𝑛𝑃
(𝜏)
𝑐 𝑃
(𝑡)
0¯
𝛼
(𝜏)
11
(𝜆𝑆)
𝑛
𝑒−𝜆𝑆
𝑛!
=
𝜆𝑆
𝐿𝐿𝑢
𝐿𝑢−1∑
𝜏=0
𝛼
(𝜏)
11
𝑒−𝜆𝑆𝑃
(𝜏)
𝐶
1− 𝑃 (𝜏)𝐶
(
1− 𝑒−𝜆𝑆𝐶
(
1−𝑃 (𝜏)𝐶
))
(15)
Therefore, 𝐸 (𝐺𝑚) is a function of 𝑃
(𝜏)
𝐶 and 𝛼
(𝜏)
11 , which in
practice, can be obtained by measurement or from historical
data. From (15), we can see that the network throughput
depends on the mobility rate, and the updating period 𝐿𝑢,
which represents the delay between information collection
and transmission. As the mobility rate and 𝐿𝑢 increase,
the collected information becomes less precise, resulting in
performance degradation.
When the network is immobile,
𝛼
(𝜏)
𝑘𝑙 =
{
0 if 𝑘 ∕= 𝑙
1 if 𝑘 = 𝑙
,
and according to Equation (14),
∀𝜏 ∈ {0, 1, ⋅ ⋅ ⋅ , 𝐿𝑢 − 1} , 𝑃 (𝜏)𝐶 =
𝑃
(𝑡)
3
𝐿
=
𝐴
𝑆𝐿
.
In such a case, the network throughput becomes
𝜆𝑆
𝐿
(
exp(−𝜆𝐴𝐿 )
1− 𝐴𝑆𝐿
)(
1− exp (−𝜆𝑆𝐶(1− 𝐴𝑆𝐿 ))), which we can
see, is exactly the same as Equation (7).
According to the analysis in Section IV-B, we can also
derive the net data rate when the impact of information
updating period is considered, i.e.,
𝐺′𝑚 =
𝐿𝑢
𝐿𝑢 +
2𝜆𝑆𝑃
𝐺𝐼
𝐺𝑚𝑊, (16)
V. EXPERIMENTAL VALIDATION
In this section, we have the following goals:
1) We verify the analysis of network performance in Sec-
tion IV by comparing the analytical results with the
simulation results.
2) We evaluate the network performance when the com-
munication overhead is taken into account.
3) We evaluate the network performance when the dynam-
ics of the networks and the information updating period
are considered.
A. Simulation Setup
Nodes are randomly located in a 40 × 40 square area
according to a Poisson distribution. The network density is set
to two different values, i.e., 𝜆 is set to 1 and 4, respectively.
We only observe the data of the nodes in the central region,
of size 30×30, so that the edge effects are isolated from other
phenomena. The nodes move according to a 2-D Random
Walk Mobility Model[25]. That is, in each time unit, each
node chooses a direction from [0, 2𝜋] randomly, and moves
with the chosen direction and a constant speed 𝑣. The speed 𝑣
is set to 0.1 and 0.5 per time unit. The length of each time unit
is set to the length of the time slot. The information updating
period 𝐿𝑢 varies from 2 to 20 time slots.
The communication range of nodes is 1 and the interference
range is 2.5. The information collection range varies from 0
to 2.5. The simulations for all scenarios are implemented in
C++ and each simulation result is averaged over 900 runs.
We evaluate two quantities, namely, throughput and net data
rate, which determine the performance of wireless networks.
The definitions of the two quantities are as follow:
1) Throughput: the average number of successful packets
in each time slot.
2) Net data rate: the number of bits of data transmitted per
second.
B. Validation of Network Throughput
Figure 4 compares the analytical throughput and the
throughput by simulation against the information collection
range 𝑅𝐷. It is obvious that as the information collection
range 𝑅𝐷 increases, the throughput increases, as it should. As
network density increases, the network throughput increases
slightly, because there are more links in the network. The
difference between the analytical results and the simulation
results are mainly due to 1) the assumption of independence
among nodes (Equation (3)), 2) due to the fixed frame size,
some nodes may not have colors to choose from, and 3) the
failure of the coloring process due to the lack of information
and coordination. From the simulation results, we can see
that as the information collection range increases, the differ-
ence between the analytical results and the simulation results
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Fig. 4. Comparison of throughputs obtained by analysis and simulation.
(a) 𝜆 = 1, 𝑃 = 1% (b) 𝜆 = 4, 𝑃 = 5%
Fig. 5. Net data rate as a function of the information collection range.
becomes larger. This is because as the information collec-
tion range increases, the dependency among nodes becomes
stronger, and the probability that a node may not have any
colors to choose from becomes larger.
C. Validation of Net Data Rate
Figure 5 plots the net data rate 𝐺′. The ratio of the
information packet length to the data packet length is set to 1%
and 5%, respectively. The information updating period 𝐿𝑢 is
set to 5, 10, and 20 time slots. Note that in this scenario, the
information updating period is a parameter which indicates
the dynamics of the networks, and we assume that during
each information updating period, the network state remains
unchanged. We will measure the effect of information updating
period in Section V-D. We can see that when 𝑃 = 1% and
𝐿𝑢 = 20, which means that the information packet is short,
and the network topology changes slowly, larger information
collection range brings larger net data rate. As the information
packet length and the dynamics of the network increase,
the extra communication overhead incurred by enlarging the
information collection range is considerable, and the net data
rate decreases as the information collection range increases.
D. Mobile Networks
Figure 6 compares the analytical throughput and the
throughput by simulation against the information collection
range 𝑅𝐷 for two different network mobility rates. As shown
in the figure, network throughput decreases with the speed
of the nodes. This is because with the same information
collection range and information updating period, the collected
information is more likely to be inaccurate when the nodes
move faster. When the mobility rate is small (𝑣 = 0.1),
we can see that the network throughput increases as the
information collection range increases, but the benefit obtained
with a shorter information updating period is relatively small.
Specifically, when 𝐿𝑢 decreases from 20 time slots to 5 time
slots, the network throughput increases by less than 20%.
As the mobility rate increases, we can see that the effect
of the information updating period becomes larger, and when
𝑣 = 0.5, by reducing the updating period from 20 time slots to
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(a) 𝑣 = 0.1 (b) 𝑣 = 0.5
Fig. 6. Comparison of throughputs of mobile networks obtained by analysis and simulation.
(a) 𝑣 = 0.1, 𝑃 = 1% (b) 𝑣 = 0.5, 𝑃 = 5%
Fig. 7. Net data rate of mobile networks as a function of information collection range and information updating period.
5 time slots, the network throughput is improved by more than
100%. However, the network throughput is hardly improved
by the information collection range, because the collected
network information becomes imprecise and useless due to
the rapid variation of the network topology. Note that when
the information collection range 𝑅𝐷 is 0, which means that
the nodes do not disseminate coloring information to any other
nodes, the network throughput with shorter updating periods
is larger. This is because we assume that at the beginning
of each updating period, each transmitter will update the
information of its receiver (even though the receiver is out
of its information collection range) so as to establish a link.
Figure 7 plots the net data rate when considering the effect
of the information updating period. When 𝑣 = 0.1 and
𝑃 = 1%, i.e., the mobility rate and the information packet
are small, a longer information updating period and a larger
information collection range are preferred, and the optimal net
data rate is achieved when 𝐿𝑢 = 20 and 𝑅𝐷 = 2.5. As the
mobility rate and the information packet length increase, a
shorter information updating period and a smaller information
collection range result in larger net data rate, and the net
data rate is maximized when 𝐿𝑢 = 2 and 𝑅𝐷 = 0, which
means that when the network is highly dynamic, to maximize
the net data rate, each transmitter should update its receiver
information frequently, and should not exchange the coloring
information with any other nodes.
VI. CONCLUSIONS AND FUTURE WORK
Most existing results on wireless network capacity have
been derived based on the implicit assumption of perfect
network state information and negligible overhead in obtaining
network state information. In this work, we investigate the
quantitative relationship between the available network infor-
mation and the scheduling performance in wireless networks.
We use a conflict graph model to describe the wireless
interference and an graph coloring algorithm is employed to
perform scheduling with limited information. The analytical
result on the relationship between network performance and
the information got by each node is then derived. Since col-
lecting information requires communication overhead which
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degrades the network performance, we analyze the overhead,
and reconsider the network performance by calculating the
net data rate. We notice that the network performance is
determined not only by the collected information, but also by
the mobility of wireless networks, so we evaluate the effect
of network information when the nodes in the networks are
mobile.
In fact, the scheduling algorithm itself also influences the
network performance. In the future, we intend to consider the
impact of scheduling algorithms on the network performance.
In addition, we intend to consider the impact of information
on the performance of a complete MAC protocol.
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