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ABSTRACT
In this paper we devise a methodology for analysing and
subsequently manipulating a sound scene acquired by means
of a uniform linear array of microphones. The array signal
is transformed in the ray space, i.e. a domain where acoustic
rays are points; here we extract the source position and orien-
tation in space and its radiation pattern, while its signal is ex-
tracted by a near-field beamformer. These descriptors can be
easily manipulated and provided to any parametric rendering
system. Through simulations we have proven the capability
of the proposed method to perform different manipulations.
Index Terms— Audio space time processing, ray space
transform, sound scene manipulation
1. INTRODUCTION
Sound field processing is a research topic that aims at extract-
ing information about the acoustic characteristics of both the
environment and the objects in a sound scene. The ability to
sense spatial properties of sound enables humans to experi-
ence immersivity, i.e. the sense of presence in a scene. In the
last decades this topic has raised interest in both research and
industry communities, for its great variety of applications.
For these purposes, the parametric spatial sound process-
ing paradigm is gaining the trend in the literature [1], [2]. The
main idea is to represent an input audio scene in a way that
is independent of any reproduction format, thus enabling op-
timal reproduction over any given playback system as well as
flexible scene modification [3].
In this paper we aim at analysing and subsequently ma-
nipulating a sound scene, adopting such a parametric model.
Specifically, the parameters we are interested in, are the
source signal, its position and orientation in space and its ra-
diation pattern, defined as the angular-frequency dependence
of the amplitude of the emitted sound field [4].
The scene is acquired by means of a uniform linear ar-
ray (ULA) of microphones and transformed in the ray space,
which is a domain where acoustic rays are mapped onto points
and sources onto lines. In this domain, the source position is
estimated by a linear regression, while the radiation pattern
and the orientation are extrapolated in the circular harmonics
domain through an optimization problem; the source signal is
extracted by a specifically tailored near-field beamformer.
The scene parameters can be modified and provided to
any parametric rendering system, such as Ambisonics [5] and
Wave Field Synthesis [6]. In the following, the sound scene
is characterized by a single sound source lying on the same
plane of the ULA in a free field scenario. The manipula-
tion refers to the source translation and the rotation about its
axis; the source signal and radiation pattern are the identity of
any sound object, therefore their modification is not a proper
scene manipulation.
In terms of novelty, we highlight the advantages of pro-
cessing the sound scene in the ray space: in addition to
exploiting the point-line duality for source localization with
very fast and robust methods, in this paper the radiation pat-
tern and the source orientation are estimated directly from
the ray space coefficients of the array signal. Therefore, the
near-field beamformer for signal extraction is designed upon
the information processed in the ray space.
2. SIGNAL MODEL AND BACKGROUND
In this section we define the data model adopted in this
manuscript and review the Ray Space Transform (RST) in-
troduced in [7] that will be applied to the array signal.
Being u(t ; !k) 2 CL1 the Short Time Fourier Trans-
form (STFT) of the microphone array at the  -th time frame
and k-th frequency bin, we can state that [8]
u(t ; !k) = g(Rjr0(t ); !k)  p(t ; !k)S(t ; !k) + e(t ; !k);
(1)
whereR = [r0; : : : ; rL 1] collects the microphone positions,
r0(t ) is the source position,  denotes the Hadamard product,
p(t ; !k) collects the radiation pattern weights, S(t ; !k) 2
C is the STFT of the source signal, e(t ; !k) is a spatially
white noise and finally g(Rjr0(t ); !k) 2 CL1 collects the
free field acoustic transfer function values from the source to
the array in the form of the Green propagator
[g(Rjr0(t ); !k)]l =
e j!kkrl r
0(t )k=c
4krl   r0(t )k ; (2)
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Fig. 1: The point in the geometric space (left) transforms in a linear
pattern in the ray space (right).
where []l is the l-th element of the vector. The RST maps the
signal acquired by the ULA onto a domain called ray space;
each (m; q) point on this domain represents a ray lying on
a line having slope m and intercept q [9]. Consequently, a
generic point r = [x; y]T in the geometric space appears in
the ray space as the linear pattern q =  mx + y [10], as
shown in fig. 1. In detail, the RST applies a Gaussian window
sliding along the array, modulated by complex exponential
basis functions that span a set of prescribed directions. Being
the ULA displaced along the y axis, it can be formalized as
[Y]i;w(!k) = d
L 1X
l=0
Ul(!k)e
 j !c yl mwp
1+m2w e 
(yl qi)2
2 ; (3)
where []i;w is the matrix element at i-th row and w-th col-
umn, d is the distance between two adjacent array elements,
L is the number of array elements, Ul(!) is the signal of the
l-th microphone (placed at yl), c is the speed of sound, qi with
i = 0; : : : ; I   1 is the centre of the i-th spatial window, mw
with w = 0; : : : ;W   1 encodes the direction of the ray pass-
ing through the window centre, and finally  is related to the
width of the Gaussian window.
3. SOUND SCENE ANALYSIS
In this section we go through the proposed analysis proce-
dure, depicted in fig. 2, that enables the extraction of the
sound scene parameters. Since the analysis is performed at
each time frame independently, in the following the time de-
pendency is omitted.
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Fig. 2: Block diagram of the analysis stage.
3.1. Source Localization
The localization is performed upon considering the wide-
band extension Y 2 RIW of the RST, computed as the
geometric mean along the K=2 frequency bins of the abso-
lute value of the coefficients matrix jY(!k)j [7].
From Y one peak is identified for each i-th row at val-
ues m^i and amplitude i. The found peaks are collected in
the vector m^ = [m^0; : : : ; m^I 1]T ; then we introduce the ma-
trices M^ = [ m^;1] and  = diag (0; : : : ; I 1); finally
we build the vector q = [q0; : : : ; qI 1]T that collects the y-
coordinate of the centres of the spatial windows.
The position of the acoustic source is then estimated
through a weighted least-squares regression [11]:
r^0 = [x^0; y^0]T =

M^
T
M^
 1
M^
T
q: (4)
3.2. Radiation Pattern Estimation
Once the position of the source has been extracted, we can
estimate the radiation pattern fromY(!k) as:
[p^(!k)]i = 4i
 
d
L 1X
l=0
e (yl qi)
2=2
! 1
[jY(!k)j]i;w0 ; (5)
where i =
p
x^0 + (qi   y^0)2 accounts for the attenuation
due to the acoustic propagation, the term in brackets ac-
counts for the Gaussian windowing introduced by the RST
and [Y(!k)]i;w0 are the RST coefficients along the linear
pattern emerging from the localization, i.e. (i; w0) such that
qi =  mw0 x^0 + y^0.
The radiation pattern p^(!k) is sensed by the array in a
limited set of directions i = arctan((y^0   qi)=x^0) from the
source position to the centres of the spatial windows; how-
ever we would like to know the radiation pattern value for all
the possible directions. Therefore, we assume that the source
radiation pattern can be represented with a limited set of Cir-
cular Harmonics (CH) coefficients, similarly to [12]. The de-
composition assumes a set of cosine basis functions:
[p^(!k)]i =
N 1X
n=0
bn(!k) cos (n (i   )) ; (6)
where N is the order of the CH decomposition and bn(!k)
is the n-th order coefficient. We define a coefficients vector
b(!k) 2 RN1 and a matrix A^ 2 RIN collecting the cosine
functions: h
A^
i
i;n
= cos(n(i   ^)); (7)
where ^ is the estimated source orientation, defined as the di-
rection at which the mean along the frequency of the radiation
pattern is maximum:
^ = i0 with i0 = argmax
i
2
K
X
k
[p^(!k)]i ; (8)
2
having assumed the source is facing the array. Thus, equation
(6) can be written in matrix form:
p^(!k) = A^b(!k): (9)
Therefore, b(!k) can be estimated using a linearly con-
strained minimization problem [13]:
b^(!k) = argmin
b
kp^(!k)  A^bk2
s:t: Cb  0
(10)
where 0 2 ZN1 is a vector of zeros and C 2 RNN
collects the CH basis functions in the same form of (7) but
8 2 [0; 2], having N uniformly sampled directions. Here,
the constraint forces the radiation pattern to be positive.
3.3. Signal Extraction
Once b^(!k) has been obtained, we can compute the radia-
tion pattern weight for the array, ~p(!k) adopting (9), and the
propagation terms ~g(!k) = g(Rj^r0; !k) from the estimated
source position r^0 to the microphone positionsR.
We aim at extracting the source signal S(!k) directly
from the array signal (1) by designing a filter ~h(!k) such that
~h(!k) = argmin
h
hHh
s:t: hH (~p(!k)  ~g(!k)) = 1;
(11)
yielding to the near-field beamformer:
~h(!k) =
~p(!k)  ~g(!k)
k~p(!k)  ~g(!k)k (12)
The source signal is extracted, at each time frame, as
S^(!k) = ~h(!k)
Hu(!k) and, once all the time frames and
frequency bins have been analysed, the original signal can be
reconstructed with the Inverse STFT.
4. SOUND SCENE SYNTHESIS
This section describes the spatial sound scene manipulation
and synthesis. In the following we consider a set ofLS points,
collected by the matrixRS , at which we reconstruct the sound
field after its manipulation. The time and frequency depen-
dencies are explicitly reported for the sake of clarity; how-
ever the synthesis is performed in the same STFT framework
of the analysis stage.
Let r0S(t ) be the modified source position; the acoustic
propagator is gS(t ; !k) = g(RS jr0S(t ); !k), computed as
in (2). The manipulated radiation pattern is computed in the
CH domain as in (9):
[AS(t )]l;n = cos(n(l(t )  S(t ))
pS(t ; !k) = AS(t )b^(!k);
(13)
where l is the direction from the desired source position
r0S(t ) to the l-th reconstruction point, and S(t ) is the de-
sired source orientation. Finally we can compute the manipu-
lated sound field at the evaluation points as in (1):
uS(t ; !k) = (gS(t ; !k)  pS(t ; !k)) S^(t ; !k): (14)
We remark that the CH coefficients b^(!k) and the source sig-
nal S^(t ; !k) are inherited from the analysis, while the ma-
nipulation concerns only the source position and orientation.
5. RESULTS
In this section we evaluate through simulations the proposed
methodology. The scene consists of a single sound source
emitting a white noise signal with a 4-th order directive pat-
tern facing the array. The radiation pattern extraction is per-
formed by a first order CHD. Without loss of generality, the
synthesized sound field is evaluated at the same microphone
positions of the analysis stage, i.e. RS = R. Table 1 reports
the scene characteristics and the RST and STFT parameters.
In order to validate the synthesized sound field against the
sound field as if it would be generated by a virtual source, we
compare the l-th microphone signal ul(t) of the desired sound
field with its synthesized version u^l(t) obtained from (14). In
particular, we compute the Normalized Mean Square Error
between the actual and synthesized signals averaged over all
the sensors in the array:
NMSE = 10 log10
 
1
L
L 1X
l=0
P
t jul(t)  u^l(t)j2P
t jul(t)j2
!
: (15)
We perform the simulations by varying the variance of the
spatial white noise e(t ; !k) (1) in order to obtain three dif-
ferent values of SNR with respect to the 8-th microphone, e.g.
Sound Scene
speed of sound c = 343 m s 1
source orientation  = 
radiation pattern (9) b = [0:62; 0:3; 0:02; 0:05; 0:01]T
array elements and distance L = 16, d = 10 cm
microphone radiation pattern omnidirectional
RST
q axis sampling interval q = d=2 = 5 cm
number of spatial windows I = 32
m axis sampling interval m  0:0028
number of visible directions W = 350
angular aperture m = 4 (  76)
Gaussian windows width  = 30 cm
STFT
frequency range 250 1700 Hz
length, overlap and shape 50ms - 75% - Hamming
FFT sampling 8 kHz, 512 bins
Table 1: Simulation parameters.
3
20, 30 and 40 dB. The reported results are obtained by aver-
aging over 100 realizations.
5.1. Scene Manipulation
For the sake of clarity we do manipulate only one parame-
ter at a time: first we modify the source orientation, then we
translate the source from its analysed position. Fig. 3 helps
visualizing the manipulations. We adopt the polar coordinates
in order to clarify the impact on the synthesis of the distance 
and the angle  of the source with respect to the centre of the
array, i.e. the axes origin. During the analysis stage the source
is placed at r0 = [1; 0]Tm for the first three cases, while for
the fourth one is placed in [3; 0]Tm. In the following we re-
port the list of the performed manipulations.
Orientation: the source is rotated about its axis while its
position is left unchanged in [1; 0]Tm. Fig. 4a shows the
results against = S  ^. It is possible to notice a smooth
and graceful increase of the NMSE as the difference of the
orientation increases from the original one, due to the fact
that during the manipulation, for large values of , part of
the radiation pattern is synthesized from the model (9) for
directions different from the analysis ones.
Angular coordinate: the source moves on a circumfer-
ence centred on the axes origin with radius 1m starting at the
analysis position [1; 0]Tm, while keeping its original orien-
tation fixed at S = . The results are reported in fig. 4b;
as the source departs from the analysis position, the synthe-
sized directions deviate from the analysis set and therefore the
NMSE slightly increases.
Increasing distance: the source moves on a straight line
starting at position [1; 0]Tm up to [3; 0]Tm i.e. increasing
the distance  (in the figure, reported as  ! ). The results in
fig. 4c shows a decrease of the NMSE due to the fact that,
as the source gets away without changing its orientation, the
set of directions sensed by the array shrinks and therefore the
radiation pattern weights are not extrapolated but instead in-
terpolated from the analysis data.
Decreasing distance: the source moves on a straight line
starting at position [3; 0]Tm down to [1; 0]Tm i.e. decreasing
 (in the figure, reported as   ). The results in fig. 4d shows
an increase of the NMSE due to the fact that as the source
moves closer to the array without changing its orientation, the
set of directions sensed by the array widens.
Although the original pattern has an higher order than the
synthesized one, the system achieves good performances in
terms of NMSE, which remains strictly negative even for low
SNR values. As expected, the higher the SNR is, the lower
NMSE can be obtained.
6. CONCLUSIONS
In this paper we have proposed a methodology for the ma-
nipulation of sound scenes adopting a parametric approach in
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Fig. 3: The simulated manipulations.
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Fig. 4: Simulation results for three different SNR levels when ma-
nipulating: (a) the orientation; (b) the angular coordinate; (c) in-
creasing distance; (d) decreasing distance.
the ray space. The source localization and the extraction of
its radiation pattern are performed through a least squares re-
gression and a constrained quadratic programming problem,
respectively. The source signal is extracted by a near-field
beamformer. The estimate parameters are intuitively modified
in order to manipulate the acoustic scene and then provided
to any parametric rendering system. We have provided nu-
merical evaluations to prove the effectiveness of the proposed
solution. The system exhibits robustness to the additive white
noise at different SNR values with low performance degrada-
tion. The proposed methodology can be easily extended by
deploying multiple microphone arrays [9], [14].
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