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Abstract. In this paper we propose an iterative method for calculating the largest eigenvalue
of an irreducible nonnegative tensor. This method is an extension of a method of Collatz (1942) for
calculating the spectral radius of an irreducible nonnegative matrix. Numerical results show that our
proposed method is promising. We also apply the method to studying higher-order Markov chains.
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1. Introduction. Let R be the real ﬁeld. We consider an m-order n-dimensional
tensor A consisting of nm entries in R:
(1.1) A = (Ai1i2...im), Ai1i2...im ∈ R, 1 ≤ i1, i2, . . . , im ≤ n.
A is called nonnegative (or, respectively, positive) if Ai1i2...im ≥ 0 (or, respectively,
Ai1i2...im > 0). To an n-dimensional column vector x = [x1, x2, . . . , xn]T ∈ Rn, real
or complex, we deﬁne an n-dimensional column vector:
(1.2) Axm−1 :=
⎛
⎝ n∑
i2,...,im=1
Ai i2...imxi2 · · ·xim
⎞
⎠
1≤i≤n
.
Definition 1.1. Let A be an m-order n-dimensional tensor and C be the set
of all complex numbers. Assume that Axm−1 is not identical to zero. We say that
(λ, x) ∈ C × (Cn\{0}) is an eigenvalue-eigenvector of A if
(1.3) Axm−1 = λx[m−1].
Here, x[α] = [xα1 , xα2 , . . . , xαn ]T .
This deﬁnition was introduced by Qi [9] when m is even and A is symmetric.
Independently, Lim [7] gave such a deﬁnition but restricted x to be a real vector
and λ to be a real number. Lim also discussed the case that m is odd, by us-
ing [xm−11 sign(x1), x
m−1
2 sign(x2), . . . , x
m−1
n sign(xn)]
T on the right-hand side instead.
Here we use the deﬁnition given by Chang, Pearson, and Zhang [2]. This deﬁnition
is slightly diﬀerent from the deﬁnition of Lim [7] when m is odd.
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Eigenvalues of higher order have become an important topic of study in a new
applied mathematics branch, numerical multilinear algebra, and they have a wide
range of practical applications; for more references, see [7, 10, 11, 12]. In recent studies
of numerical multilinear algebra [2, 3, 7, 9, 10], eigenvalue problems for tensors have
attracted special attention. In particular, in [2, 7] the Perron–Frobenius theorem for
nonnegative matrices has been generalized to the class of nonnegative tensors.
Definition 1.2 (see [2]). An m-order n-dimensional tensor A is called reducible
if there exists a nonempty proper index subset I ⊂ {1, 2, . . . , n} such that
Ai1i2...im = 0 ∀i1 ∈ I, ∀i2, . . . , im /∈ I.
If A is not reducible, then we call A irreducible.
The Perron–Frobenius theorem for nonnegative tensors is related to measuring
higher-order connectivity in linked objects and hypergraphs [7]. In [2] the well-known
Collatz [6] minimax theorem for irreducible nonnegative matrices has been extended
to irreducible nonnegative tensors. In the following, we state the Perron–Frobenius
theorem for nonnegative tensors.
Theorem 1.3 (see [2]). If A is an irreducible nonnegative tensor of order m and
dimension n, then there exist λ0 > 0 and x0 > 0, x0 ∈ Rn, such that
(1.4) Axm−10 = λ0x[m−1]0 .
Moreover, if λ is an eigenvalue with a nonnegative eigenvector, then λ = λ0. If λ is
an eigenvalue of A, then |λ| ≤ λ0.
Let P = {x ∈ Rn : xi ≥ 0, 1 ≤ i ≤ n} and int(P ) = {x ∈ Rn : xi > 0, 1 ≤ i ≤
n}. We have the following minimax theorem for irreducible nonnegative tensors. We
will give the deﬁnition of an irreducible nonnegative tensor at the beginning of the
next section.
Theorem 1.4 (see [2]). Assume that A is an irreducible nonnegative tensor of
order m and dimension n. Then
(1.5) min
x∈int(P )
max
xi>0
(Axm−1)i
xm−1i
= λ0 = max
x∈int(P )
min
xi>0
(Axm−1)i
xm−1i
,
where λ0 is the unique positive eigenvalue corresponding to the positive eigenvector.
Based on the above results, in section 2 we propose an iterative method for
computing the largest eigenvalue of an irreducible nonnegative tensor. This method
can be regarded as an extension of a method of Collatz [6] (see [13, 14]) for calculating
the spectral radius of an irreducible nonnegative matrix. In section 3 we report our
numerical results, which show that our proposed method is promising. In section 4,
we apply the method to studying higher-order Markov chains. We conclude the paper
with some remarks in section 5.
2. An iterative method. In this section, we give an iterative method for calcu-
lating the largest eigenvalue of an irreducible nonnegative tensor. We ﬁrst give some
results which will be used later.
Lemma 2.1 (see [2]). If an m-order n-dimensional nonnegative tensor A is
irreducible, then
n∑
i2,...,im=1
Aii2...im > 0 ∀1 ≤ i ≤ n.
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From this lemma, we have the following result.
Lemma 2.2. If an m-order n-dimensional nonnegative tensor A is irreducible,
then for any positive vector x > 0, x ∈ Rn, Axm−1 is a positive vector; i.e.,
Axm−1 > 0.
By a direct computation, we obtain the following lemma.
Lemma 2.3. Suppose that A is a nonnegative tensor of order m and dimension
n, x and y are two nonnegative column vectors, and t is a positive number. Then, we
have the following:
(1) If x ≥ y, then Axm−1 ≥ Aym−1;
(2) A(tx)m−1 = tm−1Axm−1.
Now we give the main result of this paper. Based on this result, we will obtain
an iterative method for calculating a lower bound and an upper bound of the largest
eigenvalue of an irreducible nonnegative tensor.
Theorem 2.4. Let A be an irreducible nonnegative tensor of order m and di-
mension n and let x(0) ∈ Rn be an arbitrary positive vector. Let y(0) = A(x(0))m−1.
Define
x(1) =
(
y(0)
)[ 1m−1 ]∥∥∥(y(0))[ 1m−1 ]∥∥∥
, y(1) = A (x(1))m−1 ,
x(2) =
(
y(1)
)[ 1m−1 ]∥∥∥(y(1))[ 1m−1 ]∥∥∥
, y(2) = A (x(2))m−1 ,
...
x(k+1) =
(
y(k)
)[ 1m−1 ]∥∥∥(y(k))[ 1m−1 ]∥∥∥
, y(k+1) = A (x(k+1))m−1 , k ≥ 2,
...
and let
λk = min
x
(k)
i >0
(A(x(k))m−1)
i
(x(k)i )m−1
, λ¯k = max
x
(k)
i >0
(A(x(k))m−1)i
(x(k)i )m−1
, k = 1, 2, . . . .
Assume that λ0 is the unique positive eigenvalue corresponding to a nonnegative eigen-
vector. Then,
λ1 ≤ λ2 ≤ · · · ≤ λ0 ≤ · · · ≤ λ¯2 ≤ λ¯1.
Proof. Clearly, by Theorem 1.4, for k = 1, 2, . . . ,
λk ≤ λ0 ≤ λ¯k.
We now prove for any k ≥ 1
λk ≤ λk+1 and λ¯k+1 ≤ λ¯k.
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For each k = 1, 2, . . . , by the deﬁnition of λk, we have
A
(
x(k)
)m−1
≥ λk
(
x(k)
)[m−1]
> 0.
Then,
(
y(k)
)[ 1m−1 ]
=
{
A
(
x(k)
)m−1}[ 1m−1 ]
≥ (λk)
1
m−1 x(k) > 0.
So,
x(k+1) =
(
y(k)
)[ 1m−1 ]∥∥∥(y(k))[ 1m−1 ]∥∥∥
≥ (λk)
1
m−1 x(k)∥∥∥(y(k))[ 1m−1 ]∥∥∥
> 0.
Hence, by Lemma 2.3, we get
A
(
x(k+1)
)m−1
≥ λkA
(
x(k)
)m−1
∥∥∥(y(k))[ 1m−1 ]
∥∥∥m−1
=
λky
(k)∥∥∥(y(k))[ 1m−1 ]
∥∥∥m−1
=
λk
{(
y(k)
)[ 1m−1 ]}[m−1]
∥∥∥(y(k))[ 1m−1 ]
∥∥∥m−1
,
= λk
(
x(k+1)
)[m−1]
,
which means, for each i = 1, 2, . . . , n,
λk ≤
(A(x(k+1))m−1)
i(
x
(k+1)
i
)m−1 .
Therefore, we obtain
λk ≤ λk+1.
Similarly, we can prove that
λ¯k+1 ≤ λ¯k.
This completes our proof.
Based on Theorem 2.4, we state our algorithm as follows.
Algorithm 2.1.
Step 0. Choose x(0) > 0, x(0) ∈ Rn. Let y(0) = A(x(0))m−1 and set k := 0.
Step 1. Compute
x(k+1) =
(
y(k)
)[ 1m−1 ]∥∥∥(y(k))[ 1m−1 ]
∥∥∥
,
y(k+1) = A(x(k+1))m−1,
λk+1 = min
x
(k+1)
i >0
(
y(k+1)
)
i(
x
(k+1)
i
)m−1 ,
λ¯k+1 = max
x
(k+1)
i >0
(
y(k+1)
)
i(
x
(k+1)
i
)m−1 .
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Step 2. If λ¯k+1 = λk+1, stop. Otherwise, replace k by k + 1 and go to Step 1.
For Algorithm 2.1, by Theorem 2.4, we obtain the following result.
Theorem 2.5. Let A be an irreducible nonnegative tensor of order m and di-
mension n. Assume that λ0 is the unique positive eigenvalue corresponding to a
nonnegative eigenvector. Then, Algorithm 2.1 produces the value of λ0 in a finite
number of steps or generates two convergent sequences {λk} and {λ¯k}. Furthermore,
let λ = limk→+∞ λk and λ¯ = limk→+∞ λ¯k. Then, λ and λ¯ are a lower bound and an
upper bound, respectively, of λ0. If λ = λ¯, then λ0 = λ = λ¯.
Since {λk} is a monotonic increasing sequence and has an upper bound, the limit
exists. This implies that {x(k)} converges to a vector x.
3. Numerical results. In this section, in order to show the viability of Algo-
rithm 2.1, we used Matlab 7.1 to test it on Example 1 and some randomly generated
tensors. For these randomly generated tensors, the value of each entry is between 0
and 10. Throughout the computational experiments, x(0) = [1, 1, . . . , 1]T ∈ Rn. We
terminate our iteration when one of the following conditions is satisﬁed:
(1) k ≥ 100,
(2) λ¯k − λk ≤ 10−7.
Example 1. Consider the 3-order 3-dimensional tensor
A = [A(1, :, :), A(2, :, :), A(3, :, :)],
where
A(1, :, :) =
⎛
⎝ 6.48 8.35 1.034.04 3.72 1.43
6.61 6.41 1.35
⎞
⎠ ,
A(2, :, :) =
⎛
⎝ 9.02 0.78 6.909.70 4.79 1.85
2.09 4.17 2.98
⎞
⎠ ,
A(3, :, :) =
⎛
⎝ 9.55 1.57 6.895.63 5.55 1.45
5.65 8.29 6.22
⎞
⎠ .
Our numerical results are reported in Tables 1 and 2. In Table 1, we give the
output of Algorithm 2.1 for the 3-order 3-dimensional tensor of Example 1, where
λk = 0.5(λ¯k + λk) for each k. In Table 2, we summarize our numerical results for
some randomly generated tensors. In this table, n and m specify the dimension and
the order, respectively, of the randomly generated tensor. Ite denotes the number of
iterations, λ¯ − λ and λ denote the values of λ¯k − λk and 0.5(λ¯k + λk), respectively,
at the ﬁnal iteration. ‖Axm−1 − λx[m−1]‖∞ denotes the value of ‖A
(
x(k)
)m−1 −
λk
(
x(k)
)[m−1]‖∞ at the ﬁnal iteration. The results reported in Table 2 show that the
proposed method is promising. The algorithm is able to produce the largest eigenvalue
for all these randomly generated tensors.
4. Higher-order Markov chains. In this section, we apply the method to
compute the probability distribution of a higher-order Markov chain.
Data sequences (or time series) occur frequently in many real-world applications.
The most important step in analyzing a data sequence (or time series) is the selection
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Table 1
Output of Algorithm 2.1 for Example 1.
k λk λ¯k λ¯k − λk λk ‖A(xk)m−1 − λk(xk)[m−1]‖∞
1 4.18e+001 4.48e+001 3.07e+000 4.33e+001 5.78e-001
2 4.32e+001 4.34e+001 2.32e-001 4.33e+001 4.50e-002
3 4.32e+001 4.33e+001 2.70e-002 4.33e+001 5.25e-003
4 4.33e+001 4.33e+001 2.80e-003 4.33e+001 5.46e-004
5 4.33e+001 4.33e+001 3.09e-004 4.33e+001 6.02e-005
6 4.33e+001 4.33e+001 3.35e-005 4.33e+001 6.53e-006
7 4.33e+001 4.33e+001 3.66e-006 4.33e+001 7.12e-007
8 4.33e+001 4.33e+001 3.98e-007 4.33e+001 7.75e-008
9 4.33e+001 4.33e+001 4.33e-008 4.33e+001 8.44e-009
Table 2
Numerical results of Algorithm 2.1 for randomly generated tensors.
(n, m) Ite λ¯− λ ‖Axm−1 − λx[m−1]‖∞
(5, 3) 10 2.61e-008 2.63e-009
(5, 4) 7 5.56e-008 2.56e-009
(5, 5) 6 6.44e-009 1.30e-010
(5, 6) 7 6.37e-010 5.74e-012
(10, 3) 8 2.13e-008 1.03e-009
(10, 4) 7 1.93e-008 3.08e-010
(10, 5) 6 2.89e-008 1.45e-010
(10, 6) 6 5.82e-009 9.32e-012
(15, 3) 8 6.51e-009 2.15e-010
(15, 4) 7 6.13e-009 5.25e-011
(15, 5) 6 7.36e-009 1.64e-011
(20, 3) 8 3.11e-009 8.08e-011
(30, 3) 7 5.30e-008 8.81e-010
(40, 3) 7 7.82e-009 9.94e-011
(50, 3) 7 6.60e-009 6.76e-011
(60, 3) 7 2.48e-009 2.05e-011
(70, 3) 7 1.72e-009 1.22e-011
(80, 3) 7 1.87e-009 1.19e-011
(90, 3) 7 6.91e-010 3.87e-012
(100, 3) 7 1.05e-009 5.23e-012
of an appropriate mathematical model for the data, because it helps in predictions,
hypothesis testing, and rule discovery. A categorical data sequence Z can be logically
represented as a vector (z1, z2, . . . , zT ), where T is the length of the sequence, and we
consider that each data point zt in a data sequence takes values in {1, 2, . . . , n} and
n is ﬁnite, i.e., has m possible categories or states. For categorical data sequences,
there are many situations in which one would like to employ higher-order Markov
chain models as a mathematical tool, and a number of applications can be found in
the literature; see, for instance, [5] and references therein. A higher-order Markov
chain model is used to ﬁt the observed data through the calculation of higher-order
transition probabilities:
(4.1) 0 ≤ pk1,k2,...,km = Prob(Xt = k1 | Xt−1 = k2, . . . , Xt−n = km) ≤ 1,
where
(4.2)
n∑
k1=1
pk1,k2,...,km = 1.
To summarize, we can consider an m-order n-dimensional tensor P consisting of nm
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entries between 0 and 1:
P = (pk1k2...km), 1 ≤ i1, i2, . . . , im ≤ n.
In [5], several methods are employed to approximate higher-order Markov chains.
For instance, the entry pk1k2...km is approximated by a linear combination of pki,kj
for some i and j, and therefore a higher-order Markov chain can be approximated
by a linear combination of transition matrices. However, according to the results in
Theorems 2.4 and 2.5, it is not necessary to approximate higher-order Markov chains.
We have the following corollary about the probability distribution of a higher-order
Markov chain.
Corollary 4.1. If P is an irreducible nonnegative tensor of order m and di-
mension n with (4.2), then there exist λ0 > 0 and a vector x¯ > 0, x¯ ∈ Rn, such
that
(4.3) P x¯m−1 = λ0x¯[m−1].
In particular, we can normalize x¯ such that
n∑
i=1
x¯i = 1,
and therefore a probability distribution of a higher-order Markov chain can be deﬁned.
However, we may not call it a stationary probability distribution, as λ0 may not equal
1; see the examples in the next subsection. This result is diﬀerent from a second-order
irreducible nonnegative tensor (a Markov chain matrix P ) that the largest eigenvalue
of a Markov chain matrix is always equal to one [1], and the corresponding eigenvector
x > 0; i.e., Px = x. Since the eigenvector x can be normalized such that the sum of
its entries is equal to one, it is also called a stationary probability distribution for P .
4.1. An application. In this subsection, we employ the iterative method to
compute probability distributions of higher-order Markov chains. Such probability
distributions can be used to characterize higher-order Markov chains for decision
making. A large soft-drink company in Hong Kong presently faces an in-house prob-
lem of production planning and inventory control. A pressing issue that stands out
is the storage space of its central warehouse, which often ﬁnds itself in the state of
overﬂow or near capacity. The company thus urgently needs to study the interplay
between its storage space requirements and its overall growing sales demand. There
are various product states depending on the level of sales volume:
state 1: very slow-moving (very low sales volume),
state 2: slow-moving,
state 3: standard,
state 4: fast-moving,
state 5: very fast-moving (very high sales volume).
Such labellings are useful from both marketing and production planning points of
view; see [5]. For instance, when we obtain the probability distribution of product
states (states 1,2,3,4,5) by using Corollary 4.1, then we can ﬁnd the optimal policy for
minimizing the average long-run cost of the production system for the products under
these probabilities [4]. There are costs associated with each product remaining at the
end of the day (overage cost) and each unsatisﬁed demand (shortage cost). This is a
well-known classical problem in management science [8].
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Table 3
Prediction accuracy r in the sales demand data.
Product A Product B Product C Product D
Second-order tensor 0.76 0.70 0.39 0.74
(Markov chain matrix)
Third-order tensor 0.79 0.78 0.51 0.83
Randomly chosen 0.20 0.20 0.20 0.20
Next we would like to make use of higher-order Markov models for the purpose
of prediction. According to the state probability distribution, the prediction of the
next state zˆt at time t can be taken as the state with the maximum probability, i.e.,
zˆt = j if [zˆt]i ≤ [zˆt]j ∀1 ≤ i ≤ n.
To evaluate the performance and eﬀectiveness of Markov chain models, a prediction
result is measured by the prediction accuracy r, deﬁned as
r =
∑T
t=m+1 δt
T
,
where T is the length of the data sequence and
δt =
{
1 if zˆt = zt,
0 otherwise.
For our new model, we consider the third-order tensor model (i.e., m = 3) and use
the data to estimate the probabilities. The results are reported in Table 3. For com-
parison, we also study the second-order tensor (i.e., Markov chain matrix). Results
show the eﬀectiveness of the third-order tensor model. We see from Figure 1 that the
change of the states of the products A, B, and D is more regular than that of the prod-
uct C. In Table 4, we display the calculation results and the probability distributions
computed by the iterative method. We see from the table that the computed values
are not equal to 1, and four diﬀerent products have diﬀerent probability distributions
characterizing their corresponding higher-order Markov chains.
5. Conclusions. In this paper we have proposed an iterative method for cal-
culating the largest eigenvalue of an irreducible nonnegative tensor. This method is
an extension of a method of Collatz [6] for calculating the spectral radius of an irre-
ducible nonnegative matrix. When the order of the nonnegative tensor is 2, Theorem
2.4 reduces to the result by Collatz, and Algorithm 2.1 reduces to the Collatz algo-
rithm [6, 13, 14] for ﬁnding the spectral radius of an irreducible nonnegative matrix.
In [13, 14], the following result was given.
Theorem 5.1. Let B be an irreducible nonnegative matrix. Assume that λ0 is the
unique positive eigenvalue of B and that the two convergent sequences {λk} and {λ¯k}
are generated by the Collatz algorithm. Let λ = limk→+∞ λk and λ¯ = limk→+∞ λ¯k.
Then, λ0 = λ = λ¯ if and only if B is primitive.
In a recent paper by Chang, Pearson, and Zhang [2], some conditions have been
given for the positive eigenvalue of an irreducible nonnegative tensor to be real geo-
metrically simple. We conjecture that in Theorem 2.5 if the positive eigenvalue λ0 of
the irreducible nonnegative tensor A is real geometrically simple, then λ0 = λ = λ¯ for
m > 2. While we have enough numerical evidence as well as intuition to believe that
this is true, we do not yet have a proof, so we leave it as an open problem. We note
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Product B
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Product C
50 100 150 200 250
1
2
3
4
5
Product D
Fig. 1. The states of four products A, B, C, and D.
Table 4
Computed results by the iterative method.
Product A Product B Product C Product D
λ 4.2900 4.6171 4.5247 4.7198
Probability 0.1139 0.1364 0.1918 0.1214
distribution 0.3509 0.3062 0.2687 0.2568
for ﬁve 0.2089 0.1985 0.2603 0.2416
states 0.1714 0.1939 0.1910 0.2064
0.1550 0.1650 0.0882 0.1737
that the conjecture is false for m = 2. In particular, a matrix may be nonnegative
and irreducible with simple eigenvalues but not primitive, for example,
⎛
⎝0 1 11 0 0
1 0 0
⎞
⎠ .
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