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We find asymptotic upper and lower bounds on the number of linear extensions of the 
containment ordering of subsets of a finite set. These agree in their most significant non-trivial 
terms. A related open question is described. 
1. Introduction 
We will be considering linear orderings of the subsets of an n-element set, S. 
We are concerned in this paper with bounds on the number, J, of such orderings 
that are consistent with inclusion among the subsets. Such an ordering is called a 
linear extension of the Boolean algebra of subsets of S. These extensions form 
maximal chains in the ‘free distributive lattice’ on it elements, so that the question 
addressed here is of the number of maximal chains in this lattice. This question 
was suggested to the authors by Richard Stanley. 
We will obtain upper and lower bounds for the logarithm, L, of J, that agree in 
their leading nontrivial term. We describe a related counting question that could 
resolve the difference between them to the highest order in which they now differ. 
A trivial upper bound for L or J is given by the number of orderings of the 2” 
subsets disregarding compatibility with inclusion; which gives an upper bound of 
2”!, and gives as upper bound for the logarithm, L, as follows: 
L < 2”(n log 2 - 1-t 0(1/n)). 
We may obtain an obvious lower bound for L by counting all orderings of 
subsets such that for every k, each subset having k elements comes after every 
smaller sized subset. This gives a lower bound for J of the product of all binomial 
coefficients on n; or n [C(n, k)!] over all k. This gives the following lower bound 
for L: 
L > 2”((n + 1)log 2 - 4 log 2m - 5 + o(1 ln)). 
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In the next section we give an improved upper bound that resolves the leading 
term of the difference here, which is 2” log $z in the bounds on L. In the 
following section we obtain an improvement in the lower bound, which, while not 
best possible, is of the best order that we have been able to find. Finally, we 
discuss the major question left open between the resultant bounds. The formal 
arguments, based on Stirlings formula, that lead to the bounds on L from those 
on J are outlined in an Appendix. 
2. The upper bound 
Imagine that we form orderings of the subsets of S step by step, by adding each 
subset in turn onto the end of what we have already constructed. The trivial 
upper bound corresponds to having free choice of which subset to add among all 
subsets not already chosen at each step of this construction. In fact, our choice is 
greatly restricted by the need to respect inclusion ordering. Thus the first subset 
chosen must be the empty set, followed by a one-element set, etc. In general, one 
must choose only from among minimal sets not already chosen, at every stage of 
the construction. These minimal sets at any stage cannot be ordered by inclusion, 
and so must form an ‘antichain’ of subsets under the inclusion ordering. 
A well known result of Sperner [l] tells us that every antichain of subsets has at 
most C(n, in) members. We immediately obtain an upper bound for J of C(n, in) 
raised to the power 2”. 
This bound is not aesthetically pleasing, since it corresponds to an unrealisti- 
cally large amount of choice at the beginning and the end of the construction 
process. One may improve it, obtaining a bound for J that is more suggestive of 
the lower bound, by noticing that there is a known stronger upper bound for the 
size of an antichain as a function of the size t of the collection of subsets ‘beneath’ 
it. These are the subsets that are contained in one or more members of the 
antichain, and are not in it. 
As we construct our ordering, the number t, of subsets ‘underneath’ our choice 
antichain will be the number of sets we have already entered into our order, 
which will go linearly from 0 to 2” as we proceed with our construction. We can 
therefore obtain as upper bound for J, the product of these upper bounds for all t 
values up to 2”. 
The following result of the first author [2] provides a t dependent bound that 
we may use here: 
Lemma 1. Zf t < 2n-1 and if t is less than or equal to the sum of the first k binomial 
coefficients on n, then if there are t sets beneath the antichain A, A is no bigger 
than the (k + 1)st binomial coeficient. 
A similar result obviously holds with ‘beaneath’ replaced by ‘above’. 
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If we apply this result at each stage of our construction, and multiply the 
bounds obtained for the number of choices possible at each stage, we obtain the 
following upper bound for L: 
Theorem 1. An upper bound for the number J of linear extensions of the Boolean 
algebra of subsets of an n-element set is given by 
Proof. The terms in these products up to k = [tn] - 1 are obtained directly from 
Lemma 1 and represent the bounds on the number of choices of the indicated 
initial segment of the orderings imposed by that lemma. The remaining terms in 
the product here correspond to the implications of Lemma 1 applied above the 
choice antichain using the fact that if t subsets have already been chosen, and 
there is a choice antichain of size x, then the number of subsets above this 
antichain must be 2” - t - x. 
To see this, let us examine the odd n case. The lemma is invoked until it is the 
sum of the first [in] binomial coefficients (starting with the zeroth); the next 
C(n, [In]) choices can have choice antichain no larger than this largest binomial 
coefficient. When t reaches 2”-’ then if the choice antichain is this size, the 
number of sets about it is less than the sum of the first [in] binomial coefficients 
(starting with the zeroth); when t reaches 2”-’ + C(n, [in] + l), and the choice 
antichain has as many as C(n, [in] + 2) members, the number of subsets above it 
can be no greater than the sum of the first [$I - 1 binomial coefficients which 
gives an upper bound to the antichain size of C(n, [&t] - 1) from the lemma. 
Examination of the resultant bound obtained by continuing this argument until t 
reaches 2” yields the theorem. Cl 
We may achieve a small improvement on this bound by improving the lemma. 
The lemma as it is tells us that if we have made no choices our first choice is 
determined; and after making it, our next one is restricted to the n possible 
one-element sets; but it then allows C(n, 2) possibilities for the next n choices. 
This is an exact upper bound after n + 1 choices have been made, but is an 
overestimate when only a few have been made. We may remedy this flaw in the 
sense that we can obtain a fairly accurate bound on the maximum amount of 
choice at any stage, by use of the following result, which has some independent 
interest: 
Lemma 2. Let t be the sum of the first k binomial coeficients plus x, where x is less 
than the next binomial coefficient C(n, k); then if t sets lie beneath an antichain A, 
A must have no more than C(n, k) -x + xC(n, k + l)lC(n, k) members. 
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While this lemma is not best possible for all values of the arguments, it is 
sufficiently close to give rise to as good an asymptotic upper bound as can be 
gotten from an argument of the form of Theorem 1. In particular, we obtain from 
it: 
Theorem 2. An upper bound for the number J of linear extensions of the Boolean 
algebra of subsets of an n-element set is given by 
c1 C(n, k)C(+. 
There is a further slight improvement that we mention here, though it gives 
only a minor improvement in our bound. 
Lemma 2 may be proven in two steps. First one can prove that the given bound 
holds if the choice antichain contains only sets having k or k + 1 elements; it there 
follows from the LYM inequality as we shall discuss below. Then we can show 
that any other kind of choice antichain must be smaller with the given sized 
collection below it. 
Kleitman and Saks [3] have a strengthened version of the LYM inequality 
which can be used to strengthen our bound. In particular, they show that, with zj 
the proportion of the j-element sets that are in a given antichain and the sum over 
all j, we have 
C Zj + Zj(1 - Zj)n/i(n -j) < 1. 
Their result implies: 
Lemma 3. Zf the number of subsets under an antichain among subsets of an 
n-element set is the sum of the first k binomial coeficients plus r, then the antichain 
can have size at most 
C(n, k - 1) + 
r(n - 2k) rn(C(n, k - 1) -r) 
k 
- (C(n, k - 1)2k(n - k)) . 
In fact, they have a sequence of more and more complex but sharper versions 
of the LYM inequality, whose ultimate form contains the full power of the 
Kruskal-Katona theorem. Their use can improve the conclusions stated above, 
but only to an order that is negligable compared to the actual failings of the upper 
bound obtained here. 
We now present a series of statements that together provide proof of the 
lemmas here. 
Remark 1. The bounds of these lemmas hold if the choice antichain is restricted 
to have members that are k and k + 1 element sets only. 
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Remark 2. The largest antichain with a given number of sets below it must have 
the form indicated in Remark 1. 
To prove the second remark, we introduce some notation, and prove two 
further remarks, that are of some independent interest. 
Suppose we have a collection X of k-element sets (all subsets of an n-element 
set) having x members. We order the it elements and denote these sets by 
sequences of zeroes and ones of length II with a one denoting containment in the 
standard way. The j shadow of this collection will consist of those j-element sets 
that contain or are contained in any members of X. A well known theorem of 
Kruskal and Katona tells us that for j greater than k this shadow is minimized by 
letting the members of X be the x k-element sets whose sequences, read as binary 
numbers, are the x largest ones. We denote the size of this minimum shadow, for 
j = k + 1, as s(k, x). F ur th er, we define a(k, X, y) when x +y < C(n, k) to be the 
‘additional shadow’ obtained by adding x new subsets, namely 
a(k,x,y)=s(k,x+y)-s(k,y). 
Finally, we define f(k, x) to be this additional shadow when x + y = C(n, k). 
Our remaining remarks are then: 
Remark 3. Both s(k, x) andf(k, x) are strictly decreasing functions of k for fixed 
x, where they are defined and non-zero. 
Remark 4. For, all k, x and y we have: 
f(k, x) s a(k, x, y) s s(k, x). 
These last two statements can be proven together by induction, utilizing the 
results with the most significant digit absent; details are left as an exercise for the 
reader. 
Together these two statements can be used to prove Remark 2. If the antichain 
is not of the form indicated in Remark 1, we can take away either its members of 
largest or smallest size in such a way as to leave the number of sets beneath it 
unaltered. These remarks permit us to conclude here that the antichain must 
grow in size if these changes are made optimally. Suppose, for example, we add q 
sets of size j to the set beneath the antichain, so that we now have all sets of that 
size beneath; and we take away q sets of size j + p from beneath it. The antichain 
loses the q sets now beneath it, gains their shadow of size (s(j, q)) at the next 
level, gains the q sets at higher level that are no longer beneath it, and loses at 
most their additional shadow; by Remark 4 this is less than s(j +p, q) and by 
Lemma 3 this is less than the gain, when sets are arranged to maximize the 
antichain at all stages. The argument in each other case is similar. 
Remark 1 can be proven as follows. Under the given circumstances, the sets 
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beneath the choice antichain include all sets of size k - 1 or less and those of size 
k that are not in the antichain. The members of the antichain of size k + 1 must 
be outside the shadow of those (say z in number) of size k in it. But by simple 
counting, the shadow of this latter set must be at least the same proportion of the 
k + 1 element sets that z is to C(n, k). This argument proves Lemma 2. 
Moreover, by analysing the exact value of s(k, z) one can improve this statement, 
yielding for example, Lemma 3. 
Theorem 2 follows from Lemma 2 by forming the product of the estimate 
obtained from it for all sizes of the under-collection. The actual bound obtained 
in this way is slightly less than the form indicated in the theorem. 
Finally, we note that Theorem 2 leads to the following bound for L: 
Theorem 3. An upper bound for L is given by 
L < 2”((n + 1)log 2 - log 3(2Jt)n - $ + 0(1/n)). 
This result follows using the estimate of the Appendix. It will be seen that it 
differs from our lower bound so far by 2”, which corresponds to the fact that in 
the actual trivial construction scheme used for the lower bound there is on the 
average only one eth of the maximum possible choice available each time our 
chain is extended. 
3. The lower bound 
The arguments to this point have been based upon the idea of constructing 
linear extensions by adding sets one at a time onto the top of initial segments of 
such extensions. Here we will explore a different construction scheme: we will 
form a specific ordering of the sets to be added, and insert them in turn in all 
possible ways into the structure existing at the time. 
We consider the question: given an ordering for the k - 1 element sets, how 
many ways can we insert the k element sets so as to preserve the inclusion order? 
We first order the k-elements sets by the last k - l-element set on the list that 
they are ordered with respect to. Thus the first it - k + 1 k-element sets on our 
list will be ordered with respect to the very last k - l-element set. They may be 
inserted in (n - k + l)! ways. The next set on our list can now be inserted in 
(n - k + 3) places, since it can go before the last, but not the second from last 
k - l-element set, and before any of the previously inserted k-element sets. We 
can count the number of possible insertions of the k-elements sets obtained by 
this process as follows: Let qi denote the number of k-element sets ordered with 
respect to any of the last j of the k - l-element sets. Then just as the term 
(n - k + 2) was missing above, the term qj + j will not be a possible number of 
choices for the insertion of a k-element set. For when one inserts a k-element set 
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so as to increase the choice to it, the jth k - l-element set allows another choice 
as well. Thus we obtain the expression: (C(n, k) + C(n, k - l))!n (qi +j) as the 
number of ways of inserting the k-elements sets; the product here is for i up to 
C(n, k - 1). 
We can obtain an improved lower bound by replacing qj here by an upper 
bound for it, which is minG(n -k + l), C(n, k)). If we set tk to be [C(n, k)l 
(k + l)] and impose this upper bound in our expression for the number of ways to 
insert the k-element sets, we obtain a lower bound for some of (C(n, k) + tk)!/ 
tk!(k + 2)rk. 
This argument can be shown to give rise to an improvement in the lower bound 
for L whose leading term is 2”+‘/n. Sha [4] has further shown that replacing the 
lower bound for q here by an estimate of average case behavior can also be used 
to obtain a lower bound which is probably realistic; and yields an additional 
improvement in the lower bound of the same order as that obtained here. 
4. Open problems 
The difference between the upper and lower bounds obtained so far here have 
the following explanation. In creating linear extensions by adding new in turn sets 
to the top of what one has, the upper bound is based on the assumption that at 
every stage the available choice is the maximum possible available choice over all 
bases of the same size. In the construction scheme that inserts sets all of the same 
size together, the available choice is sometimes near the maximum, but often 
much less. As the sets of each size are added, the number left to add of that size 
depletes. 
We expect that the lower bound give the correct picture here. That is, we 
expect that a sufficiently large proportion of the partial extensions at most stages 
will have limited choice, and the maximum possible choice, which occurs only for 
very special partial extensions, is not an accurate indicator of the total number of 
extension constructions. 
Knowledge of the distribution of the shadows of a collection of x k-element 
subsets over all C(C(n, k), x) p ossibilities for such collections would permit 
resolution of the dominant term in the gap between bounds here. 
Intuitively, we feel that the large factors in the construction scheme that arise 
when one has near maximum choice, are generally more than matched by the 
small factors which measure the probability of getting to a partial extension that 
has such wide choice. 
It is possible that this can be proven for knowledge of the behavior of the tail of 
the distribution just mentioned. 
In any case, information about the tail of the distribution of shadows of sets is 
an interesting question in its own right. 
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Appendix 
The bounds in this paper are obtained for J and then translated to bounds on L 
which is its logarithm. This translation can be accomplished by applying Stirling’s 
formula which we use in the following form: 
m! = lh& (mle)m( 1 + & + O(m - 2)) 
We seek expressions for C C(n, k)log C(n, k) and C (log(C(n, k)!). It follows 
directly from Stirling’s formula that these differ by 2” to order relevent to us. By 
standard computation here we may establish: 
(1) The bounds stated for L in the body of this paper. 
(2) The second product in Theorem 1 creates a term in L of order (T)($rcn)-i. 
(3) The lower bound argument of Section 3 creates an additional term in the 
bound on L of 2”+‘ln. 
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