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Foreword and Acknowledgments
While the mathematical structures of positive operators, endomorphisms, trans-
fer operators, measurable partitions, and Markov processes arise in a host of set-
tings, both pure and applied, we propose here a unified study. This is the general
setting of dynamics in Borel measure spaces. Hence the corresponding linear struc-
tures are infinite-dimensional. Nonetheless, we prove a number of analogues of the
more familiar finite-dimensional settings, for example, the Perron-Frobenius theo-
rem for positive matrices, and the corresponding Markov chains.
The first named author is thankful to Professors Jane Hawkins, Olena Karpel,
Konstantin Medynets, and Cesar Silva for useful discussions on properties of endo-
morphisms. The second named author gratefully acknowledge discussions, on the
subject of this book, with his colleagues, especially helpful insight from Professors
Daniel Alpay, Dorin Dutkay, Judy Packer, Erin Pearse, Myung-Sin Song, and Feng
Tian.
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1. Introduction and examples
We develop a new duality between endomorphisms σ of measure spaces (X,B),
on the one hand, and a certain family of positive operators R acting in spaces
of measurable functions on (X,B), on the other. A framework of standard Borel
spaces (X,B) is adopted; and this generality is wide enough to cover a host of
applications.
In detail, from a given pair (R,σ) on (X,B), a positive operator R, and an endo-
morphism σ, we define the notion of transfer operator. At the outset, measures on
(X,B) are not specified, but they will be introduced, and adapted to the questions
at hand; in fact, a number of convex sets of measures on (X,B) will be analyzed in
order for us to make precise the desired duality correspondences between the two
parts, operator and endomorphism, in a fixed transfer operator pair (R,σ). The
theorems we obtain in this setting are motivated in part by recent papers dealing
with stochastic processes (especially in joint work between D. Alpay et al and the
second named author), applications to physics, to path-space analysis, to ergodic
theory, and to dynamical systems and fractals. A source of inspiration is a desire to
find an infinite-dimensional setting for the classical Perron-Frobenius theorem for
positive matrices, and for the corresponding infinite Markov chains. Indeed, recent
applications dictate a need for such infinite-dimensional extensions.
Tools from the theory of operators in Hilbert space of special significance to us
will be the use of a certain universal Hilbert space, as well as classes of operators
in it, directly related to the central theme of duality for transfer operators. From
ergodic theory, we address such questions as measurable cross sections, partitions,
and Rohlin analysis of endomorphisms of measure spaces. While there are classical
theorems dealing with analogous questions for automorphisms of measure spaces,
a systematic study of endomorphisms is of more recent vintage;– in its infancy. In
order to make the exposition accessible to students and to researchers in neighboring
areas, we have included a number of explicit examples and applications.
The notion of transfer operators includes settings from statistical mechanics
where they are often referred to as Ruelle operators (and we shall use the nota-
tion R for transfer operator for that reason), from harmonic analysis, including
spectral analysis of wavelets, from ergodic theory of endomorphisms in measure
spaces, Markov random walk models, transition processes in general; and more.
The terminology “transfer operator” is from statistical mechanics; used for exam-
ple in consideration of the action of a dynamical system on mass densities. The
idea is that for chaotic systems, it is not possible to predict individual “atoms”, or
molecules, only the density of large collections of initial conditions [Rue78]. Or in
mathematical language, “transfer operator” refers to the transformation of individ-
ual probability distributions for systems of random variables. There are further a
number of parallels between our present infinite-dimensional theory and the classi-
cal Perron-Frobenius theorem for the special case of finite positive matrices.
To make the latter parallel especially striking, it is helpful to restrict the com-
parison to the case of the Perron-Frobenius for finite matrices in the special case
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when the spectral radius is 1 (see e.g., [Bal00, BB05, BJL96, Kea72, MU15, NR82,
Par69, Rad99]).
As we hint at in the title to our book, in our infinite-dimensional version of
Perron-Frobenius transfer operators, we include theorems which may be viewed
as analogues of many points from the classical finite-dimensional Perron-Frobenius
case, for example, the classical respective left and right Perron-Frobenius eigenvec-
tors, now take the form in infinite-dimensions of a positive R-invariant measure
(left) and the infinite-dimensional right Perron-Frobenius vector becomes a positive
harmonic function.
Of course in infinite-dimensions, we have more non-uniqueness than is implied
by the classical matrix version, but we also have many parallels. We even prove
infinite-dimensional versions of the Perron-Frobenius limit theorem from the clas-
sical matrix case.
In recent research (detailed citations below) in infinite-dimensional analysis, a
number of frameworks have emerged that involve positive operators, but nonethe-
less, a unified infinite-dimensional setting is only slowly taking shape. While these
settings and applications involve researchers from diverse areas, and may on the
surface appear quite different, they, in one way or the other, all involve generaliza-
tions of the classical Perron-Frobenius theory which in turn has already found many
applications in ergodic theory, in the study of Markov chains, and more generally
in infinite-dimensional dynamics.
Motivated by recent research, it is our aim here to address and unify these infinite-
dimensional settings. Our work in turn is also motivated by many instances of the
use of classes of positive operators which by now go under the name âĂĲtransfer
operators,âĂİ or Ruelle operators, (see below for precise definitions). The latter
name is after David Ruelle who first used such a class of these operators in the study
of phase transition questions in statistical mechanics. Subsequent research on such
questions as symbolic dynamics, spectral theory, endomorphisms in measure spaces,
and diffusion processes, further suggest the need for a unifying infinite-dimensional
approach. In fact the list of applications is longer than what we already hinted
at, and it includes recent joint research involving the second named author with
Daniel Alpay, and collaborators; details and citations are included below (see e.g.,
[AJL13, AJL16, AL13]). This collaborative research also makes use of positive op-
erators and transfer operators in several infinite-dimensional settings, specifically
in the study of such stochastic processes as infinite-dimensional Markov transition
systems, analysis of Gaussian processes, and in the realization of wavelet multireso-
lution constructions for a host of probability spaces, and their associated L2 Hilbert
spaces, all of which go beyond the more traditional setting of L2(Rd) from wavelet
theory. Indeed the last mentioned multi-scale wavelet constructions are applicable
to a general framework of self-similarity from geometric measure theory (see e.g.,
[Kea72, KFB16, Hut81, HR00]).
Important points in our present consideration of transfer operators are as follows:
We formulate a general framework, a list of precise axioms, which includes a diverse
host of cases of relevance to applications. In this, we separate consideration of the
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transfer operators as they act on functions on Borel spaces (X,B) on the one hand,
and their Hilbert space properties on the other. When a transfer operator is given,
there is a variety of measures compatible with it, and we will discuss both the
individual cases, as well as the way a given transfer operator is acting on a certain
universal Hilbert space. The latter encompasses all possible probability measures
on the given Borel space (X,B). This approach is novel, and it helps us organize
our discussion of a host of ergodic theoretic properties relevant to the theory of
transfer operators.
The sections in the book are organized as follows: The early sections are in the
most general setting, and the framework is restricted in the later more specialized
sections. Each specialization in turn is motivated by applications. To make the
book accessible to a wider readership, including non-specialist, at the end of these
sections we have cited some papers/ books which may help by discussing founda-
tions, applications, and motivation.
A detailed summary of our main theorems is given in Subsection 1.4 below.
1.1. Motivation. This work is devoted to the study of transfer operators, see
Definition 1.1. This kind of operators, acting in a functional space, has been studied
in numerous research papers and books. They are also known by the name of Ruelle
operators or Perron- Frobenius operators that are used synonymously. One of the
first instances of the use of transfer operators in the sense we address here was
papers by Ruelle in the 1970ties (see, e.g., [Rue78]) dealing with phase transition
in statistical mechanics. Since then the subject has branched off in a variety of
new directions, and new applications. Our present aim is to give a systematic and
general setting for the study of transfer operators, and to offer some key results
that apply to this general setting. Nonetheless, by now, the literature dealing with
transfer operators and their diverse applications is large. For readers interested
in the many settings in dynamical systems where some version, or the other, of
a transfer operator arises, we have cited the papers below [Kea72, Rue78, Rue89,
BB05, BER89, BJL96, Bal00, Rue92, Rue02, Dut02, DR07, Jor01, Kat07, MU10,
MU15, Rad99, Sto12, Sto13]. Non-singular transformations of measure spaces are
of a special interest. We refer to the following papers in this connection [BG91,
BH09, DH94, ES89, HS91, Sil88]. Invariant measures on Cantor sets are studied,
in particular, in the following papers [BKMS10, BKMS13, BH14, BK16].
Our present results are motivated in part by applications. These applications in-
clude Markov random walk models, problems from statistical mechanics, and from
dynamics. While our setting here, dealing with transfer operators and endomor-
phisms in general measure spaces, is of independent interest, there are also a num-
ber of more recent applications of this setting to problems dealing with generalized
multi-resolution analysis, relevant to the study of wavelet filters which require the
use of solenoid analysis for their realization. In fact, the following is only a sample
of research papers devoted to these problems [BFMP09, BMPR12, FGKP16, LP13].
Since our work touches rather different areas of Analysis, we give here a list
of principal references in the corresponding fields. While there is a rich literature
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on endomorphisms of non-Abelian algebras of operators, both C*-algebras, and
von Neumann algebras, the nature of endomorphisms of Abelian measure spaces
presents intriguing new questions which are quite different from those studied so
far in the corresponding non-Abelian situations. Our present analysis deals with
endomorphisms of Abelian measure spaces. (The interplay between the Abelian vs
the non-Abelian case is at the heart of the Kadison-Singer problem/now theorem,
see [CT16, MSS15], but this direction will not be addressed here.) For readers
interested in the non-Abelian cases, we offer the following references [Lon89, BEK93,
BJP96, BJ97, BK00, PP93, Pow99, Jon94, BKLR15].
The study of transfer operators, and more generally positivity-preserving oper-
ators, are both of independent interest in their own right. This is in addition to
its use in numerous applications; both within mathematics, and in neighboring ar-
eas; for example in physics, in signal analysis, in probability, and in the study of
stochastic processes. While we shall cite these applications inside the book, we
already now call attention to the following recent papers [AJL13, AJL13, AK13,
AL13, AJS14, AJV14, AJK15, AK15, AJ15, AJLM15, AJLV16, ACKS16].
We cite some papers on the multiresolutions that are related to our work [BJ02,
BJMP05, KFB16, BRC16, SG16, AJLV16].
Iterated function systems (IFS) are used to describe the properties of fractal
sets, and have close relations to transfer operators. Here we cite papers on IFS and
their connections to various aspects of transfer operators: [BHS08, BHS12, Bea91,
Hut81, Hut96, HR00, Rue78, Rue89, Rue92, Rue02, YLZ99].
1.2. Examples of transfer operators. Our goal is to study transfer operators in
the framework of various functional spaces. To be more specific, we briefly mention
several typical examples of transfer operators. They will illustrate our results proved
below. The rigorous definitions of used notions are given in the next section, see
also Definitions 1.1 and 3.1.
Our approach to the theory of transfer operators can be briefly described as
follows. We first define and study these operators in the most abstract setting,
aiming to find out what general properties they have. By abstract setting, we
mean the space of Borel real-valued functions F(X,B) over a standard Borel space
(X, B). Such spaces being endowed with a topology, or a Borel measure, are used
in most interesting classes of transfer operators such as Frobenius-Perron operators,
or operators corresponding to iterated function systems, or operators acting in a
Hilbert space, etc.
Let σ be a fixed surjective Borel endomorphism of (X,B), and let M(X) be the
set of all Borel (finite or sigma-finite) measures on (X,B). In general, σ−1(B) :=
{σ−1(A) : A ∈ B} is a proper nontrivial subalgebra of B where σ−1(A) = {x ∈ X :
σ(x) ∈ A}. In fact, an endomorphism σ defines a sequence of filtered subalgebras
B ⊃ σ−1(B) ⊃ · · · σ−n(B) ⊃ · · · . An important property of σ, called exactness, is
characterized by the triviality of the subalgebra B∞ =
⋂
n∈N σ
−n(B), see Definition
2.4. We note that a Borel function f on (X,B) is σ−1(B)-measurable if and only if
there exists a Borel function g such that f = g ◦ σ.
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When a measure λ ∈ M(X) is fixed, then we get into the framework of a stan-
dard measure space (X,B, λ) (see, e.g., [CFS82]), and, in this situation, we use
measurable sets from the complete sigma-algebra1 B(λ) and functions measurable
with respect to B(λ) instead of Borel ones. With some abuse of notation, we will
also use the same symbol B for the sigma-algebra of measurable sets.
Having these data defined, we now give the following main definition.
Definition 1.1. Let σ : X → X be a surjective endomorphism of a standard Borel
space (X,B). We say that R is a transfer operator if R : F(X)→ F(X) is a linear
operator satisfying the properties:
(i) R is a positive operator , that is f ≥ 0 =⇒ Rf ≥ 0;
(ii) for any Borel functions f, g ∈ F(X),
R((f ◦ σ)g) = fR(g). (1.1)
If R(1)(x) > 0 for all x ∈ X, then we say that R is a strict transfer operator (here
and below 1 means the constant function that takes value 1). If R(1) = 1, then R
is called a normalized transfer operator.
Relation (1.1) is called the .
In what follows we describe several classes of transfer operators and then give a
universal approach to these classes based on the notion of a measurable partition, see
Subsection 2.1. More examples of transfer operators will be also given in subsequent
sections.
Example 1.2 (Transfer operators defined by finite-to-one endomorphisms). Let
X = [0, 1] be the unit interval with Lebesgue measure dx. Take the endomorphism
σ of X into itself defined by
σ(x) = 2x mod 1.
Then σ is onto, and |{σ−1(x) : x ∈ X}| = 2. Consider a functional space F
of real-valued functions over X. We do not need to specify this space here. For
instance, it can be either Lp(X, dx), or the space of all Borel functions, or the space
of continuous functions, etc. Set
Rσ(f)(x) :=
1
2
(
f(
x
2
) + f(
x+ 1
2
)
)
, f ∈ F . (1.2)
Relation (1.2) gives an example of a transfer operator that is well studied in the
theory of iterated function systems (IFS).
Based on this elementary example, we can use a more general approach to the
definition of Rσ. Suppose that σ is an n-to-one endomorphism of a measurable
space (X,B), and F(X) is an appropriate functional space of real-valued functions.
1We reserve the symbol σ for an endomorphism of a standard Borel space (X,B), so that to
avoid any confusion we write sigma-algebra and sigma-finite measure instead of such more common
terms σ-algebra and σ-finite
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Let W be a nonnegative function on X (it is called a weight function). We define
a transfer operator F(X) by the formula
Rσ(f)(x) =
∑
y∈σ−1(x)
W (y)f(y). (1.3)
Clearly, Rσf ≥ 0 whenever f ≥ 0, i.e., Rσ is a positive operator. Moreover, if 1
denotes the constant function that takes the value 1, then the condition Rσ(1) = 1
holds if and only if
∑
y∈σ−1(x)W (y) = 1 for all x. The most important fact about
Rσ is that if Rσ satisfies the pull-out property: for any functions f and g from
F(X,B),
Rσ((f ◦ σ)g)(x) = f(x)(Rσg)(x). (1.4)
In case of the transfer operator given in (1.2), it can be modified by considering
a nontrivial weight function W . Illustrating our further results, we will deal with
Rσ defined by (1.2), or more generally by
R′σ(f)(x) := cos
2(
πx
2
)f(
x
2
) + sin2(
πx
2
)f(
x+ 1
2
), f ∈ F , (1.5)
as well.
As we will see below, any normalized transfer operator defines an action on the
set of probability measures. It is interesting to note that Rσ and R′σ have different
properties relating to the corresponding invariant measures. We present them in
the following table. More detailed exposition of these results is given in Section 13.
Table 1. Invariant measures for Rσ and R′σ
Transfer operator Lebesgue measure µ Dirac measure δ0
Rσ (see (1.2)) µRσ = µ δ0Rσ = 1/2(δ0 + δ1/2) 6≪ δ0
R′σ (see (1.5)) µR
′
σ ≪ µ and d(µR′σ) = 2 cos2(πx)dx δ0R′σ = δ0
The following class of transfer operators is a continuous analogue of the operators
defined by (1.3).
Example 1.3 (Frobenius-Perron operators). We follow here [AA01, LM94, DZ09].
Suppose we have a standard measure space (X,B, µ) and a surjective non-singular
endomorphism σ acting on the space (X,B, µ). Let P be a positive operator on
L1(X,B, µ) = L1(µ). It is said that P is a Frobenius-Perron operator if for any
f ∈ L1(µ), and any set A ∈ B,∫
A
P (f) dµ =
∫
σ−1(A)
f dµ. (1.6)
It can be easily checked that this Frobenius-Perron operator satisfies the pull-out
property (1.1). Furthermore, it follows from (1.6) that P preserves the measure µ,
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i.e., µP = µ where µP is defined by the formula:
(µP )(A) =
∫
X
P (χA) dµ.
More generally, we can define a “non-singular” Frobenius-Perron operator, mean-
ing that µP ≪ µ: ∫
A
P (f) dµ =
∫
σ−1(A)
Wf dµ. (1.7)
Then W is the Radon-Nikodym derivative of µP with respect to µ.
Example 1.4 (Transfer operators on densities). Let σ be an onto endomorphism
of a standard Borel space (X,B). Fix a Borel measure λ on (X,B) such that
λ ◦ σ−1 ≪ λ. Define a linear operator R = Rλ acting on non-negative functions f
from L1(λ) by the formula
Rλ(f)(x) =
(fdλ) ◦ σ−1
dλ
, (1.8)
where the right-hand side is the Radon-Nikodym derivative of the measure (fdλ) ◦
σ−1 with respect to λ. Then Rλ is called a Ruelle transfer operator. It can be
easily checked that Rλ satisfies the conditions of Definition 1.1: (i) Rλ is positive,
(ii) Rλ((f ◦ σ)g) = fRλ(g) for any f, g ∈ L1(λ). We note that this operator Rλ
simultaneously acts on the set of Borel measures M(X). The pull-out property of
Rλ (1.1) can be written in the equivalent form∫
X
g(Rf) dλ =
∫
X
(g ◦ σ)f dλ.
Then one sees that λRλ = λ.
It turns out that the transfer operators defined in Examples 1.3 and 1.4 are
related in a simple way.
Lemma 1.5. Let P be a Frobenius-Perron operator on L1(X,B, µ) given by (1.6).
Then P (f) = Rµ(f) for any f ∈ L1(µ). If P is defined by (1.7), then P (f) =
Rµ(Wf).
Proof. Indeed, relation (1.7) can be written in an equivalent form as∫
X
P (f)g dµ =
∫
X
(g ◦ σ)fW dµ.
Then the lemma follows. 
The next example is important and will be used later, see Sections 4 and 13.
Example 1.6 (Transfer operators via systems of conditional measures). This ex-
ample of a transfer operator is of different nature and is based on the notion of
a system of conditional measures. The definitions of used terms can be found in
Section 2.
Let (X,B, µ) be a standard measure space with finite measure, and let σ be an
endomorphism onto X. Consider the measurable partition ξ of X into preimages
12 SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
of σ, ξ = {σ−1(x) : x ∈ X}. Take the system of conditional measures {µC}C∈ξ
corresponding to the partition ξ (see Definition 2.6).
We define a transfer operator R on the standard probability measure space
(X,B, µ) by setting
R(f)(x) :=
∫
Cx
f(y) dµCx(y) (1.9)
where Cx is the element of ξ containing x, i.e., Cx = σ−1(x). The domain of R is
L1(µ) in this example.
Lemma 1.7. The operator R : L1(µ) → L1(µ) defined by (1.9) is a transfer oper-
ator.
Proof. Clearly, R is a positive operator. To see that (1.1) holds, we simply calculate
R((f ◦ σ)g)(x) =
∫
Cx
f ◦ σ(y)g(y) dµCx
= f(x)
∫
Cx
g(y) dµCx(y)
= f(x)(Rg)(x).
Here we used the fact that f(σ(y)) = f(x) for y ∈ Cx = σ−1(x). 
More results about this type of transfer operators are discussed in Section 13.
1.3. Directions and motivational questions. In this subsection, we formulate,
in a rather loose manner, a few problems that could be considered as directions of
further work in this area.
If a transfer operator R is defined by an endomorphism σ, then, as we will
see below, it is convenient to view at R as a pair (R,σ). This notation makes
sense because the set of such pairs forms a semigroup, and moreover it emphasizes
that these two objects are closely related to each other, according to the “pull-out
property” given in (1.1) and (3.1). Next, this point of view is useful for the problem
of classification of transfer operators. Clearly, the set Rσ of transfer operators
defined by the same endomorphism σ can be vast, as we have seen in the examples
given in this section.
To understand better the research directions of our approach, we mention here a
few questions which are not rigorously formulated but nevertheless serve as motiva-
tional questions. Obviously, the study of possible relations between Borel dynamical
systems (X,B, σ), or measurable dynamical systems (X,B, µ, σ), and transfer oper-
ators R, is a big multifacet problem, and we do not try to discuss all aspects of it
here.
In detail: (A) Suppose an endomorphism σ is given in a standard Borel space
(X,B). Denote by Rσ the set of all transfer operators (R,σ) on F(X). What can
be said about the properties of the set Rσ? Clearly, Rσ is a convex set. How can
one find its extreme points? This question becomes clearer when a measure µ is
fixed on (X,B) and the operators (R,σ) are considered in Lp(µ)-spaces.
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(B) The interaction between dynamical properties of endomorphisms and transfer
operators, such as ergodicity, mixing, etc., has been discussed in many papers, see
e.g., [LM94, DZ09]. Our main interest is the study of the set of measures which
are quasi-invariant for both transformations, σ and R. This approach has been
productive for the Frobenius-Perron operators defined in Section 1.
(C) In treating positive, and transfer operators, R as infinite-dimensional ana-
logues of positive matrices, it is natural to raise the questions about spectral prop-
erties of such operators. If h is a harmonic function for R and a measure µ is
invariant (or “quasi- invariant”) with respect to R, then the relations Rh = h and
µR = µ (µR ≪ µ, respectively) are infinite dimensional analogues of eigenvectors
in the matrix case for R. It would be interesting to find out how far the analogue
with positive matrices can be extended to transfer operators.
(D) In the definition of a transfer operator, it is required that R is an operator
defined on the set of functions. In some cases, this action generates a “dual” action
of R on the set of all Borel measures M(X). For instance, this is true for transfer
operators defined on continuous functions over a compact Hausdorff space. How
can one find, say, measures invariant with respect to R? Is there an interaction
between actions of R on functions and on measures? In particular, we can define
an equivalence relation on the set of all transfer operators. Given (R,σ), let I(R,σ)
be the set of all probability measures which are invariant with respect to R and σ.
It is said that (R1, σ1) and (R2, σ2) are measure equivalent if I(R1, σ1) = I(R2, σ2).
How can transfer operators be classified with respect to the measure equivalence
relation?
(E) We will study transfer operators R acting in various functional spaces. The
same transfer operator R and endomorphism σ can be considered in different frame-
works depending on the choice of its domain. For instance, if X is a compact Haus-
dorff space and σ is a continuous map on X, then it is natural to consider a transfer
operator (R,σ) as acting on continuous functions C(X). At the same time, (R,σ)
can be viewed as a transfer operator on the space of Borel functions F(X,B), or
on the space Lp(X,B, λ). It would be interesting to understand how properties of
R depend on the choice of an underlying space.
1.4. Main results. A common theme is as follows: Given a transfer operator
(R,σ), what are the properties and the interplay between the following dual actions,
action of R on functions vs its action on measures? What is the interplay between
the action of R and that of an associated endomorphism σ? What are the important
classes of quasi-invariant measures? These questions are answered in Sections 4 - 6,
see especially Theorems 4.14, 4.18, 4.21, 5.9, 5.12, 6.7, and 6.10. We also mention
our main Theorems 7.3, 7.5, 8.17, 11.4, 11.5, 11.15, 13.1, 13.6 from other sections
(more important results are obtained in Corollaries 9.4, and 12.7).
The necessary preparation and preliminary results are in Sections 2 - 3.
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For each of the classes of quasi-invariant measures, when do we have existence?
This is the Perron-Frobenius setting, and now made precise in the general infinite-
dimensional setting, and involving harmonic functions and measurable partitions.
Our answers here are in Theorems 5.20, 8.12, 8.18, and in Proposition 5.17.
When does a given transfer operator (R,σ) induce a multiresolution, i.e., a fil-
tered system of subspaces, or of measures? And under what conditions does exact-
ness hold? (See Theorem 6.10).
In Theorems 4.13 and 10.6, we establish explicit measurable partitions, co-
boundary analysis, ergodic properties, and ergodic decompositions. In Theorem
8.10, we show that there is a universal Hilbert space which realizes every transfer
operator (R,σ).
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2. Endomorphisms and measurable partitions
In this section, we collect definitions and some basic facts about the underlying
spaces, endomorphisms, measurable partitions, etc., which are used throughout the
book. Though these notions are known in ergodic theory, we discuss them for the
reader’s convenience. The main references are the original works by Rohlin [Roh49],
[Roh61]. We refer also to [Bog07], [CFS82] [Kec95], [Ren87], [Ver01].
2.1. Standard Borel and standard measure spaces. Let X be a separable
completely metrizable topological space (a Polish space, for short), and let B be the
sigma-algebra of Borel subsets of X. Then (X,B) is called a standard Borel space.
If µ is a continuous (i.e., non-atomic) Borel measure on (X,B), then (X,B, µ) is
called a standard measure space. In this book, we will use the same notation, B, for
Borel sets, and measurable sets, of a standard measure space. It will be clear from
the context in what settings we are. Dealing with the sigma-algebra of measurable
sets, we will assume that B is complete with respect to the measure µ. We will
consider the set M(X) of all sigma-finite complete Borel measures on (X,B). Let
M1(X) ⊂ M(X) denote the subset of probability measures. For short, an element
of M(X) will be called a measure. If µ, ν are two measures from M(X), then µ is
absolutely continuous with respect to ν, µ≪ ν, if ν(A) = 0 implies µ(A) = 0. Two
measures µ and ν on (X,B) are called equivalent , µ ∼ ν, if they share the same
sets of measure zero, i.e., µ≪ ν and ν ≪ µ.
We denote by F(X) (or by F(X,B)) the vector space of Borel functions. If a
Borel measure µ is defined on (X,B), we will work with µ-measurable functions.
All objects considered in the context of measure spaces (such as sets, partitions,
functions, transformations, etc) are considered by modulo sets of zero measure
(they are also called null sets). In most cases, we will implicitly use this mod 0
convention.
It is a well known fact that all uncountable standard Borel spaces are Borel iso-
morphic, and that all standard measure spaces are measure isomorphic. This means
that results do not depend on a specific realization of an underlying space. We will
discuss this issue in the context of isomorphic transfer operators in Section 3.
2.2. Endomorphisms of measurable spaces. The notion of an endomorphism
is a central concept of ergodic theory and endomorphisms are studied extensively
in many books and research papers. We mention only a few of them to present a
wide spectrum of research directions: [Roh61], [Haw94], [CFS82], [Bén96], [BH09],
[PU10].
Let σ be a Borel map of (X,B) onto itself. Such a map σ is called an onto
endomorphism of (X,B). In particular, σ may be injective; in this case, we have
a Borel automorphism of (X,B). Since the cardinality of the set σ−1(x) is a Borel
function on X, we can independently consider the following classes: σ is either a
finite-to-one or countable-to-one map, or σ−1(x) is an uncountable Borel subset for
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any x ∈ X. In general, we do not require that the set σ(A) is Borel but if σ is at
most countable-to-one, then this property holds automatically.
We denote by End(X,B) the semigroup (with respect to the composition) of all
surjective endomorphisms of the standard Borel space (X,B).
Given an endomorphism σ of (X,B), we denote by σ−1(B) the proper subalgebra
of B consisting of sets σ−1(A) where A is any set from B.
We will use endomorphisms mostly in the context of standard measure spaces
(X,B, µ) with a finite (or sigma-finite) measure µ. Any endomorphism σ of (X,B, µ)
defines an action on the set of measures M(X) by
µ 7→ µ ◦ σ−1 : M(X)→M(X),
where (µ ◦ σ−1)(A) := µ(σ−1(A)). For a fixed measure µ, it is said that σ is a
non-singular endomorphism (or equivalently that µ ∈M(X) is a (backward) quasi-
invariant measure with respect to σ) if µ ◦ σ−1 is equivalent to µ, i.e.,
µ(A) = 0 ⇐⇒ µ(σ−1(A)) = 0, ∀A ∈ B.
Let End(X,B, µ) denote the set of all non-singular endomorphisms of (X,B, µ).
In this book, we consider only non-singular endomorphisms of standard measure
spaces. We will also assume that (X,σ−1(B), µσ) is again a standard measure space
where µσ is the restriction of µ to σ−1(B).
If µ(σ−1(A)) = µ(A) for any measurable set A, then σ is called a measure
preserving endomorphism , and µ is called a σ-invariant measure.
In some cases, we will also need the notion of a forward quasi-invariant measure
µ. This means that, for every µ-measurable set A, the set σ(A) is measurable
and µ(A) = 0 ⇐⇒ µ(σ(A)) = 0. For an at most countable-to-one non-singular
endomorphism σ, this property is automatically true. On the other hand, it it is
not hard to construct an endomorphism σ of a measure space (X,B, µ) such that
σ is not forward quasi-invariant with respect to µ.
It is worth noting that, for standard measure spaces (X,B, µ) and non-singular
σ, σ(A) is measurable when σ satisfies the condition: µ(B) = 0 =⇒ µ(σ(B)) = 0
for any Borel set B.
Lemma 2.1. Let σ be a surjective endomorphism of a standard Borel space (X,B).
Then M(X) always contains a σ-quasi-invariant measure µ.
Proof. A proof is factually contained in [DJK94, Proposition 3.1] that can be easily
adapted to the case of an endomorphism. 
We will keep the following notation for a surjective endomorphism σ of F(X,B):
Q− = {µ ∈M(X) : µ ◦ σ−1 ∼ µ}, Q+ = {µ ∈M(X) : µ ◦ σ ∼ µ}.
It is known that there are Borel endomorphisms σ of (X,B) for which there exists
no finite σ-invariant measure, see e.g. [DJK94].
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Remark 2.2. Quasi-invariance of µ with respect to an endomorphism σ of (X,B, µ)
(backward and forward) allows us to define the notion of Radon-Nikodym deriva-
tives of measures λ ◦ σ−1 and λ ◦ σ with respect to λ:
θλ(x) =
dλ ◦ σ−1
dλ
(x) and ωλ(x) =
dλ ◦ σ
dλ
(x).
In other words, for any function f ∈ L1(λ), one has∫
X
f ◦ σ dλ =
∫
X
fθλ dλ
and ∫
X
(f ◦ σ) ωλ dλ =
∫
X
f dλ.
To justify these relations, we observe that λ and λ◦σ are well defined measures when
they are considered on the subalgebra σ−1(B). When σ is forward quasi-invariant
with respect to λ, we can uniquely define the σ−1(B)-measurable function ωλ(x).
Since θλ ◦σ is also σ−1(B)-measurable, then, by uniqueness of the Radon-Nikodym
derivative, we obtain that
ωλ(x) =
1
θλ
(σx).
The following fact is obvious.
Lemma 2.3. Suppose that σ ∈ End(X,B, µ) and ν is a measure equivalent to µ,
i.e., there exists a measurable function ξ such that dν(x) = ξ(x)dµ(x). Then σ
is also non-singular with respect to ν, and θν is cohomologous to θµ, i.e., θν(x) =
ξ(σx)θµ(x)ξ(x)
−1.
Here we define the most important dynamical properties of endomorphisms.
Definition 2.4. Let If σ ∈ End(X,B, µ).
(i) The endomorphism σ is called conservative if for any set A of positive measure
there exists n > 0 such that µ(σn(A) ∩A) > 0.
(ii) The endomorphism σ is called ergodic if whenever A is σ-invariant, i.e.
σ−1(A) = A, then either A or X \ A is of measure zero.
(iii) For σ ∈ End(X,B, µ), one associates the sequence of subalgebras generated
by σ:
B ⊃ σ−1(B) · · · ⊃ σ−i(B) ⊃ · · ·
Then σ ∈ End(X,B, µ) is called exact if
B∞ :=
⋂
k∈N
σ−k(B) = {∅,X} mod 0.
Clearly, every exact endomorphism is ergodic.
The nested (filtered) family of sigma-algebras from Definition 2.4 is a recurrent
theme in symbolic dynamics, and in ergodic theory;– for details, see, for instance,
[Kak48], [Roh61], [Rue89], [CFS82], [Jor01], [Jor04], [Haw94]. A main theme in our
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work is to point out that this basic filtered system has three incarnations in our
analysis, each important in a systematic study of transfer operators.
In more detail: The starting point for our study of infinite-dimensional analysis
of transfer operators is a fixed system (X,B, R, σ) as specified above, i.e., a fixed
transfer operator R, subject to the pull-out property for σ, as in Definition 1.1.
The three incarnations we have in mind of the scale of sigma-algebras from Def-
inition 2.4 are: (i) measure-theoretic (Sections 3 and 4), (ii) geometric/symbolic
(Sections 3, 10, and 12), and (iii) operator theoretic (Sections 5, 7, and 8). In
each of these settings, we show that when (X,B, R, σ) is given, then the system
from Definition 2.4 induces corresponding scales of measures, of certain closed sub-
spaces in a suitable universal Hilbert space, and in geometric systems of self-similar
scales; referring to (i)-(iii), respectively. The details and the applications of these
three correspondences will be presented systematically in in the respective sections
(below), inside the body of the book.
2.3. Measurable partition and subalgebras. We give here a short overview of
the theory of measurable partitions, developed earlier in a series of papers by V.A.
Rohlin (see his pioneering article [Roh49] and the book [CFS82] for further refer-
ences). Later on, the ideas and methods of this theory were used in many papers.
We refer to the works [VF85, Ver94, Ver01] where the orbit theory of dynamical
systems was studied in the framework of sequences of measurable partitions.
Let ξ = {Cα : α ∈ I} be a partition of a standard probability measure space
(X,B, µ) into measurable sets. We will focus on the most interesting case when all
sets Cα and the index set I are uncountable (though some endomorphisms, arising
in the examples considered below, have finite preimages).
One says that a set A =
⋃
α∈I′ Cα is a ξ-set where I
′ is any subset of I. Let B(ξ)
be the sigma-algebra of ξ-sets. Clearly, B(ξ) ⊂ B.
By definition, a partition ξ is called measurable if B(ξ) contains a countable
subset (Di) of ξ-sets such that it separates any two elements C,C ′ of ξ: there exists
i ≥ 1 such that either C ⊂ Di and C ′ ⊂ X \Di or C ′ ⊂ Di and C ⊂ X \Di.
Any partition ξ defines the quotient space X/ξ whose points are elements of ξ.
Let π be the natural projection from X to X/ξ. For µ ∈ M1(X), we define the
probability measure µξ on B(ξ) by setting µξ = µ ◦ π−1.
It can be proved that ξ is measurable if and only if (X/ξ,B(ξ), µξ) is a standard
measure space. More generally, suppose (X,B, µ) and (Y, C, ν) are two standard
measure spaces. Let ϕ : X → Y be a measurable map. Then the partition ζ :=
{ϕ−1(y) : y ∈ Y } is obviously measurable. In particular, ϕ can be a surjective
non-singular endomorphism of (X,B, µ). In this case, we see that the partition
ζ(ϕ) := {ϕ−1(x) : x ∈ X} has the following properties
X/ζ(ϕ) = X, B(ϕ) = ϕ−1(B), µϕ = µ|ϕ−1(B) (2.1)
Hence, the partition ζ(ϕ) is indexed by points of the space X, that is the quotient
space X/ζ is identified with X.
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Let Orbϕ(x) := {y ∈ X : ϕm(y) = ϕn(x) for some m,n ∈ N0} be the orbit of ϕ
through x ∈ X. Then, in contrast to the above partition ζ, the partition of X into
orbits of ϕ is not measurable, in general.
We recall here a few facts and definitions about measurable partitions that will
be used below. It is said that a partition ζ refines ξ (in symbols, ξ ≺ ζ) if every
element C of ξ is a ζ-set. If ξα is a family of measurable partitions, then their
product
∨
α ξα is a measurable partition ξ which is uniquely determined by the
conditions: (i) ξα ≺ ξ for all α, and (ii) if η is a measurable partition such that
ξα ≺ η, then ξ ≺ η. Similarly, one defines the intersection
∧
α ξα of measurable
partitions.
It turns out that every partition ζ has a measurable hull, that is a measurable
partition ξ such that ξ ≺ ζ and ξ is a maximal measurable partition with this
property. In order to illustrate this fact, we consider a measurable automorphism
T of a measure space (X,B, µ) and define the partition ζ(T ) of X into orbits of
T , ζ(T )(x) = {T ix : i ∈ Z}. In general, ζ(T ) is not measurable. There exists a
measurable partition ξ, the measurable hull of ζ(T ), which is known as the partition
of X into ergodic components of T . If T is ergodic, then ξ is the trivial partition.
Lemma 2.5. There is a one-to-one correspondence between the set of measurable
partitions of a standard measure space (X,B, µ) and the set of complete sigma-
subalgebras A of B. This correspondence is defined by assigning to each partition ξ
the sigma-algebra B(ξ) of ξ-sets. Moreover,
A(
∧
α
ξα) =
⋂
α
A(ξα), A(
∨
α
ξα) =
∨
α
A(ξα)
where the latter is the minimal sigma-subalgebra that contains all A(ξα).
We need the following classical result due to Rokhlin [Roh49] about the disinte-
gration of probability measures.
Definition 2.6. For a standard probability measure space (X,B, µ) and a measur-
able partition ξ of X, we say that a collection of measures (µC)C∈X/ξ is a system
of conditional measures with respect to ((X,B, µ), ξ) if
(i) for each C ∈ X/ξ, µC is a measure on the sigma-algebra BC := B ∩ C such
that (C,BC , µC) is a standard probability measure space;
(ii) for any B ∈ B, the function C 7→ µC(B ∩ C) is µξ-measurable;
(iii) for any B ∈ B,
µ(B) =
∫
X/ξ
µC(B ∩ C) dµξ(C). (2.2)
Theorem 2.7 ([Roh49]). For any measurable partition ξ of a standard probabil-
ity measure space (X,B, µ), there exists a unique system of conditional measures
(µC). Conversely, if (µC)C∈X/ξ is a system of conditional measures with respect to
((X,B, µ), ξ), then ξ is a measurable partition.
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We notice that relation (2.2) can be written as follows: for any f ∈ L1(X,B, µ),∫
X
f(x) dµ(x) =
∫
X/ξ
(∫
C
fC(y) dµC(y)
)
dµξ(C) (2.3)
where fC = f |C .
We can apply this theorem to the case of a surjective endomorphism ϕ ∈ End(X,B, µ)
as described above. Let ζ(ϕ) be the measurable partition of (X,B, µ) into preim-
ages ϕ−1(x) of points x ∈ X (see (2.1). Let (µC) be the system of conditional
measures defined by ζ(ϕ). Then relation (2.3) has the form∫
X
f(x) dµ(x) =
∫
X
(∫
C
fC(y) dµC(y)
)
dµϕ(C) (2.4)
In most important cases, the disintegration of a measure is applied to probability
(finite) measures. The case of an infinite sigma-finite measure was considered by
several authors. We refer here to [Sim12]. The result is formulated in a slightly
more general terms, in comparison with probability measures.
Let (X,B, µ) and (Y,A, ν) be standard measure spaces with sigma-finite mea-
sures, and suppose that π : X → Y is a measurable map. By definition, a system
of conditional measures is a collection of measures (νy)y∈Y such that
i) νy is a measure on the standard measure space (π−1(y),B ∩ π−1(y)), y ∈ Y ;
ii) for every B ∈ B,
µ(B) =
∫
Y
νy(B) dν(y).
Theorem 2.8 ([Sim12]). Let (X,B, µ) and (Y,A, ν) be as above. Suppose that
µ̂ = µ ◦ π−1 ≪ ν. Then there exists a unique system of conditional measures
(νy)y∈Y for µ. For ν-a.e., νy is a sigma-finite measure.
The structure of countable-to-one endomorphisms is described in the following
result.
Theorem 2.9 ([Roh49]). For a countable-to-one endomorphism σ of (X,B, µ),
there exists a partition ζ = (A1, A2, ...) of X into at most countably many elements
such that
(i) µ(Ai) > 0 for all i;
(ii) σi := σ|Ai is one-to-one and Ai is of maximal measure in X \
⋃
j<iAj with
this property. In particular, σ1 is one-to-one and onto X.
Clearly, the Rohlin partition ζ is finite if σ is bounded- to-one. Let τi be a one-to-
one Borel map with domain σi(Ai) such that σ◦τi = id. Then the collection of maps
τi’s represents the inverse branches of σ. They are used in explicit constructions of
positive operators related to iterated function systems. This type of endomorphisms
arises also as shifts on stationary Bratteli diagrams.
2.4. Solenoids and applications. To finish this section we recall the construction
of natural extension of endomorphisms (or a solenoid in other terms).
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Let σ be an endomorphism of a standard Borel space (X,B). We associate to
((X,B), σ) a solenoid Solσ(X) as follows. By definition,
Solσ(X) := {y = (xi) ∈
∞∏
i=0
X : σ(xi+1) = xi, i ∈ N0}.
Since Solσ(X) is a Borel subset of
∏∞
i=0(X,B), any solenoid is a standard Borel
space in its turn. If X is a compact space, then Solσ(X) is also a compact subset.
Furthermore, Solσ(X) is an invariant subset of
∏∞
i=0X with respect to the shift
σ0(xi) = (σxi). We use the notation πi, i ∈ N0, for the projection from Solσ(X)
onto X, πi((xi)) = xi.
Lemma 2.10. Let λ be a Borel measure on (X,B). In the above notation, the
partition of Solσ(X) into the fibers {π−10 (x) : x ∈ X} is measurable.
Starting with a transfer operator system (X,B, σ,R), there is a general procedure
for extending to an invertible dynamical system, now realized on an associated
solenoid; see the outline here in Lemma 2.9. As documented in the literature
(see, for example, [BJ97, BJ02, BJMP05, BMPR12, DJ06, DR07, Dut02, FGKP16,
Jor01, Jor04, JT15]), there are many applications of this construction: (i) the given
endomorphism σ lifts in a canonical fashion to an automorphism on the solenoid;
(ii) under suitable assumption, the given transfer operator system (X,B, σ,R) then
admits a realization by unitary operators, again realized on suitable L2 spaces
and realized on the solenoid; and (iii) the construction in (ii) includes families of
generalized wavelets. These wavelet families in turn include as special cases more
traditional multi-resolution wavelet constructions considered earlier in the standard
Hilbert space L2(Rd). Under suitable restrictions, in fact, L2(Rd) embeds naturally
in an L2 space on the solenoid. We shall refer to the cited literature for details
regarding (i)-(iii), but see also [AJL16].
For the solenoid Solσ(X), we define a Borel map σ˜ of the solenoid by setting
σ˜(x0, x1, x2, ...) = (σ(x0), x0, x1, ...) (2.5)
Lemma 2.11. The transformation σ˜ : Solσ(X) → Solσ(X) is a one-to-one and
onto map, i.e. σ˜ is a Borel automorphism of the solenoid.
Proof. To see this, we set
σ˜−1(x0, x1, x2, ...) = (x1, x2, ...).
Then, the relation σ˜−1σ˜ = id is obvious. On the other hand, for any (x0, x1, x2, ...) ∈
Solσ(X), we have
σ˜σ˜−1(x0, x1, x2, ...) = σ˜(x1, x2, ...) = σ˜(y0, y1, ...)
= (σ(y0), y0, y1, ...) = (σ(x1), x1, x2, ...) = (x0, x1, x2, ...)
where yi = xi+1, i ≥ 0. 
We will use this construction below.
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Remark 2.12. It is worth noting that, based on the definition of a transfer operator
built by a system of conditional measures, see Example 1.6, we can immediately
extend the main results of [DJ07, Theorems 3.1, 3.4] to the case of an arbitrary
surjective endomorphism σ.
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3. Positive, and transfer, operators on measurable spaces: general
properties
The notions of positive operators and transfer operators are central objects in
this book. We will discuss various properties of these operators and their specific
realization in the subsequent sections. Here we first focus on the most general
properties and basic definitions related to these operators. We also refer to [Kar59]
as one of the pioneering papers on positive operators.
While the setting for a study of transfer operators, and more general positive
linear operators, is that of a set Y , and a fixed sigma-algebra A, in order to get
explicit characterizations, it is useful to restrict attention to standard Borel spaces;
so the case when (Y,A) is now a pair (X,B) given to be isomorphic to some sep-
arable complete metric space (a Polish space) with associated Borel sigma-algebra
B ; or (X,B) is isomorphic to some uncountable Borel subset of some separable
complete metric space with the induced Borel sigma-algebra. Generally we allow
for the possibility that X is non-compact.
By a transfer operator in (X,B) we mean a pair (R,σ) satisfying the conditions in
Definition 3.1 (i), and (3.1). The starting point in the present section is a fixed pair
(R,σ) on (X,B), defining a transfer operator; and we begin with a systematic study
of various sets of measures on (X,B) which allow us to derive spectral theoretic
information for the transfer operator (R,σ) under consideration. For this purpose,
we also make precise a notion of isomorphisms of pairs of transfer operators (R,σ);
see Definition 3.8. Our study of measure classes associated to a fixed (R,σ) will
be undertaken in the two sections to follow.
3.1. Transfer operators on Borel functions. We will consider positive and
transfer operators acting in some natural spaces F of real-valued functions. Ex-
amples of such spaces are: F(X,B), Lp(X,B, µ) (1 ≤ p ≤ ∞), C(X) (if X is
considered as a compact Hausdorff space), etc. In all these spaces, the generating
cone F+ of non-negative functions is obviously defined. Hence, we can define a
positive operator P as a linear operator that preserves the cone of non-negative
functions: f ∈ F+ =⇒ P (f) ∈ F+. If a Borel measure µ is given on (X,B),
then we can consider non-negative elements of the space Lp(X,B, µ) and define a
positive operator P on Lp(µ) similarly.
Let (X,B) be a standard Borel space, and let σ be a surjective Borel endomor-
phism of (X,B). A function f is called σ−1(B)-measurable if f ∈ F(X,σ−1(B)).
For any function f ∈ F(X), the function f ◦ σ is constant on every element of the
partition ξ = {σ−1(x) : x ∈ X}, and therefore f ◦ σ is measurable with respect to
σ−1(B). Thus, it can be easily seen that a Borel function g is σ−1(B)-measurable
if and only if there exists a Borel function G such that g = G ◦ σ. In this set-
tings, the operator U : F(X,B)→ F(X,σ−1(B)) : f 7→ f ◦ σ is positive and called
the composition operator. In the framework of ergodic theory this operator U be-
ing considered on the spaces L1(µ) or L2(µ) is known by the name of Koopman
operator., see e.g., [Rue78].
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The set of positive operators contains an important class of operators called
transfer operators. We find it useful to expand the definition of a transfer operator
from Section 1, giving more details now.
Definition 3.1. (1) Let σ : X → X be a surjective endomorphism of a standard
Borel space (X,B). We say that R is a transfer operator if R : F(X)→ F(X) is a
linear operator satisfying the properties:
(i) f ≥ 0 =⇒ R(f) ≥ 0 (i.e., R is positive);
(ii) for any Borel functions f, g ∈ F(X),
R((f ◦ σ)g) = fR(g). (3.1)
(2) For a non-singular endomorphism σ on (X,B, µ), we define similarly a transfer
operator acting in the space Lp(X,B, µ), 1 ≤ p ≤ ∞.
(3) If R(1)(x) > 0 for all x ∈ X, then we say that R is a strict transfer operator
(here and below the expression R(1) means the image of the constant function that
takes value 1 under the action of R).
(4) If R(1) = 1, then the transfer operator R is called normalized.
(5) If h is a non-negative function such that Rh = h, then h is called a harmonic
function.
We use also the notation (R,σ) for a transfer operator R to emphasize that
these two objects are closely related according to the “pull-out property” given in
(3.1). Moreover, this point of view is useful for the problem of classification of
transfer operators (see the corresponding definitions below in this section). It is
worth remarking that the set R(σ) of transfer operators R defined by the same
endomorphism σ can be vast.
Remark 3.2. (1) Since we work with standard Borel and measure spaces, the trans-
fer operators do not depend on underlying space, in general. This means that if
(X,B) and (Y,A) are standard Borel spaces and ψ : (X,B)→ (Y,A) is a Borel map
implementing the Borel isomorphism of these spaces, then, for every transfer oper-
ator (R,σ) acting in F(X,B), there exists an isomorphic transfer operator (R′, σ′)
acting on the space F(Y,A). We discuss the notion of isomorphism of transfer
operators below in this section.
(2) When we discuss properties of a transfer operator R, we will mostly work
with non-negative Borel (or measurable) functions. The point is that if a transfer
operator R is defined on the cone of positive functions F(X)+, then R is naturally
extended to F(X) by linearity. The same approach is used in all statements related
to integration with respect to a measure λ.
The point of view on transfer operators as pairs (R,σ) allows us to introduce a
semigroup structure on such pairs.
Let σ ∈ End(X,B), and let
R(σ) := {(R,σ) : R is a transfer operator w.r.t. σ}.
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Denote
R(X,B) :=
⋃
σ∈End(X,B)
R(σ).
Lemma 3.3. (1) The set R(X,B) is a semigroup with identity with respect to the
product
(R1R2, σ1σ2) = (R1, σ1)(R2, σ2).
(Here the notation R1R2 and σ1σ2 means the composition of mappings.)
(2) The set R(σ) is a vector space for each fixed σ ∈ End(X,B).
Proof. Let (R1, σ1) and (R2, σ2) be two transfer operators, where Ri : F(X,B) →
F(X,B) and σi is an onto endomorphism of (X,B), i = 1, 2. We need to check
that (R1R2, σ1σ2) is a well defined transfer operator in F(X,B). Since the range of
any transfer operator (R,σ) is F(X,B) (see Lemma 3.11), the composition R1R2
is defined. It remains to check that (R1R2, σ1σ2) satisfies Definition 3.1. The
positivity is obvious and
R1R2[f(σ1σ2(x))g(x)] = R1[f(σ1(x))R2(g(x))]
= f(x)R1R2(g)(x)
The second claim is clear because, for a, b ∈ R,
(aR1 + bR2)[(f ◦ σ)g] = afR1(g) + bfR2(g) = f(aR1 + bR2)(g).

The dynamical properties of endomorphisms σ such as ergodicity, mixing, etc
can be described in terms of transfer operators, see [LM94, DZ09]. We mention
here several simple observation to motivate our future study.
Remark 3.4. (1) Suppose that (R,σ) is a transfer operator acting on the space
(X,B, µ). If σ is not an ergodic endomorphism of (X,B, µ), then for any σ-invariant
set A of positive measure (σ−1(A) = A mod 0), we can define the restriction of R
on (A,B|A). For this, we set
RA(f) = R(χAf), f ∈ F(X,B).
Lemma 3.5. The operator RA : F(A,B|A) → F(A,B|A) is a transfer operators
corresponding to σA = σ : A→ A.
Proof. We need to check that (RA, σA) satisfies the Definition 3.1:
RA((f ◦ σ)g) = R(χA(f ◦ σ)g)
= R((χA)
2(f ◦ σ)g)
= R((χA ◦ σ)(f ◦ σ)χAg)
= χAfR(χAg)
= χAfRA(g).
26 SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
We used here the relation χA = χσ−1(A) = χA ◦ σ. 
(2) Suppose that σ is periodic on (X,B) of period p, i.e., σp(x) = x for all x. If
R is a transfer operator from R(σ), then R is also periodic. Indeed, Rp is a transfer
operator corresponding σp. Hence, for any functions f, g ∈ F(X,B), it satisfies the
relation Rp(f)g = fRp(g) which means that Rp is the identity operator.
The statements, proved in Remark 3.4, mean that the classes of all ergodic endo-
morphisms of a measure space, and the aperiodic endomorphisms for Borel spaces,
play the central role. Thus, we can avoid some trivialities by considering only er-
godic and/or aperiodic endomorphisms σ.
3.2. Classification. The problem of classification of transfer operators has many
aspects and depends on the choice of equivalence relations on the set of all transfer
operators. We consider only the definition of isomorphic transfer operators (R,σ).
For motivation, we begin with the following example.
Example 3.6. Suppose that σ and σ′ are two surjective endomorphisms of (X,B)
such that σ′τ(x) = τσ(x) for some one-to-one Borel map τ and all x ∈ X. We
define the operator S := Sτ acting on the set of Borel functions f ∈ F(X,B) by
the formula
(Sf)(x) := f(τx).
Lemma 3.7. Let (R,σ) be a transfer operator in F(X,B). Then R′ = (S−1RS is
transfer operator corresponding to the endomorphism σ′.
This observation follows from the facts that R′ is positive and (R′, σ′) satisfies
the relation:
S−1RS[f(σ′x)g(x)] = S−1R[f(σ′τx)g(τx)]
= S−1R[f(τ(σx))g(τx)]
= S−1[f ◦ τ(x)(Rg)(τx)]
= f(x)(S−1RSg)(x).
The next definition is a generalization of the above example.
Definition 3.8. Let σi be an onto endomorphism of a standard Borel space (Xi,Bi), i =
1, 2. Suppose that (R1, σ1) and (R2, σ2) are transfer operators acting on Borel
functions defined on (X1,B1) and (X2,B2), respectively. We say that (R1, σ1) and
(R2, σ2) are isomorphic if there exists a Borel isomorphism T : (X1,B1)→ (X2,B2)
such that
Tσ1 = σ2T and T∗R2 = R1T∗,
where T∗ is the induced map F(X2)→ F(X1):
(T∗f)(x1) = f(Tx1), ∀f ∈ F(X2), x1 ∈ X1.
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In order to justify this definition, we need to show that TR2T−1 is a transfer
operator corresponding to σ1. It is obvious that TR2T−1 is a positive operator. To
verify the pull-out property (1.1), we calculate, for g, h ∈ F(X1),
TR2T
−1[(g ◦ σ1)h] = TR2[g(σ1T−1x)h(T−1x)]
= T∗R2[(g ◦ T−1∗ (σ2x))(h ◦ T−1)(x)]
= T∗[(g ◦ T−1(x))R2(h ◦ T−1)(x)]
= g(x)(T∗R2T
−1
∗ h)(x)).
If T : X1 → X2 is a not invertible Borel map, then this definition gives the notion
of a factor map between two transfer operators.
Example 3.9. In this example, we illustrate the definition of the isomorphism for
the transfer operators defined by the formula
(Rif)(x) :=
∑
σiy=x
qi(y)f(y), i = 1, 2. (3.2)
Here σi is a finite-to-one onto endomorphism of Xi. Under what conditions on q1, q2
are the transfer operators (R1, σ1) and (R2, σ2) isomorphic? Let T : X1 → X2 be
as in Definition 3.8. If one rewrites the relation (T∗R2f)(x) = (R1T∗f)(x) with
f ∈ F(X2), then it transforms to the identity∑
y:σ2y=Tx
q2(y)f(y) =
∑
z:σ1z=x
q1(z)f(Tz)
which holds for any x ∈ X1 and any Borel function f ∈ F(X2).
Lemma 3.10. Let (R1, σ1) and (R2, σ2) be defined by (3.2). If they are isomorphic
via a transformation T , then∑
a∈Cx
q2(a) =
∑
a∈Cx
(T−1∗ q1)(a) (3.3)
where Cx = {a ∈ X2 : T−1σ2a = x}.
Proof. Take f = δa where a is a point from X2. Then
(T∗R2δa)(x) =
∑
a:σ2a=Tx
q2(a)
and
(R1T∗δa)(x) =
∑
a:σ1T−1a=x
q(T−1a).
We notice that T−1σ2a = σ1T−1a, therefore the relation (T∗R2f)(x) = (R1T∗f)(x)
implies (3.3). 
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3.3. Kernel and range of transfer operators. In the next statements we discuss
the structural properties of transfer operators.
Lemma 3.11. Let σ be an onto endomorphism of a standard Borel space X,B).
Suppose R : F(X,B) → F(X,B) is a strict transfer operator with respect to σ. If
R|σ is the restriction of R onto F(X,σ−1(B)), then
R|σ : F(X,σ−1(B))→ F(X,B)
is a one-to-one and onto map.
Proof. Since, for any function f ∈ F(X,B),
R(f ◦ σ) = fR(1) (3.4)
and R(1) > 0, we see that R|σ is onto.
Suppose f, g ∈ F(X,B) are two distinct Borel functions and set A = {x ∈ X :
f(x) 6= g(x)}. Then, for x ∈ σ−1(A), we have (f ◦ σ)(x) 6= (g ◦ σ)(x). It follows
that
R(f ◦ σ) = fR(1) 6= gR(1) = R(g ◦ σ)
and the proof is complete. 
Denote by S(X) the set of real-valued simple functions on (X,B):
S(X) := {s : X → R : s(x) =
∑
i∈I
ciχEi , |I| <∞}
where {Ei : i ∈ I} is any finite partition of X into Borel subsets.
Lemma 3.12. Suppose σ is an onto endomorphism of a standard Borel space. Let
R : F(X,B) → F(X,B) be a normalized transfer operator. Then R sends the set
of σ−1(B)-measurable simple functions onto the set of simple functions in F(X,B)
(by Lemma 3.11 this map is one-to-one and onto).
Proof. The result follows from the following observation: for any set A ∈ B,
R(χσ−1(A)) = R(χA ◦ σ) = χAR(1) = χA.
Hence, this relation is extended to simple functions by linearity. 
Based on the proved results, one can ask whether relation (3.4) determines the
pull-out property. The affirmative answer is contained in the following lemma.
Lemma 3.13. If (X,B) and σ are as above, then
R(f ◦ σ) = fR(1) ⇐⇒ R((f ◦ σ)g) = fR(g), ∀g ∈ F(X,σ−1(B)).
Proof. We need to show only that (=⇒) holds. Indeed, if g ∈ F(X,σ−1(B), then
there exists G ∈ F(X,B) such that g = G ◦ σ. Then
R((f ◦ σ)g) = R((fG) ◦ σ) = fGR(1) = fR(G ◦ σ) = fR(g).

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Consider the kernel of R,
Ker(R) := {f ∈ F(X,B) : R(f) = 0}.
It is clear that the pull-out property implies that
f ∈ Ker(R) =⇒ f(g ◦ σ) ∈ Ker(R), ∀g ∈ F(X,σ−1(B)).
The above relation shows that Ker(R) can be viewed as an F(X,σ−1(B))-
module.
Theorem 3.14. Let (R,σ) be a normalized transfer operator on F(X,B) where σ
is an onto endomorphism. For any Borel function f ∈ F(X,B), there exist uniquely
determined functions f0 ∈ Ker(R) and f ∈ F(X,σ−1(B)) such that
f = f0 + f. (3.5)
Proof. We first show that, for any Borel function f /∈ F(X,σ−1(B)), there exists
a function f ∈ F(X,σ−1(B)) such that R(f) = R(f). (If f ∈ F(X,σ−1(B)), the
we take f = f .) Indeed, take R(f) and set f = R(f) ◦ σ. Since R(1) = 1, the
function f has the desired properties. Set f0 = f − f . Then f0 ∈ Ker(R) and (3.5)
is proved.
It remains to show that this representation is unique. If f = f = f0+ f = g0+ g
where f0, g0 ∈ Ker(R), then R(g− f) = 0. Since R is one-to-one on F(X,σ−1(B)),
we obtain that f = g and hence f0 = g0. 
Corollary 3.15. (1) For a normalized transfer operator (R,σ) as above, let
E : F(X,B)→ F(X,σ−1(B)) : f 7→ R(f) ◦ σ. (3.6)
Then the operator E has the following properties: E is positive, E(F(X,B)) =
F(X,σ−1(B)), E2 = E, E|F(X,σ−1(B)) = id, E ◦R = R, and R ◦ E = R.
(2) For Ker(Rn) and F(X,σ−n(B)) and any f ∈ F(X,B) there exists a decom-
position f = f
(n)
0 + f
(n)
which is similar to (3.5).
Proof. Most of the properties formulated in (1) are obvious; we check only that E
is an idempotent:
E(E(f)) = E(R(f) ◦ σ) = R[R(f) ◦ σ] ◦ σ = R(f) ◦ σ = E(f).
The other relation easily follow from the definition.
For (2), we notice that
Ker(R) ⊂ Ker(R2) ⊂ · · · ⊂ Ker(Rn) ⊂ · · ·
and
F(X,B) ⊃ F(X,σ−1(B)) · · · ⊃ F(X,σ−n(B)) ⊃ · · ·
The proof of the existence of decomposition in (2) is analogous to that in Theorem
3.14.

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For an onto endomorphism σ of the space (X,B), we set
Uσ : F(X,B)→ F(X,σ−1(B)) : f(x) 7→ f(σ(x)). (3.7)
Corollary 3.16. For Uσ defined in (3.7), we have
(RUσ)(f) = f, (UσR)(f) = E(f).
If R is not normalized, then the operator RUσ is the multiplication operator:
(RUσ)(f) = R(1)f, f ∈ F(X,B).
The restriction of R to F(X,σ−1(B)) is a multiplication operator itself.
These formulas are obvious. We will use them in the framework of of our study
of transfer operators in the Hilbert space L2(X,B, µ) where µ is σ-invariant. Then
Uσ would be an isometry, and R could be treated as a co-isometry for Uσ. Thus,
Corollary 3.16 presents a Borel analogue of the dual pair Uσ, R. This observation
is the basis for the further study of the isometry Uσ. In particular, in Section
7, we discuss the Wold decomposition generated by the sequence of subalgebras
{σ−n(B) : n ∈ N0}.
We will also see later that the operator E becomes the conditional expectation
when R is considered in the context of Lp(µ)-spaces.
3.4. Multiplicative properties of transfer operators. It turns out that any
transfer operator possesses some multiplicative properties when it is restricted to
an appropriate subset of Borel functions.
We begin with the following statement proved in [CE77, BJ02] (we formulate
only a part of the statement here because we need only the fact that A is abelian).
Lemma 3.17. Let A be an abelian C∗-algebra with unit 1, and let E : A→ A be a
linear map with the properties: (i) E is positive, (ii) E(1) = 1, (iii) E2 = E. Then
the map
(a, b) 7→ a× b := E(ab)
is an associate product on the linear space E(A). Moreover, for all a ∈ E(A) and
b ∈ A,
E(ab) = E(aE(b)). (3.8)
We can apply Lemma 3.17 for the operator E defined in (3.6). It follows from
Corollary 3.15 that this operator E satisfies the conditions of the lemma.
Theorem 3.18. Let R be a normalized transfer operator in F(X,B). The positive
operator E(f) = R(f) ◦ σ : F(X,B) → F(X,σ−1(B)) satisfies the conditions of
Lemma 3.17. For the product f × g := E(fg), the operator R has the properties:
R(f × g) = R(f)R(g), f ∈ F(X,σ−1(B)), g ∈ F(X,B), (3.9)
R(fg) = R(f)R(g), f, g ∈ F(X,σ−1(B)).
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Proof. We observe first that E(f) = R(f)◦σ, f ∈ F(X,B), is a positive normalized
idempotent map onto F (X,σ−1(B)). Thus we can use the conclusion of Lemma
3.17. It follows from (3.8) that, for f ∈ F(X,σ−1(B)) and g ∈ F(X,B),
f × g = E(fE(g)) = R(f(R(g) ◦ σ) ◦ σ = [R(f)R(g)] ◦ σ
Applying R we obtain
R(f × g) = R(f)R(g).
Here the relation R(1) = 1 has been repeatedly used.
Since F(X,σ−1(B)) = {f ◦ σ : f ∈ F(X,B)}, we see that
(f ◦ σ)× (g ◦ σ) = E((f ◦ σ)(g ◦ σ))
= R[(f ◦ σ)(g ◦ σ)] ◦ σ
= (fg) ◦ σ = (f ◦ σ)(g ◦ σ).
Hence, R(fg) = R(f)R(g) holds on the space of Borel functions measurable with
respect to σ−1(B). 
Remark 3.19. (1) We emphasize that, though the product f × g is defined for
functions from F(X,B), the multiplicative property of R is only true when at least
one function belongs to F(X,σ−1(B)).
(2) To illustrate Theorem 3.18, we show that (3.9) holds for the transfer operator
R(σ) (see (1.2)) under the condition
∑
y:σ(y)=xW (y) = 1 for all x. Then
Rσ((f ◦ σ)g) =
∑
y:σ(y)=x
W (y)f(σ(y))g(y)
= f(x)
∑
y:σ(y)=x
W (y)g(y)
=
∑
y:σ(y)=x
W (y)f(σ(y))
∑
y:σ(y)=x
W (y)g(y)
= Rσ(f ◦ σ)Rσ(g).
3.5. Harmonic functions and coboundaries for transfer operators. Har-
monic functions will be discussed in the book repeatedly. We mention first a couple
of simple facts about characteristic functions.
In what follows, we will work with transfer operators. In this case, the study
of harmonic functions is more interesting. We begin with a simple result about
σ-invariant functions.
Lemma 3.20. (1) Let σ be a surjective endomorphism of a standard Borel space
(X,B). Suppose s =∑i ciχAi is a non-negative simple function such that σ−1(Ai) =
Ai for all i. Then s is a harmonic function for any normalized transfer operator
(R,σ) ∈ R(σ).
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(2) Let G = {g ∈ F(X) : g ◦ σ = g} be the set of σ-invariant functions. Then
every non-negative function g ∈ G is harmonic with respect to any normalized
transfer operator (R,σ).
Proof. (1) We notice that if σ−1(A) = A, then χA(x) = χσ−1(A)(x) = χA(σx).
Therefore,
R(s) = R(
∑
i
ciχAi) = R(
∑
i
ciχAi ◦ σ) = s.
(2) The statement can be proved similarly to (1). 
We have already noticed how important is the property R(1) = 1 in the study
of transfer operators. In the next lemma, we give simple conditions under which a
transfer operator can be normalized.
Lemma 3.21. (1) If (R,σ) is a strict transfer operator acting in the space F(X,B),
then R1 = (R1)
−1R is a normalized transfer operator.
(2) Let (R,σ) be a transfer operator, and let k be a non-negative Borel function.
Then the operator
Rk(f)(x) =

R(fk)
k
(x), if x ∈ {k 6= 0}
0, if x ∈ {k = 0}
(3.10)
is a well defined transfer operator. Moreover, Rk is a normalized transfer operator
if and only if k is a harmonic function for R.
Proof. The first statement is trivial. In order to prove the second one, we check
that (Rk, σ) satisfies the definition of a transfer operator. Indeed, the positivity of
Rk is clear, and the pull-out property follows from the relation
Rk((f ◦ σ)g) = R((f ◦ σ)gk)
k
= f
R(gk)
k
= fRk(g).
To finish the proof, we observe that the property Rk(1) = 1 holds if and only if k
is a harmonic function for R. 
Remark 3.22. (1) We note that the operator Rk can be considered as an abstract
Doob transform. We refer, for instance, to the papers [AU15, AGZ15] for more
details.
(2) It is useful to justify the correctness of the definition of Rk in (3.10). For
this, we notice that in case when h is a harmonic function for R, then
h(x) = 0 =⇒ R(fh)(x) = 0.
Indeed, since R is positive, the Schwarz inequality shows that
|R(fh)| ≤
√
R(f2)
√
R(h2) ≤
√
R(f2)R(h) =
√
R(f2)h,
and the result follows.
In fact, one can prove even a stronger result. Write fh = f
√
h
√
h, and apply
the Scwarz inequality
|R(fh)| ≤ R(f2h)1/2R(h)1/2 ≤ R(f2h)1/2h1/2.
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Repeating this inequality k times, we obtain
|R(fh)| ≤ R(f2kh)2−kh2−1+···+2−k .
Remark 3.23. Suppose (R1, σ1) and (R2, σ2) are isomorphic transfer operators. Let
T : X1 → X2 be a one-to-one Borel map that implements the isomorphism. This
means, in particular, that T∗R2 = R1T∗ where T∗ is the induced map from F(X2) to
F(X1). Then T∗ realizes a one- to-one correspondence between the sets of harmonic
functions H(R2) and H(R1). Indeed, let h ∈ H(R2) be a R2-harmonic function.
Then T∗h = T∗R2h = R1T∗h.
If Rh = h for a transfer operator R, then this fact can be treated as the existence
of an eigenfunction h corresponding to the eigenvalue 1. Similarly, we can represent
H(R) as the eigenspace corresponding to the eigenvalue 1.
The following observation is based on Corollary 3.16.
Lemma 3.24. Let (R,σ) be a transfer operator acting in F(X,B). Then F(X,σ−1(B))
is the eigenspace corresponding to the eigenvalue R(1), that is F(X,σ−1(B)) = {h ∈
F(X) : Rh = R(1)h}.
We say that two transfer operators R1 and R2 fromR(σ) are equivalent (R1 ∼ R2
in symbols) if there exists a non-negative k ∈ F(X,B) such that
kR2(f) = R1(kf), ∀f ∈ F(X,B). (3.11)
Let Γ denote the multiplicative group F(X,B)0+ of strictly positive Borel functions.
For the sake of simplicity, we will assume that the function k from (3.11) is taken
from Γ though this restriction can be, in general, omitted.
Proposition 3.25. (1) R1 ∼ R2 is an equivalence relation on the set R(σ) of
transfer operators.
(2) (Rk)g = (Rg)k = Rkg where k, g ∈ F(X,B)+.
(3) The map r(k,R) 7→ Rk defines an action of Γ = F(X,B)0+ on the set R(σ).
The equivalence relation ∼ coincides with the partition into orbits of the action r.
(4) The action of Γ on R(σ) is not free. If Γ0 = Γ ∩ {g ∈ F(X,B) : g ◦ σ = g},
then Γ0 belongs to the stabilizer of every R ∈ R(σ).
Proof. Statement (1) is verified directly. If R1(f) =
R2(kf)
k
, then, denoting g = kf ,
we get
R2(g) =
R1(gk
−1)
k−1
;
this proves that ∼ is symmetric. Clearly, if R1 ∼ R2 and R2 ∼ R3, then R1 ∼ R3.
(2) follows from (1).
To see that (3) holds, we use (2) and compute
r(k1, r(k2, R)) = r(k1, Rk2) = (Rk2)k1 = Rk1k2 .
Hence, for a fixed R ∈ R(σ), the set {Rk : k ∈ F(X,B)0+} is the orbit of the action
of Γ = F(X,B)0+ on the set R(σ).
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(4) The action of Γ is not free: k(I) = I,∀k ∈ Γ where I(f) = f (the identity
map). Moreover, if k ∈ Γ0, then k ◦ σ = k and we have
(kR)(f) = Rk(f) =
R((k ◦ σ)f
k
= R(f)
where R ∈ R(σ) is a fixed transfer operator and f is any Borel function.

Lemma 3.26. For σ ∈ End(X,B), let R be a transfer operator from R(σ0. If
k ∈ Γ, then the map h 7→ kh sends the set H(Rk) onto H(R).
Proof. We need to show that h ∈ H(Rk) if and only if hk ∈ H(R). This result
follows from the relation:
Rk(h) =
R(kh)
k
= h ⇐⇒ R(hk) = hk.

Definition 3.27. Let (R,σ) be a transfer operator. It is said that a function f ∈
F(X,B) is a σ-coboundary if there exists some g ∈ F(X,B) such that (g ◦σ)f = g.
We say that f ∈ F(X,B) is an R-coboundary if there exists k ∈ F(X,B) such
that kf = R(k). The set of all R-coboundaries is denoted by Cb(R).
From Definition 3.27 we can deduce the following result.
Proposition 3.28. Let R be a normalized operator from R(σ).
(1) If f is a σ-coboundary, then R(f) is an R-coboundary.
(2)
Cb(R) = Cb(Rk), ∀k ∈ Γ.
Proof. For (1), we simply apply R to the equality (g◦σ)f = g and obtain the result.
The converse is not true, in general.
Let f be an R-coboundary, i.e., there exists some g ∈ F(X,B) such that gf =
R(g). Fix k ∈ Γ.. We claim that g ∈ Cb(Rk). Indeed, we need to show that there
exists h such that hf = Rk(h) or, equivalently,
hf =
R(hk)
k
.
The latter means that h must satisfy the equality
hkf = R(hk).
If we take h = gk−1, then we get gf = R(g) which is true. Hence, Cb(R) ⊂ Cb(Rk).
The converse inclusion is proved similarly. 
Let f be a Borel function on (X,B), and let σ : X → X be an onto endomorphism
of (X,B). Define the cocycle generated by (f, σ):
αf (x, σ
k) := f(σk−1(x))f(σk−2(x)) · · · f(x), k ∈ N.
We observe that the following fact holds.
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Lemma 3.29. Suppose that (R,σ) is a transfer operator acting in F(X,B), and
let h be an R-harmonic function. Then
R(αh(x, σ
k)) = (h(x))k, k ∈ N.
Proof. We calculate
R(αh(x, σ)) = R((h ◦ σ)h)(x) = h(x)R(h)(x) = h2(x).
Then the result follows by induction. 
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4. Transfer operators on measure spaces
Our starting point is a fixed pair (R,σ) on (X,B) making up a transfer operator.
In the next two sections we turn to a systematic study of specific and important
sets of measures on (X,B) and actions of (R,σ) on these sets of measures. These
classes of measures in turn lead to a structure theory for our given transfer operator
(R,σ). Our corresponding structure results are Theorems 4.14, 5.13, 5.12, 5.9, and
5.20.
4.1. Transfer operators and measures. In general, positive and transfer oper-
ators on the space F(X,B) or Lp(X,B, µ) are not continuous. But one can use
the notion of order convergence to define the order continuity of positive operators.
Under this assumption we can define an action of a positive operator on the set
M(X) of Borel measures. Order continuity of a positive operator is commonly used,
in particular, for positive operators one Banach lattices. The literature devoted to
this subject is very extensive; we refer to [AA01] for details and further references.
In this section, we work with positive and transfer operators acting on the space
of measurable (or integrable) functions on a standard measure space (X,B, µ) where
µ is a continuous Borel measure. We use the same notation and definitions as in
case of Borel functions keeping in mind the mod 0 convention. By P we denote
a positive operator acting on an Lp(µ)-space, 1 ≤ p ≤ ∞. If σ ∈ End(X,B, µ) is a
measurable surjective endomorphism, then we define a transfer operator R = (R,σ)
on Lp(µ) as in Definition 3.1. We recall that in this case σ is assumed to be a non-
singular onto endomorphism.
The next definition is formulated in a setting which is suitable for our pur-
poses. We use the language of Banach lattices keeping in mind the functional
spaces F(X,B) and Lp(µ).
Definition 4.1. Let E be a Banach lattice and P a positive operator on E . A
sequence (fn) in E is order convergent to g ∈ E , written fn o−→ g, if there exists a
sequence (hn) in E+ such that hn ↓ 0 and |fn − g| ≤ hn for all n ≥ N , N ≥ 1.
It is said that a positive operator P acting on E is order continuous if for any
sequence (fn) of Borel functions, the relation fn
o−→ 0 implies P (fn) o−→ 0.
Definition 4.2. Let µ ∈ M(X) be a Borel measure on (X,B), and let P be a
positive order continuous operator on F(X,B). Define the action of P on the set
M(X) as follows: for every fixed µ ∈M(X), we set
(µP )(f) :=
∫
X
P (f) dµ, (4.1)
where f is a measurable function.
Applying (4.1) to characteristic functions χA (A ∈ B), we have the formula
(µP )(A) =
∫
X
P (χA) dµ. (4.2)
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Lemma 4.3. Suppose P is a positive order continuous operator on F(X,B). Then
(1) µP is a sigma-finite Borel measure on (X,B) such that
(µP )(X) <∞ ⇐⇒ P (1) ∈ L1(µ).
(2) If X is a Polish spaces and P (C(X)) ⊂ C(X), then the action µ 7→ µP is
continuous with respect to the weak* topology on M1(X).
(3) The set M1P := {µR : µ ∈ M1(X)} is a closed subset om M1(X) in the
weak* topology.
Proof. (1) The assertion that µP is a measure follows directly from Definition 4.2.
One can apply monotone convergence theorem, and the order continuity of P , to
show that µP is countably additive.
Since P (χA) ≤ P (1), we see that finiteness of measure µP is equivalent to the
property P (1) ∈ L1(µ).
(2) The assumption that X is a Polish space is not restrictive because any stan-
dard Borel space is Borel isomorphic to a Polish space. Thus, the set of probability
measures M1(X) can be endowed with the weak* topology. Let a sequence (µn)
converge to a measure µ. Then, for f ∈ C(X),
(µnP )(f) =
∫
X
P (f) dµn →
∫
X
P (f) dµ = (µP )(f)
as n→∞.
(3) It follows from (2). 
Assumption. In the sequel, we assume (sometimes implicitly) that the considered
transfer operators R are order continuous. This means that we always have the well
defined action of R on the set of measures R : µ 7→ µR. We denote M1(X)R = K1.
This set of measures will play an important role in the next sections.
In the next remark, we consider a particular case when an action of positive
operators can be defined on the set of measures without additional assumptions.
Remark 4.4. Suppose X is a locally compact finite Hausdorff space and P is a
positive operator in the space F(X,B). Then, for every x ∈ X, the operator P
defines a positive linear functional on Cc(X) by the formula f 7→ P (f)(x). By
Riesz’ theorem, there exists a positive Borel measure µx such that
P (f)(x) =
∫
X
f(·) dµx(·).
Then the function F : x 7→ µx(A) is measurable on X for every A ∈ B because
F (x) = P (χA)(x). Hence, for every positive operator, we can associate a measur-
able family of measures (µx) defined on (X,B).
Now, given a measure ν ∈M(X), define νP as a function on Borel sets:
(νP )(A) :=
∫
X
P (χA)(x) dν(x). (4.3)
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It follows from the definition of (µx) that
(νP )(A) =
∫
X
(∫
X
χA(·) dµx(·)
)
dν(x) =
∫
X
µx(A) dν(x).
It is obvious that νP is a well defined complete Borel measure on (X,B).
The concept, we considered in Remark 4.4, is known in probability theory by the
name of a random measure. More formally, let (X,B, µ) be a measure space. Then
a random measure Φ defined with respect to this space is a function x 7→ νx : X →
M(Y ) such that νx(A) is B-measurable for every A ∈ A, see, e.g., [GSSY16, Sur16].
Definition 4.5. Let P be a positive operator acting in F(X,B). Given a measure
λ ∈M(X), we say that P is p-integrable with respect to λ if P (1) ∈ Lp(λ). We use
the terms “1-integrable” and “integrable” as synonyms.
For a fixed positive operator P , we denote
Ip(P ) := {λ ∈M(X) :
∫
X
P (1)p dλ <∞}.
It is obvious that if λ1, λ2 ∈ Ip(R), then c1λ1 + c2λ2 ∈ Ip(R).
In the next statement, we prove that the set S(X) belongs to the domain of any
p-integrable transfer operator R.
Lemma 4.6. Let P be a positive operator on F(X,B). Suppose λ is a p-integrable
measure. Then P (s(x)) ∈ Lp(λ) for any simple function s ∈ S where 1 ≤ p <∞.
Proof. We notice that, because P is positive (f ≤ g implies P (f) ≤ P (g)), then
the fact that P (1) is in Lp(λ) implies that P (χA) is in Lp(λ). Then the statement
follows from linearity of R, and we can conclude that
P (S(X)) ⊂ Lp(λ) ⇐⇒ P (1) ∈ Lp(λ).

Let f ∈ F(X,B), then by supp(f) we denote the Borel set {x ∈ X : f(x) 6= 0}.
Lemma 4.7. Let (X,B), R, σ be as in Definition 3.1.
(1) For any Borel set A,
supp(R(χA)(x)) ⊂ σ(A),
that is R(χA)(x) = 0 if x /∈ σ(A).
(2) If R is a strict transfer operator in F(X,B), then, for any Borel set A,
supp(R(χA)(x)) = σ(A),
λ(σ(A) \ supp(R(χA)) = 0.
(3) If λ quasi-invariant with respect to σ, λ ∈ Q−(σ), then λ(A) > 0 implies that
λ(σ(A)) > 0. Then statements (1) and (2) hold for λ-a.e. x ∈ X.
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Proof. (1) We use the pull-out property (3.1) to prove (1). Observe that the relation
A ⊂ σ−1(σ(A)) holds for any endomorphism σ and any measurable set A. Then
χA(x) = χσ−1(σ(A))(x)χA(x) = χσ(A)(σ(x))χA(x).
Hence,
R(χA(x)) = R(χσ(A)(σ(x))χA(x)) = χσ(A)(x)R(χA(x))
and the result follows from
R(χA)(x)(1 − χσ(A)(x)) = 0.
(2) By assumption, we have that R(1)(x) > 0 for any x ∈ X. Since 1(x) =
χA(x) + χX\A(x), we obtain that R(χA)(x) + R(χAc)(x) > 0 for all x ∈ X. It
follows from (1) that
supp(R(χA)(x)) ∩ supp(R(χX\A)(x)) ⊂ σ(A) ∩ σ(X \A) = ∅.
Since R(1)(x) > 0, we see that (2) holds.
(3) It follows from the relation A ⊂ σ−1(σ(A)) that λ(A) > 0 =⇒ λ(σ(A)) > 0.
Hence statement (3) is deduced from above. 
Remark 4.8. Suppose R is a transfer operators acting in Lp(λ), 1 ≤ p < ∞.For
λ ∈M(X), we set
Sp(λ) = S(X) ∩ Lp(λ).
Then Sp(λ) is dense in Lp(λ) with respect to the norm.
Corollary 4.9. Suppose R is p-integrable transfer operator defined on the space
F(X,B), 1 ≤ p < ∞. Then R generates a transfer operator in Lp(λ) with dense
domain containing the set Sp(λ):
R(Sp(λ)) ⊂ Lp(λ).
In general, R is an unbounded linear operator in Lp(λ).
The property of 1-integrability for a transfer operator R allows one to define a
map λ 7→ λR from the set I1(R) = I(R) to the set of finite measures on (X,B).
Proposition 4.10. Let (R,σ) be a transfer operator on (X,B, λ) such that λ is
backward and forward quasi-invariant with respect to σ, i.e., λ ∈ Q− ∩ Q+. Then,
if λ ∈ I(R), the relation
(λR)(f) :=
∫
X
R(f)(x) dλ(x) (4.4)
defines a finite Borel measure λR on (X,B).
Proof. By the premise of the proposition, we have R(1) ∈ L1(λ). To justify relation
(4.4), we use the standard approach via approximation by simple functions.
Given a λ-measurable non-negative function f , take a sequence (sn) of simple
Borel functions such that sn ≤ sn+1 and f(x) = limn sn(x) for λ-a.e. x ∈ X. Then
we can define∫
X
R(f)(x) dλ(x) := lim
n→∞
∫
X
R(sn)(x) dλ(x), f ∈ F(X,B). (4.5)
40 SERGEY BEZUGLYI AND PALLE E.T. JORGENSEN
The limit in (4.5) exists (it may be infinite) because the sequence (R(sn)) is in-
creasing and consists of integrable functions by Lemma 4.7. In fact, we can see
that the definition in (4.5) does not depend on the choice of a sequence (sn) since
lim
n→∞
∫
X
R(sn)(x) dλ(x) = sup
(∫
X
R(s)(x) dλ(x) : s(x) ≤ f(x),∀x ∈ X
)
.
We need to show relation (4.4) defines a Borel measure on (X,B). Set, for any
A ∈ B,
(λR)(A) := λ(R(χA)).
To see that λR is sigma-additive, it suffices to prove that if Ai ⊃ Ai+1 and
⋂
iAi = ∅,
then
lim
i→∞
(λR)(Ai) = 0. (4.6)
It follows from Lemma 4.7 that (λR)(Ai) ≤ λ(σ(Ai)). Since σ is forward quasi-
invariant, we see that λ(σAi) → 0 as i → ∞. Hence, relation (4.6) holds, and λR
is a sigma-additive measure.
Moreover, we see from the equality
(λR)(X) =
∫
X
R(1) dλ,
that λR is a finite measure. 
In general, the measure λR is not absolutely continuous with respect to λ, see
e.g., Example 1.2 and Table 1. One of our aims is to find conditions under which
λR≪ λ. We recall the following example (more details are in [DJ06]).
Example 4.11 (Case of wavelets [DJ06], see also Example 1.2). Let T = {z ∈
C : |z| = 1} be the unit circle, and let σ2(z) = z2, σ3(z) = z3 be two surjective
endomorphisms of T. Suppose the transfer operator Ri on C(T) is defined as follows:
Ri(f)(z) =
∑
w:σi(w)=z
|m(w)|2f(w), i = 2, 3,
where m(w) =
1 + w2√
2
. It was proved in [DJ06] that:
(a) the measure δ1 (the Dirac point mass measure at z = 1) is Ri-invariant,
δ1Ri = δ1;
(b) for the transfer operator (R3, σ3), the Riesz measure
dν(t) = lim
n→∞
1
2π
n∏
k=1
(1 + cos(2 · 3kt))
is singular with respect to the Lebesgue measure, and satisfies the relation νR3 = ν.
Remark 4.12. We are interesting in the following problem: Given a transfer operator
(R,σ) acting in F(X,B), find a Borel measure λ such that λR ≪ λ. We showed
in Examples 1.2, and 4.11 that a transfer operator may satisfy, or not satisfy, this
condition of absolute continuity. In order to formulate the problem correctly, an
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action of R on measures must be well defined. We know that this is always the
case when R is order continuous (see Lemma 4.3), or when X is a locally compact
Hausdorff space (see Remark 4.4). On the other hand, if we restrict our choice
of measures to the subsets of σ-quasi-invariant measures and integrable functions
R(1), we still have a vast set of measures which includes interesting applications.
We note that if R is a normalized transfer operator, then the latter condition
automatically holds for all finite measures.
Based on these observation, we will assume that, for a transfer operator R, the
map λ 7→ λR is defined on M(X) (or on a subset of M(X) in case of need).
Definition 4.13. For a fixed order-continuous transfer operator (R,σ), we define
the set
L(R) := {λ ∈M(X) : λR≪ λ}. (4.7)
In case when R is integrable, we use the same notation L(R) for the set of Borel
measures λ such that λR≪ λ, R(1) ∈ L1(λ), and λ is quasi-invariant with respect
to σ.
We are interested in the following questions.
Question: (1) Under what conditions on (R,σ) is the set L(R) non-empty?
(2) What properties does the set L(R) have? In particular, can we iterate the
map λ 7→ λR infinitely many times?
We first give a partial answer to Question (1) in the following theorem.
Theorem 4.14. (1) Let (R,σ) be a transfer operator defined on a standard measure
space (X,B, λ) such that R(1) ∈ L1(λ). Then
L(R) ⊃ I(R) ∩ Q+.
In other words, if σ is backward and forward quasi-invariant with respect to λ, and
λ ∈ I(R), then λR≪ λ.
(2) If, additionally to the conditions in (1), we assume that (R,σ) is a strict
transfer operator, then λR is equivalent to λ and
{λ : λR ∼ λ} = I(R) ∩Q− ∩ Q+.
Proof. (1) Let A be a Borel subset of X. By Lemma 4.7, the function R(χA) is
non-negative and integrable with respect to λ. As was shown in the proof of Lemma
4.7, the relation
χA(x) = χσ(A)(σ(x))χA(x)
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holds. Based on this fact and the pull-out property for R, we calculate
(λR)(A) =
∫
X
R(χA) dλ(x)
=
∫
X
R[χσ(A)(σ(x))χA(x)] dλ(x)
(4.8)
=
∫
X
χσ(A)(x)R(χA)(x) dλ(x)
=
∫
σ(A)
R(χA)(x) dλ(x).
Now if λ(A) = 0, then, by the assumption, λ(σ(A)) = 0. Therefore λR(A) = 0,
and this proves that λR≪ λ.
(2) Having statement (1) proved, we need to show that λ(A) > 0 implies that
(λR)(A) > 0. As A ⊂ σ−1(σ(A)), and σ is backward non-singular, we obtain that
λ(A) > 0 =⇒ λ(σ(A)) > 0. In this case, we see from (4.8) that∫
σ(A)
R(χA)(x) dλ(x) > 0
because of Lemma 4.7. Thus, it follows from (4.8) that (λR)(A) > 0. 
Remark 4.15. Note that the condition λ ◦ R ≪ λ is based on the forward quasi-
invariance of σ. On the other hand, If we additionally assume that R is a strict
transfer operator, then our proof of λ ≪ λ ◦ R is based on the backward quasi-
invariance of σ. In fact, the condition that R is a strict transfer operator can be
slightly weakened as shown in the next statement.
Corollary 4.16. Let (R,σ) be as in Theorem 4.14 and λ ∈ I(R). Suppose that for
every measurable set A with λ(A) > 0, the function R(χA) is nonzero as a function
in L1(λ). Then the measures λ and λR are equivalent.
Proof. It suffices to show that (λR)(A) = 0 implies that λ(A) = 0 because the
converse result was proved in Theorem 4.14. We use (4.8) and the fact that the
support of the function R(χA) belongs to σ(A). Hence, if λ(A) > 0, then, by quasi-
invariance of σ, we conclude that λ(σ(A)) > 0. Therefore, by the assumption,∫
σ(A)
R(χA) dλ > 0.
and finally we obtain that (λR)(A) > 0. 
The following result states that the measures λR and λ are equivalent when they
are restricted on the sigma-subalgebra σ−1(B) of B. This results agrees with the
fact proved in the setting of Borel dynamics. Namely, we showed in Lemma 3.11
that R is a one-to-one map from F(X,σ−1(B)) onto F(X,B).
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Proposition 4.17. Suppose that (R,σ) is a transfer operator on a standard Borel
space (X,B), and let λ ∈ I(R). If σ is a non-singular endomorphism on (X,B)
with respect to λ, then
λR|σ−1(B) ∼ λ|σ−1(B).
Proof. For any set A ∈ B, set B = σ−1(A). By non-singularity of σ, we have
(λ(B) = 0) ⇐⇒ (λ(A) = 0).
On the other hand, we can apply the same method as in Theorem 4.14 and obtain
that
(λR)(B) =
∫
X
R(χB)(x) dλ(x)
=
∫
X
R(χσ−1(A))(x) dλ(x)
=
∫
X
R((χA ◦ σ)(x)) dλ(x)
=
∫
X
χA(x)R(1)(x) dλ(x)
=
∫
A
R(1)(x) dλ(x).
Since R(1) ∈ L1(X,B, λ), we conclude that (λR)(B) = 0 if and only if λ(A) = 0 if
and only if λ(B) = 0. 
4.2. Ergodic decomposition of transfer operators. Fix a Borel measure λ ∈
M(X) and consider the dynamical system (X,B, λ, σ). Suppose (R,σ) is a transfer
operator in F(X,B). It follows from Lemma 3.5 that if A is a σ-invariant set then
the restriction of R to the space of Borel functions on A gives an induced transfer
operator RA. It is well known that if σ is non-ergodic, then one can use the standard
procedure of ergodic decomposition for σ. We show here that, in this case, any
transfer operator R related to σ also admits a kind of ergodic decomposition. This
means that we give a justification of the relation R =
∫
X/ξ RC dµξ(C) which is
intuitively clear.
Let (X,B, λ, σ) be a non-singular non-ergodic dynamical system. Consider the
partition ζ of X into orbits of σ. We recall that, by definition, x and y are in the
same orbit of σ if there are positive integers n,m such σn(x) = σm(x). Let ξ be
the measurable hull of ζ, i.e., ξ is a maximal measurable partition with property
ξ ≺ ζ. We recall that ξ is trivial when σ is ergodic. Denote by (X/ξ,B/ξ, λξ)
the quotient measure space. By Theorem 2.7, there exists a unique system of
conditional measures (λC)C∈X/ξ such that
λ(A) =
∫
X/ξ
λC(B) dλξ(C),
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and, for any measurable function f on X,∫
X
f dλ =
∫
X/ξ
(∫
C
χCf dλC
)
dλξ(C). (4.9)
Here C is an arbitrary element of the partition ξ and can be considered as a point in
X/ξ. We refer to Subsection 2.3 for more information about conditional measures.
Let (R,σ) be a transfer operator in F(X,B) and λ ∈ I(R) be a fixed measure.
Suppose that λ ∈ L(R). Then there exists an integrable measurable function W
such that ∫
X
R(f) dλ =
∫
X
fW dλ, (4.10)
i.e., W (x) =
d(λR)
dλ
(x) is the Radon-Nikodym derivative.
Theorem 4.18. Let (X,B, λ, σ) and ξ be as above and λ(X) = 1. Suppose (R,σ)
is a transfer operator defined on the space L1(λ) such that λR≪ λ. Let (λC) be the
system of conditional measures defined by the measurable partition ξ on the measure
space (X,B, λ). Then there exists a measurable field of transfer operators (RC , σC)
such that λRC ≪ λC , and
WC :=
d(λCRC)
dλC
= WχC ,
where Wdλ = d(λR).
Proof. Let (C,B ∩C, λC) be the standard measure space obtained by restriction of
Borel sets to C ∈ X/ξ. Then C is σ-invariant, and, by Lemma 3.5, we can define
a transfer operator (RC , σ) by the formula RC(f) = R(f)|C . It follows from (4.9)
that RC is a transfer operator in the space L1(λC). Then we can compute∫
X
R(f) dλ =
∫
X
fW dλ
=
∫
X/ξ
(∫
C
fWχC dλC
)
dλξ
On the other hand, we have∫
X
R(f) dλ =
∫
X/ξ
(∫
C
R(f)χC dλC
)
dλξ
=
∫
X/ξ
(∫
C
R[f(χC ◦ σ)] dλC
)
dλξ
=
∫
X/ξ
(∫
C
fχC d(λCRC)
)
dλξ
=
∫
X/ξ
(∫
C
fWC dλC
)
dλξ .
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By uniqueness of the system of conditional measures, we have the result. 
4.3. Positive operators and polymorphisms. In this subsection, we discuss
the following problem. Let (X,B) be a standard Borel space, and let µ1, µ2 be two
probability measures on (X,B). How can we characterize positive operators P such
that µ1P = µ2? What can be said about transfer operators (R,σ) satisfying the
condition µ1R = µ2 where σ is an onto endomorphism of (X,B)?
We denote by P the set of positive linear operators acting in the space of Borel
functions F(X,B). We assume implicitly that operators from P are order continu-
ous so that the action µ 7→ µP is defined on M(X).
For fixed measures µ1 and µ2 on (X,B), we denote
P(µ1, µ2) := {P ∈ P : µ1P = µ2, P (1) = 1}.
Similarly, if R(σ) is the set of transfer operators corresponding to an endomorphism
σ, then we denote
R(µ1, µ2) := {R ∈ R(σ) : µ1R = µ2, R(1) = 1}.
Given a standard Borel space (X,B), consider the product space (Y,A) = (X ×
X,B × B), and let π1 and π2 be the projections, πi(x1, x2) = xi, i = 1, 2. For
convenience of notation, we will also write Y = X1 ×X2 where X1 = X = X2. It
will be clear from our next discussions that all results remain true in the case when
we have two distinct spaces (X1,B1, µ1) and (X2,B2, µ2).
Suppose that ν is a Borel probability measure on X × X. Then ν defines the
marginal measures µ1 and µ2 on X1 and X2, respectively:
µi(A) = ν(π
−1
i (A)), A ∈ B.
Denote by
M(µ1, µ2) := {ν ∈M1(Y ) : ν ◦ π−11 = µ1, ν ◦ π−12 = µ2}.
We remark that if two measures µ1, µ2 are given on X, then the product measure
ν = µ1 × µ2 gives an example of a measure from M(µ1, µ2).
Lemma 4.19. Suppose ν is a probability measure on Y = X1 × X2 from the set
M(µ1, µ2). Then ν is uniquely determined by the system of conditional measures
(νx : x ∈ X1) generated by the measurable partition ξ1 := {π−11 (x) : x ∈ X1},
ν =
∫
X1
νx dµ1
This results follows immediately from the uniqueness of the system of conditional
measures (see Subsection 2.3). It can be interpreted as follows: if ν and ν ′ are two
measures from M(µ1, µ2), and νx = ν ′x for µ1-a.e. x ∈ X1, then ν = ν ′.
For every measure ν ∈ M(µ1, µ2), we define a positive operator Pν : L1(µ2) →
L1(µ1) by setting
Pν(f)(x) = Eν(f ◦ π2 | π−11 (x)). (4.11)
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Equivalently, formula (4.11) can be written as follows
Pν(f)(x) =
∫
X2
(f ◦ π2) dνx, x ∈ X1, (4.12)
where νx is the system of conditional measures defined in Lemma 4.19.
We observe that if ν = µ1 × µ2, then Pν is a rank 1 operator such that
Pν(f) =
∫
X2
(f ◦ π2) dµ2,
so that Pν(f)(x), x ∈ X1, is a constant function.
For the measure space (Y,A, ν) = (X1×X2,B×B, ν), the projections π1 and π2
define the isometries V1 and V2, respectively, where
V1(f) = f × 1 : L2(X1, µ1)→ L2(Y, ν), (4.13)
V2(f) = 1× f : L2(X2, µ2)→ L2(Y, ν). (4.14)
With some abuse of notation, we denote by f1 × f2 the function f(x1, x2) =
f1(x1)f2(x2). Equivalently, (f × 1)(x1, x2) = f ◦ π1(x1, x2), and (1 × f)(x1, x2) =
f ◦ π2(x1, x2).
Lemma 4.20. The operator Pν , considered as an operator acting from L
2(µ2) into
L2(µ1), satisfies the relation
Pν = V
∗
1 V2.
Proof. We begin with finding the explicit formula for the adjoint operator V ∗1 :
L2(ν)→ L2(µ1). For any functions f ∈ L2(ν) and g ∈ L2(µ1), we have
〈f, V1(g)〉L2(ν) =
∫
X1×X2
f(x1, x2)(g ◦ π1)(x1, x2) dν(x1, x2)
=
∫
X1
(g ◦ π1)(x1, x2)
(∫
X2
f(x1, x2) dνx1
)
dµ(x1)
= 〈V ∗1 (f), g〉L2(µ1),
where
V ∗1 (f)(x1) =
∫
X2
f(x1, x2) dνx1 . (4.15)
The remaining part of the proof follows now from (4.15):
V ∗1 V2(f) = V
∗
1 (f ◦ π2) =
∫
X2
(f ◦ π2)(x1, x2) dνx1(x2) = Pν(f),
and we are done. 
Our main result of this subsection, Theorem 4.21, contains several statements
that clarify the relationship between the set of measures M(µ1, µ2) and the set of
positive operators P ∈ P(µ1, µ2). We use here the notation introduced above. We
also consider positive operators acting in the corresponding L2-spaces.
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Theorem 4.21. (1) Let ν ∈M(µ1, µ2). Then formula (4.11) defines an affine map
Ψ(ν) = Pν : M(µ1, µ2)→ P(µ1, µ2).
(2) Let P ∈ P(µ1, µ2) be a positive operator acting in F(X,B). Define a measure
νP on (X ×X,B × B) by setting
νP (f1 × f2) :=
∫
X
f1P (f2) dµ1. (4.16)
Then, Φ(P ) = νP defines an affine map
Φ : P(µ1, µ2)→M(µ1, µ2).
(3) The maps Ψ : ν 7→ Pν and Φ : P 7→ νP are affine bijections between the sets
M(µ1, µ2) and P(µ1, µ2) such that Ψ ◦ Φ(P ) = P , and Φ ◦Ψ(ν) = ν.
Proof. (1) We first check that the operator Pν belongs to the set P(µ1, µ2). Since
ν is a probability measure, Pν is a normalized positive operator, we obtain∫
X1
Pν(f)(x1) dµ1(x1) =
∫
X1
(∫
X2
(f ◦ π2)(x1, x2) dνx1(x2)
)
dµ1(x1)
=
∫
X1×X2
(f ◦ π2)(x1, x2) dν(x1, x2)
=
∫
X2
(∫
X1
(f ◦ π2)(x1, x2) dνx2(x1)
)
dµ2(x2)
=
∫
X2
f(x2) dµ2(x2).
We used here the Fubini theorem, and two properties: (i) the measure νx is proba-
bility for µ1-a.e x ∈ X1, and (ii) X1 = X2 = X. Thus, we conclude that µ1Pν = µ2.
Moreover, as we will see from (2), a positive normalized operator P in F(X,B)
belongs to P(µ1, µ2) if and only if there exists a measure ν ∈M(µ1, µ2) such that
P = Pν where Pν is defined by (4.11). For this, we
The fact that Ψ(αν1+(1−α)ν2) = αΨ(ν1)+ (1−α)Ψ(ν2), α ∈ (0, 1), is obvious.
(2) We show that νP ∈ M(µ1, µ2). Apply the definition of νP to characteristic
functions χA and χB where A ⊂ X1 and B ⊂ X2:
νP (χA×B) =
∫
X
χAP (χB) dµ1.
Then we see that ν ◦ π−11 (A) = µ1, and ν ◦ π−12 (B) = µ1P . Because P ∈ P(µ1, µ2)
we have µ1P = µ2. Hence, µ1 and µ2 are the marginal measures for νP .
Next, we show that Φ is a one-to-one map. Suppose there are positive operators
P,Q ∈ P(µ1, µ2) such that νP = νQ. Then, for any functions f1 and f2, we have∫
X
f1P (f2) dµ1 =
∫
X
f1Q(f2) dµ1.
It follows, by standard arguments, that P = Q.
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(3) It remains to check that Ψ and Φ are inverses of each other. It can be done
by direct computations:
(Φ ◦Ψ(ν))(f1 × f2) =
∫
X1
f1Pν(f2) dµ1
=
∫
X1
f1(x1)
(∫
X2
(f2 ◦ π2)(x1, x2) dνx1(x2)
)
dµ1(x1)
=
∫
X1
∫
X2
f1(x1)f2(x2) dν(x1, x2)
= ν(f1 × f2).
Similarly, we can show that Ψ ◦ Φ(P ) = P for any P ∈ P(µ1, µ2). This is
equivalent to the equality PνP = P where νP is defined by (4.16). The latter
relation can be proved by using the definitions of Φ and Ψ. 
Remark 4.22. Since the maps Φ and Ψ are affine, we obtain from Theorem 4.21
that they establish one-to-one correspondence between extreme points of the sets
M(µ1, µ2) and P(µ1, µ2). We observe that the measure µ1×µ2 is an extreme point
in M(µ1, µ2) as well as the corresponding rank one operator Pµ1×µ2 is an extreme
point in P(µ1, µ2).
Corollary 4.23. Suppose the L2-space of (X1 × X2,B × B, ν), ν ∈ M(µ1, µ2),
is isometrically embedded into L2(Ω, ρ) where (Ω, ρ) is a standard measure space,
U : L2(X1 × X2, ν) → L2(Ω, ρ). Let Vi : L2(Xi, µi) → L2(X1 × X2, ν), i = 1, 2,
be the isometries defined by (4.13) and (4.14). Set V˜i = UVi. Then the positive
operator P˜ defined by V˜i as in Lemma 4.20 coincides with Pν .
The proof follows immediately from the relation
P˜ = V˜ ∗1 V˜2 = V
∗
1 U
∗UV2 = Pν .
Suppose now an onto endomorphism σ is defined on a standard Borel space
(X,B). Let µ be a probability measure on (X,B). We know that the partition
ξ = {σ−1(x) : x ∈ X} of X is measurable, hence there exists a system of condi-
tional measures (µCx) defined by ξ, where Cx is the element of ξ that contains x,
see Subsection 2.3. In Example 1.6, we used measures (µCx) to define a transfer
operator
R(f)(x) =
∫
Cx
f(y) dµCx(y). (4.17)
We consider here another class of measures on the product space (X ×X,B×B)
associated to (X,B, µ, σ). For µ, σ, and (µCx) s above, take the partition ξ1 of
X × X into the fibers {π−11 (x) : x ∈ X} and assign the measure µCx to the set
{x}×π−11 (x) endowed the induced Borel structure. We see that, in fact, the measure
µCx is supported by the set {x} × Cx.
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Let now ν be the measure on X × X,B × B) such that, for a Borel function
f(x1, x2),
ν(f) =
∫
X1
(∫
π−1
1
(x1)
f(x1, x2) dµCx1 (x2)
)
dµ(x1). (4.18)
Using the partition ξ1, we can also disintegrate ν over X1 and get the family of
conditional measures νx, x ∈ X1. By definition of ν, we have νx = µCx .
Lemma 4.24. Let R and ν be defined by (4.17) and (4.18), respectively. Then
R = Rν where Rν is defined in (4.11)
Proof. We have from the definition of ν
Rν(f)(x) = Eν(f(π2(x, y)) | π−11 (x))
=
∫
π−1
1
(x)
f(y) dνx(y)
=
∫
Cx
f(y) dµx(y)
= R(f)(x), (x, y) ∈ X ×X.

This means, in particular, that the transfer operator Rν possesses the pull-out
property.
Proposition 4.25. Let the measure ν on X × X be defined by (4.18). Then the
marginal measures for ν are µ1 = ν ◦ π−11 = µ and µ2 = ν ◦ π−12 where
µ2(B) =
∫
X
µCx(B) dµ(x), B ∈ B.
Moreover, µ1Rν = µ2 and Rν ∈ R(µ1, µ2).
Proof. The fact that the marginal measure µ1 coincides with µ is obvious. To find
µ2(B) = ν(X1 ×B), we take
µ2(B) =
∫
X
(∫
π−1
1
(x)
χB(y) dµCx(y)
)
dµ(x)
=
∫
X
µCx(B) dµ(x).
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The second statement is a reformulation of the first result. Indeed, if we use
(4.17) and the relation Rν = R, then we can conclude that
µ2(f) =
∫
X1
µCx(f) dµ(x)
=
∫
X1
R(f) dµ1(x).
This completes the proof. 
We give one more example of a measure ν on the product space (X ×X,B×B).
Let µ be a measure on (X,B), and let σ be an onto endomorphism of X. Define
the probability measure ν = ν(σ) on B × B as follows:
ν(σ)(A×B) := µ(A ∩ σ−1(B)), A,B ∈ B. (4.19)
Lemma 4.26. In the above notation, the following properties hold:
(1) For ν = ν(σ),
µ1 = ν ◦ π−11 = µ, µ2 = ν ◦ π−12 = µ ◦ σ−1.
(2) The composition operator Sσ : f 7→ f ◦ σ belongs to P(µ1, µ2) where µ2 =
µ1Sσ, µ1 = µ, i.e.,
µSσ = µ ◦ σ−1.
(3) Let Pν(σ) be the positive operator defined by the measure ν(σ) according to
(4.11). Then Pν(σ) = Sσ. Equivalently, the operator Sσ is the only solution to the
equation
ν(σ)(f1 × f2) =
∫
X1
f1S(f2) dµ1. (4.20)
Proof. The first two assertions of this lemma are rather obvious: (1) follows imme-
diately from the definition of ν(σ), and (2) is verified straightforward.
To see that (3) holds, we note that, by (1), ν(σ) ∈M(µ, µ ◦ σ−1), and therefore,
we can use Theorem 4.21. Since the maps Φ and Ψ are one-to-one, we conclude
that there exists only one operator satisfying (4.20).

Remark 4.27. (1) There is a clear connection between positive operators from the
set P(µ1, µ2) and the notion of polymorphisms which was introduced and studied
in a series of papers by A. Vershik, see e.g., [Ver00, Ver05].
By definition, a polymorphism Π of the standard measure space (X,B, µ) to itself
is a diagram consisting of an ordered triple of standard measure spaces:
(X,B, µ1) π1←− (X ×X,B × B, ν) π2−→ (X,B, µ2),
where π1 and π2 are the projections to the first and second component of the
product space (X ×X,B × B, ν) such that ν ◦ π−1i = µi.
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This definition can be naturally extended to the case of two different measure
spaces (Xi,Bi, µi), i = 1, 2. Then we have a polymorphism defined between these
measure spaces.
(2) Our approach to the study of measures on product spaces is similar to the
study of joinings in ergodic theory. We recall the definition of this notion given
for single transformations. Suppose that two dynamical systems, (X,B, µ, σ) and
(Y,A, ν, τ), are given. Then a joining is a measure λ on (X × Y,B × A) such that
(i) λ is invariant with respect to σ× τ , and (ii) the projections of λ onto the X and
Y coordinates are µ and ν, respectively. The theory of joinings is well developed
in ergodic theory and topological dynamics and contains many impressive results.
We refer to [Gla03, dlR06, Rud90] where the reader can find further references.
We finish this section by formulating a result that was proved in [AJL16].
Suppose a positive operator R, acting on measurable function over (X,B, µ), has
the properties
Rh = h, µR = µ, (4.21)
where h is a harmonic function for P and µ is a probability R-invariant measure.
Theorem 4.28. Let R be a positive operator satisfying (4.21). Suppose
(Ω,B∞) =
∞∏
0
(X,B)
is the infinite product space. Then, on (Ω,B∞), there exists a unique probability
measure P, defined on cylinder functions f0 × f1 × · · · × fn (n ∈ N, f ∈ F(X,B)),
as follows∫
Ω
f0 × f1 × · · · × fn dP =
∫
X
f0P (f1P ( · · · P (fn−1P (fnh)) · · · )) dµ.
If {πi | i = 0, 1, ...} denotes the coordinate random functions, then the following
Markov property holds
EP(f ◦ πi+1 | π−1i (x)) = R(f)(x)
for all i, x ∈ X, and f ∈ F(X,B).
Readers coming from other but related areas, may find the following papers/books
useful for background [DJ15, Fed13, ZJ15, JS15, LP15, Mai13, RG16].
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5. Transfer operators on L1 and L2
Given a transfer operator (R,σ), it is of interest to find the measures µ such that
both R and σ induce operators in the corresponding Lp spaces, i.e., in Lp(X,B, µ).
We turn to this below, but our main concern are the cases p = 1, p = 2, and p =∞.
When R is realized as an operator in L2(X,B, µ), for a suitable choice of µ, then it
is natural to ask for the adjoint operator R∗ where “adjoint” is defined with respect
to the L2(µ)-inner product.
We turn to this question in Subsections 5.2 and 5.3 below. Our operator theoretic
results for these L2-spaces will be used in Section 8 below where we introduce a
certain universal Hilbert space H(X), or rather H(X,B). Indeed, when a transfer
operator (R,σ) is given, we show that there is then a naturally induced isometry in
the universal Hilbert space H(X), which we show offers a number of applications
and results which may be considered to be an infinite-dimensional Perron-Frobenius
theory. Our study of transfer operators in L2-spaces is motivated by [AJL16, Jor01].
5.1. Properties of transfer operators acting on L1 and L2. In this section,
we will keep the following settings. Let (X,B, λ) be a standard measure space, and
let λ ∈M(X) be a Borel measure on B. Suppose that σ is a non-singular surjective
endomorphism on (X,B, λ). We will consider transfer operators (R,σ) defined on
the space of Borel functions F(X,B). It will be assumed that the function R(1) is
either in L1(λ), or in L2(λ), depending on the context.
Lemma 5.1. Let (X,B) be a standard Borel space, and σ ∈ End(X,B). Set
S(f) = f ◦ σ, f ∈ F(X,B). For a measure µ on (X,B), let the measure µS be
defined by ∫
X
f d(µS) =
∫
X
S(f) dµ =
∫
X
f ◦ σ dµ. (5.1)
Then µS = µ ◦ σ−1.
Proof. It follows from (5.1) that, for any B ∈ B and the characteristic function χB ,
we have
(µS)(B) =
∫
X
χB ◦ σ dµ =
∫
X
χσ−1(B) dµ = (µ ◦ σ−1)(B),
and the result follows. 
Lemma 5.2. Let (R,σ) be a transfer operator in F(X,B). Let λ be a Borel measure
on (X,B). Then (R,σ) induces a transfer operator in the space Lp(λ) if and only
if λR≪ λ and λ ◦ σ.
This observation is obvious and explains why we will work with the σ-quasi-
invariant measures λ which belong to the set L(R).
Assume that λ ∈ L(R) denote the Radon-Nikodym derivative of λR with respect
to λ by
Wλ(x) = W (x) :=
d(λ ◦R)
dλ
(x).
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Since R is integrable, we have Wλ ∈ L1(λ), and the following useful equality holds
(see (4.10): ∫
X
R(1) dλ =
∫
X
W dλ, λ ∈ L(R).
Lemma 5.3. In the above notation, the function R(1) is represented as follows:
R(1)(x) =
(Wdλ) ◦ σ−1
dλ
(x) =
d(λR) ◦ σ−1
dλ
(x) (5.2)
where λ is any measure from L(R).
If R is a normalized transfer operator, R(1) = 1, then
(λR) ◦ σ−1 = λ, ∀λ ∈ L(R).
Moreover, a transfer operator R is integrable with respect to λ if and only if
(λR)(X) <∞.
Proof. By the definition of the Radon-Nikodym derivative W , we have the relation∫
X
R(f) dλ =
∫
X
fW dλ (5.3)
which holds for any measurable function f . In particular, f can be any simple
function. Substitute f ◦ σ instead of f in (5.3). Then∫
X
(f ◦ σ)W dλ =
∫
X
R(f ◦ σ) dλ =
∫
X
fR(1) dλ.
Since the last relation holds for every f , we have the equality of measures
(Wdλ) ◦ σ−1(x) = R(1)dλ(x),
that proves the first statement.
The other two assertions follow immediately from (5.2). 
In the next remark we collect several direct consequences of Lemma 5.3. Though
these results can be easily proved, they contain some important properties of trans-
fer operators that are used below.
Remark 5.4. (1) Equality (5.2) might be confusing because the left hand side of the
relation
R(1)(x) =
d(λR) ◦ σ−1
dλ
(x), λ ∈ L(R),
does not contain the measure λ. But we should remember that, in the setting
introduced above, R(1)(x) is considered as a function in L1(λ), so that λ is involved
implicitly. If we denote by θλ the Radon-Nikodym derivative for a non-singular
endomorphism σ,
θλ(x) =
dλ ◦ σ−1
dλ
(x),
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then the function R(1) can be written as follows
R(1)(x) =
d(λR) ◦ σ−1
dλR
(x)
d(λR)
dλ
(x)
= θλR(x)W (x).
(2) Let σ be a non-singular endomorphism of (X,B, λ). It follows from Lemma
5.3 that a transfer operator (R,σ) on L1(λ) is strict, i.e., (R1)(x) > 0 λ-a.e., if and
only if W (x) > 0 λ-a.e., and λ ◦ σ−1 ∼ λ. Moreover, it is seen from (5.2) that we
can prove the following result.
Lemma 5.5. Let σ be a non-singular endomorphism of (X,B, λ). Then the following
properties are equivalent:
i) R is strict, i.e. R(1)(x) > 0 for λ-a.e. x;
ii) W (x) > 0 for λ-a.e. x;
iii) λR ∼ λ;
iv) θλ(x) = R(W
−1).
Proof. We prove iv) only and leave other assertions to the reader. For this, we
check ∫
X
fθλ dλ =
∫
X
(f ◦ σ) dλ
=
∫
X
1
W
W (f ◦ σ) dλ
=
∫
X
R
(
1
W
(f ◦ σ)
)
dλ
=
∫
X
R
(
1
W
)
f dλ.
Since f is any function, we have the result. 
(3) If R(1) = 1, then we obtain from the statements of Lemma 5.5 that
θλR =
1
W
, R(θλR) = θλ.
Indeed, to see these, we find
θλR =
d(λR) ◦ σ−1
d(λR)
=
d(λR) ◦ σ−1
dλ
dλ
d(λR)
= R(1)
1
W
. (5.4)
(4) We notice that if (R,σ) is a strict transfer operator acting on the space of
measurable functions over (X,B, λ) with λ ∈ L(R), then σ is non-singular with
respect to λR. This fact follows from (refeq theta la R).
In other words, one has the properties
(λR) ◦ σ−1 ≪ λR≪ λ.
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(5) Another corollary of relation (5.2) is formulated as follows: for any two
measures λ, λ′ ∈ L(R), we have
Wλ
Wλ′
=
θλ′R
θλR
.
In ergodic theory, it is extremely important to understand how properties of a
transformation depend on a measure. More precisely, suppose a transformation T
acts on a measure space (X,B, µ). What can be said about dynamical properties
of T if µ is replaced by an equivalent measure ν? We discuss here this question in
the context of transfer operators.
Lemma 5.6. Let (R,σ) be a transfer operator and λ ∈ L(R). Suppose that a Borel
measure λ1 is equivalent to λ, that is there exists a positive measurable function
ϕ(x) such that dλ1(x) = ϕ(x)dλ(x). Then λ1 ∈ L(R), and the Radon-Nikodym
derivative W1 =
dλ1R
dλ1
is σ-cohomologous to W :
W1(x) = ϕ(σ(x))W (x)ϕ(x)
−1.
Proof. The proof is based on the direct calculation, the definition of the Radon-
Nikodym derivative for R, and the pull-out property of R. We note that because
λ ∼ λ1, then ϕ is positive a.e. Let f be any measurable function, then we compute∫
X
R(f) dλ1 =
∫
X
R(f)ϕ dλ
=
∫
X
R((ϕ ◦ σ)f) dλ
=
∫
X
(ϕ ◦ σ)f d(λR)
=
∫
X
(ϕ ◦ σ)fW dλ
=
∫
X
f(ϕ ◦ σ)Wϕ−1 dλ1
Thus, we proved that (λ1R)(f) = (ϕ ◦ σ)Wϕ−1λ1(f). Hence,
dλ1R
dλ1
= (ϕ ◦ σ)Wϕ−1.

Remark 5.7. We observe that one can directly check the validity of the equality for
the measure λ1
R1 =
[(ϕ ◦ σ)Wϕ−1dλ1] ◦ σ−1
dλ1
.
This confirms the conclusion of Lemma 5.3.
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Corollary 5.8. Let (R,σ) be a transfer operator such that R1 ∈ L1(λ) for a Borel
measure λ. Suppose that λ ∈ L(R). The Radon-Nikodym derivative W = dλR
dλ
is
a coboundary with respect to σ if and only if there exists a measure λ1 such that
λ1 ∼ λ and λ1R = λ1.
Proof. Suppose that W is a coboundary, that is there exists a measurable function
q(x) such that W = (q ◦ σ)q−1. Take a new measure λ1 defined by dλ1 = qdλ.
Then λ1 is equivalent to λ and, for any integrable function f , we compute
λ1(Rf) =
∫
X
f d(λ1R)
=
∫
X
R(f)q dλ
=
∫
X
R(f(q ◦ σ)) dλ
=
∫
X
f(q ◦ σ)) d(λR)
=
∫
X
f(q ◦ σ))(q ◦ σ)−1q dλ (because W = (q ◦ σ)q−1)
=
∫
X
f dλ1
= λ1(f).
Hence λ1 is R-invariant.
Conversely, suppose that a measure λ1 is R-invariant and dλ1 = ϕdλ. By invari-
ance with respect to R, we have∫
X
f dλ1 =
∫
X
R(f) dλ1
=
∫
X
R(f)ϕ dλ
=
∫
X
R(f(ϕ ◦ σ)) dλ
=
∫
X
f(ϕ ◦ σ)W dλ
=
∫
X
f(ϕ ◦ σ)Wϕ−1 dλ1
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Since f is any function, we conclude that W is a σ-coboundary:
W = (ϕ ◦ σ)−1ϕ.

Theorem 5.9. Let (R,σ) be a transfer operator acting in the space of Borel func-
tions over (X,B).
(1) Suppose that R is such that the action λ 7→ λR is well defined on the set
of all measures M(X,B). Then the partition of M(X,B) into subsets [λ] := {λ′ ∈
M(X,B) : λ′ ∼ λ}, consisting of equivalent measures, is invariant with respect
to the action of R. Thus, the transfer operator R sends equivalent measures to
equivalent ones. More generally, if λ1 ≪ λ, then λ1R≪ λR and
d(λ1R)
d(λR)
= ϕ ◦ σ
where dλ1 = ϕdλ.
(2) If λ1, λ2 ∈ L(R), then λ1 + λ2 ∈ L(R). Moreover,
W :=
d(λ1 + λ2)R
d(λ1 + λ2)
= W1
dλ1
d(λ1 + λ2)
+W2
dλ2
d(λ1 + λ2)
where Wi is the Radon-Nikodym derivative of Ri defined in (5.3), i = 1, 2.
Proof. (1) The first part of the statement is obvious, see Lemma 5.6 . To prove the
other statements in (1), it suffices to check the fact that λ1 ≪ λ implies λ1R≪ λR.
Since dλ1 = ϕdλ, we have∫
X
f d(λ1R) =
∫
X
R(f) dλ1 =
∫
X
R(f)ϕ dλ
=
∫
X
R[(ϕ ◦ σ)f ] dλ =
∫
X
(ϕ ◦ σ)f d(λR).
Hence, we get
ϕ ◦ σ = d(λ1R)
d(λR)
.
(2) We compute the Radon-Nikodym derivative of (λ1 + λ2)R with respect to
(λ1 + λ2) as follows:∫
X
fW d(λ1 + λ2) =
∫
X
R(f) d(λ1 + λ2)
=
∫
X
f d(λ1R) +
∫
X
f d(λ2R)
=
∫
X
fW1 dλ1 +
∫
X
fW2 dλ2
=
∫
X
f [W1dλ1 +W2dλ2].
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Thus, Wd(λ1 + λ2) = W1dλ1 +W2dλ2, and we are done.

Remark 5.10. Suppose that (X,B, µ, T ) is a measurable dynamical system where T
is a measurable transformation of X. How do properties of T depend on measure?
Can µ be replaced by an equivalent measure? These questions are well known in
ergodic theory, and many dynamical properties of T do not depend on a choice
of a measure in the class [µ]. In particular, this happens in the orbit equivalence
theory. The importance of Lemma 5.6 and Theorem 5.9 consists of explicit formulas
relating Radon-Nikodym derivatives of R to equivalent measures.
Remark 5.11. (1) It follows from Theorem 5.9 any transfer operator acts not only
on individual measures from L(R) but also it acts on the set of classes of equivalent
measures: R[λ] = [λR].
(2) We point out several formulas that relate the Radon-Nikodym derivatives for
R and σ. They are based on Lemma 5.3 and Remark 5.4. It is assumed that a
transfer operator (R,σ) is defined on (X,B, λ) where λ is a measure from L(R).
(a) If λR = λ (that is W = 1 a.e.), then
R(1)(x) =
dλ ◦ σ−1
dλ
(x) = θλ(x). (5.5)
Let Fix(R) := {λ ∈ L(R) : λR = λ} be the set of R-invariant measures. The
above formula means that the function (x, λ) 7→ θλ(x) does not depend on λ ∈
Fix(R). As a confirmation of this observation, one can show directly that for
λ1, λ2 ∈ Fix(R) the condition θλ1+λ2(x) = R(1)(x) holds.
(b) If λR = λ, then relation (5.5) implies that
R(1) = 1 ⇐⇒ θλ = 1.
Therefore, if λ ∈ Fix(R), then R is normalized if and only if λ is σ-invariant.
(c) Let λ, λ1 be two equivalent measures from L(R) where (R,σ) is a transfer
operator. Let the function ξ(x) > 0, be defined by the relation dλ1(x) = ξ(x)dλ(x).
Then we can show that
d(λ1R)σ
−1
dλ1
(x) = R(ξ ◦ σ)(x) dλ
dλ1
(x)
5.2. The adjoint operator for a transfer operator. We recall briefly the notion
of a symmetric pair of linear operators in a Hilbert space.
Suppose that H1 and H2 are Hilbert spaces and A and B are operators with
dense domains Dom(A) ⊂ H1 and Dom(B) ⊂ H2 such that A : Dom(A) → H2
and B : Dom(B)→H1. It is said that (A;B) is a symmetric pair if
〈Ax, y〉H2 = 〈x, By〉H1 ,
where x ∈ Dom(A), y ∈ Dom(B). In other words, (A;B) is a symmetric pair if
and only if A ⊂ B∗ and B ⊂ A∗.
If (A;B) is a symmetric pair, then the operators A and B are closable. Moreover,
one can prove that
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(i) A∗A is densely defined and self-adjoint with Dom(A∗A) ⊂ Dom(A) ⊂ H1,
(ii) B∗B is densely defined and self-adjoint with Dom(B∗B) ⊂ Dom(B) ⊂ H2.
Therefore, without loss of generality, we can assume that A and B are closed
operators, and we can work with self-adjoint operators A∗A and B∗B.
We will discuss below transfer operators (R,σ) defined on L2(λ) where λ is a
σ-quasi-invariant measure. It turns out that one can explicitly describe various
properties of R and the adjoint operator R∗.
Theorem 5.12. Let (R,σ) be a transfer operator considered on the space (X,B, λ).
Suppose that R(1) ∈ L1(λ)∩L2(λ) and λ◦R≪ λ. Then R is a densely defined linear
operator in the Hilbert space H = L2(λ) whose adjoint operator R∗ is determined
by the formula
R∗f =W (f ◦ σ), f ∈ Dom(R∗).
In particular, W = R∗(1), and W ∈ L2(λ).
Proof. We take simple functions f and g such that f, g ∈ S2(λ). Then (f ◦ σ)g is
also a simple function. Since R(1) ∈ L1(λ), we conclude that R((f ◦ σ)g) ∈ L1(λ)
according to Lemma 4.7.
It follows from (5.3) and (3.1) that the following equalities hold:∫
X
(f ◦ σ)gW dλ =
∫
X
R((f ◦ σ)g) dλ =
∫
X
fR(g) dλ.
All integrals in these formulas are well defined. Indeed, we use that f, g ∈ S2(λ)
and R(1) ∈ L2(λ) to conclude that f,R(g) are in L2(λ). Hence, we have∫
X
fR(g) dλ = 〈R(g), f〉L2(λ). (5.6)
We recall that λR is a finite measure, and the functions f ◦ σ, and g are simple.
Therefore, the integrals∫
X
(f ◦ σ)gW dλ =
∫
X
(f ◦ σ)g d(λR)
are finite. Moreover, ∫
X
(f ◦ σ)gW dλ = 〈g,W (f ◦ σ)〉L2(λ). (5.7)
Thus, we have proved that, for any function g ∈ S2(λ),
〈R(g), f〉L2(λ) = 〈g,W (f ◦ σ)〉L2(λ).
This relation means that the adjoint operator R∗ is defined for every f ∈ S2(λ) and
R∗(f) = W (f ◦ σ). (5.8)

It turns out that when a transfer operator (R,σ) is considered as an operator in
the space L2(λ) with λ ∈ L(R), then this operator can be realized explicitly, see
Example 1.4.
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Theorem 5.13. Suppose R is a transfer operator acting in L2(λ) such that d(λR) =
Wdλ. Then, for any f ∈ L2(λ),
R(f)(x) =
(fWdλ) ◦ σ−1
dλ
(x), λ-a.e.. (5.9)
Proof. We first note that formula (5.9) defines a transfer operator that can be
checked directly. Next, as it follows from (5.12), a function R(f) ∈ L2 which
satisfies the equation∫
X
gR(f) dλ =
∫
X
(g ◦ σ)fW dλ, ∀g ∈ L2(λ),
is uniquely determined by this relation. Then, the right hand side is represented as∫
X
(g ◦ σ)fW dλ =
∫
X
g
(fWdλ) ◦ σ−1
dλ
dλ,
and this equality proves (5.9).

If (R,σ) is a transfer operator acting in F(X,B) and a measures λ ∈ M(X) is
such that λR ≪ λ, then the realization of R in L(λ), given in (5.9), is denoted by
Rλ.
Proposition 5.14. Let a transfer operator (Rλ, σ) be defined in L
2(λ) and suppose
that Rλ(1) = 1. Then, for any measure λ
′ ∼ λ, the operator Rλ′ ∈ L2(λ) has the
property Rλ′1 = 1.
Proof. Let dλ′ = ϕdλ. Then, as shown in Lemma 5.6, the corresponding Radon-
Nikodym derivatives Wλ and Wλ′ are related by the formula
Wλ′ = (ϕ ◦ σ)Wλϕ−1.
Based on the proof of Theorem 5.13, it suffices to show that, for any g ∈ L2(λ′),∫
X
g dλ′ =
∫
X
(g ◦ σ)Wλ′ dλ′.
We compute ∫
X
(g ◦ σ)Wλ′ dλ′ =
∫
X
(g ◦ σ)(ϕ ◦ σ)Wλϕ−1ϕ dλ
=
∫
X
[(gϕ) ◦ σ]Wλ dλ
=
∫
X
R[(gϕ) ◦ σ] dλ
=
∫
X
gϕ dλ
=
∫
X
g dλ′.
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This means that Rλ′(1) = 1. 
The following corollary is basically deduced from Theorem 5.12.
Corollary 5.15. Let R be a transfer operator in L2(λ) such that d(λR) = Wdλ.
(1) The domain of R∗ contains the dense set S2(λ). The transfer operator R is
a closable in L2(λ).
(2) The following formulas hold:
R∗(f) = (f ◦ σ)R∗(1),
(RR∗)(f) = f(RR∗)(1) = R(W )f.
This means that RR∗ is a multiplication operator.
(3) R∗(f) ∈ L1(λ) for any simple function f .
(4) R∗ is an isometry if and only if R(W ) = 1.
(5) For every n ∈ N, the operator (R∗)n is defined on L2(λ) by the formula
(R∗)nf = (f ◦ σn)W (W ◦ σ) · · · (W ◦ σn−1).
Proof. The proofs of most statements are rather obvious so that they can be left
for the reader. We show here the proof of (4) only. Let f, g ∈ L2(λ), then we have
〈R∗f,R∗g〉 =
∫
X
W (f ◦ σ)W (g ◦ σ) dλ
=
∫
X
W (fg) ◦ σ) d(λR)
=
∫
X
R[W (fg) ◦ σ)] dλ
=
∫
X
(fg)R(W ) dλR
Hence, 〈R∗f,R∗g〉 = 〈f, g〉 if and only if R(W ) = 1. 
Proposition 5.16. Let the conditions of Theorem 5.12 hold. Then the domain
of Rn, considered as an operator in L2(λ), contains functions f ∈ S2(λ) for any
n ≥ 2.
Proof. Suppose n = 2. Then, for f ∈ S2(λ), we see that∫
X
R2(f) dλ =
∫
X
R(R(f)) dλ =
∫
X
R(f)W dλ.
Since R(f) and W are in L2(λ) (see Theorem 5.12), we conclude that∫
X
R2(f) dλ = 〈R(f),W 〉L2(λ) <∞.
To prove the statement for any natural n > 2, we use induction. 
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Proposition 5.16 is important for consideration powers of R because it states that
Rn has a dense domain in L2(λ) for every n.
Proposition 5.17. Let (R,σ) be a transfer operator acting in the L2(λ)-space of
measurable functions over a measure space (X,B, λ). Suppose that λR≪ λ and let
Wdλ = d(λR). If h is a harmonic function h for R, then we have
‖R(W )‖L∞(λ) ≤ 1 =⇒ R(W ) = 1 a.e.
The converse is obviously true.
Proof. We use Corollary 5.15 to prove the following relation
‖RR∗‖2L2(λ) = ‖R(W )‖2L∞(λ)
where ||T ||L2(λ) denotes the operator norm of T when T : L2(λ) → L2(λ) is a
bounded operator. It follows then that ‖R‖L2(λ) = ‖R∗‖L2(λ) ≤ 1, i.e. R and R∗
are contractions in L2(λ). We notice that, in this case,
Rh = h ⇐⇒ R∗h = h.
(For this, one can show that ‖R∗h − h‖L2(λ) ≤ 0 ⇐⇒ R∗h = h). Therefore, we
use Theorem 5.12 to deduce that
Rh = h =⇒ h = W (h ◦ σ), (5.10)
that is W is a σ-coboundary. When we apply R to the right hand side of (5.10),
then we obtain h = R(W )h a.e., hence R(W ) = 1 a.e. 
Remark 5.18. We observe that, due to the Schwarz inequality, the following relation
is true.
|R(f)| ≤
√
R(|f |2)
√
(R(1)).
Here we assume that R is integrable and R(f) ∈ L2(λ). In particular, this holds
for simple functions.
More generally, we have that, for any k ∈ N,
|R(f)| ≤ R(|f |2k)2−kR(1)
∑k
i=1 2
−i
.
5.3. More relations between R and σ. Let (X,B, λ) be a measure space with a
surjective endomorphism σ.We recall our assumption about the endomorphism σ: it
is forward and backward quasi-invariant, i.e., λ(A) = 0 if and only if λ(σ−1(A)) = 0
if and only if λ(σ(A)) = 0. Let (R,σ) be a transfer operator such that λ ◦R≪ λ.
We will focus here on the study of relations between the transfer operator (R,σ)
and the endomorphism σ.
For R and σ, we recall the definitions of the Radon- Nikodym derivatives (see
Remark 2.2)
W =
dλR
dλ
and ωλ =
dλ ◦ σ
dλ
.
Proposition 5.19. In the above notation, we have
R(ωλR) = W.
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Proof. It follows from the definition of the Radon-Nikodym derivative ωλ that, for
any f ∈ L1(λ), one has ∫
X
f dλ =
∫
X
(f ◦ σ)ωλ dλ
where ωλ is a uniquely determined function which is measurable with respect to
σ−1(B). We apply this equality to the measure λR and obtain the following se-
quence of equalities: ∫
X
(f ◦ σ)ωλR d(λR) =
∫
X
f d(λR)
m
∫
X
R[(f ◦ σ)ωλR] dλ =
∫
X
R(f) dλ
m
∫
X
fR(ωλR) dλ =
∫
X
fW dλ.
Since f is an arbitrary function from L1(λR), we obtain the desired result. 
We recall that a measure λ ∈ L(R) is called invariant with respect to R if
λR = λ, i.e., W (x) = 1 for λ-a.e. x.
Let ϕ(x) be a Borel non-negative function. Given λ ∈ L(R), we define the
measure µ:
dµ(x) = ϕ(x)dλ(x) (5.11)
Then, for any measurable f , ∫
X
f dµ =
∫
X
fϕ dλ.
Theorem 5.20. Given a transfer operator (R,σ), suppose that there exists a Borel
measure λ on (X,B) such that R(1) ∈ L1(λ) and λR = λ. Then a Borel measure
µ defined by its λ-density ϕ(x) as in (5.11) is R-invariant if and only if ϕ ◦ σ = ϕ.
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Proof. The proof follows from the following chain of equalities. Let g be a measur-
able function, then ∫
X
g d(µR) =
∫
X
R(g) dµ
=
∫
X
R(g)ϕ dλ
=
∫
X
R[(ϕ ◦ σ)g] dλ
=
∫
X
(ϕ ◦ σ)g d(λR)
=
∫
X
(ϕ ◦ σ)g dλ
Hence, if µ ◦R = µ, we get from the above relations that∫
X
ϕg dλ =
∫
X
(ϕ ◦ σ)g dλ,
and ϕ ◦ σ = ϕ. Conversely, if ϕ ◦ σ = ϕ holds, then∫
X
g d(µR) =
∫
X
g dµ,
that is µR = µ. 
We can easily deduce from Theorem 5.20 (see the next statement) that if σ is
ergodic on (X,B, λ) , then any two R-invariant measures are proportional.
Corollary 5.21. Let (R,σ) be a transfer operator on (X,B, λ) such that λR = λ.
Suppose that σ is an ergodic endomorphism with respect to the measure λ. Then a
Borel measure µ≪ λ is R-invariant if and only if µ = cλ for some c ∈ R+.
The following result clarifies the relationship between harmonic functions for a
transfer operator R and σ-invariant measures µ.
Proposition 5.22. Let (R,σ) be a transfer operator on (X,B, λ) such that λR = λ.
Let h be a non-negative Borel function. Then h is R-harmonic, Rh = h, if and only
if the measure dµ(x) := h(x)dλ(x) is σ-invariant, i.e., µ ◦ σ−1 = µ.
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Proof. The proof follows from the following argument. Let g be an arbitrary Borel
function. Then we deduce that the relation Rh = h implies that µ ◦ σ−1 = µ:∫
X
g d(µ ◦ σ−1) =
∫
X
g ◦ σ dµ
=
∫
X
(g ◦ σ)h dλ
=
∫
X
R[(g ◦ σ)h] dλ, (recall that λR = λ)
=
∫
X
gR(h) dλ
=
∫
X
g dµ.
Conversely, if we assume that µ is σ-invariant, then we can show, in a similar
way, that ∫
X
gh dλ =
∫
X
gR(h) dλ
for arbitrary function g. Hence, h is harmonic for R. 
We recall that if (R,σ) is a transfer operator and k is a positive Borel function,
then one can define a new transfer operator (Rk, σ) where Rk(f) = R(fk)k−1 (in
fact, k can be non-negative but this generalization is inessential). Furthermore, this
operator is normalized when k is R-harmonic. More details are in Subsection 3.5.
Lemma 5.23. Let (R,σ) be a transfer operator and let k be a positive function.
Suppose that λ ∈ L(R) and denote by W the corresponding Radon- Nikodym deriv-
ative, Wdλ = dλR. Then the measure λk such that dλk = kdλ is in L(Rk) and
Wk = W where Wkdλk = d(λkRk). In particular, if λR = λ, then λk = λkRk.
Proof. For any integrable function f , we get∫
X
f d(λkRk) =
∫
X
Rk(f) dλk
=
∫
X
R(fk)k−1k dλ
=
∫
X
fkW dλ
=
∫
X
fW dλk.
This proves that the Radon-Nikodym derivative Wk of measures λkRk and λk is W
for any positive function k and any measure λ ∈ L(R).

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Lemma 5.24. Let (R,σ) be a transfer operator considered on L2(λ) where λ ∈
L(R). Let W denote the Radon-Nikodym derivative d(λR)
dλ
. Suppose that R pos-
sesses a harmonic function h, and we set dλh = hdλ. Then the operator
V : f 7→W 1/2(f ◦ σ)
is an isometry in L2(λh).
Proof. We verify by direct calculations that ‖V f‖L2(λh) = ‖f‖L2(λh):∫
X
|(V f)|2 dλh =
∫
X
W (|f |2 ◦ σ)h dλ
=
∫
X
(|f |2 ◦ σ)h d(λR)
=
∫
X
R[(|f |2 ◦ σ)h] dλ
=
∫
X
|f |2R(h) dλ
=
∫
X
|f |2h dλ
=
∫
X
|f |2 dλh.

Readers coming from other but related areas, may find the following papers/
books useful for background, [BSV15, FMCB+16, Mat17, Sil13, SW17, Sze17].
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6. Actions of transfer operators on the set of Borel probability
measures
Let (R,σ) be a transfer operator defined on the space of Borel functions F(X,B).
The main theme of this section is the study of a dual action of R on the set of
probability measures M1 = M1(X,B). As a matter of fact, a big part of our results
in this section remains true for any sigma-finite measure on (X,B), but we prefer
to work with probability measures. The justification of this approach is contained
in the results of Section 5 where we showed that the replacement of a measure
by a probability measure does not affect the properties of R described in terms of
measures. Our main assumption for this section is that the transfer operators R
are normalized, that is R(1) = 1.
Remark 6.1. We recall that there are classes of transfer operators R for which the
natural action λ 7→ λR on the set of measures is well defined. For instance, this is
true for order continuous transfer operators, and for transfer operators defined on
locally compact Hausdorff space, see Subsection 4.1. The advantage of dealing with
probability measures and normalized operators R is that, in this case, the measure
λR ∈ M1 is defined for any measure λ ∈ M1 and for any normalized operator R,
see Proposition 4.10.
It follows from the above remark that, given a normalized transfer operator
(R,σ), we can associate two maps defined on M1. They are
tR : λ 7→ λR, sσ : λ 7→ λ ◦ σ−1.
We call the maps tR and sσ actions of R and σ on M1, respectively.
For a normalized transfer operator (R,σ), we can find out how these maps inter-
act. We will show that the map tR is one-to-one but not onto (this fact is proved
below in Theorem 6.10). Thus, we get the following decreasing sequence of subsets:
M1 ⊃M1R ⊃M1R2 ⊃ · · · .
We will use the notation Ki(R) = M1(X)Ri. Our interest is mostly focused on the
set K1(R) (or simply K1 when R is fixed) because this set is crucial in our study
of the action of R on measures.
For a transfer operator (R,σ), we also define the set of R- invariant measures
and the set of σ-invariant measures, by setting
Fix(R) := {λ ∈M1 : λR = λ},
Fix(σ) := {λ ∈M1 : λ ◦ σ−1 = λ}.
We are interested in the following question. Under what conditions on a transfer
operator (R,σ) is the set of invariant measures Fix(R) non-empty? A partial answer
was given in Theorem 5.20.
Remark 6.2. We recall that, for a fixed transfer operator R, we dealt with the
subset L(R) of the set of all measures M1: by definition, λ ∈ L(R) if and only if
λR≪ λ. In particular, λR can be equivalent to λ. Theorem 5.9 asserts that when
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the set of all measures M1 is partitioned into the classes of equivalent measures
[λ] := {µ : µ ∼ λ}, then the map tR preserves the partition into these classes [λ].
The same holds for the sets [λ]≪ := {ν : ν ≪ λ}. These facts are obviously true for
the action of sσ. Thus, if M1(∼) is the set of classes of equivalent measures, then
tR and sσ induce the maps tR(∼) and sσ(∼), defined on M1(∼).
These facts will be used in Section 8 in the construction of the universal Hilbert
space.
The action sσ of σ on a the measure space M1 is used to define the following two
subsets naturally related to σ:
Q+(σ) := {λ ∈M1 : λ ◦ σ ≪ λ},
Q−(σ) := {λ ∈M1 : λ ◦ σ−1 ≪ λ}.
We begin with a simple observation about measures for powers of a transfer
operator R.
Lemma 6.3. Let R be a transfer operator acting on a functional space over (X,B),
and L(R) = {λ ∈M1 : λR≪ λ}. Then
L(R) ⊂ L(R2) ⊂ · · · L(Rn) ⊂ L(Rn+1) ⊂ · · · ,
Q−(σ) ⊂ Q−(σ2) ⊂ · · · ⊂ Q−(σn) ⊂ Q−(σn+1) · · ·
Proof. This fact follows immediately from Theorem 5.9 and the discussion in Re-
mark 6.2. 
Lemma 6.4. Suppose that λ ∈ L(R) and µ≪ λ. Then µ ∈ L(R).
Proof. We need to show that µR ≪ µ. Since λR ≪ λ and µ ≪ λ, there exist
measurable functions ϕ and W from L1(λ) such that
ϕ =
dµ
dλ
, W =
d(λR)
dλ
.
Set
Q(x) =

((ϕ ◦ σ)Wϕ−1)(x), if x ∈ A := {x : ϕ(x) 6= 0}
0, if x ∈ Ac := {x : ϕ(x) = 0}
.
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Take any measurable function f and compute∫
X
f d(µR) =
∫
X
R(f) dµ
=
∫
A
R(f)ϕ dλ
=
∫
A
R(f(ϕ ◦ σ)) dλ
=
∫
A
f(ϕ ◦ σ) d(λR)
=
∫
A
f(ϕ ◦ σ)W dλ
=
∫
A
f(ϕ ◦ σ)ϕ−1Wϕ dλ
=
∫
A
f(ϕ ◦ σ)Wϕ−1 dµ
=
∫
X
fQ dµ.
This proves that µR≪ µ, and Q = d(µR)
dµ
.

In the following lemmas we study the relations between the maps tR, sσ and the
sets L(R),Q−(σ),Q+(σ).
Lemma 6.5. If λ ∈ Q−(σ), then λ≪ λ ◦ σ.
Proof. For any Borel set, one has A ⊂ σ−1(σ(A)). Therefore, if (λ ◦ σ)(A) = 0,
then (λ ◦ σ−1)(σ(A)) = 0, and then λ(A) = 0. 
Lemma 6.6. If (R,σ) is a normalized transfer operator, then, for any measure λ
and Borel set A,
λ({x ∈ X : R(χA)(x) > 0}) = (λ ◦ σ)(A).
This fact follows immediately from Lemma 4.7.
Theorem 6.7. If (R,σ) is a normalized transfer operator, then
L(R) = Q+(σ).
Proof. ( ⊂ ) Suppose that λR≪ λ. We proved in Theorem 4.14 that, for any Borel
set A,
(λR)(A) =
∫
σ(A)
R(χA) dλ. (6.1)
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If λ(A) = 0 implies that (λR)(A) = 0, then, by (6.1) and Lemma 6.6, we conclude
that λ(σ(A)) = 0.
( ⊃ ) Conversely, if λ(A) = 0 implies that (λ◦σ)(A) = 0, then we again use (6.1)
and obtain that
∫
σ(A)R(χA) dλ = 0, that is (λR)(A) = 0.

Lemma 6.8. Let (R,σ) be a transfer operator with R(1) = 1. Then
λ ∈ L(R)
⋂
Q−(σ) ⇐⇒ λR ∼ λ.
Proof. We need to show only that λ≪ λR. This is equivalent to the statement that
λ(A) > 0 implies (λR)(A) > 0. Since λ is a quasi-invariant measure with respect
to σ and A ⊂ σ−1(σ(A)), we see that λ(σ(A)) > 0, and therefore
(λR)(A) =
∫
X
R(χA) dλ > 0.
Conversely, suppose that λR ∼ λ. Then we have to show that λ ◦ σ−1 ≪ λ. The
fact that R1 = 1 implies that (λR) ◦ σ−1 = λ for any measure λ. Since the map
sσ preserves the partition of M1 into the classes of equivalent measures, we obtain
that λ ◦ σ−1 ≪ λ (in fact we have that these measures are equivalent). This proves
the statement. 
Lemma 6.9. Let ν be a measure from L(R). Then for λ = νR we have the property
dλR
dλ
∈ F(X,σ−1(B)).
More generally,
dλR
dλ
is σ−i(B)-measurable if λ = νRi and ν ∈ L(R) and i ∈ N.
Proof. In order to proof the result, it suffices to note that due to Theorem 5.9
dλR
dλ
=
dνR2
dνR
=
dνR
dν
◦ σ.

In the following lemma, we collect a number of results that follow from the proved
lemmas and definitions given in this section.
Theorem 6.10. Let (R,σ) be a normalized transfer operator acting in the space of
Borel functions F(X,B) such that the dual action λ 7→ λR : M1 → K1(R) = M1R
is well defined. Then the following six statements hold:
(1) A measure µ ∈ K1(R) if and only if (µ ◦ σ−1)R = µ.
(2) For any measure µ, the equation µ = λR has a unique solution λ = µ ◦ σ−1.
(3) The map tR is one-to-one on M1.
(4a) Two measures λ and λ′ are mutually singular if and only if the measures
λR and λ′R are mutually singular.
(4b) If λ ∈ K1(R), then λ and λ ◦σ−1 are mutually singular if and only if λ and
λR are mutually singular.
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(5)
Fix(R) ⊂
∞⋂
i=0
M1R
i.
(6)
K1(R)
⋂
Fix(σ) = Fix(R).
Proof. (1) We first recall that the condition R(1) = 1 can be written in an equivalent
form, namely,
(λR) ◦ σ−1 = λ, ∀λ ∈M1.
Hence, if µ ∈ K1(R), then µ = λR for some λ ∈M1, and
[µ ◦ σ−1]R = [(λR) ◦ σ−1]R = λR = µ.
The converse is obvious.
(2) This fact follows immediately from statement (1).
(3) Suppose that λR = λ′R. Then condition R(1) = 1 implies that
λ = (λR) ◦ σ−1 = (λ′R) ◦ σ−1 = λ′,
and statement (3) is proved.
(4) Suppose λ and λ′ are mutually singular measures. Then there exists a set A
such that λ(A) = 1 and λ′(A) = 0. Then
(λR)(σ−1(A)) =
∫
X
χσ−1(A)d(λR) =
∫
X
χAR(1)dλ = λ(A) = 1
and, similarly, we get that (λ′R)(σ−1(A)) = λ′(A) = 0. To see that the converse
is true, we observe that if λR and λ′R are singular, then, applying sσ to these
measures, we obtain that λ and λ′ are singular. This proves (4a)
To show that (4b) holds, we use (4a) and note that if λ and λ◦σ−1 are mutually
singular, then, applying tR to these measures, we get that λ and λR are mutually
singular. To see that the converse holds we begin with mutually singular measures
λ and λR and apply sσ to them. Since R is normalized, the result follows.
(5) This statement is obvious.
(6) If λ ∈ K1(R) ∩ Fix(σ), then λ = (λ ◦ σ−1)R = λR. Conversely, if λ = λR,
then λ ∈ K1(R) by (5), hence (λ ◦ σ−1)R = λR. Since tR is a one-to-one map, we
conclude that λ ◦ σ−1 = λ.

In the next lemma, we continue discussing relations between the maps tR and sσ
for a transfer operator (R,σ).
Lemma 6.11. Let (R,σ) be a transfer operator such that R(1) = 1. The following
statements hold.
(1) sσtR = idM1 and tRsσ = idK1 where K1 = M1R.
(2) If λ ∈ K1, then
λ ◦ σ−1 ≪ λ ⇐⇒ λ≪ λR; (6.2)
λ ◦ σ−1 = λ ⇐⇒ λ = λR; (6.3)
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λ ◦ σ−1 ≫ λ ⇐⇒ λ≫ λR. (6.4)
(3) Let T (λ) := tRsσ(λ). Then T : M1 → K1 such that T 2 = T . Moreover, if
λ1 = T (λ), then
λ1 ◦ σ−1 = λ ◦ σ−1.
Proof. (1) The statement sσtR = idM1 is a reformulation of the fact that R(1) = 1
(see, for example, Theorem 6.10 (1)). Let λ ∈ K1, then it follows that tRsσ =
idK1(R).
(2) If λ ◦ σ−1 ≪ λ, then, because R possesses the “monotonicity” property (µ≪
ν =⇒ µR≪ νR), we obtain that λ = (λ ◦ σ−1)R≪ λR. Conversely, suppose that
λ≪ λR. Then, applying σ−1 to this relation, we have λ ◦ σ−1 ≪ (λR) ◦ σ−1 = λ.
This proves (6.2).
Relation (6.3) was proved in Theorem 6.10 (6).
To show that (6.4) holds, we again apply R to the both sides of λ ◦ σ−1 ≫ λ
and get that λR≪ λ. The converse implication, i.e., λR≪ λ implies λ ◦ σ−1 ≫ λ,
follows from the fact R1 = 1 and application of σ−1 to λR≪ λ. Observe that this
implication is true for any measure λ.
(3) The fact that T 2 = T follows from the property R1 = 1 and the corresponding
relation sσtR = idM1 .
Because λ1 = T (λ) = (λ◦σ−1)R, then, taking into account that R is a normalized
operator, we obtain
λ1 ◦ σ−1 = [(λ ◦ σ−1)R] ◦ σ−1 = λ ◦ σ−1.

Remark 6.12. We note that for any measure λ in M(X), the following relation
holds
λR≪ λ ◦ σ.
Indeed, this claim easily follows from Lemma 4.7 because the function R(χA) takes
zero value on the compliment of σ(A).
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7. Wold’s theorem and automorphic factors of endomorphisms
In this section, we discuss Wold’s theorem stating the existence of a decomposi-
tion of any isometry operator of a Hilbert space in a unitary part and a unilateral
shift. The variant of Wold’s theorem, we outline below, is a bit more geometric than
the original result of Wold, which was, in fact, a decomposition theorem stated for
stationary stochastic processes. The geometric variant is a result that applies to the
wider context of any isometry in a Hilbert space. Some of the relevant references
include [Wol48, Wol51, Wol54, HW70, BJ02].
7.1. Hilbert space decomposition defined by an isometry. Let H be a real
Hilbert space, and let S be an isometry in H. This means that ‖Sx‖ = ‖x‖ for
every x ∈ H, or equivalently, S∗S = I where I denotes the identity operator in H.
In general, S is not surjective.
It follows immediately that the operator E1 = SS∗ is a projection. More gener-
ally, one can show that En := Sn(S∗)n is a projection. Indeed, we use n times the
relation S∗S = I and obtain
E2n = S
n(S∗)n−1(S∗S)Sn−1(S∗)n
= Sn(S∗)n−1Sn−1(S∗)n = · · ·
= Sn(S∗)n
= En.
Lemma 7.1. The sequence of projections {En} is decreasing
I ≥ E1 ≥ E2 ≥ · · · ,
and each En : H → Sn(H) is onto.
This result follows from the obvious relation:
H ⊃ S(H) ⊃ S2(H) ⊃ · · · .
Let RS := {Sx : x ∈ H} be the range of S. Consider the kernel of the adjoint
operator
NS∗ := {x ∈ H : S∗x = 0}.
Then one can see that
(NS∗)
⊥ = RS , NS∗ = (RS)
⊥. (7.1)
More generally, if V is a bounded linear operator in H, then
ker(V ∗) = H⊖ V (H).
Lemma 7.2. The sequence {SnNS∗} consists of mutually orthogonal subspaces of
H.
The proof of this lemma is clear: for any k1, k2 ∈ NS∗ and m ∈ N, we observe
that
< Smk1, k2 > = < k1, (S
∗)mk2 > = 0.
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Theorem 7.3 (Wold’s theorem). Let S be an isometry operator in a Hilbert space
H. Then the following statements hold.
(1) The space H can be decomposed into the orthogonal direct sum
H = H∞ ⊕Hshift
where Hshift = NS∗ ⊕ SNS∗ ⊕ · · · ⊕ SkNS∗ ⊕ · · · .
(2) The operator S restricted on H∞ is a unitary operator, and S is a unilateral
shift in the space Hshift.
(3) H⊥shift = H∞ and Hshift = H⊥∞
Proof. We sketch a proof of this theorem for the reader’s convenience.
Let a vector y ∈ H be orthogonal to every subspace SkNS∗, k = 0, 1, .... In
particular, it follows from (7.1) that
y ∈ (NS∗)⊥ ⇐⇒ y ∈ RS ⇐⇒ E1y = y.
It turns out that a more general result can be proved.
Lemma 7.4. For any n ∈ N, one has
y ∈ (SnNS∗)⊥ ⇐⇒ En+1y = y.
Proof. To see that the statement of this lemma is true, we apply the following
sequence of equivalences:
y ∈ (SnNS∗)⊥ ⇐⇒ < y, Snx >= 0 ∀x ∈ NS∗
⇐⇒ < (S∗)ny, x >= 0 ∀x ∈ NS∗
⇐⇒ (S∗)ny ∈ RS (see (7.1))
⇐⇒ ∃x ∈ H such that (S∗)ny = Sx
⇐⇒ En+1y = y.
The last equivalence follows from the relation
En+1y = S
n+1(S∗)n+1y = Sn+1(S∗S)x = Sn+1x = y
that proves the lemma. 
We continue the proof of the theorem. It follows from Lemma 7.1 that the strong
limit
lim
n→∞
En = E∞
exists, and is the projection onto the subspace
H∞ =
⋂
n
SnH =
⋂
n
(SnNS∗)
⊥ .
Next, we prove that S and S∗ restricted to H∞ are unitary operators. As a
corollary, we obtain a few formulas involving these operators. For this, we show
that
x ∈ H∞ ⇐⇒ ‖(S∗)nx‖ = ||x||, ∀n ∈ N.
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Observe first that ||x||2 = ||Enx||2+||E⊥n x||2 where E⊥n = IH−En and x ∈ H, n ∈ N.
Since ||Enx− E∞x|| → 0 for all x ∈ H, we obtain that
x ∈ H∞ ⇐⇒ E⊥n x→ 0 (n→∞)⇐⇒ E⊥n x→ 0.
Because ||(S∗)nx||2 = ||Sn(S∗)nx||2 = ||Enx||2, we conclude that
||(S∗)nx||2 = ||x|| ⇐⇒ E⊥n x = 0.
Furthermore,
x ∈ H∞ ⇐⇒ E⊥n x = 0 ∀n ∈ N ⇐⇒ ||(S∗)nx|| = ||x||.
In particular, this means that SS∗|H∞ = IH∞ .
We notice that the subspace H∞ is invariant with respect to S and S∗:
S∗(H∞) ⊂ H∞ ⇐⇒ S(H⊥∞) ⊂ H⊥∞.
Indeed, any vector x from H⊥∞ has the form
x = k0 + Sk1 + · · · + Siki + · · ·
where all ki are from NS∗ , and
S(k0 + Sk1 + S
2k2 + · · · ) = 0 + Sk0 + S2k1 + · · · .
Thus, the operator S on H⊥∞ = Hshift is a unilateral shift,
(k0, k1, k2, ...) 7→ (0, k0, k1, k2, ....).

7.2. Automorphic factors and exact endomorphisms. The goal of this sub-
section is to apply the Wold theorem to the study of isometries generated by endo-
morphisms of a measure space.
We recall first the definition of a factor map. Let (X,B) and (Y,A) be standard
Borel spaces, and let σ : X → X and τ : Y → Y be surjective maps. It is said that
F : (X,B, σ) → (Y,A, τ) is a factor map if F is measurable with respect to the
Borel sigma-algebras, and F ◦ σ = τ ◦ F . Then τ is called a factor of σ. If τ is a
Borel automorphism, then the dynamical system (Y,A, τ) is called an automorphic
factor. These definition can be obviously reformulated in the context of measurable
dynamical systems when σ and τ are non-singular (or measure preserving) maps.
Suppose ζ is a measurable partition of (X,B, µ). Then we can define the quotient
space
(Y,Bζ , µζ) = (X/ζ,B/ζ, µ/ζ)
(see Subection 2.3). Let φ : X → Y be the natural projection. If, additionally, the
partition ζ is invariant with respect to σ, i.e., σ−1ζ  ζ, then σ defines an onto
endomorphism σ˜ of Y such that φ is a factor map: φσ = σ˜φ.
To define an isometry generated by a surjective endomorphism σ, we assume
that σ is a finite measure-preserving endomorphism of a standard measure space
(X,B, µ), and µ◦σ−1 = µ. The assumption about the invariance of µ is not crucial
and is made for convenience. The definition can be easily modified to the case of
non-singular endomorphisms.
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Theorem 7.5. Let (X,B, µ, σ) be a measure preserving non-invertible dynamical
system. Let H = L2(µ) and define
S : f 7→ f ◦ σ : H → H.
Then S is an isometry. The adjoint of S is
S∗g =
(gdµ) ◦ σ−1
dµ
, g ∈ H.
Proof. The fact that S is isometry follows from σ-invariance of µ. The formula for
S∗ is deduced as follows:
〈Sf, g〉 =
∫
X
(f ◦ σ)g dµ
=
∫
X
f(gdµ) ◦ σ−1
=
∫
X
f
(gdµ) ◦ σ−1
dµ
dµ
= 〈f, S∗g〉.
As was mentioned in Section 5, the co-isometry S∗ is, in fact, a transfer operator
R corresponding to the endomorphism σ. 
It follows from this lemma that we can apply the Wold theorem for S and con-
struct an orthogonal decomposition of H = L2(µ). It says that H can be decom-
posed into the orthogonal sum H∞ ⊕ H⊥∞ where S restricted on H∞ is a unitary
operator. It turns out that the subspace H∞ can be explicitly described in terms
of the endomorphism σ.
We recall that, to every endomorphism σ of a Borel space (X,B), one can as-
sociate two partitions of X. Let ξ be the partition of X into the σ-orbits, i.e.,
ξ = {Orbσ(x) : x ∈ X}, where y ∈ Orbσ(x) if and only if there exist m,n ∈ N such
that σm(x) = σn(y). Define also a partition η of X into equivalence classes such
that x ∼ y if and only if σn(x) = σn(y) for some n ∈ N. Then
η(x) =
⋃
n
σ−n(σn(x)).
If σ is an at most countable-to-one endomorphism, then the partitions ξ and η
define hyperfinite countable Borel equivalence relations (see [DJK94] for detail).
Clearly, η-equivalence classes refine ξ-equivalence classes.
Suppose that µ ∈ M1(X) is a σ-invariant measure, so that σ is considered as
a measure preserving endomorphism of (X,B, µ). We denote by ξ′ and η′ the
measurable hulls of the partitions ξ and η, respectively.
It is worth noting that there exists a one-to-one correspondence between mea-
surable partitions and complete sigma-subalgebras A of B. Let A(ξ′) and A(η′) be
the subalgebras corresponding to ξ′ and η′.
INFINITE-DIMENSIONAL TRANSFER OPERATORS 77
For (X,B, µ, σ) as above, define
B∞ =
∞⋂
n=0
σ−n(B),
and let Aσ = {A ∈ B : σ−1(A) = A} be the subalgebra of σ-invariant subsets of X.
We recall that σ is called exact if B∞ is a trivial subalgebra, and σ is called ergodic
if Aσ is trivial. Since Aσ ⊂ B∞, exactness implies ergodicity.
If ǫ denotes the partition ofX into points, then we have the sequence of decreasing
measurable partitions {σ−iǫ}∞i=0:
ǫ  σ−1ǫ  σ−2ǫ · · · .
The objects, we have defined above, satisfy the following properties.
Lemma 7.6 ([Roh61]). In the above notation, we have:
(1)
ξ′  η′, η′ =
∧
n
σ−nǫ;
(2)
A(ξ′) = Aσ, A(η′) = B∞.
In particular, it follows from Lemma 7.6 that an endomorphism σ is ergodic if
the partition ξ′ is trivial, and σ is exact if the partition η′ is trivial (understood in
terms of mod 0 convention).
Since η′ is a measurable partition, we can define the quotient measure space
(X/η′,B/η′, µη′). By Lemma 7.6, we see that B/η′ = B∞ and
Y := X ′η = X
∧
n σ
−nǫ.
Corollary 7.7. (1) Let φ : X → Y be the natural projection. Then there ex-
ists a measure preserving automorphism σ˜ : (Y, µη′) → (Y, µη′) such that σ˜ is an
automorphic factor of σ, i.e.,
σ˜ ◦ φ = φ ◦ σ.
(2) Let S : f → f ◦ σ be the isometry on H = L2(µ). Then, in the Wold
decomposition H = H∞ ⊕H⊥∞ for S, we have
H∞ = L2(Y, µη′),
and the restriction of S to H∞ corresponds to the unitary operator U defined by σ˜,
U(f) = f ◦ σ˜.
Remark 7.8. Let σ be an endomorphism of a standard measure space (X,B, µ) as
above. Then it follows from the construction of B∞ and from the definition of the
partition η′ that for every B∞-measurable function f there exists a sequence of
functions (Fn) such that every Fn is B-measurable and, for every n ∈ N,
f = Fn ◦ σn. (7.2)
With some abuse of notation, this relation can be also written as
Mn(X) =M(X) ◦ σn,
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where Mn(X) denotes the space of σ−n(B)-measurable functions.
Moreover, one can show that a B∞-measurable function f admits a representation
f = Fn ◦ σn for every n ∈ N if and only if f is a constant function on every class of
the measurable equivalence relation η′.
We consider now an application of relation (7.2) to transfer operators R defined
on (X,B, µ) by an onto endomorphism σ. Suppose that σ is not exact, i.e., the
subalgebra B∞ is not trivial. By Remark 7.8 and relation (7.2), we can see that,
for any f ∈ M(B∞),
Rn(f) = Fnωn, ωn := R
n(1).
This fact can be easily proved by induction. Furthermore, since µ is σ-invariant,
one can show that
Fn = (S
∗)nf,
where S : f 7→ f ◦ σ is the isometry considered above. We leave the details to the
reader.
Remark 7.9. In this section we have considered the case of measure preserving
endomorphism σ. But the proved results are still true (mutatis mutandis) in the
case when µ is non-singular with respect to σ. The standard method of dealing
with non-singular transformations is as follows.
Let θµ be the Radon-Nikodym derivative, i.e. θµ =
dµ ◦ σ−1
dµ
. Then
S : f 7→√θµ(f ◦ σ), f ∈ L2(µ)
is an isometry in H = L2(µ). Hence one can use the arguments developed above in
this section for the study of the operator S. In particular, the adjoint of S can be
determined by formula
S∗g =
(
√
θµgdµ) ◦ σ−1
dµ
.
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8. Operators on the universal Hilbert space generated by transfer
operators
Starting with a fixed transfer operator (R,σ) on (X,B), we show below that
there is then a naturally induced universal Hilbert space H(X) with the property
that (R,σ) yields naturally a corresponding isometry in H(X), i.e., an isometry
with respect to the inner product from H(X). With this, we then obtain a rich
spectral theory for the transfer operator at hand, for example a setting which may
be considered to be an infinite-dimensional Perron-Frobenius theory. Our main
results are Theorems 8.12, 8.17, and 8.18.
8.1. Definition of the universal Hilbert space H(X). For the reader’s conve-
nience, we recall the definition of the universal Hilbert space H(X) where (X,B) is
a standard Borel space as usual. We will use [Nel69] as a main source. Our analysis
of transfer operators in H(X) is motivated by [AJL16, Jor01, Jor04].
Let M(X) be the set of all Borel measures on X. We write (f, µ) for a pair
consisting of a real-valued function f ∈ L2(µ) and a measure µ ∈M(X).
Definition 8.1. It is said that two pairs (f, µ) and (g, ν) are equivalent if there
exists a measure λ ∈M(X) such that µ≪ λ and ν ≪ λ, and
f
√
dµ
dλ
= g
√
dν
dλ
, λ-a.e. (8.1)
The set of equivalence classes of pairs (f, µ) is denoted by H(X).
It is not hard to show that, if relation (8.1) holds for some λ, then
f
√
dµ
dλ′
= g
√
dν
dλ′
, λ′-a.e.,
for any measure λ′ such that µ ≪ λ′ and ν ≪ λ′ [Nel69]. From this observation,
one can conclude that (8.1) defines an equivalence relation on the set of pairs (f, µ).
We will denote the equivalence class of a pair (f, µ) by f
√
dµ.
Remark 8.2. (1) We mention an important case of equivalence of two pairs, (f, µ)
and (f ′, µ′). Suppose that µ′ ≪ µ and dµ′ = ϕdµ. Then we can take λ = µ in
Definition 8.1, so that
(f, µ) ∼ (f ′, µ′) ⇐⇒ f = f ′√ϕ, µ-a.e.,
and these pairs belong to the class f
√
dµ.
(2) It follows from (1) that any pair (f, µ) is equivalent to a pair (f ′, µ′) with
µ′(X) = 1. Hence, one can assume that any equivalence class is defined by a
probability measure.
It turns out that H(X) can be endowed with a Hilbert space structure. To see
that H(X) is a vector space, we define the sum of elements from H(X) as follows:
f
√
dµ+ g
√
dν =
(
f
√
dµ
dλ
+ g
√
dν
dλ
)√
dλ,
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where µ ≪ λ and ν ≪ λ for some measure λ. The definition of the multiplication
by a scalar is obvious. Next, an inner product on H(X) is defined by
〈f
√
dµ, g
√
dν〉H(X) =
∫
X
fg
√
dµ
dλ
√
dν
dλ
dλ (8.2)
where again µ≪ λ and ν ≪ λ for a measure λ. It is a simple exercise to show that
these operations are well-defined and do not depend on the choice of λ.
Proposition 8.3 ([Nel69]). With respect to the operations defined above, H(X) is
a Hilbert space.
A proof of this assertion can be found in [Nel69] or [Jor04].
We will call H(X) the universal Hilbert space.
It follows from the definition of the inner product in H(X) that for any element
f
√
dµ of H(X)
‖f
√
dµ‖2H(X) =
∫
X
f2 dµ = ‖f‖2L2(µ).
Thus, if µ is a fixed measure on X, then the map
ι : f 7→ f
√
dµ : L2(µ)→H(X) (8.3)
gives an isometric embedding of L2(µ) into H(X).
We denote H(µ) := ι(L2(µ)). The following proposition explains why H(X) is
called a universal Hilbert space.
Proposition 8.4. For any two measures µ and ν on (X,B),
(1) µ≪ ν if and only if H(µ) is isometrically embedded into H(ν).
(2) µ ∼ ν if and only if H(µ) = H(ν).
(3) µ and ν are mutually singular if and only if the subspaces H(µ) and H(ν)
are orthogonal in H(X).
Proof. These properties are rather obvious, and can be proved directly. We sketch
here a proof of (1) to illustrate the used technique. Let ψdν = dµ. Set
T (g
√
dµ) = g
√
ψ
√
dν,
and show that T implements the isometric embedding. We have
||T (g
√
dµ)||2H(ν) =
∫
X
g2ψ dν =
∫
X
g2 dµ = ||g
√
dµ||2H(µ).
We leave the proof of the other statements to the reader, see details in [Nel69,
Jor04]. 
8.2. Transfer operators on H(X). Suppose that we have a surjective endomor-
phism σ of a standard Borel space (X,B), and let a transfer operator (R,σ) be
defined on Borel functions on (X,B). In our further considerations, we will work
with the transfer operator R acting in the space L2(λ) where λ is a measure from
M(X). For given R, we divide measures into two subsets, L(R) and M(X) \L(R).
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We recall that a measure λ is called atomic if there exists a point in X of positive
measure. Non-atomic measures are called continuous. Let Mc(X) and Ma(X)
denote the subsets of M(X) formed by continuous and purely atomic measures,
respectively. Dealing with vectors f
√
dλ in the space H(X), we distinguish two
principal cases: (i) the measure λ is continuous or (ii) the measure λ is purely
atomic.
We discuss in the following statements some properties of the universal Hilbert
space. Note that every measure µ can be viewed as a vector
√
dµ in the space
H(X).
Lemma 8.5. Let G be a subset of M(X). Denote by HG the closure of the subspace
spanned by H(λ), λ ∈ G. Hence, the universal Hilbert space admits the following
orthogonal decomposition:
H(X) = HG ⊕ (HG)⊥.
Furthermore, H⊥G is spanned by all H(ν) such that ν is singular to all measures
µ from G.
Lemma 8.5 follows immediately from Proposition 8.4.
Remark 8.6. (1) As mentioned in Remark 8.2, we can always assume that µ is a
probability measure. Together with the assumption that R(1) = 1, this means
that, for any probability measure µ, the measure µR is well defined. This fact will
be repeatedly used below.
(2) For a specific choice of the set G in Lemma 8.5, we can get the following
useful decompositions of H(X):
H(X) = HMc(X) ⊕HMa(X), H(X) = HK1 ⊕ (HK1)⊥, (8.4)
H(X) = HL(R) ⊕ (HL(R))⊥ (8.5)
where K1 = M1(X)R.
(3) Given a nonzero vector f
√
dµ inH(X) with a continuous (atomic) measure µ,
we remark that the class of equivalent pairs generated by (f, µ) contains only pairs
(g, λ) where λ is a continuous (atomic) measure. This follows from the following
obvious fact: if λ ≪ ν and λ is atomic at a point x0, then ν is atomic at the
same point. This means that f
√
dµ ∈ HMc(X) if and only if µ is continuous,
and f
√
dµ ∈ HMa(X) if and only if µ is purely atomic. This means that the
decomposition (8.4) is invariant with respect to the equivalence of pairs (f, µ). But
the decomposition in (8.5) is not invariant with respect to this equivalence relation.
In what follows we will translate the notion of a transfer operator R and its
adjoint operator S, which are studied in L2(λ) in Section 5, to the subspace H(λ)
of the universal Hilbert space H(X). But, in contrast to the pair (R,S), we begin
with an operator Ŝ and show that its adjoint Ŝ∗ = R̂ is an analogue of a transfer
operator. Our approach is mainly based on the application of Proposition 8.4 which
allows us to work with classes of equivalent measures.
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In this section, we will deal with a pair of operators (R̂, Ŝ) acting in H(X)
that are considered as analogous one to the symmetric pair of operators (R,S)
studied in Section 5 where R is a transfer operator obtained as adjoint to the
composition operator S. We first outline our approach to their definition. We recall
that our main assumption in this context is that all considered transfer operators
are normalized, R(1) = 1.
We define an operator Ŝ that acts in the set P of all pairs (f, µ) where f ∈
L2(µ) and µ ∈ M1(X). It will be checked that Ŝ preserves the partition of P
into equivalence classes. Therefore this fact allows us to consider Ŝ as an operator
acting in H(X). In the next step, we will check that Ŝ is an isometry that leaves
every subspace H(λ) invariant. Hence, the adjoint operator R̂ = Ŝ∗ exists and is a
co-isometry. We note that it is unclear whether R̂ can be defined directly in terms
of a transformation on the set P that preserves the equivalence relation on the set of
pairs (f, λ). Meantime, there exists a particular case when it can be done explicitly
and this case will be studied carefully.
Given a vector f
√
dλ with continuous measure λ ∈Mc(X), we are going to work
with measures λR and λ ◦ σ−1. We can do it by virtue of Remark 8.6 (1). In other
words, when we deal with pairs (f, λ), we can think that the actions of R and σ
on the set of measures M1(X) are well defined everywhere. As was explained in
Remark 8.6 (3), we can consider the two cases of continuous and purely atomic
measures independently due to the invariance of the decomposition (8.4).
As discussed in Section 3, the assumption that R(1) = 1 is not restrictive if a non-
trivial harmonic function exists. On the other hand, this property is automatically
true for a wide class of transfer operators acting in L2(λ) for any measure λ.
We begin with the following lemma which is used repeatedly below.
Lemma 8.7. Let (R,σ) be a transfer operator on Borel functions over (X,B).
Then
R(1) = 1 ⇐⇒ (µ ◦R)σ−1 = µ ∀µ ∈M1(X).
This result immediately follows from the the relation
R(1) =
d(µ ◦R)σ−1
dµ
that was proved in Section 5, see (5.2).
Definition 8.8. Let λ be a continuous probability measure on (X,B), R(1) = 1,
and f ∈ L2(λ). Then we define, for any pair (f, λ),
Ŝ(f, λ) = (f ◦ σ, λR). (8.6)
We first show that the operator Ŝ induces an operator on the space H(X). This
fact follows from the following lemma.
Lemma 8.9. Let f ∈ L2(λ) and f1 ∈ L2(λ1) where λ and λ1 are continuous
probability measures. Then
(f1, λ1) ∼ (f, λ) ⇐⇒ (f1 ◦ σ, λ1R) ∼ (f ◦ σ, λR)
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Proof. By definition of the equivalence relation ∼ on the set P, two pairs (f, λ)
and (f1, λ1) are in the same class if and only if there exists a measure µ such that
λ≪ µ, λ1 ≪ µ, and
f
√
dλ
dµ
= f1
√
dλ1
dµ
, µ-a.e. (8.7)
In particular, µ can be chosen as the sum λ+ λ1. Then λR≪ µR and λ1R≪ µR
(see Section 5). It follows from Theorem 5.9 (1) that
dλ
dµ
◦ σ = d(λR)
d(µR)
,
dλ1
dµ
◦ σ = d(λ1R)
d(µR)
. (8.8)
Hence, we can apply (8.7), (8.8) and conclude that
(f ◦ σ)
√
d(λR)
d(µR)
= (f ◦ σ)
√
dλ
dµ
◦ σ
= (f1 ◦ σ)
√
dλ1
dµ
◦ σ
= (f1 ◦ σ)
√
d(λ1R)
d(µR)
(µR)-a.e.
This proves that (f1 ◦ σ, λ1R) ∼ (f ◦ σ, λR).
Conversely, if we have the fact that the pairs (f1 ◦ σ, λ1R) and (f ◦ σ, λR) are
equivalent, then
(f ◦ σ)
√
d(λR)
d(µR)
= (f1 ◦ σ)
√
d(λ1R)
d(µR)
, (µR)-a.e.
Hence, we can apply the transfer operator R to the both sides of this relation, and
because µR≪ µ, we obtain (8.7). 
Remark 8.10. If a measure λ is in the set L(R), then, for some measurable function
W , we have d(λR) = Wdλ, Then the operator Ŝ acts in the subspace H(λ) as
follows:
Ŝ(f
√
dλ) = (f ◦ σ)
√
W
√
dλ. (8.9)
In order to justify (8.9), we observe that if (f, λ) ∼ (f, λ1) with λ, λ1 ∈ L(R), then
(
√
W (f ◦ σ), λ) ∼ (
√
W1(f1 ◦ σ), λ1)
whereW1dλ1 = d(λ1R). This equivalence can be directly deduced from the relation
W1 = (ϕ ◦ σ)Wϕ−1 where ϕdλ = dλ1 that was discussed in Section 5.
Lemma 8.11. The operator
Ŝ(f
√
dλ) = (f ◦ σ)
√
d(λR), (8.10)
is well defined in the universal Hilbert space H(X). Furthermore, Ŝ is bounded if
and only if R(1) ∈ L∞(λ).
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We use the same notation Ŝ for the operators acting on the set of pairs (f, λ)
and in the Hilbert space H(X). It will be clear from the context where Ŝ acts.
Proof. We first need to justify the correctness of the definition Ŝ. Indeed, this result
follows from Lemma 8.9 because if we take any two pairs (f, λ), (f1, λ1) that belong
to the same class, then Ŝ maps these pairs into equivalent pairs (f ◦ σ, λR) and
(f1 ◦ σ, λ1R). Hence relation ( 8.10) defines a transformation in H(X).
To see that Ŝ is a linear operator we have to check that Ŝ(c1f
√
dλ+c2f1
√
dλ1) =
c1Ŝ(f
√
dλ) + c2Ŝ(f1
√
dλ1). This can be proved again by the choice of representa-
tives in the classes f
√
dλ and f1
√
dλ1 as we did above. The details are left to the
reader. 
We recall that H(λ) denotes the subspace of H(X) obtained by the isometric
embedding of L2(λ) into H(X).
Theorem 8.12. Let (R,σ) be a transfer operator on (X,B). Then the operator Ŝ
of H(X) is an isometry if and only if R(1) = 1. Moreover, if a measure λ ∈ L(R),
then the subspace H(λ) is invariant with respect to Ŝ.
Proof. To see that Ŝ is an isometry, we use (8.2) and calculate
||Ŝ(f
√
dλ)||2H(X) =
∫
X
(f ◦ σ)2 d(λR)
=
∫
X
R[(f ◦ σ)2] dλ
=
∫
X
f2R(1) dλ.
Hence, we see that
||Ŝ(f
√
dλ)||2H(X) = ||f ||2H(X)
if and only if R(1) = 1.
To prove the second part of the theorem, we suppose that λ ∈ L(R), then
d(λR) = Wdλ. Take any element f
√
dµ ∈ H(λ). By Proposition 8.4, this means
that µ ∼ λ, dµ = ϕdλ, and (f, µ) is equivalent to (g, λ). Then d(µR) = (ϕ ◦
σ)Wϕ−1dµ (see Section 5). It follows from this fact that
Ŝ(f
√
dµ) = (f ◦ σ)
√
d(µR) = [
√
W (fϕ) ◦ σ]
√
dλ.
It follows from the definition of equivalence of pairs (f, µ) and (g, λ) that
√
W (fϕ) ◦ σ] ∈ L2(λ).
Hence Ŝ : H(λ)→H(λ), and the theorem is proved. 
We can immediately deduce from Theorem 8.12 several important properties of
Ŝ and its adjoint. We recall the notation K1 := M1R that was used in Section 6.
Then the subspace HK1 is spanned by {H(λ) : λ ∈ K1}.
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Corollary 8.13. (1) The decomposition H(X) = HK1 ⊕ (HK1)⊥ implies that
Ŝ(H(X)) = HK1.
(2) The adjoint operator Ŝ∗ : H(X) → H(X) is well defined and Ker(Ŝ∗) =
(HK1)⊥.
We remark that the adjoint operator Ŝ∗ is defined in terms of the Hilbert space
H(X), in contrast to the case of Ŝ where we first defined Ŝ on the set of pairs (f, λ)
and then extended to the classes of equivalence that form the Hilbert space H(X).
The next result gives an explicit formula for the action of Ŝ∗ when λR≪ λ. We
recall that with this assumption Ŝ∗ leaves the subspace H(λ) invariant.
Proposition 8.14. Let (R,σ) be a normalized transfer operator and λ ∈ L(R).
Then the adjoint operator Ŝ∗ acts on H(λ) by the formula:
Ŝ∗(f
√
dλ) = R
(
f√
W
)√
dλ (8.11)
where Wdλ = d(λR).
Proof. The result is proved by the following calculation:
〈Ŝ(f
√
dλ), g
√
dλ〉H(λ) =
∫
X
√
W (f ◦ σ)g dλ (see Remark 8.2)
=
∫
X
(f ◦ σ)g 1√
W
d(λR)
=
∫
X
R
(
(f ◦ σ)g 1√
W
)
dλ
=
∫
X
fR
(
g√
W
)
dλ
= 〈f
√
dλ,R(gW−1/2)〉H(λ)
and the proof is complete. 
Corollary 8.15. Let λ ∈ L(R). In the notation of Proposition 8.14, ŜŜ∗ is the
projection in the space H(λ) which acts by the formula:
ŜŜ∗(f
√
dλ) = [R(
f√
W
) ◦ σ]
√
W
√
dλ.
Proof. This relation is proved by direct application of (8.10) and (8.11). 
We return to the question about an explicit definition of the adjoint operator
Ŝ∗. The key point is that the range of the isometry Ŝ is the subspace HK1 , so that
the kernel of Ŝ∗ must be (HK1)⊥. In other words, Ŝ∗(f
√
dλ) = 0 if
√
λ ∈ (HK1)⊥
according to Corollary 8.13. Here
√
λ is considered as a vector in H(X).
To describe the action of Ŝ∗, we define an operator R̂ in the Hilbert space H(X)
that is generated by the transfer operator R.
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Definition 8.16. Let (R,σ) be a normalized transfer operator. We set, for any
f
√
dλ,
R̂(f
√
dλ) =

R(f)
√
d(λ ◦ σ−1), √λ ∈ HK1
0,
√
λ ∈ (HK1)⊥.
Because H(X) = HK1 ⊕ (HK1)⊥, the operator R̂ is well-defined in H(X). With
some abuse of notation, we will equally use the relation λ ∈ K1 in the same meaning
as
√
λ ∈ HK1 .
We remark that if λ ◦ σ−1 = λ, then the operator R̂ sends f√dλ to R(f)√dλ,
and it can be identified with the transfer operator in R acting in L2(λ).
The following theorem is complimentary to the results obtained in Section 6.
This theorem clarifies the role of the subset K1 ⊂M(X).
Theorem 8.17. For a normalized transfer operator (R,σ), the following statements
are equivalent:
(1) λ ∈ K1;
(2) (λ ◦ σ−1)R = λ;
(3) the map f 7→ R(f) ◦ σ|L2(λ) = Eλ(f |σ−1(B)) where Eλ(· |σ−1(B)) is the
conditional expectation on the subalgebra of σ−1(B)-measurable functions in L2(λ);
(4) the operator Ê1 = ŜR̂ maps H(λ) into itself, and
Ê1(f
√
dλ) = Eλ(f | σ−1(B))
√
dλ.
Proof. The equivalence of statements (1) and (2) was proved in Theorem 6.10.
Moreover, these two assertions are equivalent to the fact that the equation νR = λ
has a unique solution for every fixed λ ∈ K1.
Suppose now that (1) and/or (2) hold. To show that (3) is true, we observe
that the operator Pλ = f 7→ R(f) ◦ σ|L2(λ) is obviously a projection in L2(λ) since
P 2λ = Pλ and Pλ(g ◦ σ) = g ◦ σ. It remains to show that Pλ = P ∗λ or
〈Pλf1, f2〉L2(λ) = 〈f1, Pλf2〉L2(λ).
To see this, we compute, using that λ = νR,
〈Pλf1, f2〉L2(λ) =
∫
X
(R(f1) ◦ σ)f2 dλ
=
∫
X
(R(f1) ◦ σ)f2 d(νR)
(8.12)
=
∫
X
R[(R(f1) ◦ σ)f2] dν
=
∫
X
R(f1)R(f2) dν.
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By symmetry, we see that relation (8.12) gives also
〈f1, Pλf2〉L2(λ) =
∫
X
R(f1)R(f2) dν.
Thus, Pλ is self-adjoint. We conclude that Pλ is the conditional expectation
Eλ(· |σ−1(B)).
(3) =⇒ (4) We apply Ê1 to a vector (f
√
dλ) ∈ H(λ) and find
(ŜR̂)(f
√
dλ) = Ŝ(R(f)
√
d(λ ◦ σ−1))
= (R(f) ◦ σ)
√
d(λ ◦ σ−1)R
= (R(f) ◦ σ)
√
dλ.
The result then follows from (3).
(4) =⇒ (1) The operator R̂ is nonzero on the elements of f√dλ ∈ H(X) if and
only if λ is in K1.

Theorem 8.18. Let (R,σ) be a transfer operator such that R(1) = 1. The opera-
tors R̂ and Ŝ form a symmetric pair in H(X), that is R̂ = Ŝ∗.
Proof. We need to show that
〈Ŝ(f
√
dν), g
√
dµ〉H(X) = 〈f
√
dν,R(g)
√
d(µ ◦ σ−1)〉H(X) (8.13)
It suffices to assume that
√
dµ ∈ HK1 because for
√
dµ ∈ (HK1)⊥ the both parts of
(8.13) are zeros.
Then, by Theorem 8.17, there exists a measure λ such that d(νR)≪ d(λR) and
dµ = d(µ ◦σ−1)R≪ d(λR). We will use in the following computation the formulas
that were proved in Section 5
d(νR)
d(λR)
=
dν
dλ
◦ σ,
d(µ)
d(λR)
=
d((µ ◦ σ−1)R)
d(λR)
=
dµ ◦ σ−1
dλ
◦ σ.
Thus, we have
〈Ŝ(f
√
dν), g
√
dµ〉H(X) =
∫
X
(f ◦ σ)g
√
d(νR)
d(λR)
√
d(µ)
d(λR)
d(λR)
=
∫
X
(f ◦ σ)g
√
dν
dλ
◦ σ
√
d(µ ◦ σ−1)
dλR
◦ σ d(λR)
=
∫
X
fR(g)
√
dν
dλ
√
d(µ ◦ σ−1)
dλR
dλ
= 〈f
√
dν,R(g)
√
d(µ ◦ σ−1)〉H(X).
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The proof is complete. 
Remark 8.19. In this remark, we collect a few facts about the operators Ŝ and R̂.
(1) If the transfer operator (R,σ) is normalized, then It can be deduced directly
from the definitions of the operators Ŝ and R̂ that R̂Ŝ = IH(X). Indeed, we have
(R̂Ŝ)(f
√
dλ) = R̂((f ◦ σ)
√
d(λR)
= R(f ◦ σ)
√
d(λR ◦ σ−1)
= f
√
dλ
where statement (2) of Theorem 8.17 was used.
(2) IfR is not normalized, then Ŝ is bounded inH(X) if and only if R(1) ∈ L∞(λ)
for all λ.
To see this, we compute
||Ŝ(f
√
dλ)||2H(X) =
∫
X
(f ◦ σ)2 d(λ ◦R) =
∫
X
f2R(1) dλ.
(3) The following result which is similar to Theorem 8.12 can be proved:
Suppose h is a harmonic function for the transfer operator R acting in L2(λ).
Then Ŝ is an isometry in L2(hdλ).
The next lemma deals with non-normalized transfer operators (R,σ).
Lemma 8.20. Let (R,σ) be a transfer operator. Suppose the operators R̂ and Ŝ
are defined as above. Then the operator R̂Ŝ is a multiplication operator in H(X).
Proof. We obtain that
R̂Ŝ(f
√
λ) = R̂((f ◦ σ)
√
λR) = (R(1)f
√
(λR) ◦ σ−1σ−1) = (R(1)3/2f
√
λ).
We used here relation (5.2).

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9. Transfer operators with a Riesz property
A well known theorem (Riesz) in analysis states that every positive linear func-
tional L on continuous functions is represented by a Borel measure. More precisely,
let X be a locally compact Hausdorff space and Cc(X) the space of continuous func-
tions with compact support. Then the Riesz theorem says that, for every positive
linear functional L, there exists a unique regular Borel measure µ on X such that
L(f) =
∫
X
f dµ.
We are interesting in a special case of functionals Lx defined on a functional
space by the formula Lx(f) = f(x). For Borel functions F(X,B) over a standard
Borel space (X,B), the Riesz theorem is not directly applicable. We introduce in
this section a class of transfer operators R that have the following property.
Definition 9.1. Let R be a positive operator acting on Borel functions over a
standard Borel space (X,B). We say that R has the Riesz property if, for every
x ∈ X, there exists a Borel measure µx such that
R(f)(x) =
∫
X
f(y) dµx(y), f ∈ F(X,B). (9.1)
We call (µx) a Riesz family of measures corresponding to the operator R with Riesz
property.
In the following remark we present several facts that immediately follow from
this definition.
Remark 9.2. (1) If R(1)(x) = 1 for all x ∈ X, then every measure µx is probability,
i.e., µx(X) = 1. In general, µx(X) = R(1)(x).
(2) The field of measures x 7→ µx is Borel in the sense that, for any Borel function
f ∈ F(X,B), the function x 7→ µx(f) is Borel. Indeed, this observation follows from
(9.1) because µx(f) = R(f)(x).
(3) Given a positive operator R, the corresponding Riesz family (µx) is uniquely
determined.
Suppose R is a positive operator with the Riesz property. Then any power Rk
also has the Riesz property. So that we can write down for f ∈ F(X)
Rk(f) =
∫
X
f dνkx , k ∈ N.
On the other hand, if we iterate relation (9.1), then we obtain the following formula
Rk(f)(x) =
∫
X
· · ·
∫
X
f(yk) dµyk−1(yk) · · · dµx(y1).
By uniqueness of the Riesz family, we conclude that
dνkx =
∫
X
· · ·
∫
X
dµyk−1(yk) · · · dµx(y1).
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We will also write dµx(y) = dµ(y|x) and treat this measure as conditional one.
This point of view will be used for the case when all measures (µx) are pairwise
singular.
So far, we have used only the property of positivity of the operator R. From now
on, we will assume that R has the pull-out property, i.e., R is a transfer operator
on F(X,B) corresponding to an onto endomorphism σ.
Lemma 9.3. Suppose that (R,σ) is a transfer operator defined on F(X,B) such
that R(1) = 1. Assume that R has the Riesz property. Then, for the Riesz family
of measures (µx), we have
µx ◦ σ−1 = δx, x ∈ X,
where δx is the Dirac measure.
Proof. Since δx(f) = f(x), we note that the relation µx ◦ σ−1 = δx is equivalent to∫
X
f d(µx ◦ σ−1) = f(x), ∀f ∈ F(X,B),
or, in other words, is equivalent to∫
X
(f ◦ σ) dµx = f(x), ∀f ∈ F(X,B).
But by (9.1), we obtain∫
X
(f ◦ σ) dµx = R(f ◦ σ)(x) = f(x)R(1)(x) = f(x),
and we are done. 
The following observation follows directly from this result.
Corollary 9.4. Let (R,σ) be a transfer operator acting on F(X,B). Suppose that
R has the Riesz property and R(1) = 1. Then, for any x ∈ X,
supp({µx}) = σ−1(x),
where (µx) is the Riesz family of measures corresponding to R.
Lemma 9.5. Let R be a transfer operator with Riesz property such that R(1) = 1.
Suppose that ∫
X
f dµx = R(f)(x)
for all x ∈ X. Take a Borel measure λ on (X,B). If H(µx) is a subspace of the
universal Hilbert space H(X), then the following statements are equivalent:
(1)
λ≪ µx, x ∈ X;
(2)
H(λ) →֒ H(µx), x ∈ X;
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(3) ∫
X
f dλ = R
(
f
dλ
dµx
)
(x).
Proof. The equivalence of (1) and (2) is mentioned in Proposition 8.4. The equiva-
lence of these statements to (3) follows from the definition of the Riesz property. 
Lemma 9.6. Let R be a transfer operator with Riesz property such that R(1) = 1.
If (µx) is the corresponding family of measures for R, then, for any sets A,B ∈ B,
µx(σ
−1(A) ∩B) = δx(A)µx(B), x ∈ X.
Proof. To show this, we use Definition 9.1 and Lemma 9.3. We compute
µx(σ
−1(A) ∩B) =
∫
X
χσ−1(A)χB dµx
= R(χA ◦ σχB)(x)
= χA(x)R(χB)(x)
= δx(A)µx(B)

In a similar way, we can formulate a simple general criterion for a positive oper-
ator R, defined by (9.1), to have the pull-out property.
Lemma 9.7. A positive operator R with Riesz property is a transfer operator with
pull-out property if and only if, for any measurable functions f, g from the domain
of R, ∫
X
(f ◦ σ)g dµx = f(x)
∫
X
g dµx.
Let (R,σ) be a transfer operator on Borel function F(X,B). We recall the
construction of the induced transfer operator Rh where h is a positive harmonic
function for R. Then
Rh(f) :=
R(fh)
h
, f ∈ F(X,B), (9.2)
is a transfer operator such that Rh(1) = 1.
Proposition 9.8. Let transfer operators (R,σ) and (Rh, σ) be defined as above and
Rh = h. Suppose that R has the Riesz property, and let (µx) be the corresponding
Riesz family of measures. Then Rh also has the Riesz property with respect the
family (µ′x) where the measures (µx) and (µ
′
x) are related as follows:
dµx(y) =
h(σy)
h(y)
dµ′x(y), y ∈ σ−1(x),
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In other words, the statement of the Proposition 9.8 says that the function
dµx
dµ′x
is a σ-coboundary.
Proof. We need to find the family of measures (µ′x) such that
Rh(f)(x) =
∫
X
f(y) dµ′x(y).
Since Rh(f) can be found from (9.2), we can write
Rh(f) =
R(fh)
h
(x)
= R
(
fh
h ◦ σ
)
(x)
=
∫
X
fh
h ◦ σ (y) dµx(y)
=
∫
X
f dµ′x.
Hence, we can take
dµ′x(y) =
h
h ◦ σ (y) dµx(y).
We note that h(x)dµ′x(y) = h(y)dµx(y) for any x and y ∈ σ−1(x). 
Let now ν be a probability measure on (X,B). Define a new measure λ on (X,B)
by the formula
λ =
∫
X
µx dν(x).
This is equivalent to the equality∫
X
f dλ =
∫
X
(∫
X
f(y) dµx(y)
)
dν(x) (9.3)
which is used in the following statement.
We note that, in the case when a transfer operator R satisfies the Riesz property,
the family of Riesz measures (µx) can be viewed as a system of conditional measures
defined (X,B, λ) by the measurable partition ξ = {σ−1(x)|x ∈ X}.
Proposition 9.9. Let a transfer operators (R,σ) have the Riesz property with the
family of measures (µx).
(1) Let λ be a measure defined by ν and (µx) as in (9.3). Then λ = νR.
(2) Suppose that R(1) = 1. Then, for ν on (X,B) and λ as above, we have
λR = λ.
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Proof. (1) It follows from the definition of λ that, for any function f ,∫
X
f(x) dλ =
∫
X
R(f)(x) dν
=
∫
X
f(x) d(νR)
and we are done.
(2) We need to show that for any function f the following equality holds∫
X
f dλ =
∫
X
f d(λR) =
∫
X
R(f) dλ.
In the following computation we use relation (9.3) and the fact that µx is a proba-
bility measure for all x ∈ X. By Definition 9.1, we have∫
X
R(f)(x) dλ(x) =
∫
X
(∫
X
R(f)(y) dµx(y)
)
dλ(x) (by (9.3))
=
∫
(x)
[∫
(z)
(∫
(y)
f(y) dµx(y)
)
dµx(z)
]
dν(x) (by (9.1))
=
∫
(x)
[∫
(y)
f(y)
(∫
(z)
dµx(z)
)
dµx(y)
]
dν(x)
=
∫
(x)
[∫
(y)
f(y) dµx(y)
]
dν(x)
=
∫
X
f(x)dλ(x).

Corollary 9.10. Let R, (µx), ν and λ be as in Proposition 9.9. Suppose R(1)(x) =
W (x). Then
W (x) =
d(λR)
dλ
(x), x ∈ X.
Proof. This result follows from the proof of Proposition 9.9 in which we will need
to use the relation
W (x) =
∫
X
dµx.

10. Transfer operators on the space of densities
This section is focused on the study of an important class of transfer opera-
tors. As usual, we fix a non-invertible non-singular dynamical system (X,B, µ, σ).
Without loss of generality, we can assume that µ is a probability measure.
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If λ is a a Borel measure such that λ≪ µ, then there exists the Radon-Nikodym
derivative f(x) =
dλ
dµ
(x). Conversely, any nonnegative function f ∈ L1(µ) serves
as a density function for a measure dλ = fdµ.
Definition 10.1. Define a transfer operator Rµ = (R,σ) acting on L1(µ) by the
formula
Rµ(f)(x) =
(fdµ) ◦ σ−1
dµ
(x), f ∈ L1(µ). (10.1)
We call Rµ a transfer operator on the space of densities.
In this section, we will work only with transfer operators Rµ defined by (10.1).
The following lemma contains main properties of R = Rµ. Most of the statements
are well known, so that we omit their proofs.
Lemma 10.2. Let R be defined by (10.1). The following statements hold.
(1) R is a positive bounded linear operator with L1-norm equal to one.
(2) The operator R satisfies the pull-out property: R[(f ◦σ)g] = fR(g). Moreover
R is a normalized transfer operator if and only if µ is a probability measure.
(3) The operator R can be defined by the following statement: R(f) is a unique
element of L1(µ) such that, for any function g ∈ L∞(µ),∫
X
g(Rf) dµ =
∫
X
(g ◦ σ)f dµ.
(4) If µ is σ-invariant, then the operator S : f → f ◦ σ is an isometry in Lp(µ).
In this case, the operator R also preserve the measure µ, µR = µ.
(5) If µ is a probability σ-invariant measure, then f 7→ R(f) ◦ σ : L1(X,B, µ)→
L1(X,σ−1(B), µ) is the conditional expectation Eµ(f |σ−1(B)).
Proof. We show only that (5) is true (the other statements are easily verified). For
this, we observe that (i)R(R(f)◦σ)◦σ = R(f)◦σ and (ii) for any σ−1(B)-measurable
function g, ∫
X
gR(f) ◦ σ dµ =
∫
X
gf dµ.
We calculate the left-hand side integral using σ-invariance of µ and the fact that
g = h ◦ σ for a B-measurable function h:∫
X
gR(f) ◦ σ dµ =
∫
X
(h ◦ σ)R(f) ◦ σ dµ
=
∫
X
hR(f) dµ ◦ σ−1
=
∫
X
R((h ◦ σ)f) dµ
=
∫
X
gf dµ
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
Suppose now dλ = ϕdµ where ϕ is a positive function from L∞(µ). We will find
out how the operators Rλ and Rµ relate.
In the above setting, we define the multiplication operator
Mϕ(f) = ϕf : L
1(µ)→ L1(λ).
Lemma 10.3. For Rλ, Rµ, ϕ, and Mϕ defined as above, we have
RλMϕ = MϕRµ.
Proof. Indeed, we compute, for a function f ∈ L1(µ),
RλMϕ(f) =
(ϕfdλ) ◦ σ−1
dλ
=
(fdµ) ◦ σ−1
dλ
=
(fdµ) ◦ σ−1
dµ
dµ
dλ
= MϕRµ(f).

Let λ be a Borel measure on (X,B) which is equivalent to µ. Then, as we
know from Section 5, λ is in L(R). We can find the Radon-Nikodym derivative
Wλ =
d(λRµ)
dλ
of Rµ with respect to λ.
Lemma 10.4. Let λ ∼ µ and ϕ = dλ
dµ
. Then Wλ is a σ-coboundary, Wλ =
(ϕ ◦ σ)ϕ−1.
Proof. We use the definition of the Radon-Nikodym derivative for the transfer op-
erator and compute ∫
X
Rµ(f) dλ =
∫
X
Rµ(f)ϕ dµ
=
∫
X
Rµ(f(ϕ ◦ σ)) dµ
=
∫
X
f(ϕ ◦ σ) dµ
=
∫
X
f(ϕ ◦ σ)ϕ−1 dµ
(we used here that µRµ = µ). The latter means that Wλ = (ϕ ◦ σ)ϕ−1. 
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Let λ be a quasi-invariant measure with respect to a surjective endomorphism σ
of (X,B). Let d(λ ◦ σ
−1)
dλ
. Then σ generates an operator S on L2(λ) defined by
S : f 7→ f ◦ σ.
It can be seen from Lemma 10.2 (3) that the operators Rλ and S, viewed as oper-
ators in L2(λ), form a symmetric pair of operators because∫
X
g(Rλf) dλ =
∫
X
(Sg)f dλ, f, g ∈ L2(λ).
So, we can use the notation S∗ for Rλ for consistency.
Lemma 10.5. In the above notation, the operator S∗S is an operator of multipli-
cation Mθλ by the function θλ.
Proof. We note that Rλ is not normalized because
Rλ(1) =
d(λ ◦ σ−1)
dλ
= θλ.
Then, using inner product in L2(λ), we have
〈S∗S(f), g〉L2(λ) =
∫
X
Rλ(f ◦ σ)g dλ
=
∫
X
fRλ(1)g dλ
= 〈Mθλ(f), g〉L2(λ).
The result follows. 
Theorem 10.6. Let (X,B, λ, σ) be a non-singular dynamical system generated by
a surjective endomorphism. Let Rλ be the transfer operator defined by (10.1). The
following statements are equivalent:
(i) there exists a harmonic function h for Rλ such that h is σ
−1(B)-measurable;
(ii) the Radon-Nikodym derivative θλ is a σ-coboundary.
Proof. The proof of the theorem is based on Lemma 10.5. We first observe that,
since λ ◦ σ−1 ∼ λ, the Radon-Nikodym derivative θλ is positive a.e. Then the fact
that θλ is a coboundary, qθλ = q ◦ σ, implies that q 6= 0.
Therefore, to see that (i) implies (ii), we take a harmonic function for Rλ in the
form h = q ◦ σ and obtain by Lemma 10.5
q ◦ σ = Rλ(q ◦ σ) = (RλS)(q) = θλq. (10.2)
Conversely, if θλ = (q ◦ σ)q−1, then
Rλ(q ◦ σ) = θλq = q ◦ σ
and the theorem is proved 
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Corollary 10.7. For the transfer operator (Rµ, σ) defined on (X,B, µ), the measure
dλ = hdµ is σ-invariant if and only if h is harmonic for Rµ.
Proof. This result follows from the equality where we use Lemma 10.2. For any
measurable function g ∈ L∞(µ), we have∫
X
g dλ =
∫
X
gh dµ
=
∫
X
gRµ(h) dµ
=
∫
X
(g ◦ σ)h dµ
=
∫
X
g ◦ σ dλ.
Hence, λ ◦ σ−1 = λ 
Readers coming from other but related areas, may find the following papers/
books useful for background [BLP+10, AR15].
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11. Piecewise monotone maps and the Gauss endomorphism
The purpose of the next two sections is to outline applications of our results to
a family of examples of dynamics of endomorphisms, and their associated transfer
operators. Earlier papers discussing some of these examples are as follows [Kea72,
Lli15, Rad99, Rug16] for the case of piecewise monotone maps, [AJL16, BsCD16,
CL16] for the case of Gauss endomorphism (map), and [Hut81, JMS16, YL16] for
the case of iterated function systems. Our emphasis is infinite branching systems.
11.1. Transfer operators for piecewise monotone maps. In this section, we
will discuss invariant measures for piecewise monotone maps α : I → I of an open
interval I onto itself. We also consider the corresponding transfer operators (R,α)
and show how one can describe R-invariant measures on I. While studying these
problems, we assume, for definiteness, that I = (0, 1).
We recall that, by definition, an onto endomorphism α of (0, 1) is called piece-
wise monotone if (0, 1) can be partitioned into a finite or infinite family (Jk) of
subintervals Jk = (tk−1, tk) such that the restriction of α on each Jk is a continuous
monotone one-to-one map onto (0, 1) (in many examples, the map α is assumed
to be differentiable on each Jk). Since our main interest is focused on invariant
non-atomic measures for piecewise monotone maps, we do not need to define α
at the points of possible discontinuities {tk : k ∈ N}. In the second part of this
section, we apply the proved results to the Gauss map, which is a famous example
of a piecewise monotone map. Moreover, since the Gauss map admits a symbolic
representation on a product space, we will be able to prove more results about
invariant measures for the Gauss map.
We notice that the property of piecewise monotonicity of α means that α : Jk →
(0, 1) is a one-to-one map on every interval Jk. Then, for every k, there exists an
inverse branch βk of α such that βk maps (0, 1) onto Jk and satisfies the condition
α ◦ βk(x) = x, x ∈ (0, 1).
We will assume implicitly that the collection of disjoint subintervals (Jk) of (0, 1)
is countable.
Let α, (βk : k ∈ N), and Jk be as above. Suppose that π = (pk : k ∈ N) is
a probability infinite- dimensional positive vector (probability distribution), i.e.,
pk > 0 and
∑
k pk = 1.
Definition 11.1. Let a measure µ on X = (0, 1) satisfy the property
µ =
∞∑
k=1
pkµ ◦ β−1k . (11.1)
Then µ is called an iterated function systems measure (IFS measure) for the iterated
function system (βk : k ∈ N).
It is known that a measure µ satisfying (11.1) is uniquely determined and ergodic.
The following properties immediately follow from the definitions.
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Lemma 11.2. (1) Let µ be an IFS measure for the system (βk : k ∈ N), defined as
in (11.1), where βk : (0, 1)→ Jk. Then
µ(Jk) = pk, k ∈ N.
(2) For the IFS measure µ and βk, Jk as above,
µ(A ∩ Jk) = µ(Jk)µ(β−1k (A)).
(3) For µk := µ|Jk , we have µk ≪ µ and µk ≪ µ ◦ β−1k . Moreover, the Radon-
Nikodym derivatives are:
dµk
dµ
= χJk ,
dµk
d(µ ◦ β−1k )
= pkχJk .
Proof. (1) Since β−1l is defined on Jl only, we see that µ ◦ β−1l (Jk) = 0 if l 6= k.
On the other hand, µ ◦ β−1k (Jk) = 1 because β−1k (Jk) = (0, 1). Therefore, it follows
from (11.1) that µ(Jk) = pk.
(2) For an IFS measure µ such that µ =
∑∞
k=1 pkµ ◦ β−1k , where βk : (0, 1)→ Jk
is a one-to one map and all (Jk) are pairwise disjoint, we find that
µ(A ∩ Jk) =
∞∑
i=1
piµ ◦ β−1i (A ∩ Jk)
(11.2)
= pkµ(β
−1
k (A ∩ Jk)) (11.3)
(11.4)
= pkµ(β
−1
k (A))
(11.5)
= µ(Jk)µ(β
−1
k (A))
(3) By definition, µk(A) := µ(A ∩ Jk). Then dµk(x) = χJk(x)dµ(x). The other
formula in this statement follows from (2) and (11.2).

Lemma 11.3. The IFS measure µ satisfying (11.1) is α-invariant.
Proof. We verify that, for any integrable function f on X = (0, 1),∫
X
f d(µ ◦ α−1) =
∫
X
f(αx) dµ
=
∞∑
k=1
pk
∫
X
(f ◦ α)(x) d(µ ◦ β−1k )
=
∞∑
k=1
pk
∫
X
(f ◦ α)(βkx) dµ
=
∫
X
f dµ.
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Hence, µ ◦ α−1 = µ. 
In the next result we answer the following question. Suppose that a piecewise
monotone map α is as above, and let (βk) be the family of inverse branches for α.
Let µ be an α-invariant IFS measure of the form (11.1). We address now the fol-
lowing question: how can one determine explicitly the entries of the corresponding
probability distribution π in terms of α and the measure µ?
Theorem 11.4. Let α be a piecewise monotone endomorphism of (0, 1), and let
(Jk : k ∈ N) be the corresponding collection of the disjoint intervals. Suppose that
a measure µ is non-atomic and satisfies relation (11.1). Then, the entries (pk) of
the probability distribution π = (pk : k ∈ N) are determined by formula
pk =
∫
Jk
α(x) dµ(x)∫ 1
0 x dµ(x)
= µ(Jk). (11.6)
Proof. Without loss of generality, we can assume that µ(Jk) > 0 and Jk∩Jl = ∅ for
all k 6= l. Let βk be the inverse branch of α on the interval Jk. Define the collection
of functions (fk : k ∈ N) on (0, 1):
fk(x) := α(x)χJk(x), k ∈ N. (11.7)
We claim that
fk(βl(x)) = xδk,l =
{
x if k = l
0 if k 6= l . (11.8)
Indeed, for any x ∈ (0, 1),
fk(βk(x)) = α(βk(x))χJk(βk(x)) = x
because βk : (0, 1)→ Jk. On the other hand, if l 6= k, then
fk(βl(x)) = 0,
since βl(x) ∈ Jl and Jl ∩ Jk = ∅.
Next, we notice that if (pk) is defined according to (11.6), then π = (pk) is a
probability distribution:
∞∑
k=1
∫
Jk
α(x) dµ(x) =
∫ 1
0
α(x) dµ(x) =
∫ 1
0
x dµ(x)
because µ is α-invariant.
To obtain relation (11.6), we first check that pl = µ(Jl). Indeed, we can use the
fact that µ ◦ τ−kl , k ∈ N, is supported by the set Jk and then calculate the measure
of Jl by formula (11.1). We get that the right hand side is nonzero only for k = l
and µ(Jl) = pl.
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For the other part of (11.6), we calculate∫
Jk
α(x) dµ(x) =
∫ 1
0
fk(x) dµ(x) (by (11.7))
=
∑
l
pl
∫ 1
0
fk(βl(x)) dµ (by (11.1))
= pk
∫ 1
0
fk ◦ βk dµ (by (11.8))
= pk
∫ 1
0
x dµ(x),
and the result follows.

The next theorem contains a converse ( in some sense) statement for Theorem
11.4.
Theorem 11.5. Let α be a piecewise monotone map of (0, 1) onto itself. Let
(Jk : k ∈ N) be the collection of open subintervals such that the map α is monotone
on each Jk, and let (βk : (0, 1) → Jk) be the inverse branches for α. Take an
α-invariant measure µ on (0, 1), µ ◦ α−1 = µ. Suppose that R = Rπ is the transfer
operator acting on measurable functions such that
R(f)(x) =
∞∑
k=1
pkf(βk(x)),
where the probability distribution π = (pk) is defined by
pk :=
∫
Jk
α(x) dµ(x)∫ 1
0 x dµ(x)
= µ(βk(0, 1)).
Then µ is R-invariant if and only if, for any k,m ∈ N,(∫ 1
0
x dµ(x)
)∫
Jk
α(x)m dµ(x) =
(∫ 1
0
xm dµ(x)
)∫
Jk
α(x) dµ(x) (11.9)
Proof. It was shown in the proof of Theorem 11.4 that the numbers (pk) defined
above satisfy the condition
∑
k pk = 1. For any integers m,k, we set
fk,m(x) := α(x)
mχJk(x). (11.10)
Then, for any k, l,m ∈ N, and x ∈ (0, 1),
fk,m(βlx) = x
mδk,l.
We apply the following sequence of equivalences to prove the result:∫ 1
0
Rf dµ =
∫ 1
0
f dµ, ∀f ∈ F(X)
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m∫ 1
0
R(fk,m) dµ =
∫ 1
0
fk,m dµ, ∀k,m ∈ N
m
pk
∫ 1
0
xm dµ(x) =
∫
Jk
α(x)m dµ(x), ∀k,m ∈ N.
This proves the theorem. 
It follows from Theorem 11.5 that the left hand side of the equality∫
Jk
α(x)m dµ(x)∫ 1
0 x
m dµ(x)
=
∫
Jk
α(x) dµ(x)∫ 1
0 x dµ(x)
= pk
does not depend on m.
Proposition 11.6. Let α be a piecewise monotone map of (0, 1) onto itself such
that βk : (0, 1)→ Jk is an inverse branch for α, k ∈ N. Suppose µ is an α-invariant
measure. The following statements are equivalent:
(1)
µ =
∞∑
k=1
pkµ ◦ β−1k ,
(2)
(χJkdµ) ◦ α−1 = pkdµ,
(3) ∀f ∈ F((0, 1),B),∫
Jk
f(αx) dµ(x) = pk
∫ 1
0
f(x) dµ(x).
Proof. Let h(x) be a measurable function on X = (0, 1). Then we note that the
function fk(x) = χJk(x)h(α(x)) satisfies the relation
fk(βl(x)) = δk,lh(x), ∀k, l ∈ N, (11.11)
where δk,l is the Kronecker delta symbol. Indeed,
fk(βl(x)) = χJk(βlx)h(α(βl(x)))
=

0, if l 6= k
χJk(βkx), if k = l
= δk,lh(x).
We used the facts that βk(0, 1) = Jk, and the sets (Jk : k ∈ N) are disjoint.
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Suppose now that (1) holds. Then, for any measurable function ϕ, we have∫ 1
0
ϕ dµ =
∞∑
k=1
pk
∫ 1
0
ϕ ◦ βk dµ.
Take ϕ = χJk(x)h(α(x)). Hence,∫ 1
0
χJk(x)h(α(x)) =
∞∑
k=1
pk
∫ 1
0
χJk(βkx)h(α(βkx)) dµ(x)
= pk
∫ 1
0
h(x) dµ(x)
This relation can be written in the form∫ 1
0
h (χJkdµ) ◦ α−1 = pk
∫ 1
0
h dµ (11.12)
which is equivalent to statement (2):
pk =
(χJkdµ) ◦ α−1
dµ
.
Simultaneously, we have shown, in the above proof, that (3) holds due to relation
(11.12).
To finish the proof, we observe that all implications are reversible so that the
three statements formulated in the proposition are equivalent.

Remark 11.7. Given α and µ as above, we can define the transfer operator
Rϕ :=
(ϕdµ) ◦ α−1
dµ
.
Then R(1) = 1 since µ is α-invariant. It follows from Proposition 11.6 that
R(χJk) =
(χJkdµ) ◦ α−1
dµ
= pk, k ∈ N.
11.2. The Gauss map. The famous Gauss endomorphism (map) σ is an example
of a piecewise monotone map with countably many inverse branches. This map has
been studied in many papers, we refer, for example, to [CFS82] for basic definitions
and facts about σ. Our study below is motivated by [AJL16].
Let ⌊x⌋ denote the integer part, and let {x} denote the fractional part of x ∈ R.
Then the Gauss map is defined by the formula
σ(x) =
1
x
−
⌊
1
x
⌋
=
{
1
x
}
, 0 < x < 1.
We apply the results provedin the first part of this section to this map and find
explicit formulas for invariant measures.
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Since σ is a countable-to-one map, which is monotone decreasing on the intervals
Jk = (
1
k+1 ,
1
k ), we can easily point out the family {τk : k ∈ N} of inverse branches
for the Gauss map σ:
τk(x) =
1
k + x
, x ∈ (0, 1).
Clearly, τk is a monotone decreasing map from (0, 1) onto the subinterval ( 1k+1 ,
1
k ).
The relation (σ ◦τk)(x) = x holds for any x ∈ (0, 1), so that τk is the inverse branch
of σ for every k ∈ N.
Remark 11.8. We observe that the composition τk1 ◦ · · · ◦ τkm is also a well defined
map from (0, 1) onto the open subinterval (τk1 ◦ · · · ◦ τkm(0), τk1 ◦ · · · ◦ τkm(1)) of
(0, 1) according to the formula:
τk1 ◦ τk2 · · · ◦ τkm(x) =
1
k1 +
1
k2 + · · ·
1
km + x
(11.13)
It follows from the definition of the Gauss map σ that the endomorphism σm is
a one-to-one map from each subinterval (τk1 ◦ · · · ◦ τkm(0), τk1 ◦ · · · ◦ τkm(1)) onto
(0, 1).
In this section, we are interested in σ-invariant ergodic non-atomic measures.
The set of such measures is uncountable. As follows from Lemma 11.3, every IFS
measure for σ is σ-invariant (and ergodic as follows from Theorem 11.15).
The following example of an ergodic σ-invariant measure is well known and goes
back to Gauss.
Lemma 11.9 (Gauss, [Rén57]). The class of measures equivalent to the Lebesgue
measures dx contains the measure µ0 with density
dµ0(x) =
1
ln 2
· dx
(x+ 1)
, x ∈ (0, 1),
such that µ0 is σ-invariant and ergodic.
We apply the methods used in the first part of this section and consider transfer
operators R associated to σ, probability distributions π = (pk : k ∈ N) and the
corresponding inverse branches (τk).
Lemma 11.10. Let π = (pk : k ∈ N) be a probability infinite-dimensional positive
vector. Then
Rπf(x) :=
∞∑
k=1
pkf(τkx) =
∞∑
k=1
pkf
(
1
k + x
)
, x ∈ (0, 1). (11.14)
is a normalized transfer operator associated with the Gauss map σ. Moreover, Rπ
is normalized, i.e., Rπ(1) = 1.
It is obvious that Rπ is positive and normalized. The pull-out property for Rπ
is verified by direct computations. We omit the details.
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Lemma 11.11. Suppose that λ is a measure on (0, 1) such that λRπ = λ. Then λ
is σ-invariant, i.e., λ ◦ σ−1 = λ.
In fact, this is a particular case of the general statement that holds for any
normalized transfer operator. A formal proof was given in Section 6.
In what follows we recall a convenient realization of the Gauss map on the space
of one-sided infinite sequences. Let
Ω =
∞∏
i=1
N
be the product space with Borel structure generated by cylinder sets
C(k1, ..., km) := {ω ∈ Ω : ω1 = k1, ..., ωm = km}
where ω = (a1, a2, ...) denotes an arbitrary point in Ω. Let S be the one-sided shift
in Ω:
S(a1, a2, a3, ...) = (a2, a3, ...).
Clearly, S is a countable-to-one Borel endomorphism of Ω. For every k ∈ N, we
define the inverse branch of S by setting
Tk(a1, a2, a3, ...) = (k, a1, a2, ...).
Then Tk(Ω) = C(k), k ∈ N, and STk = idΩ. The collection of sets (C(k) : k ∈ N)
forms a partition of Ω.
Take a positive probability distribution π = (p1, ..., pk, ....) on the set N and
define the probability product measure
P = π × π × · · ·
on Ω so that P(C(k1, ..., km)) = pk1 · · · pkm . Clearly, the measure P is S-invariant,
i.e., P ◦ S−1 = P.
Define the Borel map F : Ω→ (0, 1) by setting
F (ω) =
1
a1 +
1
a2 +
1
a3 + · · ·
where ω = (a1, a2, a3, · · · ) is any point from Ω.
Remark 11.12. It is clear that F establishes a one-to-one correspondence between
sequences from Ω and all irrational points in the interval (0, 1). We denote by X
the set F (Ω). This means that X = (0, 1) \ Q. In the sequel, we will use the
same notation Jk for the interval ( 1k+1 ,
1
k ) with removed rational points. As was
mentioned above, this alternation does not affect continuous σ-invariant measures
which are our main object of study.
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It is a simple observation that F (C(k)) = Jk for any k ∈ N. Moreover, it follows
from relation (11.13) that
F (C(k1, · · · , km)) = (τk1 ◦ · · · ◦ τkm(0), τk1 ◦ · · · ◦ τkm(1)). (11.15)
The following statement is well known (see e.g. [CFS82]). We formulate it for
further references.
Lemma 11.13. In the above notation, the map F intertwines the pairs of maps
σ, S and Tk, τk:
F ◦ S = σ ◦ F, F ◦ Tk = τk ◦ F, k ∈ N.
From this lemma and relations (11.13) and (11.15), we deduce the following
result.
Corollary 11.14. The collection of intervals {(τk1 ◦· · · ◦τkm(0), τk1 ◦· · · ◦τkm(1)) :
k1, ...km ∈ N,m ∈ N} generates the sigma-algebra of Borel sets on the interval
(0, 1).
Proof. This result obviously follows from the facts that the length of subintervals
(τk1 ◦ · · · ◦ τkm(0), τk1 ◦ · · · ◦ τkm(1)) tends to zero as m → ∞, and they separate
points in (0, 1) because every such subinterval is the image of a cylinder set in
Ω. 
Theorem 11.15. For any probability distribution π = (pk : k ∈ N), there is a
unique σ-invariant measure µπ on (0, 1) such that∫ 1
0
f dµπ =
∞∑
k=1
pk
∫ 1
0
f ◦ τk dµπ,
or equivalently, µπ is the IFS measure defined by π and {τk} such that
µπ =
∞∑
k=1
pkµπ ◦ τ−1k .
Conversely, if µ is an IFS measure on (0, 1) with respect to the maps (τk : k ∈ N),
then there exists a product measure P = Pµ on Ω such that µ = P ◦ F−1.
Proof. Fix any probability distribution π and consider the stationary product mea-
sure
Pπ = π × π × · · ·
on Ω. The measure P is first determined on cylinder sets, and then it is extended
by Kolmogorov consistency to all Borel sets in Ω. In particular, we observe that
Pπ(Ωk) = pk.
Next, we set µπ := Pπ ◦ F−1, i.e., µπ(A) = Pπ(F−1(A)),∀A ∈ B(0, 1). It defines
a Borel probability measure on X.
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Let ϕ be any measurable function on Ω. It follows from the above definitions
that the following relation holds:∫
Ω
ϕ(ω) dPπ(ω) =
∞∑
k=1
∫
Ωk
ϕ(ω) dPπ(ω)
=
∞∑
k=1
pk
∫
Ω
ϕ(kω′) dPπ(ω
′).
We used in this calculation the fact that dPπ(kω′) = pkdPπ(ω′).
Since F−1 is a one-to-one map from X onto Ω, we see that any measurable
function f on X is represented as f = ϕ ◦ F−1. By Lemma 11.13, we obtain that
ϕ(kω) = ϕ(kF−1x) = f(τk(x)).
Therefore, we have ∫ 1
0
f dµ =
∫
Ω
ϕ(ω) dPπ(ω)
=
∞∑
k=1
pk
∫
Ω
ϕ(kω′) dPπ(ω
′)
=
∞∑
k=1
pk
∫ 1
0
f ◦ τk dµ.
Hence, this shows that µπ is an IFS measure. By Lemma 11.11, µπ is σ-invariant,
and this fact completes the proof.
In order to prove the converse statement, we begin with an IFS measure µ =∑
k pkµ ◦ τ−1k and define the product measure P by setting P = π × π × · · · where
π = (p1, p2, ...) as in the definition of µ. Then, for any m ∈ N and k1, ..., km ∈ Z+,
we have
P(C(k1, ..., km)) = µ(τk1 ◦ · · · ◦ τkm(0, 1)) = p1 · · · pkm . (11.16)
It follows from (11.16) that there is a one-to- one correspondence between IFS
measures on (0, 1) and product measures on Ω.

We summarize the previous discussions in the following corollary.
Corollary 11.16. Let σ be the Gauss map, µ a σ-invariant measure. The following
are equivalent:
(i) µ is an IFS measure, µ =
∑∞
k=1 pkµ ◦ τ−1k ;
(ii) µ = Pµ ◦ F−1 for some product measure P on Ω;
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(iii)
Pµ(C(k1, ..., Ckm)) = µ(τk1 ◦ · · · ◦ τkm(X))
= µ(τk1(0, 1)) · · · µ(τkm(0, 1))
= pk1 · · · pkm , ∀k,m ∈ N.
Remark 11.17. Suppose that π, π′ are two distinct probability distributions. Then
the corresponding stationary measures Pπ and Pπ′ are mutually singular by the
Kakutani theorem [Kak48] for π 6= π′. But it would be interesting to find out
whether the map F : Ω → X preserve this property. Is it possible to have two
σ-invariant measures µπ = Pπ ◦F−1 and µπ′ = Pπ′ ◦F−1 which are both equivalent
to the Lebesgue measure?
It turns out that there are σ-invariant measures on (0, 1) which are not generated
by product measure on Ω.
Corollary 11.18. Let σ be the Gauss map and let µ0 be the probability σ-invariant
measure on (0, 1) given by the density
dµ0(x) = (ln 2)
−1 dx
x+ 1
where dx is the Lebesgue measure on (0, 1). Then µ0 is not an IFS measure.
Proof. We first can directly calculate the measures of the intervals Jk on which the
Gauss map σ is one-to-one:
µ0(Jk) = (ln 2)
−1
∫ k−1
(k+1)−1
1
x+ 1
dx
= (ln 2)−1 ln
(
1 +
1
k(k + 2)
)
. (11.17)
In order to prove the formulated statement, we use Corollary 11.16. Suppose for
contrary that µ0 is an IFS measure. This means that by Theorem 11.15 there exists
a product measure Pπ such that µ0 = Pπ ◦ F−1 for some probability distribution
π = (p1, p2, ...). By Corollary 11.16 the measure µ0 will then satisfy the property
µ0(τ1 ◦ τ1(0, 1)) = p21 = µ0(τ1(0, 1))2. (11.18)
When we calculate the measures of τ1 ◦ τ1(0, 1) and τ1(0, 1), we see that
µ0(τ1(0, 1))
2 =
1
(ln 2)2
(ln(4/3))2
which is not equal to
µ0(τ1 ◦ τ1(0, 1)) = 1
ln 2
ln(10/9).
This is a contradiction that shows that µ0 is not an IFS measure. 
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Readers coming from other but related areas, may find the following papers/
books useful for background [AM16, MdF16, JMS16, JLR16, GS16, HŚ16, YZL13,
SUZ13, JT15, JPT15].
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12. Iterated function systems and transfer operators
12.1. Iterated function systems and measures. In this section, we will dis-
cuss an application of general results about transfer operators, that were proved in
previous sections, to a family of examples based on the notion of iterated function
system (IFS) [Hut96, HR00, Mau95].
We recall that if an endomorphism σ is a finite-to-one map of a a standard Borel
space (X,B) onto itself, then there exists a family of one-to-one maps {τi}ni=1 such
that τi : X → X and σ ◦ τi = idX ,∀i. The maps τi are called the inverse branches
for σ. The collection of maps (τi : 1 ≤ i ≤ N) represents an example of iterated
function systems. This is a motivating example for the concept of iterated function
systems which, in general, not need to have an endomorphism σ but is based on
the one-to-one maps τi : X → X only.
Thus, an IFS consists of a space X and injective maps {τi : i ∈ I} of X into
itself. The orbit of any point x ∈ X is formed by (τi1 ◦ · · · ◦ τik(x) : i1, ..., ik ∈ I, k ∈
N). The study of properties of an IFS assumes that the underlying space X is a
complete metric space (or compact space) and the maps τi are continuous (or even
contractions).
Remark 12.1. We discuss here the case of finite iterated function systems only.
The theory of infinite iterated function systems is more complicated and require
additional assumptions (see, for example, the expository article [Mau95]). It worth
recalling that we have already dealt with infinite IFS in Section 11 when we dis-
cussed piecewise monotone maps and the Gauss map.
Let p = (pi : i = 1, ..., N) be a strictly positive probability vector, i.e.,
∑N
i=1 pi =
1 and pi > 0 for all i. A measure µp on a Borel space (X,B) is called an IFS
measure for the iterated function system (τi : i = 1, ..., N) if
µp =
N∑
i=1
pi µp ◦ τ−1i , (12.1)
or, equivalently,∫
X
f(x) dµp(x) =
N∑
i=1
pi
∫
X
f(τi(x)) dµp(x), f ∈ L1(µp).
In particular, p can be the uniformly distributed probability vector, pi = 1/N .
Then the corresponding measure νp satisfies the property
νp = N
−1
N∑
i=1
νp ◦ τ−1i .
Definition 12.2. Let (X; τ1, ..., τn) be a finite iterated function system, and let
p = (pi) be a positive probability vector. Define a positive linear operator acting
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in the space of Borel functions:
R(f)(x) =
N∑
i=1
piW (τix)f(τix) (12.2)
where W is a nonnegative Borel function (sometimes it is called a weight). If, for
all x, one has
N∑
i=1
piW (τix) = 1,
then R is a normalized transfer operator in the sense that R(1) = 1.
To clarify our terminology, we note that R is not, in general, a transfer operator
because the maps (τ1, ..., τN ) do not define an endomorphism σ. But if the IFS
(X; τ1, ..., τN ) consists of inverse branches for a finite-to-one onto endomorphism σ,
then the operator R is a transfer operator related to σ: for yi = τix, we have
R(f)(x) =
∑
yi:σ(yi)=x
pyiW (yi)f(yi).
In some cases, it is convenient to modify W by considering W˜ (y) = pyW (y).
It is not difficult to see that if (X; τ1, ..., τN ) is an IFS, then the maps (τi) are
the inverse branches for an endomorphism σ if and only if the sets Ji = τi(X) have
the properties:
X =
N⋃
i=1
Ji, Ji ∩ Jk = ∅, i 6= k.
Indeed, one can then define σ(x) = τ−1i (x), x ∈ Ji, 1 ≤ i ≤ N .
If an IFS is generated by inverse branches of an endomorphism σ, then we can
add more useful relations. For any Borel set A ⊂ X, we see that
σ−1(A) =
⋃
i
τi(A)
and, more generally,
σ−k(A) =
⋃
ω|k
τω|k(A).
As for abstract transfer operators, we define the notion of integrability of R: we
say that R is integrable with respect to a measure ν if R(1) ∈ L1(ν). In this case,
R acts on the measure ν, ν 7→ νR. Then we can define the set L(R) of all measures
on (X,B) such that νP ≪ ν.
Lemma 12.3. Let (X; τ1, ...., τN ) be an IFS, and let p = (pi) be a probability
distribution on {1, ..., N}. Suppose that R is the operator defined for the IFS by
(12.2), and the measure µp satisfies (12.1). Then R is µp-integrable if and only if
W ∈ L1(µp). Furthermore, µp belongs to L(R) and
dµpR
dµp
= W.
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Proof. We use (12.2) and show that∫
X
R(f)(x) dµp(x) =
∫
X
N∑
i=1
piW (τix)f(τix) dµp(x)
=
∫
X
fW (
N∑
i=1
pi dµp ◦ τ−1i )
=
∫
X
fW dµp.
This calculation shows that the following facts hold. Firstly, R(1) is µp-integrable
if and only if W ∈ L1(µp); secondly, µp ∈ L(R); thirdly, the Radon- Nikodym
derivative of µpR with respect to µp is W . 
The question about the existence of an IFS measure for a given finite or infinite
iterated function system system (τi : i ∈ I) is of extreme importance. We discuss
here a general scheme that leads to IFS measures. We do not formulate rigorous
statements; instead we describe the construction method. This approach works
perfectly for many specific applications under some additional conditions on X and
maps τi. For definiteness, we assume that I = {1, ..., N}.
Let Ω be the product space:
Ω =
∞∏
i=1
{1, ..., N}.
Our goal is to define a map F (a coding map) from Ω to X. In general, F (Ω) will
be a subsets of X called the attractor of the IFS.
For any infinite sequence ω = (ω1, ω2, ...) ∈ Ω, let ω|n denote the finite truncation,
i.e., ω|n is the finite word (ω1, ..., ωn). Then, we can use this word ω|n to define a
map τω|n acting on X by the formula:
τω|n(x) := τω1 · · · τωn(x), x ∈ X, ω ∈ Ω, n ∈ N.
It is said that Ω is an encoding space if, for every ω ∈ Ω,
F (ω) =
⋂
n≥1
τω|n(X) (12.3)
is a singleton. In other words, we have a well defined Borel map F from Ω to F (Ω)
where x = F (ω) is defined by (12.3). It is worth noting that there are IFS such
that F (Ω) = X. One of such IFS will be discussed in this section below.
There are various sufficient conditions under which there exists a coding map
F : Ω → X for a given IFS. For instance, this is the case when each τi is a
contraction and X is a complete metric space.
Next, we define the following maps on Ω: the left shift σ˜ by setting
σ˜(ω1, ω2, ...) = (ω2, ω3, ...),
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and the inverse branches τ˜i of σ˜ by setting
τ˜i(ω1, ω2, ...) = (i, ω1, ω2, ...), i = 1, ..., N.
Clearly,
τ˜i(Ω) = C(i) = {ω ∈ Ω : ω1 = i},
and the space Ω is partitioned by the sets C(i), i = 1, ..., N .
The following statement follows directly from the definitions.
Lemma 12.4. The map F : Ω→ X is a factor map, i.e.,
F ◦ τ˜i = τi ◦ F, i = 1, ..., N.
Let p = (pi : i = 1, ..., N) be a positive probability vector. It defines the product
measure P on Ω,
P = p× p× · · · .
Firstly, P is defined on the algebra of cylinder sets (C(i1, ..., im) : 1 ≤ i1, ..., im ≤
N,m ∈ N) by the formula
P(C(i1, ..., im)) = pi1 · · · pim,
and then P is extended to the sigma-algebra of Borel sets on Ω by the standard
procedure.
We observe that the maps (τ˜1, ..., τ˜N ) constitute an IFS on Ω such that P is an
IFS measure:
P =
N∑
i=1
pi P ◦ τ˜−1i . (12.4)
Proposition 12.5. Suppose that (X; τ1, ..., τn) is an IFS that admits a coding map
F : Ω → X. Let p = (pi) be a probability vector generating the product measure
P = p× p× · · · . Then the measure
µ := P ◦ F−1
is an IFS measure satisfying
µ =
N∑
i=1
piµ ◦ τ−1i .
Moreover, if F is continuous, then µ has full support.
Proof. By definition of measure µp, we have
µp(A) = P(F
−1(A)).
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Then we use Lemma 12.4 and (12.4) to show that µp is an IFS measure:
µp(A) = P(F
−1(A))
=
N∑
i=1
pi P(τ˜i(F
−1(A)))
=
N∑
i=1
pi P(F
−1(τi(A)))
=
N∑
i=1
pi µp(τi(A)).
Let now C be an open subset of X. Then there exists a cylinder set C(ω1, ..., ωm)
such that
τ˜ω1 ◦ · · · ◦ τ˜ωm(Ω) ⊂ F−1(C).
It follows from this inclusion that
µp(C) = P(F
−1(C)) ≥ P(C(ω1, ..., ωm)) = pω1 · · · pωm.
The proof is complete. 
12.2. Transfer operator for x 7→ 2x mod 1. We consider here the one of the
most popular endomorphisms, σ : x 7→ 2x mod 1 defined on the unit interval [0, 1]
and study its properties related to the corresponding transfer operator and iterated
function system.
We fix the following notations for this subsection. Let X = [0, 1] = R/Z, σ(x) =
2x mod 1,
τ0(x) =
x
2
, τ1(x) =
x+ 1
2
, x ∈ X,
and let λ = dx denote the Lebesgue measure on X. Then (X; τ0, τ1) is an IFS
defined by the inverse branches for σ.
In this example, we will illustrate the facts about transfer operators (R,σ) by
considering specific weights W .
We use the formula given in (12.2) to define the transfer operator by a weight
function W .
Take the function W = cos2(πx). Define the transfer operator associated with
the IFS (X; τ0, τ1):
RW (f)(x) = cos
2(
πx
2
)f(
x
2
) + cos2(
π(x+ 1)
2
)f(
x+ 1
2
).
Since cos2(π(x+1)2 ) = sin
2(πx2 ), we get that
RW (f)(x) = cos
2(
πx
2
)f(
x
2
) + sin2(
πx
2
)f(
x+ 1
2
). (12.5)
It follows from (12.5) that the transfer operator RW is normalized because
RW (1) = cos
2(
πx
2
) + sin2(
πx
2
).
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Lemma 12.6. The Lebesgue measure λ = dx belongs to L(Rp) for any probability
vector p. If p0 = p1 = 1/2, then
dλR1/2
dλ
(x) = cos2(πx).
Proof. The fact that λRp ≪ λ will be clear from the following computation which
are conducted for the case p0 = p1 = 1/2:∫
X
R(f) dx = 2−1
∫
X
cos2(
πx
2
)f(
x
2
) dx+ 2−1
∫
X
sin2(
πx
2
)f(
x+ 1
2
) dx
=
∫ 1/2
0
cos2(πy)f(y) dy +
∫ 1
1/2
cos2(πy)f(y) dy
=
∫
X
cos2(πy)f(y) dy
This means that 2W = cos2(πx) is the Radon-Nikodym derivative. 
In what follows we will use the formula
R(f)(x) =
∑
y:σy=x
cos2(πy)f(y) (12.6)
for the transfer operator. The advantage of this definition is that R is now normal-
ized, R(1) = 1. It follows from Lemma 12.6 that
d(λR) = 2 cos2(πx)dλ. (12.7)
Let δ0 denote the atomic Dirac measure concentrated at x = 0.
Corollary 12.7. (1) The measures δ0 and λ are σ-invariant.
(2) The measures δ0 and λ are R-invariant, λR is absolutely continuous with
respect to λ but δ0 /∈ L(R).
Proof. The first statement is obvious and well known.
To show that (2) holds, we notice that R(f)(0) = f(0), and this fact can be
interpreted as ∫
X
f d(δ0R) =
∫
X
f dδ0.
Hence δ0 is R-invariant. Since δ0R = 1/2(δ0 + δ1/2) it is clear that δ0R is not
absolutely continuous with respect to δ0. The result about the Lebesgue measure
λ has been proved in Lemma 12.6.

We recall that, for given R,σ, one can define linear operators Ŝ and R̂ in the
universal Hilbert space H(X). By definition (see Section 8),
Ŝ(f
√
dµ) = (f ◦ σ)
√
d(λR).
Proposition 12.8. The operator Ŝ is an isometry in the Hilbert space L2(λ) where
λ is the Lebesgue measure on X = [0, 1].
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Proof. We first note that the following useful formula holds:∫
X
f(σx)g(x) dx =
∫
X
f(x)
g(τ0x) + g(τ1x)
2
dx. (12.8)
Then we use (12.6) and (12.7) to find the norm
||Ŝ(f
√
dλ)||2L2(λ) =
∫
X
f(2x mod 1)22 cos2(πx) dλ(x)
=
∫
X
f(x)2(cos2(πx/2) + sin2(πx/2) dx
= ||fdλ||2L2(λ).
Hence Ŝ is an isometry. 
We recall that the operator R̂(f
√
dµ) = (Rf)
√
d(µ ◦ σ−1) is the adjoint operator
Ŝ∗ for Ŝ. For the Lebesgue measure λ, one has λ ◦ σ−1 = λ, hence
R̂(f
√
dλ) = (Rf)
√
dλ.
Corollary 12.9. For the Lebesgue measure λ on X = [0, 1], the projection Ê = ŜR̂
from H(X) onto H(λ) acts by the formula
Ê =
√
2(R(f) ◦ σ)| cos(πx)|
√
dλ,
where R(f) ◦ σ = Eλ(· | σ−1(B)) is the conditional expectation.
Example 12.10. In this example, we give several formulas for the action of the
transfer operator R on any Dirac measure δa.
For a = 0, we observe that
Ŝ(f
√
dδ0) = (f ◦ σ)
√
dδ0, R̂(f
√
dδ0) = R(f)
√
dδ0)
because δ0 is simultaneously R-invariant and σ- invariant.
By direct computation we find that, for a ∈ (0, 1),
Ŝ(f
√
dδa) = (f ◦ σ)
√
cos2(πa/2)δa + sin
2(πa/2)δ(a+1)/2 ,
R̂(f
√
dδa) = R(f)
√
dδa),
and
ŜR̂(f
√
dδa) = R(f) ◦ σ
√
cos2(πa)δa + sin
2(πa)δa+1/2.
In particular, if a = 1/2, we can show more.
Lemma 12.11. For the Dirac measure δ1/2, the following relations hold:
(δ1/2 ◦ σ−1)R = δ0,
Ê(f
√
dδ1/2) = f(0)
√
dδ0)
where Ê = ŜR̂.
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Proof. These results follow from the above formulas by straightforward computa-
tions. 
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13. Examples
In this section, we discuss in detail several examples of transfer operators that
are mentioned in Introduction.
13.1. Transfer operator and a system of conditional measures. For every
measurable partition ξ of a probability measure space (X,B, µ), there exists a sys-
tem of conditional measures [Roh49]. We apply this remarkable result to the case
of a surjective endomorphism.
Theorem 13.1. Let (X,B, µ) be a standard measure space with finite measure, and
let σ be a surjective homeomorphism on X. Let ξ be the measurable partition into
pre-images of σ, ξ = {σ−1(x) : x ∈ X}. Then there exists a system of conditional
measures {µC}C∈ξ defined uniquely by µ and ξ, see Definition 2.6. For an onto
endomorphism, X/ξ is identified with X, and the following disintegration formula
holds: ∫
X
f(x) dµ(x) =
∫
X
(∫
Cx
f(y) dµCx(y)
)
dµσ(x)
where µσ is the restriction of µ to σ
−1(B), and x is identified with Cx.
In Example 1.6, we introduced a transfer operator (R,σ) on a standard probabil-
ity measure space (X,B, µ). Here we consider a slightly more general construction
by setting
RW (f)(x) :=
∫
Cx
f(y)W (y) dµCx(y) (13.1)
where Cx is the element of ξ containing x andW is a positive µ-integrable function.
It follows then that f is µCx -integrable functions for a.e. x. We note first that the
condition µ(X) = 1 implies that µC(X) = 1 for a.e. C ∈ X/ξ. Another important
fact is that the quotient measure space defined by ξ is isomorphic to (X,σ−1(B), µσ)
(see Subsection 2.3 for details).
It is natural to consider the operator RW acting either in L1(X,B, µ) or in
L2(X,B, µ) in this example.
Proposition 13.2. (1) If σ is an onto endomorphism of a probability measure
space (X,B, µ), then (RW , σ) is a transfer operator on (X,B, µ). It is normalized
if and only if
∫
Cx
W dµCx = 1 µ-a.e. x ∈ X.
(2) For any measurable function f , the function RW (f)(x) is constant a.e. on
every Cx for µ-a.e. x.
Proof. (1) Clearly, RW is positive. To see that the pull-out property holds, we
calculate
RW ((f ◦ σ)g)(x) =
∫
Cx
(f ◦ σ)(y)g(y)W (y) dµCx
= f(x)
∫
Cx
g(y)W (y) dµCx(y)
= f(x)RW (g)(x).
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Here we used the fact that f(σ(y)) = f(x) for y ∈ Cx = σ−1(x).
We also obtain from (13.1) that RW is normalized if and only if
RW (1)(x) =
∫
Cx
W (y) dµCx(y) = 1
for any x ∈ X.
(2) Because the value of RW (f) evaluated at x is the integral of f over the
measure space (Cx, µx), we see that the value of RW (f) at x′ ∈ Cx is equal to
RW (f)(x).

Proposition 13.2 allows us to deduce several simple consequences of the proved
results.
Corollary 13.3. (1) For the transfer operator (RW , σ), the following property holds
a.e.
R2W (f)(x) = RW (f)(x)R(1)(x).
(2) If
∫
Cx
W dµCx = 1 for a.e. x, then, for any f , RW (f) is a harmonic function
with respect to RW .
(3) For any B-measurable function f , the function R(f) is σ−1(B)-measurable.
In particular, the case when W = 1, gives a simple straightforward example of
harmonic functions for the corresponding transfer operator R1.
Proof. All these results follow directly from the fact that RW (f) is constant on
elements C of the partition ξ. 
Proposition 13.4. For the transfer operator RW defined by (13.1),∫
X
RW (f)(x) dµ(x) =
∫
X
f(x)W (x) dµ(x), f ∈ L1(µ),
that is W =
dµRW
dµ
. If W = 1, then R is an isometry in the space L1(X,B, µ).
Proof. The proof follows from the following calculations based on (2.3):∫
X
RW (f)(x) dµ(x) =
∫
X
(∫
Cx
f(y)W (y) dµCx(y)
)
dµ(x)
=
∫
X
∫
C
(∫
Cx
f(y)W (y) dµCx(y)
)
dµC(z) dµσ(C)
=
∫
X
∫
Cx
(∫
C
f(y)W (y) dµC(z)
)
dµCx(y) dµσ(C)
=
∫
X
(∫
Cx
f(y)W (y) dµCx(y)
)
dµσ(C)
=
∫
X
f(x)W (x) dµ(x)
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We used here that µC is a probability measure for a.e. C. This equality shows that
d(µRW ) = dµ. 
Let σ be an endomorphism of a standard Borel space (X,B). Suppose now
that ξ is a σ-invariant partition of (X,B, µ). This means that σ−1(C) is a ξ-set
for any element C of the partition ξ. Take a measure ν on (X/ξ,B/ξ). Denote
by (νC)C∈X/ξ a random measure on (X,B), i.e., it satisfies the conditions: (i)
C → νC(B) is measurable for any B ∈ B, (ii) νC(C) ∈ L1(X/ξ, ν). We define a
measure µ on (X,B) by setting
µ(B) =
∫
X/ξ
νC(B) dν(C). (13.2)
Corollary 13.5. Suppose that the measure µ on (X,B) is as in (13.2). Let the
transfer operator R be defined by the relation
R(f)(x) :=
∫
Cx
f(y) dνCx(y).
Then the Radon-Nikodym derivative W =
dµR
dµ
= νC(C).
The proof is the same as in Proposition 13.4.
For the class of transfer operators which are considered in this example, we can
easily point out harmonic functions.
Theorem 13.6. Let σ be an onto endomorphism of a probability standard measure
spaca (X,B, µ), and ξ is a σ-invariant measurable partition of X. Define a transfer
operator R by setting
R(f)(x) =
∫
Cx
f(y) dµCx(y)
where (µCx) is the system of conditional measures associated to ξ. Then a mea-
surable function h defined on X is harmonic with respect to R if and only if h is
ξ-measurable, i.e., h(x) is constant on every element C of ξ.
Proof. We note that µC is a probability measure for C ∈ X/ξ. Therefore, if h(x) =
h(Cx) for all x ∈ X, then
R(h)(x) =
∫
Cx
h(y) dµCx(y) = h(Cx)µCx(Cx) = h(x).
Conversely, if for all x ∈ X, we have R(h)(x) = h(x), then h(x) satisfies the
relation
h(x1) =
∫
C
h(y) dµC(y) = h(x2)
where x1 and x2 are taken from C. 
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Example 13.7. Consider a standard probability measure space (X,B, µ), and let
ν : x 7→ νx, x ∈ X, be a random measure taken values in M(Y ) where (Y,A) is a
measurable space. Consider the product measure space (X × Y,m) where
m =
∫
X
νx dµ
is a measure on B ×A.
Define an operator R : F(X × Y )→ F(X):
R(f)(x) =
∫
X
f(x, y)K(x, y) dνx(y) (13.3)
where K(x, y) is a non-negative measurable bounded function.
Let FX be the set of functions depending on x ∈ X only. In other words,
FX = F(X × Y ) ◦ π where π : X × Y → X is the projection.
Claim. The operator R satisfies the property:
R(fg) = fR(g)
if f ∈ FX and g ∈ F(X × Y ).
Indeed, we see that
R((f ◦ π)g)(x) =
∫
X
K(x, y)f(π(x, y))g(x, y) dνx(y)
= f(x)
∫
X
K(x, y)g(x, y) dνx(y)
= f(x)R(g)(x).
Example 13.8. In this example, we will work with a countable-to-one (or bounded-
to-one) endomorphism σ of a probability measure space (X,B, µ). As was men-
tioned in Theorem 2.9, there is a partition (Ai|i ∈ I) of X into measurable sets of
positive measure such that σi ◦ τi = id on Ai.
We define a transfer operator Rτi :M(σ(Ai))→M(σ(Ai)) by setting
(Rif)(x) = f(τi(x)), x ∈ σ(Ai). (13.4)
Then Rτi is positive and Rτi((f ◦ σ)g) = f ◦ (στi)g ◦ τi = fRτi(g).
This example can be discussed in detail in the context of stationary Bratteli
diagrams.
Example 13.9 (Parry’s Jacobian and transfer operator [PW72]). Let σ be a
bounded-to-one nonsingular endomorphism of (X,B, µ), and let (Ai|i ∈ I)be the
corresponding Rohlin partition.
We define for x ∈ Ai
Ji(x) =
dµτi
dµ
(x), x ∈ Ai
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and let
J(x) =
∑
i∈I
Ji(x)χAi(x), x ∈ X. (13.5)
The function J(x) = Jσ(x) is called Jacobian and was defined in [Par69], [PW72].
One can prove that the function J(x) is independent of the choice of the Rohlin
partition.
By non-singularity of σ we have the following relations
θσ(x) :=
dµσ−1
dµ
(x) =
∑
y∈σ−1(x)
1
J(x)
,
ωσ(x) :=
dµ
dµσ−1
(x) =
1
θσ(σx)
.
The function ωσ is called the Radon-Nikodym derivative of σ and satisfies the prop-
erty ∫
X
f ◦ σ ωσ dµ =
∫
X
f dµ
for all f ∈ L1(X,µ).
We use the Jacobian to define the transfer operator Rσ acting on M(X):
(Rσh)(x) =
∑
y∈σ−1(x)
h(y)
Jσ(y)
.
It can be easily verified that Rσ satisfies the characteristic property for transfer
operators.
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