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Abstrat
The funtional animation language Fran allows animations to be pro-
grammed in a novel way. Fran provides an abstrat datatype of \behaviours"
that represent time varying values suh as the position of moving objets,
together with a simple set of operators for onstruting behaviours. More
generally, this approah has potential for other kinds of real-time systems
that onsist of interative omponents that evolve over time.
We introdue a small funtional language, CONTROL, whih has be-
haviours and operators that are similar to those in Fran. Our language im-
proves on Fran in ertain key areas, in partiular, by eliminating start times
and distinguishing between reursive funtions and reursive behaviours. Our
main ontribution is to provide a omplete formal semantis for CONTROL,
whih Fran laks. This semantis provides a preise desription of the lan-
guage and an be used as the basis for proving that programs are orret.
The semantis is dened under the assumption that real number ompu-
tations and operations on behaviours are exat. Behaviours are modelled as
funtions of ontinuous time, and this approah is ombined with the stan-
dard approah to the semantis of funtional languages. This ombination
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Chapter 1
Introdution
Most programming languages are partly a way of express-
ing things in terms of other things and partly a basi set of
given things.
P. J. Landin
In 1966 Landin proposed a ore language framework based on the -
alulus whih he alled ISWIM [Lan66℄. His hypothesis was that this frame-
work ould provide a basis for many realisti languages, eah one diering
only in the set of given things that are required for programming parti-
ular kinds of appliations. This is a natural approah to take beause it is
lear that some tasks are easier in ertain languages than others, but also that
there are similar ore features in most languages; for example, most languages
provide failities for dening funtions and values, ontrolling the sope of
identiers, expressing onditionals and building data strutures. Landin went
on to suggest:
A possible rst step in the researh programme is 1700 do-
toral theses alled \A orrespondene between x and Churh's -
notation."
1
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We follow Landin's approah by proposing a new ore language alled
CONTROL (CONtinuous Time Reative Objet Language) whih is in-
tended as a basis for reative systems languages. Reative systems ontrol
and monitor various entities in real-time, and CONTROL provides opera-
tions for desribing time-varying quantities using behaviours. In ommon
with ISWIM, CONTROL is based on the -alulus, but it uses types and
normal order evaluation so it is atually more losely related to PCF [So93℄.
Like Landin, we also want to give an unambiguous desription of our
language. In the three deades sine Landin's paper, muh progress has
been made towards onstruting theories of programming languages [Rey98℄.
These theories allow us to rigorously dene the meaning of programs written
in a partiular language; in other words, they allow us to onstrut a seman-
tis for the language. The funtional part of CONTROL an be dealt with
using these existing theories, but behaviours require some new tehniques; in
partiular, for desribing reativity, integrals and for dening behaviours re-
ursively. The development of these tehniques, and of a omplete semantis
for CONTROL, are the primary subjets of this dissertation.
1.1 Reative systems
In our ontext, reative systems enompass any real-time ontrol system
that must respond to external stimuli in non-trivial ways; for example, lifts,
robots, airraft, heating systems, power stations, satellites and interative
animations. Although these systems are physially very dissimilar (parti-
ularly interative animation) desriptions of their abstrat behaviour often
bear a strong resemblane. What all these systems have in ommon is that
they must monitor values that vary with time and respond or reat to situa-
tions that arise; we all these situations events. Furthermore, events annot
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in general be predited prior to the system being run, and so the responses
must be determined in real-time. This is in ontrast to simpler real-time
systems, suh as signal proessing, where the omputation that will be per-
formed is xed and not determined by ourrenes of events.
One of the most diÆult problems reative systems pose is that omputing
responses to events takes a nite amount of time, and this results in a delay in
the response. Of ourse, in any physial system there will always be a slight
delay due to the mehanial or eletrial hardware, but this is generally a
xed period as opposed to the variable time taken to ompute responses.
Events annot usually be predited beforehand, and it may be possible for
many events to our in a short period of time. If the responses to these
events annot be omputed quikly enough, then the system ould fail.
Reative languages are designed to make it easier to program reative
systems. We disuss various reative languages in Chapter 2. One of the
major tasks in speifying reative systems is dening when response times
are aeptable. For this purpose various aluli have been devised. They
help system designers to reason about real-time properties of programs, and
have been used to verify that implementations of partiular systems meet
their speiation. Despite these formalisms, it is usually very diÆult to
guarantee real-time properties of real systems, largely beause the languages
used are not amenable to analysis using real-time aluli.
1.2 Fran
CONTROL is inspired by the animation language Fran whih takes a dier-
ent approah to that of most reative languages. It adopts a ontinuous no-
tion of time so that, as far as the programmer is onerned, responses our at
exatly the time speied and time-varying quantities (i.e., behaviours) vary
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ontinuously rather than being approximated by values at disrete points in
time. Fran provides an abstrat datatype for behaviours embedded in an
existing funtional language, Haskell.
In ontrast with Fran, most other reative languages are based on disrete
time. Fran does not make any guarantees about response times, however,
beause the implementation of the language features uses disrete represen-
tations, and omputation speed is, of ourse, nite. But the shift of emphasis
is important: if it an be shown that the language features satisfy ertain
real-time onstraints for all programs, subjet to some limiting riteria, then
the task of verifying the real-time properties of individual programs is greatly
simplied. So the burden of proof is shifted from individual programs onto
the language, whih potentially saves muh repetition of eort.
This was not the original motivation for Fran; it was intended to redue
the repetition of eort in programming omputers to display modelled ani-
mations. We disuss Fran in detail and expand on this point in Chapter 3.
Our work uses ontinuous time as Fran does, but for the benets it brings to
proving programs are orret as well as for ease of programming.
1.3 Approah
It is true that our mahines an only provide an approximation
to these [real valued℄ funtions but the disrepanies are generally
small and we usually start by ignoring them. It is only after we
have devised a program whih would be orret if the funtions
used were the exat mathematial ones that we start investigating
the errors aused by the nite nature of our omputer.
C. Strahey
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CONTROL has a type for real numbers along with various operations
on this type. In addition, behaviours an be real-valued and they an be
integrated and used to desribe events. As Strahey observed[Str73℄, when
onsidering the semantis of suh operations on real numbers we must rst
onsider the outome if the funtions were the exat mathematial ones, and
then onsider the errors due to approximation. This was before methods
had been devised for omputing ertain operations on exat representations
of real numbers [Vui90℄. However, Strahey's approah is still appliable to
CONTROL beause the operations available in the language are beyond the
limits of these methods, and therefore most implementations of CONTROL
are likely to use approximation tehniques for these operations.
This work aomplishes the rst step suggested by Strahey|nding the
values assuming the operations are exat|and does not address the se-
ond step|investigating the errors in an implementation using approximation
tehniques. It is therefore an idealised theory whih provides a theoretial ba-
sis for the study of real languages based on CONTROL. Without this theory
we would not know what it is that these real languages are approximating.
1.4 Assumptions
Our aim is to onstrut a formal semantis for an idealised language based
on the the ore operators in Fran. There is some exibility here beause the
atual language is not speied ompletely. It inludes the most important
features in Fran, but we may alter the language design in response to semanti
onsiderations. In other words, we will desribe the design of a Fran-like
language, rather than a language that is a strit subset of Fran.
There are a number of assumptions we make; rstly, the validity of Stra-
hey's approah of starting with an idealised language and then onsidering
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separately the errors due to approximation. From a programming perspe-
tive, we assume that ontinuous time behaviours and delarative program-
ming are suÆient, and also onvenient, for reating many reative systems.
That said, we feel that the example appliations in Chapter 9 demonstrate
the power and elegane of CONTROL for simple reative systems.
1.5 Contributions
Our ontributions are twofold: rstly, we have designed a new language
whih improves on previous languages; and seondly, we have onstruted
a formal semantis for our language whih has not been aomplished for
similar languages. It is likely that our semantis ould be adapted to aount
for features in related languages suh as Fran.
More speially, our ontributions towards language design are: an im-
pliit notion of time that makes expliit time values unneessary; a new
mehanism for dening reursive behaviours; and the integration of these
features into a purely funtional language. Our main ontributions towards
semantis are: a formal denition of the ore operators (Chapter 5), in parti-
ular, a more rened treatment of event ourrenes; a semantis for reursive
behaviour denitions (Chapter 6); a omplete semantis, ombining fun-
tions and behaviours (Chapter 4, Chapter 7, Chapter 8); and some useful
theorems for proving properties of programs (Chapter 8). Finally, we also
give some examples whih illustrate the expressiveness of the language and
the usefulness of the semantis (Chapter 9).
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1.6 Advie to the reader
The remainder of this dissertation is organised as follows. Chapter 2 gives
some bakground on various reative languages and Chapter 3 desribes Fran
in detail. The subsequent hapters desribe our ontribution|a language
for programming reative systems with ontinuous time behaviours and its
formal semantis. The quikest way to nd the main tehnial results is to
read Chapter 8 whih gives the omplete formal semantis of CONTROL.
Doing so would miss the motivation behind the language features and the
semantis, but it would reveal the avour of this work. The examples in
Chapter 9 are also worthwhile for those not wanting to read the dissertation
in full.
For the most part, hapters begin by following the main development
of the theory with few deviations. Then, towards the end of eah hapter,
various interesting alternatives and additional parts of theory are explored
in setions titled `Avenue on x.' This makes it possible to onentrate on
the main disussion uninterrupted, and then explore other possibilities sep-
arately. In fat, one useful way to approah this dissertation is to rst read
it through ignoring the avenue setions, and then re-read it in full.
Chapter summary
CONTROL is a funtional language with failities for desribing time-varying
quantities alled behaviours, where time is ontinuous. Our theory of the
meaning of programs is idealised beause it assumes that all real number
omputation, inluding integration and omparison of behaviours, is exat.
CONTROL evolved from a ore subset of Fran, whih is a funtional language
for animation. This dissertation develops a omplete formal semantis for
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CONTROL and illustrates the appliation of this theory.
Chapter 2
Bakground
This hapter begins with a survey of some languages for programming rea-
tive systems. The aim here is to onentrate on the features in eah language
and to give an idea of the harater of programs. The languages we disuss
at rst are based on a disrete model of time, in ontrast to our language.
Then we disuss the relative merits of ontinuous time ompared to disrete
time, and disuss a language based on ontinuous time.
Following this we review two aluli for speifying real-time properties
of programs. The rst is the Duration Calulus, whih we illustrate with
the standard gas burner example. The seond is an extension of CSP for
speifying hybrid systems. We desribe a water tank ontroller using this
notation, and in Chapter 9 we will return to this example and program it in
CONTROL.
2.1 Esterel
Esterel is an imperative reative language designed for programming ontrol
intensive reative systems [Ber97℄. Here `reative' means that the role of
the system is to reat to external stimuli in a timely way; the pae of the
interation is determined by the environment. Esterel is deterministi, whih
9
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means that the output of the system is uniquely determined by the inputs and
their timing. Esterel is based on a synhronous model of onurreny; that
is, one in whih onurrent proesses are able to perform omputation and
exhange information in zero time. In pratie, however, it is not possible to
implement suh a model exatly, so timing onstraints are based on estimates
and are not guaranteed.
As an example of onurreny in Esterel, onsider the following:
await A || await B.
This is a proess whih terminates as soon as the input ations A and B have
both ourred. Proesses an also be pre-empted, whih means interrupted
by another proess that has priority; for example, the proess
loop P eah R
ats like the proess P until the event R ours, at whih point P is started
afresh. Putting these two examples together, and adding an output ation
emit 0, we obtain the following Esterel ode fragment whih emits the output
0 as soon as both the inputs A and B have been reeived, and resets whenever
the input R is reeived;
loop
[await A jj await B℄;
emit 0
eah R:
Beause Esterel performs ations and all ommuniation instantaneously,
events an our simultaneously and pre-emption is instant. In pratie, the
usual way that implementations work is to deal with all ative proesses in
eah input-output yle. For example, in the program above we would rst
reeive any input from A, B, and R, and then determine what ation to
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take. Sine R is a pre-emption proess it takes priority over A and B, so any
input to R will restart the program. After all inputs have been reeived, all
outputs are sent and a new input-output yle begins. Therefore the disrete
notion of time is essential for ahieving synhroniity.
2.2 Lustre
Lustre is a dataow programming language designed for programming rea-
tive systems [HCRP91℄. It is well suited for data intensive reative systems,
suh as signal proessing, in ontrast to Esterel whih is aimed at ontrol
intensive systems. In ommon with Esterel, it uses the synhronous model
of ommuniation. Veriation of timing properties is an important on-
ern, and the designers of Lustre laim that this is simpler than for some
other languages beause of its similarity with temporal logis. This allows
the language to be used for both writing programs and expressing program
properties, easing the task of veriation. Later on we will see that it is
possible to apply this idea to CONTROL programs.
Lustre models time-varying quantities by sequenes of values, alled ows,
and so it is based on a disrete notion of time. We will use integer indies
to refer to the value of a ow at a disrete point in time. Lustre ows
are quite similar to dierene equations, whih are equations in terms of
sequenes (Hubbard and West desribe dierene equations as evolution in
disrete time, ompared to dierential equations whih desribe evolution
in ontinuous time [HW91℄). One dierene, however, is that the operations
provided in Lustre are deliberately restrited so that ows are straightforward
to ompute.
As a simple example, we will desribe how to represent the sequene of
Fibonai numbers by a ow in Lustre. The Fibonai sequene is usually
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The third equation states that the n-th Fibonai number is the sum of the
previous two numbers in the sequene. Therefore we need to know how to
refer to earlier values in ows, and how to add them.
To refer to earlier values in a ow the pre operation is used. It osets
ows so that, for example,
Y = pre(X)







The rst value, Y
0
, of the stream Y is uninitialised, but it an be set using
the -> operator. Thus the ow Z given by
Z = 2.->pre(X)




Operations are dened element-wise, so, for example, addition of ows
satises







Now, using pre, -> and +, we an dene the ow of Fibonai numbers by
F = 1.->1.->(pre(F) + pre(pre(F))):
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Reativity is expressed by forming boolean valued ows. This bears a
lose resemblane to imperative streams whih we will desribe in the next
setion. Although Lustre is intended to be amenable to program veriation,
its disrete model of time makes this awkward for many appliations that are
most naturally speied using ontinuous time values.
The language Signal [LGLL91℄ is similar to Lustre, and is also based on
ows.
2.3 Imperative streams
Streams view input devies as sequenes of values and produe orresponding
streams of output values [KM77℄. Imperative streams are a generalisation
whih allow side eets with eah value in the stream [Sh96b℄. They have
been implemented as a monad alled ST in Haskell; a value of type ST a
represents an imperative program whih produes values of type a at ertain
times during its exeution. Using a monad for imperative streams has the
advantage that arbitrary IO ommands an be performed as in the IO monad.
The dierene is that a value of type IO a represents an imperative program
that will produe a single value of type a at the end of its exeution, rather
than a stream of values. Imperative streams an be used to model hange over
time and handle streams of input values, so they are suitable for programming
reative systems. They have been used for the graphial user interfae toolkit
PIDGETS [Sh96a, Sh98℄.
Imperative streams yield values at ertain times, so they are a disrete
representation of time-varying values. Streams may need to wait for values
from other streams before yielding a new value, so timing onstraints are
impliit and real-time response is not guaranteed.
An until operator similar to until in Arti and untilB in Fran is dis-
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ussed in [Sh96b℄; the stream until  b d behaves like b until  produes
True and then it behaves like d. Sholz ompares imperative streams with
Fran in his thesis [Sh98℄. The monadi, disrete approah of imperative
streams results in a more imperative, state based style of programming om-
pared to Fran's purely delarative style. Finally, Sage has established an
even loser link by re-implementing Fran using imperative streams [Sag98℄.
2.4 Real-time proess aluli
Many reative languages make use of onurreny where multiple proesses
run in parallel. Conurreny is useful for programming reative systems
beause they involve a number of entities that interat with eah other. The
software must monitor and ontrol these entities and so multiple interating
proesses provided for by onurreny is very natural.
There are two main forms of onurreny: shared variable onurreny,
where ertain variables are shared by multiple proesses [Hoa72℄; and ommu-
niating sequential proesses (CSP), where proesses ommuniate by passing
messages [Hoa85℄. The main dierene is in the way proesses ommuniate
with eah other.
Another distintion is between synhronous and asynhronous languages;
in synhronous languages the input and output of a message our simulta-
neously, and proesses use what is known as handshake ommuniation. In
asynhronous languages the sender does not need to wait until the reeiver
is ready, so there is no handshake.
A ommon alternative to passing messages between proesses is to use
named hannels so that a proess an request an input v from a hannel
h, written h?v, or output a value e along a hannel h, written h!e. This
approah is aptured algebraially by the -alulus [Mil91℄.
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CSP does not provide failities for synhronising with a lok. This is
addressed in a variation alled Timed CSP whih allows expliit referene to
timing information [RR87, Sh90℄. However, it is often not neessary to use
onurreny expliitly to desribe reative systems; for example, languages
suh as Fran use a delarative style where values are dened in terms of eah
other, and the proesses for omputing these values are built into the lan-
guage. It may be beneial to use onurreny for implementing delarative
reative languages suh as Fran, but it is not neessary to provide onur-
reny in the language.
2.5 Continuous verses disrete time
There is a fundamental oneptual dierene between disrete and ontinuous
views of time. The exat nature of spae and time has intrigued philosophers
for enturies, and many metaphysial arguments have been put forward in
support of eah viewpoint. The outome of these arguments depends on the
assumptions they are based on, so they do not provide a onlusive answer.
More reently, advanes in Physis have hanged our perspetive, suggesting
that spae and time are non-linear and also that both may be disrete. For
our purposes all this is not very important. In most situations time appears
to ow ontinuously, and we do not pereive an uneven progression from one
instant to another. If spae and time are disrete then the granularity is so
ne that for all pratial purposes they appear to be ontinuous. This is why
ontinuous time models have been so suessful in siene and engineering.
A good model is one that is workable and ts observation well, and not
neessarily one that mirrors reality most aurately.
Continuous time models have the following benets. They yield a value at
any point in time, not just disrete points. They are easier to manipulate in
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symboli form, and have many algebrai properties. Most importantly, they
an be integrated and dierentiated. Calulus is perhaps the most powerful
tool ever developed for sientists and engineers.
In pratie, however, ontinuous time is less ommon than disrete time.
We have seen that Esterel, Lustre and Imperative streams use disrete time
representations for time-varying quantities. This is the most ommon ap-
proah beause digital omputers are disrete mahines. It is possible to rep-
resent ontinuous time values using funtions of time, but operations suh as
integration tend to be more diÆult than for disrete time representations
for whih approximation methods an be used. It is possible to ombine the
approahes, however, and use disrete approximation methods for operations
suh as integration and interpolate between points to obtain ontinuous time
values. This allows us to retain the ontinuous time approah, but we have to
sarie exat operations where neessary. This is how Fran is implemented.
So, pratially we usually need to ompromise the ontinuous time ap-
proah by using disrete approximation methods for some operations. Al-
though we have the extra omplexity of analysing errors due to approxima-
tion, many of the advantages of using ontinuous time remain.
2.6 Arti
Arti [Dan84℄ is intended for implementing real-time ontrol systems of the
kind we have alled reative systems; that is, systems that require omplex
deision making and must satisfy hard timing onstraints. The rst riterion
exludes signal proessing, for example, and the seond exludes soft real-
time systems suh as operating systems, where the user may have to wait for
the mahine at times.
Coneptually Arti is based on a ontinuous notion of time, and inputs
CHAPTER 2. BACKGROUND 17
and outputs are modelled as funtions of time. The implementation, on the
other hand, uses disrete time and omputes approximations to time-varying
values. Arti's reator, Dannenberg, laims that any Arti implementation
will only approximate the ideal beause it is impossible to measure or repre-
sent real input values or times with innite preision. While measurements
in the real world are always approximations, it is not true that real numbers
are impossible to represent exatly|for example [PEE97, Vui90℄|although
it an be very diÆult to implement some operations on exat representations
of real numbers. In summary, Arti adopts ontinuous time oneptually|
for understanding the language and for reasoning about programs|but does
not make any guarantees about the implementation, and therefore program
veriation is ompromised.
The prinipal onstrut in Arti is the prototype, whih is a speiation
of responses to events. Prototypes are instantiated to yield atual values
(outputs) when they are triggered by events. Thus a single prototype may
be instantiated many times by dierent events. Eah of the resulting objets
have their own state, whih inludes their start time.
As an example of a prototype, the following desribes a doorbell that
does not ring between 0am and 8am:
Push auses [
if (time mod 24 hours) > 8 hours then RingBell℄.
Eah Push event reates an instane of the prototype, whih in turn will
instantiate the RingBell output event if the time of the Push event satises
the ondition. The time of the event is given by time in the prototype|it is
an impliit parameter whih gives the start time of instanes of the prototype.
Another impliit parameter that is passed to instanes of prototypes is a
streth fator alled dur. This allows a prototype to be speeded up or slowed
down by adjusting all timed outputs aording to the streth fator. This
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is signiant to our work beause time-transformations suh as speeding up
timed values an be problemati with disrete time representations.
In the following program the Ring3Times event triggers a bell that rings





Here the operator  is used to speify the time of output events relative
to the start time of the prototype instane. Thus, if the bell is pressed at
time t then we expet the bell to ring at times t, t+1 and t+2. Now, we
an double the speed of this prototype using the  operator so that the
bell rings at times t, t+0.5 and t+1. So time strething aets the relative
times but not the start time, whih means that the  operator multiplies the
given time by the streth fator, dur, to obtain the atual time. This ensures
time-transformations interat with omposition of prototypes as we would
expet.
Arti inludes primitives for parallel and sequential omposition of pro-
totypes. Sequential omposition uses a third impliit parameter alled stop
whih gives the end time of the prototype. There are failities for onstrut-
ing funtions of time and for desribing events. In partiular, the until
operator evaluates a boolean funtion of time and swithes from one proto-
type to another at the rst moment after the start time when the funtion
yields true. This is ill dened, however, beause a boolean funtion suh as
t 7! t > 1 does not have a rst moment when it is true. Later we will see
how our theory avoids this aw in the denition of a similar operator in our
language.
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2.7 Duration Calulus
The Duration Calulus is for reasoning about speiations and designs of
real-time systems. It is losely related to interval temporal logis, whih
allow assertions about timing to be speied without expliit referenes to
absolute time [Koy90, MP92℄. However, it also has a simple way of desribing
the proportion of time a system spends in a given state, whih an be useful
in some appliations. Real numbers are used to model time and boolean
valued funtions of time are used to model states and events. This gives a
ontinuous notion of time.
The standard example is a gas burner, whih an only leak unlit gas for
one twentieth of the elapsed time without a dangerous build up ourring.
A dangerous buildup annot our in less than one minute. Let
Leak(t) : T ime! R
be a real valued funtion of time that is 1 when the gas burner is leaking and
0 when it is not. The safety requirement over the interval [b; e℄ is given by,








So the total length of time when the burner is leaking is found by integrating
Leak, and this should be no more than one twentieth of the total time.
This speiation an be simplied by eliminating expliit referenes to
time. We assume that all integrals are over the interval [b; e℄, so that the







1:dt = e  b):
Now the safety requirement an be expressed as:
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The Duration Calulus is dened axiomatially in terms of integrals suh as
the one above and arbitrary states. It has been used suessfully to speify
a variety of reative systems and to prove designs are orret.
2.8 Hybrid systems
Hybrid systems ombine ontinuous devies and disrete ontrol programs,
typially in real-time systems where the physial environment is evolving over
time. The ombination of ontinuous and disrete values makes it hallenging
to speify and implement provably orret systems.
We have already seen the Duration Calulus for speifying and reasoning
about disrete states in real-time systems. This has been extended to ap-
ture pieewise ontinuous states so that it an be used for speifying hybrid
systems [CRH93℄. The theory is intended to interfae with mathematial
analysis whih is required for analysing the ontinuous parts of the system.
He Jifeng has desribed hybrid systems using an extension of CSP with a
speiation oriented semantis [Jif94℄. We will briey onsider an example
of desribing a hybrid system using this method. This system ontrols the
water level in a tank by swithing on a ontrol valve. The level must be kept
between 30 and 60 units, and starts at time 0 at 40 units. The valve is open
whih auses the water level to rise at 0.2 units per seond. One the valve is
losed the level will drop at 0.1 units per seond until the valve is reopened.
We have the following variables:
WL is the hybrid system,
h is the water level,
C is the ontroller,
 is the hannel that links the ontroller with the valve.
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h = 0:2) E (?x  !W (x))
C
def
= (await h = 30 do (!on  ! (delay 1;C)))
(await h = 60 do (!o  ! (delay 1;C)))
The ontroller C opens the valve when the water level drops to 30 units
and loses it when the water level rises to 60 units. Opening and losing
is ahieved by passing the values `on' or `o' along the hannel . The
denitions for W speify the rate of level hange,
_
h, when the valve is o
(losed) and on (open), and the hange that ours when an input is reeived
on hannel  aording to W . The overall water level system, WL, gives the
rate of level hange,
_
h, whih is 0.2 at rst, with h = 40, and hanges when
an input is reeived on .
This notation is preise and amenable to reasoning and proving programs
orret. However, in Chapter 9 we show how this system an be implemented
in CONTROL, and that our notation is preise enough for both the spei-
ation and the implementation. This has the advantage that the program is
orret by design.
Chapter summary
There are many languages designed for programming reative systems using
a variety of tehniques. We saw that most of these languages are based on
a disrete notion of time. One exeption is Arti whih adopts ontinuous
time oneptually.
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Speiation aluli often assume that time is ontinuous, beause it is
easier to work with, but it is then not easy to prove that an implementation is
orret with respet to its (ontinuous time) speiation unless it is written
in a language that supports ontinuous time.
Chapter 3
The Fran system
Fran (Funtional Reative ANimation) is a funtional language for reating
interative animations. CONTROL is based on a ore fragment of Fran with
the intention of studying the semantis of the ore operators in a simpler
funtional language. In retrospet, it is apparent that our work has wider
signiane to reative languages, and this is what we have emphasised in
the previous hapters. Beause of its inuene on our work, we will desribe
Fran, and the existing work on its semantis, in detail in this hapter. The
main purposes are:
 To introdue Fran's operators on behaviours, whih inspired similar
operators in CONTROL.
 To enable us to identify where CONTROL diers from Fran.
 To desribe previous work on the semantis of Fran, and its limitations.
Fran is the latest prototype language in a researh programme investi-
gating high-level languages for reating rihly interative animations. The
ideas that Fran is based on grew out of earlier work by Elliott and others on
modelled animation [ESYAE94, Ell96℄. Fran is implemented in Haskell, but
most of the ideas behind the design are independent of the implementation
23
CHAPTER 3. THE FRAN SYSTEM 24
language. Therefore it is helpful to distinguish between the key onepts be-
hind the approah and spei details of the Haskell based implementation;
we are mostly interested in the former, but our example programs will use
the Haskell implementation of Fran.
3.1 Examples
In this setion we shall desribe a simple Fran animation to illustrate some
of the operators in the language and to give an impression of Fran so that
the disussion of the key onepts whih follows is more onrete.
Our rst example is an animation of the Moon orbiting the Earth in a
irular path. We require a time-varying value (a behaviour) whih gives the
position of the Moon at all times. Then we an translate an image of the
Moon aording to this behaviour, and overlay it on a stationary image of
the Earth. By default, images that are not translated, suh as the Earth
in this example, are positioned at the origin whih is at the entre of the
display. The Fran program for this animation is as follows:
orbit = vetor2XY (os time) (sin time)
earthMoon = move orbit moon `over` earth (3.1)
The denition of orbit gives the position vetor of the Moon. It is on-
struted by vetor2XY whih takes the horizontal and vertial o-ordinates
and yields the orresponding vetor. Notie that the arguments are be-
haviours; the horizontal oordinate (os time) is a behaviour that yields
the osine of the urrent time at all times; similarly for the vertial oordi-
nate sin time.
The overall animation, earthMoon, is exatly as it reads; move an image
of the Moon aording to orbit and overlay it on an image of the Earth.
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(Suitable denitions, suh as imported bitmaps, are required for the earth
and moon images.) The animation is viewed by entering
display earthMoon
and will run forever.
Let us extend earthMoon to obtain an animation of the Moon and Earth
orbiting the Sun. The rst step is to dene a smaller version of the Earth
and Moon animation;
smallEarthMoon = streth 0.2 earthMoon
This an be put in orbit around the Sun, as follows:
sunEarthMoon = move orbit smallEarthMoon `over` sun
But in this animation the Earth and the Moon have the same orbital period,
whereas we would like the Moon to orbit the Earth every month, or twelve
times a year. We an do this by speeding up smallEarthMoon by a fator of
twelve using the faster operator as follows:
sunEarthMoon = move orbit (faster 12 smallEarthMoon)
`over` sun
The above example shows that behaviours an be freely omposed. This
would not be the ase for a naive implementation of the above animations
in a proedural language in whih one frame of the animation is produed
with eah iteration of a loop. More speially, ompositionality of the kind
illustrated above is only possible if the following hold:
 Behaviours use ontinuous time. Disrete time representations will not
ompose straightforwardly when operations like faster are used.
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 Behaviour expressions are pure and persistent. If they are not, side
eets may interfere when behaviours are omposed or reused.
 Behaviours are impliitly funtions of time. If they depend on an ex-
pliit time variable then enapsulation is lost.
 Behaviours are strutured values; for example, vetors.
3.2 Key onepts
The example program sunEarthMoon illustrates that animation omponents
are ompositional, and we identied some prerequisites for ompositionality.
In this setion we will desribe how the key onepts of Fran's approah lend
themselves to ompositional program onstrution, and other benets they
bring to developing animations.
Modelling. Writing programs that desribe animations is often a diÆ-
ult and time onsuming task. Fran makes it easier by allowing authors to
onentrate on ontent rather than on programming, or more preisely, on
what the animation is rather than on how to display it on the sreen. So Fran
takes a delarative approah in whih programs are models of animations.
The implementation uses a presentation engine whih omputes how to dis-
play these models as animations. The presentation engine an be optimised
by experts and then used by everyone, thus eliminating muh dupliation of
eort.
The modelling approah is a ompromise, however, beause low-level on-
trol is lost and so animations that are not easy to desribe within the mod-
elling framework an be less eÆient, and sometimes not possible. The hoie
of modelling framework is therefore ruial|it should be suÆiently expres-
sive for most purposes but this must be balaned with the requirement to
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present models eÆiently.
Continuous time. Animations are often represented as a sequene of
frames whih ontain the image to display at disrete points in time. This is
unnatural, however, beause in the real world we usually regard motion as
ontinuous; that is, objets move through a ontinuum of points in spae in a
ontinuous interval of time. Hene, it is more diÆult to program animations
in a language that uses disrete time representations, suh as frames, than
it is to model them mathematially. Fran adopts ontinuous time so that all
time-varying values are oneptually funtions of time. This has the following
advantages:
 It is easier and more natural to desribe time-varying values.
 Behaviours an always be omposed, whereas with disrete time rep-
resentations only behaviours that have the same points in time an be
omposed.
 Arbitrary time-transformations an be applied to any time-varying
value, and this does not break ompositionality.
 Motion an be desribed by rates of hange using the dierential al-
ulus.
 It is possible, within ertain limits, to run animations at approximately
the same speed, regardless of the hardware, beause frames an be
omputed at any point in time. The animation is unlikely to be as
smooth on a slower mahine, but after say ve seonds the animation
will be at (approximately) the same point as it would be on the faster
mahine.
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Behaviours. In Fran behaviours are used to desribe all time-varying
aspets of animations. They are oneptually funtions of time whih map
times to values of various types, depending on what is being desribed. For
example, behaviours may yield olours, numbers, positions, shapes, images
or sound. Behaviours are enapsulated|they annot be evaluated at spei
times (sampled) by the animator. Only the presentation engine an do this,
so that it an ompute frames of the animation [Ell99b℄. This enapsulation
is important beause for ertain behaviours to be eÆient they must only be
sampled monotonially|that is, at non-dereasing times. The presentation
engine must guarantee to do this in order to obtain a reasonable level of
eÆieny. (In fat, there is a slight aw in the design in this respet, beause
Fran provides time-transformations whih allow behaviours to be speeded
up, slowed down, delayed or in fat arbitrarily time warped. Consequently
behaviours may not be monotonially sampled by the presentation engine.
Pragmatially we need not regard this as a aw; rather, we an expet the
animator to be aware of this limitation and use time-transformations au-
tiously.)
Reativity. Modelling in Fran is based on desribing behaviours and
how they reat to events. This latter aspet is alled reativity. It allows us
to desribe interation between the omponents of an animation; for example,
ollisions, timed events and user input.
A reative behaviour is one that hanges ourse when some riterion,
alled the event ondition, is satised; for example, a ball's veloity behaviour
that hanges when the ball hits a wall. In this ase, the event ondition is
that the surfae of the ball is in ontat with the wall. This ondition is
expressed using a boolean behaviour. Fran also has built in primitives for
user input events suh as mouse liks.
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Usually, what to do next depends on preisely whih event ourred. Fran
neatly aptures this by pakaging a new behaviour with the event ondition,
and then this new behaviour may be used when the event ours. It is
atually pairs omprising a ondition and a new behaviour that Fran alls an
event. Various event ombinators are provided to manipulate these values.
This results in a powerful and onvenient notation for expressing reativity.
Embedded language. Fran uses the embedded language approah; it
is a library written in Haskell and animations are Haskell programs that
import this library. This saves a lot of work designing and implementing
a omplete language, but also restrits the syntax and implementation to
features available in the host language. As we have seen, Haskell syntax
is superlative for Fran, but as an implementation language it is not very
eÆient. In summary, the onveniene of the embedded language approah
makes it ideal for prototyping and for proof of onept, but to reate an
eÆient, industrial strength version would require an implementation in a
more onventional language. Unfortunately, it is unlikely that the embedded
language approah would work well for suh implementations, beause most
other languages do not oer the syntati onveniene and expressive power
of Haskell.
3.3 Time and Lifting
The behaviour time was used in Example 3.1 in the term os time. We
will explain how this term gives the behaviour that yields the osine of the
urrent time. Firstly, time is the behaviour that at all times yields the time,
so it is the identity funtion on times. One way to speify the semantis of
behaviours is to dene a semanti funtion (at) whih maps terms of type
Behaviour  (i.e., behaviours that yield values of type ) to funtions from
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times to values of type  (we will denote the set of values of type  by [[℄℄),
at[[ ℄℄ : Behaviour  ! (T ! [[℄℄):
Thus the semanti equation for time is,
at[[time℄℄ = t 7! t:
That is, time represents the identity funtion on times.
Example 3.1 in Setion 3.1 used the funtion os that operates on be-
haviours. In Fran there is a uniform way of onstruting suh funtions from
non-behaviour funtions alled lifting. So, for example, the standard osine
funtion,
os :: RealVal -> RealVal
an be lifted to the behaviour level funtion, osB, as follows:
osB :: Behaviour RealVal -> Behaviour RealVal
osB = lift1 os
The osB funtion takes a real valued behaviour as its argument, and applies
the osine funtion to the value of this behaviour at all times. Thus, the
semanti equation for osB is
at[[osB a℄℄ = t 7! os(at[[a℄℄t):
This idea applies to all funtions, so in general we may lift a funtion
f ::  -> 
so that it operates on behaviours
lift1 f :: Behaviour  -> Behaviour 
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with the semantis that it applies the funtion f to the value of the behaviour
argument a at all times,
at[[lift1 f a℄℄ = t 7! f(at[[a℄℄t):
Furthermore, lifting applies to onstants and funtions of any arity. The
semanti equations for all the operators in Fran from Elliott and Hudak's
semantis for Fran [EH97℄ are given in Setion 3.7.
Lifting is also an important feature of CONTROL, and it is desribed in
this ontext in Setion 5.1.
In Example 3.1 we used the name os for the behaviour level osine
funtion instead of osB. This is possible in Fran beause Haskell's type
lass mehanism is used to overload the names of many standard funtions
so that the behaviour level versions are used if the argument is a behaviour;
that is, the overloading is resolved by the (inferred) argument type. Even
numeri and other onstants are overloaded this way.
3.4 Reativity
Animations an be viewed as reative systems where omponents of an an-
imation, inluding the user, interat with eah other. To aommodate re-
ativity, Fran provides an operator alled untilB whih an be used to on-
strut a behaviour that hanges ourse when a given event ours. (Fran pro-
vides other operators for reativity, but they are dened in terms of untilB
whih is the primitive operator.) Events have two parts; rstly, a ondition
whih speies when the event ours, and seondly, a value assoiated with
the event. The value part is usually the behaviour that will be used after the
event has ourred. So, it is the ombination of a ondition and a value that
Fran alls an event.
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Events often require a user argument. For example, lbp u is the event
that ours when the left mouse button is pressed, and the user argument u
is neessary to distinguish the next button press from previous ones. User
arguments also supply start times for integrals and for prediate events
(the time to start testing for the event ourrene) and are used by the
implementation for passing sampling rates.
We an hange the value part of an event using the -=> operator; for
example, the ondition part of lbp u is the event that ours when the left
mouse button is pressed, and the value part is the mouse release event. We
an assoiate a dierent value with button presses as follows:
lbp u -=> red
This is the event that ours when the left button is pressed, but yields the
value red instead of the mouse release event.
Events are used in programs via the untilB operator. This takes a be-
haviour and an event:
untilB : Behaviour  -> Event (Behaviour ) -> Behaviour :
At rst the given behaviour is used, but when the event ondition rst be-
omes true the behaviour swithes to a new one obtained from the value
part of the event. So, to obtain a behaviour that hanges olour from blue
to red when the left button is pressed, we pass the behaviour blue as the
rst argument to untilB, and then pass the event that ours when the left
mouse button is pressed and yields red as the seond argument:
blue `untilB` (lbp u -=> red):
Events an be onstruted from boolean behaviours using prediate; for
example,
prediate (time >=* 5) u
CHAPTER 3. THE FRAN SYSTEM 33
is the event that ours when the boolean behaviour (time >=* 5) rst
beomes true; that is, when the time is greater than or equal to 5. The
operator >=* is the behaviour level greater than or equal to operator. Note
the user argument u here. In this ase it is used to give the time from when
the ondition should be tested, beause in general prediate events should not
be tested for all times sine the animation began. Although it seems that user
arguments are neessary in the Haskell-based implementation of Fran, they
ompliate reative programs signiantly. In CONTROL they have been
eliminated giving a leaner semantis and allowing a simpler programming
style.
Events an be omposed using operators suh as .|. whih hooses the
earlier of two events, and yields the value assoiated with this event. For
example, the event
lbp u .|. prediate (time >=* 5) u
ours when either the left mouse button is pressed or the time reahes 5,
whihever happens rst. Unlike the logial OR operator, this behaviour
level OR is asymmetri; if both events our simultaneously then the new
behaviour obtained is the rst (left) argument. There are a number of other
event operators, the details of whih an be found in [EH97℄.
3.5 Integration for behaviours
Fran provides an operator alled integral whih, given a real valued be-
haviour a, yields the behaviour that gives the integral of a at all times. A
user argument must also be supplied, whih for integrals is used to determine
the starting point of the interval to integrate over. For example, the integral
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of the behaviour time is given by
integral time u
for some user argument u. Assuming the user has a start time of zero, we an
nd the behaviour that is equivalent to this one by alulating the symboli
integral. The behaviour time orresponds to the identity funtion on times,
t 7! t, and the symboli integral of this funtion is 0:5  t
2
. Therefore the
following behaviour is equivalent to the one above:
0.5*time*time:
There are a number of subtleties onerning integral. Elliott and Hudak









Note that in the original version of Fran user arguments were simply start
times, so here t
0
is a time. In later versions the start time is extrated from
the user argument. This semantis for integral fails to address a number
of issues. Firstly, not all behaviours an be integrated so the expression on
the right hand side is not always well-dened. Seondly, it does not dene
the semantis of reursive denitions using integral, whih an have many
solutions. (For example, the program
b = integral (b^ (4/5)) 0













Elliott and Hudak's semantis does not explain how reative behaviours an
be integrated. We will return to these issues when we disuss integration in
CONTROL.
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3.6 Reursive behaviours
One of the most interesting features in Fran is that behaviours an be dened
reursively by writing a reursive Haskell denition. This an be useful, and is
sometimes neessary, when writing interative animations. Upon reetion,
this is as we would expet; if two objets interat with eah other then their
denitions must be in terms of eah other. We will now give some examples.
The following program gives the position of a ball falling from height 1
to the ground at height 0. When it hits the ground it remains at rest:
h = 1 - integral 1 u `untilB` prediate (h <=* 0) u -=> 0
Here the ondition when the ball hits the ground, h <=* 0, is in terms of the
height, h, and so the denition is reursive.
We will now write a program whih desribes the path of body in orbit
around a xed body aording to Newton's law of gravitational attration.
It ould replae orbit in Example 3.1 to give a more realisti impression of
the Moon's orbit around the Earth. Reall that Newton's inverse square law













are the masses of the bodies
r is the distane between the bodies
This gives the magnitude of the fore on the Moon, and the diretion of the
fore is always towards the Earth. This direted fore is proportional to the
aeleration of the Moon, so it an be integrated twie to give the position
of the Moon. These formulas an be oded diretly in Fran as follows:
orbit' u = s
where
s = s0 + integral v u
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v = v0 + integral a u
a = (-k/(r ^ 2)) *^ unit_s
r = magnitude s
unit_s = (1 / mag_s) *^ s
(suitable values for the onstant k, the initial position s0, and the initial
veloity v0, are also required). Notie that the denitions of the position, s,
the veloity, v, and the aeleration, a, are mutually reursive. We annot
avoid reursion if we want to use Newton's law of gravitation in this way
beause the position depends on the aeleration, but the gravitational fore,
and hene the aeleration, depends on the relative positions of the bodies.
As a nal example, here is an animation of a ball following the mouse as
if it were being dragged on a spring through a thik liquid,
followMouse u = move p ball
where
p = integral v u
v = integral a u
a = (mouseMotion u - p) - (0.5 *^ v)
Again, the position, veloity and aeleration are mutually reursive. This
time it is beause the fore the spring exerts, and hene the aeleration of
the ball, depends on the position of the ball relative to the mouse. It is not
possible to solve the equations and write the position as an expliit formula,
as it is, inidentally, for the previous example, beause the mouse position is
an input behaviour and is therefore not known beforehand. Therefore it is
not possible to write this program in Fran without using reursion.
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3.7 Semantis
Elliott and Hudak give a denotational semantis to the operators on be-
haviours and events, treating them as a pair of mutually reursive polymor-
phi datatypes [EH97℄. This is not the same as giving a omplete semantis
to Fran, however, beause Fran programs are written in Haskell and so they
an be onsiderably more ompliated than expressions using only the be-
haviour and event operators. In partiular, behaviours may be dened by
reursive denitions, and this is not aounted for by their semantis.
It may seem as if the semantis of Haskell is suÆient to determine the
semantis of Fran beause it is a Haskell library. However, suh a seman-
tis would be at the wrong level of abstration|it would apture all the
implementation details of behaviours but not their abstrat nature. The
presentation engine uses disrete sampling to ompute values of behaviours
at points in time, and omputes integrals and event ourrenes using nu-
merial approximation tehniques. Consequently a semantis based on the
implementation would not give an exat semantis of behaviours.
So Elliott and Hudak's approah, giving a semantis to the operators on
behaviours and events, ombined with an understanding of Haskell's seman-
tis, seems like a good rst approximation to the semantis of Fran. However,
the interation of these abstrat behaviours and events with Haskell, in par-
tiular with reursive denitions, annot be explained by this approah. This
is why our work takes a simpler language and provides a omplete semantis
for it.
If we ignore reursion, then Elliott and Hudak's semantis aptures the
abstrat properties of behaviours and events. It does not apture the se-
mantis of the implementation, however, beause approximation tehniques
are used to ompute integrals and event times. As we said in the Introdu-
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tion, we should rst try to give the values as if they were exat, and then
onsider the errors due to approximation. This seond stage is neessary
to be able to verify the orretness of implementations or to reason reliably
about programs. For these purposes a more advaned theory that aounts
for approximation is required. Our work does not deal with approximation
either, but we take an idealised view of CONTROL whih means that the
language is dened to yield exat values of behaviours and event times. In
other words, this assumption is made expliit rather than being ignored. Us-
ing this approah we are able to give a omplete semantis for a funtional
language with behaviours, inluding a full treatment of reursion.
Elliott and Hudak's semanti funtion for behaviours assumes an abstrat
domain of polymorphi behaviours, Behaviour

. These abstrat behaviours
are interpreted as funtions from times to values by the semanti funtion
`at' whih we used previously:
at : Behaviour

! T ime! :
The intention is that these abstrat behaviours orrespond to the behaviours
that an be onstruted in the Haskell based implementation. As we said
above, this orrespondene is not exat beause the implementation omputes
approximations to the abstrat behaviours desribed by this semantis.
Events belong to the abstrat domain Event

and are interpreted as
T ime  pairs by the semanti funtion o:
o : Event

! T ime :
Reall that an event ours at some time and yields a value whih, for reative
behaviours, is the behaviour that will be used after the event has ourred.
There are two problems that must be addressed here:
 An event might never our and so it does not have an event time.
CHAPTER 3. THE FRAN SYSTEM 39
 It is not possible to see into the future to nd when an event ours, so a
reative behaviour annot be speied in terms of the event time. More
preisely, at time t a reative behaviour only needs to know whether
the event has ourred, and does not require the atual time of the
ourrene. This is vital for external events, suh as mouse liks,
whih annot be predited ahead of time.
The rst problem is solved by Elliott and Hudak by adding an innite time,
1, to the set of real numbers to represent the time of an event that never
ours. The seond problem is solved by dening an ordering on times suh




is known and is greater
than t, or else it is known to be at least as great as t.
The typing onstraints for operators on abstrat behaviours are given
in Figure 3.1. These orrespond preisely to the types of the operators in
Haskell. The semanti equations for these operators are shown in Figure 3.2.
They are straightforward interpretations of the operators we have already
seen in the preeding setions, although there are some subtleties with untilB
whih we will disuss later on when we ompare its semantis to until-then
in CONTROL.
For us the most important operation on events is prediate whih allows
an event to be speied by a boolean behaviour. This is the only kind of
event that is available in CONTROL beause it does not provide for external
inputs suh as mouse liks. The semantis of prediate is given by
prediate : Behaviour
Bool




℄℄ = (infft > t
0
j at[[b℄℄tg; ())
So the time of a prediate event in Fran is the inmum of the set of times
greater than t
0
when b is true. This is dierent from our treatment of event
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Figure 3.2: Semantis of abstrat behaviours in Fran
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times of prediate events, and the dierenes will be explored in detail later
on. The value assoiated with a prediate event is the unit value, ().
There are other operators on events in Fran, most importantly, for speify-
ing external events and for handling the values assoiated with events. These
are useful when programming with Fran, but are not relevant to CONTROL
beause it does not have external events (all events are like Fran's prediate
events) and there are no values assoiated with events. The semantis of
these operators is given in [EH97℄.
3.8 Summary of the literature
We will now give a brief summary of the literature on Fran. Many of the ideas
behind Fran were developed in previous work, partiularly TBAG [SEYAE94,
ESYAE94℄, MediaFlow [ESAE95℄ and Ative VRML [Ell96℄ (Fran is a on-
rete realisation of the ideas in [Ell96℄). The seminal paper by Elliott and
Hudak is [EH97℄. This gives the key ideas, a semantis for the operators, and
some details of the implementation. The language is desribed emphasising
the embedded language approah in [Ell97, Ell99a℄.
There are many tutorials, appliations and examples. Elliott has written
a tutorial [Ell98a℄, and two extended appliations whih desribe two-handed
image navigation [Ell98e℄ and a fteen puzzle [Ell98℄. The method of pro-
gramming with events in Fran is desribed in [Ell98b℄. Thompson uses Fran
to program a lift simulation [Tho98℄. In Chapter 9 we give a lift simulation in
CONTROL whih is muh simpler, and thus illustrates the improved seman-
tis of CONTROL ompared to Fran. Daniels's tutorial paper onstruts an
animation of rew rowing [Dan97a℄.
Aspets of the Haskell based implementation are disussed in [Ell98d,
Ell99b℄. Fran has also been extended for robots; see [Lin98, PHE99℄. Finally,
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some very preliminary work on a semantis for Fran is presented in [Lin97℄.
Chapter summary
Fran is the primary inspiration for CONTROL. It is intended for program-
ming animations, but with suitable extensions it ould also be used for imple-
menting many other kinds of reative systems. There are four key onepts
that distinguish it from many other reative languages: modelling, ontinu-
ous time, behaviours and reativity. The implementation uses the embedded
language approah with Haskell as the host language.
Fran provides behaviours for representing time-varying quantities and
events for expressing reativity. In addition, reursive behaviours an be writ-
ten using standard Haskell denitions. This oers an elegant and powerful
programming tehnique. However, the semantis of Fran, and in partiular of
reursively dened behaviours, is not well developed. Elliott and Hudak have
given a semantis to the operators on behaviours and events, but this does
not aount for reursively dened behaviours, nor for the approximation
methods used in the implementation.
Chapter 4
A language for behaviours
In this hapter we introdue a new language alled CONTROL. The develop-
ment of this language and of its formal semantis are the prinipal subjets
of the remainder of this dissertation.
As we said in the introdution, CONTROL is a funtional language sup-
plemented with operators for desribing behaviours. These operators are
inspired by similar operators in Fran. Where they dier from Fran is rstly
due to some simpliations we have made and seondly due to improvements
we have disovered while investigating the semantis.
We begin by introduing the syntax of CONTROL followed by the do-
mains that values of eah type belong to. This provides a starting point for
the more detailed disussions of the semantis that follow.
4.1 Syntax
The funtional ore of CONTROL is a subset of PCF [So93℄ that inludes
simply typed -terms, a reursion operator and built in numbers. Like PCF,
it uses normal order evaluation. The syntax of this funtional ore is as
follows:
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Types  ::= Real j Bool j  -> 
Terms E ::= K j x j x:.E j E E j x:.E
Numbers in CONTROL are real numbers rather than integers. The set of
onstants inludes arithmetial operators (+, -, * et.) and logial operators
(not, or, and et.). Notie that there are no expliit operations for pairs, and
no if-then-else onstrut; these features are aounted for by onstants.
Both  and  bind a variable within a term;  is for -abstrations and 
is for reursive denitions. These are explained in detail in Chapter 7. The
type of the variable must be supplied for both these binding onstruts. So,
for example,
x : :E
means that the variable x has type  and is bound by  within E (and
similarly for ).
The type system for this fragment is very straightforward|it is as for
the simply typed -alulus with the standard rule for . The typing rules
are given in Chapter 8 as part of the omplete formal desription of the
language. Note that only well typed terms are meaningful. Also, there are
no type annotations other than those for bound variables. We will sometimes
state the type of a term|for instane, E :  asserts that the term E has type
|but this is meta-notation and not valid syntax.
The remaining operators in CONTROL are for onstruting behaviours,
whih are values of type Beh  for some type . The behaviour operators
extend the grammar as follows:
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Types  ::= Beh 
Terms E ::= lift0 E j E $* E j integral E j
E until E then E j x:.E
Here  binds a variable x within a term E, and, as for  and , a type
for x must be supplied. We will disuss the purpose and semantis of these
behaviour operators later on. In this hapter we onsider the domains val-
ues belong to, so it suÆes at this stage to know that behaviours represent
funtions from times to values.
4.2 Domains
Our aim is to dene the mathematial meaning of all CONTROL programs;
that is, to dene for every valid term a value that denotes its meaning. This is
alled a denotational semantis and is usually dened ompositionally, whih
means that the value of a term is onstruted from the values of its immediate
subterms. This is a very eonomial method beause all that is required is a
general formula for eah syntati onstrut (i.e., for eah prodution of the
abstrat grammar) and then the meaning of every term in the language an
be obtained.
Firstly we must state what domains these values belong to. This is a vital
step beause it is sometimes unertain whether the domains we assume by our
semanti equations atually exist. For example, it was not known for around
three deades whether a domain existed for the untyped -alulus. (This is
diÆult beause funtions and arguments belong to the same domain, and in
set theory funtion spaes are always stritly larger than the domains they
map between. CONTROL uses the simple type system and onsequently
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avoids this problem.) Furthermore, desribing the domains reveals a lot
about a language. As Christopher Strahey advised: \I think it would be
well worth the eort of any language designer to start with a onsideration
of the domain struture" [Str73℄.
For a typed language like CONTROL we require a domain orresponding
to eah type. Types are either ground types|Real or Bool|or else om-
posite types|funtions or behaviours. We will begin with domains for the
ground types.
Terms of type Bool represent truth values|either true or false. These
two values form the set of boolean values,
B = ftrue; falseg:
However, in most programming languages, inluding CONTROL, we an
write terms that are type orret but do not terminate|they get stuk in
an innite loop. We need a value to denote suh terms; for the domain
orresponding to Bool we will use the symbol ?
B
. Other domains also use
the symbol ? with dierent subsripts to denote non-terminating terms, and
suh a value is alled bottom. We indiate domains by enlosing types in
semanti braes [[ ℄℄, so for the type Bool we have
[[Bool℄℄ = B [ f?
B
g:
For onveniene we will denote any domain formed by adding a bottom ele-
ment ?
A





= B [ f?
B
g:
Similarly, terms of type Real represent either real numbers or non-termination:
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Many languages use a oating point representation for real numbers, and
then operations on them yield approximate results. In ontrast, CONTROL
is an idealised language where all operations on real numbers are exat and
there is no overow.
We now turn our attention to funtions. They require a more omplex
domain struture than ground types, but the theory we make use of is well
established. Our exposition here explains why we need to use this theory,
gives all the neessary denitions and provides some intuition for the moti-
vation of the theory, but a detailed analysis is beyond our sope. This an be
found in any standard text overing denotational semantis [Rey98, Sto77℄,
or the original papers by Sott and Strahey [So70b, So70a, So76, SS71℄.
A funtion in a programming language is really an algorithm that will be
performed eah time the funtion is applied to an argument. For eah possible
argument the algorithm will either produe a value or else loop indenitely;
either way the result will be an element in the domain orresponding to the
result type of the funtion. Thus, it appears that a suitable domain for
funtion types is atual funtions between domains, that is,
[[ -> 
0
℄℄ = [[℄℄! [[
0
℄℄:
This equation denes the domain for funtions of type ->
0
to be all set
theoreti funtions from [[℄℄ to [[
0
℄℄. Many of these funtions are unom-
putable, however, and so the funtions that we an represent in CONTROL
onstitute a small subset of this domain. This is not a problem beause in
general we require a domain [[℄℄ to ontain a value for every valid term of
type , but it does not have to be the smallest suh domain. However, we
an benet from removing some unwanted values from funtion domains be-
ause doing so makes it easier to dene the meaning of reursive denitions.
In the simply typed -alulus, this is the only reason for adopting a more
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ompliated model than the basi set theoreti one. We will now desribe
how we restrit funtion domains, and in Chapter 7 we will show how these
restrited domains allow us to assign meanings to reursive denitions.
The restrition of funtion domains is based on a notion of how dened
funtions are. A funtion g is at least as dened as a funtion f if it is at
least as dened for all arguments. This is alled the pointwise ordering on









[t : x j f : y j ? : z℄;
as ordered tuples,
(x; y; z):







Both (t;?;?) and (?; f;?) are more dened than this least element, and
in turn (t; f;?) is more dened than both these funtions (it is the identity
funtion on B
?
). Note that (t;?;?) is neither more nor less dened than
(?; f;?); they are inomparable. Therefore this ordering on funtions is a
partial order. Partial orders an be drawn using Hasse diagrams, so for the
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y () x = ?
B
_ x = y:














The partial order for the domain R
?
is dened similarly.
Given these orderings on ground types we an dene an ordering for any
domain D ! D
0
assuming that we have an ordering on D
0
. This is the










We obtain an ordering on all funtion types by indution. Beause this
approah is so ommon in programming language semantis it is usual to use
the term domain to refer to both the set of values for a given type and the
partial order on that set. This is sensible beause we are about to restrit
the domains for funtion types using the partial order.






gives innite sequenes of inreasingly dened funtions, alled
!-hains. For example, onsider the following hain of inreasingly dened
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[n 7! ?j2 : 2j1 : 1j0 : 0℄
j
[n 7! ?j1 : 1j0 : 0℄
j
[n 7! ?j0 : 0℄
j
[n 7! ?℄
The importane of !-hains is that we require all our domains to be !-hain
omplete (or !-omplete), whih means that all !-hains must have a least
upper bound. An upper bound of a set is an element in the domain that is
greater than all the elements in the set, and a least upper bound is the least
suh element. If it exists, we denote the least upper bound of a set X by
F
X. Thus, for a domain D,
















are !-omplete beause the only hains are trivial ones suh
as f?
B
; true; true; : : :g. Funtion spaes are not !-omplete in general, so
they need restriting.
The ondition we use to restrit funtion spaes is !-ontinuity (some-
times alled Sott-ontinuity). This is suÆient to ensure that the domains
for funtion spaes are !-omplete. In fat it is a stronger ondition than
is neessary, but this does not matter beause all omputable funtions are
!-ontinuous, and so plaing this ondition does not eliminate any useful
values from funtion domains. !-ontinuity requires that funtions preserve
least upper bounds; that is,
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To re-iterate, assuming that D and D
0
are !-omplete, we an show that
the subset of all funtions D ! D
0
omprising !-ontinuous funtions is
!-omplete. Therefore if all funtion spaes are limited to !-ontinuous
funtions then all domains are !-omplete by indution. Suh domains are
alled omplete partial orders (CPOs), or pointed CPOs when they have
a least element. Our domains are pointed CPOs beause they are all !-















respetively. Finally, we will use the same notation for
!-ontinuous funtions as for funtions on sets; that is,
[[ -> ℄℄ = [[℄℄! [[
0
℄℄
Here the arrow on the right hand side denotes !-ontinuous funtions beause
[[℄℄ and [[
0
℄℄ are domains. In fat, this notation is onsistent with the usual
notation using ! for arbitrary funtions between sets so long as we assume
a disrete order (i.e., x v y () x = y) on sets beause with a disrete
order there are no non-trivial innite hains and hene all funtions are !-
ontinuous.
The properties that all domains are pointed CPOs and that all funtions
are !-ontinuous are suÆient to apply the least xed point theorem in order
to obtain values for all reursive denitions. We will take this approah in
Chapter 7 when we disuss reursive funtions.
4.3 Domains for behaviours
In this setion we disuss the domains for behaviour types. We an write
funtions that aept and yield behaviours, so to be onsistent with our
interpretation of funtion domains we must use pointed CPOs for behaviour
domains.
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Behaviours represent funtions from times to values, whih suggests the
following domain equation:
[[Beh ℄℄ = T ! [[℄℄:
Here! means all funtions from the set of times, T = ft
2
R j t  0g, to the
underlying set of the domain [[℄℄. The least dened member of this domain
is the one that maps all times to ?. We dene the information order on
behaviours to be a at order, as for Bool and Real,
a v
Beh 
b () a = t 7! ?
[[℄℄
_ a = b
At rst sight this ordering appears too simplisti; we are used to pointwise
orderings on domains for funtion spaes. But behaviours are speial rep-
resentations of funtions|abstrat values like real numbers|and all that is
required is that they satisfy ertain operations. Although behaviours repre-
sent funtions from times to values it is not possible to evaluate behaviours at
partiular times in CONTROL|this would break their abstrat representa-
tion. Furthermore, we have a dierent interpretation of reursive behaviours
to reursive funtions, so we do not need to apply the least xed point theo-
rem for reursive behaviour denitions and therefore they do not have to be
!-ontinuous funtions. For these reasons, this simple domain is suÆient
for our semantis.
Another onern is that if some behaviours are not !-ontinuous fun-
tions then they are not omputable, beause all omputable funtions are
!-ontinuous. This is irrelevant beause we are taking an idealised view of
behaviours, assuming that we an ompute various operations over them.
Finally, notie that the domain with the given order v
Beh 
is !-omplete,
whih is essential if we are going to write reursive funtions over behaviours.
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4.4 Semanti funtions
We have established the domains that values denoting the meaning of CON-
TROL terms belong to. The next step is to dene the meaning of every term
by providing mappings from terms to values. These mappings are alled
semanti funtions and are usually dened ompositionally; in other words,
the value of a term is onstruted from the value of its immediate synta-
ti subterms. This way, provided that we have a formula for eah syntati
onstrut, we an obtain the meaning of any term in the grammar.
Semanti funtions must yield values in the appropriate domain, so a
term of type  must be mapped to a value in the domain [[℄℄. Also, formulas
given by semanti funtions must be type orret. This is straightforward
in CONTROL beause the simple type system onstruts the type of a term
from the types of its subterms, and so long as eah semanti equation is type
orret a well typed value will result for any well typed term. Furthermore,
there is at most one valid typing for any term in CONTROL, so we may omit
type information from our semanti equations without ambiguity.
We will write [[ ℄℄ for all semanti funtions. Semanti braes are useful
beause they separate the objet-language from the meta-language, and we
prefer to avoid lutter and not name our semanti funtions. We will dene
a family of funtions, one for eah type, and overload [[ ℄℄ by using it for all
these funtions.
Constants of type Bool and Real orrespond to values in the obvious
way:
[[true℄℄ = true;
(and similarly for false),
[[0℄℄ = 0;
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(and similarly for all real numbers). The boolean onstants ould be used
in a onrete syntax for CONTROL, but the syntax of real numbers is more
diÆult to dene. However, we are using abstrat syntax and so the atual
representation is unimportant. Therefore we an use the usual deimal no-
tation for real number terms, so numbers in the objet-language and in the
meta-language have the same representation.
In addition to onstants there are many built in funtions on Real and
Bool types. These funtions represent the usual mathematial funtions
extended to yield ? when applied to ?, or when they are undened. For








(the funtion sin on the right hand side is the usual mathematial one whose
domain is the real numbers). Some funtions are not dened for every value
in their domain, and they yield bottom at these values. For example, division
is undened when the seond argument is zero, thus,














All built in funtions extend the usual ones in this way. To avoid lutter-
ing the notation, we will use the usual names for these extended funtions.
Thus, when we write sin or = we are referring to the funtion dened by the
right hand side of the above equations. Using this onvention, here are the

















Funtions suh as these whih always yield ? when any argument is ? are
alled strit funtions.
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There is one exeption, the funtion if-then-else, whih is not strit in
all its arguments. It is dened as follows:




? [[C℄℄ = ?
B
[[D℄℄ [[C℄℄ = true
[[E℄℄ [[C℄℄ = false
This funtion is strit in C, but not inD or E. This is the ase in virtually all
programming languages beause if C is true then it does not matter whether
E terminates, and similarly if C is false then it does not matter whether D
terminates.
The semanti funtions for other onstruts in the language are far more
ompliated than for onstants. Chapters 5 to 7 introdue these funtions for
dierent parts of the language. We will nish this setion with one speial
behaviour onstrut, time, whih is the behaviour that yields, for every time,
the urrent time:






The syntax of CONTROL an separated into the non-behaviour fragment,
whih is very lose to PCF, and the behaviour operators, whih extend this
fragment. CONTROL uses a minor extension to the simple type system.
A denotational semantis requires a domain orresponding to eah type.
For ground types and funtion types these are standard CPOs. The domain
for behaviours has a at ordering beause behaviours are an abstrat type
and therefore do not need a more omplex struture.
Chapter 5
Behaviour expressions
Behaviour expressions represent funtions from times to values. We have
already seen one example, the behaviour time, whih is the identity fun-
tion on times. CONTROL has a uniform way of lifting values to behaviours,
inspired by Fran, and this makes it possible to apply all existing funtions
to behaviours. Other funtions of time are onstruted using the primitive
operators for reativity and integration. This hapter introdues these op-
erators and develops a semantis for them. Subsequent hapters will then
explore other aspets of the language. Our exposition follows an inremen-
tal development of the language and its semantis in unison, whih helps to
motivate the eventual denitions. The nal desription of the syntax and
semantis of the language appears in Chapter 8: Complete formal semantis.
5.1 Lifting
In our ontext, lifting means turning values into behaviours. For the ase
of onstants,  : , this involves making the behaviour that yields  at all
times|that is, a representation of the onstant funtion t 7! [[℄℄. For the
ase of funtions, f : ->, lifting involves making the funtion on behaviours
that applies f to behaviours at all times. In other words, lifting a funtion
56
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is similar to mapping a funtion over a list of values, exept that the `list' is
ontinuous instead of disrete beause there is a value for every time.
The operator that lifts onstants is lift0. It an be used to lift real
numbers, for example,





Real-valued behaviours an be illustrated using graphs where points on the
graph represent the value of the behaviour at eah time (with time on the














Values of any type an be lifted with lift0|it is a polymorphi operator.
The semantis of lift0 is:
lift0 : 8: ! Beh 
[[lift0 x℄℄ = t 7! [[x℄℄: (5.1)
CONTROL does not have polymorphi data types, however. In other words,
the type system does not permit values that have polymorphi types, whih
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would require a more sophistiated type system. Polymorphi operators that
are built in, suh as lift0, are not diÆult to inorporate beause they are
dealt with expliitly by the type rule for the operator.
Later on when we give the full typing rules we will see that the type system
restrits arguments to lift0 to non-behaviour types. Lifting behaviours is
not very useful. Consider lift0 b for some behaviour b. The meaning of a
behaviour is determined by the values it yields for all times, but in this ase
the values are behaviours and so they also yield values at all times. However,
the value ould have been dened as the value of the overall behaviour diretly
rather than indiretly via another behaviour. In short, behaviours provide
temporal abstration, and behaviours of behaviours do not add any useful
expressiveness.
Returning to Equation 5.1 we have that x must be a non-behaviour term.
This means that the semanti funtion [[ ℄℄ on the right hand side of Equa-
tion 5.1 maps non-behaviour terms to values. At this stage the only non-
behaviour terms we an onstrut are onstants, so this semanti funtion
is the trivial mapping given in the previous hapter (i.e., the one that maps
representations of onstants and built-in funtions to their mathematial
ounterparts). Later on we will introdue failities for writing new fun-
tions in CONTROL, and then we will need to extend this semanti funtion
aordingly.
Given a funtion, we may want to apply it to a behaviour by mapping
it over the behaviour at all times. For example, say we want to onstrut
the behaviour whose graph is a sine wave; one way to do this is to apply the
funtion sin to the behaviour time at all times. This is exatly what the
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operator lift1 enables us to do:
[[lift1 sin time℄℄ = t 7! sin([[time℄℄t)
= t 7! sin((t 7! t)t)
= t 7! sin(t):
In general, lift1 an be used to map a funtion f
1
: -> over a behaviour
x : Beh  to yield a new behaviour lift1 f
1
x : Beh . This new behaviour
gives, at any time t, [[f
1
℄℄ applied to the value of the behaviour x at time t;
that is,
lift1 : ( -> ) -> Beh  -> Beh 
[[lift1 f
1






We should hek that this equation is type orret. Reall that a value of












and the thus the values on both sides of Equation 5.2 belong to the domain
T ! [[℄℄.
Funtions of any arity an be lifted in a similar way to unary funtions.






->, we require a primitive
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So, for example, we obtain pointwise addition of real-valued behaviours by
applying lift2 to + : Real->Real->Real, as follows:
[[lift2 + x y℄℄ = t 7! ([[x℄℄t) + ([[y℄℄t):
The (+) on the right hand side is the one desribed towards the end of
Setion 4.2.





-> : : : -> 
n
-> ;





-> : : : -> Beh 
n
-> Beh ;





: : : x
n




℄℄t) : : : ([[x
n
℄℄t):
There is a simpliation whih allows all these lifting operators to be
expressed in terms of lift0 and a \lifted appliation" operator, $*. To
show how this works, we will express lift1 in terms of lift0 and $*.
Firstly, reall the denition of lift1,
[[lift1 f
1
x℄℄ = t 7! [[f
1
℄℄([[x℄℄t) (5.3)
Now, beause lift0 is polymorphi, we an apply it to f
1
: -> to obtain
the onstant valued behaviour that yields [[f
1
℄℄ at all times,
[[lift0 f
1
℄℄ = t 7! [[f
1
℄℄:
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Next we dene, as a primitive, a lifted funtion appliation operator, $*
[[fb $* x℄℄ = t 7! ([[fb℄℄t)([[x℄℄t) (5.5)
This takes on the left, a behaviour that yields funtions, and on the right,
a behaviour that yields arguments (of the appropriate type) and applies the
funtions to the arguments at eah time. To dene lift1 in terms of lift0









t 7! ([[lift0 f
1
℄℄t)([[x℄℄t)











: : : x
n








so any lifting operator an be dened in terms of lift0 and $*. This is useful
in pratie beause it redues the number of primitives in our language whih
in turn redues the number of semanti equations.
5.2 Reativity
In CONTROL behaviours may reat or hange ourse in response to events;
following Fran, we all this reativity. In our ontext, event onditions are
dened using boolean behaviours, and there is no faility for external events.
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A pratial language based on CONTROL may provide failities for inter-
faing with hardware, in a similar way to Fran's treatment of mouse and
keyboard events. Unlike Fran, the event ondition, given by a boolean be-
haviour, desribes the event ompletely, and there is no value (the `after'
behaviour) pakaged up with the ondition.
A reative behaviour is dened in terms of three behaviours: the rst
behaviour is used initially; the seond is a boolean valued behaviour, spe-
ifying the event ondition; the third is a new behaviour that is swithed to
as soon as the ondition beomes true. For example, we ould use a reative
behaviour to desribe the output of a thermostatially ontrolled heater; it
emits heat until the temperature reahes the desired level, at whih point it
swithes to lift0 0, that is, o. Without a primitive operation for reativ-
ity we would not be able to express this behaviour beause there is no way
of evaluating behaviours at partiular times within the language, and so we
ould not determine when the temperature reahes the desired level.
The event ondition for this example requires a lifted greater than or
equal to funtion. The funtion
>= : Real -> Real -> Bool
has two arguments, so it an be lifted using lift2 to obtain
>=*  lift2 (>=) : Beh Real -> Beh Real -> Beh Bool:
Then the event ondition that the behaviour temp : Beh Real has reahed
the level t
1
: Real is given by
temp >=* lift0 t
1
:
Here we have used >=* as an inx operator for readability.
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In general a reative behaviour has three parts, whih are as follows:
B is the before behaviour: use this behaviour initially
C is the ondition behaviour: test this boolean behaviour to deter-
mine when it beomes true
D is the after behaviour: when C beomes true, swith to this
behaviour, and use it from now on.
A syntax with a natural reading for this is,
B until C then D: (5.6)
The behaviours B and D must have the same type for the overall expression
to make sense.
Here are a ouple of examples to larify the intended semantis. The
following behaviour yields the value 1 until the time is 1 and then swithes
to 2:
(lift0 1) until (time >=* lift0 1) then (lift0 2):
It yields the value 2 for all times at or after 1. To emphasise that reative be-
haviours swith permanently when the ondition beomes true, the following
behaviour is semantially idential to the previous one:
(lift0 1) until (time ==* lift0 1) then (lift0 2):
(==* is the lifted equality funtion.) The ondition is only true for an instant
when the time is 1, and is false for all times after 1, but the behaviour
ontinues to yield 2 for all times after 1 beause one it has reated it swithes
to the after-behaviour permanently.
One alternative semantis is: yield B when C is false and D when C is
true; that is, swith between B and D every time the value of C hanges
(this is equivalent to lift3 if for a onditional funtion if whih takes
three arguments). Pratially this is not as useful as the operator desribed
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above beause in most systems the ourrene of an event marks a hange in
the state of the system, and suh hanges are permanent|the event annot
\unour" regardless of the value of the ondition that desribed the event.
In other words, one an event has ourred the system responds in some
way and then ontinues in a new state. Another important fator in favour
of permanent swithing is that it allows us to delete the behaviour B after
the event has ourred, rather than keep it running in just ase we need to
swith bak to it later. In funtional programming terminology, the garbage
olletor an relaim B after the event has ourred.
We will now formalise the semantis of until-then. To simplify the
disussion we will assume for now that [[C℄℄ does not map any times to bottom.





A general until-then expression of the form (5.6) should use B for any time
t that is stritly before all the times in T , and otherwise it should use D. In
other words, if t is not in the upperset of T , then use B, and otherwise use
D. Note that T does not neessarily have a minimum element, so reative
behaviours do not always have an event time when they should swith from
B to D. This point is quite subtle and is disussed in depth in Setion 5.7.
The denition of uppersets is as follows:
Definition The upperset of S  R is given by








A preliminary semantis for until-then, whih ignores the possibility that
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[[C℄℄ may yield ?
B
for some times, is as follows:






where T = ft
2
T j [[C℄℄tg:
In general the situation is more ompliated beause for any time t, the
value of [[C℄℄t may be true, false, or ?
B
. This means that [[C℄℄ is not simply
a prediate as we assumed it is in the set omprehension for T above.
In order to determine whether to use B or D it is not neessary to know
the value of [[C℄℄ at all times|if it is only undened (i.e., yields ?
B
) at times
after the reative behaviour has swithed then it makes no dierene. More
preisely, if the ondition starts as false, beomes true later and subsequently
beomes undened, then we know exatly when to swith from B to D, de-
spite the undened points. This is not true if the ondition is undened before
it is true, beause then we do not know when we should swith. Therefore,
in suh ases the reative behaviour is undened from the time when the
ondition beomes undened (it is B before this time).
In short, one the ondition has yielded bottom it is no longer valid for
determining when the event ours, and one it has yielded true the event
ourrene is known and subsequent values of the ondition are irrelevant.
Thus, given a time t we must onsider three ases: if the ondition has only
ever been false, then use B; if the ondition has, before or at time t, been
true, and there are no bottoms before this true, then use D; otherwise there
must be a bottom before a true and so the result is bottom. This suggests
the following formal denition:






" T [ " Bad
[[D℄℄t t
2
" T ^ " T ! " Bad
?
(5.7)




T j [[C℄℄t = trueg
Bad = ft
2
T j [[C℄℄t = ?
B
g:
5.3 Examples of reativity
Figure 5.1 shows the values of four until-then expressions using the seman-
tis given in Equation 5.7. Notie that we have used numbers, booleans,
and the funtions >= and os, as if they were the lifted versions. We all
this impliit lifting, and it is justied beause it is always lear from ontext
whether a onstant refers to the usual value or the behaviour version. For
example, if 1 is the rst argument of an until-then expression, then it must
mean lift0 1 beause until-then takes a behaviour as its rst argument.
Impliit lifting is not part of the language, but we use it in this dissertation
to avoid an exessive proliferation of the lifting operators. In pratie it an
be implemented using overloading (Fran makes use of Haskell's overloading
failities to do this).
The rst example is a straightforward appliation of the semantis so far.
It is obtained by using the denitions for until-then, lift0, lift2 and
time. The seond example shows that if the ondition is always false then
the until-then expression is equivalent to B. In other words, it proves the
axiom
B until false then D = B
We disuss other axioms involving behaviour expressions in Setion 5.10. The
third example is similar to the seond exept that the ondition is always true,
and so the until-then expression is equivalent to D. The fourth example is
again a straightforward appliation of the denitions.
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1 t < 1
2







T j falseg(= ;)
[[D℄℄t
= t 7! [[B℄℄t
= [[B℄℄







T j trueg(= T)
[[D℄℄t
= t 7! [[D℄℄t
= [[D℄℄







T j t  os(t)g
[[D℄℄t
Figure 5.1: Examples of applying the semantis of until-then
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5.4 Impliit verses expliit values
Notie that we have not simplied the nal example in Figure 5.1 as we have
done for the other examples. To do so would require solving t = os(t) for
the smallest t
2
T; that is, suppose t
1






T j t  t
1
g) = t < t
1
:
However, we annot express this solution expliitly, that is, as a formula,
beause no formula exists. This does not mean that a solution does not
exist|we an prove that it does|but it means that the only way we an
express this value is as the solution to an equation.
This illustrates a peuliarity of our semantis: the semantis goes as far as
providing impliit formulas (i.e., equations) for the mathematial denotations
of programs, but sometimes some mathematial analysis is neessary in order
to obtain expliit values. Furthermore, in ases suh as the example above,
it is not possible to express the value expliitly.
5.5 Nested until-then expressions
So far we have introdued the following four operators for onstruting be-
haviour expressions:
time, lift0, $*, until-then.
The semantis of these operators has been dened ompositionally, that is,
in terms of the semantis of their arguments. Of ourse, the behaviours in
an until-then expression ould themselves be until-then expressions, and
this raises some new questions regarding the semantis of reative behaviours.
We will explore these in this setion.
CHAPTER 5. BEHAVIOUR EXPRESSIONS 69
We are onerned with the interpretation of reative behaviours of the
form
B until C then D
where any/all of B, C, and D are themselves reative behaviours. Let us
onsider the ase when D is reative to begin with. As an example, onsider
the nested expression,
1 until (time >= 1.5) then
(2 until (time >= 2.5) then 3)
| {z }
D
This behaviour should start as the onstant behaviour t 7! 1, and then swith
to D at time 1:5. Then it should be the onstant behaviour t 7! 2 until time












Fortunately, this is exatly the interpretation that our semantis gives, as
an be veried by routine alulation.
Now onsider a slight variation on the previous example whih is the same
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Intuitively we expet this behaviour to start as t 7! 1 and then swith to D
1
at time 1:5 as before. Then it should be t 7! 2 forever beause the ondition
C
2











But this is not what our semantis gives, beause it evaluates onditions over
all times. The set of times when the seond ondition C
2










T j t  0:5g
= [0; 0:5℄;
and so when we swith to D
1
(at time 1.5) we will immediately swith to D
2
(i.e., the value 3) beause all times are in " T
2
= [0;1) = T; this results in
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This is not what we intended. We want behaviours to be memoryless, that
is, have an intrinsi meaning not dependent on what has gone before. From
a pratial perspetive this property is essential; if it were absent it would be
neessary to evaluate ondition behaviours for all times in the past, whih
would be very ineÆient. More importantly, it is not useful for onditions in
nested reative behaviours to apply for times in the past.
In summary, we should not evaluate onditions like C
2
sine time began,
but rather from the time when their enlosing behaviour (in this ase, D
1
)
was swithed to. In this example, we should test the ondition C
2
from time
1:5 onwards. This is simple to apture semantially: the behaviour D
1
is
used for all times after C
1










So we should only evaluate the ondition C
2











Thus all onditions should be evaluated with respet to some set of times
whih is the set of times when the behaviour is \alive"|all the times after
the (enlosing) behaviour was swithed to. This is ontextual information
neessary to make sense of onditions in reative behaviours.
This ontextual information must be passed through by our semanti
funtion so that it is available to the omponents of ompound expressions.
Therefore [[ ℄℄ needs an extra argument that gives the set of times when the
behaviour is alive. (Reall that these sets do not always have a least time, so
we annot pass a single time denoting when the behaviour is alive from|see
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[[time℄℄(T
0
) = t 7! t
[[lift0 x℄℄(T
0
) = t 7! [[x℄℄
[[fb $* x℄℄(T
0
















" T [ " Bad
[[D℄℄(" T )t t
2
" T ^ " T ! " Bad
?
















Figure 5.2: The semanti funtion [[ ℄℄
Setion 5.7.) The new denition of [[ ℄℄ whih inludes this is given in Fig-
ure 5.2. Note that for $* the set T
0
is just passed through to its omponents,
but for until-then the behaviours B and C are passed T
0
, while the after
behaviour D is passed " T , whih is the times when it is alive.
We have overed the ase when D is reative, so now we need to onsider
the ase when B or C are reative. In fat, the new semanti funtion is
orret for these ases beause the behaviours B and C are alive as soon as





Sometimes it is easier to desribe the rate of hange of a quantity than the
quantity itself. It is essentially this observation that led Newton to develop
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the dierential alulus. For example, it is easy to desribe the aelerations
(the rate of rate of hange) of three bodies under gravitational attration|
eah aeleration is proportional to the gravitational fores ating on the
body|but it is very diÆult to give a formula for their positions (in general
it is impossible). To allow quantities to be desribed by their rate of hange,
CONTROL provides an operator that yields the integral of any given be-
haviour.
The integral of a top-level behaviour, f , is represented by integral f ,
and results in the behaviour that, at time t, yields the integral of [[f ℄℄ from 0
to t (i.e., the area under the graph of [[f ℄℄ from 0 to t). If integral is used
in the after part of some reative behaviour, then the integrand is integrated
from the inmum of the times when it is alive, that is from inf(T
0
). This
appears to be at odds with until-then whih distinguishes between events
suh as time >= 1 and time > 1, as explained in Setion 5.2. Taking the
inmum of the set of times when a behaviour is alive yields the same for
both of these behaviours, so integral does not make the distintion that
until-then does. However, the reason we dene integral this way is that
inluding or exluding the endpoint of the interval integrated over does not
hange its value|a line of zero width has no area. So taking the inmum is
the simplest way to dene integral using the standard notation for denite
integrals.
The formal denition is as follows:
[[integral f ℄℄(T
0









Integration only makes sense for real-valued behaviours, so f : Beh Real.
The integrand [[f ℄℄ may have undened points, that is, map ertain times
to ?
R
. Suh points ould make the integral undened; for example, if the
undened points are singularities (undened values resulting from a division
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We have not said how we should evaluate the integral expression in the
above denition. This must be done using mathematial analysis, and need
not onern us. Our semantis gives an impliit desription of the meaning
of any given behaviour in terms of equations and integrals. If we require
an expliit formula for the funtion of time that the behaviour represents,
then it is obviously neessary to do some mathematial analysis. Our theory
aounts for the possibility that there may not be a unique solution to the
equations by allowing the result to be bottom. In pratie, however, it is
sometimes not possible to solve the equations even when solutions exist, and
this limits our ability to reason about suh programs. This is a onsequene
of the limitations of urrent mathematial knowledge, however, and is not
due to our approah to giving a semantis to CONTROL.
A related issue is the meaning of integrals of reative behaviours. Reative
behaviours are partiular to CONTROL, and so we must dene what it
means to integrate suh behaviours. This is straightforward beause our
semantis interprets behaviours as funtions of time, and reative behaviours
are just pieewise funtions of time. Integrating pieewise funtions is well
understood; integrate the piees and add up the results. In summary, the
denition of integral is well dened for all real valued behaviours.
5.7 Avenue on event times
The usual notion of an event is some ourrene whih happens at a partiular
time; for example, two objets olliding or a temperature reahing a given
level. This is the view taken by Arti, Fran and most of the disrete time
languages we have seen. In languages using ontinuous time where it is
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possible to speify events by boolean behaviours, this view must assign an
event time to events suh as t > 1 whih have no earliest time when they are
true. An event ondition using greater than may orrespond to the event that
an objet has passed a given position, or that a temperature has exeeded
a given level. The distintion is quite subtle; using > instead of  in a
ondition behaviour only makes a dierene at one value, and so it makes
little dierene in languages using approximation tehniques. But our theory
is exat, and so the dierene is vitally important. In this setion we will
onsider the dierent approahes in Arti, Fran and CONTROL with regard
to this issue.
The simplest example of a ondition that has no earliest time when it
beomes true is the behaviour
time > 1:
This represents the funtion
(t) = t > 1
whih is true for times in the set
T = ft
2
T j (t)g = (1;1):
This set has no minimum element and therefore there is no earliest time when
the ondition beomes true. If all events must have an ourrene time, then
we must have some way of alulating the event time from the set T . Notie
that the semantis we gave to until-then in CONTROL does not have to
address this issue beause it swithes to the new behaviour for all times in
the upperset of T , and uppersets exist for any set. Thus the behaviour
B until time > 1 then D
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will at like B for times in the set [0; 1℄ and like D for times in the set (1;1).
Arti simply ignores the problem. The last paragraph in Setion 8
of [Dan84℄ states that
... a boolean funtion is evaluated to nd the rst moment
[after it ame alive℄ at whih the funtion is true.
This semantis annot be applied to onditions like t > 1 beause there is no
rst moment when it is true.
Fran reognises the problem, and avoids it by taking the event time to
be the inmum of times when the ondition is true. Inmums of sets of real
numbers always exist (see [Apo74℄) so there is always an event time if the
ondition is ever true. Fran's time domain is extended with1 so that if the
event ondition never beomes true the event time is1; this simply requires
the inmum of the empty set to be 1, whih auses no diÆulty.
Although Fran assigns an event time to any possible ondition behaviour,
it is not as rened as CONTROL beause events like t  1 and t > 1 are
semantially the same in Fran|they both have an event time of 1. A reative
behaviour in Fran swithes stritly after its event time, so for both onditions
t  1 and t > 1 the old behaviour is used at time 1 and the new one stritly
after time 1. If Fran swithed to the new behaviour at time 1, it would seem
to early for the event t > 1 beause it would swith before the event ondition
has ever been true. On the other hand, swithing stritly after time 1, as
Fran does, seems to late for the event t  1 whih is true at time 1. As we
shall see in the next setion, the only reativity onstrut that yields the old
behaviour for times when the event ondition has never been true and the
new behaviour otherwise is the one we have dened for CONTROL.
We suspet that the reason reative behaviours in Fran swith stritly
after the event time is that this is what the implementation does. In the
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implementation this avoids reursive reative behaviours looping when sam-
pled, and it may have been hoped that this method whih works in disrete
time also arries over to ontinuous time. We have found this not to be the
ase, as we shall see in Setion 6.11.
5.8 Avenue on alternative semantis for re-
ativity
In this setion we will onsider alternative semantis that ould be given to
until-then, and whether any semantis other than CONTROL's or Fran's
is reasonable. Firstly we must dene what we regard as a reasonable se-
mantis for until-then. Given that our language is idealised, we expet
reative behaviours to respond to events without any delay; otherwise the
language would be approximate, and our approah is to avoid the omplexity
of approximation by rst onsidering the exat language.
We will onsider the two event onditions time >= 1 and time > 1,
whih represent the values t  1 and t > 1, and the semantis of rea-
tive behaviours using these event onditions. All onditions are equivalent
to one of these two in the sense that they either beome true at a partiular
time, or for times stritly after some time.
Firstly, a reative behaviour with the ondition t  1 only has two hoies;
either swith at time 1 or stritly after. Swithing any nite length of time
before or after time 1 would learly be an approximate response. These two
hoies only dier at time 1|for all other times they are the same.
Similarly, a reative behaviour with the ondition t > 1 ould swith ei-
ther at time 1 or stritly after. So there are two hoies for both kinds of
event, giving four possible semantis for until-then that are not approxi-
mate. It would be absurd to swith at time 1 for the ondition t > 1 and
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t  1 t > 1
CONTROL at 1 after 1
Fran after 1 after 1
Early at 1 at 1
Figure 5.3: Dierent semantis of until-then
stritly after time 1 for the ondition t  1, however, so there are three
possibilities that are reasonable. These are shown in Figure 5.3. The rst
orresponds to the semantis of until-then in CONTROL, the seond to
the semantis in Fran and the third we have alled Early beause it swithes
at time 1 in both ases.
In summary, there are three dierent semantis for until-then that are
reasonable in the sense that they do not swith a nite duration before or
after the rst time or times when the event ondition beomes true. CON-
TROL's semantis gives the before-behaviour (in a reative behaviour) for
times before any time when the ondition is true and the after-behaviour
otherwise. The other semantis an be dened by nding event times by
taking the inmum of the times when the ondition is true, and then either
swithing stritly after that time (Fran) or at that time (Early). At this
stage it seems that CONTROL's semantis is the most natural, and it is
more rened beause it distinguishes between events like t  1 and t > 1
whih the other semantis do not, but the other semantis are still reasonable
possibilities. Later on in Setion 6.11 we disuss how the hoie aets the
semantis of reursive reative denitions.
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5.9 Avenue on integrability
Any real valued behaviour an be used as an argument to the integral
operator yielding the integral if the behaviour is integrable and bottom if it
is not. In this setion we onsider riteria for lassifying behaviours aording
to integrability.
Firstly we need a preise denition of integration. The standard denition
uses Riemann sums whih are approximations of the area under the urve
obtained by dividing the interval into strips and making a retangle the
height of the urve at some point in eah strip. The sum of the area of
these retangles is the Riemann sum, and if the limit as the width of the
strips tends to zero onverges, then this is the value of the integral. If it
does not then the funtion is not integrable over that interval. (The limit
has to onverge regardless of what point in eah strip is hosen for the height
of the retangle.) The formal denition of Riemann-integrability and other
tehnial terms in this setion an be found in [Apo74℄.
All ontinuous funtions are Riemann-integrable (from now on, inte-
grable). We use ontinuous in at least three dierent ways in this dissertation,
but when we are referring to real valued funtions we mean ontinuous in
the sense of real analysis and not domain theory.
Many behaviours do not represent ontinuous funtions, for example:
1. lift1 floor time
2. 1 / (time - 1)
3. 1 until (time >= 1) then 2
The rst behaviour lifts the floor funtion whih is disontinuous. The
seond has a disontinuity beause of division by zero at time 1. The third
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expliitly denes a step funtion using a reative behaviour. The rst and
third examples are integrable, and more generally all bounded funtions with
disontinuities at disrete points are integrable (see [TF92℄). A stronger
result is the following:
Theorem 5.1 (Lebegue's riteria for Riemann-integrability) If f
is bounded on [a; b℄ and the set of disontinuities S on [a; b℄ has zero measure,
then f is Riemann-integrable on [a; b℄.
Sets with zero measure inlude all ountable sets as well as some peuliar
unountable sets (suh as the Cantor set, [Apo74, pp. 180℄). A reative be-
haviour may reat many times, but event ourrenes are in sequene and so
the set of disontinuities in any reative behaviour must be ountable. There-
fore it follows that any bounded reative behaviour is integrable (assuming
that no built in funtions that are not integrable are lifted).
5.10 Avenue on axioms
There are a few simple axioms whih hold for behaviour expressions. Using
our semantis it is straightforward to verify these axioms. In Setion 5.3 we
saw the following equivalenes:
B until false then D = B
B until true then D = D
The following property of lifting holds:
(lift0 f) $* (lift0 a) = lift0 (f a)
Assuming a funtion integrate whih alulates the symboli integral of
behaviours, we have
integral b = integrate b
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Often the symboli integral does not exist or is diÆult to ompute, so this
equivalene only applies to a relatively small subset of behaviours.
There are very few useful axioms in terms of the basi operators. In
partiular, until-then is not assoiative.
Chapter summary
There are four operators for onstruting behaviour expressions: lift0, $*,
until-then and integral. The lifting operators provide a way of apply-
ing existing funtions to behaviours. The until-then operator is used for
expressing reativity. It is quite subtle for two reasons:
1. Conditions speifying events do not always have a rst time when they
our.
2. Nested until-then expressions must test onditions from when their
enlosing behaviour ame alive, and not for all times.
These onsiderations lead to dening event ourrenes in terms of uppersets
of times when the ondition is true, and dening a semanti funtion that
passes these uppersets on to after-behaviours.
The integral operator is relatively straightforward beause reative be-
haviours an be integrated in a pieewise fashion. However, we an not
always obtain expliit formulas for the meaning of integral expressions as
the existing tehniques for analytial integration do not over all ases.
Chapter 6
Behaviour denitions
So far we have seen how to write behaviour expressions whih are used to
represent funtions of time. In this hapter, we will introdue behaviour def-
initions whih let us name behaviours by variables and then refer to those
behaviours elsewhere by their names. This an be useful when a behaviour
expression appears more than one in a program, beause it avoids dupliat-
ing the expression. More importantly, if behaviour denitions are allowed to
be reursive then they inrease the expressiveness of the language onsider-
ably. In this hapter we disuss simple reursive denitions and later on in
Chapter 9 we give realisti examples of programs that annot be written in
CONTROL without using them.
As we shall see, the standard approah for giving a semantis to reursive
denitions does not work for behaviours. This leads us to develop a new
approah, whih is the main subjet of this hapter.
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6.1 Reursive behaviour denitions













where eah variable a
i
may appear in any E
j
, and, of ourse, in the body F .
It is muh simpler to desribe the semantis of a single reursive denition,
and in fat it is suÆient to do so beause there is a standard method of trans-
lating multiple reursive denitions into a single nested reursive denition
(see Setion 7.7).
We will all our onstrut for reursive denitions letbeh to avoid on-
fusion with letre, and to emphasise that it an only be used to dene
behaviours. The syntax is,
letbeh a = E in F
where a is a variable, and E and F are behaviours.
Many reursive behaviour denitions, suh as
letbeh a = a in a;
are not meaningful, but are two situations where they are partiularly useful:
1. Dening a behaviour that hanges when it reahes a ertain value.
This requires a reative behaviour where the ondition refers to the
behaviour being dened.
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2. Dening a behaviour in terms of its rate of hange using integral,
where the rate of hange refers to the behaviour being dened. This
orresponds to integral equations in mathematis, whih are essentially
ordinary dierential equations expressed dierently.
Reursive reative denitions turn out to be quite diÆult to give a semantis
to beause the standard approah does not work. In the following setions
we will explain the problem with applying the standard approah, and the
method by whih we give a semantis to these denitions. Finally, we will
extend the method to inlude reursive integral denitions.
6.2 Reursive reative denitions
To desribe a behaviour that hanges when it reahes some value, a reursive
denition of the following form is required:
letbeh a = : : : B until C[a℄ then D : : : in F : (6.1)
That is, part of the expression dening a is reative and hanges when a
reahes some value, as speied by the ondition C[a℄ that depends on a.
So these kinds of behaviours are ones that reat to themselves. If we on-
sider multiple denitions like these, where the onditions refer to any of the
variables, we see that we are desribing behaviours that interat with eah
other. Interation between omponents is an essential aspet of most reative
systems, and in CONTROL it is not possible to express interation without
this kind of reursive denition.
We will now onsider a subset of denitions of the form (6.1), where the
right hand side is an until-then expression at the top-level,
letbeh a = B until C[a℄ then D in F: (6.2)
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We restrit our attention to this lass of denitions beause they have a
simple meaning; they are equivalent to non-reursive denitions of the form,
letbeh a = B until C[B℄ then D in F:
The ondition C[a℄ is only relevant before the event ours|afterwards a is
D and C[a℄ is no longer required|and before the event ours a ats like
B. This is a onsequene of a basi ausality requirement; D will be used
after the event has ourred, and so it should not aet the event itself.
This priniple is not adhered to if we take a naive approah to reursion,
however, beause the semantis of until-then stipulates that as soon as the
ondition beomes true, the behaviour swithes to some new behaviour, and
in programs like (6.2) this means that D is not used only after the event, it is
used at the event time as well. We will now desribe this problem formally.
6.3 Least xed points
To give a ompositional semantis to a language with denitions, we need
some way of apturing bound variables so that we an interpret them in
sub-expressions where they appear free. This an be ahieved by passing an
environment to the semanti funtion; then the environment gives the values
of the free variables in every program phrase. Abstratly, an environment,
u, is a funtion from variables to values, and we write [uja : x℄ for the
environment that is idential to u exept that it maps a to x, overriding
any previous assignment for a in u. We write [[P ℄℄u for the meaning of the
program P in the environment u.
Using environments, the semantis of letre presribes that a reursive
denition means a solution to the orresponding equation in the appropriate
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semanti domain; that is,
[[letre a = E in F ℄℄u = [[F ℄℄[uja : x℄
x = [[E℄℄[uja : x℄:
To re-iterate, the meaning of a is a solution to the equation in x. For a
PCF-like language, these equations an be solved by expressing the problem








G(x) = [[E℄℄[uja : x℄;
and then hoosing the least xed point with respet to an information order-
ing as disussed in Setion 4.2. This ordering is suh that there is always a
least solution (so we have a anonial hoie for the meaning of a), and that
this is the solution we require from a omputational perspetive.
Adopting this approah for reursive behaviour denitions yields,
[[letbeh a = E in F ℄℄(T
0
)u = [[F ℄℄(T
0
)[uja : x℄ (6.3)
x = [[E℄℄(T
0
)[uja : x℄ (6.4)
(i.e., as for letre but with the extra argument T
0
whih is the set of times
when the behaviour argument is alive). For now, we will ignore the issue of
hoosing anonial solutions to these equations, and just onsider whether
solutions exist.
Let E in Equations (6.3) and (6.4) be
E  B until C[a℄ then D:
Then Equation (6.4) is
x = [[B until C[a℄ then D℄℄(T
0
)[uja : x℄:
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Now, using the semantis of until-then given in Figure 5.2 (we assume that
C[a℄ is not bottom in this disussion) we obtain,




)[uja : x℄t t
=2
" T








At this stage it is instrutive to try this semantis with some programs;
for example, applying the semantis to the program
letbeh a = 1 until (time >= a) then 2 in a:
Doing so yields the following equation for x (we let T
0
= T):









T j t  x(t)g: (6.6)
There are no solutions to these equations, whih we will now prove formally.








Proof For t < 1 the ondition t  x(t) must be false beause x(t) is either
1 or 2. Therefore, T ontains no times less than 1, and so t
=2
" T is true
for t < 1. Hene, by (6.5) we have x(t) = 1 for t < 1. But at t = 1 there
is a kind of Russellian paradox. We know that x(1) is either 1 or 2. Let us
onsider both ases:
 Suppose that x(1) = 1. Then 1  x(1) =) 1
2
T by (6.6), and so
1
2
" T . But 1
2
" T =) x(1) = 2 by (6.5), whih ontradits our
assumption.
 Suppose that x(1) = 2. Then 1  x(1) =) 1
=2
T by (6.6), and,
sine T ontains no times less than 1 or 1 itself, we have 1
=2
" T . But
1
=2
" T =) x(1) = 1 by (6.5), whih ontradits our assumption. 2
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In short, if we assume that x(1) = 1, then equations (6.5) and (6.6) imply
that x(1) = 2, and onversely, if we assume that x(1) = 2, then equations
(6.5) and (6.6) imply that x(1) = 1.
We ould onlude from this that the meaning of the program is ?
T!R
?
(or is t 7! 1 for t < 1 and undened for t  1), but we want to give suh
programs a stronger meaning|in fat, they are only useful if we an do so.
The problem is exatly the same in the general ase (6.2), and it arises
beause until-then stipulates that as soon as the ondition beomes true
it should yield the after-behaviour, D, but this hanges the ondition at
the instant it beomes true, so it may then not be true (as in the example
above). The only way to avoid this ontraditory situation, and retain the
view of reursive denitions as solutions to equations, is to delay swithing
slightly. This goes against our intention that CONTROL is an idealised,
instantaneous response language, and moreover, it an be shown that all
reasonable possibilities for dening until-then this way lead to unaeptable
anomalies in the semantis. (These alternatives are explored in Setion 6.11.)
Therefore we must take a dierent approah to the semantis of reursive
reative denitions.
6.4 Non-reative evaluation
In this setion we will give an informal desription of our solution to the
problem with reursive reative denitions. We have just seen a proof that
some reursive reative behaviours denote bottom beause a ontradition
arises at the times when the ondition beomes true. Put simply, interpreting
a denition of the form
a = B until C[a℄ then D;
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leads to a ontradition beause the ondition C[a℄ depends on the meaning
of a, and a hanges from B to D at the instant C[a℄ beomes true, whih
means it may not be true after all.
We ould avoid suh ontraditions by preventing reative behaviours
from swithing when determining event ourrenes. The idea is to interpret
all reative behaviours of the form
B until C then D
as if they were just B. We all this non-reative evaluation. It is neessary
to evaluate the whole program this way beause any reative behaviour, in-
luding nested until-then's, ould ause the problem. Note that before any
events have ourred, interpreting programs using non-reative evaluation is
no dierent from an interpretation that takes reativity into aount.
As an example, the reative behaviour
1 until (time >= a) then 2
is interpreted non-reatively as the behaviour 1. This ignores the ondition
whih refers to a variable, possibly reursively.













One of these, say A
e
for some index e, must reat rst (we will begin by
ignoring the possibilities of no events ever ourring and of simultaneous





is true, for eah until-then expression. For the behaviour that
reats rst, A
e
, the set T
e
must ontain earlier times than all the other sets
T
i
. This means that we know non-reative evaluation will give the orret
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meaning of the program for times before those in T
e
, beause no event has
ourred. It does not tell us anything about the value of any behaviours for
times in " T
e
, beause they may depend on the value of the expression A
e
,
whih has reated (and non-reative evaluation assumes it has not reated).
We an evaluate behaviours for times in " T
e





program, to aount for it reating. Then, if we use non-reative evaluation
again, we will get the orret meaning up to the next event ourrene. This
suggests the following iterative proedure for interpreting behaviours in a
program P :
1. Evaluate P non-reatively.







be the set with the earliest times.
4. The evaluation in 1 is valid for times before T
e
.






in P , and repeat this
proedure.
6.5 Transitions
We will now formalise the proedure desribed above. The proedure yields
a sequene of programs (P
i
) beginning with the program P (= P
0
). Eah
program in the sequene is the same as the previous one exept that one













for the i-th program|has been replaed by D
e
i




is the rst behaviour to reat in P
i
).
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This is a kind of redution, similar to term re-writing or redution in
the lambda alulus. One dierene is that we are not only interested in
the sequene of programs (P
i
); we are also interested in the result of non-
reatively evaluating eah program and in the intervals when these evalua-








the rst ondition C
e
0
beomes true. Then we know that p
0
is the meaning
of P over the interval Tn " T
e
0
. We will annotate arrows denoting transitions











For the seond transition we evaluate P
1





























In general, we need to dene a transition relation suh that a program P
is related to P
0
when evaluating P non-reatively over T
0
(the times when P
is alive) yields p and this is valid up to times in T
1














For example, the reative behaviour
1 until (time >= 1) then 2
alive for times in T makes a transition to the behaviour 2, and ats like the
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The behaviour 1 is shorthand for lift0 1 whih is non-reative and therefore
equals t 7! 1 over any interval.
This transition relation an be dened ompositionally, that is, on the
syntati struture of programs. This way the transition P makes is alu-
lated from the transitions of its immediate sub-phrases, and so on, produing
a tree-strutured derivation of the overall transition.
We must ensure that only the behaviour (or behaviours) that reats rst
makes a transition. So, if C
e
is the rst ondition to beome true then at
















and as we go down the tree this behaviour is ombined with other behaviours
in suh a way that only this one hanges. (The other behaviours reat later
and therefore should not hange.)
As an example of a behaviour with two sub-phrases, we will onsider
A+B where + is the behaviour level addition operator. This is a speial ase
of lift2, and in turn lift2 is dened in terms of lift0 and $*, but it is
simpler to use + to illustrate transitions of ompound expressions.
Say we take a bottom up approah to onstruting the derivation tree for




















This means that A is non-reative for times before those in T
A
, and similarly









. This gives three possibilities for the transition
that A+B makes:
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This bottom up approah works, but we an redue the number of rules by
taking a top down approah. All we need is a rule for Case 3, so A+B makes




, and a no-hange rule whih allows B
0
to be B when
Case 1 applies, or A
0
to be A when Case 2 applies. We will now explain this
in more detail.
6.6 The no-hange rule
Taking a top-down approah means that we start by trying to nd the tran-
sition the overall behaviour makes. Continuing our last example, we want
to nd the transition that the behaviour A+B makes. It is non-reative over
the interval T
0




, whihever ontains the
earliest times. Then we nd the transitions that A and B make, as in 6.7.
But we require the transitions they make over T
0
nM and so one of them
may have to make a no-hange transition; if A reats rst, B will have to
make a no-hange transition and vie-versa.
































. The derivations for the premises
are exatly as in 6.7.
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ontains earlier times than T
B
)
and B makes a no-hange transition. Firstly we will desribe the no-hange





















X = " X

The side ondition X ! T
B




is an upperset, so if X ontains more times than T
B
then
it must ontain earlier times). Sine X ontains earlier times, the interval
T
0




and therefore B must make a no-
hange transition (i.e., a transition from B to B) over this smaller interval,
as the rule ditates. The seond side ondition is neessary to ensure that X
is an upperset, beause otherwise T
0
nX would not be an interval.
The following derivation shows how the no-hange rule and the lift2 (+)


















































1. The transitions for A and B at the leaves (top) are exatly as in 6.7.









is true beause T
A
is an upperset.
The result of this derivation is that a transition to A
0
+B is made, whih is
what we require for Case 1. Case 2 is symmetrial to this one.
CHAPTER 6. BEHAVIOUR DEFINITIONS 95
A onern is that the hoie of rules in derivations is no longer deter-
ministi beause the no-hange rule an be used anywhere. This would be a
problem if it resulted in many dierent meanings for some programs beause
we want our semantis to give a unique meaning to all programs. In fat
this is not the ase and it is easy to show that the rules are deterministi so
long as the non-reative interval for every transition is as long as possible;
see Theorem 8.10 in Setion 8.7.
The lift2 (+) rule above is a speial ase of the lift2 rule whih in turn
is a derived rule from the basi lift0 and $* rules. These two rules are
straightforward beause they yield the same values as in Figure 5.2. The lift0
rule is valid over the interval T
0
n ; = T
0
beause the value the behaviour
yields never hanges. The set T
0
is an upperset and thus the value is valid
for all times in the future. It is therefore irrelevant what behaviour this rule










The rule for $* uses the same method as the lift2 rule to deal with the






































CHAPTER 6. BEHAVIOUR DEFINITIONS 96
6.7 Transitions for reative behaviours
The most important transition rules are those for until-then beause they
allow a reative behaviour to update when an event ours, whih is the pur-
pose of the transition system. When an event ours, part of the derivation






























j (t)g (this assumes that  is not bottom). This derivation
is only valid when the event speied by C ours before either B or C reat,
that is, when





Otherwise (i.e., when B or C reats rst) the derivation is like that for lift2

































As for lift2 (+), this rule, in onjuntion with the no-hange rule, is suÆient
to deal with the three ases (i.e., when B reats rst, when C reats rst,
and when B and C reat simultaneously). Notie that we are not onerned
with when D reats beause it is not yet alive. The ondition when this
rule applies is when either B or C reats before the ondition speied by C
beomes true, that is, when
M ! " T:
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What about the ase when C beomes true exatly when B or C reat,
that is, when " T = M? In this ase we give priority to the top-level reative
behaviour, and make the transition to D as in (ut-a) above.
There is an alternative derivation for (ut-a) that ahieves the same result
and is more like (ut-b). The rule obtained is preferred beause then the









. Then the derivation is as in (ut-a) with possible appliations




are not both equal to M . The side
ondition when this derivation is valid is " T  M (reall that this rule
applies when B or C reat at or after the time/s when C beomes true,
whih is when the set " T is a superset of M). Thus, the rule for derivations











































Here the set T is given by
T = ft
2
T j (t 7! t  1)(t)g
= ft
2
T j t  1g
= [1;1):
The rule when the event does not our before B or C reats is alled
non-o and is as follows:





























(M ! " T )
.
An example of applying non-o requires B or C to be a reative behaviour,
and one that reats before C beomes true; say B is the behaviour in (ex-o),
B  1 until (time >= 1) then 2

































2 until (time >= 2) then 0
In the preeding disussion we assumed that the ondition does not yield
bottom at any time. As disussed in Setion 5.2, we an only determine
when the event ours if the ondition beomes true before any times map to






j (t) = ?
B
g;
as in Setion 5.2, and then restriting the o and non-o rules by adding
side onditions whih ensure that no bottoms have thus far been found. So,
for the o rule we must add the extra side ondition
" T ! " Bad;
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and for the non-o rule we require
M ! " Bad:





j (t) = trueg:)
To deal with reative behaviours where the ondition beomes bottom




























is the funtion that is like b until the ondition beomes bottom,










The side ondition for this rule just requires the ondition to yield bottom
at or before B or C reats and at or before the ondition is bottom;
" Bad  M ^ " Bad " T () " Bad M [ " T:
Notie that the side onditions for o, non-o and bad-ond are mutually
exlusive and exhaustive. This is neessary for the rules to be deterministi
beause the premises are the same in all these rules.
We now have transition rules for lift0, $*, time, and until-then. The
next step is to dene a rule for letbeh.
6.8 Transitions for reursive reative deni-
tions
Reall that our motivation for developing the transition rules was to apture
a proedure that enables us to give meanings to reursive reative denitions
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suh as
letbeh a = 1 until time >= a then 2 in a: (6.8)
A transition rule for denitions will require an environment to map variables
to values. In keeping with our inferene style rules we will adopt the syntax












The letbeh rule interprets a denition
letbeh a = E in F
using the transition E makes in the environment where a maps to the non-
reative evaluation of E (i.e., the value e on the top of the arrow). This gives
the rule























(Again, M is used in the same way as in the lift2 (+) rule.) This approah
does not have the problem enountered in Setion 6.3 beause E is evaluated
non-reatively.
It is instrutive to apply these rules to Example 6.8 above. This requires
a rule for lift2 (=>) analogous to the lift2 (+) rule.
6.9 Transitions for integral behaviours
In an integral behaviour, the integrand may be reative. This presents no
real diÆulty, however, beause we an integrate over non-reative intervals|
whih are obtained using the transition rules|and then add up the piees.
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For example, using the transition rules we have already seen that
1 until (time >= 1) then 2
represents the behaviour that is t 7! 1 over the interval T n [1;1) = [0; 1)
and t 7! 2 afterwards. The integral of this behaviour is the integral of these





















Mathematially this is just integrating a disontinuous funtion by adding
together the integrals over the ontinuous parts. Hene the transition rule
for integral evaluates the integrand over a non-reative interval and then























To omplete the rule we need to dene X, the behaviour for the next tran-
sition. The next transition will evaluate the behaviour from the times in
M , and sine integrals are umulative we must add the integral so far (i.e.,








to the integral of the new integrand, A
0
. The value k is a real number,
however, and we require the representation of this number in CONTROL.
The funtion Real
2
R ! Real serves this purpose; it is the inverse of [[ ℄℄ for
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A similar problem arises for integrals with badly behaved integrands as
for reative behaviours with bad onditions. The integral rule above requires
the side ondition that a is integrable on the interval T
0
nM . If this is not


















This asserts that if a is not integrable on the interval T
0
nM , then the value
of the integral expression is bottom for all times in the future. The reason
for this is that integrals are umulative and so if we do not know its value
over some interval, then we annot determine its value at any time after
that interval. As an example, we annot integrate the behaviour
1 / (time - 1)
beause there is a division by 0 at time 1. Therefore the bad-integral rule
applies and yields t 7! ?
R
for this behaviour.
6.10 Transitions for reursive integral deni-
tions
Unlike reursive reative denitions, reursive integral denitions do mean
the solutions to the orresponding equations. For example, the denition
a = 1 + integral a
means a solution to the integral equation





This equation has a unique solution, x(t) = e
t
. In general, however, there
may not be a unique solution, and suh denitions denote t 7! ?
R
.
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We need to obtain integral equations from side onditions in the transition
system. This means introduing mathematial variables, suh as x above,
and equating them to the result of the right hand side of a reursive denition
in the letbeh rule. More expliitly, the right hand side of a reursive integral
denition dening a variable a is evaluated in the environment where a maps
to x, and the result of this is equated with x. Thus, assuming x is a new
variable, the letbeh rule is modied as follows:
























It is easy to verify that this new rule, together with the integral rule, gives
the orret integral equation for the example from the start of this setion.
Note that for non-integrals, the introdution of the variable x is superu-
ous, and eliminating it yields the same result as for the previous letbeh
rule. Therefore our new letbeh rule works as before for reursive reative
denitions.
The values above the arrows are no longer the denotations of behaviours
over non-reative intervals beause they may ontain free variables. These
free variables are onstrained by side onditions, and have a xed value when-
ever the program is meaningful. So the transition rules are used to form
equations, and the solutions to these equations are the denotations. This
interpretation of the transition rules is explained further in Setion 9.1.
Before we introdued the above rules to aommodate integrals, we still
needed to solve equations to nd the denotations of programs; in partiular,
to deide whether the o or non-o rule should be used it was neessary
to solve a side ondition. So this is a fundamental feature of our semantis,
and not due solely to integration. Of ourse, solving equations|partiularly
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integral equations|may involve very diÆult mathematial analysis. This
was observed in Setion 5.6 in the ontext of plain integrals, and learly
allowing integral equations greatly inreases the diÆulty of the analysis.
6.11 Avenue on delayed swithing
In Setion 5.8 we onsidered alternative semantis for until-then whih were
still exat in the sense that there was not a nite length of time between the
times when the ondition beomes true and the reative behaviour swith-
ing. It is now worth reonsidering these alternatives in relation to reursive
reative denitions in ase they provide a simpler semantis.
In Setion 6.3 we proved that some reursive reative programs have no
meaning if we take the view that reursive denitions are equations. This is
the usual interpretation of reursive denitions, so it is perhaps more satisfa-
tory to hange the semantis of until-then than devise a new interpretation
of reursive denitions. However, we shall see that none of the alternative
semantis for until-then make this possible.
There are two possible alternative semantis for until-then whih we
alled Fran and Early. We will onsider only the Fran alternative in this
setion; the analysis for Early is similar.
The Fran alternative uses Elliott and Hudak's semantis for untilB and
prediate in Fran for until-then in CONTROL,
[[B until C then D℄℄t
0









where T = ft
2












are times; these replae the sets of times used in
our semantis beause every event has an event time. Note that we have
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ignored the possibility that the ondition may yield ? at some times. With
this semantis a reative behaviour swithes from B to D stritly after the
inmum of the times when C is true (t
e
). Part of the reason for swithing
stritly after is to avoid the problem with reursive denitions. The idea is
that a reursive reative behaviour of the form
letbeh a = B until C[a℄ then D in F
always yields B at the time when the event ours, and so the ondition (in
terms of a) is not aeted by a swithing. For example, given the term
letbeh b = 1 until (time >= b) then 2 in b
we obtain the orresponding equations:
x = t 7!








T j t  x(t)g)
This has one solution,
x = t 7!

1 t  1
2
This approah looks very promising until we onsider some other exam-
ples. The following program does not have any meaning under this semantis:
letbeh b = 1 until (time > b) then 2 in b (6.9)
In other words, there are no solutions to the following equations:
x = t 7!








T j t > x(t)g)
One ould be argued that suh programs should not have any meaning, but
there is a more serious problem. Consider the program
letbeh b = 1 until (time > b) then 0 in b (6.10)
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whih gives the equations,
x = t 7!








T j t > x(t)g)
These equations have a solution, whih is anomalous beause 6.9 is the same
program as 6.10 exept for the after-behaviour. So under this semantis the
after-behaviour an inuene whether the event an be determined or not.
This breaks the ausality priniple that things in the future annot aet the
present.
In summary, Elliott and Hudak's semantis for untilB and prediate
in Fran an be used for until-then in CONTROL, but this does not pro-
vide a reasonable semantis for reursive denitions under the equational
interpretation of denitions. In fat, it is worse than using our semantis
for until-then beause although it gives a meaning to more programs it
violates the ausality priniple.
Chapter summary
Some behaviours an only be expressed if we an refer to them in their own
denition, in other words, if we an dene them reursively. In partiular, in
some reative behaviours the ondition needs to refer to the behaviour itself.
This tehnique is not an equational approah to dening behaviours reur-
sively beause there are no solutions to the resulting equations. The intended
meaning of suh denitions relies on the operational notion of non-reative
evaluation, and this an be formalised by a transition system. Integrals an




So far we have seen operators for onstruting behaviours, but we have no
failities for:
 Parameterising a behaviour by a variable.
 Construting a periodi, or repeating, behaviour (or more generally a
behaviour with an innite number of states).
Most programming languages provide parameterised expressions that an be
named and referred to elsewhere. This allows the same expression to be
re-used with dierent values of the parameter. These parameterised expres-
sions are often alled funtions beause they behave similarly to funtions
in mathematis. Another ingredient universal in programming is repetition,
often provided for by reursion in funtional languages and by loops in im-
perative languages. Reursion in CONTROL makes it possible to desribe
periodi behaviours; that is, behaviours that repeat the same values over
some interval, as sin does. In imperative and funtional programming the
ombination of parameterising ode by variables and repetition is essential
for many programs. We will see that this also applies to CONTROL when
we introdue funtions and reursion.
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Funtions and reursion are key aspets of PCF, and the mehanisms we
adopt for CONTROL are the same. However, in addition to reursive fun-
tions CONTROL has reursive behaviours whih we disussed in Chapter 6.
These two mehanisms for reursive denitions are quite dierent, but, as
we shall see, they omplement eah other to provide a powerful program-
ming paradigm. In this hapter we show how the semantis for the separate
mehanisms an be unied within one language.
7.1 Funtions
Consider the term:
integral (time * lift0 2) + integral (time * lift0 3): (7.1)
Assuming that we an dene a funtion f of a variable x by
f x = integral (time * lift0 x); (7.2)
then Term 7.1 an be re-expressed as
f 2 + f 3:
This saves writing almost the same expression twie.
We will use -notation for funtions in CONTROL. A term
x:L
represents a funtion that takes an argument and yields the term L with the
value of the argument substituted for all free ourrenes of x. With this
notation we would write f from (7.2) as follows:
f = x. integral (time * lift0 x):
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In some languages there is a let onstrut so that funtions an be dened
and then used within the main program term. Using suh a faility Term 7.1
ould be written as
let f = x. integral (time * lift0 x)
in f 2 + f 3:
In general, the let onstrut binds a variable, f , to a term, F , within a body,
M,
let f = F in M:
However, we already have a mehanism for binding variables within a term,
-abstration. The let notation is equivalent to an abstration, to abstrat
over f in M , and an appliation, to apply F to this abstration. Lambda
notation therefore subsumes let, and we an dene let as syntati sugar
as follows:
let f = F in M  (f:M)F:
We an also dene the funtion denition notation we used in (7.2) as syn-
tati sugar:
let f n = F in M  let f = n.F in M:
We will now give a brief desription of the syntax and semantis of -
terms. Firstly, reall the syntax of variables, -abstrations and appliations
from Chapter 4,
Types  ::=  ->  funtion types
Terms E ::= x variables
j x:.E -abstrations
j E E appliations:
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Notie that a type must be supplied for -bound variables. In the above
disussion we omitted types for simpliity, but from now on types will be
given for all bound variables.
Both the operational and denotational semantis of -terms are important
in our theory of CONTROL. The following informal desriptions are made
preise in Chapter 8.
The operational semantis of -terms is based on -redution, whih de-
nes the appliation of a funtion (i.e., an abstration) to an argument to be
the result of substituting the argument for the bound variable,
   rule (x : :L)N ! L=[x : N ℄;
where L=[x : N ℄ denotes substituting the term N for free ourrenes of the
variable x in L.
The denotational semantis requires an environment to be passed to the
semanti funtion. The environment assigns a value to every free variable in
the term. The semanti equations are as follows, where x is a variable and u
is an environment: for variables,
[[x℄℄u = ux;
-abstrations represent atual funtions,
[[x : :L℄℄u = d 7! [[L℄℄[ujx : d℄;
and appliations are dened as funtion appliation,
[[MN ℄℄u = ([[M ℄℄u)([[N ℄℄u):
(The formulas on the right hand side are guaranteed to be type orret by
our use of the simple type system.)
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7.2 Reursive funtions
Although -abstrations are onvenient, they do not by themselves add muh
expressiveness to the language beause of the restritions imposed by the
simple type system. In partiular, it is not possible to desribe repeated
patterns of omputation, suh as a behaviour that repeats over some interval.
In this setion we will explain this point and introdue a reursion operator
that allows a funtion to all itself, whih enables repeated omputation.
Operationally this operator is straightforward, but denotationally it is more
diÆult to apture. However, we will show that the usual treatment of
reursive funtions is ompatible with our semantis of behaviour operators
(this does not inlude reursive behaviours as disussed in Chapter 6).
A reursive denition has the form
f = F (7.3)
where the funtion f reurs on the right hand side, that is, in F . If we wrote
this denition using let then the ourrene of f on the right hand side
would be free, and not assoiated with the funtion f being dened.
In the untyped -alulus it is possible to dene reursion ombinators
suh as
Y  f:(x:f(xx))(x:f(xx)):
They have the property that
Y G! G(Y G); (7.4)
and this allows reursive denitions (7.3) to be written as
Y (f:F ):
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(f:F )(Y (f:F ))
! h-redutioni
F=[f : (Y (f:F ))℄:
In the funtion body F the variable f is replaed by Y (f:F ) whih is the
denition of f , and by the same redution sequene the denition of f an be
unwound as many times as neessary. The ombinator Y is not a valid term
of the simply typed -alulus beause xx is untypable (x is a funtion and
its own argument). In fat, all reursion ombinators are untypable in the
simply typed -alulus, and therefore we need a built in reursion operator
in CONTROL to enable us to write reursive funtions.
We ould dene a reursion operator, say re, that allows us to write
reursive funtion in the same way that Y does in the untyped -alulus,
re (f : :F):
But in suh denitions we always write an abstration to abstrat over f in
F . Therefore an alternative is to dene a binding onstrut, , whih binds
a variable within a funtion body reursively, giving the equivalent term
f : :F
We prefer this onstrut beause it avoids an extra -abstration and makes
it lear whih variable is bound reursively.
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As for -abstrations, we an dene a let mehanism as syntati sugar:
letre f = F in M  let f = f : :F in M
 (f : :M)(f : :F ):
Notie that we require a type for f on the right hand side. Stritly speaking,
types should be given in all letre denitions, but as letre is not part of
the formal language we will not do so.
Operationally the semantis of reursive denitions is very simple; we
require the following redution rule to unwind a reursive funtion one level:
-rule f : :F ! F=[f : (f : :F )℄
This rule gives the equivalent term in the simply typed -alulus to redution
on Y (f:F ) in the untyped -alulus.
Denotationally the semantis of  is more ompliated. We disussed
domains for funtion types in Chapter 4 and desribed a domain struture
that ensures reursive denitions have a unique meaning. We will omplete
the piture by showing how that theory enables us to dene the meaning of
reursive denitions.
In funtional languages a reursive funtion denition suh as
fat n = if n == 0 then 1 else n * (fat (n-1))
is interpreted as the solution to an equation involving an unknown f
f(n) =

1 n = 0
n (f(n  1))
This is why funtional languages are delarative|denitions are equations
that always hold, so the right hand side an always be substituted for the
funtion. So the meaning of fat is a solution for f in this equation, but
CHAPTER 7. FUNCTIONS AND BEHAVIOURS 114



















n! n  0









The last solution f
x
is valid for any value of x, so there are innitely many
solutions.
In general there are many solutions to equations arising from reursive
denitions, but there is only ever one solution that agrees with the opera-
tional interpretation of reursive denitions. Operationally, we evaluate a
reursive denition by unwinding the funtion body and substituting for the
argument eah time a reursive all is made. The solution that agrees with
evaluation is always the one that satises the equations and terminates for
as few arguments as possible, that is, the least dened solution (for the ex-
ample above this is f
?
). Intuitively this is beause the term does not ontain
any information about the result when omputation loops indenitely, so
the result should be bottom|the least dened value. For example, there is
nothing in the denition of fat to suggest that the result should be 0, or
any other number, for negative arguments.
Suppose that g
0
is the meaning of the reursive denition f : :F in
some environment u; that is,
g
0
= [[f : :F ℄℄u (7.5)
The meaning should remain the same after a -redution step; that is, the
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[[f : :F ℄℄u
= hi
[[F=[f : (f : :F )℄℄℄u
= hsubstitutioni
[[F ℄℄[ujf : [[(f : :F )℄℄℄
= hby 7.5i





is ertainly a solution to the following equation in g:
g = [[F ℄℄[ujf : g℄:
This equation is usually expressed equivalently as nding a xed point of the
funtion
G = g 7! [[F ℄℄[ujf : g℄:
The solution we require, g
0
, is ertainly a xed point of G, but in general
there may be many xed points. Fortunately, there is a way of seleting the
one that orresponds to our operational semantis|the solution we require
is always the least xed point with respet to the ordering on domains we
dened in Setion 4.2. Moreover, the following theorem guarantees that for
any G arising from a reursive denition, there must be a least xed point.
Theorem 7.1 (Least fixed point) If G : D ! D is an !-ontinuous










CHAPTER 7. FUNCTIONS AND BEHAVIOURS 116
So the Least Fixed Point Theorem guarantees that all reursive denitions
an be assigned a meaning, and provides a formula for these meanings. Be-
ause of the ordering on domains, we expet these meanings to orrespond to
the funtions obtained from an operational perspetive, and it an be shown
that this is so.
7.3 Examples of reursive funtions
Using reursive funtions we an write many new behaviours that annot
be expressed without them. For example, the following reursive funtion
denes a reative behaviour that inrements by one as eah seond passes:
letre a n = n until (time>=n+1) then a(n+1) in a 0
The right hand side of the denition is a reative behaviour that yields n
until the time equals n + 1. At this time it alls itself with the argument
n + 1, so every seond the behaviour inreases by 1. If -abstrations or
reursive funtions were not part of CONTROL, and no other mehanisms
were introdued, it would not be possible to write a program whih yields an
equivalent behaviour.
Formally we an interpret the above program operationally and deno-
tationally given the semanti tehniques introdued thus far. We begin by
desugaring the program as follows (we omit type delarations on  and 
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bound variables for larity):
letre a n = n until (time>=n+1) then a(n+1) in a 0






let a = a.A in a 0

(a.a 0) (a.A)
The nal line is a program in the ore syntax, and therefore it an be inter-







(n.n until (time>=n+1) then (a.A)(n+1))0
! hi
0 until (time>=0+1) then (a.A) (0+1)

0 until (time>=1) then (a.A) 1
We now have an until-then term at the top-level. This an be evaluated
using the transition rules from Chapter 6, and we nd that the behaviour
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yields 0 over the interval [0, 1) and then behaves like (a.A) 1. The term
(a.A) 1 is exatly the same as Term 7.6 above exept 1 replaes 0. Thus,
by replaing 0 with 1 in the above evaluation it is straightforward to alulate
that over the interval [1, 2) the behaviour yields 1 and then behaves like
(a.A) 2. An indutive argument an be used to nd the omplete meaning
of the program, eetively apturing the repetition of this proedure.
We will now interpret the same program denotationally, beginning with
the unsugared program,
(a.a 0) (a.A) (7.7)
We need to apply the semanti equations for  and , but our semanti
funtion also requires the set of times when the behaviour is alive, initially
T, as disussed in Chapter 5. Thus,
[[(a.a 0) (a.A)℄℄(T)[℄
= h and i




















(g 7! [[A℄℄(T)[a : g℄)
n
?)0 (7.8)
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Next we must evaluate g 7! [[A℄℄(T)[a : g℄. We will do this as a side step:
g 7! [[A℄℄(T)[a : g℄
=
g 7! [[n.n until time>=n+1 then a(n+1)℄℄(T)[a : g℄
= hi
g 7! d 7! [[n until time>=n+1 then a(n+1)℄℄(T)[a : gjn : d℄
= huntil-theni
g 7! d 7! t 7!

[[n℄℄(T)[a : gjn : d℄ [[time>=n+1℄℄(T)[a : gjn : d℄
[[a(n+1)℄℄(" T )[a : gjn : d℄
=
g 7! d 7! t 7!

d t  d+ 1
g(d+ 1)








(g 7! d 7! t 7!






7.4 Reursive behaviours revisited
In Chapter 6 we studied a onstrut for reursive behaviour denitions with
the syntax
letbeh a = B in F:
This is similar to the syntax for letre and we an dene letbeh as syntati
sugar in terms of a reursive binding onstrut, , and a -abstration (as
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we did for letre) as follows:
letbeh a = B in F  let a = a : :B in F
 (a : :F )(a : :B)
The example from Setion 6.3,
letbeh a = 1 until (time >= a) then 2 in a;
an then be expressed as
a:Beh Real.1 until (time >= a) then 2:
To interpret this behaviour we must use the transition rules beause they
apture non-reative evaluation and this is essential for making sense of terms
suh as this one. In other words, we an nd the meaning of suh terms using
the operational semantis, but not using the purely denotational methods.
The denotational semantis developed in Chapter 5 and in this hapter does
not aount for the omplete language beause it does not interpret  de-
nitions. For this reason our omplete semantis in the next hapter will only
desribe the operational style semantis based on the transition rules. It is
unlikely that any ompositional denotational semantis extending ours ould
apture -denitions beause of the problem disussed in Chapter 6 with
reursive reative behaviours.
7.5 Combining reursive behaviours and re-
ursive funtions
We now have desribed two mehanisms for dening a behaviour reursively:
letbeh and letre. They both work very dierently, and have dierent
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semantis. In this setion we will disuss the following points regarding
these reursion mehanisms:
 Why we need both.
 When eah one should be used.
 How both an be used in the same program.
 The ombined semantis.
We will onsider examples to demonstrate why both mehanisms are
needed. There is no way to program
letbeh a = 1 until (time >= a) then 2 in a
using letre beause there are no solutions to the orresponding equations
(as we saw in Setion 6.3). This was the motivation for the letbeh on-
strut. It is essential that a on the right hand side of the denition refers to
behaviour being dened, and unwinding the denition by replaing a by the
right hand side, as letre does, leads to an innite regression. This program
is not desribing a repeating pattern, as letre does, but rather it assumes
the existene of a behaviour objet, a, and refers to this objet in its own
denition. As we saw in Chapter 6, the method of non-reative evaluation
allows us to interpret suh denitions orretly.
Similarly, we annot write the program
letre a n = n until (time>=n+1) then a(n+1) in a 0
using letbeh. The letbeh onstrut is only dened for behaviours, and in
this denition a is a funtion from numbers to behaviours. Furthermore,
there is no simple extension of letbeh to aount for funtions beause this
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interpretation would suggest there are an innite number of behaviour ob-
jets, one for eah value of the funtion argument. But reursive denitions
suh as this example do not refer to the behaviour with the same value of the
argument, so no behaviour objet refers to itself and the letbeh mehanism
is therefore unneessary. The usual semantis of letre gives exatly the
interpretation we have in mind for suh funtions.
We will now onsider when we should use eah mehanism. When we
have an atual behaviour objet that an only be dened in terms of itself
then we must use letbeh. When we have a funtion that yields a behaviour
when supplied with an argument, and that behaviour is reative and alls
itself in when the behaviour reats, we must use letre. In fat, we do
not neessarily require a funtion to write a letre denition. Consider the
behaviour that yields the time until the time is 1, and then repeats these
values every seond. Its graph is a saw wave that inreases linearly with






















This an be desribed by the following term:
letre a = (integral 1) until (integral 1 >= 1) then a in a:
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We use letre here beause we are desribing a repeating behaviour. This
is similar to the program ones,
letre ones = 1 : ones in ones;
in a lazy funtional language with lists (e.g., Haskell), whih yields the innite
list of ones. Both programs dene a reursive value rather than a reursive
funtion.






v = 1 until p >= 1 then




This behaviour is 0 initially and inreases at a rate, v, of 1 until it reahes
1. Then it inreases at a rate of -1 until it reahes -1 and then inreases at
a rate of 1 again. Thus it is a triangle wave with amplitude 1 and period
4. Graphially we may think of this program as desribing the horizontal
position of a ball bouning (elastially) between two walls at -1 and 1, and
travelling at a onstant speed of 1.
It is not diÆult to write an equivalent behaviour that does not use
letbeh beause it is easy to work out what p is on the right hand side and
substitute it for an equivalent behaviour. However, if in the above program
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we add some term to the integral expression then it beomes more diÆult to
solve for p, and in some ases impossible. Therefore many slight variations
of the above program make essential use of both letbeh and letre.
Our nal question onerns the semantis of programs like the example
above that use both reursion mehanisms in the same program. As we
said earlier, our denotational semantis does not aount for letbeh so we
must use the operational semantis provided by the transition system. To
aommodate -abstrations and reursive denitions we need to extend the
transition system. The method for doing this derives from the example in
Setion 7.3. A behaviour term that is an appliation or reursive funtion
at the top-level must be evaluated by rst performing some evaluation steps
using the  and  rules. This is repeated until a behaviour is obtained at the
top-level; that is, the top-level syntati onstrut is lift0, $*, until-then,
integral or . Then the transition rules an be applied to interpret the






















A term E that is an appliation or reursive funtion is rst evaluated one
step to the term E
00
, and then if E
00
an make a tranistion to E
0
the overall
term an make this transition. Note that the redue rule may need to be
applied repeatedly, as many times as neessary to obtain a behaviour at the
top-level. The evaluation relation! is dened preisely in the next hapter.
7.6 Loal and global time
In this setion we provide denitions of loal and global time behaviours.
This serves three purposes: rst, it demonstrates that the behaviour time
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does not need to be a primitive; seond, that we an dene loal time (the
time sine the enlosing behaviour ame alive); and third, it further illustrates
the dierene between letbeh and letre.
The following program denes a behaviour ltime that gives the time
sine the enlosing behaviour ame alive; that is, the loal time. By using
this behaviour in a reative behaviour we an observe the semantis of loal
time, for example,
letre ltime = integral 1
in ltime until (time >= 1) then ltime
By applying the semantis it is straightforward to show that the graph or-




















Intuitively, letre reates a reursive binding for ltime and eah ourrene
in the main body is unwound by the  rule. Therefore the seond ltime is a
new behaviour that is alive from time 1 onwards, and it equals the integral of
1 from time 1 onwards. In general, behaviours dened using letre produe
a family of behaviours, one for eah ourrene of the behaviour in the main
body, and eah one omes alive when the enlosing behaviour omes alive.
This explains why a behaviour suh as ltime seems to be reset and start
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integrating from zero again after the event. We would expet funtions that
yield behaviours to work this way beause when suh funtions are applied
to an argument a new behaviour results, but the same applies to behaviour
values suh as in the example above.
Now let us write the same program but with letbeh instead of letre
and gtime instead of ltime,
letbeh gtime = integral 1
in gtime until (time >= 1) then gtime



















In this program the seond ourrene of the behaviour gtime is not reset at
time 1. Intuitively, a behaviour dened using letbeh is an objet, and that
objet is the same wherever it is referred to in the main body. Examining the
semantis we an onrm this beause the  transition rule updates the body
(in this example, integral 1) in the new behaviour, thus a letbeh denition
lifts a behaviour out of the main body and ensures that all referenes to this
behaviour yield this value.
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7.7 Multiple denitions
We have seen that both letbeh and letre are useful reursion mehanisms
and that sometimes we need both in the same program. To allow reursive
funtions and behaviours that are mutually reursive, we require a form of
denition that enables us to give both simultaneously. In PCF multiple
mutually reursive denitions an be dealt with by forming a tuple of the
variables and a tuple of the right hand sides, and forming a single reursive
denition (see [Rey98, pp. 301℄ or [Mit96, pp. 64℄). For example, for two
mutually reursive denitions:
letre f = F [f; g℄
g = G[f; g℄
in M

letre (f; g) = (F [f; g℄; G[f; g℄)
in M
This will not work for us beause we have two dierent reursion mehanisms,
and so multiple denitions annot be redued to a single denition using
tuples.
There is another standard method whih redues multiple denitions into
a nested denition (see [Ten91, pp. 111℄ or [Mit96, pp. 338℄). For two mutu-
ally reursive denitions the translation is as follows:
letre f = F [f; g℄
g = G[f; g℄
in M

letre f = letre g = G[f; g℄
in F [f; g℄
in letre g = G[f; g℄
in M
The right hand side of the denition for f denes g so that it an be referred
to in the expression F [f; g℄. The main body also denes g, this time so
that it an be referred to in the term M . The variable f an be referred to
on the right hand side of its denition, beause letre allows this, and in
the main body of ourse. Therefore this translation preserves the meaning
of the overall term. The only slight drawbak is that the denition of g is
dupliated.
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This translation works for multiple letre and letbeh denitions be-
ause the appropriate onstrut an be used for eah one. Thus, we an add
a general let mehanism for multiple denitions, whih allows either reur-
sion mehanism to be used for eah denition by tagging the denition; for
example:
let beh a = A
re f = F
in M.
This program denes a reursive behaviour a, and a reursive funtion f ,
and they an be mutually reursive. Suh programs an be translated into
the ore syntax using the method desribed above. In this ase eliminating
the multiple denitions gives
letbeh a = letre f = F
in A
in letre f = F
in M.
The translation may be ontinued by desugaring letbeh and letre to ob-
tain a term in the ore syntax.
7.8 Avenue on Zeno
Many reative systems run forever, sending outputs ontinually and reating
to inputs. This is dierent to non-termination when a program gets into an
innite loop, beause outputs are always being produed. An example of
suh a program is the one we saw earlier whih inrements a behaviour by
one eah seond. It is also possible to write programs that beome stuk
temporally, yet never stop produing output. Here is an example:
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letre zeno n = n until time>=((n-1)/n) then zeno(n+1)
in zeno 1












; : : : , and eah
time the value of the behaviour inreases by 1. The limit of this sequene of
event times is 1, so there are innitely many events that our before time 1.
We annot say anything about the value of this behaviour at or after time 1
beause it never reahes time 1.
Semantially we should regard values of this behaviour after time 1 to be
?. However, our semantis annot make this expliit beause it is not possible
in general to determine when a behaviour will beome stuk temporally. We
an use our semantis to reason about the value of terms suh as these, but
unfortunately it is not true in general that our semantis gives the value of
behaviours at all times. Although this is a limitation, it is no worse than
being unable to determine whih values terminate in PCF. Furthermore, in
many ases, suh as for zeno, using meta-level reasoning we are able to
identify when a behaviour will beome stuk temporally.
Chapter summary
The funtional subset of CONTROL has the same operational and denota-
tional semantis as PCF. In this hapter we saw how the operational seman-
tis an be ombined with our semantis of behaviours, and in partiular
how the two dierent reursion mehanisms an be inorporated. This in-
volved adding a rule to the transition system for reduing -abstrations and
reursive funtions. Then we onsidered a general let onstrut for multi-
ple mutually reursive letre and letbeh denitions. This is based on a
translation that onverts multiple mutually reursive denitions into a nested
reursive denition. This way terms an be translated into the ore syntax
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and evaluated by the operational semantis.
Chapter 8
Complete formal semantis
In this hapter we present a omplete formal semantis for CONTROL. This
brings together the development from the preeding hapters, and formalises
the type system, evaluation rules and transition rules. The semantis is
desribed bottom up so that all parts are dened before they are used. These
parts are then brought together to give a semantis for terms.
8.1 Syntax
The abstrat syntax of CONTROL is as follows (x represents variables):
Types  ::= Real j Bool j -> j Beh 
Constants K ::= 0 j 1 j : : : j true j false j + j : : : j if

j : : :
Terms E ::= K j x j x:.E j E E j x:.E j
lift0 E j E $* E j integral E j
E until E then E j x:.E
This abstrat grammar is ambiguous if interpreted as a onrete ontext-free
grammar. Therefore, when we write terms they must be fully parenthesised
to avoid ambiguity. However, we an relax this requirement, and thereby
make terms more readable, by delaring the preedene and assoiativity
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of eah onstrut. (This is useful for disussing terms, but is not part of
the formal language desription.) The onstruts listed in desending order
of preedene, and grouped into onstruts with equal preedene, are as
follows:
Types Beh, ->
Terms (lift0, integral), $*, until-then, (, , )
As usual, funtion types assoiate to the right and funtion appliation as-
soiates to the left|similarly for behaviour appliation. The until-then
operator is neither left nor right assoiative. The onstants assume their
usual preedene and assoiativity.
Built in funtions are inluded as onstants. A full list of onstants is
given in Appendix A.
Free variables are dened as follows:
Definition The set of free variables of a term E is given by FV (E), whih
is dened by the following equations:
FV (0) = fg
(and similarly for all onstants),
FV (x) = fxg
FV (x:.L) = FV (L) n fxg
(and similarly for  and ),
FV (MN) = FV (M) [ FV (N)
(and similarly for all the remaining onstruts). 2
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A term that has no free variables is losed, and otherwise it is open. A
CONTROL program is a losed term.
We sometimes want to distinguish non-behaviour terms from behaviour
terms. The set of non-behaviour terms an be dened syntatially, rather
than via types, as follows:
NonBeh E ::= K j x j x:.E j E E j x:.E.
There are no behaviour onstants in CONTROL.
8.2 Type system
A typing judgement asserts that a term E has type  in a ontext  , and is
written as
  ` E : :
The ontext   gives the types of the free variables in E. Contexts are dened
as follows:
Definition A ontext  
2
Context is a partial funtion from variables
to types:
Context = Variable* Type: 2
A ontext   is valid for a term E if it assigns types to all the free variables
in E, that is, if
FV (dom  )  FV (E):
We use inferene rules to speify whih typing judgements are valid; that
is, valid typing judgements in our type system are those that an be derived
using the inferene rules given in Figure 8.1. We use standard inferene style
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rules (see [Ten91℄ or [Car97℄) with one notational shorthand: if the type
assignment is the same for all the premises as for the onlusion, then we
leave it out.
All onstants have a type rule, or more preisely, a type axiom beause
there are no premises. The types of all the onstants in CONTROL are
given in Appendix A from whih the orresponding type rules an be inferred.
Some rules, suh as the rule for if

, are axiom shemas whih dene a family
of onstants, in this ase an if funtion for eah type.
The lift0 typing rule has a side ondition, x
2
NonBeh. This is required
to ensure that the argument to lift0 is not a behaviour type, as disussed
in Setion 5.1.
The rules for $*, until-then, and integral are straightforward. The
var, , app and  rules are standard for PCF-like languages (see [Rey98,
pp. 319℄). The onstrut  is the reursive binding mehanism for behaviours
from Chapter 6.
8.3 Expliit typing
We take an intrinsi view of types, whih means that only terms that have a
valid typing judgement have any meaning, and that the meaning of a term
may depend on the typing judgement, not just on the term itself. In general,
if the meaning of a term may depend on its typing judgement, then terms
with many dierent typing judgements may not have a unique meaning.
However, we shall see that given a valid ontext there is a unique typing
judgement for every term, whih allows us to omit typing information in
semanti denitions. We will prove this and also give a simple algorithm for
type heking terms.
The syntax requires a type annotation for all bound variables. This uses
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var   ` x :  x

[ jx : ℄ ` F : 
  ` x:.F : ->
app
E : -> F : 
E F : 

[ jf : ℄ ` F : 
  ` f:.F : 
lift0
x : 




FB : Beh (->) A : Beh 
FB $* A : Beh 
until-then
B : Beh  C : Beh Bool D : Beh 
B until C then D : Beh 
integral
A : Beh Real
integral A : Beh Real

[ ja : Beh ℄ ` A : Beh 
  ` a:Beh .A : Beh 
Figure 8.1: Typing rules
CHAPTER 8. COMPLETE FORMAL SEMANTICS 136
the notation hVariablei : hTypei whih is similar to the notation hTermi :
hTypei that appears in the type rules for expressing the types of terms. It
is not neessary for these notations to be the same, and to be lear we will
emphasise the distintion: the only purpose of type annotations in terms
is to simplify the proess of deriving typing judgements, whereas a typing
judgement provides all the type information neessary to interpret a term.
So the proess of deriving a valid typing judgement for a term is a neessary
part of interpreting the term semantially. However, the proess is ompletely
routine, beause with the help of the type annotations on bound variables
it is possible to obtain a valid typing judgement using a simple bottom up
approah. This is what is meant by expliit typing. Terms ould ontain
more typing information|every subterm ould be expliitly annotated by
its type|but this would be tiresome and make programs diÆult to read.
Annotating bound variables is the minimum typing information that must
be present, for arbitrary terms, to enable expliit typing.
The bottom up type heking algorithm is given in Figure 8.2. It works by
reursively traversing the syntati struture of the term and onstruting the
type bottom up. This mirrors the way we would onstrut a typing derivation
using the rules. We begin with a term E belonging to the grammar and a
valid ontext  . The type rules are syntax direted, that is, there is one rule
for eah syntati onstrut, and this rule denes the type of a term from
the types of its immediate subterms. Therefore there must be one type rule
that mathes the top-level syntati onstrut for E, and so on reursively
until we reah the leaves (terminals of the grammar). So, if the leaves have
unique types then by indution all nite terms have unique types. The leaves
are either onstants, whih have a xed type, or variables, whih are either
free or bound in E. If a variable is free in E then   gives its type. If it is
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bound then at some point in the derivation tree the type of the variable is
provided by a type annotation, and this will have been added to the ontext
by the rule for the binding onstrut. Thus the types of all terminals are
known and the type of the overall term is built up ompositionally from
these types. Type heking would be more diÆult without expliit types
for bound variables, and in fat many programs would have more than one
valid typing judgement (e.g., x:x : -> for any ). This is not the ase
with expliit typing, as we shall now prove.
Theorem 8.1 (Uniqueness of typing judgements) For any ontext  
that is valid for a term E, there is either a unique typing judgement of the
form
  ` E : ;
or else there is no valid typing judgement for E in  .
Proof By indution on the struture of proofs of typing judgements. For
eah typing rule we assume that the property holds for the premises and we
show that it holds for the onlusion. If there are no judgements satisfying
all the premises then there is no valid judgement for the overall term, so the
theorem holds in suh ases.
Base ases.
All onstants have a unique type by denition.
var: The ontext gives the unique type for any variable.
Indutive ases.
: If there is a judgement   ` F : , then the onlusion   ` x : :F :
 !  is unique beause  is xed by the type annotation on x, and  is
unique by the indution hypothesis.
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T : Context Term * Type
T ( ; 0) = Real
(and similarly for all onstants),
T ( ; x) =  x
T ( ; x : :E) = T ([ jx : ℄; E)




 T ( ; E) = ->
T ( ; F ) = 
error
T ( ; x : :E) =

 T ([ jx : ℄; E) = 
error
T ( ; lift0 x) =









Beh  T ( ; E) = Beh (->)
T ( ; F ) = Beh 
error




Beh  T ( ; B) = T ( ; D) = Beh 
T ( ; C) = Beh Bool
error
T ( ; integral A) =

Beh Real T ( ; A) = Beh Real
error
T ( ; x : :E) =

Beh  T ([ jx : ℄; E) = Beh 
error
Figure 8.2: A bottom up type heking algorithm
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app: If there are valid judgements   ` E : -> and   ` F : , then they
are unique by the indution hypothesis, and so   ` EF :  is the unique
judgement.
Similarly for all remaining rules: if there are unique judgements for the
premises, then they will onstrut a unique judgement in the onlusion.
2
Corollary 8.2 For any losed term E, there is a unique typing judgement
of the form
` E : : 2
8.4 Semantis of non-behaviour terms
Terms in the grammar for NonBeh do not use behaviours at all, and these
terms have a partiularly simple meaning beause they are terms of the
simply typed lambda alulus with a reursion operator. We need a denota-
tional semantis for these terms beause non-behaviour values an be lifted
using lift0, and then used in onditions of reative behaviours. Conditions
must be evaluated to nd when behaviours reat, and so their value must be
known.
As for arbitrary terms, non-behaviour terms only have a meaning if they
satisfy a typing judgement. Valid typing judgements are speied by exatly
the same inferene rules as for arbitrary terms, but beause none of the
onstruts in the syntax build behaviours all terms will be of non-behaviour
type.
The domains for eah (non-behaviour) type are as disussed in Setion 4.2;
Real and Bool orrespond to at domains and funtions orrespond to !-
ontinuous funtions between pointed !-CPOs. This ensures that the least
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xed point theorem an be applied to interpret reursive denitions. Fig-
ure 8.3 gives these domains and the semanti funtion F for non-behaviour
terms.
The semanti funtion F is valid for open and losed terms. It is useful
to be able to interpret open terms so that we an reason about program
fragments and programs parameterised by a variable. To interpret open
terms we need an environment that maps variables to values:
Definition An environment u
2
Env is a partial funtion from variables
to values:
Env = Variable * Value: 2
An environment u is valid for a ontext   if it assigns meanings to values in
the appropriate domains for all variables; that is,





Here [[ v℄℄ is the domain orresponding to the type of v (the ontext   maps
variables to types).
To interpret a term E we require a valid ontext,   (whih an be empty
if E is losed), and an environment that is valid for  . This ensures that the




The semanti equations (in Figure 8.3) for onstants and variables are
straightforward. Lambda abstrations build ontinuous funtions (for a proof
of this see [Gun92, pp. 130℄). Appliations evaluate the funtion and argu-
ment in the environment and then use funtion appliation. Finally, reursive
denitions ompute least xed points whih are guaranteed to exist by the
CHAPTER 8. COMPLETE FORMAL SEMANTICS 141



















E ::= K j x j x:.E j E E j x.E
F [[0℄℄u = 0 (et:)
F [[x℄℄u = u(x)
F [[x:.L℄℄u = d 7! F [[L℄℄[ujx : d℄
F [[M N ℄℄u = (F [[M ℄℄u)(F [[N ℄℄u)
F [[x:.L℄℄u = x













Figure 8.3: Diret denotational semantis of non-behaviour terms
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least xed point theorem (and they orrespond to the funtions we expet
from a omputational perspetive|that is, \unwinding" reursive funtions).
These semanti equations give the unique meaning of any well-typed non-
behaviour term.
8.5 Substitution
We will dene substitution whih is required for the evaluation rules that are
used in our semantis. We then give some properties of the semanti funtion
F with regard to substitution.
It is easier to dene the simultaneous substitution of all free variables in
an expression and then take the substitution of a single variable as a speial
ase. This requires a substitution map that gives the terms to substitute for
eah free variable:





A substitution map Æ is valid for a term E in the ontext   if it assigns terms
to all the free variables in E,
dom Æ  FV (E);
and if eah term is the same type as the variable it replaes,
8v
2
dom Æ;  ` Æv :  v:
This requires   to be a ontext that gives the types of all the free variables
in E and all the free variables in the terms in the range of Æ.
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One subtlety of substitution is that we must be areful that free variables
in the terms we are inserting are not bound by mistake. This an happen
when we substitute open terms into the body of a -abstration or other
binding mehanism. The solution we adopt is to rename bound variables
to some ompletely fresh variable so that this problem annot arise. This
raises a slight ompliation, however, beause unless you have some anon-
ial way of hoosing new variables, this method an lead to dierent terms
resulting from the same substitutions. In pratie, this does not ause any
real diÆulty beause suh terms are semantially equivalent, they just have
dierent names for ertain bound variables. Therefore it is usual to study
terms modulo renaming of bound variables. This is known as -equivalene
in the -alulus.
(It is often overlooked that name lashes do not arise when evaluating
programs, that is, losed terms. It is easy to show that evaluation|by whih
we mean leftmost outermost redution, stopping at -abstrations, as in
Setion 8.6|never substitutes open terms if the overall term is losed, and
so substitution an be simplied by removing renaming entirely.)
Definition Substitution of all the free variables of an expression E by the
substitution map Æ is written E=Æ and dened by the following equations:
0=Æ = 0













CHAPTER 8. COMPLETE FORMAL SEMANTICS 144
(and identially for  and  in plae of ),
(E F )=Æ = (E=Æ)(F=Æ)
(and = distributes through all the remaining operators). 2




jx : N ℄
where id
V ar
is the identity funtion on variables. This gives the substitution
that maps all variables to the same variable, exept for x whih is mapped to
the term N . This notation is slightly umbersome, so for substitution only
we will interpret the notation [x : N ℄ as [id
V ar
jx : N ℄.
It is essential that substitution preserves types. This an be proved by
straightforward indution on the above denition of substitution.
Theorem 8.3 (Substitution preserves types) If   is a valid ontext
for both E and Æ, and Æ is a valid substitution map for E, then
  ` E :  =)   ` E=Æ :  2
Next we onsider some properties of the semantis of non-behaviour terms
(i.e., F ) with regards to substitution and environments. In the following
theorems we assume that all environments and substitution maps are valid
for the terms involved. Proofs of these properties an be found in Reynolds
book [Rey98℄.
Theorem 8.4 (Coinidene theorem for F ) If ux = u
0
x for all x
2
FV (E), then F [[E℄℄u = F [[E℄℄u
0
. 2
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FV (E) then F [[E℄℄u = F [[E=Æ℄℄u
0
. 2




F [[x : :E℄℄ = F [[x
new
: :(E=[x : x
new
℄℄℄:
(and similarly for ). 2
8.6 Evaluation rules
The redue transition rule|whih will be dened in the next setion|
performs evaluation on terms to redue funtion appliations and expand
reursive funtions. We use the terminology evaluation rather than redu-
tion beause evaluation stops at -abstrations; that is, we never evaluate
inside an abstration. The evaluation rules are dened as a relation on terms
as follows:




) belongs to the
relation !
2
Term Term, whih is dened by the axiom shemas:
 (x:.L)N ! L=[x:N℄
 (x:.L) ! L=[x:(x:.L)℄







These three rules are standard for an operational semantis of PCF-like lan-
guages; see [Ten91, pp. 104℄ or [Gun92, pp. 106℄. However, we need to
perform evaluation on behaviour valued terms, so we will prove that some
standard properties whih hold for the PCF fragment also hold for the om-
plete language.
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The ! relation is deterministi, whih is equivalent to stating that it is
a partial funtion. We will now prove this property.
Theorem 8.7 (Evaluation is deterministi) For any term E, if E !
E
0






. Consequently, ! is a partial funtion.
Proof By indution on the struture of terms. We will show that for any
term only one evaluation rule an apply, and it always gives a unique eval-
uation step. There are two ases, beause the evaluation rules an only be
applied to an appliation or a reursive denition.
Case E  MN . If M  x : :L then the  rule applies (the lazy rule
annot apply beause an abstration annot be evaluated further, that is,
there does not exist M
0
suh that M ! M
0
) and otherwise the lazy rule
applies. The result of the  rule is a substitution, whih is unique assuming
a anonial hoie of new variable names. For the lazy rule, M
0
is unique by
the indution hypothesis, and so the result M
0
N is unique.
Case E  x : :L. The  rule gives a unique term, again assuming a
anonial hoie of new variables in the substitution. 2
As we would expet, evaluation preserves losedness.





Proof By indution on the struture of terms.
Case E  (x : :L)N . The  rule applies. The overall term is losed
and so N must be losed. The only free variable in L is possibly x, so if the
losed term N is substituted for x in L, then the resulting term is losed.
Case E  (x : :L). The  rule applies. x is the only possible free
variable in L, so if it is substituted for the term x : :L, whih is losed by
assumption, then the result is losed.
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Case E MN . The lazy rule applies. M and N must be losed beause
E is losed. M
0




This property allows us to evaluate programs by performing sequenes
of evaluation steps beause a losed term will always remain losed. Let
!








in a nite number of steps (possibly zero). This relation is
not a funtion, but beause ! is a funtion there is only one term that E
an evaluate to in any given number of steps.
An important property of evaluation is that it preserves types, whih we
state formally in the following subjet redution theorem.
Theorem 8.9 (Subjet redution for !) If   ` E :  and E ! E
0
then   ` E
0
: .
Proof By indution on the struture of terms.
Case E  (x : :L)N . The  rule applies. By assumption,   ` (x :
:L)N : . This judgement must be obtained from the app rule, hene the
premises
  ` x : :L : !  and   ` N : 
must be valid. Then, by the  type rule we must have
[ jx : ℄ ` L : 
and so L=[x : N ℄ is a valid substitution beause both x and N have type .
Therefore, by Theorem 8.3,   ` L=[x : N ℄ :  as required.
Case E  (x : :L). The  rule applies. By assumption
  ` x : :L : 
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and by the -rule the premis
[ jx : ℄ ` L : 
must hold. Hene L=[x : (x : :L)℄ is a valid substitution beause both x
and x : :L have type , and by Theorem 8.3   ` L=[x : (x : :L)℄ : .
Case E  MN . The lazy rule applies. By the indution hypothesis M
0
has the same type as M , and so by the app rule M
0
N must have the same
type as MN . 2
We will need this theorem to prove subjet redution for our transition
system, and ultimately soundness of the type system with respet to evalu-
ation (i.e., well typed programs will not go wrong with a type error at any
stage during evaluation).
8.7 Transition rules
In Setion 6.5 we motivated a transition system to formalise the operational
method of non-reative evaluation. Here we give the omplete rules for the
transition system and prove some important properties.
Reall that the meaning of a behaviour depends on the set of times when it
is alive. To interpret a behaviour over onseutive intervals using transitions
we start with a (term, set of times) pair and make a transition to another
suh pair. For example, the term
1 until (time >= 1) then 2
alive for times in T makes a transition to the term 2 alive for times in [1;1).
The transition rules also speify the value of the behaviour over the interval,
so one possibility is to dene the transition system as a ternary relation,
 !
2
(Term P(T))  V alue (Term P(T)):
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For readability, we will write an element of the relation suh as









This emphases that the value of the behaviour over the interval T n [0;1) is
t 7! 1.
Sometimes we an interpret a behaviour for all times. For example, the
behaviour lift0 1 represents t 7! 1 for all times. In suh ases it does not
make sense for the transition rule to give a new (term, set of times) pair
beause there are no more transitions that an be made. In other words,
suh transitions have reahed a terminal onguration. To make this lear,
we write the empty term, ", as the resulting term, so the pair ("; ;) is a
terminal onguration. The empty term is not part of the grammar, so we
dene the transition system as follows to aount for this:
 !
2
(Term P(T))  V alue (Term [ f"g  P(T)):
The transition rules are given in Figures 8.4, 8.5 and 8.6. In the rules
for $*, integral and  there is a problem when the premis transition yields
" beause the onlusion transition will onstrut a new behaviour using ",
but " is not in the grammar. However, this is a minor point beause in suh
ases the value of the overall behaviour is known for all times, so the new
behaviour is not required. One way to address this problem is to assert that
whenever " appears in any premise, the resulting value in the onlusion is
always ".
Reall that to interpret open terms we require an environment, u, and
that we an add this to the transition rules using the notation for assumptions
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Figure 8.4: Transition rules I : Behaviour expressions and no-hange
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M ! " T









































Figure 8.5: Transition rules II : Reative behaviours
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The environment does not hange from one transition to the next beause
CONTROL is purely delarative. However, it does serve a dual purpose in
the transition system; it is also used by the  rule to bind variables to values.
The lift0 rule yields a onstant valued funtion
t 7! F [[E℄℄u
using the denotation semantis of non-behaviour terms from Setion 8.4.
The rules for until-then are exatly as given in Setion 6.7 and the rules
for integral are as given in Setion 6.9.
For reursive behaviour denitions the  rule is like the letbeh rule from
Setion 6.10 but without the body. This is beause letbeh is dened as
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syntati sugar in terms of  and , as disussed in Setion 7.4.
We would like the transition system to be deterministi, in other words,
any given (term, set of times) pair should appear at most one (as the rst
element) in the relation. This makes it possible to assign unique meanings to
programs using the transition system, whih otherwise would require a proof
that dierent transitions for a term result in the same overall value. To be
deterministi we require that only one rule applies to any (term, set of times)
pair, and that every rule speies a unique transition. The rst requirement
is broken by the no-hange rule, whih an be used on any (term, set of
times) pair, giving two possible rules in most ases. However, in pratie the
no-hange rule is only used when ombining sub-behaviours of a ompound
expression so that all of the behaviours exept one an remain unhanged
by the overall transition. So long as the overall transition is made over the
longest possible interval, the uses of the no-hange rule are neessary so
there is only one possible derivation of the overall transition. This suggests
the following theorem for the determinay of transitions.
Theorem 8.10 (Transitions are deterministi) Given any behaviour
A, upperset T
0
and valid environment u, there is at most one triple (A
0
; a;M)










Proof By indution on proofs of transitions. We assume that the theorem
holds for sub-proofs and show that the resulting transition is unique.
Case A  lift0 E. The lift0 rule gives the transition where A
0
 ",
a = F [[E℄℄u and M = ;. These values are unique (F is a funtion). Another
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transition is possible by rst applying the no-hange rule. In fat, this rule
an be applied any number of times before nally applying the lift0 rule.
However, any suh transition results in larger sets for M (onsider the side
ondition X ! T
B
for the no-hange rule). Therefore, the transition with
the smallest set M an only be obtained by applying the lift0 rule on its
own. The same is true for all other ases, so from now on we will ignore the
no-hange rule unless it is atually needed in a transition derivation.
Case A  MN . The redue rule is the only rule (other than no-hange)















is the unique transition (for the smallest M).
Case A  F $* B. Only the $* rule applies. By the indution hypothe-





. To apply the $* rule we must apply the no-hange









(it must ontain these sets beause the interval of the transition must be
non-reative), and so the overall transition is unique.
The remaining ases are similar to this one. For onstruts whih have
many rules, suh as until-then, only one applies for any (term, set of times)
pair beause the side onditions are mutually exlusive. 2
Transitions preserve losedness of terms and preserve types.













Proof By indution on proofs of transitions. No transition rule introdues
an open term (assuming the indution hypothesis holds) when the initial
term is losed, so this proof is straightforward. Note that the ase for the
redue rule relies on evaluation preserving losedness. 2









then   ` A
0
: Beh . (It is not meaningful to onstrut a judgement when
A
0
= " beause " is not a term, so the theorem does not inlude this ase.)
Proof By indution on proofs of transitions. The rules lift0, bad-integral,
bad-ond and env yield A
0
= " so we do not need to onsider them.
Cases $*, no-hange, integral, non-o and . These rules reonstrut the
same kind of term with new behaviours, and these new behaviours have the
same types as the original ones by the indution hypothesis.
Case o. The typing rule for until-then stipulates that D has the same
type as B until C then D.
Case redue. By subjet redution for !, E
00
has the same type as E,
and by the indution hypothesis E
0
preserves this type. 2
8.8 Semantis of behaviour terms
The semantis of behaviours is dened in terms of the transition system.
This gives the meaning of a behaviour term over a non-reative interval. If a
CHAPTER 8. COMPLETE FORMAL SEMANTICS 156
value beyond this interval is required then the next transition must be found,
and so on. Thus, if A is a behaviour that satises a typing judgement
  ` A : Beh 
and u is a valid environment for A, then the meaning of A is given by the
following semanti funtion:
B : Term! P(T) ! Env ! T ! [[℄℄
B[[A℄℄(T
0



















8.9 Semantis of all terms
Given a term, if it is a behaviour then its meaning an be found using B,
and if it is a funtion in the non-behaviour fragment of CONTROL then its
meaning an be found using F . This suggests the following semanti funtion
for a term E satisfying a typing judgement
  ` E : 










There are other possibilities, however, suh as a term whih is a funtion
yielding a behaviour, and our semantis does not diretly give a meaning for
suh terms. This is beause there are no transitions that a funtion yielding
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a behaviour an make|it is neessary to apply the funtion rst. However,
beause free variables are allowed in our semantis it is possible to apply the
funtion to a variable that is bound within the environment, thus giving a
behaviour whih an be evaluated with our semantis.
Chapter summary
In this hapter we brought together the methods desribed in the previous
hapters to form a omplete formal semantis for CONTROL. We used the
transition system introdued in Chapter 6 and the evaluation rules from
Chapter 7 to onstrut an operational semantis for any term. This requires
evaluating non-behaviour terms using the standard denotational semantis
beause to determine whih transition to make it is neessary to know the
value of ondition behaviours.
We proved some useful properties of our semantis. It is determinis-
ti, whih requires rst proving that the evaluation and transition rules are
deterministi. Finally, type soundness follows from the subjet redution
theorems.
Chapter 9
Appliations of the semantis
The semantis from Chapter 8 an be used to nd the value of any well-typed
CONTROL program. We will desribe how to apply the semantis and then
we will provide some examples. For the rst three examples we give detailed
aounts of how the semantis is used to nd the value of eah program; for
eah of the remaining examples we desribe the program but do not give a
omplete interpretation.
9.1 Interpreting programs
We will explain how, in pratie, the formal semantis from the previous
hapter an be used to nd the meaning of any given program.
In some examples we have assumed that time is a primitive in CON-
TROL, but in fat it needs to be dened expliitly. However, we do not want
to dene time, or other often used terms, in every program, so we will as-
sume that there is a `prelude' whih ontains suh denitions. The rst step
towards interpreting a program is to add the prelude to the main program.
Then we must desugar all let statements to obtain a program in the ore
syntax. Only programs that are well typed|in other words generated by
the typed syntax rules|have any meaning; by denition the meaning of pro-
158
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grams that are ill typed is undened. At this stage we have either a program
that does not onstrut any behaviours, in whih ase we an apply the se-
mantis of non-behaviour terms from Setion 8.4, or else we have a program
whose result is a behaviour, in whih ase we use the transition rules. The
proedure desribed so far is shown in Figure 9.1.
Now we will desribe the proedure for evaluating a behaviour-valued
program. The transition rules yield formulas involving free variables. In
turn the free variables are onstrained by side onditions, and these side
onditions must be solved to nd the value of the variables and hene of the
overall program. This is generally over a nite interval when no behaviours
reat, and so this proess is repeated to nd the meaning of the program for
later times. If there are no reative behaviours in a program, then the rules
will give its meaning over all times and no more transitions will be required.
For some programs, however, there may always be reative omponents, and
so this proess ould ontinue indenitely. In suh ases, it is neessary to
use indution arguments to reason about programs; this is illustrated by the
example in Setion 9.4. The iterative proedure we have just desribed is
shown in Figure 9.2.
To omplete the interpretation, the values obtained over non-reative
intervals are pieed together as follows:















































As we said above, this involves solving equations for all the free variables for
eah transition.



































Figure 9.1: Interpreting programs, part I
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Figure 9.2: Interpreting programs, part II
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9.2 A reursive reative denition
The rst example is the program,
letbeh a = 1 until (time >= a) then 2 in a:
For onveniene, we will use B to refer to the right hand side of the
denition of a,
B  1 until (time >= a) then 2:
We begin by de-sugaring the program,
letbeh a = B in a
 hletbehi
(a.a) (a.B):
Let A denote this unsugared program. The next step is to use the transition









The term A is an appliation, and the only rule that applies is the redue





Then, by the  rule, we must interpret B in the environment where a maps
to x, that is,






































Figure 9.3: First transition for Example 9.2
and then we solve for
x = b (9.2)
whih is the side ondition from the  rule. The derivation of this transition
is best represented as a tree; see Figure 9.3. Note that we use a speial
onvention in tree-like derivations; if the environment is the same in the
premis as it is in the onlusion, then we leave it out. The environment does
not hange at all in this derivation (it is always [a : x℄), so it only appears at
the bottom.
The side ondition from the o rule is,




T j (t 7! t  x(t))(t)g
= ft
2
T j t  x(t)g: (9.4)
The derivation tree shows that the variable b used in (9.1) is equal to t 7! 1.
Therefore we an solve side ondition (9.2),
x = t 7! 1
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and substituting this into side ondition (9.4) gives,
T = ft
2
T j t  1g = [1;1):
In this ase, " T = T , and so the variable M in the derivation tree equals
[1;1) (by side ondition (9.3)).
In the derivation tree we made used dashed versions of the rules lift0,
time, env and lift2. These are derived rules whih ombine an appliation of
no-hange with the rule so that the transition is over the required interval.
So far we have shown that A represents the funtion t 7! 1 over the








The ; signies that there are no more transitions (beause the behaviour is
not reative) and so the value is t 7! 2 for all times in [1;1). We now know
the omplete value of the program,
[[letbeh a = B in a℄℄ = t 7!

(t 7! 1)(t) t
2
[0; 1)





1 t < 1
2
9.3 A reursive integral
This example illustrates integral equations. The program is,
letbeh a = 1 + integral a in a:
Again, we use B to refer to the right hand side of a,
B  1 + integral a

































Figure 9.4: First transition for Example 9.3
and then the program is the same as in the previous example exept for B.
The proedure is therefore the same: de-sugar; use the redue rule; and nd
the rst transition that B makes; that is, nd,







The derivation tree for this transition is shown in Figure 9.4. Note that there
are no side onditions restriting M in the derivation tree, so it an be any
set of times. If we hoose M = ; then the transition is valid over the interval
T n ;; in other words, for all times.
This time the side ondition x = b is,





and, sine inf(T) = 0, this is the integral equation,











(see [HW91℄ for details). This is the omplete meaning of the program.
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9.4 A reursive funtion
In Setion 7.3 we saw the following program
letre b = n.n until (time >= n+1)
then b (n+1)
in b 0:
The funtion b takes a number n and yields a behaviour that is initially n
and inrements by one for eah seond after time n. The program alls b
with zero so that the result is a ounter starting from zero and inrementing
eah seond.
We will refer to the right hand side of the denition of b by B,
B  n.n until (time >= n+1) then b (n+1):
Then we de-sugar and apply the redue rule as follows:






(n.n until (time >= n+1)
then (b.B) (n+1)) 0
! hi
0 until (time >= 0+1) then (b.B) (0+1)
We an apply the transition rules to this last program beause it is a be-







































Figure 9.5: First transition for Example 9.4
The derivation tree for the overall term is shown in Figure 9.5. Notie that
this time the environment is empty, beause there are no behaviours that are
dened reursively (b is a funtion and not a behaviour).
The side onditions from the hoi rule are
M = " T
T = ft
2
T j (t 7! t  1)(t)g
= ft
2
T j t  1g
= [1;1):
Hene, the rst transition tell us that the program means t 7! 0 over the
interval T n [1;1) = [0; 1). The next transition is on the behaviour
(b.B) (0+1)
over the interval [1;1). However, this is the same as the rst transition
exept with (0+1) replaing 0 and [1;1) replaing T throughout. Hene,
the transition will yield t 7! 1 over the interval [1; 2). Then a simple indutive
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argument shows that the meaning of the program, A, is,






































It is now straightforward to show that program A is semantially equivalent
to
lift0 floor $* time
where floor is a built in funtion with the following semantis:
























(i.e., the usual oor funtion on real numbers.)
9.5 Chess Cloks
A hess lok has two lok faes whih show the time eah player in a game
of hess has remaining. At the start of the game both loks are set with a
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xed amount of time and white's lok begins ounting down. After white has
moved she presses a button whih stops her lok, and blak's lok begins
to ount down. Similarly, after blak has moved he presses a button and
white's lok again starts to ount down. For a omputer implementation
this requires external input for the buttons, suh as mouse button events.
CONTROL does not provide suh failities so we will represent button presses
by boolean behaviours that are true at times when the button is held down;
say wb for white's button and bb for blak's. These behaviours are just free
variables in the program, so we an interpret the program with respet to
these behaviours.
One way to alulate the time a player has used up is to integrate a
playing-indiator behaviour. This is a behaviour that is 1 while a player is
taking their turn and 0 while their opponent is. Only one player is using up
time at any instant, so when white's playing-indiator swithes from 1 to 0
blak's should swith from 0 to 1, and vie versa. Therefore it is easier to
dene the playing-indiators for both players as a pair,
letre pi = (1, 0) until wb then
(0, 1) until bb then pi
in ...
So we need to extend CONTROL with pairs. The syntax is extended as
follows:
 ::= *
E ::= (E, E) j fst E j snd E
and the type rules for pairs are:
E :  F : 
(E, F) : *
E : *
fst E : 
E : *
snd E : 
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The domains for pair types are produt domains ordered pointwise, and a
pair of values is interpreted denotationally by interpreting eah element of
the pair.
Returning to the playing indiator pi, the semantis of until-then en-
sures that it reats the next time when wb or bb is true, ignoring all the
button presses in the past. This is exatly what we require. (In Fran this
an only be ahieved by using user arguments whih would ompliate the
program onsiderably.) Furthermore, if white presses her button whilst blak
is playing (or vie versa) it has no eet. This is important beause players
may aidentally press their button twie in rapid suession.
The behaviour pi is a repeating behaviour, so it must be dened by
letre and ould not be dened by letbeh. The amount of time eah
player has left, say wt and bt, an be dened as follows:
wt  t0 - integral (fst pi)
bt  t0 - integral (snd pi)
Here t0 is the amount of time players have at the start of the game. These
values ould be represented graphially in an extension of CONTROL with
output. (We have implemented a similar program in Fran to display hess
loks.)
Here is a omplete program whih yields the pair (wt, bt),
letre pi = (1, 0) until wb then
(0, 1) until bb then pi
in (t0 - integral (fst pi), t0 - integral (snd pi))
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Desugaring this program gives,
( pi : Beh (Real * Real).
(t0 - integral (fst pi), t0 - integral (snd pi)))
( pi : Beh (Real * Real).
(1, 0) until wb then ((0, 1) until bb then pi))
Beause this program does not make use of reursive behaviours, it an be
interpreted by either our denotational or operational semantis. Given values
for wb and bb we an then ompute the value of the behaviour. This requires
a lengthy but straightforward alulation.
9.6 Water tank
In Setion 2.8 we onsidered a hybrid system that desribes a water tank
ontroller whih maintains the level of water in a tank by opening and losing
a valve; when the level rises to 60 units it loses the valve and when it falls to
30 units it re-opens the valve. This system an be implemented in CONTROL
as follows:
let beh h = 40 + integral h'
re h' = 0.2 until h >= 60 then
-0.1 until h <= 30 then h'
in h
This program is onsiderably simpler than the desription given in the CSP-
based speiation notation used in Setion 2.8. Moreover, it is a CONTROL
program and so it is exeutable as well as a preise speiation of the system.
Again, to nd the omplete meaning of the program requires a lengthy but
routine alulation. It is then possible to prove onditions suh as 30  h 
60, whih is the main goal of the nal setion of He's paper [Jif94℄.
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9.7 Lift
Lifts are a typial example of reative systems and lift simulations are valu-
able for analysing proposed designs. Our lift program has only two oors
with a button on eah oor to all the lift. There are no buttons inside the
lift to selet whih oor.
The buttons are modelled by boolean behaviours b0 and b1 for the ground
oor and rst oor; these are true when the button is pressed and false
otherwise. When a button is pressed it lights up and remains lit until the
lift stops at that oor. The status of the ground oor button is given by the
following behaviour, where at0 is a boolean behaviour that is true when the
lift is at the ground oor,
l0 = false until b0 then
true until at0 then l0
(and similarly for l1). So the button is unlit (l0 is false) until it is pressed
(b0 beomes true) and then it is lit (true) until the lift arrives (at0), and
then it returns to its original unlit state.
The lift waits at oor 0 until there is a request from oor 1 (i.e., until the
button on oor 1 beomes lit). Then it goes up to oor 1 and waits there
until there is a request from oor 0. Then it goes down and is bak to its
initial position. The position of the lift, where p0 and p1 are the positions
of the oors, is as follows:
p = p0 until l1 then
goUp until at1 then
p1 until l0 then
goDown until at0 then p
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The position behaviours goUp and goDown are just linear funtions:
goUp = p0 + integral v
goDown = p1 - integral v
where v is the veloity of the lift. (Ideally this should vary as the lift ael-
erates and deelerates, but as a rst approximation it ould be onstant.)
The behaviour at0 is just a boolean behaviour:
at0 = (p == p0)
(and similarly for at1).
These denitions seem intuitive but when we try to onstrut the whole
program it is not lear whether we should use letre or letbeh to dene
p. It is ertainly a repeating behaviour, whih suggests that we should use
letre, but it also refers to itself (it appears in the onditions at0 and
at1) whih suggests that we should use letbeh. The solution is to dene a
repeating behaviour p' using letre, and then dene the atual behaviour p
in terms of p' using letbeh. The resulting denitions are mutually reursive
so we must use the multiple let statement desribed in Setion 7.7. The same
tehnique is used for l0 and l1. The overall program whih gives the position
of the lift is as follows:
let re p' = p0 until l1 then
goUp until at1 then
p1 until l0 then
goDown until at0 then p'
beh p = p'
re l0' = false until b0 then
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true until at0 then l0'
beh l0 = l0'
re l1' = false until b1 then
true until at1 then l1'
beh l1 = l1'
beh at0 = (p == p0)
beh at1 = (p == p0)
in p
Chapter 10
Summary and future work
In this hapter we onsider the impliations of our work and identify the
main ontributions. Then we desribe some possibilities for future work.
10.1 Summary
We have presented a omplete formal semantis for a new language alled
CONTROL. This language provides powerful failities for desribing be-
haviours and for using them in onjuntion with funtions. It is intended
as a ore for pratial languages for programming reative systems, and we
believe that suh languages will benet from the simple way temporal and
reative omponents an be desribed. This simpliity was demonstrated by
the example programs given in Chapter 9.
The semanti theory of CONTROL is interesting rstly beause it solves
some tehnial problems onerning events and integration, and seondly be-
ause it ombines the ontinuous mathematis of behaviours with the disrete
mathematis of funtions. Traditionally these branhes are quite separate but
in the eld of reative systems it is lear that they are both essential. Our
theory may therefore have impliations to related areas suh as speiation
of reative systems and hybrid systems.
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Our original motivation was to develop a semantis for Fran, and our
theory of CONTROL is a valuable rst step towards this. Our semantis of
the ore operators improves on previous attempts by distinguishing events
that our at a given time from those that our stritly after some time.
Also we dene onrete domains of values for all types. We will not propose
to use our theory as a basis for a semantis for Fran, however, beause we
have improved the design of CONTROL, based on semanti onsiderations,
and it diers from Fran in a number of ways, as we shall now desribe.
Firstly, we have eliminated user arguments (or start times) whih om-
pliate reative programs in Fran. This was ahieved by making the times
when behaviours are alive impliit in the struture of programs. Seondly,
we have introdued a new faility for dening reursive behaviours. This
makes the distintion between reursive funtions that yield behaviours and
atual behaviour objets that have a reursive denition. The examples in
this dissertation show the pratial importane of this distintion, and the
elegant programming style that results. Furthermore, it provides resetable
and persistent behaviours whih are essential given that the start time of
behaviours an no longer be speied.
These hanges improve signiantly on Fran, and CONTROL programs
are often muh simpler than the orresponding Fran programs. Consequently
we would prefer to hange Fran so that its ore is based on CONTROL rather
than adapting our semantis for the existing Fran language.
Our formal semantis provides a rigorous basis for reasoning about CON-
TROL programs. For small examples it is possible to use the semantis to
prove that programs are orret. This generally involves a ombination of
tehniques; in partiular, applying the transition rules, using mathematial
analysis for integrals and using indution for reursive denitions. This makes
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it less suitable for automati veriation ompared to many languages, and so
we may need to develop new tehniques for reasoning about large programs.
We will now onsider some spei topis for future work in addition to
those mentioned above.
10.2 Implementations of CONTROL
An implementation of CONTROL would allow us to experiment with larger
programs and develop the language so that it is usable for real appliations.
There are a number of diÆulties with implementing our semantis, however,
as we shall now disuss.
We have developed a theory of an idealised language. In partiular, CON-
TROL makes the following assumptions:
 Real numbers and operations on them are exat.
 Integration of real valued behaviours is exat.
 Events in reative behaviours are determined exatly.
In pratie, we do not have the tehniques to implement these features. The
operations available on representations of exat real numbers has expanded
in reent years ([PEE97℄), but not suÆiently to implement CONTROL.
The tehniques for exat integration ([EE96℄) are not enough for CONTROL
beause integrals may appear in reursive behaviours, and suh programs are
then equivalent to integral equations rather than plain integrals. However,
future progress in this area may allow an implementation of CONTROL using
these exat representations of real numbers. That said, it is important to
distinguish these tehniques from symboli, or analyti, tehniques for solving
integral equations. It is highly unlikely that we will ever have symboli
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tehniques for solving all integral equations beause in most ases there does
not exist a formula that represents the funtion that satises the equations.
More preisely, for some ases it is possible to prove that a funtion satisfying
the equations exists, but that there is no losed form formula for this funtion.
At present there are two possible approahes for implementations:
1. Restrit the types and operators so that real numbers, integrals and
event ourrenes an be omputed exatly.
2. Use approximation methods.
We have done preliminary investigations into both these approahes. A sub-
set of the reals with exat operations an be obtained using ratios of integers.
We have tried this in Haskell by using the type Ratio Integer for real num-
bers. We must be sure to avoid all operations that an ompute irrational
numbers. One way is to restrit behaviours to linear funtions, and onse-
quently integration may only be applied to onstant behaviours otherwise
the result will be non-linear. Beause all behaviours are linear, event dete-
tion is simply nding the intersetion of straight lines (whih are always at
rational points). Of ourse this approah is very restritive and only useful
in appliations where we know beforehand that all behaviours are linear.
Approximation methods are used by Fran for the same three features that
we require them for in CONTROL. We have experimented with many dif-
ferent representations of behaviours and tehniques for integration [Dan97b℄,
but we have not implemented full CONTROL using approximation teh-
niques. One reason is that the embedded language approah that Fran uses
is not possible for CONTROL beause there are two dierent mehanisms
for reursion. Embedding CONTROL in Haskell would only allow reursive
denitions using Haskell's reursion mehanism. For this reason it is nees-
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sary to write a new interpreter or ompiler for CONTROL rather than use
the embedded language approah. Disappointingly for Fran researhers, we
annot improve the existing implementation of Fran with our ore language
semantis for the same reason.
10.3 Disrete models
It is important to have an operational semantis for approximate implementa-
tions. This would provide a formal desription for verifying implementations
and for reasoning about the behaviour of programs. It must apture the
approximation tehniques used, ideally in a modular way so that dierent
methods an be substituted into the same semanti framework. A semantis
taking this approah will be based on disrete time models of behaviours
beause the approximation methods are disrete. In this setion we will
onsider disrete models.
A disrete representation of behaviours uses (time, value) pairs to give the
value of a behaviour at various points in time. This is similar to imperative
streams, exept that they also allow side eets [Sh96b℄. One way to dene
a sequene of (time, value) pairs is to dene a funtion whih maps lists of
times to orresponding lists of values. Using this approah we have dened
the ore operators of CONTROL as a Haskell program|see Appendix B. It
only implements real valued behaviours to illustrate the approah; extending
this to all types of behaviours may be possible using the advaned extensions
of the Haskell type system [Jon97℄. We have used Euler's method [BF93℄ for
alulating integrals.
The disrete model gives an operational semantis for the ore operators.
It beomes more ompliated when -abstrations and reursive funtions are
introdued, but there are no serious diÆulties. Reursive behaviours an be
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aounted for by introduing a variable whih denotes a list of values. This
will lead to reursively dened lists, but these should be valid for reursive
integrals and reative behaviours for the following reasons:
 Euler's method for integration is designed to solve integral equations,
so it does not need the urrent sample point to alulate the integral
at that point, only the previous points. Therefore reursive integrals
never reate yli dependenies.
 Reursive reative behaviours an be dealt with in the same way Fran
does; until evaluates the ondition at the previous point, ensuring
that the denitions are never yli.
One interesting idea for validating the semantis of reursive behaviours with
this semantis is to use reursive lists in Haskell and then show that they are
produtive [Sij89℄.
Given that the disrete model has a relatively simple semantis it seems
natural to try and extrapolate an exat semantis as the limit of the approx-
imate semantis. In other words, dene the exat semantis to be the list of
(time, value) pairs obtained as the gap between points tends to zero. This
approah was explored early on in our researh, but there are some tehnial
problems:
 Assuming that our aim is to show that disrete models approximate
the idealised exat model, the approah is irular beause the exat
model is in terms of a partiular disrete model.
 Say we approah the limit by inserting new points between existing
points. At the limit the number (time, value) pairs is ountable, and
so they do not over the real line. Therefore it is not a ontinuous time
model.
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It may be possible to overome these problems, but there is another drawbak
with this approah; it does not provide a onvenient and useful theory for
reasoning about programs beause all values are expressed as limits. This
makes it very diÆult to manipulate the values obtained, whereas our diret
approah gives atual funtions of time whih are simple to use.
10.4 Approximation and onvergene
In the previous setion we disussed disrete models of behaviours. The
intention is that they approximate the exat semantis and are easier to
implement, but we need to establish what it means for a disrete model to
approximate the exat semantis. The situation is similar to approximation
tehniques in numerial analysis, where areful analysis of the errors for
eah methods is ruial to the development of new methods. The approah
taken in numerial analysis is usually the one suggested by Strahey that
we mentioned in the introdution: rst onsider the result if the values were
exat, and then onsider the errors due to approximation. It may be easier to
reason about the errors for individual programs, but if we an obtain useful
error results for the language, then we save muh repetition of eort.
Following numerial methods the most promising diretion is trying to
establish when a disrete model onverges to the exat semantis as the gap
between sample times tends to zero. The idea of onvergene is similar to
the suggestion in the previous setion of extrapolating an exat model from
a disrete model, but the problems we identied there are less important
here beause we are not using onvergene to onstrut a model, merely to
establish a orrespondene. So onvergene is just making a laim about a
given disrete model, and if a model onverges to the exat semantis then
it is likely to be easier to reason about the errors due to approximation than
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if it does not.
An open question is whether the limit of the disrete model we outlined
in Setion 10.3 onverges to our exat semantis. Without integration we
expet there is a lose orrespondene. The term lift x always yields x, and
f $* b will onverge so long as f and b do. Integrals may ause diÆulties
beause our exat semantis yields bottom when there are many solutions to
integral equations, whereas Euler's method will always ompute a solution.
Convergene results for reativity, funtions and reursive behaviours are
hallenging areas for future work.
Appendix A
Constants in CONTROL
0, 1, : : : : Real
true, false : Bool
if

: Bool ->  ->  -> 
+, -, *, / : Real -> Real -> Real
-, sin, os, tan, exp, log : Real -> Real
/\, \/, <-> : Bool -> Bool -> Bool
not : Bool -> Bool





:  ->  -> Bool
183
Appendix B
A disrete model of CONTROL
in Haskell
type MReal = Double
type Time = MReal
data Beh = Lift0 MReal
| Time
| Lift1 (MReal -> MReal) Beh
| Until Beh Cond Beh
| Integral Beh
data Cond = LiftB (Bool -> Bool -> Bool) Cond Cond
| LiftC (MReal -> MReal -> Bool) Beh Beh
ats :: Beh -> [Time℄ -> [MReal℄
ats (Lift0 x) ts = map (\t -> x) ts
ats (Time) ts = ts
ats (Lift1 f b) ts = map f (ats b ts)
ats (Until b  d) ts = take i bs ++ ats d (drop i ts)
where
bs = ats b ts
s = atsC  ts
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i = length (takeWhile (== False) s)
ats (Integral b) ts = euler ts (ats b ts)
euler ts xs = eulerStep 0 ts xs
where
eulerStep s (t0:ts(t1:_)) (x:xs)
= s : eulerStep (s + (t1-t0)*x) ts xs
atsC (LiftB op 1 2) ts
= zipWith op (atsC 1 ts) (atsC 2 ts)
atsC (LiftC op b1 b2) ts
= zipWith op (ats b1 ts) (ats b2 ts)
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