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Abstract. This paper describes an approach to transform a Structural
Operational Semantics given as a set of deduction rules to a Linear Pro-
cess Specication. The transformation is provided for deduction rules in
De Simone format and extended to incorporate predicates. The Linear
Process Specications are specied in syntax of the language mCRL2,
that, with help of the underlying (higher-order) re-writer/toolset, can be
used for simulation, labelled transition system generation and verica-
tion of behavioural properties. We illustrate the technique by showing the
eect of the transformation from the Structural Operational Semantics
specication of a simple process algebra to aLinear Process Specication.
1 Introduction
The behaviour of a system can be analysed in various ways. It can be achieved by
observing output from simulations, or by examining the behavioural descriptions
(e.g., code of a controller). To perform such an analysis, one always requires syn-
tax (the way to denote behaviour), semantics (the way in which grammatically
correct behaviour is executed) and a relationship between the two.
One way for describing the formal execution of a system, is to use Structural
Operational Semantics (SOS)[31]. There, semantics are assigned to syntax, by
means of deduction rules that describe the allowed set of actions of a piece of
syntax. Unfortunately, there are hardly any suitable automated transformations
from SOS specications, along with a syntactical instance, in languages that can
be subjected to a formal analysis.
In this paper, we address this gap by formulating a systematic approach by
which the deduction rules of a SOS, along with the signature of the syntax, are
transformed into a symbolic representation of a labelled transition system, called
a Linear Process Specication (LPS) [5,18]. The LPS can later be subjected to
formal analysis (e.g., simulation, explicit labelled transition system generation,
and verication). In this paper we restrict the deduction rules to the De Simone-
format [16].We have chosen the LPS formalism as a target formalism, because it (i) has
a mathematical representation that strongly relates to the deduction rules in
the SOS and (ii) it can be directly implemented in the mCRL2 language [20,
25]. In fact, the LPS formalism serves as a backbone for the representation and
manipulation of behavioural models in the mCRL2 toolset. Since this toolset
facilitates a higher-order term rewrite system, a transition generator and other
transformation tools, we are able to exhaustively explore the state space and
conduct profound analyses.
Outline Section 2 describes the preliminaries on SOS and LPS. Section 3 de-
scribes the transformation of the signature and SOS of a language to an LPS.
Section 4 provides a small but nevertheless illustrative example. Section 5 dis-
cusses discrepancies between the presentation and implementation. Section 6
shows the use of predicates that adhere the De Simone format. In Section 7, we
position this work. Section 8 addresses future work.
2 Preliminaries
2.1 Structural Operational Semantics
Structural Operational Semantics (SOS) denes the possible actions that a piece
of syntax can perform. SOS are typically represented by a transition system
specication (TSS) [6]. The syntax for which the semantics is dened, is rep-
resented by a signature. A signature xes the composition operators and their
corresponding arities. We assume sets of variables V and action labels A.
A signature  is a collection of function symbols together with their arities.
The arity of a function symbol f 2  is denoted ar(f).
The collection of terms over signature , denoted T (), is the smallest set
such that (i) a variable x 2 V is a term, and (ii) if t1;:::;tn are terms and
f 2  is an n-ary function symbol, then f(t1;:::;tn) is a term. The set of closed
terms over signature , denoted C(), is the set of all terms over  in which
no variables occur. The variables that occur in a term p are denoted by vars(p).
A transition formula is of the form p
l  !p0 for p;p0 2 T () and l 2 A.
A transition system specication (TSS) is a tuple (;D) where  is a signa-
ture and D is a set of deduction rules. A deduction rule is of the form
H
C
where
H is a set of transition formulas, called the set of premises and C is a transition
formula, called the conclusion.
To illustrate our technique, we only consider TSSs that consist of deduction
rules of a specic form; we restrict to TSSs in the De Simone-format [16]. A TSS
(;D) is in De Simone format, if every deduction rule d 2 D complies to the
following form:
fxi
li  !yi j i 2 Ig
f(x1;:::;xar(f))
l  !t
[Condd]
2where all of x1;:::;xar(f) and yi, for i 2 I are distinct variables, f 2 , I 
f1;:::;ar(f)g, and t is a process term that only contains variables from fxj j
j 62 Ig [ fyi j i 2 Ig and does not have repeated occurrences of variables, li's
and l are labels and Condd is a condition on the labels of the premises and the
label of the conclusion.
A TSS denes a set of transitions, a so called transition relation; see, e.g., [2,
30] for formal denitions thereof.
2.2 (Simplied) Linear Process Specications
In this paper we transform a TSS to an LPS. Informally, an LPS consists of a
signature, variable declarations, a collection of data equations, action declara-
tions, a linear process equation, and an initialization. An LPS can be viewed
as a symbolic representation for (possible innite) labeled transition systems. A
formal denition of a Linear Process Specication and its components can be
found in [20].
A signature is a triple (S;C;M) where
1. S is a set of sort names, a non-empty (possible innite) set of data elements.
2. C is a set of constructor function declarations of the form f : S1Sn ! S
with S1;:::;Sn;S 2 S. Constructor functions are functions by which exactly
all elements of the sort can be denoted.
3. M is a set of mapping declarations of the form f : S1    Sn ! S with
S1;:::;Sn;S 2 S
The sets C and M are disjoint.
A variable declaration is of the form x1;:::;xn : S where the xi are variable
names and S is a sort name. From the signature and the variable declarations,
terms (of a certain sort) can be constructed. A data equation is of the form
p = p0 where p and p0 are terms of the same sort. An action declaration states
the names of the actions that may be used in the LPE.
A linear process equation (LPE) is an equation of the form:
X(d:D) =
P
i2I
P
ei:Ei
ci(d;ei)!ai(d;ei)X(gi(d;ei))
where I is a nite index set, where for i 2 I holds:
{ ci(d;ei) is a term of sort B that serves as a guard to allow actions,
{ ai(d;ei) 2 A,
{ gi(d;ei) is a term of sort D that denotes the next state.
The original denition of an LPE allows more features such as actions with data
parameters, time annotations, termination, etc., which are not needed in this
paper and are therefore omitted. The initialization is a statement of the form
X(p), where p is a specic term of sort D.
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To map the De Simone format deduction rules, we provide a template that trans-
forms a TSS to an LPS. This LPS is described in mCRL2 notation, which is a
symbolic description of the transition relation (transition system) described by
the TSS. In order to directly implement it as an mCRL2 specication, we adhere
to the mCRL2 notation. Therefore, we sometimes slightly dierentiate on syntax
that is common in mathematics, (e.g., when denoting a set comprehension).
3.1 Signature transformation
For a signature  that consists of (dierent) function symbols f1;:::;fn, we
dene a sort T as follows:
sort T = struct f1(1 : T ;:::;ar(f1) : T )?isf1
. . .
j fn(1 : T ;:::;ar(fn) : T )?isfn;
The function symbols f1;:::;fn are the constructor functions for terms of
this sort. The projection functions i are used to retrieve argument i of a func-
tion symbol. These functions are dened by the equations i(f(x1;:::;xar(f)))
= xi in case i  j and undened otherwise. The recogniser functions isfi fa-
cilitate the evaluation whether a term is of a particular form. Implicitly, the
equations dening recogniser function isfi are isfi(fi(x0;:::;xar(fi) 1)) = true
and isfi(fj(x0;:::;xar(fj) 1)) = false for i 6= j.
3.2 Transitions
The structured sort Solution is introduced to model pairs of a label and a term.
We assume that all labels used in the TSS are represented by a sort A.
sort Solution = struct sol(l : A;t : T );
The projection functions l and t are used to retrieve the transition label and
process term from a solution, respectively.
We introduce a function R that satises the property, for all s;s0 2 C() and
labels l 2 A
sol(l;s0) 2 R(s) i s
l  !s0
Since every transition is derivable due to a specic lastly applied deduction
rule, this is accomplished by introducing a function Rd : T ! Set(Solution) for
each deduction rule d of the TSS. Then R : T ! Set(Solution) is dened by
means of the single equation
var p : T ;
eqn R(p) =
S
d2D
Rd(p);
4Consider a deduction rule d of the form
fxi
li  !yi j i 2 Ig
f(x1;:::;xar(f))
l  !t
[Condd(li1;:::;lijIj;l)]
in the De Simone format, where I = fi1;:::;ijIjg. The equation that is introduced
for Rd is given next, followed by a detailed explanation of its structure and the
auxiliary used functions.
eqn Rd(p) = f s : Solution
j isf(p)
^ t(t(s))
^ 9li1;:::;lijIj(Condd(li1;:::;lijIj;l(s))
^
V
i2I yi 2 vars(t) ) sol(li;t
yi(t(s))) 2 R(i(p))
^
V
i2I yi 62 vars(t) ) 9zisol(li;zi) 2 R(i(p)))
^
V
j62I xj 2 vars(t) ) t
xj(t(s))  j(p)
g;
The condition isf(p) states that the rule can only be applied to terms p that
are headed by function symbol f. The condition t(t(s)) states that the target
term must have the same structure as the term t from the deduction rule.
The third and fourth condition state that the condition and the premises
of the deduction rule can be satised assuming that xi is replaced by i(p). In
order to restrict the number of possibilities only those solutions are accepted
that agree with the substitution used for the occurrences of xi and yi in t to
obtain t(s). The expression t
x(p) denotes the term (from p) that is used to
instantiate variable x in t.
The last condition checks that the substitutions used for the source variables
that occur in the target are those given by p.
Check target structure The resulting target term must be an instantiation of the
term t. We dene a function t : T ! B that checks this. If t is of the form x
for some variable x then we introduce the following equation:
var p : T ;
eqn x(p) = true;
and for t of the form f(t1;:::;tar(f)), for some terms t1;:::;tn, we introduce
the equation
var p : T ;
eqn f(t1;:::;tar(f))(p) = isf(p) ^
ar(f) V
i=1
ti(i(p));
and auxiliary functions ti : T ! B with their corresponding equations.
5Capture conditions We assume that the condition of the deduction rule is cap-
tured by means of a predicate Condd on a list of labels (the labels of the premises)
and the label of the conclusion.
map Condd : A    A  A ! B;
The user of this framework has to introduce a number of equations that capture
the meaning of the condition. This means that applicability is restricted to such
conditions that can be captured as Boolean expressions in the mCRL2 syntax.
Extract instantiation of a variable To retrieve the term that is used to instantiate
a variable x in the term t, we introduce a projection function t
x : T ! T .
In case t is of the form x we introduce the equation
eqn x
x(p) = p
In case t is of the form f(t1;:::;tar(f)) we introduce an equation
eqn 
f(t1;:::;tar(f))
x (p) = ti
x (i(p))
for each term ti in which x occurs. Additionally we add the auxiliary functions
ti
x : T ! T and their corresponding equations.
Note that we only use t
x in those cases where x 2 vars(t). Hence it does not
matter that the function t
x is not dened for variables dierent from x that do
not occur in t. Since we only consider t in which every variables occurs at most
once, t
x is well-dened.
3.3 Linear process transition generator
Basically, transitions are performed as long as the set of solutions belonging to
term p is non-empty. So we declare process X, with the process parameter p : T .
For each iteration, we select a solution s such that s 2 R(p) holds. Then, for s
we need to dispatch the transition (e.g., l(s)) and update term p to be t(s).
Putting, it all together provides us with
proc X(p : T ) =
P
s2Solution
s 2 R(p) ! l(s)  X(t(s));
To obtain the behavior associated with a particular term p, we consider the
process X(p):
init X(p);
The following theorem expresses the correspondence between the labelled
transition systems associated with the closed process term and the mCRL2 pro-
cess X(p). For reviewing purposes a proof of this theorem is added in Appendix
A.
Theorem 1 (Correspondence). Let (;D) be a TSS. Then for every p 2
C(), the labelled transition system associated with p and the labelled transition
system associated with X(p) are isomorphic.
64 Application
To illustrate our approach we consider the process algebra MPT from [4] ex-
tended with an interleaving parallel composition operator. Assume a nite set of
actions A = fa1;:::;ang. The signature of this language consists of the nullary
function symbol 0, the unary function symbols : (for  2 A), and the binary
function symbols + and k . In this section we will use inx notation for the
binary function symbols.
When applying the signature transformation we get:
sort T = struct zero?iszero j a1(1 : T )?isa1j:::j an(1 : T )?isan
j alt(1 : T ;2 : T )?isalt j par(1 : T ;2 : T )?ispar;
where zero, ai, alt and par represent 0, ai:, +, and k respectively. The deduction
rules for this process algebra are:
(a1)
a1:x1
a0  !x1
 (an)
an:x1
an  !x1
(a1)
x1
a  !y1
x1 + x2
a  !y1
(a2)
x2
a  !y2
x1 + x2
a  !y2
(p1)
x1
a  !y1
x1 k x2
a  !y1 k x2
(p2)
x2
a  !y2
x1 k x2
a  !x1 k y2
As no conditions (other than true) appear in these deduction rules we do not
consider them in the remainder of this section. To accommodate the (auxiliary)
computation we introduce the following functions and variables:
map R;Ra1;:::;Ran;Ra1;Ra2;Rp1;Rp2 : T ! Set(Solution);
x1;y1;y2;y1kx2;x1ky2 : T ! B;
x1
x1;y1
y1;y2
y2;
y1kx2
y1 ;
y1kx2
x2 ;
x1ky2
x1 ;
x1ky2
y2 : T ! T ;
var v : T ;
The overall relation function we dene as:
eqn R(v) = Ra1(v) [ ::: [ Ran(v) [ Ra1(v) [ Ra2(v) [ Rp1(v) [ Rp2(v);
Then the resulting equations for the action prex terms are, for each  2 A
eqn x1(v) = true;
x1
x1(v) = v;
R(v) = fs : Solution j is(v) ^ x1(t(s)) ^ x1
x1(t(s))  1(v)g;
The required equations for deduction rule (a1) are:
eqn y1(v) = true;
y1
y1(v) = v;
Ra1(v) = fs : Solution j isalt(v) ^ y1(t(s))
^ 9l1:A(sol
 
l1;y1
y1(t(s))

2 R(1(v)))g;
For deduction rule (p1), the following set of equations is constructed:
7eqn y1kx2(v) = ispar(v) ^ y1(1(v)) ^ x2(2(v));
y1(v) = true;
x2(v) = true;

y1kx2
y1 (v) = y1
y1(1(v));
y1
y1(v) = v;

y1kx2
x2 (v) = x2
x2(2(v));
x2
x2(v) = v;
Rp1(v) = fs : Solution j ispar(v) ^ y1kx2(t(s))
^ 9l1:A(sol

l1;
y1kx2
y1 (t(s))

2 R(1(v))
^ 
y1kx2
x2 (t(s))  2(v))g;
The treatment of deduction rules (a2) and (p2) is analogous to the treatment
of rules (a1) and (p1).
To perform a meaningful analysis for the closed term p, we provide the fol-
lowing LPE, and instantiation with p as follows
proc X(v : T ) =
P
s:Solution
s 2 R(v) ! l(s)  X(t(s));
init X(p);
To illustrate that the method is eective, we provide some graphs, generated
by the mCRL2 toolset (release-March 2011). In each case, the initial process
parameter p, which generates the labelled transition system, is provided in the
caption below the the graphs. The tools that have been used to generate the
pictures are subsequently txt2lps and followed by lps2lts. The rst tool reads an
textual LPS and stores it into the binary LPS format. The second tool unfolds
an LPS into a labelled transition system.
0
1
2
3
a0
a1
a2
(a) a0:a1:a2:0
0
1
2
3
a1
a2
a2
a1
(b) a1:0 k a2:0
0
1
2
a0
a1
a2
(c) a0:0 + a1:a2:0
Fig.1: Three dierent specications, as generated by the mCRL2 toolset
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As we have chosen mCRL2 as our target formalism. we have to apply two re-
strictions, in order to conduct an analysis. This implies that we require a nite
number of deduction rules and a nite signature, such that we can generate a
nite textual specication. The set of action labels however does not have be
nite, as we will explain below.
First, we used elements of sort A (part of the data specication) as actions
in mCRL2. This poses the rst restriction. In the mCRL2 language the direct
use of data sorts as actions is prohibited. In fact, mCRL2 requires a separate
section to declare actions. To overcome this limitation, we declare a (dummy)
action with a data parameter of sort A and use this data parameter to encode
the action. So instead of p
a  !p0, we get p
d(a)
 !p0, where d is the dummy action
carrying A as its parameter. Note that these dummy actions are removed from
the examples mentioned in Figure 1. As mCRL2 deals with innite data types,
the method can be used for both nite and innite sets of A.
The second restriction applies to the use of quantiers. The mCRL2 language
allows the use of existential (9) quantiers, however the toolset has no proper
means to evaluate them. As such, we expand existential quantications for ac-
tion labels (the li1;:::;lijIj) manually (for nite sets of action labels), and for
existential quantications of unused targets of premises (the zi's) we introduce
a function, derived from relation function R, to eliminate them. We introduce a
function that is like R but instead of returning a set of solutions, which consists
of labels and terms, it returns only a set of labels.
Let Rl;Rl
(d)d2D : T ! Set(A) be the derived function along with its auxiliary
functions. Then Rl =
S
d2D
Rl
d, where the auxiliary functions are dened as:
eqn Rl
d(p) = fa : A j isf(p) ^ 9li1;:::;lijIj(Condd(li1;:::;lijIj;a) ^ V
i2I(li 2 Rl(i(p))))g;
Then by replacing
^
i2I
yi 62 vars(t) ) 9zisol(li;zi) 2 R(i(p))
in Rd, by
^
i2I
yi 62 vars(t) ) li 2 Rl(i(p))
we are able to deal with existential quantication.
Whenever we cannot full perquisites, e.g.niteness of the set of action labels,
we need to rely on a new higher order rewriter, which will be available from the
summer of 2011.
96 Extension towards predicates
Predicates are used to express behavioural properties, like termination and di-
vergence. A deduction rule d for dening a predicate, say P, is of the form:
fxi
li  !yi j i 2 Ig [ fPjxj j j 2 Jg
Pf(x1;:::;xar(f))
[Condd]
where all of x1;:::;xar(f) and yi, for i 2 I are distinct variables, f 2 , I;J 
f1;:::;ar(f)g and I \J = ;, and li's are labels and Condd is a condition on the
labels of the premises.
Predicates can then also be used in the premises of deduction rules dening
a transition relation. The general scheme is as follows:
fxi
li  !yi j i 2 Ig [ fPjxj j j 2 Jg
f(x1;:::;xar(f))
l  !t
[Condd]
where all of x1;:::;xar(f) and yi, for i 2 I are distinct variables, f 2 , I;J 
f1;:::;ar(f)g and I\J = ;, and t is a process term that only contains variables
from fxk j k 62 I [ Jg [ fyi j i 2 Ig and does not have repeated occurrences
of variables, li's and l are labels and Condd is a condition on the labels of the
premises and the label of the conclusion.
Predicates can be considered a special type of transition relation, with special
transition labels. These labels need to be disjoint from the set of transition labels.
So, we need split A into a set of transition labels ATrans and a set of predicate
labels APred, such that ATrans \ APred = ;. Then the above deduction rules
can be represented by:
fxi
li  !yi j i 2 Ig [ fxj
Pi  !yj j j 2 Jg
f(x1;:::;xar(f))
P  !f(x1;:::;xar(f))
[Condd]
fxi
li  !yi j i 2 Ig [ fxj
Pj  !yj j j 2 Jg
f(x1;:::;xar(f))
l  !t
[Condd]
As one closely observes, these rules are also in the De Simone format. Thus
we can use the existing R, to check whether a predicate holds. A predicate is
satised, if for all s 2 C() and labels P 2 APred, it holds
sol(P;s) 2 R(s) i s
P  !s
Note that for transition relations we redene the functions for all s;s0 2 C()
and labels l 2 ATrans
sol(l;s0) 2 R(s) i s
l  !s0
10As such, we can reuse the transformation to generate the equation functions for
predicates.
To emphasise the dierence between action labels and predicate labels, we
slightly alter the way in which we generate transitions. We will use parametrised
actions. Here the action itself indicates whether we deal with a predicate or a
transition, and the data parameter is the corresponding action or predicate label.
proc X(p : T) =
P
s:Solution(s 2 R(p) ^ l(s) 2 ATrans) ! tr(l(s)):X(t(s))
+
P
s:Solution(s 2 R(p) ^ l(s) 2 APred) ! pr(l(s)):X(t(s));
Predicate application In this example we extend the MPT with termination.
Again, we assume a nite set of actions ATrans = fa1;:::;ang and a singleton set
of predicates APred, to wit #. Because we now deal with a separate set of action
label for predicates as well as transitions, we need to substitute all occurrences
of A by ATrans, for Ra1;:::;Ran;Ra1;Ra2;Rp1;Rp2 as they still reason about
A as it were the only set of action labels available. By introducing termination,
the signature as mentioned in Section 4, is extended with the function symbol
1. Within the MPT extension it is common to write x # instead of # x.
Now, in the same order as seen before, we rst apply the signature transfor-
mation
sort T = struct zero?iszero j one?isone j a1(1 : T )?isa1j:::j an(1 : T )?isan
j alt(1 : T ;2 : T )?isalt j par(1 : T ;2 : T )?ispar;
The deduction rules for this extension are:
(t1)
1 #
(t2)
x1 #
(x1 + x2) #
(t3)
x2 #
(x1 + x2) #
For the auxiliary computation we require three additional functions:
map Rt1;Rt2;Rt3 : T ! Set(Solutions)
These functions need to be added to the overall function R. So, we redene R:
eqn R(v) = Ra1(v) [ ::: [ Ran(v) [ Ra1(v) [ Ra2(v) [ Rp1(v) [ Rp2(v)
[Rt1 [ Rt2 [ Rt3 : T ! Set(Solutions)
Then the resulting functions are dened as:
eqn Rt1(v) = fs : Solution j isone(v) ^ t(s)  v ^ l(s)  #g;
Rt2(v) = fs : Solution j isalt(v) ^ t(s)  v ^ l(s)  #
^ sol(1(v);#) 2 R(1(v))g;
Rt3(v) = fs : Solution j isalt(v) ^ t(s)  v ^ l(s)  #
^ sol(2(v);#) 2 R(2(v))g;
To illustrate the use of predicates, Figure 2 shows an example of an LTS,
generated with the mCRL2 toolset. Again, the initial process parameter p is
shown in the caption. Here the process can either perform action a0 and deadlock
or perform action a1 and terminate successfully. The tools used are identical to
those used in our previous example.
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1
2
tr(a0)
tr(a1)
pr(#)
Fig.2: Example of a predicates, generated by the mCRL2 toolset for: a0:0+a1:1
Remark 1. In Section 5 we discussed the use of a dummy action to resolve an
implementation mismatch. This dummy action can now also be used dierentiate
between actual transition relations and predicates that hold in a particular state.
7 Related work
SOS meta-theory research is mainly aimed at proving useful properties about
TSSs [2,30] such as congruence results [21], deriving equational theories [1],
conservative extensions [19], and soundness of axioms [3]. Research on how to
implement them is often underexposed. Most of this work is performed with
the Maude model checker [32]. Other authors have studied the link between the
rewriting logic [24] and SOS both from a theoretical [8,15,26,17,30] as well as
practical point of view [13,14,17,29,35,36].
In [14], the outline of a translation from Modular SOS (MSOS) [27,28] to the
Maude rewriting logic is given and proven correct. The translation is straight-
forward and the technical twist is in the decomposition of labels, e.g., to the
structure of the labels in MSOS. A more elaborate explanation of this can be
found in [15]. Within the work of [36], they try to capture the CCS semantics
rewrites. While rewrites have no labels, labels are encoded as the result of a
rewrite rule, e.g., the CCS transition of p
a  !q is written as p !fagq. Though
this is a correct transition, (a:p) k q  !(fagp) k q is not, since the right-hand
side term is not well formed. To overcome this problem, they introduce a dummy
operator by which they extend the semantics in order to generate the transitive
closure (p34-p38). Basically, rewrites can only be performed on the outermost
function symbol and the result needs to be constructed as such. Since we use
tuples to store a solution, rather than encoding it into a single term, we do not
suer from this drawback.
In the works of Mousavi and Reniers [29], Verdejo [34], and Verdejo and
Marti-Oliet [35,36], we see that the most noticeable dierence is the formalism
in which they express the TSS. In these works the authors stick to a represen-
tation for which hardly any tooling for formal analysis is available, or needs to
be developed from scratch. This hinders a formal analysis. We have chosen a
12formalism, that is supported by a collection of tools that is specially aimed at
performing formal analysis.
LETOS [23] is a tool environment that generates L ATEX documents and exe-
cutable animations in Miranda [33]. This can be accomplished for a wide range
of semantics, including some deterministic SOS forms. Since LETOS can only
deal with deterministic semantics, it poses some problems when analysing the
behaviour of concurrent (non-deterministic) systems.
An approach for implementing SOS rules is presented in [10] which combines
(unconditional) term-rewriting and -calculus for simulation. It demonstrates
how SOS can be used in proof tools based on term rewriting. For that the Larch
Prover [22] is used, and explained in [9]. Their method aims to demonstrate and
prove the equivalence between dierent semantics denitions. We, however, aim
at creating a bridge that closes the gap between a language for specication
and a language for performing analysis. Furthermore, we include conditions and
predicates, whereas they only allow predicates.
Process Algebra Compiler [11] is a tool that takes the signature and the
SOS rules of a language and generates a LEX/YACC scanner/parser as well as
verication libraries (Lisp and in Standard ML which are respectively compiled
with the kernels of the MAUTO tool [7] and the Concurrency Workbench [12]). In
fact, PAC is a compiler that can be used as a front-end for verication tools. With
the help of so-called back-end procedures, they generate the required routines
for the dierent target systems, by relating concepts from the original language
to those in the target formalism. How the relationship is dened between them,
still needs to be addressed by the user. As our work describes such a relation,
this method can be implemented into PAC.
8 Assessment and Future Work
In this paper we have demonstrated that SOSs adhering the De Simone rule for-
mat, can be transformed into a Linear Process Specication in the mCRL2 lan-
guage. These can be subsequently accommodated with the mCRL2 toolset. Al-
though we have selected mCRL2 as our specication/implementation language,
we do not foresee any diculties when choosing another language as long as
it has the same expressive power, e.g., it facilitates a higher-order rewrite sys-
tem to compute set comprehensions and a transition generator to (exhaustively)
explore behaviour.
The work presented here originates from work carried out as part of the KWR
09124 project LithoSysSL at ASML. The core activity within this project is to
investigate how to formalise a Language-oriented, Domain Specic Modeling
Environment and use it for specication, verication and validation purposes
within the Lithography domain. During the project we have performed several
successful analysis, that use the work presented here, but also extensions of
the De Simone format rules. The extensions include the copying of variables,
look-a-heads, and state vector usage. Extensions, towards negative and innite
premises, as well as N-sorted or multi-sorted transition specications have not
13been studied thoroughly, but we feel that they can be added to this framework
as well.
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1516A Proofs
A.1 Labelled Transition System associated with an LPS
In this subsection we briey describe how a Labelled Transition System can be
associated with an LPS4.
Denition 1 (Labelled Transition System). A labelled transition system
(LTS) is a triple (S;L;!;s0) where:
{ S is a set of states,
{ L is a set of labels,
{  !  S  L  S is a transition relation,
{ s0 2 S is the initial state.
An LPS describes a transition relation by means of the following transition
system specication. The signature of the transition system specication is left
implicit. The only deduction rule is the following
j= c(d;e) = true
X(d)
a(d;e)
 ! X(g(d;e))
where j= c(d;e) indicated that the Boolean expression c(d;e) must be derivably
equal to true.
The labelled transition system associated with closed term X(p) with p a
closed term of sort T is that part of the transition relation described by the LPS
for X that is reachable from X(p).
A.2 Labelled Transition System associated with a TSS
In [21] it is clearly dened how a transition relation is dened by means of a
transition system specication. The labelled transition system associated with a
closed term p 2 C() is then obtained by considering that part of the transition
relation described by the TSS that is reachable from p.
A.3 Lemmas
Lemma 1. For all x 2 V, t 2 T (), and substitutions  : V ! T ()
x 2 vars(t) ) t
x((t)) = (x)
Proof. By induction on the structure of term t.
{ t is a variable. In case t = x we have t
x((t)) = x
x((t)) = (x). The case
where t is a variable dierent from x cannot occur as x 62 vars(t).
4 Reduction Algorithms on Linear Process Equations - M. Monteban
17{ t is of the form f(t1;:::;tar(f)) for some f 2  and t1;:::;tar(f) 2 T ().
Since x 2 vars(t), we have x 2 vars(ti) for some i such that 1  i  ar(f).
By induction hypothesis we obtain ti
x ((ti)) = (x). Note that since x 2
vars(ti) we have the equation t
x((t)) = ti
x (i((t))). Since i((t)) =
i((f(t1;:::;tar(f)))) = i(f((t1);:::;(tar(f)))) = (ti), we then also
have t
x((t)) = ti
x (i((t))) = ti
x ((ti)) = (ti), which was to be shown.
Lemma 2. For all t 2 T (), and substitutions  : V ! T ()
t((t)) = true
Proof. By induction on the structure of term t.
1. t is a variable, say x. Then t((t)) = x((x)) = true.
2. t is of the form f(t1;:::;tar(f)) for some f 2  and t1;:::;tar(f) 2 T ().
By induction hypothesis we have ti((ti)) = true for all i such that 1 
i  ar(f).
Then t((t)) = isf(f(t1;:::;tar(f))) ^
ar(f) V
i=1
ti(i((f(t1;:::;tar(f))))) =
true ^
ar(f) V
i=1
ti((ti)) = true.
Lemma 3. For all t 2 T () and p 2 C() such that t(p). If t
x(p) = (x) for
all x 2 vars(t), then (t) = p.
Proof. By induction on the structure of term t. Assume that t
x(p) = (x) for
all x 2 vars(t).
1. t is a variable, say x. Since t
x(p) = (x) by assumption, and t
x(p) = x
x(p) =
p we have (t) = (x) = t
x(p) = p.
2. t is of the form f(t1;:::;tar(f)) for some f 2  and t1;:::;tar(f) 2 T ().
From t(p) it follows that ti(i(p)) for all 1  i  ar(f).
From the assumption that t
x(p) = (x) and the fact that t
x(p) =

f(t1;:::;tar(f))
x (p) = ti
x (i(p)) for those ti in which x occurs it follows that
ti
x (i(p)) = (x) for all variables x 2 vars(ti). Hence, by induction hypoth-
esis we have (ti) = i(p) for all 1  i  ar(f). Then we have, (t) =
(f(t1;:::;tar(f))) = f((t1);:::;(tar(f))) = f(1(p);:::;ar(f)(p)) = p.
Note that we have used that isf(p) implies f(1(p);:::;ar(f)(p)) = p for
all p 2 C(). This is easily proven by induction on the structure of p.
A.4 Proof of the main theorem
Theorem 2. Let (;D) be a TSS. For every p 2 C(), the labelled transition
system associated with p and the labelled transition system associated with X(p)
are isomorphic.
18Proof. Obviously, it suces to show that for all p;p0 2 C() and l 2 A
p
l  !p0 ) sol(l;p0) 2 R(p) (1)
and
sol(l;p0) 2 R(p) ) p
l  !p0 (2)
since sol(l;p0) 2 R(p) i X(p)
l  !X(p0) follows directly from the semantics of
an LPS.
First we give a proof for equation 1. We prove this part by induction on the
depth of the proof tree of p
l  !p0. Now assume that the last step in this proof
tree is the application of deduction rule d 2 D of the form
fxi
li  !yi j i 2 Ig
f(x1;:::;xar(f))
[Condd]
and let  be a substitution such that (f(x1;:::;xar(f))) = p, (t) = p0,
(xi)
li  !(yi) for all i 2 I, and Condd.
1. isf(p) = isf((f(x1;:::;xar(f)))) = isf(f((x1);:::;(xar(f)))) = true
2. t(p0) = t((t)) = true. The last step is due to Lemma 2.
3. { Condd holds for the labels of the premises and the label for the conclu-
sion.
{ For every i 2 I with yi 2 vars(t): t
yi(p0) = t
yi((t)) = (yi) according
to Lemma 1. Note that i(p) = i((f(x1;:::;xar(f)))) = i(f((x1);:::;(xar(f)))) =
(xi). By induction hypothesis, for each i 2 I, sol(li;(yi)) 2 R((xi)).
Therefore,
^
i2I
yi 2 vars(t) ) sol(li;t
yi(p0)) 2 R(i(p))
{ For every i 2 I with yi 62 vars(t), by induction hypothesis, sol(li;(yi)) 2
R((xi)). As before (xi) = i(p). Therefore,
^
i2I
yi 62 vars(t) ) 9zisol(li;zi) 2 R(i(p))
4. For every j such that 1  j  ar(f) and j 62 I and xj 2 vars(t) we have
t
xj(p0) = t
xj((t)) = (xj) = j(p)
using Lemma 1. Therefore,
^
j62I
xj 2 vars(t) ) t
xj(p0) = j(p)
19From this we can conclude that sol(l;p0) 2 Rd(p) and therefore also sol(l;p0) 2
R(p).
Next we prove equation 2 by induction on closed term p. Assume that
X(p)
l  !X(p0). Then this must be due to the fact that sol(l;p0) 2 R(p). By def-
inition this means that there exists a deduction rule d 2 D such that sol(l;p0) 2
Rd(p).
As d is a deduction rule in De Simone format, i it is of the form
fxi
li  !yi j i 2 Ig
f(x1;:::;xar(f))
[Condd]
From the denition of Rd it follows that there exist qi, for i 2 I with yi 62
vars(t) such that sol(li;qi) 2 R(i(p)). Now, dene a substitution  such that
{ (xi) = i(p) for 1  i  ar(f),
{ (yi) = t
yi(p0) for i 2 I such that yi 2 vars(t),
{ (yi) = qi for i 2 I such that yi 62 vars(t).
Now we can establish the following facts:
1. Condd holds for the labels of the premises and the label for the conclusion.
2. (f(x1;:::;xar(f))) = f((x1);:::;(xar(f))) = f(1(p);:::;ar(f)(p)) =
p. The last step follows from isf(p) (since sol(l;p0) 2 Rd(p)).
3. From sol(l;p0) 2 Rd(p) it follows that t
xj(p0) = j(p) = (xj) for all 1 
j  ar(f) such that j 62 I. By denition of , for i 2 I and yi 2 vars(t), also
t
yi(p0) = (yi). Therefore, as t(p) also follows from sol(l;p0) 2 Rd(p), by
Lemma 3 we have (t) = p0.
4. From sol(l;p0) 2 Rd(p) it follows that sol(li;t
yi(p0)) 2 R(i(p)), for i 2 I
and yi 2 vars(t) and sol(li;qi) 2 R(i(p)), for i 2 I and yi 62 vars(t). By
induction we then have i(p)
li  !t
yi(p0), for i 2 I and yi 2 vars(t) and
i
li  !qi, for i 2 I and yi 62 vars(t). Since i(p) = (xi) and t
yi(p0) = (yi),
the premises of the deduction rule d are all derivable.
We can conclude that p
l  !p0. u t
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