The asymptotic mean weighted Hellinger distance (AMWHD) is derived for the kernel distribution estimator of a function of observations. In addition, the AMWHD is compared with the asymptotic mean integrated square error (AMISE) of the estimator. A completely data based method is proposed to select the bandwidth in the estimator using the mean weighted Hellinger distance (MWHD).
The kernel distribution function estimator (Nadaraya, 1964) 
Theoretical and simulation analyses show that choice of kernel is not crucial for distribution function estimation in the case of independent and identically (i.i.d) random variables; the most important choice is that of bandwidth. A typical way to select the bandwidth is to minimize one error measure, and the most commonly used is the mean integrated square error (MISE) and its asymptotic (AMISE), where
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Another criterion is the mean Hellinger distance (MHD), where 
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, the bandwidth is determined to be 0.437. Figure 1 shows the kernel distribution function for ) , ( 2 1 X X g using data in Table 1 . It is clear that the kernel
