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Abstract--It is proved that he singular third-order boundary value problem y = f(y), 
y(0) = 0, y(+o¢) = 1, y~(+oo) = yU(+cc) = 0, has aunique solution. Here f(y) = (1 - y)~g(y), 
)~ > O, g(y) is positive andcontinuous on (0, 1]. The problem arises in the study of draining a d
coating flows. © 2002 EIsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION AND MAIN RESULT  
In a recent paper [1], Wang and Zhang have stablished, among other things, the existence of 
solutions to the singular third-order boundary value problem 
y(0) = 0, 
d3y 
dx 3 ..~ f(y), 0 ( x ( +co, 
y(+co) = 1, y'(+co) = y"(+co) = 0. 
(1.1) 
They assumed that f (y )  = (1 - y)~'g(y), ~ > 0 is a given constant, andg(y) is a continuous, 
positive andnonincreasing function defmed on (0,1]. But in [1] there isone important question, 
the uniqueness of olutions, which as been left out of consideration. 
The singular third-order boundary value problem arises in the study of draining a d coating 
flows. Generally spealdng, f (y )  is singular at y = 0. Its different possible choices are given in [2]. 
Among them, the simples't and most important o eis 
1--y 
l (u) = y3 
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For details, see [2’-4] andthe references th rein. 
Motivated by the results of [I], the purpose ofthis paper is to demonstrate  uniqueness and
existence result for problem (1.1) inthe absence ofmonotonicity of g(t). 
The following hypothesis is adopted inthe present paper. 
HYPOTHESIS (H). f(t) = (1 - t)xg(t), X > 0 is a given constant, g(t) is a positive continuous 
function defined on (0, 11, and there exists a function G(t) EC(0, 11, which is nonincreasing in t 
such that 
0 < G(1) 5g(t) < G(t), for all t E (0, 11. 
The main result of his paper is as’ follows. 
THEOREM 1. Let (H) hold. Then problem (1.1) has a unicjue solution. 
Here we call a function g(z) EC[O, +oo) nC3(0, +oo) a solution t  problem (l.l), if 
1 J 
+a, 
50 2f(y(s)) d  = 1 (1.2) 
and 
Y(Z) = 1 - ; J 
+oO 
(s - z)2f(9(s)) ds, O~x<+cQ. (1.3) 2 
To prove Theorem 1, we need to consider a singular nonlinear initial v ue problem ofthe form 
2f @I w”(t) = -Jzqq’ 0 < t < 1, 
(1.4 
w(1) = w’(1) = 0. 
In Section 2,we will prove that he singular nonlinear initial v ue problem (1.4) has a unique 
positive solution, and (1.4) isalso equivalent to the original problem (1.1). 
A function w(t) E C(0, l] fC2(0, 1) is aid to be a positive solution t  problem (1.4), if w(t) > 0 
for all t E (0,l) and 
w(t) = J l 2(s - t)(1 - s)Xg(s) ds t m ’ o<t51* (1.5) 
This is the first paper, toour knowledge, that establishes the uniqueness of olution t  singular 
second-order initial v ue problems. A  for singular fi st-order initial v ue problems, forexample, 
see [5] and the references. 
2. PROOF OF MAIN RESULT 
Without loss of generality, we may assume that G(1) = 1. Otherwise, we put 
xp := px, f? := ]G(1)]1’3, g(t) SD(t) :=Go> and 
G(t) 
G@(t) := ~(1)’ 
Then Go(l) = 1 and problem (1.1) istransformed into the singular third-order boundary value 
problem 
3 = (1 -Y)%L?(Y>, 0 < xcp < +oo, 
Y(O) = 0, y(+oQ> = 1, y'(+c¶o) = y”(+oo) = 0. 
From the definition of a positive solution t  problem (1.4), wecan establish thefollowing 
a priori estimates. 
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LEMMA 2. Assume thst (H) is satJsfied. Pur 
A2(I t) 2p A + 2 
wo(t) := G(t) ' wR(t) := A2(1 - t)2pG2(t), p := ~ ,  
and 
A := (2p-  1)" 
Ler w(t) be a positive solution to problem (1.4). Then 
wo(0 < w(t) < wR(t), 0 < t < 1. (2.1) 
PROOF. For n = -1,0,  1,2 . . . .  , we define 
Otù(t) := A 2 (1 - t)2p]1~($)[(3(-1)"+1)/2, 0 < t < 1, 
where B is a positive constant defined by 
B := (A+ 1)(A+2)" 
It follows from (1.5) that 
f t  1 2(1 - s)Ag(s) ds w'(t) = - ~ < O, 0 < t < 1, 
which shows that w(t) is strictly decreasing on (0,1]. Consequently, we have, by (1.5), (H), and 
the fact that G(1) = 1, 
i #b 
w3/2(t) >- Jt  2(s - t)(1 - s) A es = B3(1 - t) 3#, 0 < t < 1, 
i.e., 
w(t) >_ B2(1 - -  t) 2p > a- l ( t ) ,  for all t • (0, 1]. (2.2) 
Inserting a- l ( t )  into the right-hand side of (1.5) and using (H), we obtain 
~ 12(s_ t ) ( l _s )  A ds < 0 t < l. w(t) <_ G(t) ~ _ co(t), < 
Inserting a0(t) into the right-hand side of (1.5) again, we obtain 
/ 1 2(s - t)(1 - s) ~ ds w(t) > ~ > at(t), 0 < t < 1. 
We continue this process and use the inductive method to obtain 
a2,~-l(t) <" a2,ù+l (t) < w(t) < azm+2(t) < c~2m(t), 0 < t < 1, 
for m = 0, 1, 2 , . . ,  wbäeh implies (2.1). The lereres is thtm proved. 
REMARK 1. It follows from (2.1) that A2(1 - t) zp is a positive solution to problem (1.4) when 
~(t) - c ( t )  =_ 1. 
REMARK 2. It follows from (2.1) that w(t)/(1 - t) 2p • C(0,1], and 
lim w(t) = Az . 
t - - * l -  (1  - -  t) 2a 
On the basis of Lemma 2, we can prove the following statement. 
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LEMMA 3. Ler (H) hold. Then problem (1.4) has a unlque positive solution. 
PROOF. We first prove the urüqueness. Since G(1) = 1 and G(t) is continuous in some left 
neighbourhood o f t  = 1, we can choose a 6 E (0, 1) such that 
GS(6) 
« := ~ < 1. (2.3) 
For any u E C[6, 1], we define its norm by 
[ [u[[ :=supf  [u(t), , ~<t<l}  
[ ( I - t )2~'  - , • 
Let both wl(t) and w2(t) be positive solutions to problem (1.4) and let u(t) = Wl( t )  - %o2(t ). 
Then by Remark 2 wj E O[6,1] (j = 1,2) and [[wj[[ < oo, so we have u E C[6, 1] and [[u[[ < oo. 
It follows from (1.5), (2.1), and (2.3), we obtain 
[1  2(8 - t)(1 - 8)~g(s) lu ls ) l  d8 
lu(t)l < J, 
< G3(Ó) [1 2(8 -- t ) (1 -- $)A lu(»)l 
- 2 .o  :4~(~: ~~ (~- s)~ù «~ 
< qllull(1 - t) 2", 6 < t < 1, 
i.e., 
Ilull _< «llull. 
This shows that u(t) = 0 on [6,1]. 
We are now going to prove that u(t) - 0 on (0, 6]. 
Note that at this moment Wl(6) = w2(6), w~(6) = %(6), and w~(t), j = 1, 2, can be written 
as 
/ t  ~ 2(s - t)(1 - s)~g(s) ds 
~~(t)  = ~~(6)  + ~~(~)( t  - 6) + - - - -  , 0 < t < 6. (2.4) ,/wj(~) 




where M is a positive constant large enough. 
The inequality above can be rewritten as 
6 2(s - t)(1 - s )xg(s) lu(s) l  ds 
f t  ~ (s - t)(1 - s)~g(s)lu(s)l as )r(i--Võ 
f' M G3(s)[u(s)l de, 0 < t <_ 6, 
'{H Ic' )} G3(s)lu(s)[ds. exp - MG3(s)  d» >_ O, 
which implies that 
z' ( z ' )  g(s) lu(s) lds.exp - Mg(s) ds <_ O, 
This shows that u(t) ~ 0 on (0, 6]. The uniqueness i  thus proved. 
0<t<6,  
O<t_<& 
A Uniqueness and Existence Theorem 449 
In the sequel, we are to employ the iterative method to establish the existence. The existence 
proof presented here is different from that given in [1]. 
Let us define a mapping ¢ : D - .  D by 
where D := 
by (2.1). 
We put 
~ 1 2(s - t)(1 - s)Xg(s) ds (~~)(t) := ~ , 
{w • c[0,1]; w0(t) < w(t) < wR(t), 0 < t < 
Vw• D, 
1} and wo(t),wR(t) are defined 
w,~+l(t) = (¢wn)(t),  for n = 0, 1, 2 , . . .  
It is easy to verify that for m = 0, 1, 2 , . . ,  
w2,,,(t) < w2,,,+=(t) < w2,,,+3(t) < w=,ù+l(t) < wn(t), 0 < t < 1, 
and hence, 
~(t) := lim,~-.oow2m(t) and z/(t) := limm-.ooW2,ù+l(t) 
uniformly on any compact subsets of (0, 1]. 
Consequently, we have 
~(t) = (¢n)(t) < (¢~)(t) = ~(t), 0 < t < 1. 
In the same manner as in the uniqueness proof, we can obtain I1~-~11 -< qll~-~lh i.e., ~(t) -= ~(t) 
on [6,1]. Next, we can lead to 
f' 
I~( t )  - rl(t)l <_ M Ga(s)l~(s) - n(s)l ds,  0 < t <_ &, 
which implies that ~(t) -= ~(t) on (0, &]. This means that ~(t) is a positive solution of prob- 
lem (1.4). 
To prove Theorem 1, we require the following statement. 
LEMMA 4. Let (H) hold. Then problem (1.1) is equivalent o problem (1.4). 
PROOF. Let y(x) be a solution to problem (1.1). Then we have, by (1.2) and (1.3), 
y'(x) = (s - x) f (y(s) )  ds > O, 0 < x < +co, 
y ' (x)  = - f (y(s))  ds < 0, 0 < x < -l-co, 
y'"(=) = f (y (x ) )  > 0, 0 < x < +o0,  
y(0) = 0, y (+co)  = 1, y ' (+co)  = y" (+co)  = 0. 
This shows that y(x) is positive, nondecreasing, and concave on (0, +co) and y'(x) is nonnegative, 
nonincreasing, and convex on (0, +co). Therefore, there must be a unique xo • (0, +c¢] such 
that 
0 < y(x) < 1, on (0, x0) and y(x) - 1, on [xo, +co). (2.5) 
y'(x) > 0, on (0, x0) and y'(x) =- O, on [x0, +co). (2.6) 
Here Xo E (0, +co] means that Xo is either a positive number or the positive infinity. When xo is 
a finite positive number, the condition ](1) = 0 is required. But it follows from Hypothesis (H), 
we have/(1) = 0. 
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It follows from (2.6) that the restriction of t = y(x) to [0, x0) has an inverse function x = k(t) 
defined on [0,1), and hence, 
t = y(k(t)), y'(k(t))k'(t) = 1, 0 < t < 1. (2.7) 
We put 
w(t) := Jy'(k(t))[ 2 > 0, 0 < t < 1. (2.8) 
Then we have, by (2.7) and (2.8), 
w'(t) = 2y'(k(t))y"(k(t))k'(t) = 2y"(k(t)), 0 < t < 1, 
2y(t) 0 < t < 1. 
w"(t) = 2y"(k(t))k'(t) = vr j~ ,  
It is clear that w(1) := limtTlw(t) = 0 = limtTlW'(t) =: w~(1). This shows that the function w(t) 
defined by (2.8) is exactly a positive solution to problem (1.4). 
Conversely, we utilize a positive solution w(t) to the initial value problem (1.4) to construct a
solution y(x) to the boundary value problem (1.1). 
Let w(t) be a positive solution to (1.4). Then the function defined by 
B t ds 0 < t 1 u(t )  :=  (~(s ) )1 /2 '  - < (2.9) 
is strictly increasing on [0,1), and hence, the function t = y(x), inverse to x = u(t), exists and 
y(0) = 0. 
In view of (2.9), (2.1) and (2.2) in Lemma 2, we have 
~o 1 ds fo ldS  (2.10) 
AG(s)(1 - s)P <- u(1) <_ B(1 - s)P" 
According to (2.10), when A E (0, 1), Xl := u(1) is a finite positive number, and hence, y(x) is 
defined on [0,xl] and y(xl)  = 1. In this case, we further define y(x) - 1 for x > xl, then y(x) is 
continuous on [0, co). We now prove that the function y(x) is a solution to i l . l ) .  
Inserting t = y(x) into (2.9) yields 
B 
y(z) ds 
(w(s))l/2 = u(y(x)) = x, for all x ~ [0,xl]. (2.11) 
Differentiating (2.11) with respect o the variable x three times, we obtain 
y'(x) = [w(y(x))] 1/~, for x E (0,xl), y ' (x l - )  = 0, (2.12) 
1 12  1 , 1 ,  y"(x)=~[w(y(x) ) ] -  / w (y(x))y (x)=-~w (y(x)), for all x ~ (O, Xl), y" (x l - )=O,  (2.13) 
and 
i ù y'"(x) = ~w (y(x))y (x) = f(y(x)) ,  for all x e (0,Xl), y/Il(x1-) = 0. (2.14) 
Here we have used the fac, t that w(t) is a positive solution to (1.4). 
Furthermore, we have 
y'(x) = y"(z) = y"(x)  = O, for all x >_ Xl. (2.15) 
This shows that y(x) E C[0, +co) n Ca(0, +co) is a solution to (1,1). 
According to (2.10), when A _> 1, u(1) = co. In this situation, the function t = y(x) inverse 
to x = u(t) is defined, continuous, trictly increasing on [0, co). In very much the same way as 
above, we can prove that the function y(x) is a solution to i l . l ) .  
To sum up, this means that problem i l . l )  is equivalent to problem (1.4). 
Theorem 1 follows from Lemmas 3 and 4. 
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