Approximation discret de la Densite d etat surfacique pour un operateur
  de Schrodinger surfacique presque periodique by boutheina, souabni
ar
X
iv
:m
at
h-
ph
/0
61
10
10
v2
  1
3 
N
ov
 2
00
7 Approximations discre`tes de la
densite´ d’e´tats surfacique presque
pe´riodique
1 E´nonce´s des re´sultats
Soit d = d1 + d2 avec d1, d2 ∈ IN. On identifie x ∈ IR
d avec (x1, x2) ∈
IRd1×IRd2 et on s’inte´re`sse a` l’ope´rateur de Schro¨dinger sur L2(IRd) avec le po-
tentiel continu, presque pe´riodique par rapport x1 ∈ IR
d1 et de´croissant suff-
isamment rapidement en variable x2 ∈ IR
d2 . Plus pre´cise´ment soit CAP (IRd1)
l’espace des fonctions continues presque pe´riodiques IRd1 → C, de´fini comme
le plus petit sous-espace ferme´ de L∞(IRd1) contenant toutes les fonctions
exponentielles {x1 → e
iγ·x1}γ∈IRd1 et soit v : IR
d → IR la fonction ve´rifiant
les hypothe`ses
(H1) il existe δ0 > 0 et C > 0 tel que pour tout (x1, x2) ∈ IR
d1 × IRd2 on ait
|v(x1, x2)| ≤ C(1 + |x2|)
−d2−δ0 (1.1)
(H2) la formule x2 → v(·, x2) de´finit l’application continue IR
d2 → CAP (IRd1),
ou` CAP (IRd1) est de´fini comme au dessus avec la norme he´rite´e de L∞(IRd1).
Sur l’espace de Hilbert L2(IRd) on conside`re l’ope´rateur auto-adjoint
H = −∆+ V, (1.2)
ou` ∆ est l’ope´rateur de Laplace et
(V ϕ)(x) = v(x)ϕ(x) pour ϕ ∈ L2(IRd). (1.2′)
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Si Z ⊂ IRd alors χZ : IR
d → {0, 1} de´signe la fonction caracte´ristique de Z
et pour L, L′ > 0 soit χL
′
L l’ope´rateur de´fini sur L
2(IRd) par
(χL
′
L ϕ)(x) = χ[−L; L[d1×[−L′; L′[d2 (x)ϕ(x) pour ϕ ∈ L
2(IRd). (1.3)
Alors il est bien connu que pour toute fonction test f ∈ C∞0 (IR) les ope´rateurs
χL
′
L f(−∆) et χ
L′
L f(H) appartiennent a` la classe d’ope´rateurs a` trace sur
L2(IRd) et on peut introduire
NL
′
L (f,H) = (2L)
−d1 trL2(IRd) χ
L′
L (f(H)− f(−∆)). (1.4)
Dans la Section 3 on donnera la preuve de
The´ore`me 1.1 On suppose que le potentiel de l’ope´rateur de Schro¨dinger
H ve´rifie les hypothe`ses (H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR)
il existe la limite the´rmodynamique
N(f,H) = lim
L→∞
NLL (f,H). (1.5)
La distribution f → N(f,H) s’appelle la densite´ surfacique d’e´tats de H
et on donnera la preuve du fait qu’elle est la limite des densite´s surfaciques
d’e´tats des ope´rateurs aux diffe´rences finies Hh agissant sur le reseau hZZd =
{hn ∈ IRd : n ∈ ZZd} de taille h ∈]0; 1] quand h→ 0.
Plus pre´cise´ment soit l2(hZZd) l’espace de Hilbert dont les e´le´ments sont les
applications ϕ : hZZd → C telles que
||ϕ||h =
( ∑
n∈Z d
|ϕ(hn)|2
)1/2
<∞ (1.6)
et dont le produit scalaire est donne´ par la formule
〈ϕ, ψ〉h =
∑
n∈Z d
ϕ(hn)ψ(hn). (1.6′)
Alors le laplacien discret agit sur ϕ ∈ l2(hZZd) selon la formule
(∆hϕ)(hn) =
d∑
j=1
ϕ(hn+ hej)− 2ϕ(hn) + ϕ(hn− hej)
h2
, (1.7)
2
ou` e1 = (1, 0, ..., 0), . . . , ed = (0, ..., 0, 1) est la base canonique de IR
d et soit
Hh = −∆h + V h, (1.8)
ou` V h est de´fini a` l’aide du potentiel v par la formule
(V hϕ)(hn) = v(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (1.8′)
Par analogie au cas continu on de´finit
NL
′
L (f,H
h) =
1
(2L)d1
∑
{k∈Z d:hk∈[−L; L[d1×[−L′; L′[d2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h,
(1.4′)
ou` δhk(hn) = 0 si n 6= k et δhk(hk) = 1. Alors on a
The´ore`me 1.2 On suppose que Hh est donne´ par (1.8) avec v ve´rifiant les
hypothe`ses (H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR) il existe la
limite the´rmodynamique
N(f,Hh) = lim
L→∞
NLL (f,H
h). (1.9)
De plus pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣N(f,Hh)−NLL (f,Hh)
∣∣∣ < ε. (1.9′)
En ce qui concerne les preuves pre´sente´es dans la suite, les re´sultas de
The´ore`me 1.1 et 1.2 concernant la famille des pave´s [−L; L[d seront obtenus
graˆce a` l’e´tude des pave´s [−L; L[d1×[−L′; L′[d2 . En particulier on prouvera
The´ore`me 1.3 Soit f ∈ C∞0 (IR) et L
′ ≥ 1. Alors les limites
NL
′
(f,H) = lim
L→∞
NL
′
L (f,H), N
L′(f,Hh) = lim
L→∞
NL
′
L (f,H
h) (1.10)
existent et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣NL′(f,Hh)−NL′L (f,Hh)
∣∣∣ < ε. (1.10′)
De plus il existe une constante C > 0 telle que pour tout L′ ≥ 1 on ait
|NL
′
(f,H)−N(f,H)| ≤ CL′−δ0 , (1.11)
sup
0<h≤1
|NL
′
(f,Hh)−N(f,Hh)| ≤ CL′−δ0 . (1.11′)
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Il est e´galement possible de retrouverN(f,H) etN(f,Hh) utilisant le proce´de´
suivant
The´ore`me 1.4 Soit f ∈ C∞0 (IR) et L ≥ 1. Alors les limites
NL(f,H) = lim
L′→∞
NL
′
L (f,H), NL(f,H
h) = lim
L′→∞
NL
′
L (f,H
h) (1.12)
existent et on peut trouver une constante C > 0 telle que pour L, L′ ≥ 1 on
ait
|NL
′
L (f,H)−NL(f,H)| ≤ CL
′−δ0 , (1.12′)
sup
0<h≤1
|NL
′
L (f,H
h)−NL(f,H
h)| ≤ CL′−δ0 . (1.12′′)
Si l’ope´rateur χ∞L est de´fini sur L
2(IRd) par la formule
(χ∞L ϕ)(x) = χ[−L; L[d1×IRd2 (x)ϕ(x) pour ϕ ∈ L
2(IRd), (1.13)
alors χ∞L (f(H) − f(−∆)) appartient a` la classe d’ope´rateurs a` classe sur
L2(IRd) et on a les expressions
NL(f,H) = (2L)
−d1 trχ∞L (f(H)− f(−∆)), (1.14)
NL(f,H
h) =
1
(2L)d1
∑
{k∈Z d: hk∈[−L; L[d1×IRd2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h,
(1.14′)
ou` la se´rie (1.14′) converge absolument. De plus on a
N(f,H) = lim
L→∞
NL(f,H), N(f,H
h) = lim
L→∞
NL(f,H
h) (1.15)
et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣NL(Hh, f)−N(Hh, f)∣∣∣ < ε. (1.15′)
Enfin dans la Section 4 on prouvera
The´ore`me 1.5 Pour toute fonction f ∈ C∞0 (IR) on a
N(f,H) = lim
h→0
N(f,Hh). (1.16)
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Le re´sultat du The´ore`me 1.5 permet d’obtenir
The´ore`me 1.6 (a) On de´signe par suppN(·, H) (respectivement suppN(·, Hh))
le support de la distribution f → N(f,H) (respectivement f → N(f,Hh)).
Alors
suppN(·, H) = {λ ∈ IR : lim
h→0
dist (suppN(·, Hh), λ) = 0}. (1.17)
(b) On de´signe par σ(H) (respectivement σ(Hh)) le spectre de l’ope´rateur H
(respectivement Hh). Alors
σ(H) = {λ ∈ IR : lim
h→0
dist (σ(Hh), λ) = 0}. (1.18)
(c) On a
σ(Hh)∩]−∞; 0[ = suppN(·, Hh)∩]−∞; 0[, (1.19)
σ(H)∩]−∞; 0[ = suppN(·, H)∩]−∞; 0[. (1.19′)
On peut remarquer que l’assertion (a) du The´ore`me 1.6 re´sulte imme´diatement
du The´ore`me 1.5 et l’assertion (b) re´sulte des proprie´te´s obtenues au cours
de la preuve du The´ore`me 1.5. Ensuite (1.19) a e´te´ de´montre´ par Charour
[??] et utilisant (1.19) avec (1.17), (1.18) on obtient (1.19’).
2 Ide´es de base
Soit B(H) l’alge`bre des ope´rateurs borne´s sur l’espace de Hilbert H et soit
B1(H) l’ide´al des ope´rateurs a` trace. Si (ej)j∈J est une base orthonorme´e
de l’espace de Hilbert se´parable H (c’est-a`-dire J est de´nobrable), alors par
de´finition A ∈ B1(H)⇔
∑
j∈J |〈Aej , ej〉H| <∞ et
trHA =
∑
j∈J
〈Aej , ej〉H pour A ∈ B1(H). (2.1)
Si p ≥ 1 alors par de´finition A ∈ Bp(H)⇔ (A
∗A)p/2 ∈ B1(H) et
||A||Bp(H) =
(
trH(A
∗A)p/2
)1/p
. (2.2)
On abre`ge
B = B(L2(IRd)), Bh = B(l2(hZZd)), (2.3)
5
Bp = Bp(L
2(IRd)), Bhp = Bp(l
2(hZZd)), (2.3′)
trL2(IRd)A = trA, trl2(hZ d)A
h = trhAh. (2.3′′)
En introduisant l’ope´rateur χh,L
′
L ∈ B
h de´fini par
(χh,L
′
L ϕ)(hn) = χ[−L; L[d1×[−L′; L′[d2 (hn)ϕ(hn) pour ϕ ∈ l
2(hZZd) (2.4)
et utilisant le fait que (δhk)k∈Z d est une base orthonorme´e de l
2(hZZd) on
trouve l’expression
NL
′
L (f,H
h) = (2L)−d1 trh χh,L
′
L (f(H
h)− f(−∆h)). (2.5)
Dans la suite on conside`re le pave´ unite´ C(y) = {x ∈ IRd : x − y ∈ [0; 1[d}
pour y ∈ IRd et on de´finit χy ∈ B, χ
h
y ∈ B
h par
(χyϕ)(x) = χC(y)(x)ϕ(x) pour ϕ ∈ L
2(IRd), (2.6)
(χhyϕ)(hn) = χC(y)(hn)ϕ(hn) pour ϕ ∈ l
2(hZZd). (2.6′)
Soit K un ensemble (a` pre´ciser plus tard) et on suppose que vκ ∈ L
∞(IRd)
est re´elle pour tout κ ∈ K. On va e´tudier les ope´rateurs auto-adjoints
Hκ = −∆+ Vκ, H
h
κ = −∆
h + V hκ (2.7)
(Vκϕ)(x) = vκ(x)ϕ(x), (V
h
κ ϕ)(hn) = vκ(hn)ϕ(hn). (2.7
′)
L’e´nonce´ du re´sultat cle´ pour la suite est le suivant
Proposition 2.1 Soit f ∈ C∞0 (IR) et (Hκ)κ∈K donne´s par (2.7).
(a) On suppose qu’il existe C0 > 0 telle que
||Vκ||B = sup
x∈IRd
|vκ(x)| ≤ C0 (2.8)
pour tout κ ∈ K. Alors il existe une constante C > 0 telle que
||χyf(Hκ)||B1 + ||χ
h
yf(H
h
κ)||Bh1 ≤ C (2.9)
pour tout κ ∈ K, y ∈ IRd et 0 < h ≤ 1.
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(b) Soit δ ≥ 0. On suppose
Mδ,κ,κ′ = sup
(x1,x2)∈IR
d
(1 + |x2|)
δ|vκ(x1, x2)− vκ′(x1, x2)| <∞. (2.10)
Alors il existe Cδ > 0 telle que
|y2|
δ||χ(y1,y2)(f(Hκ)− f(Hκ′))χ(y1,y2)||B1 ≤ CδMδ,κ,κ′, (2.11)
|y2|
δ||χh(y1,y2)(f(H
h
κ)− f(H
h
κ′))χ
h
(y1,y2)
||Bh1 ≤ CδMδ,κ,κ
′ (2.11′)
pour tout κ, κ′ ∈ K, y ∈ IRd et 0 < h ≤ 1.
Alors la Proposition 2.1 implique
Corollaire 2.2 (a) Il existe une constante C0 > 0 telle que
sup
L≥1
|NL1L (f,H)−N
L2
L (f,H)| ≤ C0(L
−δ0
1 + L
−δ0
2 ), (2.12)
sup
L≥1
sup
0<h≤1
|NL2L (f,H
h)−NL1L (f,H
h)| ≤ C0(L
−δ0
1 + L
−δ0
2 ). (2.12
′)
(b) Les The´ore`mes 1.1, 1.2 et 1.4 re´sultent du The´ore`me 1.3.
(c) Il existe une constante C > 0 telle que pour tout L, L′ ≥ 1 on ait
sup
0<ρ≤1
|NL
′
L+ρ(f,H)−N
L′
L (f,H)| ≤ CL
−1, (2.13)
sup
0<ρ≤1
sup
0<h≤1
|NL
′
L+ρ(f,H)−N
L′
L (f,H)| ≤ CL
−1. (2.13′)
Preuve. (a) On suppose L2 > L1. Alors
NL2L (f,H
h)−NL1L (f,H
h) = (2L)−d1trh(χh,L2L − χ
h,L1
L )(f(H
h)− f(−∆h)).
(2.14)
On introduit
Λ(L, L1) = (ZZ
d1 ∩ [−L; L[d1)× (ZZd2 \ [−(L1 − 1); L1 − 1[
d2) (2.15)
et on remarque que
χh,L2L − χ
h,L1
L =
∑
y∈Λ(L,L1)
χhy(χ
h,L2
L − χ
h,L1
L ). (2.16)
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Cependant utilisant Proposition 2.1 avec V hκ = V
h, V hκ′ = 0 on voit que
Mδ,κ,κ′ <∞ avec δ = 0 et δ = d2 + δ0 et (2.11
′) permet d’estimer∣∣∣trh χh(y1,y2)(χh,L2L − χh,L1L )(f(Hh)− f(−∆h))
∣∣∣ ≤ C(1 + |y2|)−d2−δ0 ,
donc la valeur absolue de (2.14) est majore´e par
sup
y1∈Z
d1
∑
{y2∈Z
d2 : |y2|≥L1−1}
C(1 + |y2|)
−d2−δ0 ≤ C1L
−δ0
1 .
(b) D’abord on va ve´rifier que le The´ore`me 1.2 re´sulte du The´ore`me 1.3 et du
Corollaire 2.2(a). Pour obtenir l’assertion du The´ore`me 1.2 on doit montrer
que pour tout ε > 0 il est possible de trouver Lε, hε > 0 tels que
L2 ≥ L1 ≥ Lε ⇒ sup
0<h<hε
|NL2L2 (f,H
h)−NL1L1 (f,H
h)| < ε. (2.17)
Soit C0 > 0 la constante du Corollaire 2.2(a) et L
′
ε tel que C0L
′−δ0
ε < ε/8.
Ensuite l’assertion du The´ore`me 1.3 permet de trouver Lε ≥ L
′
ε et hε > 0
tels que
L2 ≥ L1 ≥ Lε ⇒ |N
L′ε
L2 (f,H
h)−N
L′ε
L1 (f,H
h)| ≤
|N
L′ε
L2 (f,H
h)−NL
′
ε(f,Hh)|+ |NL
′
ε(f,Hh)−N
L′ε
L1 (f,H
h)| < ε
2
(2.18)
pour 0 < h < hε. Ainsi (2.18) et (2.12
′) impliquent
|NL2L2 (f,H
h)−NL1L1 (f,H
h)| ≤ |N
L′ε
L2
(f,Hh)−N
L′ε
L1
(f,Hh)|+
∑
1≤k≤2
|NLkLk (f,H
h)−N
L′ε
Lk
(f,Hh)| ≤ ε
2
+ C0(2L
−δ0
ε + L
−δ0
1 + L
−δ0
2 ) < ε
pour L2 ≥ L1 ≥ Lε, 0 < h < hε et il est clair que l’assertion du The´ore`me
1.1 s’obtient du The´ore`me 1.3 et du Corollaire 2.2(a) de manie`re analogue.
En ce qui concerne The´ore`me 1.4, il est e´vident que l’assertion du Corollaire
2.2(a) implique l’existence des limites (1.12) et les estimations (1.12′), (1.12′′).
Ensuite pour justifier (f(H) − f(−∆))χ∞L ∈ B1 on remarque que la suite
((f(H)− f(−∆))χL
′
L )L′∈IN est Cauchy dans B1 et sa limite dans B1 coincide
avec (f(H) − f(−∆))χ∞L car limL′→∞ ||χ
∞
L ϕ − χ
L′
L ϕ|| = 0 pour tout ϕ ∈
L2(IRd). De la meˆme manie`re on trouve que ((f(Hh) − f(−∆h))χL
′
L )L′∈IN
converge dans Bh1 vers (f(H
h)− f(−∆h))χh,∞L , ou`
(χh,∞L ϕ)(hn) = χ[−L; L[d1×IRd2 (hn)ϕ(hn) pour ϕ ∈ l
2(hZZd). (2.19)
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Ainsi on a
NL(f,H
h) = (2L)−d1 trχh,∞L (f(H
h)− f(−∆h)) (2.20)
et par conse´quent la se´rie (2.14′) converge absolument. Finalement pour tout
ε > 0 il existe L′ε > 0 tel que
L ≤ L′ε ⇒ sup
0<h≤1
sup
L≥1
|NL(f,H
h)−NLL (f,H
h)| ≤ C0L
′−δ0 < ε/2,
donc (1.15′′) re´sulte de (1.9′).
(c) Soit Λ′(L) = ZZd1 ∩ ([−(L+ 2); L+ 2]d1 \ [−(L− 1); L− 1]d1). Alors
χh,L
′
L+ρ − χ
h,L′
L =
∑
y∈Λ′(L)×Z d2
χhy(χ
h,L2
L − χ
h,L1
L ) (2.21)
et compte tenu du fait que cardΛ′(L) ≤ C0L
d−1 on a peut estimer le membre
gauche de (1.13′) par
C1L
−1 sup
y1∈Z
d1
∑
y2∈Z
d2
||χ(y1,y2)(f(H
h)− f(−∆h))χ(y1,y2)||B1
≤ C2L
−1
∑
y2∈Z
d2
(1 + |y2|)
−d2−δ0 ≤ CL−1. △
Corollaire 2.3 Pour prouver The´ore`me 1.5 il suffit de montrer que pour
toute fonction θ ∈ C∞0 (IR
d) on a
lim
h→0
trhΘh(f(Hh)− f(−∆h)) = trΘ(f(H)− f(−∆)), (2.22)
ou` Θ et Θh sont les ope´rateurs de multiplication
(Θϕ)(x) = θ(x)ϕ(x) pour ϕ ∈ L2(IRd), (2.23)
(Θhϕ)(hn) = θ(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (2.23′)
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Preuve. L’assertion du The´ore`me 1.4 sera de´montre´e si on montre que pour
tout ε > 0 il est possible de trouver Lε, hε > 0 tels que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,H
h)−NLL (f,H
h)| < ε. (2.24)
Soit C0 > 0 la constante du Corollaire 2.2(a) et Lε tel que C0L
−δ0
ε < ε/8.
Ensuite pour L > 0 on peut choisir θL ∈ C
∞
0 (IR
d) telle que 0 ≤ θL ≤ 1, θL = 1
sur [−L; L[d et supp θL ⊂ [−L− 1; L+ 1[
d. On introduit les ope´rateurs ΘL
et ΘhL de´finis par
(ΘLϕ)(x) = θL(x)ϕ(x) pour ϕ ∈ L
2(IRd),
(ΘhLϕ)(hn) = θL(hn)ϕ(hn) pour ϕ ∈ l
2(hZZd)
et on montre qu’il est possible de choisir Lε tel que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,H
h)− trhΘhL(f(H
h)− f(−∆h))| < ε/4, (2.25)
L ≥ Lε ⇒ |N
L
L (f,H)− tr ΘL(f(H)− f(−∆))| < ε/4. (2.25
′)
En effet pour obtenir (2.24) on remarque que
ΘhL − χ
h,L
L =
∑
y∈Λ(L,L)∪(Λ′(L)×Z d2 )
χhy(Θ
h
L − χ
h,L
L )
ou` Λ(L, L) et Λ′(L) sont comme dans la preuve du Corollaire 2.2. Alors de
la meˆme manie`re on trouve∑
y∈Λ′(L)×Z d2
|trh (ΘhL − χ
h,L
L )χ
h
y(f(H
h)− f(−∆h))| ≤ C0L
−δ0 ,
∑
y∈Λ(L,L)
|trh (ΘhL − χ
h,L
L )χ
h
y(f(H
h)− f(−∆h))| ≤ C1L
−1
et (2.25) est assure´ si C0L
−δ0
ε +C1L
−1
ε < ε/4. De manie`re analogue on obtient
(2.25′) et pour terminer la preuve de (2.24) il suffit de remarquer que (2.22)
assure l’existence de hε > 0 tel que
sup
0<h<hε
∣∣∣trhΘhL(f(Hh)− f(−∆h)) − trΘL(f(H)− f(−∆))
∣∣∣ < ε/2. △
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Lemme 2.4 Soit ε > 0. Alors on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d2,
vε,k ∈ C
∞
0 (IR
d2) pour k = 1, . . . , N(ε) tels que
∣∣∣∣∣∣v(x1, x2)−
N(ε)∑
k=1
vε,k(x2)e
ix1γε,k
∣∣∣∣∣∣ < ε.
ou` ehγε,k ∈ B(l
2(hZZd1)), V hε,k ∈ B(l
2(hZZd2)) sont donne´s par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l
2(hZZd1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h
2(hZZd2).
Preuve. Soit ε > 0 et wε(x1, x2) = v(x1, x2)θε(x2) ou` θε ∈ C
∞
0 (IR
d2) est
choisie telle que 0 ≤ θε ≤ 1 et |v(x) − wε(x)| < ε/2 pour tout x ∈ IR
d.
Ensuite on remarque que pour tout ε′ > 0 il existe δ′ > 0 tel que
|x2 − x
′
2| < δ
′ ⇒ sup
x1∈IR
d1
|wε(x1, x2)− wε(x1, x
′
2)| < ε
′
et utilisant p. ex. les formules de polynoˆmes de Bernstein on peut trouver
les coefficients cN,y2,ν,ε ∈ IR tels que pour tout x1 ∈ IR
d1 , x2 ∈ supp θε on ait∣∣∣∣∣∣∣∣∣
v(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
{ν∈ZZd2 : |ν|≤2d1N(ε)}
v(x1, y2/N(ε))cN(ε),y2,ν,εx
ν
2
∣∣∣∣∣∣∣∣∣
<
ε
4
si N(ε) ∈ IN est choisi suffisamment grand.
Pour terminer la preuve on remarque que v(·, N(ε)−1y2) ∈ CAP (IR
d1) permet
de trouver N ′(ε) et cε,k,y2 ∈ C, γε,k,y2 ∈ IR
d1 pour k = 1, . . . , N ′(ε) tels que
∣∣∣∣∣∣∣∣∣
wε(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
1≤k≤N′(ε)
cε,k,y2e
ix1γε,k,y2vε,k,y2(x2)
∣∣∣∣∣∣∣∣∣
<
ε
2
avec
vε,k,y2(x2) =
∑
{ν∈Z d2 : |ν|≤2d1N(ε)}
cN(ε),y2,ν,εx
ν
2θε(x2). △
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3 Preuve de The´ore`mes 1.1-1.4
La preuve est base´e sur l’e´tude de la famille d’ope´rateurs (Hz)z∈IRd1 de´finis
sur L2(IRd) par la formule
Hz = −∆+ Vz, (3.1)
(Vzϕ)(x) = v(x1 + z, x2)ϕ(x) pour ϕ ∈ L
2(IRd). (3.1′)
On commence par l’e´nonce´ du re´sultat cle´ de cette section :
Proposition 3.1 Soit f ∈ C∞0 (IR), L
′ ∈ IN et y1 ∈ ZZ
d1. On pose
uL
′
y1
(z) =
∑
y2∈[[−L′; L′[[
d2
trχ(y1,y2)(f(Hz)− f(−∆)), (3.2)
ou` [[− L′; L′[[ = ZZ ∩ [−L′;L′[. Alors uL0y1 ∈ CAP (IR
d1).
Preuve du fait que Proposition 3.1 implique The´ore`me 1.1
Soit T(z,0) l’ope´rateur de la translation, (T(z,0)ϕ)(x) = ϕ(x1 − z, x2). Alors
H = T(z,0)HzT(−z,0), χ(y1,y2) = T(y1,0)χ(y1,y2)T(−y1,0), (3.3)
trT(−y1,0)χ(0,y2)f(Hy1)T(y1,0) = trχ(y1,y2)f(H) (3.4)
et il est clair que
uL
′
y1
(0) = uL
′
0 (y1). (3.5)
Ainsi notant par [L] la partie entie`re de L on peut e´crire
(2[L])−d1
∑
y1∈[[−L;L[[
d1
uL
′
0 (y1) = N
L′
[L](f,H), (3.6)
et compte tenu du Corolaire 2.2 il suffit de montrer que pour tout ε > 0 il
existe Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
L1(f,H)−N
L′
L2(f,H)| < ε. (3.7)
Soit C1 la constante de l’assertion du Corollaire 2.2(c) et soit Lε ≥ ε/(4C1).
Alors pour obtenir (3.7) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |N
L′
[L1](f,H)−N
L′
[L2](f,H)| < ε/2. (3.8)
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Par de´finition de CAP (IRd1) on peut trouver N(ε) ∈ IN, cε,k ∈ C, γε,k ∈ IR
d1
tels que l’on ait
|uL
′
0 (z)− u
L′
ε (z)| < ε/8 (3.9)
avec
uL
′
ε (z) =
N(ε)∑
k=0
cε,ke
izγε,k . (3.10)
Alors il suffit de montrer que pour tout ε > 0, la fonction
NL
′
ε,[L](f,H) = (2[L])
−d1
∑
y1∈[[−L;L[[
d1
uL
′
ε (y1) (3.11)
posse`de une limite quand L → ∞. En effet, la condition de Cauchy pour
L→ NL
′
ε,[L](f,H) assure l’existence de Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
ε,[L2]
(f,H)−NL
′
ε,[L1]
(f,H)| < ε/4 (3.12)
et (3.9) permet d’estimer
|NL
′
[L](f,H)−N
L′
ε,[L](f,H)| ≤ ε/8 (3.13)
pour L = L1 et L = L2, donc l’ine´galite´ triangulaire implique (3.8).
Il reste a` justifier que pour tout γ ∈ IRd1 la fonction
L→ N[L](γ) = (2[L])
−d1
∑
y1∈[[−L; L[[
d1
eiy1γ (3.14)
posse`de une limite quand L → ∞. Cependant dans le cas γ ∈ 2piZZd1 ,
l’assertion est e´vidente car
|1−N[L](γ)| = |1− (2[L])
−d1card [[− L; L[[d1 | ≤ C/L→ 0 quand L→∞.
Il reste a` e´tudier le cas γ = (γ(1), ..., γ(d1)) /∈ 2piZZ
d1 . Si j0 ∈ {1, ..., d} est
tel que γ(j0) /∈ 2piZZ, alors utilisant∣∣∣∣∣∣
L−1∑
ν=−L
eiνγ(j0)
∣∣∣∣∣∣ ≤
2
|eiγ(j0) − 1|
(3.15)
et |N[L](γ)| = Π
d1
j=1
∣∣∣ 1
2[L]
∑L−1
ν=−L e
iνγ(j)
∣∣∣ ≤ 2L−1|eiγ(j0) − 1|−1 → 0 quand L →
∞. △
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Avant de commencer la preuve de Proposition 3.1 on va introduire des
notations auxiliaires. Si A est un espace de Banach, alors Cpp(IR
d1 ; A)
de´signe l’ensemble des applications Φ : IRd1 → A telles que pour tout ε > 0
on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d1 , Aε,k ∈ A (k = 1, ..., N(ε)) tels que
sup
z∈IRd1
||Φ(z)−
∑N(ε)
k=1
Aε,k e
iz·γε,k ||A < ε. (3.16)
On remarque que Cpp(IR
d1 ; A) est un espace de Banach avec la norme
||Φ||∞ = sup
z∈IRd1
||Φ(z)||A. (3.17)
Lemme 3.2 Si Vz est donne´ par (3.1
′), alors la fonction z → Vz appartient
a` Cpp(IR
d1 ; B).
Preuve. Soit ε > 0. Alors on a ||V − V0,ε||B < ε avec V
0,ε =
∑N(ε)
k=0 Vε,k, ou`
Vε,k de´signe l’ope´rateur de multiplication par vε,k(x) = e
iγε,kx1 v˜ε,k(x2) comme
dans la Section 2. Alors
Vz,ε = T
−1
(z,0)V0,εT(z,0) =
N(ε)∑
k=0
Vε,ke
izγε,k (3.17)
et on a ||Vz − Vz,ε||B = ||T
−1
(z,0)(V − V0,ε)T(z,0)||B < ε. △
Lemme 3.3 Soit p ≥ 1. Alors Cpp(IR
d1 ; Bp) est un ide´al bilate´ral de
l’alge`bre de Banach Cpp(IR
d1 ; B). Si Φj ∈ Cpp(IR
d1 ; Bpj ) pour j = 1, 2,
alors on a Φ1Φ2 ∈ Cpp(IR
d1 ; Bp) avec p = p1p2/(p1 + p2).
Preuve. Si Φj ∈ Cpp(IR
d1 ; Bpj ) et ε > 0, alors on peut trouver N(ε) et
Aε,k,j ∈ Bpj , γε,k,j ∈ IR
d1 (k = 1, ..., Nε) tels que
Φε,j(z) =
∑N(ε)
k=1
Aε,k,j e
iz·γε,k,j (3.18)
ve´rifie ||Φj(z)− Φε,j(z)||Bpj < ε(1 + ||Φ1||∞ + ||Φ2||∞)
−1. Puisque
1
p
= 1
p1
+ 1
p2
=⇒ ||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp1 ||Aε,k′,2||Bp2 , (3.19)
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on peut trouver Nε et Aε,k ∈ Bp, γε,k ∈ IR
d1 (k = 1, ..., Nε2) tels que
Φε,1(z)Φε,2(z) =
∑Nε2
k=1
Aε,k e
iz·γε,k (3.18′)
et on peut estimer ||Φ1(z)Φ2(z)− Φε,1(z)Φε,2(z)||Bp par
||(Φ1(z)− Φε,1(z))Φ2(z)||Bp + ||Φε,1(z)(Φ2(z)− Φε,2(z))||Bp ≤
||Φ1(z)− Φε,1(z)||Bp1 ||Φ2(z)||Bp2 + ||Φε,1(z)||Bp1 ||Φ2(z)− Φε,2(z)||Bp2 < ε.
On en de´duit Φ1Φ2 ∈ Cpp(IR
d1 ; Bp) et il est e´vident qu’en remplac¸ant Bpj par
B dans ce raisonnement on trouve que Cpp(IR
d1 ; B) est une alge`bre. Enfin
utilisant le raisonnement analogue avec
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||B||Aε,k′,2||Bp (3.20)
on trouve que Cpp(IR
d1 ; Bp) est un ide´al a` gauche et pareillement
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp||Aε.k′,2||B (3.20
′)
permet de trouver que Cpp(IR
d1 ; Bp) est un ide´al a` droite. △
On utilisera le re´sultat suivant
Proposition 3.4 Soit λ0 ≥ 1 + 2||V ||B et pour m ∈ IN
∗ on pose
Rmz = (−∆+ Vz + λ0I)
−m, (Rhz )
m = (−∆h + V hz + λ0I)
−m. (3.21)
Si p ≥ max{m, 1 + d
2
} et N ∈ IN, alors on peut trouver des constantes
CN,m > 0 telles que l’on ait
||χyR
m
z ||Bp/m + ||χ
h
y(R
h
z )
m||Bh
p/m
≤ C0,m, (3.22)
||χyR
m
z χy′ ||Bp/m + ||χ
h
y(R
h
z )
mχhy′ ||Bh
p/m
≤ CN,m(1 + |y − y
′|)−N (3.22′)
pour tout y, y′ ∈ ZZd et 0 < h ≤ 1.
15
La preuve de la Proposition 3.4 sera de´taille´e dans le Chapitre 3.
Preuve de la Proposition 3.1.
On fixe m0 ∈ IN tel que m0 ≥ 1 +
d
2
. Soit ε > 0. Alors le the´ore`me de
Weierstrass permet de trouver un polynoˆme d’une variable re´elle, gε(s) =∑N(ε)
k=0 cε,ks
k, tel que
sup
λ≥λ0/2
∣∣∣(λ+ λ0)m0f(λ)− gε ((λ+ λ0)−1)∣∣∣ < ε/C0,m0, (3.23)
ou` C0,m0 est la constante de la formule (3.22). En posant fε(λ) = (λ +
λ0)
−m0gε ((λ+ λ0)
−1) on obtient
λ ≥ λ0/2 ⇒ ± (f(λ)− fε(λ)) ≤ ε(λ+ λ0)
−m0/C0,m0 ,
donc
± trχy(f(Hz)− fε(Hz))χy ≤
ε
C0,m0
trχyR
m0
z χy < ε. (3.24)
Ainsi il suffit de prouver que pour tout ε > 0 la fonction
z → trχyfε(Hz) =
N(ε)∑
k=0
cε,ktrχyR
m0+k
z
appartient a` CAP (IRd1). Pour cela on va montrer que les fonctions z →
Φy,m(z) = χyR
m
z appartiennent a` Cpp(IR
d1 ,B1) pourm ≥ m0. Plus pre´cise´ment
on va e´tablir
p ≥ max{m, 1 + d
2
} ⇒ Φy,m ∈ Cpp(IR
d1 ,Bp/m) (3.25(m))
par re´currence par rapport a` m ∈ IN∗.
On commence par m = 1. On pose R = (−∆+ λ0I)
−1 et
Φy,1,N(z) = χyR
N∑
k=0
(−VzR)
k. (3.26)
Puisque ||VzR||B ≤ 1/2 on peut e´crire
Φy,1(z) = χyR(I + VzR)
−1 = χyR
∞∑
k=0
(−VzR)
k (3.27)
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et on trouve
||Φy,1(z)− Φy,1,N(z)||Bp ≤ ||χyR||Bp
∞∑
k=N+1
||VzR||
k
B ≤ 2
−N ||χyR||Bp. (3.28)
Ainsi pour montrer (3.25(1)) il suffit de savoir que Φy,1,N ∈ Cpp(IR
d1 ,Bp).
Mais les fonctions z → (VzR)
k appartiennent a` Cpp(IR
d1 ,B) et χyR ∈ Bp,
donc il est clair que Φy,1,N ∈ Cpp(IR
d1 ,Bp).
Utilisant le raisonnement par re´currence on suppose que l’assertion (3.25(m))
est vraie pour un certain m ∈ IN∗. Alors le Lemme 3.3 assure que
Φy,m+1,N =
∑
y′∈[[−N ; N [[d
Φy,1,NΦy′,m ∈ Cpp(IR
d1 ,Bp/(m+1))
et utilisant Proposition 3.4 on peut estimer
N ′ > N ⇒ ||Φy,m+1,N ′(z)− Φy,m+1,N(z)||Bp/(m+1) ≤
∑
y′∈[[−N ′; N ′[[d\[[−N ; N [[d
||χyRzχy′ ||Bp||χy′R
m
z ||Bp/(m+1)
≤
∑
y′∈Z d\[[−N ; N [[d
C(1 + |y − y′|)−d−1 ≤ C ′/N,
donc Φy,m+1 est la limite de la suite (Φy,m+1,N )N∈IN dans Cpp(IR
d1 ,Bp/(m+1)).
△
Proposition 3.5 Soient f ∈ C∞0 (IR), L
′ ∈ IN, ρ > 0 et y1 ∈ ZZ
d1. On pose
uh,L
′
ρ,y1
(z) = trh χh,L
′
ρ,y1
(f(Hhz )− f(−∆
h)), (3.29)
ou` χh,L
′
ρ,y1 ∈ B
h est de´fini par la formule
(χh,L
′
ρ,y1
ϕ)(hn1, hn2) =
∑
y2∈[[−L′; L′[[
d2
χC(y1,y2)(hn1/ρ, hn2)ϕ(hn1, hn2) (3.30)
pour (n1, n2) ∈ ZZ
d1 × ZZd2 et ϕ ∈ l2(hZZd).
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Si ε > 0, ρ ∈ [1
2
; 1] alors on peut trouver N(ε) ∈ IN, ch,ρε,k ∈ C, γε,k ∈ IR
d1
(k = 0, . . . , N(ε)) tels que
sup
0<h≤1
sup
z∈IRd1
∣∣∣∣∣∣uh,L
′
ρ,0 (z)−
N(ε)∑
k=0
ch,ρε,ke
izγε,k
∣∣∣∣∣∣ < ε/8, (3.31)
sup
0<h≤1
|ch,ρε,k | <∞. (3.31
′)
Preuve du fait que Proposition 3.5 implique The´ore`me 1.2
Au de´but on observe que pour ρ ∈ hIN,y1 ∈ ZZ
d1 on peut e´crire
uh,L
′
ρ,0 (ρy1) = tr
h T h(ρy1,0)χ
h,L′
ρ,y1 (f(H
h
ρy1)− f(−∆
h))T h(−ρy1,0), (3.32)
ou` T h(ρy1,0) est l’ope´rateur de la translation,
(T h(ρy1,0)ϕ)(hn) = ϕ(hn1 − ρy1, hn2) pour ϕ ∈ l
2(hZZd). (3.33)
Compte tenu de
T h(ρy1,0)χ
h,L′
ρ,0 T
h
(−ρy1,0) = χ
h,L′
ρ,y1 , T
h
(ρy1,0)H
h
ρy1T
h
(−ρy1,0) = H
h (3.34)
on obtient
uh,L
′
ρ,0 (ρy1) = tr
h χh,L
′
ρ,y1
(f(Hhz )− f(−∆
h)). (3.35)
En introduisant la notation [L]ρ = ρ[L/ρ] on trouve
∑
y1∈[[−L/ρ; L/ρ[[
d1
χh,L
′
ρ,y1 = χ
h,L′
[L]ρ
(3.36)
et par conse´quent
(2[L]ρ)
−d1
∑
y1∈[[−L/ρ; L/ρ[[
d1
uh,L
′
ρ,0 (ρy1) = N
L′
[L]ρ(f,H
h). (3.37)
Compte tenu du Corollaire 2.2 il suffit de montrer que pour tout ε > 0 il
existe Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
L1(f,H
h)−NL
′
L2(f,H
h)| < ε. (3.38)
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Choisissant Lε assez grand et utilisant Corollaire 2.2(c) on voit que pour
obtenir (3.38) il suffit de montrer que pour un choix convenable de ρ(h, ε) ∈
[1/2; 1] ∩ hIN on ait
L2 ≥ L1 ≥ Lε ⇒ |N
L′
[L1]ρ(h,ε)
(f,Hh)−NL
′
[L2]ρ(h,ε)
(f,Hh)| < ε/2. (3.39)
Soient ch,ρε,k , γε,k choisis comme dans la Proposition 3.5 et
Nh,ρε,L =
N(ε)∑
k=0
ch,ρε,kN
ρ
L(γε,k), (3.40)
ou`
NρL(γε,k) = (2[L]ρ)
−d1
∑
y1∈[[−L/ρ; L/rho[[
d1
eiρy1γε,k . (3.40′)
Alors (3.31) avec ρ = ρ(h, ε) assure
|NL
′
[L]ρ(h,ε)
(f,Hh)−N
h,ρ(h,ε)
ε,L | < ε/8 (3.41)
et pour obtenir (3.39) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |N
h,ρ(h,ε)
ε,L1 −N
h,ρ(h,ε)
ε,L2 | < ε/4. (3.42)
Ainsi il suffit de prouver que (3.40′) posse`de une limite quand L→∞ et le
fait que pour tout ε > 0 on peut trouver hε > 0, Cε tels que
sup
0<h≤hε
∣∣∣∣Nρ(h,ε)L (γε,k)− lim
L→∞
N
ρ(h,ε)
L (γε,k)
∣∣∣∣ ≤ Cε/L. (3.43(k)).
On peut supposer γε,0 = 0 (avec la possibilite´ d’avoir c
h
ε,0 = 0) et γε,k 6= 0
pour k = 1, ..., N(ε). Alors (3.43(0)) est e´vident et pour de´montrer (3.43(k))
avec k ≥ 1 on pose
dε(t) = inf
1≤k≤N(ε)
dist(tγε,k, 2piZZ
d) pour t > 0. (3.44)
Alors la fonction t → dε(t) est continue et {t ∈ IR : dε(t) = 0} est discret.
Ainsi on peut trouver t(ε) ∈ [1/2; 3/4] tel que dε(t) > 0 et h(ε) > 0 tel que
t(ε) ≤ t ≤ t(ε) + h(ε)⇒ dε(t(ε))/2, donc il existe ρ(h, ε) ∈ [1/2; 1] ∩ hIN tel
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que dε(ρ(h, ε)) ≥ dε(t(ε))/2. Pareillement comme au de´but de cette section
on peut estimer
|N
ρ(h,ε)
L (γε,k)| ≤ 2L
−1|eidε(t(ε))/2 − 1|−1. (3.45)
Ainsi on a de´montre´ que The´ore`me 1.2 re´sulte de Proposition 3.5. △
Preuve de la Proposition 3.5 Soit A = (Ah)0<h≤1 une famille d’espaces
de Banach Ah. Alors on e´crira Φ ∈ Cpp(IR
d1 ; A) si et seulement si Φ =
(Φh)0<h≤1 est une famille d’applications Φ
h : IRd1 → Ah telle que pour tout
ε > 0 on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d1 , Ahε,k ∈ A
h (k = 0, ..., N(ε)) tels
que
sup
0<h≤1
sup
z∈IRd1
||Φh(z)−
∑N(ε)
j=0
Ahε,k e
iz·γε,k ||Ah < ε (3.46)
et sup0<h≤1 ||A
h
ε,k||Ah <∞ pour k = 0, ..., N(ε).
Alors il est clair que (z → V hz )0<h≤1 ∈ Cpp(IR
d1 ; (Bh)0<h≤1) et le Lemme 3.3
reste valable e´galement.
Il reste a` suivre la preuve de la Proposition 3.2 en remplac¸ant Rz, Vz, R,
Bp/m par (R
h
z )0<h≤1, (V
h
z )0<h≤1, ((−∆
h+λ0I)
−1)0<h≤1 et (B
h
p/m)0<h≤1 respec-
tivement. △
4 Preuve du The´ore`me 1.5
On note par F l’ope´rateur unitaire sur L2(IRd) donne´ par la formule
(Fϕ)(ξ) = (2pi)−d/2
∫
IRd
eix·ξϕ(x) dx pour ϕ ∈ L1 ∩ L2(IRd) (4.1)
et on introduit la bijection isome´trique Fh : l2(hZZd) → L2([−pi/h; pi/h[d)
par la formule
(Fhϕ)(ξ) = (h/2pi)d/2
∑
n∈Z d
eihn·ξϕ(hn) pour ϕ ∈ l1 ∩ l2(hZZd). (4.2)
Lemme 4.1 Soit θ ∈ C∞0 (IR
d). On de´finit θh ∈ l2(hZZd) en posant θh(hn) =
θ(hn) pour n ∈ ZZd. Alors pour tout N ∈ IN on a
sup
0<h≤1
sup
ξ∈[−pi/h; pi/h[d
hd/2|ξ|N |(Fhθh)(ξ)| <∞. (4.3)
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Preuve. Pour N ∈ IN posons θhN = (−∆
h)Nθh. Il est clair que
sup
n∈Z d
|θh1 (hn)| ≤ C sup
x∈IRd
max
1≤j≤d
|∂2xjθ(x)| ≤ C
′ (4.4)
et plus ge´ne´ralement pour tout N ∈ IN on a
CN = sup
0<h≤1
sup
n∈Z d
|θhN (hn)| <∞, (4.4
′)
donc
|(FhθhN )(ξ)| ≤ (h/2pi)
d/2
∑
{n∈Z d: hn∈supp θhN}
|θhN(hn)| ≤ CNh
−d/2. (4.5)
De l’autre coˆte´ on a (FhθhN )(ξ) = ϑh(ξ)
N(Fhθh)(ξ) avec
ϑh(ξ) =
d∑
j=1
2− 2 cos(hξj)
h2
. (4.6)
Il reste a` remarquer que
ξ ∈ [−pi/h; pi/h[d =⇒ 1
4
|ξ|2 ≤ ϑh(ξ) ≤ |ξ|
2 (4.7)
avec (4.5) impliquent (4.3). △
On note par Jh l’injection isome´trique L2([pi/h; pi/h[d) → L2(IRd), qui
s’obtient en prolongeant les fonctions par la valeur 0 sur IRd \ [−pi/h; pi/h[d.
Alors
Jh
∗
ϕ = ϕ|
[−pi/h; pi/h[d
∈ L2([−pi/h; pi/h[d) pour ϕ ∈ L2(IRd) (4.8)
est la formule de l’ope´rateur adjoint a` Jh.
Pour T > 0 on de´finit χT ∈ B par la formule
(χTϕ)(ξ) = χ[−T ; T [d(ξ)ϕ(ξ) pour ϕ ∈ L
2(IRd). (4.9)
Ensuite on de´finit PT ∈ B et P
h
T ∈ B
h par
PT = F
∗χTF , P
h
T = (J
hFh)∗χTJ
hFh (4.10)
et on remarque que T ≥ pi/h⇒ P hT = I.
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Lemme 4.2 Si T ′ ≥ 1 est fixe´, alors
lim
T→∞
||(I − PT ) ΘPT ′||B = 0, (4.11)
lim
T→∞
sup
0<h≤1
||(I − P hT ) Θ
h P hT ′||Bh = 0. (4.11
′)
Preuve. Soit Θ˜hT,T ′ ∈ B(L
2([−pi/h; pi/h[d)) de´fini par
Θ˜hT,T ′ = F
h(I − P hT )Θ
hP hT ′(F
h)∗. (4.12)
Alors
(Θ˜hT,T ′ϕ)(ξ) =
∫
[−pi/h; pi/h[d
KhT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.12′)
KhT,T ′(ξ, ξ
′) = (1−χ[−T ; T [d(ξ))(h/2pi)
d/2(Fhθh)(ξ− ξ′)χ[−T ′; T ′[d(ξ
′). (4.12′′)
En vertu du Lemme 4.1 pour T > T ′ on peut estimer
|KhT,T ′(ξ, ξ
′)| ≤ (1− χ[−T ; T [d(ξ))CN(1 + |ξ − ξ
′|)−Nχ[−T ′; T ′[d(ξ
′)
≤ CN |T − T
′|−N/2(1 + |ξ − ξ′|)−N/2χ[−T ′; T ′[d(ξ
′). (4.13)
Si N > d alors on peut estimer
||Θ˜hT,T ′||
2
B2(L2([−pi/h; pi/h[d))
=
∫
IR2d
|KhT,T ′(ξ, ξ
′)|2 dξdξ′ ≤
∫
[−T ′; T ′[d
dξ′
∫
[−pi/h; pi/h[d
dξC2N |T − T
′|−N(1 + |ξ − ξ′|)−N ≤ C ′N |T − T
′|−N
et pour terminer la preuve de (4.11′) on remarque que pour T ′ fixe´ on a
||(I − PT )Θ
hPT ′ ||Bh = ||Θ˜
h
T,T ′||B(L2([−pi/h; pi/h[d))
≤ ||Θ˜hT,T ′||B2(L2([−pi/h; pi/h[d)) → 0 quand T →∞.
La preuve de (4.11) est semblable: θ ∈ C∞0 (IR
d) assure le fait que Fθ est a`
de´croissance rapide, c’est-a`-dire pour tout N ∈ IN il existe CN > 0 telle que
|Fθ(ξ)| ≤ CN(1 + |ξ|)
−N (4.14)
et de´finissant l’ope´rateur Θ˜T,T ′ = F(I − PT )ΘPT ′F
∗ on trouve l’expression
(Θ˜T,T ′ϕ)(ξ) =
∫
IRd
KT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.15)
KT,T ′(ξ, ξ
′) = (1− χ[−T ; T [d(ξ))(2pi)
−d/2(Fθ)(ξ − ξ′)χ[−T ′ T ′[d(ξ
′), (4.15′)
permettant d’appliquer le meˆme raisonnement qu’auparavant. △
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Lemme 4.3 On suppose θ ∈ C∞0 (IR
d) et Θ, Θh comme dans Corollaire 2.4.
On pose
Θ˜ = FΘF∗, Θ˜h = JhFhΘh(JhFh)∗, (4.16)
V˜ = FVF∗, V˜ h = JhF
hV h(JhFh)∗. (4.17)
Alors pour tout T ′ > 0 on a
lim
h→0
||(Θ˜− Θ˜h)χT ′||B = 0, lim
h→0
||(V˜ − V˜ h)χT ′||B = 0. (4.18)
Preuve. Soit ε > 0. On va montrer qu’il existe hε > 0 tel que
sup
0<h≤hε
||(Θ˜− Θ˜h)χT ′||B < ε. (4.19)
Mais Lemme 4.2 assure qu’il existe T = T (ε) ≥ T ′ tel que
||(I − χT )Θ˜χT ′||B = ||(I − PT )ΘPT ′||B < ε/3, (4.20)
||(I − χT )Θ˜
hχT ′||B = ||(I − P
h
T )Θ
hP hT ′||Bh < ε/3, (4.20
′)
donc pour obtenir (4.18) il suffit de prouver
sup
0<h≤hε
||χT (Θ˜− Θ˜
h)χT ′||B < ε/3 (4.21)
On peut supposer que h ≤ hε ≤ pi/T ≤ piT
′. Alors
(χT (Θ˜
h − Θ˜)χT ′)ϕ(ξ) =
∫
IRd
K˜hT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.22)
K˜hT,T ′(ξ, ξ
′) = (2pi)−d/2χ[−T ; T [d(ξ)(h
dFhθh−Fθ)(ξ−ξ′)χ[−T ′; T ′[d(ξ
′). (4.22′)
Ensuite on remarque que
lim
h→0
K˜hT,T ′(ξ, ξ
′) = 0 pour ξ, ξ′ ∈ IRd. (4.23)
En effet, pour tout ξ ∈ IRd on a hdFhθh(ξ) → Fθ(ξ) quand h → 0, parce
qu’il s’agit de la suite des sommes de Riemann de l’inte´grale de la fonction
appartenant a` C∞0 (IR
d).
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Pour terminer la preuve de la premie`re assertion (4.18) on remarque qu’il
existe C0 > 0 telle que |K˜
h
T,T ′(ξ, ξ
′)| ≤ C0χ[−T ; T [2d(ξ, ξ
′), alors le the´ore`me de
la convergence domine´e de Lebesgue permet de conclure que (4.23) implique
lim sup
h→0
||χT (Θ˜− Θ˜
h)χT ′ ||
2
B ≤ lim sup
h→0
||χT (Θ˜− Θ˜
h)χT ′ ||
2
B2
≤ lim
h→0
∫
IR2d
|K˜hT,T ′(ξ, ξ
′)|2 dξ dξ′ = 0.
Pour terminer la preuve de la deuxie`me assertion (4.18) on doit trouver hε > 0
tel que
sup
0<h≤hε
||(V˜ − V˜ h)χT ′||B < ε. (4.24)
Le Lemme 2.4 assure l’existence de N(ε) ∈ IN, γε,k ∈ IR
d1 , vε,k ∈ C
∞
0 (IR
d1),
k = 1, ..., N(ε) tels que l’on ait ||V − Vε||B < ε/3 avec
Vε =
N(ε)∑
k=1
eγε,k ⊗ Vε,k,
ou` eγε,k ∈ B(L
2(IRd1)), Vε,k ∈ B(L
2(IRd2)) sont donne´s par
(eγε,kϕ1)(x1) = e
ix1γε,kϕ1(x1) pour ϕ1 ∈ L
2(IRd1),
(Vε,kϕ2)(x2) = vε,k(x2)ϕ2(x2) pour ϕ2 ∈ L
2(IRd2).
Alors on a e´galement ||V h − V hε ||Bh < ε/3 avec
V hε =
N(ε)∑
k=1
ehγε,k ⊗ V
h
ε,k,
ou` ehγε,k ∈ B(l
2(hZZd1)), V hε,k ∈ B(l
2(hZZd2)) sont donne´s par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l
2(hZZd1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h
2(hZZd2).
Ainsi au lieu de (4.24) il suffit de prouver
sup
0<h≤hε
||(V˜ − V˜ h)χT ′||B < ε/3 (4.25)
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avec
V˜ε = FVεF
∗, V˜ hε = J
hFhV hε (J
hFh)∗.
Ensuite on remarque que F = F1 ⊗ F2, ou` Fj pour j = 1, 2, est l’ope´rateur
unitaire sur L2(IRdj ) donne´ par la formule
(Fjϕj)(ξj) = (2pi)
−dj/2
∫
IRdj
eixj ·ξjϕj(xj) dxj pour ϕj ∈ L
2(IRdj )
et introduisant V˜ε,k = F2Vε,kF
∗
2 on trouve
V˜ε =
N(ε)∑
k=1
Tγε,k ⊗ V˜
h
ε,k
ou` (Tγε,kϕ2)(x2) = ϕ2(x2 − γε,k) pour ϕ2 ∈ L
2(IRd2).
De manie`re analogue Fh = Fh1⊗F
h
2 avec F
h
j : l
2(hZZdj )→ L2([−pi/h; pi/h[dj )
pour j = 1, 2, est donne´ par la formule
(Fhj ϕj)(ξj) = (h/2pi)
dj/2
∑
n∈Z dj
eihnj ·ξjϕj(hnj) pour fj ∈ l
1 ∩ l2(hZZdj )
et introduisant V˜ hε,k = J
hFh2 V
h
ε,k(J
hFh2 )
∗ on trouve que pour h ≤ pi/T on a
V˜ hε χT =
N(ε)∑
k=1
Tγε,kχ
(1)
T ⊗ V˜
h
ε,kχ
(2)
T
ou` χ
(j)
T ∈ B(L
2(IRdj ) avec j = 1, 2, est donne´ par la formule
(χ
(j)
T ϕj)(xj) = χ[−T ; T [dj (xj)ϕj(xj) pour ϕj ∈ L
2(IRdj ).
Cependant la de´monstration de la partie (a) donne e´galement
lim
h→0
||(V˜ε,k − V˜
h
ε,k)χ
(2)
T ||B(L2(IRd2 )) = 0 (4.26)
et compte tenu de
(V˜ε − V˜
h
ε )χT =
N(ε)∑
k=1
Tγε,kχ
(1)
T ⊗ (V˜ε,k − V˜
h
ε,k)χ
(2)
T
il est clair que (4.25) re´sulte de (4.26). △
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Lemme 4.4 Soit λ0 ≥ 1 + 2||V || et posons
R = (−∆+ V + λ0I)
−1, Rh = (−∆h + V h + λ0I)
−1, (4.27)
R˜ = FRF∗, R˜h = JhFhV h(JhF)∗. (4.28)
Alors limh→0 ||R˜− R˜
h||B = 0.
Preuve. Compte tenu de les expressions
R = R˜◦
∞∑
k=0
(−V˜ R˜◦)
k, Rh = R˜h◦
∞∑
k=0
(−V˜ hR˜h◦)
k,
ou` on a de´signe´
R˜◦ = F(−∆+ λ0I)
−1F∗, R˜h◦ = J
hFh(−∆h + V h + λ0I)
−1(JhF)∗,
il suffit de montrer
lim
h→0
||R˜− R˜h||B = 0, lim
h→0
||V˜ R˜− V˜ hR˜h||B = 0. (4.29)
D’abord on montre que pour tout ε > 0 il existe hε > 0 tel que
sup
0<h≤hε
||R˜− R˜h||B < ε. (4.30)
Cependant
(R˜◦ϕ)(ξ) = (|ξ|
2 + λ0)
−1ϕ(ξ),
(R˜h◦ϕ)(ξ) = χ[−pi/h; pi/h[d(ξ)(ϑh(ξ) + λ0)
−1ϕ(ξ),
ou` ϑh est donne´ par (4.6) et on remarque qu’il existe C0 > 0 tel que
||(I − χT )R˜◦||B = sup
ξ∈IRd\[−T ; T [d
(|ξ|2 + λ0)
−1 ≤ C0T
−2, (4.31)
h ≤ pi/T ⇒ ||(I −χT )R˜
h
◦ ||B = sup
ξ∈IRd\[−T ; T [d
(ϑh(ξ)+ λ0)
−1 ≤ C0T
−2, (4.31′)
ou` la dernie`re estimation re´sulte de (4.7). Pour justifier (4.30) il suffit de
choisir T tel que C0T
−2 < ε/4 et utiliser le fait que
lim
h→0
sup
ξ∈[−T ; T [d
∣∣∣ϑh(ξ)− |ξ|2∣∣∣ = 0. (4.32)
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Il reste a` montrer l’existence de hε > 0 tel que
sup
0<h≤hε
||V˜ hR˜◦ − V˜ R˜◦||B < ε. (4.33)
Soit T tel que 2||V ||BC0T
−2 < ε/4. Si hε > 0 est suffisamment petit, alors
sup
0<h≤hε
||V˜ h(R˜h◦ − R˜◦)||B ≤ ||V ||B||R˜
h
◦ − R˜◦)||B < ε/4 (4.34)
et compte tenu du Lemme 2.3,
sup
0<h≤hε
||(V˜ h − V˜ )χT ||B < ε/4. (4.35)
Pour obtenir (4.33) on estime
||V˜ hR˜◦ − V˜ R˜◦||B ≤ ||V˜
h(R˜h◦ − R˜◦)||B+
||(V˜ h − V˜ )χT ||B||R˜◦||B + ||V˜
h − V˜ ||B||(I − χT )R˜◦||B
et (4.34), (4.35) permettent de majorer la dernie`re expression par 3
4
ε +
2||V ||BC0T
−2 < ε. △
Lemme 4.5 Pour de´montrer The´ore`me 1.5 il suffit de montrer que l’on a
lim
h→0
trh P hTΘ
h(Rh)mΘh = trPTΘR
mΘ. (4.36)
pour tout T ≥ 1 et m ≥ 2 + d
2
.
Preuve. Compte tenu du Corollaire 2.3 il faut montrer que pour tout ε > 0
il est possible de trouver hε > 0 tel que
sup
0<h≤hε
∣∣∣trhΘhf(Hh)Θh − tr Θf(H)Θ∣∣∣ < ε. (4.37)
D’abord on va montrer qu’il existe T (ε) tel que pour T ≥ T (ε) on a
||(I − P hT )Θ
hf(Hh)Θh||Bh1 < ε/4. (4.38)
En effet, le membre gauche de (4.38) est majore´ par ζ1(h) + ζ2(h) avec
ζ1(h) = ||(I − P
h
T )Θ
hP hT ′||Bh ||f(H
h)Θh||Bh1 ,
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ζ2(h) = ||Θ
h(I − P hT ′)(λ0I −∆
h)−1||Bh ||(λ0I −∆
h)Rh||Bh ||g(H
h)Θh||Bh1
ou` on a note´ g(λ) = (λ0 + λ)f(λ). Puisque
||(I − P hT ′)(λ0I −∆
h)−1||Bh = sup
ξ∈[−pi/h; pi/h[d\[−T ′; T ′[d
|λ0 + ϑh(ξ)|
−1 ≤ CT ′−2,
on peut choisir T ′ suffisamment grand pour assurer ζ2(h) < ε/8 pour tout
h ∈]0; 1] et ensuite Lemme 4.2 permet de choisir T suffisamment grand pour
assurer ζ1(h) < ε/8 pour tout h ∈]0; 1].
De manie`re analogue il est possible de trouver T (ε) tel que
T ≥ T (ε)⇒ ||(I − PT )Θf(H)Θ||B1 < ε/4. (4.39)
Dans le deuxie`me pas on conside`re une approximation de f par (fε′)ε′>0
comme dans la de´monstration de Proposition 3.1. Alors il existe C0 > 0 telle
que pour tout ε′ > 0,
||P hTΘ
h(f − fε′)(H
h)Θh||Bh1 ≤ ε
′ ||(Rh)mΘh||Bh1 ≤ C0ε
′,
|trPTΘ(f − fε′)(H)Θ| ≤ ε
′ ||(Rh)mΘ||B1 ≤ C0ε
′.
Soit ε′ = ε/(8C0). Alors (4.37) re´sulte de
sup
0<h≤hε
∣∣∣trh P hTΘhfε′(Hh)Θh − trPTΘfε′(H)Θ
∣∣∣ < ε/4 (4.40)
et on termine la de´monstration en observant que (4.36) assure l’existence de
hε > 0 tel que (4.40) soit satisfaite. △
Preuve du The´ore`me 1.5
La de´monstration est base´e sur les e´galite´s
trPTΘR
mΘPT = trχT Θ˜R˜
mΘ˜χT ,
trh P hTΘ
h(Rh)mΘhP hT = trχT Θ˜
h(R˜h)mΘ˜hχT ,
qui permettent d’e´crire (4.36) sous la forme
lim
h→0
trχT
(
Θ˜h(R˜h)mΘ˜h − Θ˜R˜mΘ˜
)
χT = 0. (4.41)
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Pour de´montrer (4.41) on remarque que
||χT (Θ˜
h(R˜h)mΘ˜h − Θ˜R˜mΘ˜)χT ||B1 ≤ ζ1(h) + ζ2(h) + ζ3(h)
avec
ζ1(h) = ||Θ˜
h(R˜h)m||B1 ||(Θ˜
h − Θ˜)χT ||B,
ζ2(h) = ||Θ˜
h((R˜h)m − R˜m)Θ˜||B1,
ζ3(h) = ||χT (Θ˜
h − Θ˜)||B ||R˜
mΘ˜||B1.
En utilisant
(R˜h)m − R˜m =
m∑
m′=1
(R˜h)m
′−1(R˜h − R˜)R˜m−m
′
on peut estimer
ζ2(h) ≤
m∑
m′=1
||Θ˜h(R˜h)m
′−1||B(m−1)/(m′−1) ||R˜
h − R˜||B ||R˜
m−m′Θ˜||B(m−1)/(m−m′)
avec la convention que l’on utilise la norme || · ||B au lieu de || · ||B(m−1)/(m′−1)
dans le cas m′ = 1 et au lieu de || · ||B(m−1)/(m−m′) dans le cas m
′ = m. Compte
tenu du Lemme 2.2 du Chapitre 3 on a
sup
0<h≤1
||Θ˜h(R˜h)m
′−1||B(m−1)/(m′−1) = sup
0<h≤1
||Θh(Rh)m
′−1||B(m−1)/(m′−1) <∞,
et de manie`re analogue on a
||R˜m−m
′
Θ˜||B(m−1)/(m−m′) = ||R
m−m′Θ||B(m−1)/(m−m′) <∞.
Ainsi utilisant le Lemme 4.5 on trouve limh→0 ζ2(h) = 0. Pour terminer
la de´monstration on remarque de manie`re analogue que limh→0 ζ1(h) =
limh→0 ζ3(h) = 0 re´sulte de Lemme 4.2. △
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7 Approximations discre`tes de la
densite´ d’e´tats surfacique presque
pe´riodique
1 E´nonce´s des re´sultats
Soit d = d1 + d2 avec d1, d2 ∈ IN. On identifie x ∈ IR
d avec (x1, x2) ∈
IRd1×IRd2 et on s’inte´re`sse a` l’ope´rateur de Schro¨dinger sur L2(IRd) avec le po-
tentiel continu, presque pe´riodique par rapport x1 ∈ IR
d1 et de´croissant suff-
isamment rapidement en variable x2 ∈ IR
d2 . Plus pre´cise´ment soit CAP (IRd1)
l’espace des fonctions continues presque pe´riodiques IRd1 → C, de´fini comme
le plus petit sous-espace ferme´ de L∞(IRd1) contenant toutes les fonctions
exponentielles {x1 → e
iγ·x1}γ∈IRd1 et soit v : IR
d → IR la fonction ve´rifiant
les hypothe`ses
(H1) il existe δ0 > 0 et C > 0 tel que pour tout (x1, x2) ∈ IR
d1 × IRd2 on ait
|v(x1, x2)| ≤ C(1 + |x2|)
−d2−δ0 (1.1)
(H2) la formule x2 → v(·, x2) de´finit l’application continue IR
d2 → CAP (IRd1),
ou` CAP (IRd1) est de´fini comme au dessus avec la norme he´rite´e de L∞(IRd1).
Sur l’espace de Hilbert L2(IRd) on conside`re l’ope´rateur auto-adjoint
H = −∆+ V, (1.2)
ou` ∆ est l’ope´rateur de Laplace et
(V ϕ)(x) = v(x)ϕ(x) pour ϕ ∈ L2(IRd). (1.2′)
1
Si Z ⊂ IRd alors χZ : IR
d → {0, 1} de´signe la fonction caracte´ristique de Z
et pour L, L′ > 0 soit χL
′
L l’ope´rateur de´fini sur L
2(IRd) par
(χL
′
L ϕ)(x) = χ[−L; L[d1×[−L′; L′[d2 (x)ϕ(x) pour ϕ ∈ L
2(IRd). (1.3)
Alors il est bien connu que pour toute fonction test f ∈ C∞0 (IR) les ope´rateurs
χL
′
L f(−∆) et χ
L′
L f(H) appartiennent a` la classe d’ope´rateurs a` trace sur
L2(IRd) et on peut introduire
NL
′
L (f,H) = (2L)
−d1 trL2(IRd) χ
L′
L (f(H)− f(−∆)). (1.4)
Dans la Section 3 on donnera la preuve de
The´ore`me 1.1 On suppose que le potentiel de l’ope´rateur de Schro¨dinger
H ve´rifie les hypothe`ses (H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR)
il existe la limite the´rmodynamique
N(f,H) = lim
L→∞
NLL (f,H). (1.5)
La distribution f → N(f,H) s’appelle la densite´ surfacique d’e´tats de H
et on donnera la preuve du fait qu’elle est la limite des densite´s surfaciques
d’e´tats des ope´rateurs aux diffe´rences finies Hh agissant sur le reseau hZZd =
{hn ∈ IRd : n ∈ ZZd} de taille h ∈]0; 1] quand h→ 0.
Plus pre´cise´ment soit l2(hZZd) l’espace de Hilbert dont les e´le´ments sont les
applications ϕ : hZZd → C telles que
||ϕ||h =
( ∑
n∈Z d
|ϕ(hn)|2
)1/2
<∞ (1.6)
et dont le produit scalaire est donne´ par la formule
〈ϕ, ψ〉h =
∑
n∈Z d
ϕ(hn)ψ(hn). (1.6′)
Alors le laplacien discret agit sur ϕ ∈ l2(hZZd) selon la formule
(∆hϕ)(hn) =
d∑
j=1
ϕ(hn+ hej)− 2ϕ(hn) + ϕ(hn− hej)
h2
, (1.7)
2
ou` e1 = (1, 0, ..., 0), . . . , ed = (0, ..., 0, 1) est la base canonique de IR
d et soit
Hh = −∆h + V h, (1.8)
ou` V h est de´fini a` l’aide du potentiel v par la formule
(V hϕ)(hn) = v(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (1.8′)
Par analogie au cas continu on de´finit
NL
′
L (f,H
h) =
1
(2L)d1
∑
{k∈Z d:hk∈[−L; L[d1×[−L′; L′[d2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h,
(1.4′)
ou` δhk(hn) = 0 si n 6= k et δhk(hk) = 1. Alors on a
The´ore`me 1.2 On suppose que Hh est donne´ par (1.8) avec v ve´rifiant les
hypothe`ses (H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR) il existe la
limite the´rmodynamique
N(f,Hh) = lim
L→∞
NLL (f,H
h). (1.9)
De plus pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣N(f,Hh)−NLL (f,Hh)
∣∣∣ < ε. (1.9′)
En ce qui concerne les preuves pre´sente´es dans la suite, les re´sultas de
The´ore`me 1.1 et 1.2 concernant la famille des pave´s [−L; L[d seront obtenus
graˆce a` l’e´tude des pave´s [−L; L[d1×[−L′; L′[d2 . En particulier on prouvera
The´ore`me 1.3 Soit f ∈ C∞0 (IR) et L
′ ≥ 1. Alors les limites
NL
′
(f,H) = lim
L→∞
NL
′
L (f,H), N
L′(f,Hh) = lim
L→∞
NL
′
L (f,H
h) (1.10)
existent et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣NL′(f,Hh)−NL′L (f,Hh)
∣∣∣ < ε. (1.10′)
De plus il existe une constante C > 0 telle que pour tout L′ ≥ 1 on ait
|NL
′
(f,H)−N(f,H)| ≤ CL′−δ0 , (1.11)
sup
0<h≤1
|NL
′
(f,Hh)−N(f,Hh)| ≤ CL′−δ0 . (1.11′)
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Il est e´galement possible de retrouverN(f,H) etN(f,Hh) utilisant le proce´de´
suivant
The´ore`me 1.4 Soit f ∈ C∞0 (IR) et L ≥ 1. Alors les limites
NL(f,H) = lim
L′→∞
NL
′
L (f,H), NL(f,H
h) = lim
L′→∞
NL
′
L (f,H
h) (1.12)
existent et on peut trouver une constante C > 0 telle que pour L, L′ ≥ 1 on
ait
|NL
′
L (f,H)−NL(f,H)| ≤ CL
′−δ0 , (1.12′)
sup
0<h≤1
|NL
′
L (f,H
h)−NL(f,H
h)| ≤ CL′−δ0 . (1.12′′)
Si l’ope´rateur χ∞L est de´fini sur L
2(IRd) par la formule
(χ∞L ϕ)(x) = χ[−L; L[d1×IRd2 (x)ϕ(x) pour ϕ ∈ L
2(IRd), (1.13)
alors χ∞L (f(H) − f(−∆)) appartient a` la classe d’ope´rateurs a` classe sur
L2(IRd) et on a les expressions
NL(f,H) = (2L)
−d1 trχ∞L (f(H)− f(−∆)), (1.14)
NL(f,H
h) =
1
(2L)d1
∑
{k∈Z d: hk∈[−L; L[d1×IRd2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h,
(1.14′)
ou` la se´rie (1.14′) converge absolument. De plus on a
N(f,H) = lim
L→∞
NL(f,H), N(f,H
h) = lim
L→∞
NL(f,H
h) (1.15)
et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣NL(Hh, f)−N(Hh, f)∣∣∣ < ε. (1.15′)
Enfin dans la Section 4 on prouvera
The´ore`me 1.5 Pour toute fonction f ∈ C∞0 (IR) on a
N(f,H) = lim
h→0
N(f,Hh). (1.16)
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Le re´sultat du The´ore`me 1.5 permet d’obtenir
The´ore`me 1.6 (a) On de´signe par suppN(·, H) (respectivement suppN(·, Hh))
le support de la distribution f → N(f,H) (respectivement f → N(f,Hh)).
Alors
suppN(·, H) = {λ ∈ IR : lim
h→0
dist (suppN(·, Hh), λ) = 0}. (1.17)
(b) On de´signe par σ(H) (respectivement σ(Hh)) le spectre de l’ope´rateur H
(respectivement Hh). Alors
σ(H) = {λ ∈ IR : lim
h→0
dist (σ(Hh), λ) = 0}. (1.18)
(c) On a
σ(Hh)∩]−∞; 0[ = suppN(·, Hh)∩]−∞; 0[, (1.19)
σ(H)∩]−∞; 0[ = suppN(·, H)∩]−∞; 0[. (1.19′)
On peut remarquer que l’assertion (a) du The´ore`me 1.6 re´sulte imme´diatement
du The´ore`me 1.5 et l’assertion (b) re´sulte des proprie´te´s obtenues au cours
de la preuve du The´ore`me 1.5. Ensuite (1.19) a e´te´ de´montre´ par Charour
[??] et utilisant (1.19) avec (1.17), (1.18) on obtient (1.19’).
2 Ide´es de base
Soit B(H) l’alge`bre des ope´rateurs borne´s sur l’espace de Hilbert H et soit
B1(H) l’ide´al des ope´rateurs a` trace. Si (ej)j∈J est une base orthonorme´e
de l’espace de Hilbert se´parable H (c’est-a`-dire J est de´nobrable), alors par
de´finition A ∈ B1(H)⇔
∑
j∈J |〈Aej , ej〉H| <∞ et
trHA =
∑
j∈J
〈Aej , ej〉H pour A ∈ B1(H). (2.1)
Si p ≥ 1 alors par de´finition A ∈ Bp(H)⇔ (A
∗A)p/2 ∈ B1(H) et
||A||Bp(H) =
(
trH(A
∗A)p/2
)1/p
. (2.2)
On abre`ge
B = B(L2(IRd)), Bh = B(l2(hZZd)), (2.3)
5
Bp = Bp(L
2(IRd)), Bhp = Bp(l
2(hZZd)), (2.3′)
trL2(IRd)A = trA, trl2(hZ d)A
h = trhAh. (2.3′′)
En introduisant l’ope´rateur χh,L
′
L ∈ B
h de´fini par
(χh,L
′
L ϕ)(hn) = χ[−L; L[d1×[−L′; L′[d2 (hn)ϕ(hn) pour ϕ ∈ l
2(hZZd) (2.4)
et utilisant le fait que (δhk)k∈Z d est une base orthonorme´e de l
2(hZZd) on
trouve l’expression
NL
′
L (f,H
h) = (2L)−d1 trh χh,L
′
L (f(H
h)− f(−∆h)). (2.5)
Dans la suite on conside`re le pave´ unite´ C(y) = {x ∈ IRd : x − y ∈ [0; 1[d}
pour y ∈ IRd et on de´finit χy ∈ B, χ
h
y ∈ B
h par
(χyϕ)(x) = χC(y)(x)ϕ(x) pour ϕ ∈ L
2(IRd), (2.6)
(χhyϕ)(hn) = χC(y)(hn)ϕ(hn) pour ϕ ∈ l
2(hZZd). (2.6′)
Soit K un ensemble (a` pre´ciser plus tard) et on suppose que vκ ∈ L
∞(IRd)
est re´elle pour tout κ ∈ K. On va e´tudier les ope´rateurs auto-adjoints
Hκ = −∆+ Vκ, H
h
κ = −∆
h + V hκ (2.7)
(Vκϕ)(x) = vκ(x)ϕ(x), (V
h
κ ϕ)(hn) = vκ(hn)ϕ(hn). (2.7
′)
L’e´nonce´ du re´sultat cle´ pour la suite est le suivant
Proposition 2.1 Soit f ∈ C∞0 (IR) et (Hκ)κ∈K donne´s par (2.7).
(a) On suppose qu’il existe C0 > 0 telle que
||Vκ||B = sup
x∈IRd
|vκ(x)| ≤ C0 (2.8)
pour tout κ ∈ K. Alors il existe une constante C > 0 telle que
||χyf(Hκ)||B1 + ||χ
h
yf(H
h
κ)||Bh1 ≤ C (2.9)
pour tout κ ∈ K, y ∈ IRd et 0 < h ≤ 1.
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(b) Soit δ ≥ 0. On suppose
Mδ,κ,κ′ = sup
(x1,x2)∈IR
d
(1 + |x2|)
δ|vκ(x1, x2)− vκ′(x1, x2)| <∞. (2.10)
Alors il existe Cδ > 0 telle que
|y2|
δ||χ(y1,y2)(f(Hκ)− f(Hκ′))χ(y1,y2)||B1 ≤ CδMδ,κ,κ′, (2.11)
|y2|
δ||χh(y1,y2)(f(H
h
κ)− f(H
h
κ′))χ
h
(y1,y2)
||Bh1 ≤ CδMδ,κ,κ
′ (2.11′)
pour tout κ, κ′ ∈ K, y ∈ IRd et 0 < h ≤ 1.
Alors la Proposition 2.1 implique
Corollaire 2.2 (a) Il existe une constante C0 > 0 telle que
sup
L≥1
|NL1L (f,H)−N
L2
L (f,H)| ≤ C0(L
−δ0
1 + L
−δ0
2 ), (2.12)
sup
L≥1
sup
0<h≤1
|NL2L (f,H
h)−NL1L (f,H
h)| ≤ C0(L
−δ0
1 + L
−δ0
2 ). (2.12
′)
(b) Les The´ore`mes 1.1, 1.2 et 1.4 re´sultent du The´ore`me 1.3.
(c) Il existe une constante C > 0 telle que pour tout L, L′ ≥ 1 on ait
sup
0<ρ≤1
|NL
′
L+ρ(f,H)−N
L′
L (f,H)| ≤ CL
−1, (2.13)
sup
0<ρ≤1
sup
0<h≤1
|NL
′
L+ρ(f,H)−N
L′
L (f,H)| ≤ CL
−1. (2.13′)
Preuve. (a) On suppose L2 > L1. Alors
NL2L (f,H
h)−NL1L (f,H
h) = (2L)−d1trh(χh,L2L − χ
h,L1
L )(f(H
h)− f(−∆h)).
(2.14)
On introduit
Λ(L, L1) = (ZZ
d1 ∩ [−L; L[d1)× (ZZd2 \ [−(L1 − 1); L1 − 1[
d2) (2.15)
et on remarque que
χh,L2L − χ
h,L1
L =
∑
y∈Λ(L,L1)
χhy(χ
h,L2
L − χ
h,L1
L ). (2.16)
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Cependant utilisant Proposition 2.1 avec V hκ = V
h, V hκ′ = 0 on voit que
Mδ,κ,κ′ <∞ avec δ = 0 et δ = d2 + δ0 et (2.11
′) permet d’estimer∣∣∣trh χh(y1,y2)(χh,L2L − χh,L1L )(f(Hh)− f(−∆h))
∣∣∣ ≤ C(1 + |y2|)−d2−δ0 ,
donc la valeur absolue de (2.14) est majore´e par
sup
y1∈Z
d1
∑
{y2∈Z
d2 : |y2|≥L1−1}
C(1 + |y2|)
−d2−δ0 ≤ C1L
−δ0
1 .
(b) D’abord on va ve´rifier que le The´ore`me 1.2 re´sulte du The´ore`me 1.3 et du
Corollaire 2.2(a). Pour obtenir l’assertion du The´ore`me 1.2 on doit montrer
que pour tout ε > 0 il est possible de trouver Lε, hε > 0 tels que
L2 ≥ L1 ≥ Lε ⇒ sup
0<h<hε
|NL2L2 (f,H
h)−NL1L1 (f,H
h)| < ε. (2.17)
Soit C0 > 0 la constante du Corollaire 2.2(a) et L
′
ε tel que C0L
′−δ0
ε < ε/8.
Ensuite l’assertion du The´ore`me 1.3 permet de trouver Lε ≥ L
′
ε et hε > 0
tels que
L2 ≥ L1 ≥ Lε ⇒ |N
L′ε
L2 (f,H
h)−N
L′ε
L1 (f,H
h)| ≤
|N
L′ε
L2 (f,H
h)−NL
′
ε(f,Hh)|+ |NL
′
ε(f,Hh)−N
L′ε
L1 (f,H
h)| < ε
2
(2.18)
pour 0 < h < hε. Ainsi (2.18) et (2.12
′) impliquent
|NL2L2 (f,H
h)−NL1L1 (f,H
h)| ≤ |N
L′ε
L2
(f,Hh)−N
L′ε
L1
(f,Hh)|+
∑
1≤k≤2
|NLkLk (f,H
h)−N
L′ε
Lk
(f,Hh)| ≤ ε
2
+ C0(2L
−δ0
ε + L
−δ0
1 + L
−δ0
2 ) < ε
pour L2 ≥ L1 ≥ Lε, 0 < h < hε et il est clair que l’assertion du The´ore`me
1.1 s’obtient du The´ore`me 1.3 et du Corollaire 2.2(a) de manie`re analogue.
En ce qui concerne The´ore`me 1.4, il est e´vident que l’assertion du Corollaire
2.2(a) implique l’existence des limites (1.12) et les estimations (1.12′), (1.12′′).
Ensuite pour justifier (f(H) − f(−∆))χ∞L ∈ B1 on remarque que la suite
((f(H)− f(−∆))χL
′
L )L′∈IN est Cauchy dans B1 et sa limite dans B1 coincide
avec (f(H) − f(−∆))χ∞L car limL′→∞ ||χ
∞
L ϕ − χ
L′
L ϕ|| = 0 pour tout ϕ ∈
L2(IRd). De la meˆme manie`re on trouve que ((f(Hh) − f(−∆h))χL
′
L )L′∈IN
converge dans Bh1 vers (f(H
h)− f(−∆h))χh,∞L , ou`
(χh,∞L ϕ)(hn) = χ[−L; L[d1×IRd2 (hn)ϕ(hn) pour ϕ ∈ l
2(hZZd). (2.19)
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Ainsi on a
NL(f,H
h) = (2L)−d1 trχh,∞L (f(H
h)− f(−∆h)) (2.20)
et par conse´quent la se´rie (2.14′) converge absolument. Finalement pour tout
ε > 0 il existe L′ε > 0 tel que
L ≤ L′ε ⇒ sup
0<h≤1
sup
L≥1
|NL(f,H
h)−NLL (f,H
h)| ≤ C0L
′−δ0 < ε/2,
donc (1.15′′) re´sulte de (1.9′).
(c) Soit Λ′(L) = ZZd1 ∩ ([−(L+ 2); L+ 2]d1 \ [−(L− 1); L− 1]d1). Alors
χh,L
′
L+ρ − χ
h,L′
L =
∑
y∈Λ′(L)×Z d2
χhy(χ
h,L2
L − χ
h,L1
L ) (2.21)
et compte tenu du fait que cardΛ′(L) ≤ C0L
d−1 on a peut estimer le membre
gauche de (1.13′) par
C1L
−1 sup
y1∈Z
d1
∑
y2∈Z
d2
||χ(y1,y2)(f(H
h)− f(−∆h))χ(y1,y2)||B1
≤ C2L
−1
∑
y2∈Z
d2
(1 + |y2|)
−d2−δ0 ≤ CL−1. △
Corollaire 2.3 Pour prouver The´ore`me 1.5 il suffit de montrer que pour
toute fonction θ ∈ C∞0 (IR
d) on a
lim
h→0
trhΘh(f(Hh)− f(−∆h)) = trΘ(f(H)− f(−∆)), (2.22)
ou` Θ et Θh sont les ope´rateurs de multiplication
(Θϕ)(x) = θ(x)ϕ(x) pour ϕ ∈ L2(IRd), (2.23)
(Θhϕ)(hn) = θ(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (2.23′)
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Preuve. L’assertion du The´ore`me 1.4 sera de´montre´e si on montre que pour
tout ε > 0 il est possible de trouver Lε, hε > 0 tels que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,H
h)−NLL (f,H
h)| < ε. (2.24)
Soit C0 > 0 la constante du Corollaire 2.2(a) et Lε tel que C0L
−δ0
ε < ε/8.
Ensuite pour L > 0 on peut choisir θL ∈ C
∞
0 (IR
d) telle que 0 ≤ θL ≤ 1, θL = 1
sur [−L; L[d et supp θL ⊂ [−L− 1; L+ 1[
d. On introduit les ope´rateurs ΘL
et ΘhL de´finis par
(ΘLϕ)(x) = θL(x)ϕ(x) pour ϕ ∈ L
2(IRd),
(ΘhLϕ)(hn) = θL(hn)ϕ(hn) pour ϕ ∈ l
2(hZZd)
et on montre qu’il est possible de choisir Lε tel que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,H
h)− trhΘhL(f(H
h)− f(−∆h))| < ε/4, (2.25)
L ≥ Lε ⇒ |N
L
L (f,H)− tr ΘL(f(H)− f(−∆))| < ε/4. (2.25
′)
En effet pour obtenir (2.24) on remarque que
ΘhL − χ
h,L
L =
∑
y∈Λ(L,L)∪(Λ′(L)×Z d2 )
χhy(Θ
h
L − χ
h,L
L )
ou` Λ(L, L) et Λ′(L) sont comme dans la preuve du Corollaire 2.2. Alors de
la meˆme manie`re on trouve∑
y∈Λ′(L)×Z d2
|trh (ΘhL − χ
h,L
L )χ
h
y(f(H
h)− f(−∆h))| ≤ C0L
−δ0 ,
∑
y∈Λ(L,L)
|trh (ΘhL − χ
h,L
L )χ
h
y(f(H
h)− f(−∆h))| ≤ C1L
−1
et (2.25) est assure´ si C0L
−δ0
ε +C1L
−1
ε < ε/4. De manie`re analogue on obtient
(2.25′) et pour terminer la preuve de (2.24) il suffit de remarquer que (2.22)
assure l’existence de hε > 0 tel que
sup
0<h<hε
∣∣∣trhΘhL(f(Hh)− f(−∆h)) − trΘL(f(H)− f(−∆))
∣∣∣ < ε/2. △
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Lemme 2.4 Soit ε > 0. Alors on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d2,
vε,k ∈ C
∞
0 (IR
d2) pour k = 1, . . . , N(ε) tels que
∣∣∣∣∣∣v(x1, x2)−
N(ε)∑
k=1
vε,k(x2)e
ix1γε,k
∣∣∣∣∣∣ < ε.
ou` ehγε,k ∈ B(l
2(hZZd1)), V hε,k ∈ B(l
2(hZZd2)) sont donne´s par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l
2(hZZd1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h
2(hZZd2).
Preuve. Soit ε > 0 et wε(x1, x2) = v(x1, x2)θε(x2) ou` θε ∈ C
∞
0 (IR
d2) est
choisie telle que 0 ≤ θε ≤ 1 et |v(x) − wε(x)| < ε/2 pour tout x ∈ IR
d.
Ensuite on remarque que pour tout ε′ > 0 il existe δ′ > 0 tel que
|x2 − x
′
2| < δ
′ ⇒ sup
x1∈IR
d1
|wε(x1, x2)− wε(x1, x
′
2)| < ε
′
et utilisant p. ex. les formules de polynoˆmes de Bernstein on peut trouver
les coefficients cN,y2,ν,ε ∈ IR tels que pour tout x1 ∈ IR
d1 , x2 ∈ supp θε on ait∣∣∣∣∣∣∣∣∣
v(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
{ν∈ZZd2 : |ν|≤2d1N(ε)}
v(x1, y2/N(ε))cN(ε),y2,ν,εx
ν
2
∣∣∣∣∣∣∣∣∣
<
ε
4
si N(ε) ∈ IN est choisi suffisamment grand.
Pour terminer la preuve on remarque que v(·, N(ε)−1y2) ∈ CAP (IR
d1) permet
de trouver N ′(ε) et cε,k,y2 ∈ C, γε,k,y2 ∈ IR
d1 pour k = 1, . . . , N ′(ε) tels que
∣∣∣∣∣∣∣∣∣
wε(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
1≤k≤N′(ε)
cε,k,y2e
ix1γε,k,y2vε,k,y2(x2)
∣∣∣∣∣∣∣∣∣
<
ε
2
avec
vε,k,y2(x2) =
∑
{ν∈Z d2 : |ν|≤2d1N(ε)}
cN(ε),y2,ν,εx
ν
2θε(x2). △
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3 Preuve de The´ore`mes 1.1-1.4
La preuve est base´e sur l’e´tude de la famille d’ope´rateurs (Hz)z∈IRd1 de´finis
sur L2(IRd) par la formule
Hz = −∆+ Vz, (3.1)
(Vzϕ)(x) = v(x1 + z, x2)ϕ(x) pour ϕ ∈ L
2(IRd). (3.1′)
On commence par l’e´nonce´ du re´sultat cle´ de cette section :
Proposition 3.1 Soit f ∈ C∞0 (IR), L
′ ∈ IN et y1 ∈ ZZ
d1. On pose
uL
′
y1
(z) =
∑
y2∈[[−L′; L′[[
d2
trχ(y1,y2)(f(Hz)− f(−∆)), (3.2)
ou` [[− L′; L′[[ = ZZ ∩ [−L′;L′[. Alors uL0y1 ∈ CAP (IR
d1).
Preuve du fait que Proposition 3.1 implique The´ore`me 1.1
Soit T(z,0) l’ope´rateur de la translation, (T(z,0)ϕ)(x) = ϕ(x1 − z, x2). Alors
H = T(z,0)HzT(−z,0), χ(y1,y2) = T(y1,0)χ(y1,y2)T(−y1,0), (3.3)
trT(−y1,0)χ(0,y2)f(Hy1)T(y1,0) = trχ(y1,y2)f(H) (3.4)
et il est clair que
uL
′
y1
(0) = uL
′
0 (y1). (3.5)
Ainsi notant par [L] la partie entie`re de L on peut e´crire
(2[L])−d1
∑
y1∈[[−L;L[[
d1
uL
′
0 (y1) = N
L′
[L](f,H), (3.6)
et compte tenu du Corolaire 2.2 il suffit de montrer que pour tout ε > 0 il
existe Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
L1(f,H)−N
L′
L2(f,H)| < ε. (3.7)
Soit C1 la constante de l’assertion du Corollaire 2.2(c) et soit Lε ≥ ε/(4C1).
Alors pour obtenir (3.7) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |N
L′
[L1](f,H)−N
L′
[L2](f,H)| < ε/2. (3.8)
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Par de´finition de CAP (IRd1) on peut trouver N(ε) ∈ IN, cε,k ∈ C, γε,k ∈ IR
d1
tels que l’on ait
|uL
′
0 (z)− u
L′
ε (z)| < ε/8 (3.9)
avec
uL
′
ε (z) =
N(ε)∑
k=0
cε,ke
izγε,k . (3.10)
Alors il suffit de montrer que pour tout ε > 0, la fonction
NL
′
ε,[L](f,H) = (2[L])
−d1
∑
y1∈[[−L;L[[
d1
uL
′
ε (y1) (3.11)
posse`de une limite quand L → ∞. En effet, la condition de Cauchy pour
L→ NL
′
ε,[L](f,H) assure l’existence de Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
ε,[L2]
(f,H)−NL
′
ε,[L1]
(f,H)| < ε/4 (3.12)
et (3.9) permet d’estimer
|NL
′
[L](f,H)−N
L′
ε,[L](f,H)| ≤ ε/8 (3.13)
pour L = L1 et L = L2, donc l’ine´galite´ triangulaire implique (3.8).
Il reste a` justifier que pour tout γ ∈ IRd1 la fonction
L→ N[L](γ) = (2[L])
−d1
∑
y1∈[[−L; L[[
d1
eiy1γ (3.14)
posse`de une limite quand L → ∞. Cependant dans le cas γ ∈ 2piZZd1 ,
l’assertion est e´vidente car
|1−N[L](γ)| = |1− (2[L])
−d1card [[− L; L[[d1 | ≤ C/L→ 0 quand L→∞.
Il reste a` e´tudier le cas γ = (γ(1), ..., γ(d1)) /∈ 2piZZ
d1 . Si j0 ∈ {1, ..., d} est
tel que γ(j0) /∈ 2piZZ, alors utilisant∣∣∣∣∣∣
L−1∑
ν=−L
eiνγ(j0)
∣∣∣∣∣∣ ≤
2
|eiγ(j0) − 1|
(3.15)
et |N[L](γ)| = Π
d1
j=1
∣∣∣ 1
2[L]
∑L−1
ν=−L e
iνγ(j)
∣∣∣ ≤ 2L−1|eiγ(j0) − 1|−1 → 0 quand L →
∞. △
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Avant de commencer la preuve de Proposition 3.1 on va introduire des
notations auxiliaires. Si A est un espace de Banach, alors Cpp(IR
d1 ; A)
de´signe l’ensemble des applications Φ : IRd1 → A telles que pour tout ε > 0
on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d1 , Aε,k ∈ A (k = 1, ..., N(ε)) tels que
sup
z∈IRd1
||Φ(z)−
∑N(ε)
k=1
Aε,k e
iz·γε,k ||A < ε. (3.16)
On remarque que Cpp(IR
d1 ; A) est un espace de Banach avec la norme
||Φ||∞ = sup
z∈IRd1
||Φ(z)||A. (3.17)
Lemme 3.2 Si Vz est donne´ par (3.1
′), alors la fonction z → Vz appartient
a` Cpp(IR
d1 ; B).
Preuve. Soit ε > 0. Alors on a ||V − V0,ε||B < ε avec V
0,ε =
∑N(ε)
k=0 Vε,k, ou`
Vε,k de´signe l’ope´rateur de multiplication par vε,k(x) = e
iγε,kx1 v˜ε,k(x2) comme
dans la Section 2. Alors
Vz,ε = T
−1
(z,0)V0,εT(z,0) =
N(ε)∑
k=0
Vε,ke
izγε,k (3.17)
et on a ||Vz − Vz,ε||B = ||T
−1
(z,0)(V − V0,ε)T(z,0)||B < ε. △
Lemme 3.3 Soit p ≥ 1. Alors Cpp(IR
d1 ; Bp) est un ide´al bilate´ral de
l’alge`bre de Banach Cpp(IR
d1 ; B). Si Φj ∈ Cpp(IR
d1 ; Bpj ) pour j = 1, 2,
alors on a Φ1Φ2 ∈ Cpp(IR
d1 ; Bp) avec p = p1p2/(p1 + p2).
Preuve. Si Φj ∈ Cpp(IR
d1 ; Bpj ) et ε > 0, alors on peut trouver N(ε) et
Aε,k,j ∈ Bpj , γε,k,j ∈ IR
d1 (k = 1, ..., Nε) tels que
Φε,j(z) =
∑N(ε)
k=1
Aε,k,j e
iz·γε,k,j (3.18)
ve´rifie ||Φj(z)− Φε,j(z)||Bpj < ε(1 + ||Φ1||∞ + ||Φ2||∞)
−1. Puisque
1
p
= 1
p1
+ 1
p2
=⇒ ||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp1 ||Aε,k′,2||Bp2 , (3.19)
14
on peut trouver Nε et Aε,k ∈ Bp, γε,k ∈ IR
d1 (k = 1, ..., Nε2) tels que
Φε,1(z)Φε,2(z) =
∑Nε2
k=1
Aε,k e
iz·γε,k (3.18′)
et on peut estimer ||Φ1(z)Φ2(z)− Φε,1(z)Φε,2(z)||Bp par
||(Φ1(z)− Φε,1(z))Φ2(z)||Bp + ||Φε,1(z)(Φ2(z)− Φε,2(z))||Bp ≤
||Φ1(z)− Φε,1(z)||Bp1 ||Φ2(z)||Bp2 + ||Φε,1(z)||Bp1 ||Φ2(z)− Φε,2(z)||Bp2 < ε.
On en de´duit Φ1Φ2 ∈ Cpp(IR
d1 ; Bp) et il est e´vident qu’en remplac¸ant Bpj par
B dans ce raisonnement on trouve que Cpp(IR
d1 ; B) est une alge`bre. Enfin
utilisant le raisonnement analogue avec
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||B||Aε,k′,2||Bp (3.20)
on trouve que Cpp(IR
d1 ; Bp) est un ide´al a` gauche et pareillement
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp||Aε.k′,2||B (3.20
′)
permet de trouver que Cpp(IR
d1 ; Bp) est un ide´al a` droite. △
On utilisera le re´sultat suivant
Proposition 3.4 Soit λ0 ≥ 1 + 2||V ||B et pour m ∈ IN
∗ on pose
Rmz = (−∆+ Vz + λ0I)
−m, (Rhz )
m = (−∆h + V hz + λ0I)
−m. (3.21)
Si p ≥ max{m, 1 + d
2
} et N ∈ IN, alors on peut trouver des constantes
CN,m > 0 telles que l’on ait
||χyR
m
z ||Bp/m + ||χ
h
y(R
h
z )
m||Bh
p/m
≤ C0,m, (3.22)
||χyR
m
z χy′ ||Bp/m + ||χ
h
y(R
h
z )
mχhy′ ||Bh
p/m
≤ CN,m(1 + |y − y
′|)−N (3.22′)
pour tout y, y′ ∈ ZZd et 0 < h ≤ 1.
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La preuve de la Proposition 3.4 sera de´taille´e dans le Chapitre 3.
Preuve de la Proposition 3.1.
On fixe m0 ∈ IN tel que m0 ≥ 1 +
d
2
. Soit ε > 0. Alors le the´ore`me de
Weierstrass permet de trouver un polynoˆme d’une variable re´elle, gε(s) =∑N(ε)
k=0 cε,ks
k, tel que
sup
λ≥λ0/2
∣∣∣(λ+ λ0)m0f(λ)− gε ((λ+ λ0)−1)∣∣∣ < ε/C0,m0, (3.23)
ou` C0,m0 est la constante de la formule (3.22). En posant fε(λ) = (λ +
λ0)
−m0gε ((λ+ λ0)
−1) on obtient
λ ≥ λ0/2 ⇒ ± (f(λ)− fε(λ)) ≤ ε(λ+ λ0)
−m0/C0,m0 ,
donc
± trχy(f(Hz)− fε(Hz))χy ≤
ε
C0,m0
trχyR
m0
z χy < ε. (3.24)
Ainsi il suffit de prouver que pour tout ε > 0 la fonction
z → trχyfε(Hz) =
N(ε)∑
k=0
cε,ktrχyR
m0+k
z
appartient a` CAP (IRd1). Pour cela on va montrer que les fonctions z →
Φy,m(z) = χyR
m
z appartiennent a` Cpp(IR
d1 ,B1) pourm ≥ m0. Plus pre´cise´ment
on va e´tablir
p ≥ max{m, 1 + d
2
} ⇒ Φy,m ∈ Cpp(IR
d1 ,Bp/m) (3.25(m))
par re´currence par rapport a` m ∈ IN∗.
On commence par m = 1. On pose R = (−∆+ λ0I)
−1 et
Φy,1,N(z) = χyR
N∑
k=0
(−VzR)
k. (3.26)
Puisque ||VzR||B ≤ 1/2 on peut e´crire
Φy,1(z) = χyR(I + VzR)
−1 = χyR
∞∑
k=0
(−VzR)
k (3.27)
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et on trouve
||Φy,1(z)− Φy,1,N(z)||Bp ≤ ||χyR||Bp
∞∑
k=N+1
||VzR||
k
B ≤ 2
−N ||χyR||Bp. (3.28)
Ainsi pour montrer (3.25(1)) il suffit de savoir que Φy,1,N ∈ Cpp(IR
d1 ,Bp).
Mais les fonctions z → (VzR)
k appartiennent a` Cpp(IR
d1 ,B) et χyR ∈ Bp,
donc il est clair que Φy,1,N ∈ Cpp(IR
d1 ,Bp).
Utilisant le raisonnement par re´currence on suppose que l’assertion (3.25(m))
est vraie pour un certain m ∈ IN∗. Alors le Lemme 3.3 assure que
Φy,m+1,N =
∑
y′∈[[−N ; N [[d
Φy,1,NΦy′,m ∈ Cpp(IR
d1 ,Bp/(m+1))
et utilisant Proposition 3.4 on peut estimer
N ′ > N ⇒ ||Φy,m+1,N ′(z)− Φy,m+1,N(z)||Bp/(m+1) ≤
∑
y′∈[[−N ′; N ′[[d\[[−N ; N [[d
||χyRzχy′ ||Bp||χy′R
m
z ||Bp/(m+1)
≤
∑
y′∈Z d\[[−N ; N [[d
C(1 + |y − y′|)−d−1 ≤ C ′/N,
donc Φy,m+1 est la limite de la suite (Φy,m+1,N )N∈IN dans Cpp(IR
d1 ,Bp/(m+1)).
△
Proposition 3.5 Soient f ∈ C∞0 (IR), L
′ ∈ IN, ρ > 0 et y1 ∈ ZZ
d1. On pose
uh,L
′
ρ,y1
(z) = trh χh,L
′
ρ,y1
(f(Hhz )− f(−∆
h)), (3.29)
ou` χh,L
′
ρ,y1 ∈ B
h est de´fini par la formule
(χh,L
′
ρ,y1
ϕ)(hn1, hn2) =
∑
y2∈[[−L′; L′[[
d2
χC(y1,y2)(hn1/ρ, hn2)ϕ(hn1, hn2) (3.30)
pour (n1, n2) ∈ ZZ
d1 × ZZd2 et ϕ ∈ l2(hZZd).
17
Si ε > 0, ρ ∈ [1
2
; 1] alors on peut trouver N(ε) ∈ IN, ch,ρε,k ∈ C, γε,k ∈ IR
d1
(k = 0, . . . , N(ε)) tels que
sup
0<h≤1
sup
z∈IRd1
∣∣∣∣∣∣uh,L
′
ρ,0 (z)−
N(ε)∑
k=0
ch,ρε,ke
izγε,k
∣∣∣∣∣∣ < ε/8, (3.31)
sup
0<h≤1
|ch,ρε,k | <∞. (3.31
′)
Preuve du fait que Proposition 3.5 implique The´ore`me 1.2
Au de´but on observe que pour ρ ∈ hIN,y1 ∈ ZZ
d1 on peut e´crire
uh,L
′
ρ,0 (ρy1) = tr
h T h(ρy1,0)χ
h,L′
ρ,y1 (f(H
h
ρy1)− f(−∆
h))T h(−ρy1,0), (3.32)
ou` T h(ρy1,0) est l’ope´rateur de la translation,
(T h(ρy1,0)ϕ)(hn) = ϕ(hn1 − ρy1, hn2) pour ϕ ∈ l
2(hZZd). (3.33)
Compte tenu de
T h(ρy1,0)χ
h,L′
ρ,0 T
h
(−ρy1,0) = χ
h,L′
ρ,y1 , T
h
(ρy1,0)H
h
ρy1T
h
(−ρy1,0) = H
h (3.34)
on obtient
uh,L
′
ρ,0 (ρy1) = tr
h χh,L
′
ρ,y1
(f(Hhz )− f(−∆
h)). (3.35)
En introduisant la notation [L]ρ = ρ[L/ρ] on trouve
∑
y1∈[[−L/ρ; L/ρ[[
d1
χh,L
′
ρ,y1 = χ
h,L′
[L]ρ
(3.36)
et par conse´quent
(2[L]ρ)
−d1
∑
y1∈[[−L/ρ; L/ρ[[
d1
uh,L
′
ρ,0 (ρy1) = N
L′
[L]ρ(f,H
h). (3.37)
Compte tenu du Corollaire 2.2 il suffit de montrer que pour tout ε > 0 il
existe Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |N
L′
L1(f,H
h)−NL
′
L2(f,H
h)| < ε. (3.38)
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Choisissant Lε assez grand et utilisant Corollaire 2.2(c) on voit que pour
obtenir (3.38) il suffit de montrer que pour un choix convenable de ρ(h, ε) ∈
[1/2; 1] ∩ hIN on ait
L2 ≥ L1 ≥ Lε ⇒ |N
L′
[L1]ρ(h,ε)
(f,Hh)−NL
′
[L2]ρ(h,ε)
(f,Hh)| < ε/2. (3.39)
Soient ch,ρε,k , γε,k choisis comme dans la Proposition 3.5 et
Nh,ρε,L =
N(ε)∑
k=0
ch,ρε,kN
ρ
L(γε,k), (3.40)
ou`
NρL(γε,k) = (2[L]ρ)
−d1
∑
y1∈[[−L/ρ; L/rho[[
d1
eiρy1γε,k . (3.40′)
Alors (3.31) avec ρ = ρ(h, ε) assure
|NL
′
[L]ρ(h,ε)
(f,Hh)−N
h,ρ(h,ε)
ε,L | < ε/8 (3.41)
et pour obtenir (3.39) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |N
h,ρ(h,ε)
ε,L1 −N
h,ρ(h,ε)
ε,L2 | < ε/4. (3.42)
Ainsi il suffit de prouver que (3.40′) posse`de une limite quand L→∞ et le
fait que pour tout ε > 0 on peut trouver hε > 0, Cε tels que
sup
0<h≤hε
∣∣∣∣Nρ(h,ε)L (γε,k)− lim
L→∞
N
ρ(h,ε)
L (γε,k)
∣∣∣∣ ≤ Cε/L. (3.43(k)).
On peut supposer γε,0 = 0 (avec la possibilite´ d’avoir c
h
ε,0 = 0) et γε,k 6= 0
pour k = 1, ..., N(ε). Alors (3.43(0)) est e´vident et pour de´montrer (3.43(k))
avec k ≥ 1 on pose
dε(t) = inf
1≤k≤N(ε)
dist(tγε,k, 2piZZ
d) pour t > 0. (3.44)
Alors la fonction t → dε(t) est continue et {t ∈ IR : dε(t) = 0} est discret.
Ainsi on peut trouver t(ε) ∈ [1/2; 3/4] tel que dε(t) > 0 et h(ε) > 0 tel que
t(ε) ≤ t ≤ t(ε) + h(ε)⇒ dε(t(ε))/2, donc il existe ρ(h, ε) ∈ [1/2; 1] ∩ hIN tel
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que dε(ρ(h, ε)) ≥ dε(t(ε))/2. Pareillement comme au de´but de cette section
on peut estimer
|N
ρ(h,ε)
L (γε,k)| ≤ 2L
−1|eidε(t(ε))/2 − 1|−1. (3.45)
Ainsi on a de´montre´ que The´ore`me 1.2 re´sulte de Proposition 3.5. △
Preuve de la Proposition 3.5 Soit A = (Ah)0<h≤1 une famille d’espaces
de Banach Ah. Alors on e´crira Φ ∈ Cpp(IR
d1 ; A) si et seulement si Φ =
(Φh)0<h≤1 est une famille d’applications Φ
h : IRd1 → Ah telle que pour tout
ε > 0 on peut trouver N(ε) ∈ IN, γε,k ∈ IR
d1 , Ahε,k ∈ A
h (k = 0, ..., N(ε)) tels
que
sup
0<h≤1
sup
z∈IRd1
||Φh(z)−
∑N(ε)
j=0
Ahε,k e
iz·γε,k ||Ah < ε (3.46)
et sup0<h≤1 ||A
h
ε,k||Ah <∞ pour k = 0, ..., N(ε).
Alors il est clair que (z → V hz )0<h≤1 ∈ Cpp(IR
d1 ; (Bh)0<h≤1) et le Lemme 3.3
reste valable e´galement.
Il reste a` suivre la preuve de la Proposition 3.2 en remplac¸ant Rz, Vz, R,
Bp/m par (R
h
z )0<h≤1, (V
h
z )0<h≤1, ((−∆
h+λ0I)
−1)0<h≤1 et (B
h
p/m)0<h≤1 respec-
tivement. △
4 Preuve du The´ore`me 1.5
On note par F l’ope´rateur unitaire sur L2(IRd) donne´ par la formule
(Fϕ)(ξ) = (2pi)−d/2
∫
IRd
eix·ξϕ(x) dx pour ϕ ∈ L1 ∩ L2(IRd) (4.1)
et on introduit la bijection isome´trique Fh : l2(hZZd) → L2([−pi/h; pi/h[d)
par la formule
(Fhϕ)(ξ) = (h/2pi)d/2
∑
n∈Z d
eihn·ξϕ(hn) pour ϕ ∈ l1 ∩ l2(hZZd). (4.2)
Lemme 4.1 Soit θ ∈ C∞0 (IR
d). On de´finit θh ∈ l2(hZZd) en posant θh(hn) =
θ(hn) pour n ∈ ZZd. Alors pour tout N ∈ IN on a
sup
0<h≤1
sup
ξ∈[−pi/h; pi/h[d
hd/2|ξ|N |(Fhθh)(ξ)| <∞. (4.3)
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Preuve. Pour N ∈ IN posons θhN = (−∆
h)Nθh. Il est clair que
sup
n∈Z d
|θh1 (hn)| ≤ C sup
x∈IRd
max
1≤j≤d
|∂2xjθ(x)| ≤ C
′ (4.4)
et plus ge´ne´ralement pour tout N ∈ IN on a
CN = sup
0<h≤1
sup
n∈Z d
|θhN (hn)| <∞, (4.4
′)
donc
|(FhθhN )(ξ)| ≤ (h/2pi)
d/2
∑
{n∈Z d: hn∈supp θhN}
|θhN(hn)| ≤ CNh
−d/2. (4.5)
De l’autre coˆte´ on a (FhθhN )(ξ) = ϑh(ξ)
N(Fhθh)(ξ) avec
ϑh(ξ) =
d∑
j=1
2− 2 cos(hξj)
h2
. (4.6)
Il reste a` remarquer que
ξ ∈ [−pi/h; pi/h[d =⇒ 1
4
|ξ|2 ≤ ϑh(ξ) ≤ |ξ|
2 (4.7)
avec (4.5) impliquent (4.3). △
On note par Jh l’injection isome´trique L2([pi/h; pi/h[d) → L2(IRd), qui
s’obtient en prolongeant les fonctions par la valeur 0 sur IRd \ [−pi/h; pi/h[d.
Alors
Jh
∗
ϕ = ϕ|
[−pi/h; pi/h[d
∈ L2([−pi/h; pi/h[d) pour ϕ ∈ L2(IRd) (4.8)
est la formule de l’ope´rateur adjoint a` Jh.
Pour T > 0 on de´finit χT ∈ B par la formule
(χTϕ)(ξ) = χ[−T ; T [d(ξ)ϕ(ξ) pour ϕ ∈ L
2(IRd). (4.9)
Ensuite on de´finit PT ∈ B et P
h
T ∈ B
h par
PT = F
∗χTF , P
h
T = (J
hFh)∗χTJ
hFh (4.10)
et on remarque que T ≥ pi/h⇒ P hT = I.
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Lemme 4.2 Si T ′ ≥ 1 est fixe´, alors
lim
T→∞
||(I − PT ) ΘPT ′||B = 0, (4.11)
lim
T→∞
sup
0<h≤1
||(I − P hT ) Θ
h P hT ′||Bh = 0. (4.11
′)
Preuve. Soit Θ˜hT,T ′ ∈ B(L
2([−pi/h; pi/h[d)) de´fini par
Θ˜hT,T ′ = F
h(I − P hT )Θ
hP hT ′(F
h)∗. (4.12)
Alors
(Θ˜hT,T ′ϕ)(ξ) =
∫
[−pi/h; pi/h[d
KhT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.12′)
KhT,T ′(ξ, ξ
′) = (1−χ[−T ; T [d(ξ))(h/2pi)
d/2(Fhθh)(ξ− ξ′)χ[−T ′; T ′[d(ξ
′). (4.12′′)
En vertu du Lemme 4.1 pour T > T ′ on peut estimer
|KhT,T ′(ξ, ξ
′)| ≤ (1− χ[−T ; T [d(ξ))CN(1 + |ξ − ξ
′|)−Nχ[−T ′; T ′[d(ξ
′)
≤ CN |T − T
′|−N/2(1 + |ξ − ξ′|)−N/2χ[−T ′; T ′[d(ξ
′). (4.13)
Si N > d alors on peut estimer
||Θ˜hT,T ′||
2
B2(L2([−pi/h; pi/h[d))
=
∫
IR2d
|KhT,T ′(ξ, ξ
′)|2 dξdξ′ ≤
∫
[−T ′; T ′[d
dξ′
∫
[−pi/h; pi/h[d
dξC2N |T − T
′|−N(1 + |ξ − ξ′|)−N ≤ C ′N |T − T
′|−N
et pour terminer la preuve de (4.11′) on remarque que pour T ′ fixe´ on a
||(I − PT )Θ
hPT ′ ||Bh = ||Θ˜
h
T,T ′||B(L2([−pi/h; pi/h[d))
≤ ||Θ˜hT,T ′||B2(L2([−pi/h; pi/h[d)) → 0 quand T →∞.
La preuve de (4.11) est semblable: θ ∈ C∞0 (IR
d) assure le fait que Fθ est a`
de´croissance rapide, c’est-a`-dire pour tout N ∈ IN il existe CN > 0 telle que
|Fθ(ξ)| ≤ CN(1 + |ξ|)
−N (4.14)
et de´finissant l’ope´rateur Θ˜T,T ′ = F(I − PT )ΘPT ′F
∗ on trouve l’expression
(Θ˜T,T ′ϕ)(ξ) =
∫
IRd
KT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.15)
KT,T ′(ξ, ξ
′) = (1− χ[−T ; T [d(ξ))(2pi)
−d/2(Fθ)(ξ − ξ′)χ[−T ′ T ′[d(ξ
′), (4.15′)
permettant d’appliquer le meˆme raisonnement qu’auparavant. △
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Lemme 4.3 On suppose θ ∈ C∞0 (IR
d) et Θ, Θh comme dans Corollaire 2.4.
On pose
Θ˜ = FΘF∗, Θ˜h = JhFhΘh(JhFh)∗, (4.16)
V˜ = FVF∗, V˜ h = JhF
hV h(JhFh)∗. (4.17)
Alors pour tout T ′ > 0 on a
lim
h→0
||(Θ˜− Θ˜h)χT ′||B = 0, lim
h→0
||(V˜ − V˜ h)χT ′||B = 0. (4.18)
Preuve. Soit ε > 0. On va montrer qu’il existe hε > 0 tel que
sup
0<h≤hε
||(Θ˜− Θ˜h)χT ′||B < ε. (4.19)
Mais Lemme 4.2 assure qu’il existe T = T (ε) ≥ T ′ tel que
||(I − χT )Θ˜χT ′||B = ||(I − PT )ΘPT ′||B < ε/3, (4.20)
||(I − χT )Θ˜
hχT ′||B = ||(I − P
h
T )Θ
hP hT ′||Bh < ε/3, (4.20
′)
donc pour obtenir (4.18) il suffit de prouver
sup
0<h≤hε
||χT (Θ˜− Θ˜
h)χT ′||B < ε/3 (4.21)
On peut supposer que h ≤ hε ≤ pi/T ≤ piT
′. Alors
(χT (Θ˜
h − Θ˜)χT ′)ϕ(ξ) =
∫
IRd
K˜hT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (4.22)
K˜hT,T ′(ξ, ξ
′) = (2pi)−d/2χ[−T ; T [d(ξ)(h
dFhθh−Fθ)(ξ−ξ′)χ[−T ′; T ′[d(ξ
′). (4.22′)
Ensuite on remarque que
lim
h→0
K˜hT,T ′(ξ, ξ
′) = 0 pour ξ, ξ′ ∈ IRd. (4.23)
En effet, pour tout ξ ∈ IRd on a hdFhθh(ξ) → Fθ(ξ) quand h → 0, parce
qu’il s’agit de la suite des sommes de Riemann de l’inte´grale de la fonction
appartenant a` C∞0 (IR
d).
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Pour terminer la preuve de la premie`re assertion (4.18) on remarque qu’il
existe C0 > 0 telle que |K˜
h
T,T ′(ξ, ξ
′)| ≤ C0χ[−T ; T [2d(ξ, ξ
′), alors le the´ore`me de
la convergence domine´e de Lebesgue permet de conclure que (4.23) implique
lim sup
h→0
||χT (Θ˜− Θ˜
h)χT ′ ||
2
B ≤ lim sup
h→0
||χT (Θ˜− Θ˜
h)χT ′ ||
2
B2
≤ lim
h→0
∫
IR2d
|K˜hT,T ′(ξ, ξ
′)|2 dξ dξ′ = 0.
Pour terminer la preuve de la deuxie`me assertion (4.18) on doit trouver hε > 0
tel que
sup
0<h≤hε
||(V˜ − V˜ h)χT ′||B < ε. (4.24)
Le Lemme 2.4 assure l’existence de N(ε) ∈ IN, γε,k ∈ IR
d1 , vε,k ∈ C
∞
0 (IR
d1),
k = 1, ..., N(ε) tels que l’on ait ||V − Vε||B < ε/3 avec
Vε =
N(ε)∑
k=1
eγε,k ⊗ Vε,k,
ou` eγε,k ∈ B(L
2(IRd1)), Vε,k ∈ B(L
2(IRd2)) sont donne´s par
(eγε,kϕ1)(x1) = e
ix1γε,kϕ1(x1) pour ϕ1 ∈ L
2(IRd1),
(Vε,kϕ2)(x2) = vε,k(x2)ϕ2(x2) pour ϕ2 ∈ L
2(IRd2).
Alors on a e´galement ||V h − V hε ||Bh < ε/3 avec
V hε =
N(ε)∑
k=1
ehγε,k ⊗ V
h
ε,k,
ou` ehγε,k ∈ B(l
2(hZZd1)), V hε,k ∈ B(l
2(hZZd2)) sont donne´s par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l
2(hZZd1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h
2(hZZd2).
Ainsi au lieu de (4.24) il suffit de prouver
sup
0<h≤hε
||(V˜ − V˜ h)χT ′||B < ε/3 (4.25)
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avec
V˜ε = FVεF
∗, V˜ hε = J
hFhV hε (J
hFh)∗.
Ensuite on remarque que F = F1 ⊗ F2, ou` Fj pour j = 1, 2, est l’ope´rateur
unitaire sur L2(IRdj ) donne´ par la formule
(Fjϕj)(ξj) = (2pi)
−dj/2
∫
IRdj
eixj ·ξjϕj(xj) dxj pour ϕj ∈ L
2(IRdj )
et introduisant V˜ε,k = F2Vε,kF
∗
2 on trouve
V˜ε =
N(ε)∑
k=1
Tγε,k ⊗ V˜
h
ε,k
ou` (Tγε,kϕ2)(x2) = ϕ2(x2 − γε,k) pour ϕ2 ∈ L
2(IRd2).
De manie`re analogue Fh = Fh1⊗F
h
2 avec F
h
j : l
2(hZZdj )→ L2([−pi/h; pi/h[dj )
pour j = 1, 2, est donne´ par la formule
(Fhj ϕj)(ξj) = (h/2pi)
dj/2
∑
n∈Z dj
eihnj ·ξjϕj(hnj) pour fj ∈ l
1 ∩ l2(hZZdj )
et introduisant V˜ hε,k = J
hFh2 V
h
ε,k(J
hFh2 )
∗ on trouve que pour h ≤ pi/T on a
V˜ hε χT =
N(ε)∑
k=1
Tγε,kχ
(1)
T ⊗ V˜
h
ε,kχ
(2)
T
ou` χ
(j)
T ∈ B(L
2(IRdj ) avec j = 1, 2, est donne´ par la formule
(χ
(j)
T ϕj)(xj) = χ[−T ; T [dj (xj)ϕj(xj) pour ϕj ∈ L
2(IRdj ).
Cependant la de´monstration de la partie (a) donne e´galement
lim
h→0
||(V˜ε,k − V˜
h
ε,k)χ
(2)
T ||B(L2(IRd2 )) = 0 (4.26)
et compte tenu de
(V˜ε − V˜
h
ε )χT =
N(ε)∑
k=1
Tγε,kχ
(1)
T ⊗ (V˜ε,k − V˜
h
ε,k)χ
(2)
T
il est clair que (4.25) re´sulte de (4.26). △
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Lemme 4.4 Soit λ0 ≥ 1 + 2||V || et posons
R = (−∆+ V + λ0I)
−1, Rh = (−∆h + V h + λ0I)
−1, (4.27)
R˜ = FRF∗, R˜h = JhFhV h(JhF)∗. (4.28)
Alors limh→0 ||R˜− R˜
h||B = 0.
Preuve. Compte tenu de les expressions
R = R˜◦
∞∑
k=0
(−V˜ R˜◦)
k, Rh = R˜h◦
∞∑
k=0
(−V˜ hR˜h◦)
k,
ou` on a de´signe´
R˜◦ = F(−∆+ λ0I)
−1F∗, R˜h◦ = J
hFh(−∆h + V h + λ0I)
−1(JhF)∗,
il suffit de montrer
lim
h→0
||R˜− R˜h||B = 0, lim
h→0
||V˜ R˜− V˜ hR˜h||B = 0. (4.29)
D’abord on montre que pour tout ε > 0 il existe hε > 0 tel que
sup
0<h≤hε
||R˜− R˜h||B < ε. (4.30)
Cependant
(R˜◦ϕ)(ξ) = (|ξ|
2 + λ0)
−1ϕ(ξ),
(R˜h◦ϕ)(ξ) = χ[−pi/h; pi/h[d(ξ)(ϑh(ξ) + λ0)
−1ϕ(ξ),
ou` ϑh est donne´ par (4.6) et on remarque qu’il existe C0 > 0 tel que
||(I − χT )R˜◦||B = sup
ξ∈IRd\[−T ; T [d
(|ξ|2 + λ0)
−1 ≤ C0T
−2, (4.31)
h ≤ pi/T ⇒ ||(I −χT )R˜
h
◦ ||B = sup
ξ∈IRd\[−T ; T [d
(ϑh(ξ)+ λ0)
−1 ≤ C0T
−2, (4.31′)
ou` la dernie`re estimation re´sulte de (4.7). Pour justifier (4.30) il suffit de
choisir T tel que C0T
−2 < ε/4 et utiliser le fait que
lim
h→0
sup
ξ∈[−T ; T [d
∣∣∣ϑh(ξ)− |ξ|2∣∣∣ = 0. (4.32)
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Il reste a` montrer l’existence de hε > 0 tel que
sup
0<h≤hε
||V˜ hR˜◦ − V˜ R˜◦||B < ε. (4.33)
Soit T tel que 2||V ||BC0T
−2 < ε/4. Si hε > 0 est suffisamment petit, alors
sup
0<h≤hε
||V˜ h(R˜h◦ − R˜◦)||B ≤ ||V ||B||R˜
h
◦ − R˜◦)||B < ε/4 (4.34)
et compte tenu du Lemme 2.3,
sup
0<h≤hε
||(V˜ h − V˜ )χT ||B < ε/4. (4.35)
Pour obtenir (4.33) on estime
||V˜ hR˜◦ − V˜ R˜◦||B ≤ ||V˜
h(R˜h◦ − R˜◦)||B+
||(V˜ h − V˜ )χT ||B||R˜◦||B + ||V˜
h − V˜ ||B||(I − χT )R˜◦||B
et (4.34), (4.35) permettent de majorer la dernie`re expression par 3
4
ε +
2||V ||BC0T
−2 < ε. △
Lemme 4.5 Pour de´montrer The´ore`me 1.5 il suffit de montrer que l’on a
lim
h→0
trh P hTΘ
h(Rh)mΘh = trPTΘR
mΘ. (4.36)
pour tout T ≥ 1 et m ≥ 2 + d
2
.
Preuve. Compte tenu du Corollaire 2.3 il faut montrer que pour tout ε > 0
il est possible de trouver hε > 0 tel que
sup
0<h≤hε
∣∣∣trhΘhf(Hh)Θh − tr Θf(H)Θ∣∣∣ < ε. (4.37)
D’abord on va montrer qu’il existe T (ε) tel que pour T ≥ T (ε) on a
||(I − P hT )Θ
hf(Hh)Θh||Bh1 < ε/4. (4.38)
En effet, le membre gauche de (4.38) est majore´ par ζ1(h) + ζ2(h) avec
ζ1(h) = ||(I − P
h
T )Θ
hP hT ′||Bh ||f(H
h)Θh||Bh1 ,
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ζ2(h) = ||Θ
h(I − P hT ′)(λ0I −∆
h)−1||Bh ||(λ0I −∆
h)Rh||Bh ||g(H
h)Θh||Bh1
ou` on a note´ g(λ) = (λ0 + λ)f(λ). Puisque
||(I − P hT ′)(λ0I −∆
h)−1||Bh = sup
ξ∈[−pi/h; pi/h[d\[−T ′; T ′[d
|λ0 + ϑh(ξ)|
−1 ≤ CT ′−2,
on peut choisir T ′ suffisamment grand pour assurer ζ2(h) < ε/8 pour tout
h ∈]0; 1] et ensuite Lemme 4.2 permet de choisir T suffisamment grand pour
assurer ζ1(h) < ε/8 pour tout h ∈]0; 1].
De manie`re analogue il est possible de trouver T (ε) tel que
T ≥ T (ε)⇒ ||(I − PT )Θf(H)Θ||B1 < ε/4. (4.39)
Dans le deuxie`me pas on conside`re une approximation de f par (fε′)ε′>0
comme dans la de´monstration de Proposition 3.1. Alors il existe C0 > 0 telle
que pour tout ε′ > 0,
||P hTΘ
h(f − fε′)(H
h)Θh||Bh1 ≤ ε
′ ||(Rh)mΘh||Bh1 ≤ C0ε
′,
|trPTΘ(f − fε′)(H)Θ| ≤ ε
′ ||(Rh)mΘ||B1 ≤ C0ε
′.
Soit ε′ = ε/(8C0). Alors (4.37) re´sulte de
sup
0<h≤hε
∣∣∣trh P hTΘhfε′(Hh)Θh − trPTΘfε′(H)Θ
∣∣∣ < ε/4 (4.40)
et on termine la de´monstration en observant que (4.36) assure l’existence de
hε > 0 tel que (4.40) soit satisfaite. △
Preuve du The´ore`me 1.5
La de´monstration est base´e sur les e´galite´s
trPTΘR
mΘPT = trχT Θ˜R˜
mΘ˜χT ,
trh P hTΘ
h(Rh)mΘhP hT = trχT Θ˜
h(R˜h)mΘ˜hχT ,
qui permettent d’e´crire (4.36) sous la forme
lim
h→0
trχT
(
Θ˜h(R˜h)mΘ˜h − Θ˜R˜mΘ˜
)
χT = 0. (4.41)
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Pour de´montrer (4.41) on remarque que
||χT (Θ˜
h(R˜h)mΘ˜h − Θ˜R˜mΘ˜)χT ||B1 ≤ ζ1(h) + ζ2(h) + ζ3(h)
avec
ζ1(h) = ||Θ˜
h(R˜h)m||B1 ||(Θ˜
h − Θ˜)χT ||B,
ζ2(h) = ||Θ˜
h((R˜h)m − R˜m)Θ˜||B1,
ζ3(h) = ||χT (Θ˜
h − Θ˜)||B ||R˜
mΘ˜||B1.
En utilisant
(R˜h)m − R˜m =
m∑
m′=1
(R˜h)m
′−1(R˜h − R˜)R˜m−m
′
on peut estimer
ζ2(h) ≤
m∑
m′=1
||Θ˜h(R˜h)m
′−1||B(m−1)/(m′−1) ||R˜
h − R˜||B ||R˜
m−m′Θ˜||B(m−1)/(m−m′)
avec la convention que l’on utilise la norme || · ||B au lieu de || · ||B(m−1)/(m′−1)
dans le cas m′ = 1 et au lieu de || · ||B(m−1)/(m−m′) dans le cas m
′ = m. Compte
tenu du Lemme 2.2 du Chapitre 3 on a
sup
0<h≤1
||Θ˜h(R˜h)m
′−1||B(m−1)/(m′−1) = sup
0<h≤1
||Θh(Rh)m
′−1||B(m−1)/(m′−1) <∞,
et de manie`re analogue on a
||R˜m−m
′
Θ˜||B(m−1)/(m−m′) = ||R
m−m′Θ||B(m−1)/(m−m′) <∞.
Ainsi utilisant le Lemme 4.5 on trouve limh→0 ζ2(h) = 0. Pour terminer
la de´monstration on remarque de manie`re analogue que limh→0 ζ1(h) =
limh→0 ζ3(h) = 0 re´sulte de Lemme 4.2. △
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