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Conventional modal analysis is performed using FFT Analyzers 
with modal analysis software developed by one of many test/analy-
sis software vendors . The analysis is performed in the frequency 
domain using frequency response functions. A recent advancement in 
modal analysis involves analyzing the measured free response of a 
structure in the time domain. The Ibrahim Time Domain (ITD) Algo-
rithm is such a method which has been used and verified at govern-
ment environmental test facilities . The ITD is an accurate numeric 
solution. Minimal operator interaction is required for pro-
per performance of the algorithm. The results of the ITD 
Algorithm are far superior to those of conventional frequency re-
sponse methods when the test structure has closely spaced or heavily 
damped modes of vibration . Currently, the ITD exists only on main-
frame computers . The purpose of this research is to adapt the numer-
ic routine to a mini-computer (DEC PDP-11/34). In this way, the 
ITD Algorithm could be incorporated in any environmental test f acil-
ity with access to a mini-computer. 
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Modal analysis can be defined as a technique for representing 
the dynamic response of an elastic structure in terms of its modes 
of vibration. Mathematically speaking, the modes of vibration are 
the solutions of the eigenvalue problem derived from the differen-
tial equations of motion of the structure. Experimentally speaking, 
they are the parameters of the linear dynamic model of the structure. 
The parameters are the modal frequency (natural frequency), modal 
damping (factor of percent critical damping), and mode shape (Richard-
son 1984). The natural frequency and damping are contained in the 
pole or complex eigenvalue . The mode shape is referred to as the 
eigenvector . 
A brief sunnnary of present testing methods is given in Dr. David 
Brown's Keynote Address at the First International Modal Analysis Con-
ference (IMAC). In this summary, he states that greater than ninety-
five percent of conventional modal analysis testing is performed 
using Single- Input Frequency Response Function (SIFRF)(Brown 1982). 
In the SIFRF method, and several others listed by Dr. Brown, 
modal analysis is performed using FFT Analyzers with modal analysis 
software developed by one of many test/analysis software vendors. 
All analysis is performed in the frequency domain. The Fourier trans-
form of a response measurement is divided by the Fourier transform of 
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the driving signal to produce a Frequency Response Function (FRF). 
The FRF contains the information necessary to describe the dynamic 
response of location B due to an excitation force at point A. An 
entire set of FRF's is typically acquired with a single excitation 
location and many response locations. An alternate method is one 
response location and roving excitation (hammer impact test). Per-
forming the test in either manner, with a single driving force input 
and varying response locations or with a single response and varying 
driving force locations, defines a single row or column of the FRF 
matrix. This is sufficient to determine all the modal parameters. 
The modal parameters are estimated using one of many curve 
fitting routines. The most frequently used are listed below (Richard-
son 1984): 
1. Quadrature (Peak) Picking 
2. Single Degree of Freedom (SDOF) Circle Fitting 
3. Complex Division 
4. Complex Exponential 
5. Rational Fraction Polynomial 
6. Poly-Reference 
The curve fits are approximations and normally require the assistance 
of a skilled engineer for proper performance. Although the solution 
is accurate when the modes of the structure are lightly damped and 
well spaced, significant errors may result when this is not the case. 
Complex symmetric structures often have closely spaced body bending 
3 
and torsional modes and the above curve f itting routines generally 
fail when trying to estimate these modal parameters. 
SDOF curve fitting routines assume that the overall response near 
a resonance is dominated by a single, lightly damped mode. However, 
when modal density is high, modal interference greatly affects the 
parameter estimation. MDOF (multi-degree of freedom) curve fitting 
routines are designed to estimate modal parameters of an entire FRF. 
They give consistent and accurate results on data that is accurately 
analyzed using SDOF curve fits . However, when the system has heavily 
damped and/or closely spaced modes, the results of each MDOF parameter 
estimations may differ significantl y f rom one another. 
A recent advancement in modal analysis involves analyzing the 
test data in the time domain. The structure may or may not be driven. 
The Ibrahim Time Domain Algorithm employs the simpler undriven case. 
The ITD Algorithm determines the modal parameters from measured free 
response functions analyzed in the time domain. Minimal operator 
interaction is required for the proper performance of the algorithm. 
In contrast to the above parameter estimation techniques, the 
ITD Algorithm is an exact numeric solution. No assumptions are made 
about modal spacing or damping. 
In the early developmental stages of the ITD, the acceleration, 
velocity and displacement were required to formulate the mathematical 
model. Assuming the acceleration was measured, numerical integration 
was required to obtain the velocity and displacement time histories 
(Ibrahim and Mikulcik 1973 and 1976). 
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A more favorable approach was published in 1977 in which only 
one of the three response time histories was required. The mathe-
matical model could be formulated using acceleration, velocity or 
displacement free resonse functions. It is this approach that is 
called the Ibrahim Time Domain Algorithm (Ibrahim and Mikulcik 1977). 
Any of the three response forms may be obtained from: 
1. free decays measured after random excitation to a 
structure is cut off 
2 . unit impulse response functions formed by inverse 
Fourier transformation of frequency response func-
tions (Ibrahim and Mikulcik 1977) 
Because free decay measurements may be used, the need to measure and 
process input forces is eliminated . In the cases of multi-shaker and 
acoustic excitation, this is a significant advantage. 
The current ITD "identification process is a 'blind' technique 
requiring a minimal amount of operator input to compute parameters 
for many modes from a set of free response functions" (Ibrahim 198lb). 
Of ten, twenty or more structural modes have been identified in a 
single computer run. 
The accuracy of this technique was demonstrated using computer 
simulated data with known results (Ibrahim 198lb). A range of modal 
parameters, user-selectable algorithm constants and noise levels were 
tested. The ITD gave consistently accurate results when using sig-
nificantly oversized math models. The system is modeled with the 
number of computational degrees of freedom many times the number of 
structural modes desired. 
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A large modal survey (142 measurements) was performed on the 
Long Duration Exposure Facility (LDEF) Space Shuttle Payload (Ibrahim 
and Pappa 198la). Excellent results again were obtained using the 
oversized math model. 
Additional experimental and compu ter simulated tests and the ITD 
results may be found in additional references (Carne, Martinez and 
Ibrahim 1983; Pappa 1983; Horta and Hanks 1983; Ibrahim 1983). 
The ITD has been established as a feasible alternative, or sup-
plement, to other modal analysis techniques. Test and analysis fa-
cilities would greatly benefit if this technique could be routinely 
employed when modal coupling or damping prohibit conventional FRF 
modal analysis . The ITD currently exists on mainframe computers 
which contain standard numerical libraries to perform eigenanalysis. 
This poses a problem since few test facilities have access to such 
large computational ability . Access to mini-computers, however, 
is typically much less limited . 
The purpose of this research is t o optimize and adapt the ITD 
Algorithm for use on mini-computers. Significant optimization has 
been achieved by accommodating items peculiar to the ITD theory that 
cannot be included in general eigensolution routines. The methods 
of optimization include : 
1. choosing specialized numeric routines to replace 
general purpose routines 
2. eliminating unnecessary steps in numeric routines 
3. reducing the numer of iterations through acceleration 
techniques 
6 
4. use of common and one-dimensional array storage 
In the following two chapters, the ITD Algorithm is discussed 
in detail. The first chapter covers the theory behind the algorithm. 
The second chapter covers the user-selectable parameters and methods 
used to insure accuracy when experimental noise is present. The re-
mainder of the paper is devoted to optimizing the ITD numerical pro-
cess of identifying modal parameters : modal frequency, damping fac-
tor and mode shape. 
CHAPTER II 
THEORY OF THE ITD 
The governing equation of motion for a free, single degree of 
freedom system is 
. 
MX + Cx + Kx 0 . (II-1) 
A solution to this second order, homogeneous, differential equation 
is 
x(t) 11 , .At '+'e ' (II-2) 
where .A root of the characteristic equation, 
.A = eigenvalue of the system 
~ scale factor. 
Assuming the structure to be underdamped, ~ and lJ; occur in complex 
conjugate pairs . 
The free response of a linear, infinite-degree of freedom systems 
can be approximated as the sum of m complex normal modes of vibra-





{lj; k} k ' th normal mode of vibration in a non-normalized form 
Ak = k ' th root of the characteristic equation. 
The characteristic equation has 2m roots, or m complex conjugate 
pairs of roots. The complex root may be written as 
A. k = ( a + i8) k. (II-4) 
The relationship between the complex eigenvalue, (a + ib), and the 
root of the characteristic equation, A. , is 
a+ ib At e 
(a + iB)t 
e 




Using equation (II-3) the response of the i'th location at time t. 
J 








A t· e k. J • (II-6) 
Equation (II-6) can be written in matrix form for 2m response loca-
tions at s instances of time. F irst, however, the following matrices 
must be defined . 
Response Matrix, ~ 
<P = xl , l 
x 
2,1 
x 2m, 1 
Matrix of Eigenve ctors, ~ 
1,1 



















The structural response can n ow be written in matrix form for 2m 
response locations at s instants of time. 
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<I> = o/A 
x l,l x l,2 
x 2,l x2,2 
x x 
2m,l 2m,2 
lJJ lJJ Altl 
1, 1 1 , 2 1 2m 
e 
ljJ l/J ljJ A. 2tl 
2 , 1 2 , 2 2 , 2m e 
• A 2m t l 






















The response matr i x element x .. (location i at time t .) is now quick-
l , J J 
ly found by multipl ing row i of by column j of A. 
x . (Row i of ' ) * (Column j of A) (II- 11) l , j 
2m kt j 
l: ljJ . k e 
k=l 
l, 
This equat i on i s i dentical t o equation (II-6) . 
Now , rewrit e equation (I I -3) with the measurement time t. shifted 
J 
a '1t , so that 
{ x ( t . + /1 t) } 
J 
2m k(t.+6t) 









The new response vector {x(t. + 6t)} will be called {x(t.)}. The 
J J 
notation""' " denotes a time shift of 6 t from t .. 6t remains con-
J 
stant for every t .. 
J 
Hence, the second exponentia~ factor in equation 
).kbi t . (II- 12b), e , is a constant value for each Ak . 





''k J e 
\t . 
} e J e 
). 
k 
for any t., may be modified to include 
Ii tit J 
k e , such that 
:>i t. 
= { } e .k J y 
k k 
A \ t, 
{~ } e J 
k 
(II-13) 
e {lJ;k} . (II-14) 
The notation 11 "" 11 again denotes that {lJ\} differs from {ljlk} by some 
function of bi t. 





Equa tion (II-15) may be put in matrix notation for 2m response loca-
tions and s instances of time. 
A 
Define matrices for {x(t.)} and {ljlk} 
J 
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in a similar manner to ¢ and ~ -
Response Matrix, ¢ 
¢ = [{x(t 1 + ~t)}{x(t 2 + ~t)} ... {x(ts + ~t) }] 






xl, 1 xl, 2 
Xz,l x2,2 
x x 2m, 1 2m, 2 
Matrix of eigenvectors, 
lP1,1 lJJ1,2 
A " 
2 1 lP 2 2 
A 












The matrices , ~ and A are combined using equation (II-15) to give 




























The matrix '¥ can be expanded as the product of two matrices as follows: 
"' "' "' 
'¥ [{ 1}{1JJ2} { 2m}] 
[y l{ l } 2 {tjJ 2} Y2m { tjJ 2m}] 
:Y. 1 
[ {1JJ 1}{ 2} ... { 2m}] Yz 
Yzm 
'¥[- y _] 
The matrix [-y-J is a diagonal matrix of the constants y = e 
k 
Combine equations (II-18) and (II-19) to get: 




In sununary , t he structural response of a multi-degree of freedom 
sy stem, f or 2m response locations at time t, is 




At time t + 6t, the response of the same structure is 
{ x( t + 6t) } 
2m f. k(t + 6t) 




The s e equa tions may be written in matrix form. The response equation 
for s instants of time, t 1 t o ts' is 
'!'A • (II-10) 
Di splace ea ch time instant by 6t, (t
1 
+ 6t) through (ts+ 6t), to get 
the second response eq ua tion. 
'¥ [-y_] A (II-18, 20) 
The response matrices, <P and , may be obtained experimentally. The 
free decay acceleration, velocity or displacement values at 2m mea-




6t, the 2m data values correspond to column j of cp . 
The eigenvalue matrix, A, is common to both equations (II-10) 
and (II-20). Solving equation (II-10) for A and substituting it 
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into equation (II-20) yields 
cI> = (II-21) 
Post multiplying this by cI>- l yields 
(II-22) 
Next, postmultiplying by cI> yields 
A 
(cI> <I>-1) cI> = cI> [-- y_J (II-23) 
Equation (II-23) has the form of an eigenvalue problem where 
A= (II-24) 
and [ Y-.] = [- A_]. 
H th t .. d t ; ,,..- l ;s a t ype of " system matr;x", ence, e ma rix pro uc ~ ~ ~ ~ 
although not the true system matrix of the mechanical system. The 
eigenvalues of the 11 system matrix" of equation (I I -24 ) are the complex 
exponential function This "sys t em matrix" is not unique. 
Rather, it is dependent on how the response mat r i ces are filled. 
The above derivation shows that the 11 system matrix" can be 
obtained from the response matrices cI> and <I> . Since it is not feasi-
ble to compute the inverse of cI>, equat i on (II- 24) is rewritten as 
A <I> (II-25) 
The above equation shows that a sys tem mat rix, A, can be obtained 
from the two experimentally determined response matrices, cI> and cI>. 
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The transpose of this equation could be used to solve for A. How-
ever, it is simpler to pre-multiply the tranposed equation by ¢ , thus 
making all the matrices square. 
(II-26) 
[(2m x s)(s x 2m)](2m x 2m) [(2m x s)(s x 2m)] 
Solving equation (II-26) for AT requires solving 2m sets of 2m linear 
simultaneous equations. The steps in this solution include a Choleski 
Decomposition of (¢¢T), followed by Gaussian elimination forward and 
back substitution. 
The s ys tem matrix A, is now used to find the eigenvalues and 
their corresponding right hand eigenvectors . This procedure is covered 
in Chapters III and IV. 
Assuming the structure to be underdamped, the eigenvalues and 
eigenvectors will occur in complex conjugate pairs. The modal para-
meters are determined from the complex conjugate eigenvalues, a ± ib, 
and eigenvectors {p ± iq} . The modal parameters to be determined 
are the natural frequencies, wn' damped natural frequencies, wd' 
damping coefficients, s, and mode shapes. The first three parameters 
are determined from the eigenvalues, or more specifically, from the 
roots of the characteristic equation, A. Recall equation (II-Sa and 
Sb) which stated the following relation 
17 
a+ ib Mt e 
(a + i8) tit e 




Using fundamental vibration theory for an underdamped system, the 






( II-28b ) 
The eigenvalue, a + ib, is now written in terms of t he modal para-
meters: wn wd and ~ . 
a+ ib 
( II-29 ) 
Since the eigenvalue, a + ib, is known, equation (II- 29) is solv ed 
for the modal parameters. 
a+ ib = (a2 + b 2 )~ exp[i(tan- l (b/a ))] (II-30) 
Equate the real and imaginary parts on the right sides of equations 
(II-27c) and (II-30) to get 
18 
a = ~t ln ( a2 + b2) 
1 - 1 
8 = ~t tan (b / a). 
From equations (II-28a and b), the modal parameters are 









The last modal parameter to be determined i s the mode shape. Recal l 
how the "system matrix" was defined: 
Ak~t 
A{~k} = e {~k} . 
\_~t 
The k'th eigenvalue, e , is known, so the above equation can be re-
written as 
o. (II-34) 
In a later section, we will show how {~k}is determined using equation 
(II-34) and a process of back substitution . 
All of the modal parameters have now been determined. 
CHAPTER III 
USER-SELECTABLE ALGORITHM COOSTANTS 
Since all experimental data has some degree of noise, accommo-
dations must be made to maintain accuracy in the solution. A stan-
dard method is to use an oversized math model of the system. If the 
system is expected to have n structural modes within a given fre-
quency range, it is modeled with m modes, where m >> n. The dimen-
sion m represents the number of computational modes, while n repre-
sents the number of true structural modes. The remaining (m - n) 
modes will be called "noise modes" . 
The ITD employs the oversized math model strategy and others 
to reduce the effects of experimental noise. Before any of these 
strategies are discussed, three user-selectable parameters will brief-
ly be defined. These are three time shifts which are used to fill the 
response matrices, and The first time shift, 6 t 1 , has already 
been discussed. It is the time shift between the two response ma-
trices. The second time shift, tit 2 , is used to generate "pseudo 
measurements". The third time shift, ti t 3 , is used so that Modal Con-
fidence Factors, M::F, can be calculated for each mode. The M:F in-
dicates whether the identified mode is a structural mode or a com-
putational noise mode. When specifying these time shifts, the actual 
parameters which will be specified are N1, N2 and N3 • They represent 
the number of consecutive time samples corresponding to each shift. 
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The time shift, ~ t., is therefore the number of time samples, N., 
1 1 
divided by sample frequency. 
One additional parameter which the user must define is s. This 
represents the number of columns, or time samples, in the response 
matrices and 
Assume the number of free response functions actually measured 
is p . There are n structural modes, where n may be greater or less 
than p. The p response functions are not noise-free. Hence, the sys-
tern is modeled with m computational modes, where m >> p and n, ere-
ating an oversized math model. A total of 2m free response functions 
are required in the oversized math model; there are 2m rows in the 
response matrices ~ and ~ . Hence, (2m - 2p) pseudo measurements must 
be created. As the percentage of noise increases, the number of 
pseudo measurements must increase. 
The response of the system can be expressed as 
{x(t)} 
2n 
l: { k} 
k=l 
\t 
e + {n( t)}, (III-1) 
where {n(t)} is the noise portion of the data. When the math model 









The noise is modeled as 2m - 2n complex exponential functions (Pappa 
and Ibrahim 198la). As this number increases, it allows for a higher 
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order fit of the noise in the f ree response functions. In other 
wor ds , the additional m - n modes provide an exit for the noise, thus 
increasing the accuracy of the s truc tural modes determined. 
The free response f unc tions actual ly measured are used to fill 
the first p rows of ¢ . The rema i ni ng m - p rows in the top half of 
¢ are filled with pseudo measu r emen ts generated with the shift 6t
2
. 
The shift 6 t 2 is used to generate the second p rows, 26 t 2 
in the 
third prows, etc. , until the f irst m rows of ¢ are filled. 
At this point, some method of distinguishing between structural 
modes and noise modes must be determined . 
with corresponding eigenvalue 
Aj 6 t1 
e , i s 
The eigenvector { ~ .}, 
J 
ext racted as a mode of 
vibration . The displacement of locat i on i corresponds to element 
~ · .. The displacement of location i a t some time 6 t 3 later may be 1J 
denoted as * ij . If { . } is a structural mode, the displacement J 
iJ
.* can be predicted from by the re l ation 
ij 
* ij (III-3) 
In general, if { . } is a structural mode, the relation above should 
J 
be satisfied for all locations : 
{~ . } * ={ . } 
J J 
(III-4) 
This relation can be u sed t o establish a degree of correlation be-
tween any two mode shapes. The i'th elements of any two computed 
modes will exhibit t he f ollowing equality : 
22 
(III-5) 
The complex Modal Confidence Factor gives a degree of correlation be-
tween .. and ~ · .*. For perfect correlation, the MCF will have a 
l.J l.J 
unit magnitude and zero phase. The MCF for any calculated mode is 
therefore 






Equation (III-6a or 6b) is used, depending on which results in a mag-
nitude less than or equal to unity. 
Recall that only the first m rows of the (2m x s) ¢ matrix have 
been filled. The first p rows are measured free response functions, 
while (m - p) rows are pseudo measurements . The relation in equation 
(III-4) is applied in filling the bottom m rows. Each row i in the 
top half of is delayed ~t3 and placed in row i + m. In this way, 
A·~t3 
the first m rows of will be related to the second m rows by e J • 
This process can be thought of as two simultaneous solutions using 
the same free response functions . The first solution is obtained 
from the top half of The second solution is 
23 
obtained from the bottom half of ~ , where t = t 1 + ~t3 to t 8 + 6t3 . 
The Modal Confidence Factors are obtained by comparing the two eigen-
vectors; {wj} is the first m elements of the eigenvector, while 
{w.}* is the second m elements. In this manner, equations (III-6a 
J 
and 6b) are rewritten for the elements of the eigenvector {w.} of 
J 
length 2m, as 










A . ~ t 3 
ij 
e J 
to ensure a magnitude less than or equal to unity. 
Each mode will have m 1-CF's. These may be combined into an 
Overall Modal Confidence Factor, OAM::F. The OA~F is the percentage 
of m elements whose magnitude is at least 95% and has a phase within 
10° of 0° . An OAM:F of 90 to 100% would clearly indicate a structural 
mode. As this percentage decreases, computational noise modes become 
evident. Caution should be exercised when using the OAM:F since low 
values may be the result of local modes, a mode with many nodal points, 
or bad measurement data (Ibrahim 1983b). 
CHAPTER IV 
DETERMINING THE " SYSTEM MATRIX", A 
The purpose of this chapter is to explain how the "system ma-
trix", A, is determined . The equation being solve is: 
( IV-1) 
This equation represents 2m sets of 2m l i nea r simultaneous equations. 
The chapter is broken down into four sect i ons. Each section 





Filling the response matrices, ¢ and ¢ , according to 
the user-selectable parameters . 
T "'T 
Calculating the matrix products (¢¢ ) and (¢¢ ) to ob-
tain square (2m x 2m) matrices . 
Choleski Decomposition of ( ¢T) . 
Gaussian elimination forward and back substitution to 
determine AT. 
Filling Response Matrices ¢ and ¢T 
The response matrices, and¢ , have the dimensions (2m x s). 
In this chapter, and those that follow , m will be called NDOF, repre-
senting the number of computational degrees of freedom. The second 
parameter, s, will be called NCOL , representing the number of col-
A 
unms. The dimensions of¢ and ¢ are now (ZNDOF x NCOL). In filling 
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the response matrices, t he time sh i f t parameters must also be 
chosen : N1, N2 and N3 . N1 corresponds to the time shift between 
the two response matrices, ~t 1 . N2 corresponds to ~ t 2 and is used 
to generate the "pseudo measurements ". N
3 
corresponds to ~t3 and 
is used so that M':F ' s may be ca lcula ted. 
The number of actual measuremen t s is represented by the symbol 
"p". Assuming the free response func tion s are not noise-free, p must 
be less than DOF . The number of pseudo measurements to be generated 
are DOF less p . These pseudo measu r emen ts, generated with ~ t 2 , 
f ill the remaining top and bottom halves of ¢ and ¢ . 
An example follows which shows how the ma trices are filled once 
the necessary parameters are chosen . Th i s exampl e was obtained from 
a paper authored by Ibrahim and Pappa (1 98l a ) . There are three actual 




a 1 a2 a3 
b 1 b2 b3 
cl c2 c3 
The desired computational degrees of fr eedom, NDO~ , are seven. There 
must be four pseudo measuremen t s add ed to fill the upper and lower 









The time shifts, ~ti' are obtained by divid i ng t he number of consecu-
tive time samples, Ni, by the sample frequ ency , SF . 
~tl = N l /SF 
~t2 = N 2/SF 
~t 3 = N/SF 
With the parameters chosen, the response matrices are now filled as 
shown in Figure 1. 
Figure 1 shows how the time shifts are used to fill matrices ~ 
and The pseudo measurements, rows four through seven and eleven 
through fourteen, are generated using shift N = 8 . The elements of 
row four (p + 1) and seven (2p + 1) are obtai ned f r om measurement A 
by shifting ai+B and ai+l 6 , respectively. The bot t om hal f of the 
matrices, rows eight through fourteen, are generated using sh ift 
N = 4. The elements of rows eight ( DOF + 1) and nine (N DOF + 2) 
are obtained from measurements A and B by shifting ai+4 and bi+4' 
respectively. Combining the two shifts, (N 2 + N 3) r ow eleven (NDOF 
+ p) is obtained from A by shifting ai+l 2 . Finall y , ¢ is obtained 
from¢ using shift N
1 
= 3. The elements of column j are obtained 




, bi+3 or ci+3 , depending on t he row. The 
T "T matrix products ( ¢ ) and (¢¢ ) must be performed i n the next step 
of solving for the system matrix, A. Taki ng in to account how 
these products can efficiently be perfor med will greatly affect 



















































































































































































































































































































































































Before discussing how ¢ and ¢ are stored , however, the follow-
ing matrix notation must be defined. This not a t i on wil l be used in 
the remainder of the paper . The i'th row of a matrix is denoted 
by a single subscript. The j'th column of a mat rix is denoted by 
a single superscript. The element (i, j ), r a t her , the el ement of 
row i and column j, is denoted by a double subscrip t. Using the 
matrix , examples of these follows. 
- row i of ¢ 
i 
j - column of ¢ 
- element (i, j) of ¢ 
ij 
T "T 
ow, refer back to the matrix products (¢¢ ) and (¢¢ ) . Element 
(i , j) of the matrix product (¢¢ T) is obtained by multiply ing row i 
of by column j of 
T 
T 
( ¢ ) .. 
1] 
cp. * ¢Tj 
1. 
( IV-2) 
The element (i, j) of the matrix product (¢¢; )T i s ob tained in a 
similar manner such that 
"'T 
(¢¢ ) .. 
l.J 
(IV-3) 
Noting that the i .' th row of ¢ is the same a s t h e i ' t h col umn of Ci> T, 
equations (IV-2) and (IV-3) may be rewritten a s 
T 
( ¢¢ ) . . 
1.J 
= ¢Tl * ¢Tj . (IV-4) 
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" T 'Ii * ;'IJ ( <P<P ) . . = <P '!' lJ (IV-5) 
Using equation (IV-4) and (IV-5), it appears preferable to store the 
transpose of the response matrices, <PT and ~T , with dimensions (NCOL, 
:zt.:l'DOF) . Refer back to Figure 1, which shows how cp and cp are stored, 
according to the chosen parameters. The transpose of cp, as shown 
in Figure 1, is given in Figure 2. 
T " T The only operations performed with <P and cp are the matrix pro-
ducts ( <P T) and ( ~T) . Hence, <PT and ~Tare only accessed an entire 
colunm at a time, as shown in equations (IV-4) and (IV-5). With this 
being the case, T "T and <P can very efficiently be used if stored by 
columns in a one- dimensional array. 
In summary , the response matrices , <P and cp , contain the free 
response functions . The system matrix, A, is obtained from the matrix 
products ( 
T "'T ) and ( ). The response matrices are filled according 




number of actual free response functions 
number of computational degrees of freedom 
number of columns, or time samples, in <P and <P 
corresponds to ~t 1 , the time shift between <P and <P 
corresponds to ~t 2 , which is used to generate 
pseudo measurements 
corresponds to ~t3 , which is used to calculate 
M:F 's 
T "T 
The transpose of the response matrices, <P and <P , are stored by 









































































































































































T 1 4 cI> . 
( IV-6a) 
(IV-6b) 
In FORTRAN and other programming languages, a r r ay indices i ncre-
ment, by default , in or der of t he lef t most index f irst. As a 
direct consequence of t h i s , a two-dimensional array will, by de-
fault be stored by columns. Hence, a l l operations a r e most eff i-
ciently performed by columns. This minimizes the time s pent search-
ing for arr a elements . 
The free response f unc tion ma trices, cI> and ¢ , a re used to ob-
tain the "system matrix" A. This was shown in equat i on ( IV-1). The 
matrix products , ( T) and ( cI>~T ), are used since square matrices are 
necessary in the follow i ng decomposition and Gaussian el imination 
steps . The resulting s quare (2NDOF x 2NDOF) matrice s wi l l be called 
! and _!, where : 
x = (IV-7) 
x (IV-8) 




In a similar manner , equations ( IV-4) and ( I V-5) may be rewritten 






The procedure of obtaining ! and X fr om ¢ and ¢ can be optimized in 
many ways . The following five par agr aphs discuss techniques used in 
this procedure . 
1 . The transpose of and ¢ are stored s o that the rows of 
both matrices become columns . Mult i plyi ng row i of ¢ by column 
j of 
T "T 
(or ) becomes the multiplication of column i o f ¢T by column 
j of T (or ; T) . All multiplications performed are column operations. 
2. Matrices T d "T d d. . 1 an are store as one- imensiona arrays. 
They are stored by columns (column 1, column 2 , ... , column (ZNDOF)) 
as was shown in equations (IV-6a) and (IV-6b). 
3. To obtain column j of!_, columns one through 2NDOF (i = 1 
to 2NDOF) of Tare multiplied by column j of ¢T. To account for 
the one-dimensional store, column j of ¢T is stored in a separate 
work vector of length NCOL . Thi s wor k vector is multiplied by the 
entire one- dimensional a r ray ¢T , NC OL elements at a time. The re-
sult is column j of X wi th 2NDOF e l ements. All matrix operations 
have been perfor med by columns. 
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4. To obtain column j of !_, columns one through 2NDOF (i = 1 
2NDOF) of T multiplied by column j "'T of ~T to ¢ are of 4> • Column j 
is stored in a work vector of length NCOL. This work vector is 
multiplied by the entire one-dimensional array q>T, NCOL elements 
at a time . The result is column j of X with 2NDOF elements. 
5 . The result of multiplying a matrix by its own transpose 
is a symmetric positive definite matrix. The matrix X is, there-
fore, a symmetric positive definite matrix. The implications of 
this are significant . A result of ! being symmetric is that only 
the lower or upper triangle need be computed. This reduces the 
number of row (i) * column (j) operations to almost half of those 
necessary for a non-symmetric matrix; ~(m2 + m) multiplications 
d f . . 2 f . are require or a symmetric matrix , versus m or a non-symmetric 
matrix. In this procedure, the lower triangular elements of ! are 
calculated. 
Choleski Decomposition of X 
With the square data matrices , _! and _!, determined, the next 
step in determining A is the decomposition of X. Recall equation 
(IV-9) which stated: 
x (IV-9) 
Equation (IV-9 ) is composed of N sets of N linear simultaneous equa-
tions, where N = 2NDOF. Matrix Xis the matrix of coefficients for 
each set of simultaneous equations. 
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The standard procedure to solve equation (IV-9) for AT is to 
decompose! into an upper and lower triangular matrix. 
X = LU , 
where 
L lower triangular matrix 
U upper triangular matrix 
ow, equation (IV-9) may be rewritten as 
x 
The following equations are then used to determine AT . 






This procedure is known as the LU Decomposition. With L being 
a lower triangular matrix, the intermediate matrix, Y, is found 
through forward substitution. Then, AT is found from the upper tri-
angular matrix, U and the intermediate matrix, Y, using back sub-
stitution. This procedure is non-iterative, stable and very straight 
forward since L and U are triangular matrices. The above procedure 
is equivalent to Gaussian elimination . The forward substitution 
step in which Y is found is equivalent to the right-hand reduction 
stage of Gaussian elimination. The back substitution step in which 
AT is found is equivalent to the back substitution process of Gaussian 
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elimination. Typically , some form of partial pivoting is included 
in the decomposition of X to increase stability (Jennings 1977). 
It was shown in the previous section that the matrix of coeffi-
cients in our application, !S_, is a symmetric positive definite ma-
trix. The most important result of ! being synnnetric positive de-
finite is that AT can be determined using a Choleski Decomposition, 
rather than the more general LU Decomposition . 
A symmetric coefficient matrix can be decomposed into the fol-
lowing : 
X = LDLT, (IV-16) 
where L is a lower triangular matrix with a unit diagonal, and D is 
a diagonal matrix. For a symmetric positive definite matrix, the 
diagonal matrix, D, will be positive definite and can be written as 
D D~ * D~ (IV-17) 
are real. The final decom-Since all dii are postive all ldii 
position of the coefficient matrix becomes 
X = LD~ * D~ LT 




The final decomposition equation becomes 
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x (IV-20) 
The matrix L is a real, lower triangular matrix. The symmetric 
positive definite matrix! can be decomposed into a lower triangular 
matrix. Recalling that ! was stored in a lower triangular matrix, 
the storage space can be fully opt imized by performing the entire 
decomposition and storing the results in the same lower triangular 
matrix . The Choleski Decomposition requires approximately half the 
number of computations for a LU Decomposition (Jennings 1977). 
A further savings in necessary computation is achieved from the 
fact that pivoting of any sort in a Choleski Decomposition is not 
needed . If partial pivoting were employed, the symmetry of the reduc-
tion would be lost . This would forfeit the savings in computation and 
storage space . Furthermore , partial pivoting is not needed because 
the remaining coefficient matrix to be decomposed is symmetric posi-
tive definite throughout the reduction . The diagonal elements are 
positive and the product of any pair of diagonal elements is greater 
than the corresponding pair of twin off diagonal elements: a .. * 
ll 
2 a .. > a.. . The leading diagonal is, thus, said to be strong through-
JJ l.J 
out the reduction. Numerical details of the Choleski Decomposition 
are given in Appendix A. 
Forward and Back Substitution 
With the decomposition ! complete, the "syst em matrix", A, is then 
solved for . The final decomposition equation as stated in the pre-
vious section is 
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x (IV-20) 
The solution of this equation for AT can be divided into two dis-
tinct stages: 
Stage I: Forward Substitution which yields the intermediate 
matrix, Y 
LY x y 
Stage II : Back Substitut ion which yields the transposed 




Both of these stages are very straight forward since L and L are 
lower and upper triangular matrices, respectively. 
The numerical details and an example of Stages I and II are 
given in Appendix B . 
The resu t of the previous sections is the transposed "system 
matrix" . By simply transposing this result, the true "system ma-
trix" A is determined . 
CHAPTER V 
DETERMINING EIGENVALUES OF THE "SYSTEM MATRIX", A 
The eigenvalues and eigenvectors are determined from the "system 
matrix", A. The algebraic eigenvalue problem is 
A{ lJJ } (V-1) 
where 
A eigenvalue of A 
{ } eigenvector corresponding to A. 
There are 2NDOF eigenvalues which occur in complex conjugate pairs 
if the system is underdamped . The algebraic eigenvalue problem can 
be expressed in matrix form for 2NDOF eigenvalues and eigenvectors 
as 
A\!1 = \!1 [-A-.]. (V-2) 
The matrix of eigenvalues, [-A..j, is a diagonal matrix. The eigenvec-
tors of A are the columns of~ . 
If A is reduced to an upper triangular matrix, the eigenvalues 
are those elements on the diagonal. A proof of this is given in 
Appendix C. Note that if eigenvalues occur as complex conjugate 




There are several methods by which A can be reduced to triangu-
lar form. The selection o f any method is based on how the matrix to 
be reduced is classified. In our application, A is classified as a 
general, fully populated matrix. The most efficient method to reduce 
this type of matrix is reduction to nearly triangular form using a 
non-iterative technique. An iterative technique is then used to com-
plete the reduction and assure stability. 
The nearly triangular form ref erred to above is the upper Hessen-
burg matrix. It is an upper triangular matrix with one non-zero sub-
diagonal row . 
x x x x x x x 
x x x x x x x 
x x x x x x 
H x x x x x 
x x x x (V-3) 
x x x 
x x 
The "system matrix" is reduced to upper Hessenburg form using similar 
ity transformations which preserve the eigenvalues of the original 






are diagonally similar. The transformation matrix, 
N, is a non-singular matrix of the same order as A. The type of 
tran formation .. used is an elementary stabilized transformation. 
Thi method requires fewer multiplications than other methods: 
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orthogonal Givens transformations require 10 n3/3 multi-
plications 
orthogonal Householder transformations require 5 n3/3 
multiplications 
elementary stabil ized transformations require 5 n3/6 
multiplications (Jennings 1977) 
For a matrix of order n, (n - 2) transformations are required to 
reduce the fully populated matrix to upper Hessenburg. 
The reduction proceeds one column at a time. The k'th transfer-
mation, 
A (k+l) -1 A (k) 
k Nk ' (V-5) 
reduces the elements k + 2 through n of column k: ~+2 ,k = ~+J,k 
a k = 0 . The elementary stabilized matrix N is shown below. 
n, 














The term "elementary" specifies that the diagonal terms are of unit 
value. The term "stabilized" specifies that all transformation val-
ues, n .. , are equal to or less than unity. Partial pivoting is used 
1.J 
to ensure that element ak+l,k is not less than the elements below 
it: 
ak+l,k ~ ak+2,k ' ak+3,k' ··· ' an,k · 
With this satisfied, all the transformation values will be stabilized 
using equation (V-7). 
Recalling equation (V-5), the (k + 1) 'th transformation can be 
written as 






The final Hessenburg matrix is determined from (n - 2) transforma-
tions. 
















The storage space for this procedure can be optimized by storing the 
transformation matrix, , in H. The transformation element ni,k+l 
replaces the element that it reduces to zero, a. k" An example of 
i, 
the storage scheme is given below for a system of order 6. 
H hl,l hl 2 hl,3 hl,4 hl,5 hl ,6 (V-11) 
h2,l h2,2 h2,3 h2,4 h2,5 h2,6 
n3,2 h3,2 h3,3 h3,4 h3,5 h3,6 
n4,2 n4,3 h4,3 h4,4 h4 ,5 h4,6 
n5,2 n5,3 n5,4 h5,4 h5,5 h5,6 
n6 2 n6,3 n6,4 n6,5 h6,5 h6,6 
Additional details and an example of the elementary stabilized trans-
formations are given in Appendix C. 
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Special attention must be paid to how the eigenvectors of A are 
affected by the transformation of A t o an upper Hessenburg matrix . 





A. {ljJ . } 
J J 
H = N- l A (l) N, 
equation (IV-12) can be rewritten a s 
Recal l from equation 
N- l A (1) N{~ . } 
J 




A. N {\j;. } . 
J J 






where {~ . } is a right hand eigenvector of A (l) . Comparing equations 
J 





The eigenvectors of the original "system mat rix", A , are { lJi . } . 
J 
These can be recovered from the eigenvec tors of the upper Hessenburg 
matrix, {~.}, by pre- multiplication of the total transformation ma-
J 
trix, N (Jennings 1977). 
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With the " system matrix" redu ce d to an upper Hessenburg matrix, 
an iterative procedure is now employed to reduce it to an upper tri-
angular matrix . The eigenvalue s are the identically those elements 
on the diagonal . This iter a tive procedure is the QR Algorithm. For 
complex systems, the Double QR Algor ithm is recommended. When the 
eigenvalues occur as complex conj uga te pairs, a true upper triangular 
matrix cannot be obtained withou t complex arithmetic. Rather, the 
system is allowed to converge to 2 x 2 sub- matrices on the diagonal. 
The characteristic equation of each 2 x 2 sub - matrix is then solved 
for the eigenvalues. 
Because of the complexity of the QR Algorithm , it is not covered 
here in the main text of this paper . However , f or those who wish to 
understand how it is used in this procedure , please refer to Appen-
dix E where the QR and Double QR Algor i thm a re covered in detail. 
CHAPTER VI 
DETERMINING THE Y.ODAL PARAMETERS 
The eigenvalues of the "system matrix" are used to determine the 
modal frequencies 2nd damping factors . The structure was modeled 
with 2NDOF computational degrees of f r eedom. Assuming the structure 
to be underdamped, there are NDOF complex conjugate pairs of eigen-
values. These correspond to NDOF modal f requen cy and damping fac-
tor pairs. In Chapter II, equations II- 27 through II-33, the rela-
tionship between the complex eigenvalue, a+ i b , and t he modal fre-
quency w , and damping, s, was explained . 
n 
For convenience, these 
are sunnnarized below. 






[tan (b/ a)] . (VI-2b) 
(a + 18) is the root of the character i stic equation. 
Recall ~t 1 to be the time shift be tween the two response matrices, 
~ and ~. It is, therefore, the ~t in equation (II-22) that defined 
the eigenvalues of the "system matrix" , A; the k' th eigenvalue of A, 
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(a + iS)k~t b (a+ i 6)k~t1 e , ecomes e . The modal parameters are de-
termined from the root of the characteristic equation. 
w = d 6 (VI-3a) 
(a2 2 ~ w = + B ) :i (VI-3b) n 
4 = a / w (VI-3c) n 
Because of the circular nature of the exponential function, the 
total expression for the damped natural frequency is: 
8 1/ 6 t 1 [ tan-l (b/ a) + (0, TI , 2TI , ... ) ] . (VI-4) 
The point at which the identified frequencies will fold (where TI , 2TI, 
etc . must be added) is called the n folding frequency", f (hertz) 
TI 
(Ibrahim and Pappa 198la). Since there is no way of knowing the re-
quired amount of phase correction (TI, 2TI, ... ),only the frequencies 
between 0 and f can be accurately identified. Hence, f must be 
n TI 
the maximum frequency f , used in selecting the sample rate. 
max 
The 




the desired maximum frequency (f ), 6t
1 




The recommended sample rate is four or five times f . This will 
max 
allow some flexibility in selecting ~t 1 . 
The final modal parameter to be det er mined is the mode shape. 
Define T as the pseudo upper triangular matrix that contains the 
eigenvalues on the diagonal. This :i.s t he f inal matrix generated 
when all the QR Algorithm iterations are comp lete. The term pseudo 
is used since the complex eigenvalues are contained in 2 x 2 sub-
matrices on the diagonal. The eigenvector o f T, corresponding to 
the k'th eigenvalue, is determined using a simple back substitution 
process. 
(VI-6) 
If Ak is real, the above equation is used to determine the real 
eigenvector {\j)k} . However, if the eigenvalue i s one of a complex 
conjugate pair, Ak and Ak-l' a pair of eque.tions s i milar to eqtrntion 
(VI-6) are used to determine the eigenvectors {lj)k} and {lj)k-l } · 
(vr-7 a) 
(VI - 7b) 
where 
{ p - iq } • 
k k 
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Since ~k} and f¢k_ 1 } are compl ex conjugates, only one need be cal-
culated and stored, say {\j)k} . The r eal portion could be stored in 
{\j)k_1 } and the imaginary po r tion i n {~k} . 
(VI-Ba) 
(VI-8b) 
Combining equations (VI- 7a) , (VI- 8a) and (VI-8b) yields the final 
complex equation to be solved . 
(a + ib) k {"ij}k- 1 + lfj~} (VI-9) 
The back substitution procedure used t o solve equations (VI-6) and 
( I-9) for real and complex eigenvectors, r es pectively , is given in 
Appendix F. 
The eigenvector matrix '¥ corresponds t o the pseudo upper trian-
gular matrix, T. However, nnde shapes &r e the eigenvectors of the 
on.ginal "system matrix", A. The pseudo upper triangular matrix was 
derived from the "system matrix" through a series of similarity trans-
formations. In Appendix C, it was s t ated that two similar matrices 
will have the same eigenvalues, but di fferent eigenvectors. How-
ever, the eigenvectors are related thr ough the total transformation 
matrix . Since matrices A and T are similar, their eigenvalues are 




All the similarity transformations generated in reducing the "system 
matrix" to a pseudo upper triangular matrix are combined into a sin-
gle transformation ILatrix, N. The system mode shape, {~k}' is then 
obtained by pre-multiplying {"ijjk} by the total transformation matrix, 
(VI-12) 
To determine the total transformation matrix, N, recall all the 




Elementary stabilized transformations, N., used 
l 
in the reduction to upper Hessenburg . 
Permutation matrices, I., used in the reduction 
l 
to upper Hessenburg. 
Elementary Hermitian matrices, P., used in each 
l 
iteration of the QR Algorithm. 
The transformations of (1) and (2) may be summarized as 
H 




whe r e 








(P ) .k (VI-15) 
(k'th iteration on the truncated 
matrix) . 




= N AN , (VI-17) 
where 
N =NH (P)~ (P)~ .. . (P)~ 
(VI-18) 
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The mode shape matrix, ~ , can now be determined by pre-multiplying 
~ by the total transformation matrix, N. 
(VI-19) 
All the modal parameters have now been determined. 
CHAPTER VII 
RESULTS AND FUTURE RESEARCH 
The optimized ITD code was implemented on a DEC PDP-11/34 
mini-computer . The code, labeled MINI-ITD, was tested using syn-
thesized free response data of a beam. The beam was modeled 
with clamped-clamped botmdary conditions. Free response functions 
were generated for a 3 DOF system using the damped cosine normal 






calculated response vector at time t 
amplitude coefficient of the k'th mode 
= normalized characteristic function describing 
the deflection of the k'th mode 
real portion of the k'th root of the third 
order characteristic equation 
imaginary portion of the k'th root of the 
third order characteristic equation. 
(VII-1) 
Free response functions for the beam, of unit length, were gen-
erated at locations 
x
1 
= 0.24, 0.48, 0. 72. 
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Normalized characteristic functions and amplitude coefficients 
for the above equation were obtained from Thomson (1981). 
Al 1. 58271 
{ljJl} {0.51468, 1.00000, 0.63528}T (VII-2) 
A2 1. 50485 
{\JJ2} {0.93700, 0.15118, -1.00000}T (VII-3) 
A3 1.50782 
{ 3} {l. 00000, -0.95945, 0.77442}T (VII-4) 
The natural frequencies, w , and damping factor, ~' were arbitrarily 
n 
chosen . The corresponding damped natural frequency, wd' was calcu-
lated using equation (II-28b). 
Initially, the MINI-ITD was tested with noise free data. Three 
cases were demonstrated: 
- low modal density and low damping 
- low modal density and high damping 
- highly coupled modes. 
The parameters chosen a:id the results obtained are shown in Tables 
1, 2 and 3 for the three cases, respectively. In all three cases, 
the user-selectable algorithm constants were as follows: 
NMEAS = 3 Nl 3 
NDOF = 3 N2 8 
NCOL 30 N3 4. 
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TABLE 1 
RESULTS OF THE MINI- ITD FOR CASE I * 
CASE I: 3 DOF System with Low Modal Density and Low Damping 
Natural Frequency (Hz) Dampin g ( %) 
Input Output % Error Input Output % Error 
Mode 1 25.0 24.999996 0.00 2.0 2. 000018 0.00 
Mode 2 50 . 0 49.999985 o.oo 3. 0 3 . 000021 0.00 
Mode 3 75.0 74.999985 0.00 4.0 4 . 000002 0.00 
MCF: Magnitude MCF: Phase OAMCF Identi f ication (%) (Degrees) Order 
Mode 1 90.14 2.50 0 . 00 2 
94.88 1. 88 
9 3. 62 1. 75 
Mode 2 100.00 0.00 1. 00 3 
100. 00 0.00 
100.00 0.00 
Mode 3 100.00 0.00 1.00 1 
100.00 0.00 
100.00 0.00 
* User-selectable algorithm constants used: NMEAS 3 , 
NDOF = 3, NCOL = 30, Nl = 3, N2 = 8, and N3 = 4 . 
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TABLE 2 
RESULTS OF THE MINI-ITD FOR CASE II* 
CASE II : 3 DOF System with Low Modal Density and High Damping 
Natural Freouencv (Hz) Damping (%) 
Input Output % Error Input Output % Error 
Mode 1 25.0 24 .999996 0.00 10.0 10.000024 0.00 
Mode 2 50.0 49. 9999 89 0.00 11.0 11.000018 0.00 
Mode 3 75 . 0 74 .999992 0.00 12.0 11. 999996 0.00 
1CF: Magnitude MCF : Phase OAMCF Identification 
(%) (Degrees) 
Mode 1 91.44 2.12 0.33 
95 .46 1. 52 
94.46 1. 46 
1ode 2 87 . 56 3.76 0.00 
67. 96 10 .53 
92.67 2.08 
Mode 3 100.00 0.00 1.00 
100.00 0.00 
100 . 00 0.00 
* User-selectable algorithm constants used: NMEAS 





3, NDOF 3, 
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TABLE 3 
RESULTS OF THE MINI-ITD FOR CASE III* 
CASE III: . 3 DOF System with Highly Coupled Modes 
Natural Frequency (Hz) Damping (%) 
Input Output % Error Input Output % Error 
Mode 1 25.0 24 . 98 0 . 08 4.0 3.89 2.75 
Mode 2 25.5 25.56 0.23 5.0 5.22 4.21 
Mode 3 26.0 25.97 0.12 6.0 5.88 2.00 
MCF: Magnitude MCF: Phase OAMCF Identification 
(%) (Degrees) Order 
1ode 1 99.97 0.02 1.00 1 
99.99 0.00 
99.99 0.00 
Mode 2 99.95 0.02 1.00 3 
99.90 0.04 
99.92 0.03 
1ode 3 99.63 0.40 1.00 2 
99.58 o. 39 
99 . 49 0.16 
* User-selectable algorithm constants used: NMEAS 
NCOL = 30, Nl = 3, N2 - 8 and N3 = 4. 
3, NDOF = 3, 
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In cases I and II , the error in the mo da l parameters identi-
f ied was negligible . In case III , wi t h high ly coup l ed modes, the 
error in the natural frequency identification wa s less than 0.25%, 
and the damping factor error was l es s t han 5%. The damping factor 
identification is very sensitive t o e r ror . This becomes quite evi-
dent in the following test cases in wh ich no i se is added to the syn-
thesized free response functions . 
The mode shape extraction for all r eal modes has been verified. 
The extraction of the mode shape corr esponding to the complex mode 
identified first has also been verified. This is sh own in Tables 
1 and 2 where mode 3 has an OAMCF of 1 . 00 . I n case III , mode 
1 is identified first. The excellent results in MCF's and the 
OAMCF of 1.00 verify this mode shape to be correct. 
The MINI-ITD was also tested using data to which varying de-
grees of noise were added . The noise was added as a percent of 
the overall rms amplitude of each free respons e f unction. 
where 
(VII-5) 
% percentage of noise 
x. overall rms amplitude of the i ' t h f ree resonse function 
1 
r = random number between 0 and 1. 
The £actor (2r-r) . is used to give a random number between -1 and 
J 
I; thust assuring the noise added had a zero mean. 
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A 2 DOF system was used in testing the MINI-ITD with data to 
which noise was added. Equation (VII-1) was used, with k = 2, to 
generate two free response functions without noise. Beam locations 
x1 = 0.24 and x2 = 0 .48 were used with the amplitude coefficients 
and normalized characteristic ftmction of equations (VII-2) and 
(VII-3) . Noise was then added to the free response function using 
equation (VII-5). Five cases were tested: 0%, 1%, 2%, 5% and 10% 
noise. The results of these cases are shown in Table 4. In all 
cases, the error in identifying the natural frequencies is less 
than 1 . 00% . The damping factor identification was not as success-
ful . Greater than 2% noise in the data made the extraction of the 
damping coefficients unreliable. Increasing the size of the math 
model will improve these results significantly. The noisy data 
was modeled with five computational DOF: NMEAS = 2 and NDOF = 5. 
Three pseudo measurements were generated to fill the response ma-
trices. By increasing the number of computational DOF, the noise 
will be modeled more correctly and consequently, so will the true 
structural response. Unfortunately, no data is available yet to 
show this since the current file structure of the MINI-ITD limits 
the possible size of the math model; the number of computational 
DOF cannot be greater than five when using NCOL greater than thirty. 
The extraction of the mode shapes for the 50 Hz mode are cor-
rect. This is verified by the OAMCF of 1.00. The phase portion 















MODAL PARAMETER IDENTIFICATION FOR A 2 DOF SYSTEM 
WITH VARYING DEGREES OF NOISE* 
Identification of M d 1 o e : 25 HZ . h 5% D wit 0 amping 
Frequency Damping MCF: Mag MCF: Phase 
(Hz) (%) (%) (Degrees) 
OAMCF 
25.00 5.00 83.4 0.00 0.5 
(0.00)** (0.00) 95.1 0.00 
25.02 5.15 99.3 0.55 LO 
(0.00) (3. 00) 99.8 0.39 
25 .02 5.53 94.0 1.00 0.5 
(0.00) (3.00) 99.8 1.00 
24.94 7.92 93.l 1.39 0.5 
(0.24) (58.4) 99.6 2.58 
24 . 61 15.32 92.7 5.47 0.5 
( 1. 56) (206 .) 98.4 5.98 
Identification of Mode 2: 50 Hz with 5% Damping 
50.00 5.00 100.0 0.00 1.0 
(0.00) (0.00) 100.0 0.00 
49 . 89 5.08 99.8 0.47 1.0 
(0.22) ( 1. 60) 98.3 2.65 
49 .79 5.46 99.2 0.87 1.0 
(0.42) (9.20) 97.3 4.80 
49.51 8.46 95.4 1. 74 1.0 
(0.98) (69.2) 96.0 9.34 
49.52 19.39 83.5 2.50 0.0 
(O. 96) (288.) 94.5 14.00 
* User-selectable algorithm constants used: NMEAS = 2, 
NDOF = 5, NCOL = 30, Nl = 3, N2 = 8 and N3 = 4. 
** The numbers in parentheses denote the percent error be-
tween the output value and the input value (the value 
used in syhthesizing the free response functions). 
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Not until 10% noise is added to the clata are the MCF acceptance 
limits exceeded: 
magnitude > 95.0% and phase < 10. 
Innnediate work on the MINI-ITD will include: 
- determining all mode shapes correctly 
extracting the damping factor in a way less sensi-
tive to noise (Ibrahim 198la). 
Future work on the MINI-ITD will be concentrated on optimizing 
the file structure and data storage. In this way, the allowable 
computational DOF will be significantly increased. This is a neces-
sary requirement to make the damping factor extraction sufficiently 
accurate . 
Once all modal parameters are identified with sufficient ac-
curacy, the MI I-ITD results will be compared with those of conven-
tional modal analysis software packages. Two particular cases will 
be tested: 
- low modal density with high damping 
- highly coupled modes. 
The results will have significant implications since the modal para-
meters of these cases typically cannot be identified using conven-
tional FRF curve fitting routines. 
Assuming the MINI-ITD performs favorably with synthesized 
data, the next step in its verification will be to perform a modal 
analysis on a test structure. At this point, extensive work will 
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be required in generating the necessary file structure to make 
the MINI-ITD compatible with existing data acquisition systems. 
Once this is accomplished, the MINI-ITD will be operational! 
The MINI- ITD has tremendous potential as a method to perform 
modal analysis. As the author, I stress that it is not meant 
as a replacement for existing frequency response methods, nor 
is it a cure-all. It is, however , another tool expected to give 
answers which are now very difficult to obtain: the natural fre-
quencies damping £actors and mode shapes for highly damped and 
highly coupled modes. Dr. Samir Ibrahim, of Old Dominion Univer-
sity Virginia, developed the ITD Algorithm which is an accurate numer-
ical method . The ITD, when used on main-frame computers, can char-
acterize the dynamic response of very large structures (greater 
than 30 DOF). However, many environmental test labs seldom 
require such extensive analysis capabilities. In view of this, I 
wanted to make the ITD available for those instants, when a mini-
computer could satisfy the analysis needs . Through the MINI-ITD, I 
hope to make the ITD Algorithm an option in performing modal 








L lower t r iangular matrix with unit diagonal 
D diagonal matr i x (J enn ings 1977). 
This i a symmetric decomposit i on . I f ! is also positive definite, 
the elements of D are also positive definite. To prove this, let 
{y } be an vector with {x} r elated t o it by 
Since LT is 
T 
L {x} = {y} . 
non- singular (unit diagonal), {x } must exist, and 
T {y} D{y 
Since X is po s i t i ve def inite, 





Therefore, D must also be positive definite, The diagonal elements 




is real and D may be conveniently expressed as 
D 
k k 
D 2 • D" 
Substituting this into equation (A-1) yields 
where 
k k T 
X = LD 2 • D-" L 







Hence the symmetric positive definite matrix, !' is decomposed i nto 
a single lower triangular matrix and its transpose. For a matrix 
of order n = 4, 

















General formulas : 
i-1 2 k 
1.. ( x .. - l: lik ) 2 (A- 8) 
ll -11 k=l 
1. . 
l.J (! lj 





1 1 ) /1 (j < i) 
ik j k jj' (A-9) 
1 . The or ig inal matrix, !_, is a symmetric positive definite 
matr ix of ord er n. Onl y the lower triangular elements of X are 
stor ed . 
2 . The solution proceeds by rows from row i = 1 ton. 
3 . The elements in row i are solved for in the order of column 
j 1 to (i - 1) . The final el ement determined in row i is element 
1 . .. 
l.1. 
4 . As element 1 .. or 1 .. is determined, it replaces the ori-
l.J l. 1 
ginal x .. or x .. , respect i vel y , in the matrix store. 
-1] -11 
5. The resulting matrix , L, is a lower triangular matrix of 
order n . 
6. To demonst r ate , t he el ements of the fourth row of L as 




GAUSSIAN ELIMINATION FORWARD AND BACK SUBSTITUTION 
Beginning with the set of simultaneous linear equations !AT = !, 
it is necessary to solve for the transposed system matrix. The ma-
--T trix X is decomposed into LL using a Choleski decomposition. L 
is a lower triangular matrix . The equation to be solved is now 
LLTAT " x (B-1) 
The solution procedure is broken into two stages: 
( I) Gaussian Elimination Forward Substitution yielding an 
intermediate matrix Y. 
LY = x -+ y 
(II) Gaussian Elimination Back Substitution yielding the 





Because L is a triangular matrix, the forward substitution is 
easi y performed. This stage is equivalent to the right-hand reduc-
tion stage of Gaussian elimination. For this reason, it is usually 
referred to as Gaussian elimination forward substitution. The three 
matrices involved are square and of order n. 
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Below is an example using a fourth order set of equations . 
...., 
LY = X 
111 " " " yll Y12 Y13 Y14 xll xl2 x x 13 14 
121 1 22 
" 
Y21 Y22 Y23 Y24 x21 X22 X23 X24 
= " 131 132 1 33 Y31 Y32 Y33 Y34 X31 X32 X33 X34 
141 142 
" 143 144 Y41 Y42 Y43 Y44 x~l ~42 x43 x44 
(B- 4) 
The matrix Y is determined one row at a time beginning with 
the first row and ending with the n'th row. 




xll Y11 xu/111 
"' ,,.. 




111 Y13 xl3 + Y13 = x131111 
" 
111 Y14 = xl4 -+ Y14 = x141111 
" 
Row 2: = (x2j - 121 Yij)/l22 2j 
"' 
Y22 Cx22 - 121 Y12)/l22 
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y23 = (X -23 121 Yl3)./122 
Y24 = (~4 - 121 Y14) /l22 
A 
Row 3: Y3j = [ x3j - (l31 ylj + 132 Y2j)]/l33 
Y31 = [x31 (l31 Yn + 132 Y21)]/l33 
Y32 ( X32 (l31 Y12 + 132 Y22)] /l33 
Y33 [ X33 (l31 Y13 + 132 Y23)] /l33 
Y34 = [x34 - (l31 Y14 + 132 Y24)]/l33 
Row 4 : Y4j [ x4j (l41 Ylj + 142 Y2j + 143 Y3j)] /l44 
41 [x41 (l41 Y11 + 142 Y21 + 143 Y31)]/\4 
42 
= [ x42 (l41 yl2 + 142 y22 + 143 Y32)]/l44 
Y43 = [ x43 - (l41 Y13 + 142 . y2 3 + 143 Y33)]/l44 
Y44 [ x44 - (l41 Y14 + 142 Y24 + 143 Y34)]/l44 
The above equations can be summarized as 
i-1 
y, . = [x .. - L 1.k yk. ]/l .. 
lJ lJ k= 1 J. J ll 
(B-5) 
This equation may be programmed in the following way, where Y is 
determined one row at a time. 
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DO 10 I = 1,N 
DO 20 J l,N 
SUM 0 .0 
DO 30 K = 1 , I - 1 
SUM = SUM + L(I,K) * Y(K,J) 
30 CONTINUE 
Y(I,J) (X(I , J) - SUM)/L(I . I) 
20 CONTINUE 
10 CONTI UE 
This procedure can be optimized by sto r i ng the intermediate 
matrix Yin X. Once Y .. is determined , x .. is not used again. How-
l.] -iJ 
ever, Y. . is used r epeat ly in calculating t he remainder of Y. 
l.J 
There-
fore is stored in x and the additional n2 storage spaces for 
ij -ij 
storing a separate Y is avoided . 
Back Sub s ti tution 
This stage is equivalent to the back substitution process of 
Gaussian elimination . For this r eason , i t is usually referred to 
as Gaussian elimination back s ubstitution. The equation LTAT = Y 
is easily solved since LT i s an upper triangular matrix. Recall 
that the intermediate matrix Y is act ually stored in !· 
The previous fo urth orde r set o f equations is used here again 
to demonstrate t he second st age . 
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41 all al2 al3 al4 Y11 Y12 Y13 Y14 
122 132 142 a21 a22 a23 a24 Y21 Y22 Y23 Y24 
133 
143 a31 a32 a33 a34 Y31 Y32 Y33 Y34 
144 a41 a42 a43 a44 Y41 Y42 Y43 Y44 
(B-6) 
Note that the indices of L are reversed to indicate the LT is being 
used. The solution proceeds in the r·everse order of the forward 
substitution. The n'th row of AT is determined first and the first 
ro is found last . 
Row 4: a4j = y 4/144 = x4/144 
a41 = y 411144 = x411144 
a42 = X42 1144 
A 
a43 = x4/144 
a44 = X44/l44 
A 
Row 3: a3j Cx 3j - 143 a4j) /l33 
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Row 2: 
a21 = [~l - (l32 a31 + 142 a41)] /l22 
a22 [ Xz2 (l32 a32 + 142 a42)] 1122 
a23 = [~3 - <1 32 
a 
33 + 142 a43)] 1122 
8 24 = [x24 - <1 32 
a 
34 + 142 a44) ]/l22 
Row 1: alj [ xlj - <121 ?2j + 1 31 a + 141 a4j)] 1111 3j 
" 
all = [~l - <121 a21 + 1 31 a31 + 141 a41)] 1111 
" 
2 12 = [ l)_z - C121 ~2 + 1 31 8J2 + 141 a42 \ ]/lll 




[ x. . - E lk. \. ] I l .. 
1-J k= i + 1 1 J l 1 
(B-7) 
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and programmed in the following manner: 
DO 10 I N, 1, -1 
DO 20 K I, N 
WORK (K) = L(K, I) 
DO 30 J = 1, N 
SUM O. OOD + 00 
DO 40 K = I + 1, ... 
40 SUM = SUM + WORK (K) * A(J,K) 
A(J,I) (! (I, J) - SUM)/WORK (I) 
30 co TINUE 
10 co TINUE 
The result is the "system matrix", A. The above procedure is op-
ti:mized in a manner similar to the forward substitution. The i'th 
column of L (the i'th row of LT) is stored in a work vector of 
length n. Only elements from i to n need be stored. As the 
elements in row i of AT are calculated, they may overwrite the i'th 
column of L . Element a,. of AT is stored in location(j,i). This 
l.J 
is the same as a .. of the true "system matrix", A. The transpose 
l.J 
of the "system matrix" is automatically performed via the storage 
scheme. Recalling that the matrix L was stored in !_, A is also 
stored in X. 
In summary, the Choleski decomposition forward substitution 
and back substitution are all performed in the two matrices !. and 
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X. The matrices are both square matrices of order n. The Choleski 
decomposition is performed, and the results stored in the lower 
triangle of !· The matrices ! (L) and ! are used to perform the 
forward substitution. The result of this stage is the intermediate 
matrix Y which is stored in X. The back substitution is performed 
with the matrices ! (LT) and X (Y). The resulting "system matrix" 
is store d in !' overwriting the elements of t. 
APPENDIX C 
PROOF THAT ELEMENTS ON THE DIAGONAL OF AN 
UPPER TRIANGULAR MATRIX ARE THE EIGENVALUES 
The determinant of an upper triangular matrix is the product of 
the diagonal elements : 







The determinant of a diagonal matrix is the product of the diagonal 
elements: 







Recall the algebraic eigenvalue equation fo r the i'th eigenvalue, 
A and its corresponding eigenvector {w} to be 
A { ¢} (C-3) 
or 
0 . (C-4) 
If A is upper triangular, the determinant of [A - AI ] is 




For any non-trivial solut ion to the algebraic eigenvalue problem, 
the determinant above must be zer o. 
0 (C-6) 
The characteristic equation for n eigenvalues is 
>. ) 
n 
0 . (C-7) 
By comparing equations (C-6 ) and (C-7 ) , it becomes obvious that a .. 
ll 
must equal Therefore, if A is reduced to an upper triangular 
matrix the diagonal elements a r e t he e i genval ues of A (Wilkinson 1965). 
It should be noted that if t he eigenvalues are complex conju-
gate pairs the matrix A cannot be f ul l y reduced to upper triangu-
lar without using complex arithmet ic . The eigenvalues in this case 
are obtained from 2 x 2 sub - matrices on t he diagonal. If left in 
this ormat A will remain real , and comp lex arithmetic is avoided. 
APPENDIX D 
REDUCTION TO UPPER HESSENBURG 
Two matrices, A and B, are similar if and only if: 
A (D-1) 
where N is a non- sing·lar matrix . The reduction of a matrix can be 
performed using similarity transformations. 
(D- 2) 
If is non-singular, the matrices A(k) and A(k+l) are similar. 
k 
is the transformation matrix . Similarity transformations do not 
k 
alter the eigenvalues of a matrix, but do alter its eigenvectors. 
The eigenvectors of the original matrix, A(k), are obtained by pre-
. (k+l) 
multiplying the eigenvectors of A by Nk. 
In our application similarity transformations are used to re-
duce the "system matrix" A, to an upper Hessenburg matrix. The "system 
matri "is a fully populated, general matrix. The Hessenburg matrix 
is an upper triangular matrix with one sub-diagonal row (Jennings 1977). 
H x x x x x x (D-3) 
x x x x x x 
x x x x x 
x x x x 
x x x 
x x 
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The reduction of the "sys tem matrix," A, to upper Hessenburg is 
performed using elementary stabilized transformations. Defining a 
matrix as elementary denotes the diagonal terms to be unity and 
nearly all others to be zero. The elementary transformation matrix 
for the k'th reduction step, Nk, is defined as 
n .. = 1 
1.1 
ni, k+l 0 for i < k+l 
:f 0 for i > k+l 
n .. 0 for i 
1.J 
:f j, j :f k 
In short, matrix Nk of order n, has a unit diagonal, non-zero terms 
below the diagonal in column (k+l), and all remaining terms equal to 















The term stabilized denotes the transformation values, ni,ktl' to 
be equal to or less than unity in magnitude. This assures stabil-
ity in the k'th reduction step. 
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The reduction matrix, Nk, reduces the necessary elements in 
column k of the 'system matrix," A; elements ~+2,k to a n,k are re-
duced to zero. Figure 3 gives an example of the similarity trans-
formation reduction to upper Hessenburg. As shown in Figure 3, 
the first similarity transformation reduces column one of A(l); 
elements a 31 and a41 are reduced to zero. The second similarity 
transformation reduces column A(Z); element a
42 
is reduced to zero. 
The required ·ualue of ni,k+l can be determined by reviewing how 




a32 = (-n32)(a21) + a31 0 
-+ n32 a31/ a21 
(2) 
a42 (-n42)(a21) + a41 0 -+ n42 a41/a21 
and in general 
Applying this to the second similarity transformation, the eq.uation 
is confirmed. 
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The fourth order matrix, A, is reduced to Upper Hessenburg. 
Fir s t Similarity Transformation: A (2) 
-1 = N 
1 
A (2) 1 0 0 0 all al2 al3 al4 
0 1 0 0 a21 a22 a23 a24 
0 -n32 1 0 a31 a32 a33 a34 
0 -n42 0 1 a41 a42 a43 a44 
Second Simil a r i t y Transformation: 
1 0 0 0 
0 1 0 0 
0 0 1 0 
O 0 -n43 1 
all al2 al3 al4 
a21 a22 a23 a24 
0 
0 
a32 a33 a34 
a42 a43 a44 
A (1) N 
1 
1 0 0 0 
0 1 0 0 
0 n32 1 0 
0 n42 0 1 
1 0 0 0 
0 1 0 0 
0 0 1 0 
F . D 1 Reducti'on to Upper Hessenburg. i g . - . 
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O a32 a33 : a34 
-- --- --· --
0 : __ O __ ; ~4_1 ~ a.ltJ modified by N2 
t_ - _I -1 
t_ modified by N
2 
Total Transformation : A( 3) 
N-l A(l) N 
Fig . D-1. (Continued) 
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With two similarity transformations, the original"system matrix ," 
A (l), is reduced to an upper Hessenburg matrix, A (n-l) or A ( 3). 
Recall that the similarity transformations to be used in this 
reduction were also defined as stabilized. A stabilized transfer-
mation has all transformation elements equal to or less than unit 
magnitude. 
ni,k+l < 1 
To achieve this stabilizing affect, partial pivoting is employed. 
On determining Nk, each ni,k+l is divided by ~+l,k: 
(D-5) 
The magnitude of ni,k+l will be less than or equal to one if 
I a. kl . 
]. ' 
If element ~+l,k has the greatest absolute value of all sub-
diagonal elements in column k, Nk will be a stabilized elementary 
transformation matrix. 
Location (k+l,k) is called the pivot location for the k'th 
trans formation. To perform the partial pivot, the sub-diagonal 
elements of column k are searched for the location of the element 
of largest Ill8gnitude. If this element already exists in the pivot 
location (k+l,k), no pivoting is necessary. However, if the ele-
ments exist in location (j,k), rows (k+l) and (j) are exchanged, as 
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well as columns (k+l) and ( j) . It is necessary to exchange rows and 
columns to preserve the original eigenvalues. This completes the 
partial pivoting of the k ' th t ransformation. Now the transformation 
matrix, Nk' can be calculated , and t he k'th transformation performed. 
A record of each row and column permutation must be kept so that the 
elements of the final eigenvectors can be placed in their proper or-
der . A permutation vector of length n is used to record the ex-
changes. When row and column ( j) are exchanged with row and col-
unm (k+l), elements in locations (j) and (k+l) of the permutation 
vector are also exchanged . In this way , a record is kept of every 
rcw and column permutation performed (Jenni ngs 1977). 
A numerical example of this procedure i s given in Figure 4 for 
a matrix of order 4 . Note how the trans format i on elements, ni,k+l' 
are stored in the location of the element i t re duces to zero, a. k. 
l, 
This is a significant optimizatioe of stor age s pace. The permuta-





4 8 6 
2 -1 3 
8 7 6 3 
2 -10 5 4 
IPERM(l) 
A( 2) = 1.0000 12.0000 4. 0000 6. ooool 
8.0000 11.1250 7.0000 3.0000 
0.6250 -5.9531 -2.3750 1.1250 
0 . 2500 -3.0313 -11.7500 3.2500 
1. 0000 12. 0000 7.0551 6.0000 
8 .0000 11.1250 8.5276 3.0000 
0.6250 -5.9531 -1.8022 1.1250 














0. 0000 0.2500 0.5092 1.0000 











The QR Algorithm is a procedure which reduces an upper Hessen-
burg matrix to upper triangular form. The eigenvalues are then iden-




A +l = R Q • s s s 
(E-1) 
(E-2) 
The matrix A , wheres denotes the s'th iteration, is decomposed 
s 
into a real orthogonal matrix, Qs' and an upper triangular matrix, 








QsT is the orthogonal matrix which reduces As to triangular form. 
The matrix Q T is determined in factorized form. It is the product 
s 
of plane rotations, R .. , or elementary Hermitians, P , using Givens 
1J r 
or Householder triangularization, respectively. The s'th iteration 
* The material in this Appendix was obtained from Wilkinson (1965). 
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is completed by post multiplying the upper triangular matrix, R , 
s 
by Q ; post-multiply R by the transpose of the orthogonal factors 
s s 
T 
that compose Q . The QR Algorithm, using equations (E-3) and s 
(E-4), produces a nearly orthogonal matrix AsT· In turn, As+l 
will be close to as exact orthogonal transformation of A . An 
s 
exact orthogonal transformation of A cannot be assured using 
s 
equations (E-1) and (E-2). 
The QR Algorithm is recommended for Hessenburg matrices rather 
than full general matrices . This is due to the amount of computa-
tions involved in each iteration. A general matrix is reduced to 
upper Hessenburg using stable similarity transformations. This is 
a non-iterative procedure. The upper Hessenburg matrix is then re-
duced to upper triangular form using the QR Algorithm. The QR 
Algorithm is preferred in this final reduction phase because of its 
numerical stability and speed in convergence. There are several 
methods in which the convergence to diagonal eigenvalues is accel-
erated : shifts of origin, single or double small sub-diagonal ele-
ments, and deflation. These methods will be discussed after the 
general QR procedure has been explained. The s 'th iteration deter-
mines As+l from As. The (n-1) sub-diagonal elements tend to zero 
as the number of iterations increases. A proof of the convergence 
of A to triangular form, with the eigenvalues of the diagonal, is 
s 
given in Wilkinson (1965). We must note at this point that A will s 
tend to a true upper triangular matrix only if all the eigenvalu1~s 
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of As are real . I n our application, however, we expect the eigen-
values to occur in complex conjugate pairs. A will converge to 
s 
( 2 x 2) sub-matrices on t he diagonal. The roots of these (2 x 2) 
sub-matrices are the comp l ex conjugat e eigenvalues. The sub-
diagonal element ar+l , r o f the (2 x 2) diagonal sub-matrix is not 
zero. 
0 
a r,r a r,r+l 
a .. 
l J (E-5) 
The eigenvalues of this (2 x 2 ) sub- matrix, Ar and Ar+l' are 
obtained from the roots of its characteristic equation. In this ap-
pend ix A the eigenvalues will be called A, not e as before. 
The QR Algorithm as stated in equations (E-3) and (E-4), does 
not include any techniques to accelerat e convergence. Recall A 
s 
is in the form of upper Hessenbur g . If any sub-diagonal element, 
a is zero to working accura cy , t he transformation of A to r+l,r s 
As+l is not unique . However , a sub-diagonal "zero" can be used to 
accelerate the entire procedure of determining the eigenvalues of 
A. If a sub-diagonal element is zero to working accuracy, a r+l,r 




t:-I ~j A x X 1 X x x x (E-6) s x X 1 X x x x 
--- i - - -
E: I X x x x 
I X x x x 
x x x 
x x 
wher e n = 6 and r = 2 . 
Once part it ione d, ma t r i ces B and D are solved for the eigen-
values of A . If B or D a r e o f order two, their eigenvalues are 
s 
the roots of the second orde r characteristic equation. If B or D 
are of order one , the isolate d element is an eigenvalue itself. If 
B or D are of great er or de r than t wo, they are Hessenburg matrices , 
but of smaller order than A . The QR Algorithm now continues with 
s 
matrix D of order (n - r). On ce D has been reduced to upper trian-
gular form, and its e i genval ue s determined, the same is performed 
on matrix B of orde r (r). Th i s acceleration technique significantly 
reduces the number o f computat ions. A single QR iteration, using 
Givens method , r equi r es 4n2 multiplications. One QR iteration of 
the entire mat rix o f equation (E-6) would require 144 multiplica-
tions . Usin g t he partitioned matrix, one QR iteration of D requires 
64 mult ipli cations . Matri x B is of order two, so its characteris-
tic e quat ion may be solved directly for its eigenvalues. The advan-
t age of a s ingle small sub-diagonal element is obvious in one iter-
at ion. 
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A Gimilar procedure t o that jus t described exists for the case 
when there are two consecutive small sub-diagonal elements, c:
1 
and 
s2 • This acceleration method wil l not be explained until the Double 
QR Algorithm for complex conjugate eigenvalues is covered. 
The most important method which acce lerates convergence is in-
corporating "shifts of origin". Using Hes senburg matrices, rather 
than full general matrices, still does not give a suf ficient rate of 
convergence . In general, a sub - diagonal elemen t a . . , for i > j, 
l] 
will converge at the rate of (A./A . )s . 
1 J 
A sub-diagonal element of 
a Hessenburg matrix, ar+l,r' will converge at t h e rate of ( Ar+l/ Ar)s. 
The purpose of the "shift of origin" is to adj us t the conver-
gence ratio for the element a 
1
. The element a 
1 
is reduced n,n- n,n-
to zero as quickly as possible. With a 
1 
reduced to zero, the n,n-
matrix is partitioned as in the single smal l sub-diagonal accelera-
tion method. The result is eigenvalue A in location a n n ,n When 
An is determined the matrix As+l can be truncated by row and column 
n. Th e QR Algorithm continues on A of order (n - 1). When com-s+l 
plex eigenvalues are involved, element a is reduced to zero. n - 1,n- 2 
The bottom right (2 x 2) sub-matrix is so lved for the eigenvalues 
An-l and I n· The last two rows and co lumns of As+l are truncated. 
The QR Algorithm continues on As+l of order (n - 2). 
Consider the matrix (A - pI) which has eigenvalues ( A. - p). 
s l 
The element a 
1 
will tend to zero at t he rate of [( A - p)/ 
n,n- n 
Now, if p is very cl os e to A , this ratio will rapidly 
n 
converge to zero . If p equals A , a will be zero in one iteration. n n,n-1 
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To incorporate the shift of origin, called k , the s'th iter-
s 
ation is performed as follows: 
A - k I 
s s 
R Q + k I . 
s s s 
(E-7) 
(E-8) 
Because k is added back in equation (E-8), this modification is 
s 
described as the QR Transformation with "shifts of origin and re-
storing". The matrix As+l is similar to As. From equation (E-7), 
Q T (A - k I) = R . 
s s s s 
(E-9) 
Using equations (E-9) and (E-8), the similarity is demonstrated. 
As+l 
Q T (A k I) Q + k I 
s s s s s 
Q T A Qs k 
Q T I Qs + k I s s s s s 
Q T A Q - k I + k I s s s s s 
Q T A Qs (E-10) s s 
Continuing with this procedure, it can be shown that all matrices 




For s iterations, 
(E-12) 
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For later use, equation (E-12) can also be written as 
(E-13) 
Subtracting ks! from both sides of equation (E-12) yields 
(A - k I) 
s s 
or, when written in a format similar to equation (E-13), 
Ql Q2 ... Q 2 Q 1 (A - k I) s - s - s s 
(E-15) 
The following derivation uses equations (E-7) and (E-15) to deter-
mine the QR decomposition for s iterations. 
The result is 
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s 
lT (A1 - ki I). 
i=l 




The above derivation can now be summarized as 
s 






The order of factors on the right of equation (E-18) is unim-
portant. What is important, however, is that the product Qs Rs was 
shown to be the decomposition of the product of s factors (A -1 
k. I). The orthogonal matrix Qs gives the triangular decomposition, l 
s 
R of TT (A1 - ki I). s i=l 
The QR Algorithm using shifts of origin with restoring, can be 
modified to "non-restoring shifts 1'. This process is defined by 




As+l R Q . (E-20) s s 
In this case, 
As+l :z: Rs Qs 
Q T (A z I) Q s s s s 
Q T A s Qs z I s s 
Q T (Q T A s-1 Qs -1 - 2s-l I) Qs - ZS I s s - 1 
Q T T (z Qs-1 A s-1 Qs-1 Qs 
- + z ) I s s-1 s 
(E-21) 
Q T T Q T 
s 
As+l Qs-1 Al Ql ... Qs-1 Qs - ( 2: zi) I s 1 
i=l 
Q T T Q T 
s 
As+l Qs-1 (A - ( 2: z . I)) Ql ... Qs-1 Qs · s 1 1 i=l l 
(E-22) 
The eigenvalues of As+l differ from A1 by the sum of the shifts, 
z . . 
l 
The shift of origin, k , may be chosen in different ways, de-
s 
pending on whether A
1 
is real or complex, and on whether its eigen-
values are all real or both real and complex. In this application, 
A1 will always be real. 
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When A1 is known to have real eigenvalues, a 1 
will tend to 
n,n-
zero and a to A • For this reason, k is taken to be as as n,n n s n,n 
s . 11 s b . '\ soon as a 1 is sma , or a egins to converge to A • n,n- n,n n When 
as is of order E, and the shift a is used, as+l 
1 
is 
n,n-1 n,n n,n- of or-
der E
2 
(Wilkinson 1965). Therefore, once a 
n,n-1 
is small, it converges to zero rapidly if the shift k 
s a is n,n 
used. 
A method which gives faster convergence uses the real eigen-
values of the bottom right corner (2 x 2) matrix. The real eigen-
values, say ps and qs, are determined from the characteristic equa-
tion of the (2 x 2) matrix. The shift, k , is taken to be IP -
s s 
or lq - as I, according to which is greater. This method s n,n 
may be used at every stage, or employed when the shift value shows 
signs of convergence . An acceptable criteria is to apply the 
shifts as soon as 
When A
1 
is suspected of having complex conjugate eigenvalues, A and 
I a similar acceleration procedure to that just described may be 
used. The complex conjugate eigenvalues are determined from the bot-
tom right corner (2 x 2) matrix. If two QR iterations are performed 
using A and I , the resulting matrix is real. However, the intermed-
iate matrix and all the arithmetic involved is complex. In 1961, 
Francis developed a procedure called the Dougle QR Algorithm, in 
which all complex arithmetic is avoided. 
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To introduce the Double QR Algorithm, consider the s'th stage 
of the transformation . The eigenvalue of the bottom right corner 
(2 x 2) matrix are used as shifts k1 and k2 . This pair may be real 
or complex conjugates. Two QR iterations are performed with shifts 
k1 and k2 , respectively . Equations (E-7) and (E-8) are used in 





R Q + k I 
s s s 
(E-23a,b) 
As+2 . (E-24a, b) 
Matrices As+l and As+2 are similar to As as shown below. Using equa-
tions (E-23a and b), 
R Q T (A - k I) s s s s 
Q T (A k I) Q + k I As+l s s s s s 
Q T A Qs As+l s s 
Using equations (E-24a and b) in a similar manner, 
Equations (E-25) and (E-26) are combined, to get 






Equations (E-27a) and (E-25) show that As+2 and As+l are similar to 
A
5
, respectively. Next, the decomposition of (As - ks+l I)(As -
k I) must be determined. 
s 
(A - k +l I) Q R s s s s 
from equation (E-23a). Subtract ks+l I from equation (E-25) to get 
(E-28) 
Substituting equation (E-28) into the first expression yields 
(A - k +l I)(A - k I) s s s s 
(E-29) 




Substituting equations (E-30a) and (E-30b) into equation (E-29) 
yields the orthogonal decomposition, QR. 
QR (A - k +l I)(A - k I) s s s s (E-31) 
If ks and ks+l are not exact eigenvalues, the decomposition is 
unique provided that R has positive diagonal elements. The right 
side of equation (E-31) is real. Therefore, Q is also real and 
is obtained from the triangular decomposition of (As - ks+l I) * 
(A - k I) . 
s s 
Substitute equation (E-30a) into equation (E-27c) to get 
(E-32) 
Since As and As+2 are similar, and Q is orthogonal, the matrix As+2 
is a Hessenburg matrix . The matrix Q can be determined without 
any complex arithmetic as will be shown. Rearrange equation (E-31) 
such that 
R· (E-33) 
QT is the orthogonal matrix that reduces (A - k +l I)(A - k I) s s s s 
to the upper triangular matrix R. 
In the general case, QT is determined as the product of ~(n-1) 




The first row of QT is the first row of the matrix product 
Rl,n Rl,n-l ··· R1 , 3 R1 , 2 . Multiplication of other plane rotation 




Rl,n-l R1 , 3 ~, 2 is determined from the first _ column of (As -
k I)(A - k +l I). The first row of QT can be determined from the 
s s s 
first column of (As - ks I)(As - ks+l I) . For simplicity, lets 
equal one . The first column of (A1 - k1 I)(A1 - k2 I) contains 
only three elements which we will call x1 , y1 













are all real. The matrices R1 , 2 and ~, 3 are deter-
mined from~, y
1
, and z1 . Consequently, the matrices R1 , 2 and R1 , 3 
and the matrix product ~, 3 ~, 2 are real. The remaining plane ro-
tations for the first column of (A1 - k1 I)(A1 - k2 I) are the iden-
tity matrix. 
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R l,n I 
T Above, we stated that the first r ow of Q equals the first row of 
the matrix product Rl,n Rl,n- l ... ~ , 3 ~ , 2 . With R1 , 4 ..• Rl,n 
equaling the identity matrix, the f irst r ow of QT is simply equal 
to the first row of R1 , 3 R1 , 2 . 
With s equal to one, equation (E- 32) is rewritten, such that 






are of upper Hessenburg form . A real matrix c1 is 
defined as 
(E-37) 
Given an orthogonal matrix S with its firs t column equal to {e1} 
where 
T 
{l, 0 , 0' . . . 0 } ' 
it can be shown for a real matrix C, that 
Here, B is an upper Hessenburg matrix . I nserting equation (E-37) 
into (E-38) yields 
B. (E-39) 
T -T 
Defining (s 1 R1
, 3 R1 , 2) as Q , 
B. (E-40) 
99 
The first row of S~ is {e1}T. Consequently, the first row of 
QT is the first row of R1 , 3 ~, 2 . Previously we established that 
the first row of QT equals the first row of Ri_, 3 R1,2· We can now 
conclude that the first row of QT equals the first T With row of Q . 
this established, a comparison of equations (E-36) and (E-40) shows 
that B must be A3. The matrix A3 can, therefore, be obtained with 





This double shift technique is called the Double QR Algorithm. 
Up to this point, the QR Algorithm has been explained using 
Givens method with plane rotation matrices, R ... For the Double QR 
l] 
with shifts, however, elementary Hermitian transformation matrices 
are much more efficient. For this reason, the details of the Double 
QR Algorithm will be discussed using Householder's method which 
uses elementary Hermitian matrices, P . The elementary Hermitian 
r 










I - 2 {w Hw } T, 
r r 
{O, 0, ..• , 0, X, X, •.• X}. 
(E-41) 
(E-42) 
The elements in locations one through (r - 1) are zero. Initially, 
P
1 




, and z1 . Referring to the definition 
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of {wr} in equation (E-42), only the first three elements of {w1 } 
will be non-zero. Further discussion on how P
1 
is calculated will 
be delayed until after the determination of P in general has been 
r 
discussed. 
For the present, assume P1 to be known. The intermediate 
matrix, cl' is determined by 
cl = pl Al 
T 
pl . (E-43) 
For a s ystem of order n 8, the matrix cl has the form 
cl x x x x x x x x (E-44) 
x x x x x x x x 
x x x x x x x x 
x x x x x x x x 
x x x x x 
x x x x 
x x x 
x x 
Continuing with Householders method, the s 'th iteration is completed 
by reducing c
1 
to upper Hessenburg. After the r' th stage of this 










c = x x x 
r 
x x x x x (E-46) 
x x x x x x x x 
x x x x x x x 
x x x x x x 
0 x x x x x 
00 x x x x 
x x x 
x x 
The additional non- zero elements in the r'th stage are (r,r + 2), 
(r r + 3) and (r + 1 , r + 3) . Pre- mul tiplying t he Pr+l and post-
multiplying by P~1 will reduce elements ( r,r + 2) and (r,r + 3) to 
zero . The result will be the matrix Cr+l wh ich now has the non-zero 
elements (r + 1, r + 3), (r + 1, r + 4) and (r + 2, r + 4). In gen-
eral pre- and post- multiplying by Pr and PrT' respectively, reduces 
the element (r, r + 2) and (r,r + 3) of C to zero. There are a to-
r 





n-2 B • (E-47) 
The matrix B is an upper Hes s enburg matrix. P1 has the same first 





I) . Recal l equation (E-33) for the iterations 1. 
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R was defined as upper t riangular. I n equation (E-47), the 
matrix product Pn_2 . .. Pr .. . P2 P1 has t he same first row as P1 . 
Therefore, the matrix product Pn_ 2 ... Pr P2 P1 has the same 
first row as QT , and B must equal A3• It has now been shown that 
the Double QR Algorithm, with shi fts k1 and k2 , can be performed 
by Householders method using elementary He r mit ian matrices. As 
with Givens method, no complex ari t hmeti c i s involved. 
The elementary Hermitian mat r ix, P , is determined in the fol-
r 
lowing manner. To begin, equations (E-35a, b, and c) are modified 
for the r'th stage, such that 
x 
r 




Referring to equations (E-41) and (E- 42) , {w} is normalized and re-r 
named as the vector {p }. r 
{p } 
r 
{O, 0, ... , 0, 1, 
T 
ur vr , 0, •.. , O} (E-49) 
The three non-zero elements o f {p } are in location (r), (r + 1) 
r 




Y I ( x + s ) r r - r 
z I ( x + s ) 







(1 + u 2 + v 2) 
r r 
The sign in equations (E-50a and b) is chosen according to 
Ix + s I r - r Ix I + s r r 
Finally, the elementary Hermitian matrix, P , is defined as 
r 
P =I - 2{p }{p }T/ll P 11 22 · r r r r 




2/(1 + 2 + 2) u v ' r r 
T 







As a final simplification, define a truncated transformation 
vector {pr}, in which the leading zeros are ignored. The vector 
contains only the elements from r to n and has a length of (n - r 
+ 1). 
To illustrate this and the matrix P r' let n 6 and r 3. 
{p } = {O 0 1 u v O}T (E-53a) r r r 
C' } {l u v O}T (E-53b) Pr r r 
p =Ir : 









- au I r 






- a u - av 0 r r 
2 1-au - au v 0 r r r 
1-av 
2 
0 - au v r r r 
0 0 0 
The elementary Hermitian matrix is partitioned and only the lower 
right matrix need be determined, [I - {p } (a{p }T) ]. 
r r 
It will be shown how P1 can be determined using the 
same method 
in which P is determined . The matrix A1
, 
r 
here shown of order n = 6, 
is modified by adding one column at the front. The elements con-
tained in this column are xl, Y1 and zl. 
c xl x x x x x x [{pl} Al] (E-55) 0 
Y1 x x x x x x 
zl x x x x x 
0 x x x x 
0 x x x 
0 x x 
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This augmented mat rix , called C
0
, is used to derive c
1 
in the 
same manner as C is de rive d f rom C 
1
. The steps to determine 
r r-
P are listed below with the case r = 1 given in parentheses. r 
Before pre- multipl y i ng by P (P1), the current C 1 
(C) has 
r r- o 
the Hessenburg form with t hree additional non-zero elements: 
c(r- 1) 
r,r- 1 
C ( r - 1) ( C ( 0) ) 
r+l,r- 1 2 , 0 
C ( r-1) ( C ( 0) ) 
r+2,r-l 3,0 
The transformation vector, {pr} ({p
1
}) , i s determined using equa-
tions (E-50a) through (E- 50e) . In t h i s case, {p
1
} is the same as 
{p
1
} since there are no leading zero s to be truncated. The elemen-
tary Hermitian matrix Pr (P1 ) is now de t e rmined using equation 
(E-51) or (E-52). 
At this point, the final accele r ation me thod, being two conse-
cutive small sub - diagonal elements, can be explained. Given A with 
s 
the t o consecutive elements a r+l ,r and ar+2 ,r+l of order s , the 
matrix can be partitioned i n a s i milar manner to equation (E-6). 
A x X I x x x x 
= t:- ~ ~J (E-56) s I x X I x x x x 
E I x x x x i , 
E2 x x x I 
I x x x 
x x 
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Elements artl,r and ar+Z , r+l are denot ed by s 1 and s 2 . 
The s ' th iteration begins with t he transformation matrix Pr+l' 
rather than P1 , using xrtl' yrtl and zr+l in equations (E-48a, b and 
c) . 
Two references recommended for f urther computational and theo-
retical details are Wilkinson (1965) and Wilk inson and Reinsch 
(1971). 
APPENDIX F 
DETERMINING EIGENVECTORS THROUGH BACK SUBSTITUTION 
There are three cases to be considered when solving for the 
eigenvectors through back substitution. These are: 
1. All real eigenvalues and eigenvectors 
2. Both real and complex eigenvalues and eigenvectors 
3. All complex eigenvalues and eigenvectors 
All three cases will be demonstrated with a fourth order system. 
Case 1, being very straightforward, is covered first. A demonstra-
tion of Cases 2 and 3 will follow, each increasing in difficulty. 
Case 1. All Real Eigenvalues and Eigenvectors 
The eigenvector, {-
4
} , is determined first from the upper tri-
angular matrix T, and the fourth eigenvalue, A4 . 
tll - A4 tl2 tl3 tl4 lJJ14 
t22 - A4 t 23 t24 lJJ24 
\ lJJ34 
0 
t33 - t34 
t44 - A4 lJJ44 
Recall that the diagonal elements of an upper triangular matrix 
are the eigenvalues; t.. A •• 
11 1 
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).1 - ).4 
In this case, 
108 
t l 2 t 13 tl4 
A2 - A 4 t23 t24 
A3 - A4 t34 
0 














} determined, the fourth r ow and column of T are truncated. 
The third order system is solved f or {ljj° 3}. 
Al - A3 tl2 tl3 1JJ13 
A2 - A. 3 t2 3 1JJ23 0 
-
0 1JJ33 




1/Jki 0 f or k > i 
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lfl43 0 (F-2) 
- -
lfl13 = [-tl3 - tl2 lfl23J/(Al - A3) 
With {ljj
3
} determined, the third row and column are truncated. The 




The final modal matrix, ~ ' is 
'¥ = 1 lJJ12 lfl13 lfl14 (F-4) 
1 lfl23 lJJ24 
1 lJJ 34 
1 
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Case 2. Both Real and Complex 
Eigenvalues and Eigenvectors 
T is now a fourth order pseudo upper triangular matrix con-
taining one pair of complex conjugate eigenvalues. The pair of 
complex eigenvalues is determined from the 2 x 2 diagonal sub- matrix. 
In this example, A2 and A3 are the complex conjugate eigenvalues. 
tll - ~\ tl2 tl3 tl4 1);14 
t22 - \ t23 t24 1);24 
0 
t32 t 33 - /t4 t34 lJJ 34 
t44 lJJ44 
-
The diagonal elements, excluding those within the 2 x 2 sub-matrix, 
are eigenvalues . 
Al - A4 tl2 tl3 tl4 1);14 
t22 - A4 t23 t24 lJJ24 
t32 t33 - A4 t34 1JJ34 
0 
0 lJJ44 





are determined by solving rows two and three 
simultaneously. 
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(t22 - A4) lj°;24 + t23 tjj34 = -t24 
These may be written in matrix form as 
Cramer ' s Rule is used to deter mine ~24 . 
(- t24) Ct 33 - A4) - Ct23)C-t34) 








may be foun d from either equation (F-Sa) or 





1'l14 (-tl4 - tl3 1jj34 - tl2 1jj24)/( Al - A4). (F-8) 
The entire fou r th e i genvecto r , {lj)4}, has now been determined. 
The f ourth row and column are t runc ated, resulting in a third order 









} must also be 
complex conjugates. It is only neces s ary to solve for one eigen-
vector, s ay {lj)
3
} . The eigenvector can be conveniently stored with 
the r eal part in {-
2
} and the imaginary part in {lj)
3
}. 
Al - A3 tl2 tl3 
t 22 - A3 t23 
t32 t33 - A3 
To simplify computations, let 
tl2 
















a value of (1 + iO ). The second element, x2 , is deter-
mined from row three . 
0 
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-Ct33 - P3) . q3 
----- + i~-
t32 t32 
Equating the real part of x2 with w22 , and the imaginary part with 
w23 , yields 
(F-9) 
(F-10) 
To complete the third eigenvector, {ljJ3}, w12 and w13 must also be 
determined. 
This equation may be broken down into two equations by equating the 




Written in matrix form, it becomes 
Using Cramer's Rule, ~12 and w13 are found to be . 
and 
( Al - p 3) s + r q3 
( Al - P3)2 + (q3)2 
(F-11) 
(F-12) 
The entire modal matrix, , has been determined, and may be written 
as 
1 (F-13) 
Case 3. All Complex Eigenvalues and Eigenvectors 
In this case, all the eigenvalues and t he i r corresponding eigen-
vectors occur as complex conjugate pairs . The pseudo upper triangular 




, the complex eigenvector {1jJ
4
} is f ound in the same manner as 
{°ijj'
3
} was found in Case 2. The real portion of {ljJ
4
} is stored in 
{"ij)
3
} ; the imaginary portion is stored in {¢
4
}. Next, A2 is used 
to determine the complex eigenvector {1jJ
2
} using the same procedure 
as outlined above. The final modal matrix, ~ ' will look like 
~ = ~11 ~12 ~13 ~14 (F-14) 
~ 
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