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The quark-mesonmodel is often used as a low-energy effectivemodel forQCD to study the chiral transition
at finite temperature T, baryon chemical potential μB, and isospin chemical potential μI . We determine the
parameters of the model by matching the meson and quark masses, as well as the pion decay constant to their
physical values using the on shell (OS) and modified minimal subtraction (MS) schemes. In this paper, the
existence of different phases at zero temperature is studied. In particular, we investigate the competition
between an inhomogeneous chiral condensate and a homogeneous pion condensate. For the inhomogeneity,
we use a chiral-density wave ansatz. For a sigma mass of 600 MeV, we find that an inhomogeneous chiral
condensate exists only for pionmasses below approximately 37MeV.We also show that due to our parameter
fixing, the onset of pion condensation takes place exactly at μcI ¼ 12mπ in accordance with exact results.
DOI: 10.1103/PhysRevD.97.076005
I. INTRODUCTION
The phases of dense QCD as functions of the baryon
chemical potential μB or the quark chemical potential μ ¼
1
3
μB have been studied in detail since the first phase
diagram was suggested in the 1970s [1–3]. For baryon
chemical potentials lower than the nucleon mass mN and at
T ¼ 0, we are in the vacuum phase. For larger values of the
baryon chemical potential, one expected a first-order
transition to quark matter, a phase in which chiral sym-
metry is approximately restored and where quarks are no
longer confined to the individual nucleons. It turns out that
the phase diagram is very rich. For asymptotically large
values of the quark chemical potential, we have one of the
few rigorous results. Due to asymptotic freedom, the
system is weakly interacting and an attractive quark-quark
interaction from one-gluon exchange gives rise to color
superconductivity and the so-called color-flavor locked
phase. For lower values of the quark chemical potential,
one cannot use perturbative QCD, and instead one has to
use low-energy effective models of QCD such as the quark-
meson (QM) model or Nambu-Jona-Lasinio (NJL) model.
These models predict a plethora of superconducting phases
depending on e.g. the quark masses and other external
parameters such as magnetic fields [4–6]. Other possibil-
ities include the quarkyonic phase [7,8], whose existence is
unambiguously argued in the large-Nc limit, where Nc is
the number of colors.
Another interesting aspect of the QCD phase diagram at
T ¼ 0 is the possibility of inhomogeneous phases, see
[9,10] for reviews. These are phases where two quarks (or a
quark and an antiquark) with momenta pþ q and −pþ q
pair, resulting in a Cooper pair with a net momentum 2q
and a complex order parameter of the form Δe2iq·x.
Instead of considering only the baryon chemical poten-
tial, one can allow for an independent chemical potential μf
for each quark flavor f. For two quark flavors, using μu and
μd is equivalent to using μB and an isospin chemical
potential μI . Systems at zero baryon chemical potential
and finite isospin chemical potential are of particular
interest, since the fermion determinant is real and one
can perform lattice simulations using standard importance
sampling techniques, see e.g. [11–15]. The picture that
emerges from the simulations is that at T ¼ 0, the chiral
condensate is constant for μI below a critical value,
μcI ¼ 12mπ .1 The critical value of the isospin chemical
potential marks the onset of pion condensation, and the
transition is of second order. This picture is consistent with
the predictions of chiral perturbation theory [16,17].
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in the literature.
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In addition to chiral perturbation theory [16–20], there
have also been a number of other approaches and model
calculations studying various aspects of the QCD phase
diagram at finite isospin density. These include the resonance
gas model [21], random matrix models [22], the NJL model
[23–34], the quark-mesonmodel [35–37], perturbative QCD
[38], and hard-thermal-loop perturbation theory [39].
In the present paper, we use the quark-meson model to
study possible phases at T ¼ 0 and at finite baryon and
isospin chemical potentials. In particular, we extend certain
aspects of earlier studies [40–43] by looking at the
competition between an inhomogeneous chiral condensate
and a homogeneous pion condensate. Studies of the
competition between homogeneous and inhomogeneous
condensates have been carried out in the 1þ 1 dimensional
NJL model in [44–46].
The paper is organized as follows. In Sec. II, we briefly
discuss the quark-meson model, and in Sec. III we calculate
the effective potential in the mean-field approximation. In
Sec. IV, we present the phase diagram in the μ–μI plane at
zero temperature, and in Sec. V, we summarize and con-
clude. In Appendix A, we list a number of integrals needed
in the calculations, while Appendix B provides the reader
with some details of how the parameters are determined. In
Appendix C, we show that the critical isospin chemical
potential is exactly μcI ¼ 12mπ in our approximation.
II. QUARK-MESON MODEL
The Lagrangian of the two-flavor quark-meson model in
Minkowski space is
L ¼ 1
2
½ð∂μσÞð∂μσÞ þ ð∂μπ3Þð∂μπ3Þ
þ ð∂μ þ 2iμIδ0μÞπþð∂μ − 2iμIδμ0Þπ−
−
1
2
m2ðσ2 þ π23 þ 2πþπ−Þ −
λ
24
ðσ2 þ π23 þ 2πþπ−Þ2
þ hσ þ ψ¯ ½i∂ þ μfγ0 − gðσ þ iγ5τ · πÞψ ; ð1Þ
where ψ is a color Nc-plet, a four-component Dirac spinor
as well as a flavor doublet
ψ ¼

u
d

; ð2Þ
and μf ¼ diagðμu; μdÞ, where μu and μd, are the quark
chemical potentials, μI is the isospin chemical potential, τi
(i ¼ 1, 2, 3) are the Pauli matrices in flavor space,
π ¼ ðπ1; π2; π3Þ, and π ¼ 1ﬃﬃ2p ðπ1  iπ2Þ.
Apart from the global SUðNcÞ symmetry, the Lagrangian
(1) has a Uð1ÞB × SUð2ÞL × SUð2ÞR symmetry for h ¼ 0
and a Uð1ÞB × SUð2ÞV symmetry for h ≠ 0. When
μu ≠ μd, this symmetry is reduced to Uð1ÞB × UI3Lð1Þ ×
UI3Rð1Þ for h ¼ 0 and Uð1ÞB × UI3ð1Þ for h ≠ 0.
The number density associated with a chemical potential
μA is
nA ¼ −
∂V
∂μA ; ð3Þ
where V is the effective potential. The baryon and isospin
densities can be expressed in terms of the quark densities nu
and nd as
nB ¼
1
3
ðnu þ ndÞ; ð4Þ
nI ¼ nu − nd: ð5Þ
Equations (4)–(5) together with the chain rule can be used
to derive relations among the baryon and isospin chemical
potentials and the quark chemical potentials. We have
nI ¼ −
∂V
∂μI
¼ −
∂V
∂μu −
∂V
∂μd

¼ −
∂μu
∂μI
∂V
∂μu þ
∂μd
∂μI
∂V
∂μd

: ð6Þ
This yields
∂μu
∂μI ¼ −
∂μu
∂μI ¼ 1: ð7Þ
Similarly, we find ∂μu∂μB ¼
∂μd∂μB ¼ 13. From this, we find the
following relations among the chemical potentials:
μu ¼
1
3
μB þ μI; ð8Þ
μd ¼
1
3
μB − μI: ð9Þ
Introducing the quark chemical potential μ ¼ 1
3
μB and
inverting the relations (8)–(9), we find
μ ¼ 1
2
ðμu þ μdÞ; ð10Þ
μI ¼
1
2
ðμu − μdÞ: ð11Þ
In the following, we will express the equations and our
result in terms of μ and μI instead of μu and μd.
III. EFFECTIVE POTENTIAL
In the following, we allow for an inhomogeneous chiral
condensate. To be specific, we consider a one-dimensional
chiral-density wave with a wave vector q pointing in the
positive z-direction. The expectation values of the fields are
written as
σ ¼ ϕ0 cosðqzÞ; π3 ¼ ϕ0 sinðqzÞ ð12Þ
π1 ¼ π0; π2 ¼ 0; ð13Þ
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where ϕ0 and π0 are constant in space. The latter represents
a homogeneous pion condensate. A pion condensate breaks
the UI3Lð1Þ ×UI3Rð1Þ symmetry to UI3Vð1Þ or the UI3ð1Þ
symmetry. IntroducingΔ ¼ gϕ0 and ρ ¼ gπ0, the tree-level
potential in Euclidean space can be written as
V0 ¼
1
2
q2
g2
Δ2 þ 1
2
m2
g2
Δ2 þ 1
2
m2 − 4μ2I
g2
ρ2
þ λ
24g4
ðΔ2 þ ρ2Þ2 − h
g
Δ cosðqzÞδq;0: ð14Þ
The Kronecker-delta δq;0 in the last term in Eq. (14) is
necessary since a term Δ cosðqzÞ vanishes for a nonzero q
upon integrating the free energy density over a sufficiently
large spatial volume.
Expressing the parameters in the Lagrangian in terms of
the sigma mass mσ , pion mass mπ, pion decay constant fπ ,
and quark mass mq, we find
m2 ¼ − 1
2
ðm2σ − 3m2πÞ; λ ¼ 3
ðm2σ −m2πÞ
f2π
; ð15Þ
g2 ¼ m
2
q
f2π
; h ¼ m2πfπ: ð16Þ
Inserting these relations, we can write the tree-level
potential as
V0 ¼
1
2
f2πq2
Δ2
m2q
−
1
4
f2πðm2σ − 3m2πÞ
Δ2 þ ρ2
m2q
− 2μ2I f2π
ρ2
m2q
þ 1
8
f2πðm2σ −m2πÞ
ðΔ2 þ ρ2Þ2
m4q
−m2πf2π
Δ
mq
cosðqzÞδq;0: ð17Þ
Since we want to integrate out the fermions, we need the
part of the Lagrangian that is bilinear in the quark fields
L2¼ ψ¯ ½iγμ∂μþðμþ τ3μIÞγ0−Δeiγ5τ3qz− iτ1γ5ρψ : ð18Þ
We next redefine the quark fields, ψ → e−
1
2
iγ5τ3qxψ and
ψ¯ → ψ¯e−
1
2
iγ5τ3qx. The transformation of the field ψ amounts
to a unitary transformation of the Dirac Hamiltonian,
H→ H0 ¼ e12iγ5τ3qxHe−12iγ5τ3qx. The Dirac operator D then
reads
D ¼

iγμ∂μ þ ðμþ τ3μIÞγ0 − Δþ 1
2
γ5γ3τ3q − iτ1γ5ρ

:
ð19Þ
In momentum space, the Dirac operator is
D ¼

pþ ðμþ τ3μIÞγ0 − Δþ
1
2
γ5γ3τ3q − iτ1γ5ρ

: ð20Þ
The quark energies can be read off from the zeros of the
determinant of the Dirac operator, which are found to be,
see e.g. [47]
Eu ¼Eðq;−μIÞ; Ed ¼Eðq;μIÞ;
E¯u ¼Eðq;μIÞ; E¯d ¼Eðq;−μIÞ; ð21Þ
where we have defined
Eðq;μIÞ¼
" ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2⊥þ
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2k þΔ2
q
þq
2

2
s
þμI
!2
þρ2
#1
2
;
ð22Þ
and where the wave vector q points in the positive pk
direction.
The one-loop contribution to the effective potential is
V1 ¼ −
1
2
Nc
Z
p
ðEu þ Ed þ E¯u þ E¯d Þ; ð23Þ
where a sum over  is implied and the integral is in d ¼
3 − 2ϵ dimensions (See Appendix A). The integral in
Eq. (23) is ultraviolet divergent, and in order to isolate
the divergences, we need to expand the energies in powers
of q and μI to the appropriate orders. This yields
Vdiv ¼ −4Nc
Z
p
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2 þ ρ2
q
þ μ
2
Iρ
2
2ðp2 þ Δ2 þ ρ2Þ32 þ
3q2μ2Iρ
2ð4Δ2 þ 4p2k − p2⊥ − ρ2Þ
16ðp2 þ Δ2 þ ρ2Þ72
þ q
2ðp2⊥ þ ρ2Þ
8ðp2 þ Δ2 þ ρ2Þ32 þ
q4ðp2⊥ þ ρ2Þð4Δ2 þ 4p2k − p2⊥ − ρ2Þ
128ðp2 þ Δ2 þ ρ2Þ72

¼ 2Ncð4πÞ2

eγEΛ2
Δ2 þ ρ2

ϵ

2ðΔ2 þ ρ2Þ2Γð−2þ ϵÞ þ q2Δ2ΓðϵÞ − 4μ2Iρ2ΓðϵÞ − 2q2μ2I
Δ2ρ2
ðΔ2 þ ρ2Þ2 Γð2þ ϵÞ
−
q4
12
Δ2
ðΔ2 þ ρ2Þ2 ½ð1 − ϵÞΔ
2 þ 2ρ2Γð1þ ϵÞ

: ð24Þ
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The remainder Vfin is finite and reads
Vfin ¼ V1 − Vdiv: ð25Þ
Note that Vfin can be evaluated directly in d ¼ 3 dimensions. In the case ρ ¼ μI ¼ 0, one can calculate Vfin analytically, see
Ref. [48] for an explicit evaluation. In the present case, it must be evaluated numerically. Using the expressions for the
integrals listed in Appendix A, we can write the unrenormalized one-loop effective potential V ¼ V0 þ V1 as
V ¼ 1
2
q2
g2
Δ2 þ 1
2
m2
g2
Δ2 þ 1
2
m2 − 4μ2I
g2
ρ2 þ λ
24g4
ðΔ2 þ ρ2Þ2 − h
g
Δ cosðqzÞδq;0
þ 2Ncð4πÞ2

Λ2
Δ2 þ ρ2

ϵ

ðΔ2 þ ρ2Þ2

1
ϵ
þ 3
2

þ q2Δ2 1
ϵ
− 4μ2Iρ2
1
ϵ
−
q4
12
Δ2ðΔ2 þ 2ρ2Þ
ðΔ2 þ ρ2Þ2 − 2q
2μ2I
Δ2ρ2
ðΔ2 þ ρ2Þ2

þ Vfin þOðϵÞ: ð26Þ
The unrenormalized one-loop effective potential contains poles in ϵ, which are removed by mass and coupling constant
renormalization. In the MS scheme this is achieved by making the substitutions m2 → Zm2m
2, λ → Zλλ, g2 → Zg2g
2, and
h→ Zhh, where
Zm2 ¼ 1þ
4Ncg2
ð4πÞ2ϵ ; Zλ ¼ 1þ
8Nc
ð4πÞ2ϵ

g2 − 6
g4
λ

; Zg2 ¼ 1þ
4Ncg2
ð4πÞ2ϵ ; Zh ¼ 1þ
2Ncg2
ð4πÞ2ϵ : ð27Þ
The renormalized one-loop effective potential then reads
V1−loop¼
1
2
q2
g2
MS
Δ2þ1
2
m2
MS
g2
MS
Δ2þ1
2
m2
MS
−4μ2I
g2
MS
ρ2þ λMS
24g4
MS
ðΔ2þρ2Þ2−hMS
gMS
ΔcosðqzÞδq;0
þ 2Ncð4πÞ2

½ðΔ2þρ2Þ2þq2Δ2−4μ2Iρ2 log

Λ2
Δ2þρ2

þ3
2
ðΔ2þρ2Þ2−q
4
12
Δ2ðΔ2þ2ρ2Þ
ðΔ2þρ2Þ2 −2q
2μ2I
Δ2ρ2
ðΔ2þρ2Þ2

þVfin;
ð28Þ
where the subscript MS indicates that the parameters are running with the renormalization scale Λ. In Appendix B, we
discuss how one can express the parameters in the MS scheme in terms of physical masses and couplings. Using
Eqs. (B14)–(B17), the final expression for the one-loop effective potential in the large-Nc limit becomes
V1−loop ¼
1
2
f2πq2

1 −
4m2qNc
ð4πÞ2f2π

log
Δ2 þ ρ2
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ

Δ2
m2q
þ 3
4
m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

Δ2 þ ρ2
m2q
−
1
4
m2σf2π

1þ 4m
2
qNc
ð4πÞ2f2π

1 −
4m2q
m2σ

Fðm2σÞ þ
4m2q
m2σ
− Fðm2πÞ −m2πF0ðm2πÞ

Δ2 þ ρ2
m2q
− 2μ2I f2π

1 −
4m2qNc
ð4πÞ2f2π

log
Δ2 þ ρ2
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ

ρ2
m2q
þ 1
8
m2σf2π

1 −
4m2qNc
ð4πÞ2f2π

4m2q
m2σ

logΔ2 þ ρ2
m2q
−
3
2

−

1 −
4m2q
m2σ

Fðm2σÞ þ Fðm2πÞ þm2πF0ðm2πÞ
 ðΔ2 þ ρ2Þ2
m4q
−
1
8
m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ
 ðΔ2 þ ρ2Þ2
m4q
−m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

Δ
mq
cosðqzÞδq;0
−
Nc
6ð4πÞ2

q4
Δ2ðΔ2 þ 2ρ2Þ
ðΔ2 þ ρ2Þ2 þ 24q
2μ2I
Δ2ρ2
ðΔ2 þ ρ2Þ2

þ Vfin: ð29Þ
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The effective potential must be independent of q in the limit
Δ → 0, it cannot depend on the wave vector if the
magnitude of the order parameter is zero. We have checked
numerically that this is the case for V1−loop in Eq. (29).
The matter part of the one-loop effective potential is
Vmat ¼ −NcT
Z
p
flog½1þ e−βðEu −μÞ
þ log½1þ e−βðEd −μÞ
þ log½1þ e−βðEu¯þμÞ þ log½1þ e−βðEd¯þμÞg: ð30Þ
In the limit T → 0, this contribution reads
Vmat ¼ Nc
Z
p
½ðEu − μÞθðμ − Eu Þ þ ðEd − μÞθðμ − Ed Þ:
ð31Þ
The complete one-loop effective potential is then the sum
of Eqs. (29) and (31) and is denoted by Vfull.
IV. PHASE DIAGRAM
In this section, we discuss the phase diagram in the μ–μI
plane at T ¼ 0. In the numerical work below, we set
Nc ¼ 3, mσ ¼ 600 MeV, and fπ ¼ 93 MeV. In the chiral
limit mπ ¼ 0, while at the physical point, we set
mπ ¼ 140 MeV.
A. Homogeneous chiral condensate
We first restrict ourselves to a homogeneous chiral
condensate as well as a homogeneous pion condensate,
i.e. we set q ¼ 0 in Eqs. (29) and (31). In the remainder of
this section we consider only the physical point.
In Fig. 1,we show in the upper panel, the chiral condensate
(blue line) and pion condensate (red line) as functions of the
isospin chemical potential μI for μ ¼ 0 at vanishing temper-
ature. The onset of pion condensation is at μI ¼ 12mπ . The
pion condensate increases, while the chiral condensate
decreases. One can view this as a rotation of the chiral
condensate into a pion condensate as μI increases. For
μI <
1
2
mπ , the chiral condensate is constant, which reflects
the Silver Blaze property of the vacuum phase: physical
quantities are independent of the isospin chemical potential
for μI < μcI , where the critical chemical potential is μ
c
I ¼
1
2
mπ [49]. In the lower panel of Fig. 1, we also show the chiral
condensate (blue line) and pion condensate (red line) as
functions of the isospin chemical potential μI , now for
μ ¼ 260 MeV. We notice that there is a region of μ, where
Δ decreases before the onset of pion condensation. This
corresponds to a phase which is different from the vacuum
phase since the thermodynamic observables (here the chiral
condensate) depend on the isospin chemical potential.
More generally, the effective potential, and therefore
thermodynamic observables are independent of μ and μI in
the region bounded by the μI and μ axes, and the straight
lines given by μþ μI ¼ gfπ ¼ mq and μI ¼ μci ¼ 12mπ . In
particular, the quark and isospin densities, which are
defined by
nq ¼ −
∂Vfull
∂μ ; nI ¼ −
∂Vfull
∂μI ð32Þ
vanish in this region. We therefore refer to this region as the
vacuum phase. This is shown in Fig. 2, where the vacuum
phase is bounded below the solid blue and red lines. The
red line shows the phase boundary between a phase with
ρ ¼ 0 and a pion-condensed phase. The transition is second
order when the red line is solid and first order when it is
dashed. The solid dot indicates the position of the critical
end point where the first-order line ends. The critical end
point is located at ðμ; μIÞ ¼ ð264; 91Þ MeV. The green line
indicates the boundary between a chirally broken phase and
a phase where chiral symmetry is approximately restored.
For a sigma mass of mσ ≥ 600 MeV this transition is a
crossover before it attaches to the dashed red line.2 The
region bounded by the three lines is a phase with chiral
symmetry breaking but no pion condensate. The effective
0 50 100 150 200
0
50
100
150
200
250
300
I MeV
,
M
eV
0 50 100 150 200
0
50
100
150
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300
I MeV
,
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FIG. 1. Chiral condensate (blue line) and pion condensate (red
line) as functions of the isospin chemical potential μI for μ ¼ 0
(upper panel) and μ ¼ 260 MeV (lower panel) at the physical
point and T ¼ 0.
2At the physical point, we define the green line by the
inflection point of Δ as a function of μ for fixed μI . For smaller
sigma masses, the green line represents a first-order transition
[35]. This line ends at a critical point.
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potential depends on μ and μI , and therefore the quark and
isospin densities are nonzero.
Since we have determined the parameters of the
Lagrangian such that the pion propagator including the
self-energy has a pole at mπ ¼ 140 MeV, the onset of pion
condensation is exactly at μI ¼ 12mπ [16]. We show this
explicitly in Appendix C. The result can be understood as
follows. The energy of a zero-momentum pion in the
vacuum phase is mπ − 2μI . If it is a second-order transition
it must take place exactly at a point where the (medium-
dependent) mass of the pion drops to zero because in the
condensed phase there is a massless Goldstone mode
associated with the breaking of the Uð1Þ symmetry.3 If
one uses matching at tree level, there will be finite
corrections to this relation. Likewise, if one uses the
effective potential itself to define the pion mass, one uses
the pion self-energy at zero external momentum and so the
pole of the propagator is not at the physical mass. Again
there will be finite corrections to μI ¼ 12mπ and in some
cases, the deviation can be substantial [35]. Finally, we
mention that the lattice result [13–15] for the onset of pion
condensation at T ¼ 0 for 2þ 1 dynamical quarks is in
agreement with this. Likewise, their simulations strongly
suggest that the transition is second order in the Oð2Þ
universality class in agreement with expectations.
In Fig. 3, we show Δ (blue line) and ρ (red line) as
functions of the chemical potential for fixed value of the
isospin chemical potential, μI ¼ 0 in the upper panel
and μI ¼ 90 MeV in the lower panel. For μI ¼ 0 there
is no pion condensate, and there is a crossover at
μ ¼ 323.6 MeV. For sigma masses below 600 MeV, this
transition is first order.
B. Inhomogeneous chiral condensate versus
homogeneous pion condensate
In this section, we generalize our result to nonzero q, i.e.
we allow for an inhomogeneous chiral condensate.
It is known from earlier studies of inhomogeneous
phases [41] in the NJL and QM models that the size of
the region where an inhomogeneous phase exists depends
rather sensitively on the mass of the pion. In Fig. 4, we
show the lower and upper values of the chemical potential μ
for which an inhomogeneous phase exists as a function of
mπ at zero isospin chemical potential. The curves meet at
mcπ ¼ 37.1 MeV, beyond which no inhomogeneous phase
exists. In particular, no inhomogeneous phase exists at the
physical point. The mechanism behind this is as follows.
The symmetry-breaking term ∼ −m2πf2π cosðqzÞδq;0 is non-
zero only for q ¼ 0. When the pion mass is sufficiently
large, this term is large enough for the homogeneous phase
to be preferred over the inhomogeneous one. This is in
mq
SB
2nd order
1st order
0 100 200 300 400
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FIG. 2. Phase diagram in the μ–μI plane at the physical point in
the homogeneous case at T ¼ 0. See main text for details.
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FIG. 3. Chiral condensate (blue line) and pion condensate (red
line) as functions of the chemical potential μ for μI ¼ 0 (upper
panel) and μI ¼ 90 MeV (lower panel) at the physical point and
T ¼ 0.
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FIG. 4. Lower and upper limits of the chemical potential μ
where an inhomogeneous phase exists as a function of
mπ for μI ¼ 0.
3It is the UI3ð1Þ symmetry mentioned in Sec. II which is
broken by the pion condensate.
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contrast to the results of [41], where an inhomogeneous
phase exists all the way up to mπ ¼ 140 MeV. We can
think of at least two reasons for this qualtitative difference.
Firstly, in Ref. [41] tree-level parameters were used.
Secondly, a solitonic ansatz for the inhomogenity was
used, and it is possible that this can sustain a inhomo-
geneous phase for larger pion masses.
In Fig. 5, we show the phase diagram in the μ–μI plane at
vanishing temperature for mπ ¼ 0. Solid lines indicate
second-order transitions, while dashed lines indicate
first-order transitions. The black dot is the end point of
the first-order line. To the left of the blue line there is a
homogeneous pion condensate that does not change with
increasing chemical potential and is equal to ρ0 ¼
ρðμ ¼ 0; μIÞ. Between the blue and green line the pion
condensate decreases and the quark density is nonzero. In
both homogeneous phases we find Δ ¼ 0, except for
μI ¼ 0.4 The region between the green and the red line is
the inhomogeneous phase, where the chiral condensate and
wave vector q are nonzero. In this phase, the pion condensate
vanishes, implying that an inhomogeneous chiral condensate
and a homogeneous pion condensate do not coexist. Similar
conclusions have been drawn in studies of the 1þ 1 dimen-
sional NJL model [44,45]. Finally, the region to the right of
red, blue, and green line segments is the symmetric phase,
whereΔ ¼ ρ ¼ q ¼ 0. The blue dotmarks the Lifshitz point
where the homogeneous, inhomogeneous and chirally sym-
metric phases connect.
In Fig. 6, we show a cross section of the phase diagram in
Fig. 5 in the chiral limit for μ ¼ 0. The pion condensate is
shown as a function of the isospin chemical potential μI .
We notice that the chiral condensate in the vacuum
immediately vanishes once μI > 0 and is rotated to a pion
condensate with the value ρ ¼ mq. The pion condensate
increases further as we increase the isospin chemical
potential μI .
In Fig. 7, we show a cross section of the phase diagram in
Fig. 5 in the chiral limit for μ ¼ 325 MeV. The chiral
condensate is the blue line, and the wave vector is the red
line. The transition to the symmetric phase is of second
order. Note that the pion condensate is zero in the
inhomogeneous phase.
In Fig. 8, we show the chiral condensate (blue line),
wave vector (red line), and pion condensate (green line) as
functions of the chemical potential μ in the chiral limit for
μI ¼ 5 MeV. In the homogeneous phase, a pion conden-
sate is favored over a chiral condensate. At the first-order
transition at μ ¼ 323 MeV, the pion condensate drops to
0
homogeneous
inhomogeneous
260 280 300 320 340
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FIG. 5. Phase diagram in the μ–μI plane at T ¼ 0 in the chiral
limit. See main text for details.
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FIG. 6. Pion condensate as a function of the chemical potential
μI in the chiral limit for μ ¼ 0.
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FIG. 7. Chiral condensate Δ (blue line) and wave vector q (red
line) as a function of the isospin chemical potential μI in the chiral
limit for μ ¼ 325 MeV.
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FIG. 8. Chiral condensate (blue line), wave vector (red line),
and pion condensate (green line) as functions of the chemical
potential μ in the chiral limit for μI ¼ 5 MeV.
4On theμ-axis, i.e. forμI ¼ 0, the effective potential is a function
of Δ2 þ ρ2 with a minimum atm2q up to μ ¼ mq. Since the critical
isospin chemical potential is μcI ¼ 0, pion condensation starts away
from the μ-axis, and we chose Δ ¼ mq as the minimum.
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zero, and we enter a phase with an inhomogeneous chiral
condensate. At μ ¼ 329.8 MeV, there is a second-order
transition to the symmetric phase.
In Fig. 9, we show the pion condensate as a function
of the chemical potential in the chiral limit and for
μI ¼ 75 MeV. There are two first-order transitions at
μ ¼ 302.5 MeV and μ ¼ 312.3 MeV, respectively, where
the value of the pion condensate jumps discontinuously.
V. SUMMARY
In the present paper, we have studied the phases of QCD
at T ¼ 0 in the μ–μI plane using the quark-meson model as
a low-energy effective model. Combining the MS and OS
schemes, we have determined the parameters of the model,
whose values are consistent with the approximation that we
used for the effective potential. In contrast to other model
calculations, where the parameters are fixed at tree level,
our method guarantees that the critical isospin chemical
potential at T ¼ 0 is exactly at μI ¼ 12mπ .
Moreover, we found that the existence of an inhomo-
geneous chiral condensate depends on the value of the pion
mass, which is in agreement with earlier model calculations
[41]. Specifically, we found that the chiral density wave
is disfavored for pion masses larger than approxi-
mately 37 MeV. The existence of such a critical pion
mass is in contrast to the results of Ref. [41], where an
inhomogeneous chiral condensate exists all the way up to
mπ ¼ 140 MeV. The difference is probably due to tree-
level versus one-loop matching of the parameters as well as
different ansätze for the inhomogeneity.
Finally, we mapped out the phase diagram at T ¼ 0 in the
μ–μI plane both in the chiral limit and at the physical point.
In the chiral limit, we have seen that there is a region where
an inhomogeneous chiral condensate is favored. The cor-
respondingLifshitz point is a tricritical point, as three phases
meet. At the physical point, the phase diagram is in
qualitative agreement with the mean-field calculations in
[35]. However, they have also performed a functional
renormalization group (FRG) calculation of the phase
diagram and including the mesonic fluctuations gives rise
to qualitative differences. One important difference is that
the transition to a Bose-condensed phase is second order in
the entire μ–μI plane. It would be very interesting to perform
an FRG calculation including inhomogeneous phases to see
whether the mean-field picture found here will change.
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APPENDIX A: INTEGRALS
With dimensional regularization, the momentum integral
is generalized to d ¼ 3 − 2ϵ spatial dimensions. We define
the dimensionally regularized integral byZ
p
¼

eγEΛ2
4π

ϵ Z ddp
ð2πÞd ; ðA1Þ
where Λ is the renormalization scale in the modified
minimal subtraction scheme MS. It is convenient to write
the integral asZ
p
¼

eγEΛ2
4π

ϵ Z dd−1p⊥
ð2πÞd−1
Z
∞
−∞
dpk
2π
: ðA2Þ
In order to calculate the effective potential, we need the
vacuum integrals
Z
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þM2
q
¼ − M
4
ð4πÞ2

eγEΛ2
M2

ϵ
Γð−2þ ϵÞ ¼ − M
4
2ð4πÞ2

Λ2
M2

ϵ

1
ϵ
þ 3
2
þOðϵÞ

; ðA3Þ
Z
p
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þM2
p ¼ − 2M2ð4πÞ2

eγEΛ2
M2

ϵ
Γð−1þ ϵÞ ¼ − 2M
2
ð4πÞ2

Λ2
M2

ϵ

1
ϵ
þ 1þOðϵÞ

; ðA4Þ
Z
p
1
ðp2 þM2Þ32 ¼
4
ð4πÞ2

eγEΛ2
M2

ϵ
ΓðϵÞ ¼ 4ð4πÞ2

Λ2
M2

ϵ

1
ϵ
þOðϵÞ

; ðA5Þ
Z
p
ðp2⊥ þ ρ2Þ
ðp2 þ Δ2 þ ρ2Þ32 ¼ −
4Δ2
ð4πÞ2

eγEΛ2
Δ2 þ ρ2

ϵ
ΓðϵÞ ¼ − 4Δ
2
ð4πÞ2

Λ2
Δ2 þ ρ2

ϵ

1
ϵ
þOðϵÞ

; ðA6Þ
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FIG. 9. Pion condensate ρ as a function of the chemical
potential μ in the chiral limit for μI ¼ 75 MeV.
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Z
p
ðp2⊥ þ ρ2Þð4Δ2 − ρ2 þ 4p2k − p2⊥Þ
ðp2⊥ þ p2k þM2Þ
7
2
¼ 16
3ð4πÞ2

eγEΛ2
Δ2 þ ρ2

ϵ Δ2
ðΔ2 þ ρ2Þ2 ½ð1 − ϵÞΔ
2 þ 2ρ2Γð1þ ϵÞ
¼ 16
3ð4πÞ2
Δ2ðΔ2 þ 2ρ2Þ
ðΔ2 þ ρ2Þ2 ½1þOðϵÞ; ðA7Þ
Z
p
ð4Δ2− ρ2þ 4p2k−p2⊥Þ
ðp2þΔ2þ ρ2Þ72 ¼
16
3ð4πÞ2

eγEΛ2
Δ2þ ρ2

ϵ Δ2
ðΔ2þ ρ2Þ2Γð2þ ϵÞ ¼
16
3ð4πÞ2
Δ2
ðΔ2þ ρ2Þ2 ½1þOðϵÞ: ðA8Þ
APPENDIX B: PARAMETER FIXING
In this appendix, we briefly discuss the fixing of the model parameters. At tree level, the relations between these
parameters and the physical quantities are given by Eqs. (15)–(16). In the on shell scheme, the divergent loop integrals are
regularized using dimensional regularization, but the counterterms are defined differently from those in the minimal
subtraction scheme. The counterterms in the on shell scheme are chosen so that they exactly cancel the loop corrections to
the self-energies5 and couplings evaluated on the mass shell, and consequently, the renormalized parameters are
independent of the renormalization scale and satisfy the tree-level relations [50–52]. In the MS scheme, the counterterms
are chosen so that they cancel only the poles in ϵ of the loop corrections. The bare parameters are the same in the two
schemes and so we can relate the corresponding renormalized parameters. The running parameters in the MS scheme can
therefore be expressed in terms of the physical masses mσ, mπ , and mq as well the pion decay constant. In Ref. [48] we
found
m2
MS
¼ m2 þ 8ig2Nc

Aðm2qÞ þ
1
4
ðm2σ − 4m2qÞBðm2σÞ −
3
4
m2πBðm2πÞ

− δm2
MS
¼ m2 þ 4g
2Nc
ð4πÞ2

m2 log
Λ2
m2q
− 2m2q −
1
2
ðm2σ − 4m2qÞFðm2σÞ þ
3
2
m2πFðm2πÞ

; ðB1Þ
λMS ¼ λ −
12ig2Nc
f2π
ðm2σ − 4m2qÞBðm2σÞ þ
12ig2Nc
f2π
m2πBðm2πÞ − 4iλg2Nc½Bðm2πÞ þm2πB0ðm2πÞ − δλMS
¼ λþ

12g2Nc
ð4πÞ2f2π

ðm2σ − 4m2qÞ

log
Λ2
m2q
þ Fðm2σÞ

þm2σ

log
Λ2
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ

−m2π

2 log
Λ2
m2q
þ 2Fðm2πÞ þ F0ðm2πÞ

; ðB2Þ
g2
MS
¼ g2 − 4ig4Nc½Bðm2πÞ þm2πB0ðm2πÞ − δg2MS ¼
m2q
f2π

1þ 4g
2Nc
ð4πÞ2

log
Λ2
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ

; ðB3Þ
hMS ¼ h − 2ig2Ncm2πfπ½Bðm2πÞ −m2πB0ðm2πÞ − δhMS ¼ h

1þ 2g
2Nc
ð4πÞ2

log
Λ2
m2q
þ Fðm2πÞ −m2πF0ðm2πÞ

; ðB4Þ
where Aðm2qÞ, Bðp2Þ, and B0ðp2Þ are integrals in d ¼ 4 − 2ϵ dimensions in Minkowski space. Going to Euclidean space,
they can be straightforwardly computed and read
Aðm2qÞ ¼
Z
p
1
p2 −m2q
¼ im
2
q
ð4πÞ2

Λ2
m2q

1
ϵ
þ 1þOðϵÞ

; ðB5Þ
5And such that the residues of the propagators evaluated on the mass shell are unity.
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Bðp2Þ ¼
Z
p
1
ðk2 −m2qÞ½ðkþ pÞ2 −m2q
¼ ið4πÞ2

Λ2
m2q

1
ϵ
þ Fðp2Þ þOðϵÞ

; ðB6Þ
B0ðp2Þ ¼ ið4πÞ2 F
0ðp2Þ: ðB7Þ
Here we have defined
Fðp2Þ ¼ 2 − 2r arctan

1
r

; ðB8Þ
F0ðp2Þ ¼ 4m
2
qr
p2ð4m2q − r2Þ
arctan

1
r

−
1
p2
; ðB9Þ
with r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4m2q
p2 − 1
q
.
The running parameters satisfy the following renormal-
ization group equations:
Λ
dm2
MS
ðΛÞ
dΛ
¼
8Ncm2MSðΛÞg2MSðΛÞ
ð4πÞ2 ; ðB10Þ
Λ
dg2
MS
ðΛÞ
dΛ
¼
8Ncg4MSðΛÞ
ð4πÞ2 ; ðB11Þ
Λ
dλMSðΛÞ
dΛ
¼ 16Ncð4πÞ2 ½λMSðΛÞg
2
MS
ðΛÞ − 6g4
MS
ðΛÞ; ðB12Þ
Λ
dhMSðΛÞ
dΛ
¼
4Ncg2MSðΛÞhMSðΛÞ
ð4πÞ2 : ðB13Þ
The solutions to Eqs. (B10)–(B13) are
m2
MS
ðΛÞ ¼ m
2
0
1 − 4g
2
0
Nc
ð4πÞ2 log
Λ2
Λ2
0
: ðB14Þ
g2
MS
ðΛÞ ¼ g
2
0
1 − 4g
2
0
Nc
ð4πÞ2 log
Λ2
Λ2
0
; ðB15Þ
λMSðΛÞ ¼
λ0 −
48g4
0
Nc
ð4πÞ2 log
Λ2
Λ2
0	
1 − 4g
2
0
Nc
ð4πÞ2 log
Λ2
Λ2
0


2
; ðB16Þ
hMSðΛÞ ¼
h0
1 − 2g
2
0
Nc
ð4πÞ2 log
Λ2
Λ2
0
; ðB17Þ
where m20, g
2
0, λ0 and h0, are the values of the running
parameters at the scale Λ0. We choose Λ0 to satisfy
log
Λ20
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ ¼ 0: ðB18Þ
Fðm2πÞ and m2πF0ðm2πÞ vanish in the chiral limit which
implies thatΛ0 ¼ mq. We can now evaluate Eqs. (B1)–(B4)
at Λ ¼ Λ0 to find m20, λ0, g20, and h0. Inserting
Eqs. (B14)–(B17) into Eq. (28) using the results for m20,
λ0, g20, and h0, we obtain the final result Eq. (29).
APPENDIX C: ONSET OF PION CONDENSATION
In order to show that the onset of pion condensation is
exactly at μI ¼ 12mπ, we expand the one-loop contribution
to the free energy in powers of ρ to fourth order to obtain an
effective Ginzburg-Landau energy functional. For simplic-
ity, we consider the case μ ¼ 0 where the finite-density
contribution (31) vanishes.
After renormalization, the one-loop effective potential
will be of the form
V1−loop ¼ α0 þ α2ρ2 þ α4ρ4; ðC1Þ
where the coefficients αi depend on the physical quantities
mσ , mπ, fπ , μI and Δ. The critical isospin chemical
potential μcI is defined by α2 ¼ 0 evaluated at Δ ¼ mq,
i.e. its vacuum value. If α4 > 0 at μcI and Δ ¼ mq, then
there is a second order transition at μcI .
Setting q ¼ 0 in Eq. (23) the one-loop vacuum energy
reduces to
V1 ¼ −2Nc
Z
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ	 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
q
 μI

2 þ ρ2
r
: ðC2Þ
Expanding Eq. (C2) in powers of ρ up to fourth order, we
find
V1 ¼ −2Nc
Z
p
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
q
 μI þ
1
2
ρ2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p
 μI
−
1
8
ρ4	 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p
 μI


3

: ðC3Þ
In order to isolate the divergence, we expand the different terms in Eq. (C3) in powers of μI to the appropriate power order,
then add and subtract suitable terms. This yields
V1 ¼ −4Nc
Z
p
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
q
þ 1
2
ρ2

1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p þ μ2Iðp2 þ Δ2Þ32

−
1
8
ρ4
ðp2 þ Δ2Þ32

þ Vfin;1 þ Vfin;2; ðC4Þ
where the finite terms can be calculated directly in d ¼ 3 and read
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Vfin;1 ¼ −2Ncρ2
Z
p
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p
p2 þ Δ2 − μI2
−
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p − μ2Iðp2 þ Δ2Þ32

¼ − 16Ncð4πÞ2 ρ
2μ2I

1 − s arctan

1
s

; ðC5Þ
Vfin;2 ¼
1
4
Ncρ4
Z
p

1
ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p2 þ Δ2
p
 μIÞ3
−
2
ðp2 þ Δ2Þ32

¼ 2Ncð4πÞ2 ρ
4

1
s2
þ 1
s3

3Δ2
μ2I
− 2

arctan

1
s

; ðC6Þ
where s ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δ2
μ2I
− 1
q
. In analogy with Eq. (28), we obtain the renormalized vacuum potential through order ρ4
V1−loop ¼
1
2
m2
MS
g2
MS
Δ2 þ 1
2
m2
MS
− 4μ2I
g2
MS
ρ2 þ λMS
24g4
MS
ðΔ2 þ ρ2Þ2 − hMS
gMS
Δ cosðqzÞδq;0
þ 2Ncð4πÞ2

ðΔ2 þ ρ2Þ2 logΛ
2
Δ2
þ 4ρ2μ2I log
Λ2
Δ2
þ 3
2
Δ4 þ 2Δ2ρ2

þ Vfin;1 þ Vfin;2: ðC7Þ
Using Eqs. (A3)–(A5) as well as (B14)–(B17), the renormalized effective potential up to order ρ4 is
V1−loop ¼
3
4
m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

Δ2 þ ρ2
m2q
−
1
4
m2σf2π

1þ 4m
2
qNc
ð4πÞ2f2π

1 −
4m2q
m2σ

Fðm2σÞ þ
4m2q
m2σ
− Fðm2πÞ −m2πF0ðm2πÞ

Δ2 þ ρ2
m2q
− 2μ2I f2π

1 −
4m2qNc
ð4πÞ2f2π

log
Δ2
m2q
þ Fðm2πÞ þm2πF0ðm2πÞ − 2þ 2s arctan
1
s

ρ2
m2q
þ 1
8
m2σf2π

1 −
4m2qNc
ð4πÞ2f2π

4m2q
m2σ
log
Δ2
m2q
−

1 −
4m2q
m2σ

Fðm2σÞ þ Fðm2πÞ þm2πF0ðm2πÞ
 ðΔ2 þ ρ2Þ2
m4q
−
1
8
m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ
 ðΔ2 þ ρ2Þ2
m4q
−m2πf2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

Δ
mq
þ 2Ncð4πÞ2

3
2
Δ4 þ 2Δ2ρ2 þ

1
s2
þ 1
s3

3Δ2
μ2I
− 2

arctan

1
s

ρ4

: ðC8Þ
From the effective potential Eq. (C8), we can read off the coefficients α2 and α4. Evaluated at Δ ¼ mq, we find
α2 ¼
1
2
f2π
m2q

m2π

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

− 4μ2I

1 −
4m2qNc
ð4πÞ2f2π
ðFðm2πÞ þm2πF0ðm2πÞ − Fð4μ2I ÞÞ

; ðC9Þ
α4 ¼
1
8
m2σf2π
m4q

1 −
4m2qNc
ð4πÞ2f2π

−

1 −
4m2q
m2σ

Fðm2σÞ þ Fðm2πÞ þm2πF0ðm2πÞ

−
1
8
m2πf2π
m4q

1 −
4m2qNc
ð4πÞ2f2π
m2πF0ðm2πÞ

þ 2Ncð4πÞ2

1
s2
þ 1
s3

3Δ2
μ2I
− 2

arctan

1
s

: ðC10Þ
Thus α2 ¼ 0 for μcI ¼ 12mπ, and we find α4 > 0 for all values of mσ , specifically α4 ¼ 0.0514 for mσ ¼ 600 MeV and
mπ ¼ 140 MeV. We therefore conclude that the transition from the vacuum to the pion-condensed phase is second order
and the onset is for μcI ¼ 12mπ. This results holds for all μ < mq − 12mπ when the finite-density part of the potential becomes
nonzero, as seen in Fig. 2.
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