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ABSTRACT 
Human movement is dictated by muscle contractions and the forces muscles produce 
around joints. A complete understanding of human movement requires an understanding of 
forces generated by contracting muscles and their effects on joints. Essential to muscle 
contraction is the transmission of electrical impulses from the cerebral cortex, down the 
spinal chord, finally reaching the motor neurons. 
A muscle ' s electromyographical (EMG) signal has been used extensively to provide 
insight into the dynamics of muscle behavior. Specifically, EMG signal detection has proven 
the most useful in applications that involve the indication of muscle activation, the 
determination of muscular fatigue, and the relationship between the EMG signal and muscle 
force. However, since there has been no consistent use of EMG signal detection, the use of 
EMG signal analysis for the determination of muscle force has not been widely explored. 
Also, unwanted frequencies from neighboring muscles, electrical fields, and the equipment 
used to detect the EMG signal itself corrupt the signal of interest. This makes it very difficult 
to isolate a specific muscle and study its EMG signal-to-force relationship. 
The purpose of this study is to correlate a contracting muscle ' s EMG signal with the 
generated torque and an estimate of the muscle's fatigue using an artificial neural network. 
An artificial neural network is a form of artificial intelligence software that is able to learn 
and detect patterns in order to generalize and classify data. Artificial neural networks have 
the advantage that they are designed to .mimic a natural neural network. 
Using EMG signals and torque data collected from four human subjects while they 
performed maximal effort contractions of the knee joint, fatigue was assumed to increase 
Vl 
linearly with time. It was assumed that subjects experienced a maximum fatigue equal to the 
percent drop in the peak torque values generated at the beginning and ending of the 
experiment. The data collected from one of the subjects was used to train an artificial neural 
network. The network training method used a backpropagation training algorithm. Data 
from the remaining subjects were used to test the neural network. 
It is believed that the results of this research can be applied to the fields of functional 
electrical stimulation (FES) and myoelectric prosthetic limb development. In FES a muscle 
is made to contract through the application of an external current. FES has shown the most 
potential in the rehabilitation of patients with spinal cord injuries (SCI). A myoelectric 
prosthetic limb uses electrodes to detect the EMG signal from a user's remaining limb to 
control an electric motor. Insight into how fatigue affects the EMG patterns of a muscle 
during prolonged contraction can assist in the design of myoelectric prosthesis. 
1 
CHAPTER 1. INTRODUCTION 
Human movement is dictated by muscle contractions and the forces muscles produce 
around joints. A complete understanding of human movement requires an understanding of 
forces generated by contracting muscles and their effects on joints. The sliding filament 
theory has been a widely accepted explanation of the muscle contraction mechanism. 
Biomechanics is a broad field that combines the knowledge from "biology, physiology, 
physics, engineering, and medicine" to understand the forces involved in human movement 
(Low and Reed, 1996). 
Since the force generated by a muscle cannot be measured directly, it has to be 
derived by calculating the torque around a joint by performing a biomechanical analysis 
(Hoff and Van Den Berg, 1977). Using results and approximations obtained from 
biomechanical analyses researchers have been able to design computer models that simulate 
contracting muscles. Model simulations have proven useful in order to determine forces on 
joints during certain movements without having to perform any type of invasive procedures 
(Hoy et al., 1990). Biomechanical methods of determining muscle force are limited in that 
the results obtained are specific to a particular task and cannot be generalized for a variety of 
movements. 
The purpose of this study is to determine if an artificial neural network can be used to 
predict a contracting muscle's EMG signal, or generated torque based on an estimated fatigue 
value. An artificial neural network is a sophisticated software that is able to learn and detect 
patterns in order to generalize and classify data. Artificial neural networks have the 
advantage that they are designed to mimic a natural neural network. Much the same way an 
infant's brain is thought to "make connections" between neurons as the child's brain 
develops, an artificial neural network has the ability to reinforce connections between its 
artificial neurons as it learns to recognize patterns. 
One of the potential applications of this study is in the area of functional electrical 
stimulation (FES), in which muscle tissue is made to contract via the application of an 
external current. The potential uses of FES are most promising in the field of rehabilitation, 
where much of the research has taken place. The research in this area has already yielded 
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promising results for victims of spinal cord injuries (SCI). FES has recently been used to 
enhance the respiration of SCI patients by stimulating to the abdominal muscles involved in 
respiration (Stanic et al. , 2000). Other recent research has been able to restore some of the 
function of paralyzed limbs in cats (Strange and Hoffer, 1999). Still others have been able to 
restore limited use of hand and arm movement to SGI victims using the EEG signal from the 
cerebral cortex (Lauer et al. , 1999; Johnson et al. , 1999, Chase, 2000). 
Similarly to FES, a myoelectric prosthesis uses detected EMG signal from nearby 
muscles to control the movement of prosthetic limbs. However, as muscles begin to fatigue 
changes in the EMG signal make the control of such prostheses more difficult. Therefore, 
the role that fatigue plays in a contracting muscle will also be considered in this study. 
Essential to muscle contraction is the transmission of electrical impulses from the 
cerebral cortex, down the spinal chord, finally reaching the motor neurons. The fact that 
muscles contract in response to electrical impulses has also been widely published (Jones and 
Barker, 1996; Marieb, 1995; Gowitzke and Milner, 1988; Hamill and Knutzen, 1995). 
Researchers have been able to detect these electrical impulses since 1849 when Du Bois-
Reymond detected the first electromyographical (EMG) signal (Basmajian and De Luca, 
1985). 
EMG has been used extensively to provide insight into the dynamics of muscle 
behavior. Specifically, EMG signal detection has proven the most useful in applications that 
involve the indication of muscle activation, the determination of muscular fatigue, and the 
relationship between the EMG signal and muscle force (De Luca, 1997). Some researchers 
have even used EMG signal in the detection and diagnosis of muscle disease (Pattichis et aL , 
1995). Perhaps one of the most intriguing aspects ofEMG signal is that with proper 
detection and processing techniques it is possible to relate a signal's amplitude to the 
generated muscle force. Thus providing a non-invasive method for determining individual 
muscle force . However, since there has been no consistent use ofEMG signal detection, the 
use of EMG signal analysis for the determination of muscle force has not been widely 
explored (Basmajian and De Luca, 1985; De Luca, 1997). 
Another factor that complicates the use of EMG to predict muscle force is the fact 
that EMG signal detection is noisy. Unwanted frequencies from neighboring muscles, 
3 
electrical fields, and the equipment used to detect the EMG signal itself corrupt the signal of 
interest. This makes it very difficult to isolate a specific muscle and study its EMG signal-to-
force relationship. Some researchers (Hoff and Van Den Berg, 1981 a-f) have attempted to 
relate the two by constructing a model of a muscle. 
In this study four human subjects will be asked to perform maximal-effort 
contractions using an isokinetic dynamometer by extending and flexing the knee joint for a 
two-minute period. This will generate moments (torque) about the knee joint due to the 
contractions of the "thigh" muscle group (quadriceps). As the subjects are generating 
moments about the knee, the EMG signal will be recorded using surface electrodes placed 
over the knee extensor muscles (vastus medialis). 
By observing how the generated peak torque decreased with time for each subject, it 
is evident that a linear relation can be used to predict how torque changes with respect to 
time. Even though a better fit between torque and time was possible with a third-order 
polynomial fit, a linear relation was used because of limitations in handling the large 
amounts of data. Therefore, it was assumed that subjects experienced a maximum fatigue 
equal to the percent drop in the peak torque values generated at the beginning and ending of 
the experiment. Using the data collected from one of the subjects, an artificial neural 
network was trained using a backpropagation training algorithm. Data from the remaining 
were used to test the neural network. 
An artificial neural network is being used in this research to emulate its real-life 
counterpart in order to understand the relationships between the EMG signal and muscle 
force. Artificial neural networks have been used in conjunction with EMG and 
electroencephalogram (EEG) signals to understand many physiological phenomena. Some 
researchers have attempted to relate muscle force and fiber size to the EMG signal (Akazawa 
and Kato, 1990). Others have trained artificial neural networks to break down patterns in the 
EMG spectra (Joutsiniemi et al., 1995). 
One of the potential applications of this study is in the area of functional electrical 
stimulation (FES), in which muscle tissue is made to contract via the application of an 
external current. The potential uses of FES are most promising in the field of rehabilitation, 
where much of the research has taken place. The research in this area has already yielded 
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promising results for victims of spinal cord injuries (SCI). FES has recently been used to 
enhance the respiration of SCI patients by stimulating to the abdominal muscles involved in 
respiration (Stanic et al., 2000). Other recent research has been able to restore some of the 
function of paralyzed limbs in cats (Strange and Hoffer, 1999). Still others have been able to 
restore limited use of hand and arm movement to SGI victims using the EEG signal from the 
cerebral cortex (Lauer et al., 1999; Johnson et al., 1999, Chase, 2000). 
Similar to FES, a myoelectric prosthesis uses detected EMG signal from nearby 
muscles to control the movement of prosthetic limbs. However, as muscles begin to fatigue 
changes in the EMG signal make the control of such prostheses more difficult. Therefore, 
the role that fatigue plays in a contracting muscle will also be considered in this study. 
Since this study covers a wide variety of fields, some basic information on the 
anatomy of muscles and muscle fibers along with the mechanisms for contractions are given 
in Chapter 2. Chapter 3 deals with the broad subject ofbiomechanics. In Chapter 4 basic 
information about the science of electromyography is presented. Chapter 5 presents some 
basic neural network theory along with experimental protocol carried out in the study. 
Results and conclusions are presented in Chapters 6 and 7 respectively. 
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CHAPTER 2. SKELETAL MUSCLES AND FIBERS 
Motion of the extremities is caused when muscles contract. The way muscles 
contract is still somewhat of a mystery, however, the Sliding Filament Theory first proposed 
by Hugh Huxley in 1954 is the most widely used and accepted explanation of muscle 
contraction. A muscle can be thought of as an organ with various subdivisions. Figure 2.1 
shows a computer rendered image of how a muscle organ is organized. 
Figure 2.1. Organization of a muscle organ. The Dynamic Human, Version 2. 0, CD ROM, 
1998. 
Sliding Filament Theory 
A skeletal muscle is made of several groups of fascicle. Each fascicle is a wrapping 
of many individual muscle fibers. The fibers themselves are individual cells, however each 
cell (fiber) is relatively large by cell standards. A typical muscle cell (fiber), shown in Figure 
2.2, can be 10-1 00µm in diameter and (up to ten times the diameter of an average body cell). 
Their lengths can extend to several centimeters. A closer look at each fiber reveals that these 
are themselves composed of a hundreds to thousands of myofibrils. 
Myofibrils, shown in detail in Figure 2.3, are the contractile element of the muscle. 
They are long cylindrical organelles within the muscle fibers that extend the length of the 
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muscle fiber. A repeating pattern of alternating dark and light bands is evident along the 
length of each myofibril. These bands are made up of both thick and thin filaments . 
The dark regions of the myofibrils are known as the A-bands, while the light regions 
as the I-bands. Areas where both the thick and thin filaments overlap are the dark bands, A-
bands; while only thin filaments are present in the I-bands. 
Light 
I-Bands 
r I-band +- A-b~d -+-- I-band 71 I M-lme I 1 ~-- 1 --~ 1 
Z-line LJ Z-line 
1 H-zone 
Figure 2.3. Myofibrils arrangement. 
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I-bands have a midline called the Z-line. The distance between Z-lines is referred to 
as the sarcomeres. Z-lines are the junction between sarcomeres. Also there is an area at the 
midline of the A-bands that is noticeably clearer than the rest of the A-band called the H-
zone. There are no thin elements in the H-zone of a relaxed muscle fiber, therefore only a 
thick elements is seen in the H-zone. 
Once stimulated by an electrical impulse from the central nervous system, sarcomeres 
are exposed to calcium, Ca+2, ion. This ion causes the thick filament to bind to the areas of 
the thin filament and pull the thin filaments in towards the H-zone. To reset the thick 
filament an adenosine triphosphate (ATP) molecule is required. However, as long as there 
exists an electrical stimulus, calcium ion will continue to be present in the sarcomeres, and 
the thick element will continue to bind and pull inward on the thin element, requiring even 
more ATP. 
The net effects of this contraction are: a shortening of the sarcomere unit, Z-lines 
come closer together, and the disappearance of the H-zone as thin and thick filaments slide 
past each other. This action keeps repeating itself as long as either the electrical signal 
continues to cause calcium to be present in the sarcomeres, or as long as ATP is present to 
continue to reset the thick filaments. Once the electrical stimulation ceases, the myofibril 
returns to its relaxed position. 
The electrical stimulation from the nervous system is what initiates the entire 
contraction process. These electrical signals, or nerve impulses, travel along motor neurons 
from the central nervous system. Extensions from these motor neurons, called axons, reach 
each muscle fiber by penetrating the muscle. It is at the neuromuscular junction where the 
release of a neurotransmitter (acetylcholine) is detected by local receptors. Once 
acetylcholine is detected, Ca+2 is allowed to enter the muscle fiber from the surrounding 
extracellular fluid. 
Axons from the motor neuron reach each muscle fiber. A motor unit is a motor 
neuron and all the muscle fibers it supplies. Therefore, muscle fibers are able to be 
stimulated individually depending on the strength of the electrical stimulation. When a 
motor neuron transmits an electrical signal (fires) all the muscle fibers supplied by that 
neuron contract. Muscles that control very fine movements, such as fingers and eyes, have a 
8 
small number of motor units. On the other hand, large muscles with less precise movements 
have a large number of motor neurons. 
The stronger a nerve impulse (voltage of the electrical signal through the motor 
neuron), the greater the number of muscle cells that are activated. This phenomenon is called 
recruitment. A greater muscle force, would require the recruitment of a greater number of 
muscle fibers, which would require a stronger nerve impulse. Recruitment can be easily 
simulated in vitro in a laboratory setting by stimulating a muscle with shocks of increasing 
voltage. 
Muscle Metabolism 
As mentioned above, adenosine triphosphate (ATP) is needed by muscle fibers to 
continue contraction. ATP provides the energy necessary for myofibrils to reset to the higher 
energy state and continue contraction if necessary. Initially, ATP is found locally in the 
muscles fibers themselves, however, a very small amount is stored here. Since the amount of 
ATP stored in the muscle is small it is exhausted in roughly 5 seconds after the contraction 
begins. In most cases, this is barely enough ATP to initiate contractions. Therefore, the 
body must find ways to continuously supply this energy source to contracting muscles. 
The three mechanisms the body has to produce ATP are: 1) the chemical reaction 
between creatine phosphate and adenosine diphosphate, 2) aerobic respiration, and 3) 
anaerobic glycolysis. 
Once vigorous muscular activity begins ATP stores in the muscle fibers are quickly 
depleted. At this point the muscle relies on creatine phosphate (CP) molecule that is stored 
in the muscle fiber to produce ATP. CP is stored in the muscle fibers in substantial 
quantities. It reacts with adenosine diphosphate (ADP), a by product of ATP consumption, 
to form creatine and ATP: 
Creatine phosphate+ ADP • creatine + ATP (2.1) 
This reaction takes place very rapidly. The result is that the initial levels of ATP in 
the muscle fibers are virtually unchanged during the initial period of contraction. Even 
though muscle fibers store approximate five times as much CP than ATP, this energy source 
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has a short duration. CP reserves are normally exhausted within 15-20 seconds and they are 
replenished during periods of inactivity when ATP reserves are also being replenished. It is 
believed that this pathway provides energy to activities that last a few seconds and require a 
large amount of power, such as weight lifting or sprinting. 
A more significant amount of ATP is generated during aerobic respiration. This 
mechanism requires oxygen. Oxygen and free fatty acids combine in the cell mitochondria 
to produce ATP. However, as the intensity of the exercise increases, glucose (sugar) from 
the bloodstream is used to produce ATP. A chemical process known as oxidative 
phosphorylation breaks down the bonds of glucose and produces water, carbon dioxide, and 
large amounts of ATP: 
Glucose + oxygen • carbon dioxide + water+ ATP (2.2) 
The carbon dioxide diffuses into the bloodstream and is carried into the lungs where it 
is removed from the body. Because this process takes place in the cell's mitochondria and 
requires a large amount of chemical reactions, it is a relatively slow process. This aerobic 
pathway is what fuels prolonged sustained activities, such as jogging and marathon running 
where endurance is the goal. 
Anaerobic glycolysis, on the other hand, does not require oxygen. It involves 
breaking down glucose to pyruvic acid by using glycogen (found initially in the muscle). 
Some of the energy that is released from this reaction is used to form ATP. Normally, the 
pyruvic acid formed is used by the aerobic mechanism to produced still more ATP and this is 
sometimes considered part of the aerobic pathway. However, ifrigorous contractions 
continue, the oxygen supplied by the aerobic mechanism is not enough. Under such 
conditions of oxygen shortage the accumulated pyruvic acid is converted to lactic acid and 
this becomes the end product (rather than water and carbon dioxide). 
Eventually, after a rest period of approximately 30-40 minutes, the lactic acid in the 
muscle fibers is absorbed into the bloodstream and converted back to pyruvic acid by the 
liver cells. This anaerobic process is an adequate source of ATP in the absence of oxygen. 
However, the accumulation of lactic acid contributes to muscle fatigue and is associated with 
the muscle soreness felt after rigorous exercise. Moderately sustained activities, such as 
tennis, or soccer appear to be fueled by anaerobic glycolysis. 
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Muscle fibers will always initially use stored resources of ATP and CP. Once these 
reserves have been exhausted, the anaerobic mechanism appears to initially take over 
temporarily while the aerobic mechanism gets started. Once aerobic respiration reaches an 
efficient level of ATP production it takes over for the remainder of the activity, unless the 
activity is so strenuous that it cannot supply enough oxygen to meet the demand. 
Aerobic endurance is the length of time a muscle can continue using the aerobic 
pathway. The anaerobic threshold is the point at which a muscle begins to use anaerobic 
glycolysis. Well-trained athletes can maintain ATP demands below the anaerobic threshold 
for long periods of time. This is desirable in athletics since muscles operating at peak levels 
using the anaerobic mechanism will fatigue after 1-2 minutes. 
Muscle Fiber Types 
Even though skeletal muscle fibers contract using the mechanism (sliding filament 
theory), use ATP as fuel, and use one of the three metabolic pathways discussed above to 
synthesize ATP, not all muscle fibers are alike. There exist different and distinct muscle 
fiber types. Based on their size and endurance, fibers are classified as either: slow-twitch 
fibers, fast-twitch fibers, or intermediate fast-twitch fibers. 
Slow-twitch fibers are thin cells. They contract slowly and have a dark red color. 
Their dark red color is due to their plentiful blood supply, which makes oxygen more 
available to them. Because of their abundant supply of blood and oxygen, these cells 
synthesize ATP through the aerobic mechanism. Therefore, these cells are efficient users of 
fat. Because they meet almost all of their energy demands through the aerobic pathway, 
these cells have a high resistance to fatigue and can contract for longer periods of time. 
However, since red fibers are thin, they cannot generate much power. 
Fast-twitch fibers are larger (a diameter about twice as large of that ofred fibers), 
contract rapidly, and are pale in color. The pale color of these cells is due to the lack of 
blood and oxygen supply, which is evident by the lack of capillaries. This means that these 
cells depend on the anaerobic glycolysis pathway to generate ATP. However, since this 
pathway depends on limited amounts glycogen, lactic acid tends to accumulate quickly. As a 
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result these muscle cells have a low endurance. On the other hand, because of their larger 
diameter, white cells have a large number of contractile elements and can, therefore, contract 
powerfully. 
Intermediate fast-twitch cells have a diameter that is between that of the previous two 
cells. Like the fast-twitch cells they contract rapidly, but are more like slow-twitch cells in 
that they are highly dependent on oxygen. They are fatigue resistant (though not as fatigue 
resistant as slow-twitch cells), and can contract with greater force than red cells (though not 
as forcibly as fast-twitch cells). 
Although most muscles contain a mixture of the three fiber types, some muscles have 
a predominance of one of the three fiber types. People also have mixture of the three muscle 
fiber types, even though some also appear to have predominance of one. For example, 
sprinters tend to be more muscular, or bigger, than do long-distance runners. The sprinter is 
required to develop great speed and power over a short period of time. Therefore, sprinters 
train their muscles to more effectively use the white fast-twitch muscle fibers. The long 
distance runner is more concerned about endurance. Therefore, marathon runners train their 
muscles to more effectively utilize the red slow-twitch fibers . 
Even though the muscle fiber type proportions people have are determined 
genetically. One can cause changes in all muscle types through exercise and training. By 
jogging, biking, or swimming consistently, one can cause the capillaries surrounding muscle 
fibers and mitochondria to increase in number. Even though these changes affect all fiber 
types, they affect the red slow-twitch fibers the most. The same can be said for resistance 
training, where muscle force, not endurance, is important. Lifting heavy weights consistently 
will cause all muscle fiber types to increase in size, but the more dramatic size increases will 
be observed in the white fast-twitch fibers (Marieb, 1995; Hamill and Knutzen, 1995). 
Of course, one' s athletic capabilities are, to a large extent, determined by which type 
of fibers is most predominant. However, through training and exercise, one can develop 
specific training goals and a specific set of muscle fibers better suited for those desired 
training goals. 
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Fatigue 
Everyone is likely to have experienced some degree of fatigue during exercise, or 
athletic activity. Some might have even voluntarily stopped an activity because such a high 
level of fatigue, or exhaustion, has been reached. In fact, it is one's ability to continue an 
activity in spite of such exhaustion that often times sets the best athletes apart. However, 
muscle fatigue is different from this form of psychological fatigue. Muscle fatigue sets in 
when the mechanisms described above fail to satisfy the ATP demand to continue a 
contraction. Muscle fatigue is characterized by an inability to continue muscle contractions. 
Any vigorous exercise causes significant changes in muscle cell chemistry. At a 
minimum local stores of ATP and CP have been depleted. If the anaerobic glycolysis system 
was used for an extended period of time, there will be some lactic acid accumulated. This 
lactic acid is removed through the bloodstream and converted to pyruvic acid and eventually 
back to ATP and CP. Also the presence of lactic acid in the blood stream lowers blood pH. 
This causes the respiratory centers in the brain to increase respiration rate. 
The increase in respiration rate is the body's attempt to provide the necessary oxygen 
in order to return the muscular cell chemistry back to its original status. This phenomenon is 
referred to as "repaying" the oxygen dept. Oxygen debt is defined as the additional amount 
of oxygen required by the body to restore the muscle cells' original chemistry. 
Finally, even though humans are arguably "well-built machines," we are not 
perpetual motion machines. Roughly about 20% of the energy generated is actually used to 
produce work in contracting muscles. The rest is lost in the form of heat, which causes body 
temperature to increase. As a consequence of exercise and increased body temperature, 
sweat is generated in an effort to cool the skin surface. 
Muscle Activity 
At a gross level a muscle contraction is not observed until a threshold electrical 
stimulus, known simply as threshold stimulus, is reached. Beyond this point muscles will 
contract more vigorously with increasing electrical stimuli until all of a muscle's motor units 
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have been recruited. This point is known as the maximal stimulus. Increasing the electrical 
stimulus beyond the maximal stimulus will not increase the strength of the contraction. 
The muscle response to a single threshold stimulus is called a muscle twitch. During 
a twitch the muscle quickly contracts and then relaxes. The strength of a twitch is dependent 
on the number of motor units activated, which is itself dependent on the strength of the 
electrical impulse. A myogram of a twitch, shown in Figure 2.4, reveals three phases: 1) a 
latent, or refractory, period of a few milliseconds following the electrical stimulation; 2) a 
period of contraction; and 3) a period ofrelaxation which lasts anywhere between ten 10-100 
ms. 
LJ 
20 40 60 80 100 140 
Time(ms) -~ Latent Period of 
period ~c~o_ntr_a_c_ti_on--i-~---~ Period of relaxation 1 
Figure 2.4. Phases of the muscle twitch (Marieb, 1995). 
Figure 2.5 demonstrates what happens when successive impulses are received by the 
muscle fiber before the initial twitch, Figure 2.5(a), is over. If the muscle receives a second 
stimulus before the period of relaxation is complete, a second twitch will be stronger than the 
first one as shown in Figure 2.5(b ). This is because the motor units activated by the first 
impulse have not relaxed and a second impulse would recruit more motor units. However, if 
a second stimulus is received before the refractory period of the first stimuli is over, the 
second stimuli will not cause any additional contraction. When the stimulus is held constant, 
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the relaxation period between contractions will become shorter until eventually it disappears 
and the muscle is continuously contracted. This state is known as tetanus and it corresponds 
to having all motor units in the muscle activated. Complete tetanus is shown in Figure 
2.5(c). 
Stimuli 
(a) (b) (c) 
Figure 2.5. (a) Twitch. (b) Wave summation. (c) Tetanus (Marieb, 1995). 
Even though a muscle contraction is a tendency by the muscle to pull its ends toward 
the center (belly) of the muscle, not all muscle contractions cause a shortening of the muscle. 
Muscles can contract in one of three ways: 
1) Concentrically. The muscle shortens as it contracts. This type of 
contraction generally causes an acceleration of a body part, or an external load, in the 
direction of the contraction. During a concentric contraction the muscle does positive work. 
Lifting a book is a common example of a concentric contraction by the biceps. 
2) Isometrically. This is a static contraction in which the muscle neither 
shortens; nor lengthens. During an isometric contraction, muscle tension (force) may 
continue to increase, but no change in the muscle length is seen. Holding a load while 
carrying it is an example of an isometric contraction. 
3) Eccentrically. During an eccentric contraction, the muscle lengthens as it is 
contracts. During an eccentric contraction the muscle is in opposition of the direction of 
motion and therefore the muscle does negative work. Slowly lowering a heavy box to the 
floor is an example of an eccentric contraction. 
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Human movement requires muscle to contract in each of the contraction types listed 
above. However, successful human movement must have a balanced coordination among 
muscles. For example, think of the smooth motion required to lift and drink from a full cup 
of hot coffee. As the bicep of the upper arm contracts concentrically to lift the cup of coffee, 
the triceps are contracting eccentrically to slow the motion. As one is drinking from the cup 
the arm is held in place and both the biceps and triceps are contracting isometrically. 
Once the drink is taken, the cup is lowered back to the table and the roles of the 
biceps and triceps are reversed. The triceps are now contracting concentrically extending the 
lower arm to lower the cup, while the biceps are contracting eccentrically providing control 
to the motion. This kind of muscle coordination is required of all physical activities. 
This type of coordination between muscles illustrates the different types of roles 
assumed by muscles to produce and control movement. A muscle that causes movement is 
often times referred to as the agonist, or prime mover. In the example above the biceps 
brachia assumed were the agonist during the lifting of the cup of coffee. Muscles that oppose 
the movement, such as the triceps during the lifting, are called the antagonist. When the 
agonists are active, the antagonists are often stretched. In addition to agonist and antagonist 
muscles, other muscles are needed to reduce unwanted movement, such as rotation 
(synergists), or to immobilize a joint (fixators). 
The force a muscle exerts on an external object, such as a load, is often times referred 
to as muscle tension. Note that since muscle tension and force have the same mathematical 
units, they will be used interchangeably throughout this thesis. 
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CHAPTER 3. JOINT BIOMECHANICS 
The contractions discussed in the previous chapter at the cellular level have a net 
effect of causing contraction in the muscle. Contractions of skeletal muscle are most often 
characterized by a generation of a force, or tension, that tends to pull its ends towards its 
center. Like all forces, muscle tension can be measured. However, its measurement on 
living tissue, such as a human subject, is not a practical task. The measurement of generated 
muscle tension requires a laboratory environment and must be done in vitro. Therefore, 
researchers often focus on measuring the net effects of muscle tension on the skeletal system 
and the external environment upon which they act. 
Muscles act in coordination to produce tension upon contraction. This tension is used 
either to generate, or to control movement. However, muscle contraction by itself is not 
sufficient to cause movement. As mentioned above, a muscle contraction has to occur in 
coordination with those of otper muscles in order to produce movement. More importantly, 
in many cases, these contractions have to transfer their tensions to the adjacent bones of the 
skeletal system. 
Bones of the skeletal system rotate around joints in response to skeletal muscle 
contractions. This rotation is caused by the moment (tendency to rotate) the muscle tension 
generates at the point where the muscle's tendon is attached to the bone, insertion point. It is 
precisely this moment, or tendency to cause rotation, that researchers can easily measure in 
human subjects. From the knowledge of the generated moment, researchers can estimate 
muscle tension. Since bones rotate in much the same way mechanical levers do, it is 
necessary to understand some basics of levers and their mechanics. 
Levers 
Most of the movement that is generated by skeletal muscles involves the use of 
leverage. A lever is a rigid body that moves on (rotates about) a fixed point, or fulcrum. 
Levers usually involve an externally applied force, known as load, and a resistance to the 
load, known as effort. These terms are also easily applied to the human body; the load is 
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often times an external force applied at an extremity, while the effort is the muscle' s 
generated tension. Joints in the body, such as an elbow or a knee, are fulcrums. An 
important parameter of levers is the moment arm. 
The moment arm of a lever is defined as the perpendicular distance between the point 
of application of the force ( either load or effort) and the fulcrum, or joint. Moment arm is an 
important parameter since the greater the moment arm, the greater the effect of the force will 
be. In other words moment arm can be thought of as a "magnification factor" of forces. A 
lever can be classified into one of three classes: first- , second-, and third-class levers. Figure 
3 .1 shows examples of each of these lever classes. 
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Figure 3 .1. ( a) First-class lever. (b) Second-class lever. ( c) Third-class lever. 
A first-class lever is one in which the fulcrum is always located in between the load 
and the effort. First-class levers can operate at either a mechanical advantage or a 
mechanical disadvantage. A lever is said to operate at a mechanical advantage if the moment 
arm of the effort force (the distance between the effort and the fulcrum) is greater than that of 
the load. First-class levers tend to cause motion in the direction opposite of the applied force . 
For example, an upward applied effort force will cause the load force (located at the opposite 
side of the fulcrum) to move downward. 
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In a second-class lever the load is located in between the fulcrum and the effort. This 
type of lever always operates at a mechanical advantage, since the effort force is always 
further away from the fulcrum than the load. The effort force, therefore, can be significantly 
less than the load and still effectively oppose the effects of the load. However, these types of 
levers loose efficiency when it comes to linear motion. Significant linear movement at effort 
end of the lever will yield less linear movement at the point where the load is applied. Also, 
since both the effort and load forces are located on the same side of the fulcrum, the motion 
generated at both the effort and the load locations will be in the same directions. 
As opposed to a second-class lever, the third-class lever will always operate at a 
mechanical disadvantage. This is because the effort is always located between the load and 
the fulcrum, thus having a shorter moment arm than the effort. Unfortunately, mechanically 
speaking, a vast majority of the levers in our body are of the third class variety. As an 
example, the insertion point of the biceps brachii is located approximately 2 centimeters from 
the fulcrum of the lower arm (elbow joint). A majority of the external loads experienced by 
the lower arm are applied at the hands. Therefore, in order to effectively counter the effects 
(moments) of the external loads the biceps brachii must generate a tension significantly 
larger than that of the external load. 
However, the loss in mechanical advantage that third-class levers have is offset by 
their efficiency in generating linear motion. Continuing with the biceps brachii example, 
these do not have to move their end of the lower arm as much to generate a specified amount 
of linear motion at the end of the hand. A third-class lever will also have both the point of 
the effort force and load force moving in the same direction since these two forces are also 
located on the same side of the fulcrum. 
Examples of how these types of levers are found in the body are shown in Figure 3.2. 
A majority oflevers found in the body are of the third-class variety, where a speed is gained 
at the expense of a mechanical advantage. Second-class levers are the least common in the 
body. 
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(a) 
Fulcrum 
(b) 
Load 
(c) 
Figure 3.2. Lever systems found in the human body. (a) First-class lever. (b) Second-class 
lever. (c) Third-class lever (Marieb, 1995). 
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Force-Velocity Relationship 
In the previous section the relationship between force and velocity was alluded to 
indirectly when discussing how each of the lever types caused motion at the points of 
application of the effort and load forces. As it turns out the tension a muscle can generate is 
dependent on the velocity it is required to contract and the contraction type. This relationship 
is shown graphically in Figure 3.3, below. 
Eccentric Muscle 
Action 
I 
I ; I Isometric Force 
Lengthening 
Velocity 
0 
Contraction Velocity 
Concentric Muscle 
Action 
Shortening 
Velocity 
Figure 3.3. Relationship between muscle force, velocity and type of contraction (Hamill and 
Knutzen, 1995). 
As one would expect, the amount of force a muscle can generate during a concentric 
contraction is greater if the muscle were allowed to contract slowly. The greater the tension 
a muscle is required to generate during a concentric, the slower it will need to contract. 
Anyone who has ever had to lift a heavy object off the floor most likely already intuitively 
knows this fact. For eccentric contractions, the opposite is true. Our fastest muscle 
contractions can be generated eccentrically. 
As muscles are eccentrically stretched by an externally applied load, ligaments, 
connective tissue, and other non-contractile elements of the muscle resist the external motion 
and add their tension to that of the sliding filaments of the muscle cells. The end result is that 
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the tension muscles are able to generate is much greater during an eccentric contraction than 
for any other contraction. 
Anyone that has had to lower a very heavy object will also know that it will be 
lowered rapidly. Yet the muscle tension generated during this rapid eccentric contraction 
was probably very close to the maximum tension that can be generated by the muscle. 
Therefore, any object that can be lifted can also be lowered very safely. 
The dependency of force on velocity will play an important role in this study. In 
order to control the results, subjects will perform flexion and extensions of the knee at a 
constant angular velocity. The velocity selected will be one of the determining factors in the 
amount of tension that can be generated by the muscles involved. Since muscle tension, or 
force, cannot be measured directly, torque, or moment, will be measured instead. This will 
give us an idea of how much force the muscles are generating. 
Muscle Moment/Torque 
As mentioned above, the measurement of muscle tension is a difficult task. 
Therefore, in order to gain a better understanding of the forces generated by the muscles 
involved in a certain contraction, researchers often times focus their efforts in measuring the 
moment generated by these muscles. Having quantified the moment generated by the 
muscles during a contraction, researchers can estimate the amount of force generated by the 
contractions. Since moments are essential in biomechanical analysis, a review of these is in 
order. 
Moments, or torques, can be thought of as a tendency towards rotation by a rigid 
body about some point. The stronger a moment is, the stronger will be the tendency by that 
rigid body to rotate. The forces that cause moments are applied at a distance from the point 
of rotation. Also, a moment is a vector, therefore it has a magnitude and a direction. 
The magnitude of a moment is obtained by multiplying the magnitude of the force 
causing it by that force's perpendicular distance to the point ofrotation. In a system of 
forces, when more than one force is being applied to a rigid body, the moment is simply the 
sum of all moments at the point of study. The direction of the moment is the direction or 
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rotation ( clockwise or counter-clockwise). Moments causing rotation in opposite directions 
oppose each other and are therefore subtracted from one another. 
In biomechanics the rigid bodies studied are often times the bones. The points of 
rotation are joints, such as a knee or an elbow. Therefore, these are often the points about 
which moments are calculated. Forces that cause moments in our bodies are either tensions 
generated by our muscles and/or any external forces due to any externally applied load. 
It is also worth noting that in many circumstances, especially in a dynamic analysis, 
the moment generated about a joint is not only dependent on the positions of the forces but 
also on the orientation of the rigid body. As the rigid body, such as an arm or a leg, moves 
through its range of motion, the moments generated at each joint will change. This is true 
even though the external forces stay constant. 
For example, consider someone lifting a ten-pound barbell as shown below in Figure 
3.4. As the lower arm moves through its range of motion, the moment at the elbow generated 
by the ten-pound weight and the weight of the arm itself will change. The moment at the 
elbow changes with respect to the orientation of the lower arm. This orientation can be 
measured and expressed as an angle, 0, with respect to an arbitrary reference position. As the 
moment at the elbow is constantly changing through the lower arm' s range of motion, so is 
the force generated by the biceps brachii. These changes in muscle force make it difficult to 
measure muscle force directly. 
Figure 3.4. Illustration of muscle torque as lower arm moves through its range of motion 
(Hamill and Knutzen, 1995). 
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Fortunately, in a dynamic analysis muscle forces are the only changing forces. 
Therefore, it is not too difficult to perform a dynamic analysis and obtain a position-
dependent expression for muscle force. Position-dependent expressions are currently used to 
simulate muscle behavior and estimate generated forces. However, the forces obtained 
through dynamic analyses are limited in that parameters, such as joint center of rotation, 
body weight and its center of mass, can only be approximated. 
Torque/Position Relationship 
As was shown by the above example, the moment generated by a muscle is dependent 
on the orientation of the body part. Since moment generated at the joint is dependent on the 
muscle position and on muscle force, the muscle force is also dependent on position. 
At a cellular level, the dependency of muscle tension on position can be studied by 
analyzing the amount of pre-~xisting stretch in the muscle fibers when contraction begins. 
Recall that muscle fibers contract by sliding thin and thick filaments past each other. For 
fibers there exist an optimal length at which the tension generated during contraction will be 
maximum. The dependency of muscle tension on initial length is shown in Figure 3.5. 
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Figure 3.5. Relationship between isometric muscle tension and initial fiber length (Hamill 
and Knutzen, 1995). 
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The optimal sarcomere length, L0 , occurs when the muscle is slightly stretched. This 
enables the thin and thick filaments to slide past almost their entire lengths. This condition is 
shown in point B of Figure 3.5. However, if the sarcomeres are too stretched (as in point C 
of Figure 3.5), such that there is no initial overlap between filaments, contraction will not 
occur. 
Similarly, the more contracted the sarcomeres are prior to contraction (as is the case 
in point A of Figure 3 .5), the less filament length is available for filaments to slide past each 
other. This will cause the muscle force generated to be less than what it would be if it were 
slightly stretched. If the sarcomeres are too contracted, very little contraction will take place 
and very little force will be generated in this case. 
Just as muscle tension can be maximized by initial fiber length, the torque generated 
at the joint can also be maximized by initial joint position. For example, consider the elbow 
joint of Figure 3.4 once again. When a joint, such as the elbow, is fully extended the muscles 
around the joint will be less capable of generating a torque than if the joint were slightly 
flexed. This is because a majority of the tension generated by the biceps brachii is 
transmitted along the axis of the bones of the lower arm and serves to compress the elbow 
joint when it is fully extended. 
A similar event happens when the elbow is flexed. The moment generated by the 
triceps brachii is minimized in this case also. Just like in the case when the elbow is 
extended, a majority of the tension generated by the triceps brachii is exerted through the axis 
of the lower arm and compresses the elbow joint. This component of the tension will not 
cause any rotation, and therefore no moment will be generated. 
For the elbow joint, as well as for all other joints, there is a point between full 
extension and full flexion where the moment at that joint generated by the muscles is 
maximized. This orientation will vary from joint to joint and from individual to individual. 
For the elbow joint the angle at which the moment is maximized is roughly 90° - 95° 
(Marieb, 1995; Low, 1996). 
The dependency between torque and angular orientation can be used to generate a 
graph in which generated torque is plotted against angular position. For each angle of the 
range of motion of the joint a torque will be generated. The relationship between torque and 
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angular position is rarely linear. However, a graph such as this one can be a very useful tool 
in determining the maximum torque at joints. 
In this study a graph of generated torque versus position, generated via computer, will 
be used only to confirm that the subjects' knee extends and flexes through the range of 
motion. The velocity of contraction will be controlled using an isokinetic dynomometer. 
Estimation of Muscle Tension 
In order to fully understand human movement it is very important to be able to 
quantify muscle force. A specific quantitative knowledge of muscle tension would give 
insight into each muscle' s contribution to movement. However, direct muscle tension 
measurements cannot be done without invasive procedures. Therefore, most methods of 
estimating muscle tension involve the calculation of torque, or moment, generated by the 
muscle group at a joint. 
One method of measuring muscle tension involves lifting known weights (Low, 
1996). In order to ensure reproducibility, care must be taken in the placement of the weights 
and ensure that these are placed in the same location each time. The use of machines that use 
levers and pulleys make it easier for researchers to ensure experimental reproducibility. 
Additional frictional forces between the moving parts of the machine are introduced and 
must be accounted for. Also this method is limited to a specific movement and large muscle 
groups. 
Devices for measuring tension, such as springs, have also been used effectively by 
researchers. Springs can offer a direct measurement of muscle tension simply by resisting 
motion or contraction. Springs used in this fashion will have a known stiffness that allows 
easy calculation tension, or force, calculations based on the amount of stretch. Many 
dynamometers (force-measuring devices) used today use springs. Like in the use of weights, 
springs must be applied consistently to yield reliable results. However, they can be used on a 
wider range of motion and muscle groups (Low, 1996). 
Other devices use pressure to measure force. Some of these devices are held against 
the skin while the researcher resists movement (Hyde et al., 1983). These devices give 
26 
reliable results through piezo-electric or displacement transducers. Accuracy from such 
devices is also limited to the placement of the devices. Force plates also work on the same 
principle. 
Using computers and electric motors, more complex, yet accurate, isokinetic (same 
velocity) dynomometers have been successfully used to estimate torque at a given joint. 
With isokinetic dynomometers researchers can control a subject's contraction velocity and 
range of motion. By holding the angular velocity of joint movement constant, the 
dynomometer can accurately calculate the forces at the joint. By being able to connect to a 
computer, the dynamic changes in joint moment and forces can be easily plotted against 
position and velocity. Some of the more modem dynamometers are even capable of 
measuring eccentric contractions as well as concentric and isometric. 
With the acquired knowledge obtained from measuring torque, models that rely on 
mathematical expressions to predict and explain muscle behavior under a variety of 
circumstances can be developed. These models are often used to estimate muscle forces. In 
an effort to better estimate the generated muscle force, some researchers have attempted to 
improve existing models by better accounting for the contributions to muscle force made by 
tendons and other non-contractile muscle elements (Hoy et al., 1988). 
A unique method that does not involve the measurement of torque but involves the 
measurement of muscular activity is the use of electromyography (EMG). EMG measures 
the electrical activity of motor units as they are activated with electrical signals from the 
central nervous system. Signals are amplified, processed, and recorded for analysis. Even 
though the use of EMG signals has been used to accurately quantify muscle activity, it has 
not been successfully used to quantify muscle force, or even torque around a joint. 
A. L. Hoff and Jw. and Den Berg (1981) used EMG data to develop an electrical equivalent 
of a muscle model developed by A. V. Hill in 1938. This model, the Hill Muscle Model, 
used an analog system of resistors and amplifiers arranged in series and parallel to simulate 
the effects of the various components ( contractile and non-contractile elements) of 
contracting muscle. The results published in a series of four papers were only limited to the 
triceps surae of calf muscle and involve complex mathematical calculations. 
27 
EMG is limited by the fact that often times electrical signals not present in the 
muscles under study appear in the recording in the form of noise. For this reason filters must 
be used when recording EMG data. However, it is not possible to completely eliminate all of 
the noise present without loosing some of the actual data. Using Fourier analysis method it is 
possible to separate the various frequencies present in the recorded signal and thus analyze 
the various signal sources. 
Even with all its difficulties and limitations, EMG analysis is one of the most reliable 
and accurate measurements of muscle activity. The biggest advantage to using EMG 
analysis is that the researchers can accurately estimate the number of motor units activated 
during each contraction. 
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CHAPTER 4. ELECTROMYOGRAPHY BASICS 
At the cellular level, muscle contractions occur once fibers are stimulated by an 
electrical impulse transmitted through the motor neuron. These electrical impulses can be 
detected, recorded, and analyzed through the use of electrodes and recording devices such as 
a computer, magnetic tape, or trace paper. The primary focus of electromyography (EMG) is 
the study of muscle function by measuring and quantifying electrical impulses. An EMG 
signal is the sum total of all the electrical impulses detected and recorded from the muscle 
tissue. 
EMG Signal Detection 
The detection of the EMG signal is done through electrodes that are placed near the 
muscle, or muscle group, of interest. Even though electrodes come in a wide variety of 
shapes and sizes, there are only three types of electrodes: 
1) surface electrodes 
2) needle electrodes 
3) wire electrodes 
As their name suggests, surface electrodes are placed on the surface of the skin 
through some form of adhesive. An electrolytic gel is often times used to enhance the skin-
electrode interface and thus the electrical conduction properties of this junction. Surface 
electrodes work best for studying muscles close to the skin, surface muscles. They are easy 
to use and often times present no discomfort. 
Fatty tissue between the skin and the muscle, hairs found on the skin, oil, dirt, and 
other impurities, may interfere with the surface electrodes' ability to pick up EMG signal. 
For this reason care must be taken to thoroughly clean the skin surface where the electrodes 
will be placed. 
Another limitation of surface electrodes is that they sometimes pick up electrical 
signals from muscles that surround the muscles being investigated. This phenomenon, called 
cross-talk, can affect the quality of the signal being studied. Even though cross-talk cannot 
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be completely eliminated, its effects on the EMG signal may be reduced by electrode 
placement, or the use of a different type of electrode. 
Needle electrodes are placed underneath the skin in closer proximity to the muscle 
under study. These are essentially hypodermic needles adapted with wires to sense the 
electrical impulses generated at the muscle area. Needle electrodes are good at eliminating 
unwanted cross-talk from the EMG signal. They are small enough that they can be used to 
detect impulses from individual motor units as they contract. They can also be repositioned 
rather easily once inserted. This allows investigators to study different regions of the muscle, 
or simply improve signal quality (Basmajian and DeLuca, 1985). 
The small detection area provided by needle electrodes can be a problem if a larger 
muscle is being studied. Pain and discomfort (at least initially) are, of course, another major 
drawback. 
Like needle electrodes, wire electrodes are also placed underneath the skin. Wires are 
guided underneath the skin through a cannula, which is later removed. Wire electrodes give 
the same advantages of needle electrodes, with the additional advantage of being able to 
analyze much deeper muscles. Once inserted they are barely noticeable and do not limit 
movement in any way (Bamajian and DeLuca, 1985). Of course, care must be taken to 
properly sterilize both needle and wire electrodes. 
The voltage from the muscle electrical impulses is relatively small (measured in 
millivolts - mV). For this reason it is necessary to amplify the EMG signal. Some surface 
electrodes are pre-amplified (active electrodes), while others are not (passive electrodes). 
Often times the amplifier used will be a differential amplifier, which compares the muscle 
signal to that of a site with minimal electrical activity. The signal common to both sites is 
rejected and the difference is amplified. 
Finally, when recording EMG signals it is often necessary to eliminate unwanted 
signals from sources other than the muscle under study. Unfortunately, this unwanted signal, 
called noise (cross-talk is a form of noise), cannot be completely eliminated. However, by 
knowing the sources of noise, one can eliminate much of the noise present in the EMG signal 
through the use of filters while leaving the muscle ' s signal unchanged. Common sources of 
noise are power lines, electrical lights, and even the detection equipment itself. 
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Since much of this external noise has a frequency of 60 Hz, it can be easily 
eliminated through the use of a filter that filters out such frequency. Low frequencies can 
also be introduced by movement of the electrodes relative to the skin or muscle. A majority 
of the electrical activity of interest in an EMG signal occurs at frequencies between 20 Hz-
300 Hz. 
Three types of filters exist: 1) high-pass, 2) low-pass, and 3) notch filters. A high-
pass filter will filter out all the low frequencies while not affecting the higher frequencies. 
Conversely, a low-pass filter will filter out the higher frequencies. A notch filter will have an 
upper- and a lower-bound and will not change any signals with frequencies between these 
bounds. 
EMG Signal Characteristics 
Once an electrical impulse reaches the motor units, the muscle fibers depolarize in 
each direction. This depolarization, which triggers the sliding of muscle filaments, generates 
an electric field in the vicinity of the muscle fibers that appears to travel along the length of 
the motor unit. Once it reaches the vicinity of the detection electrodes, this traveling electric 
wave is detected as the EMG signal. 
The EMG signal is a complex signal that includes the electrical waveforms of a 
multitude of motor units. Since the depolarization of muscle fibers overlap with each other, 
the signal detected by the electrodes is a superposition of individual action potentials. This 
signal from separate motor units is called the motor unit action potential (MUAP). In order 
to maintain a muscle contraction, the motor units must be continuously activated. This 
causes a sequence of MUAPs, called the motor unit action potential train (MU APT). 
Therefore, the EMG signal is composed of a variety ofMUAPTs from a variety of motor 
units detected simultaneously by the detection electrodes. Figure 4.1, below shows a typical 
EMG signal. 
A number of factors within the muscle itself affect the EMG signal. Among these 
intrinsic factors is the number motor units activated with the contractions. As was seen 
above, each motor unit has the capacity of producing tension. By increasing the number of 
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motor units activated in a muscle contraction, one can increase the tension generated by the 
muscle. This increase in tension is manifested in an EMG signal by an increase in amplitude. 
However, even though the amplitude of the EMG signal may be increasing, it doesn't 
necessarily indicate an increase in muscle tension. 
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Figure 4.1. Typical EMG signal, the sum total of a muscle's electrical activity. 
As the muscle begins to fatigue for a given force, more muscle fibers will be recruited 
to assist in the contraction (see Skeletal Muscles and Fibers, above). This increase in number 
of muscle fibers, and therefore motor units, will also manifest itself in an increase of EMG 
amplitude even though the tension generated by the entire muscle remains unchanged. 
Therefore, the EMO amplitude is an indication of the number of motor units detected. 
Another intrinsic factor that has an effect on EMG is the motor unit firing rate 
(sometimes known as rate coding). When a motor unit is activated by a nerve impulse, it 
produces a certain tension. The amount of time needed to produce this tension is rather short 
(see Figure 2.4). However, as mentioned in Chapter 2, the motor unit needs a certain amount 
of time to relax, which is much longer then the amount of time to reach the tension by 
comparison. If a second triggering impulse received by the motor unit before the period of 
relaxation is over, the muscle fiber will contract further and with greater force. 
If the motor unit continues to receive triggering signals before it is able to completely 
relax, it will continue to contract and thus produce even greater tension until a maximum is 
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reached. Once the maximum tension is reached a state of constant contraction, tetanus, is 
observed. Further stimulation beyond this point will no longer cause further contraction, but 
will only serve to maintain a constant tetanus (see Figure 2.5). This effect is manifested in 
the EMG signal as a greater number ofMUAPTs. 
Finally, the velocity with which the depolarization wave travels through the muscle 
fibers, the conduction velocity, will have an effect on the frequency of the EMG signal. 
Larger muscles, with larger muscle fibers, will have greater conduction velocities. Also, as 
the muscle fatigues and lactic acid begins to accumulate, the muscle environment will 
become more acidic ( of lower pH). This will tend to slow down the conduction velocity of 
the depolarization wave. Temperature also alters the conduction velocity, with higher 
temperatures producing greater conduction velocities. Specifically, a higher conduction 
velocity will show up on an EMG recording as a higher frequency signal and vice-versa. 
Some external factors that affect the EMG signal were already mentioned above. 
These include: electrode types, equipment used, and ambient noise. Electrode placement is 
an important extrinsic factor. Depending on the specific muscle under study, the electrodes 
should be placed midway from the innervation zone and the distal tendon (De Luca, 1997). 
The amount of tissue between the muscle and the electrode will often times act as a low-pass 
filter (see above). 
For surface differential electrodes, the distance between electrodes also plays an 
important factor in the frequency of the EMG signal detected. The further apart the 
electrodes are from each other, the longer it will talce the depolarization wave to travel the 
inter-electrode distance. This will have the effect of decreasing the signal frequency. It will 
also increase the detection area and therefore the possibility of cross-talk. 
Finally, any relative movement between the electrode and the active motor units, 
motion artifact, will also have an effect on the MUAP's shape. This type of relative 
movement will sometimes alter the detection volume and may also increase the inter-
electrode distance of surface electrodes. Even though it is often times impossible to 
completely eliminate the relative movement between motor units and the electrode, one 
should always attempt to minimize this movement. 
33 
EMG Signal Analysis 
An understanding of the electrical impulses that trigger muscle contractions, and 
therefore motor control, would not be possible without the development of mathematical 
models. The best way to develop mathematical models that describe motor control is 
through mathematically modeling an EMG signal. This has been done to a considerable 
extent by a variety of researchers. A majority of the mathematical models available relate the 
randomness of the MUAP's firing rate as a function oftime (Basmajian and De Luca, 1985). 
However, a simpler approach has been to model the EMG signal as a simple superposition 
(summation) of individual MUAPTs. 
A generalized expression for an EMG signal, m(t), based on the sum of the individual 
MUAPTs, ui(t), is given by: 
n 
m(t) = Iu;(t). (4.1) 
i=l 
In this expression then is the total number of detected MUAPTs detected in the EMG signal. 
Notice that the expression for the EMG signal is a function oftime, t. This expression proves 
to be convenient since most EMG recordings are done as functions of time. 
Since an EMG signal is initially obtained by plotting voltage versus time, we are able 
to see how the signal changes with respect to time. This plot of voltage against time is often 
referred to as the time domain of the signal and any subsequent analysis of the signal with 
respect to time is called a time domain analysis ( or an analysis in the time domain). 
When the EMG signal is plotted in the time domain, one is able to see that the 
amplitude of the signal varies randomly as with time. Due to this random nature of the EMG 
signal, the average value is zero. Therefore, the calculation of the average of an EMG signal 
would not yield any useful information. In order to overcome this problem, the EMG signal 
is often times recorded by displaying only positive values. This is known as rectification. 
EMG signal rectification is done in either one of two ways: half-, or full-wave 
rectification. During a half-wave rectification of the EMG signal, only the signal's positive 
values are plotted against time. A full-wave rectification is accomplished by inverting all the 
negative values and plotting them as positive values. Usually a full-wave rectification is 
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preferable because none of the signal ' s energy is lost. Essentially, during a full-wave 
rectification, the signal ' s absolute value is plotted against time. Therefore, the equation of a 
full-wave rectified EMG signal is: 
n 
m(t) = I lui (t)I. (4.2) 
i =I 
With a rectified EMG signal some researchers (Inman et al, 1952) have proceeded to 
obtain a linear envelope (outline) of the rectified signal and integrate this value. This 
integrated value, integrated EMG signal (IEMG), provides the area under the linear envelope 
within a time interval. Since the rectified EMG is always a positive value, the value of the 
IEMG will always continually increase with time. For this reason it is not often used. The 
IEMG is obtained by using the following formula: 
12 
IEMG = Jjm(t) jdt (4.3) 
A more useful relation is the average, or mean, of the rectified EMG signal. This 
average has the effect of smoothing the rectified signal (similar to using a low-pass filter). 
The mathematical equation for the mean rectified value (MRV) is given by: 
(4.4) 
Notice that the calculation of the MRV involves the calculation of the IEMG. Therefore, the 
IEMG is an intermediate step in the time domain analysis of an EMG signal. Also notice that 
the MRV consists of dividing the IEMG by the time window of integration. The size of the 
time window determines the degree of signal smoothing. The larger the window, the 
smoother the signal will appear. 
The time interval, t2-t1 , will provide only a single value for that window. Therefore, 
the window must be "moved" over the entire recorded signal in order to give a complete 
average. This procedure of averaging over a moving time interval is called a moving 
average. The time increment by which the time interval is shifted forward is chosen by the 
researcher. However, if the window is shifted forward a time shorter than the interval itself, 
overlapping will occur. Overlapping insures continuity of the signal. 
The root-mean-square value (RMS) of an EMG signal is given by: 
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(4.5) 
The RMS involves the calculation of all the other time-dependent parameters mentioned in 
this section. It is also a moving average representation of the mean of the EMG signal. It is 
the time-dependent parameter that provides the most information. This is because the RMS 
term is not affected by any cancellation terms due to superposition of the MUAPTs in the 
signal. 
The expressions listed above all pertain to analyses in the time domain. However, the 
EMG signal can also be analyzed in the frequency domain. The frequency domain displays 
all the frequencies in the detected signal. Once all the frequencies in the signal are known, 
one can easily eliminate unwanted noise frequencies from the signal. It also displays how a 
signal's power is distributed. 
Figure 4.2 shows parameters of importance in the frequency domain. These include 
the mode (frequency at which the largest power occurs, not shown in Figure 4.2), the mean, 
the median, and the band width. The band width is defined as the distance between 
frequencies that yield 50% of the power in the frequency domain. The frequency domain is 
obtained from the time domain by using Fast Fourier transform techniques. Due to the noisy 
nature of the frequency domain its use is limited in the analysis of EMG signals. 
EMG Signal and Force 
Over the years a great deal of effort has gone into attempting to correlate the EMG 
signal (specifically, its amplitude) and the force generated by the muscle as it contracts. 
However, the relationships that researchers have been able to develop have been as varied as 
the techniques and muscles used to measure the relationship. 
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Figure 4.2. Frequency spectrum of EMG signals (Basmajian and De Luca, 1985). 
One of the issues that complicates the establishment of a relationship between EMG 
signal and generated muscle force is that there appears to be no agreement as to what EMG 
parameter to use in the establishment of such relationship. The inconsistent use of EMG 
parameters is perhaps an indication of the developments in electronics that have facilitated 
signal processing over the years. 
This has more than likely led to some discrepancy in the results among researchers. 
Some researchers have reported a linear relationship, while others have reported a non-linear 
relationship (in which the EMG signal amplitude increases at a faster rate than the measured 
muscle force). 
Among the similarities, a majority of attempts to relate the two have done so by 
analyzing isometric contractions. Also, a good number of investigators have measured 
muscle torque, or moment around a joint. Surface electrodes have also been widely used by 
investigators to detect the EMG signal. Some of the earlier investigators to report a linear 
relationship between the EMG signal amplitude while analyzing the integrated EMG 
(IEMG). The use of some form of rectified EMG has been more of a recent occurrence. 
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In 1977 Hof and Van Den Berg investigated the linear proportionality between the 
mean rectified EMG detected from the triceps surae and the total torque measured around the 
ankle joint. Since a muscle force cannot be measured directly, usually the muscle group to 
which the particular muscle under investigation belongs to is considered as a single "muscle 
equivalent." 
In their studies Hof and Van Den Berg noticed that the linear relationship between 
EMG and force is lost when applying muscle equivalents. Therefore, in their 1977 study Hof 
and Van Den Berg investigated if the observed non-linearity is due to a "non-constant 
distribution of the total torque over the various muscles" in the group. They also investigated 
whether each muscle had a linear EMG-to-torque relationship even though the entire group' s 
was not linear. By changing the subjects ' positions they were able to isolate the active 
muscles during contraction. 
They found that for a sitting posture a clear linear relationship between the mean 
rectified EMG signal and the rnuscle torque existed. However, this linear relationship was 
not existent in the erect and standing postures. They found that total torque could be 
obtained by adding each muscle ' s contribution to the EMG signal. In this sense the total 
non-linear EMG-to-torque relationship can be said that to be made up of various linear 
contributions from the various muscles in the group. 
Using the results obtained in their previous study, Hof and Ven Den Berg went on to 
develop an algorithm to obtain muscle force from an EMG signal in 1981(Hof and Van Den 
Berg, 1981 a-d). Their algorithm was based on an electrical analog of the Hill Muscle Model. 
Their model used as input the smooth rectified EMG signal and the joint angle, which is 
proportional to muscle length. 
The Hill muscle model, itself, consists of three components: the parallel elastic 
component (PEC), the contractile component (CC), and the series elastic component (SEC). 
The torque developed by the CC is a function of three state variables: the active state, the 
CC length, and its derivative. An assumption of the model is that the active state, in contrast 
to the resulting muscle torque, is not influenced by mechanical events. In their model the 
sum of the active states of all motor units is taken to be the active state of the whole muscle 
and this signal is derived from the EMG. 
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With a model developed, Hof and Van Den Berg (Hof and Van Den Berg, 1981 b & c) 
obtained parameters for their electronic version of the Hill Muscle Model. This gave them a 
complete set of parameters with which to build an EMG-to-force processor based entirely on 
the Hill Muscle Model. The processor's accuracy was tested by a set of tests on seven 
subjects. Subjects performed various ankle movements, thus contracting the calf muscles. 
The EMG signal that was obtained and processed through their processor, yielded torque 
values that had a relative error values of +6.2% ± 14%. Even though Hof and Van Den Berg 
were able to observe a linear relationship for isometric contractions, the relationship became 
non-linear for dynamic contractions. 
Lawrence and De Luca in 1983 (Lawrence and De Luca, 1983) investigated several 
aspects of an EMG-force relationship. Specifically they investigated: 1) whether a 
normalized EMG versus a normalized force relationship changes in different muscles; 2) if 
the relationship between EMG and force depends on the level of exertion; and 3) the amount 
of variability that exists among the same muscles of different individuals. The data were 
obtained by testing subjects that were either accomplished pianists, world-class distance 
swimmers, world-class power lifters, and normal subjects. RMS values of the EMG signals 
were recorded during "voluntary isometric linearly force-varying contractions." The muscles 
investigated were: the biceps brachii, deltoid, and first dorsal interosseous. 
In their study, the investigators found that for the first dorsal interosseous (a relatively 
small muscle) the relationship between the RMS of the EMG signal and the measured force 
was linear. However, for the larger muscles, biceps brachii and deltoids, the relationship was 
non-linear. Their results remained the same even with different exercise regimes and with 
different populations. One of the conclusions of Lawrence and De Luca was that fiber type 
does not affect the EMG-to-force relationship. This conclusion is backed by the fact that 
long distance swimmers have different fiber-type composition in the upper arm (slow-twitch 
fibers) than do power lifters (fast-twitch fibers) (Gollnick et al., 1973). 
Basmajian and DeLuca (1985) list some factors that may contribute to the differences 
in the EMG-to-force relationship. These include: 
1) Agonist/antagonist muscle interaction 
2) Cross-talk from adjacent muscles 
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3) Location of electrodes with respect to the muscle fiber types 
4) Motor unit recruitment properties 
During an isometric contraction the agonist and antagonist muscles are 
simultaneously active. This simultaneous interaction may alter the linear relationship that is 
often assumed between EMG and torque. Especially in cases where the force, or torque, 
output is great. 
As the force output of the muscle(s) under investigation increases, so does the 
possibility of detecting an EMG signal from neighboring muscles ( cross-talk). The 
probability of cross-talk also increases when attempting to detect EMG signals on smaller 
muscles, or muscle groups. The complexities that cross-talk adds to the EMG signal analysis 
are discussed above. However, in terms of the relationship between EMG signal and force, 
there is little doubt that cross-talk does affect this relationship, even though it is often not 
possible to accurately define its effects. 
The fiber type producing an EMG signal may also play an important role in the 
determination of the EMG-to-force relationship. Fast-twitch fibers have larger diameter and 
therefore yield an EMG signal of larger amplitude. In addition, the amplitude of the signal is 
also dependent on the distance the electrodes are placed from the muscle fibers being 
detected. It is precisely the motor units that contain the larger muscle fibers that are recruited 
first. However, as the contraction continues and the smaller fibers (slow-twitch) are 
recruited, their signal is added to that of the larger fibers. This recruitment pattern will 
inevitably cause an increase in signal amplitude. 
The studies and factors discussed so far all pertain to isometric contractions. 
Dynamic contractions ( eccentric and concentric) have the additional complication that the 
fiber length changes during the contraction. Therefore, the effects discussed earlier of the 
force/length relationship become even more important. Other factors that must be considered 
include: movement between the electrode and the muscle fibers (see EMG Signal Detection), 
changes in the instantaneous center of joint causing changes in the moment arm (see Joint 
Biomechanics chapter), and the possibility of any reflex activity by the subject. Therefore, 
for dynamic contractions a relationship that relates the EMG signal and generated force, is 
also dependent on many other factors that affect both the force and the signal's amplitude. 
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CHAPTER 5. METHODS AND PROCEDURES 
The previous chapter described some efforts by researchers to relate the EMG signal 
amplitude to the measured muscle force, or torque. Some of the most common complicating 
factors that make the determination of such a relationship difficult were explained. In this 
chapter a different approach will be proposed to correlate the amplitude of the detected EMG 
signal and the measured torque around a joint. A highly specialized technique called a neural 
network will do the correlation. 
Neural networks are unique in that they are designed specifically for the task of 
recognizing patterns and trends from data. They have proven especially powerful in 
situations where such patterns, or trends, are not easily determined. For example, a neural 
network has been used to predict the length of time psychiatric patients will remain 
hospitalized using inputs such as: medical history, demographic data, and socio-economic 
information (Davis et al., I 993 ). Others have used neural networks to predict the future price 
of stocks given a series of historical parameters (Refenes et al., 1994). The uses and 
applications of neural networks have been varied, however, they have been used extensively 
in the field of robotics. 
Perhaps the feature that stands out the most in neural networks is that they consist of a 
network of nodes. Each node is modeled after neurons and therefore the entire network has 
the ability to "learn" trends and patterns in a way that is very comparable to that of a real 
brain. Since neural networks function through a series of "artificial neurons," there is a 
parallel with the objective of this project: to relate the detected EMG signal with generated 
muscle torque. 
Neural Network Theory 
What separates a neuron from other cells in the body is its ability to process signals. 
Figure 5 .1, below, shows a pair of interacting neurons. A neuron consists of a cell body ( or 
soma), many dendrites, and a single axon. Dendrites carry electrical signals from other 
neurons to the cell body. These signals get integrated in the cell body and if the integrated 
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signal exceeds a certain threshold, a single signal impulse is transmitted via the axon. In this 
fashion signals received via the dendrites can be thought of as inputs and the signal sent via 
the axon as the neuron's output. 
A neuron's dendrites have many branches that "connect" to axons from other 
neurons. The junction between axons and dendrites are called synapses and here the axon's 
terminal comes in close proximity with the surface of the dendrites but these never actually 
touch. The small gap between the axon's terminal and the dendritic surface is termed the 
synaptic cleft. Once an impulse reaches the end of the axon, a chemical substance, known as 
a neurotransmitter, is released from the axon and received by the dendrite. The 
neurotransmitter causes the membrane of local dendrite to either polarize or depolarize. This 
post-synaptic potential propagates along the dendrite until it reaches the cell body. 
Other post-synaptic potentials from other dendrites are also received at the cell body 
where they get integrated. Signals sent down the axon would reach other dendrites ( or in the 
case of motor neurons, muscle fibers). 
Myelin sheath -- ·-
~ 
~Synapse 
Figure 5 .1. Anatomy and function of neurons. The Merk Medical Manual, Merk Company 
Website, 2000. 
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Artificial neurons are designed to function in a way that is similar to that of their real 
life counterparts. An artificial neuron (or node) is shown in Figure 5.2. A node can receive 
input signals from any number of other nodes, however, prior to reaching the node, each 
signal is multiplied by a weight. These weighted signals are summed at the node. If this sum 
exceeds a pre-determined threshold, an output is produced. Even though the output can be 
any real number, or integer, often times nodes are arranged to produce one of two possible 
values, 0 or 1 (binary output). A binary node is said to be in an active state if its output is 1, 
and inactive ( or off) otherwise. 
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Figure 5.2. A general n-input artificial neuron. 
To express a node (artificial neuron) mathematically, suppose that a node is receiving 
n input signals, x1, x2, .. . , Xn . Also for each input there corresponds n weights, w1, w2, .. . , Wn . 
In terms of their real-life counterparts, a node ' s weight, wi, can be thought of as the impulse 
strength along the /h dendrite. The state of this node, a, can then be expressed as a sum of 
the products of the inputs and their corresponding weights. 
n 
a= Iw;X; 
j ;J 
(5.1) 
Sometimes it is convenient to speak of a node's inputs and weights as vectors. 
Therefore, we can define an input vector, v = (x1, x2, .. . , Xn), and aweight vector, w = (w1, 
w2, .. . , wn)- Using vector notation the expression above is simply the dot product of vectors v 
and w. Therefore the above expression becomes: 
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n 
a=v·w='"'wx L..., I I 
i=l 
(5.2) 
A common example, often given when introducing the concepts of neural networks, 
is that of distinguishing handwritten characters. For example, the way a neural network 
learns can be compared to the task of distinguishing hand-written character "a" from hand-
written character "b." In such an example, the goal would be to design a neural network that 
would provide an output of y = I for characters identified as "a," or y = 0 for characters 
identified as "b." One way of attempting to set up this network would be to realize that in 
general the "b" character tends to be taller than the "a" character. One might, therefore, 
define a numerical feature, x, as the ratio of a character's height divided by its width. An 
input vector, v, can then be defined of all the character ratios. 
In this case, the network would be rather simple, consisting of a single node and an 
input vector consisting also of one parameter. The node's activation threshold would simply 
be a chosen value for the ratio x (beyond which would yield an output of y = 0 and a 
classification of "b"). In this case the weight vector would have a value of 1, thus allowing 
the entire classification to be dependent on the value of x. However, there may be situations 
where characters may be incorrectly classified using just the height-to-width ratio. 
Therefore, in order to increase accuracy, any number of additional features (x1, x2, .. . , xn) may 
be considered in addition to the height-to-width ratio . 
Normally neural networks are designed with input and weight vectors consisting of 
more than one element. These can be respectively defined as: v = (x1, x2, .. . , Xn) and w = (w1, 
w2, .. . , wn) . A weight element, wi, is an indication of how important feature xi is in 
determining the correct output of the network. Usually, values for weight elements range 
from O to I with "less important" features being assigned weight values close to zero. 
Therefore, in order to successfully classify any input vector, v, a network has to "learn" 
which features are more relevant. 
As one can intuitively imagine, a more accurate network can be achieved by 
increasing the number of features considered. However, there is a limit to the improvement 
in accuracy achieved in this way. Beyond a certain number of features the accuracy does not 
improve significantly, and may in fact decrease. Also, the more features, or dimensions, 
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considered by the classification network, the more complex the network will be. This will 
eventually lead to larger training times for the network. 
In general neural networks learn via an iterative process of evaluating a set of input 
vectors. This iterative learning process is referred to as training and the set of input vectors 
used to train the network is called the training set. Each time a new vector is evaluated and 
classified the network's output is compared to the desired output, or target. In this type of 
supervised training, small changes are made to the weight vector after each iteration. 
It can be shown that for a two-feature, or two-dimensional, classification system the 
network's output can be expressed as a linear equation in terms of the two inputs and the 
threshold. Specifically, if the network's threshold is given by w0 , then 
(5.3) 
By clearing for either x1 or x2, it can be easily seen that Equation 5.3 is of the formy = mx + 
b. The line traced by this equation is called the decision line, or boundary. 
In fact, this linearity of neural networks holds for any n-dimensional network. Using 
the activation equation above (Equation 5.3), a decision boundary for an n-dimensional 
neural network can be written as: 
n 
Y=LW;X; +Wo . 
/: ] 
(5.4) 
In the case of an n-dimensional neural network, one can often talk about a decision surface, 
rather than a line or boundary. 
An augmented weight matrix can be defined, by including the threshold in the weight 
matrix. This yields w' = (w1, w2, ... , Wn, w0 ). Now Equation 5.4 for the decision surface can 
be expressed in matrix form as: 
y(x) = w'Tx (5.5) 
Where w' T is simply the transpose of the augmented weight matrix. Therefore, the decision 
surface is the product of the transpose of the augmented weight vector and the input 
(features) vector. In order for the above matrix multiplication to hold, the input vector needs 
to be defined as follows : x = (xi, x2, .. . , Xn, 1). 
Training of a neural network of the form just described involves the minimization of 
the error between the target value and the network's output through the adjustment of the 
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various elements of the weight vector. The weight vector is adjusted with each iteration 
according to the following formula: 
(5.6) 
For a complete derivation of the adjustment algorithm just defined see chapter four of 
Gurney (Gurney, 1997), or chapter three of Bishop (Bishop, 1995). This algorithm continues 
to adjust the weights using the above equation until y = t. In Equation 5.6 a is referred to as 
the learning rate and controls how fast the network is trained, t is the target value, and y is the 
network's output. The value of a is assigned a fixed value between O and 1. 
An alternative approach to adjusting the weights is to treat the difference between the 
output and the target value as an error function and find the minimum sum of the errors 
(Gurney, 1997; or Bishop, 1995). This training algorithm, the delta rule, continually adjusts 
the weight vector after each iteration even if the target and the output are equal. However, 
the closer the output and the target are to each other, the smaller the adjustments to the 
weight vector will be. Adjustment of the weight vector continues until the changes to this 
vector are sufficiently small. The algorithm is similar to the one presented above except that 
the node output is compared to its activation value, a. 
Up to this point only single nodes have been considered. However, most problems 
that require the application of a neural network use multiple nodes, and sometimes even 
multiple layers of nodes. For networks with multiple layers and nodes, care must be taken 
that the minimization of the error function does not converge to a local minimum rather than 
the global minimum. 
A somewhat more generalized algorithm than the delta rule is derived for this called 
backpropagation. A typical multi-layer neural network, shown in Figure 5.3, consists of a 
series of input nodes, referred to as the input layer, along with a series of output nodes, 
referred to as the output layer. A series of layers whose outputs are not accessible for 
training, and hence called hidden layers, are often times found between the input and output 
layers. These hidden layers must therefore form their own representation of the input vector 
during training. The goal is to develop a mathematical adjustment to the weights of the 
hidden layers similar to that of the delta rule. 
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Using an expression for the delta rule (an expression similar to Equation 5.6), the 
following mathematical expressions for the adjustment of the weight vectors can be obtained 
for the output nodes (Gurney, 1997, Bishop, 1995, Hertz et al. 1991 ): 
I I '( ) W new = W old + aCY t - y X (5.7) 
and for the hidden nodes: 
I I I'°',;:_ __ , 
W new = W old + aCY L..J UWA . (5 .8) 
In the above expressions er is the derivative of the sigmoid function and 8, in Equation 5.8, is 
the error in the hidden nodes. 
Input Layer Hidden Layer Output Layer 
Figure 5.3. A multi-layer neural network consisting of an input layer, a hidden layer, 
and an output layer. This three-layer network is said to be fully connected. 
The first part in training of a multi-layer neural network consists of a forward pass. 
During the forward pass the input pattern is presented at the input layer. Nodes in this layer 
produce their outputs and pass their values to their respective hidden nodes. Subsequently, 
both hidden and output nodes produce their outputs. The network' s final outputs are 
compared to the target values to produce the (t- y) terms and adjustment of the weight 
vectors takes place. With these values the output nodes are trained. The hidden nodes are 
trained in a similar fashion by calculating the 8 values for each hidden node. This is the 
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backward pass portion of the training, and the reason why the algorithm is termed 
backpropagation. The algorithm continues until the error is "sufficiently small. 
Experimental Procedure 
Four male subjects between the ages of21 - 28 were asked to perform maximal-effort 
contractions using a Cybex II isokinetic dynamometer by concentrically extending and 
flexing the knee joint for a period of 2 minutes. All four subjects were college students who 
volunteered to participate in this study and received neither reward nor compensation for 
doing so. All four participated in recreational fitness routines and informed consent was 
obtained from each of them as mandated by Iowa State University's Human Subject 
Committee. 
The isokinetic dynamometer was set at an angular velocity of 120 deg/sec. This 
meant that no matter how hard or fast subjects attempted to extend their lower legs, they 
were not able to go any faster than 120 deg/sec. The resistance applied by the dynamometer 
caused moments (torque) about the knee joint due to the contractions of the "thigh" muscle 
groups involved (quadriceps and hamstrings). 
As subjects progressed through their range of motion their torque was monitored by 
the isokinetic dynamometer. The torque measured varied as the subjects progressed through 
the experiment. The more force a subject applied to the dynamometer, the more force was 
applied back by the dynamometer in order to maintain the velocity constant. 
It was important that subjects maintained a constant (or near constant) velocity 
because of the force ( and consequently, torque )/velocity relationship. Specifically, the faster 
the contraction velocity, the less torque contracting muscles were able to generate (see 
Force-Velocity Relationship section in Chapter 3). By maintaining a constant velocity 
throughout the contractions, the effects of velocity on generated torque were neglected. In 
this way the effects of muscle fatigue on torque was isolated and analyzed. Even though it 
has been shown that the knee extensors are twice as strong as the flexors at slower speeds of 
contraction (Hamill et al., 1995), slower contraction speeds also induce fatigue faster. 
Therefore, a relatively fast contraction velocity of 120 deg/sec was chosen for this 
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experiment in order to capture sufficient data yet avoid overly fatiguing the subjects. 
Changes in the generated muscle torque were recorded on a computer using Acqknowlege 
3.5 software (Biopac Systems Inc., Santa Barbara, California). 
A plot of the generated peak torque against time suggests that a linear relation can be 
used to approximate how the peak torque diminishes with time. Based on this 
approximation, a constant fatigue rate was assumed. This fatigue rate was defined to be 
dependent on time and on the percent drop of the generated peak torque. This assumption 
served to simplify the quantification of fatigue as a variable partially dependent on generated 
torque and on time. It also provided a convenient way of assigning a unique fatigue value for 
each 0. 00 I -second increment. 
As the subjects generated moments about the knee, the EMG signal was recorded 
using differential electrodes. Two electrodes were placed 2.5 cm apart on the vastus medialis 
muscle (of the quadriceps muscle group). Subjects' skin surface was prepared by removing 
hairs, dirt, oil, and other impurities that might interfere with the effective EMG signal 
detection. 
The MP 100 system was used to link the isokinetic dynamometer and electrode 
signals to the Acqknowledge 3.5 computer software. EMG readings were recorded 
throughout the entire range of motion for the duration of the experiment at a rate of 1000 Hz. 
Since the experiment focused on the EMG signal of the knee extensor muscles, the lower leg 
was chosen to be at 0° flexion when it was in the vertical position and at 90° when it was in a 
horizontal position. 
A total of 120,000 data points were collected for each subject (a contraction velocity 
of 120 deg/sec, a sampling rate of 1000 Hz, over one 120-second period). Since such a large 
number of data points caused difficulties in data management, only 30,000 data points were 
used from each subject for neural network training. The EMG signals and torque values 
collected during the first 10 seconds of contraction, those collected from seconds 55 through 
65, and those collected during the final 10 seconds were saved and stored for neural network 
training. 
A three layer neural network ( consisting of an input, an output, and a hidden layer) 
was developed to predict EMG values using Qnet Neural Network (Vesta Services Inc., 
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Winnetka, Illinois) software. Even though an unlimited number of layers could have been 
considered, only three layer networks were trained. This was done for simplicity and also 
because it has been shown that for most applications more than three layers does not 
significantly improve training results (Gurney, 1997). 
The input layer each consisted of two nodes each while the output layer consisted of a 
single node. Networks with different combinations of hidden layers (as shown in Table 6.1) 
were trained in order to see which combination provided the best results. In addition, the 
various network configurations were attempted with a variety of input and output 
combinations. This was done in an effort to produce networks that could predict either an 
EMG signal or required torque. A total of 24 networks were trained. 
Qnet provides the user with the opportunity to set training parameters. Specific 
training parameters with their explanation are listed in Appendix A. All networks were 
trained to a maximum of 10,000 iterations with an RMS Error stop value of 0.03. All 
networks trained with an initial learn control variable (Appendix A) value of 0.0005 and this 
value was automatically adjusted by Qnet after the 100th iteration. The momentum factor 
(Appendix A) was set for all networks at 0.8. 
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CHAPTER 6. RESULTS 
Changes in the EMG recordings could be noticed for each subject during their 
maximal effort extension and flexion of the right knee. In addition, changes in the generated 
peak torque could also be noticed for each of the subjects. These changes can be attributed to 
fatigue, since the subjects performed maximal effort contractions continuously for two 
minutes. A trained neural network was able to predict these changes easier with some EMO 
parameters than with others. Each of these parameters was explained in Chapter 4. 
Changes in the EMG Signal 
As subjects performed their contractions throughout the duration of the experiment, 
obvious changes in the EMO signal amplitude were noticed. These changes in the EMG 
signal of subject 4 can be observed in Figure 6.1. As would be expected, fatigue was noticed 
in the EMO signal due to an increase in the signal amplitude. The increase in the signal's 
amplitude is due to muscle fiber recruitment, a process during which more muscle fibers 
become involved in order to assist in the contraction. 
When a muscle first begins to contract, the contraction is carried out mostly by fast-
twitch muscle fibers. These muscle fibers do not have much oxygen supply, therefore the 
duration that these muscles can continue to contract is limited. As the contraction continues, 
more slow-twitch muscle fibers become involved to assist with the contraction. This 
· recruitment of additional fibers is manifested in the EMG signal as an increase in signal 
amplitude. As the contractions continue, more of the slow-twitch muscle fibers are recruited 
resulting in further increase in the signal's amplitude. 
This recruitment is also taking place in neighboring muscles. Even though effort has 
been made to minimize cross-talk, it cannot be completely eliminated and therefore it is 
natural to expect to pick up some noise from neighboring muscles. The fact that 
neighboring muscles are also recruiting additional fibers, means that their electrical activity 
is also getting stronger. This contribution to the EMG amplitude of the vastus medialis is 
minimal, however it is present none the less. 
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Figure 6.1. Changes in the raw EMG signal amplitude. 
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Changes in Generated Torque 
As one would expect, the torque that subjects were able to generate continually 
decreased throughout the two-minute contraction period. This decrease in the ability to 
generate torque is clearly manifested itself in a decrease in the peak torque reached during 
each successive contraction. Figure 6.2 shows how the generated torque decreased for 
subject 4 in each of the ten-second periods studied. As muscles continue to exert themselves 
and use up their initial ATP stores, their ability to contract, and therefore generate torque, is 
hindered. 
In this experiment, pain and discomfort was a common qualitative symptom of 
fatigue as subjects progressed through their contractions. The same characteristic decline in 
maximum generated torque was observed for all subjects regardless of physical conditioning, 
size, or stamina. By the end of the two-minute contraction period, all subjects were 
generating less than 50% of the maximum torque generated during the first ten-second 
interval (with the exception of subject 2, which failed to performed maximal effort 
contractions as instructed). 
The torque was measured by the amount of resistance the Cybex II dynamometer had 
to apply in order to keep the velocity of contraction constant at 120 deg/sec. During each 
contraction there are two peaks in the torque curve. Generally, when the subjects are not 
fatigued the first peak is usually noticeably higher than the second peak. This is because the 
quadriceps muscle group is capable of generating greater torque ( during extension) than are 
the hamstrings (during flexion) . This makes it easy, therefore, to distinguish the torque 
generated during extension from that generated during flexion. 
Once the muscles began to exhibit signs of fatigue, a noticeable decrease in the 
achieved toque value was appreciated. Torque values appeared to decline throughout the 
contraction period. The decrease in the torque values coincided in most subjects with an 
increase in the amplitude of the EMG signal. 
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Figure 6.2. Changes in generated torque for subject 4. 
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Quantification of Fatigue 
Up to this point the fatigue has manifested itself in an increase of the EMG signal 
amplitude and a steady decrease in the maximum attainable torque value by each subject. 
However, fatigue itself has not been measured directly. The difficulty with this is that 
fatigue has been defined differently by various researchers and no standard definition of 
fatigue exists. However, most researchers who have performed fatigue studies have defined 
fatigue as a percentage of the maximum fatigue value. 
An alternative is to define fatigue as a value that depends on the changes in the EMG 
signal. This would clearly lead to a practical definition of fatigue since it has been well 
established that the amplitude of the EMG signal definitely increases as more muscle fibers 
are recruited to assist in the contraction. The greater the quantity of fibers involved in the 
contraction, the greater the number of electrical impulses traveling through the muscle and 
this manifests itself in the form of greater signal amplitude. Also, the increase in amplitude 
is indicative of the fact that fibers of a different type are being recruited. As fatigue begins to 
set in, type II fibers are recruited and these muscle fibers have a higher activation threshold. 
Therefore, these muscles require a stronger impulse to be activated. 
A problem that arises with this approach is that different EMG parameters will likely 
yield different values of fatigue . Basmajian and DeLuca list this non-consistent use of EMG 
parameters as a source of discrepancy between researchers. This complicating factor alone 
makes usage of the EMG signal itself not practical to quantify fatigue . 
Another complicating factor, that has been mentioned extensively already, is cross-
talk and other noise interference in the EMG signal. The fact that there exists noise in the 
EMG signal will make the fatigue value somewhat polluted and unreliable. 
A plot of the generated peak torque values against time can be used to approximate 
the relationship between torque and time for each subject. Figure 6.3 and Figure 6.4 show 
such plots for subject 4 along with the linear and third-order equations, respectively for each 
plot. The coefficient of determination (r-square value) suggests how accurate each equation 
is in predicting the way torque is decreasing, and thus fatigue increasing. 
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Figure 6.3. Linear approximation of decrease in peak torque for subject 4. 
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Figure 6.4. Third-order approximation of decrease in peak torque for subject 4. 
As can be seen by Figures 6.3 and 6.4, a more accurate estimate of fatigue is possible 
by using a third-order approximation. A linear assumption was used here due to the 
limitations on data handling capabilities with the software used. Estimating fatigue using a 
third-order approximation would have required the calculation of the first-order derivative 
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and the substitution of each 0.001 second interval to obtain a unique fatigue value. 
Therefore, the calculation of a fatigue estimate in this way would have required the 
development of a computer program and this was not available for this study. 
Based on the observations of Figure 6.3, a value defined in this study as the fatigue 
rate will be determined. Using this fatigue rate, it will be assumed that each subject will 
fatigue at a constant rate throughout the duration of their exercise. The increase in fatigue 
will be time dependent. It will have a maximum value equal to the percent decrease in 
maximum torque values during the first and final ten-second interval. 
For each subject in this study, the total fatigue, <l>rot, was estimated by calculating the 
percent decrease in maximum torque from the first ten second interval, 'maxi, to the last ten 
second interval, 'maxf• Therefore: 
q) = 'maxi -Tmax f 
Tot (6.1) 
'max i 
The fatigue rate, <i>, is then the total fatigue divided by the total contraction time, t, which in 
this case is 120 seconds: 
¢ = q)Tot = q)Tot . 
t 120sec 
(6.2) 
Finally, in order to obtain an estimate of fatigue, <Dest, for a given time interval, the 
fatigue rate is multiplied by the appropriate time interval. Since a sampling rate of 1000 Hz 
was used, each 0.001-second sampling period is multiplied by the fatigue rate to obtain a 
unique fatigue value for each sampling period. In this way fatigue ranges from 0 to 'tmax for 
each subject. 
This definition of fatigue is a variation of the definition used by numerous 
researchers. Normally fatigue is assumed to begin when a muscle can only produce 50% of 
the maximum fatigue value. In the sense that fatigue is being expressed as a value of percent 
decrease in the maximum achievable torque, the definition used in this study is not that 
different from what is normally used. 
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Artificial Neural Network Training 
In order to achieve the best results, a variety of networks were trained. Trained 
networks were evaluated based on their ability to minimize their error. The artificial network 
software package used, Qnet (Vesta Services Inc, Winnetka, IL), has the ability to monitor 
training progress by keeping track of its root mean square (RMS) error. Results of the 
various trained networks are shown in Table 6.1. Since the addition of layers adds to the 
required training time, layers were kept to a minimum of three (an input layer, a hidden layer, 
and an output layer). Since only three parameters are being used in this study (torque, 
measured EMG, and estimated fatigue), the number of nodes in the input and output 
remained constant. Two nodes in the input layer and one node in the output layer seemed to 
be the logical selection of nodes. Also all the networks shown in Table 6. 1 were trained 
using truncated data (first-, middle-, and final-ten second intervals) for subject 1. 
Therefore the only network design parameter affecting the network' s accuracy has 
been reduced to the number of nodes in the hidden layer. As can be seen in Table 6.1 , 
network training showed a slight improvement with the addition of nodes in the hidden layer. 
However, the addition of nodes in the hidden layers also tended to increase the training time 
substantially. The same can be said for the addition of hidden layers. 
Even though fatigue could have been used as an output, this was not considered as 
part of this study. One reason why fatigue was not considered as an output was that the value 
of fatigue was obtained using a rather arbitrary and convenient formula (see previous section) 
for the purpose of this study. Also, a major focus of this study was to relate effects of 
observed fatigue with the measured EMG signal with the generated muscle torque. 
All of the networks listed in Table 6.1 were trained with the data obtained from 
subject 1. As can be seen from the table, the best results in terms of the RMS error were 
obtained for networks that predicted the raw EMG signal. However, these networks did not 
provide accurate results as they merely predicted the average of the raw EMG signal, a 
straight line through zero. More accurate results were obtained for networks that predicted 
the rectified EMG signal. 
58 
Table 6.1. Artificial neural network training results. 
Network Number. of Inputs Output RMS Error Training time 
Number Hidden Nodes (hrs:min:sec) 
1 ,., Fatigue & Torque RawEMG 0.041 532 11 :16:14 ., 
2 3 Fatigue & Torque Rectified EMG 0.066466 09 : 19:06 
3 3 Fatigue & Torque IEMG 0.119110 10:11:34 
4 3 Fatigue & Torque Linear Envelope 0.1119 14 09:58:58 
5 3 Fatigue & Raw EMG Torque 0.142907 10:08:45 
6 3 Fatigue & Rect. EMG Torque 0.131621 09:06:03 
7 3 Fatigue & IEMG Torque 0.098020 11 :35 :17 
8 3 Fatigue & Lin. Env. Torque 0.113885 09:39:31 
9 2 Fatigue & Torque RawEMG 0.041527 10:34:56 
10 2 Fatigue & Torque Rect. EMG 0.067804 09:19:28 
11 2 Fatigue & Torque IEMG 0.123031 11:05:14 
12 2 Fatigue & Torque Linear Envelope 0.113416 09:55 :03 
13 2 Fatigue & Raw EMG Torque 0.140289 09:33 :19 
14 2 Fatigue & Rect. EMG Torque 0.131631 10:44:53 
15 2 Fatigue & IEMG Torque 0.098801 09:44:42 
16 2 Fatigue & Lin. Env. Torque 0.113326 09 :45:07 
17 1 Fatigue & Torque RawEMG 0.041469 08:58:50 
18 1 Fatigue & Torque Rectified EMG 0.067416 09:46:03 
19 1 Fatigue & Torque IEMG 0.125020 09 :18:49 
20 1 Fatigue & Torque Linear Envelope 0.115630 10:27:43 
21 1 Fatigue & Raw EMG Torque 0.142883 09 :01:49 
22 1 Fatigue & Rect. EMG Torque 0.136595 09:26:38 
23 1 Fatigue & IEMG Torque 0.108278 08 :44:48 
24 1 Fatigue & Lin. Env. Torque 0.121310 08 :50:06 
Other parameters, such as integrated EMG (IEMG) and the linear envelope of the 
rectified signal, yielded results that were more accurate, however the RMS values for these 
were not as low. Figure 6.5 illustrates how accurate each of the networks were in predicting 
EMG values for each of the parameters mentioned during training. 
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Training Results for Raw EMG Prediction 
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Figure 6.5. EMG prediction: (a) raw EMG, (b) rectified EMG, (c)iEMG, (d) linear envelope. 
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Of the networks that predicted torque based on inputs of fatigue and EMG, the best 
training RMS errors were obtained with the rectified EMG signal, even though these 
networks did not yield RMS values as low as those networks that predicted a rectified signal. 
In order to test network performance, four networks were chosen from table 6.1 based 
on their RMS training error. The tested networks were those that predicted rectified EMG, 
integrated EMG, torque with rectified EMG as input, and torque with integrated EMG as 
input (network numbers 2, 3, 6, and 7 respectively). The four networks were tested in two 
ways. First data from subject 1 (the subject used to train the network) was presented to the 
network. Recall that all networks were originally trained using three 10-second intervals: the 
initial 10-seconds, seconds 55 through 65, and the final 10 seconds. However, data for the 
first test came from different time intervals as those used to train the network. Results from 
this test are shown in Table 6.2. For the second test the data obtained from the other three 
subjects (but during the same time intervals as for training) were used. Results obtained from 
this test are shown in Table 6.3. 
Table 6.2. Neural network predictions using various 10-second intervals for subject 1. 
Network Number Time Maximum Absolute Correlation 
(from Table 6.1) Interval Error Coefficient 
15/70/80 8.48269 mV 0.33082 
2 30/65/90 8.50772 mV 0.33191 
11 /66/1 00 7.30647 mV 0.34666 
15/70/80 2.14832 mV-sec 0.59610 
3 30/65/90 2.51221 mV-sec 0.63345 
11/66/100 2.24821 m V-sec 0.62841 
15/70/80 109.35223 N-m 0.57296 
6 30/65/90 101.01395 N-m 0.55760 
11/66/1 00 122.72375 N-m 0.61861 
15/70/80 109.10288 N-m 0.67471 
7 30/65/90 100.82397 N-m 0.70702 
11/66/1 00 122.42058 N-m 0.74203 
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Table 6.3. Neural network predictions results for different subjects. 
Network Number Subject Maximum Absolute Correlation 
(from Table 6.1 ) Error Coefficient 
Subject 2 2.84594 mV 0.32674 
2 Subject 3 3.65214 mV 0.25490 
Subject 4 6.96160 mV 0.24340 
Subject 2 1.82792 mV-sec 0.50876 
3 Subject 3 3.03927 mV-sec 0.39026 
Subject 4 2.82221 mV-sec 0.48931 
Subject 2 99.33857 N-m 0.33403 
6 Subject 3 132.84268 N-m 0.56217 
Subject 4 136.17690 N-m 0.45142 
Subject 2 99.41748 N-m 0.11984 
7 Subject 3 132.71106 N-m 0.53629 
Subject 4 136.20389 N-m 0.45962 
The correlation coefficients given in Tables 6.2 and 6.3 are given by Qnet with each 
run. This coefficient expresses the portion of the variation of the variable being predicted 
that is captured with each network prediction. It gives an indication of how well the 
network's decision surface (an equation) can be used to make. The absolute errors are 
calculated by computing the difference between each predicted value and the actual target 
values. The numbers reported in Tables 6.2 and 6.3 are the maximum value of this 
difference. The reason for the high absolute error values in networks 6 and 7 is because these 
networks always predicted normalized values between zero and one. 
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CHAPTER 7. DISCUSSION 
As can be seen by the results of the previous chapter it is possible to create an 
artificial neural network to predict the EMG signal using values of required torque and an 
estimated fatigue value. RMS training results showed that all networks converged to a global 
minimum. This is evident by the fact that there were no further fluctuations in the RMS error 
once the minimum value was achieved. Further, no evidence of overtraining, or network 
memorization was found. Had networks been overtrained, there would have been an increase 
in the RMS error once the minimum value was reached. 
Even though the results for networks with the same inputs and outputs were similar, 
there were some differences. In general, networks with more hidden nodes appeared to train 
better, as they had a slightly less RMS error during training. However, these networks also 
tended to train slower. This may lead researchers to reach a compromise between training 
speed and network accuracy. Other differences in network training results are explained 
below. 
Differences in Network Training 
Referring to Table 6.1, one can observe some of the major differences in the training 
parameters for each of the networks trained. Only three-layer networks were considered in 
this study. Even though it is reasonable to assume that an additional layer (a second hidden 
layer) would have improved the results, this practice is normally avoided in order to speed up 
the training time. Also, it was evident that the addition of extra nodes in the hidden layer did 
not significantly increase the network's accuracy, therefore it is safe to assume that the 
addition of an extra hidden layer would only marginally improve the network's accuracy. 
Also, all networks involving the raw EMG signal predicted straight lines. In the case 
of the prediction of the raw EMG signal itself, networks predicted a straight line through 
zero. Networks that predicted the torque value with raw EMG as an input predicted a 
straight line through the averages of the torque values. Interestingly the slope of this straight 
line was equal to the estimated fatigue rate. 
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An explanation for the straight-line prediction is the fact that the backpropagation 
algorithm is an arithmetic procedure. As mentioned in Chapter Four, the reason why the raw 
EMG signal is rarely used for analyses is because of this very fact. Statistical and 
arithmetical calculations of the raw EMG signal yield little useful information. A fully 
rectified signal often proves to be more useful. 
Another indication of the arithmetical nature of the backpropagation algorithm is the 
training time required for each of the networks. Even though the required training time is 
mostly dependent on the processing capabilities of the computer used, a noticeable trend 
from Table 6.1 is that simpler networks trained faster than did more complex ones. In this 
study the level of network complexity was controlled by the number of hidden nodes in the 
hidden layer. Additional nodes mean additional connections between them, and more 
weights to adjust with each iteration. Network complexity undoubtedly adds to the training 
time. 
The results obtained from training the network show that a neural network can be 
used effectively to predict EMG signal. This predicted EMG signal can then be used to 
control a myoelectric prosthesis, or to perform FES on a muscle. The consideration of 
muscle fatigue with repetitive motion is a more important factor for any FES applications. In 
these situations a more accurate model of fatigue that incorporates findings from other 
researchers, such as Bigland-Ritchie (Thomas et al., 1991), would most likely yield more 
accurate results than those obtained here. 
Effects of Simplified Fatigue Assumption 
Due to the computational limitations presented by the processing software, a 
simplified definition of fatigue was assumed for the purposes of this study (see Chapter Six). 
This simplified definition of fatigue assumed a linear fatigue rate. Fatigue ranged from zero 
to the maximum percentage drop in torque achieved by each subject. Therefore, as most 
researchers have done in the past, fatigue has been expressed in terms as a percentage of 
maximum torque at the end point. However, a constant fatigue rate means that fatigue 
increases ( or torque decreases) linearly with time. 
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For the purposes of training an artificial neural network and finding a correlation 
between generated muscle torque and its corresponding EMG signal this simplification 
produced a network that worked. However, the assumption of a linear fatigue rate did cause 
some noticeable trends in network training. For example, in looking at the results produced 
from training networks to predict torque given the estimated fatigue and any type of EMG 
signal, predicted torque values had a noticeable linear decrease with a slope similar to the 
calculated fatigue rate. 
It is evident from Figures 6.3 and 6.4 that a more accurate estimate of fatigue, and 
perhaps better network results, would have been possible had a third-order (or higher) 
approximation was used. From the results obtained, it is evident that Qnet was able to detect 
a linear trend in the data presented. A non-linear fatigue would have perhaps added to the 
training time, but there is sufficient evidence to assume that Qnet, or a more sophisticated 
artificial neural network, would have also been able to detect a non-linear trend. 
Also, the assumption of a linear fatigue rate might account for the results during 
network tests with different data. When testing the network with different data from 
different time inetervals of subject 1 (subject originally used to train the network) the error 
was relatively the same, regardless of the time interval used to test the data. Also, the 
networks performed slightly better (as evident by the correlation coefficient) when testing the 
networks with data obtained from subject 1 (Tables 6.2 and 6.3). This can best be explained 
by realizing that the results in Table 6.2 are those of tests with data from subject 1 (the same 
subject used to train all networks). The slightly better performance in Table 6.2 shows that 
Qnet was able to pick up the fatigue trend of this subject and make better predictions along 
this trend. 
It is evident that Qnet was able to easily predict values along a slope that was either 
equal, or similar in value to the calculated fatigue rate. These results may vary if non-linear 
fatigue measurements are incorporated. Evidence of this can be seen in Table 6.3, which 
shows how the network performed with data from different subjects. As the network was 
presented data from subjects that experienced less "fatigue," the predictions EMG predictions 
became better, while torque predicting networks performed worse. 
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For example, subject 2 experienced the least amount of fatigue at the conclusion of 
the contraction period. Even though all subjects were instructed to exert maximum force, 
this subject did not exert himself to maximum levels. This was evident by the fact that most 
other subjects studied achieved approximately a 50%-60% decline in maximum generated 
torque, therefore a fatigue value of 50%-60%. Subject 2 was only fatigued at slightly over 
25%. Notice in Table 6.3 that networks 2 and 3 were able to predict this subject's EMG 
signal better than networks 6 and 7 were able to predict torque. 
Rather than eliminating subject 2's data from consideration, it was kept as a good 
sub-maximal contraction sample. This served to test the network's accuracy given sub-
maximal contraction data. This observation demonstrates the need for a more accurate 
definition of fatigue that better reflects the muscle's ability to generate torque with repeated 
contractions. 
Possible Applications 
The results of this study can be used in the field of FES. For that reason an estimate 
of the fatigue value was developed. In FES a muscle is made to contract by applying an 
external current to it. As mentioned in previous chapters, one of the main limitations in the 
field of FES is that it has been difficult to induce a contraction with an extern al current 
without inducing an all-or-nothing contraction; meaning that muscles either contract to their 
fullest extent or they don't contract at all. Part of the reason for this is that it has been 
difficult to isolate individual motor units and determine the exact voltage for a given 
contraction level. 
With improvements in EMG signal detection it is hoped that in a not too distant 
future it will be possible to isolate individual muscle fibers and detect EMG signals from 
them. Currently it is possible to narrow the scope ofEMG signals by using needle and wire 
electrodes. Needle and wire electrodes offer the advantage of reduced pick-up area and noise 
from neighboring muscles ( cross-talk). 
Perhaps the most exciting and promising application of FES is in the treatment of 
spinal cord injury (SCI) patients. SCI patients are unable to contract their muscles because 
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the muscles below the injury do not receive the current transmitted from the brain through 
the spinal cord. The work of Dr. Chase, of Case Western University, and others in the field 
ofFES shows great promise for SCI patients. 
Another area of possible application is in the area of myoelectric prosthesis control. 
Myoelectric prosthesis work by detecting electrical signals from the amputee's remaining 
limb. This signal is amplified, processed and used to control an electric motor that controls 
movement of the prosthetic limb. In order to work effectively, amputees need to learn how 
to contract the remaining muscles of their limb. Signals should be strong enough to be 
detected by the prosthesis ' electrodes. However, as subjects become fatigued, the generation 
of such a signal may become difficult. By being able to predict the effects of fatigue, an 
artificial neural network can be used to assist users in the generation, or detection, of the 
electrical signal. 
Recommendations for Future Research 
It would be recommended to pursue a similar study incorporating a non-linear fatigue 
rate. It is understood by this researcher that this simplifying assumption is perhaps too 
simple and results that reflect a more accurate fatigue index need to be investigated. 
The incorporation of position as a third input would also yield different results. In 
this study an EMG signal was predicted based on the fact that an estimated fatigue and a 
required torque were given. However, it should not be too difficult to incorporate the 
cyclical values of position in order to generate a relationship of EMG based on fatigue, 
required torque, and angular position. 
Also the relationship between agonist and antagonist muscles should be included in 
further studies. For the sake of simplicity this study only focused on the vastus-medialis 
muscle, specifically during concentric contractions. However, a logical next step in this 
study would be to consider how this muscle group interacts with their antagonistic muscle 
group (hamstring muscles). If the results from this study were to be applied to the field of 
FES, a coordination between the two muscle groups must be achieved in order to produce 
any useful movement. 
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It is also noted that the use of a spreadsheet application limited the handling of the 
large number of data generated during this study. A program written using a computer 
language such as C++, Fortran, Visual Basic, or Matlab could be of great help in managing 
such large volumes of data. Because of the limits on data points Excel is able to handle, it 
was necessary to look at the data in three ten-second "windows." This truncation of the data 
is perhaps one of the major sources of errors in the testing of the Qnet networks. 
Additionally, the use of a different neural network software would probably yield 
more accurate and consistent results. Qnet is a generalized software package designed for 
beginner neural network designers. Even though Qnet proved to be an effective software 
package for this application, most neural network applications involve the design of a 
specially customized software. This usually involves some heavy computer programming 
and perhaps the design of such a software could be the focus of a future study. 
Perhaps as part of a future study the control of a robot of myoelectric prosthesis can 
be included in the study. By comparing how accurately a non-linear fatigue index controls 
such a unit with the accurateness of the linear assumption, some strides in settling the debate 
of how to simulate fatigue can be achieved. 
Finally, the quantification of fatigue proved to be a major source of question in this 
study. A future study can perhaps use an artificial neural network to find an accurate way to 
predict and quantify muscle fatigue. Overall this study has significant potential in the field of 
rehabilitation. 
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APPENDIX - Qnet SETTINGS 
Qnet, produced and distributed by Vesta Services, Inc., is an artificial neural network 
software. It is designed so that both the expert and novice neural network programmers can 
use it with relative ease. One of the features that makes Qnet, and neural networks in 
general, such a powerful tool is that it can be applied to a wide variety of problems. 
Traditional applications include: stock market prediction, strategic planning for marketing 
problems, weather forecasting, etc. In engineering neural networks have been used 
extensively in manufacturing operations: from assembly line control, to quality assurance and 
inspection. In this study, Qnet has been used to predict either a muscle's EMG signal 
strength, or its required torque output. 
Qnet uses the back propagation algorithm, which, as explained in Chapter Four, seeks 
to minimize the error function between its predicted values and the known target values. The 
discussion below is an explanation of all the parameters and settings used in setting up the 
various Qnet networks for the training process. 
Network Design 
New artificial neural networks were designed using the network design screen, shown 
below in Figure A. l. In this screen the basic design of the network is chosen. The first 
choice is the number of layers. A minimum of three layers (one hidden layer) must be 
defined for all networks. As mentioned above, additional layers add complexity to the 
problem and normally three layers is sufficient for most network applications. From the 
network design screen the user can specify the number of nodes for each layer of the 
network. 
Qnet' s default values for the number of layers is three with two nodes in the input 
layer, two in the hidden layer, and one node in the output layer. Also, by default all nodes 
are connected, however, the user can choose not to connect some of the some of the nodes 
between layers. All networks in this study were fully connected meaning that nodes in the 
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hidden and output layers received inputs from all nodes in the previous layer. As the 
networks gets trained the connections between nodes are adjusted. 
The adjustments to the weights between nodes of different layers are controlled by 
the transfer functions between layers. Transfer functions available in Qnet are shown in 
Figure A.2. A transfer function dictates the strength of the weights between nodes of 
different layers. Qnet is set by default to use a sigmoid transfer function. Other possibilities 
of transfer functions available by Qnet are: gausian, hyperbolic tangent, and hyperbolic 
secant. For all networks of this study a sigmoid function was used. This served to normalize 
a node's output to a value between O and 1. 
Network Design ~ 
w )<N::: ·.:>'.< ". >' 
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Figure A.I. Qnet' s Network Design screen. 
Once the general network design has been established, the network' s input and target 
data are specified. Files containing Qnet's input and target data were all formatted in .txt 
format and they were not normalized. For all trained networks a subset of 1000 points were 
randomly selected and used as test data to measure the network's accuracy as it trained. 
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Network Parameters 
Figure A.3 shows the parameters that controlled training for most networks in this 
study. Training of all networks continued until either 10,000 iterations were reached, or until 
the RMS error reached a value of 0.03 . By default the maximum iterations for network 
training is set to 10,000. Even though a user can establish this to a higher value, the default 
value for maximum iterations was used in this study. A value of 0.03 RMS stopping value 
was chosen arbitrarily. The default value for the RMS stopping value is 0.0. 
Figure A.2. Transfer functions available through Qnet's Network Design Screen. 
The training speed in the backpropagation algorithm is controlled by the learn rate, 
Eta, and the momentum factor, Alpha. Eta controls the speed at which the network learns. 
However a high value of Eta will cause the network to diverge. For the networks trained in 
this study, Eta was set at either 0.0005 or 0.001. Alpha does not have such a dramatic effect 
on the learning speed, therefore a default value of 0.8 was used throughout the training of all 
networks. 
Qnet has the special feature called Learning Rate Control (LRC). This feature 
attempts to speed up network learning by increasing the value of Eta, while checking for 
divergences. Initially this feature is turned off, but for all networks the LRC was turned on 
after the 100th iteration. 
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Other Qnet features that were not used in this study include tolerance checking, and 
the fast-prop feature. The tolerance checking checks network outputs to see what percentage 
of the outputs fall within a specified tolerance. When the fast-prop feature is turned on, the 
network training does not use a backpropagation algorithm. This may have the advantage of 
giving faster training times, however, it can be unstable for some networks causing them to 
diverge. 
Training Parameters Ei 
Figure A.3. Network training parameters. 
Network Training 
The network training screen, shown in Figure A.4, provides information on the 
training progress. The top left portion of the screen provides information about the network 
design. The top right portion of the screen provides information of the training parameter 
settings. At any time during training the user can change the training parameters by pulling 
down the appropriate menu. The bottom third of the screen provides information regarding 
the network output error as well as the error of the test data that is randomly selected. 
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The user can also monitor graphically how the outputs compare with the target 
values. Other useful graphical information include the optimal agreement graph, the RMS 
vs. Iteration graph, and the target error vs. iteration graph. Each of these graphs can be 
monitored by selecting the appropriate buttons on the training screen. 
From the network training screen, the user can list the target and the output values. 
These can also be saved to a .txt file that can be opened using any other application, such as 
Excel. Once trained, networks can be re-opened simply by recalling them from the initial 
Qnet screen. Trained networks still need to have input data, however, target data is optional. 
It is still recommended to provide a trained network with target data especially during 
testing. Without any target data, a trained network will not produce any error results. This is 
best suited for networks that have been well established as accurate networks. 
The training time shown on the training screen is merely an estimate and is mostly 
dependent on the computer's processing capabilities. It is not recommended that other 
applications be running simultaneously while a Qnet network is training. 
Figure A.4. Network Training Screen. 
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