We consider the class of linear mappings, between real or complex inner product spaces, such that for each two orthogonal vectors in the domain their values are ε-orthogonal in the target space. By ε-orthogonality (0 ε < 1) we mean the relation u ⊥ ε v ⇔ u|v ε u v .
Orthogonality preserving mappings
Let X and Y be two inner product spaces (i.e., vector spaces endowed with the inner products ·|· and the associated norms · ) over the same field K ∈ {R, C}. By ⊥ we denote the standard orthogonality relation: x ⊥ y ⇔ x|y = 0. We call a mapping T : X → Y orthogonality preserving if ∀x, y ∈ X: x ⊥ y ⇒ T (x) ⊥ T (y) (OP) and strongly orthogonality preserving if
∀x, y ∈ X: x ⊥ y ⇔ T (x) ⊥ T (y). (SOP)
Orthogonality preserving mappings need not be linear. Actually, orthogonality preserving operators may be very nonlinear and discontinuous.
Example 2. For ϕ ∈ (0, π
2 ) define:
, and
Let L ϕ := L ϕ ∪ L ϕ . Therefore, we have
L ϕ ∪ (0, 0) .
2 ) be an arbitrary function and let
, for x ∈ L ϕ and T (0, 0) = (0, 0). Then T satisfies (OP) (also (SOP) if h is injective) but need not be linear and can be discontinuous at every point.
Linear orthogonality preserving mappings
Theorem 1. Let X and Y be two inner product spaces over the same field K. For a nonvanishing mapping T : X → Y the following conditions are equivalent:
T is linear and strongly orthogonality preserving; (iv) T is linear and orthogonality preserving.
Proof.
The implication (i) ⇒ (ii) follows from the polarization formula. It is well known that (ii) yields linearity of T whence (iii) follows. Implication (iii) ⇒ (iv) is trivial and it remains to prove (iv) ⇒ (i). The following proof is a modification of the one given by Rätz [6, Theorem 2.1].
If dim X = 1, then obviously each nontrivial linear mapping is a similarity. Now, suppose that dim X 2 and that there exist x, y ∈ X \ {0} such that T (x) = α x and T (y) = β y for some α < β. It is easy to see that x and y must be linearly independent. Moreover, x and y cannot be orthogonal. Indeed, assuming x ⊥ y and defining u := 
On the other hand,
a contradiction. In the remaining case (x and y linearly independent, nonorthogonal) define
and the definition of z one can compute:
Finally, we have
which proves nonorthogonality of T (w + u) and T (w − u), a contradiction again. 2
The equivalence (i) ⇔ (ii) can be derived (even in a more general setting) from the result of Koehler and Rosenthal [3, Theorem 1].
Example 3.
For an arbitrary inner product space X and for an arbitrary function σ : X → K \ {0} one can define T (x) := σ (x)x. Such a mapping T : X → X satisfies (SOP) but neither is linear (unless σ is constant) nor satisfies (i) and (ii). Additionally, if |σ (x)| = a > 0 for all x ∈ X, then T satisfies the condition T (x) = a x but again need not be linear and need not satisfy (ii).
Taking X = Y and T = id, one obtains, from the implication (iv) ⇒ (ii) in Theorem 1, the following result.
Corollary 1 (cf. [6, Theorem 2.1]). Let ·|· 1 and ·|· 2 be two inner products on X introducing the orthogonality relations ⊥ 1 and
and, consequently,
In general, if the orthogonality relations do not come from inner products, the implica-
On the other hand, it holds for real normed spaces with the Birkhoff-James orthogonality as it was proved by Koldobsky [4] .
Approximately orthogonality preserving mappings
For a given ε ∈ [0, 1) we define approximate orthogonality (ε-orthogonality):
(the norm on the right-hand side comes from the inner product). We say that f : X → Y is approximately orthogonality preserving iff:
with some ε ∈ [0, 1).
The following example shows that a linear solution of (AOP) need not satisfy (OP).
. Thus we assume x 1 x 2 y 1 y 2 = 0 and define
which proves that f (x) ⊥ ε f (y). Clearly, f does not preserve inner product.
The following two lemmas will be useful in the proof of the main result.
Lemma 1.
For arbitrary a, b ∈ X and ε 0 if
Proof. The assumed inequality is equivalent to
Hence
Lemma 2. Suppose that f : X → Y satisfies, with some δ 0 and γ > 0, the functional inequality
Then f is quasi-linear, i.e., quasi-additive:
and quasi-homogeneous:
Proof. Take arbitrary x, y ∈ X. We have
Using (1), we obtain
which gives (2). Similarly, for given x ∈ X and λ ∈ K we have
For a comprehensive study of quasi-additive mappings we refer to [1, 2] . Note that (1) does not imply linearity of f .
Example 5. Let f : 2 → 2 be given by
Then f satisfies (1), with γ = 1, but it is neither additive nor homogeneous. Now, bearing in mind Theorem 1, especially the equivalence (iv) ⇔ (ii), we formulate the main result of the paper. 
Conversely, if f : X → Y satisfies (4) with some δ 0 and γ > 0, then f is a quasi-linear, approximately orthogonality preserving mapping. More precisely, f satisfies (2)-(3) and
Proof. In the case dim X = 1, the assertion follows trivially (actually, it holds for an arbitrary nontrivial linear mapping). Therefore, from now on, we assume dim X 2. Define
We will show that 1
with
Fix x, y ∈ X \ {0}. 
(u) = λ(x), and f (v) = λ(y). Since we have also
whence (Lemma 1)
That means
and hence
which is an approximation better than (6).
3
• . Now we consider the remaining case: x and y are linearly independent but not orthogonal. Choose x 1 , x 2 ∈ X \ {0} such that
From steps 1 • and 2 • we have
and also
Using the above, we get
Thus we have
and hence λ(x) δ 1 λ(y). Since x and y are arbitrary, we change the order getting also λ(y) δ 1 λ(x) and finally (6) . It follows from (6) that if there existed y = 0 for which f (y) = 0 (whence λ(y) = 0) there would be λ(x) = 0 for all x = 0, i.e., f would vanish which is against our assumption. Therefore, ker f = {0}. Now, for a fixed y 0 ∈ X \ {0}, setting γ := λ(y 0 ) > 0, we get from (6)
This, in particular gives continuity of f and yields
Since (8) implies
analogously as (9) and (10), we derive
For arbitrary x, y ∈ X, we have
Thus, using (10), we obtain, for all x, y ∈ X,
Similarly, using (12), we get for x, y ∈ X,
and thus we obtain
Now, suppose x, y ∈ X \ {0} (then we have f (x), f (y) ∈ Y \ {0}). Applying (13) for vectors , we obtain
Since 2(δ 2 1 − 1) = δ, (4) follows for all x, y ∈ X \ {0} and trivially for x = 0 or y = 0. For the proof of the converse theorem, one needs to apply Lemma 2 to get quasi-linearity of f . The fact that f is approximately orthogonality preserving is easily seen. However, notice that, although correct for any δ 0, the last assertion is useful provided δ < 1. 2
Remarks 1.
(1) Note that for real spaces the constant δ 2 1 − 1 in approximation (13) can be replaced by 1 2 (δ 2 1 − 1) and hence the constant δ in (4) can be diminished by half. (2) It is also easy to see that inequalities (9) and (11) and linearity of f show that f is a quasi-isometry in the following sense: Taking X = Y and f = id, one obtains a generalization of Corollary 1.
Corollary 2.
Let X be a vector space and let ·|· 1 and ·|· 2 be two inner products on X.
then there exists γ > 0 such that
with δ given by (5).
In particular, we have
which, obviously, makes sense if δ < 1, i.e., for sufficiently small ε (approximately, ε 1 9 ).
Stability problem
It would be desired to know if each linear (AOP) mapping can be approximated by a linear (OP) one, i.e., by a solution of the equation
If a linear mapping f : X → Y satisfies (AOP), then we have (8) for some γ > 0 and therefore for an arbitrary mapping T : X → Y satisfying (14) (with the same γ ) we have
where
It follows from (15) that the difference f − T is continuous on X whence, following [1, Definition 1], one can say that f is approximable. However, notice that η(ε) → 0 as ε → 0 which means that even reducing the initial constant ε, we are not guaranteed to obtain T as close to f as we wish. Thus the following stability problem appears. Is it true that, for a given linear mapping f : X → Y satisfying (AOP), there is a constant γ > 0 and a linear (OP) mapping
with θ(ε) → 0 as ε → 0?
Final remarks
One can define approximate orthogonality in a more general way:
where p ∈ R and for u, v ∈ X (for p < 0, u = 0 = v). However, it is easy to notice that for p = 1 and a linear (or at least homogeneous) mapping f : X → Y the condition x ⊥ y ⇒ f (x) ⊥ ε p f (y) implies the (OP) condition. Another approach to the problem of preservation of orthogonality was proposed by Kestelman (cf. [7] ). We say that f : X → Y preserves right-angles iff ∀x, y, z ∈ X:
Obviously, provided f (0) = 0, it is a stronger condition than (OP). A. Tissier [7] has proved that f : X → X (where X is an inner product space with dim X 2) satisfying (17) is a similarity (cf. also [5] ). Now, one can ask for a characterization of mappings f : X → Y satisfying ∀x, y, z ∈ X:
Finally, let us remark that the class of mappings (approximately) orthogonality preserving can be considered in a more general setting. Instead of the orthogonality stemming from the inner product, one can consider one of various orthogonality relations defined in normed spaces. The result of Koldobsky [4] has already been mentioned. Some results in this direction have been also obtained by the author. A paper on this subject is in preparation.
