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show how well the model explains specific historical episodes; for example, can a real business cycle model simultaneously explain the growth in the United States during the 1960s and the 1981-82 recession? The paper is organized as follows. Section II develops the minimum approximation error representation and goodness-of-fit measures. Section III calculates these goodness-of-fit statistics for a standard real business cycle model using postwar U.S. macroeconomic data on output, consumption, investment, and employment. Section IV concludes the paper by providing a brief discussion of some tangential issues that arise from the analysis.
II. Measures of Fit
Consider an economic model that describes the evolution of an n X 1 vector of variables xt. Assume that the variables have been transformed, say by first-differencing or forming ratios, so that xt is covariance stationary. As a notational device, it is useful to introduce the autocovariance generating function (ACGF) of xt, Ax(z). This function completely summarizes the unconditional second-moment properties of the process. In what follows, "economic model" and "Ax(z)" will be used interchangeably; that is, the analysis considers only the unconditional second-moment implications of the model. Nonlinearities and variation in conditional second and higher moments are ignored to help keep the problem tractable. The analysis will also ignore the unconditional first moments of x,; modifying the measures of fit for differences in the means of the variables is straightforward.
The empirical counterparts of xt are denoted Yt. These variables differ from xt in an important way. The variables making up xt correspond to the variables appearing in the theorist's simplification of reality; in a macroeconomic model they are variables such as "output," "money," and the "interest rate." The variables making up Yt are functions of raw data collected in a real economy; they are variables such as "per capita gross domestic product in the United States in 1987 dollars" or "U.S. M2" or "the yield on 3-month U.S. Treasury bills."
The question of interest is whether the model generates data with characteristics similar to those of the data generated by the real economy. Below, goodness-of-fit measures are proposed to help answer this question. Before I introduce these new measures, it is useful to review standard statistical goodness-of-fit measures to highlight their deficiencies for answering the question at hand.
Standard statistical goodness-of-fit measures use the size of sampling error to judge the coherence of the model with the data. They are based on the following: First, Ay(z), the population ACGF for yt, is unknown but can be estimated from sample data. Discrepancies between the estimator Ay(z) and Ay(z) arise solely from sampling error in Ay(z), and the likely size of the error can be deduced from the stochastic process that generated the sample. Now, if Ay(z) = Ax(z) sampling error also accounts for the differences between Ay(z) and Ax(z). Standard goodness-of-fit measures show how likely it is that Ay(z) = Ax(z), on the basis of the probability that differences between Ay(z) and Ax(z) arise solely from sampling error. If the differences between Ay(z) and Ax(z) are so large as to be unlikely, standard measures of fit suggest that the model fits the data poorly, and vice versa if the differences between Ay(z) and Ax(z) are not so large as to be unlikely. The key point is that the differences between Ay(z) and Ax(z) are judged by how informative the sample is about the population moments of Yt, This is a sensible procedure for judging the coherence of a null hypothesis, Ay(z) = Ax(z), with the data. It is arguably less sensible when this null hypothesis is known to be false.
Rather than rely on sampling error, the measures of fit that are developed here are based on the size of the stochastic error required to reconcile the autocovariances of xt with those of Yt. In particular, let ut denote an n x 1 error vector; then the importance of a difference between Ax(z) and Ay(z) will be determined by asking, How much error would have to be added to xt so that the autocovariances of xt + u, are equal to the autocovariances of yt? If the variance of the required error is large, then the discrepancy between Ax(z) and Ay(z) is large, and conversely if the variance of ut is small. The vector ut is the approximation error in the economic model interpreted as a stochastic process. It captures the second-moment characteristics of the observed data that are not captured by the model. Loosely speaking, it is analogous to the error term in a regression in which the set of regressors is interpreted as the economic model. The economic model might be deemed a good approximation to the data if the error term is small (i.e., the R2 of the regression is large) and might be deemed a poor approximation if the error term is large (i.e., the R2 of the regression is small).
To be more precise, assume that xt and Yt are jointly covariance stationary, and define the error ut by the equation 
where Au(z) is the ACGF of ut, A.y(z) is the cross ACGF between xt and yt, and so forth. From the right-hand side of (2), three terms are needed to calculate Au(z). The first, Ay(z), can be consistently estimated from sample data; the second, Ax(z), is completely determined by the model; but the third, A.Y(z), is not determined by the model, and it cannot be estimated from the data (since this would require a sample drawn from the joint (xt, Yt) process). To proceed, an assumption is necessary. A common assumption used in econometric analysis is that A.Y(z) -Ax(z) so that xt and ut are uncorrelated at all leads and lags. Equation (1) can then be interpreted as the dynamic analogue of the classical errors-in-variables model. Sargent (1989) discusses this assumption and an alternative assumption, A.Y(z) = Ay(z). He points out that under this latter assumption, ut can be interpreted as signal extraction error, with Yt an optimal estimate of the unobserved "signal" xt.1 In many applications, these covariance restrictions follow from the way the data were collected or the way expectations are formed. For example, if xt represented the true value of the U.S. unemployment rate and Yt the value published by the U.S. Department of Labor, then yt would differ from xt because of the sampling error inherent in the monthly Current Population Survey from which Yt is derived. The sample design underlying the survey implies that the error term, up, is statistically independent of x. Similarly, if yt denoted a rational expectation of xt, then the error would be uncorrelated with Yt. Neither of these assumptions seems appropriate in the present context. The error is not the result of imprecise measurement. It is not a forecast or signal extraction error. Rather, it represents approximation or abstraction error in the economic model. Any restriction used to identify A, (z), and hence Au(z), is arbitrary.2 It is possible, however, to calculate a lower bound for the variance of ut without imposing any restrictions on A.Y(z). When this lower bound on the variance of ut is large, then under any assumption on Axy(z), the model fits the data poorly. If the lower bound on the variance of ut is small, then there are possible assumptions about AXY(z) that imply that the model fits the data well. Thus the bound is potentially useful for rejecting models on the basis of their empirical 1 The reader familiar with work on data revisions will recognize these two sets of assumptions as the ones underlying the "news" and "noise" models of Mankiw, Runkle, and Shapiro (1984) and Mankiw and Shapiro (1986) .
2 It is interesting to note that it is possible to determine whether the dynamic errorsin-variables model or the signal extraction error model is consistent with the model and the data. The dynamic errors-in-variables model implies that AY(z) -Ax(z) 2 0 for Iz = 1, so that the spectrum of yt lies everywhere above the spectrum of x,; the signal extraction error model implies the converse. If the spectrum of x, lies anywhere above the spectrum of yt, the errors-in-variables model is inappropriate; if the spectrum of yt lies anywhere above the spectrum of x1, the signal extraction model is inappropriate. If the spectra of xt and yt cross, neither model is appropriate.
fit. Needless to say, models that appear to fit the data well using this bound require further scrutiny.
The bound is calculated by choosing A.Y(z) to minimize the variance of u, subject to the constraint that the implied joint ACGF for x, and Yt is positive semidefinite. Equivalently, since the spectrum is proportional to the ACGF evaluated at z = CM, the cross spectrum between x and yt, (2'rr)-'A.Y(e-), must be chosen so that the spectral density matrix of (x' y')' is positive semidefinite at all frequencies.
Since the measures of fit proposed in this paper are based on the solution to this minimization problem, it is useful to discuss the problem and its solution in detail. Rather than move directly to the solution of the general problem, we shall first solve two simpler problems. This helps develop intuition for the general solution. In the first problem, xt and yt are serially uncorrelated scalars, and the representation follows by inspection. In the second problem, xt and Yt are serially uncorrelated n x 1 vectors, and the solution is slightly more difficult to derive. Finally, in the last problem, xt and Yt are allowed to be serially correlated. 
where -y = ax/cry. Equation (3) The problem then is to choose 1iy to minimize tr(Wlu) subject to the constraint that the covariance matrix of (x' y')' is positive semidefinite. The solution is given below for the case in which 1. has rank k ' n. This occurs, for example, in economic models in which the number of variables exceeds the number of shocks. The solution is summarized in the following proposition.
PROPOSITION.
Assume (i) rank(^.) = k s n, (ii) rank(WlIW') = rank(zl), and (iii) rank(ly) = n. Let Cy denote an arbitrary n X n matrix square root of ,ly (i.e., ly = CYC,) and let C. denote an arbitrary n x k matrix square root of 1, (i.e., 1, = CXC,). Let USV' denote the singular value decomposition of C WCX, where U is an n x k orthogonal matrix (U'U = Ik), S is a k x k diagonal matrix, and V is a k x k orthonormal matrix. Then lY = C VU'C' is the unique matrix that minimizes tr(Wlu) subject to the constraint that the covariance matrix of (x' y')' is positive semidefinite.
The proof is given in the Appendix. One important implication of this solution is that, like the scalar example, the joint covariance matrix (x' y')' is singular and xt can be represented as 
(Q))') is proportional to Ax(e-w), E(dz.(w)dzY(W)') is
proportional to A (Y(e6 i) and so forth. Now consider the problem of choosing A.Y(z) to minimize the variance of ut. Since ut can be written as the integral of the uncorrelated increments dzu(w), the variance of ut can be minimized by minimizing the variance of dzu(w) for each w. Since the increments are uncorrelated across frequency, the minimization problems can be solved independently for each frequency. Thus the analysis carried out for model 2 carries over directly, with spectral density matrices replacing covariance matrices. The minimum trace problem for model 2 is now solved frequency by frequency using the spectral density matrix.
Like models 1-2, the solution yields
where r(w) is the complex analogue of F from (4). Equation (6) 
III. Measures of Fit for a Real Business Cycle Model
In this section, a standard real business cycle model is evaluated using the measures of fit developed in the last section. The model, which derives from Kydland and Prescott (1982) , is the "baseline" model of King, Plosser, and Rebelo (1 988b). It is a one-sector neoclassical growth model driven by an exogenous stochastic trend in technology.5 3The measure rj (w) is not technically a metric since it does not satisfy the triangle inequality. 4 Standard seasonal adjustment filters such as the linear approximation to Census X-11 have zeros at the seasonal frequencies, so that rj (w) is undefined at these frequencies for the filtered data. 5This model is broadly similar to the model analyzed in Kydland and Prescott (1982) . While the baseline model does not include the complications of time to build, inventories, time-nonseparable utility, and a transitory component to technology contained in the original Kydland and Prescott model, these complications have been shown to be reasonably unimportant for the empirical predictions of the model (see Hansen 1985) . Moreover, the King, Plosser, and Rebelo baseline model appears to fit the data better at the very low frequencies than the original Kydland and Prescott model since it incorporates a stochastic trend rather than the deterministic trend present in the Kydland and Prescott formulation. The analysis presented in the last section assumed that the ACGF/ spectrum of Yt was known. In practice, of course, this is not the case, and the spectrum must be estimated. In this work, the spectrum of Yt was estimated in two different ways. First, an autoregressive spectral estimator was used, calculated by first estimating a VAR for the variables and then forming the implied spectral density matrix. As in King, Plosser, Stock, and Watson (1991), the VAR was estimated imposing a cointegration constraint between output, consumption, and investment. Thus the VAR was specified as the regression of w, = (A4t, qt -et, qt -it, 't)' onto a constant and six lags of wt. The parameters of the VAR were estimated using data for 1950-88. (Values before 1950 were used as lags in the regression for the initial observations.) Second, a standard nonparametric spectral estimator was also calculated. The spectrum was estimated by a simple average of 10 periodogram ordinates after prewhitening employment with the filter 1 -.95L. These two estimators yielded similar values for the measures of fit, and to conserve space only the results for the autoregressive spectral estimator are reported.
For each variable, figure 1 presents the spectrum implied by the model, the spectrum of the data, and the spectrum of the error required to reconcile the model with the data.9 The error process was chosen to minimize the unweighted trace of the error spectral density matrix, subject to the positive semidefiniteness constraint discussed in the last section. Thus the objective function weighted all the variables equally. For output, consumption, and investment, the model and data spectra differ little for very low frequencies (periods greater than 50 quarters) and for output and investment at high frequencies (periods less than five quarters). There are significant differences between the model and data spectra for periods typically associated with the business cycle; the largest differences occur at a frequency corresponding to approximately 20 quarters. The spectra of Ant and Aint are quite different. In addition to large differences at business cycle frequencies, the spectra are also very different at low frequencies. The model implies that employment is stationary so that its measure of total labor hours was constructed as total employment in nonagricultural establishments (ihem) less total government employment (lpgov) multiplied by average weekly hours (lhch). The population series was P16.
9 Figure 1 is reminiscent of figures in Howrey (1971 Howrey ( , 1972 , who calculated the spectra implied by the Klein-Goldberger and Wharton models. A similar exercise is carried out in Soderlind (1993) , who compares the spectra of variables in the KydlandPrescott model to the spectra of postwar U.S. data. growth rate has a spectrum that vanishes at frequency zero. In contrast, the data suggest significant low-frequency variation in postwar U.S. employment.'0
The figure shows that relatively little error is needed to reconcile the model and the data for output, consumption, and investment over the very low frequencies. On the other hand, error with a variance on the order of 40-50 percent of the magnitude of the variance of the series is necessary for the components of output, consumption, and investment with periods in the 6-32-quarter range. At higher frequencies, the model is able to match the stochastic process describing investment, but not the processes describing the other series. Table 1 The source of the changes in the RMSAEs can be seen in figure 3, which plots the spectra of the variables in models with Pa = 1 and Pa = .90. The largest difference between the spectra of the models is the increase in variance in output, investment, and employment as Pa falls from 1.0 to .90. The economic mechanism behind this increased variance is the increase in intertemporal substitution in response to a technology shock. When Pa = .90, technology shocks are transitory, and they can be exploited only by large transitory increases in employment and investment. It is interesting to note that while this mechanism increases the variance of the growth rates in employment, investment, and output, it has little effect on their autocorrelations. That is, as Pa changes from 1.0 to .90, the shape of the spectra changes little.
Before we leave this section, six additional points deserve mention. First, the fitted values in figure 2 are quantitatively and conceptually similar to figures presented in Christiano (1988) and Plosser (1989) . They calculated the Solow residual from actual data and then simulated the economic model using this residual as the forcing process. Implicitly, they assumed that the model and data were the same in the terms of their Solow residual, and then asked whether the model and data were similar in other dimensions. Finally, the analysis above has concentrated on the ability of the model to explain the variability in output, consumption, investment, and employment across different frequencies. While it is possible to analyze the covariation of these series using the cross spectrum of the measurement error, such an analysis has not been carried out here. This is a particularly important omission since this is the dimension in which the baseline real business cycle model is typically thought to fail. For example, Christiano and Eichenbaum (1992) and Rotemberg and Woodford (1992) use the model's counterfactual implication of a high correlation between average productivity and output growth as starting points for their analysis, and the empirical literature on the intertemporal capital asset pricing model beginning with Hansen and Singleton (1982) suggests that the asset pricing implications of the model are inconsistent with the data. It would be useful to derive simple summary statistics based on the cross spectra of the measurement error and the data to highlight the ability of the model to explain covariation among the series.
IV. Discussion
The discussion thus far has assumed that the parameter values of the economic model are known. A natural question is whether the measures of fit discussed in this paper can form the basis for estimators of these parameters. Does it make sense, for example, to estimate unknown parameters by minimizing some function of the relative mean square error, rj(o) given in equation (12)? This certainly seems sensible. For example, a researcher may want to "calibrate" his model with a value of Pa = .90 rather than 1.0, because this value produces spectra closer to the estimated spectra of data over the business cycle frequencies. Yet dropping the standard statistical assumption that the economic model is correctly specified raises a number of important issues. Foremost among these is the meaning of the parameters. If the model does not necessarily describe the data, then what do the parameters measure? Presumably, the model is meant to describe certain characteristics of the data's stochastic process (the business cycle or the growth properties, for example), while ignoring other characteristics. It then makes sense to define the model's parameters as those that minimize the differences between the model and the data's stochastic process in dimensions that the model is attempting to explain. So, for example, it seems sensible to define the parameters of a growth model as those that minimize rj (w) over very low frequencies, or to define the parameters of a business cycle model as those that minimize rj(o) over business cycle frequencies. Given this definition of the parameters, constructing an analog estimator (see Manski 1988 ) by minimizing r (x) corresponds to a standard statistical practice.
Of course, the parameters may also be defined using other characteristics of the model and the stochastic process describing the data. For example, in standard "calibration" estimation exercises, many of the parameters are implicitly defined in terms of first moments of the data. Parameters are chosen so that the first moments of the variables in the model's steady state match the first moments of the data.
Two final points deserve mention. First, since the measures of fit developed in this paper are based on a representation that minimizes the discrepancy between the model and the data, they serve only as a bound on the fit of the model. Models with large RMSAEs do not fit the data well. Models with small RMSAEs fit the data well given certain assumptions about the correlation properties of the noise that separates the model and the data, but may fit the data poorly given other assumptions about the noise.
Finally, while this paper has concentrated on measures of fit motivated by a model of measurement error, other measures are certainly possible. For example, one measure, which like the measures in this paper uses only the autocovariances implied by the model and the data, is the expected log likelihood ratio using the normal probability density function (pdf) of the data and the model. More precisely, if g(x) denotes the normal pdf constructed from the autocovariances of the data,f(x) denotes the normal pdf constructed for the autocovariances implied by the model, and Eg is the expectation operator taken with respect to g(x), the expected log likelihood ratio I(g, f) = Eg{log[g(x)/f(x)]} can be used to measure the distance between the densitiesfQ () and g(Q); I(g,f) is the Kullback-Leibler information criterion (KLIC), which plays an important role in the statistical literature on model selection (e.g., Akaike 1973) and quasi-maximum likelihood estimation (White 1982) . Unfortunately, the KLIC will not be defined when f(x) is singular and g(x) is not; the KLIC distance between the two densities is infinite. Thus, for example, it would add no additional information on the fit of the real business cycle model analyzed in Section III beyond pointing out the singularity.
Arguably, one of the most informative diagnostics presented in this paper is the plot of the model and data spectra. For example, figures 1 and 2 show that the data spectra have mass concentrated around the business cycle frequencies, but the model spectra do not. Any metric comparing the data and model spectra may serve as a useful measure of fit. The RMSAE proposed here has the advantage that it can be interpreted like 1 -R2 from a regression, but any summary statistic discards potentially useful information contained in plots such as figures 1 and 2. Some practical advice, therefore, is to present both model and data spectra as a convenient way of comparing their complete set of second moments.
where Xi(6'6) denotes the ith eigenvalue of 6'6, and I have used the fact that tr(AB) = tr(BA) for conformable matrices A and B.
Let QDR' denote the singular value decomposition of 6, where Q is an n x k orthogonal matrix, R is a k x k orthonormal matrix, and D is a k 
