Abstract-As the focus of e-Science is moving toward the forth paradigm and data intensive science, data access remains dependent on the architecture of the used e-Science infrastructure. Such architecture is in general job-driven, i.e., a (grid) job is a sequence of commands that run on the same worker node. Making use of the infrastructure involves having a parallelized application. This is done foremost by data decomposition. In general practice of parallel programming, data decomposition depends on the programmer's experience and knowledge about the used data and the algorithm/application. On the other hand, data mining scientists have an established foundation for data decomposition; automatic decomposition methods are already in use, methodologies and patterns are defined. Our experience in porting biomedical applications to the Dutch e-Science infrastructure shows that the used data decomposition to gain parallelism fit to some degree a subgroup of the data mining decomposition patterns, i.e., object set decomposition. In this paper we discuss porting three biomedical packages to a grid computing environment, two for medical imaging and one for DNA sequencing. We show how the data access of the applications was reengineered around the executables to make use of the parallel capacity of e-Science infrastructure.
INTRODUCTION
Data integration is always a main concern when designing an ICT infrastructure for the life sciences [1, 2] . Currently, new opportunities were created by the different national e-Science programs (e.g., TeraGrid (US) [3] , NeSC (GB) [4] , BiG Grid (NL) [5] , NeSi (NZ) [6] , etc.). Different countries have been successful in building e-Science infrastructures for usage mainly in research. The middleware used in these infrastructures was developed over the last decade, concentrating on compute-intensive jobs and with less concern to the nature of data in general [7] [8] [9] , and medical data in particular.
A current challenge for the life science community is to port data-intensive applications to an e-Science infrastructure [10] that has been built mainly for compute-intensive applications. Another challenge is the reengineering of the data access pattern in data-intensive applications; i.e., how a program that is written to work on a local machine or on a cluster should access the data in a distributed e-Science environment. Concepts like bringing data to the job or bringing jobs to the data are well established in current designs [11] . Technologies like grids, clouds, or Hadoop™ offer different data access patterns and methodologies [12, 13] . But in order to make best use of the distributed resources of a grid or cloud, it is necessary to parallelize the application. In theory this is done by finding the concurrent tasks in the application. In practice, two major decomposition methods are used: functional and data decomposition. Data decomposition is more common as many data-intensive applications involve using large data volumes that can be independently processed in parallel; i.e., embarrassingly parallel problems. In general, data decomposition depends mainly on the programmer's experience, knowledge about the data, and how the algorithm processes the data. Parallelization is mostly done manually by the developer.
Data mining scientists, on the other hand, have established a foundation for data decomposition that has led to methodologies and decomposition patterns, as well as automatic decomposition methods [14, 15] . Especially in light of e-Science shifting toward the fourth paradigm [7, 8] , it would be useful to have an established methodology for data decomposition to gain concurrency.
A crucial step in porting biomedical applications to an eScience infrastructure is to reengineer the data access by decomposing the input data to imbed data parallelism. Making use of the underlying e-Science (grid) infrastructure is mostly gained by dividing the input data before processing and then reassembling the output fragments into one complete result. While this is a general practice, we have found that the data decomposition methods we used fit to some degree into a sub group of the data mining decomposition patterns; i.e., object set decomposition. By identifying and understanding these patterns, our goal is to improve our best practice; in particular for identifying the required data decomposition strategy for new applications more efficiently.
Here we report on our experience based on the work carried out to port three applications used for research in bioinformatics and medical image processing at the Academic Medical Center (AMC) of the University of Amsterdam. These applications are Burrows-Wheeler Aligner (BWA) [16] , using Diffusion Tensor MRI to estimate a study specific Atlas (DTIAtlas) [17] , and the Freesurfer for the segmentation of the brain scans [18] . The paper is organized as follows: we first introduce the terminology and review related work. The materials and methods section briefly describe three applications and their dataflow. Then we present the AMC ebioscience infrastructure, where the three applications are executed using data decomposition and grid workflows. In the results section we summarize how data access on the experiment level was engineered to make use of the parallel capacity of the grid infrastructure. In the last section we discuss our results and future work.
II. BACKGROUND

A. Terminology
As many terms are overloaded, we explain briefly the terminology used in this paper. An executable is a program that performs a series of tasks according to encoded instructions, including the needed libraries and configurations files. An application uses one or more executables to perform a specific computation that produces meaningful results for the user. A dataset is the collection of related data that a user wants to process using a specific application, e.g. a dataset of MRI scans of 30 Alzheimer's disease patients. A dataset can be decomposed into multiple smaller data units that can be processed concurrently, e.g. the later dataset of 30 MRI scans can be decomposed into 30 data-units according to the patient, into 60 data-units of hemispheres, or into 50 data-units according to the MRI slice number -supposing that each of the 30 scans consists of 50 slices (images). An experiment corresponds to execution of an application on a dataset for specific goal, e.g. analyzing a dataset of 30 patients in order to measure the average of the cortical thickness. A dataflow is a representation of the data processing pipeline in an application or experiment. Normally dataflows are not expressive enough to model execution paths or iterative behaviors on a distributed infrastructure kinpark. An experiment can be performed in a distributed infrastructure with the aid of a grid workflow system. These provide modeling primitives and constructs (components) to implement job execution while retaining a high abstraction level. This is useful to translate a dataflow into an execution pipeline that can run on a grid infrastructure. Grid workflow systems and languages focus on control flow aspects [19] . The translation of a dataflow into a grid workflow is done by the developer. In our case this is done by wrapping the executables into components that can be combined using the workflow language to implement the scientific/business logic of the application. We refer to this activity as porting of an application to an e-science infrastructure. For the classification of concurrency in applications we use a more granular taxonomy than Flynn's [20] . Ours refers to the program level instead of instruction level and which was used to classify running applications on the grid [21] 
B. Related Work
Classification of applications into patterns has been reported in literature using different levels of abstraction. Bucur et al. [24] classify biomedical applications according to the decomposition needed to enable concurrent processing, suggesting data, functional and computational decomposition. In computational decomposition, access to the complete input dataset is needed to perform computations on a data unit; i.e. the input dataset is not decomposed. In [25] the authors classify the applications according to the functional parallelism with focus on their own implementation of MapReduce [26] and All-Pairs [27] , which are considered the patterns for data intensive applications. In [12] the authors review the possible patterns for designing grid infrastructures. Their classification is based on task execution; i.e. sequential, parallel independent and parallel dependent. The different grid infrastructures is classified according to the virtualization on the access, information, workload, and platform levels, which represent the patterns. In an attempt to identify scientific workflow patterns, Pautasso et al. [19] classify data parallelism as one pattern for parallel execution. They divide data parallelism from an execution point of view into static, dynamic, and adaptive. Their classification aims at the implementation of parallel execution as well as pipeline execution in the different scientific workflow systems.
In this paper we consider data decomposition only. We are interested in the patterns of the data decomposition when applied to porting biomedical applications to a grid computing environment. The purpose of our analysis is not just to introduce patterns of (grid) applications as has been shown previously. The goal is instead to classify our data decomposition practice in such a way that its practical implications for porting applications to a distributed infrastructure become clear. We do this by borrowing knowledge from data mining on classification of data decomposition into patterns.
C. Data decomposition
In data mining there is a well-defined methodology and foundation for data decomposition, which is considered as the "most useful form of transformation of datasets" [15, 28] . Kusiak [15] divides data decomposition into two main categories: feature set decomposition and object set decomposition. The object set decomposition is further classified into:
• Object content decomposition: objects in the dataset are grouped according to origin, applicability, etc., e.g. patients and control groups.
• Feature value decomposition: the objects are partitioned into subsets based on the value of selected features.
• Decision value decomposition: the set of objects is split into subsets according to a decision value, e.g. enforce a decision that does not depend on the data content, but for instance on the used infrastructure.
Feature set decomposition is further classified into:
• Content-based decomposition: e.g. availability of a feature.
• Intermediate-decision decomposition • Feature type decomposition: e.g. scalar, string.
• Feature relevance decomposition: e.g. relevance according to correlation value. Further explanation of these patterns can be found in [15] . We use the above mentioned classes to identify the data decomposition used in deploying applications on the grid.
D. The e-infrastructure for Biosciences -e-BioInfra
The e-BioInfra [29] (Figure 1 ) is adopted at the AMC to perform grid-based experiments. It provides services to access the national Dutch grid infrastructure -BiG Grid [5] , in particular a workflow management system. Workflows are described in the Gwendia language [30] and enacted on the Dutch grid with Moteur2 [31] . Gwendia is an array oriented workflow language that allows advanced data manipulations, i.e. for example nested iteration strategies with possibilities to do one-to-one or all-to-all product of the inputs. This gives the advantage of moving the logic of matching data with tasks to the workflow level. Moteur2 is a workflow engine that interprets workflows written in Gwendia on various types of resources, including gLite-based grids. The workflow components are Linux executables that are wrapped into grid jobs by the Generic Application Service Wrapper (GASW) [32] . The job generation is based on an XML document (GASW descriptor) that indicates the component's inputs, outputs, executable and dependencies. For the data management steps, we use shell scripts that implement the required division of input data and combination of result fragments so that the executable still can be used. These scripts are developed with direct involvement of the end user, who possesses the knowledge about the data formats and structure, as well as the executable and application.
III. PORTING APPLICATIONS TO THE E-BIOINFRA
A. Strategy
The overall goal is to implement parallelized experiments on the infrastructure. The applications are analyzed from two points of view: the executables and the input data in order to identify the possibilities for new dataflows with (more) concurrency. Workflows are a key concept in porting applications to a grid infrastructure. The executables are considered mostly as black boxes that are wrapped into workflow components. Needed data decomposition and management (i.e., input data division, results fragment combination) is implemented as additional components in the workflow. For the data management steps, we use scripts that implement the required division of input data and combination of results fragments in such a way that the original executable can be used to process the data units. By wrapping the executables and additional steps, we keep the legacy code intact, preserving its functionality and reducing the implementation efforts. Furthermore, it is not always possible to change the code of the executable; e.g. when the executable is not open source, the developer is not available, or the source code is complex. Additionally, porting applications in this way simplifies updating the executables, which is important in a rapidly developing field such as the life sciences. 
B. Burrows-Wheeler Aligner (BWA)
The BWA [16] aligns relatively short nucleotide sequences against a long reference sequence such as the human genome. It is an important component of many data analysis pipelines for Next Generation Sequencing. The BWA-short functionality works for query sequences shorter than 200 base pairs (bp) and BWA-SW works for longer sequences up to around 100 kbp. The common usage of the BWA package at the AMC involves the following steps (Figure 2 ): the data is delivered from the sequencing system in csFasta format. The user converts it to the FastQ format, defines a reference database (DB), indexes the reference DB, runs BWA on the FastQ data using the indexed DB, having BWA deliver the results in the SAM or BAM format. Finally, the user filters and interprets the results. This describes a simple run. Sometimes these steps are iterated over the filtered results (not shown in Figure 2 ).
The parallelization of the BWA analysis involves understanding the format of the used data and how the BWA algorithm works. The input of the BWA dataflow is a FastQ file that consists of multiple ASCII lines. Each FastQ entry consists of four lines: a description line, the sequence, an additional description line and the quality values. The sequence line contains the (short) sequence of nucleotides and the quality line contains the corresponding base qualities. The BWA-short aligner processes one sequence (4 corresponding lines) at a time, independently from the others. Therefore, the FastQ input file can be divided into multiple files of 4-lines, and BWA can be executed in parallel on these files. The SAM or BAM format results can be appended to each other in the right order to obtain the final result. A parallel version of this application would include data division before starting different concurrent instances of the BWA executable, and result retrieval for ordered appending of the multiple resulting files (see Figure 3) . The corresponding Gwendia workflow is shown in Figure 4 . 
C. DTI Atlas from diffusion tensor MRI
The DTI Atlas generation has been described by Caan et al. in detail [17] . In this application, brain tissue is studied with Diffusion Tensor MRI (DTI), which is a specific MR-modality for identifying tissue orientation. DTI measures the diffusion profile in 3D data, providing information about the integrity of nerve bundles. In order to determine diagnostic markers of brain disease, an average brain or an "atlas" is computed from the data of many subjects. The process of constructing such an atlas is computationally intensive because it involves image registration of all subjects to all subjects (see Figure 5) .
In order to parallelize the DTI dataflow, it was necessary to understand how the Coregistration, Averaging, Warping, and Fitting steps process the data. The Coregistration takes N scans as input and computes one transformation matrix between each two scans in the dataset. The Averaging step computes the average matrix of all the transformation matrices. The Warping applies the average transformation matrix to each scan individually. The results of Warping are grouped into the corresponding slices of each scan, i.e. the first slices of all warped scans are stored into one group, same for the second slices, etc. The Fitting step takes the grouped slices as inputs and combines them together to produce the one slice of the Atlas. All resulting slices together form the complete brain DTI Atlas. The Coregistration step can be performed in parallel for each pair of scans, i.e. N2 instances for N scans in the dataset. The Warping step is divided into N parallel instances, once per scan. The Fitting step runs once per group of corresponding slices, i.e. for scans of M slices we can have M Fitting instances running in parallel ( Figure 6 ). Each of these steps depends on the completion of the all steps before. The Gwendia workflow is shown in Figure 8 . 
D. Freesurfer segmentation for multiple subjects studies
Freesurfer [18] is an application for segmenting regions in brain scans. It consists of a set of executables for reconstructing the brain's cortical surface as well as sub-cortical structures from MRI data. It also allows overlaying functional MRI data onto the reconstructed surface. The input is an MRI scan and the output includes different surface and functional information that can be visualized. The simple and common use of Freesurfer is to launch the cortical reconstruct process -reconall ( Figure 6A ), which is a cross-sectional study and consists of 31 steps. The processing is performed individually for each scan alone. Another functionality of Freesurfer [33] is to perform longitudinal analysis, to compare scans the same subject acquired at different time points ( Figure 6B ).
Each run of the entire Freesurfer pipeline takes around 1 day for one dataset. The gain of having a grid implementation of Freesurfer is to increase throughput by running the analysis of each dataset in parallel. Some studies involve cortical reconstruction of 20 or more scans (Figure 7) . In the longitudinal studies, a reasonable gain in processing time is gained by parallelizing the first step of the data flow, i.e. by processing the time points separately. This is also applicable to analyses with more time points. For two time points, such a parallel processing reduces the computation time by half. 
IV. RESULTS AND DISCUSSION
A. From sequential to concurrent application execution
Our strategy consists of taking the following steps to import and support candidate applications to the grid infrastructure:
1. Investigate the dataflow of the candidate application. This includes understanding the data used and the analysis algorithm.
2. Design possible parallel dataflows, which are suitable to run with the intact executables. This includes adding data management steps for dividing or rearranging the data.
3. Implement shell or workflow scripts needed to realize any data management steps necessary for the parallel flow.
4. Build a grid workflow that connects all processing steps together. The scientific logic of manipulating and processing the data (by the executables and the data management scripts) is implemented on this level.
5. Deploy all needed scripts on the infrastructure, run tests, and validate output with the results of a local run of the experiment. This comparison is usually acceptable to the end users, especially if they are participating in the development of the workflow and in the comparison step.
6. Maintain the workflow, updating executables, and keeping different versions according to user's needs. Following these steps it was possible to convert the three presented applications (BWA, DTI-Atlas, and Freesurfer) from SPSD to SPMD workflows. In Table 1 we summarize the feauters of each application including experimental results that indicate the added-value in terms of time gain.
With our strategy, concurrency is achieved by adding data decomposition steps to the normal workflow while keeping the application executables intact. By wrapping the executables into workflows, we were able to save implementation time and refrain from introducing any changes into the code. Sparing the code from changes is crucial for two reasons. Firstly, because biomedical applications used for research need to gain acceptance in the community, modifications in the code require repeating a long validation or certification process. Secondly, such applications evolve rapidly; therefore upgrading the code should be possible with minimal impact for the concurrent processing. When a new release of an executable is available, the implementation can easily be updated as long as the data formats are compatible, which is usually the case as the formats in these three applications are either established like DICOM, or already stored in public databases and widely used like Fasta. We therefore believe that our practice helps improving the acceptance of grid computing by the biomedical community.
B. Analysis of patterns for data decomposition
A key step for concurrency in our practice is to identify how to decompose the data such that the resulting data units can still be processed using the intact executables. Our data are application-specific with predefined structure, so decomposition requires a case-by-case analysis by experts. Identifying data decomposition patterns would be helpful to increase efficiency and enable reusability across applications. In the applications presented here we identify three main patterns for data decomposition according to [15, 28] :
• Division of one dataset into multiple data unites according to a size limit of data unit, x. This is a case of decision value decomposition, where x is the decision value. For example in the parallel BWA sequencing workflow each of the decomposed data units contain x sequences.
• Separating the individual objects contained in one input dataset. This is a case of object content decomposition, where the data or files of the same origin are processed as a unit. For example, in the Freesurfer workflow the object is patient, and the resulting units contain all MRI images belonging to one patient.
• Rearranging datasets according to some shared feature. This is a case of feature value decomposition. For example before the Fitting step of the DTI Atlas workflow, all slices with the same slice number are grouped into units that are processed in parallel. These three patterns belong to object set decomposition, which is sub group of the general data decomposition methodologies. Maimon further analyzed the characteristics of the different decomposition approaches [28, 34] . In light of Maimon's review we analyze the characteristics of the data decomposition patterns of our applications:
• The structure acquiring method: we used either manual or predefined decomposition. Manual (or explicit) decomposition is based on the expert's knowledge in the specific domain. Predefined decomposition is similar, but adds restrictions like special infrastructure demands.
Other structure acquiring methods could be arbitrary or induced decomposition. For the three use cases we included, we do not have arbitrary decomposition, in which the decomposition is done according to no specific criterion, nor induced decomposition, in which no human interaction is needed during the decomposition.
• Mutually exclusive decomposition: this indicates whether the produced data units in the decomposition step are mutually exclusive or partially overlapping. In our case we have both types. In the BWA sequencing the data is overlapping, as each run (concurrent process) needs to use the same reference database. In the Freesurfer segmentation and in the various processing steps of the DTI Atlas the datasets are mutually exclusive. Mutually exclusive decomposition is preferred as it needs less data transfer overhead.
• Exhaustive decomposition: this refers to whether all data elements in an input dataset are needed to complete the decomposition, or whether the decomposition can be done progressively. The three applications presented are free of exhaustive decomposition. For instance in the BWA case, the decomposer does not need the whole dataset to function and produce the data units. The same holds for the cross-sectional Freesurfer analysis. For the DTI Atlas, however, the complete results of Warping must be available before the data can be rearranged into groups of slides for the Fitting step.
• Results combination: combining the result pieces into one complete result depends on the decomposition method. Moreover, it might demand unusual storage or memory capacity to be performed. For example in the BWA sequencing we encountered a problem as the combination produced a very large file that exceeded the allowed limit of storage on the grid. It is important to plan in advance such combination and how it is dependent on the decomposed data set.
I. CONCLUSIONS
Designing and developing applications to run on distributed infrastructures requires a developer to manually identify and implement parallelism. We described our approach for deploying existing applications on a grid infrastructure by using data decomposition rather than functional parallelism (see Table 1 ). One of our main motivations is to avoid changes in the legacy code. We compared our practice with the existing general methodology for data composition, and we identified that our strategy falls into one subcategory of data decomposition patterns, namely object set decomposition. We can therefore identify a good candidate application for the eBioInfra by identifying whether or not it is possible to decompose the input data according to object set decomposition. Good in this sense means that the application can be ported with minor changes to the (main) sequential code. We are not excluding the possibility to port applications that involve feature set decomposition. Furthermore, different data decomposition patterns could be used to reapply data decomposition scripts when porting new applications to the eBioInfra. It may also be worthwhile to investigate whether it is possible to choose a decomposition method automatically or semi automatically by looking only at the input dataset. Our current analysis is just a first study and does not provide any further details on these future aspects. It is however a first step towards a more efficient process to deploy biomedical applications in a distributed infrastructure. 
