Abstract
Introduction
Relational matching is an abstract problem which models many processes in machine vision, ranging from midlevel tasks such as stereopsis and multiple sensor fusion to higher-level ones such as object recognition and scene understanding. The two key issues in graph-matching are how to measure similarity when structural corruption is present and how to search efficiently for the best match. The first of these problems was extensively addressed in the structural pattern recognition literature of the 1980's. Concrete examples include Shapiro and Haralick's [1] idea of counting consistent cliques. A finer measure of similarity is provided by Sanfeliu and Fu's[2] idea using an edit distance which counts node and edge relabellings together with the number of node and edge deletions or insertions necessary to transform one graph into another. In an attempt to cast the graph-matching problem into a Bayesian framework Wilson and Hancock [3] have shown how to construct a mixture model over a dictionary of structure preserving mappings between the model-graph and the data-graph. Here the distance between graphs depends on the Hamming distance between the node labels together with the size-difference of the graphs. Although the dictionary can be compiled offline, its size can grow exponentially when the graphs are of different size and dummy nodes have to be inserted so as to model structural corruption due to the presence of clutter.
The aim in this paper is to focus more closely on this issue of how to measure the similarity of structurally corrupted graphs. The idea of using the edit distance to compare coded patterns which may have different sizes has existed for many years -indeed, the Hamming distance between two strings is a special case of the edit distance. Wagner and Fischer gave the first formal definition for strings and used Dijkstra's algorithm to evaluate it [4] . This idea has been extended to form a basis for comparing trees and graphs on a global level [5, 6, 2, 1] . More recently, the idea of actively editing graphs during the matching process to eliminate relational clutter has proved very successful [7, 3] . The string edit distance problem has received renewed interest in the pattern recognition literature [8] , and Marzal and Vidal have recently shown how to normalise the edit distance so that it may be consistently applied across a range of objects of different sizes [9] . Of particular relevance to graph matching is the recent work of Messmer and Bunke [7] , exploing Sanfeliu and Fu's [2] graph-edit distance to index multiple graph representations that have been encoded in a large model-library using structural hashing.
The observation underpinning this paper is that edit distance represents an elegant alternative to the exhaustive compilation of dictionaries. Specifically, it provides a means by which structural errors can be modelled in an implicit rather than an explicit manner. Our goal is to follow Wilson and Hancock [3] by modelling the probability distribution for edit distance. We commence with a simple memoryless distribution rule over the basic edit operations. This leads to an exponential distribution. Although it can be shown that the dictionary-based graph-matching technique requires a polynomial number of dictionary comparisons, relatively little attention has been paid to the time and space complexity of dictionary compilation and lookup. In the original work on discrete relaxation, Waltz had a large but fixed set of dictionaries for line labelling. Because it models structural error by padding-out and permuting the nodes of graphs of different size, Wilson and Hancock's dictionary can grow exponentially. Although this growth can be curbed using relatively unobjectionable heuristics the aim in this paper is to take a more principled approach. By adopting the edit-distance as our measure of similarity, we remove the need for dictionary padding and reduce the worstcase complexity to be polynomial. In an experimental study we show that even a relatively naïve application of the editdistance approach performs no worse than the original, and can do significantly better under certain circumstances.
The outline of this paper is as follows. In Section 2 we briefly review Wilson and Hancock's MAP framework for discrete relaxation. Section 3 describes the dictionary-based prior for graph-matching. Section 4 introduces the edit-path concept and provides a Bayesian model of the associated prior. In Section 5 we provide some comparative experimental evaluation. This consists of both a sensitivity study and some real-world examples. Finally, Section 6 provides some conclusions and offers prospects for future work.
MAP Framework
We are interested in matching attributed relational graphs (ARGs) [2] . An ARG is a triple, G = V;E;A , where V is the set of vertices (nodes), E is the edge set (E V V ), and A is the set of node attributes (A = fx j jj 2 V g) 
where pA D ; A M jf is the conditional measurement density and pA D ; A M is the joint measurement density. In
[3] this criterion is optimised by hill-climbing. That is, an initial match is established according to the measurement densities alone, and then iteratively updated so as to monotonically increase the value of the criterion. Assuming statistical independence of node attributes, the conditional measurement density, pA D ; A M jf, can be factorised over the tuples u; v in the match f to yield an expression in terms of the a posteriori measurement probabilities, Pu; vjx u ; x v . Since the unconditional densities pA D ; A M and px u ; x v are independent of the values of u and v, the criterion in equation (1) The measurement densities are concerned with node attributes and are not our primary interest in this paper, although they are crucial ingredients of the overall matching strategy. We are concerned here with the matching prior Qf. Wilson and Hancock distribute the matching prior, Qf, over the set of supercliques in the data graph. The superclique of the node j consists of its centre node and together with its immediate neighbours connected by edges in the graph, i.e. C j = j f l; j; l 2 E D g. Thus, the matching prior can be rewritten in terms of the probabilities of the images of the supercliques in the data graph under f:
where , j = ffi; 8i 2 C j g denotes the relational image of the superclique C j in G D under the matching function f.
Dictionary-Based Matching Prior
In this section we review Wilson and Hancock's model of structural errors. This commences with a mixture model which computes the probability of the structure-preserving mapping , j by using Bayes rule to expand the matching probability over a dictionary of legal structure-preserving mappings between the data and model graphs. The dictionary is compiled by considering the cyclic permutations of the non-centre nodes in the supercliques about the centre. A complication arises from the fact that not all supercliques have the same size. In [3], Wilson and Hancock added padding to the dictionary in the form of additional NULL labels. This is essentially a brute force method, and may significantly add to the complexity of the dictionaries.
According to this viewpoint the matching probability P, j is expanded over the structure-preserving mappings S = fs u ; u 2 C j g belonging to the dictionary j for the j th superclique in G D in the following manner
The dictionary prior, PS, is generally taken to be uniformly distributed over the dictionaries, and is hence equal to 1 jjj . The conditional matching probability P, j jS is determined by comparing every item u in the configuration , j with the corresponding item v in the dictionary item S.
Wilson and Hancock use a model in which differences between the configuration and the dictionary item are the outcome of a memoryless label corruption process. Assuming statistical independence of these errors, they factorise over the superclique to give the configuration probability in terms of the atomic labelling probabilities
Pfujs u (5) and these atomic probabilities are in turn given by Pfujs u = (6) 8 : P
if fu = _ s u = 1 , P P e if fu 6 = s u 1 , P 1 , P e otherwise This gives an exponential form for P, j which depends on the label error probabilities P and P e , the amount of dictionary padding plus the number of NULL matches, S, and the Hamming distance between the non-NULL matches and the remainder of the dictionary, H, j ; S:
exp ,k e H, j ; S + k S (7) where K Cj = 1 , P 1 , P e jCjj , k e = l n 1,Pe
Pe and k = l n 1,P 1,Pe P . The MAP estimate of the matching-function can be located by hillclimbing following the framework set out in [3] . That is, an initial match is established according to the node attributes alone, and then iteratively updated so as to monotonically increase the value of the criterion. The value of P is determined at the outset from the sizes of the model and data graphs. P e is decreased from an initial high value to some arbitrarily small value, in a manner analogous to temperature change in an annealing process.
An unfortunate feature of Wilson and Hancock's approach [3] is that the use of dictionary padding can greatly increase the size of the dictionaries. It can be shown that the dictionary space requirement grows exponentially with the average superclique size in the worst case. Wilson and Hancock observed that, in practice, something like 80% of the pairs of supercliques have size differences of 2 or less. Given the underlying assumption of equation (6), that only one error occurs per mapping, the probability of significant superclique corruption is small. It is therefore reasonable to suppose that supercliques with size differences greater than 2 are not matchable anyway. In other words, limiting the maximum amount of padding to 2 gives manageable dictionaries and screens out some 20% of probably unmatchable superclique-pairs, even though it violates the assumption of statistical independence that underpins equation (5).
Edit Distance
Despite the success of the goal-directed upper limit on dictionary padding in containing the underlying exponential time/space complexity of evaluating Qf, there remains a second theoretical weakness. The criterion relies on a rather artificial model in which dictionaries have to be padded so that they are the same size as the supercliques in the data graph. A measure of the distance between lists of differing lengths has existed for many years. This is the string edit distance due to Wagner and Fischer [4] . This avoids the use of padding altogether, by considering insertions and deletions in addition to changes. In what follows, we work with a simplified dictionary c j which containes only cyclic permutations and whose size is therefore equal to jC j j , 1 .
Let X and Y be two strings of symbols drawn from an alphabet . We wish to convert X to Y via an ordered sequence of operations such that the cost associated with the sequence is minimal. The original string to string correction algorithm defined elementary edit operations, a; b 6 = ; where a and b are symbols from the two strings or the NULL symbol, . Thus, changing symbol x to y is denoted x; y, inserting y is denoted ; y, and deleting x is denoted x; . A sequence of such operations which transforms X into Y is known as an edit transformation and denoted = 1 ; :::; jj . Elementary costs are assigned by an elementary weighting function : 7 ! . The cost of an edit transformation, W is the sum of its elementary costs. The edit distance between X and Y is dX;Y = minfW j transforms X to Y g (8) The raw edit distance d is not particularly useful for relational matching since correcting 2 errors in a superclique of size 3 should be more expensive than correcting 5 errors in a superclique of size 10. Furthermore, it is not entirely clear that an ordered sequence of operations can be the result of a memoryless random error process. Marzal and Vidal's normalised edit distance [9] possesses the desired normalisation properties, and is consistent with statistical independence of labelling errors. They introduce the notion of an edit path which is a sequence of ordered pairs of positions in X and Y such that the path monotonically traverses the edit matrix of X and Y from 0; 0 to jXj; jY j as shown in figure 1 . Essentially, the transition from one point in the path to the next is equivalent to an elementary edit operation. Applying the elementary weighting function to each transition in the path yields a weighted path, which can be normalised by dividing by its length, L. Thus the normalised edit distance is d X;Y = min WP LP jP is an edit path from X to Y (9) We may determine the optimal path, P = arg mind. , jXj j Y j [9] . If we replace X and Y in figure 1 by a dictionary item S and the image of a data graph superclique under the match, , j , we can see that , j could indeed have arisen from S through the action of a memoryless error process, statistically independent of position (since the errors that "transformed" S into , j could have occurred in any order). This means that we can still apply equation (6) , except that we now factorise over the elementary operations implied by the transitions in P to give P, j jS = Y fu;su2P
, j S Pfujs u (10) where is an insertion, a deletion, a change or an identity in the minimum length edit path P ,jS between the superclique match , j and the unpadded dictionary item S.
The weighting function, , is fixed at 1 for all nonidentity operations. The distribution rule of equation (6) now counts the non-identity operations:
We can now write P, j jS as an exponential in terms of the number of non-identity transformations in the optimal edit path from , j to S. Given our weighting system, this number is simply WP ,jS , so the exponential of equation (7) becomes
where k W = l n 1,Pe Pe and k L = l n 1 1,Pe . Note that we do not use the normalised edit distance directly, but the elementary operations that make up the optimal path. Note also that the dictionaries that make up c j no longer contain NULLs: they are simply the cyclic permutations of the model graph supercliques. It can be shown that the complexity of computing P, j is O jC i j 4 . Thus, using an edit distance-based prior gives a quartic worst case as opposed to the exponential one encountered with explicit dictionary generation.
Experiments
We have compared the new edit-distance method with the dictionary based graph matching algorithm of Wilson and Hancock [3] . There are two aspects to this experimental evaluation. We commence with a sensitivity analysis where we investigate the effects of controlled relational corruption and initialisation error in a simulation study. The second aspect of our study focusses on real world data, where we demonstrate the effectiveness of the two algorithms on matching uncalibrated stereo images.
Sensitivity Analysis
We created synthetic 50-node 6 nearest-neighbour graphs with node attributes drawn from a uniform distribution. The points used to construct the nearest neighbour graphs were randomly distributed. To simulate the effects of structural errors in the feature detection process, we randomly added and deleted nodes from the graphs and recomputed the neighbourhood relations. Additionally, we added Gaussian noise to the node attributes. The noise level was set so that approximately 50% of the nodes were initially misclassified with a winner take-all method.
In figure 2 we show the final fraction of correct matches as a function of the fraction of nodes affected by random deletions and additions. In figure 3 we show the final fraction of correct matches as a function of the fraction of initially correct assignments.
Figures 2 and 3 show that the edit distance method comfortably outperforms the dictionary-padding techniques in the presence of relational corruption, but is more sensitive to initialisation error. However, it should be remembered that the distribution rule in equation (11) that it fails to penalise NULL labels even when the graphs have the same numbers of nodes. This explains the suboptimal performance observed for uncorrupted graphs (figure 2) . When this naïve distribution rule is applied for the original criterion in equation (7), it performs much worse, unable to recover the correct match for uncorrupted graphs, and falling below the initial correct fraction for graphs with only 40% corruption.
This choice of distribution rule also accounts for the poorer tolerance of the edit distance criterion with respect to initialisation error: with the Wilson and Hancock criterion, supercliques of differing cardinalities are not considered for matching when the graphs are of the same size, but with the edit-distance based criterion all supercliques are considered matchable. Artificially pruning the configuration space for matching improves the edit-distance based criterion's performance on initialisation error.
Uncalibrated Stereo Matching
We demonstrate the practical applicability of the neighbourhood approximation on a wide baseline uncalibrated stereo matching problem. The lack of camera calibration makes this much more difficult than the standard stereo correspondence problem. Corners were extracted from a greyscale image pair (an office scene taken with an IndyCam) using the SUSAN corner detector. Each image contains about 70 corners. The corner sets were Delaunay triangulated using Triangle. We used the grey level at each corner for the attribute information. This is hardly the most robust choice but the illumination is fairly constant between the two scenes. The match was initialised using a naïve winner-take-all method. Results are given in figures 4 to 7, which show the two images with detected corners, the initial guess, and the results obtained when matching is effected using edit-distance and the results obtained with the original Wilson and Hancock graph-matching algorithm. There are 70 corners in the left image of which 67 have feasible correspondences in the right. The initial guess assigns 33 (47%) correctly. When we use the edit distance method the number of correct assignments increases to 63 (90%) while the Wilson and Hancock algorithm gets 64 (91%) correct. It should be noted that there is relatively little relational corruption between these two images, so based on the sensitivity analysis, we would not expect the edit distance method to significantly outperform the dictionary-based one for these images.
Conclusion
In this paper we have shown that a more direct formulation of the Bayesian framework for graph matching than that given in [3] yields a significantly faster algorithm with no loss of accuracy. We have also shown that reformulating graph matching in terms of the edit distance between supercliques remedies the worst-case exponential complexity of the previous formulation. For synthetic relational graphs, this leads to an improvement of approximately 10% in matching accuracy in the presence of noise, and a reduction in execution time approximately equal to the size of the model graph.
There are a number of ways in which the ideas presented in this paper can be extended. Although we have focussed on graph matching in this paper, the idea of using editdistance is applicable to a wide range of consistent labelling problems. For instance, in a recent study we have used the edit-distance prior for a simple natural langauge processing problem using tree-adjoining grammars [10] . One of our motivations for developing an efficient means of computing the prior was to provide us with a suitable vehicle for exploring consistent labelling problems using evolutionary optimisation [11] . This latter study is currently in progress and the results will be reported in due course. 
