In this paper the Discontinuous Galerkin (DG) (or Lesaint-Raviart) method as applied to the analysis of viscoelastic flows is stabilized by adding monotonicity enforcement as proposed originally by van Leer. By using an implicit/explicit time discretization scheme, monotonicity is easily established and convergence at high values of the Deborah number is achieved using the Phan-Thien-Tanner model with a wide variety of material parameters for the stick-slip benchmark problem.
Introduction
Fortin and Fortin [l] introduced the use of the Discontinuous Galerkin (DG) method, originally developed by Lesaint and Raviart [2] , for the analysis of viscoelastic flows. It proved to be impossible to solve the steady-state problem by using the Picard iteration scheme and therefore a time stepping scheme was employed. Later, Fortin and Fortin [3] showed that the steady-state problem could be solved by application of the Generalized Minimal Residual (GMRES) algorithm of Saad and Schultz [4] . The value of the Deborah number thus obtainable is limited and the extrastress fields showed an oscillatory behaviour. It was subsequently shown by Basombrio et al. [5] that the use tensor, rather than a quadratic reduces the oscillations.
More recently, Fortin et al, [6] have combined the Discontinuous Galerkin method with the Elastic Viscous Split (EVS) method, first introduced by Mendelson et al. [7] , and subsequently applied by Beris et al. 181 , van Schaftingen and Crochet [9] , Luo and Tanner [ 101, Rajagopalan et al. [ 1 l] and Baaijens [ 121. Good convergence and oscillation-free solutions were obtained for high values of the Deborah number with the use of a Phan-Thien-Tanner (PTT) model with bounded elongational viscosity by employing a fairly high value of the non-linearity parameter e = 0.25, Decreasing this parameter to, for instance, E = 0.01, leads to a failure of convergence.
Compared to continuous interpolation schemes of the extra stress tensor, as used for instance by Marchal [ 121, a discontinuous inte~olation can more easily satisfy the inf-sup compatibility condition as set forth by Fortin and Pierre [ 181. In the continuous case it was shown by Marchal and Crochet [ 131 that complicated elements need to be formulated, while an inconsistent Streamline Upwind formulation has to be applied to achieve oscillation-free solutions. This may, however, lead to consistency errors as demonstrated by Tanner and Jin [19] .
Another advantage of the dis~ntinuous interpolation of the extra stresses is that in combination with the GMRES method efficient preconditioning can be achieved at the element level.
However, it is quite ~fortunate that for the DG method, the stress variables cannot be eliminated on the element level as, for instance, in the operator splitting method investigated by Baaijens f20] and that oscillationfree solutions are only obtained at limited values of the Deborah number.
Therefore, the objective of this paper is twofold. First, by using a semi-explicit scheme an apparently unconditionally stable scheme is obtained that allows an e~natio~ of the stress variables on the element level, thereby bypassing the i~ediate need for an iterative solution strategy, Secondly, it is shown that by enforcing monotonici~ as introduced by van Leer [21] a stable implementation is found that converges for a wide range of material parameters at high values of the Deborah number.
comparison with a modification of the operator splitting (OS) methodology proposed by Baaijens [20] is made. A crucial part of the QS method is the advection of old stress variables. In Baaijens [20] the Time Discontinuous/Galerkin Least Squares (TD/GLS) method was applied for this purpose. Here comparison with the Discontinuous Galerkin (DG) method is made as this is formally more appropriate due to the discontinuous interpolation of the extra stress variables, A shared feature of the OS and the DG-based method of Fortin and Fortin [3] is the use of dis~ntinuo~s interpolations of the extra stress tensor(s). This allows the elimination of the extra stress variables on the element level, yielding an efficient algorithm for multi-mode fluids.
The outline of this paper is as follows. First, the investigated class of problems is defined more precisely. Then, the DG method is discussed briefly, whereafter the solution process used in this work is outlined. This also allows the identification of the computational bottleneck in the implicit DG implementation. The implicit/explicit implementation that bypasses this difficulty is explained next, followed by a description of the monotonicity algorithm. Thereafter, the Operator Splitting (OS) method is briefly recalled, but now with a DG transport algorithm rather than a Galerkin Least Squares method as employed in Ref. 20 . Then, the performance of the various numerical schemes is investigated for the stick-slip problem. Finally, conclusions are drawn.
Problem definition
Consider the unsteady flow of a P'TT fluid in a two-dimensional domain 0 with boundary r on the temporal domain Z, defined by: Problem 1 (PVE). Given 3': r, x II+ R2 and f": r, x ZH R2, find the plane stress field ~(2, t) : f2 x I I+ R (2 ' 2), the velocity field zi($ t) : 0 x I H R2 and the pressure field ~$3, t) : R x I H IF! for all (2, t) E R x Z, such that
with for the PTT model
where?=az/at+ti.~r-L.z-z.LT,withZ.=(%)Tand20=Z.+Z.T, while the following boundary conditions are specified on P Z&J?, t) = Jo@, t) on ru x Z,
and along the inflow boundary either Vz.ri=O on Ti,xZ (6) or c T To on r, x I,
with r = TU u P, u ri,, ii is the unit outward normal at r,,' and Tin in the inflow boundary: the part of r where li . ii -c 0. Finally, the initial conditions are z&$,0) = 6 on s-2,
~($0) = 0 on 0.
For time dependent problems, eqn. (6) is a convenient way to prescribe a homogeneous flow at the inflow boundary.
Di~ontinuo~ Gale&in method
Define 9'~ as Then, assuming a discontinuous interpolation of the extra stress tensor from the onset, application of the Discontinuous Galerkin (DG) method gives: 
In this, (et .) denotes the appropriate inner product on Sz, I'$ is the inflow boundary of element P, n' the unit outward normal to I? and 2""' the stress tensor of the neighbouring, upwind, element. Along Irn, ii * n' < 0.
Clearly, for steady-state problems the h/at term in L?z is dropped. Temporal discretization is discussed in the next section, while spatial discretization is a~omplished as follows. The domain ti is divided into ZV#r elements such that %I n = ,II, ae*
Denote with Pk(@) and Qk(sle) the k th order inte~olation pol~omial on respectively a triangular or quadrilateral element e. Define Rk by
Pk(Re) on triangles, & (0') on quadrilaterals.
In a more generalized sense, Pk represents linear, quadratic, etc. discretization, while a Qk d&ret&&ion contains higher order terms than strictly implied by the order k.
The finite element spaces a!, V, 9 and Y are defined as follows:
Here only the (s, z&p) + Q$Q,Pf, and the (s, z&p) --) PfPf PI discretizations are employed.
An implicit/explicit implementation of DG
In this work a Newton-like algorithm to solve DG is used. The algorithm cannot be completely Newtonian because I& depends in a non-differentiable manner on the velocity field.
Using an implicit temporal discretization, for instance by the backwardEuler method, and a spatial discretization as specified above, linearization of all terms of (1 I)-( 13), except the integral over r& itself, leads to the following set of equations: (20) The matrix Qs stems from the linearization of eqn. ( 11) with respect to Z, except the contribution of s s:&ii(-P)dI-,
=P" which is contained solely in F. Similarly, Q_ stems from a linearization of eqn. ( 11) with respect to 5, while Qus is derived from eqn. (12) , and au corresponds to the viscous (Stokes) part of eqns. ( 12) and (13) . The only matrices that depend on the actual solution are &, F and a. Finally, fs and fu are equal to the negative of the residuals of eqn. (11) and of eqns. ( 12) - ( 13), respectively.
The matrix Qs is a block diagonal matrix, while F contains only off-diagonal elements that couple a particular element to its upwind neighbours. Each block corresponds to one element due to the discontinuous interpolation of the extra stress tensor. Furthermore, the off-diagonal blocks generated by element 0' inside F, occupy the same rows as the elements' contribution to &. The same holds for lZ. Hence, & can be inverted on the element level, such that eqn. (20) may be rewritten to give (22) If F = 0, the block-diagonal structure of Qss would allow an element-byelement elimination of the extra stresses. An easy way to accomplish this is to use an explicit approximation of the P term in eqn. (11) . Let
then, the implicit/explicit approximation is given by: Problem 3 (DG-E). Given r,, find (2, z&p) E Y x %! x 9 at t = t,,+,, such that for all (s, d, q) E Y x V x ii?
(q, v . 23) = 0.
Notice that only P is treated explicitly. Now, it is obvious that P = 0. Therefore, the stress degrees of freedom can be eliminated by static condensation on the element level, and the resulting system of equations has the size of a regular Stokes problem. This also holds for multi-mode constitu-' tive models.
Various choices can be made for p. An attractive choice was recently proposed by Simo and Armero [ 221:
*at = $( 32y"t -2:: 1)* z (27) With the exception of the first time step, where a regular explicit value is used, this has 'been used in all calculations.
A thorough stability analysis has not been made yet, but all experience with this method indicates the unconditional stability of the method.
The resulting set of linear algebraic equations is either solved with a GMRES algorithm in line with the implementation of Fortin et al. [6] , or with a direct sparse matrix solver.
Monotonicity enforcement
According to van Leer [21] the monotonicity condition says that, "when a monotonic initial-value distribution is numerically convected, the resulting distribution must be monotonic again". Consider a one-dimensional problem with a piecewise linear, but discontinuous, approximation of the convected variable. Then, monotonicity is obtained by requiring that within each element the linear function falls within the range spanned by the average values of the neighbouring elements. 
where (.) denotes the average value of the corresponding element. The Pi' discretization of z in an element may be written as 
148
F.P.T. Baaijens 1 J. Non-Newtonian F&id Me& 51 (1994) 141-159
The extra stresses z are corrected according to eqn. (30) after each time step, hence in an explicit fashion.
Operator splitting method
The operator splitting (OS) method developed by Baaijens [20] is based on a discrete approximation of the material rate present in the constitutive equation; see also the recent review of Glowinski and Pironneau [24] on OS methods for the Navier-Stokes equations. This method resembles the method of Rasmussen and Hassager 1251 who use a Lagrangian approach with periodic remeshing.
Introduce the operator 9, that represents the material rate as
and define the operators PC as
JZCz= -Le r-r.LT+[i+itr(r)]r.
Hence, the PTT model may be written as .JZ, z + 9, z = 2q/Izt). where p' denotes the position at time tn of the particle that is located at position 2 at time t, + 1.
Assuming ~(8, t,J to be known, then for each time interval It,, t,+ I [, the mixed weak formulation of problem PVE is given by: Problem 4 (OS). Given z(p, t,), find (2, 9, p) at t = t, + 1, such that for all
(q, 9 * ii) = 0.
The old stress state, z($, t,), is found by solving the transport problem employing the DG method; i.e.
Problem 5 (DGT). Given ii@, t), t c [tn, tn + ,I
, ~~(2, tJ = ~(2, t,), find zp such that for all T (37)
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During each time interval OS and DGT are only solved once: DGT first. OS as such is solved using a Newton scheme, with an easy elimination of the extra stress variables on the element level, giving a system of equations to be solved equivalent in size to that of a Stokes problem written in a velocitypressure formulation. In many practical situations, this method is used as a time-marching scheme to obtain a steady-state solution. In that case it is usually sufficient to perform only one Newton iteration per time step.
In the sequel, OS in combination with DGT is referred to as OS-DG.
Performance of numerical algorithms
As a test problem the stick-slip configuration is investigated. The geometry is sketched in Fig. 2 .
The Deborah number is defined as
with Y1 the first normal stress coefficient, while the shear rate is taken as ,_w
where (v) is the average velocity and H the channel height. In all cases investigated the solvent viscosity q. = 0.
Convergence characteristics of the DGE method
First, the convergence properties with At and mesh refinement are investigated for the implicit/explicit DGE scheme, including monotonicity enforcement, with the PflPf P, element. Mesh 1 of Fig. 3 is used in the At convergence study. In all subsequent cases, the L2 error in rll is used to test convergence:
where ~~~ is a reference solution at some smaller time step of a more refined mesh. Using the same set of parameters as above, but with AC/A = 0.1, the convergence with mesh refinement is investigated next. As the mesh size parameter h the length of the smallest element (right at the singularity) is taken. The mesh refinement sequence corresponds to h/H = 0.1,0.075, 0.05, while h/H = 0.033 is taken as a reference, see also Table 1 . This sequence corresponds to ~eshl-~esh4 in Fig. 3 . Figure 5 shows Lz(zli) as a function of h, given a h* convergence characteristic. -This suggests that the convergence behaviour is not upset by the monotonicity enforcement. 
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Stability of the DG-E method
Stability of the implicit/explicit DG-E method is demonstrated by the next examples.
Consider the stick-slip problem with L1/H = LJH = 10. The Deborah number is De = 1.85 with (u)/H = 1 and E = 0.25. The mesh is depicted in Fig. 6 . A comparison of the first normal stress difference N, = zll -222 is given in Fig. 7 . The solid line is obtained with the DGE method with monotonicity enforcement, and the dashed line is obtained with DG, hence without monotonicity enforcement. In both cases the P;'P: P, discretization t/n = 3.7 along Y/H = 0.99 is shown in Fig. 9 . Near the sin~la~ty at x = 0, a large discrepancy exists between the 'dots' and the 'lines'. This may be explained as follows. In non-smooth regions of the solution, monotonicity enforcement tends to create a piecewise constant extra stress behaviour, rather than a piecewise linear behaviour. Now, consider a detail of the mesh near the singularity as sketched in Fig. 10 . Elements labelled with A have a barycentre closer to the line Y/N = 1 and have a higher average stress level compared to the elements labelled with B. So, evaluating the stresses along the dashed line, gives a rather jump-like structure as observed in Fig. 9 . This clearly illustrates that the very high stress region is confined to a very small boundary layer near the stick-slip transition point. For continuous interpolation schemes this is a source of numerical di~c~ties; see Rosenberg and Keunings f263. It is even questionable if the stresses at the singularity converge with mesh refinement. solution, and this is currently not feasible with our software/hardware configuration.
Consider the stick-slip problem with L1/H = LJH = 10, at De = 1.45 with (u)/H = 1 and E = 0.25. Using the Q$Q2P;' element and the mesh depicted in Fig. 13 , the N, distribution along y = 0.99 as shown in Fig. 14 is obtained. The dashed line results from the DG method and shows some oscillations near x = 0, which are not present in the OS-DG method, but otherwise there is little difference between the two solutions. However, the DG method in conjunction with this QfQ2Pf element failed to converge at Deborah numbers beyond 1.5.
The convergence of the GMRES solver slows down substanti~ly upon increasing the Deborah number. In fact, in many cases for the single mode configuration investigated here, the use of a direct sparse matrix solver proved to be much more robust and more economical. As only limited accuracy is achieved with the GMRES solver (the Krylov space was set to 20 and the number of restarts limited to 3), the number of Newton iterations necessary at each time step may be larger than with a direct solver. 
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Conclusions
The implicit/explicit DGE method with monotonicity enforcement is shown to be a stable technique to solve viscoelastic flow problems for a wide variety of material parameters for the Phan-Thien-Tanner model in the stick-slip geometry.
The DGE method yields a system of equations equal in size to the normal Stokes problem, regardless of the number of relaxation modes involved, and unconditional stability is observed in the numerical experiments. Further, the implementation is easier than for the implicit DG method. Yet, steady-state solutions are only computed in the limit of large times, which may take many time steps, in particular for UCM-like models.
To give a definitive answer on the accuracy of the current scheme, a smooth test problem, like the flow about a falling sphere in a tube, is needed. However, all references on this topic apply the UCM model under steady-state conditions. The analysis of such a problem requires a highly refined mesh and, as stated above, a large number of time steps. This is, unfortunately, practically impossible with our current software/hardware configuration. Hence, this aspect must remain for future work.
Finally, results of the DG-E compare well with the operator splitting method proposed in Ref. 20 .
