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In this paper we establish criteria for the existence and uniqueness of contractive
solutions K of the Riccati equation KBK+KA&DK&C=0 under the assumption
that the spectra of A and D are disjoint.  2001 Academic Press
1. INTRODUCTION
We consider Riccati equations of the form
KBK+KA&DK&C=02 (1.1)
with a closed linear operator A acting in some Hilbert space H1 , and bounded
linear operators B, C, and D acting from H2 into H1 , from H1 into H2 , and
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in H2 , respectively. It is our aim to find criteria for the existence and unique-
ness of contractive solutions K: H1  H2 of (1.1) and its analogue in the ‘‘self-
adjoint’’ case (see (1.3) below).
Together with (1.1) we consider the so-called Hamiltonian
L=\AC
B
D+ (1.2)
in the space H :=H1H2 . It is well known that there is a bijective corre-
spondence between solutions of (1.1) and certain invariant subspaces of L.
In particular, we are also interested in the case that D is self-adjoint or that
D and A are self-adjoint and C=B*. In the latter case Eq. (1.1) takes the form
KBK+KA&DK&B*=0 with A=A*, D=D*. (1.3)
This situation will be referred to as the self-adjoint case because here the
Hamiltonian L becomes a self-adjoint operator.
In [1] it was shown that in the self-adjoint case a contractive solution K of
(1.3) exists if the spectra of A and D are separated, i.e., if there exists some real
number : such that _(A) is on one side and _(D) on the other side of :. In this
case no assumption about B, in particular no smallness assumption on B, is
needed. This result was extended in [3, 13] and further in [14], where also a
different method of proof was used. Namely, it is well known that an operator
K from H1 into H2 is a contraction if and only if its graph subspace G1(K) (see
Section 2) is maximal nonnegative with respect to the indefinite inner product
_\x1x2+ , \
y1
y2+& :=(x1 , y1)&(x2 , y2), x1 , y1 # H1 , x2 , y2 # H2 .
Therefore the existence of a contractive solution of the Riccati equation (1.1)
is equivalent to the existence of a maximal nonnegative invariant subspace of
the Hamiltonian L in the Krein space H=H1H2 with this indefinite inner
product.
Also in the self-adjoint case, by means of a fixed point principle, it was
shown in [16] that under the assumption
&B&2< 12 dist(_(A), _(D)) (1.4)
there exists a unique contractive solution of the Riccati equation (1.3). In the
present paper (see Section 4) we use the same method in the non-self-
adjoint case. For the self-adjoint case, we also mention the paper [15] where
(among other results) (1.4) was replaced by a more general condition.
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In [12] the quadratic numerical range of the block operator matrix L in
(1.2) was used in order to formulate a sufficient condition for the existence
of a solution K of the Riccati equation (1.1). There, however, K was not
necessarily contractive, and for a self-adjoint Hamiltonian L this condition
again amounts to the fact that the spectra of A and D are separated as in [1].
The main results of the present paper are the following:
1. We prove the existence and uniqueness of a contractive solution of
the Riccati equation (1.1) if _(A) and _(D) are disjoint and B is small in
some sense.
2. We formulate a general necessary and sufficient condition for the
existence of a contractive solution of the Riccati equation (1.3) in the self-
adjoint case in terms of a self-adjoint involution in H, which resembles
the close connection between contractive solutions of (1.1) and maximal
[ } , } ]-nonnegative invariant subspaces of the Hamiltonian L in (1.2).
3. We prove a general uniqueness criterion for a contractive solution
of the Riccati equation (1.1).
In Section 2 we collect some known results which concern the connection
of solutions of (1.1) with invariant subspaces of L, with the factorization
of the Schur complements, and with the block diagonalization of L. In
Section 3, under certain conditions, we reformulate Eqs. (1.1) and (1.3) as
integral equations. By means of Banach’s Fixed Point Theorem it is shown
in Section 4 that these integral equations have a unique solution if B and
C are small, which yields an iterative procedure for solving the Riccati
equation. Section 5 contains the above-mentioned general existence criterion
and also a criterion for the existence of unitary solutions K of (1.3). Unique-
ness criteria are proved in Section 6. There the existence and uniqueness
criteria are also applied to a self-adjoint situation where the spectra of A
and D are separated only in some weak sense, and to a non-self-adjoint
case where the numerical ranges of A and D are separated by a vertical
strip and C=B* (see [14]). In Section 7, by means of the Cayley transfor-
mation, the existence of an accretive solution of a Riccati equation is
considered. We finally mention that an iterative procedure for finding
symmetric solutions of the Riccati equation was also used in [8] and other
papers cited therein.
2. PRELIMINARIES: INVARIANT GRAPH SUBSPACES,
FACTORIZATION, AND BLOCK DIAGONALIZATION
2.1. Let A be a (possibly unbounded) linear operator in the Hilbert
space H1 , and let B, C, and D be bounded linear operators from H2 into
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H1 , H1 into H2 , and H2 into H2 , respectively. On D(A) (/H1), we
consider the Riccati equation
KBK+KA&DK&C=0,
where K is a bounded linear operator from H1 into H2 . It is well known
that solutions K of this equation are closely related to invariant subspaces
of the Hamiltonian L in H :=H1H2 :
L=\AC
B
D+ , D(L)=D(A)_H2 .
In order to formulate this connection, we use the following notation. If T
is a bounded linear operator from H1 to H2 , we denote
G1(T ) :={\ x1Tx1+ : x1 # H1= (2.1)
and call it the graph subspace of T. Similarly, if S is a bounded linear
operator from H2 into H1 , then the corresponding graph subspace is
G2(S) :={\Sx2x2 + : x2 # H2= . (2.2)
Lemma 2.1. Let A be a densely defined linear operator in H1 , and let
B, C, D be bounded linear operators as above. A bounded linear operator
K: H1  H2 is a solution of the Riccati equation (1.1) if and only if its graph
subspace G1(K) is L-invariant; i.e.,
L(G1(K) & D(L))/G1(K).
Proof. If G1(K) is L-invariant, then for each x1 # D(A) there exists an
element y1 # H1 such that
\AC
B
D+\
x1
Kx1+=\
y1
Ky1 + . (2.3)
The first row of this equality yields y1=(A+BK) x1 , and then the second
row gives
(C+DK) x1=K(A+BK) x1 , x1 # D(A);
that is, K solves (1.1). Conversely, if K solves (1.1), then for each x1 # D(A)
the relation (2.3) holds with y1=(A+BK) x1 . K
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2.2. The existence of a solution K of the Riccati equation (1.1) is closely
related to a factorization of the first Schur complement SA of L:
SA(z) :=A&z&B(D&z)&1 C, z # \(D);
compare [12, Theorem 5.1].
Theorem 2.2. If K is a solution of the Riccati equation (1.1), the relation
SA(z)=W(z)(Z&z), z # \(D), (2.4)
holds with Z=A+BK and W(z)=I&B(D&z)&1 K. Conversely, suppose
that a factorization (2.4) holds for an operator Z with _(Z) & _(D)=< and
an operator function W which is holomorphic outside _(D) and satisfies at
least one of the following conditions:
(i) If for some bounded operator G the operator function G(Z&z)&1
is holomorphic on _(Z), then G=0.
(ii) The operator function W is holomorphic at .
Then the operator
K := &
1
2? i 1D (D&z)
&1 C(Z&z)&1 dz
is a solution of the Riccati equation (1.1), where 1D is a Cauchy contour
which surrounds _(D) and separates _(D) from _(Z).
Proof. The first claim of the theorem is easy to verify. In order to prove
the second assertion, we observe that for z # \(Z) in the exterior domain of
1D the factorization (2.4) implies, with Y :=Z&A and by means of the
resolvent identity,
W(z)&I&
1
2? i 1D
B(D&‘)&1 C
‘&z
(Z&‘)&1 d‘
=(&Y&B(D&z)&1 C)(Z&z)&1
&
1
2? i 1D
B(D&‘)&1 C
‘&z
(Z&‘)&1 d‘
=&Y(Z&z)&1&
1
2? i 1D B(D&‘)
&1 C(Z&‘)&1 d‘ (Z&z)&1
=&\Y+ 12? i 1D B(D&‘)
&1 C(Z&‘)&1 d‘+ (Z&z)&1.
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Now the assumptions (i) or (ii) yield
Y+
1
2? i 1D B(D&‘)
&1 C(Z&‘)&1 d‘=0,
hence Z&A=Y=BK, and from the relation KZ&DK=C, which follows
from the definition of K, we obtain (1.1). K
Note that the assumption (i) is satisfied, e.g., if Z is bounded. In the
following section we will establish integral equations for the solutions K of
the Riccati equation (1.1). We mention that being interested in factorizations
(2.4), it is also possible to write down corresponding integral equations for
the operator Z therein.
2.3. If the operators A and D are self-adjoint and C=B*, which is
equivalent to the self-adjointness of the operator
L=\ AB*
B
D+ (2.5)
from (1.2), taking adjoints in the Riccati equation (1.3), we find that also
K* satisfies a Riccati equation, namely
K*B*K*+AK*&K*D&B=0. (2.6)
Note that unlike (1.1) the Riccati equation (2.6) holds on the whole space
H2 . Indeed, the Riccati equation (1.1) implies that the operator KA is
bounded; hence also AK* is bounded and R(K*)/D(A). With G1(K) also
the subspace G2(&K*) (=G1(K)=) is invariant under the operator L.
Moreover, in this case the existence of a solution K of the Riccati equation
(1.3) implies a block diagonalization of the operator L. In fact, the follow-
ing relation can be verified easily (compare [14]):
\ IK
K*
&I+\
A
B*
B
D+\
I
K
K*
&I+
=\I+K*K0
0
I+KK*+\
A+BK
0
0
D&B*K*+ . (2.7)
With the matrices
V :=\ IK
K*
&I+
&1
(=V*), G :=\I+K*K0
0
I+KK*+
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this relation becomes
L=V*G \A+BK0
0
D&B*K*+ V.
Since V*GV=I, the operator V is an isometry from H onto the Hilbert
space HG which consists of the elements of H and is equipped with the
inner product
(x, y)G :=(Gx, y), x, y # H.
Thus, under this transformation V the operator L becomes
\A+BK0
0
D&B*K*+ ,
and this block diagonal operator is self-adjoint in the Hilbert space HG .
For a bounded Hamiltonian L also in the non-self-adjoint case a block
diagonalization of L was derived in [12, Theorem 5.1] under the assump-
tion that the closure of the quadratic numerical range of L consists of two
disjoint components.
3. RELATED INTEGRAL EQUATIONS
3.1. In the following we consider integrals of an operator valued func-
tion F with respect to a spectral function E. If E is constant outside the
closed interval [a, b]/R and the function F is holomorphic on [a, b],
then in [10] the integrals
|
[a, b]
E(d+) F(+) or |
[a, b]
F(+) E(d+)
were defined using series expansions of F. In [3, Section 7], under the
weaker assumption that F satisfies a Lipschitz condition on [a, b], they
were defined as the limits of the corresponding RiemannStieltjes sums in
the strong operator topology. From these observations it also follows that
if the function F is continuously differentiable, then integration by parts
formulas hold; e.g.,
|
[a, b]
E(d+) F(+)=E(+) F(+)}
b
a
&|
[a, b]
E(+) F $(+) d+.
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Suppose now that A is a closed linear operator with \(A){<, and that B,
C, and D are bounded linear operators. If D is self-adjoint, its spectral
function is denoted by ED . We write the Riccati equation (1.1) in the form
KA&DK=C&KBK. (3.1)
Theorem 3.1. Suppose that
_(A) & _(D)=<, (3.2)
and let 1D be a Cauchy contour surrounding _(D) and separating _(D)
from _(A).
1. The bounded operator K is a solution of the Riccati equation (1.1)
if and only if it satisfies the integral equation
K=&
1
2? i 1D (D&z)
&1 (C&KBK)(A&z)&1 dz. (3.3)
2. If, additionally, D is self-adjoint, then the bounded operator K is a
solution of the Riccati equation (1.1) if and only if it satisfies the integral
equation
K=|
_(D)
ED(d+)(C&KBK)(A&+)&1. (3.4)
Proof. The equivalence of Eqs. (3.1) and (3.3) is well known (compare
[4, Theorem I.3.2] or [6, Theorem I.4.1]). We prove it here for the
convenience of the reader. If K is a solution of the equation (3.1), we can
write, for z # \(A) & \(D),
K(A&z)&(D&z) K=C&KBK,
(D&z)&1 K&K(A&z)&1=(D&z)&1 (C&KBK)(A&z)&1.
If we integrate the last relation along 1D and multiply it by &1(2?i), the
formula (3.3) follows.
If D=D*, the relation (3.3) can be written as
K=&
1
2? i 1D |_(D) (+&z)
&1 ED(d+)(C&KBK)(A&z)&1 dz
=|
_(D)
ED(d+)(C&KBK) \& 12? i 1D (+&z)
&1 (A&z)&1 dz+
=|
_(D)
E(d+)(C&KBK)(A&+)&1.
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On the other hand, it is easy to check that the expressions on the right
hand sides of (3.3) and (3.4) satisfy the Riccati equation (1.1). K
The Riccati equation (1.1) can also be written as
K(A+BK)&DK=C. (3.5)
The proof of the following theorem is completely analogous to the proof of
Theorem 3.1 and is left to the reader.
Theorem 3.2. Let K be a bounded linear operator from H1 into H2 such
that
_(A+BK) & _(D)=<, (3.6)
and let 1D be a Cauchy contour surrounding _(D) and separating _(D) from
_(A+BK).
1. The operator K is a solution of the Riccati equation (1.1) if and only
if it satisfies the integral equation
K=&
1
2? i 1D (D&z)
&1 C(A+BK&z)&1 dz. (3.7)
2. If, additionally, D is self-adjoint, then K is a solution of the Riccati
equation (1.1) if and only if it satisfies the integral equation
K=|
_(D)
ED(d+) C(A+BK&+)&1. (3.8)
4. APPLICATIONS OF BANACH’S FIXED POINT THEOREM
4.1. Recall that an operator K from H1 into H2 is a contraction if
&K&1. The contraction K is called strict if &Kx&<&x& for all x # H,
x{0, and uniform if &K&<1. Again we suppose that A is closed with
\(A){<, that B, C, D are bounded, and that
$ :=dist(_(A), _(D))>0. (4.1)
Let 1=1D be a Cauchy contour around _(D) separating _(D) from _(A).
Denote
a1 :=max
z # 1
&(A&z)&1&, d1 :=max
z # 1
&(D&z)&1&,
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and by l1 the length of 1. In this section we shall construct contractive
solutions K of the integral equations (3.3) and (3.7). To this end, denote
by K the set of all contractions from H1 into H2 . On K we define the
mapping 8R by
8R(K) :=&
1
2? i 1D (D&z)
&1 (C&KBK)(A&z)&1 dz (4.2)
and show that under additional smallness assumptions about B and C it
maps K contractively into its interior.
Theorem 4.1. Let A be a closed linear operator with \(A){<, let B, C,
D be bounded linear operators, and suppose that the condition (4.1) is
satisfied. If there exists a Cauchy contour 1 around _(D) separating _(D)
from _(A) such that the inequalities
1
2?
a1 d1 l1 (&B&+&C&)<1,
1
?
a1 d1 l1 &B&<1 (4.3)
hold, then the Riccati equation (1.1) has a unique contractive solution K=K0
which is even a uniform contraction. For an arbitrary contraction K1 from H1
into H2 the operators
Kn :=8R(Kn&1), n=2, 3, ...,
are uniform contractions and the sequence (Kn) converges to the operator K0
in the operator norm. If the inequalities in assumption (4.3) are not strict
(i.e., the signs < are replaced by ) and the operator B is compact, then
the Riccati equation (1.1) has at least one contractive solution K=K0 .
Proof. The first inequality in (4.3) implies that for each contraction
K # K the image 8R(K) (see (4.2)) is a uniform contraction. For K,
K$ # K, from the relation
8R(K)&8R(K$)
=
1
2? i 1D (D&z)
&1 [(K&K$) BK+K$B(K&K$)](A&z)&1 dz
and the second inequality in (4.3), it follows that
&8R(K)&8R(K$)&# &K&K$&
with
# :=
1
?
a1 d1 l1 &B&<1.
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Now under the assumptions (4.3) the existence and uniqueness of a contrac-
tive solution of the equation (3.3) follow from Banach’s Fixed Point Theorem.
If in (4.3) the signs < are replaced by , we consider a sequence of
numbers (;n) with 0<;n<1, ;n  1 if n  , and replace the operators
B and C by the operators Bn :=;n B, Cn :=;n C. Then, by what we have
already proved, there exists a (unique and uniform) contraction K (n)0 such that
K (n)0 BnK
(n)
0 x+K
(n)
0 Ax&DK
(n)
0 x&Cnx=0, x # D(A). (4.4)
The sequence (K (n)0 ) contains a subsequence which converges in the weak
operator topology of K to some contraction, say K0 (see, e.g., [5, VI.9,
Exercise 6]). The compactness of the operator B implies that the corre-
sponding subsequence of the products K (n)0 BnK
(n)
0 converges weakly to
K0BK0 . Therefore K0 is a solution of the Riccati equation (1.1). K
Remark 4.2. It follows immediately from Eq. (3.3) that if both operators
B and C are compact (trace class, HilbertSchmidt, respectively), then also
K is compact (trace class, HilbertSchmidt, respectively).
In a similar way one can construct a solution K of the integral equation
(3.7), which will also be a solution of the Riccati equation (1.1). To this
end, we suppose again that the condition (4.1) is satisfied and that there
exists a Cauchy contour 1 as above for which a1 &B&<1. Then, for an
arbitrary K # K and z # _(D), the resolvent (A+BK&z)&1 exists (that is,
condition (3.6) holds), we have the estimate
&(A+BK&z)&1&=&(A&z)&1 (BK(A&z)&1+I )&1&
a1
1&a1 &B&
,
and the mapping 8M given by
8M(K) :=&
1
2? i 1 (D&z)
&1 C(A+BK&z)&1 dz
is defined for all K # K.
Theorem 4.3. Let A, B, C, D be as in Theorem 4.1 and such that the
condition (4.1) is satisfied. If there exists a Cauchy contour 1 around _(D)
separating _(D) from _(A) such that the inequalities
a1 &B&<1,
1
2?
a1 d1 l1
&C&
1&a1 &B&
<1,
(4.5)
1
2?
a21 d1 l1
&B& &C&
(1&a1 &B&)2
<1
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hold, then the Riccati equation (1.1) has a unique contractive solution K=K0
which is even a uniform contraction. For an arbitrary contraction K1 # K the
operators
Kn :=8M(Kn&1), n=2, 3, ...,
are uniform contractions and the sequence (Kn) converges to the operator K0
in the operator norm. If the inequalities in (4.5) are not strict (i.e., the signs
< are replaced by ) and the operator B is compact, then the Riccati
equation (1.1) has at least one contractive solution K=K0 .
The proof of this theorem is completely analogous to the proof of
Theorem 4.1 and is left to the reader.
Remark 4.4. It follows immediately from Eq. (3.7) that if the operator
C is compact (trace class, HilbertSchmidt, respectively), then also K is
compact (trace class, HilbertSchmidt, respectively).
4.2. Now we assume additionally that the operator D is self-adjoint, ED
denotes again its spectral function. According to the integral equations
(3.4) and (3.8), we introduce the mappings
9R(K) :=|
_(D)
ED(d+)(C&KBK)(A&+)&1, (4.6)
9M(K) :=|
_(D)
ED(d+) C(A+BK&+)&1. (4.7)
The mapping 9R is defined for all K # K if the condition (3.2) is satisfied.
In order to guarantee the existence of 9M(K) for all K # K, we introduce
the number
:D := max
+ # _(D)
&(A&+)&1& (4.8)
and assume that
:D &B&<1.
In the following we shall find conditions which ensure that 9R and 9M
map K contractively into itself. To this end, we have to estimate integrals
of operator-valued functions with respect to an operator-valued measure.
Recall that the integrals considered in the following can always be approxi-
mated in the strong operator topology by RiemannStieltjes sums.
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Lemma 4.5. Let F be a function defined in a real neighbourhood of _(D)
the values of which are bounded linear operators in H and which is continuously
differentiable in the operator norm, and let Q be a HilbertSchmidt operator
from H1 into H2 . Then we have
"|_(d ) ED(d+) QF(+)"&Q&2 max+ # _(D) &F(+)&.
Proof. There exist two orthonormal systems of elements .j # H2 and
j # H1 , j=1, 2, ..., and a sequence (#j) # l2 of positive numbers such that
Q= :

j=1
#j ( } , j) .j
(see, e.g., [7, II.2.2]). With a partition (2k)mk=1 of an interval containing
_(D) in its interior and points +k # 2k we get, for x # H1 and y # H2 ,
}\ :
m
k=1
ED(2k) QF(+k) x, y+}
= } :
m
k=1
:

j=1
#j (F(+k) x, j)(ED(2k) .j , y) }
 :
m
k=1
:

j=1
#j |(F(+k) x,  j)| &(ED(2k) .j)& &ED(2k) y&
{ :
m
k=1 \ :

j=1
#j |(F(+k) x, j)| &(ED(2k) .j)&+
2
=
12
_{ :
m
k=1
(ED(2k) y, y)=
12
{ :
m
k=1 \ :

j=1
|(F(+k) x,  j)| 2+\ :

j=1
#2j ((DD(2k) .j , .j))+=
12
&y&
\ :

j=1
#2j +
12
max
+ # _(D)
&F(+)& &x& &y&,
and the claim follows. K
Theorem 4.6. Let A be a closed linear operator, let B, C and D be bounded
linear operators, and assume that D is self-adjoint such that the assumption
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(4.1) is satisfied. Further, let C be a HilbertSchmidt operator and suppose
that
:D &B&<1, &C&2
:D
1&:D &B&
<1,
(4.9)
&B& &C&2 \ :D1&:D &B&+
2
<1.
Then the Riccati equation (1.1) has a unique contractive solution K=K0 ,
which is even a uniform contraction and a HilbertSchmidt operator. For an
arbitrary contraction K1 from H1 into H2 the operators
Kn :=9M(Kn&1), n=2, 3, ...,
are uniform contractions and the sequence (Kn) converges to the operator K0
in the operator norm. If the inequalities in (4.9) are not strict (i.e., the signs
< are replaced by ), and B is compact, there exists at least one contractive
solution of the Riccati equation (1.1).
Proof. If + # _(D) and K # K, we have, with :D from (4.8),
&(A+BK&+)&1&
:D
1&&B& :D
.
Now, from Lemma 4.5 it follows that
&9M(K)&&C&2
:D
1&:D &B&
<1
and
&9M(K)&9M(K$)&# &K&K$&
with
# :=&B& &C&2 \ :D1&:D &B&+
2
<1.
Now the existence and uniqueness of the solution K0 follow from Banach’s
Fixed Point Theorem, and that K0 is a HilbertSchmidt operator follows
from its representation (3.8). The proof of the last statement is the same as
the proof of the corresponding claim in Theorem 4.1. K
Remark 4.7. We mention that in the case where the Hamiltonian is
self-adjoint, that is, A=A*, D=D* and C=B*, the conditions (4.9) can
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be replaced by the single inequality &B&2<$2, and also if &B&2$2, there
exists at least one contractive solution of Eq. (1.1). As we have mentioned
already in the introduction this was proved in [16].
Similarly to Theorem 4.6 also a fixed point of the mapping 9R in (4.6)
can be constructed. To do this, both B and C must be HilbertSchmidt
operators. The formulation of this result is left to the reader.
Sufficient conditions for the existence and uniqueness of a contractive
solution of the Riccati equation without the assumption that C is a
HilbertSchmidt operator can be obtained through integrating the integrals
on the right hand sides of (4.6), (4.7) by parts. Here we use the following
estimate. Suppose that there exists a finite system of intervals [:j , ;j],
j=1, 2, ..., m, such that
_(D)/ .
m
j=1
[:j , ; j]
and that F is an operator-valued function which is defined and contin-
uously differentiable in a neighbourhood of mj=1 [:j , ; j]. Then integration
by parts yields the following estimate:
"|_(D) ED(d+) F(+)"
&F(;m)&+ :
m&1
j=1
&F(: j+1)&F(; j)&+|
_(D)
&F $(+)& d+. (4.10)
Here we have used that
ED(:1)=0, ED(;m)=I, E(;j)=E(:j+1), j=1, 2, ..., m&1.
Now by similar arguments as above, using estimates of the form (4.10)
instead of Lemma 4.5, the following theorem can be proved. Here we
assume for simplicity that m=1. We denote
d :=min _(D), d $ :=max _(D), and #D :=
:D
1&:D &B&
.
Theorem 4.8. Let A be a closed linear operator, let B, C, and D be
bounded linear operators, and assume that D is self-adjoint such that the
assumption (4.1) is satisfied. If the inequalities
(&B&+&C&) :D(:D(d $&d )+1)<1,
(4.11)
2 &B& :D(:D(d $&d )+1)<1
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or the inequalities
:D &B&<1, &C& #D(#D(d $&d )+1)<1,
(4.12)
&B& &C& #2D(2#D(d $&d )+1)<1
are satisfied, then the Riccati equation (1.1) has a unique contractive solution
K=K0 , which is even a uniform contraction. For an arbitrary contraction
K1 # K the contractions
Kn=9R(Kn&1)
in the case (4.11) and the contractions
Kn=9M(Kn&1)
in the case (4.12), n=2, 3, ..., are uniform, and they converge to K0 in the
operator norm. If the inequalities in (4.11) or (4.12) are not strict (i.e., the
signs < are replaced by ) and, in addition, the operator B is compact, then
the Riccati equation (1.1) has at least one contractive solution.
Remark 4.9. If the operator D is self-adjoint as in Theorems 4.6 and 4.8
and its spectral function ED is absolutely continuous with respect to a
scalar measure &, say ED(2)=2 G(t) &(dt) for all measurable subsets
2/_(D) with a bounded operator function G, then instead of smallness
conditions for the HilbertSchmidt norm of C in (4.9) only smallness
conditions on the norms of C and B are needed, that is, C need not be a
HilbertSchmidt operator. The formulation of these statements is left to the
reader.
5. A GENERAL CRITERION FOR THE EXISTENCE OF
CONTRACTIVE SOLUTIONS IN THE
SELF-ADJOINT CASE
5.1. A self-adjoint involution J in a Hilbert space H is an operator
J such that J*=J and J2=I. It is the difference of two complementary
orthogonal projections,
J=P+&P& , P2\=P\=P*\ , P++P&=I,
and it generates an indefinite inner product [ } , } ]J in H by the relation
[x, y]J :=(Jx, y), x, y # H. (5.1)
Then H with the inner product [ }, } ]J becomes a Krein space.
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A subspace L of a Krein space with inner product [ } , } ]J is called
J-nonnegative (J-positive, uniformly J-positive, respectively), if [x, x]J0
(>0 or # &x&2 with some #>0, respectively) for all x # L, x{0. A
J-nonnegative subspace L is called a maximal J-nonnegative subspace if it
is not properly contained in another J-nonnegative subspace. We make use
of the following lemma (see [2, I.1.25%]).
Lemma 5.1. If a Krein space is the direct sum of a J-nonnegative subspace
L1 and a J-nonpositive subspace L2 , then L1 is maximal J-nonnegative and L2
is maximal J-nonpositive.
In the following we often consider, e.g., the space H1 as a subspace of the
space H=H1H2 . Then its elements are denoted by ( x10 ), x1 # H1 .
Theorem 5.2. Let A be a self-adjoint operator in H1 , let D be a bounded
self-adjoint operator in H2 , and let B be a bounded linear operator from H2
into H1 . Then the Riccati equation (1.3) has a contractive solution K if and
only if there exists a self-adjoint involution J in H=H1 H2 such that for
the block operator matrix L given by (2.5) the relation
LJ=JL (5.2)
holds and the subspace H1 is maximal J-nonnegative. In this case the contrac-
tion K in (1.3) is strict (uniform, respectively) if and only if the subspace H1
is maximal J-positive (maximal uniformly J-positive, respectively).
Proof. Let K be a contractive solution of (1.3). By P+ we denote the
orthogonal projection onto G1(K) in H1 H2 and put P& :=I&P+ . Since
G1(K) is L-invariant, the self-adjoint involution J :=P+&P& satisfies (5.2).
It is easy to check that
P+ =\ (I+K*K)
&1
K(I+K*K)&1
(I+K*K)&1 K*
K(K+K*K)&1 K*+ ,
(5.3)
P&=\K*(I+KK*)
&1 K
&(I+KK*)&1 K
&K*(I+KK*)&1
(I+KK*)&1 + .
Since K is contractive, we obtain, for x1 # H1 , x1 {0,
_\x10 + , \
x1
0 +&J =((I+K*K)&1 x1 , x1)&(K*(I+KK*)&1 Kx1 , x1)
=&(I+K*K)&12 x1&2&&K(I+K*K)&12 x1&2
0. (5.4)
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Similarly, if x2 # H2 , x2 {0, then
_\ 0x2+ , \
0
x2+&J =&K*(I+KK*)&12 x2&2&&(I+KK*)&12 x2&2
0. (5.5)
Therefore, according to Lemma 5.1, H1 is a maximal J-nonnegative subspace
of H.
Conversely, if a self-adjoint involution J in H=H1 H2 with the
properties as in the theorem is given and we represent it in the form J=
P+&P& with the self-adjoint projections
P\= 12 (I\J),
we conclude from (5.2) that the subspaces L\ :=P\H are L-invariant. By
P1 , P2 we denote the orthogonal projections of H onto the subspaces H1
and H2 , respectively. For arbitrary x=( x1x2 ) # H the J-nonnegativity of H1
implies
(P+ P1x, P1x)=\P+ \x10 + , \
x1
0 ++
=
1
2 \\
x1
0 + , \
x1
0 +++
1
2 _\
x1
0 + , \
x1
0 +&J

1
2
&P1x&2. (5.6)
Next we show that L& is a graph subspace; i.e., L&=G2(Q) for some bounded
linear operator Q from H2 into H1 . To this end, consider a sequence of
elements ( x n1x n2 ) # L& , n=1, 2, ..., such that xn2  0 if n  . Since
P+ \ 0xn2+ 0, n  , and P+ \
xn1
xn2+=0,
it follows that
P+ \x
n
1
0 + 0, n  .
Applying (5.6), we obtain xn1  0, n  , and hence L& is a graph subspace.
If we set K :=&Q*, then L+=L=&=G1(K). Since L+ is L-invariant, by
Lemma 2.1, K is a solution of the Riccati equation (1.3).
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Next we show that K is a contraction. To this end, we consider the
operators P1| L+ : L+  H1 and P+ | H1 : H1  L+ . The operator P1 |L+ ,
which is given by the formula
P1|L+ \ x1Kx1+=\
x1
0 + , x1 # H1 ,
is invertible with (P1| L+)
&1=(P1|L+)*. From the relation
(P+ |H1)(P1|L+)=(P1|L+)
&1 ((P1| L+)(P+ |H1))(P1|L+)
and the inequality (5.6), it follows that
((P+ |H1)(P1| L+) x, x)=((P1|L+)(P+ | H1)(P1| L+) x, (P1|L+) x)
 12 ((P1|L+) x, (P1|L+) x)
= 12 (x, x)
for all x # L+ . Setting x=P+ y with y # H, we find
&P1P+ y&2 12 &P+ y&
2.
Therefore, for any x1 # H1 , x1 {0,
&x1&2="P1P+ \ x1Kx1+"
2

1
2
&x1&2+
1
2
&Kx1&2,
and hence
&Kx1&2&x1&2.
If K is a strict (uniform) contraction, then the inequalities in (5.4) and
(5.5) are strict (uniform, respectively), and hence H1 is maximal J-positive
(uniformly J-positive, respectively). For the converse statement, we observe
that the inequality in (5.6) is strict if H1 is J-positive. K
5.2. In general, the Riccati equation (1.3) can have many contractive
solutions. Also, it is easy to see that if the solution K of Eq. (1.3) is inver-
tible, then also &K&* is a solution, and if the solution K is unitary, that
is, it is an isometry from H1 onto H2 , then also &K is a solution. In this
connection we mention the following result.
Theorem 5.3. If A is bounded, then the Riccati equation (1.3) has a
unitary solution if and only if there exist a unitary operator K0 from H1 onto
H2 and a self-adjoint operator G in H1 such that
K0*DK0=A, B=GK0*. (5.7)
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If (5.7) holds, then the set of all unitary solutions of (1.3) can be described
by the formula
K=K0U,
where U runs through the group U of all unitary operators in H1 such that
AU=UA, UG=GU*.
Proof. Let K0 be a unitary solution of (1.3). Multiplying both sides of
(1.3) from the left by the unitary operator K0*, we obtain
A&K0*DK0=K0*B*&BK0 . (5.8)
The operator on the left hand side of (5.8) is self-adjoint, and the operator
on the right hand side is anti-self-adjoint. Hence both sides of (5.8) are
zero; i.e., (5.7) holds. If (5.7) holds, then obviously (5.8) follows. Multiply-
ing (5.8) by K0 from the right gives the Riccati equation for K0 .
If K0 is a unitary operator with (5.7) and U belongs to U, it is easy to
check that apart from K0 also K0U satisfies (1.3). Let K be an arbitrary
solution of (1.3). Set U :=K0*K. Evidently, U is a unitary operator in H1 .
Multiplying the Riccati equation (1.3) for K from the left by K 0*, from the
right by U* and using (5.7), we obtain
UAU*&A=GU*&UG. (5.9)
Now the same reasoning as above shows that U belongs to U. K
6. UNIQUENESS OF CONTRACTIVE SOLUTIONS
6.1. Let T be a self-adjoint operator. We call an invariant subspace L
of T T-spectral if it is of the form L=ET (2) H for some closed subset 2
of the real axis, and T-normal if any other invariant subspace of T either
belongs to L or contains non-zero vectors which are orthogonal to L.
Lemma 6.1. Every invariant subspace of a self-adjoint operator T which
is T-spectral is also T-normal.
Proof. Let L be T-spectral, L=ET (2) for some closed subset 2/R,
and let L1 be another invariant subspace of T. Consider the restriction T1
of T on L1 . If the spectrum _(T1) is contained in 2, then the Spectral
Theorem for self-adjoint operators yields L1 /L. If there exists at least
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one point *0 # _(T1)"2, then we choose a neighbourhood U of *0 such that
U & 2=<. Then the range of ET1(U) is nontrivial and orthogonal to L.
K
Theorem 6.2. Let K be a strictly contractive solution of the Riccati
equation (1.3). If the L-invariant subspace G1(K) is L-normal, then K is the
unique contractive solution of the Riccati equation (1.3).
Proof. Let K1 be another contractive solution of (1.3) and consider the
corresponding L-invariant graph subspace G1(K1). Assume that there exists
a nonzero element x0 # G1(K1) such that x0 = G1(K). Then there exist nonzero
elements x1 # H1 and y2 # H2 such that
x0=\ x1K1 x1+ and x0=\
&K*y2
y2 + .
If we observe that with K also K* is strictly contractive, we obtain
&x1&&K1 x1&=&y2&>&K*y2&=&x1&, (6.1)
which is impossible. Since G1(K) is an L-normal invariant subspace of L, it
follows that G1(K1)/G1(K), and since both are maximal J-nonnegative by
Theorem 5.2, they must coincide. K
As an application of Theorems 5.2 and 6.2 we consider the following
criterion for the existence of a unique contractive solution.
Theorem 6.3. Let A be a self-adjoint operator in H1 , let D be a bounded
self-adjoint operator in H2 , and let B be a bounded linear operator from H1
into H1 . Suppose that
sup _(D)inf _(A)=: :,
and
ker(A&:)=[0], ker(D&:) & ker B=[0] (6.2)
or
ker(A&:) & ker B*=[0], ker(D&:)=[0]. (6.3)
Then the Riccati equation (1.3) has a unique contractive solution K, and this
solution is strictly contractive.
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Proof. First we prove that : is not an eigenvalue of L. Suppose that
there exists an x0=( x1x2 ), x1 # D(A), x2 # H2 , such that
(L&:) x0=\ (A&:) x1+Bx2B*x1+(D&:) x2+=0 (6.4)
and hence
((A&:) x1 , x1)+(Bx2 , x1)=0,
(6.5)
(x1 , Bx2)+((D&:) x2 , x2)=0.
Since ((A&:) x1 , x1)0 and ((D&:) x2 , x2)0, the numbers (Bx2 , x1)
and (x1 , Bx2) are real and coincide. Subtracting the second equation in
(6.5) from the first one, we obtain
((A&:) x1 , x1)+((:&D) x2 , x2)=0
and hence
((A&:) x1 , x1)=((:&D) x2 , x2)=0.
If (6.2) holds, this implies x1=0. The assumptions (6.2) and (6.4) then also
yield x2=0. The reasoning for the case that the assumption (6.3) holds is
analogous.
Now we set J :=P+&P& with P+ :=EL([:, )) and P& :=I&P+=
EL((&, :]). Then J is a self-adjoint involution which commutes with L.
With the first Schur complement SA(z)=A&z&B(D&z)&1 B* it follows
that
\(L&z)&1 \x10 + , \
x1
0 ++=(SA(z)&1 x1 , x1), I(z){0, x1 # H1 .
This implies, for all x1 # H1 , x1 {0, with wA(’) :=SA(:+i’)&1 x1 and
vA(’) :=(D&:+i’)&1 B*wA(’),
_\x10 + , \
x1
0 +&J =lim$z0 limN  
1
? |
N
$
R \(L&:&i’)&1 \x10 + , \
x1
0 ++ d’
=lim
$z0
lim
N  
1
? |
N
$
R(SA(:+i’)&1 x1 , x1) d’
=lim
$z0
lim
N  
1
? |
N
$
[((A&:) wA(’), wA(’))
+((:&D) vA(’), vA(’))] d’>0.
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In a similar way, using the second Schur complement, one can show that
_\ 0x2+ , \
0
x2+&J <0
for all x2 # H2 , x2 {0. Hence J satisfies the assumptions of Theorem 5.2.
Since the range of P+=EL([:, )) is an L-spectral subspace, the uniqueness
of the contractive solution K follows from Lemma 6.1 and Theorem 6.2. K
6.2. Sometimes also the case when the spectra of A and D are not
separated can be reduced to a situation with disjoint spectra by a fractional
linear transformation. An example is the following theorem.
Theorem 6.4. Let A and D be self-adjoint operators, and let B be bounded.
Suppose that the following conditions are satisfied:
(i) There exists a bounded interval (a, b)/R such that _(D)/(a, b)
and _(A) & [a, b]=<.
(ii) The operator SA(a)=A&a&B(D&a)&1 B* is bijective and
I&(b&a)(A&a&B(D&a)&1 B*)&1>0,
I&(b&a)(D&a&B*(A&a)&1 B)&1<0.
Then the Riccati equation (1.3) has a unique strictly contractive solution.
Proof. Assumption (i) yields a # \(A) & \(D). According to (ii) also
a # \(L) since, for z # \(D), L&z is bijective if and only if this is true for
the Schur complement SA(z). Instead of L we now consider the operator
M :=(L&b)(L&a)&1=I&(b&a)(L&a)&1.
Evidently, each invariant subspace of L is an invariant subspace of M, and
vice versa. The diagonal entries M11 and M22 of M are the operators on the
left hand sides of the inequalities in (ii). By assumption (ii), M11>0 and
M22<0. Applying Theorem 6.3 to M, we obtain that the Riccati equation
associated with the block operator matrix M has a unique contractive
solution K. The graph subspace G1(K) is invariant under M and hence also
under L, and thus K is also a solution of the Riccati equation (1.3). If K1
is another contractive solution of (1.3), then G(K1) is an invariant subspace
of L and hence also of M which in turn implies that K1 is a solution of the
Riccati equation for M, a contradiction. K
6.3. The reasoning in the proof of Theorem 6.2 can also be used to
prove the uniqueness of a contractive solution in cases where the operator
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L is not self-adjoint. As an example we consider a particular case of a situa-
tion which was studied in [13, 14]. Here, let Arg: C  (&?, ?] be the
argument function, and for a linear operator T denote its numerical range
by W(T ):
W(T ) :=[(Tx, x): x # D(T ), &x&=1].
Theorem 6.5. Let A be a densely defined closed linear operator in H1
such that 0 # \(A), and let B and D be bounded linear operators from H2 into
H1 and in H2 , respectively. Further, suppose that there exist a real number
:, a positive number c, and an angle %A # [0, ?2) such that
W(D)/[z # C : R(z):&c],
W(A)/[z # C : R(z):+c, Arg(z&:)%A].
Then the Riccati equations
K+BK++K+A&DK+&B*=0, (6.6)
K&B*K&+K& D&AK&B=0 (6.7)
have unique contractive solutions K+ , K& , which are strict contractions.
The existence of these strictly contractive solutions was proved in [13,
Theorem 4.1; 14, Theorem 4.3]. In fact, it was shown there (even under
more general assumptions) that for the Hamiltonian
L=\ AB*
B
D+ in H=H1H2
the strip [z # C: :&c<R(z)<:+c] belongs to \(L), and that the spectral
subspace corresponding to the spectral component of L in the half plane
R(z):+c (R(z):&c, respectively) is of the form G1(K+) (G2(K&),
respectively) and that the contractions K\ are strict. To prove the unique-
ness, e.g., of K+ , consider any contractive solution K+
t
of Eq. (6.6) and the
corresponding subspace G1(K+
t
). If this subspace would not be contained in
G1(K+), then the spectrum of the restriction L|G1 (K+
t
) would contain at least
one point in the half plane R(z):&c; hence there would exist a nonzero
element x # G1(K+
t
) & G2(K&) which is impossible since the contraction K&
is strict (compare the reasoning in (6.1)). It follows that G1(K+
t
)=G1(K+)
and therefore K+
t
=K+ .
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7. ACCRETIVE SOLUTIONS
In this section we suppose that H1=H2=: H0 , and we restrict ourselves
to the case that all operators are bounded. Recall that a bounded linear
operator Y is called accretive if Y+Y*0, and uniformly accretive if
Y+Y*>>0. It is well known (and easy to check) that for #>0 the relation
K=(Y&#I )(Y+#I )&1 (7.1)
establishes a bijective correspondence between all strictly accretive operators
Y and all strict contractions K, the inverse transformation being given by
Y=#(I+K)(I&K)&1.
Let V, Q, R, and W be bounded linear operators in H0 . Consider the
Riccati equation
YQY+YV&WY&R=0, (7.2)
and also the Riccati equation (1.1) with
A=+#2Q+R+#V+#W, B=+#2Q&R&#V+#W,
(7.3)
C=&#2Q+R&#V+#W, D=&#2Q&R+#V+#W.
It is easy to see that between the Hamiltonians of Eqs. (7.2) and (1.1) with
the entries from (7.3) the following relation holds:
\AC
B
D+=\
#I
&#I
I
I+\
V
R
Q
W+\
I
#I
&I
#I + .
The proof of the following lemma is straightforward and left to the reader.
Lemma 7.1. Let K be a (strict) contraction in H0 and let Y be the corre-
sponding (strictly) accretive operator given by (7.1). Then Y is a solution of
the Riccati equation (7.2) if and only if K is a solution of the Riccati equation
(1.1) with entries given by (7.3).
Now we consider the Riccati equation (7.2) with W=&V* (see, e.g.,
[11]). Then Theorem 6.5 implies the following result.
Theorem 7.2. Suppose that the operators V, Q, and R are bounded and
that for some real # the condition
R(#2Q)=R(R)c for some c>0
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is satisfied. Then the Riccati equation
YQY+YV+V*Y&R=0
has a unique accretive solution Y which is strictly accretive. If, additionally,
the operators Q and R are self-adjoint, then Y is strictly positive.
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