Prestack seismic data are multidimensional signals that can be described as a low-rank fourth-order tensor in the f requency − space domain. Tensor completion strategies can be used to recover unrecorded observations and to improve the signal-to-noise ratio of prestack volumes. Additionally, tensor completion can be posed as an inverse problem and solved using convex optimization algorithms. The objective function for this problem contains a data misfit term and a term that serves to minimize the rank of the tensor. The alternating direction method of multipliers offers automatic rank determination and it is used to obtain a reconstructed seismic volume. The proposed method converges to a good approximation of the rank of the tensor given the input data. We present synthetic examples to illustrate the behaviour of the algorithm in terms of trade-off parameters that control the quality of the reconstruction. We further illustrate the performance of the algorithm in a land data survey from Alberta, Canada.
INTRODUCTION
Many processes benefit from fully sampled seismic volumes. Examples of the latter are multiple suppression, migration and amplitude versus offset analysis (van Dedem and Verschuur, 1998; Sacchi and Liu, 2005; Hunt et al., 2010) . Land and marine acquisition patterns are far from being regular in the full 4D spatial volume. Additionally, we are limited by the cost of the acquisition, obstacles and legal boundaries in the field. Interpolation of prestack seismic data can attenuate artifacts that arise from improper wavefield sampling (Liu and Sacchi, 2004; Biondi, 2006) .
Reconstruction methods based on signal processing principles can be categorized into different groups. Transform-based methods exploit the characteristics of the signal in an auxiliary domain, sparsity being the most common (Liu and Sacchi, 2004; Hennenfent et al., 2010) . Prediction filtering methods use the predictability of the signal in the F −X or T −X domain (Spitz, 1991; Naghizadeh and Sacchi, 2007) . Other type of methods utilize the lowrank nature of seismic data embedded in Hankel matrices (Trickett et al., 2010; Oropeza and Sacchi, 2011) . Recent developments in tensor analysis have also led to rank-reduction methods for tensors that operate with the Higher-Order Singular Value Decomposition (HOSVD) (Kreimer and Sacchi, 2012) .
The prestack seismic volume is represented by four spatial dimensions and time or frequency. The spatial dimensions correspond to the source and receiver coordinates s x , s y , g x , g y , which can be mapped to midpoint and offset coordinates m x , m y , h x , h y or to midpoint, offset and azimuth m x , m y , h, az. Recently developed methods known as "5D Interpolation" are in fact based on 4D interpolators because the time or temporal frequency axis is always correctly sampled (Trad, 2009) .
In this paper, we focus on the low-rank essence of the prestack seismic volume and its natural representation as a tensor structure. The reconstruction problem is posed as a tensor completion problem that we solve via convex optimization. We base our reconstruction on an algorithm for tensor completion proposed by several authors (Gandy et al., 2011; Signoretto et al., 2010; Tomioka et al., 2011) . The completion problem entails finding the fully sampled data tensor with minimum nuclear norm. The nuclear norm is the sum of the singular values of the tensor across all its unfoldings and plays a role similar to that of the 1 norm in compressive sensing (Candès and Recht, 2009; Candès and Plan, 2010) . In fact, when a matrix is diagonal, minimizing its nuclear norm is equivalent to minimizing its 1 norm, namely finding the sparsest approximation (Fazel et al., 2001 ).
The algorithm used for the optimization is the alternating direction method of multipliers (ADMM), a modification of the more classical method of multipliers (Hestenes, 1969; Powell, 1969) . The algorithm iteratively estimates the low-rank tensor in the F − X domain that fits the data up to the level of the noise and fills the missing entries, while forcing the final tensor unfoldings to have minimum nuclear norm (a solution dominated by a few singular values). This paper is organized as follows. First we establish the notation we will be using throughout the paper, followed by a description of the tensor completion problem. Subsequently, we create an objective function for the rank-reduction problem and highlight the methodology adopted for its minimization. Next, we study the behaviour of the algorithm with synthetic examples containing events with curvature and dip, as well as with a field data example. Finally, we present conclusions extracted from this work.
Matrices will be denoted with uppercase boldface letters (D) and vectors with lowercase boldface letters (d), while tensors will be denoted with bold calligraphic fonts (D). Elements of matrices will appear as D ij while elements of a fourth-order tensor will be D ijkl . Scalars will be denoted with lowercase italic letters (a). Operators will be denoted by calligraphic fonts (T ). The i-th unfolding of a tensor is a matrix symbolized D (i) , consisting of a reordering of the tensor's columns. As expected, the j-th matrix unfolding of a tensor called W is W (j) . A fourth-order tensor can be unfolded in four different matrices (Kreimer and Sacchi, 2012) . Figure 1 illustrates the mode-1 unfolding of a third-order tensor D of dimensions I 1 × I 2 × I 3 . The unfoldings in the other two modes are constructed in a similar way. It is important to notice that in the context of this paper, tensors are simply treated as multidimensional arrays.
[ Figure 1 about here.]
The n-rank of a tensor D is the rank of its matrix mode-n unfolding, or equivalently n-rank = rank (D (n) ). An N th-order tensor has N different unfoldings. For instance, if D ∈ C I 1 ×I 2 ×I 3 ×I 4 , its n-ranks are such that r n = rank(D (n) ) ≤ I n (Kruskal, 1989) . The n-ranks are not necessarily the same for all n.
The tensor completion problem
Prestack seismic data in the frequency-space domain form a 4D structure. We map the prestack seismic volume D obs to a regular grid by binning. For instance, D obs ijkl (ω) represents a trace from the volume D obs in the bin ijkl, where ijkl can represent binned inline, crossline, offset and azimuth coordinates. We will drop the reference to ω and we will refer to a 4D frequency slice by D obs . Naturally, some bins of D obs do not contain traces and are zero. The fully sampled ideal volume is called D. We make the assumption that this volume D, with all its samples, is such that its n-ranks are small. Under this assumption, the problem of recovering the missing traces is equivalent to minimizing an objective function that contains a measure of the misfit between the original observations and the reconstructed volume and a measure of the rank of the tensor unfoldings. In mathematical terms, this is
where D (i) are the mode-i matrix unfoldings of the tensor D and d obs is the vector of observations, both in the frequency-space domain. The operator T is the retrieval operator that extracts the observations from tensor D obs and maps from C I 1 ×I 2 ×I 3 ×I 4 → C m , being m the amount of observed traces. Problem 1 is often named the tensor completion problem.
This is a non-convex and an NP-hard problem (nondeterministic polynomial time hard problem). In short, NP-hard problems can be harder to solve than NP-problems, which are problems that are solved in polynomial time (and up to exponential time) (Garey and Johnson, 1990) . Because this problem is NP-hard, Fazel et al. (2001) replaced the rank of a matrix A by the nuclear norm of this matrix, defined as A * = n i=1 σ i , being σ i the singular values of the matrix. The latter leads to a tractable convex optimization problem.
The objective function to minimize becomes
where λ is a trade-off parameter that balances the terms of the objective function J. Notice that the nuclear norm for tensors is defined as the sum of the nuclear norm of the four matrix unfoldings D (i) , i = 1, 2, 3, 4 of the fourth-order tensor D (Liu et al., 2009; Signoretto et al., 2010) .
A few comments are in order. Previously we proposed to use HOSVD as a tool for reconstruction and denoising pre-stack seismic volumes (Kreimer and Sacchi, 2012 ). This method is based on the truncated HOSVD of the tensor that represents the data in F − X, followed by an imputation/reinsertion expectation-maximization (EM) algorithm to recover the missing traces. The truncated HOSVD is a tool for rank-reduction in the aforementioned paper, while the modified EM algorithm is responsible for the completion. In other words, the objective is the same as in the present paper. It is not based on the minimization of an objective function such as 2, resulting from an inverse problem formulation. The HOSVD approach requires the specification of the rank for the truncation and the parameter for the reinsertion. On the other hand, the method suggested in this paper does not require to know the rank, but requires other parameters to be tuned a priori. The tensor D obtained with this method has the optimal nuclear norm given the observations. It consists of a good approximation to the low-rank tensor we need for reconstruction and denoising.
Alternating direction method of multipliers
For the minimization of the objective function in equation 2 we will use the ADMM method (Arrow et al., 1968; Glowinski and Marrocco, 1975; Gabay and Mercier, 1976) as proposed for tensor completion in Gandy et al. (2011) , with a minor modification. This method solves the problem of minimizing the sum of two convex functions subject to constraints (Bertsekas and Tsitsiklis, 1989) as follows
where f, g are convex functions, G is a matrix and C x , C y are nonempty polyhedral sets, defined as convex sets formed by a finite collection of linear inequalities in the optimization literature. The objective function using the traditional method of multipliers is
where w is a vector of Lagrange multipliers. The augmented objective function (called "augmented Lagrangian" in convex optimization) that is used in the ADMM method is
where β is the penalty parameter. The last term, that contains the 2 norm of the constraint, is added to the cost function to make this method more robust than classical Lagrangian methods and the method of penalty functions (Bertsekas, 1996) . This term improves the convergence compared to other methods and alleviates some of the assumptions on the functions f, g (Nocedal and Wright, 2006; Boyd et al., 2011) . Notice that if (x 0 , y 0 ) is a minimum of the function in equation 4, it will also be a minimum of the function in equation 5. The reason for this is that if we consider (x 0 , y 0 ) to be a minimum of the problem given in expression 3, the constraint Gx 0 − y 0 = 0 applies, therefore making the last term in equation 5 null.
The minimization of J is
where the superscripts denote the iteration numbers for x, y, w. This approach has the advantage that the minimization can be carried out one variable at a time, followed by an update of the multiplier. Often this is easier than minimizing simultaneously for all variables x, y, w. For an explanation of the multiplier update formula refer to Hestenes (1969) .
We need to rephrase the algorithm presented above for our particular problem (equation 2). First, the ADMM method requires the introduction of a new variable. Therefore, each unfolding of the data tensor will constitute a new tensor variable called Let us identify the two convex functions that ADMM will use to solve the original problem. These are
The relation between the split variables D and
We have written
) with the intention of shortening the notation and the same applies for the following formulas. In our problem, where the arguments of the objective function are tensors, the last term of equation 4 is rewritten as
The symbol < > denotes the inner product in C I 1 ×I 2 ×I 3 ×I 4 , the sum of the product of the entries of the tensor arguments. The matrix G in equation 4 is the identity operator in C I 1 ×I 2 ×I 3 ×I 4 in our case (the unit superdiagonal tensor).
The augmented objective function to minimize is 
Minimizing with respect to Y i
The overall minimum of J with respect to Y i will be the set of the individual minimums for each i. We will use the following theorem from Cai et al. (2010) : for matrices A, B and a scalar τ ≥ 0, the following property applies shrink(A, τ ) = arg min
The shrinkage operator on a matrix A is a soft thresholding operator defined as shrink(A, α)
= UΣV H , where the singular value decomposition of 
= arg min
where we completed the square. The last term is a constant and is unaffected by the minimization with respect to Y (i)
i . Using the property in expression 13, the minimum for
where "fold" means transforming a matrix into a tensor (the folding and unfolding of matrices and tensors are operations that require careful mapping of indices). This expression applies for all four variables Y i , i = 1, 2, 3, 4.
Minimizing with respect to D
To find D, we consider the other two variables
where T denotes an operator that maps from C m → C I 1 ×I 2 ×I 3 ×I 4 . This operator obeys T d obs = D obs and satisfies the following property
equivalent to the operator presented in Liu and Sacchi (2004) . Making expression 16 equal to zero
If A represents the argument in brackets in equation 18, the inverse of (λT T + 4β I) depends on which element of tensor A it is being applied to
Therefore, the minimum of D is
where we replaced T d obs = D obs and we accounted for D obs ijkl = 0 when the bin ijkl is empty. The ADMM algorithm needs two parameters λ and β to be specified. Contrary to the algorithm presented in Gandy et al. (2011) , in this paper λ, β remain constant throughout the iterations. However, we acknowledge that the trade-off parameter λ should be dependent on the frequency to better suit the reconstruction problem at each particular frequency ω. The main difference between our implementation and that of Gandy et al.
(2011) is that we apply this algorithm for each frequency. Consequently, the cost of the algorithm if we have N frequencies will be N times the cost of applying it for one frequency.
The cost of ADMM is determined mostly by the cost of the shrinkage operation. This cost could be reduced if a Lanczos-type algorithm were used instead of the full SVD, which calculates all the singular values. 
The proof of the convergence of this algorithm is presented in Gandy et al. (2011) . We want to stress that, for a particular frequency, this algorithm converges to a rank that is constant for all unfoldings (same n-ranks for all n). However, Tomioka et al. (2011) propose an alternative formulation where not all the tensor unfoldings are assumed to be jointly low-rank. Their algorithm is able to automatically detect the lowest rank possible in each mode without constraining all of them to have the same rank. An approach like this could be used if we wanted to allow more freedom to the rank-reduction operation to adjust to different ranks across different modes.
EXAMPLES Synthetic examples
In order to explore the performance of the presented algorithm, we consider a simple 3D model that contains two dipping planes with normals A common concern when using these type of algorithms is how to correctly choose the parameters λ, β. With the aid of synthetics, we investigate the behaviour of the algorithm for different values of these parameters. We compute the quality of the reconstruction for different values of λ, β while keeping one of them fixed. The quality of the reconstruction in dB units is Q = 10 log Overall, we can consider any result with a Q larger than 10 dB an acceptable reconstruction.
We use 200 iterations for each frequency to allow the algorithm to converge. We must stress that these tests are not carried out for one frequency but for all the frequencies. In other words, we are analyzing the global behaviour of the parameters λ, β. The value λ = 2.5 gives the best Q when using the parameter β = 15. We did not try to use larger values of β because in prior tests we observed that increasing this parameter deteriorates the reconstruction. We will use the values of β = 15 and λ = 2.5 throughout the rest of our calculations. An alternative to our choice of β can be found in Boyd et al. (2011, p. 20) .
[ Figure 2 about here.]
The parameter β controls the fit of D to Y i , i = 1, 2, 3, 4 and contributes to the robustness of the algorithm. Theoretically, the quality of the reconstruction Q should not be modified significantly with different β, in contrast to different λ, because it does not influence the fitting to the data. Our simulations indicate what the theory predicts except for small β, which might be caused by insufficient number of iterations or the presence of noise in the data. As observed in Figure 3 , different combinations of λ, β can give a good reconstruction quality. As a general rule, we can argue that smaller β require smaller λ and larger β require larger λ (similarly to what we observe in Figure 2 ). As expected, we can also find a large value of Q when λ 2.5 and large β 15 in Figure 3 .
[ Figure 3 about here.]
The presented algorithm provides an automatic rank determination, the user does not need to specify the rank value to perform rank-reduction, such as in the algorithm proposed by Kreimer and Sacchi (2012) . We need to confirm that the singular value distribution for a fixed frequency before the decimation and after the reconstruction remain similar. 
The intersection of the planes with the vertical axis occurs at 350 m and 100 m and the velocities coincide with those in the previous model. We remove 40% of the traces randomly and add randomly distributed Gaussian noise with a SN R = 1. Figure 5 shows CMP gathers, for a subset of the data, with three spatial coordinates fixed. Furthermore, Figure 6 displays offset gathers, with two spatial coordinates fixed. The quality of the reconstruction for this case is Q = 20 dB and the running time is 4 h 28 min in MATLAB (on the same computer specified in the field data section). It is important to notice that the reflections have significant curvature in some dimensions. NMO correction is not applied prior to reconstruction. This is an important difference to Fourier based reconstruction methods that use sparsity in the wave-number domain, where NMO is needed to minimize the number of distinct dips in the data (Trad, 2009 ).
[ We perform some simple tests to visualize the difference between the HOSVD-based reconstruction algorithm of Kreimer and Sacchi (2012) and the presented ADMM-based technique. We apply both methods on the first synthetic example presented in this section. We set the number of iterations to 200 per frequency for the ADMM-based tensor completion, 20 iterations per frequency for the HOSVD-based tensor completion and randomly remove from 10% to 90% of the samples. Each decimation percentage is achieved by using 10 different seeds for the random number generator. Therefore, the quality of the reconstruction Q has a standard deviation associated to its mean value. Figure 7 contains the results from this simulation. The sampling ratio is defined as the ratio of input traces to the total amount of traces in the grid we want to reconstruct. We can observe from this figure that the ADMM-based method gives slightly better reconstruction results for the whole decimation range, although at a larger computational cost.
Field data example
Our real data example is from an orthogonal survey acquired over a heavy oil field in Alberta, Canada. It is common practice in the interpolation of seismic data to use overlapping windows in both space and time. The main reasons for using windows are that the assumptions of non-stationarity of the wavefield and sparsity are better satisfied in smaller windows. In addition, the interpolation tends to be computationally faster in smaller pieces of data. We reconstruct a crossline swath from this survey by dividing it into 21 overlapping blocks of inline/crossline (13 inlines overlap length). For each block, the dimensions of the 
CONCLUSIONS
In this paper, we formulate the problem of prestack seismic data reconstruction and denoising as an inverse problem. The objective function is minimized utilizing the alternating direction method of multipliers one frequency at a time. Contrary to other multidimensional reconstruction techniques, the proposed method is based on tensor completion and minimizes the nuclear norm of the 4D tensor in the F − X domain. This strategy leads to an automatic rank determination of the reconstructed data, bypassing the knowledge of the optimal rank by the user. The trade-off parameters of the algorithm were tuned by running simple tests. Using the correct parameters for the inversion can lead to a high-quality reconstruction even in the presence of dipping events and low SN R. Considering this method's assumptions to be similar to those of HOSVD-based reconstruction, we verified that both methods give practically the same results. Our land data example demonstrates the performance of the algorithm in a real case scenario. Although the running times for the proposed algorithm are longer than for HOSVD, ADMM-based reconstruction presents a formal formulation to the rank-reduction based interpolation problem. The set-up for this problem is along the same line as current research in the compressive sensing field.
Evidently, it is not the purpose of this technique to replace other prestack interpolation methods commonly used in the industry. So far the method presented in this paper has proven to be computationally too expensive as to be used for industrial purposes. However, these techniques belong to a newly opened and buoyant field in applied mathematics. Our intention is to present the application of tensor completion tools in exploration geophysics. 
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