In this article, we consider a useful product-limit estimator of distribution function proposed by Huang & Qin(2011) when the observations are subject to length-biased and right-censored data. The estimator retains the simple closed-form expression of the truncation product-limit estimator with some good properties. An almost sure representation for the estimator is obtained which can be used to derive many properties of functional statistics based on this product-limit estimator. The rate for the remainder in the representation is of order O(n −3/4 (log n) 3/4 ) a.s.
Introduction
Length-biased data are frequently appear in observational studies, when the observed samples are not randomly selected from the population of interest but with probability proportional to their length (Yu et al. 2009 ), such as in the prevalent sampling design which only considers subjects with disease. In the prevalent sampling, the occurrence of disease onset follows a stationary Poisson process (Winter & Foldes, 1988) , and the truncation time has a uniform distribution. As a result, the survival time in the prevalent cohort has a length-biased distribution, where the probability of a survival time being sampled is proportional to its length. In addition to length-biased, survival sampling data are subject to right censoring due to loss of follow-up. Hence, the length-biased and right-censored (LBRC) data is associate with left-truncation and right-censored (LTRC) data, as those who fail before sampling time andR(t) = n −1 n i=1 I(a i ≤ t ≤ y i ) is the empirical estimator for R(t) = P ( A ≤ t ≤ Y ), where and throughout the paper the lowercase letters for the random variables indicate the sampling value from a population. The asymptotic behavior for the estimator of F (·) has been studied in many articles under some suitable conditions, such as Tsai et al. (1987) proposed the nonparametric estimator F n for F (·),
which is the well-known TJW product-limit (PL) estimator. Obviously, the estimator reduces Extensive literature has focused on the strong representation for the TJW PL estimator.
As for the truncated data without censoring, Chao & Lo (1988) considered this type nonparametric maximum likelihood estimators for the survival distribution function, the remainder terms in their results are of order O(n −3/4 (log n) 3/4 ) and of order o(n −1/2 ) a.s. under different condition on the support of d.f., respectively. Stute (1993) utilized several new technical tools, establishing almost sure representations of the estimator F n (·) and its cumulative hazard function estimator Λ n (·) with the negligible remainder term being order O(n −1 (log n) 3 ) almost surely. Under more restrictive integrability conditions, Arcones & Giné (1995) show that the remainder term has more strong approximation rate, i.e. O(n −1 log log n) a.s.
As to random censorship model, Lo & Singh (1986) 
Notations and Main Results
We now introduce related random variable notations for LBRC sampling, Huang & Qin's (2011) notation is followed whenever possible. Let (T 0 , A, C 0 ) denote random variables where T 0 is the interest survival time from the disease incidence to the failure event with marginal density function f (t) and survival function S(t); A is the random left truncation time from the disease incidence to sampling time, ξ, and C 0 is the total censoring time from the disease onset. Meanwhile, suppose W 0 be the onset time for the disease incidence, C be the time from sampling time to censoring, i.e. it is the residual censored time.
Several basic assumptions for the general population needed in the paper are presented in the following.
Assumption 2. The incidence of disease onset occurs over calendar time at a constant rate, that is, W 0 has a constant density function.
Let F u (t) = P (∆ = 1, Y ≤ t) denote the subdistribution function, and define a G = inf{t :
And for illustrating the left truncated sampling, we drop the superscript 0 in the notation of W 0 and T 0 , and thus
where
In our setting, C is assumed to be independent of (W, ξ, T ) and ξ is independent with (W, T ). Since the total censoring time C 0 and the survival time T share the same A, therefore, 
If we setṼ = min(V, C), where V is the residual survival time from the sampling time, then the observed data is i.i.d. copies of (W, A,Ṽ , ∆).
Denote the survival functions of the random variables A, T, C and V defined in the prevalent population as S A (t), S T (t), S C (t), and S V (t), which are always assumed continuous in the paper, and the corresponding marginal density functions as f A (t), f T (t), f C (t) as well as
G(s)dsdt under LBRC mechanism, it is easy to see that
Therefore, the usual estimated cumulative hazard function Λ(·) for Λ(·) is
δ j I(y j ≤ t). Wang (1991) and others proposed and studied the PL estimator for LTRC survival data:
Under LBRC sampling, Huang & Qin(2011) introduce Assumption 1 and Assumption 2
for the general population, and find an important relation that the truncation time, A, and the residual survival time, V , share the same marginal density function, i.e.
Basing on the key property, Huang & Qin (2011) proposed to replace the empirical
as the estimatorR
} is Kaplan-Meier estimator for A, and
as well asK
HereQ(t) andK(t) are the estimators for
and Define the function ψ i (t) = ψ 1i (t) + ψ 2i (t), where
and
Then one may get
and by Lemma 3.4 in Section 3,
The strong asymptotic properties of the proposed estimatorΛ(·) andF n (·) are summarized in Theorem 2.1 and Theorem 2.2, respectively, whose proofs are given in Appendix.
Theorem 2.1. Suppose that Assumption 3 holds for some b < b H . Then uniformly in a H ≤ x ≤ b < b H , the random processΛ(t) − Λ(t) has an asymptotic representatioñ
with sup
Theorem 2.2 . Suppose that Assumption 3 holds for some b < b H , then uniformly in
As an application of Theorem 2. 
is almost surely relatively compact in the supermum norm of functions over (a H , b], and its set of limit point is
and G is Strassen's set of absolutely continuous functions:
and lim inf n→∞ (n log log n)
3 Some Lemmas and their proofs 
Lemma 3.2 Under the d.f. continuity of random variable assumed above.
Proof of Lemma 3.2 Partitioning firstly the interval [0, x] into subintervals [x i , x i+1 ], i = 1, 2, · · · , k n , with k n = O( √ n (log n) 1/2 ), and 0 = x 1 < x 2 < · · · < x kn+1 = x are such that
and then
Note thatQ 1 (x), Q 1 (x) are monotone increasing function, we have, as in the proof of Lemma 2 of Lo & Singh (1986) , that the left hand side in (3.1) is bounded above by
For estimating A, we further subdivide every [
1, · · · , a n , with a n = O(n −3/4 (log n) 3/4 ), such that
, the following probability bound can be verified from the exponential inequality of Lemma 3.1 under proper choices of parameter (e.g. c = 1, σ
Utilizing the bound, Bonferroni inequality together with the Borel Cantelli Lemma, it follows that A = O(n −3/4 (log n) 3/4 ) a.s. The estimation of B is treated similarly and leads to the same order. The proof of (3.2) is similar, we omit the details here. This completes the proof.
Assume a H = 0 w.l.o.g. throughout to avoid trivialities. DefineΛ
as the estimate for Λ A (·), the cumulative hazard function of A, then.
Lemma 3.3 Under Assumption 3, we have
Proof of Lemma 3.3 Obviously,
As to J n1 , under Assumption 3, combining LIL for empirical processes, there is
Next, put
is of the order (n −1 log log n) 1/2 almost sure. In fact, the process I n (x) satisfies LIL (e.g. Alexander & Talagrand(1989)), since it is an empirical process over VC classes of function with square integral envelope, and thus sup
is also of the same order. This ends the proof.
We now establish the the strong representation forS A (·), which is constructed by pooling data from the truncation time A and the observed residual survival timeṼ . Lemma 3.4 in the following indicates thatS A (·) is a strong consistent estimator of S A (·), and obviously it implies the asymptotic representation forR(·) :
Lemma 3.4 . Suppose that Assumption 3 holds for some b < b H . Then, the stochastic processS A (t) − S A (t) has an asymptotic representatioñ
and sup
Proof of Lemma 3.4 By the definition of φ i (t), there is
Since again
Thus applying Lemma 3.2 to S 1 and S 2 , one can derive the following asymptotic repre-sentation under Assumption 3:
According to Lemma 3.3, by expansion of the function exp{−x} in neighborhood of zero.
That isS
This ends the proof.
Next, similar to the discussion of Lemmas in Zhou & Y ip(1999), we may derive several
Lemmas. Note that for 0 < b < b H , it follows from the SLLN that
In fact, by the LIL for the empirical process, we have
Similarly,
The LIL for the empirical process and SLLN yield
Hence the result of (3.3) holds.
For proof of Theorem 2.2, we need a slight modification ofF n (·), define a new estimator
which is only to sageguard against log0 when taking logarithms of 1 −F n (x).
Proof of Lemma 3.5 Obviously, with (3.3),
Proof of Lemma 3.6 Similar to the discussion in Lemma 3.5, and using the Taylor's expansion for the function log(1 − x) when x < 1, = O(n −1/2 (log log n) 1/2 ) a.s.
Proof of Lemma 3.7
The proof is similar to Lemma 3.3, we omit the details here.
Appendix
Proof of Theorem 2.1. Utilizing Lemma 3.4, we have by following the discussion of Then, one can easily decompose the termΛ(t) − Λ(t).
Λ(t) − Λ(t) =
[ψ 1i (t) + ψ 2i (t)] + O(n −3/4 (log n) 3/4 ) a.s.
Completing the proof of Theorem 2.1.
Proof of Theorem 2.2. Note the fact from Lemma 1.8 of Stute (1993) that: withΛ * n (t) betweenΛ n (t) and Λ(t) as well asΛ * * n (t) betweenΛ n (t) and − ln(1 −F n (t)), respectively. Hence, Lemmas 3.5, 3.6, 3.7 together with the result of Theorem 2.1 yield 
