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Chapter 3
Classical physics on a general phase space
Passing from ﬁnite phase spaces X to inﬁnite ones yields many fascinating new phe-
nomena, some of which even seem genuinely “emergent” in not having any ﬁnite-
dimensional shadow, approximate or otherwise. Nonetheless, practically all results
in the previous chapter remain valid, typically after the inclusion of some technical
condition(s) that restrict the almost unlimited freedom allowed by inﬁnite sets.
One of these restrictions is that in classical physics we assume that our phase
space X is locally compact Hausdorff, where we recall that a space is:
• compact if every open cover has a ﬁnite subcover;
• locally compact if every point has a compact neighbourhood;
• Hausdorff (or T2) if every pair of distinct points x,y can be separated by open
sets (i.e., there are disjoint open sets Ux, Uy that contain x and y, respectively).
This combination of topological properties turns out to be very convenient; it in-
corporates spaces like Rk (and more generally all non-pathological manifolds), or
lattices like Zn (the price is that we exclude systems with an inﬁnite number of
degrees of freedom, such as classical ﬁeld theories). A locally compact Hausdorff
space X is regular in that each x ∈ X and each closed set F ⊂ X not containing x
can be separated by open sets (i.e., there are disjoint open sets Ux  x and UF ⊃ F).
From the perspective of C*-algebras, the main advantage of using this particular
class of spaces is that they are naturally singled out by Gelfand’s Theorem:
Theorem 3.1. Every commutative C*-algebra A is isomorphic to C0(X) for some
locally compact Hausdorff space X, which is unique up to homeomorphism.
A proof may be found in Appendix C; here we just explain the notation and the
main idea behind the proof (cf. Deﬁnition C.1, which we do not repeat).
First, C0(X) is the set of all continuous functions f : X →C that vanish at inﬁn-
ity, i.e., for any ε > 0 the set {x∈X | | f (x)| ≥ ε} is compact, or, equivalently, for any
ε > 0 there is a compact set K ⊂ X such that | f (x)|< ε for all x /∈ K. For example,
if X =R, then f (x) = exp(−x2) lies inC0(R). If X is compact, then C0(X) =C(X).
Second,C0(X) is a vector space under pointwise operations (including pointwise
complex conjugation as the involution), and is a Banach space in the sup-norm
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‖ f‖∞ = sup
x∈X
{| f (x)|}. (3.1)
The space X making A isomorphic toC0(X), then, is the Gelfand spectrum Σ(A) of
A, which we already encountered (cf. Deﬁnition 1.4) as the set of nonzero algebra
homomorphisms from A to C. This set turns out to be a locally compact Hausdorff
space in the topology of pointwise convergence, and the isomorphism A→C0(X) is
the Gelfand transform a → aˆ, where aˆ(ω) = ω(a). Conversely, if X is given, then
we associate the commutative C*-algebra C0(X) to it, as in Chapter 1.
Generalizing Deﬁnition 1.14, as a special case of the notion of a state we have:
Deﬁnition 3.2. A state onC0(X) is a positive (and hence bounded) linear functional
ω :C0(X)→ C with ‖ω‖= 1.
If X is compact, given positivity one has ‖ω‖= 1 iff ω(1X ) = 1, cf. Lemma C.4.
The appropriate generalization of Theorem 1.15 then reads (cf. Corollary B.21):
Theorem 3.3. Let X be a locally compact Hausdorff space. There is a bijective cor-
respondence between states on C0(X) and probability measures on X, namely
ϕ( f ) =
∫
X
dμ f , f ∈C0(X). (3.2)
Moreover, pure states correspond to Dirac measures and hence to points of X.
In particular, a nonzero linear functional ω : C0(X)→ C is multiplicative iff it is a
pure state. This recovery of probability measures on phase space as states of the as-
sociated algebra of observablesC0(X), and of points in phase space as the associated
pure states, already familiar from the ﬁnite case, remains of great importance.
As in quantum mechanics, many interesting observables in classical mechanics
fail to be bounded, let aloneC0; coordinate functions (on non-compact phase spaces)
and the usual kinetic energy are a case in point. This is not a serious problem, es-
pecially not if, as we shall assume from now on, X is a (smooth) manifold (those
unfamiliar with this notion may always have X =Rk in mind). In that case, there is a
very natural class of (typically unbounded) functions on X , viz.C∞(X)≡C∞(X ,R),
which form a commutative algebra just like C0(X)≡C0(X ,C), and provide the (al-
gebraic) basis for the theory of symmetry and dynamics in classical physics, as we
shall now show (the fact that functions inC∞(X)may be freely added and multiplied
provides a major simpliﬁcation compared to unbounded operators in quantum me-
chanics, even self-adjoint ones, which are most easily treated by transforming them
into bounded ones, as discussed in §B.21). In fact, the most natural mathematical
setting of classical physics is not operator theory, or even symplectic geometry (as
even mathematically minded people used to think until the 1980s), but rather the
more general and ﬂexible framework of Poisson geometry, to which we now turn.
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3.1 Vector ﬁelds and their ﬂows
We do not assume familiarity with differential geometry and analysis on manifolds,
so in what follows one may assume that M = Rk for some k. However, whenever
possible we will phrase deﬁnitions and results in such a way that their more general
meaning should be clear to those who are familiar with differential geometry etc.
An old-fashioned vector ﬁeld on X = Rk is a map
ξ : Rk → Rk; (3.3)
ξ (x) = (ξ 1(x), . . . ,ξ k(x)), (3.4)
which describes something like a hyper-arrow at x. However, this is a coordinate-
dependent object, which is hard to generalize to arbitrary manifolds. Therefore, in a
modern approach a vector ﬁeld is seen as the corresponding ﬁrst-order differential
operator ξ :C∞(X)→C∞(X) deﬁned by
ξ f (x) =
k
∑
j=1
ξ j(x)
∂ f (x)
∂x j
. (3.5)
To make the idea precise that a vector ﬁeld on X is essentially the same as a ﬁrst-
order differential operator on C∞(X), we note that it easily follows from (3.5) that
ξ ( f g) = ξ ( f )g+ fξ (g), (3.6)
for any f ,g ∈C∞(X), where the product f g is deﬁned pointwise, i.e.,
( f g)(x) = f (x)g(x). (3.7)
Similarly, we have pointwise addition and scalar multiplication, i.e., for s, t ∈ R,
(s f + tg)(x) = s f (x)+ tg(x). (3.8)
This turns C∞(X) into a commutative algebra (over R, as C∞(X)≡C∞(X ,R).
A derivation of an algebra A (over R) is a linear map δ : A→ A satisfying
δ (ab) = δ (a)b+aδ (b). (3.9)
Thus any vector ﬁeld on X deﬁnes a derivation of the algebra C∞(X) by (3.5). Con-
versely, a deep theorem of differential geometry states that for any manifold X , each
derivation of C∞(X) takes the form (3.5), at least locally (and for X =Rk also glob-
ally). Therefore, either as a deﬁnition or as a theorem, we often simply identify
vector ﬁelds on X with derivations of C∞(X). Derivations have a rich structure:
Deﬁnition 3.4. A (real)Lie algebra is a (real) vector space equipped with a bilinear
map [·, ·] : A×A→ A that satisﬁes [a,b] =−[b,a] (and hence [a,a] = 0) as well as
[a, [b,c]]+ [c, [a,b]]+ [b, [c,a]] = 0 (Jacobi identity). (3.10)
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It is easy to see that the set Vec(X) of all old-fashioned vector ﬁelds ξ on X (i.e.
in the sense (3.5)) forms a real Lie algebra under pointwise vector space operations
(i.e., (sξ + tη)( f ) = sξ f + tη f ) and the natural bracket
[ξ ,η ] = ξη −ηξ . (3.11)
Similarly, the set Der(A) of all derivations on some algebra is a Lie algebra under
pointwise vector space operations and Lie bracket
[δ1,δ2] = δ1 ◦δ2−δ2 ◦δ1. (3.12)
Of course, the identiﬁcation of Vec(X)with Der(C∞(X)) identiﬁes (3.11) and (3.12).
Vector ﬁelds (or, equivalently, derivations) may be “integrated”, at least locally,
in the following sense. First, a curve through x0 ∈ X is a smooth map c : I → X ,
where I ⊂ R is open and c(t0) = x0 for some t0 ∈ I. We usually assume that 0 ∈ I
with t0 = 0 and hence c(0) = x0. We then say that c integrates ξ near x0 if
c˙(t) = ξ (c(t)), (3.13)
a somewhat symbolic equality that can be interpreted in two equivalent ways:
• Describing c : I → Rk by k functions c j : I → R ( j = 1, . . . ,k), eq. (3.13) denotes
dc j(t)
dt
= ξ j(c1(t), . . . ,ck(t)), j = 1, . . . ,k. (3.14)
• More abstractly, eq. (3.13) means that for any f ∈C∞(X) we have
ξ f (c(t)) =
d
dt
f (c(t)). (3.15)
To pass from (3.15) to (3.14), we just have to recall (3.5), and note that
d
dt
f (c(t)) =
d
dt
f (c1(t), . . . ,ck(t)) =
k
∑
j=1
dc j(t)
dt
∂ f (c(t))
∂x j
. (3.16)
The theory of ordinary differential equations shows that such local integral curves
exist near any point x0 ∈ X , and that they are unique in the following sense: if two
curves c1 : I1 → X and c2 : I2 → X both satisfy (3.13) with c1(0) = c2(0) = x0, then
c1 = c2 on I1 ∩ I2. However, curves that integrate ξ near some point may not be
deﬁned for all t, i.e., for I =R. This makes the concept of a ﬂow of a vector ﬁeld ξ ,
which is meant to encapsulate all integral curves of ξ , a bit complicated. We start
with the simplest case. We say that a vector ﬁeld ξ is complete if for any x0 ∈ X
there is a curve c : R→ X satisfying (3.13) with c(0) = x0. The simplest example
of a complete vector ﬁeld is X = R and ξ = d/dx, so that ϕt(x) = x+ t. For an
incomplete example, take X = R and ξ (x) = x2d/dx. It can be shown that a vector
ﬁeld ξ with compact support (in the sense that the set {x∈X | ξ (x) = 0} is bounded)
is complete. In particular, any vector ﬁeld on a compact manifold is complete.
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Deﬁnition 3.5. Let X be a manifold and let ξ ∈ Vec(X) be a complete vector ﬁeld.
A ﬂow of ξ is a smooth map ϕ : R×X → X, written
ϕt(x)≡ ϕ(t,x), (3.17)
that satisﬁes
ϕ0(x) = x; (3.18)
ϕs ◦ϕt = ϕs+t , (3.19)
and that integrates ξ is the sense that for each t ∈ R and x ∈ X,
ξ (ϕt(x)) =
d
dt
ϕt(x). (3.20)
As before, eq. (3.20) by deﬁnition means that for each f ∈C∞(X) we have
ξ f (ϕt(x)) =
d
dt
f (ϕt(x)), (3.21)
or, equivalently, that in local coordinates, where
ϕt(x) = (ϕ1t (x), . . . ,ϕ
k
t (x)), (3.22)
we have
dϕ jt (x)
dt
= ξ j(ϕt(x)), j = 1, . . . ,k. (3.23)
Indeed, the ﬂow ϕ of ξ gives the integral curve c of ξ through x0 by
c(t) = ϕt(x0). (3.24)
According to the Picard–Lindelo¨f Theorem in the theory of ordinary differential
equations, any complete vector ﬁeld has a unique ﬂow. In fact, the uniqueness part
of this theorem implies that (3.19) is a consequence of (3.20) with (3.18), but it
is convenient to state (3.19) separately, so as to make the point that the ﬂow of a
complete vector ﬁeld ξ on X is a smooth R-action on X , as deﬁned by conditions
(3.18) - (3.19), whose orbits integrate ξ . In particular, each ϕt : X → X is invertible,
with inverse ϕ−1t = ϕ−t . In particular, X is a disjoint union of the integral curves of
ξ , which can never cross each other because of the uniqueness of the solution of the
initial-value problem (3.13) with c(0) = x0).
If ξ is not complete, we do the best we can by deﬁning the set
Dξ = {(t,x) ∈ R×X | ∃c : I → X ,c(0) = x, t ∈ I} ⊂ R×X , (3.25)
where it is understood that c satisﬁes (3.13). Obviously {0}×X ⊂ Dξ , and (less
trivially) it turns out that Dξ is open. Then a ﬂow of ξ is a map ϕ : Dξ → X that
satisﬁes (3.18) for all x, eq. (3.21) for (t,x)∈Dξ , as well as (3.19) whenever deﬁned.
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3.2 Poisson brackets and Hamiltonian vector ﬁelds
To obtain ﬂows, classical mechanics requires more than a manifold structure:
Deﬁnition 3.6. A Poisson bracket on a manifold X is a Lie bracket {−,−} on (the
real vector space) C∞(X), such that for each h ∈C∞(X) the map
ξh : f → {h, f} (3.26)
is a vector ﬁeld on X (or, equivalently, a derivation of C∞(X ,R) with respect to
its structure of a commutative algebra under pointwise multiplication). A manifold
X equipped with a Poisson bracket is called a Poisson manifold, (C∞(X),{ , }) is
called a Poisson algebra, and ξh is called the Hamiltonian vector ﬁeld of h.
Unfolding, we have a bilinear map {−,−} :C∞(X)×C∞(X)→C∞(X) that satisﬁes
{g, f} = −{ f ,g}; (3.27)
{ f ,{g,h}} + {h,{ f ,g}}+{g,{h, f}}= 0; (3.28)
{ f ,gh} = { f ,g}h+g{ f ,h}. (3.29)
Bilinearity and the abstract properties (3.27) - (3.29) imply:
Proposition 3.7. Each Poisson bracket on X deﬁnes a Lie algebra homomorphism
C∞(X) → Der(C∞(X)); (3.30)
h → δh, (3.31)
or, equivalently, a Lie algebra homomorphism
C∞(X) → Vec(X); (3.32)
h → ξh. (3.33)
The time-honored example is X = R2n, with coordinates x = (p,q) and bracket
{ f ,g}=
n
∑
j=1
(
∂ f
∂ p j
∂g
∂q j
− ∂ f
∂q j
∂g
∂ p j
)
. (3.34)
In that case, the Hamiltonian vector ﬁeld of h is obviously given by
ξh =
n
∑
j=1
(
∂h
∂ p j
∂
∂q j
− ∂h
∂q j
∂
∂ p j
)
. (3.35)
The ﬂow of ξh gives the motion of a system with Hamiltonian h. Writing
ϕt(p,q) = (p(t),q(t)),
we see from (3.23) that this ﬂow is given by Hamilton’s equations
3.2 Poisson brackets and Hamiltonian vector ﬁelds 89
dp j(t)
dt
= −∂h(p(t),q(t))
∂q j
; (3.36)
dq j(t)
dt
=
∂h(p(t),q(t))
∂ p j
. (3.37)
Hamiltonians of the special form
h(p,q) =
p2
2m
+V (q), (3.38)
where p2 = ∑ j p2j , give Newton’s equation “F = ma”, where Fj =−∂V/∂q j, viz.
Fj(q(t)) = m
d2q j(t)
dt2
. (3.39)
Proposition 3.8. For any vector ﬁeld ξ on a manifold X, we say that a function
f ∈ C∞(X) is conserved if f is constant along the ﬂow of ξ . If X is a Poisson
manifold and ξ = ξh is Hamiltonian, then f is conserved iff {h, f}= 0.
The proof is trivial. A Poisson bracket on X may also be deﬁned in terms of a Pois-
son tensor. In coordinates, this is just an anti-symmetric matrix Bi j(x) that satisﬁes
∑
l
(
Bli
∂Bjk
∂xl
+Bl j
∂Bki
∂xl
+Blk
∂Bi j
∂xl
)
= 0, (3.40)
for each (i, j,k). In terms of B, the Poisson bracket is then deﬁned abstractly by
{ f ,g}= B(d f ,dg), (3.41)
using standard notation of differential geometry, or, in coordinates, by
{ f ,g}(x) =∑
i, j
Bi j(x)
∂ f (x)
∂xi
∂g(x)
∂x j
. (3.42)
Conversely, a Poisson bracket must come from a Poisson tensor: for any derivation
δ on C∞(X), the function δ (g) depends linearly on dg, so if δ f (g) = { f ,g}, then
δ f (g) = −δg( f ), so that { f ,g} depends linearly on both d f and dg. This enforces
(3.42), upon which (3.41) implies (3.40). A nice example is X = R3, with
{ f ,g}(x) = x
(
∂ f
∂y
∂g
∂ z
− ∂ f
∂ z
∂g
∂y
)
+ y
(
∂ f
∂ z
∂g
∂x
− ∂ f
∂x
∂g
∂ z
)
+ z
(
∂ f
∂x
∂g
∂y
− ∂ f
∂y
∂g
∂x
)
;
Bi j(x) =∑
k
εki jxk. (3.43)
Finally, we say that a Poisson manifold is symplectic if the corresponding Poisson
tensor B(x) is given by an invertible matrix, for each x ∈ X . This requires X to be
even-dimensional. For example, R2n with Poisson bracket (3.34) is symplectic.
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3.3 Symmetries of Poisson manifolds
Two equivalent notions of symmetries of classical physics suggest themselves: one
is based on the idea of a Poisson manifold (X ,B), the other comes from the equiva-
lent notion of a Poisson algebra (C∞(X),{ , }).
Deﬁnition 3.9. 1. A symmetry of a Poisson manifold (X ,B) is a diffeomorphism
ϕ : X → X (that is, an invertible smooth map with smooth inverse) satisfying
ϕ∗B= B. (3.44)
2. A symmetry of a Poisson algebra (C∞(X),{ , }) is an invertible linear map
α :C∞(X)→C∞(X) that satisﬁes (for each f ,g ∈C∞(X)):
α( f g) = α( f )α(g); (3.45)
α({ f ,g}) = {α( f ),α(g)}. (3.46)
Let us deﬁne the push-forward ϕ∗ in (3.44). We do this in terms of the pullback ϕ∗
of a smooth (i.e., inﬁnitely often differentiable) map ϕ : X → X , deﬁned as
ϕ∗ :C∞(X) → C∞(X); (3.47)
ϕ∗ f = f ◦ϕ. (3.48)
If ϕ is a diffeomorphism, the push-forward ϕ∗ of ϕ , which acts on derivations, is
ϕ∗ : Der(C∞(X)) → Der(C∞(X)); (3.49)
(ϕ∗δ )( f ) = δ (ϕ∗ f )◦ϕ−1; (3.50)
this may be checked to deﬁne a derivation, as follows:
(ϕ∗δ )( f ·g) = (ϕ−1)∗δ (ϕ∗( f ·g))
= (ϕ−1)∗δ (ϕ∗( f )ϕ∗(g))
= (ϕ−1)∗(δ (ϕ∗( f ))ϕ∗(g)+ϕ∗( f )δ (ϕ∗(g)))
= (ϕ∗δ )( f ) ·g+ f · (ϕ∗δ )(g).
If, given coordinates x = (x1, . . . ,xk) on X , we now (without loss of general-
ity) take our derivation δ to be a vector ﬁeld ξ = ∑ j ξ j∂/∂x j, and write ϕ(x) =
(ϕ1(x), . . . ,ϕ l(x)), for the image ϕ∗(ξ ) we obtain
(ϕ∗ξ )( f )(x) = (ξ (ϕ∗ f ))(ϕ−1(x))
=∑
j
ξ j(ϕ−1(x))
(
∂
∂x j
f ◦ϕ
)
(ϕ−1(x))
=∑
j,k
ξ k(ϕ−1(x))
∂ f (x)
∂x j
∂ϕ j
∂xk
(ϕ−1(x)),
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so that
ϕ∗ξ j(x) =∑
k
∂ϕ j
∂xk
(ϕ−1(x))ξ k(ϕ−1(x)), (3.51)
or, equivalently,
ϕ∗ξ j(ϕ(x)) =∑
k
∂ϕ j
∂xk
(x)ξ k(x), (3.52)
which only depends on ξ (x), so that for each x ∈ X , ϕ∗ may be localized to a linear
map ϕ∗(x) : TxX → Tϕ(x)X . This may be done even if ϕ is not invertible. Physicists
often write this as ϕ(x) ≡ y = y(x1, . . . ,xk), ξ = v, ϕ∗ξ = v′, so that we have a
“covariant” transformation rule (v′)i(y) = ∑kj=1
∂yi(x)
∂x j v
j(x).
Taking tensor products, one obtains similar rules for higher-order tensors. For
example, if N = X , the transformation rule for the Poisson tensor B reads
ϕ∗Bi j(ϕ(x)) =
k
∑
m,n=1
∂ϕ i(x)
∂xm
∂ϕ j(x)
∂xn
Bmn(x), (3.53)
so that, in coordinates, the invariance requirement (3.44) reads
k
∑
m,n=1
∂ϕ i(x)
∂xm
∂ϕ j(x)
∂xn
Bmn(x) = Bi j(ϕ(x)). (3.54)
Theorem 3.10. The two parts of Deﬁnition 3.9 are equivalent, in that:
1. Given a diffeomorphism ϕ : X → X satisfying (3.44), the map
α = ϕ∗, (3.55)
i.e., α( f ) = f ◦ϕ , is linear, invertible, and satisﬁes (3.45) - (3.46).
2. Given an invertible linear map α :C∞(X)→C∞(X) that satisﬁes (3.45) - (3.46),
there is a unique diffeomorphism ϕ : X → X inducing α as in (3.55).
3. This correspondence deﬁnes an anti-isomorphism between the group Diff(X ,B)
of diffeomorphisms of X satisfying (3.44) and the group Aut(C∞(X),{ , }) of in-
vertible linear maps α :C∞(X)→C∞(X) that satisfy (3.45) - (3.46).
Here an anti-isomorphism of groups is just an isomorphism that inverts the order of
multiplication. This complication may be removed by writing ϕ−1 instead of ϕ in
(3.55), but that change would make the next proposition a bit less natural.
Proof. The ﬁrst claim is true by construction. The hard part is the second claim,
which follows from a more general result about manifolds (note that in our termi-
nology, manifolds are by deﬁnition assumed to be Hausdorff):
Proposition 3.11. Let X and Y be a smooth manifolds. Then (3.55) establishes a
bijective correspondence between linear maps α :C∞(X)→C∞(Y ) satisfying (3.45)
and smooth maps ϕ : Y → X.
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The proof is quite similar to a central part of the proof of Gelfand duality for commu-
tative C*-algebras, in which (3.55) establishes a bijective correspondence between
C*-homomorphisms α : C(X)→ C(Y ) and continuous maps ϕ : Y → X , where X
and Y are compact Hausdorff spaces; see §C.3 and especially Proposition C.22.
For any commutative real algebra A, let Σ(A) be the space of non-zero algebra
homomorphisms ω : A→R (these are just the non-zero multiplicative linear maps),
equipped with the weakest topology that makes each function aˆ : Σ(A)→R contin-
uous, where aˆ(ω) = ω(a). Furthermore, if B is another commutative real algebra,
then any homomorphism α : A → B induces a continuous map α∗ : Σ(B)→ Σ(A)
in the obvious way, that is, by α∗ω = ω ◦α . In the special case A = C∞(X) (and
similarly if A = C(X)), one has a canonical map evX : X → Σ(C(X)), given by
evXx ( f ) = f (x). The whole point (in which the entire difﬁculty of the proof lies)
is that this map is a bijection (see Proposition C.21), which simultaneously equips
X with a smooth structure that makes evX a diffeomorphism (by deﬁnition of the
smooth structure on Σ(C(X)). In view of all this, given a multiplicative linear map
α :C∞(X)→C∞(Y ), we obtain a continuous map ϕ : Y → X by
ϕ = (evY )−1 ◦α∗ ◦ evX . (3.56)
Eq. (3.55) then holds by construction. Smoothness of ϕ , then, is a consequence of
the fact that α( f ) = f ◦ϕ must be a smooth function on Y for any f ∈C∞(X).
Applying this to the setting of Theorem 3.10 easily yields all claims. 
In what follows, we look at smooth actions of Lie groups on (Poisson) manifolds
X , in other words, at homomorphisms ϕ :G→Diff(X) or ϕ :G→Diff(X ,B), where
G is a Lie group, Diff(X) is the group of all diffeomorphisms of a manifold, and
Diff(X ,B) is the group of all diffeomorphisms of a Poisson manifold preserving
the Poisson structure. Foregoing the underlying differential geometry, we take a
pragmatic attitude and only study linear Lie groups, deﬁned as closed subgroups G
of GLn(R) or GLn(C), with group multiplication given by matrix multiplication and
hence group inverse being matrix inverse. Here one may think of SU(2)⊂ GL2(C)
or SO(3) ⊂ GL3(R), but also abelian Lie groups like the additive groups Rn fall
under this scope, since one may identify a ∈ Rn with the 2n×2n-matrix
a≡
(
1 a
0 1
)
, (3.57)
in which case matrix multiplication indeed reproduces addition. Similarly, the 2n+
1-dimensional Heisenberg group Hn is the group of real (n+2)× (n+2)-matrices
(a,b,c) =
⎛⎝1 aT c+ 12aT b0 1n b
0 0 1
⎞⎠ , (3.58)
where a,b ∈ Rn, c ∈ R, and aT b= 〈a,b〉; this gives the multiplication rule
(a,b,c) · (a′,b′,c′) = (a+a′,b+b′,c+ c′ − 12 (〈a,b′〉− 〈a′,b〉)). (3.59)
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If G is a linear Lie group, its Lie algebra g may be deﬁned as the vector space
g= {A ∈Mn(K) | etA ∈ G∀t ∈ R}, (3.60)
where K=R or C, as determined by the embedding G⊂GLn(R)) or G⊂GLn(C).
Either way, g is seen as a real vector space, equipped with the Lie bracket
[A,B] = AB−BA. (3.61)
This is trivially a bilinear antisymmetric map g×g→ g satisfying the Jacobi identity
[A, [B,C]]+ [C, [A,B]]+ [B, [C,A]] = 0, (3.62)
which in turn expresses the fact that for ﬁxed A ∈ g the map δA : g→ g deﬁned by
δA(B) = [A,B] (3.63)
is a derivation of g with respect to its Lie bracket, i.e.,
δA([B,C]) = [δA(B),C]+ [B,δA(C)]. (3.64)
The exponential map exp : g→G is then just given by its usual power series, which
for matrices is norm-convergent. Conversely, one may pass from G to g through
A=
d
dt
(etA)|t=0. (3.65)
If G= Rn, we also have g= Rn, and eq. (3.57) implies that exp is the identity map.
For example, since SO(3) is the subgroup of GL3(R) consisting of matrices R
that satisfy RTR = 13, its Lie algebra so(3) consists of all matrices a that satisfy
aT =−a. As a vector space have so(3)∼= R3, which follows by choosing a basis
J1 =
⎛⎝ 0 0 00 0 −1
0 1 0
⎞⎠ , J2 =
⎛⎝ 0 0 10 0 0
−1 0 0
⎞⎠ , J3 =
⎛⎝0 −1 01 0 0
0 0 0
⎞⎠ . (3.66)
of the 3×3 real antisymmeric matrices. The commutators of these elements are
[J1,J2] = J3; [J3,J1] = J2; [J2,J3] = J1. (3.67)
For the Lie algebra of the Heisenberg group we obtain hn = R2n+1, with basis
Pi =
⎛⎝ 0 0 00 0 −ei
0 0 0
⎞⎠ , Qj =
⎛⎝ 0 eTj 00 0 0
0 0 0
⎞⎠ , Z =
⎛⎝0 0 10 0 0
0 0 0
⎞⎠ , (3.68)
where (e1, . . . ,en) is the usual basis of Rn, satisfying commutation relations
[Pi,Qj] = δi jZ; [Pi,Pj] = [Qi,Qj] = [Pi,Z] = [Qj,Z] = 0. (3.69)
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3.4 The momentum map
Leaving out the Poisson structure for the moment, let X be a manifold, let G be a
Lie group, and let ϕ : G→Diff(X) be a homomorphism; as already mentioned, this
corresponds to a smooth action ϕ˜ : G×X → X , which we simply write as
γ · x≡ ϕγ(x)≡ ϕ˜(γ,x).
In terms of the pullback ϕ∗γ ( f ) = f ◦ϕγ , we then automatically have
ϕ∗γ ( f g) = ϕ
∗
γ ( f )ϕ
∗
γ (g). (3.70)
For each A ∈ g we then deﬁne a map δA :C∞(X)→C∞(X) by
δA f (x) =
d
dt
f (e−tA · x)|t=0. (3.71)
This map is obviously linear. Moreover, it can be shown that δ is well behaved:
Proposition 3.12. The map δ : g→Der(C∞(X)), A → δA is a homomorphism of Lie
algebra, i.e., each δA is a derivation, δ is linear in A, and, for each A,B ∈ g,
[δA,δB] = δ[A,B]. (3.72)
The proof relies on Hadamard’s Lemma, which we only need for complete vector
ﬁelds, or, equivalently, for derivations with complete ﬂow (i.e., deﬁned for all t).
Lemma 3.13. If δ is a derivation of C∞(X) with complete ﬂow ϕ , and f ∈C∞(X),
then there is a function g(t,x)≡ gt(x) such that for all x and t,
g0(x) = δ f (x); (3.73)
f (ϕt(x)) = f (x)+ tgt(x). (3.74)
Indeed, if the ﬂow is complete one may take
gt(x) =
∫ 1
0
dsF˙(st,x), (3.75)
where F(t,x) = f (ϕt(x)) and (in Newton’s notation) F˙ is the time derivative of F .
Proof. To prove that δA is linear in A, let ϕ be the ﬂow of δA, i.e., ϕt(x) = e−tAx.
For B ∈ g, Hadamard’s Lemma with δ  δA and x e−tBx then gives us
f (e−tAe−tBx) = f (ϕt(e−tBx)) = f (e−tBx)+ tgt(e−tBx);
⇒ d
dt
f (e−tAe−tBx)|t=0 = δB f (x)+g0(x) = δB f (x)+δA f (x). (3.76)
On the other hand, since A and B are matrices, we may use the CBH-formula
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e−tAe−tB = e−t(A+B)+
1
2 t
2[A,B]+O(t3), (3.77)
which gives e−tAe−tB = e−t(A+B)(1+O(t2)), and hence
d
dt
f (e−tAe−tBx)|t=0 =
d
dt
f (e−t(A+B)x)|t=0 = δA+B f (x). (3.78)
Comparing (3.76) with (3.78) gives δA+B = δA+δB. The property δsA = sδA is triv-
ial. We now prove (3.72). Within the (matrix) Lie algebra g we have
[A,B] =− d
dt
(e−tABetA)|t=0 =− lim
t→0
e−tABetA−B
t
. (3.79)
Furthermore, for any g ∈ G one has egBg−1 = geBg−1, so linearity of δ gives
δ[A,B] f (x) = − lim
t→0
1
t
(δe−tABetA f (x)−δB f (x))
= lim
t→0
1
t
(
d
ds
f (e−tAesBetAx)− d
ds
f (esBx)
)
= lim
s,t→0
1
st
(
f (e−tAesBetAx)− f (e−tAetAesBx))
= lim
s,t→0
1
st
(
f ◦ϕt(esBetAx)− f ◦ϕt(etAesBx)
)
= lim
s,t→0
(
1
st
(
f (esBetAx)− f (etAesBx))+ 1
s
(
gt(esBetAx)−gt(etAesBx)
))
= [δA,δB] f (x),
since in the limit t → 0 the third term in the penultimate line cancels the fourth. 
Now suppose that, in addition, X is a Poisson manifold, and that each ϕγ acts on
X as a Poisson symmetry, in that
ϕ∗γ B= B, (3.80)
cf. (3.44), or, equivalently, cf. (3.46),
ϕ∗γ ({ f ,g}) = {ϕ∗γ ( f ),ϕ∗γ (g)}. (3.81)
This implies, for each A ∈ g, and each f ,g ∈C∞(X),
δA({ f ,g}) = {δA( f ),g}+{ f ,δA(g)}. (3.82)
Compare this with the following property δA already has since it is a derivation:
δA( f g) = δA( f )g+ fδA(g). (3.83)
We may call a derivation δ :C∞(X)→C∞(X) satisfying the like of (3.82), i.e.,
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δ ({ f ,g}) = {δ ( f ),g}+{ f ,δ (g)}, (3.84)
a Poisson derivation. We are already familiar with a large class of Poisson deriva-
tions: for each h ∈C∞(X), the corresponding map δh deﬁned by (3.26) is a Poisson
derivation (this follows from the Jacobi identity). Let us call a Poisson derivation of
the kind δh inner. This raises the question if our derivations δA are inner.
Deﬁnition 3.14. A momentum map for a Lie group G acting on a Poisson manifold
X is a map
J : X → g∗ (3.85)
such that for each A ∈ g,
δA = δJA , (3.86)
where the function JA ∈C∞(X) is deﬁned by by
JA(x) = 〈J(x),A〉 ≡ J(x)(A). (3.87)
In other words, for each A ∈ g and f ∈C∞(X) we must have
δA( f ) = {JA, f}. (3.88)
A Lie group action admitting a momentum map is called Hamiltonian.
Equivalently, a momentum map is a linear map
J∗ : g→C∞(X) (3.89)
such that δA = δJ∗(A); the connection between the two deﬁnitions is given by
JA = J∗(A). (3.90)
The pullback notation J∗ would suggest that it is a map C∞(g∗)→C∞(X), which is
not quite the case, but it is a near miss: we embed g ↪→ C∞(g∗) by A → Aˆ, where
Aˆ(θ) = θ(A), so J∗ : g→C∞(X) is the restriction of the pullback J∗ to g. Another
near miss would be to read J∗ as the adjoint to J, which maps g∗∗ ∼= g to the ‘dual’
X∗, but since X may not be a vector space, this dual cannot be deﬁned as in linear
algebra, so instead of all linear maps from X to R we might as well say that it
consists of all smooth functions on X . Either way, the symbol J∗ seems justiﬁed.
Proposition 3.15. Let G be a connected Lie group that acts on a Poisson manifold
X. If this action is Hamiltonian (i.e., if it has a momentum map), then G acts on
(X ,B) by Poisson symmetries (in the sense that (3.81) holds).
Proof. An easy computation shows that (3.82) holds. We omit the proof of the fact
that for connected Lie groups this “inﬁnitesimal” property is equivalent to (3.81);
this relies on the fact that G is generated by the image of the exponential map. 
The converse is not true: if G acts by Poisson symmetries, the action is not neces-
sarily Hamiltonian. For example, take X = R2, with the unusual Poisson bracket
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{ f ,g}(p,q) = p
(
∂ f
∂ p
∂g
∂q
− ∂ f
∂q
∂g
∂ p
)
, (3.91)
and let G = R act on R2 by b · (p,q) = (p,q+ b). This action satisﬁes (3.81), and
has a single generator δ =−∂/∂q. But there clearly is no function J ∈C∞(R2) such
that {J, f}=−∂ f/∂q (it should be J(p,q) =− log(p), which is singular at p= 0).
However, in most “everyday situations” momentum maps exist:
1. Take X =R6 =R3×R3, with coordinates x= (p,q), where p= (p1, p2, p2) and
q= (q1,q2,q3), equipped with the canonical Poisson bracket (3.34).
a. Let G= R6 act on X by
(a,b) · (p,q) = (p+a,q+b). (3.92)
This action is Hamiltonian, with momentum map
J(p,q) = (q,−p). (3.93)
b. Let G= SO(3) act on the same space X by
R · (p,q) = (Rp,Rq). (3.94)
Also this action is Hamiltonian, with momentum map
J(p,q) = p×q. (3.95)
2. Let G= SO(3) act on X =R3, equipped with the Poisson bracket (3.43), through
its deﬁning representation. This action has a momentum map
J(x) = x, (3.96)
where we have identiﬁed g with R3 by choosing the basis (3.66) of g, and have
identiﬁed g∗ with g (and hence with R3 also) by the usual inner product on R3.
3. The previous example is a special case of the Lie–Poisson structure. Let G be a
Lie group with Lie algebra g. Choose a basis (Ta) of g, with associated structure
constants Ccab deﬁned by the Lie bracket on g as
[Ta,Tb] =∑
c
CcabTc. (3.97)
We write θ in the dual vector space g∗ as θ = ∑a θaωa, where (ωa) is the dual
basis to a chosen basis (Ta) of g, i.e., ωa(Tb) = δab. In terms of these coordinates,
the Lie–Poisson bracket on C∞(g∗) is deﬁned by
{ f ,g}(θ) =Ccabθc
∂ f (θ)
∂θa
∂g(θ)
∂θb
. (3.98)
Equivalently, the Poisson bracket (3.98) may be deﬁned by the condition
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{Aˆ, Bˆ}= [̂A,B], (3.99)
where A,B ∈ g and Aˆ ∈C∞(g∗) is the evaluation map Aˆ(θ) = θ(A).
Now G canonically acts on g∗ through the coadjoint representation, deﬁned by
(x ·θ)(A) = θ(x−1Ax). (3.100)
This action is Hamiltonian with respect to the Lie–Poisson bracket (3.98), the
associated momentum map simply being the identity map g∗ → g∗, as in (3.96).
In other words, we have
JA = Aˆ, (3.101)
whose correctness may be veriﬁed from the computation
δAB˜(θ) =
d
dt
B˜(e−tA ·θ)|t=0 =
d
dt
θ(etABe−tA)|t=0
= θ([A,B]) = [̂A,B](θ) = {Aˆ, Bˆ}(θ)
= {JA, Bˆ}(θ).
4. Let X = T ∗Q for some manifold Q. e.g. Q= Rn and hence X = R2n. We take
G= Diff(Q), (3.102)
i.e., the diffeomorphism group of Q. This is an inﬁnite-dimensional Lie group (if
described in the right way). The deﬁning action of ϕ ∈G on Q induces an action
called ϕ∗ on T ∗Q, given (in coordinates) by
ϕ∗(p,q) = (p′,q′); (3.103)
(qi)′ = ϕ i(q); (3.104)
p′i =
n
∑
j=1
∂ (ϕ−1) j(q)
∂qi
p j. (3.105)
This may be taken as a deﬁnition, but in the language of differential geometry
this comes down to the neater prescription that if θ = ∑ j p jdq j ∈ T ∗q Q, then
ϕ∗θ ∈ T ∗ϕ(q)Q is the one-form that maps a vector X ∈ Tϕ(q)Q to θ(ϕ−1∗ (X)), i.e.,
(ϕ∗θ)(X) = θ(ϕ−1∗ (X)), (3.106)
where ϕ−1∗ (X) = ∑ j ϕ−1∗ (X) j∂/∂q j is given componentwise by, cf. (3.52),
ϕ−1∗ X
j =∑
j
∂ (ϕ−1) j(q)
∂qk
Xk. (3.107)
If Q = R3 and ϕ = R ∈ SO(3), then, using R−1 = RT , we ﬁnd that (3.104) -
(3.105) simply become R∗(p,q) = (Rp,Rq), as in (3.94).
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Furthermore, if ϕ(q) = q+ b, then the partial derivatives in (3.105) form the
identity matrix, so that ϕ∗(p,q) = (p,q+b). To show that the action of Diff(Q)
on T ∗Q is Hamiltonian and compute its momentum map, we need to know that
the Lie algebra of Diff(Q) is the space Vec(X) of all vector ﬁelds on Q, with
its canonical Lie bracket (3.61)! We will not prove this, but the exponential map
exp : g→G is given through the ﬂow ϕ of the vector ﬁeld ξ on Q by (cf. (3.20))
etξ = ϕt . (3.108)
Theorem 3.16. The action of Diff(Q) on T ∗Q has momentum map
JX (p,q) =−∑
j
p jX j(q), (3.109)
and hence is Hamiltonian. Moreover, this momentum map satisﬁes
{Jξ ,Jη}ξ =−J[ξ ,η ]. (3.110)
Proof. First note that ϕ−1t = ϕ−t , so from (3.71), (3.108), and (3.104) - (3.105),
δξ f (p,q) =
d
dt
f (ϕ∗−t(p,q))|t=0
=∑
i, j
∂ f
∂ pi
(p,q)
d
dt
(
∂ϕ jt (q)
∂qi
)
|t=0
p j +∑
i
∂ f
∂qi
(p,q)
d
dt
ϕ i−t(q)|t=0
=∑
i, j
p j
∂X j(q)
∂qi
∂ f
∂ pi
(p,q)−∑
j
X j(q)
∂ f
∂q j
(p,q).
From this and (3.109), using the canonical Poisson bracket (3.34) we ﬁnd
{Jξ , f}= δξ f .
Finally, verifying (3.110) is a simple exercise. .
Thus the momentum map is a generalization of (minus) the momentum, whence
its name; the quantity in (3.95) is (minus) the angular momentum. These annoying
minus signs could be removed by putting a minus sign in (3.86), but that would have
other negative (sic) consequences. For example, with our sign choice one often has
{JA,JB}= J[A,B], (3.111)
in which case the accompanying map (3.89) is a homomorphism of Lie algebras,
or, equivalently, J is a morphism with respect to the given Poisson bracket on X
and the Lie–Poisson bracket on g∗. Such a momentum map is called inﬁnitesimally
equivariant, for if G is connected, (3.111) is equivalent to the equivariance property
J(g · x) = g · J(x). (3.112)
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Here the G-action on g∗ on the right-hand side is the coadjoint representation.
All of this is true for our examples (3.95), (3.96), (3.101), and (3.109); in the
latter case we note that the Lie bracket in the Lie algebra of Diff(Q) is minus the
commutator of vector ﬁelds. However, (3.111) does not always hold (in which case
a fortiori also (3.112) fails). For example, it fails for (3.93): if we take the usual
basis (e, f)≡ (e1,e2,e3, f1, f2, f3) of g= R6 and relabel e j ≡ Qj and fi ≡−Pi, then
JPi(p,q) = pi; (3.113)
JQj(p,q) = q j, (3.114)
cf. (3.93), and hence, although [Pi,Pj] = [Qi,Qj] = [Pi,Qj] = 0, we obtain
{JPi ,JPj} = {JQi ,JQj}= 0; (3.115)
{JPi ,JQj} = δi j1R6 . (3.116)
Fortunately, in cases like that one can often ﬁnd a central extension Gϕ of G (see
§5.10 below for notation) that acts on X through its quotient group G and does have
an inﬁnitesimally equivariant momentum map. In the case at hand, the Heisenberg
group H3 does the job, whose central elements (0,0,c) then act trivially on R6. In
terms of the generators (3.68) we take JPi and JQj as in (3.113) - (3.114), and add
JZ = 1R6 ; according to (3.69) and (3.115) - (3.116) we then have (3.111), as desired.
Finally, the above formalism leads to a clean formulation of Noether’s Theorem,
providing the well-known link between symmetries and conserved quantities:
Theorem 3.17. Let X be a Poisson action equipped with a Hamiltonian action of
some Lie group G (so that there is a momentum map J :X → g∗). Suppose h∈C∞(X)
is G-invariant, in that h(γ ·x) = h(x) for each γ ∈G and x ∈ X. Then for each A ∈ g,
the function JA is constant along the ﬂow of the vector ﬁeld Xh. In other words,
JA(ϕt(x)) = JA(x) (3.117)
for any x ∈ X and any t ∈ R for which the ﬂow ϕt(x) of Xh is deﬁned.
Proof. Using all assumptions as well as the deﬁnition of a ﬂow, we compute:
d
dt
JA(ϕt(x)) = Xh(JA)(ϕt(x)) = δh(JA)(ϕt(x))
= {h,JA}(ϕt(x)) =−{JA,h}(ϕt(x))
=−δA(h)(ϕt(x)) = ddsh(e
sAϕt(x))|s=0
=
d
ds
h(ϕt(x))|s=0 = 0. 
For example, a Hamiltonian (3.38) has conserved (angular) momentum if the poten-
tial V is translation (rotation) invariant, reﬂecting (3.93) and (3.95), respectively.
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Notes
The traditional symplectic approach to classical mechanics, culminating in the mo-
mentum map, is exhaustively covered in Guillemin & Sternberg (1984) and Abra-
ham & Marsden (1985). A founding paper for Poisson geometry is Weinstein
(1983). The modern Poisson approach to mechanics may be found in Marsden &
Ratiu (1994), from which most of the material in this chapter originates.
Our proof of Proposition 3.11 is based on Navarro Gonza´lez & Sancho de Salas
(2003), §2.1. Burtscher (2009) is a nice survey of many similar results.
