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ABSTRACT
Zhou, Samson PhD, Purdue University, May 2018. Approximating Properties of Data
Streams. Major Professors: Greg N. Frederickson and Elena Grigorescu.
In this dissertation, we present algorithms that approximate properties in the
data stream model, where elements of an underlying data set arrive sequentially, but
algorithms must use space sublinear in the size of the underlying data set.
We ﬁrst study the problem of ﬁnding all k-periods of a length-n string S, presented
as a data stream. S is said to have k-period p if its preﬁx of length n − p diﬀers from
its suﬃx of length n − p in at most k locations. We give algorithms to compute the
k-periods of a string S using poly(k, log n) bits of space and we complement these
results with comparable lower bounds.
We then study the problem of identifying a longest substring of strings S and T of
length n that forms a d-near-alignment under the edit distance, in the simultaneous
streaming model. In this model, symbols of strings S and T are streamed at the same
time and form a d-near-alignment if the distance between them in some given metric
is at most d. We give several algorithms, including an exact one-pass algorithm that
uses O (d2 + d log n) bits of space.
We then consider the distinct elements and `p -heavy hitters problems in the sliding
window model, where only the most recent n elements in the data stream form the
underlying set. We ﬁrst introduce the composable histogram, a simple twist on the
exponential (Datar et al., SODA 2002) and smooth histograms (Braverman and
Ostrovsky, FOCS 2007) that may be of independent interest. We then show that the
composable histogram along with a careful combination of existing techniques to track
either the identity or frequency of a few speciﬁc items suﬃces to obtain algorithms for
both distinct elements and `p -heavy hitters that is nearly optimal in both n and .

xii
Finally, we consider the problem of estimating the maximum weighted matching
of a graph whose edges are revealed in a streaming fashion. We develop a reduction
from the maximum weighted matching problem to the maximum cardinality matching
problem that only doubles the approximation factor of a streaming algorithm developed
for the maximum cardinality matching problem. As an application, we obtain an
estimator for the weight of a maximum weighted matching in bounded-arboricity
graphs and in particular, a (48 + )-approximation estimator for the weight of a
maximum weighted matching in planar graphs.

1

1. INTRODUCTION
The digital age has given society access to increasingly larger sets of data. From social
media networks to the Human Genome Project, data is becoming far more available
than the development of our ability to process it.
Recent models have concluded that both memory and time are at a premium, and
we now seek to solve computational problems in as little memory or time as possible,
without sacriﬁcing signiﬁcant quality in the guarantee of the approximation result.
This motivates the need to study algorithms that use time or space sublinear in the
size of the input. The online model, where elements of an underlying data set arrive
sequentially and must irrevocably either be stored or discarded, is perhaps the most
stringent model. Unfortunately, many interesting problems do not admit meaningful
results, or cannot be formulated in the online model.
Nevertheless, underlying structure persists in staunch resistance to the expansion of
data; the same gene sequences are in the same proteins, graphs with a large expansion
parameter still contain the same edge distribution, etc. On the other hand, with more
data come more errors; there are more mutations within genes, more symbols exposed
to noise, more opportunities for human errors during translation, etc. If we cannot
even keep all of the original data, how can we possibly hope to identify structure
within noisy data?

1.1

The Streaming Model
In the more generous streaming model, the data still arrives sequentially but

algorithms are allowed to use space sublinear in the size of the input. Consider a
switch at an internet service provider that relays information from user inputs to the
desired outputs. Ideally, the internet service provider would provide data transmission
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without maintaining statistics about the data, but sometimes the provider may want
to approximately monitor statistics to properly respond to any high volume traﬃc
over long periods of time. Thus, the switch may be modiﬁed to maintain information
about packets (hopefully) without violating privacy.
Webpages may receive massive amounts of traﬃc that prohibit the retention of
all information. For example, Facebook has over 1 billion active users per day while
Google has over 3.5 billion queries daily. Traﬃc across these websites provide a wealth
of information available to data mining. For example, the problem of ﬁnding heavy
hitters, or frequent elements, is akin to ﬁnding certain Google queries or Facebook
activity that occurs with high frequency. One can then use this information to ﬁnd
trending interests, regional diﬀerences, or socioeconomic and political opinions.
On the other hand, much of the daily information is not interesting given a speciﬁc
goal query, and certainly should not be retained (nor is it aﬀordable to retain). Thus,
the data stream model may be helpful in ﬁnding algorithms that maintain a sketch
of the information seen without burdening space. A few passes over the input may
also be permitted, but frequently the more interesting results are the algorithms that
use only a single pass over the data since the data may be ﬂeeting. In fact, single
pass streaming approximation algorithms are well-known for the problems of heavy
hitters, `p estimation, distinct elements, maximum weighted matchings, low-rank
approximation, `p regression, and so forth. We now proceed to describe variants of
the streaming model.

Insertion-Only Model
In the insertion-only streaming model, updates to the data stream are somehow
elements that persist. For example, suppose the underlying data represents acquaintances in a social network. We can represent the social network as a graph, where
each node in the graph represents a separate user. We then form the social network
by connecting two users with an edge, when they become acquaintances. If we track
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the evolution of the social network over time, users will become acquaintances and so
new edges in the graph are formed. Correspondingly, the insertion-only model is a
data stream consisting of edges in the graph as they become known. At the end of
the stream, the point when we query the social network, the edges that have arrived
form the set of acquaintances.

Cash Register Model
In the cash register model, updates to the data stream persist, but may have
associated multiplicity. For example, consider a service provider that receives revenue
based on adware. The service would like to report or approximate the total clicks
of users on certain selected ads. However, the service may only receive information
about the number of clicks from user on a daily basis. Then each update to the data
stream consists of a user and the number of clicks performed on a particular day. The
underlying data set in the cash register model is also monotonic like the insertion-only
model, but updates may change the underlying data at a much higher or lower rate.
Thus, the cash register model may be seen as a generalization of the insertion-only
model.

Dynamic Stream Model
In the dynamic streaming model, updates to the data stream may revert to the
previous updates. For example, consider the social network presented in the insertiononly streaming model. Instead of tracking acquaintances, suppose we are tracking
friendships in a ﬁckle social network. Then updates to the data stream may be new
edges, when users become friends. However, updates to the data stream may also be
the deletion of existing edges, when two users are no longer friends. The dynamic
streaming model can also capture cash transactions, where updates to one’s existing
ﬁnancial status may be the deposit of new money, the withdrawal of existing money,
or even actions that create debt. Since the updates in the dynamic streaming model
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can also have associated multiplicity but may be positive or negative, it can be seen
as a generalization of the cash register model.

Sliding Window Model
The above models do not fully address applications in which data is time-sensitive,
such as network monitoring [1–3] and event detection in social media [4], where recent
data are considered more accurate and thus more valuable than data before a certain
time window. To investigate such models, Datar et al. [5] introduced the sliding
window model, parameterized by the size of window, W . The sliding window model
considers only the most recent W elements of the data stream instead of the stream
in its entirety. We call the most recent W elements active and the remaining elements
expired, so that any query is performed over the set of active items (referred to as the
current window) and ignores all expired elements.

1.2

Contributions and Results
We investigate approximation algorithms for problems that are well-studied in the

oﬄine model, but are becoming increasingly diﬃcult to solve due to the time and
space costs necessitated by these oﬄine models, and the corruptions to which data is
exposed. Speciﬁcally, we consider the following problems.

Pattern Matching
Since the development of the Human Genome Project, advances in biological
algorithms have quickened the sequencing for genes and proteins, leading to increasingly
large databases of strings representing both nucleic acids for DNA or RNA, and amino
acids for proteins. Tools to analyze these sequences, such as the basic local alignment
search tool (BLAST) [6], often require the removal of “low-complexity” regions (long
repetitive or palindromic structures). However, these long sequences frequently contain
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small perturbations through mutation or some other form of corruption (including
human error), so that identifying palindromes with a small amount of noise under
either Hamming distance or edit distance is important for preprocessing sequences
before applying the heuristic tools. In particular, the streaming model is relevant to
contemporary data-sequencing technologies for near-palindromes, as further discussed
in [7, 8].
Although a long line of active work focuses on ﬁnding long palindromes or exact
periodicity within data streams, we initiate the study of identifying structure in data
streams, resilient to models of noisy data. We previously present the ﬁrst streaming
algorithms for identifying the longest palindrome in data streams, resilient up to a
threshold of d substitution errors [9]. Here, we present the ﬁrst streaming algorithms
for identifying all periods of a string, resilient up to k persistent changes. These
results also appear in [10, 11]. Furthermore, we study algorithms for detecting the
similarity of two data streams that can be read somewhat in sync [12]. Namely, we
provide algorithms for identifying a longest common aligned substring of two inputs,
resilient up to d errors of insertions, substitutions, or deletions. For further details,
see Chapter 2.

`p Heavy Hitters
One important problem in big data is ﬁnding the elements that appear frequently.
Given some norm, elements in a data stream represent some underlying frequency
vector. Those elements whose frequency exceeds a certain fraction of the norm of the
underlying vector are known as heavy hitters. We study the problem of ﬁnding heavy
hitters in the sliding window model in near-optimal space. See Chapter 4 for more
details.

6
Distinct Elements
Similarly, ﬁnding the number of distinct elements in a data stream is a foundational
problem. The number of distinct elements provides a good approximation to the total
cardinality of the underlying data. We study the problem of ﬁnding heavy hitters
in the sliding window model in near-optimal space. More details are presented in
Chapter 4.

Maximum Matchings
Computing a maximum matching in a weighted graph is a fundamental problem
with many applications (for example, in partitioning large networks and VLSI circuits),
and it has also proved to be a valuable source of combinatorial techniques in the
study of graphs. Formally, in the maximum weighted matching problem, given an
undirected graph G(V, E) with edge weights w : E → R+ , a matching M in G is a set
of pairwise non-adjacent edges; that is, no two edges share a common vertex. The goal
P
is to output a matching M whose weight w(M ) = edge e∈M w(e) is maximum. Such
a matching is called a maximum weighted matching. If the graph G is unweighted,
the corresponding optimization is called the maximum cardinality matching problem.
The question of ﬁnding maximum cardinality matchings has been heavily studied in
the model of (insert-only) graph streams.
We show a simple reduction for estimating the maximum weighted matching to
the problem of estimating the maximum cardinality matching, using O(log n) factor
additional space, where n is the number of vertices in the graph. These results also
appear in [13] and [14]. For further details, see Chapter 5.

1.3

Organization
In Chapter 2, we focus on the problem of ﬁnding all k-periods of a length-n string

S, presented as a data stream. Formally, S is said to have k-period p if its preﬁx
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of length n − p diﬀers from its suﬃx of length n − p in at most k locations. We
give a one-pass streaming algorithm that computes the k-periods of a string S using
poly(k, log n) bits of space, for k-periods of length at most

n
.
2

We also present a

two-pass streaming algorithm that computes k-periods of S using poly(k, log n) bits
of space, regardless of period length. We complement these results with comparable
lower bounds.
In Chapter 3, we study the problem of identifying a longest substring of S and T
that forms a d-near-alignment under the edit distance, in the simultaneous streaming
model. In this model, symbols of strings S and T are streamed at the same time, and
the amount of available processing space is sublinear in the length of the strings. Two
strings S, T ∈ Σn form a d-near-alignment if the distance between them in some given
metric is at most d. We study the problem of identifying a longest substring of S and
T that forms a d-near-alignment under the edit distance metric, in the simultaneous
streaming model. We give several algorithms, including an exact one-pass algorithm
that uses O (d2 + d log n) bits of space. We couple these results with comparable lower
bounds.
In Chapter 4, we consider the distinct elements and `p -heavy hitters problems
in the sliding window model. We provide an algorithm that outputs a (1 + )approximation to the number of distinct elements in the sliding window model and
�

uses O 12 log n log 1 log log n + 1 log2 n bits of space. For `p -heavy hitters with 0 <
�
�

p ≤ 2, we provide an algorithm using space O 1p log2 n log log n + log 1 . We also
�

show nearly optimal lower bounds of Ω 1 log2 n + 12 log n for distinct elements and
�

Ω 1p log2 n for `p -heavy hitters.
Finally, in Chapter 5, we consider the problem of estimating the weight of a
maximum weighted matching of a weighted graph G(V, E) while using space o(n). We
develop a reduction from the maximum weighted matching problem to the maximum
cardinality matching problem that only doubles the approximation factor of a streaming
algorithm developed for the maximum cardinality matching problem. Our results hold
for the insertion-only and the dynamic streaming models.
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2. PERIODICITY IN THE STREAMING MODEL
2.1

Introduction
In this chapter we are interested in ﬁnding (possibly imperfect) periodic trends in

sequences given as streams. Informally, a sequence is said to be periodic if it consists
of repetitions of a block of characters; e.g., abcabcabc consists of repetitions of abc,
of length 3, and thus has period 3. The study of periodic patterns in sequences is
valuable in ﬁelds such as string algorithms, time series data mining, and computational
biology. The question of ﬁnding the smallest period of a string is a fundamental
building block for many string algorithms, especially in pattern matching, such as the
classic Knuth-Morris-Pratt [15] algorithm. The general technique for many pattern
matching algorithms is to ﬁnd the periods of preﬁxes of the pattern in a preprocessing
stage, then use them as a guide for ruling out locations where the pattern cannot
occur, thus improving eﬃciency.
While ﬁnding exact periods is fundamental to pattern matching, in real life, it
is unrealistic to expect data to be perfectly periodic. In this chapter, we assume
that even when there is a ﬁxed period, data might subtly change over time. In
particular, we might see mismatches, deﬁned as locations in the sequence where a
block is not the same as the previous block. For instance, while abababababab is
perfectly periodic, abababadadad contains one mismatch where ab becomes (and stays)
ad. This model captures periodic events that undergo permanent modiﬁcations over
time (e.g., statistics that remain generally cyclic but experience infrequent permanent
changes or errors). We consider our problem in the streaming setting, where the input
is received in a sequential manner, and is processed using sublinear space.
Our problem generalizes exact periodicity studied in [16], where the authors give a
�

one-pass, O log2 n -space algorithm for ﬁnding the smallest exact period of stream S
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of length n, when the period is at most n/2, as well as a linear space lower bound
when the period is longer than n/2. They use two standard and equivalent deﬁnitions
of periodicity: S has period p if it is of the form B ` B 0 where B is a block of length p
that appears ` ≥ 1 times in a row, and B 0 is a preﬁx of B. For instance, abcabcabcab
has period 3 where B = abc, and B 0 = ab. Equivalently, the length n − p preﬁx of
S is identical to its length n − p suﬃx. These deﬁnitions imply that at most k of
the repeating blocks diﬀer from the preceding ones. According to this deﬁnition, for
instance, abcabdabdae is 2-periodic with period 3, with the mismatches occurring at
positions 6 and 11.
In order to allow mismatches in S while looking for periodicity in small space, we
utilize the ﬁngerprint data structure introduced for pattern matching with mismatches
by [17, 18]. Ideally, one would hope to combine results from [16] and [18] to readily
obtain an algorithm for detecting k-periodicity. Unfortunately, reasonably direct
combinations of these techniques do not seem to work. This is due to the fact that, in
the presence of mismatches, the essential structural properties of periods break down.
For instance, in the exact setting, if S has periods p and q, it must also have period
r, where r is any positive multiple of p or q. It must also have period d = gcd(p, q).
These are not necessarily true when there are mismatches; as an example consider the
following.
6 S[i + 2] (over all
Example 2.1.1 S = aaaaba has only one mismatch where S[i] =
non range-violating values of i); likewise where S[i] 6= S[i + 3], thus S is 1-periodic
with periods 2 and 3. S is not 1-periodic with period 1 = gcd (2, 3) as it has two
mismatches where S[i] 6= S[i + 1].
In the exact setting the smallest period t determines the entire structure of S as all
other periods must be multiples of t. This property does not necessarily hold when
we allow mismatches, thus the smallest period does not carry as much information as
in the exact case. Similarly, overlaps of a pattern with itself in S exhibits a much less
well-deﬁned periodic structure in the presence of mismatches. This makes it much
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harder to achieve the fundamental space reduction achievable in exact periodicity
computation, where this kind of structure is crucially exploited.

2.1.1

Our Results

Given the structural challenges introduced by the presence of mismatches, we
ﬁrst focus on understanding the unique structural properties of k-periods and the
relationship between the period p, and the number of mismatches k (See Theorem 2.4.2).
This understanding gives us tools for “compressing” our data into sublinear space.
We proceed to present the following on a given stream S of length n:
(1) a two-pass streaming algorithm that computes all k-periods of S regardless of
�

period length, using O k 4 log9 n space (see Section 2.4)
(2) a one-pass streaming algorithm that computes all k-periods of length at most
�

n/2 of S using O k 4 log9 n space (see Section 2.5)
(3) a lower bound that any one-pass streaming algorithm that computes all k-periods
of S requires Ω(n) space (see Section 2.7)
√
(4) a lower bound that for k = o( n) with k > 2, any one-pass streaming algorithm
that computes all k-periods of S with probability at least 1 − 1/n requires
Ω(k log n) space, even under the promise that the k-periods are of length at
most n/2. (see Section 2.7)
Given the above results, it is trivial to modify the algorithms to return, rather than
all k-periods, the smallest, largest, or any particular k-period of S.

2.1.2

Related Work

Our work extends two natural directions in sublinear algorithms for strings: on
one hand the study of the repetitive structure of long strings, and on the other hand

11
the notion of approximate matching of patterns, in which the algorithm can detect a
pattern even when some of it got corrupted.
In the ﬁrst line of work, Ergün et al. [16] initiate the study of streaming algorithms
for detecting the period of a string, using poly(log n) bits of space. Indyk et al. [19]
also studied mining periodic patterns in streams, [20] studied periodicity in time-series
databases and online data, and Crouch and McGregor [21] study periodicity via
linear sketches. [22] and [23] studied the problem of distinguishing periodic strings
from aperiodic ones in the property testing model of sublinear-time computation.
Furthermore, [24] studied approximate periodicity in RAM model under the Hamming
and swap distance metrics.
The pattern matching literature is a vast area (see [25] for a survey) with many
variants. Following the pattern matching streaming algorithm of Porat and Porat [17],
Cliﬀord et al. [18] recently show improved streaming algorithms for the k-mismatch
problem, as well as oﬄine and online variants. We adapt the use of sketches from [18]
though there are some other works with diﬀerent sketches for strings ( [26], [27], [28]
and [29]). [30] also showed several lower bounds for online pattern matching problem.
This line of work is also related to the detection of other natural patterns in strings,
such as palindromes or near palindromes. Berenbrink et al. [31] initiate the study of
this problem and give sublinear-space algorithms, while [32] show lower bounds. In
recent work, [9] extend this problem to ﬁnding near-palindromes (i.e., palindromes
with possibly a few corrupted entries).
Many ideas used in these sublinear algorithms stem from related work in the
classical oﬄine model. The well-known KMP algorithm [15] initially used periodic
structures to search for patterns within a text. Galil et al. [33] later improved the
space performance of this pattern matching algorithm. Recently, [34] also used the
properties of periodic strings for pattern matching when the strings are compressed.
These interesting properties have allowed several algorithms to satisfy some non-trivial
requirements of respective models (see [35], [36] for example).
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2.2

Preliminaries
We assume our input is a stream S[1, . . . , n] of length |S| = n over some alphabet

Σ. The ith character of S is denoted S[i], and the substring between locations i and
j (inclusive) S[i, j]. Two strings S, T ∈ Σn are said to have a mismatch at index i if
S[i] 6= T [i], and their Hamming distance is the number of such mismatches, denoted
HAM (S, T ) = {i | S[i] 6= T [i]} . We denote the concatenation of S and T by S ◦ T .
S is said to have period p if S[x] = S[x + p] for all 1 ≤ x ≤ n − p; more succinctly, if
S[1, n − p] = S[p + 1, n]. In general, we say S has k-period p (i.e., S has period p with
k mismatches) if S[x] = S[x + p] for all but at most k valid indices x. Equivalently, S
has k-period p if and only if HAM (S[1, n − p], S[p + 1, n]) ≤ k.
Observation 2.2.1 If p is a k-period of S, then at most k of the sequence of substrings
S[1, p], S[p + 1, 2p], S[2p + 1, 3p], . . . can diﬀer from the previous substring in the
sequence.
When obvious from the context, given k-period p, we denote as a mismatch a position
i for which S[i] 6= S[i + p].
Example 2.2.1 The string S = aaaaaabbccd has 3-period equal to 1, since S[i] =
S[i + 1] for all valid locations i except mismatches at i = 6, 8, 10. On the other hand,
S = abcabcadcabc has 2-period equal to 3 since S[i] = S[i + 3] for all valid i except
mismatches i = 5, 8.
The following observation notes that the number of mismatches between two strings is
an upper bound on the number of mismatches between their preﬁxes of equal length.
Observation 2.2.2 If p is a k-period of S, then for any x ≤ n − p, the number of
mismatches between S[1, x] and S[p + 1, p + x] is at most k.
Given two integers x and y, we denote their greatest common divisor by gcd (x, y).
We repeatedly use data structures and subroutines that use Karp-Rabin ﬁngerprints.
For more about the properties of Karp-Rabin ﬁngerprints see [37], but for our purposes,
the following suﬃce:
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Theorem 2.2.2 ( [18]) Given two strings S and T of length n, there exists a data
�

structure that uses O k log6 n bits of space, and outputs whether HAM (S, T ) > k or
HAM (S, T ) ≤ k, along with the set of locations of the mismatches in the latter case.
From here, we use the term ﬁngerprint to refer to this data structure.

2.2.1

The k-Mismatch Algorithm

For our string-matching tasks, we utilize an algorithm from [18], whose parameters
are given in Theorem 2.2.3. For us, string matching is a tool rather than a goal; as a
result, we require additional properties from the algorithm that are not obvious at ﬁrst
glance. In Corollary 2.2.4 we consider these properties. Throughout our algorithms
and proofs, we frequently refer to this algorithm as the k-Mismatch Algorithm.
Theorem 2.2.3 [18] Given a pattern P of length `, a text T of length n and some
mismatch threshold k, there exists an algorithm that, with probability 1 − n12 , outputs
�

all indices i such that HAM (T [i, i + ` − 1], P ) ≤ k using O k 2 log8 n bits of space.
Whereas the pattern in the k-Mismatch Algorithm is given in advance and can be
preprocessed before the text, in our case the pattern is a preﬁx of the text, and the
algorithm must return any matches of this pattern, starting possibly at location 2, well
within the original occurrence of the pattern itself. (Consider text ‘abcdabcdabcdabcd’
and the pattern ‘abcdabcd,’ the ﬁrst six characters of the text. The ﬁrst match starts
at location 4, but the algorithm does not ﬁnish reading the full pattern until it has
read location 6.) To eliminate a potential problem due to this requirement, we make
modiﬁcations so that the algorithm can search for all matches in S of a preﬁx of S.
Corollary 2.2.4 Given a string S and an index x, there exists an algorithm which,
with probability 1 − n12 , outputs all indices i where HAM (S[1, x], S[i + 1, i + x]) ≤ k
�

using O k 2 log8 n bits of space.
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Proof We claim that the algorithm of Theorem 2.2.3 can be arranged and modiﬁed
to output all such indices i. We need to input S[1, x] as the pattern and S[2, n] as the
text for this algorithm.
Thus, it suﬃces to argue that the data structure for the pattern is built in an
online fashion. That is, after reading each symbol of the pattern, the data structure
corresponding to the preﬁx of the pattern that has already been read is updated and
ready to use. Moreover, the process of building the data structure for the text should
not depend on the pattern. The only dependency between these two processes can
be that they need to use the same randomness. Therefore, the algorithm only needs
to decide the randomness before starting to process the input and share it between
processes.
The algorithm of Theorem 2.2.3 has a few components, explained in the proof of
Theorem 1.2 in [18]. Here, we go through these components and explain how they
satisfy the conditions we mentioned.
The main data structure for this algorithm is also used in Theorem 2.2.2. In this
data structure, each symbol is partitioned to various subpatterns determined by the
index of the symbol along with predetermined random primes. Each subpattern is
then fed to a dictionary matching algorithm. The dictionary entries are exactly the
subpatterns of the original patterns and thus can be updated online.
The algorithm also needs to consider run-length encoding for each of these subpatterns in case they are highly periodic. It is clear that run-length encoding can be
done independently for the pattern and the text.
Finally the approximation algorithm (Theorem 1.3 of [18]) uses a similar data
structure to Theorem 2.2.2, but with diﬀerent magnitudes for primes. Thus, the entire
algorithm can be modiﬁed to run in an online fashion.
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2.3

Our Approach
Our approach to ﬁnd all the k-periods of S is to ﬁrst determine a set T of candidate

k-periods, which is guaranteed to be a superset of all the true k-periods. We ﬁrst
describe the algorithm to ﬁnd the k-period in two passes. In the ﬁrst pass, we let T
be the set of indices π that satisfy
HAM (S[1, x], S[π + 1, π + x]) ≤ k,
for some appropriate value of x that we specify later. Note that by Observation 2.2.2,
all k-periods must satisfy the above inequality. We show that even though T may be
linear in size, we can succinctly represent T by adding a few additional indices into
T . We then show how to use the compressed version of T during the second pass to
verify the candidates and output the true k-periods of S.
This strategy does not work if we are allowed only one pass; by the time we
discover a candidate k-period p, it may be too late for us to start collecting the extra
data needed to verify p (in the two-pass version this is not a problem, as the extra
pass allows us to go back to the start of S and any needed data). We approach
this problem by utilizing a trick from [16] of identifying candidate periods p using
non-uniform criteria depending on the value of p. Using this idea, once a candidate
period is found, it is not too late to verify that it is a true k-period, and the data can
still be compressed into sublinear size.
Perhaps the biggest hidden challenge in the above approach is due to the major
structural diﬀerences between exactly periodic and k-periodic strings; k-periodic
strings show much less structure than exactly periodic strings. As a result, incremental
adaptations of existing techniques on periodic strings do not yield corresponding
schemes for k-periodic strings. In order to achieve small space, one needs to explore
the weaker structural properties of k-periodic streams. A large part of the eﬀort in this
work is in formalizing said structure (see Section 2.6), culminating in Theorem 2.6.2
and its proof, as well as exploring its application to our algorithms.
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To show lower bounds for randomized algorithms ﬁnding the smallest k-period,
we use a strategy similar to that in [16], using a reduction from the Augmented
Index Problem. To show lower bounds for randomized algorithms ﬁnding the smallest
k-period given the promise that the smallest k-period is at most

n
,
2

we use Yao’s

Principle [38].

2.4

Two-Pass Algorithm to Compute k-Periods
�

In this section, we provide a two-pass, O k 4 log9 n -space algorithm to output all

k-periods of S. The general approach is to ﬁrst identify a superset of the k-periods of
S, based on the self-similarity of S, detected via the k-Mismatch algorithm of [18] as a
black box. Unfortunately, while this tool allows us to match parts of S to each other,
we get only incomplete information about possible periods, and this information is not
readily stored in small space due to insuﬃcient structure. We explore the structure
of periods with mismatches in order to come up with a technique that massages our
data into a form that can be compressed in small space, and is easily uncompressed.
During the second pass, we go over S as well as the compressed data to verify the
candidate periods.
We consider two classes of periods by their length, and run two separate algorithms
in parallel. The ﬁrst algorithm identiﬁes all k-periods p with p ≤ n2 , while the second
algorithm identiﬁes all k-periods p with p > n2 .

2.4.1

Finding Small k-periods

Our algorithm for ﬁnding periods of length at most n/2 proceeds in two passes. In
the ﬁrst pass, we identify a set T of candidate k-periods, and formulate its compressed
representation, T C . In the second pass, we recover each index from T C and verify
whether or not it is a k-period. We need T and T C to satisfy four properties.
(1) All true k-periods (likely accompanied by some candidate k-periods that are
false positives) are in T .
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(2) T C can be stored in sublinear space.
(3) T can be fully recovered from T C in small space.
(4) The veriﬁcation process in the second pass weeds out those candidates that are
not true periods in sublinear space.
We now describe our approach and show how it satisﬁes the above properties.

2.4.2

Pass 1: Property 1.

We crucially observe that any k-period p must satisfy the requirement
HAM (S[1, x], S[p + 1, p + x]) ≤ k
for all x ≤ n − p, and speciﬁcally for x = n2 . This observation allows us to refer to
indices as periods, as the index p + 1 where the requirement is satisﬁed corresponds to
(possible) k-period p. For the remainder of this algorithm, we set x = n2 , and designate
the indices p + 1 that satisfy the requirement with x =

n
2

as candidate k-periods;

collectively these indices serve as T . Since satisfying this requirement is necessary but
not suﬃcient for a candidate to be a real k-period, Property 1 follows.

2.4.3

Pass 1: Property 2.

Observe that T could be linear in size, so we cannot store each index explicitly.
We observe that if our indices followed an arithmetic progression, they could be kept
implicitly in very succinct format (as is the case where there are no mismatches).
Unfortunately, due to the presence of mismatches in S, such a regular structure does
not happen. However, we show that it is still possible to implicitly add a small number
of extra indices to our candidates and end up with an arithmetic series and allow for
succinct representation. Our algorithm produces several such series, and represents
each one in terms of its ﬁrst index and the increment between consecutive terms,
obtaining T C from T , with the details given below.
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In order to compress T into T C , we partition [1, x] into the 2mk + 2 disjoint
h

(j+1)x
jx
intervals Hj = 2(mk+1) + 1, 2(mk+1) , where m = log n. The goal is, possibly through
the addition of extra candidates, to represent the candidates in each interval as a
single arithmetic series. This series will be represented by its ﬁrst term, as well as
the increment between its consecutive terms, πj . As each new candidate arrives, we
update πj (except for the ﬁrst update, πj never increases, and it may shrink by an
integer factor). Throughout the process, we maintain the invariant, by updating πj ,
that the arithmetic sequence represented in Hj contains all candidates in Hj output
by the k-Mismatch algorithm. Then it is clear that T C and {πj } take sublinear space,
satisfying Property 2.

2.4.4

Pass 1: Property 3.

It remains to describe how to update πj . The ﬁrst time we see two candidates
in Hj , we set πj to be the increment between the candidates (before, it is set to -1).
Each subsequent time we see a new candidate index in the interval Hj , we update
πj to be the greatest common divisor of πj and the increment between the candidate
and the smallest index in T ∩ Hj , which is kept explicitly. For instance, if our ﬁrst
candidate index is 10, and afterwards we receive 22, 26, 32 (assume the interval ends
at 35), our πj values over time are -1, 12, 4, 2. Ultimately, the candidates that we
will be checking in Pass 2 will be 10, 12, 14, 16, 18, . . . , 34. For another example, see
Figure 2.1. We now need to show that the above invariant is maintained throughout
the algorithm. To do this, we show that any k-period p ∈ Hj is an increment of some
multiple of πj away from the smallest index in T ∩ Hj . Then, if we insert implicitly
into T all indices in Hj whose distance from the smallest index in T ∩ Hj is a multiple
of πj , we will guarantee that any k-period in Hj will be included in T .
We now show that any k-period p is implicitly represented in, and can be recovered
from T C and the values {πj } at the end of the ﬁrst pass.
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H1

H3

H4

H5
...

S:
1 π1

π2

π3

π4 = −1

π5

Fig. 2.1. Observe that all dots in each interval are equally spaced after the
ﬁrst. These dots represent T c : the black dots represent T , while the white
dots are added to convert the irregularly spaced black dots into regularly
spaced dot sequences.

Lemma 2.4.1 If p <

n
2

is a k-period and p ∈ Hj , then p can be recovered from T C

and πj .
Proof Since p ∈ Hj is a k-period, then it satisﬁes HAM (S[1, n − p], S[p + 1, n]) ≤ k.
More speciﬁcally, i = p satisﬁes
 h ni h
i
n
HAM S 1,
, S i + 1, + i ≤ k
2
2
and will be reported by the k-Mismatch Algorithm. If there is no other index in
T C ∩ Hj , then p will be inserted into T C in the ﬁrst pass, so p can clearly be recovered
from T C .
On the other hand, if there is another index q in T C ∩ Hj , then πj will be updated
to be a divisor of the pairwise distances. Hence, the increment p − q is a multiple of πj .
Any change that might later happen to πj will be due to a gcd operation, and thus,
will reduce it by a factor by at least 2. Thus, p − q will remain a multiple of the ﬁnal
value of πj , and p will be recovered at the end of the ﬁrst pass as a member of T .
Thus Property 3 is satisﬁed. The ﬁrst pass algorithm in full appears below.
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(To determine any k-period p with p ≤ n2 ):
First pass:
(1) Initialize πj = −1 for each 0 ≤ j < 2k log n + 2.
(2) Initialize T C = ∅.
(3) For each index i such that (using the k-Mismatch algorithm)
 h ni h
i
n
HAM S 1,
, S i + 1, + i ≤ k
2
2
For the integer j for which i is in the interval


jn
(j + 1)n
+ 1,
:
Hj =
4(k log n + 1)
4(k log n + 1)
(a) If there exists no candidate t ∈ T C in the interval Hj , then add i to
T C.
(b) Otherwise, let t be the smallest candidate in T C and either πj = −1
or πj > 0. If πj = −1, then set πj = i − t. Otherwise, set πj =
gcd (πj , i − t).

2.4.5

Pass 2: Property 4.

Our task in the second pass is to verify whether each candidate recovered from T C
and {πj } is actually a k-period or not. Thus, we must simultaneously check whether
HAM (S[1, n − p], S[p + 1, n]) ≤ k for each candidate p, without using linear space.
Fortunately, Theorem 2.4.2 states that at most 32k 2 log n + 1 unique ﬁngerprints for
substrings of length πj are suﬃcient to recover the ﬁngerprints of both S[1, n − p] and
S[p + 1, n] for any p ∈ Hj .
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Before detailing, we ﬁrst state a structural property, whose proof we defer to
Section 2.6. This property states that the greatest common divisor of the pairwise
diﬀerence of any candidate k-periods within Hj must be a (32k 2 log n + 1)-period.
Theorem 2.4.2 For some 0 ≤ j < 2mk + 2, let
Ij = {i ∈ Hj | HAM (S[1, x], S[i + 1, i + x]) ≤ k} .
For any p1 < . . . < pm ∈ I, the greatest common divisor d of p2 −p1 , p3 −p1 . . . , pm −p1
satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ 32mk 2 + 1.
Observe that πj is exactly d. Moreover, each time the value of πj changes, it gets
divided by an integer factor at least equal to 2, ending up ﬁnally as a positive integer.
Since πj ≤ n, this change can occur at most log n times, and so m ≤ log n. We now
show that we can verify all candidates in sublinear space.
Lemma 2.4.3 Let pi be a candidate k-period for a string S, with p1 < p2 < . . . < pm
all contained within Hj . Given the ﬁngerprints of S[1, n − p1 ] and S[p1 + 1, n], we
can determine whether or not S has k-period pi for any 1 ≤ i ≤ m by storing at most
32k 2 log n + 1 additional ﬁngerprints.
Proof Consider a decomposition of S into substrings wi of length pi , so that S =
w1 ◦ w2 ◦ w3 ◦ . . .. Note that each index i for which wi =
6 wi+1 corresponds with at least
one mismatch. It follows from Observation 2.2.1 that there exist at most k indices i
for which wi 6= wi+1 . Thus, recording the ﬁngerprints and locations of these indices i
suﬃce to determine whether or not there are k mismatches for candidate period pi .
By Theorem 2.4.2, the greatest common divisor of the diﬀerence between each
term in I is a (32k 2 log n + 1)-period πj . Thus, S can be decomposed S = v ◦ v1 ◦ v2 ◦
v3 ◦ . . . so that v has length p1 , and each substring vi has length πj . It follows from
Observation 2.2.1 that there exist at most 32k 2 log n + 1 indices i for which vi 6= vi+1 .
Therefore, recording the ﬁngerprints and locations of these indices i allow us to recover
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the ﬁngerprint of S[1, n − pi ] from the ﬁngerprint of S[1, n − pi−1 ], since pi − pi−1 is
a multiple of πj . Similarly, we can recover the ﬁngerprint of S[pi + 1, n] from the
ﬁngerprint of S[pi−1 + 1, n]. Hence, we can conﬁrm whether or not pi is a k-period.
The second pass algorithm in full follows.
(To determine all the k-periods p with p ≤ n2 ):
Second pass:
(1) For each t such that t ∈ T C :
(a) Let j be the integer for which t is in the interval


jn
(j + 1)n
Hj =
+ 1,
4(k log n + 1)
4(k log n + 1)
(b) If πj > 0, then record up to 32k 2 log n + 1 unique ﬁngerprints of length
πj and of length t, starting from t.
(c) Otherwise, record up to 32k 2 log n + 1 unique ﬁngerprints of length t,
starting from t.
(d) Check if HAM (S[1, n − t], S[t + 1, n]) ≤ k and return t if this is true.
(2) For each t which is in interval Hj =

h

jn
4(k log n+1)

+ 1, 4(k(j+1)n
log n+1)



for some

integer j:
If there exists an index in T C ∩ Hj whose distance from t is a multiple of
πj , then check if HAM (S[1, n − t], S[t + 1, n]) ≤ k and return t if this is
true.
This proves Property 4. Next, we show the correctness of the algorithm for small
k-periods.
Lemma 2.4.4 For any k-period p ≤ n2 , the algorithm outputs p.


Proof Since the intervals {Hj } cover 1, n2 , then p ∈ Hj for some j. It follows from
Lemma 2.4.1 that after the ﬁrst pass, p can be recovered from T and πj . Thus, the
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second pass tests whether or not p is a k-period. By Lemma 2.4.3, the algorithm
outputs p, as desired.

2.4.6

Finding Large k-periods

As in the previous discussion, we would like to pick candidate periods during our
ﬁrst pass. However, if a k-period p satisﬁes p > n2 , then clearly it will no longer satisfy

as p +

n
2

 h ni h
n i
HAM S 1,
, S p + 1, p +
≤ k,
2
2


> n, and S p + n2 is undeﬁned. Instead, recall that
HAM (S[1, x] = S[p + 1, p + x]) ≤ k

for all x ≤ n − p. Ideally, when choosing candidate periods p based on their satisfying
this formula, we would like to use as large an x as possible without exceeding n − p,
but we cannot do this without knowing the value of p. Instead, [16] observes we
can try exponentially decreasing values of x: we run log n instances of the algorithm
sequentially, with x = n2 , n4 , . . ., since one of these values of x must be the largest one
that does not lead to an illegal index of S. Therefore, the desired instance produces p,
while all other instances do not.
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(To determine a k-period p if p > n2 ):
First pass:
(m)

(1) Initialize πj

= −1 for each 0 ≤ j < 2k log n + 2 and 0 ≤ m ≤ log n.

(2) Initialize TmC = ∅.
(3) For each index i, let r be the largest m such that

n
2

+ n4 + . . . + 2nr ≤ i. Using

the k-Mismatch algorithm, check whether
 h ni h
n i
HAM S 1, r , S i + 1, i + r
≤ k.
2
2
If so, let R =

n
2

+

n
4

+ ... +

n
2r −1

and j be the integer for which i is in the

interval
(r)
Hj


= R+

nj
n(j + 1)
+ 1, R + r+1
r+1
2 (k log n + 1)
2 (k log n + 1)



(r)

(a) If there exists no candidate t ∈ TrC in the interval Hj , then add i to
TrC .
(r)

(b) Otherwise, let t be the smallest candidate in TrC and either πj = −1
(r)

(r)

(r)

πj

(r)

> 0. If πj = −1, then set πj


(r)
= gcd πj , i − t .

or πj

= i − t. Otherwise, set


 

This partition of [1, n] into the disjoint intervals 1, n2 , n2 + 1, n2 + n4 , . . . guarantees that any k-period p is contained in one of these intervals. Moreover, the intervals
(r)

{Hj } partition
hn
2

+

n
n n
ni
+ . . . + r−1 , + . . . + r ,
4
2
2
2
(r)

and so p can be recovered from TrC and {πj }. We now present the algorithm for the
second-pass to ﬁnd all k-periods p for which p > n2 .
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Second pass:
(1) For each t and any r such that t ∈ TrC :
(a) For each w such that w ∈ W, implicitly determine the value of S[w]
with respect to t.
(b) Let R =

n
2

+

n
4

+ ... +

n
2r−1

and j be the integer for which t is in the

interval
(r)
Hj


= R+

nj
n(j + 1)
+ 1, R + r+1
r+1
2 (k log n + 1)
2 (k log n + 1)



(r)

(c) If πj > 0, then record up to 32k 2 log n + 1 unique ﬁngerprints of length
(r)

πj

and of length t, starting from t.

(d) Otherwise, record up to 32k 2 log n + 1 unique ﬁngerprints of length t,
starting from t.
(e) Check if S[1, n − t] = S[t + 1, n] and return t if this is true.
(2) For each t which is in interval


nj
n(j + 1)
(r)
Hj = R + r+1
+ 1, R + r+1
2 (k log n + 1)
2 (k log n + 1)
for some integer j:
(r)

(a) If there exists an index in TrC ∩ Hj

whose distance from t is a multiple

(r)

of πj , then check if S[1, n − t] = S[t + 1, n] and return t if this is true.

Since correctness follows from the same arguments as the case where p ≤ n2 , it
remains to analyze the space complexity of our algorithm.
Theorem 2.4.5 There exists a two-pass algorithm that outputs all the k-periods of a
�

given string using O k 4 log9 n space.
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Proof In the ﬁrst pass, for each Tm , we maintain a k-Mismatch algorithm which
�

requires O k 2 log8 n bits of space, as in Corollary 2.2.4. Since 1 ≤ m ≤ log n,
�

we require O k 2 log9 n bits of space in total. In the second pass, we keep up to
O (k 2 log n) ﬁngerprints for any set of indices in Tm . Each ﬁngerprint requires space
�

O k log6 n and there may be O (k log n) indices in Tm for each 1 ≤ m ≤ log n, for a
�

�

total of O k 4 log7 n bits of space. Thus, O k 4 log9 n bits of space suﬃce for both
passes.

2.5

One-Pass Algorithm to Compute k-Periods
We now give a one-pass algorithm that outputs all the k-periods smaller than

n
.
2

Similar to two-pass algorithm, we have two processes running in parallel. The

ﬁrst process handles all the k-periods p with p ≤ n4 , while the second process handles
the k-periods p with p > n4 . Both processes are designed again based on the crucial
observation that all the k-periods p must satisfy HAM (S[1, x], S[p + 1, p + x]) ≤ k
for all x ≤ n − p. In the ﬁrst process, we set x = n2 and ﬁnd all indices i such that




S i + 1, i + n2 has at most k mismatches from S 1, n2 .
The second process cannot use the same approach, because the k-Mismatch
Algorithm reports that index i is a candidate after reading position

n
2

+ i, at which

point we have already passed n − i. This means that the ﬁngerprint of S[1, n − i]
cannot be built. For example, see Figure 2.2.
S[1, n − i]

Recognizes i is candidate

S:
1

i+1

n−i

i+

n
2

n



S i + 1, i + n2
Fig. 2.2. When i is recognized as a candidate, the algorithm has already
passed n − i and cannot build S[1, n − i].
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Thus, for a ﬁxed p in the second process, if we set x to be the largest power of two
which does not exceed n − 2p, the k-mismatch algorithm could report p. However, we
cannot do this without knowing the value of p.
Building oﬀ the ideas in [16], we run log n instances of the algorithm in parallel,
with x = 1, 2, 4, . . ., then one of these values of x must correspond to the instance of
k-mismatch algorithm that recognizes p and reports it for later veriﬁcation.

2.5.1

Finding Small k-periods

We consider all the k-periods p with p ≤

n
4

for this subsection. Run the k-Mismatch

algorithm to ﬁnd
n
 h ni h
o
n
n i
T = i i ≤ , HAM S 1,
, S i + 1, i +
≤k .
4
2
2


Upon ﬁnding an index i ∈ T , the algorithm uses the ﬁngerprint for S i + 1, i + n2 to
continue building S[i + 1, n]. Simultaneously, it builds S[1, n − i], and checks whether
HAM (S[1, n − i], S[i + 1, n]) ≤ k. The algorithm identiﬁes that i ∈ T upon reading
character i +

n
2

− 1. Since i ≤ n4 , then i +

n
2

−1<

3n
4

≤ n − i. Thus, the algorithm

can identify i in time to build S[1, n − i]. By Theorem 2.4.2, these entries can be
computed from a sequence of compressed ﬁngerprints.

2.5.2

Finding Large k-periods

Now, consider all the k-periods p with
Im =

hn
2

n
4

< p ≤ n2 . Let

− 2m + 1,

i
n
− 2m−1
2

and for 1 ≤ m ≤ log n − 1, deﬁne
Tm = {i |i ∈ Im , HAM (S[1, 2m ], S[i + 1, i + 2m ]) ≤ k} .
Let πm be a k-period of S[1, 2m ]. We ﬁrst consider the case where πm ≥
the case where πm <

2m
.
4

2m
4

and then
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Observation 2.5.1 [18] If p is a k-period for S[1, n/2], then each i such that
 h ni h
n i k
HAM S 1,
, S i + 1, i +
≤
2
2
2
must be at least p symbols apart.
By Observation 2.5.1, if πm ≥
i ∈ Tm by index

n
2

2m
,
4

then |Tm | ≤ 4. Moreover, we can detect whether

− 2m−1 + 2m . On the other hand, n − i ≥

n
2

+ 2m + 1, and so we

can properly build S[1, n − i].
Now, suppose πm <

2m
.
4

Since Tm may be linear in size, we use the same trick

to obtain a succinct representation, whose properties satisfy those in Section 2.4,
while including a few additional indices. Let S[2m + 1, 2m+1 ] = w1 w2 . . . wt w0 , where
each wi has length πm and for 0 ≤ d ≤ 3k, let xd be the largest index such that
S[1, 2m ] ◦ w1 ◦ w2 ◦ · · · ◦ wx has d-period πm .
Let Tm = i1 , i2 , . . . , ir in increasing order. Let
h
i
n
S ir + 2m + 1, + 2m = v1 v2 . . . vs v 0 ,
2
where each vi has length πm and let y be the largest index such that S[ir + 1, ir +
2m ] ◦ v1 ◦ v2 ◦ · · · ◦ vy has 3k-period πm .
If y = s, then at most k of the substrings vi can be unique by Observation 2.2.1.
Moreover, by storing the ﬁngerprints and positions of O (k 2 log n) substrings, as well
as v 0 , we can recover the ﬁngerprint of each S[n − ij+1 , n − ij ] by Lemma 2.4.3. Thus,


we keep the ﬁngerprint of S n2 + 1, n − ir , and can construct the ﬁngerprint of each


S n2 + 1, n − ij
On the other hand if y 6= s, then for each ij , let Δ be the number of indices z such
that ij ≤ z ≤ ir and S[z] 6= S[z +πm ]. That is, Δ = |{z|ij ≤ z ≤ ir , S[z] 6= S[z +πm ]}|.
Since πm is a k-period of S[1, 2m ], HAM (S[1, 2m ], S[ij + 1, ij + 2m ]) ≤ k, and each
mismatch between S[1, 2m ] and S[ij + 1, ij + 2m ] can cause up to two indices z such
that S[z] 6= S[z + πm ], then it follows that 0 ≤ Δ ≤ 3k. Then if y + |r − j| =
6 x3k−Δ ,
then ij ∈
/ Tm , since x3k−Δ is the largest index with (3k − Δ)-period πm , while y is the
largest index with 3k-period πm .
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Thus, for each 0 ≤ Δ ≤ 2k, there is at most one index j with y + |r − j| 6= x2k+Δ .


Again by Lemma 2.4.3, we can compute the ﬁngerprint of S n2 + 1, n − ij by storing
the ﬁngerprints and positions of O (k 2 log n) substrings.
Computing each xd requires determining πm and the ﬁngerprint of S[2m −πm +1, 2m ].
Since πm ≤

2m
,
4

the algorithm determines πm by position πm + 2m < 2m − πm + 1. Thus,

the algorithm knows πm in time to start creating the ﬁngerprint of S[2m − πm + 1, 2m ].
To compute y, we compute the ﬁngerprint of S[ir + 1, ir + πm ]. We then compute
the ﬁngerprint of each non-overlapping substring of length πm starting from ir + πm ,
and compare the ﬁngerprint to the previous ﬁngerprint. We only record the ﬁngerprint
of the most recent substring, but keep a running count of the number of mismatches.
Theorem 2.5.1 There exists a one-pass algorithm that outputs all the k-periods p of
�

a given string with p ≤ n2 , and uses O k 4 log9 n bits of space.
�

Proof The process for small k-periods uses O k 2 log8 n bits of space determining
T . Verifying whether an index in T is actually a k-period requires the ﬁngerprints of
�

O (k 2 log n) substrings, each using O k log6 n bits of space (Theorem 2.2.2). This
�

adds up to a total of O k 3 log7 n bits of space.
The process for large k-periods has log n parallel instances of the k-Mismatch
�

algorithm to compute Tm for 1 ≤ m ≤ log n, using O k 2 log9 n bits of space. To
reconstruct the ﬁngerprint of S[1, n−i] for each i ∈ Tm the algorithm needs to store the
ﬁngerprints of at most O (k 2 log n) unique substrings (Lemma 2.4.3). Each ﬁngerprint
�

uses O k log6 n bits of space (Theorem 2.2.2) and there can be up to O (k log n)
�

indices in Tm . This adds up to a total of O k 4 log9 n bits of space.
�

Thus, O k 4 log9 n bits of space suﬃce for both processes.

2.6

Structural Properties of k-Periodic Strings

In this section, we detail the necessary steps in proving Theorem 2.4.2.
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Reminder of Theorem 2.4.2.

For some 0 ≤ j < 2mk + 2, let

Ij = {i ∈ Hj | HAM (S[1, x], S[i + 1, i + x]) ≤ k} .
For any p1 < . . . < pm ∈ I, the greatest common divisor d of p2 −p1 , p3 −p1 . . . , pm −p1
satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ 32mk 2 + 1.

We ﬁrst show Theorem 2.6.2, which assumes there are only two candidate kperiods and both are small. We then relax these conditions and prove Theorem 2.6.10,
which does not restrict the number of candidate k-periods, but still assumes that
their magnitudes are small. Theorem 2.4.2 considers all candidate k-periods in some
interval. We use the fact that the diﬀerence between these candidates is small, thus
meeting the conditions of Theorem 2.6.10, although with an increase in the number of
mismatches.
To show that the greatest common divisor d of any two reasonably small candidates
p < q for k-periods is also a (16k 2 + 1)-period (Theorem 2.6.2), we consider the cases
where either all candidates are less than (2k + 1)d (Lemma 2.6.3) or some candidate
is at least (2k + 1)d (Lemma 2.6.4).
In the ﬁrst case, where all candidate period are less than (2k + 1)d, we partition the
string into disjoint intervals of a certain length, followed by partitioning the intervals
further into congruence classes. We show in Lemma 2.6.1 that any partition which
contains an index i such that S[i] 6= S[i + d] must also contain an index j which is a
mismatch from some symbol p or q distance away. Since there are at most 2k indices
j, we can then bound the number of such partitions, and then extract an upper bound
on the number of such indices i.
In the second case, where some candidate is at least (2k + 1)d, our argument relies
on forming a grid (such as in Figure 2.3) where adjacent points are indices which either
diﬀer by p or q. We include 2k + 1 rows and columns in this grid. Since

q
d

≥ 2k + 1,
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then no index in S is represented by multiple points in the grid. We call an edge
between adjacent points “bad” if the two corresponding indices form a mismatch.
Observation 2.6.1 S[i] 6= S[i + d] only if each path between i and i + d contains a
bad edge.
Our grid contains at most 2k bad edges, since p and q are both k-periods, and each
index is represented at most once. We then show that for all but at most (16k 2 + 1)
indices i, there exists a path between indices i and i + d that avoids bad edges.
Therefore, there are at most (16k 2 + 1) indices i such that S[i] 6= S[i + d], which shows
that d is an (16k 2 + 1)-period.
Before proving Lemma 2.6.3, we ﬁrst show that given integers i, p, q, we can
repeatedly hop by distance p or q, starting from i, ending at i + gcd (p, q), all the
while staying in a “small” interval.
Lemma 2.6.1 Suppose p < q are two positive integers with gcd (p, q) = d. Let i be
an integer such that 1 ≤ i ≤ p + q − d. Then there exists a sequence of integers
i = t0 , . . . , tm = i + d where |ti − ti+1 | is either p or q, and 1 ≤ ti < p + q. Furthermore,
each integer is congruent to i (mod d). In other words, any interval of length p + q
which contains indices i, i + d such that S[i] 6= S[i + d] also contains an index j such
that either S[j] =
6 S[j + p] or S[j] =
6 S[j + q].
Proof Since d is the greatest common divisor of p and q, then there exist integers
a, b such that ap + bq = d. Suppose a > 0. Then consider the sequence ti = ti−1 + p if
1 ≤ ti−1 ≤ q. Otherwise, if ti−1 > q, let ti = ti−1 − q. Then clearly, each |ti − ti+1 | is
either p or q, and 1 ≤ ti < p + q. That is, each ti either increases the coeﬃcient of p
by one, or decreases the coeﬃcient of q by one. Thus, at the last time the coeﬃcient
of p is a, ti = ap + bq = d, since any other coeﬃcient of q would cause either ti > q or
ti < 1. Hence, terminating the sequence at this step produces the desired output, and
a similar argument follows if b > 0 instead of a > 0. Since p ≡ q ≡ 0 (mod d), then
all integers in these sequence are congruent to i (mod d).
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We now prove that the greatest common divisor d of any two reasonably small
candidates p, q for k-periods is also a (16k 2 + 1)-period.
Theorem 2.6.2 For any 1 ≤ x ≤ n2 , let


x
I= i i≤
, HAM (S[1, x], S[i + 1, i + x]) ≤ k .
4k + 2
For any two p, q ∈ I with p < q, their greatest common divisor, d = gcd (p, q) satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ (16k 2 + 1).
We now proceed to the proof of Theorem 2.6.2 for the case q < (2k + 1)d.
Lemma 2.6.3 Theorem 2.6.2 holds when q < (2k + 1)d.
6
Proof If x ≤ 16k 2 , then clearly there are at most 16k 2 indices i such that S[i] =
S[i + d], and so d is a (16k 2 + 1)-period. Otherwise, suppose x > 16k 2 + 1, and by way
of contradiction, that there are at least 16k 2 + 1 indices i such that S[i] 6= S[i + d].
Consider the following two classes of intervals of length p+2q :

 
 

p+q
3(p + q)
5(p + q)
I1 = 1,
, p + q + 1,
, 2(p + q) + 1,
,...
2
2
2
and


 
 

p+q
3(p + q)
5(p + q)
I2 =
+ 1, p + q ,
+ 1, 2(p + q) ,
+ 1, 3(p + q) , . . . .
2
2
2
If there are at least 16k 2 + 1 indices i such that S[i] 6= S[i + d], then either I1 or I2
contains at least 8k 2 + 1 of these indices.
Suppose I1 has at least 8k 2 + 1 indices i such that S[i] 6= S[i + d]. Now, consider
the disjoint intervals of length p + q: [1, p + q], [p + q + 1, 2(p + q)], [2(p + q) + 1, 3(p + q)],
. . .. Furthermore, for each of these intervals, consider the congruence classes modulo
d. Since x > 16k 2 + 1 and each of these congruence classes within an intervals have
p+q
d

<

2q
d

≤ 2(2k) = 4k indices, then S[1, x] certainly contains at least 2k + 1 of these

congruence classes.
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If I1 has at least 8k 2 + 1 indices i such that S[i] =
6 S[i + d] and each congruence
class within an interval contains less than 4k indices, then there are at least 2k + 1
congruence classes containing such an index i. Because each of these indices occur
within I1 , it follows that both i and i + d are contained within the interval (and
therefore, the same congruence class). By Lemma 2.6.1, each congruence class within
an interval containing indices i and i + d S[i] 6= S[i + d] also contains an index j
such that either S[j] 6= S[j + p] or S[j] 6= S[j + q]. Since there are at least 2k + 1
congruence classes within intervals, then there are at least 2k + 1 such indices j. This
either contradicts that there are at most k indices j such that S[j] 6= S[j + p] or that
there are at most k indices j such that S[j] 6= S[j + q].
The proof for the case where I2 has at least 8k 2 +1 indices i such that S[i] 6= S[i+d]
is symmetric.
The following lemma considers the case where at least one of candidate periods p or q
is at least (2k + 1)d. Without loss of generality, assume q ≥ (2k + 1)d. We form a
grid, such as in Figure 2.3, where adjacent points in the grid correspond to indices
which either diﬀer by p or q. An edge between adjacent points is “bad” if the two
corresponding indices form a mismatch. Otherwise, we call an edge an “good”.
From Observation 2.6.1, S[i] 6= S[i + d] only if each path between i and i + d
contains a bad edge. Thus, if S[i] 6= S[i + d], then the point in the grid corresponding
to i must be contained in some region whose boundary is formed by bad edges. We
partition the indices into congruence classes modulo d, count the number of mismatches
in each class, and aggregate the results.
That is, in a particular congruence class, we assume p is a k1 -period, and q is
a k2 -period, where k1 , k2 ≤ k. Then the grid contains at most k1 + k2 bad edges,
which bounds the perimeter of the regions. From this, we deduce a generous bound
of (16k1 k2 + 1) on the number of points inside these regions, which is equivalent to
the number of indices i such that S[i] 6= S[i + d] in the congruence class. We then
aggregate over all congruence classes to show that d is a (16k 2 + 1)-period.

34
Lemma 2.6.4 Let p ≤ q and k be positive integers with q ≥ (2k + 1)d and let
d = gcd (p, q). Given a string S and an integer 0 ≤ m < d, let there be k1 > 0 indices
i ≡ m (mod d) such that S[i] 6= S[i + p] and k2 > 0 indices i ≡ m (mod d), not
6 S[i + q] and k1 , k2 ≤ k. If d = gcd (p, q), then
necessarily disjoint, such that S[i] =
there exist at most k1 k2 indices i ≡ m (mod d) such that S[i] =
6 S[i + d].
Proof Consider a pair of indices (i, i + d) with S[i] =
6 S[i + d] in congruence class
m (mod d). We ultimately want to build a grid of “large” size around i, but this
may result in illegal indices if i is too small or too large. Therefore, we ﬁrst consider
the case where k(p + q) ≤ i ≤ x − k(p + q), where we can place i in the center of
the grid. We then describe a similar argument with modiﬁcations for i < k(p + q) or
i > x − k(p + q), when we must place i near the periphery of the grid.
Given index i with k(p + q) ≤ i ≤ x − k(p + q), we deﬁne a (2k + 1)-grid centered
at i on a subset of indices of S[1, x] as follows: the node at the center of the grid
is i and for any node j, the nodes j + p, j + q, j − p and j − q are the top, right,
bottom and left neighbors of j, respectively. We include (2k + 1) rows and columns in
this grid, so that i is the intersection of the middle row and the middle column. See
Figure 2.3 for example of such a grid. Note that since k(p + q) ≤ i ≤ x − k(p + q),
all points in the grid correspond to indices of S.
Claim 2.6.5 The points in a (2k + 1)-grid centered at i correspond to distinct indeces
in S.
Proof Suppose, by way of contradiction, there exists some index j which is represented by multiple points in the grid. That is, j = i + a1 p + b1 q = i + a2 p + b2 q
with a1 =
6 a2 . Since d = gcd (p, q), there exist integers r, s with p = rd, q = sd, and
gcd (r, s) = 1. Then (a1 − a2 )p = (b2 − b1 )q so (a1 − a2 )r = (b2 − b1 )s. Because
gcd (r, s) = 1, it follows that (a1 − a2 ) is divisible by s =

q
d

≥ 2k + 1. Therefore,

|a1 − a2 | ≥ 2k + 1, and so a1 and a2 are at least 2k + 1 columns apart. However,
this contradicts both points being in the grid, since the grid contains exactly 2k + 1
columns.
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i+p

i−q i

i+q

i−p

Fig. 2.3. The dashed lines are good edges and the solid lines are bad edges.
Note that it is impossible to go from an isolated (light) node to one outside
the the enclosed region (i.e., to a dark node) without traversing through
a bad edge. The total number of enclosed edges can be at most k 2 if the
number of bad edges is at most 4k.

Claim 2.6.6 In each (2k + 1)-grid there exist at least k + 1 rows and k + 1 columns
in the grid that do not contain any bad edge.
Proof Since HAM (S[1, x], S[α + 1, α + x]) ≤ k, for α = p, q, there are at most k
indices i for which S[i] 6= S[i + p] or S[i] 6= S[i + q]. By Claim 2.6.5, each index is
represented at most once. Hence, there are at most k vertical bad edges and at most k
horizontal bad edges in this grid. Because the grid contains 2k + 1 rows and columns,
then there exist at least k + 1 rows and columns in the grid that do not contain any
bad edge.
We say that a row with no bad edges in a (2k + 1)-grid is a no-change row. We deﬁne
a no-change column similarly.
Claim 2.6.7 Suppose the following hold:
(1) There exists a path avoiding bad edges between i and a no-change row or column
in a (2k + 1)-grid containing i.
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(2) There exists a path avoiding bad edges between i + d and a no-change row or
column in a (2k + 1)-grid containing i + d.
Then there exists a path between i and i + d avoiding bad edges.
Proof Consider the two (2k + 1)-grids centered at i and i + q. By Claim 2.6.6, there
are at least k + 1 no-change rows in each grid, but the two grids overlap in 2k + 1 rows.
Thus, some no-change row in the grid centered at i must also be a no-change row
in the grid centered at i + q. Similarly, some no-change column in the grid centered
at i must also be a no-change column in the grid centered at i + p. These common
no-change rows and columns allow traversal between grids, as we can freely traverse
between any no-change rows and columns while avoiding bad edges. Thus, if we can
traverse from i to any no-change row in the ﬁrst grid, we can ultimately reach any
no-change row in the ﬁnal grid containing i + d while avoiding all bad edges. Finally,
if we can traverse between i + d and any no-change row in the ﬁnal grid, then there
exists a path between i and i + d without any bad edges.
By the contrapositive of Claim 2.6.7, it follows that if S[i] 6= S[i + d], then either
the (2k + 1)-grid centered at i or the (2k + 1)-grid centered at i + d, has no path that
avoids bad edges from the center of the grid to a no-change row or no-change column.
Suppose without loss of generality that all paths from i to a no-change row/column
within the (2k + 1)-grid centered at i has some bad edge. Deﬁne an enclosed region
containing i within the (2k + 1)-grid centered at i to be the set of points reachable
from i on paths containing only good edges. See Figure 2.3 for an example.
Thus, to bound the number of indices i such that S[i] 6= S[i+d], it suﬃces to bound
the number of points enclosed in such regions, which are themselves all contained
within (2k + 1)-grids.
We next argue that the number of unique indices that can be enclosed with k1
vertical edges and k2 horizontal edges is at most

k1 k2
,
2

even on an extended grid with

no boundaries and multiple vertices which correspond to the same index.
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Lemma 2.6.8 The number of mismatches (i, i + d), for k(p + q) ≤ i ≤ x − k(p + q),
is at most

k1 k2
.
2

Proof The proof follows from the following observations.
Observation 2.6.2 Two sets of indices represented by the grid points in two enclosed
regions are either identical or completely disjoint.
Henceforth, we consider only one representative for each enclosed region.
Observation 2.6.3 If two enclosed regions consist of sets of grid points I1 and I2 ,
respectively, then there is a way to enclose at least |I1 | + |I2 | many points in the grid
using at most the same number of edges as the number of edges bounding the two
enclosed regions, but such that these edges form only one enclosed region. Moreover,
the new enclosed region can be made convex, and in particular a rectangle.
Speciﬁcally, the rectangle contains at most k1 vertical bad edges and at most k2
horizontal bad edges. Because the total area (deﬁned as the number of grid points) of
regions enclosed by at most k1 vertical bad edges and at most k2 horizontal bad edges
is at most

k1 k2
,
4

then the number of enclosed nodes cannot exceed

k1 k2
.
4

Therefore, the

number of (i, i + d) mismatches is at most double the number of enclosed nodes (if i is
enclosed, both (i, i + d) and (i − d, i) may be mismatches), and the proof is complete
for the case k(p + q) ≤ i ≤ x − k(p + q). Refer to Figure 2.3 for an example.
We now describe the cases where i < k(p + q) and i > x − k(p + q). The problem with
the above grid for these values of i is that many points in the grid either have value
less than 0 or greater than x. These points correspond to illegal indices, as S[j] for
j < 0 or j > x is nonsensical. Hence, we simply change the construction so that we
still use 2k + 1 rows and columns in total, but that i appears in the bottom left corner
for i < k(p + q). On the other hand, if i > x − k(p + q), then we construct our grid so
that i appears in the top right corner. Once again, since q ≥ (2k + 1)d and the grid
contains 2k + 1 rows and columns, then each index appears at most once inside the
grid.
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In both cases, the boundary of the grid serves to help enclose an area containing i.
Thus, any node can be enclosed by a combination of the boundary of the grid and a
number of bad edges. However, the boundary of the grid can be at most half of the
entire perimeter of an enclosed region. The remaining half of the perimeter consists of
at most k1 vertical bad edges and k2 horizontal bad edges, and so the entire area is at
most k1 k2 . Then the number of enclosed nodes is at most k1 k2 . Again, the number of
(i, i + d) mismatches is at most double the number of enclosed nodes:
Lemma 2.6.9 The number of mismatches (i, i+d), for i < k(p+q) or i > x−k(p+q),
is at most 2k1 k2 .
See Figure 2.4 for example.

i + 2p

i+p

i

i + q i + 2q

Fig. 2.4. The dashed lines are good edges and the solid lines are bad edges.
Part of the boundary of the enclosed points is induced by the boundary
of the grid. The total area of the enclosed regions is at most k 2 if the
perimeter of the bad edges is at most 2k.

We now complete the proof of Theorem 2.6.2 by aggregating each congruence class
handled in Lemma 2.6.4.
Proof of Theorem 2.6.2:

Recall that we have two cases: q < (2k + 1)d and

q ≥ (2k + 1)d. Lemma 2.6.3 handles the ﬁrst case.
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In the second case, we observe that the indices in each congruence class modulo d
do not interfere with each other. In other words, the indices i, i + d, i + p and i + q
are all in the same congruence class modulo d, as are all nodes and edges in the grids
containing i and i + d. Thus, points in an enclosed region for one congruence class
modulo d cannot be in an enclosed region for a diﬀerent congruence class modulo
(m)

d. Now, for 0 ≤ m < d, let k1
(m)

that S[i] 6= S[i + p] and let k2

be the number of indices i ≡ m (mod d) such

be the number of indices i ≡ m (mod d) such that

S[i] 6= S[i + q]. By Observation 2.6.3, the number of enclosed points for a congruence
(m)

class modulo d is at most the number of points inside a rectangle with length k1
P (m)
(m)
and width k2 . Since
k1 ≤ k, the sum of the lengths of the rectangles is at most
P (m)
k2 ≤ k implies that the sum of the lengths of the rectangles is at
k. Similarly,
most k.
To aggregate all these points across all congruence classes modulo d, we ﬁnally
observe that a possibly larger enclosed number of points can be obtained if the edges
from diﬀerent congruence classes are all uniquely mapped into just one congruence
class, and hence we may assume without loss of generality that all bad edges occur in
the same congruence class. The following observation essentially ﬁnishes the proof.
Observation 2.6.4 The total number of enclosed points across all congruence classes
is at most the number of points inside a square with length and width k, i.e. k 2 .
It follows that the total number of indices i such that S[i] 6= S[i + d] is at most k 2 ,
2

which ﬁnishes the proof of Theorem 2.6.2.

We generalize Theorem 2.6.2 by showing that the greatest common divisor of any
m ≥ 2 reasonably small candidates for k-periods is also a (2mk 2 + 1)-period. We
emphasize that it is suﬃcient for m ≤ log n, since the greatest common divisor can
change at most log n times.
Theorem 2.6.10 Let I =

n
i i≤

x
, HAM (S[1, x], S[i
2(mk+1)

o
+ 1, i + x]) ≤ k . For

any p1 , . . . , pm ∈ I, their greatest common divisor, d = gcd (p1 , . . . , pm ) satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ 8mk 2 + 1.
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Proof Observe that it no longer holds that the pairwise greatest common divisor
between two candidates pi and pj is d. However, it suﬃces to consider δ = gcd (p1 , pm ).
If

pm
δ

< 2k + 1, then the proof reduces to that of Lemma 2.6.3. Notably, the 2k + 1

intervals [1, p1 + pm ], [p1 + pm + 1, 2(p1 + pm )], . . . each consist of δ disjoint congruence
classes. We must modify 4(2k)(2k) + 1 to 4(2k)(mk) + 1 to apply the Pigeonhole
Principle with mk mismatched indices instead of 2k mismatched indices. Otherwise,
the proof is similar to that of Lemma 2.6.4, as follows.
Whereas for two candidate k-periods p1 , p2 we represented the indices of the stream
as points in a grid, here, for a number of m candidate k-periods we represent the
indices of the stream as points in an m-dimensional hypergrid. Here too, we reduce the
problem to counting points inside an enclosed region within an extended m-dimensional
hypergrid (instead of grid).
As before, an enclosed region containing i is the set of points on the grid reachable
from i on paths containing only good edges. A point is a boundary point of an
enclosed region if it is in the enclosed region and is incident to a bad edge (if no bad
edges are incident to a point in the region, then the point must be in the interior
of the region). We sometimes denote by boundary edges the bad edges adjacent to
boundary points. There may again be several disjoint regions enclosing points, but
like in Observation 2.6.3, the number of points enclosed by a ﬁxed number of edges is
maximized within a continguous “convex” set:
Observation 2.6.5 If two enclosed regions consist of sets of hypergrid points I1 and
I2 , respectively, then there is a way to enclose at least |I1 | + |I2 | many points in
the grid using at most the same number of boundary edges as the number of edges
bounding the two enclosed regions, but such that these edges form only one enclosed
region. Moreover, the new enclosed region can be made convex, and in particular a
hyperrectangle.
Recall that we will use the number of points enclosed within such regions as an
upper bound for the number of pairs of indices i, i + d that have diﬀerent values in the
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stream S, since it is necessary that such an enclosed region exists in order to cause
the existence of the mismatched pair.
For the sake of building up intuition, ﬁrst consider the case m = 3. Note that
there are at most 2(3k) = 6k bad edges in total (if, as before, we may run into the
boundary of the hypergrid). Thus, the number of boundary points of the cube that
forms the enclosed region is 6k. For an illustration, see Figure 2.5. Since a cube with
at most 6k boundary points has volume at most k 3/2 , it follows that the number of
enclosed points is at most k 3/2 ≤ k 2 , as desired.

Fig. 2.5. An enclosed region and the bad edges incident to the surface.

For general m, as before, we may assume without loss of generality that all the
bad edges are in the same congruence class modulo d. Since there are m candidate
k-periods, the total number of bad edges is at most mk. Similar to Figure 2.4, at most
another mk points can be on the boundary of the worst-case hyperrectangle implied
in Observation 2.6.5, due to the boundary of the hypergrid, corresponding to illegal
indices of S. Thus, there are at most 2mk boundary points of the hyperrectangle.
In particular, we may assume that all sides have the same length, and thus the
hyperrectagle is isomorphic to the hypergrid [`]m , for some integer `, such that the
number of boundary points is 2mk. More speciﬁcally, a boundary point x must
have some coordinate i such that either xi = 1 or xi = `. Therefore, there are
2m`m−1 = 2mk points on the boundary, blocking every path from points in the
interior of the enclosed region to points outside the region. Since such a hyperrectangle
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encloses `m = k m/(m−1) ≤ k 2 many points, it follows that that the number of indices i
such that S[i] 6= S[i + d], is again at most k 2 , which completes the proof of the general
case.
Finally, we show that the distance between any m candidate k-periods that are
reasonably close to each other must be a (32mk 2 + 1)-period. This relaxes the
constraints of Theorem 2.6.10.
Reminder of Theorem 2.4.2.

For some 0 ≤ j < 2mk + 2, let

Ij = {i ∈ Hj | HAM (S[1, x], S[i + 1, i + x]) ≤ k} .
For any p1 < . . . < pm ∈ I, the greatest common divisor d of p2 −p1 , p3 −p1 . . . , pm −p1
satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ 32mk 2 + 1.

Proof of Theorem 2.4.2: Note that p2 − p1 , p3 − p1 , . . . , pm − p1 are in I, where


x
I= i i≤
, HAM (S[1, x], S[i + 1, i + x]) ≤ 2k .
2(mk + 1)
Then by Theorem 2.6.10, their greatest common divisor d satisﬁes
HAM (S[1, x], S[d + 1, d + x]) ≤ 8m(2k)2 + 1 = 32mk 2 + 1.
2

2.7

Lower Bounds

2.7.1

Lower Bounds for General Periods

Recall the following variant of the Augmented Indexing Problem, denoted INDn,δ ,
where Alice is given a string S ∈ Σn . Bob is given an index i ∈ [n], as well as S[1, i − 1],
and must output S[i] correctly with probability at least 1 − δ.
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Lemma 2.7.1 [39] The one-way communication complexity of INDn,δ is Ω((1 −
δ)n log |Σ|).
Theorem 2.7.2 Any one-pass streaming algorithm which computes the smallest kperiod of an input string S requires Ω(n) space.
Proof Consider the following communication game between Alice and Bob, who are
given strings A and B respectively. Both A and B have length n, and the goal is to
compute the smallest k-period of a ◦ b. Then we show that any one-way protocol which
successfully computes the smallest k-period of a ◦ b requires Ω(n) communication by a
reduction from the augmented indexing problem.
Suppose Alice gets a string S ∈ {0, 1}n , while Bob gets an index i ∈ [n − 1] and
S[1, i − 1]. Let u be the binary negation of S[1], i.e., u = 1 − S[1]. Then Alice sets
A = (S[1])k (S[2])k . . . (S[n])k and Bob sets B = uk(n−i) ◦(S[1])k (S[2])k . . . (S[i−1])k ◦1k
so that both A and B have length kn. Moreover, the smallest k-period of A ◦ B is
k(2n − i) if and only if S[i] = 1.

2.7.2

Lower Bounds for Small Periods

√
We now show that for k = o( n), even given the promise that the smallest k-period
is at most n2 , any randomized algorithm which computes the smallest k-period with
probability at least 1 −

1
n

requires Ω(k log n) space. By Yao’s Minimax Principle [38],

it suﬃces to show a distribution over inputs such that every deterministic algorithm
using less than

k log n
6

bits of memory fails with probability at least n1 .

Deﬁne an inﬁnite string 11 01 12 02 13 03 . . ., as in [32], and let ν be the preﬁx of length
n
.
4

Let X be the set of binary strings of length

n
4

at Hamming distance

Given x ∈ X, let Yx be the set of binary strings of length
or HAM (x, y) =

k
2

n
4

k
2

from ν.

with either HAM (x, y) =

k
2

+ 1. We pick (x, y) uniformly at random from (X, Yx ).

Theorem 2.7.3 Given an input x ◦ y, any deterministic algorithm D that uses
less than

k log n
6

HAM (x, y) >

k
2

bits of memory cannot correctly output whether HAM (x, y) =
√
with probability at least 1 − n1 , for k = o( n).

k
2

or
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Proof Note that |X| =
√
for k = o( n).

�n/4
� n k/2 � n k/4
.
By
Stirling’s
approximation,
|X|
≥
≥ 4
k/2
2k

Because D uses less than
nk/6

k log n

k log n
6

bits of memory, then D has at most 2 6 =
� k/4
unique memory conﬁgurations. Since |X| ≥ n4
, then there are at least

1
(|X|
2

|X|
4

− nk/6 ) ≥

pairs x, x0 such that D has the same conﬁguration after reading x

and x0 . We show that D errs on a signiﬁcant fraction of these pairs x, x0 .
Let I be the positions where either x or x0 diﬀer from ν, so that
Observe that if HAM (x, y) =

k
,
2

k
2

+ 1 ≤ |I| ≤ k.

but x and y do not diﬀer in any positions of I,

then HAM (x0 , y) > k2 . Recall that D has the same conﬁguration after reading x and
x0 , so then D has the same conﬁguration after reading x ◦ y and x0 ◦ y. But since
HAM (x, y) =

k
2

and HAM (x0 , y) > k2 , then the output of D is incorrect for either x ◦ y

or x0 ◦ y.
For each pair (x, x0 ), there are

�n/4−|I|

�n/4−k

such y with HAM (x, y) = k2 , but
�n/4−k
x and y do not diﬀer in any positions of I. Hence, there are |X|
strings S(x, y)
4
k/2
k/2

≥

k/2

for which D errs. Recall that y satisﬁes either HAM (x, y) = k2 or HAM (x, y) = k2 + 1
�  �

n/4
n/4
so that there are |X| k/2 + k/2+1 strings x ◦ y in total. Thus, the probability of
error is at least
|X| �n/4−k
4

|X|

� 
n/4
k/2

k/2

+

n/4
k/2+1

�

�n/4−k
1
(k/2 + 1) (n/4 − 3k/2 + 1) . . . (n/4 − k)
k/2
 = 4 · �n/4+1 =
4
(n/4 − k/2 + 1) . . . (n/4 + 1)
k/2+1

k/2
k/2 + 1 n/4 − 3k/2 + 1
≥
n+4
n/4 − k/2 + 1

k/2
k+2
k
=
1−
2n + 8
n/4 − k/2 + 1


k+2
k2
1
≥
1−
≥
2n + 8
n/2 − k + 2
n

√
where the last line holds for large n, from Bernoulli’s Inequality and k = o( n).
√
Lemma 2.7.4 For k = o( n), any k-period of the string S(x, y) = x ◦ y ◦ x ◦ x is at
least n4 .
Proof We show that stronger result that if p < n4 , k > 2, and n > 4(18k +1)(18k +2),
p
√
then |{z|S[z] =
6 S[z + p]}| > n8 > k, for k = o( n).
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Let T = ν ◦ ν ◦ x ◦ x and for each z, consider T [z] and T [z + p]. For each j > 0,
some position z + p in 12j 02j 12j+1 02j+1 in the second ν corresponds with a mismatch
� 
 

in z. Since HAM (x, ν) = k2 and HAM (x, y) ≤ k2 + 1, then HAM S 1, n2 , T 1, n2 ≤
3k
2

+ 1. Each mismatch between S and T can cause at most two indices z for which
�

T [z] 6= T [z + p] but S[z] = S[z + p]. Thus, by setting j = 6k > 2 32k + 1 + 2k,
we have that for

n
4

> (12k + 1)(12k + 2), there are at least 6k indices z for which

T [z] =
6 T [z + p], and thus at least 2k indices for which S[z] =
6 S[z + p].
Corollary 2.7.5 If HAM (x, y) = k2 , then the string S(x, y) = x ◦ y ◦ x ◦ x has period
n
.
4

On the other hand, if HAM (x, y) =

k
2

+ 1, then S(x, y) has period greater than n4 .

√
Theorem 2.7.6 For k = o( n) with k > 2, any one-pass streaming algorithm which
computes the smallest k-period of an input string S with probability at least 1 −

1
n

requires Ω(k log n) space, even under the promise that the k-period is at most n2 .
Proof By Theorem 2.7.3, any algorithm using less than
distinguish between HAM (x, y) =

k
2

and HAM (x, y) =

k
2

k log n
6

bits of memory cannot

+ 1 with probability at least

1 − 1/n. Thus, no algorithm can distinguish whether the period of S(x, y) is
probability at least 1 − 1/n while using less than

k log n
6

bits of memory.

n
4

with
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3. ALIGNMENTS IN THE STREAMING MODEL
3.1

Introduction
In this chapter we are concerned with approximately measuring the similarity

between two data streams, by ﬁnding a largest ‘near-alignment’. Two strings S, T ∈ Σn
form a d-near-alignment if the distance between them in some given metric is at most
d. In this chapter we consider the edit distance (or Levenshtein distance), which is the
minimum number of insertions, deletions, or substitutions needed to obtain one string
from the other.
We study the d-Substring Alignment problem of ﬁnding the longest d-near-alignment
in the edit distance, consisting of substrings in S and T of the form (S[i, j], T [i, j])),
when the symbols of S and T are streamed in sync1 .
The following deﬁnition formally deﬁnes `max , the quantity that is studied in this
chapter.
Deﬁnition 3.1.1 The length of the longest d-near-alignment between two strings S
and T , with length n, is
`max = max {j − i + 1 | ed(S[i, j], T [i, j]) ≤ d},
1≤i≤j≤n

where ed(S[i, j], T [i, j]) denotes the minimum number of insertions, deletions, or
substitutions needed to obtain T [i, j] from S[i, j].
Example 3.1.1 Let d = 2,
S = “1234yyyyyy123456789xxxxx”,

T = “1234xxxxxx123467890yyyyy”.

The longest d-near-alignment between S and T is “123456789” from S and “123467890”
from T . This implies that `max = 9.
1

In this chapter, all the techniques and results are presented assuming the input is in binary bits.
However, all the results can be adapted for non-binary settings.
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Speciﬁcally, in the simultaneous streaming model, the symbols at index i of two
strings S and T arrive at the same time, and the pair (S[i], T [i]) arrives right before
the pair (S[i + 1], T [i + 1]). In the streaming model, the algorithm can only use a
small amount of space, ideally sublinear in the length of the input. The input may
be revealed in one pass or multiple passes, and the goal is to obtain a solution to
an optimization problem. One pass algorithms have a wider range of applications.
Though, some applications might allow two or more passes over input.

Our results
We obtain several algorithms and lower bounds for the d-Substring Alignment
problem in the simultaneous streaming model, as detailed next. We will use `max to
denote the length of a longest d-near-alignment, in the edit distance.
As a warm-up, we start with a multiplicative and an additive approximation.
Theorem 3.1.2 There exists a one-pass simultaneous streaming algorithm that pro

d log2 n
vides a (1 + )-approximation to `max , using O  log(1+) bits of space.
Theorem 3.1.3 There exists a one-pass simultaneous streaming algorithm that pro�� 

vides a d-near-alignment of length at least `max − E using O En d log n bits of
space.
Our main result is a one-pass, exact algorithm that outputs a maximum-length
d-near-alignment using O (d2 + d log n) bits of space. Hence, the multiplicative bound
from Theorem 3.1.2 achieves space savings guarantees if the sequence of edits does not
need to be printed and d = ω(log2 n). The additive space bound from Theorem 3.1.3
�

n
achieves better upper-bounds guarantees if we aﬀord E = ω n log
.
d
Theorem 3.1.4 There exists a deterministic one-pass algorithm that outputs `max ,
along with the necessary edit operations, using O (d2 + d log n) bits of space.
We remark that our algorithms can be extended to the more general case where
the substrings of S and T need not begin at the same index. Given the promise that
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a longest alignment of the two strings begins within δ indices of each other, one may
run δ instances of our algorithms in parallel, thus incurring an extra factor of δ in the
space complexity.
In terms of lower bounds, if the edits to obtain the longest d-near alignment are
output, then we trivially must use Ω(d log n) bits of space. A straightforward argument
shows that this lower bound holds even if the algorithm is not required to output the
positions of the mismatched indices.
Theorem 3.1.5 For  < 1 and E ∈ R+ , any deterministic algorithm that computes a
(1 + )-multiplicative, or an E-additive approximation of `max requires Ω(d log n) bits
of processing space.
We also give a lower bound for the d-Substring Alignment problem in the streaming
model where the string S appears before the string T (rather than in sync).
√
Theorem 3.1.6 For 7 < d = o( n), any randomized (1 + )-approximation streaming
algorithm computing `max with success probability at least 1 − 1/n, requires Ω(d log n)
bits of space.
Finally, we observe that our algorithms can be modiﬁed to recognize complementary
d-near-alignments, which are objects relevant to computational biology arising in
pairings of DNA or RNA sequences:
P
P
Deﬁnition 3.1.2 Let f :
→
be a pairing of symbols in the alphabet. A string
Pn
S∈
is a complementary alignment if S[x] = f (T [x]) for all 1 ≤ x ≤ n.
Indeed, for each character T [x] in T , one can feed f (T [x]) instead of T [x] to our
algorithm in order to ﬁnd a complementary alignment between S and T .

Motivation and related work
The d-Substring Alignment problem is a restricted variant of the classic Longest
Common Substring problem, in which the goal is to ﬁnd a longest substring common
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to the given strings S and T . It is also related to the Longest Common Subsequence
problem, in which the goal is to ﬁnd the longest common subsequence of S and
T . The oﬄine solutions to these problems involve either suﬃx trees or dynamic
programming [40, 41]. Some of these problems and related string alignment problems
have been recently studied in the streaming model (e.g., [31, 32, 42–44]).
Real data is often subject to errors, and hence algorithms that account for “near”alignments, rather than just alignments, are important for processing data. The
mismatches leading to near-alignments are most relevant to metrics such as Hamming
and edit distance. While the Hamming distance only accounts for substitutions,
the edit distance accounts for insertions and deletions, in addition to substitution.
Therefore, it is often the case that the study of alignment problems in the edit distance
is more challenging than in the Hamming distance.
Alignment problems have sustained interest in the computer science community
over many decades (see e.g., book [25]). The edit metric has been recently well-studied
in the streaming model, e.g., [26, 45–48]), and “mismatches” in the Hamming metric
have been investigated in [9, 10, 17, 18, 49–52].

Preliminaries and Overview
We denote the set {1, 2, . . . , n} by [n]. We assume that two input streams are
strings of length n over a ﬁnite alphabet Σ. Given a string S[1, . . . , n], we denote its
length by |S|, its ith character by S[i] or Si , and the substring between locations i and
j (inclusive) by S[i, j].
The edit or Levenshtein distance between S and T , denoted ed(S, T ), is the
minimum number of insertions, deletions, or substitutions needed to obtain one string
from the other. We say S[i, j] and T [i, j] is a d-near-alignment if ed(S[i, j], T [i, j]) ≤ d.
A related metric which we use in proving lower bounds is the Hamming distance. The
Hamming distance between S and T , denoted HAM (S, T ) is the number of indices
whose symbols do not match: HAM (S, T ) = {i | S[i] =
6 T [i]} .
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The approximation algorithms from Theorem 3.1.2 and Theorem 3.1.3:
We deﬁne a sequence of checkpoints, such that at each checkpoint we initiate a sketch
of the following characters in each of the two streams, S and T , so that we can
compare the alignments. The checkpoints for the one-pass multiplicative algorithm
in Theorem 3.1.2 are dynamically created and maintained to guarantee the (1 + )approximation, as in Figure 3.1, while the checkpoints for the one-pass additive
algorithm are predeﬁned.
Longest d-near-alignment

String T
String S
ci

ci+1

ci+2

ci+3

x

Sketch for each checkpoint c to recover ed(S[c, x], T [c, x]).

Fig. 3.1. Checkpoints spaced to guarantee (1 + )-approximation.

For each checkpoint c, we create a sketch of S[c, x], using the data structure
from [48], which uses O (d log n) bits of space. This sketch is indeed relevant to the
simultaneous streaming model.
Theorem 3.1.7 [48] There exists a data structure in the simultaneous streaming
model that computes the edit distance using O (d log n) bits of space and O (n + d2 )
processing time. Furthermore, this data structure can be augmented to recover the
necessary edit operations, using O (d2 log n) bits of space.
Upon reading S[x] and T [x], for each checkpoint c we compare the sketches of
S[c, x] and T [c, x] using [48] (Theorem 3.1.7). If the edit distance is greater than d, we
discard the sketches. Otherwise, we compare x − c + 1 to our estimate of the length
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of the longest d-near-alignment and proceed with the stream. We give further details
about how the structure updates from S[c, x] to S[c, x + 1] shortly.
To obtain the additive approximation guaranteed by the one-pass algorithm in
Theorem 3.1.3, we modify our checkpoints, so that they appear in every E positions.
Hence, the longest d-near-alignment contains a checkpoint within E positions of the
its ﬁrst position, and the algorithm will recover a d-near-alignment with length at
least `max − E.
For the sake of completeness, we now brieﬂy describe the Belazzougui-Zhang (BZ)
Sketch [48] (Theorem 3.1.7) mentioned above. Recall that the edit distance between
two strings in the classic oﬄine model can be solved through dynamic programming,
such as in the Needleman-Wunsch and Wagner-Fischer algorithms [53–57]. The
dynamic programming solution involves creating an alignment matrix, namely an
n × n matrix whose ij th entry contains the value of ed(S[1, i], T [1, j]), called the score
of that entry. The BZ data structure outputs ed(S[1, x], T [1, x]) by keeping a sketch
of the alignment matrix, size O (d log n), as well as some additional information to
mimic the recursive solution in the oﬄine model. Upon seeing S[x + 1] and T [x + 1],
it updates the sketch by performing the same recursion as the classic oﬄine dynamic
programming solution.
Speciﬁcally, the BZ sketch notes that for aligned strings with edit distance at
most d, at most 2d + 1 diagonals need to be considered, as in Figure 3.2. The sketch
maintains a key invariant: the scores of any two adjacent diagonals can diﬀer by at
most 1.
The algorithm maintains a suﬃx tree that allows computation of the longest
common preﬁx of suﬃxes of S and T . Thus, the algorithm updates the score for each
diagonal by mimicking dynamic programming, based on the scores of the adjacent
diagonals, information from the suﬃx tree, as well as additional information on the
location of the most recent edit operation in each diagonal.
Our one-pass exact algorithm in Theorem 3.1.4 bypasses the use of the BZ
sketch from [48], to obtain improved space guarantees. Indeed, while one may use the
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T [2d]

T [d]

T [1]
S[1]

S[d]

S[2d]

Fig. 3.2. The BZ sketch mimics dynamic programming (essentially Figure
4 in [48])

BZ sketch here too for O (d2 log n) bits of space, our algorithm uses O (d2 + d log n)
bits of space.
Our approach is based on a couple of important observations. First, no character
in S may be aligned to a character in T that is at least d + 1 positions away. Thus,
if there exist d + 1 consecutive positions in S that are aligned to d + 1 consecutive
positions in T , then we only need to keep the locations of the d most recent edit
operations before this region. Therefore, any (d + 1)2 sequence of consecutive positions
either contains such a region (where d + 1 consecutive positions in S are aligned to
d + 1 consecutive positions in T ), or requires at least d edit operations in order to
be aligned. The algorithm maintains a sliding window of size (d + 1)2 as well as
the locations of the d most recent edit operations, allowing recovery of the longest
d-near-alignment.
However, straightforward recovery of the edit operations in the sliding window
using a BZ sketch takes O (d2 log n) bits. To improve on this space complexity, we
modify the classical Hirschberg’s algorithm [58]. Recall that Hirschberg algorithm is a
dynamic programming algorithm that ﬁnds the optimal sequence alignment between
two strings of length n using O (n log n) bits of space. It uses divide-and-conquer to
split each string into two substrings, and recursively compares the optimal sequence
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alignment between the corresponding substrings. We use the algorithm here on
the sliding window of length O (d2 ), but because we are only interested in ﬁnding
alignments with edit distance at most d, we can allow the Hirschberg algorithm to
throw away any alignments with edit distance more than d. This modiﬁcation, detailed
in the proof of Theorem 3.4.1, produces an algorithm that uses O (d2 + d log n) bits
of space.
Lower bounds Finally, to show the lower bound from Theorem 3.1.6 we construct
distributions for which any deterministic algorithm fails with signiﬁcant probability
unless given a certain amount of space, and then apply Yao’s principle. We ﬁrst reduce
the problem of approximating the longest d-near-alignment under the edit distance to
the problem of approximating longest d-near-alignment under the Hamming distance.
We then reduce the problem to exactly identifying whether two strings have Hamming
distance at most d. We construct hard distributions, and show via counting arguments
that deterministic algorithms using “low” amounts of space fail on inputs from these
distributions.

3.2

The Multiplicative Approximation Algorithm
In this section, we prove Theorem 3.1.2, giving a O



d log2 n
 log(1+)



space, one-pass

streaming algorithm with multiplicative approximation (1 + ) to the length of the
longest d-near-alignment under the edit distance. Furthermore, the algorithm uses


3 ) log2 n
O (nd+d
update time per arriving symbol.
 log(1+)
Prior to the stream, we initialize the list of checkpoints C to be the empty set,
and `˜ (the current estimate of the length of the longest d-near-alignment) to be
zero. We dynamically create and maintain the checkpoints to guarantee the (1 + )approximation. At each checkpoint, we initiate a BZ sketch for each of the two streams,
S and T , so that we can compare the alignments. We also set cstart , the beginning
position of the returned d-near-alignment, to be zero. The algorithm in full appears
below.
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Maintenance:
(1) Read S[x], T [x].
(2) For each checkpoint c ∈ C, update the sketches of ed(S[c, x − 1], T [c, x − 1])
to ed(S[c, x], T [c, x]) respectively.
(3) For all k ≥ k0 :


√
(a) If x is a multiple of α(1 + α)k−2 , where α = 1 +  − 1. then add
the checkpoint c = x to C. Set level(c) = k.
(b) If there exists a checkpoint c with level(c) = k and c < x − 2(1 + α)k ,
then delete c from C.
(4) For every checkpoint c ∈ C such that x − c + 1 > `˜, check if S[c, x] and
T [c, x] are d-near-alignments. If S[c, x] and T [c, x] are d-near-alignments,
then set cstart = c, `˜ = x − c + 1.
(5) If x = n, then report cstart and `˜.
Because the checkpoints are spaced as the same as [31], then the following properties
hold:
&
Observation 3.2.1 [31] At reading S[x], for all k ≥ k0 =


log

(1+α)2
α

log(1+α)

'

, let Cx,k =

{c ∈ C | level(c) = k}.
(1) Cx,k ⊆ [x − 2(1 + α)k , x].


(2) The distance between two consecutive checkpoints of Cx,k is α(1 + α)k−2 .


2(1+α)k
(3) |Cx,k | = α(1+α)k−2 .
b
c


log n
(4) At any point in the algorithm, the number of checkpoints is O  log(1+) .
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Proof of Theorem 3.1.2:

Let `max be the length of the longest d-near-alignment,

between indices imax and jmax . Let k be the largest integer so that 2(1 + α)k−1 < `max ,
√
where α = 1 +  − 1. Therefore, jmax − 2(1 + α)k−1 > imax .
By Observation 3.2.1, there exists a checkpoint in the interval [jmax − 2(1 +
α)k−1 , jmax ]. Moreover, Observation 3.2.1 also implies that consecutive checkpoints of


level k − 1 are separated by distance α(1 + α)k−2 . Thus, there exists a checkpoint


c in the interval jmax − 2(1 + α)k−1 , jmax − 2(1 + α)k−1 + α(1 + α)k−3 . Hence, the
output `˜ of the algorithm is at least 2(1 + α)k−1 − α(1 + α)k−3 . Thus, the output of
the algorithm satisﬁes the approximation guarantee
2(1 + α)k
`max
≤
2(1 + α)k−1 − 2α(1 + α)k−3
`˜
=
Since there are at most

(1 + α)3
≤ (1 + α)2 = 1 + .
(1 + α)2 − α
log n
 log(1+)

checkpoints at any point, and each sketch S[ci , x]


log2 n
uses O (d log n) space, then the total space used is O  dlog(1+)
. As each sketch


3
(nd+d ) log2 n
2
requires O (n + d ) update time, the total update time is O
.
2
 log(1+)

3.3

The Additive Approximation Algorithm
In this section, we prove Theorem 3.1.3, giving a O

�� n 
E


d log n space, one-pass

streaming algorithm returning the length of the longest d-near-alignment under the
edit distance, with additive error at most E. Unlike the previous algorithm that uses
a series of dynamic checkpoints, this algorithm creates and maintains a checkpoint for
every multiple of E. Again, the checkpoints “sandwich” the longest d-near-alignment
within an additive window of size E. Before the stream begins, we initialize `˜, the
current estimate of the length of the longest d-near-alignment to be zero and cstart ,
the beginning position of the returned d-near-alignment, to be zero. Then upon seeing
characters S[x] and T [x] in the stream:
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Maintenance:
(1) Read S[x], T [x].
(2) For each checkpoint c, update the sketches of ed(S[c, x − 1], T [c, x − 1]) to
ed(S[c, x], T [c, x]), respectively.
(3) If x is a multiple of E, then add the checkpoint c = x to C.
(4) For every checkpoint c ∈ C such that x − c + 1 > `˜, we check if S[c, x] and
T [c, x] are d-near-alignments. If S[c, x] and T [c, x] are d-near-alignments,
then set cstart = c, `˜ = x − c + 1.
(5) If x = n, then report cstart and `˜.
We now show correctness of Theorem 3.1.3.
Proof of Theorem 3.1.3:

Let `max be the length of the longest d-near-alignment,

between indices imax and jmax . If jmax − imax ≤ E, then the result holds trivially.
Otherwise, imax +E < jmax and there exists a checkpoint in the interval [imax , imax +E],
since the checkpoints are spaced distance E apart. From the correctness of the BZ
sketch, the checkpoint will ﬁnd a d-near-alignment, and so the output of the algorithm
will be at least jmax −(imax +E)+1 ≥ `max −E. Thus, the correctness of the algorithm
follows.
Since we keep a sketch for each multiple of E, there are En checkpoints. Each
�� 

sketch is of size O (d log n) bits, so the total space used is O En d log n .
2

3.4

The Longest d-Near-Alignment Algorithm
In this section, we present a one-pass streaming algorithm that returns the longest

d-near-alignment with space O (d2 + d log n) bits, thus proving Theorem 3.1.4. We
emphasize that the algorithm is deterministic.
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The idea is to distinguish between the following two cases: either all edit operations
corresponding to the longest d-near-alignment are close to each other, or there is at
least one pair of consecutive edit operations that are at least d indices apart. We show
that if the second case holds, so that there is at least one pair of consecutive edit
operations that are at least d indices apart, it suﬃces to keep the locations of the d
most recent edit operations before this region. To this end, our algorithm stores the
information of the optimal alignment for the region of the input before a long-enough
gap of identical substrings, along with all the characters in a sliding window of a
length at most (d + 1)2 .
Consider a sliding window beginning at some position b and ending with the most
recent position, x. We enforce an invariant for this window: the edit operations
corresponding to the optimal alignment within this window are always at most d
positions apart from each other. We ultimately show in Lemma 3.4.2 that this property
ensures the sliding window has size at most (d + 1)2 .
However, naı̈vely recovering the edit operations in the sliding window uses space
O (d2 log n) bits. Thus, we detail modiﬁcations of the classical Hirschberg algorithm,
called procedure ModiﬁedHirschberg, in Theorem 3.4.1 to guarantee O (d2 + d log n)
space. While the classical Hirschberg algorithm is a dynamic programming algorithm
that ﬁnds the optimal sequence alignment between two strings, the promise that our
alignment contains at most d edits allow us to greatly narrow the search space.
Let A denote the set of the most recent d edit operations corresponding to the
optimal alignment between for S[0, b] and T [0, b].
In summary, the algorithm stores the following data:
• The indices b and x.
• The characters of S[b, x] and T [b, x].
• The set of at most d edit operations A, in a queue data structure.
• The information of the longest d-near-alignment found so far, namely:
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◦ is , js : the two ends of the d-near-alignment, so that ` = js − is + 1 is the
length of the longest d-near-alignment
◦ L: the set of edit operations.
Maintenance:
(1) Read S[x], T [x].
(2) Construct the optimal alignment between S[b, x] and T [b, x] using
ModiﬁedHirschberg algorithm. If there exist d + 1 consecutive positions in S
that are aligned to d + 1 consecutive positions in T , i.e., S[i1 , j1 ] = T [i2 , j2 ]
with j1 − i1 = j2 − i2 > d, then
(a) Append the at most d latest edit operations corresponding to indices
before i1 and i2 to A from the optimal alignment between S[b, x] and
T [b, x].
(b) Remove earlier operations from A, until |A| ≤ d.
(c) Update b = min{j1 , j2 }.
(3) Identify whether ed(S[b, x], T [b, x]) is greater than d using ModiﬁedHirschberg
algorithm.
(4) If ed(S[b, x], T [b, x]) > d, then deﬁne c to be the smallest index in [b, x]
such that ed(S[c, x], T [c, x]) ≤ d. Note that c is also computable with
ModiﬁedHirschberg algorithm.
(5) Else if ed(S[b, x], T [b, x]) ≤ d, let f = ed(S[b, x], T [b, x]), and deﬁne c be the
index of (d − f )th operation from the end in A.
(6) In either case, check if x − c + 1 > `, then update is , js , `, L accordingly.
(7) If x = n, then report L and `.
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Theorem 3.4.1 (ModiﬁedHirschberg) Given two strings S and T of length m and a
parameter d, there exists an algorithm that either states that ed(S, T ) > d or recovers
the locations of the edit operations if ed(S, T ) ≤ d, using O (m + d log m) space and
O (md log m) time.
Proof The classic Hirschberg’s algorithm [58,59] returns the locations of the optimal
edit operations between S and T in O (m log m) space. However, if we do not care
about the locations of the edit operations for ed(S, T ) > d, then we can optimize the
space down to O (m + d log m) bits using ideas from [60].
In the classic Hirschberg algorithm, the edit distance is computed for multiple
alignments. Speciﬁcally, the entry ij in the dynamic programming lookup table
contains the edit distance between the substrings S[1, i] and T [1, j]. However, if
|j − i| > d, then the edit distance between S[1, i] and T [1, j] is greater than d.
Therefore, at each level of Hirschberg’s algorithm, we only keep 2d − 1 cells around the
main diagonal (a similar idea is used for the BZ sketch in Figure 3.2). If ed(S, T ) > d,
then some optimal edit operation will appear outside of the cells that we keep.
Thus, the algorithm recognizes that it cannot recover the optimal operations, and
instead declares ed(S, T ) > d. Hence, if ed(S, T ) ≤ d, the algorithm will return the
locations of the optimal edit operations, whereas if ed(S, T ) > d, the algorithm outputs
ed(S, T ) > d. Since each cell contains a score using log m bits, the total space used is
O (m + d log m).
Recall that Hirschberg’s algorithm uses a divide-and-conquer approach, splitting
the dynamic programming table into two subproblems, roughly of equal size, say q and
m−q, where q −

m
2

≤ d. At each level, with input size m0 , the algorithm takes O (m0 d)

time. Hence, the algorithm satisﬁes the recursion T (m) = O (md) + T (m − q) + T (q)
so that the overall running time is O (md log m).
Lemma 3.4.2 Let x, y ∈ Σh be two strings of length h. Also let A be the set of all
edit operations corresponding to the optimal alignment between x and y. If e is the
maximum distance between two operations among all consecutive operations in A, then
we have: h ≤ (|A| + 1)(e + 1).
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Proof Suppose, by way of contradiction, h > (|A|+1)(e+1). Since e is the maximum
distance between the locations of two operations among all consecutive operations in
A, then any group of e + 1 consecutive characters contains an edit operations. But
there are at least |A| + 1 disjoint groups of e + 1 consecutive characters, so there are
at least |A| + 1 edit operations. This contradicts the deﬁnition that A is the set of all
edit operations.
We now show the correctness of Theorem 3.1.4.
Proof of Theorem 3.1.4:

Let i and j be the two endpoints of the longest d-near-

alignment. Also, let L be the set of edit operations corresponding to the optimal
alignment between S[i, j] and T [i, j]. There are two cases for this alignment. Either
no two consecutive operations in L have distance farther than d + 1 or there exist
d + 1 consecutive positions in S which are aligned to d + 1 consecutive positions in T .
In the ﬁrst case, the correctness follows from the correctness of Theorem 3.1.7 and
Lemma 3.4.2. In this case, S[i, j] and T [i, j] will be covered by the sliding window
after reading S[j] and T [j]. This means that in line (3), x = j and the algorithm will
assign c = i. Thus, the algorithm will report the correct d-near-alignment.
Suppose the second case occurs. So, there exist d + 1 consecutive positions in
S[i, j] are aligned to d + 1 consecutive positions in T [i, j], i.e., S[i1 , j1 ] = T [i2 , j2 ] with
j1 − i1 = j2 − i2 > d. We claim that no character before i1 (i2 , respectively) in S (T ,
respectively) could be aligned to any character after j2 (j1 , respectively) in an optimal
alignment between S[i, j] and T [i, j], as in Figure 3.3.
Otherwise, more than d insertions or deletions are required.
Therefore, the algorithm will recover the alignment between S[i, i1 ] and T [i, i2 ]
from what it has already stored in A. In addition, the alignment between S[i1 , j] and
T [i2 , j] is constructed at line (2) and these two alignments are combined in line (4).
The space needed to store A and L is O (d log n) as there are at most 2d operations
in each data structure. Taking |A| ≤ d and e = (d + 1) in Lemma 3.4.2 implies that
the sliding window [b, x] is O (d2 ) bits long. Taking m = (d + 1)2 in Theorem 3.4.1
implies that recovery of the edit operations can be done using O (d2 + d log n) space.
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Length ≥ d + 1

Fig. 3.3. If there exists some alignment in which the red regions are
aligned, then nothing before the region can be aligned to anything after
the region (the dashed alignment can never exist). Thus, it suﬃces to keep
the locations of the d most recent edit operations before the region (for
example, the blue lines)

Hence, the overall memory of the algorithm is O (d2 + d log n) bits. Again taking
m = (d + 1)2 in Theorem 3.4.1 shows that the running time per arriving symbol is
O (d2 log d).

2

We observe that the running time per arriving symbol can be improved to O (d2 )
by creating a BZ sketch for the entire sliding window. However, this implementation
uses O (d2 log d) space instead.

3.5

Lower Bounds
To prove Theorem 3.1.6, we ﬁrst create a distribution between two strings, over

which calculating the edit distance is equivalent to calculating the Hamming distance.
We then show that any deterministic algorithm that approximates long length dnear-alignments under Hamming distance with high probability requires a certain
amount of space through a simple counting argument. By Yao’s Minimax Principle,
any randomized algorithm with the same probability of success requires the same
amount of space.
To prove Theorem 3.1.6, we deﬁne X be the set of binary strings of length
n with d many 1’s. We pick x independently and uniformly at random from X
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and y independently and uniformly at random from the set of binary strings of
length n with either HAM (x, y) = d or HAM (x, y) = d + 1. Deﬁne transformation
s(x) = x1 1d+1 x2 1d+1 . . . 1d+1 xn 1d+1 . Thus, we pick (S, T ) ∼ (s(x), s(y)).
Claim 3.5.1 If ed(x, y) = d, then there exist a sequence of d insertions, deletions, or
substitutions on x to obtain y. Furthermore, we may perform the substitutions ﬁrst,
followed by the insertions, then the deletions.
Proof First, we ﬁx a sequence of d operations to obtain y from x, and note that no
character can be inserted and subsequently deleted, or else the edit distance between
x and y would be less than d by avoiding these operations. Similarly, any character
which undergoes a substitution should not be involved in either an insertion or a
deletion. Hence, any character is involved in at most one operation. But since a
character is not aﬀected by operations on other characters, we may ﬁrst perform the
substitutions, followed by the insertions, then the deletions.
Lemma 3.5.2 ed(s(x), s(y)) = HAM (x, y)
Proof By Claim 3.5.1, we may perform the substitutions ﬁrst, followed by the
insertions, then the deletions to obtain s(y) from s(x). Let s1 (x) be s(x) following
the sequence of substitutions. Suppose there exists a position in s1 (x) which does
not equal the corresponding position in s(y). Then the position is zero in one
of s1 (x) or s(y). However, the nearest zero in the other string is at least d + 1
positions away, requiring at least d + 1 additional operations. Since ed(s(x), s(y)) ≤
HAM (s(x), s(y)) ≤ d+1, then it follows that every single operation to obtain s(y) from
s(x) must be a substitution, and so ed(s(x), s(y)) ≥ HAM (s(x), s(y)). By construction,
HAM (s(x), s(y)) = HAM (x, y) and the result follows.
Recall the statement of Theorem 2.7.3:
Reminder of Theorem 2.7.3.
that uses less than
or HAM (x, y) >

k
2

k log n
6

Given an input x◦y, any deterministic algorithm D

bits of memory cannot correctly output whether HAM (x, y) =
√
with probability at least 1 − n1 , for k = o( n).

k
2
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Now, we use a simple trick to show that any sketch providing a (1+)-approximation
to the length of the longest d-near-alignment under the edit distance with probability
at least 1 − 1/n requires Ω(d log n) space.
Proof of Theorem 3.1.6:

Recall that s(x) = x1 1d+1 x2 1d+1 . . . 1d+1 xn 1d+1 . Deﬁne

string t(x) = 1(d+1)n/2 x1(d+1)n/2 so that the longest d-near-alignment of t(s(x)) and
t(s(y)) has length 2(d + 1)n if ed(x, y) ≤ d.
On the other hand, if ed(x, y) > d, then the longest d-near-alignment of t(s(x)) and
t(s(y)) has length at most (d + 1)n. Thus, a (1 + )-approximation to the length of the
longest d-near-alignment of t(s(x)) and t(s(y)) diﬀerentiates whether HAM (x, y) ≤ d
or HAM (x, y) > d. Since t(s(x)) has length 2(d + 1)n, any sketch which achieves this
√
requires Ω(d log(n/d)) bits. Because d = o( n), then the result follows.
2
We now turn our attention to Theorem 3.1.5, which states that any algorithm
computing a (1 + )-multiplicative or E-additive approximation of the length of
the longest d-near alignment under the edit distance and outputs the necessary
edit operations requires Ω(d log n) bits, even in the simultaneous streaming model.
Furthermore, simply determining the length of the longest d-near alignment also
requires Ω(d log n) bits.
Proof of Theorem 3.1.5:

We ﬁrst prove that any algorithm that computes a

(1+)-multiplicative approximation of the length of the longest d-near alignment under
the edit distance requires Ω(d log n) bits using a reduction from the corresponding
problem from communication complexity. Namely, in the communication complexity
model, Alice receives the ﬁrst half of both S and T , and Bob receives the second half
of S and T ; their goal is to ﬁnd the longest d-near-alignment between S and T . Now,




suppose S 1, n2 and T 1, n2 have edit distance d, and none of the edit operations
�

occur within the ﬁrst 1 − 1+1 n positions of S and T . Thus, Alice must communicate
the locations of all edit operations (i.e., Ω(d log n) bits.), as any one of these locations
could be the beginning of the longest d-near-alignment.
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We observe that an algorithm that computes a E-additive approximation of the
length of the longest d-near alignment under the edit distance and outputs the necessary
edit operations also forces Alice to communicate the locations of the d most recent




edit operations, provided that S 1, n2 and T 1, n2 have edit distance d and none of
the edit operations occur in the ﬁrst E locations of Alice’s input.
Finally, if Alice and Bob must output the length of the longest d-near-alignment,




and S 1, n2 and T 1, n2 have edit distance d, then Alice must output the locations
of the d most recent edit operations.

2
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4. DISTINCT ELEMENTS AND `P -HEAVY HITTERS IN
THE SLIDING WINDOW MODEL
4.1

Introduction
Recall that in the streaming model, each element of the input arrives one-by-one

and algorithms can only access each element once. This implies that any element that
is not explicitly stored by the algorithm is lost forever. While the streaming model
is broadly useful, it does not fully capture the situation in domains where data is
time-sensitive such as network monitoring [1–3] and event detection in social media [4].
In these domains, elements of the stream appearing more recently are considered more
relevant that older elements. The sliding window model was developed to capture this
situation [5]. In this model, the goal is to maintain a computation on only the most
recent n elements of the stream, rather than on the stream in its entirety. We call
the most recent n elements active and the remaining elements expired. Any query
is performed over the set of active items (referred to as the current window) while
ignoring all expired elements.
The problem of identifying the number of distinct elements, is one of the foundational problems in the streaming model.
Problem 1 (Distinct elements) Given a parameter 0 <  < 1 and an input S of
elements in [m], output the number of items i whose frequency fi satisﬁes fi > 0.
The objective of identifying heavy hitters, also known as frequent items, is also one of
the most well-studied and fundamental problems.
Problem 2 (`p -heavy hitters) Given parameters 0 < φ <  < 1 and an input S
of elements in [m], output all items i whose frequency fi satisﬁes fi ≥ (Fp )1/p and
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no item i for which fi ≤ ( − φ)(Fp )1/p , where Fp =

P

i∈[m]

fip . (The parameter φ is

typically assumed to be at least c for some ﬁxed constant 0 < c < 1.)
In this chapter, we study the distinct elements and heavy hitters problems in the
sliding window model. We show almost tight results for both problems, using several
clean tweaks to existing algorithms. In particular, we introduce the composable
histogram, a modiﬁcation to the exponential histogram [5] and smooth histogram [61],
that may be of independent interest. We detail our results and techniques in the
following section.

4.1.1

Our Contributions

Composable histogram. We detail the composable histogram data structure as a
simple but important modiﬁcation to existing frameworks that allows us to optimize
our space usage by avoiding a logarithmic number of repetitions of an underlying
insertion-only streaming algorithm in instances where suﬃxes of data streams can be
represented succinctly. The composable histogram also avoids the union bound on a
linear1 number of instances when the underlying algorithm has stronger guarantees,
such as strong tracking.
Suppose that we already have an insertion-only algorithm that approximates a
function f when elements never expire. As is the case with exponential histograms [5]
and smooth histograms [61], we require that f is a smooth function (Deﬁnition 4.2.1).
Informally speaking, the smoothness condition states that if f (A) ≈ f (B), then
f (A ∪ C) ≈ f (B ∪ C) for any set C. For `p heavy hitters we use f = Fp , and for
distinct elements we use f to output the number of distinct elements.
Many algorithms segment the stream into phases or “jump-points” where f increases by a constant multiplicative factor. Assuming f = poly(n), there can be at
most O (log n) such “jump-points”. The assumption of polynomial-boundedness is
1

One can observe that for many smooth functions, linear factors can be avoided by taking a logarithmic
number of instances in parallel and outputting the median.
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indeed necessary, as shown by lower bounds for k-means in [62] and for heavy hitters
in Section 4.5.
Distinct elements. One application of our data structure lies in ﬁnding the number of distinct elements in the sliding window model. The task here is simply
to check that sketches of the stream between desired time points can be reconstructed from a set of sketches that we choose to maintain. An algorithm storing
�

O 12 log n log 1δ (log 1 + log log n) bits in the insertion-only model was provided [63].
Plugging the algorithm into the smooth histogram framework of [61] yields a space
�

complexity of O 13 log3 n(log 1 + log log n) bits. We improve this signiﬁcantly as
detailed in the following theorem.
Theorem 4.1.1 Given  > 0, there exists an algorithm that, with probability at least
2
,
3

provides a (1 + )-approximation to the number of distinct elements in the sliding
�

window model, using O 12 log n log 1 log log n + 1 log2 n bits of space.
A known lower bound is Ω

�1
2


+ log n bits [64, 65] for insertion-only streams, which

is also applicable to sliding windows since the model is strictly more diﬃcult. We give
a lower bound for distinct elements in the sliding window model, showing that our
algorithm is nearly optimal (up to log 1 and log log n factors) in both n and .
Theorem 4.1.2 Let p > 0 and , δ ∈ (0, 1) with  ≤

√1 .
n

Any one-pass streaming

algorithm that returns a (1 + )-approximation to the number of distinct elements in
�

the sliding window model with probability 23 requires Ω 1 log2 n + 12 log n space.
`p -heavy hitters. Another application of our data structure to the insertion-only
algorithm of [66] allows us to maintain an estimate of Fp . We show that our algorithm
for `p -heavy hitters for 0 < p ≤ 2 can be reduced to the problem of ﬁnding `2 -heavy
hitters. However, observe in Problem 2 that an estimate for F2 is only part of the
problem. We must also identify which elements are heavy. First, we show how to
use tools from [67] to ﬁnd a superset of the heavy hitters. This alone is not enough
√
since we may return false-positives (elements such that fi < ( − φ) F2 ). By keeping
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a careful count of the elements (shown in Section 4.4), we are able to remove these
false-positives and obtain the following result, where we have set φ =

11
:
12

Theorem 4.1.3 Given  > 0 and 0 < p ≤ 2, there exists an algorithm in the sliding
window model (Algorithm 3) that, with probability at least 23 , outputs all indices i ∈ [m]
1/p

for which fi ≥ Fp , and reports no indices i ∈ [m] for which fi ≤
�
�

algorithm uses O 1p log2 n log log n + log 1 bits of space.

1/p

F .
12 p

The

Finally, we obtain a lower bound for `p -heavy hitters in the sliding window model,
showing that our algorithm is nearly optimal (up to log 1 and log log n factors) in
both n and .
Theorem 4.1.4 Let p > 0 and , δ ∈ (0, 1). Any one-pass streaming algorithm that
returns the `p -heavy hitters in the sliding window model with probability 1 − δ requires
Ω((1 − δ)−p log2 n) space.
More details are provided in Section 4.4 and Section 4.5.
By standard ampliﬁcation techniques any result that succeeds with probability

2
3

can be made to succeed with probability 1 − δ while multiplying the space and time
�

complexities by O log 1δ . Therefore Theorem 4.4.6 and Theorem 4.1.1 can be taken
with regard to any positive probability of failure.
See Table 4.1 for comparison between our results and previous work.

Table 4.1.
Our improvements on `2 -heavy hitters and distinct elements in the sliding
windows model.
Problem

Previous Bound
�

O 16 log3 n [68]

`2 -heavy hitters
Distinct elements O

�1
3

�1

New Bound
�

log n log log n + log2 1
2

O 2
�


log3 n(log 1 + log log n) [61, 63] O 12 log 1 log n log log n + 1 log2 n

Before describing our techniques in greater detail, we ﬁrst introduce additional notation.
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4.1.2

Our Techniques

We introduce a simple extension of the exponential histogram. In contrast with
the smooth histogram described above where the union bound must be taken over
O (n) diﬀerent sketches, we show in Section 4.2 that all n instances can share the
same O (log n) jump-points. Then there are only O (log n) sketches to which we apply
the union bound.
Sketching Algorithms Some algorithms maintain a sketch (succeeding with probability 1 − δ) of h(δ) bits on each segment between two adjacent jump-points (h
may depend on n and , but this dependence is not relevant to the present discussion). If all sketches succeed, then we can recover an approximation for f . Usually
�

h(δ) = O log 1δ , as we will now assume. These sketches can be merged, so for an
insertion-only algorithm we need only maintain O (1) segments and store at most
 

= O (h(δ) log log n) bits.
O h logδ n
pi−n−2

pi−n−1

pi−n

...

...

pi

pi−n−1

pi−n

...

...

pi

pi−n

...

...

pi

...

pi

...

pi

...

pi

...

pi

...

pi

Sliding window begins

Fig. 4.1. Each horizontal bar represents an instance of the insertion-only
algorithm. The red instance represents the sliding window. Storing an
instance beginning at each possible start point would ensure that the exact
window is always available, but this requires linear space. To achieve
polylogarithmic space, the histogram stores a strategically chosen set of
O (log n) instances (shaded grey) so that the value of f on any window
can be (1 + )-approximated by its value on an adjacent window.

Let us now consider the sliding windows model, where elements eventually expire.
A very simple (but wasteful) algorithm is to simply begin a new instance of the
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insertion-only algorithm upon the arrival of each new element (Figure 4.1). Here
we store n instances, each with O (log n) sketches. The smooth histogram of [61]
shows that storing only O (log n) instances suﬃce. However, we still require that all
n instances succeed since even O (1) instances that fail adversarially could render
the entire structure invalid. Adversarially failing instances could trick the histogram
into deleting the wrong information (see [61] for details). Therefore we must take
the union bound over O (n) events, giving the smooth histogram a space usage of
� � 

�

O h nδ log n = O h(δ) log2 n bits.
A

Δ

f

Δ(A)
fˆ

f (A) ≈ fˆ(Δ(A))

Fig. 4.2. The left edge shows direct computation of f (A) from the intput
A. Alternatively, the top edge sketches the input to Δ(A), which carries
enough information to approximate f (A) using the function fˆ.

We now provide an overview of how we can reduce the number of events that must
succeed from n log n to log n for sketching algorithms. Sketching algorithms reduce
the data A to a small sketch Δ(A). The function of interest, f (A), is then estimated
by fˆ(Δ(A)) for an appropriate function fˆ. See Figure 4.2 for a diagram. The sketch is
usually randomized so that (1−)f (A) ≤ fˆ(Δ(A)) ≤ (1+)f (A) with probability 1−δ.
For example, consider the randomized sketch function of the Johnson-Lindenstrauss
transformation. Suppose that the random function Δ compresses a set of elements to
h(δ) bits in such a way that:
(1) For any sets A and B, Δ(A ∪ B) can be computed from Δ(A) and Δ(B). We
call this merging Δ(A) and Δ(B).
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(2) Δ(A) can be used to compute a (1 ± )-approximation for f (A) that succeeds
with probability 1 − δ. In particular, there is a deterministic function fˆ such
that fˆ(Δ(A)) is a (1 ± )-approximation for f (A) if the sketch Δ(A) succeeds.
If f is a smooth function (Deﬁnition 4.2.1), then this is enough to maintain a (1 ± )approximation of f (W ) with probability 1 − δ for the current window W in the
sliding window model. Algorithm 1 shows how to use D and fˆ to approximate f
on sliding windows. D(t) denotes the sketch on the single element pt . We write
D(ta : tb ) to denote the sketch D on the set of elements {pta , pta+1 , . . . , ptb−1 }. The
algorithm stores only D(tj : tj+1 ) for a set of indices t1 , . . . , tT , and for simplicity
we let D(ta : tb ) be understood to mean the merge of D(ta : ta+1 ), . . . , D(tb−1 : tb ).
On Line 8, when tj−1 is deleted we simply merge D(tj−2 : tj−1 ) with D(tj−1 : tj ),
updating indices by setting ti ← ti+1 for all i ≥ j. The space usage of Algorithm 1
 


δ
is O h log n log n = O (h(δ) log n log log n) bits. Upon query, the algorithm can
return fˆ(D(t1 : tT )) as the approximation for f (W ).
Algorithm 1 Input: a stream of elements p1 , p2 , . . . from [m], a window length n ≥ 1,
error  ∈ (0, 1)
1: T ← 0
2:

i←1

3:

loop

4:

Get pi from stream

5:

T ← T + 1; tT ← i; Compute D(tT )

6:

for all 1 < j < T do

7:
8:
9:
10:
11:

if fˆ(D(tj−1 : tT )) < (1 − )fˆ(D(tj+1 : tT )) then
Delete tj ; update indices; T ← T − 1
if t2 < i − n then
Delete t1 ; update indices; T ← T − 1
i←i+1
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Algorithm 1 may delete indices for either of two reasons. The ﬁrst (Lines 9-10) is
that the index simply expires from the sliding window. The second (Lines 7-8) is that
the indices immediately before (tj−1 ) and after (tj+1 ) are so close that they can be
used to approximate tj .
If we remove the sketching function D from Algorithm 1, we are left with the
exponential histogram. This simple extension allows us to reduce the space overhead
�

from O log2 n to O (log n log log n) for problems including `2 -heavy hitters and
distinct elements.
In the smooth histogram technique [61], we store D(ti : tT ) for each 1 ≤ i ≤ T .
Each instance of the insertion-only algorithm depends on the success of their individual
set of O (log n) sketches (between every jump-point). In contrast, Algorithm 1 stores
D(ti : ti+1 ) for each 1 ≤ i < T . Here all n instances depend on the success of the same
O (log n) sketches. Instead of having n diﬀerent sets of log n events so that we must
condition upon the joint success of n log n events, we have only a single set of log n
events.
For `2 -heavy hitters (Section 4.4), we show that the L2 norm algorithm of [69] also
satisﬁes the sketching requirement. Plugging this directly into Algorithm 1 yields a
method to maintain an estimate of F2 . Algorithm 2 uses this subroutine to return the
identities of the heavy hitters.
For the distinct elements problem (Section 4.3), we ﬁrst show that a well-known
streaming algorithm provides a (1+)-approximation to the number of distinct elements
at all points in the stream. Although this algorithm is suboptimal for insertion-only
streams, we show that it is amenable to the conditions of Theorem 4.2.1. Namely, we
show there is a sketch of this algorithm that is monotonic over suﬃxes of the stream,
�

and thus there exists an eﬃcient encoding that avoids storing O 1 log n separate
instances of the algorithm. Thus, we describe a few modiﬁcations to this algorithm
to provide a (1 + )-approximation to the number of distinct elements in the sliding
window model.
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4.1.3

Related Work

Study of the distinct elements problem in the streaming model was initiated by
Flajolet and Martin [70] and developed by a long line of work [64,71–74]. Kane, Nelson,
�

and Woodruﬀ [63] give an optimal algorithm, using O 12 + log n bits of space, for
providing a (1 + )-approximation to the number of distinct elements in a data stream,
with constant probability. Blasiok [75] shows that to boost this probability up to
�

1 − δ for a given 0 < δ < 1, the standard approach of running O log 1δ is actually
 −1

sub-optimal and gives an optimal algorithm that uses O logδ2 + log n bits of space.
The `1 -heavy hitters problem was ﬁrst solved by Misra and Gries, who give a
�

deterministic streaming algorithm using O 1 log n space [76]. The result is now
folklore and presented in many advanced graduate courses. Other techniques include
the CountMin sketch [1], sticky sampling [77], lossy counting [77], sample and hold
[78], multi-stage bloom ﬁlters [79], sketch-guided sampling [80], and CountSketch
[81]. Among the numerous applications of the `p -heavy hitters problem are network
monitoring [82, 83], denial of service prevention [78, 84, 85], moment estimation [86],
`p -sampling [87], ﬁnding duplicates [88], iceberg queries [89], and entropy estimation
[90, 91].
A stronger notion of “heavy hitters” is the `2 -heavy hitters. This is stronger than
the `1 -guarantee since if fi ≥ F1 then fi2 ≥ 2 F12 ≥ 2 F2 . Thus any algorithm that
ﬁnds the `2 -heavy hitters will also ﬁnd all items satisfying the `1 -guarantee. In contrast,
√
consider a stream that has fi = m for some i and fj = 1 for all other elements j
in the universe. Then the `2 -heavy hitters algorithm will successfully identify i for
some constant , whereas an algorithm that only provides the `1 -guarantee requires
√
 = √1n , and therefore Ω( n log n) space for identifying i. Moreover, the `2 -gaurantee
is the best we can do in polylogarithmic space, since p > 2 it has been shown that
identifying `p -heavy hitters can require Ω(n1−2/p ) bits of space [92, 93].
There are three main streaming models where elements of S arrive sequentially:
insertion-only, insertion-deletion, and sliding windows. The simplest setting is the
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insertion-only model where elements are inserted one-by-one. In the insertion-deletion
model, a previously inserted element can be deleted (each stream element is assigned
+1 or −1, generalizing the insertion-only model where only +1 is used). Finally, in the
sliding windows model, a length n is given and the stream consists only of insertions;
points expire after n insertions, meaning that (unlike the insertion-deletion model) the
deletions are implicit. Letting S = s1 , s2 , . . . be the stream, at time t the frequency
vector is built from the window W = {st−(n−1) , . . . , st } as the active elements, whereas
items {s1 , . . . , st−n } are expired. The objective is to identify and report the “heavy
hitters”, the items i for which fi is large with respect to W .
Table 4.2 shows prior work for `2 -heavy hitters in the various streaming models. A retuning of CountSketch in [94] solves the problem of `2 -heavy hitters in
�

O log2 n bits of space. More recently, [67] presents an `2 -heavy hitters algorithm
using O (log n log log n) space. This algorithm is further improved to an O (log n)
space algorithm in [69], which is optimal.
In the insertion-deletion model, CountSketch is space optimal [81, 95], but the
update time per arriving element is improved by [96]. Thus in some sense, the `2 -heavy
hitters problem is completely understood in all regimes except the sliding window
model. We provide a nearly optimal algorithm for this setting, as shown in Table 4.2.

Table 4.2.
Space complexity, in bits, of computing `2 -heavy hitters in various streaming models, assuming log n = O (log m).
Model

Upper Bound
−2

O ( log n) [69]
�

Insertion-Deletion
O −2 log2 n [81]
�

Sliding Windows
O −2 log2 n(log −1 + log log n) [Theorem 4.4.6]

Insertion-Only

Lower Bound
Ω(

−2

log n) [Folklore]

Ω(−2 log2 n) [95]
Ω(−2 log2 n) [Theorem 4.1.4]

We now turn our attention to the sliding window model. The pioneering work by
Datar et al. [5] introduced the exponential histogram as a framework for estimating
statistics in the sliding window model. Among the applications of the exponential
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histogram are quantities such as count, sum of positive integers, average, and `p norms.
Numerous other signiﬁcant works include improvements to count and sum [97], frequent
itemsets [98], frequency counts and quantiles [99, 100], rarity and similarity [101],
variance and k-medians [102] and other geometric problems [103, 104]. Braverman
and Ostrovsky [61] introduced the smooth histogram as a framework that extends to
smooth functions. [61] also provides sliding window algorithms frequency moments,
geometric mean and longest increasing subsequence. The ideas presented by [61]
also led to a number of other results in the sliding window model [62, 105–109]. In
particular, Braverman et al. [68] provide an algorithm that ﬁnds the `2 -heavy hitters
�

in the sliding window model, with φ = c for some constant c > 0, using O 14 log3 n
bits of space, improving on results by [110]. [111] also implement and provide empirical
analysis of algorithms ﬁnding heavy hitters in the sliding window model. For a survey
on sliding window algorithms, we refer the reader to [112].

4.2

Data Structure Framework
We ﬁrst describe a data structure which improves upon smooth histograms for

the estimation of functions with a certain class of algorithms. This data structure is
imperative to obtaining the space bounds in Theorem 4.4.6, but may be of independent
interest, as an additional application arises in Theorem 4.1.1. Before describing the
data structure, we need the deﬁnition a smooth function.
Deﬁnition 4.2.1 [61] A function f ≥ 1 is (α, β)-smooth if it has the following
properties:
Monotonicity f (A) ≥ f (B) for B ⊆ A (B is a suﬃx of A)
Polynomial boundedness There exists c > 0 such that f (A) ≤ nc .
Smoothness For any  ∈ (0, 1), there exists α ∈ (0, 1), β ∈ (0, α] so that if B ⊆ A
and (1 − β)f (A) ≤ f (B), then (1 − α)f (A ∪ C) ≤ f (B ∪ C) for any adjacent C.
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We emphasize a crucial observation made in [61]. Namely, for p > 1, `p is a ,

p
p


-

smooth function while for p ≤ 1, `p is a (, )-smooth function.
Given a data stream S = p1 , p2 , . . . , pn and a function f , let f (t1 , t2 ) represent f
applied to the substream pt1 , pt1 +1 , . . . , pt2 . Furthermore, let D(t1 : t2 ) represent the
data structure used to approximate f (t1 , t2 ).
Theorem 4.2.1 Let f be an (α, β)-smooth function so that f = O (nc ) for some
constant c. Suppose that for all , δ > 0:
(1) There exists an algorithm A that maintains at each time t a data structure
D(1 : t) which allows it to output a value fˆ(1, t) so that
h
i

Pr |fˆ(1, t) − f (1, t)| ≤ f (1, t), for all 0 ≤ t ≤ n ≥ 1 − δ
2
using g(, δ) bits of space.
(2) There exists an algorithm B which, given D(t1 : t2 ) and D(t2 + 1 : t3 ), can
compute D(t1 : t3 ) using O (g(, δ)) bits of space.
Then there exists an algorithm that provides a (1 + )-approximation to f on the sliding


window, using O β1 (g(, δ) + log n) log n bits of space.
Proof The algorithm uses subroutine B at each time n to build fˆ(t1 , n) from {D(ti :
ti+1 − 1)}. In particular, the algorithm maintains the following properties:
Property 1 Either pt1 is expired and pt2 is active or pt1 = 0 and p0 is active.
Property 2 Ai = A(ti , N ) maintains fˆ(ti , N ), where for  ≤ β4 ,
(1 − ) f (ti , N ) ≤ fˆ(ti , N ) ≤ (1 + ) f (ti , N ).
Property 3 For all i < s one of the following holds:
�

(1) ti+1 = ti + 1 and fˆ(ti+1 , N ) < 1 − β2 fˆ(ti , N )
�

(2) (1 − α)fˆ(ti , N ) ≤ fˆ(ti+1 , N ) and if i + 2 ≤ s, then fˆ(ti+2 , N ) < 1 − β2 fˆ(ti , N ).
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The algorithm begins as the smooth histogram, so that for N = 1, set t1 = s = 1 and
use algorithm A to maintain data structure D(1 : t). Now, given the instance of the
algorithm at time step N , and the next element pN +1 in the data stream:
(1) For all i, use B to obtain D(ti , N + 1) from {D(ti : ti+1 − 1)} and pN +1 . Then
calculate fˆ(ti , N + 1) using A.
(2) Update s = s + 1 and ts = N + 1, and initiate a new data structure D(N + 1 :
N + 1).
(3) For each i = 1, 2, . . . , s − 2:
(a) Again using A and B, ﬁnd the largest j > i such that fˆ(tj , N + 1) ≥
�

1 − β2 fˆ(ti , N + 1).
(b) Delete all tk for i < k < j and use B to update D(ti : ti+1 −1) to D(ti : tj −1)
and shift indices accordingly.
(4) Find the smallest i such that pti is expired and pti+1 is active. Delete all tj , j < i
and D(tj : tj+1 − 1) data structures. Shift indices accordingly.
Property 1 holds from the fourth update operation, while Property 2 holds from the
last two update operations. It remains to show that Property 3 holds. Let XN be the
set of indices {ti } at time N . For some position v in both XN and XN +1 , let ti = v
and ti+1 = v 0 at time step N .
If v 0 ∈
/ XN +1 , then let tj = v, tj+1 = u =
6 v 0 , and tj+2 = w in XN +1 . Since u was
�

not deleted in time step N + 1, then fˆ(u, N + 1) ≥ 1 − β2 fˆ(v, N + 1). Hence,

(1 − α)f (v, N + 1) ≤ (1 − β)f (v, N + 1) ≤
≤

β
1−
2



1−
1+

β
4
β
4

f (v, N + 1)

β
2
β
4

fˆ(u, N + 1)
fˆ(v, N + 1) ≤
≤ f (u, N + 1)
1 + β4
1+

1−

�

By a similar argument, it must hold that fˆ(w, N +1) < 1 − β2 fˆ(v, N +1). Therefore,
Property 3 holds for v 0 ∈
/ XN +1 .
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On the other hand, if v 0 ∈ XN +1 and v 0 > v + 1, then consider the step N 0 ≤ N
at which v and v 0 ﬁrst became adjacent in XN 0 . The algorithm update mandates
�

fˆ(v 0 , N 0 ) ≥ 1 − β2 fˆ(v, N 0 ). Since fˆ is an (1 + )-approximation of f with  ≤ β4
at all times, with probability 1 − δ, it follows that (1 − β)f (v, N 0 ) ≤ f (v 0 , N 0 ). By
smoothness of f , (1 − α)f (v, N + 1) ≤ f (v 0 , N + 1). Thus for an index u > v 0 which
�

is adjacent to v 0 in XN +1 , fˆ(u, N + 1) < 1 − β2 f (v, N + 1), since v 0 was not deleted.
Thus, the second part of Property 3 holds.
Finally, for v 0 ∈ XN +1 and v 0 = v + 1, there are two possibilities. Either fˆ(v 0 , N +
�

1) < 1 − β2 fˆ(v, N + 1) and the ﬁrst part of Property 2 immediately holds, or
�

fˆ(v 0 , N + 1) ≥ 1 − β2 fˆ(v, N + 1). But in the latter case, by repeating the above
calculations and replacing u with v 0 , it follows that (1 + α)f (v, N + 1) ≤ f (v 0 , N + 1).
Now, for an adjacent index w > v 0 in XN +1 , the above calculations imply that
�

fˆ(w, N + 1) < 1 − β2 fˆ(v, N + 1). Hence, the second part of Property 3 holds.
Observe that Property 3 implies that for any i, either fˆ(ti+1 , N ) or fˆ(ti+2 , N )
�

is less than 1 − β2 fˆ(ti , N ). Furthermore, with probability 1 − δ, fˆ is an (1 + )approximation of f with  ≤ β4 at all times, and f is polynomially bounded in n. Thus,


s = O β1 log n . Since the algorithm maintains s data structures, D(ti : ti+1 − 1),
each using O (g(, δ)) bits of space, then the total space complexity of the algorithm


1
is O β (g(, δ) + log n) log n .
We remark that the ﬁrst condition of Theorem 4.2.1 is called “strong tracking” and
well-motivated by [66].

4.3

Distinct Elements
We ﬁrst show that a well-known streaming algorithm that provides a (1 + )-

approximation to the number of distinct elements actually also provides strong tracking.
�

Although this algorithm uses O 12 log n bits of space and is suboptimal for insertiononly streams, we show that it is amenable to the conditions of Theorem 4.2.1. Thus,
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we describe a few modiﬁcations to this algorithm to provide a (1 + )-approximation
to the number of distinct elements in the sliding window model.
Deﬁne lsb(x) to be the 0-based index of least signiﬁcant bit of a non-negative
integer x in binary representation. For example, lsb(10) = 1 and lsb(0) := log(m)
where we assume log(m) = O (log n). Let S ⊂ [m] and h : [m] → {0, 1}log m be a
random hash function. Let Sk := {s ∈ S : lsb(h(s)) ≥ k} so that 2k |Sk | is an unbiased
� 
estimator for |S|. Moreover, for k such that E[Sk ] = Θ 12 , the standard deviation
of 2k |Sk | is O (|S|). Let h2 : [m] → [B] for B =

100
.
2

Let ΦB (m) be the expected

number of non-empty bins after m balls are thrown at random into B bins so that
E[|h2 (Sk )|] = ΦB (|Sk |).
A well-known fact gives the following computation for Φm (t):
Lemma 4.3.1



m 
1
Φm (t) = t 1 − 1 −
.
t

Blasiok provides an optimal algorithm for a constant factor approximation to the
number of distinct elements with strong tracking.
Theorem 4.3.2 [75] Let  > 0 and δ ∈ [0, 1). Then there exists a streaming algorithm
that reports a (1 + )-approximation to the number of distinct elements in the stream
after every update, with probability 1 − δ. The algorithm uses


log log n + log δ −1
O
+ log n
2
bits of space
Thus we deﬁne an algorithm Oracle that provides a 2-approximation to the number of
distinct elements in the stream after every update, using O (log n) bits of space.
� 
Since we can speciﬁcally track up to O 12 distinct elements, let us consider the
� 
case where the number of distinct elements is ω 12 . Given access to Oracle to output
an estimate K, which is a 2-approximation to the number of distinct elements, we can
� 
determine an integer k > 0 for which 2Kk = O 12 . Then the quantity 2k Φ−1
B (|h2 (Sk )|)
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provides both strong tracking as well as a (1 + )-approximation to the number of
distinct elements:
Lemma 4.3.3 [75] With constant probability, the median of O (log log n) estimators
2k Φ−1
B (|h2 (Sk )|) is a (1 + )-approximation at all times for which the number of distinct
 k
elements is Θ 22 .
Hence, it suﬃces to maintain h2 (Si ) for each 1 ≤ i ≤ log m, provided access to Oracle
to ﬁnd k, and O (log log n) parallel repetitions are suﬃcient to decrease the variance.
Indeed, a well-known algorithm for maintaining h2 (Si ) simply keeps a log m by
�1
O 2 table T of bits. For 0 ≤ i ≤ log n, row i of the table corresponds to h2 (Si ).
Speciﬁcally, the bit in entry (i, j) of T corresponds to 0 if h2 (s) 6= j for all s ∈ Si
and corresponds to 1 if there exists some s ∈ Si such that h2 (s) = j. Therefore,
the table maintains h2 (Si ), so then Lemma 4.3.3 implies that the table also gives a
�

(1+)-approximation to the number of distinct elements at all times, using O 12 log n
�

bits of space and access to Oracle. Then the total space is O 12 log n log log n after
again using O (log log n) parallel repetitions to decrease the variance.
Naı̈vely using this algorithm in the sliding window model would give a space usage
�

dependency of O 13 log2 n log log n . To improve upon this space usage, consider the
maintenance of tables for substreams (t1 , t), (t2 , t), (t3 , t), . . . where t1 < t2 < t3 <
. . . < t. Let Ti represent the table corresponding to substream (ti , t). Since (ti+1 , t)
is a suﬃx of (ti , t), then the support of the table representing (ti+1 , t) is a subset
of the support of the table representing (ti , t). That is, if the entry (a, b) of Ti+1 is
one, then the entry (a, b) of Ti is one, and similarly for each j < i. Thus, instead
of maintaining

1


log n tables of bits corresponding to each of the (ti , t), it suﬃces

to maintain a single table T where each entry represents the ID of the last table
containing a bit of one in the entry. For example, if the entry (a, b) of T9 is zero but the
entry (a, b) of T8 is one, then the entry (a, b) for T is 8. Hence, T is a table of size log m
� 
�

by O 12 , with each entry having size O log 1 + log log n bits, for a total space of
�
�

�

O 12 log n log 1 + log log n bits. Finally, we need O 1 log2 n bits to maintain the
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starting index ti for each of the

1


log n tables represented by T . Again using a number
�
�


of repetitions, the space usage is O 12 log n log 1 + log log n log log n + 1 log2 n .
�

Since this table is simply a clever encoding of the O 1 log n tables used in the

smooth histogram data structure, then correctness immediately follows. We emphasize
that the improvement in space follows from the idea of Theorem 3.1.4. That is, instead
of storing a separate table for each instance of the algorithm in the smooth histogram,
we instead simply keep the diﬀerence between each instance.
Finally, observe that each column in T is monotonically decreasing. This is because
Sk := {s ∈ S : lsb(h(s)) ≥ k} is a subset of Sk−1 . Alternatively, if an item has
been sampled to level k, it must have also been sampled to level k − 1. Instead of
�

using O log 1 + log log n bits per entry, we can eﬃciently encode the entries for each
column in T with the observation that each column is monotonically decreasing.
Since the largest index of Ti is i = 1 log n and
�1

m−1
T has log m, the number of possible columns is  log n+log
, which can be enlog m
�

coded using O log n log 1 bits. Correctness follows immediately from Lemma 4.3.3.
�

Again we use O 1 log2 n bits to maintain the starting index ti for each of the
� 
1
log n tables represented by T . As T has O 12 columns and accounting again

Proof of Theorem 4.1.1:

for the O (log log n) repetitions to decrease the variance, the total space usage is
�

O 12 log n log 1 log log n + 1 log2 n bits.
2

4.4

`p Heavy Hitters
Subsequent analysis by Berinde et al. [113] proved that many of the classic `2 -heavy

hitter algorithms not only revealed the identity of the heavy hitters, but also provided
estimates of their frequencies. Let ftail(k) be the vector f whose largest k entries are
instead set to zero. Then an algorithm that, for each heavy hitter i, outputs a quantity
f̂i such that |f̂i − fi | ≤ ||ftail(k) ||1 ≤ ||f ||1 is said to satisfy the (, k)-tail guarantee.
Jowhari et al. [95] show an algorithm that ﬁnds the `2 -heavy hitters and satisﬁes
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the tail guarantee can also ﬁnd the `p -heavy hitters. Thus, we ﬁrst show results for
`2 -heavy hitters and then use this property to prove results for `p -heavy hitters.
Algorithm 1 provides a framework for ﬁnding the `2 -heavy hitters, but the dependency on  can be improved with a few additional observations. To meet the space
guarantees of Theorem 4.4.6, we describe an algorithm, Algorithm 2, that only uses
the framework of Algorithm 1 to provide a 2-approximation of the `2 norm of the
sliding window. We detail the other aspects of Algorithm 2 in the remainder of the
section.
There are O

�1

number of `2 -heavy hitters, so the algorithms of [67] and [69]
� 
hash the universe into O 14 buckets so that, with high probability, each heavy hitter
�

is hashed to a separate bucket. By using O log 1 log 1δ functions that each hash to
� 
O 12 buckets, we instead recover a list containing all heavy hitters.
2

Recall that Algorithm 1 partitions the stream into a series of “jump-points” where
f increases by a constant multiplicative factor. The oldest jump point is before the
sliding window and initiates the active window, while the remaining jump points are
within the sliding window. Therefore, it is possible for some items to be heavy hitters
after the ﬁrst jump point, not appear in the sliding window at all! For example, if the
active window has `2 norm 2λ, and the sliding window has `2 norm (1 + )λ, all 2λ
instances of a heavy hitter in the active window can appear before the sliding window
even begins. Thus, we must prune the list containing all heavy hitters to avoid the
elements with low frequency in the sliding window.
To account for this, we begin a counter for each element immediately after the
element is reported as a potential heavy hitter. However, the counter must be sensitive
to the sliding window, and so we attempt to use a smooth-histogram to count the
frequency of each element reported as a potential heavy hitter. Even though the count
� 
function is (, ) smooth, the necessity to track up to O 12 heavy hitters prevents
us from being able to (1 + )-approximate the count of each element. Fortunately,
a constant approximation of the frequency of each element suﬃces to reject the
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elements whose frequency is less than 8 L2 . This additional data structure improves
� 
� 
the dependency on 1 from O 14 in the naive implementation to O 12 .

4.4.1

Background for Heavy Hitters

We now introduce concepts from [67] and [69] that allow us to show the conditions
of Theorem 4.2.1 apply, ﬁrst describing an algorithm from [69] that provides a good
approximation of F2 at all times.
Theorem 4.4.1 (Remark 8 in [69]) Let  ∈ (0, 1) and δ ∈ [0, 1). Then there exists
(t)
a one-pass streaming algorithm Estimator that outputs at each time t a value Fˆ2 so

that
h
i
(t)
(t)
(t)
Pr |F̂2 − F2 | ≤ F2 , for all 0 ≤ t ≤ n ≥ 1 − δ.
�
�

The algorithm uses O 12 log m log log m + log 1 bits of space and has update time
�

O log log m + log 1 .
The algorithm of Theorem 4.4.1 is a modiﬁed version of the AMS estimator [64] as
follows. Given vectors Zj of 6-wise independent Rademacher (i.e. uniform ±1) random
variables, let Xj (t) = Z j , f (t) , where f (t) is the frequency vector at time t. Then [69]
PN
2
shows that Yt = N1 j=1
Xj,t
is a reasonably good estimator for F2 . By keeping
Xj (1, t1 ), Xj (t1 + 1, t2 ), . . . , Xj (ti + 1, t), we can compute Xj,t from these sketches.
Hence, the conditions of Theorem 4.2.1 are satisﬁed for Estimator, so Algorithm 1 can
be applied to estimate the `2 norm.
We now refer to a heavy hitter algorithm from [69] that is space optimal up to
log 1 factors.
Theorem 4.4.2 (Theorem 11 in [69]) Let  > 0 and δ ∈ [0, 1). Then there exists
a one-pass streaming algorithm, denoted (, δ) − BPTree, that returns a set of 2 -heavy
hitters containing every -heavy hitter, with probability at least (1 − δ). Moreover, for
each item that the algorithm returns, the corresponding approximate frequency satisﬁes
� �


the (, 1/2 )-tail guarantee. The algorithm uses O 12 log δ1 (log n + log m) bits of
�

�

space and has O log δ1 update time and O 12 log δ1 retrieval time.
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Observe that Theorem 4.4.1 combined with Theorem 4.2.1 already yields a prohibitively expensive

1
3

dependency on . Thus, we can only aﬀord to set  to some

constant in Theorem 4.4.1 and have a constant approximation to F2 in the sliding
window. At the conclusion of the stream, the data structure of Theorem 4.2.1 has a
dilemma: either it reports the heavy hitters for a set of elements S1 that is a superset
of the sliding window or it reports the heavy hitters for a set of elements S2 that
is a subset of the sliding window. In the former case, we can report a number of
unacceptable false positives, elements that are heavy hitters for S1 but may not appear
at all in the sliding window. In the latter case, we may entirely miss a number of
heavy hitters, elements that are heavy hitters for the sliding window but arrive before
S2 begins. Therefore, we require a separate smooth histogram to track the counter of
speciﬁc elements.
Theorem 4.4.3 For any  > 0, there exists an algorithm, (1 + ) − SmoothCounter,
that outputs a (1 + )-approximation to the frequency of a given element in the sliding
�

window model, using O 1 (log n + log m) log n bits of space.
The algorithm follows directly from Theorem 4.2.1 and the observation that `1 is
(, )-smooth.

4.4.2

`2 -Heavy Hitters Algorithm

We now prove Theorem 4.4.6 using Algorithm 2. We detail our `2 -heavy hitters
√
algorithm in full, using `2 = F2 and -heavy hitters to refer to the `2 -heavy hitters
problem with parameter .
We ﬁrst show that all heavy hitters are reported.
Lemma 4.4.4 Any element i with frequency fi > `2 is output by Algorithm 2.
Proof Since the `2 norm is a smooth function, and so there exists a smooth-histogram
�

which is an 12 , 2δ -estimation of the `2 norm of the sliding window by Theorem 4.2.1.
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Algorithm 2 -approximation to the `2 -heavy hitters in a sliding window
Input: A stream S of updates pi for an underlying vector v and a window size n.
Output: A list including all elements i with fi ≥ `2 and no elements j with fj <
1:


`.
12 2

Maintain sketches D(pt1 : pt2 ), D(pt2 + 1 : pt3 ), . . . , D(ptk−1 + 1 : ptk ) to estimate
the `2 norm.
B Use Estimator and Algorithm 1 with parameters

2:
3:

4:

�1

,δ
2 2



here.

Let Ai be the merged sketch D(pti + 1 : ptk ).
For each merged sketch Ai , ﬁnd a superset Hi of the
�

B Use 16 , 2δ − BPTree here. (Theorem 4.4.2)


-heavy
16

hitters.

For each element in H1 , create a counter.
B Instantiate a 2 − SmoothCounter for each of the O

�1
2

elements reported in

H1 .
5:

Let `ˆ2 be the estimated `2 norm of A1 .
B Output of Estimator on A1 . (Theorem 4.4.1)

6:

For element i ∈ H1 , let fˆi be the estimated frequency of i.
B Output by 2 − SmoothCounter. (Theorem 4.4.3)

7:

Output any element i with fˆi ≥ 14 `ˆ2 .

Thus, 12 `ˆ2 (A1 ) ≤ `2 (W ) ≤ 23 `ˆ2 (A1 ). With probability 1 − 2δ , any element i whose
frequency satisﬁes fi (W ) ≥ `2 (W ) must have
1
fi (W ) ≥ `2 (W ) ≥ `ˆ2 (A1 )
2
and is reported by

�

 δ
,
16 2



(4.1)

− BPTree in Step 3.

Since BPTree is instantiated along with A1 , the sliding window may begin either
before or after BPTree reports each heavy hitter. If the sliding window begins after the
heavy hitter is reported, then all fi (W ) instances are counted by SmoothCounter. Thus,
the count of fi estimated by SmoothCounter is at least fi (W ) ≥ `2 (W ) ≥ 12 `ˆ2 (A1 ),
and so Step 7 will output i.
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On the other hand, the sliding window may begin before the heavy hitter is
reported. Recall that the BPTree algorithm identiﬁes and reports an element when it
becomes an


-heavy
16

hitter with respect to the estimate of `2 . Hence, there are at

most
2·

 ˆ
1
`2 (A1 ) ≤ `ˆ2 (A1 )
16
8

instances of an element appearing in the active window before it is reported by BPTree.
By Equation 4.1, any element i whose frequency satisﬁes fi (W ) ≥ `2 (W ) must
�

have fi (W ) ≥ 2 `ˆ2 (A1 ) and therefore must have at least 21 − 18 `ˆ2 (A1 ) ≥ 14 `ˆ2 (A1 )
instances appearing in the stream after it is reported by BPTree. Thus, the count of
fi estimated by SmoothCounter is at least 14 `ˆ2 (A1 ), and so Step 7 will output i.
Next, we show that no element with frequency less than
Lemma 4.4.5 No element i with frequency fi <


`
12 2


` (W )
12 2

is reported.

is output by Algorithm 2.

Proof If i is output by Step 7, then fˆi ≥ 14 `ˆ2 (A1 ). By the properties of Estimator
and SmoothCounter,
fi (W ) ≥

fˆi
1
1
≥ `ˆ2 (A1 ) ≥ `2 (W ),
2
8
12

where the last inequality comes from the fact that `2 (W ) ≤ 32 `ˆ2 (A1 ).
We now analyze the space complexity of Algorithm 2.
Theorem 4.4.6 Given , δ > 0, there exists an algorithm in the sliding window model
(Algorithm 2) which with probability at least 23 outputs all indices i ∈ [m] for which
√
√
fi ≥  F2 , and reports no indices i ∈ [m] for which fi ≤ 12 F2 . The algorithm uses
�
�

O 12 log2 n log log n + log 1 bits of space.
Proof By Lemma 4.4.4 and Lemma 4.4.5, Algorithm 2 outputs all elements with
frequency at least `2 (W ) and no elements with frequency less than


` (W ).
12 2

We

now proceed to analyze the space complexity of the algorithm. Step 1 uses Algorithm 1 in conjunction with the Estimator routine to maintain a 12 -approximation
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to the `2 -norm of the sliding window.

By Theorem 4.4.1, and observing that

β = O (1) in Theorem 4.2.1 suﬃces for a 12 -approximation, it follows that Step 1
�

uses O 12 log n(log n + log m log log m) bits of space. Since Step 3 runs an instance
of BPTree for each of the at most O (log n) buckets, then by Theorem 4.4.2, it uses
� �


O 12 log δ1 log n(log n + log m) bits of space.
� 
Notice that BPTree returns a list of O 12 elements, by Theorem 4.4.2. By running
SmoothCounter for each of these, Step 7 provides a 2-approximation to the frequency
of each element after being returned by BPTree. By Theorem 4.4.3, Step 7 uses
�

O 12 (log n + log m) log n bits of space.
�
�

Assuming log m = O (log n), the algorithm uses O 12 log2 n log log n + log 1
bits of space.

4.4.3

Extension to `p norms for 0 < p < 2

To adjust Algorithm 2 to report the `p -heavy hitters, we need a couple of ingredients.
(t)

(t)

First, we need Estimator to maintain an estimate of Fp rather than F2 . Second, we
need BPTree to output a superset of the `p -heavy hitters rather than the `2 -heavy
� 
hitters. Third, we must implement a SmoothCounter for O 1p elements rather than
� 
� 
O 12 elements if we want a ﬁnal space dependency of O 1p . Finally, we output
1/p
elements whose frequency estimate fˆi ≥ 14 `ˆp , where `ˆp = F̂p is the pth root of the
(t)

estimate of Fp .
(t)

(t)

To maintain an estimate Fp rather than F2 , we use the following result from [66]:
Theorem 4.4.7 (Theorem 14, [66]) Let p ∈ (0, 2]. Then there exists a one-pass
insertion-only streaming algorithm Estimatorp that provides a (1 + )-approximation to
the `p norm of the frequency vector at all times, with probability 1 − δ. The algorithm
�

n
uses O log m+log
(log 1 + log 1δ + log log m) bits of space.
2
To output a superset of the `p -heavy hitters rather than the `2 -heavy hitters, recall
that an algorithm provides the (, k)-tail guarantee if the frequency estimate f̂i for
each heavy hitter i ∈ [m] satisﬁes |f̂i − fi | ≤  · ||ftail(k) ||1 , where ftail(k) is the frequency
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vector f in which the k most frequent entries have been replaced by zero. Jowhari
et al. [95] show the impact of `2 -heavy hitter algorithms that satisfy the tail guarantee.
Lemma 4.4.8 [95] For any p ∈ (0, 2], any algorithm that returns the p/2 -heavy
hitters for `2 satisfying the tail guarantee also ﬁnds the -heavy hitters for `p .
By Theorem 4.4.2, BPTree satisﬁes the tail guarantee, so the algorithm reports the
-heavy hitters for `p by using error parameter p/2 for `2 .
� 
Since there are O 1p number of `p -heavy hitters, Step 4 only needs to instantiate
� 
� 
O 1p instances of SmoothCounter, thus reducing ﬁnal space dependency from O 12
� 
to O 1p . Thus, our ﬁnal algorithm appears in Algorithm 3.
Algorithm 3 -approximation to the `p -heavy hitters in a sliding window
Input: A stream S of updates ei for an underlying vector v and a window size n.
Output: A list including all elements i with fi ≥ `p and no elements j with fj <
1:


`.
12 p

Maintain sketches D(et1 : et2 ), D(et2 + 1 : et3 ), . . . , D(etk−1 + 1 : etk ) to estimate
the `p norm.
B Use Estimatorp and Algorithm 1 with parameters

2:
3:

4:

�1

,δ
2 2



here.

Let Ai be the merged sketch D(eti + 1 : etk ).
For each merged sketch Ai , ﬁnd a superset Hi of the 16 -heavy hitters.
 p/2 
B Use 16 , 2δ − BPTree here. (Theorem 4.4.2, Lemma 4.4.8)
For each element in H1 , create a counter.
B Instantiate a 2 − SmoothCounter for each of the O

�1
p

H1 .
5:

Let `ˆp be the estimated `p norm of A1 .
B Output of Estimatorp on A1 . (Theorem 4.4.7)

6:

For element i ∈ H1 , let fˆi be the estimated frequency of i.
B Output by 2 − SmoothCounter. (Theorem 4.4.3)

7:

Output any element i with fˆi ≥ 14 `ˆp .

We justify the space complexity of Algorithm 3.

elements reported in
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Proof of Theorem 4.1.3:

Firstly, Step 1 uses Algorithm 1 in conjunction with

the Estimatorp routine to maintain a 12 -approximation to Lp of the sliding window.
By Theorem 4.4.7, and observing that β = O (1) in Theorem 4.2.1 suﬃces for a
� log n+log m

1
1
1
-approximation,
it
follows
that
Step
1
uses
O
(log
+
log
+
log
log
m)
p
2


δ
�

bits of space. Since Step 3 runs an instance of BPTree with parameter O p/2 for
each of the at most O (log n) buckets, then by Theorem 4.4.2, it uses
 


1
1
O p log
log n(log n + log m)
δ

bits of space.
In this case, BPTree returns a list of O

�1
p

elements. It runs SmoothCounter for

each of these, Step 7 provides a 2-approximation to the frequency of each element after
�

being returned by BPTree. By Theorem 4.4.3, Step 7 uses O 1p (log n + log m) log n
bits of space.
Assuming log m = O (log n) and setting δ to be the appropriate value for constant
�
�

probability of success, the algorithm uses O 1p log2 n log log n + log 1 bits of space.
2

4.5

Lower Bounds

4.5.1

`p -Heavy Hitters

To show a lower bound for the `p -heavy hitters problem in the sliding window
model, we consider the following variant of the AugmentedIndex problem. Let k and
n be positive integers and δ ∈ [0, 1). Suppose the ﬁrst player Alice is given a string
S ∈ [k]n , while the second player Bob is given an index i ∈ [n], as well as S[1, i − 1].
Alice sends a message to Bob, and Bob must output S[i] with probability at least
1 − δ.
Lemma 4.5.1 [39] Even if Alice and Bob have access to a source of shared randomness, Alice must send a message of size Ω((1 − δ)n log k) in a one-way communication
protocol.
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We reduce the AugmentedIndex problem to ﬁnding the `p -heavy hitters in the sliding
window model. To encode S[i] for S ∈ [k]n , Alice creates a data stream a1 ◦ a2 ◦ . . . ◦ ab
with the invariant that the heavy hitters in the suﬃx ai ◦ ai+1 ◦ . . . ◦ ab encodes S[i].
Thus to determine S[i], Bob just needs to run the algorithm for ﬁnding heavy hitters
on sliding windows and expire the elements a1 , a2 , . . . , ai−1 so all that remains in the
sliding window is ai ◦ ai+1 ◦ . . . ◦ ab .
Reminder of Theorem 4.1.4. Let p > 0 and , δ ∈ (0, 1). Any one-pass streaming
algorithm that returns the `p -heavy hitters in the sliding window model with probability
1 − δ requires Ω((1 − δ)−p log2 n) space.
Proof of Theorem 4.1.4:

We reduce a one-way communication protocol for the

AugmentedIndex problem to ﬁnding the `p heavy hitters in the sliding window model.
√
Let a = 2p1p log n and b = log n. Suppose Alice receives S = [2a ]b and Bob receives
i ∈ [b] and S[1, i − 1]. Observe that each S[i] is

1
2p p

log n bits and so S[i] can be

rewritten as
S[i] = w1 ◦ w2 ◦ . . . ◦ wt ,
where each t =

1
2p p

and so each wi is log

√
n bits.

To recover S[i], Alice and Bob run the following algorithm. First, Alice constructs
data stream A = a1 ◦ a2 ◦ . . . ◦ ab , which can be viewed as updates to an underlying
frequency vector in Rn . Each ak consists of t updates, adding 2p(b−k) to coordinates
v1 , v2 . . . , vt of the frequency vector, where the binary representation of each vj ∈ [n]
√
is the concatenation of the binary representation of j with the log n bit string wj .
She then runs the sliding window heavy hitters algorithm and passes the state of the
algorithm to Bob.
Bob expires all elements of the stream before ai , runs the sliding window heavy
hitters algorithm on the resulting vector, and then computes the heavy hitters. We
claim that the algorithm will output t heavy hitters and by concatenating the last
√
log n bits of the binary representation of each of these heavy hitters, Bob will
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recover exactly S[i]. Observe that the `p norm of the underlying vector represented
by ai ◦ ai+1 ◦ . . . ◦ ab is exactly

1/p
1
1
1
p
p
p
p(b−i)
(1 + 2 + 4 + . . . + 2
)
≤ 2b−i+1 = 2b−i .
p
p
2

2
Let u1 , u2 . . . , ut be the coordinates of the frequency vector incremented by Alice as
�

part of ai . Each coordinate uj has frequency 2b−i ≥  1 2b−i , so that uj is an `p -heavy
hitter.
Moreover, the ﬁrst log t bits of uj encode j ∈ [t] while the next log

√

n bits encode

wj . Thus, Bob identiﬁes each heavy hitter and ﬁnds the corresponding j ∈ [t] so that
2

he can concatenate S[i] = w1 ◦ w2 ◦ . . . ◦ wt .

4.5.2

Distinct Elements

We now turn our attention to showing lower bounds for approximating the number
of distinct elements in a sliding window. We show in Theorem 4.5.3 a lower bound
�

�

of Ω 1 log2 n and we show in Theorem 4.5.5 a lower bound of Ω 12 log n to show
�

an overall lower bound of Ω 1 log2 n + 12 log n . We ﬁrst obtain a lower bound of
�

Ω 1 log2 n by a reduction from the IndexGreater problem.
Sliding window string S of length n
Block length:

6n
log n

6n
log n

6n
log n

6n
log n

Elements {0, 1, . . . , (1 + 2)i − 1} inserted into subblock wi of block i.
Alice: x1 . . . xm , where m =
Each xk is

1
2

1
6

log n.

log n bits.

Fig. 4.3. Construction of distinct elements instance by Alice. Subblocks of
block i have length (1 + 2)i − 1.
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Deﬁnition 4.5.1 In the IndexGreater problem, Alice is given a string S = x1 x2 · · · xm
of length mn, where each xi has n bits. Bob is given integers i ∈ [n] and j ∈ [2m ].
Alice is allowed to send a message to Bob, who must then determine whether xi > j
or xi ≤ j.
Given an instance of the IndexGreater problem, Alice ﬁrst splits the data stream


√
n
into blocks of size O log n . She further splits each block into n pieces of length
(1 + 2)k , before padding the remainder of block (` − k + 1) with zeroes. To encode
xi for each i ∈ [m], Alice inserts the elements {0, 1, . . . , (1 + 2)k − 1} into piece xi
of block (` − i + 1), before padding the remainder of block (` − k + 1) with zeroes.
In this manner, the number of distinct elements in each block dominates the number
of distinct elements in the subsequent blocks. Moreover, the location of the distinct
elements in block (` − i + 1) encodes xi , so that Bob can compare xi to j. We
now formalize this argument, ﬁrst showing the communication complexity of the
IndexGreater problem.
Lemma 4.5.2 The one-way communication complexity of IndexGreater is Ω(nm) bits.
Proof We show the communication complexity of IndexGreater through a reduction
from the AugmentedIndex problem. Suppose Alice is given a string S ∈ {0, 1}nm and
Bob is given an index i along with the bits S[1], S[2], . . . , S[i − 1]. Then Bob’s task in
the AugmentedIndex problem is to determine S[i].
Observe that Alice can form the string T = x1 x2 · · · xm of length mn, where each xk
has n bits of S. Alice can then use the IndexGreater protocol and communicate to Bob
 
a message that will solve the IndexGreater problem. Let j = ni so that the symbol
S[i] is a bit inside xj+1 . Then Bob constructs the string w by ﬁrst concatenating
the bits S[jn + 1], S[jn + 2], . . . , S[i − 1], which he is given from the AugmentedIndex
problem. Bob then appends a zero to w, and pads w with ones at the end, until w
reaches n bits:
w = S[jn + 1] ◦ S[jn + 2] ◦ · · · ◦ S[i − 1] ◦ 0 ◦ |1 ◦ 1 ◦{z· · · ◦ 1} .
until w has n bits
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Bob takes the message from Alice and runs the IndexGreater protocol to determine
whether xj > w. Observe that by construction xj > w if and only if S[i] = 1. Thus, if
the IndexGreater protocol succeeds, then Bob will have solved the AugmentedIndex problem, which requires communication complexity Ω(nm) bits. Hence, the communication
complexity of IndexGreater follows.
Theorem 4.5.3 Let p > 0 and , δ ∈ (0, 1). Any one-pass streaming algorithm that
returns a (1 + )-approximation to the number of distinct elements in the sliding
�

window model with probability 23 requires Ω 1 log2 n space.
Proof We reduce a one-way communication protocol for IndexGreater to ﬁnding a
(1 + )-approximation to the number of distinct elements in the sliding window model.
Let n be the length of the sliding window and suppose Alice receives a string
S = x1 x2 . . . x` ∈ {0, 1}` , where ` =

1
6

log n and each xk has

1
2

log n bits. Bob receives

√
an index i ∈ [`] and an integer j ∈ [ n]. Suppose Alice partitions the sliding window
6n
into ` blocks, each of length n` = log
. For each 1 ≤ k ≤ 61 log n, she further splits
n
√
block (` − k + 1) into n pieces of length (1 + 2)k , before padding the remainder of

block (` − k + 1) with zeroes. Moreover, for piece xk of block (` − k + 1), Alice inserts
the elements {0, 1, . . . , (1 + 2)k − 1}, before padding the remainder of block (` − k + 1)
with zeroes. Hence, the sliding window contains all zeroes, with the exception of
the elements {0, 1, . . . , (1 + 2)k − 1} appearing in piece xk of block (` − k + 1) for
√
√
all 1 ≤ k ≤ ` = 61 log n. Note that (1 + 2)k ≤ 3 n and xk ≤ n for all k, so all
the elements ﬁt within each block, which has length

6n
.
log n

Finally, Alice runs the

(1 + )-approximation distinct elements sliding window algorithm and passes the state
to Bob. See Figure 4.3 for an example of Alice’s construction.
√
Given integers i ∈ [`] and j ∈ [ n], Bob must determine if xi > j. Thus, Bob is
interested in xi , so he takes the state of the sliding window algorithm, and inserts a
number of zeroes to expire each block before block i. Note that since Alice reversed
�

the stream in her ﬁnal step, Bob can do this by inserting (` − i) 12 log n number of
zeroes. Bob then inserts (j − 1)(1 + 2)i additional zeroes, to arrive at piece j in block
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i. Since piece xi contains (1 + 2)i distinct elements and the remainder of the stream
contains (1 + 2)i−1 distinct elements, then the output of the algorithm will decrease
below

(1+2)i
1+

during piece xi . Hence, if the output is less than

at piece j, then xi ≤ j. Otherwise, if the output is at least

(1+2)i
1+
(1+2)i
,
1+

after Bob arrives
then xi > j. By

the communication complexity of IndexGreater (Lemma 4.5.2), this requires space
�

Ω 1 log2 n .
To obtain a lower bound of Ω

�1
2


log n , we give a reduction from a combination

of the GapHamming problem and the problem.
Deﬁnition 4.5.2 [65] In the GapHamming problem, Alice and Bob receive n bit
√
strings x and y, which have Hamming distance either at least n2 + n or at most
√
n
− n. Then Alice and Bob must decide which of these instances is true.
2
Chakrabarti and Regev show an optimal lower bound on the communication complexity
of GapHamming.
Lemma 4.5.4 [114] The communication complexity of GapHamming is Ω(n).
Observe that a (1 + ) n2 ≤

√
+ n for  ≤ √2n and thus a (1 + )-approximation
√
√
+ n or at most n2 − n. We use this idea to show a
n
2

can diﬀerentiate between n2
�

lower bound of Ω 12 log n by embedding O (log n) instances of GapHamming into the
stream.
Theorem 4.5.5 Let p > 0 and , δ ∈ (0, 1). Any one-pass streaming algorithm that
returns a (1 + )-approximation to the number of distinct elements in the sliding
�

window model with probability 23 requires Ω 12 log n space.

Proof We reduce a one-way communication protocol for the GapHamming problem
to ﬁnding a (1 + )-approximation to the number of distinct elements in the sliding
window model. For each

log 1
2

≤i≤

log n−1
,
2

let j = 2i and xj and yj each have length 2j

and (xj , yj ) be drawn from a distribution such that with probability 12 , HAM (xj , yj ) =
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(1 + 4)2j−1 and otherwise (with probability 12 ), HAM (xj , yj ) = (1 − 4)2j−1 . Then
Alice is given {xj } while Bob is given {yj } and needs to output HAM (xj , yj ).
Let a =

log 1
2

and b =

log n−1
.
2

Let w2k = x2k and let w2k−1 be a string of length

22k−1 , all consisting of zeroes. Suppose Alice forms the concatenated string
S = w2b ◦ w2b−1 ◦ · · · ◦ w2a+1 ◦ w2a .
Note that

P2b

k=2a

2k ≤ n, so S has length less than n. Alice then forms a data stream

by the following process. She initializes k = 1 and continuously increments k until
k = n. At each step, if S[k] = 0 or k is longer than the length of S, Alice inserts a 0
into the data stream. Otherwise, if S[k] = 1, then Alice inserts k into the data stream.
Meanwhile, Alice runs the (1 + )-approximation distinct elements sliding window
algorithm and passes the state of the algorithm to Bob.
P

2b
k
To ﬁnd HAM (x2i , y2i ), Bob ﬁrst expires
− 22i elements by inserting
k=2i+1 2
zeroes into the data stream. Similar to Alice, Bob initializes k = 1 and continuously
increments k until k = 22i . At each step, if y2i [k] = 0 (that is, the k th bit of y2i is zero),
then Bob inserts a 0 into the data stream. Otherwise, if y2i [k] = 1, then Bob inserts k
into the data stream. At the end of this procedure, the sliding window contains all
zeroes, nonzero values corresponding to the nonzero indices of the string
x2i ◦ w2i−1 ◦ x2i−2 ◦ · · · ◦ x2a+2 ◦ w2a+1 ◦ x2a ,
and nonzero values corresponding to the nonzero indices of y2i . Observe that each
P
2k
wj solely consists of zeroes and i−1
< 22i−1 . Therefore, HAM (x2i , y2i ) is at least
k=a 2
(1 − 4)22i−1 while the number of distinct elements in the sliding window is at most
(1 + 4)22i while the number of distinct elements in the suﬃx x2i−2 ◦ x2i−3 · · · is at
most (1 + )22i−2 . Thus, an (1 + )-approximation to the number of distinct elements
diﬀerentiates between HAM (x2i , y2i ) = (1 + 4)22i−1 and HAM (x2i , y2i ) = (1 − 4)22i−1 .
Since the sliding window algorithm succeeds with probability 23 , then the GapHamming distance problem succeeds with probability

2
3

across the Ω(log n) values of i.

Therefore, any (1 + )-approximation sliding window algorithm for the number of dis-
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tinct elements that succeeds with probability

2
3

requires Ω

�1
2


log n space for  ≤

Hence, Theorem 4.1.2 follows from Theorem 4.5.3 and Theorem 4.5.5.

√1 .
n
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5. MAXIMUM WEIGHTED MATCHINGS
5.1

Introduction
We study the problem of estimating the weight of a maximum weighted matching in

a weighted graph G(V, E) whose edges arrive in a streaming fashion. Computing a maximum cardinality matching (MCM) in an unweighted graph and a maximum weighted
matching (MWM) of a weighted graph are fundamental problems in computational
graph theory (e.g., [115], [116]).
Recently, the MCM and MWM problems have attracted a lot of attention in
modern big data models such as streaming (e.g., [117–125]), online (e.g., [126–128]),
MapReduce (e.g., [129]) and sublinear-time (e.g., [130, 131]) models.
Formally, the Maximum Weighted Matching problem is deﬁned as follows.
Deﬁnition 5.1.1 (Maximum Weighted Matching) Let G(V, E) be an undirected
weighted graph with edge weights w : E → R+ . A matching M in G is a set of pairwise
non-adjacent edges; that is, no two edges share a common vertex. A matching M is
P
called a maximum weighted matching of graph G if its weight w(M ) = edge e∈M w(e)
is maximum.
If the graph G is unweighted (i..e, w : E → {1} ), the maximum weighted matching
problem becomes the Maximum Cardinality Matching (MCM) problem.
Recall that in streaming models, the input graph is massive and the algorithm
can only use a small amount of working space to solve a computational task. In
particular, the algorithm cannot store the entire graph G = (V, E) in memory, but
can only operate with a sublinear amount of space, preferably o(n), where |V | = n.
However, many tasks are not solvable in this amount of space, and in order to deal
with such problems, the semi-streaming model [117, 132] was proposed, which allows
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O(n polylog(n)) amount of working space. Both these settings have been studied in
the adversarial model, where the edge order may be worst-case, and in the random
order model, where the order of the edges is a uniformly random permutation of the
set of edges.
For matching problems, if the goal is to output a set of edges that approximates the
˜
optimum matching, algorithms that maintain only O(n)
edges cannot achieve better
than (e/e − 1)-approximation ratio ( [133], [134]). Showing upper bounds has drawn a
lot of recent interest (e.g., [117], [135], [119], [136], [137]), including a recent result [13]
showing a 3.5-approximation, which improves upon the previous 4-approximation
of [138].
If, on the other hand, the goal is to output only an estimate of the size of the
matching, and not a matching itself, algorithms that use only o(n) space are both
desirable and possible. Surprisingly, very little is known about MWM/MCM in this
model. Recent work by Kapralov et al. [139] shows the ﬁrst polylog(n) approximate
estimator using only polylog(n) space for the MCM problem. Further, if Õ(n2/3 ) space
is allowed, then constant factor approximation algorithms are possible [120].
In a recent work, Bury and Schwiegelshohn [140] consider the MWM problem in
o(n) space, showing a reduction to the MCM problem, that scales the approximation
factor polynomially. In particular, they are the ﬁrst to show a constant factor estimator
for weighted graphs with bounded arboricity. Their results hold in the adversarial
insertion-only model (where the updates are only edge insertion), and in the dynamic
models (where the updates are both edge insertion and deletion). They also provide
an Ω(n1− ) space lower bound to estimate the matching within 1 + O(). Our results
signiﬁcantly improve the current best-known upper bounds of [140], as detailed in the
next section.
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5.2

Our Contribution
We extend the framework of [138] to show a reduction from MWM to MCM

that preserves the approximation within a factor of 2(1 + ). Speciﬁcally, given
a λ-approximation estimation for the size of a maximum cardinality matching, the
reduction provides a (2(1+)·λ)-approximation estimation of the weight of a maximum
weighted matching. Our algorithm works both in the insertion-only streaming model,
and in the dynamic setting. In both these models the edges appear in adversarial
order.
We next state our main theorem. As it is typical for sublinear space algorithms,
we assume that the edge-weights of G = (V, E) are bounded by poly(n).
Theorem 5.2.1 Suppose there exists a streaming algorithm (in insertion-only, or
dynamic streaming model) that estimates the size of a maximum cardinality matching
of an unweighted graph within a factor of λ, with probability at least (1 − δ), using
S(n, δ) space. Then, for every  > 0, there exists a streaming algorithm that estimates
the weight of a maximum weighted matching of a weighted graph within a factor of
 


δ
2λ(1 + ), with probability at least (1 − δ), using O S n, c log n log n space.
We remark that if the estimator for MCM is speciﬁc to a monotone graph property (a
property of graphs that is closed under edge removal), then our algorithm can use
it as a subroutine to obtain an estimator for MWM in the weighted versions of the
graphs with such properties (instead of using a subroutine for general graphs, which
may require more space, or provide worse approximation guarantees).
Our result improves the result of [140], who show a reduction from MWM to MCM
that achieves a O(λ4 )-approximation estimator for MWM, given a λ-approximation
estimator for MCM. Their reduction also allows extending MCM estimators to MWM
estimators in monotone graph properties.
In particular, using specialized estimators for graphs of bounded arboricity, we
obtain improved approximation guarantees compared with the previous best results
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of [140], as explained in Section 5.2.1, e.g., Table 5.1. In addition, our algorithm is
natural and allows for a clean analysis.

5.2.1

Applications

Theorem 5.2.1 has immediate consequences for computing MWM in graphs with
bounded arboricity. A graph G = (V, E) has arboricity ν if


|E(U )|
ν = max
,
U ⊆V
|U | − 1
where E(U ) is the subset of edges with both endpoints in U . The class of graphs
with bounded arboricity includes several important families of graphs, such as planar
graphs, or more generally, graphs with bounded degree, genus, or treewidth. Note
that these families of graphs are monotone.
Graphs with Bounded Arboricity in the Insert-only Model Esfandiari et al.
[120] provide an estimator for the size of a maximum cardinality matching of an
unweighted graph in the insertion-only streaming model (for completeness we state
their result as Theorem 5.3.1 in the Preliminaries). Theorem 5.2.1, together with
Theorem 5.3.1 (due to [120]) implies the following result.
Theorem 5.2.2 Let G be a weighted graph with arboricity ν and n = ω(ν 2 ) vertices.
Let , δ ∈ (0, 1). Then, there exists an algorithm that estimates the weight of a MWM
in G within a 2λ-approximation factor, where λ = (5ν + 9)(1 + ), in the insertion-only
streaming model, with probability at least (1 − δ), using Õ(ν−2 log(δ −1 )n2/3 )1 space.
Both the update time and ﬁnal processing time are O(log(δ −1 ) log n).
In particular, for planar graphs, ν = 3 and by choosing δ = n−1 in Theorem 5.2.2, and
 as a small constant, the output of our algorithm is within (48 + )-approximation
factor of a MWM, with probability at least 1 − n1 , using Õ(n2/3 ) space. The previous
result of [140] gave an approximation factor of > 3 · 106 for planar graphs.
1

Õ(f ) = Õ(f · (log n)c ) for a large enough constant c.
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Table 5.1 summarizes the state of the art for MWM.

Table 5.1.
The insertion-only streaming model requires Õ(ν−2 log(δ −1 )n2/3 ) space
and the dynamic streaming model requires Õ(ν−2 log(δ −1 )n4/5 ) space for
all graph classes.
Approximation for Planar Graphs

Approximation for Graphs with Arboricity ν

[140]

> 3 · 106

12(5ν + 9)4

Here

48 + 

2(5ν + 9) + 

Graphs with Bounded Arboricity in the Dynamic Model Our results also
apply to the dynamic model. Here we make use of the recent result of Chitnis
et al. [141] that provides an estimator for MCM in the dynamic model (See Theorem
5.3.2 in the Preliminaries).
Again, Theorem 5.3.2 satisﬁes the conditions of Theorem 5.2.1 with λ = (5ν +
9)(1 + ), and consequently, we have the following application.
Theorem 5.2.3 Let G be a weighted graph with arboricity ν and n = ω(ν 2 ) vertices.
Let , δ ∈ (0, 1). Then, there exists an algorithm that estimates the weight of a
maximum weighted matching in G within a 2(5ν + 9)(1 + )-factor in the dynamic
streaming model with probability at least (1 − δ), using Õ(ν−2 log(δ −1 )n4/5 ) space.
Both the update time and ﬁnal processing time are O(log(δ −1 ) log n).
In particular, for planar graphs, ν = 3, and by choosing δ = n−1 and  as a small
constant, the output of our algorithm is a (48 + )-approximation of the weight of a
maximum weighted matching with probability at least 1 −

1
n

using at most Õ(n4/5 )

space.
We further remark that if 2-passes over the stream are allowed, then we may use
the recent results of [141] to obtain a (2(5ν + 9)(1 + ))-approximation algorithm for
˜ √n) space.
MWM using only O(
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5.2.2

Overview

We start by splitting the input stream into O(log n) substreams S1 , S2 , · · · , such
that substream Si contains every edge e ∈ E whose weight is at least (1 + )i , that is,
w(e) ≥ (1 + )i . Splitting the stream into sets of edges of weight only bounded below
was used by Crouch and Stubbs in [138], leading to better approximation algorithms
for MWM in the semi-streaming model.
The construction from [138] explicitly saves maximal matchings in multiple substreams by employing a greedy strategy for each substream. Once the stream completes,
the algorithm from [138] again uses a greedy strategy, by starting from the substream
of highest weight and proceeding downward to streams of lower weight. In each
substream, the algorithm from [138] adds as many edges as possible, while retaining a
matching. However, with o(n) space, we cannot store maximal matchings in memory
and so we no longer have access to an oracle that explicitly returns edges from these
matchings.
Instead, for each substream Si , we treat its edges as unweighted edges and apply a
MCM estimator. We then implicitly apply a greedy strategy, where we iteratively add
as many edges possible from the remaining substreams of highest weight, tracking an
estimate for both the weight of a maximum weighted matching, and the number of
edges in the corresponding matching. The details of the algorithm appear in Section
5.4.
In our analysis, we use the simple but critical fact that, at any point, edges in our
MWM estimator can conﬂict with at most two edges in the MCM estimator, similar
to an idea used in [138]. Therefore, if the MCM estimator for a certain substream
is greater than double the number of edges in the associated matching, we add the
remaining edges to our estimator, as shown below in Figure 5.2.2. Note that in some
cases, we may discard many edges that the algorithm of [138] chooses to output, but
without being able to keep a maximal matching, this may be unavoidable.
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More formally, for each i, let Ui∗ be a maximum cardinality matching for Si . Then
each edge of Ui∗ intersects with either one, or two edges of Uj∗ , for all j < i. Thus, if
∗
∗
∗
|Ui−1
| > 2|Ui∗ |, then at least |Ui−1
| − 2|Ui∗ | edges from Ui−1
can be added to Ui∗ while

remaining a matching. We use a variable Bi to serve as an estimator for this lower
bound on the number of edges in a maximum weighted matching, including edges
from Uj∗ , for j ≥ i. We then use the estimator for MCM in each substream i as a
proxy for Ui∗ .

∗
Ui−1

Ui∗

∗
Ui−1

∗
Ui−1

∗
Figure 5.2.2: If |Ui∗ | > 2|Ui−1
|, then some edge(s) from Ui∗−1 can be added while

maintaining a matching.
Our algorithm diﬀers from the algorithm of [140] in several points. They consider
substreams Si containing the edges with weight [2i , 2i+1 ), and their algorithm estimates
the number of each edges in each stream, and chooses to include the edges if both the
number of the edges and their combined weight exceed certain thresholds, deemed
to contribute a signiﬁcant value to the estimate. However, this approach may not
capture a small number of edges which nonetheless contribute a signiﬁcant weight.
Our greedy approach is able to handle both these facets of a MWM problem.
Namely, by greedily taking as many edges as possible from the heavier substreams,
and then accounting for edges that may be conﬂicting with these in the next smaller
substream, we are able to account for most of the weight. The formal analysis appears
in Section 5.5.
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5.3

Preliminaries
Let S be a stream of insertions of edges of an underlying undirected weighted graph

G(V, E) with weights w : E → R. We assume that vertex set V is ﬁxed and given, and
� 
the size of V is |V | = n. Observe that the size of stream S is |S| ≤ n2 = n(n−1)
≤ n2 ,
2
so that we may assume that O(log |S|) = O(log n). Without loss of generality we
assume that at time i of stream S, edge ei arrives (or is revealed). Let Ei denote those
edges which are inserted (revealed) up to time i, i.e., Ei = {e1 , e2 , e3 , · · · , ei }. Observe
� 
that at every time i ∈ [|S|] we have |Ei | ≤ n2 ≤ n2 , where [x] = {1, 2, 3, · · · , x} for
some natural number x. We assume that at the end of stream S all edges of graph
G(V, E) arrived, that is, E = E|S| .
We assume that there is a unique numbering for the vertices in V so that we can
treat v ∈ V as a unique number v for 1 ≤ v ≤ n = |V |. We denote an undirected
edge in E with two endpoints u, v ∈ V by (u, v). The graph G can have at most
�n
= n(n − 1)/2 edges. Thus, each edge can also be thought of as referring to a
2
� 
unique number between 1 and n2 .
The next theorems imply our results for graphs with bounded arboricity in the
insert-only and dynamic models.
Theorem 5.3.1 [120] Let G be an unweighted graph with arboricity ν, n = ω(ν 2 )
vertices, and , δ ∈ (0, 1). Then there exists a one-pass insertion-only streaming
algorithm that estimates the size of a maximum matching in G within a (5ν + 9)(1 + )factor with probability at least (1 − δ). The algorithm uses Õ(ν−2 log(δ −1 )n2/3 ) space
and O(log(δ −1 )) update and ﬁnal processing time. In particular for planar graphs,
we can provide a (24 + )-approximation to the size of a maximum matching with
probability at least 1 − δ using Õ(n2/3 ) space.
Theorem 5.3.2 [141] Let G be an unweighted graph with arboricity ν, n = ω(ν 2 )
vertices, and , δ ∈ (0, 1). Then there exists a one-pass dynamic streaming algorithm
that estimates the size of a maximum matching in G within a (5ν + 9)(1 + )-factor
with probability at least (1 − δ). The algorithm uses Õ(ν−2 log(δ −1 )n4/5 ) space and
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O(log(δ −1 )) update and ﬁnal processing time. In particular for planar graphs, we can
provide a (24 + )-approximation to the size of a maximum matching with probability
at least 1 − δ using Õ(n4/5 ) space.

5.4

Algorithm
For a weighted graph G(V, E) with weights w : E → R such that the minimum

weight of an edge is at least 1 and the maximum weight W of an edge is polynomially
bounded in n, i.e., W = nc for some constant c, for T = dlog1+ W e, we create T + 1
substreams such that substream Si = {e ∈ S : w(e) ≥ (1 + )i }.
Given access to a streaming algorithm MCM Estimator which estimates the size
of a maximum cardinality matching of an unweighted graph G within a factor of λ
with probability at least (1 − δ), we use MCM Estimator as a black box algorithm on
each Si and record the estimates. In general, for a substream Si , we track an estimate
Ai , of the weight of a maximum weighted matching of the subgraph whose edges
are in the substream Si , along with an estimate, Bi , which represents the number
of edges in our estimate Ai . The estimator Bi also serves as a running lower bound
estimator for the number of edges in a maximum matching. We greedily add edges to
our estimation of the weight of a maximum weighted matching of graph G. Therefore,
[
if the estimator M
i−1 for the maximum cardinality matching of the substream Si−1 is
more than double the number of edges in Bi represented by our estimate Ai of the
[
substream Si , we let Bi−1 be Bi plus the diﬀerence M
i−1 − 2Bi , and let Ai−1 be Ai
i−1
[
plus (M
. We iterate through the substream estimators, starting
i−1 − 2Bi ) · (1 + )

from the substream ST of largest weight, and proceeding downward to substreams of
d
lower weight. We initialize our greedy approach by setting BT = M
T , equivalent to
d
taking all edges in M
T.
We note that the quantities Ai and Bi satisfy the following properties, which will
be useful in the analysis.
Observation 5.4.1 Aj =

PT

i=j (1

+ )i Δi
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Algorithm 4 Estimating Weighted Matching in Data Streams
Input: A stream S of edges of an underlying graph G(V, E) with weights w : E → R+
such that the maximum weight W of an edge is polynomially bounded in n, i.e,
W = nc for some constant c.
Output: An estimator Â of w(M ∗ ), the weight of a maximum weighted matching
M ∗ , in G.
1:

Let Ai be a running estimate for the weight of a maximum weighted matching.

2:

Let Bi be a running lower bound estimate for the number of edges in a maximum
weighted matching.

3:

\
Initialize AT +1 = 0, BT +1 = 0, and M
T +1 = 0.

4:

for i = T to i = 0 do

5:

Let Si = {e ∈ S : w(e) ≥ (1 + )i } be a substream of S of edges whose weights
are at least (1 + )i .

6:

Let Si0 be unweighted versions of edges in Si .

7:

Let Sbi0 be the output of MCM Estimator for each Si0 with parameter δ 0 = Tδ .

8:

b0
ci = max(M
[
Let M
i+1 , Si ).

9:

ci − 2Bi+1 e).
Set Δi = max(0, dM

10:

Update Bi = Bi+1 + Δi .

11:

Update Ai = Ai+1 + (1 + )i Δi .

12:

Output estimate Aˆ = A0 .

Observation 5.4.2 Bj =

5.5

PT

i=j

Δi

Analysis

ci ≤ 2Bi .
Lemma 5.5.1 For all i, Bi ≤ M
Proof We prove the statement by induction on i, starting from i = T down to
ci , so
i = 0. For the base case i = T , we initialize Bi+1 = 0. In particular, Δi = M
ci , and the desired inequality follows.
Bi = Bi+1 + Δi = M
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[
Now, we suppose the claim is true for Bi+1 ≤ M
i+1 ≤ 2Bi+1 . Next, we prove it for
ci ≤ 2Bi . To prove the claim for i we consider two cases. The ﬁrst case is when
Bi ≤ M
ci . Then
2Bi+1 < M
Bi = Bi+1 + Δi
ci − 2Bi+1
= Bi+1 + M

(By deﬁnition)
ci − 2Bi+1 )
(Δi = M

ci − Bi+1
=M
ci
≤M
Additionally,
ci < M
ci + (M
ci − 2Bi+1 )
M

ci )
(2Bi+1 < M

ci − 2Bi+1 ))
= 2(Bi+1 + (M
= 2(Bi+1 + Δi )

ci − 2Bi+1 )
(Δi = M
(By deﬁnition)

= 2Bi
ci ≤ 2Bi .
and so Bi ≤ M

ci ≤ 2Bi+1 . Then, by deﬁnition, Bi = Bi+1 . Since S 0 is a
The second case is when M
i+1
subset of Si0 , then
[
Bi = Bi+1 ≤ M
i+1
ci
≤M

(Inductive hypothesis)
b0
ci = max(M
[
(M
i+1 , Si ))

≤ 2Bi+1 = 2Bi

ci ≤ 2Bi+1 )
(M

ci ≤ 2Bi , which completes the proof.
and again Bi ≤ M
ci satisﬁes M
ci ≤ |Ui∗ | ≤ λM
ci , where
Corollary 5.5.2 Suppose for all i, the estimator M
Ui∗ is the size of a maximum cardinality matching of Si0 . Then Bi ≤ |Ui∗ | ≤ 2λBi .
ci ≤ 2λBi . Similarly, by Lemma 5.5.1,
ci ≤ 2Bi , so then λM
Proof By Lemma 5.5.1, M
ci . But by assumption, M
ci ≤ |Ui∗ | ≤ λM
ci , and so
Bi ≤ M
ci ≤ |Ui∗ | ≤ λM
ci ≤ 2λBi .
Bi ≤ M
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ci , where
ci satisﬁes M
ci ≤ |Ui∗ | ≤ λM
Lemma 5.5.3 Suppose for all i, the estimator M
Ui∗ is the size of a maximum cardinality matching of Si0 . Then for all j,
T
X

Δi ≤

i=j

T
X

∗

|M ∩ (Sj − Sj+1 )| ≤

i=j

T
X

2λΔi ,

i=j

where M ∗ is a maximum weighted matching.
Proof Since M ∗ is a matching, then the number of edges in M ∗ with weight at least
(1 + )j is at most |Uj∗ |. Thus,
T
X

|M ∗ ∩ (Sj − Sj+1 )| ≤ |Uj∗ |.

i=j

Note that by Observation 5.4.2,
T
X

PT

i=j

Δi = Bj , so then by Corollary 5.5.2,

|M ∗ ∩ (Sj − Sj+1 )| ≤ 2λ

i=j

T
X

Δi .

i=j

On the other hand, Bi is a running estimate of the lower bound on the number of
edges in M ∗ ∩ Si , so
T
X

Δi = Bj ≤

i=j

T
X

|M ∗ ∩ (Sj − Sj+1 )|,

i=j

as desired.
ci ≤ |Ui∗ | ≤
ci satisﬁes M
Lemma 5.5.4 With probability at least 1 − δ, the estimator M
ci for all i, where Ui∗ is the maximum cardinality matching of Si0 .
λM
ci ≤ |Ui∗ | ≤ λM
ci succeeds with probability at least 1 − δ , then the
Proof Since M
T
ˆ i succeeds for i = 1, 2, . . . , T is at least 1 − δ by a union bound.
probability M
We now prove our main theorem.
Proof of Theorem 5.2.1:

We complete the proof of Theorem 5.2.1 by considering

the edges in a maximum weighted matching M ∗ . We partition these edges by weight
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and bound the number of edges in each partition. We will show that A0 ≤ w(M ∗ ) ≤
2λ(1 + )A0 . First, we have
w(M ∗ ) =

X

w(e)

e∈M ∗

=

T
X

e∈M ∗ ∩(S

i=0

≤

T
X

T
X

w(e)

(2)

(1 + )i+1

(3)

i −Si+1 )

X
e∈M ∗ ∩(S

i=0

≤

X

i −Si+1 )

|M ∗ ∩ (Si − Si+1 )|(1 + )i+1

(4)

2λΔi (1 + )i+1

(5)

i=0

≤

T
X
i=0

≤ 2λ(1 + )

T
X

Δi (1 + )i = 2λ(1 + )A0 ,

(6)

i=0

where the identity in line (2) results from partitioning the edges by weight, so that
e ∈ M ∗ appears in Si − Si+1 if (1 + )i ≤ w(e) < (1 + )i+1 . The inequality in line (3)
results from each edge e in Si − Si+1 having weight less than (1 + )i+1 , so an upper
bound on the sum of the weights of edges in M ∗ ∩ (Si − Si+1 ) is (1 + )i+1 times the
number of edges in |M ∗ ∩ (Si − Si+1 )|, as shown in line (4). By Lemma 5.5.3, the
partial sums of 2λΔi dominates the partial sums of |M ∗ ∩ (Si − Si+1 |, resulting in
the inequality in line (5). The ﬁnal identity in line (6) results from Observation 5.4.1.
Similarly,
w(M ∗ ) =

X

w(e)

e∈M ∗

=

T
X

X

w(e)

(2)

(1 + )i

(3)

i=0 e∈M ∗ ∩(Si −Si+1 )

≥

T
X

X

i=0 e∈M ∗ ∩(Si −Si+1 )

110

≥
≥
≥

T
X
i=0
T
X
i=0
T
X

|M ∗ ∩ (Si − Si+1 )|(1 + )i

(4)

Δi (1 + )i

(5)

Ai = A 0 ,

(6)

i=0

where the identity in line (2) again results from partitioning the edges by weight, so
that e ∈ M ∗ appears in Si − Si+1 if (1 + )i ≤ w(e) < (1 + )i+1 . The inequality in
line (3) results from each edge e in Si − Si+1 having weight at least (1 + )i , so a lower
bound on the sum of the weights of edges in M ∗ ∩ (Si − Si+1 ) is (1 + )i times the
number of edges in |M ∗ ∩ (Si − Si+1 )|, as shown in line (4). By Lemma 5.5.3, the
partial sums of |M ∗ ∩ (Si − Si+1 )| dominates the partial sums of Δi , resulting in the
inequality in line (5). The ﬁnal identity in line (6) results from Observation 5.4.1.
b = A0 is a 2λ(1 + )-approximation for w(M ∗ ).
Thus, A
Note that the assumption of Lemma 5.5.3 holds with probability at least 1 − δ by
ci ≤ |U ∗ | ≤ λM
ci with probability at least 1 − δ , then
Lemma 5.5.4. Since we require M
i
T
� δ
S n, T space is required for each estimator. Since T = log W substreams are used and


δ
W ≤ nc for some constant c, then the overall space necessary is S n, c log
(c log n).
n
This completes the proof.

5.6

2

Conclusion
In this chapter, we considered the problem of estimating the maximum weighted

matching of a graph whose edges are revealed in a streaming fashion. Extending
upon previous framework, we develop a reduction from the maximum weighted
matching problem to the maximum cardinality matching problem that only doubles
the approximation factor of a streaming algorithm developed for the maximum
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cardinality matching problem. Our results hold for the insertion-only and the dynamic
(i.e, insertion and deletion) edge-arrival streaming models.
As an application, we obtain improved estimators for weighted planar graphs and,
more generally, for weighted bounded-arboricity graphs. In particular, we obtain a
(48 + )-approximation estimator for the weight of a maximum weighted matching in
planar graphs.
Independent to our work, McGregor and Vorotnikova [142] also give a reduction
from maximum weighted matchings to maximum cardinality matchings with the
same guarantees. They also provide a one-pass streaming algorithm that returns an
(α + 2)(1 + )-approximation to the size of the maximum matching of a graph with
�

arboricity α, with space complexity O 12 log2 n [143]. Paz and Schwartzman also
present a one-pass streaming algorithm that returns a (2 + )-approximation to the
weight of the maximum weighted matching [144] using O(n polylog(n)) bits of space.
This space complexity was later optimized by Ghaﬀari [145]. Kapralov [134] showed
approximating the size of a maximum cardinality matching within a factor of 1 −

1
e

requires Ω(n polylog(n)) space. Thus, a large gap remains in the achievability and
impossibility results. We hope that this work encourages others in the theoretical
computer science community to explore these questions.
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