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Abstract: Decision trees have proved to be commonly used nonlinear tools
for supervised learning. This technique is a way to divide the space of the
predictor variables into bricks in order to achieve as homogeneous partitions
as possible. We improved the CART method proposed by Breiman et al.
(1984) using a stochastic search, first suggested by Chipman et al. (1998)
in the Bayesian framework. In this paper estimates are given for the rate of
convergence and the mixing time of the MCMC method defined on decision
trees.
Zusammenfassung: Entscheidungsba¨ume haben sich als ha¨ufig gebrauch-
tes, nichtlineares Werkzeug des beaufsichtigten Lernens erwiesen. Diese
Technik ist ein Verfahren um den Raum der Pra¨diktoren zu zerteilen, so dass
wir dadurch eine mo¨glichst homogene Teilung erreichen. Wir haben die von
Breiman et al. (1984) vorgestellte CART Methode mit einer stochastischen
Suche verbessert, die erstmals bei Chipman et al. (1998) im Bayes’sche Rah-
men empfohlen wurde. In dieser Arbeit werden Scha¨tzer fu¨r Konvergenzrate
und Mischzeit der MCMC Methode durch die Entscheidungsba¨ume gegeben.
Keywords: Decision Trees, MCMC Methods, Canonical Paths.
1 Introduction
Decision trees are used successfully in many diverse areas such as character recognition,
medical diagnosis, expert systems, credit scoring, and fraud detection. They can be used
for data exploration in such supervised data mining problems as description, classification
and generalization. The decision tree is a multistage approach, a hierarchical, sequential
structure that recursively partitions the data. Overviews of work on decision trees can be
found in Murthy (1998) and Safavian and Landgrebe (1991).
In this paper we consider the classification problem of supervised learning. Namely let
X = (X1, . . . , Xp)
> be the vector of predictor variables (called feature vector in pattern
recognition) in space X ⊆ Rp, and let Y be the categorical target variable in space Y .
For the sake of simplicity we suppose that Y is binary, i.e. Y = {0, 1}. The goal of any
classification scheme in general is to estimate Y based on the observations of X . This
theory requires a loss function for quantifying errors in prediction. The most common and
convenient function is the squared error loss: (Y − f(X)2. This leads us to the criterion
of nonlinear least squares:
E(Y − f(X))2 → min , f : X → R .
The solution of this problem is the conditional expectation, which coincides with the
conditional probability in this case
p(x) := E(Y |X = x) = P(Y = 1|X = x) , x ∈ X .
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The function p is known as the regression function. In general the values of p do not nec-
essarily belong to the space Y . Thus, in order to get usable decision rule, we approximate
the regression function by a classifier. A classifier or decision rule d is a function that
maps X into Y . Many types of decision rules are known, e.g. nearest neighbor, neural
network, support vector machine and decision tree, see the monograph of Hastie et al.
(2001).
The emphasis of this paper is on decision trees focusing on the goodness of specific al-
gorithms. We define and investigate stochastic algorithms as Markov chains on decision
trees. We measure the “goodness” of these algorithms by their mixing time and apply
canonical paths method developed by Jerrum and Sinclair (1996), Jerrum (1998) for esti-
mating mixing time, see the recent monograph of Jerrum (2003). The main result of the
paper is that the Metropolis-Hastings chains defined on the set of decision trees are rapid
mixing, i.e. their mixing time can be bounded by a polynomial of the number of leaves of
the tree.
The organization of the paper is as follows. In Section 2 we will present a short
overview on decision trees. In Section 3 a brief summary is given on MCMC methods and
two Metropolis-Hastings algorithms are defined on the set of decision trees. In Section
4 some basic results are introduced on mixing time of finite Markov chains. In Section
5 we state Theorem 2 and 3 on the mixing time of the defined Markov chains, applying
canonical paths introduced in Section 4. The paper is finished with a short discussion.
2 Decision Trees
A binary tree T = (V,E), where V is a finite non-empty set of vertices, and E is a set
of edges, is an ordered tree such that each internal node has two sons, a left and a right
one. Let `(T ) and i(T ) denote the set of leaves (terminal nodes) and internal nodes of the
tree T , respectively. The decision tree is a hierarchical partition of the predictor space X
along the predictor variables.
Definition 1. By a decision tree D we mean a triple (T, f, s), where T is a binary tree,
and f : i(T )→ {1, 2, . . . , p} and s : i(T )→ R are functions.
If v ∈ V is an internal node, then f(v) and s(v) indicate that we cut the node v in
the f(v)th predictor variable at the value s(v). Then the points in node v satisfying the
relation xf(v) ≤ s(v) belong to the left son of v, while the points fulfilling the relation
xf(v) > s(v) belong to the right son of v. The index f(v) is called the label of v, the real
number s(v) is the splitting value at v (see Safavian and Landgrebe, 1991 for details).
There are various heuristic methods for the construction of decision trees. They can
be divided into four categories: bottom-up, top-down, hybrid and growing-pruning. In
this paper we develop a stochastic growing-pruning algorithm by improving the CART
(Classification and Regression Trees) algorithm introduced by Breiman et al. (1984).
Let (v0, v1), (v1, v2), . . . , (vk−1, vk), where v0, v1, . . . , vk ∈ V , be the path from the
root v0 to vk = v. Let the subset Xv ⊆ X consist of the points x ∈ X which satisfy the
constraint xf(vi) ≤ s(vi) if vi+1 is the left son of vi, and the constraint xf(vi) > s(vi) if vi+1
is the right son of vi, respectively for i = 0, 1, . . . , k − 1. This means that the borders of
the partition {Xv, v ∈ `(T )} are hyper-planes of the field X . The decision tree classifier
M. Ispa´ny and I. Krasznahorkay 3
d introduced by D is a map X → {0, 1} such that d(Xv) = 0 or 1 for all v ∈ `(T ), and
d(Xv) 6= d(Xv′) if v and v′ have common father. In principle, d is not uniquely defined by
D, but if we use for example majority voting, then the correspondence will be one-to-one.
The heart of the CART method is defining a risk function with which we can measure
the goodness of a decision tree. Let ϕ : [0, 1] → [0, 1/2] be a non-negative, concave and
symmetric loss function. Some well known examples of ϕ are
Misclassification: ϕ(p) = −|p− 0.5|+ 0.5 ,
Gini-index: ϕ(p) = 2p(1− p) ,
Entropy: ϕ(p) = [−p log p− (1− p)] log(1− p)/(2 log 2) .
First we define the theoretical risk function. Let λ : X → R+ be the generalized
density function of the predictor variables X with respect to a σ-finite measure µ on
Rp. (In general µ is a mixed product of the counting measure and Lebesgue measure.)
Introduce
P (Xν) :=
∫
Xν
λ(x)dx , pν :=
1
P (Xν)
∫
Xν
p(x)λ(x)dx ,
for all ν ∈ `(T ), where {Xν , ν ∈ `(T )} is the partition induced by the decision tree
(T, f, s).
Definition 2. Let D = (T, f, s) be a decision tree. Then the risk of D or its induced tree
classifier d is defined as
R(D) = R(T, f, s) :=
∑
ν∈`(T )
ϕ(pν)P (Xν) . (1)
The main advantage of risk function of this form is that we can compute it recursively.
The optimal tree design may be posed as the following optimization problem:
Minimize R(T, f, s) with respect to T, f, s.
One can easily see that in the continuous case (i.e. if λ has an absolutely continuous
component) there is no optimal solution for this optimization problem because the size of
the decision tree tends to infinite. Thus, we have to apply some constraint, e.g. we have
to bound the number of leaves or the depth of the tree. For example, if we fix the number
of leaves of the decision tree, then the above optimization problem can be solved in two
steps:
Step 1: for a given pair (f ∗, s∗) , find T ∗ := argmin
T
R(T, f ∗, s∗) ,
Step 2: for a given T ∗ , find (f ∗, s∗) := argmin
f,s
R(T ∗, f, s) .
In the first step we look for the optimal binary tree in the case when the feature and
splitting value configuration is fixed. We suppose that the correspondence between the
feature (predictor) variables with their splitting values and the leaves of the possible trees
is uniquely defined, e.g. from the left to the right. In the second step we look for the
optimal feature and splitting value configuration when the binary tree is fixed. Then these
two steps are iterated until convergence. This approach is similar to the one in Kurzynski
(1983) suggested in the Bayesian framework.
4 Austrian Journal of Statistics, Vol. 35 (2006), No. 4, ???–???
In practice the density function λ of the predictor variables and the conditional prob-
ability p are unknown. We estimate the quantities Pν = P (Xν) and pν , ν ∈ `(T ), from a
learning data set (x1, y1), . . . , (xn, yn) in the following way:
P̂ν :=
1
n
|{i : xi ∈ Xν}|, p̂ν := |{i : xi ∈ Xν , yi = 1}||{i : xi ∈ Xν}|
for all ν ∈ `(T ), where |A| denotes the cardinality of a set A.
The problem of designing a really optimal decision tree seems to be a very difficult
problem. It is conjectured that the problem with the above or more general risk function
to classify an unknown sample is NP-complete. Hyafil and Rivest (1976) proved similar
result for decision tables, see also Murphy and McCraw (1991). Hoeffgen et al. (1995)
showed that also the not so complex problem of finding a simple linear split is NP-hard.
These facts supply motivation for finding efficient heuristics or stochastics for construct-
ing near-optimal decision trees.
3 Metropolis-Hastings Algorithm on Decision Trees
The CART method suggested by Breiman et al. (1984) is a greedy, deterministic algo-
rithm. This means that in each step all the possible splits are tested and the best one is
chosen among them. There can be cases, when although we always choose the best split,
at the end we will be far from the optimal tree. So the global optimum – as in many other
cases – is not the consequence of the local optimum. That is why the stochastic search
can help, and we apply the Metropolis-Hastings (MH) algorithm to find the optimal tree.
In the sequel of the paper we will apply the MH algorithm in several settings, thus we
review the algorithm in general setup.
Let q(x, y), x, y ∈ Ω, be an arbitrary matrix of transition probabilities (transition
kernel) on a finite state space Ω. (That is q(x, y) ≥ 0 for all x, y ∈ Ω, and∑y∈Ω q(x, y) =
1 for all x ∈ Ω.) Define the acceptance probability by α(x, y) = min{1, h(x, y)}, x, y ∈
Ω, where
h(x, y) :=
pi(y)q(y, x)
pi(x)q(x, y)
is the Hastings quotient, and pi is a probability measure on Ω. Note that h(x, y) := +∞
if pi(x)q(x, y) = 0. Introduce a Markov chain, called MH chain, {ξn, n ∈ N} in the
following way. If ξn = x then let
ξn+1 =
{
y with probability α(x, y) ,
x otherwise.
Then {ξn, n ∈ N} is an ergodic Markov chain, and pi is the unique stationary distribution
of the chain (see Roberts, 1996).
The transition kernel of the above MH chain is
K(x, y) = q(x, y)α(x, y) + r(x)δ(x, y) ,
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where
r(x) = 1−
∑
y∈Ω
q(x, y)α(x, y) ,
and δ(x, y) = 1, if x = y, and 0 otherwise. In the applications we need such MH chains
which have enough large loop probabilities, i.e. K(x, x) ≥ 1/2, for all x ∈ Ω. This can
be done by relaxing the chain in the current state by introducing the relaxed transition
kernel
Kr(x, y) =
1
2
K(x, y) +
1
2
δ(x, y)
=
1
2
q(x, y)α(x, y) +
(
1− 1
2
∑
y∈Ω
q(x, y)α(x, y)
)
δ(x, y) .
Another way to achieve that the loop probabilities are greater than or equal to 1/2 is to
choose a proposal kernel q such that q(x, x) = 1/2, for all x ∈ Ω. In fact, one can realize
the relaxed MH chain by relaxing the proposal distribution. If q is an arbitrary proposal
kernel, then let qr := q/2+ δ/2 be its relaxed proposal kernel. Then one can easily verify
that Kr(q) = K(qr), where Kr(q) denotes the relaxed MH kernel given by the proposal
distribution q, and K(qr) denotes the MH kernel given by the relaxed proposal kernel qr.
Finally, we note that a Markov chain can be relaxed by tossing a fair coin at each step: in
case of head we go further according to the original transition kernel, but in case of tail
the chain remains in the current state.
In the first step of our optimization problem the feature and split configuration is fixed,
hence the risk function depends on the binary tree, which is the skeleton of the decision
tree. Thus we have to solve the following discrete optimization problem:
Minimize R(T ) with respect to T ∈ T`,
where T` is the set of binary trees having ` internal nodes and `+1 leaves. By the help of
the risk function we define a probability distribution on the state space Ω := T`. Consider
the Gibbs distribution
pi(T ) := κ exp{−R(T )} , T ∈ T` ,
where κ−1 :=
∑
T∈T` exp{−R(T )} is a normalizing constant.
In order to define our MH algorithm, we have to introduce an accessibility relation
between the ` + 1-leaved binary trees. By elementary tree we will mean a binary tree
having one root and two terminal nodes. A subtree of a binary tree is such a subgraph
which is a binary tree as well. By a prunable elementary tree of a binary tree we mean a
subtree which is an elementary tree such that its terminal nodes are leaves in the original
tree too. Let T , T ′ ∈ T` such that T 6= T ′. We say that T and T ′ are accessible from each
other if they both have a common binary subtree which we get by removing a prunable
elementary tree from each, respectively. (See, e.g., Figures 1 and 2.) This accessibility
relation is denoted by T ↔ T ′. Note that we can get T ′ from T by applying the PRUNE
and GROW step of Chipman et al. (1998) successively. Denote by p(T ) the set of prunable
elementary trees of T . One can easily check that the number of accessible trees from T
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is |p(T )|(` − 1). We introduce the relaxed proposal distribution by choosing uniformly
among the accessible trees:
qr(T, T
′) :=

1
2p(T )|(`− 1) , if T ↔ T
′ ,
1
2
, if T = T ′ ,
0 , otherwise.
In this case the Hastings quotient is given by
h(T, T ′) =
pi(T ′)|p(T )|
pi(T )|p(T ′)| .
The transition kernel of the MH chain induced by this proposal distribution is
K(T, T ′) =

pi(T ′)
pi(T )
1
2|p(T ′)|(`− 1) , if T ↔ T
′ and h(T, T ′) < 1 ,
1
2|p(T )|(`− 1) , if T ↔ T
′ and h(T, T ′) ≥ 1 ,
3
2
−
∑
T ′:T↔T ′
h(T,T ′)<1
pi(T ′)
pi(T )
1
2|p(T ′)|(`− 1)
−
∑
T ′:T↔T ′
h(T,T ′)≥1
1
2|p(T )|(`− 1) , if T = T
′ ,
0 , otherwise.
In the second step of the optimization problem the skeleton T of the decision trees
is fixed, thus the risk function depends only on the predictor variables and their splitting
values. In this case the derived optimization problem is not necessarily discrete, for ex-
ample if there is at least one continuous variable among the predictor variables. But we
can discretise the problem by introducing a set of admissible splits. For an ordinal pre-
dictor variable the splitting values will be its possible values, while for a nominal variable
more complicated splits, like subsets of its range, will be allowed. If a learning data set
is given, then the splitting values will be the observed values in the sample. Hence, the
number of the possible splits is not more than np where n is the sample size, and p is the
number of predictors variables. In the sequel we suppose that the number of admissible
splits is k ∈ N. Finally, for the sake of simplicity, we suppose that each admissible split
is allowed at each internal node of the binary tree T . This means that a split can occur at
several internal nodes.
The optimization problem can be reformulated in the following way:
Minimize R(S) with respect to S ∈ ST ,
where ST is the set of all split configurations on T . Our assumptions imply that |ST | = k`.
Define the Gibbs distribution in this case as
pi(S) := κ exp{−R(S)} , S ∈ ST ,
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where κ−1 :=
∑
S∈ST exp{−R(S)} is a normalizing constant.
In order to define MH algorithm for the second step we introduce an accessibility
relation between the splitting configuration. One can see that S ∈ ST can be written
as a function S : v 7→ (j, c), where v ∈ i(T ), and (j, c), j ∈ {1, . . . , p}, c ∈ R, is
an admissible split for Xj , i.e. we cut the node v in the Xjth variable at value c. Let
S, S ′ ∈ ST such that S 6= S ′. We say that S and S ′ are accessible from each other,
denoted by S ↔ S ′, if there exists v ∈ i(T ) such that S(v) 6= S ′(v) and S(v′) = S ′(v′)
for all v′ ∈ i(T ), v′ 6= v. Define the relaxed proposal distribution as
qr(S, S
′) =

1
2`(k − 1) , if S ↔ S
′ ,
1
2
, if S = S ′ ,
0 , otherwise,
i.e., we choose uniformly among the accessible split configurations. The Hastings quo-
tient is given by
h(S, S ′) =
pi(S ′)
pi(S)
= exp{−(R(S ′)−R(S))} .
In this case the proposal distribution α coincides with the Metropolis sampler. The tran-
sition kernel of this MH chain is
K(S, S ′) =

exp{−(R(S ′)−R(S))}
2`(k − 1) , if S ↔ S
′ and R(S ′) > R(S) ,
1
2`(k − 1) , if S ↔ S
′ and R(S ′) ≤ R(S) ,
3
2
−
∑
S′:S↔S′
R(S′)>R(S)
exp{−(R(S ′)−R(S))}
2`(k − 1) −
−
∑
S′:S↔S′
R(S′)≤R(S)
1
2`(k − 1) , if S = S
′ ,
0 , otherwise.
Note that this MH chain is very similar to that one which is given in the graph-coloring
problem, see Jerrum (1998, Section 3).
4 Mixing Time of Reversible Markov Chain
Let us define a discrete Markov chain on finite state space Ω with transition kernel K :
Ω2 → [0, 1], i.e. let K(x, y) ≥ 0 for all x, y ∈ Ω, and ∑y∈ΩK(x, y) = 1 for all x ∈ Ω.
We suppose that the Markov chain is irreducible and aperiodic, thus ergodic with unique
stationary distribution pi : Ω → [0, 1]. The Markov chain is called time-reversible if it
fulfills the detailed balance:
pi(x)K(x, y) = pi(y)K(y, x) for all x, y ∈ Ω .
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Note that an MH chain or relaxed MH chain is always reversible. Define the n-step
transition kernel recursively by
Kn(x, y) =
∑
z∈Ω
Kn−1(x, z)K(z, y) , x, y ∈ Ω .
Then Kn(x, ·) is the distribution of the chain at time n given that x is the initial state.
To measure the closeness to stationarity at time n we use variation distance:
∆x(n) =
1
2
∑
y∈Ω
|Kn(x, y)− pi(y)| = max
A⊆Ω
|Kn(x,A)− pi(A)| .
Then the rate of convergence to stationarity from initial state x can be described by the
mixing time:
τx(ε) = min{n : ∆x(m) ≤ ε for all m ≥ n} .
The Markov chain is called rapid mixing if τ(ε) := maxx∈Ω τx(ε) ≤ P (d, ε−1), where P
is a polynomial and d is the dimension of Ω.
There are a number of methods for estimating the mixing time. These techniques
include e.g. geometric tools (canonical paths, conductance), analytic tools (estimating the
spectral gap by Nash or Sobolev inequality) and comparison and coupling tools.
In this paper we apply the canonical paths technique for decision trees. The heart of
this technique is an undirected graph (Ω, E) introduced by the Markov chain, where the
vertex set is the state space Ω, and the edge set E is defined by
E := {(x, y) ∈ Ω× Ω : pi(x)P (x, y) > 0} .
A path γ in (Ω, E) is a sequence of vertices γ = (x0, . . . , xk) such that (xi−1, xi) ∈ E ,
i = 1, . . . , k. Equivalently, γ can be viewed as a sequence of edges γ = (e1, . . . , ek) with
ei = (xi−1, xi) ∈ E , i = 1, . . . , k. The length of such a path γ is |γ| = k. For each
pair (x, y) ∈ Ω × Ω let Γ(x, y) denote the set of every path γ = (x0, . . . , xk), k ∈ N,
in (Ω, E) which starts from x (i.e. x0 = x) and ends at y (i.e. xk = y), and have no
repeated vertices (i.e. xi 6= xj , if i 6= j). For each (x, y) ∈ Ω × Ω choose exactly one
path γ(x, y) in Γ(x, y) which is called the canonical path belonging to (x, y). Denote the
set of canonical paths by Γ := {γ(x, y) : x, y ∈ Ω}. Define the probability of the edge
e = (x, y) by Q(e) = K(x, y)pi(x). Finally, introduce the maximal edge loading of the
set Γ of canonical paths as
ρ(Γ) = max
e∈E
1
Q(e)
∑
x,y∈Ω:
e∈γ(x,y)
pi(x)pi(y)|γ(x, y)| .
The basic result of Sinclair (see Sinclair, 1992, Jerrum, 1998, Theorem 4.1) gives an
estimate for the mixing time by the help of maximal edge loading.
Theorem 1. Let K(x, y), x, y ∈ Ω, be the transition kernel of a reversible, ergodic
Markov chain on the finite state space Ω with stationary distribution pi and loop probabil-
ities K(x, x) ≥ 1/2 for all x ∈ Ω. Let Γ be a set of canonical paths with maximal edge
loading ρ(Γ). Then the mixing time of the Markov chain satisfies
τx(ε) ≤ ρ(Γ)(log pi(x)−1 + log ε−1) , for all x ∈ Ω and ε > 0.
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It is well known, that there is a strong connection between the mixing time and the
so-called spectral gap of the Markov chain. In fact, 1/λ ≤ ρ(Γ), where λ is the spectral
gap of the Markov chain. (See Theorem 3.2.1 in Saloff-Coste (1997).)
5 Speed of MH Algorithm on Decision Trees
In the effective MH algorithms the mixing time can be bounded by the dimension of the
state space which is significantly less then the cardinality of the state space. For decision
trees the number of internal nodes (or leaves) plays the role of the dimension.
In the first optimization step the accessibility relation defines a graph on the set of
` + 1-leaved trees with ` internal nodes, where ` ∈ N. The cardinality of the state space
of trees with ` internal nodes is 1
`+1
(
2`
`
) ≈ c · `−1/2(`+ 1)−1 · 42`.
Definition 3. Let ` ∈ N. The (` + 1)-leaved tree-graph is the undirected graph (T`, E),
where the vertex set is the set of (` + 1)-leaved trees T`, and the edge set E is the set of
pairs (T, T ′), T, T ′ ∈ T`, such that T ↔ T ′.
On Figures 1 and 2 one can see the 4-leaved and 5-leaved tree-graph, respectively.
In this case the set of canonical paths can be given in such a way that every edge of the
(` + 1)-leaved tree-graph is part of not more than |T`| number of canonical paths. The
proof of this claim follows from the fact, that for every separation of this graph into two
disjoint subgraphs the number of the disappearing edges of the original graph fulfills
|G|(|T`| − |G|)
|T`| ≤ |e(G)| , (2)
where G denotes one of the subgraphs after the separation, and e(G) is the set of the
disappearing edges.
For example let G be the set of such (` + 1)-leaved trees which contain the subtree
showed on Figure 3. In this case inequality (2) has the following form
|T`−1|(|T`| − |T`−1|)
|T`| ≤ |T`−2| · ` . (3)
Using the relation between the number of `- and (`+ 1)-leaved trees we get(
1− `+ 1
2(2`− 1)
)
2(2`− 3)
`
≤ ` .
The left side of this inequality can be bounded by
2(2`− 3)
`
≤ 2 · 2`
`
≤ 4 ,
so (3) holds for trees having ` ≥ 4 leaves. For ` = 2, 3 one can easily prove the inequality.
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Figure 1: The 4-leaved tree-graph
Figure 2: The 5-leaved tree-graph
Figure 3: The subtree that every `-leaved tree contains in G
The canonical paths can be chosen such that their maximal length is `− 1, i.e.
γ∗ = max
T,T ′
|γ(T, T ′)| = `− 1 . (4)
One possible canonical path in the 5-leaved tree-graph is showed on Figure 4 with bold
lines.
Theorem 2. The mixing time of the MH chain defined on the (` + 1)-leaved tree-graph
can be bounded by
τT (ε) ≤ exp{2CR}`3(` log 4 + log ε−1 + CR) , (5)
for all starting tree T ∈ T`, whereCR := Rmax−Rmin, andRmin := min{R(T ) : T ∈ T`}
and Rmax := max{R(T ) : T ∈ T`}.
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T’
T
Figure 4: One canonical path in the 5-leaved tree-graph
Remark 1. The quantity CR is the range of the risk function. By the definition (1) of the
risk function one can easily see that CR ≤ 1/2. Thus the main part in (5) is 3.76× `4.
Proof. First we estimate the maximal edge loading of the previously defined set Γ of
canonical paths. If e = (T, T ′) ∈ E , than one can see that
Q(e) =

pi(T ′)
2|p(T ′)|(`− 1) , if h(T, T
′) < 1 ,
pi(T )
2|p(T )|(`− 1) , if h(T, T
′) ≥ 1 .
Since |p(T )| ≤ `/2, for all T ∈ T`, we have
Q−1(e) ≤ κ−1`(`− 1) exp{Rmax} . (6)
On the other hand, by (4), we obtain∑
(T,T ′)∈C(e)
pi(T )pi(T ′)|γ(T, T ′)| ≤ κ2γ∗|C(e)| exp{−2Rmin} , (7)
where C(e) := {(T, T ′) ∈ T` × T` : e ∈ γ(T, T ′)}. Finally,
κ−1 =
∑
T∈T`
exp{−R(T )} ≤ exp{−Rmin}|T`|≥ exp{−Rmax}|T`|
,
which implies
κ ≤ exp{Rmax}/|T`| . (8)
By (6), (7) and (8) we obtain
ρ(Γ) ≤ exp{2CR}(`+ 1)(`− 1)2max
e∈E
|C(e)|/|T`| .
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By the definition of canonical paths we get |C(e)| ≤ |T`| for all e ∈ E , i.e. the number of
canonical paths which are passing through the edge e is equal to or less than the number
of binary trees having ` internal nodes.
Thus we proved that
ρ(Γ) ≤ exp{2CR}(`+ 1)(`− 1)2 ≤ exp{2CR}`3 .
It is well known that |T`| = 1`+1
(
2`
`
)
, which is the `th Catalan-number, see Cormen et al.
(1990) Problem 13.4. Since
log pi−1(T ) = log κ−1 +R(T ) ≤ log |T`|+ CR ,
the Stirling formula implies the assertion.
Example 1. In practice usually ` ≤ 30. Let for example ` = 30 and ε = 10−4.
Then we have that τT (ε) ≤ 3753561, while one can see that the 30th Catalan-number
is 6564120420.
In the second optimization step the accessibility relation defines a similar graph struc-
ture to the k-dimensional hyper-cube. We can think of a splitting configuration S as a
vertex of the hyper-cube, and to an accessible pair (S, S ′) as an edge of the hyper-cube.
Introduce a linear ordering v1, . . . , v` on the set of the internal nodes of the tree T , e.g.
from up to down from the left to the right. Then a splitting configuration S can be written
as (S(v1), . . . , S(v`)).
Let S = (S(v1), . . . , S(v`)) and S ′ = (S ′(v1), . . . , S ′(v`)) be arbitrary splitting con-
figurations. The canonical path γ(S, S ′) from S to S ′ is composed of ` edges, 1 to `,
where edge i is simply
e = ((S ′(v1), . . . , S ′(vi−1), S(vi), S(vi+1), . . . , S(v`)),
(S ′(v1), . . . , S ′(vi−1), S ′(vi), S(vi+1), . . . , S(v`))) ,
(9)
i.e. we change the split at the ith internal node. One can easily see that the length of every
canonical path is exactly `.
Theorem 3. The mixing time of the MH chain, defined on the graph of splitting configu-
rations with at most k admissible splits, can be bounded by
τS(ε) ≤ 2 exp{2CR}`2(` log k + log ε−1 + CR)
for all starting configuration S, where CR := Rmax − Rmin, and Rmin := min{R(S) :
S ∈ ST} and Rmax := max{R(S) : S ∈ ST}.
Proof. We estimate the maximal edge loading ρ(Γ). If e = (S, S ′) is an edge, then one
can see that
Q(e) =

pi(S ′)
2`(k − 1) , if h(S, S
′) < 1 ,
pi(S)
2`(k − 1) , if h(S, S
′) ≥ 1 .
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Thus
Q(e) ≥ κ
2`(k − 1) exp{−Rmax} .
Moreover, we obtain∑
e∈γ(S,S′)
pi(S)pi(S ′)|γ(S, S ′)| ≤ κ2` exp{−2Rmin}|{(S, S ′) : e ∈ γ(S, S ′)}| .
Suppose, that the edge e is given by (9). Consider the number of canonical paths γ(S, S ′)
that include e. The number of possible choices for S is k`−i, as the first i position are
fixed. By a similar argument the number of possible choices for S ′ is ki−1. Thus the total
number of canonical paths containing a particular edge e is k`−1. Using this result, we get
ρ(Γ) ≤ 2`2(k − 1)k`−1κ exp{Rmax − 2Rmin} ≤ 2 exp{2CR}`2 ,
since κ ≤ k−` exp{Rmax}. A similar argument to the end of Theorem 2 completes the
proof.
Corollary. For a learning data set with sample size n the mixing time can be bounded by
τS(ε) ≤ 2 exp{2CR}`2(`(log n+ log p) + log ε−1 + CR) .
Example 2. If n = 106, then we need just 2 × 106 steps to achieve the stationary distri-
bution and the best decision tree instead of the 30th Catalan-number.
6 Conclusions
Decision trees are these days commonly used tools for solving the problem of supervised
learning. For the construction of decision trees the CART method suggested by Breiman
et al. (1984) is not always effective. This algorithm was improved by Chipman et al.
(1998) with a stochastic search in Bayesian framework. This idea can be applied not only
in that case when a prior distribution is given on the decision trees but also in the case
considered in this paper when a discrete optimization problem is given.
We defined two kinds of MH chains on decision trees. We applied the method of
canonical paths to estimate the rate of convergence and the mixing time. One can see,
that using our method the optimal `+1-leaved decision tree can be reached in polynomial
time. We think that our method can be extended for more general splits, see e.g. Loh and
Vanichsetakal (1988).
A remaining task for us is to see how this method works in practice. How fast we
could find the best tree when we have a learning data set and have to use it to estimate the
distributions needed for the algorithm.
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