Abstract. Although a reader's text-level comprehension is affected by the comprehension of individual sentences in a text, little attention has been paid to the difficulty of sentences. This study investigates whether measures (features) of text difficulty affect the gradience observed in sentence difficulty judgments. We examine two traditional features (sentence length and number of low-frequency words) and six nontraditional features (counts of clauses, dependent clauses, coordinate phrases, t-units, complex t-units, and Wh nominals). Five English language instructors participated in a sentence difficulty behavioral experiment. They had to judge how difficult the sentences were on a scale of 1 to 4, where '1' means very easy, '2' means easy, '3' means moderately difficult, and '4' means difficult. The scale of 1-4 allowed the subjects to treat perceived difficulty as a relative point on the scale rather than as categorical values ('easy' and 'difficult'). It was found that both traditional and nontraditional measures of text difficulty correlate with participants' perceived difficulty suggesting that both types of features play roles in the perception of sentence difficulty. In addition, a tree-based readability model was implemented using the same sentences and features. The preliminary data suggests that the traditional features are more important while classifying new observations.
Introduction
It is well known that learning is effective when learners are able to truly engage with the material presented to them. If a piece of material is too difficult, learners will not be able to understand or retain the information. For this reason, we find abundant readability research in both first language (L1) acquisition and second language (L2) acquisition. However, although it is well known that the comprehension of individual sentences in a text affects a reader's text-level comprehension, little attention has been paid to the difficulty of sentences (c.f. Scott, 2009 ).
As mentioned above, text readability has been the subject of several studies, and traditional formulas for computing text readability like Flesch Reading Ease (Flesch, 1948) and Flesch-Kincaid Grade Level (Kincaid, Fishburne, Rogers, & Chissom, 1975) date decades back. Most traditional formulas developed for assessing text difficulty are based on combinations of simple features like vocabulary frequency or sentence length (c.f Klare, 1984; DuBay, 2004) . With the emergence of efficient Natural Language Processing (NLP) systems, new researchers have been able to use sophisticated features that need more time and resources to compute. Some of these studies have suggested that sophisticated NLP-based features combined with machine learning algorithms perform better than traditional readability formulas in predicting text difficulty (c.f Francois & Miltsakaki, 2012) .
In this study, we are interested in the perceived difficulty of individual sentences, and not the entire text. Furthermore, we examine gradient difficulty of sentences (very easy to difficult) rather than categorical difficulty (easy and difficult). We ask the following questions in particular:
• How well do the measures of text difficulty predict sentence difficulty?
We investigate the effects of two traditional features (sentence length and number of low-frequency words) and six nontraditional features (counts of clauses, dependent clauses, coordinate phrases, t-units, complex t-units, and Wh nominals) (Lu, 2010) .
• Can these features explain the gradience in sentence difficulty perception?
Behavioral experiment
A behavioral experiment was devised to investigate whether the traditional and nontraditional features of text difficulty affect the gradience observed in sentence difficulty judgments. It is shown that both types of features correlate with the subjects' perceived difficulty, suggesting that both types of features play roles in the perception of sentence difficulty. The components of the experiment are described in detail below.
Subjects
Five English language instructors were recruited from Voxy, an education technology startup in New York. The participants were unaware of the design and purpose of the experiment.
Stimuli
The stimuli consisted of 499 English sentences. A python script was used to pull the sentences randomly from the Voxy corpus. The corpus consisted of articles from authentic sources such as Oxford University Press, Bloomberg, the Associated Press, and the Financial Times. It also contained teaching materials prepared by the company's own publishing team. The stimuli covered a wide range of topics like sports, technology, entertainment, and politics, as exemplified below:
• Mexican soccer star Rafael Marquez may leave Barcelona.
• Amazon launched the $199 tablet last November.
• Is the world becoming more and more obsessed with covering celebrities?
• Republican attempts to amend the law will continue, he said, but outright repeal is no longer a possibility.
Procedure
The experiment was implemented using E-prime software (http://www.pstnet.com/ eprime.cfm). Subjects saw English sentences on the computer screen and were asked to judge the difficulty of the sentences on a scale of 1 to 4, where '1' means very easy, '2' means easy, '3' means moderately difficult, and '4' means difficult. The subjects were instructed to make use of the whole scale as much as possible. In order to avoid the response bias (a general tendency to respond either yes or no), the scale of 1 to 4 was used rather than providing 'yes' or 'no' options to the subjects. This also allowed the subjects to treat perceived difficulty as a relative point on the scale rather than saying the sentences were exactly 'easy' or 'difficult.' Figure 1 shows the average number of words and average number of low-frequency words per sentence for the values on the scale. Perceived difficulty increased with the increase in both traditional features. 
Results

Feature importances
Using Scikit-learn (Pedregosa et al., 2011) , a random forest classifier for sentence difficulty was implemented using the same sentences and features. The random forest algorithm can be used to estimate the importance of variables in a classification task. The feature importances estimated by the random forest model for the data are plotted in Figure 3 below, where '0' is 'number of words,' '1' is 'number of low-frequency words,' and '2' to '7' represent nontraditional features. 
Conclusions
We examined whether or not the measures of text difficulty affect the gradience observed in sentence difficulty judgments. Results of the behavioral experiment suggested that both traditional and nontraditional measures of text difficulty play roles in determining sentence difficulty. For all features, as the counts of features increased, perceived difficulty increased as well, exhibiting gradience of difficulty. We also implemented a random forest classifier for sentence difficulty using the same sentences and features. It was found that traditional features are more important as they are better as single predictors of difficulty. This could be due to overlaps between the two types of features. For instance, counts of clauses measures the length of production unit, and sentence length does the same, too. In the future, we plan to construct classifiers that use all 14 features in Lu (2010) to test whether these findings still hold.
It is important to note that the language instructors agreed on the perceived difficulty of sentences even without rubrics that help distinguish difficulty scales. As a follow-up experiment, we plan to conduct this same experiment on language learners and compare those findings with these current findings.
