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Abstract
The paper extends the concept of a Burnside algebra from finite groups to finite quasigroups, based
on an earlier specification of quasigroup permutation actions as members of a certain covariety of
coalgebras. For quasigroups, the Burnside algebra carries two distinct product operations, denoted
respectively as “(direct) product” and “reduced tensor product.” The direct product arises from
categorical products in the covariety, while the reduced tensor product arises from bisimulations. In
the associative case, the direct product and reduced tensor product agree. With respect to the direct
product, the Burnside algebra of a quasigroup is semisimple, and its structure may be described
in terms of marks, exactly generalizing the associative case. With respect to the reduced tensor
product, nilpotent elements may exist. The problem of finding a primitive set of idempotents for
the semisimple part of the reduced tensor product reduct of the Burnside algebra is raised. As a first
step towards the solution of this problem, the primitive reduced tensor idempotent multiple of the
regular representation is identified in terms of the orbitals of the action of the right multiplication
group. There is a characterization of those quasigroups for which this multiple is the same as in the
group case.
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For a finite group Q, a Q-set (X,Q) consists of a set X, together with a (right) action
of Q on X via a homomorphism
Q→ X!;q → (x → xq) (1.1)
from Q into the group X! of all permutations of the set X. A Q-set X or (X,Q) may
be construed as an algebra of unary operations on the set X. The class of all Q-sets then
forms a variety in the sense of universal algebra, closed under direct products, and under
coproducts or sums given by the disjoint union of Q-sets. For a finite Q-set X, let [X]
denote the isomorphism class of X. The set of isomorphism classes of finite Q-sets forms
a commutative unital semiring under the sum [X] + [Y ] = [X + Y ], product [X] · [Y ] =
[X × Y ], unit [{1}], and zero [∅]. The universal commutative Q-algebra containing this
unital semiring is called the (rational) Burnside algebra of the group Q [25]. For a
subgroup P of Q, the homogeneous space
P \Q= {Px | x ∈Q} (1.2)
forms a Q-set with action given by the instance
Q→ (P \Q)!;q → (Px → Pxq) (1.3)
of (1.1). The rational Burnside algebra is spanned by the isomorphism classes of the
homogeneous spaces (two subgroups yielding isomorphic homogeneous spaces if and only
if they are conjugate).
The purpose of the present paper is to extend the Burnside algebra concept from groups
to quasigroups. Earlier papers [18,19] introduced a concept of homogeneous space for
finite quasigroups. The key ideas are summarized in Section 2. Given a subquasigroup P of
a finite quasigroup Q, the elements of the corresponding homogeneous space P \Q are the
orbits on Q of the relative left multiplication group of P in Q, the group of permutations
of Q generated by the left multiplications by elements of P . Each element of Q yields a
Markov chain action on the homogeneous space P \Q as a set of states. The full structure
is an instance of an iterated function system (IFS) in the sense of fractal geometry [1],
formalized in the concept of a Q-IFS described in Section 3. If P is a subgroup of a
group Q, then the quasigroup homogeneous space P \ Q specializes to the usual notion
(1.3) of a homogeneous space for groups, the transition matrices of the Markov chain
actions becoming permutation matrices in this case.
For a finite group Q, general Q-sets are elements of the variety of universal
algebras generated by the homogeneous spaces. For a finite quasigroup Q, products
of homogeneous spaces in the category of Q-IFS decompose into members of a
potentially infinite set of isomorphism classes of indecomposable summands. To avoid
such “wildness”, quasigroup homogeneous spaces were construed in [20] as coalgebras.
Dual to the closure of a variety of algebras under homomorphic images, subalgebras
and products, covarieties of coalgebras are closed under subcoalgebras, homomorphic
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to [20] as members of the covariety Q of coalgebras generated by the homogeneous
spaces over Q. In this way the troublesome products are avoided. The basic coalgebraic
definitions are summarized in Section 4, including the key concept of a bisimulation
between two coalgebras. The probabilistic aspect of quasigroup Q-sets is invoked via the
free barycentric algebra functor B , as described briefly in Section 5. The coalgebraic type
of actions of a quasigroup Q is then given by the endofunctor BQ on the category of sets
that sends a set X to the set XBQ of functions from Q to the free barycentric algebra XB
over X (Definition 5.3).
Within the covariety of Q-sets over a quasigroup Q, two products are defined. Along
with the usual direct or categorical product X × Y of two Q-sets X,Y , there is also
the reduced tensor product X ⊗̂ Y representing the largest Q-set bisimulation between
X and Y . These two products (which coincide when Q is a group) yield two semiring
structures on the set of isomorphism classes of finite Q-sets. The rational Burnside algebra
of a finite quasigroup Q is then defined in Section 6 as the universal Q-algebra containing
these semirings of isomorphism classes of finite Q-sets. While the direct product behaves
much as in the group case, the reduced tensor product reduct of the Burnside algebra of
a quasigroup need not be semisimple. This is demonstrated in the example of Section 7.
The final section of the paper poses Problem 8.3, asking for a structural description of
the Burnside algebra’s reduced tensor product reduct specified by a basis for its Jacobson
radical and a complete set of primitive idempotents for the semisimple part. As a first
step towards the solution of the problem, Theorem 8.4 describes the decomposition of the
tensor square of the regular homogeneous space ∅\Q of a finite quasigroupQ, and thereby
identifies which specific multiple of the regular isomorphism type is a primitive idempotent
in the reduced tensor product reduct. The multiple is given by the reciprocal of the number
of functional orbitals of the action of the right multiplication group on the quasigroup.
Establishing a connection with some classical topics in quasigroup theory, Theorem 8.6
characterizes those quasigroups Q for which this multiple is the same as in the group case.
For algebraic concepts and notations used in this paper (such as the diagram used for
the specification of a product, especially in the proof of Corollary 5.6), readers are referred
to [23]. In particular, mappings are generally placed in the natural position on the right
of their arguments, either in line or as an index. These conventions help to minimize the
number of brackets, which otherwise proliferate in the study of non-associative systems
such as quasigroups.
2. Quasigroup homogeneous spaces
The construction of a quasigroup homogeneous space for a finite quasigroup [18,19]
is analogous to the transitive permutation representation of a group Q (with stabilizer
subgroup P ) on the homogeneous space P \ Q. Let P be a subquasigroup of a finite
quasigroup Q. Let L be the relative left multiplication group of P in Q, the subgroup of
the permutation group on the set Q generated by left multiplications by elements of P . Let
P \ Q be the set of orbits of the permutation group L on the set Q. If Q is a group, and
P is nonempty, then this notation is consistent with (1.2). Let A be the incidence matrix of
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the pseudoinverse of the matrix A [14]. For each element q of Q, right multiplication in
Q by q yields a permutation of Q. Let RQ(q) be the corresponding permutation matrix.
Define a new matrix
RP \Q(q) = A+RQ(q)A. (2.1)
(In the group case, the matrix (2.1) is just the permutation matrix given by the permutation
(1.3).) Then in the homogeneous space of the quasigroup Q, each quasigroup element q
yields a Markov chain on the state space P \ Q with transition matrix RP \Q(q) given by
(2.1). The set of convex combinations of the states from P \ Q forms a complete metric
space, and the actions (2.1) of the quasigroup elements form an iterated function system or
IFS in the sense of fractal geometry [1].
3. The IFS category
Let Q be a finite set. Define a Q-IFS (X,Q) as a finite set X together with an action
map R or
RX :Q → EndC(CX);q → RX(q) (3.1)
from Q to the set of endomorphisms of the complex vector space with basis X (identified
with their matrices with respect to the basis X), such that each action matrix RX(q) is
stochastic. For Q non-empty, the Markov matrix of a Q-IFS (X,Q) is the arithmetic mean
M(X,Q) = 1|Q|
∑
q∈Q
RX(q) (3.2)
of the action matrices of the elements of Q. A Q-IFS (X,Q) is said to be irreducible if the
Markov chain on X given by (3.2) is irreducible (cf. XV§4 of [7]). If P is a subquasigroup
of a finite non-empty quasigroup Q, then the homogeneous space P \ Q is a Q-IFS with
the action map specified by (2.1).
For a finite set Q, a morphism
φ : (X,Q) → (Y,Q) (3.3)
from a Q-IFS (X,Q) to a Q-IFS (Y,Q) is a function φ :X → Y , whose graph has
incidence matrix F , such that
RX(q)F = FRY (q) (3.4)
for each element q of Q. It is readily checked that the class of morphisms (3.3), for a fixed
set Q, forms a concrete category IFS . Consider objects (X,Q) and (Y,Q) of IFS . TheirQ Q
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action map
RX+Y : q →RX(q)⊕RY (q) (3.5)
sending each element q of Q to the direct sum of the matrices RX(q) and RY (q). One
obtains an object of IFSQ, since the direct sum of stochastic matrices is stochastic. The
tensor product (X ⊗ Y,Q) of (X,Q) and (Y,Q) is the direct product X × Y of the sets X
and Y together with the action map
RX⊗Y :q →RX(q)⊗RY (q) (3.6)
sending each element q of Q to the tensor (or Kronecker) product of the matrices
RX(q) and RY (q). Again, one obtains an object of IFSQ, since the tensor product of
stochastic matrices is stochastic. The abstract significance of the tensor product is given
by Corollary 5.5 below in the context of coalgebras.1 The role of the sum is given by the
following:
Theorem 3.1. Let (X,Q) and (Y,Q) be objects of IFSQ. The sum (X + Y,Q) forms the
coproduct of (X,Q) and (Y,Q) in the category IFSQ.
Proof. Consider the diagram
CX
JX
CX ⊕CY
F⊕G
CY
JY
CX
F
CZ
RZ(q)
CY
G
CX
FRX(q)
CZ CY
GRY (q)
(3.7)
in the category of complex vector spaces. Here q is an element of Q, the linear transforma-
tion F is (described by) the incidence matrix of an IFSQ-morphism f : (X,Q) → (Z,Q),
and the linear transformation G is the incidence matrix of an IFSQ-morphism g : (Y,Q) →
(Z,Q). The linear transformations on the top row are linear extensions of the insertions of
the summands X,Y in the disjoint union X + Y . Then
RX+Y (q)(F ⊕G) =
(
RX(q)⊕RY (q)
)
(F ⊕G) = RX(q)F ⊕RY (q)G
= FRZ(q)⊕GRZ(q) = (F ⊕G)RZ(q),
the latter equality following by the commuting of (3.7). Thus F ⊕G is the incidence matrix
of a uniquely specified sum IFSQ-morphism f +g : (X+Y,Q) → (Z,Q), as required. 
1 In particular, it does not necessarily give a categorical product, as erroneously suggested in [20–22].
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This section summarizes the basic coalgebraic concepts required for the paper. For more
details, readers may consult [9,10] or [17]. Crudely speaking, coalgebras are just the duals
of algebras: coalgebras in a category C are algebras in the dual category Cop.
Let F : Set → Set be an endofunctor on the category of sets and functions. Then an
F -coalgebra, or simply a coalgebra if the endofunctor is implicit in the context, is a set X
equipped with a function αX or α :X → XF . This function is known as the structure map
of the coalgebra X. (Of course, for complete precision, one may always denote a coalgebra
by its structure map.) A function f :X → Y between coalgebras is a homomorphism if
f αY = αXf F . A subset S of a coalgebra X is a subcoalgebra if it is itself a coalgebra
such that the embedding of S in X is a homomorphism. A coalgebra Y is a homomorphic
image of a coalgebra X if there is a surjective homomorphism f :X → Y . A bisimulation
between coalgebras X and Y is a relation R ⊆ X × Y carrying a coalgebra structure such
that the set product projections πX :X× Y → X and πY :X× Y → Y restrict to respective
coalgebra homomorphisms R →X and R → Y .
Let (Xi | i ∈ I) be a family of coalgebras. Then the sum of this family is the disjoint
union of the sets of the family, equipped with a coalgebra structure map α given as follows.
Let ιi :Xi → X insert Xi as a summand in the disjoint union X of the family. For each i
in I , let αi be the structure map of Xi . Then the restriction of α to the subset Xi of X
is given by αiιFi . (More generally, the forgetful functor from coalgebras to sets creates
colimits—cf. Proposition 1.1 of [2].)
A covariety of coalgebras is a class of coalgebras closed under the operations H of
taking homomorphic images, S of taking subalgebras, and  of taking sums. (Note that
homomorphic images are dual to subalgebras, while sums are dual to products.) If K is
a class of F -coalgebras, then the smallest covariety containing K is given by SH(K)
(cf. Theorem 7.5 of [9] or Theorem 3.3 of [10]). This result is dual to the well known
characterization of the variety generated by a class of algebras (cf., e.g., Exercise 2.3A of
Chapter IV of [23] or Proposition 1.5.12 of [16]).
5. Barycentric algebras
The set endofunctor used in the coalgebraic approach to quasigroup actions (Defini-
tion 5.3 below) is based on the free barycentric algebra functor. Thus the first part of this
section briefly outlines the basic facts about barycentric algebras that are used in the paper.
For more details, readers may consult [15] or [16]. Let I ◦ denote the open unit interval
]0,1[. For p in I ◦, define p′ = 1 − p.
Definition 5.1. A barycentric algebra A or (A, I ◦) is an algebra of type I ◦ ×{2}, equipped
with a binary operation
p :A× A→ A; (x, y) → xyp
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xxp = x (5.1)
of idempotence for each p in I ◦, the identities
xyp = yxp′ (5.2)
of skew-commutativity for each p in I ◦, and the identities
xyp zq = x yzq/(p′q ′)′ (p′q ′)′ (5.3)
of skew-associativity for each p,q in I ◦.
The variety of all barycentric algebras, construed as a category with the homo-
morphisms as morphisms, is denoted by B. The corresponding free algebra functor is
B : Set → B.
A convex set C forms a barycentric algebra (C, I ◦), with xyp = (1 −p)x+py for x, y
in C and p in I ◦. A semilattice (S, ·) becomes a barycentric algebra on setting xyp = x · y
for x, y in S and p in I ◦.
For the following result, see [13], §2.1 of [15], §5.8 of [16]. The equivalence of the
final two structures in the theorem corresponds to the identification of the barycentric
coordinates in a simplex with the weights in finite probability distributions.
Theorem 5.2. Let X be a finite set. The following structures are equivalent:
(a) The free barycentric algebra XB on X.
(b) The simplex spanned by X.
(c) The set of all probability distributions on X.
Definition 5.3. Let Q be a finite set. The functor BQ : Set → Set sends a set X to the
set XBQ of functions from Q to the (underlying set of the) free barycentric algebra
XB over X. For a function f :X → Y , its image under the functor BQ is the function
fBQ :XBQ → YBQ defined by
fBQ : (Q →XB,q →w) → (Q → YB,q →wf B).
The following theorem is very useful. It allows one to identify a given Q-IFS, having
a structure map as in (3.1) say, with a corresponding finite BQ-coalgebra X → XBQ;
x → (q → xRX(q)). Such identifications will be used implicitly throughout the paper,
since there are some times when the Q-IFS formulation is more convenient, and other
times when it is best to work with BQ-coalgebras.
Theorem 5.4 [20]. Let Q be a finite set. Then the category IFSQ is isomorphic with the
category of finite BQ-coalgebras.
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coalgebras X → XBQ and Y → YBQ under the isomorphism of Theorem 5.4. Then
the tensor product (X ⊗ Y,Q) corresponds to a bisimulation between X → XBQ and
Y → YBQ.
Proof. Consider the diagram
CX
PX←−− CX ⊗ CY PY−−→ CY
in the category of complex vector spaces, the linear extension of the product diagram
X
πX←−− X × Y πY−−→ Y (5.4)
in the category of sets. Now for x ∈ X, y ∈ Y , q ∈ Q, one has
(x ⊗ y)pXRX(q)= xRX(q) =
[
xRX(q)⊗ yRY (q)
]
pX = (x ⊗ y)RX⊗Y (q)pX.
Thus πX, and similarly πY , are IFSQ-morphisms as required. 
Corollary 5.6. Let (X,Q) and (Y,Q) be objects of IFSQ, with corresponding BQ-coal-
gebras X →XBQ and Y → YBQ under the isomorphism of Theorem 5.4. Then the tensor
product X ⊗ Y forms a subcoalgebra of the product X × Y of X and Y in the category of
all BQ-coalgebras.
Proof. Consider the diagram
X X ⊗ YX Y Y
X X × YπX
πX×πY
πY
Y
X X ⊗ YX Y
X×Y
Y
(5.5)
in the category of sets. Its middle row is the image, under the underlying set functor, of
the product object and projections in the category of BQ-coalgebras. This configuration
exists by [20, Proposition 6.2(c)]. The top and bottom rows, instances of (5.4) rewritten
with a notation more appropriate to the context of BQ-coalgebras, just denote the product
object and projections in the category of sets. By Corollary 5.5, these rows are the images
of a diagram in the category of BQ-coalgebras. The whole lower rectangle of (5.5) is the
image of a product diagram in the category of BQ-coalgebras, while the top rectangle is
a product diagram in the category of sets. However, the outer rectangle of (5.5) is also
a product diagram in the category of sets, with product map realized by 1X⊗Y . Thus the
coalgebra homomorphism X × Y injects as required, since it is retracted by πX × πY
in the category of sets. 
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generated by successively decomposing tensor products of irreducible summands of tensor
products of loop homogeneous spaces. Corollary 5.6 shows that the tensor product could be
replaced by the categorical product of coalgebras in this generation process, again yielding
infinitely many irreducible summands.
6. The Burnside algebra
Within this section, let Q be a finite quasigroup.
Definition 6.1. The category Q of Q-sets or Q-actions or permutation representations
of Q is defined to be the covariety of BQ-coalgebras generated by the (finite) set of
homogeneous spaces over Q.
For a finite quasigroup Q, the terms “Q-set,” “Q-action,” or “permutation representa-
tion of Q” are used for objects of the category of Q-sets, and also for those Q-IFS iden-
tified with finite Q-sets via Theorem 5.4. The structure of quasigroup actions is described
explicitly by the following theorem, which generalizes the orbit decomposition of group
actions.
Theorem 6.2 [20]. For a finite quasigroup Q, the Q-sets are precisely the sums of homo-
morphic images of homogeneous spaces.
By definition, the category Q is closed under sums, as described in Section 4. Thus
the sum of two sums of images of homogeneous spaces is immediately obtained as a new
sum of images of homogeneous spaces. In particular, the underlying set of a sum of Q-sets
is the disjoint union of their underlying sets. However, as shown by examples such as
those in Section 7 below, the tensor product of two homogeneous spaces over Q in IFSQ
need not decompose as a sum of images of homogeneous spaces. By Corollary 5.6, it also
follows that the direct product will not decompose as such a sum either. Nevertheless, the
category Q is actually bicomplete (cf. Proposition 6.2(c) of [20]). Limits in the covariety
Q are constructed by a procedure dual to that used for the construction of colimits in a
(pre)variety of τ -algebras of a given type τ (cf. §IV.2.2 of [23]). That procedure first builds
the corresponding colimit L in the category τ of all τ -algebras, and then takes the replica
of L in the (pre)variety, its largest homomorphic image lying in the (pre)variety. Given a
BQ-coalgebra L, its replica in Q is obtained dually as the largest subcoalgebra of L that
lies in the covariety Q. In particular, given two finite Q-sets X and Y , their product X × Y
in Q is formed as the largest Q-subcoalgebra contained in the product of X and Y in the
category of all BQ-coalgebras. Note that the underlying set of a product of Q-sets is not
necessarily the product of their underlying sets. (A specific example is exhibited at the end
of Section 7 below.) In similar fashion the restricted tensor product X ⊗̂ Y of X and Y is
defined to be the largest Q-subcoalgebra contained in the bisimulation X ⊗ Y .
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deleting unwanted summands, is used for the tensor product of tilting modules [5, §11.3].
For a finite Q-set X, let [X] denote its isomorphism type in the category Q. Let A+(Q)
denote the set of all such isomorphism types. Let B be the set of so-called basic types,
the isomorphism types of homomorphic images of homogeneous spaces over Q. It is often
convenient to consider each element b of B as represented by a specified Q-set Hb. Now
∀[X] ∈A+(Q), ∀ b ∈B, ∃nb ∈ N. [X] =
∑
b∈B
nbb. (6.1)
An inner product is defined on A+(Q) by
〈∑
b∈B
mbb,
∑
b∈B
nbb
〉
=
∑
b∈B
mbnb. (6.2)
With respect to this inner product, the set of basic types is orthonormal. The equation of
(6.1) may then be rewritten as
[X] =
∑
b∈B
〈
b, [X]〉b. (6.3)
Theorem 6.4. Let Q be a finite quasigroup.
(1) The set A+(Q) forms a commutative unital semiring, with zero [∅] and unit [{1}],
under the sum [X] + [Y ] = [X + Y ] and each of the following multiplications:
(a) the (direct) product [X] · [Y ] = [X × Y ], and
(b) the restricted tensor product [X] ⊗̂ [Y ] = [X ⊗̂ Y ].
(2) The N-semimodule A+(Q) is free over the basis B .
(3) ∀x, y , z ∈ A+(Q), 〈x, y ⊗̂ z〉 〈x, y · z〉.
Proof. Statement (2) follows by Theorem 6.2, and statement (3) by Corollary 5.6. Most
of the statement (1) is routine, following by standard properties of sums and products
in bicomplete categories. For the distributive law with the reduced tensor product,
consider Q-sets X,Y,Z. Then for each q in Q, the matrix (RX(q) ⊕ RY (q)) ⊗ RZ(q)
is permutationally similar to (RX(q) ⊗ RZ(q)) ⊕ (RY (q) ⊗ RZ(q)), so that the Q-IFS
(X + Y ) ⊗ Z and (X ⊗ Z) + (Y ⊗ Z) are isomorphic. Since these Q-IFS contain the
same irreducible summands from Q, with the same multiplicities, the distributive law in
(A+(Q),+, ⊗̂) follows. 
The mark concept introduced for quasigroups in the following definition is a natural
extension of Burnside’s original [4, §180].
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type b = [Hb], the mark of b in X or x = [X] is defined to be the cardinality
Zxb =
∣∣Q(Hb,X)∣∣ (6.4)
of the set of Q-homomorphisms from Hb to X. The mark matrix or Z-matrix Z or ZQ of
Q is the |B| × |B| matrix [Zbc] for b and c in B .
Proposition 6.6. For x, y in A+(Q) and b in B:
(1) Z(x·y)b = ZxbZyb.
(2) Z(x+y)b = Zxb +Zyb.
(3) Zxb =∑a∈B〈a, x〉Zab.
Proof. Suppose x = [X] and y = [Y ].
(1) is an immediate consequence of the definition (6.4) and the universality property of
products:
∣∣Q(Hb,X × Y )∣∣= ∣∣Q(Hb,X)∣∣ · ∣∣Q(Hb,Y )∣∣.
(2) The image of a Q-homomorphism from Hb to X + Y is either a summand of X, or
else a summand of Y . Thus
∣∣Q(Hb,X + Y )∣∣= ∣∣Q(Hb,X)∣∣+ ∣∣Q(Hb,Y )∣∣.
(3) follows directly from (2) and (6.3). 
Corollary 6.7. The product of two finite Q-sets is finite.
Proof. Using notation as in the proof of Proposition 6.6, suppose that X and Y are finite.
Then for each basic type b, the marks Zxb and Zyb are finite. By (1) of Proposition 6.6,
the mark Z(x·y)b is finite, so that X × Y can only contain finitely many summands of
type b. 
Remark 6.8. Corollary 6.7 contrasts with examples such as that of [11, §9], where for a
bounded endofunctor F weakly preserving pullbacks, it may still happen that a product of
finite F -coalgebras is infinite. On the other hand, Section 7 exhibits two non-empty Q-sets
X,Y whose product is empty. Indeed, this will happen whenever there is no Q-set H that
is the domain of homomorphisms to both X and Y .
Proposition 6.9. With notation as in Definition 6.5:
(1) The set B may be ordered so that Z is triangular.
(2) The Z-matrix is invertible over Q.
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Q-set, so that b = [H ]  [K] = c in B iff |H |  |K|. Then for b > c ∈ B , one has
|K| |H |. Suppose that
0 <Zbc =
∣∣Q(K,H)∣∣. (6.5)
Now H is irreducible [20, Corollary 7.3], so there can be a Q-homomorphism f :K →H
in (6.5) only if |H | = |K| and f bijects. Let F be the invertible incidence matrix of f .
Then
∀q ∈Q, FRK(q) = RH(q)F
⇒ ∀q ∈ Q, RK(q)F−1 = F−1RH(q),
so that f is a Q-isomorphism. This yields the contradiction b = [H ] = [K] = c to the
hypothesis b > c of (6.5). Thus with the given ordering of B , the Z-matrix is upper
triangular.
(2) For b = [H ] ∈ B , the identity map 1H lies in Q(H,H), so the diagonal entries of
the triangular matrix Z are all non-zero. 
Theorem 6.10. Let Q be a finite quasigroup, with set B of basic types of Q-set. Then the
mark map (
A+(Q),+, ·)→ QB;x → (b →Zxb) (6.6)
is an embedding of semirings.
Proof. By Proposition 6.6(1) and (2), the mark map is a semiring homomorphism. To see
that it injects, use Proposition 6.6(3) to consider it in the equivalent form
(
A+(Q),+, ·)→ QB;x → (b →∑
a∈B
〈a, x〉Zab
)
. (6.7)
Apply Proposition 6.9 and note that
∑
c∈B
∑
b∈B
(∑
a∈B
〈a, x〉Zab
)
Z−1bc c =
∑
c∈B
〈c, x〉c = x
by (6.3). 
Corollary 6.11. Define A(Q) as the Q-vector space with basis B , containing the free N-
semimodule A+(Q) of Theorem 6.4(2) as a subreduct. Then A(Q) carries a Q-algebra
structure (A(Q),+, ·) such that:
(1) The semiring (A+(Q),+, ·) is identified as a subreduct of the Q-algebra (A(Q),+, ·).
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(
A(Q),+, ·)→ QB;∑
a∈B
raa →
(
b →
∑
a∈B
raZab
)
. (6.8)
Furthermore, the reduced tensor product operation ⊗̂ extends by linearity from A+(Q) to
A(Q), yielding a Q-algebra (A(Q),+, ⊗̂).
Definition 6.12. For a finite quasigroup Q, the (rational) Burnside algebra is defined to be
the double Q-algebra (A(Q),+, ·, ⊗̂) of Corollary 6.11.
Proposition 6.13. Let Q be a finite group. Then the two products on the Burnside algebra
of Q in the quasigroup sense of Definition 6.12 coincide, yielding the Burnside algebra of
Q in the classical group sense.
Proof. By Corollary 9.4 of [20], the quasigroup actions of Q coincide with the group
actions of Q. 
7. An example
For a finite quasigroup Q, the isomorphism (6.8) shows that the reduct (A(Q),+, ·)
of the Burnside algebra is semisimple. In this section, an example is presented to show
that the reduct (A(Q),+, ⊗̂) need not be semisimple. Consider the quasigroup Q having
multiplication table displayed below as Table 1. Denote the singleton subquasigroups
{1}, {2}, {3} by their elements. The other subquasigroups of Q are ∅, N = {1,2,3}, and
Q itself. The 3-element homogeneous spaces 1 \ Q, 2 \ Q, and 3 \ Q all have the same
isomorphism type x3. (This is the example discussed in §3 of [18].) Let the homogeneous
spaces Q \ Q, N \ Q, and ∅ \ Q have respective isomorphism types x1, x2, and x6.
Thus the index on each isomorphism type denotes the cardinality of the corresponding
Q-set. Note that x6 is the isomorphism type of the regular homogeneous space ∅ \ Q
(cf. §8 of [20]). There are no other quotients of homogeneous spaces, so the Burnside
algebra A(Q) has {x1, x2, x3, x6} as a basis. The reduced tensor products of these basic
elements, computed as described in Section 6, are listed in Table 2. For example, the
Table 1
Multiplication table of Q
Q 1 2 3 4 5 6
1 1 3 2 5 6 4
2 3 2 1 6 4 5
3 2 1 3 4 5 6
4 4 5 6 1 2 3
5 5 6 4 2 3 1
6 6 4 5 3 1 2
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Reduced tensor products
(A(Q), ⊗̂) x1 x2 x3 x6
x1 x1
x2 x2 2x2
x3 x3 2x3 0
x6 x6 2x6 0 x6
tensor square of 1 \Q= {a, b, c} in IFSQ has a Markov matrix given by (3.2) and (3.6) as
1
6
∑
q∈QR1\Q(q)⊗R1\Q(q). This Markov matrix, displayed as
1
6


1 0 0 0 2 0 0 0 3
0 1 0 1 1 0 0 0 3
0 0 1 0 0 2 1 2 0
0 1 0 1 1 0 0 0 3
1
2
1
2 0
1
2
3
2 0 0 0 3
0 0 1 0 0 2 1 2 0
0 0 1 0 0 2 1 2 0
0 0 1 0 0 2 1 2 0
1
3
2
3 0
2
3
4
3 0 0 0 3


with respect to the ordered basis {(a, a), (a, b), (a, c), (b, a), . . ., (c, c)}, is permutation-
ally similar to the direct sum of two Markov matrices, one on the set
{
(a, a), (a, b), (b, a), (b, b), (c, c)
}
and one on the set
{
(a, c), (b, c), (c, a), (c, b)
}
.
Since there are no (quotients of) homogeneous spaces with cardinality 4 or 5, the reduced
tensor square of 1 \Q is the empty Q-set. Thus x23 = 0 in (A(Q), ⊗̂).
From Table 2, one may readily verify that the Jacobson radical of (A(Q),+, ⊗̂) is
spanned by x3. The semisimple part of (A(Q),+, ⊗̂) is spanned by the complete set{
1 − x2
2
,
x2
2
− x6, x6
}
(7.1)
of primitive idempotents. Corollary 8.5 below implies that x6 · x6 = x6, so the underlying
set of the product Q-set ∅\Q × ∅\Q is not the direct square of the set ∅\Q. Indeed, the
Z-matrix for this example is
Z =


1 1 1 1
0 2 2 2
0 0 1 0

0 0 0 1
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Direct products
(A(Q), ·) x1 x2 x3 x6
x1 x1
x2 x2 2x2
x3 x3 2x3 x3
x6 x6 2x6 0 x6
with respect to the ordering
B = {x1 < x2 < x3 < x6}
of Proposition 6.9, while the full set of direct products of basic elements is given by Table 3.
8. Idempotents
The isomorphism (6.8) gives an immediate description of the complete set of primitive
idempotents for the semisimple reduct (A(Q),+, ·) of the rational Burnside algebra of a
finite quasigroup Q, generalizing specifications such as those of [8] and [26] for the group
case.
Theorem 8.1. Let Q be a finite quasigroup, with mark matrix Z and set B of basic
isomorphism types of Q-sets. For each element a of B , define the element
Ea =
∑
b∈B
Z−1ab b (8.1)
of A(Q). Then {Ea | a ∈B} is a complete set of primitive idempotents for (A(Q),+, ·).
Proof. Under (6.8), the element Ea of (8.1) maps to
c →
∑
b∈B
Z−1ab Zbc = δac. (8.2)
Thus as a ranges through B , the elements (8.2) range through a complete set of primitive
idempotents of QB . 
Corollary 8.2. Let r be the (basic) type of the regular homogeneous space [∅\Q]. Then
Er = Z−1rr r (8.3)
is a primitive idempotent of (A(Q),+, ·).
Proof. Apply Proposition 6.9(1): Zrb = 0 for r = b ∈B . 
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of the rational Burnside algebra of a finite quasigroup Q is not yet known:
Problem 8.3. For a finite quasigroup Q, specify a basis for the Jacobson radical and a
complete set of primitive idempotents for the semisimple part of the reduct (A(Q),+, ⊗̂)
of the rational Burnside algebra.
If Q is a group, then the reduct (A(Q),+, ⊗̂) of the rational Burnside algebra contains
a primitive idempotent that may be written in quasigroup terms as
|Q|−1[∅ \Q]. (8.4)
Consider the example presented in Section 7. There, as described by (7.1), it is r = x6
or [∅ \ Q] itself which is a reduced tensor idempotent. Certainly some multiple of the
isomorphism type of the regular permutation representation is always a primitive reduced
tensor idempotent. (Indeed, for r = b ∈ B , one has 0  〈b, r ⊗̂ r〉  〈b, r · r〉 = 0 by
Theorem 6.4(3) and Corollary 8.2.) In the remainder of this section, as a first result
addressing Problem 8.3, the exact multiple will be specified. By Corollary 8.5 below, it
turns out to agree with (8.3).
Let G be the right multiplication group of a quasigroup Q, the subgroup of the group
of permutations of Q generated by the right multiplications by elements of Q. The action
of G on Q is transitive. Consider the orbitals of G on Q, the orbits of G in its diagonal
action on Q2. Each orbital, as a subset of Q2, represents a binary relation on Q. Such a
relation ρ is said to be functional if it is the graph of a function. In other words, for each
element x of Q, there is a unique element y of Q such that (x, y) ∈ ρ. In this case, the
unique element y with (x, y) ∈ ρ is written as xρ.
Theorem 8.4. Let Q be a finite, non-empty quasigroup. Let f be the number of functional
orbitals in the action of the right multiplication group of Q. Then
1
f
[∅ \Q] (8.5)
is a primitive reduced tensor idempotent of the rational Burnside algebra of Q.
Proof. Let G be the right multiplication group of Q. First note that the equality relation
on Q is always a functional orbital of G on Q, so that f  1 and (8.5) is well defined.
(Incidentally, the minimal case f = 1 is represented by the example of Section 7.)
For an element q of Q, the action matrix R∅\Q(q) is expressed as the sum
∑
x∈QEx,xq
of elementary matrices. Then
R∅\Q(q)⊗R∅\Q(q)=
[∑
x∈Q
Ex,xq
]
⊗
[∑
y∈Q
Ey,yq
]
=
∑
(x,y)∈Q2
Ex,xq ⊗Ey,yq
=
∑
2
E(x,y),(xq,yq).(x,y)∈Q
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each orbital of G on Q. These subcoalgebras are certainly irreducible. Each non-functional
orbital is too large to be a homomorphic image of a homogeneous space of Q. Thus the
reduced tensor square of ∅ \ Q in Q contains at most f summands, corresponding to
the functional orbitals of G on Q. It will now be shown that each of these summands is
isomorphic to the regular homogeneous space.
Let ρ be a functional orbital of G on Q. Define a function
φ :∅ \Q → ρ; {x} → (x, xρ). (8.6)
Certainly φ bijects. Consider elements x and q of Q. Since ρ is an orbital of G on Q,
the image (xq, xρq) of the element (x, xρ) of ρ under the diagonal action of right
multiplication by q is again an element of ρ. Thus
xqρ = xρq. (8.7)
Then {x}R∅\Q(q)φ = {xq}φ = (xq, xqρ) = (xq, xρq) = {x}φRρ(q). Comparing with
(3.4), it is apparent that (8.6) yields an isomorphism of Q-IFS. Since this happens for
each of the f functional orbitals of G on Q, one has
[∅ \Q] ⊗̂ [∅ \Q] = f [∅ \Q]
in the Burnside algebra of Q, from which the idempotence of (8.5) follows.
Finally, consider the reduced tensor product of ∅ \ Q with any other homomorphic
image of a homogeneous space. Each irreducible summand of such a product has at least
as many elements as Q, since it projects onto the regular representation in IFSQ. Thus
the only such summands in Q are isomorphic to the regular representation. In the rational
Burnside algebra, this means that the principal reduced tensor ideal generated by (8.5) is
minimal, namely the set of rational multiples of (8.5). Thus (8.5) is a primitive reduced
tensor idempotent. 
Corollary 8.5. The idempotent elements (8.3) of (A(Q),+, ·) and (8.5) of (A(Q),+, ⊗̂)
agree.
Proof. By (8.7), the functional orbits are exactly the graphs of the various Q-automor-
phisms of the regular space ∅\Q. On the other hand, each Q-endomorphism of ∅\Q
bijects, so Zrr = f . 
Using Theorem 8.4, one may give a characterization of those quasigroups Q for which
the group formula (8.4) yields a primitive reduced tensor idempotent of the rational
Burnside algebra. The class of quasigroups involved, namely those with a regular right
multiplication group, has occasionally appeared in the literature (cf. [3], Example II.5.27
of [6], Proposition 1 of [12], [24]). Define a right quasiloop to be a quasigroup Q having a
right identity, an element e such that xe = x for all x in Q. (Note that [12] and some other
sources use the term “right loop” for this concept. However, the latter term is best reserved
for right quasigroups having a two-sided identity, as on p. 101 of [23].)
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group G. Then the following conditions are equivalent:
(a) (8.4) is a direct product idempotent of the rational Burnside algebra of (Q, ·).
(b) (8.4) is a reduced tensor idempotent of the rational Burnside algebra of (Q, ·).
(c) The group G acts regularly on Q.
(d) There is a group structure (Q,◦) on Q and a permutation λ of Q such that
x · y = x ◦ yλ (8.8)
for all x, y in Q.
(e) There is a group structure (Q,◦) on Q and a permutation λ of Q fixing the identity
element of (Q,◦) such that (8.8) holds for all x, y in Q.
(f) (Q, ·) is a right quasiloop isotopic to a group.
Proof. (a) ⇔ (b). Follows by Corollary 8.5.
(b) ⇔ (c). By Theorem 8.4, (8.4) is a reduced tensor idempotent if and only if all the
orbitals of G are functional. This happens if and only (c) holds.
(c) ⇒ (d). If (c) holds, then there is a G-isomorphism s from the action of G on Q to
the right regular action of the group G or (G,◦) on itself. In this latter action, there is a
permutation λ of Q such that, for each y in Q, the element R(y) :Q→Q; x → x · y of G
acts as the group right multiplication R◦(yλs) by the element yλs of G. Thus for x and y
in Q, one has xR(y)s = xsR(y) or
(x · y)s = xs ◦ yλs. (8.9)
Now the bijection s : Q → G may be used to induce a group operation ◦ on Q by
(x ◦ y)s = xs ◦ ys . Equation (8.9) then takes the form
(x · y)s = (x ◦ yλ)s .
Since s injects, the desired result (8.8) follows.
(d) ⇒ (e). See [24].
(e) ⇒ (f). If (e) holds, then the identity element of the group (Q,◦) is a right identity
for the quasigroup (Q, ·), so that (Q, ·) is a right quasiloop. By (8.8), the right quasiloop
(Q, ·) is isotopic to the group (Q,◦).
(f) ⇒ (e). See Proposition 1 of [12].
(e) ⇒ (d). Immediate.
(d) ⇒ (c). Suppose that (d) holds. Then each quasigroup right multiplication R(y) for
y in Q may be written as the group right multiplication R◦(yλ). It follows that G is equal
to the right multiplication group of the group (Q,◦). As such, G acts regularly on Q. 
Example 8.7. The equivalent conditions of Theorem 8.6 on a quasigroup Q are not enough
to guarantee that the entire rational Burnside algebra of Q will be semisimple. For example,
consider the set Q of integers modulo 4, under the operation of subtraction. Certainly (8.8)
J.D.H. Smith / Journal of Algebra 279 (2004) 383–401 401holds, with ◦ as addition and λ as negation. On the other hand, the isomorphism type of
the homogeneous space {0} \Q is a non-zero element of the Jacobson radical of the reduct
(A(Q),+, ⊗̂).
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