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Resumen
En el presente trabajo de grado, se describen algunas te´cnicas de ana´lisis de sistemas
dina´micos no lineales, el cual abarca sistemas de primer y segundo orden por medio de la
teor´ıa de bifurcacio´n, la cual se centra en el estudio de los cambios en la estructura cualitativa
o topolo´gica del comportamiento de un conjunto de ecuaciones.
adema´s se compara la estabilidad de las orbitas perio´dicas usando la teor´ıa de Lyapunov
y Poincare´ Bendixson, las cuales permiten describir de forma anal´ıtica y cualitativamente el
comportamiento de los sistemas dina´micos de diferentes a´reas de la ingenier´ıa.
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Cap´ıtulo 1
Introduccio´n
1.1 Planteamiento del problema
El objetivo del ana´lisis de la evolucio´n temporal de feno´menos naturales o artificiales es
el de poder predecir dicha evolucio´n, y en lo posible explicarla. Para realizar esta labor es
necesario el empleo de modelos matema´ticos mediante el uso de las ecuaciones diferenciales,
las cuales permiten describir de forma anal´ıtica y cualitativamente el comportamiento de los
sistemas dina´micos de diferentes a´reas de la ciencia como la meca´nica, la medicina, economı´a,
el electromagnetismo, etc. Por esto se dice que “las ecuaciones diferenciales son la piedra
angular de las matema´ticas aplicadas” [1].
El ana´lisis cualitativo de las ecuaciones diferenciales surge a finales del siglo XIX debido
a cuestiones sobre meca´nica celeste como el problema de los 3 cuerpos, que el ana´lisis
cuantitativo no era capaz de dar una respuesta clara. Los trabajos pioneros fueron realizados
por Poincare´, el cual introduce un nuevo punto de vista que hoy d´ıa es la base de la topolog´ıa
y la geometr´ıa diferencial [2].
El concepto de bifurcacio´n de sistemas dina´micos hace referencia a los cambios que
presentan e´stos en su estructura cualitativa al modificar uno o varios de sus para´metros de
entrada. As´ı el estudio de las propiedades t´ıpicas de los sistemas dina´micos y sus bifurcaciones
proporcionan un marco de referencia para los posibles resultados que se esperan de un
problema no lineal. El ana´lisis cualitativo se realiza de acuerdo al comportamiento de las
trayectorias en el espacio de fase, la cual conforman una familia de soluciones dependiendo
de cada una de las condiciones iniciales dadas [3].
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Por otra parte, se planea comprobar la existencia o no-existencia de o´rbitas perio´dicas
mediante el uso de diferentes criterios, estudiando algunos sistemas f´ısicos particulares que
presenten dicho feno´meno.
1.2 Justificacio´n
Cuando se desea describir la dina´mica que interviene en cualquier feno´meno f´ısico, es
decir, conocer la prediccio´n del comportamiento del sistema en un instante futuro de tiempo,
es necesario conocer el modelo matema´tico que describe el sistema lo cual implica el uso de las
ecuaciones diferenciales, las cuales dependen de una gran cantidad de para´metros y variables
para conseguir un modelo lo suficientemente acertado. Adema´s, cuando se trabaja con
sistemas de ecuaciones diferenciales con un gran dimensionalidad del espacio, estos pueden
no responder como se desea haciendo ineficaz trabajar con dicho modelo.
Cuando se presentan estos casos, existe una solucio´n factible al trabajar con los me´todos
cla´sicos comprendiendo la dina´mica central del sistema y considerar u´nicamente el conjunto
de variables de mayor relevancia. Sin embargo, a pesar de la reduccio´n de dimensionalidad la
gran mayor´ıa de estos modelos siguen siendo de gran complejidad al momento de encontrar
una solucio´n anal´ıtica, ya que su comportamiento asinto´tico en el espacio de fase va desde
converger a un estado en particular (puntos fijos), a un conjunto de estados que se repiten
perio´dicamente (ciclos l´ımites) o hasta presentar estados completamente irregulares que son
complejos de describir matema´ticamente (atractores extran˜os) [4].
Por lo tanto, es indispensable conocer co´mo abordar dichos sistemas no lineales de forma
anal´ıtica y cualitativamente, siendo esta ultima la ma´s usada ya que para diferentes tipos de
sistemas solo nos interesa describir cua´l es su comportamiento en el espacio de fase en un
tiempo futuro.
www.utp.edu.co
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1.3 Objetivos
1.3.1 General
Estudiar las te´cnicas de ana´lisis de sistemas dina´micos no lineales.
1.3.2 Espec´ıficos
1. Establecer el estado del arte de las te´cnicas para el ana´lisis de sistemas dina´micos no
lineales.
2. Analizar sistemas dina´micos no lineales de primer orden, por medio de la teor´ıa de
bifurcacio´n.
3. Estudiar el feno´meno de bifurcacio´n y la presencia de ciclos l´ımites en sistemas dina´micos
no lineales de segundo orden.
4. Comparar la estabilidad de orbitas perio´dicas usando la teor´ıa de Lyapunov y Poincare´
Bendixson.
www.utp.edu.co
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1.4 Estado del arte
Los sistemas dina´micos son aquellos que cambian con el tiempo, los cuales pueden ser
explicados por medio de ecuaciones dina´micas y estructuras matema´ticas; o bien, pueden
ser representados como trayectorias de espacios de fases caracterizados por su capacidad de
percibir la evolucio´n del sistema en el tiempo [3].
Dentro de la teor´ıa de los sistemas dina´micos se encuentra un feno´meno muy importante al
momento de estudiar la dina´mica de un sistema, este feno´meno se conoce como bifurcacio´n, lo
cual resulta en su´bitas apariciones y desapariciones de atractores esta´ticos, ya sean perio´dicos
o cao´ticos, y son la clase de transformaciones que mantienen los sistemas en evolucio´n y que
incluyen diferentes tipos de sistemas f´ısicos [4].
Los sistemas dina´micos pueden ser utilizados para seguir trayectorias de corto plazo, y
se puede extraer adema´s informacio´n de largo plazo sobre el comportamiento general de las
trayectorias, segu´n sus giros en torno a los atractores. Por lo tanto, los modelos cao´ticos (que
tienen reg´ımenes cao´ticos, para al menos algunos valores de los para´metros) pueden presentar
situaciones deseables en los sistemas predictivos (Smith, 1998) [5].
Sin embargo, los avances tecnolo´gicos actuales han generado una enorme variedad de
nuevos problemas y aplicaciones que son no lineales en esencia. Por ejemplo, feno´menos no
lineales tales como equilibrios mu´ltiples, ciclos limite, bifurcaciones, corrimiento de frecuencias
y caos, se observan comu´nmente en aplicaciones modernas importantes en ingenier´ıa, tales
como sistemas de comando de vuelo, manipuladores robot, sistemas de autopistas automatizadas,
estructuras de ala de avio´n, y sistemas de inyeccio´n de combustible de alto rendimiento. Tales
feno´menos no lineales no se pueden describir mediante dina´mica de modelos lineales; una
razo´n necesaria para el uso de modelos no lineales y el desarrollo de conceptos y herramientas
de sistemas no lineales de control. [6]
www.utp.edu.co
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1.5 Estructura del trabajo de grado
El capitulo 1 es la fase de introduccio´n y de contextualizacio´n del contenido propuesto y
determina el a´rea de trabajo a la que corresponde esta investigacio´n, adema´s contiene los
lineamientos y los objetivos trazados de nuestra alternativa de solucio´n ante el planteamiento
del problema fundamental.
En el cap´ıtulo 1 tambie´n se tiene el estado del arte establecido, como punto de referencia
hacia las metas propuestas.
En el cap´ıtulo 2 se presentan los aspectos teo´ricos que permiten llevar a cabo la totalidad de
la investigacio´n.
Posteriormente en el cap´ıtulo 3 se muestran las conclusiones de las metodolog´ıas propuestas.
www.utp.edu.co
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Fundamentacio´n Teo´rica.
2.1 Ana´lisis cualitativo
2.1.1 Flujos en una dimensio´n
introdujimos el sistema general y mencionamos que sus soluciones podr´ıan visualizarse como
trayectorias que fluyen a trave´s de un espacio de fase n-dimensional con coordenadas (x1,...,xn).
Comenzando aqu´ı con el caso simple n = 1.
Entonces obtenemos una sola ecuacio´n de la forma Aqu´ı x(t) es una funcio´n de valor
real del tiempo t, y f(x) es un valor real suave funcio´n de x. Llamaremos a tales ecuaciones
sistemas unidimensionales o de primer orden. Antes de que haya alguna posibilidad de
confusio´n, prescindamos de dos puntos complicados de terminolog´ıa:
1. El sistema de palabras se usa aqu´ı en el sentido de un sistema dina´mico, no en el
sentido cla´sico de una coleccio´n de dos o ma´s ecuaciones. As´ı Una sola ecuacio´n puede ser
un ”sistema”.
2. No permitimos que f dependa expl´ıcitamente del tiempo. Dependiente del tiempo o las
ecuaciones ”no auto´nomas” de la forma x = f(x,t) son ma´s complicadas, porque se necesitan
dos piezas de informacio´n, x y t, para predecir El estado futuro del sistema. Por lo tanto,
x = f(x,t) realmente deber´ıa ser considerado como un sistema bidimensional o de segundo
orden.
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x˙ = f(x)→ Autonoma , x ∈ Rn
x˙ = f(x, t)→ No Autonoma
Sistemas uno-dimensional
x˙ = f(x)→ Donde f(x) es un campo vectorial
Ejemplo:  x˙ = sinx→
dx
dt
= sinx t = ln
(
cscx0 + cotx0
cscx+ cotx
)
x(0) = x0
1. Suponga x0 =
pi
4
que pasa con la solucio´n x(t) cuando t→∞.
2. Que´ Pasa con x(t), para una condicio´n inicial x0 arbitraria.
X´
X2ᴨ
ᴨ-ᴨ
X(t)
t
ᴨ
-ᴨ
ᴨ/4
ᴨ/2 -
Figura 1.
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• si x˙ > 0 flujo hacia la derecha.
• si x˙ < 0 flujo hacia la derecha.
• si x˙ = 0 se llamaran puntos fijos.
la estabilidad de los puntos fijos es:
• → estables
◦ → Inestables
Ejemplo:
x˙ = 1− x2 → puntos fijos 1− x2 = 0 x = ±1
x
x
x(t)
1
t
-1
Figura 2.
Ejemplo:
www.utp.edu.co
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−+V
R
C
Figure 2.1: circuito RC
RI +
Q
C
= V I = Q˙
Q˙ =
V
R
− 1
RC
Q = 0 Q = CV
CV
Q
CV
t
Q(t)
Qo
V/R
Figura 3.
2.2 Crecimiento poblacional
N(t) = Poblacio´n
N˙ = rN → N(t) = No ∗ ert
www.utp.edu.co
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Ṅ
N
N(t)
t
Figura 4.
2.3 Ecuacio´n Log´ıstica
N˙
N
= Crecimiento per ca´pita
r
NK
Capacidad de soporte
r
NK
N
Figura 5.
N˙
N
=
(
r − rN
K
)
⇒ N˙ = rN
(
1− N
K
)
= 0
www.utp.edu.co
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N
N
N(t)
1
tk
Figura 6.
2.4 Ana´lisis de estabilidad lineal
x˙ = f(x) ; x∗ : Solucio´n de equilibrio.
η = x− x∗ ; η : Suficientemente pequen˜o.
η˙ = x˙ = f(x) = f(η + x∗) ⇒ η˙ = f(x∗ + η) → linealizar f alrededor de η = 0
f(n+ x∗) ∼= f(x∗) + f ′(x∗)η +O(η2)
f(n+ x∗) ∼= f ′(x∗)η +O(η2)
Por lo tanto:
η˙ = f ′(x∗)η → η(t) = ηoef ′(x∗)t
• t→∞ ∧ f ′(x∗) < 0⇒ η(t)→ 0 x∗ : Linealmente estable
• t→∞ ∧ f ′(x∗) > 0⇒ η(t)→∞ x∗ : Linealmente inestable
www.utp.edu.co
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2.5 Flujos en una dimensio´n
x˙ = sinx x∗ = kpi con k ∈ Z
f ′(x∗) = cos x∗ = cos (kpi) =
{
k par 1→ inestable
k impar −1→ estable
X
t
1-1-2 2
-1,29184
X
1
X(t)
-0,58912
-1,2918
Figura 7.
f(x) = ex − cosx
f ′(x) = ex + sinx = 0 con x = −0.58912
2.6 Teorema de existencia y unicidad
x˙ = x1/3
dx
dt
= x1/3
3
2
x(t)2/3 = t+ c→ c = 0
x(0) x =
(
2
3
t
)2/3
x(t) = 0→ tambie´n es solucio´n
Existen infinitas soluciones:
x(t) =

0 , 0 ≤ t ≤ k[
2
3
(t− k)
]3/2
, t > k
www.utp.edu.co
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2.6.1 Teorema de existencia y unicidad
Considere el problema de valor inicial:{
x˙ = f(x)
x(0) = xo
(1) Suponga f(x) y f ′(x) continuas en un intervalo abierto I del eje x. con
xo ∈ I
Luego el PVI (1) tiene una solucio´n x(t) en algu´n intervalo (−τ, τ) alrededor de t = 0 y
la solucio´n es u´nica.
observacio´n: El teorema no garantiza que a solucio´n se pueda extender ∀t ∈ R
ejemplo{
x˙ = x2 + 1
x(0) = xo
arctanx = t+ c si xo = 0 x = tanx
X(t)
ᴨ/2-ᴨ/2
Figura 8.
lim
t→±pi/2
x(t) = ±∞→ Se conoce como Blow-Up, las soluciones van al infinito en un tiempo finito
Ejercicio:{
x˙ = 1 + x10
x(o) = 0
→ El teorema de existencia y unicidad garantiza que x(t) es solucio´n u´nica y existente
www.utp.edu.co
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¿Sera´ que la solucio´n es extensible a todo R?
2.7 Imposibilidad de oscilaciones
• Los puntos dominan en la dina´mica.
• Las soluciones van a puntos fijos estables o van a +∞.
x˙ = f(x) Vamos a probar que no existen perio´dicas en una dimensio´n.
Idea:→ Suponga que x(t) es una solucio´n perio´dica no trivial x(t+T ) = x(t) para algu´n
T > 0 y x(t) 6= x(t+ s) ∀ 0 < s < T .
Derive una contradiccio´n considerando:
∫ t+T
t
f(x)
dx
dt
· dt
• ∫ t+T
t
(x˙(t))2 · dt > 0 • ∫ x(t+T )
x(t)
f(x) · dx = F (x)|x(t+T )x(t) = F (x(t+ T ))− F (x(t))
= F (x(t))− F (x(t))
= 0
︸ ︷︷ ︸
Contradiccio´n
2.8 Ana´logo meca´nico
F (x) = mx¨+ bx˙ si supongo que bx˙ >> mx¨
Entonces:
bx˙ = F (x)
x˙ =
1
b
· F (x)
www.utp.edu.co
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No se puede dar ya que 
para el problema 
X(t)
tt*
X*
Figura 9.
{
x˙ = F (x)
x(t∗) = x∗
→ Se tendra´ dos posibles soluciones lo que contradice el teorema de existenciay unicidad.
2.9 Potenciales
Figura 10.
www.utp.edu.co
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x˙ = f(x) = −dV
dx
V = V (x(t))→ dV
dt
=
dV
dx
·
(
dx
dt
)
=
dV
dx
·
(
−dV
dx
)
= −
(
dV
dx
)2
≤ 0
Los mı´nimos del potencial son puntos fijos estables y los ma´ximos son puntos fijos
inestables.
Ejemplo:
• x˙ = −x→ −dV
dx
= −x V = 1
2
x2 + C
V(x)
X
Figura 11.
• x˙ = x− x3 → −dV
dx
= x− x3 V (x) = ∫ (x− x3) · dx = 1
4
x4 − 1
2
x2 + C
f(x) = x− x3 = 0
x(1− x2) = 0
x = 0 x = ±1
www.utp.edu.co
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V(x)
X
1-1
Figura 12.
f ′(x) = 3x2 − 1⇒ V
′′(0) < 0 → inestable
V ′′(±1) > 0 → estable
www.utp.edu.co
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Bifurcacio´n
3.0.1 Cambio en la dina´mica del sistema
• La dina´mica en una dimensio´n es pobre.
• Lo interesante es analizar la dependencia de los para´metros.
x˙ = f(x, µ) donde x ∈ R y µ ∈ R, siendo µ la representacio´n de los para´metros.
Bifurcacio´n silla-nodo
Mecanismo en el cual hay aniquilacio´n de puntos fijos.
X
ẋ
X
ẋ
nodos
X
ẋ
r < 0 r = 0 r > 0  
 
Figura 13.
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Punto de bifurcacio´n
Lugar donde ocurre el cambio de la dina´mica.
t
X(t)
t
X(t)
X
X(t) 
Figura 14.
¿Donde ocurre la bifurcacio´n?
Ocurre en:
• r = 0
• x∗ = 0→ punto de solucio´n.
Convencio´n gra´fica Gra´fica de bifurcacio´n
Estable
r
X
Inestable
Figura 15.
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Ejemplo: x˙ = r − x2 → PE x = ±√r
Figura 16.
3.0.2 Ana´lisis de estabilidad lineal
x∗ = ±√r → f ′(x) = −2x→ • f
′(
√
r) = −2√r < 0 → estable
• f ′(−√r) = 2√r > 0 → inestable
En resumen, el prototipo para la bifurcacio´n silla-nodo x˙ = r ± x2
Ejemplo: Muestre que x˙ = r − x− e−x sufre una bifurcacio´n silla-nodo.
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X
1
Figura 17.
{
r − x = e−x → condicio´n para que halla PE
d
dx
(r − x) = d
dx
(e−x) → condicio´n de tangencia para bifurcacio´n silla-nodo
{
r − x = e−x
1 = e−x x = 0︸ ︷︷ ︸ r = 1︸ ︷︷ ︸
El punto de bifurcacio´n sera´ (r, x∗) = (1, 0)
f(x) = r − x− e−x
f ′(x) = −1 + e−x para x > 0⇒ f
′(x) < 0
x < 0⇒ f ′(x) > 0
www.utp.edu.co
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X*
1
r 
Figura 18.
Que pasa con el campo cerca del punto de bifurcacio´n.
x˙ = r − x−
(
1− x+ x
2
2!
+ ...
)
x˙ = r − 1− x
2
2!
+ 0(x3) Despreciando los te´rminos de orden superior.
x˙ = (r − 1)− x
2
2!
x˙ = R− x2 → Bifurcacio´n silla-nodo.
Sea:
X
X
Figura 19.
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f(x): Localmente debe ser parecida a una para´bola, para que exista bifurcacio´n silla
nodo.
Aproximo alrededor del punto de bifurcacio´n (x∗, rc) = P ∗
x˙ = 0f(x∗, rc) + 0
∂f
∂x
∣∣∣∣
P ∗
(x− x∗) + ∂f
∂r
∣∣∣∣
P ∗
(r − rc) + ∂
2f
∂x2
∣∣∣∣
P ∗
(x− x∗)2 + ...
x˙ = A(r − rc) +B(x− x∗)2 + 0(r2, x3)
Donde: A =
∂f
∂r
∣∣∣∣
P ∗
, B =
∂2f
∂x2
∣∣∣∣
P ∗
Suponiendo un cambio de variable:
x˙ = (R−Rc)± (X −X∗)2
Tarea:
(1) x˙ = r + x− ln (1 + x)
(2) x˙ = r +
1
2
x− x
x+ 1
Muestre que cada problema sufre una bifurcacio´n silla-nodo. Halle el punto de bifurcacio´n
y dibuje el gra´fico de bifurcacio´n.
3.0.3 bifurcacio´n transcr´ıtica
La forma normal: x˙ = rx− x2 , La solucio´n de equilibrio x∗ = 0 permanece para todo r.
x˙ = x(r − x)
x∗ = 0, x∗ = r︸ ︷︷ ︸
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Figura 20.
Gra´fico de bifurcacio´n.
Figura 21.
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Ejemplo: Pruebe que el sistema de primer orden x˙ = x(1− x2)− a(1− e−bx) sufre una
bifurcacio´n transcr´ıtica en x = 0 con x << 1.
x˙ = x(1− x2)− a
(
1− 1 + (bx)− (bx)
2
2
+
(bx)3
3
...
)
x˙ = x− x3 − abx+ a(bx)
2
2
− a(bx)
3
3
+ ...
x˙ = (1− ab) · x+ ab
2
2
· x2 + 0(x3)
x˙ =
ab2
2
[
2(1− ab)
ab2
x+ x2
]
3.0.4 Bifurcacio´n tenedor (tridente)
Se presenta en sistemas f´ısicos con algu´n tipo de simetr´ıa.
Forma normal: → x˙ = rx− x3 → Bifurcacio´n tenedor supercr´ıtica.
Observar: Es invariante bajo el cambio de x 7→ (−x)
Figura 22.
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Bifurcacio´n:
Inestable  r
Estable 
Estable
Estable 
X*
Figura 23.
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Cap´ıtulo 4
Perla sobre-amortiguada sobre un aro
giratorio
Hasta ahora nos hemos concentrado en la ecuacio´n x = f(x), que visualizamos como un vector
campo en la linea Ahora es el momento de considerar un nuevo tipo de ecuacio´n diferencial
y su correspondiente espacio de fase. Esta ecuacio´n,
˙θ = f(θ) (4.1)
corresponde a un campo vectorial en el c´ırculo. Aqu´ı () hay un punto en el c´ırculo y eis
El vector de velocidad en ese punto, determinado por la regla . Al igual que la l´ınea, la El
c´ırculo es unidimensional, pero tiene una nueva propiedad importante: fluir en uno En una
direccio´n, una part´ıcula puede regresar a su lugar de inicio. As´ı ¡Las soluciones operacionales
se hacen posibles por primera vez en el libro [9]! Para decirlo de otra manera, los campos
vectoriales en el c´ırculo son los que ma´s proporcionan un Modelo ba´sico de sistemas que
pueden oscilar.
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Z
Y
X
r
h
w: Constante
θ
Ø
Figura 24.
L = L(φ, φ′, θ, θ′, t)
L = E − P donde
E =
1
2
·mv2
P = mgh
h = r(1− cosφ)
P = mgh(1− cosφ)
−→x (t) =< r cos θ sinφ, r sin θ sinφ, r cosφ >
−→v (t) = −→x′ = r < −θ˙ sin θ sinφ+ φ˙cosθ cosφ, θ˙ cos θ sinφ+ φ˙sinθ cosφ,−φ˙ sinφ >
v2 = ‖−→v (t)‖2 = r[(φ˙ cos θ cosφ− θ˙ sin θ sinφ)2 + (φ˙ cos θ sinφ+ φ˙ sin θ cosφ)2 + φ˙2 sin2 φ]
v2 = r2(φ˙2 cos2 θ cos2 φ+ φ˙2 sin2 θ sin2 φ+ θ˙2 cos2 θ sin2 φ+ φ˙2 sin2 φ cos2 φ+ φ˙2 sin2 φ)
v2 = r2(φ˙2 + θ˙2 sin2 φ) donde θ˙ = w
v2 = r2(φ˙2 + w2 sin2 φ)
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El lagrangiano sera´:
L
{
φ, φ˙
}
=
1
2
mr2(φ˙2 + w2 sin2 φ)−mgr(1− cosφ)
Ecuacio´n de movimiento:
∂L
∂φ
=
∂
∂t
(
∂L
∂φ˙
)
→ ∂L
∂φ
= mr2w2 sinφ cosφ−mgr sinφ
∂L
∂φ˙
= mr2φ˙
∂
∂t
(
mr2φ˙
)
= mr2φ¨
mr2φ¨+mgr sinφ−mr2w2 sinφ cosφ = 0 ÷ mr
rφ¨+ g sinφ− rw2 sinφ cosφ = 0
Considerando friccio´n bφ˙:
bφ˙ = mrω2 sinφ cosφ−mgr sinφ
bθ˙ = m sinφ(rω2 cosφ− g) = mg
(
rω2
g
cosφ− 1
)
Soluciones de equilibrio
sinφ = 0 φ1 = 0 φ2 = pi
Ø2=ᴨ 
Ø1=0
Figura 25.
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cosφ =
g
rω2
=
1
µ
→ φ3,4 = arccos
(
1
µ
)
Si ω → ∞
φ → ±pi
2
f(φ) = mg sinφ(µ cosφ− 1)
f ′(φ) = mg cos phi(µ cosφ− 1)− µmg sin2 φ
• f ′(0) = mg(µ− 1) > 0 ⇒ φ∗1 = 0 inestable
• f ′(0) = mg(µ+ 1) > 0 ⇒ φ∗2 = 0pi inestable
• f ′(cos−1
(
1
µ
)
) = −µmg sin2 φ ⇒ φ3,4 ⇒ estables
Gra´fico de bifurcacio´n
µ1
Ø*
ᴨ/2
-ᴨ/2
-ᴨ
ᴨ
Figura 26.
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4.0.1 Flujo en el circulo (S1)
Hemos trabajado la dina´mica de x˙ = f(x), x ∈ R , y f ∈ C1(R). Ahora se quiere estudiar:
• θ˙ = f(θ) , f : suave
• θ: Representa un punto sobre S1
• θ˙: Velocidad angular en el punto θ
Figura 27.
soluciones estacionarias
f(θ) = 0
• En contra de las manecillas del reloj el flujo es positivo.
Ejemplo 1:
θ˙ = sin θ , θ∗ = 0 , θ∗ = pi
S1 × R = cilindro
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Figura 28.
ᴨ0
Figura 29.
Ejemplo 2: Argumente por que´ θ˙ = θ , no es un flujo en e circulo.
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Figura 30.
θ˙ = θ ⇒ θ = 0 , 2pi, pero θ˙ = 0
θ˙ = 2pi
〉
Las derivadas son diferentes
Una condicio´n para definir flujo em el circulo es que a cada punto sobre el c´ırculo, le
corresponde una u´nica velocidad, es decir:
f(θ) = f(θ + 2pik) , k ∈ N
Oscilador uniforme
θ˙ = ω , ω : constante
θ(t) = ωt+ θ0 → Es perio´dica en el sentido que la solucio´n retorna al punto
inicial en un tiempo T =
2pi
ω
www.utp.edu.co
36 Cap´ıtulo 4. Perla sobre-amortiguada sobre un aro giratorio
θ(t)
t2ᴨ/w
2ᴨ
Figura 31.
Ejemplo: Problema de los corredores.
P
S
Figura 32.
• P : recorre todo S1 en un tiempo T1
• s : recorre todo S1 en un tiempo T2
Con T2 > T1
Si P y s arrancan en un mismo punto θ0, en cuanto tiempo s alcanza nuevamente a P .
θ˙1 = ω1 =
2pi
T1
→ P , θ1 : Posicio´n P
θ˙2 = ω2 =
2pi
T2
→ s , θ2 : Posicio´n s
φ = θ2 − θ1 ⇒ φ˙ = θ˙2 − θ˙1 = ω2 − ω1 = 2pi
(
1
T2
− 1
T1
)
= ω
ω =
2pi
T0
→ T0 = 2pi
2pi
(
1
T2
− 1
T1
) = T2 · T1
T1 − T2
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Oscilador no uniforme
θ˙ = ω − a sin θ a : proporciona no uniformidad
ᴨ/2
-ᴨ/2
θ
θ
Flujo rápido 
Flujo lento
ᴨᴨ/2-ᴨ/2-ᴨ
Figura 33.
θ
θᴨ/2 ᴨ-ᴨ/2
0 ᴨ
ᴨ/2
w = a 
Figura 34.
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ᴨ θ
θᴨ/2 ᴨ-ᴨ/2
w < a 
Figura 35.
sin θ∗ =
ω
a
f ′(θ∗) = −a cos θ∗
sin2 θ∗ + cos2 θ∗ = 1
cos θ∗ = ±
√
1− sin2 θ∗ = ±
√
1−
(ω
a
)2
f ′(θ∗) = ∓a
√
1−
(ω
a
)2
Per´ıodo de Oscilacio´n
dθ
dt
= w − a sin θ
T =
∫∞
−∞ dt =
∫ 2pi
0
dθ
w − a sin θ =
2pi√
w2 − a2
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a
T(a)
2ᴨ/w
w
Figura 36.
Se puede estimar el orden de la divergencia:
√
w2 − a2 = √w + a√w − a
si w → a
≈ √2w√w − a⇒ T = 2pi√
2w
√
w − a
Tiempo de embotellamiento
θ
θ
Embotellamiento 
(Flujo Lento) 
Figura 37.
Se puede comparar con una bifurcacio´n silla nodo x˙ = r + x2
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ẋ
X
Figura 38.
Si r > 0 y r ≈ 0
dx
dt
= r + x2
∫ T
0
dt =
∫∞
−∞
dx
r + x2
=
pi√
r
Ana´lisis sistema exacto (embotellamiento alrededor de θ = θ − pi
2
)
θ˙ = w − a sin θ θ = pi
2
, φ = θ − pi
2
φ˙ = w − a cosφ ≈ w − a+ 1
2
aφ2 + 0(φ3)
Para φ <<
φ˙ = w − a+ 1
2
aφ2
Tomar: r = w − a y x =
(a
2
)1/2
φ
entonces Temb ≈
√
2pi√
w
√
w − a
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4.0.2 Descartar O´rbitas perio´dicas
Sistemas gradientes:
Suponga que el sistema puede ser descrito x˙ = −∇v(x) , para algu´n campo escalar v(x)
diferenciable.
Teorema: Las o´rbitas cerradas son imposibles en sistemas gradientes.
Demostracio´n: supongamos que existe una solucio´n perio´dica x(t) de periodo T , entonces:
∆V = V (x(T ))− V (x(0)) = 0
∆V =
∫ T
0
dv
dt
dt =
∫ T
0
∇V X˙dt
Ya que
dv
dt
=
∂v
∂x
x′ +
∂v
∂y
y′ = ∇V (x′, y′)
∆V =
∫ T
0
−x˙ · x˙dt
∆V = − ∫ T
0
‖x˙‖2dt ≤ 0
Para que ∆V = 0 → x(t) debe ser constante, resolviendo para el caso trivial, es decir,
x(t) no es constante, entonces:
∆V < 0 y por el otro lado se tiene que
∆V = 0 por lo tanto se tiene una contradiccio´n.
Ejemplo:{
x˙ = sin y , probar que no tiene una solucio´n perio´dica
y˙ = x cos y
Definiendo V (x, y) = −x sin y → ∂v
∂x
= −x′ = − sin y
∂v
∂y
= −y′ = −x cos y
Ejercicio 7.2.5
Ejemplo: Muestre que el oscilador x¨+ x˙3 + x = 0 (1) no tiene soluciones per´ıodicas.
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Solucio´n:
Pensemos en x¨+ x = 0 el cual tiene energia E =
1
2
(x˙2 + x2)
• Suponiendo que la ec. (1) tiene soluciones per´ıodicas.
∆E = 0 =
∫ T
0
dE
dt
dt =
∫ T
0
(x′x′′ + xx′)dt =
∫ T
0
x˙(x¨+ x)dx
=
∫ T
0
x˙(−x˙3)dt = − ∫ T
0
x˙4dt ≤ 0 es igual a cero cuando x(t) es constante.
∆E < 0 por lo tanto no tiene soluciones perio´dicas.
Funciones de Lyapunov
x˙ = f(x) (1) suponga que existe uan funcio´n L(x), con las siguientes propiedades, dado
x∗ solucio´n de equilibrio de (1)
I) L(x∗) = 0 L(x) > 0 para todo x 6= x∗
II) L′(x) < 0 ∀x 6= x∗
Entonces se dice que x∗ es globalmente asinto´ticamente estable.
Ejemplo: Por construccio´n de una funcio´n de Lyapunov, muestre que el sistema.{
x˙ = −x+ 4y no tiene soluciones perio´dicas
y˙ = −x− y3
L(x, y) = x2 + ay2 , a : para´metro a definir
L′ = 2xx˙+ 2ayy˙ = 2x(−x+ 4y) + 2ay(−x− y3) si a = 4
L′ = −2x2 − 8y4 < 0∀(x, y) 6= (0, 0)
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4.0.3 Me´todo de las nuclinales
x˙ = f(x, y)
y˙ = g(x, y)
Nuclinal en x , f(x, y) = 0 cuando x˙ = 0
en y , g(x, y) = 0 cuando y˙ = 0
y
x
g(x,y)
f
P.E
Figura 39.
Ejemplo:
{
x˙ = y − x3 → nuclinal en x : y = x3
y˙ = y − x → nuclinal en y : y = x
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y
x
Figura 40.
Criterio de Dulac
Sea x˙ = f(x) un campo vectorial continuamente diferenciable en un subconjunto A
simplemente conexo del plano, si existe una funcio´n escalar g continua y diferenciable, tal que
∇ · (gx˙) tiene signo en todo A, luego no existen soluciones perio´dicas totalmente contenida
en A.
Demostracio´n a partir del Teorea de Green.
• Por contradiccio´n: Suponemos que ∃ una solucio´n perio´dica−→n : normal exterior a la curva.
Por el teorema de Green:∫∫
D
∇ · (gx˙)dA = ∮
c
gx˙ · −→n dl
Como x˙ y −→n son ortogonales por ser x˙ tangente a c x˙ · −→n = 0
Por otro lado, como ∇ · (gx˙) no cambia de signo ∀A entonces ∫∫
D
∇ · (gx˙)dA 6= 0
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(Contradiccio´n)
Por lo tanto , no existen soluciones perio´dicas totalmente contenidas en D.
Algunas g′s usadas son:
g = 1,
1
xayb
, eax, eay
Ejemplo:{
x˙ = x(2− x− y) Demostrar que no tiene soluciones perio´dicas para x, y > 0
y˙ = y(4x− x2 − 3)
Tomando g(x, y) =
1
xy
gx˙ =
(
1
y
(2− x− y), 1
x
(4x− x2 − 3)
)
∇ · (gx˙) = −1
y
< 0
Tarea:{
x˙ = y Probar que no tiene soluciones perio´dicas
y˙ = −x− y + x2 + y2)
4.0.4 Teorema de Poincare´ - Bendixson
Suponga que:
1) R es un subconjunto compacto del plano.
2) x˙ = f(x) es un campo continuamente diferenciable en un subconjunto abierto de R
3) R no contiene ningu´n punto fijo.
4) Existe una trayectoria C que esta ”confinada” en R en el sentido que permanece en R ∀ t
Luego C es una o´rbita cerrada, o una espiral que va a una o´rbita cerrada cuando t→∞
Ejemplo:
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{
r˙ = r(1− r2) + µr cos θ Probar que (1) tiene un ciclo l´ımite paraµ > 0 pequen˜o
θ˙ = 1 (1)
• Para µ = 0, r = 1 es un c´ıclo l´ımite estable.
y
x
rmáx
rmin
Figura 41.
rmin(1− r2min) + µrmin cos θ > 0
rmin(1− r2min) + µrmin cospi > 0
rmin(1− µ− r2min) > 0
rmin <
√
1− µ
4.0.5 Revisio´n de Bifurcaciones
Bifurcacio´n silla - nodo
x˙ = µ− x2
y˙ = −y → decaimiento exponencial.
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y
x
Figura 42.
Gra´fico de Bifurcacio´n
X*(R2)
µ
Figura 43.
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Caso general
x˙ = f(x, y)
y˙ = gµ(x, y)
ẋ = 0
ẏ = 0
Variación de µ
Figura 44. x˙ = −ax+ by Donde a,b > 0 .Mostrar que tiene 3 puntos fijos para a < acy˙ = x2
1 + x2
− by
Gra´ficando las nullclinales
y
x
1/b
Figura 45.
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x˙ = 0⇒ y = ax
y˙ = 0⇒ y = x
2
b(1 + x2)
ax =
x2
b(1 + x2)
abx2 − x+ ab = 0
x∗ =
1±√1− 4a2b2
2ab
1− 4a2b2 > 0 a < 1
2b
⇒ ac = 1
2b
Comportamiento en el plano de fase para a < ac
Ca´lculo del Jacobiano
J =

−a 1
2x
(1 + x2)2
−b
 para (x∗, y∗) = (0, 0) ⇒ J =
 −a 1
0 −b

Tra(J) = −(a+ b) < 0
∆ = ab > 0 ⇒ El punto fijo es estable.
En general:
∆ = ab− 2x
∗
(1 + x∗2)2
= ab
(
x∗
2 − 1
x∗2 + 1
)
︸ ︷︷ ︸
ε
porque x∗ = ab(1 + x∗
2
)
La solucio´n del medio es inestable, si 0 < x∗ < 1⇒ ∆ < 0→ Pto de Silla
Para x∗ > 1 ∆ < ab→ El tercer punto es estable.
τ 2 − 4∆ = (a+ b)2 − 4abε > (a+ b)2 − 4ab
solo cuando ε < 1
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y
x
Figura 46.
Nota: La variedad estable, separa el plano en dos regiones, cada una base de atraccio´n
para un sumidero.
• Bifurcacio´n tenedor y transcr´ıtica
Transcrita →
{
x˙ = µx− x2
y˙ = −y Tenedor subcr´ıtica →
{
x˙ = µx+ x3
y˙ = −y
Tenedor Supercr´ıtica →
{
x˙ = µx− x3
y˙ = −y
Plano de fase para tenedor supercr´ıtica
y
x
y
x
y
x
Figura 47.
Ejemplo:{
x˙ = µx+ y + sinx → Determinar que posee una bifuercacio´n tenedor supercr´ıtica
y˙ = x− y
www.utp.edu.co
Cap´ıtulo 4. Perla sobre-amortiguada sobre un aro giratorio 51
note que x∗ = (0, 0) siempre es solucio´n de equilibrio
Linealizando alrededor de (x∗)
A =
 µ+ 1 1
1 −1
 Tr = µ ∆ = −(µ+ 1)− 1 = −(µ+ 2)
para µ < −2⇒ x∗ estable
µc = −2→ punto de bifurcacio´n.
Aproximando x˙ en x∗ = (0, 0)
x˙ = µx+ x+ x− x
3
3!
+ 0(x5) = (µ+ 2)x− x
3
3!
+ 0(x5)
Para x << 1
x˙ =
[
µ+ 2− x
2
6
]
x→ x∗1 = 0 x∗2,3 = ±
√
6(µ+ 2)
Para el retrato de Fase : A ∼=
 −1 1
1 −1

Figura 48.
Bifurcacio´n de HOPF
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Notemos que si los valores propios de la matriz jacobiana viven en el segundo cuadrante
(Reλ < 0), los puntos son estables.
Imλ
Reλ
Imλ
Reλ
Figura 49.
Queremos ver que pasa con la dina´mica.
Bifurcacio´n de HOPF Supercr´ıtica
µ < µc 
µ > µc 
Figura 50.
Nota: En te´rminos del flujo ocurre Bifurcacio´n de HOPF cuando una espiral estable
cambia por una inestable, rodeada por un pequen˜o ciclo l´ımite.
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Ejemplo:{
r˙ = µr − r3 Soluciones radiales
θ˙ = w + br2 r(µ− r2) = 0 r = 0 r = ±√µ para µ < 0
Pasando a coordenadas cartesianas{
x = r cos θ x˙ = r˙ cos θ − r sin θ · θ˙
y = r sin θ = (µr − r3) cos θ − (w + br2)r sin θ
= (µ− r2)x− (w + br2)y
= (µ− x2 − y2)x− (w + b(x2 + y2))y
x˙ = µx− wy + 0(x3 · y3)
y˙ = µx− wy
A =
 µ −w
w µ

λ = µ± wi La frecuencia del ciclo l´ımite esta´ dada por w = Im(λ), µ = µc T = 2pi
Im(λ)
Bifurcacio´n de HOPF subcr´ıtica{
r˙ = µr + r3 − r5
θ˙ = w + br2{
x˙ = µx− y + xy2 mirar linealizacio´n, hacer estudio y pasar a polares
y˙ = x+ µy + y3
Mapa de Poincare´
Pensemos en un sistema x˙ = f(x), xRn y sea un hiperplano de dimensio´n (n− 1).
P (x∗) = x∗ ⇔ una solucio´n perio´dica del sistema.
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x*
xk+1
xk
Figura 51.
Ejemplo:
r˙ = r(1− r2) S := {xR | x ≥ 0}
θ˙ = 1
Calcular el mapa de Poincare´ y mostrar que el sistema tiene una o´rbita perio´dica.
SOL:
Sea r0S ya que θ˙ = 1 entonces si existe una solucio´n perio´dica, ella retorna a S en un
tiempo T = 2pi, luego r1 = P (r0) donde r1 satisface:
∫ r1
r0
dr
r(1− r2) =
∫ 2pi
0
dt = 2pi
r1 =
[
1 + e−4pi(r−0 2− 1)
]− 1
2
por lo tanto:
P (r) =
[
1 + e−4pi(r−0 2− 1)
]− 1
2
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x
y
S
Figura 52.
Estabilidad lineal de orbitas perio´dicas
Pensemos que el sistema x˙ = f(x), tiene una o´rbita perio´dica para el mapa de Poincare´
P (x) suponga que existe x∗ tal que P (x∗) = x∗, x∗Rn−1.
Un vector V0 tal que ‖ V0 ‖<< 1 :
V0 + x
∗ → se quiere ver que pasa.
V1 + x
∗ = P (V0 + x∗)
V1 + x
∗ = P (x∗) +D · P (x∗)V0 + 0(‖ V0 ‖2)
V1 + x
∗ ' x∗ +D · P (x∗)V0
∴ V1 ∼= D · P (x∗)V0; D · P (x∗)  µR(n−1)x(n−1)
El criterio de estabilidad va a estar determinado por los valores propios de la matriz
[D · P (x∗)] .
La o´rbita perio´dica es linealmente estable si | λj |< 1 para todo J = 1, ..., n− 1
Pensemos que todos los valores propios son distintos, entonces, existe una base {ej}
V0 =
n−1∑
j=1
Bjej
V1 = D · P (x∗)
n−1∑
j=1
Bjej
V1 =
n−1∑
j=1
Bjλjej
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V2 =
n−1∑
j=1
Bjλj
2ej
...
Vk =
n−1∑
j=1
Bjλj
kej ⇒ lim
K→∞
‖ Vk ‖→ 0 ↔ | λj |< 1
Ejemplo:{
r˙ = r(1− r2) Linealizamos el mapa alrededor de r∗ = 1
θ˙ = 1
Sea r = 1 + η , η << 1
r˙ = η˙ = (1 + η)(1− (1 + η)2)
= (1 + η)(−η2 − 2η)
= −η3 − 3η2 − 2η
= −2η + 0(η3)
η˙ ≈ −2η
η(t) = η0e
−2t
η(2pi) = η0e
−4pi
η1 = η0e
−4pi
P =| e−4pi |< 1
Teorema: Sea E un subconjunto abierto de Rn y fC1(E). Suponga que φt(x0) es una
solucio´n perio´dica de x˙ = f(x) (1) de per´ıodo T y que el ciclo:
r := {xRn | x = φt(x0), 0 ≤ t ≤ T}C E
Sea
∑
el hiperplano ortogonal a r.∑
:= {xRn | (x− x0) · f(x0) = 0}
Luego existe δ > 0 y una funcio´n τ(x) definida y continuamente diferenciable para
xBδ(x0) tal que τ(x0) = T y φτ(x)
∑ ∀ xBδ(x0).
La prueba es consecuencia inmediata del teorema de la funcio´n impl´ıcita.
Defino: F (t, x) := [φt(x)− x0] · f(x0)
Observe → (i) F (T, x0) = [φt(x0)− x0] · f(x0) = 0
(ii)
∂F
∂t
(T, x0) =
[
∂
∂t
(φt(x0)− x0)
]
· f(x0)
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= f(x0) · f(x0)
=‖ f(x0) ‖2 6= 0
Por el teorema de Funcio´n impl´ıcita, existe δ > 0 y una funcio´n τ(x) tal que F =
(τ(x), X) = 0 ∀ xBδ(x0) y τ(x0) = T , por lo tanto:
F (τ(x), x) = [φt(x)− x0] · f(x0) = 0
φτ(x)(x) 
∑
Definicio´n: Sea F,
∑
, δ y τ(x) como se definio en el teorema, luego para xBδ(x0)n
∑
,
la funcio´n
P (x) = φτ(x)(x)
es llamado el mapa de Poincare´ para F en x0
Ejemplo:
φ′′ + αφ′ + sinφ = I (1) para I ≥ 0 α > 0
Si I > 1 : No hay soluciones de equilibrio.
Existe una o´rbita cerrada para I > 1.{
φ′ = y φ : Variable angular
y′ = I − sinφ− αy yR
(φ, y)S1xR
Pienso en la nuclinal y:
y =
I − sinφ
α
y1 =
I − 1
α
y2 =
I + 1
α
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Ø
y
y1
y2
Figura 53.
2pi− Perio´dico
2ᴨ 0
y2
y1
Sección de  
Poincaré 
Figura 54.
Probar que existe un Y ∗ [Y1, Y2] talque P (Y ∗) = Y ∗.
Sea (0, Y1) para Y1 :
P (Y1) > Y1 por otro lado para (o, Y2)
P (Y2) < Y2
Por el teorema del valor medio existe un Y ∗ [Y1, Y2] tal que P (Y ∗) = Y ∗
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y
P(y)
y1
y1
y*
y2
y2
P(y2)
P(y1)
Figura 55.
(
x′√
1− x′2
)′
+ cx′ + a sinx = b→ Pe´ndulo relativista
[φ(x′)]′ + cx′ + a sinx = b→ La φ - ecuacio´n de Tricomi
φ : Difeomorfismo (Funcio´n con inversa continua)
φ′(x′)x′′ + cx′ + a sinx = b
x′ = φ−1(y)
y = φ(x′)
y′ = φ′(x′)x′′

x′ = φ−1(y) φ(0) = 0
, φ′(0) 6= 0
y′ = b− a sinx− cφ−1(y) φ = mono´tona creciente
Con c = 0 (Conservativo)
H(x, y) =
∫ y
0
φ−1(s)ds− a cosx− bx →

x′ =
∂H
∂y
y′ = −∂H
∂x
Principio de invarianza de Lasalle
x′′ + cx′ + a sinx = 0
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x′ = y
y′ = −a sinx− cy
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Cap´ıtulo 5
Diagramas de Fase
Este cap´ıtulo comienza nuestro estudio de los sistemas no lineales bidimensionales. Primero
consideramos algunas de sus propiedades generales. Luego clasificamos los tipos de puntos
fijos. Eso puede surgir, basa´ndose en nuestro conocimiento de los sistemas lineales. La teor´ıa
se desarrolla au´n ma´s a trave´s de una serie de ejemplos de biolog´ıa (competencia entre dos
especies) y la f´ısica (sistemas conservadores, sistemas reversibles y el pe´ndulo). El cap´ıtulo
concluye con una discusio´n de la teor´ıa del ı´ndice, una topolog´ıa Me´todo que proporciona
informacio´n global sobre la fase de retrato. Este cap´ıtulo trata principalmente sobre puntos
fijos.
Cuando se resuelve un sistema de dos ecuaciones diferenciales ordinarias con dos variables
de estado puede graficarse una contra la otra en un diagrama de fase. El tiempo no aparece
en forma expl´ıcita. Cuando se resuelve un sistema de dos ecuaciones diferenciales ordinarias
con dos variables de estado puede graficarse una contra la otra en un diagrama de fase.
5.0.1 Planos de Fase
La forma general de un campo vectorial en el plano de fase es
x˙ = f(x1,x2) (5.1)
donde f1 y f2 tienen funciones dadas. Este sistema se puede escribir de forma ma´s
compacta. en notacio´n vectorial como
x˙ = f(x) (5.2)
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Figura 56.
Sea por ejemplo el sistema
x˙1 = −x1
x˙2 = −4x2
En este caso la solucio´n es muy sencilla pues cada ecuacio´n es independiente:
x1(t) = x1oe
−t
x2(t) = x2oe
−4t
En este caso para t tendiendo a infinito la solucio´n (cualquiera) converge al punto (0, 0).
Si representamos una variable contra la otra obtenemos el siguiente diagrama de fase:
Figura 57.
Este es un ejemplo de diagrama de fase tipo nodo estable. Ve´ase ejem9.1.sce.
Por el contrario, el siguiente sistema es inestable:
x˙1 = −x1
x˙2 = 4x2
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La solucio´n es
x1(t) = x1oe
−t
x2(t) = x2oe
4t
En particular la variable x2 diverge cuando t tiende a infinito y la solucio´n (0,0) es
inestable.
Figura 58.
Ve´ase ejem9.2.sce. Los valores propios (que coinciden con los ejes en este caso) definen
las separatrices del diagrama de modo que ninguna de las trayectorias las cruza.
Otro sistema inestable tipo silla de montar es el siguiente:
x˙1 = 2x1 + x2
x˙2 = 2x1 − x2
Que es de la forma X˙ = AX
Con A =
 2 1
2 −1

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Figura 59.
Ve´ase ejem9.3.sce. Los valores propios del sistema son
λ1 = −1.5616
λ2 = 2.5616
El hecho de que uno de ellos sea positivo implica que el sistema es inestable.
Los vectores propios definen las separatrices del sistema
ξ1 =
[
0.2703
−0.9628
]
ξ2 =
[
0.8719
0.4896
]
El segundo vector propio, asociado al valor propio positivo define el subespacio inestable.
El siguiente ejemplo corresponde a un foco inestable
x˙1 = x1 + 2x2
x˙2 = −2x1 + x2
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Figura 60.
Ve´ase ejem9.4.sce. En este caso los valores propios son complejo conjugados:
λ = 1± 2j
Cuando una parte de los valores propios es nula tenemos el caso de un centro :
x˙1 = −x1 − x2
x˙2 = 4x1 + x2
Ve´ase ejem9.5.sce. En este caso los valores propios son: λ = 0± 1.7321j
Figura 61.
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Como generalizacio´n si tenemos un sistema de dos variables
X˙ = AX
Con A =
 a11 a12
a21 a22

Para el ca´lculo de los valores propios hacemos
det(λI − A) = (λ− a11)(λ− a22)− a12a21 =
= λ2 − tr(A)λ+ det(A) = 0
O sea
λ =
tr(A)±√(tr(A)2 − 4det(A))
2
Al menos un valor propio es negativo si tr(A) < 0; los valores propios sera´n complejos si
4det(A) > tr(A)2
Este resultado se puede expresar en forma gra´fica en el siguiente diagrama.
Figura 62.
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5.1 Extremo de funciones de varias variables
1. Extremo incondicionado
Sea f(x1, x2, ..., xn), o brevemente f(x), una funcio´n definida en un recinto D del espacio
eucl´ıdeo En de n dimensiones. Diremos que la funcio´n f(x) alcanza su valor ma´ximo (mı´nimo)
en el punto x0  D si
f(x) ≤ f(x0) (f(x) ≥ f(x0))
Cualquiera que sea el punto x  D.
TEOREMA DE BOLZANO-WEIERSTRASS. Toda funcio´n continua en un recinto acotado
cerrado alcanza en e´l sus valores ma´ximo y mı´nimo
DEFINICIO´N 1: Sea f(x) una funcio´n definida en un recinto D ⊂ En.
Diremos que el punto x0 = (x01, ..., x
0
n)D es un punto de ma´ximo estricto (un punto de
min´ımo estricto, respectivamente) de la funcio´n f(x) si existe una vecindad Ω(x0) del punto
x0 tal que la desilgualdad f(x) < f(x0) (la desigualdad f(x) > f(x0), respectivamente) se
cumple para todos los puntos xω(x0)
⋂
D, x 6= x0.
Es decir, lo que caracteriza el punto de ma´ximo extricto (el punto de mı´nimo estricto,
respectivamente) es que
∆f = f(x)− f(x0) < 0(∆f > 0, respectivamente)
Para todo xΩ(x0)
⋂
D, x 6= x0.
En cambio, si para el punto x0 existe uan vecindad Ω(x0) tal que para todos los puntos
xΩ(x0)
⋂
D se cumple la desigualdad f(x) 6 f(x0) (la desigualdad f(x) > f(x0), respectivamente),
se dice simplemente que el punto x0 es un punto ma´ximo(un punto de mı´nimo, respectivamente).
DEFINICIO´N 2. Los puntos de ma´ximo y de mı´nimo de la funcio´n f(x) se denominan
punto de extremo de la misma.
TEOREMA 1 (condicio´n necesaria de exstremo). Sea f(x), x = (x1, x2, ..., xn), una
funcio´n definida en una vecindad del punto x0 = (x01, x
0
2, ..., x
0
n). si este punto es un punto
de extremo de la funcio´n f(x) y si en e´l existen las derivadas
∂f
∂xj
(j = 1, 2, ..., n), todas ellas
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son iguales a cero:
∂f(x0)
∂xj
= 0 (j = 1, 2, · · · , n).
Si la funcio´n f(x) es diferenciable en el punto de extremo x0, su diferencial en este punto es
igual a cero: df(x0) = 0.
DEFINICIO´N 3. Los puntos en los que se cumple la condicio´n necesaria de extremo de
la funcio´n f(x) se denominan puntos cr´ıticos de la misma.
Los puntos x0 en los que df(x0) = 0 se denominan puntos estacionarios de la funcio´n f(x).
La condicio´n df(x0) = 0 es equivalente a la condicio´n
∂f(x0)
∂xi
= 0 (i = 1, 2, · · · , n).
La existencia de punto cr´ıtico no garantiza au´n la existencia del extremo de una funcio´n.
5.1.1 Condiciones suficientes de extremo estricto.
DEFINICIO´N 4. Se dice que la forma cuadra´tica
A(x) = A(x1, x2, · · · , xn) =
n∑
i,j=1
aijxixj;
aij = aij; i, j = 1, 2, · · · , n;
es definida positiva (definida negativa, respectivamente) siA(x) > 0 (A(x) < 0 respectivamente)
para todo punto xEn, x 6= 0, y se anula so´lo para x = 0, o sea, para x1 = x2 = · · · = xn = 0.
La forma cuadra´tica se denomina no negativa si jama´s toma valores negativos. Por ejemplo,
las formas
x21 + x
2
2 + · · ·+ x2n y (x1 + x2 + · · ·+ xn)2
Son ambas no negativas. La primera es definida positiva ya que se anula so´lo para x1 =
x2 = · · · = xn = 0; en cambio la segunda no lo es ya que se anula, por ejemplo, para
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x1 = 1, x2 = −1, x3 = x4 = · · · = xn = 0.
Una forma cuadra´tica definida positiva o definida negativa se denomina forma cuadra´tica
definida. Una forma cuadra´tica que toma valores tanto positivos como negativos se denomina
indefinida.
TEOREMA 2. (condiciones suficientes de extremo estricto). Sea f(x) una funcio´n definida
en una vecindad del punto x0 = (x01, x
0
2, ..., x
0
n) en la que son continuas sus segundas derivadas
y sea x0 un punto estacionario de la funcio´n f(x). Si la forma cuadra´tica
A(dx1, dx2, · · · , dxn) =
n∑
i,j=1
∂2f(x0)
∂xi∂xj
dxidxj (1)
o sea, la segunda diferencial de la funcio´n f en el punto x0, es definida positiva (definida
negativa, respectivamente), el punto x0 es punto de mı´nimo estricto (punto ma´ximo estricto,
respectivamente); si la forma cuadra´tica (1) es indefinida, no hay extremo en el punto x0.
CRITERIO DE SYLVESTER DE FORMAS CUADRA´TICAS DEFINIDAS POSITIVAS.
Esta es una condicio´n necesaria y suficiente para que la forma cuadra´tica
A(x) = A(x1, x2, · · · , xn) ==
n∑
i,j=1
aijxixj (2)
con aij; i, j = 1, 2..., n; sea definida positiva es que se cumpla
a11 > 0,
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ > 0,
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣ > 0, · · ·
· · · ,
∣∣∣∣∣∣∣∣∣
a11 a12 · · · a1n
a21 a22 · · · a2n
...
... · · · ...
an1 an2 · · · ann
∣∣∣∣∣∣∣∣∣ > 0,
Condicio´n necesaria y suficiente para que la forma cuadra´tica (2) sea definida negativa
es que se cumpla
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a11 > 0,
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ > 0,
∣∣∣∣∣∣
a11 a12 a13
a21 a22 a23
a31 a32 a33
∣∣∣∣∣∣ > 0, · · ·
· · · ,
∣∣∣∣∣∣∣∣∣
a11 a12 · · · a1n
a21 a22 · · · a2n
...
... · · · ...
an1 an2 · · · ann
∣∣∣∣∣∣∣∣∣ (−1)
n > 0,
CASO n = 2. Sea f(x, y) una funcio´n definida en una vecindad del punto (x0, y0) en la
que son continuas sus derivadas parciales de segundo orden y sea x0, y0 un punto estacionario,
es decir, sea
f ′x(x0, y0) = f
′
y(x0, y0) = 0.
Entonces, si en el punto (x0, y0)
f”xxf”yy − (f”xy)2 > 0,
hay extremo en este punto;a saber, ma´ximo si en e´l
f”xx < 0 (f”yy < 0)
y mı´nimo si en e´l
f”xx > 0 (f”yy > 0).
Si en el punto (x0, y0)
f”xxf”yy − (f”xy)2 < 0,
no hay extremo en el punto x0, y0. Por u´ltimo, si en el punto (x0, y0)
f”xxf”yy − (f”xy)2 = 0,
en dicho punto puede haber extremo y puede no haberlo; este caso requiere un estudio
complementario.
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5.1.2 Me´todo del gradiente
.
Supongamos que es preciso hallar el mı´nimo de la funcio´n f(x), donde x = (x1, x2, · · · , xm).
Tomemos un punto x0 = (x01, x
0
2, · · · , x0m) y calculemos el gradiente de la funcio´n (x) en este
punto
grad f(x0) =
m∑
i=1
∂f(x0)
∂xi
ei,
donde e1, e2, · · · , en es una base ortonormal del espacio Rn.
Si se tiene gradf(x0) 6= 0, ponemos
x1k = x
0
k − h1(grad f(x0), ek) (k = 1, 2, · · · ,m),
donde h1 > 0 es suficientemete pequen˜o. Si se tiene gradf(x
1) 6= 0, ponemos
x2k = x
1
k − h2(grad f(x1), ek), (h2 > 0);
en general, si se tiene grad f(xn−1) 6= 0, ponemos
xnk = x
n−1
k − hn(grad f(xn−1), ek)
(k = 1, 2, · · · ,m;hn > 0).
As´ı obtenemos, si se cumplen determinadas condiciones, una sucesio´n mono´tona decreciente
f(xn). Si xn → x˜ y x˜ es un punto de mı´nimo de la funcio´n f(x), se tiene gradf(xn) → 0
cuando n→∞.
5.1.3 Extremo condicionado
Sea z = f(x1, x2, · · · , xn) una funcio´n de n variables definida de un recinto D del espacio En.
Supongamos, adema´s, que las variables x1, x2, · · · , xn esta´n ligadas por (m < n) condiciones
complementarias
ϕ1(x1, x2, · · · , xn) = 0,
...................................
ϕm(x1, x2, · · · , xn) = 0,
 (1)
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que se denominan ecuaciones de enlace.
Sea x0 = (x01, x
0
2, · · · , x0n) un punto interior del recinto D.
Se dice que f(x1, x2, · · · , xn) tiene ma´ximo condicionado (mı´nimo condicionado, respectivamente)
en el punto (x01, x
0
2, · · · , x0n) si la desigualdad
f(x1, x2, · · · , xn) 6 f(x01, x02, · · · , x0n)
(la desigualdad f(x1, x2, · · · , xn) ≥ f(x01, x02, · · · , x0n), respectivamente) se cumple en una
vecindad del punto (x01, x
0
2, · · · , x0n), siempre que los puntos (x1, x2, · · · , xn) y (x01, x02, · · · , x0n)
verifiquen las ecuaciones del enlace (1).
ME´TODO DE LOS MULTIPLICADORES DE LAGRANGE:
Supongamos que:
1) las derivadas parciales de primer ordende las funciones f(x1, x2, · · · , xn) y ϕi(x1, x2, · · · , xn)(i =
1, 2, · · · ,m) son continuas en el recinto D;
2) m < n, siendo el rango de la matriz (
∂ϕi
∂xj
)(i = 1, 2, · · · ,m; j = 1, 2, · · · , n) igual a m en
todo punto del recinto D.
Consideremos una funcio´n nueva (funcio´n de Lagrange)
ϕ = f +
m∑
i=1
λiϕi,
donde λi son factores constantes indeterminados.
Despue´s analizamos el extremo incondicionado de la funcio´n φ(x1, x2, · · · , xn), o sea, formamos
el sistema de ecuaciones
∂φ
∂x1
= 0,
∂φ
∂x2
= 0, · · · , ∂φ
∂xn
= 0 (2)
y, a partir de este sistema y de las m ecuaciones de enlace
ϕ1 = 0, ϕ2 = 0, · · · , ϕm = 0,
determinamos los valores de los para´metros λ1, λ2, · · · , λm y las coordenadas (x1, x2, · · · , xn)
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de los posibles puntos de extremo.
Las condiciones (2) son condiciones necesarias de extremo tanto para la funcio´n de Lagrange
como para la funcio´n inicial z = f(x1, x2, · · · , xn).
Si el punto (x01, x
0
2, · · · , x0n) es un punto extremo condicionado de la funcio´n f(x1, x2, · · · , xn)
sera´ a la vez un punto estacionario de la funcio´n de Lagrange, o sea, en este punto sera´
∂φ
∂xi
= 0(i = 1, 2, · · · , n). Para analizar el punto estacionario (x01, x02, · · · , x0n) en tanto que
extremo condicionado de la funcio´n de Lagrange φ(x1, x2, · · · , xn) habra´ que considerar la
forma cuadra´tica
B(dx1, dx2, · · · , dx(n−m)) =
n−m∑
i,j=1
b(ij)dxidxj, (3)
o sea, la segunda diferencial de la funcio´n Lagrange, teniendo en cuenta las condiciones
∂ϕi
∂x1
dx1 +
∂ϕi
∂x2
dx2 + · · ·+ ∂ϕi
∂xn
dxn = 0 (i = 1, 2, · · · ,m).
Si la forma cuadra´tica (3) es definida, en el punto (x01, x
0
2, · · · , x0n) tendremos extremo condicionado
estricto; a saber, ma´ximo condicionado estricto si la forma cuadra´tica (3) es definida negativa,
y mı´nimo condicionado estricto si la forma cuadra´tica (3) es definida positiva.
En cambio si la forma cuadra´tica (3) es indefinida, en el punto (x01, x
0
2, · · · , x0n) no habra´
extremo condicionado.
Por consiguiente, la existencia en el punto (x01, x
0
2, · · · , x0n) de ma´ximo (mı´nimo) incondicionado
de la funcio´n de Lagrange (tomada con los valores encontrados para λ1, λ2, · · · , λm) implica la
existencia de este punto ma´ximo (mı´nimo) condicionado de la funcio´n z = f(x1, x2, · · · , xn)
con las condiciones de enlace
φi(x1, x2, · · · , xn) = 0 (i = 1, 2, · · · ,m).
La ausencia de extremo incondicionado de la funcio´n de Lagrange φi(x1, x2, · · · , xn) no
significa au´n la ausencia de extremo condicionado de la funcio´n f(x1, x2, · · · , xn).
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5.2 Extremo de Funcionales
5.2.1 Funcional. Variacio´n de una funcional y sus
propiedades
1o. Definicio´n de funcional. Proximidad de curvas. Sea M una clase de funciones
y(x). Si a toda funcio´n y(x)M le corresponde, segu´n una regla, un nu´mero determinado J
se dice que en la clase M esta´ definida la funcional J y se escribe J = J [y(x)].
La clase M de funciones y(x) en la qu esta´ definida la funcional J [y(x)] se denomina campo
de definicio´n de la funcional.
2o. Continuidad de una funcional. Una funcionalJ [y(x)] definida en la clase M de
funciones y(x) se llama continua en y = y0(x) en el sentido de proximidad de n-e´simo orden
su cualquiera que sea el nu´mero  > 0 existe un nu´mero η > 0 tal que la desigualdad
| J [y(x)]− J [y0(x)] |<  se cumple para todas las funciones admisibles y = y(x), o sea, para
todas las funciones que satisfacen las condiciones
| y(x)− y0(x) |< η, | y′(x)− y′0(x) |< η, · · · , | yn(x)− yn0 (x) |< η.
En otras palabras, si se tiene | J [y(x)]− J [y0(x)] |<  siempre que
ρn[y(x), y0(x)] < η.
Toda funcional que no sea continua en el sentido de proximidad de n-e´simo orden se denominara´
discontinua en este sentido de proximidad. Poniendo
yk(x) = yk0(x) + αw
k(x)(k = 0, 2, · · · , n),
donde α es un para´metro y w(x) es una funcio´n cualquiera de la claseM , podemos persuadirnos
de que
lim
α→0
yk(x) = yk0(x)(k = 0, 1, 2, · · · , n)
y, por eso, podemos definir la continuidad de la funcional J [y(x)] en y = y0(x) de la forma
siguiente
lim
α→0
J [y0(x) + αw(x)] = J [y0(x)].
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3o. Variacio´n de una funcional. Sea J [y(x)] una funcional definida en el conjunto M de
funciones y(x). La magnitud
∆J = ∆J [y(x)] = J [y(x) + δy]− J [y(x)]
(δy = y˜(x), donde y(x)Mey˜(x) ∈M)
se denomina incremento de la funcional J [y(x)] correspondiente al incremento δy del argumento.
4o. Segunda definicio´n de la variacio´n de una funcional. Se llama variacio´n de la
funcional J [y(x)] en el punto y = y(x) el valor que toma en α = 0 la derivada de la funcional
J [y(x) + αδy] (considera en tanto que funcio´n de α) respecto al para´metro α:
δJ =
∂
∂α
J [y(x) + αδy] |α= 0.
Si existe la variacio´n de la funcional en tanto que parte pincipal lineal de su incremento (o
sea, si existe la variacio´n en el sentido de la primera definicio´n), tmabie´n existe la variacio´n
en tanto que valor en α = 0 de la derivada respecto al para´metro α y ambas variaciones
coinciden.
5o. Segunda variacio´n de una funcional. Una funcional J [x, y] dependiendo de los
elementos x e y (que pertenecen ambos a un espacio lineal) se denomina bilineal si es una
funcional lineal en y para x fijo y una funcional lineal en x para y fijo. O sea, la funcional
J [x, y] es bilineal si
J [α1x1 + α2x2, y] = α1J [x1, y] + α2J [x2, y],
J [x, β1y1 + β2y2] = β1J [x, y1] + β2J [x, y2].
Poniendo en la funcional bilineal y = x obtenemos la expresio´n J [x, x] llamada funcional
cuadra´tica.
Toda funcional bilineal definida en un espacio de dimensio´n finita se denomina forma bilineal.
Una funcional cuadra´tica J [x, x] se denomina definida positiva si J [x, x] > 0 cualquiera que
sea el elemento no nulo x.
6o. Extremo de una funcional. Condicio´n necesaria de extremo. Diremos que la
funcional J [y(x)] alcanza su ma´ximo en la curva y = y0(x) si los valores que toma la funcional
J [y(x)] en cualesquiera curvas pro´ximas a y = y0(x) no son mayores que J [y0(x)], o sea, si
∆J = J [y(x)]− J [y0(x)] 6 0.
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Si ∆J ≤ 0 y ∆J = 0 so´lo para y(x) = y0(x), diremos que se alcanza ma´ximo estricto en la
curva y = y0(x).
Ana´logamente se define la curva y = y0(x) en la que se alcanza un mı´nimo. En este caso se
tiene ∆J > 0 para todas las curvas pro´ximas a la curva y = y0(x)
5.2.2 Problema elemental del Ca´lculo variacional.
Ecuacio´n de Euler
Supongamos que la funcio´n F (x, y, y′) tiene derivadas parciales continuas hasta de segundo
orden inclusive respecto a todos sus argumentos.
El problema elemental del ca´lculo variacional es el siguiente:
entre todas las funciones y(x) que tiene derivada continua y qeu satisfacen las condiciones
de frontera
y(a) = Aey(b) = B (1)
hallar la funcio´n que ofrece extremo de´bil a la funcional
J [y(x)] =
∫ b
a
F (x, y, y′)dx. (2)
En otras palabras, el problema elemental del Ca´lculo variacional consiste en hallar el extremo
de´bil de la funcional de tipo (2) en el conjunto de todas las curvas suaves que unen dos puntos
fijos P1(a,A) y P2(b, B).
TEOREMA 1. Condicio´n necesaria 1) para que la funcional (2),definida en el conjunto
de todas las funciones y = y(x) que tienen derivada continua y que satisfacen las condiciones
de frontera (1), alcance su valor extremo en la funcio´n y(x) es que esta funcio´n verifique la
ecuacio´n de Euler
Fy − d
dx
F ′y = 0. (3)
Las curvas integrales de la ecuacio´n de Euler se denominan extremales (o curvas de Lagrange).
En forma desarrollada la ecuacio´n de Euler da
y”(x)Fy′y′ + y
′(x)Fyy′ + Fxy′ − Fy = 0 (Fy′y′ 6= 0)
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y representa una ecuacio´n diferencial de segundo orden de modo que su solucio´n general
comprendera´ dos constantes arbitrarias cuyos valores se determinan, hablando te´rminos
generales, de las condiciones de frontera (1).
La funcional (2) puede alcanzar extremo so´lo en las extremales que satisfacen las condiciones
(1).
El problema de contorno
Fy − d
dx
Fy′ = 0,
y(a) = A, y(b) = B

no siempre tiene solucio´n y si la solucio´n existe, puede no ser u´nica.
5.2.3 Generalizaciones del problema elemental
del Ca´lculo variacional
1o. Funcionales que dependen de derivedes de o´rdenes superiores.
Supongamos que se tiene la funcional
J [y(x)] =
∫ x1
x0
F [x, y(x), y′(x), · · · , yn(x)]dx, (1)
donde F es una funcio´n diferenciable n+2 veces respecto a todos los argumentos e y(x)Cn[x0, x1],
y supongamos que las condicionesde frontera tiene la forma
y(x0) = y0, y
′(x0) = y′0, · · · , y(n−1)(x0) = y(n−1)0
y(x1) = y1, y
′(x1) = y′1, · · · , y(n−1)(x1) = y(n−1)1
 (2)
Las extremales de la funcional (1) con las condiciones (2) son las curvas integrales de la
ecuacio´n de Euler - Poisson
Fy − d
dx
F ′y +
d2
dx2
Fy”− · · ·+ (−1)n d
n
dxn
F ny = 0.
2o. Funcionales que dependen de m funciones. En el caso de una funcional que depende
de m funciones y1(x), y2(x), · · · , ym(x)
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J [y1, y2, · · · , ym] =
∫ x1
x0
F (x, y1, y2, · · · , ym, y′1, y′2, · · · , y′m)dx
y con las condiciones de frontera de tipo
yk(x0) = y
0
k, yk(x1) = y
1
k (k = 1, 2, · · · ,m)
las extremales se determinan del siguiente sistema de ecuaciones diferenciales de segundo
orden
Fyk − d
dx
Fy′k = 0 (k = 1, 2, · · · ,m) (9)
que se denomina sistema de ecuaciones de Euler.
3o. Funcionales que dependen de funciones de varias variables independientes.
Consideremos la funcional
J [z(x, y)] =
∫∫
D
F (x, y, z,
∂z
∂x
,
∂z
∂y
)dx∂y, (10)
donde F es una funcio´n diferenciable tres veces respecto a sus argumentos, y supongamos que
pide hallar la funcio´n z = z(x, y) que sea continua conjuntamente con sus derivadas hasta el
segundo orden inclusive en el recinto D, que tome valores fijos en la frontera Γ del recinto D
y que realice el extremo de la funcional (10).
Si el extremo de la funcional (10) se alcanza en la superficie z = z(x, y), la funcio´n z = z(x, y)
satisface la ecuacio´n de Euler - Ostrogradski
Fz − ∂
∂x
Fp − ∂
∂y
Fq = 0, (11)
donde
∂
∂x
Fp y
∂
∂y
Fq son las derivadas parciales completas respecto a x e y, respectivamente:
∂
∂x
Fp = Fpx + Fpz
∂z
∂x
+ Fpp
∂p
∂x
+ Fpq
∂q
∂x
,
∂
∂y
Fq = Fqy + Fqz
∂z
∂y
+ Fqp
∂p
∂y
+ Fqq
∂q
∂y
;
aqu´ı se ha tomado, para abreviar,
∂z
∂x
= p y
∂z
∂y
= q.
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La ecuacio´n (11) representa la condicio´n necesaria de extremo de la funcional (10). Es una
ecuacio´n en derivadas parciales de segundo orden; se busca su solucio´n z = z(x, y) que toma
valores fijos en la frontera Γ.
5.2.4 Invariancia de la ecuacio´n de Euler.
Si la funcional:
J [y(x)] =
∫ b
a
F (x, y, y′)dx
se transforma efectuando una sustitucio´n de la variable independiente o una sustitucio´n
simulta´nea de la funcio´n inco´gnita y de la variable independiente, las extremales continu´an
determina´ndose de la ecuacio´n de Euler que se obtiene a partir del integrando transformado.
En esto consiste la invariancia de la ecuacio´n de Euler.
Sea x = x(u, v) e y = y(u, v) con la particularidad de que∣∣∣∣ xu xvyu yv
∣∣∣∣ 6= 0
Entonces∫
F (x, y, y′)dx =
∫
F
[
x(u, v), y(u, v),
yu + yvv
′
u
xu + xvv′u
]
X (xu + xvv
′
u)du =
∫
Φ(u, v, v′u)du
y las extremales de la funcional inicial se determinan de la ecuacio´n de Euler para la funcional∫
Φ(u, v, v′u)du:
Φv − d
du
Φ′v = 0.
5.2.5 Campo de extremales
La familia de curvas y = y(x, c) forma un campo propio en el recinto D del plano xOy si por
cada punto (x, y) de este recinto pasa una y so´lo una curva de la familia y = y(x, c).
El coeficiente angular p(x, y) de la tangente a la curva de la familia y = y(x, c) que pasa por
el punto (x, y) se denomina inclinacio´n del campo en el punto (x, y).
La familia de curvas y = y(x, c) forma un campo central en el recinto D del plano xOy si
estas curvas cubren sin cruzarse todo el recinto D y arranca de un mismo punto (x0, y0) que
no pertenece al recinto D. El punto (x0, y0) se llama centro del haz de curvas.
1o. Condicio´n suficiente de Jacobi para poder incluirla extremal en un campo
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central de extremales. Condicio´n suficiente para que el arco AB de una extremal pueda
ser incluido en un campo central de extremales con centro en el punto A(x0, y0), es que el
punto A∗ conjugado del punto A no pertenezca al arco AB.
2o. Condiciones suficientes de Legendre. Condicio´n suficiente para que la extremal de
la funcional
J [y(x)] =
∫ x1
x0
F (x, y, y′)dx; y(x0) = y0, y(x1) = y1;
se pueda incluir en un campo de extremales es que se cumpla la condicio´n reforzada de
Legendre. Esta consiste en que la desigualdad
Fy′y′ > 0
se cumpla en todos los puntos de la extremal considerada (o sea, para todos los x[x0, x1]).
5.2.6 Condiciones suficientes de extremo de una funcional
Se considera el problema variacional elemental, o sea, se considera la funcional
J [y(x)] =
∫ x1
x0
F (x, y, y′)dx (1)
con las condiciones de frontera
y(x0) = y0, y(x1) = y1. (2)
1o. Condiciones suficientes de Weierstrass. Se denomina funcio´n de Weierstrass
E(x, y, p, y′) la funcio´n definida mediante la igualdad E(x, y, p, y′) = F (x, y, y′)−F (x, y, p)−
(y′ − p)Fp(x, y, p), donde p = p(x, y) es la inclinacio´n, en el punto (x, y), del campo de
extremales del problema variacional (1) y (2).
La curva C realiza el extremo de´bil de la funcional (1) si:
1) la curva C es una extremal de la funcional (1) que satisface las condiciones de frontera
(2), o sea, es la solucio´n de la ecuacio´n de Euler para la funcional (1) que satisface las
condiciones (2);
2) la extremal C puede ser incluida en un campo de extremales (esto tendra´ lugar, en
particular, si se cumple la condicio´n de Jacobi);
3) la funcio´n de Weierstrass E(x, y, p, y′) conserva su signo en todos los puntos x, y pro´ximos
a la extremal C y para valores de y′ proximados a p(x, y). La funcional J [y(x)] tendra´ ma´ximo
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en C si E 6 0 y mı´nimo si E > 0.
5.3 Condiciones suficiente de extremo fuerte.
La curva C realiza el extremo fuerte de la funcional (1) si:
1) la curva C es una extremal de la funcional (1) que satisface las condiciones de frontera
(2);
2) la extremal C puede ser incluida en un campo de extremales;
3) la funcio´n de Weierstrass E(x, y, p, y′) conserva su signo en todos los puntos (x, y) pro´ximos
a la extremal C y para valores cualesquiera de y′. Si E 6 0, se tendra´ ma´ximo y, si E > 0,
se tendra mı´nimo.
OBSERVACIO´N. La condicio´n de Weierstrass es necesaria para que exista el extremo
en el sentido siguiente: si para ciertos valores de y′ la funcio´n E tiene signos opuestos en
los puntos de la extremal, no se alcanza el extremo fuerte; si esto ocurre para cualesquiera
valores de y′ por pro´ximos que sean a p, tampoco se alcanza el extremo de´bil.
2o. Condiciones suficientes de Legendre. Supongamos que la derivada parcial
Fy′y′(x, y, y
′) de la funcion F (x, y, y′) es continua y que la extremal C esta´ incluida en un
campo de extremales.
Si en la extremal C se tiene Fy′y′ > 0, en la curva C se alcanza mı´nimo de´bil; si en la
extremal C se tiene Fy′y′ < 0, en ella se alcanza el ma´ximo de´bil de la funcional (1). Estas
condiciones se llaman condiciones reforzadas de Legendre.
En el caso en que Fy′y′(x, y, y
′) 6 0 en todos los puntos (x, y) pro´ximos a la extremal C y
para cualesquiera valores de y′, se tiene mı´nimo fuerte y en el caso en que Fy′y′(x, y, y′) > 0
para estos valores de los argumentos, se tiene ma´ximo fuerte.
3o. Figuratriz. Sea dada la funcional
J [y(x)] =
∫ b
a
F (x, y, y′)dx.
Tomando x e y como para´metros, consideremos la funcio´n y = F (x, y, y′) en tanto que
funcio´n del argumento y′. El gra´fico de esta funcio´n en el plano de las variables (y′, Y ) se
denomina figuratriz.
Es fa´cil probar que la funcio´n de Weierstrass E(x, y, p, y′) representa la diferencia entre las
ordenadas de la figuratriz y las ordenadas de la tangente a la figuratriz trazada por el punto
abscisa y′ = p. Si la funcio´n de Weierstrass conserva su signo para ciertos valores de y′, ello
significa que la figuratriz esta´ por encima o por debajo de la tangente para esos valores de y′.
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En este caso hay mı´nimo de´bil. Si la figuratriz esta´ a un lado de la tangente para todo los
valores de y′ y para los valores de los para´metros x e y pro´ximos a los puntos de la extremal,
hay extremo fuerte.
La condicio´n suficiente de Legendre se expresa en estos te´rminos as´ı: si para todos los puntos
(x, y) pro´ximos a la extremal la figuratriz es co´ncava hacia las Y positivas o negativas, hay
extremo fuerte.
5.3.1 Extremo condicionado
1o. Problema isoperime´trico. Sean F (x, y, y′) y G(x, y, y′) dos funciones.
El problema isoperime´trico consiste en lo siguiente: entre todas las curvas y = y(x)C1[x0, x1]
a lo largo de las cuales la funcional
K[y(x)] =
∫ x1
x0
G(x, y, y′)dx
tiene un valor fijo l hallar la curva en la que la funcional
J [y(x)] =
∫ x1
x0
G(x, y, y′)dx
alcanza su valor extremo
Suponemos que las funciones F y G tienen derivadas parciales continuas de primer y de
segundo o´rdenes para x0 6 x 6 x1 y para valores cualesquiera de las variables y e y′.
TEOREMA DE EULER. Si la curva y = y(x) realiza el extremo de la funcional
J [y(x)] =
∫ x1
x0
G(x, y, y′)dx
con las condiciones
K[y(x)] =
∫ x1
x0
G(x, y, y′)dx = l, y(x0) = y0, y(x1) = y1,
y si y = y(x) no es extremal de la funcional K existe una constante λ tal que la curva
y = y(x) es extremal de la funcional
L[y(x)] =
∫ x1
x0
[F (x, y, y′) + λG(x, y, y′)]dx.
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5.3.2 Problemas variacionales con fronteras mo´viles
1o. Problema elemental con fronteras mo´viles. Sea F = F (x, y, y′) una funcio´n
diferenciable tres veces respecto a sus argumentos y sean
y = ϕ(x) e y = ψ(x) (1)
donde ϕ(x)C1[a, b] y ψ(x)C1[a, b], dos curvas en el plano xOy.
Consideremos la funcional
J [y(x)] =
∫
γ
F (x, y, y′)dx (2)
definida para las curvas suaves y = y(x) cuyos extremos A(x0, y0) y B(x1, y1) se encuentran
en las curvas (1) de modo que y0 = ϕ(x0) e y1 = ψ(x1).
TEOREMA. supongamos que en la curva γ0 : y = y˜(x) se alcanza el extremo de la funcional
J [y(x)] =
∫
γ
F (x, y, y′)dx
entre todas las curvas de la clase C1 que unen dos puntos arbitrarios de dos curvas fijas
y = ϕ(x) e y = ψ(x). Entonces la curva γ0 se cumplen las condiciones de transversalidad
[F + (ϕ′ − y˜′)F ′y] |x=x0= 0,
}
(3)
Es decir, para resolver el problema elemental con fronteras mo´viles es preciso:
1) Escribir y resolver la ecuacio´n de Euler correspondiente.
Como resultado, se obtiene una familia de extremales y = f(x, c1, c2), que depende de dos
para´metros C1 y C2.
2) Determinar las constantes C1, C2, x0, y x1 de las condiciones de trnasversalidad (3) y de
las ecuaciones
f(x0, C1, C2) = ϕ(x0),
f(x1, C1, C2) = ψ(x1).
 (4)
3) Calcular el extremo de la funcional (2).
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5.3.3 Problemas discontinuos. Variaciones unilaterales
1o. Problemas discontinuos. La extremal y = y(x) de la funcional
J [y(x)] =
∫ x1
x0
F (x, y, y′)dx (1)
es una funcio´n que tiene dos derivadas continuas siempre que la derivada Fy′y′(x, y(x), y
′(x))
sea diferente de cero. Sin embargo, existen problemas variacionales en los cuales el extremo
se alcanza en una curva suave a trozos solamente.
2o. Variaciones unilaterales. Se pide hallar el extremo de la funcional
J [y(x)] =
∫ x2
x1
F (x, y, y′)dx;
y(x1) = y1, y(x2) = y2;
con la condicio´n
y − ϕ(x) > 0 (y − ϕ(x) 6 0) (2)
(las condiciones de limitacio´n puede ser de forma ma´s compleja).
En este caso la extremal buscada puede estar formada por trozos de extremales que pertenecen
al recinto (2) y por trozos de la frontera y = ϕ(x) de este recinto. En los puntos de juncio´n
de estos trozos la extremal buscada puede ser suave y tambie´n puede tener puntos angulares.
La condicio´n en el punto de juncio´n tiene la forma
[F (x, y, y′)− F (x, y, ϕ′)− (ϕ′ − y′)F ′y(x, y, y′)]|x=x¯ = 0.
Si F ′yy
′ 6= 0, la extremal es tangente en el punto de juncio´n M(x¯, y¯) a la frontera y = ϕ(x)
del recinto.
5.3.4 Teor´ıa de Hamilton-Jacobi. Principios variacionales de la
Meca´nica
1o. Forma cano´nica (Hamiltoniana) de las ecuaciones de Euler.
Las ecuaciones de Euler para la funcional
J [y1, y2, · · · , yn] =
∫ x2
x1
F (x, y1, y2, · · · , yn, y′1, y′2, · · · , y′n)dx (1)
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tiene la forma
Fyk − d
dx
Fy′k = 0 (k = 1, 2, · · · , n) (2)
.
En el caso en el que el determinante∣∣∣∣∣∣∣∣
Fy′1y′1 Fy′2y′2 · · · Fy′1y′n
Fy′2y′1 Fy′2y′2 · · · Fy′2y′n· · · · · · · · · · · ·
Fy′ny′1 Fy′ny′2 · · · Fy′ny′n
∣∣∣∣∣∣∣∣ 6= 0, (3)
pondremos
Fy′k = pk (k = 1, 2, · · · , n). (4)
De las ecuaciones (4) se puede expresar y′k en te´rminos de x, y1, y2, · · · , yn, p1, p2, · · · , pn:
yk = ϕk(x, y1, y2, · · · , yn, p1, p2, · · · , pn).
La funcio´n H de las variables x, y1, y2, · · · , yn, p1, p2, · · · , pn definida mediante la igualdad
H = [−F (x, y1, y2, · · · , yn, y′1, y′2, · · · , y′n) +
n∑
k=1
yk′Fy′k((x, y1, y2, · · · , yn, y′1, y′2, · · · , y′n)]|y′k=ϕk ,
se denomina hamiltoniano de la funcional (1).
El hamiltoniano satisface las relaciones siguientes
∂H
∂Pk
=
dyk
dx
,
∂H
∂yk
= −dpk
dx
(k = 1, 2, · · · , n). (5)
Se dice que las ecuaciones (5) son el sistema cano´nico o hamiltoniano de las ecuaciones de
Euler (2); las variables y1, y2, · · · , yn, p1, p2, · · · , pn llevan el nombre de variables cano´nicas.
2o. Ecuacio´n de Hamilton -Jacobi. Teorema de Jacobi. El sistema cano´nico (5) de
las ecuaciones de Euler es el sistema de ecuaciones de Euler para la funcional
J [y1, y2, · · · , yn] =
∫ x2
x1
[
n∑
k=1
Pky
′
k −H(x, y1, y2, · · · , yn, p1, p2, · · · , pn)
]
dx
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si y1, y2, · · · , yn, p1, p2, · · · , pn se consideran en tanto que funciones inco´gnitas de x.
Esta funcional J es la solucio´n de la ecuacio´n en derivadas parciales de primer orden
∂W
∂x
+H
(
x, y1, y2, · · · , yn, ∂W
∂y1
,
∂W
∂y2
, · · · , ∂W
∂yn
)
= 0,
que se denomina ecuacio´n de Hamilton - Jacobi.
TEOREMA DE JACOBI. Supongamos que W es la integral completa de la ecuacio´n de
Hamilton-Jacobi y satisface la condicio´n∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂2W
∂y1∂C1
∂2W
∂y1∂C2
· · · ∂
2W
∂y1∂Cn
∂2W
∂y2∂C1
∂2W
∂y2∂C2
· · · ∂
2W
∂y2∂Cn
· · · · · · · · · · · ·
∂2W
∂yn∂C1
∂2W
∂yn∂C2
· · · ∂
2W
∂yn∂Cn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
6= 0.
entonces las igualdades
∂W
∂CK
= Bk,
∂W
∂yK
= Pk (k = 1, 2, · · · , n),
donde Ck y Bk son unas contanstes arbitrarias, determinan una solucio´n del sistema cano´nico
(5) dependiente de 2n constantes arbitrarias.
3o. Principios variacionales de la Meca´nica.
a) PRINCIPIO DE HAMILTON-OSTROGRADSKI. Supongamos que se tiene un sistema de
n puntos materialesMk(xk, yk, zk)(k = 1, 2, · · · , n) con masas respectivasmk(k = 1, 2, · · · , n).
supongamos que el movimiento del sistema esta´ sometido a enlaces
ϕj(x, y, z, t) = 0 j = 1, 2, · · · ,m;m 6 n(6)
y se realza bajo la accio´n de las fuerzas Fk(Xk, Yk, Zk)(k = 1, 2, · · · , n) que tiene el potencial
(funcio´n de fuerza) U = U(xk, yk, zk, t):
Xk =
∂U
∂xk
, Yk =
∂U
∂yk
, Zk =
∂U
∂zk
.
La energ´ıa cine´tica de este sistema sera´ igual a
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T =
1
2
n∑
k=1
mk(x˙k
2 + y˙k
2 + z˙k
2)
Supongamos que este sistema pasa de cierto estado A correspondiente al momento del tiempo
t = t0 a otro estado B correspondiente al momento de tiempo t = t1. Entre todos los
desplazamientos posibles del sistema de A a B se escoje la clase de movimientos admisibles
que concuerdan con los enlaces dados y que hacen pasar el sistema del estado A al estado B
en el intervalo de tiempo dado [t0, t1].
El principio de Hamilton-Ostrogradski consiste en lo siguiente:
entre todos los movimientos admisibles que hacen pasar el sistema del estado A al estado B,
el movimiento real se caracteriza por el cumplimiento de la condicio´n necesaria δJ = 0 de
extremo de la funcional ∫ t1
t0
(T + U)dt. (7)
A cada movimiento admisible del sistema le corresponden 3n funciones xk(t), yk(t), zk(t)(k =
1, 2, · · · , n) que esta´n definidas en el intervalo [t0, t1], que satisfacen las ecuaciones (6) y que
toman determinados valores en los extremos del intervalo [t0, t1]. Por consiguiente fijas.
Para resolver este problema formamos la funcio´n auxiliar de Lagrange
F = T + U +
m∑
j=1
λj(t)ϕj
y escribimos para ella el sistema de ecuaciones de Euler-Ostrogradski:
mkx¨k −Xk −
m∑
j=1
λj(t)
∂ϕj
∂xk
= 0,
mky¨k − Yk −
m∑
j=1
λj(t)
∂ϕj
∂yk
= 0,
mkz¨k − Zk −
m∑
j=1
λj(t)
∂ϕj
∂zk
= 0,

(8)
El sistema (8) coincide con las ecuaciones diferenciales del movimiento real del sistema.
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b) PRINCIPIO DE LA ACCIO´N MI´NIMA EN LA FORMA DE LAGRANGE.
Supongamos que los enlaces ϕj y el potencial U no dependen del tiempo t. En este caso tiene
lugar la integral de energ´ıa T − U = h = const. La integral
J =
∫ t1
t0
Tdt
se denomina accio´n. De la integral (7) se deduce que
∫ t1
t0
(T + U)dt = 2
∫ t1
t0
Tdt−
∫ t1
t0
hdt
El principio de la accio´n mı´nima en la forma de Lagrange consiste en los siguiente: para el
movimiento real, la integral de la accio´n debe tomar su valor mı´nimo, o sea,
J =
∫ t1
t0
Tdt =
mı´n. El principio de la accio´n mı´nima puede ser representado en la forma de Jacobi∫
γ
√
2(U + h)ds =
mı´n (ds es la diferencial del arco γ) en la que no interviene el tiempo.
OBSERVACIO´N 1. Aqu´ı se consideran admisibles los movimientos que satisfacen las
ecuaciones de enlace ϕj(x, y, z) = 0(j = 1, 2, · · · ,m) y la ecuacio´n T − U = h con el mismo
valor de h que para el movimiento real y que tienen los estados iniciales y finales fijos, siendo
tambie´n fijo el momento inicial t0 del tiempo. El momento final del tiempo no se fija para
estos movimientos.
OBSERVACIO´N 2. La energ´ıa potencial figura no en la integral sino en la condicio´n
complementaria T − U = h. Formamos la funcio´n auxiliar de Lagrange
F =
1
2
T +
1
2
(U + h) +
m∑
j=1
λjϕj.
Despue´s escribimos las ecuaciones de Euler-Ostrogradski para nuestro problema
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mkx¨k =
∂U
∂xk
+ 2
m∑
j=1
λj
∂ϕj
∂xk
,
mky¨k =
∂U
∂yk
+ 2
m∑
j=1
λj
∂ϕj
∂yk
,
mkz¨k =
∂U
∂zk
+ 2
m∑
j=1
λj
∂ϕj
∂zk
que representan las ecuaciones del movimiento real.
5.3.5 Me´todo de diferencias finitas de Euler
Consideremos el problema variacional elemental: hallar el extremo de la funcional
J [y(x)] =
∫ b
a
F (x, y, y′)dx; y(a) = A, y(b) = B. (1)
Segu´n el me´todo de Euler, los valores de la funcional (1) se toman no en la curvas arbitrarias
que admite este problema variacional, sino en las quebradas compuestas por un nu´mero dado
n de segmentos rectil´ıneos cuyos ve´rtices tienen abscisas fijas
a+ ∆x, a+ 2∆x, · · · , a+ (n− 1)∆x, donde ∆x = b− a
n
.
En estas quebradas la funcional J [y(x)] se convierte en una funcio´n φ(y1, y2, · · · , yn−1) de las
ordenadas y1, y2, · · · , yn−1 de los ve´rtices de la quebrada. Las ordenadas y1, y2, · · · , yn−1 se
escogen de modo que la funcio´n φ(y1, y2, · · · , yn−1) tenga extremo, o sea, se determinan del
sistema de ecuaciones
∂ϕ
∂y1
= 0,
∂ϕ
∂y2
= 0, · · · , ∂ϕ
∂yn−1
= 0.
La quebrada as´ı obtenida es la solucio´n aproximada del problema variacional (1).
5.3.6 Me´todo de Ritz. Me´todo de Kantoro´vich
1o. Me´todo de Ritz. La idea del me´todo consiste en que al hallar el extremo de la funcional
J [y(x)] se consideran, en lugar del espacio de las funciones admisibles, so´lo las funciones que
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se pueden representar como combinaciones lineales de las funciones admisibles:
yn(x) =
n∑
j=1
αiϕi(x), (1)
donde αi son unas constantes y el sistema ϕi(x), llamado sistema de funciones coordenadas,
esta´ formado por funciones ϕi(x) que son linealmente independientes y que constituyen un
sistema completo de funciones en el espacio considerado.
Hablando en te´rminos generales, cuando pedimos que las funciones yn(x) sean admisibles,
imponemos a las funciones coordenadas ϕi(x) ciertas condiciones complementarias.
2o. Me´todo de Kantorovich. Este me´todo ocupa una posicio´n intermedia entre la
resolucio´n exacta y el me´todo de Ritz y se aplica para analizar el extremo de las funcionales
J [z(x1, x2, · · · , xn)] (2)
que dependen de funciones de varias variables independientes (n > 2).
Igual que en el me´todo de Ritz, escogemos un sistema ϕ(x1, x2, · · · , xn) de funciones coordenadas
y buscamos la solucio´n aproximada en la forma
zm(x1, x2, · · · , xn) =
m∑
k=1
αk(xj)ϕk(x1, x2, · · · , xn) (3)
pero considerando los coeficientes αk(xj) como funciones inco´gnitas de una de las variables
independientes.
En las funciones (3) la funcional (2) se convierte en una funcional J˜ [α1(xj), α2(xj), · · · , αm(xj)]
que depende de m funciones α1(xj), α2(xj), · · · , αm(xj). Estas funciones se escogen de modo
que la funcional J˜ alcance el extremo y se determinan de las condiciones necesarias de extremo
para la funcional J˜ .
Empleando el me´todo de Kantorovich, se obtiene uan solucio´n aproximada, como regla, ma´s
exacta que la solucio´n que da el me´todo de Ritz con las mismas funciones coordenadas
ϕk(x1, x2, · · · , xn) y con el mismo nu´mero m de te´rminos en la aproximacio´n.
5.3.7 Me´todos variacionales para la determinacio´n de los valores
y de las funciones propios
La ecuacio´n de Sturm-Liouville
− d
dx
[p(x)y′] + q(x)y = λy, (1)
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donde p(x) > 0 tiene derivada continua y q(x) es continua, con las condiciones
y(a) = 0 e y(b) = 0 (2)
tiene la solucio´n nula (trivial) y ≡ 0 cualquiera que sea el valor real o complejo de λ.
El conjunto de la ecuacio´n (1) y de las condiciones de frontera (2) se denomina problema de
contorno de Sturm-Liouville (1)-(2).
Los valores de λ para los cuales el problema de contorno (1)-(2) tiene soluciones no triviales
y ≡ 0 se denominan valores propios y las funciones mismas llevan el nombre de funciones
propias del problema de contorno.
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Conclusiones
Con este trabajo se pretende poner en manifiesto que la teor´ıa de sobre bifurcaciones locales
es una herramienta relevante en la comprensio´n de los sistemas dina´micos aplicados a distintos
campos de la ciencia y en particular en la ingenier´ıa, ya que permite profundizar en propiedades
cualitativas de los equilibrios y o´rbitas del sistema y por otra parte, establecer las fronteras
parame´tricas, apartir de las cuales se producen cambios estructurales.
El ana´lisis de estabilidad de los sistemas no lineales es un problema mucho ma´s complejo
que el problema de los sistemas lineales. El comportamiento puede ser tan diverso que
existen mu´ltiples definiciones de estabilidad, incluso cuando nos referimos exclusivamente a
estabilidad de puntos de equilibrio. La teor´ıa de Lyapunov proporciona un marco general
que permite verificar si un equilibrio es estable segu´n varias de sus definiciones.
El teorema de Poincaire-Bendixson tambie´n es uno de los resultados mas importantes
para el ana´lisis de sistemas no lineales, ya que en esencia explica las posibilidades en el plano
de fase, de un sistema bidimensional, son muy limitades.
Si una trayectoria esta contenida en una regio´n cerrada y limitada que no contiene puntos
fijos, entonces la trayectoria debe aproximarse a una o´rbita cerrada, pero esta teorema no es
aplicable para sistemas de tridimensionales o de mayor dimensio´n, debido a que las o´rbitas
se mueven sin un patro´n fijo de forma indefinida en una regio´n limitada sin converger en un
punto fijo o en una o´rbita cerrada.
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