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Abstract
We derive logarithmic asymptotics of probabilities of small deviations for iterated pro-
cesses in the space of trajectories. We find conditions under which these asymptotics coincide
with those of processes generating iterated processes. When these conditions fail the asymp-
totics are quite different.
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1 Introduction
There are many investigations on asymptotic behaviour of probabilities of small deviations for
various classes of stochastic processes and sequences. The most important studied classes are
sums of independent random variables, stochastic processes with independent increments and
Gaussian processes. One can find a detailed list of references in Lifshits [5]. We restrict our
attention to iterated processes.
Let ξ(t) and Λ(t), t > 0, be independent stochastic processes, defined on the same probability
space. Assume that, with probability 1, Λ(t) has continuous trajectories, Λ(t) > 0 and Λ(0) = 0.
The stochastic processes χ(t) = ξ(Λ(t)), t > 0, is called the iterated processes.
Let yt be a function such that yt → ∞ as t → ∞. Asymptotic behaviour of probabilities of
small deviations
P
(
sup
06u6t
|χ(u)| 6 yt
)
has been investigated by Frolov [2], Martikainen, Frolov and Steinebach [6], Aurzada and Lifshits
[1] and Frolov [4] for ξ(t) and Λ(t) from various classes of stochastic processes. One can find
results on logarithmic asymptotics in these papers. We consider below the asymptotic behaviour
of small deviations in space of trajectories.
Assume that, with probability 1, trajectories of ξ(t) are right continuous functions and ξ(0) =
0. Define a family of processes as follows:
This work was partially supported by Federal Program "Scientific and teaching staff of innovative Russia",
project 1.1-111-128-033.
∗E-mail address: Andrei.Frolov@pobox.spbu.ru
1
{ξt(u) = ξ(tu), u ∈ [0, 1], t > 0} , (1)
where yt is a function such that yt →∞ as t→∞. Put
Qt = P (ξt(·) ∈ Gyt) ,
where G ∈ ℜ, class ℜ of sets in the Skorohod space D[0, 1] is defined in Mogul’skii [7] and
aG = {ag : g ∈ G} for a ∈ R.
Mogul’skii [7] has studied the asymptotic behavior of logQn as n → ∞ for homogeneous
process with independent increments ξ(t) and ξ(t) = S[t], where S[t] is a sum of [t] independent,
identically distributed random variables. Frolov [3] has considered a close problem for iterated
compound Poisson processes by studying of the asymptotics for probabilities
Rt = P
(
−g1
(
Λ(u)
Λ(t)
)
yt 6 χ(u) 6 g2
(
Λ(u)
Λ(t)
)
yt for all u ∈ [0, t]
)
.
Note that using of random bounds is well motivated (see [2], [3] for details). Probability Rt turns
to an analog of probability Qt for
{χt(u) = χ(tu), u ∈ [0, 1], t > 0}
in some special cases, only. If, for example, either gi(t) ≡ ci, or Λ(t) = Λt
β, where Λ is a positive
random variables and β > 0, then bounds gi
(
Λ(u)
Λ(t)
)
yt in the definition of Rt will be non-random.
In general case, we will arrive at random set G. This effect disappears if we consider family
{ηt(u) = ξ(Λ(t)u), u ∈ [0, 1], t > 0} (2)
instead of {χt(u)} and put
Pt = P (ηt(·) ∈ Gyt) .
In the sequel, we only consider G = {g(t) ∈ D[0, 1] : g(0) = 0,−g1(t) 6 g(t) 6 g2(t)}, where
gi(t) are positive, continuous, non-decreasing functions such that gi(0) > 0. Such G are the most
interesting and simple sets from ℜ. More general sets G may be considered for some classes of
processes.
In this paper, we describe the asymptotic behavior of log Pt as t → ∞. We obtain general-
izations of results in Frolov [2], [3], [4].
2 Results
Let ξ(t) and Λ(t), t > 0, be independent stochastic processes, defined on the same probability
space. Assume that, with probability 1, Λ(t) has continuous trajectories, Λ(t) > 0, Λ(0) = 0,
trajectories of ξ(t) are right continuous functions and ξ(0) = 0. Define families of processes
{ξt(u)} and {ηt(u)} by relations (1) and (2), correspondingly.
Let gi(t), t ∈ [0, 1], be positive, continuous, non-decreasing functions such that gi(0) > 0,
i = 1, 2. Put G = {g(t) ∈ D[0, 1] : g(0) = 0,−g1(t) 6 g(t) 6 g2(t)}. Let G be a set of subsets of
D[0, 1] consisting from such G. Denote aG = {ag : g ∈ G} for a ∈ R.
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Assume that there exist positive functions B(t) and ζ(t), t > 0, and positive functional H(G),
G ∈ G, such that B(t)→∞ and ζ(t)→ 0 as t→∞, lim sup
t→∞
B(ct)/B(t) < ∞ for all c > 0, and
the relation
logP (ξt(·) ∈ Gyt) = −tH(G)ζ(yt)(1 + o(1)) as t→∞, (3)
holds for every positive function yt with yt →∞, yt = o(B(t)) and tζ(yt)→∞ as t→∞.
Put λt = ess inf Λ(t) and Vt(λ) = P(Λ(t) < λ).
We start with a result in which the asymptotic of small deviations of iterated processes is
similar to that from (3) and λt plays a role of t.
Theorem 1. Assume that λt ∼ λ˜t as t → ∞, where λ˜t is a continuous, strictly increasing
function. Suppose that λt →∞ as t→∞ and for every c > 1
lim inf
t→∞
Vt(cλt) > 0. (4)
Then
logP (ηt(·) ∈ Gyt) = −λtH(G)ζ(yt)(1 + o(1)) as t→∞ (5)
for every positive function yt with yt →∞, yt = o(B(λ˜t)) and λtζ(yt)→∞ as t→∞.
Condition (4) holds if, for example, Λ(t) have atoms of the same mass in λt for all t.
It may also happen that properties of Λ(t) yields (4). The most simple and important example
is Λ(t) = Λf(t), where Λ is a non-negative random variable and f(t) is a positive function such
that f(t)→∞ as t→∞. The natural generalization of this example is the following assumption.
Suppose that there exist a positive, increasing, continuous function f(t), f(t)→∞ as t→∞,
and a non-negative random variable Λ such that the distributions of Λ(t)/f(t) converge weakly
to the distribution of Λ as t→∞. Note that Λ may be degenerate.
Denote λˆ = ess inf Λ.
In our next result, we deal with the case λt = O(f(t)) as t→∞.
Theorem 2. Assume that λt/f(t)→ λˆ as t→∞.
Then
logP (ηt(·) ∈ Gyt) = −λˆf(t)H(G)ζ(yt)(1 + o(1)) as t→∞ (6)
for every positive function yt with yt →∞, yt = o(B(f(t))) and f(t)ζ(yt)→∞ as t→∞.
It is possible that λt = o(f(t)) as t→∞ in Theorem 2. Moreover, it may happen that λt = 0
for all t > 0. Hence (6) turns to
logP (ηt(·) ∈ G) = o (f(t)ζ(yt)) as t→∞.
Under additional assumptions, we have the following better result.
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Theorem 3. Assume that B(t) is a regularly varying at infinity function, λˆ = 0 and λt/f(t)→ λˆ
as t→∞.
Assume that for all t > 0 the functions Ft(λ) = Vt(λf(t)) and F (λ) = P(Λ < λ) are
continuous for λ 6 λ′ and positive for λ ∈ (λt/f(t), λ
′] and λ ∈ (0, λ′], correspondingly, where
λ′ > 0.
Let yt be a positive function with yt → ∞, yt = o(B(f(t))) and f(t)ζ(yt) → ∞ as t → ∞.
Let εt denote the solution of the equation
− logFt(εt)
εt
= f(t)H(G)ζ(yt).
Suppose that εtf(t) is equivalent to a continuous, strictly increasing function. Assume that
yt = o(B(εtf(t))), λt = o(εtf(t)) and for every τ > 0 the relation
logFt(τεt) ∼ log Ft(εt) (7)
holds as t→∞.
Then
logP (ηt(·) ∈ Gyt) = log Ft(εt)(1 + o(1)) = −εtf(t)H(G)ζ(yt)(1 + o(1)) as t→∞. (8)
Here εt → 0 and Ft(εt)→ 0 as t→∞.
Theorem 3 implies that the asymptotic behaviour of logP (ηt(·) ∈ G) may depend on prop-
erties of the distribution function of Λ at zero.
The following examples show that the righthand sides of (6) and (8) may have different
behaviours.
Assume that Λ(t) = Λf(t) and λˆ = 0. If, for example, F (λ) = λp for λ ∈ [0, 1], p > 0, then
log Ft(εt) ∼ −p log(f(t)ζ(yt)) as t → ∞. If F (λ) = (− log λ)
−p for λ ∈ (0, e−1], p > 0, then
log Ft(εt) ∼ −p log log(f(t)ζ(yt)) as t→∞.
The following result yields that one can not omit the condition (7).
Theorem 4. Assume that all the conditions of Theorem 3 hold besides the condition (7). Assume
that for every τ > 0 the following relation holds logFt(τεt) ∼ τ
p log Ft(εt) as t→∞, where p > 0.
Then
logP (ηt(·) ∈ Gyt) = o(εtf(t)ζ(yt)) as t→∞.
Functions B(t) and ζ(t) are usually related through structures of considered processes in
results on small deviations. These relations are not used in proofs of Theorems 1–4 and, therefore,
we did not assume that they hold. Nevertheless, we have the following results.
Remark 1. If there exist positive constants d and γ and a slowly varying at infinity function L(t)
such that ζ(t) = t−γL(t) and tB−γ(t)L(B(t)) → d as t → ∞, then one can omit the conditions
f(t)ζ(yt)→∞ and yt = o(B(εtf(t))) as t→∞ in Theorems 2–4 and 3–4, correspondingly.
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Turn to applications of Theorems 1–4. We consider relation (3) as a result on asymptotic
of small deviations in the space of trajectories. Then sufficient conditions for (3) may be taken
from known results or they may be derived by applications of known technics.
Let {ηn} be a sequence of independent, identically distributed random variables. If E η1
exists, assume that E η1 = 0. Suppose that the distributions of (η1 + η2 + · · ·+ ηn)/Bn converge
weakly to a strictly stable distribution Gα, α ∈ (0, 2], with Gα((−∞, 0)) ∈ (0, 1), where {Bn} is
a sequence of positive constants.
Put ξ(t) = η1 + η2 + · · · + η[t], t > 0. By Theorem 1 in Mogul’skii [7], the realtion
logP (ξt(·) ∈ Gyt) = −CH(G)
t
yαt
L(yt)(1 + o(1)) as t→∞
holds for every positive function yt with yt →∞ and yt = o(B[t]) as t→∞, where
H(G) =
1∫
0
(g2(t) + g1(t))
−αdt, L(x) = xα−2E η21I{|η1| < x},
L(x) is a slowly varying at infinity function, C is an absolute constant, depending only on the
distribution Gα. If α = 2, then C = pi
2/2.
Hence (3) holds with B(t) = B[t] and ζ(t) = Ct
−αL(t) and the above results may be applied
to iterated processes generated by the sum process ξ(t). If, for example, g1(t) = g2(t) ≡ 1 we
obtain Theorem 6 from Frolov [4].
Applying Theorem 4 in Mogul’skii [7], we arrive at similar results for strictly stable processes
ξ(t) such that ξ(1) has distribution Gα. Further applications of Theorems 1–4 may be derived
in the same way as it was done in Frolov [4] for g1(t) = g2(t) ≡ 1.
For some classes of stochastic processes, one may consider G from wider sets than G. We
permanently use in the proofs that probability P (ξλ(·) ∈ Gyt) is a non-increasing function of λ.
We derive this monotonicity, supposing that gi(t) are non-decreasing. The last condition on gi(t)
may be omitted, if we assume that this monotonicity holds at least for large λ. For example,
this assumption holds, if ξ(t) is H-self-similar process (i.e. finite dimensional distributions of
ξ(ct) and cHξ(t) coincide for all c > 0). Remember that fractional Brownian motion with Hurst
parameter H is H-self-similar and strictly stable processes with index α are 1/α-self-similar.
3 Proofs
We start with the following result.
Lemma 1. For every fixed t, probability P (ξλ(·) ∈ Gyt) is a non-increasing function of λ.
Proof. For λ2 > λ1 > 0, we have
P (ξλ2(·) ∈ Gyt) = P
(
−g1
(
v
λ2
)
6
ξ(v)
yt
6 g2
(
v
λ2
)
for all v ∈ [0, λ2]
)
6
P
(
−g1
(
v
λ1
)
6
ξ(v)
yt
6 g2
(
v
λ1
)
for all v ∈ [0, λ2]
)
6
P
(
−g1
(
v
λ1
)
6
ξ(v)
yt
6 g2
(
v
λ1
)
for all v ∈ [0, λ1]
)
= P (ξλ1(·) ∈ Gyt)
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where we have used that gi(t) are non-decreasing. Note that the last probability is 1 for λ1 = 0.
✷
We will also use the next result.
Lemma 2. Let zt be a positive function such that zt →∞ and zt ∼ z˜t as t→∞, where z˜t is a
continuous, strictly increasing, positive function. If (3) holds, then
logP (ηzt(·) ∈ Gyt) = −ztH(G)ζ(yt)(1 + o(1)) as t→∞ (9)
for every positive function yt such that yt →∞ and yt = o(B(z˜t)).
Proof. Let yt be a positive function such that yt →∞ and yt = o(B(z˜t)).
Let z˜−1t be the inverse function to zt. Put xu = yz˜−1u for u > 0. Hence xu = o(B(u)) as
u→∞. By (3), for every δ ∈ (0, 1) there exists U = U(δ) such that the inequality
e−
1
δ
uH(G)ζ(xu) 6 P (ξu(·) ∈ Gxu) 6 e
−δuH(G)ζ(xu)
holds for all u > U . Putting t = z˜−1u implies that
e−
1
δ
z˜tH(G)ζ(yt) 6 P (ξz˜t(·) ∈ Gyt) 6 e
−δz˜tH(G)ζ(yt)
for all sufficiently large t. It follows that
−
1
δ
6 lim inf
t→∞
logP (ξz˜t(·) ∈ Gyt)
ztH(G)ζ(yt)
6 lim sup
t→∞
logP (ξz˜t(·) ∈ Gyt)
ztH(G)ζ(yt)
6 −δ.
Passing to the limit as δ → 1 in the last relation, we get
logP (ξz˜t(·) ∈ Gyt) = −ztH(G)ζ(yt)(1 + o(1)).
Fix c > 0. Using properties of B(t), we conclude that conditions yt = o(B(cz˜t)) and yt =
o(B(z˜t)) are equivalent. In the same way as before, we have that
logP (ξcz˜t(·) ∈ Gyt) = −cztH(G)ζ(yt)(1 + o(1)).
Assume now that c > 1. By Lemma 1,
P
(
ξ 1
c
z˜t
(·) ∈ Gyt
)
6 P (ξzt(·) ∈ Gyt) 6 P (ξcz˜t(·) ∈ Gyt)
for all sufficiently large t. It follows that
e−
1
c
ztH(G)ζ(yt) 6 P (ξzt(·) ∈ Gyt) 6 e
−cztH(G)ζ(yt)
for all sufficiently large t. The remainder of the proof is the same as that for z˜t above.
✷
Proof of Theorem 1. Let yt be a positive function with yt → ∞, yt = o(B(λ˜t)) and
λtζ(yt) → ∞ as t → ∞. Put Pt = P (ηt(·) ∈ Gyt). By the independence of ξ(t) and Λ(t), we
have
Pt =
∞∫
λt
P (ξλ(·) ∈ Gyt) dVt(λ).
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Take δ ∈ (0, 1). By Lemma 1 and Lemma 2 with zt = λt, we get
Pt 6 P (ξλt(·) ∈ Gyt) 6 e
−δH(G)λtζ(yt)
for all sufficiently large t. It yields that
lim sup
t→∞
log Pt
H(G)λtζ(yt)
6 −δ.
Passing to the limit as δ → 1, we get the upper bound in (5).
Now we turn to the lower bound.
Take c > 1. Using Lemma 1 and condition (4), we have
Pt >
cλt∫
λt
P (ξλ(·) ∈ Gyt) dVt(λ) > P (ξcλt(·) ∈ Gyt) Vt(cλt) > LP (ξcλt(·) ∈ Gyt)
for all sufficiently large t, where L = L(c) > 0.
Note that conditions yt = o(B(cλ˜t)) and yt = o(B(λ˜t)) are equivalent. Application of (9)
with zt = cλt yields that for every δ ∈ (0, 1) the inequality
P (ξcλt(·) ∈ Gyt) > e
−δcλtH(G)ζ(yt)
holds for all sufficiently large t. Then
log Pt > logL− δcλtH(G)ζ(yt)
for all sufficiently large t. Taking into account that λtζ(yt) → ∞ as t → ∞, we arrive at the
inequality
lim inf
t→∞
log Pt
λtH(G)ζ(yt)
> −δc.
Taking the limit as c→ 1 and δ → 1, we get the lower bound in (5).
✷
Proof of Theorem 2. Assume first that λˆ > 0. Put λ˜t = λˆf(t) and check (4).
Take c > 1. Chose p ∈ (0, 1) such that pc > 1 and pcλˆ is the continuity point of the
distribution function Λ. We have
lim inf
t→∞
Vt(cλt) = lim inf
t→∞
P
(Λ(t)
f(t)
< c
λt
f(t)
)
> lim inf
t→∞
P
(Λ(t)
f(t)
< pcλˆ
)
= P
(
Λ < pcλˆ
)
> 0.
Theorem 1 yields that (6) holds for every positive function yt such that yt = o(B(λ˜t)) as
t → ∞. Taking into account that conditions yt = o(B(λ˜t)) and yt = o(B(f(t))) are equivalent,
we finish the proof in the case λˆ > 0.
Turn to the case λˆ = 0. Since log Pt 6 0, we need only prove the lower bound.
Let yt be a positive function such that yt → ∞, yt = o(B(f(t))) and f(t)ζ(yt) → ∞ as
t→∞.
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Take ε > 0 such that ε is a continuity point of the distribution function of Λ. Since λt =
o(f(t)) as t→∞ and P (ξλ(·) ∈ Gyt) is a non-increasing function of λ, we have in the same way
as in the proof of Theorem 1 that
Pt >
εf(t)∫
λt
P (ξλ(·) ∈ Gyt) dVt(λ) > P
(
ξεf(t)(·) ∈ Gyt
)
Vt(εf(t))
for all sufficiently large t. Since Vt(εf(t))→ P
(
Λ < ε) > 0 as t→∞, then
Pt > CP
(
ξεf(t)(·) ∈ Gyt
)
for all sufficiently large t, where C = C(ε) > 0.
Note that for every fixed ε > 0 conditions yt = o(B(εf(t))) and yt = o(B(f(t))) are equiva-
lent. Making use of (9) with zt = εf(t), we get
P
(
ξεf(t)(·) ∈ Gyt
)
> e−2εf(t)ζ(yt)
for all sufficiently large t. It follows that
logPt > logC − 2εf(t)ζ(yt)
for all sufficiently large t. Taking into account that f(t)ζ(yt)→∞ as t→∞, we get
lim inf
t→∞
logPt
f(t)ζ(yt)
> −2ε.
Passing to the limit as ε→ 0, we arrive at desired assertion.
✷
Proof of Theorem 3. Let yt be a function satisfying the conditions of Theorem 3. Put
bt = f(t)ζ(yt). By assumptions, bt →∞ as t→∞. In the same way as in the proof of Theorem
3 on p. 172 in [3], we have εt → 0 и Ft(εt)→ 0 as t→∞.
By the definition, εtf(t) → ∞ as t → ∞. Note that for every fixed c > 0 conditions
yt = o(B(εtf(t))) and yt = o(B(cεtf(t))) are equivalent.
Take δ ∈ (0, 1). The inequality λt 6 εtf(t) holds for all sufficiently large t. By Lemma 2
with zt = εtf(t), we have
Pt =
εtf(t)∫
λt
P (ξλ(·) ∈ Gyt) dVt(λ) +
∞∫
εtf(t)
P (ξλ(·) ∈ Gyt) dVt(λ)
6 Ft(εt) +P
(
ξεtf(t)(·) ∈ Gyt
)
= e−εtf(t)H(G)ζ(yt) +P
(
ξεtf(t)(·) ∈ Gyt
)
6 2e−(1−δ)εtf(t)H(G)ζ(yt)
for all sufficiently large t. This yields the upper bound in (8).
Take τ > 0. The inequality λt 6 τεtf(t) holds for all sufficiently large t. Applying Lemma 2
with zt = τεtf(t), we have
Pt >
τεtf(t)∫
λt
P (ξλ(·) ∈ Gyt) dVt(λ) > P
(
ξτεtf(t)(·) ∈ Gyt
)
Ft(τεt)
= e−τεtf(t)H(G)ζ(yt)(1+o(1)) Ft(τεt) = e
−(1+τ)εtf(t)H(G)ζ(yt)(1+o(1)).
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This implies the lower bound in (8).
✷
Proof of Theorem 4. As in the proof of Theorem 2 for λˆ = 0, we need only prove the lower
bound.
Take τ > 0. In the same way as in the proof of Theorem 3, we get
Pt > e
−τεtf(t)H(G)ζ(yt)(1+o(1)) Ft(τεt) = e
−(τp+τ)εtf(t)H(G)ζ(yt)(1+o(1))
as t→∞. The latter yields the lower bound. ✷
One can find the proof of Remark 1 in Frolov [4].
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