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Abstract In this paper, we study the Hessian equation with infinite Dirichlet (blow-
up) boundary value conditions. Using radial functions and techniques of ordinary
differential inequality, we construct various barrier functions (super-solution and sub-
solution). Existence and non-existence theorems are proved by those barriers, maxi-
mum principle and theory of viscous solutions. Furthermore, generic boundary blow-
up rates for the solutions are derived.
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1. Introduction
Let n and 1 ≤ k ≤ n be positive integers. Recall that the k-th elementary sym-
metric function for λ ∈ Rn is defined by
Sk(λ) = Sk(λ1, ..., λn) =
∑
1≤i1<i2<...<ik≤n
λi1λi2 ...λik
and the k-th elementary symmetric function over the space Ms(R
n) of all the n × n
real symmetric matrices is given by
Sk(A) = Sk(λ1, ..., λn), ∀ A ∈Ms(R
n),
where (λ1, ..., λn) are the eigenvalues of the matrix A.
Let Ω be a domain in Rn and ψ a positive function defined on Ω×R×Rn. In this
paper, we deal with the Hessian equation
(1.1) Sk(D
2u) = ψ(x, u,Du) in Ω
The research was supported by National 973-Project from MOST and Basic Research Grant of
Tsinghua University.
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with the singular boundary value condition
(1.2) u(x) = +∞ on ∂Ω.
Here D2u = (uij)n×n is the Hessian matrix of u and (1.2) means that u(x)→ +∞ as
d(x) = d(x, ∂Ω)→ 0, where d(x, ∂Ω) denotes the distance of point x ∈ Ω from ∂Ω.
Obvious examples of Hessian in (1.1) are Laplace operator, k = 1, and the Monge-
Ampe`re operator, k = n. General Hessian operators were studied by many authors.
See, for example, [2, 5, 6, 16, 18] for Hessian in Ω and [1, 8, 9, 10] for Hessian on the
sphere.
A natural class of functions for the solutions to (1.1)-(1.2) is k-convex functions. Re-
call that a function u ∈ C2(Ω) is called k-convex (or strictly k-convex) if (λ1, ..., λn) ∈
Γk(or(λ1, ..., λn) ∈ Γk) for every x ∈ Ω, where λ1, ..., λn are the eigenvalue of D
2u(x)
and Γk is the connected component {λ ∈ R
n : Sk(λ) > 0} containing the positive cone
Γ+ = {λ = (λ1, ..., λn) ∈ R
n : λi > 0, i = 1, 2, ..., n}.
It follows from [1] that
(1.3) Γ+ = Γn ⊂ ... ⊂ Γk+1 ⊂ Γk ⊂ ... ⊂ Γ1
and Sk(D
2u) turns to be elliptic in the class of k-convex functions.
The problem (1.1)-(1.2) was studied in [11, 14] for k = 1, Laplace operator, and in
[3, 4, 12, 13] for k = n, Monge-Ampe`re operator, and ψ = ψ(x, u) independent of Du.
The results of Matero [13] were extended by Salani [15] to some Hessian equation;
while the results of Cheng and Yau [3, 4] were generalized recently by Guan and
Jian [7], in which various existence and non-existence results were shown for rather
general ψ = ψ(x, u,Du) and the optimal growth condition of ψ(x, z,p) was given for
the existence of (1.1)-(1.2) in the case k = n. The aim of this paper is to extend the
main results of [7] to the case k ∈ {1, 2, ..., n − 1}. The difficulty here arises when
one tries to construct barriers which is necessary for the existence or non-existence of
problem (1.1)-(1.2). The methods and results of this paper are different from those
of [15].
From now on,we assume
(1.4) k ∈ {1, 2, ..., n − 1}.
Our main results are stated as follows.
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Theorem 1.1. Let Ω be a bounded domain in Rn. If there are constants M,γ, q ≥
0, γ + q ≤ k, such that
(1.5) 0 ≤ ψ(x, z,p) ≤M(1 + (z+)q)(1 + |p|γ), ∀ (x, z,p) ∈ Ω× R× Rn,
where z+ = max{z, 0}, then there exists no k-convex solution to (1.1)-(1.2) in C2(Ω).
Theorem 1.2. If there are constants α > 1 and M > 0 such that
(1.6) ψ(x, z,p) ≥M(1 + |p|k)α, ∀ (x, z,p) ∈ Ω× R×Rn,
and Ω is a domain containing some ball of radius a where
a >
[ (k + 1)(n − 1)!
M(α− 1)k!(n − k − 1)!
] 1
k ,
then there exists no k-convex solution to (1.1)-(1.2) in C2(Ω).
We will deal with the existence of problem (1.1)-(1.2) in viscosity sense. For the
details of viscosity solutions to Hessian equations like (1.1), as for the notion of k-
convexity in viscosity sense, we refer to [18].
Theorem 1.3. Let Ω be a bounded strictly convex domain in Rn and ψ ∈ C∞(Ω ×
R× Rn) satisfy
(1.7) ψ(x, z,p) > 0, ψz(x, z,p) > 0, ∀ (x, z,p) ∈ Ω× R× R
n.
Suppose that there exist q > k and M > 0 such that for all (x, z,p) ∈ Ω× R× Rn,
(1.8) ψ(x, z,p) ≥M(z+)q
and
(1.9) ψ(x, z,p) ≤ φ(z)(1 + |p|k),
where φ ∈ C1(Rn) is a positive nondecreasing function satisfying
(1.10) sup
z≤0
e−εzφ(z) < +∞
for some ε > 0, and for each fixed (x, z) ∈ Ω× R,
(1.11) ψ
1
k (x, z,p) is convex in p, inf
p∈Rn
ψ > 0, sup
p∈Rn
|Dx(ψ
1
k )|
1 + |p|
< +∞.
Then there exists a k-convex viscosity solution u ∈ C0,1loc (Ω) to (1.1)-(1.2). Moreover,
there exist functions h, h ∈ C(R+) with h(r), h(r)→ +∞ as r → 0, such that
(1.12) h(d(x)) ≤ u(x) ≤ h(d(x)),∀x ∈ Ω.
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Remark 1.4. One can see easily that there is a large kind of functions satisfying
(1.7)-(1.11). For example,
ψ(x, z,p) = (a(x) + b(x)erz)(1 +
n∑
i=1
p2ki )
1
2
or
ψ(x, z,p) = (a(x) + b(x)η(z))(1 +
n∑
i=1
p2ki )
1
2 ,
where a, b are positive smooth functions on Ω, r is a positive constant, and η is a
nonnegative strictly increasing smooth function satisfying η(z) ≥ |z|q for all z ≥ 1
and for some constant q > k.
Remark 1.5. It seems possible to get better regularity than C0,1 for the solution
obtained in theorem 1.3. One helpful approach is to use the methods on gradient
estimates in [5].
2. A comparison principle and uniqueness
This section is similar to section 2 in [7]. For the sake of convenience, we will give
the details here.
Suppose that u, v ∈ C2(Ω) are k-convex satisfying
(2.1) Sk(D
2u) ≥ ψ(x, u,Du) and Sk(D
2v) ≤ φ(x, v,Dv) in Ω,
where φ,ψ ∈ C1(Ω× R× Rn), such that
(2.2) ψ(x, z,p) ≥ φ(x, z,p), ∀ (x, z,p) ∈ (Ω × R× Rn).
We will see if u ≤ v in Ω. LetMks (R
n) be the subset ofMs(R
n) , with the eigenvalues
λ1, ..., λn satisfying (λ1, ..., λn) ∈ Γk. Recall that
(2.3) (
∂S
1
k
k (w)
∂wij
)n×n > 0 (or ≥ 0), ∀ w ∈M
k
s (R
n) (or Mks (R
n))
(See [2, 18]). Hence for any w1,w2 ∈M
k
s (R
n) (or Mks (R
n)),
(2.4) Sk(w1) > Sk(w2) (or Sk(w1) ≥ Sk(w2))
if w1 −w2 is positive definite (or semi-definite).
Lemma 2.1. Suppose that Ω ⊂ Rn is a bounded domain, and u, v ∈ C(Ω) satisfy u ≤
v on ∂Ω. If either ψz(x, z,p) > 0 or φz(x, z,p) > 0 for any (x, z,p) ∈ (Ω×R×R
n),
then u ≤ v in Ω.
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Proof. Suppose the contrary that for some y ∈ Ω,
u(y)− v(y) = max
Ω
(u− v) > 0.
Then Sk(D
2v(y)) ≥ Sk(D
2u(y)), as the Hessian D2(v−u) is positive semi-definite at y
and u, v are k-convex. On the other hand ,we use (2.1)-(2.4) and the facts u(y) > v(y)
and Du(y) = Dv(y) to obtain
Sk(D
2v(y)) ≤ φ(y, v(y),Dv(y)) < ψ(y, u(y),Du(y)) ≤ Sk(D
2u(y)).
This is a contradiction. 
Remark 2.2. The assumption we have used is ψz(y, u(y),Du(y)) > 0 (or φz(y, u(y),Du(y)) >
0) at the point y instead of ψz(x, z,p) > 0 (or φz(x, z,p) > 0 ) for all (x, z,p) ∈
(Ω× R× Rn).
Theorem 2.3. Assume u = +∞, v = +∞ on ∂Ω, u is k-convex and v is strictly
k-convex in Ω, satisfying (2.1) and (2.2). Suppose the domain Ω is bounded and
star-shaped with respect to a point x0 and ψ satisfies
(2.5) x ·Dxψ(x, z,p) ≤ 0 and p ·Dpψ(x, z,p) ≥ 0, ∀ (x, z,p) ∈ Ω× R×R
n.
If, in addition, either there is a q > k such that
(2.6) ψ(x, µz+,p) ≥ µqψ(x, z,p), ∀ µ ≥ 1,∀ (x, z,p) ∈ (Ω × R× Rn)
or there is a ε > 0 such that
(2.7) ψz(x, z,p) ≥ εψ(x, z,p), ∀ (x, z,p) ∈ (Ω× R× R
n),
then u ≤ v in Ω. Particularly, problem (1.1)-(1.2) has at most one strictly k-convex
solution in C2(Ω).
Proof. Without loss of generality we may assume x0 = 0. For λ ∈ (0, 1), let
uλ(x) = λ
αu(λx)− a, x ∈ Ωλ
where Ωλ = {x ∈ R
n : λx ∈ Ω} and{
a = 0, α = 2k
q−k , if (2.6) holds,
a = −2k
ε
lnλ, α = 0, if (2.7) holds.
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Using (2.1) and (2.5), we have
(2.8)
Sk(D
2uλ(x)) = λ
k(2+α)Sk(D
2u(λx))
≥ λk(2+α)ψ
(
λx, u(λx),Du(λx)
)
= λk(2+α)ψ
(
λx, λ−α(uλ(x) + a), λ
−(1+α)Duλ(x)
)
= λk(2+α)
∫ 1
0
∂tψ
(
x+ t(λx− x), λ−α(uλ(x) + a),
Duλ(x) + t(λ
−(1+α)Duλ(x)−Duλ(x))
)
dt
+ λk(2+α)ψ
(
x, λ−α(uλ(x) + a),Duλ(x)
)
≥ λk(2+α)ψ
(
x, λ−α(uλ(x) + a),Duλ(x)
)
.
Note that (2.6) implies ψ ≤ 0 where z ≤ 0 and ψ = 0 at z = 0. We conclude that
(2.9) Sk(D
2uλ(x)) ≥ ψ
(
x, uλ(x),Duλ(x)
)
,∀x ∈ Ω.
In fact, if (2.6) holds, then a = 0 and α = 2k
q−k . Hence, we use (2.8) and (2.6) to
obtain
Sk(D
2uλ(x)) ≥ λ
k(2+α)−αqψ
(
x, uλ(x),Duλ(x)
)
= ψ
(
x, uλ(x),Duλ(x)
)
.
Note that (2.7) implies
ψ(x, z1,p) ≥ e
ε(z1−z2)ψ(x, z2,p), ∀z1, z2 ∈ R.
So, if (2.7) holds, then a = −2k
ε
and α = 0. Hence, we use (2.8) to obtain
Sk(D
2uλ(x)) ≥ λ
2keεaψ
(
x, uλ(x),Duλ(x)
)
= ψ
(
x, uλ(x),Duλ(x)
)
.
Therefore, (2.9) holds in any case. We claim that
(2.10) v ≥ uλ on Ω for all λ ∈ (0, 1).
Suppose the contrary that uλ(x0) > v(x0) for some x0 ∈ Ω. Since Ω ⊂ Ωλ and
v − uλ = +∞ on ∂Ω, we have a y ∈ Ω, such that
uλ(y)− v(y) = max
Ω
(uλ − v) > 0.
Hence, by(2.5),(2.2),(2.1) and the strict k-convexity of v,
ψ(y, uλ(y),Duλ(y)) ≥ ψ(y, v(y),Duλ(y))
= ψ(y, v(y),Dv(y))
≥ φ(y, v(y),Dv(y))
≥ Sk(D
2v)
> 0
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which, together with (2.6) or (2.7), implies ψz(y, uλ(y),Duλ(y)) > 0. (Note that if
(2.6) holds, then (2.2) implies ψ ≤ 0 where z ≤ 0. So v(y) > 0 and uλ(y) > 0 then
(2.6) implies ψz(y, uλ(y),Duλ(y)) > 0). Consequently, we obtain a contradiction as
in the proof of Lemma 2.1( See Remark 2.2). This proves (2.10). Letting λ→ 1− in
(2.10), we obtain the desired result. 
3. Barriers and non-existence
In this section, we construct some barriers that will be used in the proof of our
main results. In particular, we will prove theorems 1.1 and 1.2.
Let u(x) = u(|x|) be a radially symmetric function. A straightforward calculation
gives
(3.1) Sk(D
2(u)) = Akr
1−n[rn−k(u′)k]′, r = |x|,
where Ak =
(n−1)!
k!(n−k)! (See[15; p.285]). Hence equation (1.1) is written as
(3.2) Ak[(r
n
k
−1u′)k]′ = rn−1ψ(x, u,
xu′
r
).
Lemma 3.1. Let η ∈ C1(R) satisfy η(z) > 0, η′(z) ≥ 0 for all z ∈ R. Then, for
any a > 0, there exists a strictly convex radially symmetric function v ∈ C2(Ba(0))
satisfying
(3.3)
{
Sk(D
2v) ≥ evη(v)(1 + |Dv|k) in Ba(0),
v(0) ≤ 0, v = +∞ on ∂Ba(0).
Proof. Consider the initial value problem
(3.4)
{
ϕ′ = [exp(A−1k r
keϕη(ϕ)) − 1]
1
k , r > 0
ϕ(0) = 0.
Let [0, T ) be the maximal interval on which the solution to (3.4) exists. We conclude
that T is finite. In fact, it follows from (3.4) and η′ ≥ 0 that
ϕ′(r) ≥ r[A−1k e
ϕη(ϕ)]
1
k ≥ r[A−1k e
ϕ(r)η(0)]
1
k , 0 < r < T.
Since ϕ(0) = 0, we have
k ≥ k(1 − e
−ϕ(ρ)
k ) =
∫ ρ
0
ϕ′(r)e
−ϕ(r)
k dr ≥
(η(0)
Ak
) 1
k
∫ ρ
0
rdr =
1
2
(η(0)
Ak
) 1
k ρ2
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for any ρ ∈ (0, T ). This proves T < ∞. Furthermore, we see that ϕ ∈ C2[0, T ) and
ϕ(T ) = +∞ as ϕ′(ρ) > 0 for ρ > 0. It follows from (3.4) that
ln(1 + (ϕ′)k) = A−1k r
keϕη(ϕ),
whose differentiation yields
(3.5)
k(ϕ′)k−1ϕ′′
1 + (ϕ′)k
≥ kA−1k r
k−1eϕη(ϕ).
This, particularly, implies ϕ′′ > 0 in (0, T ).
For given a > 0, define v by
v(x) = ϕ
(T |x|
a
)
− 2k
(
− ln
T
a
)+
, x ∈ Ba(0).
Then v ∈ C2(Ba(0)), v(0) ≤ 0, v = +∞ on ∂Ba(0), and it is strictly convex, since
ϕ ∈ C2[0, T ) and ϕ′′ > 0. Using (3.1) and (3.5), we compute for x ∈ Ba(0) that
Sk(D
2v(x)) =
(T
a
)2k
Ak
(T
a
|x|
)1−n[
k
(T
a
|x|
)n−k(
ϕ′
(T
a
|x|
))k−1
ϕ′′
(T
a
|x|
)
+ (n− k)
(T
a
|x|
)n−k−1(
ϕ′
(T
a
|x|
))k]
≥
(T
a
)2k
Ak
(T
a
|x|
)1−k
k
(
ϕ′
(T
a
|x|
))k−1
ϕ′′
(T
a
|x|
)
≥
(T
a
)2k
eϕ
(
T
a
|x|
)
η
(
ϕ
(T
a
|x|
))[
1 +
(
ϕ′
(T
a
|x|
))k]
≥
(T
a
)2k
ev(x)+2k
(
−ln T
a
)+
η
(
v(x) + 2k
(
− ln
T
a
)+)[
1 +
(T
a
)−k
|Dv(x)|k
]
≥ ev(x)η
(
v(x)
)(
1 + |Dv(x)|k
)
.

Notation 3.2. Given a and η, we will use va,η(x) = va,η(|x|) to denote the function
v ∈ C2(Ba(0)) obtained as in Lemma 3.1.
Lemma 3.3. Let Ω be a domain contained in a ball Ba(x0) and u ∈ C
2(Ω) a k-convex
solution of (1.1)-(1.2). If there exists a function η ∈ C1(R), η > 0 and η′ ≥ 0 in R,
such that
ψ(x, z,p) ≤ ezη(z)(1 + |p|k), ∀ (x, z,p) ∈ Ω× R× Rn,
then u(x) ≥ va,η(x− x0) for all x ∈ Ω.
Proof. Without loss of generality, we assume x0 = 0. For any r > a, since u− v
r,η =
+∞ on ∂Ω, by Lemma 2.1 and Lemma 3.1, we have u ≥ vr,η in Ω. Letting r → a+,
we obtain u ≥ va,η. 
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Next for q > k, consider the function
(3.6) w(x) = (1− |x|2)
k+1
k−q = (1− r2)
k+1
k−q = w(r), r = |x|.
Observing that w′ ≥ 0 and w′′ > 0, by (3.1) we have for any r ∈ [0, 1) that
Sk(D
2w(x)) = Ak[(n − k)r
−k(w′)k + kr1−k(w′)k−1w′′]
≤ C1(n, k, q)[(1 − r
2)(
q+1
k−q
)k + (1− r2)(
q+1
k−q
)(k−1)(1− r2)
q+1
k−q
−1]
= C2(n, k, q)(1 − r
2)(
q+1
k−q
)k−1[(1− r2) + 1]
≤ 2C2(n, k, q)(1 − r
2)(
k+1
k−q
)q
= 2C2(n, k, q)w
q(x).
Hence, we have a positive constant B = B(n, k, q) such that
(3.7) Sk(D
2w) ≤ Bwq in B1(0).
By rescaling, we define
(3.8) wa,M (x) = λw(
x
a
), x ∈ Ba(0), λ =
( B
a2kM
) 1
q−k .
Lemma 3.4. For any a,M > 0 and q > k, wa,M ∈ C∞(Ba(0)), w
a,M = +∞ on
∂Ba(0) and
Sk
(
D2wa,M
)
≤M(wa,M )q in Ba(0).
Proof. By a direct calculation, (3.7) and (3.8), we have
Sk
(
D2wa,M (x)
)
=
λk
a2k
Sk
(
D2w(
x
a
)
)
≤
λkB
a2k
wq
(x
a
)
=M
(
wa,M (x)
)q
in Ba(x).

Lemma 3.5. Let u ∈ C2(Ω) be a k-convex solution of (1.1). If Ω contains a ball
Ba(x0) and ψ satisfies (1.8) for some q > k and M > 0, then u(x) ≤ w
a,M (x − x0)
in Ba(x0).
Proof. It is immediate from Lemmas 3.4 and 2.1. 
Note that for any domain Ω and any x ∈ Ω, the ball Bd(x)(x) ⊂ Ω, where d(x) is
the distance function to ∂Ω. Then Lemma 3.5 implies
Corollary 3.6. Let u ∈ C2(Ω) be a k-convex solution of (1.1). If ψ satisfies (1.8)
for some q > k and M > 0, then
u(x) ≤ h¯(d(x)), ∀ x ∈ Ω
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where h¯ ∈ C∞(R+) is given by
(3.9) h¯(r) = wr,M (0), r > 0.
Lemma 3.7. Assume γ, q ≥ 0, γ + q ≤ k and M > 0. Then there exists a strictly
convex radially symmetric positive function u˜ ∈ C∞(Rn) satisfying
(3.10) Sk(D
2u˜(x)) ≥M
(
1 + (u˜(x))q
)(
1 + |Du˜(x)|γ
)
, ∀ x ∈ Rn.
Proof. We want only to combine the following three conclusions. First, for any p′, q′ ≥
0, p′ + q′ ≤ n, and M ′ > 0, by Lemma 3.7 in [7], one has a strictly convex radially
symmetric positive function u˜ ∈ C∞(Rn) satisfying
(3.11) Sn(D
2u˜(x)) ≥M ′
(
1 + (u˜(x))p
′)(
1 + |Du˜(x)|q
′)
, ∀ x ∈ Rn.
Second, for each k ∈ {1, 2, ..., n − 1} and λ ∈ Γk+1, it follow from [10] or [18] that
(k + 1)!(n − k − 1)!
n!
Sk+1(λ) ≤
[k!(n − k)!
n!
Sk(λ)
] k+1
k .
Hence, there is a positive constant C1 = C(n, k) such that
(3.12) C1S
k
n
n (λ) ≤ Sk(λ), ∀ λ ∈ Γn.
Finally, we can choose a positive constant C2 = C(n, k) such that
(3.13) (1 + t)
k
n ≥ C2(1 + t
k
n ), ∀ t ≥ 0.
Combing this with (3.11) and (3.12), we obtain (3.10). 
Proof of Theorem 1.1. Let u ∈ C2(Ω) be a k-convex solution of (1.1)-(1.2). We will
induce a contradiction.
Let u˜ be the same function as in Lemma 3.7, where γ, q and M are as in (1.5).
Observing that u−Cu˜ = +∞ on ∂Ω for any C > 0, we can choose C > 1 and a y ∈ Ω
such that
u(y)− Cu˜(y) = min
Ω
(u− Cu˜) < 0.
Hence Du(y) = CDu˜(y) and
(
D2u(y)−CD2u˜(y)
)
is a positive semi-definite matrix.
However, it follows from (1.1) and (1.5) that
Sk(D
2u(y)) ≤M(1 +
(
u+(y))q
)(
1 + |Du(y)|γ
)
< M
(
1 + (Cu˜(y))q
)(
1 + C|Du˜(y)|γ
)
< CkM
(
1 + (u˜(y))q
)(
1 + |Du˜(y)|γ
)
≤ CkSk(D
2u˜(y))
= Sk(CD
2u˜(y)),
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a contradiction. 
In order to prove Theorem 1.2, we need the following
Lemma 3.8. For any α > 1 and a > 0, there exists a strictly convex radially sym-
metric function u¯ ∈ C2(Ba(0)) satisfying
Sk(D
2u¯) ≤
(k + 1)(n − 1)!
ak(α− 1)k!(n − k − 1)!
(
1 + |Du¯|k
)α
in Ba(0)
and
∂u¯
∂ν
= +∞ on ∂Ba(0),
where ν is the unit normal to ∂Ba(0).
Proof. Let β = 1
α−1 and
ϕ(r) =
{∫ r
0 [
(1−tk+1)−β−1
t
]
1
k dt, r ∈ (0, 1),
0, r = 0.
It is easy to verify that
(3.14) ϕ ∈ C2[0, 1), ϕ(0) = ϕ′(0) = 0; 1 + r(ϕ′(r))k = (1− rk+1)−β, ∀ 0 ≤ r < 1.
and
(3.15)
(ϕ′(r))k + kr(ϕ′(r))k−1ϕ′′(r) =
k + 1
α− 1
rk
(
1 + r(ϕ′(r))k
)α
= (k + 1)βrk(1− rk+1)−β−1, ∀ r ∈ (0, 1).
We claim that
(3.16) ϕ′ ≥ 0 and ϕ′′ > 0 in [0, 1).
In fact, a direct differentiation yields
ϕ′(r) =
[(1− rk+1)−β − 1
r
] 1
k , ∀ r ∈ (0, 1).
Then
(3.17) lim
r→0+
ϕ′(r) = 0, lim
r→1−
ϕ′(r) = +∞, ϕ′ ≥ 0 in [0, 1)
and
ϕ′′(0) = lim
r→0+
[
(1− rk+1)−β − 1
] 1
k
r
1
k
+1
(letting t = rk+1)
= lim
t→0+
[(1− t)−β − 1
t
] 1
k
= β
1
k > 0.
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For r ∈ (0, 1), it follows from (3.15) that ϕ′′(r) has the same sign as g1(r
k+1) where
g1(t) = β(k + 1)t(1 − t)
−β−1 − (1− t)−β + 1, ∀ t ∈ (0, 1).
Let 1− t = s. We see that g1(t) = g2(s) where
g2(s) = β(k + 1)(1 − s)s
−β−1 − s−β + 1, ∀ s ∈ (0, 1).
Furthermore, g2(s) has the same sign as g3(s) where
g3(s) = β(k + 1)− β(k + 1)s− s+ s
β+1, ∀ s ∈ (0, 1).
Since g′3(s) < 0 for s ∈ (0, 1) and g3(1) = 0, we see that g3(s) > 0 for all s ∈ (0, 1).
Therefore, we obtain (3.16).
Now, let u¯(x) = aϕ(a−1|x|), x ∈ Ba(0). Then u¯ ∈ C
2(Ba(0)) and is strictly convex
by (3.16), satisfying ∂u¯
∂ν
= +∞ on ∂Ba(0) by (3.17). Moreover by (3.1),(3.15) and
(3.16), we have
Sk(D
2u¯(x)) =
Ak
ak
( |x|
a
)−k[
(n− k)(ϕ′(
|x|
a
))k + k
|x|
a
(ϕ′(
|x|
a
))k−1ϕ′′(
|x|
a
)
]
≤
(n− k)(k + 1)Ak
ak(α− 1)
[
1 +
|x|
a
(ϕ′(
|x|
a
))k
]α
≤
(n− k)(k + 1)Ak
ak(α− 1)
[
1 + |Du¯(x)|k
]α
=
(k + 1)(n − 1)!
ak(α− 1)k!(n − k − 1)!
[
1 + |Du¯(x)|k
]α
in Ba(0).

Proof of Theorem 1.2. We may assume Ω ⊃ Ba(0). Suppose the contrary that there
was a k-convex solution u ∈ C2(Ω) to (1.1)-(1.2). We will derive a contradiction. Let
a, α and M be the same as in Theorem 1.2. Choose a function u¯ as in Lemma 3.8.
Then we have
(3.18) Sk(D
2u¯(x)) < M
(
1 + |Du¯(x)|k
)α
in Ba(0),
and
∂
∂ν
(u¯− u) = +∞ on ∂Ba(0).
It follows from the last equation that
u¯(y)− u(y) = min
Ba(0)
(u¯− u)
for some y ∈ Ba(0). Using (1.1),(1.6) and (3.18), and repeating the same arguments
as in the proof of Theorem 1.1, we obtain a contradiction immediately. 
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4. Proof of theorem 1.3
We divide the proof into two steps.
Proof. Step 1. Assume Ω is a bounded strictly convex smooth domain. We will find
a solution of (1.1)-(1.2) as required as in Theorem 1.3 by the limit of solutions, um,
of the following Dirichlet problem
(4.1)
{
Sk(D
2u) = ψ(x, u,Du) in Ω
u = m on ∂Ω
where m = 1, 2, 3, ... . By assumption (1.10), we may find a positive nondecreasing
function η ∈ C∞(Rn) such that
(4.2) max
y≤z
φ(y) ≤ eεzη(z), ∀ z ∈ R.
Without loss of generality, we assume ε = 1 as this may be achieved by rescaling.
Since Ω is bounded, we may choose a > 0 such that Ω ⊂ Ba(0) and v
a,η ≤ 1 on ∂Ω
(See (3.3) and Notation 3.2). Using (4.2), (1.9), (1.10) and applying (1.7) and Lemma
2.1, we obtain that for any k-convex solution um ∈ C
2(Ω) to (4.1),
(4.3) va,η ≤ um(x) ≤ m, ∀ x ∈ Ω, ∀ m ≥ 1.
Let
C0m = max{m, sup
Ω
|va,η |}, ∀ m ≥ 1.
In order to show the existence of (4.1), we want to use results of Lions [12] as well
as of Guan [6]. First, by a result of [12], there exists, for each m and any constant
Cm > 0, a strictly convex function um ∈ C
2(Ω) satisfying
(4.4)
{
det(D2um) ≥ Cm(1 + |Dum|
n) in Ω
um = m on ∂Ω.
Using this, (3.12) and (3.13), and choosing a suitable Cm, we see that
(4.5)
{
Sk(D
2um) ≥ φ(C
0
m)(1 + |Dum|
k) in Ω
um = m on ∂Ω,
which means that um is a subsolution of (4.1) for each m, since φ is nondecreasing
and m ≥ um in Ω. This fact, together with (1.7), (1.9), (1.11), Theorem 1.2 of Guan
[6], implies that problem (4.1) has a unique k-convex solution um ∈ C
∞(Ω) for each
m. Moreover, we have
(4.6) um(x) ≤ um+1(x), ∀ x ∈ Ω, ∀ m ≥ 1
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by Lemma 2.1. We claim that there exists a > 0 depending only on Ω and an
decreasing sequence am → a(m→∞) such that
(4.7) vam,η(a− d(x)) ≤ um(x) ≤ h¯(d(x)), ∀ x ∈ Ω, ∀m ≥ 1.
In fact, the second inequality in (4.7) follows directly from Corollary (3.6). To show
the first one, we use the strict convexity of Ω to find the smallest positive number a,
such that for any x¯ ∈ ∂Ω, there is a ball Ba(x0) ⊃ Ω satisfying Ω ∩ ∂Ba(x0) = {x¯}.
Choose a1 > a2 > ... > am > am+1 > ... , am → a(m→∞), such that v
am,η(a) = m
for each m ≥ 1. For any y ∈ Ω, choose y¯ ∈ ∂Ω and a ball Ba(x0) such that d(y) =
|y − y¯|, Ω ⊂ Ba(x0), Ω ∩ ∂Ba(x0) = {y¯}. Observing that
vam,η(x− x0) ≤ v
am,η(a) = m ≤ um(x), ∀ x ∈ ∂Ω,
we use Lemma 2.1 to obtain
vam,η(x− x0) ≤ um(x), ∀ x ∈ Ω.
In particular,
vam,η(a− d(y)) = vam,η(y − x0) ≤ um(y).
This proves the first inequality in (4.7), since y ∈ Ω is arbitrary.
Now by (4.6) and (4.7), we see that for each x ∈ Ω, the limit
u(x) = lim
m→∞
um(x)
exists and it satisfies
(4.8) va,η(a− d(x)) ≤ u(x) ≤ h¯(d(x)), ∀ x ∈ Ω.
Moreover, by Theorem 3.1 of [17], the convergence is uniform in every compact set
K ⊂ Ω and u ∈ C0,1loc (Ω). By the stability theorem of viscosity solutions under the
uniform convergence, we see that u is a viscosity k-convex solution of (1.1)-(1.2),
which satisfies (1.12) by (4.8).
Step 2. Suppose now that Ω is a bounded strictly convex domain. We will complete
the proof of Theorem 1.3 . In this case , we choose a sequence of strictly convex smooth
domains
(4.9) Ω1 ⊂ Ω2 ⊂ ... ⊂ Ωm ⊂ Ωm+1 ⊂ ... ⊂ Ω,
such that
Ω =
∞⋃
m=1
Ωm.
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For each m ≥ 1, by the result of Step 1, we choose a k-convex viscosity solution
um ∈ C
0,1
loc (Ωm) to the problem{
Sk(D
2u) = ψ(x, u,Du) in Ωm,
u = +∞ on ∂Ωm.
By (4.8), (4.9) and Lemma 2.1, we may assume
(4.10)
vam+1,η(am+1 − dm+1(x)) ≤ um+1(x)
≤ um(x) ≤ h¯(dm(x)), ∀ x ∈ Ωm, ∀ m ≥ 1,
where dm(x) = dist(x, ∂Ωm) and am is the smallest positive number, such that for
any x¯ ∈ ∂Ωm, there is a ball Bam(x0) ⊃ Ωm satisfying Ωm ∩ ∂Bam(x0) = {x¯}. Note
that (4.9) implies {am} is a nondecreasing sequence. Furthermore, {am} is bounded
since Ω is a bounded strictly convex. Letting a = limm→∞ am and using (4.10), we
see that the limit function
u(x) = lim
m→∞
um(x)
exists for each x ∈ Ω and it satisfies (4.8) again. Repeating the arguments from (4.8)
to the end in Step 1, we have completed the proof of Theorem 1.3 . 
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