ABSTRACT Since some existing uncertainty measurement of covering-based rough intuitionistic fuzzy sets (CRIFSs) are unreasonable in some cases, an extended uncertainty measure criterion of CRIFSs is proposed. The discussion of the monotonicity of the criterion is further refined and more in line with the actual problem description. Taken into account this a modified roughness method is introduced, which is an uncertainty measure of CRIFSs satisfying the extended criterion. Furthermore, the criterion is extended to covering-based rough interval-valued intuitionistic fuzzy sets (CRIVIFSs), and the modified roughness method is proposed to measure the uncertainty of CRIVIFSs. Finally, the example is presented to illustrate the application of the modified roughness to attribute reductions. These conclusions provide a theoretical basis for the rationality (or irrationality) of existing uncertainty measures and also promote the application of CRIVIFSs.
I. INTRODUCTION
Rough set theory, proposed by Pawlak [23] , [24] in 1982, is an effective mathematical tool for dealing with imprecise, inconsistent and uncertainty information. Classical rough set theory was built on the equivalence relations which regard the elements with some common characteristics as one indiscernible equivalence class, and the notions of lower and upper approximations were introduced to depict the indiscernibility relations. Since it does not require any prior knowledge to identify the target sets, it has been widely used in artificial intelligence [33] , data mining [14] , decision making [6] , time series forecasting [9] , and so on.
However, equivalence relations restrict the application of rough sets in the real world. Pawlak's rough set theory can only deal with complete information systems, and incomplete information systems and real-valued information
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systems cannot be handled by it [26] . As the research goes on, more and more scholars have undertaken to extend the theory. Zakowski [39] proposed covering-based rough set theory by using coverings to replace partitions. Then Zhu and Wang [51] established three types of covering-based rough set theory and Yao and Yao [37] established a framework of covering based rough set approximations. Compared with Pawlak's approximation spaces with equivalence relations, covering spaces can generate several more binary relations, neighborhood operators, new coverings and subsystems. So covering-based rough set theory has largely promised the potential for rough sets' applications to data mining.
Fuzzy set theory is another powerful approach to dealing with some uncertainty problems proposed by Zadeh [38] . Unlike rough set theory, Zadeh's fuzzy set theory focuses on depicting the concepts with unclear boundaries. It can indicate the degree to which an element belongs to a set through membership functions. As its generalization, Atanassov [2] first put forward the notion of an intuitionistic fuzzy set (IFS). An IFS gives not only a membership degree but also a non-membership degree of each element. Furthermore, Atanassov and Gargov [3] defined the notion of an interval-valued intuitionistic fuzzy set (IVIFS), whose membership degree and non-membership degree are both interval numbers in the unit interval [0, 1]. Xu [34] discussed the properties of IVIFSs and proposed their application to decision-making and Nguyen [22] also presented a generalized distance-based interval-valued knowledge measure for IVIFSs and applied it to decision-making. Ahn et al. [1] gave a successful application to medical diagnosis using IVIFSs. We can find IVIFSs are more suitable to cope with imprecise and uncertain information.
Rough set theory and fuzzy set theory not only describe uncertain information, but also complement each other to solve more realistic and complicated problems. In 1990 Dubois and Prade [10] firstly combined rough sets and fuzzy sets into rough fuzzy sets and fuzzy rough sets. Then some scholars have extended the combination between rough sets and generalized fuzzy sets. For example, Chakrabarty et al. [7] studied intuitionistic fuzzy rough sets and Samanta and Mondal [25] introduced rough intuitionistic fuzzy sets. An interval-valued rough intuitionistic fuzzy set model is investigated by Zhang [47] . With the development of rough set theory, some studies began to consider the conditions of the combination between rough sets and fuzzy sets in covering approximation spaces. Hu et al. [19] and Kozae et al. [13] presented covering-based rough fuzzy sets respectively. On this basis, Wang et al. [29] introduced the notion of a covering-based rough intuitionistic fuzzy set (CRIFS). Zhan and Sun [41] applied it to multi-attribute decision-making. Zhang et al. [45] recently proposed the novel classes of fuzzy soft β-CRIFS. Jiang et al. [12] studied covering-based variable precision (I , T )-fuzzy rough sets, and Zhang et al. [44] , [46] proposed covering-based generalized intuitionistic fuzzy rough sets, which are both used successfully to decision-making. Furthermore, Zhan et al. [40] , [42] , [43] researched rough fuzzy sets and fuzzy rough sets in covering multi-granulation spaces. At the same time, Wang et al. [29] also discussed rough approximations of an IVIFS based on a covering space and presented a covering-based rough interval-valued intuitionistic fuzzy set (CRIVIFS) model. Their work greatly enriches granular computing theory.
Rough set theories use low and upper approximations to relatively exactly describe an uncertain set in an approximation space, but we do not clear how uncertainty the relationship between the two approximations and the target set is. So uncertainty measure is always a fundamental problem of generalized rough sets. Many scholars proposed various measurement methods according to the size of knowledge granulation and the roughness of the target set. The common uncertainty measure of generalized rough sets, especially covering-based rough sets, mainly include roughness [16] , [24] , rough entropy [4] , [21] , [32] , fuzziness [8] , [20] and fuzzy entropy [15] , and so on. For the combination models of covering-based rough sets and fuzzy sets, Xu et al. [31] introduced the combination method of knowledge capacity measurement and roughness to measure covering-based rough vague sets, and Shi et al. [27] focused on fuzzy roughness and rough entropy methods for CRIFSs. Yang et al. [35] modified the uncertainty measurement of rough fuzzy sets based on fuzzy distance and Wei et al. [30] studied the uncertainty measures of extended hesitant fuzzy linguistic term sets, and so on.
Although their uncertainty measure approaches for CRIFSs have their individual advantages, there also exist some unreasonable ones. For example, in two different covering spaces an intuitionistic fuzzy set with the same lower approximations and the same upper approximations may have two different uncertainty measures. In addition, the mechanism that how to characterize the vagueness and roughness for CRIVIFSs has not been widely studied. The paper aims to establish a uniform more detailed uncertainty measure criterion of CRIFSs and CRIVIFSs. Considering that if the membership degrees and the non-membership degrees of the lower and upper approximations remain unchanged, the uncertainty of rough sets should remain unchanged. Then the concept of modified roughness is therefore proposed to depict the uncertainty of CRIFSs. We show that the modified roughness can be used to measure the uncertainty of covering-based rough fuzzy sets, when CRIFSs degenerate into covering-based rough fuzzy sets. Furthermore, the modified roughness for CRIVIFSs also accords with the extended uncertainty measure criterion of CRIVIFSs. And it also can be degenerated into the modified roughness of CRIFSs, when CRIVIFs degenerate into CRIFSs.
The rest of the paper is organized as follows. In Section 2, some basic notations of covering-based rough fuzzy sets, intuitionistic fuzzy sets and interval-valued intuitionistic fuzzy sets are briefly reviewed. Section 3 presents the extended uncertainty measure criterion of CRIFSs and the notation of modified roughness. Furthermore, Section 4 popularizes the criterion to CRIVIFSs and the notation of modified roughness for IVIFSs is obtained. Some related properties and examples are discussed. We illustrate the application of the modified roughness in attribute reductions in Section 5. And the last section concludes the paper with some remarks and discussions.
II. PRELIMINARIES
This section will briefly review the basic notations and results of covering-based rough fuzzy sets, intuitionistic fuzzy sets and interval-valued intuitionistic fuzzy sets.
Let U be a non-empty finite set, called the universe of discourse hereinafter without explanation.
ing of U . The pair (U , C) is called a covering approximation space.
If C is a covering of U and it is a family of pairwisely disjoint subsets of U , C is a partition of U . Obviously a partition is a special covering.
Definition 2 [50] : Let (U , C) be a covering approximation space and K ∈ C. if there exist Definition 3 [5] : Suppose x ∈ U , the set family
is called the minimal description set of x.
Bonikowski et al. [5] and Yao [36] investigated the dual pairs of approximation operators with coverings, which are widely recognized. Furthermore in [37] Yao proposed a framework for studying covering-based approximations and constructed three kinds of approximation operators built on element, granule, and subsystem respectively. Here we introduced a pair of the most usual dual approximation operators. On these bases, Hu et al. [19] proposed a dual pair of fuzzy approximation operators based on a covering according to fuzzy set theory.
Definition 4 [19] 
Kozae et al. [13] has proved two coverings C and red(C) on U can generate the same covering-based lower and upper fuzzy approximations. Hence in the following context we suppose (U , C) denotes the reduction-covering approximation space (U , red(C)) and C means the reduction-covering red(C) without explanation.
Definition 5 [18] : Let C 1 and C 2 be two reduction- 
Here µ A (x) and ν A (x) represent the membership degree of x and the non-membership degree of x about A respectively, which satisfies for and x ∈ U , 0 ≤ µ A (x) + ν A (x) ≤ 1 holds.
The collection of all intuitionistic fuzzy sets on U is denoted by IFS(U ).
Definition 7 [3] :
the membership degree of x and the non-membership degree of x about A respectively, which satisfy for any x
∈ U , 0 ≤ µ AU (x) + ν AU (x) ≤ 1 holds.
The collection of all interval-valued intuitionistic fuzzy sets on U is denoted by IVIFS(U ). Proposition 8 [3]: Suppose A, B ∈ IVIFS(U ), a partial order (inclusion) and some operators are defined as follows: (1) A ⊆ B if and only if for any x ∈ U ,
(2) A = B if and only if for any x ∈ U ,
It is obvious that when µ AL (x) = µ AU (x) and ν AL (x) = ν AU (x), IVIFSs degenerate into IFSs. Or say the concept of VOLUME 7, 2019 IVIFSs is an extension of the concept of IFSs. Therefore, we have deduced the similar partial order and some operators of IFSs easily based on those of IVIFSs.
III. COVERING-BASED ROUGH INTUITIONISTIC FUZZY SETS (CRIFSS) AND THEIR UNCERTAINTY MEASURES A. CRIFS MODEL
Many scholars have discussed rough fuzzy sets under covering approximation spaces [13] , [19] . A covering approximation space only provides some subsets of the universe and does not even know each specific element in the subsets. By comparing several methods, we find Hu's method [19] can reflect the global property of covering subsets. Wang et al. [29] drew on Hu's idea to introduce the concept of covering-based intuitionistic fuzzy sets. They are also a dual pair of intuitionistic fuzzy approximations.
Definition 9 [29] : Let (U , C) be a covering approximation space and A ∈ IFS(U ). Define the lower approximation set C(A) and the upper approximation set C(A) of A are a pair of IFSs, which satisfy:
Here,
Proposition 10: Let C, C 1 , C 2 be three reduction-coverings of U and A, B ∈IFS(U ). Then the properties are founded as follows:
Proof: Claims (1)-(3) has been proved in [29] . Based on [29, Th. 3 .1], we have C(A) ⊆ A ⊆ C(A), for any A ⊆ U . Now we prove the other inequalities in Claim (4) .
From the arbitrariness of j, we have sup
The conclusions are established.
B. EXTENDED UNCERTAINTY MEASURE CRITERION OF CRIFSS
In numerous rough set theories, the problems of uncertainty measures are popular concern due to the accuracy of the model and attribution reduction. The uncertainty measure of CRIFSs should consider both the indistinguishability of knowledge of approximation spaces and the fuzziness of the concepts. Shi et al. [27] and Xu et al. [31] discussed fuzzy roughness and rough entropy of CRIFSs and covering-based rough vague sets respectively. Their methods are rooted from rough entropy of covering-based rough sets.
Definition 11 [27] : Let (U , C) be a reduction-covering approximation space and A ∈IFS(U ). Rough entropy E C (A) of A is defined in (U , C) as follows:
It is worth noting that this definition shows some irrationality under specified situations. For example, if the upper and lower approximations of A are equal in two different covering approximation spaces, the uncertainty measures of A in the two covering approximation spaces should be equal intuitively. However, according to Definition 11, when (C) ρ α,β A are equal, E C (A) may be different due to the different knowledge entropy. Therefore, it is necessary to devise a new method to measure the uncertainty of CRIFSs.
Example 12:
Then the minimal description of every element in the two covering approximation spaces can be seen in Table 1 . 
Suppose IFS A is denoted by
Then we have the lower and upper approximations as Table 2 . we can find C 1 (A) = C 2 (A) and
Hu et al. [19] discussed the extended criterion of uncertainty measures of rough sets based on partitions, and showed it was important that the uncertainty should become weaker with refinement of partition. This paper generalizes the idea to covering approximation spaces. Uncertainty measures should become smaller with refining covering spaces according to the partial order; meanwhile, the uncertainty measure should keep unchanged if the refinement of coverings does not affect the membership degrees and the non-membership degrees of the lower and upper approximations. Based on the above two considerations, we propose the following extended uncertainty measure criterion of CRIFSs.
Definition 13: Let C, C 1 , C 2 be three reduction-coverings on U . If there exists a function H C :IFS(U ) → R, which satisfies for any A ∈IFS(U ), (1) non-negativity:
Specially,
Conditions (1), (2) The extended criterion further reflects the influence of the refinement of knowledge on the uncertainty of CRIFSs. Here (3.1) induces when the subsets in the fuzzy boundary region of A in (U , C 2 ) belong to the fuzzy positive region or the fuzzy negative region of A in (U , C 1 ), the uncertainty measure will definitely decrease; (3.2) illustrates that even if C 1 is strictly finer than C 2 , the uncertainty still keeps unchanged, when the upper and lower approximations of A keep unchanged. At this moment, the refinement of knowledge only influences the change of membership degrees and non-membership degrees in fuzzy positive regions or fuzzy negative regions. These conditions accord with the actual cases.
Unfortunately the existing roughness cannot satisfy Condition (3.1), knowledge entropy cannot satisfy Condition (3.2), and rough entropy cannot satisfy Condition (3.1) and (3.2).
C. MODIFIED ROUGHNESS OF CRIFSS
We have discussed the uncertainty measures of coveringbased rough fuzzy sets [48] and neighborhood system-based rough sets [49] . We believe that the modified roughness can effectively reflect the rough degrees and fuzzy degrees of rough sets. This paper will continue to use the idea to study the uncertainty measure of CRIFSs. The modified roughness will be proved to conform with the extended uncertainty measurement criterion while CRIFSs degenerate into covering-based rough fuzzy sets. 
here for any x ∈ U ,
From the viewpoint of mathematics, ρ C,µ A is the mean of the relative change rate of the lower and upper approximations and the target set. It can take into account the relative change rates between the membership degrees of each element about the lower and upper intuitionistic fuzzy approximations and the original intuitionistic fuzzy set. And ρ C,ν A has the similar meaning for non-membership degrees. ρ C (A) shows the holistic rough degree of intuitionistic fuzzy approximations (C(A), C(A)) about A.
Proposition 15: The modified roughness ρ C (A) satisfies the extended uncertainty measurement criterion of CRIFSs.
Proof: (1) By Proposition 10, for any
In the similar way 0 ≤ ρ C,ν A (x) ≤ 1 can be proved. Thus 0 ≤ ρ C (A) ≤ 1.
(2) Let C 1 , C 2 be two reduction-coverings of U . If C 1 = C 2 , then for any A ∈IFS(U ), we have C 1 (A) = C 2 (A) and
.
. The other cases can be similarly proved. So we have
. That is C 1 (A) = C 2 (A) and
Example 16: (Continued From Example 12):
Although C 1 ≺ C 2 , for IFS A, C 1 (A) = C 2 (A) and C 1 (A) = C 2 (A) hold, so we have ρ C 1 (A) = ρ C 2 (A) = 0.1516. Now suppose IFS B is denoted by
Then the lower and upper approximations of B can be seen in Table 3 . we can find µ C 1 (B) (x 3 ) > µ C 2 (B) (x 3 ), ν C 1 (B) (x 3 ) < ν C 2 (B) (x 3 ) and ν C 1 (B) (x 4 ) > ν C 2 (B) (x 4 ). So 
, there exist y, z ∈ K at the same time, which satisfy ν A (y) = 1 and µ A (z) = 1.
Proof: (1) Based on Proposition 3.1, for any
Based on Definition 10, ν C(A) (x) = 1 and
So the conclusions have been proved. According to the above discussion and analysis about the modified roughness of A, which can be summarized as follows.
First of all, Claim (1) shows that the modified roughness of A and the complement of A are the same in (U , C), which accords with the actual case of the uncertainty of the complement of IFSs. Secondly Claim (2) shows that in any reduction-covering approximation space, if the membership function and non-membership function of IFSs are both constant, the upper and lower approximations cannot be distinguished by any covering, then the modified roughness should be the minimum value 0. Besides that, Claim (3) indicates that the modified roughness of A is the maximum value 1 if and only if for any x ∈ U , the inequality 0 = µ C(A) (x) ≤ µ A (x) ≤ µ C(A) (x) = 1 and 0 = ν C(A) (x) ≤ ν A (x) ≤ ν C(A) (x) = 1 hold, which means the upper approximate set has reached its maximum and the lower approximate set has reached its minimum.
Proposition 18: Suppose A degenerates into an fuzzy set in the reduction-covering approximation space (U , C). Then ρ C (A) is an uncertainty measure of A and it satisfies the extended uncertainty measurement criterion.
Proof: Since for any
In the similar way to the proof of Proposition 14, the conditions of Definition 15 all hold for ρ C (A).
IV. COVERING-BASED ROUGH INTERVAL-VALUED INTUITIONISTIC FUZZY SETS (CRIVIFSS) AND THEIR UNCERTAINTY MEASURES A. CRIVIFSS MODEL
Wang et al. [29] recently proposed the covering-based rough interval-valued intuitionistic fuzzy set model based on the confidence of rules.
Definition 19 [29] : Let (U , C) be a reduction-covering approximation space, A ∈IVIFS(U ). The lower approximation C(A) and the upper approximation C(A) of A are a pair of IVIFSs in (U , C), which satisfy:
Based on Definition 17 and Proposition 10, we have the following properties:
Proof: The proof is similar to the proof of Proposition 10. Here we omit it.
B. MODIFIED ROUGHNESS OF CRIVIFSS
As we all know IVIFSs are the generalization of IFSs. IVIFSs use two interval-value functions as the membership functions and the non-membership functions, respectively. Therefore, in Definition 12 if for any A ∈IVIFS(U ) and x ∈ U , suppose
, then we can deduce the corresponding extended uncertainty measurement criterion of CRIVIFSs. Here do not repeat it. Similar to Definition 13, the modified roughness of CRIVIFSs can be obtained as follows:
Definition 21: Let (U , C) be a reduction-covering approximation space. Define a function I ρ C :IVIFS(U ) → [0, 1] which satisfies for any A ∈IVIFS(U ),
Similarly, I ρ C,ν A (x) satisfies: Then we have its lower and upper approximations as the following table.
We have I ρ C 1 (A) = 0.1819 and I ρ C 2 (A) = 0.2968. So I ρ C 1 (A) < I ρ C 2 (A). It conforms to Proposition 18. Proposition 24: The modified roughness I ρ C (A) also satisfies the following properties:
Proof: The proof is similar to the proof of Proposition 15. Here we omit it.
Proposition 25: Suppose A degenerates into an intuitionistic fuzzy set in the reduction-covering approximation space (U , C). Then I ρ C (A) is the modified roughness of A in Definition 13. Proof: Since for any x ∈ U , µ AL (x) = µ AU (x) and
In a similar way to Proposition 16, we have I ρ C (A) = ρ C (A).
V. ATTRIBUTE REDUCTIONS BASED ON THE MODIFIED ROUGHNESS A. REDUCTION APPROACH
In this section we will apply the modified roughness to attribute reductions of covering-based multi-granulation interval-valued intuitionistic fuzzy sets.
Definition 26: A covering-based interval-valued intuitionistic fuzzy decision information system (CIVIFDIS) is an information system S
(1) U = {x i |i = 1, 2, · · · , n} is a non-empty finite universe;
(2) = {C j |j = 1, 2, · · · , m} is a family of condition attributes, and {A} is a decision attribute; (3) V = C j ∈ {V C j } and V C j is the domain of attribute C j such that it corresponds the minimal description set of every object in U about Covering A) . The we say the information system is consistent.
Liu [17] has ever researched on six types of covering-based multi-granulation fuzzy rough sets (CMFRS) and discussed the relationships among various CMFRS models. Here we use the universal fifth definition of CMFRS combined with Wang's CRIVIFS [29] , and propose the concept of covering-based multi-granulation rough interval-valued intuitionistic fuzzy sets as follows: 
The pair (A), (A) is called a covering-based multigranulation interval-valued intuitionistic fuzzy set.
Similar to Pawlak's rough set theory, a consistent information system may have some redundant additional attributes. We will try to reduct them for feature selection. So we introduce the following definition. 
Algorithm 1 Heuristic Attribute Reduction
Input:
Step 1. Suppose = ∅, T = and I ρ (A) = 1; Compute I ρ (A);
Step 2. For each
Step 3.If there exists C k ∈ T , such that
Step 4. If I ρ (A) = I ρ (A), go to Step 5; otherwise go to Step 2;
Step 5. Output .
As described as [11] , we can use the two heuristics approaches of attribute reduction based on the revised roughness, including the deletion method and the addition method. The addition method as an example, it starts with a null set and adds those attributes one by one, which provide the greatest increase of the significance of each conditional attribute about decision attributes until it gains highest possible valued for each object.
B. ILLUSTRATION
Now we consider a house evaluation model. Let U = {x 1 , · · · , x 5 } be a set of five houses, and = {C 1 , · · · , C 6 } be a set of six conditional attributes, here C i (i = 1, · · · , 6) represent ''Location'', ''Decoration'', ''Structure'', ''Community facilities'', ''Transportation'', and ''School district'' respectively. The values of ''Location'' are {downtown; suburb; country}, the values of ''Decoration'' are {new; general; old}, the values of ''Structure'' are {reasonable; ordinary; unreasonable}, the values of ''Community facilities'' are {complete; general; incomplete}, the values of ''Transportation'' are {convenient; inconvenient}, the values of ''School district'' are {good, general, bad}. Suppose the decision attribute A is ''Price'', whose values are some interval numbers provided by their owners. We want to know which are the important factors that affect house prices. Now three specialists, called E 1 , E 2 and E 3 , evaluate the six conditional attributes of these houses respectively. Suppose the evaluation results of each specialist are of the same importance and obviously each of them may have different evaluations. Similar to the method of constructing coverings in [28] , combining their evaluations together without losing any information, we have six coverings of the five houses. Take ''Location'' as an example, the three specialists gave their location evaluations of the six houses as follows:
E 1 : downtown= {x 1 , x 2 }, suburb= {x 3 , x 4 }, country= The other five coverings can be got in a similar way.
For decision attribute, we use the triangular functions to define membership intervals or non-membership intervals such that ''Price'' values are transformed to interval-valued intuitionistic fuzzy numbers.
Then we have the CIVIFDIS in Table 5 . Based on the above algorithm, we can find {C 1 , C 3 , C 4 }, {C 2 , C 3 , C 4 }, {C 3 , C 4 , C 5 } or {C 3 , C 4 , C 6 } are four reducts of . Hence, the core of is {C 3 , C 4 }, that means ''Structure'' and ''Community facilities'' are the two most important factors that affect house prices.
VI. CONCLUSIONS
We think if the same IFS (or IVIFS) in the different reduction-covering approximation spaces have the same intuitionistic fuzzy lower and upper approximations (or the same interval-valued intuitionistic fuzzy lower and upper approximations), the uncertainty measures should keep unchanged. However, the existing uncertainty measurement of CRIFSs cannot satisfy the rules. So this paper proposed the extended uncertainty measurement criteria of CRIFSs and CRIVIFSs. Furthermore, the concepts of the modified roughness of two models are proposed, which both conform to the extended uncertainty measurement criteria. And whether CRIVIFSs degenerate into CRIFSs, or CRIFSs degenerate into covering-based fuzzy sets, the modified roughness has still reflected the roughness and vagueness of these models. Some related properties are discussed. Examples also show these methods can be effectively used to attribute reductions of covering-based multi-granulation rough interval-valued intuitionistic fuzzy sets. This study will contribute to understanding the granularity of knowledge in those more generalized rough set models, such as binary multi-granulation rough intuitionistic fuzzy sets or neighborhood rough intuitionistic fuzzy sets, and so on. And it will serve as a basis for discovering the appropriate knowledge to solve specific problems.
