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Abstract
With the help of a continuation theorem based on Gaines and Mawhin’s coincidence degree, easily
verifiable criteria are established for the global existence of positive periodic solutions of a food-
limited population model with toxicant and state dependent delays, that is
du(t)
dt
= u(t)
{
r(t)− a(t)u(t)−∑mj=1 bj (t)u(t − τj (t, u(t)))
k(t)+ c(t)u(t)+∑mj=1 dj (t)u(t − ηj (t, u(t)))
}
,
where r(t), k(t), a(t), bj (t), dj (t), j = 1,2, . . . ,m, are continuous, real-valued periodic functions
with period ω > 0 and r(t), k(t), a(t) > 0; bj (t), dj (t) 0, j = 1,2, . . . ,m, are periodic continuous
functions with period ω > 0, τj , ηj are ω-periodic with respect to their first arguments. Some new
results are obtained.
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1. Introduction
The scalar autonomous differential equation
du(t)
dt
= ru(t)
(
1 − u(t)
K
)
(1)
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system (1), the qualitative behavior of logistic equation with several delays
du(t)
dt
= u(t)
[
a −
n∑
j=1
bju(t − τj )
]
(2)
and some of its generalizations have been studied extensively, where a, bj , τj (j =
1,2, . . . ,m) are nonnegative constants. For a recent contribution to the study of (2), we re-
fer to the works of Gopalsamy [1], Gyori and Ladas [2], Lenhart and Travis [3], Kuang [4],
Yu [5], Cao [6], Li [7,8], Zhang and Gopalsamy [9], Yan et al. [10] and Chen [29]. Since
more realistic and interesting models of single species growth should take into account
both the seasonality of the changing environment and the effects of time delay, recently,
Li [8], Gui and Chen [25], Fan and Wang [26] and Zhao and Wang [27] studied the ex-
istence of positive periodic solution of the following single species system (or its special
cases):
dn(t)
dt
= n(t)
[
r(t)− a(t)n(t)−
n∑
i=1
bi(t)n
(
t − τi(t)
)
−
n∑
j=1
cj (t)
0∫
−σj
n(t + s) dµj (s)
]
. (3)
On the other hand, an implicit assumption contained in (1) is that the average growth rate
u′(t)/u(t) is a linear function of the density u(t). It has been shown that this assumption
is not realistic for a food-limited population under the effect of environmental toxicant.
The following alternative model has been proposed by several researchers [11–15] for
the dynamics of a population where growth limitations were based on the proportion of
available resources not utilized:
du(t)
dt
= ru(t) k − u(t)
k + cu(t) , (4)
where r, k, c > 0 and r/c is the replacement of mass in the population at k. Model (4)
allows incorporation of both environmental and food chain effects of toxicant stress. Based
on the fact that the population densities rarely converge monotonically to k and usually
have a tendency to fluctuate around the equilibrium, model (4) has been further modified
by assuming that the average growth rate is a function of the delayed arguments [4,11,16]
du(t)
dt
= ru(t) k − u(t − τ )
k + cu(t − τ ) . (5)
Model (5) takes into account the fact that a growing population may consume more food
than a saturated one, since a growing population needs food for both maintenance and
growth. Recently Fan et al. [23] and Li and Kuang [28] ([28] considered the system slightly
different from following system, this we will further discuss in the last section) generalized
above system to the nonautonomous cases, that is
du(t) = u(t)
{
r(t)− a(t)u(t)− b(t)u(t − τ (t))}
. (6)
dt k(t)+ c(t)u(t)+ d(t)u(t − τ (t))
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the system has a positive periodic solution. Also considering the spatial dispersal and envi-
ronmental heterogeneity, Feng and Lu [17] study a generalized reaction–diffusion system
for (5).
Considering the biological and environmental periodicity (i.e., seasonal effects of
weather, food supplies, mating habit etc.), it is reasonable to study system with periodic
coefficients. In the following we investigate the generalized system for (6) with both in-
stantaneous and state dependent delays of the form
du(t)
dt
= u(t)
{
r(t)− a(t)u(t)−∑mj=1 bj (t)u(t − τj (t, u(t)))
k(t)+ c(t)u(t)+∑mj=1 dj (t)u(t − ηj (t, u(t)))
}
, (7)
where r(t), k(t), a(t), bj (t), dj (t), j = 1,2, . . . ,m, are continuous, real-valued periodic
functions with period ω > 0 and r(t), k(t), a(t) > 0; bj (t), dj (t) 0, j = 1,2, . . . ,m, are
periodic continuous functions with period ω > 0, τj , ηj are ω-periodic with respect to their
first arguments.
As pointed out by Freedman and Wu [22] and Kuang [4], it would be of interest to
study the global existence of periodic solutions for systems with periodic delays, the main
purpose of this paper is to derive easily verifiable sufficient conditions for the global ex-
istence of positive ω-periodic solution of (7). Also, as we can see, the results obtained
about system (7) (Theorem 2.1 of the next section) can be immediately generalized to a
more general case (Theorem 2.2 of the next section). The method used here will be the
coincidence degree theory developed by Gaines and Mawhin [24].
2. Existence of positive periodic solutions
In order to obtain the existence of positive periodic solutions of (7), for the reader’s
convenience, we shall summarize in the following a few concepts and results from [24]
that will be basic for this section.
Let X,Z be normed vector spaces, L : DomL ⊂ X → Z be a linear mapping, N :
X → Z be a continuous mapping. The mapping L will be called a Fredholm map-
ping of index zero if dim KerL = Codim ImL < +∞ and ImL is closed in Z. If
L is a Fredholm mapping of index zero there exist continuous projectors P :X → X
and Q :Z → Z such that ImP = KerL, ImL = KerQ = Im(I − Q). It follows that
L|DomL ∩ KerP : (I − P)X → ImL is invertible. We denote the inverse of that map
by KP . If Ω be an open bounded subset of X, the mapping N will be called L-compact on
Ω¯ if QN(Ω¯) is bounded and KP (I −Q)N : Ω¯ →X is compact. Since ImQ is isomorphic
to KerL, there exists an isomorphisms J : ImQ→ KerL.
In the proof of our existence theorem below, we will use the continuation theorem of
Gaines and Mawhin [24, p. 40].
Lemma 2.1 (Continuation theorem). Let L be a Fredholm mapping of index zero and let
N be L-compact on Ω¯ . Suppose
(a) For each λ ∈ (0,1), every solution x of Lx = λNx is such that x /∈ ∂Ω ∩ DomL;
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= 0 for each x ∈ ∂Ω ∩ KerL and
deg{JQN,Ω ∩KerL,0} = 0.
Then the equation Lx =Nx has at least one solution lying in DomL ∩ Ω¯ .
Lemma 2.2. The domain R+ = {x | x > 0} is invariant with respect to (7).
Proof. Since
u(t)= u(0) exp
{ t∫
0
r(s)− a(s)u(s)−∑mj=1 bj (s)u(s − τj (s, u(s)))
k(s)+ c(s)u(s)+∑mj=1 dj (s)u(s − ηj (s, u(s))) ds
}
,
the assertion is valid for all t  0. The proof is complete. ✷
Considering the biological significance of (7), we specify u(0) > 0. For convenience,
we introduce the notation
g¯ = 1
ω
ω∫
0
g(t) dt, gl = min
t∈R g(t)= mint∈[0,ω]g(t), g
u = max
t∈R
g(t)= max
t∈[0,ω]
g(t),
where g is an ω-periodic function.
Lemma 2.3. There exists a unique u∗ > 0 such that
ω∫
0
r(t)− [a(t)+∑mj=1 bj (t)]u∗
k(t)+ [c(t)+∑mj=1 dj (t)]u∗ dt = 0.
Proof. Let
f (u)=
ω∫
0
r(t)− [a(t)+∑mj=1 bj (t)]u
k(t)+ [c(t)+∑mj=1 dj (t)]u dt.
It is clear that
f (0)=
ω∫
0
r(t)
k(t)
dt > 0,
f
(
ru + 1
al +∑mj=1 blj
)
=
ω∫
0
r(t)− [a(t)+∑mj=1 bj (t)] ru+1al+∑mj=1 blj
k(t)+ [c(t)+∑mj=1 dj (t)] ru+1al+∑mj=1 blj
dt

ω∫
r(t)− (ru + 1)
k(t)+ [c(t)+∑mj=1 dj (t)] ru+1al+∑m bl dt < 0,0 j=1 j
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u∗ ∈
(
0,
ru + 1
al +∑mj=1 blj
)
such that f (u∗)= 0. Moreover
df (u)
dt
=−
ω∫
0
k(t)[a(t)+∑mj=1 bj (t)] + r(t)[c(t)+∑mj=1 dj (t)]
{k(t)+ [c(t)+∑mj=1 dj (t)]u}2 dt < 0,
that is, f (u) is monotonically decreasing with respect to u, and hence u∗ is unique. The
proof is complete. ✷
Our first main result on the global existence of a positive periodic solution of (7) is
stated in the following theorem.
Theorem 2.1. System (7) has at least one positive ω-periodic solution.
Proof. From Lemma 2.2 we can make the change of variables
u(t)= exp{x(t)}; (8)
then (7) can be reformulated as
dx(t)
dt
= r(t)− a(t) exp{x(t)} −
∑m
j=1 bj (t) exp{x(t − τj (t, ex(t)))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))} . (9)
In order to apply Lemma 2.1 (continuation theorem) to (9), we first define
X =Z = {x(t) ∈ C(R,R), x(t +ω)= x(t)}
and
‖x‖ = max
t∈[0,ω]
∣∣x(t)∣∣
for any x ∈X (or Z). Then X and Z are Banach spaces with the norm ‖ · ‖. Let
Nx = r(t)− a(t) exp{x(t)} −
∑m
j=1 bj (t) exp{x(t − τj (t, ex(t)))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))} , x ∈X,
Lx = x˙ = dx(t)
dt
, Px = 1
ω
ω∫
0
x(t) dt, x ∈X, Qz= 1
ω
ω∫
0
z(t) dt, z ∈ Z.
Then it follows that
KerL=R, ImL=
{
z ∈Z:
ω∫
0
z(t) dt = 0
}
is closed in Z,
dim KerL= 1 = Codim ImL,
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ImP = KerL, KerQ= ImL= Im(I −Q).
Therefore, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse
(to L) KP : ImL→ KerP ∩DomL reads
KP (z)=
t∫
0
z(s) ds − 1
ω
ω∫
0
t∫
0
z(s) ds dt.
Thus
QNx = 1
ω
ω∫
0
r(s)− a(s) exp{x(s)} −∑mj=1 bj (s) exp{x(s − τj (s, ex(s)))}
k(s)+ c(s) exp{x(s)} +∑mj=1 dj (s) exp{x(s − ηj (s, ex(s)))} ds
KP (I −Q)Nx
=
t∫
0
r(s)− a(s) exp{x(s)} −∑mj=1 bj (s) exp{x(s − τj (s, ex(s)))}
k(s)+ c(s) exp{x(s)} +∑mj=1 dj (s) exp{x(s − ηj (s, ex(s)))} ds
− 1
ω
ω∫
0
t∫
0
r(s)− a(s) exp{x(s)} −∑mj=1 bj (s) exp{x(s − τj (s, ex(s)))}
k(s)+ c(s) exp{x(s)} +∑mj=1 dj (s) exp{x(s − ηj (s, ex(s)))} ds dt
−
(
t
ω
− 1
2
) ω∫
0
r(s)− a(s) exp{x(s)} −∑mj=1 bj (s) exp{x(s − τj (s, ex(s)))}
k(s)+ c(s) exp{x(s)} +∑mj=1 dj (s) exp{x(s − ηj (s, ex(s)))} ds.
Obviously, QN and KP (I − Q)N are continuous. It is not difficult to show that
KP (I −Q)N(Ω¯) is compact for any open bounded Ω ⊂ X by using Arzela–Ascoli the-
orem. Moreover, QN(Ω¯) is clearly bounded. Thus, N is L-compact on Ω¯ with any open
bounded set Ω ⊂X.
Now we reach the position to search for an appropriate open bounded subset Ω for the
application of the continuation theorem (Lemma 2.1).
Corresponding to the operator equation Lx = λNx , λ ∈ (0,1), we have
dx(t)
dt
= λ
{
r(t)− a(t) exp{x(t)} −∑mj=1 bj (t) exp{x(t − τj (t, ex(t)))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))}
}
. (10)
Assume that x = x(t) ∈ X is a solution of (10) for a certain λ ∈ (0,1). Integrating (10)
over the interval [0,ω], we obtain
ω∫
0
r(t)− a(t) exp{x(t)} −∑mj=1 bj (t) exp{x(t − τj (t, ex(t)))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))} dt = 0, (11)
then
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0
a(t) exp{x(t)} +∑mj=1 bj (t) exp{x(t − τj (t))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))} dt
=
ω∫
0
r(t)
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))} dt

ω∫
0
r(t)
k(t)
dt  ωr
u
kl
, (12)
which, together with (10), implies
ω∫
0
∣∣x˙(t)∣∣dt = λ
ω∫
0
∣∣∣∣ r(t)− a(t) exp{x(t)} −
∑m
j=1 bj (t) exp{x(t − τj (t, ex(t)))}
k(t)+ c(t) exp{x(t)} +∑mj=1 dj (t) exp{x(t − ηj (t, ex(t)))}
∣∣∣∣dt
<
2ωru
kl
.
From (11) and the mean-value theorem of integral, there exists ξ ∈ [0,ω] such that
r(ξ)− a(ξ) exp{x(ξ)} −∑mj=1 bj (ξ) exp{x(ξ − τj (ξ, ex(ξ)))}
k(ξ)+ c(ξ) exp{x(ξ)} +∑mj=1 dj (ξ) exp{x(ξ − ηj (ξ, ex(ξ)))} = 0,
that is
r(ξ)= a(ξ) exp{x(ξ)}+ m∑
j=1
bj (ξ) exp
{
x
(
ξ − τj (ξ, ex(ξ))
)}
. (13)
Since x(t) ∈ X, there exist t1, t2 ∈ [0,ω] such that x(t1) = xl , x(t2) = xu; then from
(13) it follows that
x(t1) ln
{
r(ξ)
a(ξ)+∑mj=1 bj (ξ)
}
 ln
{
ru
al +∑mj=1 blj
}
,
x(t2) ln
{
r(ξ)
a(ξ)+∑mj=1 bj (ξ)
}
 ln
{
rl
au+∑mj=1 buj
}
.
Thus
x(t) x(t1)+
ω∫
0
∣∣x˙(t)∣∣dt  ln{ ru
al +∑mj=1 blj
}
+ 2ωr
u
kl
:=M1,
x(t) x(t2)+
ω∫
0
∣∣x˙(t)∣∣dt  ln{ rl
au +∑mj=1 buj
}
− 2ωr
u
kl
:=M2,
and hence,
‖x‖ = max ∣∣x(t)∣∣max{|M1|, |M2|} := B1.
t∈[0,ω]
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sufficiently large such that ‖ ln(u∗)‖ < B2 (where u∗ is defined from Lemma 2.3) and
define
Ω = {x ∈X | ‖x‖<B}.
It is clear that Ω verifies requirement (a) in Lemma 2.1. When x ∈ ∂Ω ∩B , x is constant
with ‖x‖ = B. Then
QNx = 1
ω
ω∫
0
r(s)− a(s) exp{x} −∑mj=1 bj (s) exp{x}
k(s)+ c(s) exp{x} +∑mj=1 dj (s) exp{x} ds = 0.
Furthermore, in view of the assumptions in Theorem 2.1, direct calculation produces
deg
{
JQNx,Ω ∩KerL,0} = 0.
Here J can be the identity mapping since ImP = KerL. By now we have proved that Ω
verifies all the requirements in Lemma 2.1. Hence (9) has at least one solution x∗(t) in
DomL ∩ Ω¯. Set x∗(t) = exp{u∗(t)}, then by the medium of (8) we know that u∗(t) is a
positive ω-periodic solution of (7). This completes the proof of the claim. ✷
Remark 1. When τj (t, u(t))≡ τj (t), ηj (t, x(t))≡ ηj (t) in (7), then τj (t), ηj (t) are un-
necessary positive, that is, Theorem 2.1 is valid for advanced type and fixed type systems
like (7).
Remark 2. From the proof of Theorem 2.1, one can observe that Theorem 2.1 remains
valid if some or all of the terms with state dependent delay in (7) are replaced by distributed
delays (finite or infinite), or the periodic delay is a constant or simply zero.
In fact, recent research shows that for a realistic ecosystem, it is better to consider the
system with both discrete delay (time varying) and continuous delay, see cf. [25,30] and
references cited therein. This and system (3) of this paper stimulate us to consider the
following food-limited population model with toxicants and both state-dependent delays
and continuous delays, that is, system
du(t)
dt
= u(t)
{
r(t)−a(t)u(t)−∑mj=1 bj (t)u(t−τj(t,u(t)))−∑nj=1 ej (t) ∫ 0−σj u(t+s) dµj(s)
k(t)+c(t)u(t)+∑mj=1 dj (t)u(t−ηj(t,u(t)))+∑nj=1 fj (t) ∫ 0−ρj u(t+s) dκj(s)
}
, (14)
where r(t), k(t), a(t), bj (t), dj (t), j = 1,2, . . . ,m, ej (t), fj (t), j = 1,2, . . . , n, are con-
tinuous, real-valued periodic functions with period ω > 0 and r(t), k(t), a(t) > 0;
bj (t), dj (t) 0, j = 1,2, . . . ,m, ej (t), fj (t) 0, j = 1,2, . . . , n, are periodic continuous
functions with period ω > 0, τj , ηj are ω-periodic with respect to their first arguments.∫ 0
−σj dµj (s)= 1,
∫ 0
−ρj dκj (s)= 1, j = 1,2, . . . , n.
Theorem 2.2. System (14) has at least one positive ω-periodic solution.
The proof of Theorem 2.2 is similar to that of Theorem 2.1, so we omit the details here.
As a direct corollary of Theorem 2.2, one has
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du(t)
dt
= u(t)
{r(t)− a(t)u(t)−∑nj=1 ej (t) ∫ 0−σj u(t + s) dµj (s)
k(t)+ c(t)u(t)+∑nj=1 fj (t) ∫ 0−ρj u(t + s) dκj (s)
}
, (15)
where r(t), k(t), a(t), ej (t), fj (t), j = 1,2, . . . , n, are continuous, real-valued periodic
functions with period ω > 0 and r(t), k(t), a(t) > 0, ej (t), fj (t) 0, j = 1,2, . . . , n, are
periodic continuous functions with period ω > 0, ∫ 0−σj dµj (s)= 1, ∫ 0−ρj dκj (s)= 1, j =
1,2, . . . , n, has at least one positive ω-periodic solution.
Remark 3. Theorems 2.1 and 2.3 generalize Theorems 3.1 and 3.2 of Li and Kuang [28].
Corollary 1. The delayed Logistic equation
dn(t)
dt
= n(t)
[
r(t)− a(t)n(t)−
n∑
i=1
bi(t)n
(
t − τi
(
t, n(t)
))
−
n∑
j=1
cj (t)
0∫
−σj
n(t + s) dµj (s)
]
, (16)
where r(t), a(t), bi(t), cj (t) are all continuous ω-periodic solution, τi(t) are ω-periodic
with respect to its first arguments, ∫ ω0 r(t) dt > 0 and ∫ 0−σj dµj (s) = 1, has at least one
positive ω-periodic solution.
Remark 4. Theorem 4.1 of [25] is the special case of Corollary 1 if we take τi(t, n(t))≡
τi(t); Theorem 2.1 of [8] is the special case of Corollary 1 if we take cj (t) ≡ 0, j =
1,2, . . . , n, τi(t, n(t)) ≡ τi(t); Theorem 1 of [26] is the special case of Corollary 1 if we
take cj (t)≡ 0, j = 1,2, . . . , n, τi(t, n(t))≡ τi(t), i ≡ 1.
Corollary 2. The food-limited population model with toxicants and delay
du(t)
dt
= u(t)
{
r(t)− a(t)u(t)− b(t)u(t − τ (t, u(t)))
k(t)+ c(t)u(t)+ d(t)u(t − η(t, u(t)))
}
(17)
or
du(t)
dt
= u(t)
{
r(t)− a(t)u(t)− b(t) ∫ t−∞ k1(t − s)u(s) ds
k(t)+ c(t)u(t)+ d(t) ∫ t−∞ k2(t − s)u(s) ds
}
,
where r(t), a(t), b(t), k(t), c(t), d(t) are positive periodic functions, ∫ t−∞ k1(t−s) ds = 1,∫ t
−∞ k2(t − s) ds = 1, has at least one positive periodic solution.
Remark 5. Theorem 1 in [23] is the special case of Corollary 2 if we take τ (t, u(t)) =
η(t, u(t))= τ (t).
F. Chen et al. / J. Math. Anal. Appl. 288 (2003) 136–146 145Corollary 3. The Logistic model with infinite delay
du(t)
dt
= u(t)
{
r(t)− a(t)u(t)− b(t)
t∫
−∞
k(t − s)u(s) ds
}
,
where r(t), a(t), b(t) are positive periodic functions, ∫ t−∞ k(t− s) ds = 1, has at least one
positive periodic solution.
As an application, we consider the following neutral delayed logistic equation, which
has been studied extensively in [4,18–21]:
dN(t)
dt
= r(t)N(t)
[
1 − N(t −mω)+ c(t)N
′(t −mω)
K(t)
]
, (18)
where r(t), c(t),K(t) are positive continuous ω-periodic functions, and m is positive in-
teger. It is easy to show that (18) has a positive ω-periodic solution N∗(t) if and only if
N∗(t) is an ω-periodic solution to
dN(t)
dt
= r(t)N(t) K(t)−N(t)
K(t)+ r(t)c(t)N(t) . (19)
Obviously, (19) is a special case of (7), by Theorem 2.1, we have
Corollary 4. System (19) has at least one positive ω-periodic solution N∗(t), in addition,
N∗(t) is a positive ω-periodic solution of (18).
Remark 6. Corollary 4 is Theorem 1 in [19].
We end this paper by some remark. In this paper, a set of sufficient conditions which
have been derived ensuring the existence of periodic solution of the periodic system (7) (or
more exactly of system (14)) by using the theory of coincidence degree and developing the
analysis technique of [23]. To the best of our knowledge, it is the first time that a biological
model with both continuous and state dependent delays and toxicant is considered. These
criteria are easily verifiable (see Theorem 2.2 of this paper). In addition, these criteria are
of great interest in many application such as biomathematics and computation.
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