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ABSTRACT 
 The objective of this research is to develop an efficient numerical simulation tool to 
analyze electric machine problems. As one of the largest fossil energy consumers, electric 
machines have to be designed properly with robust simulation tools that are capable of 
handling the inherent complexity, such as multiple materials, complicated geometry, eddy 
currents, and saturation. In this thesis, we adopt the finite element method, one of the 
most powerful numerical schemes, to analyze electric machine problems.  
 Starting from Maxwell’s equations, we derive the governing equations using both 
magnetic vector and electric scalar potentials. We then discuss the finite element 
implementation, which includes the use of higher-order elements and isoparametric 
elements. Since electric machines usually operate in a low frequency band, it is necessary 
to handle the low-frequency breakdown problem properly. In this thesis, we propose two 
possible solutions. One is to solve the singular system directly by using an iterative solver. 
Another is to regularize the singular matrix with tree-cotree splitting. An algorithm of 
finding the minimum spanning tree is given. The two solutions have different effects on 
the convergence of iterative solvers, which is important to the efficiency of the 
simulation tool. Besides, the convergence of iterative solvers can be affected by other 
factors, such as different formulations and different preconditioners. In order to further 
improve the efficiency of the algorithm, we conduct a detailed convergence discussion. 
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Finally, we model the nonlinear problem using the Newton-Raphson method. We utilize 
cubic splines and relaxation factors to improve the convergence of the Newton-Raphson 
iteration.  
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CHAPTER 1 
INTRODUCTION 
1.1 Introduction 
Nowadays, how to efficiently deliver and utilize energy is among the most challenging 
topics of engineers. As one of the largest fossil energy consumers, electric machines have 
to be designed to operate at a high power density, optimal efficiency and high degree of 
reliability. All these requirements necessitate accurate performance prediction at the 
design stage.  
 Robust simulation tools have to be able to handle the inherent complexity of electric 
machines. First, machines usually contain different types of materials, such as air, 
permanent magnets, iron, and conductors, each of which has unique properties that 
increase simulation complexity. Second, simulation tools should be able to handle 
complex geometry of electric machines. Third, the B-H characteristic relation of 
magnetic materials is usually nonlinear or even multi-valued. This nonlinearity 
challenges traditional numerical methods, which usually discretize the problem to form 
linear systems. Fourth, electric machines usually operate at relatively low frequencies, 
sometimes even down to 0 Hz. Both integral equation based methods and partial 
differential equation (PDE)-based methods may suffer from the so-called low-frequency 
breakdown problem within this frequency band. Specifically, the linear system may have 
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a large condition number, which makes the system difficult to solve.   
 An electric machine problem can be described as a boundary-value problem (BVP). 
Numerical techniques can then transform the given BVP into a system of linear equations, 
which can be solved by a digital computer. These numerical methods generally fall into 
two categories: integral equation based methods and PDE-based methods. Integral 
equation based methods, including surface integral methods and volume integral methods, 
usually incorporate radiation conditions by using an appropriate Green’s function. 
Surface integral methods, which are also known as the boundary element methods 
(BEM), have received wide attention, because they only need to discretize the surface of 
an entire 3D region, and thus confine the degrees of freedom (DOF) on the boundary. In 
[1] Li and Luomi developed a BEM formulation for a 3D magnetostatic problem by 
using the magnetic vector potential. Their method was successfully applied to a problem 
which has a circular current loop inside a spherical cavity. A BEM formulation using a 
scalar potential was also developed [2]. For eddy current problems, Rucker and Richter 
developed a 2D BEM formulation in [3] as early as in 1983. Later Misaki and Tsuboi [4] 
applied a 3D BEM method to eddy current problems involving a conducting sphere and a 
square plate model. Nevertheless, integral equation based methods always have to utilize 
a Green’s function, which may differ for different problems. Also, the global interactions 
between the degrees of freedom result in full matrices, which are cumbersome for storage 
and manipulation. 
 The finite element method (FEM), as a PDE-based method, is one of the most 
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efficient simulation tools for detailed electric machine analysis. The finite element 
method can be tracked back to the 1940s when Hrennikoff [5] introduced the concept of 
replacing a continuum by a lattice framework to deal with structural problems. The 
general finite element method was developed in 1956 by Turner and his peers [6]. As for 
electrical engineering, the first work was by Winslow [7]. He implemented domain 
discretization, trial functions, the Ritz formulation, and even the treatment of nonlinear 
problems, all of which are used in today’s finite element analysis. However, Winslow did 
not use the terminology “finite element method.” It was Silvester [8] and his colleagues 
who developed the method to new heights and brought it to the attention of the electrical 
engineering community. He and his colleagues applied the method to waveguides, 
electrical machines, antennas, and axisymmetric problems. 
Early finite element methods for electric machine problems used linear nodal 
elements with three degrees of freedom for each node. For example, the nodal FEM was 
applied to magnetostatic problems in [9] with nonlinear material. Dynamic problems 
were also treated by the nodal FEM in [10]. However, the traditional nodal FEM suffers 
from serious problems [11], namely the non-uniqueness of the result which causes 
ill-conditioning of the FEM matrix, the inconvenience of imposing boundary conditions 
at material interfaces, and the difficulty in treating conducting and dielectric edges and 
corners. The non-uniqueness can be eliminated by incorporating the Coulomb gauge in 
the magnetic vector potential formulation using a penalty term [12]-[14]. However, the 
accuracy at iron/air interfaces is deteriorated significantly due to the introduction of the 
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penalty term. Although the problem can be solved by introducing two sets of unknowns 
at the interfaces [11], the procedure of enforcing the boundary conditions is cumbersome. 
A breakthrough was made in the early 1980s by Nedelec [15] who brought the idea of 
edge elements or vector elements into the finite element method. Instead of assigning the 
degrees of freedom to the nodes, unknowns are associated with edges in edge elements. 
Therefore, tangential continuity is enforced automatically while the normal components 
are free to jump across an interface, which facilitates the treatment of material 
discontinuity and sharp edges and corners. However, incorporating the gauge condition 
becomes difficult for edge elements. Thus, as the frequency goes down, the condition 
number of the FEM matrix deteriorates and iteration counts for solving the linear system 
iteratively increase.  
 The objective of this research is to develop a numerical simulation tool based on the 
finite element method which is capable of efficiently analyzing electric machine 
problems. The next chapters are organized in the following way: Chapter 2 describes the 
FEM formulation of electric machine problems using both magnetic vector and electric 
scalar potentials. Chapter 3 mainly deals with the low-frequency breakdown problem. 
Chapter 4 compares the convergence of the linear solver in different situations. In 
Chapter 5, we use the Newton-Raphson method to model nonlinear materials and 
investigate several acceleration factors to improve the efficiency of the solver. Finally,  
conclusion is drawn in Chapter 6. 
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CHAPTER 2 
A-V FORMULATION AND FINITE 
ELEMENT IMPLEMENTATION 
2.1 A-V Formulation for Electric Machine Problems 
Based on the operating frequency, electric machine problems can be categorized into 
eddy current problems and magnetostatic problems. In this section, we derive the A-V 
formulation which is suitable for both of these problems. Here, we assume that only 
linear material is involved. Problems involving nonlinear material will be discussed in 
Chapter 5.  
We consider a typical electric machine problem described in Fig. 2.1. The 
computational domain is divided into two regions: conducting region cΩ , and 
non-conducting region 0Ω . The material property inside the computational domain can 
be described by permittivity ε , permeability µ , and conductivity σ , which vanishes 
in non-conducting region 0Ω . 
We start from Maxwell’s equations and constitutive relations: 
jω∇× = −E B                          (2.1) 
sjω σ∇× = + +H D J E                      (2.2) 
0∇ ⋅ =D                            (2.3) 
0∇ ⋅ =B                            (2.4) 
( ) 0σ∇ ⋅ =E                          (2.5) 
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ε=D E                            (2.6) 
µ=B H                            (2.7) 
where sJ  represents the impressed current and σE  represents the eddy current, which 
exists only in conducting region cΩ .  
We introduce the magnetic vector potential A  which satisfies 
= ∇×B A .                            (2.8) 
Substituting (2.8) into (2.1), we obtain 
( )jω∇× + =E A 0 .                       (2.9) 
Thus, we can further introduce the electric scalar potential V  to satisfy (2.9) 
j j Vω ω+ = − ∇E A .                      (2.10) 
The electric field intensity can then be expressed as 
j V jω ω= − ∇ −E A .                      (2.11) 
Substituting (2.8) and (2.11) into (2.2), we can obtain 
( )( )1 s j j V jσ ωε ω ωµ
 ∇× ∇× = + + − ∇ − 
 
A J A .         (2.12) 
Since electric machines usually operate at relatively low frequencies, we can omit the 
displacement current term jωεE . The effect of omitting the displacement current term 
will be discussed in Chapter 4. Furthermore, we introduce the reluctivity 
1
ν
µ
= . Then 
(2.12) reduces to 
( ) ( ) sj Vν ωσ∇× ∇× + + ∇ =A A J .               (2.13) 
In order to satisfy (2.5), we have 
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( )j Vω σ∇ ⋅ + ∇ =A 0 .                     (2.14) 
Equations (2.13) and (2.14) are the governing equations for eddy current problems. For 
magnetostatic problems, the governing equation reduces to 
( ) sν∇× ∇× =A J .                       (2.15) 
On the outer boundary BΓ  and HΓ  shown in Fig. 2.1, we have two types of 
boundary conditions 
ˆ 0n ⋅ =B  on BΓ                       (2.16) 
nˆ× =H 0  on HΓ .                     (2.17) 
Using the magnetic potential to satisfy these conditions, we obtain 
nˆ× =A 0  on BΓ                        (2.18) 
( )nˆ ν× ∇× =A 0  on HΓ .                   (2.19) 
We note that the magnetic vector potential A  is not uniquely defined by the equations 
above unless a certain gauge condition is enforced. 
 The boundary conditions for the electric scalar potential are 
0V =  on BΓ  and HΓ                     (2.20) 
( ) ( )ˆ ˆn n j Vσ ωσ⋅ = ⋅ − ∇ + =  E A 0  on 12Γ            (2.21) 
since the eddy current should only have a tangential component on the interface 12Γ .  
2.2 Finite Element Discretization 
 In order to solve the boundary-value problem described in the preceding section, we 
expand the potentials in terms of basis functions. To avoid the problems brought by nodal 
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(scalar) basis functions, we use vector basis functions jN  to expand the magnetic vector 
potential A . The electric scalar potential is expanded by scalar basis functions jN .  
1 1
A ADN N
D D
j j j j
j j
A A
= =
= +∑ ∑A N N                        (2.22) 
1 1
V VDN N
D D
j j j j
j j
V N V N V
= =
= +∑ ∑                        (2.23) 
where ADN  denotes the total number of degrees of freedom associated with A  
residing on BΓ  where the Dirichlet boundary condition is given, AN  denotes the total 
number of degrees of freedom associated with A  elsewhere, VDN  is the total number 
of unknowns associated with V  on BΓ  and HΓ , and VN  is the total number of 
unknowns associated with V  elsewhere.  
Using Galerkin’s method, we test (2.13) with vector basis functions iN  to obtain 
( ) ( )
0 0c c
i i sj V d dν ωσ
Ω ∪Ω Ω ∪Ω
⋅ ∇× ∇× + + ∇ Ω = ⋅ Ω  ∫∫∫ ∫∫∫N A A N J .     (2.24) 
By using the vector identity 
( ) ( )i i iν ν ν⋅∇× ∇× = ∇ ⋅ ∇× × + ∇× ⋅∇×  N A A N A N         (2.25) 
and Gauss’s theorem, (2.24) can be written as 
( ) ( )
( ) ( )
0
0
ˆ ˆ .
c
c B H
i i i
i s i i
j j Vd
d n d n d
ν ωσ ωσ
ν ν
Ω ∪Ω
Ω ∪Ω Γ Γ
∇× ⋅ ∇× + ⋅ + ⋅∇ Ω
= ⋅ Ω − ⋅ ∇× × Γ − ⋅ × ∇× Γ      
∫∫∫
∫∫∫ ∫∫ ∫∫
N A N A N
N J A N N A
  (2.26) 
Because of the property of basis functions, the tangential component of iN  will be zero 
on BΓ . Furthermore, ( )nˆ ν× ∇× =A 0  on HΓ  because of the boundary condition. 
Therefore, (2.26) becomes 
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( ) ( )
0 0c c
i i i i sj j Vd dν ωσ ωσ
Ω ∪Ω Ω ∪Ω
∇× ⋅ ∇× + ⋅ + ⋅∇ Ω = ⋅ Ω∫∫∫ ∫∫∫N A N A N N J .    (2.27) 
Using a similar procedure, we can obtain the weak-form of (2.14) as 
0
c
ij N j N Vdωσ ωσ
Ω
∇ ⋅ + ∇ ⋅∇ Ω =∫∫∫ A .                   (2.28) 
Substituting (2.22) and (2.23) into (2.27) and (2.28), we obtain 
( ) ( )
0
0 0
1
1
A
c
V
c c
N
j i j i j
j
N
j i j i s
j
A j d
V j N d d
ν ωσ
ωσ
= Ω ∪Ω
= Ω ∪Ω Ω ∪Ω
 
∇× ⋅ ∇× + ⋅ Ω 
  
 
+ ⋅∇ Ω = ⋅ Ω 
  
∑ ∫∫∫
∑ ∫∫∫ ∫∫∫
N N N N
N N J
             (2.29) 
0
1 1
0
VA
c c
NN
j i j j i j
j j
A j N d V j N N dωσ ωσ
= =Ω Ω ∪Ω
   
∇ ⋅ Ω + ∇ ⋅∇ Ω =   
      
∑ ∑∫∫∫ ∫∫∫N        (2.30) 
which can be written in a linear system form as 
0T
K C A J
C D V
     
=    
     
.                         (2.31) 
2.3 Higher-Order Elements 
 Instead of using linear interpolation basis functions, we can also construct 
higher-order basis functions to improve the accuracy of the finite element solution. 
Generally, there are two types of higher-order elements: interpolatory and hierarchical. 
We use the former in this research. A detailed discussion of interpolatory basis functions 
can be found in [11]. 
 First, we consider higher-order elements for scalar basis functions. We use 
tetrahedral elements for discretization. Let us consider a point P  inside a tetrahedral 
element. We use jV  to denote the volume of the tetrahedral formed by point P  and 
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any three of the four vertices. We use eV  to denote the volume of the entire tetrahedral 
element. Then we can define a function 
( , , )
je
j e
V
L x y z
V
=                           (2.32) 
which is known as the simplex coordinates, or volume coordinates. It is easy to show that 
( , , )ejL x y z  is actually the first-order scalar basis function. 
 In order to construct higher-order elements, the interpolation polynomial should be 
complete, which means it should have all possible terms. For order n , it should be 
0
( , , )e p q r
p q r n
V x y z x y z
≤ + + ≤
= ∑ .                   (2.33) 
The above polynomial has ( ) ( )( )1 1 2 3
6
m n n n= + + +  terms. Thus, we should have m  
basis functions and m  points within one element. We arrange the m  interpolation 
points in the following pattern to obtain basis functions of any order. We place one node 
at each of the four vertices, 1n −  nodes along each of the six edges, 2
1 3
1
2 2
n n− +  
nodes on each of the faces, and the rest inside the tetrahedral element.  
 Then, we give each interpolation node a label which consists of four integers 
1
eI nL= , 2
eJ nL= , 3
eK nL= , and 4
eL nL= . A second-order case is illustrated in Fig. 2.2. 
Then basis function of order n  can be expressed as [11] 
( ) ( ) ( ) ( )1 2 3 4e n e n e n e n ei I J K LN P L P L P L P L=                (2.34) 
where ( )nIP x  is defined as 
( ) ( )1 1
0 0
1
!
I I
n
I
i i
n x i
P x n x i
I p I
− −
= =
⋅ −
= = ⋅ −
−
∏ ∏  for 0I >           (2.35) 
and  
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( )0 1nP x =  for 0I = .                     (2.36) 
In this way, higher-order interpolatory basis functions are constructed.   
Next, let us consider higher-order elements for vector basis functions. The first-order 
basis functions have the form 
( )
1 2 1 2 2 1
e e e e e e e
i i i i i i i i iW l L L L L l= = ∇ − ∇N                  (2.37) 
where i  denotes the i th edge, 1i  and 2i  denote the two vertices of the i th edge, and 
e
il  denotes the length of the i th edge.  
 It is easy to show that basis functions constructed in this way only enforce tangential 
continuity, while they allow the normal components to jump freely across the element 
interface. Therefore, vector basis functions are convenient for dealing with material 
discontinuity. Also, since the unknowns are assigned on the edges, it is easy to model 
sharp edges and corners.  
 In order to construct higher-order vector basis functions, we still arrange the 
interpolation points in a Pascal format. A third-order case is illustrated in Fig. 2.3. Each 
interpolation node is given a label consisting of four integers i , j , k , and l . Then, 
vector basis functions of order p  can be written as 
1 2 1 2
3 4 1 2
2
2 2 2 2
1 2 3 4
( 2) ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )i i i i p p p pijkl ijkl i i i j k l i i
p
N L L P L P L P L P L Wα
γβ
+ + + ++
=
 
    (2.38) 
where ( )γ β  takes the value of i , j , k , or l  for ( )3 4i i =1, 2, 3, or 4. The so-called 
shifted Silvester polynomials 2ˆ ( )piP x
+  is defined as  
 12 
( ) ( )
1
2
1
1ˆ ( ) 2
1 !
i
p
i
j
P x p x j
i
−
+
=
= + −  
−
∏ .              (2.39) 
2.4 Isoparametric Elements 
 The tetrahedral elements introduced in the preceding section have straight edges. 
However, electric machines may have curved components, such as cylindrical conductors 
and annulus irons. In order to model curved surfaces accurately, we introduce 
isoparametric elements or curved elements, whose sides can be curved [11].  
 We consider a second-order curved element in the xyz -space illustrated in Fig. 2.4. 
Ten nodes are selected to model this second-order element. Four nodes are at the vertices 
and six nodes are at the middle of the edges. We map this curved element to a straight 
element in the ξηζ -space illustrated in Fig. 2.4 using the quadratic transformation.  
0, 0, 0
0 2
i j k
ijk
i j k
i j k
x a ξ η ζ
≥ ≥ ≥
≤ + + ≤
= ∑  
0, 0, 0
0 2
i j k
ijk
i j k
i j k
y b ξ η ζ
≥ ≥ ≥
≤ + + ≤
= ∑                       (2.40) 
0, 0, 0
0 2
i j k
ijk
i j k
i j k
z c ξ η ζ
≥ ≥ ≥
≤ + + ≤
= ∑ . 
Solving for all the coefficients ijka , ijkb , and ijkc  by enforcing (2.40) at the ten nodes 
described before, we can obtain the following expressions: 
( )
1
, ,
en
e
i i
i
x N xξ η ζ
=
=∑  
( )
1
, ,
en
e
i i
i
y N yξ η ζ
=
=∑                      (2.41) 
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( )
1
, ,
en
e
i i
i
z N zξ η ζ
=
=∑  
where en  takes ten in this case and ( ), ,eiN ξ η ζ  are defined as 
( )1 2 1eN ξ ξ= − , ( )2 2 1eN η η= − , ( )3 2 1eN ζ ζ= −  
( ) ( )4 2 1 1 1eN ξ η ζ ξ η ζ= − − − − − − −                         (2.42) 
( )5 4 1eN ξ η ζ ξ= − − − , ( )6 4 1eN ξ η ζ η= − − − ,    
( )7 4 1eN ξ η ζ ζ= − − −  
8 4
eN ξη= , 9 4eN ηζ= , 10 4eN ξζ= . 
The mapping defined above has a second-order accuracy for describing the geometry. 
Higher-order transformations can be obtained by selecting more nodes in the curved 
elements. If we number the nodes in a manner similar to Fig. 2.3, the interpolation 
functions will be given as 
( ) ( ) ( ) ( )1e n n n ni I J K LN P P P Pξ η ζ ξ η ζ= − − − .            (2.43) 
After we map the curved element into the ξηζ -plane, it is convenient to construct basis 
functions in terms of ξ , η , and ζ . Since we have the freedom to choose the 
coordinates of the straight element in the ξηζ -space, we can set the coordinates of node 
1, node 2, and node 3 to be (1,0,0), (0,1,0), and (0,0,1) respectively. Then it is easy to 
show that first-order basis functions, or simplex coordinates, can be expressed as 
1 ( , , )
eL ξ η ζ ξ= , 2 ( , , )eL ξ η ζ η= , 3( , , )eL ξ η ζ ζ= , 4 ( , , ) 1eL ξ η ζ ξ η ζ= − − − . (2.44) 
Higher-order basis functions can then be constructed by using (2.34) and (2.38).  
It should be noted that the order of basis functions does not have to be the same as 
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that of interpolation functions for geometrical transformation. If they are the same, the 
elements are called isoparametric. If not we will have either subparametric or 
superparametric elements.  
 After constructing basis functions, we need to evaluate the system matrix in (2.29) 
and (2.30), which involves partial derivatives in x , y , and z . However, our basis 
functions are now constructed in the ξηζ -space, so we need to use the chain rule as 
follows: 
e e e e
i i i iN N N Nx y z
x y zξ ξ ξ ξ
∂ ∂ ∂ ∂∂ ∂ ∂
= + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
                  (2.45) 
e e e e
i i i iN N N Nx y z
x y zη η η η
∂ ∂ ∂ ∂∂ ∂ ∂
= + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
                  (2.46) 
e e e e
i i i iN N N Nx y z
x y zζ ζ ζ ζ
∂ ∂ ∂ ∂∂ ∂ ∂
= + +
∂ ∂ ∂ ∂ ∂ ∂ ∂
.                  (2.47) 
Therefore, we have 
[ ] 1
ee
ii
e e
i i
ee
ii
NN
x
N N
J
y
NN
z
ξ
η
ζ
−
 ∂ ∂
   ∂∂   
 ∂ ∂   
=   ∂ ∂   
   ∂∂
   ∂∂    
                      (2.48) 
where [ ]J  is the Jacobian matrix defined as 
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x y z
x y z
x y z
ξ ξ ξ
η η η
ζ ζ ζ
 ∂ ∂ ∂
 ∂ ∂ ∂ 
 ∂ ∂ ∂
 ∂ ∂ ∂ 
 ∂ ∂ ∂
 ∂ ∂ ∂ 
.                        (2.49) 
The entries of the Jacobian matrix can be calculated from the derivatives of (2.43). If we 
assume that the simplex coordinates have the form of (2.44), the partial derivatives with 
respect to ξ , η , and ζ  in (2.48) can be expressed as 
( ) ( ) ( ) ( ) ( ) ( )1 1
e
n n n n n ni
J K I L I L
N
P P P P P Pη ζ ξ ξ η ζ ξ ξ η ζξ
∂  ′ ′= − − − − − − −
 ∂
 
( ) ( ) ( ) ( ) ( ) ( )1 1
e
n n n n n ni
I K J L J L
N
P P P P P Pξ ζ η ξ η ζ η ξ η ζ
η
∂  ′ ′= − − − − − − −
 ∂
   (2.50) 
( ) ( ) ( ) ( ) ( ) ( )1 1
e
n n n n n ni
I J K L K L
N
P P P P P Pξ η ζ ξ η ζ ζ ξ η ζζ
∂  ′ ′= − − − − − − −
 ∂
. 
Therefore, we can evaluate the element matrix in the ξηζ -space. For example, 
1 1 1
0 0 0
e
i j i jj N N d j J d d d
ξ ξ η
ωσ ωσ ξ η ζ− − −
Ω
∇ ⋅∇ Ω = ⋅∫∫∫ ∫ ∫ ∫ G G         (2.51) 
where [ ] 1 ( ) ( ) ( )( ) , ,
T
e e e
i j i j i j
i j
N N N
J ξ η ζ
−
 ∂ ∂ ∂ 
=  ∂ ∂ ∂  
G . Here we have used the well-known fact that 
dxdydz J d d dξ η ζ= .                        (2.52) 
The other element matrix can be evaluated in a similar manner.  
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2.5 Figures 
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Figure 2.1 Computational domain for typical electric machine problems. 
 
 
 
Figure 2.2 Interpolation points for second-order scalar basis functions. 
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Figure 2.3 Interpolation points for third-order vector basis functions. 
 
 
             
ξ
η
ζ
 
Figure 2.4 Transformation from a curved edge element to a straight edge element. 
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CHAPTER 3 
SOLVING THE LOW-FREQUENCY 
BREAKDOWN PROBLEM 
3.1 The Low-Frequency Breakdown Problem 
Electric machines usually operate in a low frequency band, ranging from 0 Hz to 1 
kHz. The finite-element procedure with edge elements may converge very slowly or even 
breakdown within this frequency band. The same situation may also happen when very 
small elements exist in the finite-element discretization, which is necessary for modeling 
airgaps or lamination regions. The low-frequency breakdown problem is actually due to 
the lack of a gauge condition in the governing equations 
( ) ( ) sj Vν ωσ∇× ∇× + + ∇ =A A J                  (3.1) 
( )j Vω σ∇ ⋅ + ∇ =A 0 .                      (3.2) 
In the above governing equations, only the curl of the magnetic vector potential is well 
defined. From Helmholtz’s theorem, the magnetic vector potential will be uniquely 
defined only when its divergence is also defined. The condition defining the divergence 
is usually called a gauge condition. The non-uniqueness of the magnetic vector potential 
can be explained as follows. Suppose 1A  and 1V  satisfy (3.1) and (3.2). Then another 
set of potentials 
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2 1 f= + ∇A A                          (3.3) 
2 1V V f= −                           (3.4) 
can also satisfy (3.1) and (3.2), where f  is an arbitrary scalar function. Thus, infinite 
number of solutions exist.  
 From a physical point of view, the electric field and the magnetic field are decoupled 
at low frequencies. At high frequencies, the displacement current will appear in the 
governing equations and it will be comparable to the first term in (3.1), which is usually 
called the curl-curl term. However, the curl-curl term will dominate at low frequencies. It 
is observed that the finite element discretization of the differential curl-curl operator with 
edge elements will result in a singular matrix. Its nullity equals to the number of the 
edges in the spanning tree of a finite element mesh [16].  
 Solutions which use scalar basis functions were proposed to solve the low-frequency 
breakdown problem [14],[17]. The Coulomb gauge is implicitly enforced by adding a 
penalty term in the governing equations as 
( ) ( ) ( ) sj Vν ν ωσ∇× ∇× − ∇ ∇ ⋅ + + ∇ =A A A J            (3.5) 
( )j Vω σ∇ ⋅ + ∇ =A 0 .                      (3.6) 
Using these governing equations, the uniqueness of the vector potential can be 
guaranteed. However, the accuracy is adversely affected when air-dielectric interfaces 
exist [17]. The accuracy can be improved by setting two sets of unknowns at the 
interfaces; thus, the normal component of the vector potential is allowed to jump across 
the interface. But this leads to an extremely cumbersome procedure. In this thesis, we use 
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edge elements to solve the low-frequency breakdown problem. 
 Generally, two approaches dominate in solving the low-frequency breakdown 
problem when edge elements are adopted. One solution is to solve the singular system 
directly. Another solution is to enforce the tree-cotree gauge. In the following sections, 
we will discuss these two methods and present some numerical results.  
3.2 Solving the Singular System Directly 
 As discussed before, the magnetic vector potential A  is uniquely defined only 
when a gauge condition is enforced. However, the final goal in electric machine 
simulations is usually to compute the magnetic flux density and the system energy, which 
are uniquely defined by Equations (3.1) and (3.2). This can be shown easily [11]. 
Although the magnetic vector potential A  is not unique, it can always be written as  
s f= + ∇A A                           (3.7) 
where sA  denotes the solenoidal part of A  and f  is an arbitrary scalar function. sA  
satisfies (3.1) and (3.2) as well as the gauge condition 0s∇ ⋅ =A . Therefore, when we 
take the curl of A  to compute the magnetic flux density B , we have 
s= ∇× = ∇×B A A                        (3.8) 
since 0f∇×∇ = . Therefore, the magnetic flux density B  is always uniquely defined 
by (3.1) and (3.2), even though A  is not uniquely defined.  
 We now consider the uniqueness of the energy, which can be expressed as  
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1
2
V
W dV= ⋅∫∫∫B H                       (3.9) 
or  
1
2
V
W dV= ⋅∫∫∫A J .                     (3.10) 
The uniqueness of W  in (3.9) is obvious since B  and H  are uniquely defined. For 
(3.10), we use (3.7) to obtain 
1 1
2 2
s
V V
W dV f dV= ⋅ + ∇ ⋅∫∫∫ ∫∫∫A J J .               (3.11) 
Applying the vector identity ( )f f f∇ ⋅ = ∇ ⋅ − ∇ ⋅J J J  and the fact that 0∇ ⋅ =J , (3.11) 
becomes 
( )1 1
2 2
s
V V
W dV f dV= ⋅ + ∇ ⋅∫∫∫ ∫∫∫A J J .              (3.12) 
Applying the divergence theorem to the second term in (3.12), we obtain 
1 1
ˆ
2 2
s
V S
W dV f ndS= ⋅ + ⋅∫∫∫ ∫∫A J J .               (3.13) 
Since the current can not have a normal component on the surface enclosing the current, 
we have 
1
2
s
V
W dV= ⋅∫∫∫A J                      (3.14) 
which means the energy is uniquely defined. 
 Since the magnetic flux density and the energy are shown to be uniquely defined by 
(3.1) and (3.2), the only problem left is whether we can solve the FEM linear system, 
which is not necessarily straightforward. When we use the finite element method to 
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discretize (3.1) and (3.2), the following linear system will be obtained: 
[ ]{ } { }M A S=                        (3.15) 
where n nM ×∈ , nA∈ , nS ∈ , and n  denotes the total number of unknowns. It is 
obvious that the above linear system has a solution only when the following condition is 
satisfied: 
( )S span M∈ .                       (3.16) 
Equation (3.16) is called the consistency condition. When ( )rank M n= , it is obvious 
that 
( ) nspan M =  .                      (3.17) 
Therefore, the consistency condition is automatically satisfied. However, when the 
coefficient matrix M  is singular, ( )rank M m n= <  and S  does not necessarily lie in 
the span of M . Therefore, it is necessary to modify the right-hand side (RHS), in order 
to guarantee the consistency condition. 
 The consistency condition is equivalent to the current density being exactly 
divergence free from a physical point of view. To explain this, we take the divergence of 
(3.1) to obtain 
( ) ( ) ( ) sj V j Vν ωσ ω σ∇ ⋅ ∇× ∇× + + ∇ = ∇ ⋅ + ∇ = ∇ ⋅  A A A J .     (3.18) 
Equation (3.18) is the same as (3.2), if the impressed current sJ  is divergence free: 
0s∇ ⋅ =J .                           (3.19) 
The impressed current is indeed divergence free in reality. However, the analytical 
representation of the impressed current density cannot guarantee the consistency, since 
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only the values of the current density on the Gaussian quadrature points are taken into 
account. Hence, after an initial rapid convergence, the iterative solver collapses at last.  
An exactly consistent system can be obtained if the current density is expressed as 
the curl of the current vector potential T  as 
s = ∇×J T                         (3.20) 
since, obviously, the RHS of (3.20) is divergence free [18]. For simple coil shapes, it is 
possible to find analytical expressions for T . For example, the following function 
ˆTz=T  is proposed in [19] for a cylindrical coil carrying a current density ˆs sJ θ=J , 
which is shown in Fig. 3.1:  
0
0
0
( )
( )
z s i
s
T J r r
J r r


= ⋅ −

⋅ −
    
0
0
when / 2 or
when / 2 and
when / 2 and .
i
i
z h r r
z h r r
z h r r r
> >
≤ ≤
≤ < ≤
      (3.21) 
The racetrack coil shown in Fig. 3.2 is also very common in electric machines, for which 
we can also derive analytical expressions of function T .  
3.3 Numerical Results for Solving the Singular System 
 In order to validate the scheme discussed in the preceding sections, we test several 
examples and present some numerical results. The examples include both magnetostatic 
and eddy current problems with multi-connected regions involved. The source is modeled 
by the current vector potential T . The linear system is solved by the generalized 
minimal residual (GMRES) method.  
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3.3.1 Shielded IEEJ Model 
 The first problem is a linear magnetostatic problem with a highly permeable iron 
core, which is proposed by the IEEJ [20]. The problem contains a rectangular iron core 
surrounded by a racetrack coil. The whole device is shielded by an iron box with high 
permeability. The geometry of the problem is illustrated in Fig. 3.3. Because of symmetry, 
only one eighth of the problem is analyzed. The second-order vector basis functions are 
adopted.  
 We use two differently sized meshes to validate the convergence of the method. The 
shortest edge in the coarser mesh is 5 mm, while the shortest edge in the denser mesh is 3 
mm. The magnetic flux density at different positions is shown in Fig. 3.4. Because of 
symmetry, only x  and z  components are shown. The results from two meshes match 
each other very well, which means convergence is achieved. Calculated results are also 
compared with measured results at three locations, where the magnetic field changes 
rapidly [20]. Table 3.1 shows that the FEM results match the measured results well. 
3.3.2 IEEJ Model in Free Space 
Next we consider the unbounded IEEJ model, which is also a magnetostatic problem. 
Because of symmetry, only one eighth of the problem is modeled. The second-order 
vector basis functions are adopted. The source current is still modeled by the current 
vector potential. Figure 3.5 shows good agreement between FEM results, BEM results 
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and measured results.  
3.3.3 TEAM Problem 21a-0 
Next, we consider an eddy current problem. Eddy current analysis is important 
because eddy currents may cause additional losses, which reduce the overall efficiency. 
The problem considered here is a benchmark problem called TEAM problem 21a-0, 
which comes from the TEAM-based Benchmark problem family [21]. In this problem, 
there are two exciting coils with the same specifications, with current flowing in opposite 
directions. The exciting currents are 3000 At, 50 Hz. There is a non-magnetic conducting 
plate which has a conductivity of 61.3889 10  S/m× . The configuration of the problem is 
shown in Fig. 3.6(a).  
The magnetic flux density at different locations is shown in Fig. 3.7. The FEM 
results with different orders are compared with the measured results and good agreement 
is achieved. We can see that higher-order elements do produce higher accuracy.  
3.3.4 TEAM Problem 21a-2 
TEAM problem 21a-2 is similar to TEAM problem 21a-0, except that there are two 
slits in the non-magnetic conducting plate. The geometry of the problem is shown in Fig. 
3.6(b). The multi-connected region may cause problems for some numerical schemes.  
The magnetic flux density at different locations is shown in Fig. 3.8. The FEM 
results with different orders are compared with the measured results. Good agreement is 
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achieved, which means our scheme can treat multi-connected regions without difficulty.  
3.4 Tree-Cotree Splitting 
Instead of solving the singular matrix directly, we can regularize the system by using 
a gauge condition. One common gauge condition is the Coulomb gauge condition 
0∇ ⋅ =A                          (3.22) 
which is utilized in the nodal finite element analysis as shown in (3.5). When edge finite 
elements are used, the Coulomb gauge is automatically satisfied within each element. 
However, the use of edge elements only guarantees the tangential continuity across each 
element interface, leaving the normal component free to jump. Therefore, the Coulomb 
gauge is difficult to enforce within the whole computational domain. 
Another possible way to achieve uniqueness is by enforcing the tree-cotree gauge 
[22]. It is known that the vector finite element discretization of the differential curl-curl 
operator results in a singular matrix. The nullity of the singular matrix equals the number 
of the tree edges in the finite element mesh [16]. Therefore, uniqueness can be achieved 
by eliminating the unknowns corresponding to the tree edges, which is called a 
tree-cotree splitting (TCS) procedure.   
We use the magnetostatic problem to illustrate the validity of tree-cotree splitting. 
For magnetostatic problems, the governing differential equation is 
( ) sν∇× ∇× =A J .                      (3.23) 
We assume that the magnetic vector potential is discretized by using the first-order 
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tetrahedral edge elements, which are also known as the Whitney edge elements 1W . Let 
us also assume that the mesh consists of n  nodes, e  edges, and f  facets. After FEM 
discretization, we will obtain a linear system 
[ ]{ } { }M A S=                          (3.24) 
where e eM ×∈ , eA∈ , and eS ∈ . The coefficient matrix M  can be written as 
[ ] [ ]Tloop loopM F N F   =                          (3.25) 
where f fN ×∈  and loop f eF ×∈ . Matrix N  is defined as 
,i j i jN dν
Ω
= ⋅ Ω∫∫∫ w w                       (3.26) 
where ( )i jw  denotes the Whitney facet elements 
2W . It is well known that matrix N  
is nonsingular, which means 
( )rank N f= .                          (3.27) 
Matrix loopF  is called the loop matrix in the Loop/Cutset analysis. It only depends on 
the topology of the mesh and is defined as 
,
1 if facet  includes edge 
0 otherwise.
loop
i j
i j
F
±
= 

          (3.28) 
The positive sign will be selected when facet i  has the same direction as edge j . The 
rank of matrix loopF  is  
( ) cotree1looprank F e n n= − + =                    (3.29) 
where cotreen  denotes the number of cotree edges. According to the above information, 
the rank of matrix M  can be determined as follows: 
( ) ( ) ( )loop looprank M rank NF rank F≤ ≤ .              (3.30) 
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At the same time, 
( ) ( )
( ) ( )
1
.
loopT loop
loopT loop loop
rank M rank F N NF
rank F F rank F
−≥
= =
              (3.31) 
Therefore, we obtain 
( ) ( ) cotree1looprank M rank F e n n= = − + = .              (3.32) 
Based on the above derivation, the system matrix M  can be regularized by eliminating 
the unknowns corresponding to the tree edges, which is known as a tree-cotree gauge. In 
this way, the redundant linear equations can be eliminated and uniqueness is achieved.  
 To apply the tree-cotree gauge to the finite element method, the first step is to find a 
minimum spanning tree on a given mesh, which has been well studied in network theory. 
As defined in network theory, the minimum spanning tree should connect every node, but 
should not form a loop. The edges included in a tree are called tree edges, while the 
remaining edges are called cotree edges. Since the degrees of freedom corresponding to 
the tree edges are set to be zero, these edges are actually treated as PEC edges 
nˆ× =A 0 .                       (3.33) 
We should note that when PEC boundaries exist in the problem, all of the nodes on PEC 
boundaries are identified as the same node and used as the reference node in the 
tree-cotree splitting algorithm. For a mesh without PEC boundaries, any node in the mesh 
can be chosen as a root. To maximize the performance of the TCS algorithm, the root 
should be chosen on the outermost boundary and those on the corners should be avoided 
[23]. 
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 An algorithm for finding the tree edges is presented as follows [23]. We first define 
several parameters and arrays which are used in the tree-cotree splitting algorithm: 
(1) n : The total number of nodes. 
(2) Dirich( i ): An array storing all the PEC nodes. 
(3) BoNode( i ): True, if node i  resides on a PEC boundary. False, if not. 
(4) ( )F i : True, if node i  has been connected by the tree. False, if not. 
(5) Neighbor( i ): An array storing all the nodes connected to the node i . 
(6) Tree: An 2N ×  array storing the two end nodes of each tree edge.  
(7) ,  ,  ,  ,  ,  istart end temp i j N : Auxiliary parameters. 
The TCS algorithm can be written as: 
1. 1,  1start end n= = +  
2. while ( start end≤ ), do 3-11 
3. ( )Dirichtemp start=  
4. For 1i =  to number of entries in Neighbor( temp ), do 5-10 
5. iN j= th entry in Neighbor( temp ), 
6. If BoNode( iN ) is false and F( iN ) is false, do 7-10 
7. F( iN )=True 
8. Add iN  to Dirich 
9. Add [ temp , iN ] to Tree 
10. 1end end= +  
11. 1start start= +  
 30 
A sample result of applying the preceding TCS scheme is shown in Fig. 3.9. The 
entire outer boundary is a PEC boundary. The tree edges are highlighted by the thick 
lines. It is worth mentioning that the number of tree edges always equals the number of 
free nodes, which is observed in Fig. 3.9. 
3.5 Numerical Results for Applying Tree-Cotree Splitting 
In order to validate the TCS scheme, some problems considered in preceding 
sections are recalculated by applying the TCS procedure discussed above. The linear 
equation is also solved by using the generalized minimal residual (GMRES) method.  
3.5.1 TEAM Problem 21a-0 and 21a-2 
TEAM problem 21a-0 and 21a-2 are recalculated by enforcing the tree-cotree gauge. 
The results obtained with and without TCS are compared with each other. Figure 3.10 
shows the results for TEAM problem 21a-0 and Figure 3.11 shows the results for TEAM 
problem 21a-2. The measured results are also shown for comparison. We can see that 
results with or without TCS agree with each other very well, which means TCS does not 
introduce additional errors.  
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3.6 Figures and Table 
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Figure 3.1 Cylindrical coil having an inner radius ir , outer radius or , and height h . 
 
 
(a) 
 
(b) 
Figure 3.2 Racetrack coil: (a) top view (b) side view. 
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( )1000rµ =
 
(a) 
 
( )1000rµ =
25
50
 
(b) 
Figure 3.3 Shielded IEEJ model (unit: mm): (a) side view, (b) top view. 
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(b) 
Figure 3.4 The magnetic flux density distribution in the shielded IEEJ model: (a) x  
component, (b) z  component. 
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 (b) 
Figure 3.5 The magnetic flux density distribution in the IEEJ model in free space: (a) 
z = 110 mm, y = 6.25 mm and (b) z = 110 mm, y = 45 mm. 
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(a) 
 
 
(b) 
Figure 3.6 TEAM-based benchmark family: (a) Problem 21a-0 and (b) Problem 21a-2. 
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(b) 
Figure 3.7 The magnetic flux density distribution of Problem 21a-0 computed by solving 
the singular system: (a) x = 5.67 mm, y = 0.00 mm and (b) x = -5.67 mm, y = 0.00 
mm. 
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(b) 
Figure 3.8 The magnetic flux density distribution of Problem 21a-2 computed by solving 
the singular system: (a) x = 5.67 mm, y = 0.00 mm and (b) x = -5.67 mm, y = 0.00 
mm. 
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(a) 
 
(b) 
Figure 3.9 (a) A typical 2D triangular mesh. (b) Tree-cotree splitting of the triangular 
mesh. Thick edges denote the tree edges and light edges denote the cotree edges.  
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(b) 
Figure 3.10 Comparison of the magnetic flux density distribution of Problem 21a-0 with 
or without TCS: (a) x = 5.67 mm, y = 0.00 mm and (b) x = -5.67 mm, y = 0.00 mm. 
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(b) 
Figure 3.11 Comparison of the magnetic flux density of Problem 21a-2 with or without 
TCS: (a) x = 5.67 mm, y = 0.00 mm and (b) x = -5.67 mm, y = 0.00 mm. 
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Table 3.1 Comparison of calculated results with measured results at different positions of 
the shielded IEEJ model. 
Coordinates/mm Flux density/G 
x  y  z  Calculated Measured 
Error(%) 
0 0 110 253.8 240.0 5.8 
40 0 110 311.2 298.1 4.4 
40 40 110 365.5 355.0 3.0 
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CHAPTER 4 
ITERATIVE CONVERGENCE OF THE 
LINEAR SYSTEM 
4.1 Introduction 
 Finite element analysis (FEA) usually leads to a linear system of equations which 
has a large number of unknowns. There are generally two types of methods used to solve 
the linear system. One type is called direct solvers, which are based on LU 
decomposition. Although a FEA linear matrix is highly sparse, which substantially 
reduces computational time of a direct solver, when the number of unknowns becomes 
extremely large for large-scale analysis, the use of direct solvers is prohibitively 
expensive. Another type is called iterative solvers, which attempt to solve the original 
linear system by finding a successive approximation to the solution from an initial guess. 
Within each iteration, the major portion of the computation time is consumed by the 
calculation of matrix-vector products (MVPs) which can be made very fast, especially for 
sparse matrices. The performance of an iterative solver depends highly on the total 
number of iterations. In this section, several factors which can affect the convergence of 
an iterative solver are discussed and the best scheme is recommended. 
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4.2 Krylov Subspace Method and GMRES 
 For a given linear system 
[ ] { } { }
1 1m mm m
A x b
× ××
=                      (4.1) 
the Krylov subspace method generates an approximate solution nx  in the n th iteration 
as 
0n nx x p∈ +                           (4.2) 
where 0x  is the initial guess and  
( )2 1span , , , , nn np K b Ab A b A b−∈ =                 (4.3) 
where nK  is called the Krylov subspace. Therefore, the final approximate solution can 
be written as  
0
1
N
n n
n
x x pα
=
= +∑                         (4.4) 
where N  denotes the total number of iterations. If we treat ( )1 1, , , Np p p  as a basis, 
the final solution is actually expanded by the initial guess and ( )1 1, , , Np p p . Most 
Krylov subspace methods, such as conjugate gradient methods, will arrive at the exact 
solution if N  equals the dimension of the problem .m  However, if the coefficients 
( )1 2, , Nα α α  can be selected properly, the approximate solution x  can be very close 
to the exact solution for even a small number of iterations. In order to determine the 
coefficients ( )1 2, , Nα α α , many algorithms have been proposed. One of these methods 
is the GMRES method. 
 The GMRES method generates a series of orthogonal vectors that minimize the 
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residual norm in a least squares manner. Thus, the method leads to the smallest residual 
for a fixed number of iterations. Since the vectors ( )2 1, , , , nb Ab A b A b−  are almost 
linearly dependent, we need to find another basis for the Krylov subspace. This can be 
done by using traditional Gram-Schmidt methods or more advanced QR factorization 
methods. Thus, a set of orthogonal vectors ( )1 2, , , nq q q  can be found and the vector 
n nx K∈  can be written as  
1
n
n k k
k
x y q
=
=∑ .                        (4.5) 
If written in a matrix-vector multiplication form, it becomes 
n n nx Q y=                          (4.6) 
where nQ  is formed by the column vectors ( )1 2, , , nq q q . From the orthogonalization 
process, a Heisenberg matrix [ ]( ) ( )1n n nH + ×  is also formed. Since nQ  is orthogonal, we 
can write the residual of the n th iteration as 
n n nAx b H y r− = −                      (4.7) 
where r  is a column vector which only relies on the initial residual 
0
0
i
Ax b
r
 −
= 

     
 1
2,3, , 1.
if i
i n
=
= +
                (4.8) 
Thus, nx  can be found by finding the vector ny  that minimizes the right-hand side of 
(4.7). Now the problem is reduced to a linear least squares problem which can be solved 
using the QR decomposition method.  
 Although the GMRES method has a good convergence performance, it requires 
storing the entire sequence of vectors and the memory requirement increases 
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tremendously as the number of iterations increases. Therefore, the method is usually 
restarted after several iterations.  
4.3 Krylov Subspace Method with Preconditioners 
 A Krylov subspace method is usually combined with a preconditioner to reduce the 
total number of iterations. A preconditioner P  is a matrix, which has properties very 
similar to those of the original system matrix A  but is easier to obtain. Then, instead of 
solving the original linear system (4.1), we solve 
1 1P Ax P b− −= .                           (4.9) 
This technique is called preconditioning. Since 1P A−  usually has a smaller condition 
number than A , the total number of iterations can be reduced. In the extreme case, if we 
use P A= , the iterative solver will converge in one iteration. However, nothing is 
achieved here since the inverse of P  will be very expensive. Therefore, our objective is 
to find a preconditioner which is easy to be adopted in the original Krylov subspace 
method and also reduces the total number of iterations.  
 Among all the preconditioners, the diagonal preconditioner, which is also known as 
the Jacobi preconditioner, is the simplest. Matrix P  is a diagonal matrix whose diagonal 
entries are the same as those of the original matrix. This preconditioner takes minimal 
memory and time to generate, but it does bring improvements to the convergence of an 
iterative solver. Therefore, a Krylov subspace method should always be combined with 
the Jacobi preconditioner if no other better preconditioners are available.  
 46 
 Another preconditioner is called the incomplete LU (ILU) preconditioner, which is 
widely adopted as an effective preconditioner for solving a sparse linear system. The two 
preconditioner matrices L  and U , produced by ILU decomposition, can mimic the 
lower and upper matrices from the ordinary LU decomposition, but can also maintain the 
original sparsity. In this way, both the memory requirement and the computational time 
are reduced. There are two types of ILU algorithms: threshold based and level based. In 
this thesis, we will adopt the later one which is often referred as the ( )ILU k  method.  
 In the ( )ILU k  method, we conduct the classical LU decomposition except that 
each possible fill-in entry is assigned a level. If the level is greater than k , the entry will 
be discarded. The level is determined in a following manner. First, all the nonzero entries 
in the matrix A  will be assigned a level zero. Then, a possible fill-in entry ,i ja  is 
assigned a level based on the levels of its two causative entries. If a fill-in entry is 
resulted from several pairs of existing entries, the level is then determined by the 
following expression: 
( ) ( ) ( )( ) ( ), , ,min 1 1 min ,i j i k k jlevel a level a level a k i j= + + ≤ <      (4.10) 
where ,i ka  and ,k ja  are possible causative entries for ,i ja . The ( )ILU k  method can 
then be implemented based on the above algorithm. 
 When the low-frequency breakdown problem is handled by solving the singular 
system, it is nearly impossible to use the ( )ILU k  preconditioner directly. For this, an 
acceleration factor has been proposed to apply the ( )ILU k  preconditioner to a singular 
system [24]. The main idea is to shift the original matrix and generate the preconditioner 
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from the shifted matrix. The performances of the Jacobi preconditioner and the ( )ILU k  
preconditioner will be compared in Section 4.4.   
4.4 A-Formulation and E-Formulation 
 When we derive the governing equations, both magnetic vector and electric scalar 
potentials are used. However, there are other possible formulations available, such as the 
A-formulation and the E-formulation. Here we introduce these two formulations and 
their performances will be compared with that of the A-V formulation.  
 The A-formulation can be derived from the A-V formulation very easily. For the A-V 
formulation, we have two governing equations: 
( ) ( ) sj Vν ωσ∇× ∇× + + ∇ =A A J                  (4.11) 
( )j Vω σ∇ ⋅ + ∇ =A 0 .                      (4.12) 
If we define a new variable A  which satisfies 
V= + ∇A A                           (4.13) 
Equation (4.11) will become 
( ) sjν ωσ∇× ∇× + =A A J  .                     (4.14) 
Equation (4.12) will reduce to the Coulomb gauge if the conductivity is a constant within 
each element. The Coulomb gauge is implicitly enforced if we use vector basis functions. 
Therefore, the governing equation for the A-formulation is  
( ) sjν ωσ∇× ∇× + =A A J .                   (4.15) 
 Note that the electric scalar potential is eliminated in the A-formulation, which helps 
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to reduce the number of total DOFs. This is often referred to as an advantage of the 
A-formulation. However, as will be shown later, the total computational time for solving 
the linear system produced by this scheme is not necessarily reduced.  
 Compared with the A-formulation and the A-V formulation, the E-formulation uses 
the electric field instead of the potentials as the working variable. If the displacement 
current is omitted, the governing equation for the E-formulation can be derived from (2.1) 
and (2.2) as 
( ) sj jν ωσ ω∇× ∇× + = −E E J .                 (4.16) 
The electric field E  will then be expanded by two sets of basis functions, pure gradient 
basis functions and “rotational-like” basis functions 
1 1
n vN N
n v
i i i i
i i
N E E
= =
= ∇ +∑ ∑E N                    (4.17) 
in order to account for the decoupling of the electric field and the magnetic field at low 
frequencies [25].  
 For all three formulations, TCS can be performed in the same manner. The tree edges 
are searched within the whole computational domain. The performances of these three 
formulations will be compared in Section 4.4.  
4.5 Convergence Discussion 
 The convergence of an iterative solver can be affected by many factors, such as 
different preconditioners, different formulations, different treatments of the 
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low-frequency breakdown problem, and whether to include the displacement current term. 
In this section, these factors will be discussed and compared. We take the TEAM problem 
21a-0 as an example to discuss the influences of these factors on the convergence of the 
iterative solution of the linear system. We employ the GMRES method as the solver and 
set the restart number to 20.  
 First, we consider the influences of different preconditioners. Figure 4.1 shows the 
convergence histories by using either the ILU preconditioner or the Jacobi preconditioner. 
The fill-in level of the ILU decomposition is set to one. We use two meshes for 
comparison. Figure 4.1(a) shows the convergence history of the coarser mesh which has 
63,893 elements and 69,284 DOFs. Figure 4.1(b) shows the convergence history of the 
denser mesh which has 111,741 elements and 121,846 DOFs. It is clear that the ILU 
preconditioner provides better convergence. 
 Note that the ILU preconditioner is more expensive than the Jacobi preconditioner, 
which means that we need more computational time to generate the ILU preconditioner. 
In order to conduct a thorough comparison, we recorded the detailed computational time 
for both preconditioners. From Table 4.1 we can see that the ILU preconditioner is still 
more efficient than the Jacobi preconditioner in terms of the total computational time. 
Therefore, it is recommended to adopt the ILU preconditioner in the finite element 
algorithm for electric machine problems.  
 Next we compare the effects of different formulations, different treatments of the 
low-frequency breakdown problem, and the incorporation of the displacement currents. 
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The GMRES method combined with the ILU preconditioner is used to solve the linear 
system. We consider three commonly used formulations: the A-V formulation, the 
A-formulation and the E-formulation. For solving the low-frequency breakdown problem, 
we can either conduct the TCS or solve the singular system directly. We will also show 
the effects of using the shifted matrix to generate the preconditioner.  
 Table 4.2 shows the validity of the results and the total number of iterations for 
different situations. First, we note that the incorporation of the displacement current does 
not affect the results, because the operating frequency is 50 Hz such that the 
displacement current is very small compared with the impressed current and the eddy 
current. Furthermore, for all three formulations, if neither the TCS nor the shifted matrix 
scheme is used, we cannot obtain a converged result, because of the singularity of the 
system matrix.  
Next we focus on the performances of three different formulations. The TCS scheme 
combined with the A-formulation cannot produce a correct result. If we solve the singular 
system directly and use the shifted matrix scheme, a correct result can be obtained but the 
convergence is not satisfactory. For the A-V formulation, using the TCS scheme or 
solving the singular system directly can both produce a correct result. However, the 
convergence of using the TCS is always worse than that of solving the singular system 
directly, no matter whether the shifted matrix is used. We can observe the same situation 
for the E-formulation. 
 From the above comparison, we can draw several conclusions here. First, in order to 
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produce a correct result, the A-formulation should not be used together with the TCS. 
Although the A-formulation has fewer DOFs, the bad convergence makes it less 
favorable for eddy current problems. Second, for the A-V formulation and the 
E-formulation, using the TCS will adversely affect the convergence. Although the TCS 
helps to reduce the total number of DOFs, the bad convergence usually makes it slower 
than solving the singular matrix directly. Third, solving the singular system either directly 
or using the ILU preconditioner generated from the shifted matrix will produce a good 
convergence. Fourth, the A-V formulation and the E-formulation usually have similar 
convergence. Considering that the E-formulation has more DOFs, it is better to use the 
A-V formulation. 
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4.6 Figure and Tables 
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(b) 
Figure 4.1 Comparison of iterative solver convergence histories using the ILU 
preconditioner or Jacobi preconditioner: (a) coarser mesh (total elements are 63,893) and 
(b) denser mesh (total elements are 111,741). 
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Table 4.1 Computational time comparison with ILU preconditioner or Jacobi 
preconditioner. 
Time (s) 
Generating 
preconditioner 
Iteration counts Total time 
Coarser mesh with ILU 4.1 14.9 19.0 
Coarser mesh with Jacobi <0.001 23.3 23.3 
Denser mesh with ILU 7.2 38.6 45.8 
Denser mesh with Jacobi <0.001 77.9 77.9 
 
 
Table 4.2 Convergence comparison for different formulations, with or without 
displacement current, with or without TCS, and with or without shifted matrix. 
Formulation 
Displacement 
Current 
TCS 
Shifted 
Matrix 
Result 
Number of 
iterations 
Yes No Yes OK 173 
Yes Yes No Wrong -------- 
Yes Yes Yes Wrong -------- 
A 
Yes No No -------- -------- 
Yes No Yes OK 35 
Yes Yes No OK 136 
Yes Yes Yes OK 363 
A-V 
Yes No No -------- -------- 
Yes No Yes OK 35 
Yes Yes No OK 151 
Yes Yes Yes OK 364 
E 
Yes No No -------- -------- 
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CHAPTER 5 
MODELING OF NONLINEAR MATERIAL 
5.1 Introduction 
 All the preceding problems involve only linear materials, which have constant 
permittivity, permeability, and conductivity. However, it is often necessary to deal with 
nonlinear problems in electric machine simulations because of the existence of 
ferromagnetic materials. In such a case, the relation between the magnitude of the 
magnetic flux density ( B ) and the magnitude of the magnetic field intensity (H ) is 
nonlinear and the magnetic permeability is a function of the local magnetic fields which 
are unknown. A typical B-H curve for steel is shown in Fig. 5.1. 
The exact B-H relation involves a hysteresis loop. However, it is appropriate to use a 
single curve, which is called the normal magnetization curve, to represent the loop, since 
soft magnetic materials, such as steel, usually have a narrow hysteresis loop.  
In order to model nonlinear materials, we need to use iterative methods to 
successively update the permeability (or the fields) within each element. In this thesis, we 
adopt the Newton-Raphson method [26], one of the most commonly used iterative 
solvers. Here we give a brief review of the multi-dimensional Newton-Raphson method. 
Let us consider a nonlinear system of equations 
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( )
( )
( )
( )
1
2
0
n
F
F
F
 
 
 
= =
 
 
  
x
x
F x
x

                           (5.1) 
where [ ]1 2, , T nnx x x= ∈x    and n∈F  . There are n  nonlinear equations with n  
unknowns. The objective is to find the root x . Suppose we have an estimated solution 
x . The difference between x  and x  will be 
∆ = −x x x                               (5.2) 
where [ ]1 2 1, , T nx x x∆ = ∆ ∆ ∆ ∈x   . By using (5.2), we can obtain the relation 
( )
( )
( )
( )
1
2
0
n
F
F
F
+ ∆ 
 
+ ∆ + ∆ = =
 
 
+ ∆  
x x
x x
F x x
x x





.                    (5.3) 
Then we expand ( )+ ∆F x x  into a Taylor series at x  to obtain 
( ) ( )
( )
( )2
1 1
=0    1,2,...,
n n
i
i i j j
j jj
F
F F x O x i n
x
= =
∂
+ ∆ = + ∆ + ∆ =
∂∑ ∑
x
x x x

  .     (5.4) 
If we omit the last term, we have 
[ ] { } ( ){ }
1 1nn n n
J
×× ×
∆ = −x F x                    (5.5) 
where [ ]J  is the so-called Jacobian matrix given by 
[ ]
( ) ( ) ( )
( ) ( )
( ) ( )
1 1 1
1 2
2 2
1 2
1
n
n n
n
F F F
x x x
F F
x xJ
F F
x x
 ∂ ∂ ∂
 ∂ ∂ ∂ 
 ∂ ∂ 
 ∂ ∂=
 
 
 
∂ ∂ 
 ∂ ∂  
x x x
x x
x x
  
 
 

 
   
 
.                (5.6) 
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From the above derivation, we see that + ∆x x  will move closer to the real solution x . 
Therefore, we can use an iterative process to find an estimated root of (5.1). Starting from 
an initial guess 0x , we calculate ∆x  at each iteration step by using (5.5) and update the 
solution 
1k k+
= + ∆x x x                          (5.7) 
until 
ε∆ ≤x                           (5.8) 
where ε  is the tolerance set by the user. It has been proven that the Newton-Raphson 
method has a quadratic convergence if it converges.  
 In this chapter, the Newton-Raphson method will be applied to solve the nonlinear 
magnetostatic problems. First, we model the characteristic relation using cubic splines. 
Then we describe the formulation of the Newton-Raphson method. Next, we implement 
the relaxation technique to guarantee the global convergence of the Newton-Raphson 
method. At last, we present some numerical results.  
5.2 Cubic Splines 
 For nonlinear materials, the relationship between B  and H  is defined by the 
normal magnetization curve or the B-H curve. Usually, the measured B-H relation is 
available at discrete points. How to interpolate the discrete points to obtain a continuous 
B-H relation is critical for an electric machine simulation. Cubic splines are commonly 
used to model the B-H curve, since its first and second derivatives are continuous. The 
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method will be briefly reviewed here [26].  
 A cubic polynomial has a form 
( ) 2 31 2 3 4p x a a x a x a x= + + + .                   (5.9) 
Let us suppose that this function spans the closed interval [0,1]. The coefficients 1 4a a∼  
can be determined by the expression 
( )
( )
( )
( )
1
2
3
4
01 0 0 0
00 1 0 0
11 1 1 1
10 1 2 3
pa
pa
pa
pa
   
   
′     =   
     
     ′     
.                     (5.10) 
Substituting 1 4a a∼  into (5.9), we obtain 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
3
2
2 0 2 1 0 1
        3 0 3 1 2 0 1
        0 0 .
p x p p p p x
p p p p x
p x p
′ ′= − + +  
′ ′+ − + − −  
′+ +
              (5.11) 
For a general segment [ ]0 1,B B , we need to make the following substitution: 
0B Bx
L
−
=                            (5.12) 
where 1 0L B B= − .  
 Suppose that we have 1n +  data points ( )0 0,B H , ( )1 1,B H , …, ( ),n nB H . There 
will be n  segments, each of which has a length of iL . In order to find the first 
derivative of our interpolation function at those 1n +  data points, we set the first and 
second derivatives of two adjacent functions to be continuous to obtain 
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2 2 2 2
1 1
1 12 2 2 2
1 1
1 1
1 1 1 1
2
1 1 1 1
3     1, 2,... 1.
i i i i
i i i
i i i i
ii iB B B B B B
H H H
L B L L B L B
H H H i n
L L L L
+ +
− +
+ +
− += = =
 ∂ ∂ ∂
+ + + = ∂ ∂ ∂ 
  
−
+ − + = −  
  
       (5.13) 
We also need to let the second derivatives of the interpolation function at ( )0 0,B H  and 
( ),n nB H  vanish to obtain 
0 1
1
0 1
1
2 3 3
2 3 3 .n n
nn
B B B B
B B B B
H H
H H
B B
H H
H H
B B
−
−
= =
= =
∂ ∂
+ = − +
∂ ∂
∂ ∂
+ = − +
∂ ∂
             (5.14) 
Consequently, 1n +  independent linear equations have been formed and /
iB B
H B
=
∂ ∂  
can be determined.  
5.3 Formulation of the Newton-Raphson Method 
 First, we divide our computational domain Ω  into the linear region oΩ  and the 
nonlinear region mΩ . Within the linear region, B  and H  have the relation 
optν=H B                          (5.15) 
where optν  denotes the reluctivity of the material. Within the nonlinear region, we 
separate the magnetic field into a linear part and a nonlinear part as 
optν= +H B R                        (5.16) 
where R  is called the polarization term. By using the magnetic vector potential, we 
obtain the governing equations as 
( )optν∇× ∇× =A J  in oΩ                      (5.17) 
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( )optν∇× ∇× + ∇× =A R J  in mΩ .                 (5.18) 
Since R  is a function of B , it is also a function of A . We use a Taylor series to 
linearize R  as 
( ) ( ) ( )d optν ν+ ∆ ≈ + − ∇× ∆R A A R A A              (5.19) 
where dν  is defined as 
d
H
B
ν
∂
=
∂
.                           (5.20) 
By substituting (5.19) into (5.17) and (5.18) and using Galerkin’s method, we can obtain 
the weak-form of the governing equations as 
( ) ( ) ( ) ( )
( ) ( ) ( ) .
o m
o m m o m
opt i d i
opt i i i
d d
d d d
ν ν
ν
Ω Ω
Ω ∪Ω Ω Ω ∪Ω
∇× ⋅ ∇× ∆ Ω + ∇× ⋅ ∇× ∆ Ω =
− ∇× ⋅ ∇× Ω − ∇× ⋅ Ω + ⋅ Ω
∫∫∫ ∫∫∫
∫∫∫ ∫∫∫ ∫∫∫
N A N A
N A N R N J
   (5.21) 
We can still use vector basis functions to expand A  and ∆A . Then the 
Newton-Raphson iteration process can be summarized as follows: 
 1. Start with an initial guess 0=A A , where 0A  is usually set to be zero. 
 2. Calculate R  by using (2.8) and (5.16) and construct the RHS. 
 3. Calculate dν  by using (5.20) and construct the system matrix. 
 4. Solve the linear system to obtain ∆A . 
 5. If A ε∆ <

, stop the iteration process. Otherwise, continue. 
 6. Update A  by 1k k+ = + ∆A A A . 
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5.4 Determination of Relaxation Factor 
 It is known that the convergence of the Newton-Raphson iteration will be quadratic 
if the initial guess is within a sufficiently close region of the exact solution. However, if 
the initial guess is far away from the exact solution, the method may not converge. An 
example is the arctangent function 
( )1tan 0x− = .                           (5.22) 
Suppose 0x  is the initial guess. If 0x  is too large, the Newton-Raphson iteration will 
collapse. The stable region is roughly [ ]1.392, 1.392− + .  
 However, a nonlinear magnetostatic analysis usually takes 0=A  as an initial guess, 
which is sometimes beyond the stable region of the problem. Therefore, the relaxation 
technique is often adopted to guarantee global convergence [27],[28]. For the 
Newton-Raphson method with the relaxation technique, the magnetic vector potential is 
updated using 
1k k kα+ = + ⋅∆A A A                       (5.23) 
where α  is called the relaxation factor which is usually a positive real number. The 
relaxation factor can be either greater or smaller than one. It is observed that the 
convergence of the Newton-Raphson iteration relies greatly on the choice of the 
relaxation factor [27],[28]. Therefore, we will discuss the determination of the relaxation 
factor in this section.  
 Since the magnetic vector potential is governed by (5.17) and (5.18), the converged 
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results should satisfy those equations. Therefore, Galerkin’s residual defined as 
( ) ( )
( )
( ) ( )
( ) ( )
o m
m o m
k k
i opt i
k
i i
G dV
dV dV
ν
Ω ∪Ω
Ω Ω ∪Ω
= ∇× ⋅ ∇×
+ ∇× ⋅ − ∇× ⋅
∫∫∫
∫∫∫ ∫∫∫
N A
N R N T
         (5.24) 
should approach zero. The relaxation factor can then be determined as the one that 
minimizes the objective function 
 { }2( ) ( )k ki
i
W G=∑ .                      (5.25) 
 Many types of methods are available to determine the relaxation factor α . In this 
research, we adopt the algorithm proposed in [28]. Starting with 1α = , the relaxation 
factor is divided by two until the following condition is satisfied: 
( ) ( 1)k kW W −< .                         (5.26) 
This scheme consumes less computational time to compute the objective function while 
maintaining good convergence, which will be shown in Section 5.5. 
5.5 Numerical Results 
 We use the TEAM problem 10 as an example to validate our algorithm. The 
geometry of the problem is shown in Fig 5.2. Steel plates are placed around a racetrack 
coil. First-order basis functions are used and the total number of unknowns is 27,916. 
The magnitude of the magnetic flux density is shown in Fig 5.3. We present the results 
from the fourth, fifth and sixth Newton-Raphson iterations to show the convergence. We 
can see that the converged result matches the reference result well.  
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5.6 Figures 
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Figure 5.1 Normal magnetization curve of steel. 
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(a)                                      (b) 
Figure 5.2 Geometry of TEAM problem 10: (a) side view, (b) top view. 
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Figure 5.3 Magnitdue of the magnetic flux density at different places in TEAM problem 
10. 
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CHAPTER 6 
CONCLUSION 
 This thesis describes a numerical tool that is capable of analyzing electric machine 
problems, including both magnetostatic and eddy current problems. The finite element 
method is adopted to handle multiple material properties and complex geometry of 
electric machines. Vector finite elements are utilized to handle sharp edges and corners. 
The accuracy and efficiency of the algorithm have been demonstrated through numerous 
numerical examples in Chapters 3-5.  
 In Chapter 2, we discuss the derivation of the A-V formulation and the finite element 
implementation, including the use of higher-order elements and isoparametric elements. 
In Chapter 3, we propose two approaches to solve the low-frequency breakdown problem. 
The first approach is to solve the singular system directly with the aid of the electric 
vector potential T . The second approach is to enforce the tree-cotree gauge. It has been 
shown that both approaches can solve the low-frequency breakdown problem without 
difficulty. In Chapter 4, many factors affecting the convergence of the iterative solution 
of the linear system are discussed. The comparison shows that solving the singular 
system resulting from the A-V formulation, combined with the ILU preconditioner and 
the shifted matrix, produces the best result. In Chapter 5, nonlinear materials are modeled 
by the Newton-Raphson method. Cubic splines and the relaxation factor are used to 
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guarantee the global convergence of the solution.  
Future work includes accurate force and torque calculations, since these are of 
significant importance to designers. Also, electric machines usually possess some type of 
periodicity, which can be used to exploit possible implementation strategies on parallel 
platforms. 
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