These notes correspond to one of the introductory courses for the CIMPA Graduate School on Systems of Polynomial Equations to be held in Buenos Aires, Argentina, in July 2003. We present an elementary introduction to univariate residues and resultants, and we outline some of their multivariate generalizations and applications.
Introduction
Augustin-Louis Cauchy introduced the "Calcul des résidus" in 1825 as a powerful tool for the computation of integrals and summation of univariate series. This notion has given a general tool for the study of many problems in algebra, geometry and analysis, including the study of singularities, duality in algebraic and analytic geometry, integral representations, and complexity results. On the other side, resultants have also a long story, started by Euler, Bézout, Sylvester and Cayley.
Our modest aim in this mini-course is to give a presentation of univariate polynomial residues and resultants, their interactions and applications, trying to set the basis for a further study of their many multivariate generalizations which we barely outline.
Much of the material contained here is based on the books and articles listed in the References, particularly on [AzY83, AGnZV85, CLO98, GKZ94, GH78, EM03, Tsi92]. However, given the preliminary nature of these notes and in order to facilitate the exposition, we will minimize the attributions within the text. The reader will find more material on these subjects in the courses by D. Cox, I. Emiris and B. Mourrain in this volume.
Residues in one variable
We start by recalling the definition and basic properties of the residue of a holomorphic function with an isolated singularity at a point p in C. We also give a completely algebraic definition for the global residue of a rational univariate function.
Local analytic residue and first observations
Definition 1.1 Let h be a holomorphic function defined in a punctured neighbourhood V * p around a point p in C. Then, h(z) = n∈N bn (z−p) n + h(z), for some constants b n and some function h holomorphic on V p . The residue of h at p is defined as to
Res p (h) = b 1 .
It can be seen by standard methods in complex analysis that
Res p (h) = 1 2πi |z−p|=δ h(z)dz, for any small positive δ, i.e. the residue is "what remains after integration" (of the differential form h(z)dz).
It is also straightforward to verify the following two properties. Let h = h 1 /h 2 be a meromorphic form (i.e. a quotient of two holomorphic functions h 1 , h 2 near p).
• In case h 1 =h 1 . h 2 is a holomorphic multiple of the derivative of h 2 ,
where m is the order of p as a zero of h 2 . Note that
h2 .
• In case h 2 has a simple zero at p,
We can also think of the residue of h at p as a linear operator Res p [h] : O p → C which assigns to any holomorphic function f defined near p the complex number Res p (f . h). Assume that h has a pole at p of order n. Then, the action of 
is a linear differential operator on f evaluated at p.
Residues associated to polynomials
When h = Q/P is a rational function, its polar set Z P := (P = 0) is finite and and we can define a global residue operator.
Definition 1.2 The global residue Res[h] : C[z]
→ C is the sum of local residues:
Res p (h . g)
In case Q = 1, we will simply write
Let r > 0 be such that Z P is contained in the open disk (|z| < r). Then, h . g has a Laurent expansion n≤N e n z n in (|z| > r) and
where C ∪ ∞ = S 2 is the Riemann sphere, a compact space containing C which can be identified with the complex projective line P 1 (C). By a change of variable in the integral, this residue "at infinity" equals Res 0 (−h(1/z) . g(1/z) .
For any i ∈ Z ≥0 ,
and so,
Now, the coefficients 1 ! ∂ ∂z 1 P1 (0) can be inductively computed from the equality
because a d = 0 since we are assuming that P has degree d. 2 We deduce from (4) the following vanishing result.
In fact, we can extract from Proposition 1.3 the following more precise behaviour of the global residue on the coefficients of P .
there exists a polynomial with integer coefficients C i such that
In particular, when P, Q, g have coefficients in a subfield k, it holds that Res
When all the roots of P are simple, we can also prove Theorem 1.4 in the following simple way, suggested to us by Askold Khovanskii. Call d = deg(P ) and write
So, if deg(Q) < d−1, the coefficient of z d−1 in this sum should be 0. But this coefficient is precisely
Denote, as usual, C[z]/ P the quotient ring by the ideal generated by P , where two polynomials are identified iff their difference is a multiple of P . As Res[h](gP ) = 0 for any multiple gP of P , we can define the linear operator Res[h] : C[z]/ P → C from the quotient. Note that C[z]/ P is a finite dimensional C-vector space of dimension deg(P ), and a basis is given by the classes of 1, z, . . . , z d−1 .
Theorem 1.6 Given a polynomial P ∈ C[z] of degree d, the pairing
is non degenerate, i.e.
Proof. Denote by p 1 , . . . , p r the roots of P , with respective multiplicities m 1 , . . . , m r , m 1 + . . . + m r = d. Assume Res[P ](g 1 . g 2 ) = 0 for all g 2 and fix an index i = 1 . . . , r. By considering polynomials g 2 which are multiples of j =i (z − p j ) mj , we deduce that the local operator Res pi [1/P ] : O pi → C vanishes on all polynomials. But by (3), the action of Res pi [1/P ] on any local holomorphic function f agrees with its action on a polynomial g which coincides with f up to order m i (i.e. all derivatives of f and g at p i coincide up to this order), and by (1.1) we deduce that g 1 is divisible by (z − p i ) mi . Since these factors of P are pairwise coprime, it follows that g 1 ∈ P , as wanted.
2 Note that the proof of Proposition 1.3 can be translated into an algorithm for the computation of univariate global residues. From Theorem 1.4 and the fact that the global residue vanishes on multiples of P , we also have the following algorithm for the computation of Res[P ](Q), where P is a polynomial of degree d:
An alternative definition:
Given a polynomial of degree d, P (z) = One could then proceed to define the local algebraic residues at each point in Z p . When P has simple zeroes p 1 , . . . , p d , this is done as follows. Let L 1 , . . . , L d be the interpolating polynomials and define for any rational function g whose denominator does not vanish at p i :
One can then easily prove that (1) and (2) hold with h 1 = g and h 2 = P . Moreover, C could be replaced by any algebraically closed field K of characteristic 0. We will also show another possible algebraic definition in §2.1. However, we have chosen to start from the definition of the local analytic residue because we believe that this explains and allows us to conjecture the main properties of residue operators.
In the sequel, K will denote an algebraically closed field of characteristic 0.
2 Some Applications of Residues
Bezoutian and Interpolation
Given a finite set of points Z := {p 1 , . . . , p r } in K together with multiplicities m 1 , . . . , m r ∈ N,
, a polynomial H of degree at most d − 1 (or H = 0) is said to interpolate h over Z with multiplicites m 1 , . . . , m r , or to interpolate h over the zeroes of P , if for all i = 1, . . . , r, H(
. This is clearly equivalent to the fact that their classes H = h coincide in the quotient K[z]/ P . When all m i = 1, the answer is given by
we have already recalled. The general answer can be computed from the coefficients of P without knowing its zeroes. In fact, H is just the remainder under the Euclidean division of h by P . This answer can be given in terms of residues, which we present now, in a way that could be generalized to the multivariate setting.
Lemma 2.2 Given h ∈ K[z], the interpolating polynomial H of h over the zeroes of P equals
Equivalently, for any i, j = 0, . . . , d − 1,
Proof. The proof is straightforward and holds over an arbitrary field K using the linearity of the residue operator, the fact that it vanishes over the ideal generated by P , the Euler-Jacobi vanishing condition and the fact that its value on z d−1 is the inverse of the leading coefficient of P . Instead, we sketch a proof for the complex case using the integral representation of the residue.
For any > 0 and any w with |P (w)| < , we have by Cauchy integral formula
Denote Γ := {|P (z)| = }; for any z ∈ Γ we have the expansion
which is uniformly convergent over Γ. Then,
and so, isolating the first summand we get
Finally, call H(w) := Res[P ](h(z) ∆ P (z, w)). It is easy to check that H = 0 or deg(H) ≤ d − 1, and by linearity of the residue operator,
Another alternative definition:
In fact, conditions (5) determine the global residue operator, so we could give another algebraic definition of Res[P ] : K[z]/ P → K as the unique linear operator on the quotient ring satisfying these identities. Note that the dual basis to the monomial basis given by the classes of 1, . . . , z
for the residue pairing in Theorem 1.6 is given by the polynomials ∆ 0 , . . . ,
In the univariate case, these are just the Horner polynomials H d−1 , . . . , H 0 . Write P (z) = n j=0 a j z j and define inductively
Partial fraction decomposition
We recall the partial fraction decomposition of univariate rational functions, which is used for instance as a tool to compute primitives. Assume P, Q ∈ K[z] with deg(Q) + 1 ≤ deg(P ) = d. In case P has simple zeroes p 1 , . . . , p d , the rational function Q/P can be written as the sum
This is in fact an easy consequence of the Euler Jacobi vanishing condition. We will give a proof in terms of residues, which indicates how to generalize formula (8) in the presence of multiple roots Z P = {p 1 , . . . , p r } with respective multiplicities m 1 , . . . , m r of P . Define the polynomial P 1 (z) := (w − z)P (z), where w = p 1 , . . . , p r . Note that deg(Q) ≤ deg(P 1 ) − 2 and so Res
P1(z) = 0. Now, Z P1 = Z P ∪ {w} and since w is a simple zero, we have by (2)
By Theorem 1.4, we then have
Note that when p i is a simple zero of P , the local residue at p i equals
. In any case, it is computed as in (3) and so it is of the form
for some explicit constants A 1 , . . . , A mi ∈ K
Computation of traces and Newton sums
We deduce from property (1) that for any polynomial Q ∈ C[z], the trace tr P (Q) of Q over the zeroes of P can be written in terms of residues
It can be seen that tr P (Q) is the trace of the linear mapping of multiplication by the class of Q in the quotient C[z]/ P .
Theorem 2.3 The pairing
is non degenerate only when all zeroes of P are simple. In general
As tr P (Q) is linear in Q, all traces can be computed from the sums of powers S 1 , . . . , S d of the roots of P :
It is well known that S k are rational functions of the elementary symmetric functions on the zeroes of P , i.e., the coefficients of P , and viceversa (up to the choice of a d ). These relations are expressed by the Newton formulas. It is interesting to remark that not only the sums of powers, but also the Newton formulas linking them to the coefficients, can be found in terms of residues, following an idea of Aȋzenberg and Yuzhakov, which we present now and which is the model for its multidimensional generalizations. This holds for any K.
Proof. The identity (10) follows from computing:
in two different ways:
i) As Res(
ii) Expanding it as a sum:
and noting that the terms in the first sum vanish by Theorem 1.4 since deg(z −j P (z)) ≥ deg(P (z))+ 2, while the second sum may be expressed as j≥ a j S j− and S 0 = d. 2
Ideal membership
. While in the univariate case is trivial, it is useful to observe that Theorem 1.6 allows us to derive a residual system of d linear equations in the coefficients of all polynomials Q(z) = m j=1 b j z j up to a given degree m, whose vanishing is equivalent to the condition that Q is divisible by P (i.e. Q ∈ P ).
Such a system can be deduced from any basis B = {β 0 , . . . , β d−1 } of the quotient C[z]/ P . We can choose for instance the canonical basis of monomials, or the basis given by the coefficients of the Bezoutian ∆ P .
Then,
When B is the monomial basis, the first d×d minor of the d×m matrix of the system is triangular, while if B is the basis given by the Bezoutian, this minor is simply the identity (for m ≥ d).
Moreover, when Q ∈ P , we can read the quotient C giving Q(w) = C(w) . P (w) from equations (6), (7). In this case, Res[P ](Q(z) ∆ P (z, w)) = 0 and
By Theorem 1.4, this sum is finite since the residue vanishes when the degree of the numerator does not exceed the degree of the denominator minus two, i.e. the terms in the above sum vanish when n ≥
Counting integer points in lattice tetrahedrons
We present an idea of Beck in [Bec00] to derive an expression for the number of points with integer coordinates (called lattice points) in a dilated n-dimensional tetrahedron with integer vertices, by means of residues. Fix α 1 , . . . , α n ∈ N and consider the tetrahedron
So, Σ is the tetrahedron with vertices at the origin, (α 1 , 0, . . . , 0), . . . , (0, . . . , 0, α n ) and the interior of Σ is the open polyhedron
the number of the lattice points in the dilated polyhedron t . Σ and in its dilated interior. Ehrhart proved that (for a general lattice polyhedron) these functions depend polynomially on t (with degree n), and they are known as the Ehrhart polynomials associated to Σ and Σ • . Moreover, he determined the two leading coefficients and the constant term in terms of the volume of the polyhedron, the normalized volume of its boundary and its Euler characteristic. The other coefficients are not as easily accesible, and a method of computing these coefficients was unknown until quite recently. The Ehrhart-Macdonald reciprocity law says that
Beck's idea to recover all these results is based in the following observations. Denote
So, we can interpret L(Σ, t) as the coefficient of z tA in the Taylor expansion at the origin of
Similarly, one deduces that
The results follow from comparing the residues at the other finite zeroes of the denominators and at infinity, using the Euler-Jacobi vanishing condition.
Resultants in one variable

Definition
Fix two natural numbers d 1 , d 2 and consider generic univariate polynomials with these degrees:
The system P (z) = Q(z) = 0 is in general overdetermined and has no solution (since a non zero univariate polynomial has a finite number of zeroes). The following result is classical:
Theorem 3.1 There exists a unique (up to sign) irreducible polynomial
called the resultant of P and Q, which verifies that for any specialization of the coefficients a i , b i in a field k (say k = Q) with a d1 = 0, b d2 = 0, the resultant vanishes if and only if P and Q have a common common root in any algebraically closed field K containing k (say K = C)
and can be computed as the determinant of the following 4 × 4 matrix:
Let us explain how one gets this result. The basic idea is that one tries to linearize the problem in order to use the eliminant polynomial par excellence: the determinant. Note that the determinant of a square homogeneous linear system A . x = 0 allows to eliminate x: the existence of a non trivial solution x = 0 of the system, is equivalent to the fact that the determinant of A (a polynomial in the entries of A) vanishes.
Assume
A first observation is that P and Q have a common root if and only if they have a common factor of positive degree (since P (z 0 ) = 0 ⇔ (z − z 0 )/P ). It is also easy to see that the existence of such a common factor is equivalent to the existence of polynomials g 1 , g 2 with deg(g 1 ) ≤ d 2 − 1, deg(g 2 ) ≤ d 1 − 1, such that g 1 P + g 2 Q = 0. Denote by S the space of polynomials with coefficients in K of degree and consider the map
For any specialization of the coefficients of P and Q in K of respective degrees d 1 , d 2 , we get a K-linear map between two finite dimensional K-vector spaces of the same dimension d 1 + d 2 , which is surjective (and then an isomorphism) if and only if P and Q do not have any common root in K.
Denote by M d1,d2 the matrix of this linear map in the monomial bases. It is called the Sylvester matrix associated to P and Q. Then
The sign in this last equality cannot be determined, but the positive sign is taken by convention.
Note that for d 1 = d 2 = 2 we obtain the matrix M 2,2 in (12). The general shape of the Sylvester matrix is:
where the blank spaces are filled with zeroes. Note that setting a d1 = 0 but b d2 = 0, the determinant of the Sylvester matrix equals b d2 times the determinant of the Sylvester matrix M d1−1,d2 (in a 0 , . . . , a d1−1 , b 0 , . . . , b d2 ). We deduce that when deg(P )
What happens if we specialize both P and Q to polynomials of respective degrees smaller than d 1 and d 2 ? Then, the last row of the Sylvester matrix is zero and so the resultant vanishes, but in principle P and Q don't need to have a common root in K. One way to recover the equivalence between the vanishing of the resultant and the existence of a common root is the following.
Given P, Q as in (11), consider the homogenizations P h , Q h defined by
Then, P, Q can be recovered by evaluating at w = 1 and (z 0 , 1) is a common root of P h , Q h if and only if P (z 0 ) = Q(z 0 ) = 0. But also, on one hand P h (0, 0) = Q h (0, 0) = 0 for any choice of coefficients, and on the other P h , Q h have the common root (1, 0) when a d1 = b d2 = 0. The space obtained as the classes of pairs (z, w) = (0, 0) after identification of (z, w) with (λ z, λ w) for any λ ∈ K−{0},denoted P 1 (K), is called the projective line over K. Since for homogeneous polynomials as P h it holds that P h (λ z, λ w) = λ d1 P h (z, w) (and similarly for Q h ) , it makes sense to speak of their zeroes in P 1 (K). So, we could restate Theorem 3.1 saying that for any specialization of the coefficients of P and Q, the resultant vanishes if an only if their homogenizations have a common root in P 1 (K). As we have already remarked, when K = C, the projective space P 1 (C) can be identified with the Riemann sphere, a compactification of the complex plane, where the class of the point (1, 0) is identified with the point at infinity.
Main properties
It is interesting to realize that many properties of the resultant can be derived from its expression (14) as the determinant of the Sylvester matrix:
i) The resultant R d1,d2 is homogeneous in the coefficients of P and Q separately, with respective degrees d 2 , d 1 . So, the degree of the resultant in the coefficients of P is the number of roots of Q, and viceversa.
ii) The resultants R d1,d2 and R d2,d1 coincide up to sign.
iii) There exist polynomials
Let us sketch the proof of property iii). If we add to the first row in the Sylvester matrix z times the second row, plus z 2 times the third row, and so on, the first row would be replaced by
but its determinant wouldn't change. Expanding along this modified first row, we obtain the desired result.
Another important classical property of the resultant is that it can be written as a product over the zeroes of the polynomials, which we now describe. 
Proof. Again, one possible way of proving the Poisson formula is by showing that
using the expression of the resultant as the determinant of the Sylvester matrix, and standard properties of determinants. The proof would be completed by induction, and the homogeneity of the resultant. Alternatively, one could observe that R (a, b) := a d2 d1 r i=1 Q(p i ) mi depends polynomially on the coefficients of Q and, given the equalities
on the coefficients of P as well. As the roots don't change when we dilate the coefficients, we see that, as R d1,d2 , the polynomial R has degree d 1 + d 2 in the coefficients (a, b) = (a 0 , . . . , b d2 ). Moreover, R (a, b) = 0 if and only if there exists a common root, i.e. if and only if R d1,d2 (a, b) = 0. This holds in principle over the open set (a d1 = 0, b d2 = 0) but this implies that (R = 0) = (R d1,d2 = 0) in K d1+d2+2 . Then, the irreducibility of R d1,d2 implies the existence of a constant c ∈ K such that R d1,d2 = c . R . Evaluating at P (z) = 1, Q(z) = z d2 , the Sylvester matrix M d1,d2 reduces to the identity I d1+d2 and we get c = 1.
2 We immediately deduce Corollary 3.3 Assume P = P 1 . P 2 with deg(P 1 ) = d 1 , deg(P 2 ) = d 1 and deg(Q) = d 2 . Then,
There are other determinantal formulas to compute the resultant, coming from suitable generalizations of the map (13), which are for instance described in [DD01] . In case d 1 = d 2 = 3, the Sylvester matrix M 3,3 has dimension 6. Denote [ij] := a i b j − a j b i , for all i, j = 0, . . . , 3. The resultant R 3,3 can also be computed as the determinant of the following 3 × 3 matrix: 
or as minus the determinant of the 5 × 5 matrix
Let us explain how the matrix B 3,3 was constructed and why R 3,3 = det(B 3,3 ). We assume, more generally, that
Definition 3.4 Let P, Q polynomials of degree d as in (11). The Bezoutian polynomial associated to P and Q is the bivariate polynomial
The d × d matrix B P,Q = (c ij ) is called the Bezoutian matrix associated to P and Q.
Note that ∆ P,1 = ∆ P defined in (2.1) and that each coefficient c ij is a linear combination with integer coefficients of the brackets [k, ] = a k b − a b k .
Proposition 3.5 With the above notations, ) lies in the kernel of the Bezoutian matrix B P,Q . By Hilbert's Nullstellensatz, the resultant divides a power of R . Using the irreducibility of R d,d plus a particular specialization to adjust the constant, we get the desired result.
2 The Bezoutian matrices are more compact and practical experience seems to indicate that these matrices are numerically more stable than the Sylvester matrices.
Some Applications of resultants 4.1 Systems of equations in two variables
Suppose that we want to solve a polynomial system in two variables f (z, y) = g(z, y) = 0 with f, g ∈ K[z, y]. We can "hide the variable y in the coefficients" and think of f, g ∈ K[y] [z] . Denote by d 1 , d 2 the respective degrees in the variable z. Then, the resultant R d1,d2 (f, g) with respect to the variable z will give us back a polynomial (with integer coefficients) in the coefficients, i.e. we will have a polynomial in y, which vanishes on every y 0 such that there exists z 0 with f (z 0 , y 0 ) = g(z 0 , y 0 ) = 0. So, we can eliminate the first variable from the system, detect the the second coordinates y 0 of the solutions and then try to recover the full solutions (z 0 , y 0 ).
Assume for instance that f (z, y) = z 2 + y 2 − 10 , g(z, y) = z 2 + 2y 2 + zy − 16. We write
Then, R 2,2 (f, g) = R 2,2 ((1, 0, y 2 − 10), (1, y, 2y 2 − 16)) = −22y 2 + 2y 4 + 36 = 2(y + 3)(y − 3)(y 2 − 2).
For each of the four roots y 0 = −3, 3, √ 2, − √ 2, we replace g(z, y 0 ) = 0 and we need to solve z = y 2 0 −6 y0 . Note that f (z, y 0 ) = 0 will be also satisfied due to the vanishing of the resultant. So, there is precisely one solution z 0 for each y 0 . The system has 4 = 2 × 2 real solutions.
It is easy to deduce from the results and observations made in §3 the following extension theorem.
, where f d1 , g d2 are non zero. Let y 0 be a root of the resultant with respect to z, R d1,d2 (f, g) ∈ K[y]. If either f d1 (y 0 ) = 0 or g d2 (y 0 ) = 0, there exists z 0 ∈ K such that f (z 0 , y 0 ) = g(z 0 , y 0 ) = 0.
Assume now that f (z, y) = yz − 1 , g(z, y) = y 3 − y. It is immediate to check that they have two common roots, namely (f = g = 0) = {(1, 1), (−1, −1)}. Replace g by the polynomialg := g + f . Then, (f =g = 0) = (f = g = 0) but now both f,g have positive degree 1 with respect to the variable z. The resultant with respect to z equals
Since both leading coefficients with respect to z are equal to the polynomial y, Theorem 4.1 asserts that the two roots y 0 = ±1 can be extended. On the contrary, the root y 0 = 0 cannot be extended. Consider now f (z, y) = yz 2 + z − 1 , g(z, y) = y 3 − y and make again the same trick of looking at f andg := g + f , which have positive degree 2 with respect to z. In this case, y 0 = 0 is a root of R 2,2 (f,g) = y 4 (y 2 − 1) 2 . Again, y 0 = 0 annihilates both leading coefficients with respect to z. But nevertheless it can be extended to the solution (0, 1).
So, two comments should be made. The first one is that finding roots of univariate polynomials is in general not an algorithmic task! One can try to detect the rational solutions or to approximate the roots numerically if working with polynomials with complex coefficients. The second one is that even if we can obtain the second coordinates explicitely, we have in general a sufficient but not necessary condition to ensure that a given partial solution y 0 can be extended to a solution (z 0 , y 0 ) of the system, and an ad hoc study may be needed.
Given two homogeneous polynomials f, g ∈ K[x, y, z] without common factors, with deg(f ) = d 1 , deg(g) = d 2 , a classical theorem of Bézout asserts that they have d 1 . d 2 common points of intersection in P 2 (K), counted with appropriate intersection multiplicities. A proof of this theorem using resultants is given for instance in [CLO97] . The following weaker version suffices to obtain such nice consequences as Pascal's Mystic Hexagon theorem [CLO97, §8
Since f (0, 0, 1) = 0, g(0, 0, 1) = 0 and f and g do not have any common factor, it is straightforward to verify from the expression of the resultant as the determinant of the Sylvester matrix, that the resultant R d1,d2 (f, g) with respect to z is a non zero homogeneous polynomial in x, y of total degree
The fact that (0, 0, 1) doesn't lie in any of the lines L ij implies that the (d 1 d 2 + 1) points (x i , y i ) are distinct, and we get a contradiction. 2
GCD computations and Bézout identities
Let P, Q be two univariate polynomials with coefficients in a field k. Assume they are coprime, i.e. that their greatest common divisor GCD(P, Q) = 1. We can then find polynomials h 1 , h 2 ∈ k[z] such that the Bézout identity 1 = h 1 P + h 2 Q is satisfied, by means of the Euclidean algorithm to compute GCD(P, Q). However, as we have already remarked, GCD(P, Q) = 1 if and only if P and Q don't have any common root in any algebraically field K containing k. If d 1 , d 2 denote the respective degrees, this happens precisely when R d1,d2 (P, Q) = 0. Note that since the resultant is an integer polynomial in the coefficients, R d1,d2 (P, Q) also lies in k. Moreover, by property iii) in §3.2, one deduces that
So, it is possible to find h 1 , h 2 whose coefficients are rational functions with integer coefficients evaluated in the coefficients of the input polynomials P, Q, and denominators equal to the resultant. Moreover, these polynomials can be explcitly obtained from the proof of (15). In particular, the coefficients of A 1 , A 2 are particular minors of the Sylvester matrix M d1,d2 . This has also been extended to compute GCD(P, Q) even when P and Q are not coprime (and the resultant vanishes), based on the so called subresultants, which are again obtained from particular minors of M d1,d2 . Note that GCD(P, Q) is the (monic polynomial) of least degree in the ideal generated by p and Q (i.e. among the polynomial linear combinations h 1 P + h 2 Q). So one is lead to study non surjective specializations of the linear map (13). In fact, the dimension of its kernel equals the degree of GCD(P, Q), i.e. the number of common roots of P and Q, counted with multiplicity.
The Euclidean remainder sequence to compute greatest common divisors has a relatively bad numerical behaviour. Moreover, it has bad specialization properties when the coefficients depend on parameters. Collins studied the connections between subresultants and Euclidean remainders, and he proved in particular that the polynomials in the two sequences are pairwise proportional. But the subresultant sequence has a good behaviour under specializations and well controlled growth of the size of the coefficients. Several efficient algorithms have been developed to compute subresultants.
Algebraic numbers
A complex number α is said to be algebraic if there exists a polynomial P ∈ Q[z] such that P (α) = 0. The algebraic numbers form a subfield of C. This can be easily proved using resultants.
where the resultants are taken with respect to y.
The proof of Lemma 4.3 is immediate. Note that even if P (resp. Q) is the minimal polynomial annihilating α (resp. β), i.e. the monic polynomial with minimal degree having α (resp. β) as a root, the roots of the polynomial u × are all the products α i . β j where α i (resp. β j ) is any root of P (resp. Q), which need not be all different, and so u × need not be the minimal polynomial annihilating α . β. This happens for instance in case α = √ 2,
Discriminants
Given a generic univariate polynomial of degree d, P (z) = a 0 + a 1 z + . . .
. . , a n ) = 0 ⇐⇒ all the roots of P are simple for any specialization of the coefficients in C (with a d = 0). Thus, D d (a 0 , . . . , a n ) = 0 if and only if there exists z ∈ C with P (z) = P (z) = 0.
Geometrically, the discriminantal hypersurface {a = (a 0 , . . . , a d ) ∈ C d+1 / D d (a) = 0} is the projection over the first (d + 1) coordinates of the intersection of the hypersurfaces {(a,
The first guess would be that D d (P ) equals the resultant R d,d−1 (P, P ), but it is easy to see that in fact
is an irreducible polynomial of degree 10 in the coefficients (a 0 , . . . , a 6 ) with 246 terms.
The extremal monomials and coefficients of the discriminant have very interesting combinatorial descriptions. This notion has important applications in singularity theory and number theory. The distance of the coefficients of a given polynomial to the discriminantal hypersurface is also related to the numerical stability of the computation of its roots. For instance, consider the Wilkinson polynomial P (z) = (z + 1)(z + 2) . . . (z + 19)(z + 20), which clearly has 20 real roots at distance at least 1 from the others, and is known to be numerically unstable. The coefficients of P are very close to the coefficients of a polynomial with a multiple root. The polynomial Q(z) = P (z) + 10 −9 z 19 , obtained by a "small perturbation" of one of the coefficients of P , has only 12 real roots and 4 pairs of imaginary roots, one of which has imaginary part close to ±0.88i. Look at the parametric family of polynomials P λ (z) = P (t) + λz 19 (note that P (z) = P 0 and Q(z) = P 10 −9 ). When we move the parameter λ so that two complex roots merge to give real roots, they need to coincide at some moment, and thus there exists a value λ 0 which is a zero of the discriminant D(λ) = D 20 (P λ ). This is in fact a polynomial of degree 20 with 15 of its roots very close to 0, and in particular, there exists a root λ 0 of D between 0 and 10 −9 .
Residues and resultants
Let P, Q with respective degrees d 1 , d 2 as in (11). As we have seen in (9), the global residue Res[P ](Q . P ) equals the sum of the values of Q over the zeroes Z P of P while by the Poisson formula in Proposition 3.2, the resultant of P and Q equals (up to a power of a d1 ) the product of the values of Q over the zeroes of P . In fact, not only tr P (Q) is the trace of the linear mapping m Q of multiplication by the class of Q in the quotient C[z]/ P , but also the product of the values of Q over the zeroes of P equal the determinant of m Q . A natural question is how residues and resultants are related. Note that R d1,d2 (P, Q) = 0 if and only m Q is invertible if and only if the rational function 1/Q is a regular function over Z P . The global residue of 1/Q with respect to P can be defined, and in case all the roots p 1 , . . . , p d of P are simple equals
This global residue is a rational function of the coefficients of P and Q, and its denominator is precisely the resultant, as the proposition below shows. Note that from a first sight at (18), one would expect the discriminant of P to appear in the denominator. What in fact happens is that when a polynomial P has a multiple zero of multiplicity m at a point p, small perturbations of the coefficients give polynomials with m simple roots close to this multiple root, and the sum over these roots has a limit when the coefficients approach the coefficients of P , namely the residue with respect to P at p. Consider for instance the following example: P ε (z) = z 2 − ε 2 , P (z) = P 0 (z) = z 2 . Then, for any polynomial g (or any holomorphic function near the origin and any small value of ε, in case K = C), we have for ε = 0
which has the limit g (0) = Res 0 ( g P (z) ) when ε tends to 0. In fact, we can make a completely algebraic computation: write g(z) = i g i z i ; then,
and when we evaluate at ε = 0 we get g 1 = g (0).
is a rational function of the coefficients (a, b) of P, Q, and there exists a polynomial C k ∈ Z[a, b] such that
Proof. We have from (17) that
and we then deduce from the proof of Proposition 1.3 that there exists a polynomial
. Now, consider the product polynomial P.Q. By Euler Jacobi, Res[P.Q] z k = 0, and as the zeroes of P . Q are the union of the zeroes of P and Q (which are disjoint when the resultant doesn't vanish), we deduce that for k = 0, . . . ,
But then, by a similar argument, there exists a polynomial are coprime, and so they are certainly cancelled. 2 6 A brief outlook of multidimensional residues and resultants
We have tried in our presentation of univariate residues and resultants to point out the more important properties that one could try to generalize to the multivariate setting, together with some of the techniques and difficulties. The first to deal with bivariate residue integrals was Poincaré in 1887, many years after the introduction of univariate residues. It is very interesting that he explains that geometers had been stopped for a long time because of the lack of geometric intuition in 4 dimensions (he was talking about C 2 ). The modern theory of residues and the duality in algebraic geometry is due to Grothendieck. There has been a great development since the late 70's, in the geometric side (starting with Griffiths & Harris and Arnold, Varchenko & Goussein-Zadé), the algebraic side (starting with Scheja & Storch, Kunz, and Lipman) and the analytic side (starting with ColeffHerrera). In the 90's the possibility of implementing symbolic computations brough about another important expansion in the theory and applications of multidimensional residues. In the same vein, the rebirth of the classical theory of elimination in the last decade owes much to the work of Gelfand, Kapranov & Zelevinsky, and to the possibility of using resultants not only as a computational tool to solve polynomial systems but also to study their complexity aspects. A new theoretical tool in elimination theory yet to be fully explored is the use of exterior algebra methods in commutative algebra (starting with Eisenbud & Schreyer) .
The definitions of multivariate residues and resultants require a more advanced background that what we have assumed so far in these notes, and are an area of active research. It is impossible to comment here on the important bibliography in these subjects, much of it quite recent.
Given an algebraically closed field K of characteristic zero, one first realizes that, if n ≥ 2, one needs at least n polynomials P 1 , . . . P n to cut out a point. Assume p is an isolated common zero of P 1 , . . . , P n , which is simple, i.e. such that the jacobian J P (p) = det ( ∂ ∂zj (P i )(p)) ij = 0. Then, one would like to define the local residue with respect to P 1 , . . . , P n of a function g regular at p , as
JP (p) . In case K = C, one can try to extend the integral definition known for the case of one variable, or to prove that it is possible to take the limit once a definition of local multiplicity has been set, as we remarked in §5, or to try to extend the global definition in terms of a correct generalization of the Bezoutian, and then recover from that the local residues. All of these approaches (and also other algebraic ones, or analytic ones based on meromorphic continuation) are possible and give the same result.
There are also generalizations of residues associated to more and less than n polynomials in n variables, in particular residues associated to rational functions with poles on hyperplane arrangements, which have applications in the computation of the cohomology of compact algebraic varieties as well as in the enumeration of lattice points in integer polytopes; residue forms in analytic or algebraic varieties, which have geometric applications, and residue currents, which have applications to division and interpolation formulas in several complex variables.
When trying to generalize resultants associated to polynomials in any number n of variables, the first problem one faces is which families of polynomials one is going to study, i.e. which will be the variables of the resultant. More clearly, in the case n = 1, fixing the degrees d 1 , d 2 amounts to setting (a 0 , . . . , a d1 , b 0 , . . . , b d2 ) as the input variables for the resultant R d1,d2 . One obvious and classical first choice is again, to fix the degrees d 1 , . . . , d n+1 of n + 1 polynomials which one expects will give an overdetermined system. If one wants the vanishing of the resultant R d1,...,dn+1 to be equivalent to the existence of a common root, one realizes that a compactification of the affine space naturally comes into the picture, in this case the projective n-space. But resultants behave quite badly with respect to specializations or give no information, and so different notions of resultants tailored for special families of polynomials are needed, together with appropriate different algebraic compactifications. When trying to find explicit formulas for multivariate resultants like the Sylvester or Bézout formulas, one starts searching for maps as (13) which are an isomorphisms if and only if the resultant does not vanish. But this is possible only in very special cases or low dimensions, and higher linear algebra techniques are needed.
Again, being both natural concepts, the resultants appear as denominators of residues as functions of the coefficients of the input polynomials in the multivariate case as well. Finally, let's mention that there are important "hypergeometric" systems of partial linear differential equations whose solutions can be described by local and global residues, while the singularities of these systems are described by resultants and discriminants.
