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Let K be a ﬁeld of characteristic 0, and R be a commutative
K-algebra. Let Φ(x0, x1) be an element in R〈〈x0, x1〉〉 with regula-
rized double shuﬄe relations. We deﬁne a gamma series Φ(s) ∈
1 + s2Rs associated to Φ . We prove that the associated beta
series is just the image of ΦY (x0, x1) in the commutative formal
power series ring Rx0, x1, where if Φ = 1 + Φ0x0 + Φ1x1, then
ΦY = 1 + Φ1x1. We also give some equivalent conditions for the
reﬂection formula of the gamma series Φ(s).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let k= (k1,k2, . . . ,kn) be a sequence of positive integers with k1  2, the multiple zeta value ζ(k)
is a real number deﬁned by the convergent series
ζ(k) =
∑
m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
. (1.1)
It has an iterated integral representation
ζ(k) =
1∫
0
dt
t
· · · dt
t︸ ︷︷ ︸
k1−1
dt
1− t · · ·
dt
t
· · · dt
t︸ ︷︷ ︸
kn−1
dt
1− t , (1.2)
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z∫
0
f1(t)dt f2(t)dt · · · fk(t)dt =
∫
· · ·
∫
z>t1>t2>···>tk>0
f1(t1) f2(t2) · · · fk(tk)dt1 dt2 · · ·dtk.
One of the central problems in the study of multiple zeta values is to ﬁnd all relations among
them. One direction in studying relations of multiple zeta values is considering the regularized double
shuﬄe relations, which are deduced by the two representations (1.1) and (1.2). By the inﬁnite series
representation (1.1), we have
ζ(2)ζ(2) =
∑
m>0
1
m2
∑
n>0
1
n2
=
( ∑
m>n>0
+
∑
m=n>0
+
∑
n>m>0
)
1
m2n2
= ζ(4) + 2ζ(2,2).
While by the integral representation (1.2), it is easy to see
ζ(2)ζ(2) =
∫ ∫
1>t1>t2>0
dt1
t1
dt2
1− t2
∫ ∫
1>s1>s2>0
ds1
s1
ds2
1− s2 = 4ζ(3,1) + 2ζ(2,2).
Then we get ζ(4) = 4ζ(3,1). Such kind of relations are called ﬁnite double shuﬄe relations, however
these are not all relations of multiple zeta values. For example, the well-known Euler’s formula ζ(3) =
ζ(2,1) cannot be deduced from the ﬁnite double shuﬄe relations. So people take the regularization
processes. For that purpose, we consider the multiple polylogarithms Lik(z) deﬁned as an iterated
integral
Lik(z) =
z∫
0
dt
t
· · · dt
t︸ ︷︷ ︸
k1−1
dt
1− t · · ·
dt
t
· · · dt
t︸ ︷︷ ︸
kn−1
dt
1− t ,
and the truncated multiple zeta value ζN (k) deﬁned as a ﬁnite sum
ζN(k) =
∑
N>m1>m2>···>mn>0
1
mk11 m
k2
2 · · ·mknn
,
where k = (k1,k2, . . . ,kn) is a sequence of positive integers and N > 0. They have the asymptotic
properties
Lik(z) = Pk
(− log(1− z))+ O ((1− z) log J (1− z)), z → 1 ( J > 0),
ζN(k) = Q k(logN + γ ) + O
(
N−1 log J ′ N
)
, N → ∞ ( J ′ > 0),
respectively. Here Pk(T ), Q k(T ) ∈ R[T ] are polynomials, which we call shuﬄe regularization and
harmonic shuﬄe regularization respectively, and γ is the Euler’s constant. Let (s) be the gamma
function
(s) =
∞∫
e−tts−1 dt.0
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eγ s(1+ s) = exp
( ∞∑
n=2
(−1)n
n
ζ(n)sn
)
.
We denote the modiﬁed gamma series eγ s(1 + s) by ΦDR (s). Let ρ :R[T ] → R[T ] be the R-linear
map determined by
ρ
(
eT s
)= ΦDR (s)eT s.
Boutet de Movel and Zagier found that for any sequence k of positive integers,
Pk(T ) = ρ
(
Q k(T )
)
,
and obtained the so-called regularized double shuﬄe relations (see [9] for details). It is conjectured
that the regularized double shuﬄe relations are all relations of multiple zeta values.
Another direction is considering the Drinfeld associator ΦDR(x0, x1) introduced by Drinfeld in [6]
from the Knizhnik–Zamolodchikov (KZ) equation. The KZ equation is the differential equation
dG
dz
=
(
x0
z
+ x1
z − 1
)
G(z), (KZ)
where G(z) is an analytic C〈〈x0, x1〉〉-valued function. It is well-known that there are solutions G0(z)
and G1(z) of (KZ) with the asymptotic properties
G0(z) ∼ zx0 , z → 0, G1(z) ∼ (1− z)x1 , z → 1,
respectively. The Drinfeld associator ΦDR is deﬁned by
G0(z) = G1(z)ΦDR(x0, x1).
The Drinfeld associator satisﬁes the so-called associator relations (see [5] for details):
• ΦDR(x0,0) = 1 and (ΦDR) = ΦDR ⊗ ΦDR , where  is the coproduct of the algebra C〈〈x0, x1〉〉
determined by (xi) = xi ⊗ 1+ 1⊗ xi for i = 0,1;
• (two-term relation or duality formula) ΦDR(x0, x1) = ΦDR(x1, x0)−1;
• (six-term relation)
ΦDR(x0, x1)e
π ix0ΦDR(x∞, x0)eπ ix∞ΦDR(x1, x∞)eπ ix1 = 1
for x∞ = −x0 − x1;
• (ﬁve-term relation).
In above, we omit the explicit formula of ﬁve-term relation. These relations can be deduced from the
KZ systems as in [6]. It is also conjectured that the associator relations give all relations of multiple
zeta values.
It is natural to study the relation between the two conjectured full relation systems of multiple
zeta values. In [5], Deligne and Terasoma proved that the associator relations imply the regularized
double shuﬄe relations by geometric method. The modiﬁed gamma series ΦDR (s) plays an important
role in studying the regularized harmonic shuﬄe relations of multiple zeta values. For any associator
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element Φ(s) ∈ 1+ s2Cs such that
ΦY (x0, x1)
ab = Φ(−x0)Φ(−x1)
Φ(−x0 − x1) , (1.3)
where if Φ = 1+Φ0x0 +Φ1x1, then ΦY = 1+Φ1x1 and ΦY (x0, x1)ab is the image of ΦY (x0, x1) in the
formal power series ring Cx0, x1. Using this gamma series, they showed that Φ satisﬁes regularized
harmonic shuﬄe relations. Note that in [7] Enriquez deﬁned gamma series for arbitrary associator (his
deﬁnition of associators is more general than that in [5]) and gave the characterized formula (1.3) [7,
Corollary 0.4].
Now we meet the problem: can the regularized double shuﬄe relations imply associator relations?
This problem seems diﬃcult. In this paper we have not touched it. We start from regularized double
shuﬄe relations. For any element Φ satisfying regularized double shuﬄe relations, we deﬁne the
gamma and beta series associated to Φ as that in [5,7]. We prove that such series also satisfy the
characterized formula (1.3) (Theorem 3.6). We give a formula connecting the beta series and the
logarithm of Φ . When Φ is ΦDR , this formula is just [6, Eq. (2.15)]. We also study the reﬂection
formula for the gamma series, and give some equivalent conditions on evaluations of coeﬃcients
of some special type words in Φ with this reﬂection formula (Theorem 4.5). In the special case
Φ = ΦDR , these equivalent conditions relate to the evaluations of ζ(2n), ζ(2, . . . ,2︸ ︷︷ ︸
n
), ζ(2k, . . . ,2k︸ ︷︷ ︸
n
)
and ζ(3,1, . . . ,3,1︸ ︷︷ ︸
2n
). Finally, we show that the geometric six-term relation of associators implies the
reﬂection formula of the gamma series.
Throughout this paper, K is a ﬁeld of characteristic 0, and R is a commutative K-algebra with
unity.
We give the contents of this paper. In Section 2, we recall regularized double shuﬄe relations and
deﬁne the set DMR(R). In Section 3, we deﬁne gamma and beta series associated to Φ ∈ DMR(R),
prove that they satisfy the characterized formula (1.3), and give some other properties of them. In the
ﬁnal section, we give some equivalent conditions for the reﬂection formula of gamma series (Theo-
rem 4.5), and prove that the six-term relation implies the reﬂection formula of the gamma series.
2. Regularized double shuﬄe relations
In this section, we recall the algebraic setting of regularized double shuﬄe relations of Ihara,
Kaneko, Zagier from [9] and Racinet from [10].
2.1. Shuﬄe and harmonic shuﬄe products
Let X = {x0, x1} be an alphabet, where x0 and x1 are noncommutative letters. We denote the set
of words on X by X∗ , which contains the empty word 1.
Let h = K〈X〉 be the K-algebra of noncommutative polynomials on X with respect to the concate-
nation product. It has two subalgebras:
h1 = K1+ hx1, h0 = K1+ x0hx1.
The shuﬄe product unionsqunionsq on h is deﬁned by linearity and the axioms [11]
S1 w unionsqunionsq1 = 1 unionsqunionsqw = w ,
S2 xiu unionsqunionsq x j v = xi(u unionsqunionsq x j v) + x j(xiu unionsqunionsq v),
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and h0 are still subalgebras. We use the notations hunionsqunionsq ,h1unionsqunionsq and h0unionsqunionsq to emphasize this commutative
algebra structure.
There is another commutative product on h1: the harmonic shuﬄe product ∗, which was intro-
duced by Hoffman [8]. The harmonic shuﬄe product is deﬁned by linearity and the axioms
H1 w ∗ 1= 1 ∗ w = w ,
H2 xi−10 x1u ∗ x j−10 x1v = xi−10 x1(u ∗ x j−10 x1v) + xi+ j−10 x1(u ∗ v) + x j−10 x1(xi−10 x1u ∗ v),
for any positive integers i, j and any words w,u, v ∈ h1. h0 is a subalgebra of the commutative algebra
(h1,∗). We denote them by h1∗ and h0∗ .
By [11], the shuﬄe algebra hunionsqunionsq and h1unionsqunionsq can be decomposed as
hunionsqunionsq =
∞⊕
i, j=0
xunionsqunionsq i1 unionsqunionsqh0unionsqunionsq unionsqunionsq xunionsqunionsq j0 , h1unionsqunionsq =
∞⊕
i=0
xunionsqunionsq i1 unionsqunionsqh0unionsqunionsq ,
respectively. We deﬁne the regularization map regunionsqunionsq :hunionsqunionsq → h0unionsqunionsq as in [9] by taking the constant term
of the above decomposition. The regularization map regunionsqunionsq is a shuﬄe algebra homomorphism. The
restriction of regunionsqunionsq to h1unionsqunionsq will still be denoted by regunionsqunionsq .
Similarly, it was proved in [8] that the harmonic shuﬄe algebra h1∗ can be decomposed as
h1∗ =
∞⊕
i=0
x∗i1 ∗ h0∗.
Then we can deﬁne the regularization map reg∗ :h1∗ → h0∗ . The map reg∗ is a harmonic shuﬄe algebra
homomorphism.
2.2. The EDS property
We recall the concept of “with EDS property” from [9].
Let ZR :h0 → R be a homomorphism with respect to both multiplications unionsqunionsq and ∗ of h0 (respect-
ing 1), i.e.
ZR(u unionsqunionsq v) = ZR(u)ZR(v) = ZR(u ∗ v)
for any u, v ∈ h0. We call that the pair (R, ZR) has the ﬁnite double shuﬄe (FDS) property. There are
unique algebra homomorphisms
ZunionsqunionsqR :h1unionsqunionsq → R[T ], Z∗R :h1∗ → R[T ],
such that
ZunionsqunionsqR
∣∣
h0
= ZR , ZunionsqunionsqR (x1) = T ; Z∗R
∣∣
h0
= ZR , Z∗R(x1) = T .
Set
AR(u) = exp
( ∞∑ (−1)n
n
ZR
(
xn−10 x1
)
un
)
∈ Ru.
n=2
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ρR
(
eTu
)= AR(u)eTu .
Deﬁnition 2.1. (See [9].) A pair (R, ZR) has extended double shuﬄe (EDS) property, if it has FDS
property and
(
ZunionsqunionsqR − ρR ◦ Z∗R
)
(w1) = 0,
for any w1 ∈ h1.
2.3. The set DMR(R)
Let R〈〈X〉〉 be the ring of noncommutative formal power series on X with coeﬃcients in R . It is a
Hopf algebra, with the coproduct deﬁned by
(xi) = xi ⊗ 1+ 1⊗ xi
for i = 0,1.
Let Y = {y1, y2, y3, . . .}. We denote by Y ∗ the set of all words on Y . The ring R〈〈Y 〉〉 is also a Hopf
algebra with the coproduct
∗(yn) =
∑
k+l=n
k,l0
yk ⊗ yl
for n = 1,2,3, . . . , where y0 = 1.
There is a R-linear projection ΠY : R〈〈X〉〉 → R〈〈Y 〉〉 deﬁned by
{
ΠY (w) = 0, if w ∈ X∗ is a word ending by x0,
ΠY (x
k1−1
0 x1 · · · xkn−10 x1) = (−1)n yk1 · · · ykn .
For any alphabet A and Φ ∈ R〈〈A〉〉, we denote by (Φ,w) the coeﬃcient of a word w ∈ A∗ in Φ .
Then Φ is represented by
Φ =
∑
w∈A∗
(Φ,w)w.
Let DMR(R) be the set of all elements Φ ∈ R〈〈X〉〉 with the properties
(D1) (Φ,1) = 1;
(D2) (Φ, x0) = (Φ, x1) = 0;
(D3) Φ = Φ ⊗ Φ;
(D4) ∗Φ∗ = Φ∗ ⊗ Φ∗ , where
Φ∗ = exp
( ∞∑
n=2
(−1)n−1
n
(
ΠY (Φ), yn
)
yn1
)
ΠY (Φ) ∈ R〈〈Y 〉〉.
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Assume that (R, Z) has EDS property, we deﬁne the K-linear map Z˜ :h0 → R by
Z˜
(
xk1−10 x1 · · · xkn−10 x1
)= (−1)n Z(xk1−10 x1 · · · xkn−10 x1).
We have the following bijections:
{
Z :h0 → R ∣∣ (R, Z) has EDS property}←→ DMR(R),
Z :h0 −→ R −→ Φ =
∑
w∈X∗
Z˜(regunionsqunionsq (w))w,(
ZΦ :h0 → R
xk1−10 x1 · · · xkn−10 x1 → (−1)n(Φ, xk1−10 x1 · · · xkn−10 x1)
)
←−  Φ.
We will identify these two sets, and call elements of them satisfying regularized double shuﬄe rela-
tions.
For an element Φ ∈ DMR(R), we write the image of Φ under the correspondence above by (R, ZΦ).
Then we have
Φ =
∑
w∈X∗
Z˜Φ
(
regunionsqunionsq (w)
)
w, (2.1)
and
Φ∗ =
∑
w∈Y ∗
ZΦ
(
reg∗
(
φ(w)
))
w, (2.2)
where φ :K〈Y 〉 → h1 is a K-linear map determined by
φ(yk1 · · · ykn) = xk1−10 x1 · · · xkn−10 x1.
As a typical example, let K = Q, R = R and ZR = Z :h0 → R the Q-linear map given by
Z(1) = 1, Z(xk1−10 x1xk2−10 x1 · · · xkn−10 x1)= ζ(k1,k2, . . . ,kn),
for any sequence (k1,k2, . . . ,kn) of positive integers with k1 > 1. Then (R, Z) has EDS property. The
corresponding element of (R, Z) in DMR(R) is the Drinfeld associator ΦDR(x0, x1).
3. Gamma and beta series
Let Φ ∈ DMR(R).
Deﬁnition 3.1. The gamma series Φ(s) associated to Φ is deﬁned by
Φ(s) = exp
( ∞∑
n=2
(−1)n
n
ZΦ
(
xn−10 x1
)
sn
)
∈ 1+ s2Rs.
The beta series BΦ(x0, x1) associated to Φ is deﬁned as
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( ∞∑
n=2
ZΦ(x
n−1
0 x1)
n
(
xn0 + xn1 − (x0 + x1)n
)) ∈ Rx0, x1.
By the deﬁnition, it is obvious that
BΦ(x0, x1) = BΦ(x1, x0), (3.1)
and
BΦ(x0, x1) = Φ(−x0)Φ(−x1)
Φ(−x0 − x1) . (3.2)
In this section, we prove that the gamma series satisﬁes the characterized formula (1.3) and give
a formula relating the logarithm of Φ with the beta series.
3.1. The characterized formula of gamma series
For Φ ∈ DMR(R), we can write it as Φ = 1+Φ0x0 +Φ1x1. Set ΦY = 1+Φ1x1. Let ΦY (x0, x1)ab be
the image of ΦY (x0, x1) in the formal power series ring Rx0, x1.
We will give two representations of ΦY (x0, x1)ab . From the latter, we obtain the main result of this
subsection (Theorem 3.6). The ﬁrst one is given by the following proposition.
Proposition 3.2. Let Φ ∈ DMR(R), we have
ΦY (x0, x1)
ab = 1−
∑
k,l0
ZΦ
(
xk+10 x
l+1
1
)
xk+10 x
l+1
1 .
To prove this proposition, we need one lemma. Recall from [9] that for any m 0 and w ∈ h1,
regunionsqunionsq
(
xm1 x0w
)= (−1)mx0(xm1 unionsqunionsqw). (3.3)
For two nonnegative integers k and l, we deﬁne X∗k,l ⊂ X∗ be the set of all words w ∈ X∗ such that
the number of x0 in w is exactly k and the number of x1 is exactly l.
Lemma 3.3. For any nonnegative integers k and l, the following equation holds
∑
w∈X∗k+1,l
regunionsqunionsq (wx1) = (−1)lxk+10 xl+11 .
Proof. We ﬁrst claim that
l∑
i=0
∑
wi∈X∗k,l−i
(−1)i xi1 unionsqunionsqwi = 0, ∀k 0, l > 0. (3.4)
We prove (3.4) by induction on k. The cases k = 0 and l = 1 are easy. For l > 1,k > 0, we assume
the result holds for k − 1. The left-hand side of (3.4) is
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w0∈X∗k,l−1
w0x1 +
∑
w0∈X∗k−1,l
w0x0
)
+
l−1∑
i=1
(−1)i
( ∑
wi∈X∗k,l−i
(
xi−11 unionsqunionsqwi
)
x1
+
∑
wi∈X∗k−1,l−i
(
xi1 unionsqunionsqwi
)
x0 +
∑
wi∈X∗k,l−i−1
(
xi1 unionsqunionsqwi
)
x1
)
+ (−1)l((xl−11 unionsqunionsq xk0)x1 + (xl1 unionsqunionsq xk−10 )x0).
It is reduced to (
l∑
i=0
∑
wi∈X∗k−1,l−i
(−1)i xi1 unionsqunionsqwi
)
x0,
which is zero by the induction assumption. The claim is proved.
We now prove the lemma by induction on l 0. The case l = 0 is easy. We assume l > 0. By (3.3),
we have
∑
w∈X∗k+1,l
regunionsqunionsq (wx1) =
l∑
i=0
∑
wi∈X∗k,l−i
(−1)i x0
(
xi1 unionsqunionsqwix1
)
.
The right-hand side of the above equation is
x0
(
l∑
i=0
∑
wi∈X∗k,l−i
(−1)i xi1 unionsqunionsqwi
)
x1 +
l∑
i=1
∑
wi∈X∗k,l−i
(−1)i x0
(
xi−11 unionsqunionsqwix1
)
x1.
So (3.4) yields
∑
w∈X∗k+1,l
regunionsqunionsq (wx1) = −
l−1∑
i=0
∑
wi∈X∗k,l−1−i
(−1)i x0
(
xi1 unionsqunionsqwix1
)
x1,
which deduces the result with the help of (3.3) and the induction assumption. 
Since Φ(x0, x1) =∑w∈X∗ Z˜Φ(regunionsqunionsq (w))w , we have
ΦY (x0, x1) = 1+
∑
w∈X∗
Z˜Φ
(
regunionsqunionsq (wx1)
)
wx1.
Proposition 3.2 follows from Lemma 3.3 and the fact regunionsqunionsq (xl+11 ) = 0 for any l 0.
Before giving the second representation of ΦY (x0, x1)ab , we state a lemma.
Lemma 3.4. For any positive integers k and l, we have
k∑
i=0
∑
wi∈X∗k−i,l−1
(−1)i xi1 ∗ wix1 = (−1)k
(
k + l
k
)
xk+l1 .
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we note that
k∑
i=0
∑
wi∈X∗k−i,l−1
(−1)i xi1 ∗ wix1 =
k−1∑
i=0
∑
wi∈X∗k−1−i,l−1
(−1)i−1x1
(
xi1 ∗ wix1
)
+
k∑
i=0
∑
wi∈X∗k−i,l−2
(−1)i x1
(
xi1 ∗ wix1
)
.
The lemma follows from the induction assumption. 
Then we obtain the second representation of ΦY (x0, x1)ab .
Proposition 3.5. Let Φ ∈ DMR(R), we have
(i)
exp
( ∞∑
n=2
(−1)n−1
n
ZΦ
(
xn−10 x1
)
xn
)
=
∞∑
n=0
ZΦ
(
reg∗
(
xn1
))
xn; (3.5)
(ii)
ΦY (x0, x1)
ab = exp
( ∞∑
n=2
ZΦ(x
n−1
0 x1)
n
(
xn0 + xn1 − (x0 + x1)n
))
. (3.6)
Proof. Since ΠY (Φ) =∑w∈Y ∗ ZΦ(regunionsqunionsq (φ(w)))w , we have
ΠY (Φ)|yi=−xi−10 x1 = ΦY (x0, x1).
Set Φ∗(x0, x1) = Φ∗|yi=−xi−10 x1 , we deduce
Φ∗(x0, x1) = exp
(
−
∞∑
n=2
1
n
ZΦ
(
xn−10 x1
)
xn1
)
ΦY (x0, x1).
On the other hand, Eq. (2.2) yields
Φ∗(x0, x1) =
∑
yk1 ···ykn∈Y ∗
ZΦ
(
reg∗
(
xk1−10 x1 · · · xkn−10 x1
))
(−1)nxk1−10 x1 · · · xkn−10 x1.
Then we get
ΦY (x0, x1)
ab = exp
( ∞∑
n=2
1
n
ZΦ
(
xn−10 x1
)
xn1
)
Φ∗(x0, x1)ab, (3.7)
where
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∑
k,l0
(−1)l+1
( ∑
w∈X∗k,l
ZΦ
(
reg∗(wx1)
))
xk0x
l+1
1 . (3.8)
By Proposition 3.2, ΦY (x0, x1)ab|x0=0 = 1. Let x0 = 0 and x1 = −x in both (3.7) and (3.8), we
get (3.5).
To prove (3.6), by (3.7), it is suﬃcient to show
Φ∗(x0, x1)ab = exp
( ∞∑
n=2
ZΦ(x
n−1
0 x1)
n
(
xn0 − (x0 + x1)n
))
. (3.9)
While (3.9) is equivalent to
Φ∗(x0, x1)ab exp
(
−
∞∑
n=2
ZΦ(x
n−1
0 x1)
n
xn0
)
= exp
(
−
∞∑
n=2
ZΦ(x
n−1
0 x1)
n
(x0 + x1)n
)
. (3.10)
By (3.5), (3.10) is equivalent to
Φ∗(x0, x1)ab
∞∑
n=0
ZΦ
(
reg∗
(
xn1
))
(−x0)n =
∞∑
n=0
ZΦ
(
reg∗
(
xn1
))
(−x0 − x1)n,
which is a consequence of (3.8) and Lemma 3.4. 
From the above proposition and the deﬁnitions of gamma and beta series, we have the following
theorem.
Theorem 3.6. Let Φ ∈ DMR(R), we have
Φ(s)
−1 =
∞∑
n=0
ZΦ
(
reg∗
(
xn1
))
sn,
and
BΦ(x0, x1) = ΦY (x0, x1)ab.
By Proposition 3.2 and the above theorem, we get
∑
k,l0
ZΦ
(
xk+10 x
l+1
1
)
xk+10 x
l+1
1 = 1− exp
{ ∞∑
n=2
ZΦ(x
n−1
0 x1)
n
(
xn0 + xn1 − (x0 + x1)n
)}
.
When Φ = ΦDR , the above equation is nothing but Aomoto–Drinfeld–Zagier [1,6] relation:
∞∑
m,n=1
ζ(m + 1,1, . . . ,1︸ ︷︷ ︸
n−1
)XmYn = 1− exp
{ ∞∑
n=2
ζ(n)
Xn + Yn − (X + Y )n
n
}
.
Also, by (3.1), Proposition 3.2 and the above theorem, we have an immediate consequence.
224 Z. Li / Journal of Number Theory 130 (2010) 213–231Corollary 3.7. For any nonnegative integers k and l, we have the duality
ZΦ
(
xk+10 x
l+1
1
)= ZΦ(xl+10 xk+11 ).
Note that the above formula is a partial result of duality formula of associator relations:
Φ(x0, x1) = Φ(x1, x0)−1.
3.2. The logarithm
In this subsection, we give a formula connecting the logarithm of Φ ∈ DMR(R) and the beta series
BΦ(x0, x1).
Let Φ(x0, x1) ∈ R〈〈X〉〉 with (Φ,1) = 1, the logarithm of Φ is deﬁned as
logΦ =
∞∑
n=2
(−1)n−1
n
(Φ − 1)n.
Therefor for any Φ(x0, x1) = 1+ Φ0(x0, x1)x0 + Φ1(x0, x1)x1 ∈ R〈〈X〉〉, we get
logΦ =
∞∑
n=1
(−1)n−1
n
(Φ0x0 + Φ1x1)n−1Φ0x0 +
∞∑
n=1
(−1)n−1
n
(Φ0x0 + Φ1x1)n−1Φ1x1.
When we denote
logΦ = (logΦ)0x0 + (logΦ)1x1,
we have
(logΦ)0 = Φ0 +
∞∑
n=2
(−1)n−1
n
(Φ0x0 + Φ1x1)n−1Φ0,
and
(logΦ)1 = Φ1 +
∞∑
n=2
(−1)n−1
n
(Φ0x0 + Φ1x1)n−1Φ1,
which deduce the following lemma.
Lemma 3.8. (See [7].) For any Φ(x0, x1) = 1+ Φ0(x0, x1)x0 + Φ1(x0, x1)x1 ∈ R〈〈X〉〉, if Φ(x0, x1)ab = 1, we
have
(logΦ)ab0 = Φab0 , (logΦ)ab1 = Φab1 .
We denote by L the complete free Lie algebra over R generated by X , and set p = [L, L].
Assume that Φ ∈ DMR(R). Since Φ = Φ ⊗ Φ , (Φ,1) = 1 and Φ(x0,0) = Φ(0, x1) = 1, we
have logΦ ∈ p. We denote by logΦ the image of logΦ in p/[p,p]. Let Ukl be the image of
ad(x1)l ad(x0)k[x0, x1] in p/[p,p].
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(logΦ)ab1 x1 =
∑
k,l0
cklx
k+1
0 x
l+1
1 .
Proof. Assume that logΦ = ∑k,l0 cklUkl + ϕ(x0, x1), where ϕ(x0, x1) ∈ [p,p] and Ukl = ad(x1)l ×
ad(x0)k[x0, x1]. Since ((Ukl)1x1)ab = xk+10 xl+11 for any k, l  0 and (ϕ(x0, x1)1x1)ab = 0, we get the
result. 
By Theorem 3.6, Lemmas 3.8 and 3.9, we have a relation between logΦ and BΦ(x0, x1) for any
Φ ∈ DMR(R).
Proposition 3.10. For any Φ ∈ DMR(R), if logΦ =∑k,l0 cklUkl , we have
1+
∑
k,l0
cklx
k+1
0 x
l+1
1 = BΦ(x0, x1). (3.11)
Applying Proposition 3.2, we get a corollary.
Corollary 3.11. For any Φ ∈ DMR(R), the following equation holds
logΦ = −
∑
k,l0
ZΦ
(
xk+10 x
l+1
1
)
Ukl. (3.12)
Note that when Φ = ΦDR , (3.11) is just [6, Eq. (2.15)], and (3.12) reads
logΦDR = −
∑
k,l0
ζ(k + 2,1, . . . ,1︸ ︷︷ ︸
l
)Ukl.
4. The reﬂection formula for the gamma series
Let Φ = ΦDR , then the gamma series ΦDR (s) satisﬁes the reﬂection formula
ΦDR (s)ΦDR (−s) =
2π is
eπ is − e−π is . (4.1)
For general element Φ ∈ DMR(R), we expect the same property of Φ(s):
Φ(s)Φ(−s) = λs
e
λs
2 − e− λs2
, λ ∈ R.
We ﬁnd that such reﬂection formula is relating to the values of ZΦ on some special type of words.
Before the main result of this section, we make some preparations.
Lemma 4.1. For any positive integer n, the following equation holds
2n∑
k=0
(−1)kxk1 ∗ x2n−k1 = (−1)n(x0x1)n.
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1
Φ(s)Φ(−s) =
∞∑
n=0
Z˜Φ
(
(x0x1)
n)s2n = exp(− ∞∑
n=1
ZΦ(x
2n−1
0 x1)
n
s2n
)
.
Proof. Applying Theorem 3.6, we get
1
Φ(s)Φ(−s) =
∑
n,m0
(−1)mZΦ
(
reg∗
(
xn1 ∗ xm1
))
sn+m.
Then by Lemma 4.1, we get
1
Φ(s)Φ(−s) =
∞∑
n=0
(−1)n ZΦ
(
(x0x1)
n)s2n.
Another equation is directly from the deﬁnition of gamma series. 
Recall that the Bernoulli number Bn is deﬁned by
x
ex − 1 =
∞∑
n=0
Bn
xn
n! .
For instance, B0 = 1, B1 = − 12 and B2 = 16 .
Lemma 4.3.
log
ex − 1
x
= 1
2
x+
∞∑
n=1
B2n
x2n
2n(2n)! .
Proof. Let f (x) = log ex−1x , then we have f (0) = 0. The result follows from
f (x) =
x∫
0
f ′(t)dt,
and the deﬁnition of Bernoulli numbers. 
For any integers m,n with m 2n 0, let Sm,n ⊂ X∗ be the set of words w such that w occurs in
(x0x1)n unionsqunionsq (x0x1)m−n and contains the subword x20 exactly n times. Let
Tm,n =
∑
w∈Sm,n
w.
(The deﬁnitions of Sm,n and Tm,n are taken from [3,4].) For example, Tn,0 = (x0x1)n and T2n,n =
(x20x
2
1)
n.
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m∑
k=0
(
(x0x1)
k unionsqunionsq (x0x1)m−k
)
XkYm−k =
[m2 ]∑
n=0
Tm,n(4XY )
n(X + Y )m−2n,
where for a real number x, [x] is the largest integer that is not larger than x.
Now we have our equivalent conditions.
Theorem 4.5. Let Φ ∈ DMR(R) and λ ∈ R. The following statements are equivalent:
(i) Φ(s)Φ(−s) = λs
e
λs
2 −e− λs2
;
(ii) ZΦ((x0x1)n) = (−1)n λ2n4n(2n+1)! for any integer n 0;
(iii) ZΦ(x
2n−1
0 x1) = − λ
2n
2(2n)! B2n for any integer n 1;
(iv) ZΦ((x
2k−1
0 x1)
n) = C (k)n λ2nk(2nk)! for any integers n  0 and k  1, where C (k)n ∈ Q are deﬁned by C (k)0 = 1
and C (k)n = 12n
∑n
m=1(−1)m
(2nk
2mk
)
B2mkC
(k)
n−m for any n 1;
(v) ZΦ(Tm,n) = (−1)m 24m(2m+2)!
(m+1
2n+1
)
λ2m for any integers m,n with m 2n 0.
Proof. Obviously, the condition (i) is equivalent to
1
Φ(s)Φ(−s) =
e
λs
2 − e− λs2
λs
=
∞∑
n=0
λ2n
4n(2n + 1)! s
2n.
By Lemma 4.3, the condition (i) is also equivalent to
log
1
Φ(s)Φ(−s) =
∞∑
n=1
B2n
λ2n
2n(2n)! s
2n.
While the condition (ii) is equivalent to
∞∑
n=0
(−1)n ZΦ
(
(x0x1)
n)s2n = ∞∑
n=0
λ2n
4n(2n + 1)! s
2n;
and the condition (iii) is equivalent to
−
∞∑
n=1
ZΦ(x
2n−1
0 x1)
n
s2n =
∞∑
n=1
B2n
λ2n
2n(2n)! s
2n.
By Proposition 4.2, we get the equivalences of (i), (ii) and (iii).
Let k = 1 in (iv), we have ZΦ((x0x1)n) = C
(1)
n
(2n)!λ
2n , where
2n
C (1)n
(2n)! =
n∑
m=1
(−1)m B2m
(2m)!
C (1)n−m
(2n − 2m)! .
Then we get (ii) by induction.
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x2mk−10 x1 ∗
(
x2k−10 x1
)n−m = n−m+1∑
j=1
(
x2k−10 x1
) j−1
x2mk−10 x1
(
x2k−10 x1
)n−m− j+1
+
n−m∑
j=1
(
x2k−10 x1
) j−1
x2(m+1)k−10 x1
(
x2k−10 x1
)n−m− j
,
which implies
n∑
m=1
(−1)m−1 ZΦ
(
x2mk−10 x1
)
ZΦ
((
x2k−10 x1
)n−m)= nZΦ((x2k−10 x1)n).
By (iii), we have
2nZΦ
((
x2k−10 x1
)n)= n∑
m=1
(−1)m λ
2mk
(2mk)! B2mk ZΦ
((
x2k−10 x1
)n−m)
. (4.2)
Since ZΦ(x
2k−1
0 x1) = − λ
2k
2(2m)! B2k , (4.2) also holds for n = 1. Then (iv) follows from (4.2).
Let n = 0 in (v), we get (ii).
Finally we prove condition (i) implies (v). The proof is similar to that of [4], we give the outline.
Set
f (s, t) =
( ∞∑
n=0
(−1)n ZΦ
(
(x0x1)
n)s2n)( ∞∑
n=0
(−1)n ZΦ
(
(x0x1)
n)t2n),
where s and t are formal commuting variables. By Proposition 4.2 and (i), we deduce
f (s, t) =
∞∑
m=0
2λ2m
4m(2m + 2)!
[m2 ]∑
n=0
(
m + 1
2n + 1
)
s¯m−2nt¯2n,
where s¯ = s2 + t2 and t¯ = 2st . While Lemma 4.4 yields
f (s, t) =
∞∑
m=0
(−1)m
[m2 ]∑
n=0
ZΦ(Tm,n)s¯
m−2nt¯2n.
Comparing the coeﬃcients, we get (v). 
Remark. (a) In fact, by [9, Corollary 1], we have
exp
( ∞∑
n=1
(−1)n−1
n
ZΦ
(
xnk−10 x1
)
sn
)
= 1+
∞∑
n=1
ZΦ
((
xk−10 x1
)n)
sn,
for any integer k 2.
(b) If K = C, the item (4) of Theorem 4.5 is equivalent to
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n=0
(−1)n ZΦ
((
x2k−10 x1
)n)
t2nk =
k−1∏
j=0
e
1
2 λρ
j
k t − e− 12 λρ jk t
λρ
j
k t
,
for any positive integer k, where ρk = e π ik ∈ K. When λ = 2π i, this equation is equivalent to [2,
Eq. (34)].
(c) If Φ = ΦDR and λ = 2π i, the ﬁve conditions in the above theorem respectively become
(i) the reﬂection formula (4.1) for the usual gamma function;
(ii) the formula
ζ(2, . . . ,2︸ ︷︷ ︸
n
) = π
2n
(2n + 1)! (see [2,8]);
(iii) Euler’s formula
ζ(2n) = − (2π i)
2n
2(2n)! B2n;
(iv) a formula for ζ(2k, . . . ,2k︸ ︷︷ ︸
n
) (see (ii) and other formulas in [2, Section 3]);
(v) a formula for ζ(Tm,n) (deﬁned as Z(Tm,n))
ζ(Tm,n) = 2π
2m
(2m + 1)!
(
m + 1
2n + 1
)
(this is just [4, Corollary 5.1]), which deduces the evaluations for ζ(2, . . . ,2︸ ︷︷ ︸
n
) and
ζ(3,1,3,1, . . . ,3,1︸ ︷︷ ︸
2n
).
At the end of this paper, we show that when Φ ∈ DMR(R) satisﬁes the (general) six-term relation
of associators, every item of Theorem 4.5 is true. For Drinfeld associator, the six-term relation can
be interpreted by the relation of the fundamental group of P1 − {0,1,∞}. So the geometric relation
implies the algebraic conditions in Theorem 4.5.
Proposition 4.6. Let Φ ∈ DMR(R) and λ ∈ R. If Φ satisﬁes the six-term relation
Φ(x0, x1)e
1
2 λx0Φ(x∞, x0)e
1
2 λx∞Φ(x1, x∞)e
1
2 λx1 = 1 (4.3)
for x∞ = −x0 − x1 , we have
Φ(s)Φ(−s) = BΦ(s,−s) = λs
e
1
2 λs − e− 12 λs
.
Proof. Assume that Φ(x0, x1) = 1+ Φ0(x0, x1)x0 + Φ1(x0, x1)x1, by comparing the terms ending with
x1 in (4.3), we get
230 Z. Li / Journal of Number Theory 130 (2010) 213–231Φ(x0, x1)e
1
2 λx0Φ(x∞, x0)e
1
2 λx∞Φ(x1, x∞)
(
e
1
2 λx1 − 1)
+ Φ(x0, x1)e 12 λx0Φ(x∞, x0)e 12 λx∞
(
Φ0(x1, x∞) − Φ1(x1, x∞)
)
x1
+ Φ(x0, x1)e 12 λx0Φ(x∞, x0)e
1
2 λx∞ − 1
x0 + x1 x1
− Φ(x0, x1)e 12 λx0Φ0(x∞, x0)x1 + Φ1(x0, x1)x1 = 0.
Applying the abelianization and using the facts Φ(x0, x1)ab = 1, BΦ(x0, x1) = 1 + Φab1 (x0, x1)x1 = 1 −
Φab0 (x0, x1)x0, we have
BΦ(x0, x1) = e− 12 λx1 BΦ(x1, x∞) + e 12 λx0 BΦ(x∞, x0) − e 12 λx0 + e
1
2 λx0 − e− 12 λx1
x0 + x1 x1
+ e− 12 λx1Φab1 (x1, x∞)x1 − e
1
2 λx0Φab0 (x∞, x0)x0. (4.4)
Applying the automorphism Rx0, x1 → Rx0, x1 determined by xi → x1−i for i = 0,1 on (4.4) and
using the fact BΦ(x0, x1) = BΦ(x1, x0), we get
BΦ(x0, x1) = e− 12 λx0 BΦ(x0, x∞) + e 12 λx1 BΦ(x∞, x1) − e 12 λx1 + e
1
2 λx1 − e− 12 λx0
x0 + x1 x0
+ e− 12 λx0Φab1 (x0, x∞)x0 − e
1
2 λx1Φab0 (x∞, x1)x1. (4.5)
(4.4) and (4.5) imply that
(
e
1
2 λx0 − e− 12 λx0)BΦ(x0, x1)
= e 12 λx∞ BΦ(x∞, x1) − e 12 λx∞ + e
1
2 λ(x0+x1) − 1
x0 + x1 x0
+ Φab1 (x0, x∞)x0 − e
1
2 λx∞Φab0 (x∞, x1)x1 − e−
1
2 λx∞ BΦ(x1, x∞)
+ 1− 1− e
− 12 λ(x0+x1)
x0 + x1 x1 − e
− 12 λx∞Φab1 (x1, x∞)x1 + Φab0 (x∞, x0)x0.
Let x0 = s and x1 = −s (hence x∞ = 0), since BΦ(x0,0) = BΦ(0, x1) = 1, the above formula gives that(
e
1
2 λs − e− 12 λs)BΦ(s,−s) = λs + (Φab0 (0, s) + Φab1 (s,0))s + (Φab0 (0,−s) + Φab1 (−s,0))s.
However we have
Φab1 (s,0) = −
∑
k0
ZΦ
(
xk+10 x1
)
sk+1; Φab0 (0, s) =
∑
l0
ZΦ
(
x0x
l+1
1
)
sl+1,
which yield Φab0 (0, s) + Φab1 (s,0) = 0. Finally we have(
e
1
2 λs − e− 12 λs)BΦ(s,−s) = λs,
as desired. 
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