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Abstract
For many applications, it is very useful to know whether a matrix is an H-matrix or not. Recently, some
iterative tests have been proposed for distinguishing H-matrix. In this paper, we propose a new method for
being able to distinguish only a scalar times column vector. Numerical evidence for the e5ectiveness of the
proposed algorithm is presented.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let A=(aij) be an n×n complex matrix, N={1; 2; : : : ; n}, and J={i‖aii|¿
∑
j =i |aij|; i∈N} = .
When J =N , A is said to be a strictly diagonally dominant matrix. If there exists a positive diagonal
matrix D such that AD is a diagonally dominant matrix, then A is a generalized diagonally dominant
matrix (GDDM). Let us denote the set of all such positive diagonal matrices by DA. It is well
known that if the coe?cient matrix A of the linear system Ax= b is a GDDM, then good iterative
methods (the Gauss–Seidel and the Jacobi methods) converge to the unique solution of Ax= b and
other method (the SOR method) converges under the condition 0¡!¡ 2=(1+(|J |)), where (|J |)
is spectral radius of the Jacobi iteration matrix J [9]. Thus, a simple criterion to determine whether
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a matrix is a GDDM or not is required. In [3, Theorem 2], necessary and su?cient conditions are
given for generalized diagonal dominance of A∈Cn;n. The proof of this result proceeds with the
construction of matrix D∈DA. On the other hand, Harada et al. proposed an iterative criterion [4].
A complete version of this criterion is proposed in 2000 [6], and has a total cost of O(n2), which
is the multiplication of A by a diagonal matrix.
In this paper, we propose a new algorithm with a total cost of only O(n), which is a scalar times
a column vector. Moreover, the computational complexity of the proposed algorithm is less than
other algorithms.
We Frst need to recall the following deFnitions.
Let A = (aij)∈Cn;n. We call A generalized (row) diagonally dominant matrix (GDDM) if there
exists an entrywise positive vector x= (xi)∈Cn such that
|aii|xi¿
∑
j =i
|aij|xj (i∈N): (1.1)
A is called a strictly generalized (row) diagonally dominant matrix (GSDDM) if strict inequality
holds in (1.1) for i∈N. This notion generalizes the notion of (row) diagonal dominance, in which
x = e (i.e., with all components equal to 1). In fact, if A satisFes (1.1) and if D = diag(x) (i.e., a
diagonal matrix whose diagonal entries are the entries of x in their natural order), it follows that
AD is a diagonally dominant matrix.
Next, we deFne the comparison matrix of A, M(A) = (ij), by
ij =
{ |aii| if i = j;
−|aij| if i = j:
If A=M(A), and the eigenvalues of A have positive real parts, we call A an (nonsingular) M-matrix.
We say that A is an H-matrix if M(A) is an M-matrix. For details and numerous conditions for an
M-matrix, see [5,2].
There are two further remarks we need to make, originating from well-known facts about
M-matrices found in the aforementioned references. First, every H-matrix, as deFned above, is non-
singular [7]. Second, A is an H-matrix if and only if A is generalized diagonally dominant [8].
Therefore, a given matrix A is an H-matrix if there exists a positive diagonal matrix D such that
AD is diagonally dominant. Hence, A is an H-matrix if and only if DA = .
2. The algorithm
Kohno et al. proposed an iterative test for H-matrices as follows [6]. For a matrix A, set N1(A)=
{i‖aii|¿
∑
j =i |aij|; i∈N} and N2(A) = N − N1(A). Let m be the iteration number.
Algorithm A.
Input: A matrix A= (aij)∈Cn;n.
I. if N1(A) =  or aii = 0 for some i∈N, ‘A is not an H-matrix’, stop: otherwise
II. set A(0) = A, D(0) = I , m= 1
III. compute A(m) = A(m−1)D(m−1) = (a(m)ij )
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IV. compute
d(m)i =
∑n
j=1 |a(m)ij |
|a(m)ii |
; i∈N
V. if d(m)i ¡ 2 for all i, ‘A is an H-matrix’. stop,
if d(m)i ¿ 2 for all i, ‘A is not an H-matrix’, stop;
otherwise.
VI. set D(m) = diag(d(m)i ), m= m+ 1; go to step III.
In Algorithm A, we have
d(m)i =
∑n
j=1 |a(m)ij |
|a(m)ii |
= 1 +
∑
j =i |a(m)ij |
|a(m)ii |
=1 + t(m)i ;
where t(m)i =
∑
j =i |a(m)ij |=|a(m)ii |. If t(m)i ¡ 1 for i∈N, then A(m) is a diagonally dominant matrix. While,
if t(m)i ¿ 1 for i∈N , then A(m) is not a diagonally dominant matrix. Therefore, when Algorithm A
is terminated by a Fnite number of iterations, two cases occur. Kohno et al. presented the following
theorem, but does not give a proof.
Theorem 1 (Kohno et al. [6, Theorem 2.4]). If Algorithm A terminates after a 4nite number of
iterations, then
(1) When d(m)i ¡ 2 for all i, A is a nonsingular H-matrix.
(2) When d(m)i ¿ 2 for all i, A is not a nonsingular H-matrix.
To prove the su?cient condition for Theorem 1, we need the following DeFnition 2, Lemma 3
and Theorem 4.
Denition 2. We deFne diagonal dominant ratios of A as follows:
ti =
∑n
k=1
k =i
|aik |
|aii| ; i∈N; tj =
∑n
k=1
k =j
|akj|
|ajj| ; j∈N;
where ti and tj are diagonal dominant ratios of the ith row and the jth column, respectively.
Lemma 3 (Axelsson [1, Corollary 4.6]).
(A)6min

maxi
n∑
j=1
|aij|;max
j
n∑
i=1
|aij|

 :
Using Lemma 3, we introduce the upper bound for the spectral radius (A) for A.
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Theorem 4. Let A be an irreducible matrix and let all diagonal elements of A be equal to 1. Then
A is an H-matrix if and only if its spectral radius (A) is less than 2.
Proof. If AD is a diagonally dominant matrix, then D−1AD is also a diagonally dominant matrix.
Thus, since (D−1AD) = (A), it follows from Lemma 3 that (A)¡ 2.
By Theorem 4, we can easily prove the su?cient condition for Theorem 1.
Computing a diagonal matrix is necessary in Algorithm A, and discrimination is performed by
repeating the multiplication of matrices. In this paper, we try on distinguishing of a generalized row
diagonal dominant matrix. Thus we use only ti.
Now, we propose Algorithm B. Let ai be the ith column vector of matrix A.
Algorithm B.
Input: A matrix A= (aij)∈Cn;n.
I. if N1(A) =  or aii = 0 for some i∈N, ‘A is not an H-matrix’, stop: otherwise
II. if ti = 0 for all i, ‘A is an H-matrix’, stop: otherwise
III. set tl =min16i6n ti for ti = 0
IV. compute a′l = tlal
V. set A′ = (a1 a2 : : : al−1 a′l al+1 : : : an)
VI. normalize lth row of A′ by a′ll
VII. compute t′i , i∈N
VIII. if t′i6 1 for all i and at least one i is strict, ‘A is an H-matrix’, stop,
if t′i¿ 1 for all i, ‘A is not an H-matrix’, stop;
otherwise
IX. set A= A′; go to step III.
Note 1. When A is an H-matrix with ti = 0 for some i∈N, at step III in Algorithm B, we choose
tl=0 inevitably. So, at step V, the elements of column a′l have all zero, that is, A is not nonsingular.
This contradict that A is an H-matrix. Therefore, we must except ti = 0.
Note 2. The elements of A and A′ di5er only in the lth column. Step IV of Algorithm B can be
done only computing a scalar times al. Thus, the cost of step IV is n (the total cost is O(n)). While,
in step III of Algorithm A, it is necessary to compute the product A(m)D(m). Thus, the cost of step
III is n2 (the total cost is O(n2)).
We prove the following Theorem for Algorithm B.
Theorem 5. Let A be an irreducible matrix and N1(A) = . If A is an H-matrix, then Algorithm
B produces a diagonally dominant matrix after 4nitely many steps.
Proof. For proving that Algorithm B terminates after a Fnite number of steps, we replace A and
A′ with A(k−1) and A(k), where k is a step number. At step VII, since t(k−1)l ¡ 1, the following
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relations yield:
t(k)i =
∑
j =i; l |a(k−1)ij |+ |a(k−1)il |t(k−1)l
|a(k−1)ii |
¡
∑
j =i; l |a(k−1)ij |+ |a(k−1)il |
|a(k−1)ii |
= t(k−1)i ; i = l;
t(k)i = 1; i = l:
Thus, for i = l, the value of the nondiagonal elements decrease as increase k. At step VI, the
following inequalities hold:
|a(k)lj |=
|a(k−1)lj |
|a(k)ll |
¿ |a(k−1)lj |; j = l:
Accordingly, by repeating iterations, we have t(k)i 6 1 for i∈N2(A(k)). On the other hand, for
i∈N1(A(k)), t(k)i close to 1 for i = l.
If A is an H-matrix, after Fnitely many steps the following relations yield:
t(k)i 6 1; i∈N:
While if A is not an H-matrix, then the following relations yield:
t(k)i ¿ 1; i∈N2(A(k))
and
t(k)i = 1 i∈N1(A(k)):
Remark. By considering di instead of ti, the validity of the proposed method is given by
Theorem 1.
Yi-ming Gao et al. have proposed the following discriminating inequality.
Theorem 6 (Gao and Wang [3]). Let A=(aij) be an n×n complex matrix, J ={i‖aii|¿
∑
j =i |aij|;
i∈N} = . If there exist N1(A) = J , N2(A) such that N1(A) ∪ N2(A) = N
(|aii| − i)(|ajj| − j)¿ ij (2.1)
for any i∈N1(A), j∈N2(A), where
i =
∑
j∈N1
j =i
|aij|; i =
∑
j∈N2
j =i
|aij|;
then A is an H-matrix.
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Proof. Let i =
∑
j =i |aij|, Hj = (|ajj| − j)=j, j∈N2(A), hi = i=(|aii| − i), i∈N1(A). From (2.1)
we know that Hj¿ hi for any i∈N1(A), j∈N2(A), so we choose d such that
max
i∈N1(A)
hi6d6 min
j∈N2(A)
Hj;
construct D=diag(di|di = d; i∈N1(A); di =1; i∈N2(A)) and write A1 = AD= (a(1)ij ). Then we have
|a(1)ii | − (1)i = d(|aii| − i)− i
¿ hi(|aii| − i)− i = 0
for any i∈N1(A), and
(1)j = dj + j6Hjj + j = |ajj|= |a(1)jj |
for any j∈N2(A), so A is an H-matrix.
3. Examples
We test that Algorithm B is better than other methods.
Example 1. Let us consider a matrix A with 3i=1ti ¡ 1 and 
3
j=1tj ¡ 1,
A=


1 0:8 0:6
0:2 1 0:5
0:1 0:6 1

 :
The discriminating inequality of Yi-ming Gao et al.: Since N1(A) = {2; 3} and N2(A) = {1}, we
have
max
i∈N1(A)
hi = 0:46d6 min
j∈N2(A)
Hj = 0:714:
By choosing d= 0:5, A1 = AD is a diagonally dominant matrix, where D = diag(1; 0:5; 0:5). Hence,
A is an H-matrix and the total cost is n= 3.
Algorithm A.
At step III,
A(1) = A(0)D(0) =


1 0:8 0:6
0:2 1 0:5
0:1 0:6 1

 :
From steps IV, we have the diagonal elements of D(1)
d(1)1 = 2:4; d
(1)
2 = 1:7; d
(1)
3 = 1:7:
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At step III,
A(2) = A(1)D(1) =


2:4 1:36 1:02
0:48 1:7 0:85
0:24 1:02 1:7

 :
From step IV,
d(2)1 = 1:992; d
(2)
2 = 1:782; d
(2)
3 = 1:741:
When m=2, d(2)i ¡ 2 holds for i∈N. Hence, A is an H-matrix and the total cost is 2(n2 + n)= 24.
Algorithm B.
Process 1: We compute ti, i∈N,
t1 = 1:4; t2 = 0:7; t3 = 0:7:
From step III, we choose tl=2 = 0:7. Next, from steps IV, V and VI, we have
a′2 = (0:56 0:7 0:42)
T;
A′ =


1 0:56 0:6
0:2 0:7 0:5
0:1 0:42 1


and
A′ =


1 0:56 0:6
0:286 1 0:714
0:1 0:42 1

 :
At step VII, we have
t′1 = 1:16; t
′
2 = 1; t
′
3 = 0:52:
From step VIII, for all i, t′i6 1 is not satisFed. At step IX, we set A= A′ and return to step III.
Process 2: By choosing tl=3 = 0:52, we have
a′3 = (0:312 0:371 0:52)
T:
From steps VI, we have
A′ =


1 0:56 0:312
0:286 1 0:371
0:192 0:808 1

 :
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At step VII,
t′1 = 0:872; t
′
2 = 0:657; t
′
3 = 1:
Clearly, t′i6 1 holds for i∈N. Hence, A is an H-matrix and the total cost is 2(2(n− 1)) = 8.
Example 2. Let us consider a matrix A with
∏n
i=1 tj ¿ 1 and
∏n
i=1 ti
∏n
i=1 tj ¡ 1,
A=


1 2:8 0:4 1:6
0:05 1 0:15 0:3
0:15 0:2 1 0:4
0:1 0:1 0:15 1

 :
This matrix is an H-matrix. Algorithm A requires 3 iterations for discriminating H-matrix, and
Algorithm B requires Fve steps. The total cost of Algorithms A and B are 3(n2 + n) = 60 and
5(2(n− 1)) = 30, respectively.
We test the discriminating inequality.
Since N1(A) = {2; 3; 4} and N2(A) = {1}, we have
max
i∈N1(A)
hi = 0:375; min
j∈N2(A)
Hj = 0:208:
Although A is an H-matrix, we cannot obtain d such that maxi∈N1(A) hi6d6minj∈N2(A)Hj. As
result, this method is incomplete.
Example 3. Let us consider a non-H-matrix as follows:
A=


1 0:8 0:3
0:6 1 0:9
0:1 0:4 1

 :
Algorithm A requires 6 iterations. In Algorithm B, we have t′1 = 1, t′2 = 1:014, t′3 = 1 at four steps.
Thus, Algorithm B requires four steps. The total cost of Algorithms A and B are 6(n2 +n)=72 and
4(2(n − 1)) = 16, respectively. Next, we test the discriminating inequality. Since N1(A) = {3} and
N2(A)= {1; 2}, we have maxi∈N1(A) hi =0:5 and minj∈N2(A)Hj =0:444: We cannot obtain d such that
maxi∈N1(A) hi6d6minj∈N2(A)Hj. Thus, A is not an H-matrix. When A is not an H-matrix, using
the discriminating inequality is e5ective.
Example 4. Let us consider a matrix A with t1 = 0
A=


1 0 0
0:4 1 0:7
0:5 0:3 1

 :
We compute ti, i∈N
t1 = 0; t2 = 1:1; t3 = 0:8:
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We choose tl=1 = 0, then, from steps IV and V, we have
a′1 = (0 0 0)
T
and
A′ =


0 0 0
0 1 0:7
0 0:3 1

 :
Although A is an H-matrix, A′ is singular. Accordingly, we must except t1 = 0.
Thus, for this example we must choose tl=3 = 0:8 at step III. Next, from steps IV, V and VI, we
have
a′3 = (0 0:56 0:8)
T
and
A′ =


1 0 0
0:4 1 0:56
0:625 0:375 1

 :
At step VII, we have
t′1 = 0; t
′
2 = 0:96; t
′
3 = 1:
Clearly, t′i6 1 holds for i∈N. Hence, A is an H-matrix.
4. Concluding remark
For Example 1, Algorithm A needs 2 iterations, while Algorithm B is able to discriminate in two
steps, which correspond to 23 iterations of Algorithm A.
We called an iterative test Algorithm A in which needs to iterate products A(m)x(m) or A(m)D(m)
for distinguishing H-matrix. While the direct test proposed by Yi-ming Gao et al. needs n times
computation. There is no need to iterate the product A(m) by D(m) in Algorithm B. Thus, we consider
that the proposed method is a direct method for matrices with
∏n
i=1 ti ¡ 1 and
∏n
i=1 tj ¡ 1.
For Example 2, Algorithm A needs 3 iterations. On the other hand, Algorithm B needs Fve steps,
which correspond to 54 iterations of Algorithm A. Thus, in this case, the proposed method is not a
direct method. However, a discriminating inequality cannot be discriminated for an H-matrix with∏n
i=1 ti
∏n
j=1 tj ¡ 1 (
∏n
i=1 ti ¡ 1 and
∏n
j=1 tj ¿ 1 and
∏n
i=1 ti ¿ 1 and
∏n
j=1 tj ¡ 1).
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