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MEAN-FIELD OPTIMAL CONTROL AND OPTIMALITY CONDITIONS IN
THE SPACE OF PROBABILITY MEASURES
MARTIN BURGER, RENE´ PINNAU, CLAUDIA TOTZECK, AND OLIVER TSE
Abstract. We derive a framework to compute optimal controls for problems with states in the
space of probability measures. Since many optimal control problems constrained by a system of
ordinary differential equations (ODE) modelling interacting particles converge to optimal control
problems constrained by a partial differential equation (PDE) in the mean-field limit, it is inter-
esting to have a calculus directly on the mesoscopic level of probability measures which allows us
to derive the corresponding first-order optimality system. In addition to this new calculus, we
provide relations for the resulting system to the first-order optimality system derived on the par-
ticle level, and the first-order optimality system based on L2-calculus under additional regularity
assumptions. We further justify the use of the L2-adjoint in numerical simulations by establishing
a link between the adjoint in the space of probability measures and the adjoint corresponding to
L2-calculus. Moreover, we prove a convergence rate for the convergence of the optimal controls
corresponding to the particle formulation to the optimal controls of the mean-field problem as the
number of particles tends to infinity.
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AMS subject classifications. 49K15, 49K20
1. Introduction
In the past few years, the growing interest in the (optimal) control of interacting particle systems
and their corresponding mean-field limits led to many contributions on their numerical behavior
(see, e.g., [9, 26]) as well as their analytical properties, e.g., [6, 16]. They can be found in various
fields of applications, for example physical or biological models like crowd dynamics [5, 9, 15,
24], consensus formation [4], or even global optimization [12, 23]. Meanwhile, there are also first
approaches for stochastic particle systems available [7, 22].
Since there are several points of view on this subject, the analytical techniques vary from stan-
dard ODE and PDE theory over optimal transport to measure-valued solutions. This induces also
different variants for the derivation of first-order optimality conditions and/or gradient informa-
tion, which clearly also has some impact on the design of appropriate numerical algorithms for the
solution of the optimal control problems at hand.
Here, we present a calculus for the derivation of first-order optimality conditions in the space of
probability measures and link it to other different approaches discussed in [6,7,16] (cf. Section 4).
As opposed to the first-order optimality conditions found in those papers, our calculus yields vector
fields as adjoint variables, which is consistent with the adjoint variables that appear on the level
of particle systems. Furthermore, we show, in Section 5, how these new insights might be used for
further analytical investigations. To get an idea of the different strategies, we begin with a simple
example that displays all the main features of our calculus.
1.1. An illustrative example: Controlling a single particle. Let us start with an illustrative
example from classical optimal control in order to illustrate the idea without the complication of
a mean-field limit. We denote the dimension of the state space by d ≥ 1 and the time interval of
interest is [0, T ] for some T > 0. We assume that the control variable u acts on the velocity of a
single particle with trajectory xt ∈ Rd for t ∈ [0, T ] and we want to optimize a given functional
depending on the trajectory, i.e.,
(1) (x, u) = argmin
∫ T
0
g(xt) dt, subject to
d
dt
xt = v(xt, ut),
where g and v are given, sufficiently regular functions.
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Then, the standard Pontryagin Maximum principle yields the existence of an adjoint variable ξ
satisfying
(2)
d
dt
ξt = ∇xg(xt) +∇xv(xt, ut)ξt,
with terminal condition ξT = 0.
Moreover, the control u satisfies the optimality condition
∇uv(xt, ut) · ξt = 0 a.e. in (0, T ).
These conditions can be translated into the calculation of a saddle-point of the microscopic La-
grangian
(3) Lmicro(x, u, ξ) =
∫ T
0
g(xt) dt+
∫ T
0
(
d
dt
xt − v(xt, ut)
)
· ξt dt.
On the other hand, the discrete ODE can be translated into a macroscopic formulation via the
method of characteristics: with initial value µ0 = δx0 the concentrated measure µt = δxt is the
unique solution of
(4) ∂tµt +∇x · (v(xt, ut)µt) = 0.
Since all measures are concentrated at xt we can reinterpret ut as the evaluation of a feedback-
control u(x, t) at x = xt and equivalently obtain
(5) ∂tµt +∇x · (v(x, ut)µt) = 0, µ0 = δx(0).
Since ∫ T
0
g(xt) dt =
∫ T
0
〈g, µt〉dt,
we can formulate an optimal control problem at the macroscopic level for the measure µ and the
control variable u, i.e.,
(6) (µ, u) = argmin
∫ T
0
〈g, µt〉dt subject to (5).
This macroscopic optimal control problem is in fact equivalent to the microscopic one for a single
particle, since we can choose the state space as the Banach space of Radon measures and the control
space as an appropriate space of reasonably smooth functions on Rd × (0, T ). The uniqueness of
solutions to the transport equation and the special initial value will always yield a concentrated
measure and the identification ut = u(xt, t) brings us back to the microscopic control.
However, with the macroscopic formulation we have another option to derive optimality condi-
tions in these larger spaces, based on the Lagrangian
(7) Lmacro(µ, u, ϕ) =
∫ T
0
〈g, µt〉 dt+
∫ T
0
〈ϕ, ∂tµt +∇x · (v(x, ut)µt)〉dt.
Then, the macroscopic adjoint equation becomes
(8) ∂tϕ+ v(x, ut) · ∇xϕ = 0
and the optimality condition is given by
−〈∇xϕ,∇uv(x, ut)µt〉 = 0.
Due to the equivalence of the microscopic and macroscopic optimal control problem it is natural
to ask for the relation between the adjoint variables ξ and ϕ, which is not obvious at a first glance
and yet only very little discussed. For first results in this direction see [18]. Using the special
structure of the solution µt and the identification with the microscopic control we can rewrite the
optimality condition as
∇uv(xt, ut) · (−∇xϕ(xt, t)) = 0,
which induces the identification
(9) ξt = −∇xϕ(xt, t).
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Indeed, the method of characteristics confirms that −∇xϕ(xt, t) satisfies the microscopic adjoint
equation. This becomes more apparent if we consider only variations of µ that respect the non-
negativity and mass one condition of the probability measure, i.e.,
µ′ = −∇ · q,
with a vector-valued measure q being absolutely continuous with respect to µ. Then, an integration
by parts argument directly reveals the relation to −∇ϕ.
By using variations of this kind we reinterpret the state space as a Riemannian manifold of Borel
probability measures equipped with the 2-Wasserstein distance instead of the flat Banach space
of Radon measures. The analysis of particle systems and limiting nonlinear partial differential
equations in the 2-Wasserstein distance has been a quite fruitful field of study in the last years
following the seminal papers [19,21]. It is hence highly overdue to study such an approach also in
the optimal control setting.
We mention that the values of ϕ outside the trajectory are irrelevant for the specific control
problem. Solving
∂tϕ+ v(·, ut) · ∇xϕ = 0, ∇uv(·, ut) · ∇ϕ = 0 on Rd × (0, T ),
we obtain the adjoints for all possible microscopic control problems with initial value in Rd. This is
just the well-known Hamilton-Jacobi-Bellmann equation, usually derived with different arguments.
Remark 1.1. The above arguments can also be extended to a stochastic control system (see,
e.g., [25]):
(10) (X,u) = argmin
∫ T
0
Ex[g(Xt)] dt, subject to dXt = v(Xt, ut) dt+ σ(Xt, ut) dWt,
with Wt being a Wiener process and X the solution to the stochastic differential equation with
initial condition X0 = x. In this case the state equation for the probability density µ becomes
(11) ∂tµt +∇ · (v(x, ut)µt) = 1
2
∆(σ2µt),
and µ does not necessarily remain a concentrated measure in time, which corresponds to the
stochasticity of the model.
1.2. Control in the Mean-field Limit. Having understood the relation between microscopic
and macroscopic formulations of the optimal control problem, it seems an obvious step to consider
optimal control problems for a high number of particles N and their mean-field limit as N →∞,
which is also the motivation for this paper. However, in the mean-field limit there is no microscopic
particle system and corresponding optimal control problem, hence an additional step is needed to
understand the connection in the limit. The basis for such a step is to understand the characteristic
flow, which replaces the particle dynamics and naturally leads to an analysis in the Wasserstein
distance. We will further investigate this mean-field setting in the remainder of the paper.
Here, we restrict our considerations to first order dynamics, but the present paper can be seen
as an analytical justification of the convergence shown numerically in [9]. It is an additional
contribution to the field of optimization of particle systems and their mean-field limits which is
lively discussed in the recent years (e.g. [1,2,4,6,12,16,23,24]). Moreover, we would like to connect
the fields of optimal control and gradient flows as well as optimal transport. In particular, we
show relations between the adjoints derived by L2-calculus and adjoints derived in the space of
probability measures (W2-adjoints).
The paper is organized as follows: in Section 2 the microscopic model for N particles and
the corresponding mean-field equation is introduced. Further, we formulate the optimal control
problems under investigation. The first main contribution of the article is the derivation of the
first-order optimality conditions in the mesoscopic formulation given in Section 3. A discussion of
the relation of this new calculus to the first-order optimality systems on the particle level and the
first-order optimality condition based on L2-calculus is the content of Section 4. In Section 5 we
show the second main result which is the convergence rate for the optimal controls as N →∞.
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2. Optimal Control Problems
First, we generalize the one-particle case to N ∈ N interacting particles, modeling, e.g., crowd dy-
namics [9]. Then, we derive its corresponding mean-field limit, i.e., the mesoscopic approximation.
These two are the state systems for the respective optimal control problems. Further, we present
the assumptions which are necessary for the well-posedness of the state systems.
2.1. The State Models. As before, d ≥ 1 denotes the dimension of the state space and [0, T ] ⊂ R
with T > 0 is the time interval of interest.
2.1.1. The particle system. The considered particle system consists of N ∈ N particles of the same
type and M ∈ N controls represented by the functions
xi, u` : [0, T ]→ Rd, for i = 1, . . . N and ` = 1, . . . ,M.
The vectors
x := (xi)i=1,...,N , u := (u
`)`=1,...,M ,
denote the states of the particles and the controls, respectively.
The particle system reads explicitly
(12)
d
dt
xt = v
N (xt,ut), x0 = xˆ,
with given xˆ ∈ RdN defining the initial states of the particles. The operator vN on the right-hand
side strongly depends on the type of application. Here, we assume
(A1) Let v : P2(Rd)× RdM → Liploc(Rd) be given, such that for all (µ,u) ∈ P2(Rd)× RdM :
〈v(µ,u)(x)− v(µ,u)(y), x− y〉 ≤ Cl|x− y|2, x, y ∈ Rd.
where the constant Cl > 0 is independent of (µ,u).
We further define vN : RdN × RdM → RdN via
vNi (x,u) := v(µ
N ,u)(xi), i = 1, . . . , N,
where
µN (A) =
1
N
N∑
i=1
δxi(A), A ∈ B(Rd) (= Borel σ-algebra),
is the empirical measure for the state x ∈ RdN .
(A2) For any two (µ,u), (µ′,u′) ∈ P2(Rd) × RdM , there exists a constant Cv > 0, independent
of (µ,u) and (µ′,u′), such that
‖v(µ,u)− v(µ′,u′)‖sup ≤ Cv
(
W2(µ, µ
′) + ‖u− u′‖2
)
.
Remark 2.1. By definition, µNt assigns the probability µ
N
t (A) of finding particles with states within
a measurable set A ∈ B(Rd) on the state space Rd at time t ≥ 0.
Standard results from ODE theory yield the existence and uniqueness of a global solution.
Proposition 2.2. Assume (A1) and (A2). Then, for given u ∈ C([0, T ],RdM ) and xˆ ∈ RdN there
exists a unique global solution x ∈ C1([0, T ],RdN ) of (12).
Remark 2.3. In particular, for applications in the control of crowds we have that vN models
interactions, i.e., particle-particle and particle-control interactions by means of forces (see [11] and
the references therein). Then, vN is often given by
(13) vNi (x,u) = −
1
N
N∑
j=1
K1(x
i − xj)−
M∑
`=1
K2(x
i − u`),
for given interaction forces K1 and K2 modeling the interactions within the cloud of particles itself
and of the particles with the controls, respectively.
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2.1.2. The mean-field model. In order to define the limiting problem for an increasing number of
particles N →∞ explicitly, we consider the empirical measure µN .
Using the ideas from [8,14,20] we derive the corresponding PDE formally as
(14) ∂tµt +∇ ·
(
v(µt,ut)µt
)
= 0, µ0 = µˆ,
which is the mean-field 1-particle distribution evolution equation, supplemented with the initial
condition µˆ ∈ P2(Rd), where P2(Rd) denotes the space of Borel probability measures on Rd with
finite second moment, endowed with the 2-Wasserstein distance, which makes P2(Rd) a complete
metric space. For the sake of completeness we recall the 2-Wasserstein distance:
W 22 (µ, ν) := inf
pi∈Π(µ,ν)
{∫
Rd
|x− y|2 dpi(x, y)
}
, µ, ν ∈ P2(Rd),
where Π(µ, ν) denotes the set of all Borel probabililty measures on [0, T ]×R2d that have µ and ν
as first and second marginals respectively, i.e.,
pi(B × Rd) = µ(B), pi(Rd ×B) = ν(B) for B ∈ B(Rd).
In the rest of the article we denote by m2(µ) the second moment of µ ∈ P2(Rd).
Remark 2.4. Here v(µ,u) denotes the mean-field representation of vN (x,u). In fact, for the
structure given by (13), we obtain
(15) v(µ,u) = −K1 ∗ µ−
M∑
`=1
K2(x− u`).
In the mean-field setting we consider the following notion of solution.
Definition 2.5. We call µ ∈ C([0, T ],P2(Rd)) a weak measure solution of (14) with initial condition
µ0 ∈ P2(Rd) iff for any test function h ∈ C∞0 ([0, T )× Rd) we have∫ T
0
∫
Rd
(
∂tht + v(µt,ut) · ∇ht
)
dµt dt+
∫
Rd
h0 dµ0 = 0.
An existence and uniqueness result for solutions of (14) may be found, e.g., in [8, 10, 14, 17],
where the notion of solution is established in the Wasserstein space P2(Rd):
Proposition 2.6. Assume (A1) and (A2) and let µˆ ∈ P2(Rd). Then, for u ∈ C([0, T ],RdM ) there
exists a unique global (weak measure) solution µ ∈ C([0, T ],P2(Rd)) of (14).
Further, for µˆ = 1/N
∑N
i=1 δxˆi we have µt = µ
N
t , where xˆ is the initial condition of (12).
Remark 2.7. Under the assumptions (A1) and (A2) we have enough regularity to use the classical
method of characteristics to deduce for any s ∈ [0, T ] the existence of an unique global flow
Q ∈ C([0, T ]× Rd;Rd) satisfying
(16)
d
dt
Qt(x, s) = v(µt,ut) ◦Qt(x, s), Qs(x, s) = x.
In particular, for s = 0 we obtain the nonlinear flow with a random initial condition Q0(x, 0)
distributed according to µ0, i.e., law(Q0(x, 0)) = µ0. The solution µ of (14) may then be explicitly
expressed as µt = Qt(·, 0)#µ0 for all t ≥ 0. We shall make use of this representation at several
points in the remainder. For simplicity we set Qt(x) := Qt(x, 0).
The following stability statement will be useful in the coming results. Its proof may be found
in Appendix A.
Lemma 2.8. Let the assumptions (A1) and (A2) hold, µ and µ′ be solutions to the continuity
equation (20) for given controls u, u′ and initial data µˆ, µˆ′, respectively. Then, there exist positive
constants a and b such that
W 22 (µt, µ
′
t) ≤
(
W 22 (µˆ, µˆ
′) + b‖u− u′‖2L2((0,T ),RdM )
)
eat for all t ∈ [0, T ].
We end this section with an important observation:
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Remark 2.9. We emphasize that the particle problem is just a special case of the mean-field
problem specified by the inital condition. Indeed, for the initial condition µˆ = 1/N
∑N
i=1 δxˆi
we have µt = µ
N
t , where xˆ is the initial condition of (12). Strictly speaking, we have only one
optimization problem to consider in the following. Whether the problem at hand is of microscopic
or mesoscopic type is determined by the initial condition.
2.2. Optimal Control Problem. We define the set of admissible controls as
(17) Uad = {u ∈ H1((0, T ),RdM ) : u0 = uˆ}, with uˆ ∈ RdM given.
This choice of Uad ensures the continuity of the controls (compare also the previous existence
results).
For the study of the respective optimal control problem we require:
(A3) The cost functional is of separable type, i.e.,
(18) J(µ,u) =
∫ T
0
J1(µt) dt+ J2(u),
where J2 is continuously differentiable, weakly lower semicontinuous and coercive on Uad.
Further, J1(µ) is a cylindrical function of the form
J1(µ) = j(〈g1, µ〉, . . . , 〈gL, µ〉),
where j ∈ C1(RL) and g` ∈ C1(Rd), ` = 1, . . . , L, such that 〈g`, µ〉 :=
∫
Rd g` dµ <∞, and
|∇g`|(x) ≤ Cg(1 + |x|) for all x ∈ Rd and ` = 1, . . . , L,
for some constant Cg > 0.
(A4) For the microscopic case, we define JN1 (x) := J1(µ
N ) as well as
(19) JN (x,u) :=
∫ T
0
JN1 (xt) dt+ J2(u),
and assume that JN1 is continuously differentiable.
Remark 2.10. Note, that the differentiability properties in the previous assumptions are only
necessary for the derivation of the optimality conditions in the next sections, and not for the
existence of the respective optimal controls.
A direct consequence of assumption (A3) is the continuity of J1 in the Wasserstein metric.
Lemma 2.11. Assume (A3) and let µ, ν ∈ C([0, T ],P2(Rd)) with
M1 := max
`=1,...,L
sup
t∈[0,T ]
{|〈g`, µt〉|+ |〈g`, νt〉|} <∞, M2 := sup
t∈[0,T ]
{m2(µt) +m2(νt)} <∞.
Then, there exists a constant Cj > 0, independent of t ∈ [0, T ] such that
|J1(µt)− J1(νt)| ≤ CjW2(µt, νt) for all t ∈ [0, T ].
Proof. Let µ and ν ∈ P2(Rd) be arbitrary. Then, for each ` = 1, . . . , L, we have by (A3), the
mean-value theorem and Ho¨lder’s inequality that
|〈g`, µ〉 − 〈g`, ν〉| ≤
∫∫
Rd×Rd
|g`(x)− g`(y)|dpi
≤
∫∫
Rd×Rd
∫ 1
0
|∇g`|((1− τ)x+ τy)|y − x|dτ dpi
≤
∫∫
Rd×Rd
∫ 1
0
Cg(1 + |(1− τ)x+ τy|)|y − x|dτ dpi
≤ Cg
[
1 +
(√
m2(µ) +
√
m2(ν)
)]
W2(µ, ν),
where pi is the optimal coupling between µ and ν. In particular, the estimate above shows that
the mapping 〈g`, ·〉 : P2(Rd)→ R is locally Lipschitz for every ` = 1, . . . , L.
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Denote pt = (〈g1, µt〉, . . . , 〈gL, µt〉) and qt = (〈g1, νt〉, . . . , 〈gL, νt〉). The assumptions on µ and
ν, and the previous estimate yields
|J1(µt)− J1(νt)| ≤
∫ 1
0
|Dj(qt + τ(pt − qt))||pt − qt| dτ
≤ LCg
(
1 + 2
√
M2
)(
supp∈BLM1 |Dj(p)|
)
W2(µt, νt),
where we used the fact that |(1− τ)qt + τpt| ≤ LM1 for all τ ∈ [0, 1], t ∈ [0, T ]. 
Remark 2.12. Note that cost functionals that track the center of mass and the variance of a crowd
satisfy (A3) and (A4). In fact, for λ1, λ2, λ3 > 0,
j(y1, y2) =
λ1
2
|y1 − xdes|2 + λ2
4
|y2 − y1|2, g1(x) = x, g2(x) = |x|2,
J2(u) =
λ3
2
M∑
m=1
∫ T
0
∣∣∣∣ ddtumt
∣∣∣∣2 dt
fit into the setting. Therefore, the assumptions are rather general and not restrictive for applica-
tions (cf. [9]).
The well-posedness of the state problem justifies the notation µ(u) assigning the unique solution
of the state equation to the control. Then, the optimal control problem we investigate in the
following is given by
Problem 1: Find u¯ ∈ Uad such that
(P∞) (µ(u¯), u¯) = argmin
µ,u
J(µ,u) subject to (14).
For later use, we note that in the particle case, i.e., for discrete initial data (cf. Remark 2.9),
we can rewrite the optimization problem as follows:
For N ∈ N fixed, find u¯N ∈ Uad such that
(PN) (x¯
N (u¯N ), u¯N ) = argmin
x,u
JN (x,u) subject to (12).
Using the standard argument based on the boundedness of a minimizing sequence in Uad and
continuity properties of J stated in (A3) and (A4), we obtain the following existence result:
Theorem 2.13. Assume (A1)–(A4). Then, the optimal control problem (P∞) has a solution
(µ(u¯), u¯) ∈ C([0, T ],P2(Rd))× Uad.
Remark 2.14. The well-posedness of (PN) follows directly from the above theorem, as the particle
problem is a special case of (P∞), see Remark 2.9. Nevertheless, one can prove the well-posedness
of (PN) also directly using classical techniques in the optimal control of ODEs.
3. First-order optimality conditions in the Wasserstein space P2(Rd)
The main objective of this section is to derive the first-order optimality conditions (FOC) for the
optimal control problem (P∞) in the framework of probability measures with bounded second
moment equipped with the 2-Wasserstein distance. For the sake of a smooth presentation we
restrict the interaction terms to the special ones defined in (13) and (15), respectively. This allows
us to pose the following regularity assumption
(A5) K1,K2 ∈ C2b (Rd).
Remark 3.1. Note that assumption (A5) directly implies that v(µ,u) defined by (15) is in C2b (Rd)
for every µ ∈ P2(Rd), u ∈ RdM with
Kv := sup
µ,u
{‖v(µ,u)‖∞ + ‖∇v(µ,u)‖∞} <∞.
For given initial condition µˆ we define the state space as
Y =
{
µ ∈ C([0, T ],P2(Rd)) : µt |t=0 = µˆ ∈ P2(Rd)
}
.
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As the optimization in the W2 setting is not well-known, we begin by discussing known results
(see [3, Chapter 8.1]) regarding the constraint
(20) ∂tµt +∇ · (v(µt,ut)µt) = 0, µt |t=0 = µˆ.
Recall Proposition 2.6 that provides for each u ∈ Uad a unique solution µ ∈ C([0, T ],P2(Rd)) of
(20). In particular, µ satisfies
(21) E(µ,u)[ϕ] := 〈ϕT , µT 〉 − 〈ϕ0, µˆ〉 −
∫ T
0
〈∂tϕ+ v(µt,ut) · ∇ϕt, µt〉 dt = 0,
for all ϕ ∈ A := C1c ([0, T ] × Rd). Therefore, there is a well-defined solution operator S : u 7→ µ,
which allows us to recast the constrained minimization problem as
min Jˆ(u) := J(Su,u), u ∈ Uad,
where Jˆ is the so-called reduced functional.
Definition 3.2. A pair (µ,u) ∈ Y × Uad is said to be admissible if E(µ,u)[ϕ] = 0 for all ϕ ∈ A.
Unfortunately, the reduced cost functional is not handy in deriving the first-order optimality
conditions for (P∞). For this reason, we will take an extended-Lagrangian approach. We begin by
observing that (P∞) may be recast as
min
(µ,u)
I(µ,u), with I(µ,u) :=
{
J(µ,u) if E(µ,u)[ϕ] = 0 for every ϕ ∈ A,
+∞ otherwise ,
which may be further reformulated as
min
(µ,u)
I(µ,u) = min
(µ,u)
{
J(µ,u) + sup
ϕ∈A
E(µ,u)[ϕ]
}
.(22)
Indeed, notice that supϕ∈AE(µ,u)[ϕ] ≥ 0, since ϕ ≡ 0 implies E(µ,u)[0] = 0 for every (µ,u).
Therefore, if E(µ,u)[ϕ] > 0 for some ϕ, the linearity in ϕ of E yields E(µ,u)[αϕ] = αE(µ,u)[ϕ]
for every α > 0, which consequently shows that supϕE(µ,u)[ϕ] = +∞.
Under the separation assumption on J , i.e., J(µ,u) = J1(µ) + J2(u), (22) becomes
min
(µ,u)
I(µ,u) = min
u
{
J2(u) + min
µ
sup
ϕ∈A
{
J1(µ) + E(µ,u)[ϕ]
}}
= min
u
{
J2(u) + χ(u)
}
,
with
χ(u) = min
µ
sup
ϕ∈A
{
J1(µ) + E(µ,u)[ϕ]
}
.
In the following we derive a necessary condition for (µ,u) to be a stationary point. Let (µ¯, u¯)
be an optimal pair, δ ≥ 0 and uδ = u¯ + δh be a perturbation of u¯ for an arbitrary smooth map
h : (0, T ) → RdM , such that uδ ∈ Uad and there exists a unique µδ ∈ C([0, T ],P2(Rd)) satisfying
E(µδ,uδ)[ϕ] = 0 for all ϕ ∈ A. Then
χ(uδ) = min
µ
sup
ϕ∈A
{
J1(µ) + E(µ,u
δ)[ϕ]
}
= J1(µ
δ)
= J1(µ
δ)− J1(µ¯) + min
µ
sup
ϕ∈A
{
J1(µ) + E(µ, u¯)[ϕ]
}
= J1(µ
δ)− J1(µ¯) + χ(u¯),
and the directional derivative of G := J2 + χ at u¯ along h is given by
lim
δ→0
G(uδ)− G(u¯)
δ
= lim
δ→0
[J1(µ
δ)− J1(µ¯)] + [J2(uδ)− J2(u¯)]
δ
,
which requires us to know the relationship between µδ and µ¯.
Remark 3.3. Note, that Lemma 2.8 above provides a stability estimate of the form
W2(µ
δ
t , µt) ≤ δ
√
beaT/2‖h‖L2((0,T ),RdM ) for all t ∈ [0, T ],
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for appropriate constants a, b > 0. Hence, for each t ∈ [0, T ], the curve [0,∞) 3 δ 7→ µδt ∈ P2(Rd)
starting from µt at δ = 0 is absolutely continuous w.r.t. the 2-Wasserstein distance. In this case,
there exists a vector field ψt ∈ L2(µt,Rd) for each t ∈ [0, T ] satisfying [3, Proposition 8.4.6]
(23) lim
δ→0
W2(µ
δ
t , (id+ δψt)#µt)
δ
= 0.
Furthermore,
W 22 ((id+ δψt)#µt, µt) ≤
∫∫
Rd×Rd
|x+ δψt(x)− x|2 dµt(x) = δ2
∫∫
Rd×Rd
|ψt(x)|2 dµt(x),
where the explicit coupling pit = (id+ δψt, id)#µt was used. In particular, we have that
lim sup
δ→0
W2(µ
δ
t , µt)
δ
= lim sup
δ→0
W2((id+ δψt)#µt, µt)
δ
≤
√∫∫
Rd×Rd
|ψt|2 dµt.
The previous remark allows us to establish an explicit relationship between ψt and h.
Lemma 3.4. Let (µ,u) be an admissible pair, h ∈ C∞c ((0, T ),RdM ) and uδ = u + δh such that
(i) uδ ∈ Uad, and
(ii) there exists µδ ∈ C([0, T ],P2(Rd)) satisfying E(µδ,uδ) = 0,
for 0 < δ  1 sufficiently small. Then, the velocity field ψt ∈ L2(µt,Rd) satisfying (23) fulfills
µt
(
∂tψt +Dψt v(µt,ut)−K(µt,ut)[ψt, ht]
)
= 0, in the sense of distribution,(24)
with
K(µt,ut)[ψt, ht] := lim
δ→0
1
δ
[
v((id+ δψt)#µt,u
δ
t ) ◦ (id+ δψt)− v(µt,ut)
]
.
Proof. Let νδt = (id+ δψt)#µt. Then for any F ∈ C∞c (Rd),
d
dt
∫
F dνδt =
d
dt
∫
F ◦ (id+ δψt) dµt
=
∫
〈(∇F ) ◦ (id+ δψt), δ∂tψt〉 dµt +
∫
〈∇(F ◦ (id+ δψt)), v(µt,ut)〉 dµt
=
∫
〈(∇F ) ◦ (id+ δψt), δ∂tψt + (I + δDψt)v(µt,ut)〉dµt.
On the other hand, since E(µδ,uδ)[ϕ] = 0 for all ϕ ∈ C1c ([0, T ]× Rd), we also have that
d
dt
∫
F dµδt =
∫
〈∇F, v(µδt ,uδt )〉 dµδt =
∫
〈∇F, v(νδt ,uδt )〉 dνδt + (I)
=
∫
〈(∇F ) ◦ (id+ δψt), v(νδt ,uδt ) ◦ (id+ δψt)〉 dµt + (I),
where
(I) :=
∫
〈∇F, v(µδt ,uδt )〉 dµδt −
∫
〈∇F, v(νδt ,uδt )〉 dνδt .
We prove that (I) = o(δ) for δ → 0: Let piδt be an optimal coupling between µδt and νδt . Then
(I) =
∫∫ [
〈∇F (x), v(µδt ,uδt )(x)〉 − 〈∇F (y), v(νδt ,uδt )(y)〉
]
dpiδt
=
∫∫
〈∇F (x)−∇F (y), v(µδt ,uδt )(x)〉 dpiδt +
∫∫
〈∇F (y), v(µδt ,uδt )(x)− v(µδt ,uδt )(y)〉dpiδt
+
∫∫
〈∇F (y), v(µδt ,uδt )(y)− v(νδt ,uδt )(y)〉 dpiδt .
Therefore,
|(I)| ≤ Kv
(
‖∇2F‖sup + ‖∇F‖sup
)
W2(µ
δ
t , ν
δ
t ) + Cv‖∇F‖supW2(µδt , νδt ) = o(δ),
due to (23), where Cv and Kv are constants defined in (A2) and Remark 3.1, respectively.
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Putting the two equalities above together, one obtains∫
〈(∇F ) ◦ (id+ δψt), ∂tψt + (v(µt,ut) · ∇)ψt〉 dµt
=
1
δ
∫
〈(∇F ) ◦ (id+ δψt), v(νδt ,uδt ) ◦ (id+ δψt)− v(µt,ut)〉dµt +O(δ),
which holds for all 0 < δ  1. Passing to the limit δ → 0 yields∫
〈∇F, ∂tψt + (v(µt,ut) · ∇)ψt −K(µt,ut)[ψt,ht]〉dµt = 0 for any F ∈ C∞c (Rd),
thereby concluding the proof. 
Remark 3.5. We mention that for any h ∈ C∞c ((0, T ),RdM ) and any sufficiently smooth mapping
F : Rd → Rd, we have for xδ = x + δh:
F (xδ,m) = F (xm) + δ(DF )(xm)[hm] +O(δ2) for m = 1, . . . ,M.
In particular, for the velocity field v given in (15) one deduces
K(µ,u)[ψ,h] = Dv(µ,u)ψ +
∫
(DK1)(· − y)ψ(y) dµ(y) +
M∑
m=1
(DK2)(· − um)hm,
and (24) may be written as
∂tψt + {v(µt,ut), ψt} =
∫
(DK1)(· − y)ψ(y) dµt(y) +
M∑
m=1
(DK2)(· − umt )hmt ,
where {·, ·} denotes the Lie bracket given by {ξ, η} = (Dξ)η − (Dη)ξ for vector fields ξ, η.
Now, we are able to state the first-order necessary condition for (µ,u) to be a stationary point.
Theorem 3.6. Let (µ¯, u¯) be an optimal pair, J2 be Gaˆteaux-differentiable, and J1 a cylindrical
function of the form given in (A3). Then, for any h ∈ C∞c ((0, T ),RdM ) it holds:
dJ2(u¯)[h] +
∫ T
0
∫
〈δµJ1(µ¯t), ψt〉dµ¯t dt = 0,(25)
where
δµJ1(µ)(x) :=
L∑
`=1
(∂`j)(〈g1, µ〉, . . . , 〈gL, µ〉)(∇g`)(x),(26)
and t 7→ ψt ∈ L2(µt,Rd) satisfying (24) with initial condition ψ0 = 0.
Proof. Since J1(µ) is a cylindrical function, we have that
J1(µ
δ
t )− J1(µ¯t) = J1((id+ δψt)#µ¯t)− J1(µ¯t) + o(δ)
= δ
∫ L∑
`=1
(∂`j)(〈g1, µ¯t〉, . . . , 〈gL, µ¯t〉)〈∇g`, ψt〉dµ¯t + o(δ),
where ψ satisfies (24) with ψ0 = 0. Therefore, owing to the minimality of u¯, we find
0 ≤ G(u
δ)− G(u¯)
δ
= dJ2(u¯)[h] +
∫ T
0
∫
〈δµJ1(µ¯t), ψt〉 dµ¯t dt+O(δ).
Passing to the limit δ → 0+ yields
0 ≤ dJ2(u¯)[h] +
∫ T
0
∫
〈δµJ1(µ¯t), ψt〉 dµ¯t dt,
for any h ∈ C∞c ((0, T ),RdM ). Notice, however, that changing the sign of h leads to a change of
sign of ψ, which then provides the equality (25). 
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In order to provide an adjoint-based first-order optimality system, we now derive the equation
for the dual variable. We consider the dual problem corresponding to (24), by testing the equation
(24) with a family of vector-valued measures (mt)t∈(0,T ) to obtain∫ T
0
∫ (
∂tψt +Dψt v(µ¯t, u¯t)−K(µ¯t, u¯t)[ψt, ht]
)
· dmt dt = 0,
and set K(µ,u)[ψ, h] = K1(µ,u)[ψ] +K2(u)[h], where
K1(µ,u)[ψ] := Dv(µ,u)ψ +
∫
(DK1)(· − y)ψ(y) dµ(y),
K2(u)[h] :=
∑
`
(DK2)(· − u`)h`.
Using ψ0 = 0 and integrating by parts, we obtain∫ T
0
∫
〈∂tmt +∇ ·
(
v(µ¯t, u¯t)⊗mt
)
+K1,∗(µ¯t, u¯t)[mt], ψt〉 dt
=
∫
ψT · dmT −
∫ T
0
∫
K2(u¯t)[ht] · dmt dt,
where
K1,∗(µ,u)[m] = ∇v(µ,u)m+ µ
∫
(∇K1)(y − ·) dm(y).(27)
By choosing m¯ to satisfy the dual problem
∂tm¯t +∇ ·
(
v(µ¯t, u¯t)⊗ m¯t
)
+K1,∗(µ¯t, u¯t)[m¯t] = µ¯tδµJ1(µ¯t),(28)
subject to the terminal condition m¯T = 0, we find with the help of the optimality condition (25),
that
(29) dJ2(u¯)[h]−
∫ T
0
∫
K2(u¯t)[ht] · dm¯t dt = 0 for all h ∈ C∞c ((0, T ),RdM ).
Remark 3.7. If |m¯t|  µ¯t for every t ∈ [0, T ], i.e., there is a vector field ξ¯t : Rd → Rd such that
m¯t = ξ¯tµ¯t, where µ¯ satisfies (20), then equation (28) formally reduces to
∂tξ¯t +Dξ¯t v(µ¯t, u¯t) = −∇v(µ¯t, u¯t) ξ¯t −
∫
(∇K1)(y − ·) ξ¯t(y) dµ¯t(y) + δµJ1(µ¯t).(30)
Remark 3.8. If we further assume that K1 and K2 are gradients of potential fields, then ∇K1 and
∇K2 are symmetric and the previous equation takes the simpler form
∂tξ¯t +∇(v(µ¯t, u¯t) · ξ¯t) = −
∫
ξ¯t(y) · (∇K1)(y − ·) dµ¯t(y) + δµJ1(µ¯t).
In this case, one can expect ξ¯ to be a gradient of a potential field (compare also the results in [18]),
i.e., ξ¯ = ∇φ¯ for a function φ¯ satisfying the scalar equation
(31) ∂tφ¯t + v(µ¯t, u¯t) · ∇φ¯t =
∫
∇φ¯t(y) ·K1(y − ·) dµt(y) +
L∑
i=1
(∂ij)(〈g1, µt〉, . . . , 〈gL, µt〉)gi.
3.1. Well-posedness of the adjoint equation. To obtain the well-posedness of the adjoint
equation (28) we make use of equation (30). Indeed, due to assumptions (A3) and (A5), we can
make use of the method of characteristics and Banach’s fixed-point theorem.
Theorem 3.9. Let assumptions (A1)-(A5) hold and (µ,u) be admissible with initial condition
µˆ ∈ P(Rd) having compact support. Then, the equation
∂tξt +Dξt v(µt,ut) = Ψ(µt,ut)[ξt], ξT = p ∈ Cb(Rd),
with
Ψ(µ,u)[ξ] = −∇v(µ,u) ξ −
∫
(∇K1)(y − ·) ξ(y) dµ(y) + δµJ1(µ)(32)
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has a unique solution ξ ∈ C([0, T ]× Rd) with the representation
(33) ξt(x) = p(QT (x, t))−
∫ T
t
Ψ(µs,us)[ξs](Qs(x, t)) ds,
where Q satisfies (16). In particular, m = ξµ yields a distributional solution of (28).
Proof. We begin by recalling that the Lagrangian flow satisfies
Q·(·, t) ∈ C(Rd × [t, T ],Rd) for every t ∈ [0, T ),
∃Ω ⊂ Rd compact : Qs(x, t) ∈ Ω for all t ∈ [0, T ), s ∈ [t, T ] and x ∈ supp(µˆ).
For any ω ∈ Γ := C([0, T ]× Rd), we define the operator
H(ω)(t, x) := p(QT (x, t))−
∫ T
t
Ψ(µs,us)[ωs](Qs(x, t)) ds.
Observe that H(ω) ∈ Γ due to the properties of the Lagrangian flow, and the fact that p ∈ Cb(Ω)
and K1,K2 ∈ C1b (Rd) by assumption (A5). In particular, H : Γ→ Γ is a well-defined mapping.
To show that H is a contraction on Γ, we first define a norm on Γ given by
‖ω‖exp := sup
{
e−4cK(T−t)‖ωt‖C(Rd) : t ∈ (0, T )
}
,
where cK = ‖DK1‖sup + ‖DK2‖sup. We note that (Γ, ‖·‖exp) is complete and the estimate
|H(ω1)−H(ω2)|(t, x) ≤
∫ T
t
|∇v(µs,us)|(Qs(x, t))|ω1s − ω2s |(Qs(x, t)) ds
+
∫ T
t
∫
Rd
(∇K1)(y −Qs(x, t)) |ω1s − ω2s |(y) dµs(y) ds
≤ 2cK‖ω1 − ω2‖exp
∫ T
t
e4cK(T−s) ds
= (1/2)‖ω1 − ω2‖exp(e4cK(T−t) − 1)
holds true for any ω1, ω2 ∈ Γ. Taking the supremum over x ∈ Rd in the inequality above,
multiplying with e−4cK(T−t) and then taking the supremum over t ∈ [0, T ] yields
‖H(ω1)−H(ω2)‖exp ≤ (1/2)‖ω1 − ω2‖exp.
Therefore, the Banach fixed-point theorem provides a unique ξ ∈ Γ satisfying (33). 
Summarizing the above computations, we end up at the following result.
Theorem 3.10. A minimizing pair (µ¯, u¯) of the problem (P∞) satisfies
∂tµ¯t +∇ · (µ¯t v(µ¯t, u¯t)) = 0,
δu¯J2(u¯) =
1
λ
∫
Rd
(∇K2)(x− u¯`t) dm¯t(x),
where the adjoint variable m¯ satisfies
∂tm¯t +∇ · (v(µ¯t, u¯t)⊗ m¯t) = −∇v(µ¯t, u¯t)m¯t − µ¯t
∫
Rd
(∇K1)(y − x) dm¯t(y)
+ µ¯t
k∑
i=1
(∂ij)(〈g1, µ¯t〉, . . . , 〈gk, µ¯t〉)∇gi
subject to the conditions
µ¯t|t=0 = µˆ, m¯t|t=T = 0, u¯t|t=0 = uˆ, du¯t
dt
∣∣∣∣
t=T
= 0.
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Note, that in the case of the cost functional given in Remark 2.12 the optimality condition turns
out to be a boundary value problem in time. In fact, we obtain as explicit representation
du`J2(u)[h
`] = λ
∫ T
0
〈
d
dt
u`t,
d
dt
h`t
〉
L2
dt
= λ
[
d
dt
u`t · h`t
]T
0
− λ
∫ T
0
〈
d2
dt2
u`t, h
`
t
〉
H−1,H1
dt
for h = (h`)`=1,...,M ∈ H1((0, T ),RdM ) with h0 = 0. In particular, the variational lemma yields
δu`t
J2(ut) =
d2
dt2
u`t =
∫
Rd
(∇K2)(x− u`t) dmt(x) in H−1((0, T ),Rd)
u`0 = uˆ
`
0 and
d
dt
u`T = 0 for all ` = 1, . . . ,M and u ∈ Uad.
4. Relations between first-order optimality systems
In order to discuss the links of first-order optimality system in the space of probability measures
derived in the previous section to the one of the ODE constrained problem and the optimization
problem based on a classical L2-approach, we shall give the respective first-order optimality systems
in the interest of completeness.
4.1. FOC in the microscopic setting. We derive the first-order optimality conditions for the
microscopic case by the classical L2-approach. Again, the set of admissible controls Uad is defined
as above. The state space Y is the Hilbert space
Y = H1((0, T ),RNd).
Further, we define
Z := L2((0, T ),RNd)× RNd
the space of Lagrange multipliers with the dual Z∗ = Z. This allows us to define the state operator
eN : Y × Uad → Z for the microscopic system as
eN (x,u) =
(
d
dtxt − vN (xt,ut)
x0 − xˆ
)
,
and the weak form
〈eN (x,u), (ξ,η)〉Z =
∫ T
0
(
d
dt
xt − vN (xt,ut)
)
· ξt dt+ (x0 − xˆ) · η.
We note that due to Y ↪→ C([0, T ],RdN ) the evaluation of x0 is justified. Let (ξ,η) ∈ Z denote
the Lagrange multipliers. Then, the Lagrangian corresponding to (PN) with N ∈ N fixed reads
LNmicro(x,u, ξ,η) = NJN (x,u) + 〈eN (x,u), (ξ,η)〉Z .
Remark 4.1. Note that the JN is multiplied with N to obtain the appropriate balance between
the two terms in the Lagrangian as N →∞.
As usual, the first-order necessary optimality condition is derived by solving
dLNmicro(x,u, ξ,η) != 0.
Exploiting (A3)–(A5) we can calculate for any h = (hx, hu) ∈ Y × Uad the following Gaˆteaux
derivatives of the cost functional
dxJN (x,u)[h
x] =
∫ T
0
dxJ
N
1 (xt)[h
x
t ] dt, duJN (x,u)[h
u] =
∫ T
0
duJ2(ut)[h
u
t ] dt,
and for the second part of the Lagrangian
〈 dxeN (x,u)[hx], (ξ,η)〉 =
∫ T
0
(
d
dt
hxt −DxvN (xt,ut)[hxt ]
)
· ξt dt+ hx0 · η,(34a)
〈 dueN (x,u)[hu], (ξ,η)〉 = −
∫ T
0
Duv
N (xt,ut)[h
u
t ] · ξt dt.(34b)
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Assuming further, that ξ ∈ Y , one may formally derive the strong formulation of the adjoint
system. Indeed, using integration by parts we arrive at the following result.
Theorem 4.2. Let (x¯N , u¯N ) be an optimal pair. The optimality condition corresponding to (PN),
with N ∈ N fixed, reads
(35)
∫ T
0
NduJ2(u¯
N
t )[h
u
t ]−DuvN (x¯Nt , u¯Nt )[hut ] · ξ¯Nt dt = 0 for all hu ∈ C∞c ((0, T ),RdM ),
where ξ¯
N ∈ Y satisfies the adjoint system given by
(36)
d
dt
ξ¯
N
t = −∇xvN (x¯Nt , u¯Nt ) ξ¯Nt +N∇xJN1 (x¯Nt )
supplemented with the terminal condition ξ¯NT = 0.
Similar to the previous case, we obtain for the cost functional given in Remark 2.12 the boundary
value problem
d2
dt2
u`t =
1
λN
N∑
i=1
∇K2(xN,it − u`t) ξN,it in H−1((0, T ),Rd)
u`0 = uˆ
`
0 and
d
dt
u`T = 0 for all ` = 1, . . . ,M and u ∈ Uad.
Further, for the special structure of the interaction forces defined in (13) and J given by (A3) we
obtain for the adjoint equation
d
dt
ξit =
1
N
N∑
j=1
∇K1(xit − xjt )ξit −
1
N
N∑
j=1
∇K1(xjt − xit)ξjt +
M∑
`=1
∇K2(xit − u`t) ξit
+
L∑
l=1
∂lj
(〈g1, µNt 〉, . . . , 〈gL, µNt 〉)∇gl(xit), i = 1, . . . , N,
(37)
with terminal condition ξiT = 0.
Remark 4.3. Using a similar idea as in the proof in the Appendix (Gronwall inequality), it is not
difficult to see that under assumption (A5), ξN satisfying (37) enjoys the uniform bound
sup
t∈[0,T ]
1
N
N∑
i=1
|ξN,it |2 =: Cξ <∞,
where Cξ > 0 is independent of N ∈ N, and depends only on DKi, Dj and Dg.
Remark 4.4. Defining the vector-valued measure mNt := (1/N)
∑N
i=1 ξ
i
tδxit , we have by construction
that mt satisfies
d
dt
∫
Rd
∇ϕ · dmNt = −
∫
Rd
∇ϕ · ∇v(µNt ,uNt ) dmNt −
∫
Rd
∇ϕ ·
∫
Rd
∇K1(y − ·) dmNt (y) dµNt
+
L∑
l=1
∫
Rd
∂lj
(〈g1, µNt 〉, . . . , 〈gL, µNt 〉)∇ϕ · ∇gl dµNt + ∫
Rd
∇2ϕv(µNt ,uNt ) · dmNt
for all ϕ ∈ C∞c (Rd). In other words, mNt is a distributional solution of the equation
∂tmt +∇ ·
(
v(µNt ,u
N
t )⊗mt
)
= −∇v(µNt ,uNt )mt − µNt
∫
Rd
∇K1(y − ·) dmt(y)
+ µNt
L∑
l=1
∂lj
(〈g1, µNt 〉, . . . , 〈gL, µNt 〉)∇gl.(38)
We emphasize that (38) coincides with the adjoint equation in the mean-field setting (28).
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4.2. FOC in the mean-field setting: L2-approach. To be able to work in the classical L2-
setting, we will need additional assumptions to obtain Lebesgue integrable solutions:
(A6) There exists a compact Ω0 ⊂ Rd such that the initial condition satisfies supp(µˆ) ∈ Ω0.
(A7) The initial measure µ0 has a density f0 ∈ L2(Ω0).
In particular, (A5)-(A7) ensure the boundedness of the support of µt for all times t ∈ [0, T ].
Hence, we can fix a bounded domain Ω ⊂ Rd with smooth boundary containing the support of µt
for all times t ∈ [0, T ]. In this section we strongly use that µ is absolutely continuous w.r.t. the
Lebesgue measure and denote its density by ft = dµt/dx with initial condition f0 = fˆ . Then, we
define the state space of the PDE optimization problem as
Y =
{
f ∈ L2((0, T ), H1(Ω)) : ∂tf ∈ L2((0, T ), H−1(Ω))
}
.
Let X = L2((0, T ), H1(Ω)) and Z = X × L2(Ω) be the space of adjoint states with dual Z∗. The
control space Uad was already defined in (17). For the derivation of the adjoints we consider here
only the special case given by (13) and (A4). We define the mapping e∞ : Y × Uad → Z∗ by
〈e(µ,u), (q, η)〉Z∗,Z =
∫ T
0
〈∂tft, qt〉H−1,H1 +
∫
Ω
∇ · (v(ft,ut)ft)qt dx dt− ∫
Ω
(f0 − fˆ)η dx
with adjont state (q, η) ∈ Z. The Lagrangian corresponding to (P∞) reads
Lmacro(µ,u, q, η) = J(µ,u) + 〈e(µ,u), (q, η)〉Z∗,Z .
Analogously to the microscopic case, we derive the adjoint system and the optimality condition
by calculating the derivatives of Lmeso w.r.t. the state variable and the control. The standard
L2-calculus yields
dfJ(µ,u)[h
f ] =
∫ T
0
dfJ1(µt)[h
f
t ] dt, duJ(µ,u)[h
u] =
∫ T
0
duJ2(ut)[h
u
t ] dt
for the cost functional and
〈 dfe(µ,u)[hf ], (q, η)〉 =
∫ T
0
〈∂thft , qt〉H−1,H1 +
〈∫
Ω
K1(y − x) · ∇qt(y)ft(y) dy, ht
〉
dt
−
∫ T
0
〈v(ft,ut) · ∇q, ht〉dt− 〈h0, η〉,
〈due(µ,u)[hu], (q, η)〉 = −
∫ T
0
∫
Ω
Duv(ft,ut)[h
u
t ] · ∇qt ft dx dt
for the state operator. Assuming additionally q ∈ Y, we may integrate by parts to obtain a strong
formulation of the adjoint system. This yields the following optimality system.
Theorem 4.5. Let (f, u) be an optimal pair. The optimality condition corresponding to (P∞)
reads ∫ T
0
duJ2(ut)[h
u
t ]−
∫
Ω
Duv(ft,ut)[h
u
t ] · ∇qt ft dx dt = 0 for all hu ∈ C∞0 (RdM ),
where q ∈ Y satisfies the adjoint PDE given by
(39) ∂tqt −
∫
Ω
K1(y − x) · ∇qt(y)ft(y) dy + v(ft,ut) · ∇qt =
L∑
i=1
∂ij(〈g1, µ〉, . . . , 〈gL, µ〉) gi
supplemented with the terminal condition gT = 0.
The adjoint equation (39) derived via the L2-approach clearly resembles (31).
Remark 4.6. As before, in the case (13) the optimality conditions can be given explicity as
d2
dt2
u¯` =
1
λ
M∑
`=1
∫
Ω
∇K2(x− u¯`t)∇qt(x)ft(x) dx,
u¯`0 = 0 =
d
dt
u¯`T for all ` = 1, . . . ,M.
A comparison with the optimality condition on the micro indicates a relation between ∇q and ξ
which will be further discussed in the following.
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4.3. Relations between the approaches. In this section we discuss the relation between the
adjoint derived w.r.t. the 2-Wasserstein distance and the gradient flow equation corresponding to
the Hamiltonian approach (cf. [16]). In order to define the probability measure containing forward
and backward information we first recall the flow formulation of the state system
d
dt
Qt(x) = v(Qt#µ0,ut) ◦Qt(x), Q0(x) = x, µ0 = law(x).(40)
Further, we introduce the adjoint flow At corresponding to ξt, defined by At = ξt◦Qt. Its evolution
equation is given by
d
dt
At(x) = −
(∇v(Qt#µ0,ut) ◦Qt(x))At(x)− ∫
Rd
(∇K1)(Qt(y)−Qt(x))At(y) dµ0(y)
− δµJ1(Qt#µ0)
(41)
with terminal condition AT (x) = 0.
Remark 4.7. We would like to point out that (41) can also be derived directly from the state flow
with the help of a Lagrangian-approach w.r.t. the L2-scalar product. A change of coordinates from
the Lagrangian to the Eulerian perspective leads to (30).
Due to the strong dependence of the adjoint flow on the forward flow, one may understand (40)
and (41) as a coupled system of equations. Let us consider the measure ν ∈ C([0, T ],P1(Rd×Rd))
defined by the push-forward of µ0 along the map St(x) = (Qt(x), At(x)) for all x ∈ Rd and
t ∈ [0, T ]: ∫∫
Rd×Rd
ϕ(x, r) dνt(x, r) =
∫
Rd
(ϕ ◦ St)(x) dµ0(x) for all ϕ ∈ Cb(Rd × Rd).
Notice that since∫∫
Rd×Rd
ϕ(x) dνt(x, r) =
∫
Rd
(ϕ ◦Qt)(x) dµ0(x) =
∫
Rd
ϕ(x) dµt(x),
the first marginal of νt corresponds to µt. In particular,
v(µt,ut) = v(νt,ut), ∇v(µt,ut) = ∇v(νt,ut), δµJ1(µt) = δµJ1(νt),∫
Rd
(∇K1)(Qt(y)− x)At(y) dµ0(y) =
∫∫
Rd×Rd
(∇K1)(y − x)η dνt(y, η).
Furthermore, ∫∫
Rd×Rd
ϕ(r) dνT (x, r) =
∫
Rd
(ϕ ◦AT )(x) dµ0(x) = ϕ(0),
i.e., νT (Rd ×B) = δ0(B) for all B ∈ B(Rd).
From the definition of ν, it is not difficult to see that ν satisfies
(42) ∂tνt +∇x ·
(
∇ξH(νt,ut)νt
)
−∇ξ ·
(
∇xH(νt,ut)νt
)
= 0,
with mixed initial and terminal data given by
ν0(B × Rd) = µ0(B), νT (Rd ×B) = δ0(B) for any B ∈ B(Rd),
where the Hamiltonian (cf. [6]) corresponding to (P∞) is given by
H(ν,u)(x, ξ) = v(ν,u)(x) · ξ +
∫∫
Rd×Rd
K1(y − x) · η dν(y, η)
−
L∑
i=1
(∂ij)(〈g1, ν〉, . . . , 〈gL, ν〉)gi(x).
(43)
On the other hand, (42) can also be derived from a mean-field Ansatz [16]. Indeed, starting
from the system of forward and adjoint ODEs, leads to the empirical measure νN defined as
(44) νNt ( dx dξ) =
1
N
N∑
i=1
δ(xit,ξit)( dx dξ)
which satisfies (42). More details can be found in, e.g., [9, 26].
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We conclude this section with a discussion of the relation of ν and the vector-valued adjoint
variable m defined by (28). More precisely, we show that m satisfying (28) can be characterized
as first moment of ν with respect to ξ. We use the notation ωt( dx) :=
∫
Rd ξνt( dx, dξ). Since by
construction,∫
Rd
ϕ(x) d|ωt|(x) ≤
∫∫
Rd×Rd
ϕ(x)|ξ|dνt( dx dξ) =
∫
Rd
(ϕ ◦Qt)(x)|At(x)| dµ0(dx)
≤ ‖ϕ‖sup‖ξt‖sup ≤ ‖ϕ‖sup supt∈[0,T ] ‖ξt‖sup for all ϕ ∈ Cb(Rd),
the measure ωt is well-defined, and satisfies (28) with the terminal condition ωT = 0, which holds
due to
∫
Rd |ξ|νT (Rd, dξ) = 0. The above discussion yields the following result:
Proposition 4.8. The adjoint corresponding to (P∞) derived in the Wasserstein space P2(Rd)
solves (30) and can be characterized as the first moment w.r.t. ξ of the probability measure ν
corresponding to the Hamiltonian flow (42) of (P∞) with Hamiltonian given by (43).
The findings of this section are summarized in Figure 1. On the ODE level the adjoints can
be computed using the L2-approach. Passing to the mean-field limit with the empirical measure
(44) yields an evolution equation for a probability measure on the state and adjoint space (42).
The first ξ-moment of ν satisfies the same equation as the adjoint equation derived in the space of
probability measures equipped with the 2-Wasserstein distance, i.e., (28). The evolution of point
masses following the characteristics of the mean-field adjoint equation equals the solution of the
adjoint ODE with states initialized at the corresponding points. Moreover, we formally obtain
a relation of the L2-adjoint (39) and (30), whenever K1 and K2 are gradients of potential fields.
Indeed, taking the gradient of the evolution equation of g yields (30) for ∇g = ξ (see Remarks 3.8
and 4.6).
Figure 1. Flow chart showing the relations between the different adjoint approaches
discussed in this section.
Remark 4.9. As the adjoint equation obtained using the calculus in the space of probability mea-
sures is vector-valued, it may be infeasible for numerical simulations for higher space dimensions.
The link between the vector-valued adjoint and the L2-adjoint discussed in this section can be
seen as justification to use the L2-adjoint for numerics. Indeed, in [9] this procedure leads to very
convincing results.
5. Convergence Rate
In this section we investigate the convergence of the microscopic optimal controls to the optimal
control of the mean-field problem as N →∞. Our strategy for the proof is to use flows to pull the
information back to the initial data. For simplicity we assume that J2(u) and v have the structures
given in Remark 2.12 and (15), respectively, in more detail:
J2(u) =
λ
2
∥∥∥∥dudt
∥∥∥∥2
L2((0,T ),RdM )
, v(µ,u) = −K1 ∗ µ−
M∑
`=1
K2(x− u`).
For the initial data we assume convergence as N → ∞. This can be realized by drawing samples
from the initial measure µˆ for the particles (see Remark 5.3).
To summarize, the goal of this section is to prove
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Theorem 5.1. Let the assumptions (A1)-(A6) hold and J2(u) as above. Further, let (x¯
N , u¯N )
and (µ¯, u¯) be optimal pairs for (PN) and (P∞) with initial data xˆN , µˆ, respectively. Moreover, let
the adjoint velocity for the pair (µ¯, u¯) satisfy ξ¯ ∈ C([0, T ],Lipb(Rd)). Then there exists a constant
γ > 0 depending only on T , K1, K2, J1 and Lipschitz bounds on ξ¯, such that for λ > γ it holds
‖uN − u¯‖2L2((0,T ),RdM ) ≤
γ
λ− γW
2
2 (µ
N
0 , µ0),
where µN0 denotes the empirical measures corresponding to the initial configurations xˆ
N .
Remark 5.2. Note, that we cannot expect that the solutions of the respective optimal control
problems are unique. Hence, we need to ensure that the our problem is convex enough, i.e.,
λ is large enough. Essentially, we require here some kind second-order sufficient condition or,
equivalently, a quadratic growth condition near to the optimal state (see also [13]).
Remark 5.3. Theorem 5.1 show that the convergence rate strongly depends on the convergence of
the initial measures W2(µ
N
0 , µ0) → 0. Since µ is assumed to have compact support, we obtain a
convergence of order
√
N (cf. [27]), if one chooses xˆN as random variables with distribution µˆ.
Remark 5.4. The proof of the convergence rate can be obtained as well in a slightly different
setting, i.e., without fixing the initial positions of the controls. Indeed, for
J2(u) :=
λ
2
∫ T
0
∣∣∣∣dutdt
∣∣∣∣2 + |ut − u0|2dt and Uad = H1(0, T ;RdM ),
one obtains a similar proof without using a Poincare´ inequality.
We begin with a simple result (without proof) on v = v(µ,u) and J1.
Lemma 5.5. (i) Under assumption (A5), the mapping v : P2(Rd) × RdM → C2b (Rd) defined
by (15) satisfies for any µ, µ′ ∈ P2(Rd) and u,u′ ∈ RdM
‖v(µ,u)− v(µ′,u′)‖sup + ‖Dv(µ,u)−Dv(µ′,u′)‖sup ≤ Cv
(
W2(µ, µ
′) + |u− u′|
)
,
for some constant Cv, independent of (µ,u) and (µ
′,u′).
(ii) If in addition to (A3), j ∈ C2(RK) and gl ∈ C2(Rd), l = 1, . . . ,K then δµJ1 defined in (26)
satisfies
‖δµJ1(µ)− δµJ1(µ′)‖sup ≤ CJ1W2(µ, µ′)
for some constant CJ1, depending only on J1, m2(µ) and m(µ
′).
Remark 5.6. Note that if supt∈[0,T ]{m2(µt) + m2(µ′t)} < ∞, then the time dependent constants
CJ1(t) in Lemma 5.5 are uniformly bounded in t, i.e., supt∈[0,T ]CJ1(t) <∞.
We now proceed with a stability estimate for the adjoint velocities ξN and ξ corresponding to
the equations (37) and (30), respectively.
Remark 5.7. Equation (37) can be written in the concise integral form
ξN,it = −
∫ T
t
ΨNi (µ
N
s ,us)[ξ¯
N
s ] ds, ξ
N,i
T = 0, i = 1, . . . , N,(45)
where ΨNi is given by
ΨNi (µ
N ,uN )[ξN ] = −∇v(µN ,uN )(xN,i) ξN,i − 1
N
N∑
j=1
∇K1(xN,j − xN,i)ξN,j + δµJ1(µN )(xN,i),
in connection to the operator Ψ defined in (32).
Lemma 5.8. Let the assumptions (A1)-(A6) hold. Further, let xN and µ be solutions to (12)
and (20) for given controls uN , u and initial data xˆN , µˆ, respectively. If ξN satisfies (37) for the
pair (xN ,uN ) and ξ ∈ C([0, T ],Lipb(Rd)) satisfies (30) for the pair (µ,u), then there exist positive
constants a and b, independent of N ∈ N such that
sup
t∈[0,T ]
1
N
N∑
i=1
|ξN,it − ξt(xN,it )| ≤ beaT
∫ T
0
(
W2(µ
N
s , µs) + |uNs − us|
)
ds.
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Proof. Denote by µN the empirical measure corresponding to the particles xN . We further denote
Cv,J1 := Cv + supt∈[0,T ]CJ1(t) with Cv and CJ1(t) given in Lemma 5.5 for each t ∈ [0, T ]. Due to
Remark 5.6, Cv,J1 <∞. From Remark 5.7, we see that ξN satisfies (45), and therefore,
ξN,it − ξ(xN,it ) = −
∫ T
t
[
ΨNi (µ
N
s ,us)[ξ
N
s ]−Ψ(µs,us)[ξs](xN,is )
]
ds = −
∫ T
t
(I) + (II) + (III) ds,
where
(I) = −∇v(µNs ,uNs )(xN,is ) ξN,is +∇v(µs,us)(xN,is ) ξs(xN,is ),
(II) = − 1
N
N∑
j=1
∇K1(xN,js − xN,is )ξN,js +
∫
∇K1(y − xN,is )ξs(y) dµ(y),
(III) = δµJ1(µ
N
s )(x
N,i
s )− δµJ1(µs)(xN,is ).
From Lemma 5.5, we easily deduce that
|(I)| ≤ Cv,J1
(
W2(µ
N
s , µs) + |uNs − us|
)
|ξN,is |+ ‖∇v(µs,us)‖sup|ξN,is − ξs(xN,is )|,
|(III)| ≤ Cv,J1W2(µNs , µs).
As for (II), we have
|(II)| ≤ 1
N
N∑
j=1
∣∣∇K1(xN,js − xN,is )∣∣∣∣ξN,js − ξs(xN,js )∣∣
+
∫∫ ∣∣∇K1(y − xN,is )ξs(y)−∇K1(y′ − xN,is )ξs(y′)∣∣dpis(y, y′)
≤ ‖DK1‖sup 1
N
N∑
j=1
|ξN,js − ξs(xN,js )|
+
(
‖D2K1‖sup‖ξs‖sup + ‖DK1‖supLip(ξs)
)
W2(µ
N
s , µs),
where pis is an optimal coupling between µ
N
s and µs.
Defining
Y Nt :=
1
N
N∑
i=1
|ξN,it − ξt(xN,it )|,
we find positive constants a, b > 0, independent of N (cf. Remark 4.3) such that
Y Nt ≤ a
∫ T
t
Y Ns ds+ b
∫ T
t
(
W2(µ
N
s , µs) + |uNs − us|
)
ds.
An application of Gronwall’s inequality gives
Y NT−t ≤ beat
∫ t
0
(
W2(µ
N
T−s, µts) + |uNT−s − uT−s|
)
ds.
Taking the supremum over t ∈ [0, T ] yields the required estimate. 
Remark 5.9. Putting Lemma 5.8 and Lemma 2.8 together, we obtain the estimate
sup
t∈[0,T ]
1
N
N∑
i=1
|ξN,it − ξt(xN,it )|2 ≤ CT
(
W 22 (µˆ
N , µˆ) + ‖uN − u‖2L2((0,T ),RdM )
)
,
for some positive constant CT , independent of N ∈ N.
Proof of Theorem 5.1. In the following, let (x¯N , u¯N ) and (µ¯, u¯) be optimal pairs for (PN) and
(P∞) respectively. Further, let ξ¯
N
and ξ¯ be adjoint velocities of the N -particle trajectories and
mean-field limit corresponding to (37) and (30) respectively. We also denote by µ¯N the empirical
measure corresponding to the particles x¯N .
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Recall the optimality conditions for u¯N and u¯, given by (35) and (29), respectively. Taking
their differences and using hN = u¯N − u¯ as a test function, we arrive at
λ
2
∥∥∥∥ ddthN
∥∥∥∥2
L2((0,T ),RdM )
=
(
dJ2(u¯
N )− dJ2(u¯)
)
[hN ] =
M∑
`=1
∫ T
0
hN,`t · fN,`t dt,
with
fN,`t =
1
N
N∑
i=1
(∇K2)(x¯N,it − u¯N,`t ) ξ¯N,it −
∫
Rd
(∇K2)(x− u¯`t) ξ¯t dµ¯t = (I) + (II),
where
(I) =
1
N
N∑
i=1
(∇K2)(x¯N,it − u¯N,`t )
[
ξ¯N,it − ξ¯t(x¯N,it )
]
,
(II) =
∫
Rd
(∇K2)(x− u¯N,`t ) ξ¯t dµ¯Nt −
∫
Rd
(∇K2)(x− u¯`t) ξ¯t dµ¯t.
For (I), we obtain from Remark 5.9
|(I)| ≤
√
CT ‖DK2‖sup
(
W2(µˆ, µˆ
′) + ‖hN‖L2((0,T ),RdM )
)
.
As for (II), we obtain in a similar manner as in the proof of Lemma 5.8
|(II)| ≤
(
‖D2K2‖sup‖ξ¯t‖sup|hN,`t |+ ‖DK2‖supLip(ξ¯t)
)
W2(µ¯
N
t , µ¯t).
Altogether, we obtain a positive constant c0, depending only on T , K1, K2, j, gl, l = 1, . . . , L
and Lipschitz bound on ξ¯ such that
M∑
`=1
∫ T
0
hN,`t · fN,`t dt ≤ c0
(
W 22 (µ
N
0 , µ0) + ‖hN‖2L2((0,T ),RdM )
)
.
On the other hand, from the Poincare´ inequality, we have a constant cP > 0 such that
‖hN‖2L2((0,T ),RdM ) ≤ cP
∥∥∥∥ ddthN
∥∥∥∥2
L2((0,T ),RdM )
,
and consequently gives
(λ− 2cP c0)‖hN‖2L2((0,T ),RdM ) ≤ 2cP c0W 22 (µN0 , µ0).
For λ > γ := 2cP c0, we may simply reformulate the inequality above and conclude the proof. 
Remark 5.10. Note, that the same estimates in the proof of Theorem 5.1 may be used to provide
uniqueness of minimizers to (PN) and (P∞). See also Remark 5.2.
Appendix A.
Proof of Lemma 2.8. Under the given assumptions, the solutions µ and µ′ satisfy the continuity
equations
∂tµt +∇ · (v(µt,ut)µt) = 0, ∂tµ′t +∇ · (v(µ′t,u′t)µ′t) = 0, in distribution,
with locally Lipschitz vector fields v(µt,ut) and v(µ
′
t,u
′
t) for every t ∈ [0, T ] satisfying∫ T
0
(∫
Rd
|v(µt,ut)|2dµNt +
∫
Rd
|v(µ′t,u′t)|2dµ′t
)
dt <∞.
In this case, we can take the temporal derivative of W 22 (µ
N
t , µt) to obtain
1
2
d
dt
W 22 (µt, µ
′
t) =
∫∫
Rd×Rd
〈v(µt,ut)(x)− v(µ′t,u′t)(y), x− y〉 dpit(x, y)
≤
∫∫
Rd×Rd
〈v(µt,ut)(x)− v(µt,ut)(y), x− y〉 dpit(x, y)
+
∫∫
Rd×Rd
|v(µt,ut)(y)− v(µ′t,u′t)(y)| |x− y| dpit(x, y) =: I1 + I2,
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where pit is the optimal transference plan of µt and µ
′
t for each t ∈ [0, T ].
For the first term, we easily deduce from (A1) the following estimate
I1 ≤ Cl
∫∫
Rd×Rd
|x− y|2dpit(x, y),
As for the other term, we have, due to (A2),
I2 ≤ Cv
(
W2(µt, µ
′
t) + ‖ut − u′t‖2
)∫∫
Rd×Rd
|x− y|dpi(x, y)
≤ Cv
2
(
3W 22 (µt, µ
′
t) + 2‖ut − u′t‖22
)
,
where the Young inequality was used in the last inequality. Altogether, we obtain
d
dt
W 22 (µt, µ
′
t) ≤ aW 22 (µt, µ′t) + b‖ut − u′t‖22,
with time-independent constants a, b > 0. Applying the Gronwall inequality on the quantity
e−atW 22 (µt, µ′t), we finally obtain the required estimate. 
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