In this work, we show how to control a Quality of Service in optical networks integrated with WiMAX access radio by means of the MPLS and WiMAX Class of Services, even in condition of traffic congestions.
TECHNIQUES TO MANAGE QoS IN CORE AND EDGE NETWORKS
During the migration from current networks to the Next Generation Networks (NGN), in all sections of the network there will be a transition towards packet switched paradigm, and Multiprotocol Label Switching (MPLS) represents one of candidate techniques to be used in the core network as packet transport technology. Among the advantages of this technique, there is certainly an efficient management of QoS, defining logical paths, Label Switched Paths (LSP), with a specific CoS. In particular, it can be defined up to eight CoSs using the Traffic Class (TC) field of the MPLS label.
In the edge network, Ethernet technology can be the next technology to employ due to its characteristics as simplicity and cheapness. In this case, the QoS is managed by means of Virtual LANs (VLAN), in particular by 3 bits in the VLAN Tag User Priority field, with a maximum of eight CoSs.
In this way, the QoS is managed end-to-end by mapping of CoSs defined in the VLAN and those defined in the LSP.
PRELIMINARY TEST: TEST-BED WITH WIMAX ACCESS
In this case, a BS is connected to the optical network to an EDGE point (Fig. 1) . As example, it was reproduced the core-edge network representing the ISCTI-FUB test-bed (consisting of four routers).
In the simulation, four Best Effort IP flows are generated from Web Server to terminals SS_1, SS_3, SS_4, SS_5. Another IP flows (Video Stream with high priority CoS) from the Video Server to the terminal SS_2 is generated after 5 mins; such IP flow carries a Video Stream of about 20 Mbit/s and it is treated with guaranteed QoS by means of: VLAN Tagging between Video Server and router R1, LSP in the core network, and Classes of Service in WiMAX cell. Fig. 2 shows the traffic received from the WiMAX terminals. It can be observe that, when the terminals receives Video Stream flow, only the throughput of the Web flows experiences degradation because of the congestion in the WiMAX cell; this is due to bandwidth reservation performed by the BS to the terminal receiving the Video Streaming. 
INTEGRATION WIMAX-EPON
Here, we consider the integration between WiMAX network and Ethernet PON; this is one of the possibilities to cover, with broadband access techniques, areas where it is difficult, in economic and deployment terms, to install the optical fibre, e. g. in mountainous zones. In particular, we consider the BS as an Optical Network Unit (ONU) of EPON network (Fig. 3) . In this case, it is necessary to manage the QoS in all network's segments, that is in WiMAX network (by procedures allowed in the standard) [3] , in EPON (by definition of VLANs and relative CoSs, dependently on the bases of the service carried) and in the core network (by DiffServ over MPLS technique).
Figure 3. BS connected to ONU EPON.
Several congestion scenarios have been considered, but for sake of brevity we report only the case in which there is a saturation before WiMAX network. EPON is simulated in OPNET with a multipoint access network. In this case, QoS is managed by MPLS/VLAN tagging. The congestion starts after 8 minutes and it lasts about 2 mins. Fig. 4 
INTEGRATION WIMAX-WDM-PON
In the second scenario, it has been considered the integration between WiMAX network and WDM-PON network. In such context, each user (in this case the BS) has a distinct wavelength, thus removing the limitations imposed by the sharing of bandwidth. Figure 4 shows the simulation scenario.
Figure 5. Base Station connects to ONU WDM-PON.
The core section of this network is represented by 4 core routers, the edge section is composed by a router R1, where are linked the Video Server and the Web Server, and the access sections consists of a WDM-PON, simulated in OPNET by a multipoint access network. In this case, congestion could occur in WiMAX cell. The network configuration considered corresponds to the typical case of a service running from a server to some users. QoS is managed by BS by five types of CoS: Unsolicited Grant Service (UGS), real-time Polling Service (rtPS), non-real-time Polling Service (nrtPS), Extended real-time Polling Service (ErtPS), Best Effort (BE). The priority traffic is assigned to service class rtPS configured to have 25 Mb/s of reserved bandwidth, in this way the BS assures this capability to the user that required it. In Fig. 6 shows the throughput of traffic on the WiMAX terminals: it can be seen how the traffic treated with the QoS control does not experience any effect, even if it is achieved the max capacity managed by the Base Station (about 70 Mbit/s).
Figure 6. Traffic received from WiMAX terminals.

CONCLUSIONS
In this work three possible scenarios for integration of WiMAX in the optical telecommunication networks are shown, and we showed how it can be ensure the QoS of specific services by working both directly in the cell WiMAX and before of the same with techniques MPLS/VLAN tagging. It can be concluded that solutions with this type of integration can be used to provide the necessary bandwidth to services that require it.
