Abstract-The paper is concerned with analyzing data from an experimental antipodal laser-based chaos shift-keying communication system. Binary messages are embedded in a chaotically behaving laser wave, which is transmitted through a fiberoptic cable and are decoded at the receiver using a second laser synchronized with the emitter laser. Instrumentation in the experimental system makes it particularly interesting to be able to empirically analyze both optical noise and synchronization error as well as bit error rate. Both the noise and error are found to significantly depart in distribution from independent Gaussian. The conclusion from bit error rate results is that the antipodal laser chaos shift-keying system can offer a feasible approach to optical communication. The non-Gaussian optical noise and synchronous error results are a challenge to current theoretical modeling.
discuss a wide range of systems and their implementations. From the electronic circuits perspective, there are several monographs covering a great variety of theoretical work in digital chaos communications [16] , [17] . Most give approximate theoretical developments and simulation analyses but do not cover experimental work.
In this paper, we design a chaos-based communication experiment to investigate the effectiveness, in an optical experimental environment, of the antipodal chaos shift-keying system, first proposed using electronic circuits in [18] and [19] . The shift-keying idea has been implemented in a in a variety of communication settings, including laser-based secure communication [7] and laser on-off communications [20] . The non-coherent antipodal version of chaos shift-keying differs from chaos shift-keying as described in the classification (chaos masking, chaos modulation, and chaos shift-keying), introduced in [15] . In this class of chaos shift-keying, emitter and receiver lasers can switch parameter values between binary settings. The transmitted segment is then compared with each of the corresponding synchronized segments to determine which value has been sent. The antipodal chaos shift-keying system here involves an antipodal binary modulation of the emitter laser spreading segment and a synchronized segment, but is not chaos masking or chaos modulation according to the classification, neither of which involves spreading segments.
In the system of this study, transmission of a binary bit is by binary sign-modulation spread over of a segment of emitter laser output. The key components of the present non-coherent chaos shift-keying system are an emitter laser, a 60 km fiberoptic cable to a receiver and a receiver laser synchronized to the emitter laser. The focus of the paper is empirical, mainly concerned with revealing the statistical properties exhibited by the light intensity outputs of the lasers while they are experimentally transmitting binary bits, and using them to empirically assess the bit error performance of the chaos shiftkeying system. The results also suggest appropriate theoretical assumptions which might be made in realistic base-band modelling of optical noise and synchronization error. Three outputs are measured in the experiment -the output of the emitter laser, a received modulated version of the emitter output incorporating hidden binary message bits after passing through the optical cable, and thirdly, a reference version of the emitter output at the receiver obtained by remote synchronization. The latter two outputs allow the binary message bits to be retrieved at the receiver by a correlation decoder. The emitter output is solely used to study optical noise and synchronization error 0018-9197 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. in the experiment and not for decoding. The outputs were converted into voltages and then sampled at equi-spaced time intervals. This resulted in three time series waves of 10 Megapoint measurements, on an arbitrary scale. These extensive data provide detailed information and the usual mathematically-based simulation of an assumed communication model can be replaced by empirical use of the experimental data. Bit error rate of the correlation decoder can be examined as a function of the spreading length of the sign-modulated segments of the emitter laser output. The statistical distributions and dependency of optical noise and synchronization are also revealed. Perhaps unexpectedly, they are both found to be non-Gaussian and dependent, with synchronization error the more strongly non-Gaussian. Moreover, their statistical dependency on the transmitter laser series is identified. Hence both types of wave are far from being independent Gaussian in distribution. The empirical results suggest, nevertheless, that the optical non-coherent chaos shift keying system can perform with suitably small bit error rate.
In earlier theoretically exact work [21] , an antipodal chaos shift-keying system was studied involving transmission of emitter output instead of its synchronization; a single channel with independent Gaussian noise was assumed. These assumptions were broadened in [22] to give an exact BER result for dependent channel noise and dependent synchronization error with Gaussian assumptions and to give an approximate result based on second-order distributional properties. These give some insight into the empirical results of Section IV.B. Fig. 1 shows the experimental setup for chaos synchronization and communication. Two distributed-feedback (DFB) semiconductor lasers (optical wavelength 1547 nm) are used. One laser is used as an emitter and the other as a receiver. The injection current and temperature of each semiconductor laser are adjusted by a controller. The optical wavelength of the semiconductor lasers is precisely controlled by the temperature of the laser with a ratio of 0.097 nm/K. The resolution of the temperature control is 0.01 K. The injection currents of the lasers are set to 15.20 mA (the emitter) and 12.00 mA (the receiver), respectively, where the lasing thresholds of injection current I th are 10.57 mA (the emitter) and 9.38 mA (the receiver). The relaxation oscillation frequencies of the lasers are 3.0 GHz (the emitter) and 2.0 GHz (the receiver), respectively. Each of the two lasers is prepared without standard optical isolators, to allow optical feedback and injection.
II. EXPERIMENTAL DETAILS

A. Experimental Setup
The emitter laser is connected to a fiber coupler and a variable fiber reflector which reflects a fraction of the light back into the laser, inducing high-frequency chaotic oscillations of the optical intensity. The amount of the optical feedback light is adjusted by the variable fiber reflector. The fiber length between the emitter laser and the variable fiber reflector is 4.55 m, corresponding to the feedback delay time (round-trip) of 43.8 ns. On the other hand, there is no optical feedback for the receiver laser. Polarization maintaining fibers are used for all the optical fiber components, except a long-distance optical fiber.
The output of the chaotic emitter laser is divided into two beams by a fiber coupler. One of the emitter beams is injected into the receiver laser to achieve synchronization. An optical fiber isolator is used to achieve one-way coupling from the emitter to the receiver lasers. The injection power is adjusted by using an optical attenuator. The wavelengths of the two lasers are precisely matched in order to achieve optical injection locking, which is a necessary condition for synchronization. The injection locking range is 0.073 nm (9.1 GHz) in this experiment. The optical wavelength of the receiver laser is slightly tuned within the injection locking range to obtain the maximum cross-correlation of temporal waveforms between the two lasers.
The optical outputs of the two lasers are converted into electronic voltage signals by using high-speed AC-coupled photodetectors (New Focus, 1554-B, 12 GHz bandwidth). The converted electronic signals are amplified by electronic amplifiers (New Focus, 1422-LF, 20 GHz bandwidth). The two electronic signals are sent to a high-speed digital oscilloscope (Tektronix, DPO71604B, 16 GHz bandwidth, 50 GigaSamples/s) and a radio frequency (RF) spectrum analyzer (Agilent, N9010A-526, 26.5 GHz bandwidth) to observe temporal waveforms and RF spectra, respectively, of the two laser outputs for synchronization.
The other emitter beam is transmitted through a 60-kmlong dispersion-shifted fiber (DSF) for the detection of an optical noise signal via a communication channel. After the transmission, the light power is amplified by an erbiumdoped fiber-optical amplifier (EDFA). The center wavelength is extracted at around 1.5 μm by using a wavelength filter. The polarization direction of each beam is adjusted by a polarization controller (PC). The beam is attenuated by an optical attenuator to adjust the detection power. The beam is injected to another photodetector and an electronic amplifier, and detected by another digital oscilloscope (Tektronix, DPO71254, 12.5 GHz bandwidth, 50 GS/s). Two oscilloscopes are used for this experiment, since the lag time between the transmitted signal and the emitter laser output is very large (∼0.3 ms) due to the 60-km fiber transmission. A trigger function is used for the detection of high peak values of the chaotic waveforms to match the timing of the two signals detected by the two oscilloscopes.
B. Experimental Data Adjustment
Three 10 Mega-point long series of voltage intensity signals were obtained during experimental transmissions: {X t } the emitter wave from the emitter laser, {R t } the received emitter wave after transmission through the 60 km long-distance fiberoptic cable and {S t } the synchronized emitter wave at the receiver. The received emitter wave is modelled as
where {ε t } is optical noise. The optical noise originates from 60-km fiber transmission and the following optical amplification through EDFA. In fact, {ε t } consists of the optical noise and electronic noise from the photodetector and oscilloscope. However, we consider that the optical noise is dominant in {ε t } since two temporal waveforms of the emitter and receiver lasers are very similar without long fiber transmission and optical amplification. The synchronized emitter wave is modelled as
where {η t } is synchronization error. It follows from (1) and (2) that optical noise and synchronization error are
and
respectively. The calculated data of these latter two quantities allow the study of their statistical distributions and dependencies as would be needed in realistic base-band mathematical modelling.
In chaos shift-keying communication use, as to be described in Section II.C, segments of the emitter wave are modulated by antipodal binary messages before transmission and become message segments, based on R t .
The recording of the experimental data required the use of two photo detectors with different sensitivities. There were instrumental processing effects, manifesting in artificially different amplitudes which needed correction. Statistical scaling was used and the received message and synchronized series are adjusted in amplitudes to that of the emitter series. The desired result is that an adjusted message signal R t should be the addition of its emitter signal and an adjusted optical noise ε t , that is
This can be achieved by regressing R t on X t to obtain the coefficients α R , β R and the adjusted variables
These variables satisfy the additivity in Eq.(5). The adjusted optical noise is then
In a similar manner, for an adjusted synchronized emitter S t to have the same amplitude as the emitter X t and a corresponding synchronization error η t , that is
the required adjusted variables are
Then the adjusted synchronization error is
The subsequent graphical analysis is entirely in terms of the variables {X t , R t , S t } and the derived optical noise {ε t } and laser synchronization error {η t }.
C. Antipodal Chaos Shift-Keying Communication Scheme
According to antipodal chaos shift-keying communication, transmitting a binary message b = ±1 involves multiplying the bit value into a segment of the emitter wave to create a spreading segment b{X t } which is then transmitted and received as a message segment {R t }. The synchronized version of the emitter segment, {S t }, usually called a reference segment, is also available at the receiver. There will be a chosen number N of successive intensity measurements in each of the three segments; N is known as the spreading factor and its size is an important factor which controls bit error. Hence, for communicating a bit b, the equations describing the message and reference segments are
corresponding to Eq. (5) and Eq.(8) and where {} denote segments in this equation. The basic idea is to decode the binary bit by comparing the message segment voltages with the corresponding synchronized emitter segment voltages; generally similar segments imply b = 1 and sign-reversed segments imply b = −1. Security of laser-based systems is stenographic [15] , with a transmitted binary bit being hidden by its multiplication into the emitter wave. A correlation decoder is used to decode the transmitted bit on the basis of the message and synchronized emitter segments; it is a statistical estimate which is the sign of the correlation between the voltages of the message and synchronized segments. In the absence of optical noise and synchronization error, the message and synchronized segments should be equal, or of opposite sign. Correct bit retrieval is inhibited by both noise {ε t } from the long-distance fiber-optic cable and error {η t } from the synchronization method. These effects will be statistically assessed in Sections III.D and III.B, and the main communication aspects will be covered in Section IV.
The transmission process is repeated consecutively for each bit of an entire message.
To allow the study of optical noise and synchronization error in the experiment, transmission is limited to +1 bits; by symmetry of the system this is not a restriction when investigating bit error. A comparison of the emitter wave (thick grey line) and the synchronized wave at the receiver (thin black line) for the time index range 5,000,001:5,000,250; the differences depict synchronization error. 
III. STATISTICAL DISPLAYS OF EXPERIMENTAL RESULTS
A. Emitter and Synchronized Laser Signals
The nature of the experimental outputs is best seen initially from stretches of their adjusted intensity values in time series plots. Fig. 2 gives a typical stretch of 250 values from the emitter laser output {X t } and the synchronized output {S t },both starting at the time index position 5000001. The levels of both series appear constant, a conclusion supported by other stretches which have been examined. Further, there does not appear to be changes in amplitude, or any obvious periodicity. Thus an initially tenable assumption without considering dependency, is that the series are statistically stationary. The close tracking of the two series is evidence of their synchronization, with the differences representing synchronization error {η t }.
The next aspect to be considered is the marginal distributions of the emitter and synchronized series, {X t } and {S t }, respectively; these are given by the histograms in Fig.3 . The means are each very near zero, both being -0.000120, and the standard deviations are 0.086823, 0.0938630, respectively. The emitter series histogram in Fig. 3(a) indicates that the emitter laser does not generate Gaussian distributed values; they are negatively skewed, with coefficient -0.72. Negative skewness is also evident in the synchronized series histogram, Fig. 3(b) , with coefficient -0.86. The differences between these histograms and the rather peculiar sharp maxima of the emitter laser and reference laser distributions, with excess3-kurtosis of (1.16,1.26), respectively, are likely to be instrumental effects. Note that the histograms are on the same scale in order to make meaningful visual comparisons. Autocorrelations of the emitter series are displayed in Fig. 3(c) and show linear dependency in the series with initially strong cyclic decreasing amplitudes over 15 lags, although this does not indicate strict cyclical behaviour in the series, rather it summarizes the oscillation behaviour. One lag corresponds to a 20 picoseconds sampling time of the oscilloscope. Autocorrelations of mean-adjusted squared series, not shown, indicate nonlinear dependency over the first 2 lags, with slight indications of cyclic behaviour thereafter. The synchronized series displays similar behaviour.
B. Synchronization Error
The synchronization errors {η t } have been shown in Fig. 2 as the differences between the emitter and synchronized time series. Fig. 4(a) shows their distribution relative to a Gaussian distribution; they are strongly peaked over zero with a standard deviation of 0.035668, much smaller than 0.086823 of the emitter distribution. This points to acceptable levels of variation from a communications perspective. The nonGaussian nature of the histogram is graphically evident and verified by its skewness and excess3-kurtosis (-0.56, 1.61), respectively, compared to zero Gaussian values. The general variability of the distribution can be appreciated from its range (-0.24,0.24) compared to the simulated range of a 10 Mega-point Gaussian random sample of the same mean and variance, (-0.19,0.19) . The distribution has much more data in its longer tails than would be found with the corresponding fitted Gaussian distribution. Asymmetric departures from the 45-degree in the scatter Fig. 4(b) point to the non-Gaussian distribution of received values depending on the emitter values. The scatter over all 10 Mega-point synchronization pairs has a correlation of 0.925, strong but not perfect. Fig. 4(c) shows that synchronization errors are autocorrelated, and thus dependent. These properties are relevant when mathematical base-band modelling of the communication system.
C. Emitter Signals and Received Emitter Signals
The experimental system can be used to examine the statistics of binary bit transmissions through the long-distance fiber-optic cable. Binary bits of +1 are transmitted since they use the emitter transmissions without the need for modulation and there is binary symmetry; the received wave with binary +1 message wave is thus of the form given in Eq. (5). In Fig. 5 there is a typical stretch of 250 values of the emitter laser values {X t } and the received message values {R t }, both starting at the time index position 5000001. Differences between the two series, {ε t }, represent optical noise, but they are not extreme. The distribution of the received signals is shown by the histogram in Fig. 6(a) , similar to the emitter distribution, Fig. 3(a) , but modified by the effect of optical transmission noise. It has a mean near zero of −0.00012 and standard deviation of 0.092009, and skewness is -0.79. In Fig. 6(b) there is a scatter plot comparison of the received and emitter signals based on 5000 values. Asymmetric departures from the 45-degree line point to a non-Gaussian distribution of received values depending on the emitter values, while their slim scatter with 
D. Optical Noise
The distribution of optical noise for all 10 Mega-point values is depicted by the histogram in Fig. 7(a) ; the standard deviation is 0.030453, much smaller than the emitter standard deviation of 0.086823, and thus acceptable from a communications perspective. Also shown there is the somewhat inadequate fit of a Gaussian distribution. The skewness and excess3-kurtosis are (-0.11, 0.72), not strikingly high relative to their zero Gaussian values, and considerably less than those for synchronization errors. But it is again additionally informative to compare the range of the distribution (-0.31, 0.22) with that of a simulated 10 Mega-point Gaussian random sample of the same size, mean and variance, which was found to be (-0.15, 0.15). Thus, the distribution of optical noise has much more data in its longer and asymmetric tails than would be found in the symmetric tails of a best-fitting Gaussian distribution. Moreover, optical noise is autocorrelated and not independently distributed, a further departure from standard Gaussian assumptions. Fig. 7(b) gives its autocorrelations, showing strong values at the first lag and some slighter correlation at a few subsequent lags. These are perhaps effects which should be examined more widely. In summary, it can be said that the optical noise is not independent Gaussian noise and would need to be modelled with an appropriate distribution and dependency structure.
E. Dependency of Optical Noise and Synchronization Error on Emitter Signal
A possible reason for the autodependency of optical noise and that of synchronization error, as shown in Fig. 4(c) and Fig. 7(b) , respectively, might be that they are both affected by their associated emitter signals. Investigating this involves obtaining their distributions conditional on the emitter signal values over a set of their intervals. A suitable graphic for this purpose using median, inter-quartiles and the outer adjacent points at 1.5 times the interquartile distance, is the boxplot, and is given in Fig. 8 for optical noise and for synchronization error; a boxplot of noise or error values is given for each interval of emitter values. Any pattern in these plots indicates dependency on emitter intensity.
For optical noise, the pattern in Fig. 8(a) points to the variability of the noise decreasing as the strength of the emitter signal increases, with the mean remaining fairly constant, except at the ends. It is plausible that the change in variability is a causative effect, although there does not appear to be any theoretical work which supports such a conjecture. The less consistent behavior of the outer few boxplots, particularly the change in medians, reflects the small amounts of data at the associated emitter values. For synchronization error, the strong pattern in Fig. 8(b) shows that the median error follows a mostly decreasing curve. Similar effects can be found with the mean and standard deviations. These effects might also be thought of as causative, although again there does not appear to have been any theoretical analysis to support the conjecture.
The empirical results here suggest a possible development of the model Eqs. (1) and (2) as
where the noise and errors are functions of the emitter signal as well as independent components. These functions would have to be obtained, either empirically or theoretically.
F. Statistics of Received and Synchronized Reference Signals
As mentioned in Section II.C, from a communications point of view, a transmitted binary bit is decoded at the receiver by comparing its received and synchronized segments using their correlation, with a low negative correlation for a −1 bit. Therefore a general comparison of all 10 Mega-point received emitter values and synchronized intensity values is of interest in relation to the transmission of a +1 bit. A superimposed time series plot of a section of length 250 from the two series is given in Fig. 9 and shows their strong similarity. The associated correlation over the entire series takes the high value 0.917.
From a communications perspective, a comparison of segment-sized lengths is most relevant, and scatter plot examples for N = 10, 20, 50 are given in Fig. 10 . These correctly indicate decoding of +1 bits.
IV. BIT ERROR RATE RESULTS FROM EXPERIMENTAL TRANSMISSIONS
A. Bit Error Rate Results
The experimental system and its data outputs are a suitable basis for investigating the bit error rate of an antipodal chaos shift-keying system in its non-coherent version, similar to that treated by exact theory under Gaussian noise and error assumptions in [21] . A binary multiplicative operation ±1 is applied to a spreading segment of successive emitter laser outputs after which it is transmitted through the long-distance fiber-optic cable to a receiver where it must be decoded. Correlation decoding is used in this analysis. By the setup of the experiment, only +1 segments are transmitted -so there is no actual sign changing to the emitter outputs. At the receiver there are available a series of 10 Mega-point emitter intensity values, deemed modulated by +1 bits and affected by optical noise, and a corresponding series of synchronized emitter intensity values, affected by synchronization error. For the purposes of bit error calculation, each of these 10 Mega-point long series are sub-divided in parallel into 10 7 /N pairs of (R, S) spreading segments of extent N, N = 2, 3, . . . , 25.
Bit error rate (BER) is empirically assessed by the proportion of segment pairs which are negatively correlated. The dependence of BER on the extent of spreading (N) is of obvious performance interest and will be displayed in this section and Section IV.B. More conventionally, BER is plotted against the signal-to-noise ratio, but in the present system there are two signal ratios, one relative to optical noise and one relative to synchronization error, and both these are fixed by Comparison of received emitter wave (thick grey line) and the corresponding synchronized wave (thin black line) for the time index range 5,000,001:5,000,250. the experimental settings. Nevertheless, an empirical way of varying them will be suggested in Section IV.B. Fig. 11 gives two curves which plot BER against a log transformation of N defined as log 10 (N), a form which is suitable for comparisons, and gives curves of comparable shapes to signal-to-noise plots for coherent systems, as used for instance, in [16] and [21] . The thick grey curve is for the BER of the non-coherent system discussed previously and is seen to decrease satisfactorily as the spreading extent increases within the range of reliability when calculated from the available correlations. However, in the experimental situation, the non-coherent version may be compared with the coherent case as an empirical lower bound in which the synchronized segments are replaced by the corresponding experimentally known 'exact' segments; these are the 'synchronized' segments with no synchronization error. This is the coherent case of the system and is shown as the thick black decreasing curve in Fig.11 which is initially slightly higher than the grey noncoherent curve, perhaps a slightly puzzling but empirical feature. However, by N = 6, (log 10 N = 8) the thick grey curve has fallen slightly below the non-coherent black curve and continues to be just slightly lower until instability in the tails of the two curves becomes evident. Over the entire range the two curves are thus very close which implies that the practically relevant non-coherent system is performing near its empirical optimum, even for modest spreading. The synchronization achieved is thus strong enough for communication purposes.
B. Influence of Optical Noise and Synchronization Error on Bit Error Rate
It has been noted in Section IV.A that there are two signal ratios of importance, one relative to optical noise and one BER curve of the coherent chaos shift-keying communication system in which there is no synchronization error at the receiver (thick black curve) and of the nearly coincident curve for the corresponding non-coherent system (thick grey curve). The calculations are based on the 10 Mega-point experimental data.
relative to synchronization error. These involve their standard deviations which cannot be easily changed experimentally since they are consequences of the length of the long-distance fiber-optic cable and the synchronization properties of the two lasers, respectively. To vary them experimentally would require considerable further resources, for instance, experiments with different lengths of optical cable. An alternative empirical statistical strategy is suggested here which involves creating artificial data sets made from the original experimental data but with increased or decreased variability of the optical noise and or synchronization error. This is equivalent to varying the pair of signal ratios. Working from the adjusted noise values {ε t } with a scaling factor 1 + α, and adjusted synchronization error values {η t } with a scaling factor 1 + β, where −1 ≤ α, β < ∞, the new adjusted received and synchronized emitter waves can be constructed as
Bit error calculations can now be carried out on the constructed waves for various choices of α and β. This approach is empirical but does have the statistical advantage of retaining the empirical distribution shapes and the dependency found in the experimental optical noise and synchronization error. Initially, attention is restricted to changing optical noise and so β = 0 is assumed and the synchronization error is kept at its experimental level. Calculation of BER remains as in Section IV.A. In Fig. 12 (a) the black BER curve is for the experimental non-coherent case (α = 0, β = 0). The upper three well-separated grey curves give BER for increased optical noise with (α = 0.25, 0.50, 1.0; β = 0). Nearly coincident with the non-coherent black curve are three grey curves with no or reduced optical noise and experimental synchronization error (α = −1.0, −0.9, −0.1; β = 0). Clearly, increased optical noise has strong detrimental effects on BER but reducing optical noise in the presence of experimental synchronization error has much less effect. The large detrimental effects could be moderated by increased spreading length and cost. In Fig. 12(b) optical noise is kept at its experimental level while the synchronization error level is changed. The effect is similar to that in Fig. 12(a) , a consequence of symmetric treatment in the correlation decoder of optical noise and synchronization error. The lowest curves in both panels of Fig. 12 indicate that modest joint reduction of both optical noise and synchronization error (α = −0.25, β = −0.25) is effective in reducing BER whilst strong reduction in one of these is almost ineffective. However, increasing just one by the same proportion does increase BER. Differences in level between the two panels of Fig. 12 are due to the strength of optical noise being less than that of synchronous error. Fig. 13 deals with two further situations when there is only one type of disturbing behaviour, either optical noise or synchronization error. In each of these circumstances, the decrease of variability causes a pronounced reduction in BER, in contrast to when both optical noise and synchronization error are present when the reduction is slight.
The effects noted in Fig. 12 and Fig. 13 may be partially explained further by the approximate theoretical BER result,
where ρ is used for autocorrelation of the suffixed variable and is the distribution function of a standardized Gaussian variable. This is a rearrangement of the result derived in [22] , Eq.
[52], to show behaviour in terms of N. The formula does not accommodate the empirical dependencies modelled by Eq. (12) but never-the-less allows some comparisons with previously described empirical results. The decreasing of BER with N is evident. The roles of the optical noise and synchronization error can also be seen in the separate terms of Eq. (14), particularly their individual and multiplicative effects which are in agreement with Fig.12 and Fig.13 . The multiplicative effects in the autocorrelations give further insight into the effect of autocorrelation in the optical noise and synchronization error, and the last term shows the effect of nonlinear dependency from the emitter. More detailed comparisons would involve calculating summations in Eq. (14) for the experimental data, but exact comparisons are limited by the approximate nature of Eq. (14) , and its main purpose is to identify the key quantities influencing BER values. The graphics in this section represent an attempt to gain maximum information from the experimental data set which is of communication interest. The basic statistical presumption has been that the distributional dependency behaviour in the experimental data is maintained after making changes to the variances of the optical noise and synchronization error. The empirical approach offers a number of further possibilities. A surface of bit error in respect of the standard deviations of optical noise and synchronization error could be obtained; this should better reveal their interaction. Comparison with Gaussian noise and errors could also be studied.
V. CONCLUSIONS
In summary, an experiment was conducted to investigate the feasibility of a non-coherent antipodal chaos shift-keying system of communication using optical channels and chaos synchronization. An empirical analysis of the experimental data confirmed the feasibility of such a system and its satisfactory performance in terms of bit error. Statistical properties of the system were found to be quite distinct from the Gaussian properties of conventional electronic circuit versions, a point of importance for future theoretical modelling. Detailed statistical analysis of the experimental data revealed that optical noise and synchronization errors were distributed with skewness and kurtosis, and more importantly were autocorrelated and nonlinearly dependent; both of them were found to be satisfactorily small, with optical noise being the lesser. Synchronization error was small enough for the system to perform very near its coherent BER lower bound. An empirical statistical methodology was presented for examining the effect of varying the strength of the optical noise and synchronization error without new experimentation. This pointed to several effects, such as the modest reduction of both of these being more effective in reducing BER than a strong reduction of either. The empirical methodology approach could be of wider laser communication interest when experimentation is restricted by resources or time.
