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Abstract
This thesis consists of three parts. In the first part we review the quantization
of Yang-Mills theories and perturbative quantum gravity in curved spacetime.
In the second part we calculate the Feynman propagators of the Faddeev-
Popov ghosts for Yang-Mills theories and perturbative quantum gravity in the
covariant gauge. In the third part we investigate the physical equivalence of
covariant Wightman graviton two-point function with the physical graviton
two-point function.
The Feynman propagators of the Faddeev-Popov ghosts for Yang-Mills
theories and perturbative quantum gravity in the covariant gauge are infrared
(IR) divergent in de Sitter spacetime. We point out, that if we regularize
these divergences by introducing a finite mass and take the zero mass limit
at the end, then the modes responsible for these divergences will not con-
tribute to loop diagrams in computations of time-ordered products in either
Yang-Mills theories or perturbative quantum gravity. We thus find effec-
tive Feynman propagators for ghosts in Yang-Mills theories and perturbative
quantum gravity by subtracting out these divergent modes.
It is known that the covariant graviton two-point function in de Sitter
spacetime is infrared divergent for some choices of gauge parameters. On
the other hand it is also known that there are no infrared problems for the
physical graviton two-point function obtained by fixing all gauge degrees
of freedom, in global coordinates. We show that the covariant Wightman
graviton two-point function is equivalent to the physical one in the sense
that they result in the same two-point function of any local gauge-invariant
quantity. Thus any infrared divergence in the Wightman graviton two-point
function in de Sitter spacetime can only be an gauge artefact.
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Chapter 1
Introduction
Quantum field theory in de Sitter spacetime has been actively studied re-
cently due to its relevance to inflationary cosmologies [1]. Furthermore, the
current observations indicate that our Universe is expanding in an acceler-
ated rate and may approach de Sitter spacetime asymptotically [2]. The
original part of this thesis consists of two parts. In the first part we find
effective Feynman ghost propagators for Yang-Mills theories and perturba-
tive quantum gravity in de Sitter spacetime. In the second part we find
the equivalence of the covariant Wightman graviton two-point function with
arbitrary value of gauge parameters to a infrared finite physical Wightman
graviton two-point function.
In order to study higher-order quantum effects for Yang-Mills theories
or perturbative gravity, one needs to introduce Faddeev-Popov ghosts ex-
cept in unwieldy gauges such as the axial gauge in Yang-Mills theories [3].
In this thesis we shall study the Feynman propagators for the ghosts in
Yang-Mills theories and perturbative quantum gravity in de Sitter space-
time. We shall find that ghosts and anti-ghosts for Yang-Mills theories sat-
isfy the minimally-coupled massless scalar field equation. It is known that
there is no Feynman propagator for minimally-coupled massless scalar fields
that respects de Sitter invariance [4], due to infrared (IR) divergence of the
Feynman propagator for these fields in de Sitter spacetime. We also show
that the Feynman propagator for ghosts in perturbative quantum gravity is
also infrared divergent in de Sitter spacetime. Thus if the ghost fields in these
theories were physical fields, we would need to break de Sitter invariance of
the vacuum for these fields [5]. However we shall see that this problem can
be circumvented because they are unphysical fields. The interaction between
the Yang-Mills/gravitational field and the ghosts is such that, if we regu-
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larize the infrared divergences by introducing a small mass term, the modes
responsible for the infrared divergences will not contribute in the computa-
tion of time-ordered products of physical fields. For this reason, we propose
that one should regularize the infrared divergences of the Feynman propaga-
tors for the ghosts and anti-ghosts in these theories and then take the limit
where the regularization is removed. This proposal is equivalent to using
the effective Feynman propagators obtained by subtracting the regularized
modes responsible for the infrared divergence in perturbative calculations.
In fact this effective Feynman propagator for Yang-Mills theories has
been derived and used in a different context. It was used in calculating
the covariant graviton propagator two-function in de Sitter spacetime [6]. It
may be noted that even though the physics there is very different from the
physics we are considering, the mathematics involved is the same for both
these cases.
Infrared divergences in graviton two-point functions have been a matter
of contention for over two decades [7]. Since linearized gravity has gauge in-
variance, it is important to determine whether or not these IR divergences are
gauge artefacts. The graviton two-point function obtained by fixing all the
gauge degrees of freedom is called the physical graviton two-point function.
The physical graviton two-point function in spatially flat coordinate system
was analyzed in Ref. [8]. It was found that this two-point function is IR
divergent. Infrared divergence of the physical graviton two-point function in
spatially flat coordinate system was further studied in Ref. [9]. The physical
graviton two-point function in global coordinate system was obtained in Ref.
[10]. It was found that this physical graviton two-point function is IR finite.
The physical graviton two-point function in hyperbolic coordinate system
was also found to be IR finite [11]. Thus the IR divergence of the physical
graviton two-point function in spatially flat coordinate system occurred due
to the coordinate system used and thus was not a physical effect. However we
will not study the IR divergences of the physical graviton two-point functions
in this thesis.
In this thesis we will present a work relevant to the IR divergences in the
graviton two-point functions that occur for some choices of gauge parameters.
Allen found that in the covariant gauge the graviton two-point function has
IR divergences for certain values of the gauge parameters [12]. Thus if a
gauge is chosen with one of these values of gauge parameters, we shall get
IR divergences. The graviton two-point function used by Antoniadis and
Mottola [13] was IR divergent as they used one of these values of gauge
parameters. Covariant graviton two-point function with different values of
gauge parameters was obtained in Ref. [6]. Covariant graviton two-point
function with arbitrary values of gauge parameters was obtained in Ref. [14].
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In this thesis we shall show that the covariant Wightman graviton two-point
function with any choice of gauge parameters is physically equivalent to the
physical one obtained in Ref. [10].
For this purpose, we will split the covariant Wightman graviton two-
point function into vector, tensor and scalar parts [14]. It will be shown
that apart from a part of tensor part, that also contributes to the physi-
cal graviton two-point function, all the contributions are pure gauge in the
following sense. A contribution to a Wightman graviton two-point function
will be said to be pure gauge if at least in one of its two slots it is a sum
of tensors obtained by symmetrized derivatives acting on vectors. So a pure
gauge contribution will be of the form: ∇aK1ba′b′(x, x′) + ∇bK1aa′b′(x, x′) +
∇a′K2abb′(x, x′) + ∇b′K2aba′(x, x′) for some K1ba′b′(x, x′) and K2aa′b′(x, x′). The
two-point function of a local gauge-invariant tensor field will be the same for
two Wightman two-point functions if they differ from each other by a pure
gauge contribution. The scalar part has in fact already been shown to be
pure gauge in a restricted gauge in Ref. [17]. In this thesis we show that
this is true for any value of the gauge parameters. We also show that the
contributions coming from the vector part and a part of the tensor part are
also pure gauge. Thus the only non-gauge contribution will come from the
other part of the tensor part. This contribution will be shown to be exactly
equal to the physical graviton two-point function obtained in Ref. [10].
This physical graviton two-point function obtained in Ref. [10] suffers
from no IR divergences. Now if any graviton Wightman two-point function
in linearized gravity in de Sitter is physically equivalent to that obtained in
Ref. [10], as we show in this thesis, then any IR divergences in the covari-
ant graviton Wightman two-point function in linearized gravity in de Sitter
spacetime for example as noticed in Ref. [13], has to be a gauge artefact.
Thus the IR divergences will not show up in the graviton Wightman two-
point function of any local gauge-invariant tensor field, e.g., the linearized
Weyl tensor [15] .
The rest of the thesis is organised as follows: We shall review Yang-Mills
theories and perturbative quantum gravity in Chapters 2 and 3, respectively.
Then after reviewing some basic properties of de Sitter spacetime in Chapter
4 we shall go on to study ghost fields in de Sitter spacetime. We shall derive
the explicit expression for the effective ghost propagator for Yang-Mills theo-
ries in Chapter 5 as a warm up for the derivation of the explicit expression for
the effective ghost propagator for perturbative quantum gravity in Chapter
6. Then we shall describe a general method for calculating the Wightman
two-point function for free field theories in Chapter 7. We shall apply this
formalism to linearized quantum gravity in Chapter 8. Finally we shall show
explicitly that the covariant graviton Wightman two-point function with any
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choice of gauge parameters is physically equivalent to the physical one ob-
tained in Ref. [10] in Chapter 9. We shall conclude the thesis in Chapter
10.
We shall do our calculations for Feynman ghost propagators on S4 and
then analytically continue the result to de Sitter spacetime in Chapters 5 and
6. However we shall do our calculations directly in de Sitter spacetime while
calculating the Wightman two-function in Chapters 7 and 9. So in Chapter
5 and 6 propagator means a Feynman propagator obtained by analytical
continuation from S4 and in Chapters 7 and 9 a two-point function means a
Wightman function calculated directly in de Sitter spacetime.
The signature we adopt is (−,+,+,+) and we denote a spacetime point
as x, the spatial component of x as x and its temporal component as t. We
define the Riemann tensor, Ricci tensor and scalar curvature by
RdcabAd = [∇b∇a −∇a∇b]Ac, (1.1)
Rbd = R
a
bad, (1.2)
R = gabRab, (1.3)
where
∇bAc = ∂bAc − ΓdbcAd, (1.4)
Γdbc =
1
2
gda[∂bgac + ∂cgab − ∂agbc]. (1.5)
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Chapter 2
Yang-Mills Theories
In this chapter we shall discuss the quantization of Yang-Mills theories in
general curved spacetime. After reviewing the quantization of Yang-Mills
theories we shall also discuss the BRST symmetry for Yang-Mills theories.
2.1 Basic Formalism
Yang-Mills theories were originally proposed to explain occurrence of isospin
[18]. They have been used to unify the electromagnetism and the weak force
into a single electro-weak force [19]. Quantum Chromodynamics, which is an
asymptotically free non-abelian gauge theory, is now thought be the theory
of strong interaction [20]. Thus except gravity all the forces of nature can
be described by Yang-Mills theories. Apart from electromagnetism which is
invariant under U(1) symmetry all the other gauge theories describing forces
in nature are invariant under SU(N) symmetry. So we shall first review
SU(N) Lie groups and some of their properties (see Chapter 15 of Ref. [21]).
From now on we shall use the convention that the repeated group indices are
summed over. An element u of SU(N) can be written as
u = exp[igΛATA]. (2.1)
Here TA are N ×N traceless Hermitian matrices, which satisfy
Tr(TATB) =
1
2
δAB, (2.2)
The matrices TA are the generators of SU(N) Lie algebra, which is given by
[TA, TB] = if
C
ABTC , (2.3)
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where fCAB are called the structure constants. Strictly speaking TA form a
basis of the defining representation of the SU(N) Lie algebra.
These structure constants are antisymmetric in their lower indices: as
[TA, TB] = −[TB, TA], (2.4)
we have
fCAB = −fCBA. (2.5)
They also satisfy the Jacobi identity: as
[TA, [TB, TC ]] + [TB, [TC , TA]] + [TC , [TA, TB]] = 0, (2.6)
we have
fEADf
D
BC + f
E
BDf
D
CA + f
E
CDf
D
AB = 0. (2.7)
We can now define matrices τA which form a basis for the adjoint represen-
tation of this Lie algebra: as
(τA)
B
C = if
B
AC . (2.8)
Now from the Jacobi identity given in Eq. (2.7), τA satisfy the Lie algebra
given in Eq. (2.3),
[τA, τB] = if
C
ABτC . (2.9)
Having reviewed some properties of SU(N) Lie algebra, we shall briefly
review SU(N) Yang-Mills theories (see Chapter 9 of Ref. [22]). We start
from a matter field φ(x) which forms a N -dimensional vector in the defining
representation space of the Lie algebra. So it transforms under a spacetime
dependent SU(N) transformation u(x) as follows:
φu(x) = u(x)φ(x). (2.10)
We now also want a derivative of φ(x) that transforms like φ(x). However
∇aφ(x) does not do so. So we define a derivative Daφ(x) called the covariant
derivative which transforms like φ(x). It is defined to be
Daφ = [∇a − igAa]φ, (2.11)
where Aa is defined to be a matrix-valued gauge field. It can be given by
Aa = A
A
a TA. (2.12)
Now we expect the covariant derivative to transform like φ(x). So if Aua is
the transformed gauge field, we have
[∇a − igAua]uφ = uDaφ. (2.13)
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So we have
[∇a − igAua]uφ− uDaφ = [(∇au)− igAuau+ iguAa]φ = 0. (2.14)
Now we have
igAuau = (∇au) + iguAa. (2.15)
Multiplying by −ig−1u−1 from the right-hand side, we get
Aua = uAau
−1 − ig−1(∇au)u−1. (2.16)
Now we expand u and u−1 as
u = 1 + igΛATA +O(Λ2), (2.17)
u−1 = 1− igΛATA +O(Λ2). (2.18)
The gauge field Aua can now be written, to first order in Λ
A: as
Aua = [1 + igΛ
ATA]Aa[1− igΛBTB]− ig−1(∇aigΛATA)
= Aa + igΛ
A[TA, TB]A
B
a +∇aΛATA
= Aa − gfCABTCΛAABa +∇aΛATA
= [AAa +∇aΛA + gfABCABa ΛC ]TA. (2.19)
So if the infinitesimal transformation of Aa is given by
δΛAa = TAδΛA
A
a , (2.20)
then we have
δΛA
A
a = ∇aΛA + gfABCABa ΛC . (2.21)
This is the gauge transformation of the gauge fields.
Now we define FAab as follows:
[Da, Db]φ = ig
−1FAabφ, (2.22)
where
Fab = F
A
abTA. (2.23)
Thus we get
Fabφ = g
−1[g∇aAb − g∇bAa − ig2[Aa, Ab]]φ
= TA[∇aAAb −∇bAAa + gfABCABa ACb ]φ. (2.24)
So we get
FAab = ∇aAAb −∇bAAa + gfABCABa ACb . (2.25)
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Now by construction [Da, Db]φ transform like φ:
[Da, Db]φ→ u[Da, Db]φ. (2.26)
This implies that FAab transforms as follows:
Fab = uFabu
−1. (2.27)
This is because it follows from Eq. (2.26)
Fabφ → uFabu−1uφ = uFabφ. (2.28)
The classical action for the gauge field is given by
S =
∫
d4x
√−gLc, (2.29)
where Lc is the classical Lagrangian, which is given by
Lc = −1
2
Tr(FabF
ab). (2.30)
In this thesis we define the Lagrangian to be a scalar rather than a scalar
density that would include the measure
√−g. It can be seen to be invariant
under u transformations,
Tr(FabF
ab) → Tr(uFabu−1uF abu−1)
= Tr(FabF
ab). (2.31)
This classical Lagrangian can also be written as
Lc = −1
4
FAabF
ab
A , (2.32)
because
Lc = −1
2
Tr(FAabF
abBTATB)
= −1
4
FAabF
abBδAB
= −1
4
FAabF
ab
A , (2.33)
here we have used Eq. (2.2).
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2.2 Gauge Fixing
In this section we discuss gauge-fixing for Yang-Mills theories. Fixing a gauge
is essential in Yang-Mills theories before they can be quantized. To see this
we first shall briefly review the quantization of the scalar field theory. If we
consider a massive free scalar field on a (3 + 1) dimensional spacetime, then
the Lagrangian of this scalar field is given by
L = 1
2
[−∇aφ∇aφ−m2φ2]. (2.34)
We can canonically quantize this theory by first defining conjugate momen-
tum pi(x) as
pi =
√−g ∂L
∂∇0φ = −
√−gg0a∇aφ, (2.35)
then by imposing the following canonical commutation relations:
[φ(x, t), pi(x′, t)] = iδ(x,x′),
[φ(x, t), φ(x′, t)] = 0,
[pi(x, t), pi(x′, t)] = 0, (2.36)
where δ(x,x′) is defined as∫
d3xδ(x,x′)f(x) = f(x′), (2.37)
for any compactly supported smooth function f(x). Note here that d3x =
dx1dx2dx3.
To apply the above procedure to Yang-Mills theories, we would have to
define
piaA =
√−g ∂L
∂∇0AAa
. (2.38)
However, the conjugate momentum pi0A corresponding to A
A
0 is constrained
to vanish:
pi0A =
√−g ∂L
∂∇0AA0
= 0. (2.39)
So we can not quantize Yang-Mills theories simply by imposing the canonical
commutation relations, that are the straightforward generalization of those
used in the scalar field theory. In fact the constraint pi0A = 0 is closely related
to the fact that the initial Lagrangian given in Eq. (2.32) is invariant under
gauge transformations [23],
δΛA
A
a = ∇aΛA + gfABCABa ΛC . (2.40)
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However as is well known, we can overcome this problem by fixing the gauge
and this can be achieved by adding a gauge-fixing term and a ghost term to
the original classical Lagrangian [24].
Let us explain the general procedure for obtaining a Lagrangian which
can be quantized following the canonical quantization procedure [25]. We
start by choosing a gauge-fixing function, G[A]A. In the classical theory one
imposes the condition G[A]A = 0. In the quantum theory one adds a gauge-
fixing term and a ghost term to the classical Lagrangian. The gauge-fixing
term is obtained by first squaring this gauge-fixing function G[A]A in such a
way that it forms a scalar in the representation space of the Lie algebra and
then multiplying it by −1/(2α). To find the ghost Lagrangian we first take
the gauge transformation of the gauge-fixing function G[A]A and then change
the ΛA to ghost fields cA. After that we contract any free index left with
anti-ghosts cA to form a scalar quantity in the representation space of the
Lie algebra and then multiply it by i. The scalar thus obtained is called the
Faddeev-Popov ghost Lagrangian [24]. Both the ghost fields and anti-ghost
fields obey Fermi-Dirac statistics. The Faddeev-Popov ghost Lagrangian is
also needed for ensuring the unitarity of the theory (see Chapter 16 of Ref.
[21]). In fact Faddeev-Popov ghosts were first conjectured by Feynman using
unitarity [26] and later derived by Faddeev and Popov by using path integral
[24].
In the classical theory, in Lorentz gauge the gauge-fixing condition is
given by
G[A]A = ∇aAAa = 0. (2.41)
In the quantum theory the gauge-fixing term Lg corresponding to this gauge-
fixing condition is obtained by first squaring this gauge-fixing condition in
such a way that it forms a scalar quantity and then multiplying it by−1/(2α).
Lg = − 1
2α
[∇aAaA∇bAAb]. (2.42)
To obtain the ghost Lagrangian we first take the gauge transformation of the
gauge-fixing function:
δΛG[A]
A = ∇a[∇aΛA + gfABCABa ΛC ], (2.43)
and then change ΛA to cA,
δ(c)G[A]
A = ∇a[∇acA + gfABCABa cC ]. (2.44)
Finally we contract with anti-ghosts cA, in such a way that it forms a scalar
quantity,
cAδ(c)G[A]
A = cA∇a[∇acA + gfABCABa cC ]. (2.45)
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After dropping total derivative terms, and multiplying by i we obtain the
ghost Lagrangian,
Lgh = −i∇acADacA, (2.46)
where Dac
A is the covariant derivative for the fields in adjoint representation
with generators τA,
Dac
A = ∇acA + gfABCABa cC . (2.47)
The total Lagrangian is given by the sum of the classical Lagrangian, the
gauge-fixing term and the ghost term,
L = Lc + Lg + Lgh. (2.48)
2.3 BRST Symmetry for Yang-Mills Theo-
ries
The original classical Lagrangian is invariant under gauge transformations.
After fixing the gauge this invariance is broken. However the total La-
grangian, which is obtained as a sum of the original classical Lagrangian,
the gauge-fixing term and the ghost term is now invariant under a transfor-
mation called the BRST transformation [27]. To see this we first rewrite the
gauge-fixing term in terms of an auxiliary field BA, as:
Lg =
[
BA∇aAAa + α
2
BAB
A
]
. (2.49)
It is possible to recover the original gauge-fixing term from this using the
field equation for BA. Now the BRST transformation for Yang-Mills theory
is given by
s = s, (2.50)
where  is an anti-commuting complex number and
sAAa = i[∇acA + gfABCABa cC ],
sBA = 0,
scA = BA,
scA = −ig
2
fABCc
BcC . (2.51)
As the BRST transformation is fermionic in the sense that it depends on
a fermionic parameter , it is important to fix a convention as to how the
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transformation s acts on the fields. We let them act from the left on the
fields, for example
s(cAcA) = s(c
A)cA − cAscA. (2.52)
Now these transformations can be seen to satisfy
(s)2 = 0. (2.53)
The action of (s)2 on BA and cA trivially vanishes.
s(sBA) = 0, (2.54)
and
s(scA) = sBA = 0. (2.55)
Its action on cA is given by
(s)2cA = −ig
2
s[fABCc
BcC ]
=
g2
4
[−fABCfBEF cEcF cC + fABCfCEF cBcEcF ]
= 0. (2.56)
We have used the Jacobi identity given by Eq. (2.7) and the fact that cA are
anti-commutating in the last equality. Similarly we have
(s)2AAa = is[∇acA + gfABCABa cC ]
=
g
2
fABC∇a(cBcC)− gfABC(∇acB)cC
−g2fABCfBEFAEa cF cC +
g2
2
fABCf
C
EFA
B
a c
EcF
= 0, (2.57)
where we have used the Jacobi identity given by Eq. (2.7) and the fact that
fABC∇a(cBcC) = fABC(∇acB)cC + fABCcB∇acC
= fABC(∇acB)cC − fACBcB∇acC
= fABC(∇acB)cC − fABCcC∇acB
= 2fABC(∇acB)cC . (2.58)
The original classical Lagrangian is invariant under the BRST transforma-
tion, as the BRST transformation for the original classical Lagrangian is just
the gauge transformations with ΛA replaced by cA:
sLc = 0. (2.59)
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We also note that
s
[
cA
[
∇aAAa + α
2
BA
]]
= BA
[
∇aAAa + α
2
BA
]
+ icA∇aDacA
=
[
BA∇aAAa + α
2
BAB
A
]
− i∇acADacA
= Lg + Lgh, (2.60)
up to a total divergence term. The invariance of the sum of the gauge-fixing
term and the ghost term can now be deduced from the fact that their sum
is written as a total BRST variation. Thus the BRST variation of the sum
of the gauge-fixing term and the ghost term vanishes due to Eq. (2.53), as:
s[Lg + Lgh] = (s)2
[
cA
[
∇aAAa + α
2
BA
]]
= 0. (2.61)
However, as the original classical Lagrangian is also invariant under the
BRST transformation, so the total Lagrangian will also be invariant under
the BRST transformation:
s[Lc + Lg + Lgh] = 0. (2.62)
The invariance of Yang-Mills theory under BRST symmetry is crucial in
selecting the physical states.
2.4 Physical States
In Abelian gauge theory in flat spacetime, we get negative norm states in
the Fock space. For example, for free Abelian gauge theory in the Feynman
gauge the creation and annihilation operators, aa(k) and a
†
b(k
′) satisfy,
[aa(k), a
†
b(k
′)] = igabδ(k, k′), (2.63)
so we have
[a0(k), a
†
0(k
′)] = −iδ(k, k′), (2.64)
It is possible to restrict our Fock space to positive norm states in Abelian
gauge theory by using Gupta-Bleuler formalism [28]. In this formalism phys-
ical states |φp〉 are defined by requiring that
∂aA
(+)a(x)|φp〉 = 0, (2.65)
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where ∂aA
(+)a(x) is the positive frequency part of ∂aA
a(x). It can be shown
that 2∂aAa(x) = 0, (2.66)
even if the field Aa interacts with charged matter. Thus, this method works
for Abelian gauge theory in Minkowski spacetime, even if interactions are in-
cluded. However it does not work for non-abelian gauge theories in Minkowski
spacetime as ∂aA
a(x) does not satisfy the free field equation for non-abelian
gauge theories and hence one cannot define its positive frequency part. It
also fails in case of Abelian gauge theory in general curved spacetime as it is
not always possible to define the positive frequency part of ∇aAa(x) uniquely
in general curved spacetime.
However it is possible to remove these negative norm states in case of
non-abelian gauge theory in Minkowski spacetime by the Kugo-Ojima crite-
rion [25]. Kugo-Ojima criterion states that the physical states |φp〉 must be
annihilated by Q [25],
Q|φp〉 = 0, (2.67)
where Q is the BRST charge, which is the Noether charge corresponding
to invariance of the total Lagrangian under the BRST transformation. The
Kugo-Ojima criterion divides the Fock space into two parts, the physical part
which is annihilated by Q and the unphysical part which is not annihilated
by Q. The physical part in turn has a trivial part which is composed of
those states which are obtained by the action of Q on states that are not
annihilated by Q, |φt〉 = Q|φup〉, where Q|φup〉 6= 0. These trivial physical
states are orthogonal to all physical states,
〈φp|φt〉 = 〈φp|Q|φup〉 = 0. (2.68)
Thus in Minkowski spacetime the only relevant physical states for non-
abelian gauge theory are those that are annihilated by Q and are not obtained
by the action of Q on any other state.
In curved spacetime it is expected that BRST symmetry will play an
important role in defining the physical states [29]. However, in this thesis
we shall show that the Feynman propagator for ghost fields in de Sitter
spacetime suffers from IR divergences. Due to this problem the definition of
BRST symmetry for Yang-Mills theories in de Sitter spacetime might become
non-trivial. However if BRST symmetry is defined for Yang-Mills theories in
de Sitter spacetime then the Kugo-Ojima criterion can be used to obtain the
physical subspace, in analogy to what is done in case of Minkowski spacetime.
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Chapter 3
Perturbative Quantum Gravity
In this chapter we shall discuss the quantization of perturbative quantum
gravity in general curved spacetime. We shall also discuss the BRST sym-
metry for perturbative quantum gravity in this chapter.
3.1 Basic Formalism
According to General theory of Relativity, gravity is caused by the curvature
of spacetime [30]. The Lagrangian for gravity with a cosmological constant
λ, is given by
Lc =
√
−g(f)
16piG
[R(f) − 2λ]. (3.1)
We have denoted the full metric as g
(f)
ab to distinguish it from the fixed back-
ground metric gab. The scalar curvature corresponding to this full metric is
denoted by R(f). We adopt units such that
16piG = 1. (3.2)
The Lagrangian given by Eq. (3.1) is invariant under the following infinites-
imal transformations originating from its general coordinate invariance:
δΛg
(f)
ab = £Λg
(f)
ab , (3.3)
where the Lie derivative £Λtab for any tensor tab is given by
£Λtab = Λ
c∇ctab + tac∇bΛc + tbc∇aΛc. (3.4)
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In perturbative gravity one writes the full metric in terms of a fixed
background metric and small perturbations around it. We also denote the
small perturbation around the fixed background metric as hab. So we can
now write,
g
(f)
ab = gab + hab. (3.5)
This small perturbation is regarded as a field that is to be quantized. The
covariant derivative along with the raising and lowering of indices will be
with respect to the background metric.
For perturbative quantum gravity, we first write the Lagrangian in terms
of the full metric g
(f)
ab and then expand g
(f)
ab in terms of hab and gab. So we
get the gravitational Lagrangian for perturbative quantum gravity in terms
of hab. It will in general contain infinitely many terms. Each term containing
two derivatives of hab comes from the Ricci scalar R
(f), and there are only
finitely many terms of this kind. However, because the inverse of the metric
contains infinitely many terms with integer powers of hab, we have infinitely
many terms in the Lagrangian for perturbative quantum gravity.
Now as gab is fixed, the transformation of g
(f)
ab will be attributed to hab.
Thus, the transformation of hab is now given by
δΛhab = £Λg
(f)
ab
= £Λgab +£Λhab
= ∇aΛb +∇bΛa +£Λhab. (3.6)
In the last line we have used ∇cgab = 0. To first order in Λa, the Lagrangian
for perturbative quantum gravity will be invariant to all orders in hab, under
the following transformation,
δΛhab = ∇aΛb +∇bΛa +£Λhab, (3.7)
where the Lie derivative £Λhab is given by
£Λhab = Λ
c∇chab + hac∇bΛc + hbc∇aΛc. (3.8)
Thus gravity is somewhat analogous to Yang-Mills theories. Just as in the
Yang-Mills theory the Lagrangian was invariant under gauge transformations,
here the Lagrangian is invariant under general coordinate transformations
given by Eq. (3.7). Due to this analogy one can deal with gravity in a
similar way to what was done for Yang-Mills theories.
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3.2 Quantization
In the previous section we found that the Lagrangian for perturbative quan-
tum gravity is invariant under the following transformations:
δΛhab = ∇aΛb +∇bΛa +£Λhab. (3.9)
In the previous chapter we found that the Lagrangian of the Yang-Mills
theory was invariant under a gauge transformation which led to constraints
and we were not able to quantize this theory without fixing a gauge. Now
as the Lagrangian for perturbative quantum gravity is invariant under the
above mentioned transformations, we expect that constraints will exist for
perturbative quantum gravity also. In fact it is known that just like in the
Yang-Mills case the invariance of the Lagrangian for perturbative quantum
gravity leads to the existence of constraints [31]. We are thus not able to
quantize it using canonical commutation relations without fixing the gauge.
Thus we add a gauge-fixing term and a ghost term to the classical Lagrangian
of perturbative quantum gravity, just like what we did in case of Yang-Mills
theories (see Chapter 2 of Ref. [32]). We shall explain this procedure below.
In classical theory we impose the gauge-fixing condition,
G[h]a = (∇bhab − k∇ah) = 0. (3.10)
where,
k 6= 1. (3.11)
For k = 1, the conjugate momentum for h00 still vanishes, so we take k 6= 1.
For this reason sometimes k is written as 1+β−1, where β is an arbitrary finite
constant [14]. In quantum theory we add a gauge-fixing term and a ghost
term to the classical Lagrangian. The gauge-fixing term corresponding to this
gauge-fixing condition is obtained by first squaring this gauge-fixing function
G[h]a, in such a way that it form a scalar quantity and then multiplying it
by −1/(2α):
Lg = − 1
2α
[∇bhab − k∇ah] [∇chac − k∇ah] . (3.12)
Now to get the ghost action, we follow the same procedure we followed for
getting the ghost action in the case of Yang-Mills theory. First we take the
gauge transformation of the gauge-fixing function:
δΛG[h]b = ∇a[∇aΛb +∇bΛa − 2kgab∇cΛc
+£Λhab − kgabgcd£Λhcd]. (3.13)
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Next we introduce the Faddeev-Popov ghost field ca, which is a fermionic
vector field, and define £chab to be
£chab = cc∇chab + hac∇bcc + hbc∇acc. (3.14)
Then we change Λa to ca in Eq. (3.13)
δ(c)G[h]b = ∇a[∇acb +∇bca − 2kgab∇ccc
+£chab − kgabgcd£chcd]. (3.15)
Now we contract the free index with anti-ghost field cb, which is also a
fermionic vector field:
cbδ(c)G[h]b = c
b∇a[∇acb +∇bca − 2kgab∇ccc
+£chab − kgabgcd£chcd]. (3.16)
Finally we multiply it by i and drop total derivatives to get the ghost La-
grangian,
Lgh = −i∇acb[∇acb +∇bca − 2kgab∇ccc +
cc∇chab + hac∇bcc + hbc∇acc −
kgabg
cd[ce∇ehcd + hce∇dce + hde∇cce]]. (3.17)
The total Lagrangian is given by the sum of the classical Lagrangian, the
gauge-fixing term and the ghost term:
L = Lc + Lg + Lgh. (3.18)
3.3 BRST Symmetry for Perturbative Quan-
tum Gravity
The original classical Lagrangian is invariant under gauge transformations.
However after fixing the gauge this invariance is broken. However the total
Lagrangian for the perturbative quantum gravity, which is obtained as a sum
of the original classical Lagrangian, the gauge-fixing term and the ghost term
is also invariant under BRST symmetry [33]. To see this we first rewrite the
gauge-fixing term in terms of an auxiliary field Ba, as:
Lg = Ba
[
∇bhab − k∇ah+ α
2
Ba
]
. (3.19)
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The original form of the gauge-fixing term can be obtained from this one using
the field equation for Ba. Now the BRST transformation for perturbative
quantum gravity is given by
s = s, (3.20)
where again  is an anti-commuting complex number and
shab = i[∇acb +∇bca + cc∇chab
+hac∇bcc + hbc∇acc],
sBa = 0,
sca = Ba,
sca = −icb∇bca. (3.21)
This transformation also satisfies (see Chapter 5 of Ref. [34]),
(s)2 = 0. (3.22)
The original classical Lagrangian is again invariant under the BRST trans-
formation, as the BRST transformation for the original classical Lagrangian
is just the gauge transformation with Λa replaced by ca:
sLc = 0. (3.23)
We also note that up to a total divergence,
s
[
ca
[
∇bhab − k∇ah+ α
2
Ba
]]
= Ba
[
∇bhab − k∇ah+ α
2
Ba
]
+
ica∇b[∇acb +∇bca − 2kgab∇ccc
+cc∇chab + hac∇bcc + hbc∇acc −
kgabg
cd[ce∇ehcd + hce∇dce + hde∇cce]]
= Lg + Lgh. (3.24)
The invariance of the gauge-fixing term and the ghost term can be now
deduced from the fact that their sum is written as a total BRST variation
and that the BRST variation of a total BRST variation vanishes:
s[Lg + Lgh] = (s)2
[
ca
[
∇bhab − k∇ah+ α
2
2
Ba
]]
= 0. (3.25)
However as the original classical Lagrangian was also invariant under the
BRST transformation, so the total Lagrangian will also be invariant under
the BRST transformation:
s[Lc + Lg + Lgh] = 0. (3.26)
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The invariance of perturbative quantum gravity under BRST symmetry is
also crucial in selecting the physical states of the theory. It is possible to
define physical states in perturbative quantum gravity, at least formally using
Kugo-Ojima criterion (see Chapter 5 of Ref. [34]). Thus, the state |φp〉 is
said to be a physical states if
Q|φp〉 = 0. (3.27)
The only relevant physical states in perturbative quantum gravity again are
those states which are annihilated by Q and are not obtained by the action
of Q on any other state.
In this thesis we will show that the Feynman propagator for ghost fields
in perturbative quantum gravity in de Sitter spacetime also suffers from IR
divergences. Thus just like the Yang-Mills case, due to IR divergences the
definition of BRST symmetry for perturbative quantum gravity in de Sitter
spacetime might become non-trivial.
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Chapter 4
de Sitter Spacetime
In this chapter, we shall review some basic properties of de Sitter spacetime
(see Chapter 5 of Ref. [30]). We shall start by reviewing properties of dif-
ferent tensors in de Sitter spacetime and then present some basic coordinate
systems used in de Sitter spacetime.
4.1 Properties of de Sitter Spacetime
The vacuum Einstein equations with a cosmological constant Λ are given by
(see chapter 3 of Ref. [30]).
Gab = −Λgab, (4.1)
where Gab is the Einstein tensor which is given by
Gab = Rab − 1
2
Rgab. (4.2)
Constant curvature spacetimes are solutions to Eq. (4.2), and are character-
ized by the condition (see Chapter 5 of Ref. [30])
Rabcd =
1
12
R[δac gbd − δadgbc], (4.3)
where R is a constant. The spacetimes with R = 0, R < 0 and R > 0 are
called the Minkowski spacetime, the anti-de Sitter spacetime and de Sitter
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spacetime, respectively. Now for the constant curvature spacetimes, we have
Rbd = R
a
bad
=
1
12
R[δaagbd − δadgba]
=
1
4
Rgdb. (4.4)
So the Einstein tensor Gab for the constant curvature spacetimes is given by
Gab = Rab − 1
2
Rgab
=
1
4
gabR− 1
2
Rgab
= −1
4
gabR. (4.5)
Now if we compare Eq. (4.2) with Eq. (4.5), we see that we can view Eq.
(4.5) as a solution of the vacuum Einstein field equations with a cosmological
constant Λ given by
Λ =
1
4
R. (4.6)
As de Sitter spacetime is defined to be a spacetime of constant positive
curvature, so for de Sitter spacetime the cosmological constant is positive.
This cosmological constant is related to a constant called the Hubble constant
H, as follows:
Λ = 3H2. (4.7)
It is called the Hubble constant as it was used by Hubble for the measure
of the expansion of the universe [36]. So for de Sitter spacetime, in terms of
the Hubble constant H, we have
R = 12H2, (4.8)
Rab = 3H
2gab, (4.9)
Rabcd = H
2[δac gbd − δadgbc], (4.10)
Gab = −3H2gab. (4.11)
4.2 de Sitter Spacetime Metric
de Sitter spacetime, which is defined to be a spacetime of constant positive
curvature, has the topology R × S3 and can be viewed as a hyperboloid
in five dimensional Minkowski spacetime (see Chapter 5 of Ref. [30]). If
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the Cartesian coordinates in the five dimensional Minkowski spacetime are
X, Y, Z,W, T and the metric is given by
ds2 = −dT 2 + dW 2 + dX2 + dY 2 + dZ2, (4.12)
with −∞ < W, X, Y, Z, T <∞ then de Sitter spacetime is the hypersurface
given by the following equation,
X2 + Y 2 + Z2 +W 2 − T 2 = α2. (4.13)
Here α is called the radius of de Sitter spacetime and is related to the Hubble
constant by α = H−1, as we shall see. De Sitter spacetime inherits the
five dimensional Lorentz invariance of five dimensional Minkowski spacetime,
which is SO(4, 1) [37]. This is called de Sitter group and is defined to be the
group of linear transformations in five dimensions which preserve Eq. (4.13).
A convenient parametrisation of this hypersurface is given by
T = α sinh(α−1t),
W = α cosh(α−1t) cosψ,
X = α cosh(α−1t) sinψ sin θ cosφ,
Y = α cosh(α−1t) sinψ sin θ sinφ,
Z = α cosh(α−1t) sinψ cos θ. (4.14)
with 0 ≤ ψ, θ ≤ pi, 0 ≤ φ ≤ 2pi and −∞ < t < ∞. Then substituting Eq.
(4.14) in the Minkowski metric given by Eq. (4.12), we get
ds2 = −dt2 + α2 cosh2 α−1t[dψ2 + sin2 ψ(dθ2 + sin2 θdφ2)]. (4.15)
The singularities at ψ = 0, pi and θ = 0, pi are those singularities that occur
in polar coordinates. Apart from them this coordinate system is regular in
the whole of de Sitter spacetime and covers all of de Sitter spacetime. If we
rescale by letting t→ αt, then the metric given in Eq. (4.15) becomes
ds2 = α2[−dt2 + cosh2 t[dψ2 + sin2 ψ(dθ2 + sin2 θdφ2)]]. (4.16)
If we further perform the transformation,
χ =
pi
2
− it, (4.17)
then this rescaled de Sitter metric given in Eq. (4.16) becomes
ds2 = α2[dχ2 + sinχ2[dψ2 + sin2 ψ(dθ2 + sin2 θdφ2)]]. (4.18)
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This is in fact the metric on a four dimensional sphere denoted by S4, of
radius α. It may be noted that for χ to be real in Eq. (4.17), time t has to
be imaginary. So we are using imaginary time in Eq. (4.18).
We can also write the de Sitter metric as follows:
ds2 = −dt2 + exp(2α−1t)(dx2 + dy2 + dz2), (4.19)
where
t = α log
(W + T )
α
,
x = α
X
W + T
,
y = α
Y
W + T
,
z = α
Z
W + T
. (4.20)
Here −∞ < x, y, z < ∞ and 0 < t < ∞. However these coordinates only
cover half of de Sitter spacetime as t is not defined for W + T ≤ 0.
Now if the FRW metric is given by
ds2 = −dt2 + a2(t)dΩ2, (4.21)
where dΩ2 is the spatial part of the metric. It can be shown that the Hubble
constant given in Eq. (4.7), is related to a by (see Chapter 5 of Ref.[35])
H =
a˙
a
. (4.22)
So for Eq. (4.19), the Hubble constant is given by
H =
1
α
. (4.23)
Unless specified otherwise, from now on we shall choose units such that
H2 = 1, to simplify calculations.
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Chapter 5
Ghosts for Yang-Mills Theories
in de Sitter Spacetime
In this chapter we shall examine the ghost propagators for Yang-Mills theories
in de Sitter spacetime. We shall use the fact the Feynman propagators in
the Euclidean vacuum [4] in de Sitter spacetime can be obtained from the
corresponding Green’s function on the S4 by analytical continuation [38].
5.1 Ghosts for Yang-Mills Theories
We have already presented the ghost Lagrangian for Yang-Mills theories in
general spacetime in Eq. (2.46). So we can start from the following ghost
Lagrangian,
Lgh = −i∇acADacA. (5.1)
Now as the covariant derivative Dac
A is given by
Dac
A = ∇acA + gfABCABa cC , (5.2)
we have
Lgh = −i[∇acA∇acA + gfABC∇acAABa cC ]. (5.3)
This can now be written as a free Lagrangian Lfreegh and an interaction part
Lintgh , where the free Lagrangian is given by
Lfreegh = −i∇acA∇acA. (5.4)
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The equation of motion obtained from this free Lagrangian for ghosts and
anti-ghosts are
2cA = 0, (5.5)
2cA = 0. (5.6)
These are the equations of motion for the minimally-coupled massless scalar
fields.
As is well known, there is ambiguity in the selection of positive frequency
solutions and thus an ambiguity in selecting the vacuum state in curved
spacetime [39]. However, for de Sitter spacetime there is a de Sitter invari-
ant vacuum state called the Euclidean vacuum [4] in which the Feynman
propagator can be obtained from the Green’s function on the four sphere by
analytical continuation [38]. We shall use the Euclidean vacuum state for
calculating the Feynman ghost propagator for Yang-Mills theories.
Let |0〉 be the Euclidean vacuum state. Then the Feynman propagator
for the free ghost fields would be given by
〈0|T [cA(x)cB(x′)]|0〉 = iδABD0(x, x′), (5.7)
where D0(x, x
′) would satisfy
2D0(x, x′) = −δ4(x, x′). (5.8)
However, it is well known that there is no Feynman propagator for minimally-
coupled massless scalar fields that respects de Sitter invariance [4]. We can
see that there is no Euclidean vacuum for these fields as follows. To find
the Feynman propagator in the Euclidean vacuum, we first find the Green’s
function on S4. Now a complete set of basis for any scalar function on S4 is
the scalar spherical harmonics Y Lσ which satisfy [40],
−2Y Lσ = L(L+ 3)Y Lσ, (5.9)
where L = 0, 1, 2, 3, 4 · · · and σ represents all the other labels. The scalar
spherical harmonics are normalized as:∫
d4x
√
gY LσY ∗L
′σ′ = δLL
′
δσσ
′
. (5.10)
We define δ(x, x′) as:∫ √
g(x′)d4x′f(x′)δ4(x, x′) = f(x), (5.11)
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for any function f(x′). We can mode expand δ(x, x′) as:
δ4(x, x′) =
∞∑
L=0
∑
σ
Y Lσ(x)Y ∗Lσ(x′), (5.12)
because if we mode expand any function f(x′) on S4 as:
f(x′) =
∞∑
L′=0
∑
σ′
λL′σ′Y
L′σ′(x′), (5.13)
where λL′σ′ are constants, then use Eq. (5.10), we find
∞∑
L=0
∑
σ
∫ √
gd4x′f(x′)Y Lσ(x)Y ∗Lσ(x′)
=
∞∑
L=0
∑
σ
∞∑
L′=0
∑
σ′
∫ √
gd4x′ λL′σ′Y L
′σ′(x′)Y Lσ(x)Y ∗Lσ(x′)
=
∞∑
L=0
∑
σ
λLσY
Lσ(x) = f(x). (5.14)
If Eq. (5.8) were to be satisfied, the Green’s function D0(x, x
′) would have
to be decomposed into spherical harmonic modes as follows:
D0(x, x
′) =
∞∑
L=0
∑
σ
kLY
Lσ(x)Y ∗Lσ(x′). (5.15)
where kL is a constant. Now substituting Eqs. (5.12) and (5.15) into Eq.
(5.8) we get,
2 ∞∑
L=0
∑
σ
kLY
Lσ(x)Y ∗Lσ(x′) = −
∑
L
∑
σ
Y Lσ(x)Y ∗Lσ(x′). (5.16)
From Eqs. (5.9) and (5.16), we get
kL =
1
L(L+ 3)
. (5.17)
So formally we can write
D0(x, x
′) =
∞∑
L=0
∑
σ
Y Lσ(x)Y ∗Lσ(x′)
L(L+ 3)
. (5.18)
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However, D0(x, x
′) is actually not well defined because L(L + 3) = 0 for
L = 0. If we regulate this propagator by adding a small mass m2 to Eq.
(5.8), then we get
[2−m2]Dm2(x, x′) = −δ(x, x′). (5.19)
Then following what we did for the minimally-coupled massless scalar field,
we get
Dm2(x, x
′) =
∞∑
L=0
∑
σ
Y Lσ(x)Y ∗Lσ(x′)
L(L+ 3) +m2
. (5.20)
This propagator given by Eq. (5.20) diverges in the zero mass limit. Such
divergences are called infrared divergences. As the volume of the unit Sn is
given by
V =
2pin+1
Γ(n+1
2
)
, (5.21)
so the volume of the unit S4 is
V =
8pi2
3
. (5.22)
Now from from Eqs. (5.10) and (5.22), the L = 0 mode will be given by
Y 0 =
√
3
8pi2
. (5.23)
The L = 0 mode, which is a constant mode, is the cause of infrared divergence
as its contribution diverges in the zero mass limit. Thus by substituting Eq
(5.23) into Eq. (5.20), we find
Dm2(x, x
′) =
3
8pi2m2
+
∞∑
L=1
∑
σ
Y Lσ(x)Y ∗Lσ(x′)
L(L+ 1) +m2
. (5.24)
This propagator obviously diverges in the zero mass limit.
5.2 Effective Propagator
We saw in the previous section that the propagator for the ghost fields suffers
infrared divergence in de Sitter spacetime as the free part of the ghost La-
grangian satisfies the minimally-coupled massless scalar field equation, which
is known to be IR divergent in de Sitter spacetime. If the ghost fields were
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physical fields, we would need to break the de Sitter invariance of the vac-
uum for these fields [5]. However we shall see that this problem can be
circumvented because they are unphysical fields and thus do not exist in
the final/initial states of any scattering calculations and they only appear in
internal loops in the Feynman diagrams. This can be seen as follows.
First we note that if we consider the propagator which is regulated by
addition of a small mass, then we observe that the infrared divergence are
caused by the L = 0 mode, which is a constant mode, in the zero mass limit.
However this constant mode does not contribute to the loops in the Feynman
diagrams. This is because the interaction part of the ghost Lagrangian is
given by
Lintgh = −igfABC∇acA.ABa cC , (5.25)
so the anti-ghosts couple to the gauge field through a derivative coupling
and this derivative eliminates the constant modes. Now as the ghosts and
anti-ghosts only occur in the internal loops in the Feynman diagrams, they
are unphysical fields. So the constant modes will always be eliminated in any
perturbative calculation.
We propose therefore to use an effective propagator obtained by first
subtracting out this constant mode and then taking the zero mass limit of
the regulated propagator. Note that, we are free to add any finite constant to
this effective propagator, as the contribution coming from any constant will
not contribute in the perturbative calculations, due to the reasons mentioned
above. It appears likely that the use of this effective propagator will lead to
a consistent perturbative theory. However the consistency of the theory is
not obvious because it is not clear how the removal of the zero modes from
the Faddeev-Popov ghosts will affect the BRST symmetry of the theory.
Thus, we define Deffm2(x, x
′) by
Deffm2(x, x
′) = Dm2(x, x
′)− 3
8pi2m2
. (5.26)
Then from Eqs. (5.24) and (5.26), we have
Deffm2(x, x
′) =
∞∑
L=1
∑
σ
Y Lσ(x)Y ∗Lσ(x′)
L(L+ 1) +m2
. (5.27)
Clearly this is convergent in the zero mass limit, and its zero mass limit plus
any arbitrary finite constant C/16pi2 gives us the effective propagator for the
ghost fields Deff0 :
lim
m2→0
Deffm2(x, x
′) +
C
16pi2
= Deff0 (x, x
′). (5.28)
This propagator appears for very different physical reasons in the works of
Allen and Turyn on covariant graviton propagator [6].
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5.3 Explicit Expression for the Effective Prop-
agator
In this section we derive an explicit expression for Deff0 using the work of Allen
and Jacobson [38]. This propagator has been derived and used in a different
context, as was mentioned above [6]. Following Allen and Jacobson, we define
µ(x, x) to be the geodesic distance between spacelike separated points x and
x′ in de Sitter spacetime. Also the variable z is defined as,
z = cos2
(µ
2
)
. (5.29)
In terms of the variable z, the solution to Eq. (5.19) is given by (see Sec. 2
of Ref. [38])
Dm2(z) =
1
16pi2
Γ(a+)Γ(a−)F [a+, a−; 2; z]. (5.30)
where a+ and a− are given by
a+ =
3
2
+
√
9
4
−m2, (5.31)
a− =
3
2
−
√
9
4
−m2. (5.32)
This propagator clearly diverges in the zero mass limit, because Γ(a−) →
∞ as m2 → 0. However we have seen in the previous section that the
effective propagator obtained by subtracting the constant L = 0 mode from
the solution to Eq. (5.19), has no IR divergences in the zero mass limit. So to
find the effective propagator explicitly using the work of Allen and Jacobson
we shall first verify that the contribution of L = 0 mode subtracted from the
constant part of the Eq. (5.30) is a finite constant in the zero mass limit.
Let Dc be the constant z-independent part of Dm2(z) given by Eq. (5.30),
Dc =
1
16pi2
Γ(a+)Γ(a−). (5.33)
We subtract the zero mode contributions given in Eq. (5.23) from Eq. (5.33),
Dc − 3
8pi2m2
=
1
16pi2
Γ(a+)Γ(a−)− 3
8pi2m2
. (5.34)
We shall verify that this is finite in the zero mass limit. We define
p =
√
9
4
−m2. (5.35)
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We have
p− 3
2
= −m
2
3
+O(m4), (5.36)
We can now write
Γ(a+)Γ(a−) =
(
1
2
+ p
)(
1
2
− p
)
Γ
(
1
2
+ p
)
Γ
(
1
2
− p
)
=
(
1
2
+ p
)(
1
2
− p
)
pi
sinpi
(
1
2
− p)
=
(
1
2
+ p
)(
1
2
− p
)
pi
− sinpi (3
2
− p)
=
(
1
2
+ p
)(
1
2
− p
)
1
− (3
2
− p) +O(m2). (5.37)
Here we have used
Γ(z)Γ(1− z) = pi
sin(piz)
. (5.38)
Hence Γ(a+)Γ(a−) can be approximated as,
Γ(a+)Γ(a−) =
6− 3m2
m2
+O(m2). (5.39)
The zero mass limit of the constant modes contribution subtracted from Dc
can be written as follows
lim
m2→0
[
Dc − 3
8pi2m2
]
= lim
m2→0
1
16pi2
[
6− 3m2
m2
+O(m2)− 6
m2
]
= − 3
16pi2
. (5.40)
Thus this is finite in the zero mass limit and there are no infrared divergences.
The exact value of this constant is not important as we are free to add any
constant we like to this effective propagator, because the constant part of the
propagator does not contribute in perturbative calculations. The important
point to note here is that it is finite and does not diverge.
Now we can calculate the effective propagator as follows. We first define
D′0(z) as,
D′0(z) = lim
m2→0
[
d
dz
Dm2(z)
]
, (5.41)
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and then define the effective propagator by
Deff0 (z) =
∫ z
0
dzD′0(z) +
C
16pi2
, (5.42)
where C is an arbitrary finite constant. Now as
d
dz
F [a, b; c; z] =
ab
c
F [a+ 1, b+ 1; c+ 1; z], (5.43)
so Eq. (5.41), becomes
D′0(z) =
1
16pi2
Γ(4)Γ(1)F [4, 1; 3; z]. (5.44)
With C = 0, Eq. (5.42) in terms of elementary functions is given by
Deff0 (z) =
1
16pi2
[
1
1− z − 2 log(1− z)−
14
3
]
. (5.45)
This is the effective propagator that can be used to do perturbative calcula-
tions.
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Chapter 6
Ghosts for Perturbative
Quantum Gravity in de Sitter
Spacetime
In this chapter we shall calculate the ghost propagators for perturbative
quantum gravity in de Sitter spacetime. We shall again use the fact the
Feynman propagators in the Euclidean vacuum [4] in de Sitter spacetime can
be obtained from the corresponding Green’s function on the S4 by analytical
continuation [38].
6.1 Ghosts for Perturbative Quantum Grav-
ity
Since the ghosts for perturbative quantum gravity are vector fields, we need
to review the formalism of Allen and Jacobson for the vector propagators
(see Sec. 1 of Ref. [38]). Let x and x′ be two spacelike separated points and
let µ(x, x′) be the geodesic distance between them as before. One defines
the unit tangent vectors na(x, x
′) at x and na′(x, x′) at x′ along the geodesic
between these two points as follows,
na(x, x
′) = ∇aµ(x, x′), (6.1)
na′(x, x
′) = ∇a′µ(x, x′). (6.2)
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In addition one defines a parallel propagator gac′ such that if A
a is a vector
at x, and if Ac
′
the vector at x′ obtained by parallelly transporting Aa along
the geodesic, then
Ac
′
= gc
′
a A
a. (6.3)
Now as the unit tangents at x and x′ point away from each other, so we have
gac′na = −nc′ . (6.4)
One also writes the metric at x and x′ as gac and ga′c′ , respectively. Now any
maximally symmetric bi-tensor can be expressed as a linear combination of
gac, ga′c′ , na, nc′ and gac′ with the coefficient of each term depending only on
z = cos2(µ/2). For example a maximally symmetric bi-vector Vac′(z) may be
expressed as
Vac′(z) = α(z)gac′ + β(z)nanc′ . (6.5)
We have already presented the ghost Lagrangian for perturbative quan-
tum gravity in general spacetime in Eq. (3.17). So we can start from the
following ghost Lagrangian,
Lgh = −i∇acb[∇acb +∇bca − 2kgab∇ccc +
cc∇chab + hac∇bcc + hbc∇acc −
kgabg
cd[ce∇ehcd + hce∇dce + hde∇cce]]. (6.6)
This Lagrangian can now be written in terms of a free ghost Lagrangian
Lfreegh and the Lagrangian for interactions Lintgh . The free part of the ghost
Lagrangian is given by
Lfreegh = −i∇acb[∇acb +∇bca − 2kgab∇ccc]. (6.7)
So the free field equations for the ghosts and anti-ghosts are given by
∇d[∇dca +∇acd − 2kgda∇ccc] = 0, (6.8)
∇d[∇dca +∇acd − 2kgda∇ccc] = 0. (6.9)
Now we define Lba(m
2) as follows
Lba(m
2) = ∇b∇a − δba2− 2β−1∇a∇b −m2δba, (6.10)
where
β =
1
k − 1 . (6.11)
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Free field equations, Eqs. (6.8) and (6.9), in de Sitter spacetime can be
written as:
Lba(−6)cb = 0, (6.12)
Lba(−6)cb = 0, (6.13)
where
Lba(−6) = ∇b∇a − δba2− 2β−1∇a∇b + 6δba. (6.14)
Here we have used Eq. (4.10). Here again we choose the Euclidean vacuum
[4] for calculating the time-ordered product of fields. Let |0〉 be the Euclidean
vacuum state, then Feynman propagator for the ghost fields would be given
by
〈0|T [cb(x)cc′(x′)]|0〉 = iGbc′(x, x′), (6.15)
where Gbc′ would satisfy
Lba(−6)Gbc′(x, x′) = −gac′δ(x, x′). (6.16)
Now as in the Euclidean vacuum state the Feynman propagator can be ob-
tained from Green’s function on the four sphere by analytical continuation
[38], so to find the Feynman propagator we shall first find Green’s function
on S4.
On S4 any smooth vector field can be expressed as a linear combination
of vector spherical harmonics ALσa and the gradient of the scalar spherical
harmonics ∇aY Lσ (see Sec. 5 of Ref. [6]). The vector spherical harmonics
satisfy [40],
−2ALσa = [L(L+ 3)− 1]ALσa ,
∇aALσa = 0, (6.17)
where L = 1, 2, 3, 4, 5 · · · and they are normalized as∫
d4x
√
gALσAL
′σ′ = δLL
′
δσσ
′
. (6.18)
Here all the quantum numbers on a three-sphere S3 are denoted by σ. The
degeneracies for these scalar spherical harmonics ds and the vector spherical
harmonics dv are given by [6]
ds =
1
6
(L+ 1)(L+ 2)(2L+ 3),
dv =
1
2
L(L+ 3)(2L+ 3). (6.19)
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The scalar spherical harmonics satisfy Eq. (5.9) and their gradient covectors
are normalized as WLσa = ∇aY Lσ/
√
L(L+ 3) by using Eq. (5.9) and Eq.
(5.10) because∫
d4x
√
ggabWLσa W
∗L′σ′
b =
1
L(L+ 3)
∫
d4x
√
ggab∇aY Lσ∇bY ∗L′σ′
= − 1
L(L+ 3)
∫
d4x
√
ggab(2Y Lσ)Y ∗L′σ′
= δLL
′
δσσ
′
. (6.20)
Now on S4, we have (see Sec. 5 of Ref. [6])
gac′δ
4(x, x′) = δ(V )4ac′ (x, x
′) + δ(S)4ac′ (x, x
′), (6.21)
where
δ
(V )4
ac′ (x, x
′) =
∞∑
L=1
∑
σ
ALσa (x)A
∗Lσ
c′ (x
′), (6.22)
δ
(S)4
ac′ (x, x
′) =
∞∑
L=1
∑
σ
WLσa (x)W
∗L′σ′
c′ (x
′). (6.23)
We can show that this is a valid expression for delta-function by first ex-
panding any vector function f(x′)c′ on S4 in terms of ALσc′ (x
′) and WLσc′ (x
′),
then using Eq. (6.18) and Eq. (6.20). That is, following a similar line of
argument as was used in the scalar delta-function case, we can show that∫
d4x′
√
g(x′)f c
′
(x′)gac′δ4(x, x′) = fa(x). (6.24)
We also have (see Sec. 5 of Ref. [6])
Gac′(x, x
′) = GVac′(x, x
′) +GSac′(x, x
′), (6.25)
where
GVac′(x, x
′) =
∞∑
L=1
∑
σ
k1A
Lσ
a (x)A
∗Lσ
c′ (x
′), (6.26)
GSac′(x, x
′) =
∞∑
L=1
∑
σ
k2W
Lσ
a (x)W
∗L′σ′
c′ (x
′). (6.27)
Here k1 and k2 are L-dependent constants which can be determined from the
following equations:
Lab (−6)GVac′(x, x′) = −δ(V )4bc′ (x, x′), (6.28)
Lab (−6)GSac′(x, x′) = −δ(S)4bc′ (x, x′). (6.29)
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Thus we get,
k1 =
1
(L+ 1)(L+ 2)− 6 , (6.30)
k2 = −1
6
[
1− L(L+ 3)
L(L+ 3) + 3β
]
. (6.31)
So we have,
GVac′(x, x
′) =
∞∑
L=1
∑
σ
ALσa (x)A
∗Lσ
c′ (x
′)
(L+ 1)(L+ 2)− 6 , (6.32)
GSac′(x, x
′) = −1
6
∞∑
L=1
∑
σ
−∇a∇c′
[
Y Lσ(x)Y ∗Lσ(x′)
L(L+ 3)
−Y
Lσ(x)Y ∗Lσ(x′)
L(L+ 3) + 3β
]
. (6.33)
The right-hand side of Eq. (6.32) is infrared divergent and this infrared
divergence is caused by the contribution coming from the L = 1 modes
because (L + 1)(L + 2)− 6 = 0 for L = 1. But if we regulate Eq. (6.28) by
changing m2 = −6 to m2 = −6 +ρ2 thus adding a small mass ρ2 to m2, then
we get
Lab (−6 + ρ2)GV (ρ
2)
ac′ (x, x
′) = −δ(V )4bc′ (x, x′). (6.34)
By repeating the above procedure we find that the regulated propagator
G
V (ρ2)
ac′ is given by
G
V (ρ2)
ac′ (x, x
′) =
∞∑
L=1
∑
σ
ALσa (x)A
∗Lσ
c′ (x
′)
(L+ 1)(L+ 2)− 6 + ρ2 . (6.35)
In the zero ρ2 limit, G
V (ρ2)
ac′ (x, x
′)→ GVac′(x, x′) and GV (ρ
2)
ac′ (x, x
′) thus diverges
in the zero ρ2 limit. Furthermore, we have seen that this divergence is caused
by the L = 1 modes. So we can write Eq. (6.35) as,
G
V (ρ2)
ac′ (x, x
′) =
∑
σ
A1σa (x)A
∗1σ
c′ (x
′)
ρ2
+
∞∑
L=2
∑
σ
ALσa (x)A
∗Lσ
c′ (x
′)
(L+ 1)(L+ 2)− 6 + ρ2 .
(6.36)
Let Qρ
2
ac′ be the solution to (see Sec. 3 of Ref. [38]),
Lab (−6 + ρ2)Qρ
2
ac′(x, x
′) = −gbc′δ4(x, x′). (6.37)
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Then by comparing Eq. (6.34) with Eq. (6.37), we can write the solution to
Eq. (6.34) as (see Sec. 5 of Ref. [6]),
G
V (ρ2)
ac′ (x, x
′) = Qρ
2
ac′(x, x
′) +
1
6 + ρ2
∇a∇c′Deff0 (x, x′). (6.38)
Here we have used Eq. (6.23) and the fact that Lab (−6 + ρ2) is invertible.
Here Deff0 (x, x
′) is the effective propagator given by Eq. (5.28), as there is no
contribution coming from the zero modes for D0(x, x
′) due to the action of
derivatives on it.
In Eq. (6.33) there are no zero modes because of the action of derivative
on the scalar spherical harmonics. So the only IR divergence in Eq. (6.33)
are caused if we choose β = −n(n + 3)/3, where (n = 1, 2, 3, · · · ). The
covariant graviton propagator is IR divergent for the same values of β [12].
The graviton propagator used by Antoniadis and Mottola [13] corresponds
to the n = 1 case and is IR divergent as a result. If we avoid these value of
β there will be no IR divergences left in Eq. (6.33).
Now because of Eq. (6.33) we can write the scalar part of the ghost
propagator as
GSac′(x, x
′) = −1
6
∇a∇c′ [Deff0 (x, x′)−D3β(x, x′)]. (6.39)
There is no contribution from the L = 0 mode in Eq. (6.33) because of the
action of the derivative. So we have used in Eq. (6.39), the same effective
propagator that was obtained in Eq. (5.28) for the Yang-Mills case.
6.2 Effective Propagator
We have seen in the previous section that the vector part of the ghost propa-
gator is infrared divergent due to the L = 1 modes. We shall now argue that
the L = 1 modes do not contribute to the calculations of the time-ordered
product of the ghost fields. To see that we note that the L = 1 modes are
the Killing vectors on S4 [41]. This can be seen as follows. Let a vector fa
satisfy the Killing equation on S4,
∇afb +∇bfa = 0. (6.40)
Taking the trace of Eq. (6.40), we get
∇afa = 0. (6.41)
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So fa is a divergencesless vector. Now taking the divergence of Eq. (6.40),
we find
(−2− 3) fa = 0. (6.42)
Which is the equation for L = 1 mode. Conversely, suppose fa satisfies
Eq. (6.42), then ∫
d4x
√
g(∇afb +∇bfa)(∇af b +∇bfa)
= −2
∫
d4x
√
gfa∇b(∇af b +∇bfa)
= 2
∫
d4x
√
gfa(−2− 3)fa
= 0. (6.43)
We can conclude from this equation that ∇afb + ∇bfa = 0. Thus, (−2 −
3)fa = 0 implies ∇afb + ∇bfa = 0. In other words, each L = 1 mode is a
Killing vector and vice versa.
The interaction part of the ghost Lagrangian can be written as:
L = −i∇acb[£chab − kgabgcd£chcd]. (6.44)
Since the coupling term of the anti-ghosts to the metric perturbation hab in
Eq. (6.44) is proportional to ∇acb + ∇bca, and since the L = 1 modes are
the Killing vectors, the L = 1 modes do not contribute to the loop diagrams.
Now as ghosts and anti-ghosts are unphysical fields they only occur in loop
diagrams and thus there is no contribution from the L = 1 modes in any
perturbative calculation.
For this reason, as in the Yang-Mills case, we propose to define the vector
part of the effective ghost propagator by first subtracting out the contribu-
tions coming from L = 1 modes from the vector part of the ghost propagator
and then taking the ρ2 → 0 limit.
We denote the contribution coming from the L = 1 modes by Qkρ
2
ac′ (x, x
′):
Qkρ
2
ac′ (x, x
′) =
∑
σ
A1σa (x)A
∗1σ
c′ (x
′)
ρ2
. (6.45)
Now from Eqs. (6.36) and (6.45), we have
lim
ρ2→0
[
G
V (ρ2)
ac′ (x, x
′)−Qkρ2ac′ (x, x′)
]
=
∞∑
L=2
∑
σ
ALσa (x)A
∗Lσ
c′ (x
′)
(L+ 1)(L+ 2)− 6 . (6.46)
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Clearly this is convergent and has no infrared divergence. As the contribution
∇a∇c′Deff0 (x, x′)/(6 + ρ2) had no infrared divergence in the ρ2 → 0 limit, the
infrared divergences in G
V (ρ2)
ac′ (x, x
′) come from Qρ
2
ac′(x, x
′). So we define the
effective propagator Qeffac′(x, x
′) as follows:
Qeffac′(x, x
′) = lim
ρ2→0
[
Qρ
2
ac′(x, x
′)−Qkρ2ac′ (x, x′)
]
. (6.47)
Now the total effective ghost propagator will be given by
Geffac′(x, x
′) = lim
ρ2→0
[G
V (ρ2)
ac′ (x, x
′) +GSac′(x, x
′)−Qkρ2ac′ (x, x′)]
= lim
ρ2→0
[
Qρ
2
ac′(x, x
′)−Qkρ2ac′ (x, x′)
]
+ lim
ρ2→0
1
6 + ρ2
∇a∇c′Deff0 (x, x′)
−1
6
∇a∇c′
[
Deff0 (x, x
′)−D3β(x, x′)
]
= Qeffac′(x, x
′) +
1
6
∇a∇c′D3β(x, x′). (6.48)
This propagator can be used to do calculations in perturbative quantum
gravity. However just like in the Yang-Mills case the consistency of the
perturbation theory is not obvious as it is not clear how the subtraction of
the Killing modes will affect the BRST symmetry of the theory.
6.3 Explicit Expression for the Vector Part
of the Effective Propagator
To find the effective ghost propagator in terms of the variable z we can
proceed as follows: The solution to Eq. (6.37), in terms of z, is given by (see
Sec. 3 of Ref. [38])
Qρ
2
ac′(z) = α
V (ρ2)(z)gac′ + β
V (ρ2)(z)nanc′ , (6.49)
where
αV (ρ
2) =
[−2z(1− z)
3
d
dz
+ 2z − 1
]
γρ
2
(z), (6.50)
βV (ρ
2) = αV (ρ
2) − γρ2(z). (6.51)
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Here γρ
2
(z) is given by
γρ
2
(z) = −3Γ(b+)Γ(b−)
64pi2m2
F [b+, b−; 3; z], (6.52)
where
b+ =
5
2
+
√
1
4
+ 6− ρ2, (6.53)
b− =
5
2
−
√
1
4
+ 6− ρ2. (6.54)
It may be noted that we have changed the mass from m2 = −6 to m2 =
−6 + ρ2. The propagator given by Eq. (6.49) clearly diverges as ρ2 → 0
because then b− → 0 and so Γ(b−)→∞.
The contribution from the Killing vectors in the Allen-Jacobson formalism
is given by (see Sec. 5 of Ref. [6])
Qkac′(z) =
15
16pi2ρ2
[(2z − 1)gaa′ + 2(z − 1)nana′ ]. (6.55)
This can be obtained by substituting
γk =
15
16pi2ρ2
, (6.56)
into Eqs. (6.50) and (6.51). Just like the Yang-Mills case, we first verify that
γk subtracted from the constant part of γρ
2
(z) given in Eq. (6.52) is a finite
constant in the zero ρ2 limit. Let γc be the constant part of γ
ρ2(z) given in
Eq. (6.52), then we have
γc =
3Γ
(
5
2
+ q
)
Γ
(
5
2
− q)
64pi2(6− ρ2) , (6.57)
where q is given by
q =
√
25− 4ρ2
2
. (6.58)
We subtract the γk from γc:
γc − γk =
3Γ
(
5
2
+ q
)
Γ
(
5
2
− q)
64pi2(6− ρ2) −
15
16pi2ρ2
. (6.59)
We shall verify that γc − γk has a finite zero ρ2 limit. Now we have
q − 5
2
= −ρ
2
5
+O(ρ4). (6.60)
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We also have
Γ
(
5
2
+ q
)
Γ
(
5
2
− q
)
=
[(
5
2
+ q
)(
5
2
− q
)(
3
2
+ q
)(
3
2
− q
)]
×
[
Γ
(
1
2
+ q
)
Γ
(
1
2
− q
)]
. (6.61)
We can use the following approximation
Γ
(
1
2
+ q
)
Γ
(
1
2
− q
)
=
pi
sin pi
(
1
2
− q) = pisin pi (5
2
− q)
=
1(
5
2
− q) +O(ρ2). (6.62)
Here we have used
Γ(z)Γ(1− z) = pi
sin(piz)
. (6.63)
Thus we find
γc =
1
64pi2ρ2
[
60− 87
5
ρ2 +O(ρ4)
]
. (6.64)
Hence we obtain
lim
ρ2→0
[γc − γk] = lim
ρ2→0
1
64pi2
[
1
ρ2
[
60− 87
5
ρ2 +O(ρ4)
]
− 60
ρ2
]
= − 87
320pi2
. (6.65)
The exact value of this constant is not important because we are free to
add any finite arbitrary constant to γρ
2
(z), as the addition of any finite
constant will only generate Killing contributions which will not contribute
to the perturbative calculations. The important point to note here is that
γρ
2
(z)− γk is finite and so there are no infrared divergences.
Now we can calculate the vector part of the effective ghost propagator by
first defining γ′(z) as,
γ′(z) = lim
ρ2→0
d
dz
[
γρ
2
(z)
]
, (6.66)
and then defining the effective γeff by
γeff(z) =
∫ z
0
dzγ′(z) +
C
64pi2
, (6.67)
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where C is a arbitrary finite constant. Now as
d
dz
F [a, b; c; z] =
ab
c
F [a+ 1, b+ 1; c+ 1; z], (6.68)
so Eq. (6.66) now becomes
γ′(z) =
1
64pi2
Γ(6)Γ(1)
6
F [6, 1; 4; z]. (6.69)
With C = 11, γeff(z) in terms of elementary functions is given by
γeff(z) =
1
64pi2
[
1
(1− z)2 +
6
(1− z) − 12 log(1− z) + 4
]
. (6.70)
The advantage of this choice of C is that it eliminates terms proportional to
z in αV (eff)(z) and βV (eff)(z), thus simplifying the calculations. After substi-
tuting this value of γeff into Eqs. (6.50) and (6.51), we get
Qeffac′(z) = α
V (eff)(z)gac′ + β
V (eff)(z)nanc′ , (6.71)
where
αV (eff)(z) =
1
64pi2
[
− 1
3(1− z)2 − 12(2z − 1) log(1− z)
−12 + 4
3(1− z)
]
, (6.72)
βV (eff)(z) =
1
64pi2
[
− 4
3(1− z)2 − 24(z − 1) log(1− z)
−16− 14
3(1− z)
]
. (6.73)
6.4 Explicit Expression for the Total Effec-
tive Propagator
To calculate the total effective propagator we have to add the contribution
coming from the scalar part to the effective vector part of the ghost propa-
gator. The scalar part of the ghost propagator cannot be written in terms
of elementary functions for a general value of β. However the correspond-
ing scalar field equation for β = 2/3 is the conformally-coupled massless
scalar field equation. (An equation of the form [2 − R/6]φ = 0 is called
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the conformally-coupled massless scalar field equation as it is invariant un-
der conformal transformations). For this value of β the mass takes the value
m2 = 2 and the scalar propagator takes a simple form [42]:
D2(z) =
1
16pi2
1
1− z . (6.74)
Now (see Sec. 1 of Ref. [38]), we have
∇c′f(z) = −
√
z(1− z)df(z)
dz
nc′ , (6.75)
and
∇anc′ = − 1
2
√
z(1− z)(gac′ + nanc′). (6.76)
So we obtain the following result,
∇a∇c′f(z) = 1
2
df(z)
dz
gac′ + (1− z) d
dz
(
z
df(z)
dz
)
nanc′ . (6.77)
Now from Eqs. (6.74) and (6.77) we get
1
6
∇a∇c′D2(z) = αS(z)gac′ + βS(z)nanc′ , (6.78)
where
αS(z) =
1
64pi2
[
1
3(1− z)2
]
, (6.79)
βS(z) =
1
64pi2
[
− 2
3(1− z) +
4
3(1− z)2
]
. (6.80)
So the full effective ghost propagator will be given by the sum of the
effective vector contributions given by Eq. (6.78) and the scalar contributions
given by Eq. (6.71)
Geffac′(z) = (α
V (eff) + αS)gac′ + (β
V (eff) + βS)nanc′
= αeff(z)gac′ + β
eff(z)nanc′ , (6.81)
where
αeff(z) =
1
16pi2
[
1
3(1− z) − 3− 3(2z − 1) log(1− z)
]
, (6.82)
βeff(z) =
1
16pi2
[
− 4
3(1− z) − 4 + 6(1− z) log(1− z)
]
. (6.83)
This is the effective ghost propagator for perturbative quantum gravity with
β = 2/3 in de Sitter spacetime, which can be used to do perturbative calcu-
lations .
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Chapter 7
Symplectic Product and
Wightman Two-Point Function
In this chapter we shall first discuss canonical quantization of free scalar field
theory and then generalize these results to higher spin fields. We shall first
construct the Wightman two-function for free scalar field theory in de Sit-
ter spacetime by canonical quantization. Then we shall formally see how
we can use this method to construct the Wightman two-function for higher
spin fields. From now on two-point function will mean the Wightman two-
function.
7.1 Symplectic Product for Scalar Field The-
ory
We shall review the scalar field theory in de Sitter spacetime in this section
[39]. However we shall proceed in a way slightly different from [39], so that
our procedure is easily generalized to higher spin fields. The Lagrangian for
a minimally-coupled real massive scalar field theory is given by
L = 1
2
[−∇aφ∇aφ−m2φ2] , (7.1)
and the classical equation of motion is given by
(2−m2)φ(x) = 0. (7.2)
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Now we can define a quantity we call the momentum current pic as follows:
pic =
√−g ∂L
∂∇cφ = −
√−g∇cφ. (7.3)
Using Eqs. (7.2), we get
∇cpic = −
√−gm2φ(x), (7.4)
where
∇cpic =
√−g∇c[(−g)−1/2pic]. (7.5)
If φ, φ′ are two solutions of the field equations, and pic, pi′c the momentum
currents conjugate to them, then we define a current J c as follows:
J c = − i√−g [φ
∗pi′c − φ′pi∗c]. (7.6)
If dΣa is a surface element of the spacelike hypersurface Σ, then the sym-
plectic product on this hypersurface can be defined as follows:
(φ, φ′) =
∫
Σ
dΣcJ
c. (7.7)
Using Eq. (7.4), we can show that the current J c is conserved,
∇cJ c = − i√−g∇c[φ
∗pi′c − φ′pi∗c] = i∇c[φ∗∇cφ′ − φ′∇cφ∗]
= i[(∇cφ∗.∇cφ′ −∇cφ∗.∇cφ′) +m2(φ∗φ′ − φ∗φ′)] = 0. (7.8)
Now if we consider a spacetime region with volume V , bounded by a future
spacelike hypersurface Σ+ and a past spacelike hypersurface Σ−, then by
Gauss theorem we have ∫
V
d4x
√−g∇cJ c
=
∫
Σ+
dΣcJ
c −
∫
Σ−
dΣcJ
c
= 0, (7.9)
and so we have ∫
Σ+
dΣcJ
c =
∫
Σ−
dΣcJ
c. (7.10)
Let us now consider de Sitter metric which was given by Eq. (4.16):
ds2 = −dt2 + cosh2 t[dψ2 + sin2 ψ(dθ2 + sin2 θdφ2)]. (7.11)
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If we define nc = (1, 0) to be the past pointing unit normal to the constant-
time spacelike hypersurface Σ and γij to be the metric on it, then we have
ncn
c = gabnanb = −1, (7.12)
and
dΣaJ
a = d3x
√
γnaJ
a
= d3x
√
γαJ0
= d3x
√−gJ0. (7.13)
So the symplectic product given in Eq. (7.7) can now be written as:
(φ, φ′) = −i
∫
d3x[φ∗(x, t)pi′0(x, t)− φ′(x, t)pi∗0(x, t)]. (7.14)
7.2 Fock Space
Let {φn} and {φ∗n} form a complete set of solutions to the field equation
(7.2), and suppose
(φn, φm) = Mnm, (7.15)
(φn, φ
∗
m) = 0, (7.16)
(φ∗n, φ
∗
m) = −Mnm. (7.17)
The condition given in Eq. (7.16) does not hold in general and so this is a
requirement on the complete set of solutions to the field equation, Eq. (7.2).
We also chose Mnm to have positive eigenvalues only. This again is not always
true and so this is again a requirement on the complete set of solutions to
the field equation, Eq. (7.2). Also in general n,m can be continuous labels.
However in de Sitter spacetime these are actually discrete labels.
Now using Eq. (7.14) the infinite dimensional matrix Mnm can be shown
to be Hermitian:
Mnm = −i
∫
d3x[φ∗n(x, t)pi
0
m(x, t)− φm(x, t)pi∗0n (x, t)]
=
[
−i
∫
d3x[φ∗m(x, t)pi
0
n(x, t)− φn(x, t)pi∗0m (x, t)]
]∗
= M∗mn. (7.18)
As φ is a real field, we can now expand it as follows:
φ =
∑
n
[anφn + a
∗
nφ
∗
n]. (7.19)
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In quantum field theory when φ and pic are promoted to Hermitian op-
erators φˆ and pˆic, respectively, and the following equal-time commutation
relations are imposed,[
φˆ(x, t), pˆi0(x′, t)
]
= iδ(x,x′),[
φˆ(x, t), φˆ(x′, t)
]
= 0,[
pˆi0(x, t), pˆi0(x′, t)
]
= 0, (7.20)
then a∗n and an become operators a
†
n and an respectively. Here δ(x,x
′) is
defined by ∫
d3xδ(x,x′)f(x) = f(x′), (7.21)
for any compactly supported smooth function f(x). So we can now express
φˆ as follows:
φˆ =
∑
n
[anφn + a
†
nφ
∗
n]. (7.22)
For this choice of complete set of solutions to the field equation, Eq. (7.2),
we define a state called the vacuum state |0〉, as the state that is annihilated
by an:
an|0〉 = 0. (7.23)
It may be noted that here a†n and an will not satisfy the standard com-
mutation relations, however we still call them the creation and annihilation
operators respectively, in analogy with those for the simple quantum har-
monic oscillator. Many particle states can be built by repeated action of a†n
on the vacuum state.
It may be noted that the division between {φn} and {φ∗n} is not unique
even after imposing conditions given by Eqs. (7.15)-(7.17) [39]. Due to this
non-uniqueness in division between {φn} and {φ∗n}, there is non-uniqueness
in the definition of the vacuum state also. This can be seen by considering
{φ′n} and {φ′m} as another complete set of solutions to the field equation,
Eq. (7.2), satisfying conditions given by Eqs. (7.15)-(7.17). Now we have
φˆ =
∑
n
[a′nφ
′
n + a
′†
nφ
′∗
n ]. (7.24)
Here the vacuum state |0′〉 is the state annihilated by a′n,
a′n|0′〉 = 0. (7.25)
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Now many particle states can be built by repeated action of a′†n on |0′〉. As
φn and φ
∗
n form a complete set of solutions to the field equation, Eq. (7.2),
we can express φ′n as a linear combination of φn and φ
∗
n,
φ′n =
∑
m
[αnmφm + βnmφ
∗
m]. (7.26)
By substituting Eq. (7.26) in Eq. (7.24) and comparing the resulting expres-
sion with Eq. (7.22), we find
an =
∑
m
[αnma
′
m + β
∗
nma
′†
m], (7.27)
a†n =
∑
m
[α∗nma
′†
m + βnma
′
m]. (7.28)
The two Fock spaces based on these choices of complete set of solutions to
the field equation, Eq. (7.2), are different as long as βnm 6= 0. In particular
an|0′〉 does not vanish because
an|0′〉 =
∑
m
[αnma
′
m + β
∗
nma
′†
m]|0′〉
=
∑
m
β∗nma
′†
m|0′〉 6= 0, (7.29)
but,
an|0〉 = 0. (7.30)
Thus an|0′〉 is a one-particle state. In fact we have
〈0′|a†nan|0′〉 =
∑
m
∑
k
βnmβ
∗
nkMmk. (7.31)
We shall use a de Sitter invariant vacuum state called the Euclidean
vacuum state and its higher-spin analogues in our analysis [4]. The Euclidean
vacuum is often referred to as the Bunch-Davies vacuum [43]. An advantage
of using this vacuum state is that the two-point functions reduce to the
standard Minkowski two-point functions when de Sitter radius is taken to
infinity, after fixing the geodesic distance between two points [44].
7.3 Wightman Two-Point Function for Scalar
Field Theory
The Wightman two-point function for scalar field theory is given by
G(x, x′) = 〈0|φˆ(x)φˆ(x′)|0〉. (7.32)
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This can be written as:
G(x, x′) =
∑
n,m
〈0|(anφn(x) + a†nφ∗n(x))(amφm(x′) + a†mφm(x′)|0〉
=
∑
n,m
φn(x)φ
∗
m(x
′)Cnm, (7.33)
where Cnm is the commutator,
Cnm = 〈0|[an, a†m]|0〉. (7.34)
Now as φˆ and pˆi0 are Hermitian, by using the canonical commutation relations
given in Eq. (7.20), we get,
[(φn, φˆ), (φˆ, φm)]
= −
∫
d3xd3x′[φ∗n(x, t)pˆi
0(x, t)− φˆ(x, t)pi∗0n (x, t),
φˆ(x′, t)pi0m(x
′, t)− φm(x′, t)pˆi0(x′, t)]
= −i
∫
d3xd3x′[φ∗n(x, t)pi
0
m(x
′, t)− φm(x′, t)pi∗0n (x, t)]δ(x,x′)
= −i
∫
d3x[φ∗n(x, t)pi
0
m(x, t)− φm(x, t)pi∗0n (x, t)]
= Mnm. (7.35)
Now we have
(φn, φˆ) =
∑
k
akMnk. (7.36)
Using Eqs. (7.18) and (7.36), we also get
(φˆ, φm) = [(φm, φˆ)]
† =
∑
l
a†lM
∗
ml =
∑
l
a†lMlm. (7.37)
Now from Eqs. (7.35)-(7.37), we get∑
kl
Mnk[ak, a
†
l ]Mlm = Mnm. (7.38)
Using Eqs. (7.34) and (7.38), we get∑
kl
MnkCklMlm = Mnm. (7.39)
This equation in matrix notation is written as,
MCM = M. (7.40)
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Assuming that Mnm has only positive eigenvalues, i.e., that it is invertible,
we get
C = M−1. (7.41)
Therefore the two-point function is given by
G(x, x′) =
∑
nm
φn(x)φ
∗
m(x
′)M−1nm. (7.42)
7.4 Wightman Two-Point Function for Ten-
sor Fields
In this section we shall formally generalize what we did for scalar fields to
general non-interacting higher-spin fields, described by tensor fields. Let
us denote a tensor field by a shorthand notation, Aa1a2a3a4...an = AI . The
Lagrangian L for this field AI will be assumed to be a scalar function of
only AI and ∇cAI , as the inclusion of higher derivative terms will lead to
problems like non-unitarity of the theory [45]. As we are considering only
free field theories, we can write the most general Lagrangian for higher-spin
free field theories as follows:
L = −1
2
T IcJd∇cAI∇dAJ − 1
2
SIJAIAJ , (7.43)
where T IcJd and SIJ do not depend on AI and satisfy
T IcJd = T JdIc, (7.44)
SIJ = SJI . (7.45)
The equation of motion is now given by
∇c[T IcJd∇dAJ ]− SIJAJ = 0. (7.46)
We define a momentum current picI conjugate to AI as follows:
picI =
√−g ∂L
∂∇cAI = −
√−gT IcJd∇dAJ . (7.47)
From Eq. (7.46), we have
∇cpicI = −
√−gSIJAJ . (7.48)
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Now if AI and A
′
I are two solutions to the field equations, Eq. (7.46), then
we define the current J c as follows:
J c = − i√−g [A
∗
Ipi
′cI − A′Ipi∗cI ]. (7.49)
Now we define a symplectic product on a spacelike hypersurface Σc with
surface element dΣc, as follows:
(A,A′) =
∫
dΣcJ
c. (7.50)
By using Eq. (7.46), we can show that J c is conserved,
∇cJ c = − i√−g∇c[A
∗
Ipi
′cI − A′Ipi∗cI ]
= i∇c[A∗IT IcJd∇dA′J − A′IT IcJd∇dA∗J ]
= i[∇cA∗I .T IcJd∇dA′I −∇dA′I .T IcJd∇cA∗
+SIJ(A∗IA
′
J − A′JA∗I)]
= 0. (7.51)
Now if we again consider a spacetime region bounded by a future spacelike
hypersurface Σ+ and a past spacelike hypersurface Σ−, then using Gauss
theorem we can show that∫
Σ+
dΣcJ
c =
∫
Σ−
dΣcJ
c. (7.52)
Let {AIn} and {A∗Im} be a complete set of solutions to the field equation
(7.46), and suppose
(An, Am) = Mnm, (7.53)
(An, A
∗
m) = 0, (7.54)
(A∗n, A
∗
m) = −Mnm. (7.55)
Here again Eq. (7.54) is a requirement on the complete set of solutions
to the field equation (7.46). If the theory has gauge symmetry, Mnm will
contain zero eigenvalues and thus will not be invertible [23]. However after a
suitable gauge-fixing term is added to the classical Lagrangian given in Eq.
(7.43), Mnm will contain no zero eigenvalues [24] and thus be invertible. In
this thesis, we will explicitly invert Mnm for linearized quantum gravity in
de Sitter spacetime, in the covariant gauge.
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It can also be shown that Mnm is a Hermitian matrix by repeating the
argument used in the scalar field theory case. Now after adding a suitable
gauge-fixing term and imposing canonical commutation relations, we can also
expand AI in terms of creation and annihilation operators as follows:
AˆI =
∑
n
[anAIn + a
†
nA
∗
In]. (7.56)
Here the vacuum state is defined by requiring it to satisfy
an|0〉 = 0. (7.57)
It may be noted that, just like in the scalar field theory case, there is still
an ambiguity in the division between {AIn} and {A∗In}, and thus there is
also an ambiguity in the definition of the vacuum state [39]. The Wightman
two-point function is now given by
GII′(x, x
′) = 〈0|AˆI(x)AˆI′(x′)|0〉
=
∑
mn
AIn(x)AI′m(x
′)〈0|[an, a†m]|0〉. (7.58)
As after choosing a suitable gauge-fixing term Mnm becomes invertible, thus
following a similar line of argument as was used in the scalar field theory
case, we can show that
M−1nm = 〈0|[an, a†m]|0〉. (7.59)
Therefore we can now write the two-point function as follows:
G(x, x′)II′ =
∑
nm
AIn(x)AI′m(x
′)M−1nm. (7.60)
It will also be useful to define a Klein-Gordon type product as follows:
〈A1, A2〉 = −i
∫
dΣa[A
∗
I1∇aAI2 − AI2∇aAI∗1 ]. (7.61)
In the above mentioned scalar field theory case this Klein-Gordon type prod-
uct is equal to the symplectic product given in Eq. (7.7), but this is not
always the case. For example, for a scalar field theory given by the following
Lagrangian,
L = 1
2µ
[−∇aφ∇aφ−m2φ2], (7.62)
we have
(φ1, φ2) = µ〈φ1, φ2〉. (7.63)
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Chapter 8
Spin-2 Field in de Sitter
Spacetime
In the previous chapter we derived a formal expression for the Wightman
two-point function of tensor fields. In this chapter we shall review certain
properties of linearized quantum gravity in de Sitter spacetime, which will
be used to explicitly calculate the graviton Wightman two-point in covariant
gauge in the next chapter.
8.1 Linearized Quantum Gravity in de Sitter
Spacetime
In this section we review the linearized quantum gravity in de Sitter space-
time. After dropping total divergences, the Lagrangian for linearized quan-
tum gravity in de Sitter spacetime can be written as [14],
Lgr = −1
4
∇ahbc∇ahbc + 1
2
∇ahac∇bhbc + 1
4
∇ch∇ch−
1
2
∇ah∇bhab − 1
2
[
habh
ab +
1
2
h2
]
. (8.1)
This Lagrangian is invariant under the following gauge transformation,
δΛhbc = ∇cΛb +∇bΛc, (8.2)
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where Λc is any vector field on de Sitter spacetime. Now we need to add
a gauge-fixing term to this Lagrangian for linearized quantum gravity in
de Sitter spacetime and we choose to add the gauge-fixing term given in Eq.
(3.12),
Lg = − 1
2α
[∇bhab − k∇ah] [∇chac − k∇ah] . (8.3)
So after neglecting total derivatives, the sum of this gauge-fixing term and
classical Lagrangian for linearized quantum gravity in de Sitter spacetime
can be written as
Lgr + Lg = −1
4
∇ahbc∇ahbc +
(
1
2
− 1
2α
)
∇ahac∇bhbc
−
(
(β + 1)2
2αβ2
− 1
4
)
∇ch∇ch−
(
1
2
− β + 1
βα
)
×∇ah∇bhab − 1
2
[
habh
ab +
1
2
h2
]
. (8.4)
This is the Lagrangian of massless spin-2 field in de Sitter spacetime. It will
be seen that it is of calculational advantage to first add a mass term and then
take the zero mass limit of this massive theory at the end of our calculations.
So during most calculations, we shall start from massive spin-2 field and
then set the mass to zero at the end of the calculation. The Lagrangian L
of massive spin-2 field in de Sitter spacetime is obtained by adding a mass
term called the Fierz-Pauli term, to the massless spin-2 field Lagrangian:
L = Lgr + Lg + 1
4
M2
[
habh
ab − h2]
= −1
4
∇ahbc∇ahbc +
(
1
2
− 1
2α
)
∇ahac∇bhbc
−
(
(β + 1)2
2αβ2
− 1
4
)
∇ch∇ch−
(
1
2
− β + 1
βα
)
×∇ah∇bhab − 1
2
[
habh
ab +
1
2
h2
]
+
1
4
M2
[
habh
ab − h2] . (8.5)
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The equation of motion obtained from this Lagrangian is
1
2
2hbc −
(
1
2
− 1
2α
)
[∇b∇ahac +∇c∇ahab ]
+
(
(β + 1)2
αβ2
− 1
2
)
gbc2h+
(
1
2
− β + 1
βα
)
×[∇c∇bh+ gbc∇a∇dhad]−
[
hbc +
1
2
gbch
]
−1
2
M2[hbc − gbch] = 0. (8.6)
8.2 Symplectic Product
Now to calculate the symplectic product, we first calculate the momentum
current piabc, which is given by
piabc =
√−g ∂L
∂∇ahbc . (8.7)
It can be explicitly written as
piabc =
√−g
[
−1
2
∇ahbc +
(
1
2
− 1
2α
)
[gac∇dhdb + gab∇dhdc]
−
(
(β + 1)2
αβ2
− 1
2
)
gbc∇ah−
(
1
4
− β + 1
2βα
)
×[2gbc∇dhad + gac∇bh+ gab∇ch]
]
. (8.8)
Now if hbc and h
′
bc are two solutions to the field equation, Eq. (8.6), and if
piabc and pi′abc are the momentum current conjugate to them, then we find
using Eq. (7.49) that the conserved current Ja is given by
Ja = − i√−g [h
∗
cbpi
′abc − h′cbpiabc∗]. (8.9)
The symplectic product defined on a spacelike hypersurface Σ is given by
(h, h′) =
∫
dΣaJ
a. (8.10)
Now because of Eq. (7.51), we have
∇cJ c = 0. (8.11)
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So for a spacetime region bounded by a future spacelike hypersurface Σ+ and
a past spacelike hypersurface Σ−, because of Eq. (7.52), we have∫
Σ+
dΣcJ
c =
∫
Σ−
dΣcJ
c. (8.12)
8.3 Mode Decomposition
In this section we shall decompose hbc into modes. In the next chapter
we shall calculate the graviton Wightman two-point in covariant gauge by
calculating the contribution to it coming from each of these modes.
We can decompose the field hbc into scalar, vector and tensor parts [14],
hbc = Cbc + Abc + Ebc. (8.13)
Here the scalar part Cbc is given by,
Cbc = (∇b∇c − 1
4
gbc2)B + 1
4
gbch. (8.14)
The vector part, Abc is given by
Abc = ∇cAb +∇bAc, (8.15)
and satisfies,
Abb = 2∇bAb = 0. (8.16)
The tensor part Ebc satisfies
Ebb = 0, (8.17)
∇cEbc = 0. (8.18)
Now we want to find the equations of motion for each of these parts. We
start from the scalar part Cab. First by substituting hab = Cab, where Cab is
defined in Eq. (8.14), into the equation of motion (8.6) and then using the
formula for Rdbac given in Eq. (4.10), we find the following equation,
gab[X1h+X2B] +∇a∇b[Y1B + Y2h] = 0, (8.19)
where
X1 =
[
(β + 1)2
αβ2
− β + 1
4αβ
− 1
4
]
2− 3
4
+
3M2
8
, (8.20)
X2 =
[
1
4
− 3(1 + β)
4αβ
]
22 + 3
[
1
4
− 1 + β
αβ
]
2+ M2
8
2, (8.21)
Y1 =
3− α
4α
2+ 3
α
− M
2
2
, (8.22)
Y2 =
αβ − 3β − 4
4αβ
. (8.23)
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Now if we define
X1h+X2B = µ, (8.24)
Y1B + Y2h = ν, (8.25)
then we can write Eq. (8.19) as
gabµ+∇a∇bν = 0. (8.26)
Taking the trace of Eq. (8.26), we obtain
µ = −1
4
2ν. (8.27)
Now its divergence, we obtain
∇a[2+ 4]ν = 0. (8.28)
So we have
[2+ 4]ν = 4k, (8.29)
where k is a constant. Thus we get
ν = µ+ k. (8.30)
Now a particular solution to Eqs. (8.24) and (8.25) can be written as
h = h(p) = 0, (8.31)
B = B(p) =
2α
6−M2αk +
2µ
2−M2 . (8.32)
Any solution Eqs. (8.24) and (8.25) can be written as a sum of this particular
solution and the general solution. The general solution is the solution to the
homogeneous equations obtained from Eqs. (8.24) and (8.25) by setting
µ = ν = 0. However, Cab = 0 for the particular solution h = h
(p) and
B = B(p). Since we take the M2 → 0 limit in the end, the special cases
M2 = 2 and M2 = 6/α are not relevant here. Hence we only need to
consider the solution to the homogeneous equations given by
X1h+X2B = 0, (8.33)
Y1B + Y2h = 0. (8.34)
Thus we have[(
1
4
− 3(1 + β)
4αβ
)
22 + 3
(
1
4
− 1 + β
αβ
)
2+ M2
8
2
]
B
+
[(
(β + 1)2
αβ2
− β + 1
4αβ
− 1
4
)
2− 3
4
+
3M2
8
]
h = 0, (8.35)[
3− α
4α
2+ 3
α
− M
2
2
]
B +
[
αβ − 3β − 4
4αβ
]
h = 0. (8.36)
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After eliminating the fourth-order derivative of B, we can rearrange these
equations as:
2B = a1B + a2h, (8.37)
2h = a3h+ a4B, (8.38)
where
a1 =
12− 2αM2
α− 3 ,
a2 =
αβ − 3β − 4
β(α− 3) ,
a3 =
6(αβ − 3β − 2)
α− 3
(
1− M
2
2
)
,
a4 =
−9β(αβ − 3β − 4)
α− 3
(
1− M
2
2
)(
1− α
6
M2
)
. (8.39)
The equations of motion for the vector part are obtained by substituting
hab = Aab, where Aab is defined by Eqs. (8.15) and (8.16), into the equations
of motion (8.6). Thus we get,
∇bVa +∇aVb = 0, (8.40)
where,
V a = ∇b[∇bAa +∇aAb]− αM2Aa. (8.41)
The general solution to this equation is
∇b[∇bAa +∇aAb]− αM2Aa = fa (8.42)
where fa is a Killing vector and thus satisfies
∇afb +∇bfa = 0. (8.43)
So a particular solution is given by
A(p)a = −
fa
M2α
. (8.44)
However Aab = 0 for this solution, Aa = A
(p)
a . So following a similar line of
argument as was used for the scalar part, we can set fa = 0. Thus we get
∇b[∇bAa +∇aAb]− αM2Aa = 0. (8.45)
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Now by using Eq. (4.10), we can write this equation as
[2+ 3− αM2]Aa = 0. (8.46)
The equation for the tensor part is obtained by substituting hab = Eab, where
Eab is defined by Eqs. (8.17) and (8.18), into the equation of motion (8.6).
Thus we get
[2− 2−M2]Eab = 0. (8.47)
8.4 Harmonic Modes on de Sitter Spacetime
To find the contribution of the vector and tensor parts to the two-point
function we expand the vector and tensor parts into harmonic modes on
de Sitter spacetime. The spatial part of these modes is given by the spherical
harmonics on S3 and its temporal part is given in terms of the associated
Legendre function. We denote the coordinates on S3 by x and define χ using
Eq. (4.17) as χ = pi/2− it.
Now we review some properties of scalar, vector and tensor spherical
harmonics on S3 [40]. Let the indices on de Sitter spacetime be denoted
by (a, b, c · · · ) and on S3 be denoted by (i, j, k · · · ). We denote the scalar,
vector and tensor spherical harmonics on S3 by Y `σ(x), Y `σi (x) and Y
`σ
ij (x),
respectively. Here σ denotes all the indices other than `. Thus σ denotes
all the quantum numbers on a two-sphere S2 from now on. It may be noted
that σ previously denoted all the quantum numbers on a three-sphere (in
the chapters on ghost propagators). We also denote the covariant derivative
on S3 by ∇˜i, the metric on S3 by ηij and ∇˜i∇˜i by ∇˜2. For scalar spherical
harmonics on S3, we have ` = 0, 1, 2, 3 · · · and
−∇˜2Y `σ = `(`+ 2)Y `σ. (8.48)
For vector spherical harmonics on S3, we have ` = 1, 2, 3, 4 · · · and
−∇˜2Y `σi = [`(`+ 2)− 1]Y `σi ,
∇˜iY `σi = 0. (8.49)
For tensor spherical harmonics on S3, we have ` = 2, 3, 4, 5 · · · and
−∇˜2Y `σij = [`(`+ 2)− 2]Y `σij ,
∇˜iY `σij = 0,
ηijY `σij = 0. (8.50)
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Next we review some properties of the associated Legendre functions P−µν (x)
[46]. The degree ν can be lowered or raised as(
(1− x2) d
dx
+ νx
)
P−µν (x) = (ν − µ)P−µν−1(x),(
(1− x2) d
dx
− (ν + 1)x
)
P−µν (x) = −(ν + µ+ 1)P−µν+1(x). (8.51)
Now we define Dn as follows:
Dn =
d
dχ
+ n cotχ. (8.52)
Then we have
− sinχDnP µν (cosχ) =
[
(1− cos2 χ) d
d cosχ
− n cosχ
]
P−µν (cosχ). (8.53)
So now because of Eqs. (8.51) and (8.53), we have
− sinχD−νP−µν = (ν − µ)P−µν−1(x),
− sinχDν+1P−µν = −(ν + µ+ 1)P−µν+1(x). (8.54)
We also have
Dm sin
n χP−µν (cosχ) = sin
n χDm+nP
−µ
ν (cosχ), (8.55)
because [
d
dχ
+m cotχ
]
sinn χP−µν (cosχ)
= sinn χ
[
d
dχ
+ (m+ n) cotχ
]
P−µν (cosχ). (8.56)
There are two types of solutions to Eq. (8.46) denoted by An`σb with n =
0, 1. These modes have ` = 1, 2, 3 · · · . There are three types of solutions to
Eq. (8.47) denoted by En`σbc with n = 0, 1, 2. These modes have ` = 2, 3, 4 · · ·
(see Sec. 2, 4, 5, 6 of Ref [47]). Here σ denotes all the quantum numbers on
a two-sphere. We let the solutions to the minimally-coupled massive scalar
field equation in de Sitter spacetime be denoted by S`σ with ` = 0, 1, 2, 3, · · · ,
where
[2−m2]S`σ = 0. (8.57)
We shall write the solutions on de Sitter spacetime in analogy with the
solutions on S4, exploiting the similarity of de Sitter metric given in Eq.
(4.16) to the metric on S4, after defining χ by Eq. (4.17) as χ = pi/2− it.
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So first we review the defining properties of scalar, vector and tensor
spherical harmonics on S4 [40]. For scalar spherical harmonics on S4, we
have
−2SL`σ = [L˜(L˜+ 3)]SL`σ, (8.58)
with L˜ = 0, 1, 2, · · · and ` ≤ L˜. For vector spherical harmonics on S4, we
have
−2AL`σb = [L(L+ 3)− 1]AL`σb ,
∇bAL`σb = 0, (8.59)
with L = 1, 2, 3, · · · and ` ≤ L. For tensor spherical harmonics on S4, we
have
−2EL`σbc = [L(L+ 3)− 2]EL`σbc ,
∇bEL`σbc = 0,
gbcEL`σbc = 0, (8.60)
with L = 1, 2, 3 · · · and ` ≤ L.
What we use is the fact that the positive-frequency mode function for the
Euclidean vacuum in de Sitter spacetime are obtained by solving the same
equations as these spherical harmonics under the transformation χ = pi/2−it,
if we allow L˜, L and L to be non-integers and unconstrained by the condition
L˜, L, L ≥ ` (see Ref. [47]). Comparing Eq. (8.46) with Eq. (8.59), Eq.
(8.47) with Eq. (8.60), Eq. (8.57) with Eq. (8.58) and using the similarity
of de Sitter spacetime with S4, we can write L˜, L and L as,
L(L+ 3) = −M2,
L(L+ 3) = −αM2 + 4,
L˜(L˜+ 3) = −m2. (8.61)
Now L˜, L, L to the first order in M2 or m2, are given by
L˜ ≈ −M
2
3
, (8.62)
L ≈ 1− αM
2
5
, (8.63)
L ≈ −m
2
3
. (8.64)
In the limit M2 → 0, we have L = 0 and L = 1, for de Sitter spacetime.
Now the scalar, vector and tensor harmonic modes in de Sitter spacetime are
given by (see Sec. 2, 4, 5, 6 of Ref. [47]),
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S`σ(χ,x;m2) = (sinχ)−1P−(`+1)
L˜+1
(cosχ)Y `σ(x), (8.65)
A1`σχ (χ,x;M
2) = 0,
A1`σi (χ,x;M
2) = P
−(`+1)
L+1 (cosχ)Y
`σ
i (x), (8.66)
A0`σχ (χ,x;M
2) = (sinχ)−2P−(`+1)L+1 (cosχ)Y
`σ(x),
A0`σi (χ,x;M
2) =
1
`(`+ 2)
D1P
−(`+1)
L+1 (cosχ)∇˜iY `σ(x), (8.67)
E2`σχχ (χ,x;M
2) = 0,
E2`σχi (χ,x;M
2) = 0,
E2`σij (χ,x;M
2) = (sinχ)−1P−(`+1)
L+1
(cosχ)Y `σij (x), (8.68)
E1`σχχ (χ,x;M
2) = 0,
E1`σχi (χ,x;M
2) = (sinχ)−1P−(`+1)
L+1
(cosχ)Y `σi (x),
E1`σij (χ,x;M
2) =
1
(`− 1)(`+ 3) sinχD2P
−(`+1)
L+1
(cosχ)
×(∇˜iY `σj (x) + ∇˜jY `σi (x)), (8.69)
E0`σχχ (χ,x;M
2) = (sinχ)−3P−(`+1)
L+1
(cosχ)Y `σ(x),
E0`σχi (χ,x;M
2) =
1
`(`+ 2)
(sinχ)−1D1P
−(`+1)
L+1
(cosχ)∇˜iY `σ(x),
E0`σij (χ,x;M
2) = (b`1T˜
`
ij + b
`
2ηij)Y
`σ(x),
b`1(χ,M
2) =
3
2(`+ 3)(`− 1)
(
−1
3
(sinχ)−1
+
1
`(`+ 2)
sinχD2D1
)
P
−(`+1)
L+1
(cosχ),
b`2(χ,M
2) = − 1
3 sinχ
P
−(`+1)
L+1
(cosχ),
T˜ `ij = ∇˜i∇˜j +
`(`+ 2)
3
ηij, (8.70)
We emphasize again that we have merely used the analogy between
de Sitter spacetime and S4 and not really analytically continued from S4
to de Sitter spacetime. If for the modes given by Eqs. (8.65)-(8.70), we let
L˜ = 0, 1, 2, 3, 4 · · · , L = 1, 2, 3, 4, 5 · · · , L = 2, 3, 4, 5, 6 · · · and L˜, L, L ≥ `,
where ` is a positive integer, then they would be regular at χ = pi and thus
Eqs. (8.65)-(8.70) would define valid spherical harmonics. However, in case
of de Sitter spacetime these modes do not satisfy all of these conditions,
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and as a result they are singular at χ = pi. But, this point corresponds to
imaginary time t = ipi/2, and hence it is not physically relevant in de Sitter
spacetime and so we can safely use Eqs. (8.65)-(8.70) for calculating graviton
Wightman two-point function in de Sitter spacetime.
These modes given by Eqs. (8.65)-(8.70), regarded as functions on de Sit-
ter spacetime, can be used to decompose the scalar Cab, vector Aab and tensor
Eab parts of the field hab in terms of mode functions. The scalar, vector and
tensor mode functions that constitute the fields Cab, Aab and Eab, respec-
tively, are orthogonal to one another with respect to the symplectic product
as long as M 6= 0 [48]. This implies that Cab, Aab and Eab commute with
one another upon quantization. Thus the quantization of each of these fields
can be considered separately. However in the limit M → 0, the vector modes
constituting Aab, and tensor modes constituting Eab, with n = 0, 1 coincide
[10]. For this reason, we shall consider the quantization of the vector and
tensor parts, Aab and Eab together, but consider the quantization of the scalar
part Cab, separately from the vector and tensor parts.
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Chapter 9
Wightman Graviton Two-Point
Function
In this chapter we shall explicitly calculate the contributions to the covariant
Wightman graviton two-point function coming from the scalar and vector-
tensor sectors.
9.1 Physical Equivalence
In linearized quantum gravity the Wightman two-point function of the gravi-
ton field hab has no physical meaning by itself because this theory has gauge
invariance under the gauge transformation,
δΛhbc = ∇cΛb +∇bΛc, (9.1)
where Λc is any vector field on de Sitter spacetime. One can find tensor fields
at x that are linear in hab and are invariant under this gauge transformations
[16]. An example of such a tensor field is the linearized Weyl tensor Wabcd(x)
given by
Wabcd(x) = W˜[ab][cd](x), (9.2)
W˜abcd(x) = ∇c∇bhad(x) + hcb(x)gad(x). (9.3)
Now, if a Wightman graviton two-point function Gbcb′c′(x, x
′) can be writ-
ten as
Gbcb′c′(x, x
′) = Pbcb′c′(x, x′) +Qbcb′c′(x, x′), (9.4)
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where
Qaba′b′ = ∇aK1ba′b′(x, x′) +∇bK1aa′b′(x, x′)
+∇a′K2abb′(x, x′) +∇b′K2aba′(x, x′), (9.5)
for some K1ba′b′(x, x
′) and K2abb′(x, x
′), then the two-point function of a local
gauge-invariant tensor field linear in hbc will be the same whether one uses
Gbcb′c′(x, x
′) or Pbcb′c′(x, x′) as the graviton two-point function.
This motivates the following definition: We say that the two graviton
two-point functions, Gbcb′c′(x, x
′) and Pbcb′c′(x, x′) are physically equivalent
in linearized gravity if they differ from each other by a two-point function of
pure gauge form Qbcb′c′(x, x
′).
9.2 Symplectic Product for Vector and Ten-
sor Modes
The Klein-Gordon type product given in Eq. (7.61), for vector and tensor
harmonic modes on de Sitter spacetime is given by (see Sec. 8, 9 of Ref. [47]),
〈E1`σ, E1`′σ′〉 = − 4L(L+ 3)δ
ll′δσσ
′
(`− 1)(`+ 3)Γ(`− L)Γ(`+ L+ 3) ,
〈E0`σ, E0`′σ′〉 = 3
[
L(L+ 3) + 2
]
L(L+ 3)δll
′
δσσ
′
`(`+ 2)(`− 1)(`+ 3)Γ(`− L)Γ(`+ L+ 3) ,
〈E2`σ, E2`′σ′〉 = δ
ll′δσσ
′
Γ(`− L)Γ(`+ L+ 3) ,
〈A0`σ, A0`′σ′〉 = − 2(L(L+ 3) + 2)δ
ll′δσσ
′
`(`+ 2)Γ(`− L)Γ(`+ 3 + L) ,
〈A1`σ, A1`′σ′〉 = 2δ
ll′δσσ
′
Γ(`− L)Γ(`+ 3 + L) . (9.6)
The Klein-Gordon type product 〈En`σ, En′`′σ′〉 and 〈An`σ, An′`′σ′〉 vanish for
n 6= n′. The vector mode functions corresponding to An`σa are given by
An`σab = ∇aAn`σb +∇bAn`σa . (9.7)
As shown in Appendix A, the symplectic product for the vector and tensor
modes is related to their Klein-Gordon type product as follows:
(An`σ, An
′`′σ′) = −M2〈An`σ, An′`′σ′〉, (9.8)
(En`σ, En
′`′σ′) =
1
2
〈En`σ, En′`′σ′〉. (9.9)
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Now recall
L ≈ 1− αM
2
5
, (9.10)
L ≈ −M
2
3
. (9.11)
It will turn out that we need L and L only to the first order in M2. Using
Eqs. (8.61) and (9.6), we get
(E1`σ, E1`
′σ′) ≈ 2M
2δll
′
δσσ
′
(`− 1)(`+ 3)Γ(`+M2/3)Γ(`+ 3−M2/3) ,
(E0`σ, E0`
′σ′) ≈ 3M
2(M2 − 2)δll′δσσ′
2`(`+ 2)(`− 1)(`+ 3)Γ(`+M2/3)Γ(`+ 3−M2/3) ,
(E2`σ, E2`
′σ′) ≈ δ
ll′δσσ
′
Γ(`+M2/3)Γ(`+ 3−M2/3) ,
(A0`σ, A0`
′σ′) ≈ − 2M
2(αM2 − 6)δll′δσσ′
`(`+ 2)Γ(`− 1 + αM2/5)Γ(`+ 4− αM2/5) ,
(A1`σ, A1`
′σ′) ≈ − 2M
2δll
′
δσσ
′
Γ(`− 1 + αM2/5)Γ(`+ 4− αM2/5) . (9.12)
To simplify these expression further, we note
Γ(`−M2/3)Γ(`+ 3 +M2/3)
= (`+ 2−M2/3)(`+ 1−M2/3)(`−M2/3)
×Γ(`−M2/3)Γ(`+M2/3), (9.13)
and since Γ(`−M2/3)Γ(`+M2/3) is analytic and even in M2, we have
Γ(`−M2/3)Γ(`+M2/3) ≈ [Γ(`)]2 +O(M4). (9.14)
Hence, to the first order in M2, we find
Γ(`+M2/3)Γ(`+ 3−M2/3)
≈ (`+ 2)!(`− 1)!
[
1−
(
2∑
k=0
1
`+ k
)
M2
3
]
. (9.15)
Similarly, we have
Γ(`− 1 + αM2/5)Γ(`+ 4− αM2/5)
≈ (`+ 3)!(`− 2)!
[
1−
(
3∑
k=−1
1
`+ k
)
αM2
5
]
. (9.16)
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We have found the symplectic product for vector-tensor harmonic modes
in de Sitter spacetime, in this section. We have also seen that the Wightman
two-point function for any free tensor field can be obtained from this sym-
plectic product by using Eq. (7.60). So in the next section we shall use the
symplectic product calculated here to find the vector-tensor contribution to
the graviton Wightman two-point function.
9.3 Vector-Tensor Contributions
Now we can write the vector-tensor contribution to the Wightman two-point
function by using Eq. (7.60) as follows:
G
(TV )
aba′b′(x, x
′) =
1∑
n=0
∑
`
∑
σ
An`σab (x)A
∗n`σ
a′b′ (x
′)
(An`σ, An`σ)
+
2∑
n=0
∑
`
∑
σ
En`σab (x)E
∗n`σ(x′)a′b′
(En`σ, En`σ)
, (9.17)
where for (n = 0, 1), we have defined An`σab as,
An`σab = ∇aAn`σb +∇bAn`σa . (9.18)
In Ref. [10] a physical Wightman graviton two-point function Paba′b′(x, x
′)
was obtained. To do so first de Donder gauge ∇bhab − ∇ah/2 = 0 was
imposed. Then it was shown that the trace could be gauged away and thus
the conditions haa = 0 and ∇ahab = 0 were also imposed. Finally it was
shown that all the modes apart from E2`σab (x) could be gauged away. Thus
it was shown that only E2`σab (x) modes contribute to the physical part of the
Wightman graviton two-point function. So Paba′b′(x, x
′) thus obtained was
given by
Paba′b′(x, x
′) =
∑
`
∑
σ
2E2`σab (x)E
∗2`σ
a′b′ (x
′)
〈E2`σ, E2`σ〉 . (9.19)
We will show here that this physical Wightman graviton two-point function
given in Ref. [10] is physically equivalent to the Wightman graviton two-
point function in covariant gauge. To do so, we write down the tensor-vector
part of the Wightman graviton two-point function in covariant gauge,
G[h]a = ∇bhab − (1 + β−1)∇ah, (9.20)
as
G
(TV )
aba′b′(x, x
′) = Paba′b′(x, x′) +Maba′b′(x, x′) + Laba′b′(x, x′), (9.21)
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where,
Maba′b′(x, x
′) =
1∑
n=0
∑
σ
An1σab (x)A
∗n1σ
a′b′ (x
′)
(An1σ, An`σ)
, (9.22)
Laba′b′(x, x
′) =
1∑
n=0
∞∑
`=2
∑
σ
An`σab (x)A
∗n`σ
a′b′ (x
′)
(An`σ, An`σ)
+
1∑
n=0
∞∑
`=2
∑
σ
En`σab (x)E
∗n`σ(x′)a′b′
(En`σ, En`σ)
. (9.23)
Now substituting Eq. (9.12) into Eq. (9.23), we get
Laba′b′(x, x
′) ≈
∞∑
`=2
∑
σ
[
(`− 1)(`+ 3)
2M2
Γ
(
`− M
2
3
)
Γ
(
`+ 3 +
M2
3
)
×E1`σab (x)E∗1`σa′b′ (x′)
− 1
2M2
Γ
(
`− 1 + αM
2
5
)
Γ
(
`+ 4− αM
2
5
)
×A1`σab (x)A∗1`σa′b′ (x′)
]
+
∞∑
`=2
∑
σ
[
−2`(`+ 2)(`− 1)(`+ 3)
3(2−M2)M2
×Γ
(
`+
M2
3
)
Γ
(
`+ 3− M
2
3
)
E0`σab (x)E
∗0`σ
a′b′ (x
′)
+
`(`+ 2)
2M2(6− αM2)Γ
(
`− 1 + αM
2
5
)
Γ
(
`+ 4− αM
2
5
)
×A0`σab (x)A∗0`σa′b′ (x′)
]
, (9.24)
The contribution from each mode to Laba′b′ is divergent in the zero mass
limit. However we shall see that the terms of order 1/M2 cancel out. Now
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for small M2, substituting Eq. (9.16) and Eq. (9.15) into Eq. (9.24), we get
Laba′b′(x, x
′) ≈ 1
2
∞∑
`=2
∑
σ
(`+ 3)!(`− 2)!
[
(`− 1)2
(
1
M2
− 1
3
2∑
k=0
1
`+ k
)
×E1`σab (x)E∗1`σa′b′ (x′)
−
(
1
M2
− α
5
3∑
k=−1
1
`+ k
)
A1`σab (x)A
∗1`σ
a′b′ (x
′)
]
+
1
12
∞∑
`=2
∑
σ
`(`+ 2)(`+ 3)!(`− 2)!
×
[
−4(`− 1)2
(
1
M2
+
1
2
− 1
3
2∑
k=0
1
`+ k
)
×E0`σab (x)E∗0`σa′b′ (x′)
+
(
1
M2
+
α
6
− α
5
3∑
k=−1
1
`+ k
)
A0`σab (x)A
∗0`σ
a′b′ (x
′)
]
. (9.25)
It may be noted that if E0`σab = A
0`σ
ab /2(` − 1) and E1`σab = A1`σab /(` − 1), in
the zero mass limit then the 1/M2 singularity will be absent in this limit. In
fact we show in Appendix B that to the first order in M2, we have
E0`σab =
1
2(`− 1)
[
A0`σab +M
2k0`σab
]
,
E1`σab =
1
(`− 1)
[
A1`σab +M
2k1`σab
]
. (9.26)
The exact form of kn`σab which is M
2-independent, for n = 0, 1 is also given
in Appendix B. Now if we substitute Eq. (9.26) into Eq. (9.25), and define
Nn`σaba′b′ for n = 0, 1 as
Nn`σaba′b′(x, x
′) = An`σab (x)A
∗n`σ
a′b′ (x
′) + An`σab (x)k
∗n`σ
a′b′ (x
′) + kn`σab (x)A
∗n`σ
a′b′ (x
′),
(9.27)
then in the M2 → 0 limit, we have
Laba′b′(x, x
′) =
∞∑
`=2
∑
σ
[
w0`N
0`σ
aba′b′(x, x
′) + w1`N1`σaba′b′(x, x
′)
]
, (9.28)
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where
w0` =
1
12
`(`+ 2)(`+ 3)!(`− 2)!×[
−1
2
+
1
3
2∑
k=0
1
`+ k
+
α
6
− α
5
3∑
k=−1
1
`+ k
]
,
w1` =
1
2
(`+ 3)!(`− 2)!
[
α
5
3∑
k=−1
1
`+ k
− 1
3
2∑
k=0
1
`+ k
]
. (9.29)
We can now write Laba′b′ as,
Laba′b′(x, x
′) = ∇av1ba′b′(x, x′) +∇bv1aa′b′(x, x′)
+∇a′v2abb′(x, x′) +∇b′v2aba′(x, x′), (9.30)
where for n = 1, 2,
v1ba′b′(x, x
′) =
1∑
n=0
∞∑
`=2
∑
σ
wn`A
n`σ
b (x)
[
1
2
An`σa′b′(x
′) + kn`σa′b′ (x
′)
]
,
v2abb′(x, x
′) =
1∑
n=0
∞∑
`=2
∑
σ
wn`A
n`σ
b′ (x
′)
[
1
2
An`σab (x) + k
n`σ
ab (x)
]
. (9.31)
There is a finite contribution to the Wightman graviton two-point func-
tion coming from the ` = 1 vector modes. In the small mass approximation
this finite contribution can be written as
Maba′b′(x, x
′) ≈
∑
σ
−Γ
(
αM2
5
)
Γ
(
5− αM
2
5
)
×A
11σ
ab (x)A
∗11σ
a′b′ (x
′)
2M2
+
∑
σ
Γ
(
αM2
5
)
Γ
(
5− αM
2
5
)
×3A
01σ
ab (x)A
∗01σ
a′b′ (x
′)
2M2(6− αM2)
≈ 1
αM4
1∑
n=0
∑
σ
bnA
n1σ
ab (x)A
n1σ∗
a′b′ (x
′), (9.32)
where b0 = 30 and b1 = −60. This has a finite zero mass limit because
An1σab = ∇aAn1σb + ∇bAn1σa = 0 in the zero mass limit for ` = 1, since for
L = 1 these are Killing vectors. Expanding An1σab , we get
An1σa (x) = A
n1σ
a (x) |L=1 + (L− 1)
∂An1σa (x)
∂L
|L=1 . (9.33)
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Now from Eqs. (9.10) and (9.33), we get
An1σa (x) = A
n1σ
a (x) |L=1 + αM2Xn1σa (x), (9.34)
where
Xn1σa (x) = −
1
5
∂An1σa (x)
∂L
|L=1 . (9.35)
Thus An1σab is of order αM
2. So in the zero mass limit, we obtain
Maba′b′(x, x
′) =
1∑
n=0
∑
σ
αbn(∇aXn1σb +∇bXn1σa )(∇a′Xn1σ∗b′ +∇b′Xn1σ∗a′ )
= ∇ax1ba′b′(x, x′) +∇bx1aa′b′(x, x′)
+∇a′x2abb′(x, x′) +∇b′x2aba′(x, x′), (9.36)
where
x1ba′b′(x, x
′) =
1∑
n=0
∑
σ
bnα
2
Xn1σb (∇a′Xn1σ∗b′ +∇b′Xn1σ∗a′ ),
x2abb′(x, x
′) =
1∑
n=0
∑
σ
bnα
2
Xn1σ∗b′ (∇aXn1σb +∇bXn1σa ). (9.37)
Thus, we have calculated the vector-tensor contribution to the Wightman
graviton two-point function in this section. In particular, we have shown that
it is physically equivalent in linearized gravity to the physical Wightman two-
point function of Ref. [10]. In the next section we shall calculate the scalar
contribution to the Wightman graviton two-point function and find that it
is pure gauge.
9.4 Equations of Motion for Scalar Modes
The scalar contribution to the Wightman two-point function has been cal-
culated for αβ − 3β − 4 = 0 in Ref. [14]. The scalar contribution to the
Wightman graviton two-point function was found to be a pure gauge contri-
bution for these value of α and β. We shall calculate the scalar contribution
to the graviton Wightman two-point function for arbitrary values of α and
β.
Let us recall that the field equations for scalar modes, given by Eqs. (8.37)
and (8.38), are
2B = a1B + a2h, (9.38)
2h = a3h+ a4B, (9.39)
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where
a1 =
12− 2αM2
α− 3 , (9.40)
a2 =
αβ − 3β − 4
β(α− 3) , (9.41)
a3 =
6(αβ − 3β − 2)
α− 3
(
1− M
2
2
)
, (9.42)
a4 =
−9β(αβ − 3β − 4)
α− 3
(
1− M
2
2
)(
1− α
6
M2
)
. (9.43)
In deriving these equations we have assumed that α 6= 3, 0 and β 6= 0.
However, the final result for the scalar contribution to the Wightman graviton
two-point function is well defined even for these values of α and β.
Eqs. (9.38) and (9.39) suggest that B and h are non-trivial linear com-
binations of two scalar fields with different masses unless αβ − 3β − 4 = 0,
which leads to a2 = a4 = 0. Let a linear combination of B and h, h + λB,
satisfy the free scalar field equation with a definite mass. Now we have
2(h+ λB) = a3h+ a4B + λ(a1B + a2h)
= (a3 + λa2)h+ (a4 + λa1)B. (9.44)
As we want Eq. (9.44) to satisfy a free scalar field equation, with a definite
mass, the right hand side of Eq. (9.44) must be proportional to h+λB. That
is,
(a4 + λa1)
(a3 + λa2)
= λ. (9.45)
Thus we get the following quadratic equation in λ,
λ2 − a1 − a3
a2
λ− a4
a2
= 0. (9.46)
Let λ1 and λ2 be the two roots of this equation. Then the product of the
roots is given by
λ1λ2 = −a4
a2
, (9.47)
and the sum of the roots is given by
λ1 + λ2 =
a1 − a3
a2
. (9.48)
Now the scalar fields φ1 and φ2 defined by
φ1 = h+ λ1B, (9.49)
φ2 = h+ λ2B, (9.50)
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satisfy
2φ1 = (a3 + λ1a2)φ1, (9.51)
2φ2 = (a3 + λ2a2)φ2. (9.52)
Solving Eqs. (9.49) and (9.50) for B and h, we get
B =
φ2 − φ1
λ2 − λ1 , (9.53)
h =
λ2φ1 − λ1φ2
λ2 − λ1 . (9.54)
9.5 Scalar Contributions
Since the scalar part Cab(x) depends on two scalar fields B(x) and h(x), we
need to find 〈0|h(x)h(x′)|0〉, 〈0|B(x)B(x′)|0〉 and 〈0|B(x)h(x′)|0〉 and take
the limit M → 0 in order to find 〈0|Cab(x)Ca′b′(x′)|0〉.
Let two solutions to the equations of motion Eq. (8.6) be C`σbc and C
`′σ′
b′c′ ,
given by
C`σbc = (∇b∇c −
1
4
gbc2)B`σ + 1
4
gbch
`σ,
C`
′σ′
b′c′ = (∇b′∇c′ −
1
4
gb′c′2′)B`′σ′ + 1
4
gb′c′h
`′σ′ . (9.55)
Here the covariant derivatives ∇a and ∇a′ only act on quantities at x and
x′, respectively. We also define 2′ = ∇a′∇a′ and 2 = ∇a∇a. Also let
pi
(`σ)abc
S (x) and pi
(`′σ′)a′b′c′
S (x
′) be momentum current conjugate to C`σbc and
C`
′σ′
b′c′ , respectively. We can now calculate the scalar contribution to the sym-
plectic product by substituting these in Eq. (8.9). This symplectic product
for the scalar part is calculated in Appendix A, and is given by
(C`σ, C`
′σ′) = −K1〈B`σ, B`′σ′〉 −K2〈h`σ, h`′σ′〉, (9.56)
where
K1 =
3
4(α− 3)(2−M
2)(6− αM2), (9.57)
K2 = − 1
β2(α− 3) , (9.58)
and where 〈B`σ, B`′σ′〉 and 〈h`σ, h`′σ′〉 are defined by Eq. (7.61). We note
that B`σ and h`σ are linear combinations of modes with different masses, so
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the Klein-Gordon-type product 〈B`σ, B`′σ′〉 and 〈h`σ, h`′σ′〉 are not conserved
separately.
Now let φ`σ1 and φ
`σ
2 be positive frequency modes satisfying Eqs. (9.51)
and (9.52), respectively. Let us also require that
〈φ`σ1 , φ`
′σ′
1 〉 = 〈φ`σ2 , φ`
′σ′
2 〉 = δ``
′
δσσ
′
, (9.59)
then by using Eq. (7.42), we have
∆m21(x, x
′) =
∑
`
∑
σ
φ`σ1 (x)φ
∗`σ
1 (x
′),
∆m22(x, x
′) =
∑
`
∑
σ
φ`σ2 (x)φ
∗`σ
2 (x
′). (9.60)
Here ∆m2(x, x
′) is the standard two-point function of the scalar field with
squared mass m2, (see Sec. 2 of Ref. [38]) and
m21 = a3 + λ1a2,
m22 = a3 + λ2a2. (9.61)
Now we can expand φ1(x) and φ2(x) as
φ1(x) =
∑
`
∑
σ
φ`σ1 (x)a1`σ + φ
∗`σ
1 (x)a
†
1`σ,
φ2(x) =
∑
`
∑
σ
φ`σ2 (x)a2`σ + φ
∗`σ
2 (x)a
†
2`σ. (9.62)
We now write the field Cab(x) as follows:
Cab(x) = C
1
ab(x) + C
2
ab(x), (9.63)
where
C1ab(x) = xˆ
1
abφ1(x),
C2ab(x) = xˆ
2
abφ2(x), (9.64)
with the differential operators xˆ1ab and xˆ
2
ab defined by
xˆ1ab =
−1
λ2 − λ1
[(
∇a∇b − 1
4
gab2
)
− 1
4
gabλ2
]
,
xˆ2ab =
1
λ2 − λ1
[(
∇a∇b − 1
4
gab2
)
− 1
4
gabλ1
]
. (9.65)
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We now expand the fields C1ab(x) and C
2
ab(x), as
C1ab(x) =
∑
`
∑
σ
C1`σab (x)a1`σ + C
∗1`σ
ab (x)a
†
1`σ,
C2ab(x) =
∑
`
∑
σ
C2`σab (x)a2`σ + C
∗2`σ
ab (x)a
†
2`σ, (9.66)
where
C1`σab (x) = xˆ
1
abφ
`σ
1 (x),
C2`σab (x) = xˆ
2
abφ
`σ
2 (x). (9.67)
Now from Eq. (9.56), we get
(C1`σ, C1`
′σ′) = −K1 + λ
2
2K2
(λ2 − λ1)2 〈φ
`σ
1 , φ
`′σ′
1 〉, (9.68)
(C2`σ, C2`
′σ′) = −K1 + λ
2
1K2
(λ2 − λ1)2 〈φ
`σ
2 , φ
`′σ′
2 〉, (9.69)
(C1`σ, C2`
′σ′) = 0. (9.70)
Now we note from Eqs. (9.41), (9.43) and (9.47),
−λ1λ2K2 = a4
a2
K2
=
3
4(α− 3)(2−M
2)(6− αM2)
= K1. (9.71)
Substituting Eq. (9.71) into Eqs. (9.68)-(9.68),and using Eq. (9.59), we get
(C1`σ, C1`
′σ′) =
λ2K2
λ1 − λ2 〈φ
`σ
1 , φ
`′σ′
1 〉
=
λ2K2
λ1 − λ2 δ
``′δσσ
′
,
(C2`σ, C2`
′σ′) =
λ1K2
λ2 − λ1 〈φ
`σ
2 , φ
`′σ′
2 〉
=
λ1K2
λ2 − λ1 δ
``′δσσ
′
. (9.72)
Thus the only non-zero commutators are given by[
a1`σ, a
†
1`′σ′
]
=
λ1 − λ2
λ2K2
δ``′δσσ′ ,[
a2`σ, a
†
2`′σ′
]
=
λ2 − λ1
λ1K2
δ``′δσσ′ . (9.73)
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Now using Eqs. (7.60) and (9.73), we get
〈0|Cab(x)Ca′b′(x′)|0〉 =
∑
`
∑
σ
[
λ1 − λ2
λ2K2
C1`σab (x)C
∗1`σ
a′b′ (x
′)
+
λ2 − λ1
λ1K2
C2`σab (x)C
∗2`σ
a′b′ (x
′)
]
. (9.74)
Now from Eqs. (9.60), (9.64) and (9.74), we get
〈0|Cab(x)Ca′b′(x′)|0〉
=
∑
`
∑
σ
[
λ1 − λ2
λ2K2
x1abφ
`σ
1 (x)x
1
a′b′φ
∗`σ
1 (x
′) +
λ2 − λ1
λ1K2
x2abφ
`σ
2 (x)x
2
a′b′φ
∗`σ
2 (x
′)
]
=
[
λ1 − λ2
λ2K2
x1abx
1
a′b′∆m21(x, x
′) +
λ2 − λ1
λ1K2
x2abx
2
a′b′∆m22(x, x
′)
]
. (9.75)
Thus we have
〈0|φ1(x)φ1(x′)|0〉 = λ1 − λ2
λ2K2
∆m21(x, x
′),
〈0|φ2(x)φ2(x′)|0〉 = λ2 − λ1
λ1K2
∆m22(x, x
′). (9.76)
Next we use these to find the Wightman functions for B(x) and h(x). We
define ∆av(x, x′) and ∆diff(x, x′) as:
∆av(x, x′) =
∆m21(x, x
′) + ∆m22(x, x
′)
2
, (9.77)
∆diff(x, x′) =
∆m22(x, x
′)−∆m21(x, x′)
m22 −m21
=
∆m22(x, x
′)−∆m21(x, x′)
a2(λ2 − λ1) . (9.78)
Then using Eqs. (9.53), (9.54) and (9.76), we obtain
〈0|h(x)h(x′)|0〉 = − 1
K2
[∆av(x, x′)
−a2λ1 + λ2
2
∆diff(x, x′)
]
, (9.79)
〈0|B(x)h(x′)|0〉 = −a2
K2
∆diff(x, x′), (9.80)
〈0|B(x)B(x′)|0〉 = 1
K2
[
1
λ1λ2
∆av(x, x′)
+
a2
2
(
1
λ1
+
1
λ2
)
∆diff(x, x′)
]
. (9.81)
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We have, from Eqs. (9.41), (9.57) and (9.58)
1
K2
= −β2(α− 3), (9.82)
a2
K2
= −β(αβ − 3β − 4). (9.83)
In the zero mass limit, we obtain from Eqs (9.40)-(9.43)
lim
M2→0
λ1λ2 = 9β
2, (9.84)
lim
M2→0
λ1 + λ2
2
= −3β, (9.85)
This implies
lim
M2→0
λ1 = lim
M2→0
λ2 = −3β, (9.86)
and hence by Eq. (9.61), we get
lim
M2→0
m21 = lim
M2→0
m22 = 3β. (9.87)
Now we define ∆
(1)
m2(x, x
′) as
∆
(1)
m2(x, x
′) = − ∂
∂m2
∆m2(x, x
′). (9.88)
Note that
lim
M2→0
∆av(x, x′) = ∆3β(x, x′),
lim
M2→0
∆diff(x, x′) = ∆(1)3β (x, x
′). (9.89)
So in the zero mass limit, we have
〈0|h(x)h(x′)|0〉 = β2(α− 3)∆3β(x, x′)
−3β2(αβ − 3β − 4)∆(1)3β (x, x′), (9.90)
〈0|B(x)h(x′)|0〉 = −β(αβ − 3β − 4)∆(1)3β (x, x′), (9.91)
〈0|B(x)B(x′)|0〉 = −α− 3
9
∆3β(x, x
′)
−αβ − 3β − 4
3
∆
(1)
3β (x, x
′). (9.92)
By differentiating the formula (2 −m2)∆m2(x, x′) = 0 with respect to m2,
we obtain 2∆(1)m2(x, x′) = m2∆(1)m2(x, x′)−∆m2(x, x′). (9.93)
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So the scalar part of the graviton Wightman two-point function, which is
G
(S)
aba′b′(x, x
′) = 〈0|Cab(x)Ca′b′(x′)|0〉, (9.94)
can be written as
G
(S)
aba′b′(x, x
′) = G(S0)aba′b′(x, x
′) +G(S1)aba′b′(x, x
′) +G(S2)aba′b′(x, x
′), (9.95)
where G
(S0)
aba′b′(x, x
′), G(S1)aba′b′(x, x
′) and G(S2)aba′b′(x, x
′) are given by
G
(S0)
aba′b′(x, x
′) =
(
∇a′∇b′ − 1
4
ga′b′(x
′)2′
)
×
(
∇a∇b − 1
4
gab(x)2
)
〈0|B(x)B(x′)|0〉 (9.96)
= [∇a∇b∇a′∇b′〈0|B(x)B(x′)|0〉
+
1
4
(gab∇a′∇b′ + ga′b′∇a∇b)]
[
4
3
∆3β(x, x
′)
+β(αβ − 3β − 4)∆(1)3β (x, x′)
]
− 1
16
gabga′b′ [−β(αβ − 3β − 8)∆3β(x, x′)
+3β2(αβ − 3β − 4)∆(1)3β (x, x′)], (9.97)
G
(S1)
aba′b′(x, x
′) =
1
4
ga′b′
(
∇a∇b − 1
4
gab2
)
〈0|B(x)h(x′)|0〉
= −1
4
β(αβ − 3β − 4)ga′b′∇a∇b∆(1)3β (x, x′)
+
1
16
β(αβ − 3β − 4)gabga′b′ [−∆3β(x, x′)
+3β∆
(1)
3β (x, x
′)
]
, (9.98)
G
(S2)
aba′b′(x, x
′) =
1
16
gab(x)ga′b′(x
′)〈0|h(x)h(x′)|0〉
=
1
16
gab(x)ga′b′(x
′)
[
β2(α− 3)∆3β(x, x′)
−3β2(αβ − 3β − 4)∆(1)3β (x, x′)
]
. (9.99)
The contributions proportional to gabga′b′ cancel out and the scalar part of
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the Wightman graviton two-point function can now be written as
G
(S)
aba′b′(x, x
′) = ∇a∇b∇a′∇b′〈0|B(x)B(x′)|0〉
+
1
3
[gab∇a′∇b′ + ga′b′∇a∇b]∆3β(x, x′)
= ∇as1ba′b′(x, x′) +∇bs1aa′b′(x, x′)
+∇a′s2abb′(x, x′) +∇b′s2aba′(x, x′), (9.100)
where
s1ba′b′(x, x
′) =
1
4
∇b∇a′∇b′〈0|B(x)B(x′)|0〉
+
1
6
ga′b′∇b∆3β(x, x′),
s2abb′(x, x
′) =
1
4
∇a∇b∇a′〈0|B(x)B(x′)|0〉
+
1
6
gab∇b′∆3β(x, x′). (9.101)
Thus, we have calculated the scalar contribution to the Wightman gravi-
ton two-point function and found it to be of pure gauge form.
9.6 Full Graviton Two-Point Function
Now the full Wightman graviton two-point function can be written as:
Gaba′b′(x, x
′) = G(S)aba′b′(x, x
′) +G(TV )aba′b′(x, x
′)
= Paba′b′(x, x
′) +∇as1ba′b′(x, x′) +∇bs1aa′b′(x, x′)
+∇a′s2abb′(x, x′) +∇b′s2aba′(x, x′) +∇av1ba′b′(x, x′)
+∇bv1aa′b′(x, x′) +∇a′v2abb′(x, x′) +∇b′v2aba′(x, x′)
+∇ax1ba′b′(x, x′) +∇bx1aa′b′(x, x′) +∇a′x2abb′(x, x′)
+∇b′x2aba′(x, x′)
= Paba′b′(x, x
′) +Qaba′b′(x, x′), (9.102)
where Qaba′b′(x, x
′) is a pure gauge contribution given by Eq. (9.5) with
K1ba′b′ = s
1
ba′b′+v
1
ba′b′+x
1
ba′b′ and K
2
abb′ = s
2
abb′+v
2
abb′+x
2
abb′ . The physical two-
point function obtained by fixing all the gauge degrees of freedom in Ref. [10]
is denoted by Pbcb′c′(x, x
′). Therefore the covariant Wightman graviton two-
point function is physically equivalent in linearized gravity to the physical
Wightman two-point function.
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We established the equivalence of the vector-tensor part of the Wightman
graviton two-point function to the physical two-point function Paba′b′(x, x
′)
of Ref. [10] in detail using the mode expansion. In Ref. [17] it was shown
that the scalar sector is of pure gauge form for a specific value of α and β.
Here we have generalized this to arbitrary value of α and β.
Now suppose that a covariant Wightman graviton two-point function has
an infrared cut-off  and that it is divergent in the limit  → 0. As it is
physically equivalent in linearized gravity to Paba′b′(x, x
′), and as Paba′b′(x, x′)
is not infrared divergent, the two-point function of a local gauge-invariant
tensor field will not depend on , i.e. will not be infrared divergent. This
also means that the infrared divergences in the Wightman graviton two-point
function for a certain gauge choice, for example as noted in Ref. [13], will
not appear in the Wightman two-point function of any local gauge-invariant
tensor field. So in this sense these infrared divergences in the Wightman
graviton two-point function are gauge artefacts in the context of linearized
gravity.
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Chapter 10
Conclusion
This thesis consisted of two parts. In the first part we studied the Feynman
ghost propagators for Faddeev-Popov ghosts for Yang-Mills theories and per-
turbative quantum gravity in de Sitter spacetime and in the second part we
analyzed the equivalence of the covariant Wightman graviton two-point func-
tion to the physical one obtained in Ref. [10].
We found that the ghosts and anti-ghosts in Yang-Mills theories satisfy
the minimally-coupled massless scalar field equation and as a result the Feyn-
man propagator for Yang-Mills theories in de Sitter spacetime is IR diver-
gent. We also found that the Feynman propagator for perturbative quantum
gravity is also IR divergent.
However it was shown that if we regularize these propagators by adding
a small mass then the modes responsible for these IR divergences do not
contribute to the time-ordered product of the fields. We thus found the
effective propagators by first subtracting these regularized modes which cause
the IR divergences and then taking the zero mass limit. This way we obtained
the effective IR finite propagators for Yang-Mills theories and perturbative
quantum gravity.
It seems likely that the use of these effective propagators will lead to
consistent perturbative theories. However the consistency of these theories is
not obvious because it is not clear how the removal of some of the modes from
the Faddeev-Popov ghosts will affect the BRST symmetry of these theories.
We can not naively remove the constant or Killing modes from these theories
because if we do so, they will be brought back as BRST transformation of
some other modes. This point needs further investigation and we would
have to modify the original BRST transformations for consistency. It will
be interesting to find the modified BRST transformations for these theories
86
after constant or the Killing modes are removed.
We have dealt only with integer-spins and it will also be interesting to
derive the propagators for the half-integer spin ghost fields in supergravity.
At present it is not clear if these propagators will be IR finite or IR divergent.
It is also not clear that if they are IR divergent, then we can still use the
method we used for integer spin fields to remove the IR divergences.
We analyzed the Wightman graviton two-point function with arbitrary
gauge parameters in the second part of this thesis. We found that the co-
variant Wightman graviton two-point function is physically equivalent to the
physical one obtained in Ref. [10], in the sense that they result in the same
two-point function of any local gauge-invariant quantity. We then argued
that as the physical Wightman graviton two-point function obtained in Ref.
[10] is known to be IR finite and the covariant Wightman graviton two-point
function is physically equivalent to it, so any IR divergences in the Wightman
graviton two-point function, for example as noted in Ref. [13], has to be a
gauge artefacts at least in the context of linearized gravity.
We should emphasize that we have only studied the free theory and at
present have nothing to say about Wightman two-point functions in the
interacting theories. It will be interesting to analyze what happens when
interactions are introduced.
It will also be interesting to analyze the equivalence of the covariant
Wightman graviton two-point function to the physical one in anti-de Sitter
spacetime in arbitrary dimensions. In fact we can also analyze this equiv-
alence for Wightman graviton two-point functions in four dimensional flat
spacetime. This is widely believed to hold but has not been done yet and
it will be interesting to see if a result similar to the one obtained in case of
de Sitter spacetime holds for flat spacetime also.
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Appendix A
Symplectic Product
A.1 General Procedure
We want to relate the symplectic product for scalar and vector modes to the
Klein-Gordon type product for them. For this purpose the following formula
is useful
∇a∇bφ∇bφ′ − (φ↔ φ′) ∼= −∇aφ2φ′ + (φ↔ φ′), (A.1)
where (φ↔ φ′) is defined to mean that the preceding expression is repeated
but with φ replaced by φ′ and φ′ replaced by φ, and ∼= indicates equality up
to terms that vanish when they are integrated over the space. To show this
we first note that
∇a∇bφ∇bφ′ − (φ↔ φ′) = Qa − [∇aφ2φ′ − (φ↔ φ′)], (A.2)
where Qa is a total divergence of an antisymmetric tensor:
Qa = ∇b[∇aφ∇bφ′ −∇bφ∇aφ′]. (A.3)
This total divergence of an antisymmetric tensor can be converted into a
surface term by Gauss’s divergence theorem on the spatial section S3 because∫
dΣb∇aF ab =
∫
d3x
√−g∇aF a0
=
∫
d3x∂i(
√−gF i0). (A.4)
As there is no boundary on S3, we just drop such terms. We have used Eq.
(7.13) here.
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A.2 Symplectic Product for the Scalar Modes
We shall calculate the contribution to the symplectic product coming from
scalar sector here. Let B`σ, B`
′σ′ , h`σ, h`
′σ′ be solutions to Eqs. (8.37) and
(8.38) and let
C`σbc =
1
4
gbch
`σ +
1
4
B`σbc ,
C`
′σ′
bc =
1
4
gbch
`′σ′ +
1
4
B`
′σ′
bc , (A.5)
where
B`σbc = (4∇b∇c − gbc2)B`σ,
B`
′σ′
bc = (4∇b∇c − gbc2)B`′σ′ . (A.6)
We denote C`σbc , B
`σ
bc , B
`σ, h`σ by Cab, Bbc, B, h and C
∗`′σ′
bc , B
∗`′σ′
bc , B
∗`′σ′ , h∗`
′σ′
by C ′ab, B
′
bc B
′, h′ here for simplicity of notation. However it may be noted
that they are modes and not fields which will be promoted to operators.
Momentum current conjugate to Cbc can be found by substituting hcb =
Cbc in Eq. (8.8). Now if the momentum current conjugate to Cbc is pi
abc
(C),
then we have
piabc(C) = pi
abc
(B) + pi
abc
(h) , (A.7)
where we define piabc(h) to be the contribution coming from the pure trace part
of the scalar modes which is obtained by substituting hbc = gbch/4 in Eq.
(8.8) and piabc(B) as the contribution coming from the traceless part of the scalar
modes which is obtained by substituting hbc = Bbc/4 in Eq. (8.8). Thus we
get
√−gpiabc(h) =
4 + 3β − αβ
8αβ
(gab∇ch+ gac∇bh)
+
(
1
4
+
1 + β
4αβ
− (1 + β)
2
αβ2
)
gbc∇ah, (A.8)
√−gpiabc(B) = −
1
2
∇a
[
∇c∇bB − 1
4
gcb2B
]
+
(
1
2
− 1
2α
)
×[
gac∇d
[
∇d∇bB − 1
4
gdb2B
]
+ gab∇d
[
∇d∇cB − 1
4
gdc2B
]]
+
(
−1
2
+
β + 1
βα
)[
gbc∇d
[
∇d∇aB − 1
4
gda2B
]]
. (A.9)
We can simplify piabc(B) by using
∇d
(
∇d∇a − 1
4
gda2
)
B =
3
4
∇a(2+ 4)B, (A.10)
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as follows,
√−gpiabc(B) =
3
8
(
1− 1
α
)
(gab∇c + gac∇b)(2+ 4)B
+
3
4
(
−1
2
+
1 + β
αβ
)
gbc∇a(2+ 4)B
−1
2
∇a
(
∇b∇c − 1
4
gbc2
)
B. (A.11)
If JaC is the contribution to J
a defined in Eq. (8.9), from the scalar modes,
then we have
JaC = −
i√−g [Ccbpi
′abc
(C) − C ′cbpiabc(C)]
= −iJa(1) − iJa(2) − iJa(3), (A.12)
where
Ja(1) =
1
4
√−g [hgcbpi
′abc
(h) − h′gcbpiabc(h) ], (A.13)
Ja(2) =
1
4
√−g [hgcbpi
′abc
(B) − h′gcbpiabc(B)
+Bbcpi
′abc
(h) −B′bcpiabc(h) ], (A.14)
Ja(3) =
1
4
√−g [Bbcpi
′abc
(B) −B′bcpiabc(B)]. (A.15)
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Thus we have
Ja(1) =
(
4 + 3β − αβ
16αβ
+
1
4
+
1 + β
4αβ
− (1 + β)
2
αβ2
)
×(h∇ah′ − h′∇ah), (A.16)
Ja(2) =
4 + 3β − αβ
4αβ
(∇a∇bB∇bh′ −∇a∇bB′∇bh)
−4 + 3β − αβ
16αβ
(2B∇ah′ −2B′∇ah)
− 3
16
4 + 3β − αβ
αβ
(h′∇a(2+ 4)B
−h∇a(2+ 4)B′), (A.17)
Ja(3) =
3
4
(
1− 1
α
)
(∇a∇bB · ∇b(2+ 4)B′
−∇a∇bB′ · ∇b(2+ 4)B)
− 3
16
(
1− 1
α
)
(2B∇a(2+ 4)B′
−2B′∇a(2+ 4)B)
−1
2
(∇b∇cB · ∇a∇b∇cB′ −∇b∇cB′ · ∇a∇b∇cB)
+
1
8
(2B · ∇a2B′ −2B′ · ∇a2B).
(A.18)
To simplify the term ∇b∇cB∇a∇b∇cB′−(B ↔ B′) in Ja(3), we first note that
∇b∇cB · ∇a∇b∇cB′
= ∇b∇cB ·
[
(gca∇bB′ − gcb∇aB′) +∇b∇a∇cB′]
= ∇a∇bB · ∇bB′ −2B∇aB′
+∇b∇cB · ∇b∇a∇cB′. (A.19)
Then by considering this term together with the term obtained by inter-
changing B and B′, we have
∇b∇cB∇b∇a∇cB′ −∇b∇a∇cB∇b∇cB′
= ∇b(∇b∇cB∇a∇cB′ −∇a∇cB∇b∇cB′)
−2∇bB∇a∇bB′ +∇a∇bB2∇bB′
∼= −∇b2B∇a∇bB′ +∇a∇bB∇b2B′
−3∇bB∇a∇bB′ + 3∇a∇bB∇bB′. (A.20)
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From Eqs. (A.19) and (A.20), we have
∇b∇cB∇a∇b∇cB′ − (B ↔ B′)
∼= ∇a∇bB∇bB′ −2B∇aB′ −∇b2B∇a∇bB′
+3∇a∇bB∇bB′ − (B ↔ B′)
= −2B∇aB′ +∇a∇bB∇b(2+ 4)B′ − (B ↔ B′). (A.21)
So we can now write Ja(3) as
Ja(3)
∼= 1
4
(
1− 3
α
)
∇a∇bB∇b(2+ 4)B′
− 3
16
(
1− 1
α
)
2B∇a(2+ 4)B′
+
1
8
2B∇a(2+ 4)B′ − (B ↔ B′)
=
1
4
(
1− 3
α
)
∇a∇bB∇b(2+ 4)B′
− 1
16
(
1− 3
α
)
2B∇a(2+ 4)B′
−(B ↔ B′). (A.22)
Now we note that using Eq. (8.37), we have
(2+ 4)B = 2α
α− 3(2−M
2)B +
αβ − 3β − 4
β(α− 3) h. (A.23)
So the terms of the form ∇a∇bB∇bB′ or ∇a∇bB∇bh′ or these with the
primed and unprimed functions swapped in Ja(2) and J
a
(3) are
4 + 3β − αβ
4αβ
(∇a∇bB∇bh′ −∇a∇bB′∇bh)
+
1
4
(
1− 3
α
)
∇b∇aB∇b
[
2α
α− 3(2−M
2)B′ +
αβ − 3β − 4
β(α− 3) h
′
]
−1
4
(
1− 3
α
)
∇b∇aB′∇b
[
2α
α− 3(2−M
2)B +
αβ − 3β − 4
β(α− 3) h
]
=
2−M2
2
(∇a∇bB∇bB′ −∇a∇bB′∇bB). (A.24)
Now from Eq. (A.1), we have
∇a∇bB∇bB′ −∇a∇bB′∇aB ∼= −∇aB2B′ +∇aB′2B, (A.25)
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so we can write
Ja(2) + J
a
(3)
∼= Ja(BB) + Ja(Bh) + Ja(hh), (A.26)
where
Ja(hh) = −
3
16
(αβ − 3β − 4)2
αβ2(α− 3) (h∇
ah′ − h′∇ah), (A.27)
Ja(BB) =
3
4
(2−M2)(6− αM2)
α− 3 (B∇
aB′ −B′∇aB), (A.28)
Ja(Bh) = −
4 + 3β − αβ
16αβ
12− 2αM2
α− 3 (B∇
ah′ −B′∇ah)
− 3
16
4 + 3β − αβ
αβ
2α
α− 3(2−M
2)(h′∇aB − h∇aB′)
+
2−M2
2
αβ − 3β − 4
β(α− 3) (−∇
aBh′ +∇aB′h)
− 1
16
(
1− 3
α
)[
12− 2αM2
α− 3
αβ − 3β − 4
β(α− 3) (B∇
ah′ −B′∇ah)
2α
α− 3(2−M
2)
αβ − 3β − 4
β(α− 3) (h∇
aB′ − h′∇aB)
]
. (A.29)
Now we have
Ja(Bh) =
[
−4 + 3β − αβ
8αβ
6− αM2
α− 3 −
1
8
α− 3
α
α− 3β − 4
β(α− 3)2 (6− αM
2)
]
×(B∇ah′ −B′∇ah)
+
[
2−M2
2
αβ − 3β − 4
β(α− 3) +
3
8
.
4 + 3β − αβ
β(α− 3) (2−M
2)
−1
8
α− 3
α
α(2−M2)(αβ − 3β − 4)
(α− 3)β
]
×(h∇aB′ − h′∇aB)
= 0. (A.30)
So the B-h terms cancel out. The total B-B contribution is given by Ja(BB)
and the total h-h contribution is given by Ja(hh) + J
a
(1), which is given by
Ja(1) + J
a
(hh) =
1
16
[
3− (3β + 4)
2
αβ2
− 3(αβ − 3β − 4)
2
αβ2(α− 3)
]
(h∇ah′ − h′∇ah)
= − 1
β2(α− 3)(h∇
ah′ − h′∇ah). (A.31)
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So if
Cab =
1
4
h+
(
∇a∇b − 1
4
gab2
)
B ,
C ′ab =
1
4
h′ +
(
∇a∇b − 1
4
gab2
)
B′ ,
then we can write,
(C,C ′) = −K1〈B,B′〉 −K2〈h, h′〉, (A.32)
where
K1 =
3
4(α− 3)(2−M
2)(6− αM2), (A.33)
K2 = − 1
β2(α− 3) . (A.34)
This is the symplectic product between two scalar modes.
A.3 Symplectic Product for the Vector and
Tensor Modes
The equation of motion for the vector modes, Eq. (8.46), can be written as
[2+ 3− αM2]Ab = 0. (A.35)
Let An`σb and A
n′`′σ′
b be two solutions to this equation. We will denote A
n`σ
b
by Ab and A
∗n′`′σ′
b by A
′
b for simplicity of notation. However it may be noted
that they are modes and not fields which will be promoted to operators.
The momentum current conjugate to Abc = ∇cAb +∇bAc, can be obtained
by substituting hbc = Aac in Eq. (8.8). Now if the momentum current
conjugate to Abc is pi
abc
(A), then we have
piabc(A) = pi
abc
(A4) + pi
abc
(A5), (A.36)
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where,
√−gpiabc(A4) = −
1
2
∇a(∇bAc +∇cAb)
+
1
2
[gac∇d(∇dAb +∇bAd)
+gab∇d(∇dAc +∇cAd)]
−1
2
[gbc∇d(∇aAd +∇dAa)], (A.37)
√−gpiabc(A5) = −
1
2α
[gac∇d(∇dAb +∇bAd)
+gab∇d(∇dAc +∇cAd)]
+
β + 1
βα
[gbc∇d(∇aAd +∇dAa)]. (A.38)
(A.39)
If JaA is the contribution to J
a defined in Eq. (8.9), from the vector modes,
then we have
JaA = −
i√−g [Acbpi
′abc
(A) − A′cbpiabc(A)]
= −iJa(4) − iJa(5), (A.40)
where
Ja(4) =
1√−g [Abcpi
′abc
(A4) − A′bcpiabc(A4)], (A.41)
Ja(5) =
1√−g [Abcpi
′abc
(A5) − A′bcpiabc(A5)]. (A.42)
It is well known that the symplectic product vanishes for hab = Aab in the
theory without the gauge-fixing term (see Ref. [49]). This implies that
−i
∫
dΣaJ
a
(4) = 0. (A.43)
So the only contribution to the symplectic product comes from Ja(5). Now we
can simplify
√−gpiabc(A2) by using Eqs. (A.35) and (4.10) as
√−gpiabc(A5) = −
1
2α
[gac(2+ 3)Ab + gab(2+ 3)Ac]
+
β + 1
βα
[gbc(2+ 3)Aa]
= M2
[
−1
2
(gacAb + gabAc) +
β + 1
β
gbcAa
]
. (A.44)
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Substituting Eq. (A.44) into Eq. (A.42), we get
Ja(5) = −M2[Ab∇aA′b − A′b∇aAb]. (A.45)
Thus we have from Eqs. (A.43) and (A.45),∫
dΣaJ
a
A = −i
∫
dΣaJ
a
(4) − i
∫
dΣaJ
a
(5)
= iM2
∫
dΣa[Ab∇aA′b − A′b∇aAb]. (A.46)
So we have
(A,A′) = −M2〈A,A′〉. (A.47)
We can write the equation of motion for tensor modes, Eq. (8.47), as
[2− 2−M2]Eab = 0. (A.48)
Let En`σbc and E
n`′σ′
bc be two solutions to this equation. We will denote E
n`σ
bc
by Ebc and E
∗n`′σ′
bc by E
′
bc for simplicity of notation. However it may be noted
again that they are modes and not fields which will be promoted to operators.
The momentum current conjugate to Ebc, can be obtained by substituting
hbc = Eac in Eq. (8.8). Now if the momentum current conjugate to Ebc is
piabc(E), then we have √−gpiabc(E) = −
1
2
∇aEbc. (A.49)
If JaE is the contribution to J
a defined in Eq. (8.9), from the tensor modes,
then we have
JaE = −
i
2
[Ebc∇aE ′bc − E ′bc∇aEbc]. (A.50)
So we have
(E,E ′) =
1
2
〈E,E ′〉. (A.51)
A.4 Summary
In summary,
(An`σ, An
′`′σ′) = −M2〈An`σ, An′`′σ′〉, (A.52)
(En`σ, En
′`′σ′) =
1
2
〈En`σ, En′`′σ′〉, (A.53)
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and if
C`σab =
1
4
gabh
`σ +
(
∇a∇b − 1
4
gab2
)
B`σ ,
C`
′σ′
ab =
1
4
gabh
`′σ′ +
(
∇a∇b − 1
4
gab2
)
B`
′σ′ ,
then we can write,
(C`σ, C`
′σ′) = −K1〈B`σ, B`′σ′〉 −K2〈h`σ, h`′σ′〉, (A.54)
where
K1 =
3
4(α− 3)(2−M
2)(6− αM2), (A.55)
K2 = − 1
β2(α− 3) .
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Appendix B
Explicit Form for the Tensor
kn`σab , for n = 0, 1
B.1 General Procedure
We shall calculate explicitly kn`σab , for n = 0, 1 here, for completeness. It may
however, be noted that the explicitly form of kn`σab is not necessary for the
main results of this thesis.
Recalling that
An`σab = ∇aAn`σb +∇bAn`σa , (B.1)
we have
An`σχχ = 2D0A
n`σ
χ , (B.2)
An`σχi = D−2A
n`σ
i + ∇˜iAn`σχ , (B.3)
An`σij = ∇˜iAn`σj + ∇˜jAn`σi . (B.4)
(B.5)
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So we have
A1`σχχ = 0, (B.6)
A1`σχi = D−2P
−(`+1)
L+1 (cosχ)Y
`σ
i (x), (B.7)
A1`σij = P
−(`+1)
L+1 (cosχ)
[
∇˜iY `σj (x) + ∇˜jY `σi (x)
]
, (B.8)
A0`σχχ = 2(sinχ)
−2D−2P
−(`+1)
L+1 (cosχ)Y
`σ(x), (B.9)
A0`σχi =
[
1
`(`+ 2)
D−2D1 +
1
sin2 χ
]
P
−(`+1)
L+1 (cosχ)∇˜iY `σ(x), (B.10)
A0`σij =
2
`(`+ 2)
D1P
−(`+1)
L+1 (cosχ)∇˜i∇˜jY `σ(x)
+2 cotχP
−(`+1)
L+1 (cosχ)ηijY
`σ(x). (B.11)
From Eqs. (8.66)-(8.70) and (B.6)-(B.11) we see that the S3 tensor structure
for En`σab is similar to A
n`σ
ab for n = 0, 1.
Now kn`σab is defined as:
k0`σab = M
−2 [2(`− 1)E0`σab − A0`σab ] , (B.12)
k1`σab = M
−2 [(`− 1)E1`σab − A1`σab ] . (B.13)
We first recall that from Eq. (8.52), we have
Dn =
d
dχ
+ n cotχ, (B.14)
and from Eq. (8.54), we have
− sinχD−νP−µν = (ν − µ)P−µν−1(x),
− sinχDν+1P−µν = −(ν + µ+ 1)P−µν+1(x). (B.15)
B.2 Explicit Form for the Tensor k1`σab
We can now calculate k1`σχχ as follows:
k1`σχχ =
1
M2
[
(`− 1)E1`σχχ − A1`σχχ
]
= 0, (B.16)
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To calculate k1`σχi , we note that
D−2P
−(`+1)
L+1 (cosχ)
=
sinχ
sinχ
D−(L+1)P
−(`+1)
L+1 (cosχ) + (L− 1) cotχP−(`+1)L+1 (cosχ)
= − [(L− 1)− (`− 1)]
sinχ
P
−(`+1)
L (cosχ) + (L− 1) cotχP−(`+1)L+1 (cosχ)
=
`− 1
sinχ
P
−(`+1)
L+1
(cosχ) +
`− 1
sinχ
[
P
−(`+1)
L (cosχ)− P−(`+1)L+1 (cosχ)
]
+
L− 1
sinχ
[
cosχP
−(`+1)
L+1 (cosχ)− P−(`+1)L (cosχ)
]
≈ `− 1
sinχ
P
−(`+1)
L+1
(cosχ)− 1
sinχ
{
(`− 1)3α− 5
15
M2
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=1
−αM
2
5
[
P
−(`+1)
1 (cosχ)− cosχP−(`+1)2 (cosχ)
]}
. (B.17)
From this we find
k1`σχi =
1
M2
[
(`− 1)E1`σiχ − A1`σiχ
]
=
`− 1
sinχ
q1(χ)Y
1`σ
i , (B.18)
where
q1(χ) ≡ 1
`− 1
{
(`− 1)3α− 5
15
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=1
−α
5
[
P
−(`+1)
1 (cosχ)− cosχP−(`+1)2 (cosχ)
]}
. (B.19)
Similarly to find k1`σij , we note that
D2P
−(`+1)
L+1
(cosχ)
=
sinχ
sinχ
D(L+2)P
−(`+1)
L+1
(cosχ)− L cotχP−(`+1)
L+1
(cosχ)
=
(L+ `+ 3)
sinχ
P
−(`+1)
L+2
(cosχ)− L cotχP−(`+1)
L+1
(cosχ)
=
`+ 3
sinχ
P
−(`+1)
L+1 (cosχ) +
`+ 3
sinχ
[
P
−(`+1)
L+2
(cosχ)− P−(`+1)L+1 (cosχ)
]
−L 1
sinχ
[
cosχP
−(`+1)
L+1
(cosχ)− P−(`+1)
L+2
(cosχ)
]
≈ `+ 3
sinχ
P
−(`+1)
L+1 (cosχ) +
1
sinχ
{
(`+ 3)
3α− 5
15
M2
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=2
−M
2
3
[
P
−(`+1)
2 (cosχ)− cosχP−(`+1)1 (cosχ)
]}
. (B.20)
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Hence we find
k1`σij =
1
M2
[
(`− 1)E1`σij − A1`σij
]
= q2(χ)
[
∇˜iY 1`σj + ∇˜jY (1`σ0)i
]
, (B.21)
where
q2(χ) ≡ 3α− 5
15
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=2
− 1
3(`+ 3)
[
P
−(`+1)
2 (cosχ)− cosχP−(`+1)1 (cosχ)
]
. (B.22)
B.3 Explicit Form for the Tensor k0`σab
Next to find k0`σχχ , we use Eq. (B.17), and get
k0`σχχ =
1
M2
[
2(`− 1)E0`σχχ − A0`σχχ
]
=
2
sin3 χ
{
(`− 1)3α− 5
15
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=1
−α
5
[
P
−(`+1)
1 (cosχ)− cosχP−(`+1)2 (cosχ)
]}
Y 0`σ
=
2(`− 1)
sin3 χ
q1(χ)Y
0`σ. (B.23)
Then we have
k0`σχi =
1
M2
[
2(`− 1)E0`σiχ − A0`σiχ
]
=
1
`(`+ 2)
X(χ)∇˜iY 0`σ, (B.24)
where
X(χ) = lim
M2→0
1
M2
[
2(`− 1) 1
sinχ
D1P
−(`+1)
L+1
(cosχ)
−
[
D−2D1 +
`(`+ 2)
sin2 χ
]
P
−(`+1)
L+1 (cosχ)
]
. (B.25)
Noting that
q1(χ) = lim
M2→0
1
M2
sinχ
`− 1
[
`− 1
sinχ
P
−(`+1)
L+1
(cosχ)−D−2P−(`+1)L+1 (cosχ)
]
, (B.26)
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we find
M2X(χ)− 2(`− 1)
sinχ
M2D1q1(χ)
=
[
d2
dχ2
+ cotχ
d
dχ
+ 6− (`+ 1)
2
sin2 χ
]
P
−(`+1)
L+1 (cosχ)
=
[
d2
dχ2
+ cotχ
d
dχ
+ (L+ 1)(L+ 2)− (`+ 1)
2
sin2 χ
]
P
−(`+1)
L+1 (cosχ)
+ [6− (L+ 1)(L+ 2)]P−(`+1)L+1 (cosχ)
= αM2P
−(`+1)
2 (cosχ), (B.27)
in the M → 0 limit. Hence
X(χ) =
2(`− 1)
sinχ
D1q1(χ) + αP
−(`+1)
2 (cosχ). (B.28)
Finally to find k0`σij , we write it as
k0`σij =
1
`+ 3
[
Z(χ)
`(`+ 2)
∇˜i∇˜j +W (χ)ηij
]
Y 0`σ, (B.29)
where
Z(χ) = lim
M2→0
1
M2
[
sinχ
[
3D2D1 − `(`+ 2)
sin2 χ
]
×P−(`+1)(cosχ)
L+1
− 2(`+ 3)D1P−(`+1)L+1 (cosχ)
]
, (B.30)
W (χ) = lim
M2→0
1
M2
[
sinχ
[
D2D1 − `(`+ 2)− 2
sin2 χ
]
×P−(`+1)
L+1
(cosχ)− 2(`+ 3) cotχP−(`+1)L+1 (cosχ)
]
.(B.31)
We note
q2(χ) = lim
M2→0
1
M2
[
sinχ
`+ 3
D2P
−(`+1)
L+1
(cosχ)− P−(`+1)L+1 (cosχ)
]
. (B.32)
Then, we have
M2Z(χ)− 2(`+ 3)D1M2q2(χ)
= sinχ
[
d2
dχ2
+ cotχ
d
dχ
+ 2− (`+ 1)
2
sin2 χ
]
P
−(`+1)
L+1
(cosχ)
= sinχ
[
d2
dχ2
+ cotχ
d
dχ
+ (L+ 1)(L+ 2)− (`+ 1)
2
sin2 χ
]
P
−(`+1)
L+1
(cosχ)
+ sinχ
[
2− (L+ 1)(L+ 2)]P−(`+1)
L+1
(cosχ)
≈M2 sinχP−(`+1)1 (cosχ). (B.33)
102
Hence, we get
Z(χ) = 2(`+ 3)D1q2(χ) + sinχP
−(`+1)
1 (cosχ). (B.34)
In a similar manner, in the M → 0 limit, we find
M2W (χ)− 2(`+ 3)M2q2(χ) cotχ ≈M2 sinχP−(`+1)1 (cosχ). (B.35)
Hence, we get
W (χ) = 2(`+ 3)q2(χ) cotχ+ sinχP
−(`+1)
1 (cosχ). (B.36)
B.4 Summary
In summary, we find
k1`σχχ = 0,
k1`σχi =
`− 1
sinχ
q1(χ)Y
`σ
i ,
k1`σij = q2(χ)
[
∇˜iY `σj + ∇˜jY (`σ)i
]
,
k0`σχχ =
2(`− 1)
sin3 χ
q1(χ)Y
`σ,
k0`σχi =
1
`(`+ 2)
[
2(`− 1)
sinχ
(
d
dχ
+ cotχ
)
q1(χ)
+αP
−(`+1)
2 (cosχ)
]
∇˜iY `σ,
k0`σij =
1
`(`+ 2)
[
2
(
d
dχ
+ cotχ
)
q2(χ)
+
sinχ
`+ 3
P
−(`+1)
1 (cosχ)
]
∇˜i∇˜jY `σ
+
[
2q2(χ) cotχ+
sinχ
`+ 3
P
−(`+1)
1 (cosχ)
]
ηijY
`σ, (B.37)
where
q1(χ) ≡ 1
`− 1
{
(`− 1)3α− 5
15
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=1
−α
5
[
P
−(`+1)
1 (cosχ)− cosχP−(`+1)2 (cosχ)
]}
, (B.38)
q2(χ) ≡ 3α− 5
15
∂
∂ν
P−(`+1)ν (cosχ)
∣∣∣∣
ν=2
− 1
3(`+ 3)
[
P
−(`+1)
2 (cosχ)− cosχP−(`+1)1 (cosχ)
]
. (B.39)
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