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(если муравей добрался до пункта назначения), со знаком «-» – для отрицательного (ес-
ли не добрался)); ioldPLh  – старый уровень феромона (положительный либо отрица-
тельный), соответствующий i-му ребру с конкретным числом его посещений. 
Распределение концентрации положительного и отрицательного феромона хранятся 
в соответствующих матрицах, в которых строки соответствуют ребрам графа, а столбцы – 
количеству перемещений по ним. 
5. В случае достижения пункта назначения, лучшая стоимость на текущий момент 
сравнивается со стоимостью пройденного пути. Если она меньше, то заменяется стои-
мостью пройденного пути. 
6. Конечным результатом является значение лучшей стоимости на текущий момент. 
Еслионо равно «INT32_MAX», то путь не был найден. 
Основные отличия предложенного алгоритма от стандартного муравьиного алгоритма: 
- предобработка информации;  
- в формулу (1) добавляются новые параметры: количество посещений вершины, ко-
личество прохождений по ребру, количество ресурса в вершине, характеристики крат-
чайшего пути из текущей вершины в целевую; 
- феромон разделяется на два типа: положительный, поощряющий выбор ребра и от-
рицательный, блокирующий выбор ребра; 
- вводятся различные уровни феромона для каждого следующего прохождения по од-
ному и тому же ребру в пути отдельного муравья; 
- вводится дополнительный вид феромона, определяющий количество ресурса, кото-
рый нужно забрать из вершины, при данном ее прохождении;  
- в каждой вершине, в процессе выбора пути, используются два случайных парамет-
ра: выбор следующего ребра; выбор количества ресурса, которое забирается в данной 
вершине на этом шаге. 
Разработанный алгоритм был реализован на языке Java в среде Eclipse. Проверка на 
тестах показала его хорошую сходимость. 
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Метод контурного анализа, предложенный Фурманом Я.А., дает хорошие результаты 
при обработке изображений, подготовленных специальным образом. Процесс подготов-
ки изображений состоит в получении данных о вектор-контурах, сформированных после 
нахождения замкнутых контуров на отфильтрованных и бинаризованных изображениях. 
В рассматриваемой работе для повышения производительности метода контурного 
анализа было предложено разделить его на два этапа. На первом этапе сравниваются 
свертки автокорреляционной функции (АКФ) вектор-контура. Остановимся на выборе 
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ния, и то, что АКФ часто является симметричной функцией, не все вейвлеты одинаково 
хорошо подходят для этих целей. Основным критерием при выборе вейвлета являются 
его дискриминирующие свойства. В идеале, дискриминирующий вейвлет должен давать 
равномерное распределение для своего первого компонента. Вейвлет Уолша, выбран-
ный для получения свёрток, не дает равномерного распределения, однако его дискри-
минирующих свойств первого компонента достаточно для уменьшения пространства по-
иска шаблонов в три-четыре раза. 
Если степень различия свёрток ниже заданного пользователем порога, можно пере-
ходить ко второму этапу сравнению самих АКФ. На этом этапе отсеиваются те вектор-
контуры, которые имеют подобные свертки, но при этом различные АКФ.  
При сравнении АКФ контур считаем распознанным, если различия АКФ не превосхо-
дят заданного пользователем порога (стоит отметить, что данный порог не связан с по-
рогом на первом этапе). Повышая порог, можно увеличить количество успешных распо-
знаваний за счет увеличения шанса ложного распознавания, понижая наоборот, умень-
шаем вероятность нахождения нужного элемента с помехами и понижаем шанс на рас-
познавание шума. 
Реализация предлагаемого подхода выполнена на языке C#. Для получения изобра-
жения и его предварительной обработки была использована библиотека EmguCV. Рабо-
та алгоритма проверялась при распознавании изображений печатных символов, полу-
чаемых в реальном времени с веб-камеры. Тестирование выявило невозможность рас-
познавания символов при повороте относительно вертикальной оси, так как при этом 
появляются геометрические искажения, что ведет к изменению контура. 
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Предложены правила определения параметров функций принадлежности для иден-
тификации топологических объектов на изображениях топологических слоев интеграль-
ных схем или их фотошаблонов.  
Ключевые слова: интегральная микросхема, обработка изображений, фотошаблон, 
нечеткая нейронная сеть, функция принадлежности. 
Введение 
При изготовлении интегральных микросхем важным является контроль технологиче-
ских процессов, который заключается в измерении характеристик и проверке результа-
тов основных операций на соответствие установленным требованиям [1]. Основной за-
дачей при этом является идентификация объекта по изображениям, полученным с ис-
пользованием систем технического зрения, т.е. обнаружение (определение границ) и ло-
кализация (определение местоположения) объектов с анализом их свойств и контролем 
параметров. При этом требуется по некоторым признакам выделять однородные облас-
ти изображения, причем, как правило, это подобие нечеткое и часто нарушается. Наи-
более подходят для ее решения нейросетевые технологии. Применение нейронных се-
тей в задачах обработки визуальной информации обосновывается также свойством обу-
чаемости или адаптивности нейронных сетей к новым задачам, при этом сохраняются 
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