The generalized varying coefficient partially linear model with growing number of predictors arises in many contemporary scientific endeavor. In this paper we set foot on both theoretical and practical sides of profile likelihood estimation and inference. When the number of parameters grows with sample size, the existence and asymptotic normality of the profile likelihood estimator are established under some regularity conditions. Profile likelihood ratio inference for the growing number of parameters is proposed and Wilk's phenomenon is demonstrated. A new algorithm, called the accelerated profilekernel algorithm, for computing profile-kernel estimator is proposed and investigated. Simulation studies show that the resulting estimates are as efficient as the fully iterative profile-kernel estimates. For moderate sample sizes, our proposed procedure saves much computational time over the fully iterative profile-kernel one and gives stabler estimates. A set of real data is analyzed using our proposed algorithm.
INTRODUCTION
Semiparametric models with large number of predictors arise frequently in many contemporary statistical studies. Large data set and high-dimensionality characterize many contemporary scientific endeavors (Donoho, 2000; Fan and Li, 2006) . Statistical models with many predictors are frequently employed to enhance the explanatory and predictive powers. At the same time, semiparametric modeling is frequently incorporated to balance between modeling biases and "curse of dimensionality". Profile likelihood techniques (Murphy and van der Vaart, 2000) are frequently applied to this kind of semiparametric models. When the number of predictors is large, it is more realistic to regard it growing with the sample size. Yet, few results are available for semiparametric profile inferences when the number of parameters diverges with sample size. This paper focuses on profile likelihood inferences with diverging number of parameters in the context of the generalized varying coefficient partially linear model (GVCPLM).
GVCPLM is an extension the generalized linear model (McCullagh and Nelder, 1989) and the generalized varying-coefficient model (Hastie and Tibshirani, 1993; Cai, Fan and Li, 2000) . It allows some coefficient functions to vary with certain covariates U such as age (Fan and Peng, 2004) , toxic exposure level or time variable in a longitudinal data or survival analysis (Murphy, 1993) . Therefore, general interactions, not just the linear interaction as in parametric models, between the variable U and these covariates are explored nonparametrically.
If Y is a response variable and (U, X, Z) is the associated covariates, then by letting µ(u, x, z) = E{Y |(U, X, Z) = (u, x, z)}, the GVCPLM takes the form g{µ(u, x, z)} = x T α(u) + z T β, (1.1)
where g(·) is a known link function, β a vector of unknown regression coefficients and α(·) a vector of unknown regression functions. One of the advantages over the varying coefficient model is that GVCPLM allows more efficient estimation when some coefficient functions are not really varying with U, after adjustment of other genuine varying effects. It also allows more interpretable model, where primary interest is focused on the parametric component.
When the number of parameters β is fixed and the link g is identity, the model has been considered by Zhang, Lee and Song (2002) , Li, Huang, Li and Fu (2002) and Xia, Zhang and Tong (2004) , and Ahmad, Leelahanon and . propose a profile-kernel inference for such a varying coefficient partial linear model (VCPLM) and Li and Liang (2005) considered a backfitting-based procedure for model selection in VCPLM. All of these papers rely critically on the explicit form of the estimation procedures and the techniques can not easily be applied to the GVCPLM.
Modern statistical applications often involve estimation of large number of parameters.
It is of interest to derive asymptotic properties for the profile likelihood estimators under model (1.1) when number of parameters diverges. The fundamental questions arise naturally whether the profile likelihood estimator (Murphy and van der Vaart, 2000) still possesses efficient sampling properties, whether the profile likelihood ratio test for the parametric component possesses Wilks type of phenomenon, namely whether the asymptotic null distributions are independent of nuisance functions and parameters, and whether the usual sandwich formula provides a consistent estimator of the covariance matrix of the profile likelihood estimator. These questions are poorly understood and will be thoroughly investigated in Section 2. Pioneering work on statistical inference with diverging number of parameters include Huber (1973) which gave related results on M-estimators, and Portnoy (1988) which analyzed a regular exponential family under the same setting. Fan and Peng (2004) studied the penalized likelihood approach under such setting, whereas Fan, Peng and Huang (2005) investigated a semiparametric model with growing number of nuisance parameters.
Another goal of this paper is to provide an efficient algorithm for computing profile likelihood estimates under the model (1.1). To this end, we propose a new algorithm, called the accelerated profile-kernel algorithm, based on an important modification of the Newton-Raphson iterations. Computational difficulties (Lin and Carroll, 2006) ) of the profile-kernel approach is significantly reduced, while nice sampling properties of such approach over the backfitting algorithm (e.g. Hu, Wang and Carroll (2004) ) are retained.
This will be convincingly demonstrated in Section 4, where the Poisson and Logistic specifications are considered for simulations. A new difference-based estimate for the parametric component is proposed as an initial estimate of our proposed profile-kernel procedure. Our method expands significantly the idea used in Yatchew (1997) and for the partial linear model.
The outline of the paper is as follows. In Section 2 we briefly introduce the profile likelihood estimation with local polynomial modeling and present our main asymptotic results. Section 3 turns to the computational aspect, discussing the elements of computing in the accelerated profile-kernel algorithm. Simulation studies and an analysis of real data set are given Section 4. The proofs of our results are given in Section 5, and technical details in the appendix.
PROPERTIES OF PROFILE LIKELIHOOD INFERENCE
Let (Y ni ; X i , Z ni , U i ) 1≤i≤n be a random sample where Y ni is a scalar response variable, U i , X i ∈ R q and Z ni ∈ R pn are vectors of explanatory variables. We consider model (1.1) with β n and Z n having dimensions p n → ∞ as n → ∞. Like the distributions in the exponential family, we assume that the conditional variance depends on the conditional mean so that Var(Y |U, X, Z n ) = V (µ(u, X, Z n )) for a given function V (Our result is applicable even when V is multiplied by an unknown scale). Then, the conditional quasilikelihood function is given by
As in Severini and Wong (1992) , we denote by α β n (u) the 'least favorable curve' of the nonparametric function α(u), which is defined as the one that maximizes
with respect to η, where E 0 is the expectation taken under the true parameters α 0 (u) and β n0 . Note that α β n0 (u) = α 0 (u). Under some mild conditions, it satisfies
The profile-likelihood function for β n is then
if the least-favorable curve α β n (·) is known.
The least-favorable curve defined by (2.1) can be estimated by its sample version through a local polynomial regression approximation. For U in a neighborhood of u, approximate the j th component of α β n (·) as
Denoting a r = (a r1 , · · · , a rq ) T for r = 0, . . . , p, for each given β n , we then maximize the local likelihood
with respect to a 0 , · · · , a p , where K(·) is a kernel function and K h (t) = K(t/h)/h is a re-scaling of K with bandwidth h. Thus, we get estimateα β n (u) =â 0 (u).
Plugging our estimates into the profile-kernel likelihood function (2.3), we havê
MaximizingQ n (β n ) with respect to β n to getβ n . Withβ n , the varying coefficient functions are estimated asαβ
One property of the profile quasi-likelihood is that the first and second order Bartlett's identities continue to hold. In particular, with the definition given by (2.3), then for any β n , we have
See Severini and Wong (1992) for more details. These properties give rise to the asymptotic efficiency of the profile likelihood estimator.
Consistency and asymptotic normality ofβ n
We need Regularity Conditions (A) -(G) in Section 5 for the following results.
Theorem 1 (Existence of profile likelihood estimator). Assume that Conditions (A)-
The above rate is the same as the one established by Huber (1973) for the M-estimator.
Note that the optimal bandwidth h = O(n −1/(2p+3) ) is included in Theorem 1. Hence n/p n -consistency is achieved without the need of undersmoothing of the nonparametric component. In particular, when p n is fixed, the result is in line with those, for instance, by Severini and Staniswalis (1994) in a different context.
, which is an extension of the Fisher matrix. Since the dimensionality grows with sample size, we need to consider the arbitrary linear combination of the profile kernel estimatorβ n as stated in the following theorem.
Theorem 2 (Asymptotic normality). Under Conditions (A) -(G), if p
5 n /n = o(1) and h = O(n −a ) for 3/(10(p + 1)) < a < 2/5, then the consistent estimatorβ n in Theorem 1
where A n is an l × p n matrix such that A n A T n → G, and G is an l × l nonnegative symmetric matrix.
A remarkable technical achievement of our result is that it does not require undersmoothing of the nonparametric component, as in Theorem 1, thanks to the profile likelihood approach. The key lies in a special orthogonality property of the least favorable curve (see equation (2.2) and Lemma 2). Other methods may require undersmoothing.
Theorem 2 shows that profile likelihood produces a semi-parametric efficient estimate even when the number of parameters diverges. To see this more explicitly, let p n = r be a constant. Then, by taking A n = I r , we obtain
The asymptotic variance ofβ n achieves the efficient lower bound given, for example, in Severini and Wong (1992) .
Profile likelihood ratio test
After estimation of parameters, it is of interest to test the statistical significance of certain variables in the parametric component. Consider the problem of testing linear hypotheses:
where A n is an l × p n matrix and A n A T n = I l for a fixed l. Note that both the null and the alternative hypotheses are semi-parametric, with nuisance functions α(·). The generalized likelihood ratio test (GLRT) is defined by
Note that the testing procedure does not depend explicitly on the estimated asymptotic covariance matrix. The following theorem shows that, even when the number of parameters diverges with sample size, T n still follows a chi-square distribution asymptotically, without reference to any nuisance parameters and functions. This reveals the Wilk's phenomenon, as termed in Fan, Zhang and Zhang (2001) . 
provided that p 5 n /n = o(1) and h = O(n −a ) for 3/(10(p + 1)) < a < 2/5.
Consistency of the sandwich covariance formula
The estimated covariance matrix forβ n can be obtained by the sandwich formulâ
where the middle matrix has (j, k) entry given by
With the notation Σ n = I −1 n (β n0 ), we have the following consistency result for the sandwich formula.
Theorem 4 Assuming Conditions (A) -(G). If p
4 n /n = o(1) and h = O(n −a ) with (4(p + 1)) −1 < a < 1/2, we have
This result provides a simple way to construct confidence intervals for β n . Simulation results show that this formula indeed provides a good estimate of the covariance ofβ n for a variety of practical sample sizes.
COMPUTATION OF THE ESTIMATES
Findingβ n to maximize the profile likelihood (2.5) poses some interesting challenges, as the functionα β n (u) in (2.5) depends on β n implicitly (except the least-square case). The full profile-kernel estimate is to directly employ the Newton-Raphson iterations:
starting from the initial estimate β (0) . We will call the estimate β (Bickel, 1973; Robinson, 1988) . The initial estimate for β n is critically important for the computational speed. We will propose a new and fast initial estimate in Section 3.1.
The first two derivatives of ∇Q n (β n ) is given by
where
is a p n by q matrix and
As the first two derivatives ofα β n (u) are hard to compute in (3.2), one can employ the backfitting algorithm, which iterates between (5) and (4). This is really the same as the fully iterated algorithm (3.1) but ignores the functional dependence ofα β n (u) in (2.5) on β n ; it uses the value of β n in the previous step of the iteration as a proxy.
More precisely, the backfitting algorithm treats the termsα
as zero and computesm ni (β n ) using the value of β n from the previous iteration. The maximization is thus much easier to carry out, but the convergence speed can be reduced.
See Hu et al. (2004) and Lin and Carroll (2006) for more descriptions of the two methods and some closed-form solutions proposed for the partially linear models.
Between these two extreme choices is our modified algorithm, which ignores the computation of the second derivative ofα β n (u) in (3.1), but keeps its first derivative in the iteration. Namely, the second term in (3.2) is treated as zero. Details will be given in Section 3.2. It turns out that this algorithm improves significantly the computation with achieved accuracy. At the same time, it enhances dramatically the stability of the algorithm. We will term the algorithm as the accelerated profile-kernel algorithm.
When the quasi-likelihood becomes a square loss, the accelerated profile-kernel algorithm is exactly the same as that used to compute the full profile likelihood estimate, sinceα β n (·) is linear in β n .
Difference-based estimation
We generalize the difference-based idea to obtain an initial estimate β
n . The idea has been used in Yatchew (1997) and to remove the nonparametric component in the partially linear model.
We first consider the specific case of the GVCPLM:
This is the varying-coefficient partially linear model studied by Zhang et al.(2002) and Xia et al.(2004) .
be a random sample from the model (3.3), with the data ordered according to the U i 's. Under mild conditions, the spacing
Indeed, it can be approximately zero; the linear term is used to reduce the approximation errors.
For given weights w j (its dependence on i is suppressed for simplicity), define
If we choose the weights to satisfy q+1 j=1 w j X i+j−1 = 0, then using (3.3) and (3.4), we have
Ignoring the approximation, which is of order O P (n −1 ), the above is a multiple regression model with parameters (γ 1 , β n ). The parameters can be found by a weighted least square fit to the (n−q) starred data. This yields a root-n consistent estimate of β n , as the above approximation for the finite q is of order O P (n −1 ).
To solve q+1 j=1 w j X i+j−1 = 0, we need to find the rank of the matrix (X i , · · · , X i+q ), denoted it by r. Fix q + 1 − r of the w j 's and the rest can be determined uniquely by solving the system of linear equations for {w j , j = 1, · · · , q + 1}. For random designs, with probability 1, r = q. Hence, the direction of the weights {w j , j = 1, · · · , q + 1} is uniquely determined. For example, in the partial linear model, q = 1 and X i = 1. Hence, (w 1 , w 2 ) = c(1, −1) and the constant c can be taken to have a norm one. This results in the difference based estimator in Yatchew (1997) and .
To use the differencing idea to obtain an initial estimate of β n for the GVCPLM, we apply the transformation of the data. If g is the link function, we use g(Y i ) as the transformed data and proceed with the difference-based method as for the VCPLM. Note that for some models like the logistic regression with logit link and Poisson log-linear model, we need to make adjustments in transforming the data. We use g(y) = log(
for the logistic regression and g(y) = log(y + δ) for the Poisson regression. Here, the parameter δ is treated as a smoothing parameter like h, and its choice will be discussed in Section 3.4.
Accelerated profile-kernel algorithm
As mentioned before, the accelerated profile-kernel algorithm needs to compute α
which will be replaced by its consistent estimate given in the following theorem. The proof is in section 5.
Theorem 5 Under Regularity Conditions (A)-(G), provided
Since the function q 2 (·, ·) < 0 by Regularity Condition (D), by ignoring the second term in (3.2), the modified ∇ 2Q n (β n ) in equation (3.2) is still negative-definite. This ensures the Newton-Raphson update of the profile-kernel procedure can be carried out smoothly. The intuition behind the modification is that, for a neighborhood around the true parameter β n0 , the least favorable curve α β n (u) should be approximately linear in
3.3 One-step estimation for the nonparametric component
n , we need to compute α β n (u) in order to computem ni (β n ) and hence the modified gradient vector and Hessian matrix in (3.1). This is the same as estimating the varying coefficient functions under model (1.1) with known β n . Cai et al.(2000) propose a one-step local MLE, which is shown to be as efficient as the fully iterated one. They also propose an efficient algorithm to compute these varying coefficient functions. Their algorithm can be directly adapted here. Details can be found in Cai et al.(2000) .
Choice of bandwidth
As mentioned at the end of Section 3.1, in addition to choosing the bandwidth h, we have an extra smoothing parameter δ to be determined due to the adjustments to the transformation of the response Y ni . This two dimensional smoothing parameters (δ, h) can be selected by a K-fold cross-validation, using the quasi-likelihood as a criterion function.
As demonstrated in Section 4, the practical accuracy can be achieved in several iterations using the accelerated profile-kernel algorithm. Hence, the profile-kernel estimate can be computed rapidly. As a result, the K-fold cross-validation is not too computationally intensive, as long as K is not too large (e.g. K=5 or 10).
NUMERICAL PROPERTIES
To evaluate the performance of estimatorα(·), we use the square-root of average errors (RASE)
, over n grid = 200 grid points {u k }. The performance of the estimatorβ n is assessed by the generalized mean square error (GMSE)
where B = EZ n Z T n . Throughout our simulation studies, the dimensionality of parametric component is taken as p n = ⌊1.8n 1/3 ⌋ and the nonparametric component as q = 2 in which X 1 = 1 and X 2 ∼ N(0, 1). In addition, the covariates (Z T n , X 2 ) T is a (p n + 1)−dimensional normal random vector with mean zero and covariance matrix (σ ij ), where σ ij = 0.5 |i−j| .
Furthermore, we always take U ∼ U(0, 1) independent of the other covariates. Finally, we use SD mad to denote the robust estimate of standard deviation, which is defined as interquartile range divided by 1.349. The number of simulations is 400 except that in Table 1 (which is 50) due to the intensive computation of the fully iterated profile-kernel estimate.
Poisson model. The response Y , given (U, X, Z n ), has a Poisson distribution with the mean function µ(U, X, Z n ) where
The p n -dimensional parameters are set at β n0 = (0.5, 0.3, −0.5, 1, 0.1, −0.25, 0, · · · , 0) T , whereas the coefficient functions are given by α 1 (u) = 4 + sin(2πu), and α 2 (u) = 2u(1 − u).
Bernoulli model. The response Y , given (U, X, Z n ), has a Bernoulli distribution with the success probability given by
The p n −dimensional parameters are β n0 = (3, 1, −2, 0.5, 2, −2, 0, · · · , 0) T and the varying coefficient functions is given by
, and α 2 (u) = 2 cos(2πu).
Throughout our numerical studies, we use the Epanechnikov kernel K(u) = 0.75(1 − We first compare the computing times and the accuracies among three algorithms:
Comparisons of algorithms
3-step backfitting, 3-step accelerated profile-kernel and fully-iterated profile-kernel algorithms. All of them use the difference-based estimate as the initial estimate. Table 1 summarizes the results based on the Poisson model with 50 samples.
With the same initial values, the backfitting algorithm is slightly faster than the accelerated profile-kernel algorithm, which in turn by far faster than the full profile-kernel algorithm. Our experience shows that the backfitting algorithm needs more than 20
iterations to converge without improving too much the GMSE. In terms of the accuracy of estimating the parametric component, the accelerated profile-kernel algorithm is about twice as accurate as the backfitting algorithm and the full profile-kernel one. This demonstrates the advantage of keeping the curvature of the least-favorable function in the Newton-Raphson algorithm. For the nonparametric component, we compare RASEs of three algorithms with those based on the oracle estimator, which uses the true value of β n . The ratios of the RASEs based on the oracle estimator and those based on the three algorithms are reported in Table 1 . It is clear that the accelerated profile-kernel estimate performs very well in estimating the nonparametric components, mimicking very well the oracle estimator. The second best is the backfitting algorithm.
We have also compared the three algorithms using the Bernoulli model. Our proposed accelerated profile-kernel estimate still performs the best in terms of accuracy, though the improvement is not as dramatic as those for the Poisson model. We speculate that the poor performance of the full profile-kernel estimate is due to its unstable implementation that is related to computing the second derivatives of the least-favorable curve. We next demonstrate the accuracy of the three-step accelerated profile-kernel estimate (3S), compared with the fully-iterated accelerated profile-kernel estimate (AF) (iterating until convergence), and the difference-based estimate (DBE), which is our initial estimate. Table 2 reports the ratios of GMSE based on 400 simulations. It demonstrates convincingly that with the DBE as the initial estimate, three iterations achieve the accuracy that is comparably with the fully iterated algorithm. In fact, the one-step accelerated profilekernel estimates improve dramatically (not shown here) our initial estimate (DBE). On the other hand, the DBE itself is not accurate enough for GCVPLM. The effect of bandwidth choice on the estimation of parametric component is summarized in Table 3 . Denote by h CV the bandwidth chosen by the cross-validation. We scaled the bandwidth up and down by using a factor of 1.5. For illustration, we use the one-step accelerated profile-kernel estimate. The results for three-step profile-kernel estimate are similar. We evaluate the performance for all components using GMSE and for the specific component β 5 using MSE (the results for other components are similar).
We do not report all the results here to save the space. It is clear that the GMSE does not sensitively depends on the bandwidth, as long as it is reasonably close to h CV . This is consistent with our asymptotic results. .3) 9.9 9.4(1.3) 3.6 2.9(.4) 3.2 2.8(.4) 400 13 6.0 5.6(0.7) 6.5 6.1(0.7) 2.3 2.1(.2) 2.2 2.0(.2) 800 16 3.7 3.8(0.3) 4.1 4.2(0.4) 1.7 1.6(.1) 1.5 1.5(.1) 1500 20 2.8 2.7(0.2) 3.1 3.0(0.2) 1.2 1.2(.1) 1.1 1.1(.1) SD mad are shown in parentheses.
Accuracy of profile-likelihood inferences
To test the accuracy of the sandwich formula for estimating standard errors, the standard deviations of the estimated coefficients (using the one-step accelerated profilekernel estimate) are computed from the 400 simulations using h CV . These can be regarded as the true standard errors (columns labeled SD). The 400 estimated standard errors are summarized by their median (columns SD m ) and its associated SD mad . Table 4 summarizes the results. Clearly, the sandwich formula does a good job, and accuracy gets better as n increases.
We now study the performance of GLRT in Section 2.2. To this end, we consider the following null hypothesis:
We examine the power of the test under a sequence of the alternative hypotheses indexed by a parameter γ as follows:
When γ = 0, the alternative hypothesis becomes the null hypothesis. Under the null hypothesis, the GLRT statistics are computed for each of 400 simulations, using the one-step accelerated profile-kernel estimates. Their distribution is summarized by a kernel density estimate and can be regarded as the true null distribution. This is compared with the asymptotic null distribution χ 2 pn−6 . Figures 1(a) and (c) show the results when n = 400. The finite sample null density is seen to be reasonably close to the asymptotic one, except for the Monte Carlo error.
The power of the GLR test is studied under a sequence of alternative models, progressively deviating from the null hypothesis, namely, as γ increases. Again, the one-step accelerated profile-kernel algorithm is employed. The power functions are calculated at three significance levels: 0.1, 0.05 and 0.01, using the asymptotic distribution. They are the proportion of rejection among the 400 simulations and are depicted in Figures 1(b) and (d). The power curves increase rapidly with η, which shows the GLR test is power- (took some graduate courses), 5 (obtained a graduate degree); job grade, a categorical variable indicating the current job level, the possible levels being 1-6 (6 the highest). Fan and Peng (2004) has conducted such a salary analysis using an additive model with quadratic spline and does not find a significant evidence of gender difference. However, salary is directly related to the job grade. With the adjustment for the job grade, the salary discrimination can not easily be seen. An important question then arises if female employees have lower probability getting promoted. To this end, we create a binary response variable HighGrade4, indicating if Job Grade is greater than 4. The associated covariates are Gender, Age, TotalYrsExp, PCJob, Edu(level of education).
To examine the nonlinear effect of age and its nonlinear interaction with the experi-ence, we appeal to the following GVCPLM:
where p H is the probability of having a high grade job. Formally, we are testing A 20-fold CV is employed to select the bandwidth h and the parameter δ in the transformation of the data. This yields h CV = 24.2, δ CV = 0.1. Table 5 shows the results of the fit using the three-step accelerated profile-kernel estimate. The coefficient for Female is significantly negative. The education plays also an important role in getting high grade job. All coefficients are negative, as they are contrasted with the highest education level. The PCJob does not seem to play any significant role in getting promotion. Figures 2(a) and (b) depict the estimated coefficient functions. They show that as age increases one has a better chance of being in a higher job grade, and then the marginal effect of working experience is large when age is around 30 or less, but start to fall as one gets older. However, the second result should be interpreted with caution, as the variables Age and TotalYrsExp are highly correlated (Figure 2(c) ).
The standardized residuals (y −p H )/ p H (1 −p H ) against Age is plotted in Figure 2 (d).
It shows that the fit seems reasonable. Other diagnostic plots also look reasonable, but they are not shown here.
We have conducted another fit using a binary variable HighGrade5, which is 0 only when job grade is less than 5. The coefficients are shown in Table 5 and the Female coefficient is close to the first fit.
We now employ the generalized likelihood ratio test to the problem (4.2). The GLR test statistic is 14.47 with one degree of freedom, resulting in a P-value of 0.0001. We have also conduct the same analysis using HighGrade5 as the binary response. The GLR test statistic is now 13.76 and the associated P-value is 0.0002. The fitted coefficients are summarized in Table 5 . The result provides stark evidence that even after adjusting for other confounding factors and variables, female employees of the Fifth National Bank is harder to get promoted to a high grade job.
Not shown in this paper, we have conducted the analysis again after deleting 6 data points corresponding to 5 male executives and 1 female employee having many years of working experience and high salaries. The test results are still similar.
TECHNICAL PROOFS
In this section the proofs of Theorems 1-4 will be given. We introduce some notations and regularity conditions for our results. In the following and thereafter, the symbol ⊗ represents the Kronecker product between matrices, and λ min (A) and λ max (A) denotes respectively the minimum and maximum eigenvalues of a symmetric matrix A. We let Q ni (β n ) be the i-th summand of (2.3).
Denote the true linear parameter by β n0 , with parameter space Ω n ⊂ R pn . Let
Regularity Conditions:
(A) The covariates Z n and X are bounded random variables.
(B) The smallest and the largest eigenvalues of the matrix I n (β n0 ) is bounded away from zero and infinity for all n. In addition, (D) The function q 2 (x, y) < 0 for x ∈ R and y in the range of the response variable,
(E) The functions V ′′ (·) and g ′′′ (·) are continuous. The least-favorable curve α β n (u) is three times continuously differentiable in β n and u.
(F) The random variable U has a compact support Ω. The density function f U (u) of U has a continuous second derivative and is uniformly bounded away from zero.
(G) The kernel K is a bounded symmetric density function with bounded support.
Note the above conditions are assumed to hold uniformly in u ∈ Ω. Condition (A) is imposed just for the simplicity of proofs. The boundedness of covariates is imposed to ensure various products involving q l (·, ·), X and Z n have bounded first and second moments. Conditions (B) and (C) are uniformity conditions on higher-order moments of the likelihood functions. They are stronger than those of the usual asymptotic likelihood theory, but they facilitate technical proofs. Condition (G) is also imposed for simplicity of technical arguments. All of these conditions can be relaxed at the expense of longer proofs.
Before proving Theorem 1, we need two important lemmas. Lemma 1 concerns the order approximations to the least-favorable curve α β n (·), while Lemma 2 holds the key to showing why undersmoothing is not needed in Theorems 1 and 2. Let c n = (nh) −1/2 , a 0β n , · · · , andâ pβ n maximize (2.4), and α
Lemma 1 Under Regularity Conditions (A) -(G)
, for each β n ∈ Ω n , the following holds uniformly in u ∈ Ω:
Likewise, the norm of the k th derivative of the above with respect to any β nj 's, for k = 1, · · · , 4, all have the same order uniformly in u ∈ Ω.
Proof of Lemma 1. Our first step is to show that, uniform in u ∈ Ω,
where η i lies betweenᾱ ni andᾱ ni + c n X * T i β * . The concavity of l n (β * ) is ensured by Condition (D). Note that K(·) is bounded, we have under Conditions (A) and (C), the third term on the right hand side is bounded by
Hence we have
Note that A n is a sum of i.i.d. random variables of kernel form, by a result of Mack and Silverman (1982) ,
uniformly in u ∈ Ω. Hence by the Convexity Lemma (Pollard, 1991) , equation (5.1) also holds uniformly in β * ∈ C for any compact set C. Using Lemma A.1 of Carroll et al.(1997) , it yields that
Furthermore, by its definition,β * solves the local likelihood equation:
whereζ i lies between 0 and c n X * T iβ * . Using Conditions (A) and (C), the last term has
With this, combining (5.2) and (5.5), we obtain
holds uniformly in u ∈ Ω by (5.3). Using the result of Mack and Silverman (1982) on
which holds uniformly in u ∈ Ω.
Differentiate both sides of (5.4) w.r.t.
which holds for all u ∈ Ω. By Taylor's expansion and similar treatments to (5.5),
where 
uniformly in u ∈ Ω. From this, for j = 1, · · · , p n , we have
uniformly in u ∈ Ω. Differentiating (5.4) again w.r.t. β nk and repeating as needed, we get the desired results for higher order derivatives by following similar arguments as above.
Lemma 2 Under Regularity Conditions (A) -(G), if
with (2s(p + 1))
Proof of Lemma 2. Define
Then by Taylor's expansion, Lemma 1 and Condition (C),
Define, for Ω as in Condition (F),
equipped with a metric ρ(f 1 , f 2 ) = f 1 − f 2 ∞ , where f ∞ = sup u∈Ω |f (u)|. We also let, for r = 1, · · · , q and l = 1, · · · , p n ,
By Lemma 1, for any positive sequences (δ n ) with δ n → 0 as n → ∞, we have P 0 (λ r ∈ S) → 1 and P 0 (γ rl ∈ S) → 1, where
∂β nl , r = 1, · · · , q and l = 1, · · · , p n . Hence for sufficiently large n, we have λ r , γ rl ∈ S. The following three points allow us to utilize Jain and Marcus (1975) to prove our lemma.
I. For any v ∈ S, we will view the map v → A rl (y, u, X, Z n )v(u) as an element of C(S), the space of continuous functions on S equipped with the sup norm. For
Similar result holds for B r (y, u, X, Z n ).
II. Note that equation (2.2) is true for all β n , and by differentiating w.r.t. β n we get the following formulas:
Thus, we can easily see that
for each r = 1, · · · , q and l = 1, · · · , p n . Also we have
by Regularity Conditions (A) and (C). Similar results hold for B r (Y, U, X, Z n ).
III. Let H(·, S) denote the metric entropy of the set S w.r.t. the metric ρ. Then
for some constant C 0 . Hence
Conditions of Theorem 1 in Jain and Marcus(1975) can be derived from the three notes above, so that we have
, converges weakly to a Gaussian measure on C(S). Hence, since λ r , γ rl ∈ S,
which implies that
Similarly, apply Theorem 1 of Jain and Marcus(1975) again, we have
Then the column vector K 1 which is p n −dimensional, has the l th component equals
using the result just proved. Hence we have shown
since δ n can be made arbitrarily slow in converging to 0. Similarly, we have K 2 = o P (1) as well. The conclusion of the lemma follows.
Proof of Theorem 1.
Let γ n = p n /n. Our aim is to show that, for a given ǫ > 0, 10) so that this implies with probability tending to 1 there is a local maximumβ n in the ball
where β * n lies between β n0 and β n0 + γ n v. We further splitÎ 1 = D 1 + D 2 , where
By Condition (A) and Lemma 1, D 2 has order smaller than D 1 . Using Taylor's expansion, we have
where K 1 is as defined in Lemma 2 so that within the lemma's proof we have K 1 = o P (1). Using equation (2.6), we have by the mean-variance decomposition
where last inequality follows from Condition (B). Hence
Next, considerÎ 2 = I 2 + (Î 2 − I 2 ), where
with the last line follows from Lemma 5 in the Appendix. Using Lemma 4,
On the other hand, by Condition (B), we have
Hence,Î 2 − I 2 has a smaller order than I 2 .
Finally considerÎ 3 . We suppress the dependence of α β n (U i ) and its derivatives on U i , and denote q 1i = q 1 (m ni (β n0 ), Y ni ). Using Taylor's expansions, expandingQ n (β * n ) at β n0 and thenQ n (β n0 ) at α β n0 , we can arrive at
SubstitutingQ n (β * n ) intoÎ 3 with the right hand side above, by Condition (C) and Lemma 1, we haveÎ
Hence,
Comparing, we find the order of −nγ 2 n v T I n (β n0 )v dominates all other terms by allowing v = C to be large enough. This proves (5.10).
Proof of Theorem 2.
Note that by Theorem 1, β n − β n0 = O P ( p n /n). Since ∇Q n (β n ) = 0, by Taylor's expansion,
where β * n lies between β n0βn and C = 1 2
which is understood as a vector of quadratic components.
Using similar argument to approximatingÎ 3 in Theorem 1, by Lemma 1 and noting
At the same time, by Lemma 5 and the Cauchy-Schwarz inequality,
Combining (5.11),(5.12) and (5.13), we have 14) where the last line follows from Lemma 2. Consequently, using equation (5.14), we get We now check the Lindeberg-Feller Central Limit Theorem (see for example, Van der Vaart(1998)) for the last term in (5.15). Let
Using Chebyshev's inequality, 16) where tr(A) is the trace of square matrix A. Similarly, we can show that, using Condition (B),
(5.17) Therefore (5.16) and (5.17) together imply
Therefore B ni satisfies the conditions of the Lindeberg-Feller Central Limit Theorem.
Consequently, using (5.15), it follows that
and this completes the proof.
Referring back to Section 2.2, let B n be a (p n − l) × p n matrix satisfying B n B T n = I pn−l and A n B T n = 0. Since A n β n = 0 under H 0 , rows of A n are perpendicular to β n and the orthogonal complement of rows of A n is spanned by rows of B n since A n B T n = 0. Hence
under H 0 , where γ is a (p n − l) × 1 vector. Then under H 0 the profile likelihood estimator is also the local maximizerγ n of the problem
Proof of Theorem 3.
By Taylor's expansion, expandingQ n (B T nγn ) atβ n and noting that ∇ TQ n (β n ) = 0, we haveQ n (β n ) −Q n (B T nγn ) = T 1 + T 2 , where
Denote by Θ n = I n (β n0 ) and Φ n = 1 n ∇Q n (β n0 ). Using equation (5.14) and noting that Θ n has eigenvalues uniformly bounded away from 0 and infinity by Condition (B), we
Combining this with Lemma 6 in the Appendix, under the null hypothesis H 0 ,
is a p n × p n idempotent matrix with rank l, it follows by mean-variance decomposition of β n − B
T nγn 2 and Condition (B)
Hence, using similar argument as in the approximation of order for |Î 3 | in Theorem 1, we have
By Lemma 5 and an approximation to
(the proof is similar to that for Lemma 3 with the proof of order for |Î 3 | in Theorem 1, and is omitted), we have
By (5.18), we havê
Since S n is idempotent, it can be written as
Proof of Theorem 4.
n (β n ),B n = cov{∇Q n (β n )} and C = I n (β n0 ). Write
Then,Σ n − Σ n = I 1 + I 2 + I 3 . Our aim is to show that, for all i = 1, · · · , p n ,
is the ith eigenvalue of a symmetric matrix A. Using the inequalities
it suffices to show that λ i (I j ) = o P (1) for j = 1, 2, 3. From the definition of I 1 , I 2 and I 3 , it is clear that we only need to show λ i (C −Â n ) = o P (1) and λ i (B n − C) = o P (1).
Applying Lemma 5 to K 1 , Lemma 3 to K 2 , and Lemma 4 to K 3 , we have C −Â = o P (1).
Thus, λ i (C −Â) = o P (1). Hence the only thing left to show is λ i (B n − C) = o P (1).
To this end, consider the decomposition
Our goal is to show that K 4 and K 5 are o P (1), which then implies λ i (B n − C) = o P (1).
We consider K 4 first, which can be further decomposed into K 4 = K 6 + K 7 , where
Observe that
and this suggests that an approximation of the order of ∂ ∂β nk (Q ni (β n ) − Q ni (β n0 )) for each k = 1, · · · , p n and i = 1, · · · , n is rewarding. Define
, and b ik = ∂ ∂β nk (Q ni (β n ) − Q ni (β n0 )), then ∂ ∂β nk (Q ni (β n )−Q ni (β n0 )) = a ik +b ik . By Taylor's expansion, suppressing dependence of α β n (U i ) and its derivatives on U i ,
Using Lemma 1, Condition (C), with argument similar to the proof of Lemma 4, we then have a ik = O P (h p+1 + c n log 1/2 (1/h)).
Similarly, Taylor's expansion gives
∂β nk ∂β n T (β n − β n0 )(1 + o P (1)), which implies that, by Theorem 1 and Regularity Condition (C),
Using the approximations of a ik and b ik above, by Condition (C),
∂Q ni (β n0 ) ∂β nj · |a ik + b ik | = O P (h p+1 + c n log 1/2 (1/h) + n −1/2 p n ).
This shows that K 6 = O P (p n (h p+1 + c n log 1/2 (1/h)) + p 2 n n −1/2 ) = o P (1)
by the conditions of the theorem.
For K 7 , note that
which implies that (K 7 ) = O P (p 2 n /n) = o(1). Hence using K 4 = K 6 + K 7 , K 4 = o P (1) + O P (p n (h p+1 + c n log 1/2 (1/h)) + p 4 n /n) = o P (1).
Finally consider K 5 . Define A j = n
, where a ij and b ij are defined as before, we can then rewrite K 5 = {A j A k }. Now
where the last line follows from the approximations for a ij and b ij , and mean-variance decomposition of the term n −1 n i=1 ∂Q ni (β n0 ) ∂β nj
. Hence K 5 = O P (p n (h p+1 + c n log 1/2 (1/h) + n −1/2 p n ) 2 ) = o P (1), and this completes the proof.
Proof of Theorem 5.
In expression (2.4), we set p = 0, which effectively assumes α β n (U i ) ≈ α β n (u) for U i in a neighborhood of u. Using the same notation as in the proof of Lemma 1, we havē
n (â 0β n (u) − α β n (u)) and X * i = X i . Following the proof of Lemma 1, we arrive at equation (5.8), which in this case is reduced to
Solving for ∂â 0β n (u) ∂β n from the above equation, which is true for j = 1, · · · , p n , we get the same expression as given in the lemma.
Hence it remains to show that ∂â 0β n (u) ∂β n is a consistent estimator of α ′ β n (u). However this is done by the proof of Lemma 1 already, where equation (5.9) becomes ∂â 0β n (u) ∂β n −α ′ β n (u) = O P ( √ p n (h + c n log 1/2 (1/h))) = o P (1) and the proof completes.
where the last line follows from Lemma 1. Hence
n (β n ) − ∇ 2 Q n (β n ) = O P (p n (h p+1 + c n log 1/2 (1/h))).
Lemma 5 Under Regularity Conditions (A) -(G) and p
4 n /n = o(1),
Proof of Lemma 5. The first conclusion follows from
n /n) = o(1). From this, triangle inequality immediately gives
The second equation then follows from Lemma 4. Following the proof of Theorem 1, we have B T n (γ n − γ n ) = O P ( p n /n). Following the proof of Theorem 2 and by Lemma 2, I n (β n0 )B T n (γ n − γ n0 ) = n −1 ∇Q n (β n0 ) + o P (n −1/2 ).
Left-multiplying with B n and using equation (5.19), the right hand side of the above equation becomes n −1 B n ∇Q n (β n0 ) + o P (n −1/2 ). Hence, B T n (γ n − γ n0 ) = n −1 B T n (B n I n (β n0 )B T n ) −1 B n ∇Q n (β n0 ) + o P (n −1/2 ), since B n I n (β n0 )B T n has eigenvalues uniformly bounded away from 0 and infinity, like I n (β n0 ) does.
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