Introduction
The original purpose of Group Support Systems (GSS), also called Group Decision Support Systems (GDSS) is to support a group of decision-makers engaged in a decision process. This can be possible by exploiting information technology facilities. In the early 1980s, many studies started to explore how collaboration technologies (as email, chat, teleconferencing, etc.) can be used to improve the efficiency of the group work. Most of these studies focused on collaborative group decision-making and problem-solving activities. Researchers proposed several definitions of GSS. In their work, DeSanctis and Gallupe in [1] defined GSS as a system which combines communication, computer, and decision technologies to support problem formulation and solution in group meetings. For Sprague and Carlson, a GSS is a combination of hardware, software, people and processes, that enables collaboration between groups of individuals [2] . These definitions (and many others) point out four important aspects: devices (as computers, communication network), software (decision technologies, communication software, etc.), people (as the meeting participants) and group processes (as nominal group technique, etc.).
GSSs can be used in several situations:
· Face to face: decision makers are situated in a decision room, · Distributed and synchronous situation: decision makers can work from their own office through a Web GSS and can communicate thanks to chatting system, video systems [3] .
GSS (and most groupware systems) require significant investment (time and effort). They introduce changes in two dimensions: intentional group processes; and software to support them [23] . Although research on groupware systems goes back to the 60's, we still struggle to evaluate how well they fulfill their objectives (and thus, how well they justify the required investment). Evaluating groupware systems is challenging as it requires studying them from multiple perspectives: the group characteristics and its dynamics, the organizational context where the system is used, and the effects of the technology on the group's tasks [21] . Moreover, innovative GSS (especially research prototypes) frequently fail early not because of a bad design of intentional processes but because of user experience defects in the design and implementation of the supporting software. In fact, much of what is known about user experience evaluation refers to single user applications. Only recently, research has turned its attention towards user experience evaluation of groupware [22] .
In this paper we report an experience using an existing GSS called GRoUp Support (GRUS). Our proposal takes profit of the user experience design of GRUS in order to improve it.
The paper is structured as follows. In the second section we describe the related work. In the third section the GRUS system is briefly explained. The fourth section describes the used protocol that is composed by a User / Interface usability test, a video design and finally the study is described. In the fifth section the three conducted user tests are described: one in Spain, another one in Argentina and the final one in Chile. The sixth section presents an analysis of the results and gives some conclusions and perspectives of this work.
Related Work
The original purpose of Group Support Systems (GSS), also called Group Decision Support Systems (GDSS) is to exploit opportunities that information technology tools can offer to support group work. Several definitions have been proposed which point out four important aspects: devices (computers, communication network, etc.), software (decision technologies, communication software, etc.), people (meeting participants) and group processes (as nominal group technique, etc.). Many studies evaluate GSS and show that they can improve the productivity by increasing information flow between participants, by generating a more objective evaluation of information, by improving synergy inside the group, by reducing time, and so on (see [15, 20, 1814, 14] ). All these studies highlighted that the efficiency of use of GSS depends strongly on the facilitator. Group facilitation is defined as a process in which a person who is acceptable to all members of the group intervenes to help improving the way it identifies and solves problems and makes decisions [13] . Unfortunately, professional facilitators are difficult to maintain in organizations and their disappearance will often entail the abandon of use of GSS (see [17] ).
In this work, we chose the Collaborative Engineering (CE) framework, which proposes for high-value recurring tasks to transfer facilitation skills to participants (in our case, to some participants that are novice in facilitation) and, in this way, to avoid to maintain professional facilitators (see [17] ). As any other software application, the user experience is an important aspect for its adoption. Improving the user experience could constitute an interesting leverage for promoting the use of GSS without professional facilitators by, for example, making them more autonomous with the tool.
Usability is a crucial aspect of UX, and there are many evaluation methods to assess it. Fernandez et al. report on different usability evaluation methods (UEMs) for the web [19] , many of which are applied after the system was deployed with the purpose of finding and fixing usability problems on existing web interfaces. Collaborative software presents a particular challenge for usability, either in the design process or in the user tests with many participants, which present a very different scenario than the traditional, single-user tests.
In the next section we describe the GRUS system, which was used as GSS throughout the experience.
3
The GRUS System
The system GRUS (GRoUp Support) is a Group Support System (GSS) in the form of a web application. GRUS can be used for organizing collaborative meetings in synchronous and asynchronous modes. In synchronous mode, all participants are connected to the system at the same time, while in asynchronous mode, participants use the system at different times. It is also possible to use GRUS in mixed mode, synchronously and asynchronously at different steps of the process. With GRUS, users can achieve session in distributed (all participants are not in the same room) and non-distributed situations (all participants are in the same room). The only requirement is an internet connection with a web browser. A user of GRUS can participate in several parallel meetings. For some meetings, a user can have the role of a standard participant and for other meetings she/he can have the role of a facilitator. In GRUS, the facilitator of a collaborative process can always participate to all activities of her/his process.
The GRUS system proposes several collaborative tools, the main tools are:
─ Electronic brainstorming: allows participants to submit contributions (ideas) to the group. ─ Clustering: the facilitator defines a set of clusters and put items inside of these clusters. ─ Vote: This class of tools refers to voting procedure. ─ Multicriteria evaluation: users can evaluate alternatives according to criteria. ─ Consensus: displays statistics on the multicriteria evaluation outcomes.
─ Miscellaneous: reporting (automatic report generation), feedback (participant questionnaire for evaluating the meeting quality), conclusion (for integrating conclusions of the meeting), direct vote (the facilitator directly assigns a value to items).
A GRUS session follows two general stages: the meeting creation and the achievement stages. During the meeting creation stage, a GRUS user defines the topic, which user will be the facilitator, the group process, the beginning date and the duration (see Fig. 1 ). She/he also invites participants to the meeting. A predefined process can be used or a new one can be created (see Fig. 1 ). In GRUS, a group process is a sequence of collaborative tools (mentioned above). The meeting is carried out in the second stage. In this stage, the facilitator starts the meeting and then, participants (including the facilitator) can contribute. The facilitator has a toolbar to manage the meeting (this toolbar is only present in the facilitator interface, see Fig. 2 ). Thanks to this toolbar, she/he can add/remove participants, go to the next collaborative tool (and thus finish the current step/tool), modify the group process and finish the meeting. Standard participants do not have this toolbar and only follow the sequence of steps/tools. 
Protocol
Our protocol is based on a double approach: training the users and then testing the system. Following the final step (testing) a questionnaire is given to end-users to evaluate the system as well.
The idea of this scenario allows us to re-implement it for each following training session to guarantee having the same circumstances in which the reported results would be generated. Thus, with this way the resulted feedbacks and evaluations (comments, questionnaires, etc.) of the system would be comparable because the same surveying elements might be evaluated against each other to produce a more solid and effective reporting strategy.
User Interface Evaluation
In a previous work [7] we ran a three-fold usability evaluation on GRUS, as a representative software system to support collaborative decision making. The evaluation included user tests with volunteers, and heuristic evaluation (i.e. manual inspection without users), and an automated diagnose supported by a usability service named Kobold [4] .
The main aim of the evaluation was to find out the usability issues, not only of the GRUS system in particular, but also to any other Group DSS products in a more general way. The motivation behind this evaluation was to understand why, in spite of the existence of many different DSSs available for the agricultural field, the adoption rate is so marginally low. According to the literature, usability is one of the main factors for this lack of adoption [5, 6] .
Being a particular setting for evaluating usability, especially given the collaborative component that's typical in such systems, the evaluation was designed with three different techniques. The motivation behind this decision was to maximize the coverage of usability issues to capture. For instance, the automated diagnose was expected to catch issues overlooked by experts, and heuristic inspection could give the experts the chance to detect issues that user tests could not cover (since tasks are designed for endusers to follow a somewhat fixed path).
Preparation
We ran the tests in the context of decision-making in the specific scenario of tomato production in the green belt of La Plata city, Argentina. For the user tests, i.e. those involving real volunteers, we designed tasks for the team to accomplish, mainly related to the different alternatives that producers face at the time of planting or harvesting. In the different tests we ran, some users were sharing the same physical space, and others were connected by video calls. More details on the preparation can be found in the previous research [7] . The automated tests were run simultaneously with the user tests, since the automated service used (Kobold) requires capturing real users' interaction in order to produce a list of usability issues.
Results
After the experiment, we detected a total of 15 issues, with some overlapping between the three different kinds of evaluation. The issues detected in the experiment were consistent with the previous findings in the literature. The most serious and repeated issues were connected with two general problems:
· Excess of information, or bloated GUIs: one representative example was the "overloaded report" for the decision-making process (this was actually one of the two issues captured by all three techniques). Other issues related to this general problem were "complex GUI in multi-criteria feature selection", and also "redundant controls and terminology". · Lack of awareness in the collaborative process: many issues were related to the collaborative nature of the software combined with the linear process. Volunteers were frequently confused about what the next action was, or where the other participants were standing.
Many of the 15 issues were also related to the system's learnability, that is, after running into the problematic UIs for the first time, volunteers quickly learned about how to handle it. Also, the multi-step, multi-user process (assisted by a facilitator) required prior training before the usage. Because of this, we designed a video training session for further usability tests, so users could be prepared for the tasks. It was also a good way of controlling the potential bias of differently trained users.
In the next section, we present how we devised the video training so future volunteers could be quickly put up to speed in a uniform way, before running the test sessions.
Training the End Users
According to Sutcliffe & Ryan [8] , one of the four techniques of the SCRAM method for requirements elicitation and validation is providing a designed artifact which users can react to, like using prototypes or conducting concept demonstrator sessions. What is presented in a demonstrator session is called a demonstrator script and its nature can vary: Røkke et al. [10] mention that it could be a prototype-simulation or even a prospective design, and the session can be interactive (with the participants using the system) or simply a presentation showing how to use the system. In any case, what is important is to generate a debate to get feedback from the participants and observe their reactions. Sutcliffe & Ryan [8] state that the demonstrator has limited functionality and interactivity, and it is intended to illustrate a typical user task. It runs "as a script" that illustrates "a scenario of typical user actions with effects mimicked by the designer". Maguire et al. [12] also mention video-prototyping as an alternative to demonstration and to show the concepts behind the system. In our case, as we run the experience in different sessions, explained by different presenters, with participants (the audience, future users) living in different countries (Argentina, Chile, France, and Spain) and involves a collaborative scenario, we choose to present the use of the tool in a same scenario by recording a video in English and Spanish. This way, we avoided having a bias due to different environments (OS, browser, Internet connection, etc), team configurations and order (most of the steps involve actions from different users), or differences in the explanations provided by the presenter (due to his user-experience, or the amount of details provided, possible mistakes while demonstrating each step, etc.). In addition, we generated the concept demonstrator script with two goals: to get feedback from the users but also to familiarize them with the interactions offered by the system before they had actually to use it in a different domain. In the subsections below, we detail how we generated the demonstrator and how we designed the demonstration session.
The demonstrator script was designed to show the use of GRUS [7] to make a multicriteria decision in the field of Agriculture with participants who are experts in the domain of the problem. As GRUS allows users to use predefined process and even create new ones, we choose to show its usage with the same kind of process that will be later used (after the demonstration) by the participants to solve another problem in a different domain. The process we choose was a multicriteria evaluation process, which involves: 1) defining the meeting parameters, 2) defining the criteria and alternatives, 3) multicriteria evaluation, 4) direct choice and 5) reporting.
The production of the demonstrator script started with an introduction where the scenario was explained. It was set up in the context of five greenhouse leaders from a same farm needing to agree on how much stems per plant they should use for the next crop. The farmers have this doubt since they heard from a study stating that increasing the number of stems to 3 or 4 significantly increase yield without significantly compromising the fruit quality [11] . But such experiment was run in a place where the conditions of the soil and the weather change, and with a different kind of mini-tomato seed. Such differences were presented in the introduction, as well as the five participants identified with an avatar for further references in the screen-recording sessions.
After presenting the scenario, the video presents how the five users solved the problem using GRUS. The video was divided into sections, clearly separated with a progress graph indicating which is the following step to demonstrate. The first section involved the participation of just one user who acted as a moderator and created and managed the meeting, but multiple users participated in most of the remaining steps. In such cases, the actions of the different users are presented sequentially, and their avatar was placed in a corner to indicate who is currently taking action.
To produce the demonstration part of the video, we recorded ourselves using the system and playing the role of the 5 farmers. We recorded the screens of all the users, each in his own environment. For the session recordings we defined recording guidelines, so all the participants recorded the video under the same settings: recording in mp4 format with a high resolution (720p onwards), full-screen mode, 30 fps, disabling the audio input and enabling the recording of the pointer. One of the sessions run on Ubuntu using the SimpleScreenRecorder tool 1 , three on a Windows platform with the Debut video capture application 2 , and one in MacOS using the QuickTime-integrated functionality 3 .
The software used to produce the video was Kdenlive 4 , an open-source multi-track video editor. We also defined guidelines to process the individual videos:
1. Split the steps. Identify each step of the process and render it in a separated file. 2. Split delays and remove them. If there are delays (e.g., the user is thinking), split the video to separate such sections and remove them (so the videos look fluent). 3. Accelerate slow actions. If there are slow sections in the video that cannot be split and removed, apply the speed filter to such section. 4. Zoom in. Apply the zoom effect when the host resolution was too high and form controls look so small, compared to the other sessions. E.g. If there is some text that the user may need to read when playing the video.
After the individual processing of the sessions, we integrated the introduction and all the individual sessions ordered by the steps in the process. We also placed a picture with the avatar of the active user in the right-bottom corner of the video. The resultant video is publicly available on Youtube 5 .
Protocol Definition
The main goal of the previously conducted experiments with GRUS using an experimentation protocol was to show how a GDSS web-based system can be supportive to a group involved in collective decision-making while being non-used to technologybased solutions to take/support critical decisions. Each of the participating teams has its own objectives, specificity of the risk to manage, and level the uncertainty to reveal. Another important aspect of having such a unified protocol is consolidating the evaluation of user experience and satisfaction about the system's outcomes in a way that helps to get more trustworthy conclusions about what and how to enhance in the actual deployed system's features and functionalities.
To set up the user tests, the following elements must be available at the meeting room (synchronous and collocated experiment):
· Two or more decision-makers with a computer for each of them. · Internet connection is mandatory since the system is a web-based application. · A facilitator managing the meeting (preferably the same person in all cases or at least having equal level of system's functionalities use and explanation proficiency) · A shared screen or a video projector to share the facilitator's screen when demonstrations are needed.
Before starting the tests, every participant must have a user account on GRUS, if not, a new one needs to be created accessing the new account form page (http://141.115.26.26:8080/grus1112/user/newAccount/form) or by clicking on the Login button at the top right of the screen then choosing create new account.
After being logged in, the facilitator will create the new meeting with the confirmation of everyone on the parameters of the process and invite all the decision makers to join the meeting accessible from the list of meeting available in: http://141.115.26.26:8080/grus1112/default/openMeeting or by navigating to the meetings button in the top menu.
After joining the meeting, participants must follow the facilitator instructions to fill in a proper manner all the following steps, which differs accordingly to the chosen or newly defined process.
When the decision to be taken is dependent on multiple influencing factors that must be considered to have a precise evaluation of the different available possibilities, then the Multi-Criteria process is the one to be followed to accomplish such a meeting. To do so, GRUS proposes a predefined MCDM process that consists of:
─ Parametrization of the meeting, i.e. title, description, stakeholders' weights, evaluation scale. ─ Brainstorming engaging all participants to define collectively the set of criteria and alternatives. ─ Individual preferences matrix of Criteria/alternatives to be evaluated against one another done by everyone separately using the defined evaluation scale. ─ Consensus building step is the one during which the facilitator shows and explains the resulting calculation results and leads the interpretation process to build up a final common decision. ─ Decision to be made after having the consensus about what, based on the supportive results given by the system, is the most likely to be held as a better alternative, what might be suitable or feasible in the impossibility of the first chosen one or set of elements and what are the eliminated alternatives that had a non-encouraging score during the MC individual preferences step. ─ At the end of the meeting, an automatically generated report would be downloadable containing all the parameters and results that have been used and produced during the test.
A final questionnaire with the following questions should be given to participants to get it filled after the meeting:
Evaluation of the system:
· Do you feel that the system helped making the decision? · Do you think that the system is too complicated? In which step? · Is the user interface user friendly? · What would you propose as improvement of the system?
Evaluation of the previous training:
· Did the training help you understand more the system? · Do you think that the training helped you to better define the problem?
· Do you think that the facilitator role can be enough to build the necessary understanding of the system without any prior training? · Would one more round be enough for you to get more effectively used to the system? · Would one more round on the same example give results that are more precise after having a better understanding of the system?
Results
In this section we detail the four tests that we ran: two in Spain, one in Argentina and one in Chile. As the general purpose of these sessions is evaluating the user-experience aspect of our GSS, we here only report its related users' feedback.
Tests in Spain
Two user tests were conducted in Spain in a company which is a cooperative company for the food industry.
For the first test 9 participants were involved: 2 as facilitators and 7 from as decision makers grouped on three computers, that means that we really have 3 decision makers and 1 facilitator, the second facilitator supported the end-users to use the system. We present the video in Spanish explaining how to use the GRUS system. We define together a decision problem: How to improve eggs production? 3 alternatives were defined: free range growth, growth inside a pavilion, growth kept in a cage inside a pavilion; and 3 criteria: animal welfare, type of feed, infrastructure. We used the multi-criteria process (presented below).
For the second test we had 4 computers: two computers for two end-users (decision makers), one for the decision maker and one for the facilitator. The end-users participated in the previous test. They knew the system and they learned how to use it in the first round. The video-demonstrator was not shown to them at that point. The decision to make was: Choose a packaging for meat exportation for international countries outside Europe. Three alternatives were defined: Family Pack / Individual Pack / Professional Pack: Big containers. The alternatives were defined by discussion and the facilitator filled in the three alternatives. They finally have to order the three alternatives and the system computed the final result for the group.The used process is simpler than the previous and includes fewer steps.
Feedback from the first session showed us that the system is too complex to be used by real practitioners and that some part of the system must be hidden depending on the current step of the process. Nevertheless, they found the video very useful to understand the system and the multicriteria process as well.
The participants found the voting process very easier and faster than the multicriteria process, the presentation of results at the end as well have been also clearer and more understandable to all of them.
Test in Argentina
Our second round (third test) was held in the Faculty of Agrarian and Forestry Sciences in the National University of La Plata in Argentina with the participation of 5 decision makers, two researchers in agronomy, one researcher in computer science and two master students.
The tools to be used were defined collectively by the attendees Fig. 3 .a and the decision was about the allocation of the amount of each under-study crop inside the university's nursery. Therefore, because of their advanced level of knowledge and valuable experience, the agronomy researchers took very higher weights in the parametrization step. In the brainstorming step, as shown in Fig. 3 .b participants defined easily the set of criteria and alternatives since they understood well the operability of the system during the training session few days before. Then, in the third step the MC-evaluation gave the ranking which was the same with the two used calculation methods i.e. Choquet's integral [24] and weighted sum Fig. 3 .c. Finally, and after discussion, decision makers reached in a consensual manner the final choice that consisted of keeping the second alternative, to consider as feasible the third and to not keep the first one as illustrated in Fig. 3 .d.
After the meeting the questionnaire was filled by the attendees and revealed the following:
─ Users are satisfied with the features and are appreciating the assets offered by the system that simplified to them a task that was usually complicated in most similar situations. ─ They consensually believe that the training session gave them an essential introduction to the system that without which, it could have been more complicated to them to define correctly the problem and to give precisely their consistent preferences. ─ Some improvements from a user experience point of view were proposed, such as the revision of the matrix of preferences presentation, which might be hard to understand by non-IT user stakeholders. 
Test in Chile
With a group of researchers and administrative staff of the main agricultural research institution in Chile, i.e. INIA La Cruz, and after a training session with the video-demonstrator, the participants collectively decided the most important topics to be prioritized by the institution during the next year. The meeting was reached by 9 decision makers with different administrative positions and scientific backgrounds that defined together the topic and the tools to use. After discussing the level of knowledge and the influence of each on the final decision, different weights were given accordingly to everyone during the parametrization step.
Afterwards, participants defined a set of criteria (i.e. Social impact, Regional economical contribution, Regional center skills and Climate change) and alternatives i.e. Crop physiology, Irrigation research, Pollination research, Computer science application in agriculture, Agricultural ecology, Tree fruit research and Horticultural research). Next, they gave separately their personal preferences that have been collected and ranked based on Choquet's Integral and weighted sum and finally took the decision to consider both rankings by keeping the first two alternatives of each calculation method, to consider the 3rd elements as feasible and to not keep the rest.
After the meeting, the participants answered the questionnaire listed in section 4.3. The level of satisfaction about the usefulness and the added-value of the system was high and consensual. The training session was helpful for most of them, nevertheless, some thought that whether only facilitation or training session would suffice, and had some difficulties with the user interface that was not sufficiently highlighting the guideline through the process.
Conclusions
In this paper we presented a report of user experience in a GSS. Conducting this experience in three different countries with different users (but using the same conditions in all sessions otherwise), the feedback showed us that learning such Collaborative systems is mandatory for end-users. We used for this purpose a video that simplifies the system understanding. Nevertheless, we still have to investigate our studies to understand how the training could influence the decision results.
