For many years it has been debated whether the quiet solar corona is heated by nanoÑares and microÑares or by magnetic waves. In this paper TRACE data of events with energies in the range 1023È1026 ergs are investigated. A new stable and objective statistical technique is proposed to determine the index, [c, of a power-law relation between the frequency of the events and their energy. We Ðnd that c is highly dependent on the form of the line-of-sight depth assumed to determine the event energies. If a constant line-of-sight depth is assumed, then c lies between 2.4 and 2.6 ; however, if a line-of-sight depth of the form is assumed, where is event area and k is a constant, then c lies between 2.0 and (A e /k2)1@2 A e 2.1. In all cases the value of c is greater than 2 and therefore implies that the events with the lowest energies dominate the heating of the quiet solar corona. Moreover, there are strong indications that there is insufficient energy from events with nanoÑare energies (i.e., energies in the range 1024È1027 ergs) to explain the total energy losses in the quiet corona. However, our results do not rule out the possibility that events with picoÑare energies (i.e., energies in the range 1021È1024 ergs) heat the quiet corona. From analysis of the spatial distribution of the events, we Ðnd that events are mainly conÐned to regions with the brightest EUV emission, which are presumably the regions connected to the strongest magnetic Ðelds. Indeed, just 16% of the quiet corona possesses such events.
INTRODUCTION
Twenty-Ðve years ago Levine (1974) proposed a "" new theory of coronal heating ÏÏ in which he suggested that a multitude of small reconnection events may be responsible for heating the solar corona. Over several years Parker (1981 Parker ( , 1983 Parker ( , 1988 ) built on these ideas and introduced the term nanoÑare, which he deÐned as any impulsive energy release with energy less than 1027 ergs, the minimum energy of a conventional microÑare. He considered the average energy of a nanoÑare to be 1024 ergs. Parker referred to observations that seemed to indicate that his ideas were plausible. The rocket-borne observations of Lin et al. (1984) show many hard X-ray spikes with energies in the range from 1024 up to 1027 ergs. The more numerous of these spikes have energies at the lower end of the range, and all the signs indicated that there were many more events with even smaller energies. Furthermore, Porter et al. (Porter, Toomre, & Gebbie 1984 ; Porter et al. 1987 ) observed localized brightenings throughout the magnetic network. These events, observed in C IV, have lifetimes from just a minute or so up to an hour and were interpreted by Parker to be nanoÑare-like impulsive heating events.
In 1991, Hudson calculated that if the power needed to heat the corona is generated by events of varying sizes then the total power, P, per unit area is equal to the integral of event energies, E, times their frequency of occurrence per unit area and per unit time, f(E),
where f (E) has dimensions of ergs~1 cm~2 s~1 and the limits and are the energies of the smallest and E mn E mx largest events, respectively. If the frequency of events, f (E), follows a power law of the form
then, assuming that and c \ 2, E mx ? E mn
implying that events with large energy provide the dominant contribution to the heating. If, however, c [ 2, then
and small-scale events dominate the heating. Although the frequency of event energies is unlikely to be one single power law over the entire energy spectrum, authors of various papers have tried to determine values for the power-law index, [c, in particular energy ranges. In many of the early papersÈsee Crosby, Aschwanden, & Dennis (1993) for a good reviewÈthe frequency of regular Ñares was estimated by assuming that the energy in a Ñare is linearly related to the peak Ñux or peak count rate of the Ñare. Power-law relations derived from histograms of these parameters give estimates for c of around 1.8. Recently, however, attempts have been made to estimate actual energies. Crosby et al. (1993) calculated energies from Ñare electrons observed using hard X-ray bremsstrahlung observations. They found c to be 1.53^0.02 for events with energies in the range 1028È1031 ergs. Shimizu (1995) studied active-region transient brightenings, small-scale events with energies in the range 1027È1029 ergs, and they estimated c for the frequency distribution of these events to be between 1.5 and 1.6. From this result he calculated that active-region transient brightenings supply at most 20% of the energy required to heat active regions.
Clearly, all these results seem to indicate that nanoÑares cannot be the dominant heating mechanism in the solar corona. This could be for two reasons : either nanoÑares really are unimportant, at least in the active corona, or the frequency of events drastically increases as the energy of events decreases. Cargill (1994) , therefore, decided to investigate the problem from a di †erent angle by trying to predict the signatures of observed nanoÑares, assuming a particular heating model for loops in active regions. CargillÏs predictions do not contradict existing observations, moreover, they suggest possible new observable signatures which, he hoped, would be observed by EIT on SOHO.
On the other hand, one could consider competing heating theories. These generally involve the dissipation of waves in the corona. Ten years ago it was thought that slow magnetoacoustic waves generated below or in the photosphere by turbulent convection would steepen and shock before reaching the corona. Also, fast magnetoacoustic waves generated in a similar way were again believed not to reach the corona, because they would either steepen and shock like the slow waves or be reÑected o † density gradients in the transition region.
waves, on the other hand, were Alfve n predicted to propagate easily into the corona. The big problem was how to dissipate them. Phase mixing appeared promising in coronal holes, whereas resonant absorption was a possibility in long closed loops. Recently, however, there has been a series of new observations that have put some of the above theories into doubt. Slow magnetoacoustic waves have been observed both in giant loops (Berghmans & Clette 1999) and in polar plumes (DeForest & Gurman 1998) . Astonishingly, these waves appear to propagate up from the photosphere or low chromosphere, which seems to be at odds with established theories. Fast magnetoacoustic waves have also been observed, in association with Ñares, using EIT on SOHO. Fast propagating waves have been detected in the corona moving at velocities of 200È600 km s~1 away from sites of solar Ñares and coronal mass ejections. These waves are known as coronal Moreton waves or Ñare waves (Thompson et al. 1999) . Furthermore, Nakariakov et al. (1999) have observed trapped fast waves in postÑare loops using TRACE. These loops have periods of 4È6 minutes and are observed to dampen over a period of 10È12 minutes. However, waves Alfve n have, as yet, not been observed in the low corona, though these waves must exist, since there are in situ measurements of waves in the solar wind taken by UVCS on Alfve n SOHO. All these measurements of waves look very promising for wave heating. However, answers to the key questions of (1) whether or not these waves have sufficient Ñux to explain the energy losses from the corona and (2) how their energy is dissipated have still not been determined.
The EIT on SOHO has not only been used to establish the existence of waves in the corona. It also provided an excellent opportunity for nanoÑares and microÑares to be detected. Krucker & Benz (1998, hereafter KB) , analyzed quiet-Sun data from EIT and found that the frequency of events in the range 1025È1026 ergs has a c between 2.3 and 2.6. They suggest that this power-law relation would have to continue to about 3 ] 1023 ergs in order to match the observed minimum heating requirement for the quiet corona. This is estimated to be at least 3 ] 105 ergs cm~2 s~1 by Withbroe & Noyes (1977) , although KB show that, from radiative losses alone, this Ðgure might be much nearer 4.5 ] 105 ergs cm~2 s~1. Furthermore, Falconer et al. (1998) compared EIT Fe XII images and Kitt Peak magnetograms and discovered a high coincidence between brightenings in the EIT images, no matter how small, and tiny magnetic bipoles in magnetograms. This suggests that many of the very small, 1 or 2 pixels, brightenings observed by EIT are real events. More evidence that many very small events exist comes from observations made by MDI on SOHO. Schrijver et al. (1998) investigated the evolution of magnetic Ðelds in the quite corona and found that the "" magnetic carpet ÏÏ has a turnover time of 40 hr. That is to say, the amount of magnetic Ñux that emerges in a 40 hr period is equal to the total absolute Ñux on the quiet Sun. Since the total absolute Ñux remains more or less constant, this means that the cancellation rate must be equal to the emergence rate of Ñux. Moreover, they estimate that these cancellations provide sufficient energy to explain the energy losses from the quiet corona.
Clearly, the result of KB is signiÐcantly di †erent from other estimates determined for c. This may well be because the data analyzed by KB are of the quiet corona, whereas other estimates of the power law index have used active region data. It is, therefore, worth testing their result using di †erent data. The natural choice was, of course, to use TRACE data, since TRACE has a higher spatial and temporal resolution than EIT. Also, the Ðlters on the TRACE and EIT are very similar and, therefore, similar types of events can be investigated.
In this paper we use a technique similar to that of KB to determine event energies in the range a few times 1023È1026 ergs using quiet Sun TRACE data (°3). However, we analyze our energy results using a new technique (described in°2) which gives a reliable and consistent estimate of the power-law index for the event frequency function. The new technique avoids all problems associated with binning data and takes into account the fact that the energy of events is generally under-reported due to the discrete nature of the observed data. This means that a much more accurate estimate of the power-law index can be calculated (°4). Furthermore, it gives a much better lower bound for the total power from these events (°6).
STATISTICAL APPROACH
Following HudsonÏs example (Hudson 1991) and other authors (e.g., Shimizu 1995 and KB, etc.) initially a histogram approach to analyzing the data was chosen. The logarithm of the observed energies, was deÐned to be E obs ,
where the constant, is such that
[ minimum E obs . The yÏs were then binned into bins of constant width, such z6 , that the frequency of occurrence of events in the bin centered on z equals
where M(z) is the number of events with log energies y in the range and the constant z [ z6 /2 [ y \ z ] z6 /2, with A and T the area and time period in h 0 \ 1/(AT E 1 ) which the events occur.
An equivalent graph to a histogram of the data can be drawn by plotting log h(z) against z. Such a graph is shown in Figure 1a . One can then use a variety of methods to Ðt a line through the data and determine the index of the power law from the gradient of the Ðtted line. However, problems arise due to the subjective nature of such an approach. What bin size, should be used ? What method should be z6 , used to Ðt a line though this data ? Should all data points be used to Ðt the line ? Clearly, there are no absolute right or wrong answers to these questions. Furthermore, how do we determine errors for the power-law indices ? Simply using the errors calculated from Ðtting a line is not sufficient, since they do not take into account the true extent of the variation possible due to di †erent bin sizes and line Ðtting methods.
Furthermore, careful inspection of the histograms suggests that Ðtting a single power law to the data is inadequate. This is because there are fewer events with the lowest observed energies than the line that Ðts the bulk of the data suggests. This short fall of events with low energies appears also in the data analyzed by KB. Why should this occur ?
The most likely explanation for a short fall of events at low energies is that the energies we observe are not the "" true ÏÏ event energies, but energies that are just less than the true energies. The drop in energy probably arises because our data are discrete. We assume that an observed energy is associated with a change in emission measure, *EM, between a peak and its preceding minimum (explained more fully in°3). Even though the cadence of the TRACE data is higher than that of any other data set used for this sort of analysis to date, it is still not sufficient to resolve an individual event properly and therefore we observe a change in emission measure smaller than the true change (Fig. 2) . Hence, the energies observed under-report the true energies of events.
In order to circumvent the problems of Ðnding the power-law index using the above log histogram method, we decided to employ a more objective method. The method we chose is essentially the standard statistical procedure of maximum likelihood estimation. The data can be graphically compared with the results from such a method by using empirical frequency functions (see Appendix for an explanation). The problem of under-reporting is taken into account by using a skew-Laplace distribution instead of a single power law. A skew-Laplace distribution is a distribution that on the left-hand side is a power law with index, / say, and on the right-hand side is a power law with index, [c say, where / and c are both positive. An eventÏs "" observed ÏÏ energy, will be related to its E obs , true energy, E, by
where u is an under-reporting factor which satisÐes 0 \ Since, we do not know the exact form for the density u [ 1. function g(u), it is reasonable to assume that it is a power law with index equal to the gradient of the left-hand side of the skew-Laplace distribution, since the left-hand side is a plot of under-reported energies. Thus, we shall assume that u has density function g(u) \ 4 5 6 0 0
Furthermore, we shall assume that u and are indepen-E obs dent. Now, if we assume that the "" true ÏÏ energies E have a power-law frequency function
then it follows from a result of Hinkley & Revankar (1977) that the observed event energies, will have a frequency E obs , function of the form
Note that the power-law index, [c, for the observed frequency of energies greater than is equal to that for E 0 the true energy frequency. This frequency function can then be reformulated in terms of
to give a skew-Laplace frequency function for y, which equals
Next, we need to estimate the parameters c, /, and l. A good method of doing this is the maximum likelihood method. However, for large samples, computation of maximum likelihood estimates is tedious. A simpler approach is to use the large-sample approximation to the maximum likelihood estimates derived in Hinkley & Revankar (1977) . We deÐne
where r \ 1, . . . , n and are the
If is the value of r at which is maximum, then the r'
L r estimates and of c, /, and l are given by
Clearly, we need to know how accurate our estimates of c, /, and l are, and so we must calculate conÐdence intervals for our estimates. The 95% large-sample conÐdence intervals for l, c, and /, are, respectively,
The goodness of Ðt of the model to the observed frequencies of events can be assessed graphically by plotting the empirical frequency function, against on a D obs(i) , E obs(i) log-log plot, where and
We can compare the data with the model by plotting p obs against on the same graph using the values of c, /, and E obs estimated from the data to calculate If the two plots E 0 p obs . are close, then the model is a good Ðt to the data. For a derivation of the empirical frequency function see D obs(i) , Appendix.
OBSERVATIONS
We analyzed data taken by TRACE (the Transition Region and Coronal Explorer), which was launched in 1998 April (Golub et al. 1999 pairs. Just 13 pairs of observations is not many, however, out of a week-long series of observations this is the longest set we could Ðnd that, when cleaned, had a cadence varying by at most 1 s and had exposure times that were identical for all 173 images and identical for all 195 images. This data set has considerably better spatial and temporal resolution than any data set used so far to consider the distribution of event energies. It is also much more consistent in its exposure times and cadence variation. This is very important, because our deÐ-nition of an event depends on comparing changes between images. Clearly, these changes will naturally increase or decrease as the time gap between the images increases or decreases.
The TRACE data were prepared by Ðrst cleaning to remove spikes from cosmic-ray hits, then a pedestal (including dark current), calculated individually for each image, was subtracted. Next the 173 images were resized A from 1024 ] 1024 pixels down to the size of the 195 A images, 512 ] 512 pixels, giving an angular resolution of 1A. Finally, the images were paired and the ratios per pixel of their intensities determined. From these ratios we derived average temperatures for each pixel using TRACE response curves. The TRACE response curves were determined using the CHIANTI atomic data, an assumed density of 109 cm and the TRACE Ðlter response curves. Average emission measures were derived from the average temperatures and the 173 data numbers for each pixel. For further informa-A tion see Klimchuk & Gary (1995) . Random errors for the temperature and emission measure were calculated using the formulae given by Klimchuk & Gary (1995) . We Ðnd that the modal and mean errors for temperature are 1.7% and 1.9% and for emission measure are 6.1% and 6.7%, respectively. The sizes of the systematic errors are not known. However, Klimchuk & Gary (1995) suggest that they may be even larger than the random errors.
To estimate the energies of events, we use a method similar to that of KB. That is to say, we assume that the signature of an event is an enhancement in emission measure. Such an enhancement could occur for a number of reasons : evaporation of heated photospheric/ chromospheric plasma ; in situ heating or cooling of existing plasma to the Ðlter temperatures ; and the movement of plasma along loops. Of these possible mechanisms the most likely ones are evaporation of chromospheric material or in situ heating. The temperature of the plasma we observe is at the higher end of the range for the quiet Sun. It is, therefore, unlikely that many of our enhancements are due to cooling plasma, however, we cannot rule out this possibility (this of course would be quite di †erent if we were looking at the active corona). Also we see little evidence of our events moving, which we would expect them to do if our enhancements were triggered by wave motions along a loop. It has been suggested that it is hard to distinguish between resonant absorption heating and impulsive heating from multiple nanoÑare-like events. A recent paper by Ofman, Klimchuk, & Davila (1998) shows that resonant absorption could give rise to many small bursty brightenings that would move along loops. We see little evidence of moving of events, however, this again does not rule out such a heating mechanism.
Even with all these apparent draw backs with the method used it is still important to investigate the frequency of events and the index of the power law. If the power-law index is still less than 2, even when we count all the events (nanoÑare, cooling or resonant absorption generated), it implies that nanoÑare heating is rather unlikely to be the dominant heating mechanism in the quiet corona. On the other hand, if we Ðnd that the power-law index is greater than 2, then we can at least say that nanoÑare heating is certainly a possibility and needs to be investigated further.
Clearly, if an event is due to evaporation, then the energy of the event must be enough not only to heat the plasma to the observed temperature, but also to raise the plasma from the photosphere/chromosphere into the corona. Let us consider the ratio of the thermal energy and potential energy in such events :
where N is the total number of particles, is the Boltk B zmann constant, is the temperature of the plasma, g is the T e gravitational acceleration at the surface of the Sun and H is the distance the plasma has been raised. Finally, m is the mean particle mass, taken here to be where is the 0.6m p , m p mass of a proton.
In general, in the quiet corona the plasma temperature is between 106 and 2 ] 106 K and the events have loops with radii at most 1.5 ] 109 cm (half the diameter of a supergranule cell). More often, however, H will be considerably smaller than this. We, therefore, Ðnd that the thermal energy of these small events is at least 5 times the potential energy, and so here we merely consider the thermal energy of events.
After taking into account the e †ect of di †erential rotation, we identiÐed peaks in the emission measure (cm~5) of each pixel. An energy per pixel is associated with the di †er-ence, *EM, between a peak in emission measure and its preceding minimum by
where is the area of the pixel, h is the observed line-of-A p sight depth and q is the Ðlling factor, taken here to be 1.0. Since h is unknown, we consider various cases. In the Ðrst, h is assumed to be constant, and in the second, h \ (A e /k2)1@2, where is the area of the event and k2 is Ðxed at a suitable A e estimate of event length over event width. If no preceding minimum of a peak in emission measure exists, then the Ðrst emission measure observed for that pixel is taken as the minimum. This means that in the Ðrst few frames, not only are far fewer events observed, but also the sizes of these events are, in general, smaller than in the later time steps. To determine a peak in emission measure, we merely compare the emission measure in each pixel with the emission measure in that pixel at the preceding and following times. Furthermore, we assume that if 2 pixels are next to each other and they peak in exactly the same time step, then they are counted as being part of the same event. A pixel is considered to be next to another pixel if it is any one of the surrounding eight pixels.
Clearly, not every enhancement in emission measure is caused by an event and so we set a lower limit, or threshold, above which an emission measure enhancement, *EM, is counted as a genuine event. This avoids problems with peaks due to errors in the emission measures. The limit of emission measure enhancement is set at np. To calculate p we suppose that the errors, of the observed emission e i , measures have a normal distribution centered at 0 and with standard deviation, p. Using maximum likelihood the threshold, p, is estimated to be
In this paper, we take p as and n to be either 2 or 3. This pü means that if events have emission measure enhancements of at least 2 p, then their enhancements are greater than 95% of all emission measure errors. However, if events have emission measure enhancements of at least 3 p, then their enhancements are greater than 99.8% of all emission measure errors.
The threshold used here is di †erent from that used by KB. Their threshold was calculated from Ðtting a normal distribution to just the peak of the emission measure error density function as opposed to the whole function ).
RESULTS
The region studied in this paper is the central region of the SOHO/EIT image above (Fig. 3a ). An enlargement of this region taken by TRACE is shown in Figure 3b . The EIT pixel area is almost 7 times as large as the TRACE pixel size.
The bottom left hand corner of the TRACE image contains some extended loop structures. These appear, from the EIT image, to be emanating from an active region. Since, in this paper, we are interested only in the heating of the quiet corona we will, for the most part, only consider the three quiet quarters of the TRACE region. In°4.2, we use statistical arguments to explain further the reasons for this.
4.1. Frequency of Events Using the above method of preparing the data and determining event energies, we Ðnd that the number of good pixels per 3/4 image (i.e., those pixels that are within the region of both the 173 and 195 Ðlters for the entire A observing period) is 175,372, and so we observe an area equivalent to 420 ] 420 arcsec2. The range of temperatures of the pixels lies within the diagnostic range of the Ðlters (i.e., between 8.0 ] 105 K and 1.85 ] 106 K), so we have no problems with trying to interpret temperatures near the turning points of our response curves.
The total number of observed peaks in emission measure, no matter how small the enhancement, is 191,418. By deÐni-tion, a peak in emission measure in a particular pixel must be greater than the emission measure in that pixel at the preceding and following time steps. This means that there can be no peaks in the Ðrst or last time steps and that a peak can occur, at most, every other time step. We Ðnd that for our data p \ 9.2 ] 1025 cm~5 and that the total numbers of pixels which have peaks with enhancements, at least 2 p or at least 3 p are 37,872 and 11,712, respectively.
As mentioned in the previous section, an event may be more than 1 pixel in size, and so the number of events is obviously less than the number of peak pixels. We Ðnd that there are 16,272 and 4497 events with enhancements of at least 2 p and at least 3 p, respectively, in total over the whole time period. This relates to about 1479 and 409 events per time step for each case. However, when determining an enhancement in emission measure, we consider the di †erence between a peak and its preceding minimum, as already described in°3. If no minimum exists, as is possible in the Ðrst few time steps, then the Ðrst observed emission measure is assumed to be a minimum. This means that in the Ðrst few time steps there will be fewer events than in the later time steps and that these events will have smaller event energies. For example, in the case where events have enhancements greater than 2 p there are only 593 and 808 events observed in the second and third time steps and 1691 and 1987 observed in the second from last two time steps (there are no events in the Ðrst and last time steps). If we discount the Ðrst four steps in each case, then the average numbers of events rise to 1636 and 480 events per time step for each case. To avoid any errors from this problem, we always determine the frequency of events using just those events that occur in the time steps 5 to 13. From now on when we refer to the whole data set we mean just those events in time steps 5 to 13.
First, we consider events calculated with a constant lineof-sight depth, h \ 7.26 ] 107 cm, which is equal to the width of 1 pixel. Such a small line-of-sight depth is chosen because 78% of events have areas less than 3 pixels and 97% have areas less than 10 pixels. The observed energies of events with enhancements at least 2 p range from 2.5 ] 1023 up to 5.7 ] 1025 ergs. It is important to note that the exact value of the constant h does not change the values of the FIG. 3b power-law indices, c and /. It does, however, shift and stretch the energy range over which this power law holds and, therefore, does e †ect the estimate of the total power due to these events. For instance, an increase in h by a factor k2 \ 3 will produce an increase of in all the J3 energy estimates, implying an observed energy range from 4.3 ] 1023 up to 9.9 ] 1025 ergs.
The Ðtted and empirical frequency functions of event energies, for events with constant h, are plotted in Figure 4a . Estimates, and for the power-law indices are detailed in c' / ' , the Ðrst two lines of Table 1 for events with emission measure enhancements of at least 2 p and 3 p. This table also gives conÐdence intervals for c and estimates of minimum "" true ÏÏ energy, for each case. E 0 \ exp (l' ), 4 .ÈFrequency of events vs. event energy for (a) events of any size and emission measure enhancements at least 2 p and 3 p and (b) events with at least 1, 2, 3, and 4 pixels and emission measure enhancements of at least 2 p. Energies used in these graphs were determined using h \ 7.26 ] 107 cm. These plots show the observed data (solid line and dots) and the right-hand power law of the Ðtted skew-Laplace distribution (dashed line). The frequencies of events for the four cases in (b) are multiplied by 1, 10~2, 10~4, and 10~6, respectively, so they can all be drawn without overlap on the same graph.
In the above cases we have counted events of all sizes. Let us consider, instead, events with at least 2, 3, and 4 pixels and emission measure enhancements at least 2 p. In each of these cases, we have 5131, 2842, and 1861 events, respectively, occurring in the observed period. The frequency graphs for these cases are plotted in Figure 4b and the estimates and are detailed in the last three lines of c' , / ' , E 0 Table 1 . From this table estimates show that c is greater than 2 and lies between 2.37 and 2.59. The power-law index, /, on the other hand, is at least an order of magnitude larger. This implies that event energies are under-reported by only a small amount. Remember, our under-reporting factor u and the observed energies are independent and E obs so too are their frequency functions. Furthermore, we only assume the general mathematical form of these frequency functions and, hence, / and c are free parameters which are determined by the observed data. This means / could have been small or large. Indeed, where this statistical technique has been applied in other Ðelds the values of / have been either much smaller than c or roughly the same size. For example, Hinkley & Revankar (1977) investigated the under-reporting of peoples incomes for tax purposes and found, may be unsurprisingly, a small value of /, of about 0.5, in comparison to their c of about 3.3 ! Note, that as we become more strict in our deÐnition of an event, demanding that events have a certain minimum area, the power law index does not decrease monotonically as the minimum area increases. This suggests that our estimates of the power-law indices are not dependent on event area. Clearly, however, the minimum event energy is dependent on event area.
In the above calculations, we assumed that the line-ofsight depth, h, which is used to calculate event energies, is constant. However, this is not necessarily a reasonable assumption. Events covering a small area are likely to have a much smaller depth, h, than events covering a larger area. Assuming that this is the case, one possible form for the depth h is where is the area of an event and k2 (A e /k2)1@2, A e is a constant that assumes that all events are loops that are k2 times long as they are wide. Hence, events are loops whose width equals their depth, h. Estimates and are c' , / ' E 0 detailed in Table 2 below for the same Ðve cases given above, using energies calculated assuming that k \ 1. Not surprisingly, the estimates for c are lower than in the constant h case. Interestingly though, they are still greater than 2, but only just. Furthermore, the range of energies which the events span has increased, so that now the observed events have energies ranging from 2.5 ] 1023 up to 6.1 ] 1026 ergs (Fig. 5) .
Relaxing the assumption that k \ 1, so assuming that all events are loops of length k times their width, does not change the indices of the power law. This is because k is simply a constant, and so its e †ect is just to decrease or increase all energies by the same factor. Thus, it will cause changes to the estimates of total energy from the events.
Assessing Spatial Homogeneity
As already mentioned, the bottom left corner of our sample region contains loops that could extend from an active region (Fig. 3b) . There also appears to be an unusually large number of events along the edge of this corner. To test whether this region is really di †erent from the other 3/4 of the observed region, we divide our sample region up into quarters, to give four independent data sets and compare the results with those attained when analyzing the whole sample region. In this analysis, we consider events with energies calculated using a constant line-of-sight depth, h \ 7.26 ] 107 cm. Table 3 details the results, which show that the estimates of c vary from 2.44 to 2.56. To determine whether this spread of values for c is signiÐcant, we use the likelihood ratio test of homogeneity of c.
Looking at the results for the estimates of c in the four quarters, we see that the value of for the bottom left c' quarter appears much smaller than the estimates for the other three quarters. We can test this statistically by using the likelihood ratio test. Let us assume that in each quarter, i, where i \ 1, . . . , l, there exist events and that we estin i mate the power-law index, of the frequency function by [c i , using the statistical approach described in°2. Then the c' i , likelihood ratio statistic is where is the estimate of the power-law index of the [ c' frequency function using the whole data set. The variation between the is considered signiÐcant if is large c' i -values w l compared with a distribution. We Ðnd that for our s l~1 2 four quarters Since, the probability (called the w 4 \ 11.98. p-value) of getting a number at least 11.98 from a diss 3 2 tribution is less than 0.08, we conclude that i \ 1, . . . , 4 c i , are not all equal. If, however, we just compare the estimates for the three quiet quarters, top left, bottom right and top right with the estimates of the parameters calculated for the combination of these three quarters (see Table 1 ), then we
Ðnd
Such a has a p-value of 0.48, so we can w 3 \ 1.53. w 3 accept at the 48% signiÐcance level that the for c i -values these three quarters are equal.
The same statistical test can also be performed using the energies derived using
The results from such h \ (A e /k2)1@2. an investigation do not show quite as convincingly that the bottom left corner has a signiÐcantly di †erent value of c. However, there are certainly far fewer events in the bottom left quarter than in all the others and so to avoid any possible misleading results we simply do not count events in this quarter. FIG. 5 .ÈFrequency of events vs. event energy for (a) events of any size and emission measure enhancements at least 2 p and 3 p and (b) events with at least 1, 2, 3, and 4 pixels and emission measure enhancements of at least 2 p. Energies used in these graphs were determined using These plots show the h \ A e 1@2. observed data (solid line and dots) and the right-hand power law of the Ðtted skew-Laplace distribution (dashed line). The frequencies of events for the four cases in (b) are multiplied by 1, 10~2, 10~4, and 10~6, respectively, so they can all be drawn without overlap on the same graph. NOTES.ÈResults from the analysis of the four quarters of the sample region in comparison with the whole data set, where the number of events, power-law index and the minimum "" true ÏÏ energy all refer to events of any size with emission measure enhancements of at ( [ c i ) ( E 0 ) least 2 p. Energies were calculated assuming h \ 7.26 ] 107 cm
SPATIAL DISTRIBUTION AND AREA OF EVENTS
Not only is the frequency of occurrence of events of interest, but so too is their spatial distribution. Here, it does not matter what the line-of-sight depth, h, is since it is the position of the event, not the actual energy of the event that is important. Events that are of any size and have emission measure enhancements of at least 2 p or at least 3 p occur in just 16% and 6%, respectively, of the pixels out of our total array of 175,372 good pixels in 3/4 of the image over the last nine time steps. These numbers are signiÐcantly lower than the numbers observed by KB, probably because our observing period was just 15 minutes as opposed to 42 minutes for their data. There were 27,924 pixels that had an event with an emission measure enhancement of at least 2 p and contained one or more pixels. Of these pixels, 25,095 had just one event, 2683 had two events, 135 had three events and 11 had four or more events in the whole time period. Thus, only 1.6% of the good pixels have at least two events within the 15 minute period. In Figure 6b all pixels that have at least one event during the observing period are blacked out.
We show here events not only in the 3/4 of the image that we are studying, but also those events that occurred in the bottom left quarter for comparison. This image is compared with the sum of all Fe XII images taken during the observing period (Fig. 6a) . It is clear that events occur where there is bright emission in the Fe XII image and so, one would assume, where there are relatively strong concentrations of magnetic Ðeld. This, of course, is exactly as one would expect. Furthermore, there appear to be two di †erent types of pointlike events : those that occur at the footpoints of loops and outline the edges of supergranule cells (just to the lower right of center) ; and those that occur higher in the corona and appear along loops (visible not only in the bottom left quarter of the image, but also in the quiet regions of the image).
Obviously events vary in size (area). We Ðnd that events can be as small as 1 pixel (1 arcsec2) and as large as 114 and 85 arcsec2 if the events have, respectively, enhancements of at least 2 p and 3 p. The mean areas of events with enhancements of at least 2 p and 3 p are 2.3 and 2.6 arcsec2. In all cases the modal area is 1 arcsec2. Over 96% of all events with enhancements at least 2 p or at least 3 p have areas less than 10 arcsec2. Clearly, this implies that spatially we are not resolving the bulk of the events that we observe in the quiet corona. A resolution of 0.25 arcsec2 would mean that around 10 pixels would cover a mean event size of 2.5 arcsec2. However, to resolve 1 arcsec2 events we would really need data with pixels of 0.125 arcsec2, giving a coverage of 8 pixels to every one TRACE pixel. As already mentioned, to resolve events temporally we also need data with a higher cadence than used here. For 1 arcsec2 pixels, like those on TRACE, a cadence of 25 s (5 times the cadence of the data used here) is probably sufficient, provided that the random errors can be kept as low as those estimated here. For smaller pixels it is likely that data of even higher cadence will be needed.
QUIET-SUN ENERGY ESTIMATES
To estimate the total power per unit area produced by the events which we have observed, we must Ðrst calculate the constant
In equation (5) where N is the p 0 . p 0 \ N/(AT ), total number of events observed in the whole time period T and A is the area observed. This assumes that we are observing events with true energies in the range up to O. E 0 If, as in our data set, the range of true energies is from to E 0 where then is modiÐed by a factor, almost
We can now calculate, from equation (1) with f (E) \ p t (E) and the power per unit area, P, prof 0 \ p 0 (c [ 1)/E 0 c~1, duced by all the events using their true event energies,
Results for and P are calculated in Table 4 for the events p 0 with emission measure enhancements at least 2 p and of size at least 1 and 2 pixels, as well as for the events with enhancements at least 3 p and of size at least 1 pixel. In the Ðrst three lines of the table events are determined using a constant h \ 7.26 ] 107 cm and in the last three lines events have a line-of-sight depth where k \ 1. The total power per unit area from events determined assuming a line-of-sight depth h \ 7.26 ] 107k2 cm can be easily calculated by multiplying the P-values given in the Ðrst three lines of Table 4 by the factor k. Hence, if a line-ofsight depth of h \ 2.2 ] 108 cm were used, then k \ J3 and it is estimated that about 32% of the total power needed to heat the corona is produced from events with emission measure enhancements greater than 2 p. To estimate the total power per unit area from events determined assuming a line-of-sight depth where h \ (A e /k2)1@2, k D 1 we need to multiply the Ps given in the last three lines of Table 4 by a factor 1/k. Hence, if it is assumed that events are all loops that have lengths k2 \ 4 times their width or depth, then and it is estimated that just 5% h \ (A e /4)1@2 of the total power needed to heat the corona is produced from events with emission measure enhancements greater than 2 p.
In each of the cases mentioned, the events produce only a small fraction of the total power per unit area (assumed to be 3 ] 105 ergs cm~2 s~1) needed to heat the quiet solar corona. If, however, we assume that the frequency functions found here extend down to ergs and beyond E mn \ 1020 and that they extend up to ergs, then the total E mx \ 1027 power, P, from all events in the range to ergs E mn E mx equals
B2~cD . (18) We can, therefore, estimate the minimum energy, of E mn , events needed to give a total power, P equal to 3 ] 105 ergs cm~2 s~1, the estimated total power loss from the quiet corona. The estimates for in each of the three constant E mn h cases discussed above are given in Table 5 . If a di †erent constant line-of-sight depth were used, say one equal to h \ 7.26 ] 107k2 cm, then the minimum energy needed E mn to heat the quiet corona can be estimated by multiplying the given in Table 5 by k*(1~c)@(2~c)+. Hence, in the E mn -values case with emission measure enhancements at least 2 p and a constant line-of-sight depth of 2.2 ] 108 cm, the multiplying factor is 4.6 and a minimum event energy of 6 ] 1021 ergs will produce sufficient energy to explain the heat losses from the quiet corona.
In the cases where the energies are estimated using a line-of-sight depth equal to the power law h \ (A e /k2)1@2 index, c is barely greater than 2. This implies that an unphysically small minimum energy for events is obtained from the above calculations, and so, although small-scale events are dominant in the quiet corona, they do not supply sufficient energy to heat the quiet corona.
CONCLUSIONS
In this paper an objective and stable statistical approach is presented which determines the index of a power law distribution simply and self-consistently. In this approach, a skew-Laplace distribution is Ðtted to the data by maximum likelihood and the goodness of Ðt is assessed by plotting empirical distribution functions. Not only does the approach give estimates for the index, but it also enables the calculation of conÐdence intervals. It takes into account the fact that observed energies of events are, in general, underreported and explains how the observed energy distribution is related to the true energy distribution. This technique, which avoids all the problems related with choosing arbitrary bin sizes and di †erent line Ðtting methods, which would be faced if using a histogram method, can be applied not only to energy distributions, but to any situation where power law distributions arise and the variable observed is likely to be under-reported : for example, the distribution of fragment Ñuxes in the photosphere. We apply this approach to calculating the index of the energy-frequency power law distribution for events observed using TRACE. The range of energies observed is from a few times 1023 to 1026 ergs, where the energy of an event is related to an enhancement in emission measure. This means that we observe events with energies in the nanoÑare range as deÐned by Parker (1988) . The exact energy for a particular event is dependent upon the line-ofsight depth, h, assumed. If we assume that the frequency of events follows a power-law relation with index, [c, then the value of c is dependent on the form assumed for h, not the exact value for h. For instance, if h is assumed to be a constant, as is assumed by KB, then we Ðnd that for events of any size with emission measure enhancements at least 2 p and at least 3 p, estimates for c are 2.56 and 2.42, respectively. These values are equivalent to those estimated by KB. Whereas, if we assume where is the h \ (A e /k2)1@2, A e event energy and k is a constant, then estimates for c are 2.13 and 2.02 for events of any size and emission measure enhancements at least 2 p and at least 3 p. These estimates are about 0.4 lower than if a constant h had been assumed but are about 0.4 greater than those estimated by Shimizu (1995) for microÑares in active regions. Our estimates for c are all greater than 2, which implies that events with the lowest energies are not only more numerous than events with larger energies, but, since c is greater than 2, they are also the dominant contributor to the heating of the quiet corona.
Although not detailed in this paper, it is worth mentioning that the order of pairing of the images does not e †ect the estimates for c. For instance, in the results shown here we have paired each 195 images with the next 171 images ; however, if we pair each 195 image with the preceding 171 image, there is not real change in the results.
If we assume that these power-law relations extend down several orders of magnitude to 1021 ergs and lower, then we can estimate the minimum energy of events needed to supply the estimated 3 ] 105 ergs cm~2 s~1 required to heat the quiet corona (Withbroe & Noyes 1977) . We Ðnd that for events with energies estimated using a constant h \ 7.3 ] 107 cm and with enhancements of at least 2 p the range of event energies required to explain the heat losses in the quiet corona is (1.3 ] 1021, 1027) ergs, whilst for events of any size and enhancements of at least 3 p the energy range is (3.8 ] 1019, 1027) ergs. However, if h \ 2.2 ] 108 cm then for events with emission measure enhancements at least 2 p the heat required for the quiet corona can be provided by events in the range (6 ] 1021, 1027) ergs. For events with energies determined assuming cm and h \ A e 1@2 events with emission measure enhancements at least 2 p the heat required for the quiet corona can be provided by events in the range (1017, 1027) ergs.
Clearly, the above results suggest that ParkerÏs idea (Parker 1988 ) that nanoÑare-type events with energies in the range 1024È1027 ergs do not explain the heat losses from the quiet corona. There is a possibility that picoÑares, events with energies in the range 1021È1024 ergs may heat the quiet corona ; however, this looks unlikely. We, therefore, need a data set that resolves events yet smaller still to determine whether multiple picoÑare-type events heat the quiet corona. Although higher resolution is essential to solving this problem, it is equally important that at these resolutions, we still have high count rates so that errors and, therefore, the parameter p, are kept low. Furthermore, we need data from density sensitive lines so the problem of estimating the line-of-sight depth may be resolved.
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APPENDIX EMPIRICAL DISTRIBUTION FUNCTIONS
Empirical distribution functions are widely used by statisticians as a method of comparing graphically the goodness of Ðt of a data set to a model. The probability density function v(E) of a random variable E is the function such that the probability of E lying in the interval (a,b) is
One particular probability density function (p.d.f.) that is useful here is v(E) \ 4 5 6 0 0
where the probability that E lies in the range (0, O) equals the probability that E lies in the range (0, which equals 1. E 0 ], Often, it is useful to know the probability that E is less than X. This is written
and is known as the cumulative distribution function (c.d.f.). It is a function that increases monotonically from 0 to 1. We will call it the left c.d.f., since it tells us the probability that E is to the left of (smaller than) some X. Clearly, we can also deÐne a right cumulative distribution function which gives the probability that E is to the right of V r (X), (greater than) some X,
Again, this function varies monotonically as X increases, but this time it decreases from 1 to 0 as X increases. Not surprisingly, we Ðnd for obvious reasons. 
where i \ 1, . . . , n. Clearly, if n is large and In between these limits, increases monotonically from 0 to 1 V (1) * B 0 V (n) * B 1. V (i) * as i increases. In this case, a plot of the empirical c.d.f. against is shown as a solid/dotted line in Figure 7a . Figure 7b . If the data Ðtted the model c.d.f. exactly, we would expect to get a straight line through (0, 0) and (1, 1). However, as we already know for the data used here, that when E gets small our observations are unreliable, since we are near the observational limits of our instrument.
If, on the other hand, we had a data set that had a p.d.f. of the form w(E) \ 4 5 6 0 0
then it would make more sense to consider a right c.d.f. For example, the frequency function, in equation (9) 
