We present a numerical method to invert a general incomplete elliptic integral with respect to its argument and/or amplitude. The method obtains a solution by bisection accelerated by the half argument formulas and the addition theorems to evaluate the incomplete elliptic integrals and Jacobian elliptic functions required in the course. If a faster execution is desirable at the cost of complexity of algorithm, the sequence of bisection is switched on the way to the improvement by the Newton method, Halley's method, or higher order Schröder methods. In the improvement process, the elliptic integrals and functions are computed by using Maclaurin series expansion and addition theorems based on the values obtained at the end of bisection. Also the derivatives of the elliptic integrals and functions are recursively evaluated from their values. By adopting 0.2 as the critical value of the length of solution interval to shift to the improvement process, we suppress the expected number of bisections as low as 4 in average. The typical number of application of update formulas in the double precision environment is three for the Newton method, and two for Halley's method or higher order Schröder methods. Whether the improvement process is added or not, our method requires none of procedures to compute the incomplete elliptic integrals and Jacobian elliptic functions but those to evaluate the complete elliptic integrals once at the beginning. As a result, it runs fairly fast in general. For example, when using the improvement process, it is around 2-5 times faster than the Newton method using Boyd's starter [3] in inverting E(ϕ|m), Legendre's incomplete elliptic integral of the second kind.
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General incomplete elliptic integral
Incomplete elliptic integrals appear in quite a few applications of science and technology [8, Introduction] . Their modern reference is [34, Chapter 19] . In Legendre's notation [34, Section 19 .2], they are regarded as functions of the upper end of integration interval, ϕ.
A general incomplete elliptic integral I(ϕ) is reduced into a linear combination of three normal integrals and an elementary function [34, Section 19.14(ii)] as I(ϕ) = αF (ϕ|m) + βE(ϕ|m) + γΠ (ϕ, n|m) + G(ϕ),
where α, β, and γ are constants independent on ϕ,
are Legendre's normal form incomplete elliptic integral of the first, second, and third kind [34, Formulas 19.2.4, 19.2.5, and 19.2.7] , while
is Jacobi's Delta function [8, Formula 121 .01], m and n are auxiliary parameters specifying the property of the normal form integrals, and G is a general elementary function of ϕ, which is usually expressed as a rational function of sin ϕ, cos ϕ, and ∆(ϕ|m) as G(ϕ) = R(sin ϕ, cos ϕ, ∆(ϕ|m)).
1.2. Jacobi's form of incomplete elliptic integrals Jacobi changed the main variable from ϕ to the argument u ≡ F (ϕ|m).
He expressed I(ϕ) as a function of u as I u (u) = αu + βE u (u) + γΠ u (u) + R (sn(u|m), cn(u|m), dn(u|m)) ,
where
is Jacobi's Epsilon function [34, Section 22.16 (ii)],
and sn(u|m), cn(u|m), and dn(u|m) are the three principal Jacobian elliptic functions [34, Section 22.2] , while am(u|m) is Jacobi's amplitude function [34, Section 22.16(i) ].
Carlson's symmetric form incomplete elliptic integrals
The reduction of a general integral I(ϕ) or I u (u) into the above form of linear combination is never a simple process [34, Section 19.14] . In fact, there exists a special handbook dedicated to the reduction tables [8] . Also, many pages of the reference books on special functions are devoted to the lists of such expressions [1, 32] .
The right expressions to make the problem easy are Carlson's symmetric form elliptic integrals [34, Section 19.16] :
R J (x, y, z, p) ≡ 3 2 ∞ 0 dt (t + p) (t + x)(t + y)(t + z) ,
which are related to Legendre's normal form integrals [36, Eqs (6.12.19) through (6.12.21)] as
J(ϕ, n|m) ≡ Π (ϕ, n|m) − F (ϕ|m) n = sin 3 ϕ 3 R J cos 2 ϕ, ∆ 2 (ϕ|m), 1, 1 − n sin 2 ϕ ,
where D(ϕ|m) and J(ϕ, n|m) are the associate incomplete elliptic integrals of the second and third kind, respectively [4, 5, 28, 29] . Using these forms, Carlson succeeded to simplify the reduction procedure drastically [10, 11, 12, 13, 14] . Refer to §19.29 of [34] for its concise summary.
Inversion of general incomplete elliptic integral
Frequently discussed is the numerical evaluation of the integral I when ϕ or u as well as m and/or n are given [4, 5, 6, 7, 9, 15, 31, 23, 25, 26, 28, 29] . Nevertheless, many applications also require its inversion, namely determining ϕ or u when I, m, and/or n are known.
For example, E(ϕ|m) represents the non-dimensional length of a meridional arc of a spheroid like the reference ellipsoid of the Earth and of other nearly circular-shaped celestial objects [2] . In this case, ϕ is the geodetic latitude and m is the square of the first eccentricity. Then, its inversion becomes a fundamental procedure to determine the geodetic latitude from the measured length of meridional arc.
Another is the longitudinal angle of torque-free rotation of a rigid body of tri-axial shape such as small-size natural satellites or asteroids [24] . The angle λ is expressed as a linear combination of u and Π u . In the physical viewpoint, u is a linear function of time counted from a certain epoch while n and m are related with the energy constant of rotation and a characteristic ratio of the three principal moments of inertia of the body. In order to analyze the observed rotation of a rigid body, it is mandatory to determine the epoch, which is one of the constants of motion, from the observed λ.
The inversion of F (ϕ|m) is realized by Jacobian elliptic functions [34, Chapter 22] . The direct inversion with respect to ϕ is nothing but am(u|m). Recently [3] presents a numerical way to invert E(ϕ|m) with respect to ϕ. It solves a single nonlinear equation,
for ϕ when v and m are given. Its main part is the Newton method starting from a heuristic approximate solution, which works properly at the singular point of E(ϕ|m), namely ϕ = π/2 and m = 1. However, the extension of these studies to the case of a general incomplete integral is not conducted.
Difficulty of inversion
Being different from the direct problem of integral evaluation, a slight generalization of the integral form introduces a significant difficulty in the inversion problem. This is true even in the case of elementary functions. A good example is the elliptic Kepler equation [18] :
where E is an auxiliary angle, named the eccentric anomaly, to describe the coordinates of a celestial body on its orbital plane, e is the eccentricity of orbital ellipse, and M is a virtual angle, called the mean anomaly, being in proportion to the physical time [19] . This is a nonlinear equation to solve for E when M and e are specified. If the equation is simplified as E = M or −e sin E = M , it has trivial solutions E = M or E = − sin −1 (M/e). Nevertheless, the equation is known to be transcendental for a general value of e and M [18] . Therefore, it is solved numerically in practical applications [19] . The fastest algorithm is based on a discretization of Newton's method [21] since the solution interval is finite and fixed independently of e, and therefore, easy is the preparation of auxiliary numerical constants including some trigonometric function values at the pre-specified grid points such as E j = jπ/256 for j = 1, 2, · · · , 255 [20] .
In the same sense, even if basic inversion problems such as F (ϕ) = u or E(ϕ) = v are positively resolved as described in the previous subsection, a slight modification in the integral form such as αF (ϕ) + βE(ϕ) = w would make useless the methods developed for specific cases. Among the various difficulties, the most serious issue is to find a sufficiently precise approximate solution at a small computational cost such that the following successive improvement converges surely and rapidly.
Generalization of problem
In order to improve the current situation reviewed in the previous subsections, we present here a systematic formulation to invert a general incomplete elliptic integral by adopting the Jacobian style, namely regarding the general integral I as a function of u and solving it for u.
Extending the problem more generally, we consider solving a nonlinear equation:
where s(u), c(u), and d(u) are the abbreviations of three principal Jacobian elliptic functions. Once the solution u is determined, or more precisely speaking, we obtained s and/or c as well, then the amplitude ϕ is computed by any of the following formulas:
As will be explained later, our method determines not only u but also other functions as E u through d simultaneously. Therefore, it is straightforward to obtain ϕ from these after we arrived at the solution in terms of u.
Outline of article
In order to conduct thus-generalized inversion, we developed a systematic formulation to solve f (u) = 0 by the bisection method. We considered its enhancement by using (1) Newton method of quadratic convergence, (2) Halley's cubic order method, or (3) Schröder's high order improving formulas in general. In Section 2, we describe the new method in details by quoting necessary formulas of the incomplete elliptic integrals and the Jacobian elliptic functions from Appendix A and referring to Schröder's update formulas explained in Appendix B. In Section 3, we show a few examples of the solution procedures together with the CPU time comparison with [3] in inverting E(ϕ|m). In Appendix C, we present a sample Fortran program to realize the new method.
Method

Assumptions
Consider solving a single nonlinear equation, f (u) ≡ f (u; n, m) = 0, for u when two parameters n and m satisfy the condition, 0 < n < 1, 0 < m < 1.
Refer to Appendices of [23, 25, 26, 28, 29] for the explicit transformation procedures to realize this condition.
For an arbitrary value of u, we can reduce its domain such that 0 < u < K. This is possible by using the periodicity relations and reflection formulas of the incomplete elliptic integrals and Jacobian elliptic functions [8 
c(2jK
where j is an arbitrary integer and K ≡ K(m), E(m), and Π (n|m) are the complete elliptic integral of the first, second, and third kind, respectively [34, Section 19.2.8] . The reduction process is alike that of the angle variable θ into 0 < θ < π/2 in solving an arbitrary trigonometric equation, g(θ) = 0. See [21] for the case of elliptic Kepler equation.
Based on these discussions, we assume that (1) f (u) is analytic, (2) it satisfies the condition, f (0) < 0 < f (K), and (3) it is monotonically increasing such that the solution is unique. These assumptions are satisfied in the inversion of many general incomplete elliptic integrals, especially when the integral to be inverted is originally expressed as a single indefinite integral with a positive definite integrand such as
where t ≥ t 0 , P (t) is a positive definite rational function, and Q(t) is a polynomial of the order not greater than 5. Refer to various examples in Introduction of [8] . All the three examples we will show later in §3 belong to this category.
Bisection method
By assumption, the solution interval is limited as 0 < u < K and f (u) monotonically increases there. Then, we can use the method of bisection [36, Section 9.1.1] in solving the equation, f (u) = 0. More specifically speaking, we start from the midpoint of the initial solution interval,
and construct a sequence of approximate solutions, u i for i = 1, 2, · · ·. The approximate solution is updated by adding or subtracting a halved increment depending on the sign of function value as
The sequence of bisection is terminated when (1) the length of the solution interval is sufficiently diminished as
or (2) the magnitude of function value becomes sufficiently small as
Here Tables 1, 3 , and 4 later.
Acceleration of bisection
The bisection method is a robust approach since it is assured to converge and applicable to arbitrary form of integral. Its implementation is simple when the computer programs to evaluate the incomplete elliptic integrals and/or Jacobian elliptic functions are available [35, 36] . Therefore, we recommend its usage as long as the execution time is not an issue.
However, it is also true that such programs are time-consuming even the fastest ones [25, 26, 28, 29] . In order to reduce the total execution time by not calling such ready-made programs, we evaluate the values of incomplete elliptic integrals and Jacobian elliptic functions required in the bisection by combining (1) their special value formulas, (2) the half argument formulas, and (3) the addition theorems explained in Appendix A.3 through Appendix A.5, respectively.
More specifically speaking, we first evaluate their boundary values at the lower end, u L = 0, and at the upper end, u U = K, by the special values given in the equations (A.14) and (A.15). Next, by using the half argument formulas provided in the equation (A.17), we construct a sequence of the values for the halved arguments, u H = 2 − K for = 1, 2, · · ·. Then, by using the addition theorems listed in the equation (A.20), we successively compute the values for the test argument, u T = u L + u H , from those of u L and of u H . If u L = 0, the addition theorems are not necessary.
Switch to faster methods
Even after the acceleration, the speed of convergence of bisection method is still slow as will be shown later in Table 2 . In order to achieve a further speed up, we consider a switch to an iterative method during the sequence of bisection. Namely, we adopt a two-step procedure to solve the equation: (1) the accelerated bisection method to obtain an approximate solution, and (2) the Newton method or other Schröder's update formulas in general [33, Section 4.4 ] to improve the approximate solution. The main reason why we select the bisection method as the first step is the sureness of finding the approximate solution for arbitrary incomplete elliptic integral. It seems very difficult to obtain an approximate or even the upper and lower boundaries for the inverted solution of general incomplete elliptic integral.
Continue the bisection until the length of the solution interval becomes small, say less than 0.2. Then, the maximum number of bisections becomes
in the double precision environment.
Here [ ] ceiling is the ceiling function. Since K(m) > K(0) = π/2, the minimum number is
In average, we expect 4 bisections since
This expectation value is independent on the adopted computing precision environment.
On the other hand, it is rare to use third-and higher order formulas in solving a single nonlinear equation in practical computations [36, Section 9.4] . This is because (1) the higher the order is, the more unstable the formula becomes, and (2) the cost of derivative computation increases significantly according with the order. In the present case, however, we take care of the first point by starting from sufficiently precise solution prepared by the accelerated bisection method. As for the second point, we notice that the derivative computation of the incomplete elliptic integrals and the Jacobian elliptic functions can be conducted by recursion as will be explained in Appendix A.7, and therefore, it runs much faster than the computation of their values themselves. Consequently, we find that the usage of high order update formulas are relatively inexpensive as we experienced in solving an equation to determine the geodetic latitude [22] .
Improvement of approximate solution
Denote by u 0 the approximate solution we arrived at the end of bisections. Assuming that f is close to a linear function around u 0 , we expect that the absolute error of u 0 is less than the half of the solution interval, namely |δu 0 | < 0.1. Then, we successively improve it as
by an update formula like the Newton method [36, Section 9.4.2]. Since the magnitude of the incremental argument, |∆u j |, is sufficiently small, the incomplete elliptic integrals and the Jacobian elliptic functions can be efficiently computed by their Maclaurin series expansions and the addition theorems.
More concretely speaking, we first obtain the j-th increment, ∆u j , by using one of Schröder's update formulas described in Appendix B. Then, we compute the values of the incomplete elliptic integrals and Jacobian elliptic functions of the argument ∆u j by the truncated Maclaurin series described in Appendix A.6. According as the solution is improved, |∆u j | drastically decreases. Thus, the number of necessary terms in the truncated series significantly decreases. Refer to Table A.5 later. Third, from the values of incomplete elliptic integrals and Jacobian elliptic functions of the increment ∆u j and those of the old argument u j , which we obtained in the previous stage of improvement, we evaluate those of the new argument u j+1 by means of the addition theorems explained in Appendix A.5. Those of the initial argument u 0 are already computed during the bisection method.
Once the values of the incomplete elliptic integrals and Jacobian elliptic functions are known, their derivatives with respect to u are recursively computed from them as described in Appendix A.7. Consequently, the computational cost of the first-and higher order derivatives are rather small. Therefore, we may set the order of Schröder's update formula as 2 to 4. In case of the fourth-order method, at most two applications would be enough to find the double precision solution since |δu 0 | 4 2 < 10 −16 if f is of the order of unity. Similarly, in the single precision environment, at most two iterations of Halley's third-order method will be sufficient. The simplest update formula, the Newton method, may require three or four repetition since it is of the second-order. The selection among these options may depend on case by case.
Examples
Geodetic latitude
Consider solving an equation
in the double precision environment. This equation is used in determining the geodetic latitude, ϕ = am(u|m), from the non-dimensional meridional arc length, v, of a spheroid of the eccentricity, e = √ m < 1. We solve the equation in the case m = 1/2 and v = 1. Noting the inequalities f (0) < 0 < f (K), we set the initial guess of the bisection method as K/2 ≈ 0.977.
In case of switching to the improvement procedure, we terminated the bisection method at the fourth stage because |u 4 − u 3 | = |∆u 3 | < 0.2. At the end of terminated bisections, we had lower and upper bounds of the solution, u 3 and u 4 . Since |f (u 3 )| < |f (u 4 )|, we chose u 3 as the starting value of improvements. The number of applications of update formulas are 4 for the Newton method and 2 for Halley's method and Schröder's fourthorder method. The manner of convergence is shown in Table 1 .
We confirmed the correctness of the obtained solution by comparing with the 35 digits computation by Mathematica [37] . During the sequence of root finding, our method automatically obtained the corresponding values of sn(u|m) and cn (u|m) . Their values at the last stage enable us to obtain the amplitude as
This is what we wanted to find. Table 2 compares the CPU time of several methods to invert v = E(ϕ|m) with respect to ϕ in the single and double precision environments: (1) the bisection method evaluating E(ϕ|m) by calling Carlson's rf and rd to compute E(ϕ|m) [36] , (2) the same bisection method calling the fastest routine elbd [28] , (3) the bisection method accelerated by the half angle formulas and addition theorems described in §2.3, (4) the Newton method starting from a heuristic approximate solution [3] and computing E(ϕ|m) by calling rf and rd, (5) the same Newton method but calling elbd, (6) the same Newton method but starting from an approximate solution obtained by the third method and using the Taylor series expansion to compute E u (u|m). (7) the same as the sixth method but improved by Halley's third-order method, and (8) the same as the sixth method but improved by the 4th order Schröder method.
CPU Time Comparison
The CPU times listed are the results averaged for 16383 × 16383 grid points of v and m uniformly distributed in their standard domain, 0 < v < E(m) and 0 < m < 1. The unit of CPU time is µs at a PC with an Intel Core i7-2675QM run at 2.20 GHz clock under Windows 7. All the computation codes are written in Fortran 77/90, and compiled by the Intel Visual Fortran Composer XE 2011 update 8 with the level 3 optimization. The CPU time to prepare K and E are excluded here since we usually determine ϕ for various values of v while fixing m. Table 2 shows that the bisection methods run 6-15 times slower than the Newton method using Boyd's starter [3] . The acceleration of the bisection method is so effective that it diminishes the ratios into 1.4-3. The The further replacement of the Newton method by Halley's method or the 4th-order Schröder method seems to reduce the CPU time only a little, say 2-10%. This hesitates us to recommend the further replacement if considering the increase in the complexity of computer programming.
The fastness of the new methods such as the Newton method staring from the accelerated bisection is a remarkable result since they are designed for general purpose. This owes to the fact that it requires no specific procedures to compute the incomplete elliptic integrals and Jacobian elliptic functions.
Time argument of free rotation of tri-axial rigid body
Consider solving another equation
which is used in obtaining u, the physical time argument, from λ, the observed rotation angle of a freely rotating tri-axial rigid body when n and m, the constants of rotational motion, are known. We set the input variables as n = 1/3, m = 2/3, γ = 1/2, and λ = 1. Starting from K/2 ≈ 1.01, the bisection surely converges. In the case of Table 3 where we omit the results of the third-and higher order update formulas.
Coordinates of a point on hyperbola
Finally, consider solving yet another equation
This appears in the determination of coordinates of a point on a hyperbola from its arc length measured from the vertex. Here u is a parametric variable expressing the coordinates, m = 1/e 2 is the squared reciprocal of the eccentricity of the hyperbola, e > 1, and σ is the non-dimensional arc length. Refer to [8, Introduction, Example I] . This is the case when the equation contains Jacobian elliptic functions explicitly. In the improvement process, we need the derivatives of the term
with respect to u. Its first-through third-order derivatives are recursively computed from those of the cosine amplitude function, c ≡ cn(u|m) as
where the suffix denotes the order of differentiation and c 1 through c 4 are given in Appendix A.7. These expressions are derived from the fact that cR = −c 1 .
As shown in Table 4 , the bisection method surely arrives at the true solution starting from the initial guess K/2 ≈ 0.867. The Newton method converges after four iterations by starting from the approximate solution obtained after 4 bisections.
Conclusion
We developed a systematic formulation to invert a general incomplete elliptic integral
with respect to the amplitude ϕ when the integral value v, the characteristic n, and the parameter m are given. First, we change the main variable from ϕ to the argument which is the incomplete elliptic integral of the first kind. Second, we generalize the inversion problem to the solution of a nonlinear equation with respect to u as
are the incomplete elliptic integrals of the second and the third kind regarded as a function of u, and
are the three principal Jacobian elliptic functions. Third, we reduce the solution interval as 0 ≤ u < K,
where K ≡ K(m) is the complete elliptic integral of the first kind by using the periodicity relations and reflection formulas of E u (u) through d(u). Fourth, we solve the equation f (u) = 0 by the bisection method with respect to u in the solution interval [0, K). Finally, we determine ϕ from the values of s(u) and c(u) obtained as byproducts of the bisection process as
where atan2 is the two-argument arctangent function available in Fortran, C, and MATLAB. As long as f (u) is continuous and monotonic in the initial solution interval, [0, K), the bisection method always converges after 24 or 53 executions in the single and double precision environment. We illustrated this for three examples:
The execution of bisection is significantly accelerated by changing the method of evaluation of E u (u) through d(u) at the grid points of bisection from the direct call of existing programs to a combination of (1) the special values when u = 0 and u = K, (2) the half argument formulas, and (3) the addition theorems of the incomplete elliptic integrals and Jacobian elliptic functions. The ratio of speed up amounts to 1.7 to 10 depending on the form of f in terms of E u (u) through d(u) and the computing precision.
If the partial derivatives of f with respect to u, E u , Π u , s, c, and d are easily computed as in the above three examples, and the faster execution of the inversion is desirable at the cost of complexity of the algorithm, we switch to a faster algorithm on the way of bisection. As the faster methods, we considered those using the first-, second-, and third-order derivatives: the Newton method,
Halley's method,
and Schröder's fourth-order method.
We interrupt the binary search when the reduced solution interval of u becomes sufficiently small, say less than 0.2, and start the successive improvement by one of these update formulas. The smallness of reduced solution interval assures the convergence of the Newton method and other methods which, in general, contain a possibility of divergence. The application of the update formulas is significantly accelerated by replacing the evaluation of E u (u) through d(u) at an arbitrary value of u with a combination of their (1) initial values obtained at the end of bisection, (2) Maclaurin series expansion, and (3) addition theorems. In average, 4 bisections are required before shifting to the improvement procedure. The number of application of update formulas is 3 to 4 for the Newton method and 2 for the others in the double precision environment. The total CPU time until the solution in ϕ is obtained is significantly reduced by the switching to the Newton method. However, small is the further speed up by adopting Halley's method or the fourth-order Schröder method.
Since the implementation of the Newton method is rather simple, we regard that the combination of the accelerated bisection and the Newton method is the best choice. This best combination runs fairly fast despite its wide applicability to inversion problems. For example, it is around 2 to 5 times faster than [3] in inverting E(ϕ|m), Legendre's normal incomplete elliptic integral of the second kind.
Whether the switch to the improvement process is included or not, our method requires no usage of the existing programs to evaluate the incomplete elliptic integrals or the Jacobian elliptic functions. This is a unique point. Only the complete elliptic integrals are required at the initial stage to reduce the solution interval into 0 ≤ u < K, which is required in any way to cope with the inversion problem for arbitrary value of the general incomplete elliptic integral.
Acknowledgments
The author thanks the anonymous referee for the valuable advices to improve the quality and readability of the present article.
Appendix A. Formulas of the incomplete elliptic integrals and Jacobian elliptic functions
We summarize the formulas of the incomplete elliptic integrals and Jacobian elliptic functions [8, 24, 26, 28, 29] , which will be referred in the main text. In the below, we drop the dependence on u, m, or n unless specified such as s ≡ sn(u|m). Also, we introduce auxiliary variables: x ≡ c 2 , y ≡ s 2 , and z ≡ d 2 .
Appendix A.1. Associate incomplete elliptic integrals In place of Legendre's normal form incomplete elliptic integrals, F (ϕ|m), E(ϕ|m), and Π (ϕ, n|m), we adopt their linear combinations named the associate incomplete elliptic integrals, B(ϕ|m), D(ϕ|m), and J(ϕ, n|m), as the basic incomplete elliptic integrals [4] . They are defined as [28, 29] 
where m c ≡ 1 − m is the complementary parameter. As already shown in Eqs (15) and (16), the last two associate integrals are tightly related with R D and R J , two of Carlson's standard symmetric elliptic integrals [34, Section 19.16] . Once these associate integrals are obtained, Legendre's normal form integrals are computed from them without loss of significant figures when |m| and/or |n| is small as
The same thing can be said for their expressions in Jacobi's form,
with those of Jacobi's normal form incomplete elliptic integrals
. Complete elliptic integrals
When ϕ = π/2, we call the elliptic integrals complete. Legendre's normal form complete elliptic integrals are defined as
(A.9) The associate complete elliptic integrals are similarly defined
(A.10) They are related with the normal form complete elliptic integrals by the same relation as that of incomplete elliptic integrals as
, the values of the incomplete elliptic integrals and Jacobian elliptic functions are explicitly given [8, Formulas 113 .02 and 122.01 through 122.06] as
(A.14)
where the suffix represents the value of u and k c ≡ √ m c is the complementary modulus.
The precise and fast procedure to compute K(m) solely is provided in [25] and that for B(m) and D(m) simultaneously is given in [27] . That for J(n|m) is Bulirsch's cel [4] as
where n c ≡ 1 − n is the complementary characteristic.
Appendix A.4. Half argument formulas When the incomplete elliptic integrals and Jacobian elliptic functions are known for u, those for u H ≡ u/2 are computed from them by the following procedure [25] :
where those with the subscript H are quantities for the half argument, u H ,
is a u-independent constant, and therefore can be pre-computed and re-used, and T (t, h) is a sort of normalized universal arc tangent function defined as
The fast evaluation of T (t, h) is discussed in [29, Section 3.7] . A Fortran subroutine of its simplified version will be given in Table C .12 later. Denote by L the necessary minimum order of the truncated polynomial obtained from these series expansions such that the relative error is less than the machine epsilon. We find that L becomes the maximum for the case of s. Table A .5 lists the critical values of the argument, u C , for some values of L in the single and double precision environments. For example, when |u| < 0.00356, the second order polynomial, s ≈ u − (u 3 /6) (1 + m) + (u 5 /120) (1 + 14m + m 2 ), is sufficient for the double precision computation.
Appendix A.7. Derivatives In this subsection, we interpret that the suffix denotes the order of partial differentiation with respect to u such as s j ≡ (∂ j sn(u|m)/∂u j ) m . The first-order derivative of the incomplete elliptic integrals and Jacobian elliptic functions are computed as follows [8, Formulas 731 .01 through 731.03]:
The expressions for the incomplete elliptic integrals are simply their integrand in Jacobi's form. The second-and higher order derivatives can be recursively computed from their values and first-order derivatives. Noting that
we show the other non-trivial components of the second-and third-order derivatives as
The fourth-order derivative of c is similarly obtained as
Since the direct expressions of g in terms of f j are fairly complicated, we rewrite this into a simple rational form:
are polynomials of f j . We show some of g * explicitly:
The second-order formula ( = 2) is nothing but Newton's method
Also, the third-order one ( = 3) is classically known as Halley's method [33] :
(B.7)
Meanwhile, the fourth-order formula becomes
(B.8)
Appendix C. Sample Fortran programs
Let us present primitive Fortran programs to invert a general incomplete elliptic integral in the double precision environment. They will be easily translated into other computer languages as C or MATLAB.
Appendix C.1. Program design
In designing the following programs, we expect that user prepares a few external functions: (1) gel returning the value of the general integral, f (u), and/or (2) gel1 returning its first-order derivative, f (u). Their samples are listed in Tables C.7 and C.8.
In the user-provided functions, we assume that the value and/or derivatives of f (u) are computed from the input quantities: (1) the argument, u ≡ u, (2) the complimentary characteristic, nc ≡ n c = 1 − n and the complimentary parameter, mc ≡ m c = 1 − m, (3) the incomplete elliptic integrals as functions of u and the Jacobian elliptic functions,
, and (4) their partial derivatives with respect to u such as B1 ≡ (∂/∂u) B u (u|m). Also, we assume that the complete elliptic integrals, cB ≡ B(m), cD ≡ D(m), and cJ ≡ J(n|m), are externally provided [7, 15, 35, 36, 27] . Table C.6 shows xigel, a test program to compare three functions to invert a general incomplete elliptic integral: (1) bigel, the bisection method, (2) aigel, the accelerated bisection method, and (3) nigel, the Newton method using the accelerated bisection method to prepare its starter. Their details will be shown in Appendix C.3 through Appendix C.5, respectively. The test program calls Bulirsch's cel [7] in preparing the complete integrals, the Fortran code of which is found in [35] . To these subprograms, the test program provides two user-defined functions, gel and gel1. They return the value and the first-order derivative of f (u) as listed in Tables C.7 and C.8, respectively. These cover the three examples given in §3.
Appendix C.2. Test program
Appendix C.3. Bisection Table C.9 gives bigel, a Fortran function to obtain the inversion of a general incomplete elliptic integral by bisection. The function returns not u but ϕ directly. In the function, we conduct the bisection not in terms of u but ϕ since it is more suitable to the existing routines. It calls a subroutine elbdj to compute the incomplete elliptic integrals B(ϕ|m), D(ϕ|m), and J(ϕ, n|m) as functions of ϕ [29] . Table C .10 shows its substitute program using Carlson's rf, rd, and rj [36] . real*8 function gel1(u,nc,mc,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1) real*8 nc,mc,u,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1,n,m integer icase common /icase/icase n=1.d0−nc;m=1.d0−mc if(icase.EQ.1) then gel1=B1+mc*D1 elseif(icase.EQ.2) then gel1=1.d0+0.5d0*(1.d0+n*J1) elseif(icase.EQ.3) then gel1=((sn1*dn+sn*dn1)*cn−sn*dn*cn1)/(cn*cn)−m*B1 endif return;end real*8 function bigel(nc,mc,pTOL,fTOL,gel,B,D,J,sn,cn,dn,f) implicit real*8 (a-h,j-z) integer i real*8 gel parameter (PI=3.1415926535897932d0) dp=0.5d0*PI;p=dp;p0=0.d0 B0=0.d0;D0=0.d0;J0=0.d0;sn0=0.d0;cn0=1.d0;dn0=1.d0 f0=gel(0.d0,nc,mc,B0,D0,J0,sn0,cn0,dn0) do i=1,60 call elbdj(p,nc,mc,B,D,J) u=B+D;sn=sin(p);cn=cos(p);dn=sqrt(cn*cn+mc*sn*sn) f=gel(u,nc,mc,B,D,J,sn,cn,dn) if(abs(p−p0).LT.pTOL.or.abs(f).lt.fTOL) then if(abs(f).GT.abs(f0)) then p=p0;B=B0;D=D0;J=J0;sn=sn0;cn=cn0;dn=dn0;f=f0 endif bigel=p;return endif p0=p;B0=B;D0=D;J0=J;sn0=sn;cn0=cn;dn0=dn;f0=f;dp=dp*0.5d0 if(f.LT.0.d0) then p=p+dp else p=p−dp endif enddo write(*,*) "(bigel) No convergence" return;end Table C .10: Fortran subroutine to provide B(ϕ|m), D(ϕ|m), and J(ϕ, n|m) by using Carlson's symmetric integrals.
subroutine elbdj(phi,nc,mc,B,D,J) real*8 phi,nc,mc,B,D,J,sn,sn2,cn2,dn2,sn33,F,rf,rd,rj sn=sin(phi);sn2=sn*sn;cn2=1.d0-sn2;dn2=cn2+mc*sn2;sn33=sn2*sn/3.d0 F=sn*rf(cn2,dn2,1.d0) D=sn33*rd(cn2,dn2,1.d0) J=sn33*rj(cn2,dn2,1.d0,cn2+nc*sn2) B=F-D return;end Appendix C.4. Accelerated bisection Table C .11 lists aigel, a Fortran function to obtain the inversion of a general incomplete elliptic integral by the accelerated bisection. The subroutine calls a function named uatan. It computes T (t, h) defined by Eq. (A.19). In order to avoid a loss of accuracy, we compute it by the Maclaurin series when |h| is sufficiently small, say less than 0.001, as listed in Table C. 12.
Appendix C.5. Newton method Table C.13 illustrates nigel, a subroutine to invert a general incomplete elliptic integral by the Newton method. The subroutine calls three subprograms: aigel, sersdj, and uatan. The first and the third already appeared in Tables C.11 and C.12, respectively. Meanwhile, the second returns the values of sn(u|m), D u (u|m), and J u (u, n|m) by using their Maclaurin series expansion given in Eqs (A.23) and (A.24). The subroutine sersdj listed in Table C .14 provides the full double precision results when |u| < 0.1. Refer to Table A.5. real*8 function nigel(nc,mc,cB,cD,cJ,uTOL,fTOL,gel,gel1,B,D,J,sn,cn,dn,f) implicit real*8 (a-h,j-z) integer i;external gel;real*8 aigel,gel,gel1 m=1.d0−mc;n=1.d0−nc;h=n*nc*(mc−nc) u=aigel(nc,mc,cB,cD,cJ,0.2d0,fTOL,gel,B,D,J,sn,cn,dn,f) x=cn*cn;y=sn*sn;z=dn*dn do i=1,10 D1=y;B1=x;J1=y/(nc+n*x);cn1=−sn*dn;sn1=cn*dn;dn1=−m*sn*cn f1=gel1(u,nc,mc,B,D,J,sn,cn,dn,B1,D1,J1,sn1,cn1,dn1) v=−f/f1;u=u+v call sersdj(v,n,m,snv,Dv,Jv) yv=snv*snv;xv=1.d0−yv;zv=1.d0−m*yv;cnv=sqrt(xv);dnv=sqrt(zv) Bv=v−Dv;xi=cn*cnv;eta=sn*snv;zeta=dn*dnv nu=1.d0/(1.d0−m*y*yv);cn=(xi−eta*zeta)*nu sn=(sn*cnv*dnv+snv*sn1)*nu;dn=(zeta−m*eta*xi)*nu x=cn*cn;y=sn*sn;z=dn*dn;W=eta*sn;B=B+Bv−W;D=D+Dv+W t=W/(1.d0−n*(y−eta*cn*dn));J=J+Jv+uatan(t,h) f=gel(u,nc,mc,B,D,J,sn,cn,dn) if(v*v.LT.uTOL.or.abs(f).LT.fTOL) then nigel=u;return endif enddo write(*,*) "(nigel) No convergence" return; end
