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Abstract 8 
The CO2 entry pressure for a specific pore space decreases with increasing storage site depth because 9 
the interfacial tension is reduced and the system becomes less water-wet with increasing depth. This is 10 
based on the assumption that the pore throat size and shape remain the same, i.e., they are not stress-11 
dependent. The dependency of capillary entry pressure with depth in geological CO2 storage has been 12 
reported by only few quantitative investigations, which, however, did not account for the interfacial 13 
tension and wettability effects of the brine/CO2/solid system. 14 
In this work, a workflow and methodology are proposed to quantify the dependency of capillary entry 15 
pressure with depth in subsurface geological CO2 storage. The cap-rock pore spaces are treated as 16 
straight capillary tubes whose cross-sections are obtained directly from 2D SEM rock images, and the 17 
CO2 capillary entry pressure invading these pore spaces is simulated, under arbitrary wetting conditions, 18 
with the use of an in-house novel semi-analytical model. In this model, the brine/CO2 interfacial tension 19 
is obtained as a function of the two phases (CO2 and brine) density difference, and the contact angle is 20 
evaluated based on the Frumkin–Derjaguin equation, and the disjoining pressures isotherm curves is 21 
computed from DLVO theory under various CO2 storage pressure, temperature and brine ionic strength 22 
conditions. The dependencies of brine/CO2 interfacial tension, contact angle and capillary entry pressure 23 
on CO2 storage depth and brine ionic strength are also investigated. 24 
This newly developed model can be used to compute CO2 entry pressure and associated fluid 25 
configurations in realistic cap-rock pore spaces which can be extracted from 2D rock images from core 26 
samples located at various storage depths and under the examined storage site’s pressure, temperature 27 
and brine ionic strength conditions. The proposed workflow for capillary entry pressure estimation and 28 
its relationship with depth can enhance our understanding and improve the design and safe storage of 29 
CO2 in geological formations.  30 
Key words: Capillary Entry Pressure, Wettability, Interfacial Tension, Contact Angle, 31 
DLVO Theory, CO2 Geological Storage 32 
1. Introduction 33 
A critical requirement for geological CO2 storage is that CO2 remains stored safely and permanently in 34 
the selected subsurface formations. CO2 leakage may potentially occur due to capillary breakthrough of 35 
the bulk CO2 phase into the seal (cap rock) through the following mechanisms: (a) exceeding the entry 36 
pressure, (b) CO2 diffusion in the brine that is saturating the seal layer, or (c) migration through 37 
fractures/faults existing in the cap rock (see for example Chiquet et al., 2005). This work focuses on the 38 
first mechanism, the capillary entry pressure, PcE, when the CO2 phase pressure (𝑃𝐶𝑂2) is high enough 39 
to displace water (brine) from the cap rock formation. This threshold capillary pressure (PcE) for the CO2 40 
phase is given as (see for example Thomas et al., 1968): 41 
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where 𝑃𝑤 is the brine pressure, r is the radius of the pore throats in the cap rock,  is the brine/CO2 43 
interfacial tension and    is the contact angle of the rock(mineral)/brine/CO2 system measured through 44 
the water phase. Eq. 1 gives the capillary entry pressure for CO2 invading brine-filled circular pore 45 
spaces with a spherical surface. However, in reality most of the pore geometries are far more 46 
complicated than a circular shape. Previous studies, both theoretical (Ma et al., 1996; Lago and Araujo, 47 
2001; Frette and Helland, 2010) and experimental (Plug and Bruining, 2007; Farokhpoor et al., 2013), 48 
have shown that the capillary entry pressure depends on the interfacial tension, wetting conditions, pore 49 
size, and pore geometry. For a specific pore geometry, the CO2 entry pressure, PcE, decreases with 50 
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increasing storage depth (see for example, Tokunaga et al., 2013). This is because (a) the brine/CO2 51 
interfacial tension decreases with the burial depth as CO2 phase pressure and temperature increase 52 
(Hebach et al., 2002; Chalbaud et al., 2009; Bachu and Bennion, 2009; Iglauer et al., 2012); and (b) the 53 
system wettability becomes less water-wet with burial depth, which can lead to even lower magnitudes 54 
of entry pressure (Chiquet et al., 2005; Yang et al., 2008; Jung and Wan, 2012; Kaveh et al., 2012; Kim 55 
et al., 2012; Ameri et al., 2013; Farokhpoor et al., 2013). Finally, with regards to the CO2 trapping 56 
capacity, the capillary CO2 trapping increased with pressure (Tokunaga et al, 2013), and the trapped 57 
scCO2 was significantly larger than for those for air, and increased with pressure (depth), initial scCO2 58 
saturation, and time in limestone/dolomite sands (Wang and Tokunaga, 2015). 59 
Recently, molecular dynamic modeling was used to estimate contact angles at various temperatures 60 
and pressures (Iglauer et al., 2012); this provided a means of linking the intermolecular forces to droplet-61 
scale contact angle. However, molecular dynamic modeling is time consuming and the simulated results 62 
are strongly affected by the applied boundary conditions and domain size. The absence of relative 63 
simple numerical modeling capabilities of interfacial tension and wettability in brine/CO2 systems makes 64 
it difficult to quantify PcE as a function of storage formation depth, especially for realistic pore geometries. 65 
A semi-analytical model developed by Frette and Helland (2010) was used to compute capillary entry 66 
pressure and associated fluid configurations in straight capillary tubes having realistic irregular cross-67 
sections assuming the interfacial tension and contact angle to be known. This model was improved by 68 
Zhou et al. (2013, 2014) and used to quantify CO2 entry pressure at various wetting conditions. In this 69 
enhanced model, the cap-rock pore spaces are treated as straight capillary tubes with realistic cross-70 
sections  with the brine/CO2 interfacial tension modelled as a function of the two phases density 71 
difference (Hebach et al., 2002), the contact angle evaluated based on the Frumkin–Derjaguin equation 72 
(Hirasaki, 1991), and the film thickness related to disjoining pressure based on the  73 
Derjaguin−Landau−Verwey−Overbeek (DLVO) theory (Israelachvili, 1991; Hirasaki, 1991; Tokunaga, 74 
2012) using the depth-dependent brine and CO2 properties (phase densities and Hamaker constants). 75 
The Zhou et al. (2013, 2014) model is used in this work to compute the CO2 entry pressure as a function 76 
of hydraulic radius at various storage depths. The dependency of interfacial tension, contact angle and 77 
capillary entry pressure on CO2 storage depth and brine ionic strength is also investigated.  78 
In this work, the semi-analytical model and related correlations and theories are presented before the 79 
application of the proposed workflow and methodology in a real CO2 storage site case, thus highlighting 80 
the importance of estimating the capillary entry pressure and its implications on the geological storage 81 
of CO2 in the given formation.  82 
2. Semi-Analytical Model for Computing Entry Pressure 83 
As stated above, in this work, CO2 capillary entry pressure and associated fluid configurations are 84 
computed iteratively by a semi-analytical model (Frette and Helland, 2010; Helland and Frette, 2010; 85 
Zhou et al., 2013, 2014) which is based on generalizing the Mayer and Stowe-Princen (MS-P) method 86 
(Ma et al., 1996; Lago and Araujo, 2001) to allow for arbitrary pore shapes from images as tube cross-87 
sections. The MS-P method balances the required work with the corresponding change in interfacial 88 
free energy for a virtual displacement of the invading main terminal meniscus (MTM) in the direction 89 
along the tube length. For a displacement of an MTM separating CO2 (c) and water (w) in a capillary 90 
tube, this balance may be written as 91 
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where csdA and cwdA are the changes in CO2-solid and CO2-water interfacial areas, respectively, cdV  is 93 
the change in CO2 volume, and is the contact angle. The radius of curvature, r, of an arc meniscus 94 
(AM) located in the pore cross-section sufficiently far away from the MTM is given by the Laplace formula 95 
in two dimensions, 96 
cP
r

  ,                   (3)        97 
where  is the interfacial tension. The capillary entry pressure for a displacement of the MTM is related 98 
to the AM radius by Eq. 3. The MS-P method has been used to derive entry pressures in idealized pore 99 
geometries (Ma et al., 1996; Øren et al., 1998; Lago and Araujo, 2001), and more recently, in arbitrary, 100 
yet relatively convex, polygonal pore shapes by making use of the relation between the entry fluid 101 
configuration and the medial axis of the pore space (Lindquist, 2006).  102 
2.1 Capillary entry pressure radii and associated fluid configurations 103 
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The semi-analytical model (Frette and Helland, 2010) requires as input a 2D binary solid-void image. 104 
Smooth pore/solid boundaries  are calculated by a Euclidean path method (Braquelaire and Vialard, 105 
1999) based on the discrete boundaries that are identified in the binary image. Orientation angles  are 106 
then computed for all boundary points b . The angle is defined between the boundary tangent at b 107 
and a line parallel with the abscissa (please refer to Figure 1a). The next step in the procedure is 108 
determining the entry pressure and associated cross-sectional fluid configurations in the binary image 109 
during capillary-controlled invasion for a non-wetting phase (e.g., CO2) displace wetting phase (e.g., 110 
brine water) under arbitrary wetting conditions ( ).  111 
The most favorable entry curvature for a given capillary pressure radius, r , in a realistic pore geometry 112 
is determined by the following three steps. First, run an arc meniscus determining procedure to find out 113 
all the geometrically allowed interfaces. Second, run the pore boundary tracking algorithm to find out all 114 
possible invasion candidates; and third compute the capillary entry curvatures for all the possible 115 
invasion candidates and determine the most favorable invasion which corresponds to the smallest entry 116 
curvature among the invasion candidates.   117 
For a given capillary pressure radius, r , a circle with radius r is moved along the pore boundary in 118 
opposite directions such that the front arcs form the given contact angle   in the boundary points. The 119 
loci of the circle centers constitute two closed curves which are given by: 120 
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where (x, y) are the coordinates of the pore boundary point b, and   is the contact angle. Geometrically 122 
allowed arc menisci occur at locations where the circles moving in opposite directions intersect and the 123 
coinciding arcs point toward pore-space constrictions or corners, as shown in Figure 1a. Geometrical 124 
regions, with boundaries composed of alternate pore-wall segments and AMs, are determined by a pore-125 
boundary tracking procedure. These regions are classified as bulk phase regions (BR) or layer phase 126 
regions (LR) based on the orientation of the AMs that belong to the region boundaries. 127 
 
 
(a) (b) 
Figure 1: Numerical examples of the Frette and Helland (2010); Zhou et al. (2013, 2014) semi-analytical model in 128 
an extracted pore space from Bentheim sandstone for (a) definition of the orientation angle, i  at point ib , and 129 
the relation between counter-clockwise and clockwise closed curves, ccv  and cv , the parameters r and b are 130 
illustrated for a nonzero contact angle,  . (b) The relation between b  (blue solid curve), ccv  (red dotted 131 
curve), cv   (green dotted curve), circle intersections (black triangles), AMs (black solid curves) and the 132 
corresponding contact lines (yellow squares, green diamonds) are shown. Figure 1b also shows the favorable 133 
configuration (colored region) of the invading fluid (CO2) at the given capillary pressure. 134 
The valid fluid configuration change is associated with the most favorable entry pressure among all 135 
possible displacement scenarios. Therefore, entry pressures are computed for all valid BR and LR 136 
combinations that could be formed by the invading fluid. The general MS-P equation for region 137 
combination i is given by 138 
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On the Estimation of CO2 Capillary Entry Pressure: Implications on Geological CO2 Storage      4 
where ioA ,  is the cross-sectional area of the invading fluid, iosL ,  and iowL ,  are the solid length contacted 140 
by the invading fluid and the lengths of the AMs during the displacement, respectively.  141 
The most favorable entry curvature among all available displacement scenarios cN is determined by:  142 
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rFrF                (6) 143 
A computational example of the most favorable capillary entry curvature, and its associated fluid 144 
configurations among all the interfaces combination at a given interface radius, is given in Figure 1b. 145 
Based on the 10 geometrically allowed AMs, the three regions BR(1), LR(1), and BR(2), are identified. 146 
The allowed region combinations for possible gas invasion are given by {BR1}, {BR2} and {BR1, LR1, 147 
BR2}. From Eqs. 5 and 6 it is found that the most favorable entry pressure )(rF  corresponds to the 148 
individual region {BR1} and its associated fluid configuration is defined and highlighted with the orange 149 
color in Figure 1b.  150 
The entry curvature and associated fluid configurations for a non-wetting phase displacing the wetting 151 
phase in a straight tube with highly irregular cross section under arbitrary wetting conditions are 152 
determined through an iterative procedure, 153 
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rF
r           (7) 154 
where )(rF   is the most favorable capillary curvature among all possible displacement scenarios for 155 
the present iteration radius, iterr . Note that the initial value of iterr  is considered to be the effective 156 
hydraulic radius cos1 LAr  , where A and L are the pore space cross-sectional area and boundary 157 
perimeter, respectively. 158 
2.2 Capillary entry radii correlation 159 
A segmented Bentheim sandstone SEM image, as shown in Figure 2, is used to calculate the capillary 160 
entry radii for highly irregular pore space as described in Section 2.1. This image size is 1134x761 pixels 161 
and its resolution 0.204 μm. As shown in this figure, the black entries represent pore space and the 162 
white background denotes matrix. In this rock image, 293 individual pore spaces could be extracted and 163 
the total porosity equals 0.18. The basic properties, such as pore boundary, pore area, pore boundary 164 
length are calculated first for each pore space, and then the capillary entry radii are computed at different 165 
wetting conditions, , for each of these extracted individual pore geometries using the semi-analytical 166 
model described above.  167 
 168 
 
Figure 2: SEM image of Bentheim sandstone which is taken as input to the proposed modeling procedure. 169 
The simulated capillary entry radii for three wetting conditions,  ,6030 ,0 , are plotted in Figure 3a 170 
as a function of the effective hydraulic radius cosLA . Lindquist (2005) demonstrated that the hydraulic 171 
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radius LA  provides an accurate prediction of capillary entry radii in relative convex pore geometries 172 
under strongly water-wet conditions. Since the Bentheim sandstone pore spaces are strongly non-173 
convex and show a high degree of surface roughness, Frette and Helland (2010) concluded that the 174 
hydraulic radius LA  under-estimates the capillary entry radii at strongly water-wet conditions, and 175 
proposed an improved formulation to estimate the capillary entry radii of non-wetting phase invading 176 
into highly irregular wetting-phase filled pore throats, 177 


cos
)(
L
Ag
rE             (8) 178 
where )(g is a function of contact angle. As shown in Figure 3a, the slope of the potential trend curve 179 
decreases as the data set changes from strongly to weakly water-wet conditions, indicating that )(g180 
decreases with pore space wettability. Figures 3b and 3c present capillary entry radii as a function of 181 
effective hydraulic radius along with their fitted straight lines for  0  and  70  respectively, thus 182 
demonstrating that )(g  decreases dramatically when the wettability varied from strongly to weakly 183 
water-wet conditions. It has to be noted that )(g  is smaller than 1 at weakly water-wet conditions; this 184 
is expected since relatively flat interfaces and larger invading fluid areas will be examined, and thus the 185 
effects of pore boundary roughness and pore shape on the capillary entry radius in pore space are 186 
attenuated.  187 
The capillary entry radii were computed at various wetting conditions (contact angles), and )(g was 188 
estimated by fitting the computed capillary entry radii as a function of effective hydraulic radius using a 189 
straight line correlation. The computed )(g  values are plotted versus cosLA   in Figure 3d as green 190 
circles, and a polynomial correlation is used to correlate these computed )(g  data as a function of 191 
contact angle: 192 
      .0344.1cos0857.1cos 8967.3cos 5329.4cos 9098.1)( 234  g    (9) 193 
Therefore, the capillary entry radii for the invasion of a non-wetting phase into a realistic pore geometry 194 
filled with the wetting phase can be evaluated from Eqs. 8 and 9 under arbitrary wetting conditions, and 195 
this will be used later to calculate the capillary entry pressure as given in Eq. (23). 196 
 197 
  
(a) (b) 
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(c) (d) 
Figure 3: Computed capillary entry radii and impact of contact angle. (a) Capillary entry radii as a function of 198 
effective hydraulic radius under three wetting conditions; (b) capillary entry radii as a function of effective hydraulic 199 
radius under strongly water-wet condition,  0 ; and (c)  70 , (d) )(g  as a function of cos . Note that   200 
varies from 0 to 70 at a 5 interval; this correlation is used in Eq. (23).  201 
3. Depth-Dependent Properties  202 
Significant pressure, P, and temperature, T, changes may be experienced with increasing depth below 203 
the earth’s surface, but also during the injection of CO2 in a given storage site, which cause variations 204 
in several basic rock/fluid properties, such as interfacial tension and contact angle, that affect capillary 205 
equilibrium. The importance of P and T variations is evident when considering the interfacial tension and 206 
contact angle depth profiles using typical geothermal gradients ranging from 20 to 30 K km-1 (Celia, 207 
2008) and a typical hydrostatic pressure gradient of 10.5 MPa km−1 (Deming, 2001).  208 
For estimating the entry pressure, properties which are highly dependent on depth include the: (a) 209 
brine/CO2 interfacial tension and contact angle, which affect the capillary entry pressure and fluid 210 
configuration; (b) density of CO2, which affects capillary pressure and DLVO interactions; (c) dielectric 211 
constants of brine water and CO2, which affect electrostatic and van der Waals interactions; and (d) 212 
Hamaker constants, which are central to calculating van der Waals interactions. The variation of these 213 
parameters as a function of depth and their calculation will be discussed in following subsections. 214 
 215 
3.1. Interfacial tension computation 216 
The interfacial tension between CO2 and brine has a significant influence on the effectiveness of any 217 
CO2 storage operations. However, to the best of our knowledge, there are only two existing models in 218 
the literature that can be used to predict the interfacial tension between CO2 and brine (Hebach et al., 219 
2002; and Chalbaud et al., 2009). These two proposed empirical models are both obtained from 220 
regression fits of experimental data and predict the interfacial tension at various temperature and 221 
pressure conditions from the density difference between the brine water and CO2. In this work, we 222 
choose the correlation proposed by Hebach et al. (2002) to compute the interfacial tension ; this 223 
correlation is given as:   224 
    9958.0exp)exp(1 652423210  dkkdkdkdkdkk      (10) 225 
where 226 
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Note that d is a function of temperature and pressure, and it represents the square density difference of 230 
the two components (brine water and CO2), fluid densities are measured in kg/m3, and the units of 231 
temperature and pressure (T and P) are in K and MPa, respectively. The various coefficients of this 232 
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regression function are 00022.00 b , 9085.11 b , 514.270 k , 25.351 k , 916.312 k , 016.913 k , 233 
233.1034 k , 513.45 k  and 903.3516 k . Using this empirical equation to model interfacial tension 234 
between brine and CO2 requires the density of brine water and CO2 at given conditions.   235 
Brine water density. The density of water as a function of both temperature and pressure can be 236 
expressed as (The Engineering ToolBox, from online source, http://www.engineeringtoolbox.com/fluid-237 
density-temperature-pressure-d_309.html):  238 
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where 0,w is the water density (kg/m
3) at pressure of 0P  (MPa) and temperature of 0T  (
oC),   is water 240 
volumetric temperature expansion coefficient (1/oC) and E is the water bulk modulus of elasticity (= 2150 241 
MPa). We set 8.9990, w
-3mkg   at 1.10 P MPa and C00 T  for computing the pure water density. 242 
The brine water density is adjusted based on pure water density and the ionic strength. For example, 243 
the NaCl brine density with an ion concentration equal to c (mol/m3) is approximated by: 244 
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where MWNaCl is the molecular weight of NaCl (=58.44 g/mol), and NaCl  is the density of solid NaCl 246 
(=2.16x103 ).mkg -3  247 
CO2 density. The density of pure CO2 was measured by Span and Wagner (1994) under various 248 
pressures and temperature; these data are shown in Figure 4 as a function of pressure and temperature. 249 
In our work, a linear interpolation method is used to compute the density of CO2 under arbitrary 250 
combinations of temperature and pressure conditions that could be encountered at various CO2 storage 251 
depths. 252 
3.1.1. Interfacial tension at CO2 storage depths  253 
Based on the above procedures, the CO2 density, ρCO2, and the brine water / CO2 density difference (for 254 
three ionic concentrations) are presented in Figure 5. The lack of close form analytical expressions for 255 
the CO2 density, brine refractive index and CO2 dielectric constant versus pressure and temperature 256 
requires interpolation in the corresponding data sets (see Figures 4, 7 and 8, respectively), which yields 257 
non-smooth fluid density versus depth curves as the ones depicted in Figure 5. The surface pressure is 258 
set to 0.105 MPa and surface temperature to 20°C; the pressure gradient equals to 10.5 MPa/km and 259 
the temperature gradient equals to 20.5 K/km. This figure shows that CO2 density and density 260 
differences vary significantly at depth range of 700-1000 meters; this is because CO2 exists at 261 
supercritical state at the given depth range for the corresponding temperature and pressure gradients. 262 
The brine density is affected by ionic concentration, as shown in Figure 5, however, the presented three 263 
density difference-depth curves (c=0.01M, 0.1M, 1M) do not exhibit a significant variation at same 264 
pressure and temperature conditions. Based on the determined density difference, the interfacial 265 
tensions for the various depths, and at different ionic concentrations, are computed from the model 266 
proposed by Hebach et al. (2002), and the results are presented in Figure 6. This figure shows that the 267 
IFT/depth curves have a similar trend as the density difference ones seen in Figure 5.    268 
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 269 
Figure 4: Pure CO2 density at various pressure and temperature conditions (Span and Wagner, 1994). 270 
  271 
Figure 5: CO2 density, density difference between brine/water (c=0.01M, 0.1M, 1M) and CO2 at various depths -  272 
Pressure gradient 10.5 MPa/km and temperature gradient 20.5 K/km. 273 
3.2. Wettability (contact angle) modeling 274 
Direct integration of the augmented Young-Laplace equation of capillarity 275 
)(  f
r
Pc

           (13) 276 
yields the following relationship between the equilibrium contact angle,  , and the disjoining pressure, 277 
 , (Hirasaki, 1991; Chaturvedi et al., 2009), 278 
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where r is the interfacial curvature and
f is the equilibrium film thickness of interest. Depending on the 280 
magnitude of the right-hand side of Eq. 14, both perfect wetting and non-perfect wetting conditions can 281 
be examined. Eq. 14 is known as the Frumkin–Derjaguin equation (Hirasaki, 1991; Chaturvedi et al., 282 
2009) and links the macroscopic contact angle   to the interaction forces between a solid surface and 283 
a fluid-fluid interface. The concept of disjoining pressure is used to reflect the contribution of the 284 
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interaction forces on the solid wettability. In the next step, the DLVO theory will be introduced to compute 285 
the disjoining pressure isotherm curves at various temperature, pressure and ionic strength conditions 286 
that might be encountered in CO2 storage sites. This, for example, includes the cap-rock located at 287 
different depths that prevents CO2 leakage, as well as impermeable layers or laminations located either 288 
in the storage formation or in the overburden strata that prevent or delay the vertical migration of CO2 289 
within the storage formation or through the overburden in case of an unwanted CO2 leakage, 290 
respectively.  291 
 292 
Figure 6:  Interfacial tension between CO2 and brine/water as a function of depth for various ionic concentrations 293 
(c=0.01M, 0.1M, 1M); pressure gradient 10.5 MPa/km and temperature gradient 20.5 K/km. 294 
3.2.1. Disjoining pressure  295 
DLVO theory suggests that the interaction forces between a solid surface and a gas-water interface are 296 
either attractive or repulsive. The disjoining forces have three components: (a) van der Waals forces297 
vdWF , (b) structural forces sF , and (c) electrostatic interactions eF  originating from the overlap of ion 298 
clouds at each interface. The sum of these forces ( vdWF , sF , eF ) results in the disjoining pressure,  , 299 
between the surfaces. Here, the structural forces are considered to be pressure-temperature 300 
independent, while the van der Waals forces and electrostatic interactions will be evaluated under 301 
various pressure-temperature conditions characteristic of geological CO2 sequestration. Subsequently, 302 
the predicted combined effect of these forces on the disjoining pressure isotherm curves, and 303 
consequently on the wettability of cap-rock pore spaces, will be estimated. 304 
Structural forces. Structural forces explain the repulsion when two molecules come near each other. 305 
In general, these forces decrease exponentially with increasing film thickness, h:  306 
sff
ss eAF
/ ,           (15) 307 
where sA  is a coefficient for the structural force and it depends on the type of solid/fluid system, f is the 308 
thickness of the film, and fs is the decay length. In this work, we have used fs = 0.05 nm as suggested 309 
by Hirasaki (1991). 310 
van der Waals forces. van der Waals forces are dependent on the distance between any two surfaces, 311 
for thin-film interactions, and are given by (Hirasaki, 1991),  312 
36 f
H
F vdWvdW


 ,          (16) 313 
where vdWH  is the Hamaker constant for the interactions in the brine/CO2 system. The value of the 314 
Hamaker constant in Eq. 16 is approximated by the geometric mean of Hamaker constants in the 315 
brine/brine and CO2/CO2 systems: 316 
  ssbbccbbvdW HHHHH  .       (17) 317 
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The Hamaker constants for the brine/brine, CO2/CO2 and solid/solid systems, under given temperature 318 
and pressure conditions, are computed in terms of the refractive index and the dielectric permittivity of 319 
the system (Israelachvili, 1991): 320 
 
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nhv
TkH

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.       (18) 321 
Here 𝑘𝐵 denotes the Boltzmann constant, 𝑣𝑒 is the absorption frequency, i  are the dielectric constants 322 
and ni the refractive indices for CO2 and brine (subscript i represents either CO2 or brine). The dielectric 323 
constants and refractive indices of the brine/water and CO2 are pressure-temperature dependent 324 
properties. The computation of these four intermolecular fluid properties have been reported in the 325 
literature, and are described briefly below.  326 
The pressure-temperature dependent brine water dielectric constant b is computed from the empirical 327 
correlation proposed by Bradley and Pitzer (1979):  328 









1000
ln1000
B
PB
CDb .        (19) 329 
The definitions of the various variables in Eq. 19 are as follows: 330 
 23211000 exp TUTUUD  ,        (19a) 331 
 TUUUC  654 ,         (19b) 332 
TUTUUB 987  ,         (19b) 333 
where   ,0525.2 ,104690.9 ,100866.5 ,104279.3 4
7
3
3
2
2
1 
 UUUU  ,101159.3 35 U334 
 ,108289.1 26 U 1417.2 and ,102142.4 ,100325.8 9
6
8
3
7  UUU .  335 
One of the other pressure-temperature properties, the brine water refractive index bn , is taken from 336 
Harvey et al. (1998) at a wavelength equal to 0.58926 m  and plotted as a function of pressure and 337 
temperature in Figure 7.  338 
 339 
Figure 7:  Brine refractive index as a function of temperature and pressure; wavelength equal to 0.58926 m . 340 
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The pressure-temperature dependent refractive index for CO2, cn , is computed using the correlation 341 
proposed by Sun et al. (2003): 342 
0.9983+0.2371= CO2cn .         (20) 343 
The pressure-temperature dependent dielectric constant for CO2, c , is taken from Michels and Michels 344 
(1933), and plotted as a function of pressure and temperature in Figure 8.  345 
 346 
Figure 8:  CO2 dielectric constant as a function of temperature and pressure. 347 
Electrostatic forces. The two surfaces of a colloidal thin film may interact because of the presence of 348 
an ionic charge on these surfaces. The forces between the two surfaces are usually calculated by 349 
modelling these surfaces as having either a constant potential or a constant surface charge. The double-350 
layer compression approximation developed by Gregory (1975) is one convenient model that performs 351 
well for surfaces having low- to intermediate-magnitude electrostatic potentials (typical of many 352 
geological mineral surfaces) over a wide range of surface separations, and is suitable for use over 353 
moderately wide ranges of ionic strength. The electrostatic contribution to the disjoining pressure, eF , 354 
in a symmetric electrolyte solution between parallel charged plates is related to f in the compression 355 
approximation through the following relationship (Gregory, 1975): 356 
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.   (21) 357 
In Eq. 21, c is the ionic concentration, 1,eY  and 2,eY are the dimensionless electrostatic potential for the 358 
two interfaces and TkzeY Bee  , 1 and 2 represent CO2-brine water-solid surface. The variable 
1 is the 359 
electric double layer decay length or Debye length given by: 360 
cze
TkBb
22
01
2

  ,          (22) 361 
where e  is the electron charge, z  is the ion value, 0  is the vacuum permittivity, and b is the dielectric 362 
constant of brine water. The Debye length typically ranges from ~1 nm up to a few tens of nanometers 363 
in pore water, varying with the inverse square root of ionic strength. 364 
3.2.2. Contact angle estimation 365 
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The disjoining pressure isotherm curves are computed from the DLVO theory and the three 366 
intermolecular interaction forces contributing to disjoining pressure are defined above for various 367 
temperature-pressure combinations that can be encountered at CO2 storage and sequestration sites.  368 
The parameters required to compute disjoining pressure isotherm curves at specific temperature-369 
pressure conditions are the number of ions formed, molar concentration, and the electrostatic potential 370 
e  at the two surfaces. The disjoining pressure isotherm curves are then used to calculate the contact 371 
angle using the Frumkin–Derjaguin equation, Eq. 14. Note that in this equation, the equilibrium film 372 
thickness f  is set to 0.45 nm, and the area under the disjoining pressure curve is calculated from 373 
45.0 ff nm to 400f  nm.  374 
Comparison of model contact angles with experimental measurements. The model presented 375 
above was used to compute the contact angles between CO2 and brine water at both low and high ionic 376 
strength conditions. The simulated contact angles for the low ionic strength ( 5101 c M) brine water 377 
and at constant temperature, C 45T , are presented in Figure 9a. This plot shows that the contact 378 
angles do not change significantly with changing electrostatic potential; this means that the electrostatic 379 
forces do not contribute to disjoining pressure when the ionic concentration is low. The experimentally 380 
measured contact angles at non-ionic water (Jung and Wan, 2012) are also shown in this figure, with 381 
the simulated and measured contact angles exhibiting a reasonable agreement pressures higher than 382 
approximately 18 MPa.  383 
The contact angles simulated as a function of the electrostatic potential for a high ionic concentration (384 
1c M) brine water are presented in Figure 9b; the temperature, pressure, and ionic concentration, 385 
T=60˚C, P=14 MPa and c=1 mol/L, are the same as the ones used by Al-Menhali and Krevor (2013). 386 
The computed b , 
2CO
 and   values are equal to 1018 kg/m3, 564 kg/m3 and 31.2 mN/m, respectively, 387 
which are found to be very close to the reported measured density values of 1017 and 561 kg/m3, for 388 
brine and CO2 (Al-Menhali and Krevor, 2013). For the given system, the simulated contact angles are 389 
located in the range of 31˚ to 77˚ if the electrostatic potential values vary from 0 mV to 100 mV (assuming 390 
the surfaces are opposite charged). The range of the simulated contact angles is slightly wider than the 391 
core-scale effective contact angle measured at the similar system Al-Menhali and Krevor (2013), who 392 
reported that the contact angles are located in the range of 40˚ to 60˚ by comparing the measured 393 
capillary pressure curves with strongly water-wet (θ=0˚) mercury injection capillary pressure curves.  394 
  
 
  
(a) (b) 
Figure 9: Contact angle in a brine-CO2-solid system for (a) a very low ionic concentration brine/water (395 
5101 c M) at C 45T , and (b) a high ionic concentration brine/water ( c 1 M) at T 60 C  P=14 MPa  ， . 396 
Effects of electrostatic potential on contact angle. The simulated contact angles for C 45T  at 397 
various ionic concentrations and electrostatic potential pairs are presented in Figure 10. This figure 398 
demonstrates that the contact angle increases with pressure at constant temperature, ionic 399 
concentration and electrostatic potential. For all cases considered, this increase occurs primarily within 400 
the pressure range of 5-20 MPa with the contact angle remaining practically constant at pressures 401 
greater than 20 MPa. The observed sharp increase of contact angle is attributed to the CO2 phase 402 
behavior as CO2 becomes supercritical at a threshold pressure (Figure 10). Note that the threshold 403 
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pressure increases from 15 MPa to 20 MPa when the ionic concentration increases from 0.001M to 1M. 404 
The simulated contact angle at low and high electrostatic potentials (opposite charged surfaces, 405 
mV 100  and  01.0e , respectively) exhibits an increasing difference with an enhanced brine water 406 
ionic concentration. This is because at high ionic concentration brine-CO2-solid system the attractive 407 
electrostatic forces make an important contribution to disjoining pressure, which consequently reduces 408 
the degree of water affinity on the solid surface. The simulated contact angle for 1c M at larger 409 
pressure ranges varies from 48° to 108° (Figure 10d) as the electrostatic potential plays an increasing 410 
role in the brine-CO2-solid system. Note that for the corresponding ionic concentration ( 1c M), the 411 
brine-CO2-solid system contact angle measured by Jung and Wan (2012) was 58°, which is within the 412 
range of the simulated contact angle values presented in this work.  413 
  
(a) 3101 c M (b) 2101 c M 
 
 
 
 
(c) 1101 c M (d) 1c M 
Figure 10: Impact of electrostatic potential on contact angle in a brine-CO2-solid system at C 45T  (a) 414 
3101 c M, (b) 2101 c M, (c) 1101 c M, and (d) 1c M. 415 
Effect of ionic strength on interfacial tension and contact angle. The brine/supercritical-CO2 416 
interfacial tension and contact angle are simulated for different ionic concentrations and 417 
 mV,50 mV,50 2,1,  ee MPa 20 and C 45  PT ; the results are shown in Figure 11. This figure 418 
shows that the interfacial tension and contact angle both display an increasing trend with ionic 419 
concentration. A linear correlation between the interfacial tension and ionic concentration is observed in 420 
the simulated ionic concentration region (see Figure 11a); however, the contact angle exhibits a non-421 
linear trend as a function of ionic concentration (Figure 11b) with the contact angle ranging from 46° to 422 
63° in this case). Juan and Wan (2012) claimed that a linear correlation exists between the measured 423 
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contact angle and ionic concentration, which they explained by relating the electrostatic potential to ionic 424 
concentration. Figure 11b also shows that the contact angle tends to reach a plateau when c becomes 425 
larger than 0.8 M. It should be noted that a much higher contact angle could be obtained if a larger 426 
electrostatic potential value is applied. Finally, please note that the solid surface becomes even more 427 
CO2-wet ( 108 ) for mV100 and mV100 2,1,  ee (see Figure 10d). Such CO2-wet systems were 428 
also reported by Yang et al. (2008) based on experimental results they obtained in their work. 429 
  
(a) Interfacial tension (b) Contact angle 
Figure 11: Impact of ionic strength on interfacial tension and contact angle in a brine-CO2-solid system at 430 
 mV,50 mV,50 2,1,  ee MPa. 20 and C 45  PT   431 
Effect of temperature on contact angle. The contact angle dependency on temperature                                    432 
and at various pressures is investigated in this subsection. Contact angle values for temperatures433 
C75 ,C65 ,C55 ,C45 ,C35 T ) are simulated and the results are shown in Figure 12. The electrostatic 434 
potentials used in these calculations are  mV,50 mV,50 2,1,  ee and water brine ionic 435 
concentrations of 1101 c M and 1c M, respectively. This figure demonstrates that an increase in 436 
temperature reduces dramatically the contact angle, especially at intermediate pressures (5 MPa -15 437 
MPa). The same effect of temperature on contact angle was also identified by Iglauer et al. (2012) based 438 
on molecular dynamic modeling. 439 
  
(a) 1101 c M (b) 1c M 
Figure 12: Impact of temperature on contact angle in a brine-CO2-solid system for constant charged surfaces 440 
pairs . mV50 and mV50 2,1,  ee  441 
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4. Field Case 442 
The importance of the proposed methodology and presented computational approach can be viewed in 443 
terms of obtaining: (a) threshold capillary pressure which is related to one of the main CO2 geological 444 
storage mechanisms; and (b) entry pressure which can lead to very different predictions of long-term 445 
CO2 sequestration (Li et al., 2013). 446 
The derived procedures and outlined models are used in a synthetic  CO2 geological site (based on 447 
Utsira formation) to obtain estimates of the capillary entry pressure as a function of CO2 storage depth. 448 
The application of the entire proposed workflow (methodology) presented in this work requires detailed 449 
laboratory analyses on site-specific rosk and fluid(s) samples and subsequent modeling to obtain entry 450 
capillary pressures and their spatial and stress-dependent variability. Since CO2 storage sites are very 451 
few globally, and since some of our methodology-required data can be found in the public domain for 452 
the Utsira formation, a “synthetic” storage site based on the existing Utsira data is considered to 453 
demonstrate the application of our work. In this synthetic, Utsira-like site the surface pressure is 0.105 454 
MPa, the pressure gradient is 10.5 MPa/km, the surface temperature is 20°C and the temperature 455 
gradient is 20.5 K/km. The ionic components and concentration of formation brine are reported by 456 
Rochelle and Moore (2002) for a synthetic Utsira pore water. The electrostatic potentials for constant 457 
charged surface pairs are mV50 mV,50 2,1,  ee .  458 
The density of CO2 and brine/water under various depths is estimated first, and subsequently the 459 
interfacial tensions and contact angles are modelled for the given CO2/brine/solid system. Computed 460 
interfacial tensions and contact angles are presented as a function of the CO2 stored depth in Figure 461 
13a.  Both interfacial tension and contact angle exhibit significant variations for depths shallower than 462 
1000 m; for higher depths the variations are more gradual with the interfacial tension being close to 26 463 
mN/m and the contact angle around 56°. This is because CO2 becomes supercritical at depths in the 464 
range of 700-1000 m (depending on the localized pressure gradient), and the dependency of CO2 465 
properties on pressure-temperature becomes less important. 466 
The capillary entry pressure at given interfacial tension and wetting conditions when CO2 invades water-467 
filled, highly irregular realistic pore spaces can be estimated by the following equation which can be 468 
obtained by combining Eqs. 8 and 9: 469 
A
L
gr
P
E
cE
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cos


 , (23) 
Please note that )(g  is a correlation of cos  given by Eq. (9), and when 1)( g  the impact of surface 470 
roughness and non-convexity in the computation of the capillary entry pressure is neglected.  471 
   
(a) (b) (c) 
Figure 13: Dependency of (a) CO2/synthetic-Utsira-pore-water interfacial tension and contact angle with synthetic 472 
Utsira formation depth, (b) capillary entry pressure as a function of hydraulic radius at several depths, and (c) 473 
capillary entry pressure as a function of hydraulic radius after CO2 become supercritical. 474 
Capillary entry pressures for CO2 invading pore spaces filled with synthetic Utsira pore water for 1)( g  475 
(ideal case) and 1)( g  (realistic case) computed from Eq. 23 are plotted versus hydraulic radius in 476 
Figure 13b. This figure shows that CO2 capillary entry pressure depends more on depth for burial values 477 
less than 1000 m; if the CO2 is stored deeper than 1200 m this variation is not as significant as depth 478 
increases. The difference between the red and blue curves is also significant if the storage depth is 479 
shallower than 900 m, indicating that the pore space roughness and non-convexity induce lower capillary 480 
entry pressures that are needed for a safe CO2 storage. The impact of roughness and non-convexity on 481 
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the capillary entry pressure is less important when the depth increases beyond 1200 m; this is because 482 
1)( g for values of   close to 63° (Figure 13b). 483 
In order to emphasize on storage formations at depths higher than 900 m, Figure 13c presents the 484 
capillary entry pressure for storage depth deeper than 900 m for various hydraulic radii, LA . It should 485 
be noted that for a given hydraulic radius, LA , the variation of capillary entry pressure is not strongly 486 
dependent on storage depth, and the pore roughness may be neglected. However, for small pore 487 
throats, the difference between the capillary entry pressure calculated at various storage depths should 488 
be considered.  489 
In Figures 13b and 13c, the hydraulic radius LA  for a circular geometry becomes 
22
2 R
R
R
L
A



, so it 490 
represents the pore throat size. In Figures 13b and 13c, the hydraulic radius varies from 810  m to 610491 
m; this range represents pore throat radii varying from 20 nm to 2000 nm. This is a reasonable pore 492 
throat radii range for a sorage formation cap rock; for example, the pore throat diameter of the Utsira 493 
caprock is in the range of 14 nm to 40 nm (Kemp et al., 2001). The capillary entry pressure of 494 
supercritical CO2 is between 2 MPa and 5.5 MPa, assuming the CO2/brine surface tension to be around 495 
31020   N/m. In order to account for the effective stress within the Sleipner area, the capillary entry 496 
pressure to supercritical CO2 in the Utsira caprock is considered to be around 1.7 MPa (Kemp et al., 497 
2002). This is comparable with our simulated capillary entry pressure when CO2 becomes supercritical 498 
at storage depths greater than 900 m.  499 
Discussion. As suggested by Chiquet et al. (2007), for CO2 storage in an aquifer, the storage capacity 500 
could be expressed in terms of mass of CO2 per unit surface of the reservoir as:  501 
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This expression of CO2 storage capacity assumes the reservoir wettability to be strongly water wet, 502 
0  thus overestimating the storage capacity; in addition, the density terms were assumed to remain 503 
constant. These assumptions could be addressed/improved by considering the results presented in our 504 
work for the CO2 storage in an aquifer. Following Chiquet et al. (2007) and considering that the stored 505 
CO2 occupies a given reservoir thickness, h, between the caprock and the underlying aquifer, the 506 
buoyancy force of water that drives the CO2 upwards is given by: 507 
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 , (25) 
where H represents the maximum height in the formation that CO2 can be stored. The caprock’s capillary 508 
entry pressure is given by Eq. 23, so the storage capacity expressed in terms of mass of CO2 per unit 509 
surface of the reservoir is given as:  510 
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This expression accounts for brine and CO2 densities, interfacial tension, and contact angle variation at 511 
different storage heights; it also accounts for the size and shape of pore space. Note that the expression 512 
of Eq. 26 is simplified to Eq. 24 if the brine and CO2 densities, interfacial tension and contact angle 513 
remain constant independent of height and the pore space geometry is circular. The depth of the top of 514 
the Utsira sand ranges from 550 to 1500 m and the base from 600 to 1700 m (Kirby, 2001); therefore, 515 
the effect of depth dependent properties on storage capacity cannot be ignored, especially when CO2 516 
is close to the critical point (Chadwick et al., 2008).  517 
Summarizing, the proposed methodology is capable of providing estimates of the depth-dependent 518 
capillary entry pressure in the context of geological CO2 storage based on the storage-specific 519 
characteristics (rock and fluids) and conditions (pressure, temperature and brine ionic composition). 520 
These figures can reduce site-specific uncertainties and provide relevant scientific support for a more 521 
realistic and safely-executed CO2 storage project. A future application of simulated depth-dependent 522 
capillary entry pressure curves can also be incorporated into existing reservoir simulation models to 523 
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predict CO2 migration in the storage unit and overburden strata in case of a potential, and unwanted, 524 
CO2 leakage. 525 
5. Summary and Conclusions 526 
A method is proposed for estimating the capillary entry radii for CO2 invading brine-water filled irregular 527 
pore space geometries under arbitrary uniformly-wet conditions. The brine/CO2 contact angle as a 528 
function of pressure-temperature, ionic strength, and electrostatic potential is computed from the 529 
Frumkin–Derjaguin equation and based on the DLVO theory. A case study is used to illustrate the 530 
dependency of CO2 capillary entry pressure with formation depth. Based on the theory and results 531 
presented in this work, the following conclusions can be made: 532 
 The simulated brine/CO2 contact angles exhibit a qualitative agreement with experimental 533 
measurements reported in literature. Specifically, the following observations are very important, 534 
and contact angle behavior needs to be accounted for in modeling of CO2 geological storage 535 
processes: 536 
o Contact angle increases with electrostatic potential; this increase occurs primarily within 537 
the pressure range of 5-15 MPa, which corresponds to a CO2 storage depth of 500-538 
1500 m, if a normal hydrostatic pressure gradient is applied.  539 
o Contact angle exhibits a non-linear trend as a function of brine ionic concentration. 540 
o Contact angle is reduced dramatically with increasing temperature, especially at 541 
intermediate pressures. 542 
 Pore roughness and shape are important when predicting CO2 capillary entry pressure as a 543 
function of hydraulic radius for storage depths shallower than 1000 m, i.e., when CO2 is not 544 
supercritical; these effects become less impotant when CO2 storage occurs at depths over than 545 
1200 m. 546 
 For the given pore size and shape, the capillary entry pressure for CO2 invading pore spaces 547 
filled with synthetic Utsira pore water is highly dependent on the storage depth when shallower 548 
than 1000 m; for storage depth deeper than 1200 m the variation in CO2 capillary entry pressure 549 
reduces as formation depth increases. 550 
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Nomenclature 556 
A = Area, m2 557 
c = Ionic concentration, mol/L 558 
E =  Bulk modulus of elasticity, MPa 559 
F = Force, N 560 
H = Hamaker constant, J 561 
h = Thickness, m 562 
kB = Boltzmann constant, 1.38064852×10−23 J/K 563 
L = Length, m 564 
M = Mass of CO2 per reservoir unit surface, kg/m2 565 
n = Refractive index, dimensionless 566 
P = Pressure, Pa 567 
r = Radius, m 568 
R = Largest pore throat size in caprock, m 569 
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S = Saturation, fraction 570 
T = Temperature, oC 571 
Y = Electrostatic potential, dimensionless 572 
Greek Letters 573 
β = Volumetric temperature expansion coefficient, 1/oC 574 
ε = Dielectric constant, dimensionless 575 
ε0 = Vacuum permittivity, 8.854187817x10-12 F/m 576 
θ = Contact angle, degrees 577 
κ = Inverse of Debye length, 1/m 578 
Π = Disjoining pressure, Pa 579 
ρ = Density, kg/m3 580 
σ = Interfacial tension, mN/m 581 
φ = Porosity, fraction 582 
Ψ = Electrostatic potential, mV 583 
Subscripts 584 
b = Brine 585 
c = Capillary 586 
E = Entry 587 
e =  Electrostatic 588 
s = Structural or solid 589 
vDW = van der Waals 590 
w = Water 591 
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