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Quantifying uncertainties in large-scale forward and inverse PDE sim-
ulations has emerged as a central challenge facing the field of computational
science and engineering. The promise of modeling and simulation for predic-
tion, design, and control cannot be fully realized unless uncertainties in models
are rigorously quantified, since this uncertainty can potentially overwhelm the
computed result. While statistical inverse problems can be solved today for
smaller models with a handful of uncertain parameters, this task is computa-
tionally intractable using contemporary algorithms for complex systems char-
acterized by large-scale simulations and high-dimensional parameter spaces.
In this dissertation, I address issues regarding the theoretical formulation,
numerical approximation, and algorithms for solution of infinite-dimensional
Bayesian statistical inverse problems, and apply the entire framework to a
problem in global seismic wave propagation.
xi
Classical (deterministic) approaches to solving inverse problems at-
tempt to recover the “best-fit” parameters that match given observation data,
as measured in a particular metric. In the statistical inverse problem, we go
one step further to return not only a point estimate of the best medium prop-
erties, but also a complete statistical description of the uncertain parameters.
The result is a posterior probability distribution that describes our state of
knowledge after learning from the available data, and provides a complete
description of parameter uncertainty.
In this dissertation, a computational framework for such problems is
described that wraps around the existing forward solvers, as long as they are
appropriately equipped, for a given physical problem. Then a collection of
tools, insights and numerical methods may be applied to solve the problem,
and interrogate the resulting posterior distribution, which describes our final
state of knowledge. We demonstrate the framework with numerical examples,
including inference of a heterogeneous compressional wavespeed field for a
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In this chapter, I provide a high level overview of my dissertation re-
search, and discuss the contributions of the remaining chapters toward the
common goal of a computational framework for infinite-dimensional statisti-
cal inverse problems. Each subsequent chapter is adapted from an existing
publication or a manuscript currently under review, and the majority of the
technical discussion and literature review will be defered to the corresponding
chapter. The relevant papers can be found here:
• A Stochastic Newton MCMC Method for Large-Scale Statistical Inverse
Problems with Application to Seismic Inversion [143]
• A Computational Framework for Infinite-Dimensional Bayesian Inverse
Problems Part I: The Linearized Case, with Application to Global Seis-
mic Inversion [33]
• A Computational Framework for Infinite-Dimensional Bayesian Inverse
Problems, Part II: Stochastic Newton MCMC with Application to Ice
Sheet Flow Inverse Problems [166]
• Extreme-scale UQ for Bayesian inverse problems governed by PDEs [26]
1
• Optimal low-rank approximations of Bayesian linear inverse problems
[186]
• Likelihood-informed dimension reduction for nonlinear inverse problems
[57]
The following section describes an abstract infinite-dimensional inverse
problem to set the stage for the abstract Bayesian statistical inverse prob-
lem which is described in section 1.3, and is of central interest to this work.
Following this, I describe our contributions to this field, beginning with the
framework for the linear Gaussian setting in section 1.4, and followed by the
various extensions to the nonlinear setting in section 1.5. These nonlinear ex-
tensions are further separated into three basic approaches, each appropriate
for solving a given class of statistical inverse problems: sampling with correc-
tion in section 1.5.1, implicit dimensionality reduction in section 1.5.2, and
explicit dimensionality reduction in section 1.5.3.
1.1 The abstract deterministic inverse problem
Before we consider the statistical setting, it is informative to consider
the deterministic inverse problem. The deterministic inverse problem has been
well studied, and powerful insights and associated algorithms have enabled the
solution of many large-scale deterministic inverse problems. In this section we
briefly discuss these insights and the reasoning behind them, which we then
apply to the statistical inverse problem in the following sections.
2
In the inverse problem setting, we seek to reconstruct an unknown
heterogeneous parameter field over a physical problem domain Ω ⊂ R3. We
denote the parameter field by the function m : Ω→ R, so that for any physical
point x ∈ Ω, m(x) denotes the local value of the parameter field. The pa-
rameter m is taken to be an element of an infinite-dimensional function space.
(The choice of function space and implications thereof are considered carefully
in [33,189]).
Generally, we cannot directly measure any property of the parameter
m. Instead, we measure observable data yobs ∈ Rd which is indirectly related
to the unknown parameter m. For simplicity, we assume the observable data
to be finite-dimensional. A mathematical model of the process relating m to
yobs is encapsulated by the parameter-to-observable map
f(m) ≈ y, (1.1)
where y ∈ Rd are the predicted observable quantities corresponding to the
given parameter m. In practice, this relationship holds only approximately
for several reasons—we may have model error related to the discrepancy be-
tween our mathematical model and the true underlying physics, we may have
measurement error in the data yobs, and finally we may have numerical error
in the computational simulation of f(m). For simplicity, we will combine all
three sources of error into a single additive error term e ∈ Rd, so that
f(m) = y + e. (1.2)
3
The traditional deterministic setting formulates the inverse problem
as a least squares optimization problem, in which the desired parameter is
obtained as the solution m∗ to an optimization problem where the observables






In general, the deterministic inverse problem is ill-posed, so that many pa-
rameters m will match the observed data equally (or almost equally) well.
To uniquely select a single parameter, we must have some criterion to select
the “best” one in some way. This metric for what is “best” is expressed in







so that we have a unique solution m∗ with appropriate choice of the positive
definite operator R.
We next delve more deeply into the nature of the parameter-to-observable
map f . Generally, the parameter m is connected to the observations through
the solution of a PDE parameterized by the unknown parameter m. For illus-
tration, we consider that each m gives rise to a linear operator K(m), and we
have
K(m)u = q. (1.5)
4
This is often referred to as the forward problem, mapping the parameter m to
the forward variable u through solution of the given PDE. The right-hand side
q is typically considered to be known, but dependence on the parameter m is
possible if desired. The observable quantities y are connected to the solution
of the PDE through the observation operator B,
y = Bu. (1.6)







subject to K(m)u = q. (1.7b)
Solution to this deterministic inverse problem proceeds generally by the
application of Newton’s method, for which we desire to compute gradient and
Hessian information for the given constrained optimization problem. We write
the Lagrangian and introduce the Lagrange multiplier p, sometimes referred
to as the adjoint variable:
L(u, p,m) = 12‖Bu− yobs‖
2 + 12‖R(m−m0)‖
2 + 〈p,K(m)u− q〉. (1.8)
The first order necessary terms for an optimal solution are thus:
0 = δpL · p̃ = 〈p̃,K(m)u− q〉 ∀ p̃,
(1.9a)
0 = δuL · ũ = 〈ũ,B∗(Bu− yobs)〉+ 〈ũ,K∗(m)p〉 ∀ ũ,
(1.9b)
0 = 〈g(m), m̃〉 := δmL · m̃ = 〈p, [δmK(m) · m̃]u〉+ 〈Rm̃,R(m−m0)〉 ∀ m̃.
(1.9c)
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Equation (1.9a) corresponds to the forward solve, equation (1.9b) corresponds
to the so called adjoint solve, and finally we note that even at parameter values
m away from the optimal solution, that is, when (1.9c) is not satisfied, the
reduced gradient g(m) is defined implicitly by this system of equations.
We next consider Newton’s method to search for a parameter m∗ which
satisfies the system (1.9). To do this we need access to the derivative of
the gradient, or the Hessian operator H(m), and Newton’s method proceeds
iteratively using updates of the form:
mk+1 = mk − [H(m)]−1g(m). (1.10)
Within each Newton iteration, we use an iterative solver (i.e., conjugate gra-
dients) to compute the Newton step, and for this it is sufficient to be able to
compute the action of the Hessian on any particular parameter direction m̂,
i.e., the Hessian-vector product H(m)m̂ := δmg(m) · m̂. This can be derived
by taking the variation of the system of equations (1.9) in the m̂ direction:
0 =〈p̃, [δmK(m) · m̂]u+K(m)[δmu · m̂]〉 ∀ p̃,
(1.11a)
0 =〈ũ,B∗B[δmu · m̂]〉+ 〈ũ, [δmK∗(m) · m̂]p+K∗(m)[δmp · m̂]〉 ∀ ũ,
(1.11b)
〈H(m)m̂, m̃〉 =〈[δmp · m̂], [δmK(m) · m̃]u〉+ 〈p, [δmK(m) · m̃][δmu · m̂]〉
+ 〈p, [δ2mmK(m) · (m̃, m̂)]u〉+ 〈Rm̃,Rm̂〉 ∀ m̃.
(1.11c)
Next, we define the incremental forward û and incremental adjoint p̂ variables
as the variation of the corresponding forward and adjoint solutions,
û := δmu · m̂ and p̂ := δmp · m̂, (1.12)
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and observe that these can be found as the unknowns in the above system
(1.11). Substituting in, we arrive at the standard expressions for the Hessian-
vector product:
0 =〈p̃, [δmK(m) · m̂]u+K(m)û〉 ∀ p̃, (1.13a)
0 =〈ũ,B∗Bû〉+ 〈ũ, [δmK∗(m) · m̂]p+K∗(m)p̂〉 ∀ ũ, (1.13b)
〈H(m)m̂, m̃〉 =〈p̂, [δmK(m) · m̃]u〉+ 〈p, [δmK(m) · m̃]û〉
+ 〈p, [δ2mmK(m) · (m̃, m̂)]u〉+ 〈Rm̃,Rm̂〉 ∀ m̃. (1.13c)
1.2 The discretized abstract inverse problem
Before proceeding with discussion of the statistical inverse problem set-
ting, we discuss discretization of the problem for purposes of computation. The
statistical problem can certainly be formulated in the infinite-dimensional set-
ting as in the previous section, but for purposes of communication and intu-
ition, we choose to present the statistical problem in the finite-dimensional
setting. In doing so, some technical details will be omitted, but much of the
intuition for this setting is essentially unchanged. For a more complete pre-
sentation of the infinite-dimensional setting, see [33,189].
The parameter m is discretized using finite elements into a vectorm ∈
RN , where each element of the vectormi represents the coefficient of one of the
finite element basis functions φi(x). In addition, we choose the inner product
for our finite-dimensional space to be the one induced from the L2(Ω) function
7





and the corresponding inner product is then given by
〈m1,m2〉 := mT1Mm2. (1.15)
It is of course similarly necessary to discretize the solution variables u
and p for computational purposes as well, but the framework does not depend
on any particular numerical method for the forward simulation.
1.3 The abstract Bayesian statistical inverse problem
In this section, we describe the interpretation of the inverse problem in
the Bayesian statistical framework, which is our ultimate problem of interest.
In this setting, the uncertainty in the parameters recovered from the inverse
problem is fully described by the posterior probability distribution with proba-
bility density function (pdf) πpost(m | yobs), which ascribes to any parameter
the relative probability that this might represent the “true” parameter (i.e.,
the parameter that actually produced the given observation data). The pos-
terior pdf is obtained in Bayes’ Theorem as the product of the pdfs for the
likelihood and prior distributions, respectively.
The likelihood pdf πlike(yobs |m) represents the probability that a given
set of observations yobs would be observed from a system with parameter m.
For this, we return to the consideration of the error in the parameter-to-
observable map (1.2). A standard assumption which will be used throughout
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this dissertation is that the error term e is a centered multivariate Gaussian
with covariance matrix Γobs. Then we may write e = f(m)−y ∼ N (0,Γobs),
and the likelihood pdf is







The normalization constant in the likelihood pdf, and by extension in the
posterior pdf, is generally intractable to compute, and is not necessary for the
computational framework described here. We observe before moving on that
the negative log likelihood is similar in character to the data misfit term from
the unregularized deterministic inverse problem seen in equation (1.3).
Next we consider the prior pdf, which describes our initial state of
knowledge (or beliefs) about the parameter m. We assume that the prior








Again we note that the negative log prior is similar in character to the regu-
larization term introduced in equation (1.4).
In a scientific setting, the assumption of Gaussianity of the prior distri-
bution is a significant open question, and a proper treatment is well beyond the
scope of this dissertation. We do note however that the restriction to Gaussian
priors is less restrictive than it may initially seem, because the parameter-to-
observable map f(m) can include arbitrary mappings from this parameter to a
desired physically relevant quantity which itself may thus have a non-Gaussian
9
distribution. This is commonly utilized in problems where the parameter must
be positive, and a log-normal prior is selected for the physical parameter.
Finally, Bayes’ Rule provides the desired posterior pdf as
πpost(m | yobs) ∝ πpr(m)πlike(yobs | m), (1.18)
and we therefore can state the Bayesian statistical inverse problem as the
characterization of the posterior pdf










The negative log posterior is therefore precisely the cost function from deter-
ministic optimization (1.4), when the regularization is selected as the negative
log prior and the data is weighted by the inverse noise covariance. This obser-
vation is the key insight that enables us to leverage knowledge and technology
for the efficient solution of large-scale PDE-constrained optimization for use
in the Bayesian statistical inverse problem. These tools and their adaptation
to the Bayesian framework are discussed in the following section.
1.4 Framework for the linear Gaussian setting
We first consider the setting in which the parameter-to-observable map
f is linear, or approximately linear over the support of the posterior distribu-
tion, so that we may write
f(m) = Fm, or f(m) ≈ f(mMAP) + F (m−mMAP), (1.20)
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where mMAP is the maximum a posteriori (MAP) estimate, the parameter
that maximizes the posterior pdf
mMAP := argmaxm πpost(m | yobs), (1.21)
which corresponds to the deterministic inverse solution m∗ from equation
(1.7). In the case where f is genuinely linear, this point mMAP is also the
exact mean of the posterior m̄. This completes the standard set of assump-
tions that characterize the linear Gaussian setting. To summarize, we have
assumed the prior distribution to be Gaussian, the parameter-to-observable
map to be linear over the support of the posterior distribution, and all sources
of error in the parameter-to-observable map to be additive and Gaussian. Un-
der these conditions, we can readily demonstrate the posterior distribution
to be Gaussian by refactorization of the negative log posterior from equation
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(1.19):
− log πpost(m | yobs)) (1.22)









∗FΓ−1obsFm+m∗F ∗Γ−1obs(f(mMAP)− FmMAP − yobs) + const.
+ 12m
∗Γ−1pr m−m∗Γ−1pr m0 + const. (1.24)
= 12m
∗(FΓ−1obsF + Γ−1pr )m







Our computational framework is therefore tasked with characterization of the
Gaussian posterior distribution:







where Γpost = (F ∗ΓobsF + Γ−1pr )−1 (1.28b)
and m̄ = Γpost[F ∗Γ−1obs(f(mMAP)− FmMAP − yobs)− Γ−1pr m0].
(1.28c)
Even with these explicit expressions for the posterior pdf, significant
challenges remain. Below, we describe these challenges and the insights utilized
in our computational framework to overcome them. We present this compu-
tational framework in detail for the linear setting in [33] for a global seismic
inversion problem of parameter dimension N ≈ 105, and demonstrate scala-
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bility of the framework in [26] to a similar problem of parameter dimension
N ≈ 106.
Proper specification of the infinite-dimensional inverse prob-
lem is nontrivial. Our computational framework follows the approach of
[189] to ensure our infinite-dimensional probability spaces are well-defined
and satisfy some basic sanity criteria (e.g., we expect bounded variance for
pointwise parameter values). To this end, we restrict our attention to priors
constructed using the elliptic differential operator of the form
Am := −α∇ · (Θ∇m) + αm, (1.29)
and after appropriate choice of boundary conditions, the prior covariance op-
erator is specified as C = A−γ. This allows us to specify the amount of
smoothness in samples from the prior distribution (by selecting the order of
the differential operator γ), connects with theory that guarantees the resulting
covariance operator is trace-class [189], and finally provides a connection with
the Matérn covariance functions frequently used in geostatistics [137], includ-
ing the ability to freely specify non-stationarity (via inhomogeneity in α and
Θ) and anisotropy (via anisotropy in Θ). For the large-scale computations
in [26, 33], we further restrict the prior to the setting where γ = 2, which
allows for direct access to the square root of the prior covariance, effected by
a single elliptic solve.
Proper discretization is essential. While this at some level is just a
matter of not making mistakes in the derivation, we have found such mistakes
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very easy to make, and correspondingly difficult to detect. For example, the
correct adjoint for an operator involving the parameter space is not simply its
matrix transpose; the adjoint must take into account the mass-weighted inner
product defined in equation (1.15). One nonintuitive consequence of this is
that the covariance matrix of an i.i.d. vector of standard normal random
variables is M rather than the usual identity I, and indeed the procedure for
prior and posterior sample generation makes use of the operator M−1/2.
Our framework presents a pattern for discretization such that the ex-
pressions for each of the finite-dimensional quantities directly parallels its ana-
log in the infinite-dimensional setting. This facilitates the derivation of ad-
ditional desired quantities of interest (we make no claim to compute all of
them), and helps provide concrete intuition for the infinite-dimensional quan-
tities that may be unfamiliar. A detailed presentation of this is provided in [33]
and reviewed briefly again in [166].
Efficient manipulation of the prior covariance operator is es-
sential. Because we have specified this using the inverse of an elliptic dif-
ferential operator, storage and application of this operator is accomplished
using sparse operators and modern O(N) solvers for elliptic problems (e.g.,
algebraic multigrid). Additionally, direct specification of the square root op-
erator as opposed to the full operator enables multiple computations in the
computational framework that are otherwise difficult and potentially expen-
sive computationally. For small and medium scale statistical inverse problems
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(e.g., those in [57, 143, 166]), direct factorization of the prior covariance is
reasonable, but without use of the scalable methods described here, the com-
putations in [26,33,84] would not have been tractable.
Efficient manipulation of the parameter-to-observable map is
essential. By far the most significant computational expense in large-scale
statistical inverse problems occurs in the evaluation of the forward problem
and its derivatives. We therefore seek to evaluate these only when necessary,
and to extract maximum benefit from them when we do. To this end, we
leverage techniques from state of the art algorithms in large-scale (determinis-
tic) optimization, including inexact Newton optimization, conjugate gradient
(CG) solvers for the Newton step, backtracking Armijo linesearch, and ad-
joint PDE solves (i.e., those in (1.9b) and (1.13b)). These techniques have
been demonstrated for many problems to converge in a number of iterations
independent of the underlying mesh (i.e., the parameter dimension N).
The key insight that enables this mesh independent convergence is that
the data misfit Hessian,
Hmisfit := F ∗Γ−1obsF , (1.30)
is often a compact operator. Iterative Krylov subspace solvers such as CG
will then interact only with the finite-dimensional range space of the Hessian,
which contains precisely those parameter modes informed by the data. This
compactness property of the Hessian is due to the fact that the observation
data can only inform a limited number of modes in parameter space. The rank
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of the linearized F is bounded by the dimension d of the data space for finite-
dimensional data, and is usually much smaller for realistic statistical inverse
problems. This happens for a number of reasons: practical constraints restrict
where and what kind of measurements can be made, instrument sensitivity
and environmental noise restricts the confidence with which we can measure
certain quantities (e.g., high frequency perturbations in time or space), and
physical characteristics of the forward problem can dilute or obscure the infor-
mation content of most observations (e.g. for wave problems: damping of high
frequency oscillations, shadow zones behind strong reflectors where waves do
not reach, and simultaneous arrivals of many waves from different sources).
To extend this insight to the statistical inverse problem setting, we
consider the prior-preconditioned data misfit Hessian,
H̃ := Γ1/2pr F ∗Γ−1obsFΓ1/2pr , (1.31)
for which the range space describes precisely the set of parameter modes
which are informed by the data, but also not already “known” by the prior
distribution. If we are already very certain in our beliefs (expressed by the
prior), it takes a correspondingly large amount of evidence (expressed by the
data) to significantly alter or further confirm those original beliefs. The prior-
preconditioned data misfit Hessian serves to balance the contribution from
these two effects, and its range space describes precisely the modes in param-
eter space that we expect to change in the posterior distribution with respect
to the prior.
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BecauseHmisfit is compact and Γpr is taken as the inverse of an elliptic
differential operator, H̃ is also compact and often admits a low-rank decompo-
sition. Our framework thus proceeds by factoring the Hessian (i.e., the inverse
posterior covariance from equation (1.28b)) to expose H̃ ,
H = Γ−1post (1.32)
= F ∗Γ−1obsF + Γ−1pr (1.33)
= Γ−1/2pr
[








and then replacing H̃ with its low-rank approximation computed by Lanc-
zos or randomized SVD. We can see from the above factorization that only
eigenvalues that are significant compared to 1 are required for accuracy, and
we need only compute until the desired level of tolerance is reached (typical
values for us are eigenvalue thresholds of 10−1 or 10−2).
We first described this factorization for the finite-dimensional setting
in [143], extended it to the infinite-dimensional setting in [33], and the low-rank
decompsition of H̃ is a primary focus of the theoretical results in [186].
Optimal approximation of the posterior distribution is essen-
tial. We have gone to great lengths to ensure that we avoid all unnecessary
computation, but we must also be certain that we are not omitting computa-
tion that is essential. (Or, in the setting where we might be forced to under-
solve, that our framework returns the most significant results before the less
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significant ones.) By utilizing the eigendecomposition of (1.31), we are able
to order the eigenfunctions of parameter space by the extent to which they
are affected by the update from prior to posterior, with the eigenfunctions
corresponding to the largest eigenvalues most affected. It is then reasonable
to expect that for a fixed rank r, the best approximation of (1.31) yields the
optimal approximation of the exact posterior after the update is performed.
In [186], this is proven to be the case for the linear setting as measured in
distribution by both Hellinger distance and Kullback-Leibler divergence.
Post-processing of results is nontrivial. Finally, after the low-
rank representation of the posterior distribution is obtained, post-processing
to obtain the desired output visualizations or quantities of interest may still
be nontrivial. For example, generating samples from the posterior distribution
usually requires a form of square root factorization for the posterior covariance,
such as Γpost = LL∗. Similarly, visualization of a pointwise variance field
essentially requires the extraction of the diagonal of Γpost in a particular basis.
While our framework cannot hope to anticipate all possible compu-
tations that a user might desire, many can be performed directly from the
low-rank representation of the posterior distribution. In [33], we provide ex-
plicit expressions for the efficient computation of the above two quantities for
demonstration, and of course Monte Carlo estimation using samples is always
a possibility for difficult quantities of interest.
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1.5 Framework for the non-Gaussian setting
In this section, we provide an overview for the work which addresses the
more general setting in which the parameter-to-observable map may be non-
linear, so that in general the resulting posterior distribution is not Gaussian.
We present three classes of algorithms designed to build on the efficient com-
putational techniques and optimality results surveyed in the previous section,
and describe the conditions under which each will be most applicable.
First, if the posterior distribution is not Gaussian, but still well approx-
imated by the Gaussian approximation constructed at the MAP estimate, we
can sample from this approximate distribution and apply a correction based
on the evaluation of the true posterior at each sample point.
For more difficult problems, we describe two complementary approaches,
which we describe as implicit and explicit dimensionality reduction, respec-
tively. In the implicit schemes, we consider Markov-chain Monte Carlo meth-
ods tailored to the underlying low-dimensional structure of the problem, and
demonstrate that the resulting algorithms are able to sample from large-scale
non-Gaussian distributions while retaining the full parameter dimension. Al-
ternatively, an explicit dimensionality reduction approach first computes a
global low-rank basis, in which the action of the parameter-to-observable map
is well approximated. Statistical inversion can then proceed using the coeffi-
cients of this reduced basis as the new auxiliary parameters, and finally the
full posterior is reconstructed using Rao-Blackwellization.
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1.5.1 Sampling with correction
For some problems, it is observed that the posterior distribution is
quite well approximated by the linearized Gaussian distribution. It is perhaps
surprising that this would ever be the case for a realistic statistical inverse
problem with a complicated parameter-to-observable map, but it is not ac-
tually unreasonable to anticipate in some settings. In particular, consider
problems in which the data noise in equation (1.2) is very small, or similarly
by the law of large numbers, many independent observations inform the same
underlying parameters. In this case, even if the parameter-to-observable map
is globally nonlinear, it may still be nearly linear as a mapping onto the subset
of the observable space on which the likelihood has non-negligible probability
density, resulting in a nearly Gaussian posterior distribution.
In [84], we consider two methods by which we can utilize samples from
the linearized Gaussian posterior to sample the true posterior, namely inde-
pendence sampler Markov-chain Monte Carlo, and importance sampling. Both
approaches require that we evaluate the pdf for the true posterior at each
sample point, but no further intrusive (i.e., gradient or Hessian) information
is required, and the required computations are embarassingly parallel.
First, we can use our approximate posterior as a proposal distribution
for the Metropolis-Hastings (MH) algorithm 1, which results in an indepen-
dence sampler Markov-chain Monte Carlo (MCMC) method. In each iteration
of the MH algorithm, the current state of the Markov chain is mk, and a
sample is generated from the proposal density q(mk,mproposal). This proposal
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Algorithm 1 Metropolis-Hastings Algorithm to sample density π(mk)
Choose initial m1, set mk = m1
Compute π(mk)
for k = 2, ..., N do
Draw sample mproposal from the proposal density q(mk,mproposal)
Compute π(mproposal)





Draw u ∼ U([0, 1])
if u < α(mk,mproposal) then
Accept: Set mk = mproposal
else
Reject: do nothing (mk = mk−1)
end if
end for
mproposal is subsequently subjected to an accept/reject step that ensures the
resulting sample chain converges to the correct posterior distribution. Here,
we simply choose the approximate posterior distribution (1.28) for the MH
proposal, independent of the current state mk of the Markov chain. As with
all MCMC methods, the challenges of convergence assessment and burn-in re-
moval still remain and are problem dependent, and must be addressed as such.
We note that the performance of the MCMC method can be assessed in part by
the acceptance probability α(mk,mproposal). If it were precisely the case that
π(mproposal) = q(mk,mproposal), then we would have α(mk,mproposal) = 1, ev-
ery sample would be accepted, and we would have perfect MCMC convergence.
This is the reason we expect the indepedence sampler to converge quickly when
the approximate posterior is very near to the true posterior.
Alternatively, samples from the approximate posterior distribution can
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be understood in the context of importance sampling. Here, we keep all of the
original samples generated from the approximate distribution, but assign to
each a sample weight based on the ratio between the approximate posterior
and true posterior pdf values. To this end, consider the following estimator





















and where the samples {mk}k=1,...,N are generated from the approximate poste-
rior distribution with density π̃(m). Thus, by interpreting the quantity w(mk)
as a weight for each samplemk, we can treat these as samples from the desired
posterior distribution, and Monte Carlo estimates for the desired quantities of
interest can be computed using (1.38), provided that the surrogate quantity
of interest z(mk)π(mk)π̃(mk) has bounded variance under the approximate posterior
distribution.
1.5.2 Implicit Dimensionality Reduction: MCMC approaches
When the linearization at the MAP estimate does not provide a good
approximation of the parameter-to-observable map, independence sampler MCMC
and importance sampling approaches may converge too slowly to sufficiently
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characterize the true posterior distribution, given a practical limit on available
computing resources. In this setting, we seek to design MCMC algorithms tai-
lored to the local structure of the posterior distribution, using local derivative
information to guide the sampling process.
In [143], we describe the stochastic Newton MCMC method, which is
tailored to the underlying local structure of the posterior distribution by con-
structing the Gaussian matching the local gradient and curvature information
at the current MCMC point. Specifically, the proposal used in the Metropolis-
Hastings algorithm 1 is computed by
mproposal = mk −H(mk)−1g(mk) +H(mk)−1/2n, (1.40)
where g(mk) and H(mk) are the gradient and Hessian of the negative log
posterior as computed in (1.9) and (1.13), and n is a sample from a standard
normal distribution in RN . We can interpret this as the stochastic version of
the Newton step in equation (1.10), hence the name stochastic Newton.
In general this method is very expensive – every proposed sample re-
quires a full Hessian evaluation in every MCMC iteration, even if the proposed
sample is subsequently rejected. Still, in performance comparisons [143] with
a state of the art blackbox algorithm (DRAM) and a preconditioned (using
the prior covariance) Langevin MCMC method (which makes use of gradient
information), stochastic Newton was reasonably well converged within twelve
hours of computation, whereas neither DRAM nor Langevin were able to ade-
quately converge to the correct distribution even after weeks of computation.
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We argue that this is due to the fact that the additional curvature informa-
tion provided by the Hessian is crucial for reasonable performance in high
dimensions.
The primary obstacles for stochastic Newton are its high computational
cost, and potential for loss of robustness for very nonlinear problems. When
the local curvature changes significantly between the current and proposed
sample points, the back transition probability q(mproposal,mk) in the MH al-
gorithm 1 is often negligible, leading to poor performance of stochastic Newton
MCMC. In [166], we consider a variant of stochastic Newton that attempts
to overcome these obstacles. In this method, we evaluate the Hessian a single
time at the MAP estimate, and reuse the MAP Hessian for all subsequent
MCMC samples. This reduces the cost of each MCMC sample to a single
evaluation of the posterior density and its gradient at the proposed sample
point, and also proves to be more robust for many problems, due to increased
predictability for the behavior of the back transition probability in MH. For
the experiments in [166], this method was the clear winner in terms of both
MCMC and overall computational performance.
1.5.3 Explicit Dimensionality Reduction: Global Reduced Basis
approaches
Finally, we consider explicit dimensionality reduction of the large-scale
statistical inverse problem. Here, our focus is slightly different than in the ap-
proaches outlined in the previous sections. We do not necessarily seek to solve
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the statistical inverse problem as such; rather we seek to determine a global
reduced basis in which most or all of the update from prior to posterior takes
place. Once such a basis is identified, the number of effective parameters for
the statistical inverse problem will be much smaller, enabling the use of many
established algorithms suitable for low-dimensional problems. Our objective
here is simply to enable the use of these algorithms for the large-scale problems
of interest in this dissertation.
In [57], we outline an approach which builds on the optimality of the re-
duced subspace identified by the prior-preconditioned misfit Hessian described
in [186], and which seeks to identify an analog of this subspace that applies
globally to the posterior distribution instead of as the result of a local lineariza-
tion at a point. In this method, we propose a bootstrap algorithm to generate
samples from the posterior based on our current version of the global reduced
subspace, compute the local reduced subspace at this new sample point, and
subsequently fold the new information into our approximation of the global
reduced subspace. The process is terminated after enough iterations proceed
without significant change to the global reduced subspace.
Finally, after characterization of the posterior distribution within this
reduced subspace is complete, the full space may be reconstructed using Rao-
Blackwellization, which effectively utilizes the assumption that the posterior
distribution has not changed from the prior distribution in directions orthogo-
nal to the global reduced basis. This results in a representation of the posterior
that is conditionally Gaussian in the orthogonal directions, and may facilitate
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certain post-processing computations. As one example, in [57], we consider
estimates obtained via Monte Carlo averaging, and argue that the variance in
these estimates may be greatly reduced by sampling only within the reduced
subspace, and performing analytic integration in the orthogonal directions.
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Chapter 2
A computational framework for
infinite-dimensional Bayesian inverse
problems. Part I: The linearized case, with
application to global seismic inversion
The content of this chapter is based on an existing publication1 which
is joint work with Tan Bui-Thanh, Georg Stadler, and my advisor Omar Ghat-
tas. Georg contributed most of the effort in setting up the deterministic wave
propagation and observation operators for the numerical experiments in this
chapter. Georg and I collaborated on the implementation of the algorithms
for statistical inversion, and finally interpretation and visualization of the re-
sults. All authors had significant contribution to the remaining content of this
chapter.
Abstract
We present a computational framework for estimating the uncertainty
in the numerical solution of linearized infinite-dimensional statistical inverse
1 T. Bui-Thanh, O. Ghattas, J. Martin, and G. Stadler. A computational framework for
infinite-dimensional Bayesian inverse problems Part I: The linearized case, with application
to global seismic inversion. SIAM Journal on Scientific Computing, 35(6):A2494–A2523,
2013. http://epubs.siam.org/doi/abs/10.1137/12089586X
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problems. We adopt the Bayesian inference formulation: given observational
data and their uncertainty, the governing forward problem and its uncertainty,
and a prior probability distribution describing uncertainty in the parameter
field, find the posterior probability distribution over the parameter field. The
prior must be chosen appropriately in order to guarantee well-posedness of the
infinite-dimensional inverse problem and facilitate computation of the poste-
rior. Furthermore, straightforward discretizations may not lead to convergent
approximations of the infinite-dimensional problem. And finally, solution of
the discretized inverse problem via explicit construction of the covariance ma-
trix is prohibitive due to the need to solve the forward problem as many times
as there are parameters.
Our computational framework builds on the infinite-dimensional for-
mulation proposed by Stuart [189], and incorporates a number of compo-
nents aimed at ensuring a convergent discretization of the underlying infinite-
dimensional inverse problem. The framework additionally incorporates algo-
rithms for manipulating the prior, constructing a low rank approximation of
the data-informed component of the posterior covariance operator, and explor-
ing the posterior that together ensure scalability of the entire framework to
very high parameter dimensions. We demonstrate this computational frame-
work on the Bayesian solution of an inverse problem in 3D global seismic wave
propagation with hundreds of thousands of parameters.
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2.1 Introduction
We present a scalable computational framework for the quantification
of uncertainty in large scale inverse problems; that is, we seek to estimate
probability densities for uncertain parameters,2 given noisy observations or
measurements and a model that maps parameters to output observables. The
forward problem—which, without loss of generality, we take to be governed
by PDEs—is usually well-posed (the solution exists, is unique, and is stable
to perturbations in inputs), causal (later-time solutions depend only on ear-
lier time solutions), and local (the forward operator includes derivatives that
couple nearby solutions in space and time). The inverse problem, on the other
hand, reverses this relationship by seeking to estimate uncertain parameters
from measurements or observations. The great challenge of solving inverse
problems lies in the fact that they are usually ill-posed, non-causal, and non-
local: many different sets of parameter values may be consistent with the data,
and the inverse operator couples solution values across space and time.
Non-uniqueness stems in part from the sparsity of data and the un-
certainty in both measurements and the PDE model itself, and in part from
non-convexity of the parameter-to-observable map. The popular approach to
obtaining a unique “solution” to the inverse problem is to formulate it as an
optimization problem: minimize the misfit between observed and predicted
2We use the term parameters broadly to describe general model inputs that may be
subject to uncertainty, which might include model parameters, boundary conditions, initial
conditions, sources, geometry, and so on.
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outputs in an appropriate norm while also minimizing a regularization term
that penalizes unwanted features of the parameters. Estimation of parame-
ters using the regularization approach to inverse problems as described above
will yield an estimate of the “best” parameter values that simultaneously fit
the data and minimize the regularization penalty term. However, we are in-
terested not just in point estimates of the best-fit parameters, but a complete
statistical description of the parameters values that is consistent with the data.
The Bayesian approach [117,192] does this by reformulating the inverse prob-
lem as a problem in statistical inference, incorporating uncertainties in the
observations, the parameter-to-observable map, and prior information on the
parameters. The solution of this inverse problem is the posterior probabil-
ity distribution of the parameters, which reflects the degree of confidence in
their values. Thus we are able to quantify the resulting uncertainty in the
parameters, taking into account uncertainties in the data, model, and prior
information.
The inverse problems we target here are characterized by infinite dimen-
sional parameter fields. This presents multiple difficulties, including proper
choice of prior to guarantee well-posedness of the infinite-dimensional inverse
problem, proper discretization to assure convergence to solutions of the infinite-
dimensional problem, and algorithms for constructing and manipulating the
posterior covariance matrix that insure scalability to very large parameter di-
mensions. The approach we adopt in this paper follows [189], which seeks to
first fully specify the statistical inverse problem on the infinite-dimensional
30
parameter space. In order to accomplish this goal, we postulate the prior dis-
tribution as a Gaussian random field with covariance operator given by the
square of the inverse of an elliptic PDE. This choice ensures that samples
of the parameter field are (almost surely) continuous as functions, and that
the statistical inverse problem is well-posed. To achieve a finite-dimensional
approximation to the infinite-dimensional solution, we carefully construct a
function-space-aware discretization of the parameter space.
The remaining challenge presented by infinite-dimensional statistical
inverse problems is in computing statistics of the (discretized) posterior dis-
tribution. This is notoriously challenging for inverse problems governed by
expensive-to-solve forward problems and high-dimensional parameter spaces
(as in our application to global seismic wave propagation in Section 2.6). The
difficulty stems from the fact that evaluation of the probability of each point in
parameter space requires solution of the forward PDE problem (which can take
many hours on a large supercomputer), and many such evaluations (millions or
more) are required to adequately sample the (discretized) posterior density in
high dimensions by conventional Markov-chain Monte Carlo (MCMC) meth-
ods. In complementary work [143], we are developing methods that accelerate
MCMC sampling of the posterior by employing a local Gaussian approxima-
tion of the posterior as a proposal density, which is computed from the Hessian
of the negative log posterior. Here, as an alternative, we consider the case of
the linearized inverse problem; by linearization we mean that the parameter-
to-observable map is linearized about the point that maximizes the posterior,
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which is known as the maximum a posteriori (MAP) point. With this lin-
earization, the posterior becomes Gaussian, and its mean is given by the MAP
point; this can be found by solving an appropriately weighted regularized
nonlinear least squares optimization problem. Furthermore, the posterior co-
variance matrix is given by the Hessian of the negative log posterior evaluated
at the MAP point.
Unfortunately, straightforward computation of the—nominally dense—
Hessian is prohibitive, requiring as many forward-like solves as there are un-
certain parameters (which in our example problem in Section 2.6, is hundreds
of thousands). However, the data are typically informative about a low di-
mensional subspace of the parameter field: that is, the Hessian of the data
misfit term is a compact operator that is sparse with respect to some basis.
We exploit this fact to construct a low rank approximation of the (prior pre-
conditioned) data misfit Hessian using matrix-free Lanczos iterations [73,143],
which we observe to require a dimension-independent number of iterations.
Each iteration requires a Hessian-vector product, which amounts to just a
pair of forward/adjoint PDE solves, as well as a prior covariance operator
application. Since we take the prior covariance in the form of the inverse
of an elliptic differential operator, its application can be computed scalably
via multigrid. The Sherman-Morrison-Woodbury formula is then invoked to
express the covariance of the posterior. Finally, we show that the resulting
expressions necessary for visualization and interrogation of the posterior dis-
tribution require just elliptic PDE solves and vector sums and inner products.
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In particular, the corresponding dense operators are never formed or stored.
Solving the statistical inverse problem thus reduces to solving a fixed number
of forward and adjoint PDE problems as well as an elliptic PDE representing
the action of the prior. Thus, when the forward PDE problem can be solved in
a scalable manner (as it is for our seismic wave propagation example in Section
2.6), the entire computational framework is scalable with respect to forward
problem dimension, uncertain parameter field dimension, and data dimension.
The computational framework presented here is applied to a sequence
of realistic large-scale 3D Bayesian inverse problems in global seismology, in
which the acoustic wavespeed of an unknown heterogeneous medium is to be
inferred from noisy waveforms recorded at sparsely located receivers. Numer-
ical results are presented for several problems with the number of unknown
parameters up to 431,000. We have employed a similar approach for problems
with more than one million parameters in related work [26].
In the following sections, we provide an overview of the framework
for infinite-dimensional Bayesian inverse problems following [189] (Section
2.2), present a consistent discretization scheme (Section 2.3) for the infinite-
dimensional problem, summarize a method for computing the MAP point
(Section 2.4), describe our low rank-based covariance approximation (Section
2.5), and present results of the application of our framework to the Bayesian
solution of an inverse problem in 3D global seismic wave propagation (Section
2.6).
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2.2 Bayesian framework for infinite-dimensional inverse
problems
2.2.1 Overview
In the Bayesian formulation, we state the inverse problem as a problem
of statistical inference over the space of parameters. The solution of the re-
sulting statistical inverse problem is a posterior probability distribution that
reflects our degree of confidence that any set of candidate parameters might
contain the actual values that gave rise to the data via the model and were
consistent with the prior information. Bayes’ formula, presented in its infinite
dimensional form in Section 2.2.2, defines this posterior probability distribu-
tion by combining a prior probability distribution with a likelihood model.
The inversion parameter is a function assumed to be defined over an
open, bounded, and sufficiently regular set Ω ⊂ R3. The statistical inverse
problem is therefore naturally posed in an appropriate function space setting.
Here, we adopt the infinite-dimensional framework developed in [189]. In par-
ticular, we choose a prior that ensures sufficient regularity of the parameter as
required for the statistical inverse problem to be well-posed. We will represent
the prior as a Gaussian random field whose covariance operator is the inverse of
an elliptic differential operator. For certain problems, non-Gaussian priors can
be important, but the use of non-Gaussian priors in statistical inverse prob-
lems is still subject to active research, in particular for infinite-dimensional
parameters. Thus, here we restrict ourselves to priors given by Gaussian ran-
dom fields. Let us motivate the choice of the covariance operator as inverse
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of an elliptic differential operator by considering two alternatives. A common
choice for covariance operators in statistical inverse problems with a moderate
number of parameters is to specify the covariance function, which gives the
covariance of the parameter field between any two points. This necessitates ei-
ther construction and “inversion” of a dense covariance matrix or expansion in
a truncated Karhunen-Loéve (KL) basis. In the large-scale setting, inversion
of a dense covariance matrix is clearly intractable, and the truncated KL ap-
proach can be impractical since it may require many terms to prevent biasing
of the solution toward the strong prior modes. On the contrary, specifying the
covariance as the inverse of an elliptic differential operator enables us to build
on existing fast solvers for elliptic operators without constructing the dense
operator. Discretizations of elliptic operators often satisfy a conditional inde-
pendence property, which relates them to Gaussian Markov random fields and
allows for statistical interpretation [16, 182]. Even if a Gaussian Markov ran-
dom field is not based on an elliptic differential operator, this Markov property
permits the use of fast, sparsity-exploiting algorithms for instance for taking
samples from the distribution, [181]. Our implementation employs multigrid
as solver for the discretized elliptic systems.
A useful prior distribution must have bounded variance and have mean-
ingful realizations. In our infinite-dimensional setting, we require samples to
be pointwise well-defined, for instance, continuous. Furthermore, it is conve-
nient to have the ability to apply the square root of the covariance operator,
e.g., this is used to compute samples from a Gaussian distribution. We con-
35
sider a Gaussian random field m on a domain Ω ⊂ R3 with mean m0 and
covariance function c(x,y) describing the covariance between m(x) and m(y)
c(x,y) = E [(m(x)−m0(x))(m(y)−m0(y))] for x,y ∈ Ω. (2.1)




c (x,y)φ (y) dy (2.2)
for sufficiently regular functions φ defined over Ω. Thus, if the covariance
operator is given by the solution operator of an elliptic PDE, the covariance
function is the corresponding Green’s function. Thus, Green’s function proper-
ties have direct implications for properties of the random fieldm. For instance,
since Green’s functions of the Laplacian in one spatial dimension are bounded,
the random field with the Laplacian as covariance operator is of bounded vari-
ance. However, in two and three space dimensions, Green’s functions c(x,y)
of the Laplacian are singular along the diagonal, and thus the corresponding
distribution has unbounded variance. Thus, intuitively the PDE solution oper-
ator used as covariance operator C0 has to be sufficiently smoothing and have
bounded Green’s functions. Indeed, this is necessary for the well-posedness
of the infinite-dimensional Bayesian formulation [189]. The biharmonic op-
erator, for example, has bounded Green’s functions in two and three space
dimensions. We choose C0 = A−2, where A is a Laplacian-like operator speci-
fied in Section 2.2.3. This provides the desired simple and fast-to-apply square
root operator C1/20 = A−1 and allows a straightforward discretization.
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An approach to extract information from the posterior distribution is
to find the maximum a posterior (MAP) point, which amounts to the solution
of an optimization problem as summarized in Section 2.2.4. Finally, in Sec-
tion 2.2.5, we introduce a linearization of the parameter-to-observable map.
This results in a Gaussian approximation of the posterior, which is the main
focus of this paper.
2.2.2 Bayes’ formula in infinite dimensions
To define Bayes’ formula, we require a likelihood function that defines,
for a given parameter field m, the distribution of observations yobs. Here,
we assume a finite-dimensional vector yobs ∈ Rq of such observations. We
introduce the parameter-to-observable map f : X := L2(Ω) → Rq as a deter-
ministic function mapping a parameter fieldm to so-called observables y ∈ Rq,
which are predictions of the observations. For the problems targeted here, an
evaluation of f(m) requires a PDE solve followed by the application of an
observation operator to extract y from the PDE solution. Even when the pa-
rameter m coincides with the “true” parameter, the observables y may still
differ from the measurements yobs due to measurement noise and inadequacy
(i.e., the lack of fidelity of the governing PDEs with respect to reality) of the
parameter-to-observable map f . As is common practice, we assume the dis-
crepancy between y and yobs to be described by a Gaussian additive noise
η ∼ µnoise = N (0,Γnoise), independent of m. In particular, we have
yobs = f (m) + η, (2.3)
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The Bayesian solution to the infinite-dimensional inverse problem is then de-
fined as follows: given the likelihood πlike and the prior measure µ0, find the








X πlike(yobs|m) dµ0 is a normalization constant. The formula (2.5)
is understood as the Radon-Nikodym derivative of the posterior probability
measure µy with respect to the prior measure µ0. In order for (2.5) to be
well defined, f : X → Rq is assumed to be locally Lipschitz and quadratically
bounded in the sense of Assumption 2.7 in [189]. While the Bayes’ formula
(2.5) is valid in finite and infinite dimensions, a more intuitive form of Bayes’
formula that uses Lebesgue measures and thus only holds in finite dimensions
is given in Section 2.3.5.
2.2.3 Parameter space and the prior
As discussed in the introduction of Section 2.2, we use a squared inverse
elliptic operator as covariance operator C0 in (2.1), i.e., C0 = A−2. We first
specify the elliptic PDE corresponding to A in weak form. For s ∈ L2(Ω), the




(Θ∇m) · ∇p+mpdx =
∫
Ω
sp dx for all p ∈ H1(Ω), (2.6)
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with α > 0, and Θ(x) ∈ R3×3 is symmetric, uniformly bounded, and positive
definite. Note that for s ∈ L2(Ω), there exists a unique solution m ∈ H1(Ω)
by the Lax-Milgram theorem. Since s ∈ L2(Ω) in (2.6), regularity results,
e.g. [9, 68], show that in fact m ∈ H2(Ω) provided ∂Ω is sufficiently smooth,
e.g., Ω is a C1,1 domain. In this case, (m, s) satisfies the elliptic differential
equation
−α∇ · (Θ∇m) + αm = s in Ω, (2.7a)
α(Θ∇m) · n = 0 on ∂Ω, (2.7b)
where n denotes the outward unit normal on ∂Ω.
Let us denote by A the differential operator together with its domain
of definition specified by (2.7); hence A is a densely defined operator on L2(Ω)
with the following domain
D (A) :=
{
m ∈ H2 (Ω) : αΘ∇m · n = 0
}
.
The operator A is assumed to be “Laplacian-like” in the sense of Assumption
2.9 in [189]. In brief, this assumption requires that A be positive definite, self-
adjoint, invertible, and have eigenfunctions that form an orthonormal basis of
L2(Ω). Additionally, certain growth conditions on the eigenvalues and L∞(Ω)
norms of the eigenfunctions are enforced3.
3We note that this growth condition on the eigenfunctions may not be straightforward
to demonstrate (or may not even hold) for a non-rectangular domain Ω and nonconstant
coefficient Θ. In these cases, we expect that alternative proofs of the results in [189] can be
accessed via regularity properties of the covariance function for the prior distribution. See
for example [2, 137].
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To summarize, we consider m as a Gaussian random field whose dis-
tribution law is a Gaussian measure µ0:=N (m0, C0) on L2(Ω), with mean
m0 ∈ D (A) and covariance operator C0:=A−2. The definition of the Gaussian
prior measure is meaningful since A−2 is a trace class operator on L2 (Ω) [189],
which guarantees bounded variance and almost surely pointwise well-defined
samples since µ0(X) = 1 holds, where X := C(Ω) denotes the space of contin-
uous functions defined on Ω (see [189, Lemma 6.25]).
2.2.4 The MAP point
As a first step in exploring the solution of the statistical inverse prob-
lem, we determine the maximum a posteriori (MAP) estimate of the posterior
measure. In a finite-dimensional setting, the MAP estimate is the point in pa-
rameter space that maximizes the posterior probability density function. This
notion does not generalize directly to the infinite-dimensional setting, but we
can still define the MAP estimate mMAP as the point m in parameter space
that asymptotically maximizes the measure of a ball with radius ε centered
at m, in the limit as ε → 0. We recall that the Cameron-Martin space E
equipped with the inner product (· , ·)E := (C−1/20 ·, C
−1/2
0 ·) associated with C0
is the range of C1/20 [97], and hence coincides with D (A). Using variational













The well-posedness of the optimization problem (2.8) is guaranteed by the
assumptions on f(m) in Section 2.2.2.
2.2.5 A linearized Bayesian formulation
Once we have obtained the MAP estimate mMAP, we approximate the
parameter-to-observable map f(m) by its linearization about mMAP, which
ultimately results in a Gaussian approximation to the posterior distribution,
as shown below. When the parameter-to-observable map is nearly linear this
is a reasonable approximation; moreover, there are other scenarios in which
the linearization, and the resulting Gaussian approximation, may be useful.
Of particular interest here are the limits of small data noise and many ob-
servations. In the small noise case, the parameter-to-obvervable map can be
nearly linear as a mapping into the subset of the observable space on which
the likelihood distribution is non-negligible—even when f(m) is significantly
nonlinear. The asymptotic normality discussions in [80, 127] suggest that un-
der certain conditions, the many observations case can lead to a Gaussian
posterior. Finally, even if this approximation fails to describe the posterior
distribution adequately, the linearization is still useful in building an initial
step for the rejection sampling approach or a Gaussian proposal distribution
for the Metropolis-Hastings algorithm [143, 174]. These methods are related
to the sampling algorithm in [86], which also employs derivative information
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to respect the local structure of the parameter space.
Assuming that the parameter-to-observable map f is Fréchet differen-
tiable, we linearize the right hand side of 2.3 around mMAP to obtain
yobs ≈ f (mMAP) + F (m−mMAP) + η
where F is the Fréchet derivative of f (m) evaluated at mMAP. Consequently,
the posterior distribution µy of m conditional on yobs is a Gaussian measure
N (mMAP, Cpost) with mean mMAP and covariance operator Cpost defined by
[189]:
Cpost = (F \Γ−1noiseF + C−10 )−1, (2.10)
with F \ denoting the adjoint of F , an operator from the space of observations
Rq to L2 (Ω). In principle, a local Gaussian approximation of the posterior at
the MAP point can also be found for non-Gaussian priors and when the noise
in the observables is not additive and Gaussian as in (2.3). In these cases,
however, even for a linear parameter-to-observable map the local Gaussian
approximation might only be reasonable approximation to the true posterior
distribution in a small neighborhood around the MAP point.
2.3 Discretization of the Bayesian inverse problem
2.3.1 Overview
Next, we present a numerical discretization of the infinite-dimensional
Bayesian statistical inverse problem described in Section 2.2.2. The discretized
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parameter space is inherently high-dimensional (with dimension dependent
upon the mesh size). If discretization is not performed carefully at each step,
it is unlikely that the discrete solutions will converge to the desired infinite-
dimensional solution in a meaningful way [125,189].
In the following, and particularly in Section 2.3.3, we choose a mass
matrix-weighted vector product instead of the standard Euclidean vector prod-
uct. While this is a natural choice in finite element discretizations [19,199], this
does lead to a few complications, for instance, the use of covariance operators
that are not symmetric in the conventional sense (they are self-adjoint how-
ever). This choice is much better suited for proper discretization of the infinite-
dimensional expressions given in this paper, and the resulting numerical ex-
pressions for computation will more closely resemble their infinite-dimensional
counterparts in Section 2.2. By contrast, the correct corresponding expressions
in the Euclidean inner product are significantly less intuitive in our opinion,
and ultimately more cumbersome to manipulate and interpret than the devel-
opment we give here.
We provide finite-dimensional approximations of the prior and the pos-
terior distributions in Sections 2.3.4 and 2.3.5, respectively. To study and
visualize the uncertainty in Gaussian random fields, such as the prior and
posterior distributions, we generate realizations (i.e., samples) and compute
pointwise variance fields. This must be done carefully in light of the mass-
weighted inner products due to the finite element discretization introduced in
Section 2.3.3. We present explicit expressions for computing these quantities
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for the prior in the Sections 2.3.6 and 2.3.7. The fast generation of samples and
the pointwise variance field from the Gaussian approximation of the posterior
exploits the low rank ideas presented in Section 2.5. Thus, the presentation of
the corresponding expressions is postponed to Section 2.5.3.
2.3.2 Finite-dimensional parameter space
We consider a finite-dimensional subspace Vh of L2(Ω) originating from
a finite element discretization with continuous Lagrange basis functions {φj}nj=1,
which correspond to the nodal points {xj}nj=1, such that
φj(xi) = δij, for i, j ∈ {1, . . . , n}.
Instead of statistically inferring parameter functions m ∈ L2(Ω), we perform
this task on the approximation mh =
∑n
j=1mjφj ∈ Vh. Consequently, the
coefficients (m1, . . . ,mn)T ∈ Rn are the actual parameters to be inferred. For
simplicity of notation, we shall use the boldface symbol m = (m1, . . . ,mn)T
to denote the nodal vector of a function mh in Vh.
2.3.3 Discrete inner product
Since we postulate the prior Gaussian measure on L2 (Ω), the finite-
dimensional space Vh inherits the L2-inner product. Thus, inner products
between nodal coefficient vectors must be weighted by a mass matrixM to ap-
proximate the infinite-dimensional L2-inner product. We denote this weighted
inner product by (· , ·)M and assume that M ∈ Rn×n is symmetric and posi-
tive definite. To distinguish Rn with the M -weighted inner product from the
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usual Euclidean space Rn, we denote it by RnM . For any m1,m2 ∈ L2(Ω), ob-
serve that (m1,m2)L2(Ω) ≈ (m1h,m2h)L2(Ω) = (m1,m2)M = mT1Mm2, which




φi(x)φj(x)dx , i, j ∈ {1, . . . , n} . (2.11)
When using the M -inner product, there is a critical distinction that
must be made between the matrix adjoint and the matrix transpose. For an
operator B : RnM → RnM , we denote the matrix transpose by BT with entries
[BT ]ij = Bji. The adjoint B∗ of B, however, must satisfy




B∗ = M−1BTM . (2.13)
In the following, we also need the adjoints F \ of F : RnM → Rq and V  of
V : Rr → RnM (for some r), where Rq and Rr are endowed with the Euclidean
inner product. The desired adjoints can be can be expressed as
F \ = M−1F T , (2.14)
V  = V TM . (2.15)
Next, let Ph be the projection from L2 (Ω) to Vh. Then, the matrix represen-
tation B : RnM → RnM for the operator Bh:=PhBP ′h, where B : L2(Ω)→ L2(Ω)
and P ′h : Vh → L2(Ω), is implicitly given with respect to the Lagrange basis
{φi}ni=1 in Vh by ∫
Ω
φiBφj dx = (ei,Bej)M ,
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where ei is the coordinate vector corresponding to the basis function φi. As a
result, one can write B explicitly as
B = M−1K, (2.16)




φiBφj dx, i, j ∈ {1, . . . , n} .
2.3.4 Finite-dimensional approximation of the prior
Next, we derive the finite-dimensional representation of the prior. The
matrix representation of the operator A defined in Section 2.2.3 is given by




(Θ(x)∇φi(x)) · ∇φj(x) + φi(x)φj(x) dx, i, j ∈ {1, . . . , n} .
It follows that bothA = M−1K andA−1 = K−1M are self-adjoint operators
in the sense of (2.13).
We are now in a position to define the finite-dimensional Gaussian prior









This definition implies that Γprior = A−2.
2.3.5 Finite-dimensional approximation of the posterior
In infinite dimensions, the Bayes’ formula (2.5) has to be expressed in
terms of the Radon–Nikodym derivative since the prior and posterior distri-
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butions do not have density functions with respect to the Lebesgue measure.
Since we approximate the prior measure µ0 by µh0 , it is natural to define a








X πlike(yobs|m) dµh0 , and πlike is the likelihood (2.4) evaluated at
mh. If we define πpost(m|yobs) as the density of µy,h, again with respect to the
Lebesgue measure, we recover the familiar finite-dimensional Bayes’ formula
πpost(m|yobs) ∝ πprior(m)πlike(yobs|mh), (2.18)
where the normalization constant 1/Zh , which does not depend on m, is




∥∥∥f(mh)− yobs∥∥∥2Γ−1noise − 12 ‖A(m−m0)‖2M
)
, (2.19)
where, to recall our notation, mh =
∑n
j=1mjφj ∈ Vh and m = (m1, . . . ,mn)
T .
We observe that the negative log of the right side of (2.19) is the finite-
dimensional approximation of the objective functional in (2.8).
As a finite-dimensional counterpart of Section 2.2.5, we linearize the
parameter-to-observable map f at the MAP point, but now considering it as
a function of the coefficient vector m. Let Γpost be the posterior covariance
matrix in the M -inner product. Using (2.10), we obtain
Γpost =
(




with F \ = M−1F T as defined in (2.14). Note that Γpost is self-adjoint, i.e.,
Γpost = Γ∗post in the sense of (2.13).
Since the posterior covariance matrix Γpost is typically dense, we wish
to avoid explicitly storing it, especially when the parameter dimension n is
large. Even if we are able to do so, it is prohibitively expensive to construct.
The reason is that the Jacobian of the parameter-to-observable map, F , is
generally a dense matrix, and its construction typically requires n forward
PDE solves. This is clearly intractable when n is large and solving the PDEs
is expensive. However, one can exploit the structure of the inverse problem,
to approximate the posterior covariance matrix with desired accuracy, as we
shall show in Section 2.5.
2.3.6 Sample generation in a finite element discretization
We begin by developing expressions for a general Gaussian distribution
with mean m̄ and covariance matrix Γ. Then, they are specified for the
Gaussian prior with (m0,Γprior). Realizations of a finite-dimensional Gaussian
random variable with mean m̄ and covariance matrix Γ can be found by
choosing a vector n containing independent and identically distributed (i.i.d.)
standard normal random values and computing
m = m̄+Ln, (2.21)
where L is a linear map from Rn to RnM such that Γ = LL, in which the
adjoint L = LTM (see also (2.15)). Note that M−1/2n is a sample from
N (0, I) in the mass-weighted inner product.
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In particular, for m̄ = m0 and Γ = Γprior, we haveLprior = K−1MM−1/2 =
K−1M 1/2 (see Appendix I) and samples from the prior are computed as
m = m0 + K−1M 1/2n. Samples from the Gaussian approximation to the
posterior use the low-rank representation introduced in Section 2.5 and the
corresponding expressions are given in (2.30) and (2.31).
2.3.7 The pointwise variance field in a finite element discretization
Let us approximate the covariance function in Vh for a generic Gaus-
sian measure with covariance operator C. Recall from Section 2.2.3 that the
covariance function c (x,y) corresponding to the covariance operator C is the
Green’s function of C−1, i.e.,
C−1c (x,y) :=δy(x) for x ∈ Ω,
where δy denotes the Dirac delta function concentrated at y ∈ Ω. We approx-
imate c (x,y) in the finite element space Vh by ch (x,y) =
∑n
i=1 ci (y)φi (x)
with coefficient vector c (y) = [c1 (y) , . . . , cn (y)]T . Using the Galerkin finite
element method to obtain a finite element approximation of the preceding
equation results in
C−1c (y) = Φ (y) with Φ (y) = [φ1(y), . . . , φn(y)]T
and the entries of the matrix C−1 are given by C−1ij = (φi, C−1φj)L2(Ω). It




ci(y)Φi(x) = Φ (x)T CΦ (y) for x,y ∈ Ω.
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Let us denote by Γ−1 the representation of PhC−1P ′h in Vh; then, using (2.16)
yields that C = ΓM−1. Consequently, the discretized covariance function for
the covariance operator C now becomes
ch (x,y) = Φ (x)T ΓM−1Φ (y) . (2.22)
Let us now apply (2.22) to compute the prior variance field. As discussed in
Section 2.3.4, Γprior = A−2 = K−1MK−1M . This results in the discretized
prior covariance function
cpriorh (x,y) = Φ (x)
T K−1MK−1Φ (y) ,
By taking y = x, the prior variance field at an arbitrary point x ∈ Ω reads
cpriorh (x,x) = Φ (x)
T K−1MK−1Φ (x) .
The pointwise variance field of the posterior distribution builds on the low-
rank representation introduced in Section 2.5. The resulting expression, which
requires the prior variance field, is given in (2.29).
2.4 Finding the MAP point
Section 2.2.4 introduced the idea of the MAP point as a first step in
exploring the solution of the statistical inverse problem. To find the MAP
point, one needs to solve a discrete approximation (using the discretizations
of Section 2.3) of the optimization problem (2.8), which amounts to a large-
scale nonlinear least squares numerical optimization problem. In this section,
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we provide just a brief summary of a scalable method we use for solving this
problem, and refer the reader to our earlier work for details, in particular the
work on inverse wave propagation [3, 4, 67]. We use an inexact matrix-free
Newton-conjugate gradient (CG) method in which only Hessian-vector prod-
ucts are required. These Hessian-vector products are computed by solving a
linearized forward-like and an adjoint-like PDE problems, and thus the Hes-
sian matrix is never constructed explicitly. Inner CG iterations are terminated
prematurely when sufficient reduction is made in the norm of the gradient, or
when a direction of negative curvature is encountered. The prior operator is
used to precondition the CG iterations. Globalization is through an Armijo
backtracking line search.
Because the major components of the method can be expressed as solv-
ing PDE-like systems, the method inherits the scalability (with respect to
problem dimension) of the forward PDE solve. The remaining ingredient for
overall scalability is that the optimization algorithm itself be scalable with
increasing problem size. This is indeed the case: for a wide class of nonlinear
inverse problems, the outer Newton iterations and the inner CG iterations are
independent of the mesh size, as is found to be the case for instance for inverse
wave propagation [4,67]. This is a consequence of the use of a Newton solver,
of the compactness of the Hessian of the data misfit term (i.e., the first term)
in (2.9), and of the use of preconditioning by Γprior, so that the resulting pre-
conditioned Hessian is a compact perturbation of the identity, for which CG
exhibits mesh-independent iterations.
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2.5 Low rank approximation of the Hessian matrix
2.5.1 Overview
As discussed in Section 2.2.5, linearizing the parameter-to-observable
map results in the posterior covariance matrix being given by the inverse of
the Hessian of the negative log posterior. Explicitly computing this Hessian
matrix requires a (linearized) forward PDE problem for each of its columns,
and thus as many (linearized) forward PDE solves are required as there are
parameters. For inverse problems in which one seeks to infer an unknown
parameter field, discretization results in a very large number of parameters;
explicitly computing the Hessian—and hence the covariance matrix—is thus
out of the question. As a remedy, we exploit the structure of the problem to
find an approximation of the Hessian that can be constructed and dealt with
efficiently.
When the linearized parameter-to-observable map is used in J (m) (as
defined in (2.9)) and second derivatives of the resulting functional are com-
puted, one obtains the Gauss-Newton portion of the Hessian of J (m). Both,
the full Hessian matrix as well as its Gauss Newton portion are positive defi-
nite at the MAP point and they only differ in terms that involve the adjoint
variable. Since the adjoint system is driven only by the data misfit (see, for in-
stance, the adjoint wave equation 2.36), the adjoint variable is expected to be
small when the data misfit is small, which occurs provided the model and ob-
servational errors are not too large. The Gauss-Newton portion of the Hessian
is thus often a good approximation of the full Hessian of J (m).
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For conciseness and convenience of the notation, we focus on computing
a low rank approximation of the Gauss-Newton portion of the (misfit) Hessian
in Section 2.5.2. The same approach also applies to the computation of a
low rank approximation of the full Hessian, whose inverse might be a better
approximation for the covariance matrix if the data is very noisy and the data
misfit at the MAP point cannot be neglected. The low rank construction of
the misfit Hessian is based on the Lanczos method and thus only requires
Hessian-vector products. Using the Sherman-Morrison-Woodbury formula,
this approximation translates into an approximation of the posterior covariance
matrix.
In Section 2.5.3, we present low rank-exploiting methods for sample
generation from the Gaussian approximation of the posterior, as well as meth-
ods for the efficient computation of the pointwise variance field. Finally, in
Section 2.5.4, we discuss the overall scalability of our approach.
2.5.2 Low rank covariance approximation
For many ill-posed inverse problems, the Gauss-Newton portion of the
Hessian matrix (called the Gauss-Newton Hessian for short) of the data misfit
term in (2.9) evaluated at any m,
Hmisfit := F \Γ−1noiseF , (2.23)
behaves like (the discretization of) a compact operator (see, e.g., [198, p.17]).
The intuitive reason for this is that only parameter modes that strongly influ-
ence the observations through the linearized parameter-to-observable map F
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will be present in the dominant spectrum of the Hessian (2.23). For typical
inverse problems, observations are sparse, and hence the dimension of the ob-
servable space is much smaller than that of the parameter space. Furthermore,
highly oscillatory perturbations in the parameter field often have negligible ef-
fect on the output of the parameter-to-observable map. In [29, 30], we have
shown that the Gauss-Newton Hessian of the data misfit is a compact operator,
and that for smooth media its eigenvalues decay exponentially to zero. Thus,
the range space of the Gauss-Newton Hessian is effectively finite-dimensional
even before discretization, i.e., it is independent of the mesh. We can exploit
the compact nature of the data misfit Hessian to construct scalable algorithms
for approximating the inverse of the Hessian [73,143].
A simple manipulation of (2.20) yields the following expression for the








We now present a fast method for approximating Γpost with controllable accu-
racy by making a low rank approximation of the so-called prior-preconditioned




Let (λi,vi) , i = 1, . . . , n be the eigenpairs of H̃misfit, and Λ = diag(λ1, . . . , λn) ∈
Rn×n. Define V ∈ Rn×n such that its columns are the eigenvectors vi of H̃misfit.
Replacing H̃misfit by its spectral decomposition (recall that V  is the adjoint
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= (V ΛV  + I)−1.
When the eigenvalues of H̃misfit decay rapidly we can construct a low-rank
approximation of H̃misfit by computing only the r largest eigenvalues, i.e.,
Γ1/2priorHmisfitΓ
1/2





where V r ∈ Rn×r contains r eigenvectors of H̃misfit corresponding to the r
largest eigenvalues λi, i = 1, . . . , r, and Λr = diag(λ1, . . . , λr) ∈ Rr×r. We can













whereDr := diag(λ1/(λ1 +1), . . . , λr/(λr+1)) ∈ Rr×r. Equation (2.26) shows
the truncation error due to the low-rank approximation based on the first r
eigenvalues. To obtain an accurate approximation of Γpost, only eigenvectors
corresponding to eigenvalues that are small compared to 1 can be neglected.
With such a low-rank approximation, the final expression for the approximate
posterior covariance is given by
Γpost ≈ Γprior − Γ1/2priorV rDrV rΓ
1/2
prior. (2.27)
Note that (2.27) expresses the posterior uncertainty (in terms of the covari-
ance matrix) as the prior uncertainty less any information gained from the
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data. Due to the square root of the prior in the rightmost term in (2.27),
the information gained from the data is filtered through the prior, i.e., only
information consistent with the prior can reduce the posterior uncertainty.
2.5.3 Fast generation of samples and the pointwise variance field
Properties of the last term in (2.27), such as its diagonal (which provides
the reduction in variance due to the knowledge acquired from the data) can
be obtained numerically through just r applications of the square root of the
prior covariance matrix to r columns of V r. Let us define
Ṽ r = Γ1/2priorV r,
then (2.27) becomes
Γpost ≈ Γprior − Ṽ rDrṼ r, (2.28)
with Ṽ r = V rΓ
1/2
prior.
The linearized posterior is a Gaussian distribution with known mean,
namely the MAP point, and low rank-based covariance (2.28). Thus, the
pointwise variance field and samples can be generated as in Section 2.3.7 and
2.3.6, respectively. The variance field can be computed as





dk (ṽkh(x))2 , (2.29)
where ṽkh(x) = Φ (x)T ṽk, with ṽk denoting the kth column of Ṽ r, is the
function in Vh corresponding to the nodal vector ṽk.
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Now, we can compute samples from the posterior provided that we
have a factorization Γpost = LL. One possibility for L (see Appendix I for
the detailed derivation) reads
L := Γ1/2prior (V rP rV r + I)M−1/2 (2.30)




λ1 + 1− 1, . . . , 1/
√
λr + 1− 1
)
∈ Rr×r, L as a linear
map from Rn to RnM , and I as the identity map in both Rn and RnM . As
discussed in Section 2.3.6, samples can be then computed as
νpost = mMAP +Ln, (2.31)
where n is an i.i.d. standard normal random vector.
2.5.4 Scalability
We now discuss the scalability of the above low rank construction of the
posterior covariance matrix in (2.27). The dominant task is the computation of
the dominant spectrum of the prior preconditioned Hessian of the data misfit,
H̃misfit, given by (2.25). Computing the spectrum by a matrix-free eigensolver
such as Lanczos means that we need only form actions of H̃misfit with a vector.
As argued at the end of Section 2.3.5, the linearized parameter-to-observable
map F is too costly to be constructed explicitly since it requires n linearized
forward PDE solves. However, its action on a vector can be computed by
solving a single linearized forward PDE (which we term the incremental for-
ward problem), regardless of the number of parameters n and observations
q. Similarly, the action of F \ on a vector can be found by solving a single
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linearized adjoint PDE (which we term the incremental adjoint problem). Ex-
plicit expressions for the incremental forward and incremental adjoint PDEs
in the context of inverse acoustic wave propagation will be given in Section
2.6. Solvers for the incremental forward and adjoint problems of course inherit
the scalability of the forward PDE solver. The other major cost in computing
the action of H̃misfit on a vector is the application of the square root of the
prior, Γ1/2prior, to a vector. As discussed in Section 2.2.3, this amounts to solving
a Laplacian-like problem. Using a scalable elliptic solver such as multigrid
renders this component scalable as well. Therefore, the scalability of the ap-
plication of H̃misfit to a vector—which is the basic operation of a matrix-free
eigenvalue solver such as Lanczos—is assured, and the cost is independent of
the parameter dimension.
The remaining requirement for independence of parameter dimension
in the construction of the low rank-based representation of the posterior co-
variance in (2.27) is that the number of dominant eigenvalues of Hmisfit be
independent of the dimension of the discretized parameter. This is the case
when Hmisfit and Γprior in (2.23) are discretizations of a compact and a con-
tinuous operator, respectively. The continuity of C0 is a direct consequence
of the prior Gaussian measure µ0; in fact, C0, the infinite-dimensional coun-
terpart of Γprior, is also a compact operator. Compactness of the data misfit
Hessian Hmisfit for inverse wave propagation problems has long been observed
(e.g., [51]) and, as mentioned above, has been proved for frequency-domain
acoustic inverse scattering for both continuous and pointwise observation op-
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erators [29, 30]. Specifically, we have shown that the data misfit Hessian is a
compact operator at any point in the parameter domain. We also quantify
the decay of the data misfit Hessian eigenvalues in terms of the smoothness of
the medium, i.e., the smoother it is the faster the decay rate. For an analytic
target medium, the rate can be shown to be exponential. That is, the data
misfit Hessian can be approximated well with a small number of its dominant
eigenvectors and eigenvalues.
As a result, the number of Lanczos iterations required to obtain a low
rank approximation of H̃misfit is independent of the dimension of the dis-
cretized parameter field. Once the low-rank approximation of H̃misfit is con-
structed, no additional forward or adjoint PDE solves are required. Any action
of Γpost in (2.27) on a vector (which is required to generate samples from the
posterior distribution and to compute the diagonal of the covariance) is now
dominated by the action of Γprior on a vector. But as discussed above, this
amounts to an elliptic solve and can be readily carried out in a scalable man-
ner. Since r is independent of the dimension of the discretized parameter
field, estimating the posterior covariance matrix requires a constant number
of forward/adjoint PDE solves, independent of the number of parameters, ob-
servations, and state variables. Moreover, since the dominant cost is that of
solving forward and adjoint PDEs as well as elliptic problems representing the
prior, scalability of the overall uncertainty quantification method follows when
the forward and adjoint PDE solvers are scalable.
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2.6 Application to global seismic statistical inversion
In this section, we apply the computational framework developed in the
previous sections to the statistical inverse problem of global seismic inversion,
in which we seek to reconstruct the heterogeneous compressional (acoustic)
wave speed from observed seismograms, i.e., seismic waveforms recorded at
points on earth’s surface. With the rapid advances in observational capabili-
ties, exponential growth in supercomputing, and maturation of forward seismic
wave propagation solvers, there is great interest in solving the global seismic
inverse problem governed by the full acoustic or elastic wave equations [70,165].
Already, successful deterministic inversions have been carried out at regional
scales; for example, see [71, 72,130,191,206].
We consider global seismic model problems in which the seismic source
is taken as a simple point source. Sections 2.6.1 and 2.6.2 define the prior
mean and covariance operator for the wave speed and its discretization. Sec-
tion 2.6.3 presents the parameter-to-observable map f (m) (which involves
solution of the acoustic wave equation) and the likelihood model. We next
provide the expressions for the gradient and application of the Hessian of the
negative log-likelihood in Section 2.6.4. Then, we discuss the discretization of
the forward and adjoint wave equations and implementation details in Section
2.6.5. Section 2.6.6 provides the inverse problem setup, while numerical results
and discussion are provided in Sections 2.6.7 and 2.6.8.
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Figure 2.1: Left image: Cross section through the spherically symmetric
PREM earth model, which is the prior mean in the inversion. Right im-
age: Mesh used for both wave speed parameters (discretized with N = 1) and
wave propagation unknowns (N = 3). The mesh is tailored to the local wave
lengths.
2.6.1 Parameter space for seismic inversion
We are interested in inferring the heterogenous compressional acoustic
wavespeed in the earth. In order to do this, we represent the earth as a sphere
of radius 6,371km. We employ two earth models, i.e.,̇ two representations of
the compressional wave speed and density in the earth. We suppose that our
current knowledge of the earth is given by the spherically symmetric Prelim-
inary Reference Earth Model (PREM) [63], which is depicted in Figure 2.1.
The PREM is used as the mean of the prior distribution, and as the
starting point for the determination of the MAP point by the optimization
solver. Then, we presume that the real earth behaves according to the S20RTS
velocity model [173], which superposes lateral wave speed variations on the
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laterally-homogeneous PREM. S20RTS is used to generate waveforms used as
synthetic observational data for inversion; we refer to it as the “ground truth”
earth model. The inverse problem then aims to reconstruct the S20RTS ground
truth model from the (noisy) synthetic data and from prior knowledge of the
PREM, and quantify the uncertainty in doing so.
The parameter field m of interest for the inverse problem is the devia-
tion or anomaly from the PREM, and hence it is sensible to choose the zero
funtion as the prior mean. Owing to the prior covariance operator specified in
Section 2.2.3, the deviation is smooth; in fact it is continuous almost surely.
The wave speed parameter space is discretized using continuous isoparametric
trilinear finite elements on a hexahedral octree-based mesh. To generate the
mesh, we partition the earth into 3 layers described by 13 mapped cubes. The
first layer consists of a single cube surrounded by two layers of six mapped
cubes. The resulting mesh is aligned with the interface between the outer core
and the mantle, where the wave speed has a significant discontinuity (see Fig-
ure 2.1). It is also aligned with several known weaker discontinuities between
layers.
The parameter mesh coincides with the mesh used to solve the wave
equation described in Section 2.6.3. The mesh is locally refined to resolve the
local seismic wavelength resulting from a given frequency of interest for the
PREM. We choose a conservative number of grid points per wavelength to
permit the same mesh to be used for anticipated variations in the earth model
across the iterations needed to determine the MAP point. For the parallel mesh
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generation and its distributed storage, we use fast forest-of-octree algorithms
for scalable adaptive mesh refinement from the p4est library [36,37].
2.6.2 The choice of prior
Since the prior is a Gaussian measure, it is completely specified by a
mean function and a covariance operator. As discussed in Section 2.6.1, the
prior distribution for the anomaly (the deviation of the acoustic wavespeed
from that described by the PREM model) is naturally chosen to have zero
mean. The choice of covariance operator for the prior distribution has to
encode several important features. Recall that we specify the covariance op-
erator via the precision operator A in Section 2.2.3. Therefore, the size of the
variance about the zero mean is set by α, while the product αΘ determines
the correlation length of the prior Gaussian random field. We next specify the
scalar α and the tensor Θ based on the following observations of models for
the local wave speeds in the earth.
• Smoothness. The parameter field describes the effective local wave-
speed, which, for a finite source frequency, depends on the local average
of material parameters within a neighborhood of each point in space.
This makes the effective wave speed mostly a smooth field. Note that
the S20RTS-based target wave speed model (see [173]) is smooth.
• Prior variance. The deviation in this effective wave speed from the
PREM model is believed to be within a few percent. Thus, we select
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α such that the prior standard deviation is about 3.5%. The S20RTS
target model has a maximal deviation from PREM of 7%.
• Anisotropy in the mantle. We further incorporate the prior belief that
the compressional wave speed has a stronger variation in depth than in
the lateral directions. We encode this anisotropic variation through Θ.
In particular, we select Θ such that the anisotropy is strongest near the
surface, and gradually becomes weaker with higher overall correlation
length at larger depths. We observe that the S20RTS target model also
obeys a similar anisotropy.
From the preceding observations and discussion, we choose α = 1.5 ·














if ‖x‖ 6= 0
0 if ‖x‖ = 0,
(2.32)
where I3 is the 3 × 3 identity matrix, r = 6, 371km is the earth radius, β =
7.5 · 10−3r2, and θ = 4 · 10−2. The choice 0 < θ < 1 introduces anisotropy in
Θ such that the prior assumes longer correlation lengths in tangential than in
radial directions, and the anisotropy decreases smoothly towards the center of
the sphere. In Figure 2.2 we show several Green’s functions for the precision
operator A2, which illustrate this anisotropy. Figure 2.3 shows a slice through
the ±2σ fields, through samples from the prior and through the ground truth
model, which is used to generate the synthetic seismograms. Note that close
to the boundary, the standard deviation of the prior becomes larger. This
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Figure 2.2: Contours of Green’s functions at points in different depths for the
precision operator of our prior A2. The contours are shown in slices through
the Earth that contain the points, and larger values of the Green’s function
correspond to brighter shades of gray. These Green’s functions correspond
directly to the covariance function c(x,y) as discussed in Section 2.2. Note
the anisotropy for points closer to the surface.
is partly a results of the anisotropy in the differential operator used in the
construction of the prior, but mainly an effect of the homogeneous Neumann
boundary condition used in the construction of the square root of the prior.
This larger variance close to the boundary is also reflected in the prior samples,
which have their largest values close to the boundary. Note that these samples
have a larger correlation length in tangential than in normal directions, as
intended by the choice of the anisotropy in (2.32). The ground truth model,
which is also shown in Figure 2.3, is comparable to realizations of the prior in
terms of magnitude as well as correlation.
2.6.3 The likelihood
In this section, we construct the likelihood (2.4) for the inverse acoustic
wave problem. In order to do this, we need to construct the parameter-to-
observable map f (m) and the observations yobs. Let us start by considering
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±2σ fields prior samples
ground truth
Figure 2.3: For illustration, we visualize several depictions of the prior using
a common color scale. The images on the far left show slices through the
pointwise positive and negative 2σ-deviation fields, which bound the pointwise
95% credible interval. The second and third columns show samples drawn from
the prior distribution, while the fourth column depicts the “ground truth”
parameter field. The prior has been chosen so that samples display similar
qualitative features to the “ground truth” medium; they exhibit anisotropy
in the outer layers of the mantle with larger correlation lengths in the lateral
directions, and become more isotropic with higher overall correlation at depth.
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−∇(ρc2e) = g, (2.33a)
∂e
∂t
−∇ · v = 0, (2.33b)
where ρ = ρ(x) denotes the mass density, c = c(x) the local acoustic wave
speed, g(x, t) a (smoothed) point source x ∈ Ω, v(x, t) the velocity, and e(x, t)
the trace of the strain tensor, i.e., the dilatation. We equip (2.33) with the
initial conditions
e(x, 0) = e0(x), and v(x, 0) = v0(x), x ∈ Ω, (2.33c)
together with the boundary condition
e(x, t) = 0, x ∈ Γ = ∂Ω, t ∈ (0, T ). (2.33d)
Here, the acoustic wave initial-boundary value problem (2.33) is a simplified
mathematical model for seismic waves propagation in the earth [6]. The choice
of strain dilatation e together with velocity v in the first order system formu-
lation is motivated from the strain-velocity formulation for the elastic wave
equation used in [201].
Our goal is to quantify the uncertainty in inferring the spatially varying
wave speed m = c(x) from waveforms observed at receiver locations. To define
the parameter-to-observable map for a given wave speed c(x), we first solve
the acoustic wave equation (2.33) given c, and record the velocity v at a finite
number of receivers in the time interval (0, T ). Finally, we compute the Fourier
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coefficients of the seismograms and truncate them; the truncated coefficients
are the observables in the map f (m). A similar procedure is used to generate
synthetic seismograms to define yobs. The noise covariance matrix Γ−1noise is
prescribed as a diagonal matrix with constant variance.
2.6.4 Gradient and Hessian of the negative log posterior
Our proposed method for uncertainty quantification in Section 2.3 re-
quires the computation of derivatives of the negative log posterior, which in
turn requires the gradient and Hessian of the likelihood and the prior. These
derivatives can be computed efficiently using an adjoint method, as we now
show. For clarity, we derive the gradient and action of the Hessian in an
infinite-dimensional setting. Let us begin by denoting v(c) as the space-time
solution of the wave equation given the wave speed c = c(x), and B as the
observation operator. The parameter-to-observable map f(c) can be written
as Bv(c). Thus, the negative log posterior is (compare with (2.9))
J (c) := 12
∥∥∥Bv(c)− yobs∥∥∥2
Γ−1noise
+ 12 ‖A(c− c0)‖
2
L2(Ω) , (2.34)
where Γnoise is specified in Section 2.6.6. The dependence on the wave speed c
of the velocity v and dilatation e is given by the solution of the forward wave
propagation equation (2.33). The adjoint approach [67] allows us to write




e(∇ ·w) dt+A2(c− c0), (2.35)
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where the adjoint velocity w and adjoint strain dilatation d satisfy the adjoint
wave propagation terminal-boundary value problem
−ρ∂w
∂t
+∇(c2ρd) = −B∗Γ−1noise(Bv − yobs) in Ω× (0, T ), (2.36a)
−∂d
∂t
+∇ ·w = 0 in Ω× (0, T ), (2.36b)
ρw = 0, d = 0 in Ω× {t = T} , (2.36c)
d = 0 on Γ× (0, T ). (2.36d)
Here, B∗, an operator from Rq to the space-time cylinder Ω × (0, T ), is the
adjoint of B. Note that the adjoint wave equations must be solved backward
in time (due to final time data) and have the data misfit as a source term, but
otherwise resemble the forward wave equations.
Similar to the computation of the gradient, the Hessian operator of J




ce(∇ · w̃) + cẽ(∇ ·w) + c̃e(∇ ·w) dt+A2c̃, (2.37)





−∇(ρc2ẽ) = ∇(2ρcc̃e) in Ω× (0, T ),
∂ẽ
∂t
−∇ · ṽ = 0 in Ω× (0, T ),
ρṽ = 0, ẽ = 0 in Ω× {t = 0} ,
ẽ = 0 on Γ× (0, T ).
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+∇(c2ρd̃) = −∇(2c̃cρd)− B∗Γ−1noiseBṽ in Ω× (0, T ),
−∂d̃
∂t
+∇ · w̃ = 0 in Ω× (0, T ),
ρw̃ = 0, d̃ = 0 in Ω× {t = T} ,
d̃ = 0 on Γ× (0, T ).
As can be seen, the incremental forward and incremental adjoint wave equa-
tions are linearizations of their forward and adjoint counterparts, and thus
differ only in the source terms. Moreover, we observe that the computation of
the gradient and the Hessian action amounts to solving a pair of forward/ad-
joint and a pair of incremental-forward/incremental-adjoint wave equations,
respectively. For our computations, we use the Gauss-Newton approximation
of the Hessian, which is guaranteed to be positive. This amounts to neglecting
the terms that contain ∇ ·w in (2.37), and neglecting the term that includes
d in the incremental adjoint wave equations.
2.6.5 Discretization of the wave equation and implementation de-
tails
We use the same hexahedral mesh to compute the wave solution (v, e) as
is used for the parameter c. While the parameter is discretized using trilinear
finite elements, the wave equation, and its three variants (the adjoint, the
incremental forward, and the incremental adjoint), are solved using a high-
order discontinuous Galerkin (dG) method. The method, for which details
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are provided in [28, 201], supports hp-non-conforming discretization, but only
h-non-conformity is used in our implementation. For efficiency and scalability,
a tensor product of Lagrange polynomials of degree N (we use N ∈ {2, 3, 4}
for the examples in the next section) is employed together with a collocation
method based on Legendre-Gauss-Lobatto (LGL) nodes. As a result, the
mass matrix is diagonal, which facilitates time integration using the classical
four-stage fourth-order Runge Kutta method. We equip our dG method with
exact Riemann numerical fluxes at element faces. To treat the non-conformity,
we use the mortar approach of Kopriva [122, 123] to replace non-conforming
faces by mortars that connect pairs of contributing elements. The actual
computations are performed on the mortars instead of the non-conforming
faces, and the results are then projected onto the contributing element faces.
The method has been shown to be consistent, stable, convergent with optimal
order, and highly scalable [28, 201].
It should be pointed out that the discretizations of the gradient and
Hessian action given in Section 2.6.4 are not consistent with the discrete gra-
dient and Hessian-vector product obtained by first discretizing the negative
log posterior and then differentiating it. Here, inconsistency means that the
former are equivalent to the latter only in the limit as the mesh size ap-
proaches zero (see also [93, 112]). The reason is that additional jump terms
due to numerical fluxes at element interfaces are introduced in the discontin-
uous Galerkin discretization of the wave equation. In our implementation, we
include these terms to ensure consistency, and this is verified by comparing the
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discretized gradient and Hessian action expressions with their finite difference
approximations.
Moreover, since we use a continuous Galerkin finite element method for
the parameter, but a discontinuous Galerkin method for the wave solution, it
is necessary to prolongate the parameter to the solution space before solving
the forward wave equation, and its variants (adjoint, incremental state, incre-
mental adjoint). Conversely, the gradient and the Hessian-vector application
are computed in the wave solution space, and then restricted to the parameter
space to provide the correct derivatives for the optimization solver. To ensure
the symmetry of the Hessian, we construct these restriction and prolongation
operations such that they are adjoint of each other.
Our discretization approach for the Bayesian inverse problem in Sec-
tion 2.3 requires the repeated application ofA−1, each amounting to an elliptic
PDE solve on the finite-dimensional parameter space. To accomplish this task
efficiently, we use the parallel algebraic multigrid (AMG) solver ML from the
Trilinos project [79]. The cost of this elliptic solve is negligible compared to
that of solving the time-dependent seismic wave equations, which employ high
order discretization in contrast to the trilinear discretization of the anisotropic
Poisson operator, A.
The adjoint equation has to be solved backwards-in-time (as shown in
Section 2.6.4); computation of the gradient (2.35) requires combinations of
the state and adjoint solutions corresponding to same time. Thus the gradient
computation requires the complete time history of the forward solve, which
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cannot be stored due to the large-scale nature of our problem. A similar,
but slightly more challenging storage problem occurs in the Hessian-vector
application. Here, solving the incremental state equation requires the solution
of the state equation, and the incremental adjoint solution requires the solution
of the incremental state equation. We avoid storage of the time history of these
wavefields by using a checkpointing method as employed in [67]. This scheme
reduces the necessary storage at the expense of increasing the number of wave
propagation solves.
Between 1200 and 4096 processor cores4 for 10-20 hours are needed to
solve the seismic inverse problems presented in the next section. The vast ma-
jority of the runtime is spent on computing solutions of the forward, adjoint
and incremental wave equations either for the computation of the MAP point
(see Section 2.4) or the Lanczos iterations for computing the low rank approx-
imation of the misfit Hessian (see Section 2.6.7). Due to the large number of
required wave propagation solves, good strong scalability of the wave propa-
gation solver is important for rapid turnaround. We refer to the discussion
in [26] on the scalability of the wave propagation solver, as well to the over-
all scalability of our Bayesian inversion approach applied to seismic inverse
problems of up to one million parameters.
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Figure 2.4: Location of sources (green) and receivers (red) for Problem I (left)
and Problem II (right).
2.6.6 Setup of model problems
Synthetic observations yobs are generated from solution of the wave
equation using the S20RTS earth model. To mitigate the inverse crime [117],
the local wave speed on LGL nodes of the wave propagation mesh is used to
generate the observations, which implies that a higher order approximation of
the earth model is used to generate the synthetic data, but the inversion is
carried out on a lower order mesh. Both sources and receivers are located at
10km depth from the earth surface. For the source term g in (2.33), we use a
delta function point source in the z-direction convolved with a narrow Gaussian
in space. In time, we employ a Gaussian with standard deviation of σ = 20s
centered at 60s. The wave propagation mesh (i.e., the discretization of velocity
and dilatation) is chosen fine enough to accurately resolve frequencies below
4These computations were performed on the Texas Advanced Computing Center’s Lon-
estar 4 system, which has 22,656 Westmere processor cores with 2GB memory per core.
74
0.05Hz. We Fourier transform the (synthetic) observed velocity waveforms at
each receiver location and retain only the first 101 Fourier modes to define the
observations yobs. In our problems, the Fourier coefficients yobs vary between
10−5 and 10−1, and we choose for the noise covariance a diagonal matrix with
a standard deviation of 0.002.
We consider the following two model problems:
• Problem I: The first problem has a single source at the North pole and
a single receiver at 45◦ south of the equator, as illustrated in the left
image of Figure 2.4. The wave propagation time is 1800s. The wave
speed (i.e., unknown material parameter) field is discretized on a mesh
of trilinear hexahedra with 78,558 nodes, representing the unknowns in
the inverse problem. The forward problem is discretized on the same
mesh with 3rd-order dG elements, resulting in about 21.4 million spatial
wave propagation unknowns, and in 2100 four-stage, fourth-order Runge
Kutta time steps.
• Problem II: The second problem uses 130 receivers distributed on a
quarter of the Northern hemisphere along zonal lines with 7.5◦ spacing
and 3 simultaneous sources as shown on the right of Figure 2.4. The
wave propagation time is 1200s. The wave speed is discretized on three
different trilinear hexahedral meshes with 40,842, 67,770 and 431,749
wave speed parameters, which represent the unknowns in the inverse
problem. These meshes corresponding to discretizations with 4th, 3rd
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and 2nd order discontinuous elements for the wave propagation variables
(velocity and dilatation). The results in the next section were computed
with 67,770 wave speed parameters and the 3rd order dG discretization
for velocity and dilatation. This amounts to 18.7 million spatial wave
propagation unknowns, and 1248 Runge Kutta time steps.
2.6.7 Low rank approximation of the prior-preconditioned misfit
Hessian
Before discussing the results for the quantification of the uncertainty
in the solution of our inverse problems, we numerically study the spectrum of
the prior-preconditioned misfit Hessian. In Figure 2.5, we show the dominant
spectrum of the prior-preconditioned Hessian evaluated at the MAP estimate
for Problem I (left) and Problem II (right). As can be observed, the eigenval-
ues decay faster in the former than in the latter. That is, the former is more
ill-posed than the latter. The reason is that the three simultaneous source and
130 receivers of Problem II provide more information on the earth model. This
implies that retaining more eigenvalues is necessary to accurately approximate
the prior-preconditioned Hessian of the data misfit for Problem II compared
to Problem I. In particular, we need at least 700 eigenvalues for Problem II as
compared to about 40 for Problem I to obtain a sensible low-rank approxima-
tion of the Hessian, and this constitutes the bulk of computation time (since
each Hessian-vector product in the Lanczos solver requires incremental for-
ward and adjoint wave propagation solutions). These numbers compare with
a total number of parameters of 78,558 (Problem I) and 67,770 (Problem II),
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which amounts to a reduction of between two and three orders of magnitude.
This directly translates into two to three orders of magnitude reduction in cost
of solving the statistical inverse problem.
Figure 2.5 presents the spectra for Problem II for three different dis-
cretization of the wave speed parameter field. The figure suggests that the
dominant spectrum is essentially mesh-independent and that all three param-
eter meshes are sufficiently fine to resolve the dominant eigenvectors of the
prior-preconditioned Hessian. Consequently, the Hessian low-rank approxi-
mation, particularly the number of Lanczos iterations, is independent of the
number of discrete parameters. Thus, in this example, the number of wave
propagation solutions required by the low-rank approximation does not depend
on the parameter dimension.
Figures 2.6 and 2.7 show several eigenvectors of the prior preconditioned
data misfit Hessian (2.23) (corresponding to several dominant eigenvalues) for
Problems I and II. Eigenvectors corresponding to dominant eigenvalues rep-
resent the earth modes that are “most observable” from the data, given the
configuration of sources and receivers. As can be seen in these figures, the
largest eigenvalues produce the smoothest modes, and as the eigenvalues de-
crease, the associated eigenvectors become more oscillatory, due to the reduced
ability to infer smaller length scales from the observations.
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Figure 2.5: Logarithmic plot of the spectrum of prior-preconditioned data
misfit Hessian for Problem I (left) and Problem II (right). The computation of
the approximate spectrum for Problem I uses a discretization with 78558 wave
speed parameters, third-order dG finite elements for the wave propagation
solution, and 50 Lanczos iterations. The spectrum for Problem II is computed
on different discretizations of the parameter mesh using 900 Lanczos iterations.
The eigenvalues for the three discretizations essentially lie on top of each other,
which illustrates that the underlying infinite-dimensional statistical inverse
problems is properly approximated. The horizontal line λ = 1 shows the
reference value for the truncation of the spectrum of the misfit Hessian. For
an accurate approximation of the posterior covariance matrix (i.e., the inverse
of the Hessian), eigenvalues that are small compared to 1 can be neglected as
discussed in Section 2.5, and in particular as shown in (2.26).
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Figure 2.6: Problem I: Eigenvectors of the prior-preconditioned misfit Hessian
corresponding to the first (i.e., the largest), the 3rd, the 5th, 8th and 13th
eigenvalues (from left to right). The visualization employs a slice through the
source and receiver locations.
Figure 2.7: Problem II: Eigenvectors of the misfit Hessian corresponding to
eigenvalues 1, 5, 20, 100 and 350 respectively. Note that the lower modes are
smoothest and become more oscillatory with increasing mode number.
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2.6.8 Interpretation of the uncertainty in the solution of the inverse
problem
We first study Problem I, i.e., the single source, single receiver prob-
lem. Since the data are very sparse, it is expected that we can reconstruct
only very limited information from the truth solution; this is reflected in the
smoothness of the dominant eigenmodes shown in Figure 2.6. To assess the
uncertainty, Figure 2.8 shows prior variance, knowledge gained from the data
(i.e., reduction in the variance), and posterior variance, which are computed
from (2.29). As discussed in Section 2.5, the posterior is the combination of
the prior information and the knowledge gained from the data, so that the
posterior uncertainty is decreased relative to the prior uncertainty. That is,
the inference has less uncertainty in regions for which the data are more in-
formative. In particular, the region of lowest uncertainty is at the surface
half-way between source and receiver, as Figure 2.8 shows. Note that the data
are also informative about the core-mantle boundary, where the strong mate-
rial contrast results in stronger reflected energy back to the surface receivers,
allowing greater confidence in the properties of that interface.
Next, we study the results for Problem II. The comparison between the
MAP estimate and the ground truth earth model (S20RTS) at different depths
is displayed in Figure 2.9. As can be seen, we are able to recover accurately
the wave speed in the portion of the Northern hemisphere covered by sources
and receivers. We plot the prior and posterior pointwise standard deviations
in Figure 2.10. One observes that the uncertainty reduction is greatest along
80
Γpost ≈ Γprior − Γ1/2priorV rDrV TrMΓ
1/2
prior
Figure 2.8: Problem I: The left image depicts the pointwise posterior variance
field, which is represented as the difference between the original prior variance
field (middle), and the reduction in variance due to data (right). The locations
of the single source and single receiver is shown by the black and white dot,
respectively. Colorscale is common to all three images.
the wave paths between sources and receivers, particularly in the quarter of
the Northern hemisphere surface where the receivers are distributed.
In Figure 2.11, we show a comparison between samples from the prior
distribution and from the posterior. We observe that in the quarter of the
Northern hemisphere where the data are more informative about the medium,
we have a higher degree of confidence about the wave speed, which is mani-
fested in the common large scale features across the posterior samples. The
fine-scale features (about which the data are least informative) are qualita-
tively similar to those of the prior distribution, and vary from sample to sam-
ple in the posterior. We note that the samples shown here are computed by
approximating M−1/2 in expression (2.30) using the (diagonal) lumped mass
matrix to avoid computing a factorization ofM . If desired, this mass lumping
can be avoided by applyingM−1/2 to a vector using an iterative scheme based
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Figure 2.9: Comparison of MAP of posterior pdf (upper row) with the “truth”
earth model (lower row) in a depth of 67km (left image), 670km (middle
image) and 1340km (right image). The colormap varies with depth, but is
held constant between the MAP and “truth” images at each depth.
on polynomial approximations to the matrix function f(t) = t−1/2, as in [45].
2.7 Conclusions
A computational framework for estimating the uncertainty in the nu-
merical solution of linearized infinite-dimensional statistical inverse problems is
presented. We adopt the Bayesian inference formulation: given observational
data and their uncertainty, the governing forward problem and its uncertainty,
and a prior probability distribution describing uncertainty in the parameter
field, find the posterior probability distribution over the parameter field. The
framework, which builds on the infinite-dimensional formulation proposed by
Stuart [189], incorporates a number of components aimed at ensuring a conver-
gent discretization of the underlying infinite-dimensional inverse problem. It
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Figure 2.10: The figure compares the pointwise standard deviation for the
prior (left) and posterior (right) distributions at a depth of 67km. The color
indicates one standard deviation, and the scale is common to both prior and
posterior images. We observe that the most reduction in variance due to data
occurs in the region near sources and receivers, whereas the least reduction
occurs on the opposite side of the Earth.
Figure 2.11: Samples from the prior (top row) and posterior (bottom row)
distributions. The prior scaling was chosen such that the “ground truth”
S20RTS would be a qualitatively reasonable sample from the prior distribution.
For comparison purposes, the MAP estimate is shown on the far right.
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additionally incorporates algorithms for manipulating the prior, constructing
a low rank approximation of the data-informed component of the posterior co-
variance operator, and exploring the posterior, that together ensure scalability
of the entire framework to very high parameter dimensions. Since the data are
typically informative about only a low dimensional subspace of the parameter
space, the Hessian is sparse with respect to some basis. We have exploited
this fact to construct a low rank approximation of the Hessian and its inverse
using a parallel matrix-free Lanczos method. Overall, our method requires
a dimension-independent number of forward PDE solves to approximate the
local covariance. Uncertainty quantification for the linearized inverse problem
thus reduces to solving a fixed number of forward and adjoint PDEs (which
resemble the original forward problem), independent of the problem dimen-
sion. The entire process is thus scalable with respect to the forward problem
dimension, uncertain parameter dimension, and observational data dimension.
We applied this method to the Bayesian solution of an inverse problem in 3D
global seismic wave propagation with up to 430,000 parameters, for which we
observe 2–3 orders of magnitude dimension reduction, making UQ for large-
scale inverse problems tractable.
2.8 Appendix I: Constructive derivation of square root
covariance
In the following, we provide a constructive derivation of L in (2.30)
such that it satisfies Γpost = LL. Our goal is to draw posterior Gaussian
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random sample with covariance matrix Γpost in RnM . To accomplish this, a
standard approach is first to find a factorization Γpost = L̃L̃
∗, where L̃ is a
linear map from RnM to RnM . Then, any random sample from the posterior can
be written as
νpost = mMAP + L̃ñ, (2.38)
where ñ is a Gaussian random sample with zero mean and identity covariance
matrix in RnM . It follows that
ñ = M−1/2n,
where n is the standard Gaussian random sample with zero mean and identity
covariance matrix in Rn, i.e. n ∼ N (0, I), and M−1/2 a linear map from Rn
to RnM .
Therefore, what remains to be done is to construct L̃. To begin the
construction, we rewrite (2.28) as
Γpost ≈ Γ1/2prior (I − V rDrV r)︸ ︷︷ ︸
B
Γ1/2prior.






















which, together with the standard definition of the square root of postive self-
























 = V rP rV r+I,
85




λ1 + 1− 1, . . . , 1/
√
λr + 1− 1
)
∈ Rr×r, and B1/2 is




= B1/2. Now, we define
L̃ = Γ1/2priorB1/2,












where we have used the self-adjointness of Γ1/2prior and B1/2 in RnM .
Finally, we can rewrite (2.38) in terms of n and L = L̃M−1/2, a linear
map from Rn to RnM , as
νpost = mMAP +Ln,






∗ = L̃M−1/2M−1/2ML̃∗ = L̃L̃∗ = Γpost.
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2.9 Appendix II: Framework extensions for mild non-
linearity
In this section, we describe strategies for characterization of the true
posterior distribution when the nonlinearity of the parameter-to-observable
map f(m) is mild over the support of the posterior density πpost. To do so use
the Gaussian density with mean at the MAP estimate mMAP, and covariance
Γpost from equation (2.28) as an approximation π̃post to the true posterior
density directly. Finally, we characterize the true posterior density using N
samplesmk for k = 0, . . . , N−1, from the approximation π̃post and evaluating
πpost(mk) for each sample. Provided that the assumption of mild nonlinearity
in f is valid, this is sufficient to solve the full statistical inverse problem.
In the following subsections, we describe the background for importance
sampling and the independence sampler MCMC methods. We next discuss the
additional computational challenges that arise for large-scale problems in this
context. Finally, we apply both methods to the example problem in global
seismic inversion.
2.9.1 Sampling Methods
We first compute several sample realizations from the approximate pos-





If indeed π̃post is a good approxmation to πpost (up to an unknown constant),
then the values of wk will not be too disparate, and the collection of samples
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mk and corresponding values wk will be sufficient to characterize πpost.
It is notable that because the samples mk are independent, they may
be generated and the corresponding value wk evaluated offline and in parallel,
even if they are subsequently to be interpreted in the context of MCMC.
This can be of practical value in high performance computing as this helps
them to be robust to failure and restarting if a computation is aborted for any
reason. The disadvantage to this approach is that the posterior approximation
is required to be quite good for this approach to be successful, and if no such
approximation is available then more sophisticated approaches such as those
applied in [166] are recommended.
2.9.1.1 Importance Sampling
In the importance sampling framework, each sample mk is assigned
a sample weight corresponding to the value wk, and desired statistics of the
posterior distribution are then computed using weighted averages of these
samples. To illustrate this approach, consider a quantity of interest φ(m)


















Some caution is advisable to ensure that φ(m)w(m) has finite variance under
the approximate distribution to ensure the Monte Carlo-type estimate in (2.43)
converges under the law of large numbers. In particular, this can fail to be the
case in practice if the approximate posterior has shorter tails than the true
posterior. This could influence the construction of the approximate posterior
density somewhat, since it is crucial that we overestimate the variance in π̃post
when we are not certain of the correct values.
In many cases where the true posterior is nearly Gaussian, we antic-
ipate that the majority of the error in our approximation to the posterior
results from the truncation that occurs in our low-rank construction of the
prior-preconditioned data misfit Hessian. Because this enters into the final ex-
pression for the posterior covariance in equation (2.27) as a negative definite
update to the prior covariance, we expect this truncation to strictly overesti-
mate the true posterior variance in the subspace associated with the truncated
modes.
Further analytical results can be found in the literature in the asymp-
totic limit of small observation noise. In particular, see [91] for a detailed
analysis in the context of implicit sampling.
2.9.1.2 Markov Chain Monte Carlo Sampling of the posterior
Markov chain Monte Carlo provides a general means to sample from
the posterior distribution πpost without appealing to quadrature in high di-
mensions. Instead, a proposal distribution which can be sampled easily is
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Algorithm 2 Metropolis-Hastings MCMC algorithm to sample the pdf πpost
Choose initial parameters m0
Compute πpost(m0)
for k = 0, . . . , N − 1 do
Draw mproposal from the proposal density q(mk,mproposal) =
π̃post(mproposal)
Compute πpost(mproposal)










Draw u ∼ U([0, 1])
if u < αk then
Accept: Set mk+1 = mproposal
else




employed. We use our approximation π̃post as this proposal distribution, and
each proposed sample mk is subjected to the Metropolis-Hastings accept/re-
ject framework with an acceptance probability that depends only on the pre-
viously computed values w(mk). Under relatively mild conditions, it can be
shown that the resulting sample chain converges to the desired posterior dis-
tribution. Additionally, there are in principal no restrictions on the quantities
of interest that we wish to estimate as there were with importance sampling.
The Metropolis-Hastings algorithm [104,149] is outlined in algorithm 2.
Different MCMC methods are distinguished by the choice of proposal density
q(mk,mproposal). The proposal here is chosen to be our approximate posterior
density,
q(mk,mproposal) = π̃post(mproposal) ≈ πpost(mproposal), (2.44)
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and we have nearly 100% acceptance rate if the values w(mk) do not vary
much. Because the proposal in (2.44) is independent of the current MCMC
state mk, the resulting method is termed an independence sampler.
2.9.2 Computational considerations
Most of the necessary computational tools for these sampling methods
are the same as those required for the computational framework discussed in
this chapter. Here, we address only the additional tools that are required for
sample generation from the approximate posterior, and evaluation of the true
posterior density at a given sample point.
To generate samples from the approximate posterior distribution, our
algorithms require the application of M−1/2, the inverse square root of the
mass matrix, or more generally a matrix L such that LLT = M−1. Since
the explicit computation of the matrix square root is expensive in high di-
mensions, we utilize an iterative algorithm to compute the application of the
inverse matrix square root to vectors [45]. This method relies on the approxi-
mation of the square root via orthogonal polynomials on an interval containing
the spectrum of the matrix. Convergence is most quickly obtained when this
interval is as small as possible, so we choose to first symmetrically precondi-
tion M with the lumped mass matrix M l. The eigenvalues of the resulting
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matrix M̃ = M−1/2l MM
−1/2
l are clustered around 1, resulting in fast con-
vergence when applying it to vectors as discussed in [45]. Finally, we can take
L := M−1/2l M̃
−1/2, which satisfies the original requirement for L and is com-
putationally efficient. All other aspects of sampling are straightforward and
described in the main text of this chapter.
It remains to evaluate the value of wk at each sample point. The only
potential concern here is a numerical one, as direct evaluation of πpost(mk)










































The simplification after (2.46e) is done to avoid cancellation error from the
log prior terms, 12‖mk−m0‖
2
Γ−1prior
. These terms grow (in expected value) with
the discretized parameter dimension n as O(n), while logwk is independent of
n, i.e., O(1). At sufficiently large n, this cancellation error will overwhelm the
final result.
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That logwk is independent of n is not necessarily obvious. However,
under the assumption that πpost is well approximated by π̃post, we expect the
values of logwk to be near in value to each other, and in particular near in






Because the likelihood function is a well-defined infinite-dimensional quantity
and we have been careful to be sure that our discretization converges to the
desired infinite-dimensional solution with increasing n (i.e., refinement of the
parameter mesh), log(w(mMAP)) converges to a value independent of n. From
here, it is reasonable to expect also that the values wk also do not grow with
increasing n.
2.9.3 Numerical results
In this section, we discuss the numerical results for the nonlinear sta-
tistical inverse problem in both the independence sampler MCMC and the
importance sampling contexts. Because both methods discussed here only
require independent draws from the proposal distribution, we are free to gen-
erate a large number of samples in advance (and in parallel, if desired), and
for each sample mk, evaluate the weights wk. We generated 15,587 samples
from the proposal distribution and evaluate the weights using 2,048 cores on
TACC’s Lonestar system, in a total of approximately 96 hours of runtime.
The dominant computational cost is evaluation of the true posterior density,
which requires a forward wave simulation. All further computations for both
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independence sampler MCMC and importance sampling are performed easily
on a workstation.
Because we are evaluating both methods using the same dataset, it is
likely uninformative and potentially misleading to compare performance char-
acteristics of these methods against each other. The reason for presenting
results based on both approaches is to demonstrate applicability of the meth-
ods in different contexts, and to compute convergence diagnostics with which





Figure 2.12: Illustrative sample from the posterior distribution generated by
the independence sampler MCMC method. On the surface at each of the
black dots, the pointwise 1D marginal distribution for both the estimated
posterior distribution (blue) and the Gaussian prior distribution (grey) are
shown. The red dot on the horizontal axis of each plot represents the parameter
value of the illustrated sample at the given location. We observe that far
from the measurement locations in the southern hemisphere, the 1D marginal
distributions have high variance, and do not differ significantly from those of
the prior distribution. In the northern hemisphere, the data are much more
informative about the parameter values in these locations, and the resulting




In this section, we discuss the numerical results of an independence
sampler MCMC method using the precomputed samples and weights discussed
above. Of the initial 15,587 samples, 4,351 were accepted, for an overall accep-
tance rate of 28%. To assess convergence of the MCMC chain, we can visually
inspect the parameter chain at a number of different indices to see how well























Figure 2.13: Traces for various surface coordinate parameters for MCMC
chain. Rapid mixing of the chains across the distribution indicate good con-
vergence. In the left four panels, we show trace plots for the points xa, . . . , xd
shown in figure 2.12. In the right plot, we show the trace of the MCMC
weight used in the Metropolis-Hastings accept/reject step, with higher values
indicating higher probability of acceptance.
A more quantitative assessment of this chain mixing is available using
the integrated autocorrelation time τ . In traditional Monte Carlo methods,
averaging over N i.i.d. samples from the true posterior distribution would re-
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sult in a variance reduction of 1
N
for the given quantity of interest. In MCMC,
samples become correlated by the accept/reject framework of Metropolis Hast-
ings, and will not achieve this 1
N
reduction in variance. The integrated auto-
correlation time provides an estimate of the number of MCMC samples for a
particular problem that would be required to achieve the same variance reduc-
tion as classical Monte Carlo. The integrated autocorrelation time is computed
as




where ρ(s) is the usual autocorrelation function for a lag s. In practice for
finite length sample chains, ρ(s) is a noisy function, and a tradeoff must be
made when estimating τ ; we must retain enough terms for the summation to
converge, but every additional term in the summation increases the variance
in our estimate. Visual inspection of ρ(s) for this problem indicates that 500
terms in the summation is sufficient for this sum to converge and then be
overwhelmed by noise, and we report the maximum partial sum for τ obtained
over this interval. As such, we expect to overestimate the true value of τ in
most cases.




which allows for direct comparison between our MCMC and the number of
equivalent independent samples that would produce the same reduction in
variance. The effective sample size depends on the desired quantity of interest
96
xa xb xc xd w
IAT 26.7 20.4 31.1 19.5 63.5
ESS 584 764 501 799 245
Table 2.1: Integrated autocorrelation time (IAT) and the corresponding effec-
tive sample size (ESS) for our MCMC estimates of the medium using 15,587
samples. We report statistics for estimators at four points xa, xb, xc and
xd shown in Figure 2.12, as well as the estimator for the weight used in the
accept/reject step for Metropolis-Hastings.
as different quantities of interest for the same MCMC chain can mix quite
differently. We present integrated autocorrelation time and effective sample
size for several quantities of interest in table 2.1.
2.9.5 Importance sampling results
Next, we consider the same set of samples in an importance sampling
framework, where each sample is given a weight reflecting its relative contri-
bution to the posterior distribution.
Because both the true posterior distribution πpost and the approximate
distribution π̃post are each known only up to a constant value, it is necessary
to self-normalize the importance weights. Here, we choose to normalize the
weights such that ∑N−1k=0 wk = N . This way, if π̃post is in fact equivalent to
πpost (up to the unknown constant), then all renormalized weights will be 1
and the method is equivalent to using Monte Carlo to sample the true posterior
distribution. To the extent that these weights are not uniform, this can provide
an estimate of how well our samples approximate the true distribution. Figure
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2.14 displays the sorted weights compared to the constant value 1.
In general, importance sampling is effective for our purposes when the
computed weights are not too disparate. Intuitively, this can be understood by
looking at the two extreme cases. If all samples had equal weights, then (after
normalization) all weights would be effectively equal to 1, and this method is
equivalent to perfect sampling from πpost. On the other hand, if the computed
weights were so disparate that one value of wk dominated the sum of all other
sample weights, then we would have only a single effective sample in our set,
and we would be unwise to trust it anyway. For the current sample set, the
ratio between the largest individual sample weight and the total weight is
0.0116, so even the most significant samples only account for about 1% of the
available information.
This concept is made quantitative in the coefficient of variation of the
weights, cv(w), and can be used to compute an effective sample size5 for our
problem, as in [158]. The coefficient of variation and effective sample size are
5The ESS value computed here corresponds only to the final column of the MCMC
results in table 2.1. Corresponding expressions for specific quantities of interest (i.e., the
first four columns of table 2.1) can also be found in [158]. At the time of publication, these


















ESS = N1 + cv(w)2 . (2.52)
For this problem, we have cv(w) = 3.22 and ESS = 1370.




















Figure 2.14: The black curve in this plot shows the sorted and self-normalized
importance sampling weights for this problem. The blue horizontal line repre-
sents a fixed weight of 1.0 for all samples, which would be the optimal setting
for Monte Carlo. Deviation from this value gives some indication about the
quality of our importance sampling results.
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Chapter 3
Extreme-Scale UQ for Bayesian Inverse
Problems Governed by PDEs
The content of this chapter is based on an existing publication1 [27],
which is joint work with Tan Bui-Thanh, Carsten Burstedde, Georg Stadler,
Lucas C. Wilcox, and my advisor Omar Ghattas. Georg contributed most of
the effort in setting up the deterministic wave propagation and observation
operators for the numerical experiments in this chapter, and managing the
large-scale computations and scaling experiments. Georg and I collaborated
on the implementation of the algorithms for statistical inversion, and finally
interpretation and visualization of the results. All authors had significant
contribution to the remaining content of this chapter.
Abstract
Quantifying uncertainties in large-scale simulations has emerged as the
central challenge facing CS&E. When the simulations require supercomputers,
1 c© 2012 IEEE. Reprinted, with permission, from T. Bui-Thanh, C. Burstedde, O. Ghat-
tas, J. Martin, G. Stadler, and L. C. Wilcox. Extreme-scale UQ for Bayesian inverse
problems governed by PDEs. In SC12: Proceedings of the International Conference
for High Performance Computing, Networking, Storage and Analysis, November 2012.
http://dx.doi.org/10.1109/SC.2012.56
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and uncertain parameter dimensions are large, conventional UQ methods fail.
Here we address uncertainty quantification for large-scale inverse problems in
a Bayesian inference framework: given data and model uncertainties, find the
pdf describing parameter uncertainties. To overcome the curse of dimension-
ality of conventional methods, we exploit the fact that the data are typically
informative about low-dimensional manifolds of parameter space to construct
low rank approximations of the covariance matrix of the posterior pdf via a
matrix-free randomized method. We obtain a method that scales indepen-
dently of the forward problem dimension, the uncertain parameter dimension,
the data dimension, and the number of cores. We apply the method to the
Bayesian solution of an inverse problem in 3D global seismic wave propaga-
tion with over one million uncertain earth model parameters, 630 million wave
propagation unknowns, on up to 262K cores, for which we obtain a factor of
over 2000 reduction in problem dimension. This makes UQ tractable for the
inverse problem.
3.1 Introduction
Perhaps the central challenge facing the field of computational science
and engineering today is: how do we quantify uncertainties in the predictions
of our large-scale simulations, given limitations in observational data, com-
putational resources, and our understanding of physical processes [155]. For
many societal grand challenges, the “single point” deterministic predictions de-
livered by most contemporary large-scale simulations of complex systems are
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just a first step: to be of value for decision-making (design, control, allocation
of resources, policy-making, etc.), they must be accompanied by the degree
of confidence we have in the predictions. Examples of problems for which
large-scale simulations are playing an increasingly important role for decision-
making include: mitigation of global climate change, natural hazard forecasts;
siting of nuclear waste repositories, monitoring of subsurface contaminants,
control of carbon sequestration processes, management of the nuclear fuel cy-
cle, design of new nano-structured materials and energy storage systems, and
patient-specific planning of surgical procedures, to name a few.
Unfortunately, when the simulations (here assumed without loss of gen-
erality to comprise PDEs) are expensive, and the uncertain parameter dimen-
sion is large (or even just moderate), conventional uncertainty quantification
methods fail dramatically. Here we address uncertainty quantification (UQ) in
large-scale inverse problems governed by PDEs. This is the crucial step in UQ:
before we can propagate parameter uncertainties forward through a model, we
must first infer them from observational data and from the (PDE) model that
maps parameters to observables; i.e., we must solve the inverse problem. We
adopt the Bayesian inference framework [117, 192]: given observational data
and their uncertainty, the governing forward PDEs and their uncertainty, and
a prior probability distribution describing prior uncertainty in the parameters,
find the posterior probability distribution over the parameters, which is seen as
the solution of the inverse problem. The grand challenge in solving statistical
inverse problems is in computing statistics of the posterior probability density
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function (pdf), which is a surface in high dimensions. This is notoriously chal-
lenging for statistical inverse problems governed by expensive forward models
(as in our target case of global seismic wave propagation) and high-dimensional
parameter spaces (as in our case of inferring a heterogeneous parameter field).
The difficulty stems from the fact that evaluation of the probability of each
point in parameter space requires solution of the forward problem (which may
tax contemporary supercomputers), and many such evaluations (millions or
more) are required to adequately sample the posterior density in high dimen-
sions by conventional Markov-chain Monte Carlo (MCMC) methods. Thus,
UQ for the large-scale inverse problems becomes intractable.
The approach we take is based on a linearization of the parameter-to-
observable map, which yields a local Gaussian approximation of the posterior.
The mean and covariance of this Gaussian can be found from an appropriately
weighted regularized nonlinear least squares optimization problem, which is
known as the maximum a posteriori (MAP) point. The solution of this opti-
mization problem provides the mean, and the inverse of the Hessian matrix of
the least squares function (evaluated at the MAP point) gives the covariance
matrix. Unfortunately, the most efficient algorithms available for direct com-
putation of the (nominally dense) Hessian are prohibitive, requiring as many
forward PDE-like solves as there are uncertain parameters, which can num-
ber in the millions or more when the parameter represents a field (e.g, initial
condition, heterogeneous material coefficient, source term).
The key insight to overcoming this barrier is that the data are typically
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informative about a low dimensional manifold of the parameter space [30]—
that is, the Hessian of the data-misfit term in the least squares function is
sparse with respect to some basis. We exploit this fact to construct a low rank
approximation of the data-misfit Hessian and the resulting posterior covariance
matrix using a parallel, matrix-free randomized algorithm, which requires a
dimension-independent number of forward PDE solves and associated adjoint
PDE solves (the latter resemble the forward PDEs in reverse time). UQ thus
reduces to solving a fixed (and often small, relative to the parameter dimen-
sion) number of PDEs. When scalable solvers are available for the forward
PDEs, the entire process of quantifying uncertainties in the solution of the
inverse problem is scalable with respect to PDE state variable dimension, un-
certain parameter dimension, observational data dimension, and number of
processor cores. We apply this method to the Bayesian solution of an inverse
problem in 3D global seismic wave propagation with 1.067 million parameters
and 630 million wave propagation spatial unknowns over 2400 time steps, on
up to 262,144 Jaguar cores. The example demonstrates independence of pa-
rameter dimension and a factor of over 2000 reduction in problem dimension.
This UQ computation is orders of magnitude larger than any attempted before
on a large-scale forward problem.
We recently presented a finite-dimensional version of our method (in
which Lanczos iterations are used to build the low rank approximation of the
Hessian) and applied it to a 1D inverse problem in moderate dimensions [143].
We have also recently described the extension to infinite-dimensional inverse
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problems (so-called because the inversion parameters represent a field) in the
framework of [189], in which we discuss mathematically subtle yet critical
issues related to the proper choice of prior and to discretizations that assure
convergence to the correct infinite-dimensional quantities [33]. In this, our Bell
Prize submission in the Scalable Algorithms category, we extend the method
to extreme-scale Bayesian inverse problems, employing a randomized parallel
matrix-free low rank approximation method, instead of Lanczos. The random-
ized method yields a low rank approximation with controllably high probabil-
ity, and is asynchronous, more robust, more fault tolerant, and provides better
cache performance. In the following sections, we provide an overview of the
Bayesian formulation of inverse problems (§3.2), describe how the mean and
covariance of the posterior pdf can be approximated from the solution of a
regularized weighted nonlinear least-squares problem (§3.3 and §3.4), present
our algorithm for parallel low rank-based covariance approximation (§3.5), as-
sert the scalability of the overall UQ method (§3.6), apply our method to the
Bayesian solution of a very large scale inverse problem in 3D global seismic
wave propagation (§3.7), and draw conclusions (§3.8).
3.2 Bayesian Formulation of Inverse Problems
In the Bayesian approach, we state the inverse problem as a problem
of statistical inference over the space of uncertain parameters, which are to be
inferred from the data and a PDE model. The resulting solution to the statis-
tical inverse problem is a posterior distribution that assigns to any candidate
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set of parameter fields our belief (expressed as a probability) that a member of
this candidate set is the “true” parameter field that gave rise to the observed
data. When discretized, this problem of infinite dimensional inference gives
rise naturally to a large scale problem of inference over the discrete parameter
space x ∈ Rn, corresponding to degrees of freedom in the parameter field mesh.
While the presentation in this paper is limited to the finite dimensional ap-
proximation to the infinite dimensional measure, the discretization process is
performed rigorously following [33,189], and the numerical evidence indicates
that we converge to the correct infinite dimensional distribution.
The posterior probability distribution combines the prior pdf πprior(x)
over the parameter space, which encodes any knowledge or assumptions about
the parameter space that we may wish to impose before the data are consid-
ered, with a likelihood pdf πlike(yobs|x), which explicitly represents the prob-
ability that a given set of parameters x might give rise to the observed data
yobs ∈ Rm. Bayes’ Theorem then explicitly computes the posterior pdf as
πpost(x|yobs) ∝ πprior(x)πlike(yobs|x).
We choose the prior distribution to be Gaussian, with a covariance op-
erator defined by the square of the inverse of an elliptic PDE operator. This
choice yields several benefits. First, it enables implicit representation of the
prior covariance operator as (the inverse of) a sparse operator, as opposed
to traditional approaches that either store a dense covariance matrix or its
approximation by principle vectors. Second, since the covariance operator
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is never needed explicitly—only its action on a vector is required— we are
able to capitalize on fast O(n) parallel elliptic solvers (in this paper, algebraic
multigrid) to form this action via two elliptic solves. Third, the action of the
symmetric square root factorization of the prior covariance is available explic-
itly (via one elliptic solve instead of two). Finally, this choice of covariance
is useful for technical reasons, as it guarantees that samples from the prior
distribution will be continuous.
The difference between the observables predicted by the model and the
actual observations yobs is due to both measurement and model errors, and is
represented by the i.i.d. Gaussian random variable “noise” vector e,
e = yobs − f(x),
where f(x) ∈ Rm is the (generally nonlinear) operator mapping model pa-
rameters to output observables. Then the pdf’s for the prior and noise can be














respectively, where x̄prior is the mean of the prior distribution, ē is the mean
of the Gaussian noise, Γprior ∈ Rn×n is the covariance matrix for the prior,
and Γnoise ∈ Rm×m is the covariance matrix for the noise. Restating Bayes’
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theorem with these Gaussian pdf’s, we find that the statistical solution of the











Note that the seemingly simple expression f(x) belies the complexity of the
underlying computations, which involve: (1) construction of the PDE model
for given parameters x; (2) solution of the governing PDE model to yield the
output state variables; and (3) extraction of the observables from the states at
the observation locations in space and time. In §3.7, we provide expressions
for the underlying mathematical operators for our target inverse seismic wave
propagation problem, in which the parameters are wave speeds in the earth, the
governing PDEs describe acoustic wave propagation, and the observations are
of velocity waveforms at seismometer locations on earth’s surface. In general,
f(x) is nonlinear, even when the forward PDEs are linear in the state variables
(as is the case for the seismic inverse problem), since the model parameters
couple with the states nonlinearly in the forward PDEs.
As is clear from the expression (3.1), despite the choice of Gaussian
prior and noise probability distributions, the posterior probability distribution
need not be Gaussian, due to the nonlinearity of f(x). The non-Gaussianity
of the posterior poses challenges for computing statistics of interest for typical
large-scale inverse problems, since as mentioned in §3.1, πpost is often a surface
in high dimensions (millions, in our target problem in §3.7), and evaluating
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each point on this surface requires the solution of the forward PDEs (wave
propagation equations with O(109) unknowns, in the target problem). Nu-
merical quadrature to compute the mean and covariance matrix, for example,
is completely out of the question. The method of choice for computing statis-
tics is Markov chain Monte Carlo (MCMC), which judiciously samples the
posterior distribution, so that sample statistics can be computed. But the use
of MCMC for large-scale inverse problems is still prohibitive for expensive for-
ward problems and high dimensional parameter spaces, since even for modest
numbers of parameters, the number of samples required can be in the millions.
An alternative approach based on linearizing the parameter-to-observable map
is discussed next.
3.3 Posterior mean approximation
The mean of the posterior distribution x̄post can be approximated by
finding the point that maximizes the posterior pdf, i.e., the MAP point,
x̄post ≈ xMAP := arg max
x
πpost(x).
This approximation is exact when the map from parameters to observables,
f(x), is linear. Finding the MAP point is equivalent to minimizing the nega-
tive log of the posterior pdf, i.e.,












Approximating the mean of the posterior distribution by finding the MAP
point is thus equivalent to solving a regularized deterministic inverse prob-
lem, where Γ−1prior plays the role of the regularization operator, and Γ−1noise is a
weighting for the data misfit term.
Here, we solve the nonlinear least squares optimization problem (3.2)
with a parallel inexact Newton–conjugate gradient method. The method re-
quires the computation of gradients and Hessian-vector products of V (x) (for
which expressions are provided in §3.7 in the context of the seismic inverse
problem we target). Rather than provide a detailed description of the method
here, we refer to our earlier work presented at SC2002 [4] and SC2003 [3] on
parallel scalability of the method, as well as the recent work [67] that includes
additional refinements. The main ingredients of the method are:
• inexact Hessian matrix-free Gauss-Newton-conjugate gradient (CG) min-
imization;
• preconditioning by Γ−1prior, carried out by multigrid V-cycles on the un-
derlying elliptic operators;
• Armijo-type backtracking line search globalization;
• computation of gradients of V (x) and products of Hessians of V (x)
with vectors at each CG iteration expressed as solutions of forward and
(backward-in-time) adjoint PDEs and their linearizations, all of which
inherit the parallel scalability properties of the forward PDE solver;
• algorithmic checkpointing to implement the composition of forward-in-
time forward PDE solutions and backward-in-time adjoint PDE solutions
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to form gradients without having to store the entire state variable time
history; and
• parallel implementation of all components of the method, which are dom-
inated by solution of forward and adjoint-PDEs and evaluation of inner
product-like quantities to compose gradient and Hessian-vector quanti-
ties.
What can be said about parallel and algorithmic scalability of this method?
Because the dominant components of the method can be expressed as solutions
or evaluations of PDE-like systems, parallel scalability—that is, maintaining
high parallel efficiency as the number of cores increases—is assured whenever
a scalable solver for the underlying PDEs is available (which is the case for
our target seismic wave propagation problem [201]). The remaining ingredient
to obtain overall scalability is that the method exhibit algorithmic scalability,
that is with increasing problem size. This is indeed the case: for a wide
class of nonlinear inverse problems, the outer Newton iterations and the inner
CG iterations are independent of the mesh size (as is the case for our target
inverse wave propagation problem, [67]). This is a consequence of the use of
a Newton solver, of the compactness of the Hessian of the data misfit term
(i.e., the first term on the right hand side of (3.3), as proven for the inverse
wave propagation setting in [30]), and the choice of prior preconditioning so
that the resulting preconditioned Hessian is a compact perturbation of the
identity, for which CG exhibits mesh-independent iterations. Thus, solving
the least squares optimization problem (3.2) to approximate the mean of the
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posterior distribution by the method outlined above exhibits both parallel and
algorithmic—and thus overall—scalability.
As stated above, the focus of this paper is not on the computation of
the posterior mean x̄post, but on the significantly more challenging task of
characterizing the uncertainty in the mean via computation of the posterior
covariance matrix, Γpost ∈ Rn×n. Linearizing the parameter-to-observable map
at the MAP point gives
f(x) ≈ A(x− xMAP) + f(xMAP),
where A ∈ Rm×n is the Jacobian matrix of f(x) evaluated at xMAP. Manip-
ulation of (3.1) shows that Γpost is given by the inverse of the Hessian matrix






In summary, under the assumptions of this section (additive Gaussian noise,
Gaussian prior, and linearized parameter-to-observable map), solution of the
Bayesian inverse problem is reduced to the characterization of the (Gaussian)
posterior distribution N (x̄MAP,Γpost), where Γpost is the inverse of the Hessian
of V (x) at xMAP.
The primary difficulty here is that the large parameter dimension n
prevents any representation of the posterior covariance Γpost as a dense op-
erator. In particular, the Jacobian of the parameter-to-observable map, A,
is formally a dense matrix, and requires n forward PDE solves to construct.
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This is intractable when n is large and the PDEs are expensive, as in our case.
However, a key feature of the operator A is that its action on a (parameter
field-like) vector can be formed by solving a (linearized) forward PDE problem;
similarly, the action of its transpose AT on a (observation-like) vector can be
formed by solving a (linearized) adjoint PDE. Explicit expressions for these
operations will be given for our specific target inverse problem in §3.7. In the
next two sections, we present algorithms that exploit this property, as well
as the spectral decay of the data misfit Hessian, to approximate the posterior
covariance matrix with controlled accuracy at a cost that is independent of
the parameter dimension.
3.4 Posterior covariance approximation
For many ill-posed inverse problems, the Hessian matrix of the data
misfit term in (3.3), defined as
Hmisfit
def= ATΓ−1noiseA, (3.5)
is a discretization of a compact operator, i.e., its eigenvalues collapse to zero.
This can be understood intuitively, since only the modes of the parameter field
that strongly influence the observations (through the linearized parameter-to-
observable mapA) will be present in the dominant spectrum of (3.5). In many
ill-posed inverse problems, observations are sparse compared to the parameter
dimensions, and numerous modes of the parameter field (for example, highly
oscillatory ones) will have negligible effect on the observables. The range space
113
thus is effectively finite-dimensional even before discretization (and therefore
independent of any mesh), and the eigenvalues decay, often rapidly, to zero. In
this section, we exploit this low-rank structure to construct scalable algorithms
to approximate the posterior covariance operator.













In the next section we present a randomized algorithm to construct a low rank
approximation of this matrix at a cost (in PDE solves) that is independent
of the parameter dimension (compared to n PDE solves to construct the full
matrix). In this section, we assume only that such a low rank construction
is possible. Let λi and vi be the eigenvalues and eigenvectors of H̃misfit. Let
Λ = diag(λi) ∈ Rn×n be the diagonal matrix of its eigenvalues, and define as
V ∈ Rn×n the matrix whose columns are the eigenvectors vi of H̃misfit. Then





= (V ΛV T + I)−1. (3.8)
When the eigenvalues of H̃misfit decay rapidly, we can extract a low-rank ap-




prior ≈ V rΛrV Tr .
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Here V r ∈ Rn×r contains only the r eigenvectors of H̃misfit that correspond
to the r largest eigenvalues, which are assembled in the diagonal matrix Λr =
diag(λi) ∈ Rr×r. To obtain the posterior covariance matrix, we employ the













where Dr def= diag(λi/(λi + 1)) ∈ Rr×r. The last term in the expression above
shows the error due to truncation in terms of the discarded eigenvalues; this
provides a criterion for truncating the spectrum, namely r is chosen such that
λr is small relative to 1. With this low-rank approximation, the final expression
for the approximate posterior covariance follows from (3.6),
Γpost ≈ Γprior − Γ1/2priorV rDrV Tr Γ
1/2
prior. (3.9)
Note that (3.9) expresses the posterior uncertainty (in the form of a covariance
matrix) as the prior uncertainty, less any information gained from the data,
filtered through the prior.
3.5 A randomized algorithm for low-rank Hessian ap-
proximation
We now address the construction of the low rank approximation of
H̃misfit that was invoked in the previous section. As argued above, the data
inform only a limited number of modes of the parameter field, resulting in a
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Figure 3.1: Log-linear plot of the spectrum of prior-preconditioned data misfit
Hessian (H̃misfit) for three successively finer parameter meshes of an inverse wave
propagation problem [33]. The spectra lie on top of each other, indicating mesh
independence (and therefore parameter-dimension independence) of the low rank
approximation. The eigenvalues are truncated when they are small relative to 1,
which in this case results in retaining between 0.2 and 2% of the spectrum.
data misfit Hessian matrix that admits a low rank representation. This is ob-
served numerically (see Figure 3.1) and has recently been proven theoretically
in several settings [29, 30]. Moreover, preconditioning with the prior operator
as in (3.7) further filters out modes of the parameter space that are already
well-determined from prior knowledge (i.e., a smoothing prior such as the one
we employ here assigns low probability to highly oscillatory modes.)
We exploit this structure to construct a low rank approximation of
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H̃misfit using randomized algorithms for approximate matrix decomposition
[98,134]. Their performance is comparable to Krylov methods (such as Lanc-
zos) we employed previously [73, 143]. However, they have a significant edge
over these deterministic methods for large-scale problems, since the required
Hessian matrix-vector products are independent of each other, providing asyn-
chronousity and fault tolerance. Before discussing these advantages, let us
summarize the algorithm.
To approximate the spectral decomposition of H̃misfit ∈ Rn×n, we gen-
erate a random matrix R ∈ Rn×r (r is of the order of the numerical rank of
H̃misfit, so in our case r  n) with i.i.d. Gaussian entries, and compute the
product Y = H̃misfitR. Since each column vector in R is an independent
random vector, the computation of Y decouples into r separate matrix-vector
product with H̃misfit. As can be seen from (3.7), each matrix-vector product
requires a pair of forward/adjoint PDE solves (to form actions ofA andAT on
vectors), as well as a pair of elliptic operator solves (to form actions of Γ1/2prior
on vectors). The latter are much cheaper than the former, in the typical case
when the PDE model governing the inverse problem is large scale.
Let Q be an orthonormal basis for Y , which approximates the range
space of H̃misfit. Following the “single-pass” approach of [98], we compute the
approximation to H̃misfit in the basis Q:
B
def= (QTY )(QTR)−1 ≈ QTH̃misfitQ. (3.10)
Here B, QTY , and (QTR)−1 are all matrices of dimension r, which is much
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smaller than n, and thus we are able to decompose the symmetric matrix B as
ZΛZT using dense linear algebra. The dominant vectors of H̃misfit are then
returned as V = QZ, with eigenvalues on the diagonal of Λ. Thus, we find
the desired decomposition
H̃misfit ≈ V ΛV T . (3.11)
Finally, randomized methods also provide an estimate of the spectral norm
of I − QQTH̃misfit, which bounds the error that we make in our low rank
approximation. To be precise, the bound derived in [98] is






∥∥∥(I −QQT )Aω(i)∥∥∥ , (3.12)
attained with probability of at least 1 − α−r, where ω(i) are vectors with
i.i.d. standard normal entries.
To summarize, the construction of a low-rank approximation of H̃misfit
is dominated by its application to random vectors, which entails a pair of
forward/adjoint PDE solves. The independence of these matrix-vector prod-
ucts from each other is of particular importance for problems in which the
parameter-to-observable map f(x) has to be computed on large parallel su-
percomputers for the following reasons:
• Cache and memory efficiency: For parameter-to-observable maps that
involve the solution of a PDE, the application of the Hessian to multiple
vectors requires the solution of (linearized) forward/adjoint PDEs for
multiple right-hand sides. Amortizing data movement over the multiple
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right-hand sides results in significantly greater memory and cache effi-
ciency than can be obtained with sequential right-hand sides, as required
by classical Krylov methods.
• Fault-tolerance: the construction of the low-rank matrix approximation
is done as a post-processing step when a sufficient number of matrix-
vector products is available. The asynchronous nature of the matrix-
vector products provides greater fault tolerance (for example, the low
rank approximation in §3.7 was computed using 10 different jobs with
different run times and core counts ranging from 32K to 108K.
3.6 Scalability of the UQ method
We now discuss the overall scalability of our UQ method to high-
dimensional parameter spaces. First, we summarize the scalability of the
construction of the low-rank-based approximate posterior covariance matrix
in (3.9). As stated before, the linearized parameter-to-observable map A can-
not be constructed explicitly, since it requires n linearized forward PDE solves.
However, its action on a vector can be computed by solving a single linearized
forward PDE, regardless of the number of parameters n and observations m.
Similarly, the action ofAT on a vector can be computed by solving a linearized
adjoint PDE. Moreover, the prior is usually much cheaper to apply than the
forward or adjoint PDE solution (in our context, it is a single elliptic solve).
Therefore, the cost of applying H̃misfit to a vector—and thus the per itera-
tion cost of the randomized algorithm of §3.5—is dominated by the solution
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of a pair of linearized forward and adjoint PDEs (explicit expressions for this
matrix-vector product will be given for the target problem of inverse wave
propagation in §3.7).
The remaining component to establish scalability of the low-rank ap-
proximation of H̃misfit is independence of the rank r—and therefore the num-
ber of matrix-vector products, and hence PDE solves—from the parameter
dimension n. This is the case when Hmisfit in (3.5) is a (discretization of a)
compact operator, and when preconditioning by Γprior does not destroy the
spectral decay. This situation is typical for many ill-posed inverse problems,
in which the prior is either neutral or of smoothing type (here, we employ
a prior that is the inverse of an elliptic operator). Compactness of the data
misfit Hessian Hmisfit for inverse wave propagation problems has long been
observed (e.g., [51]). Recently, we have proven compactness for the inverse
wave propagation problem for both continuous and pointwise observation op-
erators for both shape and medium scattering [29, 30]. Specifically, we have
shown that the data misfit Hessian is a compact operator. We also quantify
the decay of data misfit Hessian eigenvalues in terms of the smoothness of
the medium, i.e., the smoother it is, the faster the decay rate. Under some
conditions, the rate can be shown to be exponential. That is, the data misfit
Hessian can be approximated well with a handful of its dominant eigenvectors
and eigenvalues. In conclusion, a low-rank approximation of H̃misfit can be
made that does not depend on the parameter dimension, and depends only on
the information content of the data, filtered through the prior.
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Once the r eigenpairs defining the low rank approximation have been
computed, estimates of uncertainty can be computed by interrogating Γpost in
(3.9) at a cost of just r inner products (which are negligible) plus elliptic solves
representing the action of the square root of the prior Γ1/2prior on a vector (here
carried out with algebraic multigrid and therefore scalable). For example,
samples can be drawn from the Gaussian defined with a covariance Γpost, a
row/column of Γpost can be computed, and the action of Γpost in a given
direction can be formed, all at cost that is O(rn) for the inner products in
addition to the O(n) cost of the multigrid solve. Moreover, the posterior
variance field, i.e., the diagonal of Γpost, can be found with O(rn) linear algebra
plus O(r) multigrid solves.
In summary, we have a method for estimating the posterior covariance—
and thus the uncertainty in the solution of the linearized inverse problem—that
requires a constant number of PDE solves, dependent only on the information
content of the data filtered through the prior (i.e., r), but independent of the
number of parameters (n), the number of observations (m), and the number
of state variables. Moreover, since the dominant cost of the posterior covari-
ance construction is that of solving forward and adjoint-like PDEs, parallel
scalability of the overall uncertainty quantification method follows when the
forward PDE solver is scalable (this will be demonstrated for the case of our
seismic wave propagation solver in the next section).
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3.7 Application to global seismic inversion
In recent years, the methodology for scalable parallel solution of for-
ward seismic wave propagation problems on supercomputers by spectral el-
ement [43, 121], finite difference [58], finite element [3], and discontinuous
Galerkin [36] methods has matured. This motivates our present interest in the
seismic inverse problem of determining an earth model from surface observa-
tions of seismic waveforms; indeed, we are interested not just in the solution of
this inverse problem, but in quantifying the uncertainties in its solution using
the method proposed in this paper. In previous sections, our method and un-
derlying algorithms were presented for generic prior and likelihood functions.
§3.7.1 provides explicit expressions for these functions (in infinite dimensions)
for the specific seismic inverse problem we address, along with explicit expres-
sions for gradient and Hessian-vector products, which are needed for computing
the mean and covariance estimates. The latter expressions involve solutions of
forward and adjoint wave propagation PDEs and their linearizations. §3.7.2
gives an overview of the forward wave equation solver and provides near-full
system strong scalability results on the Jaguar supercomputer at ORNL. §3.7.3
describes the setup of the seismic inverse problem: the configuration of sources
and receivers, the generation of synthetic seismogram observations, the choice
of prior and noise covariances, the parametrization of wave speed, and the
mesh generation. §3.7.3 presents results on quantifying uncertainties in the
solution of a linearized global seismic inverse problem characterized by one
million uncertain parameters. This is the largest—in fact the first—solution
122
of which we are aware of a statistical inverse problem whose forward solver has
required a supercomputer, made possible because of the parameter-dimension-
independent scaling of our method.
3.7.1 Posterior and its derivatives
In this section we give explicit expressions for V (x), the negative log of
the posterior pdf for the seismic inverse problem we target, along with expres-
sions for its gradient and Hessian-vector product. The expressions are written
in strong, infinite-dimensional form, for clarity. The inversion parameter is
taken as c = c(x), the local acoustic wave speed of the medium. We can write








where the data misfit (the first term) is a finite dimensional norm due to the
pointwise observations in time and space, and the prior term (the second term)
is an infinite dimensional norm, with the elliptic prior operator Γ−1prior taken
as an anisotropic biharmonic. The wave propagation variables—the velocity
vector v and the trace of the strain tensor e (i.e., the dilation) depend on c
through the solution of the forward wave propagation equations (written in
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first-order form):
ρvt −∇(ρc2e) = g in Ω× (0, T ),
et −∇ · v = 0 in Ω× (0, T ),
ρv = 0, e = 0 in Ω× {t = 0},
e = 0 on ∂Ω× (0, T ).
Here, ρ and g are known density and seismic source, vobs are observations at
receivers, B is an observation operator, and Γprior and Γnoise are the prior and
noise covariance operators.
The adjoint approach allows us to write the gradient at a given point




e(∇ ·w) dt+ Γ−1prior(c− c̄),
where the adjoint velocity w and adjoint strain dilation d satisfy the adjoint
wave propagation equations
−ρwt +∇(c2ρd) = −B∗Γ−1noise(Bv − vobs) in Ω× (0, T ),
−dt +∇ ·w = 0 in Ω× (0, T ),
ρw = 0, d = 0 in Ω× {t = T} ,
d = 0 on Γ× (0, T ).
The adjoint wave equations are reversed in time and have the data misfit as
source term, but otherwise resemble the forward wave equations.
124
Similarly, the action of the Hessian operator in the direction c̃ at a




ce(∇ · w̃)+cẽ(∇ ·w)+c̃e(∇ ·w) dt+ Γ−1priorc̃,
where ṽ and ẽ satisfy the incremental forward wave propagation equations
ρvt −∇(ρc2ẽ) = ∇(2ρcc̃e) in Ω× (0, T ),
et −∇ · ṽ = 0 in Ω× (0, T ),
ρṽ = 0, ẽ = 0 in Ω× {t = 0} ,
ẽ = 0 on Γ× (0, T ).
On the other hand, w̃ and d̃ satisfy the incremental adjoint wave propagation
equations
−ρwt +∇(c2ρd̃) = −∇(2c̃cρd)− B∗Γ−1noiseBṽ in Ω× (0, T ),
−dt +∇ · w̃ = 0 in Ω× (0, T ),
ρw̃ = 0, d̃ = 0 in Ω× {t = T} ,
d̃ = 0 on Γ× (0, T ).
The incremental forward and incremental adjoint wave equations are seen to
be linearized versions of their forward and adjoint counterparts, and thus differ
only in the source terms.2
2The infinite dimensional expressions for the gradient and Hessian action given above
are actually not consistent with the discrete gradient and Hessian-vector product obtained
by first discretizing the negative log posterior and wave equation and then differentiating
with respect to parameters. Additional jump terms at element interfaces due to the dG
discretization appear; in our implementation, we include these terms to insure consistency
with discrete counterparts.
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Thus, we see that computation of gradients (as needed in the posterior
mean approximation) and Hessian actions on vectors (as needed in the poste-
rior covariance approximation) amount to solution of a pair of forward/adjoint
wave equations each.
3.7.2 Wave propagation solver and its strong scalability
The forward wave equation, and its three variants (adjoint, incremental
forward, incremental adjoint) described in the previous section, are solved us-
ing a high-order discontinuous Galerkin (dG) method. Details on the forward
solver are provided in [201]; here we summarize the salient features:
• discretization that supports h-nonconforming hexahedral elements on a
2:1 balanced forest-of-octrees mesh;
• an element basis that is a tensor product of Lagrange polynomials of ar-
bitrarily high degree based on the Legendre-Gauss-Lobatto (LGL) nodes;
• LGL numerical quadrature, which produces a diagonal mass matrix;
• solution of the Riemann problem at material interfaces (elastic-elastic,
elastic-acoustic, acoustic-acoustic);
• mortar-based implementation of flux on 2:1 nonconforming faces;
• time integration by classical four-stage fourth-order Runge Kutta;
• guaranteed consistency, semi-discrete stability, and optimal order con-
vergence for non-conforming meshes [28].
To model global seismic wave propagation, we model the earth as a
sphere with a radius of 6,371 km, where the speed of acoustic (pressure) waves
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varies throughout the domain. To generate the finite element mesh, we de-
compose the earth into 13 warped cubes. The inner core comprises one central
cube, surrounded by two layers of six additional cubes. Each cube is the root
of an adaptive octree, which can be arbitrarily refined, thus creating a mesh
of curved hexahedral elements. The mesh is aligned to the interface between
the outer core and the mantle, and several weaker discontinuities between
layers, and refined locally to resolve varying seismic wavelengths up to a tar-
get frequency. The wave speed c(x) is approximated with piecewise trilinear
finite elements, and the wave equation variables (velocity and strain) are dis-
cretized using high-order (spectral) discontinuous Galerkin finite elements on
the same hexahedral mesh. For the distributed storage and adaptation of both
the parameter and wave propagation meshes, we use our p4est library of fast
forest-of-octree algorithms for scalable adaptive mesh refinement, which have
been shown to scale to over 220,000 CPU cores and impose minimal compu-
tational overhead [36, 37]. The time spent in meshing is insignificant relative
to that of numerical solution of the wave equation.
The central difficulty of UQ is its need for repeated solution of the
governing PDE model, in our case the wave propagation equations. Con-
ventional sampling methods will take millions of wave propagation solutions
(realistically, much more) to explore the posterior distribution for the million-
parameter problem we solve in this section. For the frequencies we target, a
single wave propagation solve takes a minute on 64K Jaguar cores; conventional
sampling methods are thus out of the question. The low-rank Hessian-based
127
method we have presented here, which captures and exploits the local structure
of the posterior in the directions informed by the data by computing curva-
ture information based on additional wave equations (adjoint and incremental
forward and adjoint), reduces the number of wave propagation solutions by
orders of magnitude. Still, thousands of wave equation solves are needed,
and we must use all available computing resources. As a result, we insist on
excellent strong scalability of our wave equation solver to achieve acceptable
time-to-solution. Taken together, the high-order discretization, discontinuous
elements, explicit RK scheme, and space filling curve partitioning underlying
our forest-of-octree mesh data structure should yield excellent scalability; in-
deed, we have shown near ideal parallel efficiency in weak scaling on up to
220,000 cores of the Jaguar system at ORNL [201]. Here, we investigate the
extreme limits of strong scaling to determine how fine a granularity one can
employ in the repeated wave solutions. Table 3.1 shows that our wave equation
solver exhibits excellent strong scaling over a wide range of core counts. These
results are significant, since we are using just third-order elements (higher or-
der creates more work per element, relative to data movement). For the large
problem, for example we maintain 71% parallel efficiency in strong scaling from
1024 to 262,144 cores. The largest core count problem has just 62 elements
per core.
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Table 3.1: Strong scaling of the forward solver
#cores time [ms] elem/core efficiency [%]
256 1630.80 4712 100.0
512 832.46 2356 98.0
1024 411.54 1178 99.1
8192 61.69 148 82.6
65536 11.79 19 54.0
131072 7.09 10 44.9
262144 4.07 5 39.2
1024 5423.86 15817 100.0
4096 1407.81 3955 96.3
8192 712.91 1978 95.1
16384 350.43 989 96.7
32768 211.86 495 80.0
65536 115.37 248 73.5
131072 57.27 124 74.0
262144 29.69 62 71.4
Strong scaling results on ORNL’s Jaguar XK6 system for global seismic wave
propagation solutions for two problem sizes. We report the time per time step
in milliseconds on meshes with 1,206,050 (upper table) and 16,195,864 (lower
table) 3rd order discontinuous Galerkin finite elements, corresponding to 694
million and 9.3 billion spatial degrees of freedom, respectively. The elem/core
column reports the maximum number of elements owned by any core. For
strong scaling from 256 to 262,144 cores, the parallel efficiency is still as high
as 39% for the small problem. For the larger problem and a 256-fold increase
in problem size, we find a parallel efficiency of 71%. At 262,144 cores, each
core owns just 4 or 5 elements for the small problem, and 61 or 62 elements
for the larger problem. The larger run sustains a double precision floating
point rate of 111 teraflops per second (based on performance counters from
the PAPI library [1].
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Figure 3.2: (Coarser version of) mesh used for the wave propagation simulation
and “true” pressure wave speed c in km/s. Left: section through earth model.
Right: surface at depth of 222 km showing lateral variations of up to 7%.
Wave propagation mesh is tailored to the local seismic wave lengths.
3.7.3 Inverse problem solution and its uncertainty
This section presents solution of the statistical inverse problem. First
we define the inverse problem setup. Both the prior mean and the initial
guess for the iterative solution of the nonlinear least squares optimization
problem (3.2) (to find the MAP point) are derived from the radially symmetric
preliminary reference earth model (PREM) [63], which dates to 1981. We
take the “true” earth to be given by the more recent S20RTS velocity model
(converted from shear to acoustic wave speed anomaly) [196], which superposes
lateral wave speed variations on PREM, as seen in Figure 3.2. Synthetic
observations are generated from solution of the wave equation for an S20RTS
earth model, with seismic sources at the North pole and at 90◦ intervals along
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Figure 3.3: Location of five simultaneous seismic sources (black spheres; two
in back not visible) and 100 receivers (white spheres).
the equator, all of them at a depth of 10 km. All five point sources are taken
to occur simultaneously. A total of 100 receivers in the Northern and Eastern
hemispheres are distributed along zonal lines at 10◦ spacing. The source and
receiver configuration is illustrated in Figure 3.3. The observations consist of
the first 61 Fourier coefficients of the Fourier-transformed seismogram (time
history of ground motion) at each receiver location. The noise distribution for
these data is taken as i.i.d. Gaussian with mean zero and a standard deviation
of 9.34× 10−3.
We use a 3rd-order discontinuous finite elements mesh to resolve seismic
wavelengths corresponding to a source with maximum frequency of 0.07 Hz.
This requires a mesh with 1,093,784 elements, which leads to 630 million wave
propagation spatial unknowns (velocity and strain) for the forward problem,
and 1,067,050 unknown wave speed parameters for the statistical inverse prob-
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lem. The observation time window for the inverse problem is 1,000 seconds,
which leads to 2400 discrete time steps. This simulation time is sufficient for
the waves to travel about two-thirds of the earth’s diameter. A single wave
solve takes about one minute on 64K Jaguar cores. As discussed in §3.7.1,
two wave solves are needed in each gradient or Hessian-vector computation.
However, since these expressions combine wave equation solutions in opposite
time direction, the work-optimal choice of solving two wave equations requires
storage of the entire time history, which is prohibitive. Instead, we use algo-
rithmic checkpointing methods, which cut the necessary storage but increases
the number of wave propagation solutions to five per Hessian-vector product
(two forward, two incremental forward, and one adjoint solve) [67]. Thus, a
single Hessian-vector product takes about 5 minutes on 65K Jaguar cores.
The posterior mean is approximated by solving the nonlinear least
squares optimization problem (3.2) to find the MAP point, using the inexact
Gauss Newton-CG method described in §3.2, initialized with the prior mean
(the PREM model), and terminated after 3 orders of magnitude reduction in
the gradient, which was achieved after a total of 320 CG iterations (summed
across Newton iterations). A comparison of the approximate mean with the
“true” earth model (S20RTS) is displayed in Figure 3.4. The MAP solution is
seen to resemble the “true” parameter field well in the Northern hemisphere,
which has good receiver coverage.
We approximate the covariance matrix at the MAP point via a low-rank
representation employing 488 products of the Hessian matrix with random vec-
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Figure 3.4: Comparison of MAP of posterior pdf (left) with the “true” earth
model (right) at a depth of 67 km. Source locations are indicated with black
spheres and seismic receiver stations are indicated by white spheres.
tors. The effective problem dimension is thus reduced from 1.07 million to 488,
a factor of over 2000 reduction. Figure 3.5 depicts the first 488 eigenvalues of
the million-dimensional parameter field, indicating the rapid decay in infor-
mation content of the data, a fact that we exploit to make the UQ problem
tractable.
The reduction in the variance between prior and posterior due to the
information (about the earth model) content of the data—i.e., the diagonal
of the second term in (3.9), the expression for the posterior covariance—is
shown in Figure 3.7. We observe that in the region where sensors are placed
(the visible portion of the Northern hemisphere), we get a large reduction in
variance due to the data. In regions where there are no sensors, the reduction
in variance is substantially less. Additionally, Figure 3.8 displays the variance
reduction on a slice through the equator of the earth, and we again see that
133























Figure 3.5: Logarithmic plot of the spectrum of prior-preconditioned data
misfit Hessian.
the largest variance reduction (depicted in red) is achieved near the surface
where the sensors are located, although some reduction is also achieved well
into the earth’s mantle. Finally, Figure 3.6 shows samples from the prior and
the posterior pdf; the difference between the two sets of samples reflects the
information gained from the data in solving the inverse problem. Note the
regions of large variability in the posterior samples, which reflect the absence
of receivers.
3.8 Conclusions
We have addressed UQ for large-scale inverse problems. We adopt the
Bayesian inference framework: given observational data and their uncertainty,
the governing forward problem and its uncertainty, and a prior probability
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Figure 3.6: Samples from the prior (top row) and posterior (bottom row) dis-
tributions. The difference between the prior and posterior samples reflects the
information (about the earth model) learned from the data. The large scale
features of the posterior samples consistently resemble the posterior mean
(right). The fine scale features however are not expected to be influenced by
the data, and qualitatively resemble the fine scale features of the prior sam-
ples. Note the small variability across samples in the Northern hemisphere—
reflecting the receiver coverage there—while the Southern hemisphere exhibits
large variability in the inferred model, reflecting that uncertainty due to the
lack of receivers.
distribution describing uncertainty in the parameters, find the posterior prob-
ability distribution over the parameters. The posterior pdf is a surface in high
dimensions, and the standard approach is to sample it via a Markov-chain
Monte Carlo (MCMC) method and then compute statistics of the samples.
However, the use of conventional MCMC methods becomes intractable for
high dimensional parameter spaces and expensive-to-solve forward PDEs, as
in our target problem of global seismic inversion.
We have introduced a method that exploits the local structure of the
posterior pdf—namely the Hessian matrix of the negative log posterior, which
represents the local covariance—to overcome the curse of dimensionality asso-
ciated with sampling high-dimensional distributions. Unfortunately, straight-
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Γpost ≈ Γprior − Γ1/2priorV rDrV Tr Γ
1/2
prior
Figure 3.7: The left image depicts the pointwise posterior variance field, which
is represented as the difference between the original prior variance field (mid-
dle), and the reduction in variance due to data (right; see also Figure 3.8). All
variance fields are displayed at a depth of 67km.
Figure 3.8: Data-induced reduction in variance inside the earth. The reduc-
tion is shown on a slice through the equator, as well as on isosurfaces in the
left hemisphere (compare with Figure 3.7, which shows reduction on earth’s
surface). As can be seen, the reduction in variance is greatest on the surface.
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forward computation of the dense Hessian is prohibitive, requiring as many
forward-like solves as there are uncertain parameters. However, the data
are typically informative about a low dimensional subspace of the parame-
ter space—that is, the Hessian is sparse with respect to some basis. We have
exploited this fact to construct a low rank approximation of the Hessian and its
inverse using a matrix-free parallel randomized subspace-detecting algorithm.
Overall, our method requires a dimension-independent number of forward PDE
solves to approximate the local covariance. Uncertainty quantification for the
inverse problem thus reduces to solving a fixed number of forward and ad-
joint PDEs (which resemble the original forward problem), independent of the
problem dimension. The entire process is thus scalable with respect to the for-
ward problem dimension, uncertain parameter dimension, observational data
dimension, and number of processor cores. We applied this method to the
Bayesian solution of an inverse problem in 3D global seismic wave propaga-
tion with one million inversion parameters, for which we observe 3 orders of
magnitude dimension reduction, which makes UQ tractable. This is by far the
largest UQ problem that has been solved with such a complex governing PDE
model.
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Chapter 4
Optimal low-rank approximations of Bayesian
linear inverse problems
The content of this chapter is based on a submitted manuscript which
is currently under review1, and is joint work with Alessio Spantini, Antti Solo-
nen, Tingang Cui, Luis Tenorio, and Youssef Marzouk. This is work that
emerged from my early collaborations with Youssef on dimension reduction
for Bayesian inverse problems. We observed empirically that the low-rank
approximation we used performed very well, and I made many attempts to
prove that it was optimal. I did not succeed in this, but uncovered a sufficient
quantity of negative results to lead us to look at alternative metrics, including
the Förstner metric discussed in this chapter. Alessio, working closely with
Luis, deserves the major credit for the development of the proofs for optimal-
ity of the covariance approximation that were ultimately successful. Alessio
and Antti later collaborated for the optimality results for the mean estima-
tor. The numerical experiments for the tomography problem and randomized
Hessians and priors are due to Antti, and Tiangang contributed the numerical
1 A. Spantini, A. Solonen, T. Cui, J. Martin, L. Tenorio, and Y. Marzouk. Optimal low-
rank approximations of Bayesian linear inverse problems. Submitted, 2014. arXiv preprint
arXiv:1407.3463. http://arxiv.org/abs/1407.3463
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experiments for the diffusion example.
Abstract
In the Bayesian approach to inverse problems, data are often informa-
tive, relative to the prior, only on a low-dimensional subspace of the parameter
space. Significant computational savings can be achieved by using this sub-
space to characterize and approximate the posterior distribution of the param-
eters. We first investigate approximation of the posterior covariance matrix
as a low-rank update of the prior covariance matrix. We prove optimality of
a particular update, based on the leading eigendirections of the matrix pencil
defined by the Hessian of the log-likelihood and the prior precision, for a broad
class of loss functions. This class includes the Förstner metric for symmetric
positive definite matrices, as well as the Kullback-Leibler divergence and the
Hellinger distance between the associated distributions. We also propose two
fast approximations of the posterior mean and prove their optimality with
respect to a weighted Bayes risk under squared-error loss. These approxi-
mations are particularly useful when repeated posterior mean evaluations are
required for multiple data sets. We demonstrate our theoretical results with
several numerical examples, including high-dimensional X-ray tomography and
an inverse heat conduction problem. In both of these examples, the intrinsic
low-dimensional structure of the inference problem can be exploited while pro-
ducing results that are essentially indistinguishable from solutions computed
in the full space.
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4.1 Introduction
In the Bayesian approach to inverse problems, the parameters of in-
terest are treated as random variables, endowed with a prior probability dis-
tribution that encodes information available before any data are observed.
Observations are modeled by their joint probability distribution conditioned
on the parameters of interest, which defines the likelihood function and in-
corporates the forward model and a stochastic description of measurement or
model errors. The prior and likelihood then combine to yield a probability
distribution for the parameters conditioned on the observations, i.e., the pos-
terior distribution. While this formulation is quite general, essential features
of inverse problems bring additional structure to the Bayesian update. The
prior distribution often encodes some kind of smoothness or correlation among
the inversion parameters; observations typically are finite, few in number, and
corrupted by noise; and the observations are indirect, related to the inversion
parameters by the action of a forward operator that destroys some informa-
tion. A key consequence of these features is that the data may be informative,
relative to the prior, only on a low-dimensional subspace of the entire parame-
ter space. Identifying and exploiting this subspace—to design approximations
of the posterior distribution and related Bayes estimators—can lead to sub-
stantial computational savings.
In this paper we investigate approximation methods for finite-dimensional
Bayesian linear inverse problems with Gaussian measurement and prior dis-
tributions. We characterize approximations of the posterior distribution that
141
are structure-exploiting and that are optimal in a sense to be defined below.
Since the posterior distribution is Gaussian, it is completely determined by its
mean and covariance. We therefore focus on approximations of these posterior
characteristics. Optimal approximations will reduce computation and storage
requirements for high-dimensional inverse problems, and will also enable fast
computation of the posterior mean in a many-query setting.
We consider approximations of the posterior covariance matrix in the
form of low-rank negative updates of the prior covariance matrix. This class
of approximations exploits the structure of the prior-to-posterior update, and
also arises naturally in Kalman filtering techniques (e.g., [12, 13, 185]); the
challenge is to find an optimal update within this class, and to define in what
sense it is optimal. We will argue that a suitable loss function with which
to define optimality is the Förstner metric [75] for symmetric positive definite
matrices, and will show that this metric generalizes to a broader class of loss
functions that emphasize relative differences in covariance. We will derive the
optimal low-rank update for this entire class of loss functions. In particular, we
will show that the prior covariance matrix should be updated along the leading
generalized eigenvectors of the pencil (H,Γ−1pr ) defined by the Hessian of the
log-likelihood and the prior precision matrix. If we assume exact knowledge of
the posterior mean, then our results extend to optimality statements between
distributions (e.g., optimality in Kullback-Leibler divergence and in Hellinger
distance). The form of this low-rank update of the prior is not new [26,33,73,
143], but previous work has not shown whether—and if so, in exactly what
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sense—it yields optimal approximations of the posterior. A key contribution
of this paper is to establish and explain this optimality.
Properties of the generalized eigenpairs of (H,Γ−1pr ) and related matrix
pencils have been studied previously in the literature, especially in the context
of classical regularization techniques for linear inverse problems2 [62,100,101,
159,197]. The joint action of the log-likelihood Hessian and the prior precision
matrix has also been used in related regularization methods [38, 40, 41, 113].
However, these efforts have not been concerned with the posterior covariance
matrix or with its optimal approximation, since this matrix is a property of
the Bayesian approach to inversion.
One often justifies the assumption that the posterior mean is exactly
known by arguing that it can easily be computed as the solution of a regular-
ized least-squares problem [5, 17, 108, 148, 160]; indeed, evaluation of the pos-
terior mean to machine precision is now feasible even for million-dimensional
parameter spaces [26]. If, however, one needs multiple evaluations of the pos-
terior mean for different realizations of the data (e.g., in an online inference
context), then solving a linear system to determine the posterior mean may
not be the most efficient strategy. A second goal of our paper is to address
this problem. We will propose two computationally efficient approximations
of the posterior mean based on: (i) evaluating a low-rank affine function of
2In the framework of Tikhonov regularization [194], the regularized estimate coincides
with the posterior mean of the Bayesian linear model we consider here, provided that the
prior covariance matrix is chosen appropriately.
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the data; or (ii) using a low-rank update of the prior covariance matrix in the
exact formula for the posterior mean. The optimal approximation in each case
is defined as the minimizer of the Bayes risk for a squared-error loss defined
by the posterior precision matrix. We provide explicit formulas for these op-
timal approximations and show that they can be computed by exploiting the
optimal posterior covariance approximation described above. Thus, given a
new set of data, computing an optimal approximation of the posterior mean
becomes a computationally trivial task.
Low-rank approximations of the posterior mean that minimize the
Bayes risk for squared-error loss under the standard Euclidean norm have been
proposed in [49, 50]. Here, instead we develop analytical results for squared-
error loss weighted by the posterior precision matrix. This choice of norm
reflects the idea that approximation errors in directions of low posterior vari-
ance should be penalized more strongly than errors in high-variance directions,
as we do not want the approximate posterior mean to fall outside the bulk of
the posterior probability distribution. Remarkably, in this case, the optimal
approximation only requires the leading eigenvectors and eigenvalues of a sin-
gle eigenvalue problem. This is the same eigenvalue problem we solve to obtain
an optimal approximation of the posterior covariance matrix, and thus we can
efficiently obtain both approximations at the same time.
While the efficient solution of large-scale linear-Gaussian Bayesian in-
verse problems is of standalone interest [73], optimal approximations of Gaus-
sian posteriors are also a building block for the solution of nonlinear Bayesian
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inverse problems. For example, the stochastic Newton Markov chain Monte
Carlo (MCMC) method [143] uses Gaussian proposals derived from local lin-
earizations of a nonlinear forward model; the parameters of each Gaussian
proposal are computed using the optimal approximations analyzed in this pa-
per. To tackle even larger nonlinear inverse problems, [26] uses a Laplace
approximation of the posterior distribution wherein the Hessian at the mode
of the log-posterior density is itself approximated using the present approach.
Similarly, approximations of local Gaussians can facilitate the construction of a
nonstationary Gaussian process whose mean directly approximates the poste-
rior density [32]. Alternatively, [57] combines data-informed directions derived
from local linearizations of the forward model—a direct extension of the pos-
terior covariance approximations described in the present work—to create a
global data-informed subspace. A computationally efficient approximation of
the posterior distribution is then obtained by restricting MCMC to this sub-
space and treating complementary directions analytically. Moving from the
finite to the infinite-dimensional setting, the same global data-informed sub-
space is used to drive efficient dimension-independent posterior sampling for
inverse problems in [56].
Earlier work on dimension reduction for Bayesian inverse problems used
the Karhunen-Loève expansion of the prior distribution [133, 145] to describe
the parameters of interest. To reduce dimension, this expansion is truncated;
this step renders both the prior and posterior distributions singular—i.e., col-
lapsed onto the prior mean—in the neglected directions. Avoiding large trunca-
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tion errors then requires that the prior distribution impose significant smooth-
ness on the parameters, so that the spectrum of the prior covariance kernel
decays quickly. In practice, this requirement restricts the choice of priors.
Moreover, this approach relies entirely on properties of the prior distribution
and does not incorporate the influence of the forward operator or the observa-
tional errors. Alternatively, [136] constructs a reduced basis for the parameter
space via greedy model-constrained sampling, but this approach can also fail
to capture posterior variability in directions uninformed by the data. Both
of these earlier approaches seek reduction in the overall description of the
parameters. This notion differs fundamentally from the dimension reduction
technique advocated in this paper, where low-dimensional structure is sought
in the change from prior to posterior.
The rest of this paper is organized as follows. In Section 4.2 we intro-
duce the posterior covariance approximation problem and derive the optimal
prior-to-posterior update with respect to a broad class of loss functions. The
structure of the optimal posterior covariance matrix approximation is exam-
ined in Section 4.3. Several interpretations are given in this section, including
an equivalent reformulation of the covariance approximation problem as an op-
timal projection of the likelihood function onto a lower dimensional subspace.
In Section 4.4 we characterize optimal approximations of the posterior mean.
In Section 4.5 we provide several numerical examples. Section 4.6 offers con-
cluding remarks. Appendix 4.7 collects proofs of many of the theorems stated
throughout the paper, along with additional technical results.
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4.2 Optimal approximation of the posterior covariance
matrix
Consider the Bayesian linear model defined by a Gaussian likelihood
and a Gaussian prior with a non-singular covariance matrix Γpr  0 and,
without loss of generality, zero mean:
y | x ∼ N (Gx, Γobs), x ∼ N (0, Γpr). (4.1)
Here x represents the parameters to be inferred, G is the linear forward op-
erator, and y are the observations, with Γobs  0. The statistical model (4.1)
also follows from:
y = Gx+ ε
where ε ∼ N (0,Γobs) is independent of x. It is easy to see that the posterior
distribution is again Gaussian (see, e.g., [42]): x | y ∼ N (µpos(y),Γpos), with
mean and covariance matrix given by






H = G>Γ−1obsG (4.3)
is the Hessian of the negative log-likelihood (i.e., the Fisher information ma-
trix). Since the posterior is Gaussian, the posterior mean coincides with the
posterior mode: µpos(y) = arg maxx πpos(x; y), where πpos is the posterior den-
sity. Note that the posterior covariance matrix does not depend on the data.
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4.2.1 Defining the approximation class
We will seek an approximation, Γ̂pos, of the posterior covariance matrix
that is optimal in a class of matrices to be defined shortly. As we can see
from (4.2), the posterior precision matrix Γ−1pos is a non-negative update of the
prior precision matrix Γ−1pr : Γ−1pos = Γ−1pr + ZZ>, where ZZ> = H. Similarly,
using Woodbury’s identity we can write Γpos as a non-positive update of Γpr:
Γpos = Γpr −KK>, where KK> = ΓprG>Γ−1y GΓpr and Γy = Γobs +GΓpr G>
is the covariance matrix of the marginal distribution of y [117]. This update
of Γpr is negative semidefinite because the data add information: the poste-
rior variance in any direction is always smaller than the corresponding prior
variance. Moreover, the update is usually low rank for exactly the reasons de-
scribed in the introduction: there are directions in the parameter space along
which the data are not very informative, relative to the prior. For instance, H
might have a quickly decaying spectrum [29]. Note, however, that Γpos itself
might not be low-rank. Low-rank structure, if any, lies in the update of Γpr
that yields Γpos. Hence, a natural class of matrices for approximating Γpos is
the set of negative semi-definite updates of Γpr, with a fixed maximum rank,
that lead to positive definite matrices:
Mr =
{
Γpr −KK>  0 : rank(K) ≤ r
}
. (4.4)
This class of approximations of the posterior covariance matrix takes advantage
of the structure of the prior-to-posterior update.
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4.2.2 Loss functions
Optimality statements regarding the approximation of a covariance ma-
trix require an appropriate notion of distance between symmetric positive def-
inite (SPD) matrices. We shall use the metric introduced by Förstner and
Moonen [75], which is derived from a canonical invariant metric on the cone of
real SPD matrices and is defined as follows: the Förstner distance, dF(A,B),









where (σi) is the sequence of generalized eigenvalues of the pencil (A,B). The
Förstner metric satisfies the following important invariance properties:
dF(A, B) = dF(A−1, B−1), and dF(A, B) = dF(MAM>, MBM>)
(4.5)
for any nonsingular matrixM . Moreover, dF treats under- and over-approximations
similarly in the sense that dF(Γpos, αΓ̂pos) → ∞ as α → 0 and as α → ∞.3
Note that the metric induced by the Frobenius norm does not satisfy any of
the aforementioned invariance properties. In addition, it penalizes under- and
over-estimation differently.
We will show that our posterior covariance matrix approximation is
optimal not only in terms of the Förstner metric, but also in terms of the
3This behavior is shared by Stein’s loss function, which has been proposed to assess
estimates of a covariance matrix [116]. Stein’s loss function is just the Kullback-Leibler
distance between two Gaussian distributions with the same mean (see (4.56)), but it is not
a metric for SPD matrices.
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following more general class, L, of loss functions for SPD matrices.
Definition 1 (Loss functions). The class L is defined as the collection of





where A and B are SPD matrices, (σi) are the generalized eigenvalues of the
pencil (A,B), and
f ∈ U = {g ∈ C1(R+) : g′(x)(1−x) < 0 for x 6= 1, and lim
x→∞
g(x) =∞}. (4.7)
Elements of U are differentiable real-valued functions defined on the
positive axis that decrease on x < 1, increase on x > 1, and tend to infinity
as x→∞. The squared Förstner metric belongs to the class of loss functions
defined by (4.6), whereas the distance induced by the Frobenius norm does
not.
Lemma 1, whose proof can be found in Appendix 4.7, justifies the
importance of the class L. In particular, it shows that optimality of the co-
variance matrix approximation with respect to any loss function in L leads to
an optimal approximation of the posterior distribution using a Gaussian (with
the same mean) in terms of other familiar criteria used to compare probabil-
ity measures, such as the Hellinger distance and the Kullback-Leibler (K-L)
divergence [161]. More precisely, we have the following result:
Lemma 1 (Equivalence of approximations). If L ∈ L, then a matrix Γ̂pos ∈
Mr minimizes the Hellinger distance and the K-L divergence between N (µpos(y),Γpos)
and the approximation N (µpos(y), Γ̂pos) iff it minimizes L( Γpos, Γ̂pos ).
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Remark 1. We note that neither the Hellinger distance nor the K-L diver-
gence between the distributions N (µpos(y),Γpos) and N (µpos(y), Γ̂pos) depends
on the data y. Optimality in distribution does not necessarily hold when the
posterior means are different.
4.2.3 Optimality results
We are now in a position to state one of the main results of the paper.
For a proof see Appendix 4.7.
Theorem 1 (Optimal posterior covariance approximation). Let (δ2i , ŵi) be the
generalized eigenvalue-eigenvector pairs of the pencil:
(H,Γ−1pr ), (4.8)
with the ordering δ2i ≥ δ2i+1, and H = G>Γ−1obsG as in (4.3). Let L be a loss
function in the class L defined in (4.6). Then:
(i) A minimizer, Γ̂pos, of the loss L between Γpos and an element of Mr is
given by:










The corresponding minimum loss is given by:
L(Γ̂pos,Γpos) = f (1) r +
∑
i>r
f( 1/(1 + δ2i ) ). (4.10)
(ii) The minimizer (4.9) is unique if the first r eigenvalues of (H,Γ−1pr ) are
distinct.
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Theorem 1 provides a way to construct the best approximation of Γpos
by matrices in Mr: it is just a matter of computing the eigenpairs corre-
sponding to the decreasing sequence of eigenvalues of the pencil (H,Γ−1pr ) until
a stopping criterion is satisfied. This criterion can be based on the minimum
loss (4.10). Notice that the minimum loss is a function of the generalized
eigenvalues (δ2i )i≥r that have not been computed. This is quite common in
numerical linear algebra (e.g., error in the truncated SVD [65, 89]). However,
since the eigenvalues (δ2i ) are computed in a decreasing order, the minimum
loss can be easily bounded.
The generalized eigenvectors ŵi are orthogonal with respect to the inner






over subspaces of the form Ŵi = span⊥(ŵj)j<i. Intuitively, the vectors ŵi
associated with generalized eigenvalues greater than one correspond to direc-
tions in the parameter space (or subspaces thereof) where the curvature of
the log-posterior density is constrained more by the log-likelihood than by the
prior.
4.2.4 Computing eigenpairs of (H,Γ−1pr )
If a square root factorization of the prior covariance matrix Γpr = SprS>pr
is available, then the Hermitian generalized eigenvalue problem can be reduced
to a standard one: find the eigenpairs (δ2i , wi) of S>prHSpr, and transform the
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resulting eigenvectors according to wi 7→ Sprwi [15, Section 5.2]. An analogous
transformation is also possible when a square root factorization of Γ−1pr is avail-
able. Notice that only the actions of Spr and S>pr on a vector are required. For
instance, evaluating the action of Spr might involve the solution of an elliptic
PDE [137]. There are numerous examples of priors for which a decomposition
Γpr = SprS>pr is readily available, e.g., [60, 137, 189, 202, 204]. Either direct
methods or, more often, matrix-free algorithms (e.g., Lanczos iteration) can
be used to solve the standard Hermitian eigenvalue problem [15, Section 4].
Reference implementations of these algorithms are available in ARPACK [129].
If a square root factorization of Γpr is not available, but it is possible to solve
linear systems with Γ−1pr , we can use a Lanczos method for generalized Her-
mitian eigenvalue problems [15, Section 5.5] where a Krylov basis orthogonal
with respect to the inner product induced by Γ−1pr is maintained. Again, the
ARPACK provides an efficient implementation of these solvers. When solving
accurate linear systems with Γ−1pr is a daunting task, we refer the reader to
alternative algorithms proposed in [184] and [90].
Remark 2. If a factorization Γpr = SprS>pr is available, then it is straightfor-
ward to obtain an expression for a non-symmetric square root of the optimal















such that Γ̂pos = Ŝpos Ŝ>pos and wi = S−1pr ŵi. This expression can be used to
efficiently sample from the approximate posterior distributionN (µpos(y), Γ̂pos).
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4.3 Properties of the optimal covariance approximation
Now we discuss several implications of the optimal approximation of
Γpos introduced in the previous section. We start by describing the relationship
between this approximation and the directions of greatest relative reduction
of prior variance. Then we interpret the covariance approximation as the
result of projecting the likelihood function onto a “data-informed” subspace.
Finally, we contrast the present approach with several other approximation
strategies: using the Frobenius norm as a loss function for the covariance
matrix approximation, or developing low-rank approximations based on prior
or Hessian information alone. We conclude by drawing the connections with
the BFGS Kalman filter update.
4.3.1 Interpretation of the eigendirections
Thanks to the particular structure of loss functions in L, the problem
of approximating Γpos is equivalent to that of approximating Γ−1pos. Yet the
form of the optimal approximation of Γ−1pos is important, as it explicitly de-
scribes the directions that control the ratio of posterior to prior variance. The
following corollary to Theorem 1 characterizes these directions. The proof is
in Appendix 4.7.
Corollary 1 (Optimal posterior precision approximation). Let (δ2i , ŵi) and
L ∈ L be defined as in Theorem 1. Then:
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(i) A minimizer of L(B,Γ−1pos) for
B ∈M−1r :=
{









i , w̃i = Γ−1pr ŵi. (4.13)
The minimizer (4.13) is unique if the first r eigenvalues of (H,Γ−1pr ) are
distinct.
(ii) The optimal posterior precision matrix (4.13) is precisely the inverse of
the optimal posterior covariance matrix (4.9).





Note that the definition of the classM−1r is analogous to that ofMr.
Indeed, Lemma 3 in Appendix 4.7 defines a bijection between these two classes.
The vectors w̃i = Γ−1pr ŵi are orthogonal with respect to the inner prod-








over subspaces of the form W̃i = span⊥(w̃j)j<i. This Rayleigh quotient is
precisely the ratio of posterior to prior variance along a particular direction,
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z, in the parameter space. The smallest values that R can take over the
subspaces W̃i are exactly the smallest generalized eigenvalues of (Γpos,Γpr). In
particular, the data are most informative along the first r eigenvectors w̃i and,
since
R(w̃i) =
Var(w̃>i x | y)
Var(w̃>i x)
= 11 + δ2i
, (4.16)
the posterior variance is smaller than the prior variance by a factor of (1 +
δ2i )−1. In the span of the other eigenvectors, (w̃i)i>r, the data are not as
informative. Hence, (w̃i) are the directions along which the ratio of posterior
to prior variance is minimized. Furthermore, a simple computation shows
that these directions also maximize the relative difference between prior and
posterior variance normalized by the prior variance. Indeed, if the directions
(w̃i) minimize (4.15) then they must also maximize 1−R(z), leading to:
1−R(w̃i) =








Since the data are most informative on a subspace of the parameter
space, it should be possible to reduce the effective dimension of the inference
problem in a manner that is consistent with the posterior approximation. This
is essentially the content of the following corollary, which follows by a simple
computation.
Corollary 2 (Optimal projector). Let Γ̂pos and the vectors (ŵi, w̃i) be defined
as in Theorems 1 and 1. Consider the reduced forward operator Ĝr = G ◦ Pr,
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Then Γ̂pos is precisely the posterior covariance matrix corresponding to the
Bayesian linear model:
y | x ∼ N (Ĝr x, Γobs), x ∼ N (0, Γpr). (4.19)
The projected Gaussian linear model (4.19) reveals the intrinsic dimen-
sionality of the inference problem. The introduction of the optimal projector
(4.18) is also useful in the context of dimensionality reduction for nonlinear in-
verse problems. In this case a particularly simple and effective approximation
of the posterior density πpos(x|y) is of the form π̂pos(x|y) ∝ π(y;Pr x)πpr(x),
where πpr is the prior density and π(y;Pr x) is the density corresponding to
the likelihood function with parameters constrained by the projector. The
range of the projector can be determined by combining locally optimal data-
informed subspaces from high-density regions in the support of the posterior
distribution. This approximation is the subject of a related paper [57].
Returning to the linear inverse problem, notice also that the posterior
mean of the projected model (4.19) might be used as an efficient approximation
of the exact posterior mean. We will show in Section 4.4 that this posterior
mean approximation in fact minimizes the Bayes risk for a weighted squared-
error loss among all low-rank linear functions of the data.
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4.3.3 Comparison with optimality in Frobenius norm
Thus far our optimality results for the approximation of Γpos have been
restricted to the class of loss functions L given in Definition 1. However, it is
also interesting to investigate optimality in the metric defined by the Frobenius
norm. Given any two matrices A and B of the same size, the Frobenius
distance between them is defined as ‖A−B‖, where ‖ ·‖ is the Frobenius
norm. Note that the Frobenius distance does not exploit the structure of the
positive definite cone of symmetric matrices. The matrix Γ̂pos ∈ Mr that
minimizes the Frobenius distance from the exact posterior covariance matrix
is given by:






where (ui) are the directions corresponding to the r largest eigenvalues of
Γpr − Γpos. This result can be very different from the optimal approximation
given in Theorem 1. In particular, the directions (ui) are solutions of the
eigenvalue problem
Γpr G>Γ−1y GΓpr u = λu, (4.21)
which maximize
u>(Γpr − Γpos)u = Var(u>x)− Var(u>x | y). (4.22)
That is, while optimality in the Förstner metric identifies directions that maxi-
mize the relative difference between prior and posterior variance, the Frobenius
distance favors directions that maximize only the absolute value of this differ-
ence. There are many reasons to prefer the former. For instance, data might
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be informative along directions of low prior variance (perhaps due to inade-
quacies in prior modeling); a covariance matrix approximation that is optimal
in Frobenius distance may ignore updates in these directions entirely. Also, if
parameters of interest (i.e., components of x) have differing units of measure-
ment, relative variance reduction provides a unit-independent way of judging
the quality of a posterior approximation; this notion follows naturally from the
second invariance property of dF in (4.5). From a computational perspective,
solving the eigenvalue problem (4.21) is quite expensive compared to finding
the generalized eigenpairs of the pencil (H,Γ−1pr ). Finally, optimality in the
Frobenius distance for an approximation of Γpos does not yield an optimality
statement for the corresponding approximation of the posterior distribution,
as shown in Lemma 1 for loss functions in L.
4.3.4 Suboptimal posterior covariance approximations
4.3.4.1 Hessian-based and prior-based reduction schemes
The posterior approximation described by Theorem 1 uses both Hessian
and prior information. It is instructive to consider approximations of the linear
Bayesian inverse problem that rely only on one or the other; as we will illustrate
numerically in Section 4.5.1, these approximations can be viewed as natural
limiting cases of our approach. They are also closely related to previous efforts
in dimensionality reduction that propose only Hessian-based [135] or prior-
based [145] reductions. In contrast with these previous efforts, here we will
consider versions of Hessian- and prior-based reduction that do not discard
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prior information in the remaining directions. In other words, we will discuss
posterior covariance approximations that remain in the form of (4.4)—i.e.,
updating the prior covariance only in r directions.
A Hessian-based reduction scheme updates Γpr in directions where the
data have greatest influence in an absolute sense (i.e., not relative to the prior).
This involves approximating the minus log-likelihood Hessian (4.3) with a low-
rank decomposition as follows: let (s2i , vi) be the eigenvalue-eigenvector pairs
of H with the ordering s2i ≥ s2i+1. Then a best low-rank approximation of H






i = VrSrV >r ,
where vi is the ith column of Vr and Sr = diag{s21, . . . , s2r}. Using Wood-
bury’s identity we then obtain an approximation of Γpos as a low-rank negative







= Γpr − ΓprVr
(
S−1r + V >r ΓprVr
)−1
V >r Γpr. (4.23)
This approximation of the posterior covariance matrix belongs to the classMr.
Thus, Hessian-based reduction is in general suboptimal when compared to the
optimal approximation defined in Theorem 1. Note that an equivalent way to
obtain (4.23) is to use a reduced forward operator of the form Ĝ = G ◦ VrV >r ,
which is the composition of the original forward operator with a projector onto
the leading eigenspace of H. In general, the projector Pr = VrV >r is different
from the optimal projector defined in Corollary 2 and is thus suboptimal.
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To achieve prior-based reduction, on the other hand, we restrict the
Bayesian inference problem to directions in the parameter space that explain
most of the prior variance. More precisely, we look for a rank-r orthogonal
projector Pr that minimizes the mean squared-error defined as:





where the expectation is taken over the prior distribution (assumed to have
zero mean) and ‖ · ‖ is the standard Euclidean norm [114]. Let (t2i , ui) be the
eigenvalue-eigenvector pairs of Γpr ordered as t2i ≥ t2i+1. Then a minimizer of
(4.24) is given by the projector Pr onto the leading eigenspace of Γpr: Pr =∑r
i=1 uiu
>
i = UrU>r , where ui is the ith column of Ur. The actual approximation
of the linear inverse problem consists of using the projected forward operator,
Ĝ = G ◦ UrU>r . By direct comparison with the optimal projector defined in
Corollary 2, we see that the prior-based reduction is suboptimal in general.
Also in this case, the posterior covariance matrix with the projected Gaussian
model can be written as a negative semidefinite update of Γpr:
Γpos ≈ Γpr − UrTr[ (U>r HUr )−1 + Tr ]−1TrU>r ,
where Tr = diag{t21, . . . , t2r}. The double matrix inversion makes this low-rank
update computationally challenging to implement. It is also not optimal, as
shown in Theorem 1.
To summarize, both the Hessian and the prior-based dimensionality
reduction techniques are suboptimal. These methods do not take into account
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the interactions between the dominant directions of H and those of Γpr, and
the relative importance of these quantities. This is a key feature of the optimal
covariance approximation described in Theorem 1. Section 4.5.1 will illustrate
conditions under which these interactions become essential.
4.3.4.2 Connections with the BFGS Kalman filter
The linear Bayesian inverse problem analyzed in this paper can be in-
terpreted as the analysis step of a linear Bayesian filtering problem [69]. If the
prior distribution corresponds to the forecast distribution at some time t, the
posterior coincides with the so-called analysis distribution. In the linear case,
with Gaussian process noise and observational errors, both of these distribu-
tions are Gaussian. The Kalman filter [118] is the Bayesian solution to this
filtering problem. In [12] the authors propose a computationally feasible way
to implement (and approximate) this solution in large-scale systems. The key
observation is that when solving an SPD linear system of the form Ax = b
by means of BFGS or limited memory BFGS (L-BFGS [139]), one typically
obtains an approximation of A−1 for free. This approximation can be written
as a low-rank correction of an arbitrary positive definite initial approximation
matrix A−10 . The matrix A−10 can be, for instance, the scaled identity. No-
tice that the approximation of A−1 given by L-BFGS is full rank and positive
definite. This approximation is in principle convergent as the storage limit of
L-BFGS increases [154]. An L-BFGS approximation of A is also possible [203].
There are many ways to exploit this property of the L-BFGS method.
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In [12], for example, the posterior covariance is written as a low-rank update of
the prior covariance matrix: Γpos = Γpr − ΓprG>Γ−1y GΓpr, where Γy = Γobs +
GΓprG>, and Γ−1y itself is approximated using the L-BFGS method. Since
this approximation of Γy is full rank, however, this approach does not exploit
potential low-dimensional structure of the inverse problem. Alternatively, one
can obtain an L-BFGS approximation of Γpos when solving the linear system
Γ−1pos x = G>Γ−1obsy for the posterior mean µpos(y) [13]. If one uses the prior
covariance matrix as an initial approximation matrix A−10 , then the resulting
L-BFGS approximation of Γpos can be written as a low-rank update of Γpr.
This approximation format is similar to the one discussed in [73] and advocated
in this paper. However, the approach of [13] (or its ensemble version [185])
does not correspond to any known optimal approximation of the posterior
covariance matrix, nor does it lead to any optimality statement between the
corresponding probability distributions. This is an important contrast with
the present approach, which we will revisit numerically in Section 4.5.1.
4.4 Optimal approximation of the posterior mean
In this section, we develop and characterize fast approximations of the
posterior mean that can be used, for instance, to accelerate repeated inversion
with multiple data sets. Note that we are not proposing alternatives to the
efficient computation of the posterior mean for a single realization of the data.
This task can already be accomplished with current state-of-the-art iterative
solvers for regularized least-squares problems [5,17,108,148,160]. Instead, we
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are interested in constructing statistically optimal approximations of the poste-
rior mean as a linear function of the data. This function is data-independent,
and computing it is more expensive than solving a single linear system. Subse-
quently using this approximation, however, is inexpensive as it does not involve
the solution of any linear system. Our approach is therefore justified when the
posterior mean must be evaluated for multiple instances of the data. This
approach can thus be viewed as an offline–online strategy, where a more costly
but data-independent offline calculation is followed by fast online evaluations.
4.4.1 Optimality results
For the Bayesian linear model defined in (4.1), the posterior mode is
equal to the posterior mean, µpos(y) = E(x|y), which is the minimizer of
the Bayes risk for squared-error loss [128, 138]. We first review this idea and
establish some basic notation. Let S be an SPD matrix and let
L(δ(y), x) = (x− δ(y))>S (x− δ(y)) = ‖x− δ(y)‖2S
be the loss incurred by the estimator δ(y) of x. The Bayes risk R (δ(y), x) of
δ(y) is defined as the average loss over the joint distribution of x and y [42,128]:
R(δ(y), x) = E (L(δ(y), x) ). Since
R(δ(y), x) = E
(







it follows that δ(y) = µpos(y) minimizes the Bayes risk over all estimators of
x.
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To study approximations of µpos(y), we use the squared-error loss func-
tion defined by the Mahalanobis distance [48] induced by Γ−1pos: L(δ(y), x) =
‖δ(y)− x‖2Γ−1pos . This loss function accounts for the geometry induced by the
posterior measure on the parameter space, penalizing errors in the approxi-
mation of µpos(y) more strongly in directions of lower posterior variance.
Under the assumption of zero prior mean, µpos(y) is a linear function
of the data. Hence we seek approximations of µpos(y) of the form Ay, where A
is a matrix in a class to be defined. Our goal is to obtain fast posterior mean
approximations that can be applied repeatedly to multiple realizations of y.
We will thus consider two classes of approximation matrices:
Ar := {A : rank(A) ≤ r} and Âr :=
{




The classAr consists of low-rank matrices; it is standard in the statistics litera-
ture [114]. The class Âr, on the other hand, can be understood via comparison
with (4.2); it simply replaces Γpos with a low-rank negative semidefinite update
of Γpr. We shall henceforth use A to denote either of the two classes above.
Let RA(Ay, x) be the Bayes risk of Ay subject to A ∈ A. We may now
restate our goal as: find A∗ ∈ A that minimizes the Bayes risk RA(Ay, x).
That is, find
RA(A∗y, x) = min
A∈A
E( ‖Ay − x‖2Γ−1pos ). (4.27)
The following two theorems show that for either class of approximation ma-
trices, Ar or Âr, this problem admits a particularly simple analytical solution
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that exploits the structure of the optimal approximation of Γpos. The proofs
of the theorems rely on a result by Friedland and Torokhti [77], and are given




= `, where `
is the dimension of the parameter space.
Theorem 2. Let (δ2i , ŵi) be defined as in Theorem 1 and let (v̂i) be general-
ized eigenvectors of the pencil (GΓprG>,Γobs) associated with a non-increasing
sequence of eigenvalues.Then:









(ii) The corresponding minimum Bayes risk over Ar is given by:













Notice that the rank-r posterior mean approximation given by Theorem
2 coincides with the posterior mean of the projected linear Gaussian model
defined in (4.19). Applying this approximation to a new realization of the
data then requires only a low-rank matrix-vector product, a computationally
trivial task.
Remark 3. Equation (4.28) can be interpreted as the truncated GSVD solu-
tion of a Tikhonov regularized linear inverse problem [101] (with unit regular-
ization parameter). Hence, Theorem 2 also describes a Bayesian property of
the (frequentist) truncated GSVD estimator.
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Remark 4. If factorizations of the form Γpr = SprS>pr and Γobs = SobsS>obs
are readily available, then we can characterize the triplets (δi, ŵi, v̂i) from a




i , of the matrix S−1obsGSpr
with the transformations ŵi = Sprwi, v̂i = S−>obs vi and the ordering δi ≥ δi+1.
In particular, the approximate posterior mean can be written as:
µ(r)pos(y) = Spr(S−1obsGSpr)Tikhr S−1obsy (4.30)
where (S−1obsGSpr)Tikhr is the best rank r approximation to a Tikhonov regular-
ized inverse.4 That is, for any matrix A, (A)r is the best rank r approximation
of A (e.g., computed via SVD), whereas (A)Tikh := (A>A+ I)−1A>.
Theorem 3. Let Γ̂pos ∈ Mr be the optimal approximation of Γpos defined in
Theorem 1. Then:
(i) A solution of (4.27) for A ∈ Âr is given by:
Â∗ = Γ̂posG>Γ−1obs. (4.31)
(ii) The corresponding minimum Bayes risk over Âr is given by:
RÂr(Â












4With unit regularization parameter and identity regularization operator [102].
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For the estimator described in Theorem 3, once the optimal approxima-
tion of Γpos is computed, the cost of approximating µpos(y) for a new realization
of y is dominated by the adjoint and prior solves needed to apply G> and Γpr,
respectively. Combining the optimal approximations of µpos(y) and Γpos given
by Theorems 3 and 1, respectively, yields a complete approximation of the
Gaussian posterior distribution. This is precisely the approximation adopted
by the stochastic Newton MCMC method [143] to describe the Gaussian pro-
posal distribution obtained from a local linearization of the forward operator
of a nonlinear Bayesian inverse problem. Our results support the algorithmic
choice of [143] with precise optimality statements.
It is worth noting that the two optimal Bayes risks, (4.29) and (4.32),
depend on the parameter r that defines the dimension of the corresponding
approximation classes Ar and Âr. In the former case, r is the rank of the
optimal matrix that defines the approximation. In the latter case, r is the
rank of a negative update of Γpr that yields the posterior covariance matrix
approximation. We shall thus refer to the estimator given by Theorem 2 as the
low-rank approximation and to the estimator given by Theorem 3 as the low-
rank update approximation. In both cases, we shall refer to r as the order of
the approximation. A posterior mean approximation of order r will be called
under-resolved if more than r generalized eigenvalues of the pencil (H,Γ−1pr )
are greater than one. If this is the case, then using the low-rank update
approximation is not appropriate because the associated Bayes risk includes
high-order powers of eigenvalues of (H,Γ−1pr ) that are greater than one. Thus,
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under-resolved approximations tend to be more accurate when using the low-
rank approximation. As we will show in Section 4.5, this estimator is also less
expensive to compute than its counterpart in Theorem 3. If, on the other hand,
fewer than r eigenvalues of (H,Γ−1pr ) are greater than one, then the optimal
low-rank update estimator will have better performance than the optimal low-
rank estimator in the following statistical sense:











4.4.2 Connection with “priorconditioners”
In this subsection, we draw connections between the low-rank approxi-
mation of the posterior mean given in Theorem 2 and the regularized solution
of a discrete ill-posed inverse problem y = Gx+ε (using the notation of this pa-
per) as presented in [38,41]. In [38,41], the authors propose an early stopping
regularization using iterative solvers preconditioned by prior statistical infor-
mation on the parameter of interest, say x ∼ N (0,Γpr), and on the noise, say
ε ∼ N (0,Γobs).5 That is, if factorizations Γpr = SprS>pr and Γobs = SobsS>obs are
available, then [41] provides a solution x = Spr q to the inverse problem, where
q comes from an early stopping regularization applied to the preconditioned
linear system:
S−1obsGSprq = S−1obsy. (4.33)
5It suffices to consider a Gaussian approximation to the distribution of x and ε
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The iterative method of choice in this case is the CGLS algorithm [41,99] (or
GMRES for nonsymmetric square systems [39]) equipped with a proper stop-
ping criterion (e.g., the discrepancy principle [117]). Although the approach
of [41] is not exactly Bayesian, we can still use the optimality results of Theo-
rem 2 to justify the good performance of this particular form of regularization.
By a property of the CGLS algorithm, the rth iterate xr = Sprqr satisfies:
qr = arg min
q∈Kr(Ĥ,ŷ)
‖S−1obsy − S−1obsGSprq‖. (4.34)
where Kr(Ĥ, ŷ) is the r–dimensional Krylov subspace associated with the
matrix Ĥ = S>prHSpr and starting vector ŷ = S>prG>Γ−1obsy. It was shown
in [107] that the CGLS solution, at convergence, can be written as x∗ =
Spr(S−1obsGSpr)†S−1obsy, where ( · )† denotes the Moore-Penrose pseudoinverse [150,
164]. To highlight the differences between the CGLS solution and (4.30), we





i is an SVD of Ĥ. Notice that the condition Kr(Ĥ, y) ≈ ran(Wr) is
usually quite reasonable for moderate values of r; this practical observation is
at the heart of the Lanczos iteration for symmetric eigenvalue problems [124].
With simple algebraic manipulations we conclude that:
xr ≈ Spr(S−1obsGSpr)†r S−1obsy. (4.35)
Recall from (4.30) that the optimal rank–r approximation of the posterior
mean defined in Theorem 2 can be written as:
µ(r)pos(y) = Spr(S−1obsGSpr)Tikhr S−1obsy. (4.36)
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The only difference between (4.35) and (4.36) is the use of a Tikhonov-regularized
inverse in (4.36) as opposed to a Moore-Penrose pseudoinverse. If S−1obsGSpr =∑
i≥1 δiviw
>
















These two matrices are nearly identical for values of r corresponding to δ2r
greater than one6 (assuming the ordering δ2i ≥ δ2i+1). Beyond this regime,
it might be convenient to stop the CGLS solver to obtain (4.35) (i.e., early
stopping regularization). The similarity of these expressions is quite remark-
able since (4.36) was derived as the minimizer of the optimization problem
(4.27) with A = Ar. This informal argument may explain why priorcondi-
tioners perform so well in applications [40,113]. Yet we remark that the goals
of Theorem 2 and of [41] remain rather different; [41] is concerned with pre-
conditioning techniques for early stopping regularization of ill-posed inverse
problems, whereas Theorem 2 is concerned with statistically optimal approx-
imations of the posterior mean in the Bayesian framework.
4.5 Numerical examples
Now we provide several numerical examples to illustrate the theory
developed in the preceding sections. We start with a synthetic example to
6In Section 4.5 we show that by the time we start including generalized eigenvalues
δ2i ≈ 1 in (4.28), the approximation of the posterior mean is usually already satisfactory.
Intuitively, this means that all the directions in parameter space where the data are more
informative than the prior have been considered.
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Algorithm 3 Optimal low-rank approximation of the posterior mean
INPUT: forward and adjoint models G, G>; prior and noise precisions Γ−1pr ,
Γ−1obs; approximation order r ∈ N
OUTPUT: approximate posterior mean µ(r)pos(y)
1: Find the r leading generalized eigenvalue-eigenvector pairs (δ2i , ŵi) of the pencil
(G>Γ−1obsG,Γ−1pr )
2: Find the r leading generalized eigenvector pairs (v̂i) of the pencil (GΓprG>,Γobs)




Algorithm 4 Optimal low-rank update approximation of the posterior mean
INPUT: forward and adjoint models G, G>; prior and noise precisions Γ−1pr ,
Γ−1obs; approximation order r ∈ N
OUTPUT: approximate posterior mean µ̂(r)pos(y)
1: Obtain Γ̂pos as described in Theorem 1.
2: For each new realization of the data y, compute µ̂(r)pos(y) = Γ̂posG>Γ−1obs y.
demonstrate various posterior covariance matrix approximations, and continue
with two more realistic linear inverse problems where we also study posterior
mean approximations.
4.5.1 Example 1: Hessian and prior with controlled spectra
We begin by investigating the approximation of Γpos as a negative
semidefinite update of Γpr. We compare the optimal approximation obtained
in Theorem 1 with the Hessian-, prior-, and BFGS-based reduction schemes
discussed in Section 4.3.4. The idea is to reveal differences between these ap-
proximations by exploring regimes where the data have differing impacts on
the prior information. Since the directions defining the optimal update are
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the generalized eigenvectors of the pencil (H,Γ−1pr ), we shall also refer to this
update as the generalized approximation.
To compare these approximation schemes, we start with a simple ex-
ample employing diagonal Hessian and prior covariance matrices: G = I,
Γobs = diag{σ2i }, and Γpr = diag{λ2i }. Since the forward operator G is the
identity, this problem can (loosely) be thought of as denoising a signal x. In
this case, H = Γ−1obs and Γpos = diag{λ2iσ2i /(σ2i + λ2i )}. The ratios of posterior
to prior variance in the canonical directions (ei) are
Var(e>i x | y)
Var(e>i x)
= 11 + λ2i /σ2i
.
We note that if the observation variances σ2i are constant, σi = σ, then the di-
rections of greatest variance reduction are those corresponding to the largest
prior variance. Hence the prior distribution alone determines the most in-
formed directions, and the prior-based reduction is as effective as the general-
ized one. On the other hand, if the prior variances λ2i are constant, λi = λ,
but the σi vary, then the directions of highest variance reduction are those
corresponding to the smallest noise variance. This time the noise distribution
alone determines the most important directions, and Hessian-based reduction
is as effective as the generalized one. In the case of more general spectra, the
important directions depend on the ratios λ2i /σ2i and thus one has to use the
information provided by both the noise and prior distributions. This is done
naturally by the generalized reduction.
We now generalize this simple case by moving to full matrices H and
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Γpr with a variety of prescribed spectra. We assume that H and Γpr have
SVDs of the form H = UΛU> and Γpr = V Λ̃V >, where Λ = diag{λ1, . . . , λn}
and Λ̃ = diag{λ̃1, . . . , λ̃n} with
λk = λ0/kα + τ and λ̃k = λ̃0/kα̃ + τ̃ .
To consider many different cases, the orthogonal matrices U and V are ran-
domly and independently generated uniformly over the orthogonal group [187],
leading to different realizations of H and Γpr. In particular, U and V are com-
puted with a QR decomposition of a square matrix of independent standard
Gaussian entries using a Gram-Schmidt orthogonalization. (In this case, the
standard Householder reflections cannot be used.)
Before discussing the results of the first experiment, we explain our
implementation of BFGS-based reduction. We ran the BFGS optimizer with
a dummy quadratic optimization target J (x) = 12 x
>Γ−1posx and used Γpr as the
initial approximation matrix for Γpos. Thus, the BFGS approximation of the
posterior covariance matrix can be written as Γpos = Γpr−KK> for some rank–
r matrixK. The rank–r update is constructed by running the BFGS optimizer
for r steps from random initial conditions as shown in [13]. Note that in order
to obtain results for sufficiently high-rank updates, we use BFGS rather than L-
BFGS in our numerical examples. While [12,13] in principle employ L-BFGS,
the results in these papers use a number of optimization steps roughly equal
to the number of vectors stored in L-BFGS; our approach thus is comparable
to [12, 13]. Nonetheless, some results for the highest-rank BFGS updates are
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not plotted in Figures 4.1 and 4.2, as the optimizer converged so close to the
optimum that taking further steps resulted in numerical instabilities.
Figure 4.1 summarizes the results of the first experiment. The top row
shows the prescribed spectra of H−1 (red) and Γpr (blue). The parameters
describing the eigenvalues of Γpr are fixed to λ̃0 = 1, α̃ = 2, and τ̃ = 10−6. The
corresponding parameters for H are given by λ0 = 500 and τ = 10−6 with α =
0.345 (left), α = 0.690 (middle), and α = 1.724 (right). Thus, moving from
the leftmost column to the rightmost column, the data become increasingly
less informative. The second row in the figure shows the Förstner distance
between Γpos and its approximation, Γ̂pos = Γpr −KK>, as a function of the
rank of KK> for 100 different realizations of H and Γpr. The third row shows,
for each realization of (H,Γpr) and for each fixed rank of KK>, the difference
between the Förstner distance obtained with a prior-, Hessian-, or BFGS-
based dimensionality reduction technique and the minimum distance obtained
with the generalized approximation. All of these differences are positive—a
confirmation of Theorem 1. But Figure 4.1 also shows interesting patterns
consistent with the observations made for the simple example above. When
the spectrum of H is basically flat (left column), the directions along which
the prior variance is most reduced are likely to be those corresponding to the
largest prior variances, and thus a prior-based reduction is almost as effective as
the generalized one (as seen in the bottom two rows on the left). As we move to
the third column, eigenvalues of H−1 increase more quickly. The data provide
significant information only on a lower-dimensional subspace of the parameter
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space. In this case, it is crucial to combine this information with the directions
in the parameter space along which the prior variance is the greatest. The
generalized reduction technique successfully accomplishes this task, whereas
the prior and Hessian reductions fail as they focus either on Γpr or H alone;
the key is to combine the two. The BFGS update performs remarkably well
across all three configurations of the Hessian spectrum, although it is clearly
suboptimal compared to the generalized reduction.
In Figure 4.2 the situation is reversed and the results are symmetric
to those of Figure 4.1. The spectrum of H (red) is now kept fixed with pa-
rameters λ0 = 500, α = 1, and τ = 10−9, while the spectrum of Γpr (blue)
has parameters λ̃0 = 1 and τ̃ = 10−9 with decay rates increasing from left to
right: α̃ = 0.552 (left), α̃ = 1.103 (middle), and α̃ = 2.759 (right). In the first
column, the spectrum of the prior is nearly flat. That is, the prior variance
is almost equally spread along every direction in the parameter space. In this
case, the eigenstructure of H determines the directions of greatest variance
reduction, and the Hessian-based reduction is almost as effective as the gener-
alized one. As we move towards the third column, the spectrum of Γpr decays
more quickly. The prior variance is restricted to lower-dimensional subspaces
of the parameter space. Mismatch between prior- and Hessian-dominated di-
rections then leads to poor performance of both the prior- and Hessian-based
reduction techniques. However, the generalized reduction performs well also
in this more challenging case. The BFGS reduction is again empirically quite
effective in most of the configurations that we consider. It is not always better
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than the prior- or Hessian-based techniques when the update rank is low, or
when the prior spectrum decays slowly; for example, Hessian-based reduction
is more accurate than BFGS across all ranks in the first column of Figure 4.2.
But when either the prior covariance or the Hessian have quickly decaying
spectra, the BFGS approach performs almost as well as the generalized reduc-
tion. Though this approach remains suboptimal, its approximation properties
bear further theoretical study.
4.5.2 Example 2: X-ray tomography
We consider a classical inverse problem of X-ray computed tomogra-
phy (CT), where X-rays travel from sources to detectors through an object
of interest. The intensities from multiple sources are measured at the detec-
tors, the goal is to reconstruct the density of the object. In this framework,
we investigate the performance of the optimal mean and covariance matrix
approximations presented in Sections 4.2 and 4.4. This synthetic example is
motivated by a real application: real-time X-ray imaging of logs that enter
a saw mill for the purpose of automatic quality control. For instance, in the
system commercialized by Bintec (www.bintec.fi), logs enter the X-ray system
on fast-moving conveyer belt and quick reconstructions are needed. The imag-
ing setting (e.g., X-ray source and detector locations) and the priors are fixed;
only the data changes from one log cross-section to another. The basis for our
posterior mean approximation can therefore be pre-computed, and repeated
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Figure 4.1: Top row: Eigenspectra of Γpr (blue) and H−1 (red) for three
values for the decay rate of the eigenvalues of H: α = 0.345 (left), α =
0.690 (middle) and α = 1.724 (right). Second row: Förstner distance between
Γpos and its approximation versus the rank of the update for 100 realizations
of Γpr and H using prior-based (blue), Hessian-based (green), BFGS-based
(magenta) and optimal (red) updates. Bottom row: Differences of posterior
covariance approximation error (measured with the Förstner metric) between
the prior-based and optimal updates (blue), between the Hessian-based and
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Figure 4.2: Analogous to Figure 4.1 but this time the spectrum of H is fixed,
while that of Γpr has varying decay rates: α̃ = 0.552 (left), α̃ = 1.103 (middle)
and α̃ = 2.759 (right).
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We model the absorption of an X-ray along a line `i using Beer’s law:








where Id and Is are the intensities at the detector and at the source, respec-
tively, and x(s) is the density of the object at position s on the line `i. The
computational domain is discretized into a grid and the density is assumed to







where gij is the length of the intersection between line `i and cell j, and xj
is the unknown density in cell j. The vector of absorptions along m lines can
then be approximated as
Id ≈ Is exp (−Gx) , (4.40)
where Id is the vector of m intensities at the detectors and G = (gij) is the
m× n matrix of intersection lengths for each of the m lines. Even though the
forward operator (4.40) is nonlinear, the inference problem can be recast in a
linear fashion by taking logarithm of both sides of (4.40). This leads to the
following linear model for the inversion: y = Gx + ε, where the measurement
vector is y = − log(Id/Is) and the measurement errors are assumed to be iid
Gaussian, ε ∼ N (0, σ2I).
The setup for the inference problem, borrowed from [105], is as follows.
The rectangular domain is discretized with an n × n grid. The true object
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consists of three circular inclusions, each of uniform density, inside an annulus.
Ten X-ray sources are positioned on one side of a circle, and each source sends
a fan of 100 X-rays that are measured by detectors on the opposite side of the
object. Here, the 10 sources are distributed evenly so that they form a total
illumination angle of 90 degrees, resulting in a limited-angle CT problem. We
use the exponential model (4.38) to generate synthetic data in a discretization-
independent fashion by computing the exact intersections between the rays and
the circular inclusions in the domain. Gaussian noise with standard deviation
σ = 0.002 is added to the simulated data. The imaging setup and data from
one source are illustrated in Figure 4.3.
The unknown density is estimated on a 128 × 128 grid. Thus the
discretized vector x has length 16384, and direct computation of the posterior
mean and the posterior covariance matrix, as well as generation of posterior
samples, can be computationally nontrivial. To define the prior distribution,





x(s) =W(s), s ∈ Ω, (4.41)
where W is a white noise process, 4 is the Laplacian operator, and I is the
identity operator. The solution of (4.41) is a Gaussian random field whose
correlation length and variance are controlled by the free parameters κ and γ,
respectively. A square root of the prior precision matrix of x (which is positive
definite) can then be easily computed (see [137] for details). We use κ = 10
and γ =
√
800 in our simulations.
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Our first task is to compute an optimal approximation of Γpos as a low-
rank negative update of Γpr (cf. Theorem 1). Figure 4.4 (top row) shows the
convergence of the approximate posterior variance as the rank of the update
increases. The zero-rank update corresponds to Γpr (first column). For this
formally 16384-dimensional problem, a good approximation of the posterior
variance is achieved with a rank 200 update; hence the data are informative
only on a low-dimensional subspace. The quality of the covariance matrix
approximation is also reflected in the structure of samples drawn from the
approximate posterior distributions (bottom row). All five of these samples
are drawn using the same random seed and the exact posterior mean, so that
all the differences observed are due to the approximation of Γpos. Already
with a rank 100 update, the small-scale features of the approximate posterior
sample match those of the exact posterior sample. In applications, agreement
in this “eye-ball norm” is important. Of course, Theorem 1 also provides an
exact formula for the error in the posterior covariance; this error is shown in
the right panel of Figure 4.7 (blue curve).
Our second task is to assess the performances of the two optimal poste-
rior mean approximations given in Section 4.4. We will use µ(r)pos(y) to denote
the low-rank approximation and µ̂(r)pos(y) to denote the low-rank update approx-
imation. Recall that both approximations are linear functions of the data y,
given by µ(r)pos(y) = A∗y with A∗ ∈ Ar and µ̂(r)pos(y) = Â∗y with Â∗ ∈ Âr, where
the classes Ar and Âr are defined in (4.26). As in Section 4.4, we shall use A
to denote either of the two classes.
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Figure 4.3: X-ray tomography problem. Left: Discretized domain, true object,
sources (red dots), and detectors corresponding to one source (black dots). The
fan transmitted by one source is illustrated in gray. The density of the object
is 0.006 in the outer ring and 0.004 in the three inclusions; the background
density is zero. Right: The true simulated intensity (black line) and noisy











Figure 4.4: X-ray tomography problem. First column: Prior variance field,
in log scale (top), and a sample drawn from the prior distribution (bottom).
Second through last columns (left to right): Variance field, in log scale, of the
approximate posterior as the rank of the update increases (top); samples from
the corresponding approximate posterior distributions (bottom) assuming ex-
act knowledge of the posterior mean.
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Figure 4.5 shows the normalized error ‖µ(y)−µpos(y)‖Γ−1pos/‖µpos(y)‖Γ−1pos
for different approximations µ(y) of the true posterior mean µpos(y) and a fixed
realization y of the data. The error is a function of the order r of the approx-
imation class A. Snapshots of µ(y) are shown along the two error curves. For
reference, µpos(y) is also shown at the top. We see that the errors decrease
monotonically, but that the low-rank approximation outperforms the low-rank
update approximation for lower values of r. This is consistent with the dis-
cussion at the end of Section 4.4; the crossing point of the error curves is also
consistent with that analysis. In particular, we expect the low-rank update
approximation to outperform the low-rank approximation only when the ap-
proximation starts to include generalized eigenvalues of the pencil (H,Γ−1pr )
that are less than one—i.e., once the approximations are no longer under-
resolved. This can be confirmed by comparing Figure 4.5 with the decay of
the generalized eigenvalues of the pencil (H,Γ−1pr ) in the right panel of Figure
4.7 (blue curve).
On top of each snapshot in Figure 4.5, we show the relative CPU time
required to compute the corresponding posterior mean approximation for each
new realization of the data. The relative CPU time is defined as the time re-
quired to compute this approximation7 divided by the time required to apply
the posterior precision matrix to a vector. This latter operation is essential to
computing the posterior mean via an iterative solver, such as a Krylov sub-
7This timing does not include the computation of (4.28) or (4.31), which should be
regarded as offline steps. Here we report the time necessary to apply the optimal linear
function to any new realization of the data, i.e., the online cost.
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space method. These solvers are a standard choice for computing the posterior
mean in large-scale inverse problems. Evaluating the ratio allows us to deter-
mine how many solver iterations could be performed with a computational
cost roughly equal to that of approximating the posterior mean for a new re-
alization of the data. Based on the reported times, a few observations can be
made. First of all, as anticipated in Section 4.4, computing µ(r)pos(y) for any
new realization of the data is faster than computing µ̂(r)pos(y). Second, obtaining
an accurate posterior mean approximation requires roughly r = 200, and the
relative CPU times for this order of approximation are 7.3 for µ(r)pos(y) and 29.0
for µ̂(r)pos(y); these are roughly the number of iterations of an iterative solver
that one could take for equivalent computational cost. That is, the speedup
of the posterior mean approximation compared to an iterative solver is not
particularly dramatic in this case, because the forward model A is simply a
sparse matrix that is cheap to apply. For the heat equation example discussed
in Section 4.5.3, the situation is different.
Note that the above computational time estimates exclude other costs
associated with iterative solvers. For instance, preconditioners are often ap-
plied; these significantly decrease the number of iterations needed for the
solvers to converge but, on the other hand, increase the cost per iteration.
A popular approach for solving the posterior mean efficiently is to use the
prior covariance as the preconditioner [26]. In the limited-angle tomography
problem, including the application of this preconditioner in the reference CPU
time would reduce the relative CPU time of our r = 200 approximations to
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0.48 for µ(r)pos(y) and 1.9 for µ̂(r)pos(y). That is, the cost of computing our approx-
imations is roughly equal to one iteration of a prior-preconditioned iterative
solver. The large difference compared to the case without preconditioning is
due to the fact that applying the prior here is computationally much heavier
than applying the forward model.









for the same realization of y used in Figure 4.5. In the same panel, we also
show the expected values of these errors over the prior predictive distribution
of y, which is exactly the r-dependent component of the Bayes risk given in
Theorems 2 and 3. Both sets of errors decay with increasing r and show a sim-
ilar crossover between the two approximation classes. But the particular error
‖e(y)‖2Γ−1pos departs consistently from its expectation; this is not unreasonable
in general (the mean estimator has a nonzero variance), but the offset may be
accentuated in this case because the data are generated from an image that is
not drawn from the prior. (The right panel of Figure 4.6, which comes from
Example 3, represents a contrasting case.)
By design, the posterior approximations described in this paper perform
well when the data inform a low-dimensional subspace of the parameter space.
To better understand this effect, we also consider a full-angle configuration of
the tomography problem, wherein the sources and detectors are evenly spread
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around the entire unknown object. In this case, the data are more informative
than in the limited-angle configuration. This can be seen in the decay rate of
the generalized eigenvalues of the pencil (H,Γ−1pr ) in the center panel of Figure
4.7 (blue and red curves); eigenvalues for the full-angle configuration decay
more slowly than for the limited-angle configuration. Thus, according to the
optimal loss given in (4.10) (Theorem 1), the prior-to-posterior update in the
full-angle case must be of greater rank than the update in the limited-angle
case for any given approximation error. Also, good approximation of µpos(y)
in the full-angle case requires higher order of the approximation class A, as
is shown in Figure 4.8. But because the data are strongly informative, they
allow an almost perfect reconstruction of the underlying truth image. The
relative CPU times are similar to the limited angle case: roughly 8 for µ(r)pos(y)
and 14 for µ̂(r)pos(y). If preconditioning with the prior covariance is included
in the reference CPU time calculation, the relative CPU times drop to 1.5
for µ(r)pos(y) and to 2.6 for µ̂(r)pos(y). We remark that in realistic applications
of X-ray tomography, the limited angle setup is extremely common as it is
cheaper and more flexible (yielding smaller and lighter devices) than a full-
angle configuration.
4.5.3 Example 3: Heat equation
Our last example is the classic linear inverse problem of solving for the
initial conditions of an inhomogeneous heat equation. Let u(s, t) be the time
dependent state of the heat equation on s = (s1, s2) ∈ Ω = [0, 1]2, t ≥ 0, and
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Figure 4.5: Limited-angle X-ray tomography: Comparison of the optimal pos-
terior mean approximations, µ(r)pos(y) (blue) and µ̂(r)pos(y) (black) of µpos(y) for a
fixed realization of the data y, as a function of the order r of the approximating
classes Ar and Âr, respectively. The normalized error for an approximation
µ(y) is defined as ‖µ(y)− µpos(y)‖Γ−1pos / ‖µpos(y)‖Γ−1pos . The numbers above or
below the snapshots indicate the relative CPU time of the corresponding mean
approximation—i.e., the time required to compute the approximation divided
by the time required to apply the posterior precision matrix to a vector.
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(4.42), and their expected values in green and red, respectively; for Exam-
ple 2 (left panel) and Example 3 (right panel).
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Figure 4.7: Left: Leading eigenvalues of Γpr and H−1 in the limited-angle and
full-angle X-ray tomography problems. Center: Leading generalized eigen-
values of the pencil (H,Γ−1pr ) in the limited-angle (blue) and full-angle (red)
cases. Right: dF(Γpos, Γ̂pos) as a function of the rank of the update KK>, with
Γ̂pos = Γpr −KK>, in the limited-angle (blue) and full-angle (red) cases.
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Figure 4.8: Same as Figure 4.5, but for full-angle X-ray tomography (sources
and receivers spread uniformly around the entire object).
let κ(s) be the heat conductivity field. Given initial conditions u0(s) = u(s, 0),
the state evolves in time according to the linear heat equation:
∂u(s, t)
∂t
= −∇ · (κ(s)∇u(s, t)), s ∈ Ω, t > 0,
κ(s)∇u(s, t) · n(s) = 0, s ∈ ∂Ω, t > 0, (4.43)
where n(s) denotes the outward-pointing unit normal at s ∈ ∂Ω. We place
ns = 81 sensors at the locations s1, . . . , sns , uniformly spaced within the lower
left quadrant of the spatial domain, as illustrated by the black dots in Figure
4.9. We use a finite dimensional discretization of the parameter space based
on the finite element method on a regular 100 × 100 grid, {s′i}. Our goal is
to infer the vector x = (u0(s′i)) of initial conditions on the grid. Thus, the
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dimension of the parameter space for the inference problem is n = 104. We
use data measured at 50 discrete times t = t1, t2, . . . , t50, where ti = i4t, and
4t = 2×10−4. At each time ti, pointwise observations of the state u are taken
at these sensors, i.e.,
di = Cu(s, ti), (4.44)
where C is the observation operator that maps the function u(s, ti) to d =
(u(s1, ti), . . . , u(sn, ti))>. The vector of observations is then d = [d1; d2; . . . ; d50].
The noisy data vector is y = d + ε, where ε ∼ N (0, σ2I) and σ = 10−2. Note
that the data are a linear function of the initial conditions, perturbed by
Gaussian noise. Thus the data can be written as:
y = Gx+ ε, ε ∼ N (0, σ2I). (4.45)
where G is a linear map defined by the composition of the forward model
(4.43) with the observation operator (4.44), both linear.
We generate synthetic data by evolving the initial conditions shown in
Figure 4.9. This “true” value of the inversion parameters x is a discretized
realization of a Gaussian process satisfying an SPDE of the same form used in
the previous tomography example, but now with a non-stationary permeability
field. In other words, the truth is a draw from the prior in this example (unlike




κ2I −∇ · c(s)∇
)
x(s) =W(s) s ∈ Ω, (4.46)
where c(s) is the space-dependent permeability tensor.
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Figure 4.10 and the right panel in Figure 4.6 show our numerical results.
They have the same interpretations as Figures 4.5 and 4.6 in the tomography
example. The trends in the figures are consistent with those encountered in the
previous example and confirm the good performance of the optimal low-rank
approximation. Notice that in Figures 4.10 and 4.6 the approximation of the
posterior mean appears to be nearly perfect (visually) once the error curves
for the two approximations cross. This is somewhat expected from the theory
since we know that the crossing point should occur when the approximations
start to use eigenvalues of the pencil (H,Γ−1pr ) that are less than one—that is,
once we have exhausted directions in the parameter space where the data are
more constraining than the prior.
Again, we report the relative CPU time for each posterior mean ap-
proximation above/below the corresponding snapshot in Figure 4.10. The
results differ significantly from the tomography example. For instance, at or-
der r = 200, which yields approximations that are visually indistinguishable
from the true mean, the relative CPU times are 0.001 for µ(r)pos(y) and 0.53
for µ̂(r)pos(y). Therefore we can compute an accurate mean approximation for
a new realization of the data much more quickly than taking one iteration of
an iterative solver. Recall that, consistent with the setting described at the
start of Section 4.4, this is a comparison of online times, after the matrices
(4.28) or (4.31) have been precomputed. The difference between this case and
tomography example of Section 4.5.2 is due to the higher CPU cost of ap-
plying the forward and adjoint models for the heat equation—solving a time
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dependent PDE versus applying a sparse matrix. Also, because the cost of
applying the prior covariance is negligible compared to that of the forward
and adjoint solves in this example, preconditioning the iterative solver with
the prior would not strongly affect the reported relative CPU times, unlike the
tomography example.
Figure 4.11 illustrates some important directions characterizing the
heat equation inverse problem. The first two columns show the four lead-
ing eigenvectors of, respectively, Γpr and H. Notice that the support of the
eigenvectors of H concentrates around the sensors. The third column shows
the four leading directions (ŵi) defined in Theorem 1. These directions de-
fine the optimal prior-to-posterior covariance matrix update (cf. (4.9)). This
update of Γpr is necessary to capture directions (w̃i) of greatest relative differ-
ence between prior and posterior variance (cf. Corollary 1). The four leading
directions (w̃i) are shown in the fourth column. The support of these modes is
again concentrated around the sensors, which intuitively makes sense as these
are directions of greatest variance reduction.
4.6 Conclusions
This paper has presented and characterized optimal approximations
of the Bayesian solution of linear inverse problems, with Gaussian prior and
noise distributions defined on finite-dimensional spaces. In a typical large-scale
inverse problem, observations may be informative—relative to the prior—only
on a low-dimensional subspace of the parameter space. Our approximations
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Figure 4.9: Heat equation (Example 3). Initial condition (top left) and several
snapshots of the states at different times. Black dots indicate sensor locations.

































Figure 4.10: Same as Figure 4.5, but for Example 3 (initial condition inversion
for the heat equation).
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pri or Hessi an ŵ i w̃ i
Figure 4.11: Heat equation (Example 3). First column: Four leading eigen-
vectors of Γpr. Second column: Four leading eigenvectors of H. Third column:
Four leading directions (ŵi) (cf. (4.9)). Fourth column: Four leading directions
(w̃i) (cf. Corollary 1)
therefore identify and exploit low-dimensional structure in the update from
prior to posterior.
We have developed two types of optimality results. In the first, the
posterior covariance matrix is approximated as a low-rank negative semidefi-
nite update of the prior covariance matrix. We describe an update of this form
that is optimal with respect to a broad class of loss functions between covari-
ance matrices, exemplified by the Förstner metric [75] for symmetric positive
definite matrices. We argue that this is the appropriate class of loss functions
with which to evaluate approximations of the posterior covariance matrix, and
show that optimality in such metrics identifies directions in parameter space
along which the posterior variance is reduced the most, relative to the prior.
Optimal low-rank updates are derived from a generalized eigendecomposition
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of the pencil defined by the minus log-likelihood Hessian and the prior pre-
cision matrix. These updates have been proposed in previous work [73], but
our work complements these efforts by characterizing the optimality of the
resulting approximations. Under the assumption of exact knowledge of the
posterior mean, our results extend to optimality statements between the as-
sociated distributions (e.g., optimality in the Hellinger distance and in the
Kullback-Leibler divergence). Second, we have developed fast approximations
of the posterior mean that are useful when repeated evaluations thereof are
required for multiple realizations of the data (e.g., in an online inference set-
ting). These approximations are optimal in the sense that they minimize the
Bayes risk for squared-error loss induced by the posterior precision matrix.
The most computationally efficient of these approximations expresses the pos-
terior mean as the product of a single low-rank matrix with the data. We
have demonstrated the covariance and mean approximations numerically on
a variety of inverse problems: synthetic problems constructed from random
Hessian and prior covariance matrices; an X-ray tomography problem with
different observation scenarios; and inversion for the initial condition of a heat
equation, with localized observations and a non-stationary prior.
This work has several possible extensions of interest, some of which are
already part of ongoing research. First, it is natural to generalize the present
approach to infinite-dimensional parameter spaces endowed with Gaussian pri-
ors. This setting is essential to understanding and formalizing Bayesian infer-
ence over function spaces [33,189]. Here, by analogy with the current results,
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one would expect the posterior covariance operator to be well approximated by
a finite-rank negative perturbation of the prior covariance operator. A further
extension could allow the data to become infinite-dimensional as well. Another
important task is to generalize the present methodology to inverse problems
with nonlinear forward models. One approach for doing so is presented in [57];
other approaches are certainly possible. Yet another interesting research topic
is the study of analogous approximation techniques for sequential inference.
We note that the assimilation step in a linear (or linearized) data assimila-
tion scheme can be already tackled within the framework presented here. But
the nonstationary setting, where inference is interleaved with evolution of the
state, introduces the possibility for even more tailored and structure-exploiting
approximations.
4.7 Technical results
Here we collect the proofs and other technical results necessary to sup-
port the statements made in the previous sections.
We start with an auxiliary approximation result that plays an impor-
tant role in our analysis. Given a semi-positive definite diagonal matrix D,
we seek an approximation of D + I by a rank r perturbation of the identity,
UU>+I, that minimizes a loss function from the class L defined in (4.6). The
following lemma shows that the optimal solution Û Û> is simply the best rank
r approximation of the matrix D in the Frobenius norm.
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Lemma 2 (Approximation lemma). Let D = diag{d21, . . . , d2n}, with d2i ≥ d2i+1,
and L ∈ L. Define the functional J : Rn×r → R, as: J (U) = L(UU> +
I,D + I) = ∑i f(σi), where (σi) are the generalized eigenvalues of the pencil
(UU> + I,D + I) and f ∈ U . Then:







where (ei) are the columns of the identity matrix.
(ii) If the first r eigenvalues of D are distinct, then any minimizer of J
satisfies (4.47).
Proof. The idea is to apply [131, Theorem 1.1] to the functional J . To this
end, we notice that J can be equivalently written as: J (U) = F ◦ ρn ◦ g(U),
where: F : Rn+ → R is of the form F (x) =
∑n
i=1 f(xi); ρn denotes a function
that maps an n× n SPD matrix A to its eigenvalues σ = (σi) (i.e., ρn(A) = σ
and since F is a symmetric function, the order of the eigenvalues is irrelevant);
and the mapping g is given by: g(U) = (D+I)−1/2(UU>+I)(D+I)−1/2, for all
U ∈ Rn×r. Since the function F ◦ ρn satisfies the hypotheses in [131, Theorem
1.1], F ◦ρn is differentiable at the SPD matrixX if and only if F is differentiable
at ρn(X), in which case (F ◦ ρn)′(X) = ZSσZ>, where
Sσ = diag[F ′(ρn(X)) ] = diag{f ′(σ1), . . . , f ′(σn)},
198
and Z is an orthogonal matrix such that X = Z diag[ ρn(X) ]Z>. Using the










which leads to the following gradient of J at U :
J ′(U) = 2(D + I)−1/2ZSσ(D + I)−1/2Z>U = 2WSσW>U,
where the orthogonal matrix Z is such that the matrix W = (D + I)−1/2Z
satisfies
(UU> + I)W = (D + I)WΥσ (4.48)
with Υσ = diag(σ). Now we show that the functional J is coercive. Let (Uk)
be a sequence of matrices such that ‖Uk‖F → ∞. Hence, σmax(g(Uk)) → ∞
and so does J since:
J (Uk) ≥ f(σmax(g(Uk))) + (n− 1)f(1)
and f(x)→∞ as x→∞. Thus, J is a differentiable coercive functional, and
has a global minimizer Û with zero gradient:
J ′(Û) = 2WSσW>Û = 0. (4.49)
However, since f ∈ U , f ′(x) = 0 iff x = 1. It follows that condition (4.49) is
equivalent to
(I −Υσ)W>Û = 0. (4.50)
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(4.48) and (4.50) give Û Û>−D = W−>Υ−1(Υ−I)W>, and right-multiplication
by Û Û> then yields:
D (Û Û>) = ( Û Û>)2. (4.51)
In particular, if u is an eigenvector of Û Û> with nonzero eigenvalue α, then u
is an eigenvector of D, Du = αu, and thus α = d2i > 0 for some i. Thus, any








for some subsequence (k`) of {1, . . . , n} and rank rk ≤ r. Notice that any Û
satisfying (4.51) is also a critical point according to (4.50). From (4.52) we
also find that g(Û) is a diagonal matrix,










The diagonal entries σi, which are the eigenvalues of g(Û), are given by σi = 1
if i = k` for some ` ≤ rk, or σi = 1/(1 + d2i ) otherwise. In either case, we have
0 < σi ≤ 1 and the monotonicity of f implies that J (Û) is minimized by the
subsequence k1 = 1, . . . , kr = r, and by the choice rk = r. This proves (4.47).
It is clear that if the first r eigenvalues of D are distinct, then any minimizer
of J satisfies (4.47).
Most of the objective functions we consider have the same structure as
the loss function J . Hence, the importance of Lemma 2.
The next lemma shows that searching for a negative update of Γpr is
equivalent to looking for a positive update of the prior precision matrix. In
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particular, the lemma provides a bijection between the two approximation
classes,Mr andM−1r , defined by (4.4) and (4.12). In what follows, Spr is any
square root of the prior covariance matrix such that Γpr = Spr S>pr.
Lemma 3 (Prior updates). For any negative semidefinite update of Γpr, Γ̂pos =





. The converse is also true.
Proof. Let ZDZ> = S−1pr KK>S−>pr , D = diag{d2i }, be a reduced SVD of
S−1pr KK
>S−>pr . Since Γ̂pos  0 by assumption, we must have d2i < 1 for all i,




= Γpr − ΓprU
(
I + U>Γ−1pr U
)−1
U>Γpr = Γpr −KK> = Γ̂pos.
Conversely, given a matrix U , we use again Woodbury’s identity to write Γ̂pos
as a negative semidefinite update of Γpr: Γ̂pos = Γpr −KK>  0.
Now we prove our main result on approximations of the posterior co-
variance matrix.





over K ∈ Rn×r subject to the constraint Γ̂pos = Γpr − KK>  0, where (σi)
are the generalized eigenvalues of the pencil (Γpos, Γ̂pos) and f belongs to the
class U defined by Eq. (4.7). We also write σi(Γpos, Γ̂pos) to specify the pencil
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corresponding to the eigenvalues. By Lemma 3, the optimization problem is
equivalent to finding a matrix, U ∈ Rn×r, that minimizes (4.53) subject to
Γ̂−1pos = Γ−1pr + UU>. Observe that (σi) are also the eigenvalues of the pencil
(Γ̂−1pos,Γ−1pos).
Let WDW> = S>prH Spr with D = diag{δ2i }, be an SVD of S>prH Spr.
Then, by the invariance properties of the generalized eigenvalues we have:
σi(Γ̂−1pos, Γ−1pos) = σi(W>S>pr Γ̂−1pos SprW , W>S>pr Γ−1pos SprW ) = σi(ZZ> + I, D + I ),
where Z = W>S>prU . Therefore, our goal reduces to finding a matrix, Z ∈
Rn×r, that minimizes (4.53) with (σi) being the generalized eigenvalues of the
pencil (ZZ> + I, D + I ). Applying Lemma 2 leads to the simple solution:
ZZ> = ∑ri=1 δ2i eie>i , where (ei) are the columns of the identity matrix. In
particular, the solution is unique if the first r eigenvalues of S>prH Spr are
distinct. The corresponding approximation UU> is then






where w̃i = S−>pr wi and wi is the ith column of W . Woodbury’s identity gives
the corresponding negative update of Γpr as:









with ŵi = Sprwi. Now, it suffices to note that the couples (δ2i , ŵi) defined here
are precisely the generalized eigenpairs of the pencil (H,Γ−1pr ). At optimality,
σi = 1 for i ≤ r and σi = (1 + δ2i )−1 for i > r, proving (4.10). 
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Before proving Lemma 1, we recall that the Kullback-Leibler (K-L)
divergence and the Hellinger distance between two multivariate Gaussians,
ν1 = N (µ,Σ1) and ν2 = N (µ,Σ2), with the same mean and full rank covari-
ance matrices are given, respectively, by [161]:




















Proof of Lemma 1. By (4.56), the K-L divergence between the posterior
νpos(y) and the Gaussian approximation ν̂pos(y) can be written in terms of the
generalized eigenvalues of the pencil (Γpos, Γ̂pos) as:
DKL (νpos(y)‖ ν̂pos(y)) =
∑
i
(σi − ln σi − 1 ) /2,
and since f(x) = (x− ln x− 1) /2 belongs to U , we see that the K-L divergence
is a loss function in the class L defined by (4.6). Hence, Theorem 1 applies
and the equivalence between the two approximations follows trivially. An
analogous argument holds for the Hellinger distance. The squared Hellinger
distance between νpos(y) and ν̂pos(y) can be written in terms of the generalized
eigenvalues, (σi), of the pencil (Γpos, Γ̂pos), as:





i (1 + σi)
−1/2 . (4.58)
Minimizing (4.58) is equivalent to maximizing ∏i σ1/4i (1 + σi)−1/2, which in
turn is equivalent to minimizing the functional:
L(Γpos, Γ̂pos) = −
∑
i
ln(σ1/4i (1 + σi)−1/2 ) =
∑
i
ln( 2 + σi + 1/σi )/4 (4.59)
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Since f(x) = ln( 2 + x+ 1/x )/4 belongs to U , Theorem 1 can be applied once
again. 
Proof of Corollary 1. The proofs of parts (i) and (ii) were already given in
the proof of Theorem 1. Part (iii) holds because,
(1 + δ2i )Γpos w̃i = (1 + δ2i )(H + Γ−1pr )−1S−>pr wi
= (1 + δ2i )Spr(S>prH Spr + I)−1wi = Spr wi = Γpr w̃i,
because wi is an eigenvector of (S>prH Spr + I )−1 with eigenvalue (1 + δ2i )−1 as
shown in the proof of Theorem 1. 
Now we turn to optimality results for approximations of the posterior
mean. In what follows, let Spr, Sobs, Spos, and Sy be the matrix square roots
of, respectively, Γpr, Γobs, Γpos, and Γy := Γobs +GΓpr G> such that Γ = S S>
(i.e., possibly non-symmetric square roots).
Equation (4.25) shows that, to minimize E( ‖Ay − x‖2Γ−1pos ) over A ∈ A,
we need only to minimize E( ‖Ay−µpos(y) ‖2Γ−1pos ). Furthermore, since µpos(y) =
Γpos G>Γ−1obs y, it follows that
E( ‖Ay − µpos(y) ‖2Γ−1pos ) = ‖S
−1
pos (A− ΓposG>Γ−1obs)Sy ‖2F , (4.60)
We are therefore led to the following optimization problem:
min
A∈A
‖S−1posASy − S>posG>Γ−1obs Sy ‖F . (4.61)
The following result shows that an SVD of the matrix S
Ĥ
:= S>pr G>S−>obs can
be used to obtain simple expressions for the square roots of Γpos and Γy.
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Lemma 4 (Square roots). Let WDV > be an SVD of S
Ĥ
= S>prG>S−>obs . Then:
Spos = SprW ( I +DD> )−1/2W> (4.62)
Sy = Sobs V ( I +D>D )1/2 V > (4.63)
are square roots of Γpos and Γy.
Proof. We can rewrite Γpos = (G>Γ−1obsG+ Γ−1pr )−1 as
Γpos = Spr (SĤ S
>
Ĥ
+ I )−1 S>pr = SprW (DD> + I )−1W>S>pr
= [Spr W (DD> + I )−1/2W> ] [Spr W (DD> + I )−1/2W> ]>,






In the next two proofs we use (C)r to denote a rank r approximation
of the matrix C in the Frobenius norm.








Now, we need some computations to show that (4.64) is equivalent to (4.28).
Using (4.62) and (4.63) we find S>posG>Γ−1obs Sy = W (I + DD>)−1/2D (I +




i , where wi is the
ith column of W , vi is the ith column of V , and δi is the ith diagonal entry
of D. Inserting this back into (4.64) yields A = ∑i≤r δi(1 + δ2i )−1Sprwiv>i S−1obs.
Now it suffices to note that ŵi := Sprwi is a generalized eigenvector of (H,Γ−1pr ),
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that v̂i := S−>obs vi is a generalized eigenvector of (GΓprG>,Γobs), and that (δ2i )
are also eigenvalues of (H,Γ−1pr ). The minimum Bayes risk is a straightforward
computation for the optimal estimator (4.28) using (4.60). 
Proof of Theorem 3. Given A ∈ Âr, we can restate (4.61) as the problem
of finding a matrix B, of rank at most r, that minimizes:





such that A = (Γpr −B)G>Γ−1obs. By [77, Theorem 2.1], an optimal B is given
by:
B = Spos(S−1pos (Γpr − Γpos)G>Γ−1obs Sy )r(G>Γ−1obs Sy)† (4.66)
where † denotes the pseudo-inverse operator. A closer look at [77, Theorem
2.1] reveals that another minimizer of (4.65), itself not necessarily of minimum
Frobenius norm, is given by:
B = Spos(S−1pos (Γpr − Γpos)G>Γ−1obs Sy )r (S>prG>Γ−1obs Sy)†S>pr. (4.67)
By Lemma 4,
S>prG





S−1pos ΓprG>Γ−1obsSy = W [ (I +DD>)1/2D(I +D>D)1/2 ]V >
S−1pos ΓposG>Γ−1obsSy = W [ (I +DD>)−1/2D(I +D>D)1/2 ]V >








i for q = rank(SĤ),
whereas



















where wi is the ith column of W , vi is the ith column of V , and δi is the ith
diagonal entry of D. Notice that (δ2i , ŵi), with ŵi = Sprwi, are the generalized
eigenpairs of (H,Γ−1pr ) (cf. proof of Theorem 1). Hence, by Theorem 1, we
recognize the optimal approximation of Γpos as Γ̂pos = Γpr − B. Plugging
this expression back into (4.67) gives (4.31). The minimum Bayes risk in (ii)
follows readily using the optimal estimator given by (4.31) in (4.60). 
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Chapter 5
A Stochastic Newton MCMC Method for
Large-Scale Statistical Inverse Problems with
Application to Seismic Inversion
The content of this chapter is based on an existing publication1 which
is joint work with Lucas Wilcox, Carsten Burstedde, and my advisor Omar
Ghattas. The forward and adjoint simulations of the physical wave propa-
gation problem were implemented by Carsten, and was completed prior to
the beginning of this work. I contributed the majority of the algorithmic im-
plementations and the running of numerical experiments. All authors had
significant contribution to the remaining content of this chapter.
Abstract
We address the solution of large-scale statistical inverse problems in the
framework of Bayesian inference. The Markov chain Monte Carlo method is
the most popular approach for sampling the posterior probability distribution
that describes the solution of the statistical inverse problem. MCMC meth-
1 J. Martin, L. C. Wilcox, C. Burstedde, and O. Ghattas. A stochastic New-
ton MCMC method for large-scale statistical inverse problems with application to seis-
mic inversion. SIAM Journal on Scientific Computing, 34(3):A1460–A1487, 2012.
http://epubs.siam.org/doi/abs/10.1137/110845598
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ods face two central difficulties when applied to large scale inverse problems:
first, the forward models (typically in the form of partial differential equations)
that map uncertain parameters to observable quantities make the evaluation
of the probability density at any point in parameter space very expensive; and
second, the high-dimensional parameter spaces that arise upon discretization
of infinite-dimensional parameter fields make the exploration of the pdf pro-
hibitive. The challenge for MCMC methods is to construct proposal functions
that simultaneously provide a good approximation of the target density while
being inexpensive to manipulate.
Here we present a so-called Stochastic Newton method in which MCMC
is accelerated by constructing and sampling from a proposal density that builds
a local Gaussian approximation based on local gradient and Hessian (of the
log posterior) information. Thus, the method exploits tools (adjoint-based
gradients and Hessians) that have been instrumental for fast (often mesh-
independent) solution of deterministic inverse problems. Hessian manipula-
tions (inverse, square root) are made tractable by a low rank approximation
that exploits the compact nature of the data misfit operator. This is analogous
to a reduced model of the parameter-to-observable map. The method is ap-
plied to the Bayesian solution of an inverse medium problem governed by 1D
seismic wave propagation. We compare the Stochastic Newton method with
a reference black box MCMC method as well as a gradient-based Langevin
MCMC method, and observe at least two orders of magnitude improvement
in convergence for problems with up to 65 parameters. Numerical evidence
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suggests that a 1025 parameter problem converges at the same rate as the 65
parameter problem.
5.1 Introduction and background
Uncertainty in reconstructing parameter fields from data is a funda-
mental feature of ill-posed inverse problems. Our lack of knowledge results
from noisy measurements, sparse observations, uncertain forward models, and
uncertain prior parameter information. The deterministic output least squares
approach to inverse problems, which amounts to minimizing a regularized data
misfit function, is incapable of accounting for uncertainties in the solution of
the inverse problem. Bayesian inference provides a systematic framework for
incorporating uncertainties in observations, forward models, and prior knowl-
edge to quantify uncertainties in the model parameters. However, Bayesian
solution of large-scale statistical inverse problems, i.e., those described by ex-
pensive forward models such as partial differential equations (PDEs), and for
large numbers of model parameters as result from discretized parameter fields,
is essentially intractable using conventional statistical techniques that view the
forward model (i.e., the parameter-to-observable map) as a black box.
We address methods for sampling probability density functions (pdfs)
that describe uncertain parameter fields in Bayesian solutions to statistical
inverse problems governed by PDEs. Such problems have two properties that
present significant challenges for standard Markov chain Monte Carlo (MCMC)
sampling methods. First, each sample point requires solution of the forward
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problem, which can be exceedingly expensive. Second, discretization of the
parameter space can result in very high dimensional pdfs. Here, we present a
method that exploits the structure of the inverse operator to greatly speed up
MCMC. The method, to which we refer as Stochastic Newton, can be derived
by analogy with the classical Newton’s method for the associated deterministic
inverse problem. Stochastic Newton employs a local Gaussian approximation
to the target pdf—informed by local Hessian information—as a proposal den-
sity for MCMC. A low rank approximation of the Hessian is invoked—reflecting
the ill-posed nature of many PDE-based inverse problems—and rendering the
computation tractable. Alternatively, Stochastic Newton can be interpreted
as a Hessian-preconditioned Langevin MCMC method. In the remainder of
this section, we provide background on the Bayesian formulation of statistical
inverse problems and on MCMC methods, and discuss alternative approaches.
5.1.1 Bayesian formulation of the statistical inverse problem
The great challenge in solving inverse problems lies in the fact that they
are usually ill-posed: many different choices of model parameters may be con-
sistent with the data. Non-uniqueness stems from sparsity of the observations
and uncertainty in both the measurements and the model itself. A popular
approach to obtaining a unique “solution” to the inverse problem is to formu-
late it as a least squares optimization problem: minimize the misfit between
observed and predicted outputs in an appropriate norm while also minimiz-
ing a regularization term that penalizes unwanted features of the parameters.
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This is often called Occam’s approach: find the “simplest” set of parameters
that is consistent with the measured data. The inverse problem thus leads to
a nonlinear optimization problem that is constrained by the forward model.
Estimation of parameters using this regularization approach to inverse prob-
lems will yield an estimate of the “best” parameter values that simultaneously
fit the data and honor the regularization penalty term. However, we are in-
terested in not just point estimates of the best-fit parameters, but a complete
statistical description of the parameter values. The Bayesian approach does
this by reformulating the inverse problem as a problem in statistical inference,
incorporating uncertainties in the measurements, the forward model, and prior
information on the parameters [117,192]. The solution of this inverse problem
is the posterior joint probability density of the parameters, which encodes the
degree of confidence in their estimate. Thus we are able to quantify the re-
sulting uncertainty in the parameters, taking into account uncertainties in the
data, model, and prior information.
Suppose the relationship between output observables d (the predicted
outputs at the measurement locations and time instants) and uncertain model
parametersm is denoted by d = f(m, e), where e represents noise due to mea-
surement and/or modeling errors. In other words, given the model parameters
m and noise e, the function f(m, e) solves the forward (PDE) problem to
yield d. Suppose also that we have the prior probability density πprior(m),
which encodes the confidence we have in prior information on the unknown
model parameters (i.e., independent of present observations), and the likeli-
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hood function πlike(dobs|m), which describes the conditional probability that
the model parameters m give rise to the actual measurements dobs. Then
Bayes’ theorem of inverse problems expresses the posterior probability den-
sity of the model parameters, πpost, given the data dobs, as the conditional
probability
πpost(m) := π(m|dobs) ∝ πprior(m) π(dobs|m). (5.1)
Expression (5.1) provides the statistical solution of the inverse problem as a
probability density for the model parameters m. Often, particularly in high
dimensions, we are interested not in a complete characterization of πpost(m)
(which may be intractable to compute and impossible to interpret), but in its
moments (mean, covariance, etc.) or other functionals (e.g., event probabili-
ties).
As a specific example, suppose the noise is additive and is modeled as
Gaussian with zero mean and a covariance matrix Γnoise, and suppose the prior
density of the model parameters is represented as Gaussian with m̄prior as the
mean and Γprior as the covariance matrix, then the posterior probability density











This latter expression shows that even when the prior, measurement, and
modeling uncertainties are Gaussian, the posterior density of the model pa-
rameters is generally not Gaussian, due to the nonlinearity of the parameter-
to-observable map, f(m). However, this expression exposes a significant con-
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nection between statistical and deterministic inversion. Suppose we wish to
find the value of the most likely model parameters, by maximizing the poste-
rior density (5.2). This is equivalent to minimizing the negative argument of
the exponential function—which is precisely the misfit function that is mini-
mized by deterministic inverse methods, provided we interpret the prior as a
regularization and weigh the data misfit by the inverse noise covariance. More-
over, it is straightforward to show that the inverse of the Hessian matrix of the
deterministic regularized misfit function approximates the covariance matrix
of the posterior density (the equivalence is exact when f(m) is linear). This
connection between the Hessian operator of the deterministic inverse problem
and the inverse covariance matrix of the statistical inverse problem is crucial
to the computational efficiency of the Stochastic Newton method.
While it is easy to write down expressions for the posterior pdf such as
(5.1) or (5.2), making use of these expressions poses a challenge, because the
posterior pdf is a surface in high dimensions (equal to the number of model
parameters m), and because the solution of the forward problem (i.e., com-
puting f(m) given m) is required to evaluate the probability of any point in
parameter space (as can be seen in (5.2)). Straightforward grid-based sam-
pling is limited to problems with a few parameters and cheap forward sim-
ulations. Special sampling techniques, such as MCMC methods, have been
developed to generate sample ensembles that typically require many fewer
points than grid-based sampling, e.g. [117,192,193]. In particular, Metropolis-
Hastings (M-H) methods employ a given proposal probability density q(mk,y)
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Algorithm 5 Metropolis-Hastings Algorithm to sample pdf π
Choose initial parameters m0
Compute π(m0)
for k = 0, . . . , N − 1 do
Draw sample y from the proposal density q(mk, · )
Compute π(y)





Draw u ∼ U([0, 1))
if u < α(mk,y) then
Accept: Set mk+1 = y
else
Reject: Set mk+1 = mk
end if
end for
at each sample point in parameter space mk to generate a proposed sample
point y. Once generated, the M-H criterion chooses to either accept or reject
the proposed sample point, and repeats from the new point, thereby gen-
erating a chain of samples from the posterior density πpost(m). Algorithm
5.1.1 [117, Section 3.6.2] presents pseudo-code for the M-H method. For ex-
ample, a popular choice for the proposal density is the isotropic Gaussian
q(mk,y) = 1(2π)n/2 exp[−
1
2(‖mk − y‖)
2]; the resulting method is known as
Random Walk Metropolis. This proposal density is easy to sample, but can
lead to poor MCMC performance due to the mismatch between the proposal
and posterior densities. This problem is greatly compounded when the pa-
rameter dimension is large, and in these cases it is critical that this mismatch
is minimized to obtain acceptable MCMC performance. The challenge is to
devise a proposal density q(mk,y) that is both easy to sample and a good
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representation of the underlying posterior probability density.
A traditional approach is to utilize a single site updating scheme [111,
149]. This approach is more forgiving of naive proposal densities, but requires
as many forward simulations as parameters to perform a single parameter
sweep. When the forward simulation is expensive and the parameter dimen-
sion is large, this approach is computationally intractable. In this paper, we
therefore restrict our attention to multivariate proposal densities that update
the entire parameter vector at once.
Given the connection between the inverse covariance matrix of the pos-
terior pdf and the Hessian of the deterministic regularized misfit mentioned
above, our goal is to capitalize on advances in algorithms for deterministic
inverse problems to construct proposal densities for M-H MCMC that exploit
the structure of the posterior pdf. In particular, we construct local Gaussian
approximations of the posterior pdf from gradient and Hessian information of
the negative log posterior. Drawing samples from this proposal density then
requires solving systems that are identical to the Newton step for a deter-
ministic inverse problem, thereby exploiting advances in fast Newton methods
for deterministic inverse problems. Using modern adjoint techniques, gradi-
ents can be computed at a cost of a single linearized forward solve, as can
actions of Hessians on vectors. These tools, combined with specialized solvers
that exploit the fact that many ill-posed inverse problems have compact data
misfit operators, often permit solution of deterministic inverse problems in a
dimension-independent (and typically small) number of iterations (e.g., [5]).
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We study the efficiency of the Stochastic Newton method introduced
here on a model seismic inverse problem, that of recovering the distribution of
stiffness of an elastic medium from noisy observations of seismically-induced
ground motion at the surface. Stochastic Newton is compared with a freely-
available implementation of another popular method that attempts to exploit
posterior covariance information, the delayed rejection adaptive Metropolis
(DRAM) method, and with unpreconditioned Langevin MCMC. The results
demonstrate large speedups over the other methods, and suggest mesh in-
dependence of Stochastic Newton for problems with up to 1025 parameters.
We demonstrate experimentally that Stochastic Newton is able to take large
steps without compromising acceptance rates, and that convergence diagnos-
tics and integrated autocorrelation functions show substantial improvement in
the Stochastic Newton sample chains over traditional MCMC sample chains.
5.1.2 Approaches for sampling posterior probability density func-
tions
In this subsection, we review existing approaches to the solution of
the statistical inverse problem, and conclude by describing the relationship
between the proposed Stochastic Newton method and existing methods. We
restrict this review to methods for sampling pdfs that arise specifically from
large-scale statistical inverse problems characterized by “expensive” forward
models (e.g., those governed by PDEs) and high dimensional parameter spaces
(e.g., those that arise by discretization of heterogeneous PDE coefficients). For
such problems, nearly every existing method ultimately gives the solution to
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the statistical inverse problem as a set of samples drawn from the posterior pdf.
To make this sampling tractable, some form of reduction is often advocated.
Below we review several different forms of reduction of the forward model and
parameter space that have been proposed. We proceed from these reduced
modeling approaches to increasingly “intrusive” sampling methods, eventu-
ally making use of first and second derivative information to characterize the
posterior pdf.
5.1.2.1 Reduced modeling
A popular approach to working with a large number of parameters is to
reduce the dimension of the problem in some way during the computation of
the (expensive) parameter-to-observable map, and later generate samples by
interrogating this reduced representation at a correspondingly reduced cost.
Projection-type reduced order models are one possible realization of this idea.
Here, the state space is projected onto a limited number of basis functions to
obtain an inexpensive reduced forward model. This is then used for posterior
evaluation or sampling [10, 34, 78, 153, 200]. In addition, the parameter space
may also be reduced to facilitate MCMC methods that work well in low di-
mensions [136]. The challenge has been to develop reduced models that are
faithful over the full high dimensional parameter space.
Other approaches use a truncated polynomial chaos (PC) expansion to
represent the uncertain parameters, and construct an approximate stochastic
forward problem by Galerkin projection onto this PC basis [83]. This stochas-
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tic problem is more expensive than the original forward problem, but once
obtained, the solution can be used to construct a surrogate for the posterior
distribution, which can be evaluated repeatedly at negligible cost, making it
ideal for MCMC sampling [144, 146]. Because the total number of terms in
the PC expansion is combinatorial in the parameter dimension, a truncated
Karhunen-Loève (KL) expansion (based on the prior distribution) may be em-
ployed to prevent the cost of the stochastic forward problem from becoming
prohibitive [145]. However, it is necessary to ensure that enough KL modes
are retained so that the solution of the statistical inverse problem is not sig-
nificantly biased toward the prior distribution.
Alternatively, after reduction using a PC basis, one can formulate a
functional optimization problem over the stochastic space to characterize the
solution to the inverse problem [14]. This idea can be combined with Smolyak
sparse grids and stochastic collocation to tackle higher dimensional problems as
well [205]. One may also approximate the parameter-to-observable map with
a Gaussian process model that is constructed via Bayesian model calibration
over a limited set of training data (limited in both the number of experimental
observations available, as well as the number of forward model evaluations)
[109, 120]. Additionally, the Gaussian process model may incorporate local




As an alternative, we may instead “sample then reduce,” wherein the
full parameter space is sampled by a MCMC method that is able to cope with
the high dimensionality and strong correlation structure inherent in ill-posed
inverse problems. This can be of particular importance when modes of the
parameter space that are important to the inverse problem do not align well
with a coordinate basis or strong modes of the prior in the KL expansion, and
any reduced basis generated by these approaches would require a prohibitive
number of basis vectors to solve the problem with sufficient accuracy.
Delayed Rejection Adaptive Metropolis (DRAM) MCMC adaptively
constructs an approximation to the posterior covariance matrix to guide the
sampling process and cope with the correlation structure [95]. DRAM requires
only the ability to evaluate the posterior density at an arbitrary point, and can
thus be considered a black-box (or “non-intrusive”) method. Similarly, the so-
called t-walk only requires pointwise evaluations, but is specifically designed
to be invariant to scale and correlation structure, allowing it to perform well
on problems that have different scales or correlations in different regions of
parameter space [47].
Many MCMCmethods also employ derivative information to help guide
sampling, which is more demanding of the types of information that need to
be computed from the forward map. Langevin MCMC employs a stochastic
differential equation (SDE) that has the desired posterior distribution as a
stationary solution. Trajectories (realizations) of this SDE can thus be used
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to construct sample chains for the posterior distribution. When discretized, a
finite timestep must be selected, and the discrete trajectories may no longer
be faithful to the original SDE. Langevin MCMC restores convergence of the
sample chain to the desired posterior distribution by considering each timestep
as a proposal distribution for the M-H algorithm (see e.g., [8, 180]). This
also permits the use of inexpensive approximate gradient information (e.g.,
computed based on a coarse scale model) [61].
Another class of methods uses a two stage proposal process, where the
proposal is first subjected to an accept/reject step based on an inexpensive
approximate model (e.g., based on a coarse scale model), and the expensive
true solution is computed only when the proposal is likely to be accepted
[46,66,110].
Finally, Hamiltonian Monte Carlo (HMC) extends the parameter space
at each MCMC sample to include a momentum variable, chooses a random
sample from momentum space and integrates a Hamiltonian system to gen-
erate proposal points. Derivative information of the posterior density is also
used for this approach in the construction and solution of this system. A
review of HMC methods can be found in [152].
5.1.2.3 Hessian-based sampling
Last but not least, we consider methods that make use of Hessian in-
formation (i.e., second derivatives) of the forward map. This information is
generally more expensive to obtain, but can prove highly beneficial to speeding
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up convergence of the sampling process. MCMC methods that utilize Hessian
information have been considered previously [81, 82, 171], but are practicable
only for a small number of parameters or for problems where an analytical
expression for the Hessian is available. In [103], a BFGS-type approximation
of the Hessian is considered for this purpose to avoid explicit computation of
second derivatives, and demonstrated on a 16 parameter Gaussian posterior
distribution.
Another interesting approach makes use of the Fisher information as a
natural metric for a Riemannian manifold [86]. Langevin MCMC and HMC
can both be derived in this particular metric, and show significant gains over
the traditional varieties of MCMC by respecting the local structure of the
parameter space. This method employs what amounts to the Gauss-Newton
approximation of the Hessian of the negative log posterior, as well as addi-
tional third derivative terms. Computing the exact Gauss-Newton Hessian
is generally intractable for large-scale inverse problems since it requires the
solution of as many forward problems as the number of parameters.
Finally, the Stochastic Newton method we introduce in this paper can
be understood as a relative of a preconditioned Langevin MCMC method,
where the preconditioning is performed with the local Hessian of the nega-
tive log posterior. It is noteworthy that we obtain a similar precondition-
ing term to the one that appears in the Riemannian-manifold derivation of
Langevin MCMC; in this paper however, we construct an accurate low-rank
representation of the Hessian, and show that all necessary computations can
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be performed without constructing the full Hessian operator. This permits
scalability to large parameters dimensions.
5.1.3 Outline of the paper
In Section 5.2, we demonstrate the natural connections between deter-
ministic optimization and the statistical inverse problem, use these connections
to derive Stochastic Newton MCMC, and derive the low-rank approximations
required to make the method tractable for large-scale inverse problems. Sec-
tion 5.3 presents a motivating Bayesian statistical inverse problem based on
seismic wave scattering. Finally, in Section 5.4 we compare the performance of
Stochastic Newton with DRAM MCMC and Langevin MCMC in various con-
vergence metrics, demonstrate that Stochastic Newton offers a favorable trade
off between increased complexity of the computations and improved MCMC
convergence, and show examples that support good scalability with increasing
dimensionality of parameter space.
5.2 Stochastic Newton MCMC
Large scale optimization provides many tools and insights—in particu-
lar, Newton’s method and its matrix-free variants—that accelerate the solution
of deterministic inverse problems. In this section, we develop the Stochastic
Newton method, which exploits natural connections between the determinis-
tic inverse problem and the Bayesian statistical inverse problem to accelerate
statistical sampling methods. Moreover, motivated by the spectral structure
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of underlying infinite dimensional Hessian operators that appear in many ill-
posed inverse problems, we introduce low rank approximations that make the
Stochastic Newton method tractable in high dimensions.
5.2.1 Connection with optimization
Consider a finite dimensional parameter-to-observable map d = f(m)
that maps parameters m ∈ Rn to observables d ∈ Rm. The deterministic
inverse problem seeks to minimize 12‖f(m) − dobs‖
2
W , the misfit between the
model predictions and the observed data dobs ∈ Rm in the W -norm, with
W ∈ Rm×Rm. A quadratic regularization term 12‖m−m̄‖
2
R penalizes distance
from a baseline vector of parameters m̄ ∈ Rn in the R-norm, with R ∈
Rn×Rn. Appropriate regularization of this form addresses ill-posedness of the
inverse problem and guarantees uniqueness of the solutionm∗ to the following
deterministic inverse problem:











In the statistical inverse setting, we observe that Bayes’ Theorem (5.1)
can be understood directly in the deterministic context if we inspect the neg-
ative log-posterior,
− log πpost = − log πlike − log πprior + const. (5.4)
The constant of proportionality from Bayes’ Theorem is included above, but
affects neither the deterministic optimization nor the statistical inverse prob-
lem. In the statistical setting of the inverse problem, the misfit f(m)−dobs is
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interpreted as a vector-valued random variable. When the measurement error
and model error are unbiased, additive, and Gaussian, we have (f(m)−dobs) ∼
N (0,Γnoise). (See e.g. Section 3.2.1 of [117].) The log-likelihood function in
this context plays the role of the misfit term in the optimization formulation
(5.3):
− log πlike(dobs|m) = 12(f(m)− dobs)
TΓ−1noise(f(m)− dobs). (5.5)
More general considerations of measurement and model error are possible, and
do not restrict the applicability of our method.
Similarly, if the prior density is Gaussian with mean m̄prior and co-
variance matrix Γprior, then the log-prior term in (5.4) plays the role of the
regularization from deterministic optimization,
− log πprior(m) = 12(m− m̄prior)
TΓ−1prior(m− m̄prior). (5.6)
As before the assumption of a Gaussian prior can also be relaxed.
The negative log-posterior (5.4) is now understood directly as the cost
function V (m) from deterministic optimization, and therefore we can write
the posterior density as
πpost(m|dobs) ∝ exp(−V (m)), (5.7)
where the cost function V (m) is given by








The connection between the cost functional from deterministic optimi-
zation and the posterior probability density in the statistical setting is made
explicit when we seek the maximum a posteriori (MAP) estimatemMAP, which
is given by maximizing the posterior, or equivalently, by minimizing the cost
function. Thus, mMAP = m∗ when the appropriate definitions of W and R
are taken in (5.3). Next, we consider how to further exploit this connection
between deterministic and statistical inversion.
5.2.2 The Gaussian linear case
When the parameter-to-observable map is linear, we write f(m) =
Gm with G ∈ Rm×n. In this case we observe that the negative log posterior
(or deterministic cost function)




is quadratic in the parameters m. Making use of the expressions for the
gradient g and Hessian H of V (m),
g := g(m) = ∇V (m) = GTΓ−1noise(Gm− dobs) + Γ−1prior(m− m̄prior), (5.10)
H := ∇2V (m) = GTΓ−1noiseG+ Γ−1prior, (5.11)
we can rewrite the cost function in the form
V (m) = 12(m−m
∗)TH(m−m∗) + const, (5.12)
which makes clear, since both Γnoise and Γprior and therefore H are positive








Moreover, the posterior pdf exp(−V (m)) can be seen to be Gaussian with
mean given by the minimizer of V (m), i.e. the solution of the deterministic
inverse problem (5.3), and covariance given by the inverse of the Hessian,H−1,
i.e., πpost is distributed as N (m∗,H−1). Hence, we see an explicit connection
between the deterministic solution and its statistical counterparts, at least in
the case of a linear parameter-to-observable map.
5.2.3 The nonlinear case and Stochastic Newton’s method
When the parameter-to-observable map f(m) is nonlinear, the poste-
rior is no longer Gaussian, and in general the minimum of the cost function
no longer coincides with the mean of the posterior, nor does the inverse of
the Hessian coincide with the covariance matrix of the posterior. However, we
can still exploit connections between deterministic optimization methods for
minimizing V (m) and statistical methods for sampling the posterior πpost.
The gold standard for optimization is Newton’s method, which begins
with a local quadratic approximation Ṽ (m) of the cost function about a given
point mk, which can be written as
V (m) ≈ Ṽ (m) = 12(m−mk)
TH(m−mk) +gT (m−mk) +V (mk), (5.14)
with gradient g(mk) = ∇V (mk) and Hessian H(mk) = ∇2V (mk).
In the vicinity of a local minimum, H is positive definite. However, at
227
an arbitrary pointm,H is not guaranteed to be positive definite, and in such
cases it is necessary to replace H with a suitably modified positive definite
Hessian H̃ in Ṽ (m) in order to guarantee convergence. A simple choice for
H̃ is an eigenvalue decomposition of H , with small or negative eigenvalues
replaced with a minimum threshold value. Finally, we rearrange (5.14) as we
did in the Gaussian linear case (5.12) to write




g) + const, (5.15)
which shows that the minimizer of Ṽ (m) is given by mk+1 = mk − H̃
−1
g.
Note that −H̃−1g is the Newton step, and iterating this process leads to the
classical Newton’s method.
In the statistical setting, inserting Ṽ (m) into (5.7) leads to an approx-
imation of πpost given by
πpost(m) ≈ π̃(m) = exp(−Ṽ (m)), (5.16)
which is in fact a Gaussian, centered on the point mk+1 (the result of the the
deterministic Newton step) with covariance H̃−1.
Having constructed a local Gaussian approximation of the posterior
pdf, we are now in a position to define the Stochastic Newton method, which
is a MCMC method that uses the normalized proposal density



















Recall that the quadratic approximation is constructed using gradient and Hes-
sian information atmk, namely H̃(mk) and g(mk). Thus, we have “tailored”
the proposal density q(mk,y) = π̃(y) to the underlying posterior pdf using
derivative information of V (m). The Stochastic Newton step at each MCMC
iteration proposes a sample y from the density π̃(y), which is then subjected
to the accept/reject framework of the Metropolis-Hastings algorithm. Pseu-
docode for Stochastic Newton MCMC for this problem is given in Algorithm
6.
If in fact the posterior density πpost is Gaussian (e.g., Section 5.2.2), and
the Hessian H̃ is exact, then q(mk,y) = π̃(y) = πpost(y), and the Metropolis-












Thus in this case we achieve “perfect sampling,” in which all samples are
independent draws from the true posterior density πpost(m), and accepted
with probability 1.
Before concluding this section, we make one final remark about the
threshold value used to define H̃ . Because H̃−1 is used as the covariance ma-
trix for the proposal distribution, this minimum threshold value for H̃ guar-
antees a maximum covariance value for the proposal density. This threshold
value can therefore be used as a tunable parameter in MCMC to restrict the
maximum desired step length to improve performance if the sample acceptance
rate is too low.
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Algorithm 6 Stochastic Newton MCMC Algorithm to sample πpost
Choose initial m0
Compute πpost(m0), g(m0),H(m0)
for k = 0, . . . , N − 1 do
Define q(mk,y) = π̃(y) as in equation (5.17)
Draw sample y from the proposal density q(mk, · )
Compute πpost(y), g(y),H(y)





Draw u ∼ U([0, 1])
if u < α(mk,y) then
Accept: Set mk+1 = y
else
Reject: Set mk+1 = mk
end if
end for
5.2.4 Low-rank Hessian approximation
The MCMC method we are proposing here has been contemplated be-
fore [82,171,174], but applied only to low-dimensional sampling problems and
not computationally-intensive inverse problems as we consider here. Attempt-
ing to apply the method as described above to such problems will quickly
lead to failure, since constructing just one Hessian requires n forward solves
(e.g., [21, 112]), that is, equal to the number of parameters. Thus MCMC
becomes intractable for expensive forward problems (e.g., governed by PDEs)
and in high dimensions (e.g., when the parameters describe a discretization of
a field, such as a PDE coefficient, initial condition, boundary condition, etc.).
However, experience with large-scale deterministic inverse problems has
shown in many cases that the Hessian of the data misfit term in (5.3) is a
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compact operator whose range space is independent of mesh resolution (see
e.g., [198]). The intuition behind the compactness of the Hessian of the data
misfit term,
Hmisfit = −∇2 log πlike, (5.19)
is that for many ill-posed inverse problems, the observations are sparse and
typically inform only a limited number of modes of the parameter field; thus,
the Jacobian matrix of observables f(m) with respect to parameters m is
well-approximated by a low-rank matrix. In particular, it can be shown that
the Hessian of the data misfit operator for the inverse medium scattering
problem we consider in §5.3 is a compact operator with exponentially decaying
spectrum (when the medium is analytic) [30]. This property suggests a low
rank approximation of the data misfit Hessian, which permits us to avoid
prohibitive computation of the full Hessian. Below, we exploit the compactness
of the data misfit Hessian to make the Stochastic Newton MCMC method
presented here tractable for large-scale problems.
In the Bayesian setting, the HessianH can be written as a sum of data
misfit and prior Hessians, i.e.,
H = Hmisfit + Γ−1prior. (5.20)
Consider a decomposition of the prior such that Γprior = LLT , computed either
as the symmetric square root L = Γ1/2prior, or as the Cholesky factorization.2








we see that the expression LTHmisfitL emerges as a natural candidate for a
low rank spectral approximation, since comparison with the identity provides
a quantitative criterion for truncating the spectrum, and since Γprior is often
a smoothing operator, and thus the collapse of the spectrum of Hmisfit is
then enhanced by preconditioning with L. The low rank approximation of
LTHmisfitL represents the parameter subspace in which the data are most
informative about the parameters, and least constrained by the prior.
Using Lanczos (or any of its siblings [183]), an r-dimensional low rank
approximation can be represented as LTHmisfitL ≈ V rDrV Tr , where V r ∈
Rn×r contains the dominant eigenvectors, and the diagonal matrix Dr ∈ Rr×r
contains the dominant eigenvalues. The number of desired eigenvectors r is de-
termined by truncating the decomposition once the eigenvalues fall below some
threshold value α 1, below which it is assumed that the prior dominates the
character of the Hessian. This truncation also ensures positive definiteness of
the low rank approximation of H , which we identify as H̃ .
Tractability of the low rank approximation and its use in the Stochastic
Newton Method can be established as follows. First, Lanczos requires only
prohibitively costly to perform. In this case, one prefers to exploit the structure of the
prior to specify L or Γ1/2prior directly—or their action on a vector—via an O(n) method.
For example, for a smoothing prior, one can view Γ1/2prior as an elliptic solve via a multigrid
method [26,189].
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matrix-vector products (“matvecs”) and therefore there is no need to explicitly
form the (dense) Hessian. Second, Lanczos tends to perform only as many
matvecs as there are extreme (dominant) eigenvalues, so that compactness of
the Hessian bounds the number of required Lanczos iterations. Third, each
matvec requires only a pair of forward and adjoint PDE solves (e.g., [21],
[112, §1.6.5]). Therefore, the approximation can be constructed in a number
of PDE solves comparable to the number of dominant eigenvalues, r. For
many ill-posed inverse problems in which the parameters are a discretization
of an unknown field, the dominant eigenvalues are associated with smooth
eigenvectors (physically, this is a consequence of the data being uninformative
about small length scales); as such, the dominant eigenvalues are unaffected by
subsequent refinement, once a suitable discretization level is achieved. Thus,
r is often independent of n (see, for example, [26]). Finally, we observe that
all necessary MCMC computations involving the Hessian can be performed














(Dr + Ir)−1 − Ir
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(Dr + Ir)−1/2 − Ir
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(di + 1)1/2 (5.25)
Expression (5.23) computes the Newton step, (5.24) allows us to sample from
a Gaussian distribution with covariance H̃−1, and finally (5.25) is necessary in
the computation of the accept/reject criterion of Metropolis-Hastings. With
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the exception of operations with the square root of the prior, L, the complex-
ity of operations in (5.23)–(5.24) is O(rn), where as noted above r is often
independent of n. The determinant (5.25) requires only O(r) operations in
practice, since det(L) can be precomputed once. Finally, the complexity of
carrying out operations with L in (5.23)–(5.24) appears naively to be O(n2);
however, as mentioned in Footnote 1, for very large scale problems (particu-
larly on parallel computers), one would avoid a naive factorization, and instead
interpret the action of L on a vector using a fast solver [26].
In summary, the low rank representation H̃ can in many cases be com-
puted efficiently (i.e., in a small number of PDE solves, independent of mesh,
and therefore of problem, size), and applied in O(n) computational work.
5.2.5 Comparison with Langevin MCMC Methods
Stochastic Newton also has a natural interpretation as a form of a
Langevin MCMC method. In Langevin MCMC, we begin with the negative
log posterior V (m), and construct trajectories of the stochastic process from
Langevin dynamics,
dX t = −A∇V dt+
√
2A1/2dW t, (5.26)
which sample the desired probability density as t → ∞ [190]. Here, A is a
positive definite preconditioning matrix, and stochastic variables are denoted
by X t and W t, where W t is the vector of standard independent Brownian
Motions. When A is the identity, we recover traditional Langevin dynamics.
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To solve (5.26), time is discretized by the Euler Maruyama method,
with time step ∆t, to yield the update
xk+1 − xk = −A∇V (xk)∆t+N (0, 2∆tA). (5.27)
Preconditioning with the local inverse Hessian H−1, choosing ∆t = 1, and
discarding the factor of 2, we can formally recover the Stochastic Newton’s
method derived previously,
xk+1 − xk = −H−1∇V (xk) +N (0,H−1). (5.28)
Of course the Hessian is both nonconstant and not everywhere positive definite,
and so Stochastic Newton is not rigorously understood as a Langevin MCMC,
but there do exist definite parallels. Note that without preconditioning, i.e.,
xk+1 − xk = −∇V (xk)∆t+N (0, 2∆tI), (5.29)
Langevin MCMC resembles a steepest descent method in the deterministic
setting.
5.2.6 Comparison to other Gaussian MCMC proposal types
Stochastic Newton’s use of a Hessian-based local Gaussian approxima-
tion as a proposal function can be contrasted with other types of Gaussian
proposal functions. Figure 5.1 shows proposal density contours for several dif-
ferent proposal functions, using the Rosenbrock function as an example target
density. All contours in the image are normalized so that they contain 5%,
50%, and 95% of the density respectively. In this way, the best acceptance
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rates and sample chain convergence will be achieved for the proposal that
matches the contours of the target density most closely.
















































Figure 5.1: Visualizations of differing types of proposal distributions for
MCMC. Top left shows contours of the classical Rosenbrock function from





. Top right shows the contours of the random walk proposal
function overlaid on the Rosenbrock contours. Bottom left shows overlays of
Langevin contours without preconditioning. Bottom right shows contours of
the Stochastic Newton’s Method type proposal function.
5.3 Application to statistical seismic inverse problem
We demonstrate the Stochastic Newton’s Method by solving a partic-
ular statistical inverse problem. Consider a theoretical seismic exploration
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experiment in which a surface explosion causes seismic waves to travel down-
ward into the subsurface medium. If there are obstacles in the medium, or if
the medium properties vary with depth, then a fraction of the seismic wave
energy will scatter off of these boundaries and return to the surface to be
observed at later times. The statistical inverse problem processes these ob-
servations to reconstruct a statistical description of the subsurface medium
properties. Using this description we are able to estimate properties of the
subsurface, including locations of buried objects or oil/mineral deposits.
The remainder of this section describes in detail the ingredients required
for this statistical reconstruction. The first ingredient is the mathematical for-
ward model, which maps input medium parameters to predicted observations.
Second, the likelihood function uses these predicted observations to determine
the probability that the given input medium parameters could have produced
the observed experimental data. The third ingredient in any Bayesian analysis
is the prior distribution, which encapsulates all of the assumptions about the
subsurface medium before any experimental data is considered. Bayes’ theo-
rem combines these ingredients into the posterior probability distribution over
the set of input medium parameters, which is the statistical description of the
subsurface medium which we seek. Finally, we describe the efficient compu-
tation of adjoint, gradient and Hessian-vector product information which is
required for use of our method.
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5.3.1 The forward model
We model our exploration experiment using the 1-D wave equation.
The problem is solved on the spatial domain Ω = [0, L], where z ∈ Ω represents
the depth beneath the surface at z = 0. At the maximum depth z = L, we use
an absorbing boundary condition which allows plane waves to pass through
the boundary without reflection.
The surface explosion is modeled with a right hand side forcing input
to the wave equation using a Ricker wavelet F ricker(t) in time with a mean
spectrum energy density at 0.5 Hertz, and a spatial delta function at the
surface δ(z − 0).
Finally, our model has two physical parameters, which are the density
ρ and a stiffness parameter µ. In principle both parameters may vary freely
with depth, but we will only consider variations in the stiffness µ(z;m), and
assume a constant density ρ = 1. Note that we have included an explicit
dependence on the model parameters m.
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= F ricker(t)δ(z − 0) (PDE)
µ(L;m)uz(L, t) = −
√
ρ µ(L;m)ut(L, t) (Absorbing BC)
µ(0;m)uz(0, t) = 0 (Free Surface BC)
u(z, 0) = 0 (IC)
ut(z, 0) = 0 (IC)
These equations are solved numerically using Finite Elements on piece-
wise linear meshes in space using an explicit scheme in time, as in [35]. Most
of the examples here are solved on 64 element (65 DOF) meshes, and a few are
solved on 1024 element (1025 DOF) meshes. The physical parameter µ(z;m)
is discretized as a linear combination of the same 65 or 1025 degrees of freedom
as the numerical PDE solution.
Finally, we observe the system by measuring the surface displacement
at 120 equally spaced points in time. These measurements are assumed to
contain errors at each observation time which are Gaussian, additive, and
independent. The noise level is selected such that the resulting RMS signal to
noise ratio is approximately 2:1.
It should be emphasized again that the role of the forward model f(m)
is to map (stiffness) parametersm to surface displacement observations d. In
terms of the forward solution u(z, t), the forward model can be expressed as a
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vector with components
fi(m) = u(0, ti), i = 1, . . . , 120, (5.30)
where t1, . . . , t120 are the observation times. Although the underlying PDE is
linear, this forward model map from parameters to observables is not.
5.3.2 The likelihood function
The likelihood function governs the probability that a candidate set of
stiffness parameters µ(z;m) would reproduce the observation data dobs that
was measured in the exploration experiment. In our case, this observation
data is synthetically generated according to the noise model assumed in the
previous section.
We generate the experimental observation data on a different mesh
than the one used for statistical inversion (256 elements), and we additionally
corrupt the observation data with additive Gaussian noise as discussed previ-
ously: yobs = g(µ) + εnoise, where εnoise ∼ N (0,Γnoise), and Γnoise = σ2noiseI.
This is done to avoid “inverse crimes” [117], in which it might be artificially
easy to invert for the desired parameters if the same mesh is used for the
inversion as was used to generate the synthetic observation data.









For the 2D problem (described in the next subsection), we use σnoise = 8×10−5,
and for the 16D, 65D, and 1025D problems, we use σnoise = 2× 10−5.
5.3.3 Parametrizations and priors
In this application, we set up four distinct statistical inverse problems
which differ in the parametrization used to describe the medium, and the prior
imposed on each parametrization. The choice of prior in a statistical inverse
problem can have a significant impact on both the computational effort re-
quired to solve the problem as well as the posterior density itself. We select
priors in this section that are intended to be typical of the priors that might
be used in this case of a heterogeneous medium in which the fine scale vari-
ability of the medium is assumed negligible. Toward this end, we use Gaussian
smoothness priors, which provide a flexible way to describe random fields with
a desired degree of smoothness, and are commonly employed in Bayesian in-
ference of parameter fields. Except in the 1025D case described below, these
parametrizations are considered as independent problems, and each have syn-
thetic observation data which are unique to that parametrization.
In the simplest 2D case (i.e. with 2 independent parametersm1,m2) the
medium is parameterized with four equal length layers, where we constrain the
parameter values of the topmost and bottom most layers to be µ = 1, leaving
only two degrees of freedom in the parametrization for the second and third
layers. In this 2D case, we take the prior to be uniform over [0.5, 10] (i.e. we





1 if 0.5 ≤ mi ≤ 10, ∀i
0 otherwise (5.32)
In the intermediate 16D case, the medium is parameterized with 16
equal length layers, each containing four elements. In this case we do not
further constrain any of the layer parameter values, but we use a (truncated)
Gaussian smoothness prior to specify a-priori knowledge that there should not
be large jumps between parameter values in neighboring layers. The form of





TΓ−1prior(m− m̄prior) 0.5 ≤ mi ≤ 10 ∀i
0 otherwise
(5.33)
m̄iprior = 5 (5.34)





The values θ1 and θ2 specify the magnitude of the correlation, and the corre-
lation length, respectively. The layer depths zi indicate the midpoint of each
layer. In this example, the correlation length is chosen to be θ2 = 0.125 (a
width of 2 layers). We add a small diagonal term εδij to ensure that the prior
covariance remains numerically well conditioned. Here we choose ε = 10−5.
Finally, the 65D and 1025D cases allow every discretization point in
the mesh to be a separate parameter. (As such, the 1025D problem must
be computed on a finer mesh.) We impose the same form of the prior as in
the 16D case (again specifying a-priori information about smoothness of the
medium), where the zi represent the depth of each mesh grid point, and we set
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the correlation length to θ2 = 0.125, which is intended to correspond to the
same correlation length of 2 layers in the 16D case. As before, we add a small
diagonal term εδij to ensure numerical well conditioning. We choose ε = 10−5
in the 65D case, and ε = 10−12 for the 1025D case.
5.3.4 The statistical inverse problem
We are now prepared to describe the statistical inverse problem we seek
to solve. Sections 5.3.1–5.3.3 describe in detail the ingredients (forward model,
likelihood, and prior) required to construct the posterior density using Bayes’
theorem,
πpost(m) ∝ πprior(m)πlike(dobs|m). (5.36)
Complete specification of a particular statistical inverse problem requires a set
of observation data dobs as defined in section 5.3.2, and a choice of medium
parametrization and prior as defined in section 5.3.3.
In this paper, we consider three distinct inverse problems, correspond-
ing to different choices of the 2D, 16D, and 65D medium parametrizations and
associated prior distributions, as described in section 5.3.3. In each problem, a
sample from the prior distribution is selected to be the “ground truth” medium,
which is then used to generate synthetic observation data as in section 5.3.2.
As an experiment in “weak scaling” of our method, the same observation data
are used in the 65D and 1025D experiments. In this sense, the 1025D problem
is a refinement of the 65D problem, in which we desire to infer over a larger
parameter space for the same fundamental underlying problem.
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Finally, “solving” a statistical inverse problem reduces to the ability to
interrogate πpost(m). In high dimensions, this is a nontrivial problem even
when the posterior density is known. Typically we are interested in the mean
and covariance of the posterior distribution, and higher moments or other
functionals of the distribution (e.g., event probabilities) may be desirable as
well. Finally, probability distributions for specific quantities of interest (e.g.,
the softest type of rock in the medium minz µ(z;m)) are often also essential for
decision making purposes once the statistical inverse problem is characterized.
5.3.5 Efficient computation with adjoint methods
For this problem, efficient computation of gradient and Hessian infor-
mation is crucial. In this section, we give the expressions derived from deter-
ministic PDE constrained optimization, which we use to perform all derivative
computations used in the numerical results. For practical reasons, we make
little attempt in this paper to justify the expressions given here, but refer the
reader to standard references in PDE constrained optimization [23,112].
Recall that the cost function from deterministic optimization is anal-
ogous to the negative log posterior distribution for this problem. We assume
the case of a Gaussian prior on the parametersm. The negative log posterior
is written:





In the deterministic context, the quantity (5.37) would be minimized as a
function of the parametersm, subject to the constraint that u(z, t) satisfy the
forward model given in the previous section.
The Lagrangian L(u, p,m) serves as a tool to solve this constrained
minimization problem, where the adjoint solution p(z, t) is introduced as a
Lagrange multiplier to enforce the given constraints.
To write the Lagrangian for the constrained optimization problem, we
introduce the adjoint solution p(z, t) which plays the role of the Lagrange
multiplier. The Lagrangian can now be expressed in weak form in terms of


































ρ µ(L;m)ut(L, t) + µ(L;m)uz(L, t)
)






ρ [p(z, 0)ut(z, 0)− pt(z, 0)u(z, 0)] dz
+
√
ρµ(L;m) p(L, 0)u(L, 0).
Setting δpL(u, p,m) = 0, we recover the original forward PDE with the
proper boundary conditions, given in section 5.3.1.
Setting δuL(u, p,m) = 0 and carefully integrating by parts, we derive












(u(z, t)− diobs)δ(z − 0)δ(t− ti)
(Adj. PDE)
µ(L;m) pz(L, t) =
√
ρ µ(L;m) pt(L, t) (Absorbing BC)
µ(0;m) pz(0, t) = 0 (Free Surface BC)
p(z, T ) = 0 (FC)
pt(z, T ) = 0 (FC)
The gradient g = ∇mL(u, p,m) is then computed efficiently using the
forward u(z, t) and adjoint p(z, t) functions satisfying the forward and adjoint
equations respectively:






















We next consider the block form of the full Hessian operator H =
∇2L(u, p,m), which acts on the incremental variables (p̃, ũ, m̃). Since only
the parameters m̃ are of interest, we consider the Schur complement ofH with










which implicitly defines the action of the Hessian on m̃. Again, the details for
the justification of the above expression are omited, and we refer the reader
to standard references in PDE constrained optimization.
To compute the action of the reduced Hessian operator on a given
parameter function m̃(z), we first solve the incremental forward equation,


















uz(L, t) = (Bottom BC)
−
√














uz(0, t) = 0 (Top BC)
ũ(z, 0) = 0 (IC)
ũt(z, 0) = 0 (IC)
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pz(L, t) = (Bottom BC)√














pz(0, t) = 0 (Top BC)
p̃(z, T ) = 0 (FC)
p̃t(z, T ) = 0 (FC)
Finally, the Hessian-vector product can be computed by row 3 of (5.39),























































The primary goal of this section is to compare the performance of a va-
riety of MCMC methods for the statistical inverse problems outlined in Section
5.3.4. Four separate statistical inverse problems are considered, corresponding
to the choices of of the medium parametrizations and associated priors out-
lined in Section 5.3.3. We call these experiments 2D, 16D, 65D, and 1025D,
respectively, according to the number of parameter dimensions contained in
the problem.
The observation data dobs for each of the experiments are synthetically
generated using a “ground truth” medium in each case which is drawn from
the prior distribution. Synthetic observation data is generated on a different
mesh than the one used for inversion.
In general the datasets used in each case are unique, with the specific
exception that the 1025D problem is intended to be a precise refinement of the
65D problem: The same dataset is used in both experiments, and the initial
starting points for the MCMC chains in the 1025D case are linear interpola-
tions of the starting points for the 65D case. In this way, the same underlying
physical problem is being solved in both cases, so that we may look at the
scaling behavior of our method.
For each MCMC method to be compared, 64 MCMC chains are com-
puted using a common set of 64 initial points. These points are selected from
a long Stochastic Newton MCMC chain which is initialized at the MAP esti-
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mate. From this chain, several initial points are chosen which approximately
maximize the minimum pairwise distances between points, so that the result-
ing set is distributed quasi-uniformly over the region of non-negligible posterior
probability density. In this way the initial points are over-dispersed relative to
the true posterior probability density (Which is important for computation of
the MPSRF, later), but removes potential difficulties in comparing different
“burn-in” times for different MCMC methods, and makes the results more
comparable in general. In cases where the MCMC method requires tuning or
choice of parameters, several parameter studies were performed to attempt to
optimize the performance of the MCMC chain, wherein we choose the parame-
ter(s) which provide the largest mean square jump distance while maintaining
an acceptance rate of 30%-50% [177].
Secondary goals are to demonstrate features of this particular physical
model which enable the use of Stochastic Newton MCMC, and to examine
quantities of interest which might be of scientific or engineering relevance.
5.4.1 Visualization of the posterior pdf
Attempting to construct a visualization which depicts the full correla-
tion structure for a 65-dimensional object is an impossible task. In this section,
we present the most generally informative visualization of the solution to the
given statistical inverse problems that we are able to provide.
In Figure 5.2, we present the marginalized one-dimensional probability
distributions as a vertical gray scale stripe for each depth. Regions of darker
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gray indicate higher certainty that the true curve passes through a given value
of the parameter at this depth. The images in the figure are constructed by
placing these gray scale stripes side by side for every depth, and as such present
no indication of the correlation between parameter values at different depths.
To give a hint at the correlation structure, a few representative samples
are shown, drawn from the prior PDF, or drawn from the posterior PDF
MCMC chain, respectively. In all cases, the blue curve represents the ground
truth parameters, from which the synthetic observations were generated, and
should be expected to pass through the regions of reasonable (or at least non-
negligible) probability.
5.4.2 MPSRF diagnostic
To compare the different MCMC methods, we employ the multivariate
potential scale reduction factor diagnostic (MPSRF) [24]. This diagnostic
compares averaged properties of the individual sample chains with properties
of the pooled sample chain. When these properties are similar, we infer that
each of the individual sample chains has converged.
This idea is made quantitative using the sample chain covariance. One
estimateW uses the average of the individual sample chain covariances, which
will tend to underestimate the true covariance of the distribution. Second, V̂
estimates the pooled sample chain covariance between all of the chains, and
will tend to overestimate the true sample covariance, due to the over-dispersion
of the initial points. The MPSRF statistic then computes the maximum linear
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Figure 5.2: Visualizations of the 1-D marginal prior probability distributions
(top row) and posterior probability distributions (bottom row) are shown in
gray scale above. Results are shown from left to right for each of the 2, 16, and
65-dimensional parametrizations of the medium, respectively. A few realiza-
tions from each distribution are overlaid to give indication of the smoothness
of the distributions. Parametrizations shown in blue on each of the plots rep-
resent the “true” underlying distribution from which the observation data were
generated.
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which overestimates and eventually approaches 1 as the two estimates become
more and more similar.
Figure 5.3 displays the MPSRF curves for each MCMC method on
each of the 2D, 16D, and 65D problems. We find in general that Stochastic
Newton MCMC is always more efficient on a per sample basis, but the reference
MCMC methods DRAM and Langevin are very competitive on the 2D and
16D problems in terms of total computation time, as Stochastic Newton is
substantially more expensive. However, the reference methods fail to converge
for the 65D problem under the MPSRF convergence diagnostic even in 10
hours of wallclock computation time and order 105 samples, while Stochastic
Newton does still appear to converge.
In Figure 5.4, we demonstrate scaling of the low rank Stochastic New-
ton to large-scale problems, by comparing the MPSRF convergence diagnostic
for the 65D and 1025D problems plotted against the number of samples com-
puted. If the 65D problem is well resolved, then we anticipate that the 1025D
should display similar convergence diagnostics (as a function of number of
samples), since it is in principle nothing more than a refinement of the same
problem. Furthermore, we have claimed previously that each sample requires a
dimension independent number of PDE solves (depending only on the compact
subspace of the Hessian), and therefore the full solution cost for the statisti-
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Figure 5.3: The MPSRF statistic is shown on a semi-logarithmic plot for
Stochastic Newton MCMC (in red), and two reference MCMCmethods DRAM
(in black) and Langevin (in blue). As convergence is reached, the MPSRF
estimate is expected to decrease to 1. The MPSRF is plotted as a function
of the number of samples in each of 64 parallel MCMC chains (top row),
and as a function of the total per-chain wallclock computation time (bottom
row). Stochastic Newton generally requires several PDE solves for each MCMC
sample while the reference methods DRAM and Langevin only require 1 and
2 PDE solves, respectively, which accounts precisely for the differences in the
top and bottom rows. Results are shown from left to right for each of the 2-,
16-, and 65-dimensional parametrizations of the medium, respectively. In the
smaller problems (left and middle columns), the reference MCMC methods
are very competitive with Stochastic Newton. However in the largest problem
(right column), the reference MCMC methods fail to even converge in 10 hours
of wallclock computation time and O(105) samples under this metric.
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cal inverse problem should be only a constant multiple of the cost of a single
forward PDE solve, which is independent of the parameter dimension.



















Figure 5.4: The MPSRF statistic for the 1025D and 65D Stochastic Newton
MCMC chains is plotted as a function of the number of samples in each chain.
We observe similar convergence rates for both problems in this metric, despite
the factor of 16 difference in number of parameters. This demonstrates that
Stochastic Newton is only sensing the intrinsic difficulty of the problem defined
by the compact subspace of the Hessian operator, rather than the full 65
or 1025 parameter dimensions, which are otherwise fatal for the reference
methods.
5.4.3 MCMC chain statistics
Table 5.1 shows the computational time per sample, mean square jump
distance, and integrated autocorrelation times for six scalar quantities of in-
terest.
Time per sample Comparing the computational time required for eah
MCMC sample (TPS column of Table 5.1), we see that full Stochastic Newton
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Integrated Autocorrelation Times
MCMC type TPS MSJ minµ(z) max µ(z)
∫ L
0 µ(z)dz µ(0) µ(L/2) µ(L)
SN 64 6.1 65 124 50 17 52 31
rr SN 16 6.8 85 95 46 37 56 32
L 0.42 3.0e-4 – – – – – –
pp L 0.42 5.9 74 114 52 29 51 35
DRAM 0.35 1.2e-5 – – – – – –
pi DRAM 0.35 1.2e-5 – – – – – –
Table 5.1: Time per sample in seconds (TPS), mean squared jump distance
(MSJ) and integrated autocorrelation time comparison for a variety of MCMC
methods. We compare the full rank Stochastic Newton MCMC (SN), reduced
rank Stochastic Newton (rr SN), Langevin MCMC (L), prior-preconditioned
Langevin MCMC (pp L), Delayed Rejection Adaptive Metropolis MCMC
(DRAM), and prior-initialized DRAM (pi DRAM). Entries for which inte-
grated autocorrelation is not listed are incomputable due to lack of chain
convergence. The 65 parameter experiment is considered for all statistics.
easily has the highest per sample expense followed by reduced rank Stochastic
Newton. The reference MCMC methods are comparatively inexpensive.
Mean square jump distance The mean square jump distance (MSJ col-
umn of Table 5.1) can also be used to give an indication of how well the
MCMC chain is mixing within the desired posterior probability distribution.






The quantity reported in the table is averaged among all 64 parallel chains from
a given method. In general, a larger mean square jump distance indicates faster
mixing of the MCMC chain, and tends to result in better chain convergence
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to the underlying posterior distribution.
Integrated autocorrelation time In the 65D case, we also consider the
integrated autocorrelation times for six scalar quantities of interest for each
MCMC method considered. These quantities are computed for each sample as
minz µ(z;m), maxz µ(z;m),
∫ L
0 µ(z;m)dz, µ(0;m), µ(L/2;m), and µ(L;m),
respectively, and reported in Table 5.1.
It is well known in Monte Carlo methods that averaging over N i.i.d.
samples mk ∼ πpost will reduce the variance in the estimate by a factor of 1N .
However, MCMC samples are most certainly not independent, and in general
we observe that averaging over N samples from an MCMC chain will reduce
the variance in the estimate by a factor of only τ
N
, where τ > 1 is the integrated
autocorrelation time [174]. This can be computed as




where ρ(s) is the usual autocorrelation function for a lag s. In practice for finite
length sample chains, ρ(s) is a noisy function, and we report the maximum
value of τ obtained by truncating the summation after any value of s < 5000.
In some cases, the sum does not converge over the entire length of the sample
chain. It is almost certain that these chains are not well converged, and these
entries not reported.
We observe similar integrated autocorrelation times for the full and
reduced rank Stochastic Newton MCMC methods, as well as the prior precon-
ditioned Langevin MCMC, indicating that these methods appear to be mixing
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well and at comparable rates. In this metric we actually do not observe signifi-
cant difference between Stochastic Newton and prior preconditioned Langevin
MCMC, which is likely due to the smoothing effects in our choice of prior.
5.4.4 Compactness of the likelihood Hessian
We demonstrate numerically that the Hessian matrix of the likelihood
term for this problem is indeed compact, as this is a necessary condition for
Stochastic Newton MCMC to be effective. Figure 5.5 contains spectra for the
likelihood Hessian Hmisfit = −∇2 log πlike computed at each of the 64 MCMC
chain starting points.
The spectra shown do not contain the contribution to the Hessian from
the prior term and are not modified (e.g., for positive definiteness) to demon-
strate the low rank character of the underlying physical model.
It is precisely this underlying compact nature of the forward model
that enables similar convergence characteristics of the refined 1025D problem
as those of the 65D problem, demonstrated in Figure 5.4.
5.5 Concluding remarks
We have presented a Stochastic Newton MCMC method that is aimed
at ill-posed and large-scale statistical inverse problems. The key idea is to
make use of gradient and Hessian information characterizing the posterior
probability density function. We apply concepts from deterministic optimiza-
tion, making the connection to the classical Newton’s method, to efficiently
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Figure 5.5: Likelihood Hessian spectrum curves, computed at each of 64 sample
points distributed quasi-uniformly across the region of non-negligible posterior
pdf. The spectrum at every point collapses quickly to zero, as even a single
noncompact spectrum would stand out among the rest in this view. We also
observe small negative eigenvaleus in some spectra, demonstrating nonlinearity
and nonconvexity of our forward model.
construct a proposal density for MCMC sampling without ever building the
full Hessian operators.
We apply the proposed method to a prototypical statistical inverse
problem based on a seismological scattering experiment that is governed by
a 1D wave equation. Stochastic Newton MCMC and two reference MCMC
methods are applied to this problem for a variety of discretizations of the pa-
rameter space. When the number of parameters is small, all three methods
are comparable in MCMC performance. However, when increasing the dimen-
sion of the parameter space, Stochastic Newton shows faster convergence and
better mixing of the MCMC chain. Moreover, comparing its performance for
65D and 1025D parametrizations of the same physical problem, we observe
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similar MCMC convergence characteristics. While this behavior is not yet
provable theoretically, the numerical observations suggest an insensitivity of
convergence of Stochastic Newton to the parameter dimension.
We hypothesize that the observed dimension-independence of the pro-
posed method (depicted in Figure 5.4) stems from its ability to detect the
subspace of parameters for which the data are informative (and therefore the
forward model is active), which is typically small for ill-posed inverse prob-
lems governed by PDEs. Once this data-informed subspace is sufficiently well
resolved by a given parameter discretization, we anticipate that further pa-
rameter refinement does not affect the data misfit term, and therefore does
not affect the resulting posterior distribution or the low-rank character of the
Hessian. We thus expect the number of PDE solves required for Stochastic
Newton MCMC to be similarly unaffected as the parameter dimension is in-
creased, enabling this method to be effective for PDE-based statistical inverse
problems with high-dimensional parameter spaces.
We are currently investigating robustness of the method with respect
to nonlinearity of the forward model and indefiniteness of the Hessian, which
both can produce high sample rejection rates.
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Chapter 6
A computational framework for
infinite-dimensional Bayesian inverse problems
Part II: Stochastic Newton MCMC with
application to ice sheet flow inverse problems
The content of this chapter is based on an existing publication1 which
is joint work with Noemi Petra, Georg Stadler, and my advisor Omar Ghattas.
Noemi and Georg both made significant contributions to the development of a
framework for solving inverse problems in COMSOL. Noemi implemented the
particular forward and adjoint codes for the Arolla test problem. Noemi and
I worked together on the implementation of the statistical algorithms. Noemi
also contributed the setup and running of each batch of numerical experiments,
followed by collaborative efforts with Georg and myself to interrogate the
results, assess convergence, visualize the data, and select the next experiments
to be run. Most of the writing for the introduction and description of the
Arolla test problem was done by my co-authors. All authors had significant
contribution to the remaining content of this chapter.
1 N. Petra, J. Martin, G. Stadler, and O. Ghattas. A computational framework
for infinite-dimensional Bayesian inverse problems: Part II. Stochastic Newton MCMC




We address the numerical solution of infinite-dimensional inverse prob-
lems in the framework of Bayesian inference. In the Part I [33] companion to
this paper, we considered the linearized infinite-dimensional inverse problem.
Here in Part II, we relax the linearization assumption and consider the fully
nonlinear infinite-dimensional inverse problem using a Markov chain Monte
Carlo (MCMC) sampling method. To address the challenges of sampling high-
dimensional probability density functions (pdfs) arising upon discretization of
Bayesian inverse problems governed by PDEs, we build on the stochastic New-
ton MCMC method. This method exploits problem structure by taking as a
proposal density a local Gaussian approximation of the posterior pdf, whose
covariance operator is given by the inverse of the local Hessian of the negative
log posterior pdf. The construction of the covariance is made tractable by
invoking a low-rank approximation of the data misfit component of the Hes-
sian. Here we introduce an approximation of the stochastic Newton proposal
in which we compute the low-rank-based Hessian at just the MAP point, and
then reuse this Hessian at each MCMC step. We compare the performance of
the proposed method to the original stochastic Newton MCMC method and to
an independence sampler. The comparison of the three methods is conducted
on a synthetic ice sheet inverse problem. For this problem, the stochastic New-
ton MCMC method with a MAP-based Hessian converges at least as rapidly
as the original stochastic Newton MCMC method, but is far cheaper since it
avoids recomputing the Hessian at each step. On the other hand, it is more
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expensive per sample than the independence sampler; however, its convergence
is significantly more rapid, and thus overall it is much cheaper. Finally, we
present extensive analysis and interpretation of the posterior distribution, and
classify directions in parameter space based on the extent to which they are
informed by the prior or the observations.
6.1 Introduction and background
We consider the problem of estimating the uncertainty in the solution
of infinite-dimensional inverse problems within the framework of Bayesian in-
ference [117, 189, 192]. Namely, given observational data and their uncertain-
ties, a (possibly stochastic) forward model that maps model parameters to
observations, and a prior probability distribution on model parameters that
encodes any prior knowledge or assumptions about the parameters, find the
posterior probability distribution of the parameters conditioned on the observa-
tional data. This probability density function (pdf) is defined as the Bayesian
solution of the inverse problem. The posterior distribution assigns to any can-
didate set of parameter fields our belief (expressed as a probability) that a
member of this candidate set is the “true” parameter field that gave rise to
the observed data.
The standard approach to explore the posterior distribution is based
on sampling using a Markov chain Monte Carlo (MCMC) method. However,
the use of conventional MCMC methods becomes intractable for large-scale
inverse problems, which arise upon discretization of infinite-dimensional in-
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verse problems. This is due to the twin difficulties of high dimensionality of
the uncertain parameters and computationally expensive forward models.
A number of methods have emerged to address Bayesian inverse prob-
lems governed by PDEs (we give a representative recent reference in each case,
which can be consulted for additional references to historical work; further ref-
erences can be found in the recent survey [76]): replacing the forward problem
with a reduced order model in both parameter and state space [136]; approx-
imating the parameter-to-observable map [109] or the posterior [32] with a
Gaussian process response surface; employing a polynomial chaos approxima-
tion of the forward problem [145]; using a two-stage “delayed acceptance”
MCMC method in which the first stage employs an approximate forward
model [55]; employing gradient information (of the negative log posterior)
to accelerate sampling, as in Langevin methods [61, 180, 190] and their pre-
conditioned variants [19]; exploiting Riemannian geometry of parameter space
to accelerate sampling [86]; and creating an MCMC proposal that uses local
gradient and low-rank Hessian information of the negative log posterior to
construct a local Gaussian approximation [143].
Here we focus on the last of these methods, the so-called stochastic
Newton MCMC method. This method employs local Hessian-based Gaussian
proposals that exploit the structure of the underlying posterior to guide the
sampler to regions with higher acceptance probability. In particular, such pro-
posals capture the highly stretched contours of the posterior that are typical
for ill-posed inverse problems, in which the data inform the model parame-
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ters very well in some directions in parameter space, and poorly in others.
One of the challenges in employing the Hessian is that its explicit construc-
tion entails solution of as many forward problems as there are parameters,
which is out of the question for large-scale forward problems. These diffi-
culties are addressed by introducing low-rank approximations of the Hessian,
motivated by the compact nature of the Hessian operator for many inverse
problems [26, 29, 30, 31, 33, 73, 143]. This delivers accurate approximation of
the Hessian at a cost that is independent of the parameter dimension (when the
parameter represents a discretized field), leading to solution of Bayesian inverse
problems with non-trivial dimensions [143]. Other work employing Hessian-
based proposals includes the taylored chain approach [82], and, specifically, in
the context of nonlinear filtering [81]; the Hessian-based Metropolis-Hastings
(HMH) algorithm with a learning rate to influence step size [171]; a position-
specific preconditioned Metropolis adjusted Langevin algorithm (PSP-MALA)
implemented with a block Metropolis-Hastings algorithm [106]; function-space
MCMC proposals for which the prior is invariant, and thus insensitive to mesh
refinement [126]; and, finally, the Random Maximized Likelihood (RML) algo-
rithm which generates samples as the solutions of related deterministic inverse
problems [157].
Despite the low-rank approximation, stochastic Newton MCMC (and
any method that uses local Hessian information) is computationally expensive
for large-scale problems, since at every proposed sample point the gradient
and a low-rank approximation of the Hessian are computed, which requires
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multiple forward and adjoint PDE solves having the same linear operator (or
its adjoint). When these PDE solves are done iteratively, there is little op-
portunity to exploit the fact that the linear operators are the same, beyond
amortizing the cost of preconditioner construction over the solves.
To alleviate this computational cost, here we propose a modified sto-
chastic Newton MCMC that uses proposals based on local gradient information
as well as on Hessian information computed initially at the maximum a pos-
teriori (MAP) point and then reused at every sample point. We call this the
stochastic Newton MCMC method with MAP-based Hessian. We compare this
proposed method with the original stochastic Newton MCMC method (with
dynamically-computed Hessian) as well as with an independence sampler that
uses a Gaussian proposal centered at the MAP point, using the Hessian com-
puted at the MAP as the covariance [157]. This independence sampler is
computationally attractive since (like the proposed stochastic Newton MCMC
method with MAP-based Hessian), the Hessian is computed just once, but
(unlike the new method), the gradient is used only to determine the MAP.
Because the proposed stochastic Newton MCMC method with MAP-based
Hessian uses local (gradient) information, we expect it will outperform the
independence sampler; because it freezes the Hessian at the MAP point, it
will be significantly cheaper per sample than the original stochastic Newton
MCMC method.
The stochastic Newton MCMC method with MAP-based Hessian can
be derived as a particular variant of a preconditioned Metropolis-adjusted
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Langevin algorithm using preconditioning based on the Hessian at the MAP
point. Note that all of the above methods attempt to exploit problem structure—
in particular the local curvature of the posterior—by making use of Hessian
information to one degree or another. Note also that all three of these Hessian-
based methods reduce to the same method when the target inverse problem is
linear and the prior and noise pdfs are Gaussian (in which case the posterior
is also Gaussian). For non-Gaussian posteriors, however, the three methods
take distinct steps.
Beyond this new, more efficient, variant of stochastic Newton MCMC,
this article extends our previous work on methods for large-scale Bayesian in-
verse problems [33,143] in several directions. In [33], we presented a computa-
tional framework for linearized infinite-dimensional Bayesian inverse problems,
building on the infinite-dimensional formulation of Stuart [189]. Here, we ex-
tend our computational framework to nonlinear inverse problems, for which
the posteriors are non-Gaussian, requiring MCMC sampling. To this end,
we extend the finite-dimensional stochastic Newton MCMC method presented
in [143] to be consistent with the infinite-dimensional setting. This requires
care in discretizing the prior and likelihood and establishing finite-dimensional
inner products, which arise in multiple steps of stochastic Newton.
We study the efficiency of the proposed method in the context of an
ice sheet flow Bayesian inverse problem, in which a basal boundary condi-
tion parameter field is inferred from surface velocity observations. Here, the
parameter-to-observable map involves the solution of a nonlinear Stokes equa-
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tion describing viscous, creeping, incompressible, non-Newtonian ice flow. This
extends recent research on ice sheet inverse problems, which focused on deter-
ministic inversion or the computation of the MAP solution [88, 151, 167, 169,
170,172]. We apply the full Bayesian inference framework and study the per-
formance of the three Hessian-based methods described above in exploring the
posterior pdf. Convergence of the three methods is studied using various diag-
nostics to assess MCMC chain convergence. We also compare with a reference
Delayed Rejection Adaptive Metropolis (DRAM) sampler [95] that, similar to
stochastic Newton, attempts to capture the curvature of the posterior, but
without relying on gradient or Hessian information. The results reveal that,
among the Hessian-based methods, the stochastic Newton MCMC method
with MAP-based Hessian yields the fastest convergence in terms of both the
number of samples and the computational work. In comparison, DRAM is
incapable of making progress on this problem.
Finally, we study and interpret visually the solution of the Bayesian
inverse problem with respect to the information contained in the data and in
the prior and the effect they have on the posterior in high dimensions. This
can be challenging in high dimensions, but we demonstrate that it can be made
tractable by exploiting knowledge contained within the spectral structure of
the Hessian of the log likelihood evaluated at the MAP point as well as the
prior covariance. Because this structure is common to many Bayesian inverse
problems, we expect that these strategies for visualization will be of general
value beyond the specific application.
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The remaining sections of this paper are organized as follows. We
begin by providing in Section 6.2.1 an overview of the framework for infinite-
dimensional Bayesian inverse problems following [33,189]. Next, in Section 6.2.2
we present a consistent discretization of the infinite-dimensional inverse prob-
lem. Section 6.3 presents the proposed stochastic Newton MCMC method
with MAP-based Hessian, while Section 6.3.5 describes our low rank-based
Hessian approximation. Section 6.4 introduces a Bayesian formulation of an
ice sheet flow inverse problem, and gives expressions for adjoint-based gradient
and Hessian-vector products (of the negative log posterior). In Section 6.5, we
discuss the performance of the three sampling methods. Finally, in Section 6.6
we interpret the posterior distribution by visualizing marginals with respect
to the eigenvectors of the covariance operator. This provides insight into the
ability of the observations to infer model parameters. Section 6.7 provides
concluding remarks.
6.2 Background on the infinite-dimensional Bayesian in-
verse problem, its consistent discretization, and char-
acterization of the posterior
Formulating and solving the Bayesian inverse problem for an infinite-
dimensional parameter field presents difficulties. First, the usual notion of a
pdf is not defined since there is no Lebesgue measure in infinite dimensions.
Second, the prior measure must be chosen appropriately to lead to a well-posed
inverse problem and facilitate computation of the posterior. Third, the choice
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of discretization must be consistent with the infinite-dimensional structure of
the problem. Finally, exploring the posterior that arises upon discretization
via an MCMC method is typically prohibitive due to the resulting high di-
mensionality of the parameter space.
In this section we formulate the Bayesian inverse problem in infinite
dimensions (Section 6.2.1) in the framework of [189], which uses the Radon-
Nikodym derivative and an appropriately chosen Gaussian prior that employs
as covariance operator the inverse of an elliptic differential operator. In Sec-
tion 6.2.2, we describe the discretization of this infinite-dimensional inverse
problem in a way that is consistent with the underlying infinite-dimensional
function spaces. This leads to non-standard definitions of operator adjoints.
When the posterior is nearly Gaussian, its mean and covariance can be ap-
proximated by the MAP point and the inverse of the Hessian evaluated at the
MAP. Inversion of the Hessian is intractable in high dimensions; Section 6.3.5
presents a low-rank approximation of the Hessian of the data misfit in order
to make these Hessian computations tractable. When the posterior is not
approximately Gaussian, the method of choice is often to sample it with an
MCMC method and then compute sample statistics; Section 6.2.3 gives an
overview of MCMC methods for sampling posteriors.
6.2.1 Bayesian formulation of infinite-dimensional inverse problems
In an inverse problem, we seek to infer the unknown (or uncertain) input
parameters to a mathematical model from observations of the outputs of the
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model. For ill-posed inverse problems, the uncertain parameterm ∈ H is often
a heterogeneous field over a domain Ω, and H is typically a subset of L2(Ω).
The mathematical model is characterized by the parameter-to-observable map
f : H → Rq, which predicts observables y ∈ Rq corresponding to a given
parameter m. Note that this map involves solution of the forward problem,
typically a system of PDEs, followed by an application of an observation op-
erator. We assume here that the observables y are finite-dimensional. Given
observation data dobs ∈ Rq, the solution to the inverse problem seeks param-
eters m such that
f (m) ≈ dobs
in a sense made precise by the Bayesian formulation described next.
The Bayesian formulation poses the inverse problem as a problem of sta-
tistical inference over parameter space. The solution of the resulting Bayesian
inverse problem is a probability distribution that represents our belief about
the correct value of the parameter. Solving the inverse problem using Bayes’
approach requires specification of a prior model, which describes our beliefs
about the parameter before any data are considered, and a likelihood model,
which quantifies the relative probability that a candidate parameter m could
have produced the observed data dobs.
Here we present a summary of the discussion in [33]. The prior is taken
to be the Gaussian measure µ0 = N (m0, C0) on L2(Ω), where m0 ∈ H, and C0
is an appropriate covariance operator C0; in particular, C0 must be symmetric,
positive, and of trace-class [189]. We choose the covariance operator to be the
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inverse of an elliptic differential operator A that is of sufficiently high order
to guarantee a well-posed Bayesian inverse problem [189]. We choose A to be
second order differential operator2 expressed in weak form: for s ∈ L2(Ω), the
solution m = A−1s satisfies
∫
Ω
[a∇m · ∇p+ bmp] dx =
∫
Ω
sp dx for all p ∈ H1(Ω), (6.1)
with a, b > 0. These coefficients control the correlation length and the variance
in the covariance operator A−1. Choosing for spatially dependent coefficients
a and b or a tensor coefficient a allows the incorporation of further problem
specific knowledge, such as spatially varying or anisotropic correlations, in the
covariance operator A−1 [33].
For the likelihood model, we assume that observational uncertainty
(i.e., uncertainty in dobs related to measurement error) and model uncertainty
(i.e., uncertainty in f(m) due to inadequacy of the forward model) are each
centered, additive, and Gaussian. We combine these into a single noise model,
f(m) = y + η, with η ∼ N (0,Γnoise) ,
where η ∈ Rq is a random variable representing noise, and Γnoise ∈ Rq×q is the
noise covariance matrix. We can then express the pdf for the likelihood model
2 The necessary order of A to lead to a valid covariance operator depends on the spatial
dimension of the domain Ω [189]. In the example considered in Section 6.4, the inversion
parameter is a one-dimensional field, and a second order differential operator is sufficient
to guarantee that C0 is a valid covariance operator. While there is no distinction in one
dimension between ordinary and partial derivatives, we choose to express A in the language









Bayes’ theorem in infinite dimensions is expressed using the Radon-
Nikodym derivative dµy
dµ0









X πlike(dobs|m) dµ0 is a normalization constant. For technical
conditions under which the posterior measure is well defined, and a discussion
of the Bayes rule for probability measures on function spaces, we refer the
reader to [52,53,189].
6.2.2 Discretization of the Bayesian inverse problem
In this section, we present a brief discussion of the finite-dimensional
approximations of the prior and the posterior distributions; a lengthier dis-
cussion can be found in [33]. We start with a finite-dimensional subspace Vh
of L2(Ω) originating from a finite element discretization with continuous La-
grange basis functions {φj}nj=1 [18, 188]. The approximation of the inversion
parameter functionm ∈ L2(Ω) is thenmh =
∑n
j=1mjφj ∈ Vh, where the vector
of the n inversion parameters is m = (m1, . . . ,mn)T ∈ Rn.
Since we postulate the prior Gaussian measure on L2 (Ω), the finite-
dimensional space Vh inherits the L2-inner product. Thus, inner products be-
tween nodal coefficient vectors must be weighted by a mass matrixM ∈ Rn×n
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to approximate the infinite-dimensional L2-inner product. This M -weighted
inner product is denoted by 〈· , ·〉M , where 〈y, z〉M = yTMz and M is the




φi(x)φj(x) dx , i, j = 1, . . . , n.
To distinguish Rn equipped with theM -weighted inner product with the usual
Euclidean space Rn, we denote it by RnM .
When using theM -weighted inner product, there is a critical distinction
that must be made between the matrix adjoint and the matrix transpose. For
an operator B : RnM → RnM , we denote the matrix transpose by BT with
entries (BT )ij = Bji. In contrast, the M -weighted inner product adjoint B∗
satisfies, for y, z ∈ Rn,
〈By, z〉M = 〈y,B
∗z〉M ,
which implies that B∗ is given by
B∗ = M−1BTM . (6.4)
In the following, we also need the adjoint V  of V : Rr → RnM (for some r),
where Rr is endowed with the Euclidean inner product. In this case, we have
V  = V TM , (6.5)
since 〈V y, z〉M = 〈y,V
z〉. With these definitions, the matrix representation
of the elliptic PDE operator A defined by (6.1) is given by A = M−1K ∈
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[a∇φi(x) · ∇φj(x) + bφi(x)φj(x)] dx, i, j ∈ {1, . . . , n} .
Then, the finite-dimensional approximation µh0 of the prior Gaussian measure






where m0 ∈ Rn is the discretization of the prior mean m0. The finite-
dimensional Bayes’ formula, i.e.,
πpost(m) := πpost(m|dobs) ∝ πprior(m)πlike(dobs|m), (6.7)
where πpost(m|dobs) is the density of the finite-dimensional approximation µy,h
of the posterior measure µy, and πlike is the likelihood (6.2), gives the finite-














where Γprior = A−1. Note that in (6.8) and the remainder of this paper we de-
note by f(m) the parameter-to-observable map evaluated at the finite element
function corresponding to the parameter vector m. The Bayesian solution of
the inverse problem is then given by (6.8). Unfortunately, for inverse prob-
lems governed by expensive forward models and for high-dimensional param-
eter spaces, exploring the posterior density πpost(m) is extremely challenging,
since evaluation of this density at any point in parameter space requires the
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solution of the forward model f(m) for the givenm, and a very large number
of such evaluations will be required in high dimensions. Methods for exploring
πpost(m) that do not exploit its structure are thus impractical.
We observe that the negative log posterior density is analogous to the
least squares functional that is minimized in the solution of a deterministic
inverse problem. That is,
− log πpost(m) = J(m) + const. (6.9)
where









In the context of deterministic inversion, the first term in (6.10) is the data
misfit term, weighted by Γ−1noise, and the second term plays the role of Tikhonov
regularization, which is chosen to make the inverse problem well-posed. This
connection between the negative log posterior and the deterministic inverse
problem cost function in (6.10) is often exploited to find an approximation
of the mean of the posterior pdf by finding the point that maximizes the
posterior πpost(m), or equivalently minimizes the cost function J(m). This
so-called maximum a posterior (MAP) point is equal to the mean when the
parameter-to-observable map f(m) is linear in the parametersm and the noise
and prior models are Gaussian. When the Gaussian-linear conditions are not
satisfied, obviously the MAP point only approximates the mean, the quality of
this approximation depending on the degree of nonlinearity. Moreover, under
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these Gaussian-linear conditions, the posterior πpost(m) is Gaussian with mean
given by the MAP point, and covariance given by the inverse of the Hessian
matrix of the cost function J(m) [33, 192].
6.2.3 Exploring the posterior
As implied above, when the parameter-to-observable map is nonlinear,
the posterior πpost(m) generally is non-Gaussian, and cannot be represented by
its mean and covariance. Thus it must be characterized by other means. This
can be extremely challenging for PDE-based inverse problems, since evaluating
the posterior (6.8) at any point in parameter space involves solving the forward
PDEs, and many such evaluations are anticipated for the high-dimensional
parameter spaces that stem from discretization of infinite-dimensional inverse
problems.
The method of choice for exploring the posterior pdf is the Metropolis-
Hastings (M-H) MCMC method [104, 149, 174, 193], which employs a given
proposal probability density q(mk,y) at each sample point mk in parameter
space to generate a proposed sample point y ∈ Rn. Once generated, the M-H
criterion chooses to either accept or reject the proposed sample point, and
repeats from the new point, thereby generating a chain of samples {mk}k=1,···
from the posterior density πpost(m). Algorithm 7 presents pseudo-code for the
M-H MCMC method.
Critical to the success of M-H MCMC is the choice of the proposal den-
sity q(mk,y). Observe that if q(mk,y) = πpost(y), the M-H algorithm would
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Algorithm 7 Metropolis-Hastings MCMC algorithm to sample the pdf π
Choose initial parameters m0
Compute π(m0)
for k = 0, . . . , N − 1 do
Draw sample y from the proposal density q(mk, · )
Compute π(y)





Draw u ∼ U([0, 1])
if u < αk(y) then
Accept: Set mk+1 = y
else
Reject: Set mk+1 = mk
end if
end for
accept every sample with probability 1; however, this defeats the purpose,
because we would not know how to sample from this choice of proposal: the
whole point of appealing to MCMC is that we cannot draw a sample directly
from πpost(y).
Instead, a common choice for the proposal is the isotropic Gaussian,




The resulting method is known as RandomWalk Metropolis-Hastings (RWMH).
This proposal density is easy to sample, but it can lead to poor MCMC per-
formance due to the mismatch between the proposal and posterior densities.
The challenge is to come up with a proposal that at least locally reflects the
behavior of the target posterior density and at the same time is easy to sample.
Satisfying these two requirements becomes increasingly difficult with increas-
ing parameter dimension. This will be the subject of the next section.
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6.3 A modified stochastic Newton MCMC method
In [143], we introduced a so-called stochastic Newton MCMC method
that featured a Gaussian proposal constructed from the local gradient vector
and local Hessian matrix (of the negative log posterior). To make the con-
struction of the proposal tractable, we employed adjoint-based methods to
compute the gradient and Hessian, which amount to a pair of forward/adjoint
PDE solves for the gradient and for each column of the Hessian. Moreover, to
make the Hessian computation scalable with respect to parameter dimension,
we use matrix-free methods to construct low-rank approximations of the data
misfit component of the Hessian, which often has a rapidly-decaying spectrum
reflecting the ill-posedness of the inverse problem [73, 143]. With these fea-
tures, the stochastic Newton method is able to handle inverse problems with
hundreds to thousands of parameters; its efficiency increases with decreasing
nonlinearity of the parameter-to-observable map and with decreasing infor-
mation content of the data. We denote this original form of the stochastic
Newton MCMC method (i.e., with dynamically changing Hessian) as SN.
Unfortunately, SN becomes prohibitive for very large-scale problems,
because it requires recomputation of the Hessian at each sample point. De-
spite the use of efficient adjoint-based matrix-free Hessian-vector products to
find the low-rank approximations of the data misfit component of the Hessian,
we still need O(2r) linearized forward/adjoint PDE solves to compute it, where
r is the effective rank. When r is large—as is the case for high-dimensional
problems, for which the observations are highly informative about the param-
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eters and, hence, the data misfit Hessian has a high effective rank—we must
find alternatives to computing the Hessian at each sample point.
Here we propose a modified stochastic Newton MCMC method that
employs a (low-rank approximation-based) Hessian that is computed once and
for all at the MAP point, and reused for each proposal. This modification,
to which we refer as stochastic Newton MCMC with MAP-based Hessian (SN-
MAP), employs a locally-computed gradient in the Gaussian proposal, but
evaluates the Hessian in that Gaussian at the MAP point. Before describing
SNMAP, we begin with a brief summary of the proposal construction for the
original stochastic Newton MCMC method.
6.3.1 Stochastic Newton MCMC with dynamically changing Hes-
sian (SN)
The stochastic Newton MCMC method employs a local Gaussian ap-
proximation of the target posterior pdf. This is done by constructing, about
a given point mk, a local quadratic approximation J̃k(m) of the negative log
posterior J(m) (given in (6.10)), i.e.,
J̃k(m) := J(mk) + 〈gk,m−mk〉M +
1
2 〈m−mk,Hk(m−mk)〉M . (6.11)
Here, g and H are the gradient vector and Hessian matrix of J(m), respec-











To obtain the proposal density qSN for stochastic Newton MCMC (with dy-
namically changing Hessian), we take the exponential of the negative of J̃k(m),













which is a Gaussian with mean mk − H−1k gk and covariance matrix H−1k .
Note that at a local minimum,Hk is positive semi-definite and at an arbitrary
point y, Hk can be indefinite. To ensure that (6.12) defines a proper pdf, we
discard negative eigenvalues of the data misfit component of Hk and, hence,
replace Hk with a modified positive definite Hessian. We also note that the
backward proposal qSN(y,mk), needed for the M-H acceptance probability αk,
is computed using the Hessian and gradient evaluated at y. In summary, the
SN step at each MCMC iteration draws a proposed sample y from the proposal
qSN(mk,y), which is then subject to the accept/reject framework of the M-H
MCMC Algorithm 7. The SN proposal is illustrated in Figure 6.1 (top left).
6.3.2 Stochastic Newton MCMC with MAP-based Hessian (SN-
MAP)
As stated above, the original form of the stochastic Newton MCMC
method becomes prohibitive for very large-scale problems, because it requires
recomputation of the Hessian of J(m) (whose inverse is needed to construct
the Gaussian proposal) at each sample point. Therefore, we avoid recomput-







Figure 6.1: Illustration of proposals for the three Hessian-based methods: sto-
chastic Newton MCMC with dynamically-computed Hessian (top left); sto-
chastic Newton MCMC with MAP-based Hessian (top right); and indepen-
dence sampler with MAP-based Hessian (bottom). The green curve depicts
the true posterior density, πpost(m); the blue curve displays the forward pro-
posal density, q(mk,y); and the black curve shows the backward proposal
density, q(y,mk). The green, blue, and black dotted lines indicate the points
at which the posterior, the backward, and the forward proposals, respectively,
are evaluated.
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and compute the Hessian there, and then use this MAP-based Hessian for all
proposals. The gradient is still computed at each sample point. Hence, the
proposal qSNMAP(mk,y) for SNMAP is given by replacing the Hessian in (6.12)











which is a Gaussian with mean mk −H−1MAPgk and covariance matrix H−1MAP.
Note that the scaling factor is not necessary in (6.13), since for proposals with
MAP-based Hessians, the scaling factors are constant and thus they cancel
when computing the acceptance probability αk in Algorithm 7. The SNMAP
proposal is illustrated in Figure 6.1 (top right). Note that the SNMAP pro-
posal (6.13) can also be understood as a preconditioned Langevin MCMC
proposal [190] with a MAP-based Hessian preconditioner.
Avoiding SN’s Hessian recomputation at each sample point results in
substantial computational savings, since, as will be made explicit in Section
6.3.5, computing the Hessian typically requires a number of forward/adjoint
PDE solves on the order of the effective rank of (a properly preconditioned)
Hessian of the data misfit term in the negative log posterior. Once SNMAP has
computed the Hessian at the MAP point, the only cost per sample is a pair of
forward/adjoint PDE solves to compute the gradient. However, this may result
in a deterioration in the acceptance rate, since the Gaussian proposal employs
local gradient information but a global Hessian, and thus may not fully capture
local curvature information of the posterior if the curvature is changing rapidly
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(as may happen in a highly nonlinear parameter-to-observable map). However,
the fact that the proposal qSNMAP changes less from sample to sample compared
to qSN can also have a positive effect on the acceptance probability and the
chain convergence. In Section 6.5 we conduct numerical experiments on a
specific Bayesian inverse problem to assess whether this tradeoff is profitable.
6.3.3 Independence sampling with a MAP point-based Gaussian
proposal (ISMAP)
As seen in the above SNMAP modification of the stochastic Newton
MCMC method, freezing the Hessian at the MAP point avoids Hessian re-
computation and results in substantial savings. However, the gradient is still
recomputed at each sample point, motivated by the desire to construct a Gaus-
sian proposal that captures some local information, as well as the fact that
the gradient is far cheaper to compute than (a low rank-approximation-based)
Hessian.
One can go one step further and shed the need to compute local gradient
information by defining an independence sampler that takes the proposal to
be a Gaussian centered at the MAP point, using the Hessian computed at the
MAP as the inverse covariance, and neglecting the gradient (since it vanishes
at the MAP). This method has been suggested previously in the subsurface
flow inversion literature [156,157]; here, we refer to it as ISMAP. Since ISMAP,
like SN and SNMAP, makes use of Hessian information, a fair assessment of
SNMAP vis-á-vis SN should include comparisons to ISMAP as well. Therefore,
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we next provide a description of the ISMAP proposal as well.
The proposal density qISMAP is obtained by taking mk in (6.12) as the
MAP pointmMAP (which means that gk is zero) and, as with SNMAP, replac-




−12 〈y −mMAP,HMAP(y −mMAP)〉M
)
, (6.14)
which is a Gaussian with mean mMAP and covariance matrix H−1MAP. We note
that the proposal qISMAP is independent of the current sample point, and thus
does not change during the sampling process. The ISMAP proposal is illus-
trated in Figure 6.1 (bottom).
We note that ISMAP not only avoids Hessian recomputation at each
sample point (as with SNMAP) but also avoids computing the gradient; thus,
its cost—once the MAP-based Hessian is determined—is a forward PDE solve
at each sample point. However, this additional approximation over SNMAP
has the potential to lead to additional deterioration of the acceptance rate.
Note that one advantage of ISMAP is that, since the proposal is constant, the
samples can all be precomputed offline or in parallel, after which they can be
subjected (sequentially) to the M-H accept/reject criterion in Algorithm 7.
Finally, we remark that if the posterior itself is a Gaussian, the three
Hessian-based methods described above collapse to the same method. As
such, they all sample from the true posterior with probability 1 at every step,
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resulting in an acceptance rate of 100% and posterior samples that are inde-
pendent [143].
6.3.4 Relation to Newton’s method for optimization
Recall that the stochastic Newton MCMC method (in particular SN)
uses, as a proposal, the local quadratic approximation J̃k(m) of the negative
log posterior J(m) about the current sample point mk. The minimizer of
J̃k(m) is given by mk −H−1k gk, where Hk and gk are the Hessian and the
gradient of J(m) evaluated at mk, respectively. Note that −H−1k gk is the
classical Newton optimization step. A proposal point drawn from the local
Gaussian approximation of the posterior with mean mk −H−1k gk and covari-
ance H−1k is thus
y = mk −H−1k gk +H
−1/2
k ñ, (6.15)
where ñ = M−1/2n is a random sample from a Gaussian with zero mean
and identity covariance matrix in RnM , and n ∈ Rn is a random sample from
the standard normal density in Rn. Iterating the stochastic Newton MCMC
method without the random term amounts to the classical Newton method
from nonlinear optimization, which converges to the MAP point (or another
stationary point of J(·)).
Since SNMAP reuses the Hessian at the MAP point (i.e., it is held
constant throughout the sampling process), proposal points are computed as
287
in (6.15), but with Hk replaced by the Hessian at the MAP point HMAP, i.e.,
y = mk −H−1MAPgk +H−1/2MAP ñ, (6.16)
with ñ as above. We note that if the random term is neglected, SNMAP
reduces to an HMAP-preconditioned steepest descent method.
For completeness, let us show how proposals from the independence
sampler with MAP-based Gaussian, ISMAP, are computed. With ñ defined
as above, the proposed point is found as
y = mMAP +H−1/2MAP ñ. (6.17)
Note that the right hand side in (6.17) is independent of mk, and hence the
designation “independence sampler.”
6.3.5 Efficient operations with the Hessian via low-rank approxi-
mation
Up to this point, we have described the three Hessian-based MCMC
methods (SN, SNMAP, and ISMAP) in terms of the Hessian matrix of the
negative log posterior. Indeed, examination of the form of the three proposal
densities (6.12), (6.13), and (6.14), as well as the expressions for the samples
from the proposals (6.15), (6.16), and (6.17), reveals that the following opera-
tions with the Hessian are required: action of the Hessian on a vector; action
of the inverse Hessian on a vector; action of the inverse of the square root of
the Hessian on a vector; and determinant of the square root of the Hessian
(the determinant is required only for SN).
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Unfortunately, explicitly computing the Hessian requires as many (lin-
earized) forward PDE solves as there are parameters; for large-scale problems,
these computations are prohibitive. Thus, we need efficient algorithms for the
operations with the Hessian summarized above. In this section, we briefly de-
scribe previous work that employs low-rank approximations of the data misfit
portion of the Hessian, preconditioned by the prior covariance, to execute all
of the above operations with the Hessian at a cost (measured in forward PDE
solves) that is independent of the parameter dimension [33, 73, 143]. The dis-
cussion below is in terms of a generic Hessian,H ; this can refer to the Hessian
at any point in parameter space, including the MAP point.
The Hessian of the negative log posterior J(m) in (6.10) can be written
as the sum of the Hessian of the data misfit term, Hmisfit, and the inverse of
the prior covariance Γ−1prior. If we consider a decomposition of the prior such
that Γprior = LL∗, then
H = Hmisfit + Γ−1prior = Hmisfit +L−∗L−1 = L−∗(L∗HmisfitL+ I)L−1. (6.18)
Here, the data misfit Hessian Hmisfit is given by
Hmisfit := F \Γ−1noiseF + second order terms
where F is the Jacobian matrix of the parameter-to-observable map f(m),
F \ := M−1F T is its (properly weighted) adjoint, and the second order terms
involve second derivatives of f(m) with respect to m. Notwithstanding the
form of the second order terms, the expression above suggests that the Hessian
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of the data misfit involves the solution of linearized forward and adjoint PDE
problems. This will be seen explicitly for the target ice sheet inverse problem
described in Section 6.4.
We begin by describing the computation of the application of the inverse
Hessian to a vector in order to compute the Newton step H−1g. From (6.18),
we obtain
H−1g = L(L∗HmisfitL+ I)−1L∗g, (6.19)
and thus we require the inverse of (L∗HmisfitL+I). Since for ill-posed inverse
problems, observations typically inform only a limited number of eigenvectors
of the parameter field, the spectrum of the data misfit Hessian often decays
rapidly (see for example, [29,30,31] for the inverse scattering case). In addition,
the prior is often smoothing, in which case left and right preconditioning of the
data misfit Hessian by the square root of the prior, L, enhances the decay of the
eigenvalues. Thus, the prior-preconditioned data misfit Hessian, L∗HmisfitL,
can typically be well approximated by a low rank matrix, and this can be
exploited to enable efficient computations with the Hessian. To construct the
low-rank approximation of the prior-preconditioned data misfit Hessian, we
seek a matrix-free method (sinceH cannot be formed explicitly) that requires
just Hessian-vector products; crucially, the number of Hessian-vector products
must be of the order of the effective rank, r, of the prior-preconditioned data
misfit Hessian, as opposed to the parameter dimension, n. Note that each
Hessian-vector product can be formed efficiently at the cost of a single pair of
linearized forward/adjoint PDE solves (this will be seen explicitly for the ice
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sheet flow problem in Section 6.4.5).
The Lanczos eigenvalue algorithmmeets the requirements outlined above,
and we use it to construct an r-dimensional low-rank approximation for the
prior-preconditioned data misfit Hessian, i.e., L∗HmisfitL ≈ V rΛrV r, where
V r ∈ Rn×r contains r eigenvectors of the prior-preconditioned data misfit
Hessian corresponding to the r largest eigenvalues λi, i = 1, . . . , r, Λr =
diag(λ1, . . . , λr) ∈ Rr×r, and V r ∈ Rr×n denotes the adjoint defined in (6.5).
The rank r approximation can typically be formed in a number of Hessian-
vector products that is slightly larger than r, which amounts to approximately
r forward/adjoint pairs of linearized PDE solves all containing the same PDE
operator or its adjoint (this presents an opportunity to employ an effective
PDE preconditioner, since it will be amortized over r PDE forward/adjoint
solves.) Once the low-rank approximation has been constructed, the product
of this approximate Hessian with a vector can then be formed by successively
applying V r and V r to vectors, each application amounting to r inner prod-
ucts. The cost of this linear algebra is negligible relative to the PDE solves
needed to form the low-rank approximation.
Moreover, using the Sherman-Morrison-Woodbury formula [89] in com-
bination with expressing the prior-preconditioned data misfit Hessian as the
sum of a low rank term and a reminder, we can write the inverse Hessian as






where Dr := diag(λ1/(λ1 + 1), . . . , λr/(λr + 1)) ∈ Rr×r. As can be seen from
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the form of the remainder term above, to obtain an accurate low rank approx-
imation ofH−1, we can neglect eigenvectors corresponding to eigenvalues that
are small compared to 1. Therefore,









The expression on the right side of (6.21) can be used to efficiently apply the
square-root inverse Hessian to a vector x, as needed for drawing samples from





(Λr + Ir)−1/2 − Ir
]
V r + I
}
x. (6.22)
By a direct computation using the adjoint definitions (6.4) and (6.5), it can
be verified that H−1x = H−1/2(H−1/2)∗x. Finally, the determinant of the




(λi + 1)1/2. (6.23)
In summary, once the low-rank approximation of the data misfit Hessian
has been constructed, all of the operations with the Hessian described above
(and required by the three Hessian-based methods) can be carried out using
only inner products and vector sums, without recourse to PDE solves. These
linear algebra operations are negligible relative to the PDE solves needed for
the low-rank approximation, and thus the dominant cost of these methods is
O(r) forward/adjoint PDE solves needed for the low-rank approximation. As
mentioned above, for ill-posed inverse problems (including the ice sheet flow
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inverse problem studied below), the prior-preconditioned data misfit Hessian
is a compact operator with rapidly-decaying eigenvalues, so that r  n. More-
over, when the dominant eigenvectors of the prior-preconditioned data misfit
Hessian are spatially smooth, r is independent of the parameter dimension n
and the observation dimension q.
6.3.6 Comparison of computational cost of ISMAP, SNMAP, and
SN
The stochastic Newton MCMC methods and the independence sam-
pler with MAP-based Gaussian all use the low-rank approximation and fast
operations with the Hessian described in the previous section. However, they
differ markedly in how frequently they recompute the low-rank approximation
of the prior-preconditioned data misfit Hessian, which as mentioned above is
by far the dominant cost relative to the linear algebra.
Let us now characterize the cost per MCMC sample for each of the three
Hessian-based methods described in Section 6.3, measured in number of (for-
ward or adjoint) PDE solves. The independence sampling method (ISMAP)
requires just a single evaluation of the parameter-to-observable map per sam-
ple, which amounts to a single (nonlinear) forward PDE solve per sample.
The stochastic Newton MCMC method with dynamically changing Hessian
(SN) requires for each sample a nonlinear forward PDE solve, a (linear) ad-
joint PDE solve for the gradient computation, and approximately 2r linearized
PDE solves to construct the rank r approximation of the prior-preconditioned
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data misfit Hessian. Finally, the cost per sample for stochastic Newton MCMC
with MAP-based Hessian (SNMAP) is one nonlinear forward PDE solve and
one adjoint PDE solve, since SNMAP recomputes the gradient at each sample
point. Depending on whether the forward problem is linear or nonlinear and
stationary or time dependent, and depending on whether the linearized PDEs
are solved by direct factorization (which permits reuse of the factors within
the low-rank approximation) or iteratively (which permits reuse of only the
preconditioner), the number of PDE solves per sample translates differently
into computational time per sample. Thus, the metric we use to compare the
performance of these three Hessian-based methods to each other in Section 6.5
is the number of linearized PDE solves required by each method.
6.4 Application to the inversion of basal boundary con-
ditions in ice flow problems
In the remainder of this paper, we apply the methods discussed in
Section 6.3 to an inverse problem in ice dynamics, in which we seek to find
a statistical description of the uncertain basal sliding coefficient field from
pointwise velocity observations at the surface of the moving mass of ice. In
this section, we summarize the physics describing the dynamics of ice flows,
present the two-dimensional problem used to exercise our methods, and the
prior distribution and the likelihood for the Bayesian inverse problem. We
also give expressions of the gradient and the Hessian-vector product of the
negative log posterior function using adjoint ice flow equations and describe
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the discretization of these equations.
6.4.1 The dynamics of ice flow
We model the flow of ice as a non-Newtonian, viscous, incompressible,
isothermal fluid [92,115,142,162]. The balance of mass and linear momentum
in a domain Ω ⊂ Rd of dimension d = 2 or d = 3 state that
∇ · u = 0 in Ω, (6.24a)
−∇ · σu = ρg in Ω, (6.24b)
where u denotes the velocity vector, σu the stress tensor, ρ the density of the
ice, and g gravity. The stress, σu, can be decomposed as σu = τu− Ip, where
τu is the deviatoric stress tensor, p the pressure, and I the unit tensor. We
employ a constitutive law for ice that relates stress and strain rate tensors by
Glen’s flow law [87],








where η is the effective viscosity, ε̇u = 12(∇u +∇u
T ) the strain rate tensor,
ε̇II = 12tr(ε̇
2
u) its second invariant, n ≥ 1 Glen’s flow law exponent, and A the
temperature-dependent flow rate factor (here taken as constant in isothermal
ice).
At the base Γb of the ice sheet, one commonly assumes non-penetrating
normal boundary conditions and a linear sliding law for the tangential com-
ponents i.e. [162]
u · n = 0, Tσun+ exp(β)Tu = 0, (6.24d)
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where β = β(x) is the log basal sliding coefficient field, and T := I−n⊗n the
projection onto the tangential plane. Here, “⊗” represents the tensor (or outer)
product defined by (a⊗b)c = ab ·c, n is the outward normal vector, and I is
the second order unit tensor. Together with appropriate boundary conditions
on ∂Ω \ Γb, (6.24) represents an accepted model for the flow of ice sheets and
glaciers. Note that the Robin coefficient field exp(β), which relates tangential
velocity to tangential traction, subsumes several complex physical phenomena
such as the frictional behavior of the ice sheet, the roughness of the bedrock
and hydrological phenomena. It does not itself represent a physical parameter
and is highly uncertain. Our target is to infer the log sliding coefficient field
β, which in the following we simply refer to as sliding coefficient field, within
a Bayesian inversion approach. In the next section, we specify the ice flow
model problem used to study the efficiency of our algorithms and to interpret
results of Bayesian inversions.
6.4.2 The Arolla test problem
We use a two-dimensional test problem taken from the Ice Sheet Model
Intercomparison Project for Higher-Order Ice Sheet Models (ISMIP-HOM)
benchmark study [163]. The domain Ω, which is based on data from the Haut
Glacier d’Arolla is shown in Figure 6.2. Together with the basal boundary
condition (6.24d), on the top boundary Γt we assume the traction-free condi-
tion
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Figure 6.2: The longitudinal profile of Haut Glacier d’Arolla from the ISMIP-
HOM benchmark collection [163]. This profile follows a flowline of 5 km length
with a grid spacing of 100 m. The arrows represent the flow field obtained by
solving (6.24) with the basal sliding coefficient field given by (6.25).
The driving force in the Stokes equations (6.24) is the gravity ρg = (0,−ρg cos θ),
where ρ = 910 kg/m3 is the ice density, and g = 9.81 m/s2 is the gravitational
constant. The Glen’s flow-law exponent parameter is n = 3, and the rate
factor is assumed constant as A = 10−16 Pa−na−1, where “Pa” and “a” are
units of Pascals and years, respectively [163].
As reference basal sliding coefficient field, which is also used to generate
synthetic observations as described in the next section, we choose
βtrue(x) = ln











if 3750 ≤ x < 4000,
1000 if 4000 ≤ x < 5000.
(6.25)
The flow field corresponding to the basal sliding coefficient field (6.25) are
shown in Figure 6.2.
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6.4.3 The likelihood
The likelihood function expresses the probability that a candidate set
of parameters reproduces the observations dobs. To specify the likelihood func-
tion, we denote by u(β) the solution of the Stokes equation with basal slid-
ing coefficient field β(x), and by B the observation operator, which restricts
the flow solution to ten measurement points on the right of the top surface
Γt, i.e., lower part of the glacier, with x-coordinates uniformly distributed in
[2500, 5000]. Thus, the parameter-to-observable map is f(β) = Bu(β).
The observations dobs are synthetically generated by solving the ice flow
Stokes equations (6.24) with basal sliding coefficient field βtrue as specified in
(6.25), restricting the resulting flow solution u(βtrue) using the observation op-
erator and adding additive Gaussian noise ε, i.e., dobs = Bu(βtrue) + ε. Each
component of the noise vector ε is i.i.d. with standard deviation σ̄noise for the
horizontal flow components and with ¯̄σnoise for the vertical flow components.
Adding noise mitigates the “inverse crime,” which occurs when synthetic obser-
vations are used in an inversion and the same numerical method is employed
in both, the synthetization of the observations and in the inverse problem








where the noise covariance matrix Γnoise is diagonal with the entries σ̄noise and
¯̄σnoise for the horizontal and vertical components, respectively. To understand
the effect of the noise level on the performance of the three Hessian-based
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sampling methods and on the uncertainty in the reconstruction, we consider
two problems based on the noise level in the observations:
• Problem 1: σ̄noise = 62 for the horizontal flow components and with
¯̄σnoise = 10 for the vertical flow components;
• Problem 2: σ̄noise = 18 for the horizontal flow components and with
¯̄σnoise = 3 for the vertical flow components.
6.4.4 The choice of prior
We specify the Gaussian prior by giving its mean β0 and its covariance
via the elliptic operator A discussed in Section 6.2. Since the bottom surface
of the Arolla geometry is a “curved” surface, the prior is defined in terms of
the surface Laplacian (also called the Laplace-Beltrami operator). Using the
projection T onto the tangential plane as defined above, ∇Γb = T∇ is the
tangential gradient, ∇Γb· is the tangential divergence, and ∇Γb · ∇Γb is the
Laplace-Beltrami operator [22, 59, 64]. Thus, we define A as the differential
operator
−∇Γb · (a∇Γbβ) + bβ = s in Γb, (6.27a)
(a∇Γbβ) · ν = 0 on ∂Γb, (6.27b)
where ν denotes the outward unit normal on ∂Γb. The finite-dimensional
representation of the prior inverse is Γ−1prior = M−1K, where M and K are
the corresponding surface mass and surface stiffness matrices, respectively. In
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our model problems, we use the parameters a = 10−2 and b = 102. With these
parameters, the standard deviation of the Green’s function corresponding to
the prior (i.e., the correlation length) is roughly 5% of the total length of the
glacier.
6.4.5 Gradient and Hessian of the negative log posterior
The Hessian-based sampling methods presented in Section 6.3 rely on
the availability of gradients and Hessian-vector products of the negative log
posterior. The derivation of these derivatives is complicated by the fact that
the parameter-to-observable map involves the solution of the ice flow equations.
In this section, we give expressions for the efficient computation of gradients
and Hessian-vector products using adjoint equations. For a more detailed
presentation of derivative computation using adjoints we refer to the PDE-
constrained optimization monographs [23, 112, 195] and to [167] for the ice
flow dynamics setting.
The gradient of the negative log posterior can be found by requiring that
variations of a Lagrangian function with respect to the forward velocity and
pressure (u, p) and an adjoint velocity and pressure (v, q) vanish. Variations
with respect to β then result in the following strong form of the gradient G:
G(β) := exp(β)Tu · Tv +A(β − β0). (6.28)
Here, the velocity u is obtained by solving the forward Stokes problem (6.24)
for given β, and the adjoint velocity v is obtained by solving the following
300
adjoint Stokes problem for given β and for u satisfying (6.24):
∇ · v = 0 in Ω, (6.29a)
−∇ · σv = 0 in Ω, (6.29b)
σvn = −B∗Γ−1noise(Bu− dobs) on Γt, (6.29c)
v · n = 0, Tσvn+ exp(β)Tv = 0 on Γb, (6.29d)
where the adjoint stress σv is given by
σv := 2η(u)
(






and I is the fourth order identity tensor.
The action of the Hessian operator evaluated at a sliding coefficient
field β onto a direction β̂ is given by
H(β)(β̂) := Aβ̂ + exp(β)(β̂Tu · Tv + T û · Tv + Tu · T v̂), (6.30)
where the incremental forward velocity/pressure (û, p̂) satisfy the incremental
forward Stokes problem,
∇ · û = 0 in Ω, (6.31a)
−∇ · σû = 0 in Ω, (6.31b)
σûn = 0 on Γt, (6.31c)
û · n = 0, Tσûn+ exp(β)T û = −β̂ exp(β)Tu on Γb, (6.31d)
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ε̇û − I p̂, and the incremental adjoint veloci-
ty/pressure (v̂, q̂) satisfy the incremental adjoint Stokes problem,
∇ · v̂ = 0 in Ω, (6.32a)
−∇ · σv̂ = −∇ · τ̂u in Ω, (6.32b)
σv̂n = −B∗Γ−1noiseBû− τ̂u on Γt, (6.32c)
v̂ · n = 0, Tσv̂n+ exp(β)T v̂ = −T τ̂un on Γb, (6.32d)







ε̇v̂ − I q̂, and τ̂u = 2η(u)Ψε̇û, where
Ψ = (1 + 1− n
n














In these expressions, ε̇û and ε̇v̂ are defined analogously to ε̇u and ε̇v.
To summarize, the computational cost (measured in the number of lin-
earized Stokes solves, which represent the dominant cost) of the gradient eval-
uation is nls forward linearized Stokes solves for the nonlinear forward problem
(6.24) (where nls is the number of Newton iterations required by the nonlinear
solver to converge), and one linear adjoint solve for (6.29). Each computa-
tion of the Hessian-vector product (6.30) requires two linearized Stokes solves,
namely the solution of (6.31) and (6.32).
6.4.6 Discretization and solvers
We discretize the domain Ω with 260 triangular mesh elements, and use
Taylor-Hood finite elements (i.e., linear elements for pressure and quadratic
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elements for the velocity components which leads to 4714 degrees of freedom for
the velocity field and 659 for the pressure) for the forward and adjoint Stokes
problems as well as their incremental counterparts. The uncertain sliding
coefficient field β is discretized using linear elements with 139 unknowns, i.e.,
parameters for the inverse problem. We ensure that the state and parameter
fields are sufficiently resolved by comparing the solutions computed on different
meshes. All Stokes systems are solved using a direct factorization method. The
cost of the Stokes matrix factorization is amortized across the adjoint solve and
the incremental forward and adjoint solves in all CG iterations needed in each
Newton iteration; when the factorization is available, only triangular solutions
are required at each CG iteration, gradient computation or the application of
the Hessian to a vector.
6.5 Performance of algorithms
The primary goal of this section is to compare the performance of the
sampling methods presented in Section 6.3 for the Bayesian inverse problem
described in Section 6.4. We start with a discussion on the computation
of the MAP point in Section 6.5.1, and study the approximation of prior-
preconditioned data misfit Hessians—and thus covariance matrices—using low
rank ideas (Section 6.5.2). In Section 6.5.3, we present a systematic compari-
son of the three Hessian-based sampling methods (ISMAP, SN, and SNMAP)
presented in Section 6.3.
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6.5.1 Computation of the MAP point
For the computation of the MAP point, we apply an adjoint-based in-
exact Newton method to solve the nonlinear least-squares optimization prob-
lem (6.9). Starting with an initial guess for the basal sliding coefficient field β
(we use the prior mean β0 ≡ ln(1000)), Newton’s method iteratively updates
this parameter based on successive quadratic approximations of the negative
log posterior functional J(·), using the expressions for the first and second
derivatives presented in Section 6.4.5. Since the conjugate gradient method is
used to solve the Newton linearization, the method does not require assem-
bled Hessian matrices but only Hessian-vector products. For a more complete
presentation of this optimization method to compute MAP points for ice sheet
model problems, we refer to [167].
We discuss the performance of the optimization algorithm for the com-
putation of the MAP point for Problem 2 as defined in Section 6.4.3. On
the right in Figure 6.3, we show the “truth” sliding coefficient field, which is
used to generate the synthetic surface velocity observations. Also shown is the
MAP point, i.e., the solution of (6.9). In the upper part of the glacier the
MAP point follows the prior mean since observations are only available in the
lower half of the glacier (i.e., the right part of the domain).
To compute the MAP point, 8 (outer) Newton iterations were necessary
to decrease the nonlinear residual by a factor of 105. In each of these outer
Newton iterations, the nonlinear Stokes equation has to be solved, for which we
use an (inner) Newton method. These inner Newton solves are also terminated
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Figure 6.3: Left: The horizontal surface velocity obtained by solving the for-
ward problem using the “truth” sliding coefficient field (solid line) and the
synthetic pointwise observations (circles), generated by adding 1.5% Gaussian
random noise to this surface velocity. The horizontal velocity corresponding to
the MAP point is shown by the dashed line. Right: “Truth” sliding coefficient
field (solid line) and MAP point (dashed line).
after the residual is decreased by a factor of 105, which takes an average of
12 iterations, each amounting to a linearized Stokes solve. In addition to the
nonlinear Stokes solve, each (outer) Newton iteration requires computation
of the gradient and of several Hessian-vector products. Summing over all
8 (outer) Newton iterations, 32 conjugate gradient iterations—and thus 32
Hessian-vector products—are required. In total, the computation of the MAP
point amounts to 208 linear(ized) Stokes solves.
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6.5.2 Low-rank approximation of the prior-preconditioned data mis-
fit Hessian
The computational feasibility of Hessian-based sampling for large-scale
Bayesian inverse problems critically relies on low-rank approximations for
the data misfit Hessian. Thus, we study the numerical rank of the prior-
preconditioned data misfit Hessian for various points in the parameter space.
Figure 6.4 shows a logarithmic plot of the spectra of the prior-preconditioned
data misfit Hessians at the 21 MCMC chain starting points discussed in Sec-
tion 6.5.3. Note that all spectra decay rapidly. As seen in (6.20), an accurate
low-rank approximation of the inverse Hessian can be obtained by neglecting
eigenvalues that are small compared to 1. Thus, retaining 15–20 eigenvectors
appears to be sufficient for any point from the posterior distribution.
In our sampling runs, we thus use r = 20 eigenvectors for the low-rank
approximation of the prior-preconditioned data misfit Hessian. We note that
the cost of obtaining this low-rank approximation, measured in the number
of Stokes solves, is 2(r + l), where r + l is the number of Lanczos iterations.
Here, l ≥ 0 iterations are used to ensure the accurate computation of the
most significant eigenvalues/eigenvectors (we use l = 5). We discard any
negative eigenvalues to guarantee that the low-rank approximation is positive
semi-definite.
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Figure 6.4: Logarithmic plot of the spectra of prior-preconditioned data misfit
Hessians computed at the MAP point (black line with dots) and at 21 points
distributed over the support of the posterior (gray lines). The horizontal line
for λ = 1 shows the reference value for the truncation of the spectrum of the
prior-preconditioned data misfit Hessian.
6.5.3 Performance of proposed stochastic Newton MCMC method
with MAP-based Hessian
In this section, we compare the performance of the proposed SNMAP
method (stochastic Newton MCMC with MAP-based Hessian) with SN (the
original stochastic Newton MCMC method with dynamically-computed Hes-
sian) and with ISMAP (independence sampler with MAP-based Gaussian) for
both ice flow inverse problems introduced in Section 6.4.3. For each method,
21 MCMC chains are computed using a common set of 21 initial points. These
points are selected from an MCMC chain with 25,000 samples initialized at
the MAP point. From this chain, these 21 initial points are chosen to approxi-
mately maximize the minimum pairwise distances between points, so that the
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resulting set is distributed quasi-uniformly over the support of the posterior
distribution. This ensures that the initial points are over-dispersed with re-
spect to the posterior, which is important for the convergence diagnostics used
to compare the different MCMC methods.
In Table 6.1, we summarize convergence diagnostics and MCMC chain
statistics averaged over 21 chains (excluding the MPSRF which is a multi-chain
diagnostic). To compare the different MCMC methods, in the second column
we provide the multivariate potential scale reduction factor (MPSRF) diag-
nostic [24]. This diagnostic compares averaged properties of individual sample
chains with properties of the pooled sample chain. When these properties are
similar, we infer that each of the individual sample chains has converged. The
closer the MPSRF is to 1, the better converged the individual sample chains
are.
It is well known in Monte Carlo methods that the variance in the esti-
mate decays as 1/N when averaging over N i.i.d. samples. However, MCMC
samples are not independent, and in general we observe that averaging over N
samples from an MCMC chain reduces the variance in the estimate by a factor
of only τ/N , where τ > 1 is the integrated autocorrelation time (IAT) [174],
given by




Here, ρ(s) is the usual autocorrelation function for a lag s > 0. In practice,
ρ(s) is noisy when computed from a finite length sample chain, and thus we
estimate τ by the maximum value obtained by truncating the summation in
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(6.33). The autocorrelation is defined for a scalar quantity, and we report in
column three the IAT corresponding to the sliding coefficient field at the point
x = 3450. In the fourth column, we report the effective sample size (ESS)
defined as N/τ , the number of independent samples that would be required
for the same variance reduction as obtained from the MCMC chain.
The fifth column shows the mean squared jump distance (MSJ), which
provides an indication of how well the MCMC chain is mixing. This metric is





‖mk+1 −mk‖2M . (6.34)
In general, a larger mean square jump distance indicates faster mixing of the
MCMC chain, and tends to result in better chain convergence.
Finally, we address the question of greatest interest with regard to com-
putational efficiency: “Given an MCMC algorithm, how much computational
work is required to obtain an independent sample?”. Column seven reports
the total number of linearized Stokes solves required to obtain a single inde-
pendent sample, and column eight reports the total wall-clock time for these
solves.
We summarize the following observations from Table 6.1:
(a) The number of independent samples is about one order of magnitude larger
for Problem 1 than for Problem 2, suggesting that the posterior distribu-
tion for Problem 2 is more difficult to sample.
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Table 6.1: Multivariate potential scale reduction factor (MPSRF), integrated
autocorrelation time (IAT), effective sample sample size (ESS), mean squared
jump distance (MSJ), acceptance rate (AR), number of (linearized) Stokes
solves per independent sample (SPIS), and the average wallclock time per
independent sample (TPIS). We compare the performance obtained with the
independence sampler with MAP-based Gaussian (ISMAP), the stochastic
Newton MCMC method with MAP-based Hessian (SNMAP), and the sto-
chastic Newton MCMC method with dynamic Hessian (SN) for two problems
with different noise levels (e.g., σ̄noise = 62 and ¯̄σnoise = 10 for Problem 1, and
σ̄noise = 18 and ¯̄σnoise = 3 for Problem 2). We use 21 MCMC chains, each with
25,000 samples, hence the total number of samples is 525,000. The dimension
of the discretized basal sliding coefficient field, i.e., the number of parameters,
is 139.
MPSRF IAT ESS MSJ AR (%) SPIS TPIS (s)
Problem 1
ISMAP 1.210 253 2075 1456 41 2783 139
SNMAP 1.001 6 84004 1390 40 72 4
SN 1.073 125 4032 565 17 1375 69
Problem 2
ISMAP 1.507 435 1207 280 9 4350 218
SNMAP 1.045 80 6563 190 6 960 48
SN 1.348 600 875 64 2 8400 420
(b) SNMAP leads to the best MPSRF values for both problems, suggesting
the fastest convergence with respect to the number of samples. As a
consequence, the largest effective sample size is achieved using SNMAP.
Note that this holds even though ISMAP yields larger acceptance rates
and mean squared jump distances.
(c) SNMAP also requires the smallest number of forward solves per indepen-
dent sample. For Problem 1, SNMAP is more efficient than SN by a factor
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of about 20, and than ISMAP by a factor of almost 40. For Problem 2,
SNMAP is more efficient by factors of about 10 and 5 than SN and ISMAP,
respectively.
(d) Surprisingly, SN performs worse than SNMAP, even with respect to the
number of samples. This is despite the fact that it uses a better local
approximation of the posterior. We attribute this to the mismatch in the
local Hessians at different points, which increases the asymmetry between
the forward and backward proposals q(mk,y) and q(y,mk), thus increas-
ing the variability of the acceptance probability αk(y) (see Algorithm 7).
We have also applied Delayed Rejection Adaptive Metropolis (DRAM) sam-
pling [95] to explore the posterior distribution. We found it to be far from
convergence after 1,000,000 samples. We attribute this to the high dimen-
sional parameter space and the lack of information about the problem struc-
ture in the sampling process. In the next section, we focus on visualization
and interpretation of the posterior distribution.
6.6 Analysis and interpretation of the solution of the
Bayesian inverse problem
Visualization and interpretation for high-dimensional posterior distri-
butions is a difficult task. In this section, we highlight techniques motivated
by the structure of the Bayesian inverse problem to guide our analysis. First,
in Section 6.6.1, we present visualizations of the posterior in the physical coor-
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dinate basis, which provides intuition about the solution at particular points
or regions of the domain. Then, in Section 6.6.2, we shift our perspective to
eigenvectors of the posterior covariance (approximated using the Hessian at
the MAP point), which can be classified into groups according to their con-
tributions from the observation data and the prior. The qualitative features
of each group provide insight into the posterior distribution. Finally, in Sec-
tion 6.6.3, we visualize one- and two-dimensional marginal distributions of the
full posterior distribution with respect to these eigenvectors.
The results discussed in this section are for Problem 2 as defined in
Section 6.4.3, i.e., the problem with smaller data noise. The approximation of
the posterior pdf is based on samples generated by the SNMAP method, and
kernel density estimation is used to visualize the one- and two-dimensional
marginal probability density functions.
6.6.1 Point marginals and samples from the posterior
In Figure 6.5, we present (one-dimensional) marginals of the prior and
posterior distributions with respect to physical points in the domain. We refer
to these marginals as point marginals. The probability density for each point
marginal is visualized in gray scale along a vertical column at each point,
with higher probability density indicated by darker shading. Because each
point marginal is computed independently, the point marginal density values at
neighboring points are not necessarily related, and thus any spatial correlation
structure present in the distribution is neglected by this visualization. For
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this reason, we overlay a few samples from each distribution to provide some
indication of the spatial correlation structure.
This visualization provides some useful observations for our problem.
In the unobserved part of the domain (the upper part of the glacier), the point
marginals of the posterior are similar to those of the prior; our beliefs about
the basal sliding coefficient field in this region are unchanged from the prior.
On the contrary, in the region where observation data are available, we find
the variance to be decreased significantly (i.e., we are more certain about the
sliding coefficient field in this region), and in some regions most of the proba-
bility mass is shifted in the posterior compared to the prior; the evidence from
the observation data has overwhelmed our prior beliefs in this region. Finally,
while spatial correlation structure is difficult to infer from the limited number
of overlayed samples, note that the average width of the variations appears
unchanged from the prior to the posterior in both, the parts of the glacier
with and without observations. We interpret this as insufficient observational
evidence to update our beliefs about the width of spatial variations.
6.6.2 Classification of posterior covariance eigenvectors
In this section, we classify the eigenvectors of the posterior covariance
into groups according to their contributions from the observation data and
prior, and subsequently use this classification to gain insight into the poste-
rior distribution. While it is common to order eigenvectors by ascending or
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Figure 6.5: Shown in gray scale are the one-dimensional point marginals of
the prior (left) and the posterior (right) probability distributions, with higher
probability density indicated by darker shading. Point marginals are computed
and plotted independently along a vertical line at each point, where the gray
shaded area corresponds to a 95% confidence interval. To give an indication
of spatial correlation, samples from the prior and the posterior are shown
(in different shades of brown). Also shown are the prior and posterior mean
(in red), and the MAP point of the posterior (in blue). We recall that the
dimension of the discretized basal sliding coefficient field, i.e., the number of
parameters, is 139.
descending eigenvalues, this choice is poorly adapted to our purposes since
it unpredictably interleaves data-influenced eigenvectors with prior-influenced
eigenvectors. We therefore propose a general technique for sorting eigenvectors
that groups them naturally.
To characterize the influence of the observations and prior on the eigen-
vectors, consider the Rayleigh quotients of the data misfit Hessian and of the

















































Figure 6.6: Left: Semilogarithmic plot of the Rayleigh quotients of the data
misfit Hessian and of the inverse prior covariance as defined in (6.35). Right:
Norm of the eigenvectors in the lower and upper parts of the glacier, i.e., in
the region with and without observations, respectively.
for i = 1, . . . , n, where vi is the i-th eigenvector of the inverse posterior covari-
ance (approximated by the Hessian at the MAP point). Because the eigenvalue
λi associated with vi is simply the sum of rim and rip, these Rayleigh quotients
quantify the contributions from the observation data and prior. We then order
the eigenvectors according to the difference of the squared Rayleigh coefficients
di := (rim)2− (rip)2. Large positive values of di correspond to eigenvectors that
are most informed by the data, whereas large negative values correspond to di-
rections most informed by the prior. We note that there are several reasonable
choices for di; we find that our choice best groups eigenvectors with similar
qualitative features. The sorted Rayleigh quotients for the data misfit Hessian
and for the inverse of the prior are presented in the left plot in Figure 6.6. A
selection of these eigenvectors is shown in Figure 6.7.
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Figure 6.7: Eigenvectors of the Hessian corresponding to the 1st, 3rd, 14th,
18th, 26th and 55th eigenvalues are shown in figures a–f, respectively. Note
that different eigenvectors are concentrated in different parts of the domain and
that eigenvectors corresponding to smaller eigenvalues are more oscillatory.
Next, we study the qualitative features of these eigenvectors. Since the
lower half of the glacier contains observation points and the upper half does
not, we can also characterize these eigenvectors by determining whether the
eigenvector is concentrated primarily in one half of the glacier. The right plot
in Figure 6.6 studies these concentrations in each half of the domain using
the corresponding L2-norms. We can distinguish four groups of eigenvectors,
highlighted by different colors in Figure 6.6, which we discuss next.
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Data-informed eigenvectors
The first group (shown in red in Figure 6.6) contains eigenvectors for
which di is positive, i.e., the information from the data dominates the infor-
mation from prior. In the direction of these eigenvectors, the variance in the
posterior is significantly reduced due to the observations (recall that the vari-
ance is 1/λi = 1/(rim + rip) ), and hence we say they have been informed by the
data.
The eigenvectors in this group are primarily concentrated in the lower
half of the glacier where we have observations (see the right plot in Figure 6.6).
They are relatively smooth (since rip is not large), and qualitatively resemble
the first nine Fourier modes in this region (see plots (a) and (b) in Figure 6.7
for eigenvectors 1 and 3). This last observation is powerful since it provides
confidence that features of the MAP point that lie in the span of these first
nine Fourier modes are indeed features of the true basal sliding coefficient field.
Shadowed eigenvectors
The next group contains eigenvectors for which the original prior vari-
ance was large, and yet the observations provide little information (they are
not illuminated by the data, and thus “shadowed”). These eigenvectors are
characterized by large ratios rip/rim, and the posterior is easy to characterize in
these directions; it is similar to the prior. This group as well as the prior-tail
group discussed below are shown in blue in Figure 6.6. Both groups are well
characterized by the prior distribution, although for different reasons.
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Shadowed eigenvectors generally concentrate in regions where the parameter-
to-observable map is insensitive to the parameter. In our problem, the upper
part of the glacier is far away from observation points, and the basal sliding
coefficient field at a point only has significant influence on the ice velocity in a
neighborhood of that point. Thus, the parameter-to-observable map is insen-
sitive to the sliding coefficient in the upper part of the glacier. In Figure 6.6 we
can see that indeed most of these eigenvectors are concentrated in the upper
part of the glacier, and again resemble Fourier modes in the upper half of the
glacier (see Figure 6.7c).
Parameter-to-observable map insensitivity also occurs at the very bot-
tom edge of the glacier. Even though observations are available here, the flow
in this region is determined primarily by the glacial boundary, preventing the
basal sliding coefficient field from significantly influencing the surface velocity
in this region. Exactly one shadowed eigenvector corresponds to this region,
shown in Figure 6.7d.
Mixed eigenvectors
The third group contains eigenvectors for which the observations and
the prior both have a significant influence. In general it is not clear how
this interaction will affect the posterior distribution, and as such it is perhaps
too optimistic to make predictions based on this analysis and we defer this
discussion to Section 6.6.3. Note that these eigenvectors seem to be generally
characterized by a mixture of medium frequency Fourier-like modes on the
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upper and lower half of the glacier, which is why we refer to them as “mixed”
eigenvectors. One eigenvector from this group is shown in Figure 6.7e.
Prior-tail eigenvectors
The remaining posterior eigenvectors represent directions in which the
prior is very certain (i.e., the prior variance 1/rip is small), and for which the
observations do not provide sufficient evidence to either contradict or reinforce
this assertion (i.e., as in the shadowed eigenvectors, the ratio rip/rim is large).
In the continuous inverse problem, this final group contains an infinite number
of eigenvectors, each behaving very similar to their prior counterparts, and we
therefore refer to this as the “prior-tail”. One eigenvector from this prior-tail
group, which qualitatively resembles a high frequency Fourier mode, is shown
in Figure 6.7f.
6.6.3 Marginals in the eigenvector directions
While the analysis of the previous section provides some insight into
the posterior distribution, it has two important limitations. First, this analysis
is predicated on the assumption that the posterior is completely characterized
by its mean and covariance, and as such, any non-Gaussian behavior of the
posterior is obscured. Second, the analysis makes use of the posterior covari-
ance approximated at the MAP point, which may not reflect the behavior of
the posterior away from this point. In this section, we make use of the insights
gleaned from the above analysis, but return our focus to the full posterior
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distribution.
In Figure 6.8, we show the one-dimensional marginals and sample vari-
ances of the posterior distribution, with respect to eigenvectors of the posterior
covariance using colors corresponding to the eigenvector groups discussed in
Section 6.6.2. Many features of these marginals are already anticipated: the
data-informed eigenvectors (in red) have small variance and are most shifted
with respect to the prior distribution. The shadowed eigenvectors (first blue
group) have the largest variances and the prior-tail eigenvectors (second blue
group) have small variance and are essentially unchanged from the prior. To
emphasize the departure of the posterior from the prior, all marginals are plot-
ted with respect to the prior mean. Any shift of the marginal away from zero
is due to observations.
Despite the nonlinearity of the parameter-to-observable map, we find
that the posterior marginals all appear to be near-Gaussian. Since the noise
and prior models are both Gaussian, it is reasonable to expect gaussianity
of the data-informed directions in the small-noise limit (the parameter-to-
observable map is smooth and thus nearly linear over a narrow range), and
also in the directions where the prior is most influential, as the data does not
update the prior distribution in these directions. We therefore anticipate that
the most non-Gaussian behavior occurs in the mixed eigenvector directions
(in green), as these are the directions with the largest variance (so that the
parameter-to-observable map can deviate from a linear approximation) that
are significantly influenced by the data.
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Figure 6.9, depicts one- and two-dimensional marginals of the posterior
distribution in selected eigenvector directions together with the Gaussian ap-
proximation of the posterior distribution at the MAP point. As in Figure 6.8,
these marginals are plotted with respect to the prior mean. In all directions
except for the first (the most data-informed eigenvector), we observe that the
posterior marginal is close to the Gaussian approximation at the MAP point
even in the mixed eigenvector direction (v26). In the direction of the first
eigenvector, there is a clear shift in the marginal mean of the posterior distri-
bution and its Gaussian approximation at the MAP point. Nevertheless, the
corresponding posterior marginal looks Gaussian. To give a possible expla-
nation for this behavior, consider a two-dimensional pdf with banana-shaped
contours for which the MAP point is located along the banana ridge, but the
mean is located at the banana’s center of mass, in a region that itself may have
low probability density. One-dimensional marginals of such a pdf are likely to
have a similar discrepancy between the MAP point and the mean. Although
with respect to the other eigenvectors, the marginals of the posterior and the
Gaussian approximation at the MAP point are close, this does not necessarily
imply that the posterior is Gaussian.
6.7 Concluding remarks
We have addressed the problem of constructing efficient MCMC meth-

































Figure 6.8: Marginals of the posterior distribution with respect to eigenvec-
tors of the covariance (approximated using the Hessian at the MAP point).
Shown are the marginals (left) and the corresponding sample variances (right).
The eigenvectors are sorted with respect to qualitative features indicated by
different background colors as described in the text.
dimensional Bayesian inverse problems governed by expensive forward models.
The stochastic Newton MCMC method presented in [143] has been extended
in several ways. First, the method is recast in a form that is consistent with the
infinite-dimensional setting. In doing so, we have extended the work in [33] to
nonlinear inverse problems. Second, the complexity of recomputing the Hes-
sian at each sample point was addressed by investigating a modified stochastic
Newton MCMC that reuses the Hessian evaluated at the MAP point.
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Figure 6.9: One and two-dimensional marginals from the posterior (red)
compared with marginals of the Gaussian approximation at the MAP point
(blue). The two-dimensional plots show contour lines of the two-dimensional
marginals, where the three contours are selected to contain 5%, 50%, and 95%
of the density, respectively. The marginals are computed with respect to the
eigenvectors v1, v3, v18 and v26, which are plotted in Figure 6.7a, b, d, and
e, respectively. Kernel desity estimation is used to visualize the posterior pdf
using the MCMC sample chain.
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The modified stochastic Newton MCMC method (with MAP-based
Hessian) proposed in this paper is compared with the original stochastic New-
ton MCMC method (with dynamically changing Hessian) and with an inde-
pendence sampling method based on a Gaussian proposal at the MAP point,
for an ice sheet flow inverse problem governed by a nonlinear Stokes equa-
tion. A performance comparison reveals that the proposed stochastic Newton
MCMC method with a MAP-based Hessian proposal leads to the best con-
vergence, both in terms of the number of samples as well as in terms of the
number of PDE solves.
We also presented visualizations and interpretations of the posterior
distribution in high dimensions. We showed point marginals of the poste-
rior to provide intuition about the statistical solution at particular points or
regions of the domain. The point marginals confirm the dependence of the
variance on the availability of observations. We classified the eigenvectors of
the covariance of the Gaussian approximation of the posterior at the MAP into
groups depending on the extent to which they are influenced by the observa-
tional data versus the prior. This classification can be used to identify and
exploit directions in parameter space in which the distribution is Gaussian (for
directions that are not informed by the data and hence are dominated by a
Gaussian prior) or non-Gaussian (for directions that are informed by the data
and hence the nonlinearity of the parameter-to-observable map dominates).
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Chapter 7
Likelihood-informed dimension reduction for
nonlinear inverse problems
The content of this chapter is based on an existing publication1 which
is joint work with Tiangang Cui, Youssef Marzouk, Antti Solonen, and Alessio
Spantini. Youssef and I collaborated on the germinating ideas for this work, in-
cluding the ideas of averaging of the prior-preconditioned Hessian over the pa-
rameter space and conceptual algorithms for constructing the global likelihood-
informed subspace (LIS). Tiangang joined the project later, and all three of us
collaborated on convergence metrics, termination criteria, and generation of
new parameter states used to construct the LIS. Tiangang ran all of the final
numerical experiments for the elliptic problem that appear in this chapter.
The GMOS numerical example and results were due to Antti. TC drafted
the main body of the paper with some contributions at the later stages from
Alessio. All authors contributed significantly with discussion and revisions for
the final version of the paper.
1 T. Cui, J. Martin, Y. M. Marzouk, A. Solonen, and A. Spantini. Likelihood-informed




The intrinsic dimensionality of an inverse problem is affected by prior
information, the accuracy and number of observations, and the smoothing
properties of the forward operator. From a Bayesian perspective, changes
from the prior to the posterior may, in many problems, be confined to a rel-
atively low-dimensional subspace of the parameter space. We present a di-
mension reduction approach that defines and identifies such a subspace, called
the “likelihood-informed subspace” (LIS), by characterizing the relative influ-
ences of the prior and the likelihood over the support of the posterior dis-
tribution. This identification enables new and more efficient computational
methods for Bayesian inference with nonlinear forward models and Gaussian
priors. In particular, we approximate the posterior distribution as the product
of a lower-dimensional posterior defined on the LIS and the prior distribution
marginalized onto the complementary subspace. Markov chain Monte Carlo
sampling can then proceed in lower dimensions, with significant gains in com-
putational efficiency. We also introduce a Rao-Blackwellization strategy that
de-randomizes Monte Carlo estimates of posterior expectations for additional
variance reduction. We demonstrate the efficiency of our methods using two
numerical examples: inference of permeability in a groundwater system gov-
erned by an elliptic PDE, and an atmospheric remote sensing problem based
on Global Ozone Monitoring System (GOMOS) observations.
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7.1 Introduction
Inverse problems arise from indirect observations of parameters of inter-
est. The Bayesian approach to inverse problems formalizes the characterization
of these parameters through exploration of the posterior distribution of param-
eters conditioned on data [117,189,192]. Computing expectations with respect
to the posterior distribution yields not only point estimates of the parameters
(e.g., the posterior mean), but a complete description of their uncertainty via
the posterior covariance and higher moments, marginal distributions, quan-
tiles, or event probabilities. Uncertainty in parameter-dependent predictions
can also be quantified by integrating over the posterior distribution.
The parameter of interest in inverse problems is often a function of space
or time, and hence an element of an infinite-dimensional function space [189].
In practice, the parameter field must be discretized, and the resulting in-
ference problem acquires a high but finite dimension. The computation of
posterior expectations then proceeds via posterior sampling, most commonly
using Markov chain Monte Carlo (MCMC) methods [25,85,140]. The compu-
tational cost and efficiency of an MCMC scheme can be strongly affected by
the parameter dimension, however. The convergence rates of standard MCMC
algorithms usually degrade with parameter dimension [147,168,175,176,177];
one manifestation of this degradation is an increase in the mixing time of the
chain, which in turn leads to higher variance in posterior estimates. Some
recent MCMC algorithms, formally derived in the infinite-dimensional set-
ting [20, 54], do not share this scaling problem. Yet even in this setting, we
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will argue that significant variance reduction can be achieved through explicit
dimension reduction and through de-randomization of posterior estimates, ex-
plained below.
This paper proposes a method for dimension reduction in Bayesian in-
verse problems. We reduce dimension by identifying a subspace of the param-
eter space that is likelihood-informed; this notion will be precisely defined in a
relative sense, i.e., relative to the prior. Our focus is on problems with nonlin-
ear forward operators and Gaussian priors, but builds on low-rank approxima-
tions [73] and optimality results [186] developed for the linear-Gaussian case.
Our dimension reduction strategy will thus reflect the combined impact of prior
smoothing, the limited accuracy or number of observations, and the smoothing
properties of the forward operator. Identification of the likelihood-informed
subspace (LIS) will let us write an approximate posterior distribution wherein
the distribution on the complement of this subspace is taken to be independent
of the data; in particular, the posterior will be approximated as the product
of a low-dimensional posterior on the LIS and the marginalization of the prior
onto the complement of the LIS. The key practical benefit of this approxi-
mation will be variance reduction in the evaluation of posterior expectations.
First, Markov chain Monte Carlo sampling can be restricted to coordinates in
the likelihood-informed space, enabling greater sampling efficiency—i.e., more
independent samples in a given number of MCMC steps or a given computa-
tional time. Second, the product form of the approximate posterior will allow
sampling in the complement of the likelihood-informed space to be avoided
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altogether, thus producing Rao-Blackwellized or analytically conditioned esti-
mates of certain posterior expectations.
Dimension reduction for inverse problems has been previously pursued
in several ways. [145] constructs a low dimensional representation of the pa-
rameters by using the truncated Karhunen-Lòeve expansion [119, 141] of the
prior distribution. A different approach, combining prior and likelihood in-
formation via low-rank approximations of the prior-preconditioned Hessian of
the log-likelihood, is used in [73] to approximate the posterior covariance in
linear inverse problems. In the nonlinear setting, low-rank approximations of
the prior-preconditioned Hessian are used to construct proposal distributions
in the stochastic Newton MCMC method [143] or to make tractable Gaussian
approximations at the posterior mode in [166]—either as a Laplace approxi-
mation, as the proposal for an independence MCMC sampler, or as the fixed
preconditioner for a stochastic Newton proposal. We note that these schemes
bound the tradeoff between evaluating Hessian information once (at the pos-
terior mode) or with every sample (in local proposals). In all cases, however,
MCMC sampling proceeds in the full-dimensional space.
The dimension reduction approach explored in this paper, by con-
trast, confines sampling to a lower-dimensional space. We extend the pos-
terior approximation proposed in [186] to the nonlinear setting by making
essentially a low-rank approximation of the posterior expectation of the prior-
preconditioned Hessian, from which we derive a projection operator. This
projection operator then yields the product-form posterior approximation dis-
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cussed above, which enables variance reduction through lower-dimensional
MCMC sampling and Rao-Blackwellization of posterior estimates.
We note that our dimension reduction approach does not depend on
the use of any specific MCMC algorithm, or even on the use of MCMC. The
low-dimensional posterior defined on coordinates of the LIS is amenable to a
range of posterior exploration or integration approaches. We also note that the
present analysis enables the construction of dimension-independent analogues
of existing MCMC algorithms with essentially no modification. This is possible
because in inverse problems with formally discretization-invariant posteriors—
i.e., problems where the forward model converges under mesh refinement and
the prior distribution satisfies certain regularity conditions [125,189]—the LIS
can also be discretization invariant. We will demonstrate these discretization-
invariance properties numerically.
The rest of this paper is organized as follows. In Section 2, we briefly re-
view the Bayesian formulation for inverse problems. In Section 3, we introduce
the likelihood-informed dimension reduction technique, and present the pos-
terior approximation and reduced-variance Monte Carlo estimators based on
the LIS. We also present an algorithm for constructing the likelihood-informed
subspace. In Section 4, we use an elliptic PDE inverse problem to demonstrate
the accuracy and computational efficiency of our posterior estimates and to
explore various properties of the LIS, including its dependence on the data
and its discretization invariance. In Section 5, we apply our variance reduc-
tion technique to an atmospheric remote sensing problem. Section 6 offers
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concluding remarks.
7.2 Bayesian formulation for inverse problems
This section provides a brief overview of the Bayesian framework for the
inverse problems as introduced in [117,189,192]. Consider the inverse problem
of estimating parameters x from data y, where
y = G(x) + e . (7.1)
Here e is a random variable representing noise and/or model error, which
appears additively, and G is a known mapping from the parameters to the
observables. In a Bayesian setting, we model the parameters x as a random
variable and, for simplicity, assume that the range of this random variable
is a finite dimensional space X ⊆ Rn. Then the parameter of interest is
characterized by its posterior distribution conditioned on a realization of the
data, y ∈ Y ⊆ Rd:
π(x|y) ∝ π(y|x)π0(x). (7.2)
We assume that all distributions have densities with respect to Lebesgue mea-
sure. The posterior probability density function above is the product of two
terms: the prior density π0(x), which models knowledge of the parameters be-
fore the data are observed, and the likelihood function π(y|x), which describes
the probability distribution of y for any value of x.
We assume that the prior distribution is a multivariate GaussianN (µpr,Γpr),
where the covariance matrix Γpr can be also defined by its inverse, Γ−1pr , com-
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monly referred to as the precision matrix. We model the additive noise with a
zero mean Gaussian distribution, i.e., e ∼ N (0,Γobs). This lets us define the
data-misfit function
η(x) = 12
∥∥∥∥Γ− 12obs (G(x)− y)∥∥∥∥2 , (7.3)
such that the likelihood function is proportional to exp (−η(x)).
7.3 Methodology
7.3.1 Optimal dimension reduction for linear inverse problems
Consider a linear forward model, G(x) = Gx, with a Gaussian likeli-
hood and a Gaussian prior as defined in Section 7.2. The resulting posterior










where H = G>Γ−1obsG is the Hessian of the data-misfit function (7.3). Without
loss of generality we can assume zero prior mean and a positive definite prior
covariance matrix.
Now consider approximations to the posterior distribution of the form
π̃(x|y) ∝ π (y|Prx) π0(x), (7.5)
where Pr = P 2r is a rank-r projector and π (y|Prx) is an approximation to
the original likelihood function π (y|x). Approximations of this form can be
computationally advantageous when operations involving the prior (e.g., eval-
uations or sampling) are less expensive than those involving the likelihood.
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As described in [186], they are also the natural form with which to approx-
imate a Bayesian update, particularly in the inverse problem setting with
high-dimensional x. In the deterministic case, inverse problems are ill-posed;
the data cannot inform all directions in the parameter space. Equivalently, the
spectrum of H is compact or decays quickly. Thus one should be able to ex-
plicitly project the argument of the likelihood function onto a low-dimensional
space without losing much information in the process. The posterior covariance
remains full rank, but the update from prior covariance to posterior covariance
will be low rank. The challenge, of course, is to find the best projector Pr for
any given r. The answer will involve balancing the influence of the prior and
the likelihood. In the following theorem, we introduce the optimal projector
and characterize its approximation properties.
Theorem 4. Let Γpr = LL> be a symmetric decomposition of the prior co-





such that λi ≥ λi+1. Define the directions
ui = Lvi and wi = L−>vi together with the matrices Ur = [u1, . . . , ur] and
Wr = [w1, . . . , wr]. Then, the projector Pr given by:
Pr = UrW>r ,




and is optimal in the following sense:
1. Γ(r)pos minimizes the Förstner distance [74] from the exact posterior co-
variance over the class of positive definite matrices that can be written
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as rank r negative semidefinite updates of the prior covariance.





of all linear transformations of the data µ(y) = Ay with rank(A) ≤ r.
Proof. We refer the reader to [186] for a proof and detailed discussion.
The vectors (u1, . . . , ur) span the range of the optimal projector; we
call this range the likelihood-informed subspace of the linear inverse problem.
Note that the (ui) are eigenvectors of the pencil (H,Γ−1pr ). Hence, the jth basis




over the subspace X \ span{u1, . . . , uj−1}. This Rayleigh quotient helps inter-
pret the (ui) as directions where the data are most “informative” relative to
the prior. For example, consider a direction w ∈ X representing a rough mode
in the parameter space. If the prior is smoothing, then the denominator of
(7.6) will be large; also, if the forward model output is relatively insensitive
to variation in the w direction, the numerator of (7.6) will be small. Thus
the Rayleigh quotient will be small and w is not particularly data-informed
relative to the prior. Conversely, if w is smooth then the prior variance in this
direction may be large and the likelihood may be relatively constraining; this
direction is then data-informed. Of course, there are countless intermediate
cases, but in general, directions for which (7.6) are large will lie in the range
of Ur.
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Note also that Ur diagonalizes both H and Γ−1pr . We are particularly
interested in the latter property: the modes (ui) are orthogonal (and can be
chosen orthonormal) with respect to the inner product induced by the prior
precision matrix. This property will be preserved later in the nonlinear case,
and will be important to our posterior sampling schemes.
For nonlinear inverse problems, we seek an approximation of the pos-
terior distribution in the same form as (7.5). In particular, the range of the
projector will be determined by blending together local likelihood-informed
subspaces from regions of high posterior probability. The construction of the
approximation will be detailed in the following section.
7.3.2 LIS construction for nonlinear inverse problems
When the forward model is nonlinear, the Hessian of the data-misfit
function varies over the parameter space, and thus the likelihood-informed
directions are embedded in some nonlinear manifold. We aim to construct
a global linear subspace to capture the majority of this nonlinear likelihood-
informed manifold.
Let the forward model G(x) be first-order differentiable. The lineariza-
tion of the forward model at a given parameter value x, J(x) ≡ ∇G(x) where
J(x) ∈ Rd×n, provides the local sensitivity of the parameter-to-observable
map. Inspired by the dimension reduction approach for the linear inverse
problem, we use the linearized forward model J(x) to construct the Gauss-
Newton approximation of the Hessian of the data-misfit function, H(x) =
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Introducing the change of variable v = L−1u, we can equivalently use




to quantify the local impact of the likelihood relative to the prior. As in the
linear problem, this suggests the following procedure for computing a local LIS
given some truncation threshold τloc:
Problem 1 (Construction of the local likelihood-informed subspace). Given
the Gauss-Newton Hessian of the data misfit function H(x) at a given x,
find the eigendecompostion of the prior-preconditioned Gauss-Newton Hessian
(ppGNH)
L>H(x)Lvi = λivi. (7.8)
Given a truncation threshold τloc > 0, the local LIS is spanned by Ul =
[u1, . . . , ul], where ui = Lvi corresponds to the l leading eigenvalues such that
λ1 ≥ λ2 ≥ . . . ≥ λl ≥ τloc.
For a direction u with R(u;x) = 1, the local impact of the likelihood
and the prior are balanced. Thus, to retain a comprehensive set of likelihood-
informed directions, we typically choose a truncation threshold τloc less than
1.
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To extend the pointwise criterion (7.7) into a global criterion for likelihood-
informed directions, we consider the expectation of the Rayleigh quotient over
the posterior












Then we can naturally construct the global LIS through the eigendecomposi-








where x(k) ∼ π(x|y), k = 1 . . . n, are posterior samples. Since the local Hes-
sian H(x(k)) is usually not explicitly available and is not feasible to store for
large-scale problems, we use its prior-preconditioned low-rank approximation
as defined in Problem 1. Thus the global LIS can be constructed by the fol-
lowing procedure:
Problem 2 (Construction of global likelihood-informed subspace). Suppose
we have a set of posterior samples X = {x(k)}, k = 1 . . .m, where for each












by solving Problem 1. We have λ(k)i ≥ τloc for all k = 1 . . .m and all i =
1 . . . l(k). To construct the global LIS, we consider the eigendecompostion of
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ψj = γjψj. (7.10)
The global LIS has the non-orthogonal basis Φr = LΨr, where the eigenvectors
Ψr = [ψ1, . . . , ψr] correspond to the r leading eigenvalues of (7.10), γ1 ≥ . . . ≥
γr ≥ τg, for some truncation threshold τg > 0. Here we choose τg to be equal
to the threshold τloc in Problem 1.
In many applications we can only access the Gauss-Newton Hessian by
computing its action on vectors, which involves one forward model evaluation
and one adjoint model evaluation. In such a case, the ppGNH can be approx-
imated by finding the eigendecomposition (7.8) using either Krylov subspace
algorithms [89] or randomized algorithms [98,134].
The number of samples required to construct the global LIS depends
on the degree to which H(x) (or its dominant eigenspace) varies over the
posterior. In Section 7.3.5, we present an adaptive construction procedure
that automatically explores the directional landscape of the likelihood.
7.3.3 Posterior approximation
By projecting the likelihood function onto the global likelihood-informed
subspace (LIS), we obtain the approximate posterior
π̃(x|y) ∝ π (y|Πrx) π0(x), (7.11)
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where Πr is a projector onto the global LIS. This projector is self-adjoint
with respect to the inner product induced by the prior precision matrix, and
leads to a natural decomposition of the parameter space as X = Xr ⊕ X⊥,
where Xr = range(Πr) is the LIS and X⊥ = range(I − Πr) is the complement
subspace (CS). This choice leads to a factorization of the prior distribution into
the product of two distributions, one defined on the low-dimensional LIS and
the other on the CS. This factorization is the key to our dimension reduction
technique.
Definition 2. We define the projectors Πr and I − Πr, and a corresponding
parameter decomposition, as follows:
(a) Suppose the LIS basis computed in Problem 2 is Φr = LΨr, where Ψr is
orthonormal. Define the matrix Ξr = L−>Ψr such that Ξ>r Φr = Ir. The
projector Πr has the form
Πr = ΦrΞ>r .
Choose Ψ⊥ such that [Ψr Ψ⊥] forms a complete orthonormal system in Rn.
Then the projector I − Πr can be written as
I − Πr = Φ⊥Ξ>⊥,
where Φ⊥ = LΨ⊥ and Ξ⊥ = L−>Ψ⊥.
(b) Naturally, the parameter x can be decomposed as
x = Πrx+ (I − Πr)x,
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where each projection can be represented as the linear combination of the
corresponding basis vectors. Consider the “LIS parameter” xr and the “CS
parameter” x⊥, which are the weights associated with the LIS basis Φr and
CS basis Φ⊥, respectively. Then we can define the following pair of linear
transformations between the parameter x and (xr, x⊥):










= [Ξr Ξ⊥]> x. (7.12)
Figure 7.1 illustrates the transformations between the parameter pro-
jected onto the LIS, Πrx, and the LIS parameter xr. The same relation holds
for the transformations between (I −Πr)x and the CS parameter x⊥. And as













Figure 7.1: Illustration of the transformation between the parameter projected
onto the LIS, Πrx, and the LIS parameter xr.
Lemma 5. Suppose we have x = Φrxr + Φ⊥x⊥ as defined in Definition 2(b).
Then the prior distribution can be decomposed as
π0(x) = πr(xr)π⊥(x⊥),
where πr(xr) = N (Ξ>r µpr, Ir) and π⊥(x⊥) = N (Ξ>⊥µpr, I⊥).
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Following Definition 2(b) and Lemma 5, the approximate posterior dis-
tribution (7.11) can be reformulated as
π̃(x|y) ∝ π (y|Πrx) πr(xr)π⊥(x⊥)
= π (y|Φrxr) πr(xr)π⊥(x⊥).
Applying the linear transformation from x to (xr, x⊥) as defined in Equation
(7.12), we can rewrite the approximate posterior for the parameters (xr, x⊥)
as
π̃(xr, x⊥|y) ∝ π̃(x|y) ∝ π̃(xr|y)π⊥(x⊥), (7.13)
which is the product of the reduced posterior
π̃(xr|y) ∝ π (y|Φrxr)πr(xr), (7.14)
and the complement prior π⊥(x⊥). To compute a Monte Carlo estimate of the
expectation of a function over the approximate posterior distribution (7.13),
we only need to sample the reduced posterior π̃ (xr|y), since properties of the
Gaussian complement prior π⊥(x⊥) are known analytically.
One can also combine MCMC samples from the reduced posterior
π̃ (xr|y) with independent samples from the complement prior π⊥(x⊥) to pro-
vide samples that are approximately drawn from the full posterior π(x|y). By
correcting these samples via importance weights or a Metropolis scheme, one
would then obtain a sampling algorithm for the original full-space posterior.
This idea is not pursued further here, and in the rest of this work we will em-
phasize the analytical properties of the complement prior π⊥(x⊥), using them
to reduce the variance of Monte Carlo estimators.
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7.3.4 Reduced-variance estimators
Suppose we have a function h(x) for which the conditional expectation




h(Φrxr + Φ⊥x⊥) π0(x⊥) dx⊥, (7.15)
can be calculated either analytically or through some high-precision numerical
quadrature scheme. Then variance reduction can be achieved as follows:
1. Subspace MCMC. Use MCMC in the LIS to simulate a “subspace
Markov chain” with target distribution π̃(xr|y) (7.13). Any number of
MCMC algorithms developed in the literature can be applied off-the-
shelf, e.g., adaptive MCMC [7, 11, 96, 178, 179], the stochastic Newton
algorithm of [143], or the Riemannian manifold algorithms of [86]. Since
the dimension of the LIS can be quite small relative to the original pa-
rameter space, the subspace MCMC approach can yield lower sample
correlations (better mixing) than applying any of these MCMC algo-
rithms directly to the full posterior (7.2).
2. Rao-Blackwellization. We approximate Eπ[h] =
∫
X h(x)π(dx|y) by the
expectation of the function h(x) over the approximate posterior π̃(x|y),
i.e., Eπ̃[h] =
∫
X h(x)π̃(dx|y). Given a set of subspace MCMC samples













As an application of the Rao-Blackwellization principle (see [44] and








where x(k) ∼ π(x|y).
This procedure mitigates many of the difficulties of posterior exploration in
high dimensions, provided that the prior-to-posterior update is reasonably
low rank. Variance reduction is achieved not only by increasing the effective
sample size per MCMC iteration (via subspace MCMC), but also by reducing
the variance of Monte Carlo estimators using Rao-Blackwellization. In effect,
we argue that the Gaussian CS can be explored separately and via a calculation
(7.15) that does not involve sampling.
Note that while this procedure necessarily reduces the variance of a
Monte Carlo estimator, it introduces bias since we replace the expectation
over the full posterior Eπ[h] with an expectation over the approximate posterior
Eπ̃[h]. Thus this variance reduction is particularly useful in situations where
the variance of the estimator (7.17) derived from full-space MCMC samples
is large compared with the bias, which is often the case for high-dimensional
inverse problems.
Beyond variance reduction, subspace MCMC offers several additional
computational advantages over MCMC methods applied to the full posterior
directly: (i) The storage requirement for saving subspace MCMC samples is
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much lower than that of an MCMC scheme that samples the full posterior. (ii)
For MCMC methods where the proposal distribution involves operations with
square root of the prior covariance matrix (e.g., the stochastic Newton [143]
and preconditioned Crank-Nicolson [20,54] techniques) the computational cost
of handling the full prior covariance can be much higher than the computa-
tional cost of handling the reduced prior πr(xr), which has identity covariance.
The Monte Carlo estimator (7.16) can be further simplified if the func-
tion of interest h(x) can be expressed as either the product or the sum of two
separate functions, hr(xr) and h⊥(x⊥), defined on the LIS and CS, respectively.
In the multiplicative case h(x) = hr(xr)h⊥(x⊥), the conditional expectation
(7.15) can be written as




In the additive case h(x) = hr(xr) + h⊥(x⊥), it can be written as




Thus the expectation Eπ̃[h] can be decomposed either into the product (in the









which are associated with the LIS and CS, respectively. The expectation in
(7.18) can be computed by the subspace MCMC methods described above,
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whereas the expectation in (7.19) is computed analytically or through high-
order numerical integration.
Now we give two particularly useful examples of the analytical treat-
ment of the complement space.
Example 1 (Reduced variance estimator of the posterior mean). Suppose we
have obtained the empirical posterior mean µ̃r of the reduced parameter xr us-
ing subspace MCMC. The resulting reduced-variance estimator of the posterior
mean is
Eπ̃[x] = Φrµ̃r + Π⊥µpr = Φrµ̃r + (I − Πr)µpr.
Example 2 (Reduced variance estimator of the posterior covariance). Suppose
we have the empirical posterior covariance Γ̃r of the reduced parameter xr,
estimated using subspace MCMC. The resulting reduced-variance estimator of
the posterior covariance is
Covπ̃[x] = ΦrΓ̃rΦ>r + Π⊥ΓprΠ>⊥





7.3.5 Algorithms for the LIS
Constructing the global LIS requires a set of posterior samples. Since
the computational cost of solving Problem 1 for any sample is much greater
than the cost of evaluating the forward model, we wish to limit the number
of samples used in Problem 2 while ensuring that we adequately capture the
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posterior variation of the ppGNH. Thus we choose samples using the following
adaptive procedure.
Algorithm 1 (Global LIS construction using subspace MCMC). First, com-
pute the posterior mode xmap ∈ X. Set the initial sample set for Problem 2
to X (1) = {xmap}. Solve Problem 2 to find Ψ(1)r , the initial LIS basis Φ(1)r ,
and its left-inverse Ξ(1)r .2 Initialize a subspace Markov chain with initial state
Ξ(1)>r xmap, which is the posterior mode projected onto the LIS. At any sub-
sequent step k ≥ 1, the following procedure is used to adaptively enrich the
LIS:
1. Subchain simulation. Simulate the r(k)-dimensional subspace MCMC
chain for L iterations, so that the last state of this chain, denoted by θ, is
uncorrelated with its initial state. Then θ transformed back to the original
parameter space, (Φ(k)r θ), is used as the next sample point. Enrich the
sample set to X (k+1) = X (k) ∪ {Φ(k)r θ}.
2. LIS construction. Solve Problem 2 with the sample set X (k+1). Then
update the LIS basis to Φ(k+1)r and Ξ(k+1)r . Set the initial state of the
next subspace MCMC chain to Ξ(k+1)>r Φ(k)r θ.
3. Convergence checking. Terminate the adaptation if a pre-specified
maximum allowable number of Hessian evaluations is exceeded, or if the
2The dimension of the global LIS can vary at each iteration. Let r(k) denote the dimen-
sion of the global LIS at iteration k. To be precise, we should then write Φ(k)r(k) and Ξ
(k)
r(k),
but for brevity we will simplify notation to Φ(k)r and Ξ(k)r when possible.
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weighted subspace distance in Definition 3 falls below a certain threshold.
Otherwise, set k ← k + 1 and return to Step (1).
The convergence criterion in step (3) is based on an incremental dis-
tance between likelihood-informed subspaces. The distance penalizes changes
in the dominant directions (those with large eigenvalues γ) more heavily than
changes in the less important directions (those with smaller γ).
Definition 3 (Weighted subspace distance). At iteration k, define the ba-
sis/weights pair Y(k) = {Ψ(k)r , D(k)}, where Ψ(k)r is the orthonormal LIS basis















, j = 1 . . . r(k),
computed from the eigenvalues {γ(k)1 , . . . , γ
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Note that in Step (i) of Algorithm 8, we construct the global LIS by al-
ways sampling in an adaptively enriched subspace. This offers computational
benefits, since the MCMC exploration is always confined to a lower dimen-
sional space. However, a potential problem with this approach is that it might
ignore some directions that are also data-informed. A more conservative ap-
proach would be to introduce a conditional update at the end of each subchain
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simulation: perform Metropolized independence sampling in the current CS
using the complement prior as proposal. This would enable the subchain to
explore the full posterior, but would result in higher-dimensional sampling
when constructing the LIS. In our numerical examples, described below, no
conditional updates were required for good performance; constructing the LIS
using samples from the full posterior and using the subspace approach gave es-
sentially the same results. Of course, one could also simply employ a standard
MCMC algorithm to sample the full posterior, and then construct the LIS
using the resulting posterior samples. However, the efficiency of the MCMC
algorithm in this case will be affected by the dimensionality of the problem.
7.4 Example 1: Elliptic PDE
Our first example is an elliptic PDE inverse problem used to demon-
strate (i) construction of the LIS and the impact of mesh refinement; (ii)
the application of low-rank posterior mean and variance estimators; and (iii)
changes in the LIS with varying amounts of observational data.
7.4.1 Problem setup
Consider the problem domain Ω = [0, 3]× [0, 1], with boundary ∂Ω. We
denote the spatial coordinate by s ∈ Ω. Consider the permeability field κ(s),
the pressure field p(s), and sink/source terms f(s). The pressure field for a
given permeability and source/sink configuration is governed by the Poisson
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equation {
−∇ · (κ(s)∇p(s)) = f(s), s ∈ Ω
〈κ(s)∇p(s), ~n(s)〉 = 0, s ∈ ∂Ω (7.21)
where ~n(s) is the outward normal vector on the boundary. To make a well-
posed boundary value problem, a further boundary condition
∫
∂Ω
p(s)ds = 0, (7.22)
is imposed. The source/sink term f(s) is defined by the superposition of four
weighted Gaussian plumes with standard deviation (i.e., spatial width) 0.05,
centered at four corners [0, 0], [3, 0], [3, 1] and [0, 1], with weights {1, 2, 3,−6}.
The system of equations (7.21) is solved by the finite element method with
120× 40 bilinear elements.
The discretized permeability field κ is endowed with a log-normal prior
distribution, i.e.,
κ = exp(x), and x ∼ N (0,Γpr) , (7.23)
where the covariance matrix Γpr is defined through an anisotropic exponential
covariance kernel















the prior standard deviation to σu = 1.15, and the correlation length to s0 =
0.18. The “true” permeability field is a realization from the prior distribution.
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The true permeability field, the sources/sinks, the simulated pressure field,
and the synthetic data are shown in Figure 7.2.
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Figure 7.2: Setup of the elliptic inversion example. (a) “True” permeability
field. (b) Sources and sinks. (c) Pressure field resulting from the true perme-
ability field, with measurement sensors indicated by black circles. (d) Data y;
circles represent the noise-free pressure at each sensor, while crosses represent
the pressure observations corrupted with measurement noise.
Partial observations of the pressure field are collected at 50 measure-
ment sensors as shown by the black dots in Figure 7.2(c). The observation
operator M is simply the corresponding “mask” operation. This yields ob-
served data y ∈ R50 as
y = Mp(s) + e,
with additive error e ∼ N (0, σ2I50). The standard deviation σ of the measure-
ment noise is prescribed so that the observations have signal-to-noise ratio 10,
where the signal-to-noise ratio is defined as maxs{p(s)}/σ. The noisy data are
shown in Figure 7.2(d).
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Figure 7.3: Prior samples and eigenspectrum of the prior covariance. (a)
and (b): Two samples drawn from the prior. (c) Prior covariance spectrum,
eigenvalues versus index number. (d) Cumulative energy (integrated prior
variance) over a subset of the eigenspectrum, shown in blue; the red line
represents the 99% energy truncation threshold.
Figure 7.3 shows two draws from the prior distribution, the eigenspec-
trum of the prior covariance, and the cumulative prior variance integrated over
Ω (i.e., the running sum of the prior covariance eigenvalues). In order to keep
99% percent of the energy in the prior, 2427 eigenmodes are required. Be-
cause of this slow decay of the prior covariance spectrum, a priori dimension
reduction based on a truncated eigendecomposition of the prior covariance (as
described in [145]) would be very inefficient for this problem. Information car-
ried in high-frequency eigenfunctions cannot be captured unless an enormous
number of prior modes are retained; thus, a better basis is required.
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7.4.2 LIS construction
Now we demonstrate the process of LIS construction using Algorithm
1, and the structure of the LIS under mesh refinement. To compute the LIS,
we run Algorithm 1 for 500 iterations, using adaptive MALA [11] to simulate
each subchain with length L = 200. We choose the truncation thresholds τloc =
τg = 0.1. To explore the dimensionality and structure of the LIS versus mesh
refinement, we carry out the same numerical experiment on a 60 × 20 coarse
grid, a 120×40 intermediate grid, and a 180×60 fine grid. The dimension of the
LIS versus number of iterations, the evolution of the convergence diagnostic
(7.20), and the generalized eigenvalues after 500 iterations—for each level of
grid refinement—are shown in Figure 7.4. Also, Figure 7.5 shows the first five
LIS basis vectors for each level of discretization.
As shown in Figure 7.4(a), the dimension of the LIS changes rapidly in
the first 100 iterations, then it stabilizes. Change in the dimension reflects the
fact that the log-likelihood Hessian H(x) varies locally in this non-Gaussian
problem. We also observe that the 60× 20 grid has a slightly larger final LIS
dimension than the two refined grids: at the end of the adaptive construction,
the LIS of the 60× 20 grid has dimension 21, while the 120× 40 grid and the
180×60 grid yield LIS dimensions of 20. This effect may be ascribed to larger
discretization errors in the 60× 20 grid.
The weighted distance (7.20) between each adjacent pair of likelihood-
informed subspaces is used as the convergence diagnostic during the construc-
tion process. With any of the three discretizations, the weighted subspace
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Figure 7.4: The dimension of the LIS and the convergence diagnostic (7.20)
versus the number of samples used in the adaptive construction. Black, blue,
and red markers represent the 60×20 grid, the 120×40 grid, and the 180×60
grid, respectively. Subplot (a) shows the dimension of the LIS; subplot (b)
shows the weighted distance between successive subspaces; and subplot (c)
shows the generalized eigenvalues γ(k)i after k = 500 iterations.
distance at the end of adaptive construction is several orders of magnitude
lower than at the beginning, as shown in Figure 7.4(b). We also observe that
the rates of convergence of this diagnostic are comparable for all three levels of
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60 × 20 120 × 40 180 × 60
Figure 7.5: The first five LIS basis vectors (columns of Φ5) for different levels
of discretization of the inversion parameters x. In the figure, columns 1–3
correspond to the 60 × 20 grid, the 120 × 40 grid, and the 180 × 60 grid,
respectively. The basis vectors in each column are ordered top to bottom by
decreasing eigenvalue.
discretization. These figures suggest that while local variation of the Hessian
is important in this problem (e.g., the dimension of the LIS doubles over the
course of the iterations), much of this variation is well-explored after 100 or
200 iterations of Algorithm 1.
Since the forward model converges with grid refinement, we expect that
the associated LIS should also converge. The generalized eigenvalues for all
three grids are shown in Figure 7.4(c), where the spectra associated with all
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three subspaces have very similar values. And as shown in Figure 7.5, the
leading LIS basis vectors {ϕ1, . . . , ϕ5} have similar shapes for all three levels
of grid refinement. Refinement leads to slightly more structure in ϕ5, but the
overall mode shapes are very close.
7.4.3 Estimation of the posterior mean and variance
With an LIS in hand, we apply the variance reduction procedure de-
scribed in Section 7.3.3 to estimate the posterior mean and variance of the
permeability field. Calculations in this subsection use the 120× 40 discretiza-
tion of the PDE and inversion parameters.
We first demonstrate the sampling performance of subspace MCMC,
where we use adaptive MALA [11] to sample the LIS-defined reduced posterior
π̃(xr|y) (7.14). We compare the results of subspace MCMC with the results of
Hessian-preconditioned Langevin MCMC applied to the full posterior π(x|y)
(7.2) (referred to as “full-space MCMC” hereafter). The latter MCMC scheme
results from an explicit discretization of the Langevin SDE, preconditioned
by the inverse of the log-posterior Hessian evaluated at the posterior mode
(see [56] for details). Note that we cannot precondition the full-dimensional
Langevin SDE by the empirical posterior covariance as in adaptive MALA
because of the high parameter dimension (n = 4800). In this setup, subspace
MCMC and full-space MCMC require the same number of forward model and
gradient evaluations for a given number of MCMC iterations.
To examine sampling performance, the autocorrelation of the log-likelihood
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function and the autocorrelations of the parameters projected onto the first,
third, and fifth LIS basis vectors are used as benchmarks. These results are
shown in Figure 7.6. We run both algorithms for 106 iterations and discard
the first half of the chains as burn-in. The top row of Figure 7.6 shows these
benchmarks for both samplers. For all four benchmarks, subspace MCMC
produces a faster decay of autocorrelation as a function of sample lag—i.e., a
lower correlation between samples after any given number of MCMC steps.
Furthermore, as discussed in Section 7.3.3, even though the same num-
ber of forward model evaluations are required by subspace MCMC and full-
space MCMC for a given number of samples, the computational cost of op-
erations involving the square root of the prior covariance—used in sampling
and evaluating the proposal distribution—can be much higher for full-space
MCMC than subspace MCMC. In this test case, running subspace MCMC for
106 iterations cost 2.1 × 104 seconds of CPU time, while running full-space
MCMC for the same number of iterations took 2.6× 105 seconds. To incorpo-
rate this cost difference, the second row of Figure 7.6 shows the autocorrelation
of the four benchmark quantities as a function of CPU time rather than sam-
ple lag. Here, we immediately observe that the autocorrelation per CPU time
is further reduced by using subspace MCMC.
Of course, recall that to construct the LIS we simulated Algorithm 1 for
500 iterations. This costs roughly 2.2×104 seconds of CPU time, which is only
8.5% of the time required to run full-space MCMC for 106 steps. Therefore
subspace MCMC, including the cost of LIS construction, takes less time to
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produce a given number of samples than full-space MCMC and these samples
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Figure 7.6: Autocorrelations of various benchmarks: blue line is subspace
MCMC and red line is full-space MCMC. Column 1: log-likelihood function.
Column 2: parameters projected onto the first LIS basis vector. Column 3:
parameters projected onto the third LIS basis vector. Column 4: parameters
projected onto the fifth LIS basis vector. Top row: Autocorrelation as a func-
tion of sample lag. Bottom row: Autocorrelation as a function of sample lag,
where the latter is measured via CPU time.
















































Figure 7.8: Estimation of the posterior variance: (a) empirical estimate using
MCMC in the LIS; (b) analytical evaluation in the CS; (c) combined LIS +
CS estimate; (d) for comparison, estimation using full-space MCMC.
We now compare reduced-variance estimates of the posterior mean and
variance (obtained with subspace MCMC) with estimates obtained via full-
space MCMC. The results are shown in Figures 7.7 and 7.8. Full-space MCMC
and subspace MCMC yield very similar mean and variance estimates. Figures
7.8(a) and (b) distinguish the two components of the Rao-Blackwellized vari-
ance estimates described in Example 2. Variance in the LIS, shown in Fig-
ure 7.8(a), is estimated from MCMC samples, while variance in the CS, shown
in Figure 7.8(b), is calculated analytically from the prior and the LIS projec-
tor. The sum of these two variance fields is shown in Figure 7.8(c), and it is
nearly the same as the full-space result in Figure 7.8(d). In the central part
of the domain where measurement sensors are not installed, we can observe
that the variance is larger in the CS than in the LIS, and hence this part of
the domain is prior-dominated. In the right part of the domain, the variance
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is less prior-dominated, since this region is covered by observations.
7.4.4 The influence of data
The amount of information carried in the data affects the dimension
and structure of the LIS. To demonstrate the impact of the data, we design a
case study where different likelihood-informed subspaces are constructed un-
der various observational scenarios. The same stationary groundwater problem
defined in Section 7.4.1 is employed here. For the sake of computational effi-
ciency, the problem domain Ω = [0, 3]× [0, 1] is discretized by a slightly coarser
72× 24 mesh. And to provide a stronger impulse to the groundwater system,
the source/sink terms used in this example are different from those used in Sec-
tions 7.4.1–7.4.3. Along the boundary of the domain Ω, we evenly distribute
a set of sources with a distance of 0.5 between the source centers. Two sinks
are placed in the interior of the domain at locations [0.5, 1] and [2, 0.5]. Each
source has weight 1, while each sink has weight 3.5. We distributed sensors
evenly over the domain [0, 1]× [0, 1]∪ [2, 3]× [0, 1]; starting with an inter-sensor
spacing of 1/3, we incrementally refine the sensor distribution with spacings
of 1/6, 1/12, and 1/24. This results in four different data sets, containing
the noisy readings of 32, 98, 338, and 1250 sensors, respectively. The true
permeability field, the sources/sinks, the simulated pressure field, and sensor
distributions are shown in Figure 7.9.
As in Section 7.4.2, we run Algorithm 1 for 500 iterations to construct
the LIS, using subchains of length L = 200. For data sets 1–4, the result-
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Figure 7.9: Setup of the elliptic inversion example for testing the influence of
data. (a) True permeability field. (b) Sources and sinks. (c)–(f) Pressure field
resulting from the permeability field defined in (a), and sensor distributions
(black dots) for data sets 1–4.
ing LISs have dimension 24, 34, 50, and 83, respectively. The generalized
eigenvalue spectrum for each LIS is shown in Figure 7.10. We note that the
eigenvalues decay more slowly with increasing amounts of data. This behavior
is expected; since the generalized eigenvalues reflect the impact of the likeli-
hood, relative to the prior, more data should lead to more directions where
the likelihood dominates the prior.
Since the sensors for all four data sets occupy the same area of the
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spatial domain, we expect that the four likelihood-informed subspaces should
share a similar low frequency structure. However, the high frequency struc-
tures in each LIS might differ from each other under refinement of the sensor
distribution. Thus the LIS basis vectors corresponding to the largest eigenval-
ues should share a similar pattern, while the LIS basis vectors corresponding
to the relatively small eigenvalues might have different patterns. We observe
this effect in the numerical experiments carried out here; Figure 7.11 shows
the first and fifteenth LIS basis vector for each of the data sets.













Figure 7.10: Generalized eigenvalues associated with the likelihood-informed
subspace under refinement of the observations. The black, blue, red, and green








98 sensors 338 sensors 1250 sensors
Figure 7.11: The first and fifteenth LIS basis vectors for each of the four data
sets.
362
7.5 Example 2: atmospheric remote sensing
In this section, we apply the dimension reduction approach to a real-
istic atmospheric satellite remote sensing problem. The problem is to invert
the concentrations of various gases in the atmosphere using the measurement
system applied in the GOMOS satellite instrument, which stands for Global
Ozone MOnitoring System.
GOMOS is an instrument on board ESA’s Envisat satellite, and was
operational for about 10 years before the connection with the satellite was
lost in May 2012. The GOMOS instrument performs so-called star occulta-
tion measurements; it measures, at different wavelengths, the absorption of
starlight as it travels through the atmosphere. Different gases in the atmo-
sphere (such as ozone, nitrogen dioxide and aerosols) leave fingerprints in the
measured intensity spectra. The task of the inversion algorithm is to infer the
concentrations of these gases based on the measurements.
The GOMOS inverse problem is known to be ill-posed; the intensity
spectra may contain strong information about the major gases (like O3) at
some altitudes, whereas some minor gases (like aerosols) at some altitudes
may be practically unidentifiable and totally described by the prior. Thus,
the GOMOS problem is a good candidate for our approach: the dimension
of the likelihood informed subspace is expected to be small and the prior
contribution large.
Next, we briefly present the GOMOS theory and the inverse problem
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setup. For more details about the GOMOS instrument and the Bayesian
treatment of the inverse problem, see [94] and the references therein.
7.5.1 The GOMOS model
The GOMOS instrument repeatedly measures light intensities Iλ at
different wavelengths λ. First, a reference intensity spectrum Iref is measured
above the atmosphere. The so-called transmission spectrum is defined as Tλ =
Iλ/Iref . The transmissions measured at wavelength λ along the ray path l are











where ρgas(z(s)) is the density of a gas (unknown parameter) at tangential
height z. The so called cross-sections αgasλ , known from laboratory measure-
ments, define how much a gas absorbs light at a given wavelength.
To approximate the integrals in (7.25), the atmosphere is discretized.
The geometry used for inversion resembles an onion: the gas densities are
assumed to be constant within spherical layers around the Earth. The GOMOS
measurement principle is illustrated in Figure 7.12 below.
Here, we assume that the cross-sections do not depend on height. In
the inverse problem we have ngas gases, nλ wavelengths, and the atmosphere
is divided into nalts layers. The discretisation is fixed so that number of mea-
surement lines is equal to the number of layers. Approximating the integrals
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Figure 7.12: The principle of the GOMOS measurement. The reference inten-
sity is measured above the atmosphere. The observed transmission spectrum is
the attenuated spectrum (measured through the atmosphere) divided by the
reference spectrum. The atmosphere is presented locally as spherical layers
around the Earth. Note that the thickness of the layers is much larger relative
to the Earth in this figure than in reality. The figure is adopted from [94],
with the permission of the authors.
wavelengths, we can write the model in matrix form as follows:
T = exp(−CB>A>), (7.26)
where T ∈ Rnλ×nalts are the modelled transmissions, C ∈ Rnλ×ngas contains
the cross-sections, B ∈ Rnalts×ngas contains the unknown densities and A ∈
Rnalts×nalts is the geometry matrix that contains the lengths of the lines of
sight in each layer.
Computationally, it is convenient to deal with vectors of unknowns. We
vectorize the above model using the identity vec(CB>A>) = (A⊗C)vec(B>),
where ⊗ denotes the Kronecker product and vec is the standard vectorization
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obtained by stacking the columns of the matrix argument on top of each other.
Thus, the likelihood model is written in vector form as follows:





where e is the measurement error, for which we apply an independent Gaussian
model with known variances.
Note that, in principle, the model (7.27) could be linearized by taking
logarithms of both sides, which is usually done for such tomography problems
(like X-ray computerized tomography). For this problem, linearisation can
cause problems, since the signal from the star is often smaller compared to the
background noise in the measurement.
7.5.2 Data and prior
Here, we generate synthetic data by solving the forward model (7.27)
with known gas densities x. In the example, we have 4 gas profiles to be
inverted. The atmosphere is discretized into 50 layers, and the total dimension
of the problem is thus 200. The simulated data are illustrated in Figure 7.13.
We estimate the log-profiles x = log(vec(B>)) of the gases instead of
the densities B directly. We set a Gaussian process prior for the profiles, which
yields xi ∼ N(µi,Σi), where xi denotes the elements of vector x corresponding
to gas i. The elements of the 50 × 50 covariance matrices are calculated based
on the squared exponential covariance function
Ci(s, s′) = σi exp(−(s− s′)2/2s20,i), (7.28)
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Figure 7.13: GOMOS example setup: the true transmissions (black) and the
observed transmissions (red) for 6 altitudes.
where the parameter values are σ1 = 5.22, σ2 = 9.79, σ3 = 23.66, σ4 = 83.18,
and s0,i = 10 for all i. The priors are chosen to promote smooth profiles and
to give a rough idea about the magnitude of the density values. The prior is
illustrated in Figure 7.14.
7.5.3 Inversion results
In this particular synthetic example, we know that gas 1 is very well
identified by the data. The data also contain information about gases 2 and
3 at some altitudes. Gas 4, on the other hand, is totally unidentified by the
data.
































































Figure 7.14: True log-profiles for the 4 gases (black solid lines), 50% and 95%
confidence envelopes for the prior (grey areas) and 5 samples from the prior
(red dashed lines).
gorithm 1—starting with the Hessian at the posterior mode. The subspace
convergence diagnostic and the generalized eigenvalues are shown in Figure
7.15. We choose the truncation thresholds τloc = τg = 0.5. The dimension of
the LIS in the end was 22.
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Figure 7.15: Left: the convergence diagnostic (7.20) versus the number of sam-
ples used to construct the LIS. Right: the generalized eigenvalues associated
with the final LIS.
We compute 106 samples in both the LIS and in the full 200-dimensional
space using the Hessian-preconditioned MALA algorithm. In Figure 7.16, the
first two columns show the mean gas profile and the mean ± 1 and 2 standard
deviations in the LIS and in the complement space (CS). The third column
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shows the combined posterior from the LIS and the CS; for comparison, results
from full-space MCMC are shown in the fourth column. Note the different
scales on the horizontal axes throughout the figure. We observe that the
subspace approach, where MCMC is applied only in a 22-dimensional space,
yields results very similar to those of full MCMC. In addition, comparing the
contributions of the LIS and CS indicates that gas 1 is dominated by the
likelihood, whereas the posterior distribution of gas 4 is entirely determined
by the prior. Note that the CS contribution for gas 1 is tiny (check the scale),
while the LIS contribution for gas 4 is also very small. For gases 2 and 3, the
lower altitudes are likelihood-dominated, while the higher altitudes have more
contribution from the prior. The full-space MCMC results for gas 4 show
a slightly non-uniform mean, but this appears to be the result of sampling
variance. By avoiding sampling altogether in the CS, the subspace approach
most likely yields a more accurate posterior in this case.
To further illustrate the approach, we plot the first six basis vectors of
the LIS in Figure 7.17. One can see that the first basis vectors mainly include
features of gas 1, which is most informed by the data. The first basis vectors
also contain some features of gases 2 and 3 in lower altitudes. Gas 4 is not
included in the LIS at all.
The dimension reduction obtained via the subspace approach is ex-
pected to yield better mixing than the full-space MCMC. For the GOMOS
case, the chain autocorrelations for subspace and full-space MCMC are com-
pared in Figure 7.18. The subspace sampler shows much faster decay of the
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Figure 7.16: Mean and ±1/±2 standard deviations for the 4 gas profiles com-
puted from the LIS samples alone (1st column), CS alone (2nd column) and
when the LIS and CS are combined (3rd column). The same quantities com-
puted from full-space MCMC are given in the 4th column.
autocorrelations than full-space MCMC.
In this test case, the subspace MCMC also has lower computational
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Figure 7.17: The first six LIS basis vectors for the remote sensing example.
The colors indicate the components of the unknown vector corresponding to
the different gases. In each subfigure, the x-axis denotes the index of the
parameter vector, and, for each gas, the components are ordered from low
altitudes to high altitudes. (For example, the black line in each figure shows
gas 1 profiles from low altitudes to high altitudes, etc.)
cost compared to full-space MCMC. To simulate a Markov chain for 106 it-
erations, the subspace MCMC consumed about 2560 seconds of CPU time,
while the full-space MCMC cost 3160 CPU seconds. We note that the CPU
time reduction is not as significant as the elliptic example, because the prior
covariance is a 200× 200 dimensional matrix, which is much smaller than the
covariance matrix used in the elliptic example. To construct the LIS, we sim-
ulated Algorithm 1 for 200 iterations. This cost about 136 seconds of CPU
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Figure 7.18: Autocorrelations of full-space (red) and subspace (blue) MCMC
for the log-likelihood (1st column) and for the samples projected onto the first,
third, and fifth LIS basis vectors (2nd, 3rd and 4rd columns). Top rows shows
the autocorrelations computed per MCMC step and bottom row per CPU
time.
7.6 Conclusions
In this paper, we present a new approach for dimension reduction in
nonlinear inverse problems with Gaussian priors. Our approach is based on di-
viding the parameter space into two subspaces: a likelihood-informed subspace
(LIS) where the likelihood has a much greater influence on the posterior than
the prior distribution, and the complement to the LIS where the Gaussian prior
dominates. We explore the posterior projected onto the LIS (the “difficult”
and non-Gaussian part of the problem) with Markov chain Monte Carlo while
treating the complement space as exactly Gaussian. This approximation allows
us to analytically integrate many functions over the complement space when
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estimating their posterior expectations; the result is a Rao-Blackwellization or
de-randomization procedure that can greatly reduce the variance of posterior
estimates. Particularly in inverse problems—where information in the data is
often limited and the solution of the problem relies heavily on priors—the di-
mension of the LIS is expected to be small, and the majority of the directions
in the parameter space can be handled analytically.
The dimension reduction approach is based on theory developed for
the linear case; in [186] it is shown that in linear-Gaussian problems, the
eigendecomposition of the prior-preconditioned log-likelihood Hessian yields
an optimal low-rank update from the prior to the posterior, which can be
interpreted in terms of a projector whose range is the LIS. Here, we generalize
the approach to nonlinear problems, where the log-likelihood Hessian varies
over the parameter space. Our solution is to construct many local likelihood-
informed subspaces over the support of the posterior and to combine them into
a single global LIS. We show how the global LIS can be constructed efficiently
in an adaptive manner, starting with the LIS computed at the posterior mode
and iteratively enriching the global LIS until a weighted subspace convergence
criterion is met.
We demonstrate the approach with two numerical examples. First is
an elliptic PDE inverse problem, based on a simple model of subsurface flow.
Though the dimension of the parameter space in our experiments ranges from
1200 to 10800, the dimension of the LIS remains only around 20 and is empir-
ically discretization-invariant. Exploring the LIS by MCMC and analytically
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treating the Gaussian complement produces mean and variance fields very sim-
ilar to those computed via MCMC in the full space. Yet the mixing properties
and the computational cost of MCMC in the LIS are dramatically improved
over those of full-space MCMC. Our second demonstration is an atmospheric
remote sensing problem, where the goal is to infer the concentrations of chem-
ical species in the atmosphere using star occultation measurements, as on the
satellite-borne GOMOS instrument. The dimension of the full problem used
here was 200 (four gaseous species and 50 altitudes for each), while the dimen-
sion of the LIS was 22. Again, dimension reduction significantly improves the
mixing properties of MCMC without sacrificing accuracy.
To conclude, our dimension reduction approach appears to offer an ef-
ficient way to probe and exploit the structure of nonlinear inverse problems
in order to perform Bayesian inference at a large scale, where standard algo-
rithms are plagued by the curse of dimensionality. The approach also opens
up interesting further research questions: it may be useful, for instance, to
apply reduced-order and surrogate modeling techniques in the LIS, making
them applicable to much larger problems than before.
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