Determining the state of a qubit on a timescale much shorter than its relaxation time is an essential requirement for quantum information processing. With the aid of a new type of nondegenerate parametric amplifier, we demonstrate the continuous detection of quantum jumps of a transmon qubit with 90 % fidelity in state discrimination. Entirely fabricated with standard two-step optical lithography techniques, this type of parametric amplifier consists of a dispersion engineered Josephson junction (JJ) array. By using long arrays, containing 10 3 JJs, we can obtain amplification at multiple eigenmodes with frequencies below 10 GHz, which is the typical range for qubit readout. Moreover, by introducing a moderate flux tunability of each mode, employing superconducting quantum interference device (SQUID) junctions, a single amplifier device could potentially cover the entire frequency band between 1 and 10 GHz.
I. INTRODUCTION
Low noise microwave amplifiers constitute an essential prerequisite for the implementation of fast, high fidelity quantum state detection [1] [2] [3] [4] [5] [6] in quantum information processing with superconducting quantum bits (qubits) dispersively coupled to readout resonators [7, 8] . Although in principle the strength of the readout signal can be increased well above the noise of commercial high electron mobility transistor (HEMT) amplifiers, this typically results in an increase of the qubit's energy relaxation rate [9, 10] , which overall degrades the readout fidelity. Over the last decade, this limitation in signal-to-noise ratio (SNR) has been successfully overcome thanks to the development of superconducting parametric amplifiers [11] [12] [13] [14] [15] [16] [17] [18] which add less noise, down to the quantum limit [19] .
In superconducting parametric amplifiers, the nonlinearity required to transfer energy from a strong classical pump tone to a weak quantum signal [20, 21] is provided by low-loss inductive elements, namely Josephson junctions (JJ) [22] [23] [24] , or thin films of disordered superconductors with intrinsically high kinetic inductance [25] [26] [27] .
These non-linear elements are either embedded in a resonant tank circuit [28] or in a dispersion engineered microwave transmission line [29] [30] [31] [32] [33] . In the first case, amplification only occurs in the vicinity of the standing-wave eigenfrequency of the circuit, while in the case of travelling wave parametric * both authors contributed equally † nicolas.roch@neel.cnrs.fr ‡ ioan.pop@kit.edu amplifiers, the applied tones interact during propagation along the transmission line in a much larger frequency band, covering several GHz.
Ideally, a parametric amplifier offers a signal power gain G ≥ 20 dB in a frequency band larger than the linewidth of the readout resonator, a saturation power well above the single photon regime [34] [35] [36] [37] [38] [39] [40] , and isolation of the qubit-resonator system from the strong pump [41] [42] [43] . Although there has been impressive progress in the development of broadband travelling wave parametric amplifiers [29] [30] [31] [32] [33] , optimizing these figures of merit for a specific application is generally simpler for a standing-wave parametric amplifier.
We present a new standing-wave parametric amplifier design based on SQUID-arrays containing up to 1800 SQUIDs, with an engineered dispersion relation realizing pairs of hybridized modes (dimers) suitable for non-degenerate parametric amplification [cf. Fig 1] . By applying a strong pump tone in-between the hybridized modes, we demonstrate signal power gains exceeding 20 dB for up to four dimers in a single device [cf. Fig 2] , over an instantaneous bandwidth between 5 and 15 MHz. The pump tone frequency is detuned from the signal by hundreds of MHz, which enables its filtering. We refer to these devices as Dimer Josephson Junction Array Amplifiers (DJJAAs). We note that a similar idea was developed in parallel in Ref. [44] , where several modes of SNAIL [45] (superconducting nonlinear asymmetric inductive element) arrays were used for amplification.
This article is organized as follows: In Sec. II, we present the DJJAA concept, followed by the effective circuit model in Sec. III, which is used to calculate the The array is galvanically coupled to a 50 Ω on-chip transmission line and terminated to ground at the other end. We engineer the dispersion relation by introducing a capacitance Cc in the center of the array, either (ii) in series with CJ or (iii) in parallel with C0. b) Calculated dispersion relation of a short (N = 180 JJs, black) and long (N = 1800 JJs, yellow) JJ array resonator for a typical value CJ/C0 = 2500. The eigenfrequencies ωm are normalized to the plasma frequency ω pl = √ 8EJEc. For the short array, only a single physical mode is in the linear regime of the dispersion relation, while the rest of the eigenmodes accumulate near ω pl . By increasing the length of the array the dispersion relation flattens and several eigenmodes populate the linear regime, which is indicated by the black dotted line. c) Eigenmode spectrum of a long JJ array resonator (N = 1800 JJs) engineered according to panel (ii) or (iii). Due to the center capacitance, pairs of neighbouring modes hybridize forming a dimer each. The frequency splitting between dimer modes, 2Jn, depends among others on the mode number n and the value of Cc, and we design it to be comparable to the mode linewidth κn, in the range of several hundreds of MHz. As indicated in the right hand panels, each individual mode can be used for degenerate amplification, while each dimer is suitable for non-degenerate amplification. d) Optical microscope images of various sections of the JJ array, including the interdigitated capacitor Cc in the center. The array consists of optically fabricated dcSQUIDs on a sapphire substrate arranged in a meander structure comprising 6 SQUIDs per meander. The SQUID-loop area is AL ≈ 4×4µm
2 . The false-colored Scanning Electron Microscopy (SEM) images in the bottom panels depict two neighbouring SQUIDs and a single JJ, respectively. In blue we highlight the first aluminum layer and in red the second. From the measured junction area AJ ≈ 3.1×3.2 µm 2 we estimate a Josephson capacitance CJ ≈ 500 fF.
DJJAA dispersion relation, eigenfunctions and first order nonlinear coefficients. In Sec. IV we describe the optical fabrication process. In Sec. V we show power gain measurements for three DJJAAs. For the longest investigated array (1800 SQUIDs), we observe non-degenerate amplification exceeding 20 dB for four individual dimers in a single DJJAA device, epitomizing the potential of this amplifier design. Section VI is devoted to noise characterization. Using an array of 1200 SQUIDs, we calibrate the measurement efficiency η of our setup [46] by observing quantum jumps of a transmon qubit [47] . We find η ≈ 0.13 for the whole setup and η DJJAA ≥ 0.29 for our parametric amplifier, which is comparable to values reported in literature [31, 46, 48] . In Sec. VII we conclude by summarizing the main results.
II. CONCEPT
The eigenmode spectrum of a Josphson junction array (JJA) [cf. Fig. 1a) ] contains N eigenmodes, given by the total number of JJs [40, [49] [50] [51] [52] [53] . For small frequencies, the effective wavelength of the eigenmodes is much larger than the distance between neighbouring JJs, and the mode frequency increases almost linearly with the mode index m [cf. Fig. 1b) ]. The slope of this linear regime is determined by the square root of the ratio between the capacitance per unit length arising from the Josephson capacitance C J , and the capacitance to ground C 0 [54] . When the effective wavelength of the eigenmodes becomes comparable to the distance between the JJs, the dispersion relation becomes non-linear, eventually saturating at the self-resonance frequency of a single JJ, denoted plasma frequency
L J is the Josephson inductance, C J is the Josephson capacitance, and we neglect the contribution of C 0 . Due to the non-linearity of the JJ cosine potential, each eigenmode is itself non-linear in power. As we will show in the following, this non-linearity can be used for parametric amplification.
In general, parametric amplifiers are classified into degenerate and non-degenerate designs, depending on whether the signal (ω s ) and the idler tones (ω i ) occupy the same or different physical modes [28] . In the latter case, protecting the quantum circuit under investigation from the influence of the strong pump tone becomes considerably simpler, since the signal and pump tone are detuned in frequency.
In order to obtain non-degenerate amplification, we introduce a capacitor in the center of the JJ array, which depending on the design [cf. Fig. 1a ) panel (ii) and (iii)], it either splits the array in two capacitively coupled sections, or it capacitively shunts the central island to the ground. In either of these cases, the capacitor breaks the symmetry between even and odd modes, and creates pairs of hybridized modes [cf. Fig. 1c) ]. Each pair, denoted dimer in the following, is suitable for non-degenerate parametric amplification by applying a pump tone in-between the two modes. In this four-wave-mixing process, two pump photons are converted into a signal and idler photon (ω s +ω i = 2ω p ), similar to the scheme presented in Ref. [18] .
The intrinsic limitation in instantaneous bandwidth for standing wave parametric amplifiers is overcome by employing SQUID junctions with flux-tunable critical current I c (Φ). Tuning the device frequency by lowering I c also increases the impact of higher order nonlinear terms arising from the Josephson potential, which will eventually limit the amplifier performance in terms of dynamic range [36] [37] [38] and therefore bound the tuning bandwidth. In order to mitigate the effect of higher order terms and maximize the saturation power of the device, we use long arrays of JJs similar to the approaches in Refs. [12, 34, 35, 40, 55, 56] .
The tunable bandwidth of the DJJAA is given by the flux tunability of each dimer suitable for amplification. Since the frequency difference ∆ω between neighbouring dimers decreases as the number of SQUIDs is increased [cf. Fig. 1c) ], we can imagine that ∆ω can be reduced to values comparable to the flux tunable bandwidth of each dimer. In this case, the effective tunable bandwidth of the DJJAA would span over the entire linear part of the dispersion relation, which is typically several GHz wide (highlighted in grey in Fig. 1c) ). As discussed in Sec. V, we demonstrate a step in this direction, by showing power gain reaching 20 dB for four different dimers in the same device, spread over a frequency range of 4 GHz.
III. CIRCUIT MODEL
In order to calculate the dispersion relation of our DJJAAs, we derive the system Lagrangian from an effective circuit model. The SQUID arrays consist of N SQUIDs in series, with zero-field critical current I c and Josephson capacitance C J , which are connected by superconducting islands with capacitance C 0 to ground [cf. panel (i) in Fig. 1a) ]. For simplicity, additional capacitances arising between islands due to long-term Coulomb interactions mediated by the shared ground plane [52] are neglected in our model. The input port of the array is galvanically coupled to a 50 Ω on-chip transmission line, while the other end is terminated to ground. In the center of the array we introduce an additional capacitance C c either in series with C J [cf. panel (ii) in Fig. 1a) ] or in parallel to C 0 [cf. panel (iii) in Fig. 1a) ].
Although both options for the dispersion engineering of the array [cf. panel (ii) and panel (iii) in Fig. 1a) ] result in dimers which can be used for non-degenerate amplification, in the following, we will only discuss the first approach in detail.
Due to the physical dimension of the center capacitor plates, the capacitance C 0 to ground on the central nodes with indices N/2 and N/2+1 is enhanced (C 0 C 0 ) in the first case. The Lagrangian of our system writes
Here, E J = Φ 0 I c /2π is the Josephson energy and φ n is the superconducting phase of the n-th island, with the corresponding node flux Φ n = Φ 0 φ n /2π. For a system galvanically coupled to the environment on both ends, the boundary conditions are Φ 0 = Φ N +1 = 0. In the limit of small circulating current I I c , the phase drop φ i+1 −φ i across each JJ is small, and we can describe the JJs as linear inductors with kinetic inductance L J = Φ 0 /2πI c . By introducing the node flux vector Φ = (Φ 0 , .., Φ N +1 ), Eq. 1 can be rewritten in matrix representation
whereC andL are the capacitance and inductance matrices, respectively [cf. App. A]. Following Eq. 2, the eigenfrequencies ω m of the system are calculated by numercially solving the eigenvalue problem
where the corresponding eigenvectors Ψ m are related to the node flux eigenvectors Φ m , which carry information about the modes' spatial distribution along the array [50, 51] .
In order to illustrate the effect of increasing the number of SQUIDs N in the array, in Fig. 1b) we plot the dispersion relation obtained from Eq. 3 for two arrays with N = 180 (black) and N = 1800 (yellow), while maintaining a fixed ratio C J /C 0 = 2500. For clarity, the eigenfrequencies ω m are normalized to the plasma frequency ω pl . The longer the chain, the more eigenmodes fall into the linear regime, with decreasing frequency detuning ∆ω (= ω i+1 −ω i ) between neighbouring modes. For the long array (yellow) and assuming a typical plasma frequency ω pl ≈ 20 GHz, the eigenmodes falling into the technologically favored frequency range below 10 GHz are highlighted by horizontal, grey lines.
As indicated by the panel on the right, each eigenmode is suitable for degenerate amplification by applying a pump tone on resonance.
By introducing the capacitance C c in the center of the array according to Fig. 1a ) panel (ii), the system exhibits symmetric and anti-symmetric pairs of hybridized modes [cf. Fig. 1c )], denoted dimers. As indicated by the panel on the right, each dimer is suitable for non-degenerate amplification by applying a pump tone in-between the two dimer modes, similar to the concept presented in Ref. [18] . Due to this off-resonant pumping scheme, the signal frequency ω s is well detuned from the pump frequency ω p , reducing pump leakage [9, 46, 57] .
In order to couple the pump tone to both dimer modes, the frequency difference 2J n between the two modes of a dimer, where n denotes the dimer index, is designed to be comparable to the amplifiers' linewidth. In our case J n is on the order of several hundreds of MHz and it depends on the size of the center capacitance C c and its energy participation ratio in each mode, which is related to the total length of the chain. Therefore, as a rule of thumb, the values of C c and N are linearly related. From calculations based on Eq. 3, we choose C c = 45 fF and C c = 30 fF for N = 1800 and N = 1200, respectively. In both cases, using finite element simulations of the capacitor geometry [cf. Fig. 1d )], we extract a parasitic capacitance to ground C 0 = 33 fF.
Starting with the linear circuit model of Eq. 2, we can perturbatively introduce the non-linearity arising from the Josephson potential, by expanding up to the quartic term ∝ ∆φ 4 and applying the rotating wave approximation (RWA) [51, 52] . We obtain the Hamiltonian
where a † m and a m are the bosonic single-mode field amplitude creation and annihilation operators, while K m,m and K m,k are the self-Kerr and cross-Kerr coefficients, respectively. The first term describes the harmonic system, the second term relates the frequency of the m-th mode ω m to the mean circulating photon numbern m of that same mode, and the third term describes the interaction between two modes with indices m and k. Using the same notations as in Ref. [51] , the Kerr coefficients expressed in terms of the circuit parameters are
Besides the JJ parameters E J and C J , the Kerr coefficients depend on the eigenfunctions Φ m , which give the dimensionless factors η mmkk [cf. App. B]. It is these terms which can give rise to parametric amplification under microwave pumping.
IV. DEVICE FABRICATION AND MEASUREMENT SETUP
The SQUID arrays are implemented in a microstrip geometry with platinum backside metallization of thickness t = 300 nm, and are aranged in a meander structure comprising 6 SQUIDs per meander. The minimum feature size is chosen to be relatively large, around 3 µm, in order to facilitate microfabrication using optical lithography techniques for the entire device. The circuit is patternd in two separate steps, each followed by a zero angle aluminum (Al) thin film evaporation of thickness 30 nm and 40 nm. Before depositing the second Al layer, we apply an in-situ argon-milling cleaning step to remove the native oxide from the surface of the first Al layer [58, 59] . The Al/AlO x /Al JJs are formed by the overlap areas between the first and second Al layer, with an area A JJ ∼ 9−11 µm 2 . AlO x denotes non-stoichiometric insulating aluminum oxide grown under static oxidation in an oxygen pressure of 10 mbar for 2 -4 minutes. Due to the relatively small SQUID loop area A L ≈ 4×4 µm 2 and wire width w ≈ 3 − 4 µm in our design, the inductive contribution of the loop L loop on the flux modulation is neglectable (L loop L J ). In addition, each island adds The sapphire chips hosting the DJJAAs are glued into a copper sample holder, which has a dedicated superconducting flux coil integrated into the lid [cf.
App. F]. The on-chip transmission line is connected to the coaxial input port of the sample holder with aluminum microbonds. A microwave circulator is connected directly to the sample holder port, and is used to separate the incident from the reflected outgoing signals. The DJJAAs are anchored to the millikelvin stage of a dilution refrigerator with a base temperature T base ≈ 20−30 mK, and probed in a single port reflection measurement. After reflection from the DJJAA, the outgoing signal is further amplified by two commercial amplifiers, a HEMT amplifier at 4 K and a room temperature amplifier.
V. GAIN MEASUREMENTS
The left hand panels in Fig. 2a The right hand panels in Fig. 2a ), b) and c) depict the power gain G in dB as a function of probe frequency f when an additional pump tone of power P p and frequency f p is applied in-between two dimerized modes. The black arrows and cross symbols, which are color-coded individually for each dimer, indicate the external bias flux Φ and pump frequency used in each experiment, respectively. For all dimers, the pump frequency is off-centered with respect to the low probe power response, since the mode populationn m caused by the strong pump tone shifts the dimer modes in frequency by an amount K m,mnm . The observed power gain profile in the high gain limit (G 1) is composed of two overlapping Lorentzian curves, symmetrically emerging below and above the pump tone frequency. Due to the self-Kerr coefficients K m,m [cf. Eq. 5], the frequency detuning between the two maxima depends on the pump power and the pump frequency, similar to Ref. [18] . The power gain exceeds 20 dB, which is a typical value required to saturate the classical noise added by higher temperature amplifier stages with amplified quantum noise.
As in the case of other Josephson parametric amplifiers (JPA), there is a compromise between G 0 and the amplifier's instantaneous bandwidth B, defined as the full width at half maximum (FWHM), which is reflected by a constant gain-bandwidth product √ G 0 B [21] . For the sample shown in Fig. 2a) , which has the largest coupling, we find √ G 0 B ≈ 170 MHz at the fluxsweet spot (Φ = 0). This value is in good agreement with the average of the two measured resonator linewidths κ/2π = 172 MHz, as expected for two parametrically coupled modes [18, 21] . Thanks to the SQUID junctions the frequency at which we obtain gain is flux tunable. We typically measure a tunable bandwidth of around 1 GHz per dimer (see App. H).
The input saturation power P 1dB , conventionally defined as the signal probe power at which the maximal power gain G 0 decreases by 1 dB (1 dB-compression point), reportedly scales with the ratio of amplifier linewidth and self-Kerr coefficient κ n /|K n,n | [37, 38] .
In our case, this ratio depends on the dimer mode number n, in accordance to the corresponding spatial mode distribution Φ n [cf. Sec. III]. Thanks to the large number of SQUIDs in our design, the self-Kerr coefficients are strongly reduced for the lowest modes of the dispersion relation compared to designs with only a single or a few SQUIDs [15, 17] . For this reason, P 1dB is found to be enhanced by an order of magnitude in SQUID array based amplifiers similar to our approach [18, 40, 60] . As we will decribe in the following section, this allows us to operate the DJJAA at a signal strength of P s ≥ −118 dBm (≥ 420 photons×µs −1 ) without observing the onset of saturation.
VI. NOISE CHARACTERIZATION A. Power calibration
In order to evaluate the noise performance of a typical DJJAA parametric amplifier, we calibrate the signal power referred to its input port with a transmon qubit [47] , which is dispersively coupled to a dedicated readout resonator, as shown in Fig. 3 . In close vicinity to the resonance frequency f r of the readout resonator, the sig-nal strength can be expressed in number of measurement photons n meas [46, 48] . In a continuous single-port reflection measurement, the measurement photon number is
where T m is the measurement integration time,n r is the mean number of photons circulating inside the readout resonator, and γ r and κ r are the resonator's internal and external decay rates, respectively.
The qubit sample design contains three transmon qubits, each containing a single Josephson junction shunted by an in-plane plate capacitor with rectangular pads, which are capacitively coupled to a dedicated lumped-element readout resonator [cf. Fig. 3a) ]. The fabrication is based on the bridge free technique [61] , a shadow-angle evaporation technique, and the evaporation of two aluminum thin films on a double polished sapphire substrate, separated by an oxygen barrier.
Each chip is mounted in a 3D-waveguide sample holder [62] [cf. Fig. 3a) ] and measured in reflection [cf. Fig. 3b) ]. The reflected readout signal is routed to a DJJAA using a cryogenic circulator. The pump tone, which serves as the power supply for our parametric amplifier, is feed into the signal path with a commercial power combiner. The incident and reflected (amplified) signals are again separated employing a cryogenic circulator directly mounted at the input of the DJJAA, and subsequently further amplified by two amplifier stages, a commercial HEMT amplifer with a specified noise temperature T N,HEMT ≈ 2.3 K mounted at 4 K and a room temperature amplifier with T N,RT ≈ 170 K. cated by the small black arrow on the right hand side.
B. Noise visibility
During the qubit experiments, we operate our parametric amplifier at a power gain G 0 = 23.2 dB and instantaneous bandwidth B = 9.2 MHz, which we extract from individual Lorentzian fits to both lobes [cf. Fig. 4a) red line]. By monitoring the output power spectrum with and without the pump tone applied, we observe a maximal noise visibility of ∆P = 14.2 dB at the frequency of maximum power gain [cf. Fig. 4a) blue line], which implies that the HEMT noise only accounts for 4 % of the room temperature noise. In Fig. 4b The GB-product is in good agreement with the theoretical prediction indicated by the black dashed line [18] .
C. Measurement efficiency
To characterize the measurement efficiency η of the setup, we measure the noise added by the DJJAA by decomposing the output signal into its quadratures I(t) and Q(t). In order to calibrate the measurement photon number n meas [cf. Eq. 6] corresponding to the recorded quadrature voltages, we calibrate the mean circulating number of photons inside the resonatorn r by measuring the qubit's fundamental transition frequency f q in a sequence of Ramsey fringes experiments [63] . The frequency f R of the Ramsey oscillations is given by the drive detuning from the qubit's transition frequency f R = |f d −f q |, which is chosen to be comparable to the frequency shift induced by the population of the readout resonator ∆f q =n r χ qr , where χ qr = 480 kHz is the qubit dispersive shift [8] . We populate the resonator withn r photons by simultaneously applying a constant tone to the readout resonator at frequency f r [cf. App. J].
As shown in Fig. 5 , we can now express the histogram of measured signal quadratures I(t) and Q(t) in units of the measurement photon amplitude √ n meas , forn r ≈ 150 and an integration time T m = 500 ns. The qubit's ground state |g and first excited state |e are visible as two circles with Gaussian profile. For clarity, we rotate the IQ-plane such that the information about the qubit state is encoded entirely in the Q-quadrature, as shown by the slices through the histogram along I [cf. top panel Fig. 5a )] and Q [cf. right panel Fig. 5a )].
The angle between the ground and first excited state is φ = 4 arctan (χ qr /κ) ≈ 40
• .
We calculate the measurement efficiency η at the resonance frequency of the readout resonator by comparing the measured standard deviation σ = 2.0 √ photon of the ground state distribution in our histogram, with the ideal case, which is σ ideal = 1/ √ 2 √ photon for a coherent state [19] , and we obtain η = σ 2 ideal /σ 2 ≈ 0.13.
We can partly attribute the reduction in measurement efficiency to known and expected losses between the readout resonator and the parametric amplifier. Since we use a commercial power combiner to feed in the pump tone, we lower the power incident on the DJJAA by at least a factor of two compared to the calibrated value. Additionally, our sample holder is separated from the amplifier by several microwave components, such as circulators and various connecting cables, which can further add dissipation at the readout frequency. Therefore, a conservative upper bound on the measurement efficiency determined by losses is η L ≤ 0.5, which in combination with the measurement efficiency due to the HEMT, implies a conservative bound on the quantum efficiency η DJJAA = η/η L ≥ 0.26 for our parametric amplifier.
An example of a measured quantum jump trace MHz and Tm = 500 ns, for a total of 6×10 5 counts. We observe two peaks in the IQ−plane, a larger one corresponding to the qubit ground state |g , and an approximately ten times smaller peak corresponding to the first excited state |e . The qubit temperature calculated from the observed populations is Tq = 87 mK, in agreement with the base plate temperature of the dilution refrigerator of 80 mK, which was raised to activate thermal excitations of the qubit. The distribution plots along I (top panel) and Q (right panel) are plotted for slices centered on the ground state peak. From a Gaussian-fit we extract a standard deviation σ = 2.0 √ photon. b) Typical example of a measured quantum jump trace corresponding to the time evolution of the Q quadrature for the same experiment shown in a). The red solid line indicates the qubit state given by a two point latching filter. The colored areas around the Q values corresponding to |g (pink) and |e (green) represent one standard deviation σ, which is the value used for the latching filter.
is depicted in Fig. 5b) for the same integration time and readout strength as in a). For the detection of the qubit state, highlighted by the solid red line, we use a multi-point filter [48] . The filter declares a jump, when the detected Q-value falls into a range of ±σ around the mean valuesQ i (i ∈ g, e, f, h) associated with the first four qubit states. For the ground and first excited state, the filter-range is color coded by the pink and green areas around the mean values, respectively, which are indicated by dashed lines. As discussed in App. K, from the relative population of the first four qubit states, we extract a qubit temperature of T q = 87 mK, which is in good agreement to the temperature of the cryostat base plate T ≈ 80 mK during this experiment. For measurements taken at base temperature (T base = 30 mK), the qubit temperature saturates at a constant value T q ≈ 61 mK.
VII. CONCLUSION
In summary, we have demonstrated a new type of parametric amplifier based on a dispersion engineered Josephson junction array, with up to four hybridized pairs of modes, showing non-degenerate power gain in excess of 20 dB, within an instantaneous bandwidth in the range of 10 MHz. The measured noise visibility suggests that our amplifiers approach the quantum limit of added noise. We used the amplifier to measure quantum jumps of a transmon qubit, which we can discriminate with 90% fidelity within 500 ns of integration. The optical fabrication of the JJ array is accessible, reproducible, and low cost.
By optimizing the mode engineering of future amplifiers it will be possible to build an array with sufficiently high mode density, such that a moderate flux tunability will suffice to cover the entire frequency band from 1 GHz up to 10 GHz. Further improvements also include the suppression of unintended higher-order effects by utilizing asymmetric dc-SQUIDs [18] The capacitance and inverse inductance matrices introduced in Eq. 2,C andL −1 , respectively, arẽ
The parameters for the SQUID array are the single SQUID Josephson inductance L J and Josephson capacitance C J and the capacitance per island to ground C 0 . The matrix elements due to the center capacitance C c and its capacitance to ground C 0 are highlighted in red. Since the array is galvanically connected to its environment on both ends, the boundary conditions are Φ 0 = Φ N +1 = 0. As discussed in the main text, we are not considering long-range Coulomb interactions in the capacitance matrix that could be mediated by the ground plane on the backside of the sapphire wafer.
Appendix B: Non-linearity: self-and cross-Kerr coefficients For Josephson parametric amplifiers (JPA), the nonlinearity arising from the cosine potential of the JJ(s) is an indispensable requirement for the parametric amplification process. However, as discussed in [37, 38] , the magnitude of the lowest order non-linear terms, referred to as Kerr coefficients, influences the amplifier's saturation power and the required parametric pump power at the same time. Therefore it is important to derive the non-linearity for the various eigenmodes of our circuit design as a function of the circuit parameters. As described in [51] , we introduce the non-linearity pertubatively to our linear circuit model. The modal distribution of the eigenmodes enters the two equations for the selfand cross-Kerr coefficients by a dimensionless factor η mmkk .
HereC −1/2 is the square root of the inverse capacitance matrix, defined asC −1/2 ·C −1/2 =C −1 , and Ψ j,m is the j-th entry of the m-th eigenvector Ψ m of the eigenvalue problem Eq. 3. Generally speaking, the more two eigenmodes overlap in terms of their standing-wave flux distribution along the array, the stronger they influence each other when driven. Notably, for the antisymmetric modes (even mode number n), the jump in the node phase and node flux distribution, which occurs from negative to positive values at the position of the center capacitance, causes unphysical results for the dimensionless factors η mmmm and, as a consequence, artificially large self-Kerr coefficients. Therefore, we calculate the self-and neighbouring modes cross-Kerr coefficients for our devices by symmetrizing these eigenfunctions, which does not alter the physical meaning but avoids the numercial error.
Here, the diagonal matrixS is
where the change in sign occurs at the entry with index j = N/2+1.
Appendix C: Circuit model: device overview
In the main text we discuss three samples, which slightly differ in their design parameters. In Tab. II, we give an overview of the circuit parameters that enter our model. We evaluate the overlap areas A J forming the JJ contact using SEM images. We didn't investigate the devices directly, in order to avoid damaging the sample. Instead we used comparable samples from the same batch in the immediate vicinity of the sample chip location. The Josephson capacitance is inferred from the overlap area: C J = 50 fF/µm 2 ×A J . The Josephson inductance per SQUID junction L J is deduced from room temperature resistance measurements. The value of the center capacitance is estimated from finite-element simulations. The capacitance to ground of the center capacitor plates are calculated for a standard microstrip geometry with backside metallization [66] . Therefore, the only remaining free circuit parameter is the capacitance per ground C 0 of each superconducting island in between two SQUID junctions, which we obtain from fitting the dispersion relation [cf. Fig. 1 ]. The stray inductance L s of the aluminum leads is estimated from the fits presented in App. D. Its contribution to the coupling rate κ to the input port is discussed in App. E, and, for simplicity, it is neglected in the linear model used to calculate the dispersion relation [cf. Fig. 1 ].
Appendix D: Flux modulation and Josephson inductance participation ratio
The modulation of the system eigenmodes ω n as a function of the bias current I b applied to the superconducting field coil, can be described by an effective lumpedelement model for each mode, which consists of a series Figure 6 . Fitted uncoupled eigenfrequencies (i.e. J = 0) of the three devices discussed in the main text, a) N = 1200, dimer number n = 2, b) N = 1600, n ∈ {3, 4}, c) N = 1800, n ∈ {3, 4}, as a function of the effective external flux Φ. The data points are extracted from the measurement data depicted in Fig. 2 by fitting Eq. G1 to the frequency dependence of the reflection coefficient and following the calculation described in App. G. The color coded dashed lines are the fit results according to Eq. D5, from which we extract the Josephson inductance participation ratio γL. In abscence of field offsets and asymmetries in the array, the red and green curves should perfectly overlap. While the first device operates in a rather uniform magnetic environment, the latter two see an external magnetic stray field gradient. However, only for the last sample the stray field gradient has an influence on the hybridization, since the coupling between neighbouring modes Jn is weaker. Table II . Overview of the device circuit parameters: number of SQUID junctions N , room temperature resistance of the array from the input port to the center capacitance Rn,in, room temperature resistance of the array from the center capacitance to ground Rn,out, resistance asymmetry between the two array sections m, room temperature resistance of a single SQUID junction Rn,SQ, critical current of a single SQUID junction Ic,SQ, Josephson inductance of a single SQUID junction LJ, stray inductance Ls, kinetic inductance participation ratio γ L,fit [cf. App.D] and γL = LJ/(LJ+Ls), Junction area AJ, Josephson capacitance CJ, center capacitance Cc, capacitance to ground C 0 (center capacitance), capacitance to ground per island C0, plasma frequency ω pl .
circuit of a flux-dependent and flux-independent inductance L J,tot (Φ) and L S , respectively, shunted by a capacitance C. The effective resonance frequency of the lumped-element model writes
While L J,tot originates from the kinetic inductance of the SQUIDs, the effective stray inductance L s originates from both, geometric and kinetic contributions of the superconducting leads connecting the SQUIDs. By fitting the model prediction to the experimentally observed frequency modulation, we can calculate the Josephson inductance participation ratio γ L = L J,tot / (L J,tot +L S ), and also calibrate the effective bias flux Φ = Φ b +Φ offset in units of Φ 0 . The bias flux Φ b is due to the current I b applied to the coil, and Φ offset is a static offset.
The current dependence of L J,tot is deduced from the flux dependent inductance of a single symmetric DC-SQUID, which is given by
Assuming a linear dependence between the external bias flux created by the superconducting coil and the bias current, Eq. D2 is expressed as a function of bias current
The parameter l b translates the applied current bias into an external flux bias expressed in number of magnetic flux quanta. The parameter I offset accounts for the presence of an offset flux due to magnetic stray fields produced by the attached circulator and other components of the setup, or the earth's magnetic field. Inserting Eq. D3 into Eq. D1, the fit-function for the current modulation of the resonance frequencies writes
.
(D4) By inserting the Josephson inductance participation ratio γ L = L J,tot (0)/ (L S +L J,tot (0)) into Eq. D4 and introducing the frequency amplitude f 0 = 1/2π C (L S +L J,tot (0)), we obtain the final expression for the fitting function used in Fig. 2 and Fig. 6 f
For each array, we extract the Josephson inductance participation ratio γ L between 0.67 and 0.92, as listed in Tab. II. These values are consistent with estimates based on the geometry and the thickness of the aluminum film, for which we expect a stray kinetic sheet inductance of 1.3 pH/ and a stray geometric inductance [66] of 1.5 pH/µm, amounting of a total stray inductance per SQUID of 15±4 pH.
Appendix E: Coupling to the environment
The coupling strength κ of the amplifier modes to the input port, which is implemented with a transmission line of characteristic impedance Z 0 = 50 Ω, is calculated with a transmission matrix approach [67] . In this formalism, the total transmission matrixT of the amplifier is calculated by multiplying the individual transmission matricesT i associated with each circuit element, e. g. the SQUIDs, superconducting islands and stray induc-
Here, N is the total number of SQUIDs. Notably, the sum runs over N +1 entries due to the additional site introduced by the center capacitance C c . The individual circuit elements expressed in transmission matrices arẽ
Note that j is the imaginary unit according to electrical engineering standards (j = −i), L stray is the stray inductance due to the pure aluminum islands, L J and C J are the Josephson inductance and capacitance for each SQUID junction, respectively, C 0 is the island capacitance to ground, C c is the center capacitance and C 0 is the capacitor plates' capacitance to ground. The total transmission matrix of our amplifiers is composed of a repetition of N times three elements (T LS ,T SQ andT c0 ), with the contribution of the center capacitance (T C 0 and T Cc ) right in the middlẽ
(E3) From the total transmission matrixT , the complex reflection coefficient S 11 is calculated
For the input port, we assume a characteristic impedance Z 0 = 50 Ω. By solving Eq. E4 in the frequency range up to the plasma frequency ω ∈ [0, ω pl ] numerically, we can extract the eigenfrequencies, external coupling rate κ n and level splitting J n for each dimer individually. Figure 7 depicts the numerical calculation and the extracted experimental data (black contour markers) for the three samples discussed in the main text. As also stated in the main text, the coupling rate J n shows a dome like structure, while the coupling rate continuously decreases.
Appendix F: Sample holder
The amplifiers, with a physical dimension of 7.5× 3.6 mm 2 , are glued into a copper sample holder with silver paste. For the external connection to the on-chip input port we use a printed circuit board (PCB) with a 50 Ω microstrip transmission line [cf. Fig. 8a) ]. The PCB is covered with copper on both sides, enclosing a low loss dielectric ( r = 9.9) of thickness t = 635 µm. The height difference between the PCB and the sapphire wafer (t = 330 µm) is compensated by a small copper post (not visible) below the sample. The PCB transmission line is directly soldered to the center conductor of an SMA connector. The other half of the PCB's top plate remains covered with copper and serves as ground for our amplifiers. For that reason, we use vias to galvanically connect the top copper plate to the sample holder. The amplifier is connected to the PCB at both ends with aluminum wire bonds. Each amplifier is equipped with a superconducting bias coil integrated into the lid of the sample holder, and a commercial circulator directly mounted to the SMA input port, to avoid low-frequency standing waves [cf. Fig. 8b) ]. sapphire wafer in the center. The PCB is glued with silver paste and attached with four brass screws. b) Closed copper sample holder, with a superconducting bias coil integrated into its lid, and a commercial circulator directly mounted to the SMA connector.
Appendix G: Linear dimer characterization
In our devices, the frequency detuning between neighbouring dimers ∆ω is much larger than the frequency detuning 2J n between the pair of modes that form a dimer. Therefore, we can neglect the other modes of the array when measruing a device in close vicinity of a dimer. In this limit, and assuming a weak probe tone, the measured reflection coefficient Γ is simply the product of two modes with resonance frequency ω + and ω − , external coupling rate κ + and κ− to the input port, and internal loss rates γ + and γ − . In the ideal case, without any variations along the arrays in terms of the critical current and external offset flux, the two external coupling rates are identical (κ + = κ − ). The dimer reflection coefficient
where φ 0 is an arbitrary offset-phase determined by the measurement setup, and Γ m is the standard reflection coefficient of a linear single-port resonator
In the case that the external coupling rates κ ± are not identical, we can gain information about the variation mainly in the Josephson energy along the array by perfoming a basis transformation. Instead of describing the system by its eigenmodes that are determined by Eq. 2, Figure 9 . a) Phase of the complex reflection coefficient arg(S11) in radians as a function of probe frequency f and external bias flux Φ, normalized to the flux quantum Φ0, for a DJJAA with N = 1300 SQUIDs. The greyscale covers the range from −π (black) to π (white). The main features in the given frequency range are the second (n = 2), third (n = 3) and fourth (n = 4) dimer of the device, with higher frequency eigenmodes becoming visible close to full SQUID frustration (Φ/Φ0 = 0.5). The pentagons highlight the bias flux and pump frequency used to measure the power gain close to the dimer modes. b) Power gain G in dB as a function of probe frequency f for the bias flux and pump frequencies color-coded according to the pentagons in a). The tunable bandwidth of this device measured from the lowest frequency to the highest frequency of each dimer at which we reach G = 20 dB exceeds 1.5 GHz for all three dimers. This is a typical value for our devices.
we can treat each dimer as a system of two oscillators with resonance frequencies ω 1 and ω 2 that are linearly coupled with rate J n , similar to Ref. [18] .
In this picture, the two oscillators correspond to the part of the array before and after the center capacitor, as seen from the input port. The measured eigenfrequencies ω + and ω − expressed in this new basis are
Since only the first part of the array is coupled to the input port with rate κ, a variation in the circuit parameters along the array (ω 1 = ω 2 ) will induce two different external coupling rates
with κ = κ + +κ − . By inserting Eq. G4 into Eq. G5, we derive an expression for the frequency asymmetry A along the array, that depends only on the experimentally accessible quantities ω ± and κ ±
Finally, the bare frequencies ω 1 and ω 2 in the new basis are
Appendix H: Flux tunability
For a DJJAA device with N = 1300 SQUIDs, we investigated the flux tunability by measuring the power gain under different external bias flux conditions. Figure 9 a) depicts the phase response of the amplifier, similar to Fig. 2 in the main text, where the main features are the second (n = 2), third (n = 3) and fourth (n = 4) dimer of the device. By changing the bias flux and adjusting the pump parameters (frequency and power), we observe signal power gain reaching 20 dB in a frequency range δf ≥ 1.5 GHz [cf. Fig. 9b) ] spanned between the highest and lowest lobes of the dimer for all three dimers. Figure 10 . Transmon qubit characterization. a) Phase of the complex reflection coefficient arg(S11) as a function of probe frequency f for the readout resonator highlighted in Fig. 3 . The resonance frequency fr = 5.8224 GHz and total linewidth κ/2π = 2.7 MHz are extracted from a circle fit, which is indicated by the solid red line. As shown in the inset, the radius of the resonator response in the complex plane is approximately 1, implying Qi Qc. b) Qubit spectrum measured by monitoring the resonator's phase response at resonance in a two-tone spectroscopy experiment. The first transition frequency appears at fge ≈ 4.505 GHz while the second transition frequency is f ef ≈ 4.244 GHz, resulting in an anharmonicity αq ≈ 256 MHz. Additionally, several multi photon transitions are visible. c) Rabi oscillations of the qubit (top panel) and energy relaxation measurement (bottom panel) following a π−pulse. The π−pulse duration of 1.5 µs correspondes to the first minimum of the measured Rabi oscillations. We extract an energy relaxation time of T1 = 8.8 µs. From a Ramsey fringes measurement [63] [cf. Fig 11] , we extract a coherence time T 2 = 6.5 µs.
relatively small anharmonicity α q ω q . In the dispersive limit, the qubit is weakly coupled to the resonator g ∆ = |ω r −ω q |, only imposing a small frequency shift χ qr on the resonator according to its state. Hence, for small probe powers and weak coupling, the system Hamiltonian given in Eq. I1 is simplified by considering a reduced Hilbert-space only [9, 68] ,
whereâ † i andâ i with i = (q, r) are the creation and annihilation operator of the dressed fundamental qubit and readout resonator modes, with angular frequencies ω q andω r and self-Kerr coefficients α q and α r , respectively. The cross-Kerr between both modes, denoted χ qr , determines the dispersive shift of the resonator induced by the qubit state and the dependence of the qubit's first transition frequencyω q on the mean number of photons circulating in the resonatorn r .
From a circle fit to the complex response of the readout resonator, see Fig. 10a ), we extract the resonator frequencyω r /2π = 5.8224 GHz and total linewidth κ r /2π ≈ 2.7 MHz. By applying a second tone at frequency f drive to the qubit while continuously monitoring the reflected phase of the readout resonator at resonance, we measure the qubit spectrum [cf. Fig. 10b) ]. The first transition frequency f ge =ω q /2π is found at f drive = 4.505 GHz, with an anharmonicity α q /2π = 256 MHz compared to the next higher transition f ef . For higher drive powers P drive , several multi-photon transitions appear. The dispersive shift is found to be χ qr /2π = 480 kHz from a histogram of the IQ-plane, by separating the ground and first excited state of the qubit with the aid of our DJJAA [cf. In order to extract the circuit parameters E J,q , E c,q , g and ω r of the system Hamiltonian given in Eq. I1, we numerically solve for the lowest eigenenergies in the charge basis for the qubit and the Fock basis for the readout resonator |N, n [9] . We compare the results to the experimentally observed values measured at low readout powers, where the system is approximated by the Hamiltonian in Eq. I2. We find E J,q /h = 12.5 GHz, E c,q /h = 225 MHz (E J,q /E c,q ≈ 56) and g = 39 MHz, which are in good agreement with values extracted from finite element simulations for the charging energy and room temperature resistance measurements for the Josephson energy.
By applying a drive tone to the qubit at its fundamental transition frequencyf q with rectangular envelope of varying duration t, we observe continous Rabi-oscillations between the qubit's ground and first excited state [cf. top panel Fig. 10c) ]. Using relatively weak drive strength, we calibrate the duration of a π-pulse to t π ≈ 1.43 µs by fitting the data (blue) with a periodic cosine function with exponentially decaying envelope (red). By exciting the qubit to its first excited Figure 11 . a) Photon number calibration of the readout strengthV 2 drive . The pulse sequence used in the experiment is depicted in the lower right corner. In-between two (π/2)x pulses applied to the qubit, we apply an additional tone to the readout resonator with varying voltage amplitudeV drive , before we readout the resonator (qubit state). From the change in frequency fR observed in the Ramsey fringes [cf. panel b)] with respect to the undriven case f 0 R = |f q,drive −fq|, and using the dispersive shift χqr [cf. Fig. 5 ], we calibrate the photon numbernr as a function of the applied drive power P drive ∝V state and gradually increasing the time interval t between the end of the excitation pulse and the beginnig of the readout pulse, we perform an energy relaxation measurement. From an exponential fit (red) to the data (blue), the corresponding energy relaxation time is found to be T 1 ≈ 8.8 µs [cf. bottom panel Fig. 10c) ]. The qubit's coherence time, extracted from a Ramsey fringes measurement, is T 2 ≈ 6.5 µs [cf. Fig. 11 ].
Appendix J: Photon number calibration Figure 11 a) depicts the calibrated photon number as a function of the input power. As expected, the photon number increases linearly with the drive power P drive ∝ V 2 drive . The change in the Ramsey frequency f R and the observed coherence time T 2 is illustrated in Fig. 11b ) for two different drive strengths. Notably, the decrease in coherence results from an increasing distribution of the coherent state in the Fock-basis, which is proportional toV drive [69] . We fit the measured oscillations with an exponentially damped cosine ϕ(τ ) = e −τ /T 2 A cos [2π(f R τ )+φ 0 ]+ϕ 0 .
Here τ is the evolution time during the experiment, T 2 is the coherence time, A is the oscillation amplitude, f R is the Ramsey frequency, φ 0 is the offset phase of the cosine oscillation and ϕ 0 is the global offset phase. In the case of two distinct Ramsey frequencies, as depicted 
Most probably, the two distinct Ramsey frequencies f R,1 and f R,2 arise from two distinct qubit frequencies. However, the origin of these two distinct qubit frequencies remains unknown.
Appendix K: Qubit temperature
The effective temperature of the qubit T q [cf. Fig. 5 ] is calculated from the relative occupation of the qubit states with eigenenergy E k . For a superconducting charge qubit in the transmon regime (E J,q /E c,q ≥ 50), the eigenenergies are approximately given by [47] E k ≈ −E J,q + 8E J,q E c,q (k+ 1 2 )− E c,q 12 (6k 2 +6k+3).
(K1) The deviations from numerical solutions of the exact charge qubit Hamiltonian, given in Eq. I1, are found to be neglectable for qubit states inside the Josephson potential. For a thermal state, the occupation N k of the k-th energy state follows a Boltzmann distribution
where k B is the Boltzmann constant. Under this assumption, we calculate the effective qubit temperature from the Boltzmann factor of the first two eigenstates
if we cannot distinguish more than two qubit states, or by fitting a Boltzmann distribution to the relative occupation
with the parameter k = (E k −E 0 ).
