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We discuss a disordered λϕ4+ρϕ6 Landau-Ginzburg model defined in a d-dimensional space. First
we adopt the standard procedure of averaging the disorder dependent free energy of the model. The
dominant contribution to this quantity is represented by a series of the replica partition functions
of the system. Next, using the replica symmetry ansatz in the saddle-point equations, we prove
that the average free energy represents a system with multiple ground states with different order
parameters. For low temperatures we show the presence of metastable equilibrium states for some
replica fields for a range of values of the physical parameters. Finally, going beyond the mean-field
approximation, the one-loop renormalization of this model is performed, in the leading order replica
partition function.
I. INTRODUCTION
The critical behavior of disordered systems has been in-
tensively investigated since the 70’s using numerical sim-
ulations and analytical methods [1–7]. Two concepts that
are of fundamental importance in statistical disordered
systems defined on a spatial lattice are quenched disor-
der and frustration. In quenched disordered systems, the
disorder has slower dynamical evolution than the other
dynamical degrees of freedom and, therefore, they can
be considered spatially random. Frustration is related
to the fact that due to competing interactions there are
situations where it is not possible to find an equilibrium
state for the first neighbor spins [8, 9]. These features
are realized in the Edwards-Anderson model for a spin-
glass system. The model consists of N Ising spins in a
d-dimensional lattice with finite range interaction where
the exchange bonds are randomly ferromagnetic and anti-
ferromagnetic [10]. The spin-glass phase is characterized
by the fact that at low temperatures there are domains
where the spins become randomly frozen in different di-
rections in space. As it has been emphasized by the liter-
ature, disordered systems may have infinitely many local
equilibrium states [11]. For instance, in the replica sym-
metry breaking scenario, the free energy landscape for
the infinite-ranged spin-glass has a multivalley structure
[12–14]. Many different systems beyond the setting of
magnetic materials present a spin glass-like behavior with
an unusual free energy landscape. A fascinating example
comes from the field photonics, in that light presents a
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glassy behavior when propagation in random nonlinear
media where the amplitudes of optical modes play a role
similar to that of the spins in a magnetic material [15].
In addition, there have been investigations of dynamical
and pure static properties in the random temperature
Landau-Ginzburg model, with special interest on its spin
glass-like behavior [16, 17].
There exist a large variety of statistical models describ-
ing quenched disorder, among which those formulated in
the continuum are specially interesting in view of their
close relationship with quantum field theory (see, e.g.,
Ref. [18]). In these models, the disorder fields can be
separated into two groups. Those which are random ex-
ternal fields and modify the Gaussian contribution in the
replica partition function and those that lead to a spa-
tial variation of the couplings of the model. In any case,
the standard procedure is averaging the disorder depen-
dent free energy, using for example the replica method
[4]. Rather than computing the disorder average of the
logarithm of the partition function, the replica method
consists in averaging the k-th power of the partition func-
tion, with the average free-energy being obtained in the
limit k → 0. In the mean-field theory of spin-glasses the
concept of replica symmetry breaking was introduced [19]
to solve the problem of negative entropy that afflicts the
naive replica method, thereby allowing to describe in-
finitely many pure thermodynamic states of the system.
Recently, an alternative analytic calculation was pro-
posed to compute the disorder average free-energy for
the random source Landau-Ginzburg model [20, 21].
The method that we named distributional zeta-function
method (DZFM) shares similarities with the conventional
replica method. For directed polymers and interfaces
in random media, Gaussian models par excellence, the
DZFM and the conventional replica method give the
same result [22] for the replica symmetric solution. The
DZFM was used also to investigated spontaneous sym-
2metry breaking in non-Gaussian models [23, 24].
One of the motivations of this paper is to emphasize
the differences and similarities between the DZFM and
the conventional replica method in the study of disor-
dered systems. Here, we employ the DZFM to explore
the free-energy landscape of the d-dimensional disordered
Landau-Ginzburg λϕ4 + ρϕ6 model. First we write the
dominant contribution to the average free energy as a se-
ries of the replica partition functions of the model. Next,
the structure of the replica space is investigated using
the saddle-point equations obtained from each replica
field theory. Assuming the replica symmetric ansatz, we
prove that the average free energy represents a system
with multiple ground states with different order param-
eters. This situation is similar to the free energy of the
spin-glass phase obtained in the Sherrington-Kirkpatrick
model, in the replica symmetry breaking scenario. Also,
for low temperatures we show the presence of metastable
equilibrium states for some replica fields in a range of
values of the physical parameters. One way to describe
the spin glass behavior in the low temperature region in
the model is to interpret that some terms of the series
representation for the average free energy describes inho-
mogeneous domains. At low temperatures, some terms
of the series may represent macroscopic regions in space,
Ω(k) with a order parameter ϕ
(k)
0 . Finally, we perform
the one-loop renormalization of this model.
The organization of this paper is the following. In
Sec. II we discuss the d-dimensional random tempera-
ture Landau-Ginzburg model. In Sec. III we discuss the
DZFM. In Sec. IV we discuss the structure of the replica
space using the saddle-point equations of the model. In
Sec. V, the one-loop renormalization of the disordered
model is discussed. Conclusions are given in section VI.
We assume that ~ = c = kB = 1.
II. RANDOM TEMPERATURE
LANDAU-GINZBURG MODEL
In this work we are interested in studying disordered
systems through statistical field theory defined in the
continuum. In classical statistical mechanics of Hamil-
tonian systems, any state is a probability measure on the
phase space. The expectation value of any observable can
be obtained from an average constructed with the Gibbs
measure
dµGibbs =
1
Z
e−βHdµLiouville, (1)
where Z the partition function, H is the Hamiltonian,
β = 1/T , T is the absolute temperature and dµLiouville is
the Liouville measure. The partition function is obtained
from a normalization procedure. For systems described
in the continuum with infinitely many degrees of free-
dom, this framework can be maintained. For instance,
Euclidean functional methods, with functional of prob-
ability measures, introduced classical probabilistic con-
cepts in quantum field theory. The Euclidean correlation
functions, i.e., the Schwinger functions, are the analytic
continuation of vacuum expectation values for imaginary
time of the Wightman functions [25–28]. For a scalar
field, these n-point correlation functions, which are the
moments of probability measure, are defined by
〈ϕ(x1)..ϕ(xk)〉 = 1
Z
∫
[dϕ]
k∏
i=1
ϕ(xi) exp (−S(ϕ)) , (2)
where [dϕ] is a formal Lebesgue measure, i.e., a measure
in the space of all field configurations and S(ϕ) is the
Euclidean action of the system.
Let us assume a λϕ4 + ρϕ6 scalar model without dis-
order defined in Rd. The partition function of the model
is defined as
Z =
∫
∂Ω
[dϕ] exp
(−H(ϕ)), (3)
where the effective Hamiltonian is given by H(ϕ) =
H0(ϕ) + HI(ϕ). The free field effective Hamiltonian
H0(ϕ) is given by
H0(ϕ) =
∫
ddx
1
2
ϕ(x)
(
−△+m20
)
ϕ(x) (4)
where ∆ is the Laplacian in Rd and HI(ϕ) is the self-
interacting non-Gaussian contribution, defined by
HI(ϕ) =
∫
ddx
(
λ0
4
ϕ4(x) +
ρ0
6
ϕ6(x)
)
. (5)
In Eq. (3), [dϕ] is the formal Lebesgue measure, i.e., a
measure in the space of all field configurations, given by
[dϕ] =
∏
x dϕ(x), and ∂Ω in the functional integral means
that the field ϕ(x) satisfies some boundary condition. Pe-
riodic boundary conditions can be imposed to preserve
translational invariance, replacing Rd by the torus Td.
In order to generate the correlation functions of the
model by functional derivatives, as usual a fictitious
source is introduced. Therefore, the generating func-
tional of the correlation functions of the model is
Z(j) =
∫
∂Ω
[dϕ] exp
(
−H(ϕ) +
∫
ddx j(x)ϕ(x)
)
. (6)
The n-point correlation functions read
〈ϕ(x1)..ϕ(xk)〉 = Z−1(j) δ
kZ(j)
δj(x1)...δj(xk)
|j=0. (7)
These moments of the probability measure are the sum of
all diagrams with k external legs, including disconnected
3ones, with exception of the vacuum diagrams. The gen-
erating functional of n-point connected correlation func-
tions can be obtained definingW (j) = lnZ(j). The order
parameter of the model without disorder 〈ϕ(x)〉 is given
by
〈ϕ(x)〉 = Z−1(j) δZ(j)
δj(x)
∣∣∣∣
j=0
. (8)
In the following we are interested in discussing the
random temperature d-dimensional Landau-Ginzburg
model. In the Landau-Ginzburg Hamiltonian, if λ0 and
m20 are regular functions of the temperature, a random
contribution δm20(x) added to m
2
0 can be considered as a
local perturbation in the temperature. In this case the
Hamiltonian of the model becomes
H(ϕ, δm20) =
∫
ddx
[
1
2
ϕ(x)
(
−△+m20 − δm20(x)
)
ϕ(x)
+
λ0
4
ϕ4(x) +
ρ0
6
ϕ6(x)
]
. (9)
The ϕ6 contribution in the interaction Hamiltonian must
be introduced to obtain an Hamiltonian bounded from
below, as necessary to correctly describe the critical prop-
erties of the model. Bre´zin and Dominicis [29], studying a
random field model, showed that new interactions should
be considered. This term is related to the tricritical phe-
nomenon [30, 31].
The local minima in the Hamiltonian are the con-
figurations of the scalar field that satisfy the saddle-
point equations where the solutions depend on the par-
ticular configuration of the random mass — the terms
“random mass” and “random temperature”; “false vac-
uum” and “metastable equilibrium state”; “true vac-
uum” and “stable equilibrium state” are used inter-
changeably throughout the text. The existence of a large
number of metastable states in many disordered systems
and the loss of translational invariance makes the tra-
ditional pertubative expansion formalism quite problem-
atic. As discussed in the literature, averaging the free
energy over the disorder field allows us to implement a
perturbative approach in a straightforward way.
Let us briefly discuss the n-point correlation function
associated with a disordered system. The disorder gen-
erating functional for one realization of the disorder is
given by
Z(δm20; j) =∫
∂Ω
[dϕ] exp
(
−H(ϕ, δm20) +
∫
ddx j(x)ϕ(x)
)
, (10)
where a fictitious source, j(x), is introduced. The n-point
correlation function for one realization of disorder reads
〈ϕ(x1) · · · ϕ(xn)〉δm20 =
1
Z(δm20)
∫
[dϕ]
n∏
i=1
ϕ(xi) exp
(−H(ϕ, δm20)) ,
(11)
where the disordered functional integral Z(δm20) =
Z(δm20, j)|j=0. As in the pure system, one can de-
fine a generating functional for one disorder realiza-
tion, W1(δm
2
0; j) = lnZ(δm
2
0; j). Now, we can define
a disorder-averaged correlation function as following
E
[
〈ϕ(x1) · · ·ϕ(xn)〉δm20
]
=∫
[dδm20]P
(
δm20
) 〈ϕ(x1) · · ·ϕ(xn)〉δm20 , (12)
where E[· · · ] means the average over the ensemble of all
the realizations of the quenched disorder, [dδm20] is the
formal Lebesgue measure and the probability distribu-
tion of the disorder is written as [dδm20]P
(
δm20
)
where
P
(
δm20
)
is given by
P (δm20) = p0 exp
(
− 1
4σ
∫
ddx
(
δm20(x)
)2)
. (13)
The quantity σ is a small parameter that describes
the strength of disorder and p0 is a normalization con-
stant. In this case we have a delta correlated disorder
field, i.e., E[δm20(x)δm
2
0(y)] = σδ
d(x − y). A relevant
quantity is the disorder-averaged generating functional
W2(j) = E[W1(δm
2
0; j)]:
W2(j) =
∫
[dδm20]P (δm
2
0) lnZ(δm
2
0; j). (14)
Taking the functional derivative ofW2(j) with respect to
j(x), we get
δW2(j)
δj(x)
∣∣∣∣
j=0
=
∫
[dδm20]P (δm
2
0)
[
1
Z(h; j)
δZ(h; j)
δj(x)
]∣∣∣∣
j=0
.
(15)
Since 〈ϕ(x)〉δm20 is the expectation value of the field for a
given configuration of the disorder in the Euclidean field
theory with random mass, the above quantity is the av-
eraged normalized expectation value of the field. Taking
two functional derivatives of W2(j) with respect to j(x),
we get
δ2W2(j)
δj(x1)δj(x2)
∣∣∣∣
j(xi)=0
= E
[
〈ϕ(x1)ϕ(x2)〉δm20
]
− E
[
〈ϕ(x1)〉δm20〈ϕ(x2)〉δm20
]
.
(16)
4That is, contrary to the pure system case, one
finds that E
[
〈ϕ(x1)〉δm20 〈ϕ(x2)〉δm20
]
is different from
E
[
〈ϕ(x1)〉δm20
]
E
[
〈ϕ(x2)〉δm20
]
. This fact shows that the
taking functional derivatives of W (j) does not lead to
connected correlation functions. Indeed, in the disor-
dered system, there is a multivalley structure spoiling
the usual perturbative approach, in which the field is ex-
panded around only one minimum [32, 33]. One way to
tackle this problem is to use the method of spectral zeta-
function, which a global approach, i.e., we do not rely
upon only one specific minimum. Our aim is to compute
W2(j)|j=0 =
∫
[dδm20]P (δm
2
0) lnZ(δm
2
0). (17)
In the next section we use the DZFM to calculate the
average free energy of the system.
III. DISTRIBUTIONAL ZETA-FUNCTION
METHOD
For free fields without disorder, the spectral zeta-
function is a way for regularizing the determinant of the
Laplace operator with some boundary conditions and it
can be used to calculate the free energy of the system.
Here, we are interested in obtaining the average free-
energy which is directly related to W2(j)|j=0, after in-
troducing the temperature, i.e., F = − 1
β
W2(j)|j=0. Our
aim is to compute the disorder-averaged free energy given
by
F = − 1
β
∫
[d δm20]P (δm
2
0) lnZ(δm
2
0), (18)
where again [d δm20] is also a formal Lebesgue measure.
Recall that a measure space (Ω,W , η) consists in a
set Ω, a σ-algebra W in Ω, and a measure η on this σ-
algebra. Given a measure space (Ω,W , η) and a measur-
able f : Ω→ (0,∞), we define the associated generalized
ζ-function as
ζ η,f (s) =
∫
Ω
f(ω)−s dη(ω)
for those s ∈ C such that f−s ∈ L1(η), where in the above
integral f−s = exp(−s log(f)) is obtained using the prin-
cipal branch of the logarithm. This formalism contains
some well-know examples of zeta-functions, for instance,
the classical Riemann zeta-function [34, 35]; the prime
zeta-function [36–39]; the families of superzeta-functions
[40] and the spectral zeta-functions [41]. The usual ap-
proach is to define zeta functions in terms of countable
collection of numbers, as for example prime numbers,
length of closed paths, etc. Here we use the definition
of the distributional zeta-function Φ(s), inspired in the
spectral zeta-function, as
Φ(s) =
∫
[dδm20]P (δm
2
0)
1
Z(δm20)
s
, (19)
for s ∈ C, this function being defined in the region where
the above integral converges. The average free energy
can be written as
F =
1
β
(d/ds)Φ(s)|s=0+ , Re(s) ≥ 0, (20)
where Φ(s) is well defined. To proceed, we use Euler’s
integral representation for the Gamma function given by
1
Z(δm20)
s
=
1
Γ(s)
∫ ∞
0
dt ts−1e−Z(δm
2
0)t, for Re(s) > 0.
(21)
Although the above Mellin integral converges only for
Re(s) > 0, as Z(δm20) > 0, we will show how to obtain
from the above expression a formula for the free energy
valid for Re(s) ≥ 0. Substituting Eq. (21) in Eq. (19)
we get
Φ(s) =
1
Γ(s)
∫
[dδm20]P (δm
2
0)
∫ ∞
0
dt ts−1e−Z(δm
2
0)t.
(22)
We already know that the distributional zeta function
Φ(s) is defined for Re(s) ≥ 0. Now we will use the above
expression for computing its derivative at s = 0 by an-
alytic tools. We assume at principle the commutativity
of the following operations, disorder average, differentia-
tion, integration if necessary.
To continue, take a > 0 and write Φ = Φ1 +Φ2 where
Φ1(s) =
1
Γ(s)
∫
[dδm20]P (δm
2
0)
∫ a
0
dt ts−1e−Z(δm
2
0)t
(23)
and
Φ2(s) =
1
Γ(s)
∫
[dδm20]P (δm
2
0)
∫ ∞
a
dt ts−1e−Z(δm
2
0)t,
(24)
where a is a dimensionless parameter, whose interpreta-
tion will be discussed in the next section. The average
free energy can be written as
F =
1
β
d
ds
Φ1(s)
∣∣∣∣
s=0+
+
1
β
d
ds
Φ2(s)
∣∣∣∣
s=0
. (25)
Let us define the k-moment of the distribution,
E
[
(Z(δm20))
k
] ≡ E [Zk], where
E
[
(Z(δm20))
k
]
=
∫
[dδm20]P (δm
2
0)(Z(δm
2
0))
k. (26)
The integral Φ2(s) defines an analytic function defined
in the whole complex plane. The contribution of Φ1(s)
reads
Φ1(s) =
as
Γ(s+ 1)
+
1
Γ(s)
∞∑
k=1
(−1)kak+s
k!(k + s)
E [Zk], (27)
an expression valid for Re(s) ≥ 0. The function Γ(s) has
a pole at s = 0 with residue 1, therefore
d
ds
Φ1(s)|s=0+ =
∞∑
k=1
(−1)kak
k! k
E [Zk] + f(a), (28)
5where
f(a) =
d
ds
(
as
Γ(s+ 1)
)∣∣∣∣
s=0
=
(
log a+ γ
)
(29)
and γ is Euler’s constant 0.577 . . . The derivative of Φ2
in Eq. (24) is given by
d
ds
Φ2(s)|s=0 =
∫
[dδm20]P (δm
2
0)
∫ ∞
a
dt
t
e−Z(δm
2
0)t
= R(a). (30)
Hence, using analytic tools, and integrating over the
disorder, the average free energy can be represented by
F =
1
β
[
∞∑
k=1
(−1)kak
k! k
E
[
Zk
]
+ log a+ γ +R(a)
]
, (31)
Notice that R(a) vanishes as long as a → ∞. Indeed,
in the following, we discuss the asymptotic behavior of
R(a) which is related to the incomplete Gamma function,
defined as [42]
Γ(α, x) =
∫ ∞
x
e−ttα−1 dt. (32)
The asymptotic representation for |x| → ∞ and−3pi/2 <
arg x < 3pi/2 reads
Γ(α, x) ∼ xα−1e−x
[
1 +
α− 1
x
+
(α− 1)(α− 2)
x2
+ · · ·
]
(33)
In conclusion, our method is closed related to the use of
spectral zeta-functions for computing the partition func-
tion of different systems in quantum field theory. The
log a contribution is similar to the contribution to the
free energy ζ(0) logµ2 that appears in the the spectral
zeta function method, where µ is a parameter with mass
dimension that one has to introduce in order to perform
analytic continuations.
IV. THE GLASSY-LIKE PHASE IN THE
DISORDERED MODEL
In this section we will discuss the glassy-like phase in
the disordered model. From the series representation
of the average free energy we have to calculate the k-
moment of the distribution E
[
Zk
]
. Using the probability
distribution for the disorder and the Hamiltonian of the
model, the k-moment of the distribution is given by
E
[
Zk
]
=
∫ k∏
i=1
[dϕi] e
−Heff (ϕi), (34)
where the effective Hamiltonian, Heff (ϕi) is written as
Heff (ϕi) =
∫
ddx
[
1
2
k∑
i=1
ϕi(x)
(
−∆ +m20
)
ϕi(x)
+
1
4
k∑
i,j=1
gijϕ
2
i (x)ϕ
2
j (x) +
ρ0
6
k∑
i=1
ϕ6i (x)

 ,
(35)
where the replica symmetric coupling constants gij are
given by gij = (λ0δij − σ). The saddle-point equations
derived from each replica partition function read
(−△+m20)ϕi(x) + λ0ϕ3i (x) + ρ0ϕ5i (x)
− σϕi(x)
k∑
j=1
ϕ2j (x) = 0. (36)
Using the replica symmetric ansatz, ϕi(x) = ϕj(x), the
above equation becomes
(−△+m20)ϕi(x)+(λ0 − kσ)ϕ3i (x)+ρ0ϕ5i (x) = 0. (37)
In the replica method, using the simplest possible
replica symmetric ansatz in each replica partition func-
tion, we obtain the saddle-point equations of systems
without disorder. The replica symmetry breaking scheme
was introduced to take into account the presence of many
different local minima in the disorder Hamiltonian of
the original model. For instance, a manifestation of
this replica symmetry breaking appears in a ferromag-
netic system with random spin bonds. There is a low-
temperature regime with frustrated spin domains nucle-
ated in a ferromagnetic background [43]. As we will see,
it is possible to obtain a structure with different order
parameters in the scenario constructed by the DZFM,
where we are not following the standard replica symme-
try breaking arguments. Indeed, consider a generic term
of the series given by Eq. (31) with replica partition func-
tion given by E [Z l] — see also Eqs. (34) and (35). We
are lead to the following choice in the structure of the
fields in each replica partition function
{
ϕ
(l)
i (x) = ϕ
(l)(x) for l = 1, 2, ..., N
ϕ
(l)
i (x) = 0 for l > N,
(38)
where for the sake of simplicity we still employ the same
notation for the field. Therefore the average free energy
becomes
F =
1
β
N∑
k=1
(−1)kak
k! k
E
[
Zk
]
+ · · · . (39)
In Eq. (31), the free energy is independent of a. However
the entire approach relies on the fact a can be chosen
6large enough so that R(a) can be neglected in practice.
The formalism itself cannot determine a different values
of a for which R(a) can be neglected. The specific value
must determined phenomenologically.
To proceed, the mean-field theory corresponds to
a saddle-point approximation in each replica partition
function. A perturbative approach give us the fluctuation
corrections to mean-field theory. Hence, to implement a
perturbative scheme, it is necessary to investigate fluc-
tuations around the mean-field equations. Imposing the
replica symmetric ansatz the replica partition function
and the effective Hamiltonian for each replica partition
function reads
E
[
Zk
]
=
1
k!
∫ k∏
i=1
[
dϕ
(k)
i
]
e
−Heff
(
ϕ
(k)
i
)
, (40)
and
Heff
(
ϕ
(k)
i
)
=
∫
ddx
k∑
i=1
[
1
2
ϕ
(k)
i (x)
(
−∆ +m20
)
ϕ
(k)
i (x)
+
1
4
(
λ0 − kσ
) (
ϕ
(k)
i (x)
)4
+
ρ0
6
(
ϕ
(k)
i (x)
)6]
.
(41)
Note that a 1
k! factor was absorbed in E
[
Zk
]
, which can
be interpreted to represent an ensemble of k-identical
replica fields. Also, the fields in each replica partition
function are different since each field has the quartic co-
efficient (λ0 − kσ). Up to now, we have followed the
approach developed in Refs. [23, 24], where we have con-
sidered only the leading term in the series representation
for the averaged free energy. However, in order to access
the glassy-like phases that characterize a disordered sys-
tem, we have to consider the contributions of all terms
in the series given by Eq. (39). In the following we
show that each term in the series in Eq. (39) describes a
field theory with different order parameters. Therefore a
single order parameter is insufficient to describe the low
temperature phase of the disordered system.
Here we are following the discussion for the tricritical
phenomenon presented in the Ref. [44]. Let us define a
critical kc for each temperature given by
kc =
⌊
λ0(T )
σ
− 4
σ
√
m20(T )ρ0
3
⌋
, (42)
where ⌊x⌋ means the integer part of x. Note that kc
is a function of σ, m0, λ0 and ρ0. For simplicity, we
consider the case where m20(T ) > 0. Possible functional
forms for the squared mass and coupling constant are
m20(T ) = µ
2−γT γ and λ0(T ) = µ
d−4−αTα, where µ, an
arbitrary parameter, has mass dimensions. The region
in the parameter space for which k ≤ kc corresponds to
the situation where metastability is absent, as the replica
fields in each replica partition function fluctuate around
zero value, stable equilibrium states. For k > kc, the zero
value for the replica fields is a metastable equilibrium
state. For these replica partition functions there are first
order phase transitions. The existence of domains with
different order parameters can be mostly easily under-
stood in an analogy with a dynamical phase transition in-
duced by a deep temperature quenched [45]. Specifically,
a system initially in a stable high-temperature equilib-
rium state will develop spatially inhomogeneous domains
when quenched to sufficiently low temperatures. The dy-
namical evolution stops when the system reaches a new
equilibrium state. The nature of the inhomogeneities de-
pends on the equilibrium free energy landscape. In the
present case, the inhomogeneities appear in the form of
bubble nucleation due to the form of replica free energy
in Eq. (41), which signals first-order phase transitions.
In the series representation for the free energy, each
replica partition function is defined by a functional space
where the replica fields are different. As already dis-
cussed, the contribution to the free energy that we are
interested is a-dependent and, therefore, this structure
with multiple ground-states with different order param-
eters depends on a, whose specific value depends on the
physical system under consideration. This is a quite in-
teresting situation where the structure of the vacuum
states is modified by changing this dimensionless param-
eter. We claim that the series representation for the aver-
age free energy lends to natural interpretation of describ-
ing inhomogeneous systems. The average free energy, Eq.
(39) can be written as
F = F1 +
1
β
N∑
k=kc
(−1)kak
k
E
[
Zk
]
+ ... , (43)
where F1 is the contribution to the average free energy
for replica fields which oscillate around the true vacuum,
i.e., ϕ
(k)
0 = 0, for k ≤ kc. E
[
Zk
]
is defined in Eqs. (40)
and (41).
One interpretation for this series is that each term de-
scribes macroscopic homogeneous domains. Each domain
Ω(k) has at least one order parameter ϕ
(k)
0 . An important
question is the size of the domains in the model. The size
of each domain is characterized by the correlation length
ξ(k) that can be estimated, from the renormalized cor-
relation functions. Therefore in the next section we will
perform the one-loop renormalization of the model.
V. ONE-LOOP RENORMALIZATION IN THE
DISORDERED MODEL
To proceed we will go beyond the mean-field approx-
imation by implementing the one-loop renormalization
in this model. For the sake of simplicity, we consider
the leading replica partition function. That partition
function is described by a large-N Euclidean replica field
7theory [23]. Notice that all the calculations can be com-
puted in a generic replica partition function. The leading
replica partition function is written as
E
[
ZN
]
=
1
N !
∫ N∏
i=1
[dϕi] e
−Heff (ϕi), (44)
where
Heff (ϕi) =
∫
ddx
N∑
i=1
[
1
2
ϕi(x)
(
−∆ +m20
)
ϕi(x)
+
1
4
(λ0 −Nσ)ϕ4i (x) +
ρ0
6
ϕ6i (x)
]
, (45)
where for simplicity, ϕ
(N)
i = ϕi. Let us define g0 = λ0 −
f0, where f0 = Nσ. We maintain f0 fixed while N →∞
and σ → 0. Since in the Landau-Ginzburg scenario λ0
depends on the temperature, g0 is not positive definite for
sufficiently low temperatures. For simplicity we assume
thatm20 is a positive quantity. In this situation we haveN
replicas with true and false vacua. Vacuum transitions
in this theory with N replicas can be described in the
following way. Lowering the temperature each replica
field has a false vacuum and two degenerate true vacuum
states. The transition from the false vacuum to the true
one will nucleates bubbles of the true vacuum [46–48].
One way to proceed is to calculate the transition rates in
the diluted instanton approximation. This is a standard
calculation that can be found in the literature. Instead of
this, our goal is to perform the one-loop renormalization
of the model.
At this point, let us introduce an external source Ji(x)
in replica space linearly coupled with each replica. Con-
sidering only the leading term in the series representa-
tion for the average free energy, and absorbing the di-
mensionless quantity a in the functional measure, we are
able to define the generating functional of all correla-
tion functions for a large-N Euclidean field theory as
E [ZN (J)] = Z(J). To proceed we are following the Ref.
[49]. Accordingly this generating functional of all cor-
relation functions of this Euclidean field theory is given
by
Z(J) = 1
N !
∫ N∏
i=1
[dϕi] e
−Heff (ϕi)+
∫
ddx
∑N
i=1 Jiϕi . (46)
It is possible to define the generating functional of con-
nected correlation functions W(J ) = lnZ(J ). For sim-
plicity we assume that we have one replica field. The
generating functional of one-particle irreducible correla-
tions (vertex functions), Γ[φ], is gotten by taking the
Legendre transform of W(J )
Γ[φ] +W(J ) =
∫
d dx
(
J (x)φ(x)
)
, (47)
where
φ(x) =
δW(J )
δJ
∣∣∣∣
J=0
. (48)
For sake of completeness we will discuss the one-loop
renormalization of the corresponding theory. First, a ver-
tex expansion for the effective action is given by
Γ[φ] =
∞∑
n=0
1
n!
∫ n∏
i=1
d dxi Γ
(n)(x1, ..., xn)φ(x1)...φ(xn),
(49)
where the expansion coefficients Γ(n) correspond to the
one-particle irreducible (1PI) proper vertex. Writing the
effective action in powers of momentum around the point
where all external momenta vanish, we have
Γ[φ] =
∫
ddxV (φ) + .... (50)
The term V (φ) is called the effective potential which
takes into account the fluctuation in the model. Let
us define the Fourier transform of the one-particle irre-
ducible (1PI) proper vertex. We get
Γ(n)(x1, ..., xn) =
1
(2pi)n
∫ n∏
i=1
d dki(2pi)
d×
δ(k1 + ...+ kn)e
i(k1x1+...+knxn)Γ˜(n)(k1, ..., kn). (51)
Now, we assume that the field φ(x) = φ, is uniform.
This condition is similar to the diluted instanton approx-
imation. In this case, we can write
Γ[φ] =
∫
d dx
∞∑
n=1
1
n!
[
Γ˜(n)(0, ..., 0)φn + ...
]
(52)
The effective potential can be written as
V (φ) =
∑
n
1
n!
Γ˜(n)(0, ..., 0)φn. (53)
From above discussion it is possible to write the effec-
tive potential for each replica field in the leading replica
partition function as V (φ) = V1(φ) + V2(φ), where
V1(φ) =
1
2
(m20 + δm
2
0)φ
2 +
1
4
(g0 + δg0)φ
4
+
1
4
(ρ0 + δρ0)φ
6 (54)
δm20, δg0 and δρ0 are the counterterms that have to be
introduced to remove divergent terms, and
8V2(φ) =
1
2
∫
d dp
(2pi)d
ln
[
1 +
1
p2 +m20
(3g0φ
2 + 5ρ0φ
4)
]
.
(55)
The calculation that we are presenting here is taking ac-
count the corrections due to the fluctuations around the
saddle-point of each replica partition function. To pro-
ceed, we are interested to implement the one-loop renor-
malization in each replica field theory. The contribution
to the effective potential given by V2(φ) can be written
as
V2(φ) =
∞∑
s=1
(−1)s+1
2s
(
3g0φ
2 + 5ρ0φ
4
)s
I(s, d), (56)
where I(s, d) is given by
I(s, d) =
∫
d dq
(2pi)d
1
(q2 +m20)
s
=
1
(2
√
pi)d
Γ(s− d2 )
Γ(s)
(
m20
) d
2−s. (57)
At this point, let us use an analytic regularization pro-
cedure that has been used in field theory [50] and also
to obtain the renormalized vacuum energy of a quantum
field in the presence of boundaries [51–53]. Using a well-
known result that in the neighborhood of the pole z = −n
(n = 0, 1, 2, ...) and for ε → 0, the Gamma function has
the representation
Γ(−n+ ε) = (−1)
n
n!
[
1
ε
+ ψ(n+ 1)
]
, (58)
where ψ(n+1), the digamma function, is the regular part
in the neighborhood of the pole, and using the renormal-
ization conditions which are given by
d 2
dφ 2
V (φ)|φ=0 = m2R,
d 4
dφ 4
V (φ)|φ=0 = gR, (59)
d 6
dφ 6
V (φ)|φ=0 = ρR,
we obtain renormalized physical quantities. Note
that the normalization conditions are choosen in the
metastable vacuum state. It is possible to choose another
normalization condition, as for example in the true min-
imum of the effective potential. We would like to stress
that all the renormalization conditions are equivalent af-
ter one establish the correspondence between them [54].
For the sake of simplicity, we consider the case where
d = 4:
m2R = m
2
0
[
1− 3g0ψ(2)
16pi2
]
, (60)
gR = 6g0 +
9ψ(1)
4pi2
g20 −
15ψ(2)
4pi2
ρ0m
2
0, (61)
ρR = ρ0
[
120− 675ψ(1)
2pi2
g0
]
+
369
4pi2
g30
m20
, (62)
where ψ(1) = −γ and ψ(2) = −γ + 1.
VI. CONCLUSIONS
A fundamental question is the following: how the sta-
tistical mechanics mathematical formalism of disordered
systems differs from that homogeneous systems? In ho-
mogeneous systems the study of the low-temperature
phase can be simplified making use of many spatial sym-
metries that such systems have. In principle, in quenched
disordered systems these symmetries are absent. The
first step to recover at least the translational symme-
try in disordered systems is averaging over the quenched
disorder. Here, in order to partially answer the above
question we would like to discuss a few disordered mod-
els that has been investigated in the lattice and also using
statistical field theory defined in the continuum.
One of the simplest model of spin-glass is the Edwards-
Anderson model. The spin-glass phase of this model is
characterized by the absence of orientational localized
magnetic moments ordering in space at low tempera-
tures. This indicates that the system does not have
a unique ground state. These multiple vacuum states
appear in a infinite range spin model, the Sherrington-
Kirkpatrick model. In this model a replica symmetry
breaking mechanism was introduced in order to prevent
the emergence of unphysical results, i.e., a negative en-
tropy at low temperatures, which would arise with the as-
sumption of a replica-symmetric solution in such model.
In the replica symmetry breaking scheme for this fully-
connected model the mean-field approximation predicts
a unusual structure of the free energy: a existence of a
multivalley structure in the the free energy landscape.
Studying a statistical field theory defined in the contin-
uum, some authors using the replica method with replica
symmetry breaking mechanism, discussed the spin glass-
like behavior and the possibility of a existence of infinitely
many ground states in the random temperature Landau-
Ginzburg model.
One of the motivations of this paper is to empha-
size the differences and similarities between the DZFM
and the conventional replica method, discussing a disor-
dered λϕ4 + ρϕ6 Landau-Ginzburg model defined in a
d-dimensional space. First we adopt the standard proce-
dure averaging the disorder dependent free energy using
the DZFM. We show that the dominant contribution to
the average free energy of this system is written as a se-
ries of the replica partition functions of the model. In
9a generic replica partition function, the structure of the
replica space is investigated using the saddle-point equa-
tions. In each replica partition function we must impose
the replica symmetry ansatz. We prove that the aver-
age free energy represents a system with multiple ground
states with different order parameters. This situation is
quite similar to the one obtained in a fully connected
mean-field model in a replica symmetry breaking sce-
nario. For low temperatures we show also the existence
of metastable equilibrium states for some replica fields.
In the low temperature regime, one way to proceed is
to consider the possibility that the series representation
for the average free energy describes inhomogeneous do-
mains, i.e., macroscopic regions in a sample Ω(k) with at
least one proper characteristic order parameter ϕ
(k)
0 .
Finally we discuss the leading term in the series repre-
sentation for the average free energy. This leading term
of this series expansion is a large-N Euclidean replica
field theory. In this leading order replica partition func-
tion, the one-loop renormalization of this model is per-
formed. It is important to point out that it is possible
to go beyond the one-loop approximation using the com-
posite field operator formalism [55–60], where an infinite
of leading diagrams is summed. The technique deal with
the effective action formalism for composite operators.
One must consider a generalization of the effective action
where the scalar field is coupled linearly and quadrati-
cally to sources. This generalization is under investiga-
tion by the authors.
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