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Abstract
We investigated the effects of synaptic depression on the macroscopic behavior
of stochastic neural networks. Dynamical mean field equations were derived for
such networks by taking the average of two stochastic variables: a firing state
varialbe and a synaptic variable. In these equations, their average product is
decoupled as the product of averaged them because the two stochastic variables
are independent. We proved the independence of these two stochastic variables
assuming that the synaptic weight Jij is of the order of 1/N with respect to the
number of neurons N . Using these equations, we derived macroscopic steady
state equations for a network with uniform connections and a ring attractor
network with Mexican hat type connectivity and investigated the stability of
the steady state solutions. An oscillatory uniform state was observed in the
network with uniform connections due to a Hopf instability. With the ring net-
work, high-frequency perturbations were shown not to affect system stability.
Two mechanisms destabilize the inhomogeneous steady state, leading two oscil-
latory states. A Turing instability leads to a rotating bump state, while a Hopf
instability leads to an oscillatory bump state, which was previous unreported.
Various oscillatory states take place in a network with synaptic depression de-
pending on the strength of the interneuron connections. 1
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1 Introduction
Neurophysiological experiments have shown that high-frequency inputs reduce
the efficacy of signal transmission due to the exhaustion of neurotransmitters[1].
This phenomenon, called ”synaptic depression”, provides a dynamic gain control
by reducing presynaptic inputs[2, 3, 4]. The synaptic depression not only affects
the activity of a single neuron but also the overall activity in neural networks[5].
To explore the effects of synaptic depression on the macroscopic behavior of
stochastic neural networks, we analyzed a system based on a stochastic binary
neural network model with synaptic depression by using mean-field theory. Pre-
liminary results for the present work have been published elsewhere[6].
To observe the macroscopic behavior of the network, we reduced the stochas-
tic neural network model with synaptic depression to microscopic dynamical
mean field equations by taking the average of two stochastic variables, a firing
state variable and a synaptic variable, over different realizations of stochastic
spikes. If the two stochastic variables are independent, their average product
can be decoupled as the product of their average. This decoupling enables a
stochastic network model with synaptic depression to be reduced the closed
form equations of their average. We demonstrated such independence for a
non-frustrated system and derived microscopic dynamical mean field equations
for a stochastic binary neural network model with synaptic depression. The de-
rived equations coincide with those of an analog neural network with synaptic
depression[2, 3, 7].
Using these microscopic equations, we derived macroscopic steady state
equations and analyzed the stability of macroscopic steady state solutions for
two types of neural network : one with uniform connections and one with
Mexican-hat type connections[8, 10, 9]. A network with uniform connections
is the simplest type of network, for which the effect of synaptic depression has
been studied[7]. A ring neural network with Mexican-hat type connections has
with nonuniform connectivity and has been used as a model of the primary
visual cortex and prefrontal cortex[11, 12]. Although several researchers have
reported that synaptic depression in the ring network leads to an oscillatory
state, which is called a ”rotating bump (RB)” state or a ”traveling wave” state,
little is known about the cause of the oscillation[8, 10, 9].
We first discuss a network with uniform connections. Due to its simpleness,
we can reduce the network to a model with only two components in which an
oscillatory instability (a Hopf instability) can take place. This reduction enables
us to easily understand why synaptic depression causes oscillatory instability.
We first show that an oscillatory uniform (OU) state occurs due to the presence
of synaptic depression. Although it has been reported that synaptic depression
leads to an oscillatory state in a network with non-uniform connections[8, 10, 9],
an oscillatory state has not been reported for a network with uniform connec-
tions.
Next, we show that, in a ring network with Mexican-hat type connections,
the synaptic depression leads to three oscillatory states: the OU state, the RB
state, and an oscillatory bump (OB) state, which was previously unreported.
To investigate the mechanisms of steady state destabilization that lead to these
oscillatory states, we analyzed the stability of the steady state solutions when
there are frequency perturbations. In §5, we show that high-frequency perturba-
tions do not affect the system stability and that two mechanisms destabilize an
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inhomogeneous steady state, leading to the two oscillatory states, i.e., the RB
and the OB states. Analytical and numerical investigation of the ring network
with synaptic depression revealed a phase diagram in which a wealth of states
and multistable regimes can be discerned.
2 Model
We used a recurrent neural network with N neurons. The state of the i-th
neuron at time t is represented by si(t). The state takes either a resting state
si(t) = 0 or a firing state si(t) = 1. Each neuron follows a probabilistic dynamic:
Prob[si(t+ 1) = 1] ≡ gβ(hi(t)), (1)
gβ(hi(t)) =
1
2
(
1 + tanh(βhi(t)
)
, (2)
where hi(=
∑N
j 6=i Jij(2xj(t)sj(t) − 1)) represents the total synaptic current ar-
riving at neuron i, and 1/β(= T ) is the level of noise due to the stochastic
synaptic activity. At each time step, all neurons are updated in parallel. Jij is
a fixed synaptic weight from the j-th to the i-th neuron. xj(t)(0 < xj(t) ≤ 1)
denotes the efficacy of signal transmission at the j-th neuron, which dynamically
changes due to synaptic depression. xj(t) is determined by the corresponding
neuron state and itself at preceding time t− 1:
xj(t) = xj(t− 1) +
1− xj(t− 1)
τ
− Usexj(t− 1)sj(t− 1). (3)
In this model, synaptic connection Jij(t)(= Jijxj(t)) dynamically changes with
the efficacy of signal transmission xj(t). The phenomenological model of synap-
tic depression described by eq. (3) was proposed by several researchers[2, 3]. A
schematic of this model is shown in Fig. 1. Information from one neuron (presy-
naptic neuron) flows to another neuron (postsynaptic neuron) across a synapse.
A synapse is a small gap separating neurons and consists of a presynaptic end-
ing that contains neurotransmitters stored in synaptic vesicles, a postsynaptic
ending containing receptor sites for neurotransmitters, and a synaptic cleft, or
space, between the presynaptic and postsynaptic endings (Fig. 1(a)). An ac-
tion potential cannot cross the synaptic cleft between neurons. Instead the
nerve impulse is carried by chemicals called neurotransmitters (Fig. 1(b)). The
cell receiving the nerve impulse (the postsynaptic neuron) has chemical-gated
ion channels, called neuroreceptors, in its membrane. The presynaptic neurons
exhaust neurotransmitters when they transmit signals. The efficacy of signal
transmission at presynaptic neuron j at time t decreases by a certain fraction,
Usexj(t−1)(0 < Use ≤ 1), after the firing of the presynaptic neuron, sj(t−1) = 1
(Fig. 1(c)), and recovers with time constant τ(τ ≥ 1), as shown in eq. (3).
3 Mean field theory
We propose a dynamical mean field theory for a stochastic binary neural network
model with synaptic depression assuming that synaptic weight Jij is of the order
of 1/N with respect to the number of neurons, N .
3
3.1 Microscopic mean field theory
We derived microscopic dynamical mean field equations by first taking the noise
average of the firing state variable at time t:
〈si(t+ 1)〉 = gβ(〈hi(t)〉), (4)
〈hi(t)〉 =
N∑
j 6=i
Jij(2〈xj(t)sj(t)〉 − 1). (5)
Similarly, we consider the noise average of eq. (3) for the synaptic variable:
〈xj(t+ 1)〉 = 〈xj(t)〉+
1− 〈xj(t)〉
τ
− Use〈xj(t)sj(t)〉. (6)
Evidently, xi(t + τ) and si(t) are correlated when τ > 0. However, equal time
correlations between si(t) and xi(t) are of the order of 1/N ; that is, xi(t) and
si(t) become ”independent” when N →∞, as we will show below.
Here, we define δxi(t) = xi(t) − 〈xi(t)〉 and δsi(t) = si(t) − 〈si(t)〉. Substi-
tuting eq. (1) for 〈δxi(t)δsi(t)〉, we obtain
〈δxi(t)δsi(t)〉 = 〈δxi(t)gβ (hi(t− 1))〉. (7)
Taylor expansion gives
gβ (hi(t− 1)) = gβ (〈hi(t− 1)〉) + g
′
β (〈hi(t− 1)〉) δ (hi(t− 1)) + . . . . (8)
Neglecting the higher order terms yields
〈δxi(t)δsi(t)〉 = g
′
β (〈hi(t− 1)〉) 〈δhi(t− 1)δxi(t)〉 (9)
= g′β (〈hi(t− 1)〉)
N∑
j 6=i
Jij〈δ(xj(t− 1)sj(t− 1))δxi(t)〉. (10)
We evaluate the order of the right hand side of eq. (10):
〈δ(xj(t− 1)sj(t− 1))δxi(t)〉 = 〈xj(t− 1)〉〈δsj(t− 1)δxi(t)〉
+ 〈sj(t− 1)〉〈δxj(t− 1)δxi(t)〉+ 〈δxj(t− 1)δsj(t− 1)δxi(t)〉. (11)
〈δ(xj(t− 1)sj(t− 1))δxi(t)〉 is of the order of 1/N , because time-delayed cross-
correlation is of the order of 1/N [13]. Since we have assumed Jij ∼ O(1/N), we
obtain
N∑
j 6=i
Jij〈δ(xj(t− 1)sj(t− 1))δxi(t)〉 ∼ O(1/N) (12)
and the equal-time correlations between si(t) and xi(t), 〈δxi(t)δsi(t)〉, disappear
in the limit of large networks, N →∞:〈
xi(t)si(t)
〉
= 〈xi(t)〉〈si(t)〉. (13)
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Taking advantage of the independence between xi(t) and si(t), we obtained
the dynamical mean field equations for mi(t) and Xi(t):
mi(t+ 1) = gβ

 N∑
j 6=i
Jij (2mj(t)Xj(t)− 1)

 , (14)
Xi(t+ 1) = Xi(t) +
1−Xi(t)
τ
− UseXi(t)mi(t), (15)
where mi(t) ≡ 〈si(t)〉 and Xi(t) ≡ 〈xi(t)〉. These equations for the stochastic
neural network model coincide with those for an analog neural network with
synaptic depression[7]. The steady state equation for noise averageXj = Xj(∞)
is
Xj =
1
1 + γmj
, γ = τUse, (16)
which is a finite temperature version obtained in the T = 0 case[14]. Finally,
we obtain the microscopic steady state equation for mi(= mi(∞) for a network
with synaptic depression:
mi = gβ

 N∑
j 6=i
Jij
(
2mj
1 + γmj
− 1
) . (17)
According to eq. (17), steady state depends on γ(= τUse)[7].
3.2 Stability analysis
To examine the stability of the steady state obtained with eq. (17), we consider
small deviations around a fixed point[7, 8, 15]:
mi(t) = mi + δmi(t), Xi(t) = Xi + δXi(t), (18)
where Xi =
1
1+γmi
. We linearize eqs. (14) and (15) about the steady state
solution. Neglecting the higher order terms, we obtain
δmi(t+ 1) =
∑
j 6=i
(∂gβ (hi)
∂mj
δmj(t) +
∂gβ (hi)
∂Xj
δXj(t)
)
, (19)
hi =
∑
j 6=i
Jij (2mjXj − 1) . (20)
Similarly,
δXi(t+ 1) = −UseXiδmi(t) +
(
1−
1
τ
− Usemi
)
δXi(t). (21)
Next we calculate the partial differential coefficients
∂gβ(hi)
∂mj
and
∂gβ(hi)
∂Xj
of eq.
(19) in more detail.
∂gβ(hi)
∂mj
=
∂gβ(hi)
∂hi
∂hi
∂mj
(22)
= βJijXj
(
1− (tanhβ(hi))
2
)
(23)
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Substituting the steady state equation. (17) into eq. (23), we obtain
∂gβ(hi)
∂mj
= 4βJijXj
(
mi −m
2
i
)
. (24)
Similarly, we have
∂gβ(hi)
∂Xj
= 4βJijmj
(
mi −m
2
i
)
. (25)
Substituting eqs. (24) and (25) into eq. (19) yields
δmi(t+ 1) =
∑
j 6=i
4βJij
(
mi −m
2
i
)
(Xjδmj(t) +mjδXj(t)) . (26)
From the relations for the coefficients of eqs. (21) and (26), we obtain the
Jacobian matrix for the system[8]. The Jacobian matrixK has a size of 2N×2N
with matrix elements as follows.
Kij ≡
(
Kijmm K
ij
mX
KijXm K
ij
XX
)
,
(
δmi(t+ 1)
δXi(t+ 1)
)
= Kij
(
δmj(t)
δXj(t)
)
, (27)
Kijmm = 4βJij(mi −m
2
i )Xj , K
ij
mX = 4βJij(mi −m
2
i )mj , (28)
KijXm = −δijUseXj , K
ij
XX = δij
(
1−
1
τ
)
− Usemj , (29)
where 1 ≤ i, j ≤ N and δij is the Kronecker delta. If the Jacobian matrix has
eigenvalues of 1 or less, the steady state solution is stable.
4 Network with uniform connections
In a network with uniform connections,
Jij = J0/N. (30)
4.1 Macroscopic steady state equations
We derived macroscopic steady state equations for a network with homogeneous
connectivity by using the microscopic mean field equations (14) and (15). Given
the symmetry of the synaptic weights in eq. (30), we can set the noise average
of each neuron, mi, to mi = mˆ0, where mˆ0 =
1
N
∑N
i=1mi. Substituting this
condition into eq. (17), we obtain a macroscopic steady state equation:
mˆ0 = gβ
(
J0
(
2mˆ0
1 + γmˆ0
− 1
))
(31)
=
1
2
(
1 + tanhβJ0
(
2mˆ0
1 + γmˆ0
− 1
))
. (32)
Eq. (32) gives the homogeneous steady state solution.
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4.2 Stability analysis
To examine the stability of the homogeneous steady state solution obtained
using eq. (32), namely mi = mˆ0 and Xi = Xˆ0, we consider small deviations
around a fixed point[7, 8, 15]:
mi(t) = mˆ0 + δmi(t), Xi(t) = Xˆ0 + δXi(t). (33)
Substituting eqs. (30) and (33) into eqs. (19) and (26), we obtain
δmi(t+ 1) = 4βJ0
(
mˆ0 − mˆ
2
0
) 1
N
N∑
j 6=i
(
Xˆ0δmj(t) + mˆ0δXj(t)
)
. (34)
δXi(t+ 1) = −UseXˆ0δmi(t) +
(
1−
1
τ
− Usemˆ0
)
δXi(t). (35)
Since Jij consists of 0-th the Fourier component of J0, discrete Fourier transform
analysis can be use to diagonalize Jacobian matrix K (eq. (27)). We therefore
compute the Fourier series for eqs. (34) and (35). The Fourier coefficients of
δmi(t) and δXi(t) are given by
δmˆk(t) =
1
N
N∑
i=1
δmi(t)e
−2pii(ik)
N , δXˆk(t) =
1
N
N∑
i=1
δXi(t)e
−2pii(ik)
N , (36)
where i is the standard imaginary unit with the property i2 = −1. We then
write δmi(t) and δXi(t) in Fourier series form:
δmi(t) =
N
2 −1∑
k=−N2
δmˆk(t)e
2pii(ik)
N , δXi(t) =
N
2 −1∑
k=−N2
δXˆk(t)e
2pii(ik)
N . (37)
Substituting eq. (37) for eqs. (34) and (35), we obtain
N
2 −1∑
k=−N2
δmˆk(t+1)e
2pii(ik)
N = 4βJ0 (mˆ0 − qˆ0)
N
2 −1∑
l=−N2
(
Xˆ0δmˆl(t) + mˆ0δXˆl(t)
) 1
N
N∑
j 6=i
e
2pii(jl)
N ,
(38)
= 4βJ0 (mˆ0 − qˆ0)
(
Xˆ0δmˆ0(t) + mˆ0δXˆ0(t)
)
, (39)
N
2 −1∑
k=−N2
δXˆk(t+ 1)e
2pii(ik)
N =
(
1−
1
τ
) N
2 −1∑
l=−N2
δXˆl(t)e
2pii(il)
N
− Use
N
2 −1∑
l,l′=−N2
(
δmˆl(t)Xˆl′(t) + mˆl(t)δXˆl′(t)
)
e
2pii((l+l′)i)
N , (40)
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where qˆk =
1
N
∑N
i=1(mi)
2e
−2pii(ik)
N . We use the following equation in the limit
of N →∞ to integrate the right side of eq. (38) with respect to j:
1
N
N∑
j 6=i
e
2pii(jl)
N =
{
1 (l = 0)
0 (l 6= 0)
(41)
Since Fourier components are orthonormal, we can equate the coefficients of
the Fourier components on the left and right sides. From the relations for the
coefficients of eqs. (39) and (40), we obtain the Jacobian matrix for the system
in Fourier space, Hkk:
k = 0 (
δm0(t+ 1)
δX0(t+ 1)
)
= H00
(
δmˆ0(t)
δXˆ0(t)
)
(42)
=
(
4βJ0 (mˆ0 − qˆ0) Xˆ0 4βJ0 (mˆ0 − qˆ0) mˆ0
−UseXˆ0 1−
1
τ − Usemˆ0
)(
δmˆ0(t)
δXˆ0(t)
)
, (43)
| k |≥ 1 (
δmˆk(t+ 1)
δXˆk(t+ 1)
)
= Hkk
(
δmˆk(t)
δXˆk(t)
)
(44)
=
(
0 0
−UseXˆ0 1−
1
τ − Usemˆ0
)(
δmˆk(t)
δXˆk(t)
)
. (45)
This form makes it easy to analyze the stability of a steady state since, for
any k, the time evolution of each equation pair (δmˆk(t) and δXˆk(t)) decouples
from all other equation pairs. Eigenvalue λk ofH
kk determines whether a steady
state solution is stable or not. The solution is stable if it is 1 or less. The values
for the eigenvalues, λk(6= 0), are given by λk = 0 and
(
1− 1τ − Usemˆ0
)
. Since
1 ≤ τ , 0 ≤ Use ≤ 1, 0 ≤ mˆ0 ≤ 1, | λk |≤ 1, and mˆk, Xˆk → 0 as t → ∞. We
consider the stability to homogeneous perturbations δmˆ0 and δXˆ0, and obtain
eigenvalue λ0 of H
00:
λ±0 =
1
2
[
4βJ0 (mˆ0 − qˆ0) +
(
1−
1
τ
− Usemˆ0
)
±
{(
4βJ0 (mˆ0 − qˆ0) +
(
1−
1
τ
− Usemˆ0
))2
− 4
(
4βJ0 (mˆ0 − qˆ0)
(
1−
1
τ
))} 12]
.
(46)
We find that two types of linear instability of the stationary uniform state are
possible[16]. For | λ±0 |> 1 and Im(λ
±
0 ) = 0, homogeneous perturbations δmˆ0
and δXˆ0 cause firing-rate instability. If | λ
±
0 | is more than 1 and Im(λ
±
0 ) 6= 0,
homogeneous perturbations δmˆ0 and δXˆ0 yield a Hopf instability. This results
in growing oscillations and instability. A small-amplitude limit-cycle periodic
solution exists near the steady state solution.
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4.3 Results
To evaluate the affect of synaptic depression on a network with uniform con-
nections, we investigated the steady state solutions and their stability in the
network. We obtained the steady state solutions to eq. (32) by solving
M = mˆ0, (47)
M =
1
2
(
1 + tanhβJ0
(
2mˆ0
1 + γmˆ0
− 1
))
. (48)
Graphical solutions to eqs. (47) and (48) are shown in Fig. 2(a) for T = 0.3
(dot-dashed line) and T = 0.8 (dashed line) when γ = τUse = 0.35. Regardless
of βJ0, the line for eq. (47) passes through a point (
1
2−γ , 0.5) as shown in Fig.
2(a). When the level of noise was low (T = 0.3), eq. (32) had three fixed points.
Since two of them were attracting and the other was repelling, we found that
the network with uniform connections had a bistable region at low and high
mˆ0 values in the case of low noise. We defined a ferromagnetic (F) state as
bistability in mˆ0[17]. When the level of noise was high (T = 0.8), the network
with uniform connections had a monostable state for the mˆ0 values. It is called
a ”paramagnetic (P)” state[17]. When γ > 1, 12−γ > 1 and the network had
only a P state.
The results of steady state solutions obtained using eq. (32) and stability
analysis for τ = 2 with a fixed degree of synaptic depression (γ = 0.35) are
shown in Fig. 2(b). For γ = 0.35 and τ = 2, the equilibrium point given by eq.
(32) was stable. The solid lines in Fig. 2(b) denote stable solutions, and the
dashed line denotes an unstable solution. A saddle node bifurcation occurred
at Tc = 0.36 since | λ
±
0 |> 1 and Im(λ
±
0 ) = 0 (firing rate instability). Hence, the
F state was stable for a low noise level (T < Tc), while the P state was stable
for a high noise level (T > Tc). Using eq. (46), we found that all solutions
with mˆ0 ≤ 0.5 were stable. This means that synaptic depression stabilizes a
low firing-rate state in a network with uniform connections.
4.3.1 Hopf instability of homogeneous solution
We investigate the effect of the time constant τ on the stability of steady state
solutions. We set γ to 0.35 and τ to 2 and 100. The steady state solutions
obtained using eq. (32) and stability analysis are shown in Fig. 3(a) for τ = 2
and in Fig. 3(b) for τ = 100. The simulation results are represented by the
squares. The number of neurons was 103, and the initial conditions for the firing
state variables and synaptic variables were si(0) = 1 and xi(0) = 1 for all i and
si(0) = 0 and xi(0) = 1 for all i. Since γ = 0.35 in both cases, the same steady
state solutions are the same. We found that, near the transition point between
the P and F states, a fixed point (mˆ0 > 0.5) was stable for τ = 2 (Fig. 3(a)), but
unstable for τ = 100 (Fig. 3(b)). Since | λ±0 |> 1 and Im(λ
±
0 ) 6= 0 at mˆ0 = 0.865
and T = 0.353, as shown in Figs. 4(b) and (c), a Hopf bifurcation occurred, and
there was an OU state near T = 0.353. Fig. 5 shows mˆ0(t)(=
∑N
i mˆi(t)) and
Xˆ0(t)(=
∑N
i Xˆi(t)) for the OU state, respectively given by eqs. (14) and (15)
(N = 103). When T was more than 0.353, the OU state was unstable, and the
macroscopic property of the network changed to the P state. These results are
consistent with the simulation. The phase diagram of the stability for mˆ0 > 0.5
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shown in Fig. 3(c) reveals that the state tended to be unstable when the time
constant of the synaptic variable increased. The unstable region expanded until
τ ≈ 50, and then it settled in an approximately constant region. These results
show that the stability of the solution strongly depends on the time constant,
τ .
Finally, we discuss the oscillatory instability in the neural network with
uniform connections in the presence of synaptic depression. A neural network
with synaptic depression can be considered an activator-inhibitor system in
which firing rate m is an activator and synaptic variable X is an inhibitor.
This is because inhibitor X activated by m and inhibits activator production
since total synaptic input h decreases as X increases. In the activator-inhibitor
system, an oscillatory instability (a Hopf instability) can take place[18, 19].
We found that the oscillatory uniform state remained for a sufficiently long
time constant in a neural network with uniform connections in the presence of
synaptic depression.
5 Ring Attractor Network with Mexican-hat type
connectivity
For a network with uniform connections, we found that the homogeneous state
solution is unstable and that oscillatory uniform state remains for a sufficiently
long time constant.
Let us turn now to a ring attractor neural network with Mexican-hat type
connectivity. In this network, N neurons are located on a one-dimensional ring
parameterized with θ ∈ [0, 2pi). Neuron i is labeled using angle θi(=
pii
N −
pi
2 ).
The synaptic weight is
Jij =
J0
N
+
J1
N
cos 2(θi − θj), (49)
where J0 is a uniform interaction, and J1 is a lateral inhibition interaction
[11, 20, 17].The model with J1 = 0 reduces to a network with uniform connec-
tions. For J0 = 0, the network is a balanced network with Mexican-hat type
connectivity, like that studied by York et al[8].
5.1 Macroscopic steady state equation
Using the microscopic mean field equations (14) and (15), we obtain macro-
scopic steady state equations for the ring network with synaptic depression.
Substituting eq. (49) into the microscopic steady state equation (17), we obtain
a microscopic equation:
mi = gβ(hi), ri =
mi
1 + γmi
, (50)
hi = J0r0 + J1
(
(r1 + r−1)
2
cos(2θi) +
(r1 − r−1)
2i
sin(2θi)
)
, (51)
where
r0 =
1
N
N∑
i=1
2ri − 1, r1 =
1
N
N∑
i=1
(2ri − 1)e
−2iθi , r−1 =
1
N
N∑
i=1
(2ri − 1)e
2iθi. (52)
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The renormalized output of the i-th neuron due to the synaptic depression is
ri = mi/(1+ γmi). We can obtain the following self-consistent equation for the
macroscopic steady state in the limit N →∞,
r0 =
1
pi
∫ pi
2
−pi2
dθ2r(θ) − 1, r1 =
1
pi
∫ pi
2
−pi2
dθ2r(θ)e−2iθ , r−1 =
1
pi
∫ pi
2
−pi2
dθ2r(θ)e2iθ , (53)
r(θ) =
gβ
(
J0r0 + J1
(
r1e
−2iθ + r−1e
2iθ
))
1 + γgβ (J0r0 + J1 (r1e−2iθ + r−1e2iθ))
. (54)
The order parameters given by eq. (54) are used to calculate the firing rate
(mˆ0 =
1
pi
∫ pi
2
−pi2
dθm(θ)) and the 1-st order Fourier component of m(θ) (mˆ1 =
1
pi
∫ pi
2
−pi2
dθm(θ)e−2iθ). This component, mˆ1, indicates the degree of activity lo-
calization.
There are two types of solutions to eq. (54). One is a homogeneous solution
with mˆ1 = 0, and the second one is a bump solution with mˆ1 6= 0, which is
inhomogeneous.
5.2 Stability analysis
We investigated the stability of the steady state solution given by eq. (54) for
the ring network as done for a network with uniform connections[7, 8, 15]. To
examine the stability of the steady state solution, mi and Xi, obtained using
the eq. (54), we considered small deviations around a fixed point in eq. (54):
mi(t) = mi + δmi(t), Xi(t) = Xi + δXi(t). (55)
Since Jij consists of the 0-th Fourier component of J0 and the 1-st Fourier
component of J1 in the ring network, discrete Fourier transform analysis can be
a used to diagonalize Jacobian matrix K (eq. (27)) for the ring network as well
as for a network with uniform connections. We hence write δmi(t) and δXi(t)
in Fourier series form in a way similar to that used in §4.2. Substituting eqs.
(37) and (49) and θi =
pii
N −
pi
2 into eqs. (21) and (26), we obtain
N
2 −1∑
k=−N2
δmˆk(t+ 1)e
2ikθi =
1
N
N∑
j 6=i
(4βJ0 + 4βJ1 cos 2(θi − θj))
×
N
2
−1∑
k′,l,l′=−N2
(mˆk′ − qˆk′)
(
Xˆl′δmˆl(t) + mˆl′δXˆl(t)
)
e2i(k
′θi+(l+l′)θj), (56)
=
N
2 −1∑
k′=−N2
(mˆk′ − qˆk′)
[
4βJ0e
2ik′θi
N
2 −1∑
l=−N2
mˆl(t)Xˆ−l(t)
+2βJ1e
2i(k′+1)θi
N
2 −1∑
l=−N2
mˆl(t)Xˆ−(l−1)(t)+2βJ1e
−2i(k′−1)θi
N
2 −1∑
l=−N2
mˆl(t)Xˆ−(l+1)(t)
]
,
(57)
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N
2 −1∑
k=−N2
δXˆk(t+ 1)e
2ikθi =
(
1−
1
τ
) N2 −1∑
l=−N2
δXˆl(t)e
2ilθi
− Use
N
2 −1∑
l,l′=−N2
(
δmˆl(t)Xˆl′ (t) + mˆl(t)δXˆl′(t)
)
e2i(l+l
′)θi , (58)
where we use the following equation in the limit of N → ∞ to integrate the
right side of eq. (56) with respect to θj ,
1
N
N∑
j 6=i
e2i(lθj) =
{
1 (l = 0)
0 (l 6= 0)
(59)
Since Fourier components are orthonormal, we can equate the coefficients of
the Fourier components on the left and right sides. From the relations for the
coefficients in eqs. (58) and (57), we can obtain the Jacobian matrix for the
system in Fourier space, H . The matrix has a size of 2N × 2N , with matrix
elements
Hkl ≡
(
Hklmˆmˆ H
kl
mˆXˆ
Hkl
Xˆmˆ
Hkl
XˆXˆ
)
,
(
δmˆk(t+ 1)
δXˆk(t+ 1)
)
= Hkl
(
δmˆl(t)
δXˆl(t)
)
, (60)
Hklmˆmˆ = 4βJ0(mˆk − qˆk)Xˆ−l + 2βJ1(mˆk−1 − qˆk−1)Xˆ−(l−1) + 2βJ1(mˆk+1 − qˆk+1)Xˆ−(l+1), (61)
Hkl
mˆXˆ
= 4βJ0(mˆk − qˆk)mˆ−l + 2βJ1(mˆk−1 − qˆk−1)mˆ−(l−1) + 2βJ1(mˆk+1 − qˆk+1)mˆ−(l+1), (62)
Hkl
Xˆmˆ
= −UseXˆk−l, (63)
Hkl
XˆXˆ
= δkl
(
1−
1
τ
)
− Usemˆk−l, (64)
where −N2 ≤ k, l ≤
N
2 − 1, and δkl is the Kronecker delta. If the Jacobian
matrix has eigenvalues of 1 or less, the steady solution is stable.
First, we consider the stability of homogeneous steady state (mˆk = 0 and
Xˆk = 0 (k 6= 0)), which can be analytically analyzed as shown below[8]. If the
network has a homogeneous steady solution, Xˆk = 0, mˆk = 0 (k 6= 0), and we
have
Hkl =
(
0 0
0 0
)
(k 6= l). (65)
This equation shows that the time evolution of each equation pair (δmˆk(t) and
δXˆk(t)) decouples from all other equation pairs. The Jacobian matrix for the
ring network is therefore as easy to analyze as that for a network with uniform
connections. The Jacobian matrix thus reduces to the following matrices:
k = 0
H00 =
(
4βJ0 (mˆ0 − qˆ0) Xˆ0 4βJ0 (mˆ0 − qˆ0) mˆ0
−UseXˆ0 1−
1
τ − Usemˆ0
)
(66)
12
k = ±1
H11 =
(
2βJ1 (mˆ0 − qˆ0) Xˆ0 2βJ1 (mˆ0 − qˆ0) mˆ0
−UseXˆ0 1−
1
τ − Usemˆ0
)
(67)
H−1−1 = H11 (68)
| k |> 1
Hkk =
(
0 0
−UseXˆ0 1−
1
τ − Usemˆ0
)
(69)
Since the eigenvalue λk of H
kk(| k |> 1) is less than 1, δmˆk, δXˆk → 0 as
t → ∞. We consider the stability under perturbations δmˆ0, δXˆ0, δmˆ1, and
δXˆ1. The stability under perturbations δmˆ−1 and δXˆ−1 is identical to that
under perturbations δmˆ1 and δXˆ1. The eigenvalue of H
00 is given by eq. (46).
Next, we obtain eigenvalue λ±1 of H
11:
λ±1 =
1
2
[
2βJ1 (mˆ0 − qˆ0) +
(
1−
1
τ
− Usemˆ0
)
±
{(
2βJ1 (mˆ0 − qˆ0) +
(
1−
1
τ
− Usemˆ0
))2
− 4
(
2βJ1 (mˆ0 − qˆ0)
(
1−
1
τ
))} 12]
(70)
The stability of the homogeneous steady state solution is determined by eqs.
(46) and (70). There are four types for linear instability of the homogeneous
state: (1) firing-rate instability (| λ±0 |> 1, Im(λ
±
0 ) = 0, | λ
±
1 |< 1), (2) Hopf
instability (| λ±0 |> 1, Im(λ
±
0 ) 6= 0, | λ
±
1 |< 1), (3) Turing instability (| λ
±
0 |< 1,
| λ±1 |> 1, Im(λ
±
1 ) = 0), and (4) Turing-Hopf instability (| λ
±
0 |< 1, | λ
±
1 |> 1,
Im(λ±1 ) 6= 0)[16]. If there is a Turing-Hopf instability, a spatially homogeneous
steady state solution is unstable and, spatial periodic patterns evolve.
In contrast to the homogeneous steady state solutions, it is difficult to an-
alyze the stability of inhomogeneous steady state solutions since the time evo-
lution of each equation pair (mˆk(t) and Xˆk(t)) is coupled with other equation
pairs. We hence have to take into account stability under frequency perturba-
tions δmˆk and δXˆk (−N/2 ≤ k, l ≤ N/2−1) since the highest Fourier component
is mˆ±N/2, Xˆ±N/2 in a network with N by sampling theorem. Here we study
how frequency perturbations δmˆk and δXˆk (−N/2 ≤ k, l ≤ N/2 − 1) affect
the stability of the inhomogeneous steady state solutions by considering the
eigenvector of the Jacobian matrix (eq. (60)).
5.3 Results
5.3.1 Oscillatory states
Our investigation of the stability of the steady state solution given by eq. (54)
for the ring network revealed six states in the network. Three are homogeneous
and were also found in a network with uniform connections: a ferromagnetic (F)
state, a paramagnetic (P) state, and an oscillatory uniform (OU) state. The OU
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state occurs in a way similar to that described in §4.3.1 (Fig. 4). The other three
states are inhomogeneous: a bump (B) state, a rotating bump (RB) state[8, 9],
and an oscillatory bump (OB) state, as shown in Fig. 6. The B state can be
obtained using a self-consistent equation, eq. (54), while the other two cannot
because they are dynamic states resulting from the destabilization of steady
states. We thus obtained them by using the dynamical mean field equations,
(14) and (15) with N = 104. The firing ratemi, average of the synaptic variable
Xi, and synaptic weight between i-th neuron with the preferred orientation
θi = 0 and the other neurons are shown in Fig. 6 for the three inhomogeneous
states.
First, we discuss the behavior of the three inhomogeneous states in a ring
network with synaptic depression. The B state is formed by a subset of the
neurons firing in a self-reinforcing manner, causing localized activity (Fig. 6(a)),
similar to the B state in the network without synaptic depression[11, 20, 8]. In
the B state, the firing rates are high, while the averages of the synaptic variables
are low (Figs. 6(a) and (b)). The synaptic depression thus reduces the excitatory
localized interaction and reduces the presynaptic inputs of the activated neuron,
as shown in Fig. 6(c). In the RB state, a localized bump of activity propagates
around the ring network, leaving a wake of replenishing synaptic resource, as
shown in Figs. 6 (d) and (e)[8]. In this example, the profile is moving to the
right. As a result, the synaptic weights dynamically changed in the RB state
(Fig. 6(f)). In the OB state, which is first reported here, the bump state activity
moved up and down around the neurons with the firing rates that were high,
as shown in Figs. 6(g) and (h). Unlike in the RB state, the moves are tiny in
the OB state (Figs. 6(g), (h) and (i)). The occurrence of the two oscillatory
states from the B state implies that there are two mechanisms destabilizing the
B state.
Next, we provide evidence that the simulation results coincide with the dy-
namic solution obtained using eqs (14) and (15) for the B state (βJ0 = 0, βJ1 =
10) and the RB state (βJ0 = 0, βJ1 = 6.5). Figs. 7(a) and (b) show raster plots
of neuron activities obtained by numerical simulation with N = 104. The solid
lines represents the dynamic solution obtained using eqs. (14) and (15). In the
B state, the localized position fluctuated and moved around the ring network
since the B state is stable anywhere in the ring (Fig. 7(a))[20]. In the RB state,
the bumps propagated stably, i.e., there was a traveling wave (Fig. 7(b))[8, 9].
In short, we found six states of activity in the ring network with synaptic
depression: paramagnetic, ferromagnetic, bump, oscillatory uniform, rotating
bump and oscillatory bump.
5.3.2 Hopf and Turing instability of inhomogeneous solution
We considered the stability of the inhomogeneous steady state solution (the B
state) in order to identify the destabilization mechanisms leading to the two
inhomogeneous oscillatory states, the RB and OB states. To analyze the sta-
bility of a network with N = 103, we computed the eigenvalues of the Jacobian
matrix H (eq. (60), 2000 × 2000) for frequency perturbations δmˆk and δXˆk
(−5 × 102 ≤ k ≤ 5 × 102 − 1). Note that the highest Fourier components
are mˆ±5×102 and Xˆ±5×102 in a network with N = 10
3, as determined by the
sampling theorem.
To begin our analysis, we consider a network with a fixed degree of synaptic
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depression (γ = 1.5) and a time constant (τ = 3), in which the RB state occurs
near the transition point between the P and B states. Fig. 8(a) shows how
the amplitude of localized activity, mˆ1, depends on βJ1 for βJ0 = 0. The solid
and dashed lines represent stable and unstable solutions to eq. (54). Fig. 8(b)
shows the distribution of eigenvalues for Jacobian matrix H . There are two
mechanisms of destabilization that lead to the RB state. First, as βJ0 crosses
4.5 from below, the P state becomes unstable and a Turing-Hopf instability
leads to the RB state occurring because | λ±0 |< 1, | λ
±
1 |> 1 and Im(λ
±
1 ) 6= 0.
Next, we show that as βJ1 crosses 8 from above, the B state becomes unstable
and a Turing instability leads to the RB state. Fig. 8(b) shows that there are
eigenvalues continuously distributed between λ = 0.15 and 0.65 that do not
contribute to destabilization and that there are a few eigenvalues greater than
1 that do. Figs. 8(c) and (d) show the eigenvector of the largest eigenvalue for
βJ0 = 0 and βJ1 = 6.5. It is indicated by the × mark in Fig. 8(b). We see from
Figs. 8(c) and (d) that their eigenvectors mainly consist of δmˆ1, δXˆ1, δmˆ−1,
and δXˆ−1 and not δmˆ0 or δXˆ0. In addition, they do not have an imaginary
part. We hence found that the B state was unstable and that the RB state
occurred due to a Turing instability.
Next, we consider a ring network with γ = 2.5 and τ = 3, in which the B state
is unstable and the OB state occurs at the transition point (βJ0 = 2.47) between
the B and P states. As βJ0 crosses 2.47 from below, the OB state becomes
unstable and the P state occurs. Fig. 9(a) shows how the amplitude of localized
activity mˆ1 depends on βJ0 for βJ1 = 20. Fig. 9(b) shows the distribution of
eigenvalues for Jacobian matrix H . Only a few eigenvalues are greater than
1, as they were in Fig. 8(b). Figs. 9(c) and (d) show the eigenvectors of the
largest eigenvalue for βJ0 = 2.47 and βJ1 = 20 indicated by the × mark in Fig.
9(b), which indicates that the eigenvectors mainly consisted of δmˆ0 and δXˆ0.
Furthermore, they had an imaginary part. The B state was thus unstable, and
a Hopf bifurcation led to the OB state for βJ0 = 2.47.
These results clearly show that there were two mechanisms destabilizing the
B state, i.e., a Turing instability and a Hopf instability, which led to the RB and
the OB states. Moreover, we found that there were few eigenvalues that were
larger than 1 and thus affected the stability of the system, as shown in Figs.
8 and 9, and that their eigenvectors consisted of only low-frequency Fourier
components.
5.3.3 Phase diagram
We investigated how neuron interactions affect the macroscopic states of net-
works by changing the strength of the uniform connections (J0) and the lateral-
inhibitory connections (J1). Fig. 10 shows the phase diagrams identified in the
(βJ0, βJ1) plane with a fixed degree of synaptic depression (γ = {0, 0.4, 1.5, 2.5}).
To analyze the stability of the steady state solutions in a network with N = 103,
we computed the eigenvalues of Jacobian matrix H for only low-frequency per-
turbations, namely δmˆk and δXˆk (−5 × 10 ≤ k ≤ 5 × 10 − 1), since high-
frequency perturbations do not affect the stability of the system when there
is weak lateral-inhibitory interaction (J1) (See Appendix). The instability of
an oscillatory state was numerically investigated using eqs. (14) and (15) with
N = 103.
To begin with, we describe the behavior of a network with nondepressed
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synapses (γ = 0). Fig. 10(a) shows the phase diagram for γ = 0[20]. The
relative strength of βJ0 and βJ1 determines the network state. The F or B states
become stable once βJ0 and βJ1 exceed certain thresholds. Between these two
states, there are bistable regions where both F and B states are locally stable
(F+B). If both βJ0 and βJ1 are small, a P state is stable.
In the presence of weak synaptic depression (γ = 0.4, τ = 3) (Fig. 10(b)),
the P region expanded and the bistable regions shrunk since synaptic depres-
sion effectively reduced the lateral-inhibitory (J1) interaction. Bistable regions,
where both P and B states were locally stable (P+B), developed. As the degree
of synaptic depression increased (γ = 1.5, τ = 3), the RB state became stable
near the transition point between the P and B states, as shown in Fig. 10(c).
Since γ > 1, the F state was unstable.
In the presence of strong synaptic depression (γ = 2.5, τ = 3) (Fig. 10(d)),
the RB region expanded and the P+B region shrunk. Bistable regions, where
both the P and RB states are locally stable (P+RB), developed. The B state
was unstable, and an OB region developed at the transition between the B+P
and P states (Fig. 6(g)∼(i)). Otherwise, the OB state was unstable, and the P
state was stable.
We have shown that for a sufficiently strong degree of synaptic depression,
the B state is unstable and the oscillatory states (RB and OB) occur near the
transition of the B and P states. Sufficiently strong lateral inhibition interaction
(J1) leads to a Turing instability and the RB state occurs. Sufficiently strong
uniform inhibition interaction J0 leads to a Hopf instability, leading to the OB
state.
5.4 Summary
In the ring attractor network with synaptic depression, there are homogeneous
steady states (F, P) and an inhomogeneous steady state (B). We have shown
that, depending on the strength of the interneuron connections, instability in
these states leads to three oscillatory states: oscillatory uniform (OU), rotating
bump (RB), and oscillatory bump (OB).
We summarize how the interactions between neurons affect the stabilities of
the steady state solutions by changing the strengths of the uniform connections
(J0) and the lateral-inhibitory connections (J1). Fig. 11 shows a schematic view
of the stability analysis for a ring network with synaptic depression. First, for
sufficiently weak uniform connections and a sufficiently long time constant (τ),
the homogeneous steady state solution, which has a high firing rate was unstable
near the transition point between the P and F states. An OU state then devel-
oped due to a Hopf bifurcation, as explained in §5.3.1 (Figs. 11(a)→(i)). Note
that the OU state developed in the presence of lateral-inhibitory connections
as well as in their absence. Next, as the strength of the uniform connections
increased, the inhomogeneous steady state solution became unstable near the
transition point between the B and P states (Fig. 9). The OB state then de-
veloped because of a Hopf instability, as explained in §5.3.2 (Figs. 11(b)→(iii)).
In the OB state, bump state activity moved up and down around the most acti-
vated neuron (Figs. 6(g)-(i)). Finally, homogeneous state P and inhomogeneous
state B became unstable near the transition point between them (Fig. 8(a)), and
the RB state developed, as explained in §5.3.2 (Figs. 6(d)-(f)). As the strength
of the lateral-inhibitory connections increased, the homogeneous steady state
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solution became unstable, and a RB state developed because of a Turing-Hopf
instability (Figs. 11(a)→(ii)). As the strength of the lateral-inhibitory connec-
tions decreased, the inhomogeneous steady state solution became unstable and
an RB state developed due to a Turing instability (Figs. 11(b)→(ii)).
These results show that medium-strength uniform connections cause a Hopf
instability near the transition point and up-and-down movement of the firing
rates and the average synaptic variables, and that medium-strength lateral-
inhibitory connections cause a Turing instability near the transition point and
propagation of a localized bump of activity around the ring network. In sum,
various oscillatory states take place depending on the strength of the interneuron
connections in a ring network with synaptic depression.
6 Conclusion
We have explored the macroscopic properties of two types of stochastic binary
neural networks with synaptic depression: a network with homogeneous con-
nectivity and a ring attractor network with Mexican-hat type connectivity. We
proposed a dynamical mean field theory for a stochastic binary neural network
model with synaptic depression assuming that synaptic weight Jij is of the order
of 1/N with respect to the number of neurons (N). Using microscopic mean
field equations, we derived macroscopic steady state equations for these net-
works and investigated the stability of the steady state solutions obtained. The
results coincided with those from simulation. We conclude that the presence
of synaptic depression leads to oscillatory instability and that various oscilla-
tory states take place depending on the strength of the interneuron connections.
Synaptic depression thus causes a diversity of dynamic states in large networks
of spiking neuron.
We focused only on non-frustrated systems, in which Jij ∼ O(1/N). A
further direction of this study will be to extend the microscopic dynamical
mean field theory to frustrated systems, such as the Sherrington and Kirkpatrick
model[21].
7 Appendix: Dimensionality reduction for sta-
bility analysis
In Section 5.3.2, we showed that few eigenvalues consisting of low-frequency
perturbations affected the stability of the system. This means that only low-
frequency perturbations affect the stability of the system. In this section, we
compare the eigenvalues of the Jacobian matrix in Fourier space (eq. (60)) for
high and low frequency perturbations with those for low-frequency perturba-
tions, as indicated in Figs 12 and 13. Fig. 12(b) shows the distributions of
eigenvalues for the Jacobian matrix (eq. 60) for perturbations δmˆk and δXˆk
(−5 × 102 ≤ k ≤ 5 × 102 − 1) in a ring network with γ = 1.5 and τ = 3 as
well as Fig. 8(b). Figs. 12(d) and (e) show those for low-frequency perturba-
tions, namely δmˆk and δXˆk (−5 × 10 ≤ k ≤ 5 × 10 − 1), and δmˆk and δXˆk
(−5 ≤ k ≤ 5 − 1) respectively. Fig. 13 shows a comparison for a ring network
with γ = 2.5 and τ = 3 in the same way.
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Although we did not approximate the distributions in Fig. 12 (b) as a
whole by using the distributions shown in Figs. 12 (d), we found that the
maximum eigenvalue of the Jacobian matrix for perturbations δmˆk and δXˆk
(−5 × 10 ≤ k ≤ 5 × 10 − 1) coincided with that of the Jacobian matrix for
perturbations δmˆk and δXˆk (−5× 10
2 ≤ k ≤ 5× 102− 1). However, the results
of stability analysis for perturbations δmˆk and δXˆk (−5 ≤ k ≤ 5 − 1) and
those for perturbations δmˆk and δXˆk (−5× 10
2 ≤ k ≤ 5 × 102 − 1) differed in
the maximum eigenvalue of the Jacobian matrix because the lateral-inhibitory
interaction (J1) was relatively strong (Figs. 12 (b), and(f)). In contrast to the
stability analysis for δmˆk and δXˆk (−5 × 10 ≤ k ≤ 5 × 10 − 1), we obtained
different results for the stability analysis. We obtained the same results of
stability analysis, as shown in Fig. 13.
These results show that high-frequency perturbations mk and Xk did not
affect the stability of inhomogeneous steady state solutions because the lateral-
inhibitory interaction (J1) was relatively weak. Therefore, when there is weak
lateral-inhibitory interaction, we can reduce the dimensions for the stability
analysis since we do not need to take into account high-frequency perturbations.
This dimensionality reduction enables rapid analysis of the stability of steady
state solutions for a ring network with synaptic depression.
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Figure 1: Schematic of phenomenological model of synaptic depression
Figure 2: (a) Graphical solutions to eq. (32). (b) Stable and unstable solutions
to eq. (32) for γ = 0.35, τ = 2.
Figure 3: Squares in figures (a) and (b) represent average m numerically ob-
tained by simulation with N = 103. Solid lines denote stable solutions, and
dashed lines denote unstable solutions. (c) Phase diagram for stability of
mˆ0 > 0.5 state.
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Figure 4: Results of stability analysis for mˆ0 > 0.5 and 0.34 ≤ T ≤ 0.362. (a)
Firing rate mˆ0 state: solid line denotes stable solutions and dashed lines denote
unstable solutions. (b)Absolute value of λ±0 . (c)Image part of λ
±
0 .
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Figure 5: (a) Firing rate mˆ0(t) and (b) average of synaptic efficacy Xˆ0(t) cor-
responding to OU state.
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Figure 6: Profiles for three inhomogeneous states (B, RB, OB). (a), (d), (g) Fir-
ing rate mi. (b), (e), (h) Average of synaptic variable Xi. (c), (f), (i) Synaptic
weight Jij(t) = JijXj(t) between i-th neuron with preferred orientation θi = 0
and other neurons.
Figure 7: Raster plots of neuron activity for numerical simulation (N = 104).
Solid lines denote temporal behaviors of bump position φ. (a) B state. (b) RB
state.
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Figure 8: (a) Stable (solid lines) and unstable solutions (dashed line) to ampli-
tude of localized activity mˆ1. (b) Distribution of eigenvalues for Jacobian matrix
H(60) with size of 2000× 2000. (c), (d) Eigenvector with largest eigenvalue, 1.1
for βJ0 = 0 and βJ1 = 6.5, as shown by × markin (b).
Figure 9: (a) Stable (solid lines) and unstable solutions (dashed line) to ampli-
tude of localized activity mˆ1. (b) Distribution of eigenvalues for Jacobian matrix
H(60) with size of 2000 × 2000. (c), (d) Eigenvector with largest eigenvalue,
1.04 for βJ0 = 2.47 and βJ1 = 20, as shown × in (b).
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Figure 10: Phase diagrams with fixed γ in interaction of (βJ0, βJ1) plane for
γ = {0, 0.4, 1.5, 2.5}. For (b) to (d), τ = 3. P : monostability in mˆ0, and
mˆ1 = 0. F: bistability in mˆ0, and mˆ1 = 0. B: mˆ1 6= 0. RB : mˆ1 6= 0. OB
state occurs on transition line between P+B state and P state with γ = 2.5 and
τ = 3 in (d).
Figure 11: Schematic view of stability analysis for ring network with synaptic
depression.
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Figure 12: Solid and dashed lines in (a), (c), and (e) represent stable and unsta-
ble solutions to the amplitude of localized activity, mˆ1. (b), (d), (e) Distribution
of eigenvalues for Jacobian matrix H (eq. 60) for perturbations δmˆk and δXˆk
(−K ≤ k ≤ K − 1). (b) K = 5 × 102. The size of the Jacobian matrix H is
2000× 2000. (d) K = 5 × 10. The size of the Jacobian matrix H is 200× 200.
(e) K = 5. The size of the Jacobian matrix H is 20× 20.
Figure 13: Solid and dashed lines in (a), (c), (e) represent stable and unstable
solutions to the amplitude of localized activity mˆ1. (b), (d), (e) Distribution
of eigenvalues for the Jacobian matrix H (eq. 60) for perturbations δmˆk, δXˆk
(−K ≤ k ≤ K− 1). (b) K = 5× 102. Size of Jacobian matrix H is 2000× 2000.
(d) K = 5 × 10. Size of Jacobian matrix H is 200 × 200. (e) K = 5. Size of
Jacobian matrix H is 20× 20.
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