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Anosov endomorphisms on branched surfaces and their shift equivalence repre- 
sent certain 2-dimensional hyperbolic attractors and their topological conjugacy. 
R. F. Williams conjectured that if the Anosov endomorphism is non-expanding, 
then the branch structure may be eliminated via shift equivalence. This paper 
verifies the conjecture under an additional assumption that the branch structure 
has no crossings. 0 1992 Academic Press, Inc. 
1. INTR~DLJ~TI~N 
Branched manifolds and their shift equivalence were introduced by 
R. F. Williams (1967, 1970, 1973) to study attractors and their topological 
conjugacy. He noticed that the branch structure could be essential for 
expanding maps. For instance, an expanding map on the figure eight, 
which induces the map (: ! ) on the first homology, is not shift equivalent 
to any expanding map on the circle. However, if the map on a branched 
manifold is Anosov but nonexpanding, he conjectured that the branch 
structure may well be simplified, and in dimension two may even be 
eliminated, via shift equivalence. This is the following conjecture; see 
Section 2 for definitions. 
Conjecture. Any nonexpanding Anosov endomorphism on any 
branched surface is shift equivalent to some nonexpanding Anosov endo- 
morphism on the torus. 
In this paper we verify the conjecture under an additional assumption. 
The result we obtain is the following. 
THEOREM A. Zf a branched surface K has no crossings, then any 
nonexpanding Anosov endomorphism on K is shift equivalent to some 
nonexpanding Anosov endomorphism on the torus. 
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Let us briefly investigate the relationship of hyperbolic attractors to 
Anosov endomorphisms of branched manifolds without giving precise 
definitions. 
By a hyperbolic attractor of a diffeomorphism f is meant a compact 
invariant set A that contracts a compact neighborhood U such that fl,, is 
hyperbolic, in the sense that Of contracts an invariant subbundle Es of 
TM/* and expands a complementary subbundle E”. The simplest nontri- 
vial example might be the l-dimensional hyperbolic attractor known as 
the solenoid, roughly described as follows. Take a solid torus 5’ x D2 as 
the compact neighborhood U, letfmap the solid torus into itself such that 
f preserves and contracts the fibers D2, and that the image under f is a 
(thiner) solid torus going twice around. Upon iteration, one obtains a still 
thiner solid torus, going around four times, etc. The solenoid is then the 
intersection of all these solid tori. It is a hyperbolic attractor, since f 
contracts the D2 direction and expands the S’ direction. Moreover, it is 
l-dimensional since it is locally the product of an interval and a Cantor set 
(Williams, 1967). A nice treatment of the solenoid can be found in Shub 
(1987). 
A striking feature associated to all l-dimensional hyperbolic attractors 
A (the solenoid being an example), but not known to be guaranteed to 
high-dimensional hyperbolic attractors, is that some neighborhood V of A 
containing the compact neighborhood U is filled out by a foliation, whose 
leaves meet U at components which are invariant, contracting, and uni- 
formly bounded in the intrinsic distance of the leaves (Williams, 1967). 
R. F. Williams proved that this feature gives rise, assuming the smooth- 
ness of the foliation, to a l-dimensional manifold K, typically branched, 
as the quotient by collapsing the components, together with the induced 
expanding map g on K. Moreover, fl,, is topologically conjugate to the 
inverse limit of g. Here the inverse limit of g is defined as the orbit space 
of g, together with the induced shift map. Conversely, every expanding 
map of every branched l-manifold can be obtained in this way from some 
l-dimensional hyperbolic attractor. Thus the study of fliz reduces to 
studying glK, which is much easier. For the solenoid example, the compo- 
nents are the disks D2, and the quotient K is the unbranched l-manifold 
S’. Another instructive example of l-dimensional hyperbolic attractor, 
where the related branched l-manifold is the figure eight, can be found in 
Williams (1975), which convinces us that one can see the variety of all 
l-dimensional hyperbolic attractors in a similar way. 
Williams (1973) generalized the above theory to high-dimensional hy- 
perbolic attractors under the assumption dim E”(x) = dim A, x&A. Note 
that this assumption is always satisfied for l-dimensional hyperbolic at- 
tractors, since whenever a point x is in an attractor A, the whole unstable 
manifold W”(X) is in A too (Williams, 1973). But for high-dimensional 
hyperbolic attractors, this is a substantial assumption. It is this assump- 
tion that results in the striking feature analogous to that of l-dimensional 
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hyperbolic attractors. Williams hence specifies the class of hyperbolic 
attractors that satisfy this assumption as expanding attractors. 
For nonexpanding hyperbolic attractors, a theory which might be more 
or less parallel to that of expanding attractors is not available yet. The 
situation now is that dim Z?(x) < dim A, x&h. We do not know if some 
neighborhood V of A containing U is filled out by a foliation whose leaves 
meet U at components which are invariant, contracting, and uniformly 
bounded in the intrinsic distance. What we know is that a neighborhood of 
A, the basin of A is foliated by the stable manifolds WQ), xsh, by the 
stable manifold theory (see Hirsch and Pugh, 1970, and Hirsch er al., 
1970). But this is not a desired foliation to the collapsing procedure, since 
the components of W”(X) n U, though invariant and contracting, cannot 
be uniformly bounded in the intrinsic distance of W”(x). For otherwise it 
would follow easily that dim W”(x) = dim A, which is not the case. The 
simplest example, showing that W”(x) is not a desired foliation, could be 
fr X fi from T2 X Z to itself, wheref, is an Anosov diffeomorphism andf2 is 
a contraction of the interval I. C. Robinson and R. F. Williams (1976) 
raised the following problem concerning this situation, the answer to 
which would be very important to the theory of nonexpanding hyperbolic 
attractors. 
Problem. What sort of set is WS(x) fl A? 
As C. Robinson and M. Shub pointed out to me, under some supple- 
mentary assumption such as the existence of an appropriate three-way 
splitting of TM\* (see Hirsch et al., 1977, and Shub, 1987), a desired 
foliation will be available, and the collapsing procedure and the inverse 
limit construction seem to go through, and to yield a nonexpanding Ano- 
sov endomorphism g on a branched manifold K. Also, some weaker as- 
sumption of a sort of two-and-one-half-way splitting of TMlh might be 
used to yield a (weak) nonexpanding Anosov endomorphism g, in the 
sense of MatiC and Pugh (1975) and Przytycki (1976) that the unstable 
splitting E”(x) of g depends on the choice of the inverse orbit of x. More 
work needs to be done to establish the branched manifold theory under 
the weaker assumption. After all, branched manifolds and nonexpanding 
Anosov endomorphisms represent certain nonexpanding hyperbolic at- 
tractors, at least those that can be related to branched manifolds theory 
under some supplementary assumptions. In fact, as R. F. Williams 
pointed out to me, the following theorem can be proved in the same way 
as that of Williams (1973). 
THEOREM. For any nonexpanding Anosov endomorphism g on a 
branched manifold K, there is a diffemorphism f: S” + S” with a nonex- 
punding hyperbolic attractor A such that f IA is topologicully conjugate to 
the induced shift map on the inverse limit of g. The dimension n can be 
any integer with n 2 2 (dim K) + 1. 
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A converse of this theorem, as explained above, may be available under 
some supplementary assumptions. 
The conjecture of Williams we study in this paper is concerned with the 
classification of 2-dimensional nonexpanding hyperbolic attractors under 
topological conjugacy. Williams classified l-dimensional attractors under 
topological conjugacy, by classifying expanding maps of branched l-man- 
ifolds under shift equivalence (Williams, 1970). Shift equivalence is an 
equivalence relation on the branched manifolds level, which is equivalent 
to topological conjugacy on the attractors level for expanding maps. He 
proved that the branch structure can be considerably simplified via shift 
equivalence, but may not be eliminated completely for expanding maps. 
However, he conjectured that, as formulated in the beginning of the intro- 
duction, for nonexpanding Anosov endomorphisms in dimension 2, the 
canonical form of branched surfaces under shift equivalence may be un- 
branched, and hence simply the 2-torus. 
If the answer to the conjecture is positive, the classification of 2-dimen- 
sional nonexpanding hyperbolic attractors, at least those that can be re- 
lated to branched manifolds theory under some supplementary assump- 
tions, will reduce to classifying nonexpanding Anosov endomorphisms of 
the 2-torus, a task which will be more realistic. Also, according to the 
recent work of M. R. Zhang (preprint), for some nonexpanding hyperbolic 
attractors, contrary to the case of expanding attractors, shift equivalence 
on the branched manifolds level is stronger than topological conjugacy on 
the attractors level. The former implies the later, but not conversely in 
general. Thus if the answer to the conjecture is a negative one, there is 
still a weaker version of the conjecture ahead, formulated in terms of 
attractors directly. 
In this paper we verify the conjecture under an additional assumption. 
In Section 1 we collect some basic facts from Williams (1967, 1970, 1973). 
In Section 2 we investigate the collapsing property along stable leaves. In 
Section 3 we prove the main result of this paper. The proof adopts J. 
Christy’s beautiful combinatorial approach to branched surfaces (Christy, 
to appear). Throughout the proof, it is indeed the nonexpanding property 
that rules out many variety of branched surfaces, and eventually elimi- 
nates the branch structure. 
Since the proof of Theorem A is rather long, it should be convenient to 
make an outline of the proof. This might be done by picking up the 
following paragraphs from the paper and putting them together: (a) the 
remark after Collapsing Lemma of Section 2; (b) the remark after Lemma 
3; (c) the formulation of Lemma 5 and 6; (d) the formulation of Lemma 26 
and its Corollary; and (e) the final proof of Theorem A at the end of the 
paper. 
This work is an extension of the author’s thesis at Northwestern Uni- 
versity under the supervision of R. F. Williams. To him goes my most 
profound gratitude. Without his advice and encouragement throughout 
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the preparation, this work would have never been done. My profound 
gratitude also goes to J. Christy, J. Franks, and C. Robinson for many 
helpful conversations and valuable suggestions. 
2. BASICS 
Branched surfaces are defined in Williams (1973). Among them, what 
concerns us mostly in the present paper is normally branched surfaces. A 
normally branched surface K is a space locally homeomorphic to one of 
the following three models: 
A point that does not have a neighborhood of model 1 is called a branch 
point. The set of branch points is called the branch set of K, denoted by 
/3(K). A bra nc h point that does not have a neighborhood of model 2 is 
called a crossing point. 
In this paper we deal with mostly compact connected normally 
branched surfaces and simply refer to them as branched surfaces, since 
up to shift equivalence all branched surfaces are normally branched (Wil- 
liams, 1973). 
A C’ regular map g: K 3 K is called an Anosov endomorphism if the 
following three conditions are satisfied: 
(a) The tangent bundle T K has a Dg-invariant subbundle ES such that 
Dg contracts ES and expands T KIE”; 
(b) For some positive integer 8, each point of K has a neighborhood V 
such that gt(V) is a disc; 
(c) g is onto. 
If ES is nonzero, we call g nonexpanding. All Anosov endomorphisms 
considered in this paper will be nonexpanding. 
The condition (b) is refered to as the local collapsing property, which 
comes, together with the condition (c), from the fact that Anosov endo- 
morphisms on branched surfaces are certain quotients of some hyperbolic 
attractors. Thus the notion of Anosov endomorphisms used in this paper 
is more than just hyperbolicity. 
For a nonexpanding Anosov endomorphism g on a branched surface K 
without crossings, the local stable manifold through x, 
WL,, (x) = {y near x 1 lim d(g”y, g”x) = 0 }, 
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is defined and may be an interval if x f$ P(K), or may be branched, and 
called a wedge, if x E P(K). See the pictures below for examples: 
The global stable manifold through x, 
W(x) = {y E K ( lim d( gay, gnx) = 0}, 
contains countably many arc connected components that will be called 
stable leaves. They are usually branched. 
Letg:K+Kandg’:K’ + K’ be two 0 maps. We say g is shift 
equivalent to g’ if there are two surjective immersions r : K + K’, s : K’ + 
K, and an integer Al. such that g’r = rg, gs = sg’, and sr = g@, rs = g’p. 
We collect two basic lemmas from Williams (1973). 
SHIFT EQUIVALENCE LEMMA. If g and g’ are shift equivalent, then if 
g is an Anosov endomorphism, so is g’. 
Shift equivalence is usually obtained by making certain quotient as 
follows. Let - be a g-invariant equivalence relation on K, and let K* = 
Kl-. Assume that K* is also a branched surface. Let r : K + K* be the 
natural projection, and g* : K* -+ K* be the induced map by g. 
COLLAPSING LEMMA. If there is an integer p 2 0 such that x - y 
implies gp (x) = g@(y), then g* is shift equivalent to g. 
Actually, the map s : K* --, K is defined by s([x]) = gp x. This is well 
defined since x - y implies gp (x) = gp (y). The four equations in the 
definition of shift equivalence are easily checked. 
Remark. To prove Theorem A, according to Collapsing Lemma, we 
find an integer p 2 0 and a g-invariant equivalence relation - on K such 
that x - y implies g’(x) = g”(y), and that K* is unbranched. Due to the 
local collapsing property, one might try first to simply let x - y iff g*(x) = 
&(y), where 6 is the integer in the definition of the local collapsing prop- 
erty, or iff gm(x) = g”(y) for some larger fixed m. Unfortunately, this will 
not yield an unbranched K* if K is branched. To see this, let u be a branch 
point of K having a neighborhood U of model 2. U is the union of two 
disks D1 and 02 that are halfway in common. Since g” is onto, there is a 
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point x such that gm(x) = U. By the local collapsing property, x has a 
neighborhood VI, whatever branched or not, such that ,g”(V,) is a disk 
contained in either Di or else D2 surrounding x. Assume that it is in Dr. 
Similarly, there is another point y such that g”(y) = u and y has a neigh- 
borhood V, , disjoint from VI, whatever branched or not, such that gm(V2) 
is a disk in Dz, surrounding x. Let x* be the equivalence class of - 
containing x and y. It is easy to see that x” is a branch point of K*. This 
illustrates that the equivalence relation - defined in this way does not 
yield an unbranched K*. It identifies too many points as one. What we do 
is to identify only those points which have the same image under certain 
fixed power of g and are in the same stable leaf. This turns out to work; 
see the remark after Lemma 3. 
3. COLLAPSINGALONGSTABLELEAVES 
Let us call a loop in a stable leaf W a monogon if it is the image of a Cl 
immersion (Y : [0, 11 + W such that a(0) = a(l) and Da(O)(alat) = 
- Da(l)(alat). In Case Dcx(O)(al&) = Da(l)(al&), it is a stable circle. 
LEMMA 1. Any stable leaf contains neither monogons nor stable cir- 
cles. 
Proof. Since this is true for any local stable manifold, it suffices to 
prove that the g-image of a monogon or a circle contains either a monogon 
or a circle. But this is clear since g is regular. n 
We call an injectively immersed real line of maximal length in a stable 
leaf a stable line. 
LEMMA 2. g restricted to any stable line through any point x is l-l. 
Proof. Otherwise there would be some monogons or stable circles in 
the stable leaf through g(x). n 
Restricted to a stable leaf W, g also has some local collapsing property 
which gives certain global collapsing property on W. This is described in 
the following lemma. 
LEMMA 3. Let LI and L2 be any two stable lines in the same stable 
leaf. For each yI E LI , there is a unique y2 E L2 such that gmy, = gmy2 for 
some integer m 2 0. 
Proof. First we assume that L, and L2 have a common point p. Let us 
use [y, z] to denote an interval in a stable line L oriented by the immersion 
which defines L, and use the notation y < z in the obvious way. 
Note that by the local collapsing property, there is a 5 E Z+ such that g’ 
246 LAN WEN 
collapses a neighborhood of each point in K into a disc, and hence there is 
a 6 > 0 such that gt collapses two intervals [y, z] and [y, w] in a stable leaf 
as long as the length of [y, z] and [y, w] are both less than or equal to 6. 
Now let 
xi = sup{y E LI 1 3~ E Lz such that g’l[p, y] = g@[p, z]}; 
here p is the common point of L1 and Lz. Clearly, 
Note that for each i, g’l xi is a branch point and hence 
l(g’* Xi, g”Xi+I) z 6; 
here I(x, y) denotes the length of the interval [x, y]. Thus 
since g is a contraction along W”. This proves that {[xi, xi+ ,I} covers [p, m) 
C L1 . Similarly for (-co, p]. This means that for each yI E L1, there are a 
y2 E L2 and an m E E+ such that g”y, = gmyz. For the uniqueness of y2, 
assume that y;, m’ satisfy g”’ yI = gm’ y;. Thus gmm’ y2 = gmm’ yI = gfnm’ 
y;. Hence y2 = y; by Lemma 2. 
In general, if L, and L2 do not intersect, we take a path, made of stable 
intervals, that goes from a point of L, to a point of L2. Then it is easy to 
see that there are stable lines LI = I,, 12, . . . , I, = L2, such that li 
intersects l;+, , i = 1, 2, . . . , n - 1. Thus the above argument applies. w 
Remark. To prove Theorem A, let us try again to define x - y iff x and 
y are in the same stable leaf and there is an integer m 2 0 such that gmx = 
g”y. By Lemma 3, any stable leaf modulo - is an unbranched line; hence 
it is to be hoped that Kl- is unbranched too. But the problem this time is 
that m depends on x and y so far, and hence the collapsing lemma does not 
apply. We will eventually prove that m can be chosen independent of x 
and y, at the end of this paper. This is the main effort we will make. 
A typical loop in a stable leaf W is the bigon, which is defined as the 
union of the image of two embeddings CY, j3 : [0, 11 + W such that a(0) = 
p(O), a(1) = p(l), and Da(O)(alE~t) = Dp(O)(alet), Da(I)(alat) = DP(l)(a/ 
at). It is allowed that a(r) equals P(t) for some other t in [O, 11 beside 0 and 
1. The following corollary is obvious. 
COROLLARY. Any bigon can be collapsed into an interval by g” for 
some integer m. H 
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Let I, J be two intervals in /I(K), p E I, 4 E J, and let the stable foliation 
be transverse to I, J at p, q, respectively. Assume that p leads a bigon 
from Z to J in the obvious sense as the following picture shows, where we 
also say that the wedge at p is closed up at q: 
LEMMA 4. Zf p leads a bigon from Z to J, then so do points on Z near p. 
Proof. Single out from K a subset B containing the bigon through p 
such that B is the product of a bigon and an interval. Let Sr , & be the two 
pieces of strips of B. They give two local Poincare maps &,& from Z to J 
induced by the stable foliation on Sr and Sz , respectively. By switching p 
and q if necessary, we can choose two closed intervals [p, p’] C Z and [q, 
q’] C .Z such that 4, maps [p, p’] homeomorphically onto [q, q’] and $I;’ 
maps [q, q’] into [p, p’]. Let $ = 4;’ 41. $ maps [p, p’] into itself. The 
proof of Lemma 4 reduces to providing that all points in [p, p’] are fixed 
points of I/J. 
Suppose not. Then there would be an open interval (c, c’) C [p, p’] with 
I,IJC = c but I,!JX # x for all x E (c, c’). Fix aye E (c, c’). The orbit of y. under 
9 goes to c monotonically. Let yj = #yo, zi = $l(yi) for i = 0,1,2, . . . . 
Fix an n such that g” collapses the bigon through c into an interval. 
CLAIM 1. For large i, there are two points si E [yi, z;] C SI and ,$i+, E 
[yi+l, Zi+ll C SI such that g”ti = g”gi+t. 
Proof of Claim 1. Since g” collapses the two intervals of the bigon 
through c, if i is large, gn will nearly collapse the union of [yi , zi] C S, and 
[ yi+ 1, Zi] C S2, and nearly collapse the union of [yi+ r , Zi] C Sz and [y;+ 1, 
zi+ll C S1 . Then claim 1 is clear. 
But on the other hand, we show in Claim 2 below that g” ) S, is one-to- 
one near [c, d], which contradicts claim 1, where d = 4,(c). Let RI, RZ, 
. . . be a sequence of nested closed rectangles on S, shrinking to [c, d]. 
CLAIM 2. g” 1 Rj is one to one for some j. 
Proof of Claim 2. Suppose not. We can then choose two convergent 
subsequences a4, bi, E R, such that ai, # bi, but g”aq = g”b, . Let a, b be 
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their limits. Clearly a, b E [c, d] and g”a = g”b. Then a = b by Lemma 2. 
This is impossible since g” is a local diffeomorphism on a neighborhood of 
a = b in S1. This proves Claim 2 and hence Lemma 4. n 
4. THE PROOF OFTHEOREM A 
In this section we prove Theorem A. We adopt Joe Christy’s beautiful 
combinatorial approach (Christy, to appear) which is of great help 
throughout the proof of Theorem A. It is interesting to note that closed 
leaves are dense for all objects he considers, while no closed leaf should 
appear for our objects. Thus the objects studied in Christy (to appear) and 
in this paper seem to fall into quite different categories. 
The proof of Theorem A is rather lengthy. We break it into lemmas. 
Lemma 5 through 7 reduce the proof of Theorem A to the case that the 
stable foliation is transverse to the branch set. Hence all lemmas after 
Lemma 7 will be under this standing hypothesis. Lemma 8 through 24 
study the topology of K and W”. The conclusion is that, under the stand- 
ing hypothesis WS 0 /3(K), K is a connected union of so called pseudotori, 
and Ws is orientable (Lemma 24). This implies in Lemma 25 the existence 
of the uniform integer required in the remark after Lemma 3. 
Now we prove Theorem A. Let K be a branched surface without cross- 
ings, and let g be a nonexpanding Anosov endomorphism of K. 
Since K has no crossing points, /3(K) consists of finitely many circles. 
Let C be a branch circle. Each point x in C has a neighborhood of model 2. 
When x travels along C and gets back, there are two ways to glue the 
edges, and hence C has two types of neighborhood. The first one will be 
called a regular reel, which is the union of two cylinders, called spoofs, 
with certain identifications; see the picture below. The second one will be 
called a singular reel; also see the picture below: 
m 
C 
ilt:l 
C 
regular reel 
C DO c C 
singular reel 
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Note that the two spools of a regular reel are halfway in common. Also 
note that the branch structure makes both regular reels and singular reels 
orientable. A regular reel has three boundary circles, while a singular reel 
has two. 
We call a branch circle C a regular brunch circle if C has a regular reel 
as a neighborhood. Similarly we define the singular branch circle. 
Throughout this section, we choose and fix a reel for each branch circle 
so that those reels are disjoint. Subtracting those reels from K, we get M, 
an ordinary 2-manifold with boundary. The components of M will be 
called sectors. Spools, singular reels, and sectors will be all called blocks. 
Via shift equivalence if necessary, we assume below that each bound- 
ary circle of each block has, if any, finitely many tangencies to W” which 
are either all external, or else all internal, relative to the block. 
First we try to remove bubbles as defined below. 
A singular bubble is a singular reel with a disc glued on its double 
sheeted side. A singular antibubble is a singular reel with a disc glued on 
its single sheeted side. A regular bubble is a regular reel with two discs 
respectively glued along the two boundary circles of its double sheeted 
side. A regular antibubble is a regular reel with a disc glued on its single 
sheeted side. 
LEMMA 5. (1) Singular bubbles and antibubbles do not occur; 
(2) Regular bubbles and antibubbles can be removed via shift equiva- 
lence. 
Proof. Let D be a sector that is topologically a disc, The sum of the 
indices of those tangencies on dD is x(D) = 1; see Pugh (1968). Therefore 
there are exactly two external tangencies on aD. 
First we consider a singular bubble drawn as follows: 
We parameterize the annulus between the two circles C, and C, as Sr x 
[O, 11, and make the identification so that (0, t) - (6 + 72, t) for 8 E Sr, t E 
[O, 11, and x - x for x E int (0). Note that the local collapsing property 
implies that near the tangency p, the double sheeted side is foliated by 
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bigons. Let a and b be the two end points of a bigon near p, and let J be 
the arc on Ct with end points a and b as the figure shows. W’ gives a 
Poincare map 4 : J + J through D, and hence a fixed point of 4, which 
corresponds to a monogon, contradicting Lemma 1. Thus singular bub- 
bles do not occur. 
Second we consider a singular antibubble B, which is a singular reel R 
with a disc D glued on the single sheeted side of R. By opening up the 
branches along the branch circle C of B, we can shrink D so that the 
preimage of the new branch circle C’ under the new map g’ is disjoint 
from the branch set. Then there is a circle S, which bounds a disc D’ and 
hence has two tangencies, such that g’(S) = C’ and that S has a cylinder V 
as its neighborhood and g’(V) = R’, where R’ is a singular reel surround- 
ing C’. Thus g’ maps S onto C’ in a 2: 1 way. Therefore there is a non- 
tangency to S whose g’-image is a tangency to C. This violates the regu- 
larity of g’. Thus singular antibubbles do not occur either. 
Next we consider a regular bubble B. Note that near the two tangen- 
cies, the double sheeted side is foliated by W” bigons. Thus by Lemma 4 
the whole regular bubble is foliated by W” bigons. Therefore it can be 
collapsed out by shift equivalence. 
Finally we consider a regular antibubble B. Let A, A’ be the two compo- 
nents of B - D; here D is the disc on B bounded by the branch circle. By 
the local collapsing property, for a stable line L, g(L) passes near the 
tangency, if at all, in such a way that g(L) locally lies either in A U D, or 
else in A’ U D. By the usual open-closed argument this behavior extends 
to all of B. Thus it is not hard to see that we can split B up. Namely, we 
replace B by two discs D1 and D2 to get a g’ : K’ + K’ such that collapsing 
D, U D2 in K’ under g’ one gets back to g : K - K. n 
LEMMA 6. Zf K has no bubbles, then W” dl P(K). 
Proof. Consider a covering x of K such that the lifted foliation ws is 
orientable. E is also decomposed into blocks. K has no bubbles either, 
since otherwise K would have some bubbles. 
A boundary circle of a block of K is divided into arcs by those tangen- 
cies to @. According to whether the boundary circle has external or 
internal tangencies to ws relative to this block, and according to the 
orientation of *, we call a boundary arc external outgoing, etc., in the 
obvious way. 
A block A of K is called nonstopping, if for each external outgoing 
boundary arc (Y of A, there is an internal incoming boundary arc fl of A 
such that the local Poincare map 4 determined by i@ on A maps /3 into (Y. 
The proof of Lemma 6 is based on the following observations. 
LEMMA 7. (1) Each singular feel of g is nonstopping; 
(2) Each spool of a regular reel of K is nonstopping; 
(3) Each nondisc sector of i? is nonstopping. 
ANOSOV ENDOMORPHISMS 251 
Proof. (1) and (2) are clear. We prove (3). Let A be a nondisc sector of 
K; let CY be an external outgoing boundary arc of A with endpoints p and q. 
Next to p on this boundary circle is an external incoming arc pi; see the 
figure below: 
Note that the image of pi under C$ does not cover CY, and the image of Q 
under 4-i does not cover p1 either, for otherwise A would be a disc. Then 
there is a point aI on pi such.that the stable line through ai hits (Y and is 
tangent to some internal boundary circles. Take the nearest tangency to 
(Y, say bi . The image under 4 of the internal incoming arc /3z starting with 
b, does not cover the rest of (Y, by the behavior of F near q. If & is 
mapped into (Y by C#J, we are done. Otherwise we get a point a2 on p2 such 
that the stable line through a2 hits LY, and is tangent to some internal 
boundary circles. In this way we eventually get an internal incoming 
boundary arc p which maps into CY by (b, since there are only finitely many 
tangencies, and none appears more than once in this process. I 
Now we complete the proof of Lemma 6. Since K has no bubbles, the 
sector next to either side of any singular reel of K cannot be a disc; the 
sector next to the single-sheeted side of any regular reel of z cannot be a 
disc; and the two sectors next to the double-sheeted side of any regular 
reel of K cannot both be discs. Otherwise there would be some bubbles 
in i?. 
We claim that in this case all branch circles of K are actually transverse 
to w. Suppose the claim were false so that there were still a branch circle 
with tangencies to @. Let R be the reel around it. R may be singular or 
regular. But in any case, by the above observation, there must be a 
nondisc sector Bi that is next to the internal tangency side of R. Thus we 
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can get an external outgoing boundary arc (Y] on B, . By Lemma 7, B, is 
nonstopping. Hence there is an internal incoming boundary arc (~2 of B, 
such that the Poincare map #J maps a2 into ai. Next to the boundary circle 
that contains (Ye, is another reel R2 which is either singular or regular. If R2 
is singular, rename it B2. If R2 is regular, then in case o2 is on the double- 
sheeted side of R2, we name as Bz the spool of R2 that contains a~; in case 
a2 is on the single-sheeted side of R2, we name as B2 the spool whose 
other boundary circle is next to a nondisc sector. In all three cases, B2 is 
nonstopping and a2 becomes an external outgoing boundary arc with 
respect to B2. Hence there is an internal incoming boundary arc 0~3 of B2 
such that 4 maps a3 into a2. Also in all three cases, the sector that is next 
to CY~ is nondisc and hence nonstopping. Therefore the whole process 
continues. In this way we get a sequence of arcs 
such that C/J maps (Y;+ i into o+ for each i. Since there are only finitely many 
of those arcs, there must be two integers k and 1 such that CX~ = CQ+/. 
Therefore the Poincare map maps ffk into itself and hence gives a closed 
leaf in w, and hence a closed leaf in W”, a contradiction to Lemma 1. 
This proves Lemma 6. w 
According to Lemmas 5 and 6, we assume for the rest of the proof of 
Theorem A that WS ft~ P(K). 
LEMMA 8. Zf Ws ftl P(K), then each sector is topologically a cylinder 
or a Miibius strip. In both cases the sector is foliated by intervals of stable 
lines transverse to the boundary of the sector. 
Proof. By a generalized Poincare-Hopf theorem (Pugh, 1968), each 
sector A is either a cylinder or a Mobius strip since A supports a line 
field which is transverse to 6fA. Take a covering x of A such that both x 
and the lifted p are orientable, x is a cylinder. Let S1 and S2 be the two 
boundary circles of x such that @ points inward on Si and outward on 
S2. Denote by C#J the Poincare map from Si to S2 induced by w. Each 
stable line leaving S1 must hit S2, for otherwise there would be, by the 
Poincare-Bendixson theorem, some closed leaf in A, and hence some 
closed leaf in A, contradicting Lemma 1. It is easy to see that C$ is a 
homeomorphism onto. Projecting back to A proves Lemma 8. n 
Now we look at the way blocks fit together. Recall that by a block we 
mean a singular reel, a spool, or a sector, but not a regular reel. Hence 
each block has two boundary circles, except for Mobius strips which have 
only one. Note that each boundary circle of each block is away from the 
branch set of K. 
ANOSOVENDOMORF'HISMS 253 
Let B0 be any block, and let L be any stable line that intersects B0 . Fix a 
direction for L. L leaves B. and gets into a unique block Bi , then leaves Bi 
and gets into a unique block B2, and so on. This determines a unique block 
sequence BQB,. Note that the branches at regular reels do not affect 
this process. Also note that if some Bi is a Mobius strip, then L makes a 
U-turn at Bi, and then keeps going again. In this case Bi+ 1 may or may not 
be the same as Bi-1, since they may be the two spools of a regular reel. 
The main tool used in this paper is a notion of Poincare map induced by 
W”. The usual notion of Poincare map is induced by a flow on a un- 
branched manifold. Since in our case, K is branched and W” is not known 
to be orientable in advance, the notion of Poincare map used in this paper 
is a more general one. Let A and B be two subsets of K. We call a map 4 : 
A += B a Poincare! map $4 is continuous, and if for each x E A, there is an 
interval Z in some stable line such that x and 4(x) are the two end points of 
I. Thus on a non-Mobius sector or a spool, 4 is obviously defined as a 
homemorphism from either one of the two boundary circles onto the 
other. On a Mobius strip, by Lemma 8, $ is also defined as an orientation 
preserving homeomorphism of its unique boundary circle onto itself, sat- 
isfying $2 = id, regardless of the fact that W” is nonorientable on the 
Mobius strip. On a singular reel, 4 is defined from its double-sheeted side 
to its single-sheeted side, and is 2 : 1. Now we look at four special sorts of 
finite block sequences. 
We call a (finite) block sequence B, , B2, . . . , Bk a pillow if B2, . . . , 
Bk-1 are all cylinders (non-Mobius sectors or spools), and B,, Bk are 
singular reels with the double-sheeted sides next to B2 and Bk-, , respec- 
tively. Replacing the word double by the word single defines an antipil- 
low. We call a block sequence B, , . . . , Bk a cup if B2, . . . , Bk-, are all 
cylinders, Bk is a Mobius strip, and B1 is a singular reel with the double- 
sheeted side next to B2. Replacing the word double by the word single 
defines an unticup. Note that caps and anticaps have only one boundary 
circle. 
The following lemma says that any pillow is foliated by bigons. 
LEMMA 9. On any pillow, each wedge at one boundary circle is closed 
up at the other. Consequently, there is a Poincure’ map d, from either one 
of its two boundary circles homeomorphicully onto the other. 
Proof. Denote P = Uf:j Bi. P is a cylinder. Let x1 and x2 be the two 
boundary circles of P. There is a map (Y : & + & such that a(x) = y iff 
y # x and W;,(x) and Wf,,Jy) have a common point in the branch circle of 
BI . Note that (Y is an orientation preserving homeomorphism with (~2 = id. 
There is a similar map ~3 : z2 + x2. Let 4 : x1 ---* x2 be the Poincare map 
determined by W” on P. We only need to show $J(Y = p+. 
Choose orientations on 2, and x.2, respectively, so that 4 is orientation 
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preserving. Thus J, = (~~l4-i /3+ : 2, 4 Xi is also orientation preserving. 
Note that $CIX = x means that x leads a bigon from & to 22. Thus by 
Lemma 4 it is sufficient to show that $ has a fixed point. We use [x, y] to 
denote the oriented interval from x to y on & or 22. 
Take any x E xi. If /34x = 4ax, we are done. If not, we can assume 
since otherwise we can replace x by (YX. Thus /3+x is in [/34x, 4x1 since p 
is orientation preserving with p2 = id, and hence taking complements 
gives 
Thus 
by taking 4-l. And then 
[~-‘~-‘p~x,a-‘~-lp~ax] c [x, a-lx], 
or 
since ox = cy-Ix. Thus $ has a fixed point. w 
LEMMA 10. On any antipillow, there is a Poincare map 4 from either 
one of its two boundary circles homeomorphically onto the other. 
Proof. For any point x on one boundary circle of the antipillow A, 
there correspond two points y and y’ on the other boundary circle such 
that x and y, as well as x and y’, are the two end points of a stable interval 
on A. Choose either one as 4(x). Then the usual open closed argument 
gives a continuation of the choice and hence proves Lemma 10. m 
LEMMA 11. Caps do not occur. 
Proof. The proof is similar to that of Lemma 9, except that Bk is no 
longer a singular reel, but a Mobius strip. Also, the map /3 : EC, * & now 
becomes the Poincare map of the Mobius strip. Note that we still have 
p2 = id. Thus the same argument as that of Lemma 9 yields a fixed point 
of $ on x1, which represents a monogon(rather than bigon). This contra- 
dicts Lemma 1 and complete the proof of Lemma 11. n 
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LEMMA 12. On any anticap, there is a Poincare map which is an 
orientation preserving homeomorphism from its unique boundary circle 
C, making a U-turn at the Mobius strip, then back to C. 
Proof. The proof is similar to that of Lemma 10. n 
We call a finite block sequence a pipe if it does not contain Mobius 
strips. A boundary circle C of a pipe P is called the heavy side of P if the 
number of singular reels of P whose double-sheeted sides are toward C is 
greater than or equal to the number of the rest of the singular reels of P. 
The other side will be called light. If these two numbers are the same, P is 
called balanced. In this case the two boundary circles of P are both heavy 
and light. 
LEMMA 13. (1) On any pipe, there is a Poincare map, which is a local 
homeomorphism from its heavy side to its light side. 
(2) Zf P is a balanced pipe such that the two boundary circles Cl and 
C2 of P are the single-sheeted sides of two singular reels, then each wedge 
at Cl is closed up at Cz. 
Proof, This is a consequence of Lemmas 9 and 10. n 
LEMMA 14. A Mobius strip M can be joined only to the light side of a 
pipe P. And in this case there is a Poincare map, which is an orientation 
preserving homeomorphism from the unique boundary circle C of P U M, 
making a U-turn at M, then back to C. 
Proof. This is a consequence of Lemmas 9,10,11,12. n 
NOW let BiBi+ * * * Bj, i < j, be a block sequence that contains no 
Mobius strips such that Bi = Bj, and that Bi, Bi+l, * * * , Bj-1 are mutually 
distinct. If Bi+l and Bj-1 are joined to the different sides of Bi we call 
BiBi+] * * * Bj-1 a pseudotorus. If Bi+l and Bj-1 are joined to the same sides 
of Bi (they are the two spools of a regular reel), we call B$i+ 1 * * . Bj-1 a 
pear. 
LEMMA 15. Pseudotori and pears are balanced, and their Poincare 
map 4 is an orientation preserving homeomorphism of a circle, say a 
boundary circle of Bi . 
Proof. By (1) of Lemma 13,+ is defined. The pseudotorus or the pear 
must be balanced, since otherwise 4 has degree greater than one, and 
hence has some fixed points, which give either stable circles or mono- 
gons, contradicting Lemma 1. This also proves that 4 is an orientation 
preserving homeomorphism. Note that this rules out the analogue of 
Klein bottles. w 
The following lemma, which plays an important role in this paper, was 
pointed out to me by Clark Robinson. Let Si denote a circle. 
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LEMMA 16. Zf a,/3 : S’ ---, S’ are two orientation preserving homeo- 
morphisms which are conjugate to each other, then they agree at some 
point. 
Proof. Suppose not, (YX # fix for all x E S’. Then At # Bt for all 
liftings A of CY, B of p, and all t E R. Thus we can find two liftings, still 
denoted by A, B, such that 
Bt < At < Bt + 1 (1) 
for all t E 53. 
Case 1. r(a) is rational. 
Here T is the rotation number. Let x be a periodic point of CX, say CY”X = 
x. Then /3”x = x. Take t E R which covers x. Then 
Ant = t + m, 
B”t = t + k, (2) 
for some m, k E Z. Thus a standard argument shows that 
T(A) = ;, 
T(B) = ;, 
and hence 
m k -s- 
n n (mod 11, 
or 
m=k (mod n). 
But on the other hand, from (1) and by induction we get 
B”t < Ant < B”t + n. 
Thus by (2), 
or 
t+k<t+m<t+k+n 
(3) 
k<m<k+n. 
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This contradicts (3). Case 1 is proved. 
Case 2. 7(a) is irrational. 
From (l), we get 
6 = min{At - Bt 1 t E W} > 0. 
Take an a-recurrent point x; then x is also p-recurrent. Let t cover x. 
Then there are II, k such that 
+B”t-t-ki0. 
Thus a standard argument shows that 
hence 
since 7(B) is irrational. 
On the other hand, by induction we get 
Ant - B”t > 6, 
and hence 
A”t - t - k = A”t - B”t + B”t - t - k 
and 
This gives 
T(B) < T(A). 
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Replacing B, A by A, B + 1, we get 
T(A) < T(B + 1) = T(B) + 1. 
Then 
T(A) f M) (mod 1). 
This contradicts that (Y is conjugate to p. Thus Case 2 and hence Lemma 
16 is proved. n 
LEMMA 17. No block sequence can contain two Mobius strips. 
Proof. Suppose we have B$i+l * * * Bj, i < j, such that Bi and Bj are 
both Mobius strips. We can assume that Bi+l , . * * , Bj-1 are not Mobius 
strips. Let C be the boundary circle of Bi. There is a Poincare map 4 : 
C + C going into and then out of Bi. Also, by Lemma 14, there is a I,!J :
C * C going into and then out of Bi+l Bi+z * * . Bj. 6, and J, are both 
orientation preserving homeomorphisms. Thus by Lemma 16, there is a 
point x E C such that 
or 
f#-‘$J-‘r$$(x) = x. 
This gives a stable circle, contradicting Lemma 1. H 
LEMMA 18. Pseudotori exist. In fact, there is a number A > 0 such 
that each arc of length h in a stable line meets a pseudotorus. 
Proof. Let x be any point in any stable line L, and let H be one of the 
two components of L - {x}. Let Bo be a block that contains x. We write 
out along H the block sequence BoBI * . * . Let N be the total number of 
blocks of K. 
Case 1. BoBI * . . B2N+1 contains no Mobius strips. 
Since there are no Mobius strips involved, any N + 1 successive terms 
contain either a pseudotorus or a pear. Let Bi . * * Bj, 0 5 i < j I IV, and 
Bk * * . Bl, N + 1 I k < 1 % 2N + 1, be two such. We show that they 
cannot be both pears, and hence Case 1 is solved. Suppose they were both 
pears. There is a Poincare map 4 at Bi, through the pear Bi * - - Bj, going 
in and then coming out. Now we single out a finite block sequence as 
follows. 
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Writing Bi ’ * * Bk-, backwards as A1A2 * * * Ak-j-1, we get a block 
sequence 
Bj * * * Bk-,Bk * * * BAAA* * * * Ak-j-1, 
Note that Ak-j- 1 = Bj . Thus by (1) of Lemma 13, there is a Poincare map I,!J 
at Bj through this “generalized pear” (in the sense that its terms may not 
be mutually distinct), going in and then coming out. A similar argument to 
that used in the proof of Lemma 17 shows that this contradicts Lemma 1. 
Case 2. For some 0 5 i 5 2N + 1, Bi is a Mobius strip. 
By Lemma 17, there are no Mobius strips in Bi+lBi+z * * . Bi+ZN+I. Thus 
Case 1 applies. 
In any case, H must meet a pseudotorus no later than passing through 
4N + 2 terms of blocks. This proves Lemma 18. n 
Clearly, W” is orientable on each pseudotorus. Now we prove 
LEMMA 19. W” is orientable on any connected union of pseudotori. 
Proof. Let 2 be a connected union of pseudotori. First we note that if 
XI and X2 are two pseudotori that intersect each other, than X1 U X2 
contains some regular reels. Moreover, if we count each of these regular 
reels as opening or closing with respect to an orientation of WS on Xr(or X2 
as well, but not XI U X2 since W” on XI U X2 may be nonorientable), in the 
obvious sense, then the number of opening regular reels equals the num- 
ber of closing regular reels. 
From this fact it is easy to see that Z can be written as a block sequence 
BoB, * . . Bk such that Bo = Bk and that BI and Bk-, are joined to the 
different sides of Bo . This sequence could be called a generalized pseudo- 
torus in the sense that BoBI . * . Bkdl may not be mutually distinct. 
The sequence induces an orientation of W” restricted to each of its 
terms. An important fact is that, if Bi = Bj for some 0 5 i ~j s k, then the 
orientations of WS induced by the sequences on Bi and on Bj are the same, 
since otherwise the two sequences B#i+I * * . Bj and BjBj+, * * * BkBl * * * 
Bi would form two generalized pears, and the argument of Lemma 18 
shows that this contradicts Lemma 1. 
Then we simply assign to each Bi the induced orientation of W” by the 
sequence. This clearly gives an orientation of W” on Z. H 
A stable line L will be called recurrent if for each x E L and each 
neighborhood V of x, the two components of L - {x} both intersect V. 
LEMMA 20. Recurrent stable lines exist on any pseudo torus. 
Proof. Let 4 be the Poincare map on the pseudotorus. 4 is a circle 
homeomorphism without periodic points. There is a unique minimal set of 
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4, which may be either the whole circle or a Cantor set; see Nitecki 
(1971). In either case, the $-orbits in the minimal set give recurrent stable 
lines. H 
Generally, a recurrent stable line may not be in any pseudotorus. For 
instance, K may be the union of two usual tori meeting at a cylinder A 
which ends at two regular reels, and K - A consists of two cylinders Al 
and AZ which meet only at their boundary circle Cr and C2. We take the 
simpler case that W” on Al U A2 is the product of a bigon and a circle 
(generally WS on Al U A2 may be “skewed,” i.e., a wedge at C, may not 
be closed up at Cz). Then there is a well defined Poincare map 4 : C, -+ C, 
through Al U AZ, and then A, and coming back to CI . The choice of A, or 
A2 does not affect 4, but does affect the stable lines. Let x E C1 be a 
recurrent point of 4. We can single out a stable line L such that L inter- 
sects C1 at the sequence . . * &lx, x, 4’ x, @x, . 1 . , but L goes through 
A, after 4*“+‘(x), and goes through A2 after 4*“(x). Thus L is recurrent but 
not in any pseudotorus. Nevertheless, we have the following results. 
LEMMA 21. (1) Any recurrent stable line is in a connected union of 
pseudotori; 
(2) Any recurrent stable line, treated as a subset of K, is orientable. 
Proof, Let L be a recurrent stable line, and BO be any block that 
intersects L. L determines a block bisequence 
. + . B-2B-,BOB,B~ * . . , 
which contains L. Since L is recurrent, any block in this bisequence 
appears infinitely many times. Thus Mobius strips do not appear in the 
bisequence. Now B. appears at infinitely many terms. Thus there are two 
of them, say Bi and Bj, i < j, such that the bisquence induces the same 
orientation of W-$ on Bi and on Bj , and all blocks of the bisequence appear 
in the finite sequence B$i+I * * * Bj. The argument used in lemma 19 
shows that BiBi+ . * * Bj induces the same orientation of W” on each of its 
terms whenever it appears more than once. Then it is easy to see that 
BiBi+] * * * Bj is a connected union of pseudotori. This proves (1). And (2) 
is a consequence of (1) and Lemma 19. n 
We will call a stable line L orientably asymptotically recurrent if there 
is a recurrent stable line L’ such that L U L’ is orientable as a subset of K, 
and for each neighborhood V of each point y of L’, the two components of 
L - {x} both intersect V, where n is any point of L. Clearly, recurrent 
stable lines are orientably asymptotically recurrent. 
Let Y be the union of all pseudotori of K. 
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LEMMA 22. Y is exactly the union of all orientably asymptotically 
recurrent stable lines. 
Proof. Let R be the union of all orientably asymptotically recurrent 
stable lines. Let T be any pseudotorus with Poincare map +. In the proof 
of Lemma 20, the $-orbits in the minimal set give recurrent stable lines. It 
is ready to see that the other +-orbits give orientably asymptotically re- 
current stable lines. This proves that T C R, and hence Y C R. 
Now we prove the converse. Let L be an orientably asymptotically 
recurrent stable line; hence there is a recurrent stable line L’ such that L 
approaches to L’ in both directions in an orientable way. By Lemma 21, 
L’ is in a connected union Z of pseudotori. Thus the block bisequence 
S determined by L merges to Z in both directions. Since L U L’ is 
W”-orientable, it follows that S U Z is also a connected union of pseudo- 
tori. This proves that R C Y. n 
LEMMA 23. g(Y) C Y. 
Proof. Since the orientable asymptotical recurrence is a g-invariant 
property, the result follows from Lemma 22. H 
Since the following lemmas are the conclusions of Lemma 8 through 23, 
we do not omit the standing hypothesis. 
LEMMA 24. Zf W” r6 P(K), then K is a connected union ofpseudotori, 
and W” is orientable on K. 
Proof. By Lemma 19, we only need to prove K = Y. Suppose K - Y is 
not empty. Then it is a set I of stable arcs of length less than some A > 0 
by Lemma 18. The two end points of each y E I are in Y, and hence 
remain in Y under iteration of g. Thus some iterate g” will contract each y 
so close to Y that they will be mapped into Y under g”+t, where 5 is the 
number in the definition of the local collapsing property. This contradicts 
that g is onto. n 
COROLLARY. Mobius strips and pears do not occur. n 
LEMMA 25. Assume that W” m /3(K). There is an integer p 2 0 such 
that each wedge is in a bigon that can be collapsed out by gp. 
Proof. First we look at a wedge on a singular reel R. By Lemma 24, R 
is in a pseudotorus T. By Lemma 15, T is balanced. Thus there is a 
balanced pipe P in T such that the two boundary circles Ci and C2 of P are 
the single-sheeted sides of two singular reels, one of which is R. By (2) of 
Lemma 13, each wedge on R is in a bigon that ends at Ci and CZ. This 
means that each wedge on a singular reel is closed up as a bigon without 
going around a pseudotorus once. 
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Then we look at a regular reel R with two spools Si and Sz . By Lemma 
24, there are two pseudotori T1 and Tz that contain Si and S2, respec- 
tively. Let C be the boundary circle of R on its single-sheeted side. Let 4; 
: C-, C be a Poincare map on Ti, going first through Si, then the rest of T;, 
and then back to C, i = 1,2. By Lemma 4, we only need to show that one 
wedge on R is in a bigon. 
If 41 and $2 agree at some x E C, it means that wedges on R are closed 
up as bigons no later than going around a pseudotorus once. If not, by 
Lemma 16, we have 
41 6) = 45Vd2(x) 
for some x E C anyway. Roughly, this means that in any case a wedge is 
closed up as a bigon no later than after going around a pseudotorus twice. 
This proves Lemma 25, since the blocks in a pseudotorus are mutually 
distinct, and hence there are only finitely many pseudotori. n 
Now we prove the main lemma needed in the proof of Theorem A. 
Define a g-invariant equivalence relation on K by letting x - y iff x and y 
are in the same stable leaf and there is some integer m 2 0 such that 
g”(x) = g”(y). Note that this is the equivalence relation defined in the 
remark after Lemma 3, and we now prove that m can be chosen indepen- 
dent of x and y. 
LEMMA 26. Assume W” k~ /3(K). Then x - y implies g”(x) = gp(y), 
where p is the integer guaranteed by Lemma 25. 
Proof. Let x - y. Then x and y are in the same stable leaf W. There are 
two stable lines L1 and L2 in W such that x E L1 and y E L2, We may 
assume that LI and L2 have a common point p. For otherwise we can take 
a path as we did in the proof of Lemma 3. 
The intervals [p, x] in LI and [p, y] in L2 yield a wedge at p. By Lemma 
25, the wedge is in a bigon B that can be collapsed by gr. If x and y are 
both on B, then gfi (x) = g”(y) immediately. Otherwise we have the 
following three figures to consider: 
x L 1 
P’ 
B 
-ei- 
z L2 
P 
2’ 
4 
P* 
Y L3 
X Ll 
P’ 
L2 
--6 
P =B 4 
L3 
Y p* 
C&Ml case 2 csse 3 
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Note that the stable leaves in the diagrams may contain more stable 
lines, which are irrelevent to us, and are omitted. Also note that the stable 
leaves are singled out from the branched surface K, and the way they 
wrap around in K is irrelevant too, and not shown in the diagrams. 
In the first diagram, the point z is given by Lemma 3 such that z - x - y. 
Thus it reduces to solving the same problem with reduced length of stable 
intervals, by replacing [p, x] U [p, yl by [p’, xl U [p’, zl or by [p”, yl U 
[p”, z]. Hence an induction will work since, for instance, if [p’, x] is very 
short, we must have g@(x) = g@(z). 
For the other two diagrams the proof is similar. Note that in the second 
diagram z and z’ are given by Lemma 3 such that z - z’ - x - y, and in the 
third diagram z is given by Lemma 3 such that z - x - y. n 
COROLLARY. gp(W> is an (unbranched) stable line for any stable 
leaf W. 
This is just a consequence of Lemma 3 and Lemma 26. It is interesting 
to note that g”(K) remains branched for all m, but g’“(W) will be un- 
branched for m z- p. 
Now we complete the proof of Theorem A. Let K* = K / -, and let g* : 
K* + K* be the induced map. By the collapsing lemma of Section 2 and 
by Lemma 26, g is shift equivalent to g*. Hence we only need to prove 
that K* is unbranched since an unbranched compact surface, which sup- 
ports a l-foliation without closed leaves, must be the 2-torus. 
Take any x* E K*. By Lemma 26, all points in x* have the same image 
u under gp. Thus x* consists of finitely many points of K, say xl , x2, . . . , 
x, , since gp is regular. We assume that u is a branch point of K. The proof 
for the other case is immediate. 
Let U be a neighborhood of u in K. U is a union of two disks D, and D2, 
which are halfway in common. Let VI, V2, . . . , V, be small disjoint 
neighborhoods of xi, x2, + . . , x, , respectively, whatever branched or not. 
We may assume that p 2 t, where 5 is the integer in the definition of the 
local collapsing property, since whenever p satisfies Lemma 25, so does 
any larger integer. Thus g”(VJ is a disk in either DI or else D2, surround- 
ing 2.4, i = 1,2, 9 . . , n. 
To prove that x* is not a branch point of K*, and hence K* has no 
branch points, it suffices to prove that all g’(VJ are in the same disk, say 
DI . But this is indeed the case, since xl, x2, * . ., x, are in the same stable 
leaf W, and gp(W) is an (unbranched) stable line by the corollary of 
Lemma 26, hence all g”(Vi) contain a common stable interval transverse 
to the branch circle at u. This completes the proof of Theorem A. 
REFERENCES 
ANOSOV, D. V. (1983, Smooth dynamical systems, Amer. Mark Sm. Tram/. Ser. 2 l25, 
l-20. 
264 LAN WEN 
CHRISTY, C. (to appear), Branched surfaces and attractors. 1. Dynamic branched surfaces, 
Ergodic Theory and Dynamical Systems. 
HIRSCH, M., AND PUGH, C. (1970), Stable manifolds and hyperbolic sets, in “Global Analy- 
sis,” Proceedings of Symposia in Pure Mathematics, Vol. XIV, Amer. Math. Sot. 
Providence, RI. 
HIRSCH, M., PALIS, J., PUGH, C., AND SHUB, M. (1970) Neighborhoods of hyperbolic sets, 
Invent. Math. 9, 121-134. 
HIRSCH, M., PUGH, C., AND SHUB, M. (1977), “Invariant Manifolds,” Springer-Verlag, 
New York. 
MA&~ R., AND PUGH C. (1975), “Stability of Endomorphisms,” Lecture Notes in Mathe- 
matics, Vol. 468, pp. 175-184, Springer-Verlag, Berlin/New York. 
NITECKI, Z. (1971), “Differentiable Dynamics,” MIT. Press, Cambridge, MA. 
PUGH, C. (1968), A generalized Poincare index formula, Topology 7, 217-226. 
PRZYTYCKI, F. (1976), Anosov endomorphisms, Studia Math. 3, 249-285. 
ROBINSON, C., AND WILLIAMS, R. F. (1976), Classification of expanding attractors: An 
example, Topology 15, 321-323. 
SHALE, S. (1967), Differentiable dynamical systems, Bull. Amer. Math. Sot. 13, 747-817. 
SHUB, M. (1987), “Global Stability of Dynamical Systems,” Springer-Verlag, New York. 
WILLIAMS, R. F. (1967), One dimensional non-wandering sets, Topology 6, 473-487. 
WILLIAMS, R. F. (1970) Classification of one-dimensional attractors, in “Global Analysis,” 
Proceedings of Symposia in Pure Mathematics, Vol. 14, pp. 341-361, Amer. Math. 
Sot., Providence, RI. 
WILLIAMS, R. F. (1973), Expanding attractors, Inst. Hautes Etudes Sci. Publ. Math. 43, 
169-203. 
WILLIAMS, R. F. (1975), Cohomology of expanding attractors, in “Lecture Notes in Mathe- 
matics,” Vol. 468, pp. 41-42, Springer-Verlag, Berlin/New York. 
ZHANG, M. R. (preprint), Anosov endomorphisms: Shift equivalence and shift equivalence 
classes. 
