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ABSTRACT
In the early 1990s, Borcea-Voisin orbifolds were some of the earliest examples of
Calabi-Yau threefolds shown to exhibit mirror symmetry, but at the quantum level
this has been poorly understood. Here the enumerative geometry of this family
is placed in the context of a gauged linear sigma model which encompasses the
threefolds’ Gromov-Witten theory and three companion theories (FJRW theory
and two mixed theories). For certain Borcea-Voisin orbifolds of Fermat type, all
four genus zero theories are calculated explicitly. Furthermore, the I-functions of
these theories are related by analytic continuation and symplectic transformation.
In particular, it is shown that the relation between the Gromov-Witten and FJRW
theories can be viewed as an example of the Landau-Ginzburg/Calabi-Yau corre-
spondence for complete intersections of toric varieties. For certain mirror fami-
lies, the corresponding Picard-Fuchs systems are then derived and the I-functions
are shown to solve them, thus demonstrating that the mirror symmetry of Borcea-





Mirror symmetry has been a driving force in geometry and physics for more than twenty
years. The first mirror symmetric phenomenon to be discovered mathematically was purely
at the level of Hodge numbers. That is, it was noticed that many Calabi-Yau manifolds pair
up in such a way that the Hodge diamonds of one is the Hodge diamond of the other ro-
tated by a right angle. One of the earliest sets of examples of this broad phenomenon was
discovered by Borcea [6] and Voisin [27], now known as Borcea-Voisin manifolds; distin-
guishing them by their K3 surfaces, these form a class of 92 members which provides many
pairs exhibiting cohomological mirror symmetry. These are given as resolutions of certain
quotients of products of elliptic curves and certain admissible K3 surfaces ˜(E ×K)/Z2.
The deeper interest in mirror symmetry on the quantum level originates in the fact that
in many cases, the physical observables in string theories defined on mirror background
Calabi-Yau manifolds are identical. The first example of this to be demonstrated mathe-
matically was the use of mirror symmetry to predict the number of rational curves on certain
Calabi-Yau threefolds. In particular, Givental [17] and Lian, Liu and Yau [22] related the
Gromov-Witten invariants from enumerative geometry of one manifold (encapsulated in a
‘J-function’) to the periods of the Picard-Fuchs equation of its mirror (encapsulated in an
‘I-function’). The methods used in Givental’s formalism have been applied to establish this
deeper form of mirror symmetry for several pairs of families of manifolds [17], but not yet
the Borcea-Voisin manifolds whose example had in fact preceded it.
One method of attack is another physical duality altogether called the Landau-Ginzburg
(LG)/Calabi-Yau (CY) correspondence. Different aspects of this physical correspondence
have been formalised in a few ways, but the one of most importance here is that produced by
[16] between Gromov-Witten theory on the Calabi-Yau side, and Fan-Jarvis-Ruan-Witten
(FJRW) theory on the Landau-Ginzburg side, both defined for a hypersurface of weighted
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projective space. Such a relationship has been established already for a number of exam-
ples, including the quintic [9] mirror quintic [26], general Calabi-Yau hypersurfaces [8],
and in a more general form for the classic Calabi-Yau three-fold complete intersections
[11], and hypersurfaces of Fano and general type [1]. There is a corresponding mirror
symmetry for FJRW theory [21], known as Bergland-Hübsch-Krawitz (BHK) mirror sym-
metry, forming a square of dualities. It appears that FJRW theory is often somewhat easier
to compute than the Calabi-Yau theory, and that a promising method of attack to prove
Calabi-Yau mirror symmetry may be via BHK mirror symmetry and the Landau-Ginzburg
duality.
In the case of hypersurfaces of weighted projective spaces, there is a direct duality be-
tween the Calabi-Yau ‘phase’ and the Landau-Ginzburg phase. Borcea-Voisin orbifolds are
not hypersurfaces of weighted projective spaces, but can be given as complete intersections
in quotients of products of weighted projective spaces. For more general complete intersec-
tions of toric varieties, Witten proposed an important set of physical models called Gauged
Linear Sigma Models (GLSM). A general GLSM has a far more complex and interesting
phase structure, divided into several chambers, where wall-crossing can be viewed as a
generalisation of the LG/CY correspondence. This has been put on a mathematical footing
by Fan, Jarvis and Ruan [15]. In the case of Borcea-Voisin orbifolds, this produces four dif-
ferent curve-counting theories, the original Gromov-Witten and FJRW theories being two
of them. This should give an alternative approach to finding the quantum mirror structure
of Borcea-Voisin orbifolds, via BHK mirror symmetry.
Gromov-Witten theory and its companion theories all come with a state space H◦ =⊕
h φhC, where ◦ stands for the GW, FJRW or mixed theories. It is endowed with an inner
product analogous to the Poincaré pairing, and a multiplication with identity φ0. Further-
more they are each assigned a moduli space M◦ of marked curves endowed with extra
structure satisfying certain stability conditions. In Gromov-Witten theory, the curves are
endowed with stable maps to [X/G], where X = {W = 0}. In FJRW theory, they are
endowed with line bundles satisfying conditions depending on the polynomial W and the
group G. In the case of interest in this paper, X is the complete intersection defined by
polynomials W1,W2. The mixed theories come from considering the Gromov-Witten the-
ory of one of the Wi and the FJRW theory of the other, subject to compatibility conditions;
the moduli spaces classify marked curves endowed with a stable map to [{Wi = 0}/G]
and line bundles subject to conditions depending on Wj , j 6= i, and that stable map. All of
these moduli space come equipped with virtual classes.
In all these theories we integrate over the virtual class of the moduli space to define
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certain intersection numbers
〈τa1(φh1), . . . , τan(φhn)〉◦0,n[,β],
for τai(φhi) = ψ
ai
i φhi , where the ψ-classes are defined in the usual way as the first Chern
classes of the Hodge bundle over the moduli space, itself defined fibre-wise as the space of
holomorphic differentials over the base curve. The data for Gromov-Witten theory and the
mixed theories include stable maps from the source curve, and it is helpful for our purposes
to specify the homology class β of the image of this stable map; this is not included for the
purely FJRW invariants.
We may encapsulate the enumerative information of each theory by defining corre-



















〈τ0(φh1), . . . τ0(φhn), τk(φε)〉◦0,n+1[,β].
More precisely, we shall consider the ambient or narrow J-functions, which restrict to the
ambient or narrow classes, classes induced from the ambient product of weighted projective
spaces, and which have far more manageable enumerative geometry.
The original quantum mirror theorems relate the J-function of an orbifold, from the
curve-counting A-side, to its I-function, a fundamental solution of the orbifold’s corre-
sponding Picard-Fuchs equations, by means of a mirror map τ(t). For I(t, z) = f(t)z +





where τ(t) = g(t)
f(t)
. The mirror orbifold then swaps the roles of the I- and J-functions.
In this paper, we will find the J-functions of each theory, but it will be simpler to demon-
strate the correspondence in terms of I-functions. We later justify our nomenclature by
finding the Picard-Fuchs equations of certain mirror partners and showing that they are
solved by the GW I-function.
For certain coefficients Kb, Lb and functions Fb, Gb, we find the (narrow, genus zero)
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i=0 witi)+c(t1+t4+2t8)Fb(a, c,k)Gb(b, c,k)1b.
For example, for E = {X2 + Y 4 + Z4 = 0} in P(2, 1, 1), K = {x2 + y6 + z6 + w6 =
0} ⊆ P(3, 1, 1, 1), and σ : (X, x) 7→ (−X,−x), we find:
I
[E×K/〈σ〉]













Γ(2DE/z + 1)Γ(DE/z + 1)
2Γ(3DK/z + 1)Γ(DK/z + 1)
3
Γ(2DE/z + 2a+ c+ 1)Γ(DE/z + a+ 1)2Γ(3DK/z + 3b+ c+ 1)Γ(DK/z + b+ 1)3
×
Γ(4DE/z + 4a+ 2c+ 1)Γ(6DK/z + 6b+ 2c+ 1)

























Γ(2DE/z + 2a+ c+ 1)Γ(DE/z + a+ 1)2Γ(3DK/z + 3b+ c+ 1)Γ(DK/z + b+ 1)3
)×
Γ(4DE/z + 4a+ 2c+ 1)Γ(6DK/z + 6b+ 2c+ 1)




For our cases of interest we find the I-function for the first mixed theory to be




























































For our cases of interest we find the I-function for the second mixed theory to be


















































The FJRW I-function for W = X2 + Y 4 + Z4 + x2 + y6 + z6 + w6 = 0 we find to be











































































































1.2 Structure of this Paper and Statement of Main Results
Borcea-Voisin orbifolds are some of the first examples of non-trivial Calabi-Yau threefolds,
each given as ˜E ×K/Z2, for E an elliptic curve, K a K3 surface, and Z2 generated by the
product of anti-symplectic involutions on both factors. We consider special cases where
both factors can be given as algebraic hypersurfaces in weighted projective space, and the
involution acts by negating the first coordinate of each.
In this paper we first give an overview of Gromov-Witten theory, FJRW theory and
the hybrid theories as defined in [15]. Each of these is encapsulated in a state space (which
provides cohomological information) and an I-function (which provides enumerative infor-
mation) defined from a certain moduli space. On the quotient of a variety cut out by poly-
nomials W1, . . . ,Wn by a group G, Gromov-Witten theory gives invariants which count
curves going through subvarieties in given homology classes, with certain corrections to
allow integration over the moduli space to be well-defined. FJRW theory gives invariants
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counting curves endowed with line bundles of given multiplicities at certain marked points,
subject to conditions depending on the Wi and G. In our case, we have two polynomials
W1,W2, and this allows us to define two intermediate theories, similar to the Gromov-
Witten theory for one and the FJRW theory for the other. In this paper, we find the state
spaces and I-functions for all of these theories in certain cases. We restrict to genus-zero
curves, and ambient and narrow theories, considering only those classes induced from the
cohomology of the ambient space.
We then prove the following:
Theorem 1.2.1. (1) For Borcea-Voisin orbifolds of Fermat type with quartic elliptic curve,
the state spaces of all four theories are isomorphic as graded inner product spaces.
(2) For Borcea-Voisin orbifolds of Fermat type, the narrow/ambient state spaces of all four
theories are isomorphic as graded inner product spaces.
(3) For Borcea-Voisin orbifolds of Fermat type, a mirror theorem holds in the sense that
the narrow I-functions found in this paper, if written in the form I◦(t, z) = f(t)z +








(4) For Borcea-Voisin orbifolds of Fermat type with quartic elliptic curve, the mixed the-
ory I-functions IFJRW,GW(t, z) are related to IGW(t, z) by analytic continuation and
symplectic transformation.
(5) For Borcea-Voisin orbifolds of Fermat type with K3 surface {x2 + y6 + z6 + w6 =
0}, the mixed theory I-functions IGW,FJRW(t, z) are related to IGW(t, z) by analytic
continuation and symplectic transformation.
(6) For E = {X2 + Y 4 + Z4 = 0} in P(2, 1, 1), K = {x2 + y6 + z6 + w6 = 0} ⊆
P(3, 1, 1, 1), and σ : (X, x) 7→ (−X,−x), IFJRW(t, z) is related to IGW(t, z) by
analytic continuation and symplectic transformation.
After this, we prove certain cases of the mirror theorem:
Theorem 1.2.2. (A quantum mirror theorem for Borcea-Voisin threefolds). Let Y be a
Borcea-Voisin threefold (E ×K)/〈σ〉 with a well-defined twisted hypersurface birational
model (as defined below) and a topological mirror Borcea-Voisin threefold Y̌ . Then Y̌ may
be given as the fibre over 0 of a 3-parameter family Y̌ψ,ϕ,χ.
6
Let JY(z, t) be the ambient, genus-0 Gromov-Witten J-functions for the sectors gen-
erated by E,K and 1σ. Then there is a corresponding I-function IY̌(t, z) that satisfies
certain equations system of Picard-Fuchs equations generated by the 3-parameter family.
In particular:
1. For Y = X(19, 1, 1), Y̌ = X(1, 1, 1) in Borcea’s list, IY̌(ψ, ϕ, χ) compiles the solu-
tions for the full Picard-Fuchs system.
2. In all other cases, IY̌ solves at least one Picard-Fuchs equation, as well as 2 other
equations generalised from equations from X(19, 1, 1).
3. For Y = X(6, 4, 0), Y̌ = X(14, 4, 1), the I-function ‘slices’
IX(6,4,0)(ψ, 0, 0), IX(6,4,0)(0, ϕ, 0), IX(6,4,0)(0, 0, χ)
satisfy the one-parameter Picard Fuchs equations for the three 1-parameter fami-
lies containing the twisted birational model of X(14, 4, 0) parametrised by ψ, ϕ, χ
respectively.





where IY̌ = F (t)z + G(t) + O(z
−1) and τ(t) = G(t)/F (t) is the classical topological
mirror map.
Finally, without restricting to the above three sectors, in most cases IY̌ satisfies a certain





Any elliptic curve E is endowed with an involution σE whose induced map on H2(E) is
−id, most simply given as that induced by the map z 7→ −z in C, if E is considered as the
quotient of C by a lattice.
Similarly, several K3 surfaces K are also endowed with involutions σK such that the
induced map on H2(K) is also −id. These ‘anti-symplectic involutions’ were explored
and mostly classified by Nikulin in [25]. The fixpoint sets of such involutions are unions of
curves, which are either empty, have at least one of genus more than one, or are the union
of exactly two curves of genus one. [27]
E ×K is Calabi-Yau, as the product of two Calabi-Yau manifolds. It has an involution
σ := σE × σK , whose induced map on cohomology is now the identity. The quotient
[E × K/〈σ〉], in general, has singularities (unless the fixpoint set of σK was empty, in
which case we have the Enriques surface). We may resolve these canonically, and the
corresponding manifold Ẽ ×K/Z2, known as a Borcea-Voisin manifold, is also Calabi-
Yau. To avoid considering the resolution of singularities separately, we treat the quotient
itself as a Borcea-Voisin orbifold Y = [E×K/Z2], the main objects of study of this paper.
Suppose E = Ef := {X2 + f(Y, Z) = 0} ⊂ P(v0, v1, v2) and K = Kg := {x2 +
g(y, z, w)} ⊂ P(w0, w1, w2, w3), and gcd(v0, w0) = 1. As in [2] define the twist map









v0Z, y, z, w).
The image of E ×K under this map is the hypersurface
Y = {f(Y, Z)− f(y, z, w) = 0} ⊂ P(w0v1, w0v2, v0w1, v0w2, v0w3).
T |E×K is generically a double cover; the quotient map induces a birational equivalence
8





Y = (E ×K)/Z2 T // Y
2.2 The Chen-Ruan cohomology of Borcea-Voisin Orbifolds
H∗CR(Y) decomposes into two parts: first, there is a part coming from σ-invariant classes
in H∗(E×K), which in turn decomposes into (H+(E)⊗H+(K))⊕ (H−(E)⊗H−(K)),
where H± denotes the eigenspace of σE or σK respectively with eigenvalue ±1. Let the
fixed point set of σK be Σ =
∐N
i=1 Ci, where Ci is connected and has genus gi. Let
N ′ =
∑


























0 a+ 1 0
1 b+ 1 b+ 1 1
0 a+ 1 0
0 0
1
Second, there is a part coming from the twisted orbifold sectors, or classically from
the fixed point locus of the involution. In the Chen-Ruan formalism, this is given by the
cohomology of the fixed point sets of the conjugacy classes of the group with the index
9
‘twisted’ by a number called the age. In our case, we have only one non-trivial conjugacy
class {σ}, and Fix(σ) = 4
∐N
i=1Ci. The normal bundle of Σ has rank 2, on which the
involution acts with eigenvalue e
1
2
(2πi). We therefore include the cohomology of Σ:
4N
4N ′ 4N ′
4N










where h1,1 = 11 + 5N − N ′, h2,1 = 11 + 5N ′ − N . It turns out that for every Nikulin
involution of a K3 surface whose fixpoint set has N components whose genera sum to N ′,
there is another with N ′ components whose genera sum to N , [27] These therefore corre-
spond to mirror Borcea-Voisin orbifolds in the Hodge diamond sense, with N = 0, N ′ = 0
and N = 2, N ′ = 2 corresponding to self-mirror orbifolds.
IfE andK can be given by equations inside weighted projective spaces P(wE),P(wK),
we define the ambient space to be X = [(P(wE)×P(wK)/σ̃], where σ̃ lifts σ. We define
the ambient cohomology Hamb(Y) = i∗(H∗CR(X )) ⊆ H∗CR(Y), induced by the inclusion










for hamb1,1 ≤ h1,1.
If a Borcea-Voisin threefold (Ef ×Kg)/Z2 has a Borcea-Voisin mirror, then that mirror
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Table 2.1: Polynomials for example mirror pairs
g(y, z, w) Kg ǧ(y, z, w) Kǧ
y6 + z6 + w6 P(3, 1, 1, 1)[6] y5 + yz5 + zw6 P(25, 10, 8, 7)[50]
y5 + z5 + w10 P(5, 2, 2, 1)[10] w8 + wz4 + zy5 P(16, 5, 7, 4)[32]
Table 2.2: Example mirror pairs
X(1, 1, 1) X(19, 1, 1)
X(6, 4, 0) X(14, 4, 0)
may be given by [(Ef ×Kǧ)/Z2] in the same way. Ef is self-mirror, and Kǧ is the mirror
K3 surface of Kg. A list of Borcea-Voisin mirror pairs may be found expressed concisely
in [3]. We list certain examples in Table 2.1 that will be important later.
Borcea [6] classified the Borcea-Voisin threefolds by invariants (r, a, δ), where r is the
rank of the Picard lattice of the fixpoint set, a is its dual 2-torsion, and δ is either 0 or 1
depending on an extra condition. For our purposes r = 10−N ′+N , a = 12−N ′−N . For
easy reference, in Borcea’s notation, the examples correspond respectively to the Borcea-
Voisin orbifolds in Table 2.2. For the first mirror pair, a twist map is defined when E is
modelled by {X2 +Y 4 +Z4 = 0}, and for the second when E is modelled by {X2 +Y 3 +
Z6 = 0}.
2.3 Gromov-Witten theory
A marked (possibly orbifold) curve (C, p1, p2, . . . , pn) is stable if C is connected, compact,
at worst nodal, has no marked point as a node, and has finitely many automorphisms which
fix the special points (marked points and nodes). This last condition is equivalent to every
genus 0 irreducible component containing at least three special points and every genus 1
component having at least one special point.
Given an orbifold Y , we call a map f : (C, p1, p2, . . . , pn)→ Y stable if and only if ev-
ery component of every fibre is stable; thus, the map can only be constant on an irreducible
component of C if that component is stable.
There is a well-defined projective moduli stack Mg,n(Y , β) of stable maps to Y , where
the source curves are of genus g with n marked points, and the image of the maps lie in the
class β ∈ H2(Y). [4] There are subtleties about integrating over this moduli space. Instead
of the fundamental class we generally integrate over a specified virtual fundamental class
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[Mg,n(Y , β)]vir whose definition may be found in [5].
An orbifold comes with an inertial manifold IY =
∐
(g) Fix(g) which serves to decom-
pose the orbifold into parts corresponding to different group conjugacy classes at the orb-
ifold points. This moduli space is endowed with evaluation maps evi : Mg,n(Y , β)→ IY ,
given in the manifold case by evi : f 7→ f(pi). In the orbifold case, the inertia orbifold
allows us to keep track of which twisted sector the evaluation map sends a marked point to.
There is a natural line bundle Li → Mg,n(Y , β) whose fibre at each map f in the moduli
space is the cotangent line at f(pi). (At orbifold points this differs from the corresponding
tangent space for the underlying space by a factor of the multiplicity of the point.) We
define ψi = c1(Li). Then the descendant Gromov-Witten invariants are given by







All these invariants may be packaged into
〈t, . . . , t〉βg,n =
∑
k1,...,kn≥0













〈t, t, . . . t〉βg,n,
which takes values over the Novikov ring C[[H2(Y)]] (or, in our case, the subring involving
only effective classes C[[H2(Y) ∩NE(Y)]]).








This subsection closely follows [16]. A Landau-Ginzburg model is given by quasi-homogeneous
polynomial function W : C[x1, x2, . . . xN ] → C with weights w̄1, w̄2, . . . , w̄N and degree
d, and a group G which leaves W invariant. We denote by qi, 1 ≤ i ≤ n the charges w̄id .
The hypersurface XW is Calabi-Yau if and only if
∑
i qi = 1. We shall work exclusively in
the Fermat case, in which W =
∑N
i=1 x





The maximal group Gmax of all diagonal symmetries leaving W invariant is given by
{(e
2πir1
a1 , . . . , e
2πirN
aN )|1 ≤ riai}.
There is a special group element J := (e
2πi
a1 , . . . , e
2πi
aN ).
Then (W, 〈J〉) corresponds to the hypersurface XW = {W = 0} ⊆ (CN\{0})/〈J〉 =
P(w1, . . . , wN).
More generally, a well-defined FJRW theory may be given by any group such G such
that 〈J〉 ⊆ G ⊆ Gmax (by a result of Krawitz, [21], these correspond to the admissible
groups of [16]), and this morally corresponds to the orbifold [XW/(G/〈J〉)]).
It is easy to check that if W1,W2 share no variables in common, then XW1 × XW2
corresponds to (W1 + W2, 〈J1, J2〉). In our case, we will consider a Landau-Ginzburg
theory of the form (W1 +W2, 〈J1, J2, σ〉).
For h ∈ G, let Nh be the dimension of the fixpoint subspace Fix(h) ⊆ CN , let Wh =
W |Fix(h), and let W+∞h = (ReWh)−1(]ρ,+∞[) for ρ >> 0.






Hh = HNh(Fix(h),W∞h ;C)G.
The sectors corresponding to h for which Fix(h) = {0} are termed narrow sectors, and
we denote their union Hnar. These will be seen to correspond to the ambient classes in
Gromov-Witten theory. All other sectors are termed broad.
Analogously to Chen-Ruan cohomology, we define the age of the action of g with
eigenvalues e2πiΘk(h) to be
∑
k Θk(h), and the Hodge bidegree of Hg is then shifted by
(age(g)− 1, age(g)− 1), giving total degree degW (α) = Nh + 2(age(g)− 1).
An alternative construction can be given by the theory of the Milnor ring
QW := C[x1, x2, . . . , xN ]/JW




















where it is a straightforward exercise to show that the highest degree attained is that of
Hess(W ), equal to
∑N
i=1(1− 2qj), which we label the central charge, denoted by ĉ.
Then we can alternatively define the FJRW state space sector-wise by
Hg = ΩNg(Fix(g))/(d,W |Fix(g) ∧ ΩNg−1) ∼= QW |Fix(g) · dx1 ∧ . . . ∧ dxN .
Let φg be the fundamental class inHg, and write φg = φg−1 .




Hess(W ) + lower terms.
FJRW theory associates a moduli stack W(W,G)g,n of curves endowed with line bundles
and some further structure to each Landau-Ginzburg model (W,G). It was originally de-





where W is a quasi-homogeneous polynomial and and ui is a section of a line bundle over
some complex curve C. A full treatment can be found in [16].
Instead of considering maps from the curves to an ambient space, we consider specified
sets of line bundles which each loosely correspond to coordinates.
A d-stable W -spin orbicurve is a marked orbicurve (C, p1, . . . , pn) with at worst nodal





j of W we have
N⊗
j=1





φi : L⊗di → ωlog.
There is a proper Deligne-Mumford stack Wg,n of n-marked W -spin curves of genus
g. [16]
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We represent h ∈ Gmax by (e2πiΘ1(h), . . . , e2πiΘN (h)). Then the moduli space decom-
poses into
∐
h∈GnWg,n(h), where Θk(hi) = multpi(L)/d. For a curve in Wg,n(h), the
corresponding line bundle over the coarse space |Lk| has degree




which must be an integer - this must be true for all k forWg,n(h) to be non-empty.
For admissible [16, 21] G ⊆ Gmax, there is some quasi-homogeneous polynomial Z
such that Gmax(W + Z) = G. Then Wg,n,G ⊆ Wg,n is the (proper [16]) substack of
(W + Z)-orbicurves.
There is a virtual cycle [Wg,n,G]vir of degree 2(ĉ − 3)(1 − g) + n −
∑n
i=1 nι(hi), and
there are ψ-classes defined similarly to the Gromov-Witten case. [16]
The FJRW invariants are given by















We also have a product structure ∪ given by
η(α ∪ β, γ) = 〈α, β, γ〉.
For several reasons it is less complicated to consider only the FJRW theory of the nar-
row sectors, and this paper will only compute the FJRW invariants involving φh ∈ Hnar.
However, it will also help to be able to use the whole group G. We define the extended
narrow state space




where N is the set of h ∈ G giving narrow sectors.
Finally, we define our twisted invariants, corresponding to an integral not over the whole
ambient space, but rather the sub-variety of interest. This is also given in [16], based on the
formalism given for Gromov-Witten invariants in [17].
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2.5 The Fan-Jarvis-Ruan GLSM
This subsection is a very quick overview of the required vocabulary of the theory of the
Gauged Linear Sigma Model defined in [15]. Let G be a reductive group in GL(V ), for
V some vector space. Let θ ∈ Ĝ be some character of G, and let Lθ be the induced line
bundle over V , given by V × C with G acting by g : (v, z̃) 7→ (g · v, θ(g)z̃). A point v
of V is semistable under the action of G and a choice of θ if there is some positive integer
m and some G-invariant section f ∈ H0(V, L⊗m;C)G for which f(v) 6= 0. We let V ss(θ)
be the set of (G, θ)-semistable points. A semistable point is stable if it has finite stabiliser
and closed G-orbit, and we label the set of stable points V s(θ). In general, this removes
a zero-standard-measure set of ‘bad points’ which cause the quotient [V/G] to be non-
separated. In our cases of interest, V s(θ) = V ss(θ). We define the GIT quotient [V//θG]
to be [V ss(θ)/G]. This plays the role of the ‘ambient space’ of the theory.
This theory does not solely consider the action ofG, but rather the action of an extension
of G which generalises the weights. Let C∗R be C∗ acting on V by
λ : (v1, . . . , vn) 7→ (λc1v1, . . . , λcnvn).
The ci are not necessarily positive. If the action of C∗R commutes with the action of G and
G ∩ C∗R = 〈J〉, where J = (e2πic1/d, . . . , e2πicn/d). Let Γ = 〈G,C∗R〉 ≤ GL(V ). Let ϑ be a
lift of θ from G to Γ. It is clear that V ss(ϑ) ⊂ V ss(θ). If equality holds, we call such a lift
ϑ good. In our case, we shall only be considering the trivial lift.
For the last piece of input data, fix a non-degenerate G-invariant polynomial W defined
on V of degree d and charges qi = ci/d. This shall be the superpotential of the theory. The
image of the critical set CR of W in the GIT-quotient, [CR//θG], is of special interest. If
W is non-degenerate, then CR is compact.
The theory is endowed with a state space directly generalising that of FJRW theory.





∞;C), where W∞ =
(ReW )−1(]0, ρ[) for ρ >> 0, and q =
∑
i qi. This plays the role of the ambient state space.
If an element g ∈ G has compact inertia stack component (that is, fixpoint set) then it




CR. If an element of HGLSM is Poincaré-dual to a substack
of CR, then it is critical. Let HGLSM, comp be the span of the narrow and critical elements.
This will encompass the narrow and ambient sectors in FJRW and GW theory, respectively.
The moduli space of the theory classifies stable Landau-Ginzburg quasimaps. These
are given by tuples
(C, y1, . . . , yn,P , σ, κ),
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such that (C, y1, y2, . . . , yn) is an n-pointed orbicurve, P : C → BΓ is a representable
principal Γ-bundle, σ : C → E = P ×Γ V is a global section, and κ : ζ∗P → ω◦log,C
is an isomorphism of principal C∗-bundles, where in turn ζ : Γ → C∗R is the group ho-
momorphism sending G to 1 and (λc1 , . . . , λcn) to λd, and ω◦log,C is the induced principal
C∗-bundle associated to ωlog,C. They moreover satisfy certain technical stability conditions
detailed in [15] which depend on the lift ϑ and a rational number ε, which restricts the
behaviour of σ on certain points of C. In our case, we shall also require that σ induces a
map [σ] : P → V with image in CR(W ). They define the notion of the degree of a quasi-
map, which coincides with the degree of the image in the Gromov-Witten case. We let
LGQε,ϑg,n([CRss/G], β) be the moduli space of such stable n-pointed genus-g LG quasimaps
for given ϑ, ε and degree β.
By the main theorems of [15], this moduli space is a Deligne-Mumford stack.
We define the corresponding inertia stack to be
I[CR//θG] = [{(v, g) ∈ V ss(θ)×G | gv = v}/G]
where G acts on the second factor. This moduli space has a well-defined virtual class,
ψ-classes, and evaluation maps evi : LGQε,ϑg,n([CRss/G]) → I[CR//θG] which allow us to
define invariants








In our case of interest, the possible weights for the character θ will divide the GLSM
into four chambers, one of which will correspond to Gromov-Witten theory, one to FJRW
theory, and the other two to certain ‘mixed’ theories.
2.6 Givental’s Formalism for Mirror Symmetry
The definitions of Gromov-Witten theory, FJRW theory and the mixed theories have al-
ready been analogous in several ways. For this section, the treatment is identical and
follows for all generalised Gromov-Witten theories (see [12]). Let ◦ stand for any GW,
FJRW or mixed theory under discussion. So far, each have a state space endowed with











Define the symplectic vector space V◦ to be H◦((z−1)) endowed with the symplectic
form
Ω◦(f, g) = Resz=0〈f(−z), g(z)〉◦,
defined via the induced inner product. We choose a polarisation V◦+ = H◦[z],V◦− =












The dilaton shift is a slight adjustment fitting the t-coordinates to our framework:
q01 = t
0
1 − 1, qik = tik.
We define the Givental Lagrangian cone
L◦ = {p = dqF◦0},
which is Lagrangian with respect to Ω◦ and by some basic generalised Gromov-Witten














〈ψa1φi1 , . . . , ψ1nφin , ψaφi〉◦0,n+1φi.
By some further Gromov-Witten theory [12] it can be shown that
L ∩ TfL = zTfL,
where L is ruled by the zTfL over all f , and there is a filtration
TfL ⊃ zTfL ⊃ z2TfL ⊃ . . .
The image of a function f(t) (with t ∈ H◦) corresponds to a ‘slice’ of L. In this way
L◦ ∩ (−φ0z ⊕H◦ ⊕ V◦−) corresponds to the J-function:







〈t, . . . , t, φiψa〉◦0,n+1φi.
Givental’s version of mirror symmetry relates the J-function to the I-function I(t, z),
which in the Calabi-Yau sense provides solutions to the Picard-Fuchs equations of the
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Calabi-Yau family. ‘Quantum’ mirror symmetry in the sense of Givental conjectures that
there is a mirror map τ : H → H∨ so that
J◦(τ(t),−z) = I◦(t,−z),
where on the Calabi-Yau side, H∨ is the state space of the mirror orbifold. That is, there
is an invertible mirror map between the cohomologies of two mirror manifolds that not
only rotates the Hodge diamond by 90◦ but also swaps their I- and J-functions. Based on
the types of string theory to which they are associated, it is common to refer to the Kähler
geometry relating to the J-function and the (1, 1)-sector of the Hodge diamond relating
to it as the ‘A-side’, and the complex geometry relating to the I-function, Picard-Fuchs
equations and the (2, 1)-sector as the ‘B side’. Thus a mirror pair have their A- and B-sides
swapped.
In order to calculate these J-functions (on either side), however, we define an equivariant
theory first and take the non-equivariant limit. C∗ acts on each Lk by multiplication on
each fibre, and on each moduli space by performing this action pointwise. The equivariant
theories are defined over the ground ring R = H∗C∗(pt,C)[[s0, s1, . . .]], and the invariants





If sd = 0 for all d, this class is zero and we still have the untwisted theory. For
sd =
{
−lnλ, d = 0
(d−1)!
λd
, d > 0
we will recover the dual of the equivariant Euler class of the virtual bundle in the non-
equivariant limit.






















Taking λ → 0 gives the desired result for L; as we are working over C, extending by the
splitting principle will give us the same result for all vector bundles.
We use the twisted invariants to define twisted generating functions F tw, twisted po-
tentialDtw, a twisted Lagrangian cone Ltw and a twisted J-function J tw. When appropriate
we will denote their untwisted analogues Fun,Dun,Lun, J tw.
2.7 The Landau-Ginzburg/Calabi-Yau Correspondence and
Mirror Symmetry
Beyond analogous definitions, mirror symmetry is a non-trivial duality relating the I-function
and J-function. The LG/CY correspondence furthermore relates the state spaces and I-
functions and J-functions of GW theory and FJRW theory:
Calabi-Yau side
HGW (Y), JGW(Y) oo //OO

HGW (Y̌), IGW(Y) ∼= JGW(Y̌)OO

HFJRW (W,G), JGW(X ) oo //HFJRW ( ˇ(W,G)), IFJRW(W,G) ∼= JFJRW(W̌ , Ǧ)
Landau-Ginzburg side
We shall restrict to the narrow FJRW sectors of (W,G), which correspond to the co-
homology sectors induced by the ambient space of Y on the GW side, and then relate
IambGW (t,−z) and InarFJRW(t,−z), which can both be found by twisting the actual I-functions
of the ambient space or its LG dual. On the Gromov-Witten B-side we take the I-function
to provide solutions to the Picard-Fuchs equations of a family parametrised by ψ around
the point ψ = 0. Then the Landau-Ginzburg I-function is taken at ψ = ∞. The actual
LG/CY correspondence is thus given as the composition of an analytic continuation from
ψ = 0 to∞ and a symplectic transformation between VGW and VFJRW.
As a final note, the bottom arrow represents a neat formulation of mirror symmetry on
the LG side due to Krawitz [21] known as Bergland-Huebsch-Krawitz mirror symmetry.
Where aspects of mirror symmetry are themselves difficult to prove on the Calabi-Yau
side, it may be easier to rephrase them in terms of FJRW theory.
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2.8 Picard Fuchs Equations and Gauss-Manin Connec-
tions
We follow the introduction given by Morrison [24]. Given a family of Calabi-Yau n-folds
Mψ, a smoothly varying family of holomorphic n-forms ωψ, and holomorphically varying
classes γi(ψ) which generate the middle homology ofMψ, the period integrals of the family
are defined to be
∫
γi(ψ)
ωψ. Where γi(ψ) varies along a non-contractible path in the base
of the family, monodromy considerations must be taken into account, so that the period
integrals demonstrate non-trivial behaviour.








Consider the span of the first k ψ-derivatives of v(z). For generic ψ, the dimension is
constant, and bounded by r+1. Therefore, for some k, the first k ψ-derivatives are linearly































The full space of complex structures of a given Calabi-Yau threefold Y is given by
H2,1(Y). Thus the full Picard Fuchs equations are derived from varying Hodge structures
within a family of dimension at most h2,1. In the case of the quintic threefold and elliptic
curves, h2,1 = 1, so we derive one equation in one parameter ψ.
In the more general case, including complete intersections and all Borcea-Voisin man-
ifolds, the full story requires a multi-parameter model: in fact the simplest Borcea-Voisin
case is a three-parameter model. Consider a Calabi-Yau threefold M given as the quotient
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of some hypersurface {Q = 0}/G in some weighted projective space P4(q).
The local ring Rloc of such Calabi-Yau quotients may be generated by the degree-d
G-invariant monomials of the weighted projective space, identified with a subspace of the
cohomology ring (in fact, that part induced from the ambient weighted projective space).
That is, it has a degree-symmetric graded basis
{m0 = 1;m1,m2, . . . ,mh2,1 ;mh2,1+1, . . . ,m2h2,1 ;m2h2,1+1}.
It is therefore given as a quotient C[x, y, z, w, v]G/I, where I is generated as an ideal by
relations among the mi.





The Picard-Fuchs equations are then given by the generating relations of I, replacing mi
by ∂
∂ψi
, and depending on convention changing variables to some appropriate power of
ψ. Furthermore, often only a cursory examination of the structure of Rloc is required to
determine the number and order of the Picard-Fuchs equations. For example, for a Calabi-
Yau threefold in a one-parameter family, its local ring has a basis {1,m,m2,m3}, so that
there is one relation expressing m4 as a linear combination of the rest, given a fourth-
order equation. For a three-parameter model, there are six possible degree 2d products of
m1,m2,m3, but the degree-2 part of the local ring must have degree 3; therefore there must
be three relations of degree 3, giving 3 Picard-Fuchs equations of order 2, as well as other
more complicated equations of higher order.
Another understanding was originally provided by Manin [23]. Given a one-parameter
family π : V → B, the vector bundle Rnπ∗C ⊗ OB over B comes with a natural Gauss-
Manin connection, ∇GM(ψ), for ψ ∈ B. Let ωψ be a holomorphic form of appropriate









f) = 0, satisfied by the period
integrals. Then the Picard-Fuchs equations can be seen in fact to be equivalent to the Gauss-
Manin connection, in that they define the flat sections. An analogous situation holds for
multi-parameter families.
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In general, the solutions to the Picard-Fuchs equations (that is, the periods) may be
compiled into an optimal solution, a multivariate function of all parameters, known as the
I − function of that family. This is the object of interest in quantum mirror symmetry.
For one-parameter families, the Dwork-Griffiths method provides a method to compute
the Picard-Fuchs equation. Suppose we have a family of polynomials Qψ(x0, x1, . . . , xn)
of degree d and weights w0, . . . , wn. Maximal-degree differentials on P(w0, . . . , wn) are












. This sets up a correspondence between Hn(P(w0, . . . , wn)) and the forms PΩQr mod-
ulo JQψ .
The key to the algorithm is Griffiths’ reduction of pole order formula modulo JQψ .
Choose arbitrary polynomials Pi of degree wi + rd−
∑n






































That is, whenever the numerator of a rational n-form is in JQψ , it is possible to reduce
the pole order explicitly. Starting with such an n-form and taking its derivatives, we may
perform this reduction as many times as needed to determine linear relation among them.




3.1 The State Space
There are two elliptic curves of Fermat type X2 +P (Y, Z) with anti-symplectic involution
given by X 7→ −X, tabulated below.
We will assume that E = {X2 +Y 4 +Z4 = 0} throughout. The second curve produces
complications, to be discussed later.
For the sake of simplifaction, from here on E will be the quartic curve {X2 + Y 4 +
Z4 = 0} in P(2, 1, 1),with the corresponding involution σE : X 7→ −X unless otherwise
specified. The choice of elliptic curve does not change the full state space, and we shall
see that the changes to the narrow part of the state space are minor. Explicit equations
and Nikulin involutions for K3 surfaces in weighted projective space given by polynomials





). Those of Fermat type are listed in Table 3.2.
Note that in all of the above cases, only the first has all wi pairwise relatively prime,
and in all other cases any common factor for any two wi, wj divides only those two, and all
such common factors are prime. Define d = lcm(w0, w1, w2, w3).
We consider the K3 surface {x2 + y6 + z2 + w2 = 0} ⊆ P(3, 1, 1, 1), with involution
σK : x 7→ −x. (We use upper case for the coordinates corresponding to the elliptic curve,
and lower case for those corresponding to the K3 surface).
Table 3.1: Elliptic curves with anti-symplectic involution X 7→ −X
P (X, Y, Z) Ambient space P(v0, v1, v2)
Y 4 + Z4 P(2, 1, 1)
Y 3 + Z6 P(3, 2, 1)
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Table 3.2: Fermat polynomials for K3 surfaces
P (x, y, z) Ambient space P(w0, w1, w2, w3) N N ′
y6 + z6 + w6 P(3, 1, 1, 1) 1 10
y5 + z5 + w10 P(5, 2, 2, 1) 2 6
y3 + z10 + w15 P(15, 10, 3, 2) 4 4
y3 + z7 + w42 P(21, 14, 6, 1) 6 6
y3 + z9 + w18 P(9, 6, 2, 1) 3 7
y4 + z8 + w8 P(4, 2, 1, 1) 1 9
y4 + z5 + w20 P(10, 5, 4, 1) 2 6
y4 + z6 + w12 P(6, 3, 2, 1) 1 7
y3 + z12 + w12 P(6, 4, 1, 1) 2 10
y3 + z8 + w24 P(12, 8, 3, 1) 3 7
We shall also denote the ambient space [(P2,1,1 × Pw0,w1,w2,w3)/Z2] by X .









We will be specifically considering the ambient classes, that is those induced from classes
from Y .
We write the ambient space X = (P2,1,1 × P3,1,1,1)/Z2 as ((C3\{0}) × (C4\{0}) ×
C∗)/(C∗)3 where (C∗)3 acts by









Thus if α is chosen to be 1, then λ3 = ±1, and the action is that of σ.
We consider which (λ1, λ2, λ3) have fixpoints - each of these group elements corre-
sponds to a non-empty component of the inertia stack. For example, for P(3, 1, 1, 1), we
consider whether or not Y, Z = 0, or y = z = w = 0, and find 18 elements:
(±1, 3
√
1, 1), (±i, 3
√




However, those which require Y = Z = 0 or y = z = w = 0 do not intersect
E ⊆ P2,1,1 or K ⊆ Pw0,w1,w2,w3 , as this would require X = 0 or x = 0. Only two group
elements remain: (1, 1, 1), corresponding to the identity, and (1, 1,−1), corresponding to
the involution itself.
Thus the untwisted and σ-sectors inHambCR (Y) are generated by the Poincaré-dual classes
to
{pt}
E, HK , ptσ
E ×HK , K, Σ
Y
where HK is the intersection of a hyperplane in Pw0,w1,w2,w3 with K, and Σ is the fixpoint
set of σ, isomorphic to four copies of Σ(2w0−1)(w0−1), (by the degree-genus formula and
the fact that the Calabi-Yau condition and involution imply that d = 2w0). We will find
it useful to write the classes in a slightly different way. Let Di = {Xi = 0} be the i-th
coordinate Xi, i = 1, . . . , 8. We will express these divisors in terms of the toric divisors
DE = HE × K and DK = E × HK . We have DE = K,DK = E × HK , DK ∪ DK =
E,DE ∪ DK = HK , DE ∪ DK ∪ DK = {pt}, D2E = D2K = 0. We write 1σ for the
identity class on the σ-sector, and the point class on that sector is given by DK ∪ 1σ after
scaling (which can be seen from the intersection form on a resolution of the orbifold, and
Bézout’s theorem). However, DE ∪ 1σ can be shown in both of these ways to be zero,
so that DE, DK ,1σ are multiplicative generators of a basis of the cohomology. For the
untwisted sector it is the same as the usual intersection product, and for the twisted sector
we have 1σDE = 0, so that we may take the (one-dimensional) twisted part of degree 4 to
be generated by 1σDK . For P(3, 1, 1, 1), the story ends here.






), one copy each corresponding to elements of a subgroup Zp. There are
two cases: first, one of i, j, WLOG i = 0, in which case the intersection with K is d
wj
BZp,
but does not intersect Fix(σ); we thus have (p−1) dimensions of ambient classes of degree
2 and, multiplying by HE × K, another (p − 1) dimensions of ambient classes of degree





) ∩ K ⊆ Fix(σ),
contributing the non-trivial degree-2 sectors from BZp, which, cupping with DE = HE ×
K, contributes just as many of degree 4. Furthermore, multiples of HE × K are the only
classes that cup with these classes non-trivially.
For pi,j > 1 (i 6= j), we must include all (a, b, c) ∈ Z× 1pi,jZ× Z. Under the valuation




have degree 2, and we have as many classes again given by DE1gri,j .
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For p0,j > 1 and j > 0, Fix((λ1, λ2,−1)) for non-trivial λ2 may also be non-trivial:
if wi = 2p does not divide w0, we have (ζk2p)
2p = 1 for all k and (−1)(ζk2p)
p
w0
p = 1 for
odd k. This means that both x and the coordinate corresponding to wi are both fixed, and
so by Bézout’s theorem we have a non-empty zero-dimensional intersection of this one-
dimensional weighted projective subspace with K, adding a new point twisted sector for
each odd k from 1, . . . , 2p: there are p of these, denoted 1σg′ r
2p0,i
.
The final possible situation giving non-empty twisted sectors arises when wi, wj do not
divide w0 but share a common factor for i 6= 0 (which must be 2): this only occurs for
(5, 2, 2, 1), (21, 14, 6, 1) and (15, 10, 3, 2). We have Fix(1,−1,−1) = {w = 0}, which
















we shall denote 1g̃, and the generic point in the same sector equal to DK1g̃. Half of these











Under the CR-pairing, (1g)−1 = DE1g−1 , (1σg)−1 = 1σg−1 for g 6= g̃, and (1σg̃)−1 =
DK1σg̃.
Then the ambient part of Hamb(Y) is in general given by the following sets of genera-
tors, ordered by degree:
{1}























where the sector DK1σg̃ is included when w1 = d3 .
For E = {X2 + Y 3 + Z6 = 0}, similar arguments hold as for K, and there is an extra
σE-twisted sector, doubling the number of σ-twisted sectors.
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3.2 Enumerative Geometry
We treat X as a Deligne-Mumford toric stack in the sense of [7].
X corresponds to the stacky fan (N,Σ, ρ) where



























)〉 ⊂ Z5 ⊗Q,
with ρ : Z8 → N given by
−1
2




0 1 0 0 0 0 1
4
0 0 0 −w1
w0
1 0 0 w1
2w0
0 0 0 −w2
w0
0 1 0 w2
2w0
0 0 0 −w3
w0
0 0 1 w3
2w0

where the columns ρ1, ρ2, . . . , ρ8 and the maximal cones of Σ are those generated by all
but one of {ρ1, ρ2, ρ3}, and all but one of {ρ4, ρ5, ρ6, ρ7} (and excludes ρ8, which appears
only due to the factor C∗ which is solely included to represent the Z2-action as toric).
The box of Σ is
Box(X ) := {
∑
i:ρi∈κ
aiρi for some κ ∈ Σ, 0 ≤ ai < 1},
and is in one-to-one correspondence with the set of sectors of the inertia orbifold of X . We
are interested in the subset of those which induce non-empty sectors in Y , which we shall
denote Box(Y). We will also denote the elements of the box corresponding to 1gri,j and
1gσ r2p
by bgri,j and bσg′r
2p
respectively.
The twisted sectors coming from P(w0, w1, w2, w3) are given by the following. We
note that from the construction of the toric fan of weighted projective space, w0ρ4 +w1ρ5 +

















is an element of the box, since it is given as a member ofN on the left and its ρi-coordinates
are strictly bounded by 1 in the expression on the right.
For p0,i > 1, we refer to [7] to note that when we have c1, c2 ∈ κ ∈ Σ, then 1c11c2 =
1c1+c2 . 1σ is represented by ρ8 =
1
2




are given by 1
2




], the latter being the fan representation given
above; we consider those inducing non-zero sectors in Box(Y) as before.
We extend Σ by the sectors represented by s1, . . . , sl, sl+1, . . . , sm, where the sectors
s1, . . . , sl represent the 1gri,j , and sl+1, . . . , sm correspond to the sectors given by the ele-
ments of S(2). The representations found above give coefficients si,j , 0 ≤ si,j < 1 such
that
∑
i:ρi∈σ(j) si,jρi = sj , where σ(j) is the cone containing sj (we set all other coeffi-
cients for each j to be zero). Furthermore, such si,j are unique. Note that s1,j = s4,j = 0
for 1 ≤ j ≤ l and s1,j = s4,j = −12 for l + 1 ≤ j ≤ m.
Let 1 ≤ m ≤ M := |Box(Y)| and S = {1, 2, . . . ,m}. Then choose an injective
function S 7→ Box(Y), given by i 7→ si, 1 ≤ i ≤ m. We define the S-extended stacky fan
ΣS by extending ρ : Z8 → N to ρS : Z8+m → N by setting ρ8+i = S(i). It represents the





















Taking the Gale dual we find Ľ ∼= Z3 and
ρ̌ : Z3+8/ker Im ([RQ]∗)→ ker Im ([RQ]∗)
is given by the same matrix, so that the group




2 1 1 0 0 0 0 00 0 0 w0 w1 w2 w3 0
1 0 0 1 0 0 0 2
 ,
the desired weights. The columns here correspond to Di in L [14]. From this the Chen-
Ruan cohomology may also be computed from this construction via [7]: this agrees with
our outline in the previous subsection.
From [7] we can relate the Chen-Ruan cohomology to the stacky fan construction. The







The corresponding kernel LS under S-extension fits into the exact sequence
0→ L→ LS → Zm.
Considering these inside their tensor products with Q, this sequence splits via the map ej 7→
e8+j −
∑
i sj,iei. Therefore LS ⊗Q is the image of the map sending (a, b, c, k1, . . . , km) to
a(2ρ1 + ρ2 + ρ3) + b(
4∑
i=1







The Mori cone NE(X ) ⊂ L is
∑
κ∈Σ R≥0Čτ , where Čκ is the dual cone of Cκ =∑
i/∈κR≥0ρi. Sorting through the cases, we get
NE(X ) = {(a, b, c) ∈ L | c ≥ 0, 2a+ c ≥ 0, w0b+ c ≥ 0}.
This is generated by rays
{a+ c
2
≥ 0, b+ c
w0

















The S-extended Mori cone is given by NES(X ) := NE(X )× Rm≥0.
Using the notation of [14], we define ΛSκ = {
∑8+m
i λiei ∈ L ⊗ Q | i 6∈ κ =⇒ λi ∈




κ . That is, those elements of L
S for which the
following must hold: 2c ∈ Z, one of 2a + c −
∑




j kjsj,4 ∈ Z or wib−
∑
j kjsj,i ∈ Z, for some i = 5, 6, 7. The valuation map
is then defined to be









the latter inequality holding by equations defining L. We set Λb = (vS)−1(b), ΛE(X ) =
Λ ∩ NE(X ) and ΛEb(X ) = Λb ∩ NE(X ).
The untwisted I-function is given in [14] by












〈d〉=〈λi〉, d≤0(Di + dz)∏
〈d〉=〈λi〉,d≤λi(Di + dz)
1b,
where qλ are the Novikov variables recording the class λ, and the Di are the divisor classes
given above for i ≤ 8, and zero for i > 8.
Denote each term corresponding to (b, λ) by Ib,λ(t, z). Y is the generic zero section of

















Note that considering the cases when λi ∈ Z and λi 6∈ Z separately, we may write∏





Γ(Di/z + λi + 1)
,
where 〈〈λ〉〉 := 1 − 〈1 − λ〉. We rewrite the modification factor similarly. For i = 8, this
gives a factor of 1
(2c)!
, and for i = 8 + j, this gives a factor of 1
kj !
. This re-expression will
allow us to extend the function analytically.
We now have all the ingredients to write the I-function in our case explicitly. Collect
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all the factors constant in m,n, c,k as Kb, Lb for each b ∈ Box(Y):
K0 = Kgri,j =
Γ(2DE/z + 1)Γ(DE/z + 1)
2
Γ(4DE/z + 1)



















































Then collect the factors depending on m,n, c,k as F (a, c,k), G(b, c,k):
F (a, c,k) =
Γ(4DE/z + 4a+ 2c− 2
∑m
µ=1 kµsµ,1 + 1)
Γ(2DE/z + 2a+ c−
∑m




Γ(2w0DK/z + 2w0b+ 2c− 2
∑m
µ=1 kµsµ,4 + 1)
Γ(w0DK/z + w0b+ c−
∑m
µ=1 kµsµ,4 + 1)
× 1∏3
ν=1 Γ(wνDK/z + wνb−
∑m






























i=0 witi)+c(t1+t4+2t8)F (a, c,k)G(b, c,k)1b.
Note that all other powers of z cancel, and that this is a direct consequence of the Calabi-
Yau condition that the charges sum to 1 in each factor space (the (4a + 2c) + (6b + 2c)
coming from the vector bundle precisely matches the a+a+2a+c+b+b+b+3b+c+2c
coming from the ambient space). Note also that setting all the divisors to degree 1 and all
variables other than z to degree 0, our function is homogeneous, and only the first multiple
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sum contributes the lowest powers of z. Upon expanding in z we find our I-function to be
of the form





thus the condition S] as defined in [14] holds, so that the mirror theorem found there
applies, as follows.
Proposition 3.2.1.
JYGW((2t1 +t2 +t3)DE +(3t4 +t5 +t6 +t7)DK +
m∑
µ=1
Lµxµ1µ, z) = I
Y
GW(t, x1, . . . , xm, z).
It will be simpler to demonstrate the correspondence in terms of these I-functions de-
fined above, but in this thesis we do not address the Picard-Fuchs equations, so our nomen-
clature for the I-functions originates solely by analogy from its role in the above mirror
theorem; our computations are all in terms of the A side.
For clarity, in our first example K = {x2 + y6 + z6 + w6 = 0} ⊆ P(3, 1, 1, 1), the
I-function reduces to:















× Γ(2DE/z + 1)Γ(DE/z + 1)
2Γ(3DK/z + 1)Γ(DK/z + 1)
3
Γ(2DE/z + 2a+ c+ 1)Γ(DE/z + a+ 1)2Γ(3DK/z + 3b+ c+ 1)Γ(DK/z + b+ 1)3
×Γ(4DE/z + 4a+ 2c+ 1)Γ(6DK/z + 6b+ 2c+ 1)


























Γ(2DE/z + 2a+ c+ 1)Γ(DE/z + a+ 1)2Γ(3DK/z + 3b+ c+ 1)Γ(DK/z + b+ 1)3
)
×Γ(4DE/z + 4a+ 2c+ 1)Γ(6DK/z + 6b+ 2c+ 1)




Finally, forE = {X2 +Y 3 +Z6 = 0}, we have double the number of σ-twisted sectors,
and the I-function may be found in precisely the same way.
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CHAPTER 4
The Pure Landau-Ginzburg Side
4.1 The FJRW State Space
In this subsection we compute the narrow FJRW state spaces forW = X2 +Y 4 +Z4 +x2 +
P (y, z, w), where P (y, z, w) has degree d and weights w0, w1, w2, w3 and G = 〈J1, J2, σ〉.
We let qk be the associated charges of W . (Note that wi = w̄4+i in our notation from §1).
First, it is instructive to compute the full state space for an example. Below we find the full
state space for P (y, z, w) = y6 + z6 + w6.
• Case I. W |g = X2 + Y 4 + Z4 + x2 + y6 + z6 + w6. For e, the fixpoint set is the
whole space, and we have
HIFJRW = QWI · dX ∧ dY ∧ dZ ∧ dx ∧ dy ∧ dz ∧ dw
= C[X, Y, Z, x, y, z, w]/〈X, Y 3, Z3, x, y5, z5, w5〉.
This has generators
Y bZcyezfwgdY ∧ dZ ∧ dy ∧ dz ∧ dw,
for 0 ≤ b, c ≤ 2 and 0 ≤ e, f, g ≤ 4. These are all invariant under σ. We find that
such a form is invariant under J1 iff 4 | b + c and under J2 iff 6 | e + f + g. We find
thatHIFJRW ∼= C42.
• Case I*. W |g = Y 4 + Z4 + y6 + z6 + w6. The standard generators of the Milnor
ring are given by
Y bZcyezfwgdY ∧ dZ ∧ dy ∧ dz ∧ dw,
such that 4 | b + c + 2 and 6 | e + f + g + 3. This gives 3 × 20 possibilities, so that
HI∗FJRW ∼= C60.
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Table 4.1: Breakdown of polynomial terms fixed by group elements for K3 weights (6, 1,
1, 1)
g σg
g Ng degW (g) Case Nσg Case
e 7 3 I 5 I*
J1 4 2 II 4 II*
J21 5 3 III 3 III*
J31 4 4 II 4 II*
J2 3 1 IV 3 IV*
J1J2 0 0 V 2 V*
J21J2 1 1 IV 1 VI*
J31J2 0 2 V 2 V*
J22 4 2 VII 2 VII*
J1J
2
2 1 1 VI* 1 VI
J21J
2
2 2 2 V* 0 V
J31J
2
2 1 3 VI* 1 VI
J32 3 3 IV 3 IV*
J1J
3
2 0 2 V 2 V*
J21J
3
2 1 3 VI 1 VI*
J31J
3
2 0 4 V 2 V*
J42 4 4 VII 2 VII*
J1J
4
2 1 3 VI* 1 VI
J21J
4
2 2 4 V* 0 V
J31J
4
2 1 5 VI* 1 VI
J52 3 5 IV 3 IV*
J1J
5
2 0 4 V 2 V*
J21J
5
2 1 5 VI 1 VI*
J31J
5
2 0 6 V 2 V*
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• Cases II, II*, IV, IV*, VI, VI*. Here Wg has only one X2 or x2 appearing, and so
to be invariant under σ we would require the forms over C to be 0. Thus these cases
do not contribute toHFJRW.
• Cases III, V*, VII. These Wg have only one of Y 4 + Z4 or y6 + z6 + w6 appearing
(WLOG Y 4 +Z4), but also have X2 + x2 appearing. Thus, invariance under both J2
(otherwise J1) will require the forms to be zero. Again, there is no contribution.
• Case III*. Here W |g = y6 + z6 +w6, with Milnor generators yezfwgdy ∧ dz ∧ dw.
We require 6|e+ f + g + 3, givingHIII∗FJRW ∼= C20.
• Case V. These are the narrow sectors, each isomorphic to C.
• Case VII*. Wg = Y 4 + Z4 Similarly to case III*, we find thatHVII∗FJRW ∼= C3.




We similarly find thatHnarFJRW ∼= HambGW . The narrow sectors have generators correspond-






















4.2 The Narrow Sectors
In general, if w0, w1, w2, w3 are all relatively prime, our group has elements σtJr1J
s
2 , for
t = 0, 1, 0 ≤ r ≤ 3, 0 ≤ s ≤ d − 1. We wish to find the narrow sectors, which
correspond to those group elements h for which Θk(h) 6= 0 for all k. First we consider
the case where t = 0. Then we must have r = 1, 3, and s must not be divisible by any
d
wi
. For each i, there are wi − 1 values of s which are divisible by d/wi not counting 0
(giving broad sectors), and these are the ones we exclude. The Gorenstein condition for
the K3 surface tells us that d := lcm(w0, w1, w2, w3) =
∑
iwi, so it follows that there are





− 1) − 1 possible s. (Two of these will always be precisely
s = 1, d − 1; from the bounds given by the degree formula, these are the only ones which
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can ever have degree 0 or 6 respectively.) This gives at least 6 sectors, as above. If t = 1,
then r = 2, and we require s to be even, and we argue similarly, but just for w1, w2, w3: this







among these, so this completes the set.
However, when wi, wj have a common factor pi,j , we note that the broad sectors cor-
responding to k d
pi,j
for k = 1, . . . , pi,j − 1 have been excluded twice in the above method,




. So to avoid double-counting, we must exclude
pi,j − 1 fewer sectors above when t = 0; that is, we add another pi,j − 1 possible s. All
of the corresponding J1Js2 have degree 2 (that is, excluding s = 1, d − 1), and all the cor-
responding J31J
s
2 have degree 4. Furthermore, J1J
s
2 is dual to J1J
d−r
2 with respect to the
FJRW-pairing.
When t = 1, for the sectors to be narrow we require s to be even. Thus for each i, we
must find k such that 2k(wi
d
) = k wi
w0
is not an integer for any i. We count first those which
give integers for some i. Sincew1+w2+w3 = w0 = d2 , it follows that eachwi = p0,i (either




is an integer for any k: there are then w0
wj
possible k for each wi, i = 1, 2, 3, and if they
are all relatively prime, then this gives a total of w0−
∑3
i=1(wi−1)−1 = 2 narrow sectors
accounting for k = 0. If wj = 2p0,j does not divide w0, then k
wj
w0
is only an integer for
even k: thus we have p0,j fewer broad sectors, so for each such case we must add a further
p0,j broad sectors. If wi, wj share a common factor for i = 1, 2, 3, then that common factor
is 2, and it follows that this situation adds no further narrow sectors. Alternatively one may
just check the Θ values of σJ21J
s
2 for the two cases (5, 2, 2, 1) and (21, 14, 6, 1) to see that
these do contribute 2 + 1 + 1 and 2 + 7 + 3 narrow sectors with t = 1, respectively.
From the FJRW degree formula for the narrow sectors, with N = 6, we see that the
degree is clearly even, can only be 0 for J1J2, and therefore 6 only for (J1J2)−1. Otherwise
since degW (h) = 6− degW (h−1), for the rest the degree is equi-distributed between 2 and
4.







2 , 1 +
∑









• J1Jd−12 , 1 +
∑


















































Here, J1J2 is the unit of our product structure 1 (and, in fact, carries all the unstable
enumerative data).
For (3, 1, 1, 1), things simplify yet further. The cup product can be found entirely by
three facts, all found in [16]:
1. 〈α ∪ β,1〉 = 〈α · β · 1〉 = η(α, β);
2. For 〈α · β · γ〉 = η(α ∪ β, γ) to be non-zero, we need their degrees to sum to 6;
3. For the previous condition to hold we need all the line bundles to be integral. For
three-point FJRW-invariants this implies qj −
∑3
i=1 Θi(hj) ∈ Z.
All non-zero 3-point invariants (and hence the cup product) are determined from the pairing
except for two: 〈φσJ21J22 , φσJ21J22 , φJ1J32 〉 and 〈φJ31J2 , φJ1J32 , φJ1J32 〉, which we have freedom
to set to 1. In terms of the cup product, this is exactly the ring structure of Chen-Ruan
cohomology under the identification
DE 7→ φJ31J2 ,
DK 7→ φJ1J32 ,
Σ1σ 7→ φσJ21J22 .
4.3 The FJRW I-function
In genus zero, the virtual class takes a simple form.
Lemma 4.3.1. In genus zero, we have





Proof. By definition [W(W,G)0,n ]vir = (−R0 +R1)π∗(
⊕8
k=1 Lk), and over each point
(C, p1, . . . , pn,L1, . . . ,LN , ϕ1, ϕ2, . . . , ϕN),
the fibre of R0π∗(
⊕N
k=1 Lk) is given by
⊕N
k=1 H
0(C,Lk). It is thus sufficient to show that,
for all k, Lk has no non-trivial global sections.
We proceed by induction on the dual graph Γ of C. Vertices of Γ correspond to irre-
ducible components of C, and edges correspond to nodes. Each vertex v is marked by gv,
the genus of the component, and Sv, the set of marked points or nodes, which has cardinal-
ity kv.
From [16], the degree of the pushforward of Li to the coarse curve is




where hi records the multiplicity of Li at the marked points. For the narrow sectors,
Θk(hi) > 0 for all i, k. If C is irreducible (so there are no nodes) we have Θk(hi) = mi,kqk
for mi,k ∈ Z>0, and so




so that H0(C,Lk) = 0.
Otherwise, since C is a compact connected curve of genus zero, Γ is a finite tree where
every irreducible component has at least one node. Let σk be any global section of Lk on
C. Let nv be the number of edges (nodes) attached to v. Then we have
deg(Lk|v) ≤ qk(nv − 2) < nv − 1.
If v is a leaf of Γ corresponding to irreducible component Cv, then nv = 1 and deg(Lk|v) <
0 and so σk|v = 0. We proceed by induction: if at each stage we remove all the leaves
and consider the leaves of the new graph we obtain, these correspond to vertices of the
original graph all of whose adjacent vertices but one have been removed earlier; that is, to
components all of whose nodes but one are connected to components on which σ is known
to be zero. We must show that σ is zero on all the leaves. This follows from the the above
inequality, as σ has more zeroes on the given component than its degree there, so must be
constantly zero. The result follows.
Definition 4.3.1.1. For h ∈ G, let ik(h) = 〈Θk(h)− qk〉.
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We have already discussed the twisted variants in §2. These correspond to a full twisted
FJRW theory, which corresponds to considering a slightly different set of line bundles.
Intuitively, we may separate out the line multiplicities by the greatest common divisors of
their multiplicities at the points; accounting for the fact that d-th roots may be lower degree
roots too. First, note that over marked curves, to give the n-th root L of ωlog is equivalent to
giving an n-th root L̃ of ωlog(−D) for some divisor 0 ≤ D <
∑
i nDi, with multiplicity 0 at
pi. This correspondence can be given by L 7→ p∗p∗L, where p is the map which forgets the
monodromy at the marked points. Then from this perspective we can separate our narrow
sectors from the rest in a slightly modified moduli space W̃g,n. This can be constructed for
one line bundle at time, for each component corresponding to a series of multiplicities h,
and then given in full as a union of all possible fibre products of such moduli spaces across
all 7 line bundles, satisfying conditions specified by the group action. Thus the moduli
space decomposes into a disjoint union of moduli spaces W̃(h). We will not dwell on the
full machinery here, but see [16] for details.
We wish to show that considering these modified line bundles (and thus defining our
invariants over this twisted moduli space instead) removes the issue of broad sectors in a
clean way for the twisted invariants in genus zero.
Lemma 4.3.2. (Ramond Vanishing) Over W̃0,n(h), we have that π∗(
∑7
k=1 Lk) = 0 and
R1π∗(
⊕7
k=1 Lk) is locally free.
Proof. This is clear if all sectors in h are narrow. Assume there is a broad sector hi. Then
Θk(hi) = 0 for some k. The short exact sequence
0→ L̃k → L̃k(Di)→ L̃k(Di)|Di → 0
induces a long exact sequence
0→ π∗L̃k → π∗L̃k(Di)→ π∗L̃k(Di)|Di
→ R1π∗L̃k → R1π∗L̃k(Di)→ R1π∗L̃k(Di)|Di .
The last term is zero by dimension considerations, and the first two terms are zero by a
similar argument to lemma 4.3.1, but with one extra subtlety: if C is reducible and we
follow through the same argument for the irreducible component Cv containing pi, we may
conclude that degL̃k(Di)|Cpi < nv (the number of nodes on Cv), not < nv − 1. But since
in our inductive step we are considering non-tails it must be connected to at least two other
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components, and since we can prove this step for all other components it follows for Cv
too. Thus our long exact sequence is reduced to
0→ π∗L̃k(Di)|Di → R1π∗L̃k → R1π∗L̃k(Di)→ 0,
and so
ctop(R
1π∗L̃k) = ctop(π∗L̃k(D1)|D1) · ctop(R1π∗L̃k(D1)).
Note that L̃k(Di)|Di ∼= Lk|Di , and since by assumption our multiplicity is zero here,
this is a root of ωlog|D1 , and this is trivial, we have that ctop(π∗(L̃k(D1)|D1) = 0, and
so ctop(R1π∗L̃k) = 0.
The derivation of the I-function will follow similar reasoning to that of the analogous
theorem in [9]. First, we compute the untwisted J-function. For










be an integer, so that ik(h) = 〈2qk −
∑n
i=1 ik(hi)〉. Accordingly, for n = (n1, n2, . . . , nn)
we define hn by ik(hn) = 〈−2qk +
∑n
i=1 ik(hni)〉. We further require that the degree of ψa
matches the dimension of the moduli space; that is, a = n − 2. In this case, by the string












where we label the term in the sum corresponding to n by Junn (t, z).
We define a twisting map ∆ : Vun → Vtw which takes the untwisted Lagrangian cone
Lun defined via the untwisted invariants to the twisted Lagrangian cone Ltw defined simi-
larly via the twisted invariants.













where Bd(x) is the d-th Bernoulli polynomial, then ∆ is a symplectic transformation and
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∆(Lun) = Ltw.
Proof. First, we show that ∆ is symplectic. Consider Ω(∆f,∆g) for f, g ∈ Vun. Expand-
ing f, g we note that the only non-zero terms in the product are given by pairing terms in
φh in f with terms in φh−1 in g. We write f =
∑
h fhφh and g =
∑
h ghφh. Note that
in this case ik(h−1) + qk = 1 − (ik(h) + qk) and since the Bernoulli polynomials satisfy
Bd+1(1−x) = (−1)d+1Bd(x), it follows that Ω(∆f,∆g) is the residue at z = 0 of the sum































h〈fh(z)φh, gh−1(−z)φh−1〉 = Ω(f, g), as required.
The potential is defined in terms of a quantum expansion; we show that ∆̂Dun = Dtw,
where ∆̂ is the quantisation of ∆ (see the detailed exposition in [12] for details). This
is given by first forming the Hamiltonian corresponding to
∑












we obtain ĥF , and define D̂ = eĥF /~.
We show that ∆̂Dun = Dtw.
Remembering the dilaton shift (2.6), it is straightforward to check term by term that







































Here ηh,h′ = es0δh′,h−1 , the inverse of the pairing.
We wish to show that and Dtw is also a solution to the above equation; the equality will
then follow. Expanding Dtw and remembering the integral definition of the invariants and



























Here we appeal to [10], where this equation was proved in some generality.






























n (t, z) = n(h)J
un
n (t, z),
Gy(x, z) = G0(x+ yz, z),
G0(x+ z, z) = g0(x, z) + s(x).
We will build our twisted I-function from these functions, and prove that it lies on Ltw
as given above. We set























Lemma 4.3.4. Js(t, z) lies on Lun.
Proof. We follow the proof found in [9]. We write elements of Vtw in standard form:



















〈t(ψ), . . . , t(ψ), ψlφh〉Jun0,n+1φh.
Then
Lun = {f ∈ Vun |El(f) = 0}.
For the purposes of an enumeration for induction we set deg(sd) = d + 1 and perform
induction on the terms of Js(t, z), ordered by that degree, treating it as a power series in
s1, s2, . . .. (The sd are mixed since they appear in the exponential factor, so we do not
simply perform induction on d.) The degree zero part has no equivariant terms and reduces
to Jun(t, z), which is of course in Lun. This is the base case. Now assume that the degree
n part vanishes. Then we can find some ‘corrected’ J̃s(t, z) which is in Lun which has the
same degree-n part as Js.
The idea is that taking the derivative with respect to each sd knocks down the degree
of each term by at least 1, and we can use our inductive hypothesis and properties of the
Lagrangian cone to prove the hypothesis for the degree n + 1 part. By the chain rule,




s(t,−z)) = (dJsEl) ◦ (z−1PdJs(t, z)),
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Since zTJsLun = Lun ∩ TJsLun, and Lun is a cone, we have that operating on any point of
Lun by zD gives us a point of zTJsLun ⊂ TJsLun. By repeated application a polynomial
in such operators still keeps the point in this space, since zkTJsLun ⊂ zTJsLun, so PdJ̃s is
still in zTJsLun; and thus z−1PdJ̃s lies in TJsLun. Therefore the whole derivative vanishes,
so that the hypothesis holds up to degree n+ 1, and our conclusion follows.
It follows from the two previous lemmas that ∆(Js) lies in the twisted Lagrangian cone;
this will be our equivariant I-function. We have

























































similarly to the argument in [9], and likewise as λ → 0 we obtain the non-equivariant
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I-function, which in our case we restrict to the narrow sectors of degree at most 2, so that




































































, 0, 0, 0, 0),
(ik(J1J
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It is easily seen that the exponent of z depends only on (M mod 2, N mod 3, C mod 12),
and that for each h there are only 6 cases. For other orbifolds of our type, there are similarly
few cases, which depend similarly on the lowest common multiples of wi.











but since it is always true that ik(h) < 1, we must have ik(hn) = 〈
∑
h n(h)ik(h)〉 = 0 for
all k, whence hn = J1J2. Since we require that 〈
∑
h n(h)ik(h)〉 = 0, the linear coefficient
of t must be zero, so it follows that the term in z1 must be f(t)zφJ1J2 , where f(t) =
f0(t
J1J2) +O(t2).
Then we may write IFJRW(z, t) = f(t)zφJ1J2 + g(t) +O(z−1). Then if we set τ(t) =





lies on L(W,G) and is of the form zφJ1J2 + t +O(z−1). Since the J-function is unique with












The Intermediate Mixed Theories
We consider the Borcea-Voisin orbifolds as arising as complete intersections Y in GIT
quotients
Xθ := [V//θ(C∗)3], V = (C3 × C4 × C× C2)
for some character θ of (C∗)3, where (C∗)3 acts by2 1 1 0 0 0 0 0 −4 00 0 0 w0 w1 w2 w3 0 0 −2w0
1 0 0 1 0 0 0 2 0 0
 .
The potential for this theory is given by p1W1 + p2W2 where here the variables p1, p2 give
coordinates of the last factor C2 to fit in with the notation of [15]. The critical locus of this
potential is therefore
{0 = W1 = W2 = p1
∂W1
∂X










SinceW1,W2 are non-degenerate, either p1 = W1 = 0 or p1 6= 0, (X, Y, Z) = 0, and either
p2 = W2 = 0 or p2 6= 0, (x, y, z, w) = 0.
We split into cases according to the characters θ : G → C∗, which acts on the total
space of Lθ by
g = (λ1, λ2, λ3) : (v, z̃) 7→ (g · v, λe11 λe22 λe33 z̃).
In each case we shall consider e3 > 0.
1. If e1 < 0 and e2 < 0, then the semi-stable points require some section f of L⊗kθ to
be G-invariant and non-zero there. Since the weights are negative for p1, p2, p3 but
positive for the other coordinates, to ensure invariance we require each monomial in
f to have at least some non-zero X, Y, Z (for λ1 6= 1) and some non-zero x, y, z, w
(for λ2 6= 1) to cancel the negative weights from θ. Otherwise, we have complete
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freedom to choose k and f . Therefore,
V ss(θ) = {(X, Y, Z), (x, y, z, w) 6= 0}.
We choose ϑ to be the trivial lift, which is clearly good. The intersection with the
critical locus is then
[
(C3\0)× (C4\0)× (C\0)× {0} × {0}
(C∗)3
].
This is the geometric phase, which cedes Gromov-Witten theory.
2. If e1 > 0 and e2 < 0, then the semistable locus is
[V ss//θG] = [(C3 × (C4\0)× C∗ × C)/(C∗)3].
The ambient space can then be viewed as a non-trivial BZ2-gerbe over [K/〈σK〉].
This is the first mixed theory.
3. If e1 < 0 and e2 > 0, then the semistable locus is
[V ss//θG] = [((C3\0)× C4 × C× C∗)/(C∗)3].
The ambient space can then be viewed as a non-trivial BZ2-gerbe over [E/〈σE〉].
This is the second mixed theory.
4. If e1 > 0 and e2 > 0 then the semistable locus is
[V ss//θG] = [(C3 × C4 × C∗ × C∗)/(C∗)3].
This is the FJRW theory. In our case, we have chosen p1 = p2 = 1 and the group
action is the same as that of the group 〈J1, J2, σ〉 considered in the FJRW section.
We shall calculate the I-functions for the two mixed theories; it will be convenient
to express the state space in a way that relates to the GW and FJRW theories. We first
compute the first mixed theory, which we label by (FJRW,GW ), in that it is related to
the FJRW theory for the elliptic curve part, and the Gromov-Witten theory for the K3 part.
The situation for the other mixed theory is entirely similar.
Consider the induced actions of σ ∈ G onHCR(C3,W+∞1 ) andHCR({x2+P (x, y, z) =




If ReW takes on value greater than 2ρ, then either W1 (the polynomial defining the
elliptic curve) or W2, the polynomial defining the K3 surface) must have real part greater
than ρ. Taking ρ arbitrarily large, this allows us to decomposeW+∞ and apply the Künneth
theorem for relative cohomology to the GLSM state space HCR(Xθ,W+∞;C). Then the









To this we must add the part twisted by σ, which is given as the G-invariant relative Chen-
Ruan cohomology of
Fix(σ) = Fix(〈J1, σE〉)× Fix(σK) ⊆ C3 × ([{x2 + P (x, y, z) = 0}/〈J2〉]).
By the Künneth theorem this is the tensor product of the σ-twisted partsHσEFJRW,E⊗H
σK
GW,K .
We are interest in the sectors of compact type. These are by definition the spans of
the narrow sectors (which are induced by the narrow sectors of HFJRW,E), and the critical














We have a basis ofHcompFJRW,GW given by elements we may write of the form:
• φJ110
• φJ31 10, φσEJ21 1σK , 1 +
∑










K , 1 +
∑










The new GLSM theory unifies the notion of degree, as well as the pairing. We have
deg(φhβ) = deg(φh)+deg(β). This gives an isomorphism between all narrow state spaces.
In our case, we re-express the Landau-Ginzburg quasimaps for the case of toric stacks
as given in [15], decomposing the line bundleP and the sections σ, κ into summands. Then,
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for E ⊆ P(2, 1, 1), the moduli space LGQϑ,εg,n(Xθ, β) is given by
{(C, z1, . . . , zn,L1,L2, T , sX , sY , sZ , sx, sy, sz, sw, sp1 , sp2) :
sX ∈ H0(L⊗31 ⊗ T ), sY , sZ ∈ H0(L1), sx ∈ H0(L
⊗w0
2 ⊗ T ),
sy ∈ H0(L⊗w12 ), sy ∈ H0(L⊗w22 ), sz ∈ H0(L⊗w32 ),
sp1 ∈ H0(L−41 ⊗ ωlog), sp2 ∈ H0(L
−2w0
2 ⊗ ωlog), T ⊗2 ∼= O},
where the stability conditions are satisfied.
For Gromov-Witten theory, the sections si induce a map f : C → Xϑ, so this is
the moduli space of stable maps. For FJRW theory, this is the moduli space of spin
curves subject to the conditions provided by these sections. For the mixed theories, we
exploit the fact that the moduli space decomposes. Note that there are two possible 2-
torsion bundles T : one trivial and one not. Suppressing the markings, each LG quasimap
(C,L1,L2, T , σX , . . . , σx . . . , σp1 , σp2) gives a pair of LG quasimaps
(C,L1, T , σX , σY , σZ , σp1), (C,L2, T , σx, σy, σz, σw, σp2).
T depends on β, which corresponds to a member of the state space. Thus, provided this
condition is satisfied, that moduli space presents as a fibre product overMg,n.
In the Gromov-Witten case, this is to say that giving a stable map f : C → [E ×K/Z2]
is equivalent to giving one stable map f1 : C → [E/〈σE〉] and another f2 : C → [K/〈σK〉],
provided that the images of f1, f2 either both lie in the untwisted component of their inertia
stacks, or both in the twisted components (giving a well-defined class β). In the FJRW
case, we see that the we get separate line bundles subject to conditions equivalent to the
FJRW stability conditions, i.e. the structure of W -spin curves.
For the first mixed theory, for h ∈ HFJRW(W1, 〈J1, σE〉), β ∈ HGW([K/〈σK〉]) such
that hβ ∈ HFJRW,GW, the genus-0 n-pointed moduli space for hβ may be written
MFJRW,GW0,n (W, G, βh) =WFJRW0,n,h (W1, 〈J1, σE〉)×M0,nMGW0,n([K/〈σK〉], β).
This justifies the subscript notation for the mixed theories.
The Hodge bundle of this theory decomposes similarly, and we have
ψFJRW,GW,i = ψFJRW,iψGW,i,
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so we see that the invariants above in fact decompose as
〈τa1(h1), . . . , τan(hn)〉
(W1,〈J1,σE〉)
0,n 〈τa1(αn), . . . , τan(αn)〉
([K/〈σK〉],β)
0,n .
Composing the evaluation maps with the two projections gives a similar composition there.
The only difficulty in determining the invariants lies in the fact that the virtual class does
not necessarily decompose naturally.
We compute the untwisted invariants as follows. Since we are working with toric stacks,
we may let ρ : LGQϑ,ε0,n(Xθ, β) → M0,n(Xθ, β′) be the natural map sending a stable LG-
quasimap to the induced stable map to Xθ, where β′ is the induced homology class. For
genus 0, the virtual class is given by the cosection construction in both cases, and is pre-
served. The untwisted invariants are therefore given by








which by substitution are the genus-0 Gromov-Witten invariants of the ‘ambient’ Xθ. This
is a toric stack, and as such can be computed from the main theorem of [14], as before,
after naturally identifying the Chen-Ruan basis with the mixed basis.
For example, we can see that the untwisted FJRW theory is equivalent to the Gromov-
Witten theory of BG, and indeed that the untwisted FJRW J-function from the previous
section may be given by ze
∑
h∈G thφh/z, identifying the FJRW basis elements φh with the
fundamental classes of the h-sectors.











i=1 Γ(wiDK/z + 1)
Γ(w0DK + w0b+ c+ 1)
∏3
i=1 Γ(wiDK/z + wib+ 1)
.
The twisted I-function may be found by the same methods of quantisation Givental
given in the previous section and the orbifold Grothendieck-Riemann-Roch theorem, and
from the work of Tseng, as detailed in [13]. We express it slightly differently, exploiting
the decomposition of the moduli space and the additivity of the functor ctop(R1π∗•). As
in [14], let β ∈ Box([K/σK ]) correspond to the fundamental class of a component of the
inertia stack of [K/〈σK〉], let K be the line bundle whose first Chern class corresponds to













where hβ may be represented as (b, c) analogously to the Gromov-Witten case.
Then we have






































































For the second mixed theory, we compute the I-function for either of the two considered
elliptic curves E and W2 = x2 + y6 + z6 +w6. Again, we may write a basis ofHcompGW,FJRW
as
• 10φJ2
• 10φJ32 , DEφJ2 ,1σEφσKJ22 [,1σEgφσKJ22 ]
• 10φJ52 , DEφJ32 ,1σEφσKJ42 [,1σEgφσKJ42 ]
• DEφJ51
where the terms in square brackets come from the extra sector 1σg that appears for E =
{X2 + Y 3 + Z6 = 0}.
As we had before for W1, let h(n1,n3,nσ) be the unique element of 〈J2, σK〉 such that
ik(h(n1,n3,nσ)) = n1ik(J2) + n3ik(J
3




Similarly to the first mixed theory, we find, for E = {X2 + Y 4 + Z4 = 0},















































For both of these mixed theories, the exponent of z is then only 1 for the term corre-
sponding to the identity (φJ110 or 1φJ2 , respectively), and the coefficient of z
0 is clearly
linear in t. If write
IFJRW,GW(z, t) = f1(t)zφJ110 + g1(t) +O(z−1),
IGW,FJRW(z, t) = f2(t)zφ10J2 + g2(t) +O(z−1).





lies on L(W,G) and is of the form zφJ1J2 + t +O(z−1). Since the J-function is unique with





















6.1 The LG/CY State Space Correspondence
Artebani, Boissière and Sarti have proved in [2] thatHFJRW ∼= HGW for all Borcea-Voisin
orbifolds except those for which 6|w0, by constructing birational models for them. There
are three such Fermat cases, where (w0, w1, w2, w3) = (6, 3, 2, 1), (6, 4, 1, 1), (12, 8, 3, 1).
We compute these too, along similar lines to how we found the state space for (3, 1, 1, 1).
The argument forHFJRW,GW andHGW,FJRW follow identically.
Consider the possible restrictions of W to fixpoint sets of elements of G which have
non-zero-dimensional G-invariant Milnor ring. They must satisfy the following proper-
ties: that X2 appears if and only if x2 appears (since σ must be preserved), and that if X2
(resp. x2) appears, then other terms in Y, Z (resp. y, z, w) must appear (from the invariance
under J1, resp. J2). Splitting the coordinates X, Y, Z from x, y, z, w and finding the corre-
sponding fixpoint spaces, we list the possibilities these conditions leave and tabulate their
contributions below. This gives a total dimension of 112. Checking the group elements of
degree 2 with non-trivial restricted Milnor rings, we find they contribute dimension 9, so
from the symmetries of the FJRW bi-degree with respect to inverses and swapping indices,








which is exactly the Hodge diamond on the Gromov-Witten side.
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Table 6.1: Group elements fixing polynomial parts for K3 weights (6, 3, 2, 1)
W ′ #{g ∈ G|W |Fix(g) = W ′} dim(HgFJRW)
X2 + Y 4 + Z4 + x2 + y4 + z6 + w12 1 30
X2 + Y 4 + Z4 + x2 + y4 2 2
X2 + Y 4 + Z4 + x2 + z6 1 2
Y 4 + Z4 + y4 + z6 + w12 1 42
Y 4 + Z4 + y4 2 0
Y 4 + Z4 + z6 1 0
Y 4 + Z4 2 3
y4 + z6 + w12 1 14
− (narrow) 14 1
Table 6.2: Group elements fixing polynomial parts for K3 weights (6, 4, 1, 1)
W ′ #{g ∈ G|W |Fix(g) = W ′} dim(HgFJRW)
X2 + Y 4 + Z4 + x2 + y3 + z12 + w12 1 40
X2 + Y 4 + Z4 + x2 + y3 1 0
y3 4 0
Y 4 + Z4 + y3 + z12 + w12 1 60
Y 4 + Z4 4 3
y3 + z12 + w12 1 20
- (narrow) 12 1
For X2 +Y 4 +Z4 +x2 +y3 +z12 +w12, we have the following. There are 11 sectors of
degree 2, and we have the same symmetries from the degree formula. The FJRW diamond








Finally, forX2 +Y 4 +Z4 +x2 +y3 +z8 +w24, we have the following. There are 19 sectors
of degree 2, and we have the same symmetries from the degree formula. Again, the FJRW
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Table 6.3: Group elements fixing polynomial parts for K3 weights (12, 8, 3, 1)
W ′ #{g ∈ G|W |Fix(g) = W ′} dim(HgFJRW)
X2 + Y 4 + Z4 + x2 + y3 + z8 + w24 1 28
X2 + Y 4 + Z4 + x2 + y3 3 0
X2 + Y 4 + Z4 + x2 + z8 2 2
Y 4 + Z4 + y3 + z8 + w24 1 42
Y 4 + Z4 + y3 3 0
Y 4 + Z4 + z8 2 0
Y 4 + Z4 6 3
y3 + z8 + w24 1 14
y3 6 0
z8 2 0
- (narrow) 22 1








The procedure and results are identical forX2 +Y 3 +Z6 in place ofX2 +Y 4 +Z4 (though
the narrow subspaces are larger, as computed previously).
The narrow, ambient and narrow mixed state spaces all certainly isomorphic as graded
vector spaces with pairing, as has been made clear by computing explicit bases in the
previous three sections.
6.2 The Quantum LG/CY Correspondence
Here we relate the I-functions of the Gromov-Witten, mixed, and FJRW theories. All I-
functions in this section are taken to be the genus zero, narrow/ambient I-functions.
Proposition 6.2.1. (A partial Landau-Ginzburg/Calabi-Yau correspondence for Fermat-
type Borcea-Voisin orbifolds, with respect to the elliptic curve) Let Y be a Borcea-Voisin
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orbifold [E × K/Z2] given by E = {X2 + Y 4 + Z4 = 0}, and K a Fermat-type K3
surface with Nikulin involution, with 1 ∈ Z2 acting by sending (X, x) 7→ (−X,−x).
Then there exists an analytic continuation I ′YGW of I
Y
GW and a symplectic transformation





Proof. It is clear that the GW and FJRW state spaces are isomorphic as graded inner prod-
uct spaces, as areHambGW andHnarFJRW.
By convention, we set the Novikov variables q1, q2, q3 = 1 and vary q̃1 = e2t1+t2+t3 ,
q̃2 = e
3t4+t5+t6+t7 , q̃3 = et1+t4+2t8tσ. There are two fundamental issues here that must be
addressed before performing the calculation itself.
Firstly there is the issue of convergence in these variables. Applying a ratio test to
IGW(Y) for a, holding b, c fixed, we get a radius of convergence q̃1 < 143 . Similarly for
b we find convergence for q̃2 < 164 , and for c, kj we have convergence for |q̃3|, |xi| < 1,
i = 1, . . . ,m. Each term separates its dependence on a and b into separate factors, so we
have convergence when all of these conditions hold.
We shall analytically continue in the variables q̃1 (corresponding to a and the hyperplane
divisor class in the elliptic curve factor), via the Mellin-Barnes method.
The function 1
e2πiw−1 has only simple poles at the integers, at each of which it has
residue 1. Varying a then, and suppressing the dependence on c,k and z, we may write our





where the cohomology classes are taken to be complex variables, and the contours are
taken to be any curve in the sE-plane, stretching from i∞ to −i∞ with a detour with all
singularities of the Gamma functions appearing in F to the left, and another detour so that
all non-negative integers are to the left, and all positive integers are to the right. The picture
below illustrates this.
Then closing the curve on the left gives gives the corresponding term of IGW, and we
consider the integral upon closing the curve to the right. Here, we need to sum over all
the negative integers; but from the functional equation of the Gamma function these are all
multiples of D2E = 0 and so these residues are zero. We are left with the residues at the sE
for which
4DE/z + 4sE + 2c+
m∑
j=l+1
kj = −m, m ∈ Z>0,






µ=1 kµsµ,1 −DE/z. Note that
∑m






Figure 6.1: Contour of integration for Mellin-Barnes analytic continuation








Γ(2DE/z + 4a+ 2c+
m∑
j=l+1






The factor 1/(e2πisE − 1) is analytic at these points, but must be multiplied by a factor
of 2πi from the residue theorem.









































Using the identity Γ(x)Γ(1− x) = π
sin(πx)



























Clearly this is zero when m is even. Let k′ = (kl+1, . . . , km). Define
µ := mmod 4,m = 4lm + µ




We split the factors of the form sin(πx)/π in terms of Gamma functions again, and
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Note that the terms where µ is even and σ̃ = 0 are zero.



































































where bµ,σ̃ is 10 for σ̃ = 14 ,
3
4
and 1σ for σ̃ = 12 .
For any g ∈ 〈J2〉, factorise 1σg as 1σE1σKg. Identify the generators
φJ1 7→ 10,
φJ31 7→ DE,
φσEJ21 7→ 1σE ,
and





Then if we set t̃1 = 12 q̃1
− 1
4 , the interior sum above is exactly 1
2
e−zωFJRW,GWn3,nσ ,b . This gives a
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linear map
UE : VFJRW,GW → VGW
sending IFJRW,GW to I ′GW.
To represent this as a matrix, note that for each b ∈ 〈J2〉, the map restricts to a 2 × 2
matrix between bases {φJ11b, φJ31 b} and {1b, DE1b}. Each term in φh is given by σ̃ =
Θ2(h), and both possibilities for µ appear. We must expand Kbµ,σ̃ and E(µ, σ̃) in terms of
DE/z. We do this with the following Taylor series, which we only need up to linear order
for now, since D2E = 0:
• Γ(1 + x) = 1− γx.














where γ is the Euler-Mascheroni constant.
Let ξ = e2πiσ̃. For given h, the corresponding σ̃ may be given by Θ2(h). Then we have
for k = 1, 3

























































For the part corresponding to φJ11b, φJ31 1b, we get a (2 × 2)-matrix. After scaling, and








, direct computation shows this to be symplectic and degree-
preserving for deg z = 2.
For φσE1σg, g possibly the identity, we get a (1×1)-matrix, sinceDE1σ = 0, with entry
simplifying drastically to f(z) := −ie−z. f(z)f ∗(−z) = 1, so this is also symplectic, and
is clearly degree-preserving. Since it is the direct sum of symplectic matrices, the whole
matrix UE is also symplectic.
Remark 6.2.1.1. The situation is more complex for the other elliptic curve, E = {X2 +
Y 3 + Z6 = 0}, since we may not so directly express this in the basis ωFJRW,GWh,b by the
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procedure above. This is because we cannot simply identify the appearances of nJ31 ik(J
3
1 )
with those of 2nJ31 qk in IFJRW,GW(t, z) as before, since if Θk(h) = 2qk + qk then h cannot
be narrow, since 3 appears as an exponent of Y .
Proposition 6.2.2. (A partial Landau-Ginzburg/Calabi-Yau correspondence for a Fermat-
type Borcea-Voisin orbifolds, with respect to the K3 surface) Let Y be the Borcea-Voisin
orbifold [E×K/Z2] given byE = {X2+Y 4+Z4 = 0}, andK = {x2+y6+z6+w6 = 0},
with 1 ∈ Z2 acting by sending (X, x) 7→ (−X,−x). Then there exists an analytic contin-
uation I ′YGW of I
Y
GW and a symplectic transformation UK : HGW,FJRW → HGW sending
IGW FJRW to I ′
Y
GW.
Proof. We shall analytically continue I ′GW(t, z) from q̃2 = 0 to q̃2 = 1 as above, varying b









































Let ν = nmod 6, σ̃ = cmod 4, and define E2(ν, σ̃) similarly to E1(µ, σ̃) above. After















































Again, there is a factor of sin(n
2
π) so only terms with odd ν appear.
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If we identify the generators
φJ2 7→ 10,
φJ32 7→ DK ,
φσKJ22 7→ 1σK ,
for the classes of degree 2, and the numbers
2n2 + 1 7→ n,
nσ 7→ 2c,
and set t̃2 = 12 q̃
− 1
6
2 , the interior sum above is exactly
1
2
e−zωGW,FJRWn3,nσ ,b . This gives a linear
map
UK : VGW,FJRW → VGW
sending IGW,FJRW to I ′GW. This time, we expand the analogous factors in DK/z up to
quadratic order:

































This allows us to write UK as a direct sum of (3×3) blocks and (1×1) blocks, which may
be verified to be symplectic just as before. Therefore, UK is symplectic.
Remark 6.2.2.1. The case for E = {X2 + Y 3 + Z6 = 0} proceeds entirely similarly, with
extra terms coming from the sectors 1σg.
Theorem 6.2.3. (Two-parameter Landau-Ginzburg/Calabi-Yau correspondence for a Fermat-
type Borcea-Voisin orbifold) Let Y be the Borcea-Voisin orbifold [E × K/Z2] given by
E = {X2 +Y 4 +Z4 = 0}, and K = {x2 +y6 +z6 +w6 = 0}, with 1 ∈ Z2 acting by send-
ing (X, x) 7→ (−X,−x). Then there exists a two-parameter analytic continuation I ′′YGW
of IYGW and a symplectic transformation U : H
(W,G)





Proof. We analytically continue IGW(t, z) with respect to q̃1 and q̃2 as in the previous two




















































































2n(J31J2) + 1 7→ m,
2n(J1J
3
2 ) + 1 7→ n,
nσKJ21 7→ 2c,
for the classes of degree 2, then the interior sum is exactly 1
4
ωhFJRW. This allows us to set
up a linear map U as before, put together from UE and UK . That is, splitting the FJRW
basis vectors into their E- and K-parts as we have for the other two theories, this gives us
U as a direct sum of (3 × 3) blocks (for φJ2 , φJ32 , φJ52 ) and (2 × 2) blocks (for φσKJ22 and
φσKJ42 ), which can all be checked to be symplectic. Therefore, U is also symplectic, and




So far the I-functions have been treated solely as functions related to the J-functions by a
homological map. It remains to justify this nomenclature by showing that the I-functions
of Y compiles solutions of the Picard-Fuchs equations of Ŷ . In this section we find the
Picard-Fuchs systems.
7.1 The Variation of Hodge Structures
All computations in this section requiring Groebner bases were performed with the aid of
Macaulay2. We work with the hypersurface birational model Y . For all cases, there are
σ-invariant quasi-homogeneous monomials of the same degree as the defining polynomials
of degree d given by
mE = Y
2Z2, mK = y
2z2w2, mσ = Y Zyzw.
More generally, there may be p extra independent monomials m′i, depending on f(Y, Z)
and g(y, z, w). A suitable variation of Hodge structures is given by the polynomial family






We seek homogeneous relations between these monomials modulo JQ, in degrees 2d, 3d
and 4d.
7.2 The Involution Equation
For all Borcea-Voisin manifolds for which the twist map is well defined, we have the ‘in-
volution relation’ mEmK = m2σ, which may be thought of as characterising the involution.
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This equation holds for the period integrals of every Borcea-Voisin threefold for which a
twist map exists.
7.3 3-parameter Picard-Fuchs equations for X(1, 1, 1)
We find the Picard-Fuchs equations for Y when E = {X2 + Y 4 + Z4 = 0} and K =
{x2 + y6 + z6 + w6 = 0}, so that under the twist map
Qψ,ϕ,χ = Y 4 + Z4 + y6 + z6 + w6 + ψY 2Z2 + ϕy2z2w2 + χY Zyzw.
We consider the monomials mE,mK ,mσ. We must find a complete generating set of inde-
pendent homogeneous relations between them, up to degree 4d. First, all calculations must
be done modulo the Jacobian ideal JQψ . A Groebner basis for the Jacobian is found, and
then all calculations are performed via the normal form. (This Groebner basis calculation
is the chief inhibitor in terms of computation time, especially when the defining equations
have degrees higher than those examples dealt with in this paper.)
Degree 2d. There are 6 products of the mE,mK ,mσ of degree 2d. By Poincaré duality
they span a 3-dimensional subspace of the local ring. There are therefore 3 independent
relations. One is of course provided by the involution relation R1 := −m2σ − mEmK .
To find the other two, we first express the monomials in normal form with respect to the
Gröbner basis of JQ, and reduce the resulting coefficient matrix. After a convenient choice
of minors, we find the relations
R2 := 4(4− ψ2)m2E + 4ψχmEmσ + χ2m2σ = 0,
R3 := 4(4− ψ2)mEmσ + 4ψχm2σ + χ2mKmσ = 0.
The relation for mE derived from the Dwork-Griffiths method may also be derived from
these.
Degree 3d. There are 10 distinct products of mE,mK ,mσ of degree 3d. By Poincaré
duality, we require 9 independent relations to cut this down to rank 1; by multiplying
the 3 degree-2 relations by mE,mK ,mσ we get 9 relations. Unfortunately, they are not
all independent. This can be seen fairly quickly by noting that m3R2 − m1R3 = 4(4 −
ψ2)m3R1. By some manipulation and factorisation, we can express all other monomials in
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terms of mEm2K ,m
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K ,mEmKmσ which are themselves subject to the further relations
R4 := χ(128ψ
3ϕ3 − 48ψ2ϕ2χ2 + χ6 − 512ψϕ3 + 192ϕ2χ2 + 3456ψ3 − 13824ψ)mEm2K
+ 4(32ψ4ϕ3 − 6ψ2ϕχ4 + ψχ6 − 256ψ2ϕ3 + 24ϕχ4 + 864ψ4 + 512ϕ3
− 6912ψ2 + 13824)mEmKmσ = 0,
R5 := 32(ϕ+ 3)(ϕ
2 − 3ϕ+ 9)(32ψ4ϕ3 − 6ψ2ϕχ4 + ψχ6 − 256ψ2ϕ3 + 24ϕχ4 + 864ψ4
+ 512ϕ3 − 6912ψ2 + 13824)m3K − χ2(1536ψ4ϕ4 − 1024ψ3ϕ3χ2 + 240ψ2ϕ2χ4
− 24ψϕχ6 + χ8 − 12288ψ2ϕ4 + 4096ψϕ3χ2 − 192ϕ2χ4 − 20736ψ4ϕ+ 3456ψ3χ2
+ 24576ϕ4 + 165888ψ2ϕ− 13824ψχ2 − 331776ϕ)mEm2K = 0.
Similarly to before, the relation for mK derived from the Griffiths-Dwork method can be derived
from these. All of these relations together may be checked to have rank 9, as required.
Degree 4d. We multiply all of the degree-3d relations by mE ,mK ,mσ to find 27 relations;
the coefficient matrix of these relations in the product monomials of mE ,mK ,mσ is of rank 15,
which is the number of possible product monomials of degree 4d. Therefore this is a complete set
of monomials and the local ring is indeed 0 in all degrees higher than 3d, and we have no further
relations.
Therefore, the full set of Picard-Fuchs operators for the 3-parameter family is given by the
following:
(i) ∂2χ − ∂ψ∂ϕ,
(ii) 4(4− ψ2)∂2ψ + 4ψχ∂ψ∂χ + χ2∂2χ,
(iii) 4(4− ψ2)∂ψ∂χ + 4ψχ∂2χ + χ2∂ϕ∂χ,
(iv) χ(128ψ3ϕ3 − 48ψ2ϕ2χ2 + χ6 − 512ψϕ3 + 192ϕ2χ2 + 3456ψ3 − 13824ψ)∂ψ∂2ϕ
+ 4(32ψ4ϕ3 − 6ψ2ϕχ4 + ψχ6 − 256ψ2ϕ3 + 24ϕχ4 + 864ψ4 + 512ϕ3
− 6912ψ2 + 13824)∂ψ∂ϕ∂χ,
(v) 32(ϕ+ 3)(ϕ2 − 3ϕ+ 9)(32ψ4ϕ3 − 6ψ2ϕχ4 + ψχ6 − 256ψ2ϕ3 + 24ϕχ4 + 864ψ4
+ 512ϕ3 − 6912ψ2 + 13824)∂3ϕ − χ2(1536ψ4ϕ4 − 1024ψ3ϕ3χ2 + 240ψ2ϕ2χ4
− 24ψϕχ6 + χ8 − 12288ψ2ϕ4 + 4096ψϕ3χ2 − 192ϕ2χ4 − 20736ψ4ϕ
+ 3456ψ3χ2 + 24576ϕ4 + 165888ψ2ϕ− 13824ψχ2 − 331776ϕ)∂ψ∂2ϕ.
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7.4 1-parameter Picard-Fuchs equations for X(14, 4, 0)
For the one-parameter families given by a given invariant monomialmi, the Dwork-Griffiths method









Varying mE to give the family Y 3 + Z6 + y5 + z5 + w10 + ψY 2Z2, we find the 2nd-order
Picard-Fuchs operator
(vi) (4ψ3 + 27)∂2ψ + (−16ψ3 + 54)∂ψ − 2ψ3.
Varying mK to give the family Y 3 + Z6 + y5 + z5 + w10 + ϕy2z2w2, we find the 3th-order
Picard-Fuchs operator
(vii) (16ϕ5 + 3125)∂3ϕ + (−216ϕ5 + 28125)∂2ϕ − 312ϕ5∂ϕ − 12ϕ5.
Varying mσ to give the family Y 3 + Z6 + y5 + z5 + w10 + χY Zyzw, we find the 4th-order
Picard-Fuchs operator
(viii) (χ30 − 112100835937500000000)∂4χ − 40(χ30 + 560504179687500000000)∂3χ
− 300(χ10 − 6075000)(χ20 + 6075000χ10 + 36905625000000)∂2χ − 360χ30∂χ − 24χ30.
7.5 Picard-Fuchs equations derived from other multipli-
cation relations
There is one extra class of Picard-Fuchs equations which will not be difficult to check. Varying
by other σ-invariant monomials corresponding to different Chen-Ruan classes, there are several









2, giving the Picard-Fuchs
equation ∂ϕ1∂ϕ2 = ∂
2
ϕ3 .
7.6 Quantum Mirror Symmetry
We show that the I-functions already shown to transform to the Gromov-Witten J-functions under
a mirror map compile solutions to the Picard-Fuchs equations, that is, the period integrals of their
respective families. The equations are given in terms of ψ, φ, χ, ϕi. It will be easier to change
the variables in the I-function than the Picard-Fuchs equations, by performing the same analytic
continuation, as follows.
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After analytic continuation in a we set
m = −4DE/z − 4a− 2c,


























































Finally, we make the substitution
ψ = q̃2E , ϕ = q̃
w0
K , χ = q̃
1/2
σ .
Proposition 7.6.1. IY(ψ,ϕ, χ) satisfies the involution equation, for all Y for which a twist map
exists.










χIY(ψ,ϕ, χ). To retrieve the corresponding co-
efficient in ∂ψ∂ϕIY(ψ,ϕ, χ) we multiply by m2
n
w0
, divide by (2c + 1)(2c + 2), and perform the
shift














+ c2 are preserved under this transformation. Absorbing the extra factors
via the identity xΓ(x) = Γ(x+ 1), we see that these coefficients are equal.
Theorem 7.6.2 (A quantum mirror theorem for X(1,1,1)). IX(19,11)(ψ,ϕ, χ) solves the Picard-
Fuchs equations for the three parameter family containing the twisted birational model ofX(1, 1, 1)
parametrised by ψ,ϕ, χ.
Proof. For IX(19,1,1)(ψ,ϕ, χ), we have (w0, w1, w2, w3) = (25, 10, 8, 7). We must check the equa-
tions for operators (i)-(v), term by term. Equation (i) has already been shown. Via the identity
ξ2∂2ξ = (ξ∂ξ)
2 − ξ∂ξ, operator (ii) may be rewritten
16∂2ψ − 4(ψ∂ψ)2 + 4ψ∂ψ + 4(ψ∂ψ)(χ∂χ) + (χ∂χ)2 − χ∂χ.
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Noting that ψ∂ψ and χ∂χ have the effect of term-wise multiplication by m2 and 2c respectively, we
may compare the coefficients of 16∂2ψIY(ψ,ϕ, χ) and
(4(ψ∂ψ)
2 − 4ψ∂ψ − 4(ψ∂ψ)(χ∂χ)− (χ∂χ)2 + χ∂χ)IY(ψ,ϕ, χ).
The equation corresponding to operator (iii) holds similarly. (Note that entirely similar arguments
for the above equations hold for any Borcea-Voisin threefold with a twist map, whereE has weights
(2, 1, 1).)
After some labour, it is straightforward to check equations (iv) and (v) in the same way. With
dimension considerations, IX(19,1,1)(ψ,ϕ, χ) compiles these solutions.
Remark 7.6.2.1. Earlier we split the I-function into terms corresponding to mmod 4 and nmod 6.
These separate terms are in fact themselves solutions compiling separate period integrals.
Theorem 7.6.3 (A quantum mirror theorem for 1-parameter families containing X(6, 4, 0)). The
I-functions IX(6,4,0)(ψ, 0, 0), IX(6,4,0)(0, ϕ, 0) and IX(6,4,0)(0, 0, χ) satisfy the Picard Fuchs equa-
tions for the three 1-parameter families containing the twisted birational model of X(14, 4, 0)
parametrised by ψ,ϕ, χ respectively.
Proof. In this case (w0, w1, w2, w3) = (5, 2, 2, 1). Similarly to the proofs of the previous two
propositions, it can be checked that IX(6,4,0)(ψ, 0, 0), IX(6,4,0)(0, ϕ, 0) and IX(6,4,0)(0, 0, χ) lie in
the kernels of operators (vi), (vii), (viii) respectively.
Remark 7.6.3.1. In general, the I-function found earlier for each new extra ambient sector included
corresponding to the monomial m′j , the I-function acquires a factor of the form x
kj
j /k!, and all




2kjsj,4, where sj,4 comes from the representation of
that sector in the toric stacky structure. For any Picard-Fuchs equation coming from a product
relation as in §5.4, the definition of sj,4 implies that cancellation in fact occurs in exactly the same
way as for the involution equation, and that this further equation holds.
Remark 7.6.3.2. With more processing power than that at our disposal, it should be possible to
use the same procedure to find full sets of Picard-Fuchs equations for all Borcea-Voisin threefolds
with twisted birational models and verify the quantum mirror theorem in genus zero for all ambient
sectors. Another method of attack lies in the GKZ systems of [20].
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