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We present fundamental studies of phonon and electron transport in semiconduc-
tors. First principles density functional theory (DFT) is combined with exact
numerical solutions of the Boltzmann transport equation (BTE) for phonons and
electrons to calculate various transport coefficients. The approach is used to de-
termine the lattice thermal conductivity of three hexagonal polytypes of silicon
carbide. The calculated results show excellent agreement with recent experiments.
Next, using the infinite orders T-matrix approach, we calculate the effect of vari-
ous neutral and charged substitution defects on the thermal conductivity of boron
arsenide. Finally, we present a general coupled electron-phonon BTEs scheme de-
signed to capture the mutual drag of the two interacting systems. By combining
first principles calculations of anharmonic phonon interactions with phenomeno-
logical models of electron-phonon interactions, we apply our implementation of
the coupled BTEs to calculate the thermal conductivity, mobility, Seebeck and
Peltier coefficients of n-doped gallium arsenide. The measured low temperature
enhancement in the Seebeck coefficient is captured using the solution of the fully
coupled electron-phonon BTEs, while the uncoupled electron BTE fails to do so.
This work gives insights into the fundamental nature of charge and heat transport
in semiconductors and advances predictive ab initio computational approaches.
We discuss possible extensions of our work.
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To Ludwig Eduard Boltzmann (1844–1906).
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It is customary to begin a dissertation with an answer to the question: Why
am I doing this? My personal feeling about this is perfectly captured by the fol-
lowing utterance by the mathematician and theoretical physicist Henri Poincare
[1] – “The scientist does not study nature because it is useful to do so. He studies
it because he takes pleasure in it, and he takes pleasure in it because it is beau-
tiful.” This is not what convinces the tax payers to fund research. They want
science to produce technology – a longer-lasting battery, a faster smartphone, etc.
While my sole interest is in understanding nature and, if possible, contributing
something to the body of science, my salary comes from the tax payers. Then,
perhaps for the time being I can align myself with the following (apocryphal?)
saying by the mathematician Laurent Schwartz: “What are mathematics helpful
for? Mathematics are helpful for physics. Physics helps us make fridges. Fridges
are made to contain spiny lobsters, and spiny lobsters help mathematicians who
eat them and have hence better abilities to do mathematics, which are helpful for
physics, which helps us make fridges which...”, by substituting “mathematics”
by “physics” and “physics” by “applied physics”. The rest of this section will
give a motivation for the research that culminated into this dissertation from the
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practical (fridge-making) aspect of things.
Band semiconductors form the basis of much of modern electronics technology.
They feature a small band gap, and the amount of free charge carriers in them
can be controlled by introducing dopants. As such, they can be used to make tiny
switches called transistors, the use of which is ubiquitous in electronics devices.
The most famous semiconductor is silicon, and an entire region in California is
named after it. Some semiconductors have a high thermal conductivity, and as
such are used to drain heat that may build up during device operation. As devices
become smaller and smaller, the demand for cooling materials increases. Another
area of interest is thermoelectricity. Thermoelectric materials can be used to
convert thermal energy to electricity and vice versa. For these materials, the
relevant transport coefficients are the Seebeck coefficient (or thermopower), carrier
conductivity, and carrier and lattice contributions to the thermal conductivity.
The theoretical challenge is to accurately calculate these transport coefficients.
With a parameters-free theory of transport, one will be able to search for materials
with favorable transport properties and thus further advance technology.
The increased availability of computational resources has enabled the calcula-
tion of transport coefficients in a parameters-free manner. In the realm of solid
state physics, density functional theory (DFT) is typically used to calculate the
ground state properties of the electronic and the lattice system. Under low field
conditions, DFT is then combined with a theory of transport – the Boltzmann
transport equation (BTE) – to obtain the transport coefficients. The DFT+BTE
approach to phonon transport has been a tremendous success since mid 2000’s [2],
and is a well established cottage industry with a plethora of opensource codes like
ShengBTE, AlmaBTE, phono3py, ALAMODE, etc., available to the practitioners. It has
been used to predict the thermal conductivity of many materials [2], often gen-
erating extraordinary agreement with experimental observation. In contrast, the
2
application of the DFT+BTE method to electronic transport has only just begun.
The recent advances in Wannier interpolation based methods has made the calcu-
lation of electron-phonon scattering matrix elements possible [3]. This has enabled
fully first principles, DFT+BTE calculation of electronic mobility [4, 5]. Appli-
cation of this approach to thermoelectrics coefficients calculations has also seen
some success [6, 7], albeit with a partial decoupling of the phonon system from the
electronic system. A significant part of my doctoral work has been dedicated to
the implementation of a BTE scheme that can treat the coupling of the electrons
and the phonons in a symmetric manner, while using phenomenological models for
electron-phonon matrix elements. I like to call our method the hybrid DFT+BTE
approach. With this approach, I believe, we took a decisive step toward a com-
pletely first principles method to coupled electron-phonon transport, which will
be of interest to researchers working in thermoelectrics and other areas involving
steady state and transient electron/phonon transport such as photovoltaics, and
device physics.
1.2 Chapters summary
In Chapter 2 the derivation of the BTE, first written down by Ludwig Boltz-
mann in 1872 to treat a classical, dilute gas, is briefly sketched.
Chapter 3 is all about the crystal, and some of the objects that live in it. The
quantization of the classical collective vibrational modes into the quantum phonons
is performed. Various properties of charge carriers in a crystal are discussed.
Chapter 4 presents the theoretical core of the original contribution that I have
made in my doctoral work. Here a coupled electron-phonon BTEs scheme is
developed that can be readily implemented into a program. Using this scheme one
can calculate the effect of non-equilibrium phonons on the transport of electrons,
and vice-versa. This effect is known as the drag (or Gurevich) effect. The concepts
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presented here have been known for over half a century, but, to my knowledge,
an implementation at the level of rigor performed here has not been attempted
before. The iterative solution scheme presented for the coupled system is written
in a way such that one can make easy connections to the various approximate
limiting cases that are typically found in older as well as more recent literature.
This chapter also introduces all the transport coefficients that can be calculated
for an electric and a temperature gradient field.
In Chapter 5 I discuss scattering of phonons by defects as it connects to the
modern computational treatment. I start with the undergraduate level scattering
theory presented in the first quantization language. This gives a gentle introduc-
tion to the Green’s function and the diagrammatic expansion of the scattering
T-matrix. Of course, in solid state physics, we are often interested not in an
isolated defect, but a finite concentration of it. So impurity averaging is then
discussed. This is standard graduate many-body physics textbook material, and I
simply sketch the derivation of the impurity averaged T-matrix under the rather
restrictive conditions that the concentration of the impurities is low, that they are
uncorrelated and randomly distributed, and that they have no internal excitations.
Then a connection is made to how a practical DFT-based calculation can be done.
In Chapter 6 I present the results of a collaborative study of the hexagonal
polytypes of silicon carbide. The collaborators are Ankita Katre, Lucas Lind-
say, Jesús Carrete, Natalio Mingo and my supervisor David Broido. I used the
opensource ShengBTE software for my calculation. Ankita and Jesus provided inde-
pendent corroboration by using the AlmaBTE code. Lucas did the same but using
his personal code. In this work, we applied the uncoupled phonon BTE for an
applied, small temperature gradient to calculate the lattice thermal conductivity
in this class of materials. We found excellent agreement between our calculation
and recent experiments, demonstrating the predictive power of the DFT+BTE
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framework. This work was published in Ref. [8].
In Chapter 7 I present the results of a study of the effect of point defects in the
high thermal conductivity material boron arsenide. This work was done in collab-
oration with Mauro Fava, Nebil Katcho, Navaneeth Ravichandran, Jesús Carrete,
Natalio Mingo, and David Broido. The heart of this project is the calculation
of the phonon-defect scattering T-matrix as presented in Chapter 5. The imple-
mentation of the T-matrix method was written by Nebil. Navaneeth provided
the four-phonon scattering rates. We considered various energetically favorable
neutral and charged substitutional defects in boron arsenide and assessed their
effects on the reduction of the thermal conductivity. This is a follow-up to earlier
work we did to study the effect of vacancies in boron arsenide. In the earlier work,
published in Ref. [9], four-phonon scattering was ignored.
In Chapter 8 I present the results from my implementation of the coupled
electron-phonon BTEs developed in Chapter 4 applied to n-doped gallium ar-
senide. In this work simple physical models for electron-phonon interactions and
band structure are combined with the first principles phonon calculations. As
such, it is not truly first principles, but rather a hybrid approach. While my im-
plementation is capable of handling a fully first principles calculation, this work
is meant to be a proof of principle of the ability of the DFT+BTE framework to
capture the drag effect in various transport coefficients.
Lastly, in Chapter 9 I conclude by summarizing my doctoral work. It is often
said that a work of art is never finished, merely abandoned. While what I did
was more science than art, the saying applies to some extent. There is room for
improvement and opportunities to theorize and implement extensions. Some of
the obvious extensions are discussed and left for the proverbial “future work”. It
is my hope that this dissertation will be found useful by the future researcher
starting out in this field, or someone who is looking to improve and/or extend the
5
theory.
With this I conclude this chapter. From the next chapter, the reader will find
a switch from “I” to “we”. This is not because of some archaic convention of
displaying humility, but because all of my doctoral work was a collective effort




The Boltzmann transport equation (BTE) describes the time evolution of the
distribution function of sharp modes in the presence of an external field. A mode
can be a matter particle, like an electron, or a collective excitation of some field,
like a phonon, photon, or plasmon. A mode is said to be sharp if one can unambigu-
ously write the energy ε of the mode in terms of its wavevector k, or momentum
p = ~k, such that ε = ε(k). Here ~ is the reduced Planck’s constant. Moreover,
the Boltzmann transport theory requires that the modes are also well localized in
space, and long-lived. By well-localized, it is meant that the particle occupies a
small volume compared to the size of the system, and its wavelength is smaller
than its mean free path. A particle is long lived if it can maintain its current state
until a collision happens. Under these conditions, one can write the (probability)
distribution function of the modes as A = A(r,k, t), where (2π)−d
∫
drdkA(r,k, t)
is the number of modes at time t for a d-dimensional system. The requirement
of localization of the modes puts the Boltzmann theory in the class of semiclas-
sical transport theories. And the requirement of temporal longevity restricts the
usage of this approach to weakly interacting systems. Here, we briefly sketch the
derivation of the BTE.
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2.1 Derivation of the BTE
Imagine that an external field interacts classically with a gas of N particles,
which accelerates under the influence of the field. The resulting streaming motion















0 is the 1-body Hamiltonian describing the kinetic energy and coupling
with the external potential of particle i, and V (ij) is a 2-body potential interaction.
For the purpose of this derivation, greater than 2-body interaction is not required.
Using Hamilton’s equations of motion
−ṗ = ∇rH(N) (2.2)
ṙ = ∇pH(N), (2.3)
and the continuity equation for the N−body distribution function A(r,p, t)
∂tA+∇r(ṙA) +∇p(ṗA) = 0, (2.4)
one finds that the dynamics of this N -body system is completely described by the
Liouville equation [10]
∂tA = {HN , A} , (2.5)
where the Poisson bracket is defined as
{A,B} = ∇rA · ∇pB −∇rB · ∇pA. (2.6)
From the Liouville equation one can obtain a relation between a reduced dis-
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tribution function, A(n), which depends on n particles’ properties, in terms of
A(n+1). The set of equations generated are collectively known as the Bogoliubov-
Born-Green-Kirkwood-Yvon (BBGKY) hierarchy [11]. The n-reduced function















to evaluate which we need to know the n + 1-reduced function. The BBGKY
hierarchy dictates the time evolution of a group of n particles with a correction
term (the second term of Eq. 2.7) coming from a particle outside this group.
Thus, unless a truncation is made, the BBGKY hierarchy is of no practical use
for a macroscopic number of particles.
The derivation of the BTE starts with writing down the BBGKY equation
for the one-particle distribution function. Evaluating the Poisson bracket as{
H(1), A(1)
}








≡ Icoll[A(1), A(2)], (2.8)
where the right hand side has been defined as a collision term which is a functional
of A(1) and A(2), to evaluate which we need to solve the next equation in the
BBGKY hierarchy. Now, under the conditions [11, 12] that the scattering is weak,
short-ranged, with dilute and independent scattering centers, and that incoming











where p,p1 are the momenta of the incoming particles and p
′,p′1 are momenta of
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the outgoing particles, and W measures a transition rate. The crucial step that
lead to the above form for the collision integral is assumption that A(2)(p,p1) ≈
A(1)(p)A(1)(p1). This is also known as the molecular chaos hypothesis. With
the above mentioned form of the collision integral, the first level equation in the
BBGKY hierarchy, Eq. 2.8, is known as the BTE. We will drop the superscript
(1) from now on.
In steady state, the partial time derivative vanishes. The field-coupling on the
left hand side of the BTE is clearly a classical treatment. The collision term,
however, can be treated in a quantum manner, which is why this is a semi-
classical approach to transport. Let the equilibrium distribution of a system be
A0(r,p, t). Now let’s turn on the field. In steady state, the system will be in the
non-equilibrium distribution A(r,p, t), which is the solution of the BTE. We can
also see from the BTE that in the absence of collisions, the system remains out of
equilibrium at all times even after the field is turned off. However, if momentum
dissipating collisions are allowed, then the system returns to equilibrium in the
absence of the field.
2.2 Relaxation time approximation (RTA)
In the later chapters we will encounter the relaxation time approximation
(RTA) and the terms “in-scattering” and “out-scattering”. Here we introduce
them. Any collision that takes a particle out of state p to some state p′, is called
an out-scattering event. Similarly, whatever collision brings a particle into the
state p is an in-scattering event. A phenomenological scattering lifetime τ(p) for







This is known as the RTA. Note that the RTA lifetime is constructed out of an
approximate out-scattering term, and that in-scattering is neglected. In our work,
we obtain the full solution of the BTE by starting with the RTA as an initial
guess.
2.3 Time irreversible dynamics
It is interesting to note that the BTE has the important feature of generat-
ing time irreversible dynamics (monotonic approach to equilibrium from a non-
equilibrium starting point) even if only microscopic time-reversal invariant pro-
cesses enter the collision term. Mathematically, the arrow of time implicit in the
BTE is encoded in the H-theorem. The quantity H is defined as
H =
∫
drdpA(r,p, t)ln [A(r,p, t)] . (2.11)





which implies that the entropy production due to collisions always increases with
time. Moreover, H does not decrease forever, but instead reaches a lower limit
[12]. Thus, the BTE indeed describes a system that moves toward equilibrium
over time, even though the collisions themselves are time-reversal invariant.
The origin of this irreversible nature of the BTE is in the form of the collision
integral that one may use. In obtaining this admissible collision integral, it was
assumed that the incoming particles are uncorrelated. However, correlation may
form after the collision, and because of the diluteness of the system and the lack of
long-range interaction, the same two particles will have gone through scatterings
with other particles before meeting again, with no memory of their prior meeting.
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Thus, the collision integral, which integrates over all scattering processes, breaks
the time reversal symmetry, leading to the irreversible dynamics.
12
CHAPTER III
Crystal, phonon and carrier
Phonons and carriers are two central characters in this work. Here, we first
discuss the arena in which they live - the lattice. Then we discuss the origin and
important properties of phonons and carriers. We conclude with a short discussion
of density functional theory - the first principles tool we use to calculate phonons
and carriers.
3.1 Crystal structure
A crystal is a lattice with a basis. A (Bravais) lattice is an infinite, repeated
array of points in real space, and a basis is some regular arrangement of atoms
at each lattice point. In 3 dimensions, three lattice vectors, ai=1,2,3, define a
parallelepiped known as the primitive unit cell. This must be constructed such
that it contains exactly one lattice point. This also means that it must contain
just one instance of the basis atoms. Repetition of the primitive cell along the
lattice vectors will then generate the entire crystal. Put differently, any lattice
point, R, in the crystal can be reached by some linear combination of the lattice






where ni ∈ integers.
There exists a dual to the real lattice known as the reciprocal lattice. The
reciprocal lattice vectors bi are defined through the following relation to the real
lattice vectors:
ai · bi = 2πδij, (3.2)
where δij is the Kronecker delta.
To calculate the bi, we first find the primitive cell volume,
Ω = a1 · (a2 × a3) . (3.3)




aj × ak, (3.4)
where i, j, k form cyclic permutation triplets of 1, 2, 3.





where mi ∈ integers.
The dual of the real space primitive cell is called the Brillouin zone. As the
Brillouin zone is repeated in the reciprocal lattice, any quantity that is a function
of the reciprocal lattice is also repeated. As such, one only needs to calculate that
quantity in the Brillouin zone to know it everywhere else. Moreover, the symme-
tries of the reciprocal lattice relate a lattice point to some others. Exploiting these
symmetries, one can form an irreducible wedge of the Brillouin zone, significantly
reducing the calculation space.
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3.1.1 Zincblende and hexagonal structures
In this thesis we will encounter instances of the zincblende and the hexagonal
crystal. Here we present them.
The zincblende structure is a face-centered cubic lattice with a two atom basis.
Common materials include, 3C silicon carbide, gallium arsenide, gallium phos-
phide, aluminum arsenide, etc. If the basis atoms are identical, then the structure
is called a diamond. The most well known materials with the diamond struc-
ture are the diamond carbon and silicon. One choice of the lattice vectors of the













where a is the material dependent lattice constant. The accompanying two atom
basis can be













where we expressed the vectors as fractions of the reciprocal lattice vectors. In
other words, we expressed them in the fractional or crystal coordinates.
The corresponding reciprocal structure turns out to be a body-centered cubic
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The hexagonal lattice is characterized by two lattice constants, a and c. In
terms of these, the primitive lattice vectors can be chosen to be











a3 = c(0, 0, 1).
A common hexagonal crystal is the wurtzite structure. Materials with this
structure include zinc sulphide, gallium nitride and 2H silicon carbide. These



















































Phonons are quantized occupations of the normal modes of vibration of a
crystal. They are bosonic excitations of the field of ionic displacements, just like
photons are excitations of the electromagnetic field. In this section we introduce
the concept of phonons and related quantities within both the second quantization
framework and that of a practical DFT-based calculation. We start with the
Hamiltonian for the ions in a crystal:
H = T + U, (3.6)
where T is the kinetic term and U is the potential term.
We perform a Taylor expansion of the potential about the atoms’ equilibrium
positions:




























ui1 ...uin + ... (3.7)
Here the i is a shorthand for the triplet (R, τ, α) that identifies a unit cell, an atom
in the unit cell and a cartesian direction, respectively, and ui is the displacement
of the atom τ in the unit cell R in the direction α. The derivatives are evaluated
at the equilibrium of the atomic positions i.e. the basis sites.
U0 is a constant, and can be set to zero without any loss of information about
the system. At equilibrium the first derivative of the potential with respect to the
displacement vanishes. Quantization of the third term gives us the non-interacting
excitations of the system known as phonons. The fourth term describes three
17
phonon interaction. This term plays a central role in lattice transport, as we will
see.





we identify the harmonic, third-order-anharmonic and nth-order-anharmonic in-























where it is implicit that the right hand side is evaluated at the equilibrium position
of the atom.
Once the harmonic force constants are known, the so-called dynamical matrix









0τ,R′τ ′exp (iq · [rR′τ ′ − r0τ ]) (3.12)
Upon diagonalization of the dynamical matrix we obtain the normal mode
polarizations (or branches) s and the associated angular frequencies ωsq. The
phonon polarization number s ≡ τα, which runs from 1 to 6 for a 2-atom primitive
cell (τ ∈ [1, 2]) in 3d (α ∈ [1, 2, 3]). We often denote a mode as λ = (s,q). We
will now show how the normal modes are related to phonons. In the harmonic
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where pi is the momentum operator and ui has been promoted to an operator
status also. From the canonical commutation relation we also have
[ui, pj] = i~δij. (3.14)
The Fourier components of these operators obey













exp (−iq · rRs) pi, (3.17)
where N is the number of primitive cells in the crystal.







































which obey the Bosonic algebra
[a†qs, aq′s′ ] = δqq′δss′ . (3.21)












The transition from the classical normal modes to the quantum phonon is
now complete. We can then identify a†λaλ as the number operator which gives
the number of phonons occupying a mode λ. Note how the phonon creation
and annihilation operators are functions of the wavevector, and not of position
in real space. This again reminds us that a phonon is a collective vibration.
One can, however, write any atomic displacement as a linear combination of the
normal modes. Following quantization, any atomic displacement operator can be
written as a linear combination of phonon creation and annihilation operators.
We mentioned this earlier - phonons are quantized modes of the field of atomic
displacements.
It is useful to understand the above mentioned concept in connection to a real-
life problem of crystal heat conduction. If a temperature gradient is set up across
a crystal, the hot side will have larger amplitude atomic displacements compared
to the cold side. Heat transfer down the temperature gradient is essentially a
transport of the amplitude of the atomic vibrations. And since the local atomic
displacements can be constructed out of phonon creation and annihilation oper-
ators, lattice thermal conduction can be thought of as transport of phonons in
real space. In fact, higher order terms in the Hamiltonian can be thought of a
phonon-phonon scattering, which leads to finite thermal conductivity.
The average occupation number of a normal mode, or the number of phonons
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where kB is the Boltzmann constant. The above is the zero chemical potential
limit of the Bose-Einstein distribution. But workers in some communities call the
above the Bose-Einstein distribution. Since the chemical potential is zero, the
number of phonons is not a conserved quantity, as is the case with all bosonic
excitations.
In a 3 dimensional crystal, the dynamical matrix is a 3N × 3N Hermitian ma-
trix, N being the number of atoms in the primitive unit cell. For each wavevector,
the eigenvalues of this matrix are the 3N phonon frequencies, corresponding to the
3N polarizations. According to the Goldstone theorem, for every broken contin-
uous symmetry there appears a “soft” bosonic mode that vanishes linearly in the
long wavelength limit [14]. A 3 dimensional crystal breaks three continuous trans-
lational symmetries and gives rise to 3 phonon branches that vanish at the the
Brillouin zone origin (Γ ) with linear dispersions. These are known as the acoustic
branches. The linear vanishing of d acoustic branches at Γ in d dimensional crys-
tals is a strong requirement and is an indispensable check for correctness in any
phonon calculation program. The remaining are the 3N − 3 optic branches.
In the small wavelength limit, acoustic phonons correspond to the in-phase
vibrations of atoms in the primitive cell, whereas optic phonons correspond to
out-of-phase vibrations. This distinction becomes less sharp at large wavelengths.
As such, optic phonons are higher energy excitations. At Γ the optic phonons have
non-zero frequencies and, as a result, at low temperatures optic mode occupation
is low.
In polar materials, optic phonons produce long range, macroscopic electric
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fields. In such a case, a correction, known as the non-analytic correction term,












q · Z∗τ ′
]
q · ε∞ · q
(3.24)
where Z∗ represents the Born effective charge tensor and ε∞ is the high frequency
dielectric tensor.
Owing to the presence of the tensor product in the numerator of the non-
analytical correction to the dynamical matrix, one sees a splitting of the longitu-
dinal optic (LO) and the transverse optic (TO) branches at Γ . The less polar the
material is, the smaller is the splitting.
A typical algorithm for phonon calculations goes as follows. We start with
a structural relaxation of the primitive unit cell. By this process the lattice pa-
rameters and positions of the basis atoms are determined by minimizing the total
energy of the system. A supercell is then generated by repeating the unit cell
some integer times along the lattice vectors. Small displacement of a single atom
in each supercell is made and DFT is used to calculate the restoring forces on the
atoms in the supercell. These give access to the harmonic force constants. The
dynamical matrix is then formed and diagonalized to obtain the normal mode
eigenfrequencies, eigenvectors, group velocities, etc. Alternatively, one can use
density functional perturbation theory (DFPT) to obtain the harmonic properties
of the material. To obtain the third order anharmonic force constants, one can
again use the finite displacement supercell method. In this case two atoms will be
displaced in each supercell. In principle, the same method can be used to compute
arbitrary order anharmonic force constants. However, computational complexity
and memory requirements have restricted access to force constants beyond the
fourth order for even small 2 atom systems.
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3.3 Carriers
Electrons behave drastically differently in free space as opposed to in a lattice,
giving rise to the rich condensed matter phenomena. We are interested in elec-
tronic bands, which are (quasi)continuous levels of energies in a crystal. These
form when atoms are brought together to form a crystal. Individual atoms have
discrete energy levels. Each energy level is associated with a spatial wavefunction
of the electron, known as an orbital. As atoms are brought together into a lattice
structure, the orbitals overlap and create bonds. This leads to the formation of the
continuous energy levels out of discrete atomic levels. In this section, we briefly
introduce the various band electron concepts. We assume the Born-Oppenheimer
approximation, which says that the electrons see the ions as stationary objects.
This is justified, as electrons move a lot faster than ions. The vibrational motion
of ions can then be included as a perturbation. As discussed above, vibrational
ionic motion can be described in terms of phonons. So ion-electron scattering can
be cast in the form of electron-phonon interaction. Electrons also interact with
other electrons via screened Coulomb type interaction, which can again be treated
as a perturbation. For now, ignoring electron-phonon and electron-electron in-
teractions, the electronic Schrodinger equation for an electron in orbital i can be







φi(r) = εφi(r), (3.25)
where me is the electronic mass, ε is the eigenenergy, and φ(r) is the electronic
wavefunction. The external potential is due to the ions sitting on the lattice and
has the periodic property
U(r + R) = U(r). (3.26)
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From Bloch’s theorem, the solution of the Schrodinger equation is of the form
φnk(r) = unk(r) exp(ik · r), (3.27)
where unk(r) has lattice periodicity and the integer n is known as the band index.





(∇+ ik)2 + Uk(r)
]
un,k(r) = εnkunk(r). (3.28)
The plot of eigenenergies εnk along any arbitrarily chosen path in the Brillouin zone
is the dispersion for band n. As the ideal crystal contains an infinite repetition of
the primitive cell, there are inifnitely many bands at each wavevector.
As the dispersion of a band can vary drastically from the free-electron case,
the mass of the electron is in general a band and wavevector dependent quantity.
The effective mass of the electron in a band is a measure of the curvature of the














3.4 Density functional theory
In this section we give a very brief sketch of density funtional theory (DFT).
A detailed account can be found in Sec. 7.2 and Appendix 17 in Ref. [16]. We
have an N -body electronic system which is decribed by the Schrödinger equation
HΨ({σr}) = EΨ({σr}), (3.31)
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where, σ is the spin-polarization index, r is the position, {σr} denotes the positions
of the N particles in the system, and Ψ({σr}) is the many-body wavefunction.
Obviously, for large N , a full solution of this equation is difficult.






dr2...drN |Ψ |2, (3.32)
in terms of which the Hohenberg-Kohn theorems read:
1) the ground state energy is a unique functional of the electron density and
2) the ground state energy functional is minimized by the ground state electron
density.
Invoking these, the N -body problem turns into N one-body problems. One
simply needs to solve the Kohn-Sham equation:
H[n(r)]φi(r) = εi(r)φi(r), (3.33)
where i ∈ [1, N ] labels an electron, ε is called the Kohn-Sham energy, and φ is the
Kohn-Sham orbital. Although this equation looks suspiciously like the one-body
Schrödinger equation, it is not, and the Kohn-Sham energies and orbitals do not
correspond to physical energies and wavefunctions. The difference of Kohn-Sham
energies, however, correspond to physically meaningful excitations energies.
Combined with the supercell finite-displacement method described at the end
of section 3.2, DFT can be used to calculate the forces on the atoms in the system
via the Feynman-Hellmann theorem:
− F = ∇dE0(d) = 〈Ψ(d)|∇dH(d)|Ψ(d)〉, (3.34)
where E0 is the ground state of the system and d is the small displacement.
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Alternatively, density functional perturbation theory (DFPT) [16, 17] can be used
to calculate these forces.
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CHAPTER IV
Coupled transport of carriers and phonons
In this chapter we will formulate the coupled electron-phonon (e-ph) Boltz-
mann transport equations (BTE). Wherever applicable we will use the following
mode denotations: λ ≡ (s,q), where s is the phonon polarization, and q is the
wave vector; and ν ≡ (m,k), where m is the electron band, and k is the wave
vector. We assume that electrons and phonons are well-defined quasiparticles and
that a semiclassical description of their transport is valid. There are two coupled
BTEs, one for the phonons and the other for the electrons:
(∂tnλ)field = Icoll[nλ] ≡ − (∂tnλ)coll , (4.1)
(∂tfν)field = Icoll[fν ] ≡ − (∂tfν)coll , (4.2)
where nλ and fν are the non-equilibrium distribution functions of the phonon
and the electron systems, respectively. These equations describe a steady state
situation where the diffusion of particles due to an external field is balanced by the
collisions the particles experience. Since the e-ph interaction drives both systems
out of equlibrium, their transport is coupled. This implies that even if an external
field does not directly cause drift of a species, there will still be a response from
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that species via its interaction with another species that couples directly to the
field. The phenomenon of e-ph coupling induced drift is known as the drag effect
or Gurevich effect after Yu Gurevich who studied it extensively [18].
In the following sections the two coupled BTEs will be derived within the linear
response regime and an iterative scheme will be developed to solve the resulting
linearized coupled equations.
4.1 Formulation
We assume that the external fields are weak and, as such, the system of particles
will repond to it by going out of equilibrium by an amount that is proportional
to the field. For the electron system the non-equilibrium distribution function is
given by








1 + (1− f 0ν )Ψν
]
, (4.3)
where f 0ν is the equilibrium (Fermi-Dirac) electron distribution; εν is electron en-
ergy; Ψν is the deviation function; and β ≡ (kBT )−1, where kB is the Boltzmann
constant and T is the temperature.
The deviation function is a linear response to the external fields and is given
by
Ψν = −β∇T · Iν − βE · Jν , (4.4)
where ∇T and E are the temperature gradient and electric field, and Iν and Jν
are the corresponding response functions.
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Similarly, the phonon non-equilibrium distribution is given by








1 + (1 + n0λ)Φλ
]
, (4.5)
where n0λ is the equilibrium (Bose-Einstein) phonon distribution, ωλ is the angular
frequency, and Φλ is the deviation function. In this case the deviation function is
given by
Φλ = −β∇T · Fλ − βE ·Gλ, (4.6)
where Fλ and Gλ are the responses to the temperature gradient and electric field,
respectively. Note here that phonons do not directly couple to the electric field.
However, because of the e-ph interaction, there is an indirect response of the
phonons to the electric field. Thus Gλ is entirely capturing the drag effect, whereas
Iν , Jν and Fλ capture both the direct field effect and the drag effect.
4.2 Field and collision terms




E · ∇kf 0ν − vν · ∇T∂Tf 0ν
= βf 0ν (1− f 0ν )
[




· vν , (4.7)
where e is the magnitude of the bare electron charge, vν is the electron velocity,
and µ is the chemical potential corresponding to a given electron concentration.
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The drift term for the phonon system is
(∂tnλ)field = −vλ · ∇T∂Tn
0
λ
= −βn0λ(1 + n0λ)
~ωλ
T
∇T · vλ, (4.8)
where vλ is the phonon group velocity. As mentioned before, phonons do not
directly respond to the electric field, which is why in the expression above there
is no E dependent term.
Now, we discuss the collision terms. We relegate the discussion of electron-
electron collisions for some later time and assume that the intrinsic electrical
resistance arises primarily from the lowest order e-ph interaction. There are two
fundamental e-ph scattering processes that occur at the lowest order; these are
shown in Fig. 4.1.
(a) q phonon absorption (b) −q phonon emission
Figure 4.1: The momentum and energy conserving delta functions of e-ph scat-
tering processes are shown here pictorially. An electron in state mk can scatter
by either (a) absorbing a phonon sq, or by (b) emitting a phonon s,−q. The two
corresponding in-scattering processes are found by time reversal. In these figures
the final electron wavevector is defined up to a modulo of the reciprocal lattice
vector G , denoted by the square brackets.










∣∣gsmnkq ∣∣2{ f 0mk(1− f 0n[k+q])n0sqδ(εn[k+q] − εmk − ~ωsq)
f 0mk(1− f 0n[k+q])(1 + n0s−q)δ(εn[k+q] − εmk + ~ωs−q)
}
(4.9)
where we have introduced the notation [k + q] ≡ (k + q) modulo G , where G is
the reciprocal lattice vector. From now on we will use the fact that n0−q = n
0
q as
ω−q = ωq, from time reversal symmetry. The electron-phonon interaction matrix






where ζmk is the electronic (Kohn-Sham) state, M is the mass of the atoms in the
unit cell and VSCF is the self consistent potential.
Then, using Fermi’s golden rule followed by linearization in the response func-









Imk − In[k+q] + Fsq




Imk − In[k+q] − Fs−q








where the top (bottom) line inside the braces corresponds to the temperature
gradient (electric) field.
For the phonon system there are two intrinsic scattering sources – anharmonic
phonon scattering, and phonon scattering from electrons. The lowest order (three
phonon) anharmonic scattering processes are given in Fig. 4.2. The scattering
probabilities corresponding to the q′ phonon emission (plus)/absorption (minus)
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(a) +q process (b) -q process
Figure 4.2: The momentum and energy conserving delta functions of three phonon
scattering processes are shown here pictorially. Scattering into a phonon state sq
can be achieved by either (a) emitting a phonon s′q′, or by (b) absorbing a phonon















n0λ′′δ(ωλ ± ωλ′ − ωλ′′), (4.12)
where V ±λλ′λ′′ is the three-phonon scattering matrix element, and q
′′ = (q ±
q′) modulo G for the plus and minus processes, respectively.
For the± processes defined in 4.12 the three phonon scattering matrix elements














where i, j, k label atoms in the supercell with <> symbolizing restricted sum over
the primitive cell, mi is the mass of atom i, e
iα
s,q is the α Cartesian component








is the third-order anharmonic force constant where rαi is the
displacement of atom i in the Cartesian direction α calculated from the crystal
potential energy U .
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∣∣gsmnkq ∣∣2 f 0mk(1− f 0n[k+q])n0λδ(εn[k+q] − εmk − ~ωλ). (4.14)









Fλ + Fλ′ − Fλ′′























Imk − In[k+q] + Fλ








where the leading 2 in the last equation is due to the spin degree of freedom of the
electron in band m and wavevector k. We assume that the ph-e scattering does
not flip the spin.
4.3 Coupled BTEs
We find two coupled pairs of BTEs corresponding to the two driving fields.
These are obtained by plugging in the relevant collision and field terms into Eqs.
(4.1), (4.2).
4.3.1 Phonon response to temperature gradient
























W+λλ′λ′′ (Fλ′′ − Fλ′) +
1
2

















where subscripts S and D stand for “self” (functional of own deviation function)
and “drag” (functional of the other species’ deviation function). In the first equa-
tion provision has been made to add additional scattering channels like defect
scattering, which we will discuss in the next chapter. The additional single phonon
scattering in channel j is denoted Qjλ.
In terms of these, the phonon BTE due to the ∇T field becomes
Fλ = F
0
λ +∆FS,λ +∆FD,λ (4.21)
where i in brackets denotes the iteration number.








Note here that, if one assumes that during the e-ph scattering the electrons remain
in equilibrium, then ∆FD,λ = 0 should be enforced. In Ch. VI, we will use this
approximation in treating the effect of ph-e scattering on the thermal conductivity
of silicon carbide. There ph-el scattering will be treated in the RTA, while ph-ph
scattering will be treated in full.
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4.3.2 Phonon response to electric field
As mentioned before, the electric field does not directly cause a diffusion of
phonons. Instead, the effect of the electric field is felt by the phonon system due








W+λλ′λ′′ (Gλ′′ −Gλ′) +
1
2













In terms of these, the phonon BTE due to the electric field becomes
Gλ = ∆GS,λ +∆GD,λ. (4.25)
4.3.3 Electron response to temperature gradient














where Rjν denotes some additional, single electron scattering term in channel j.


































In terms of these functions, the ∇T response electric BTE can be written as
Iν = I
0
ν +∆IS,ν +∆ID,ν . (4.30)
We can identify the relaxation rate as
W e,RTAν =
Rν
f 0ν (1− f 0ν )
. (4.31)
Note that Eqs. (4.21) and (4.30) are coupled because of the presence of the drag
terms. In general, these two equations must be solved together to self-consistency
in order to capture the effect of drag on the transport coefficients of the two
systems.
4.3.4 Electron response to electric field

































And in terms of these we find the E response electric BTE:
Jν = J
0
ν +∆JS,ν +∆JD,ν . (4.35)
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Having derived the four coupled BTEs, we now set up an iterative scheme to solve
them.
4.3.5 Iteration scheme
In Fig 4.3 we outline the iterative scheme that we have developed to solve
Eqs. 4.21, 4.25, 4.30, and 4.35,. For a given field, we start with the simultaneous
evaluation of the zeroth order response functions, i.e. setting all the self and drag
terms to be zero. This is nothing but the RTA. This approximation feeds into the
calculation of the self and the drag functions of the next iteration to give the first
order response functions. This process is continued until the response functions
of both the electronic and the phonon systems converge.
Figure 4.3: An iterative scheme for solving the coupled electron-phonon BTEs.
Let us now take note of some properties of this formulation. First, the ∇T
and E equations completely decouple. Second, the formulation is consistent with
what is expected if the e-ph interaction is switched off: For the electronic system
we find that I and J blow up if no other electron scattering mechanism is present.
For the phonon system we find that G = 0 at all times owing to the lack of the
drag effect. Also, as mentioned before, the F equation reduces to the well-known
phonon BTE [20, 21] involving only ph-ph interactions.
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4.4 Transport coefficients
In this section we derive the complete set of transport coefficients that we can
calculate from the solutions of the coupled BTEs described above. We begin with
the carrier transport. In the linear response regime, the charge current density is
Jc = L11E + L12(−∇T ), (4.36)
where, Lij is a rank-2 electronic transport tensor.




















ν (1− f 0ν )Ψν . (4.37)
The first term of the second line vanishes due to time-reversal symmetry. Using
















We can identify these with the familiar transport coefficients: the carrier conduc-
tivity tensor σαβ = Lαβ11 carrying the units Ω
−1m−1, and the conductivity times
Seebeck coeffiecient tensor [σS]αβ = Lαβ12 in units of Am
−1K−1.
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Next, we look at the electronic heat current density






(εν − µ)vνf 0ν (1− f 0ν )Ψν . (4.39)















The electronic thermal response to an electric field is usually denoted ααβel = L
αβ
21
in units of Am−1. And the thermal response to the temperature gradient is the
E = 0 thermal conductivity καβ0,el = L
αβ
22 in units of Wm
−1K−1. The electronic







Now, we consider the phonon thermal current density






~ωλvλn0λ(1 + n0λ)Φλ. (4.42)
where, Kij is a rank-2 phonon transport tensor. Note that unlike the electronic
case, K11 and K12 tensors are zero as phonons do not carry a charge.
39
















We identify ααβph = K
αβ







Also, we identify the phonon thermal conductivity as καβph = K
αβ
22 , which again is
to be added to the total electronic contribution.
In total there are three independent transport coefficients that we can compute,




This theorem holds for time-reversal invariant systems and when the linear re-
sponse regime is valid. As such, it provides a strong check for the self-consistency
of our formulation.
4.5 Momentum dissipation
The reason for finite conductivity in a system is that the constituent particles
suffer momentum dissipating collisions. For if only those collisions existed that
did not dissipate momentum, a gas of particles would continue to move unhin-
dered with the momentum given to it at some earlier time, giving rise to infinite
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conductivity. In this section we will discuss the issue in the context of a lattice,
and isolate two types of collision processes - Normal and Umklapp scattering -
and their roles in transport.
The lattice breaks translational (Galileian) invariance of space, and as such,
momentum is no longer a conserved quantity. The quantity ~k associated with a
mode is called its quasimomentum, although in this thesis we will continue calling
it momentum.
For a particle with wave vector k colliding with particles with wave vectors ki,




ki modulo G , (4.46)
where all the wavectors are defined in the first Brillouin zone and G is a reciprocal
lattice vector that restricts k to the first Brillouin zone. If G = 0, then the process
is called Normal or momentum conserving, otherwise it is Umklapp or momentum
non-conserving.
Since the choice of the Brillouin zone is completely arbitrary, the placement of
a particular scattering process into the Normal or Umklapp class is not unique.
The difference in the roles of these two processes becomes important from the




kg′(k) + G , (4.47)
where g(g′) is the distribution function before (after) collisions. In equilibrium, for
a fermion (boson) system, replace g by the Fermi-Dirac (Bose-Einstein) type dis-








qn′(q) + G , (4.48)
41
where k(q) is the wave vector for the electron (phonon) system. It is clear from
the above expressions that if Umklapp processes were absent, Normal collisions
alone cannot relax the momentum of the system. Nevertheless, both Normal and




Apart from the intrinsic scattering mechanisms described in the previous chap-
ter, electrons and phonons interact with defects and boundaries in the system. In
this chapter we will present the theory used to calculate point-defect scattering
rates.
5.1 First quantization scattering theory
In this section, we outline the problem of scattering from a single isolated
scattering center in the first quantization language. The description is for that of
an electron, but the same results hold for phonons through formal replacement of
the Hamiltonian with the dynamical matrix and the electron eigenenergy with the
phonon eigenfrequency squared [23].
The process by which a particle in state |Ψ0〉 is scattered by a potential V into
state |Ψ〉 is shown in Fig. 5.1.
The final state can be partitioned into two parts:
|Ψ〉 = |Ψ0〉+ |Ψs〉, (5.1)
where |Ψs〉 is the scattered part of the initial state.
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Figure 5.1: Particle in initial state |Ψ0〉 scattered into final state |Ψ〉 by potential
V .
In the absence of the potential, the electron state is given by
H0|Ψ0〉 = E|Ψ0〉 ⇒ (E −H0)|Ψ0〉 = 0, (5.2)
where H0 is the unperturbed Hamiltonian of the system and E is its eigenvalue.
Inside the scattering region we have
(H0 + V )|Ψ〉 = E|Ψ〉 ⇒ (E −H0)|Ψ〉 = V |Ψ〉. (5.3)
Using Eqs. (5.1) and (5.2) into Eq. (5.3), we find a formal solution for the
scattered state:
|Ψs〉 = (E −H0)−1V |Ψ〉, (5.4)
which is ill-defined for E = H0. We nudge the pole of E into the lower half complex
plane: E = H0 − i0+, where 0+ is an infinitesimally small positive number. This
choice ensures the physically meaningful behavior of the outgoing wave at large
times. Defining the retarded Green’s function for the unperturbed system as
G+0 = (E −H0 + i0+)−1, (5.5)
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we can write
|Ψs〉 = G+0 V |Ψ〉. (5.6)
The formal solution of the final state is then given by
|Ψ〉 = |Ψ0〉+G+0 V |Ψ〉, (5.7)
known as the Lippman-Schwinger equation. Using Eqs. (5.1) and (5.7) we obtain
|Ψs〉 = (1−G+0 V )−1G+0 V |Ψ0〉




0 V + ...)G
+
0 V |Ψ0〉






0 V + ...)|Ψ0〉
= G+0 T |Ψ0〉. (5.8)
In the last line above we defined the T-matrix as
T = V (1−G+0 V )−1 = (1− V G+0 )−1V. (5.9)
Expansion of Eq. (5.9) gives the Born series. This series can be expressed dia-
grammatically as shown in Fig. 5.2, where the Green’s function is represented as
a directed arrow, the hatched box stands for the T-matrix, and the empty box
stands for the perturbation V .




In this section we calculate the T-matrix for an uncorrelated, dilute distribution
of static impurities. This is best done using Feynman diagram techniques. We
follow closely the treatment given in [24] and [25].
Our starting point is the Dyson equation relating the bare and the interacting
Matsubara Green’s functions, G0 and G, in some basis ν [24]:




G0(νbνb, iωn)VνbνcG(νcνa, iωn), (5.10)
where νa characterizes state a, Vνaνb is the Fourier transform of the perturbation,
and iωn is the Matsubara angular frequency.
Eq. 5.10 can be represented diagrammatically as shown in Fig. 5.3.
Figure 5.3: Diagrammatic representation of the Dyson equation relating the bare
and interacting Green’s functions.
Let the number of impurities be Nimp. For a distribution of impurities, the per-













iq·(r−Ri), where Ω is the volume, the n-th term of




















which can be represented diagrammatically in Fig. 5.4.
Figure 5.4: n-th term of the Dyson equation for a distribution of impurities.
Evaluation of diagrams like this requires the knowledge of the positions of all the
impurities, rendering the problem completely intractable. In practice, we can aver-
age over the positions of impurities assuming that the impurities are uncorrelated.
This procedure involves averaging over the phase factors appearing in Eq. 5.12.






where q is the momentum transferred due to the scattering. This term vanishes,















= Nimpδq1+q2=0 +Nimp(Nimp − 1)δq1=0δq2=0.
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Finally, the impurity averaged Green’s function can be shown to take the form
[24]
〈Gk〉imp = G0k +G0kΣk〈Gk〉imp, (5.13)
where Σk is the irreducible self-energy of impurity interaction. This Dyson equa-
tion is shown in Fig. 5.5.
Figure 5.5: Dyson equation for impurity averaged Green’s function.
For low concentrations, we can assume that a particle will scatter from the same
impurity many times before encountering a new impurity. In this approximation,
the self-energy can be written as shown in Fig. 5.6. The star symbol denotes
the impurity potential times the impurity density. We identify the term in the
brackets as the T-matrix element Tkk′ .
Figure 5.6: Self-energy diagrams for low impurity concentration. The term in the
brackets in the second line is the T-matrix element Tkk′ . Here, n is the impurity
density.
The T-matrix element can be evaluated in a completely analogous way as given
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in Fig. 5.6, yielding
Tkk′ = nU(0)δkk′ +
∑
k′′
U(k′ + k′′)G0k′′Tkk′′ (5.14)
We can write the above in a basis-free form and solve for T to get
T = n(1− UG0)−1U. (5.15)
Retaining the first diagram in the T-matrix expansion in Fig. 5.6 gives a con-
stant shift of the energy spectrum of the system, but has no effect on the lifetimes.
Retaining the first two terms gives the first Born (or, simply Born) approximation.
We are now going to describe how a practical calculation of impurity scattering
rates can be performed for the phonon-point defect interaction problem. The
electron-defect interaction problem can be solved in a similar way, but falls outside
the purview of this thesis. First, the retarded phonon Green’s function of the
unperturbed system is calculated in the crystal degree of freedom basis by doing










where the crystal degree of freedom basis is defined as |i〉 ≡ |p, l〉 where p identifies
an atom in the primitive cell and a Cartesian direction in which it can move, and
l finds the atom in the unitcell in the supercell.
The perturbation, V , is a sum of an on-site mass disorder term, VM , and a fi-
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nite range bond disorder term, VK . These are given by [26]










where i, j identify atoms in the crystal; Mi (M̃i) is the mass of the host (substi-
tution) atom at site i; and Kij,αβ (K̃ij,αβ) is the harmonic force constant tensor
element between atoms i and j in the pristine (defected) supercell.
We can calculate the T-matrix for unit n, from which we obtain the phonon-defect





where Ω is now the crystal volume.
Finally, using the result from the low concentration averaging procedure described







where f is the fraction of impurities per atom in the system and Ωhost is the vol-
ume of the host atom.
We comment here that the self-energy scattering rates expression above contains
only the out-scattering term and treats both Normal and Umklapp processes as
directly resistive, and as such is a relaxation time approximation. This means
in the current formalism, the ph-defect scattering rates are an overestimate. A
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more rigorous treatment of defect scattering would involve consideration of the
in-scattering term during the iterative BTE solution.
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CHAPTER VI
Thermal conductivity of the hexagonal
polytypes of silicon carbide
Silicon carbide (SiC) is a wide band gap semiconductor with a variety of indus-
trial applications. Among its many useful properties is its high thermal conduc-
tivity, which makes it advantageous for thermal management applications. In this
chapter we present ab initio calculations of the in-plane and cross-plane thermal
conductivities, κin and κout, of three common hexagonal polytypes of SiC: 2H, 4H
and 6H. The phonon Boltzmann transport equation is solved iteratively using as
input interatomic force constants determined from density functional theory. Both
κin and κout decrease with increasing n in nH SiC because of additional low-lying
optic phonon branches. These optic branches are characterized by low phonon
group velocities, and they increase the phase space for phonon-phonon scatter-
ing of acoustic modes. Also, for all n, κin is found to be larger than κout in the
temperature range considered. At electron concentrations present in experimental
samples, scattering of phonons by electrons is shown to be negligible except well
below room temperature where it can lead to a significant reduction of the lattice
thermal conductivity. This work highlights the power of ab initio approaches in
giving quantitative, predictive descriptions of thermal transport in materials. It
helps explain the qualitative disagreement that exists among different sets of mea-
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sured thermal conductivity data and provides information of the relative quality
of samples from which measured data was obtained.
6.1 Introduction
The hexagonal polytypes of SiC (nH SiC with n = 2,4,6) are large, indirect
band gap semiconductors. The measured band gap for is 3.23 (3.0) eV for the 4H
(6H) phase [27]; there is no data available for 2H-SiC. Because of their nearly three
times larger band gap compared to Si, they can maintain operational performance
better than Si under harsh conditions such as high temperature, high electric field
intensity and frequency, high power and strong radiation. Of particular interest
to us is their large lattice thermal conductivities, κ, which make them good candi-
dates for thermal management applications. While the thermal properties of the
4H and 6H phases have been studied, there is little consensus among the various
published measurements of κ [28, 29, 30, 31, 32, 33, 34, 35, 36]. For example, in
Ref. [34] the lattice thermal conductivity parallel to the hexagonal atomic planes,
κin, for the 6H phase is found to be higher than that for the 4H phase. In contrast,
measured data for the 4H phase from Ref. [28] gives notably higher values than
those in Ref. [34] suggesting 4H SiC has higher thermal conductivity than that of
6H SiC. In addition, even for the same n in nH SiC there is wide variation in κ
values among the various measurements. Finally, phonon-electron scattering has
been suggested to play a major role in lowering κ [30, 33]. However, no rigorous
calculations have been performed to assess this. In this paper we address these
issues by carrying out ab initio calculations of κin and κout in 2H, 4H and 6H
SiC. We specifically answer two questions: 1) what are the trends in κin and κout
among the three considered hexagonal polytypes of SiC? And, 2) how strongly
does phonon-electron scattering affect κ? We find that κin is larger than κout over
a wide temperature range and that κin and κout decrease with increasing n in
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nH SiC. We also find that phonon-electron scattering has a negligible effect on κ
around and above room temperature, but that it can cause significant suppression
of κ below around 100 K.
6.2 Phonon thermal transport
Phonon transport is the dominant mechanism of heat conduction in semicon-
ductors and insulators. This is particularly true in materials such as SiC where the
stiff bonding, light constituent atoms and relatively low electron concentrations
make the lattice contribution to thermal conductivity much larger than that from
the charge carriers. Phonon scattering due to anharmonicity (phonon-phonon
scattering), structural defects, isotopes, crystal boundaries, dopants, etc. limits
the thermal conductivity.
Near room temperature, three-phonon scattering is the main mechanism that
limits κ [37]. The expression the three-phonon scattering rates was presented in
Ch. IV. Phonons are also scattered by mass disorder from natural isotope mixes
on Si and C atoms and from substitutional defects. The phonon-isotope scattering
rates are treated within the Born approximation using a mass-variance model [38].
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is the mass variance parameter for atom i, with ∆mti ≡ mti −mi and t denoting
the type of mass defect (eg. isotope, substitutional defect) at site i. mi is the
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average mass of the atom i and fit, the fraction of atoms of type t at the site
i. Substitutional defects, where they are considered, are also treated using the
mass-variance model.
We consider phonon-electron scattering processes where phonons are either
emitted or absorbed by electrons. The phonon scattering rates due to the EPI are
















δ(εmk+q − εnk − ~ωλ), (6.3)
where the f ≡ f 0 is now the equilibrium electron (Fermi-Dirac) distribution. We
assume that the electronic system remains in equilibrium despite interaction with
the phonon system. In Chap. VIII we will show that the effect of electron drag
on the lattice thermal conductivity is small.
We solve Eq. 4.21 without the drag term, and obtain the lattice thermal
conductivity given in Eq. 4.43.
6.3 Computational methods
Density functional theory (DFT) and density functional perturbation theory
(DFPT) calculations are performed using the Quantum ESPRESSO v. 5.4.0 suite
[40]. We use a norm-conserving pseudopotential. The local density approxima-
tion (LDA) with the Perdew-Zunger parametrization is chosen for the exchange-
correlation functional. A variable-cell structural optimization is carried out on
8 × 8 × 6, 8 × 8 × 4 and 8 × 8 × 2 electronic wavevector (k) meshes for the
2H, 4H and 6H structures, respectively, to find the relaxed lattice constants and
atomic positions. We use DFPT to calculate the harmonic force constants and
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phonon dispersions. For the phonon calculations a 6 × 6 × 4 phonon wavevector
(q) mesh is used for the 2H phase, and 6 × 6 × 2 for the 4H and 6H phases. To
calculate the third order anharmonic force constants we employ a finite displace-
ment supercell method [41]. To generate the symmetry-allowed minimal set of
two-atom-displaced supercells, extract the anharmonic force constants following
Γ -point DFT calculations on said supercells, and symmetrize the force constants
tensor we use the thirdorder.py code [20, 42]. We use a 3 × 3 × 3 supercell,
corresponding to 108, 216 and 324 atoms, respectively, for the 2H, 4H and 6H
phases. A converged cut-off distance for the third-order force constants of 3.3 Å
is used for each.
The ShengBTE software [20] is used to calculate the κ tensor using a locally
adaptive Gaussian broadening method [43] to approximate the energy conserving
delta functions appearing in the scattering rates expressions Eqs. 4.22, 4.12. Con-
verged q-meshes 25×25×15, 23×23×7 and 25×25×5 were used for the solution
of the phonon BTE, Eq. 4.21, for 2H, 4H and 6H SiC, respectively.
The phonon-electron scattering rates, Eq. 6.3, are obtained by calculating the
imaginary part of the phonon self-energy using the EPW v. 4 code [39, 3]. For
the desired grid of phonon modes, the EPW code first calculates band energies and
electron-phonon matrix elements ab initio on a coarse grid of electron wave vectors.
Then, it uses maximally localized Wannier functions to interpolate the EPI matrix
elements and band energies to a fine k-mesh. The original code uses a fixed
Gaussian broadening to approximate delta functions; this requires convergence
testing in tandem with that for the k-mesh density. We have modified the original
code to employ the analytic tetrahedron method [44] which requires convergence
testing only in the k-mesh density. A fine 90× 90× 60 k-mesh is used to calculate
the phonon-electron scattering rates for 2H SiC which are then combined with
the other phonon scattering rates at the RTA level using Matthiessen’s rule. We
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phase a, c (Å) a, c (Å)
theory experiment
2H 3.07, 5.04 3.08, 5.05
4H 3.07, 10.05 3.08, 10.08
6H 3.07, 15.08 3.08, 15.12
Table 6.1: In-plane (a) and cross-plane (c) lattice parameters of 2H, 4H and 6H
SiC. Experimental results for a, c for the 2H phase are taken from Ref. [45] and
for 4H and 6H from Ref. [46].
checked that the calculated κ is converged with respect to the k-mesh density for
the temperature range considered. Calculations for 4H and 6H SiC proved to be
computationally too expensive.
6.4 Results and discussion
The results from structural optimization calculations are presented in Table
6.1. We find excellent agreement between calculated and measured [45, 46] values
of the in- and cross-plane lattice constants, a and c.
2H, 4H and 6H SiC have 4, 8, and 12 atoms per primitive unit cell, respectively,
with cells becoming more elongated along the cross-plane direction of nH SiC with
increasing n as shown in Fig. 6.1. Calculated phonon dispersions for 2H, 4H and
6H SiC are shown in Fig. 6.2 along with available experimental measurements for
4H and 6H SiC [47, 48, 49]. The agreement between calculation and measurement
is excellent.
In the 4H and 6H SiC samples considered here, substitutional nitrogen defects
are present, and these can also be treated using the mass disorder model, Eq.
6.1. We do not include bond-disorder arising from these substitutional defects.
Here we assume that the nitrogen defects are at the carbon sites. In Fig. 6.3
the phonon-phonon, phonon-isotope and phonon-nitrogen defect scattering rates
are shown for the 6H phase at 300 K. Phonon-phonon scattering dominates over
the entire frequency range, followed by phonon-isotope scattering. The sample
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Figure 6.1: From left to right: 2H, 4H and 6H SiC primitive cells. Blue represents




Figure 6.2: Phonon dispersions of (a) 2H, (b) 4H and (c) 6H SiC. Blue curves are
calculated results. Red circles are from experimental measurements for 4H [47]
and 6H [48] phases, respectively.
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with the highest impurity concentration to which we compare our calculations has
2.9 × 1018 cm−3 N-atoms. Treating these as substitutional defects at the C site
leads to negligible reduction in κ. This is because N defects give only a small (17%)
mass increase over the C atoms, only slightly larger than that for the minority
carbon isotope (13C), and the N concentration is 300 times smaller than that of
13C in naturally occurring carbon. The low concentration of N defects means
that even if the N atoms were on the Si site instead of the C site, the phonon
defect scattering rates would still be negligibly small. To support this, we note
that in a recent study on cubic 3C SiC [50], N substitution defects at the C site
were treated as both mass and bond defects. For the N-doping concentrations
considered in the present work, a negligible reduction in the κ of 3C SiC was
found around 300 K. For all κ calculations phonon-isotope scattering is included,
while phonon-substitution defect scattering is ignored for the remaining results
presented.
Fig. 6.4 shows the calculated temperature dependence of κin and κout for the
three polytypes considered. For both in-plane and cross-plane directions, we find
that κ2H > κ4H > κ6H. This is explained by the fact that in these hexagonal
polytypes the larger number of atoms with increasing n in nH SiC gives rise to an
increasing number of low-lying optic branches. The small phonon group velocities
in these branches combined with the fact that the three-phonon scattering rates are
the highest in 6H SiC and the lowest in 2H SiC leads to lower κ with increasing n in
nH SiC. Also, for given n in nH SiC, we find that κin > κout over the temperature
range considered. This anisotropy arises from larger contributions to the in-plane
thermal conductivity integral from the vxλF
x
λ terms in Eq. 4.43 compared to those
for the corresponding cross-plane (z) components, especially in the frequency range
around 10 THz. Roughly the same anisotropy is found in both the RTA and the
iterated calculations.
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Figure 6.3: Phonon-phonon, phonon-isotope and phonon-N-substitution scattering
rates for 6H SiC at 300 K. N substitution is considered at the C site with a
concentration of 2.9 × 1018 cm−3 matching the highest N-doped sample in Ref.
[30].
Figure 6.4: Temperature dependence of κin and κout for 2H, 4H and 6H SiC. For
a given direction, κ2H > κ4H > κ6H . For both the solid and dashed types, the top
(middle) [bottom] line corresponds to 2H (4H) [6H] SiC κ.
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In Fig. 6.5 (a) the calculated κin of 4H SiC are compared to experimental data.
Green triangles give κin measured by Morelli et al. [34]. These data points lie well
below the calculated κin values (solid green curve). The authors in Ref. [34] spec-
ulate that their 4H sample may have stacking faults. These types of defects are
not treated in our theoretical framework, and we attribute the large difference
between calculation and the data from Ref. [34] to the presence of such defects.
On the other hand, a measurement of κin by Cree Inc. [28] (black filled symbol)
on their high purity semi-insulating sample at 298 K shows good agreement with
the calculated κin. Furthermore, excellent agreement is seen against recent ex-
perimental data from Cahill [36] (black crosses) and from Qian [35] (filled cyan
squares).
Fig. 6.5 (b) shows the calculated results for κout (green dashed curve) com-
pared to measured data from Wei et al. [33] and that from Cree [28]. The sample
with higher κout from Ref. [33] was believed to contain 5 × 1017 cm−3 vanadium
substitutional defects while that with the lower κout contained 5 × 1018 cm−3 ni-
trogen substitutional defects. Treating the V and N dopants as substitutional
defects at the C site lead to negligible reduction of κ. The measurements near
room temperature from the less doped samples of Ref. [33] and from Ref. [28] are
in good agreement with the calculated results. However, at higher temperatures,
both sets of measured data from Ref. [33] lie well below our calculated values.
This is puzzling to us. Moreover, the measured κ values for the sample with the
higher defect/carrier density are significantly smaller than those for the lower de-
fect/carrier density sample even though the calculated phonon-defect scattering
rates in both cases are small and phonon-electron scattering in this temperature
range is weak (see discussion below). Finally, the measured κ values for both sam-
ples saturate above 600 K, a finding inconsistent with the roughly 1/T dependence
of the thermal conductivity from phonon-phonon scattering and the expected neg-
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ligible contribution from the electronic part of the thermal conductivity. Again,
we find remarkable agreement with data from Cahill and Qian.
(a)
(b)
Figure 6.5: Comparison of the calculated 4H SiC (a) κin and (b) κout with exper-
imental measurements from [34] (green triangles), [33] (green open squares and
circles), [28] (black open stars), [36] (black crosses), and [35] (filled cyan squares).
In Fig. 6.6 we compare κin of 6H SiC with measurements from Slack [29],
Morelli et al. [30], Burgemeister et al. [31], Qian et al [35], and Cahill et al.
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[36]. Calculated values (solid blue line) lie below the Slack data (purple squares)
with N defect concentration of 1 × 1017 cm−3, but above the data from Morelli
et al. whose samples had N concentrations of 3.5 × 1016 and 2.9 × 1018 cm−3,
respectively. For the sparsely doped Morelli sample (blue triangles) agreement
with theory is very good between 200 and 300 K - at 150 K the calculated value
is about 20% larger than the experimental one. For the higher doped Morelli
sample (blue circles) the measured κin is significantly lower than the calculated
values. This reduction is attributed by Morelli et al. to phonons scattering from
electrons donated by N atoms. The Burgemeister data points (black symbols)
are measurements above 300 K for lightly N- or p-type doped samples. There is
some variation in the measured data, but in general the trend is well captured by
the theory curve. We note that the 8 × 1015 cm−3 N-doped Burgemeister data
points (black cross symbols) slightly above 300 K show a variation nearly equal
to the difference between the nearest Morelli data points. Moreover, the Slack
sample with nearly 3 times the N-doping of the the purest Morelli sample has a
significantly higher κ than the latter and also projects to larger κin than the higher
purity samples of Burgemeister. The reason for the high measured κin for the Slack
sample is unclear to us. It is also unclear whether the difference between the κ
measurement on the two Morelli samples is entirely due to the EPI. Agreement to
data from Qian and Cahill is excellent.
In Fig. 6.7 the calculated κout of 6H SiC is compared to experimental data from
Nilsson et al. [32] between 300 and 2300 K. Also plotted are κout measurements
by Burgemeister et al. [31]. Excellent agreement between calculation and data
from Nilsson, Burgemeister, Cahill Qian experiments is found in this case over the
entire temperature range of the data. We note that even at high temperatures
the thermal expansion coefficient of 6H SiC is almost independent of temperature
[51], which suggests that higher-order anharmonicity is weak even at the high
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Figure 6.6: Comparison of the calculated 6H SiC κin with measured data from
Ref. [29] (purple squares), Ref. [30] (blue triangles and circles), Ref. [31] (green
stars, black crosses and black pluses), [36] (black crosses), and [35] (filled cyan
squares).
temperatures (up to 2300K) of the measurements of Ref. [32].
The experimental sample from Ref. [32] has an N-doping concentration of
5× 1017 cm−3. At 300 K the measured κ value is 4.1% higher than the calculated
value. Interestingly, while the EPI was thought to give a significant reduction in
κin in Ref. [30], [31], [34] even at 300K, such a reduction is not seen by comparing
the 300 K κout data from Nilsson and Burgemeister in spite of there being an order
of magnitude difference in carrier densities. Instead the two sets of κout measured
values are quite close to each other and are also in very good agreement with the
theoretical results.
To address the question of to what extent the EPI reduces κ we calculated
phonon-electron scattering rates, Eq. 6.3, for the 2H phase. Full first principles
treatment of the EPI in 4H and 6H SiC is currently beyond our computational
capabilities. In Fig. 6.8 phonon-electron scattering rates for 2H SiC for a repre-
sentative electron density of 1018 cm−3 are plotted along with phonon-phonon and
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Figure 6.7: Comparison of 6H SiC κout with experimental measurements from
Refs. [32] (blue open circles) and [31] (black open triangles).
phonon-isotope scattering rates at 300 K. The phonon-electron scattering rates
are shown here on a dense q-mesh of 50 × 50 × 30 to highlight their frequency
dependence while the other scattering rates are shown on the originally converged
25×25×15 q-mesh. In the low frequency region the acoustic-phonon-electron scat-
tering rates are comparable to the phonon-phonon scattering rates before quickly
falling off above 2 THz. The phonon-electron scattering rates become strong again
for the high optic phonon frequencies. The high-lying optic phonons contribute









λ δ(ν − ωλ),
where ν is some arbitrary sampling frequency.
For 2H and 6H SiC shown in Fig. 6.9. Therefore, strong phonon-electron
scattering for those phonons will not affect κ. It is seen in Fig. 6.9 that the
effect of phonon-electron scattering in suppressing the κin of 2H SiC is only visible
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below around 3 THz. For example, at 1 THz, κin(ν) is suppressed by about 39%,
but beyond 3 THz there is no suppression. At higher temperatures above 300 K
phonon-phonon scattering dominates over all other scattering mechanisms and the
effect of the EPI is predicted here to be negligible. However, at lower temperatures,
phonon-phonon scattering weakens and the reduction in κ due to phonon-electron
scattering can become significant.
The effect of the EPI on 2H SiC κin is presented in Table 6.2 for 10
17 cm−3 and
1018 cm−3 n-type doping concentrations. For 1017 cm−3 doping concentration we
see a 20% reduction of κin at 100 K while the reductions at 300 K and 600 K are
negligible. For 1018 cm−3 doping concentration these numbers are 28%, 4.4% and
1.1%, respectively. These results are consistent with the discussion in the previous
paragraph.
Table 6.3 compares the calculated undoped κin for 6H SiC with the corre-
sponding measured values from Ref. [30] for the sample with electron density of
2.9 × 1018 cm−3. Assuming that the strength of the EPI in 6H SiC is similar to
that in 2H SiC and coupling this to the fact that phonon-phonon scattering is
stronger in 6H SiC than in 2H SiC we conclude that the EPI is not likely the only
reason for the strong reduction in κ in Ref. [30], nor can it be the sole explanation
for the difference in thermal conductivities of the 6H samples from Ref. [29] (see
Fig. 6.6) or the 4H samples from Ref. [33] (see Fig. 6.5b). We add that in Ref.
[52] it was shown that EPI causes similar reduction in the thermal conductivity
in cubic SiC as we find for the 2H polytype.
6.5 Conclusion
In this chapter, we presented ab initio calculations of the in-plane and cross-
plane lattice thermal conductivities, κin and κout, for 2H, 4H and 6H SiC. We
found that for both in-plane and cross-plane thermal transport, the 2H phase
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Figure 6.8: Phonon-electron scattering rates in 2H SiC at 300 K for an electron
concentration of 1018 cm−3. For comparison, phonon-phonon and phonon-isotope
scattering rates are also plotted.
Figure 6.9: Spectrum of κin as a function of frequency ν for 2H and 6H SiC at
300 K. Effect of EPI is shown for 2H for two n-type doping levels. The inset plot
zooms in on the [0,4] THz region.
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T(K) undoped n-type n-type
1017 cm−3 1018 cm−3
100 4741 3779, (20%) 3398, (28%)
300 497 492, (1.0%) 475, (4.4%)
600 186 185, (0.5%) 184, (1.1%)
Table 6.2: Calculated 2H SiC κin (Wm
−1K−1) with and without the EPI. The third
and fourth columns give κin, percentage reduction with respect to the undoped
case.
T(K) undoped N-doped
(theory) 2.9× 1018 cm−3
100 2460 1018, (59%)
300 382 310, (19%)
Table 6.3: 6H SiC κin (Wm
−1K−1) values from theory (undoped, column 2) .vs.
experiment (N-doped, column 3) [30]. The third column also shows percentage
difference between the calculated and measured κin.
has the highest κ, followed by that of 4H SiC and then by that of 6H SiC. Also,
for given n in nH SiC, κin is found to be larger than κout over a large range
of temperatures. Remarkable agreement is obtained with the recently measured
κin and κout results from [35] and [36] for 4H and 6H samples. However, wide
variations in measured data were noted that in most cases suggest the presence of
defects in the measured samples. By calculating phonon-electron scattering from
first principles for the 2H phase at electron densities representative of those in the
studied samples, we concluded that such scattering is not likely the sole reason for
the difference in κ measurements between the 6H SiC samples considered in Ref.
[30] or for the difference between the measured κ values for the 4H SiC samples
in Ref. [33]. Nevertheless, carrier concentrations as low as 1 × 1018 cm−3 in the
2H phase can lead to a significant reduction in κ at low temperatures, which is
qualitatively consistent with the measurement findings [30].
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CHAPTER VII
Effect of point defects on the thermal
conductivity of cubic boron arsenide
Recent experiments have vindicated the theoretical prediction that cubic boron
arsenide (BAs) has an ultrahigh lattice thermal conductivity, κ. It has also been
shown recently that the presence of vacancies significantly reduces the κ. In this
chapter we use density functional theory (DFT) based first principles methods to
calculate the effect of neutral and charged carbon (C), silicon (Si), germanium (Ge)
substitution defects, and vacancies. We treat the phonon-defect scattering using
both the Born approximation and the infinite order T-matrix method, and assess
the difference between these two approaches. The phonon-defect scattering rates
for various defect concentrations are combined with the three- and four-phonon
scattering rates to obtain the full solution of the phonon Boltzmann transport
equation (BTE).
7.1 Introduction
Cubic BAs is a semiconductor with a large band gap of 1.5 eV with κ close
to 1300 Wm−1K−1 at room temperature [53, 54, 55]. The fascinating aspect of
BAs is both its high κ, and how it achieves it. Most high thermal conductivity
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materials obey the so-called Slack criteria [56]. These consist of four rules: 1) the
constituent atoms are light, 2) they are connected by stiff bonds, 3) the crystal
structure is simple, and 4) the anharmonicity is low. Rules 1 and 2 give a high
scale and speed for heat carrying acoustic phonons. Rule 2 ensure fewer phonon
branches to scattering among. And rule 4 means there is phonon scattering rates
are low. Materials such as diamond and silicon carbide fall in this category. BAs,
on the other hand, consists of a light boron and a heavy arsenic atom. This re-
sults in a large (a)coustic-(o)ptic gap in the phonon dispersion, as can be seen
in Fig. 7.1, which reduces the scattering phase space for heat carrying acoustic
phonons. Specifically, it prevents scattering between two acoustic and an optic
phonon (a+a ↔ o) because energy cannot be satisfied in such a three-phonon
process. Furthermore, the narrow bandwidth of the optic phonons minimizes a+o
↔ o scattering [57]. Moreover, BAs features a peculiar near coincidence of the
acoustic branches in certain parts of the Brillouin zone. An acoustic phonon in
such a region has a restricted phase space for decaying into other nearby acoustic
phonons. Furthermore, the heavy arsenic atom, the movement of which dominates
the acoustic vibrational modes [58], is isotopically pure. As such, phonon-isotope
scattering is small compared to intrinsic scattering channels. This unconventional
set of features give rise to the unusually high κ of BAs. This was first discovered
by Lucas Lindsay, his supervisor David Broido, and Tom Reinecke in 2013 [58, 59]
using a first principles, DFT+BTE approach considering up to three-phonon scat-
tering. Considering the natural isotopic mix, they predicted a κ of 2300 Wm−1K−1
at room temperature, close to that of diamond (2500 Wm−1K−1). A concerted
growth effort was made in the following years [60, 61, 62], but values of κ ≈ 300
Wm−1K−1 were reported. It was suggested in Ref. [61] that high concentrations
of As vacancies in the samples was causing the severe reduction of κ from the
predicted value. We investigated that claim in 2016 treating vacancies within the
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T-matrix approach [9]. We found that vacancies strongly suppress κ and that
the Born approximation fails. Then in 2017, it was also found that four-phonon
scattering is an important channel in BAs [63], simply because three-phonon scat-
tering is unusually weak in certain frequency regimes. In that work, the authors
report 1400 Wm−1K−1 as the three and four phonon limited κ at room temper-
ature. While this κ value is smaller than that of diamond, but still 2 to 3 times
higher than that of silicon carbide and copper, and 10 times higher than that of
silicon. Finally, in 2018, synthesis of high quality BAs was achieved [53, 54, 55] and
experimental measurements produced good agreement with the theories including
four-phnon scattering, and a general consensus about BAs κ ≈ 1300 Wm−1K−1
at room temperature was reached. Nevertheless, defects are inevitably present in
the crystals and steady state measurements gave values lower than the theoretical
prediction [53]. Thus the accurate determination of their degrading effect on the
κ presents itself as a theoretical challenge. Now, although experimental charac-
terization of the various types of defects have not yet been performed, theoretical
calculations [64, 65] suggest that C, B, Si and Ge are energetically favorable sub-
stitution defects. In this chapter, we investigate the effect of these defects on the
κ of BAs.
7.2 Calculation details
In this chapter we ignore phonon-carrier scattering. As such, we solve the lin-
earized phonon BTE Eq. 4.21 without the drag term. We include phonon-isotope
scattering using the Tamura model described in Chapter VI. Three-phonon scat-
tering is treated as described in Chapter IV. Four-phonon scattering is partially
accounted for: we add the four-phonon scattering rates only at the RTA level, ig-
noring its in-scattering terms. These were calculated by Navaneeth Ravichandran
for Ref. [53]. Point defects are treated using the T-matrix method described in
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Figure 7.1: Phonon dispersion of BAs. Salient features are the large acoustic-optic
gap reducing scattering between acoustic and optic phonons, and the bunching of
acoustic branches near the K point (shown in red box), reducing scattering phase
space among acoustic phonons.
Chapter V. This method was first employed within an ab inito framework in the
study of vacancy and nitrogen defects in diamond by Natalio Mingo’s group [26].
Subsequently, the same methodology was used to study clusters in graphene [23],
nanoparticles in SiGe alloys [66], and As and B vacancies in BAs [9], among many
others.
We use the VASP [67, 68, 69, 70] DFT code employing the PAW [71, 72] pseu-
dopotentials in the PBE [73, 74] approximation for the phonon calculations. First,
the second order force constants (IFC2) are calculated for a relaxed 5× 5× 5 (250
atom) supercell with and without a substitution defect, using the small displace-
ment method. Helper code phononpy [75, 76] is used to create the supercells with
small displacements, and to read off force constants following DFT calculations.
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VK is calculated by taking the difference between the IFC2s of the pristine and
the defected system. The scattering T-matrix is then calculated using the VK ,
the mass perturbation VM , and the Green’s function. Once the scattering cross
sections are known, the phonon-substitution defect scattering rates are calculated
for various defect concentrations. To calculate the three-phonon scattering rates,
we use the thirdorder vasp.py code [42] in conjunction with VASP. The calcula-
tion of the four-phonon scattering rates are expensive. Moreover, our home-grown
four-phonon code is currently set up to work only with the Quantum Espresso
[40] suite. We simply interpolate these scattering rate on the wave vector mesh
used in the current study from a previously published calculation [60]. These
were calculated by Navaneeth Ravichandran. The phonon BTE is solved using
the ShengBTE code [20, 43]. We modified the original code to use the analytic
tetrahedron method [44] instead of the adaptive Gaussian scheme to calculate the
energy conserving delta functions. A converged 28× 28× 28 wave vector mesh is
used to solve the phonon BTE.
7.3 Results and discussion
The absolute mass difference normalized by the host atom mass is shown in
Tab. 7.1. This quantity enters the on-site mass perturbation Eq. 5.17, and is a
measure of how strong the mass perturbation is. Ge(As) and C(B) substitutions
are weak mass defects due to the fact that Ge and As, and C and B are in
neighboring groups in the same period on the periodic table. For the rest of the
substitutions, mass defect gives strong on-site perturbation.
C Si Ge
B 0.1 0.6 –
As 0.8 0.6 0.03
Table 7.1: Absolute mass difference normalized by the host atom mass.
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Figure 7.2: Norm of the self tensor of VK for C(B) and Si(B) defects.
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Figure 7.3: Norm of the self tensor of VK for C(As) and Si(As) defects.
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Figure 7.4: Norm of the self tensor of VK for Ge(As) defect.
To assess the strength of the bond perturbations we look at the norm of the self
tensor of VK (that is, i = j in Eq. 5.18) given in Figs. 7.2,7.3 and 7.4. For the Si(B)
substitution, charged defect gives a slightly stronger perturbation at the defect site
compared to the neutral case. For all the other substitutions the charged defect
gives significantly weaker perturbation at the defect site compared to its neutral
counterpart. The perturbation is well localized regardless of the charge state of the
defect. Next, in Figs. 7.5,7.6 and 7.7 we plot the absolute defect-site perturbation
|VM + VK | in Eqs. 5.17, 5.18 for the LA phonons against frequency. As noted
earlier, C(B) and Ge(As) give weak mass-perturbations. In these two cases, the
bond perturbation is the dominant and is significantly stronger for the neutral
case compared to the charged case. Because C+1 ion is chemically similar to the
B atom, and Ge−1 ion is similar to the As atom, these two charged substitutions
give weaker bond defect compared to their neutral counterparts. |VM +VK | for the
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Figure 7.5: Absolute defect-site perturbation against frequency for C(B) and
Si(B).
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Figure 7.6: Absolute defect-site perturbation against frequency for C(As) and
Si(As).
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Figure 7.7: Absolute defect-site perturbation against frequency for Ge(As).
Si−1(As) defect is clearly larger in the 4-8 THz regime compared to the Si0(As)
defect case. In BAs this narrow frequency regime gives the strongest contribution
to κ because of reasons presented in the beginning of this chapter, and the large
difference in |VM + VK | between the charged and neutral defect cases reflects on
the defect limited thermal conductivity.
In Figs. 7.8, 7.9 and 7.10 we plot the phonon velocity times the scattering
cross section, which is a measure of the strength of scattering by the defect, for
the representative LA phonons. The neutral (charged) defect case is denoted by
circles (crosses), and the T-matrix (Born) results are given in blue (red). For the
C(B) case, we find that vσ is significantly larger for the neutral case compared to
the charged one. This connects to the fact that bond perturbation is dominant for
this substitution. The same can be said about the Ge(As) substitution case. For
both the Si(B) and the C(As) substitutions, there is small difference between the
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Figure 7.8: vσ vs. phonon frequency for the LA branch for C(B) and Si(B) defects.
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Figure 7.9: vσ vs. phonon frequency for the LA branch for C(As) and Si(As)
defects.
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Figure 7.10: vσ vs. phonon frequency for the LA branch for Ge(As) defect.
charged and neutral cases because mass perturbation dominates over bond pertur-
bation in BAs. For Si(B), in the 4-8 THz region, vσ is similar for both the Born
and the T-matrix calculation. For the C(As) case, however, the Born approxima-
tion significantly overestimates the scattering compared to the T-matrix method.
Finally, for the Si(As) case, the Born approximation predicts stronger scattering
for the charged case over the neutral case. The T-matrix method, however, pre-
dicts similar scattering regardless of the charge state. In this particular case, bond
and mass perturbations are similar in strength. From these results, we learn that
Born tends to underestimate the on-site mass perturbation and over-estimate the
finite-range bond perturbation. Also, while we can broadly explain the Born vσ
results to the |VM +VK | plots, we cannot know a priori what the T-matrix results
could be. This means that the T-matrix method is needed to accurately capture
the effect of strong perturbations, mass or bond.
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Figure 7.11: Scattering rates for the various phonon scattering mechanisms for
C(B) and Si(B) defects.
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Figure 7.12: Scattering rates for the various phonon scattering mechanisms for
C(As) and Si(As) defects.
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Figure 7.13: Scattering rates for the various phonon scattering mechanisms for
Ge(As) defect.
In Figs. 7.11, 7.12 and 7.13 we plot the scattering rates for the various phonon
scattering mechanisms. In all calculations we include three-(blue cirles) and four-
phonon (yellow circles), phonon-isotope (green circles), and phonon-substitution
defect T-matrix scattering for the neutral (black circles) and charged (red crosses)
cases. All plots are for 300 K calculation. The concentration of defects shown is
0.2% of the host atom, which is about 7.16×1019 cm−3 - the highest concentration
we consider in this work. BAs three-phonon scattering rates show a characteristic
dip in the 4-8 THz frequency region which is related to bunching of the acoustic
branches and the large acoustic-optic gap that the material features. It is this
frequency region from where most of the thermal conductivity contribution comes.
The four-phonon scattering rates are comparable to three-phonon ones in the 6-8
THz region, while the phonon-isotope scattering rates remain weak over the entire
acoustic phonon frequency range. Optic phonons give negligible contribution to
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Figure 7.14: Phonon thermal conductivity vs. C(B) and Si(B) defect concentra-
tion.
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Figure 7.15: Phonon thermal conductivity vs. C(As) and Si(As) defect concen-
tration.
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Figure 7.16: Phonon thermal conductivity vs. Ge(As) and vacancy(As) defect
concentration.
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the thermal conductivity. The phonon-charged C(B) and phonon-charged Ge(As)
scattering rates are the weakest among all the substitutions considered in this
work, with the charged case giving significantly weaker scattering compared to the
neutral case. The phonon-C+1(B) and phonon-Ge−1(As) scattering rates are lower
than the three-phonon scattering rates in the 4-8 THz region, which means that at
this concentration, there will be moderate reduction in the thermal conductivity
due to the presence of the defects. In all the other cases, phonon-substitution
defect is clearly the dominant source of scattering in the 4-8 THz region, and we
expect strong suppression of the thermal conductivity due to these defects.
In Fig. 7.14, 7.15, and 7.16 we plot κ as a function of the defect concentration,
for 300 K. These are the main results of this chapter. For all the substitution
cases, we see the beginning of strong reduction of the κ beyond 1018 cm3 defect
concentration. The reduction is the weakest for the charged C(B) and charged
Ge(As) substitutions for which the mass perturbation is weak and the bond per-
tubation is significantly weaker than for the neutral counterparts. For all other
cases, κ reduction is strong abive 1018 cm3 defect concentration. For reference, the
As vacancy, which represents the strongest bond perturbation, gives the strongest
suppression of κ. In Tab. 7.2 we compare the results from the T-matrix calcula-
tions for the various defects at three different defect concentrations. We note that
we can still get an ultrahigh κ (> 1000 Wm−1K−1) for a moderately high defect
concentration of 7.2×1017 cm−3 for all substitutions. However, charged C(B) and
charged Ge(As) give very small suppression up to 7.2× 1019 cm−3 concentration,
making these ideal candidates for doping of BAs.
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7.2× 1017 cm−3 7.2× 1018 cm−3 7.2× 1019 cm−3
C(B) 1167[1156] 1150[1059] 1011[625]
Si(B) 1099[1093] 761[741] 281[268]
C(As) 1067[1062] 675[659] 215[207]
Si(As) 1086[1090] 742[747] 260[250]
Ge(As) 1154[1067] 1141[683] 1026[234]
Vacancy(As) [895] [342] [75]
Table 7.2: Thermal conductivity (Wm−1K−1) for the various substitutions and va-
cancy(As) defect treated in the T-matrix approach at three defect concentrations.
The values in the square brackets are for the neutral case.
7.4 Conclusion
In this chapter, we presented first principles calculations of the effect of var-
ious neutral and charged substitution defects in BAs. We found that for strong
perturbations, Born approximation fails and the infinite orders T-matrix method
is required to accurately capture the effect of the defects. C(B) and Ge(As) sub-
stitutions represent weak mass defects, and, as such, result in weak suppression
of κ. We also found that the charged substitutions that resemble the host atoms,
namely, C+1(B) and Ge−1(As), give significantly weaker scattering of phonons
compared to the neutral counterparts. These two findings combined, we conclude
that C and Ge are ideal candidates for doping BAs, as their presence will not
strongly lower the favorable high thermal conductivity of the material.
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CHAPTER VIII
Phonon and carrier drag effect in doped gallium
arsenide
8.1 Introduction
Earlier, in Chap. VI, we considered ph-e scattering while solving the phonon
BTE. We assumed that electrons remain in equilibrium although they suffer col-
lisions with phonons. The opposite assumption of phonons always remaining in
equilibrium is also usually made when solving the electron BTE taking into ac-
count e-ph interaction. This is known as Blochsche Annahme (Bloch’s Assump-
tion) [77, 78]. This was called into question by Peierls in 1930 [79]. When this
assumption is not made, the interacting electron-phonon system has to be de-
scribed by a coupled set of BTEs as formalized in Chap. IV. This leads to the
capturing of the mutual drag effect between interacting electrons and phonons.
The theory of mutual drag of electrons and phonons was laid down by Yu Gure-
vich in 1946. The references to the original Russian articles are given in his own
review of the subject in Ref. [18]. In 1953, Frederikse found experimental evidence
of the effect of phonon drag on the Seebeck coefficient of germanium [80], followed
by Geballe and Hull in 1954 [81] in germanium and in 1955 [82] in silicon. In all
cases, a low temperature minimum of the absolute value of the Seebeck coefficient
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was observed. Simple theories to match the data were proposed by Frederikse
in 1953 [80] and Conyers Herring in 1954 [83]. However, their theories explicitly
violate [22] the Kelvin-Onsager relation Eq. 4.45. Since then drag effect has been
observed in ZnO and CdS [84], Mg2Si crystals [85], and gold and aluminum [86],
among others. In recent times, computational approaches have been employed to
study the drag phenomenon. In Ref. [87], Mahan, Lindsay and Broido combined
analytic models for electron-phonon interaction with Rode’s iterative BTE scheme
[88] to a partially decoupled electron BTE. The phonon drag was captured by first
principles calculations of the phonon-phonon interaction within the RTA and it
was assumed that the non-equilibirum distribution of the electronic system does
not affect the phonon system. This method captured the observed temperature
dependence of the Seebeck coefficient in silicon [82]. Zhou et. al. also studied
the phonon drag effect in silicon by partially decoupling the electron and phonon
BTEs [6]. In their work the electron-phonon and phonon-phonon matrix elements
were calculated from first principles. A first principles approach was also used by
Fiorentini and Bonini in Ref. [7] and applied to silicon. In that case, a partial
decoupling as in Ref. [87] was implemented. To our knowlege, a full solution of
the coupled electron and phonon BTEs has not been accomplished. In our work,
we have attempted to push the boundary toward the full solution of the coupled
electron-phonon BTEs, which enables us to study the mutual drag of electrons
and phonons. In this chapter we will solve the coupled BTEs using our in-house
code for n-doped gallium arsenide (GaAs) and show how the drag-theory can ac-
curately predict the temperature dependence of the Seebeck coefficient, when the
usual, non-drag theory spectacularly fails. We will also show the large effect of
phonon-drag on the mobility, and the small effect of electron-drag on the lattice
thermal conductivity.
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8.2 Model and computational details
GaAs has a measured direct band gap of around 1.4 eV at room temperature
[89]. Using the LDA exchange-correlation function, however, we get around 0.3
eV. This leads to a significant increase in the conduction band mass [90]. While it
is possible [4] to reproduce the actual band gap and band mass for this material by
including many-body corrections, such calculations are expensive. For this work,
we simply assume a single parabolic, isotropic conduction band of mass 0.067me
[89]. This approximation should work well for GaAs for moderate electron densi-
ties (< 1019cm−3) where only the bottom of the conduction band is relevant for
transport. Doping is simulated by shifting the chemical potential for the system.
The phonon dispersions are calculated ab initio.
Since the electronic energy scale is of the order of eV while the largest phonon
energy scale is usually tens of meV, a very dense electronic wavevector mesh is
required to calculate the electron-phonon phase space for scattering, the matrix
elements, and to do the Brillouin zone sums to obtain electronic transport coeffi-
cients. However, calculation of electron-phonon matrix elements on such a dense
mesh is computationally expensive. The matrix elements also have to be saved for
reuse during the iterative BTE solve. To keep the computation tractable, we take
two strategies: 1) We use simple, physical models for electron-phonon interac-
tion. This way we save a massive amount of computational time and storage that
would otherwise go toward the calculation of the matrix elements. 2) We use an
effective Fermi window of 0.5 eV beyond which we do not compute any electronic
quantities. Since the contributions to the electronic transport coefficients come
mostly from around the chemical potential and since our chemical potential will
remain close to the conduction band minimum for the carrier concentrations we
will consider in this work, choosing such a Fermi window cutoff is justified. The
simple model electron-phonon interaction channels are the acoustic deformation
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potential (ADP), piezoelectric potential (PZ) for LA phonons, and polar optic
phonon (POP) scattering. Details about the origins of these models can be found
in Ref. [91]. Briefly, long wavelength acoustic phonons produce lattice dilation
and contraction. This local change in the lattice constant causes a time periodic
shift in the electronic bands. The proportionality constant of the shift in the band
energy and the change in the lattice constant is called the ADP. A related phe-
nomenon is the PZ scattering, which happens in polar materials without a center
of inversion. In this case, acoustic vibrational modes create a long range electric
field that scatters electrons. The constant of proportionality of the local strain
and the electric field is the PZ constant. Lastly, POP is an interaction prevalent in
polar materials. Long wavelength LO phonon vibrational modes create oscillating
dipoles in every unit cell, which leads to a long range electric field that scatters
electrons. The matrix element for this scattering can be computed by considering
the lowest order Feynmann diagrams for both the screened Coulomb and phonon
mediated electron-electron interactions. This is also known as the Fröhlich model



































where ρ is the density, V is the crystal volume, ε0 is the permittivity of free
space, κ0 = 13.1 is the static dielectric constant, and κ∞ = 11.1 is the high
frequency dielectric constant. Here we have taken the interaction to be screened
within a Thomas-Fermi model, and qTF is the static (Thomas-Fermi) screening
wavevector. The ADP parameter is A = 7 eV [88]. The PZ contribution from all
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acoustic phonons is approximated as merged into a single acoustic branch, and the
parameters are the averaged acoustic speed cPZ = 4030 ms
−1 and the Piezoelectric
constant ePZ = 0.16 Cm
−2 [88].
Electron-electron interactions are ignored in this work and we provide two jus-
tifications why. First, the transport active electrons reside near the conduction
band minimum at the Γ -point. As such, electron-electron Umklapp processes,
which must involve at least one large magnitude wavevector, are completely negli-
gible. Also, first principles calculations showed that electron-electron self-energies
are smaller than electron-phonon self-energies [4]. However, electron-electron in-
teraction could provide dynamical screening to other types of interactions in the
system, which brings us to the second point: The inclusion of electron-electron
interactions typically involves infinite order diagrammatics known as the random
phase approximation (RPA) [25], which gives rise to additional bosonic excitations
of the electron density. These are known as plasmons. The RPA dielectric func-
tion is both momentum and energy dependent, which adds considerable complexity
over the static Thomas-Fermi screening model we currently use. Furthermore, the
plasmons interact with the LO phonons, leading to the formation of hybrid cou-
pled modes [93]. Also, the RPA gives rise to a region in the energy-momentum
phase space an electron-hole pair excitation continuum (PEC). Inside this contin-
uum, plasmons are strongly damped via their interaction with short-lived, bosonic
electron-hole pairs, and as such do not maintain a sharp energy dispersion rela-
tion [93]. As the BTE is valid only for sharp modes, as discussed in Chap. II, the
applicability of our current approach breaks down. In passing we comment on the
various approaches attempted to take electron-electron interactions into account.
In Ref. [94], Sanborn used the plasmon-pole approximation which captures the
spectral weight of the non-sharp electron-hole pair excitations into an effective
plasmon mode going through the PEC. Following this the BTE was applied. In
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Ref. [95], Caruso and Giustino calculated the self-energy relaxation rate from
first principles for plasmon-electron scattering. In that work, the relaxation time
approximation was used, so the full solution of the BTE was not attempted. In
Ref. [93], Hauber and Fahy applied the BTE to both the sharp plasmons and
the non-sharp pair excitations. In their work a coupled system of BTEs – one for
the LO phonon-plasmon coupled modes, the other for the electronic system – is
solved using simple analytical models. We implemented their method and found
that the questionable use of the BTE on low energy, non-sharp, pair excitations
leads to a large mobility gain in GaAs and GaN. In Ref. [96], Wu et. al. used
much of the methodology developed by Hauber and Fahy, but did not allow the
bosonic coupled modes to go out of equilibrium, while retaining the use of the
RPA. We do not dwell on this issue further, but remark that a computationally
feasible, rigorous treatment of coupled electron-phonon transport with dynamical
screening effects remains an open problem worthy of deeper investigation.
Starting with the opensource, uncoupled phonon BTE solver, ShengBTE code-
base, we built our coupled e-ph BTE solver - elphBolt (electron-phonon Boltzmann
transport). Our code is capable of using DFT based electronic band structure and
phonon dispersion. Also, e-ph matrix elements calculated from first principles
methods can be read in for a completely parameters-free calculation. We relegate
a fully ab initio calculation to the future. In this work we made simplifying as-
sumptions regarding the e-ph matrix elements. Here we employed a dual mesh
approach, with an ultrafine electron wavevector (k) mesh and a relatively coarser
phonon wavevector (q) mesh. When needed, phonon quantities from the coarse
mesh are interpolated on to the fine mesh. There are three run levels of elphBolt.
In run level 1, the irreducible coarse electronic wavevector mesh is generated. The
user then calculates the electronic band on this mesh and provides it as an input
in runlevel 2. In this second step, elphBolt performs a mesh refinement and ap-
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plies a Fermi surface thickness. This generates an ultrafine mesh restricted by the
specified Fermi surface thickness. The user then calculates the electronic bands
on this refined mesh and provides it as an output for run level 3. In this last step,
phonon dispersion and ph-ph matrix element calculations are performed. Also,
the model e-ph and ph-e matrix elements are calculated. All matrix elements are
saved for future use. Finally, the coupled BTEs are solved iteratively for the spec-
ified driving field. The computationally expensive parts of the code - phonons,
matrix elements and BTE iterations - are parallelized using MPI. Additionally,
for the ph-ph matrix elements calculation, the code can restart from a crashed
calculation due to a time-out or hardware failure. This is particularly useful as
the ph-ph matrix elements can take days to compute for very dense wavevector
meshes. Coupling between the BTEs can be switched off if the user wants to
solve for transport without the drag effect. The phonon-phonon matrix elements
are calculated ab initio. The analytic tetrahedron method is used to evaluate the
energy conserving delta functions appearing in all the matrix element calculation.
We use the Quantum Espresso suite for our DFT needs.
The bottleneck of the program is the full ab initio calculation of the ph-ph
matrix elements. On the 60 × 60 × 60 q-mesh, this calculation requires nearly
3000 cpu-hours. This produces 55 GB of data that are saved on the disk for later
read-in during the iteration process. For contrast, a 90 × 90 × 90 q-mesh ph-
ph matrix element calculations requires nearly 14000 cpu-hours and 390 GB disk
space, rendering it a monumental computational task. In comparison, the e-ph
matrix elements require much smaller time and memory owing to the usage of the
effective Fermi surface thickness and analytic models. Once the matrix elements
have been calculated, a coupled BTE for a given field, a given temperature, and a
given carrier concentration takes nearly 3000 cpu-hours to finish on the 60×60×60
q-, 600 × 600 × 600 k-mesh. This number is nearly 14000 cpu-hours for the
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90 × 90 × 90 q-, 630 × 630 × 630 k-mesh. For comparison, an uncoupled BTE
takes a few hundred cpu-hours on the 60× 60× 60 q-, 600× 600× 600 k-mesh.
mesh κel+κph (W−1m−1K−1) σ (106Ω−1m−1) S (µV−1K−1)
(30, 300) 10.11 + 1237 11.67 −160.0
(45, 450) 9.93 + 1266 16.60 −123.7
(60, 600) 9.94 + 1295 20.81 −141.9
(90, 630) 10.20 + 1317 25.18 −134.0
Table 8.1: Transport coefficients calculated from the e-ph coupled BTEs solutions
for both the temperature gradient and electric field for various mesh densities.
The temperature is set at 50 K, the lowest considered in this work and for which
case the drag effect is the strongest, and the carrier concentration is set at a high
1018 cm−3. The notation (n,m) in first column denotes an n3 q-mesh and an m3
k-mesh. Data in the subsequent columns are respectively the electronic + lattice
thermal conductivity, charge conductivity, and Seebeck coefficient.
The transport coefficients for various mesh densities are shown in Tab. 8.1.
For the main calculations presented in this chapter we calculate the electronic
quantities on a 600×600×600 k-mesh, while the phonon quantities are calculated
on a 60 × 60 × 60 q-mesh. While this does not give tightly converged results for
all the transport coefficients we look at, given the immense time and memory
requirement of the matrix elements calculation and the coupled BTEs solutions,
we find this to be best balance between economy and accuracy. Moreover, as we





−1 σS Kelvin dev. (%)
(30, 300) −677.57 −328.95 −1006.5 −1867.6 46.1
(45, 450) −1329.6 −364.75 −1694.3 −2053.1 17.5
(60, 600) −2134.3 −488.61 −2623.0 −2953.0 11.2
(90, 630) −2481.0 −577.14 −3058.1 −3374.7 9.4
Table 8.2: Breakdown of the transport coefficient αT−1 into phonon and electronic
contributions and σS. Both these coefficients are in units of A−1m−1K−1. The
last column gives the percentage deviation from the Kelvin-Onsager relation. All
tabulated values are for 50 K and 1018 cm−3 carrier concentration.
In Table 8.2 The last column of that table shows the deviation from the Kelvin-
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Figure 8.1: Phonon dispersion of GaAs. Experimental data extracted from Ref.
[97] are plotted in red circles.
Onsager relation 4.45. We find that with increasing mesh density, this error di-
minishes. This error is mainly coming from the lack of resolution of the very
low energy phonons which contribute strongly to the αphT
−1 coefficient. We will
discuss this issue later in the chapter.
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Figure 8.2: Total e-ph RTA scattering rates and the breakdown into various chan-
nels for 1018 cm−3 carrier concentration. The top (bottom) panel is for 50 (300)
K. The vertical line denotes the chemical potential. For 50 K, the carriers domi-
nantly scatter quasielastically with the small energy acoustic phonons due to the
suppression of the large energy optic phonon absorption processes owing to the
sharpness of the Fermi function.
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8.3 Results and discussion
Using the LDA approximation with the Bachelet, Hamann and Schluter (BHS)
pseudopotential [98], we find the relaxed lattice constant to be 5.55 Å, about
1.7% below the measured value of 5.65 Å. Such a reduction is typical of LDA
calculations, which are known to overbind. The calculated phonon dispersions
are shown in Fig. 8.1 along with experimental data from Ref. [97]. Excellent
agreement between calculation and experiment is seen.
In Fig. 8.2, we look at the e-ph RTA scattering rates calculated from Eqs.
4.31, 4.26, and 4.9 for the various interaction channels at 50 K and 300 K for
a relatively high carrier concentration of 1018 cm−3. Because the 50 K Fermi
function is quite sharp near the chemical potential, an electron occupying a state
near it will not be likely to jump to an energy lower by an amount equal to the 36
meV LO phonon energy in GaAs. Similarly, approaching the chemical potential
from below, the occupation number decreases sharply, causing a decrease in the
optic phonon absorption. Because of this suppression of optic phonon absorption
and emission, the POP rates show a strong dip near the chemical potential. This
effect is not strong for small energy acoustic phonon emission, as energy levels
infinitesimally close to the chemical potential have similar occupation numbers,
which is why the e-acoustic phonon rates dominate in that region. Thus, at 50
K, the long lived electrons near the chemical potential predominantly exchange
momenta with the low energy acoustic phonons. As the Fermi function is smeared
out at 300 K, the strong dipping of the POP scattering rates does not happen.
As such, at such high temperatures, electrons predominantly exchange momenta
with the LO phonons.
Next, we look at the ph-ph and ph-e scattering rates for a carrier concentration
of 1018 cm−3 at 50 K and 300 K in Fig. 8.3. We first note that as the temperature is
lowered, ph-e scattering rates get stronger. This is again related to the sharpness of
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the Fermi function. At low temperatures, an electron near the chemical potential
has nearly empty higher energy states available. It can then easily make this
transition by absorbing acoustic or optic phonons. Anharmonic phonon scattering
rates, in contrast, decrease with decreasing temperature as there are fewer phonons
available to scatter with. Now, comparing to the e-ph scattering rates in Fig. 8.2,
we see that the electronic momenta that were pumped predominantly into the very
small energy acoustic phonons at 50 K, can flow back into the electronic system
as ph-e scattering rates are higher than ph-ph scattering rates for these phonons.
In contrast, at 300 K, ph-e rates are smaller than ph-ph rates, and the momenta
transferred from the electron system will be dissipated into the lattice. Thus, we
expect a stronger drag effect at low temperatures.
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Figure 8.3: ph-ph and ph-e scattering rates for 1018 cm−3 carrier concentration.
The top (bottom) panel is for 50 (300) K. At 50 K, the low energy acoustic and
the high energy optic ph-e scattering dominates over ph-ph scattering, making
these phonon modes strongly drag active.
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Figure 8.4: Temperature dependence of the total thermal conductivity including
electronic and phonon contributions. Cross symbols for a given color denote the
non-drag total thermal conductivity. Phonon contribution is the dominant one,
and drag effect is negligible.
Now we study the effect of drag on the various transport coefficients. We start
by looking at the temperature dependence of the total thermal conductivity in Fig.
8.4. Blue, green and red circles (crosses) denote the thermal conductivity taking
into account (neglecting) drag for 1013, 1015, and 1018 cm−3 carrier concentration.
The electronic thermal conductivity is nearly two orders of magnitude smaller
than the phonon contribution as was shown in Table 8.1. The effect of drag on the
phonon thermal conductivity is weak since the spectral contribution comes from a
wider range of phonon frequencies, and not just from the strongly drag active low
energy acoustic and high energy optic phonons. The spectral contribution to the
lattice thermal conductivity at 50 K and 1018 cm−3 carrier concentration is given
in Fig. 8.5, where the red dots (blue crosses) denote the calculation with (without)
drag. Only around 0.5 THz do we see a slight increase in the thermal conductivity
which can be connected to the dominant ph-e scattering around that energy scale
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Figure 8.5: Spectral phonon thermal conductivity at 50 K for a carrier concentra-
tion of 1018 cm−3. The drag effect leads to a small gain in the phonon thermal
conductivity in the low frequency regime.
in the top panel of Fig. 8.3. The high energy, and low speed optic phonons do
not contribute to the thermal conductivity. In Chapter VI we the considered ph-
e scattering on the thermal conductivity of 2H-SiC. There we assumed that the
electron system remains in equilibrium following interaction with the phonons.
Finally, here we see the justification for making that assumption.
The carrier mobility, on the other hand, shows strong gain due to drag for high
concentrations as shown in Fig. 8.6. Red solid (dashed) line gives the mobility
due to 1018 cm−3 carrier concentration with (without) phonon drag. Mobility
for the 1013 cm−3 carrier concentration is given by the blue line. The result for
an intermediate concentration of 1015 cm−3 gives very similar result to the 1013
cm−3 case, and is not plotted here. For these low concentration cases the drag
effect is negligible. Experimental data [99, 100, 101] for nearly intrinsic (≈ 1013
cm−3) samples are plotted in black symbols. The maroon line gives analytical
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Figure 8.6: Temperature dependence of the carrier mobility. Red solid (dashed)
line gives the mobility due to 1018 cm−3 carrier concentration with (without)
phonon drag. For 1018 cm−3 concentration, there is a strong phonon drag effect
below 200 K. Our calculations do not include charged impurity scattering which
begins to dominate at low temperatures.
model calculation results disregarding the drag effect by Rode and Knight [102].
In cyan line is the result from first principles DFT+BTE results from Liu [4],
where drag has also been ignored. At low concentrations, the ph-e scattering rates
are weaker than ph-ph scattering rates and as such the drag effect on mobility
is weak. This is why ignoring drag effect was justified in Refs. [102, 4]. For
higher carrier densities, such as the 1018 cm−3 case considered here, as temperature
is lowered, the strong reduction of the POP scattering rates near the chemical
potential causes the increase in the mobility. In the absence of impurities, higher
carrier concentration gives stronger screening, weakening the e-ph scattering rates
and increasing the mobility. Agreement of the low concentration data with our
1013 and 1015 cm−3 results are very good throughout the considered temperature
range. Near 50 K, impurity scattering is already important, which is why our
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Figure 8.7: Spectral mobility at 50 K for a carrier concentration of 1018 cm−3.
Most of the mobility contribution comes from near the chemical potential (vertical
blue line) where electrons are long lived. The strong drag effect leads to a large
mobility gain.
calculated results are higher than the experimental results and Rode’s analytic
calculation that includes impurity scattering. For the 1018 cm−3 concentration
case, we find that the phonon-drag effect on mobility is strong for all temperatures
- the mobility drag gain is 99%, 57%, 44%, and 34% at 50, 100, 200 and 300 K,
respectively. The drag gain mostly comes from near the chemical potential, as
shown in the spectral mobility plot in Fig. 8.7, which is a direct consequence of
the exchange of electronic momenta with the small energy acoustic phonons. As
explained earlier, the increase in the drag effect with the lowering of temperature is
the expected behavior. However, this effect on mobility may not be observed at low
temperatures since impurity scattering will be the dominant electron scattering
channel. If, however, carriers can be introduced into a sample without introducing
impurities, such as by modulation doping [103], we predict that a calculation of
the low temperature mobility with drag will better fit the data than one without
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Figure 8.8: Temperature dependence of σS and the phonon and electronic contri-
butions to αtotT
−1. The plotted quantities are for 1018 cm−3 carrier concentration.
The Kelvin-Onsager relation dictates that σS = αtotT
−1.
drag.
Before discussing the effect of drag on the Seebeck coefficient, we look at the
transport quantities σS and αtotT
−1. Ideally, these two quantities are equal, which
is the statement of the Kelvin-Onsager relation. As shown in Table 8.2, we find
that the deviation from this relation diminishes with increasing mesh density. In
Fig. 8.8 we show the temperature dependence of these quantities. We note that
as we lower the temperature, the direct phonon contribution to αtotT
−1 starts to
dominate over the direct electron contribution. The reason for this is again related
to the fact that low energy phonons are strongly moved out of equilibrium at low
temperatures due to the dominance of electron-acoustic phonon scattering near
the chemical potential and the dominance phonon-electron scattering compared to
phonon-phonon scattering for the low frequency phonons.. The numerical agree-
ment with the Kelvin-Onsager relation is 11.18%, 4.57%, 6.04%, 1.92% and 0.94%
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Figure 8.9: Top panel: spectral σS and electronic contribution to αtotT
−1. Bottom
panel: spectral phonon contribution to αtotT
−1. Both plots are for 50 K and 1018
cm−3 carrier concentration with drag.
at 50, 75, 100, 200 and 300 K, respectively. While σS and αelT
−1 are quantities
calculated by summing over the electronic wavevectors, the evaluation of αphT
−1
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Figure 8.10: Temperature dependence of the absolute value of the carrier Seebeck
coefficient, |S| for various carrier concentrations. Phonon drag effect results in the
minimum near 100 K, which is not captured by the non-drag calculation.
requires summing over the phonon wavevectors. As a large spectral contribution
of αphT
−1 comes from the low energy acoustic phonons, as can be seen in the
bottom panel of Fig. 8.9, a finer q-mesh is required for better agreement with
the Kelvin-Onsager relation. In our current scheme, a q-mesh much finer than
60× 60× 60 is computationally prohibitive, and we relegate the circumvention to
this numerical problem for future. In contrast, the spectral contribution to αelT
−1
and σS comes mostly from near chemical potential, as shown in the top panel of
Fig. 8.9. This energy range is well resolved by the 600× 600× 600 k-mesh used.
Lastly, we consider the Seebeck coeffcient in Figs. 8.10. Blue, green and
red solid (dashed) lines denote the modulus of the Seebeck coefficient taking into
account (neglecting) drag for 1013, 1015, and 1018 cm−3 carrier concentration. All
drag curves show a turn-over of |S| near 100 K. We compare the high concentration
case with experimenal data in Fig. 8.11. Experimental data for concentration
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Figure 8.11: Temperature dependence of the absolute value of the carrier Seebeck
coefficient, |S| for high carrier concentration. Phonon drag effect results in the
minimum near 100 K, which is also seen in the experimental data [104, 89]. The
non-drag calculation strikingly fails to capture this effect.
2.5× 1018 cm−3 [104, 89] are plotted in black symbols. We find that drag theory
faithfully reproduces the upturn of |S| near 100 K, whereas the non-drag theory
spectacularly fails to capture this effect. It is noteworthy that despite the use of
simple models for the e-ph matrix elements, the calculated drag theory |S| is in
qualitative agreement with the experimental data. This effect is also captured
well by the so-called partially decoupled BTE solution, given by the cyan line.
In this approach, applied to silicon in Refs. [87, 7], the phonon drag term in the
electron BTE in Eq. 4.35 is set to the RTA value for all iterations. As such, in
this approximation we do not solve the coupled set of electron-phonon BTEs, but
capture the drag effect approximately. In this method the Kelvin-Onsager relation
is badly violated. Regardless, it predicts the turn-over of |S| very well.
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The phonon-drag effect on |S| can be understood in the following way. The
fixed temperature gradient ∇T generates an initial electronic heat current down
the gradient. On the other hand, since the circuit is open, the net accumulation of
the electrons at the cold end generates an electric field opposite to the temperature
gradient. So, in steady state, a constant electric field, E, develops. The Seebeck
coefficient is defined through E = S∇T . |S| is large if the final induced field is
large, which can happen if more electrons can travel from the hot to the cold side
working against the induced field that is developing during the initial transient
period. If phonons are allowed to go out of equilibrium, which is what happens
in reality, there is a flow of phonons down the temperature gradient. This ∇T -
downstream phonon “wind”, conveyed through the electron-phonon interaction,
helps more electrons to overcome the growing electric field. Thus, the enhanced
phonon-drag at low temperatures leads to the strong enhancement of |S|. In the
absence of phonon-drag, |S| decreases monotonically with decreasing tempera-
ture, contrary to what is observed experimentally. This happens because at high
temperatures, where Maxwell-Boltzmann statistics is valid, thermally excited elec-
trons with high kinetic energies can travel down the temperature gradient across
the transient electric field. At low temperatures, the electrons obey the Fermi-
Dirac statistics, and there are less such high kinetic energy electrons available.
8.4 Summary
In this chapter, we presented the results from our implementation of the cou-
pled e-ph BTEs developed in Chap. IV, taking n-doped GaAs as an example case.
We combined ab initio phonon dispersions and phonon-phonon matrix elements
with model electronic band and electron-phonon matrix elements to assess the
effect of drag on various transport coefficients. The main findings are: 1) Phonon
thermal conductivity is unaffected by the drag effect. This happens because the
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spectral contribution to the phonon thermal conductivity comes from a large fre-
quency range, and drag effect only provides a gain in the low frequency regime.
2) Provided that the electron-impurity scattering can be made weak, the carrier
mobility is strongly enhanced by the drag effect at high carrier concentrations
(≈ 1018 cm−3) at low temperatures, which is a consequence of strong momentum
exchange between electrons near the chemical potential and low energy phonons.
And, 3) There is a strong enhancement of the absolute value of the Seebeck co-
efficient at low temperature leading to good agreement between the drag theory
and experiment. The non-drag transport theory spectacularly fails, especially at
low temperatures.
This analytic model+ab initio hybrid calculation also provides us with some
insight about the various levels of rigor needed when approaching a transport
problem. For example, by looking at the e-ph, ph-e and ph-ph scattering rates at
a given temperature, we can tell whether the non-drag theory will give us a good
result for a transport coefficient, or do we need the computationally expensive
drag theory. Moreover, our hybrid calculation demonstrates that strong drag
effect can be captured at an ab initio level, motivating us to strive for a completely





In this dissertation we combined DFT based first principles methods with
the semiclassical BTEs for electrons and phonons to calculate various transport
coefficients in semiconductors. Here we summarize our work and comment on
possible improvements and extensions.
The DFT+BTE is a fully predictive transport framework, which we demon-
strated in Chap. VI by showing excellent agreement with calculated and measured
lattice thermal conductivity in the hexagonal polytypes of silicon carbide. We
showed that the in-plane thermal conductivity is larger than the cross-plane one
for all three polytypes. We also assessed the effect of phonon-electron scattering
on the thermal conductivity by using the self energy relaxation rate approximation
calculated from first principles using the opensource epw code. There we made
the assumption that the electronic system remains in equilibrium following inter-
action with the phonon system, which we later demonstrated to be a reasonable
assumption in Chap. VIII. We published this work Ref. [8].
We calculated the effect of substitutional point defects in cubic boron arsenide
in Chap. VII, where we employed a first principles T-matrix method. The T-
matrix method is an infinite-orders diagrammatic technique that can accurately
capture defect scattering when the traditionally used Born approximation fails.
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Earlier, we used this method to study the effect of vacancies in this material
[9]. By considering the common substitution defects in boron arsenide - carbon,
silicon, and germanium, we found that the effect of bond perturbation is weaker for
charged substitutions as opposed to the neutral counterpart. Specifically, for the
C(B) and Ge(As) substitutions, which give weak mass perturbations, the charged
substitutions resemble the host atom leading to a weak bond perturbation. As
the charged substitutions are energetically more favorable compared to the neutral
ones, C and Ge are promising candidates for doping boron arsenide, as the presence
of these will not strongly reduce the favorable, large thermal conductivity of the
material. We comment that it is possible to extend the T-matrix methodology
to higher dimensional topological defects, as has been shown in Ref. [105] for
dislocations. Also, the diagrammatics used in the T-matrix method requires low
impurity concentrations. Seeking a computational scheme for the handling the
high concentration case will be a worthwhile pursuit [106]. Furthermore, it is
possible to go beyond the static and elastic approximation that we assumed here
by considering the internal, quantum excitations of the defect, as was done in Ref.
[107] for dislocations.
In Chap. VIII, we solved using our code elphBolt the fully coupled electron
and phonon BTEs for cubic gallium arsenide and showed that the minimum of |S|
seen in measurements is accurately captured by our calculation. To our knowledge,
this is the first time a coupled set of electron-phonon BTEs has been solved at this
level of rigor. In that study, we used simple analytical models for the electron-
phonon matrix elements and a parabolic, isotropic band. The obvious future step
would be to calculate these quantities from first principles. There are opensource
codes such as EPW and Abinit, which can calculate these matrix elements, and
elphBolt can easily interface with these. In order to go to temperatures lower
than 50 K, we need to address the numerical issue of insufficiently resolving the
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low energy acoustic phonons which leads to the worsening of the agreement with
the Kelvin-Onsager relation. We noted earlier that one possible remedy to this
problem could be to employ an additional ultrafine phonon wavevector mesh near
the Γ -point. This is something we will consider in future. We also ignored the
effect of impurity scattering in our gallium arsenide study. A rigorous treatment
of electron-charged defect scattering within the first principles T-matrix approach,
as discussed in Chap. V, can be done. The treatment of charged defects within
a supercell approach has some additional complications such as the long-range
interaction between periodic images of the defect and compensating opposite jel-
lium charge added by DFT for charge neutrality. There are various methods that
have been developed to alleviate these problems [108, 109], and it is important
to implement these in order to capture the effect of charged defect scattering ac-
curately. This is another project that we wish to carry out in future. We also
ignored electron-electron scattering. We discussed at length the difficulty in treat-
ing electron-electron scattering within an RPA+BTE framework. However, for
high carrier concentrations, dynamic screening and plasmonic effects cannot be
a priori ignored. The open question is: How can we accurately treat electron-
electron interaction within a computationally feasible transport framework? We
wish to investigate this question in future. Lastly, we plan to extend elphBolt to
be able to treat 2d and 1d systems.
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[71] Peter E Blöchl. Projector augmented-wave method. Physical Review B, 50
(24):17953, 1994.
[72] Georg Kresse and D Joubert. From ultrasoft pseudopotentials to the pro-
jector augmented-wave method. Physical Review B, 59(3):1758, 1999.
[73] John P Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradi-
ent approximation made simple. Physical review letters, 77(18):3865, 1996.
126
[74] Kieron Burke, John P Perdew, and Matthias Ernzerhof. Why semilocal
functionals work: Accuracy of the on-top pair density and importance of
system averaging. The Journal of chemical physics, 109(10):3760–3771, 1998.
[75] A Togo and I Tanaka. First principles phonon calculations in materials
science. Scr. Mater., 108:1–5, Nov 2015.
[76] A Togo, F Oba, and I Tanaka. First-principles calculations of the ferroelastic
transition between rutile-type and cacl2-type sio2 at high pressures. Phys.
rev. B, 78:134106–134114, Oct 2008.
[77] F Bloch. Z. physik 52, 555 (1928); c. zener. Proc. Roy. Soc. London Ser. A,
145:523, 1934.
[78] F Bloch. Zum elektrischen widerstandsgesetz bei tiefen temperaturen.
Zeitschrift für Physik, 59(3-4):208–214, 1930.
[79] R Peierls. Zur theorie der elektrischen und thermischen leitfähigkeit von
metallen. Annalen der Physik, 396(2):121–148, 1930.
[80] H. P. R. Frederikse. Thermoelectric power of germanium below room tem-
perature. Phys. Rev., 92:248–252, Oct 1953. doi: 10.1103/PhysRev.92.248.
URL https://link.aps.org/doi/10.1103/PhysRev.92.248.
[81] TH Geballe and GW Hull. Seebeck effect in germanium. Physical Review,
94(5):1134, 1954.
[82] TH Geballe and GW Hull. Seebeck effect in silicon. Physical Review, 98(4):
940, 1955.
[83] Conyers Herring. Theory of the thermoelectric power of semiconductors.
Physical Review, 96(5):1163, 1954.
127
[84] AR Hutson. Piezoelectric scattering and phonon drag in zno and cds. Journal
of Applied Physics, 32(10):2287–2292, 1961.
[85] MW Heller and GC Danielson. Seebeck effect in mg2si single crystals. Jour-
nal of Physics and Chemistry of Solids, 23(6):601–610, 1962.
[86] RP Huebener. Effect of phonon drag on the electrical resistivity of metals.
Physical Review, 146(2):502, 1966.
[87] GD Mahan, L Lindsay, and DA Broido. The seebeck coefficient and phonon
drag in silicon. Journal of Applied Physics, 116(24):245102, 2014.
[88] DL Rode. Electron mobility in direct-gap polar semiconductors. Physical
Review B, 2(4):1012, 1970.
[89] Collaboration: Authors and Editors of the LB Volumes III/17A-22A-41A1b.
Gallium arsenide (gaas), seebeck coefficient. Group IV Elements, IV-IV and
III-V Compounds. Part b-Electronic, Transport, Optical and Other Proper-
ties, 2002.
[90] Jorge Osvaldo Sofo and GD Mahan. Optimum band gap of a thermoelectric
material. Physical Review B, 49(7):4565, 1994.
[91] Gerald D Mahan. Condensed matter in a nutshell, volume 8. Princeton
University Press, 2011.
[92] Biswaranjan R Nag. Electron Transport in Compound Semiconductors, vol-
ume 11. Springer Science & Business Media, 2012.
[93] Stephen B Fahy and Anna Hauber. Scattering of carriers by coupled
plasmon-phonon modes in bulk polar semiconductors and polar semicon-
ductor heterostructures. 2017.
128
[94] BA Sanborn. Electron-electron interactions, coupled plasmon-phonon
modes, and mobility in n-type gaas. Physical Review B, 51(20):14256, 1995.
[95] Fabio Caruso and Feliciano Giustino. Theory of electron-plasmon coupling
in semiconductors. Physical Review B, 94(11):115208, 2016.
[96] Xueyuan Wu, Jiantao Kong, Nakib Haider Protik, David Broido, and
Krzysztof Kempa. Tailoring the electron-phonon interaction with metallic
plasmonic structures. Materials Today Physics, 2019.
[97] D Strauch and B Dorner. Phonon dispersion in gaas. Journal of Physics:
Condensed Matter, 2(6):1457, 1990.
[98] GB Bachelet, DR Hamann, and M Schlüter. Pseudopotentials that work:
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