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集合最近邻( Aggregate Nearest N eighbor, ANN )是由最近邻( Nearest Neighbor, NN)演变而来
的 它在许多研究领域中得到广泛的应用,如地理信息系统 [ 1- 2]、数据挖掘中的分类[ 3] 和异常点检测[ 4]
等.空间数据一般具有高维、海量等特性,如何高效地在空间数据库中进行各种最近邻查询,已经成为空
间数据库及数据挖掘中的一个重要研究内容.目前,大多数的 NN和 ANN算法的主要思想是基于空间
索引结构的,通过对空间数据库中的数据进行裁剪,以提高查询效率.在众多的索引结构中, R- 树[ 5- 7]
是最流行的一种.这些算法大部分在低维数据空间都能获得理想的执行结果和效率,而有研究表明,传
统的索引方法在高维数据空间中将失去效果.文献[ 8]指出,在高维数据空间中,由于存在所谓的 维灾 
的问题,传统的 NN 和 ANN 查询可能会失去意义.在空间数据库的最近邻查找中, 查找效率是一个关
键问题.因此,为了缩小查询空间范围, 以减少查询所需要的时间, 人们引进了各种各样的空间索引机








据空间中的最近邻及 k 最近邻查询[ 11- 13] . 此外, 一些基于距离空间的索引结构, 如 MB+ - 树[ 14] ,
GNAT [ 15]和 MVP- 树[ 16]等也用于相似性查询. 本文提出了一种无索引的集合最近邻查找算法,并以
max 函数为例讨论 ANN查找算法的实现.
1 基本定义
一般情况下,空间数据库中的数据是均匀分布的 在此前提下,设定 f = sum,并以二维空间中的数
据为例,分析算法的实现方法 算法很容易推广到高维数据空间,在高维数据空间中也是适用的.
文中一些符号的含义如下:空间数据库数据集 P= { p 1 , p 2 , !, p N } ; 查询数据集 Q= { q1 , q2 , !,
qn} ; N , n分别为空间数据库数据集和查询数据集中数据对象的数量; M 为最小边界矩形的面积; d ( p ,
q) , D( p , q)= | pq|分别为数据对象 p , q 的距离函数和欧氏距离;集合距离函数 adist ( p , Q)= f ( | pq1 | ,
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| pq2 | , !, | pqn | ) , C( q, r )= { p | p ∀ M , | p q|  r } , S ( p ) # S( p , Q)= ∃ C( qi , | p qi | )
由于空间数据的海量性, 因此算法是在没有空间数据索引的情况下, 对空间数据进行裁剪, 获取一
个足够小的查询区域,然后在查询区域中求解 ANN 这样可以裁剪掉查询区域以外的数据对象,减少
搜索空间,提高效率.如何获得查询区域是算法实现的关键.
首先引入算法中的两个概念: r- 近邻域和数据集的最小边界矩形( MBR) .
定义 1 给定一个查询对象 q ∀ O和一个非负半径r ,查询对象 q 的 r- 近邻域定义为包含在以 q为
圆心, r 为半径的空间数据点所组成的集合,如图 1所示.它可表示为
RN ( q, r ) = { o | o ∀ O % d( q, o) & r} .
定义 2 能够包含查询数据集 Q 中所有对象的最小矩形, 称为查询数据集的最小边界矩形
( MBR) ,如图 2所示.
由于空间数据库中的对象是均匀分布的,因此在查询数据集的 MBR中总有空间数据库中的对象
存在.如图 2所示,查询对于 f = sum,在数据集 P 对于查询点集合Q 的集合最近邻点将以极大的概率





给定一个点 p 和半径 r ,将数据空间分成两部分,一部分是 p 点的 r- 近邻区域,如图1中的阴影部
分;另一部分是 p 的 r- 近邻区域以外的区域,称为 p 的 r- 近邻外区域.如果半径 r 足够小,使得 p 的r
- 近邻区域刚好能包含查询数据集合 Q中的所有对象{ q1 , q2 , !, qn} ,即 p 是查询数据集的最小外接圆
的圆心,称这个 p 点为查询集合的最优点,记为 v p 点,如图 1所示.
对于 f = sum,如果 p 是Q 的集合最近邻点,则 p 使得 adist( p , Q) = sum( | pq1 | , | pq2 | , !, | pqn | )
的值最小.很显然,如果 r 值合适的话, p 一定落在 v p 的 r- 近邻区域,而不可能落在 v p 的 r- 近邻外区
域,即 adist ( v p , Q) < adist( s, Q) , 如图 3所示.
图 1 vp 点的 r 近邻区域 图 2 查询数据集 Q的最小边界矩形 图 3 r- 近邻区域的点集合最近邻比较
F ig . 1 Example o f the F ig . 2 M inimum boundary Fig. 3 Comparison o f ANN between
r- neighbo r reg ion o f vp r ectang le o f query data set Q the point of r- neighbo r and out- neighbo r
在 v p 确定的前提下,寻找合适 r 的简便方法是, 让 r= max( | v pq i | ) ( i= 1, !, n) .当 Q中存在某个
对象距离 v p 点比较远时,求出的查询区域会很大,影响算法的效率.因此,可以采用另一种方法.由于 Q
的 ANN点 p 使得 adist ( p , Q)= sum( | pq1 | , | pq2 | , !, | pqn | )的值最小,故对于每个 qi , | p qi |的值应尽
可能小,由此可以断定 p 一定落在每个q i 的 r- 近邻区域. 根据定义可知, v p点的 r- 近邻区域可以表示
为 C( v p , r) = { p | p ∀ P, | p , v p | & r } .对于查询数据集 Q 中的每个对象 q i ,通过定理 1可以求得 v p _
ANN算法的查询区域.
定理 1 假设 R i= C( qi , r i )表示 qi 的 r - 近邻区域,则 R= Y i= 1, !, nR i 是查询数据集Q 中各对象 q i
的 r i- 近邻区域的并集 若所选取的每个 r i 的值能保证 I i= 1, !, nR i 不是空集,则 Q的集合最近邻点一
定落在R 中.
根据定理 1可知,最优点的集合最近邻查找算法的查询区域就是 R.要保证 R 不是空集,同时又要
让 R 所覆盖的区域尽可能地小,必须合理地计算每个 r i 的值,而获取合理各个 r i 值的关键是 v p 点的选
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择 因此, v p 点的选择是算法的关键
获取 v p 点的最简单的方法是随机生成一个 v p 点, 然后取 r i = | v pq i | 但是这样做的随机性太大,
有可能使 R 覆盖几乎整个数据空间,使算法失去意义. 考虑到 f = sum,合理的 v p 点应该使得 adist ( v p ,
Q) = sum ( | v pq1 | , | v pq 2 | , !, | v pq n | )的值尽可能地小或者是最小,因此,最佳的 v p 点应该是 Q 的质
心, P 中距离该质心最近的点就是Q 的集合最近邻.但是,对于不同的函数 f , Q的质心是不一样的.
设( x , y )是 Q的质心 q 的坐标, ( x i , y i )为 Q中的查询点 q i 的坐标,为使 adist ( p , Q) 最小, 必须满
足 adist ( p , Q)在 q( x , y )上的偏导数为 0[ 5] 由此可以得出计算 q( x , y )的公式,即
!adist( q, Q)
!x = ∋i= 1, !, n
( x - x i )
sqrt ( ( x - x i )
2





!y = ∋i= 1, !, n
( y - y i )
sqrt ( ( x - x i )
2











i= 1, !, n




i= 1, !, n
y i . (3)
在低维数据空间中, 选择 Q的几何中心 q 作为 v p 点, 基本上能保证查询区域 R 不是空集. 但在高
维数据空间中, 由于数据点比较稀疏,相互之间的距离比较大,可能会导致 R 是空集,如图 4( a)所示.为
了避免这种情况发生,算法取数据集 P 中距离Q 的几何中心最近的点作为 v p 点(图 4b中的 p 5 ) , 这样
就能保证 R 中至少有一个 v p 点, 避免了空集的情况,如图 4( b)所示.由于 R 是Q 中各个对象 q i 的 r i-
近邻区域的并, 因此查询区域 R 总是能包含Q 的 MBR ,这样能保证在空间数据均匀分布的情况下, Q
的集合最近邻点总能存在于查询区域R 中.
( a) vp 为Q 的几何中心 ( b) vp 为 Q 的几何中心 q 的最近邻 ( c) 以包含 Q的 MBR外接圆
图 4 最优点的集合最近邻查找算法查询区域示例
F ig. 4 Examples of search reg ion by vantag e po int bases reg ion pruning algo rit hm o f ANN
基于最优点的集合最近邻查找算法,主要有如下 5个步骤:
(1) 初始化 R= ;
(2) 按式(3)计算 Q的几何中心, 可得到 q;
(3) 在空间数据库 P 中查找 q 的最近邻作为最优点 v p ;
(4) 查询数据集 Q中的每个点 q i ,再分别计算 r i= | qiv p | , R i= C( qi , r i ) , 并更新 R= R ∃R i ;
(5) 在查询区域 R 中搜索集合最近邻点,并返回结果
3 基于最优点的集合最近邻查找的改进算法




当空间数据库中的对象是均匀分布的,对于 f = sum, 数据集 P 对于查询点集合Q 的集合最近邻点
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将以极大的概率落在 Q的 MBR中.显然,在基于最优点的集合最近邻查找算法中找出来的查询区域
(图 4( c)中的点状阴影区域) , 不仅一定要覆盖查询点集合 Q的 MBR(图 4( c)中的虚线矩形框区域) ,而
且要比 Q的 MBR区域大得多.因此, 当 Q中的数据对象分布比较分散的情况下, 可以选取 Q 的 MBR
区域作为查询区域.
但是,当 Q中的数据对象分布比较集中时,有可能存在 Q 的 MBR区域中没有包含空间数据库 P
中的对象.此时,如果以 Q的 MBR作为查询区域,会导致查询区域的数据对象为空集,如图 4( c)所示
即 p 5 是 Q的集合最近邻点, 但它却落在 Q的 MBR外 因此, 将查询区域扩大为 Q的 MBR的最小外
接圆,如图 4( c)所示的矩形阴影背景区域,该区域就包含了 p 5 .当然,如果 Q中的数据对象分布非常集
中,以至于其 MBR的最小外接圆中也没有包含空间数据库 P 中的对象时, 可以对外接圆的半径再进行
适当的放大,让它足够包含有适当的 P 中的数据点.
在算法的实现中,查询数据集合 Q的最小外接圆的圆心仍然使用Q 的几何中心.设 qi ( x i , y i ) ( i=
1, !, n)为 Q中的点,令 min_x = min_x i , min_y= min_y i , max_x= max_x i , max_y= max_y i , i= 1, !,




( (max ( ( | max_x - min_x | ) , ( | max_y - min_y | ) ) ) (4)
改进的基于最优点的集合最近邻查找算法,有如下 7个主要步骤:
(1) 初始化 R= ;
(2) 按式(3)计算 Q的几何中心, 可得到 q;
(3) 在空间数据库 P 中查找 q 的最近邻作为最优点 v p ;
(4) 求 Q的数据集的最小边界矩形( M BR) ,即 min_x= m in_x i , min_y= m in_y i , max_x= max_x i ,
max_y= max_y i ;
(5) 计算 Q的 MBR的最小外接圆, 圆心为 q,按式(4)计算半径 r min ;
(6) R= C( q, rmin) ,当 v p 点不在 R 中时, 按增量比例 d放大 r min ,即 r min= r min ) d , d> 1,更新 R;
(7) 最后,在查询区域 R 中搜索集合最近邻点, 并返回结果
4 算法的分析与实验结果
在算法的时间复杂度方面, 求 Q的几何中心的时间复杂度为 O( n) , 其中 n 为Q 中包含的点的数
量;求 Q的几何中心在P 中的最近邻的时间复杂度为 O( N ) , 其中 N 为 P 中包含的点的数量; 求最小
包围矩形 MBR的左上顶点和右下顶点的时间复杂度为 O(n+ 1) ;计算 MBR的圆心和半径的时间复杂
度都为 O(1) ;对集合 P 的裁剪的时间复杂度为 O(N ) ;在裁剪区域 R 中求A N N 的结果的时间复杂度
最大不会超过O(N ) .由于集合 P 中所包含的数据点一般远远大于 Q 的中的点,即 N ∀ n,故最优点的
集合最近邻查找算法及其改进算法的时间复杂度都近似为 O( N ) .
实验环境: L inux 操作系统, Inter ( R) , Pent ium( R) , 4 CPU , 2. 66 GHz处理器, 512 MB 内存; 采用
C
+ +
进行编程.实验数据采用空间数据集 P 和查询数据集Q , 数据集中的数据都经过规范化到( 0, 1]区
间内.实验中,空间数据集 P 和查询数据集Q 都驻留在内存,实验结果数据取 50次查询的平均值. 数据
来源: ( 1) 美国西部地区一些公共地名数据集WUpppoint, 包含有 10 493个数据点,即它们是一些二维
坐标点,数据可从www . r treepo rtal. org 下载获得; ( 2) 人工随机生成的高维数据,这些数据在数据空间
中是均匀分布的.
对不同的 n, M 及数据空间的维数( D )参数进行分析比较,结果如图 5所示. 图 5中: k为查询区域
中数据点的数量, t 为 CPU 执行时间 从图 5可知, 基于最优点的集合最近邻算法查询区域中的数据
点的数量总是比其改进的算法要多,而且随着 M 和n 的增加,查询区域数据点的差别就更大 但是,随
着空间数据维数的增加, 差别越小.这是因为基于最优点的 ANN 的查询区域,总是覆盖且大于其改进
算法的查询区域,随着维数的增加,数据空间中的数据分布比较稀疏 所以, 它们包含的点数的差别就
越小.
实验结果表明, 所提算法的效率要优于组最近邻居查询算法( M ult iple Quer y Method, MQM ) ,且
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对于不同的 M, n和数据维数D , 特别是对于高维数据空间,算法有比较高的稳定性.由于查询区域中数
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An Algorithm of Aggregate Nearest Neighbor Query
for Non- Index Spatial Database
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Abstract: The vant age po int - based aggr egate near est neighbo r query algo rithm and it+ s improved algo rithm are
pr oposed for non- index spatial database in metr ic space. The algor ithms ar e tested by using both real datasets and synthetic
datasets to evaluate efficiencies of the proposed algorithms. The experimental results show that the efficiencies of proposed algo
rithms are better than that of multiple query method. Furthermore, the proposed algo rithms have higher stabilization in high- di
mensional data space. Since ther e are less data po ints in it+s search region, efficiency of the improved vantage
po int- based agg regate near est neighbo r query algo rithm is generally higher than the vantag e point- based aggr egate nea
r est neighbo r quer y algo rit hm.
Keywords: spatial dat abase; nearest neighbor ; ag gr egate nearest neighbor ; search reg ion
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