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Abstract—Generative adversarial networks(GANs) is a pop-
ular generative model. With the development of the deep
network, its application is more and more widely. By now,
people think that the training of GANs is a two-person zero-
sum game(discriminator and generator). The lack of strong
supervision information makes the training very difficult, such
as non-convergence, mode collapses, gradient disappearance, and
the sensitivity of hyperparameters. As we all know, regularization
and normalization are commonly used for stability training. This
paper reviews and summarizes the research in the regularization
and normalization for GAN. All the methods are classified into six
groups: Gradient penalty, Norm normalization and regulariza-
tion, Jacobian regularization, Layer normalization, Consistency
regularization, and Self- supervision.
Index Terms—Generative Adversarial Networks(GANs), Reg-
ularization, Normalization, Review, Lipschitz,
I. INTRODUCTION
GENERATIVE Adversarial Networks [1] have been usedwidely in computer vision, such as image inpainting [2]–
[6], style transfer [7]–[12], text-to-image translations [13]–
[16], attribute editing [17]–[20]. From a game perspective,
GANs is a two-person zero-sum game, it is well known that the
training of the GANs is unstable [21], [22]: non-convergence
[21], [23], mode collapses [24], gradient disappearance [25],
and the sense of hyperparameters [26] always appear in the
training process of GANs. Much work toward mitigating
these issues has been proposed: designing new architectures
[22], [27], new loss functions [28]–[31] or new optimization
methods [22], [32]. Compared to the above methods, we are
more interested in the regularization and normalization. Be-
cause they are compatible with different loss functions, model
structures, and tasks, this additional approach is simple and
interesting. Regularization was first used to prevent overfitting
in neural networks [33]. For GANs, regularization has different
usage: some work add the regularization of the gradient to
make the discriminator satisfy the Lipschitz continuity [29],
[34], [35]; some work add the regularization for the Jacobian
matrix of the loss function to make Local convergence of
GANs [?], [36], [37]; some work start from the intuition and
add regularization to improve the discriminatory ability of the
discriminator [30], [38], [39]. Similarly, for normalization, the
most commonly used in neural networks is batch normaliza-
tion [40], which accelerates deep network training by reducing
the internal covariate shift. These layer-based normalizations
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also has been used for GANs, such as conditional batch
normalization [41], instance normalization [42] and attentive
normalization [43]. Besides, to ensure that the discriminator
satisfies the Lipschitz continuity, Norm normalization [41],
[44] are also widely used in GANs.
Regularization and normalization are simple and effective
for stable training of GANs, but the review about this is few.
some work [26], [45] is one-sided, and only a small part is
involved, while others [46] lack the theoretical support. To
systematically and comprehensively introduce the regulariza-
tion and normalization of GAN, this paper first introduces
the optimal transport and dynamic model, the former leads
to the gradient penalty and norm normalization, and the latter
leads to the Jacobian regularization. And also we introduce
some unsupervised method to improve the represent ability
of the discriminator, such as consistency regularization and
self-supervision.
The remaining parts of this paper are orgqnized as follows:
in section II, we introduce the background on GANs, optimal
transport, and dynamic model. In section III, we divide the
regularization and normalization into 6 groups according to
the proposed purpose and different ways and give a detailed
introduction. Current problems and prospects are given in IV.
II. BACKGROUND
A. Generative Adversarial Networks
GANs is a two-player zero-sum game, where the generator
G(z) is a distribution mapping function that maps the Gaussian
or uniform distribution z to target image distribution Pg(x),
and the discriminator D(x) evaluates the distance between two
distribution. The framework can be found in Fig.1. For the
optimal discriminator, the generator G(z) makes the distance
between the target distribution Pr (x) and the generated dis-
tribution Pg(x) as small as possible. The GAN game can be
formulated as follows:
min
φ
max
θ
f (φ, θ) =Ex∼pr [g1(Dθ (x))]
+Ez∼pz [g2(Dθ (Gφ(z)))]
(1)
where φ and θ are parameters of the generator G and discrim-
inator D respectively. pr and pz represent the real distribution
and latent distribution. Specifically, vanilla GAN [1] can be
described with g1(t) = g2(−t) = − log(1 + e−t ), f -GAN [47]
and WGAN [28] can be written as g1(t) = −e−t, g2(t) = 1 − t
and g1(t) = g2(−t) = t respectively.
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Fig. 1: The framework of GANs. Pz is a latent space distribution, Pr and Pg represent the real distribution and the generated
distribution, respectively.
B. Optimal Transport and WGAN
Optimal transport [48] was proposed in the 18th century
to minimize the transportation cost while preserves measure
quantities, Given the space with probability measures (X, µ)
and (Y, υ), if have a map T : X → Y which is measure-
preserving, than for any B ⊂ Y , having:∫
T−1(B)
dµ(x) =
∫
B
dυ(y) (2)
we write this as T∗(µ) = υ. For any x ∈ X and y ∈ Y , we
can define the transportation distance as c(x, y), then the total
transportation cost is given by:
C(T) :=
∫
X
c(x,T(x))dµ(x) (3)
In the 18th century, Monge proposed the Optimal Mass
Transportation Map which corresponds to the smallest total
transportation cost:C(T). The transportation cost correspond-
ing to the optimal transportation map is called the Wasserstein
distance between probability measures µ and υ:
Wc(µ, υ) = min
T
{∫
X
c(x,T(x))dµ(x) | T∗(µ) = υ
}
(4)
In the 1940s, Kantorovich Proved the existence and uniqueness
of the solution for Monge problem [49], and according to the
duality of linear programming, he obtained the dual form of
Wasserstein distance:
Wc(µ, υ)
= max
ϕ,ψ
{∫
X
ϕdµ +
∫
Y
ψdυ | ϕ(x) + ψ(y) ≤ c(x, y)
}
(5)
This dual problem is constrained, defining the c-transform:
ψ(y) = ϕc(y) := in fx{c(x, y)−ϕ(x)}, and then the Wasserstein
distance is :
Wc(µ, υ) = max
ϕ
{∫
X
ϕdµ +
∫
Y
ϕcdυ
}
(6)
Where ϕ is called the Kantorovich potential. If c(x, y) = |x−y |,
it can be shown that if Kantorovich potential satisfies the 1-
Lipschitz continuity, then ϕc = −ϕ. At this time, Kantorovich
potential can be fitted by a deep neural network, which is
recorded as ϕξ . Wasserstein distance is:
Wc(µ, υ) = max
ξ
{∫
X
ϕξdµ −
∫
Y
ϕξdυ
}
(7)
If X is the generated image space, Y is the real sample space,
Z is latent space and gθ is the geneartor, than the WGAN is
a Minmax problem:
min
θ
max
ξ
{∫
Z
ϕξ (gθ (z))dζ(z) −
∫
Y
ϕξ (y)dy
}
(8)
The generator minimizes the Wasserstein distance and the
discriminator maximizes the Wasserstein distance. In the opti-
mization process, the generator and the Kantorovich potential
function(discriminator) are independent of each other. We
optimize them in a step-by-step iteration, respectively.
If c(x, y) = |x−y |22 , then there is a convex function u which is
called Brenier potential [50], The optimal transportation map
is given by the gradient map of Brenier potential:T(x) = ∇u(x),
At this time, a simple relationship is satisfied between Kan-
torovich potential and Brenier potential [51]:
u(x) = |x |
2
2
− ϕ(x) (9)
Through the previous analysis, we know that the optimal trans-
portation map(Brenier potential) corresponds to the generator,
and Kantorovich potential corresponds to the discriminator, at
this time, after the discriminator is optimized, the generator
can be directly derived without having to go through the
optimization process [51].
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We define the transportation cost of (3) as the form of two
distribution distances:
OT(P | |Q) = in f
pi
∫
pi(x, y)c(x, y)dxdy (10)
Where pi(x, y) is the joint distribution, satisfying
∫
y
pi(x, y)dy =
P(x) and
∫
x
pi(x, y)dx = Q(y). And also the dual form of Eq
(10) is:
OT(P | |Q) =max
ϕ,ψ
{
∫
x
ϕ(x)P(x)dx
+
∫
y
ψ(y)Q(y)dy | ϕ(x) + ψ(y) ≤ c(x, y)}
(11)
Here we consider the optimal transportation with regular
terms, Peyré et al. [52] added the entropic regularization for
optimal transportation which makes the dual problem a smooth
unconstrained convex problem. The regularized optimal trans-
port is:
OTc(P | |Q) = min
pi
∫
pi(x, y)c(x, y)dxdy + E(pi) (12)
If E(pi) =
∫
x
∫
y
pi(x, y) log( pi(x,y)
P(x)Q(y) )dxdy, then Eq (12) can be
writed as:
OTc(P | |Q) =min
pi
∫
pi(x, y)c(x, y)dxdy
+
∫
x
∫
y
pi(x, y) log
(
pi(x, y)
P(x)Q(y)
)
dxdy
s.t .
∫
y
pi(x, y)dy = P(x),
∫
x
pi(x, y)dx = Q(y)
(13)
Than the dual form of Eq (13) is:
OTc(P | |Q) = max
ϕ,ψ
∫
x
ϕ(x)P(x)dx +
∫
y
ψ(y)Q(y)dy
+

e
∫
x
∫
y
exp
(− (c(x, y) + ϕ(x) + ψ(y))

)
dxdy
(14)
C. Lipschitz Continuity and Matrix Norm
WGAN is the most popular generative adversarial network.
From the optimal transport, we know that to get Eq (7), the
discriminator must satisfy the 1-Lipschitz continuity:
| |D(x1) − D(x2)| | ≤ | |x1 − x2 | | (15)
Generally, we consider the K-Lipschitz for a neural network
f (x):
f (x) = gN ◦ · · · g2 ◦ g1(x) (16)
Where gi(x) = σ(Wi x + bi), The K-Lipschitz continuity for
f (x) is:
| | f (x1) − f (x2)| | ≤ K | |x1 − x2 | | (17)
According the consistency of Lipschitz | |h ◦ g | |Lip ≤ ||h| |Lip ·
| |g | |Lip , to make f satisfy the K-Lipschitz continuity, gi need
to satisfy the C-Lipschitz continuity(C = N
√
K):
| |g(x1) − g(x2)| | ≤ C | |x1 − x2 | | (18)
| |σ(Wx1 + b) − σ(Wx2 + b)| | ≤ C | |x1 − x2 | | (19)
When x1 → x2, the Taylor expansion of Eq (19) have:
| | ∂σ
∂x
W(x1 − x2)| | ≤ C | |x1 − x2 | | (20)
Normally, σ is a function with derivative derivatives such as
sigmoid, so the C-Lipschitz continuity can be writed as:
| |W(x1 − x2)| | ≤ C | |x1 − x2 | | (21)
Similarly, the Spectral Norm of matrix is defined by:
| |W | |2 = max
x,0
| |Wx | |
| |x | | (22)
From now, we can use the spectral norm | |W | |2 to represent
the Lipschitz constant C.
D. The Training Dynamics of GANs
We reconsider Eq (1) in section II, typically, the training of
GANs is achieved by solving a two-player zero-sum game via
simultaneous gradient descent (SimGD) [1], [28]. The updates
of the SimGD are given as:
φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k))
θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k))
(23)
Assuming that the objectives of GAN are convex, much work
has provided its global convergence characteristics [47], [53].
However, due to the high non-convexity of deep networks,
even a simple GAN does not satisfy the convexity assumption
[36]. Some recent work [54] obtained approximate global
convergence under the assumption of the optimal discrimi-
nator, which is obviously unrealistic. So we consider local
convergence, we hope that the trajectory of the dynamic
system can enter a local convergence point with continuity
iterations, that is, Nash equilibrium.
φ¯ = arg max
φ
− f (φ, θ¯)
θ¯ = arg max
θ
f (φ¯, θ) (24)
If the point (φ¯, θ¯) is called a local Nash-equilibrium, Eq (24)
holds in a local neighborhood of (φ¯, θ¯). For this differentiable
two-player zero-sum games define a vector:
v(φ, θ) =
(
−∇φ f (φ, θ)
∇θ f (φ, θ)
)
(25)
Then the Jacobian matrix is:
v
′(φ, θ) =
(−∇2φ,φ f (φ, θ) − ∇2φ,θ f (φ, θ)
∇2φ,θ f (φ, θ) ∇2θ,θ f (φ, θ)
)
(26)
Lemma 1: For zero-sum games, v
′
is negative semi-definite
for any local Nash-equilibriumx. Conversely, if v(x¯) = 0 and
v
′
is negative definite, then x¯ is a local Nash-equilibrium.
Proof 2.1: See in [55]
Lemma 1 gives the conditions for the local convergence of
GANs, which is converted into the negative semi-definite prob-
lem of the Jacobian matrix. We know that the negative semi-
definite of the Jacobian matrix corresponds to its eigenvalue
less than or equal to 0. Then: if the eigenvalue of the Jacobian
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Fig. 2: The summary of the regularization and normalization for GANs.
matrix at a certain point is a negative real number, the training
process can converge; but if the eigenvalue is complex and the
real part of the eigenvalue is small and the imaginary part is
relatively large, the training process is difficult to converge
Proposition 1: Let F : Ω→ Ω be a continuously differential
function on an open subset Ω of Rn and let x¯ ∈ Ω be so that:
1. F(x¯) = x¯ and
2. the absolute values of the eigenvalues of the Jacobian
F
′(x) are all smaller than 1.
Then there is an open neighborhood U of x¯ so that for
all x0 ∈ U, the iterates F(k)(x0) converge to x¯. The rate
of convergence is at least linear. More precisely, the error
| |F(k)(x0) − x¯ | | is in O(|λmax |k) for k →∞ where λmax is the
eigenvalue of F
′(x¯) with the largest absolute value.
Proof 2.2: See [55], Section 3 and [56] Proposition 4.4.1.
From Proposition 1: Under the premise of asymptotic con-
vergence, the local convergence of GAN is equivalent to the
absolute value of all eigenvalues of the Jacobian matrix at
the fixed point (v(φ¯, θ¯) = 0) being less than 1. To get this
condition, some Jacobian regularization [55], [57]–[59] have
been proposed.
III. REGULARIZATION AND NORMALIZATION FOR GANS
A. Overview
GANs have achieved remarkable results in the field of image
generation, but due to the non-convex of the deep network,
the training of the GANs is very difficult, which causes many
problems such as mode collapse [24], gradient disappearance
[25] and the sensitive of hyperparameters [26]. To solve the
problems in GAN training, a lot of work has been proposed
[28]–[31], this paper only cares about regularization and nor-
malization. Regularization is proposed to improve the general-
ization performance of neural networks to prevent overfitting,
such as L1-norm(lasso) [60] and L2-norm(ridge regression)
[61]. Normalization [40], [62] is positive for the SGD, which
can accelerate convergence and improve accuracy. Unlike
strong supervision tasks, weak supervision and unsupervised
tasks are more urgent for regularization and normalization. At
this time, regularization and normalization can be regarded as a
priori information, thereby reducing the task difficulty. GANs
is a very typical weak supervision task, a lot of work uses the
regularization and normalization for stable training. We have
summarized these work and divided them into 6 categories
according to the difference of purposes and methods: Gradient
penalty, Norm normalization and regularization, Jacobian reg-
ularization, Layer normalization, Consistency regularization,
and Self-supervision. The visual overview can be found in
Fig.2. From the Fig.2, we can divide all methods into 3 parts:
optimal transport, training dynamics and represent ability.
Theoretically, the Kantorovich function corresponding to the
optimal transport mapping must satisfy 1-Lipschitz continuity;
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and intuitively, Lipschitz continuity can reduce the sensitivity
of the discriminator to the input, thereby making the training
of GAN more stable. So the gradient penalty can be used to
satisfy 1-Lipschitz or 0-Lipschitz continuity. According to the
equivalence of Lipschitz constant and spectral norm, we can
also use the spectral norm normalization to let the discrimina-
tor satisfy 1-Lipschitz continuity. Norm normalization is a hard
global restriction of Lipschitz continuity, similarly, we can
use the norm regularization which is a relaxation conditions
of norm normalization. For train dynamics, training of the
GANs is achieved by solving a two-player zero-sum game
via SimGD. Due to the non-convexity, global convergence
is almost impossible to satisfy. In order to achieve the local
convergence, the eigenvalues of the Jacobian matrix need to
be less than 1, so some Jacobian regularization have been
proposed. To improve the represent ability of GANs, Layer
normalization, Consistency regularization and Self-supervision
have been used. These methods are intuitive but interesting,
which attract more and more attention of scholars.
B. Gradient Penalty
Theoretically, according to the part B in section II, if the
generator is the optimal transportation map, the discriminator
must satisfy the 1-lipschitz continuity; intuitively, Lipschitz
continuity wants the output of the function to be insensitive
to the noise of the input, which can be seen as a necessary
condition for a stable system. For GANs, we consider the
Lipschitz continuity problem of generator and discriminator
separately.
1) Gradient Penalty of the Discriminator: For the discrim-
inator, if Wasserstein distance is used as the loss function,
it must satisfy the 1-Lipschitz continuity in the image space.
gradient penalty is a simple way to achieve it, the loss function
can be writed as:
LGP = LD + λLR (27)
for 1-Lipschitz continuity:
LR = Exˆ∼pi(| |∇ f (xˆ)| |2 − 1)2 (28)
Where pi is the distribution of all the image space, f represents
the discriminator. WGAN-GP [29] is the first way using gradi-
ent penalty to implement the 1-Lipschitz continuity. Because
it is data-driven, WGAN-GP approximates the entire sample
space with the interpolation of real samples and generated
samples: xˆ = t x + (1 − t)y for t ∼ U[0, 1] and x ∼ µ, y ∼ v
being a real and generated samples. Some work [34], [64]
think the constraint of the WGAN-GP is not reasonable. it is
not necessary to restrict the global Lipschitz constant.
Some works try to find suitable scope and gradient direction
for Lipschitz restriction. Kodali et al. [21] tracked the training
process of GAN and found that the decrease of Inception
Score(IS) was accompanied by a sudden change of the gra-
dient of the discriminator around the real images, based on
this, they only restrict the Lipschitz constant around the real
images xˆ = x +  , where  ∼ Nd(0, cI); Inspired by Virtual
Adversarial Training (VAT) [68], Dávid et al. [63] proposed
a method called Adversarial Lipschitz Regularization (ALR)
which restrict the 1-Lipschitz continuity at xˆ = {x, y} with
direction of adversarial perturbation. The same motivation,
Zhou [64] et al. thinks that restricting the global Lipschitz
constant might be unnecessary. It is enough to just penalize
the maximum gradient:
LR =
(
max
xˆ∼pi
| |∇ f (xˆ)| |2 − 1
)2
(29)
Where xˆ = t x + (1 − t)y.
Futher, adler et al. [65] extend the Lp(p = 2) space with
WGAN-GP to Banach space which contains the Lp space and
sobolev space. For the Banach space B, the Banach norm | |.| |∗B
can be defined as:
| |x∗ | |B∗ = sup
x∈B
x∗(x)
| |x | |B (30)
Then the gradient penalty of Banach wasserstein GAN is:
LR = Exˆ∼pi(| |∇ f (xˆ)| |B∗ − 1)2 (31)
Where xˆ = t x + (1 − t)y. Of course, in addition to satisfying
the 1-Lipschitz continuity on xˆ = t x + (1 − t)y as WGAN-GP
[29], we can use the Banach norm in other methods, which
may also improve the performance of GANs.
In addition to finding the right scope of Lipschitz restriction,
some work attempts to find the appropriate Lipschitz constant.
From the part B in section II: 1-Lipschitz continuity is derived
because the optimal transport is a constrained linear program-
ming problem, but the optimal transport with regularization is
an unconstrained optimization problem. Petzka et al. [34] let
the c(x, y) = | |x − y | |2 in Eq (14), and than the dual form of
optimal transport with regularization is:
sup
ϕ,ψ
{Ex∼p(x)[ϕ(x)] − Ey∼q(y)[ψ(y)]
− 4

∫ ∫
max{0, (ϕ(x) − ψ(y) − ||x − y | |2)}2dp(x)dq(y)}
(32)
Taking the advantage of dealing with a single function as a
motivation, one may similarly replace ϕ = ψ in Eq (32), This
leads to an objective of minimize:
Ey∼q(y)[ϕ(y)] − Ex∼p(x)[ϕ(x)]
+
4

∫ ∫
max{0, (ϕ(x) − ϕ(y) − ||x − y | |2)}2dp(x)dq(y)}
(33)
This is very similar to WGAN-GP [29], WGAN-GP regular-
izes the gradient so that | |D | |Lip → 1, but WGAN-LP [34]
let the | |D | |Lip ≤ 1. At this time, the corresponding gradient
penalty is:
LR = Exˆ∼pi
[
(max{0, | |∇ f (xˆ)| |2 − 1})2
]
(34)
Where xˆ = t x + (1 − t)y. As stated in the [34], the limit of
the optimal transport is too tight. By adding the regularization,
the transport does not necessarily perform optimally, thereby
reducing constraints. The reaction on GAN also reduces the
limit on the Lipschitz constant of GANs, so that The generator
can learn more complex distribution mapping. The 1-Lipschitz
continuity of the discriminator is derived from the optimal
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TABLE I: The Gradient penalty of the Discriminator
Reference LR xˆ Lipschitz continuity
2017 [29] Exˆ∼pi ( | |∇ f (xˆ) | |2 − 1)2 tx + (1 − t)y | |D | |Lip → 1
2017 [21] Exˆ∼pi ( | |∇ f (xˆ) | |2 − 1)2 x +  | |D | |Lip → 1
2019 [63] Exˆ∼pi ( | |∇ f (xˆ) | |2 − 1)2 {x, y } | |D | |Lip → 1
2019 [64]
(
max
xˆ∼pi
| |∇ f (xˆ) | |2 − 1
)2
tx + (1 − t)y | |D | |Lip → 1
2018 [65] Exˆ∼pi ( | |∇ f (xˆ) | |B∗ − 1)2 tx + (1 − t)y | |D | |Lip → 1
2017 [34] Exˆ∼pi
[
(max {0, | |∇ f (xˆ) | |2 − 1})2
]
tx + (1 − t)y | |D | |Lip ≤ 1
2019 [66] max
xˆ∼pi
| |∇ f (xˆ) | |22 tx + (1 − t)y | |D | |Lip → 0
2018 [58] Exˆ∼pi | |∇ f (xˆ) | |22 {x, y } | |D | |Lip → 0
2019 [67] Exˆ∼pi | |∇ f (xˆ) | |22 tx + (1 − t)y | |D | |Lip → 0
TABLE II: The summary of the norm normalization
Reference Wσ Lipschitz continuity
2018 [41] Wσ =W/ | |W | |2 | |D | |Lip → 1
2018 [41] Wσ =W/ | |W | |F | |D | |Lip ≤ 1
2019 [44] Wσ =W/
√ | |W | |1 | |W | |∞ | |D | |Lip ≤ 1
2019 [69] Wσ =W/ | |W | |2 + ∇W/ | |W | |2 | |D | |Lip → 1
transmission. But intuitively, in order to solve the problem of
GAN training instability, we can directly introduce Lipschitz
regularization(| |D | |Lip → 0) instead of | |D | |Lip → 1 or
| |D| |Lip ≤ 1. Zhou et al. [66] proposed the Lipschitz GANs,
which penalty the maximum of the gradients for avoiding the
Gradient Uninformativeness:
LR = max
xˆ∼pi
| |∇ f (xˆ)| |22 (35)
Where xˆ = t x + (1 − t)y. Also, Mescheder et al. [58] and
Thanh-Tung et al. [67] proposed the 0-GP sample and 0-GP,
respectively, which penalty the gradients at xˆ = {x, y} and
xˆ = t x + (1 − t)y:
LR = Exˆ∼pi | |∇ f (xˆ)| |22 (36)
The summary of the gradient penalty of the discriminator
is shown in TABLE I. From it, we can see, based on the
1-Lipschitz continuity in WGAN-GP, we can improve the
gradient penalty in two directions.
* Limit the Lipschitz constant so that let the | |D | |Lip ≤ 1
or | |D| |Lip → 0
* Explore the suitable scope for Lipschitz continuity.
2) Gradient Penalty of the Generator: The instability of
GANs training is mainly caused by the discriminator. For
the generator, we mainly consider the problem with mode
collapse. In order to avoid the problem of mode collapse in
condition generation, especially in tasks(inpainting, super res-
olution) where conditional label contain a lot of information,
we want the generator to generate different images for the
little perturbation of the latent space. This is contrary to the
Lipschitz continuity. Yang et al. [70] proposed the opposite
gradient penalty to achieve it:
max
G
Lz(G) = Ez1,z2
[
min
( | |G(y, z1) − G(y, z2)| |
| |z1 − z2 | | , τ
)]
(37)
Where y is the class label and τ is a bound for ensuring
numerical stability. The previous method was proposed based
on intuition, Odena [71] et al. show that the singular value
decreasing of the Jacobian matrix of the generator is the main
reason for the instability and mode collapse during the training
for GANs, and the singular value can be approximated by
the gradient, so they use Jacobian clamping to Limit singular
values to [λmin, λmax]. The loss can be writed as:
min
G
Lz(G) =
(
max(Q, λmax) − λmax
)2
+
(
min(Q, λmin) − λmin
)2 (38)
Where Q = | |G(z) −G(z′)| |/| |z − z′ | |. The above two methods
are similar, the key point is to improve the sensitivity of the
generator to input disturbances.
C. Norm Normalization and Regularization
1) Normalization: Lipschitz continuity is important for
GANs. From part C in section II, we know the spectral norm
of the weight and the Lipschitz constant express the same
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meanings. To satisfy the Lipschitz continuity, in addition to
the gradient penalty, we can also use the norm normalization.
Lemma 2: If λ1 ≤ λ2 ≤ · · · ≤ λM are the eigenvalue of the
W>W , then the spectral norm| |W | |2 =
√
λM ; The Frobenius
norm| |W | |F =
√∑M
i=1 λi
Proof 3.1: See [72] and [41]
Lemma 3: For a n × m matrix, | |W | |1 = max
j
∑n
i=1 |ai, j |,
| |W | |∞ = max
i
∑m
j=1 |ai, j |, then | |W | |2 ≤
√| |W | |1 | |W | |∞
Proof 3.2: See [72]
Lemma 4: For a n × m matrix, | |W | |F =√(∑m
j=1
∑n
i=1 |ai, j |2
)
, then | |W | |2 ≤ ||W | |F
Proof 3.3: See [72]
1-Lipschitz continuity can be expressed by the | |W | |2 = 1,
Miyato et al. [41] used the spectral normalization Wσ = W| |W | |2
to let the | |Wσ | |2 = 1, which is a better implementation than
gradient penalty, resulting in a better method than WGAN-GP.
Similarly, according to the optimal transport with regulariza-
tion, the Lipschitz constant of discriminator should be less than
or equal to 1, correspondingly we can use the upper bound of
the spectral norm to normalize the weight, so that | |Wσ | |2 ≤ 1.
According to the lemma 3 and lemma 4,
√| |W | |1 | |W | |∞ and
| |W | |F can be used to normalize the weight. Zhang et al.
[44] used the
√| |W | |1 | |W | |∞, but their motivation is to find an
approximation of the spectral norm that is easy to calculate.
Miyato et al. [41] only explained that the frobenius norm is
restriction on all eigenvalues, this will affect the network’s
ability to express, but he has not done experiments to compare
it with the spectral normalization. Liu et al. [69] found that
the mode collapse often appears in the spectral normalization,
and the mode collapse is often accompanied by the collapse
of the eigenvalue of the discriminator, because the spectral
normalization only limits the maximum eigenvalue, and the
eigenvalue collapse means that the remaining eigenvalues
suddenly decrease. Therefore, the author adopted the following
methods to prevent the collapse of the eigenvalues:
Wσ =
W + ∇W
| |W | |2 =
W
| |W | |2 +
∇W
| |W | |2 (39)
The results show that this simple method effectively prevents
the mode collapse. This work is based on experiments and
there is no theoretical proof, it is not clear between the matrix
eigenvalues and GAN performance. According to the part B in
section III, recent work has minimized the Lipschitz constant,
not Limited to 1, so for norm normalization, can we normalize
its spectral norm to a smaller value, such as 0.1 by Wσ =
W
10 | |W | |2 . the work about this has not been exploreed.
There is less work on norm normalization, the most popular
method is spectral normalization, the summary of it are shown
in TABLE II.
2) Regularization: : The same as the gradient penalty, spec-
tral norm regularization is the same as the 0-GP. So Kurach
et al. [45] used the LR = | |W | |2 to regularization the loss
function. Also, Zhou et al. [73] used the LP-norm(P = 1, F,∞)
to regularization the discriminator. These methods are worse
than the performance of spectral normalization which have not
aroused the interest of researchers.
D. Jacobian Regularization
Assuming the objectives of GAN are convex-concave, some
work has provided the global convergence of GANs [47], [74].
However, the theoretical results only work for GANs with
optimal discriminator, which is unrealistic. So more work has
focused on analyzing the local convergence of GAN. Nagara-
jan et al. [57] and Mescheder et al. [55] showed that under
some assumptions, the GAN dynamics are locally convergent.
But if these assumptions are not satisfied, especially the data
distributions are not continuous, the GAN dynamics are not
always locally convergent unless some Jacobian regularization
is used. From the Proposition 1 in section II: We hope that
the absolute values of all eigenvalues of the Jacobian matrix
of the V(φ, θ) are less than 1 at the fixed point, which is
equivalent to the real part of the eigenvalue being negative,
and the learning rate must be small enough [55]. In order to
satisfy this condition, Mescheder et al. [55] used the consensus
optimization to let the real part of the eigenvalue negative. The
ConOpt has been proposed and its regularized updates are:
φ(k+1) = φ(k) + h∇φ
(
− f (φ(k), θ(k)) − γL(φk, θk)
)
θ(k+1) = θ(k) + h∇θ
(
f (φ(k), θ(k)) − γL(φk, θk)
) (40)
Where L(φk, θk) = 12 | |v(φk, θk)| |2 =
1
2
( | |∇φ f (φk, θk)| |2 + | |∇θ f (φk, θk)| |2) is the regularization of
the Jacobian matrix.
Also there are some other method to regularize the Jacobian
matrix. Nagaraja et al. [57] only regularize the generator by
using the gradient of the discriminator. The regularized updates
for the generator is:
φ(k+1) = φ(k)−h∇φ f (φ(k), θ(k))− 12 hγ∇φ | |∇θ f (φ
k, θk)| |2 (41)
and the update of the discriminator is the same as SimGD;
Nie et al. [36] proposed the method which only regularize the
discriminator and the regularized update for the discriminator
is:
θ(k+1) = θ(k)+ h∇θ f (φ(k), θ(k))− 12 hγ∇θ | |∇φ f (φ
k, θk)| |2 (42)
and the update of the generator is the same as SimGD; Nie et
al. [36] also proposed another method(JARE) which regular-
ize both the generator and the discriminator. the regularized
updates for the generator and the discriminator are:
φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k)) − 12 hγ∇φ | |∇θ f (φ
k, θk)| |2
θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k)) − 12 hγ∇θ | |∇φ f (φ
k, θk)| |2
(43)
The difference between JARE and ConOpt is that JARE
does not contain the Hessians ∇2φ,φ f (φk, θk) and ∇2θ,θ f (φk, θk),
which not only avoids the Phase Factor, i.e., the Jacobian
has complex eigenvalues with a large imaginary-to-real ratio,
but also the Conditioning Factor, i.e., the Jacobian is ill-
conditioned.
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TABLE III: The summary of the Jacobian regularization
Method regularized updates of generator regularized updates of discriminator
ConOpt [55] φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k)) − 12hγ∇φ | |v(φk, θk ) | |2 θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k)) − 12hγ∇θ | |v(φk, θk ) | |2
Generator [57] φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k)) − 12hγ∇φ | |∇θ f (φk, θk ) | |2 θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k))
Discriminator [36] φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k)) θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k)) − 12hγ∇θ | |∇φ f (φk, θk ) | |2
JARE [36] φ(k+1) = φ(k) − h∇φ f (φ(k), θ(k)) − 12hγ∇φ | |∇θ f (φk, θk ) | |2 θ(k+1) = θ(k) + h∇θ f (φ(k), θ(k)) − 12hγ∇θ | |∇φ f (φk, θk ) | |2
TABLE IV: The summary of the layer normalization
Method Reference classification inputs of γ(c) and β(c)
Batch normalization 2018 [41] unconditional-based -
Layer normalization 2018 [41] unconditional-based -
Instance normalization 2018 [41] unconditional-based -
Weight normalization 2018 [41] unconditional-based -
conditional batch normalization(CBN) 2018 [75], [76] conditional-based class label
adaptive instance normalization(AdaIN) 2017 [77],2019 [42] conditional-based target images
spatially-adaptive(de) normalization(SPADE) 2019 [78] conditional-based sematic segmentation map
attentive normalization(AN) 2020 [43] conditional-based self
E. Layer Normalization
For machine learning, we hope the data is independent and
identically distributed(i.i.d), but for deep learning, because
of the Internal Covariate Shift(ICS) [40], the inputs of each
neuron are not satisfy the i, i, d, which makes the training of
the deep neural networks hard and unstable. To avoid this
problem, many layer normalization have been proposed. layer
normalization is a simple approximation of the whitening
which can resolve the ICS in theory. The general form of
the layer normalization is:
hN =
x − E[h]√
var[h] + 
· γ + β (44)
For GANs, we divide the layer normalization into two parts:
unconditional and conditional normalization. Uncondition-
based layer normalization is used for unconditional genera-
tion, which is the same as the other deep neural networks;
And conditional-based layer normalization is used for the
generator of the conditional generation, the shift and scale
parameters(γ, β) are depending on the condition information.
We define the form as:
hN =
x − E[h]√
var[h] + 
· γ(c) + β(c) (45)
1) Unconditional-based: Unconditional-based layer nor-
malization is used for both the generator and discrimina-
tor, whose motivation is the same as the other deep neu-
ral networks. Ioffe et al. [40] proposed batch normalization
which is the first normalization for neural networks. Batch
normalization uses the data of the mini-batch to compute the
mean and variance which makes the data distribution of each
mini-batch are approximately the same. Miyato et al. [41]
used the batch normalization(BN) in GANs, because image
generation is a pixel-level task, BN has normalized at the mini-
batch, which destroys the difference between pixels during the
generation, resulting in BN does not achieve good results in
GANs. Different from the BN normalize the same channel
with different images, layer normalization [62] normalizes
different channels of a single image which destroys the diver-
sity between channels for the pixel-by-pixel Generative model
[41]. Also, instance normalization [79] has been proposed for
style transform which is used for a single channel of a single
image. Different from the BN, LN, and IN normalizes the input
of the neural networks, weight normalization [80] normalizes
the weight matrix of neural networks. Similarly, Miyato et al.
[41] used it in GANs. In summary, unconditional-based layer
normalization in GANs is the same as other neural networks,
which has little effect on GAN training.
2) Conditional-based: Conditional-based layer normaliza-
tion is only used for the generator of the condition generation.
The motivation is to introduce conditional information to each
layer of the generator, which helps to improve the quality of
the generated images. γ(c) and β(c) in Eq (44) are calculated
by a neural network with features or class labels. Miyato
et al. [75] and Zhang et al. [76] used the conditional batch
normalization(CBN) to encode class labels, thereby improv-
ing the quality of conditional generation. Huang et al. [77]
and Karras et al. [42] used the adaptive instance normaliza-
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tion(AdaIN) with target images to improve the accuracy of
style transfer. Park et al. [78] used the spatially-adaptive (de)
normalization(SPADE) with semantic segmentation image to
let the semantic information to be applied to all layers. Wang et
al. [43] used the attentive normalization(AN) to model long-
range dependent attention, which is similar to self-attention
GAN [76]. The main difference between these conditional-
based normalizations is condition inputs(c in Eq (45)). As the
information of inputs is gradually enriched, the performance of
condition generation is also gradually improved, the summary
is shown in TABLE IV
F. Consistency Regularization
For semi-supervised or unsupervised learning, consistency
regularization has been used broadly [85]–[88]. The motivation
is that model should produce consistent predictions given input
and their semantics-preserving augmentations, such as image
rotating, adversarial attacks. The supervision of the GANs
training is weak. To increase the represent ability of the GANs,
some consistency regularization has been used, according to
different goals, we divide it into two parts: image consistency
and network consistency
1) Image Consistency: The purpose of generative adversar-
ial networks is to generate fake images similar to real images.
In GANs, the discriminator is generally used to identify
between real images and generated images. To increase the
priority information, regularization can be added to minimize
the distance between the generated images and the real images.
Salimans et al. [81] recommend that the generator should be
trained using a feature matching procedure. The objective is:
LC = | |Ex∼pr f (x) − Ez∼pz f (G(z))| |22 (46)
Where f (x) denotes the intermediate layer of the discrim-
inator. Of course, the intermediate layer of the pre-trained
classification model is okay too. In addition to the first-order
information, there is some work [82] that added second-order
information to limit GANs training by feature matching. The
objective is:
LC = Lµ + Lσ
= | |µ(pr ) − µ(G(pz))| |q + | |
∑
(pr ) −
∑
(p(G(z)))| |k
(47)
Where µ(pr ) = Ex∼pr f (x) and
∑(pr ) = Ex∼pr f (x) · f (x)T
represent the mean and covariance of the feature layer f (x),
respectively. Apart from statistical differences, Durall et al.
[83] found that the depth generative models based on up-
convolution are failing to reproduce spectral distributions,
which leads to a large difference in the spectral distributions
between real images and generated images. So the spectral
regularization had been proposed:
LC = 1M/2 − 1
M/2−1∑
i=0
AIreali · log(AI f akei )
+ (1 − AIreali ) · log(1 − AI f akei )
(48)
Where M is the image size, AI is the spectral representation
from the Fourier transform of the images.
2) Network Consistency: Network consistency regulariza-
tion can be regarded as Lipschitz continuity on semantics-
preserving transform. Specifically, it is hoped that the gener-
ator and discriminator is insensitive to semantics-preserving
transform. Zhang et al. [38] proposed the CR-GAN which ap-
plied the consistency regularization only between real images
and their augmentations:
LC = Ex∼pr | |D(x) − D(T(x))| |2 (49)
Where T(x) represents an augmentation transform
(e.g.shift,flip,cutout,etc.). Also Zhao et al. [31] proposed the
bCR-GAN and zCR-GAN. bCR-GAN used the consistency
regularization on both real and fake images, which balanced
the training of discriminator between reeal images and fake
images by λreal and λ f ake:
LC =λrealEx∼pr | |D(x) − D(T(x))| |2
+ λ f akeEz∼pz | |D(G(z)) − D(T(G(z)))| |2
(50)
And zCR-GAN used the consistency regularization on latent
space. To avoid mode collapse, gradient penalty of generator
Mentioned in section III has also been used:
LC =λdisEz∼pz | |D(G(z)) − D(G(T(z)))| |2
− λgenEz∼pz | |G(z) − G(T(z))| |2
(51)
Where T(z) represents adding small perturbation noise.
max Ez∼pz | |G(z)−G(T(z))| |2 is the method [70] about the gra-
dient penalty of generator mentioned in section III, which is to
avoid the mode collapse. Also there are some applications that
cyclic consistency regularization [84] used for unpaired image-
to-image translation. The summary are shown in TABLE V
G. Self Supervision
The supervision information in GANs is very weak, Chen et
al [30] found that as the training, the ability of the discrimina-
tor with capturing spatial structure and discriminative features
is decreasing, which is called discriminator forgetting. Self-
supervision is a method to improve the representation of neural
networks by expanding label information, which is different
from the data augmentation and can be regarded as a kind of
regularization. there are many different ways to expand the
label information, such as context prediction [89], rotations
prediction [90]–[93]. Chen et al. [30] used the self-supervision
in GAN training for the first time, they used the rotation
prediction as the expanding label to prevent the discriminator
forgetting. Also, Huang et al. [39] used the feature exchange
to make the discriminator to learn the proper feature structure
of natural images. Baykal et al. [94] introduced a reshuffling
task to randomly arrange the structural blocks of the image,
which helps the discriminator learn to increase its expressive
capacity for spatial structure and realistic appearance. The
above methods have designed different self-supervised tasks,
and their loss functions can be expressed as:
LD,C = −λdEx∼pT
d
ETk∼T log
(
Ck(x)
)
LG = −λgEx∼pTg ETk∼T log
(
Ck(x)
) (52)
Where T represents the different types to transfer the images
such as rotation, reshuffling, and Tk reprenents the class k
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TABLE V: The summary of the consistency regularization
Method Lc
Mean regularization [81] | |Ex∼pr f (x) − Ez∼pz f (G(z)) | |q
Mean and Convariance regularization [82] | |Ex∼pr f (x) − Ez∼pz f (G(z)) | |q + | |Ex∼pr f (x) · f (x)T − Ez∼pz f (G(z)) · f (G(z))T | |k
Spectral regularization [83] LC = 1M/2−1
∑M/2−1
i=0 AI
real
i · log(AI
f ake
i ) + (1 − AIreali ) · log(1 − AI
f ake
i )
CR-GAN [38], [84] Ex∼pr | |D(x) − D(T (x)) | |2
bCR-GAN [31] λrealEx∼pr | |D(x) − D(T (x)) | |2 + λ f akeEz∼pz | |D(G(z)) − D(T (G(z))) | |2
zCR-GAN [31] λdisEz∼pz | |D(G(z)) − D(G(T (z))) | |2 − λgenEz∼pz | |G(z) −G(T (z)) | |2
of the transfer, such as 0◦, 90◦, 180◦, 270◦ for rotation. Ck is
a classfication. PT
d
and PTg are the mixture distributions of
real and generative data samples. For rotation conversion [30],
k = 4, and the classfication C predicts the rotation angle;
for feature exchange [39], k = 2, and the classfication C
predicts whether the swap has occured; for block reshuffling
[94], the image is divided into 9 blocks and the number of the
permutations are 9!, which is unnecessarily huge, 30 different
permutations are selected according to Hamming distances
between the permutationsas in [95], so k = 30, and the
classfication C predicts the category of different permutations.
In addition to design different transfer functions T , some
work uses self-supervised methods to improve discriminator
performance from other aspects. Ngoc-TrungTran et al. [96]
introduce true and false judgments based on rotation predic-
tion. The numbers of classfication is 5, the loss function is:
LD,C = −λd
(
Ex∼pT
d
ETk∼T log
(
Ck(x)
)
+ Ex∼pTg ETk∼T log
(
Ck+1(x)
))
LG = −λg
(
Ex∼pTg ETk∼T log
(
Ck(x)
) − Ex∼pTg ETk∼T log (Ck+1(x)))
(53)
Where Ck and Ck+1 are the classfication of rotation angle and
real or feak, respectively. The new self-supervised GAN based
on rotation use the multi-class minimax game to avoid the
mode collapse, which is better than original self-supervised
model. Sun et al. [97] used the triplet matching objective as
pretext task: pairs of images with the same category will have
similar features, while pairs of images with different categories
will have dissimilar features. the loss function are:
LD = − λd E
xa,xp∼PX |y,xn∼PX |y′
log
(
Dmch(xa, xp)
)
+ log
(
1 − Dmch(xa, xn)
)
LG = − λg E
x1,x2∼PX |y,x3∼PX |y′
log
(
Dmch(G(x1, y),G(x2, y))
)
+ log
(
1 − Dmch(G(x1, y),G(x3, y′))
)
(54)
Where y , y′, then xa and xp are positive pairs of real
images, xa and xn are negative pairs of real images. Lee et
al. [98] maximized information as a self-supervision task. A
real or fake image x passes through a discriminator encoder
Eφ = fφ ◦ Cφ , producing local feature map Cφ(x) and global
feature vector Eφ(x). In order to maximize the lower bound
of the InfoMax: I (Cφ(x), Eφ(x)) , the infoNCE loss has been
theoretically shown in [99]. The InfoNCE loss has been
defined as:
Lnce(X) = −Ex∈XEi∈A
[
log p
(
C(i)φ (x), Eφ(x)|X
) ]
(55)
Where X = {x1, · · · , xN } is a set of random images and A =
{0, 1, · · · ,M2 − 1} represents indices of a M ×M spatial sized
local feature map. than the loss function of discriminator and
generator are:
LD = λdLnce(Xr )
LG = λgLnce(Xg)
(56)
Where Xr and Xg represent sets of real and generated images
respectively. Although there is less work in this area, the idea
of self-supervision is very attractive. This may be a feasible
solution to the weak supervision information and unstable
training of GANs.
IV. SUMMARY AND OUTLOOK
Regularization and normalization are popular and attractive.
This paper summarizes the regularization and normalization of
generative adversarial networks and explains the problem from
three aspects:
1) optimal transport and Lipschitz continuity: we first
introduce the optimal transport and optimal transport
with regularization, according to the duality form, we
get WGAN-GP [29] and WGAN-LP [34], which use
gradient penalty to make the discriminator satisfy the 1-
Lipschitz continuity and k-Lipschitz continuity(k ≤ 1),
respectively. Of course, after this, many gradient penalty
methods have been proposed, which can be seen as im-
provements to WGAN-GP in two directions:(1) limit the
Lipschitz constant to a small value, such as 0 [58], [66],
[67]. (2) Find the right restricted space: The restricted
space of WGAN-GP and WGAN-LP is the interpolation
between the real images and fake images and some work
restricted it at the real images or fake images [21],
[58], [63]. From the results, (1) is helpful to improve
the training of GAN, but the impact of (2) is still
unclear. Then we derived the relationship between the
Lipschitz constant and the spectral norm of the matrix,
indicating that the normalization of the spectral norm
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[41] can also be used to achieve 1-Lipschitz continuity.
And proved that the Frobenius norm is the upper bound
of the spectral norm, the result of WGAN-LP can be
obtained by normalizing the Frobenius norm. Also, some
work [69] analyzed the relationship between the mode
collapse of the GAN and the eigenvalue distribution of
the discriminator weight matrix, and avoided the mode
collapse by limiting the eigenvalue collapse, but there is
no specific reason to believe.
2) training dynamics: GAN is a two-person zero-sum game.
Due to the nonlinearity of the neural network, it is
difficult to find the global convergence solution of the
problem. To find the local convergence of the problem,
the Jacobian regularization needs to be added. There is
not much work in this area.
3) represent ability: As we said before, the training of
the GANs is a Semi-supervised task. We need more
prior information to improve the presentation ability of
the network. Conditional layer normalization is used
to better encode condition information and reduce the
difficulty of condition generation. Consistent regulariza-
tion and self-supervision use unsupervised methods to
improve the supervision information in GAN training
and use additional labels and tasks to improve GAN
performance. This is meaningful and promising. There
will be more work in this area in the future.
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