When some of the regressors can act on both the response and other explanatory variables, the already challenging problem of selecting variables when the number of covariates exceeds the sample size becomes more difficult. A motivating example is a metabolic study in mice that has diet groups and gut microbial percentages that may affect changes in multiple phenotypes related to body weight regulation. The data have more variables than observations and diet is known to act directly on the phenotypes as well as on some or potentially all of the microbial percentages. Interest lies in determining which gut microflora influence the phenotypes while accounting for the direct relationship between diet and the other variables. * To whom correspondence should be addressed. 
INTRODUCTION
Variable selection is an omnipresent issue in biological studies where data typically involve more predictor variables than samples. Variable selection in this context is challenging and has been studied extensively in recent years. Various methods include the Lasso (Tibshirani, 1996) and its extensions (Yuan and Lin, 2006; Zou, 2006; Meinshausen and Bühlmann, 2010) , least angle regression (LARS) (Efron and others, 2004) , and selection via controlling false discovery rates (FDRs) (Benjamini and Hochberg, 1995; Storey, 2003) . A problem, not yet directly addressed by these methods, is selecting regressors when some act on both the response and other explanatory variables. To handle this new challenge, we develop a novel method that extracts weights from q-values in multiple hypothesis testing (Storey, 2003) , and uses them in the weighted Lasso (Zou, 2006) . Structured variable selection is needed when there are multiple types of variables and some knowledge is available about the hierarchy between the variables. For example, in a dietary treatment study of mice, biologists aim to understand how diet and different gut microflora affect phenotypes related to body weight regulation. The challenge is selecting those microbes that affect weight, while incorporating the fact that diet is known to regulate body weight (Bray and others, 2012) and may affect some microbial groups (Abnous and others, 2009; Li and others, 2009) . Thus, the objective is to select variables that affect the response after accounting for diet.
Another example stems from screening tests for early detection of a disease. To detect psychosis among low-income Latinos (Wang and others, 2011) , a screening questionnaire was used. Questions were divided into root and stem questions such that stem questions were asked only if the patient answered specific root questions. A key interest is identifying which questions yield an accurate detection of psychosis, while maintaining the hierarchy between root and stem questions. Ignoring the hierarchy may yield a model with only stem questions, which is uninterpretable.
Our proposed methods for structured variable selection handle these and other examples well. Let the sample size be n and y = (y 1 , . . . , y n ) T be the response variable. Let m 0 denote the number of fixed covariates (e.g. the number of diets or root questions in the examples above), and we denote these variables by n × 1 vectors z j , j = 1, . . . , m 0 . Let m 1 denote the number of other covariates (e.g. number of gut microflora or stem questions), and we denote these n × 1 variables as x k , k = 1, . . . , m 1 . Without loss of generality, we assume that all variables are standardized to have mean zero and sample variance 1, so that the intercept is excluded from the regression model. We also assume that m 0 + 1 n (see Section 2.3.1 for an explanation), but that m 0 + m 1 = m n.
Thus, our goal is to find the variables among (x 1 , . . . , x m 1 ) that affect the response after accounting for (z 1 , . . . , z m 0 ). To our knowledge, such a problem has never been considered. It differs from that in Yuan and others (2009) where variables are clustered and obey a heredity principle: each cluster contains a dominant variable, and variables in a cluster are considered for selection only if the dominant one is selected. In our case, variables are not clustered, and there is scientific evidence to require that fixed variables (z 1 , . . . , z m 0 ) be included in the model. For example, when modeling body weight regulation, diet should be included; or in developing screening tests for psychosis, root questions that reveal symptoms preceding a first psychotic episode (Phillips and others, 2000) should be included. Given the problem's novelty, there is no obvious benchmark to which we can compare proposed methods. Instead, we develop a method which links q-values from multiple hypothesis testing with a weighted Lasso, and compare its results with those based on thresholding Benjamini and Hochberg (1995) 
The paper is organized as follows. Section 2 describes two methods for structured variable selection. The first uses Benjamini-Hochberg (BH)-adjusted p-values and the second uses a weighted Lasso with q-values from multiple hypothesis testing. We demonstrate the advantages of the second method over the first through a simulation study in Section 3 and in supplementary material available at Biostatistics online. We also show that using partial correlation coefficients instead of q-values in the weighted Lasso has similar advantages. In Section 4, we describe the microbial data which motivated this methodology and analyze the data. Section 5 concludes the paper.
MULTIPLE TESTING AND VARIABLE SELECTION

Lasso and weighted Lasso
The Lasso (Tibshirani, 1996) is a widely used method for variable selection, and has had several extensions since its initial presentation. A particular variant is the weighted Lasso, which has the adaptive Lasso (Zou, 2006) as a special case. In the context of linear regression, the weighted Lasso generalizes the Lasso by incorporating data-dependent weights. Recalling that m 0 + m 1 = m, and defining β = (β 1 , . . . , β m )
T and X = (z 1 , . . . , z m 0 , x 1 , . . . , x m 1 ), the adaptive Lasso minimizes
Here, λ is a regularization parameter andβ j,OLS , j = 1, . . . , m, denotes the ordinary least squares estimate after regressing y on X. In practice, of course, we actually minimize (2.1) by using the standard Lasso procedure. First, we transform the covariates in (2.1), i.e.
). Then we solve forγ by minimizing ||y − X * γ || 2 + λ m j=1 |γ j |, and obtain the final estimatesβ j =γ j /ŵ j . Although the adaptive Lasso uses weightsŵ j = 1/|β j,OLS |, any appropriate data-dependent weights can be used. Charbonnier and others (2010) and Bergersen and others (2011) showed that weights which incorporate prior knowledge or relevant external information on the covariates yields more stable results. We build upon these ideas, but introduce a new type of weight function based on q-values in such a way that structured variable selection is incorporated.
Use of q-values
The notion of q-values is a by-product of controlling FDRs (Benjamini and Hochberg, 1995) , which is a means for quantifying statistical significance in multiple hypothesis testing. In multiple hypothesis testing, one simultaneously tests multiple null hypotheses, among which some are true nulls and the remaining are false. The FDR is the expected proportion of falsely rejected hypotheses. Popular FDR controlling methods involve transforming the p-values from the multiple hypotheses tested, and then thresholding them at a level α. Two such p-value adjustments are the Benjamini and Hochberg (1995) procedure, and q-values (Storey, 2003) which are defined explicitly in Section 2.3.2. In general, null hypotheses with small adjusted p-values are rejected but not those with large adjusted p-values. If the cut-off is α and the null hypotheses are independent or satisfy certain dependency structures, then among the rejected null hypotheses, α × 100% of them are expected to be false positives, leading to an FDR of α. 
Variables included in the model (i.e. significant variables) are those with BH-adjusted p-values α for some pre-specified α. With this threshold, it is expected that α × 100% of the deemed significant variables are actually not significant when the test statistics are independent (Benjamini and Hochberg, 1995) or positively dependent (Benjamini and Yekutieli, 2001) . To minimize the false discoveries, we choose α small but not too small, say 0.15.
Although thresholding BH-adjusted p-values is popular, a major drawback is that it individually, rather than collectively, investigates the significance of each
Such a process suppresses to some extent the intercorrelations between the x's as shown in the simulation study (Section 3). Thus, to overcome this issue, we propose a modified weighted Lasso with q-values as weights (Section 2.4).
Definition of q-values. Like BH-adjusted p-values, q-values are a monotone transformation of the p-values from multiple hypothesis testing. Their explicit form involves the empirical process FDR(t), which is the associated FDR based on rejecting null hypotheses with p-values t for t ∈ [0, 1]. That is, FDR(t) = E[S(t)/ max{R(t), 1}]
, where S(t) = #{ p k : p k t, k true null} is the number of false positives, and R(t) = #{ p k : p k t} is the total number of null hypotheses rejected. Storey and Tibshirani (2003) proposed estimating FDR(t) with FDR(t) = m 1π (γ )t/ max{R(t), 1}, where the estimate of the true proportion of null hypotheses isπ(γ ) = #{ p j > γ }/{(1 − γ )m 1 } for a tuning parameter γ . The optimal γ which leads to the best estimateπ(γ ) may be computed using the bootstrap or a smoothing spline (Storey and Tibshirani, 2003) . In our applications, we use the latter. From FDR(t), q-values are estimated
Modified weighted Lasso
Variable selection via thresholding adjusted p-values is a well-known technique, but our approach is based upon a novel use of q-values as weights in the weighted Lasso. In general, estimates from the weighted Lasso are those that minimize (2.1); however, we are going to replace the weightsŵ j = 1/|β j,OLS | by appropriately chosen non-negative weights w j .
The selection of weights is important as it can influence the stability and accuracy of the parameter estimates. Bergersen and others (2011) showed that more stable results are achieved if the weighting scheme uses external information. They proposed weights w j (y,
, V is a matrix of external information, and g j are appropriately chosen functions. They showed two explicit examples for g j : one based on Spearman correlation coefficients, and the second based on ridge regression coefficients. Our proposed method for structured variable selection builds upon these ideas, although it is distinctly different in implementation. Recall that z j , j = 1, . . . , m 0 , are not subject to selection, and x k , k = 1, . . . , m 1 , are subject to selection. To emphasize this distinction, we set weights w j = 1/g 1 (y, X) on z j and w m 0 +k = 1/g 2 (y, X) on x k , where g 1 and g 2 are chosen to direct the variable selection process. Specifically, if g 1 and g 2 are chosen so that max(w 1 , . . . , w m 0 )/ min(w m 0 +1 , . . . , w m 0 +m 1 ) can be made arbitrarily close to zero, then the z's are selected before the x's. In practice, we recommend choosing g 1 so that small enough weights are placed on the z's to ensure their inclusion in the model before the x's enter.
The choice for g 2 should emphasize that highly influential x's are included before the less important ones, as well as include information about the relationship between the x's, z's, and y's. One such measure is the q-values (Section 2.3.2) in that statistically significant x's tend to have small q-values, whereas nonsignificant x's have large q-values. Other measures providing similar information are the test statistics' magnitudes, p-values (Section 2.3.1), BH-adjusted p-values (Section 2.3.2), and the partial correlation between the x's and y's after controlling for the z's: all of which are essentially monotone transformations of each other. Through various simulation studies, we find that weights based on any of these quantities have similar results. A key feature of these quantities is that they account for (z 1 , . . . , z m 0 ) having an effect on the response. Weights that ignore this aspect result in important variables being ignored; see supplementary material available at Biostatistics online.
We now describe how q-values lead to meaningful weights for the weighted Lasso, though weights based on any of the above monotone transformations are also useful. Letting g 2 be any non-increasing function, one may define q-value-dependent weights by w m 0 +k = 1/g 2 (q k ); a simple choice is g 2 (q) = 1/q κ , κ > 0. These q-value-dependent weights have several advantages in the selection process among x 1 , . . . , x m 1 . First, we can penalize variables which seem non-significant (i.e. have large q-values) more than those which are highly influential (i.e. have small q-values). Second, the weighted Lasso allows us to simultaneously assess the impact of multiple variables (z 1 , . . . , z m 0 , x 1 , . . . , x m 1 ) on the response y, and thus better handles any correlation between the explanatory variables. As shown in Section 3, when an insignificant variable is strongly correlated with another explanatory variable, the weighted Lasso correctly disregards this insignificant variable more often than does thresholding BH-adjusted p-values. Finally, certain choices of g 2 can make the weighted Lasso give FDRs α for well-chosen λ in (2.1), or δ in (2.2).
For different choices of g 1 and g 2 , we will use the standard Lasso to perform variable selection. In particular, we use the LARS algorithm (Efron and others, 2004) , which provides the entire sequence of model fits in the Lasso path, along with estimated parameter coefficients. The best descriptive model will be that which minimizes the penalized loss function
2) where δ > 0, p denotes the number of predictors in the selected model, SSE p denotes the residual sum of squares for the model, andσ 2 is an appropriate estimator of the model error variance. For example, when n > m,σ 2 can be the residual mean square when using all available variables, and when n < m,σ 2 can be the variance of the response vector y (Hirose and others, 2011) . This loss function balances the residual sum of squares of a fitted model with the number of non-zero parameter estimates, and when δ = 2, the loss function is Mallows' C p . Instead of (2.2), other model selection criteria may be used; see Müller and Welsh (2010) . An important detail of (2.2) is the choice of δ as different δ values yield different model fits and observed FDRs. We propose selecting the optimal δ based on K -fold cross-validation. Fix δ = δ 0 and randomly partition the data into K non-overlapping equal-sized subsets. Then, do the following: (i) remove data subset k;
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(ii) apply the LARS algorithm to the remaining K − 1 data subsets, and select the model that minimizes M n (δ 0 , p); (iii) extract the estimateβ (−k) from the minimizing model and compute k) and X (k) , respectively, denote the response and explanatory variables for the data subset k that was removed. Lastly, (iv) repeat the above three steps for each k = 1, . . . , K and compute the crossvalidation score CV(
The optimal δ is δ opt = arg min CV(δ 0 ) where, as in our simulation study, δ 0 = 0.75, . . . , 2. Results were similar across K = 4, . . . , 10; thus, we suggest using K = 10.
In our experience, the cross-validation requires two modifications. First, δ 0 that minimizes CV(δ 0 ) is not necessarily unique; thus, take δ opt as the average of the minimizers. Second, δ opt is a random variable that depends on the random partitioning of the data. Repeated applications of K -fold cross-validation may yield different δ opt and thus different variables selected, especially when the signals are sparse and small. Martinez and others (2011) also noted this and suggested performing the K -fold cross-validation repeatedly, say 100 times, to develop a complete understanding of the variables selected. The idea, thus, is to repeat the K -fold cross-validation multiple times, and retain those variables that were selected at least 80% of the time, say. This procedure works well in practice (see Section 3), and has the added benefit of remedying the Lasso's limitation: when n < m, the Lasso can select at most n variables because it involves solutions to a convex optimization problem (Zou and Hastie, 2005) . Because different variables may be selected in each run of the K -fold cross-validation and variables that appear at least 80% of the time are retained, there is the possibility that more than n variables are in the final model. Stability selection (Meinshausen and Bühlmann, 2010 ) is another way to select more than n variables.
SIMULATION STUDY
We evaluated the performance of the proposed methods on simulated data that are similar to our empirical example in Section 4. We supposed there were two diet groups with 20 subjects in each, and generated m 1 + 1 explanatory variables as follows. First, we generated a binary diet indicator z where, for each subject i = 1, . . . , 40, z i = I (i > 20) − I (i 20). Then we generated x k = (x 1,k , . . . , x 40,k ) T , k = 1, . . . , m 1 , such that x ik = u ik + z i v k , where u ik were independent uniform (0,1) random variables, v 1 , . . . , v 0.75m 1 were independent uniform (0.25, 0.75) random variables, and v 0.75m 1 +1 , . . . , v m 1 were identically zero. Thus, we created m 1 variables, x 1 , . . . , x m 1 where the first 75% of the x's depend on z. Finally, we generated the response vector as
where is normally distributed with mean 0 and covariance σ 2 I . We set m 1 = 40, σ 2 = 0.5, and β = (4.5, 3, −3, −3, 0 T , 3) T where 0 T is an (m 1 − 4)-dimensional vector of zeros. In summary, x 1 , . . . , x m 1 were generated according to four distinct categories: Group 1. x 1 , x 2 , x 3 depend on diet and act on y even after taking into account diet; Group 2. x 4 , . . . , x 0.75m 1 depend on diet and do not act on y; Group 3. x 0.75m 1 +1 , . . . , x m 1 −1 neither depend on diet, nor act on y; Group 4. x m 1 does not depend on diet, but acts on y.
We generated 1000 independent data sets, and applied three variable selection procedures. We computed BH-adjusted p-values, and q-values associated with the significance of x k , k = 1, . . . , m 1 , after accounting for diet z as in Section 2.3. Our first method thresholds BH-adjusted p-values over a range of α values in [0.01, 0.20]. Our second method is a q-weighted Lasso with weights w 1 = min 1 k m 1q k /1000 on z and w 1+k =q k on x k . Our third method is a ρ-weighted Lasso with weights w 1 = min 1 k m 1 |ρ x k ,y|z |/1000 on z and w 1+k = 1/|ρ x k ,y|z | on x k , whereρ x k ,y|z denotes the estimated partial correlation between x k and y after controlling for z. For both weighted Lasso methods, the best model was chosen using the loss function (2.2), where we evaluated the performance over a range of δ values in [0.25, 2] . We also applied our data-driven way for choosing δ opt and the variables selected: on each simulated data, we repeated the 10-fold cross-validation (Section 2.4) 100 times. This led to 100 possibly different δ opt 's and, thus, 100 possibly different ways variables were selected. Ultimately, we retained variables that were chosen at least 80% of the time in the 100 runs. It is important to note that we did not use the average of the 100 δ opt 's to select variables. Supplementary material available at Biostatistics online contains additional results, including those for m 1 = 1000, different β vectors, α thresholds, weight functions, and δ values. Some of the choices show lower true-positive rates or unacceptable false-positive rates. For all methods, variables within each group behaved similarly; thus, we report the average percentages of time variables in each group were selected and the observed FDRs. Among all methods, the reliable one will routinely select variables in Groups 1 and 4, rarely or never select variables in Groups 2 and 3, and thus, have low FDRs.
Thresholding BH-adjusted p-values at level α yields an observed FDR that is slightly larger than the nominal level. Thresholding at α = 0.15, for example, leads to an observed FDR of 0.19 (see Table 1 ), with variables in Groups 1 and 4 being selected at least 70% of the time, and variables in Groups 2 and 3 being selected roughly 1.86% of the time. The slight difference between the observed FDR and nominal level most likely results from the correlation between the BH-adjusted p-values induced by the correlation among the explanatory variables. Although methods exist for remedying this dependence (see Section 5), we find that both weighted Lasso methods handle the correlation between the explanatory variables well. When both weighted Lasso methods also select variables in Groups 1 and 4 at least 70% of the time (see columns 4 and 6 in Table 1), the q-weighted Lasso only incorrectly selects variables in Groups 2 and 3 at most 0.5% of the time, and the ρ-weighted Lasso, at most 1.88% of the time. This is a substantial gain over thresholding BH-adjusted p-values, and results in both weighted Lasso methods having much lower FDRs. To have the thresholding BH-adjusted p-values method yield an observed FDR of at most 0.15, we would need to threshold at α = 0.12. The weighted Lasso, however, can perform better for appropriately chosen δ by selecting variables in Groups 1 and 4 as often as thresholding BH-adjusted p-values does, while selecting variables in Groups 2 and 3 less often.
With modest effects, the weighted Lasso with weights depending on q-values or partial correlations has the highest rate of true positives while maintaining an acceptable false-positive rate. The main challenges "Depends on Diet" means that the covariates in the group are affected by diet. "Depends on Response" means that the variables have an independent effect on the response after accounting for diet.
of the weighted Lasso are the selection of weights and the choice of δ. To handle the former, we found that the q-weighted and ρ-weighted Lasso behaved similarly, but that the q-weighted Lasso had a slight edge in its favor. For similarly observed FDRs, the q-weighted Lasso selected variables in Groups 1 and 4 roughly 3-22% more often than did the ρ-weighted Lasso, and only chose variables in Groups 2 and 3 at most 1.04% of the time; see Table 2 . As noted before, the similarity of results from the q-weighted and ρ-weighted Lasso was expected as q-values are essentially monotone transformations of partial correlations; x's with large partial correlations tend to have small q-values. Thus, weighting the x's with their corresponding q-values or the inverse of the partial correlations provides similar information. Still, we advocate using the q-weighted Lasso over the ρ-weighted Lasso because the former makes more true discoveries. We found that our data-driven way for choosing δ opt performed well; see Table 1 . Repeating the 10-fold cross-validation in Section 2.4 100 times, and retaining variables that were chosen at least 80% of the time in the 100 runs led to the following. For the q-weighted Lasso, variables in Groups 1 and 4 were selected at least 83% of the time, and variables in Groups 2 and 3 were selected at most 1% of the time, resulting in an FDR of only 0.06. This is a substantial gain over the thresholding method both in terms of minimizing the false-positive rate and the FDR.
Finally, we compared how well the variable selection procedure performs when an insignificant variable is strongly correlated with another explanatory variable. After generating (z, x 1 , . . . , x m 1 ) , we generated x * 1 to be correlated with x 1 after adjusting for z, i.e. corr(x 1 , x * 1 ) = 0.8, but such that x * 1 does not act on y. The response variable in (3.1) becomes y + β m 1 +2 x * 1 with β m 1 +1 = 0, and the explanatory variables are (z, x 1 , . . . , x m 1 , x * 1 ), which are categorized into Groups 1-4 and Group 5. We see that x * 1 is correlated with x 1 after adjusting for diet, but does not act on y.
Parameter values β 1 , . . . , β m 1 +1 stayed the same, and now, the optimal method will select variables in Groups 1 and 4 frequently, but rarely or never select variables in Groups 2, 3, or 5. To appropriately compare the methods, we focused on results where variables in Groups 1 and 4 were selected roughly 70% of the time; see Table 3 . Thresholding BH-adjusted p-values incorrectly selects Group 5 at least twice as often as does the q-weighted Lasso, indicating that the weighted Lasso properly accounts for correlation but thresholding does not. Thus, our results show that the weighted Lasso with weights that incorporate the hierarchical knowledge of the variables has major advantages over the thresholding approach. Results for thresholding BH-adjusted p-values and weighted Lasso with δ = 1 are based on 1000 simulations. Results for weighted Lasso with δ opt are based on 500 simulations where the 10-fold cross-validation is repeated 100 times, and variables are retained only if they are chosen at least 80% of the time. "Depends on Diet" means that the covariates in the group are affected by diet. "Depends on Response" means that the variables have an independent effect on the response after accounting for diet.
EMPIRICAL EXAMPLE
Data background
Our motivating example is from a dietary treatment study in mice, which has a partly known structure of the explanatory variables. Recent studies have indicated a link between body weight regulation and diets rich in dairy products (Zemel, 2003 (Zemel, , 2005 . Other studies demonstrated that diet content highly influences gut microflora diversity (Abnous and others, 2009; Li and others, 2009) , and, in turn, these gut microflora impact body weight regulation components such as host energy homeostasis, fat storage, and insulin insensitivity (Musso and others, 2011) . Motivated by these findings, biologists seek to determine those microbial genera which affect body weight regulation, while incorporating the fact that diet impacts these phenotypes.
To answer this question, we use data from a biological study (Thomas and others, 2012) that had 20 male, genetically similar mice randomly assigned to one of two high-fat (45% of energy) diets providing 1.5% (by weight) calcium. Each diet group contained 10 mice and differed in protein source as follows: isolated soy protein (ISP) and non-fat dry milk (NFDM). The former diet is known to result in weight gain, while the latter promotes reduced weight gain (Thomas and others, 2012) . After 10 weeks of feeding, feces from the mice were collected and analyzed for microbial communities via pyrosequencing (Dowd and others, 2008) .
The data available to us is information for plasma insulin concentration in pg insulin/ml plasma (response variable) and two types of explanatory variables: diet indicator (z) for either ISP or NFDM, and percentages from 37 different microbes present in the feces (i.e. x 1 , . . . , x 37 ) measured for each of the n = 20 mice. Note that the number of explanatory variables exceeds the sample size n. Diet is known to affect the phenotypes and hence is not subject to selection, whereas the 37 microbes are subject to selection. Among the 37 microbes, our interest is in finding those that significantly associate with the insulin concentration even after accounting for diet.
Results
We applied our proposed methods to the microbial data, and determined that most microbes had no significant association with insulin concentration, either when accounting or not accounting for diet. When modeling insulin against diet alone, diet accounted for at least 50% of the variability, thus explaining why so few microbes were selected in the models. Still, however, we did find that some microbes had an effect beyond diet. From our simulation study, our recommended method is the q-weighted Lasso where δ opt is chosen via our data-driven procedure (Section 2.4). Our recommended method selects Alistipes spp. and Moryella spp. As a comparison, thresholding BH-adjusted p-values at α = 0.15 selects more microbes than the recommended q-weighted Lasso, namely Alistipes spp., Coprococcus spp., Lachnospira spp., and Moryella spp. However, in the simulation, thresholding BH-adjusted p-values at α = 0.15 gave an observed FDR of 0.19, not 0.15, which means that there are more false positives. Rather, thresholding at α = 0.12 did yield an observed FDR of 0.15. For the real data, when α = 0.12, only Alistipes spp. and Moryella spp. are selected, which is the same result as when using the optimal q-weighted Lasso model.
Selecting microbes Alistipes spp. and Moryella spp. gives a novel biological interpretation to the relationship between insulin and these gut bacteria. Both Alistipes spp. and Moryella spp. have large, positive partial correlations with insulin (0.65 and 0.66, respectively) after accounting for diet, indicating that both microbes positively contribute to plasma insulin concentration. Thus, as Alistipes spp. and Moryella spp. become more abundant in the gut, plasma insulin concentrations increase. While inter-kingdom signaling, or cross-talk between microbes and their host organism is known to occur, our understanding of this signaling interaction is in its infancy (Pacheco and Sperandio, 2009) and so this novel find awaits further biological investigation.
DISCUSSION
We presented two methods for structured variable selection: thresholding BH-adjusted p-values and weighted Lasso. Under appropriate choice of the weight functions and the penalty term δ in our simulations, the weighted Lasso outperforms thresholding with higher rates of true-positives and low falsepositive rates. We showed that the weighted Lasso better handles the correlation between the explanatory variables than does thresholding BH-adjusted p-values. Accommodating this correlation between explanatory variables is important especially with data from microbial studies where cross-talk between microbes is known to occur. As Efron (2007) argues, ignoring the correlation can result in misleading FDRs because correlation can considerably widen or narrow the distribution of the null test statistics. Thus, to incorporate the correlation between explanatory variables, we proposed a q-weighted and ρ-weighted Lasso. In our simulation studies, the q-weighted Lasso outperformed the ρ-weighted Lasso by having more true discoveries.
Future work includes using weights that depend on the correlation between regressors. For example, Leek and Storey (2008) developed a method which identifies a low-dimensional set of random vectors that captures the dependency in the data. Including these vectors when estimating the effects of explanatory variables on the response removes the dependency in the data and yields independent p-values. These p-values could be used as weights in the weighted Lasso. Likewise, we could also use weights based on the factor-adjusted test statistics of Friguét and others (2009) or the dependence-adjusted p-values of Fan and others (2012) who reduce the dependency among the variables with a factor model for the data's correlation structure. These test statistics/ p-values better control the FDRs for highly correlated data, and, as weights, could further improve the weighted Lasso, especially for high-dimensional data where modeling the dependency is feasible. For low-dimensional data, such as the microbial data, it is unclear how much is gained, if anything at all, when modeling the dependence structure based on a small number of explanatory variables.
A key step in the weighted Lasso is the choice of δ in the loss function (2.2). We found a favorable method for choosing δ: repeat the 10-fold cross-validation multiple times and retain those variables selected at least 80% of the time; see Sampson and others (2012) for other options.
Lastly, our method detected novel biological features in the gut microflora. The data set we analyzed is from a large, ongoing metabolic study. As this study progresses, more microbes could be discovered because of a larger sample size and more microbes measured. Once the study is finished, we will apply our methods to the complete data and provide a final biological answer.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
