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I. INTRODUCTION 
The facility to specify a statistical problem using 
accepted notation and have the data manipulations and com­
putations performed automatically, rapidly, and free of 
error commensurate with the specifications would indeed be 
desirable. Apart from the obvious benefits of such a 
facility, it would encourage the processing of many problems 
which otherwise would be put aside for lack of personnel or 
time required to perform the tasks involved. In this thesis, 
we consider the development and implementation of this type 
of a facility for the application of analysis of variance. 
A language or notational scheme is formulated to provide 
a basis for the logic of analyzing statistical statements and 
specifications to determine computations to be performed. 
Care has been taken to make this notation reasonably consist­
ent with the usual symbolic description of an analysis of 
variance problem. The analysis of variance model may be 
written utilizing the alphabet in a relatively natural manner 
in the assignment of effect symbols and subscripts. Further 
specifications would then employ the symbols appearing in the 
model. Algorithmic computational procedures are developed 
tailored to the notation used. Relative to these procedures, 
techniques for incrementation in n-dimensional array summa­
tion are presented, as well- as automatic determination of 
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factorial terms contained in a non-factorial term. 
The capability of including covariates and statistical 
transformations of variates or covariateb in the problem 
specifications and the logic of their implementations is 
discussed. Methodology of handling the case of unequal cell 
frequencies both by exact and approximate methods is also 
described.. A means of denoting structures that is useful in 
their enumeration is a consequence of the notation developed. 
Considering some ordering restrictions of effect symbols im­
posed by this notation, some interesting relationships be­
tween structures and associated models are derived. 
The concepts and methodology presented here formed the 
foundation for the design of the analysis of variance 
compiler-monitor system currently in use on the IBM 7074 at 
Iowa State University. With the exception of certain exten­
sions and modifications for the purpose of presentation, the 
logic described has been verified in the course of making the 
system operational. A few of the pertinent logical diagrams 
are presented in this thesis to illustrate some of the pro­
cedures employed. 
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II. STRUCTURES AMD ASSOCIATED MODELS 
In a recent research memorandum, Kempthorne et al. (6), 
a symbolic representation for balanced complete structures 
has•been developed along with a diagrammatic way to represent 
these structures. This diagrammatic method is very useful in 
creating a common ground between a researcher and consulting 
statistician. Ambiguities and semantic problems are minimized 
through utilization of these diagrams. In this thesis I have 
developed a different notation scheme for representing such 
structures. The reason for choosing this notation will be 
clarified later. At this point I will define the notation 
and illustrate its use. 
Consider a term such as AB(IJ). A and B will be called 
effect symbols and I and J will be called effect subscripts. 
Capital letters will be used throughout. Each effect symbol 
has a subscript associated directly with it that will appear 
whenever the effect symbol appears. In any given term, those 
subscripts appearing in the term that are associated with 
effect symbols appearing in the term are called "associated" 
subscripts. 
Consider the correspondence between effect symbols and 
effect subscripts to be the following 
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Effect 
symbol 
A 
B 
C 
D 
F 
G 
H 
U 
V 
W 
X 
Y 
Corresponding 
subscripts 
I 
J 
K 
L 
M 
N 
0 
P 
Q 
R 
S 
T 
Although the above arrangement provides for structures 
through order 12 only, this could be remedied by increasing 
the alphabet size. (E and Z have been omitted above for 
reasons that will be specified later.) Subscripts that are 
not "associated" are called "floating" subscripts. As il­
lustrations, we consider the terms CD(KL), BC(lJL), and 
D(IJKL) 
CD(KL) K and L are both associated 
BC(IJL) I is floating 
J and L are associated 
D(IJKL) I, J, and K are floating 
L is associated 
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Terms can be considered either structure terms or model 
terms. To represent a structure, we write a model that 
excludes any interactions that can be present as well as 
replication. This is illustrated in Figure 1 for all order 
3 structures, and in the table of structure enumeration ' 
(orders 1-5) which follows. 
Table 1. Structure enumeration (orders 1-5) 
Order All structures 
Order 4 
Order 1 1. A( I ) 
Order 2 1. A( I ) + B J) 
2. A( I ) + B IJ) 
Order 3 1. A( I ) + B J) + C(K) 
2. A ( I ) + B J) + C(IK) 
3. A( I ) + B J) + C(IJK) 
4. A( I ) + B IJ) + C(IK) 
5. A( I ) + B IJ) + C(IJK) 
1. A( I ) B J) + C(K) + D(L) 
2. A(I) + B J) + C(K) + D(IL) 
3. A( I ) + B J) + C(K) + D(IJL) 
4. A( I ) + B J) + C(K) + D(IJKL) 
5. A(I) + B J) + C ( IK) + D ( IL) 
6. A( I ) + B J) + C(IK) + P(JL) 
7. A( I ) + B J) + C(IK) + D(IKL) 
8. A( I ) + B J) + C(IK) + D(IJL) 
9. A(I) + B J) + C(IK) + D(IJKL) 
10. A( I ) + B J) + C(IJK) + D(IJL) 
11. A( I ) + B J) + C(IJK) + D(IJKL) 
12. A(I) + B IJ) + C(IK) + D(IL) 
13. A( I ) + B IJ) + C(IK) + D(IJL) 
14. A( I ) + B IJ) + C(IK) + D(IJKL) 
15. A( I ) + B IJ) + C(IJK) + D(IJL) 
16. A( I ) + B IJ) + C(IJK) + D(IJKL) 
6 
Table 1. (Continued) 
Order All structures 
Order 5 1. A I 4- B J + C K) + D L) + F (M) 
2. A I + B J + C K) + D L) + F(IM) 
3. A I + B J 4- c K) + D L) + F(IJM) 
4. A I 4- B J 4- c K) + D L) + F(IJKM) 
5. A I 4- B J + c K) + D L) + F(IJKLM) 
6. A I 4- B J + c K) + D IL).+ F(IM) 
7. A I 4- B J + c K) + D IL) + F(JM) 
8. A I + B J + c K) + D IL) + F(ILM) 
9. A I + B J + c K) + D IL) + F(JKM) 
10. A I 4- B J + c K) + D IL) + F(IJM) 
11. A I + B J + c K) + D IL 4 F(IJLM) 
12. A I + B J + c K) + D IL) + F(IJKM) 
13. A I + B J + c K) + D IL) 4 F(IJKLM) 
14. A I + B J + c K) + D IJL) + F(IJM) 
15. A I 4- B J + c K) + D IJL 4- F(IKM) 
16. A I 4- B J + c K) + D IJL) + F(IJLM) 
17. A I + B J 4- c K) + D IJL) + F(IJKM) 
18. A I + B J 4- c K) + D IJL) + F(IJKLM) 
19. A I 4- B J + c K) + D IJKL) + F(IJKM) 
20. A I + B J + c K) + D IJKL) 4- F(IJKLM) 
21. A I 4- B J + c IK + D (IL) 4- F ( IM) 
22. A I + B J 4- c IK + D (IL) 4- F(JM) 
23. A I + B J 4- c IK + D (IL) + F(IKM) 
24. A I + B J 4- c IK + D (IL) + F(IJM) 
25. A I + B J + c IK + D (JL) + F(IKM) 
26. A I 4- B J 4- c IK + D (JL) 4- F(IJM) 
27. A I 4- B J + c IK + D (IL) + F(IKLM) 
28. A I + B J + c IK + D (IL) + F(IJKM) 
29. A I + B J + c IK + D (JL) + F(IJKM) 
30. A I + B J + c IK + D (IL) 4- F(IJKLM) 
31. A I + B J + c IK + D (JL) + F(IJKLM) 
32. A I + B J + c IK + c (IJL) + F(IJM) 
33. A I 4- B J + c IK + D (IJL) 4- F(IKM) 
34. A I + B J + c IK .+ D (IKL) 4- F(IKM) 
35. A I 4- B J + c IK + D (IJL) 4- F(IJLM) 
36. A I + B J + c IK + D (IJL) + F(IJKM) 
37. A I + B J + c IK + D (IKL) + F(IKLM) 
38. A I + B J + c IK + D (IKL) + F(IJKM) 
39. A I + B J + c IK + D (IJL) 4- F(IJKLM) 
40. A I + B J + c IK + D (IKL) + F(IJKLM) 
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Table 1. (Continued) 
Order All structures 
Order 5 
(continued) 41. A( I ) + B J) + C(IK) -h D(IJKL) + F(IJKM) 
42. A ( I )  + B J) + C(IK) + D(IJKL) + F(IJKLM) 
43. A ( I ) + B J) + C(IJK) + D(IJL) + F(IJM) 
44. A (I) + B J) + C(IJK) + D(IJL) + F(IKM) 
45. A ( I )  + B J) + D(IJK) + D(IJL) + F(IJKLM) 
46. A(I) + B J) + C(IJK) + D(IJKL) + F(IJKM) 
47. A( I ) + B J) + C(IJK) + D(IJKL) + F(IJKLM) 
48. A(I) + B IJ) + C(IK) + D(IL) + F(IM) 
49. A ( I ) + B IJ) + C ( IK) + D (IL) + F(IJM) 
50. A ( I ) + B IJ) + C(IK) + D(IL) + F(IJKM) 
51. A ( I ) + B IJ) + C (IK) + D(IL) + F(IJKLM) 
52. A(I) + B IJ) + C(IK) + D(IJL) + F(IJM) 
53. A(I) + B IJ) + C(IK) + D(IJL) + F(IKM) 
54. A( I ) + B IJ) + C(IK) + D(IJL) + F(IJLM) 
55. AI + B IJ + C IK + D(IJL) + F(IJKM) 
56. A(l) + B IJ) + C(IK) + D(IJL) + F(IJKLM) 
57. A(I) + B IJ) + C(IK) + D(IJKL) + F(IJKM) 
58. A( I ) + B IJ) + C(IK) + D(IJKL) + F(IJKLM) 
59. A(I) + B IJ) + C(IJK) + D(IJL) + F(IJM) 
60. A( I ) + B IJ) + C(IJK) + D(IJL) + F(IJKM) 
61. A( I ) + B IJ) •+ C(IJK) + D(IJL) + F(IJKLM) 
62. A( I ) + B IJ) + C(IJK) + D(IJKL) + F(IJKM) 
63. A( I ) + B IJ) + C(IJK) + D(IJKL) + F(IJKLM) 
Figure 1. Structures of order 3 
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B? 
ô 
e 
A(I) + B(J) + C(K) 
III. DEVELOPMENT OF A STATISTICALLY ORIENTED COMPUTER 
LANGUAGE FOR ANALYSIS OF VARIANCE APPLICATIONS 
Much has been accomplished in recent years in the de­
velopment of computer languages that permit the specifica­
tions of problems in terms of mathematical notation. So 
called "absolute machine instructions" are then "compiled" 
from statements prepared using this notation. The best known 
language of this type is of course "FORTRAN". Users of com­
puters, for the most part, need not learn all the details of 
absolute coding for any particular machine and need only be­
come familiar with this higher level language. However, 
suppose a statistician were interested in handling a particu­
lar analysis of variance application. If he decided to 
accomplish this with a FORTRAN program, he would find himself 
involved in programming and worrying about such details as 
"do loops", "if statements", "format statements" and the like. 
In an attempt to eliminate this situation, I have developed a 
higher level language to handle a wide number of .problems. A 
statistician may specify the model associated with his 
structural diagram and other related information in much the 
same way as he would without regard for the computer. The 
set of statements to be described are those currently incorpo­
rated into the analysis of variance compiler-monitor system. 
Additional statements can of course be added commensurate 
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with the time and cost of making them operational. 
A. Statements and Specifications 
1. Variate and covariate names 
Variate and covariate names may be specified by 1-5 
alphanumeric symbols. 
Examples: Y, XI, YTWO, VAR, COVl, YIELD ' 
2. Functional transformations 
The variate or covariate name is placed in parenthesis 
following the name of the function. 
Examples: SQRT(Y), LOG(Xl), ASIN(VAR), EXP(COVl) 
3. Specification of variates and covariates 
Specifications of variates and covariates are defined 
either by a variate or covariate statement or in a model 
statement (see below). An example of a variate statement 
would be: 
VARIATES, Y, SQRT(Y), LOG(Xl) 
4. Type statement 
The type of analysis is specified by N-WKY ANOVA, NESTED 
ANOVA, or MODEL (see below). 
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5. Limits statement 
The limits statement describes the limits or number of 
levels for each subscript of the variates and covariates. An 
example of a limits statement is : 
LIMITS, 1=10, J=20, K=N(IJ) 
The N(IJ) above denotes unequal cell frequencies. The case 
of unequal cell frequencies is discussed at length in 
Chapter VI. 
6. The model type statement 
The model for the analysis is written in the usual 
manner with certain alphabetic restrictions. If several 
variates are to be analyzed all in accordance with the same 
model, a list of the names of the variates to be analyzed 
appears to the left of the equal sign. A list of the names 
of covariates may appear in the model preceded by a Z*. E is 
used to denote the error term obtained by subtraction. Two 
examples are given below: 
MODEL, Y = A(I) + B(IJ) + C(K) + AC(IK) + E(IJK) 
MODEL, VAR1, VAR2, = A(l) + B(J) 
+ Z*C0V1, LOG(C0V2) + E(lJ) 
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7. Pool statement 
If terms in the model are to be pooled, these are indi­
cated along with a name for the resultant term. An example 
of the pool statement is: 
POOL, EONE - (ABC + ABCD), ETWO = (ABD + BCD) 
8. Residuals statement 
Estimates or residuals for specific terms appearing in 
the model may be specified. ALL or ERROR may be specified 
in the event a model statement is not used. The following 
examples illustrate this statement: 
RESIDUALS, B, AB, D 
RESIDUALS, ALL 
9. Analysis on means 
An analysis on means will be conducted and the harmonic 
mean computed if the statement ANALYSIS ON MEANS is made. 
This technique is discussed in Chapter VI. 
10. End statement 
The end statement denotes the fact that there are no 
more specifications for a given problem. 
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B. Format and Order of Statement/Specification Cards 
The statements defining a particular problem are key­
punched in accordance with a prescribed format for entry 
into the computer. Illustrated in Table 2 are statement/ 
specification card sets for several different problems. The 
format and order required for the analysis of variance com­
piler-monitor system are as follows. 
1) In addition to an END card and a LIMITS card, one 
and only one of the following is required for every 
analysis. 
a) MODEL card 
b) NESTED ANOVA card 
c) N-WAY ANOVA card 
2) For cases b and c above, a VARIATES card is required, 
if covariance is included in these cases, a 
COVARIATE card will be needed also. A VARIATE card 
may not be used with a MODEL card. 
3) Specific residuals (estimates) other than error are 
optional only with MODEL statements. 
4) For the model statement, the following allocation of 
letters is used. 
Subscripts I, J, K, L, M, N, O, P, Q, R, S, T, 
Effects A, B, C, D, F, G, H, U, V, W, X, Y, 
Error E 
Covariates Z 
Selection of effect symbols and subscripts must be 
made in alphabetical order. 
5) Parenthesis around a variate specifies a function. 
6) Commas are used as separators: 
a) After the specification (i.e. variates, limits, 
etc. ) 
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b) After each numeric limit on the LIMITS card 
c) Between specified residuals 
Symbolic variate names are limited to 5 characters 
and must conform to data specifications (i.e. agree 
with name on data control card). 
Z* in a model statement indicates a covariate 
Use of blanks : 
a) Columns 1-5 blank denotes a continuation card. 
bj No blanks are allowed within parentheses. 
c) No blanks may precede a comma used as a separator. 
d) Blanks are used as terminating symbols after : 
Numeric limits 
Residuals 
Variate or covariate (except in MODEL 
statement). 
e) Other than a-d above, blanks may be used freely. 
Restrictions on card order. 
ANOVA type card first 
END card last 
EXIT card after last batch of data is required to 
return control to executive system. 
Statements must be punched in card columns 1-72. 
Table 2. Examples of statements for different types of analyses 
Type of ANOVA Statement/specification card Comments 
(columns 1-72) 
Unbalanced 
nested with 
covariance 
and 
transf ormation 
NESTED ANOVA 
VARIATES, Y, LOG(Y) 
COVARIATE, X 
LIMITS, 1=10, J=20, K=N(IJ) 
RESIDUALS, ERROR 
END 
Signals complete hierarchal 
classification 
(1) Necessary except with MODEL 
(2) Parenthesis denote function 
Necessary for covariance except 
with MODEL 
(1) Necessary for every analysis 
(2) K=N(IJ) denoted unequal 
number case 
Options: (1) ERROR, (2) ALL, 
(3) none--omit card 
Necessary for every analysis 
Balanced 
factorial, 
2 variates 
with 
covariance 
N-WAY ANOVA 
VARIATES, DELTA, GAMMA 
COVARIATE, THETA 
LIMITS, 1=5, J=10 
RESIDUALS, ALL 
END 
Signals factorial analysis with 
all interactions 
Symbolic variates 
Symbolic covariate 
Table 2. (Continued) 
Type of ANOVA Statement/specification card 
(columns 1-72) 
Balanced 
two way 
without 
interaction, 
but with 
covariance 
MODEL, Y=A(I)+B(J)+Z*X+E(IJ) 
LIMITS, 1=5, J=10 
RESIDUALS, B, E 
END 
Balanced 
mixed model 
with 
transformation 
MODEL, Y, L0G(X)=A(I)+B(IJ) 
+C(K)+AC(IK)+E(IJK) 
LIMITS, 1=10, J=10, K=5 
END 
Comments 
(1) Analysis prepared according 
to model 
(2) Z* denotes covariate 
Options: (1) ERROR, (2) ALL, 
(3) none--omit cards, (4) 
residuals (estimates) may 
be specified 
(1) Mixed model (nested and 
crossed terms) 
(2) Variate and function of 
another variate 
(3) Columns 1-5 blank denote 
continuation of model 
Table 2. (Continued) 
Type of ANOVA Statement/specification card Comments 
(columns 1-72) 
MODEL, ZEBRA, XRAY=A(I)+B(J) Two (symbolic) variates 
+E(IJ) 
LIMITS, 1=5, J=10 
END 
Balanced 
two way, 
no 
interaction, 
2 variates 
Unbalanced MODEL, Y=A(I)+B(J)+AB(IJ)+E( IJK) K=N(IJ) denotes unequal numbers 
two-way, 
analysis LIMITS, 1=5, J=3, K=N(IJ) 
performed 
on means ANALYSIS ON MEANS 
END 
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IV. AN ALGORITHM FOR BALANCED COMPLETE STRUCTURES 
The algorithm described in the following pages will 
compute the sum of squares and degrees of freedom for each 
term in a given model. As special cases the algorithm may 
also be used to compute the above quantities for a completely 
factorial or completely nested structure with no model speci­
fied. In the case of unequal cell frequencies, the algorithm 
may be used for performing an analysis on means. This 
algorithm is a modification and extension of an original 
algorithm devised by Hartley (3).* Basically, arrays of 
means and deviates relative to a complete factorial decompo­
sition are computed in the manner illustrated by the 3 sub­
script example in Table 3 for the variate y. ., . i j K 
The subscript stage proceeds from right to left in the 
algorithmic process. I, J, and K represent the limits or 
number of levels of the corresponding subscripts. The reader 
must keep in mind the fact that each storage area constitutes 
an array of means or deviates. Note also that new areas are 
required for new arrays of means, but deviate arrays replace 
previous deviate arrays. 
Recognizing the importance of the hierarchal classifica­
tion, a completely nested structure may be handled more 
*See also his article in Ralston and Wilf (2). 
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Table 3. Sequence of mean and deviate computations 
(illustrated for 3 subscripts) 
Subscript Storage 
stage area 
Means or deviations 
computed 
How formed 
Input 
1 (k) 
1 y ijk 
2 (j) 
3 (i) 
1 
4 
5 
1 
2 
7 
3 
8 
Y ij 
Yijk~Yij* 
Yi'k-Yi" 
yijk~yij'"yi'k+yi'* 
yi" 
yij'-yi" 
Y'jk"y'j"y*'k+y'* * 
Yijk"Yij'~Yi*k+Yi*' 
-y.jk+y.j.+y..k-y, 
y•j•-y••• 
Yij'-Yi* * ~y • j • "*"Y • • • 
y • • ~y • • • 
yij*"Yr '-y* 'k+Y* ' • 
y. •. 
yv .-y-
Input data 
1)/K 
2)  
Sum 
k 
(1)-
Sum 
j 
(1)-
Sum j 
(2)-
Sum 
i 
( D -
Sum 
i 
( 2 ) -
Sum 
i 
(3)-
Sum 
i 
(4)-
1)/J 
3) 
2)/j 
4) 
1)/I 
5) 
2)/l 
6 )  
3)/l  
7) 
4)/l  
8 )  
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efficiently by the algorithm by omitting some of the unneces­
sary calculations for this case. Principally, what this 
entails is proceeding through subscript stages by powers of 1 
rather than powers of 2. That is, the sum and form means and 
the deviate computations are not doubled at each stage. The 
following 3 subscript example (Table 4) for the variate 
illustrates these calculations for the nested case. 
Table 4. Sequence of mean and deviate computations, nested 
case (illustrated for 3 subscripts) 
Subscript 
stage 
Storage 
area 
Means or deviations 
computed 
How formed 
Input 1 yijk Input data 
1 (k) 2 yij' Sum (1)/K k 
1 Yijk"yij- (l)-(2) 
2 (j) 3 yr. Sum (2)/j 
j 
2 yij-~Yi* - (2)-(3) 
3 (i) 4 y. .. Sum (3)/l 
i 
3 .•-y.•. (3)-(4) 
This may be considered as a special algorithm to handle • 
the hierarchal classification, although a slight amount of 
additional logic to the balanced complete algorithm suffices 
to handle this case in this manner. As a consequence, storage 
requirements for arrays and computation times are reduced 
considerably for this special case. 
Considering the factorial case of the algorithm, we see 
that the last stage provides the arrays that must be squared 
and summed to yield a complete factorial decomposition. 
However, preceding stages have produced other arrays that if 
squared and summed prior to replacing them would produce sums 
of squares for a subset of model terms. We will define a 
model term as being "extractable" if the sum of squares cor­
responding to it may be computed directly by squaring and 
summing one array produced prior to and including the last 
stage. Model terms that are not extractable will be called 
"non-extractable" model terms. Obviously, all factorial 
model terms are extractable. Table 5 illustrates the rela­
tionship between the computational sequence and extractable 
model terms for the variate y.., . i j K 
23 
Table 5. Relationship between computational sequence and 
extractable model terms (illustrated for 3 sub­
scripts) 
Subscript 
stage 
Storage 
area 
Model 
term 
Means or deviates 
computed 
1 C(IJK) yijk~yij 
2 yij-
1 BC(IJK) Yijk-Yij ~Yi *k+yi'* 
2 B(IJ) yij'~yi ' 
3 C(IK) yi-k-yi-
4 yi-
1 ABC (IJK) yijk-yij--yi'k+yi' 
-y.jk+y.j.+y..k-Y 
2 AB(IJ) yij--yi- -y.j.+y... 
3 AC(IK) yij'-yi- -y••k+y••* 
4 A( I ) y ± '•-y•* 
5 BC(JK) -y..k+y..« 
6 B(J) y
'j'~y"' 
7 C(K) y..k-y.. -
8 y... 
1 (k) 
2 (j) 
3 (i) 
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A. Assignment of "Numerical Values" to 
Effect and Subscript Symbols 
Definitions of associated and floating subscripts and 
the alphabetic relationship between effect and subscript 
symbols have been given earlier. In order to be able to 
determine from the alphabetic representation of a model term 
its extractability, stage and area within the algorithm, and 
other factors, we shall assign "numerical values" to effect 
and subscript symbols in the following manner. The value of 
1 is assigned to the last effect symbol used as well as its 
corresponding subscript. Assignment of values progresses by 
powers of 2 until the first effect symbol (A) and its cor­
responding subscript (I) is given the value 2n where n is 
the order of the model (number of unique subscripts for the 
balanced complete case). For the model 
Y = A(I) + B(J) + AB(IJ) + C(IK) + D(L) + F(lJM) + E(lJKLM) 
the assignment of numerical values would be: 
Effect symbol Subscript symbol Value assigned 
C 
D 
F 
A 
B 
I 
J 
K 
L 
M 
2 
1 
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We are now in a position to establish an extractability 
criterion suitable for machine computations. Let us first 
make the following definitions : 
n = the order of the model containing the model term. 
N = the number of floating subscript symbols in the 
model term. 
F = the sum of the numerical values of the floating 
subscript symbols in the model term. 
E = the sum of the numerical values of the effect 
symbols in the model term. 
s =. the stage of the algorithm in which the residual 
array for an extractable model term is computed. 
a = the area within stage in which the residual array 
for an extractable model term is computed. 
Then the model term is extractable I.F.F. One of the follow­
ing requirements is satisfied: 
Either F = 0 
or 
Furthermore, if the extractability criterion is satisfied, 
then: 
F 
k=n-N+l 
s n - N 
and 
a 2 s E 
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We also observe the fact that a completely nested model such 
as 
Y = A(I) + B(IJ) + C(IJK) + E(IJKL) 
is characterized by the relationship 
2S_1 = a 
for each term in the model. Through recognition of this 
situation, the algorithm may be set to proceed through sub­
script stages by powers of 1 instead of powers of 2 as 
described previously. 
In computing the quantities N and F from a model term, 
it is convenient to subtract the number of effect symbols 
from the total number of subscript symbols for N and to sub­
tract E from the sum of the numerical values of all of the 
subscript symbols for F. 
We wish now to verify the previous statements. The 
reader is referred to the table of extractable model terms 
(Table 5) for a clearer understanding of the discussion that 
follows. 
1) All factorial model terms correspond to residual 
arrays produced in the n^ stage of the algorithm. 
Hence all factorial terms are extractable and F = 0. 
Furthermore N = 0 so that s = n. It is also clear 
that a = 2n - E since the term arrays are arranged 
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in descending binary order. That is, the model term 
array for which E = 2n - 1 is in area 1 and the term 
array for which E = 1 is in area 2n - 1. 
The last 2n ^-l arrays in the n^ stage are produced 
by summing the previous 2n "*"-1 arrays produced in 
stage n-1 over the first subscript I and forming 
n—p 
means. The 2 -1 arrays in stage n-1 are produced 
by summing the arrays produced in stage n-2 over 
the second subscript J and forming means. For the 
model terms corresponding to these arrays, this 
amounts to the following. To determine symboli­
cally the model terms produced in the m^ stage, 
take the last 2m-l terms produced by the (m+l)s^ stage 
and augment their subscript symbols by adding the 
(n-m)^ subscript symbol. 
These statements in fact summarize to the following: 
a) Factorial terms contain no floating subscript 
symbols. 
b) Floating subscript symbols for non-factorial 
extractable terms are always in alphabetical 
order beginning with the first subscript symbol 
(I). 
c) The number of floating subscript symbols in an 
extractable term is equivalent to n-s where s 
is the stage number. 
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4) The summation S 2^~^ represents summing the 
k=n-N+l 
7 
numerical values of floating subscript symbols in 
alphabetical order beginning with the first subscript 
symbol (I). The areas within a given stage are ar­
ranged in the same manner as the areas within the 
n^ or factorial stage, the highest binary value 
being 2S-1. The number of areas of course doubles 
at each stage. 
B. Storage Lists or Arrays Required for Computations 
In order to utilize the balanced complete algorithm with 
the language developed earlier, it is necessary to 11 scan" 
these statements and specifications to determine parameters 
and develop lists or arrays required by the algorithm. This 
scanning operation can become logically quite complex since 
one is manipulating alphabetic data (the statements and 
specifications), determining what computations are required, 
and then building up the proper instructions for machine com­
putations. We shall discuss here only the most significant 
lists constructed in scanning the statement/specification 
cards, primarily those required to understand the algorithms 
usage. A later section will describe the scanning of model 
terms in detail. 
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Table 6. Numerical values--subscripts and effects 
LEFECT 
LSUB 
LNVEAS 
A 
B 
C 
D 
F 
Y 
I 
J 
K 
L 
M 
T 
2NN-I 
2NN-2 
2NN-3 
1 
Effect 
symbols 
Subscript 
symbols 
Numerical 
value 
assigned 
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In the previous section we described assigning 
numerical values to effect and subscript symbols. 
In fact a list of effect symbols and a list of 
subscript symbols are two of the required lists. 
A list of the numerical values assigned to these 
symbols must be constructed in the scanning process. 
A symbol on a specification card may be compared 
with one of the first two lists and its value ob­
tained from the third. These 3 lists are shown in 
Table 6. NN is the order of the model. 
The limits specified in a limits statement are 
placed into a list called LLIM proceeding in order 
from the first to the last subscript. For the 
variate y^^, we would have: 
LLIM 
I 
J 
K 
Let us now consider providing for 30 model terms 
and we wish to retain a portion of the model term, 
namely the effect symbols, for annotating our re­
sults and for additional logical manipulations. For 
simplicity, we will consider handling only the first 
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5 effect symbols and the first 5 level symbols. 
This will considerably simplify future illustrations 
and flow diagrams since manipulation of multi­
computer word symbols will not be required. In ad­
dition we allocate lists for degrees of freedom for 
each model term as well as a list to indicate terms 
to be pooled if necessary or specified. These lists 
are called LTERM, LDEGFR, and LPOOL. Although they 
are not specifically used in the algorithmic compu­
tations, it perhaps presents a clearer picture to 
describe them at this point. 
A stage and an area list of 30 elements each are 
used directly by the algorithm. As each extractable 
model term is scanned, its stage number and its area 
number are entered in the next available locations 
of these lists--LSTAGE and LAREA. A later section 
describes a procedure for placing in these lists the 
stage and area numbers of terms to be pooled. For 
the model 
Y = A(I) + B(IJ) + C(K) + AC(IK) + E(IJK) 
The lists LSTAGE, LAREA, and LTERM would be con­
structed as illustrated below: 
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LTERM 
A 
B 
C 
AC 
LSTAGE 
3 
2 
3 
3 
LAREA 
4 
2 
7 
3 
The list LSTFI (List of subscript terms for indexing) 
is constructed from the list LLIM. The method of 
constructing a list of this type and other uses for 
lists of this type are described in a following sec­
tion. A1; this point, we will present the constructed 
list for the variate y.., : i j K 
LSTFI 
I. J.K 
I-J 
I • K 
I 
J-K 
J 
K 
1 
This list provides all the information needed for 
efficient indexing of arrays by the algorithm. 
Specifically, it specifies: 
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a) Array sizes 
b) Array locations 
c) Increments used in summing the array 
d) Multipliers for sums of squares to extend summa­
tions over missing subscripts 
In the event that the model was determined to be 
completely nested, the LSTFI list would have been 
constructed to handle this special case as: 
LSTFI 
I-J'K 
I-J 
I 
1 
The total impact of the use of this table can only 
be gained by analyzing the logical diagram of the 
algorithm. 
C. Logical Diagram of the Balanced Complete Algorithm 
FORTRAN notation has been used to a certain extent in 
the diagrams to follow. The symbols *, /, and *** denote 
multiplication, division, and exponentiation respectively. 
A subscript is enclosed in parentheses following the array 
name. The FORTRAN conventions are followed for naming fixed 
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and floating point variables. For the purpose of simplifie 
tion, liberties are taken with the FORTRAN conventions for 
subscripting, and mixed mode operations are considered to 
produce floating point results. Certain parameters that 
have not been discussed are required by the algorithm. The 
are: 
NN - Order of model or number of subscript 
symbols 
FIA - Name of area in which input variate array 
and computed arrays of means and deviates 
are formed 
S t 
MM - Index of 1 usable location of FIA area; 
the variate array is stored in sequence in 
FIA, the first element in FIA(MM) 
MNEST - A switch set to KON in the case of a com­
pletely nested model 
LSSOAC - A list of the order in which the sums of 
squares corresponding to model terms are 
computed for later referencing 
SUMSQU - A list of 30 locations for storage of sums 
of squares corresponding to model terms 
In brief, the algorithm proceeds in the following 
manner: 
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1) The total sum of .squares of the variate array is 
computed. 
2) Arrays of sums and deviates are computed for NN 
stages. 
3) However, at the completion of each stage, the LSTAGE 
list is searched to determine whether or not sums of 
squares are to be computed for that stage. 
4) For each coincidence in the LSTAGE list with the 
current stage value, the corresponding entries, in 
the LAREA list determine the arrays that are 
squared, summed, and retained in the array SUMSQU. 
5) As the individual sums of squares for model terms 
are created, a cumulative sum is formed also. 
6) The cumulative sum is then subtracted from the cor­
rected total sum of squares to yield the error sum 
of squares. 
Two subroutines are found in the logical diagram of the 
algorithm. Only one of these is diagrammed since they are 
both very similar. It should be observed that the symbols 
I, J, K, L, and M in the subroutine have no relationship to 
those appearing in the diagram of the algorithm itself. 
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Set: 
: 1 = 0 
Set: 
i KK = 1 
Set: 
TS5U = 0 
SSMÎS = 0 
ITSSU= :TSSU 
h+FIA(KK+l) 
IF* 2 
1 ' 
:'I = LSTFI(I)-!' IWYES) 
Set: 
INCl = 1 
v 
Set: 
L = 1 
Set: 
M = = 1 
' 
Set: 
N = 1 
r 
Set: 
LOCTWO = 
MM 
Figure 2. Logical diagram of the balanced complete algorithm 
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Set: 
; LOCTWO = 
.MM 
. 
y 
Set: 
"'LOCONE = 
MM 
v 
(B) Set: 
I K = L 
—i 
! Set: 
NPM = LL 
; IM(NM+I-N; 
1LOCTWO = 
:LOCTWO + 
!LSTFI(M) 
V 
MEANST = 
LSTFI(M+l) 
LOCONE = | 
LOCONE + | 
LSTFI(L-K) 
MNEST = KONÎ 
SUBROUTINE to 
FORM ARRAY of 
MEANS 
LS 
K) 
SUBROUTINE to ! 
FORM ARRAY of • 
DEVIATES 
YES 
Figure 2. (Continued) 
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u ; 
V V 
LSTAGE(I)=N? .YES 
Set: 
LOCA = MM YES, 
YES, 
'Set Set 
I LOCA = 
* LOCA + 
I LSTFI(J) 
Set: 
LTC = LOCA 
+ NTERMS-1 
Set: 
J = LOCA 
Figure 2. (Continued) 
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SUMSQU(KK) = | 
SUMSQU(KK) + | 
FIA(J) 
= LTC? 
SUMSQU(KK) 
Set: 
J ~~ LOCA 
J — J+1 
YES, 
|SUMS::i(KK) = 
|SUKS:;.î(KK) * 
LSTF: (KM-l-J) 
SSMTS -- SSMTS 
SUMSCU(KK) 
|L5S0AC(I) 
! = KK 
NO H KK -- K-ÎODTS? 
KK = KK 1 
+ 1 
y 
(A) 
iTSSC = TSSU -
LSTFI(I) * 
">(FIA(NTS-1)**2 
ERRSS = TSSC 
- SSMTS 
(END) 
Figure 2. (Continued) 
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I lYES 
N = NN7 lYES i 
ERROR 
M 
IN - a + 1 
NO )—(MNEST - KON? '—YES) 
• | •-> • - • 
L = 2*L j | LOCONE = J 
I j LOCTWO | 
t 
(B) (C) 
Figure 2. (Continued) 
Figure 3. Logical diagram of the subroutine to form 
array of means 
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(ENTER) 
...J 
FIA(L0C2+J-l) 
= FIA(L0C2+J 
-1 )/ NPM 
NO /-YES 
• - x^/vcmeanst^NCU. 
JTWO = I 
+ INC1-1 
INCl + 1 
INC1 
(EXIT) 
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D. Computation of Residuals 
Residuals are the linear combinations of variates and 
means that are squared and summed to produce the sums of 
squares required for the analysis of variance table. Some 
examples are given below for 3 subscripts. 
Model term Residuals 
A(I) Yi.."Y... 
B(IJ )  Y i j . -Y i . .  
AC(IK> yi.k-Yi..-y..k+y... 
The previous discussion and logical diagram of the 
balanced complete algorithm did not include a description of 
dealing with residuals. This description was omitted earlier 
for simplicity of presentation. For an extractable model 
term, the corresponding residuals are the individual elements 
within the array specified by the area number of the model 
term at the end of the stage producing the array. A list 
LRES is prepared from a residual statement that indicates the 
residuals desired. Each position in this list again corre­
sponds to the positions in the LTERM list. For the model 
Y = A(I) + B(J) + C(IK) + D(L) + AD(IL) + E(IJKL) 
along with the residual statement 
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RESIDUALS, B, C, AD 
the LTERM and LRES lists would be constructed as shown below: 
LTERM LRES 
A 
B 
C 
0 
A 0 
0 
1 
1 
0 
1 
At the completion of each stage, the algorithm, for each 
area specified within that stage, determines whether the cor­
responding position in the list LRES is zero or one. If the 
entry is a one, residuals for the corresponding term have 
been requested. This array of residuals will then be output 
at this point with the annotation of the model term. Notice 
that residuals are available in the computational process 
only for extractable terms. However, all factorial terms are 
extractable so that factorial residuals may always be produced 
and suitably combined by a subsequent procedure. For example, 
for the model term D(JL), a non-extractable term in an order 
4 model, the residuals are y . i-y ,. We must pool the 
• J • -L # « • x 
residuals for the model terms BC(JL) and D(L). These are 
y.,-y. -y 1 +y and y -, -y respectively. In 
•  J  •  J L  •  J  •  •  # # # - L  • • • #  • • • - ! •  • • • •  
this case, the latter residual for a fixed I must be added to 
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those J residuals of the former with the same fixed I. The 
reader may refer to the table of sequence of mean and deviate 
computations to obtain an example of the residuals expressed 
as linear combinations of variates and means. 
E. n-dimensional Array Summation in General 
In this section we discuss some general aspects of array 
summation not necessarily closely related to the summations 
arising in the balanced complete algorithm. 
The previous subroutine to form an array of means was 
"tailor made" for use with the algorithm. In general, in 
order to sum an n-subscripted array over a given subscript, 
thus creating an array of sums, the following information is 
required: 
1) A list array containing the limits of each subscript 
2) The number of subscripts for the array 
3) The number of the subscript over which the sum is 
to be taken 
4) The location of the array to be summed 
5) The location of the array to be stored 
Items 1-3 above then provide the values needed to compute the 
3 primary increments for summation. These are: 
1) The number of terms in each sum = the limit of the 
subscript of summation. 
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2) The number of sums to compute - the product of all 
subscript limits excluding the subscript of summa­
tion . 
3) The increment used to step through the array = the 
product of the limits of the subscripts to the right 
of the subscript of summation or one in the event 
that the subscript of summation is the last sub­
script. 
Consider summing the array of the variate y. ., , over 1J K± 
the second subscript j. The 3 primary increments are: 
1) J 
2) IKL 
3) KL 
These increments were formed by tabular construction (the 
LSTFI table) for the balanced complete algorithm. The fol­
lowing subroutine coded in FORTRAN sums the n-subscripted 
AARRAY storing the array of sums in BARRAY using the list 
of limits (LISTA), number of subscripts (NOSUBS), and sub­
script of summation (INDEXK) as arguments. 
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Stmt 
No. ç FORTRAN statement 
C SUM ARRAYA OVER INDEXK AND STORE SUMS IN ARRAYS 
C 
SUBROUTINE SAOIAS(ARRAYA, LISTA, NOSUBS, INDEXK, ARRAYS) 
DIMENSION 
1 ARRAYA( ) 
1 LISTA( ) 
1 ARRAYS( ) 
I=NOSUBS-INDEXK 
IF (I) 1,2,3 
1 LERROR = KON 
RETURN 
2 INC1=1 
GO TO 7 
3 IF (1-1) 5,4,5 
4 INC1=LISTA(NOSUBS) 
GO TO 7 
5 INCl=LISTA(INDEXK+1) 
J=INDEXK+2 
DO 6 I=J, NOSUBS 
6 INC1=INC1*LISTA(I) 
7 MEANST=INC1 
IF (INDEXK-1) 8,9,10 
8 LERROR = KON 
RETURN 
10 J=INDEXK-1 
DO 11 1=1,J 
11 MEANST=MEANST*LISTA(I) 
9 N=LISTA(INDEXK) 
M=1 
DO 12 1=1,MEANST,INC1 
JTWO=I+INCl-l 
DO 13 J=I,JTWO 
L=M 
ARRAYB(j)=0 
DO 14 K=1,N 
ARRAYS(J)=ARRAYB(J)+ARRAYA(L) 
14 L=L+INC1 
13 M=M+1 
12 M=L-INC1+1 
RETURN 
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V. NON-EXTRACTABLE MODEL TERMS AND 
POOLING SUMS OF SQUARES 
At this point it may be worthwhile to cite a structure 
and associated model taken from an actual field experiment at 
Iowa State University. This example illustrates some of the 
types of model terms to expect in practice. 
Structure: 
MODEL, Y = A(I) + B(J) + C(K) + D(KL) + AB(IJ) + AC(lK) 
1 ) In the above model, DF(IJKLM) represents a secondary 
error term. The experiment was performed by Billy 
Caldwell in support of a Ph. 0.'thesis in agronomy. 
In the context of his problem, the effect symbols 
were defined as follows: 
A: Maturity group 
B: Crosses 
M L 
+ BC(JK) + ABC (IJK) 
+ F(IJM) + CF(IJKM) + DF(IJKLM) + E(IJKLM) 
Terms pooled into E(IJKLM): 
AD(IKL), BD(JKL), ABD(lJKL) 
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C: Environment 
D: Replicates in environment 
F: Lines in maturity-cross 
2) All terms in the model are extractable with the 
exception of D(KL). 
3) DF(IJKLM) is produced in 2nC* stage of algorithm-area 
1. F(IJM) is produced in 3rc^ stage of algorithm-
area 7. CF(lJKM) is produced in 3rc* stage of 
algorithm-area 3. Factorial terms are produced in 
5^ stage of algorithm. E(IJKLM) is computed by 
subtraction. 
4) D(KL) must be computed by pooling factorial sum of 
squares produced, if required, in the 5th stage. 
Since L is an associated subscript and K is a float­
ing subscript in D(KL) we have: 
(K + 1)L = KL+L 
so that the factorial terms to pool are : 
CD(KL) and D(L) 
A. Determination of the Factorial Terms 
Contained in a Non-factorial Term 
We wish to establish a correspondence between non-
factorial model terms and the factorial terms whose sums of 
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squares and degrees of freedom may be pooled to obtain the 
sums of squares and degrees of freedom for the non-factorial 
term. The primary purpose is to handle non-extractable terms, 
however we consider non-factorial terms in general. In this 
respect, we define the following factorial residual operators 
to operate on the variate y. ., 1J K • * # 
Di : yijk. 
Ti. ^ 
II 
(__i
. 
X"
 
•
H o 
" 
Yijk. 
In the above notation, the dot subscript as usual denotes 
forming the mean over that subscript. We note that 0 is in 
fact the identity operator and furthermore : 
°i = Di + Ti 
The notation at this point becomes somewhat difficult. 
For any given model term, we must classify the subscript 
symbols into 3 sets: 
1) Aa - Associate subscript symbol in model term 
2) F^ - Floating subscript symbol in model term 
3) R - Subscript symbol appearing in model, but 
r not in model term 
It can be verified that the definition of the residuals 
for the model term implies that they may be formed by the 
following operations: 
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(n Or ) (n o ) (n ) (y,,, ) f hf a Aa Kr 1JK... 
where the above products are taken over f, a, and r to denote 
multiplicity of floating, associated, and remaining sub­
scripts. Applying the above identity for Op^, we ha\fe: 
Model term residuals = II (Dc +TC ) (II DA ) (II ID ) (y.-^ ) 
f hf hf a a r 1JKl1' 
The above expression is now in the form of sums of 
products of D and T operators only with all subscript symbols 
appearing in each product term. The product of D and T oper­
ators, operating on y., is a factorial residual when all 1J K • • • 
subscript symbols are accounted for in the product. 
The orthogonality property of residuals for balanced com­
plete structures may then be applied to obtain a corresponding 
expression for the sums of squares. Let the operator S denote 
the operation of summing and squaring residuals. Then : 
Model term sum of squares 
=  s  [n ( D p  +  T  )  ( n  D  )  ( n  t  ) (yiik )] 
f Jrf a Aa Kp 1JJC... 
=  s  [ ( n  D ) ( n  D ) ( n  T ) (yi1k )] 
f t-f a Aa Kr 
+ S [( n  D ) (TF )  ( n o )  ( n  T ) (y.,k )]. 
f±l bî hl a a r 1JK*"" 
+  . . .  +  s  [(n TF )  ( n  DA )  ( n  TO ) (y.,k )] f tf a Aa Kr 1JK... 
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For the purpose of establishing a correspondence between 
the effect symbols of the factorial terms and the above nota­
tion for sums of squares, we can consider the T operator as 
unity and set up a correspondence with the D operators only. 
An example may be helpful to visualize this. Consider the 
model term B(IJ) in a 3 subscript model. J is an associated 
subscript, I is a floating subscript, and K is the remaining 
subscript. 
Model term sums of squares = S[DIDjTK(yijk)] + stTjDjTK(Yi 
and these are the sums of squares for AB(lJ) and B(J) respec­
tively. Note that the D^Dj in D^DjT^ corresponds to AB(IJ) 
and the Dj in TjDjT^ corresponds to B(J). Actually, the cor­
respondence is established with the subscript symbols of the 
D operators. 
Hence, if we replace the T operators with unity and the 
D operators with their subscript symbols in the expression for 
model term residuals, we obtain the symbolic formula : 
n  ( F ,  f  1 )  n  Aa 
ft a a 
as a means of representing the factorial terms contained in a 
non-factorial term. 
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Table 7. Extractable model terms for order 5 structures 
(excluding final replication); stage and area of 
algorithm indicated 
Area Stage 
1 2 3 4 5 
1 F(IJKLM) DF(IJKLM) CDF(IJKLM) BCDF(IJKLM) ABCDF(IJKLM) 
2 D(IJKL) CD(IJKL) BCD(IJKL) ABCD(IJKL) 
3 F(IJKM) CF(IJKM) BCF(IJKM) ABCF(IJKM) 
4 C(IJK) BC(IJK) ABC(IJK) 
5 DF(IJLM) BDF(IJLM) ABDF(IJLM) 
6 D(IJL) BD(IJL) ABD(IJL) 
7 F(IJM) BF(IJM) ABF(IJM) 
8 B(IJ) AB(IJ) 
9 CDF(IKLM) ACDF(IKLM) 
10 CD(IKL) ACD(IKL) 
11 CF(IKM) ACF(IKM) 
12 C(IK)  AC (IK) 
13 DF(ILM) ADF(ILM) 
14 . D(IL) AD(IL) 
15 F(IM) AF(IM) 
16 A(I)  
17 BCDF(JKLM) 
18 BCD(JKL) 
19 BCF(JKM) 
20  BC(JK)  
21 BDF(JLM) 
22 BD(JL) 
23  BF(JM) 
24 B(J) 
25  CDF(KLM) 
26  CD(KL) 
27 CF(KM) 
28  C(K)  
29  DF(LM) 
30 D(L) 
31 F (M) 
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B. The Logic of Analyzing Model Terms 
For the purpose of illustrating the logical and alge­
braic process involved in dealing with the model terms, let 
us consider a model with more complex non-extractable terms. 
Structure: 
K® 
MODEL, Y = A(I) + B(IJ) + C(lJK) + D(L) + F(LM) 
+ BD(IJL) + CF(IJKLM) + E(IJKLM) 
1) All permissible interaction terms not appearing in 
the model are pooled into E(IJKLM). 
2) F(LM) and CF(IJKLM) are non-extractable terms. 
Certain items must be mentioned here to understand the 
discussion that follows. Each character of the statement/ 
specifications is entered alphabetically into a two dimen­
sional array IS(L,K) where K is the "card" index and L is the 
"column" index. In the illustrations and logical diagram to 
follow, we will assume that we have reached the point in the 
scanning operation of encountering the first effect symbol 
J 
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for the model term. 
The lists LEFECT, LSUB, and LNVEAS discussed previously 
are shown below: 
LEFECT LSUB LNVEAS 
A 
B 
C 
D 
F 
I 
J 
K 
L 
M 
16 
8 
4 
2 
1 
LEFECT and LSUB are fixed lists in memory, but LNVEAS is com-
puted since n = 5, LNVEAS(l) =2 = 16 as its computed value. 
1. Extractable terms 
Consider the term BD(IJL). 
1) The list 
LMTDS 
I.J.K.L 
I.J.K 
I-J 
I 
1 
is computed prior to scanning individual model terms. 
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This list is used in calculating degrees of freedom 
for all of the extractable non-factorial terms. 
The model term is scanned character by character, 
the left parenthesis being recognized as a termi­
nator for effect symbols and the right parenthesis 
as a terminator for subscript symbols. The number 
of effect symbols (NEFFS) is counted, and the nu­
merical value of effect symbols (NUSEFS) is summed. 
These numerical values are obtained by choosing the 
position in the LNVEAS list corresponding to the 
letter in the LEFECT list. For the combination of 
effects BD, we have: 
NEFFS = 2 
NUSEFS = 8+2 = 10 
The symbol BD is stored in alphabetic form, left 
justified, in the 7^ word of the LTERM list (A, B, 
C, and 0 comprise the first four words of the LTERM 
list — since F(LM) is non-extractable, 2 words in the 
term list are required for it as will be seen later). 
The number of subscript symbols (NESUBS) and the sum 
of the numerical values of the subscript symbols 
(NUSSUB) are formed in the same manner as with 
effect symbols. For the combination of subscripts 
IJL, we have: 
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NESUBS = 3 
NUSSUB =  1 6 + 8 + 2  =  2 6  
The temporary limits list LTEMPL is also constructed 
from the complete limits list (LLIM) as the opera­
tion 4 above is being performed. 
LTEMPL 
I 
J 
L 
The difference between the number of subscripts and 
the number of effects is computed (NDIFF = NESUBS -
NEFFS). For BD(IJL) we have NDIFF = 3-2 = 1. 
This difference is subtracted from the order of the 
model (NN) and is called NSTAGE (stage in algorithm) 
NSTAGE = NN - NDIFF =5-1=4. 
The term BD(lJL) is tested for extractability by the 
rule 
? NN >/_ i 
NUSSUB - NUSEFS = 2 2K 
K=NSTAGE+1 
Now 
NUSSUB - NUSEFS = 26 - 10 = 16 
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and 
NN 
2 
K=NSTAGE+1 
so that BD(lJL) is computed in the 4th stage of the 
algorithm and 4 is inserted in the 7^ word of the 
LSTAGE table. 
The area within the stage is computed by the formula 
LAREA (I) = 2NSTAGE - NUSEFS 
= 24 - 10 = 6 
for BD(lJL) as shown on the table of extractable 
model terms for order 5 structures (Table 7). 
Hence a 6 is inserted in word 7 of the LAREA list. 
Degrees of freedom for the model term BD(IJL) are 
now computed as follows : The list LMTDS in number 1 
above contains, in stage order, the product of 
floating subscripts for the model terms (refer again 
to Table 7 to verify this fact). There will be 
NESUBS associated subscripts. So NESUBS limits will 
be selected working from the bottom of the LTEMPL 
list. The number one is subtracted from each and 
the product formed. This gives us (J-l)(L-l). This 
product is then multiplied by LMTDS(NSTAGE) = 
LMTDS(4) = I to yield l(J-l)(L-l), the proper 
5 
Z 2 
K=5 
K-l 16 
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degrees of freedom for BD(IJL). This numeric value 
is then given to the 7^ word of the LDEGFR list and 
the model scan continues. 
2. Non-extractable model terms 
Consider the term CF(IJKLM). 
1) In this case, the sums of squares are not formed 
from summing and squaring an area within a stage of 
the algorithm but must be computed by computing and 
pooling final factorial sums of squares. The same 
thing must be done for degrees of freedom. Now K 
and M are associated subscripts and we have to pool 
the terms corresponding to 
(1+1) (J+1) K (L+l) M. 
These are 
ABCDF(IJKLM), ABCF(lJKM), ACDF(lKLM), 
BCDF(JKLM), ACF(IKM), BCF(JKM), CDF(KLM), 
and CF(KM). 
The difficulty lies in determining directly from the 
model term CF(IJKLM) the areas in the last stage 
(NN) to be summed, squared, and pooled as well as 
computation of the proper degrees of freedom. 
2) A list LPOOL of the same dimensions as LSTAGE, 
LAREA, LTERM, and LDEGFR is used to facilitate 
pooling--either through a pool statement or in 
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handling non-extractable terms. The following 
example illustrates the formation of this list: 
Following the scan of the statements: 
MODEL, Y = A(I) + B(J) + C(K) + D(L) + AB(lJ) 
+AC(IK) + AD(IL) + BC(JK) + BD(JL) 
+ CD(KL) + E(IJKL) 
POOL, EONE = (AC + BC), ETWO = (AD + BD + CD) 
The term list and pool list will contain : 
LPOOL 
E O N E  
E T W O  
E O N E  
E T W O  
E T W O  
A programmed switch MPOOL is turned on when the pool 
statement is scanned to signal the need for pooling 
prior to output. Like symbols in the LPOOL list 
cause the sums of squares and degrees of freedom of 
LTERM 
B 
C 
0 
A B 
A C 
A 0 
B C 
B 0 
C 0 
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the corresponding terms to be pooled. We shall see 
from what follows how this is used to advantage in 
handling non-extractable terms. 
In scanning the non-extractable term CF(lJKLM), two 
lists not previously referenced are constructed. 
These lists are LTEMPE and LTEMPS containing the 
numerical values of the individual effect symbols 
and subscripts for the model term. Since these 
values are available while updating NUSEFS and 
NUSSUB, it is efficient to construct them for all 
terms rather than re-scan. For CF(IJKLM) we have : 
CF(IJKLM) does not pass the extractability test 
since: 
NUSSUB - NUSEFS = (16+8+4+2+1) - (4+1) = 26 
NN |z _ i 5 K - ] 
Z 2r 1 = Z 2^ = (4+8+16) = 28 
LTEMPE LTEMPS 
4 
1 
16 
8 
4 
2 
1 
K=NSTAGE+1 K=2+l 
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At this point we proceed to construct 2 pairs of 
lists of numerical values and limits selecting the 
numerical values from LTEMPS and limits from LTEMPL. 
LTEMPL has for the term CD(IJKLM): 
LTEMPL 
I 
J 
K 
L 
M 
These new lists are LNMV, LNML, LMV, LML where the 
NM and M stand for no match and match respectively. 
They are constructed as follows: 
a) Select the first element in LTEMPE. 
b) Compare this with the first element in LTEMPS. 
If they do not agree, put the value from LTEMPS 
and the corresponding limit less one in LNMV and 
LNML. Then compare the next element in LTEMPS. 
If they do agree put the value and corresponding 
limit less one in LMV and LML and select the 
next element in LTEMPE. 
c) Continue this process until the last match. 
For CF(IJKLM), we will have formed: 
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LNMV 
16 
8 
2 
LNML 
1-1 
J-l 
L-l 
LMV 
4 
1 
LML 
K-l 
M-l 
Add the values in LMV: JSUM = 4+1 
Multiply the values in LML: JPROD = (K-l)(M-l) 
Add the values in LNMV and place the sum in the next 
available location in the LAREA list (the 8^ loca­
tion in our case): 
LAREA (8) = 16+8+2 
Form the product of the LNML list and place this in 
the LDEGFR list: 
LDEGFR (8) = (l-l) (j-l) (L-l) 
We now resort to a device that had proven itself to 
be extremely useful in logically developing all 
factorial type combinations. This technique is 
resorted to again in forming and summing the appro­
priate arrays of sums and deviates. We will employ 
the operation of division here rather than multipli-
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cation. However, multiplication could be used as 
well in forming the combinations. The choice is 
dependent upon the desired order of the list. 
Consider the product (I-1)(J-l)(L-l) 
Divide this by (L-l) to give: (l-l)(J-l) 
Divide the previous two products 
by (J-l) to yield: (l-l)(L-l) 
(1-1) 
Divide all previous values 
by (l-l) to complete the table: (J-l)(L-l) 
(J-l) 
(L-l) 
1 
We have thus formed a factorial table of (l-l), 
(J-l) , and (L-l). The same process may be applied 
employing subtraction as the operation rather than 
division. This is precisely what is now done with 
LAREA (8) with subtraction and LDEGFR (8) with 
division as the operation, using the elements in 
LNMV and LNML as subtracters and divisors. The new 
elements become entries in the LAREA and LDEGFR 
lists as shown below: 
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LAREA(8) 
LAREA(9) 
LAREA(15) 
1 6 + 8 + 2  
16 + 8 
16 + 2 
16 
8 + 2 
8 
2 
0 
LDEGFR(8) 
LDEGFR(9) 
LDEGFR (15) 
(1-1)(J-l)(L-l) 
(1-1)(J-l) 
(1-1)(L-l) 
(1-1) 
(J-l)(L-l) 
(J-l) 
(L-l) 
1 
JSUM is added to each entry in the LAREA list from 
the 8^ to 15^^ entry. Each of these entries is 
then subtracted from 
2NN = 25 = 32 
and replaced. JPROD is multiplied by each entry in 
the LDEGFR list from the 8^ to 15^ entry. The 
alphabetic symbol CD is placed in the corresponding 
positions of the LPOOL list. The stage number NN = 5 
is placed in the corresponding positions in the 
LSTAGE list. (Since the pooling operation utilizes 
the LTERM list, corresponding entries in the LTERM 
list are assigned the same values as the LAREA 
entries—this assures uniqueness for each LTERM 
entry, a requirement in the pooling logic.) Follow­
ing the above operations, the LSTAGE, LAREA, LDEGFR, 
and LPOOL lists contain the entries shown below: 
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I LSTAGE LAREA LDEGFR LPOOL 
7 4 6 1(1-1)(L-l) 
8 5 32-(16+8+2+5) (1 -1 ) (J - l ) (L- l ) (K- l ) (M- l )  CD 
9 5 32-(16+8+5) (1-1)(J-l)(K-l)(M-l) CD 
10 5 32-(16+2+5) (1-1)(L-l)(K-l)(M-l) CD 
11 5 32- (16+5)  (1-1)(K-l)(M-l) CD 
12 5 32- (  8+2+5)  (J-l)(L-l)(K-l)(M-l) CD 
13 5 32- (  8+5)  (J-l)(K-l)(M-l) CD 
14 5 32- (  2+5)  (L-l)(K-l)(M-l) CD 
15 5 32-( 0+5) (K-l)(M-l) CD 
The entries shown in the lists for 1=7 are those re­
sulting from the previous term BD(lJL). Reference 
to the table of extractable model terms (Table 7) 
will verify that the factorial terms in the last 
(5^) stage to be pooled have been established with 
proper degrees of freedom: 
Area number Term Degrees of freedom 
32  - 31 = 1 A B C D F (1-1)(J-l)(K-l)(L-l) (M-l) 
32  - 29  = 3 A B C F (1-1)(J-l)(K-l) (M-l) 
32  - 23 = 9 A C 0 F (1-1)(K-l)(L-l) (M-l) 
32  -21 = 11 A C F (1-1)(K-l) (M-l) 
32  - 15 = 17 B C D F (J-l)(K-l)(L-l) (M-l) 
32  - 13 = 19 B C F (J-l)(K-l) (M-l) 
32  - 7 = 25 C D F (K-l)(L-l) (M-l) 
32 - 5 = 27 C F (K- l )  (M-l) 
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An important fact to note is that all entries have 
been made in the LSTAGE, LAREA, LTERM, LDEGFR, and 
LPOOL lists such that the logic followed after this 
point is the same for non-extractable terms as for 
extractable terms with the exception of the simple 
pool operation. 
C. Scanning Model Terms 
A detailed logical diagram of the scanning of extract-
able and non-extractable terms (Figure 4) will be found on 
the following pages. 
Figure 4. Logical diagram of the scanning of extractable 
and non-extractable terms 
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LNVEAS(J) 
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NUSEFS + 
LNVEAS(J) 
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MPLYER 
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Figure 4. (Continued) 
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Figure 4. (Continued) 
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Figure 4. (Continued) 
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VI. THE CASE OF UNEQUAL CELL FREQUENCIES 
A. An Approximate Method 
We have already alluded to the use of the balanced com­
plete algorithm to perform an analysis on means to handle 
unequal replication for the last variate subscript. This is 
a technique to yield an approximate analysis of variance for 
a balanced design of "cells" with unequal cell frequencies. 
We will deal with the general case of unequal cell frequencies 
in the last section of this chapter. The reason for discuss­
ing this special case at this point is its relationship to 
the balanced complete algorithm and the strictly hierarchal 
classification logic-wise. We must perform an initial sum­
mation over the subscript of unequal replication. Any 
transformations required must be made prior to summation. 
Allowing for an array FIVU--a vector of some maximum dimen­
sion—the replicates for a given cell are deposited sequen­
tially into this array. If the variate is to be transformed, 
this transformation of the variate is placed in the array 
rather than the variate itself. A count n is maintained of 
the number stored. We may then proceed as follows: 
a) The n elements in the array FIVU are summed. 
b) This sum is divided by n to form the cell mean. 
c) The cell mean is subtracted from each of the n 
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elements in FIVU. 
As each deviate is formed, it is squared and added 
to a cummulative sum maintained for the error sum 
of squares. Here the appropriateness of pooling 
errors is anticipated. 
The quantity n-1 is added to a cummulative sum 
maintained for degrees of freedom for error. 
The cell mean formed in b above is then placed in 
the next available location of the FIA array 
utilized by the algorithm. 
If error residuals are desired, the n deviates in 
FIVU may be output since they are in fact the error 
residuals for the cell under consideration. 
The quantity 1/n is added to a cummulative sum 
maintained for the harmonic mean. 
When the last variate value is processed as described 
above, the harmonic mean is formed by dividing n 
by the cummulative sum described in f above. The 
represent the limits of the balanced subscripts. 
The order of the model NN is determined by the 
number of balanced subscripts, i.e. one less than 
the total number of subscripts. The list LLIM con­
tains only the limits of the balanced subscripts. 
The algorithm then proceeds through its computations 
in the usual manner. 
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1) The exact error sum of squares computed as per d 
above is divided by the harmonic mean to produce an 
error sum of squares for tests of significance in 
the resultant analysis of variance. 
B. The Strictly Hierarchal Classification 
In the case of unequal replication for the last variate 
subscript in a strictly hierarchal case, to yield the exact 
analysis of variance we may not use the balanced complete 
algorithm. However, the computations a through h given above 
are performed with one exception. The initial sum formed in 
a is placed in the next available location of the FIA array 
rather than the mean. Also in this case we must retain an 
array of the n's (FNA) for subsequent computations. This 
array will be of exactly the same dimensions as the array of 
sums. Thus n will be placed in the next available location 
of the FNA array. 
We now operate on both arrays, in the same manner uti­
lizing incrementation logic very similar to that in the 
balanced complete algorithm to form successive arrays of 
variate sums and n sums. For the triple-subscripted variate 
Yijk' we have initially in FIA and FNA: 
FIA FNA 
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Successive summation produces : 
Area FIA FNA Array dimensions 
1  Y . . ,  n . .  I . J  
2 Y. ^ N^ I 
3 Y N 1 
Next, each element in FIA is divided by the correspond­
ing element in FNA to yield: 
Area FIA FNA 
1 Yij/nij nij 
2 Yi./^i. 
3 Y /N N 
The appropriate sums of squares for the analysis of 
variance table are then computed as indicated: 
Y.; 2 Y- 2 
Y, Y 2 
fNi. <n7^-
Degrees of freedom for the above sums of squares are again 
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derived from the LLIM list. 
The obvious advantage that accrues in including : 
a) all balanced complete structures 
b) the strictly nested case with unequal 
cell frequencies 
c) the provision for analysis of means 
into one logical framework is the dual purpose usage of the 
balanced complete algorithm and the dual purpose usage of the 
procedure for the preliminary processing of the replicates. 
One other advantage that may not be apparent is the facility 
for treating equal replication over the last balanced sub­
script as if it is unequal replication. If then analysis 
on means is specified, the algorithm completes one stage less 
than it normally would complete. This is proper in this case 
since an initial mean array and deviate array were formed by 
the preliminary processing of the replicates. The number of 
computer storage locations required as a consequence is re­
duced by 
T-l [  n  (L. + 1 )  LT] - LT i=l 11
where is the limit of the last subscript. This does 
amount to a considerable space reduction without affecting 
the significance of the calculations. Note that the Ly is 
subtracted from 
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T-l [  n  (L. + i )  LT] 
i=l 1 • 1 
to account for the space required for the vector FIVU. In 
addition to saving space, we perform- fewer calculations since 
by cutting the last stage from the algorithm, we are halving 
the number of arrays it must manipulate. The example given 
in Table 8 will serve to illustrate this feature. 
If the procedure for processing replicates outlined pre­
viously is followed precisely in the manner indicated, the 
quantity 
i f t  
is formed. However, in the case we are considering, n^ = K 
for all i and j. Hence: 
and the error sum of squares is divided by this quantity (K). 
If one carefully follows the logic of the algorithm, it will 
be seen that the sums of squares for A, B, and AB have not 
been summed over k. Consequently, these sums of squares are 
also divided by K. Thus for F tests of significance, the 
mean squares produced may be used without further manipula-
I.J/K 
The harmonic mean is then formed as: 
I-J / (I-J/K) = K 
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Table 8. Equal replication treated as unequal replication 
STATEMENTS AND SPECIFICATIONS 
MODEL, Y = A(I)+B(J)+AB(IJ) 
+E(IJK) 
LIMITS, 1=10, J=10, K=10 
END 
MODEL, Y = A(I)+B(J)+AB(IJ) 
+E(IJK) 
LIMITS, 1=10, J=10, K=N(IJ) 
ANALYSIS ON MEANS 
END 
The sum of squares 
and the array y.. are formed 1J * 
in processing replicates 
ALGORITHM ARRAYS IN LAST STAGE 
yi jk yi j . yi.k y. jk^i. . 
+y 4 +y k-y 
» J • • » IS. • • • 
( AB)y • • -y ij . 'i.. .J 
"
y
..k+y. yij."y 
(A)yi..-y 
y.jk-y 
(B)y i -y 
*  J  •  
y
. . k - y  
y 
•y +y 
-y..k+y, 
(AB)y., -y, -y , -y 
- L  J  •  - L » «  •  J  •  •  
(A)y1..-y_ 
(B)y , -y 
•  J  •  <  
y 
STORAGE REQUIRED FOR ARRAYS 
1331 locations 131 locations 
(10+1)(10+1)(10+1) (10+1)(10+1) +10 
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tion. For estimates of variance, each must be multiplied by 
the factor K. 
C. Unequal Cell Frequencies in General 
The cases of unequal cell frequencies discussed pre­
viously, have either utilized approximate techniques, or 
taken advantage of the existence of known formulae for the 
analysis of variance table derivable under the general hy­
pothesis of least squares. However, to apply the properties 
of least squares to the general case of unequal cell fre­
quencies it is convenient to adopt a regression approach, 
sometimes referred to as the fitting of effect constants. It 
should be clearly understood therefore that we are here only 
providing for the case when all model terms are "fixed" in 
A-0 variance terminology. This approach is obviously more 
time consuming than direct calculation of sums of squares, 
since it involves inverting large matrices to yield solutions 
to the normal equations. Thus far, the cases we have con­
sidered, both balanced and unbalanced, have avoided this 
procedure. However, because of its generality, it will be 
discussed. 
Consider the model: 
Y i j k l  =  ^ + a i + b j  + a b i j  + c k  +  a c i k  +  b c j k + a b c i j k  +  e i j k l  
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where 
i 
•
—
1 
n 2, . > • * j I 
j II M 2, . » • • j J" 
k II M
 
2, . . • • 5 K 
i—1 f—1 II 2, . • • 5 n. 
i  
In order to establish a system of full rank, impose the 
restrictions : 
Sa. = 2b. 
i 1 J J 
= Sc. = Sab. . = Sab. . 
Iz K n 1J n J f c i k  
Sac ik fcjk 
= 0 
and 
? abcijk = S abc. ., = S abc, ., = 0 j  1 J K  1 J K  
This model may be represented as a regression model utilizing 
indicator variables; the restrictions imposed are employed in 
establishing these indicator variables. 
Let: 
86 
Yijkl = V- + aXl al + aX2 a2 + "• + aX(l-l) a(l-l) + aXI aI 
+ bXl bl + bX2 b2 + "• + bX(J-1 ) b(J-1) + bXJ bJ 
+ abXll abll + '* * 
+ abX(l-l)(J-1) ab(l-l)(J-1) + abXIJ abIJ 
+ • . • 
+ abcXl'll abclll + * * * 
+ abcX(l-l)(J-1)(K-1) abc(l-l)(J-1)(K-1) 
+ 
" ' 
+ abcXIJK abcIJK 
+ eijkl 
Using the restriction Z a. =0, we have: 
i 1 
aI = "Jj ai = "al • a2 " ••• ' a(I-l) 
Thus let : 
87 
aXm 
1 
-1 
0 
if i = m 
if i = I 
otherwise 
m — 1} 2} ...; I-1 
axi 
bxn 
= 0 always 
1 
•1 
0 
if j = n 
if j = J 
otherwise 
n — 1j 2, •••? J-1 
bxj 
CXP 
= 0 always 
1 
-1 
0 
if k = p 
if k = K 
otherwise 
p = 1, 2, ..., K-1 
cXK 
= 0 always 
Now consider the indicator variables 
abXmn ' acXmp ' anc* bcXnp 
From the restrictions : 
2 ab.. = 2 ab.. = 0 
i j 1J 
we obtain: 
For m / I 
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ab 
mj 
n/j abrnl " abm2 ' ' 
-ab 
m( J-1) 
For n / J, 
ab In 
m/1 
abln " ab2n '' -ab (I-I)n 
and 
ab 
IJ 
2 ab , = - 2 ~ 2 ab 
m/l mj m/l n/j mn 
2 2 a) 
m/l n/j mn 
abll +ab12 + +ab(l-l)(J-l) 
But this implies : 
abXmn = aXm'bXn 
abxmn E 0 
m = 1, 2, . . . , 1-1 
n = 1) 2j ...j J-1 
for m=I or n=J 
That is ; the indicator variables for second order terms may 
be taken as the products of the indicator variables for the 
corresponding two first order terms. Similarly for third 
order terms we have: 
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For m / I, n / J 
abcmnK = ' pZK abcmnp 
For m / I, 
a^mNK n/j k/K 
n/j p% 
and 
sbCwNK ^ abmNK ^ ab^ 
= - 2 2 2 abc 
m/I n/j p/K mnp 
Hence : 
a bc^mnp aXm'bXn'cXp 
m = 1 j 2 } 
• • • ? 
i—1 i H 
n = 1 3 2 3 • • • 5 J-1 
P = 1, 2, • • • 5 K-1 
y — n 
abc mnp for m=I or n=J or ; 
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Considering the fact that many of the indicator vari­
ables have been shown to be identically zero, let us re-write 
the model taking this into account. 
Yijkl =  ^ + aXl ^1 + aX2 ^2 + + aX(l-l) a(l-l) 
+ bXlbl + b%2 ^2 + + bX(j-l) b(j-l) 
+ abXll abll + + abX(l-l)(J-1) ab(l-l)(J-1) 
+ abcXlll abclll + 
+ abcX(l-l)(J-1)(K-1) abc(l-l)(J-1)(K-1) 
+ eijkl 
We need establish indicator variables only for the first 
order terms in the model. The remaining indicator variables 
consist of all possible between set products of the first 
order indicator variables. Since the balanced subscript 
limits are I, J, and K, we must construct a cross product 
matrix of dimension [ (i-l) +1] [ ( J-1) + l] [(K-1) + 1] = UK to 
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account for all terms in the model. A vector of right hand 
sides must be constructed as well. Several vectors of right 
hand sides may of course be constructed simultaneously. The 
variate or variates to be processed should each have a 
numeric indicator associated with them to denote subscript 
level. This indicator in turn determines the indicator 
variables for the variate. Figure 5 illustrates the forma­
tion of a cross product matrix and right hand sides using 
indicator variables, for the model: 
yijk = V- + ai + bj + abij + eijk 
where 
i = 1, 2, 3 
j = 1, 2 
k = 1 ; 2, .. . 5 n^ 
Probably the simplest and most efficient manner of con­
structing the cross product matrix and right hand sides is 
to construct a vector of indicator variables and products 
for each observation of the variate or variates. First the 
indicator variables for the first order terms are constructed 
by analysis of the numeric indicator. Then the remaining 
portion of the vector would be completed by taking the ap­
propriate products of the first order indicator variables. 
On a digital computer, these operations need not be 
Figure 5. Formation of cross product matrix and right 
hand sides using indicator variables 
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INDICATOR VARIABLES AND PRODUCTS 
yijk aXl A bi aXl'bXl a%2'bXl 
ylll 1 1 0 1 1 0 
y121 1 1 0 -1 -1 0 
y122 1 1 0 -1 -1 0 
y211 1 0 1 1 0 1 
y212 1 0 1 1 0 1 
y213 1 0 1 1 0 1 
y221 1 0 1 -1 0 -1 
y222 1 0 1 -1 0 -1 
y311 1 -1 -1 1 -1 -1 
y321 1 -1 -1 -1 1 1 
y322 1 -1 -1 -1 1 1 
CROSS PRODUCT MATRIX RIGHT HAND SIDES 
— h  abn ab2i 
11 0 2 -1 0 2 Z^X - Yijk=+Z Z Z Yijt 
6 3 0 -2 -1 Z,X^y.^  =Z Z " % % Y^k 
8 2 -1 0 
11 0 2 
Symétrie 
6 3 
Za%2'Yijk=? % % y3jk 
Vl'yijk"? % Yiik"? % yi2k 
Vl'bXl'yijk"^yllk"^y12k"^y31k^32k 
8 ^aX2'bXl'yijk y^21k" y^22k" y^31k^32k 
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multiplications but instead tests for zero, plus, or minus 
and additions and subtractions as time saving features. Once 
this vector has been formed, the standard computer techniques 
for building a cross product matrix and right hand sides may 
be employed. Again multiplications may reduce to tests, ad­
ditions and subtractions. Variate sums of squares are also 
computed for later use. One comment should be made about the 
numeric indicator. This would actually be a collection of 
indicators — one for each subscript. 
To envision the storage problem that arises as a result 
of these computations, consider the model 
Yijkl = ^+ai+bj+abij+^k+^^ik + ^ jk + a^ijk + ^ijkl 
with 10 levels for each of the 3 balanced subscripts. The 
dimension of the cross product matrix is 10x10x10 = 1,000. 
Consider storing only the upper triangular part of the matrix 
including the diagonal. The storage required for this alone 
is ^2""*"^ - N(N+1) = 500,500 locations, exceeding by far 
the core storage of almost all digital computers. This 
implies the fact that an additional storage medium such as 
magnetic tape would be required to handle any problem of 
reasonable size. However, although it is more difficult and 
time consuming to work with arrays that cannot be contained 
in core storage, the same operations may be performed in a 
piece-meal manner. 
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The cross product matrix is inverted and the solution 
vectors, corresponding in number to the number of right hand 
sides, are obtained. The theory for tests of significance is 
well established. Resorting to matrix notation, we have the 
model: 
y = Xj3 + e where X is an n x p matrix 
and e N( 0, ) 
The quantity 
( y - Xj3 ) ' (y - xp) y'y - B1 (X'y) 
Qmin ~ 2 ~ 2 
a a 
(with p = (X'X) 1 X'y) 
o 
is distributed as % with n-p degrees of freedom. 
To test any subset of m < p of the regression coef-
. A  A  A  A  A  A  
ficients ( jj- , a ^, ... b^, ..., b ^ j. ^  j, a b^ , ..., 
ab(I-1) (J-i) ' *•" abc(l-l) (J-1) (K-1) in our case), we form 
an m x m matrix from the inverse of the cross product matrix 
by striking out of the inverse the rows and columns corre­
sponding to the remaining n-m coefficients. The resultant 
m x m matrix is then inverted. Denote this inverse by T and 
denote the subset of the regression coefficients by a. The 
quantity = -—g—^ is distributed as with m degrees of 
a 
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freedom. Furthermore, the quantities Qm^n and Q are inde­
pendently distributed so that 
Qy/m 
Qmin/n-P 
is distributed as F with m and n-p degrees of freedom. 
The problem of selecting the proper rows and columns of 
the inverse of the cross product matrix and then inverting 
this submatrix is not at all a complicated one. One scheme 
that is not very elaborate but possesses the virtue of 
simplicity, is to utilize control cards of the following 
type. The columns on the control card or cards correspond 
to the row (or column) ordering of the inverse matrix. 
A 1 punched in the column on the card will indicate to the 
computer program the fact that the elements in the corre­
sponding rows and columns should be selected in forming the 
submatrix. A zero punched in the column on the card would 
indicate the opposite. As an illustration of this procedure, 
consider the case of extracting the submatrix for main 
effects from the inverse matrix ordered as indicated below: 
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ROW 
bn 
COLUMN 
ab 11 
ab 12 
ab, 21 
ab 22 
jj. a1 a2 b1 b2 ab^^ ab12 ab^^ ab22 
SUBMATRIX 
MAIN 
The control card could be prepared as follows: 
Card column 1 2 3 4 5 6 7 8 9  
Indicator 0 1 1 1 1 0 0 0 0  
In practice, of course, the card would also contain other 
identifying information and a direct correspondence between 
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the number of the card column and the number of the matrix 
row or column need not exist. This certainly would be the 
case for large matrices requiring several cards. Assuming 
the inverse matrix may be processed row-wise, the zero in 
card column 1 indicates that no elements are to be selected 
from the first row. The 1 in card column 2 indicates that 
those column elements having a 1 as an indicator must be 
selected from row 2. For row 2, this would be the 2nc*, 3rt^, 
4^, and 5^ elements. In such a manner, the submatrix is 
formed. 
Parallel selections must also be made from the vector or 
vectors of the regression coefficients. The quantity Q^, a 
vector ' matrix • vector calculation, is computed for each 
variate. Qmj_n may be calculated for each variate by sub­
tracting the vector • vector calculation of the vector of 
regression coefficients multiplied by the vector of right 
hand sides from the sums of squares of the variate previously 
computed. 
Consider applying this procedure to a two way classifi­
cation with unequal cell replications. We have for the model 
y — Xj3 + e, 
Yijk = [x + a. + bj + ab.j + eijk i — 1, 2, . . . , I 
j — 1; 2, ..., J 
k = 1, 2, ..., n^j 
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and wish to establish tests of significance both for main 
effects "in the presence of interaction" and for interaction. 
The vector p will be given by: 
( 1 - 1 )  
abn 
ab(I-l)(J-l) 
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Let |3p ' anc* Pg be the vectors: 
1—
1 
<
 
ro 
A  "  
bl 
II 
'—
1 
<
 C
O
.
 
• ^2 " h " 
a ( i - i )  
ab 11 
ab (1-1)(J-l) 
The inverse matrix S ^  is partitioned as shown below: 
^ 
al' ' '%-!) bl' ' ,b(i-i) abn* ' ,ab(i-i) (J-l) 
.-1 
P-
( 1 - 1 )  
bn 
abll • 
ab 
Mi 
Mr 
M, 
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Submatrices and Mg are inverted ' to yield 
and Mg"-*- and the quantities 
A 1 — I <*» O 
Pl pi = oTQ^ 
1 
A  1  - T A  2  
p% Pg = cr Q? 
2 
and 
A  !  - T A  o  
h M3 p3 = a Qj 
3 
are formed. The factor y1 y - p'X'y has of course been formed 
2 for a Qmin- Tests of significance for the A and B main effect 
in the presence of interaction are respectively: 
Qy / 1-1 
X1 
Q „ , /  n - I - J  ~  F ( X - l ) , n - I - J  
%min 
CL / J-l 
l 2  
Qmin / n-I-J 
F<J-l) , n-I-J 
The test of significance for interaction is: 
QT / (1-1)(J-l) 
3  P  
(1-1) (J-l) , n-I-J 
Vn / "-I-J 
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VII. HANDLING COVARIATES AND TRANSFORMATIONS 
OF VARIATES AND COVARIATES 
The facility to compute the sums of squares required for 
an analysis of covariance and the facility to easily specify 
and make statistical transformations of both variates and 
covariates provides a much broader base for the types of ap­
plications frequently encountered. We will consider multiple 
variates and covariates to the extent that they will be proc­
essed in pairs. That is, several variates and covariates may 
be specified, but the basic model would have one covariate. 
This same model would then be used for all combinations of 
one variate and one covariate. Multiple covariates in a 
model would be handled by regression techniques. The compu­
tational process of obtaining the cross product sums of 
squares is a simple one making use of the algebraic identity 
xy = [(x+y)^ - x^ - y^] / 2. Consider the variate y^ and the 
covariate x^j. We form the additional variable (y^ . + Xjj ) 
and perform identical analysis on y^j , x^j , Yj_j+Xj_j • Suppose 
in this case we have the model 
Y = A(I) + B(J) + Z*X + E(IJ) 
The following sums of squares are formed initially 
(A) z z (y, -y 
i j 11 " 
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Z Z (x. -x 
i j l e  •• 
Z Z [ (y, +x. ) - (y +x. )]2 
i j * • • • 
(B) z z (y ,-y )2,. 
i j "J * ' 
Z Z (x ,-x )2, 
i j "J '• 
Z 2 [(y ,+x ,) - (y +x )]2 
2 j • J • J • • • • 
(E) z z (Yii-y; -y ;+y j_ j IJ 1 • • J 
z  z  
i J 
:(x. .-x. -x 
-L J -L • , 
• +x )2, 
z z 
i J 
[<Yij+xij>-(yi.+>:i.)-(Y.j+x.j) + (Y. +x ) ] '  
Each of the first two sums of squares is then subtracted 
from the third and the result is divided by 2 to yield the 
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following cross product sums of squares 
(A) Z Z (Yi.-Y. 
(B) z z (y .-y )(x .-x ) j j • J • • • J • • 
(E) z Z (y, ,-y, -y .+y )(x,,-x, -x .+x ) 
^ j -*-J • • J • • J-J -L * • J • • 
If a second covariate w^ is specified, the additional 
variate Yjj+Wjj is also created and processed in the same man­
ner as x^j above. The manner of specifying variates and 
covariates was discussed in Chapter III. At this point, we 
will describe a procedure for ordering and manipulating these 
specifications to monitor the flow of the computations per­
formed. In this context, we shall also discuss transforma­
tions of variates and covariates. A symbolic name is asso­
ciated with each transformation programmed for use. For the 
analysis of variance compiler-monitor system, members of the 
Department of Statistics at Iowa State University were 
surveyed* to determine a basic set of desirable transforma­
tions. As a result of this survey, the transformations shown 
in Table 9 have been programmed as a basic set with provi­
sions for adding to this list when required. Some of these 
*The help of E. J. Carney in this survey is gratefully 
acknowledged. 
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Table 9. Transformations 
Function name Function 
SQRT V x 
CSQRT sj x + 1/2 
LOG logg x 
L0G1 loge (x + 1) 
LOGX LOG10 x 
LXXPI i°g10 (% + i) 
ASQRT Sin 4 x 
L0GR1 loge 
L0GR2 loge 
TFPOI V~x~ + V x + 1 
PMONE x"1 
PMTWO x~2 
PTWO x2 
SIN sin x 
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Table 9. (Continued) 
Function name Function 
COS cos X 
ASIN Sin ^ x 
ATAN - 1  Tan x 
TANH tan h x 
EXP ex 
EXPM e~x 
TENX 
X
 
o
 
«—
! 
TENMX 
X
 
1 o
 
1—1 
ABS l x l  
LMLQ loge (-loge (1 - x)) 
LLOG l'oge (loge x) 
LMLOG loge (-loge x) 
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transformations were placed in the basic set primarily be­
cause they were already contained in the FORTRAN system and 
virtually no effort was required to include them. 
Additionally we may provide* for general expansions of 
polynomial approximations of the Hastings type. In this 
case, the coefficients of a numerator polynomial and a 
denominator polynomial could be supplied as parameters in 
the statements and specifications. These parameters would 
then be inserted in a rather general function routine that 
would evaluate the expression for each variate or covariate 
argument. Such a feature will not be difficult to incor­
porate into both the scan phase and transformation phase of 
the processing. 
A. Variate, Covariate, and Transformation Lists 
The lists LVAR, LVTO, LVTRAN, LCOV, LCTO, and LCTRAN are 
created from the statements and specifications. Their con­
struction is probably best described through an example. 
Consider the following statements: 
VARIATES, Yl, Y2, L0G(Y2), EXP(Y2), SQRT(Y3) 
COVARIATES, XONE, LOG(XONE), XTWO, ASQRT(X3), EXPM(X3) 
*This was suggested by Dr. H. 0. Hartley. 
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The lists referred to above will be prepared by the scan 
operation as shown below: 
LVAR 
Y 1 
Y 2 
LVTO 
Y 2 
Y 2 
Y 3 
LVTRAN 
L O G  
E X P  
S O R T  
LCOV 
X O N E 
X T W O 
LCTO 
X O N E 
X 3 
X 3 , 
LCTRAN 
L O G  
A S Q R T 
E X P M 
Notice that the provision is made for processing trans­
formations of the variate or covariate and not processing the 
variate or covariate itself. This is accomplished merely by 
not including its name in the specifications. Such is the 
case with Y3 and X3 above. If the name of a variate 'or co­
variate does appear in the specifications, its name is 
entered in the next available position in LVAR or LCOV. 
Whenever function names are encountered, as determined by the 
left parenthesis, they are placed in the next available posi­
tion of LVTRAN or LCTRAN. The variate or covariate name is ' 
then removed from within the parentheses and placed in the 
next available position of LVTO or LCTO. Selection of the 
proper list in each instance depends upon whether the name 
appears in a variate or covariate statement, or in the case 
of a model statement appear as described in Chapter III. The 
fact is emphasized that all 6 of the above lists are prepared 
through scanning the statements and specifications prior to 
the processing of any data. 
B. Identification of Data 
A correspondence must be established between the variate 
and covariate names in the statements and specifications and 
the actual data. This is accomplished by simply requiring 
that the data for each variate or covariate be labeled with 
the same name that references it in the statements and speci­
fications. With respect to a digital computer, a data con­
trol card may provide this labeling. In its simplest form, 
the data control card may contain merely the alphabetic 
symbols or name that specifies a variate or covariate. The 
data cards containing the observations for the variate or 
covariate would then be placed directly following the data 
control card in the deck of cards to be processed. The form 
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of the data cards more or less dictates the type of data 
control card that must be employed. In the case of data 
cards prepared such that each data card contains observations 
of several variates and/or covariates with corresponding sub­
scripts , the data control card should contain the names of 
all of them in the order that they appear in the data cards. 
In illustrating the use of the 6 lists described in the 
previous section, we will consider the simplest form of data 
control card. No restrictions need be made as to the order 
of the variate and covariate observation groups to be proc­
essed. These groups need not conform in any way to the 
ordering of variate and covariate names in the statements 
and specifications. However, the order of computations will 
differ depending upon the balanced condition of the problem 
and the presence or absence of covariates. We will consider 
the balanced complete case with variates and covariates as 
specified on page 108. Assume that the order of the observa­
tion groups of data cards is as follows: 
Y  2  
Y 3 
X T W 0 
Y 1 
X 0 N E 
X  3  
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C. The Monitoring Procedure 
The data control card bearing the name Y2 is read by the 
computer. 
1) The lists LVAR? LVTO, LCOV, LCTO, are searched in 
this sequence for the name Y2. Since it is found in 
LVAR, its status is thus determined as a variate 
name. 
2) The name Y2 in the LVAR list is blanked, and the data 
for Y2 is read into the array FIA. Since covariates 
have been specified, the data for Y2 is also written 
on a special tape MTV for subsequent manufacture of 
dummy variables. 
3) The list LVTO is next searched for the name Y2. It 
is found as the first entry of the list. The corre­
sponding entry in the LVTRAN list is LOG denoting 
the transformation log . The first entry into LVTO? 
Y2, is blanked and the variate array FIA is trans­
formed sequentially, the transformed results being 
placed in the array FIVU previously referenced in 
Chapter VI. Practically speaking, the dimensions of 
FIVU will be less than FIA. Hence whenever FIVU has 
been filled, this area is written on tape MTV. 
4) The list LVTO is again searched for the name Y2. 
Although it no longer appears as the first element, 
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it does appear as the second. The corresponding 
entry in LVTRAN is EXP. The second entry in LVTO is 
blanked and the exponential transformations of the 
Y2 data are written on tape MTV. 
Another search is made of the list LVTO for the name 
Y2. However, both entries of Y2 in this list have 
now been blanked. This fact signals the reading of 
another data control card. 
The name on the next data control card is Y3. A 
search of the LVAR, LVTO, LCOV, LCTO lists again 
determines the status of the name to be that of a 
variate since it is found in LVTO. 
The name Y3 in the LVTO list is blanked and the data 
for Y3 is read into the array FIA. However, since 
the name did not appear in the LVAR list, the data 
for Y3 is not written on tape MTV. No analysis is 
to be performed or dummy variables constructed for 
Y3 itself. 
The square root transformations of the Y3 data are 
written on tape MTV. 
The list LVTO is again searched for the name Y3. 
Since its one occurrence has been blanked, a new 
data control card is read. 
The name on the next data control card is XTWO. 
A search of the lists LVAR, LVTO, LCOV, LCTO 
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determines its status as a covariate. 
The name XTWO in the LCOV list is blanked. In this 
case, the data for XTWO is written on a different 
tape, tape MTC. 
A search of the LCTO list reveals no entry of the 
name XTWO, so that no transformations are performed 
and the data control card for Yl is read. 
The procedure continues until all entries in the 
lists LVAR, LVTO, LCOV, and LCTO have been blanked. 
Dummy variables are then manufactured from the tape 
MTV and MTC and are written on tape MTVAC. These 
three tapes comprising the arrays of variates, 
variate transformations, covariates, covariate 
transformations, and dummy variables are then input 
an array at a time, to the balanced complete algo­
rithm for computations. 
Primarily for the purpose of output annotation, the 
lists LPSEQV and LPSEQC are formed. These lists 
record the processing order of variates and co­
variates. Each entry will be 10 alphabetic char­
acters to account for transformations. For the 
example we have discussed, these lists will be 
constructed as shown below; 
LPSEQV 
Y 
CM 1 
| 
L 0 G 1 Y 2 
m
 
X P Y | 2 
S Q R T 1 Y 3 
Y 1 
1 
1 
1 
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LPSEQC 
X T W 0 
X 0 N E 
L 0 G X O N E  
A S Q R T X 3 
E X p M X 3 
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VIII. FURTHER REMARKS ON STRUCTURES AND EXTRACTABILITY 
In this chapter, certain interesting relationships be­
tween structures and models are recorded, as well as certain 
empirical results pertaining to their enumeration. Moreover, 
formulas for the number of extractable and non-extractable 
model terms are derived. In particular, it will be seen 
that the number of extractable terms depends upon the order 
of assignment of effect symbols to the structure diagram. 
All results have been carefully verified empirically and in 
certain cases, the mathematical proof is outlined. We begin 
with a more precise description of the manner of denoting 
structures. 
A. Structure Notation 
The form of structure notation exhibited in this manu­
script, discussed briefly in Chapter II, is recursive in 
nature. Structure terms are appended to a prior structure 
of order n to produce a structure of order n + 1. A conven­
tion has been established in the use of effect and subscript 
symbols to yield unique representation of a given structure 
for enumeration purposes using this notation. This conven­
tion consists of the following two rules: 
a) Structure terms appended to the previous order 
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structure must have at least the same number of 
subscript symbols as the last term of the previous 
structure. 
b) In assigning floating subscripts in the term 
appended, never use a letter higher in the alphabet 
when a letter lower in the alphabet yields the same 
structure. 
To illustrate this convention, consider the following struc­
ture of order 3: 
A(I) + B(IJ) + C(IK) 
Any "D" term appended to the above structure to form an order 
4 structure must have at least 2 subscript symbols and, of 
course, no more than 4 subscript symbols. The 4^ order 
structure 
could be denoted by appending either D(lJL) or D(IKL) to the 
above 3rd order structure. However, since J precedes K in 
the alphabet, D(IJL) is selected. The 4^ order structure is 
then written as 
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A(I) + B(IJ) + C(IK) + D(IJL) 
It is not necessary that this convention be adhered to 
relative to preparing a model statement for the balanced com­
plete algorithm. In fact, in the next section, we will 
abandon this convention in the interest of representing a 
structure with all extractable structure terms. However5 
certain restrictions on structure terms do relate to the 
logic of a model statement and the balanced complete algo­
rithm. These restrictions have been implied earlier in this 
thesis, but we will restate them here. 
a) Effect symbols for structure terms must be assigned 
in alphabetical order. Order 2 structures would be 
denoted using effect symbols A and B, order 3 with 
A, B, and C, order 4 with A, B, C, and D, etc. 
b) The associated subscript of an effect symbol must 
always appear with the effect symbol. 
c) A structure term cannot have more subscript symbols 
than the order of its effect symbol in the alphabet. 
The above restrictions exclude the symbolic use of terms 
such as A(J), A(IJ), B(I), or B(lJK). It further follows 
that.the term A(l) will appear in every structure (or model). 
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B. Constructing Models with Extractable Terms 
The formation of non-extractable terms is determined to 
a large extent by the ordering of the effect symbols with 
respect to the structural diagram. Although the restrictions 
a-c in the previous section must be complied with, there re­
mains a considerable amount of freedom of choice in the 
assignment of effect symbols. Different orderings in 
essence amount to permuting the subscripts of the variate 
thus denoting a different ordering of the data. The logic 
of the model statement and balanced complete algorithm 
demands that the data be in a particular sorting sequence. 
The data is sorted first on the last subscript, second on 
the next to the last subscript and so on, the major sort 
being on the first subscript. Consider the variate y\j^ 
with the data array sorted as specified above. We will de­
note this sorting sequence as i, j, k. Suppose an analysis 
is conducted in accordance with the model and limits state­
ments : 
MODEL, Y = A(I) + B(J) + C(lK) + E(IJK) 
LIMITS, 1 = 5, J = 10, K = 20 
The structure and assignment of effect symbols for this 
model are shown below: 
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AZXB 
C" 
There are two other possible assignments of effect 
symbols to the same structure in adhering to the restrictions 
a-c in the previous section. These are: 
1) A / XC 2) 
Bd 
Then for the data ordering and statements shown below, 
the analysis conducted will be identical with the previous 
one. 
Symbol Sorting 
assignment sequence Statements 
1 i, k, j MODEL, Y = A(I)+B(IJ)4C(K)+E(IJK) 
LIMITS, 1-5, J = 15, K = 10 
2 k, i, j MODEL, Y = A(I)+B(J)+C(JK)+E(IJK) 
LIMITS, I = 15, J = 5, K = 10 
For order 3 structures, there are only 2 non-extractable 
model terms. However by proper ordering of effect symbols, 
we are able to write all possible models with extractable 
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terms. This is obviously so for the complete factorial and 
nested structures. The remaining 3 cases are given below: 
Structure Possible model terms 
S 
«A A(I), B(IJ), C(IK), BC(IJK) 
•à» A(I)5 B(J), AB(IJ), C(IJK) 
B A(I)? B(J)j AB(IJ), C(lK), BC(IJK) 
All of the above model terms are extractable. 
For order 4 structures, there are 14 non-extractable 
model terms. However, only 1 out of the 16 structures of 
order 4 does not admit re-ordering to produce only extract-
able terms. This is the structure diagrammed below with 
replication. 
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P-
zX 
Adhering to restrictions a-c of the previous section, we 
find three possible assignments of effect symbols : 
1) A , 
V 
2 )  A  
C 
P-
 
V 
3 )  A  
D 
 B 
C 
Each of these has a non-extractable structure term. They are 
D(KL), D(JL), and C(JK) respectively. 
The structure 
exhibits a non-extractable structure term D(lJKL) in the 
table of structure enumeration on pages 5-6, Chapter II. 
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However, if we do not adhere to the convention described in 
the previous section that each structure term must have at 
least as many subscript symbols as the previous term, then we 
can represent the above structure by 
A( I) + B(IJ) + C(IJK) + D(L) 
with all terms extractable. For the remainder of this sec­
tion, in referring to structure notation, we will not con­
sider complying with the enumeration conventions. 
Theorem: if a structure is representable in structure nota­
tion with extractable terms only, then any model term formed 
from the structure terms is extractable. 
Proof : 
1) All model terms are either structure terms or are 
formed from two or more structure terms by combining 
effect symbols and subscript symbols. Common sub­
scripts in the structure terms will of course appear 
only once in the'term formed. As an example, for 
the structure 
A(I) + B(IJ) + C(IK) 
we may form the model term BC(IJK). Let us denote 
this operation as the "product" of two terms. The 
resultant term will be called the product term. We 
will show that the product of two extractable terms 
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is an extractable term. 
Let: 
N* = the number of subscript symbols that are 
common to both extractable terms. 
F* = the sum of the numerical values of the 
N* common subscript symbols. 
Observe that the common subscript symbols will 
always be floating subscripts, both in the terms to 
be combined and in the product term. If this were 
not the case, we would be forming an improper term. 
What this would amount to would be attempting to 
form an interaction term between two terms, one of 
which is nested in the other. For example, for the 
structure 
A(I) + B(IJ) + C(IJK) 
the term BC(IJK) is improper. 
Let: 
= the number of floating subscript symbols 
in the i^ term, i = 1, 2, 3. 
F^ = the sum of the numerical values of the 
floating subscript symbols in the i^ 
term, i = 1, 2, 3. 
The subscript i=3 will be used, for the product term. 
We have then: 
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N3 = N1 + N2 - N* 
and 
Fg = Fi + Fg - F* 
The criterion for extractability of the product 
term is: 
Either Fg = 0 
n k-1 
or F3 = Z 2 
k=n-Ng+l 
We next reiterate the very important fact that 
floating subscripts will always be in alphabetical 
order beginning with the subscript symbol I. This 
in essence is the extractability criterion. Thus 
if N* = Oj one of the terms to be combined must be 
factorial. Otherwise both terms would not be ex­
tractable since at least one would not comply with 
the ordering rule of floating subscripts. Suppose 
that N* = 0 and term 1 is factorial. Then Ng = 
Fg = F2 and: 
n k-1 n k-1 Z 2 = Z 2K = F9 = Fo 
k=n-Ng+l k^n-Ng+l 
When N* £ 0, again because of the ordering rule for 
floating subscripts, we have 
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either Nj = N* and Fj = F* 
or Ng = N* and F^ = F* 
Suppose that N* £ 0 and N^ = N*, F^ = F*. Then 
F3 = Fi + f2 - F* = F2 and: 
n n n 
2 2k_1 = 2 2k_1 = Z 2k_1 = F2 = F3 
k=n-Ng+l k=n-N^-N2+N*+l k=n-^2^l 
This theorem says that we need only look at the 
structure notation to determine whether or not a 
model formed from this structure will have all 
extractable terms. Figure 6 enumerates the 15 
structures of order 4 with effect symbols properly 
ordered to produce only extractable terms, exhibit­
ing these terms for each structure. 
C. The Number of Extractable and 
Non-extractable Model Terms 
It is of some interest to determine the number of ex­
tractable and non-extractable model terms for any order 
structure. As before, any model term must comply with the 
restrictions a-c of Chapter VIII, Section A (page 117). The 
number of extractable terms is immediately determined. 
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Structure 
1. A(I)+B(J)+C(K)+D(L) 
2. A(I)+B(J)+C(K)+D(IL) 
A? B 
Ail possible 
model terms 
A(I), B(J), AB(IJ), 
C(K), AC(IK), 
BC(JK) , ABC(IJK) , * 
D(L), AD(IL)5 
BD(JL) , ABD(IJL) , 
CD(KLO, BCD(JKL), 
ABCD(IJKL) 
A(I)? B(J), AB(IJ), 
C(K), AC(IK), 
BC(JK) , ABC(IJK) , 
D(IL)j BD(IJL), 
CD(IKL), BCD(IJKL) 
3. A(I)+B(J)+C(K)+D(IJL) H-
y 
A< ,^B 
D° 
A ( I 
C(K 
BC(JK), ABC(IJK), 
D(IJL) , CD(IJKL) 
, B(J), AB(IJ), 
> AC(IK) , 
4. A(I)+B(J)+C(K)+D(IJKL) P-
A*\ B? 
D' i'd 
A(I), B(J)j AB(IJ), 
C(K)5 AC(IK), 
BC(JK), ABC(IJK), 
D(IJKL) 
5. A(I)+B(J)+C(IK)+D(IL) M-
C0' "°D 
A(I), B(J), AB(IJ; 
C(IK), BC(IJK), 
D(IL), BD(IJL), 
BCD(IJKL) 
M- This structure cjn-
not be ordered to 
produce only ex­
tractable model 
terms 
Figure 6. Assignment of effect symbols in order 4 structures 
to produce extractable model terms 
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Structure 
7. A(I)+B(IJ)+C(IJK)+D(L) 
A?Z 
Bf 
C6 
Ail possible 
model terms 
A(I), B(IJ), 
C(IJK), D(L), 
AD(IL), BD(IJL), 
CD(IJKL) 
8. A( I ) +B( J ) +C ( IK) +D ( IJL ) A(I),B(J), 
AB(IJ), C(IK), 
A<C BC(IJK), D(IJL), 
j CD(IJKL) 
rb N)Q 
9. A(l) + B(j)+C (IK)+D (IJKL) ji A(I),B(J), 
/Qx. AB(IJ), C(IK), 
^B BC(UK), D(IJKL) 
ck / 
10. A( I ) + B( J ) +C ( IJK)+D ( IJL ) p. A(I) , B(J) , AB(IJ) , 
ZX C(IJK) , D(IJL) , 
CD(IJKL) 
cK" 
11. A(I)+B(J)+C(IJK)+D(IJKL) n A(I), B(J), AB(IJ), 
/°-x C(IJK), D(IJKL) 
A\ j>B 
D° 
Figure 6. (Continued) 
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Structure 
12. A(I ) + B(IJ)+C (IK) +D (IL) (i 
o 
Bd C° °D 
Ail possible 
model terms 
A(I)j B(IJ), C(IK), 
BC(IJK), D(IL)j 
BD(IJL), CD(IKL), 
BCD(IJKL) 
13, A( I ) + B(IJ) +C ( IK) +D (IJL) [i 
o 
Bf ^C f 
14. 
D< 
A(I)+B(IJ)+C(IK)+D(IJKL) p 
o 
A< 
B*-Z 
D' 
A(I), B(IJ), C(IK) , 
BC(IJK), D(IJL), 
CD(IJKL) 
A(I) , B(IJ), C(IK), 
BC(IJK), D(IJKL) 
15. A(I)+B(IJ)+C(IJK)+D(IJL) M-Q 
A? 
A(I)? B(IJ), 
C(IJK), D(IJL), 
CD(IJKL) 
Figure 6. (Continued) 
16. A( I )+B(IJ )+C (IJK)+D( IJKL) p. 
O 
A? 
Bî 
C? 
D& 
A(I), B(IJ), 
C(IJK), D(IJKL) 
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It is the totality of areas within stages. In each stage, 
there are 2S-1 areas that correspond to model terms where s 
is the stage number. Thus for structures of order n we have : 
n 
Number of extractable terms = 2 (2-1) 
s=l 
To determine the number of non-extractable terms, we seek 
first the total number of model terms for a given order. 
This may be done recursively by counting the number of addi­
tional model terms that may be created by considering an 
additional effect symbol or by increasing by 1 the order of 
models being considered. , The counting process is simplified 
by ordering the additional model terms in the manner pre­
sented in Figure 7. It is then clear that the number of 
additional model terms may be enumerated as follows: 
Order Number of additional model terms 
1 1 
2  1 + 2  
3 1 + 2 [ (|) -1] + 22 
4  1+2  [ (* )  - 1 ]  +  2 2  [ (4 )  -  ( | )  ]  +  2 3  
5  1+2  [<5) - l ]  +  2 2  [ ( | ) - (* ) ]  +  2 3  [ ( !> - (* ) ]  +  2 4  
130 
A( I ) B(J) C(K) D(L) 
B( IJ ) C(IK) D(IL) 
AB(IJ) C(JK) D(JL) 
AC(IK) AC(IJK) C(IJK) D(IJL) 
BC(JK) BC(IJK) 'D(KL) 
D(IKL) 
ABC ( IJK) D(JKL) 
AD(IL) AD (IJL) AD(IKL) AD(IJKL) D(IJKL) 
BD(JL) BD(IJL) BD(JKL) BD(IJKL) 
CD(KL) CD(IKL) CD(JKL) CD(IJKL) 
ABO (IJL) ABD(IJKL) 
ACD(IKL) ACD(IJKL) 
BCD(JKL) BCD(IJKL) 
ABCD(IJKL) 
Figure 7. Ordering of additional model terms 
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Observing that: ( jj ) - (n^) - (£~j) 
the expressions for additional terms simplify as follows : 
Order Number of additional terms 
1 1 
2 1 + 2 
3  1  +  ( 2 ) 2  +  2 ^  
4  1  +  ( g ) 2  +  ( ^ ) 2 ^  +  2 ^  
5  1  +  ( 4 ) 2  + " ( 2 ) 2 %  +  ( 4 ) 2 %  +  2 ^  
etc. 
The total number of model terms of order n is then the sum 
additional terms through order n. 
n _ 1  k Total number of terms = 2 3 
k=0 
Hence : 
n-l , , , 
Number of non-extractable terms = 2 (3 - 2 + 1 
k=0 
=  ( 1  +  2 ) °  
- (1 + 2)1 
= (1 + 2)2 
= (1 + 2)3 
= (1 + 2)4 
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Table 10. Number of structures and model terms through 
order 6 
Order 
Number of 
structures 
Total No. of 
model terms 
Extractable 
model terms 
Non-extractable 
model terms 
1 1 ; 1 1 0 
2 2 4 4 0 
3 5 13 11 2 
4 16 40 26 14 
5 63 121 57 64 
6 319^  364 120 244 
Based on a recent enumeration by Dr. E. N. Gilbert of 
Bell Telephone Laboratories Incorporated, Murray Hill, New 
Jersey. 
Table 10 displays certain relationships through order 6. 
It is interesting to note that for small orders, the total 
number of model terms exceeds the number of structures, 
but soon (undoubtedly for order 7) the number of structures 
exceeds the number of model terms that can be associated 
with them. 
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D. An Empirical Approach Toward Establishing 
the Number of Structures of Order n 
Consider the problem of attempting to establish the 
number of structures of any order by the following procedure. 
Tabulate the number of structure terms by type (single nest, 
double nest, etc.) appended to an order n structure to pro­
duce a structure of order n + 1. 
For structures through order 5 we have the following 
table : 
Table 11. Nested structure terms appended (through order 5) 
Order of Main Single Double Triple Quadruple 
structure effect nest nest nest nest 
5 1 6 18 22 16 
4 14 6 5 
3 12 2 
2 1 1 
1 1 
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The sum of each line is then the number of structures 
for that order. The elements along the longest diagonal 
1, 2, 5, 16 are always the sum of the previous order line. 
This is to be expected since we may always form a structure 
c 4-
of n+1 by nesting the (n+1) term in all prior structures 
of order n. Thus we know that 63 will be the next element 
on this diagonal for order 6. The elements 2, 6, 22, of the 
next diagonal will always have the elements to their right 
a s  a n  a d d i t i v e  f a c t o r .  T h a t  i s ,  2 = 2 + 0 ,  6 = 5 + 1 ,  
22 = 16 + 6. This follows from the fact that a nest of the 
same type as the n^ structure term can always be appended 
to produce a structure of order n+1. The same type implies 
nesting in the same factors. 
Single next appended are not difficult to enumerate. 
I have done this through order 9. The following table lists 
these results. 
Table 12. Single nest appendages through order 9 
Single nests appended 
Order to previous order 
1 0 
2 1 
3 2 
4 4 
5 6 
6 10 
7 14 
8 20 
9 26 
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The pattern followed by these single nested terms 
appears to be the one established below. The columns are 
summed for each order. 
Order 1 2 3 4 5 6 7 8 9 
1 2 3 4 5 6 7 8 
1 2 4 6 8 10 
1 2 4 6 
1 2 
Single nests 
appended 0 1 2 4 6 10 14 20 26 
The first row is n-1. All following rows are double 
offsets of the sequence 1, 2, 4, 6, ..., 2k, .... Assuming 
this to be correct, we could append 9 + 12 +'8 + 4 + 1 = 34 
single nested terms to order 9 structures to yield a structure 
of order 10. Formulas to express the above relationships 
would be: 
Number of 
structures 
of order n 
formed by 
appending 
single nests 
to order n-1 
structures 
(n-4)/2 
n + 2 4k 
k=0 
(n-5)/2 
(n-1) + 2 (4k+2) 
k=0 
n even n > 4 
n odd n > 5 
Similar but more complicated patterns appear to exist, 
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but enumeration becomes more difficult in establishing them. 
However, further work along these lines, possibly using a 
computer, is perhaps justified since once the decomposition 
of the triangular table is known, the number of structures of 
a given order is obtainable. 
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