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ABSTRACT 
In order to estimate the reliability of sequentially designed procedures under the 
Bayesian framework with conjugate priors, a sharp lower bound for the Bayes risk has been 
derived. Chapter 1 and 2 introduce the background and fundamental concepts and theorems 
of this study.  Chapter 3 focuses on deriving second-order efficiency of Bayes risk for two 
independent components in the one-parameter exponential family which includes the most 
common distribution in application of reliability testing, Bernoulli distribution. Chapter 3 
also uses Monte Carlo simulations with several proposed sequential designs to illustrate 
optimality of the second-order efficiency. Then Chapter 4 extends the result to 𝑘 (𝑘 >
2) independent components sequentially designed systems. The same Monte Carlo 
simulations were performed to assure that the second order lower bound is achieved. 
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CHAPTER 
1. INTRODUCTION 
 Increasing availability of powerful hardware and increasing usability of software have 
resulted in a world that relies on technology. In this age, technology permeates every facet of 
our culture. Powerful and accurate software have led to successes in the medical, industrial, 
military, academic, and other fields. Inaccurate software, however, can be ruinous or 
dangerous when that software is used in a safety critical system. Our reliance on software for 
important outcomes makes it incredibly important to estimate its reliability. Any user of any 
software or similar sequentially designed procedures expects certain level of confidence that 
the system will function successfully. In critical systems, the tolerance of failure can be in the 
order of 10-3 or smaller (Littlewood and Wright 1997). 
 The most fundamental software is sequentially designed procedures (also known as 
series systems), which function if and only if every component of the procedure functions 
correctly. Series systems were first introduced by Billinton, R., et al. (Billinton and Allan 
1992). In this study we assume that each component functions independently; that is, failure 
of a single component has no effect on the success rate of other individual components. 
Figure 1 K Components Series System 
 The definition of reliability used here is described by Poore et. al. (Poore, Mills and 
Mutchler 1993): Reliability is the probability that the software will give the correct result for 
a single, randomly chosen (according to the use distribution) use. In figure 1, R𝑖 is 
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probability of successful operation of component 𝑖. Therefore, the reliability of the whole 
system can be generalized as: 
𝑅 =∏𝑅𝑖
𝑘
𝑖=1
, (1.1) 
so that we can estimate the reliability of a series system by estimating the product of 
component probabilities using a Bayesian approach. The first-order lower bound of Bayes 
risk for estimating product of means in one-parameter exponential family has been derived 
by Song (Song 2016). Results of Monte Carlo simulations showed that a second-order lower 
bound optimality is achieved by fully sequential and Three-stage sampling schemes over 
other designs for estimating linear combination of Bernoulli means (Rekab and Song 2017). 
(Xia and Rekab 2019) derived second order efficiency for 2 independent components, and 
later on derived the second order efficiency for k independent components. 
 The goal of this study is to find optimal efficient sampling schemes through derivation 
of a second order lower bound of Bayes risk for k components in a one-parameter exponential 
family. The fully sequential sampling scheme and three-stage sampling scheme will be 
discussed.  
 The result of this study can be also applied to other application fields which have a 
similar setup; for example: exposure assessment and risk modeling in environmental 
applications (Song 2016).  
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2. CONCEPTUAL FRAMEWORK 
 This chapter defines the terms and theorems which will be used in this study. 
 
2.1 Exponential Family 
Definition 2.1: One-parameter Exponential Family 
 𝑓𝜃, 𝜃 ∈ Ω, is a one-parameter exponential family of probability distribution density 
functions on the Borel sets of (−∞,∞), if and only if  
𝑓𝜃(𝑥) = exp{𝜂𝑥 − 𝜓(𝜂)} 𝑑Λ(𝑥), −∞ < 𝑥 < ∞,𝜂 ∈ Ω, (2.1.1)
where 𝜂 = 𝜂(𝜃) is real-valued function, 𝜓 is a continuously differentiable, real-valued 
function, Λ is a non-degenerate sigma-finite measure and Ω = (𝜂, 𝜂), −∞ < 𝜂 < 𝜂 < ∞, is a 
non-empty open interval which is called the natural parameter space of the family.  
Example 2.2: Exponential Family Distributions 
 The exponential families include many of the most common distributions, such as: 
Normal Distribution; Bernoulli Distribution; Beta Distribution; Gamma Distribution; etc. 
Theorem 2.3: Properties of One-parameter Exponential Family 
 If random variable 𝑋 follows a distribution in natural form of one-parameter 
exponential family, 
a. 𝛺 is convex, and 𝜓(𝜂) is a convex function on 𝛺 
b. Moments: for any 𝑘 > 1, 
𝐸[𝑥𝑘] =
𝑑𝑘
𝑑𝜂𝑘
𝑒𝜓(𝜂), (2.1.2) 
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c. Mean:  
𝐸[𝑥] = ∫ 𝑥𝑑𝐹𝜃(𝑥)
∞
−∞
= 𝜓′(𝜂), (2.1.3) 
d. Variance:  
𝑉𝑎𝑟(𝑥) = ∫ [𝑥 − 𝜓(𝜂)]2𝑑𝐹𝜃(𝑥)
∞
−∞
= 𝜓′′(𝜂), (2.1.4) 
Definition 2.4: Conjugate Prior 
  𝜋(𝜃) is a conjugate prior for 𝑓𝜃(𝑥) if 𝜋(𝜃) and the posterior density 𝜋(𝜃|𝑥1, … , 𝑥𝑛) 
are from the same family. 
 Diaconis and Ylvisaker have given a general characterization of conjugate prior 
distributions for exponential families (Diaconis and Ylvisaker 1979). 
 If 𝑟 > 0 and 𝜇 ∈ 𝜒0, then  
𝜋(𝜃) =
exp{𝑟𝜇𝜂 − 𝑟𝜓(𝜂)}
𝐶(𝑟, 𝜇)
, 𝜂 ∈ Ω (2.1.5) 
where 0 < 𝐶(𝑟, 𝜇) = ∫ exp{𝑟𝜇𝜂 − 𝑟𝜓(𝜂)} 𝑑𝜂
∞
−∞
< ∞. Then,  
𝐸[𝜃] = ∫ 𝜓′(𝜂)
𝛺
𝑑𝜋 = 𝜇. (2.1.6) 
 If 𝐸[𝜓′′(𝜂)] = ∫ 𝜓′′(𝜂)𝑑𝜋 < ∞,
𝛺
 then  
𝑉𝑎𝑟(𝜃) = 𝐸[(𝜃 − 𝜇)2] =
𝐸[𝜓′′(𝜂)]
𝑟
. (2.1.7) 
 To prove equation (2.1.7), we need lemma 2.5 below, by applying  
𝑔(𝜂) = (𝜃 − 𝜇), 𝜂 ∈ Ω. (2.1.8) 
Lemma 2.5:  
 If 𝑔 is a continuously differentiable function on Ω for which 
5 
 
∫ |𝑔′|𝑑𝜋 < ∞
𝛺
, (2.1.9) 
then 
∫ 𝑔𝜋′(𝜃)𝑑𝜂 = −∫ 𝑔′
𝛺
𝜋(𝜃)
𝛺
𝑑𝜂. (2.1.10) 
 If lim
𝜂→𝜂
𝑠𝑢𝑝𝑔(𝜂) < 0 < lim
𝜂→𝜂
𝑖𝑛𝑓𝑔(𝜂),  
then |𝑔′| may be replaced by 𝑔+
′ = max {0, 𝑔′} in condition (2.1.9). 
Remark: The fact, 𝜋(𝜃) → 0 as 𝜂 → 𝜂 or 𝜂 → 𝜂, is used in the proof (Diaconis and Ylvisaker 
1979). The complete proof can be found in (Woodroofe 1981). 
Definition 2.6: Bernoulli Distribution 
 Suppose 𝑋~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜃). Then the density of 𝑋 is 
𝑓𝜃(𝑥) = 𝜃
𝑥(1 − 𝜃)1−𝑥, 𝜃 ∈ (0,1), 𝑥 = 0, 1 (2.1.11) 
 The density can be written as 
𝑓𝜃 = exp{𝑥𝑙𝑜𝑔𝜃 + (1 − 𝑥) log(1 − 𝜃)} 
     = exp {log (
𝜃
1 − 𝜃
)𝑥 + log(1 − 𝜃)} (2.1.12) 
 Let 𝜂(𝜃) = log (
𝜃
1−𝜃
), 𝑓𝜃 can be written as 
𝑓𝜃 = exp{𝜂(𝜃)𝑥 − log(1 + 𝑒
𝜂)} , (2.1.13) 
where 𝜃 =
𝑒𝜂
1+𝑒𝜂
, 𝜓(𝜂) = log (1 + 𝑒𝜂) which belongs to (−∞,∞). 
 So, we have  
𝐸𝜃[𝑥] = 𝜓
′(𝜂) = 𝜃, (2.1.14) 
𝑉𝑎𝑟(𝑥) = 𝜓′′(𝜂) = 𝜃(1 − 𝜃). (2.1.15) 
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Example 2.7: Conjugate Prior of Bernoulli distribution  
 The Beta distribution is a conjugate prior for Bernoulli distribution. 
 Assume that 𝜃~𝐵𝑒𝑡𝑎(𝑎𝑜 , 𝑏𝑜), that is, 
𝜋(𝜃) =
𝜃𝑎𝑜−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 , 𝑏𝑜)
, 0 ≤ 𝜃 ≤ 1, 𝑎𝑜 > 0, 𝑏𝑜 > 0 (2.1.16) 
where 𝑟 = 𝑎𝑜 + 𝑏𝑜; 𝜇 =
𝑎𝑜
𝑎𝑜+𝑏𝑜
. 
Definition 2.8:  Posterior Density 
 The posterior density of 𝜃, given randomly sampled 𝑿 = (𝑥1, … , 𝑥𝑛) from the 
population of distribution 𝐹𝜃, is defined as: 
𝜋(𝜃|𝑿) =
exp{𝑟𝑛𝜇𝑛𝜂 − 𝑟𝑛𝜓(𝜂)}
𝐶(𝑟𝑛 , 𝜇𝑛)
, (2.1.17) 
where  
𝑟𝑛 = 𝑛 + 𝑟; 𝜇𝑛 =
𝑟𝜇 + ∑ 𝑥𝑖
𝑛
𝑖=1
𝑛 + 𝑟
. (2.1.18) 
 
 Since the posterior density also follows Beta distribution which belongs to the one-
parameter exponential family, the posterior mean and variance can be derived as: 
𝐸[𝜓′(𝜂)|𝑿] = 𝜇𝑛, (2.1.19) 
𝑉𝑎𝑟(𝜓′(𝜂)|𝑿) =
𝐸[𝜓′′(𝜂)|𝑿]
𝑟𝑛
. (2.1.20) 
Properties 2.9: Bernoulli Distribution 
Suppose that 𝑥~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜃), then 
a. Density function:  
𝑓𝜃(𝑥) = 𝜃
𝑥(1 − 𝜃)1−𝑥, 𝜃 ∈ (0,1), 𝑥 = 0,1; (2.1.21) 
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b. Exponential family:  
𝑓𝜃(𝑥) = exp{𝜂𝑥 − 𝜓(𝜂)} , (2.1.22) 
where 𝜂 = log (
𝜃
1−𝜃
), 𝜓(𝜂) = log(1 + 𝑒𝜂) ;   
c. Expectation:  
𝐸[𝑥] = 𝜓′(𝜂) = 𝜃; (2.1.23) 
d. Variance:  
𝑉𝑎𝑟(𝑥) = 𝜓′′(𝜂) = 𝜃(1 − 𝜃). (2.1.24) 
Properties 2.10: Beta Distribution 
Suppose that 𝜃~𝐵𝑒𝑡𝑎(𝑎𝑜 , 𝑏𝑜), 0 ≤ 𝜃 ≤ 1, 𝑎𝑜 > 0, 𝑏𝑜 > 0, then 
a. Density function:  
𝜋(𝜃) =
𝜃𝑎𝑜−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 , 𝑏𝑜)
, (2.1.25)  
where 𝐵(𝑎𝑜 , 𝑏𝑜) =
Γ(𝑎0)Γ(𝑏𝑜)
Γ(𝑎𝑜+𝑏𝑜)
; 
b. Exponential family:  
𝜋(𝜃) =
exp{𝑟𝜇𝜂 − 𝑟𝜓(𝜂)}
𝐶(𝑟, 𝜇)
, (2.1.26) 
where 𝑟 = 𝑎𝑜 + 𝑏𝑜; 
c. Expectation:  
𝐸[𝜃] =
𝑎𝑜
𝑎𝑜 + 𝑏𝑜
= 𝜇; (2.1.27) 
d. Variance:  
𝑉𝑎𝑟(𝜃) =
𝑎𝑜𝑏𝑜
(𝑎𝑜 + 𝑏𝑜)2(𝑎𝑜 + 𝑏𝑜 + 1)
=
𝐸[𝜃(1 − 𝜃)]
𝑟
, (2.1.28) 
8 
 
where 𝐸[𝜃(1 − 𝜃)] =
𝑎𝑜𝑏𝑜
(𝑎𝑜+𝑏𝑜)(𝑎𝑜+𝑏𝑜+1)
 ; 
e. Suppose 𝜃~𝐵𝑒𝑡𝑎 (1,1) which is identical to 𝜃~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,1).  
Then,  
𝐸[𝜃] =
1
2
,𝑉𝑎𝑟(𝜃) =
1
12
, 𝑟 = 2, 𝐸[𝜃(1 − 𝜃)] =
1
6
. (2.1.29) 
Properties 2.11: Conjugate Prior and Posterior 
 Suppose that 𝑿 = {𝑥1, 𝑥2, … , 𝑥𝑛}~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝜃) with prior distribution 
𝜃~𝐵𝑒𝑡𝑎(𝑎𝑜 , 𝑏𝑜), then the conjugate posterior distribution also follows Beta distribution 
𝜃|𝑋~𝐵𝑒𝑡𝑎(𝑎𝑛, 𝑏𝑛), where 𝑎𝑛 = 𝑎𝑜 + ∑ 𝑥𝑖
𝑛
𝑖=1 , 𝑏𝑛 = 𝑏𝑜 + 𝑛 − ∑ 𝑥𝑖
𝑛
𝑖=1 .  
a. Density function:  
𝜋(𝜃|𝑿) =
𝜃𝑎𝑛−1(1 − 𝜃)𝑏𝑛−1
𝐵(𝑎𝑛 , 𝑏𝑛)
, (2.1.30)  
where 𝐵(𝑎𝑛, 𝑏𝑛) =
Γ(𝑎𝑛)Γ(𝑏𝑛)
Γ(𝑎𝑛+𝑏𝑛)
; 
b. Exponential family:  
𝜋(𝜃|𝑿) =
exp{𝑟𝑛𝜇𝑛𝜂 − 𝑟𝑛𝜓(𝜂)}
𝐶(𝑟𝑛 , 𝜇𝑛)
, (2.1.31) 
where 𝑟𝑛 = 𝑛 + 𝑟; 𝜇𝑛 =
𝑟𝜇+∑ 𝑥𝑖
𝑛
𝑖=1
𝑛+𝑟
; 
c. Expectation:  
𝐸[𝜃|𝑿] =
𝑎𝑛
𝑎𝑛 + 𝑏𝑛
=
𝑎𝑜 + ∑ 𝑥𝑖
𝑛
𝑖=1
𝑎𝑜 + 𝑏𝑜 + 𝑛
= 𝜇𝑛; (2.1.32) 
d. Variance:  
𝑉𝑎𝑟(𝜃|𝑿) =
𝑎𝑛𝑏𝑛
(𝑎𝑛 + 𝑏𝑛)2(𝑎𝑛 + 𝑏𝑛 + 1)
= 𝐸 [
𝜃(1 − 𝜃)
𝑟 + 𝑛 |𝑿] .
(2.1.33) 
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2.2 Conditional Expectation 
Definition 2.12: Conditional Expectation 
 Suppose that 𝑋 is an integrable random variable on (𝛺, ℱ, 𝑃) and that 𝒢 is a 𝜎-algebra 
in ℱ. There exists a random variable 𝐸[𝑋|𝒢], called the conditional expected value of 𝑋 
given 𝒢, having these two properties:  
a. 𝐸[𝑋|𝒢] is 𝒢-measurable. 
b. 𝐸[𝑋|𝒢] satisfies the functional equation  
∫ 𝐸[𝑋|𝒢]𝑑𝑃
𝐺
= ∫ 𝑋𝑑𝑃
𝐺
, ∀𝐺 ∈ 𝒢. (2.2.1) 
Properties 2.13: Conditional Expectation  
Suppose that 𝑋, 𝑌 are integrable, 𝒢, 𝒢1and 𝒢2 are 𝜎-algebra.  
a. For constants 𝑎 and 𝑏,  
𝐸[𝑎𝑋 +  𝑏𝑌|𝒢] =  𝑎𝐸[𝑋|𝒢] +  𝑏𝐸[𝑌|𝒢]. (2.2.2) 
b. If 𝑋 ≤  𝑌 with probability 1, then  
𝐸(𝑋|𝒢) ≤  𝐸(𝑌|𝒢). (2.2.3) 
c. (“Smoothing”) Suppose that 𝒢1  ⊂  𝒢2,  
𝐸[𝐸(𝑋|𝒢1)|𝒢2] =  𝐸[𝑋|𝒢1] 𝑎. 𝑠. (2.2.4) 
𝐸[𝐸(𝑋|𝒢2)|𝒢1] =  𝐸[𝑋|𝒢1] 𝑎. 𝑠. (2.2.5) 
Theorem 2.14: Extended Fatou’s Lemma 
a. Suppose 𝑋𝑛  ≥  𝑌 for all 𝑛, where 𝐸[𝑌] > −∞. If 𝑋𝑛 ↑ 𝑋 𝑤. 𝑝. 1, then 
lim
𝑛→∞
𝑖𝑛𝑓𝐸[𝑋𝑛|𝒢] ≥ 𝐸 [ lim
𝑛→∞
𝑖𝑛𝑓𝑋𝑛|𝒢] . (2.2.6) 
10 
 
b. Suppose 𝑋𝑛  ≤  𝑌 for all 𝑛, where 𝐸[𝑌] < ∞. If 𝑋𝑛 ↓ 𝑋 𝑤. 𝑝. 1, then 
lim
𝑛→∞
𝑠𝑢𝑝𝐸[𝑋𝑛|𝒢] ≤ 𝐸 [ lim
𝑛→∞
𝑠𝑢𝑝𝑋𝑛|𝒢] . (2.2.7) 
Theorem 2.15: Extended Monotone Convergence Theorem 
a. Suppose 𝑋𝑛 ≥ 𝑌 for all 𝑛, where 𝐸[𝑌] > −∞. If 𝑋𝑛 ↑ 𝑋 𝑤. 𝑝. 1, then  
E[𝑋𝑛|𝒢] ↑ 𝐸[𝑋|𝒢], 𝑎. 𝑠. (2.2.8) 
b. Suppose 𝑋𝑛 ≤ 𝑌 for all 𝑛, where𝐸[𝑌] < ∞. If 𝑋𝑛 ↓ 𝑋 𝑤. 𝑝. 1, then 
E[𝑋𝑛|𝒢] ↓ 𝐸[𝑋|𝒢], 𝑎. 𝑠. (2.2.9) 
Theorem 2.16: Dominated Convergence Theorem for Conditional Expectation 
 If lim
𝑛→∞
𝑋𝑛 = 𝑋,𝑤. 𝑝. 1, and |𝑋𝑛| ≤ 𝑌, and 𝑌 is integrable, then 
lim
𝑛→∞
𝐸[𝑋𝑛|𝒢] = 𝐸[𝑋|𝒢], 𝑎. 𝑠. (2.2.10) 
Remark: Proofs of theorems 2.14-2.16 can be found in most probability theory or real analysis 
textbooks, i.e., (Billingsley 2012) or (Ash 1972). 
 
2.3 Bayesian Estimation 
Definition 2.17: Loss Function 
 Let ?̂? be an estimator of an unknown parameter 𝜂, 𝐿(𝜂, ?̂?) is defined as the loss 
function, such as square error. In this study, we use square error loss, that is 
𝐿(𝜂, ?̂?) = (𝜂 − ?̂?)2. (2.3.1) 
Definition 2.18: Bayes Estimation 
 The Bayes risk of ?̂? is defined as 𝐸𝜋[𝐿(𝜂, ?̂?)] with prior density 𝜋. An estimator ?̂? is 
said to be a Bayes estimator if it minimizes the Bayes risk among all estimators. 
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 Equivalently, the estimator which minimizes the posterior expected loss 𝐸[𝐿(𝜂, ?̂?)|𝑿] 
for each 𝑥 also minimizes the Bayes risk. 
 
2.4 Martingale 
 Martingale is a key concept of deriving second order lower bound of Bayes risk in 
this study.  
Definition 2.19: Martingale 
 Let 𝑋1, 𝑋2, … be a sequence of random variables on a probability space (𝛺, ℱ, 𝑃), and 
let ℱ1, ℱ2, … be a sequence of 𝜎-algebra in ℱ. The sequence {(𝑋𝑛 ,ℱ𝑛): 𝑛 = 1,2,… } is a 
martingale, if these four conditions hold:  
a. ℱ𝑛 ⊂ ℱ𝑛+1; 
b. 𝑋𝑛 is ℱ𝑛-measurable; 
c. 𝐸[|𝑋𝑛|] < ∞; 
d. 𝐸[𝑋𝑛+1|ℱ𝑛] = 𝑋𝑛, 𝑎. 𝑠.; 
i. {𝑋𝑛} is a sub-martingale if 𝐸[𝑋𝑛+1|ℱ𝑛] ≥ 𝑋𝑛; 
ii. {𝑋𝑛} is a super-martingale if E[𝑋𝑛+1|ℱ𝑛] ≤ 𝑋𝑛. 
Theorem 2.20: Properties of Martingales 
a. {𝑋𝑛, ℱ𝑛} is a martingale if and only if 
∫ 𝑋𝑛+1𝑑𝑃
𝐴
= ∫ 𝑋𝑛
𝐴
𝑑𝑃, 𝐴 ∈ ℱ𝑛, 𝑛 = 1,2,… . (2.4.1) 
b. Let {𝑋𝑛, ℱ𝑛} be a martingale, and 𝜑 be a convex function: ℝ → ℝ. If 𝜑(𝑋𝑛) is 
integrable, 𝐸[𝜑(𝑋𝑛
+)] < ∞, for all 𝑛, then {𝜑(𝑋𝑛),ℱn} is a sub-martingale. 
12 
 
c. Let {𝑋𝑛, ℱ𝑛} be a sub-martingale, and 𝜑 be a non-decreasing convex function: 
ℝ → ℝ. If 𝜑(𝑋𝑛) is integrable, 𝐸[𝜑(𝑋𝑛
+)] < ∞, for all 𝑛, then {𝜑(𝑋𝑛), ℱn} is 
a sub-martingale. 
 Remark: For proofs, refer to probability theory or real analysis textbooks, i.e., 
(Billingsley 2012) or (Ash 1972). 
 
2.5 Uniform Integrable 
Definition 2.21: Uniform Integrability (UI) 
 Let {𝑋𝑛} be a sequence of random variables on a probability space (𝛺, ℱ, 𝑃), {𝑋𝑛},
𝑛 = 1,2,…, is said to be uniformly integrable if  
lim
𝐾→∞
( sup
𝑛
𝐸[|𝑋𝑛||𝐼{|𝑋𝑛|≥𝐾}]) = 0 , (2.5.1) 
where 𝐼{|𝑋𝑛|>𝐾} is the indicator function and defined as: 
𝐼{|𝑋𝑛|>𝐾} = {
1, |𝑋𝑛| ≥ 𝐾
0, |𝑋𝑛| < 𝐾
(2.5.2) 
 The definition can also be written as: ∀𝜀 > 0, ∃𝐾, such that 
∫ |𝑋𝑛|𝑑𝑃
{|𝑋𝑛|≥𝐾}
< 𝜀, (2.5.3) 
for every 𝑛 = 1,2,…. 
Theorem 2.22: Properties of Uniform Integrable  
1. If |𝑋𝑛| ≤ 𝑌, where 𝑌 is integrable, then 𝑋𝑛 is uniformly integrable. 
2. If sup
𝑛
|𝑋𝑛| is integrable, then |𝑋𝑛| is uniformly integrable. 
3. If sup
𝑛
𝐸[|𝑋𝑛|
1+𝜀] < ∞ for some 𝜀 > 0, then 𝑋𝑛 is uniformly integrable. 
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4. If 𝑋 is integrable in ℱ𝑛 are arbitrary 𝜎-algebra, then random variables 𝐸[𝑋|ℱ𝑛] are 
uniformly integrable. 
 
2.6 Convergence 
Theorem 2.23: Monotone Convergence Theorem 
 If 0 ≤ 𝑋𝑛 ↑ 𝑋 w.p.1 as 𝑛 → ∞, then 𝐸[𝑋𝑛] ↑ 𝐸[𝑋]. This theorem is equivalent to  
𝐸 [ lim
𝑛→∞
𝑋𝑛] = lim
𝑛→∞
𝐸[𝑋𝑛] , (2.6.1) 
when 0 ≤ 𝑋𝑛 ≤ 𝑋𝑛+1, 𝑛 ≥ 1.  
Theorem 2.24:  
 Let {𝑋𝑛} be a sequence of random variables on a probability space (𝛺, ℱ, 𝑃),  
if 𝑋𝑛
𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 
→        𝑋, the following statements are equivalent: 
a. {𝑋𝑛} is uniformly integrable; 
b. 𝑋𝑛 → 𝑋 in ℒ
1; 
c. 𝐸[|𝑋𝑛|] → 𝐸[|𝑋|], where 𝐸[|𝑋|] < ∞. 
Theorem 2.25: Martingale Convergence Theorem 
 Let {𝑋𝑛, ℱ𝑛} be a sub-martingale. If sup
𝑛
𝐸[|𝑋𝑛|] < ∞, then there is an integrable 
random variable 𝑋 such that 𝑋𝑛 → 𝑋, where 𝐸[|𝑋|] < ∞. 
Theorem 2.26: 
 Let {ℱ𝑛}𝑛=1
∞  be a sequence of 𝜎-algebra and ℱ𝑛 ↑ ℱ, where ℱ = ⋃ ℱ𝑛
∞
𝑛=1 , and 𝑋 is 
integrable, then  
𝐸[𝑋|ℱ𝑛] → 𝐸[𝑋|ℱ], 𝑎. 𝑠. (2.6.2) 
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2.7 Optimal Sampling Theorems 
Definition 2.26: Stopping Time 
 Let {ℱ𝑛}𝑛=0
∞  be an increasing sequence of 𝜎-algebra ℱ. A stopping time 𝜏 which is a 
non-negative random time such that for each 𝑛 ≥ 0, the event {𝜏 ≥ 𝑛} is completely 
determined by the total information up to 𝑛, {ℱ𝑛}𝑛=0
∞  .  
Theorem 2.27: Optimal Stopping Theorem 
 Let {𝑋𝑛}, 𝑛 ≥ 1, be a sub-martingale with respect to {ℱ𝑛}, 𝑛 ≥ 1, and let {𝜏𝑛}, 𝑛 ≥ 1, 
be an increasing sequence of finite stopping times for {𝑋𝑛}. If  
a. 𝐸[|𝑋𝜏𝑛|] < ∞ for all 𝑛, and 
b. lim
𝑘→∞
𝑖𝑛𝑓 ∫ |𝑋𝑘|{|𝜏𝑛|>𝑘}
𝑑𝑃 = 0 for all 𝑛, 
then  
a. {𝑋𝜏𝑛} is a sub-martingale with respect to {ℱ𝜏𝑛}; 
b. If {𝑋𝑛} is a martingale, so is {𝑋𝜏𝑛}. 
Theorem 2.28: Doob’s Inequality 
 Let {𝑋𝑖}, 𝑖 ≥ 1, be a non-negative sub-martingale or a martingale, denote that  
𝑋𝑛
∗ = max
𝑖≤𝑛
|𝑋𝑖|, then  
a.  
𝑃(𝑋𝑛
∗ ≥ 𝛼) ≤
𝐸[|𝑋𝑛|; 𝑋𝑛
∗ ≥ 𝛼]
𝛼
≤
𝐸[|𝑋𝑛|]
𝛼
; (2.6.3) 
b. If 𝑝 > 1 and 𝐸[|𝑋𝑖|
𝑝] < ∞ for 𝑖 ≤ 𝑛, then  
𝐸[𝑋𝑛
∗]𝑝 ≤ (
𝑝
𝑝 − 1
)
𝑝
𝐸[|𝑋𝑛|
𝑝]; (2.6.4) 
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c. if 𝑋∞ exists, then  
𝐸 [sup
𝑖≥1
|𝑋𝑖|
𝑝] ≤ (
𝑝
𝑝 − 1
)
𝑝
𝐸[|𝑋𝑛∞|
𝑝], 𝑝 > 1. (2.6.5) 
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3. SECOND-ORDER EFFICIENCY FOR ESTIMATING PRODUCT OF 2 
COMPONENTS IN EXPONENTIAL FAMILY 
 This chapter will be presenting second-order lower bound of two components for 
exponential family along with efficient sequential designs on binomial case. 
 Our goal in this study is to find an asymptotic second-order lower bound of several 
components in one-parameter exponential family and efficient designs with the same 
methodology. 
 
3.1 Exponential Family Distribution Theory 
 Let 𝑋𝑖 = {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑚𝑖} ∈ ℱ𝑖 be a sequence of independent random variables with 
distributions belonging to one-parameter exponential family which was defined in (2.1.1), 
that is 
𝑓𝜃𝑖(𝑥𝑖𝑗) = exp{𝜂𝑖𝑥𝑖𝑗 −𝜓(𝜂𝑖)} 𝑑Λ(𝑥𝑖𝑗), (3.1.1) 
where  −∞ < 𝑥𝑖𝑗 < ∞, 𝜃𝑖 , 𝜂𝑖 ∈ Ω, 𝑖 = 1,2,… , 𝑘 and 𝑗 = 1,2,… ,𝑚𝑖 . (𝑚𝑖 ≥ 2). 
 Let field ℱ𝑡 = {ℱ1, ℱ2, … , ℱ𝑘} be a collection of subsets of Ω, where ℱ𝑖 is 𝜎-algebra 
generated by {𝑋𝑖}. It equivalent to say that ℱ𝑡 contains complete information about the 
procedure among 𝑘 populations. Therefore, for each 𝑡 ≥ 1, we have ℱ𝑡 ⊂ ℱ𝑡+1 which is a 
key in using martingale concept in this study. 
 By adopting the Bayesian approach, the conjugate prior 𝜋(𝜃𝑖) for 𝑓𝜃𝑖(𝑥𝑖𝑗) and the 
posterior density 𝜋(𝜃𝑖|𝑋1, 𝑋2) are from the same family. 
 The density function of conjugate prior is 
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𝜋(𝜃𝑖) =
exp{𝑟𝑖,0𝜇𝑖,0𝜂𝑖 − 𝑟𝑖,0𝜓(𝜂𝑖)}
𝐶(𝑟𝑖,0, 𝜇𝑖,0)
, 𝜂𝑖 ∈ 𝛺, (3.1.2) 
where 
𝐶(𝑟𝑖,0, 𝜇𝑖,0) = ∫exp{𝑟𝑖,0𝜇𝑖,0𝜂𝑖 − 𝑟𝑖,0𝜓(𝜂𝑖)} 𝑑𝜃𝑖 . (3.1.3) 
 Then mean and variance of the prior distributions are 
𝐸[𝜓′(𝜂𝑖)] = ∫ 𝜓
′(𝜂𝑖)
𝛺
𝑑𝜋(𝜃𝑖) = 𝜇𝑖,0, (3.1.4) 
𝑉𝑎𝑟(𝜓′(𝜂𝑖)) = 𝐸 [(𝜓
′(𝜂𝑖) − 𝜇𝑖,0)
2
] =
𝐸[𝜓′′(𝜂𝑖)]
𝑟𝑖,0
. (3.1.5) 
 The posterior density function is 
𝜋(𝜃𝑖|𝑋𝑖) =
exp{𝑟𝑖,𝑚𝑖𝜇𝑖,𝑚𝑖𝜂𝑖 − 𝑟𝑖,𝑚𝑖𝜓(𝜂𝑖)}
𝐶(𝑟𝑖,𝑚𝑖 , 𝜇𝑖,𝑚𝑖)
, (3.1.6) 
       where  
𝐶(𝑟𝑖,𝑚𝑖 , 𝜇𝑖,𝑚𝑖) = ∫exp{𝑟𝑖,𝑚𝑖𝜇𝑖,𝑚𝑖𝜂𝑖 − 𝑟𝑖,𝑚𝑖𝜓(𝜂𝑖)} 𝑑𝜃𝑖 . (3.1.7) 
      with 
𝑟𝑖,𝑚𝑖 = 𝑚𝑖 + 𝑟𝑖,0;  𝜇𝑖,𝑚𝑖 =
𝑟𝑖,0𝜇𝑖,0 +∑ 𝑥𝑖𝑗
𝑚𝑖
𝑗=1
𝑚𝑖 + 𝑟𝑖,𝑚𝑖
. (3.1.8) 
 Then mean and variance of the posterior distributions are 
𝐸[𝜓′(𝜂𝑖)|ℱ𝑡] = 𝜇𝑖,𝑚𝑖 , (3.1.9) 
𝑉𝑎𝑟(𝜓′(𝜂𝑖)|ℱ𝑡) = 𝐸 [
𝜓′′(𝜂𝑖)
𝑟𝑖,𝑚𝑖
|ℱ𝑡] . (3.1.10) 
 
 
18 
 
3.2 Bayes Risk 
 Our goal in this study is to estimate the reliability of the series system by using the 
product of means, which can be specified as 
𝑅 =∏𝑅𝑖
𝑘
𝑖=1
= 𝜂(𝜃1, 𝜃2, … , 𝜃𝑘) =∏𝐸[𝑥𝑖𝑗]
𝑘
𝑖=1
=∏𝜓′(𝜂𝑖)
𝑘
𝑖=1
(3.2.1) 
 With the choice of square error loss function 𝐿(𝜂, ?̂?) = (𝜂 − ?̂?)2, and the Bayes 
estimate for each individual 𝜃𝑖, 𝜂?̂? = 𝐸[𝜓
′(𝜂𝑖)|ℱ𝑖], defined in (2.18). The assumption of 
independence among 𝜃1, 𝜃2, … , 𝜃𝑘 means that the Bayes estimate of their product is the 
product of their posterior means, that is 
?̂?(𝜃1, 𝜃2, … , 𝜃𝑘) = 𝐸[∏ 𝜓
′(𝜂𝑖)
𝑘
𝑖=1 |ℱ𝑡], (3.2.2) 
and the estimate that minimizes the Bayes risk is the expected posterior loss, namely 
𝑅(𝑝) = 𝐸[(𝜂 − ?̂?)2] = 𝐸[(𝜂 − 𝐸[𝜂])2|ℱ𝑡] = 𝐸[𝑉𝑎𝑟(∏ 𝜓
′(𝜂𝑖)
𝑘
𝑖=1 )|ℱ𝑡]. (3.2.3) 
 Suppose that 𝑡 = ∑ 𝑚𝑖
𝑘
𝑖=1  and 𝑡 is fixed. Since we are working on two components in 
exponential family, let k=2. 
 For two components case, the Bayes risk can be expanded as 
𝑅(𝑝) = 𝐸[𝑉𝑎𝑟(𝜓′(𝜂1) ∙ 𝜓
′(𝜂2))|ℱ𝑡] 
= 𝐸[𝐸[𝜓′2(𝜂1) ∙ 𝜓
′2(𝜂2)|ℱ𝑡] − 𝐸
2[𝜓′(𝜂1) ∙ 𝜓
′(𝜂2)|ℱ𝑡]] 
= 𝐸[𝐸[𝜓′2(𝜂1)|ℱ𝑡] ∙ 𝐸[𝜓
′2(𝜂2)|ℱ𝑡] − 𝐸
2[𝜓′(𝜂1)|ℱ𝑡] ∙ 𝐸
2[𝜓′(𝜂2)|ℱ𝑡]] (3.2.4) 
 By using the fact, 𝐸2[𝑥] = 𝐸[𝑥2] − 𝑉𝑎𝑟(𝑥), inside of the bracket can be represented 
simply as 
𝐸[𝑥1
2]𝐸[𝑥2
2] − 𝐸2[𝑥1]𝐸
2[𝑥2] = 𝐸[𝑥1
2]𝐸[𝑥2
2] − (𝐸[𝑥1
2] − 𝑉𝑎𝑟(𝑥1))(𝐸[𝑥2
2] − 𝑉𝑎𝑟(𝑥2)) 
= 𝐸[𝑥1
2] 𝑉𝑎𝑟(𝑥2) + 𝐸[𝑥2
2] 𝑉𝑎𝑟(𝑥1) − 𝑉𝑎𝑟(𝑥1)𝑉𝑎𝑟(𝑥2). 
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Therefore, (3.2.4) can be rewritten as 
𝑅(𝑝) = 𝐸[𝐸[𝜓′2(𝜂1)|ℱ𝑡] 𝑉𝑎𝑟(𝜓
′(𝜂2)|ℱ𝑡) + 𝐸[𝜓
′2(𝜂2)|ℱ𝑡] 𝑉𝑎𝑟(𝜓
′(𝜂1)|ℱ𝑡)
− 𝑉𝑎𝑟(𝜓′(𝜂1)|ℱ𝑡)𝑉𝑎𝑟(𝜓
′(𝜂2)|ℱ𝑡)] 
= 𝐸 [𝐸 [
𝜓′′(𝜂1)𝜓
′2(𝜂2)
𝑚1 + 𝑟1,0
|ℱ𝑡] + 𝐸 [
𝜓′′(𝜂2)𝜓
′2(𝜂2)
𝑚2 + 𝑟2,0
|ℱ𝑡] − 𝐸 [
𝜓′′(𝜂1)𝜓
′′(𝜂2)
(𝑚1 + 𝑟1,0)(𝑚2 + 𝑟2,0)
|ℱ𝑡]] . (3.2.5) 
 Let 𝑀 = 𝑚1 + 𝑟1,0, and 𝑁 = 𝑚2 + 𝑟2,0 to ease the notation. 
 By using conditional expectation “smoothing” theory (2.13.c), (3.2.5) can be 
simplified as 
𝑅(𝑝) = 𝐸 [
𝑈𝑀𝐶𝑁
𝑀
+
𝑉𝑁𝐷𝑀
𝑁
−
𝑈𝑀𝑉𝑁
𝑀𝑁
] (3.2.6) 
where  
𝑈𝑀 = 𝐸[𝜓
′′(𝜂1)|ℱ𝑡], 𝑉𝑁 = 𝐸[𝜓
′′(𝜂2)|ℱ𝑡], (3.2.7) 
𝐷𝑀 = 𝐸[𝜓
′2(𝜂1)|ℱ𝑡], 𝐶𝑁 = 𝐸[𝜓
′2(𝜂2)|ℱ𝑡]. (3.2.8)
 
 Therefore, 𝑅(𝑝) in (3.2.6) is the Bayes risk estimate of reliability of two-component 
procedure. 
 
3.3 Second-Order Lower Bound 
 In this section, we will be deriving the second-order lower bound for the Bayes risk 
estimate under some assumptions on integrability and non-negative means.  
Theorem 3.1:  
 Suppose that 𝜓′(𝜂𝑖) ≥ 0 for all 𝜃𝑖 ∈ Ω, 𝑖 = 1,2, and 𝜓(𝜂𝑖) is second-order and third-
order continuously differentiable almost everywhere in its domain. 𝑇 = 𝑀 + 𝑁, which is 
fixed. 
 Also 
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∫𝜓′2(𝜂𝑖)𝑑𝜋 < ∞; (3.3.1) 
∫𝜓′′(𝜂𝑖)𝑑𝜋 < ∞; (3.3.2) 
∫
𝜓(3)(𝜂𝑖)
𝜓′′(𝜂𝑖)
𝑑𝜋 < ∞; (3.3.3) 
𝑀
𝑇
→
√𝜓′′(𝜂1)𝜓
′(𝜂2)
√𝜓′′(𝜂1)𝜓′(𝜂2)+√𝜓′′(𝜂2)𝜓′(𝜂1)
, 𝑎. 𝑠. 𝑎𝑠 𝑇 → ∞; (3.3.4) 
and   𝐸 [(
𝜓(3)(𝜂𝑖)
𝜓′′(𝜂𝑖)
)
2
|ℱ𝑡]  are uniformly integrable. (3.3.5) 
 Therefore, the second-order lower bound for any sequential procedure 𝑝 is: 
𝑅(𝑝)
≥
𝐸 [(√𝜓′′(𝜂1)𝜓′2(𝜂2) + √𝜓′′(𝜂2)𝜓′2(𝜂1))
2
]
𝑇
+
𝐸 [
√𝜓′′(𝜂2)𝜓
′(𝜂2)
𝜓′′(𝜂1)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂1)
2 −𝜓′(𝜂1)𝜓
(3)(𝜂1))
2
]
4𝑇2
+
𝐸 [
√𝜓′′(𝜂1)𝜓
′(𝜂1)
𝜓′′(𝜂2)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂2)
2 −𝜓′(𝜂2)𝜓
(3)(𝜂2))
2
]
4𝑇2
−
𝐸 [(√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1))
2
∙ √
𝜓′′(𝜂1)
𝜓′(𝜂1)2
√
𝜓′′(𝜂2)
𝜓′(𝜂2)2
]
𝑇2
+𝑂 (
1
𝑇2
). 
(3.3.6) 
 Remark: in this study, we use standard notations for asymptotic comparison:  
a. 𝑓(𝑇) = 𝑜(𝑔(𝑇)) as 𝑇 → ∞ if and only if for non-zero 𝑔, 
𝑓(𝑇)
𝑔(𝑇)
→ 0; 
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b. 𝑓(𝑇) = 𝑂(𝑔(𝑇)), as 𝑇 → ∞ if and only if there exists a positive real 
number 𝐶 and a real number 𝑇0 such that |𝑓(𝑇)| ≤ 𝐶𝑔(𝑇) for all 𝑇 ≥ 𝑇0. 
 Proof: 
𝑅(𝑝) = 𝐸 [
𝑈𝑀𝐶𝑁
𝑀
+
𝑉𝑁𝐷𝑀
𝑁
] − 𝐸 [
𝑈𝑀𝑉𝑁
𝑀𝑁
] = 𝑅1(𝑝) − 𝑅2(𝑝) (3.3.7) 
 where 𝑅1(𝑝) = 𝐸 [
𝑈𝑀𝐶𝑁
𝑀
+
𝑉𝑁𝐷𝑀
𝑁
] and 𝑅2(𝑝) = 𝐸 [
𝑈𝑀𝑉𝑁
𝑀𝑁
]. 
𝑅1(𝑝) = 𝐸 [
𝑈𝑀𝐶𝑁
𝑀
+
𝑉𝑁𝐷𝑀
𝑁
] = 𝐸 [
𝑇𝑁𝑈𝑀𝐶𝑁 + 𝑇𝑀𝑉𝑁𝐷𝑀
𝑇𝑀𝑁
] 
= 𝐸 [
[(𝑀 +𝑁)𝑁𝑈𝑀𝐶𝑁 + (𝑀 +𝑁)𝑀𝑉𝑁𝐷𝑀]
𝑇𝑀𝑁
 ] 
= 𝐸 [
𝑈𝑀𝐶𝑁
𝑇
+
𝑉𝑁𝐷𝑀
𝑇
] + 𝐸 [
(𝑁√𝑈𝑀𝐶𝑁)
2 + (𝑀√𝑉𝑁𝐷𝑀)
2
𝑇𝑀𝑁
] 
= 𝐸 [
(√𝑈𝑀𝐶𝑁 + √𝑉𝑁𝐷𝑀)
2
𝑇
] − 𝐸 [
2√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀
𝑇
] + 𝐸 [
(𝑁√𝑈𝑀𝐶𝑁)
2 + (𝑀√𝑉𝑁𝐷𝑀)
2
𝑇𝑀𝑁
] 
= 𝐸 [
(√𝑈𝑀𝐶𝑁 + √𝑉𝑁𝐷𝑀)
2
𝑇
] + 𝐸 [
[𝑁√𝑈𝑀𝐶𝑁 −𝑀√𝑉𝑁𝐷𝑀]
2
𝑇𝑀𝑁
] (3.3.8) 
 Since 𝑇 is fixed, the first term is also fixed once tests allocated. Thus 𝑅1(𝑝) is 
bounded by first term as below: 
𝑅1(𝑝) ≥ 𝐸 [
(√𝑈𝑀𝐶𝑁 + √𝑉𝑁𝐷𝑀)
2
𝑇
] (3.3.9) 
with equality if: 
𝑀
𝑁
=
√𝑈𝑀𝐶𝑁
√𝑉𝑁𝐷𝑀
(3.3.10)
 
which is equivalent to: 
22 
 
𝑀
𝑇
=
√𝑈𝑀𝐶𝑁
√𝑈𝑀𝐶𝑁 + √𝑉𝑁𝐷𝑀
. (3.3.11) 
 To expand the right-hand side term of (3.3.2), we have 
𝐸 [
(√𝑈𝑀𝐶𝑁 + √𝑉𝑁𝐷𝑀)
2
𝑇
] =
𝐸[𝑈𝑀𝐶𝑁 + 𝑉𝑁𝐷𝑀]
𝑇
+
2𝐸[√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀]
𝑇
(3.3.12) 
=
𝐸[𝐸[𝜓′′(𝜂1)𝜓
′2(𝜂2)|ℱ] + 𝐸[𝜓
′′(𝜂2)𝜓
′2(𝜂1)|ℱ]]
𝑇
+
2𝐸[√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀]
𝑇
(3.3.13) 
 By using Theory (2.13.c),  
(3.3.13) =
𝐸[𝜓′′(𝜂1)𝜓
′2(𝜂2) + 𝜓
′′(𝜂2)𝜓
′2(𝜂1)]
𝑇
+
2𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂2)𝜓′′(𝜂2)𝜓′2(𝜂1)]
𝑇
−
2𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂2)𝜓′′(𝜂2)𝜓′2(𝜂1)]
𝑇
+
2𝐸[√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀]
𝑇
 
=
𝐸 [(√𝜓′′(𝜂1)𝜓′2(𝜂2) + √𝜓′′(𝜂2)𝜓′2(𝜂1))
2
]
𝑇
+
2𝐸 [√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂2)𝜓′′(𝜂2)𝜓′2(𝜂1)|ℱ]]
𝑇
(3.3.14)
 
 Next, we need to solve the expression inside the bracket of second term, which is  
√𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂2)𝜓′′(𝜂2)𝜓′2(𝜂1)|ℱ] 
= √𝑈𝑀𝐶𝑁𝑉𝑁𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ]𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ] 
= √𝑈𝑀𝐷𝑀√𝑉𝑁𝐶𝑁 +√𝑈𝑀𝐷𝑀𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ] − √𝑈𝑀𝐷𝑀𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ]
− 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ]𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ] 
= √𝑈𝑀𝐷𝑀(√𝑉𝑁𝐶𝑁 − 𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ]) 
+𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ](√𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ]) (3.3.15) 
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Lemma 3.2:  
 Suppose that (3.3.1), (3.3.2) and a function 𝑔(𝜂) are continuously differentiable, then  
𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ] = 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] + 𝐸[√𝜓
′′(𝜂1)|ℱ]𝐸[𝜓
′(𝜂1)|ℱ] (3.3.16) 
𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ] = 𝐸 [
(√𝜓′′(𝜂2))
′
𝑁 |ℱ] + 𝐸[√𝜓
′′(𝜂2)|ℱ]𝐸[𝜓
′(𝜂2)|ℱ] (3.3.17) 
Proof:  
 The proofs for (3.3.16) and (3.3.17) are the same when we remove the subscript for 𝜂. 
Hence, we remove the subscript for 𝜂 to show a general proof. 
Let function 𝑔(𝜂) = √𝜓′′(𝜂), and the posterior distribution 𝜋(𝜃|ℱ) in (2.1.31). 
 Then 
𝐸[𝑔(𝜂)𝜓′(𝜂)|ℱ] = ∫𝑔(𝜂)𝜓′(𝜂)𝜋(𝜃|ℱ) 𝑑𝜃 = ∫𝑔(𝜂)(𝜓′(𝜂) − 𝜇𝑛 + 𝜇𝑛)𝜋(𝜃|ℱ) 𝑑𝜃 
= ∫𝑔(𝜂)(𝜓′(𝜂) − 𝜇𝑛)𝜋(𝜃|ℱ) 𝑑𝜃 + 𝜇𝑛∫𝑔(𝜂)𝜋(𝜃|ℱ) 𝑑𝜃 
= −
1
𝑟𝑛
∫𝑔(𝜂)𝑟𝑛(𝜇𝑛 −𝜓
′(𝜂))𝜋(𝜃|ℱ) 𝑑𝜃 + 𝜇𝑛∫𝑔(𝜂)𝜋(𝜃|ℱ) 𝑑𝜃 
= −
1
𝑟𝑛
∫𝑔(𝜂) [
𝜕
𝜕𝜃
𝜋(𝜃|ℱ)] 𝑑𝜃 + 𝜇𝑛∫𝑔(𝜂)𝜋(𝜃|ℱ) 𝑑𝜃 
=
1
𝑟𝑛
∫[
𝜕
𝜕𝜃
𝑔(𝜂)]𝜋(𝜃|ℱ) 𝑑𝜃 + 𝜇𝑛∫𝑔(𝜂)𝜋(𝜃|ℱ) 𝑑𝜃 
where 𝑟𝑛 = 𝑛 + 𝑟, 𝜇𝑛 = 𝐸[𝜓
′(𝜂2)|ℱ]. 
 The last equation is derived by Lemma 2.5 (Woodroofe 1981). 
Finally, we have 
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𝐸[𝑔(𝜂)𝜓′(𝜂)|ℱ] = 𝐸 [
(√𝜓′′(𝜂))
′
𝑛 + 𝑟 |ℱ] + 𝐸[√𝜓
′′(𝜂)|ℱ]𝐸[𝜓′(𝜂)|ℱ]. 
∎ 
 Now we move on to calculate √𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ], 
√𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ]                                                                             (3.3.18) 
= √𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓
′(𝜂1)|ℱ] − 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] 
=
𝑈𝑀𝐷𝑀 − 𝐸
2[√𝜓′′(𝜂1)|ℱ]𝐸
2[𝜓′(𝜂1)|ℱ]
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] 
=
𝐸[𝜓′′(𝜂1)|ℱ]𝐸[𝜓
′2(𝜂1)|ℱ] − 𝐸
2[√𝜓′′(𝜂1)|ℱ]𝐸
2[𝜓′(𝜂1)|ℱ]
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] 
=
𝐸[𝜓′′(𝜂1)|ℱ][𝑉𝑎𝑟(𝜓
′(𝜂1)|ℱ) + 𝐸
2[𝜓′(𝜂1)|ℱ]] − 𝐸
2[√𝜓′′(𝜂1)|ℱ]𝐸
2[𝜓′(𝜂1)|ℱ]
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] 
=
𝐸[𝜓′′(𝜂1)|ℱ]𝑉𝑎𝑟(𝜓
′(𝜂1)|ℱ) + 𝐸
2[𝜓′(𝜂1)|ℱ](𝐸[𝜓
′′(𝜂1)|ℱ] − 𝐸
2[√𝜓′′(𝜂1)|ℱ])
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] 
=
𝐸[𝜓′′(𝜂1)|ℱ]𝑉𝑎𝑟(𝜓
′(𝜂1)|ℱ) + 𝐸
2[𝜓′(𝜂1)|ℱ]𝑉𝑎𝑟[√𝜓′′(𝜂1)|ℱ]
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [
(√𝜓′′(𝜂1))
′
𝑀 |ℱ] .
(3.3.19) 
Lemma 3.3:  
 Suppose that the function 𝑔(𝜂) is continuously differentiable and 
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∫
𝑔′(𝜂)2
𝜓′′(𝜂)
𝑑𝜃 < ∞. (3.3.20) 
then  
𝑉𝑎𝑟(𝑔(𝜂1)|ℱ) ≤ 𝐸 [
𝑔′(𝜂1)
2
𝑀𝜓′′(𝜂1)
|ℱ] , (3.3.21) 
𝑉𝑎𝑟(𝑔(𝜂2)|ℱ) ≤ 𝐸 [
𝑔′(𝜂2)
2
𝑁𝜓′′(𝜂2)
|ℱ] . (3.3.22) 
Proof: Again, we ignore the subscripts for simplicity. 
 Let 𝑔(𝜂) = √𝜓′′(𝜂), and the posterior distribution 𝜋(𝜃|ℱ) in (2.1.31).  
 Let ?̂?𝑛 (?̂?𝑛 ∈ Ω) be the solution of  𝜇𝑛 = 𝜓
′(?̂?𝑛). Then 
𝑉𝑎𝑟(𝑔(𝜂)|ℱ) = ∫[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2𝜋(𝜃|ℱ) 𝑑𝜃 
= −
1
𝑟𝑛
∫
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
𝜓′(𝜂) − 𝜇𝑛
𝑟𝑛(𝜇𝑛 −𝜓
′(𝜂))𝜋(𝜃|ℱ)𝑑𝜃 
= −
1
𝑟𝑛
∫
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
𝜓′(𝜂) − 𝜇𝑛
[
𝜕
𝜕𝜃
𝜋(𝜃|ℱ)] 𝑑𝜃 
=
1
𝑟𝑛
∫
𝜕
𝜕𝜃
[
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
𝜓′(𝜂) − 𝜇𝑛
] 𝜋(𝜃|ℱ)𝑑𝜃 (3.3.23) 
 The last equation follows Lemma 2.5 which is shown in (Woodroofe 1981). To show 
that it holds, we need to make sure the following condition is satisfied, that is 
∫
𝜕
𝜕𝜃
[
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
𝜓′(𝜂) − 𝜇𝑛
]𝑑𝜃 < ∞. (3.3.24) 
 To expand 
𝜕
𝜕𝜃
[
[𝑔(𝜂)−𝑔(?̂?𝑛)]
2
𝜓′(𝜂)−𝜇𝑛
], 
𝜕
𝜕𝜃
[
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
𝜓′(𝜂) − 𝜇𝑛
] = 2𝑔′(𝜂)
𝑔(𝜂) − 𝑔(?̂?𝑛)
𝜓′(𝜂) − 𝜇𝑛
−𝜓′′(𝜂)
[𝑔(𝜂) − 𝑔(?̂?𝑛)]
2
[𝜓′(𝜂) − 𝜇𝑛]2
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= − [
𝑔′(𝜂)
√𝜓′′(𝜂)
− √𝜓′′(𝜂)
𝑔(𝜂) − 𝑔(?̂?𝑛)
𝜓′(𝜂) − 𝜇𝑛
]
2
+
𝑔′(𝜂)2
𝜓′′(𝜂)
≤
𝑔′(𝜂)2
𝜓′′(𝜂)
. 
 Hence, 
𝜕
𝜕𝜃
[
[𝑔(𝜂)−𝑔(?̂?𝑛)]
2
𝜓′(𝜂)−𝜇𝑛
] is bounded by a function which is uniformly integrable. The 
condition (3.3.24) is satisfied and thus 
𝑉𝑎𝑟(𝑔(𝜂)|ℱ) ≤
1
𝑟𝑛
∫
𝑔′(𝜂)2
𝜓′′(𝜂)
𝜋(𝜃|ℱ)𝑑𝜃 = 𝐸 [
𝑔′(𝜂)2
𝑟𝑛𝜓′′(𝜂)
|ℱ] . (3.3.25) 
∎ 
Hence, 𝑉𝑎𝑟[𝑔(𝜂1)|ℱ ] = 𝑉𝑎𝑟[√𝜓′′(𝜂1)|ℱ] ≤ 𝐸 [
𝑔′2(𝜂)
𝑀𝜓′′(𝜂1)
|ℱ].  
Also 𝑔′(𝜂1) =
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
, then 𝐸 [
𝑔′(𝜂1)
2
𝑀𝜓′′(𝜂1)
|ℱ] = 𝐸 [
𝜓(3)(𝜂1)
2
4𝑀𝜓′′(𝜂1)
|ℱ].  
Recall that 𝑉𝑎𝑟(𝜓′(𝜂1)|ℱ) = 𝐸 [
𝜓′′(𝜂1)
𝑀
|ℱ], then 
𝑇 ∙ {𝐸[𝜓′′(𝜂1)|ℱ]𝑉𝑎𝑟(𝜓
′(𝜂1)|ℱ) + 𝐸
2[𝜓′(𝜂1)|ℱ]𝑉𝑎𝑟[√𝜓′′(𝜂1)|ℱ]} 
≤ 𝑇 ∙ {𝐸[𝜓′′(𝜂1)|ℱ]𝐸 [
𝜓′′(𝜂1)
𝑀 |ℱ] + 𝐸
2[𝜓′(𝜂1)|ℱ]𝐸 [
𝑔′2(𝜂)
𝑀𝜓′′(𝜂1)
|ℱ]} 
= 𝐸 [
𝑇
𝑀
] {𝐸2[𝜓′′(𝜂1)|ℱ] + 𝐸
2[𝜓′(𝜂1)|ℱ]𝐸 [(
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
)
2
|ℱ]} . (3.3.26) 
Lemma 3.3:  
 If 𝑚𝑖,𝑡 → ∞ in probability for each 𝑖 = 1,… , 𝑘, as 𝑡 → ∞. Then 
𝐸 [√𝑈𝑚𝑖,𝑡] → √𝜓
′′(𝜂𝑖)𝜓
′(𝜂𝑖), in probability, (3.3.27) 
 where 𝑈𝑚𝑖,𝑡 = 𝐸[𝜓
′′(𝜂𝑖)|ℱ𝑡]𝐸[𝜓
′(𝜂𝑖)
2|ℱ𝑡]. 
Proof: 
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 According to the Theorem 2.27 (optimal stopping theorem), the conditional 
expectations 𝐸[𝜓′(𝜂𝑖)|ℱ𝑡] and 𝐸[𝜓
′′(𝜂𝑖)|ℱ𝑡] are martingales for each 𝑖 = 1,… , 𝑘 with 
random stopping times 𝑚1,𝑡 , … ,𝑚𝑘,𝑡.  
 Then, by Theorem 2.25 (martingale convergence theorem),  𝑈𝑚𝑖,𝑡 converges to 
𝜓′′(𝜂𝑖)𝜓
′(𝜂𝑖)
2 in probability for every 𝑖 = 1, … , 𝑘 and the final statement follows. 
∎ 
 Recall: 𝑈𝑀 = 𝐸[𝜓
′′(𝜂1)|ℱ𝑡], 𝐷𝑀 = 𝐸[𝜓
′(𝜂1)
2|ℱ𝑡]. 
 By applying Lemma 3.3, we get  
𝐸[√𝑈𝑀𝐷𝑀] → √𝜓′′(𝜂1)𝜓
′(𝜂1); (3.3.28) 
𝐸 [√𝜓′′(𝜂1)] 𝐸[𝜓
′(𝜂1)] → √𝜓′′(𝜂1)𝜓
′(𝜂1). (3.3.29) 
 Therefore, 
𝑇 ∙ 𝐸 [√𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ]] 
≤ 𝐸 [
𝑇
𝑀
]
{
 
 
 
 
𝐸
[
 
 
 
 
 
𝐸2[𝜓′′(𝜂1)|ℱ] + 𝐸
2[𝜓′(𝜂1)|ℱ]𝐸 [(
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
)
2
|ℱ]
√𝑈𝑀𝐷𝑀 + 𝐸[√𝜓′′(𝜂1)|ℱ]𝐸[𝜓′(𝜂1)|ℱ]
− 𝐸 [(√𝜓′′(𝜂1))
′
|ℱ]
]
 
 
 
 
 
}
 
 
 
 
 
= E [
𝑇
𝑀
]
{
 
 
 
 𝐸2[𝜓′′(𝜂1)] + 𝐸
2[𝜓′(𝜂1)]𝐸 [(
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
)
2
]
𝐸[√𝑈𝑀𝐷𝑀] + 𝐸[√𝜓′′(𝜂1)]𝐸[𝜓′(𝜂1)]
− 𝐸 [
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
]
}
 
 
 
 
 
≤ E [
𝑇
𝑀
]
{
 
 
 
 𝐸[𝜓′′(𝜂1)
2] + 𝐸[𝜓′(𝜂1)
2]𝐸 [(
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
)
2
]
𝐸[√𝑈𝑀𝐷𝑀] + 𝐸[√𝜓′′(𝜂1)]𝐸[𝜓′(𝜂1)]
− 𝐸 [
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
]
}
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→
√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1)
√𝜓′′(𝜂1)𝜓′(𝜂2)
{
 
 
 
 𝜓′′(𝜂1)
2 +𝜓′(𝜂1)
2 (
𝜓(3)(𝜂1)
2√𝜓′′(𝜂1)
)
2
− 𝜓′(𝜂1)𝜓
(3)(𝜂1)
2√𝜓′′(𝜂1)𝜓′(𝜂1)
}
 
 
 
 
=
√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1)
√𝜓′′(𝜂1)𝜓′(𝜂2)
∙
(𝜓′′(𝜂1) −
𝜓′(𝜂1)𝜓
(3)(𝜂1)
2𝜓′′(𝜂1)
)
2
2√𝜓′′(𝜂1)𝜓′(𝜂1)
 
=
1
2𝜓′′(𝜂1)
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
)(𝜓′′(𝜂1) −
𝜓′(𝜂1)𝜓
(3)(𝜂1)
2𝜓′′(𝜂1)
)
2
 
=
1
8𝜓′′(𝜂1)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
)(2𝜓′′(𝜂1)
2 − 𝜓′(𝜂1)𝜓
(3)(𝜂1))
2
. (3.3.30) 
 Therefore, 
𝑇 ∙ 𝐸[𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ](√𝑈𝑀𝐷𝑀 − 𝐸[√𝜓′′(𝜂1)𝜓′2(𝜂1)|ℱ])]
→
√𝜓′′(𝜂2)𝜓
′(𝜂2)
8𝜓′′(𝜂1)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂1)
2 −𝜓′(𝜂1)𝜓
(3)(𝜂1))
2
. (3.3.31)
 
 Similarly, 
𝑇 ∙ 𝐸[√𝑈𝑀𝐷𝑀(√𝑉𝑁𝐶𝑁 − 𝐸[√𝜓′′(𝜂2)𝜓′2(𝜂2)|ℱ])]
→
√𝜓′′(𝜂1)𝜓
′(𝜂1)
8𝜓′′(𝜂2)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
)(2𝜓′′(𝜂2)
2 − 𝜓′(𝜂2)𝜓
(3)(𝜂2))
2
. (3.3.32)
 
 Therefore, we have 
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𝑅1(𝑝)
≥
𝐸 [(√𝜓′′(𝜂1)𝜓′2(𝜂2) + √𝜓′′(𝜂2)𝜓′2(𝜂1))
2
]
𝑇
+
𝐸 [
√𝜓′′(𝜂2)𝜓
′(𝜂2)
𝜓′′(𝜂1)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂1)
2 −𝜓′(𝜂1)𝜓
(3)(𝜂1))
2
]
4𝑇2
+
𝐸 [
√𝜓′′(𝜂1)𝜓
′(𝜂1)
𝜓′′(𝜂2)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂2)
2 −𝜓′(𝜂2)𝜓
(3)(𝜂2))
2
]
4𝑇2
 
+𝑂 (
1
𝑇2
) . (3.3.33) 
Next, we derive 𝑅2(𝑝) with conditions and lemma shown above. 
𝑅2(𝑝) = 𝐸 [
𝑈𝑀𝑉𝑁
𝑀𝑁
] =
1
𝑇2
𝐸 [
𝑇
𝑀
∙
𝑇
𝑁
∙ 𝐸[𝜓′′(𝜂1)|ℱ] ∙ 𝐸[𝜓
′′(𝜂2)|ℱ]] 
→
1
𝑇2
𝐸 [
√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1)
√𝜓′′(𝜂1)𝜓′(𝜂2)
∙
√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1)
√𝜓′′(𝜂2)𝜓′(𝜂1)
∙ 𝜓′′(𝜂1)𝜓
′′(𝜂2)] 
=
1
𝑇2
𝐸 [(√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1))
2
∙ √
𝜓′′(𝜂1)
𝜓′(𝜂1)2
√
𝜓′′(𝜂2)
𝜓′(𝜂2)2
] . (3.3.34) 
Finally, we get an asymptotic second-lower bound of Bayes risk of two components 
in one-parameter exponential family, that is, 
𝑅(𝑝) = 𝑅1(𝑝) + 𝑅2(𝑝) 
≥
𝐸 [(√𝜓′′(𝜂1)𝜓′2(𝜂2) + √𝜓′′(𝜂2)𝜓′2(𝜂1))
2
]
𝑇
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+
𝐸 [
√𝜓′′(𝜂2)𝜓
′(𝜂2)
𝜓′′(𝜂1)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
)(2𝜓′′(𝜂1)
2 − 𝜓′(𝜂1)𝜓
(3)(𝜂1))
2
]
4𝑇2
 
+
𝐸 [
√𝜓′′(𝜂1)𝜓
′(𝜂1)
𝜓′′(𝜂2)3
(
√𝜓′′(𝜂1)
𝜓′(𝜂1)
+
√𝜓′′(𝜂2)
𝜓′(𝜂2)
) (2𝜓′′(𝜂2)
2 − 𝜓′(𝜂2)𝜓
(3)(𝜂2))
2
]
4𝑇2
 
−
𝐸 [(√𝜓′′(𝜂1)𝜓
′(𝜂2) + √𝜓′′(𝜂2)𝜓
′(𝜂1))
2
∙ √
𝜓′′(𝜂1)
𝜓′(𝜂1)2
√
𝜓′′(𝜂2)
𝜓′(𝜂2)2
]
𝑇2
+ 𝑂(
1
𝑇2
) . ∎
 
 
3.4 Sampling Designs for Bernoulli Distribution Case 
 Let 𝑥11, … , 𝑥1𝑚1~𝐵𝑒𝑟(𝜃1), 𝑥21, … 𝑥2𝑚2~𝐵𝑒𝑟(𝜃2), where 𝜃1, 𝜃2 , both unknown, 
represent reliability of the two independent components respectively. 
Assume that, 𝜃1~𝐵𝑒𝑡𝑎 (𝑎𝑜 , 𝑏𝑜), 𝜃2~𝐵𝑒𝑡𝑎 (𝑐𝑜 , 𝑑𝑜), where 0 ≤ 𝜃1 ≤ 1, 0 ≤ 𝜃2 ≤ 1; 
and 0 < 𝑎𝑜 , 𝑏𝑜 , 𝑐𝑜 , 𝑑𝑜 < ∞. 
Let 𝑟1,𝑜 = 𝑎𝑜 + 𝑏𝑜; 𝜇1,𝑜 =
𝑎𝑜
𝑎𝑜+𝑏𝑜
 represent the sample size and prior mean in the 
conjugate prior distribution which density is 
𝑑𝜋(𝜃1) =
𝜃1
𝑎𝑜−1(1 − 𝜃1)
𝑏𝑜−1
𝐵(𝑎𝑜 , 𝑏𝑜)
, (3.4.1) 
and similarly, 
𝑑𝜋(𝜃2) =
𝜃2
𝑐𝑜−1(1 − 𝜃2)
𝑑𝑜−1
𝐵(𝑐𝑜 , 𝑑𝑜)
, (3.4.2) 
where 𝑟2,𝑜 = 𝑐𝑜 + 𝑑𝑜; 𝜇2,𝑜 =
𝑐𝑜
𝑐𝑜+𝑑𝑜
. 
 we also have in section 2.1, 
𝜓′(𝜂1) = 𝜃1, 𝜓
′′(𝜂1) = 𝜃1(1 − 𝜃1), 𝜓
(3)(𝜂1) = 𝜃1(1 − 𝜃1)(1 − 2𝜃1) 
31 
 
𝜓′(𝜂2) = 𝜃2, 𝜓
′′(𝜂2) = 𝜃2(1 − 𝜃2),𝜓
(3)(𝜂2) = 𝜃2(1 − 𝜃2)(1 − 2𝜃2) 
 Again, let 𝑀 = 𝑚1 + 𝑟1,𝑜 and 𝑁 = 𝑚2 + 𝑟2,𝑜 to ease the notation. 
Theorem 3.10: Second-Order Lower Bound for Bernoulli Case 
 For a serial system which has two independent components, any 𝑖𝑡ℎ sample randomly 
taken from one component is treated as a Bernoulli trial. With fixed 𝑇 = 𝑀 +𝑁, any 
sequential design, 𝑝, satisfying  
a.  
𝑀
𝑇
→ 
√𝜃1(1−𝜃1)𝜃2
√𝜃1(1−𝜃1)𝜃2+√𝜃2(1−𝜃2)𝜃1
, 𝑎. 𝑠. as 𝑇 →  ∞, 
b. 
𝑇
𝑀
𝐸[(1 − 2𝜃1)
2|ℱ𝑇], and 
𝑇
𝑁
𝐸[(1 − 2𝜃2)
2|ℱ𝑇] are uniformly integrable. 
The Bayes risk is bounded asymptotically as 
𝑅(𝑝) ≥
𝐸 [(√𝜃1(1 − 𝜃1)𝜃2 + √𝜃2(1 − 𝜃2)𝜃1)
2
]
𝑇
 
+
𝐸[𝜃1𝜃2 (√
1 − 𝜃1
𝜃1
+√
1 − 𝜃2
𝜃2
) [
√𝜃1(1 − 𝜃1)
1 − 𝜃2
+
√𝜃2(1 − 𝜃2)
1 − 𝜃1
]]
4𝑇2
 
−
𝐸 [(√𝜃1(1 − 𝜃2) + √𝜃2(1 − 𝜃1))
2
√𝜃1(1 − 𝜃1)𝜃2(1 − 𝜃2)]
𝑇2
+ 𝑂(
1
𝑇2
) . (3.4.3)
 
Proof:  
 The subscript of two components are suppressed due to similarity. 
 As introduced in section 2.1, the natural representation of Bernoulli distribution is  
𝑓𝜂(𝑥) = exp{𝑥𝑙𝑜𝑔(𝜂) + (1 − 𝑥)𝜓(𝜂)} 𝑑Λ(𝑥) (3.4.4) 
where 𝜂 = 𝜂(𝜃) = log (
𝜃
1−𝜃
) , 𝜓(𝜂) = log (1 + 𝑒𝜂). 
 Clearly, 𝜓(𝜂) > 0 and 𝜓(𝜂) is infinitely differentiable in terms of 𝜂. 
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a. ∫𝜓′(𝜂)𝑑𝜋 = ∫𝜃
𝜃𝑎𝑜−1(1−𝜃)𝑏𝑜−1
𝐵(𝑎𝑜,𝑏𝑜)
𝑑𝜃 =
𝐵(𝑎𝑜+1,𝑏𝑜)
𝐵(𝑎𝑜,𝑏𝑜)
∫
𝜃(𝑎𝑜+1)−1(1−𝜃)𝑏𝑜−1
𝐵(𝑎𝑜+1,𝑏𝑜)
𝑑𝜃 
=
𝐵(𝑎𝑜 + 1, 𝑏𝑜)
𝐵(𝑎𝑜 , 𝑏𝑜)
=
𝑎𝑜 + 1
𝑎𝑜 + 𝑏𝑜 + 1
< ∞; (3.4.5) 
b. ∫𝜓′′(𝜂)𝑑𝜋 = ∫𝜃(1 − 𝜃)
𝜃𝑎𝑜−1(1−𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 ,𝑏𝑜)
𝑑𝜃 
=
𝐵(𝑎𝑜 + 1, 𝑏𝑜 + 1)
𝐵(𝑎𝑜 , 𝑏𝑜)
∫
𝜃(𝑎𝑜+1)−1(1 − 𝜃)(𝑏𝑜+1)−1
𝐵(𝑎𝑜 + 1, 𝑏𝑜 + 1)
𝑑𝜃 
 =
𝐵(𝑎𝑜 + 1, 𝑏𝑜 + 1)
𝐵(𝑎𝑜 , 𝑏𝑜)
=
(𝑎𝑜 + 1)(𝑏𝑜 + 1)
(𝑎𝑜 + 𝑏𝑜 + 2)(𝑎𝑜 + 𝑏𝑜 + 1)
< ∞; (3.4.6) 
c. ∫
𝜓(3)(𝜂)2
𝜓′′(𝜂)2
𝑑𝜋 = ∫(1 − 2𝜃)2
𝜃𝑎𝑜−1(1−𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 ,𝑏𝑜)
𝑑𝜃 
= ∫(1 − 4𝜃 + 4𝜃2)
𝜃𝑎𝑜−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 , 𝑏𝑜)
𝑑𝜃 
= ∫
𝜃𝑎𝑜−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 , 𝑏𝑜)
𝑑𝜃 − 4
𝐵(𝑎𝑜 + 1, 𝑏𝑜)
𝐵(𝑎𝑜 , 𝑏𝑜)
∫
𝜃(𝑎𝑜+1)−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 + 1, 𝑏𝑜)
𝑑𝜃 
+4
𝐵(𝑎𝑜 + 2, 𝑏𝑜)
𝐵(𝑎𝑜 , 𝑏𝑜)
∫
𝜃(𝑎𝑜+2)−1(1 − 𝜃)𝑏𝑜−1
𝐵(𝑎𝑜 + 2, 𝑏𝑜)
𝑑𝜃 
= 1 −
4(𝑎𝑜 + 1)
𝑎𝑜 + 𝑏𝑜 + 1
+
4(𝑎𝑜 + 2)(𝑎𝑜 + 1)
(𝑎𝑜 + 𝑏𝑜 + 2)(𝑎𝑜 + 𝑏𝑜 + 1)
<  ∞. (3.4.7) 
which satisfy the conditions of Theorem 3.1. 
 Therefore, we can apply the result found in section 2.1. 
 
Fully Sequential Sampling Design for Bernoulli Case: 
 In this section, we present a fully sequential sampling design, 𝑝𝑓, for Bernoulli case. 
 The total sample size 𝑡 is fixed and decided before the test. 
 We proceed with the test as follows: 
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Step 1: Collect one sample case (𝑚1 = 𝑛1 = 1) from each component, 𝒫1 and 𝒫1. 
Step 2: We collect 𝑚ℓ sample cases from component 𝒫1, where ℓ ≥ 2,  
if 
𝑚ℓ+1 + 𝑟1,𝑜
𝑇
< ?̂?(𝑚ℓ+1, 𝑛ℓ+1), 
 then 
𝑚ℓ+1 = 𝑚ℓ + 1 
where 𝑚ℓ+1is the cumulative sample cases from component 𝒫1, 
 otherwise, 
𝑛ℓ+1 = 𝑛ℓ + 1  
where 𝑛ℓ+1is the cumulative sample cases from component 𝒫2, 
Step 3: We stop the iteration when 𝑇 = 𝑚ℓ+1 + 𝑛ℓ+1 + 𝑟1,𝑜 + 𝑟2,𝑜, which is the fixed 
total sample size. 
Recall (3.3.11) and let  
?̂?(𝑡) =
𝐸[𝜃2√𝜃1(1 − 𝜃1)|ℱ]
𝐸[𝜃2√𝜃1(1 − 𝜃1)|ℱ] + 𝐸[𝜃1√𝜃2(1 − 𝜃2)|ℱ]
 
for ?̂?(𝑚ℓ+1, 𝑛ℓ+1), ℱ = {𝑥11,… , 𝑥1𝑚ℓ+1 , 𝑥21, … , 𝑥2𝑛ℓ+1}. 
 Let 𝑅(𝑝𝑓) =
𝐸[(√𝜃1(1−𝜃1)𝜃2+√𝜃2(1−𝜃2)𝜃1)
2
]
𝑇
+
𝐸[𝜃1𝜃2(√
1−𝜃1
𝜃1
+√
1−𝜃2
𝜃2
)[
√𝜃1(1−𝜃1)
1−𝜃2
+
√𝜃2(1−𝜃2)
1−𝜃1
]]
4𝑇2
−
𝐸[(√𝜃1(1−𝜃2)+√𝜃2(1−𝜃1))
2
√𝜃1(1−𝜃1)𝜃2(1−𝜃2)]
𝑇2
 be the 
second-order lower bound of Bayes Risk incurred by fully sequential sampling design. 
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Three-Stage Sampling Design for Bernoulli Case: 
 In this section, Three-Stage sampling design is presented with 𝑡 test cases allocation. 
𝑡 is fixed and decided before sampling begins. The three-stage sampling scheme, 𝑝3𝑠𝑡𝑎𝑔𝑒 , is 
given as follows:  
 Let 𝑆𝑖 , 𝑖 = 1,2,3, be the cumulative total number of cases sampled after each stage.  
 The key ratio, ?̂?, is involved in each stage as well. 
?̂? =
√𝜓′′(𝜂1)𝜓
′(𝜂2)
√𝜓′′(𝜂1)𝜓′(𝜂2) + √𝜓′′(𝜂2)𝜓′(𝜂1)
 
 Stage 1: 
 According to (K. Rekab, A Nearly Optimal 2-Stage Procedure 2007), we allocate test 
cases with 𝑆1 in the first stage such that 
lim
𝑡→∞
𝑆1
𝑡
= 0  and lim
𝑡→∞
𝑆1 = ∞. 
 Assume that 𝑡 ≥ 𝑘 and let 𝑚1
1 = 𝑚2
1 = ⌊√
𝑡
𝑘
⌋, the greatest integer in √
𝑡
𝑘
, where 𝑘 is 
the number of components. We refine the key ratio ?̂? by evaluating its posterior expectation, 
?̂?𝑆1 = 𝐸[?̂?|ℱ𝑆1], where clearly 𝑆1 = ⌊√𝑘𝑡⌋. 
 For example, in this section, we are testing two independent components which 𝑘 =
2. Then 
𝑚1
1 = 𝑚2
1 = ⌊√
𝑡
2
⌋ , 𝑆1 = ⌊√2𝑡⌋. 
 Stage 2: 
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 Let 𝑆2 = ⌊𝛼𝑡⌋ which is the cumulative total sample size after second stage and 𝑆1 <
𝑆2 < 𝑡; it suffices that 𝛼 can be an arbitrary constant between √
𝑘
𝑡
 and 1, namely, √
𝑘
𝑡
< 𝛼 <
1.  
 Remark: this sampling design scheme will become two-stage sampling design by 
taking 𝛼 = 1 and dropping next stage. 
 Now we update sample sizes from each component based on the estimated key ratio 
obtained from stage 1. 
𝑚1
2 = min {𝑆2 −𝑚1
1,max {⌊𝑆2?̂?𝑆1⌋, 𝑚1
1}} 
𝑚2
2 = min {𝑆2 −𝑚2
1,max {𝑆2 −𝑚1
2, 𝑚2
1}} 
 The key ratio can be refined as ?̂?𝑆2 = 𝐸[?̂?|ℱ𝑆2]. 
 Stage 3:  
 In this stage, the remaining samples, 𝑡 − 𝑆2, will be allocated from each component 
based on 𝑆2 and updated ?̂?𝑆2 from stage 2. 
𝑚1 = min {𝑡 − 𝑚2
2, max {⌊𝑡?̂?𝑆2⌋, 𝑚1
2}} 
𝑚2 = min {𝑡 − 𝑚1
2, max {𝑡 − 𝑚1, 𝑚2
2}} 
 Since 𝛼 is arbitrary, 𝑆2 is allowed to vary under lim
𝑡→∞
𝑆2
𝑡
∈ (0,1)  and lim
𝑡→∞
𝑆2 = ∞. 
 This procedure also shows that the sample sizes from second stage, 𝑚𝑖
2, is in-between 
𝑚𝑖
1 and 𝑆2 −𝑚𝑖
1; the 𝑚𝑖 in third stage is in-between 𝑚𝑖
2 and 𝑡 − 𝑚𝑖
2. 
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3.5 Monte Carlo Simulations 
Monte Carlo Simulations of Fully Sequential Design: 
 Bernoulli distribution with prior distribution Beta (1,1) which is Uniform (0,1). 
 In this case,  samples are from two independent components  
𝑥11, … , 𝑥1𝑚1~𝐵𝑒𝑟(𝜃1), 𝑥21, … 𝑥2𝑚2~𝐵𝑒𝑟(𝜃2) respectively, where 𝜃1, 𝜃2 , both unknown, 
represent reliability of the independent components respectively. 
Assume that, 𝜃1~𝐵𝑒𝑡𝑎 (1, 1), 𝜃2~𝐵𝑒𝑡𝑎 (1,1), where 0 ≤ 𝜃1 ≤ 1, 0 ≤ 𝜃2 ≤ 1;  
Then 𝑎0 = 𝑏0 = 𝑐0 = 𝑑0 = 1, 𝑟1,𝑜 = 𝑟2,𝑜 = 2; 𝜇1,𝑜 = 𝜇2,𝑜 =
1
2
 . 
 
Table 1 Fully Sequential Sampling Design with 5000 Replications 
T t 𝐄[𝐦𝟏] 𝐄[𝐦𝟐] 
54 50 26 24 
74 70 36 34 
104 100 51 49 
204 200 101 99 
404 400 200 200 
604 600 301 299 
804 800 400 400 
1004 1000 498 502 
3004 3000 1504 1496 
where 𝑡 = 𝑚1 +𝑚2. 
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Table 2 Tβ ∙ |Δ| → 0 as t → ∞, where Δ = R(p) − R(pf), 0 ≤ β < 2. 
T t 𝒕 ∙ 𝚫 𝒕𝟏.𝟓 ∙ 𝚫 𝒕𝟐 ∙ 𝚫 
54 50 0.0195251 0.1380633 0.9762547 
74 70 0.0189836 0.1588284 1.3288538 
104 100 0.0261999 0.2619994 2.6199942 
204 200 0.0293166 0.4145991 5.8633165 
404 400 0.0330779 0.6615576 13.231152 
604 600 0.0252809 0.6192519 15.168512 
804 800 0.0337508 0.9546159 27.000615 
1004 1000 0.0306271 0.9685128 30.627065 
3004 3000 0.0324269 1.7760946 97.280708 
 
 
 
 
 
 
 
 
Figure 2 Δ = 𝑅(𝑝) − 𝑅(𝑝𝑓) is bounded by 𝑇
𝛽 as 𝑡 → ∞, where 0 ≤ 𝛽 ≤ 2, C ∈ ℝ 
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Monte Carlo Simulations of Three-Stage Design: 
 Again, let 𝑎0 = 𝑏0 = 𝑐0 = 𝑑0 = 1 
Table 3 Three-Stage Sampling Design with 5000 Replications 
T t 𝑬[𝒎𝟏] 𝑬[𝒎𝟐] 
54 50 24 26 
74 70 34 36 
104 100 50 50 
204 200 101 99 
404 400 197 203 
604 600 299 301 
804 800 400 400 
1004 1000 502 498 
3004 3000 1500 1500 
where 𝑡 = 𝑚1 +𝑚2. 
 
 
 
 
Table 4 𝑇𝛽 ∙ |Δ| → 0 as 𝑡 → ∞, where Δ = 𝑅(𝑝) − 𝑅(𝑝3𝑠𝑡𝑎𝑔𝑒), 0 ≤ 𝛽 < 2. 
T t 𝒕 ∙ 𝚫 𝒕𝟏.𝟓 ∙ 𝚫 𝒕𝟐 ∙ 𝚫 
54 50 0.017762376 0.125598964 0.88811879 
74 70 0.01882572 0.157507273 1.3178004 
104 100 0.029038566 0.290385657 2.90385657 
204 200 0.030652691 0.433494518 6.13053827 
404 400 0.028254056 0.565081121 11.3016224 
604 600 0.034347269 0.841332834 20.6083615 
804 800 0.026917926 0.76135392 21.5343408 
1004 1000 0.032764502 1.036104517 32.7645017 
3004 3000 0.032327896 1.770671772 96.9836872 
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Figure 3 Δ = 𝑅(𝑝) − 𝑅(𝑝3𝑠𝑡𝑎𝑔𝑒) is bounded by 𝑇
𝛽 as 𝑡 → ∞, where 0 ≤ 𝛽 ≤ 2, C ∈ ℝ 
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4. SECOND-ORDER EFFICIENCY FOR ESTIMATING PRODUCT OF K 
COMPONENTS 
In this chapter, we will derive an asymptotic second-order lower bound for k-
components series system, perform efficient sampling schemes designed accordingly, and 
review the results by using Monte Carlo simulations. 
 
4.1 Bayes Risk 
In Bernoulli distribution: 
 Recall that the reliability of the series system is the product of reliability of each 
independent component which is the product of the means specified in (3.2.1). With the 
choice of square error loss function 𝐿(𝜂, ?̂?) = (𝜂 − ?̂?)2, Bayes estimate for each individual 
component in Bernoulli distribution with parameter 𝜃𝑖 is the posterior mean of 𝜃𝑖, 𝜂?̂? =
𝐸[𝜃𝑖|ℱ𝑖], defined in (2.18). The assumption of independence among each component gives 
us that the Bayes estimate of the product of reliabilities is the product of the posterior means, 
that is 
?̂? (∏𝜃𝑖
𝑘
𝑖=1
) = 𝐸[∏ 𝜃𝑖
𝑘
𝑖=1 |ℱ𝑡], (4.1.1) 
where 𝑘 ≥ 2 ∈ ℤ. 
Therefore, the Bayes estimate that minimizes the Bayes risk is the expected posterior 
loss, namely 
𝑅(𝑝) = 𝐸[(𝜂 − ?̂?)2] = 𝐸[(𝜂 − 𝐸[𝜂])2|ℱ𝑡] = 𝐸[𝑉𝑎𝑟(∏ 𝜃𝑖
𝑘
𝑖=1 )|ℱ𝑡]. (4.1.2) 
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Now let’s expand (4.1.2), 
𝑅(𝑝) = 𝐸[𝑉𝑎𝑟(∏ 𝜃𝑖
𝑘
𝑖=1 )|ℱ𝑡] 
= 𝐸 [𝐸[∏ 𝜃𝑖
2𝑘
𝑖=1 |ℱ𝑡] − 𝐸
2[∏ 𝜃𝑖
𝑘
𝑖=1 |ℱ𝑡]] = 𝐸[∏ 𝐸[𝜃𝑖
2|ℱ𝑡]
𝑘
𝑖=1 −∏ 𝐸
2[𝜃𝑖|ℱ𝑡]
𝑘
𝑖=1 ]  
= 𝐸 [∏(𝑉𝑎𝑟(𝜃𝑖|ℱ𝑡) + 𝐸
2[𝜃𝑖|ℱ𝑡])
𝑘
𝑖=1
−∏𝐸2[𝜃𝑖|ℱ𝑡]
𝑘
𝑖=1
] (4.1.3) 
Recall that the conjugate posterior distribution also follows Beta distribution 
𝜃𝑖|ℱ𝑡~𝐵𝑒𝑡𝑎(𝑎𝑖,𝑛, 𝑏𝑖,𝑛), where 𝑎𝑖,𝑛 = 𝑎𝑖,0 + ∑ 𝑥𝑖,𝑚𝑖
𝑚𝑖
𝑖=1 , 𝑏𝑖,𝑛 = 𝑏𝑖,0 +𝑚𝑖 − ∑ 𝑥𝑖,𝑚𝑖
𝑚𝑖
𝑖=1 .  
The expectation and the variance of the posterior distributions are 
𝐸[𝜃𝑖|ℱ𝑡] =
𝑎𝑖,𝑛
𝑎𝑖,𝑛 + 𝑏𝑖,𝑛
=
𝑎𝑖,0 +∑ 𝑥𝑖,𝑚𝑖
𝑚𝑖
𝑖=1
𝑎𝑖,0 + 𝑏𝑖,0 +𝑚𝑖
, (4.1.4) 
𝑉𝑎𝑟(𝜃𝑖|ℱ𝑡) = 𝐸 [
𝜃𝑖(1 − 𝜃𝑖)
𝑎𝑖,0 + 𝑏𝑖,0 +𝑚𝑖
|ℱ𝑡] =
𝑎𝑖,𝑛𝑏𝑖,𝑛
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛)
2
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛 + 1)
. (4.1.5) 
Theorem 4.1 
For 𝑘 (𝑘 ≥ 2) independent components in a series system which follows a Bernoulli 
distribution with Beta priors, let the total number of samples 𝑡 = ∑ 𝑚𝑖
𝑘
𝑖=1  and 𝑡 is fixed.  
The Bayes risk, 𝑅(𝑝), can be written as 
𝑅(𝑝) = 𝐸 [∑[
𝑎𝑖,𝑛𝑏𝑖,𝑛
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛)
2
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛 + 1)
∏(
𝑎𝑗,𝑛
𝑎𝑗,𝑛 + 𝑏𝑗,𝑛
)
2𝑘
𝑗≠𝑖
]
𝑘
𝑖=1
+ ∑ ∑ (∏
𝑎𝑖,𝑛𝑏𝑖,𝑛
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛)
2
(𝑎𝑖,𝑛 + 𝑏𝑖,𝑛 + 1)𝑖∈𝐽𝑚
∏(
𝑎𝑗,𝑛
𝑎𝑗,𝑛 + 𝑏𝑗,𝑛
)
2
𝑗∉𝐽𝑚
)
𝐽𝑚∈𝐽
𝑘
𝑚=2
], 
(4.1.6)  
where 0 < 𝑎𝑖𝑜 , 𝑏𝑖𝑜 < ∞, 𝑎𝑖,𝑛 = 𝑎𝑖,0 +∑ 𝑥𝑖,𝑚𝑖
𝑚𝑖
𝑖=1 , 𝑏𝑖,𝑛 = 𝑏𝑖,0 +𝑚𝑖 − ∑ 𝑥𝑖,𝑚𝑖
𝑚𝑖
𝑖=1 . 
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Proof: 
To use (4.1.4) and (4.1.5), the Bayes risk in (4.1.3) can be written as 
𝑅(𝑝) = 𝐸[𝑉𝑎𝑟(∏ 𝜃𝑖
𝑘
𝑖=1 )|ℱ𝑡] 
          = 𝐸 [𝐸[∏ 𝜃𝑖
2𝑘
𝑖=1 |ℱ𝑡] − 𝐸
2[∏ 𝜃𝑖
𝑘
𝑖=1 |ℱ𝑡]] = 𝐸[∏ 𝐸[𝜃𝑖
2|ℱ𝑡]
𝑘
𝑖=1 −∏ 𝐸
2[𝜃𝑖|ℱ𝑡]
𝑘
𝑖=1 ]  
          = 𝐸[∏ (𝑉𝑎𝑟(𝜃𝑖|ℱ𝑡) + 𝐸
2[𝜃𝑖|ℱ𝑡])
𝑘
𝑖=1 −∏ 𝐸
2[𝜃𝑖|ℱ𝑡]
𝑘
𝑖=1 ]  
          = 𝐸[∑ [𝑉𝑎𝑟(𝜃𝑖|ℱ𝑡)∏ 𝐸
2[𝜃𝑗|ℱ𝑡]
𝑘
𝑗≠𝑖 ]
𝑘
𝑖=1   
                  +∑ ∑ (∏ 𝑉𝑎𝑟(𝜃𝑖|ℱ𝑡)𝑖∈𝐽𝑚 ∏ 𝐸
2[𝜃𝑗|ℱ𝑡]𝑗∉𝐽𝑚 )𝐽𝑚∈𝐽
𝑘
𝑚=2 ]  
          = 𝐸[∑ [𝐸 (
𝜃𝑖(1−𝜃𝑖)
𝑎𝑖,0+𝑏𝑖,0+𝑚𝑖 
|ℱ𝑡)∏ 𝐸
2[𝜃𝑗|ℱ𝑡]
𝑘
𝑗≠𝑖 ]
𝑘
𝑖=1   
                  +∑ ∑ (∏ 𝐸[(
𝜃𝑖(1−𝜃𝑖)
𝑎𝑖,0+𝑏𝑖,0+𝑚𝑖 
|ℱ𝑡]𝑖∈𝐽𝑚 ∏ 𝐸
2[𝜃𝑗|ℱ𝑡]𝑗∉𝐽𝑚 )𝐽𝑚∈𝐽
𝑘
𝑚=2 ]                                     (4.1.7)  
          = 𝐸[∑ [
𝑎𝑖,𝑛𝑏𝑖,𝑛
(𝑎𝑖,𝑛+𝑏𝑖,𝑛)
2
(𝑎𝑖,𝑛+𝑏𝑖,𝑛+1)
∏ (
𝑎𝑗,𝑛
𝑎𝑗,𝑛+𝑏𝑗,𝑛
)
2
𝑘
𝑗≠𝑖 ]
𝑘
𝑖=1   
                  +∑ ∑ (∏
𝑎𝑖,𝑛𝑏𝑖,𝑛
(𝑎𝑖,𝑛+𝑏𝑖,𝑛)
2
(𝑎𝑖,𝑛+𝑏𝑖,𝑛+1)
𝑖∈𝐽𝑚
∏ (
𝑎𝑗,𝑛
𝑎𝑗,𝑛+𝑏𝑗,𝑛
)
2
𝑗∉𝐽𝑚 )𝐽𝑚∈𝐽
𝑘
𝑚=2 ],  
where  𝐽 = {1,2,… , 𝑘}, and 𝐽𝑚 is a class of subsets of 𝐽 with exact 𝑚 elements. For example, 
let 𝑘 = 4,𝑚 = 2, then 𝐽𝑚 = {(1,2), (1,3), (1,4), (2,3), (2,4), (3,4)}. 
Hence, 𝑅(𝑝) in (4.1.6) gives us the Bayes risk estimate of reliability of k components 
series system in Bernoulli distribution. 
 
In One-Parameter Exponential Family: 
Based on (3.2.5), we extended the Bayes risk from 2 components to k components. 
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Theorem 4.2 
For 𝑘 (𝑘 ≥ 2) independent components in the series system, let the total number of 
samples 𝑡 = ∑ 𝑚𝑖
𝑘
𝑖=1  and 𝑡 is fixed.  
The Bayes risk can be written as 
𝑅(𝑝) = 𝐸 [∑[𝑉𝑎𝑟(𝜓′(𝜂𝑖)|ℱ)∏𝐸
2[𝜓′(𝜂𝑗)|ℱ]
𝑘
𝑗≠𝑖
]
𝑘
𝑖=1
+ ∑ ∑ (∏𝑉𝑎𝑟(𝜓′(𝜂𝑖)|ℱ)
𝑖∈𝐽𝑚
∏𝐸2[𝜓′(𝜂𝑗)|ℱ]
𝑗∉𝐽𝑚
)
𝐽𝑚∈𝐽
𝑘
𝑚=2
] 
= 𝐸 [∑[𝐸 (
𝜓′′(𝜂𝑖)
𝑟𝑖,𝑜 +𝑚𝑖  
|ℱ)∏𝐸2[𝜓′(𝜂𝑗)|ℱ]
𝑘
𝑗≠𝑖
]
𝑘
𝑖=1
+ ∑ ∑ (∏𝐸[(
𝜓′′(𝜂𝑖)
𝑟𝑖,𝑜 +𝑚𝑖 
|ℱ]
𝑖∈𝐽𝑚
∏𝐸2[𝜓′(𝜂𝑗)|ℱ]
𝑗∉𝐽𝑚
)
𝐽𝑚∈𝐽
𝑘
𝑚=2
] 
= 𝐸 [∑[
𝐷𝑖
𝑟𝑖,𝑜 +𝑚𝑖
]
𝑘
𝑖=1
+∑
𝐶𝑖,𝑚
∏ (𝑟𝑖,𝑜 +𝑚𝑖)𝑖∈𝐽𝑚
𝑘
𝑚=2
] , (4.1.8) 
where 
𝐷𝑖 = 𝐸[𝜓
′′(𝜂𝑖)|ℱ]∏𝐸
2[𝜓′(𝜂𝑗)|ℱ]
𝑘
𝑗≠𝑖
, 𝑖 = 1,2,… , 𝑘, 
and 
𝐶𝑖,𝑚 =∏𝐸[𝜓
′′(𝜂𝑖)|ℱ𝑡]∏ 𝐸
2[𝜓′(𝜂𝑗)|ℱ𝑡]
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
, 𝑚 = 2,… , 𝑘, 𝐽𝑚 ∈ 𝐽, 
and  𝐽 = {1,2,… , 𝑘}, and 𝐽𝑚 is a class of subsets of 𝐽 with exact 𝑚 elements. For example, let 
𝑘 = 4,𝑚 = 2, then 𝐽𝑚 = {(1,2), (1,3), (1,4), (2,3), (2,4), (3,4)}. 
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4.2 Second-Order Lower Bond  
In Bernoulli distribution: 
In this section, we will be deriving the second-order lower bond for the Bayes risk 
estimate under the uniformly integrability and non-negative means assumptions. 
Theorem 4.3 
For any sequential procedure 𝑝, 𝑖 = 1,2,… , 𝑘. 
Let 𝑥𝑖1,… , 𝑥𝑖𝑚𝑖~𝐵𝑒𝑟(𝜃𝑖), 𝜃𝑖~𝐵𝑒𝑡𝑎 (𝑎𝑖,0, 𝑏𝑖,0), where 0 ≤ 𝜃𝑖 ≤ 1, and 0 < 𝑎𝑖,0, 𝑏𝑖,0 < ∞;  
Let 𝑇 = ∑ 𝑀𝑖
𝑘
𝑖=1  which is fixed, where 𝑀𝑖 = 𝑚𝑖 + 𝑎𝑖,0 + 𝑏𝑖,0; 
𝑀1
𝑇
→
√𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖
∑ (√𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖 )
𝑘
𝑖=1
.  
𝑅(𝑝) ≥
𝐸[(∑ √𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖
𝑘
𝑖=1 )
2
]
𝑇
(1 +
𝐸[(∑ ∏ √
1−𝜃𝑖
𝜃𝑖
𝑖∈𝐽2
𝑘
𝑖=1 )]
𝑇
) + 𝑂 (
1
𝑇2
) . (4.2.1)
Remark: in this study, we use standard notations for asymptotic comparison:  
𝑓(𝑇) = 𝑂(𝑔(𝑇)), 𝑎𝑠 𝑇 → ∞ if and only if there exists a positive real number 𝐶 and a real 
number 𝑇0 such that |𝑓(𝑇)| ≤ 𝐶𝑔(𝑇) for all 𝑇 ≥ 𝑇0. 
Proof: 
𝑅(𝑝) = 𝐸 [∑[𝐸 (
𝜃𝑖(1 − 𝜃𝑖)
𝑀𝑖 
|ℱ𝑡)∏𝐸
2[𝜃𝑗|ℱ𝑡]
𝑘
𝑗≠𝑖
]
𝑘
𝑖=1
+ ∑ ∑ (∏𝐸[(
𝜃𝑖(1 − 𝜃𝑖)
𝑀𝑖 
|ℱ𝑡]
𝑖∈𝐽𝑚
∏𝐸2[𝜃𝑗|ℱ𝑡]
𝑗∉𝐽𝑚
)
𝐽𝑚∈𝐽
𝑘
𝑚=2
] 
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Let 
𝐷𝑖 = 𝐸[𝜃𝑖(1 − 𝜃𝑖)|ℱ𝑡]∏𝐸
2[𝜃𝑗|ℱ𝑡]
𝑘
𝑗≠𝑖
,  
𝐶𝑖,𝑚 =∏𝐸[𝜃𝑖(1 − 𝜃𝑖)|ℱ𝑡]∏ 𝐸
2[𝜃𝑗|ℱ𝑡]
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
, 𝑖 = 1,… , 𝑘, 
and  𝐽 = {1,2,… , 𝑘}, and 𝐽𝑚 is a class of subsets of 𝐽 with exact 𝑚 elements 
to ease the notations, then we have 
                 𝑅(𝑝) = 𝐸 [∑
𝐷𝑖
𝑀𝑖
𝑘
𝑖=1
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
]                                                    
= 𝐸 [
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+∑ ∑
∑ (𝑀𝑖√𝐷𝑗 −𝑀𝑗√𝐷𝑖)
2𝑘
𝑖=1,𝑖≠𝑗
𝑇∏ 𝑀𝑖𝑖∈𝐽𝑚𝐽𝑚∈𝐽
𝑘
𝑚=2
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
] (4.2.2) 
≥ 𝐸 [
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
].                                                             (4.2.3) 
Since the second term of equation (4.2.2) is non-negative, (4.2.3) is established with 
equality when 
𝑀𝑖
𝑇
=
√𝐷𝑖
∑ √𝐷𝑖
𝑘
𝑖=1
. 
To further derive the second term of (4.2.3),  
𝐸 [∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2 ] = 𝐸[∑
1
𝑇𝑚
∙
𝑇𝑚𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2 ]  
                                 =
1
𝑇2
𝐸 [∑
𝑇2
𝑀𝑖𝑀𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2] +
1
𝑇3
𝐸 [∑
𝑇3
𝑀𝑖𝑀𝑗𝑀𝑙
𝑖≠𝑗≠𝑙
𝑖,𝑗,𝑙∈𝐽3
𝐶𝑖,3] + ⋯  
                                 =
1
𝑇2
𝐸 [∑
𝑇2
𝑀𝑖𝑀𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2] + 𝑂(
1
𝑇2
)  
                                =
1
𝑇2
𝐸 [∑
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2] + 𝑂(
1
𝑇2
)  =
𝐸[(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
]
𝑇2
+ 𝑂(
1
𝑇2
)   
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Therefore, 
𝑅(𝑝) ≥ 𝐸 [
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
𝑇2
+𝑂 (
1
𝑇2
)]   
                 =
𝐸[(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
]
𝑇
(1 +
𝐸[(∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
)]
𝑇
) + 𝑂 (
1
𝑇2
) . (4.2.4)
  
Lemma 4.4  
If 𝑚𝑖 → ∞ in probability for each 𝑖 = 1, … , 𝑘, 𝑡 = ∑ 𝑚𝑖
𝑘
𝑖=1  ,then 
√𝐷𝑖 = √𝐸[𝜃𝑖(1 − 𝜃𝑖)|ℱ𝑡]∏𝐸2[𝜃𝑗|ℱ𝑡]
𝑘
𝑗≠𝑖
𝑝
→√𝜃𝑖(1 − 𝜃𝑖)∏𝜃𝑗
𝑘
𝑗≠𝑖
, 𝑎𝑠 𝑡 → ∞, 
𝐶𝑖,𝑚 = ∏𝐸[𝜃𝑖(1 − 𝜃𝑖)|ℱ𝑡]∏ 𝐸
2[𝜃𝑗|ℱ𝑡]
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
𝑝
→∏𝜃𝑖(1 − 𝜃𝑖)∏ 𝜃𝑗
2
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
. 
Proof:  
Since the conditional expectations 𝐸[𝜃𝑖
2|ℱ] and 𝐸[𝜃𝑖|ℱ] are martingales for each 𝑖 =
1,… , 𝑘 with random stopping time 𝑚𝑖. According to the optimal sampling theorem and 
martingale convergence theorem 
𝐸2[𝜃𝑖|ℱ]
𝑝
→ 𝜃𝑖
2, 𝐸[𝜃𝑖|ℱ]
𝑝
→𝜃𝑖  
then 
𝐸[𝜃𝑖(1 − 𝜃𝑖)|ℱ]
𝑝
→𝜃𝑖(1 − 𝜃𝑖) 
for each 𝑖 = 1, … , 𝑘 and the proof immediately follows. 
Hence, (4.2.4) converges, that is 
47 
 
(4.2.4) →
𝐸[(∑ √𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖
𝑘
𝑖=1 )
2
]
𝑇
(1 +
𝐸[(∑ ∏
𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
2
𝑗∉𝐽2
√𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖
𝑖∈𝐽2𝑖≠𝑗
𝑖,𝑗∈𝐽2
)]
𝑇
) + 𝑂 (
1
𝑇2
)  
              →
𝐸[(∑ √𝜃𝑖(1−𝜃𝑖)∏ 𝜃𝑗
𝑘
𝑗≠𝑖
𝑘
𝑖=1 )
2
]
𝑇
(1 +
𝐸[(∑ ∏ √
1−𝜃𝑖
𝜃𝑖
𝑖∈𝐽2
𝑘
𝑖=1 )]
𝑇
)+ 𝑂 (
1
𝑇2
) .                                   ∎  
 
In One-Parameter Exponential Family; 
Similarly, we derive the result within the one-parameter exponential family. 
Theorem 4.5 
For any sequential procedure 𝑝, 𝑖 = 1,2,… , 𝑘. Suppose that 𝜓′(𝜂𝑖) ≥ 0 for all 𝜃𝑖 ∈ Ω, 
𝑖 = 1,2, and 𝜓(𝜂𝑖) is second-order and third-order continuously differentiable almost 
everywhere in its domain. 
i. ∫𝜓′2(𝜂𝑖)𝑑𝜋 < ∞; ∫𝜓
′′(𝜂𝑖)𝑑𝜋 < ∞; 
ii. Let 𝑇 = ∑ 𝑀𝑖
𝑘
𝑖=1  which is the total sample size and is fixed; 
iii. 
𝑀1
𝑇
→
√𝜓′′(𝜂1)∏ 𝜓
′(𝜂𝑗)
𝑘
𝑗=2
∑ (√𝜓′′(𝜂𝑖)∏ 𝜓′(𝜂𝑗)
𝑘
𝑗=1
𝑖≠𝑗
)𝑘𝑖=1
= 
𝑄1
∑ 𝑄𝑖
𝑘
𝑖=1
, 𝑎. 𝑠. 𝑎𝑠 𝑇 → ∞; 
Thus, we have the second order lower bound of the k components Bayes risk as 𝑇 →
∞; 
𝑅(𝑝) ≥
𝐸[(∑ 𝑄𝑖
𝑘
𝑖=1 )
2
]
𝑇
(
  
 
1 +
𝐸[
∑ 𝑄𝑖𝑄𝑗𝑖≠𝑗
𝑖,𝑗∈𝐽2
∏ 𝜓′2(𝜂𝑖)
𝑘
𝑖=1
]
𝑇
)
  
 
+𝑂 (
1
𝑇2
) . (4.2.5)  
where 𝑄𝑖 = √𝜓′′(𝜂𝑖)∏ 𝜓
′(𝜂𝑗)
𝑘
𝑗=1
𝑖≠𝑗
 . 
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Remark: in this study, we use standard notations for asymptotic comparison:  
𝑓(𝑇) = 𝑂(𝑔(𝑇)), 𝑎𝑠 𝑇 → ∞ if and only if there exists a positive real number 𝐶 and a real 
number 𝑇0 such that |𝑓(𝑇)| ≤ 𝐶𝑔(𝑇) for all 𝑇 ≥ 𝑇0. 
Proof: 
From (4.1.8)  
𝑅(𝑝) = 𝐸 [∑
𝐷𝑖
𝑀𝑖
𝑘
𝑖=1
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
]                               
           = 𝐸 [
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+∑ ∑
∑ (𝑀𝑖√𝐷𝑗 −𝑀𝑗√𝐷𝑖)
2𝑘
𝑖=1,𝑖≠𝑗
𝑇∏ 𝑀𝑖𝑖∈𝐽𝑚𝐽𝑚∈𝐽
𝑘
𝑚=2
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
]  
(4.2.6) 
        ≥ 𝐸 [
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
].                                                                     (4.2.7) 
Since the second term of equation (4.2.6) is non-negative, (4.2.7) is established with 
equality when 
𝑀𝑖
𝑇
=
√𝐷𝑖
∑ √𝐷𝑖
𝑘
𝑖=1
. 
To further derive the second term of (4.2.7),  
𝐸 [∑
𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
] = 𝐸[∑
1
𝑇𝑚
∙
𝑇𝑚𝐶𝑖,𝑚
∏ 𝑀𝑖𝑖∈𝐽𝑚
𝑘
𝑚=2
] 
                                          =
1
𝑇2
𝐸
[
 
 
 
 
∑
𝑇2
𝑀𝑖𝑀𝑗𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2
]
 
 
 
 
+
1
𝑇3
𝐸
[
 
 
 
 
∑
𝑇3
𝑀𝑖𝑀𝑗𝑀𝑙𝑖≠𝑗≠𝑙
𝑖,𝑗,𝑙∈𝐽3
𝐶𝑖,3
]
 
 
 
 
+ ⋯ 
                                          =
1
𝑇2
𝐸
[
 
 
 
 
∑
𝑇2
𝑀𝑖𝑀𝑗𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2
]
 
 
 
 
+ 𝑂(
1
𝑇2
) 
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                                          =
1
𝑇2
𝐸
[
 
 
 
 
∑
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
√𝐷𝑖𝐷𝑗𝑖≠𝑗
𝑖,𝑗∈𝐽2
𝐶𝑖,2
]
 
 
 
 
+ 𝑂(
1
𝑇2
)  
                                           =
𝐸[(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
]
𝑇2
+ 𝑂(
1
𝑇2
). 
Therefore, 
𝑅(𝑝) ≥ 𝐸
[
 
 
 
 
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
𝑇
+
(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
𝑇2
+𝑂 (
1
𝑇2
)
]
 
 
 
 
                                      
                 =
𝐸 [(∑ √𝐷𝑖
𝑘
𝑖=1 )
2
]
𝑇
(1 +
𝐸[(∑
𝐶𝑖,2
√𝐷𝑖𝐷𝑗
𝑖≠𝑗
𝑖,𝑗∈𝐽𝑚
)]
𝑇
) + 𝑂 (
1
𝑇2
).                                  (4.2.8)
 
Lemma 4.6 
If 𝑀𝑖 → ∞ in probability for each 𝑖 = 1,… , 𝑘, 𝑇 = ∑ 𝑀𝑖
𝑘
𝑖=1  ,then 
√𝐷𝑖 = √𝐸[𝜓
′′(𝜂𝑖)|ℱ]∏𝐸2[𝜓
′(𝜂𝑗)|ℱ]
𝑘
𝑗≠𝑖
𝑝
→√𝜓′′(𝜂𝑖)∏𝜓
′(𝜂𝑗)
𝑘
𝑗=1
𝑖≠𝑗
, 𝑎𝑠 𝑡 → ∞, 
𝐶𝑖,𝑚 = ∏𝐸[𝜓
′′(𝜂𝑖)|ℱ𝑡]∏ 𝐸
2[𝜓′(𝜂𝑗)|ℱ𝑡]
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
𝑝
→∏𝜓′′(𝜂𝑖)∏ 𝜓
′2(𝜂𝑗)
𝑗∉𝐽𝑚𝑖∈𝐽𝑚
. 
Proof:  
Since the conditional expectations 𝐸[𝜓′2(𝜂𝑗)|ℱ] and 𝐸[𝜓
′(𝜂𝑗)|ℱ] are martingales 
for each 𝑖 = 1, … , 𝑘 with random stopping time 𝑀𝑖. According to the optimal sampling 
theorem and martingale convergence theorem 
𝐸2[𝜓′(𝜂𝑗)|ℱ]
𝑝
→𝜓′2(𝜂𝑗), 𝐸[𝜓
′(𝜂𝑗)|ℱ]
𝑝
→𝜓′(𝜂𝑗) 
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then 
𝐸[𝜓′′(𝜂𝑖)|ℱ]
𝑝
→𝜓′′(𝜂𝑖) 
for each 𝑖 = 1, … , 𝑘 and the proof immediately follows. 
Hence, (3.5) converges, that is 
    (3.5) →
𝐸 [(∑ √𝜓′′(𝜂𝑖)∏ 𝜓
′(𝜂𝑗)
𝑘
𝑗=1
𝑖≠𝑗
𝑘
𝑖=1 )
2
]
𝑇
(1
+
𝐸[(∑ ∏
𝜓′′(𝜂𝑖)∏ 𝜓
′2(𝜂𝑗)𝑗∉𝐽𝑚
√𝜓′′(𝜂𝑖)∏ 𝜓′(𝜂𝑗)
𝑘
𝑗=1
𝑖≠𝑗
𝑖∈𝐽2𝑖≠𝑗
𝑖,𝑗∈𝐽2
)]
𝑇
) + 𝑂 (
1
𝑇2
) 
             →
𝐸 [(∑ 𝑄𝑖
𝑘
𝑖=1 )
2
]
𝑇
(
 
 
 
 
1 +
𝐸 [
∑ 𝑄𝑖𝑄𝑗𝑖≠𝑗
𝑖,𝑗∈𝐽2
∏ 𝜓′2(𝜂𝑖)
𝑘
𝑖=1
]
𝑇
)
 
 
 
 
+ 𝑂(
1
𝑇2
) .                              ∎ 
 
4.3 Three-Stage Sampling Design 
The three-stage sampling procedure 𝑝3𝑠𝑡𝑎𝑔𝑒  of 𝑘 components follows the same 
fashion as in section 3.4.  
Let 𝑆𝑖 , 𝑖 = 1,2,3, be the cumulative total number of cases sampled after each stage.  
 The key ratio, 𝐶𝑖 is involved in each stage as well. 
𝐶𝑖 =
√𝜓′′(𝜂𝑖)∏ 𝜓
′(𝜂𝑗)𝑖≠𝑗
∑ √𝜓′′(𝜂𝑖)∏ 𝜓′(𝜂𝑗)𝑖≠𝑗
𝑘
𝑖=1
, (4.3.1) 
 Stage 1: 
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 Assume that 𝑡 ≥ 𝑘, and let 𝑚𝑖
1 = ⌊√
𝑡
𝑘
⌋ which is the sample size from each 
population. Now we refine the key ratio 𝐶𝑖 in (4.3.1) by using its posterior expectation with 
the first stage’s sample size, that is 
𝐶𝑖,𝑆1
̂ = 𝐸[𝐶𝑖|ℱ𝑆1], (4.3.2) 
where 𝑆1 = ∑ 𝑚𝑖
1𝑘
𝑖=1 , and is subject to lim
𝑡→∞
𝑆1
𝑡
= 0  and lim
𝑡→∞
𝑆1 = ∞. 
 For example, if 𝑘 = 3. Then 
𝑚1
1 = 𝑚2
1 = 𝑚3
1 = ⌊√
𝑡
3
⌋ , 𝑆1 = 3 ⌊√
𝑡
3
⌋. 
 Stage 2: 
 Let 𝑆2 = ⌊𝛼𝑡⌋ which is the cumulative total sample size after second stage and 𝑆1 <
𝑆2 < 𝑡; it suffices that 𝛼 can be an arbitrary constant between √
𝑘
𝑡
 and 1, namely, √
𝑘
𝑡
< 𝛼 <
1.  
 After setting the total sample size for the second stage, we update sample sizes from 
each component based on the estimated key ratio obtained from stage 1 as  
𝑚𝑖
2 = min{𝑆2 − (𝑘 − 1)𝑚𝑖
1,max{⌊(𝑆2 + 𝑟0)?̂?𝑆1 − (𝑎𝑖𝑜 + 𝑏𝑖𝑜)⌋, 𝑚𝑖
1}} , 𝑖 = 1,2,… , 𝑘 − 1 
𝑚𝑘
2 = min {𝑆2 − (𝑘 − 1)𝑚𝑖
1, max {𝑆2 −∑ 𝑚𝑖
2
𝑘−1
𝑖=1
, 𝑚𝑘−1
1 }} 
where 𝑚𝑖
2 is subject to 𝑚𝑖
1 ≤ 𝑚𝑖
2 ≤ 𝑆2 − (𝑘 − 1)𝑚𝑖
1. It is possible that the total amount of 
sampling cases is less than 𝑆2, in which case we will need to update 𝑆2 by totaling sample 
size from each component. The estimate of the key ratio in (4.3.1) can be future refined as 
𝐶𝑖,𝑆2
̂ = 𝐸[𝐶?̂?|ℱ𝑆2]. (4.3.3) 
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Since 𝛼 is arbitrary, 𝑆2 is allowed to vary under conditions  
lim
𝑡→∞
𝑆2
𝑡
∈ (0,1)  and lim
𝑡→∞
𝑆2 = ∞. 
 Stage 3:  
 In this stage, the remaining samples, 𝑡 − 𝑆2, will be allocated to each component 
based on 𝑆2 and updated ?̂?𝑆2 from stage 2, such that 
𝑚𝑖 = min {𝑡 −∑𝑚𝑗
2
𝑘−1
𝑗≠𝑖
, max{⌊(𝑡 + 𝑟0)?̂?𝑆2 − (𝑎𝑖𝑜 + 𝑏𝑖𝑜)⌋, 𝑚𝑖
2}} , 𝑖 = 1,2,… , 𝑘 − 1; 
𝑚𝑘 = min {𝑡 −∑𝑚𝑗
2
𝑘−1
𝑗≠𝑖
, max {𝑡 −∑𝑚𝑖
𝑘−1
𝑖=1
, 𝑚𝑘
2}}. 
 This procedure also shows that the sample sizes from the second stage, 𝑚𝑖
2, is in-
between 𝑚𝑖
1 and 𝑆2 − (𝑘 − 1)𝑚𝑖
1, the 𝑚𝑖 in the third stage is in-between 𝑚𝑖
2 and 𝑡 −
∑ 𝑚𝑗
2𝑘−1
𝑗≠𝑖 . 
 
4.4 Monte Carlo Simulations 
In this section, we will be showing the second-order optimality of three-stage 
sampling design through Monte Carlo simulation. We will use 2 independent components 
from Bernoulli distribution to reduce the computational expense. 
Suppose that 𝑥𝑖1, … , 𝑥𝑖𝑚𝑖~𝐵𝑒𝑟(𝜃𝑖), 𝑖 = 1,2, are two independent components that are 
Bernoulli distributed random variables. The means 𝜃𝑖 are unknown and represent reliability 
of the independent components respectively which follow Beta distribution.   
𝜃𝑖~𝐵𝑒𝑡𝑎 (𝑎𝑖,0, 𝑏𝑖,0), where 0 ≤ 𝜃𝑖 ≤ 1; 0 < 𝑎𝑖,0, 𝑏𝑖,0 < ∞. 
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From (4.21), we get the second order lower bound for two components case in 
Bernoulli distribution, that is  
𝑅(𝑝) ≥
𝐸[(√𝜃1(1−𝜃1)𝜃2+√𝜃2(1−𝜃2)𝜃1)
2
]
𝑇
(1 +
𝐸[
√(1−𝜃1)√(1−𝜃2)
√𝜃1𝜃2
]
𝑇
)+ 𝑂 (
1
𝑇2
) (4.4.1)  
From (4.1.6), the Bayes risk for 2 components case in Bernoulli distribution, that is 
𝑅(𝑝) = 𝐸 [
𝐸[𝜃1(1 − 𝜃1)|ℱ]𝐸2[𝜃2|ℱ]
𝑀1
+
𝐸[𝜃2(1 − 𝜃2)|ℱ]𝐸2[𝜃1|ℱ]
𝑀2
+
𝐸[𝜃1(1 − 𝜃1)𝜃2(1 − 𝜃2)|ℱ]
𝑀1𝑀2
]  
           = 𝐸 [
𝑎1,𝑛𝑏1,𝑛
(𝑎1,𝑛+𝑏1,𝑛)
2
(𝑎1,𝑛+𝑏1,𝑛+1)
𝑎2,𝑛𝑏2,𝑛
(𝑎2,𝑛+𝑏2,𝑛)
2
(𝑎2,𝑛+𝑏2,𝑛+1)
].                                                 (4.4.2)  
First, we simulate trials with the best fixed sampling design (5,000 replications) with 
prior parameters a, b, c, and d,  
 
Table 5 𝑇1.5 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝fixed) 
 
 
 
 
 
 
 
a1, b1, a2, b2 t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 0.01071005 0.00929905 0.00797107 0.00561979 0.00410946 0.0034698 0.00283008 0.00261252 0.00151372
1, 1, 0.5, 0.5 0.01036715 0.00929456 0.00814537 0.00601517 0.00412602 0.00331969 0.00296336 0.00258068 0.00150638
1, 1, 1, 1 0.00975171 0.00871362 0.00738042 0.00526276 0.00400424 0.00315983 0.00272781 0.00243661 0.00145357
2, 5, 2, 5 0.00460548 0.00447435 0.00429324 0.00336362 0.00266693 0.00216093 0.00183982 0.00170573 0.00099821
1, 2, 3, 5 0.00215756 0.00202955 0.00191631 0.0014351 0.00123118 0.00099761 0.00093536 0.00074233 0.00041692
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Figure 4 𝑇1.5 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝fixed) 
 
Figure 4 shows that 𝑇1.5 ∙ |Δ| → 0 as 𝑡 → ∞. 
 
 
 
  
0
0.002
0.004
0.006
0.008
0.01
0.012
t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 1, 1, 0.5, 0.5 1, 1, 1, 1 2, 5, 2, 5 1, 2,  3, 5
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Table 6 𝑇2 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝fixed) 
 
 
As we see the 𝑇2 ∙ |Δ| does not converge to 0 as t increases anymore. However, figure 
5 shows that it stabilizes around certain values, in another word it is bounded by a number. 
 
 
Figure 5 𝑇2 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝fixed) 
 
  
a1, b1, a2, b2 t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 0.07573146 0.00929905 0.07971073 0.07947586 0.08218913 0.08499229 0.08004681 0.08261505 0.08290992
1, 1, 0.5, 0.5 0.07330681 0.07776389 0.08145373 0.08506736 0.08252031 0.08131551 0.0838166 0.08160817 0.08250795
1, 1, 1, 1 0.06895498 0.07290335 0.07380419 0.07442661 0.08008486 0.07739963 0.07715398 0.07705249 0.07961537
2, 5, 2, 5 0.03256566 0.03743512 0.04293244 0.04756877 0.05333854 0.05293174 0.05203795 0.0539399 0.0546744
1, 2, 3, 5 0.01525623 0.01698042 0.01916308 0.02029538 0.02462364 0.02443632 0.02645599 0.0234744 0.02283569
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 1, 1, 0.5, 0.5 1, 1, 1, 1 2, 5,  2, 5 1, 2, 3, 5
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Now we use Monte Carlo simulation to simulate the three-stage sampling designs 
(5,000 replications). 
Table 7 𝑇1.5 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝3stage) 
 
 
 
 
 
Figure 6 𝑇1.5 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝3stage) 
 
 
a1, b1, a2, b2 t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 0.01091309 0.00910262 0.00791533 0.00577306 0.00424892 0.00341054 0.00294237 0.00258073 0.00151028
1, 1, 0.5, 0.5 0.01068226 0.00939042 0.00809815 0.00576333 0.00420098 0.00335445 0.00282124 0.00278499 0.00152735
1, 1, 1, 1 0.0094704 0.00831125 0.00696812 0.00522482 0.00377129 0.0029405 0.00279587 0.00246736 0.00138613
2, 5, 2, 5 0.00470132 0.00471022 0.0040751 0.00347345 0.00249097 0.00226875 0.00197174 0.00176073 0.00099703
1, 2, 3, 5 0.00219738 0.0020605 0.00173125 0.00157348 0.00104349 0.00101121 0.00082604 0.00074441 0.00051632
0
0.002
0.004
0.006
0.008
0.01
0.012
t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 1, 1,  0.5, 0.5 1, 1,  1, 1 2, 5, 2, 5 1, 2, 3, 5
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Table 8 𝑇2 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝3stage) 
 
 
 
 
Figure 7 𝑇2 ∙ |Δ| where Δ = 𝑅(𝑝) − 𝑅(𝑝3stage) 
 
 
a1, b1, a2, b2 t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 0.07716719 0.07615796 0.0791533 0.08164337 0.08497845 0.0835408 0.08322282 0.08161001 0.08272137
1, 1, 0.5, 0.5 0.07553496 0.07856587 0.08098146 0.08150572 0.08401964 0.08216683 0.07979666 0.08806901 0.08365615
1, 1, 1, 1 0.06696585 0.06953687 0.06968123 0.07389018 0.07542581 0.07202729 0.07907909 0.07802476 0.07592143
2, 5, 2, 5 0.03324334 0.03940849 0.04075096 0.04912201 0.04981938 0.05557274 0.05576916 0.05567901 0.05460952
1, 2, 3, 5 0.01553783 0.0172394 0.01731253 0.02225241 0.02086971 0.02476949 0.02336392 0.0235403 0.02827979
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000
0.5, 0.5, 1, 1 1, 1,  0.5, 0.5 1, 1,  1, 1 2, 5, 2, 5 1, 2, 3, 5
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From the simulation of the three-stage sampling design, we get the same result which 
is 𝑇𝛽 ∙ |Δ| →  0 as 𝑡 → ∞, 0 ≤ 𝛽 < 2; 𝑇2 ∙ |Δ| < C as 𝑡 → ∞ where Δ = 𝑅(𝑝) −
𝑅(𝑝3stage), C ∈ ℝ
+. 
 
 
Table 9 Ratio of Bayes Risk Incurred Among Three-stage and Best Fixed (5000 replications) 
𝑅(𝑝3stage)/𝑅(𝑝fixed) 
 
 
With all the different choices of prior parameters, the three-stage sampling design 
mostly outperforms the best fixed sampling design. 
  
a1, b1, a2, b2 t=50 t=70 t=100 t=200 t=400 t=600 t= 800 t=1000 t=3000 
0.5, 0.5, 1, 1 99.89% 99.72% 100.26% 96.89% 98.84% 99.03% 98.66% 97.41% 99.06% 
1, 1, 0.5, 0.5 98.89% 99.72% 99.59% 100.21% 98.98% 99.12% 99.97% 101.03% 99.42% 
1, 1, 1, 1 99.21% 98.31% 99.19% 98.73% 98.80% 99.85% 99.00% 98.85% 99.69% 
2, 5, 2, 5 98.15% 99.56% 100.48% 99.73% 97.49% 99.46% 99.84% 99.10% 99.73% 
1, 2, 3, 5  99.79% 100.14% 100.00% 99.19% 98.46% 99.52% 98.13% 99.64% 99.47% 
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5. CONCLUSION 
Software has become a critical foundation of our current society. Reliance upon 
software is necessary to continue progressing through almost every field. Understanding 
software’s limitations, including accuracy, precision, success rate, etc. is fundamental in 
continued use. In this paper we assess various methods of measuring software accuracy.  
We first presented the second-order lower bound for the product of two means, then 
expanded the lower bound to a product of 𝑘-means (𝑘 > 2) of independent components. This 
gives us a more accurate estimate of Bayes risk than we can achieve with first-order 
efficiency. We generalized this second-order efficiency in the one-parameter exponential 
family under Bayesian framework so that it can be adapted to any distributions within the 
one-parameter exponential family, both for the distribution of samples and the prior 
distribution.  
The second order lower bound of Bayes risk was derived and proven theoretically. 
Through Monte Carlo simulations we were able to provide a confirmation of the 
effectiveness of using a second order lower bound practically. The contents of chapter 3 and 
4 are published in a biostatistics and engineering journal, (Second-Order Efficiency of Fully 
Sequential Designs for Estimating the Product of Two Means with Application in Reliability 
Estimation) and (Second-Order Efficiency of Bayes Risk for Estimating Reliability of K 
Components Series Systems), (Second-Order Efficiency for Estimating the Product of K 
Means), respectively.   
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