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2 Optimal Selection Problem
$N$ $m$








$p_{N,m}(n)={}_{m}C_{n} \frac{(N-1)^{m-n}}{N^{m}}$ $(0\leq n\leq m,p_{1,m}(m)=1)$ (1)
$N$ $m$ $\{X_{i}\}_{i=1,\cdots,m}$
$m$ $k$
$(N, m, k)$ optimal selection problem
$P_{N,m,k}$ $(N, m, k)$ $n$
PN,yyz,k(71) n
$x_{(1)},$ $\cdots,$ $x_{(n)}$ $P_{N,m,k}(n;x_{(1)}, \cdots, x_{(n)})$
$x_{(1)},$ $\cdots,$ $x_{(n)}$ $n$
$X_{1},$
$\cdots,$
$X_{n}$ $x_{1},$ $\cdots,$ $x_{\iota}$
o $(x_{(1)}\geq\cdots\geq x_{(n)\text{ }}X_{(1)}\geq\cdots\geq X_{(n)})$ $n$










$P_{N,m,k\text{ }}P_{N,mk)}(n)$ $P_{N,m,k}(n;x_{(1)}, \cdots, x_{(n)})$
total expected reward
$v_{N,m,k\text{ }}v_{N,m,k}(n)$ $v_{N,m,k}(n;x_{(1)}, \cdots, x_{(n)})$
$v_{N,m,k}$ $=$ $\sum_{n=0}v_{N,m,\Lambda}.(n)_{\mathcal{P}N,m}(n)m$ (3)
$v_{N,m,k}(n)$ $=$ $E[v_{N,m,k}(n;X_{(1)}, \cdots, X_{(n)})]$ (4)
$v_{N,m,k}(n;x_{(1)}, \cdots, x_{(n)})$ $=$ $1 \max_{\leq}\{\sum_{j=1}^{l}x_{(j)}+v_{N-1,m-n,k-i}\}$ (5)
(Nakai [4])
$i$ $\{a_{i}\}(a_{0}=\infty)$ $U_{n}(a_{i}, a_{i-1}|k, y)$
$U_{n}(a_{i}, a_{i-1}|k, y)$
$=$ $\int_{0}^{a,Ay}a_{i}h_{n,k}(x_{(k)})f(x_{(k)})dx_{(k)}+\int_{a_{t}Ay}^{a_{-1}Ay}x_{(k)}h_{n,k}(x_{(k)})f(x_{(k)})dx_{(k)}$
$+$ $\int_{a}^{y_{-\iota\wedge y}}U_{n}(a_{i-1}, a_{i-2}|k+1, x_{(k)})f(x_{(k)})dx_{(k)}$ (6)
$U_{n}(a_{i}, a_{i-1}|n+1, y)=a_{*}\cdot$ , $(y\geq 0)$ (7)
$h_{n,k}(x_{(k)})= \frac{n!}{(n-k)!}(F(x_{(k)}))^{n-k}$ (8)
{ $a_{N}^{i}$ m}i=l, $\cdot$ .. $\{a_{N,m}^{i}(n)\}_{i=1},\cdot$ ..
$(0\leq n\leq m)$
$a_{N,m}^{l}$ $=$ $\sum_{n=0}^{m}a_{\dot{N},m}(n)p_{N,m}(n)$ (9)
$a_{N,m}^{i}(n)$ $=$ $U_{n}(a_{\dot{N}-1,m-n}, a_{N-1,m-n}^{-1}|1, \infty)$ (10)
$a_{N,m}^{i}(0)$ $=$ $a_{N-1,m}^{i}$ (11)
$a_{N,m}^{0}=a_{N,m}^{0}(n)=\infty,$ $a_{0,0}^{i}=0$ $a^{i_{1,m}}=a^{i_{1,m}}(m),$ $a1_{m}(m)=$
$E[X_{(i)}]$
(Nakai [4])
Proposition 1 $P_{N,m,k}$ optimal policy




$1\leq i\leq k\wedge n$ $x_{C+1)}<a_{N-1,m-n}^{k-j}$ $j=k\wedge n$
$j$ $x_{(1)},$ $\cdots,$ $x_{(j)}$
select
Proposition 2 $v_{N,m,k}$ $v_{N,m,k}(n)$
$v_{N,m,k}= \sum_{i=1}^{k}a_{N,m}^{i}$ , $v_{N,m,k}(n)= \sum_{:=1}^{k}a_{N,m}^{i}(n)$ (12)
Proposition 3 {aK,m}1=1,2, $\cdot$ .. $\{a_{N,\pi\iota}^{i}(n)\}_{i=1,2},\cdots$ C
$a_{N,m}^{i}(n)= \sum^{m\wedge i}\int_{a^{-J+}}^{a_{N- 1_{1}.n- n}^{-J}}x_{C)}g_{M,j}(x_{C)})dx_{(j)}$





Corollary 1{aiN,m}j=1,2, $\cdot$ .. $\{a_{N,m}^{i}(n)\}_{i=1,2},\cdots$ $i$
3 Markov chain
transition probability matrix






$i$ Markov chain state
$m$ $k$ total
expected reward optimal policy total expected
reward
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Markov chain state $\{p_{N,m}(n)\}_{n=0,1,2,\cdots,m}$
(1)
state space $\{1, 2, \cdot\cdot\}$ transition probability matrix $P=(p_{ss’})\{s,$ $s’=$
$1,2,3,$ $\cdots$ } Markov chain state decision-
maker state $s(\in\{1,2, \cdots\})$ $n$




$k$ Markov chain state $s$
$(N, m, k, s)$ $P_{N,m,k,s}$ $(N, m, k, s)$
$n$ $P_{N,m,k,s}(n)$
$x_{(1)},$ $\cdots,$ $x_{(n)}$ $P_{N,m,k,s}(n;x_{(1)}, \cdots, x_{(n)})$
$P_{N,m,k,s\text{ }}P_{N,m,k,s}(n)$ $P_{N,m,k,s}(n;x_{(1)}, \cdots, x_{(n)})$
total expected reward $v_{N,m,k,s\text{ }}$
$v_{N,m,k,s}(n)$ $v_{N,m,k,s}(n;x_{(I)}, \cdots, x_{(n)})$
$v_{N,m,k,s}$ $=$ $\sum_{n=0}^{m}v_{N,m,k,s}(n)p_{N,m}(n)$ (15)
$v_{N,m,k,s}(n)$ $=$ $E[v_{N,mk,s)}(n;X_{(1)}, \cdots, X_{(n)})]$ (16)
$v_{N,m,k,s}(n;x_{(1)}, \cdots, x_{(n)})$ $=$ $1 \leq\cdot\leq k\max\{\sum_{j=1}^{i}x_{C)}+\sum_{t=1}^{\infty}p_{st}v_{N-1,m-n,k-i,t}\}$ (17)
$\{b_{N,s,m}^{i}\}_{i=1,2,\cdots\text{ }}$
$\{b_{N,s,m}^{i}(n)\}_{i=1,2},\cdots$ $\{c_{N,s,m}^{i}\};=1,2,\cdots$ $(s\in\{1,2, \cdots\}),$ $0\leq$
$n\leq m)$
$m$
$b_{N,s,m}^{i}$ $=$ $\sum b_{N,s,m}^{i}(n)p_{N,m}(n)$ (18)
$=0$
$b_{N,s,m}^{1}(n)$ $=$ $U_{n}(c_{N-1,s,m-n}^{1},$ $c_{N-1,s,m-n}^{i-1}|1,$ $\infty)$ (19)
$b_{N,s,m}^{i}(0)$ $=$ $c_{N-1,s,m}^{i}$ (20)
$c_{N-1,s,m}^{i}$ $=$ $\sum_{t=1}^{\infty}p_{st}b_{N-1,t,m}^{i}$ $(N\geq 2)$ (21)
$b_{N,s,m}^{0}=b_{N,sm)}^{0}(n)=\infty,$ $b_{0,s,0}^{i}=0$
2 $S$ Markov chain state
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Assumption 1 Markov chain state $s$ state $s$
\mbox{\boldmath $\mu$}s $=E[X|S=s]$
$Pr\{X\leq x|S=s\}=F_{s}(x)$ $f_{s}(x)$ ,
$dF_{s}(x)=f_{s}(x)dx$
Assumption 2 $t<s(s, t=1,2, \cdots)$ $x\leq y$
$f_{t}(y)f_{s}(x)\geq f_{s}(y)fi(x)$ $|\begin{array}{ll}f_{s}(x) f_{t}(x)f_{s}(y) f_{t}(y)\end{array}|\geq 0$ (22)
Lemma 1 2 Markov chain state $s(s=1,2, \cdots)$
state $s$ $X$ \mbox{\boldmath $\mu$}s $=E[X|S=s]$
$\{\mu_{s}\}_{s=1,2},\cdots$ $s$
Assumption 3 $t,$ $t’(t\geq t’, t, t’=1,2, \cdots)$
$Pst^{l}Ps^{t}t\geq Ps’t’Pst$ $|\begin{array}{ll}p_{s’t} p_{s^{t}l’}p_{st} p_{st}\end{array}|\geq 0$ (23)
$s\leq s’(s, s’=1,2, \cdots)$ $s$ s’
Lemma 2 state $f(s)$ $s$
$\sum_{t=1}^{\infty}p$ $tf(t)$
$s$
Lemma 3 (18) (21) $\{b_{N,s,m}^{i}\}_{s=1,2},\cdots,\{b_{\dot{N},sm)}(n)\}_{s=1,2},\cdots$ ,
$\{c_{N,s,m}^{i}\}_{s=1,2},\cdots$ $s$
Lemma 4 (18) (21) $\{b_{\dot{N}},s,m\}_{t=1,2},\cdots,\{b_{N}^{i},s,m(n)\}_{t=1,2},\cdots$,
$\{c_{N,s,m}^{i}\}_{i=1,2},\cdots$ $i$
Proposition 4 $P_{N,m,k,s}$ optimal policy
$N$ $n$
$x_{(1)},$ $\cdots,$ $x_{(\text{ })}$ $j$ $x_{(j)}\geq c_{N-1}^{k-j+_{s^{1},m-n}}$
$1\leq j\leq k\wedge n$ $x_{(J+1)}<c_{N-1,s,m-n}^{k-j}$
$j=k\wedge n$ optimal policy $j$
$x_{(1)},$ $\cdots,$ $x_{(j)}$ select
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Proposition 5 $v_{N,m,k,s}$ $v_{N,m,k,s}(n)$
$v_{N,m,k,s}= \sum^{k}b_{N,s,m}^{i}$ , $v_{N,m,k,s}(n)= \sum^{k}b_{\dot{N},s,m}(n)$ (24)
$i=1$ $i=1$
Lemma 5 (15) (17) $\{v_{N,m,k,s}\},$ $\{v_{N,m,k,s}(n)\}$ $s$
Proposition 6 $\{b_{\dot{N},s,m}\}_{i=1,2,\cdots,s=1,2},\cdots$ $\{b_{N,s,m}(n)\};=1,2,\cdots,s=1,2,\cdots$ ‘





4 Partially Observable Markov Chain
4.1 Partially Observable Markov Chain
Markov chain state
optimal selection problem
Markov chain state state
$\{Z_{\iota} ; t=1,2, \cdots\}$ state space $\{1, 2, 3, \cdot\cdot\}$ Markov chain
transition probability matrix $P=(Pss’)\{s, s’=1,2, \cdots\}$
state state space $\{1, 2, \cdots\}$




Markov chain state prior information $\mathcal{P}(\in S)$
$N$ $m$
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$k$ $(N, m, k, \mathcal{P})$
optimal selection problem $P_{N,m,k,P}$
$m$ partially observable Markov chain state
$s$ $n$ $\{X_{is}\}_{i=1,\cdots,n}$ $\{x_{i}\}_{i=1,\cdots,n}$ state
$s\in\{1,2, \cdots\}$ $n$
state –T(P,x) $n$
$i$ $(i=0,1, \cdots, n)$
$(N-1, m-n, k-i, \overline{T(\mathcal{P},x)})$ –T(P,x) $n$
$\{X_{t_{S}}\}:=1,\cdots,n$ $\{x_{i}\}_{i=1,\cdots,n}$ posterior information
((25) (26) )
n{ {xi}i=l, $\cdot$ ..,n $\{x_{i}\}_{t=1,\cdots,n}$
$(x_{i}\in R=(0, \infty),$ $i=1,$ $\cdots,$ $n$ )
$\{\begin{array}{l}T_{t}(\mathcal{P},x)=\frac{p_{t}f_{t}(x)}{\text{ }}\sum_{s=1}p_{s}f_{s}(x)T(\mathcal{P},x)=(T_{1}(\mathcal{P},x),T_{2}(\mathcal{P},x),\cdots)\end{array}$ (27)
$(t=1,2, \cdots)$ $x=(x_{1}, \cdots, x_{\text{ }})$
$f_{t}(x)$ Markov chain state $t(t=1,2, \cdots)$ $n$
X
$f_{t}( x)=\prod_{1=1}^{n}f_{t}(x_{i})$ (28)




likelihood ratio ordering Nakai [3] $\cdot[5]$ $[6]$
Definition 1 $S$ $\mathcal{P}$ $Q$ $\mathcal{P}>\iota Q$ $s$
$t(t\leq s, s, t=1,2, \cdots)$
$p_{s}q_{t}\leq p_{t}q_{S}$ , $|\begin{array}{ll}q_{s} q_{t}p_{s} p_{l}\end{array}|\geq 0$ (30)
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$s$ $t$ $p_{s}q_{t}<p_{t}q_{s}$ ,
Ps=qs $s=1$ ,2, $\mathcal{P}=\iota \mathcal{Q}$
$\mathcal{P}\geq\iota Q$ $\mathcal{P}=\iota Q$ $\mathcal{P}>lQ$
P $u(\mathcal{P})$ 1
$P\geq\prime \mathcal{Q}$ $\mathcal{P}$ $Q$ $u(\mathcal{P})\geq u(\mathcal{Q})$
Assumption 4 $1\leq m<k$ , $x_{mk}= \sup\{x|f_{m}(x)\leq f_{k}(x)\}$ ,
$x_{mk}$
(1) $x>x_{mk}$ $f_{m}(k)>f_{k}(x)>f_{k+1}$ (x)>
(2) $x\leq x_{mk}$ $f_{k}(x)\geq f_{m}(x)\geq f_{m-1}(x)\geq\cdots\geq fi(x)$
1 4 2 (Nakai [3] $\cdot[5]\cdot[6]$ )
Lemma 6 $\{f_{s}(x)\}_{s=1,2},\cdots$ 4
{as}s=1,2, $\cdot$ .. $\sum_{s=1}a_{s}\infty=0$
$1\leq k<n$ $a_{s}\geq 0,$ $t\leq k$ $a_{t}\leq 0,$ $t>k$
$g(x)= \sum_{s=1}^{\infty}a_{s}f_{s}(x)$
$\int_{0}^{\infty}h(x)g(x)dx\geq 0$
Lemma 7 1 $S$
Definition 2 2 $\ovalbox{\tt\small REJECT}$IJft $x,$ $y\in R^{n}$ $x_{(i)}\leq y(;)’(i=1,2, \cdots, k)$
$x\prec y$
Lemma 8 $x\prec y$ $x$ $y$
$f_{t}(y)f_{s}(x)\geq f_{s}(y)f_{t}(x)$ $|\begin{array}{ll}f_{s}(x) f_{t}(x)f_{s}(y) f_{t}(y)\end{array}|\geq 0$ (31)
$t<s(s, t=1,2, \cdots)$
Lemma 9 $x\prec y$ $x$ $y$ $T(\mathcal{P}, x)\leq 1T(P, y)$
$\mathcal{P}\in S$
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Proposition 7 $x\prec y$ $x$ $y$ $\overline{T(\mathcal{P},x)}\leq\iota^{\overline{T(\mathcal{P},y)}}$
$(\mathcal{P}\in S)$
Lemma 10 $\mathcal{P},$ $Q$ $\mathcal{P}\geq l\mathcal{Q}$ $T(\mathcal{P}, x)\geq 1T(Q, x)$
$(x\in R^{n})$
Proposition 8 $P,$ $Q$ $\mathcal{P}\geq\iota Q$ $\overline{T(\mathcal{P},x)}\geq\iota\overline{T(Q,x)}$
o $(x\in R^{n})$
42 Partially Observable Markov Chain Optimal Se-
lection Problem
partially observable Markov chain optimal selection problem






$\{X_{is_{2}}\}_{i=1,2,\cdots,m,s,\in\{1,2,\cdots\}}$ $s$ : $i$
state $i$
state space $\{1, 2, \cdots\}$ transition probability matrix $P=(p_{ss’})$
state $s\in\{1,2, \cdots\}$ $n$
$n$ $\{X_{is}\}_{i=1,2,\cdots,n}$ state $s\in\{1,2, \cdots\}$
optimal selection problem $(N, m, k, \mathcal{P})$ $P_{N,m,k,\mathcal{P}}$
$n$ $P_{N,m,k,\mathcal{P}}(n)$
$x_{(1)},$ $\cdots,$ $x_{(n)}$ $P_{N,m,k’P}(n;x_{(1)},$ $\cdots$ ,
$x_{(\text{ })})$ total expected reward
optimal policy total expected
reward
$(N, m, k,\mathcal{P})$ $n$ $\{X_{i}\}_{i=1,\cdots,n}$
{xi}i=l, $\cdot$ ..,n decision-maker
$n$ $i$ $(0\leq i\leq n)$
$(N-1, m-n, k-i, \overline{T(\mathcal{P},x)})$
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–T(P,x) $n$ $\{X_{i}\}_{t=1,\cdots,\iota}$ $n$
$\{x_{i}\}_{t=1,\cdots,k}$ state posterior information
(25) (26)
$P_{N,m,k,P\text{ }}P_{N,m,k,\mathcal{P}}(n)$ $P_{N,m,k,\mathcal{P}}(n;x_{(1)}, \cdots, x_{(n)})$
optimal policy total ex-
pected reward $v_{N,m,k’P\text{ }}v_{N,m,k,P}(n)$ $v_{N,m,k,P}(n;x_{(1)}, \cdots, x_{(n)})$
$v_{N,m,k’\mathcal{P}}$ $=$ $\sum_{n=0}v_{N,m,k’P}(n)p_{N,m}(n)m$ (32)









$d_{N,\mathcal{P},m}^{1}(n)$ $=$ $E[d_{N,P,m}^{i}(n;X)]$ (36)
$d_{N,P,m}(n;x)$ $=$ $U_{n}(e_{N-1,\overline{T(P,X)},m-n}^{i}, e_{N-1,\overline{T(P,X)},m-\text{ }}^{i-1}|1, \infty)$ (37)
$d_{N,P,m}^{i}(0)$ $=$ $e_{N-1,\overline{P},m}^{i}$ (38)
$e_{N-1,\mathcal{P},m}^{i}$ $=$ $d_{N-1,\overline{T(P,X)},m}^{i}$ $(N\geq 2)$ (39)
$\overline{P}$




state space $\{1, 2, \cdots\}$ $\mathcal{P}$
$a_{P}$
$\mathcal{P}$
$\mathcal{P}\leq\iota Q$ $a_{\mathcal{P}}\geq la_{Q}$
Lemma 11 (30) (34) $d_{I\backslash 7}^{1}$ , $P,m’ d_{\dot{N},\mathcal{P},m}(n),$ $e_{N,P,m}^{i}$ $\mathcal{P}$
Lemma 12 (30) (34) $\{d_{N,\mathcal{P},m}|\}_{t=1,2,\cdots,m}$ ,
$\{d_{N,P,m}|(n)\};=1,2,\cdots,m\{e_{N,P,m}^{i}\};=1,2,\cdots,m$ $i$
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$1\leq j\leq k\wedge n$ $x_{(j+1)}<e_{N-1,\mathcal{P},m-\text{ }}^{k-j}$
$j=k\wedge n$ optimal policy $j$
{ $x_{(1)},$ $\cdots,$ $x_{0)}$ select
Proposition 10 $P_{N,m,k,\mathcal{P}}$ $v_{N,m,k,\mathcal{P}}$ $v_{N,m,k,\mathcal{P}}(n)$
$v_{N,m,k,P}= \sum^{k}d_{N,\mathcal{P},m}^{i}$ , $v_{N,m,k’P}(n)= \sum^{k}d_{N,\mathcal{P},m}^{i}(n)$ (42)
$i=1$ $i=1$
Lemma 13 (27) (29) $v_{N,m,k,\mathcal{P}},$ $v_{N,m,k,P}(n)$ $\mathcal{P}$
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