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Microwave photons in superconducting circuits is a promising approach for quan-
tum computing due to long coherence times and the easy controllability of super-
conducting devices. However, as the search of the ultimate design of a quantum
computer is still ongoing, various suggestions for the realization of a quantum bit,
qubit, exist even in the area of superconducting circuits.
In this thesis, we study theoretically quantum computing using itinerant mi-
crowave photons as qubits. Basic tools for treating the reflection of wave packets
and the noise generated by resistive elements in a circuit are derived starting
from a widely used model for superconducting transmission lines. We also present
simple quantum devices that can act as quantum gates for microwave qubits, in-
cluding a novel suggestion for a tunable phase shifter. A tunable phase shifter
is a useful component in the study of microwave photons in general as well as in
quantum computing. The tunable phase shifter consists of three superconducting
quantum interference devices (SQUIDs) that can be treated as tunable inductors
in the low-power regime.
The results of this thesis can be used both in applications related to quantum
computing and in the general study of quantum mechanics in circuits. In particu-
lar, we conclude that there exist feasible system parameters, for which it should be
possible to demonstrate the tunable phase shifter utilizing available experimental
techniques. We also show the principle how the possible nonlinearity of the phase
shifter can be used in a two-qubit gate providing interactions between microwave
photons.
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Mikroaaltofotonien ka¨ytto¨ suprajohtavissa piiresissa¨ on pitkien koherenssiaikojen
ja suprajohtavien laitteiden hallittavuuden ansiosta lupaava la¨hestymistapa kvant-
tilaskennalle. Kvanttitietokoneen lopullinen rakenne ei ole viela¨ tiedossa, ja myo¨s
suprajohtavissa piireissa¨ on esitetty useita vaihtoehtoja kvanttibitin, kubitin, to-
teuttamiseksi.
Ta¨ssa¨ tyo¨ssa¨ tutkimme teoreettisesti kierta¨vien mikroaaltofotonien ka¨ytto¨a¨ kvant-
tilaskennassa. Johdamme yleisesta¨ suprajohtavan siirtolinjan mallista la¨htien
perustyo¨kaluja aaltopakettien heijastumisen ja resistiivisista¨ komponenteista ai-
heutuvan kohinan ka¨sittelyyn. Esittelemme myo¨s yksinkertaisia kvanttilaitteita,
joita voidaan ka¨ytta¨a¨ kvanttiportteina mikroaaltokubiteille. Yksi laitteista on uu-
denlainen sa¨a¨detta¨va¨ vaiheensiirrin, jota voidaan ka¨ytta¨a¨ kvanttilaskennan lisa¨ksi
myo¨s yleisesti mikroaaltofotonien tutkimiseen. Sa¨a¨detta¨va¨ vaiheensiirrin koos-
tuu kolmesta suprajohtavasta kvantti-interferenssilaitteesta (SQUIDista¨), joita
voidaan matalilla tehoilla ka¨sitella¨ sa¨a¨detta¨vina¨ induktoreina.
Tyo¨n tuloksia voidaan ka¨ytta¨a¨ seka¨ kvanttilaskentaan liittyvissa¨ sovelluksissa
etta¨ yleisesti kvanttimekaniikan tutkimiseen virtapiireissa¨. Na¨yta¨mme tyo¨ssa¨,
etta¨ on olemassa kokeellisesti toteutettavissa olevat parametrit, joilla sa¨a¨detta¨va¨n
vaiheensiirtimen toiminta voidaan osoittaa ta¨lla¨ hetkella¨ ka¨ytetta¨vissa¨ olevilla
kokeellisilla tekniikoilla. Na¨yta¨mme myo¨s, miten vaiheensiirtimen mahdol-
lista epa¨lineaarisuutta voidaan ka¨ytta¨a¨ kaksikubittiportissa, joka mahdollistaisi
mikroaaltofotonien va¨lisen vuorovaikutuksen.
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Chapter 1
Introduction
The concept of quantum computing was introduced in 1982 when Richard Feynman
suggested that a computer based on quantum mechanics would be efficient in sim-
ulating quantum mechanical systems [1]. David Deutsch described the concept of
universal quantum computer further and argued that any physical system could be
simulated efficiently by it [2]. Quantum computing attracted widespread interest fi-
nally when Peter Shor discovered polynomial-time algorithms for discrete logarithm
and factoring of integers, much faster than any known classical algorithm, showing
the superior power of quantum computers in certain classical problems compared
with classical computers [3].
An important aspect of quantum information theory is quantum communication,
the ability to transmit quantum states while preserving their coherence. An ex-
ample of the benefits of quantum communication is the distribution of secret keys,
called quantum key distribution (QKD). In QKD, a third party eavesdropping the
communication can be detected, based on the quantum mechanical principle that
observation of a system affects the system. Quantum key distribution over distances
exceeding 40 km has been demonstrated experimentally. [4]
The ideal quantum computer should be both controllable and isolated from the
environment to maintain coherence for the time of the operation. Naturally, these
two requirements contradict and thus provide a challenge for realizing a quantum
computer. To date, various realizations of quantum bits have been proposed, ranging
from nuclear spins in a liquid to solid state Josephson junction arrays [4].
Single photons provide a possible scheme for quantum computing. The study of
single photons in a cavity interacting with atoms, so-called cavity quantum elec-
trodynamics, is a wide field with applications also outside quantum computing [5].
In quantum computing, photons can either be used directly as qubits or to provide
interaction between atoms acting as qubits. Further, optical photons are a conve-
nient scheme for quantum communication channels for their ability to travel long
distances maintaining coherence.
1
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However, since optical photons do not interact directly with each other and only very
weak nonlinear effects have been observed in so-called Kerr medium, using them as
qubits is not a convenient choice for multi-qubit operations. A scheme for proba-
bilistic linear optical quantum computing has been proposed [6] but probabilistic
quantum computing is not the ideal solution due to its large overhead in resources.
Furthermore, cavity quantum electrodynamics at optical frequencies suffers from the
difficulty of controlling single atoms and from the limited lifetime of the atoms in
the cavity, leading to the question whether the ideas of optical quantum computing
can be used in other systems.
Superconducting circuits provide a promising approach for quantum computing due
to in-situ tunability and integrability with classical electronics [7]. The ideas of
optical quantum electrodynamics can be used in systems copuling artificial atoms
with microwave photons in superconducting waveguides. Circuit quantum electro-
dynamics is a growing field of research which is used for studying both quantum
information and topics related to quantum optics. [8]
In this thesis, we focus on itinerant microwave photons in superconducting transmis-
sion lines. We review the formalism for single-photon wave packets starting from the
quantization of the transmission line and we briefly study the photon reflection in
the case of a transmission line terminated by an impedance. In addition, we review
some devices for superconducting microwave circuits and present a novel idea for
a tunable phase shifter which can be used both in quantum computing and in the
study of microwaves in superconducting circuits.
The thesis is structured as follows: In Ch. 2, we present the theoretical principles
of quantum computing, optical quantum computing, and superconducting devices.
In Ch. 3, we focus on the properties of superconducting transmission lines in the
single-photon regime by presenting the model of a superconducting transmission line
and reviewing some special cases. Further, in Ch. 4, we present devices that can
be used as quantum logic gates for microwave photons in superconducting circuits.
Finally, we conclude the observations made in this thesis in Ch. 5.
Chapter 2
Background
In this chapter, we introduce the main concepts of quantum computing, optical
quantum computing, and quantum electrodynamics. We continue by giving a short
introduction to superconductivity and the properties of the superconducting quan-
tum interference device. Finally, we outline some ideas on circuits for microwave
photons.
2.1 Quantum computing
2.1.1 Qubit
A classical bit is a system with two possible states, denoted by 0 and 1. A qubit is
a quantum system with two basis states, denoted by |0〉 and |1〉. The basis states
correspond to the two possible values of the classical bit. In contrast to the classical
bit, the qubit is a quantum system and thus it can be in a superposition of the basis
states. The state of a qubit |ψ〉 can be expressed as
|ψ〉 = α|0〉+ β|1〉, (2.1)
where |α|2 + |β|2 = 1. In quantum mechanics, the global phase of the system is
irrelevant, and the general form of the state of a qubit can be expressed as
|ψ〉 = cos θ|0〉+ eiϕ sin θ|1〉. (2.2)
Thus the state of one qubit can be represented as a vector on a unit sphere, where
ϕ is the azimuthal angle and θ is the polar angle.
In an ideal measurement of the state of the qubit in the computational basis {|0〉, |1〉},
the result 0 is obtained with probability |α|2 and the result 1 is obtained with prob-
ability |β|2. The measurement projects the state of the qubit into the basis state
|0〉 or |1〉 corresponding to the obtained result.
3
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A system with n classical bits has 2n different states. On the other hand, the state
of a quantum system with n qubits lies in the Hilbert space with 2n basis states.
Usually, the basis states are denoted by |x1〉⊗|x2〉⊗ . . .⊗|xn〉 = |x1x2 . . . xn〉, where
xi ∈ {0, 1} refers to the state of the ith qubit. The general state of an n-qubit
system is given by
|ψ〉 =
∑
x∈{0,1}n
αx1x2...xn|x1x2 . . . xn〉, (2.3)
where
∑ |αx1x2...xn|2 = 1 and we used the notation x = (x1, x2, . . . , xn).
Measuring the state of the ith qubit in the n-qubit system yields k ∈ {0, 1} with
probability
∑
x∈{0,1}n
xi=k
|αx1x2...xn|2, and the measurement projects the state of the
qubit into
1√∑
x∈{0,1}n
xi=k
|αx1x2...xn|2
∑
x∈{0,1}n
xi=k
αx1x2...xn|x1x2 . . . xn〉. (2.4)
The ideal measurement of a qubit or an n-qubit state after which the state is pro-
jected to a corresponding eigenstate, thereby yielding the same result if the mea-
surement is instantly repeated, is called a quantum nondemolition (QND) measure-
ment [9].
The state of a single qubit can be expressed as a 2-dimensional vector,
α|0〉+ β|1〉=ˆ
(
α
β
)
, (2.5)
and the state of an n-qubit system can be expressed as a 2n-dimensional vector,
∑
x∈{0,1}n
αx1x2...xn |x1x2 . . . xn〉=ˆ


α00...000
α00...001
α00...010
α00...011
...

 , (2.6)
where the vector representation of a basis state |x1x2 . . . xn〉 is the Kronecker product
of the vector representations of the single qubit basis states |x1〉, |x2〉, . . . , |xn〉.
In this thesis, we consider only pure states of quantum systems. A mixed state of
a quantum system is a statistical ensemble of pure states, which can be used to
describe systems with decoherence.
2.1.2 Entanglement
The state |Ψ〉 of a n-qubit system is separable if it can be written as
|Ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ . . .⊗ |ψn〉, (2.7)
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where |ψi〉 is the single-qubit state of the ith qubit. Measuring the state of the ith
qubit projects the system into state
|Ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ . . .⊗ |ψi−1〉 ⊗ |ψ˜i〉 ⊗ |ψi+1〉 ⊗ . . .⊗ |ψn〉, (2.8)
where |ψ˜i〉 is the state of the ith qubit corresponding to the result of the measure-
ment. Thus when multiple qubits are measured, the outcomes are independent. If
the pure state of an n-qubit system is not separable, it is entangled. For engtan-
gled states, the outcomes of the measurements of multiple qubits are generally not
independent.
The general form of a pure separable 2-qubit state is
|Ψ〉 = (α|0〉+ β|1〉)(γ|0〉+ δ|1〉) = αγ|00〉+ αδ|01〉+ βγ|10〉+ βδ|11〉. (2.9)
For example the state 1√
2
(|00〉 + |11〉) is not separable since it cannot be expressed
as a product of two single-qubit states. When either qubit is measured, the state
of the system becomes either |00〉 or |11〉, depending on the outcome of the first
measurement. Therefore, the possible outcomes on measuring both qubits are only
00 and 11.
2.1.3 Quantum logic gates
The evolution of a coherent quantum system is always unitary, and thus the valid
operations on qubits, i.e., quantum gates, are mappings |ψ〉 → Uˆ |ψ〉, where Uˆ is a
unitary operator. In the vector representation, the quantum gate from n to n qubits
can be expressed as a multiplication by a unitary matrix U of size 2n× 2n. Because
unitary, a quantum gate is always linear and reversible. Thus, a quantum gate can
be defined by its effect on the basis states. Because the global phase of the state
of the n-qubit system is physically irrelevant, the global phase of a n-qubit gate is
irrelevant.
Many of the gates used in classical computers have two input bits and one output
bit. They are not reversible, and thus they do not have exactly equivalent quantum
counterparts. Nevertheless, for example the classical nand gate can be implemented
as a 3-qubit gate with an additional fixed input qubit where two of the output qubits
are ignored [4]. In classical computing, any function from {0, 1}n to {0, 1}m can be
realized combining simple logic gates. In quantum computing, classical functions
can be realized using reversible quantum gates with additional input and output
qubits. For example, a classical function f : {0, 1}n → {0, 1}m can be realized as a
(n +m)-bit quantum gate which maps |x〉|y〉 where x ∈ {0, 1}n and y ∈ {0, 1}m to
|x〉|y ⊕ f(y)〉 where ⊕ is elementwise sum modulo 2.
Applying multiple n-qubit gates Uˆ1, Uˆ2, . . . Uˆm to a n-qubit system successively maps
the state |ψ〉 to Uˆm . . . Uˆ1|ψ〉. Therefore, the operation of multiple gates combined
can be presented as a single gate. On the other hand, a complicated gate can
be decomposed into product of simpler gates. A set S of n-qubit gates is called
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universal if all n-qubit gates can be expressed as product of gates in S. For physical
realization of quantum computer, the concept of universal gates is useful: if it is
shown that a universal set of n-qubit gates can be realized physically, any n-qubit
gate can be realized combining the elementary gates. For example, the single-qubit
gates and the cnot gate, which are presented below, constitute a universal set.
2.1.4 Single-qubit gates
In classical computing, the only nontrivial one-bit gate is the not gate which maps
0 to 1 and vice versa. The quantum equivalent to the classical not gate maps |0〉
to |1〉 and |1〉 to |0〉. It is represented by the matrix
X =
(
0 1
1 0
)
, (2.10)
and thus it maps the state α|0〉+ β|1〉 to β|0〉+ α|1〉.
Another useful single qubit gate is the Hadamard gate represented by
H =
1√
2
(
1 1
1 −1
)
, (2.11)
which is the size-2 discrete Fourier transform. It maps the states |0〉 and |1〉 to the
states |+〉 = 1√
2
(|0〉+ |1〉) and |−〉 = 1√
2
(|0〉−|1〉), respectively. The Hadamard gate
is also its own inverse, HH = I. In other words, applying the Hadamard gate twice
to a qubit results in the initial state of the qubit.
Another single qubit gate is the phase shift gate defined by |0〉 → |0〉 and |1〉 →
eiφ|1〉. It is represented by the matrix
R(φ) =
(
1 0
0 eiφ
)
. (2.12)
Any single qubit gate can be represented as a unitary 2×2 matrix. A general unitary
matrix U can be written as
U = eiϕ1
(
cos θ eiϕ2 sin θ
−eiϕ3 sin θ ei(ϕ3+ϕ2) cos θ
)
. (2.13)
The matrix U can be further decomposed into
U = eiϕ1
(
cos θ eiϕ2 sin θ
−eiϕ3 sin θ ei(ϕ3+ϕ2) cos θ
)
= eiϕ1
(
cos θ −ei(ϕ2+pi2 )i sin θ
−ei(ϕ3−pi2 )i sin θ ei(ϕ3+ϕ2) cos θ
)
= eiϕ1
(
1 0
0 ei(ϕ3−
pi
2
)
)(
cos θ −i sin θ
−i sin θ cos θ
)(
1 0
0 ei(ϕ2+
pi
2
)
)
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= eiϕ1
(
1 0
0 ei(ϕ3−
pi
2
)
)
1√
2
(
1 1
1 −1
)
e−iθ
(
1 0
0 ei2θ
)
1√
2
(
1 1
1 −1
)(
1 0
0 ei(ϕ2+
pi
2
)
)
= ei(ϕ1−θ)R(ϕ3 − π
2
)HR(2θ)HR(ϕ2 +
π
2
). (2.14)
The global phase ei(ϕ1−θ) is meaningless, and thus any single qubit gate can be
constructed using only phase shift gates and Hadamard gates. For example, the
not gate introduced earlier can be expressed as X = HR(π)H . In other words, the
not operation can be performed by applying a Hadamard gate, a phase shift of π,
and another Hadamard gate in this order.
2.1.5 Multi-qubit gates
It can be shown that any n-qubit gate can be implemented using a universal set
consisting only of 2-qubit gates [4]. Here, we restrict our attention to 2-qubit gates.
The simplest 2-qubit gates are the ones that treat each qubit separately. Applying
an operator Uˆ1 to the first qubit and an operator Uˆ2 to the second qubit separately
maps |x1x2〉 = |x1〉⊗ |x2〉 to Uˆ1|x1〉⊗ Uˆ2|x2〉. This is equal to applying the operator
Uˆ = Uˆ1 ⊗ Uˆ2 to the 2-qubit system.
However, the simple gates cannot create entangled states from separable states,
and quantum computing requires other types of 2-qubit gates, too. The simplest
nontrivial 2-qubit gate is the controlled not gate, cnot : |x1x2〉 → |x1, x2 ⊕ x1〉,
where ⊕ is addition modulo 2. It performs the not operation to the second qubit
if the first qubit is |1〉. In matrix representation, cnot can be written as
CN =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 . (2.15)
Another common 2-qubit gate is the controlled phase shift, cz : |x1x2〉 → (−1)x1x2|x1x2〉,
which shifts the phase of the 2-qubit system by π only if both of the qubits are at
|1〉. The matrix representation is
CZ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 . (2.16)
By simple matrix multiplication, we find that
CN = (I ⊗H)CZ(I ⊗H), (2.17)
meaning that the cnot gate can be constructed using Hadamard gates for the
second qubit and a cz gate.
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A cnot or a cz gate along with single-qubit gates is a universal set of 2-qubit
gates [4].
2.2 Optical quantum computing
Using photons as qubits is an attractive choice for quantum computing. Optical
photons can travel long distances in optical fibers and single qubit gates can be easily
created using commercial beam splitters and phase shifters. However, photons do
not interact directly with each other, which is a challenge for implementing nontrivial
two-qubit gates. Nevertheless, optical photons can be made to interact with each
other via nonlinear medium.
2.2.1 Realization of a qubit
In an electromagnetic cavity, the energy is quantized in units of ~ω and the quantum
of energy is called a photon. The quantum properties of photons have been widely
studied. The state of a cavity with a single photon mode can be expressed in terms
of the Fock states, where |n〉 is the state with n ≥ 0 photons in the chosen mode.
The bosonic annihilation and creation operators are denoted by aˆ and aˆ†, for which
aˆ|n〉 = √n|n− 1〉, (2.18)
aˆ†|n〉 = √n+ 1|n+ 1〉, (2.19)
[aˆ, aˆ†] = 1. (2.20)
The Hamiltonian of a cavity with a single mode of frequency ω is
Hˆ = ~ωaˆ†aˆ, (2.21)
where the zero-point energy ~ω/2 is omitted. In this thesis, we focus on itinerant
photons, i.e., photons travelling in a waveguide from a source to a detector, instead
of photons confined in a cavity. Nevertheless, considering only photons of single
frequency, the Hamiltonian can be approximated by that of a cavity.
A trivial choice for a qubit would be a cavity where the Fock states |0〉 and |1〉
correspond to the qubit states. However, one cavity cannot be approximated as a
two-level system because the energy gap between |0〉 and |1〉 is equal to the energy
gap between |1〉 and |2〉. Therefore, operations on the cavity may easily result in a
state which is not a superposition of only the qubit states.
A more convenient way of defining a qubit is using the dual-rail representation shown
in Fig. 2.1: there are two independent photon modes with equal frequency ω, and
the qubit states |0Q〉, |1Q〉 correspond to a single photon being in one mode or in
the other. Let |mn〉 be the state where the first waveguide is in Fock state |m〉 and
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PSfrag
|0〉
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Figure 2.1: Dual-rail representation of a qubit. The photon being on the first mode
corresponds to the qubit state |0Q〉 and the photon being on the second mode corresponds
to the qubit state |1Q〉.
the second waveguide is in Fock state |n〉. The logical states of the qubit are then
defined by
|0Q〉 = |10〉, |1Q〉 = |01〉. (2.22)
Let aˆ0 and aˆ1 be the bosonic annihilation operators for the first and second waveg-
uide, respectively. The Hamiltonian of the system is
Hˆ = ~ω(aˆ†0aˆ0 + aˆ
†
1aˆ1). (2.23)
Both |10〉 and |01〉 are eigenstates of Hˆ with energy ~ω. Thus, the state of the qubit
|ψ〉 = c0|0Q〉 + c1|1Q〉 changes only by an overall phase in time evolution. In the
dual-rail-representation, single-qubit operations conserving the photon number keep
the system in a state that corresponds to a qubit state.
For optical photons, the two modes in the Hamiltonian (2.23) can also be differ-
ent polarization directions [10]. In coplanar waveguides considered in this thesis
however, there is only one polarization direction, and thus we use photons in two
separate waveguides.
2.2.2 Single-qubit gates
An optical phase shifter of an angle φ on a single waveguide slows down the time
evolution of the phase of a photon. Compared to a waveguide with index of re-
fraction n0, it takes (n − n0)d/c more time for light to propagate a distance d in a
medium with index of refraction n, and the obtained phase shift for a single photon
is φ = ω(n − n0)d/c. Therefore, the phase shifter induces a transform from the
Fock state |n〉 to einφ|n〉. As illustrated in Fig. 2.2, in the dual-rail representation,
a phase shifter on only the second waveguide yields evolution from c0|10〉 + c1|01〉
to c0|10〉+ eiφc1|01〉, which performs the phase shift gate R(φ).
An optical beam splitter has two input modes aˆin0,1 and two output modes aˆ
out
0,1 . The
inputs and outputs are related by(
aˆout0
aˆout1
)
= S
(
aˆin0
aˆin1
)
, (2.24)
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|0〉
|0〉
|0〉
|0〉 |1〉
|1〉 |1〉
eiϕ|1〉
|0Q〉 |0Q〉 |1Q〉 eiϕ|1Q〉
ϕϕ
Figure 2.2: Phase shift gate with one optical phase shifter of ϕ. A photon on the first
mode, corresponding to qubit state |0Q〉, obtains no phase shift, and a photon on the
second mode, corresponding to qubit state |1Q〉, obtains a phase shift of ϕ.
where
S =
(
cos θ ie−iϕ sin θ
ieiϕ sin θ cos θ
)
, (2.25)
is the scattering matrix of the beam splitter [10]. The Fock states can be defined
in the input and output sides of the beam splitter separately: Let |mn〉in(out) be the
state with m photons in the mode aˆ
in(out)
0 and n photons in the mode aˆ
in(out)
1 . The
ground state of the system is |00〉in = |00〉out =: |00〉.
Let |ψ〉 = c0|10〉in + c1|01〉in be the state of the system. Using the unitarity of S,
the state can be rewritten as
|ψ〉 = c0|10〉in + c1|01〉in = [c0(aˆin0 )† + c1(aˆin1 )†]|00〉
=
(
aˆin0
aˆin1
)†(
c0
c1
)
|00〉 =
(
aˆin0
aˆin1
)†
S†S
(
c0
c1
)
|00〉 =
(
aˆout0
aˆout1
)†
S
(
c0
c1
)
|00〉
= [c˜0(aˆ
out
0 )
† + c˜1(aˆout1 )
†]|00〉 = c˜0|10〉out + c˜1|01〉out, (2.26)
where (
c˜0
c˜1
)
= S
(
c0
c1
)
. (2.27)
In the input side, the state of the system can be interpreted as the qubit being in
state c0|0Q〉+ c1|1Q〉. In the output side, the state of the system can be interpreted
as the qubit being in state c˜0|0Q〉 + c˜1|1Q〉. Therefore, the beam splitter performs
the single qubit gate described by the matrix S.
Combined with a phase shift gate R(φ), the transform is
U = R(φ)S =
(
cos θ ie−iϕ sin θ
iei(ϕ+φ) sin θ eiφ cos θ
)
, (2.28)
which is equivalent to the general unitary matrix in Eq. (2.13).
2.2.3 Two-qubit gates
As explained in Sec. 2.1.5, a CZ or a CNOT gate with single qubit gates is sufficient
for realizing arbitrary two-qubit gates. However, for photonic qubits, realizing a
two-qubit gate is a challenging task, and any two-qubit gate would be a significant
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step towards an optical quantum computer. A two-qubit gate requires interaction
between photons, and the simplest way is to use nonlinear medium [10]. In a Kerr
medium, the classical index of refraction depends on the total intensity of light I,
n(I) = n1 + n2I. (2.29)
Therefore, two beams of light will acquire an extra phase shift depending on the
intensity of the other beam. Quantum mechanically, this effect can be described
by the unitary transform eiχLaˆ
†aˆbˆ†bˆ, where χ is a coefficient related to n2, L is the
length of the nonlinear component, and aˆ and bˆ are the annihilation operators of the
two modes. In the dual-rail representation for two-qubit system, we may connect
the modes corresponding to the |1Q〉 state of both qubits by a Kerr medium, and
choosing L = π/χ this would yield the CZ gate. However, the Kerr coefficient χ is
usually very small, and the length L cannot be increased enough because the known
Kerr media are highly absorptive. Thus, using Kerr medium in optical quantum
computing is impractical.
In 2000, it was proved [6] that scalable optical quantum computing is possible using
only linear components. The KLM scheme relies on probabilistic gates where the
result of a single operation is correct with a probability p < 1. With direct approach,
a calculation using N gates succeeds with probability pN and it should be repeated
on the order of p−N times. Nevertheless, in the KLM scheme, using teleportation
tricks the computation can be done with only polynomial error probability. However,
probabilistic quantum computing is not the ideal solution for scalable quantum
computer due to its large overhead in resources, and hence is not considered in this
thesis. [10]
2.3 Cavity quantum electrodynamics
Cavity quantum electrodynamics is the study of individual atoms interacting with
only a few optical modes confined between mirrors. In an optical cavity with high
quality factor, photons interact long time with the atoms before escaping. Here, a
two-level atom with energy eigenstates |g〉 and |e〉 is described by the Hamiltonian
Hˆa =
1
2
~ωaσˆz , (2.30)
where ~ωa is the transition energy of the states and σˆz = |e〉〈e| − |g〉〈g|. The
Hamiltonian of the cavity with a single mode of frequency ωc is the Hamiltonian of
a harmonic oscillator,
Hˆc = ~ωc
(
aˆ†aˆ+
1
2
)
, (2.31)
where aˆ is the annihilation operator of a photon with frequency ωc. The interaction
between the states is described by
Hˆint = ~g(aˆ+ aˆ
†)(|g〉〈e|+ |e〉〈g|), (2.32)
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where g is the interaction strength. The total Hamiltonian of the system is
Hˆ = Hˆa + Hˆc + Hˆint. (2.33)
In the Jaynes–Cummings model, we use the rotating wave approximation to neglect
the rapidly oscillating terms of the interaction Hamiltonian to obtain the Jaynes–
Cummings Hamiltonian
HˆJCM = ~ωaσˆz + ~ωc
(
aˆ†aˆ +
1
2
)
+ ~g
(
aˆ|e〉〈g|+ aˆ†|g〉〈e|) . (2.34)
This Hamiltonian is usually the starting point in studies of interaction between
light and matter, and also for interaction between microwaves and superconducting
qubits, as explained in Sec. 2.5.
The cavity QED approach can be used in quantum computing by either treating the
atoms as qubits and using photons to couple them, or by storing the information into
the cavity states and using the atoms as nonlinear medium to provide interaction
between photons. [4]
2.4 Superconductivity
In some materials, a sudden disappearance of resistivity can be observed when the
material is cooled below a critical temperature. The BCS theory, named after John
Bardeen, Leon Cooper, and John Schrieffer, describes superconductivity as a con-
densate of electron pairs, so called Cooper pairs. The system is analogous to the
Bose-Einstein condensate of bosons at low temperatures. Within the mean field
approximation, the condensate can be described by the Ginzburg-Landau order pa-
rameter ψ(~r) = |ψ(~r)| eiφ(~r), where the Cooper pair density is described by |ψ(~r)|2
and the phase φ(~r) is related to the supercurrents. [11]
2.4.1 Josephson effect
A Josephson junction is a small insulating barrier or some other type of weak link
between two superconducting leads. The capacitance C of the junction yields a
charging energy 4e2/(2C) for a Cooper pair. In addition, Cooper pairs can tunnel
through the barrier resulting in a supercurrent even without any applied bias voltage.
The Josephson effect is described by the following relations for the current I and
voltage V across the junction:
I = Ic sinϕ, (2.35)
V =
Φ0
2π
∂tϕ, (2.36)
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where Φ0 = h/2e is the flux quantum, ϕ is the superconductor phase difference
across the junction, and Ic is the critical current of the junction which depends
on the physical properties of the junction. The phase difference ϕ is a quantum
operator ϕˆ whose conjugate is the number of Cooper pairs nˆ transferred through
the junction. Assuming small charging energy in the junction, the state of the
system is close to an eigenstate of ϕˆ and thus we may treat the phase difference as
a classical variable [12].
Integrating V I over time yields the energy associated with the Josephson effect,
UJ(ϕ) = −EJ cosϕ, (2.37)
where EJ =
Φ0Ic
2π
is called the Josephson energy of the junction.
2.4.2 Superconducting quantum interference device
A superconducting quantum interference device (SQUID) consists of two parallel
Josephson junctions forming a loop, as shown in Fig. 2.3. An external magnetic
field contributes to the phase change around the ring by 2πΦ/Φ0, where Φ is the
external magnetic flux threading the loop. Because the order parameter has to be
single valued, the total phase change in a loop is a multiple of 2π. Thus we have
−ϕ1 + ϕ2 + 2π Φ
Φ0
= 2nπ, n ∈ Z. (2.38)
For this equation to be satisfied, a supercurrent Is circulates in the ring, generating
a difference on the currents through the Josephson junctions. The energetically
II I/2 + Is
I/2− Is
ϕ1
ϕ2
Φ
Figure 2.3: Superconducting quantum interference device (SQUID) consisting of two par-
allel Josephson junctions forming a loop. The current through the SQUID is I, and the
external magnetic flux threading the loop is Φ. The phase differences across the Josephson
junctions are ϕ1 and ϕ2 and the currents through the junctions are I/2+ Is and I/2− Is,
where Is is the loop current caused by the magnetic field.
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optimal Is is obtained when |ϕ1 − ϕ2| is smallest. Hence
ϕ1 − ϕ2
2
= π
Φ
Φ0
− nπ
⇔ cos
(
ϕ1 − ϕ2
2
)
= (−1)n cos
(
π
Φ
Φ0
)
⇔ cos
(
ϕ1 − ϕ2
2
)
=
∣∣∣∣cos
(
π
Φ
Φ0
)∣∣∣∣ , (2.39)
where on the last line we used the fact that the smallest solution for |ϕ1 − ϕ2| is
obtained when |ϕ1−ϕ2| < π, and thus the left-hand-side of the equation is positive.
Assuming negligible self-indcutance of the loop and symmetric SQUID with identical
Josephson junctions with critical currents Ic0, the total phase difference over the
SQUID is ϕ = (ϕ1 + ϕ2)/2, and the total current assumes the form
I = Ic0 sinϕ1 + Ic0 sinϕ2 = 2Ic0 cos
(
ϕ1 − ϕ2
2
)
sin
(
ϕ1 + ϕ2
2
)
= 2Ic0
∣∣∣∣cos
(
π
Φ
Φ0
)∣∣∣∣ sinϕ. (2.40)
Defining the critical current of the SQUID as
Ic(Φ) = 2Ic0
∣∣∣∣cos
(
π
Φ
Φ0
)∣∣∣∣ , (2.41)
the total current assumes the form
I = Ic(Φ) sinϕ. (2.42)
If a voltage V is applied across the SQUID, the same voltage occurs across both
Josephson junctions, yielding
Φ0
2π
∂tϕ =
Φ0
4π
(∂tϕ1 + ∂tϕ2) = V. (2.43)
Equations (2.42) and (2.43) are the Josephson relations for a Josephson junction
with a critical current Ic(Φ). Therefore, the SQUID is equivalent to a tunable
Josephson junction whose critical current depends on the external magnetic flux as
in Eq. (2.41). A real SQUID is not exactly symmetric, and thus there is a small
minimum value for the critical current.
SQUID as a tunable inductor
Noting that ∂tI = Ic(Φ) cosϕ∂tϕ in the Josephson equations, the equations become
similar to the voltage-current equation of an inductor,
V =
Φ0
2π
∂tϕ =
Φ0
2πIc(Φ) cosϕ
∂tI. (2.44)
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For ϕ ∈ [−π/2, π/2], Eq. (2.44) becomes
V =
Φ0
2πIc(Φ) cosϕ
∂tI =
Φ0
2π
√
Ic(Φ)2 − I2
∂tI. (2.45)
Thus the SQUID acts as a nonlinear inductor with current-dependent inductance
LJ (Φ, I) =
Φ0
2π
√
I2c − I2
. (2.46)
Expanding the inductance to the second power in I = Ic(Φ) sinϕ around I0 =
Ic(Φ) sinϕ0, we obtain
LJ (Φ, I) =
Φ0
2πIc(Φ) cosϕ0
[
1−
(
I − I0√
2Ic(Φ) cosϕ0
)2]
. (2.47)
This expansion can be used to study the nonlinear effects of the SQUID [13, 14].
Assuming vanishing loop-inductance and small fluctuations in the current I and the
total phase difference ϕ, that is, |I− I0| ≪
√
2Ic(Φ) cosϕ0, a SQUID can be treated
as a tunable linear inductor, inductance LJ of which is a function of the external
magnetic flux threading the loop Φ, [15]
LJ(Φ) =
Φ0/2π
Ic(Φ) cosϕ0
. (2.48)
If the total capacitance of the SQUID CJ is small such that the plasma frequency
of the SQUID ωp = 1/
√
LJCJ is high compared to the frequency of the relevant
dynamics of the studied system, the SQUID can be characterized by the inductance.
This model has been used, e.g., for analyzing the dynamical Casimir effect [12] and
tunable heat conduction [16] in superconducting waveguides.
If a dc bias current Ib is applied across the SQUID, the current varies around I0 =
Ic(Φ) sinϕ0 = Ib. Thus the inductance of the SQUID can be tuned also by a dc
bias current. Using a bias tee for the bias current, the dc bias current does not have
other effects on the dynamics of the system for the photons.
2.5 Circuits for microwave photons
Superconducting circuits consisting of waveguides for microwave photons and de-
vices acting as artificial atoms can be treated using the same theoretical methods as
in optical quantum computing and optical cavity QED [7,8,17]. In superconducting
circuits, the parameters of the system can be tuned to larger extent. In particu-
lar, the lifetime of the atom inside the cavity is infinite, and for example, using
nonlinear elements in microwave circuits may provide stronger Kerr cross nonlin-
earity than in optical quantum computing [14]. Therefore, circuit cavity quantum
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electrodynamics is a promising approach for quantum computing. A scalable fault-
tolerant architechture for a quantum computer with superconducting circuits using
microwave cavities has been proposed [18], and generation of single photons [19] and
Fock states [20] has been demonstrated. In Ref. [14], a nondemolition measurement
scheme for microwave resonators based on the Kerr cross nonlinearity caused by the
nonlinearity of SQUIDs was proposed.
A commonly used superconducting artificial atom is the Cooper pair box (CPB)
consists of a superconducting island connected to a reservoir via a Josephson junction
through which Cooper pairs can tunnel and to a gate voltage Vg via a capacitance
Cg. The Hamiltonian of the CPB is
HˆCPB = 4Ec
(
nˆ− Vg
2Cge
)2
+ EJ
∑
n
(|n+ 1〉〈n|+ |n〉〈n+ 1|), (2.49)
where Ec is the charging energy of a single electron on the island, nˆ is the Cooper
pair number operator of the island, and EJ is the Josephson energy of the Josephson
junction. For Vg ≈ Cge, the system can be approximated as a two-state system with
n = 0, 1. If the gate is connected to a superconducting cavity with a single mode,
the gate voltage becomes an operator Vˆg = Vg0+ Vˆ , where Vg0 is the DC gate voltage
and Vˆ is the voltage induced by the photons in the cavity. In Sec. 3.1, we derive
Vˆ = A(aˆ + aˆ†), where aˆ is the annihilation operator of a photon in the cavity, and
A is a constant depending on the system. Combining these, we obtain the cavity
QED Hamiltonian in Eq. (2.33). [8]
The transmon qubit [8,21] has a design similar to a Cooper pair box where EJ ≫ Ec
to reduce the harmful effect of charge noise on the device operation. In this regime,
the system cannot be approximated by two charge states. However, the transmon
can be made sufficiently anharmonic for it to behave as a two-state system for
the lowest energy eigenstates, and the transmon qubit coupled to a cavity can be
described by the Jaynes–Cummings Hamiltonian.
Somewhat less studied approach is using itinerant microwave photons instead of
photons confined in a cavity. Single photon generation has been demonstrated [19]
and the quantum properties have been studied [22,23]. In addition, a single photon
router has been demonstrated [24] and a scheme for nondemolition measurement of
itinerant photons has been proposed [25].
For traveling photons, we may define field operators ψˆL(x) and ψˆR(x) for left- and
right-moving photons for which the voltage at the waveguide is
Vˆ (x) = B[ψˆL(x) + ψˆR(x) + ψˆ
†
L(x) + ψˆ
†
R(x)], (2.50)
where B is a constant depending on the system [26]. Using similar approach than in
the Jaynes–Cummings Hamiltonian, one may study the interaction between photons
and qubits. For example, a microwave photon detector based on this approach
has been proposed [27]. In Ch. 3, we define the field operators starting from the
quantization of the transmission line.
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In this thesis, we focus mostly on microwave photons not interacting with artificial
atoms. Nevertheless, the devices and phenomena discussed here can be used directly
in systems that are treated with circuit QED. In addition, the ideas from circuit
QED can possibly be used to treat the nonlinear effects in the tunable phase shifter
to be discussed in Ch. 4.
Chapter 3
Superconducting transmission
lines
In this chapter, we present the general model for superconducting transmission lines
and derive explicitely the Hamiltonian and the single photon operators and the field
operators, which are used for circuit cavity quantum electrodynamics, for the sim-
plest case, the infinite transmission line. Our derivation follows Refs. [28, 29]. We
continue by using this model to derive theoretical tools for studying the reflection
of single photons in a semi-infinite transmission line terminated by an impedance.
We conclude this chapter by discussing our approach on complex networks of trans-
mission lines mostly based on Ref. [28] and presenting some examples of simple
networks.
3.1 Infinite transmission line
In this Section, we present our model for the transmission line in the infinite case
where no boundary conditions affect the dynamics or the quantization of the trans-
mission line.
3.1.1 Classical case
The transmission line, such as a coaxial cable, consists of a centre conductor that
is capacitively coupled with a conductor that is connected to ground. In supercon-
ducting circuits, the transmission lines are realized as coplanar waveguides where
the centre pin is coupled to two conductors that are in the ground potential. We
model the transmission line as a discrete set of capacitors with capacitance C and
inductors with inductance L [8, 29, 30] as shown in Fig. 3.1. Because the resistance
of a superconducting transmission line is zero, there are no dissipative elements in
our model. We denote the current (from left to right) on the inductor between the
18
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PSfrag Ik−1 Ik Ik+1
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C
Figure 3.1: Discrete model of the transmission line consisting of capacitors with capaci-
tance C and inductors with inductance L. The current at the kth inductor is Ik, and the
charge at the kth capacitor is Qk −Qk−1.
kth and (k + 1)th capacitors by Ik, and define the charge variable Qk such that
∂tQk = −Ik. By Kirchoff’s law the charge of the kth capacitor is Qk − Qk−1. The
variable Qk is the total charge to the left of the kth capacitor plus a constant which
is irrelevant in the case of an infinite transmission line.
The voltage on the kth capacitor is Vk = (Qk −Qk−1)/C. This yields the equation
of motion
L∂2tQk = −L∂tIk = Vk+1 − Vk =
Qk+1 +Qk−1 − 2Qk
C
. (3.1)
Let the length of an LC element of the discrete model be ∆x. For the capacitors
and the inductors, we may write C = c∆x and L = l∆x, where c and l are the
capacitance and inductance per unit length, respectively. Taking the limit ∆x→ 0
and denoting Qk = Q(k∆x) yields
l∂2tQ(x, t) =
1
c
∂2xQ(x, t). (3.2)
This is the wave equation for Q with velocity v = 1/
√
lc. The solution can be
expressed in terms of left- and right-going waves,
Q(x, t) = QL(t + x/v) +QR(t− x/v). (3.3)
For the voltage and current, we obtain
V (x, t) =
1
c
∂xQ(x, t), (3.4)
I(x, t) = −∂tQ(x, t). (3.5)
We can define left- and right-going voltage waves,
VL(x, t) =
d
dx
1
c
QL(t+ x/v) = ZcQ
′
L(t+ x/v), (3.6)
VR(x, t) =
d
dx
1
c
QR(t− x/v) = −ZcQ′R(t− x/v), (3.7)
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where ′ denotes the derivative of the functions of one variable and Zc = 1cv =
√
l
c
is
the characteristic impedance of the transmission line. In terms of these definitions,
the total voltage and current can be written as
V (x, t) = VL(t+ x/v) + VR(t− x/v), (3.8)
I(x, t) = −∂tQ(x, t) = −[Q′L(t+ x/v) +Q′R(t− x/v)]
= − 1
Zc
[VL(t + x/v)− VR(t− x/v)] . (3.9)
For quantization of the trasmission line, we need the Lagrangian. The continuum
limit can also be obtained from the Lagrangian of the discrete case,
L =
∑
k
L
2
Q˙2k −
1
2C
(Qk −Qk−1)2. (3.10)
The continuum limit of this is
L =
∫
dxL(x) =
∫
dx
{
l
2
Q˙(x)2 − 1
2c
[∂xQ(x)]
2
}
, (3.11)
for which the Euler-Lagrange equation is Eq. (3.2).
The conjugate of Q is ΠQ :=
∂L
∂Q˙
= lQ˙, which is the magnetic flux per unit length
threading the transmission line. The Hamiltonian is given by
H =
∫
dx
[
Q˙ΠQ − L(x)
]
=
∫
dx
{
l
2
Q˙(x)2 +
1
2c
[∂xQ(x)]
2
}
. (3.12)
In terms of Q and ΠQ, the Hamiltonian is expressed as
H =
∫
dx
{
1
2l
[ΠQ(x)]
2 +
1
2c
[∂xQ(x)]
2
}
. (3.13)
This form is the starting point for the quantum treatment of the transmission line.
3.1.2 Coordinate transforms
The coordinate system for the physical transmission line depends of the choices of
the location of the origin and the direction of positive x axis. The relation between
two coordinate systems is
x˜ = αx+ d, α = ±1, (3.14)
where the α = 1 if the directions of the x axis and the x˜ axis are equal and α = −1
if the directions are opposite. Here, we derive the transformation for the new charge
variable Q˜ corresponding to the coordinate transform.
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Consider a point P in the transmission line, and define x0 such that the point P is
at x = x0 in the original coordinates. In the new coordinates, the point P is thus
at x˜ = αx0 + d.
The value of Q(x) at x = x0 is the total charge on the transmission line from point
P to infinity in the direction of the negative x axis, whereas the value of Q˜(x˜) at
x˜ = αx0 + d is the total charge on the transmission line from point P to infinity
in the direction of the negative x˜ axis. If α = 1, this yields Q(x0) = Q˜(x0 + d).
If α = −1, the total charge in the transmission line, which is a constant, can be
written as Q(x) + Q˜(−x0 + d). Because an arbitrary constant can be added to Q,
we may choose −Q(x0) = Q˜(−x0 + d). Combining both cases, we obtain
Q˜(x˜) = Q˜(αx+ d) = αQ(x), α = ±1. (3.15)
With this coordinate transform, the treatment of the transmission line does not
depend on the choice of coordinates, e.g., the actual physical quantities, current and
voltage, can be obtained from Q˜ by I˜(x˜) = −∂tQ˜(x˜) and V˜ (x˜) = 1c∂x˜Q˜(x˜), which
are similar to the equations in the original coordinate system.
3.1.3 Quantization
We quantize the transmission line following Ref. [28]. Here, Q and its canconin-
cal conjugate ΠQ become operators Qˆ and ΠˆQ satisfying the bosonic equal-time
commutation relations in the Heisenberg picture1
[Qˆ(x, t), Qˆ(x′, t)] = 0, (3.16)
[ΠˆQ(x, t), ΠˆQ(x
′, t)] = 0, (3.17)
[Qˆ(x, t), ΠˆQ(x
′, t)] = i~δ(x− x′). (3.18)
Thus the Hamiltonian assumes the form
Hˆ(t) =
∫
dx
{
1
2l
ΠˆQ(x, t)
2 +
1
2c
[∂xQˆ(x, t)]
2
}
. (3.19)
1In the Schro¨dinger picture, the state of the system |Ψ(t)〉S evolves according to the
Schro¨dinger equation −i~∂t|Ψ(t)〉S = Hˆ |Ψ(t)〉S , and the expectation value of an observable OˆS is
S〈Ψ(t)|OˆS |Ψ(t)〉S . In the Heisenberg picture, the operators are defined by OˆH(t) = Uˆ(t)†OˆSUˆ(t)
where i~∂tUˆ(t) = HˆUˆ(t) and Uˆ(0) = Iˆ, and the expectation value of the operator is
thus H〈Ψ|OˆH(t)|Ψ〉H , where |Ψ〉H = |Ψ(0)〉S . The equation of motion for operator OˆH is
i~∂tOˆH(t) = [OˆH(t), Hˆ ].
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The equations of motion are
∂tQˆ(x, t) = − i
~
[
Qˆ(x, t), Hˆ(t)
]
= − i
~
∫
dx′
{
1
2l
[
Qˆ(x, t), ΠˆQ(x
′, t)2
]
+
1
2c
[
Qˆ(x, t), [∂xQˆ(x
′, t)]2
]}
= − i
~
∫
dx′
1
2l
[
Qˆ(x, t), ΠˆQ(x
′, t)2
]
= − i
~
∫
dx′
1
2l
[[
Qˆ(x, t), ΠˆQ(x
′, t)
]
, ΠˆQ(x
′, t)
]
+
= − i
~
∫
dx′
1
2l
2i~δ(x− x′)ΠˆQ(x′, t) = 1
l
ΠˆQ(x, t), (3.20)
∂tΠˆQ(x, t) = − i
~
[
ΠˆQ(x, t), Hˆ(t)
]
= − i
~
∫
dx′
{
1
2l
[
ΠˆQ(x, t), ΠˆQ(x
′, t)2
]
+
1
2c
[
ΠˆQ(x, t), [∂xQˆ(x, t)]
2
]}
= − i
~
∫
dx′
1
2c
[
ΠˆQ(x, t), [∂xQˆ(x
′, t)]2
]
= − i
~
∫
dx′
1
2c
[[
ΠˆQ(x, t), ∂xQˆ(x
′, t)
]
, ∂xQˆ(x
′, t)
]
+
=
i
~
∫
dx′
1
2c
[[
ΠˆQ(x, t), Qˆ(x
′, t)
]
, ∂2xQˆ(x
′, t)
]
+
=
i
~
∫
dx′
1
2c
(−2)i~δ(x− x′)∂2xQˆ(x′, t) =
1
c
∂2xQˆ(x, t), (3.21)
where [Aˆ, Bˆ]+ = AˆBˆ + BˆAˆ is the anticommutator. Here, we used integration by
parts and have assumed that limx→±∞ Qˆ(x, t) = 0. This is not necessarily true in
the case of an infinite waveguide but is a good approximation for physical situations.
Combining these, we obtain a wave equation similar to the classical case,
l∂2t Qˆ(x, t) =
1
c
∂2xQˆ(x, t). (3.22)
The solution to the wave equation can be written as
Qˆ(x, t) = QˆL(t + x/v) + QˆR(t− x/v). (3.23)
Fourier expanding QˆL,R yields
Qˆ(x, t) =
√
~
4πZc
∫ ∞
−∞
dω
1√|ω|
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v)
)
, (3.24)
where AˆLω and AˆRω are time-independent operators corresponding to the left- and
right-moving waves, and the normalization factor is chosen to simplify equations
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below. The minus sign is for convenience in the coordinate transform x˜ = −x. As
explained in Sec. 3.1.2,
ˆ˜Q(x˜, t) = −Qˆ(−x˜, t)
=
√
~
4πZc
∫ ∞
−∞
dω
1√|ω|
(
ˆ˜ALωe
−iω(t+x˜/v) − ˆ˜ARωe−iω(t−x˜/v)
)
, (3.25)
where ˆ˜ALω = AˆRω and
ˆ˜ARω = AˆLω.
Because Qˆ corresponds to a physical observable, it is Hermitian. Thus Aˆα(−ω) = Aˆ†αω,
where α = L,R, and we may rewrite Qˆ in terms of only positive frequencies as
Qˆ(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) + h.c.
)
, (3.26)
where h.c. denotes Hermitian conjugate.
Here, Aˆαω and Aˆ
†
αω with α = L,R are the annihilation and creation operators for the
left- and right-moving photons, respectively. They satisfy the bosonic commutation
relations [28]
[Aˆαω, Aˆ
†
α′ω′ ] = δαα′δ(ω − ω′), (3.27)
where α = L,R. The commutation relation follows from the Fourier transform of
Eqs. (3.16)–(3.18).
It is useful to write down the voltage and current (from left to right) at a point in
the transmission line in terms of the operators Aˆ,
Vˆ (x, t) =
1
c
∂xQˆ(x, t)
= −i
√
~Zc
4π
∫ ∞
0
dω
√
ω
(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)
, (3.28)
Iˆ(x, t) = −∂tQˆ(x, t)
= i
√
~
4πZc
∫ ∞
0
dω
√
ω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)
, (3.29)
where we used 1
cv
√
Zc
=
√
lc
c
√
Zc
=
√
Zc on the first equation.
In terms of the time-independent operators AˆRω and AˆRω, the Hamiltonian can be
written in the Heisenberg picture as
Hˆ(t) =
∫
dx
[
1
2l
ΠˆQ(x, t)
2 +
1
2c
[∂xQˆ(x, t)]
2
]
=
∫
dx
[
l
2
[∂tQˆ(x, t)]
2 +
1
2c
[∂xQˆ(x, t)]
2
]
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=
~
4πZc
∫
dx
∫ ∞
0
dω
∫ ∞
0
dω′
1√
ωω′
{
l
2
[
−iω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)]
×
[
−iω′
(
AˆLω′e
−iω′(t+x/v) − AˆRω′e−iω′(t−x/v) − h.c.
)]
+
1
2c
[−iω
v
(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)]
×
[−iω′
v
(
AˆLω′e
−iω′(t+x/v) + AˆRω′e−iω
′(t−x/v) − h.c.
)]}
=
~l
8πZc
∫
dx
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)
×
(
AˆLω′e
−iω′(t+x/v) − AˆRω′e−iω′(t−x/v) − h.c.
)
+
(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)
×
(
AˆLω′e
−iω′(t+x/v) + AˆRω′e−iω
′(t−x/v) − h.c.
)}
=
~l
4πZc
∫
dx
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
AˆLωAˆLω′e
−i(ω+ω′)(t+x/v) − AˆLωAˆ†Lω′e−i(ω−ω
′)(t+x/v)
− Aˆ†LωAˆLω′e−i(−ω+ω
′)(t+x/v) + Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)(t+x/v)
+ AˆRωAˆRω′e
−i(ω+ω′)(t−x/v) − AˆRωAˆ†Rω′e−i(ω−ω
′)(t−x/v)
−Aˆ†RωAˆRω′e−i(−ω+ω
′)(t−x/v) + Aˆ†RωAˆ
†
Rω′e
i(ω+ω′)(t−x/v)
}
=
~lv
2Zc
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
AˆLωAˆLω′e
−i(ω+ω′)tδ(ω + ω′)− AˆLωAˆ†Lω′e−i(ω−ω
′)tδ(ω − ω′)
− Aˆ†LωAˆLω′e−i(−ω+ω
′)tδ(ω − ω′) + Aˆ†LωAˆ†Lω′ei(ω+ω
′)tδ(ω + ω′)
+ AˆRωAˆRω′e
−i(ω+ω′)tδ(ω + ω′)− AˆRωAˆ†Rω′e−i(ω−ω
′)tδ(ω − ω′)
−Aˆ†RωAˆRω′e−i(−ω+ω
′)tδ(ω − ω′) + Aˆ†RωAˆ†Rω′ei(ω+ω
′)tδ(ω + ω′)
}
=
~
2
∫ ∞
0
dωω
(
AˆLωAˆ
†
Lω + Aˆ
†
LωAˆLω + AˆRωAˆ
†
Rω + Aˆ
†
RωAˆRω
)
=
∫ ∞
0
dω~ω
(
Aˆ†LωAˆLω + Aˆ
†
RωAˆRω
)
+ const., (3.30)
which is the Hamiltonian of an infinite combination of harmonic oscillators with a
continuous spectrum.
In the infinite transmission line, a single photon with well-defined frequency is not
localized. A physical single-photon wave packet of finite spatial extend is a super-
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position of photons with different frequencies. In the next section, we present the
field operators that can be used to analyze realistic wave packets.
3.1.4 Field operators
We define |0〉 to be the ground state, i.e., the state for which AˆLω|0〉 = AˆRω|0〉 = 0
for every ω. A single-photon state with only left-going photons can be described at
t = 0 by
|sL〉 =
∫ ∞
0
dωXL(ω)Aˆ
†
Lω|0〉, (3.31)
where XL : [0,∞)→ C is normalized to satisfy
1 = 〈sL|sL〉 =
∫ ∞
0
dω
∫ ∞
0
dω′XL(ω)∗XL(ω′)〈0|AˆLωAˆ†Lω′ |0〉
=
∫ ∞
0
dωXL(ω)
∗XL(ω). (3.32)
We extend XL to all real numbers by defining XL(ω) = 0 for ω < 0 and define
ξL(x) =
1√
2πv
∫ ∞
0
dω e−iωx/vXL(ω) =
1√
2πv
∫ ∞
−∞
dω eiωx/vXL(−ω), (3.33)
similar to the inverse Fourier transform formula in Eq. (A.7), yielding
XL(ω) =
1√
2πv
∫ ∞
−∞
dx eiωx/vξL(x), (3.34)
for ω > 0. Thus the single photon state assumes the form
|sL〉 =
∫ ∞
−∞
dx ξL(x)
1√
2πv
∫ ∞
0
dω eiωx/vAˆ†Lω|0〉. (3.35)
Defining the field operator for left-going photons as
ψˆL(x) =
1√
2πv
∫ ∞
0
dω e−iωx/vAˆLω, (3.36)
we may write
|sL〉 =
∫ ∞
−∞
dx ξL(x)ψˆ
†
L(x)|0〉. (3.37)
Here, ξL(x) contains no negative frequency terms.
Similarly, we may define the field operator for right-going photons as
ψˆR(x) =
1√
2πv
∫ ∞
0
dω eiωx/vAˆRω, (3.38)
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and write
|sR〉 =
∫ ∞
0
dωXR(ω)Aˆ
†
Rω|0〉 =
∫ ∞
−∞
dx ξR(x)ψˆ
†
R(x)|0〉, (3.39)
to describe the single-photon state with only right-going photons. Here, ξR is defined
by
ξR(x) =
1√
2πv
∫ ∞
0
dω eiωx/vXR(ω), (3.40)
and contains no positive frequency terms.
The general single-photon state can be written as
|s〉 =
∫ ∞
−∞
dx
[
ξL(x)ψˆ
†
L(x) + ξR(x)ψˆ
†
R(x)
]
|0〉, (3.41)
where ξL contains only negative-frequency terms and ξR contains only positive-
frequency terms. Because ψ†L contains only negative frequency terms, using Eq. (A.14),
we may write ∫ ∞
−∞
dx ξR(x)ψˆ
†
L(x)|0〉 = 0, (3.42)
and similarly, ∫ ∞
−∞
dx ξL(x)ψˆ
†
R(x)|0〉 = 0. (3.43)
Thus we may define ξ(x) = ξL(x)+ ξR(x) and write a general single-photon state as
|s〉 =
∫ ∞
−∞
dx ξ(x)ψˆ†(x)|0〉, (3.44)
where ψˆ(x) = ψˆL(x)+ψˆR(x) is the total bosonic field operator. The function ξ is the
wave function of the single-photon wave packet, and its negative frequency terms
are associated with left-moving photons and positive frequency terms are associated
with right-moving photons.
In the Heisenberg picture,
ψˆL(x, t) =
1√
2πv
∫ ∞
0
dω e−iω(t+x/v)AˆLω, (3.45)
ψˆR(x, t) =
1√
2πv
∫ ∞
0
dω e−iω(t−x/v)AˆRω, (3.46)
ψˆ(x, t) =
1√
2πv
∫ ∞
0
dω e−iωt
[
e−iωx/vAˆLω + eiωx/vAˆRω
]
. (3.47)
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The equal-time commutation relations for ψˆ are
[
ψˆ(x, t), ψˆ(x′, t)
]
=
1√
2πv
∫ ∞
0
dω
1√
2πv
∫ ∞
0
dω′e−i(ω+ω
′)t
×
[
e−iωx/vAˆLω + eiωx/vAˆRω, e−iω
′x′/vAˆLω′ + e
iω′x′/vAˆRω′
]
=0 (3.48)[
ψˆ(x, t), ψˆ†(x′, t)
]
=
1√
2πv
∫ ∞
0
dω
1√
2πv
∫ ∞
0
dω′e−i(ω−ω
′)t
×
[
e−iωx/vAˆLω + eiωx/vAˆRω, eiω
′x′/vAˆ†Lω′ + e
−iω′x′/vAˆ†Rω′
]
=
1
2πv
∫ ∞
0
dω
∫ ∞
0
dω′e−i(ω−ω
′)t
×
{
e−i(ωx−ω
′x′)/v
[
AˆLω, Aˆ
†
Lω′
]
+ ei(ωx−ω
′x′)/v
[
AˆRω, Aˆ
†
Rω′
]}
=
1
2πv
∫ ∞
0
dω
(
e−iω(x−x
′)/v + eiω(x−x
′)/v
)
= δ(x− x′). (3.49)
The normalization condition for the single photon state descibed in Eq. (3.44) is
1 = 〈s|s〉 =
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ξ(x)∗ξ(x′)〈0|ψˆ(x)ψˆ†(x′)|0〉
=
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ξ(x)∗ξ(x′)〈0|
{
[ψˆ(x), ψˆ†(x′)] + ψˆ†(x′)ψˆ(x)
}
|0〉
=
∫ ∞
−∞
dx
∫ ∞
−∞
dx′ξ(x)∗ξ(x′)
{
〈0|δ(x− x′)|0〉+ 〈0|ψˆ†(x′)ψˆ(x)|0〉
}
=
∫ ∞
−∞
dx ξ(x)∗ξ(x). (3.50)
Assuming a narrow frequency band near ω0, the variable Qˆ can be approximated as
Qˆ(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) + h.c.
)
,
≈
√
~v
2Zcω0
1√
2πv
∫ ∞
0
dω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) + h.c.
)
,
=
√
~
2lω0
[
ψˆL(x, t)− ψˆR(x, t) + ψˆ†L(x, t)− ψˆ†R(x, t)
]
, (3.51)
and voltage and current can be approximated as
Vˆ (x, t) = −i
√
~Zc
4π
∫ ∞
0
dω
√
ω
(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)
≈ −i
√
~ω0
2c
[
ψˆL(x, t) + ψˆR(x, t)− ψˆ†L(x, t)− ψˆ†R(x, t)
]
, (3.52)
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Iˆ(x, t) = i
√
~
4πZc
∫ ∞
0
dω
√
ω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)
,
≈ i
√
~ω0
2l
[
ψˆL(x, t)− ψˆR(x, t)− ψˆ†L(x, t) + ψˆ†R(x, t)
]
. (3.53)
These approximations have been used in studying the interference between travelling
wave packets and superconducting devices [27, 29, 31].
3.2 Transmission line terminated by an impedance
In this section, we consider a semi-infinite transmission line (x ≥ 0) with charac-
teristic impedance Zc terminated by an impedance Z0(ω) at x = 0 as shown in
Fig. 3.2. First, we calculate the classical reflection coefficient, and then we calculate
the quantum mechanical reflection coefficient in two special cases and compare them
to the classical result.
I0
V0
Z0(ω) Transmission line
Figure 3.2: Transmission line terminated by an impedance Z0(ω).
3.2.1 Classical reflection coefficient
The classical reflection coefficient for waves of single frequency ω is a well-known
result [30],
r(ω) =
Z0(ω)− Zc
Z0(ω) + Zc
. (3.54)
Nevertheless, since the quantum treatment resembles the derivation of the classical
reflection coefficient, it is instructive to derive the above equation explicitely.
The wave equation (3.2) holds inside the semi-infinite transmission line, and we may
write
Q(x, t) = QL(t + x/v) +QR(t− x/v), (3.55)
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as in Eq. (3.3). Fourier expanding Q, we obtain
QL(t+ x/v) =
∫ ∞
−∞
dω ALωe
iω(t+x/v), (3.56)
QR(t− x/v) =
∫ ∞
−∞
dω (−ARω)eiω(t−x/v), (3.57)
Q(x, t) =
∫ ∞
−∞
dω ALωe
iω(t+x/v) − ARωeiω(t−x/v). (3.58)
The left- and right-going voltage waves defined in Eqs. (3.6) and (3.7) are
VL(x, t) = Zc
∫ ∞
−∞
dω iωALωe
iω(t+x/v) =
∫ ∞
−∞
dω VLω(x)e
iωt, (3.59)
VR(x, t) = −Zc
∫ ∞
−∞
dω iω(−ARω)eiω(t−x/v) =
∫ ∞
−∞
dω VRω(x)e
iωt, (3.60)
where VLω(x) = iωZcALωe
iωx/v and VRω(x) = iωZcARωe
−iωx/v are the Fourier coef-
ficients of the voltage at x related to frequency ω.
The total voltage at x = 0 can be written as
V0(t) = VL(0, t) + VR(0, t) =
∫ ∞
−∞
dω iωZc(ALω + ARω)e
iωt
=
∫ ∞
−∞
dω V0ωe
iωt, (3.61)
where V0ω = iωZc(ALω + ARω). The current at x = 0 can be written as
I0(t) = −∂t[QL(t) +QR(t)] = −
∫ ∞
−∞
dω iω(ALω −ARω)eiωt
=
∫ ∞
−∞
dω I0ωe
iωt, (3.62)
where I0ω = −iω(ALω − ARω).
Using these expansions, the boundary condition caused by the impedance is
V0ω = −Z0(ω)I0ω (3.63)
⇔ iωZc(ALω + ARω) = −Z0(ω)[−iω(ALω − ARω)], (3.64)
where the minus sign is due to the fact that the direction of the current I0 is from
ground to V (0, t). The reflection coefficient for the voltage waves is
r(ω) =
VRω(0)
VLω(0)
=
ZciωARω
ZciωALω
=
Z0(ω)− Zc
Z0(ω) + Zc
, (3.65)
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which is equivalent to Eq. (3.54). Because the voltage of a classical wave is real,
Eq. (3.59) yields ALω = A
∗
L−ω, and thus
VL(x, t) =
∫ ∞
0
dω iωZcALωe
iω(t+x/v) + c.c. =
∫ ∞
0
dω VLω(0)e
iω(t+x/v) + c.c., (3.66)
VR(x, t) =
∫ ∞
0
dω iωZcARωe
iω(t−x/v) + c.c.
=
∫ ∞
0
dω r(ω)VLω(0)e
iω(t−x/v) + c.c., (3.67)
where c.c. denotes the complex conjugate.
3.2.2 Single LC element at the end of the transmission line
We consider a semi-infinite transmission line (x > 0) with characteristic impedance
Zc terminated by an LC element with an inductance L0 and a capacitance C0 in
series as shown in Fig. 3.3. First, we derive the corresponding Lagrangian and
Hamiltonian, and then we quantize the system and find the quantum reflection
coefficient. Finally, we define the field operators for this case and briefly study the
reflection of wave packets.
I0 C0
L0
Q(x = 0)
V0
Transmission line
Figure 3.3: Transmission line terminated by a capacitor C0 and an inductor L0 in series.
Lagrangian
Here, Q(0, t) becomes the charge on the capacitor and −∂tQ(0, t) is the current at
the inductor from ground towards the transmission line. The equation of motion at
x = 0 is thus
1
c
∂xQ(0
+, t) = V (0, t) = Vinductor + Vcapacitor = L0∂
2
tQ(0, t) +
1
C0
Q(0, t), (3.68)
and the wave equation for the transmission line for x > 0 remains the same,
l∂2tQ(x) =
1
c
∂2xQ(x). (3.69)
These equations are also obtained by the Lagrangian [28]
L(x) = δ(x)
[
L0
2
Q˙2 − 1
2C0
Q2
]
+ θ(x)
[
l
2
Q˙2 − 1
2c
(∂xQ)
2
]
, (3.70)
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where θ is the Heaviside step function defined in App. A. The δ(x) term corresponds
to the LC element and the θ(x) term corresponds to the transmission line. The
Euler-Lagrange equation is
0 =
d
dt
δL
δ(∂tQ)
+
d
dx
δL
δ(∂xQ)
− δL
δQ
= δ(x)
[
L0Q¨− 1
c
∂xQ+
1
C0
Q
]
+ θ(x)
[
lQ¨− 1
c
∂2xQ
]
. (3.71)
The canonical conjugate variable to Q is ΠQ, defined by
ΠQ(x) =
δL(x)
δQ˙(x)
= [L0δ(x) + lθ(x)]Q˙(x). (3.72)
The conjugate variable ΠQ(x) corresponds to the magnetic field per unit length in
the transmission line for x > 0 and to the magnetic field in the inductor at the end
of the transmission line for x = 0. To obtain a real value for the magnetic field at
x = 0, we define
Π0 = lim
ǫ→0
∫ ǫ
−ǫ
dxΠQ(x) = L0Q˙(0). (3.73)
For convenience, we also define
Π˜Q(x) =
{
ΠQ(x) = lQ˙(x), x > 0,
0, x ≤ 0. (3.74)
Because the δ term dominates at x = 0, we may write
ΠQ(x) = δ(x)Π0 + Π˜Q(x). (3.75)
The Hamiltonian is
H =
∫
dx
[
ΠQ(x)Q˙(x)−L(x)
]
=
∫
dx
{
δ(x)
[
1
2L0
Π20 +
1
2C0
Q(0)2
]
+θ(x)
[
1
2l
[Π˜Q(x)]
2 +
1
2c
[∂xQ(x)]
2
]}
. (3.76)
Quantization
The conjugate variables Q and ΠQ become operators Qˆ(x) and ΠˆQ satisfying the
canonical commutation relations
[Qˆ(x), ΠˆQ(x
′)] = i~δ(x− x′),
[Qˆ(x), Qˆ(x′)] = [ΠˆQ(x), ΠˆQ(x
′)] = 0. (3.77)
CHAPTER 3. SUPERCONDUCTING TRANSMISSION LINES 32
We may also define the operators Πˆ0 and
ˆ˜ΠQ(x) as above. The commutation rela-
tions become
[Qˆ(x), ˆ˜ΠQ(x
′)] = i~δ(x− x′), for x′ > 0,
[Qˆ(x), Πˆ0] =
{
0, x > 0,
i~, x = 0.
(3.78)
In the Heisenberg picture,
∂tQˆ(0, t) =− i
~
[
Qˆ(0, t), Hˆ(t)
]
=− i
~
∫
dx
{
δ(x)
(
1
2L0
[
Qˆ(0, t), Πˆ0(t)
2
]
+
1
2C0
[
Qˆ(0, t), Qˆ(0, t)2
])
+
θ(x)
(
1
2l
[
Qˆ(0, t), [ ˆ˜ΠQ(x, t)]
2
]
+
1
2c
[
Qˆ(0, t), [∂xQˆ(x, t)]
2
])}
=− i
~
∫
dx δ(x)
1
2L0
[[
Qˆ(0, t), Πˆ0(t)
]
, Πˆ0(t)
]
+
=
1
L0
Πˆ0(t), (3.79)
and for x > 0,
∂tQˆ(x, t) =− i
~
[
Qˆ(x, t), Hˆ(t)
]
=− i
~
∫
dx′
{
δ(x′)
(
1
2L0
[
Qˆ(x, t), Πˆ0(t)
2
]
+
1
2C0
[
Qˆ(x, t), Qˆ(0, t)2
])
+
θ(x′)
(
1
2l
[
Qˆ(x, t), [ ˆ˜ΠQ(x
′, t)]2
]
+
1
2c
[
Qˆ(x, t), [∂xQˆ(x
′, t)]2
])}
=− i
~
∫
dx′ θ(x′)
1
2l
[[
Qˆ(x, t), ˆ˜ΠQ(x
′, t)
]
, ˆ˜ΠQ(x
′, t)
]
+
=
1
l
ΠˆQ(x, t), (3.80)
Further, we obtain
∂tΠˆ0(t) =− i
~
[
Πˆ0(t), Hˆ(t)
]
=− i
~
∫
dx
{
δ(x)
(
1
2L0
[
Πˆ0(t), Πˆ0(t)
2
]
+
1
2C0
[
Πˆ0(t), Qˆ(0, t)
2
])
+
θ(x)
(
1
2l
[
Πˆ0(t), [
ˆ˜ΠQ(x, t)]
2
]
+
1
2c
[
Πˆ0(t), [∂xQˆ(x, t)]
2
])}
=− i
~
∫
dx
{
δ(x)
1
2C0
[[
Πˆ0(t), Qˆ(0, t)
]
, Qˆ(0, t)
]
+
+θ(x)
1
2c
[[
Πˆ0(t), ∂xQˆ(x, t)
]
, ∂xQˆ(x, t)
]
+
}
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=− i
~
∫
dx
{
δ(x)
1
2C0
[[
Πˆ0(t), Qˆ(0, t)
]
, Qˆ(0, t)
]
+
+θ(x)
1
2c
[[
Πˆ0(t), ∂xQˆ(x, t)
]
, ∂xQˆ(x, t)
]
+
}
=− 1
C0
Qˆ(0, t)− i
~
∫
dx θ(x)
1
2c
[[
Πˆ0(t), ∂xQˆ(x, t)
]
, ∂xQˆ(x, t)
]
+
=− 1
C0
Qˆ(0, t) +
i
~
∫
dx
{
δ(x)
1
2c
[[
Πˆ0(t), Qˆ(x, t)
]
, ∂xQˆ(x, t)
]
+
+ θ(x)
1
2c
[[
Πˆ0(t), Qˆ(x, t)
]
, ∂2xQˆ(x, t)
]
+
}
=− 1
C0
Qˆ(0, t) +
1
c
∂xQˆ(0, t). (3.81)
where ∂xQˆ(0, t) = limx→0+ Qˆ(x, t). Finally, for x > 0, we obtain
∂t
ˆ˜ΠQ(x, t) = − i
~
[
ˆ˜ΠQ(x, t), Hˆ(t)
]
=− i
~
∫
dx′
{
δ(x′)
(
1
2L0
[
ˆ˜ΠQ(x, t), Πˆ0(t)
2
]
+
1
2C0
[
ˆ˜ΠQ(x, t), Qˆ(0, t)
2
])
+
θ(x′)
(
1
2l
[
ˆ˜ΠQ(x, t), [
ˆ˜ΠQ(x
′, t)]2
]
+
1
2c
[
ˆ˜ΠQ(x, t), [∂xQˆ(x
′, t)]2
])}
=− i
~
∫
dx′θ(x′)
1
2c
[[
ˆ˜ΠQ(x, t), ∂xQˆ(x
′, t)
]
, ∂xQˆ(x
′, t)
]
=
i
~
∫
dx′
1
2c
{
δ(x′)
[[
ˆ˜ΠQ(x, t), Qˆ(x
′, t)
]
, ∂xQˆ(x
′, t)
]
+θ(x′)
[[
ˆ˜ΠQ(x, t), Qˆ(x
′, t)
]
, ∂2xQˆ(x
′, t)
]}
=
1
c
∂2xQˆ(x, t), (3.82)
where the δ term in the last integral vanishes because δ(x′)
[
ˆ˜ΠQ(x, t), Qˆ(x
′, t)
]
=
δ(x′)δ(x− x′) = 0 for x > 0.
Combining the Heisenberg equations of motion, we obtain
L0
¨ˆ
Q+
1
C0
Qˆ− 1
c
∂xQˆ = 0, for x = 0, (3.83)
l
¨ˆ
Q− 1
c
∂2xQˆ = 0, for x > 0. (3.84)
Since the charge Qˆ(x, t) satisfies the wave equation for x > 0, is continuous at x = 0,
and is Hermitian, it has for x ≥ 0 the general form identical to Eq. (3.26)
Qˆ(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
AˆLωe
−iω(x/v+t) − AˆRωe−iω(−x/v+t) + h.c.
)
. (3.85)
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Fourier transforming the boundary condition (3.83), we obtain
0 = −ω2L0(AˆLω − AˆRω) + 1
C0
(AˆLω − AˆRω)− 1
c
−iω
v
(AˆLω + AˆRω)
= iω
(
iωL0 +
1
iωC0
)
(AˆLω − AˆRω) + iωZc(AˆLω + AˆRω), (3.86)
which gives the quantum equivalent to the classical reflection coefficient,
AˆRω =
Z0(ω) + Zc
Z0(ω)− Zc AˆLω, (3.87)
where Z0(ω) = iωL0 + 1/(iωC0) is the impedance at the end of the transmission
line. Using the classical reflection coefficient defined in Eq. (3.65), we may rewrite
this as
AˆRω = r(ω)
∗AˆLω, (3.88)
which is the complex conjugate of Eq. (3.65) for classical voltage waves. The dif-
ference is due to the fact that the annihilation operators are associated with the
negative frequency term e−iωt whereas the classical amplitudes ALω and ARω in
Eq. (3.65) are associated with the positive frequency term eiωt. For the creation
operators, we obtain
Aˆ†Rω = r(ω)Aˆ
†
Lω. (3.89)
The parts of the voltage operator Vˆ (x, t) corresponding to the left- and right-moving
waves are
VˆL(x, t) ∝
∫ ∞
0
dω Aˆ†Lωe
iω(t+x/v) + h.c., (3.90)
VˆR(x, t) ∝
∫ ∞
0
dω r(ω)Aˆ†Lωe
iω(t−x/v) + h.c., (3.91)
which are similar to Eqs. (3.66) and (3.67), respectively. Because Z0(ω) is purely
imaginary in this case, we have |r(ω)| = 1 and thus r(ω)∗ = r(ω)−1.
Hamiltonian
Here, we derive the Hamiltonian in terms of the photon annihilation and creation
operators. The term for the LC element in the Hamiltonian in Eq. (3.76) can be
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written as
L0
2
[∂tQˆ(0, t)]
2 +
1
2C0
Qˆ(0, t)2
=
~
4πZc
∫ ∞
0
dω
∫ ∞
0
dω′
1√
ωω′
{
L0
2
[
−iω
(
AˆLωe
−iωt − AˆRωe−iωt − h.c.
)]
×[
−iω′
(
AˆLω′e
−iω′t − AˆRω′e−iω′t − h.c.
)]
+
1
2C0
[
AˆLωe
−iωt − AˆRωe−iωt + h.c.
] [
AˆLω′e
−iω′t − AˆRω′e−iω′t + h.c.
]}
=
~
4πZc
∫ ∞
0
dω
∫ ∞
0
dω′
1√
ωω′
{
−ωω′L0
2
[
[1− r(ω)∗] AˆLωe−iωt − h.c.
] [
[1− r(ω′)∗] AˆLω′e−iω′t − h.c.
]
+
1
2C0
[
[1− r(ω)∗] AˆLωe−iωt + h.c.
] [
[1− r(ω′)∗]) AˆLω′e−iω′t + h.c.
]}
=
~
4πZc
∫ ∞
0
dω
∫ ∞
0
dω′
1√
ωω′
{
[−ωω′L0
2
+
1
2C0
]
[1− r(ω)∗] [1− r(ω′)∗] AˆLωAˆLω′e−i(ω+ω′)t
+
[
ωω′L0
2
+
1
2C0
]
[1− r(ω)∗] [1− r(ω′)] AˆLωAˆ†Lω′e−i(ω−ω
′)t
+
[
ωω′L0
2
+
1
2C0
]
[1− r(ω)] [1− r(ω′)∗] Aˆ†LωAˆLω′e−i(−ω+ω
′)t
+
[−ωω′L0
2
+
1
2C0
]
[1− r(ω)] [1− r(ω′)] Aˆ†LωAˆ†Lω′ei(ωω
′)t
}
. (3.92)
The transmission line term in the Hamiltonian can be written as∫ ∞
0
dx
[
l
2
(∂tQˆ)
2 +
1
2c
(∂xQˆ)
2
]
=
~
4πZc
∫ ∞
0
dx
∫ ∞
0
dω
∫ ∞
0
dω′
1√
ωω′
{
l
2
[
−iω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)]
×[
−iω′
(
AˆLω′e
−iω′(t+x/v) − AˆRω′e−iω′(t−x/v) − h.c.
)]
+
1
2c
[−iω
v
(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)]
×[−iω′
v
(
AˆLω′e
−iω′(t+x/v) + AˆRω′e−iω
′(t−x/v) − h.c.
)]}
=
~l
8πZc
∫ ∞
0
dx
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
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(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) − h.c.
)
×(
AˆLω′e
−iω′(t+x/v) − AˆRω′e−iω′(t−x/v) − h.c.
)
+(
AˆLωe
−iω(t+x/v) + AˆRωe−iω(t−x/v) − h.c.
)
×(
AˆLω′e
−iω′(t+x/v) + AˆRω′e−iω
′(t−x/v) − h.c.
)}
=
~l
4πZc
∫ ∞
0
dx
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
AˆLωAˆLω′e
−i(ω+ω′)(t+x/v) − AˆLωAˆ†Lω′e−i(ω−ω
′)(t+x/v)
− Aˆ†LωAˆLω′e−i(−ω+ω
′)(t+x/v) + Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)(t+x/v)
+ AˆRωAˆRω′e
−i(ω+ω′)(t−x/v) − AˆRωAˆ†Rω′e−i(ω−ω
′)(t−x/v)
−Aˆ†RωAˆRω′e−i(−ω+ω
′)(t−x/v) + Aˆ†RωAˆ
†
Rω′e
i(ω+ω′)(t−x/v)
}
=
~l
4πZc
∫ ∞
0
dx
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
AˆLωAˆLω′e
−i(ω+ω′)(t+x/v) − AˆLωAˆ†Lω′e−i(ω−ω
′)(t+x/v)
− Aˆ†LωAˆLω′e−i(−ω+ω
′)(t+x/v) + Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)(t+x/v)
+ r(ω)∗r(ω′)∗AˆLωAˆLω′e−i(ω+ω
′)(t−x/v) − r(ω)∗r(ω′)AˆLωAˆ†Lω′e−i(ω−ω
′)(t−x/v)
−r(ω)r(ω′)∗Aˆ†LωAˆLω′e−i(−ω+ω
′)(t−x/v) + r(ω)r(ω′)Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)(t−x/v)
}
=
~l
4πZc
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)v
{
[
[1 + r(ω)∗r(ω′)∗] πδ(ω + ω′) +
1− r(ω)∗r(ω′)∗
i(ω + ω′)
]
AˆLωAˆLω′e
−i(ω+ω′)t
−
[
[1 + r(ω)∗r(ω′)] πδ(ω − ω′) + 1− r(ω)
∗r(ω′)
i(ω − ω′)
]
AˆLωAˆ
†
Lω′e
−i(ω−ω′)t
−
[
[1 + r(ω)r(ω′)∗] πδ(−ω + ω′) + 1− r(ω)r(ω
′)∗
i(−ω + ω′)
]
Aˆ†LωAˆLω′e
−i(−ω+ω′)t
+
[
[1 + r(ω)r(ω′)]πδ(−ω − ω′) + 1− r(ω)r(ω
′)
i(−ω − ω′)
]
Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)t
}
=
~l
4πZc
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)v
{
[
1− r(ω)∗r(ω′)∗
i(ω + ω′)
]
AˆLωAˆLω′e
−i(ω+ω′)t
−
[
1− r(ω)∗r(ω′)
i(ω − ω′)
]
AˆLωAˆ
†
Lω′e
−i(ω−ω′)t
−
[
1− r(ω)r(ω′)∗
i(−ω + ω′)
]
Aˆ†LωAˆLω′e
−i(−ω+ω′)t
+
[
1− r(ω)r(ω′)
i(−ω − ω′)
]
Aˆ†LωAˆ
†
Lω′e
i(ω+ω′)t
}
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+
~l
4πZc
∫ ∞
0
dω ωπv
{
[1 + r(ω)∗r(ω)]AˆLωAˆ
†
Lω + [1 + r(ω)r(ω)
∗]Aˆ†LωAˆLω
}
=
~
4π
∫ ∞
0
dω
∫ ∞
0
dω′(−
√
ωω′)
{
1− r(ω)∗r(ω′)∗
i(ω + ω′)
AˆLωAˆLω′e
−i(ω+ω′)t − 1− r(ω)
∗r(ω′)
i(ω − ω′) AˆLωAˆ
†
Lω′e
−i(ω−ω′)t
−1− r(ω)r(ω
′)∗
i(−ω + ω′) Aˆ
†
LωAˆLω′e
−i(−ω+ω′)t +
1− r(ω)r(ω′)
i(−ω − ω′) Aˆ
†
LωAˆ
†
Lω′e
i(ω+ω′)t
}
+
∫ ∞
0
dω
1
2
~ω
{
AˆLωAˆ
†
Lω + Aˆ
†
LωAˆLω
}
. (3.93)
Using identities
1
Zc
√
ωω′
[−ωω′L0
2
+
1
2C0
]
[1− r(ω)∗] [1− r(ω′)∗]
=− (−
√
ωω′)
[
1− r(ω)∗r(ω′)∗
i(ω + ω′)
]
, (3.94)
1
Zc
√
ωω′
[−ωω′L0
2
+
1
2C0
]
[1− r(ω)∗] [1− r(ω′)]
=(−
√
ωω′)
[
1− r(ω∗)r(ω′)
i(ω − ω′)
]
, (3.95)
and their complex conjugates, the term in Eq. (3.92) of the Hamiltonian cancels the
first integral in the Eq. (3.93), and the total Hamiltonian becomes
Hˆ(t) =
∫ ∞
0
dω
1
2
~ω
{
AˆLωAˆ
†
Lω + Aˆ
†
LωAˆLω
}
=
∫ ∞
0
dω ~ωAˆ†LωAˆLω + const., (3.96)
which is the Hamiltonian of a combination of Harmonic oscillators, similar to Eq. (3.30).
However, in this case, the direction of a single photon with well-defined frequency
is not well defined, and thus there are no separate terms for left- and right-going
photons. Nevertheless, a wave packet localized in space can be expressed in terms
of the field operators derived below.
Field operators and reflection of wave packets
We may define the field operators for x ≥ 0, similar to the ones for the infinite
transmission line in Eqs. (3.36) and (3.38), by
ψˆL(x) =
1√
2πv
∫ ∞
0
dω e−iωx/vAˆLω, (3.97)
ψˆR(x) =
1√
2πv
∫ ∞
0
dω eiωx/vAˆRω . (3.98)
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However, in this case the left- and right-going fields are not independent and the
time evolution of a state described by
|s〉 =
∫ ∞
0
dx
[
ξL(x)ψˆ
†
L(x) + ξR(x)ψˆ
†
R(x)
]
|0〉 (3.99)
is nontrivial. Here, we study a simple special case of the reflection of a localized
left-moving wave packet. We solve the wave function of the reflected wave after a
long time, i.e., when the reflected wave is far from the origin.
For notational simplicity, we extend the definition of ψˆL for x ∈ R by
ˆ˜ψL(x) =
1√
2πv
∫ ∞
0
dωe−iωx/vAˆLω. (3.100)
As in Sec. 3.1.4, any single photon state can be expressed as
|s〉 =
∫ ∞
−∞
dx ξ(x)
ˆ˜
ψ†L(x)|0〉. (3.101)
However, here the x variable takes both positive and negative values, and thus ξ(x)
does not correspond directly to a field in space. In the Heisenberg picture,
ˆ˜ψL(x, t) =
1√
2πv
∫ ∞
0
dω e−iω(x/v+t)AˆLω, (3.102)
and in the Schro¨dinger picture,
|s(t)〉 =
∫ ∞
−∞
dx ξ(x+ vt)
ˆ˜
ψ†L(x)|0〉. (3.103)
For x ≥ 0, the field operators ψˆL and ˆ˜ψL are equal. For x > 0, we may write
ˆ˜ψL(−x) = 1√
2πv
∫ ∞
0
dω eiωx/vAˆLω
=
1√
2πv
∫ ∞
0
dω eiωx/vr(ω)AˆRω
=
1√
2πv
∫ ∞
0
dω eiωx/v
∫ ∞
−∞
dτ r˜(τ)e−iτωAˆRω
=
1√
2πv
∫ ∞
−∞
dτ r˜(τ)
∫ ∞
0
dω eiω(x/v−τ)AˆRω
=
1√
2πv
∫ ∞
0
dτ r˜(τ)
∫ ∞
0
dω eiω(x/v−τ)AˆRω
≈ 1√
2πv
∫ x/v
0
dτ r˜(τ)ψˆR(x− τv), (3.104)
where r˜ is the inverse Fourier transform of the reflection coefficient derived in App. B
and the approximation on the limit of the integral over τ is valid if x ≫ x0 where
x0 = vτ0 and τ0 is the time scale of r˜, given in Eq. (B.9).
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Consider a left-moving wave packet localized between xmin and xmax (where 0 <
xmin < xmax) at t = 0. It can be described by
|s(0)〉 =
∫ xmax
xmin
dx ξ(x)ψˆ†L(x)|0〉 =
∫ xmax
xmin
dx ξ(x)
ˆ˜
ψ†L(x)|0〉. (3.105)
Using Eq. (3.103), the time evolution of the state can be expressed as
|s(t)〉 =
∫ xmax−vt
xmin−vt
dx ξ(x+ vt)
ˆ˜
ψ†L(x)|0〉. (3.106)
For t sufficiently large such that vt− xmax ≫ x0, we may use Eq. (3.104) to obtain
|s(t)〉 =
∫ xmax−vt
xmin−vt
dx ξ(x+ vt)
[
1√
2πv
∫ −x/v
0
dτ r˜(τ)∗ψˆ†R(−x− τv)
]
|0〉. (3.107)
Here, it should be noted that no left-moving photons exist for sufficiently long time
after the reflection. Making the change of variables from (x, τ) to (y = −x− τv, τ)
and changing the order of integrals, the system state assumes the form
|s(t)〉 =
∫ vt−xmin
0
dy
[
1√
2πv
∫ t− y+xmin
v
max(0,t− y+xmaxv )
dτ ξ(vt− y − vτ)r˜(τ)∗
]
ψˆ†R(y)|0〉.
(3.108)
Noting that the limits of the inner integral can be extended to ±∞ because the
integrand is zero in other points, we may write the term as a convolution
|s(t)〉 =
∫ vt−xmin
0
dy
[
1√
2πv
(ξ˜ ∗ r˜∗)(t− y/v)
]
ψˆ†R(y)|0〉, (3.109)
where we defined ξ˜(τ) = ξ(vτ) to obtain equal units for the convolution. The
wave function of the reflected wave of a wave packet can thus be approximated by
the convolution of the wave function of the incident wave and the inverse Fourier
transform of the reflection coefficient.
3.2.3 Multiple LCR elements at the end of the transmission
line
In this section, we consider a transmission line with inductance per unit length l,
capacitance per unit length c, characteristic impedance Zc =
√
l/c, and velocity
v = 1/
√
lc, terminated by n parallel LCR elements (inductance Lk, capacitance Ck,
resistance Rk for k = 1, 2, · · · , n), as shown in Fig. 3.4. Each LCR element acts as
a band-pass filter and the total admittance at the end of the main transmission line
is the sum of the admittances of the LCR elements. We assume that a frequency-
dependent admittance can be approximated by the sum of the admittances of the
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C1L1R1
C2L2R2
CnLnRn
Transmission line
Figure 3.4: Transmission line terminated by n parallel LCR elements.
band-pass filters in some frequency range, and thus this model can be used to model
the impedance Z0(ω) at the end of the transmission line
2. First, we show that
a noisy resistor can be modelled as a semi-infinite transmission line, and then we
model the circuit with the n resistors replaced by transmission lines.
Resistor modelled as transmission line
For a semi-infinite transmission line with characteristic impedance Zc shown in
Fig. 3.5(a), the current I0(t) going into the transmission line can be expressed using
Eq. (3.9) as
I0(t) = −∂tQ(0, t) = − 1
Zc
[VL(t)− VR(t)]
= − 1
Zc
[2VL(t)− V (0, t)] , (3.110)
which can further be written as
V0(t) = 2VL(t) + ZcI0(t), (3.111)
where V0(t) = V (0, t) is the voltage at the end of the transmission line.
A noisy resistor can be modelled as an ideal resistor and a voltage source in series
as shown in Fig. 3.5(b). The voltage-current relation is
V0(t) = V (t) +RI0(t), (3.112)
which is similar to Eq. (3.111) with resistance R replaced by Zc, the characteristic
impedance of the transmission line, and V replaced by 2VL, twice the voltage of the
incoming wave. A noisy resistor can thus be modelled as semi-infinite transmission
line with characteristic impedance equal to the resistance of the resistor. The power
of the right-going wave radiates into infinity, effectively dissipating energy. The
2Any realizable purely reactive frequency-dependent impedance can be implemented with par-
allel series-LC elements, in so-called Foster II form [32]. Here, we model the dissipation in the
system by inserting a resistor into each LC element.
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I0
V0
Zc Transmission line
(a)
I0
V0
R
V
(b)
Figure 3.5: (a) Semi-infinite transmission line with voltage V0 at the end and current I0
goint into the transmission line. (b) A model of a noisy resistor consisting of a voltage
source with voltage V and an ideal resistor with resistance R .
left-going wave can be used to model the fluctuations in the resistor. This model
is useful when quantizing a circuit with resistors, for example the Johnson-Nyquist
noise [33, 34] of a resistor can be derived using this model by assuming that the
left-going waves are in thermal equilibrium [35].
Classical case
We model the resistors in the circuit in Fig. 3.4 by semi-infinite transmission lines
with inductance and capacitance per unit length lk and ck, respectively. The charac-
teristic impedance equals the resistance of the resistor, Rk =
√
lk/ck. Since we have
one condition for two parameters, we may choose the speed of propagation in each of
the transmission lines arbitrarily. For convenience, we choose v = 1/
√
lc = 1/
√
lkck.
These conditions result in lk = Rk/v and ck = 1/(Rkv).
Each transmission line modeling a resistor is described by the variable Qk(x) with
x ≥ 0 where Qk(0) is the charge at the kth capacitor, positive on the side of the
kth resistor. The Kirchoff’s law gives the boundary condition Q˙(0)+
∑
k Q˙k(0) = 0.
Since the exact value of Q(0) has no physical meaning here, we may choose Q(0) =
−∑kQk(0) which is the total charge on the capacitors on the side of the main
transmission line. This is illustrated for the case n = 2 in Fig. 3.6.
Equations of motion are the wave equations for the transmission lines and the voltage
at the end of the main transmission line,
Q¨k(x, t) = v
2∂2xQk(x, t), x > 0 (3.113)
Q¨(x, t) = v2∂2xQ(x, t), x > 0 (3.114)
1
c
∂xQ(x, t)|x=0 = 1
ck
∂xQk(x, t)|x=0 − 1
Ck
Qk(0, t)− LkQ¨k(0), (3.115)
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Figure 3.6: Transmission line terminated by two parallel LCR elements where each resistor
is replaced with a transmission line. The charge at the kth capacitor is Qk(0) on the side
of the resistor and −Qk(0) on the side of the main trasmission line.
which are to be satisfied for each k. The left-hand side of Eq. (3.115) is the voltage
at the end of the main transmission line, and the terms on the right-hand side are
the voltage at the end of the transmission line modeling the kth resistor, the voltage
over the kth capacitor, and the voltage over the kth inductor, respectively.
These equations are also given by the Lagrangian
L(x) =δ(x)
{∑
k
Lk
2
Q˙k(x)
2 − 1
2Ck
Qk(x)
2
}
+ θ(x)
{[∑
k
lk
2
Q˙k(x)
2 − 1
2ck
[∂xQk(x)]
2
]
+
[
l
2
Q˙(x)2 − 1
2c
[∂xQ(x)]
2
]}
. (3.116)
For the main transmission line, we may write
Q(x, t) = QL(t+ x/v) +QR(t− x/v) (3.117)
as in Eq. (3.3). Fourier expanding Q, we obtain
QL(t+ x/v) =
∫ ∞
−∞
dω ALωe
iω(t+x/v), (3.118)
QR(t− x/v) =
∫ ∞
−∞
dω (−ARω)eiω(t−x/v), (3.119)
Q(x, t) =
∫ ∞
−∞
dω ALωe
iω(t+x/v) − ARωeiω(t−x/v). (3.120)
For the transmission lines modeling the resistors, we write
Qk(x, t) = Qkin(t+ x/v) +Qkout(t− x/v), (3.121)
CHAPTER 3. SUPERCONDUCTING TRANSMISSION LINES 43
where Qkin is the wave in the transmission line modeling the kth resistor coming
into the circuit connecting the main transmission line with the resistors, and Qkout
is the outgoing wave at the same resistor, propagating to infinity. Fourier expanding
Qk, we obtain
Qkin(t + x/v) =
∫ ∞
−∞
dω Akinωe
iω(t+x/v), (3.122)
Qkout(t− x/v) =
∫ ∞
−∞
dω (−Akoutω)eiω(t−x/v), (3.123)
Qk(x, t) =
∫ ∞
−∞
dωAkinω e
iω(t+x/v) −Akoutωeiω(t−x/v). (3.124)
The boundary condition Q(0) = −∑kQk(0) yields
ALω − ARω = −
∑
k
(Akinω − Akoutω), (3.125)
and the boundary condition in Eq. (3.115) yields for all k,
iω
cv
(ALω + ARω) =
iω
ckv
(Akinω + Akoutω)−
(
1
Ck
− Lkω2
)
(Akinω −Akoutω)
⇔ Zc(ALω + ARω) = Rk(Akinω + Akoutω)−
(
1
iωCk
+ iωLk
)
(Akinω − Akoutω)
⇔ Zc(ALω + ARω) = Zk(ω)∗Akinω + Zk(ω)Akoutω, (3.126)
where we wrote Zc = 1/(cv) andRk = 1/(ckv), and defined Zk(ω) = Rk+iωLk+
1
iωCk
.
Solving Akoutω in Eq. (3.126) and inserting it into Eq. (3.125), we obtain
ARω =
1− Zc
Z(ω)
1 + Zc
Z(ω)
ALω +
1
1 + Zc
Z(ω)
∑
k
2Rk
Zk(ω)
Akinω, (3.127)
where Z(ω) = [
∑
k 1/Zk(ω)]
−1 is the total impedance at the end of the main trans-
mission line. Inserting this into Eq. (3.126), we obtain
Akoutω =
Zc
Zk(ω)[1 + Zc/Z(ω)]
(
2ALω +
∑
l
2Rl
Zl(ω)
Alinω
)
− Zk(ω)
∗
Zk(ω)
Akinω. (3.128)
If we assume that the resistors are noiseless, Akinω = 0. With this assumption, we
obtain the reflection coefficient
r(ω) =
ARω
ALω
=
VRω(0)
VLω(0)
=
Z(ω)− Zc
Z(ω) + Zc
, (3.129)
which is of course equivalent to the one we found for the general impedance in
Eq. (3.65).
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Quantization
The conjugate variable of Q(x), x > 0 is ΠQ(x) = lQ˙(x), and the conjugate variable
of Qk(x), is ΠQk(x) = [δ(x)Lk+ θ(x)lk]Q˙k(x). Note that Q(0) is not an independent
variable. The Hamiltonian becomes
H(x) = θ(x)
{
l
2
Q˙2 +
1
2c
(∂xQ)
2
}
+ θ(x)
∑
k
{
lk
2
Q˙2k +
1
2ck
(∂xQk)
2
}
+ δ(x)
∑
k
{
Lk
2
Q˙2k +
1
2Ck
Q2k
}
. (3.130)
Quantizing the system, we obtain the operators Qˆ(x), ΠˆQ(x), Qˆk(x), and ΠˆQk(x)
with the usual commutation relations. The boundary condition for Qˆ(0) holds in
the quantum case as well,
Qˆ(0) = −
∑
k
Qˆk(0). (3.131)
The Heisenberg equations of motion inside the transmission lines are similar to the
ones in Sec. 3.2.2, yielding the wave equations for Qˆ and Qˆk, and as above, we obtain
the expressions
Qˆ =
∫ ∞
0
dω
√
~
4πZcω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) + h.c.
)
, (3.132)
Qˆk =
∫ ∞
0
dω
√
~
4πRkω
(
Aˆkinωe
−iω(t+x/v) − Aˆkoutωe−iω(t−x/v) + h.c.
)
. (3.133)
The boundary condition Qˆ(0, t) = −∑k Qˆk(0, t) yields
1√
Zc
(AˆLω − AˆRω) = −
∑
k
1√
Rk
(Aˆkinω − Aˆkoutω). (3.134)
The remaining equation of motion is similar to the classical boundary condition [28],
1
c
∂xQˆ|x=0 = 1
ck
∂xQˆk|x=0 − Lk ¨ˆQk(0)− 1
Ck
Qˆk(0), (3.135)
which yields
−i
cv
√
ω
Zc
(
AˆLω + AˆRω
)
=
√
1
ωRk
[−iω
ckv
(Aˆkinω + Aˆkoutω) + Lkω
2
(
Aˆkinω − Aˆkoutω
)
− 1
Ck
(
Aˆkinω − Aˆkoutω
)]
, (3.136)
⇔
√
Zc
(
AˆLω + AˆRω
)
=
√
1
Rk
[
Zk(ω)Aˆkinω + Zk(ω)
∗Aˆkoutω
]
, (3.137)
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where Zk[ω] = Rk + iωLk + 1/(iωCk) is the impedance of the kth LCR element.
Equations (3.134) and (3.137) are similar to Eqs. (3.125) and (3.126), and the solu-
tion is(
1 +
Zc
Z(ω)∗
)
AˆRω =
(
1− Zc
Z(ω)∗
)
AˆLω +
√
Zc
∑
k
2
√
Rk
Zk(ω)∗
Aˆkinω, (3.138)
Aˆkoutω =
√
ZcRk
Zk(ω)∗[1 + Zc/Z(ω)∗]
(
2AˆLω +
√
Zc
∑
l
2
√
Rl
Zl(ω)∗
Aˆlinω
)
− Zk(ω)
Zk(ω)∗
Aˆkinω, (3.139)
where Z(ω) = [
∑
k 1/Zk(ω)]
−1 is the total impedance at the end of the main trans-
mission line. The explicit solution to the outgoing field in the main transmission
line is
AˆRω =
Z(ω)∗ − Zc
Z(ω)∗ + Zc
AˆLω +
√
Zc
1 + Zc
Z(ω)∗
∑
k
2
√
Rk
Zk(ω)∗
Aˆkinω. (3.140)
Taking into account the factors
√
Zc and
√
Zk in the expressions of the charge oper-
ators Qˆ and Qˆk in Eqs. (3.132) and (3.133), respectively, this equation is equivalent
to the complex conjugate of Eq. (3.127). If the resistors are noiseless, i.e., Aˆkinω = 0,
the reflection coefficient is equal to the classical one without dissipation.
3.3 Networks of transmission lines
In networks with N finite or semi-infinite transmission lines, each transmission line
can be characterized by a variable Qk (k = 1, 2, . . . , N) similar to the cases above.
Given the inductance per unit length lk and the capacitance per unit length ck of the
kth transmission line, the part of the Lagrangian that depends on Qk at the points
inside the kth transmission line is of the form
∫
dx
{
lk
2
Q˙k(x)
2 − 1
2ck
[∂xQk(x)]
2
}
,
where the integration limits are 0 and Lk for a finite transmission line of length Lk,
and 0 and∞ for a semi-infinite transmission line. Therefore, the conjugate of Qk(x)
is lkQ˙k(x) for points inside the transmission line, and thus the equation of motion
for the kth transmission line is the wave equation,
∂2tQk(x, t) = v
2
k∂
2
xQk(x, t), (3.141)
where vk = 1/
√
lkck is the velocity of propagation for the kth transmission line. In
addition, the Lagrangian contains terms that depend on the values of Qk and Q˙k at
the endpoints of the kth transmission line. The equations of motion derived from
these terms are the boundary conditions that relate the transmission lines to each
other.
Quantizing the network, the Heisenberg equations of motion for Qˆk(x) points inside
the transmission lines yield the wave equation similar to the one for the infinite
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transmission line [28], and therefore we may write
Qˆk(x, t) =
√
~
4πZk
∫ ∞
0
dω
1√
ω
(
AˆLkωe
−iω(t+x/vk) − AˆRkωe−iω(t−x/vk) + h.c.
)
,
(3.142)
where Zk =
√
lk/ck is the characteristic impedance of the kth transmission line.
For sufficiently simple networks, the Heisenberg equations of motion yield boundary
conditions similar to the classical ones [28]. For each circuit connecting transmission
lines, the boundary conditions are most conveniently written in terms of the photon
annihilation operators obtained from Eq. (3.142) for each connected transmission
line in the coordinate system where x ≥ 0 and the origin is at the end connected to
the circuit in question.
For each circuit connecting transmission lines, the operators for the outgoing photons
can be solved in terms of the operators for the incoming photons. Furthermore,
for each finite transmission line connected to a circuit at both ends, we have the
relation between the operators at both ends of a finite transmission line (to be
derived in Sec. 3.3.1). Combining these equations yield the scattering parameters
of the network, i.e., the operators for the photons going out of the system into the
semi-infinite transmission lines in terms of the operators for the photons coming into
the system from the semi-infinite transmission lines.
In Secs. 3.3.2 and 3.3.3, we solve the scattering parameters for the case where multi-
ple transmission lines are connected to a single junction and the case where a single
indcutor breaks a transmission line, respectively.
3.3.1 Phase shift on a finite transmission line
Consider a transmission line of length d connecting systems A and B, shown in
Fig. 3.7(a). Choosing the coordinates such that x = 0 is at system A and x = d is
at system B, we have
Qˆ(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
AˆLωe
−iω(t+x/v) − AˆRωe−iω(t−x/v) + h.c.
)
, (3.143)
for 0 ≤ x ≤ d. At x = 0, the operators AˆLω and AˆRω correspond to the modes
incoming to and outgoing from system A, respectively. To obtain similar operators
for the other end of the transmission line, we apply a coordinate transformation
ξ = d− x and Q˜(ξ, t) = −Q(d − ξ, t) to obtain
Q˜(ξ, t) =−
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
AˆLωe
−iω(t+(d−ξ)/v) − AˆRωe−iω(t−(d−ξ)/v) + h.c.
)
=
√
~
4πZc
∫ ∞
0
dω
1√
ω
×(
eiωd/vAˆRωe
−iω(t+ξ/v) − e−iωd/vAˆLωe−iω(t−ξ/v) + h.c.
)
. (3.144)
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Thus the operators e−iωd/vAˆLω and eiωd/vAˆRω correspond to the outgoing and incom-
ing modes at system B, respectively, as shown in Fig. 3.7(b). In other words, the
photons acquire a phase shift of ϕ = ωd/v when travelling through the transmission
line.
PSfrag
AˆLω
AˆRω
A B
x = 0 x = d(a)
eiωd/vAˆRω
e−iωd/vAˆLω
B A
ξ = 0 ξ = d(b)
Figure 3.7: Finite transmission line of length d between systems A and B (a) in original
coordinates and (b) in transformed coordinates.
3.3.2 Junction of multiple transmission lines
Consider the special case where n semi-infinite or finite transmission lines are con-
nected at one end in a single point. The kth transmission line with impedance Zk
and velocity vk is described by the operators
Qˆk(x, t) =
√
~
4πZk
∫ ∞
0
dω
1√
ω
×(
Aˆkinωe
−iω(t+x/vk) − Aˆkoutωe−iω(t−x/vk) + h.c.
)
, (3.145)
where x ∈ [0, Lk] for a finite transmission line of length Lk and x ≥ 0 for a semi-
infinite transmission line. The boundary conditions are the conservation of charge,
n∑
k=1
∂tQˆk(0, t) = 0, (3.146)
and the equality of voltages,
1
c1
∂xQˆ1(0, t) =
1
c2
∂xQˆ2(0, t) = . . . =
1
cn
∂xQˆn(0, t). (3.147)
Fourier transforming the boundary conditions, we obtain
n∑
k=1
1√
Zk
(Aˆkinω − Aˆkoutω) = 0, (3.148)
√
Z1(Aˆ1inω + Aˆ1outω) =
√
Z2(Aˆ2inω + Aˆ2outω)
= . . . =
√
Zn(Aˆninω + Aˆnoutω). (3.149)
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The solution for the outgoing operators is
Aˆloutω = −Aˆlinω +
2
∑n
k=1
1√
ZlZk
Aˆkinω∑n
k=1
1
Zk
. (3.150)
An interesting special case is n = 2 which is equal to one transmission line with a
sudden impedance change at a single point. The solution is
Aˆ1outω =
Z2 − Z1
Z2 + Z1
Aˆ1inω +
2
√
Z1Z2
Z2 + Z1
Aˆ2inω. (3.151)
For classical voltages, [30]
V1outω =
Z2 − Z1
Z2 + Z1
V1inω +
2Z1
Z2 + Z1
V2inω, (3.152)
where V1in(out)ω is the amplitude of the incoming (outgoing) voltage wave in the
transmission line 1, and V2outω is the amplitude of the outgoing voltage wave in the
transmission line 2. Taking into account the factors
√
Z1,2 in the expression of the
voltage operators for the transmission lines, the Hermitian conjugate of Eq. (3.151)
for the creation operators is equivalent to Eq. (3.152) for the classical voltage am-
plitudes, as in Sec. 3.2.2.
3.3.3 Inductor on a transmission line
Consider an inductor with inductance L breaking at some point an infinite trans-
mission line with characteristic impedance Zc. The system can be modelled as two
separate semi-infinite transmission lines, described by the variables Qˆa(x, t) and
Qˆb(x, t) for x > 0, connected by the inductor. Here, Iˆa(0, t) and Iˆb(0, t) are the
currents from the inductor to the transmission lines a and b, respectively. The
boundary conditions can be obtained from the Heisenberg equations of motion and
are similar to the classical ones [28],
Iˆa(0, t) + Iˆb(0, t) = 0, (3.153)
Vˆa(0, t)− Vˆb(0, t) = −L∂tIˆa(0, t). (3.154)
Writing
Qˆa(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
aˆinω e
−iω(t+x/v) − aˆoutω e−iω(t−x/v) + h.c.
)
, (3.155)
Qˆb(x, t) =
√
~
4πZc
∫ ∞
0
dω
1√
ω
(
bˆinω e
−iω(t+x/v) − bˆoutω e−iω(t−x/v) + h.c.
)
, (3.156)
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where aˆin,outω and bˆ
in,out
ω are the annihilation operators for incident and outgoing
photons of frecuency ω in transmission lines a and b, respectively, the boundary
conditions become
aˆinω − aˆoutω + bˆinω − bˆoutω = 0, (3.157)
Zc
[
(aˆinω + aˆ
out
ω )− (bˆinω + bˆoutω )
]
= −iωL(aˆinω − aˆoutω ). (3.158)
These boundary conditions can be used also for an inductor breaking a finite trans-
mission line in a more complex network.
Chapter 4
Quantum gates for microwave
photons
In this section, we present devices for microwave photons that can be used as quan-
tum gates in the dual-rail representation. The branch-line coupler used normally
as a power divider for microwaves can be used as a beam splitter gate for single
photons in the dual-rail representation. In addition, we present a novel idea for a
tunable phase shifter for microwave photons, which can be used as a tunable phase
shift gate. Further, we show how the tunable phase shifter can be used to create
a tunable beam splitter. We conclude this chapter by discussing the idea of using
nonlinear phase shifter in a conditional phase shift gate.
4.1 Branch-line coupler
4.1.1 Design
The branch-line coupler [30] shown in Fig. 4.1 has two inputs and two outputs,
connected with four λ/4 transmission line sections. Because of its design, the branch-
line coupler is a convenient choice for a beam splitter for microwave photons in the
dual-rail representation. For example, the output ports in the 180◦ Hybrid ring
[36] are not adjacent, which would introduce a technical challenge for the physical
realization of quantum networks in a circuit. The branch-line coupler is normally
used as a 50:50 power splitter with characteristic impedances Z1 = Z4 = Z0 and
Z2 = Z3 = Z0/
√
2. For example, in Ref. [22], the branch-line coupler was used as a
beam splitter for single microwave photons.
With proper selection of impedances, arbitrary power division ratio can be obtained.
Here, we derive the scattering formulas for the beam splitter and the impedance
choices using only the requirement that no photons from inputs c and d in Fig. 4.1
are reflected back into c or d.
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cˆout
dˆout
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dˆin1
dˆin3
eˆin2
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fˆ in3
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dˆout3
eˆout2
eˆout4
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fˆ out3
Figure 4.1: Branch-line coupler. The input lines c and d and the output lines e and
f are connected with transmission lines 1, 2, 3 and 4 of length λ/4 = pivk/(2ω) with
characteristic impedances Z1, Z2, Z3 and Z4. The mode in the kth (k = 1, 2, 3, 4) λ/4
section in the end near input/output a (a = c, d, e, f) is denoted by ak.
We are considering only photons with single frequency ω = ω0 so we omit the indices
ω for clarity. The input transmission lines are c and d with photon annihilation
operators cˆin,out and dˆin,out, and the output transmission lines are e and f with eˆin,out
and fˆ in,out, where the indices in and out correspond to photons coming into and
going out of the beam splitter, respectively. The characteristic impedance of each
input and output transmission line is equal, Z0.
The input lines c and d are connected with the transmission line 1 with impedance
Z1. The input c and output e are connected with the transmission line 2 with
impedance Z2, d and f are connected with the transmission line 3 with impedance Z3,
and the outputs e and f are connected with the transmission line 4 with impedance
Z4. We denote by aˆ
in
k (aˆ
out
k ) the annihilation operator of a photon in the incoming
(outgoing) mode of transmission line k = 1, 2, 3, 4 that is connected to input/output
a = c, d, e, f . Here, the indices in and out correspond to the photons coming into
and going out of the junction of transmission lines.
For each of the 4 junctions, we have Eq. (3.148) and Eq. (3.149), resulting in
1√
Z0
(cˆin − cˆout) + 1√
Z1
(cˆin1 − cˆout1 ) +
1√
Z2
(cˆin2 − cˆout2 ) = 0,√
Z0(cˆ
out + cˆin) =
√
Z1(cˆ
out
1 + cˆ
in
1 ) =
√
Z2(cˆ
out
2 + cˆ
in
2 ),
1√
Z0
(dˆin − dˆout) + 1√
Z1
(dˆin1 − dˆout1 ) +
1√
Z3
(dˆin3 − dˆout3 ) = 0,√
Z0(dˆ
out + dˆin) =
√
Z1(dˆ
out
1 + dˆ
in
1 ) =
√
Z3(dˆ
out
3 + dˆ
in
3 ),
1√
Z0
(eˆin − eˆout) + 1√
Z2
(eˆin2 − eˆout2 ) +
1√
Z4
(eˆin4 − eˆout4 ) = 0,
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√
Z0(eˆ
out + eˆin) =
√
Z2(eˆ
out
2 + eˆ
in
2 ) =
√
Z4(eˆ
out
4 + eˆ
in
4 ),
1√
Z0
(fˆ in − fˆ out) + 1√
Z3
(fˆ in3 − fˆ out3 ) +
1√
Z4
(fˆ in4 − fˆ out4 ) = 0,√
Z0(fˆ
out + fˆ in) =
√
Z3(fˆ
out
3 + fˆ
in
3 ) =
√
Z4(fˆ
out
4 + fˆ
in
4 ).
Due to the finite lengths of the transmission lines, photons of given frequency accu-
mulate a phase ϕk when traveling through transmission line k = 1, 2, 3, 4, yielding
cˆin1 = e
iϕ1 dˆout1 , dˆ
in
1 = e
iϕ1 cˆout1 ,
cˆin2 = e
iϕ2 eˆout2 , eˆ
in
2 = e
iϕ2 cˆout2 ,
dˆin3 = e
iϕ3 fˆ out3 , fˆ
in
3 = e
iϕ3 dˆout3 ,
eˆin4 = e
iϕ4 fˆ out4 , fˆ
in
4 = e
iϕ4 eˆout4 ,
as shown in Sec. 3.3.1. We select the lengths of the sections of the beam splitter to
be λ/4, yielding phase shifts ϕ1 = ϕ2 = ϕ3 = ϕ4 = π/2.
We can solve analytically the output operators cˆout, dˆout, eˆout, and fˆ out as linear
combinations of the input operators cˆin, dˆin, eˆin, and fˆ in. However, the equations
are too long to be expressed here.
For the beam splitter to be unitary, nothing from the input lines c and d may be
reflected back into the input lines c and d. This yields the requirement
∂(cˆout, dˆout)
∂(cˆin, dˆin)
= 0, (4.1)
which implies that
Z2 = Z3 =
Z0Z1√
Z20 + Z
2
1
, (4.2)
Z4 = Z1. (4.3)
This form suggests that we write the impedances in terms of θ ∈ (0, π/2) such that
Z4 = Z1 = Z0 cot θ and Z2 = Z3 = Z0 cos θ. This yields
eˆout = i cos θcˆin − sin θdˆin, (4.4)
fˆ out = − sin θcˆin + i cos θdˆin. (4.5)
Note that the outgoing operators eˆout and fˆ out do not depend on eˆin and fˆ in, i.e., the
photons incoming from the output modes e and f are not reflected back. This was not
explicitely assumed but is a trivial consequence of symmetry and the requirement
that the incident input waves are not reflected back into the input lines.
The branch-line coupler works without reflection only for photons of single frequency
ω0 for which it is designed. For wave packets, for which the spread in the frequency
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∆ω is low compared to the center frequency ω0, i.e., the extent of the wave packet in
time is τ0 ≫ 2π/ω0, the effect is not significant. However, for shorter wave packets,
the finite length may significantly affect the operation of the beam splitter. Never-
theless, the time scale for an experimentally realistic frequency ω0 = 2π × 10 GHz
is 100 ps which is very short compared with the typical wave packets realized ex-
perimentally. Solving the scattering equations for the chosen impedances and phase
shifts φ1 = φ2 = φ3 = φ4 =
ω
ω0
λ
4
for ω 6= ω0, one can obtain the scattering matrix
for all frequencies, and use this to treat realistic wave packets. However, the precies
treatment is beyond the scope of this thesis.
4.1.2 Single-qubit beam splitter gate
In the dual-rail representation, the branch-line coupler can be used as a single qubit
gate as explained in Sec. 2.2.2. It performs the gate
B =
(
i cos θ − sin θ
− sin θ i cos θ
)
, (4.6)
where θ ∈ (0, π/2). Choosing θ = π/4 for the 50 : 50 beam splitter, the transform is
B =
1√
2
(
i −1
−1 i
)
. (4.7)
Adding phase shifters, the Hadamard gate can be written as
H =
1√
2
(
1 1
1 −1
)
= −i
(
1 0
0 −i
)
1√
2
(
i −1
−1 i
)(
1 0
0 −i
)
= −iR(−π
2
)BR(−π
2
). (4.8)
The Hadamard gate can thus be constructed with the beam splitter and −π/2 phase
shifters.
Contrary to the Hadamard gate, applying the 50 : 50 beam splitter twice yields the
not gate,
B2 =
1
2
(
i −1
−1 i
)(
i −1
−1 i
)
=
(
0 −i
−i 0
)
, (4.9)
where the additional global phase shift −π/2 can be ignored.
4.1.3 Hong–Ou–Mandel effect
It can be shown that two photons entering the 50 : 50 beam splitter in different
modes exit the beam splitter in the same mode. Using the same notation as in
CHAPTER 4. QUANTUM GATES FOR MICROWAVE PHOTONS 54
Sec. 2.2.2, the state of the system is |11〉in. It can be rewritten as
|11〉in = cˆ†dˆ†|0〉 = 1
2
(ieˆ† − fˆ †)(−eˆ† + ifˆ †)|0〉
=
−i
2
[
(eˆ†)2 + (fˆ †)2
]
|0〉 = −i√
2
(|20〉out + |02〉out). (4.10)
The absence of the |11〉out term is called the Hong–Ou–Mandel effect [37]. This
effect can be used for probabilistic linear optical quantum computing [10] and it
may prove useful for nonlinear optical quantum computing.
4.2 Tunable phase shifter
4.2.1 Design
The phase shifter for fixed frequency ω > 0 shown in Fig. 4.2 consists of three
SQUIDs λ/4 apart from each other in a transmission line with impedance Z0. The
tunable inductance of the middle SQUID is L2 and the tunable inductances of the
other ones is equal to L1. We denote the left transmission line modes at the first
SQUID by aˆin and aˆout, and the right transmission line modes at the last SQUID
by dˆin and dˆout. The modes at left and right end of the λ/4 sections are denoted by
bˆin,outl,r and cˆ
in,out
l,r .
L1L1 L2
aˆin
aˆout dˆin
dˆout
bˆinl
bˆoutl bˆ
in
r
bˆoutr cˆ
in
l
cˆoutl cˆ
in
r
cˆoutr
λ/4λ/4
Figure 4.2: Tunable phase shifter consists of three SQUIDs with tunable inductances L1,
L2, and L1 separated with λ/4 transmission line sections.
In the λ/4 sections, the waves accumulate a phase shift of π/2, i.e.
bˆinr = ibˆ
out
l , (4.11)
bˆinl = ibˆ
out
r , (4.12)
cˆinr = icˆ
out
l , (4.13)
cˆinl = icˆ
out
r . (4.14)
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For the SQUIDs, Eqs. (3.157) and (3.158) yield
aˆin − aˆout + bˆinl − bˆoutl = 0, (4.15)
Z0
[
(aˆin + aˆout)− (bˆinl + bˆoutl )
]
= −iωL1(aˆin − aˆout), (4.16)
bˆinr − bˆoutr + cˆinl − cˆoutl = 0, (4.17)
Z0
[
(bˆinr + bˆ
out
r )− (cˆinl + cˆoutl )
]
= −iωL2(bˆinr − bˆoutr ), (4.18)
cˆinr − cˆoutr + dˆin − dˆout = 0, (4.19)
Z0
[
(cˆinr + cˆ
out
r )− (dˆin + dˆout)
]
= −iωL1(cˆinr − cˆoutr ). (4.20)
Solving Eqs. (4.11)–(4.20) yields
dˆout =
2iaˆinZ30 + dˆ
inω(L21L2ω
2 − 2L1Z20 + L2Z20)
(L1ω + iZ0)(L1L2ω2 + (iL2ω − 2Z0)Z0) . (4.21)
Requiring that no reflection occurs, ∂dˆout/∂dˆin = 0 yields
L21L2ω
2 − 2L1Z20 + L2Z20 = 0 (4.22)
⇒ ωL2 = 2ωL1Z
2
0
(ωL1)2 + Z20
. (4.23)
Choosing ωL1 = Z0 tan θ/2 with some θ ∈ (0, π) yields
ωL2 =
2Z0 tan
θ
2
tan2 θ
2
+ 1
= Z0 sin θ, (4.24)
which implies that the condition in Eq. (4.23) is satisfied. With these choices,
dˆout =
2iaˆinZ30
(L1ω + iZ0)(L1L2ω2 + (iL2ω − 2Z0)Z0) = −e
iθaˆin = ei(θ+π)aˆin, (4.25)
so a phase shift of θ + π ∈ (π, 2π) with no reflection occurs. The total length of
the phase shifter is λ/2 corresponding to a phase shift of π without the SQUIDs.
Thus the extra phase shift introduced by the SQUIDs is θ, which can be tuned
with controlling the inductances L1 and L2. It should be noted that one or two
SQUIDs on a transmission line are not enough to yield a tunable phase shifter with
no reflection.
4.2.2 Single-qubit phase shift gate
The tunable phase shifter yields a phase shift of θ ∈ (π, 2π). Inserting a transmission
line section of length λ/2 in the |0Q〉 wire and the tunable phase shifter in the |1Q〉
wire yields the phase shift gate R(θ) with an additional irrelevant eiπ global phase.
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Negative values of phase shift can be obtained by inserting the phase shifter into
the |0Q〉 wire instead of the |1Q〉 wire.
Physical limitations for the SQUIDs may yield a minimum and a maximum value for
the angle θ on the phase shifter. For the phase shift gate, this can be overcome by
inserting multiple phase shifters in both wires. If θ ∈ [α, β] is the tunable angle for
a single phase shifter, n phase shifters in both wires can be tuned to yield the phase
shift gate R(φ) where φ ∈ [n(α− β), n(β − α)]. Therefore, for an arbitrary tunable
phase shift gate, at least ⌈π/(β − α)⌉ phase shifters in both wires are required.
4.2.3 Experimental parameters
We assume that the critical currents of the Josephson junctions in all of the SQUIDs
are equal and denote it by Ic0. With zero bias current, combining Eqs. (2.41) and
(2.48), we obtain the inductance of a SQUID as a function of the magnetic flux Φ
threading it,
LJ(Φ) =
Φ0/2π
2Ic0
∣∣∣cos(π ΦΦ0
)∣∣∣ . (4.26)
Let Ic1 be the critical current of the left and right SQUIDs determined by the
magnetic fluxes threading the SQUIDs and Ic2 be the corresponding critical current
of the middle SQUID. The equations for a phase shift of θ for photons with frequency
ω yield
Ic1 =
ωΦ0
2πZ0 tan(θ/2)
, (4.27)
Ic2 =
ωΦ0
2πZ0 sin θ
. (4.28)
Assuming realistic values Z0 = 50 Ω and ω = 2π × 6.566 GHz [22], the values
needed for the critical currents of the SQUIDs for different phase shifts θ are shown
in Fig. 4.3. The values for the critical currents are of the order of 300 nA for phase
shifts near π/2, which is still plausible for SQUIDs. For example, in Ref. [15],
SQUIDs with critical current of the same magnitude were used inside microwave
cavities. However, phase shifts close to 0 or π require extremely high critical currents
so they are not easily achieveable with a single phase shifter.
In a real SQUID, the critical current can be tuned between a maximum value Imaxc
and a minimum value Iminc , where the minimum value is caused, for example, by
asymmetry in the critical currents of the Josephson junctions of the SQUIDs. How-
ever, even with these restrictions, tunable phase shifts of wide range can be achieved
with standard components.
If a bias current Ib is applied in a SQUID, the critical current Ic is replaced by√
I2c − I2b in the expression of the SQUID inductance in Eq. (2.47). In Fig. 4.3, this
corresponds to changing the vertical axis variable to
√
I2c − I2b .
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Figure 4.3: Required critical currents for the left and right SQUIDs (blue) and for the
middle SQUID (green) as a function of the obtained phase shift θ (a) for θ ∈ (0, pi)
and (b) logarithmic plot for θ ∈ (0, pi/4). The system parameters are Z0 = 50 Ω and
ω = 2pi × 6.566 GHz.
The Josephson energy of a SQUID with critical current 300 nA is EJ ≈ 600 µeV.
This is significantly higher than the energy of the photon ~ω0 ≈ 30 µeV. Thus we
are in the low-power regime of the SQUID and the approximation of the SQUID as
a linear inductor is valid.
As the branch-line coupler, the tunable phase shifter is only designed to work with a
single frequency ω0. The treatment of wave packets involving significant contribution
of frequencies far from ω0 is beyond the scope of this thesis.
4.2.4 Nonlinear phase shifter
The nonlinear inductance of the SQUID results in nonlinear behaviour in the phase
shifter discussed here. However, the effect of the nonlinearity on single photons is
nontrivial and thus it is beyond the scope of this thesis. If the incoming photons do
not scatter into photons with different frequencies, the nonlinear behaviour could in
principle be utilized to create a nonlinear phase shifter combining multiple SQUIDs
in such way that no reflection occurs for one and two incoming photons. The nonlin-
ear phase shifter can then be characterized by the phase shifts it applies to incoming
states with one and two photons, ϕ1 and ϕ2, respectively. In Sec. 4.4, we show how
a conditional phase shift gate can be realized with the components discussed here
assuming an ideal nonlinear phase shifter.
4.3 Tunable beam splitter
As explained in Sec. 2.1.4, any single-qubit gate can be constructed using phase
shifters and two Hadamard gates. Similarly, we may create a tunable beam splitter
using 50 : 50 beam splitters and tunable phase shifters. Connecting two 50 : 50
beam splitters by inserting a tunable phase shifter in one line and a constant phase
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aˆin aˆout
bˆin bˆout
π
π + ϕ
BB
Figure 4.4: Tunable beam splitter consisting of two 50 : 50 beam splitters (B) and a
constant phase shifter of pi and a tunable phase shifter of pi + ϕ.
shifter of π on the other line as in Fig. 4.4 yields the transformation
BeiπR(φ)B =
1
2
eiπ
(
i −1
−1 i
)(
1 0
0 eiφ
)(
i −1
−1 i
)
= ei(φ/2+π/2)
(− sin φ
2
cos φ
2
cos φ
2
sin φ
2
)
, (4.29)
where the global phase can be ignored. The tunable beam splitter also provides
another convenient way to experimentally demonstrate the tunable phase shifter.
4.4 Conditional phase shift gate
The Hong–Ou–Mandel effect along with a nonlinear phase shifter can be used to
create an entangling two-qubit gate in the dual-rail representation. Consider the
system shown in Fig. 4.5, where the |1Q〉 modes of two qubits are connected with
two beam splitters and nonlinear phase shifters with angles ϕ1 and ϕ2 for one and
two photons, respectively, in between. Here, the 2-qubit input states are defined as
|00Q〉 = aˆ†indˆ†in|0〉, |01Q〉 = aˆ†incˆ†in|0〉,
|10Q〉 = bˆ†indˆ†in|0〉, |11Q〉 = bˆ†incˆ†in|0〉, (4.30)
where |0〉 is the ground state of the system.
aˆin aˆout
bˆin bˆout
cˆin cˆout
dˆin dˆoutϕ1, ϕ2
ϕ1, ϕ2
ϕ1, ϕ2
ϕ1, ϕ2 π
π
BB
Figure 4.5: Conditional phase shift gate consisting of 50:50 beam splitters (B), linear
phase shifters of angle pi, and nonlinear phase shifters (angle ϕ1 for one photon and ϕ2 for
two photons). The first qubit is represented by the lines a and b and the second qubit is
represented by the lines c and d.
For input states |00Q〉, |01Q〉 and |10Q〉, each line contains at most one photon, and
the nonlinear effect is not observed. In the linear case, the system can be described
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by the scattering equations
aˆout = e
iϕ1 aˆin, (4.31)
dˆout = e
iϕ1 dˆin, (4.32)(
bˆout
cˆout
)
=
(−1 0
0 1
)
1√
2
(
i −1
−1 i
)(
eiϕ1 0
0 eiϕ1
)(
1 0
0 −1
)
1√
2
(
i −1
−1 i
)(
bˆin
cˆin
)
=
(
eiϕ1 bˆin
eiϕ1 cˆin
)
. (4.33)
Thus the state of the 2-qubit system changes only by a global phase ei2ϕ1 . However,
the nonlinear effect for the input state |11Q〉 cannot be taken into account by the
scattering equations for the operators. Here, the evolution of the system is described
by the b and c modes. Denoting by |mn〉 the Fock state with m photons in the b
mode and n photons in the c mode, the step-by-step transformation according to
Fig. 4.5 is
|11〉 → i√
2
(|20〉+ |02〉) (4.34)
→ i√
2
(|20〉+ ei2π|02〉) (4.35)
→ i√
2
(eiϕ2 |20〉+ eiϕ2 |02〉) (4.36)
→ −eiϕ2 |11〉 (4.37)
→ eiϕ2 |11〉, (4.38)
where the first and fourth lines are the transformations by the beam splitters, the
second and fifth lines are the transformations by the phase shifters of angle π and
the third line is the transformation by the nonlinear phase shifter. This corresponds
to the mapping |11Q〉 → eiϕ2 |11Q〉 for the qubit states. Therefore, the total 2-qubit
gate is described by the matrix
CZ(ϕ2 − 2ϕ1) =


1
1
1
ei(ϕ2−2ϕ1)

 , (4.39)
where we neglected the total global phase 2ϕ1. If the nonlinearity is small, i.e.,
|ϕ2−2ϕ1| is small, compining multiple similar gates will in principle result in larger
conditional phase shift. However, this can also cumulate the effect of error sources,
and thus the nonlinear phase shift of the phase shifter should be rather high com-
pared to the reflection and other nonidealities in the nonlinear phase shifter.
Chapter 5
Discussion
In this thesis, we presented studies on superconducting microwave transmission lines
in the single-photon regime. The results can be used in the research of microwave
photons, which may prove useful both in realizing a quantum computer and in the
general study of quantum mechanics using circuit quantum electrodynamics.
The reflection in a transmission line terminated by impedance was studied. This
includes the effect of a purely reactive LC element on the shape of the single photon
wave packet. In addition, the LCR oscillator approach can be used for example for
treating dissipation in the single photon regime in circuits with resistive elements.
The effect of reflection on wave packets was treated only briefly, and thus further
research is required. Nevertheless, only very general assumptions were used in these
observations, and thus the approach can be directly utilized in many systems using
superconducting transmission lines.
In addition, we presented quantum gates for qubits consisting of microwave photons
in the dual-rail representation. Starting from the model of a transmission line, we
reviewed the result that the branch-line coupler, used typically as a power divider
for classical microwaves, can be directly used as a beam splitter gate for microwave
photons.
We introduced a novel idea for a tunable phase shifter consisting of SQUIDs that are
treated as tunable inductors. The tunable phase shifter can be used as a quantum
phase shift gate and in many applications in the study of microwave photons. Previ-
ously, a tunable phase shifter based on the nonlinear kinetic inductance of the super-
conducting centre conductor of the transmission line has been demonstrated [38,39].
Compared to that, our suggestion uses only a small number of SQUIDs. The dis-
crete number of free parameters in the phase shifter presented here may be useful
in fine-tuning the physical realization which is necessarily nonideal. Further, the
approach can in principle be extended using more than three SQUIDs in the same
formation, possibly yielding a more controllable phase shifter. The drawback is that
our phase shifter can only be used with a single frequency. A possible improvement
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is using the kinetic inductance to adjust the phase velocity of the transmission line
in the phase shifter to match the chosen frequency.
The parameters required for the phase shifter to yield measurable phase shifts in the
single-photon regime are attainable using existing technology for superconducting
circuits. Further, the phase shifter can be experimentally studied combining it
with the beam splitter, yielding the tunable beam splitter. Beam splitters are an
essential part in various single-photon microwave experiments, and thus the effect of
the tunable phase shifter should be easy to demonstrate and utilize experimentally.
The idea of an entangling two-qubit gate using nonlinear phase shifter was briefly
discussed. However, the nonlinear behaviour of the tunable phase shifter was not
studied in detail, and further research is required.
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Appendix A
Mathematical tools
A.1 Dirac delta and Heaviside step function
The Dirac delta distribution δ is defined to satisfy∫ ∞
−∞
dx δ(x)f(x) = f(0), (A.1)
for all smooth functions f : R → R. It can be considered as a limit of Gaussian
functions ϕσ(x) = e
−x2/(2σ2)/
√
2πσ2 for σ → 0, for which∫ ∞
−∞
dx δ(x)f(x) := lim
σ→0
∫ ∞
−∞
dxϕσ(x)f(x) = f(0). (A.2)
The Dirac delta behaves as a function in most cases, and in the context of physics,
it is usually treated as a function for which δ(x) = 0 for x 6= 0 [40].
The Heaviside step function θ is defined by
θ(x) =


1, x > 0,
1
2
, x = 0,
0, x < 0.
(A.3)
The definition of θ(0) varies, but in distribution theory it is most conveniently defined
as here to satisfy
θ(0) =
∫ a
−a
dx δ(x)θ(x) = [θ(x)θ(x)]ax=−a −
∫ a
−a
dx θ(x)δ(x)
= 1− 0− θ(0). (A.4)
Here, we used integration by parts and the fact that δ is the distribution derivative
of θ, i.e., ∫ ∞
−∞
dx δ(x)f(x) = −
∫ ∞
−∞
dx θ(x)f ′(x), (A.5)
for all square-integrable smooth functions f on R. This definition of θ(0) is also
convenient if we define θ as a limit of the integrals of the Gaussian functions ϕσ(x).
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A.2 Fourier transform
The definition of the Fourier transform and the formulas used here can be found in
many mathematics handbooks, e.g., [41].
A.2.1 Definition
In this thesis, the Fourier transform of a function f : R→ C is defined by
F (ω) = F [f ] (ω) =
∫ ∞
−∞
dxe−iωxf(x). (A.6)
The Fourier transform is defined for square-integrable functions, distributions, and
for some other special cases, too. The inverse Fourier transform is
f(x) = F−1 [F ] (x) = 1
2π
∫ ∞
−∞
dωeiωxF (ω). (A.7)
For most physical functions, the Fourier transform is well-defined, and the func-
tion may be expanded using Eq. (A.7). The Fourier transform may be defined for
quantum operators as well, with a similar inverse formula.
A.2.2 Fourier transform formulas
Some Fourier transform formulas used in this thesis. Here, F is the Fourier transform
of f and G is the Fourier transform of g.
F [αf(x) + βg(x)] (ω) = αF (ω) + βG(ω), (A.8)
F [f(x− a)] (ω) = e−iaωF (ω), a ∈ R, (A.9)
F [f(ax)] (ω) = 1|a|F
(ω
a
)
, a ∈ R \ {0}, (A.10)
F [eiaxf(x)] (ω) = F (ω − a), a ∈ R, (A.11)
F [F (ω)] (ξ) = 2πf(−ξ), (A.12)
F
[∫ ∞
−∞
dξ f(ξ)g(x− ξ)
]
(ω) = F (ω)G(ω), (A.13)
F [f(x)g(x)] (ω) = 1
2π
∫ ∞
−∞
dνF (ν)G(ω − ν), (A.14)
F
[
dn
dxn
f(x)
]
(ω) = (iω)nF (ω). (A.15)
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Fourier transforms of some functions and distributions:
F [δ(x)] (ω) = 1, (A.16)
F [sgn(x)] (ω) = 2
iω
, (A.17)
F [1] (ω) = 2πδ(ω), (A.18)
F [θ(x)] (ω) = 1
iω
+ πδ(ω), (A.19)
F [e−axθ(x)] (ω) = 1
a+ iω
, a > 0, (A.20)
F
[
e−ax
2
]
(ω) =
√
π
α
e−
ω2
4a , a > 0, (A.21)
F
[
e−ax
2
θ(x)
]
(ω) =
√
π
α
e−
ω2
2a , a > 0, (A.22)
F [xe−axθ(x)] (ω) = 1
(a+ iω)2
, a > 0. (A.23)
Appendix B
Inverse Fourier transform of the
reflection coefficient
In this Appendix, we derive the inverse Fourier transform of the reflection coefficient,
r˜(τ) =
1
2π
∫ ∞
−∞
dω r(ω)eiωτ . (B.1)
The reflection coefficient in the case of a semi-infinite transmission line terminated
by a single LC element is
r(ω) =
Z0(ω)− Zc
Z0(ω) + Zc
=
iL0ω +
1
iC0ω
− Zc
iL0ω +
1
iC0ω
+ Zc
=
C0L0(iω)
2 − C0Zc(iω) + 1
C0L0(iω)2 + C0Zc(iω) + 1
, (B.2)
where Z0(ω) is the total impedance of the LC element, L0 and C0 are the inductance
of the inductor and the capacitance of the capacitor in the LC element, respectively,
and Zc is the characteristic impedance of the transmission line. Let a and b be the
complex-valued roots of the polynomial C0L0x
2 − C0Z0x+ 1,
a =
C0Zc +
√
C20Z
2
c − 4C0L0
2C0L0
, (B.3)
b =
C0Zc −
√
C20Z
2
c − 4C0L0
2C0L0
. (B.4)
If C20Z
2
c < 4C0L0, the square roots are imaginary and ℜ(a) = ℜ(b) = Zc2L0 > 0. If
C20Z
2
c > 4C0L0, then a and b are real and a, b > 0. Thus if C
2
0Z
2
c 6= 4C0L0, we may
write
r(ω) =
C0L0(iω − a)(iω − b)
C0L0(iω + a)(iω + b)
=
(iω − a)(iω − b)
(iω + a)(iω + b)
= 1− 2(a+ b)
a− b
(
a
a+ iω
− b
b+ iω
)
. (B.5)
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Using Eq. (A.20), we obtain the inverse Fourier transform,
r˜(τ) = δ(τ)− a+ b
a− b
[
ae−aτθ(τ)− be−bτθ(τ)]
= δ(τ)− a+ b
a− b
(
ae−aτ − be−bτ) θ(τ). (B.6)
If C20Z
2
c = 4C0L0, we have a = b =
Zc
2L0
, and thus
r(ω) =
(iω − a)2
(iω + a)2
= 1− 4iωa
(iω + a)2
. (B.7)
Using Eqs. (A.15) and (A.23), we obtain
r˜(τ) = δ(τ)− 4a d
dτ
[
τe−aτθ(τ)
]
= δ(τ)− 4a(1− aτ)e−aτθ(τ). (B.8)
In both cases, r˜(τ) is zero for τ < 0 and vanishes exponentially for τ →∞. There-
fore, we may define the characteristic time scale for the reflection to be
τ0 =
1
min[ℜ(a),ℜ(b)] . (B.9)
This time scale is used in the approximations for the reflection of wave packets.
