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ON THE UNDEFINABILITY OF TSIRELSON’S SPACE
AND ITS DESCENDANTS
PETER G. CASAZZA AND JOSE´ N. IOVINO
This paper is dedicated to the memory of our dear friend Ted Odell
Abstract. We prove that Tsirelson’s space cannot be defined explicitly from the classical
Banach sequence spaces. We also prove that any Banach space that is explicitly definable
from a class of spaces that contain ℓp or c0 must contain ℓp or c0 as well.
Introduction
A question that has been central in linear functional analysis since its inception is: To
what extent are the classical sequence spaces ℓp (1 ≤ p < ∞) and c0 the “basic building
blocks” of all Banach spaces? This is, of course, an imprecise question, but in the 1960’s, it
had taken the following more concrete form: Does every infinite-dimensional Banach space
contain an isomorphic copy of either ℓp, for some p ∈ [1,∞), or c0? The first example of a
space not containing ℓp or c0 was constructed by B. S. Tsirelson [Tsi74]. Tsirelson’s space has
been called “the first truly nonclassical Banach space” [Gow95]. Tsirelson’s construction was
novel: The norm of the space is not defined by a single expression, but rather by an infinitary
process inspired by set-theoretic forcing. Thus the space arises as a limit of approximating
spaces.
The space now referred to as Tsirelson’s space and called T is actually the dual of
Tsirelson’s original space, constructed by T. Figiel and W. B. Johnson [FJ74].1 The norm
‖ · ‖T is defined by an equation, but ‖ · ‖T appears on both sides of the equation, so at first
sight the definition might appear to be circular. The actual construction of ‖ · ‖T is given by
a fixed point argument; one has a sequence ‖ · ‖1, ‖ · ‖2, . . . of norms on c00 (the vector space
of finitely supported sequences of real numbers) such that ‖x‖1 ≤ ‖x‖2 ≤ . . . for all x ∈ c00,
and ‖x‖T is defined as limk ‖x‖k. In contemporary Banach space theory, a norm that is
constructed indirectly in this way is said to be “implicitly defined”. This is in contrast with
classical norms, which are “explicitly defined”, i.e., given by a finitary expression that does
not involve the object being defined (although it may involve other norms already defined).
The Tsirelson-Figiel-Johnson approach has been refined since the early 1990’s to construct
Banach spaces with ever more pathological properties, and implicitly defined norms have
Date: May 24, 2019.
2010 Mathematics Subject Classification. 46Bxx, 03Cxx.
Key words and phrases. Tsirelson space, explicitly definable Banach space, implicitly definable Banach
space.
Casazza was supported by NSF DMS 1609760; NSF DMS 1725455; and ARO W911NF-16-1-0008.
Iovino was supported by NSF DMS-1500615.
1Tsirelson’s original construction is geometric, while the Figiel-Johnson construction is analytic. As Figiel
and Johnson point out in their paper, their construction makes the forcing approach employed by Tsirelson
more easily visible.
1
ON THE UNDEFINABILITY OF TSIRELSON’S SPACE 2
been used to settle many longstanding problems. Strikingly, no one has found a way of
obtaining Banach spaces with these properties without resorting to implicit definitions.
It is therefore natural to ask: Does every “explicitly definable” Banach space contain ℓp
or c0? This question has been in the folklore of Banach space theory for several decades.
Our understanding is that it was first posed by E. Odell; however, it was brought to the fore
by W. T. Gowers in his 1994 ICM address [Gow95], and later, in 2009, when he proposed a
Polymath project on it [Gow]. Part of the difficulty of the problem is that it involves making
the meaning of “explicitly definable” precise. As Odell put it in his list of open problems in
the book Analysis and logic, “We leave it to logicians to precisely formulate the problem”;
see [Ode02, Question 3, page 201].
In this paper we use ideas from model theory to introduce the concept of explicit definabil-
ity of a metric structure, in any given logic L , over a class of metric structures. We prove,
in particular, that if L is a compact logic for Banach space structures and C is the class
of “classical” Banach spaces based on c00, then Tsirelson’s space is not explicitly definable
from C in the logic L . (See Corollary 7.9.) More generally, we prove that if X is a Banach
space that is constructed from elements of C via the Figiel-Johnson approach (i.e., the norm
of X is the limit of an increasing sequence of norms of spaces in C ), then X is not explicitly
definable from C in the logic L . (See Corollary 8.2.)
We also prove that if C0 is a subclass of C such that every space in C0 contains ℓp or c0,
then every space that is explicitly definable from C0 must contain ℓp (or c0) as well. (See
Corollary 9.9.)
The compactness assumption for the logicL means that whenever C is a class of structures
and {Mi}i∈I is a uniform family of structures in C and U is an ultrafilter on I there exists a
structureM in C such thatM = limiUMi in the topology of the logic. Intuitively, this means
that L has an abstract notion of ultraproduct (see Definition 2.1 and Remark 2.2). Examples
of compact logics include first-order continuous logic and second-order existential continuous
logic. These are, respectively, the “correct” versions of first-order logic and existential second-
order logic for metric structures. The notions of ultraproduct and ultrapower corresponding
to these logics are the standard notions of ultraproduct and ultrapower for metric structures
introduced by Krivine in his thesis [Kri67] and now widely used in analysis.
We actually do not need full compactness, but only countable compactness (intuitively,
existence of ultrafilter limits for countable families of L-structures, where L is a countable
vocabulary). This assumption cannot be removed; a recent result of X. Caicedo, E. Duen˜ez,
and the second author states that if L is any logic for metric structures that is not countably
compact, then any metric structure (e.g., Tsirelson’s space or any other implicitly definable
space) is RPC∆-characterizable (intuitively, existential second-order definable by a theory)
in L . See [CDnI].
The paper is self-contained. No expertise in logic or functional analysis is expected from
the reader, and all the definitions from logic that are needed (e.g., the definitions of metric
structure and logic for metric structures), are provided.
The main concept of the paper is the notion of type of a structure (e.g., Tsirelson’s space)
over a class of structures (e.g., the class of “classical” Banach spaces). More specifically,
we focus on the concept of definable type. We adapt to our context the concept of type
definability originally developed in first-order model theory.2 Intuitively, a type is definable
2The notion of definable type in model theory was isolated independently by Gaifman [Gai76] and She-
lah [She71].
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if the object being described by the type can be defined by formulas that do not mention this
object (i.e., it is “explicitly” definable). A fundamental result in first-order model theory
is Shelah’s characterization of type definability through the order property [She71, She90].
We use elementary topology, namely, a topological version of Pta´k’s combinatorial lemma
(Proposition 5.2), to adapt Shelah’s characterization of type definability to our context. This
allows us to talk about the type of the Tsirelson space over any class of Banach spaces, and
gives us a criterion to verify whether this type is definable. We use this to prove that the
type of the Tsirelson space is not explicitly definable from the class of spaces that contain
ℓp or c0 (Corollary 7.9). We then extend this by showing that the same result holds for all
“implicitly defined” spaces (Corollary 8.2).
We conclude the paper by showing that if L is a logic that is closed under basic connectives
(see Definition 9.1), then any Banach space that is explicitly definable from a class of spaces
that contain ℓp or c0 must contain ℓp or c0 as well (Corollary 9.9).
We are grateful to William B. Johnson for encouraging us to collaborate in this project.
We thank Timothy Gowers for posing the problem, and for observations on preliminary
versions of the manuscript that made us improve our original results.
1. Abstract logics
Throughout the paper, we will be dealing with metric structures and multisorted vocab-
ularies for metric structures. The reader versed in model theory of metric structures may
be already familiar with these concepts; however, we have given the basic definitions in the
appendix in the interest of making the paper self-contained.
We will relax the notation used in the appendix, and use Roman letters M ,N , etc. to
denote structures.
If L and L′ are vocabularies (see the appendix for the definition), a renaming is a bijection
r : L→ L′ that maps sort symbols onto sort symbols, relation symbols onto relation symbols,
and function symbols onto function symbols, preserving sorts and arities. If r : L→ L′ is a
renaming and M is an L-structure, M r denotes the structure that results from converting
M into an L′-structure through r. We call the map M 7→ M r, too, a renaming.
Let us start with the classical definition of logic (due to P. Lindstro¨m [Lin69]).
1.1. Definition. A logic L consists of the following items:
(1) A class of structures, called the structures of L , that is closed under isomorphisms,
renamings, expansion by constants, and reducts.
(2) For each multi-sorted vocabulary L, a set Sent(L) called the L-sentences of L , such
that Sent(L) ⊆ Sent(L′) when L ⊆ L′.
(3) A binary relation |= between structures and sentences of L such that:
(a) If M is an L-structure of L and M |= ϕ, then ϕ ∈ Sent(L).
(b) Isomorphism Property. If M |= ϕ and M is isomorphic to N , then N |= ϕ;
(c) Reduct Property. If L ⊆ L′, M is a L′-structure of L and ϕ ∈ Sent(L), then M |= ϕ
if and only if M ↾ L |= ϕ;
(d) Renaming Property. Suppose that r : L→ L′ is a renaming. Then for each sentence
ϕ ∈ Sent(L) there exists a sentence ϕr ∈ Sent(L) such that M |= ϕ if and only if
M r |= ϕr.
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A logic L has conjunctions if for every pair of sentences ϕ, ψ ∈ Sent(L) there exists a
sentence (ϕ ∧ ψ) ∈ Sent(L) such that
M |= (ϕ ∧ ψ) if and only if M |= ϕ and M |= ψ.
A logic L is said to have negations if for every sentence ϕ ∈ Sent(L) there exists a sentence
¬ϕ ∈ Sent(L) such that
M |= ¬ϕ if and only if M 6|= ϕ.
We will assume that every logic is closed under conjunctions but not necessarily under
negations.
In this paper we will deal with logics for metric structures. However, Lindstro¨m’s definition
of logic was devised for more specific classes, namely, first-order structures (i.e., discrete
metric structures). We therefore need to extend Definition 1.1 to accommodate general
metric structures. This is accomplished through the concept of real-valued logic (introduced
by Caicedo-Iovino [CI14]):
1.2. Definition. A logic L for metric structures is a triple (K, Sent,Val), where K is a class
of metric structures that is closed under isomorphisms, renamings and reducts, Sent is a
function that assigns to every vocabulary L a set Sent(L) called the set of L-sentences of L ,
and Val is a functional relation, called truth value such that the following conditions hold:
(1) K is a class of metric structures that is closed under isomorphisms, renamings, expansion
by constants, and reducts.
(2) Sent is a function that assigns to every multi-sorted vocabulary L a set Sent(L) called
the set of L-sentences of L and such that Sent(L) ⊆ Sent(L′) when L ⊆ L′.
(3) Val is a functional relation such that the following conditions hold:
(a) The relation Val assigns to every pair (ϕ,M), where ϕ is an L-sentence of L and
M is an L-structure in K, a real number Val(ϕ,M) ∈ [0, 1] called the truth value of
ϕ in M .
(b) Isomorphism Property for logics for metric structures. If M,N are metrically iso-
morphic structures in K, then Val(ϕ,M) = Val(ϕ,N) for every L-sentence ϕ of
L .
(c) Reduct Property for logics for metric structures. If L ⊆ L′, ϕ is an L-sentence of L ,
and M an L′-structure in K, then Val(ϕ,M) = Val(ϕ,M ↾ S).
(d) Renaming Property for logics for metric structures. If ρ : L → L′ is a renaming,
then for each L-sentence ϕ of L there is an L′-sentence ϕρ such that Val(ϕ,M) =
Val(ϕρ,Mρ) for every L-structure M in K.
1.3. Definition. If L is a logic for metric structures, ϕ is an L-sentence of L , and M is
an L-structure such that Val(ϕ,M) = 1, we say that M satisfies ϕ, or that M is a model
of ϕ, and we write M |= ϕ. We will say that a logic L for metric structures is discrete if
all the structures of L are discrete and Val(ϕ,M) ∈ {0, 1} for every sentence ϕ and every
structure M of L .
Note that if L is a logic for metric structures, then (Sent, |=) yields a logic in the sense
of Definition 1.1. Therefore we may apply to L all the concepts and properties defined so
far for classical Lindstro¨m logics.
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1.4. Definition. Let L be a logic for metric structures. We will say that L is closed under
conjunctions if for every pair of L-sentences ϕ and ψ there exists an L-sentence (ψ∧ψ) such
that, for every L-structure M of L ,
Val((ϕ ∧ ψ),M) = min{Val(ϕ,M),Val(ψ,M) }
Similarly, we will say that L that is closed under disjunctions if for every pair of L-sentences
ϕ and ψ there exists L-sentence (ψ ∨ ψ) such that, for every L-structure M of L ,
Val((ϕ ∨ ψ),M) = max{Val(ϕ,M),Val(ψ,M) }
1.5. Definition. Let L be a logic for metric structures and let L be a vocabulary. Each
L-sentence ϕ defines a naturally pseudometric dϕ on the class of L-structures of L , namely,
for L-structures M,N , we define
dϕ(M,N) = |Val(ϕ,M)− Val(ϕ,N)|.
The pseudometrics dϕ(M,N) generate a topology on the class of L-structures of L . We will
refer to this topology as the L -topology.
1.6. Definition. If L is a logic for metric structures, L is a vocabulary, and M,N are
structures of L, we say that M and N are equivalent in L , written M ≡L N (or M ≡ N if
L is given by the context), if Val(ϕ,M) = Val(ϕ,N) for every L-sentence ϕ (i.e., if M and
N are indistinguishable in the L -topology).
1.7. Conventions.
(1) For the rest of the paper “structure” will mean “metric structure” and “logic” will
mean “logic for metric structures”.
(2) We will assume that every logic is closed under conjunctions and disjunctions.
2. Compact logics
In this paper we need to deal with the concept of definability in logics that have a “finitary”
character. This is provided by the concept of compactness for logics, which we define below.
We refer the reader to the appendix (namely, See Definition A.9) for the definition of uniform
class of structures.
2.1. Definition. A logic L for metric structures is compact (countably compact) if for
every vocabulary L, every uniform class of L-structures is compact (countably compact) in
the L -topology.
2.2. Remark. A logic L is compact if and only if whenever C is a uniform class of L-
structures and {Mi}i∈I is a family of structures in C and U is an ultrafilter on I there
exists a structure M in C such that Mi
U
→M (i.e., {Mi}i∈I converges to M with respect to
the ultrafilter U) in the L -topology. Intuitively, if Mi
U
→ M for a family {Mi}i∈I and an
ultrafilter U, then M is an U-ultraproduct of the family {Mi}i∈I (see the appendix for the
definition). Thus, a logic is compact if an only it has an abstract notion of ultraproduct.
This has been formalized by Makowsky-Shelah [MS83] and by Caicedo [Cai99] using different
approaches. For the main results of this paper, we will only need need to work with countably
compact logics, i.e., logics that have ultrafilter limits for countable families of structures.
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2.3. Examples. There are many examples of fully compact logics. In the discrete context,
the classical examples are first-order logic, existential second-order logic (i.e., the extension
of first-order where existential quantification over predicates is allowed), and some fragments
of Lω1ω. Compactness of these logics is given by the classical ultraproduct construction. The
first examples of compact extensions of first-order by quantifiers were found by Shelah [She75]
(see also [MS83]); however, now many others are known (see [MS93], for example).
In the nondiscrete context, the most salient examples are continuous first-order logic [CK62,
CK66, BYU10] and continuous existential second-order logic. The latter is the natural exten-
sion of continuous first-order logic where existential quantification over predicates is allowed;
however, unlike in the first-order case, every second-order existential quantifier must be
linked to a modulus of uniform continuity (see Definition A.8). Other examples include
certain fragments of the infinitary logic for metric structures introduced by Ben-Yaacov and
Iovino [BYI09]. Compactness for these logics is given by the notion of ultraproduct for
pointed metric spaces introduced by J.-L. Krivine in his thesis [Kri67] and now widely used
in analysis. (The general definition of ultraproduct for metric structures is given in the
appendix.)
For a logic L for metric structures, it is standard in the literature on model theory of
metric spaces to regard real-valued terms (see Definition A.7 in the appendix) as sentences
of L as follows. Fix an order-preserving homeomorphism h : R → (0, 1). Then, for any
vocabulary L, any L-structure M , and any real-valued L-term t(c1, . . . , cn), where c1, . . . , cn
are constants, define
Val(t(c1, . . . , cn),M) = h(t
M (cM1 , . . . , c
M
n )),
where tM , cM1 , . . . , c
M
n are the interpretations of t, c1, . . . , cn, respectively, in M .
We observe that if the underlying logic L is countably compact, then these sentences
are uniformly continuous on every bounded set in the following sense: If t(c1, . . . , cn) is a
real-valued L-term, where ci is a constant of sort si for i = 1, . . . , n, then given any ǫ > 0 any
bound B > 0, and any constants e1, . . . , en, f1, . . . , fn with ei, fi of sort si (i = 1, . . . , n), then
there exists δ > 0 such that whenever is M an L-structure such that eM1 , . . . , e
M
n , f
M
1 , . . . , f
M
n
are bounded by B and the distance between eMi and f
M
i (in their respective sorts) is at
most δ, we must have
| Val(t(e1, . . . , en),M), Val(t(f1, . . . , fn),M) | < ǫ.
This is because, otherwise, by a (countable) compactness argument, there would exist ǫ, B >
0, constants e1, . . . , en, f1, . . . , fn with ei, fi of sort si for i = 1, . . . , n, and a structure M
such that eMi = f
M
i for all i, and
| Val(t(e1, . . . , en),M), Val(t(f1, . . . , fn),M) | ≥ ǫ,
but this contradicts the renaming property of logics for metric structures (see Definition 1.2).
2.4. Convention. Given any logic L for metric structures, we will assume that for every
vocabulary L, every real-valued L-term is an L-sentence of L .
3. Vocabularies for pairs of structures
3.1. Definition. Let L be a logic for metric structures. If L, L′ are vocabularies such that
L ⊆ L′, we will say that L′ is a vocabulary for pairs of L-structures if:
(1) L′ contains a pair (L0, L1) of disjoint copies of L.
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(2) There exists a pairing map (M,N) 7→ 〈M,N〉 from the class of ordered pairs of
L-structures into the class of L′-structures such that for every M,N , the structure
〈M,N〉 contains a copy of M , viewed as an L0-structure, and a copy of N , viewed as
an L1-structure.
Let L be a logic for metric structures. If L is a vocabulary, F1, . . . , Fn are function
symbols in L, and ϕ is an L-sentence, we may write ϕ as ϕ(F1, . . . , Fn) if for any L-structure
M , the truth value Val(ϕ,M) depends on the interpretation of F1, . . . , Fn in M . (Intuitively,
this means that F1, . . . , Fn occur free in ϕ, i.e., not under the scope of any quantifier in ϕ.)
3.2. Definition. Let L be a logic for metric structures and let L′ be a vocabulary for pairs
of L-structures associated with a pairing map (M,N) 7→ 〈M,N〉. Let ϕ(X, Y ) be an L′-
formula, where X is a function symbol in the first copy of L in L′ in and Y is a function
symbol in the second copy of L in L′. If C is a class of L-structures, we will say that ϕ(X, Y )
is a formula for pairs of structures in C if the map
(M,N) 7→ Val(ϕ(X, Y ), 〈M,N〉) (3.0.1)
is separately continuous on the closure of C × C with respect to the L -topology.
3.3. Convention. If a logic L , a uniform class of L-structures C , and a formula ϕ(X, Y ) for
pairs of structures in C are given, we shall write ϕ(M,N) instead of the notationally cum-
bersome Val(ϕ(X, Y ), 〈M,N〉). We will express the separate continuity of the map (3.0.1)
on C × C by saying that “ϕ is separately continuous” (on C × C ).
The following example will be recalled several times in the paper.
3.4. Example. Let L be any logic for normed space structures. Let C be the closure (in
the L -topology) of the class of all structures of the form
(c00, ‖ · ‖ℓ1 , ‖ · ‖, e0, e1, . . . ),
where
• c00 is the vector space of all finitely supported sequences of real numbers,
• ‖ · ‖ℓ1 is the ℓ1-norm on c00 (i.e., ‖
∑n
i=1 riei‖ =
∑n
i=1 |ri|), which provides the main
metric of the structure,
• ‖ · ‖ is a norm on c00,
• e0, e1, . . . is the standard basis of c00.
Since any norm on c00 is Lipschitz with respect to the ℓ1-norm, these are valid normed space
structures. (See the appendix for the definition of normed space structure.)
For any two structures
(M, ‖ · ‖Mℓ1 , ‖ · ‖
M , eM0 , e
M
1 , . . . ), (N, ‖ · ‖
N
ℓ1
, ‖ · ‖N , eN0 , e
N
1 , . . . )
in C , define D(M,N) as
sup
{
‖x‖M
‖x‖N
: ‖x‖ℓ1 = 1
}
.
By Convention 3.3, the function D is continuous in both variables. Hence, we can define a
formula ϕ(X, Y ) for pairs of structures in C by
ϕ(X, Y ) =
logD(X, Y )
1 + logD(X, Y )
.
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4. Type of a structure over a class of structures
4.1. Definition. Let L be a logic, let C be a uniform class of L-structures, and let ϕ(X, Y )
be a formula for pairs of structures in C .
(1) If M is an L-structure, then the ϕ(X,C )-type of M , denoted tpϕ(X,C )(M), is the
function from C into [0, 1] defined by
N 7→ ϕ(M,N).
Similarly, the ϕ(C , X)-type of M , denoted tpϕ(C ,Y )(M), is the function from C into
[0, 1] defined by
N 7→ ϕ(N,M).
(2) The closure in [0, 1]C of the set of all functions of the form tpϕ(X,C )(M), where M is
an L-structure M , will be called the space of ϕ(X,C )-types.3 Similarly, the closure
of the set of all functions of the form tpϕ(C ,Y )(M), where M i any L-structure, will
be called the space of ϕ(C , Y )-types. The spaces of ϕ(X,C )- and ϕ(C , Y )-types will
be denoted tpϕ(X,C ) and tpϕ(C ,Y ), respectively. We will refer to these spaces as spaces
of ϕ-types (over C ).
Note that t is a ϕ(X,C )-type if and only if there exists a family {Mi}i∈I and an
ultrafilter U on I such that
t = lim
i,U
tpϕ(X,C )(Mi)
In this case, we shall say that t is approximated by {Mi}i∈I through U.
4.2. Proposition. Let L be a compact logic, let C be a closed uniform class of L-structures
and let ϕ(X, Y ) be a formula for pairs of structures in C . Then,
(1) For every type t ∈ tpϕ(X,C ) there exists an L-structure M ∈ C such that
t(N) = ϕ(M,N), for all N ∈ C .
(2) For every type t ∈ tpϕ(C ,Y ) there exists an L-structure M ∈ C such that
t(N) = ϕ(N,M), for all N ∈ C .
Moreover, if t can be approximated by a countable family, then only countable compactness
is needed.
Proof. We prove only the first assertion since the second one is symmetric. Fix t ∈ tpϕ(X,C )
and choose a family {Mi}i∈I in C such that t = limi,U tpϕ(X,C )(Mi). Since C is a uniform
class and L is compact, there exists an L-structureM such thatMi
U
→M in the L -topology.
Since ϕ is separately continuous on C × C (see Convention 3.3), we have
t = lim
i,U
ϕ(Mi, N) = ϕ(M,N).

4.3. Definition. If M is as in Proposition 4.2, we say that M realizes t or that M is a
realization of t. If M is as given by part (1) of the proposition, we will say that t is the
ϕ-type of M over C .
3In our applications, the class C will never be a proper class; thus, [0, 1]C is well-defined.
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4.4. Corollary. Let L be a logic, let C be a closed uniform class of L-structures, and let
ϕ(X, Y ) be a formula for pairs of structures in C . If L is compact, then every type over C
is realized by an element of C . If L is countably compact, then every type over C that is
approximable by a countable family is realized by an element of C .
5. Stability
5.1. Definition. Let L be a logic, let C be a uniform class of L-structures, and let ϕ(X, Y )
be a formula for pairs of structures in C (see Definition 3.2). We will say that ϕ is stable in
C if whenever {Mi}i∈I and {Nj}j∈J are families of structures in C and U,V are ultrafilters
on I, J , respectively, we have
lim
i,U
lim
j,V
ϕ(Mi, Nj) = lim
j,V
lim
i,U
ϕ(Mi, Nj).
Let ι be the map from C × C into tpϕ(X,C ) × tpϕ(C ,Y ) defined by
ι(M,N) = ( tpϕ(X,C )(M), tpϕ(C ,Y )(N) ).
Proposition 5.2 below says that ϕ is stable in C if and only if there exists a separately
uniformly continuous “lifting” ϕˆ of ϕ to tpϕ(X,C ) × tpϕ(C ,Y ) such that the following diagram
commutes:
tpϕ(X,C ) × tpϕ(C ,Y )
ϕˆ
// [0, 1]
C × C
ι
OO
ϕ
77
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
5.2. Proposition. Let L be a logic, let C be a uniform class of L-structures, and let ϕ(X, Y )
be a formula for pairs of structures in C . The following conditions are equivalent:
(1) ϕ is stable in C .
(2) Whenever {Mi}i∈N and {Nj}j∈N are sequences of structures in C , we have
sup
i<j
ϕ(Mi, Nj) = inf
j<i
ϕ(Mi, Nj).
(3) There is a separately uniformly continuous function ϕˆ : tpϕ(X,C ) × tpϕ(C ,Y ) → [0, 1] such
that
ϕˆ( tpϕ(X,C )(M), tpϕ(C ,Y )(N)) = ϕ(M,N),
for all M,N ∈ C .
Proof. See [Iov99, Propositions 2.4 and 2.6] or [You71, Corollary 2]. 
6. Definability
The notion of definable type was isolated in first-order model theory independently by
Gaifman [Gai76] and Shelah [She71], and is now regarded as fundamental in the field. In
this section we use topology to adapt this notion to our context of types of structures.
The main result of the section is Corollary 6.4, which is a topological version of Shelah’s
equivalence between type definability and the order property [She71].
6.1. Definition. Let L be a logic, let C be a uniform class of L-structures, and let ϕ(X, Y )
be a formula for pairs of structures in C (see Definition 3.2).
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(1) If T = tpϕ(C ,Y ), a function τ : T → [0, 1] is a global ϕ(X,C )-type over T if there
exists a family {Mi}i∈I in C and an ultrafilter U on I such that for every type t ∈ T ,
say t = limj,V tpϕ(C ,Y )(Nj), where V is an ultrafilter on J , we have
τ(t) = lim
i,U
lim
j,V
ϕ(Mi, Nj). (6.0.1)
In this case, we shall say that τ is approximated by {Mi}i∈I through U. (Note that
this definition is sound in the sense that τ(t) does not depend on {Nj}j∈J or V.)
If T = tpϕ(X,C ), the notion of global ϕ(C , Y )-type over T is defined analogously.
(2) Let L be compact. If T = tpϕ(C ,Y ) and τ is a global ϕ(X,C )-type over T , or
T = tpϕ(X,C ) and τ is a global ϕ(C , Y )-type over T , we will say that τ is explicitly
definable if it is (uniformly) continuous.
(3) Let L be compact. Let t be a ϕ(X,C )-type and let M be a realization of t (see
Definition 4.3). If {Mi}i∈I is a family in C is such that t = limi,U tpϕ(X,C )(Mi), we will
say that the ϕ(X,C )-type of M is explicitly definable if the global type τ : T → [0, 1]
given by (6.0.1) is explicitly definable.
Let us look closely at two simple examples that reveal the logical import of “explicitly
definable”.
6.2. Examples. Let L be any logic, let C be a uniform class of L-structures, and let ϕ(X, Y )
be a formula for pairs of structures in C .
(1) Suppose that L is discrete, i.e., the structures of L are discrete and the truth value
function is {0, 1}-valued. If T = tpϕ(C ,Y ) and τ : T → {0, 1} is a global ϕ(X,C )-
type over T , then τ is (uniformly) continuous if and only if τ−1(1) is closed-open in
tpϕ(C ,Y ). But a closed-open subset of [0, 1]
C is a finite union of basic neighborhoods.
Hence, there is a positive boolean combination of formulas of the form tpϕ(C ,Y )(M),
with M ∈ C , say,
m∨
k=1
n∧
l=1
ϕ(tpϕ(C ,Y )(Mk,l), Y ), with Mk,l ∈ C for all k, l,
that defines τ (explicitly) in C in the following sense: whenever {Nj}j∈J is a family
in C and t = limj,V tpϕ(C ,Y )(Nj), we have
τ(t) =
m∨
k=1
n∧
l=1
lim
j,V
ϕ(tpϕ(C ,Y )(Mk,l), Nj). (6.0.2)
If the logic L is compact, then t is realized, say, by N , so we can rewrite this equation
without limits on the right-hand side:
τ(t) =
m∨
k=1
n∧
l=1
ϕ(tpϕ(C ,Y )(Mk,l), N).
Thus, if τ is approximated by {Mi}i∈I through U, we have
lim
i,U
ϕ(Mi, N) =
m∨
k=1
n∧
l=1
ϕ(tpϕ(C ,Y )(Mk,l), N), for every N that realizes a ϕ(C , Y )-type.
(6.0.3)
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In particular, (6.0.3) holds for every N ∈ C since each element of C realizes its own
type.
Since Mk,l ∈ C for all k, l, equation (6.0.3) defines τ explicitly through a (finitary)
L -sentence that uses only parameters from C .
This shows that when L is a discrete compact logic, the notion of type definability
given in Definition 6.1 extends the classical notion of type definability for types over
a model of first-order theory. (See [Gai76], [She71, She90].)
(2) Suppose that L is a logic for metric spaces and that, in addition to being closed
under conjunctions and disjunctions, L is closed under the following connectives:
(a) Multiplication by rational constants : For every L-sentence ϕ and every rational
r ∈ [0, 1] there exists an L-sentence rϕ such that
Val(rϕ,M) = rVal(ϕ,M),
for every L-structure M .
(b) Truncated addition: For every pair of L-sentences ϕ, ψ there exists an L-sentence
ϕ⊕ ψ such that
Val(ϕ⊕ ψ,M) = min{Val(ϕ,M) + Val(ψ,M), 1 },
for every L-structure M .
(c) Constant 1 : There is a sentence 1 that is an L-sentence for every vocabulary L
and such that Val(1,M) = 1 for every L-structure M .
Let us say that a ϕ-polynomial over C is any sentence ϕ¯ built from formulas of the
form tpϕ(C ,Y )(M), where M ∈ C , by finite application of conjunctions, disjunctions,
and the preceding connectives.
By the Stone-Weierstrass theorem for lattices, if T = tpϕ(C ,Y ) and τ : T → [0, 1] is
a global ϕ(X,C )-type over T , then τ is definable if and only if for every ǫ > 0 there
is a ϕ-polynomial
ϕ¯(tpϕ(C ,Y )(M1,ǫ), . . . , tpϕ(C ,Y )(Mn(ǫ)),ǫ, Y )
such that whenever t ∈ tpϕ(C ,Y ) and {Nj}j∈J is a family in C satisfying t = limj,V tpϕ(C ,Y )(Nj),
we have
| τ(t)− lim
j,V
ϕ¯(tpϕ(C ,Y )(M1,ǫ), . . . , tpϕ(C ,Y )(Mn(ǫ)),ǫ, Nj) | < ǫ. (6.0.4)
If the logic L is compact, we can take N realizing t, so (6.0.4) can be rewritten
without the V-limit:
| τ(t)− ϕ¯(M1,ǫ, . . . ,Mn(ǫ),ǫ, N) | < ǫ.
Thus, if τ is approximated by {Mi}i∈I through U, then∣∣∣∣ limi,U ϕ¯(tpϕ(C ,Y )(M1,ǫ), . . . , tpϕ(C ,Y )(Mn(ǫ)),ǫ, N)
∣∣∣∣ < ǫ, for every N that realizes a type in ϕ(C , Y ).
(6.0.5)
We have shown that τ is a uniform limit of polynomials of types realized in C . The
operative word here is uniform.
6.3. Remarks.
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(1) The definitions of τ given by (6.0.2) and (6.0.4) above are genuine explicit definitions
in the sense that they involve only parameters from C . However, they are not finitary,
due to the presence of V-limits. In (6.0.3) and (6.0.5), the compactness assumption
allows us to dispense with the V-limits, and thus the definition of τ (or rather the
approximation of τ , in the case of (6.0.5)) becomes finitary in the sense that the
defining formulas are built from ϕ(X, Y ) and parameters from C by finite application
of the basic connectives of the logic. This is the rationale behind the compactness
requirement in definition of explicitly definable function (Definition 6.1-(2)).
(2) In Example (2) above, instead of requiring scalar multiplication by each rational in
[0, 1] it suffices to have multiplication by 1
2
. See [CI14, Proposition 1.18].
(3) Example (2) shows that if L is a logic for metric structures that satisfies (a)–(c) (in
addition to being closed under conjunctions and disjunctions), C is a uniform class
of L-structures, ϕ(X, Y ) is a formula for pairs of structures in C , and τ is either a
global ϕ(X,C )-type over tpϕ(C ,Y ) or a global ϕ(C , Y )-type over tpϕ(X,C ) such that τ
is realized in C , then τ is explicitly definable.
Bringing together Proposition 5.2 and Definition 6.1 we obtain the following result:
6.4. Corollary. Let L be a compact logic, let C be a uniform class of L-structures, and
let ϕ(X, Y ) be a formula for pairs of structures in C . Then the following conditions are
equivalent:
(1) ϕ is stable in C .
(2) If T = tpϕ(C ,Y ) and τ : T → [0, 1] is a global ϕ(X,C )-type over T , or T = tpϕ(X,C ) and
τ is a global ϕ(C , Y )-type over T , then τ is explicitly definable.
(3) For every L-structure M , the ϕ(X,C )-type ofM and the ϕ(C , Y )-type ofM are explicitly
definable.
7. Undefinability of the Tsirelson space
7.1. The Tsirelson space of Figiel and Johnson. Let us start this section by recalling
the construction of the Tsirelson space of Figiel-Johnson [FJ74]. (The reader is referred
to [CS89] for a comprehensive treatment of Tsirelson-like spaces.)
If E, F are finite non-empty subsets of N we write “E ≤ F”, for maxE ≤ minF and
“E < F” if maxE < minF . We will write n ≤ E in place of {n} ≤ E.
Let c00 denote the space of all finite real scalar sequences and let {tj}
∞
j=1 be the canonical
basis of c00. For any x =
∑∞
n=1 antn in c00 and any 1 ≤ E ⊂ N we define
Ex =
∑
n∈E
antn.
Fix x ∈ c00 with x =
∑∞
n=1 antn and define a sequence of norms {‖ · ‖k}
∞
k=0 on c00 inductively
as follows:
‖x‖0 = max
n
|an|,
and for k ≥ 0,
‖x‖k+1 = ‖x‖k ∨max
{
1
2
k∑
i=1
‖Eix‖k : k ≤ E1 < E2 < · · · < Ek
}
.
ON THE UNDEFINABILITY OF TSIRELSON’S SPACE 13
Then for any x =
∑∞
n=1 antn, we have
‖x‖k ≤ ‖x‖k+1 ≤
∞∑
n=1
|an| = ‖x‖ℓ1 .
Hence the norm ‖ · ‖k is 1-Lipschitz with respect to ‖ · ‖ℓ1 and therefore the structure
(c00, ‖ · ‖ℓ1, ‖ · ‖k) is a valid normed space structure.
Define
‖x‖T = lim
k→∞
‖x‖k.
7.1. Definition. Tsirelson’s space, denoted T , is the norm completion of (c00, ‖ · ‖T ). The
norm ‖ · ‖k will be called be the k-th iterate in the construction of the Tsirelson norm.
7.2. Undefinability of T . In this section we will focus on structures of the form
(c00, ‖ · ‖ℓ1 , ‖ · ‖, e0, e1, . . . ), (7.2.1)
where ‖ · ‖ℓ1 is the ℓ1-norm, ‖ · ‖ is an arbitrary norm on c00, and e0, e1, . . . is the standard
vector basis of c00. Note that ‖x‖ ≤ ‖x‖ℓ1 for every x ∈ c00, so ‖ · ‖ is uniformly continuous
with respect to ‖ · ‖ℓ1 and therefore this is a valid metric structure (see the appendix).
Throughout the section, we will refer to structures of this kind as based on c00. For notational
simplicity, we will identify the structure (7.2.1) with the normed space (c00, ‖ · ‖); in other
words, we don’t list the the ℓ1-norm or the standard basis vectors explicitly, but we do
assume that the underlying vocabulary contains symbols for them.
Let C be the class of all structures M = (c00, ‖ · ‖M) based on c00 such that the norm
completion of M contains ℓp or c0. For M,N ∈ C , define D(M,N) as
sup
{
‖ x‖M
‖x‖N
: ‖x‖ℓ1 = 1
}
.
As pointed out in Example 3.4, we can regard D as a formula ϕ for pairs of structures in C .
We wish to prove that the ϕ-type of the Tsirelson space over C is not explicitly definable
in L . By Corollary 6.4, it suffices to prove that if Mk = (c00, ‖ · ‖k) is k-th iterate in the
construction of the Tsirelson norm, then
sup
i<j
ϕ(‖ · ‖i, ‖ · ‖j) 6= inf
j<i
ϕ(‖ · ‖i, ‖ · ‖j).
This will be accomplished by Corollary 7.8, but the following theorem provides the bulk of
the information needed to get there.
7.2. Theorem. Let ‖ · ‖k be the k-th iterate in the construction of the Tsirelson norm. For
every k ∈ N and every n ∈ N there is a vector x ∈ c00 such that ‖x‖ℓ1 = 1 and
‖x‖k+1
‖x‖k
≥
n
4
.
Hence,
sup
{
‖x‖k+1
‖x‖k
: ‖x‖ℓ1 = 1
}
=∞.
This theorem will follow from the following theorem by dividing x by ‖x‖ℓ1 :
7.3. Theorem. Let ‖ · ‖k be the k-th iterate in the definition of the Tsirelson norm. For
every k ∈ N and every n ∈ N there are vectors {xi}
n
i=1 in c00 and x =
∑n
i=1 xi satisfying:
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(1) ‖xi‖k =
1
2
for i = 1, 2, . . . , n,
(2) |x‖k ≤ 1,
(3) ‖x‖k+1 ≥
n
4
.
We will prove Theorem 7.3 by induction on k. The next proposition is the first step in
the induction.
7.4. Proposition. For every n ∈ N, there are vectors {xj}
n
j=1 ∈ T and x =
∑n
j=1 xj satis-
fying:
(1) ‖xj‖1 =
1
2
, for all j = 1, 2, . . . , n,
(2) ‖x‖1 ≤ 1,
(3) ‖x‖2 ≥
n
4
.
Hence,
sup
06=x∈T
‖x‖2
‖x‖1
=∞.
Proof. Fix n. Choose natural numbers n = m1 < 2m1 − 1 < m2 < 2m2 − 1 < · · · < mn <
2mn − 1 satisfying
(1)
2mi − 1
mi+1
<
1
mi
, for all i = 1, 2, . . . , n− 1.
For i = 1, 2, . . . , n, let
Ei = {mi, mi + 1, . . . , 2mi − 1}
and define vectors {xi}
n
i=1 by
xi =
2mi−1∑
j=mi
1
mi
tj .
Let
x =
n∑
i=1
xi =
2mn−1∑
i=m1
aiti.
Then for all j = 1, 2, . . . , n,
‖xi‖1 =
1
2
2mi−1∑
j=mi
1
mi
=
1
2
mi
mi
=
1
2
and
‖x‖2 ≥
1
2
n∑
i=1
‖xi‖1 =
1
2
n∑
i=1
1
2
=
n
4
.
This shows (1) and (3). Now we have one more computation left: ‖x‖1 ≤ 1. For this, we
first have to pick a “starting point” for the norm; choose k and k ≤ F1 < F2 < · · · < Fk.
We want to compute
1
2
k∑
j=1
‖Fjx‖0.
We may assume that
k⋃
j=1
Fj ⊂
n⋃
j=1
Ej ,
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since otherwise Fj is unnecessarily summing zero coefficients. (We have that ai = 0 for
j /∈ Ej for any j.) Also, we can assume that k ∈ E1 because, otherwise, we obtain a larger
sum by adding to E1 all the integers between k and minE1. Similarly, we may assume that
there is some 1 ≤ i ≤ n such that mi ≤ k ≤ 2mi − 1 because, since if 2mi − 1 < k < mi+1
we can replace k by mi+1 since x has no nonzero coefficients strictly between 2mi − 1 and
mi+1. Now choose 0 ≤ ℓ ≤ k such that
• ∪ℓj=0Fj ⊂ Ei,
• Fℓ+1 ∩ Ei 6= ∅,
• Fj ⊂ ∪
n
j=i+1Ej for all ℓ+ 2 ≤ j ≤ k.
We then have
• ‖Fjx‖0 =
1
mi
, for all j = 1, 2, . . . , ℓ,
• ‖Fℓ+1x‖0 ≤
1
mi
,
• ‖Fjx‖0 ≤
1
mi+1
, for all j = ℓ+ 2, . . . , k.
Hence, we have the following (in the last 3 lines from the end we have used the fact that
ℓ+ 1 ≤ mi and our assumption that
2mi−1
mi+1
< 1
mi
):
1
2
k∑
j=1
‖Fjx‖0 =
1
2
[
ℓ∑
j=1
‖Fjx‖0 + ‖Fℓx‖0 +
k∑
j=ℓ+2
‖Fjx‖0
]
≤
1
2
[
ℓ
1
mi
+
1
mi
+
k∑
j=ℓ+2
1
mi+1
]
≤
1
2
[
ℓ+ 1
mi
+
k − (ℓ+ 1)
mi+1
]
≤
1
2
[
(ℓ+ 1)
1
mi
+
1
mi
]
≤
1
2
[1 +
1
mi
] ≤ 1.
It follows that ‖x‖1 =
1
2
.

Proof of Theorem 7.3. Fix k and assume the theorem holds for k. By our induction assump-
tion, for every n there are vectors {xi}
n
i=1 and x =
∑n
i=1 xi satisfying:
(1) ‖xi‖k =
1
2
,
(2) ‖x‖k ≤ 1,
(3) ‖x‖k+1 ≥
n
4
.
Fix n. Applying the induction hypothesis iteratively, we get n = m1 < p1 < m2 < p2 . . . <
mn < pn satisfying
pin
mi+1
< 1. For each 1 ≤ i ≤ n, choose {Eij}
mi
j=1 with mi ≤ Eij < Ei,j+1 <
pi < mi+1 and vectors xij =
∑
s∈Eij
asts satisfying:
(1) ‖xij‖k =
1
2
, for all j = 1, 2, . . . , mi,
and letting yi =
∑mi
j=1 xij , we have
(3) ‖yi‖k ≤ 1,
(4) ‖yi‖k+1 ≥
mi
4
.
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For each i, let
zi =
1
2‖yi‖k+1
yi,
Now we have
(1) ‖zi‖k+1 =
1
2
,
(2)
‖zi‖k =
1
2‖yi‖k+1
‖yi‖k ≤
4
2mi
=
2
mi
.
(3)
‖
n∑
i=1
zi‖k+2 ≥
1
2
n∑
i=1
‖zi‖k+1 =
1
2
n∑
i=1
1
2
=
n
4
.
It remains to be shown that if z =
∑n
i=1 zi, then ‖z‖k+1 ≤ 1. So we have to choose a starting
point for the Tsirelson norm, say b. As in the initial step of the induction, we may assume
that b = minF1 and there is some i so thatmi ≤ b ≤ pi. So we choose b ≤ F1 < F2 < · · · < Fb
and compute
1
2
b∑
s=1
‖Fsz‖k.
For each i, let Ei = ∪
mi
j=1Eij . Choose ℓ such that b ≤ F1 < F2 < · · · < Fℓ ≤ pi where
F ′ℓ+1 = Fℓ+1 ∩ Ei 6= ∅ and Fℓ+1 ∩ Ei = ∅. Let
F ′ℓ+1 = Fℓ+1 ∩ ∪
n
j=i+1Ej .
To simplify the notation, rename Fℓ+1 as F
′
ℓ+1. We note that
mi+1 < Fℓ+1 < Fℓ+2 < · · · < Fb.
First note that
1
2
ℓ∑
s=1
‖Fsz‖k ≤ ‖Fiz‖k+1 ≤
1
2
.
Now compute:
1
2
b∑
s=ℓ+1
‖Fsz‖k ≤
1
2
b∑
s=ℓ+1
n∑
j=i+1
‖Fs ∩ Ejz‖k
≤
1
2
b∑
s=ℓ+1
n∑
j=i+1
‖Ejz‖k
=
1
2
b∑
s=ℓ+1
n∑
j=i+1
‖zj‖k
≤
1
2
bn
1
mi+1
<
1
2
pin
mi+1
<
1
2
.
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It follows that
1
2
b∑
s=1
‖Fsz‖k ≤ 1,
and hence ‖z‖k+1 ≤ 1.
This completes the proof of the theorem.

Let L be a logic for normed space structures, let C be the class of structures based on
c00, and let ϕ(X, Y ) be the formula defined in Example 3.4. Suppose that ‖ · ‖1, ‖ · ‖2, . . .
are norms on c00. Let U be a nonprincipal ultrafilter on N and let t be the ϕ(X,C )-type
approximated by { tpϕ(X,C )(‖ · ‖k) }k∈N through U, i.e,
t = lim
i,U
tpϕ(X,C )(‖ · ‖k).
Assume that t is realized by a structure (M, |||·|||) (which is always the case if L is compact).
Then, for every structure (c00, ‖ · ‖) ∈ C , we have
lim
k,U
(
sup
‖x‖ℓ1=1
‖x‖k
‖x‖
)
= sup
‖x‖ℓ1=1
|||x|||
‖x‖
. (7.2.2)
In particular, by taking ‖ · ‖ = ‖ · ‖ℓ1, we get limk,U ‖x‖k = |||x|||, for all x ∈ c00. If we also
have ‖x‖1 ≤ ‖x‖2 ≤ . . . , then this means
sup
k
‖x‖k = lim
k
‖x‖k = |||x|||, for all x ∈ c00. (7.2.3)
Conversely, suppose that ‖x‖1 ≤ ‖x‖2 ≤ . . . for all x ∈ c00 and (7.2.3) holds. We claim
that if U is an ultrafilter on N, then for every structure (c00, ‖ · ‖) ∈ C , we have (7.2.2). Let’s
prove our claim. The inequality ≤ is clear since ‖x‖k ≤ ‖x‖T for every k. Suppose that the
inequality is strict, and fix K > 0 such that
lim
k,U
(
sup
‖x‖ℓ1=1
‖x‖k
‖x‖
)
< K < sup
‖x‖ℓ1=1
|||x|||
‖x‖
.
Fix a set A ∈ U such that, for all k ∈ A,
sup
‖x‖ℓ1=1
‖x‖k
‖x‖
< K < sup
‖x‖ℓ1=1
|||x|||
‖x‖
.
Then for every x with ‖x‖ℓ1 = 1 and every k ∈ A,
‖x‖k
‖x‖
< K < sup
‖x‖ℓ1=1
|||x|||
‖x‖
.
mined by M , for Letting k →∞ and taking the supremum over all x with ‖x‖ℓ1 = 1 on the
left-hand side, we get a contradiction.
Recall from Definition 4.3 that if C is a class of L-structures, ϕ(X, Y ) is a formula for
pairs of L-structures, and M realizes a ϕ-type over C , say t, where t = limi,U tpϕ(X,C )(Mi)
and {Mi}i∈I in C , then the ϕ-type of M over C is determined by M , since t(N) = ϕ(M,N),
for every N ∈ C . The preceding discussion shows that in certain special cases, the opposite
may be true; namely, we showed that for a carefully chosen ϕ, the ϕ-type of ‖ · ‖ over C
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reveals all the values of ‖x‖ for x ∈ c00. This concept will play an important role for the
main result of this section, so we isolate it as a definition:
7.5.Definition. Let L be a logic for normed space structures, let C be the class of structures
based on c00, let ϕ(X, Y ) be a formula for pairs of structures in c00, and let ‖ · ‖∗ be a norm
on c00.
(1) If {‖·‖i}i∈I is a family of norms on c00, we will say that { tpϕ(X,C )(‖·‖i) }∈I determines
‖·‖∗ uniquely if for for every ultrafilter U on I, the limit type t = limi,U tpϕ(X,C )(‖·‖i)
is realized and ‖ · ‖∗ is its unique realization, i.e., whenever (M, |||·|||) realizes t, we
must have |||x||| = ‖x‖∗ for every x ∈ c00.
(2) We will say that ‖ · ‖∗ is uniquely determined by its ϕ-type over C if there exists
a family {‖ · ‖i}i∈I of norms in C such that { tpϕ(X,C )(‖ · ‖i) }∈I determines ‖ · ‖∗
uniquely.
7.6. Proposition. Let L be a countably compact logic for normed space structures, let C be
the class of structures based on c00, and let ϕ(X, Y ) be the formula defined in Example 3.4.
Suppose that ‖ · ‖1, ‖ · ‖2, . . . are norms on c00 such that ‖x‖1 ≤ ‖x‖2 ≤ . . . for all x ∈ c00.
Then { tpϕ(X,C )(‖ · ‖k) }k∈N determines |||x||| = supk ‖x‖k uniquely.
Proof. See the discussion preceding Definition 7.5. 
An immediate corollary is the case when |||·||| is the Tsirelson norm:
7.7. Corollary. Let L be a countably compact logic for normed space structures, let C be
the class of all structures of the form (c00, ‖ · ‖ℓ1, ‖ · ‖) such that the norm completion of
(c00, ‖ · ‖) contains ℓp or c0, and let ϕ(X, Y ) be the formula defined in Example 3.4. Then
the Tsirelson norm is uniquely determined by its ϕ-type over C .
Let us now summarize the information given by Theorem 7.2:
7.8. Corollary. Let ‖ · ‖k be the k-th iterate in the construction of the Tsirelson norm. Then
the following are true:
(1)
sup
‖x‖ℓ1=1
‖x‖n
‖x‖k
≤ 1, for all n < k.
(2)
sup
‖x‖ℓ1=1
‖x‖n
‖x‖k
≥ k, for all n > k.
Proof. Condition (1) follows from the fact that ‖x‖k ≤ ‖x‖k+1 for all k, and Condition (2)
follows from this same property combined with Theorem 7.2. 
7.9. Corollary. Let L be a compact logic for normed space structures and let C be the class
of all structures of the form (c00, ‖ · ‖ℓ1 , ‖ · ‖) such that the norm completion of (c00, ‖ · ‖)
contains ℓp or c0. There exists a formula ϕ such that:
(1) ‖ · ‖T is uniquely determined by its ϕ-type over C ,
(2) The ϕ-type of ‖ · ‖T over C is not explicitly definable.
Proof. By Corollaries 7.7, 7.8, and 6.4. 
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8. Undefinability of norms defined using the Figiel-Johnson method
Historically, Tsirelson’s space T was the first Banach space not containing ℓp or c0. How-
ever, the method used by Tsirelson to construct T (more precisely, the method used by
Figiel and Johnson to construct the dual of T ) has been used as a model to construct many
other nonclassical Banach spaces with stronger properties, e.g., Schlumprecht’s arbitrarily
distortable space [Sch91], the Gowers-Maurey hereditarily indecomposable space [GM93],
the Odell-Schlumprecht solution to the distortion problem [OS93], Gowers’ solution to Ba-
nach’s hyperplane problem [Gow94b], Gowers’ space not containing ℓp or c0 or a reflex-
ive subspace [Gow94a], and the Argyros-Haydon solution to the scalar-plus-compact prob-
lem [AH11], and many others. All of these spaces are constructed using a fixed point ar-
gument of the following sort: One is given a family ‖ · ‖1, ‖ · ‖2, . . . of norms on c00 such
that ‖x‖1 ≤ ‖x‖2 ≤ . . . , and a new norm ‖ · ‖ is defined by ‖x‖ = supk ‖x‖k. The following
theorem shows that in all the cases where the norm ‖ · ‖ is “nonclassical”, we are in the
situation that led to the undefinability of T (see Theorem 7.2 and Corollary 7.9).
8.1. Theorem. Assume that we have a norm ‖ · ‖ on c00 given by
‖x‖ = sup
k
‖x‖k,
where ‖ · ‖1, ‖ · ‖2, . . . are norms on c00 such that ‖x‖1 ≤ ‖x‖2 ≤ . . . for all x ∈ c00. Then
one of the following must hold:
(1) There is k ∈ N and a constant K > 0 such that
‖x‖ ≤ K‖x‖k, for all x ∈ c00,
in which case ‖ · ‖ is not really a “new” norm since it is equivalent to ‖ · ‖k.
(2) For any m1 < m2 < . . . there are natural numbers k1 < k2 < . . . and vectors xi ∈ c00
such that
‖xi‖ki+1
‖xi‖ki
≥ mi, for all i = 1, 2, . . . .
Moreover, (1) is equivalent to
(1)′ There is a k ∈ N and a constant K > 0 such that
‖x‖ ≤ K‖x‖k, for all x ∈ c00 with ‖x‖|ℓ1 = 1,
and (2) is equivalent to
(2)′ For any m1 < m2 < . . . there are natural numbers k1 < k2 < . . . and vectors xi ∈ c00
such that ‖xi‖ℓ1 = 1 and
‖xi‖ki+1
‖xi‖ki
≥ mi, for all i = 1, 2, . . . .
Proof. We assume that (1) fails and prove that (2) must hold. Let K1 = m1. Since (1) fails,
there is an x1 so that
‖x1‖ > m1‖x1‖k1 .
Since
‖x1‖ = sup
k
‖x1‖k,
it follows there is some k2 > k1 such that
‖x1‖k2 ≥ m2‖x1‖k1.
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We continue by induction; we assume that we have found k1 < k2 < · · · < kn and vectors
{xi}
n
i=1 satisfying
‖xi‖ki+1 ≥ mi+1‖xi‖ki,
Since (1) fails, there is a vector xi+1 such that
‖xi+1‖ > mi+1‖xi+1‖ki.
Again, since
‖xi+1‖ = sup
k
‖xi+1‖k,
it follows that there is some ki+1 such that
‖xi+1‖ki+2 ≥ mi+2‖xi+1‖ki+1.
It is clear that (1) implies (1)′, so we prove the opposite implication. Fix k ∈ N and K > 0
satisfying (1)′. Then, given any 0 6= x ∈ c00, let
y =
x
‖x‖ℓ1
.
By (1)′, we have
‖x‖
‖x‖ℓ1
= ‖y‖ ≤ K‖y‖k ≤ K
‖x‖k
‖x‖ℓ1
.
Multiplying through the equation by ‖x‖ℓ1 we get:
‖x‖ ≤ K‖x‖k.
This time, it is clear that (2)′ implies (2), so we prove the opposite implication. Assume
that (2) holds for all i = 1, 2, . . . we have ki, xi such that
‖xi‖k+1
‖xi‖k
≥ mi, for all i = 1, 2, . . . .
If we now let yi =
xi
‖xi‖ℓ1
, then we have ‖yi‖ℓ1 = 1 and
‖yi‖k+1
‖yi‖k
=
‖xi‖k+1
‖xi‖k
≥ mi.

8.2. Corollary. Let L be a compact logic for normed space structures and let ‖ · ‖∗ be a
norm on c00 given by
‖x‖∗ = sup
k
‖x‖k,
where ‖ · ‖1, ‖ · ‖2, . . . are norms on c00 such that ‖x‖1 ≤ ‖x‖2 ≤ . . . for all x ∈ c00. Let C
be a class of structures based on c00 such that (c00, ‖ · ‖ℓ1) ∈ C and (c00, ‖ · ‖k) ∈ C for all
k ∈ N. Then one of the following conditions must hold:
(1) There is k ∈ N such that ‖ · ‖∗ is equivalent to ‖ · ‖k.
(2) There exists a formula ϕ such that:
(a) ‖ · ‖∗ is uniquely determined by its ϕ-type over C ,
(b) The ϕ-type of ‖ · ‖∗ over C is not explicitly definable.
Proof. Analogous to the proof of Corollary 7.9, but invoking Theorem 8.1 instead of Theo-
rem 7.2 and Proposition 7.6 instead of Corollary 7.7. 
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9. Explicitly definable spaces contain ℓp or c0
In this section we focus on structures based on c00 (see the beginning of Section 7.2 for the
precise definition). Recall that any vocabulary for the class of structures based on c00 must
contain symbols for ‖ · ‖ℓ1 and the standard basis elements e0, e1, . . . , but we don’t always
list them explicitly.
The main result of this section is Corollary 9.9. In order to state it, we need several
preliminary definitions.
We have been assuming that every logic for metric structures is closed under conjunctions
and disjunctions (see Definition 1.4). For the main result of this section, we need closure
under additional connectives.
9.1. Definition. Let L be a logic for metric structures.
(1) We will say that L is closed under the basic connectives if, in addition to being
closed under conjunctions and disjunctions, the following condition hold for every
vocabulary L:
(a) Closure under multiplication by rational constants : For every L-sentence ϕ and
every rational r ∈ [0, 1] there exists an L-sentence rϕ such that
Val(rϕ,M) = rVal(ϕ,M),
for every L-structure M .
(b) Closure under truncated addition: For every pair of L-sentences ϕ, ψ there exists
an L-sentence ϕ⊕ ψ such that
Val(ϕ⊕ ψ,M) = min{Val(ϕ,M) + Val(ψ,M), 1 },
for every L-structure M .
(c) Constant 1 : There is an L-sentence 1 such that Val(1,M) = 1 for every L-
structure M .
(2) If C be a uniform class of L-structures and ϕ(X, Y ) is a formula for pairs of structures
in C , a ϕ-polynomial over C is any sentence ϕ¯ built from formulas of the form
ϕ(M,Y ), with M ∈ C , by finite application of disjunctions, conjunctions, and the
preceding connectives.
9.2. Definition. If M = (c00, ‖ · ‖M), N = (c00, ‖ · ‖N) be structures based on c00, we define
M ∨N to be the structure M = (c00, ‖ · ‖), where ‖ · ‖ is the norm defined by
‖x‖ = ‖x‖M ∨ ‖x‖N .
9.3. Definition. For any two structures
M = (c00, ‖ · ‖M),
N = (c00, ‖ · ‖N)
based on c00, we define
D(M,N) = inf
{
K ∈ (1,∞) :
(∑
i∈N
|ri| = 1 ⇒ K
−1 ≤
‖
∑
i∈N riei‖M
‖
∑
i∈N riei‖N
≤ K
) }
,
where we follow the convention that inf ∅ =∞. Thus, D(M,N) ∈ [1,∞] for all M,N .
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9.4. Remark. If M,N,N ′ are structures based on c00, then
D(M,N ∨N ′) ≤ max {D(M,N), D(M,N ′) } ,
because if
K−1 ≤
‖
∑
i∈N riei‖M
‖
∑
i∈N riei‖N
,
‖
∑
i∈N riei‖M
‖
∑
i∈N riei‖N ′
≤ K,
then
K−1 ≤
‖
∑
i∈N riei‖M
‖
∑
i∈N riei‖N ∨ ‖
∑
i∈N riei‖N ′
≤ K.
9.5. Definition. Fix a compact logic L for normed space structures. Define a formula
ϕ(X, Y ) for pairs of structures based on c00 as follows:
ϕ(X, Y ) = 1−
logD(X, Y )
1 + logD(X, Y )
.
9.6. Remark. Note that for any structures M,N , we have
(1) D(M,N) ∈ [1,∞] and ϕ(M,N) ∈ [0, 1].
(2) ϕ(M,N)ր 1 if and only if D(M,N)ց 1.
(3) ϕ(M,N)ց 0 if and only if D(M,N)→∞.
(4) For any structure N ′,
0 ≤ ϕ(M,N ∨N) ≤ min{ϕ(M,N), ϕ(M,N ′) } ≤ 1.
9.7. Definition. Let L be a compact logic for normed space structures that is closed under
the basic connectives and let C be a subclass of the class of structures based on c00 that is
closed under finite ℓ1-sums. If ϕ¯(M1, . . . ,Mn, Y ) is a ϕ-polynomial over C , the maximum
possible value of ϕ¯, denoted Maxval(ϕ¯), is defined inductively, as follows:
• If ϕ¯ = 1 or ϕ¯ = ϕ(M,Y ) for M ∈ C , then Maxval(ϕ¯) = 1,
• Maxval(ϕ1 ∧ ϕ2) = min{Maxval(ϕ1),Maxval(ϕ2) },
• Maxval(ϕ1 ∨ ϕ2) = max{Maxval(ϕ1),Maxval(ϕ2) },
• Maxval(ϕ1 ⊕ ϕ2) = min{Maxval(ϕ1) + Maxval(ϕ2), 1 },
• For r ∈ [0, 1], Maxval(rϕ1) = rMaxval(ϕ1).
9.8. Lemma. Let L be a compact logic for normed space structures that is closed under the
basic connectives, let C be a subclass of the class of structures based on c00 that is closed under
finite ℓ1-sums, let ϕ¯(M1, . . . ,Mn, Y ) be a ϕ-polynomial over C , and let t be a ϕ¯(X,C )-type
defined by:
t(N) = ϕ¯(M1, . . . ,Mn, N), for N ∈ C .
If Maxval(ϕ) 6= 0, then for every ǫ > 0 there exists N ∈ C such that
Maxval(ϕ)− ǫ < t(N) ≤ Maxval(ϕ).
Proof. We prove the conclusion of the lemma by induction on the complexity of ϕ¯. If ϕ¯ is the
constant 1, then the assertion is trivial, and if ϕ¯ is ϕ(M,Y ), where M ∈ C , the conclusion
of the lemma follows simply by taking N = M .
Fix ǫ > 0 and assume that ϕ¯ = ϕ1 ⊕ ϕ2, where ϕ1, ϕ2 are ϕ-polynomials of lower com-
plexity. For simplicity, assume first that Maxval(ϕ1),Maxval(ϕ2) > 0. Then, by induction
hypothesis, there exist N1, N2 ∈ C such that
Maxval(ϕi)− ǫ/2 < Maxval(ϕ¯i(Ni)) ≤ Maxval(ϕi).
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Taking the truncated addition of these two equations, we get
Maxval(ϕ1 ⊕ ϕ1)− ǫ = Maxval(ϕ1)⊕Maxval(ϕ1)− ǫ
< ϕ¯1(N1)⊕ ϕ¯2(N2)
< ϕ¯1(N1 ∨N2)⊕ ϕ¯2(N1 ∨N2)
≤ Maxval(ϕ1)⊕Maxval(ϕ1)
= Maxval(ϕ1 ⊕ ϕ1).
Since, by definition,
ϕ¯1(N1 ∨N2)⊕ ϕ¯2(N1 ∨N2) = (ϕ¯1 ⊕ ϕ¯2)(N1 ∨N2),
the conclusion follows by taking N = N1∨N2. The case when one of Maxval(ϕ1), Maxval(ϕ2)
is 0 is handled similarly.
The proof for the cases when ϕ¯ = min{ϕ1, ϕ2} or ϕ¯ = max{ϕ1, ϕ2}, where ϕ1, ϕ2 are
ϕ-polynomials of lower complexity are straightforward inductions, and the case ϕ¯ = rϕ1 is
immediate.

9.9.Corollary. Let L be a countably compact logic for normed space structures that is closed
under the basic connectives, let ϕ(X, Y ) be the formula given by Definition 9.5, and let C be
subclass of the class of structures based on c00 such that:
(C -1) M,N ∈ C ⇒ M ∨N ∈ C ,
(C -2) Every closed subspace of a space in C contains ℓp (or c0).
If the ϕ-type of M is explicitly definable from C , then M contains ℓp (or c0).
Proof. In Example 6.2 (in particular, (6.0.5)) we saw that a global ϕ(X,C )-type τ is explicitly
definable if and only if for every k ∈ N there is a ϕ-polynomial ϕ¯k(M1,k, . . .Mn(k),k, Y ) such
that whenever t ∈ tpϕ(C ,Y ),
| τ(t)− ϕ¯k(M1,k, . . . ,Mn(k),k, N) | <
1
k
, for every N that realizes t. (9.0.1)
In particular,
| τ(N)− ϕ¯k(M1,k, . . . ,Mn(k),k, N) | ≤
1
k
, for every N ∈ C . (9.0.2)
Let (M, ‖ · ‖M , e
M
0 , e
M
1 , . . . ) be a realization of τ . Then we can rewrite (9.0.2) as:
| ϕ(M,N)− ϕ¯k(M1,k, . . . ,Mn(k),k, N) | ≤
1
k
, for every N ∈ C . (9.0.3)
First we observe that lim infk(Maxval(ϕ¯k)) > 0. This is because otherwise, by (9.0.1), we
would have τ(N) = 0 for every N that realizes a type in ϕ(C , Y ); in particular, we would
have τ(tpϕ(C ,Y )(M)) = ϕ(M,M) = 0, which is absurd since ϕ(M,M) = 1 by the definition
of ϕ.
Without loss of generality, by passing to a subsequence if necessary, we fix c > 0 such that
c < Maxval(ϕ¯k) for all k ∈ N. Fix ǫ ∈ (0, c). By Lemma 9.8, for each k ∈ N we can fix
Nk ∈ C such that
c− ǫ ≤ ϕ¯i(M1,i, . . . ,Mn(i),i, Nk), for 1 ≤ i ≤ k. (9.0.4)
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By the countable compactness of L , there exists (N, ‖ · ‖N , e
N
0 , e
N
1 , . . . ) in C such that
c− ǫ ≤ ϕ¯k(M1,k, . . . ,Mn(k),k, N), for all k ∈ N.
Hence, by (9.0.3),
c− ǫ ≤ ϕ(M,N).
In particular, ϕ(M,N) > 0 so, by Remark 9.6-(3), we conclude D(M,N) < ∞. Thus,
the map eMn 7→ en, for n ∈ N, determines an isomorphism between the linear span of
{eMn : n ∈ N} in M and the linear span of {e
N
n : n ∈ N} in N . But, since N ∈ C , by (C -2) of
the hypothesis, the closed linear span of {eNn : n ∈ N} contains ℓp (or c0). Hence, M contains
ℓp (or c0) as well. This proves the corollary. 
9.10. Remark. Corollary 9.9 may be strengthened in various ways by replacing ϕ with
stronger formulas. For instance, the definition of D (Definition 9.3) may be modified as
follows. Fix a nonprincipal ultrafilter F on N and define
DF(M,N) = inf
{
K ∈ (1,∞) : ∃A ∈ F
(∑
i∈A
|ri| = 1 ⇒ K
−1 ≤
‖
∑
i∈A riei‖M
‖
∑
i∈A riei‖N
≤ K
) }
.
Then DF yields a coarser uniform structure on C than D, i.e.,
DF(M,N) ≤ D(M,N), for all M,N ∈ C .
If one defines a formula ϕF(X, Y ) by replacing D with DF in the definition of ϕ (Defini-
tion 9.5), then the proofs of Lemma 9.8 and Corollary 9.9 go through with ϕF in place of
ϕ.
Another way to refine the definition of D is by using block bases that generate spreading
models, rather than the standard unit basis.
Appendix A. Metric structures and uniform classes of structures
In this appendix we define the classes of structures that are the focus of the paper. Most of
the text here has been extracted from the appendix of the Duen˜ez-Iovino article on metasta-
bility [DnI17].
A.1. Metric Structures. A pointed metric space is a triple (M, d, a), where (M, d) is a
metric space and a is a distinguished element of M that we will call the anchor of M . If
(M, d, a) is a pointed metric space, the closed ball of radius r around the anchor point a
will be denoted BM [r], or simply B[r] if the ambient space M is clear from the context; A
subset of M is bounded if it is contained in BM [r] for some r. If (M1, d1, a1), . . . , (Mn, dn, an)
are pointed metric spaces, we regard the product
∏n
i=1(Mi, di, ai) tacitly as a pointed metric
space by taking (a1, . . . , an) as its anchor and using the supremum metric.
A.1. Definition. A metric structure M consists of the following items:
• A family (M (s) | s ∈ S) of pointed metric spaces,
• A collection of functions of the form
F : M (s1) × · · · ×M (sn) →M (s0),
each of which is uniformly continuous on every bounded subset of its domain.
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The spaces M (s) are called the sorts of M. We say that M is based on the collection
(M (s) | s ∈ S) of its sorts.
We require that every metric structure contain the set R of real numbers as a distinguished
sort, equipped with the usual distance and 0 as an anchor point. We also require that the
given metric on each sort of M be included in the list of functions of M, and that the anchor
of each sort be included as a (constant) function.
If M is based on (M (s) | s ∈ S) an element ofM (s) will be called an element of M of sort s.
Some of the sorts M of a structure may be discrete metric spaces, with the respective
metric d : M ×M → {0, 1} taking the value 1 at every pair of distinct points. If all the sorts
of M are discrete, we will say that M is a discrete structure. Similarly, if the sorts of M are
bounded, we will say that M is a bounded metric structure.
Some of the functions of a structure M may have arity 0. Such functions correspond to
distinguished elements of M. We will call these elements the constants of the structure. If F
is a {0, 1}-valued function of M, we identify F with a subset of its domain, namely, F−1(1).
Such a function will be called a relation, or a predicate, of M.
We will require that the special sort R should come equipped with the field operations of
R, the order relation and the lattice operations (max(x, y) and min(x, y)), plus a constant
for each rational number.
If a structure M is based on (M (s) | s ∈ S) and (F i | i ∈ I) is a list of the functions of M,
we write
M = (M (s), Fi | s ∈ S, i ∈ I). (A.1.1)
For notational simplicity, the real sort R, the metrics on the sorts of M, and their respective
anchors need not be listed explicitly in this notation. We will only list them when needed
for emphasis.
A.2. Vocabularies for metric structures. We will need a formal way to index the sorts
and functions of any given structure M. This is accomplished through the concept of vocab-
ulary of a metric structure.
A.2. Definition. Let M be a structure based on (M (s) | s ∈ S). A vocabulary L for M
consists of the following items:
• A sort index set S,
• A special element sR ∈ S such that M
(sR) = R,
• For each function F : M (s1) × · · · ×M (sn) → M (s0), a triple of the form
((s1, . . . , sn), f, s0),
where f is a purely syntactic symbol called a function symbol for F . We write
F = fM and call F the interpretation of f in M. The integer n is called the arity of
the function symbol f . If n = 0 and the constant value of fM in M (s0) is c, we call f
a constant symbol for c.
We express the fact that L is a vocabulary for M by saying that M is an L-structure.
A.3. Definition. If L and L′ are vocabularies, we say that L is a subvocabulary of L′ (or
that L′ is an extension of L), and write L ⊆ L′, if the following conditions hold:
• The sort index set of L is a subset of the sort index set of L′,
• Every triple of the form ((s1, . . . , sn), f, s0) that is in L is also in L
′.
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If L, L′ are vocabularies, we say that L′ is an extension by constants of L if L and L′ have the
same sort index set and every function symbol of L′ that is not in L is a constant symbol.
A.4. Definition. Let L, L′ be vocabularies such that L′ is an extension of L. If M is an
L-structure and M′ is an L′-structure such that M such that M and M′ have the same sorts
and M is the structure that results from restricting M′ to the functions of L, we say that is
a reduct of M′ or that M′ is an expansion of M. If L′ is an extension of L by constants, we
say that M′ is an expansion of M by constants.
A.5. Definition. Let L be a vocabulary and let M and N be L-structures based on (M (s) |
s ∈ S) and (N (s) | s ∈ S), respectively.
(1) M is a substructure of N if M (s) ⊆ N (s) and, for each function symbol f , the inter-
pretation fN of f in N is an extension of fM.
(2) M and N are metrically isomorphic if there exists a family I = (I(s) | s ∈ S) of maps
(called an isomorphism from M into N) such that for each s ∈ S, I(s) : M (s) → N (s)
is a bijection that commutes with the interpretations of the function symbols of L in
the sense that if f : s1 × · · · × sn → s0, then
I
(s0)(fM(a1), . . . , f
M(an)) = f
N(I(s1)(a1), . . . , I
(sn)(an)).
If a is an element of M (s) and the sort index s need not be made specific, we may
write I(a) instead of I(s)(a).
A.6. Definition. A normed space structure is a metric structure M such that all the sorts of
M are normed spaces. The anchor of each sort is its additive identity. If M is a normed space
structure, we require that any vocabulary for M contain, for each sort M of M, a monadic
function symbol for the norm of M , a binary function symbol for the vector addition of
M , a constant symbol for the additive identity of M and, for each rational r, a monadic
multiplication symbol for scalar multiplication by r. These functions need not be listed listed
explicitly in the notation (A.1.1).
We now define the concept of L-term, for a fixed vocabulary L. Intuitively, a term is a
string of symbols that may be interpreted by elements of L-structures. Since elements of
structures occur inside sorts, each term must have a sort associated with it. Thus we define
the concept of s-valued term:
A.7. Definition. An s-valued L-term is any finite string of symbols that can be obtained
by finitely many applications of the following rules of formation:
(1) Every constant symbol of L of sort s is an s-valued term,
(2) If f is a function symbol of L with f : s1 × · · · × sn → s and t1, . . . , tn are such that
ti is an si-valued for i = 1, . . . , n, then f(t1, . . . , tn) is an s-valued term.
If t is a term and c1, . . . , cn is a list of constants that contains all the the constants
occurring in t, we write t as t(c1, . . . , cn).
4
A real-valued term is an sR-valued term. A term is string that is an s-valued term for
some s ∈ S.
4What we are calling “term” here is called “closed term” in the literature.
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A.3. Ultraproducts of metric spaces. Recall that a filter on a nonempty set Λ is a
collection F of subsets of Λ such that (i) Λ ∈ F and ∅ /∈ F, (ii) A ∩B ∈ F if A,B ∈ F, and
(iii) A ∈ F if B ∈ F and A ⊃ B. An ultrafilter on Λ is a maximal filter U on Λ; equivalently,
U is a filter such that (iv) A ∈ U or Λ \ A ∈ U for all A ⊂ Λ. If Λ is an index set and F
is a filter on Λ, we will say that a subset of Λ is F-large if it is in F. An ultrafilter U on Λ
is principal if there exists λ0 ∈ Λ such that A ∈ U iff λ0 ∈ A for all A ⊂ Λ; otherwise, U
is nonprincipal. If X is a topological space, (xλ)λ∈Λ is a family of elements of X , and F is
a filter on Λ, we will say that (xλ)λ∈Λ converges to an element y ∈ X with respect to F,
written xλ
F
→ y if for every neighborhood U of y, the set {λ ∈ Λ | xλ ∈ U} is F-large. If X
is compact Hausdorff, then for every family x = (xλ)λ∈Λ and every ultrafilter U on Λ there
exists a unique y ∈ X such that (xλ)λ∈λ converges to y with respect to U; this element y is
called the U-limit of (xλ)λ∈λ and is denoted limU,λ xλ or simply limU xλ.
Let (Xλ, dλ)λ∈Λ be a family of metric spaces and let U be an ultrafilter on Λ. The
U-ultraproduct of (Xλ, dλ)λ∈Λ is the metric space defined in the following manner. Let
ℓ∞(Xλ, dλ | λ ∈ Λ) be the set of all elements of
∏
λ∈ΛXλ that are bounded (when re-
garded as families indexed by Λ in the natural way). For x = (xλ)λ∈Λ, y = (yλ)λ∈Λ in
ℓ∞(Xλ, dλ | λ ∈ Λ), and an ultrafilter U on Λ, define
d(x, y) = lim
U,λ
dλ(xλ, yλ).
Since elements of ℓ∞(Xλ, dλ | λ ∈ Λ) are bounded families, it is clear that d is well defined. It
is also easy to verify that d is a pseudometric on ℓ∞(Xλ, dλ | λ ∈ Λ). Now we can turn d into
a metric in the usual way, namely by identifying any two elements x, y ∈ ℓ∞(Xλ, dλ | λ ∈ Λ)
such that d(x, y) = 0. For x ∈ ℓ∞(Xλ, dλ | λ ∈ Λ), we let (x)U denote the equivalence
class of x under this identification, and for any two equivalence classes (x)U, (y)U, we define
d((x)U, (y)U) as d(x, y). The resulting metric space is called the U-ultraproduct of the family
(Xλ, dλ)λ∈λ. It will be denoted (
∏
λ∈ΛXλ)U.
If the spaces (Xλ, dλ) are identical to the same space (X, d) for λ ∈ Λ, the U-ultraproduct
(
∏
λ∈ΛXλ)U is called the U-ultrapower of (X, d), denoted (X)U. Note that the map from X
into (X)U that assigns to each x ∈ X the equivalence class of the constant family (x | λ ∈ Λ)
is an isometric embedding.
A.4. Uniform classes of structures.
A.8. Definition. Suppose that (X, d, a) and (Y, ρ, b) are pointed pseudometric spaces, B is
a subset of X , and F : X → Y is uniformly continuous and bounded on B.
(1) A bound for F on B is a number Ω ≥ 0 such that
x ∈ B ⇒ F (x) ∈ BY (Ω).
(2) A modulus of uniform continuity for F on B is a function ∆ : (0,∞)→ [0,∞) such
that, for all x, y ∈ B and ǫ > 0,
d(x, y) < ∆(ǫ) ⇒ ρ(F (x), F (y)) ≤ ǫ.
A.9. Definition. Let L be a vocabulary and let C be a class of L-structures. We will say
that C is a uniform class if the following two conditions hold for every function symbol
f : s1 × · · · × sn → s0 of L and every r > 0:
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(1) (Local equiboundedness condition for C .) There exists Ω = Ωf,r ∈ [0,∞) such that,
for every structure M of C , the number Ω is a bound for fM on B
M
(s1)
λ
(r) × · · · ×
B
M
(sn)
λ
(r).
(2) (Local equicontinuity condition for C .) There exists ∆ = ∆f,r : (0,∞)→ [0,∞) such
that for every structure M of C , the function ∆ is a modulus of uniform continuity
for fM on B
M
(s1)
λ
(r)× · · · × B
M
(sn)
λ
(r).
Any collection (Ωr,f ,∆r,f | r > 0) will be called a family of moduli of local uniform
continuity for f . A collection (Ωr,f ,∆r,f | r > 0, f ∈ F), with f ranging over the
collection F of function symbols of L, will be called a modulus of uniformity for
L-structures.
A.5. Ultraproducts of metric structures. Let C be a uniform class of L-structures. Let
(Mλ)λ∈Λ be a family of structures in C such that Mλ is based on (M
(s)
λ | s ∈ S) for each
λ ∈ Λ. If f : s1× · · · × sn → s0 is a function symbol of L, then for any ultrafilter U on Λ we
define a function(∏
λ∈Λ
fMλ
)
U
:
(∏
λ∈Λ
M
(s1)
λ
)
U
× · · · ×
(∏
λ∈Λ
M
(sn)
λ
)
U
→
(∏
λ∈Λ
M
(s0)
λ
)
U
naturally as follows: If (xiλ)λ∈Λ ∈ ℓ
∞(M
(si)
λ , d
(si)
λ )Λ for i = 1, . . . , n, we let(∏
λ∈Λ
fMλ
)
U
( (
(x1λ)λ∈Λ
)
U
, . . . ,
(
(xmλ )λ∈Λ
)
U
)
=
(
(f(x1λ, . . . , x
m
λ ))λ∈Λ
)
U
.
The uniformity of C implies that if (xiλ)λ∈Λ ∈ Br
(
ℓ∞(M
(si)
λ , d
(si)
λ )Λ
)
, then (f(x1λ, . . . , x
m
λ ))λ∈Λ ∈
BΩ
(
ℓ∞(M
(si)
λ , d
(si)
λ )Λ
)
for some Ω > 0, hence the right-hand side of (A.5) is an element of
(
∏
λ∈ΛXλ)U. Thus, if Ω is a uniform bound for f
Mλ on B
M
(s1)
λ
(r1)× · · · × BM (sn)
λ
(rn) for all
λ ∈ Λ, then Ω is also a bound for (
∏
λ∈Λ f
Mλ)U on B(
∏
λ∈ΛM
(s1)
λ
)U
(r1)×· · ·×B(∏λ∈ΛM
(sn)
λ
)U
(rn).
It is also easy to verify that, if ∆ is a uniform continuity modulus for fMλ on B
M
(s1)
λ
(r1) ×
· · ·×B
M
(sn)
λ
(rn) for all λ ∈ Λ, then ∆ is also a modulus of uniform continuity for (
∏
λ∈Λ f
Mλ)U
on B
(
∏
λ∈ΛM
(s1)
λ
)U
(r1)× · · · × B(∏λ∈ΛM
(sn)
λ
)U
(rn).
The following proposition summarizes the preceding discussion:
A.10. Proposition. Let C be a uniform class of L-structures and let (Mλ)λ∈Λ be a family of
structures in C such that for each λ ∈ Λ the structure Mλ is based on (M
(s)
λ | s ∈ S). If U is
an ultrafilter on Λ, we obtain an L-structure (
∏
λ∈ΛMλ)U based on ( (
∏
λ∈ΛM
(s)
λ )U | s ∈ S )
by interpreting any function symbol f of L in (
∏
λ∈ΛMλ)U as (
∏
λ∈Λ f
Mλ)U.
Furthermore, any modulus of uniformity for C is also a modulus of uniformity for (
∏
λ∈ΛMλ)U.
A.11. Definition. The structure (
∏
λ∈ΛMλ)U in the preceding proposition is called the U-
ultraproduct of the family (Mλ)λ∈Λ. If all the structures of the family are identical, i.e., if
there exists a structure M such that M = Mλ for all λ ∈ Λ, then the U-ultraproduct of
(Mλ)λ∈Λ is called the U-ultrapower of M.
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