A spectral analysis of the Australian time series for the investment and savings ratios on monthly data over the period from September 1959 to December 2005 reveals that the major cyclical components of the savings and investment ratios cohere strongly. This suggests there is a medium to long term relationship between investment and savings. Further, the investment and saving ratios cohere strongly with the business cycle suggesting a procyclical pattern of investment and saving behaviour on Australian data. A subsequent long memory analysis reveals that the saving and investment ratios, the investment ratio and real GDP and the savings ratio and real GDP are fractionally cointegrated. The policy implications are explained. 
The Significance of the Saving Investment Relationship
The aim in this study is to analyse the cyclical and trend behaviour of the Australian gross investment and gross savings ratios and identify the economic implications of their covariation. A prominent feature of many time series is their cyclical variation.
The preferred option for this individual study is spectral analysis described briefly in Section 3 below. This technique can provide a frequency based description of the time series and indicate characteristics such as long memory, the presence of high frequency variation and cyclical behaviour. This technique is better suited to the analysis of cycles in an individual series than other techniques because it allows researchers to model the non linearity directly and to identify more than one major cyclic (harmonic) component of each series. A major component is one which explains a large proportion of the total variance of an individual series. Once the major components of I/Y, S/Y and real GDP are identified it is appropriate to extend this analysis to answer questions about the coherence of investment and savings ratios and the correspondence of each of these with real GDP using cross spectral analysis.
The use of spectral analysis will inform Australian policy makers about the correlation between particular components of the individual I/Y and S/Y and real GDP series, but it will not provide precise information about the presence of a long run relationship between savings, investment and real GDP and for this purpose, an Autoregressive Fractionally Integrated Moving Average (ARFIMA) process is applied to determine if I/Y, S/Y and real GDP are fractionally cointegrated. The ARFIMA model accommodates a long memory process in which current period values of a variable are interdependent with values of the same variable in periods long past. Further policy related economic issues can be addressed from the outcomes of this ARFIMA study: the presence of a long run relationship between these variables and the relevance of the Feldstein-Horioka (1980) condition using Australian data.
A literature generally related to the issues examined in this study is the synchronisation of international business cycles. The time series domain techniques currently applied to this problem are two in number: Markov switching regimes such as those applied to the synchronisation issue by Smith and Summers (2005) , Phillips (1991) and Krolzig (1997) and second linear VAR analysis. The Markov switching analysis developed by Hamilton (1989) is employed by Harding and Pagan (2002) plus Hess and Iwata (1997) to examine the performance of Markov switching techniques against an AR(1) model in analysing the synchronisation of international business cycles. These authors find that Markov switching models perform less effectively than simple AR(1) models in explaining synchronisation. Thus, we prefer to use spectral analysis to address the objectives of this paper.
The motivation for this study stems from the centrality of the relationship between these economic aggregates for the achievement of both internal and external balance.
In relation to the first of these, undergraduate students of economics are taught that a general macroeconomic equilibrium is consistent with the equality of leakages and injections such as gross saving and investment. This is quite surprising to beginning students once they discover that those who save are not generally synonomous with those who invest because the motives of savers and investors differ. This prompts us to analyse the behaviour of the individual time series for the investment ratio (I/Y) and savings ratio (S/Y) separately to determine if savings and investor motives are evident in the behaviour of each through time. Further, the interrelationship between I/Y and S/Y is a widely studied issue, in particular, Feldstein and Horioka (1980) indicate that the nature of the correlation between these cast some light on the degree In summary the four goals of this study are as follows: to determine if the individual ratios display patterns consistent with agents motives; to assess the strength of correlation between I/Y and S/Y; to test for any pro or countercyclical patterns against the variation of real GDP as a benchmark and to establish the presence or otherwise of a long run equilibrium among these three variables and to test for the existence of the Feldstein-Horioka condition using Australia data.
The historical record of the investment and saving ratio is examined in the following section of the paper. The methods and the properties of the data set particularly in relation to covariance stationarity are described in Section 3 of the paper. The results of the cyclical analysis are discussed in Section 4 while Section 5 involves an explanation of the results from the long run trend analysis. Finally, the significance of all results is explained in a closing section. 6
The Historical Record
The entire officially recorded history of the Australian savings and investment experience is captured on Figure 1 [ Figure 1 , about here]
A ratio analysis is preferred to the levels of savings and investment throughout this study for two reasons: first, the ratios I/Y and S/Y are pure numbers free of scale and second, data expressed in the form of ratios is better suited to the analysis of some of the questions posited above, in particular, the ratio of investment and savings to nominal GDP is required to test for the presence of the Feldstein-Horioka result using 
Data and Methodology
There are two analytical tools used to address the economic issues described in the first section of this paper: the first, is the spectral/cross spectral analysis of the cyclical The measurement of the investment and savings ratios are described in the following manner. Gross investment is constructed by adding to gross capital expenditure in the Australian National Accounts the value of investment in inventories. Further, Gross Savings are found by adding the aggregate measures National Savings and depreciation (capital used up in production). The denominator of these two ratios is the current price value of Australia's gross domestic product seasonally adjusted.
Real GDP is the chain volume measure recorded in the Australian National accounts.
All data are quarterly and seasonally adjusted the series run from 1959:3 to 2005:4.
The Australia Bureau of Statistics is the source of all data.
3-1 Spectral Analysis
Spectral/ cross spectral methods are applicable only to time series which are covariance stationary which holds if the mean of the series is constant through time and if the autocovariance function is determined by periodic time intervals (s-t), but not by historical time. These requirements are not satisfied by the individual series (I/Y) and (S/Y) and real GDP. In order to achieve this desired covariance stationary property in the three series we filter the data in each series by applying the HodrickPrescott (HP -1997) filter. The application of this filter is subject to the reservation that HP filtering could produce a spurious peak in the individual spectrum of the GDP series. Baxter and King (1999) compare the properties of the HP filter and their own preferred band-pass filter which give essentially the same outcomes for quarterly series on US GNP. This reinforces our argument that the HP filter provides an acceptable measure of the Australian business cycle using quarterly data. Baxter and
King also identify the observable properties of the HP filter: first, the HP filter does not involve a phase shift; second, it detrends an individual series; third it places zero weight at the zero frequency and it approximates Baxter and Kings band pass filter.
Guay and St-Amant (1997) assess the capacity of both the HP and Baxter and King filters to extract business cycle components from the data. Guay and St-Amant find that both filters perform adequately when the spectrum of the original series peaks at business cycle frequencies. The behaviour of the spectrum for Australia's real GDP as shown on Figure 2 is relevant here. This spectrum shows a major cyclical component of 17.067 quarters duration. There is some corroborating evidence to support the notion that the Australian business cycle is of 17 quarters duration. Cotis and Coppel (2005) find that the average duration of downswings of the Australian business cycle is 6.3 quarters, while upswings last for 10.7 quarters, so from peak to peak the average duration of the Australian business cycle is exactly 17 quarters which is almost precisely the duration of the cycle uncovered in this study. Thus in the light of the desirable properties of the HP filter, its concordance with the results of Baxter and Kings filter on quarterly data and its relevance to business cycle peaks, prompts a preference for the HP methodology.
Spectral analysis is applied to establish the cyclical behaviour of both ratios through time. This frequency domain methodology has many applications and is described originally by Fishman (1969) , Rayner (1971) and Koopmans (1974) and more recently by Hamilton (1994) . In an economic context, the relationship between time and frequency domain techniques is examined by Engle (1976) component is assessed in terms of its power or contribution to the total variance of the series. The power density function described by Rayner [1971, p.24] estimates the percentage contribution of each cycle (frequency component) to the total variance of the series as follows:
where 2 ( ) A k is the estimated variance of the k th frequency component and
is the estimated variance of the whole series. The major cycle in each series is the one with the greatest power density. The variance of each frequency component is half the square of its amplitude 2 ( ) A k and the estimates of these at each frequency are provided by estimates of the spectrum for each series. This is estimated by smoothing or averaging the periodogram, which is the square of the absolute value of the Fourier transform of the autocovarience of the series at each frequency divided by the total number of observations. Estimation is completed by applying the Fast Fourier Transform (FFT). Spectral estimation provides reliable estimates if the series in question is covariance stationary, requiring the autocovariance function and the mean of the process to be independent of time. These requirements are often violated by economic time series especially those which are heavily trended.
Cross Spectral Analysis
The correlation of the two series is assessed in a pairwise comparison and it is assessed by applying the technique known as cross spectral analysis. This method analyses the joint variation of pairs of variables in the frequency domain and is equivalent to a series of individual regressions between sinusoids in two different series at the same frequency ( λ ). The cross spectrum is the bivariate equivalent of the spectrum in the single variable case and is defined in terms of its imaginary and real components -the quadrature spectrum ( ) q λ and co-spectrum ( ) c λ . The cross spectrum describing the joint variation of the two series x and y at frequency ( ) λ is defined as follows:
The cross spectrum is not estimated directly and its properties are summarized in two statistics associated with the quadrature and co-spectra. These statistics provide all the information required for the purpose of the study. The coherence is analogous to the correlation coefficient in the time domain and measures the strength of association of two interdependent series at particular frequencies and is formally defined as follows:
The coherence indicates the strength of association of the common harmonic A second statistic associated with cross spectral analysis is the phase angle in radians or the time difference in quarters between peaks in each series. The phase angle ( ) p λ is computed from the quad and co-spectra as follows: The columns of Table 1 show the frequency point ( ) j , at which the maximum individual power spectra occurs in the first row of each column. The second row shows the frequency in radians at which the maximum spectra is observed. The percentage contribution of the maximum estimated power spectra to the variance of each series is calculated by applying the ratio in equation (5) to the estimated spectrum. The total variance of each series is the area under the power spectra on 
Cross Spectral Relationships
An interesting aspect of the results from the univariate spectral analysis is that the peak frequencies in each individual case appear to occur on cycles of similar periodicity: the predominant cycle in each series has a duration of 4 to 4.25 years.
This correspondence of cycles in the individual series prompts further bivariate cross spectral analysis with the purpose of determining if the predominant cycles in each series coheres. The results of this cross spectral analysis are shown on The diagnostics at the bottom half of Table 2 indicate the significance of the mean coherence in three bivariate studies: I/Y, I/Y -real GDP and S/Y-real GDP. The value of the coherence at each of the three data entries j=30, 31, 32 is significantly different from zero using the test specified by Koopman's (1974, p.284) which is distributed as Fisher's F distribution with 2 and 2(n-1) degrees of freedom. The JB statistic in each of the three cross spectral studies is less than the 5% critical value indicating that the hypothesis of normality is not rejected. The outstanding finding from this cross spectral study is that the savings and investment ratios cohere strongly and are also strongly correlated with the major swing in real GDP. The policy implications which follow from this frequency domain analysis are discussed in the concluding section but prior consideration is given to a long memory analysis. Spectral analysis provides insights into the structure of individual time series by identifying those components of an individual series which explain substantial proportions of the variance of that series. It also settles issues about the correlation and concordance of the same components in the individual series. However, spectral methods alone cannot settle issues about the existence of a long run relationship between these variables. To analyse the properties of a long run equilibrium between I/Y and S/Y on Australian data, we turn to the ARFIMA methodology.
The GPH Test for Fractional Cointegraton
Many economic time series exhibit a high degree of persistence. Sowell (1990) , Diebold and Rudebusch (1991) among others show that traditional unit root tests have low power against a fractional alternative because they are restricted to integer order I(1) or I(0). Permitting the integration order of a series to take on any fraction is called fractional integration (long memory models). Long-memory, or long-term dependence implies that a series is dependent on its values in the distant past. Such series are characterized by distinct but nonperiodic cyclical patterns such as those evident in the preceding spectral analysis. Hence the Geweke and Porter-Hudak (1983) test based on spectral regression estimates is the fractional differencing parameter d which in turn is based on the slope of the spectral density function around the angular frequency = 0 is used for this purpose.
A time series, y , is said to follow an autoregressive fractionally integrated moving average (ARFIMA process of order (
where ) (L φ is an autoregressive coefficient of order p and ) (L θ is a moving average coefficient of order q and t ε is a white noise process. (1 ) d L − is the fractional differencing operator defined as follows:
with ( . See Granger and Joyeux (1980) and Hosking (1981).
Geweke and Porter-Hudak (GPH) have developed a non parametric test for estimating the fractional differencing parameter, d . The GPH test is carried out on the first differences of the series to ensure that stationarity and invertibility are achieved.
Geweke and Porter-Hudak show that the differencing parameter, d , which is also called a long memory parameter, can be estimated consistently from the least squares regression:
where θ is a constant, 
The existence of a fractional order of integration can be tested by examining the statistical significance of the differencing parameter, . Table 3 reports the d estimates for respectively, 0 1 d < < . Therefore although the individual real GDP series wanders, deviations from the cointegrating relation are mean reverting implying that a shock to the system will eventually subside and an equilibrium relation will exist in the long run between real GDP and the investment ratio and real GDP and the savings ratio.
The findings of this study therefore do not support the Feldstein-Horioka condition.
Conclusion
The stylised facts about saving and investment in Australia reveal a close correspondence between private sector gross investment and gross saving each 
