Abstract-After a blackout, it is essential to restore the blackout area rapidly to minimize possible losses. In parallel restoration, the blackout area is first partitioned into several subsystems, which will then be restored in parallel to accelerate the restoration process. In order to ensure restoration reliability, each subsystem should have enough generation power and satisfy a set of constraints before triggering the parallel restoration process. This paper models this as a constrained optimization problem and proposes a partitioning strategy to solve it in three steps. In the first step, some existing methods and expert knowledge are used for initialization of the partitioning process. The second step ensures the satisfaction of modeled constraints. The third step operates greedily to find suitable partitions for parallel restoration. The proposed strategy is implemented and evaluated on IEEE 39-and 118-bus power systems. Evaluation results show that it provides adequate subsystems for parallel restoration. Unlike some existing partitioning strategies, the proposed strategy can be used to partition a power system into multiple subsystems in a single execution.
of the power systems over the world have grown, and their network structures and dynamic characteristics are getting more and more complicated. Operating experiences in different countries indicate that although automatic control devices and new technologies can enhance the robustness of a power system to some extent, due to its complexity and uncertainty, however, it is almost impossible to avoid power outages or blackouts completely. For example, the blackout in the USA in August 2003 has led to significant economic losses and negative social influences [1] , [2] . Therefore, a quick and safe power system restoration after a blackout has a vital importance in modern society.
The objective of a restoration mechanism is to recover the power system to normal conditions safely with a minimum loss and a shortest time [3] . In order to analyze the power system restoration process effectively, it is summarized into three stages: black-start, network reconfiguration, and load restoration [3] . Network partitioning strategies are used in the blackstart stage of parallel power system restoration processes. In the black-start stage, which is the preparation period, non-blackstart generators are restarted by the cranking power provided by black-start generators. Those black-start generators together with the non-black-start generators are known as a cranking group. Before providing the cranking power, a power system restoration strategy should be determined. It can be classified into serial and parallel types. The serial strategy is to synchronize the individual generators one by one. However, this approach may take a long time to restore a large power system, which is very common in complete blackouts. The parallel power system restoration strategy partitions the blackout area into multiple partitions (islands) and restores partitions simultaneously. It achieves the restoration of the entire system by further reconnecting the partitions. Obviously, parallel power system restoration is more time efficient compared with the serial power system restoration in nationwide power outages. Therefore, the partition methodology plays an important role in the parallel restoration.
The partitioning strategy defines a set of lines, which is known as the cut-set that separates the entire blackout area into multiple partitions. A suitable partitioning strategy will provide necessary guidance for transmission system operators after a blackout to accelerate the system restoration process. To ensure that each subsystem can be independently restored and successfully synchronized, a proper partitioning strategy is an important precondition. In order to ensure restoration reliability, the following requirements should be satisfied before triggering the parallel restoration process [4] [5] [6] [7] [8] [9] [10] . 1) Each partition should have at least one black-start generator to ensure that the partition can be restored independently. The connectivity within cranking groups should be maintained as well. 2) Each partition should have sufficient voltage control resources to maintain system voltage stability.
3) The tie lines between the partitions should have monitoring equipment to measure the phase angle across the lines during synchronization of adjacent partitions. 4) Each partition should have sufficient power generators to maintain the frequency within an acceptable range by matching power generation and consumption. Moreover, it is also necessary to ensure correct operation of each partition via continuous monitoring from a power system control center [4] , [5] . Thus, finding a desirable partitioning strategy becomes an optimization problem under complex conditions.
The network partitioning problem for parallel power system restoration has drawn a considerable attention of researchers in the last decade. In [11] , a clustering approach based on the fuzzy C-medoid algorithm is proposed for partitioning large power systems into partitions. The algorithm is based on realtime data measured by a phasor measurement unit, which is not applicable to partition the entire system in a complete blackout. A partitioning strategy based on a wide area measurement system is proposed in [7] , which ensures the observability of all partitions so as to guarantee a fast and secure restoration. In [8] , an ordered binary-decision-diagram-based three-phase strategy is introduced for parallel restoration, which provides guidance to the transmission system operators on how parallel restoration could be performed. In [12] , an algorithm based on the community structure in complex network theory is presented for dividing restoration subsystems, which does not require any heuristics and expert experience.
Recent research studies concentrate more on graph-theorybased strategies for developing network partitioning strategies. In [5] , a strategy based on spectral graph clustering for determining a suitable network partitioning strategy is proposed. This strategy uses the physical and inherent properties of the network with the maximum electrical cohesiveness within the partitions created. It also makes use of a refining algorithm proposed in [13] to reduce load consumption within each partition. In [4] , a strategy that uses a constrained cut-set matrix to determine multiple sets of network partitions, which enables transmission system operators to select a desired set of partitions for parallel restoration, is proposed. In [14] , a two-step partitioning strategy for power system restoration is presented and modeled. The programming problem of two proposed models is solved by AMPL/CPLEX. However, this strategy ignores the requirements on voltage stability and synchronization; thus, its practical importance is questionable. Many existing partitioning strategies [4] , [5] , [14] are designed for partitioning the network into only two partitions. If more than two partitions are required, those strategies should be repetitively executed on partitions that carry more than one black-start generators.
In order to maintain the system frequency within an acceptable range, the output power of generators and the power requirement of loads should be balanced within each partition. Even though the maximum power generation capabilities of generators are available before the restoration takes place, the actual load consumption within each partition is not obvious by that time. Hence, network partitioning strategies usually rely on predicted load consumption values. If the maximum generation capability of each network partition can only marginally satisfy the predicted power requirements of the loads in that partition, it might fail to satisfy actual power requirements of the loads as they can be well over the predicted values. Hence, it is important to partition a power system such that each partition has enough generation capability to maintain the system stability. This paper aims to develop a novel network partitioning strategy for parallel power system restoration, which can maximize the capability of each partition to handle such a situation while satisfying all requirements mentioned above. Moreover, the proposed strategy can partition a power system into any desired number of partitions in a single execution if the black-start availability can be ensured.
The rest of this paper is organized as follows. Preliminaries are described in Section II. The network partitioning problem is formulated in Section III. The proposed network partitioning strategy is presented and illustrated using the IEEE 9-bus power system in Section IV. Performances of the proposed strategy are evaluated using IEEE 39-and 118-bus power systems in Section V. Properties of the proposed strategy are further discussed in Section VI. Concluding remarks are given in Section VII.
II. PRELIMINARIES
In power system engineering, it is a common practice to use single-line diagrams to illustrate power systems in detail. Such a single-line diagram of the IEEE 9-bus power system is given in Fig. 1(a) . The diagram carries many details, which can be irrelevant in the process of network partitioning; thus, power system representations can be further abstracted using concepts in network theory.
A. Graph Representation of a Power System
In this paper, a power system is represented using an undirected graph G = {V, E} that consists of a set of nodes V = {v 1 , v 2 , . . . , v |V| } representing buses in the power system and a set of edges E = {e 1 , e 2 , . . . , e |E| } representing branches connecting those buses. A graph representation of the IEEE 9-bus power system is given in Fig. 1(b) . The connectivity of nodes in V can be represented using an adjacency matrix, each term a ij of which is equal to 1 if nodes v i and v j are connected to each other, and 0 otherwise.
In the power system restoration process, nodes in V are categorized under several other subsets. Two such important subsets are generation nodes V GN (⊂ V) and black-start nodes V BS (⊂ V GN ), which, respectively, represent the buses that are connected with all generators and only black-start generators. Some of the generation nodes and the black-start nodes are separated into cranking groups to facilitate the power restoration. High-priority loads that need to be restored as quickly as possible after a blackout are called critical loads. Any load that is connected to a generation bus is also considered as a critical load, since they usually represent local services that support the generator [5] . A set of buses that is connected to critical loads is denoted by V CL (⊂ V) in graph representation.
B. Generation-Load Difference
The generation-load balance of individual partitions can be considered as a major concern in network partitioning for parallel power system restoration. The generation-load difference of nodes in the kth network partition during power system restoration process can be obtained by [5] 
where V k is the kth partition. Here, P (v i ) is the generation-load difference at the node v i , which is calculated as [5] 
Here, P MG (v i ) and P LD (v i ) represent the maximum active power generation capability and the expected active power consumption at v i , respectively. The value of α(v i ) is a representative measure of the percentage of loads at v i to be restored before the synchronization of the network partitions. Therefore,
For noncritical nodes, i.e., v i ∈ V \ V CL , the value of α(v i ) depends on the maximum generation capability of the power system. For example, if 50% of noncritical loads at each node are decided to be restored during the parallel restoration, then the value of α(v i ) is set to 0.5 in the network partitioning. Usually, the value of α(v i ) varies from 0.4 to 0.75 [15] . Similar to the previous work [4] , [5] , here, we assume that
III. PROBLEM FORMULATION
The rationale of network partitioning is to facilitate the simultaneous restoration of multiple network partitions and thus to accelerate the network restoration after a blackout. However, network partitions cannot be defined arbitrarily due to a set of physical constraints. Therefore, the design process of a network partitioning strategy can be considered as a constrained optimization problem, in which all four requirements introduced in Section I need to be satisfied. In this section, each of those requirements is expressed using graph notations to obtain an objective function with a set of constraints.
Let there be M (2 ≤ M ≤ |V BS |) parallel restoration processes. Thus, a network partitioning strategy must separate the network into M partitions such that
for i, j ∈ {1, 2, . . . , M} and i = j. In order to restore each partition independently, there must be M disjoint cranking groups. Let the kth cranking group be denoted by V CR k . It is necessary to ensure that the connectivity within cranking groups when the partitioning is completed; thus
for all k ∈ {1, 2, . . . , M}. From (3) and (5), we have that
. . , M} and i = j. Black-start generators provide the cranking power to energize non-blackstart generators within the same cranking group during power system restorations. Therefore, there must be at least one blackstart node in each of the cranking group, i.e.,
for all k ∈ {1, 2, . . . , M}. The number of elements in a set X is denoted by |X|. Let a set of critical lines that helps to maintain the voltage stability of the power system be denoted by E CL (⊂ E). The removal of a critical line from the power system usually results in a more excessive difference in reactive power than the removal of other lines [4] . Hence, critical lines should not be included in the cut-set that separate the blackout area into partitions. Moreover, the tie lines between the partitions should be equipped to monitor synchronization of the partitions. Therefore, a set of lines without monitoring equipment denoted by E NM (⊂ E) should not be used as tie lines, and they should be excluded from the cut-set. Finally, let the set of any other branches that are classified as unsuitable to be used as tie lines between partitions due to various reasons (e.g., necessary reserves [9] ) be denoted by E U (⊂ E) and the cut-set be denoted by E CS (⊂ E). Thus
Now, by defining an excluded set
In order to maintain the stability of the power system under load variations and uncertainties over time, a network partitioning strategy must reserve enough generation power in each of the partitions. Therefore, the objective of the network partitioning is to find a set of partitions that maximizes the minimum generation-load differences of the partitions over different cutsets, i.e.,
subjected to (3)- (7). Note that the internal minimization term is taken over all the partitions in one partitioning option, while the outer maximization term considers all possible options for partitioning the network.
IV. PROPOSED NETWORK PARTITIONING STRATEGY
Before partitioning of a power system after a blackout for parallel restoration, it is necessary to gather information about the current status of important elements, such as black-start generators and critical loads in the power system. By assuming that all such information is available, this section introduces a network partitioning strategy as a solution to the constrained optimization problem defined in the previous section. This strategy is executed in three steps: initialization, initial partitioning, and agglomerative clustering. Procedures in each step are illustrated using the IEEE 9-bus power system for the ease of understanding.
A. Initialization
After identifying the blackout area of the power system, it is represented using an undirected graph as explained in Section II-A. In order to complete the graph representation for further processing, it is necessary to define several important node and edge sets in this step. Such definitions are carried out using already established methods in power systems engineering.
First, V BS needs to be initialized using black-start generators that are capable of starting and generating power without being energized from the power systems. In North America, resources with black-start capability are contracted by independent system operators to provide this vital service after a possible blackout [16] . Optimal allocation of black-start resources from the can- didates available in the network to satisfy restoration requirements is discussed in [17] . Usually, information on black-start generators is readily available by the time of restoration and can be used to initialize V BS . In the IEEE 9-bus power system,
. The next step is to define cranking groups such that it satisfies (6). Each of the cranking group should include a black-start generator, which provides cranking power to the non-blackstart generators within that group. The duration of a restoration process depends on the speed of the cranking task. This work utilizes the method proposed in [18] , as it groups generators in such a way to accelerate the cranking task. In [18] , the generator start-up sequencing is formulated as a mixed-integer linear programming problem based on a four-step transformation by introducing new decision variables. This linear formulation has led to an optimal solution to the generator start-up sequencing problem. For the IEEE 9-bus power system, cranking groups can be defined as V CR 1 = {v 1 } and V CR 2 = {v 2 , v 3 }. As described in Section II-A, critical nodes are defined based on the importance of the loads, and it is assumed that V CL = {v 7 , v 9 } in the IEEE 9-bus power system.
For wrapping up the initialization, we need to define the set of edges that needs to be excluded from the cut-set, i.e., E E = E CL ∪ E NM ∪ E U . The formal definitions of E NM and E U , themselves, imply how to define those two sets, and the necessary information for such definitions is usually available prior to the restoration process. In our example of the IEEE 9-bus power system, it is assumed that E NM = E U = ∅, i.e., E E = E CL . Usually, the tie lines between network partitions are kept disconnected during the parallel restoration process. The critical lines can be identified by performing N − 1 voltage stability analysis and contingency analysis for every line in the power system [8] . The voltage stability margin is used in the classification of critical line contingencies. Disconnecting critical lines results in excessive reactive power difference between pre-and postcontingencies. According to the voltage stability analysis, E CL = {e 1 , e 4 , e 7 } for the IEEE 9-bus power system. These critical lines are indicated using red lines in Fig. 2 .
B. Initial Partitioning
The primary objective of initial partitioning is ensuring the satisfaction of those essential constraints defined in Section III. Given a cranking group, it is necessary to guarantee that there is a path from a black-start generator to all non-black-start generators in the cranking group. In the proposed strategy, this is achieved by using the shortest path trees, in which the root node is a black-start generator and leaf nodes are non-blackstart generators. Such shortest path trees can be obtained by using graph search algorithms such as Dijkstra's algorithm [19] . After that, the nodes belong to each of the shortest path tree are grouped as separate partitions. It is assumed that the set of nodes within those partitions is mutually exclusive. In the IEEE 9-bus power system, the cranking groups were defined as V
only consists of a black-start node, the corresponding shortest path tree can be defined as G
, there are both black-start and non-black-start nodes. Therefore, it is necessary to guarantee a path that can supply cranking power from v 2 to v 3 . Using Dijkstra's algorithm, the corresponding shortest path tree can be obtained as G 4 , e 5 , e 6 , e 7 
}}.
After obtaining shortest path trees, the proposed strategy divides the graph into a set of partitions such that (5)- (7) are satisfied. Thus, all the nodes belonging to a given shortest path tree are placed within one partition. As an example, all nodes in G SP 2 , i.e., v 2 , v 3 , v 6 , v 7 , and v 8 , are considered to be in one partition. If there is any node that is connected to a shortest path tree via an edge in E E , the node will be merged with the same partition. From the same example, nodes v 1 and v 4 are merged into one partition. Now, if there are any other nodes that are connected via edges in E E , those nodes are considered as separate partitions. If there are any other nodes that do not belong to any of above-mentioned partitions, those sole nodes are considered as separate partitions. Thus, in the IEEE 9-bus power system, nodes v 5 and v 9 are considered as two partitions, resulting in four partitions. Those are indicated as initial partitions in Fig. 2 . If the number of initial partitions is equal to M , the proposed network partitioning strategy terminates here. Otherwise, agglomerative clustering is performed based on (8) subjected to (3)- (7).
C. Agglomerative Clustering
In the final step of the proposed network partitioning strategy, the initial partitions are first divided into two groups: partitions with black-start generators (say black-start partitions) and partitions without black-start generators (say non-black-start partitions). Obviously, there should be M black-start partitions. Then, a black-start partition is temporarily merged with each of the non-black-start partitions, which is connected with it in G, and the generation-load difference of the merged partition in each instance is calculated. The partition pair that produces a minimum generation-load difference is saved for future use. This process continues iteratively for all black-start partitions. Now, we have M partition pairs, each of which consists of a black-start partition. Out of those M pairs, the pair with a Fig. 3 . Dendrogram illustrating the hierarchical partition structure of the IEEE 9-bus power system. Fig. 4 . Final network partitions of the IEEE 9-bus power system obtained by using the proposed network partitioning strategy. maximum generation-load difference is selected, and those two partitions are merged together to form a new black-start partition. This process continues until all non-black-start partitions are merged with the black-start partitions.
In the on-going example of the IEEE 9-bus power system, there are two black-start partitions and two non-black-start partitions at the beginning of this step. Results of each iteration of the proposed agglomerative clustering technique are illustrated in Fig. 3 in form of a dendrogram. The final network partitions obtained by the proposed strategy satisfy all constraints in (3)- (7), and they are illustrated in Fig. 4 . The generationload difference of partitions 1 and 2 are 250 and 282 MW, respectively.
V. CASE STUDIES
The proposed network partitioning strategy was implemented in MATLAB and evaluated against the spectral-clustering-based network partitioning strategy proposed in [5] . All the simulations were conducted on a computer with a 2.67-GHz processor, 12-GB memory, and Windows 7 operating system. IEEE 39-and 118-bus power systems are selected as the test cases, and their data are obtained from MATPOWER [20] . It is assumed that all generators and breakers in those power systems are available after the blackout. 
A. IEEE 39-Bus Power System
The first set of simulations was performed using the IEEE 39-bus power system. The following parameters remained same for both strategies under test: the number of partitions M = 2, the set of black-start generators V BS = {v 33 , v 37 }, the sets of cranking groups V 16 , v 20 }, and the set of excluded lines E E = {e (5, 6) , e (6, 7) , e (6, 11) , e (10, 11) , e (13, 14) , e (15, 16) , e (21, 22) , e (23, 24) , e (26, 29) , e (28,29) }.
In the initial partitioning step, the proposed network partitioning strategy came up with two shortest path trees using Dijkstra's algorithm: one consists of 15 nodes and the other with 16 nodes. Based on these shortest path trees and the edges in E E , initial partitions are formed. For this test case, there are six initial partitions formed by the proposed strategy. Finally, the agglomerative clustering approach works on these initial partitions to obtain desired network partitions for parallel restoration. The final partitions obtained by the proposed strategy for the IEEE 39-bus power system is shown in Fig. 5 . The cut-sets and the generation-load difference of the partitions resulted by the strategies under test are given in Table I .
According to the obtained results, network partitions generated by both strategies are similar to each other, except that v 18 is grouped with Partition 1 when using the proposed strategy, and it is grouped with Partition 2 when using the spectral- Spectral-clustering-based {e (3, 18) , e (14, 15) , 1218.499 730.680 method [5] e (25, 26) } Proposed method {e (14, 15) , e (17, 18) , 1107.899 841.280 e (25, 26) } clustering-based method [5] . However, such a move causes to a quite considerable change in the minimum generation-load difference of the partitions. Even though both strategies result in a positive minimum generation-load difference, the proposed strategy in this paper achieves a higher value (841.280 MW) for that compared to the referred strategy under test (730.680 MW). Due to that higher minimum generation-load difference value, the proposed strategy can provide better stability and safety margin to the network partitions by matching generation and consumption.
B. IEEE 118-Bus Power System
The second set of simulations was performed using the IEEE 118-bus power system. The following parameters remained the same for both strategies under test: (5, 8) , (e 8, 9 ), e (9, 10) , e (34, 43) , e (37, 38) , e (38, 65) , e (40, 42) }.
In the initial partitioning step, the proposed network partitioning strategy came up with two shortest path trees using Dijkstra's algorithm: one consists of 12 nodes and the other with 23 nodes. For this test case, there are 81 initial partitions formed by the proposed strategy, and 76 of them are sole nodes. The final two partitions obtained by the proposed strategy for the IEEE 118-bus power system are shown in Fig. 6 . The cut-sets and the generation-load difference of the partitions resulted by the strategies under test are given in Table II . Even though both strategies result in a positive minimum generation-load difference, the proposed strategy in this paper achieves a higher value (1113.8 MW) for that compared to the referred strategy under test (746.8 MW). Therefore, the proposed strategy can provide better stability and safety margin to the network partitions by matching generation and consumption.
The third set of simulations was also performed using the IEEE 118-bus power system with the objective of illustrating the capability of the proposed approach in partitioning a network into more than two partitions in a single execution. Simulation results are given in Table III . The average runtimes given in Table III were obtained by using ten simulations per each case. According to the simulation results, the minimum generationload difference of the partitions of all test cases is positive. Average runtimes of the proposed network partitioning strategy have slightly increased as the number of partitions increases. Nevertheless, the average runtime of each case is quite insignificant. (19, 34) , e (24, 70) , 746.8 2168.9 method [5] e (24, 72) , e (30, 38) , e (33, 37) } Proposed method {e (4, 5) , e (5, 11) , 1113.8 1801.9 e (11, 12) , e (12, 14) , e (15, 17) , e (17, 18) , e (22, 23) , e (23, 24) , e (30, 38) } This computationally efficient partitioning capability can be considered as a major advantage of the proposed network partitioning strategy over some existing strategies when a power system is divided into more than two subsystems.
VI. DISCUSSION
Depending on the α(v i ) selected, the total generation-load difference of some existing power systems [20] can be a negative value. In such cases, it is impossible to produce network partitions such that the generation-load difference of each partition is a positive value. Even though the proposed network partitioning strategy tries to find a cut-set that maximizes the minimum generation-load difference of all possible partitions rather than producing some partitions with positive generationload differences and the rest with large negative generationload differences, certain partitions can still result in negative generation-load differences. In such cases, transmission system operators can either decide to repartition with a reduced α(v i ) value or not to restore noncritical loads in the partitions with negative generation-load difference as they can be restored after the synchronization of the partitions. In the proposed strategy, the number of partitions is mainly based on the number of cranking groups. The probability of having small partitions increases as the number of partitions increases. Small network partitions help to accelerate the restoration process after a blackout. However, due to lack of size balancing mechanism in existing network partitioning strategies, some of the partitions can be larger than the rest. Therefore, they are unable to guarantee same restoration time for all network partitions. Due to some exceptionally large partitions, the completion of the whole restoration process can be delayed. Such a drawback might be alleviated by imposing size constraints on the network partition process.
In this paper, it is assumed that a power system is fully observable after a blackout, and it can be continuously monitored from a power system control center. However, such an assumption might not be valid in practice, as some of the monitoring equipment can be malfunctioning due to the blackout. Moreover, it is assumed that all generators and breakers in the power system are available after the blackout. However, some of those resources might be unavailable immediately after the blackout; thus, they must be abstain from restoration. Future work should focus on partitioning of partially observable power systems after a blackout. It may also be important to investigate the impact of the reactive power balance in each partition.
VII. CONCLUSION
In this paper, we proposed a novel network partitioning strategy for parallel restoration after a blackout. The proposed three-step strategy can separate a power system into multiple partitions in a single execution. It maximizes the minimum generation-load difference of partitions, which helps to maintain the system stability. In the initialization step, a power system is transformed into an undirected graph using network theory concepts, and some essential node and edge sets are defined. In the initial partitioning step, the proposed network partitioning strategy ensures that some important physical requirements are satisfied for the proper operation of individual partitions and the overall power system. Finally, an agglomerative clustering approach is utilized to maximize the minimum generation-load difference of network partitions in each step. Simulation results obtained using IEEE 39-and 118-bus power systems verify the applicability of the proposed strategy in network partitioning for the parallel power system restoration. Her current research interests include resource management for cloud data centers.
