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Abstract
Robots are an established component of many existing manufacturing processes. In the
majority of cases, these robots operate in segregated areas, separated from human workers.
However, as robots’ capabilities in sensing and autonomy improve, they are expected to
increasingly operate in human environments, and interact with novice, untrained users.
When robots operate in human or shared environments, their tasks and behaviours need
to be specified. This is typically performed by a human operator or supervisor, who
may specify constraints on robot behaviour to make the robot more predictable or align
its behaviour with user expectations. However, these constraints may impact robot task
performance.
This thesis develops a user interface to obtain robot specifications, and proposes met-
rics for quantifying the specification quality, and to investigate how users create robot
specifications. The metrics relate the robot’s performance in the specified environment
to its performance in a fully-unconstrained environment, and capture the trade-offs that
users make in ensuring that the robot accomplishes its tasks while minimizing the loss of
performance.
The proposed approach is evaluated in a series of user studies. The first user study
sought to understand how novice users provide specifications for an autonomous robot op-
erating in a shared warehouse environment, and to validate the metrics by applying them
to user-created specifications. The metrics were then modified based on the results of the
pilot study, and employed in a second, larger study. The second study trialed a modi-
fied interface and interaction scheme that implemented an interactive preference learning
system, aimed at modifying specifications to improve robot performance. The modified
metrics were then used to assess the quality of specifications following the preference learn-
ing system.
The two studies show that inexperienced users create a wide variety of behaviour-
limiting specifications, and that they generally have difficulty creating efficient specifica-
tions, or assessing their own performance. Furthermore, the preference learning process
succeeds in improving specification quality by making them more efficient and more similar
between different users. Moreover, users that created specifications of worse initial quality
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Conventional robotic technology has been designed with highly trained users in mind. As
robots achieve higher levels of autonomy in a variety of environments, robot designers can
no longer assume a high level of expertise from all potential users, and instead they must
create human-robot interfaces that enable simple and effective communication between
robots and untrained users.
Existing mobile autonomous robots are able to successfully plan and navigate in con-
trolled environments [2]. Generally the robot planner is designed to find paths that mini-
mize a certain cost function, usually the distance or time of travel. For a human working
in the same environment as the robot, it might be difficult to easily understand and pre-
dict its behaviour. As a result, it is often preferred for the behaviour of the robot to be
limited or structured in some manner. This reduces the complexity and number of actions
that the robot can take at any given time, making its behaviour more predictable. Ad-
ditionally, users might also expect the robot to follow existing conventions, such as road
rules. These two factors (higher predictability and alignment of expectations) have been
previously found to correlate to higher trust in robotic systems [3, 4], which in turn leads
to increased usage [5, 4, 6] and increased effectiveness [7].
An easy way to constrain a robot’s behaviour is to designate special-behaviour zones in
the environment. The robot can then take these areas into consideration during planning,
and follow the rules of the zone when inside it.
Before a robot can begin autonomous operation in a new environment, the desired
zones need to be specified by human operators. This process however, can be challenging,
especially for novice and untrained users. These users may not be familiar with the robot’s
capabilities, which can make it difficult for them to encode the expected robot behaviour.
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In addition, due to their inexperience, it can also be more difficult for these users to
appreciate the impact of their specifications on the performance of the robotic system.
A motivating example, and the focus of our work, comes from industrial and warehouse
robotics. In such environments, mobile robotic platforms are used to transport material.
For example, line-following automated guided vehicles (AGVs) are used in a variety of man-
ufacturing plants. However, AGV trajectories are rigidly defined by magnetic tape lines
on the ground, so it is hard and expensive to reconfigure a system once installed. Fully
autonomous robotic platforms that are not limited to specific trajectories are a promis-
ing alternative. While AGVs only follow specific laid out paths, non-constrained mobile
autonomous platforms can move anywhere in the open space and generate their paths au-
tonomously. To ensure safety and predictability, additional specifications are required to
ensure that the robots follow existing conventions, customs and rules. Examples include
driving on the correct side of the road, stopping before intersections, avoiding certain areas,
and following established directions of travel down narrow hallways and aisles. Operators
tasked with managing the autonomous robot fleet should have the capability to easily cre-
ate specifications that restrict the behaviour of the robot to enforce the desired processes
and rules.
In this thesis, we develop a set of metrics that allow us to evaluate and quantify the
quality of user specifications. The proposed metrics are validated by applying them to
several sets of user-created specifications, which were obtained through a user study where
participants took the role of a mobile robot fleet manager and interacted with a simulated
robotic system. Given the user specification on the environment map, a graph representing
the environment and user constraints is obtained by encoding the constraints into a state
lattice. The proposed metrics are applied to the generated motion graph. The metrics
capture the positive (i.e. increased predictability of robot behaviour) and negative (i.e.
non-optimal behaviour compared to an environment devoid of any restrictions) effects of
a user specification. These metrics allow us to capture the trade-offs that users make
in ensuring that the robot accomplishes its tasks while minimizing loss of performance.
The ability to assess user specifications could then be used to help users improve their
specifications.
The main contribution of this thesis lies in the set of metrics to assess user-specified
robot behaviour (originally published in [8]), which were validated through two user studies
(published in [8, 9]). The metrics provide a way to quantitatively assess a user specification,
capturing the trade-offs between the benefits and costs of constraining robot behaviour.
Unlike existing work, the proposed metrics enable a characterization of both the global
robot performance in the environment, and the task-specific performance defined on a set of
start-goal pairs. These metrics are then used as part of two user studies. Through the initial
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user study we demonstrate that users unknowingly create specifications that achieve a wide
range of robot performance. This finding underlines the need for an interaction scheme
that empowers users of various expertise levels to create efficient specifications, unlike
many existing industrial robotics applications where users require specialized training. In
our second study, we employ an active preference learning system that is designed to
improve the quality of user specifications, and validate it using our metrics. Our results
demonstrate that the preference learning algorithm can significantly improve specification
performance with few iterations of user interaction, especially in the case of specifications
that were most detrimental to robot performance. The second user study was performed
in conjunction with Nils Wilde, a PhD candidate at the University of Waterloo. In this
joint work, Nils proposed the learning algorithm, and was the lead on this aspect of data
analysis. I led the development of the user study and interface, the application of the
metrics to the data and associated data analysis.
1.1 Thesis Outline
The remainder of this thesis is organized as follows:
Chapter 2 provides an overview of the related work, concerning user interaction modal-
ities, performance metrics, and task specifications.
In Chapter 3 we additionally provide background information on the functionality and
operation of the interactive preference learning system employed in the user study.
Chapter 4 describes the development of the interface through which an operator can
specify robot behaviour. As part of this discussion, we first present the functional require-
ments of our user interface, followed by an identification of design elements commonly found
in performant interfaces. Finally, we present our interface implementation, discussing its
capabilities.
Chapter 5 describes the initial development of metrics to quantify a specification’s
performance. In this chapter, we define our chosen metrics, and then apply them on
user-authored specifications that were obtained through a preliminary user study.
Building on the pilot results obtained in the previous chapter, Chapter 6 describes
a large scale user study integrating specification learning. In this study, we integrate a
preference learning system that allows us to learn the importance that participants place on
the constraints that make up their specification. The robot can then violate these the less
important constraints when it is sufficiently beneficial, resulting in improved performance
as captured through our metrics.
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In Chapter 7, we present the overall conclusions of our two studies. Additionally we
suggest several potential future directions for the research. These include more representa-
tive user studies, and an improved specification process, allowing us to more easily improve




As part of this thesis, we design and implement 1) a user interface that allows users to
specify robot behaviour, and to interactively provide feedback improve robot performance,
and 2) a set of metrics to quantify the performance of the robot given the user specification.
As such, the work presented in this thesis encompasses several areas of robotics, whose
existing work can guide our own efforts: human-robot interaction, performance assessment,
and task specification. In this chapter, we first review existing work in human-robot
interaction, to guide the design of the appropriate interaction system for our application.
Next, existing performance metrics relevant for assessing user specifications are reviewed.
Then, related work in task specification is identified, which can guide our efforts to obtain
behaviour specifications, and improve existing behaviour specifications from users.
2.1 User Interaction Modalities
Multiple works have sought to better understand the requirements of effective HRI, by
creating taxonomies related to the type of robots, types of users, or types of interactions.
Understanding where a specific robotic application fits into the proposed taxonomies can
be used to identify the key concern and elements leading to a successful interaction scheme.
This is especially important as robots begin to interact with a wider subset of the popula-
tion, the majority of which will not be robotics experts. In this section we review existing
work aimed at categorizing user interaction based on shared attributes.
In [10], Thrun suggests that a robot’s level of autonomy is a key consideration for ef-
fective HRI, as it determines the tasks that the robotic system can perform, as well as the
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level at which the interaction takes place. In exemplifying the importance of autonomy,
the authors consider three broad groups of robots: industrial robots (low autonomy level),
professional service, and personal service robots (higher autonomy levels). The interfaces
and robot interactions vary depending on the autonomy level, with industrial robots need-
ing interfaces that consider their limited autonomy, and separated workspace, while most
service robots need richer interfaces that need to support direct (i.e. robot acting on its
own), and indirect (i.e. robot executes operator commands) autonomy. Thrun proceeds
to illustrate several open questions at the time of writing, of which two are directly ap-
plicable to our work: “What happens when robots work with or interact with groups of
people?...”, and “To what extent is progress in human-robot interaction tied to progress in
other core disciplines of robotics, such as autonomy? In which way will future advances in
robotic autonomy change the way we interact with robots?”. Regarding the first question,
our robotic system is envisioned to work and interact with different groups of users, for
example, operators (of various skill levels) setting the system up, as well as other human
co-workers on the plant floor. As such, interaction with the robot needs to accommodate
and be performant with respect to all of these users. Regarding the level of autonomy, our
robotic system is capable of autonomous navigation, operating in a shared workspace, and
interacting with people with little knowledge of robotics, therefore fitting into the service
robot level.
In [11], Scholtz creates a taxonomy defining five models of human-robot interaction:
supervisor (monitoring and controlling the overall situation), operator (modifying internal
models to correct robot behaviour), mechanic (managing physical interventions), peer (giv-
ing commands within larger goal/intentions context), and bystander (limited interaction
with the robot). A human operating in a joint human-robot system will have different
tasks, and situational awareness needs depending on their interaction role. Additionally,
Scholtz highlights that the boundaries between the layers of interaction are fuzzy, and that
humans could be tasked with interacting with the robot through more than just one of the
interaction models. This is true in our application as well, where individuals are expected
to interact with the robot in different roles concurrently. For example, the robot-warehouse
integrator tasked with setting up the system and supervising its operation will be inter-
acting with the robot in the supervisor and operator roles, as they will be tasked with
creating and modifying the constraints on robot behaviour. On the other hand, a shift
manager’s interaction with the robot will be mostly covered by the peer model, with some
operator tasks as needed if the robot diverges from expected behaviour and intervention
is needed. Depending on the current robot activity, floor workers would interact with the
robots under as peers or bystanders; as a peer, the worker could correct robot behaviour in
specific areas (e.g. worker telling a robot not to use a certain aisle due to obstacles beyond
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the sensing range of the robot), while as a bystander, the worker will need to possess a
minimum understanding of robot behaviour since they are both co-existing in the same
workspace.
In their survey of HRI [12], in addition to considering the user roles defined in [11],
Goodrich et al. further separate interaction into two general categories: remote interactions
when the human and robot are separated spatially/temporally, and proximate interactions
when the human and robot are co-located. Furthermore, they identify five attributes that
robotics designers can vary to affect HRI:
• level and behaviour of autonomy,
• nature of information exchange,
• structure of the team,
• adaptation, learning, and training of people and the robot,
• shape of the task.
These five dimensions are then summarized by the concept of dynamic interaction, which
includes time- and task-varying changes to the above. Our work is primarily focused on the
second and fourth attributes of dynamic interaction, as we are trying to better understand
the requirements leading to a robotic system that can easily and effectively learn users’
preferences with regards to its behaviour.
Based on these taxonomies, we can identify several elements that are important for
designing human-robot interaction systems, including the type of users and the tasks and
capabilities that are best performed by each user type, and the level of autonomy possessed
by the robotic system. Additionally the interaction with the robot system is also affected
by the level of adaptation, and learning between users and the robot.
2.2 Performance Metrics
In this section we present existing work dealing with the measurement of performance in
robotic systems. Due to the large variety of robotics use-cases and component technologies,
it is difficult to identify fully generalizable metrics. One solution to this problem involves
the creation of standardized tasks and scenarios, something that is most commonly seen
with urban search and rescue robots [13]. Alternatively, the HRI problem can be broken
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into sub-components, and applicable metrics can be found across each component. We will
first discuss metrics built on top of taxonomies, followed by taxonomy-independent metrics
based on the separate robot, human, and overall system performance of a robotic system.
For example, Steinfeld et al. [13], identify five categories of robot tasks for which
common metrics were proposed: navigation, perception, management, manipulation, and
social. For the navigation task, the authors propose measuring the effectiveness (e.g.
percentage of tasks completed, coverage area, deviations, avoided obstacles, etc.), and
efficiency (e.g. time to task completion, operator time, etc.) related to completing the
task. In terms of management, Steinfeld et al. suggest measuring the number of robots that
could be effectively controlled by a human, as well as identifying failures due to autonomy
discrepancies. Finally, regarding the social aspect, it is suggested to keep track of the
interaction characteristics (e.g style, social context), as well as the level of persuasiveness,
trust, engagement, and compliance of the robot.
Alternatively, to make metrics taxonomy-independent, HRI performance can be inves-
tigated based on the following three aspects: system, human, and robot.
System performance primarily deals with the effectiveness of the robot-human team.
One common way to measure it is to determine the task-specific performance (i.e. does
the system succeed in accomplishing its task) [13, 14]. However, Steinfeld et al. argue that
task-specific performance can be misleading in certain situations, as it does not take in
consideration the autonomy of the system [13]. For example, a scenario can be envisioned
where a robotic system is designed to be fully autonomous, though in reality it fails a
certain percent of the time, requiring the human operator to pick up the slack. Looking
at just the overall task success rate would then hide the autonomy failure for which the
human compensated, as there would be no way of knowing if a success was due to perfect
autonomous operation (i.e. a true success of the full robot autonomy), or due to the
human intervention (i.e. a failure of what should be full automation). In addition to
quantitatively measuring performance, subjective ratings can also be used to assess the
system performance [13].
Several aspects of operator performance exist, and although many of them were initially
developed in the context of aircraft operations [14], they have since been applied widely
to many situation dealing with human performance. Amongst these, situational awareness
(SA) -generally measured through the Situtation Awareness Global Assessment Technique
(SAGAT) [15]- has been found to be of critical importance to operator performance in
robotics [16, 17]. In addition, SA is also affected by the autonomy and interaction with
the robot [18], as increased robot autonomy makes it easier for a human to lose situational
awareness, linking operator performance with robot performance. Workload -often mea-
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sured through the NASA-Task Load Index (NASA-TLX) [19]- is another factor that affects
human performance [20, 13], with higher workload leading to a decrease in a user’s SA.
The accuracy of mental models of device operation, such as design affordances, or operator
expectations can also impact human performance [13]. By developing interactions and
interfaces that mimic the mental models that humans have of a robot, they avoid having
to perform any mental transformations reducing the cognitive load [13, 21, 22].
With regards to the robot’s performance during HRI, Steinfeld et al. propose mea-
suring a robot’s self-awareness (i.e. knowing when to involve a human in its operation),
human awareness (i.e. being aware of humans and/or their commands, expectations, con-
straints, and intent), and autonomy (i.e. a robot’s ability to function on their own) [13]. A
robot’s performance can also be ascertained by measuring the complexity of it’s operating
environment [23, 24]. In [25, 26, 27, 28] it was suggested that complexity be determined
by approximating the branching factor and amount of clutter in the environment. The
work of [24, 29, 30] proposes a technique rooted in information theory to determine the
robot operating environment, with [24] measuring entropy based on obstacle density, while
[29, 30] used the number of accessible neighbours at every location in the motion graph.
Additionally, [30] proposes a secondary complexity measure based on the distribution of
obstacle types and the compressability of the environment. In [31], the measurement of
complexity was extended from a binary distribution of local obstacles to a continuous one,
enabling the use of dynamic obstacles.
As there are no standardized tasks or scenarios for material transport tasks, the focus
of our work will be on generating component-based metrics. As part of this, we consider
both taxonomy-dependent approaches (as our task is ultimately one of navigation), as
well as taxonomy-independent approaches where we can look at robot- human- and joint-
performance separately.
2.3 Task Specification
In this section1 we present existing work related to task specification. We first discuss
related work on obtaining specifications from experts, followed by related work on specifi-
cation revision. Finally, we examine existing research on active preference learning. This
section is pertinent to the active preference learning system employed in Chapter 6, where
we attempt to revise user specifications to improve robot performance.
1Adapted from [9]
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2.3.1 Specifications Obtained From Experts
First we review methods for task specification where an expert operator specifies a robot
task by either defining reward functions, providing optimal demonstrations or using a
specification language.
In the first method, reward functions are used to describe the high-level behaviour
for the robot, which then learns the appropriate policy using reinforcement learning (RL)
[32, 33]. A user defined reward function maps the system states to a numerical value,
expressing how desired that state is. This reward function corresponds to a high-level
specification for how the robot should behave; through RL the robot then finds a policy
that maximizes the reward. RL has been extensively studied as a tool to realize a high
level description of a robot’s behaviour [32]. For instance, [33] and [34] apply RL in the
domain of mobile robots and robots competing in soccer games. In both examples the
reward function is designed by a human expert. The practicality of RL approaches has
also been investigated in field studies [35]. However, specifying reward functions usually
requires a high level of expertise and can be unintuitive.
The field of learning from demonstration (LfD) uses expert demonstrations for robot
programming [36, 37]. Applications range from high-level task specification [38] to the
definition of precise actions such as grasping [39] or manipulation trajectories [40]. A
common technique in LfD systems is inverse reinforcement learning (IRL) [41]. The setting
is similar to RL; however, the reward function is unknown. When using IRL in LfD, the
objective is to learn how the robot should behave. Demonstrations are provided by a human
expert; it is assumed that the human maximizes an internal reward function [42, 41]. From
multiple demonstrations the learning system tries to recover that reward function in order
to imitate the behaviour. The reward function is often modelled as a linear combination
of pre-defined features; the problem then consists of learning the weights for all features
[42]. However, in practice LfD faces challenges when demonstrating the desired behaviour
requires a high level of expertise [43] or a large number of examples [44].
Specification languages such as linear temporal logic (LTL) [45] allow for abstract spec-
ifications, for instance ”First, visit region A and B, then go to C and finally visit D”. In
order to reduce the burden on the user, [46] proposes a GUI for LTL mission planning,
while [47] designs a framework for using natural language to provide LTL specifications.
This relates to the IRL problem at the core of the work in [9] (used in Chapter 6)
where we want to learn a user’s cost function for the constraints they specified, i.e., their
importance, thereby improving robot performance. Any path that is generated between
the start and goal location could be described by a set of features, including ones that
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describe the violation of constraints. Then, learning about the importance of constraints
is analogous to recovering a user reward function based on these features.
2.3.2 Revision Of Specifications
The second approach takes into consideration that demonstrations and specifications –
especially when provided prior to the robot executing the task – might be sub-optimal. In
the field of LTL, the works of [48] and [49] both revise an initial specification if it leads
to sub-optimal outcomes or is infeasible. In a general motion planning problem on some
configuration space with spatial obstacles, [50] considers the case when no feasible path
exists. The minimal constraint removal problem then finds the biggest subset of obstacles
such that a feasibility is re-attained.
The concept of revising initial specifications is also applied to LfD. The work of [51]
automatically segments the tasks and then efficiently asks for additional demonstrations
when needed. Moreover, [52] focuses on failed demonstrations. Instead of imitating the
human, the learning system tries to avoid repeating the mistakes the operator made.
In a comparable fashion, in the procedure presented in Chapter 6, we receive a set of
constraints from a user. Then, using the learning approach developed by Wilde et al. in
[53], we initially set high weights for all constraints such that the resulting path respects
all user constraints to yield an initial specification. However, we assume that such a path
might not necessarily be optimal, as some constraint violations might be allowable, short-
ening the path length. The user agreeing to the violation of a constraint can be thought
of as relaxing the constraint in question, leading to a revised specification. Due to the
constraint relaxation, this revised specification is hypothesized to exhibit improved robot-
performance, something that could be shown by our metrics.
2.3.3 Active Preference Learning
More recently, research has focused on defining the desired behaviour of a robot inter-
actively [54, 55, 56, 57, 44, 58]. In active preference learning, users are presented with
possible solutions for a defined problem. When they choose between alternatives, the
autonomous system learns about their preferences and iteratively improves its strategy.
Interactive task specification addresses several drawbacks of the previously discussed tech-
niques. For instance, asking a user for demonstrations is not always desirable, as human
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demonstrations can be infeasible, e.g. in swarm robotics [59], difficult to provide [54, 41],
the amount of necessary demonstrations may be prohibitively large [44] or the demonstra-
tion itself requires a high level of expertise [54]. Providing rich and precise specifications
prior to a robot executing a task might also be challenging and more prone to inaccuracies
[41]. Interactive task specification also improves ease of use by reducing the information
required from the user up front. Instead of asking the user for a complete specification in
the beginning or demanding numerous demonstrations, robot tasks can be learned in an
iterative, interactive way.
The work of [57, 44] addresses these challenges by integrating user feedback into RL sys-
tems. Also focusing on RL for autonomous robots, [60] investigate how different interactive
learning algorithms are accepted by users and show that users perceive action advice as
more effective than action critique in a study with 24 participants. [44] apply user interac-
tion to RL. Instead of using human feedback as a reward function, users are asked for their
pair-wise preference for possible trajectories. This allows to drastically reduce the amount
of necessary user interaction.
Recently, numerous contributions to interactive task specification have been made in
the field of active preference learning, combining techniques from preference elicitation
[61, 62] and active learning [63, 55]. The problem of preference elicitation considers a
set of hypotheses, tests and outcomes. By performing tests, some hypotheses become
inconsistent with the observed outcomes and are rejected. This can be applied to a robot
task specification: Hypotheses are possible reward functions of the user. Tests correspond
to presenting the user with alternative solutions based on these reward functions, while
observations are the user’s selections. The user’s internal reward function is then learned
by iteratively ruling out reward functions that become inconsistent with the user’s choices.
Active learning allows the learner to decide what query, i.e., what set of alternative
solutions the user is presented with next. [54] present a framework where experts rank the
performance of a demonstrated grasping task.
In [55] and [64], trajectories for a dynamical system are presented to the user, who then
chooses one of two alternatives. Iteratively, weights for trajectory features are learned and
an optimal solution is found. [55] validate their work in simulation and in a small user study
(10 participants). In both experiments the user model is based on 5 predefined features.
While the simulations demonstrated the convergence of their algorithm over 200 iterations,
the user study showed subjective improvements over 10 iterations. The subsequent work
of [64] with richer user feedback is supported by another study with 10 participants that
interacted with the learning learning system for 20 iterations.
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The framework of Wilde et al. used in Chapter 6 is based on active preference learning.
Through it, we query the user about their preference for alternative paths and learn about
the importance of user constraints from their feedback. However, in our case the set of
hypotheses is the set of all possible paths between the start and goal, which is not directly
given. When planning on a graph, finding the set of all paths from start to goal is known
to be a #P-complete problem [65]. Other work in the field of active preference learning
often focuses on user preferences about the robot’s behaviour itself, e.g., [55]. In contrast,
we consider user preferences about the environment the robot acts in. Moreover, in the
scenario presented in Chapter 6 we have explicit prior information about the user’s prefer-
ences. We assume they follow two objectives: minimizing time and only allowing constraint
violation when sufficiently beneficial. This may allow us to design strategies for presenting
the alternative paths that are either greedily maximizing the potential information gain or
that are likely to be accepted by the user, resulting in significant improvements in robot
performance.
2.4 Summary
This chapter provided an overview of related work on user interaction modalities, perfor-
mance metrics, and various forms of task specification. We identified multiple taxonomies
used in classifying user interaction, classifications that can, in turn, help us understand the
requirements of good interaction schemes. These taxonomies can then be used to design
metrics that are applicable across each category of a taxonomy. Alternatively, taxonomy-
independent metrics can be created, where the robot, human, and system performance is
assessed separately. We presented a variety of ways to specify tasks to a robotic system,
including that of active preference learning which is the category that the approach used




Part of the work presented in this thesis uses the work of Wilde et al. in [53], which
develops an approach for learning user preferences for complex task specifications through
human-robot interaction. As such, in this chapter a more detailed overview of the work is
provided to aide in fully understanding this thesis.
The work of Wilde et al. considers the problem of navigating through a known en-
vironment, where a user has specified the robot task by applying a set of constraints on
allowable robot behaviour. These constraints however can greatly impact the performance
of the robotic system, and may not all be considered equally important by the user. As
such, a user-on-the-loop method to learn the user’s preference regarding these constraints
is developed. The algorithm works by generating an initial set of solutions, and then it-
eratively generating alternative paths, which are then presented to the user, who is asked
to provide feedback on these paths. It is assumed that users have a hidden cost for each
constraint, which expresses the time benefit for which a violation will be accepted. By
iteratively prompting the user with alternative paths and requesting their feedback, the
algorithm learns the range that the hidden costs lie in, ultimately approaching a unique
solution for the shortest path problem, and thus sufficiently learning the user preferences.
The problem has the following inputs:
• A single weighted strongly connected multi-graph G′ = (V,E,Ψ, t) which represents
a robot’s motion in an environment, where V is the set of vertices, E is the set
of edges, the function Ψ associates each edge with an ordered pair of vertices, and
the function t describes the traversal time for all edges. Parallel edges in the graph
express different traversal speeds (i.e. different traversal times).
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• A user specification consisting of n user constraints Γ = {γ1, γ2, ..., γn}. Each con-
straint is defined as the pair (Ei, wi), with Ei ⊆ E, and wi is a constant in R≥0
defined for all edges in Ei, which represents the weight of user preference in units of
time.
• A start and goal vertex, vstart and vgoal, each in V .
When the hidden weights wi are known, G
′ and Γ can be combined into a doubly





To simplify the graph above, all parallel edges where w(e) = 0 are deleted, with the
exception of the one with minimal traversal time t. The goal is then to find an optimal





w(e) + t(e) (3.2)
where w captures the increase in completion time that the user is willing to allow to satisfy
the constraint. By picking an estimate for all wi, the graph G collapses to a singly-weighted
directed graph, where the shortest path can be efficiently computed. The effective goal of
the approach is to find estimates for all constraint weights w, such that the corresponding
path is optimal based on objective 3.2.
Using the above problem setup, Wilde et al. illustratively outline the procedure for
learning user preferences in Figure 3.1. Given the problem inputs described above, a path
P (ŵ0) from vstart to vend, and that does not violate any user constraints is assumed to
exist and is found. In each iteration, the path that received the best user feedback in the
previous iteration (denoted by P best, and initially set to P (ŵ0) is selected and executed.
The system then generates alternative paths based on the learned user-preference weights
w, and presents these alternative paths alongside P best to the user for feedback. Once
the user provides the requested feedback, the system updates its knowledge of the user-
preference weights. The iterative process continues until either w is sufficiently learnt, or
the system reached the maximum number of user interactions J .
The algorithm based on Figure 3.1 is presented as Algorithm 1. In line 1, the feasible
space of weights (defined as a polyhedron of the form A ≤ b) is initialised with a finite
upper bound wmax, which is also used to initialize wbest and to find the corresponding path
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Figure 3.1: Flowchart of the learning process. j denotes the single iteration, J is the
maximum number of user interactions. [1]
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Input: G′, Γ, J , k
Output: ŵbest
1 Initialize A, b, ŵbest, P best, and W = ∅
2 for j = 1 to J do
3 Wnew ← π(A, b, k,W ,wbest)
4 if Wnew = ∅ then
5 return ŵbest
6 end
7 Compute paths P 1,...,P k for all ŵ ∈ Wnew
8 Get user feedback uj for paths P best, P 1,...,P k
9 Update A and b based on uj
10 Choose ŵbest as the element from ŵbest ∪Wnew with the best user feedback,
P best = P (ŵbest)
11 W =W ∪Wnew
12 end
13 return ŵbest
Algorithm 1: Algorithm to learn new user weights[1]
P best. In lines 3-5, k new weights are found according some admissible policy π that maps
from (A, b, k,W,wbest) to a set of k weights W new. The policy is admissible if each of the
new weights lay in the feasible weight space, and they are not equivalent to any previous
weights in W , or any other weights in Wnew. In lines 6-7, the alternative paths for each
weight in Wnew are computed, and then presented to the user alongside P
best. The user
feedback is then used to update the feasible space (line 8), and the path with the best user
feedback (line 9). Finally, all of the new weights are added to the set W .
Wilde et al. propose two policies in their work. In the first policy, dubbed πvertexSearch,
and presented in Algorithm 2, they use depth first search (DFS) to search the weight
feasible space, starting at the previously best solution ŵbest. The feasible space can be
represented as an unknown graph, whose vertices are the extreme points of a polyhedron,
and are connected together through its edges. In line 5 and lines 8-12, the neighbouring
vertices are explored, a step that is computationally inexpensive and is similar to the pivot
step in the simplex algorithm for a linear program. In lines 6-7, if a new vertex is found,
it is added to Wnew. The πvertexSearch algorithm stops when either k new vertices have
been found, or when the DFS has either exhausted all vertices or reached a maximum
number of iterations. However, this policy has the drawback of potentially exhausting an
exponentially growing graph, leading to the need of a heuristic policy that would take into
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account information from the shortest path problem. This policy, named πminSearch, and
illustrated in Algorithm 3, always attempts to minimize the weights in the current feasible
space. It does so by first finding the minimal feasible weight, and adding it to Wnew if
the weight is not equivalent to any previous weights (lines 2-4). If the weight hasn’t been
previously found and k = 1, the algorithm terminates. Otherwise, the algorithm proceeds
by inverting the search direction of all constraints violated by the path obtained from the
minimal weight (line 7-11), and then uses the new search directions to generate new weights
(line 13-15). If after all this, the heuristic has been proven to be unsuccessful, we revert to
using the initial πvertexSearch policy.
Input: A, b,k, W , ŵbest
Output: Wnew
1 Initialize set Wnew = ∅, openList = {ŵbest} and maximum iterations imax
2 for i = 0 to imax do
3 if |Wnew| = k or openList is empty then
4 return Wnew
5 end
6 w̃ = openList.pop()
7 if w̃ is not equivalent to any ŵ ∈ Wnew ∪W then
8 Add w̃ to Wnew
9 end
10 if w̃ is not labelled as discovered then
11 Label w̃ as discovered
12 end
13 for all w′ ∈ getAdjacentVertices(w̃) do






Algorithm 2: Algorithm for policy that finds new weights using DFS [1]
This leads to an algorithm that allows for the learning of user preferences in the context
of robot navigation through a known environment, augmented with a set of known user-
defined constraints of hidden cost.
To enable the specification process, and the subsequent preference learning process, we
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Input: A, b,k, W , ŵbest
Output: Wnew
1 Wnew = ∅
2 ŵ =min1Tw s.t. Aw ≤ b
3 if ŵ 6∈ W then
4 add ŵ to Wnew
5 end
6 if |Wnew| = k then
7 return Wnew
8 end
9 newSearchDirections = ∅
10 for γi where φi(P (ŵ)) > 0 do
11 c̄ = c
12 c̄i = −1
13 add c̄ to newSearchDirections
14 end
15 for c̄ ∈ newSearchDirections do
16 w̃ =minc̄Tw s.t. Aw ≤ b
17 if w̃ 6∈ W then
18 add w̃ to Wnew
19 end




24 W ′ ← πvertexSearch(A, b, k − |Wnew|,W ∪Wnew, ŵ
25 return Wnew ∪W ′
Algorithm 3: Algorithm for policy minimizing new weights[1]
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first have to design an interface which implements these functionalities. That process is




The first objective of this research was the development of an application that could be used
to capture a user’s set of constraints on robotic behaviour. To create an effective interface,
we first characterized the type of constraints to be captured, and the type of interaction
that would best serve the creation of these constraints. Next, we analyzed findings from
related work to extract design guidelines. Finally, the interface was implemented and
validated.
4.1 Interface Specification Derivation
In this section, we derive the interface specifications that were used to design the user speci-
fication interface. The objective of the interface was to allow users to specify constraints on
robot behaviour. Since the focus was limited to industrial robotics, specifically warehouse
transport robotics, the majority of constraints were deemed to be area-based and planar, as
industrial robots operate primarily on flat ground. Based on consultations with Clearpath
Robotics, our industry partner, we determined that examples of these constraints could
include directional constraints, speed constraints, or traffic preference constraints. We fur-
ther assume that the environment in which the robot is operating is known ahead of time.
During our consultation we learned that while some areas of the environment might see
some small changes, the overall structure remains static, as this consistency helps with the
retrieval and transportation of items. We also assume that the easiest way to specify con-
straints is by graphically marking them on the provided environmental map, an approach
that has been previously implemented by systems focused on aerial robotics, where users
are interested in designating ”No Fly”, or ”Loitering” areas.
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An early hypothesis regarding user specifications was that users will generally not be
capable of creating efficient specifications, and as such, a method to improve specifications
would be required. Towards that end, Nils Wilde, a PhD candidate, was focused on
developing an interactive preference learning system that seeks to infer the importance that
users place on their constraints. To avoid increasing user mental workload by having them
interact with several applications, we decided to implement the preference learning system
alongside the specification process such that users would interact with a single application.
For the same reason, we decided that all study questionnaires to be conducted as part of
the same interface.
We therefore derived the following functional requirements for our interface:
1. Floormap Visualization: Receive map file (i.e. occupancy grid file) and display a
top-down view of the environment.
2. Specification Phase: Ability to create an initial specification that allows the user to
create planar area-based constraints.
3. Learning Phase: Ability to perform interactive preference learning, allowing us to
revise specifications, thereby improving robot performance.
4. Questionnaire Phase: Ability to run within and post-study questionnaires gathering
performance-assessment and usability data.
4.2 Interface Guidelines
Although every robot needs an interface, and graphical user interfaces(UIs) have been
widely used in interacting with robots, few papers discuss the choices behind the interface
designs, and even fewer still investigate their usability. Determining what makes a good
interface is further complicated by that fact that UIs are related to the functionality and
goals that the robot is trying to achieve, and few areas of robotics have standardized
scenarios and tasks.
One research area with standardized scenarios and tasks is Urban Search and Rescue
(USAR), for which several robotics competitions were created (e.g. AAAI/RoboCup Robot
Rescue Competition, DARPA Robotics Challenge). These competitions allowed for multi-
ple independently-engineered robotic systems to be graded against the same set of tasks.
This permitted researchers to perform comparative analysis between the user interfaces
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employed by the competing teams, leading them to identify several guidelines in creating
effective UIs. Based on the systems observed at the RoboCup Robot Rescue Competition,
Yanco et al. identified the following guidelines to creating effective interactions/interfaces
[66]:
1. Utilize a single monitor
2. Avoid small video windows
3. Avoid window occlusion
4. Use one robot to view another when possible
5. Design for the intended user, not the developer
At the DARPA DRC trials, Yanco et al. identified additional guidelines for effective
interfaces/interaction [67]:
1. Increase sensor fusion
2. Decrease the number of operators
3. Decrease the amount of operator input needed to control the robot
4. Don’t separate the robot into legs and arms
5. Plan for low bandwidth
6. Design for intended users
Following the DARPA DRC Finals, additional guidelines were created by Norton et al.
based on the experiences of the teams observed [68]:
1. Balance operator and system capabilities to effectively perform the task
2. Keep operator in the loop
3. Maintain operator awareness of robot state, and use reliable and consistent control
methods
4. Duplicate sensor fusion displays using different perspectives
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5. Allow time for operator training and specialization
While these lessons were obtained from the analysis of teleoperated robotics systems
focused on USAR, most of them can be interpreted as a series of best-practices and applied
to robotics interfaces in other domains.
Another source of guidelines for our interface comes from various commercial aerial,
and mobile industrial robotic platforms [69, 70, 71, 72]. Commercial offerings from aerial
robotics (drone) companies generally provide the user a map-centered view of the robot
and its systems. In their most simple forms, these interfaces display a map of the robot’s
surroundings, on top of which is overlayed the position of the robot, and information
about its tasks. The operator interacts with the robot by marking areas of the map with
the desired task or behaviour for the robots. For example, in the construction industry,
an operator might designate areas on the map to be surveyed and mapped, letting the
robot decide how to efficiently do that, or they could indicate specific goal locations and
orientations for the robot to fly to and survey. These types of interfaces are also similar
to the one employed by Clearpath Robotics as part of their OTTO warehouse-transport
system. The OTTO interface enables operators to control robots by creating various
constraints on their behaviours (e.g. directional constraints, speed constraints, stop signs,
etc.) covering specific areas of the map. In current industrial practice such rules for robot
behaviour are designed by trained personnel [73].
4.3 Interface Implementation
Considering the properties of effective interfaces identified by [66, 67, 68], and existing
interfaces for commercial systems [69, 70, 71, 72], we now describe the implementation of
our robotics interface. We chose to develop our interface using the ROS ecosystem, with
the interface consisting of a plugin for the Robot Visualisation (RVIZ) package, which
provided two major advantages: single interface to be used on physical and simulated
robots, and ability to use various packages in the ecosystem to easily generalise to different
robot platforms and environments. Implementing the base Floormap Visualization that is
underlying the rest of our interface was made simple due to the existing ecosystem, which
already contained occupancy grid viewing capabilities. Existing functionality also allows
for the drawing of ”marker” elements on the map (e.g. lines, arrows, points).
Moving on to the Specification Phase interface, overall its design is very similar to the
OTTO interface. Our interface (seen in Figure 4.1) is split into two sections: tag cre-
ation/overview panel, and the map-view panel. The map-view panel presents an operator
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Figure 4.1: GUI of Specification Phase
with an occupancy grid floor map of the environment, that encodes free and occupied en-
vironment space. The tag creation/overview panel allows the operator to create behaviour
constraints by selecting the constraint type, filling in any required metadata, and then des-
ignating its location and area on the map-view. Additionally, this panel also provides an
overview of all existing constraints. Examples of constraints include directional constraints
(e.g. roads, where movement is allowed in one direction, but not the opposite), temporal
constraints (e.g. stop signs), speed constraints (e.g reduced speed zones), or positional
constraints (e.g. restricted zones). This UI design results in the full interface only taking
up a single window, with no portions of the UI occluded by other parts of it, decreasing
the workload involved in keeping track of various aspects of the system.
Once the user is satisfied with their initial specification, they can proceed to the Learn-
ing Phase. The Learning Phase interface (Figure 4.2) maintains the two panel arrangement,
however the tag creation/overview panel is replaced by the learning panel. The learning
panel presents the operator with two pieces of information about the paths to be compared:
time duration, and list of violated constraints. The paths are also added to the map-view
panel, and the operator can highlight each path (and their violated constraints) from the
learning panel. Based on the information provided about each path, the operator makes
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Figure 4.2: GUI of Learning Phase
their preference known to the system. Maintaining the same map-view panel from the
Specification Phase, ensures that the user is already accustomed with the interface and
will not need time to get reacquainted.
The third component of the system is the Questionnaire Phase, which presents the user
with a pop-up window directing them to answer several sets of questions. For example,
Figure 4.3 depicts one of the post-study set of questions presented to the participants in
the study conducted in Chapter 6. The Questionnaire Phase interface can also be invoked
throughout the Specification and Learning phase to ask the user any specific Specifica-
tion/Learning questions. For example, in our study implementations, we have several
questions that are asked once the user finishes each of the Specification and Learning
phases.
Having described the interface employed in obtaining user specifications (and revisions
if applicable), we now turn our attention towards developing a set of metrics to assess the
quality of a specification, which is the focus of the next chapter. These metrics are used
on the initial specification, as well as on revised specifications obtained through the active
learning process.
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This chapter1 describes the initial development of metrics to be used in quantifying user
specifications. Towards that goal, we first introduce and discuss the metrics capturing
the positive and negative effects of specifications. This is followed by a description of a
preliminary user study focused on obtaining a set of user-created specification that would be
used to test the proposed metrics. The final sections analyze the results of the preliminary
study and summarize the findings used to guide the subsequent user study described in
Chapter [ref].
5.1 Metrics Description
We now describe the metrics used to evaluate the quality of a given specification, which
is the set of user-created behavioural constraints. We propose three metrics: Entropy,
Shortest Paths Coverage Area (SPCA), and Loss of Efficiency (LoE). The first two metrics
capture the positive effects of a specification, related to its ability to constrain robot
behaviour to be more predictable and better conform to user expectations. The last metric,
LoE, captures the negative effects related to the performance losses encountered by the
robot (in particular, the increase in distance traveled by the robot), due to the limits placed
on its behaviour. These metrics can be computed on any motion graphs that represent a
robot’s potential movement in the environment.
1A version of this chapter has been submitted in [8]
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5.1.1 Preliminaries
Consider motion graph G = (V,E,Ψ), where the function Ψ : E → {(v, w) ∈ V × V : v 6=
w} associates each edge with an ordered pair of vertices. Given a vertex v we call a vertex
w a neighbour of v if v is the start and w the endpoint of an edge in G. We denote the set
of all neighbours of v as N (v).
When a constraint is created, the costs of the appropriate edges covered by the con-
straint are affected. For example, consider the motion graph in Figure 5.1, where a Road
zone is placed from x3 to x1, and we set the Speedup factor to be equal to 2. This results in
decreasing the cost of the edges directed along the Road direction by the Speedup factor,
while edges directed in the opposite direction get deleted by having their cost set to ∞.
Edges whose vertices are not both within the Road zone get their costs increased by the
Speedup factor, discouraging the robot from leaving the Road too early.
5.1.2 Positive Effects
The primary intent of a user specification is to constrain the robot behaviour to make the
robot’s actions more predictable, and better align them with a user’s expectations.
In the context of warehouse robotics, increasing robot predictability primarily refers to
making it easier for workers to determine the paths that a robot will take during opera-
tion. This applies to both operator (supervisor) interactions during tag creation, and to
interactions the robot will have with warehouse staff (bystanders) while it navigates the
warehouse to accomplish its goals.
A second intent of a specification is to align the behaviour of the robot with user expec-
tations, which has a positive effect on the usage and effectiveness rate of the robots. This
is an important consideration, and in many cases, the existing alternatives to autonomous
mobile robots (i.e. AGVs and forklifts) are also typically constrained to operate on fixed
roads or to obey traffic rules, such that their behaviour generally matches user expectation.
Entropy
Yang and Anderson [74] proposed to use entropy to measure the complexity of an envi-
ronment, by quantifying the number of decisions that a robot has to make to traverse the
environment. We propose to use the environmental entropy to quantify how a specification
affects the complexity of the robot’s decision making. Following Yang and Anderson [74],
the entropy of a given node in the motion graph can be calculated using
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Figure 5.1: Examples motion graph generation for a vertex in a Road zone from left to
right. The edges modified at vertex X are in color. The edge between X and X3 is going
against the Road direction and is deleted (cost becomes infinite, highlighted in red). Edges
between X and X2, and X and X4 are edges leaving the Road ; their cost is increased
(highlighted in green). The edge between X and X1 is fully contained inside the Road, and





p(xi, xj) log2 p(xi, xj),
where given a node xi, xj is a neighbor of xi, and p(xi, xj) is the ”probability” of
the robot transitioning from node xi to node xj, i.e., traversing the edge (xi, xj). The
transition probability captures a localized view of the graph, as it assumes that at a first
approximation, transition decisions are based on the edge weights of each outgoing edge
from a given vertex. The following formula is used to calculate the transition probability








where p(xi, xj) is the probability associated with transitioning along the edge from xi to
xj, W (xi, xj) is the weight of the edge (xi, xj), and W (xi, xk) is the weight of the edge (xi,
xk), where xk is a neighbour of xi.
For nodes that have no neighbors (outdegree of 0), the entropy is zero, while for a node
where all outedges have an equal weight, the probability to move to any of them will be
equal, and the entropy of that node will be equal to 2. When the outedges do not all have
the same weights, entropy is reduced as the robot is more likely to traverse the higher
probability edge. As an example, consider the set of nodes presented in Fig. 5.1, where
we are interested in calculating the entropy of node x. In Fig. 5.1, nodes x3, x, and x1 are
part of a Road zone directed from left to right. Applying this formula results in p(x, x1)
being equal to 0.6, while p(x, x2) and p(x, x4) are equal to 0.16 and p(x, x3) is equal to 0.






where n is the number of nodes in the graph, H(xi) is the entropy of each node in the
graph, and H is the total entropy of the graph.
Shortest Paths Coverage Area
The second metric that captures the positive impact of constraints in a specification is
related to the area covered by the shortest paths with the minimum number of turns
between start and goal points.
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In an environment with no restrictions, there will generally be a large number of candi-
date shortest paths between two points. Adding restrictions on robot behaviour, however,
limits the number of shortest paths in the environment. By reducing the number of viable
paths between the start and end points, the area covered by those paths is then also po-
tentially reduced. A simple example are two rooms in an environment connected by two
separate hallways, resulting in two different paths between the rooms. Placing a No-go
zone on one of the hallways will result in only one path remaining between the two rooms.
There are two ways that the coverage area can be calculated and interpreted. The first
is to count the number of nodes that are traversed by any of the shortest paths. For this,




1, if xi ∈ P (s, g) for some s ∈ S, and g ∈ G,
0, otherwise,
which outputs 1 if the node xi is part of any of the shortest paths P (s, g). To obtain the
shortest paths coverage area, SPCA, of a specification, we sum up the result of the indicator





The shortest paths in the graph are found using Dijkstra’s algorithm.
In the second approach, we first compute all shortest paths for each s ∈ S and g ∈ G.
Let the number of such paths be m(s, g). Then the total number of shortest paths over
all tasks is M =
∑
s∈S,g∈Gm(s, g). Then, for each node xi, we let C(xi) be the number of





This quantity gives the fraction of shortest paths from S to G that pass through xi.
It is important to highlight that a robot will not necessarily pass through all of the
areas indicated by the shortest paths coverage, as the shortest paths coverage area is the
result of the union of individual paths, and the robot will only navigate on one of those
paths. We consider all possible shortest paths in the SPCA metric, since selecting among
the shortest paths is an additional optimization problem outside the scope of this work.
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5.1.3 Negative Effects
The negative effects of a specification aim to capture the drawbacks of constraining robot
behaviour. The major drawback of the user constraints comes from increasing the length
of shortest paths between start and end points compared to the baseline motion graph.
Loss of Efficiency
The LoE metric seeks to determine the relative increase in length of the shortest path
between a pair of points on the map between a motion graph obtained from a specification
and the baseline motion graph, using the following formula:
LoE(xi, xj) =
ds(xi, xj)− db(xi, xj)
db(xi, xj)
,
where xi and xj are two nodes of the graph, ds(xi, xj) is the distance between xi and xj
on the specification motion graph, and db(xi, xj) is the distance between the two nodes on
the baseline motion graph with no specifications applied. Where there is no path between
two nodes, the distance between them is set to be equal to n, the total number of nodes in
the graph, when calculating the Global LoE, and Inf when calculating the task LoE. This
calculation can be applied to a single task (a single pair of start and end positions), a set
of tasks, or to all pairs of nodes in the graph. Based on this metric, we can then calculate
the mean LoE of the entire specification.
5.2 Study Design
Following the development of the metrics, we now describe the design of a preliminary
study that would allow us to obtain user behaviour specifications, which would then be
used to test the previously introduced metrics. In this section we will first describe the
study scenario presented to participants, and then the study procedure.
5.2.1 Scenario Description
First, we describe the scenario employed in the study used to motivate the user in creating
a user specification. The scenario consists of a warehouse setting, where a robot is tasked
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with completing a simulated material transport tasks, which is to say that the robot will
move from a starting location to a goal location in the environment.
To begin the specification process, the user is provided with a floor plan of the scenario
environment, reproduced in Fig. 5.2, and a written description of the various elements
of the environment. As part of this description, it is indicated that there are three main
sections to the floor plan: the shelves area at the top, the central area, and the shelves
area at the bottom. The description continues to say that the two shelves areas contain
a grid of roads with wide vertical corridors that permit traffic in both directions, and a
narrow horizontal corridors where only a single direction of traffic can exist. Both shelves
areas are already used by forklifts, and as such pedestrian workers are used to working
alongside heavy machinery. Additionally, the bottom shelving area contains a Tech Lab,
which doesn’t allow for any heave machinery traffic due tot he nature of the items inside.
The central area is is described as featuring three sub-sections. The first two are the
side corridors, which link the two shelving area. These hallways are used primarily by
forklifts and other heavy machinery to move items between the two sides of the warehouse.
The third sub-section is the large opening in the middle. This area acts as a lobby and rest
area, and as a result it is much more populated by warehouse employees and other visitors.
This area also includes stationary elements including desks, chairs, vending machine, and
cupboards. Workers and visitors will only be present in this area during the day, and
evening shifts.
Additionally the three potential starting points, and three potential end points of the
material transport task are shown with green, and red circles respectively. Once introduced
to the environment, the robot will be required to move from any one starting point, to any
of the three end points.
5.2.2 Study Procedure
The study as described below was approved by the Office of Research Ethics at the Uni-
versity of Waterloo (ORE #22167).
Each study session took approximately 1 hour. During this time, participants were
asked to sign a consent form, after which they were briefed with an introduction and
overview of the study, and their tasks as participants. The participants then proceeded
consecutively through the following three stages: training, experiment, and post-study
questionnaire.




Figure 5.2: Map of the target environment. Empty space is in white and occupied space
is in black. The green dots represent the 3 possible starting locations while the red dots
represent the 3 possible end locations. The central empty area is the ”Lobby” of the
warehouse, while the two hallways to the left and right of the ”Lobby” are machine only
areas.
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Figure 5.3: RVIZ-based interface used in the study, showing an environment bearing a
large amount of constraints. Road constraints are shown in green, No-go in red, Preference
in yellow, and Targets in blue.
with the interface, and were introduced to RVIZ, Gazebo, and the constraints at their dis-
posal. They were then provided with hands-on time with the interface, being instructed to
create at at least one of each of the available constraints. Following that, the participants
were then asked to familiarize themselves with tele-operating the robot through the sim-
plified training environment. Participants were not given any time limits for their training,
and so it was up to them to inform us when they were ready to conclude their training.
During the experiment stage, participants were given a floor plan of the environment
(reproduced in Fig. 5.2), as well as a written scenario description intended to provide
context on the various areas of the map. The participants were then instructed to use
this information to create constraints that would ensure the robot could safely reach its
intended goals, from any of the three starting locations. Furthermore, it was indicated
that they could use as many constraints as they wanted, and that they should continue the
specification process until they were satisfied with their efforts. Once participants indicated
their satisfaction, they were then asked to tele-operate the robot from SP1 to EP2 in Fig.
5.2. The experiment stage of the study was terminated when the robot successfully arrived
at the EP2 location.
Finally, following the conclusion of the experiment stage, participants were asked to fill
out a questionnaire, and optionally expand on their answers verbally. The questionnaire
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Table 5.1: Questions contained in the questionnaire. To not overwhelm participants, only
one group of questions was shown at a given time.
Group Question Rating Scale Qualitative Description
How straightforward did you find the system to be? 1 → 10 Not straightforward at all → Very straightforward
How CONFIDENT were you in using the zone tagging environment? 1 → 10 Not confident at all → Very confident
How CONFIDENT were you in tagging the environment correctly? 1 → 10 Not confident at all → Very confidentA
How CONFIDENT were you in tele-operating the robot? 1 → 10 Not confident at all → Very confident
How WELL do you think you performed in using the zone tagging environment? 1 → 10 Performed very poorly → Performed very well
How WELL do you think you performed in tagging the environment correctly? 1 → 10 Performed very poorly → Performed very well
How WELL do you think you performed in tele-operating the robot? 1 → 10 Performed very poorly → Performed very wellB
How WELL do you think you specified the robot task? 1 → 10 Poor specification → Excellent specification
Prior to the study, did you have any relevant video game experience? Yes/No
When you tele-operated the robot, did you follow the specification you created? Yes/NoC
Why or why not? Text
I think that I would like to use this system frequently. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I found the system unnecessarily complex. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I thought the system was easy to use. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I think that I would need the support of a technical person to be able to use this system. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I found the various functions in this system were well integrated. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I thought there was too much inconsistency in this system. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I would imagine that most people would learn to use this system very quickly. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I found the system very cumbersome to use. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
I felt very confident using the system. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
D
I needed to learn a lot of things before I could get going with this system. Likert Scale Strongly disagree / Disagree / Neither agree nor disagree / Agree / Strongly agree
was split into two sets of questions. The first set asked the participants to assess their own
performance during the study, while the second set contained the standardized System
Usability Scale (SUS), which are questions regarding the usability of the system and the
ease/difficulty of using the developed interface. Both set of questions are shown in Table
5.1.
5.2.3 Hypothesis
We proposed the following hypotheses for the preliminary user study:
Hypothesis 1 (H1) Users create specifications achieving varying performance scores.
To validate Hypothesis 1, we apply the proposed metrics to the user-created specifica-
tions, identifying which users over constrain robot behaviour and fall short of achieving
performant specifications.
5.3 Results
As part of this study, we recruited 8 University of Waterloo students by email. Out of
these participants, 6 were undergraduate students, while 2 were graduate students. No
other user demographics data was collected.
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(a) Specification 2 (b) Specification 4 (c) Specification 5
Figure 5.4: Sample user specifications
5.3.1 Specification Variety
Even though the participants were provided with identical task instructions, a large variety
of specifications were observed, both in number of tags and in the area that they occu-
pied. The average number of tags contained in a specification was 23.12, with a standard
deviation σ = 11.31, and on average, tags covered 53.48% of the map (σ = 16.38%).
In addition to variations in the number and area coverage of tags, there was also a large
variety in terms of how the tags are configured and specified. In the example specifications
in Fig. 5.4, we can see that Roads differ in direction, coverage and the amount of overlap
between different Road zones. Similarly, the extents and locations for No-Go zones differ
between specifications.
The specifications indicated that the extent to which participants considered global
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Table 5.2: Mean and standard deviation values for each of the performance metrics
SPCA Entropy Task LoE Global LoE
190 (σ = 100) 551 (σ = 169) 16 (σ = 9) 4172 (σ = 1795)
performance (i.e., performance outside of the specified start and end positions) also differed.
The global performance of a specification would be useful if the robot were to perform tasks
other than the ones described in the study, or if the robot was disturbed and then had to
re-plan from an unexpected area of the environment. One example of differences between
the participants in terms of global considerations comes in the form of the No-Go tags that
some specifications have on the Lab Tech room, despite the fact that based on the robot’s
given task set, it should have no reason to navigate through that room.
The different specifications resulted in considerable differences in the performance levels,
as seen in Table 5.2, supporting Hypothesis 1. Note the mean and standard deviation
calculation for the Task Average LoE does not include the outlier specification observed in
Fig. 5.5 for reasons detailed in Section 5.3.2.
5.3.2 Task-specific Performance
We first analyze how participants traded-off between positive and negative effects for task-
specific performance, i.e., when only the performance on the specified task is considered.
The relevant metrics are the Task SPCA, illustrated in Fig. 5.7, and Task Average LoE
(increase in distance travelled for task completion).
Fig. 5.5 immediately indicates one large outlier, Specification 2. In this specification,
the robot cannot reach all of the end points from all of the starting points (e.g. EP3 from
SP3) which results in a score of infinity. Our LoE metric was able to identify the failure of
Specification 2, which was not immediately obvious by looking at Fig. 5.4a. The rest of
the specifications averaged a task LoE score of 17%, with three of them attaining a task
LoE score of under 10%. It should be noted that the three specifications with a low LoE
score have higher SPCA scores than the rest. In general, specifications that have a larger
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Figure 5.5: Average LoE versus SPCA. In this figure, the average LoE was calculated over
the 9 pair of start and end points that specified the robot task.















































Figure 5.6: Average LoE versus Entropy. In this figure, Average LoE was calculated over
all points in the map.
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5.3.3 Global Performance
Although participants were told of only one set of tasks that the robot needs to accomplish,
it is useful to examine how performance is impacted if a robot was required to solve
additional tasks using the same specification, or if disturbances forced the robot away from
paths connecting the task start and end points. Since we are interested in task agnostic
performance, Entropy and Global Average LoE will be used as the metrics representing the
positive and negative effects of a specification globally.
While a few participants created specifications with low levels of Task Average LoE, that
was not the case for General Average LoE. As Fig. 5.6 indicates, only one specification
obtained a relatively low Global LoE score(430%), while the rest obtained much higher
scores (average 4700%). This leads us to believe that participants did not generally consider
the global implications of their specifications, and that they primarily constructed them to
serve the sample task provided in the study. This is further evidenced by observing that
some specifications (e.g Specification 5) completely block the flow of traffic from the lower
side of the map to the top side in Fig. 5.2, which results in high efficiency losses.
At the global level, it can be difficult for a human operator to predict how even small
changes in the specification can affect the performance of the robot. This is seen in Fig.
5.6 with Specifications 2 and 4, where despite having similar entropy levels (predictability
of behaviour), there is a very large difference in their Global LoE values, which may not be
apparent by simply looking at the specifications (Fig. 5.4).
5.3.4 User Questionnaire
After completing the specification, the participants were asked to assess their task perfor-
mance.
The responses, comparing user assessment of their performance at specifying the robot
task against Task LoE, is shown in Fig. 5.8. Surprisingly, the three participants who
created the specifications with the smallest Task LoE scores, and thus the fewest negative
effects on performance, rated their performance below the average of the participants who
authored the high Task LoE specifications (7.3 versus 8.8 rating). While the participant
who created a specification that failed to meet the task objectives (Specification 2), rated
their performance slightly under the average rating of the top performers, their rating was
still high, despite failing to meet the robot task.
Since the users’ self-assessment ratings do not match their specification’s Task LoE






































Figure 5.7: Shortest Paths Coverage Area of 3 specs, illustrating the differences between
































Figure 5.8: The participants’ self-assessed rating of how well they specified the robot task,
shown against the Task Average LoE scores of their specifications
43
formance of their specifications. However, upon investigating how the users’ self-assessment
rating matches the Global LoE, we identified a similar relationship to that in Fig. 5.8. That
is, participants with a lower Global LoE rated themselves lower than participants with a
higher Global LoE. This indicates that it was difficult for participants to accurately rate
the performance of their specifications.
5.4 Discussion
Our results found that the choice of tags can have a large impact on the performance
and usability of the robot system, and that novice users who are unfamiliar with the
specification system may not be able to fully appreciate the impact of specification choices
on subsequent robot performance, as even small changes in the specification can lead to
different robot behaviour. An extreme example of this was seen with the one participant
who was unaware that they had created a specification that prevented the robot from
accomplishing its tasks. Our metrics were able to identify this failure. This indicates that
they could be used as a verification tool during the specification design process. However,
these results needed to be confirmed through studies with a larger number of participants.
These findings motivated the need for an interface that can guide users towards ob-
taining better specifications. Therefore, in the next stage of the research, described in
Chapter 6 we integrated the performance metrics with a preference learning system similar
to [53, 75]. Such a system would allow us to better align the behaviour of the robot with
user expectations while minimizing performance loss, based on the feedback obtained from
the user. In addition, it would also allow the user to better understand the effects that




Interactive Preference Learning User
Study
The work presented in this chapter1 builds upon the work presented in Chapter 5, and
in [53] (summarised in Chapter 3). In this chapter we present a system that integrates a
specification-creation interface with a learning approach that iteratively improves the robot
performance by modifying the specification based on user interaction. We then describe
the design of a user study that tests the proposed approach. The final sections analyze the
results of the user study, and summarize its findings.
6.1 Motivation
Besides showing the capabilities of the chosen metrics in describing the quality of a spec-
ification, the preliminary study also showed the difficulties participants faced in creating
efficient specifications, as well as the difficulty in accurately rating their own performance.
We also observed these difficulties at one of Clearpath Robotics’ OTTO training sessions
for robotics integrator personnel that I attended in the summer of 2017. The training
session is intended to teach industrial domain experts how to properly and efficiently set
up and deploy the OTTO robots in industrial facilities. The interface that Clearpath uses
for the OTTO robots inspired our interface: it allows an operator to create area-based
behaviour constraints on robot behaviour. Beyond constraint-specific metadata, each con-
straint also has one or more Weight data fields, which operators manually assign values
1A version of this chapter has been submitted in [9]
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to. By trial-and-error, the operator can then specify the behaviour that they desire from
their robots by modulating the weights of the constraints. Through our informal observa-
tion and discussion with participants and instructors, accurately setting weights to obtain
the desired behaviour was observed to be a time consuming process requiring significant
training.
To reduce the challenge for the operator and improve robot performance, in this chapter
we combine our preliminary interaction system with the preference learning system in [53],
incorporating the interaction/interface guidelines presented in Section 4. The preference
learning process is hypothesized to help in several ways: First, it reduces the disparity
between the robot’s actual behaviour, and the operator’s expectation of how the robot
should behave, as the combined system would ask the user which behaviour they pre-
ferred, and would automatically modify the underlying weights accordingly. Second, the
combined system would appropriately take advantage of the operator’s and robot’s skills
and capabilities, as the human operator is better able to understand the requirements of
the human world, while the robot is much better at determining where its operation is
inefficient and could be improved. Finally, the combined system would avoid the train-
ing time spent in learning the weight-to-behaviour connection, as well as the time spent
performing trial-and-error modifications to the weights with each new deployment.
6.2 Proposed Approach
6.2.1 Preliminaries
Using definitions from [76], a multi-graph is a triple G = (V,E,Ψ), where the function
Ψ : E → {(v, w) ∈ V × V : v 6= w} associates each edge with an ordered pair of vertices.
Given a vertex v we call a vertex w a neighbour of v if v is the start and w the endpoint
of an edge in G. We denote the set of all neighbours of v as N (v). Multiple edges are
allowed to connect the same ordered pair of vertices and are then called parallel. In our
problem we consider doubly weighed multi-graphs of the form G = (V,E,Ψ, c1, c2), where
c1 and c2 are independent weight functions, each associating a real number to each edge of
the graph: ci : E(G)→ R for i ∈ {1, 2}.
A walk between two vertices v1 and vk+1 on a graph G is a finite sequence of vertices
and edges v1, e1, v2, e2, . . . , ek, vk+1 where e1, e2, . . . ek are distinct. A path Pv1,vk+1 between
two vertices v1 and vk+1 is defined as a graph ({v1, v2, . . . , vk+1}, {e1, e2, . . . , ek}) where
v1, e1, v2, e2, . . . , ek, vk+1 is a walk. On a weighted graph, the cost of a path is defined
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as c(P ) =
∑
e∈P c(e). In doubly weighted graphs we define two costs c1 and c2 where
c1(P ) =
∑
e∈P c1(e), c2(P ) =
∑
e∈P c2(e).
Notation Vectors are written with bold, lower case letters, e.g., v, we address elements
of the vector with a subscript index vi. A superscript index v
i identifies a specific vector.
Sets are denoted by upper case letters (G), matrices as bold upper case letters (A).
6.2.2 Problem description
The proposed approach contains the following two components: First, having obtained a
user specification, we use an extension of the active learning technique introduced in [1],
to gain information about the importance of the user constraints, i.e., the user’s preference
between alternative paths. The technique is extended to allow its use with a multi-task
scenario. Following this, we apply the metrics proposed in [8] to evaluate the impact of the
specification, and show how the learning system improves the quality of the robot’s task
performance.
6.2.3 Learning user preferences
Problem setup
The learning system receives a description of the environment, the user specification and
a set of tasks. The environment is considered to be static and is represented as a weighted
strongly connected multigraph G = (V,E,Ψ, t). The weight t on the graph encodes the
time a robot requires to traverse an edge. We use parallel edges with different times to
model speed. We extend our previous work from [1] and consider a set of ordered pairs
{(s1, g1), (s2, g2), . . . } where si and gi are vertices on G. A single task consists of navigating
from a start si to a goal gi. On the environment map, the user specifies a set of constraints
Γ = {γ1, γ2 . . . , γd}. Each constraint γk is a pair (Ek, w∗k), where Ek is a subset of the edges
of G and w∗k is a hidden user cost for the constraint. Notice that a road on the interface
entails two constraints: A reward for using the road in the direction of travel and a penalty
for moving the wrong way. Consequently, a two way road maps to four constraints. To
incorporate the user specification, we create a doubly weighted graph GΓ = (V,E,Ψ, t, w∗).
For each edge e in GΓ the second weight w∗(e) is defined as the sum of all w∗k that belong
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to a constraint containing e. Our objective is to find paths P ∗i between all si and gi that





w∗(e) + t(e). (6.1)
The true user weights w∗k are latent, i.e., we do not ask the user to define w
∗
k during the
specification. Nonetheless, given estimates ŵk of the true user weights, we can also con-
struct a doubly weighted multigraph ĜΓ. Moreover, the weights are defined in units of
time, allowing us to pose the multi-objective optimization as an unweighted sum. To learn
about the weights, we can query the user. In a query we present them with a pair of paths
(P 1i , P
2
i ) for a selected start-goal pair (si, gi). Considering only pairs instead of more than
two paths at a time is motivated by reducing the burden on the user, as choosing between
numerous alternatives is more demanding [77].
Linear learning model
Given a specification of d constraints, the latent user weights can be be summarized as
a column vector w∗ ∈ Rd≥0. Furthermore, a path P is described by the time it takes to
traverse t(P ) and a vector φ ∈ Zd that indicates for each constraint γk ∈ Γ how many
edges in Ek are traversed by a path, i.e., φk(P ) = |E(P ) ∩Ek|. The cost of a path is then
written as C(P ) = φ(P ) ·w∗ + t(P ).
In our terminology we distinguish penalty and reward constraints. Penalty constraints
include the edges within an avoid zone, edges within a speed-limit zone where the traversal
time does not correspond to obeying the speed limit and the edges going against the defined
direction of travel in a one-way road. Reward constraints describe the edges that follow
the direction of traffic on a road. In our convention, φi takes positive values for penalty
constraints and negative values for reward constraints.
As w∗ is hidden, we initially only know that it is positive and finite; hence 0 ≤ w∗i ≤
wmaxi for sufficiently large values w
max
i . For the penalty constraints, w
max
i is set to the sum
of all ti for all edges ei on the graph G. On the other hand, the rewards for following roads
require a tight upper bound to avoid negative cycles. Let γi be a constraint containing
edges that follow a road. To obtain the upper bound we choose the length of the shortest
edge in the constraint, denoted by tmini . Further, we subtract a small discount such that
a path planner breaks ties in favor of paths using fewer edges: wmaxi = (1 − ε)tmini where
0 < ε 1.
Let P i and P j be two paths. If the user prefers path P i it implies that C(P i) ≤ C(P j).
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We can write this as a half-space in Rd containing w∗
{w ∈ Rd≥0|(φi − φj)w∗ ≤ tj − ti}. (6.2)
Thus, obtaining user feedback allows us to iteratively learn inequality constraints on
the user weights. We write the intersection of the learned half-spaces as a polyhedron
F = {w ∈ Rd≥0|0 ≤ wi ≤ wmaxi , Aw∗ ≤ b}, (6.3)
which we refer to as the feasible space. In [1] we have shown that the feasible space shrinks
whenever new user feedback is obtained.
Equivalence Regions
Finally, if a path is optimal with respect to equation (6.1) for two different vectors of
weights wi and wj, we call wi and wj equivalent. This implies that there exist different
possible weight configurations that are indistinguishable for the user in our setting, as the
corresponding paths are equal. Consequently, we call a set of weights where all elements
are equivalent to one another an equivalence region. This implies that we do not need to
exactly determine w∗; it is sufficient to find an estimate ŵ that is equivalent to w∗. The
notion of equivalence weights and the resulting discretization of the weight space is key for
the convergence of our algorithm, as shown in [1]. In each iteration we pick a weight from
the feasible space that is not equivalent to a weight with a corresponding path that has
been previously presented to the user. Thus, each user feedback allows us to remove at
least one equivalence region from the feasible space. The algorithm terminates if all weights
in the feasible space lie in the same equivalence region, i.e., all remaining feasible weights
are indistinguishable to the user. As the number of paths and therewith the number of
equivalence regions is finite, our algorithm finds the optimal solution in a finite number of
iterations.
6.2.4 Multiple tasks
We now detail how to extend our previous work to multiple tasks. In [1], the robot was
required to traverse between only one start and goal, i.e., we considered only one task at
a time. We now consider a set of points of interest in the environment yielding multiple
start-goal pairs. In a multitask scenario, we learn about the constraints in each interac-
tion round by obtaining feedback for a single task. We can combine the information from
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multiple rounds by intersecting the feasible spaces of all individual tasks. This leads to
a passive learning effect: Obtaining feedback about a task (s1, g1) potentially affects the
learning for another task (s2, g2), as some weights corresponding to paths for (s2, g2) might
no longer lie in the feasible space.
Further, we discuss how to choose a new pair of paths that we present to the user. First,
we consider a single start-goal pair. In our framework, we iteratively improve the robot’s
path. Initially, we pick a path P 0 that is optimal for wmax. Hence, P 0 follows the user
specification, i.e., it does not violate any avoid - or speed -zones, does not traverse roads in
the wrong direction and uses roads as much as possible. In each iteration we then present
the user with the current best path and one alternative. If the user prefers the alternative
it becomes the new current best path P best. In [1] we presented two policies for finding
a new alternative path, πvertexSearch and πminVertex. Both perform a local search over the
vertices of the current feasible space, similar to the pivot step in the simplex algorithm.
While πvertexSearch starts at the weight of the current best path ŵ
best, its variation πminVertex
starts at the minimal weight within the feasible space. This more greedy approach showed
a better performance in simulation; hence, we use the minVertex policy in the user study.
The corresponding function minVertex(·) takes the following arguments: The current fea-
sible space described by A and b, the number of new weights to be returned k, the set
of weights that were presented in previous iterationsWi and the current best estimate ŵbesti .
In the multiple task setting we additionally have to pick a start-goal pair for which we
want to present new paths. We propose a simple policy for this in Algorithm 4. Let a
learning instance li be the collection (si, gi,w
best
i ) for a task i where w
best
i is the weight
vector corresponding to the current best path. Further, let L be the set containing all li
for all tasks in the scenario. Given L and the current feasible space described by Aw∗ ≤ b,
the algorithm iterates over all li and computes a new alternative path with the minVertex
policy (line 4). Then, it selects the task, i.e., start-goal pair, where the time difference
between the current best path and the tentative alternative is maximized (line 7). As a
result the user is usually presented with those tasks for which the alternatives consist of
very different paths in the first few iterations. After some user feedback is obtained, fewer
paths are feasible and the respective weights are less different. Hence, in later iterations
the two paths presented to the user become more similar.
In practice, the evaluation of Algorithm 4 can take significant computation time. We
can approximate the selection of li by sampling a random subset L
′ of L and iterate over
the elements in L′ in line 2 of the algorithm.
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Input: A, b, L
Output: lmax




i ) in L do
Pick P 1 as the optimal path for ŵbesti
wnewi = minVertex(A, b, 1,Wi, ŵ
best
i )
Compute new path P 2 for wnewi
if t(P 1)− t(P 2) > time saving then





Algorithm 4: Choose task for learning
Impact of learning on performance
Note that the interactive learning does not guarantee improvements in the the completion
time of paths. Users accept alternative paths if they have a lower cost with respect to
equation (6.1), which does not necessarily imply a lower time. Consider the simple example
in Figure 6.1. Following the specification leads to the direct path P init, shown in purple.
However, a possible alternative enters into the avoid zone (shown in red), but also traverses
along a user specified road (shown in green). The alternative path (shown in yellow) might
have a lower cost with respect to the user preference. This effect becomes especially relevant
in the multi-task setting due to passive learning : Obtaining feedback for paths between
some s1 and g1 adds inequality constraints to the feasible space, which then affects the
optimal path between s2 and g2. Relating back to the example from Figure 6.1, the user
might not be presented with these two paths as the learning system might infer about
the importance of the avoid zone from a different task. However, in the results of the
user study we analyze the performance in detail and show that in practice, the interactive
learning improves the performance for most users.
6.2.5 Metrics
To quantitatively measure the quality of specifications, two metrics are employed: Entropy
Ratio and Time Ratio. Similar metrics were originally introduced and applied to user
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Figure 6.1: Example for increase in task completion time. The initial specification results in
path P init, shown in purple. An alternative solution (yellow) might have a longer traversal
time, but correspond better to the user preferences if they value the avoid zone as less
important and prefer the use of the road.
specifications as part of our earlier work in [8].
Entropy Ratio
Given a graph G and a specification Γ, the entropy quantifies the complexity of the robot’s
action space, generated by the combination of the environment and user specification,
by considering the number of outgoing edges available at each node, taking their cost
into account. The entropy ratio is expressed as the ratio of entropies between graph GΓ
and graph G (See Section 6.2.2), i.e., the constrained and unconstrained environment.
We measure complexity using entropy, defined similarly to previous work in [8] and [30].
Given an estimate ŵ of the user weights, let the cost of an edge be the sum of time and the
estimated weight: ĉ(e) = t(e) + ŵ(e). Further, let ĉmin(vi, vj) be the minimal cost between
all parallel edges from vi to vj.





p(vi, vj) log2 p(vi, vj), (6.4)














where V is the set of vertices of a graph G, and HG is the entropy of a graph. The
entropy ratio is then denoted by η = HGΓ/HG. The entropy is maximized for HG, when
there are no user specifications the robot can move freely in any obstacle-free regions of
the environment. Adding constraints always decreases entropy as the robot’s movement
becomes more restricted. Thus, large entropy ratios indicate rigorous specifications where
the robot behaves in a more predictable way.
Time Ratio
Given a graph G, a specification Γ and a set of start and goal pairs V ′ where each start
and goal is a vertex on G, the time ratio metric describes the effect of the constraints
Γ on the average duration of the shortest paths with respect to equation (6.1), i.e., the
ratio between the average optimal path durations in graph GΓ and in graph G. Thereby,
paths for all pairs in V ′ are considered. Similarly to our previous work [8], we distinguish
two forms of the metric: The global time ratio considers all vertices on the graph, i.e.,
V ′ = V × V where V is the set of vertices on G, while the task time ratio considers only a
defined set of start and goal pairs, i.e., V ′ = {(s1, g1), (s2, g2), . . . }.
6.3 Study Design
6.3.1 Scenario Description
The study scenario describes a simulated industrial environment adapted from the layout
of a real world facility. An autonomous mobile robot is required to fulfill material transport
tasks; a single task consists of navigating from a given start to a given goal location.
Users are provided with a description of the environment detailing different zones as
illustrated in Figure 6.2. This includes areas with high pedestrian traffic, loading docks,
storage space, robot parking and charging, dedicated human work and break areas and,
an assembly line. The tasks consist of navigating between the labeled areas, for instance
traversing from the robot charging zone to the upper end of the assembly line. The user
is asked to generate a specification such that the robots are able to reach any of the areas,
excluding the human break rooms. Further, robots are never allowed to cross through the
assembly line.
Before starting the specification task, users receive an explanation of the traffic rules
and instructions on how to use the interface (For more details see Section 6.3.2). One-way
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Figure 6.2: The scenario described in the study. Black corresponds to physical obstacles
while white is the free space. The described areas in the environment are labeled as follows:
High pedestrian traffic – purple, loading docks – yellow, storage – orange, robot parking
and charging –green, human work and break areas – dark blue, assembly line – light blue.
roads are described as encouraging the robot to traverse them in the direction of traffic and
discouraging the robot from traversing in the opposite direction. Two-way roads function
as two adjacent and opposing one-way roads. Areas of avoidance simply define a part of
the environment where robot traffic is undesired, while speed-limits express that the robot
is required to drive with a reduced speed in a specific area.
Finally, users are told that ”the robot can navigate freely in the environment without
any traffic rules” and has fundamental safety features such as obstacle avoidance. The
traffic rules are ”meant to guide the robot’s behaviour” in a way preferable for the user,
and users are free to specify as few or many rules as they deem necessary.
6.3.2 Study Procedure
Structure
The study was approved by the Office of Research Ethics at the University of Waterloo
(ORE #31689). Each study session took approximately 1 hour. The study process is
structured in three parts: overview and introduction, training and main study. In the first
part, the scenario and the role of the participant are briefly explained. A video introduces
the user interface and demonstrates how to create traffic rules in detail. Further, written
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information about the traffic rules and the robot’s capabilities is provided.
In the training phase the objective is to familiarize participants with the interface.
They are presented with a smaller example environment including a similar description
as in Figure 6.2 and are asked to create traffic rules until they feel confident in using the
interface. At the end of the training, participants tele-operate the robot in the simulated
environment.
The main study has three phases: specification, interaction and tele-operation. The
first two phases are illustrated in Figure 6.3. In the specification phase, participants are
presented with the environment from Figure 6.2 and the written instructions on the traffic
rules and the robot’s capabilities. It is once more stated that the robot is required to
navigate between all marked areas on the environment (with the exception of the dedicated
human break areas) and that the robot is able to navigate without any traffic rules present.
Participants are then asked to define the traffic rules they find appropriate to achieve the
desired robot behaviour. Once they are satisfied with their set of traffic rules, the first
phase is concluded.
In the interaction phase, users are iteratively presented with two alternative paths for a
task. First, a brief instruction explains the interface: On the map of the environment both
paths are shown simultaneously, a simple menu allows participants to select a path, which is
then highlighted in color. Further, if a path is highlighted and violates a penalty constraint,
the perimeter of the constraint in question is also highlighted. Finally, the menu features
information about the duration of the two paths and lists the violated penalty constraints.
All participants go through 20 iterations of the interaction process, unless the learning
algorithm cannot find a new path for any of the tasks and terminates earlier. The task
for which they are presented with two alternatives is selected by Algorithm 4 using an
approximated set L′ containing five tasks, sampled randomly.
In the last phase of the study, participants are asked to tele-operate the robot from
a given start to a goal location. Thereby, they can choose freely if they follow their own
traffic rules or violate them.
Questionnaires
During the study, participants are also presented with several questionnaires. Before pro-
viding the specifications, users indicate their trust in the robot’s capabilities to fulfill the
described tasks. After each of the main steps users are presented with a questionnaire


















Figure 6.3: Flowchart of the study with the resulting specifications, black arrows are only
executed once while blue arrows are executed multiple times. Participants initially receive
an instruction set and a description of the environment. The environment yields a base
specification, only including obstacles. Using the traffic rules they create the initial user
specification for the robot. During the learning interaction users provide feedback, leading
to a revised, final specification.
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using the system. Further, during each step of the interaction participants are asked how
acceptable both paths were and, in every third iteration, what their reasoning for their
choice was. Finally, the study concluded with a longer questionnaire where users evaluate
the overall system. We use the standardized system usability score (SUS)[78] for evaluating
the interface design and additional questions focusing on the warehouse scenario.
Evolution of specifications
We define the specifications corresponding to different stages of the process, detailed in
Figure 6.3. Before a user specification is provided, the environment including the obstacles
yields a base specification where the optimal paths P basei for each task only minimize time.
After receiving the traffic rules but before the learning we obtain the initial specification.
The optimal paths P initi are the optimal paths corresponding to w
max, i.e., the paths that
categorically follow the initial specification if possible. After the learning process, a unique
solution is not necessarily obtained as we are not guaranteed to achieve convergence to
the optimal weight in the given number of iterations. Hence, we need to pick some wfinal
from the resulting feasible space Ffinal after learning (See Section 6.2.3). We propose a
conservative approach for determining the final specification by choosing P finali to be the




Finally, we propose the two main hypotheses for the user study.
Hypothesis 2 (H2) The learning process has the following properties: (a) user accept
alternative paths that violate some of the constraints they specified over the course of the
learning process and (b) the task performance improves through the interaction process.
Hypothesis 3 (H3) Users find the specification process, and the interaction with the
learning system intuitive and efficient.
Hypothesis 2 focuses on quantitative analysis of the user interaction. For (a) we analyze
the user feedback from the interaction while (b) is based on the metrics described in
Section 6.2.5. To validate Hypothesis 3 we conduct quantitative analyses based on the





For the study we recruited 43 participants (30 male and 13 female) via mailing lists. In
total 24 participants are affiliated with the Faculty of Engineering at the University of
Waterloo. Moreover, 28 participants are pursuing or have completed a graduate education
while 14 are pursuing or have completed an undergraduate degree. Finally, 12 participants
stated that they have background knowledge in robot motion or urban planning.
The population of the study consists of four groups: 21 novice users and 10 repeat users,
9 researchers from the NSERC Canadian Robotics network (NCRN), and 3 Clearpath
employees. The novice users had never interacted with the presented framework before,
while the repeat users had previously used the system once (e.g., during the pilot phase
of the study). The NCRN participants volunteered to take part in the study during the
2019 NCRN Trials, and the Clearpath employees volunteered to take part in the study
during a corporate hackday. No participant is part of more than one group. In Sections
6.4.2–6.4.4 we present results for all users while Section 6.4.5 focuses on differences between
the different groups.
6.4.2 Specifications
The initial specifications provided by the users vary in their complexity. We summarize
the characteristics of the initial specifications in Table 6.1. Recall that the number of user
defined roads does not correspond to the number of constraints for the planning problem as
roads constitute a reward and a penalty constraint for each lane. We show three example
specifications, the smallest and largest with respect to the number of traffic rules as well
as the specification from participant 5 that is illustrated in Figure 6.4.
6.4.3 Hypothesis 2
(a) Acceptance of alternative paths For each user we define αjall to be the percent
of iterations in which user j accepted the alternative path. Further, we introduce αjtasks
as the percentage of the tasks presented to the user where user j accepted at least one
alternative, i.e., where they rejected the initial path at some point.
Overall 41 out of the 43 participants accepted at least one alternative path. On av-
erage we found that αall = 0.42, meaning that users accepted alternatives in 42% of the
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Figure 6.4: Example specification from participant 5. Reduced speed rules are marked in
yellow, road rules in green, and avoidance rules in red.
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Table 6.1: Characteristics of the initial user specifications. We show the individual mean,
median, min and max for each type of constraint and the number of traffic rules. Further
we report the characteristics of the overall smallest and largest specification as well as the
example of participant 5 (P 05), shown in Figure 6.4.
Roads Avoidance Speed Traffic Rules
mean 11 4 8 23
median 9 4 7 24
[min,max] [0, 24] [1, 12] [0, 19] [10, 40]
Examples
smallest 4 1 5 10
largest 22 1 17 40
P 05 13 1 17 31
interactions. The task related acceptance has a mean of αtasks = 0.58; thus, for over 1 out
of 2 tasks users preferred an alternative path over the initial one.
Further, we investigate the correlation of αtasks and the richness of user specifications.
We characterize the richness of a specification in two ways: The number of traffic rules
that the user defined and the number of resulting constraints for the planner. We found no
correlation between the number of traffic rules and the acceptance rate, and only a weak,
but statistically significant Spearman rank correlation between the number of constraints
and the acceptance rate (ρ = 0.37, p < 0.05). This indicates that users who define a
larger set of traffic rules are not necessarily more likely to accept alternative paths, unless
the traffic rules created are themselves generally more complex (i.e. multiple constraints
needed to encode each rule, e.g. roads in our scenario).
Together with the task specific acceptance rate of αtasks = 0.58 we find strong support
for our first hypothesis: Users are unaware of the impact of their specification and thus allow
robots to violate traffic rules (or use roads less frequently) when presented with different
possible solutions. Further, the obtained revised specification leads to paths where users
chose an alternative path over the initial one in 42% of cases. Moreover, the correlation of
complexity and acceptance shows that this effect becomes more apparent for users defining
many complex traffic rules that translate to multiple constraints each. In [1], Wilde et al.
postulated three types of users for the simulations: a low trust user with many constraints
for which the importance varies drastically, a high trust user with few constraints that all
are relatively important and an intermediate user. In the current user study we do not
observe a discrete separation but rather a continuous distribution for the user behavior.
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From the difference in the correlation we can conclude that users defining many road rules
are more likely to accept deviations from the initial path.
(b) Increased performance To evaluate the changes in the performance, we compare
the time ratio metric of the initial and the final specification, illustrated with violin plots
in Figure 6.5. Further, we compare the metric for global and task-dependent evaluation.
For both evaluations we observe a decrease in the time ratio after the learning process
as well as a reduction in the standard deviation. A paired-samples one-sided t-test was
conducted on the task time ratio between initial and final specifications. The task time
ratio of initial specifications (M = 1.48, SD = 0.32) was found to be significantly different
(p < 0.01) from that of final specifications (M = 1.28, SD = 0.19).
Unsurprisingly, the initial specifications vary largely in their impact on the performance
as the number of traffic rules users defined range from 10 to 40. However, the decrease in
the population standard deviation following interaction indicates that the learning reduces
the variation in the performance impact of user input and thus helps users to create more
efficient task specifications.
Further, we notice that the task-dependent time ratios are higher than the global ones
for the initial and final specifications. The global metric takes into account locations that
are less relevant in the scenario, e.g., the lower left corner of the environment (shown in
Figure 6.4) is not part of a robot task and therefore neglected by most users. Moreover,
as the global evaluation considers all vertices on the graph, many close-by pairs of vertices
are considered, where the specification often has little influence. While the task specific
performance is worse, the relative change in time ratio is higher in the task specific case
(19.5%) compared to the global metric (16.7%). Hence, the learning effectively improves
the performance of the tasks in the scenario.
Figure 6.6 illustrates the change of the task-dependent time ratio and the entropy ratio
for all user specifications. From the plot, we observe that while the time ratio decreases
the entropy ratio increases. Entropy corresponds to how predictably the robot behaves.
It captures the robot’s degree of freedom with respect to the edge cost on GΓ, which is
the sum of time and user weight. As the learning process initially assumes high weights
on the constraints and thus only reduces weights after obtaining feedback, the entropy
increases. After learning, the robot might be allowed to violate some constraints, which
enables more options to navigate in the environment. This leads to fewer restrictions
on robot behavior, which may not always be desirable. However, this relaxation of the
specification is traded-off with the increase in performance.
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Figure 6.5: Change in the task-dependent and global time ratio metric of the specification
due to active learning. In both plots the left bar shows the time ratio of the initial
specification, averaged over all users. The right bar illustrates the time ratio of the final
specification, also averaged over all users.
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Running a paired-samples one-sided t-test, we found the entropy ratio of initial specifi-
cations (M = 0.879, SD = 0.063) to be significantly different (p < 0.01) from the entropy
ratio of final specifications (M = 0.910, SD = 0.048). Moreover, we notice that while the
mean entropy increases, the standard deviations of the time and entropy ratios decrease
due to the learning. With respect to the metrics, the specifications become more similar
during the learning. Two sample f-test between the initial and final time ratios show a
significant difference in the variance of the task and global versions of the metric (p < 0.01
and p < 0.05 respectively). No significant difference in the variances was found when
performing the two sample f-test between the initial and final entropy ratios of the specifi-
cations. Additionally, Figure 6.6 also suggests that the specifications with low initial values
of entropy and high initial task time ratios generally see more improvement following the
preference learning process. This is verified by a strong Pearson correlation between the
initial values and the difference between the final and initial values, resulting in ρ = −0.80
(p < 0.01) for time ratio, and ρ = −0.77 (p < 0.01) in the case of entropy ratio.
In summary, the learning system leads to a significant improvement in the time ratio
metric, especially when measured for the tasks in the scenario. Further, the learning
revision reduces the variance in performance (time-ratio) between different specification,
an effect that is more pronounced with the task time-raito. Moreover, specifications that
are initially more inefficient benefit more from the learning process.
6.4.4 Hypothesis 3
We now report on the users’ assessment of the usability of our framework, based on the
system usability score (SUS). While the SUS does not provide a grade for the usability
itself, the work of [78] provides a reference frame based on 2, 324 surveys using the SUS.
In our study, users gave a mean SUS score of 69 while the median is 72.5. The difference
arises from two outliers in the data set with a difference from the mean of over 2 and over
3 standard deviations. The mean corresponds to the second highest quarter of all surveys
examined in [78]. Specifically for computer based GUIs, [78] reports a mean of SUS of 75.
After the three main parts of the study – constraint specification, learning interaction
and tele-operation – participants were asked to asses how well they specified the robot
behaviour on a 1 to 10 scale. On average, users reported similar ratings at each step,
varying between 7.0 and 7.8, with standard deviations between 1.6 and 1.7. Hence, users
felt relatively confident about how they used the framework. Interestingly, we observe
an inverse correlation (Spearman coefficient −0.65, p < 0.01) between the second self
assessment and the richness of the specification, i.e., the number of constraints. Users
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Figure 6.6: Change in the task time ratio and entropy ratio metrics of the specifications
due to active learning. Red indicates the metrics for the initial specification, blue shows
the metrics for the final one, and the lines associate the initial and final specifications of
each individual users. The elipses represent the 95% confidence intervals.
64
defining a larger set of constraints tended to view their specification more critically after
the learning. Thus, the interactive framework helps users to better understand the impact
of their specification on the robot’s performance.
6.4.5 Differences in the population
Acceptance rates
When splitting the data into the repeat, novice, and NCRN populations, we observe only
a minor increase in the acceptance rates for the novice users compared to the repeat ones,
but a large (yet not statistically significant) decrease in the acceptance rate of NCRN
participants compared to the repeat ones. However, the correlation of acceptance rate
and complexity of the specifications disappears for the repeat and NCRN users while it
is stronger for novices. Repeat users are more aware of the impact of their specifications
while novice user benefit from the interaction to improve the robot’s behaviour.
The size of the Clearpath employee population is too small to assess quantitatively.
However, it is notable that one of the Clearpath employees did not accept any of the
proposed alternatives, and thus required the robot to strictly follow their specification.
This behaviour was observed in only one other participant from the other population
groups.
Time ratio metric
Between novice and repeat users the time ratio metric varies. We recall that the task-
dependent metric better reflects the effect of specifications on the task performance, and
thus we show the results for the task-dependent time ratio in Figure 6.7. We observe
that the initial specifications provided by the novice users show a larger variance com-
pared to repeat users. While the median values are relatively similar, the distribution for
novice specifications spreads out to higher time ratios. However, the time ratios of final
specifications are much more similar.
A two-sample one-tailed t-test was performed on the difference in time ratio between
the initial and final specifications of novice and repeat users, which revealed that the two
populations are significantly different (p < 0.01). In other words, the changes in the time
ratios differ between the two groups.
Analyzing the NCRN participant data, the initial task time ratio of these participants
is not significantly different from either the novice or repeat users. Despite this, we find
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Figure 6.7: Change in the task-dependent time ratios of the specification, comparing novice,
repeat, and NCRN users pairwise.
a statistically significant difference (p < 0.05) between the the difference in time ratio
between the final and initial specifications of NCRN participants, and that of novice users.
No such statistically significant difference was observed in the time ratio improvement
of NCRN users when compared to repeat users. These results show that the NCRN
participants are generally between novices and repeats, although their improvement is
a lot more similar to that of repeat users.
We conclude that novice users create more diverse specifications with respect to the
impact on performance. However, the learning process helps them to improve the specifi-
cation and obtain better specifications. Repeat users seem to have a better understanding
of the effect of the traffic rules and thus design specifications more carefully. Consequently,
they allow for fewer violations that effectively render constraints insignificant and therefore
obtain a smaller time benefit. NCRN participants allow even fewer violations still. Despite
this however, their performance scores place them solidly between repeat and novice users.
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Entropy ratio
Although small differences in the mean entropy ratios across the two populations were
observed for both the initial (0.890 for novice, 0.870 for repeat, and 0.881 for NCRN) and
final (0.922 for novice, 0.901 for repeat, 0.903 for NCRN) specifications, these differences
were not found to be statistically significant.
SUS score
The mean SUS of repeat users is 71.8 (median 76), while the mean of novice users is 69
(median 75), and the mean of NCRN users is 64 (median 65). Naturally, participants who
have interacted with the UI before are likely to find it more easy to use. Nonetheless,
the reported difference is less than half of the standard deviation among all users scores
and thus is not statistically significant. While not significantly so, on average, the NCRN
participants rated the interface with the lowest SUS rating. One reason for this could be
that the NCRN participants took part in the study while in a lab room, surrounded by
other researchers and experiments. This was in contrast to the novice and repeat users who
took part in the study in much quieter and less distracting environments. Anecdotally, the
NCRN participants were observed to be less singularly focused, and more often interrupted
by the events around them.
6.5 Discussion
6.5.1 User feedback
While most users ranked the interaction with our system as positive, participants provided
several suggestions for improving the framework in the questionnaire feedback. Almost
half the users expressed the desire to change their specification during the learning process.
This indicates that although instructed on general robot behaviour, participants found it
somewhat difficult to envision how all of the created traffic rules affect the behaviour of
the robot. They could be well served by visualizations showing robot behaviour during the
specification phase.
Another aspect that could be improved is how the user feedback is incorporated into the
learning. Currently users express their traffic rules preferences is by selecting the preferred
path. While this approach is intuitive and simple to use, users occasionally expressed
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frustration when both paths presented to a user contain undesirable behaviour, and so users
have to select the lesser of two evils. As a result, future work should investigate additional
forms of feedback that might better reflect a user’s preference, and could potentially lead
to a more efficient learning process.
The work of [64] investigates richer forms of feedback in active preference learning. In
addition to ask for the user’s preference, feature queries give the user the opportunity to
express their reasoning, i.e., ”Which feature is most responsible for the difference in your
preference between these two trajectories?”. This aligns with feedback from the question-
naire: Some participants stated that they rejected alternative paths as they violated both
a minor and a major constraint at the same time; the violation of only the minor constraint
would have been acceptable, but that was unknown to the learning system. In this case
richer user feedback would help in two ways, allowing users to express the reasoning for
their path selection, and potentially reducing the number of iterations of the learning. On
the other hand, a drawback of this approach is the increased complexity of the interaction.
Another approach for richer feedback could allow users to manually indicate, and po-
tentially correct, the undesired sections of presented paths. This idea is investigated by
[79] where users segment a robots trajectory into good and bad parts.
Based on the suggestions of one of the Clearpath participants, we could also attempt
to improve the starting point of the iterative process. The suggested method involves two
modifications to the interaction process: allowing participants to specify the importance
of a constraint at specification creation time, and showing participants the learned impor-
tance weights at the end of the iterative process. This way, with successive deployments, a
user might become more aware of their own preferences, and the weights that would result
in more appropriate behaviour. The user could then use this information to seed future
deployments with initial weights, achieving better robot behaviour in initial specifications,
and shortening the preference learning process by requiring fewer iterations. The effec-
tiveness of such a system remains to be investigated, as it is unclear that copying a set
of constraints (together with their learned weights) to a new environment would result in
similar patterns of robot behaviour.
A participant also noted that a user’s acceptance of violations could vary depending on
the urgency of the overall robot task, which is something that should be communicated to
the user. So if the robot is tasked with completing as many tasks as possible in a unit of
time, an operator of the robot might be very accepting of violations. On the other hand, if
the robot is not time-pressured in any way, an operator might prefer for the robot to take
its time and follow the specification more strictly.
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6.5.2 Repeat and novel users
In Section 6.4.5 we have shown that specifications originating from novice, repeat, and
industrial robotics expert users differ in the time ratio metric. This indicates that there
are differences in how the groups of users specify the robot constraints, and that these
metrics could be used to identify the expertise of a user based on the specification provided.
In multi-user systems, this could be used to combine multiple specifications, emphasizing
those of expert users. Despite the observed differences, the iterative preference learning
system was shown to be capable of improving the specification performance of all types
of users. This leads us to hypothesize that even in the case of specifications designed by
domain experts, the learning framework could still be used to help increase specification
performance.
6.5.3 Learning framework
Previously, in [1], the active learning framework was evaluated in simulation. Validating
the extended algorithm proposed here in the user study allows us to make additional ob-
servations about the practicality of the approach. Unlike the work of [55, 54, 61, 62], the
learning framework used in this study is currently based on a deterministic user model.
The major drawback is that our model does not consider users who behave differently than
described in the assumed cost function. Nonetheless, we were able to demonstrate that
using a simplified linear user model, the framework proposes alternative paths that users
accept over the initial paths and revises the specification to improve the task performance
within a small number of iterations. While the resulting final specification does not neces-
sarily correspond to the optimal solution with respect to the hidden user preferences, the
deterministic model allows for quick learning, yielding substantial improvements within
only 20 iterations. A more complex, potentially probabilistic user model would make fewer
assumptions about the user’s behaviour and thus be more robust; however, usually at the
cost of performance, i.e., the number of iterations required for learning in a comparable
setting.
Further, due to the multitask scenario we were able to observe some inaccuracies in
the user feedback with respect to our user model. When learning about a single task,
the feasible space can never be empty as the algorithm stops when all feasible weights
are equivalent. However, intersecting the feasible spaces for different tasks can lead to
an empty set. In that case, the user feedback to different tasks contradicts one another,
assuming the linear cost function. Notice that an empty intersection of the feasible spaces
is not a necessary but a sufficient condition for inaccurate user feedback.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
In this thesis, we proposed a method to assess the quality of user specifications describing
the behaviour of material transport warehouse robots. The proposed method provides a
set of measurements that captures the positive and negative effects of a robot’s behavioural
constraints. These metrics measure the behavioural predictability of the robot, the extent
to which robot behaviour meets a user’s expectations, and the loss of efficiency due to
following the user specifications. A series of two user studies were designed to demonstrate
and validate these metrics.
The first was a preliminary user study, where novice users generated specifications for
a set of warehouse robot tasks taking place in a simulated environment. Our metrics
illustrate that users given the same task description generate very different specifications,
and that differences between specifications have significant impact on robot predictability,
legibility and efficiency, which may not be readily apparent to novice users. This was best
exemplified by a participant’s faulty specification that did not allow the robot to actually
complete the task. The participant was unaware that the robot was unable to complete
its task. Additionally, users were not necessarily capable of accurately assessing their
performance in creating these specifications. This motivated the need for a system that is
able to improve user specifications, especially those originating from novice users.
In the second part of the thesis, the specification system was integrated with a prefer-
ence learning algorithm [1], and our metrics were successfully applied alongside the active
learning framework, which helped users create better specifications. The study showed
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that the algorithm allows for a substantial improvement of specifications while requiring
few iterations of user interaction. We were able to use the metrics to show that the al-
gorithm significantly improved the performance of specifications for a variety of users. In
particular, users who generate initial specifications most detrimental to robot performance
received the most benefit from the interaction, resulting in final specifications with similar
performance across users, and thus reducing the need for user training.
7.2 Limitations Of The Work
The main limitations are related to the lack of domain expert users as participants in our
studies, and the inability of our metrics to accurately account for dynamic environments
and certain behavioural constraints.
7.2.1 Domain Expert Users
A major limitation of the results presented in this thesis is that they were obtained
from participants who are not domain experts in warehouse/industrial logistics or ware-
house/industrial robotics. A key aspect of our research is understanding how users program
the behaviour of a robot in the warehouse/industrial space, and while we have tried to get
our participants in the right mindset through the design of the scenario presented in the
study, we cannot be sure that our findings extend to the target users. For this reason, we
attempted to recruit expert users to take part in our studies, but were only able to recruit
3 due to the challenge of recruiting these types of participants.
7.2.2 Metrics
With different behavioural constraints, the quality of robot behaviour could be described
by more than just how long trips take, and how constrianed the robot is in the environment
(i.e. our proposed metrics). Through the learning process, we currently find that violations
are accepted or not based on the time savings they provide. However, certain constraints
could allow for differentiating between deep and light violations. For example, a user could
indicate that it is preferable for the robot to skim an Avoidance zone for a longer time,
rather than cut right through it for a short amount of time. These cases are not supported
by our proposed metrics, as they don’t capture the extent to which the robot violates a
constraint
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Our system also assumes a static and known environment. As such, obtaining accurate
and representative metrics for a highly dynamic and changing environment is more difficult.
In these scenarios the task of specifying robot behaviour can be a continuous process, and a
performant and well-behaving specification could easily become suboptimal. Some of these
environment changes may not be accurately captured by our metrics due to the underlying
deterministic world model used in assessing the specification.
7.3 Future Work
In the future, we plan to expand recruitment of participants that are domain experts in the
warehouse/industrial fields; apply revisions to the specification while the learning process
has started, without having to delete all the learnt progress; and investigate other ways to
provide feedback to the learning process.
7.3.1 Domain Expert Users
As previously discussed, one of the main limitations of our work is the lack of domain
experts in our participant pool. Conducting our experiments with participants of the
right background would be especially useful in showing the capabilities, and finding the
limitations of our system. There are several challenges in recruiting domain experts to be
participants in our study, including scheduling, and the workers’ availability to take part
in our study when it’s not part of their job description. To lessen the time/effort required
to take part in our study, we have begun work on making our system web-accessible, which
includes fully re-implementing our interface as a Web application. We believe that this will
greatly reduce the friction involved in taking part in our study, which will help us recruit
representative participants.
7.3.2 Specification Revision
A common feedback from participants was the request to modify their specification after
the learning process has started. After seeing how the robot behaves when following their
specification, participants would identify areas of the map where they knew they could
improve their specification. Instead of being able to pause the learning process, make the
desired modifications, and then resume it, they were at times forced to inefficiently guide
the robot’s behaviour through the iterative choices provided.
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One way to greatly reduce this problem is by providing feedback regarding robot be-
haviour while the participants are creating their specifications. This is relatively easy for
scenarios that assign a small number of tasks to the robot, but effectively displaying robot
behaviour in the case of many potential tasks becomes quite difficult. However, even with
a well implemented display, there could still be cases where users might wish to change
their specifications, especially once the preference weights start getting adjusted.
Allowing for the general modification of a specification during the learning process
will also open the door for other extensions to the system, increasing its usability and
effectiveness. For example, the learning system could realize that the user has different
preferences for robot behaviour in a constraint, depending on where in the constraint
the robot is, e.g. skirting just inside the edge of an Avoidance zone could be considered
acceptable by a user, while they might feel much more strongly about the robot navigating
deeply into the Avoidance zone. If the system were able to break the single Avoidance zone
into two (e.g. thin outer ring, and the rest), then it would be able to effectively learn the
user’s preference. The learning system could also be designed to detect inefficient areas in
the environment (i.e. high time ratio for paths originating or arriving in that location) and
ask the user if any behaviour constraints should be created to lessen the existing negative
impact.
7.3.3 Richer Feedback
Another prevalent comment received from our participants indicates their wish to provide
better feedback to the learning system. This comment would usually arise from situations
where both paths presented in an iteration were equally preferred, and yet we would ask
them to pick one or the other. Another situation that would elicit this comment was the
participant being pleased by the majority of one of the paths, but very displeased by some
other parts of it. In most cases this would force the participant to pick the alternative
path, even though they preferred the good portions of the original path.
There are a variety of alternative feedback interactions, of various complexities, that
could be used instead or in addition to the existing one. One possible option could involve
asking the users to rank each of the paths shown, and use that information as part of the
learning process, expanding the area and constraints that the system is learning about
from that one iteration. Alternatively, we could also allow participants to demarcate any
problem sections in the paths shown. Currently, if a path violates multiple constraints
and is rejected, it is not clear which of the violations caused the rejection. In addition
to marking problem areas of each path, the system could also allow users to correct the
paths, indicating what kind of behaviour the robot should display.
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Richer forms of feedback could also aid with interacting with different types of users in
a more efficient manner. Whereas now the only interaction is with a supervisor/operator
user, additional forms of feedback could be created to be used with other types of users.
For example, a floor worker, operating as a peer, could indicate to the robot that it should
avoid a hallway due to some hazard beyond the sensor range of the robot. However, since
this behaviour preference came from a peer, the system could decide to place a lesser weight
on the feedback, or consider the feedback, but have it expire after a certain amount of time.
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