Scanning and analysis of reconstructed holograms of a one-litre sample volume containing particles with varying sizes and shapes at high resolution is a major challenge. A completely automated system for analysing in-line holograms recorded in the ocean, which resolves particles larger than 10 µm, has been developed. It measures the three-dimensional coordinates of all the particles within the reconstructed volume and records their in-focus images. Scanning and analysing a reconstructed volume of about 500 cm 3 that contains several thousand particles takes about 5 h. The analysis consists of several steps. After compensating for exposure non-uniformities, the reconstructed images are scanned continuously with a digital camera. Then, superposition of thresholded images weighted by depth is introduced as a method compressing the 3D data to a plane to increase the efficiency of segmentation analysis. Subsequently, edge filtering is used for pinpointing the depth coordinate. To detect particles smaller than 50 µm, the reconstructed images are band-pass filtered optically. This approach is based on analysis that identifies interference of the reference beam with off-axis scattered light as the primary contributor to background noise. The scanning, thresholding and edge detection processes are repeated for the small particles. Additional procedures remove duplicate detections, and post-processing classifies the particles based on geometrical parameters. Sample data are presented.
(Some figures in this article are in colour only in the electronic version)
Motivation
Holography has been utilized for measuring the shape, spatial distribution and motion of particles in a sample volume since the 1960s, shortly after the invention of the laser. The primary advantage of this technique is its ability to record an instantaneous three-dimensional image of a test volume 1 Author to whom any correspondence should be addressed.
(a hologram), which can be subsequently reconstructed and analysed. Holography maintains essentially the same lateral resolution over the entire sample volume (Vikram 1992) , enabling detailed microscopic observations. The length scale of the sample volume can be, and generally is, three to five orders of magnitude larger than the smallest resolvable particle, which is about 3 µm in air and 10 µm in water (when recorded without magnification). The depths of the sample volume can be as large as a metre (with some loss of resolution), and the lateral extent is only limited by the size of collimating optics and recording media. Depending on the optical set-up, a single reconstructed volume can contain tens of thousands (Malkiel et al 1999) to millions of particles , Tao et al 2002 . Using a microscope one can focus on any point within the volume, bring the particle into focus and examine it. In reconstructed particle fields, the information usually consists of particle size distributions, coordinate measurements and in some cases (as in ours) classification and orientation of particles.
Several automated analysis methods have already been developed for cases with uniform particle shapes (or sizes), or when classification based on shape is not essential. For example, Fourier transform analysis (Ewan 1980, Hess and Trolinger 1985) can determine the size distribution of spherical particles in the hologram, but cannot determine their spatial coordinates and shapes. Of the automated systems focusing on size distributions and the locations of bubbles and droplets (e.g. Chavez and Mayinger 1990 , Green and Zhao 1994 , Haussmann and Lauterborn 1980 , Stanton et al 1984 only the droplet system of Chavez and Mayinger (1990) is not limited to spherical objects. The challenge increases significantly when the reconstructed volume contains particles with substantially different shapes and sizes, especially when in addition to measurements of their coordinates the analysis requires examination and classification of each particle. This type of analysis is required for holograms containing diverse plankton species recorded in the ocean. Such investigation requires bringing each of the tens of thousands of particles into focus, recording its image along with its coordinates and measuring its shape, size and orientation. Manual scanning of holograms by an observer that determines when the image is in focus is a time-consuming and tedious process. Consequently, this approach would be limited to small subsamples of the reconstructed volume, and clearly cannot be repeated for many holograms. Automated analysis is essential for particle field holography to become a productive tool for determining the statistics of particles with diverse shapes and sizes. This paper introduces an efficient automated system/methodology that records in-focus images of particles, and measures their size, shape, 3D location and orientation. A classification can then be made based on size or shape, or by examining the series of in-focus images. Implementing an automated system for analysing in-line holograms with particles ranging in size from about 10 µm to 5 mm (ratio of 500:1) requires methods to overcome the inherent variations in signal to noise ratio and also ways of compensating for non-uniform exposures intensities over the hologram. Although our motivation has been analysis of holograms of plankton, as will become evident from the examples presented here, the approach and associated tools can be implemented in any other particle field. In our particular application, the objective is to study plankton distribution and interactions in the ocean using in situ recorded holograms. Due to its high lateral resolution, holography is particularly attractive for measuring the spatial distributions of plankton. Consequently, several submersible holography systems have already been developed and deployed (Carder et al 1982 , Malkiel et al 1999 , O'Hern et al 1988 , Watson et al 2001 . However, difficulties in data analysis have resulted in limited quantitative results. The present effort addresses this problem. A brief background on the submersible holography system and dimensions of the sample volume are presented in the following section. Detection techniques and a method for enhancing the signal to noise ratio are introduced in section 3, and section 4 describes auto-focusing procedures. Other considerations are addressed in section 5. The discussion that follows summarizes and outlines the entire process.
Recording and reconstruction system
The holograms that we have analysed to date have been recorded in the ocean using the submersible holocamera described in Katz et al (1999) and Malkiel et al (1999) . In some of the deployments the system was towed, and in others, like the examples presented in this paper, it was mounted on top of a manned submersible, the Johnson Sea Link . Containing a remotely operated high coherence Q-switched ruby laser (694.3 nm), the holocamera records in-line holograms of a 732 ml sample volume (in the present configuration) situated between streamlined fins, one containing the illuminating beam and the second containing the collecting optics. As long as the particle concentration allows most of the beam to remain unblocked, the same beam serves both for illuminating the particles and as a reference beam. The hologram is created by interference of the undisturbed beam and light scattered from the particles (Collier et al 1971 , Vikram 1992 . The forward scattered light is transmitted through a relay lens system, and recorded on 70 mm film (AGFA 10E75). The relay lens system and mirrors bring the sample volume, which is displaced from the film drive by 1 m, as close as possible to the emulsion. The very same relay lenses are placed in the reconstruction system during data analysis in order to compensate for aberrations created by these lenses (conjugate reconstruction). As will be discussed later, the lenses ( f = 300 mm, ∅ = 75 mm) are also used as part of an optical band-pass filter in order to increase the signal to noise ratio of small particles.
The sample volume has a diameter of 55 mm (determined by the shutter's maximum aperture) and depth of 232 mm. Once developed, the holograms are reconstructed using the optical set-up shown in figure 1. A He-Ne laser beam is expanded through a pinhole to a collimated 10 cm diameter beam and then illuminates the hologram. The reconstructed 3D volume consists of real and virtual images, located symmetrically on either side of the hologram. Both images are transferred using the relay lens system utilized in the recording set-up (conjugate reconstruction) to the space located in front of the camera. The Kodak ES1.0 digital camera (8-bit, 1 K × 1 K, 30 frames s −1 ), fitted with a Titan Tool Supply Micro-Video-Zoom-Objective with a 0.75× sublens, scans the (real) sample volume at 2× magnification, with a net resolution of 3.59 µm/pixel, and covers almost the entire cross section area of the hologram with a 14 × 14 frame scan, giving a total of 14 K × 14 K pixels per plane. The three-axis motorized traverse (Compumotor) can position the camera anywhere within the entire extent of the real image including the hologram plane. During the investigation of plankton distributions we have captured these planes over the central 200 mm of the sample volume, at 1 mm depth intervals. Combined, a single scanned reconstructed volume consists of about 35 GB of image information prior to compression, not including the unexposed corners. This information is relayed, saved and processed on a 1.4 GHz Pentium III computer, with 2 GB of RAM and a 4-disk array of 36 GB SCSI hard drives. The entire automated scanning and analysis routine is controlled by a code written in Labview.
Each reconstructed plane contains 2D images (in-focus bright traces) of all the particles in the original sample (having a size greater than the resolution of the hologram), at their appropriate positions in space. However, since the wavelengths of the recoding and reconstruction lasers differ, and since the refractive index of the air differs from that of the original volume, the reconstructed volume is compressed by 18%. Changing of the wavelength reduces the effectiveness of the relay lens system in reducing aberration. However, except for the regions slightly affected by aberration along the perimeter of the hologram (see section 5.3), the resolution of the images is sufficient to detect particles as small as 10 µm. The sample image presented in figure 2 contains an example of a 'large particle' (copepod) as well as two, easily visible smaller particles with which it interacts (figure 2). Limitations in resolution of a printed image and the presence of laser speckles prevent us from detecting the smaller particles, which are also quite important to the copepod. As discussed in section 3.3 and demonstrated in figure 5, band-pass filtering enables us to resolve the small particles as well.
Automated detection
The basic approach of the automation routine is a result of our experience in manually scanning reconstructed images, while considering how the human eye works. During manual scanning, bright objects attract the viewer's attention, and the traverse is moved to bring the object into focus. Similarly, in viewing our environment, our eyes first detect an object of interest and then bring it into focus. Following the same logic, the scanning procedure consists of using a detection scheme to localize the x and y coordinates (in a plane perpendicular to the optical axis) of a particle before determining its depth location (z) from the sharpness of its image. This two-step approach has two advantages over a process that only detects focused images. A deficiency of the latter is that the output of an edge filter, an outline of a particle, is not a robust indicator of particle presence, especially in the noisy environment of inline holograms. The two-step approach is also more efficient in that it employs the computationally expensive edge filtering process only in regions of interest for determining the focus plane. Thus, the first task is detection, i.e. separation of a signal generated by a particle from the background speckle patterns. (1), plotted against the optical density (OD) of the hologram. Several criteria for threshold level are used for the larger object. Also shown is the signal to noise ratio selected for analysis of the large particles and the point at which a thresholded image is saturated by background noise.
Thresholds
Determining the appropriate threshold for detection of reconstructed images against a varying noisy background is not an easy task. In fact, we tested and applied many approaches before deciding to follow the criteria presented in this section. Unlike for holograms of uniformly seeded flows (Tao et al 2002) , one cannot simply prescribe a threshold such that a certain fraction of the image's intensity histogram corresponds to particles, because this approach presupposes that particles exist in a certain region of a hologram. Rather, pixels that are statistically significantly different from the background (i.e. a certain number of standard deviations above the mean) should be kept as candidate signals. Thus, the threshold is set as
whereĪ BG is the median background intensity, σ BG is the standard deviation of the background noise and S is the signal to noise ratio. S varies with exposure intensity and particle size. For example, figure 3 shows the variations of S (=(TH LP −Ī BG )/σ BG ) for reconstructed images of objects with equivalent diameters (corresponding to a disc with the same area) of 450 and 50 µm as a function of the local exposure intensity, which is directly related to the optical density of the developed emulsion (OD). These two objects are actually digs in the port window furthest from the hologram, and thus are present in all the hologram reconstructions. Using a mask generated from the image of the 450 µm object and applying it to the other exposures helps to determine the median signal intensities and background levels. Several lines associated with the 450 µm object are presented. In the line based on the median, the threshold (and resulting S) is equal to the median intensity of the object. However, the thresholded image does not appear simply connected. The 'best' line represents the highest threshold that maintains a simply connected image. With substantially lower threshold level one also retains the halo that forms around the reconstructed image, presumably due to the effect of the virtual image. At the size measurement phase this halo tends to enlarge the size of the larger particles by several per cent, but this effect may be reduced by employing automatic thresholding techniques on the focused image, once it is obtained (details follow). The virtual image of the particle contributes very little to the background because of its distance from the real image (460 mm). The threshold level that just eliminates this halo is identified as 'w/o halo'. Repeated experiments with numerous holograms and several possible parameters have led to an optimal threshold that has since been used during the automated analysis. This level is based on the magnitude of σ BG (equation (1)), but one needs useful tools for estimating its value based on readily available parameters. We have found that σ BG can be estimated as
where OD is the local optical density of the hologram,Ī SET is the target intensity of background noise (usually set at 1/6 of the dynamic range, so that the in-focus images do not oversaturate the camera) andĪ 0 is the reference dark field value, the camera output when there is no illumination. Surprisingly, this expression does not seems to depend on the particle concentration, possibly since the concentration is low and does not vary substantially. Otherwise, the noise may be dependent on √ I BG I N (see section 3.3) instead ofĪ BG , where I N is the contribution of the particles to the background intensity.
Once the standard deviation of the noise is estimated, we still need to select a signal to noise ratio to determine the threshold level. Experimentation with a wide range of values has led to an 'optimal' value S opt = 2.06 OD + 3.78.
As shown in figure 3, this choice retains the halo on the 450 µm object, but is above the best 'best' threshold level for the 50 µm object. Thus, a level that can detect the smaller object (but above the best conditions) unavoidably retains the halo of the larger particle as well. Furthermore, the threshold that retains the 50 µm object is only slightly higher than the noise level. As a result, to identify particles smaller than about 40 µm using a prescribed threshold level, the signal to noise ratio must be boosted, as discussed below. Holograms typically vary in optical density. In order to maintain threshold values within the dynamic range of the camera, and in order to obtain a uniform composite output intensity from the reconstructed images, the illumination intensity must be adjusted for each frame. These adjustments are made by mounting a variable neutral density filter mounted on a motorized drive in the path of the laser beam (figure 1). The appropriate illumination is automatically determined and adjusted on the basis of the measured local OD, as discussed in the next section. The residue mean intensity above the target value is accounted for in computing the appropriate threshold. Overall, the threshold level used for detecting the large particles actually depends only on the local OD of the hologram.
Local OD determination
Ideally in-line holograms in should be recorded with a plane wave of uniform intensity as a reference beam. In practice however, the beam uniformity is limited by its Gaussian (and sometimes non-Gaussian) profile, and what fraction of the profile falls within the aperture of the collimating lens. In the case of ruby lasers (and to a lesser extent also in other pulsed lasers), the non-uniformities are exacerbated by pulseto-pulse variation in intensity and beam profile. Consequently, the optical density profile across a hologram is non-uniform and non-repeatable from one hologram to the next. Thus, the optical density, given by OD = log(Ī ILL /Ī OUT ), wherē I ILL andĪ OUT are the averaged laser beam intensity before and after the hologram, respectively, has to be measured essentially for every frame. BothĪ ILL andĪ OUT are the average pixel values over an entire frame with the reference dark field value subtracted. Since the He-Ne laser is very stable (its maximum value, monitored before every scan, has varied by less than 0.1% over the course of a year),Ī ILL only needs to be measured once.
Measuring the distributions of output intensity is a more involved process sinceĪ OUT should only represent the background intensity, i.e. it should only include exposed parts of the hologram. Regions of the film that are unexposed, either beyond the boundaries of the hologram or in the 'shadows' of large objects in the sample volume, should not be included. Note that the shadows of objects are brighter than the regions surrounding them because the developed hologram is a 'negative'. The shadows of largest objects also do not dominate more than a few frames. The effect of boundaries is easily eliminated by incorporating a mask that matches the recording system aperture (discussed later). However, it is not possible to generate a mask for the shadows for each of the large objects since they cannot be identified until the local threshold is derived, and an iterative process is unnecessarily complicated. Instead, the saved frame intensity distributions are spatially filtered to replace frame intensities that exceed neighbouring frame levels by a certain percentile, with an average of the surrounding frame intensities. The filtered array is used for calculating OD, which is used for determining the optimal signal to noise ratio (equation (3), figure 3), and for estimating the standard deviation of the noise (equation (2)). These values are used for generating an array of threshold values for each frame (the X-Y coordinates of the camera), which are used for detecting the 'large' particles.
Optical filtering to reduce noise
As discussed before, the optimal threshold for large particles is too high for automatic detection of particles smaller than 40 µm, which are typically the most numerous and clearly an important part of the particle distributions. Thus, the signal to noise ratio must be increased, i.e. the background noise level must be reduced, to resolve the small particles. Our method consists of blocking/filtering out the illumination beam by inserting a pin at the centre of the relay lens assembly (see figure 1), i.e. at the focal point of the first relay lens.
High pass filtering has been implemented in previous studies using in-line holography to block the illumination beam and DC component of object images (Grabowski 1983 , Royer and Christnacher 1993 , Trolinger et al 1969 . The effect of the filtering has been described as important for increasing contrast (especially for phase holograms) by reducing the background light intensity and making it more uniform. Noise in the image plane has been mainly attributed to an out-of-focus twin image. Off-axis holography Upatniek 1962, 1963) removes this problem by separating the real and virtual images (and the reference beam as well). But when the objects are small and far away from the film plane, as is the case in particle field holography, it has been believed that this twin image has little impact. In such cases film grain and nonlinear recording effects were expected to be the major contributors to noise (Vikram 1992) . As this section will show, high pass filtering has a greater role in improving signal to noise ratios. We will show that the dominant source of noise is the interference of the reference beam with slightly off-axis light generated in part by out-of-plane particles and other imperfections in the optical set-up.
To illustrate this point, let us examine the Fourier transforms (spectra) of the intensity distribution in transverse (x-z) cuts of through the reconstructed volume. These cuts contain very few in-focus particles, and thus are representative of the noise patterns. To create these cuts we combine data from 300 (x-y) planes, 640 × 480 pixels each, spaced 50 µm apart. Individual spectra are calculated for each plane and then averaged over the 480 horizontal (x-z) planes. As is evident from the averaged 2D spectrum shown in figure 4(a), the noise has a distinct peak when
where k x and k z are the spatial frequencies in the x and z directions, respectively, and λ is the reconstruction wavelength. This expression may be derived from the interference between a collimated beam aligned with the optical axis with elements of spherical waves aligned at a small angle θ with it in the x-z plane (generated by out-of-plane particles, imperfections on lenses etc). Equation (4) can be obtained using the familiar expression for fringe spacing, d, created by two plane waves inclined at an angle θ relative to each other (Hecht 2002) :
It is also possible to explain the shape of the spectrum (energy distribution), for example the section of the spectrum at k z = 1.5 mm −1 presented in figure 4(b) . We can show that this distribution is a combined projection of interference between the collimated axial beam and secondary waves propagating in planes that form an angle φ with the x-z plane. For beams intersecting at an angle θ , but located in a plane containing z that forms an angle φ with the x axis, d is approximately k −1
x cos φ and sin θ/2 ∼ = (cos φ)k z /k x . Then, equation (4) can be expressed more generally as Thus, for a constant k z , the probability density function of the intensity distribution in the x-z plane resulting from variations in φ is
Using equation (6),
To determine the energy within a narrow bandwidth dk z , we need to multiply this expression by the distribution of scattered energy,
The values of E(k z ) are unknown, although it most likely that E(k z ) decays rapidly with θ (i.e. scattering is near forward). Thus, the distribution of scattered energy within the spectral interval (k z , k z + dk z ) or (θ, θ + dθ), where
As is evident from figure 4(b), the measured variations of noise with k x agree quite well with the predictions of equations (8) and (9), confirming the model introduced here for the origin of the background noise. The decay of energy with increasing k z also confirms that most of the off-axis light that interferes with the reference beam is nearly forward scattered, which would occur (e.g.) due to scattering by small particles (Mie scattering). Clearly, the predominant contributor to background noise is directional fluctuations in the background light intensity, and the associated interference of the collimated (reference) beam with (slightly) off-axis rays.
To further understand the origin of the noise, note that in essence, the intensity distribution in any plane within the reconstructed volume is a hologram of both real and virtual particles. The intensity distribution generated by one particle interfering with the reference beam can be represented as
where U ref and U sig are the complex amplitudes of the reference beam and the light scattered from the particle (signal), respectively, '*' indicates a complex conjugate and η(x, y, z) is the phase difference between the reference and signal waves. The high frequency modulation of the background causing the noise originates from 2U ref U sig cos [η(x, y, z) ]. Only at the focus of the particle images (real and virtual) does the last term make any significant contribution. Thus, by eliminating the reference beam after reconstruction (illuminating the hologram), we not only increase image contrast by reducing the background mean intensity (first term), we also remove the source of high frequency noise (second term) while maintaining the in-focus signal (last term). In other words, by removing the reference beam, the contribution of an out of focus particle to the noise is confined to the last term, and thus it is reduced by a factor of U ref /U sig , which increases with increasing distance from the in-focus point. Note that additional terms involving particle-particle interactions become significant in volumes with dense particle concentration, and when the particle signal is large. One option for removal of the reference beam is to record a hologram at high exposure intensity so that the developed negative hardly transmits a reference beam (Meng et al 1993) . The drawback to this approach is a reduction in the sensitivity and linearity of the film under high intensity exposures. Our method for blocking the transmission of the reference beam consists of inserting a 0.5 mm diameter pin at the focus of the first relay lens (centre of our relay system). With the pin in place, the relay lens is used both for conjugate reconstruction (the same lens is used for recording) and as a high pass optical filter. The background noise can be further reduced by combining the pin with an iris (see figure 1) , opened to 10 mm diameter, which acts as a low pass filter, which removes most of the remaining high frequency speckle noise. As figure 5 demonstrates, this resulting band-pass filter is very effective in increasing the signal to noise ratio, even though the 'large' pin No pin Pin Figure 5 . Images of the same small particle, without (left) and with (right) band-pass filtering, overlaid on the intensity distributions across the centre of this particle. The scale bar is 100 µm.
not only blocks out the reference beam, but also some of the forward scattered light from the particles, reducing their signal strength. Due to the substantially lower and more uniform background intensity of the filtered signal, the prescribed threshold for detection of small particles has a simpler form. Empirically derived on the basis of numerous tests with holograms of different densities, the optimal threshold level for the band-pass filtered image, TH PIN , is
whereĪ PIN is the mean background intensity of the filtered signal. Like equation (1), this threshold is also based on selecting statistically significant high intensity pixels, because the mean intensity corresponds to the standard deviation of pure speckle noise (Goodman 1975) . The magnitude of I PIN has been computed from all the acquired images at a particular x-y location of the traverse, excluding regions that are unexposed due to the presence of large particles. These regions are removed by implementing a mask, as described below. Inherently, band-pass filtering maintains only the edges of the large particles, and after thresholding these edges sometimes become fragmented. Thus, band-pass filtering has only been used for the detection of particles smaller than 50 µm in diameter. As a result, each hologram has to be scanned twice, without a filter to detect the large objects, and with a filter to detect the small particles. To implement the double scanning, the pin and iris are mounted on a servomotor controlled arm, and automatically placed at the focal point of the first relay lens before scanning the volume for the second time. Note that the filtered scan is only used for detection of small particles. Once detected, the images used for subsequent measurement and classification are recorded without band-pass filtering (as described below).
Locating and recording focused images

Segmentation
Although image segmentation can be performed for every acquired frame in the scanned volume, and 3D segmentation is now readily available in commercial image processing software, the size of our image stack (35 GB per hologram) prohibits its use. The main reasons are the long processing time and the large physical memory required for such an operation. The latter is exacerbated by the existence of randomly distributed large particles that make it difficult to partition the acquired data. Thus, more efficient methods are essential for analysing the data. The procedure that we have adapted consists of 'compressing' the 3D volume into a 2D, x-y plane while imprinting the approximate depth (z) coordinate of each particle on the projected image. This process enables us to perform a 2D segmentation analysis on all the 3D data simultaneously, providing us with estimated sizes and coordinates of all the objects in the sample volume. Subsequent search for the focused image can then be performed over a small region. Superposition of images consists of averaging thresholded data recorded in equally spaced (1 mm) planes in depth. The depth information is kept by assigning each pixel the value of Z (x, y):
H(I (x, y, z)) z=zm z=z0 H (I (x, y, z))
where
where I (x, y, z) is the pixel intensity, TH is calculated using the procedures discussed in section 3, and z i is the depth of the i th plane (z = 0 is the hologram plane). The result is a 2D image containing all of the particles in the volume, with the pixel intensity roughly estimating the depth coordinate of the particle. The averaging is performed immediately after a continuous acquisition through depth, while the images are still located in the RAM, circumventing the time-consuming process of storing and reloading unnecessary frames. The process is performed for each (x, y) location of the scanning camera, after which all the frames are combined into a single 2D array with the dimensions of 14 000 × 14 000 pixels. This procedure is performed first while searching for large objects, i.e. without any spectral filtering of the reconstructed volume. A sample portion of a frame containing the 'flattened' and thresholded traces of a copepod with the colour indicating its approximate depth is presented in figure 6 (a). The variations in intensity within the continuous objects occur when the object traces are not aligned with the optical axis of the reconstruction system, and due to the contribution of several planes. The particle size and x-y coordinates are approximated on the basis of the number and location of contiguous groups of bright pixels. The approximate depth of the particle is estimated from the mean pixel value of the blob. Since the first scan focuses on the large particles we discard objects that are smaller than 400 pixels in area. Consequently, substantially faster processing and image manipulation can be achieved by dividing the flattened image area by 100, and lowering size threshold to 4 pixels. From this, along with the depth information, we have a clear idea of where to look for the particle trace, allowing us to confine the search to a small portion of the reconstructed 3D volume.
In early stages of developing the automatic scanning system all the images were saved and then combined into large 2D arrays. During subsequent analysis (searching for particles and recording their focused images) one would have to open the resulting very large files, as required by the data analysis program. This approach was both time-consuming and memory intensive, which caused many memory errors during execution, while mostly searching through empty pixels. In the present approach, at the segmentation phase we only acquire and analyse a single flattened image. Then, after identifying specific regions where candidate particles are located, we search through limited volumes in order to record their focused image (see the next section). A possible improvement/alternative that may further increase the efficiency of the entire process involves image compression, as done in Tao et al (2002) .
Auto-focusing
The segmentation routine produces a list of regions of interest (ROIs) along with the approximate 3D coordinates for each particle. For each object, we extract from the raw images a rectangular ROI that covers the entire object, has a depth linearly proportional to its size and is centred on the estimated depth. The objective of the next step is to automatically identify the plane containing the most focused image. To achieve this objective each element of the (3D) ROI array is convoluted using a 9 × 9 Gaussian filter to reduce speckle noise and differentiated using a Roberts edge filter (Pratt 1991) to identify the edges of the traces. The resulting images are thresholded to obtain a binary outline of the particle. This threshold, TH f , is selected such that only an in-focus particle would be fully delineated. It differs from the detection threshold, mostly due to the spatial smoothing. On the basis of repeated experiments we have chosen TH f = (1.15OD + 1.42)σ BG as the optimal level. The number of pixels above this threshold level along the perimeter of the particle trace peaks in the plane where the image is in focus. As an example, figure 6(e) shows the sum of pixels exceeding TH f within the ROI containing the copepod whose flattened image is presented in figure 6(a) , and its focused image is presented in figure 6(d) . The peak of this distribution matches the location in depth (the plane of focus) of the copepod to the nearest millimetre, the current axial distance between sampling planes. This procedure is repeated for each ROI, providing the coordinates of each particle larger than 50 µm in diameter. Images of the focused particles covering areas that match the ROI are saved separately along with their coordinates.
It is worth noting that the present auto-focusing routine will encounter difficulties if the scanned volume includes or is very close to the hologram plane. Grains and scratches on the emulsion itself will also be identified as the in-focus plane. In order to avoid this effect, the reconstructed volume is scanned no closer than 30 mm from the film. For the present data this discarded portion of the sample volume is adjacent to the windows of the submersible system, and as a result would be discarded anyway due to the potential effect of the window on the particle distributions. Also, to exclude particles beyond the scanned portion of the reconstructed volume, ROIs with maximum focus intensity at the edge of the scanned volume are disregarded.
Masking and detection of small particles
Once the large particles are identified they must be removed/masked prior to the band-pass filtered second scan that detects of small particles. Inherently, band-pass filtering maintains at best the outer edge of the large particles and, in most cases, especially after thresholding, creates discontinuous patterns that may be mistaken as a cloud of small particles. The mask is created on the basis of the imprint of the large particles on the flattened superposed image. It is slightly larger than the flattened trace; by 10% of the minimum extent of the ROI or by 10 pixels, whichever is larger. All the masks are combined into a template that defines the regions affected by the presence of large particles. The template also includes a mask corresponding to the aperture limits of the system, i.e. the boundaries of the hologram. Due to the formation of bright fringes associated with diffraction along the boundaries, which may erroneously be detected as particles, the outer perimeter is slightly smaller than the hologram to conceal these fringes.
As discussed before, the second scan through the reconstructed volume utilizes a band-pass filter and focuses on the small particles. Once the process is completed, the 3D volume is again flattened/superposed into a 2D array following the same procedures as the unfiltered scan. Only the flattened image is saved. Then, the template is used to remove regions containing residual traces of the large particles. Traces within the remaining areas are mostly associated with small particles. Additional procedures for removing speckle noise are discussed in section 4.4. As an illustration of the entire process, figure 6(b) shows sample masks generated for the copepod shown in figure 6(a) overlaid on the flattened band-pass filtered reconstruction. Figure 6(c) shows part of the masked image. Only the traces located outside of the mask are counted as small particles. Subsequently, the auto-focusing procedures outlined in section 4.2 are used for identifying the 3D coordinates of each small particle. Focused images along with their coordinates are saved.
Removal of false traces
Duplicate or false images of particles appear when the thresholding procedures discussed in section 3 do not remove all the background speckle noise, creating false regions of interest around small specks in the flattened image. These false ROIs typically appear in the vicinity of real particles, and as a result they also encompass real traces (or parts of them in the case of large particles). Since another ROI centres on the real particle, the same object is located in both ROIs. During auto-focusing the system finds the same real particle trace within two ROIs since edge filtering of noise does not generate a distribution of the type shown in figure 6(e). As a result, the same particle is counted twice (or more often) at the same location.
Duplicate counting typically poses a problem only for the small particles. The ROI of a noise speck in the vicinity of large particles encompass only a fraction of the actual particle. Auto-focusing then focuses and saves the particle fraction. The program then compares the size of thresholded profiles of particles located in the same (or overlapping) regions, and selects the largest trace as the true particle. All the traces whose centroids fall within the thresholded boundary of the largest trace are subsequently eliminated from the record. To resolve this problem for small particles, we first eliminate all the particles whose centres are located within one particle radius of the edge of the ROI. For the remaining traces, we compare the particle to centre distances, and only keep the trace that is closest to the centre. The rest of the overlapping traces are eliminated.
Due to the use of relay optics while acquiring the holograms, the system also generates false traces due to imperfections on mirrors and lenses. Fortunately, these false traces appear at the same location in all the holograms, enabling us to identify and eliminate them. Such identification depends on the accuracy/repeatability in mounting of holograms, which, as discussed in section 5.1, is 50 and 150 µm in the direction perpendicular to the optical axis. Compilation of data obtained in several scans (we have analysed more than 200 holograms) and comparisons between them enable us to identify candidate false traces, which are then stored in a separate directory, and removed from the particle database. Results of subsequent scans are compared to the false particle directory and repeated traces are removed.
Additional considerations during scanning
Alignment of components
For the automation procedures to work correctly, precise and maintainable alignment of all the components is essential. In particular, if the axis of the traversing system carrying the digital camera is not parallel to the optical axis of the reconstructed volume, the images translate laterally as the camera moves axially and the superposition routine becomes increasingly inaccurate. Proper alignment can be verified by positioning a cursor to mark the centre of a (randomly selected) bright object near the film plane and maintaining the centre of the diffraction pattern generated by this object on the cursor as the camera is traversed in the axial direction. It is also advantageous to maintain the orientation of the CCD array aligned with x-y coordinated of the traversing system. Misalignment of the CCD results in a mismatch between edges of adjoining frames; this complicates the process of generating an array that covers the entire reconstructed volume.
In order to enable re-examination of reconstructed images at a later date, it is essential to mount the hologram as closely as possible to the same position in every scan. Repeatability in mounting is simply accomplished by constructing a mount with a window that is slightly larger than the extent of the hologram. The hologram is placed on this mount with one edge butted against a rabbet and aligned in the orthogonal direction by matching the gap between the edges of the exposed region and the window on opposite sides. This mount enables us to reposition a hologram with 50 µm repeatability relative to the rabbet, and 150 µm in the perpendicular direction. More elaborate mounts that are permanently attached to each hologram would achieve better repeatability, but they are not practical when one has to analyse several hundred holograms.
Continuous scanning
In early phases of development, the automatic scanning system stopped the traverse at each position in depth before recording an image. To save the time wasted in starting and stopping, we now traverse the camera continuously in the z direction, and trigger it to grab images at prescribed intervals with an overall axial location error of less than 160 µm. Better resolution is possible depending on the encoder on the traversing system. Electronic shuttering is used to minimize smearing during the acquisition time. Due to the 50% duty cycle of the traverse the scanning is only semi-continuous. At the end of each scan in depth, during the rest cycle, the computer transfers the images from RAM to a hard disk, and performs some of the processing (e.g. flattening the image). This method reduces a single 3D scan of an entire reconstructed volume from several days to less than 2 h. For a total analysed sample volume of 480 cm 3 and a magnification of 3.59 µm/pixel, the entire acquisition phase, including two scans (for large and small particles), and acquisition and analysis of in-focus images, takes about 5 h. As noted before, only the flattened and in-focus images along with their coordinates are stored after the acquisition process is completed.
Effect of distortions
We have had to cope with astigmatism at the peripheries of the reconstructed volume. The likely causes include difference in recording and reconstruction wavelengths (694.3 nm for recording and 632.8 nm for reconstruction), difference in collimation optics and perhaps the exact position of the relay lens relative to the film. We have not performed a detailed analysis of the recording and reconstruction system (it is beyond the scope of this paper) but ray tracing routines could be valuable in determining the major cause of the astigmatism. Although such an analysis could also play a major role at the design stage, the present system was constrained by outside factors; i.e. the focal length and diameters of the lens were determined by the sample volume size of our recording system. The peripheral astigmatism reduces the visibility of the smallest particles (<30 µm) by deforming their shapes and decreasing their peak intensity. By combining data from holograms recorded under similar conditions, it has become evident that the loss of visibility decreases the concentration of detected small particles in the periphery compared to the centre of the reconstructed volume. This decrease, which occurs only for the small particles, appears to have a linear trend with the axial and radial directions, and falls to 25% and 16% at the respective outer limits. Although one can use this information to correct for biases in distributions of small particles, a match between recording and reconstruction optics would be a better option. It is expected that reconstruction with the appropriate wavelength (which is now available as a laser diode) and a better match in positioning of the relay optics would alleviate this problem (at least partially).
Another option for overcoming problems related to wavelength mismatch and lens induced deformations is to reconstruct the hologram digitally. As discussed in Milgram and Li (2002) , one can digitize the hologram, either using high resolution scanners or by focusing the digital camera on the hologram plane. For this purpose one can replace the laser with white light illumination. Digital reconstruction would enable us to manipulate the properties of the reconstruction beam, and propagate the image through relay optics and perform band-pass filtering. We have already recorded and reconstructed holograms of plankton digitally . Due to the limited resolution of the digital camera (we have used 2 K × 2 K cameras), the sample volume is lower and the resolution is limited. However, digital inline holography enables us to record holographic movies of swimming plankton. Note that the computations involved are substantial (the details are beyond the scope of this paper), even prior to the scanning process, and with today's computers take longer than optical reconstruction. However, the resulting flexibility is appealing.
Instead of digitizing the hologram itself, it is also possible to record the most forward plane of a reconstructed field and use it as a basis for 3D image reconstruction. Consequently, during the development phase of the procedures introduced in this paper we have stored the most forward plane of each hologram. The images will be kept available for future attempts to perform digital reconstruction, correct for distortions and test other methods of data filtering. These images have been saved in the lossless, PNG compression format.
Discussion, summary and conclusions
Implementation of holography as a tool for measuring the 3D particle distributions in the ocean (or other media) requires an automated data analysis process. Manual analysis cannot handle the vast number of images that have to be examined (35 GB/hologram) and the large number of holograms required for obtaining meaningful statistics. This paper introduced procedures for automated analysis of in-line holograms recorded in the ocean and containing plankton and particles with varying sizes and shapes. To recapitulate, the analysis consists of (a) Scanning of the reconstructed volume using a digital camera at a magnification of 3.59 µm/pixel. (b) Flattening of the 3D volume to a plane containing thresholded images of large particles that are intensity coded on the basis of their approximate depth. The cross section along with the approximate depth creates the region of interest for each particle. Careful selection of the threshold level is critical. (c) Optical band-pass filtering of the reconstructed field in order to increase the signal to noise ratio. This paper demonstrates that the primary contributor to background noise is interference of the reference beam with slightly off-axis light scattered from out-of-plane particles. Filtering of the reference beam using a pin located at the focus of the first relay lens substantially reduces the noise, and enables identification of small particles. A second scan of the entire filtered volume records the traces of small particles. The filtered field is also flattened. (d) Auto-focusing and recording of in-focus particle traces.
The process of finding the focus consists of edge filtering and thresholding of each region of interest. The focus is located in the plane with the largest number of pixels exceeding the threshold level. In-focus images along with their coordinates are stored. (e) Removal of duplicate and false traces using the procedures described in section 4.4. (f) Automated post-processing includes measurements of characteristic geometrical parameters including maximum length, mean width, i.e. the mean length perpendicular to the longest dimension, particle orientation and its area in pixels. This task is performed using the saved infocus images, after thresholding them to isolate the particles from the background noise using the criteria discussed above. The images are available for further examination, and can be retrieved on the basis of dimensional criteria.
The permanently stored database consists of two flattened images, one unfiltered (containing the large particles) and the second band-pass filtered, in-focus images of all the particles along with their coordinates, dimensions and orientation. The entire process of scanning, particle detection, acquisition of in-focus images and measurements of dimensional parameters takes about 5 h for a 480 cm 3 sample volume at a resolution of 3.59 mm/pixel. A graphic representation of the data is illustrated in figure 7 . Typically, in the present data, each hologram contains about 8000 particles. To date, we have implemented the present procedures for analysing more than 250 holograms (and counting). Sample holograms have been examined manually to ensure that we indeed obtain reliable data. We identify essentially 100% of the large particles (>50 µm) and about 95% of the small particles (10-50 µm). As noted before, in-line holography in water cannot detect particles smaller than 10 µm in diameter. Data on the spatial distributions of different species, associated correlations with environmental conditions (e.g. light, depth, density) and the presence of other particles, mean particle distances etc are described in Malkiel et al (2003) . The vast amount of information obtained will also be subsequently used in future analyses.
As discussed briefly before, future improvements to this system include digital reconstruction, which would enable us to select wavelength, correct for imperfections in the optical systems (and associated distortions) and refine the focus. Consequently, in addition to the data mentioned above, we have also saved the images in the most forward reconstructed plane. Note that even when reconstructing digitally, the procedures introduced in this paper (with appropriate modifications) would still be necessary for measuring the spatial distributions of particles. Digital acquisition of holograms offers many advantages, such as holographic cinematography, elimination of the film development phase and flexibility in reconstruction procedures. However, digital media do not have the resolution of emulsion-based holograms, and are limited in overall capacity, at least for now.
