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Abstract--  
The quasilinearization method is successfully applied to differential problems with nonlinear bound- 
ary conditions of antiperiodic type. Given are sufficient conditions under which the monotone itera- 
tions converge quadratically to a unique solution of our problem. The advantage ofthis approach lies 
in the fact that the approximate solutions are obtained [teratively as solutions of the above-mentioned 
iterations. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we deal with the nonlinear boundary value problem for the ordinary differential 
equation of the form 
x~(t)=f(t,x(t)), tE J=[O,T] ,  T>O,  
0 = g(x(O), x(T)), (1) 
where f E C(J x R,]R), g E C(IR x R,R). We will study problem (1) when function g is of 
antiperiodic type. For example, if g(u, v) = u + v, then function g is of antiperiodic type and 
we say that (1) is a differential problem with antiperiodic boundary condition, see Examples 1 
and 2. 
The monotone iterative technique is useful to obtain some existence results for differential 
equations with initial or periodic boundary value problems, for details, see for example [1,2] and 
the references in [1]. This technique can also be applied to antiperiodic boundary value problems, 
see [3-5]. Quite general existence results are formulated in [6] when g is nonlinear, see also [7], 
corresponding results for impulsive differential equations. Such problems are investigated under 
the assumption that f satisfies the one-sided Lipschitz condition. 
To get the quadratic onvergence of corresponding monotone iterations, we need to assume 
a more than one-sided Lipschitz condition on f. The quasilinearization method is well known 
and the corresponding results for differential equations with initial and boundary conditions 
are formulated; for details, see for example [3] and the references cited therein, see also [8-10]. 
The quasilinearization method has also been applied to antiperiodie problems of type (1) when 
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g(u, v) = u + v, see [3-5]. This paper generalizes ome results of [3-5] for the general case when g 
is a nonlinear function of antiperiodic type. The assumption of the existence of weakly coupled 
lower and upper solutions for (1) is important in our investigations. 
Some examples are added to verify the required assumptions. 
2. ASSUMPTIONS AND A LEMMA 
Functions u, v E CI( J ,  R) are called weakly coupled (w.c.) lower and upper solutions of prob- 
lem (1) if 
u'(t) <_ f ( t ,u(t) ) ,  t E J, 
v'(t) > f(t ,  v(t)), t e J~ 
~(~(o), v(T)) <_ o, 
g(~(o), ~(T)) >_ o. 
Put f~ = {u E R :  yo(t) < u < zo(t), t e J ) ,  A = {w E C I ( J ,R )  : yo(t) <_ w(t) <__ zo(t), 
t E J}, f~l = [yo(0), z0(0)], a~ = [y0(T), z0(T)] assuming that they are nonempty. We will use 
the notation f E C°'2(g x fl, R) which means that f , f~ , f~ E C( J  x n,R). 
We introduce the following assumptions for later use: 
(H1) f E C°' l ( J  x ~t,R), g E C1'1(~1 x ~2,]R), 
(H2) f E C°'2( J  x f~,R), g E C2'2(~1 x ~t2,R), 
(Ha) Yo,Zo E CI ( J ,N)  are w.c. lower and upper solutions of problem (1), and yo(t) <_ zo(t) 
on J~ 
(H4) f~(t,u) is nondecreasing in u ~ f~ for each t E J ,  
(Hh) g~(u,v) and gy(u,v) are nondecreasing in u and v for u E f~l, v E f/2, 
(H6) f~( t ,u )  >_ 0 on J x f~ and g~(u ,v )  > O, g~y(u,v) >_ O, gvy(u,v) > 0 on ~21 x {12, 
(H~) ~(yo(0),yo(T))  > 0, g~(vo(0),vo(T)) _> 0, 
(Ha) AB(T)  < 1, where 
A = gy(zo(O), zo(T)) 
g~(yo(0),vo(T)) ' (/o' ) B(t) = exp f~(s, zo(s)) ds . 
LEMMA l. Suppose that Assumptions (H1), (H3)-(Hh), and (HT)-(Hs) hold. Let % v E A be 
w.c. lower and upper solutions of problem (1) such that u(t) < v(t) on J. Let y, z E CI( J ,  R) and 
y'(t) = f(t,  u(t)) + f~(t, u(t))[y(t) -u ( t ) l ,  t e J, 
0 = g(u(O), v(T)) + g~(v(O), v(T))[y(O) - u(0)] + gv(u(O), u(T))[z(T) - v(T)], 
z'(t) = f(t ,  v(t)) + f , ( t ,  u(t))[z(t) - v(t)], t E J, 
0 = g(v(0), u(T)) + gx(v(O), v(T))[z(O) - v(0)] + gy(u(0), u(T))[y(T) - u(T)]. 
Then, 
~(t) <_ y(t) <_ z(t) < ~(t), t e J, (2) 
and y, z are lower and upper solutions of problem (1), respectively. 
PROOF. First, we need to prove that there exist unique solutions for y and z. Put  a = 
g~(v(O),v(T)). Because c~ > g~(yo(O),yo(T)) > 0, the system for y and z take the form 
J (t) =/x(t,~(t))y(t)  + ~l(t,~), t e J, 
z'(t) = fx(t,~(t))z(t) + ~2(t,~,~), t e z, 
y(O) = Aoz(T) + ill, 
40) = Aoy(T) + ~2, 
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where 
Hence, 
where 
al(t ,u) = f(t ,u(t))  - fz(t,u(t))u(t), t E J, 
c~2(t,u,v) = f(t ,v(t))  - f~(t,u(t))v(t), t e o r, 
Z~ = l-[-g(~(0), v(T)) + gy(~(0), ~(T))v(T)] + ~(0), 
92 = -~ [-g(~(0), ~(T)) + gy(~(0), ~(T))~(T)] + v(0), 
C~ 
d0= g~(~(0), ~(T)) 
O~ 
y(t) = D(t)y(O) + Cl(t), z(t) = D(t)z(O) + C2(t), t e or, 
(jo ' ) D(t) = exp f~(s,u(s)) ds , 
) Cl(t) =D( t )  exp - fx(r ,u(r))dr oel(s,u)ds, 
C2(t) = D(t) ~texp  ( -  foSfz(r ,u(r ) )dr)  a2(s,u,v)ds. 
Relation (3) and the boundary conditions yield 
y(O) = Aoz(T) + fll = Ao[D(T)z(O) + C2(T)] + t31 
= Ao{D(T)[Ao[D(T)y(O) + C1 (T)] +/32] + C2(T)} + ill, 
z(O) = Aoy(T) +/32 = Ao[D(T)y(O) + CI(T)] +/32 
= Ao{D(T)[Ao[D(T)z(O) + C2(T)] + fill + e l (T )}  +/32. 
(3) 
(n) 
In view of Assumptions (H~), (HT), gy(u(O),u(T)) > gy(yo(O),yo(T)) > O. This and Assump- 
tions (H4), (Hs), (Hs) give IAoD(T)I _< AB(T)  < 1. It means that system (4) has unique 
solutions for y(0) and z(0). It proves that y and z are well defined. 
Now, we need to show that relation (2) holds. Put p = u - y, q = z - v on J. Then, using the 
boundary conditions and the fact that u, v are w.e. lower and upper solutions of (1), we have 
0 = g(u(O), v(T)) - g~(v(O), v(T))p(O) + gy(u(O), u(T))q(T) 
< -g~(~(0), ~(T))p(0) + gA~(0), ~(T))q(T), 
0 = g(v(O), u(T)) + gz(v(O), v(T))q(O) - gy(u(O), u(T))p(T) 
>_ g~(v(O), v(T) )q(O) - gy(u(O), u(T) )p(T), 
SO, 
p(O) < Alq(T), q(O) <_ Alp(T), for A1 = -Ao.  
Indeed, A1 > 0. Furthermore, 
p'(t) <_ f(t,  u(t)) - f(t,  u(t)) - f~(t, u(t))[y(t) - u(t)] = f~(t, u(t))p(t), 
q'(t) <_ f(t,  v(t) ) - f(t ,  v(t) ) - f~(t, u(t))[z(t) - v(t)] = f~(t, u(t))q(t), 
(5) 
SO, 
p(t) <_ D(t)p(O), q(t) <_ D(t)q(O), t E J. (6) 
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Note that (5) and (6) give 
p(O) <_ A1D(T)q(O) <_ AtD(T)p(T)  < [A1D(T)]2p(O), 
q(O) <_ A1D(T)p(O) <_ [A1D(T)]2q(O), 
showing that p(0) _< 0, q(0)<_ 0 because 0 <_ A1D(T) <_ AB(T)  <- 1. It proves that p(t) <_ 0, 
q(t) <_ 0 on J, so u(t) <_ y(t), z(t) <_ v(t) on J. 
Now, let Q = y - z on J. Then, by a mean value theorem, and the monotonicity of gx, gy, 
and g, we see that 
o = g(~(o) ,  ~(T))  - g(~(0), 'o(T))  + g(~(0) , . (T ) )  - g ( , (0 ) ,  ~(T) )  
+ g~(v(O), v(T))[y(O) - u(O) - z(O) + v(O)] + gy(u(O), u(T))[z(T) - v(T) - y(T) + u(T)] 
= gx(v(O), v(T))Q(O) - gy(u(0), u(T))Q(T) + [g~(v(0), v(T)) - g~(¢1, v(T))][v(0) - u(0)] 
+ [g~(v(0), ~2) - gy(u(0), u(T))][v(T) - u(T)] 
>_ g~(v(O), v(T) )Q(O) - gy(u(O), u(T) )Q(T), 
SO, 
Q(0) < A1Q(T), (7) 
where u(0) < 41 < v(0), u(T) < ~2 < v(T). Moreover, by the mean value theorem, there exists 
~3 such that u(t) < ~3(t) < v(t), t c J, and 
Q'(t) = f(t ,  ~(t)) - f(t, ~(t)) + fx(t, ~(t))[Q(t) + ~(t) - ~(t)] 
-- fx (t, ~3 (t))[u(t) - v(t)] + fx (t, u(t)) [Q (t) + v (t) - u(t)] 
<_ fx(t, u(t))Q(t), t E J, 
by Assumption (H4). Indeed, Q(t) <_ D(t)Q(O), t E J. This and (7) prove that Q(t) <_ 0 on J, 
so relation (2) holds. 
To finish the proof, we need to show that y, z are w.c. lower and upper solutions of (1). Indeed, 
y'(t) = f(t,  u(t)) - f(t ,  y(t)) + f(t,  y(t)) + f~(t, u(t))[y(t) - u(t)] 
= fx (t, ~4(t))[u(t) - y(t)] + fx (t, u(t))[y(t) - u(t)] + f(t ,  y(t)) <_ f(t,  y(t)), 
z'(t) = f(t,  v(t)) - f(t ,  z(t)) ÷ f(t,  z(t)) ÷ f~(t, u(t))[z(t) - v(t)] 
= [f~(t, g5(t)) - fx(t, u(t))][v(t) - z(t)] ÷ f(t,  z(t)) >_ f(t,  z(t)), 
for some functions {4, ~5. Moreover, 
o = g(~(o) ,  v(T) )  - ~(y(o) ,  v(T) )  + 9(y(o),  ~(T))  - g(y(0),  z(T)) + g(y(0),  z(T)) 
+ gx(v(O), v(T))[y(O) - u(0)] + gy(u(O), u(T))[z(T) - v(T)] 
= g(y(O), z(T)) + [g~(v(0), v(T)) - g~((6, v(T))][y(O) - u(0)] 
+ [gAy(o), ~7) - gA~(o), ~(T))][~(T) - z(T)] >_ g(y(0), z(T)), 
0 = g(v(0), u(T)) - g(z(0), u(T)) + g(z(0), u(T)) - g(z(O), y(T)) + g(z(O), y(T)) 
+ g~(v(O), v(T))[z(O) - v(O)] + gy(u(O), u(T))[y(T) - u(T)] 
: g(z(O), y(T) )  + [g~(~8, ~(T) )  - 9~(~(o),  ~(T))][v(0) - ~(0)] 
+ [gA~(0), ~(T)) - g~(z(0), ~)][y(T) - ~(T)] < g(z(0), y(T)), 
for u(0) < ~6 < y(0), z(T) < ~7 < v(T), z(O) < is < v(O), u(T) < ~9 < y(T). The proof is 
complete. | 
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3. MAIN  RESULTS 
First, we formulate assumptions under which problem (1) has in the set A at most one solution. 
It does not guarantee the existence of a solution of problem (1). 
THEOREM 1. Let Assumptions (H1), (/-/4), (Hh), (HT), and (//8) hold. Then, problem (I) has 
in A at most one solution. 
PROOF. Let problem (1) have two solutions y and z. Put p = y - z. The mean value theorem 
yields 
p'(t)  = f ( t ,  y(t))  - f ( t ,  z( t ) )  = f~ (t, ~(t))p(t) ,  t E J, 
0 = g(y(0), y(T)) - g(40),  y(T)) + g(z(0), y(T)) - g(z(0), z(T)) 
= 9~(~, y(T))p(0) + g~(z(0), ~)p(T) ,  
SO, 
p(O) = A2p(T), for A2 = gy(z(0),~2) 
because g~((l, y(T)) > g~(yo(O), yo(T)) > O. Function ~ is a suitable function between y and z. 
Hence, 
(/o ) p(t) = Q(t)p(O), for Q(t) = exp f~(s,~(s)) ds . 
Indeed, Ip(0)[ = [A2p(T)I = [&lQ(r)lp(O)l and IA2[Q(T) <_ AB(T)  < 1. It yields p(0) = 0, so 
p(t) = 0 on J showing that y(t) = z(t) on Y. The proof is complete. | 
THEOREM 2. Let Assumptions (H2), (//3), (H6)-(Hs) ho/d. Then, there exist monotone se- 
quences {yn , zn } (of weakly coupled linear system) converging uniformly and quadratically to the 
unique solution x E A of problem (1). 
PROOF. Let 
j+~(t) = f(t,y~(t)) + f~(t,y~(t))[y~+~(t) -y.(t)] ,  t • z ,  
0 : g(y~(O), z~(T)) + g~(zn(O), zn(T))[y~+l(O) - y~(0)] 
+ gy(yn(O), yn(T))[z.~+l(T) - z~(T)], 
z~+l(t ) = f(t, Zn(~)) -~- fx(t ,  yr~(~))[Zn+l(t ) -- Zn(t)]  , t • J ,  
0 : ~(z~(0), y~(T)) + g~(z~(0), zn(T))[Z~+l(0) - z~(0)] 
+ g~(y~(0), y~(T))[y~+l(T) - y~(T)], 
for n : 0, 1 , . . . .  Note that, by Lemma 1, functions Yl, zl are well defined and yo(t) <<_ y~(t) < 
zl(t) < zo(t), t • J. Using again Lemma 1, by the method of mathematical  induction, we can 
show that 
yo(t) < yl(t) _<.." _< yn(t) <_ Zn(t) <_''" < Zl(t) _< Zo(t), t E J, 
for n : 0, 1 , . . . .  It  results from a standard argument hat {y,~, z~} converge uniformly to their 
respect limit functions, so 
y(t) = lira y~(t ) ,  z(t) = lira z~(t ) ,  t e J. 
n---+oo 7~--*~ 
Indeed, y and z satisfy the system of equations 
y'(t) = f ( t ,  y(t)),  t e J, 
z'(t) = f ( t ,  z(t)), t c J, 
0 = g(y (0) ,  z(T)) ,  
o = g(z(O), y(T)) .  
1424 T. JANKOWSKI 
We need to show that y(t) = z(t) on J. Put p = y - z. Then, by the mean value theorem, we 
have 
p'(t) = f(t,  y(t)) - f(t,  z(t)) = f .(t ,  ~(t))p(t), t e J, 
0 g(y(O), z(T)) - g(z(O), y(T)) = gx([~, z(T))p(O) - g~(z(O), {2)p(T), 
for some {, {1, ~2. Hence, 
;(t) = c(t)v(o), 
and 
(/o' ) for C(t) = exp A(s,{(s))  ds , 
p(O) = A2p(T), for A2 - gy(z(O), {2) 
gx({l, z(T)) ' 
because g~({,,z(T)) >_ g~(yo(O),yo(T)) > 0. Moreover, p(0) = A2C(T)p(O) and A2C(T) <_ 
AB(T)  < 1 which shows that p(0) = 0 and then p(t) = 0 on J. It proves that y(t) = z(t) on J 
which means that y and z are solutions of problem (1). By Theorem 1, problem (1) has in A at 
most one solution x, so x(t) = y(t) = z(t), t e J. 
The proof will be completed if we show that the convergence of {y~} and {z~} to x is quadratic. 
Put p~ = x - Yn, q~ = z~ - x. Note that p~ > O, q,~ >_ 0 on J. The mean value theorem and the 
monotonicity of g~, gy, f~ give 
0 = g(y~(0), z~(T)) - g(40) ,  z~(T)) + g(x(0), z~(T)) - g(x(0), x(T)) 
+ 9~(z~(0), z~(T))[y~+~(0) - y~(0)] + g~(y~(0), y~(T))[z~+~(T) - z~(T)] 
: [gx(zn(O), zn(T)) - g~(61, zn(T))Jpn(O) + [gy(x(O), 62) - gy(yn(O), yn(T))]qn(T) 
- g~(z~(0), z~(T)>~+~(0) + g~(y~(0), y~(T))q~+~(T) 
_< [g~(z~(0), z~(T))  - g~(y~(0), z~(T)) ]w(O)  
+ [gv(x(O), z,~(T)) - gy(y,~(O), z,~(T)) + gy(Yn(O), z,~(T)) - gy(y,~(O), y,~(T))]q,~(T) 
- g~(z~(O), z,~(T))p,~+l(O) + gy(y,~(O), y~(T))q,+I(T) 
= g~x(~, z~(T))[q~(0) + w(0)]>(0) 
q- {gyx(a4, z~(T) )p~(O) + gyy(y~(O), 55)[q~(T) + p~(T)]}q~(T) 
- 9x(zn(O), zn(T))pn+l(O) q- gy(yn(O), Yn(T))qn+l(T), 
where yn(O) < ~51, a 4 < x(O), z(T) < a 2 < zn(T), yn(O) < a3, a5 < Zn(O). Hence, 
g~(yo(O), yo(T))p~,+l(O) <_ gv(zo(O), zo(T))%+l(T) + Bl[q~(0) + p~(0)]p~(0) 
+ {B2p~(0) + Bz[q~(T) + p~(T)]}q~(T) 
< gy(zo(O), zo(T))p~+l(T) + alp~(O) + &2p~(T) 
+ ~sq~(O) + (~4q~(T), 
where 
and 
It yields 
for 
1 B 1 ~1 = [381 + B2], ~2 = ~ 3, ~a = ~B~, 
1 
a4 = ~ [th + 383I, 
Igxx(~,v)l <_ B1, Igyx(~,~)L <-- B=, 19y~(~,v)[ <_ Ba, on a l  × a2. 
p~+l(0) < Aqn+l(T) + c~lv~(O) + a2p~(T) + aaq~(O) + a4q2(T), 
1 
~=g~%'o ' ,yo 'T  " ' < ' v  t )  V ) )  i= , ,2 ,a ,4 .  
(8) 
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In a similar way, we can obtain 
0 = g(x(0), x(Z)) - g(z~(0), x(T)) + g(z~(0), x(T)) - g(z~(0), y~(T)) 
- g~(zn(O), z~(T))[q~+l(O) - q~(0)] - gy(y~(0), y~(T))[p~(T) - p~+I(T)] 
_< -g~(z~(0), z~(T))qn+l(o) + g~(y~(0), y~(T));~+~(T) 
4- {gxz(66, zn(T))qn(O) 4- gxy(x(O), 6r)q~(T)}qn(O) 
+ {gyx(as, x(T))[%(O) + p~(0)] 4- gyy(y~(O), a9)pn(T)}p~(T), 
where x(0) < 66 < z~(0), yn(T) < a9 < x(T), yn(O) < 58 < z~(O), z(T) < ar < z,~(T). It yields 
2 2 q~+l(0) _< Ap~+I(T) 4-/31p,~(0) 4-/32p~(T) 4-/3aq#(0) 4-/34q~(T), (9) 
for 
1 
and 
Now, we need to get some 
p/n+1@ ) = 
< 
_< 
1 B ~2 = B2 4- B3, a3 = ml 4- B2, ~]4 = -~ 2, 
1 
~ = g~(yo(O),yo(T))~, i=  L2,a,4. 
relations on p~+,(t) and q~+l(t). First, we note that 
f(t, x(t)) - f(t, y~(t)) - fx(t, y~(t))[pn(t) - p~+l (t)] 
[f~ (t, am(t)) - fz(t, y~(t))]pn(t) ÷ fx(t, Yn(t))p~+l (t) 
f~(t,  611(t))p~(t) + f~(t, y~(t))p~+l(t) 
Cp~ (t) + f= (t, zo (t))p~+l (t), 
where y~(t) < 610(t), 511(t) < x(t), t ~ J, and If~(t,u)l <_ C on J × ~. It gives 
P~+I (t) <_ B(t)p~+l (0) + Dl(t), t e J, 
for 
DI(t )=CB(t)  ~ot exp ( - fos f=( r ,  zo(r))drlp2(s)ds. 
In a similar way, using the mean value theorem and the monotonicity of f=, we have 
qcn-}-l(t) -~- f(t, Zn(t)) -- f(t, x(t)) + f~(t, y.(t))[q~+l (t) - q.(t)] 
< 1Cp2(t) + 3Cq~(t) + f~(t, zo(t))qn+l(t), 
- - z  2 
SO: 
for 
q~+l(t) < B(t)q~+i(O) + D2(t), t C J, 
1 t s 
In view of (8),(11) and (9),(10), we obtain 
p~+l(O) < gq~+l(m) +~1;~(0) + ~;~(T) + ~3£(0) + ~4£(T) 
_< gB(m)q~+l(0) + AD~(T) + ~,v~(O) + ~;~(T) + ~3q~(O) +~4£(T), 
and 
2 2 q~+l(0) _< Ap,~+l(T) +/31p~(0) + ~2pn(T) +/3aq~(0) +/34qn(T) 
2 2 2 <_ AB(T)p~+I(O) + ADI(T) + ~lp~(O) + I~2p~(T) +/~3q~(O) + ~4q~(T). 
(i0) 
(11) 
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For Q~ = Pn + qn, it gives 
2 Qn+l(O) < AB(T)Q~+I(O) + A[D~(T) + D2(T)] + (al + f{jp~(0) 
2 + (~2 -}-/32)R2(T) -}- (o~3 -}-/3a)qn (0) -}- (0~4 +/34)qn2 (T), 
SO~ 
1 
Q~+I(0) _< 1 -AB(T)  {A[DI(T) + D2(T)] + (al +/31)p~(0) 
2 2 2 -t-(oz 2 -}-/32)pn(r) + (Ct3 +/~3)qn(0) -}- (o~ 4 -}-/34)qn(T)}. 
Let Ifx(t,u)] _< M, M > 0 on J x ft. Then, 
(12) 
Dl(t)  < Cexp(MT)maxp~(s )  f texp(Mr)dr  - ~ez Jo = Dmup~(s) '  
D2(t) _< 1/92 k[maxp~('s)~eJ + 3 meaJ( q~2 (s)] , for/9 : C exp(MT)M - 1 exp(MT). 
(13) 
In view of (10), (12), and (13), we have 
P~+I (t) < exp(MT)p~+l (0) + D ! (~) 
< exp(MT) 3AD [maxp~(s)+maxq~(s)] 
exp(MT)  
+ 1"--~ A---~(T) [(°~1 4-/31)p~(0) + (a2 J-/32)P2n(T) + ((~3 J-/33)q2n(0) 
+(a4 +/34)q~(T)] + D m@xp~(s). 
It yields 
where 
m~]{ Ix(t) - Yn+l (t)l _< 71 maxt¢j Ix(t) - Yn(t)I2 + 72 maxtej Iz~(t) - x(t)12' 
exp(MT) {~ } 
71-1_  AB(T)  AD + al + a2 + /3x + fl2 + D, 
72-  1 -AB(T)  o~3-1-o~4-}-/33-t-~4-~-- AD . 
In a similar way, in view of (11)-(13), we can obtain 
max Ix(t) - z~+l (t)l < 73 max Ix(t) - yn(t)] 2 + V4 max Izn(t) - x(t)l 2, 
tC3 tE J  tE J  
where 
} 0/3 1 - AB(T)  AD + al + a2 + fll +/32 + -~D, 
74 1 - AB  (T) AD j -  a 3 uv O~ 4 + /33 -~- /34 "J- 2 " 
This ends the proof. 
EXAMPLE 1. Let 
~'(t) = -0o~ =(t) + ~2(t) + ~(t) + t - 3 _= f( t ,  ~(~)), 
0 = x(0) + exp(x(1) - /3 )  -- g(x(O), x(1)),  
t e J = [o, 1], 
for/3 > 4 -- cos 1. 
(14) 
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Put yo(t) = -a t  - exp(1), zo(t)  = t, t • J for fixed a > 0. Note that 
g(yo(O), z0(1))  ---- exp(1) [exp( - - /3 )  - 11 < 0, 
g (z0(0) ,  yo(1))  = exp( -a  - exp(1)  - j3) > 0, 
f(t, yo(t)) = - cos (a t  + exp(1) )  + (at + exp(1) ) (a t  + exp(1)  - 1) + t - 3 
_~ exp(2)  -- exp(1)  -- 4 > 0 > - -a  = y~(t), 
f(t, zo(t)) =--cos( t )  +t  2 + 2t - -  3 < t 2 +2t -  3 < 0 < 1 = z~(t). 
It proves that Yo, z0 are w.c. lower and upper solutions of (14). Moreover, f~( t ,  u) = cosu+2 > 0,' 
gx(u ,v)  = 1 > O, gy(u ,v)  = exp(v - /~)  > 0, g~ = 0, gxy = 0, gyy(u,v)  = exp(v -  fi) > 0 
1 showing that Assumptions (H6), (HT) hold. Note that fo fx (s ,  zo(s)) ds = 3 - cos 1. It yields 
AB(1) = exp(4 - cos(l) - t3) < 1 since fl > 4 - cos(l). Assumption (H8) holds so the assertions 
of Theorem 2 are satisfied for problem (14). 
EXAMPLE 2. Consider the following antiperiodic boundary value problem: 
x'(t) : -x ( t )+ 
x(O) = -x(1) .  
t • J : [0,1],  (15) 
Let yo(t) = -1 ,  zo(t) = 1, t • Y. Functions y0, z0 are w.c. lower and upper solutions of 
problem (15). The assertion of Theorem 2 holds for problem (15) since the assumptions of 
Theorem 2 are satisfied. 
REMARK 1. Let  
g(u, v) = u + av  + ~, a > O. (16) 
We have gx = 1, gy = ~, gx~ = gxy = gyy = O. 
(i) Put a = 0. Then, A = 0. Assumptions (HT) and (H8) are satisfied. In this case, Theorem 2 
reduces, for example, to Theorem 1.2.1 of [3]; see also the corresponding results of [3]. 
(ii) Take a > 0. Then, Assumption (Hs) has the form 
~o T ln~+ f~(s, zo(~))ds < o. (17) 
If a = 1, then we have a problem considered in [3-5]; for example, Theorem 2 reduces to 
Theorem 2.2.4 of [3]. 
REMARK 2. Let  
g(~,v) = ~+~(v), ~ • c1(~2,R). 
Then, gx = 1, gy(U,V) = ~'(v), gxx = gxy = 0, gyy(U,V) = f ' (v ) .  According to Theorem 2, we 
need to assume that ~"(v) > 0 on ~2, and ~'(yo(T))  >_ O. We see that Assumption (Hs) now has 
the form (17) with a = ~'(zo(T)) .  
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