A family of simple derivative-free multipoint iterative methods, based on the interpolating polynomials, for solving nonlinear equations is presented. It is shown that the presented n-point iterative method has the convergence order 2 n−1 with n function evaluations per iteration. It is an optimal iterative method in the sense of the Kung-Traub's conjecture. Numerical examples are included to support the result of theoretical convergence analysis and demonstrate efficiency of the proposed method.
Introduction
For finding roots of nonlinear equations multipoint iterative methods without memory are most often used since they have a definite advantage in both order of convergence and computational efficiency [1-3, 5-9, 11] . General investigation of the multipoint and one-point methods can be found in the literature [10] . Moreover, Kung and Traub [4] conjectured that the order of convergence of a multipoint method with n function evaluations per iteration can not exceed d * n = 2 n−1 which is called an optimal order. On the other hand, the computational efficiency of an iterative method of order d n , requiring n function evaluations, is defined by d 1/n n [10] . Therefore, the computational efficiency of an iterative method having the optimal order d * n is 2 (n−1)/n . In this paper we propose a new family of derivative-free multipoint methods based on the interpolating polynomials. We prove that the presented n-point methods, requiring n function evaluations, have the optimal convergence order 2 n−1 and thus have the optimal computational efficiency 2 (n−1)/n . Numerical results for some examples show the consistency of the presented method with the theoretical convergence analysis.
A new family of derivative free multipoint methods
We suppose that the equation f (x) = 0 has a simple root α in an interval (a, b).
For an integer q ≥ 1 and for a k-th iterate x k near the root α we propose a family of n-point multipoint methods as follows.
where n ≥ 2 and P λ (t) is an interpolating polynomial of degree 1 ≤ λ ≤ n − 1 for f at the points ψ 0,k , ψ 1,k , · · · , ψ λ,k . Without loss of generality, we may write P λ (t) by the divided differences as
For example, 2-and 3-point iterative methods can be respectively expressed
with
Theorem 2.1 Assume that f is a real analytic function on an interval (a, b) containing a simple zero α with f (x) = 0 for all x ∈ (a, b), and let x 0 be sufficiently close to α. Then, for any integer q ≥ 1, the family of n-point iterative methods in (1) has the order of convergence 2 n−1 with n function evaluations. In other words, for k = x k − α, it follows that
for every integer n ≥ 2.
Proof: We will prove by induction. For the initial value of n = 2
. In addition, P 1 (ψ 1,k ) satisfies
These results imply that, for sufficiently small k ,
, that is, the 2-point iterative method is of order d 2 = 2.
Suppose that for some integer n ≥ 3 the n-point iterative method satisfies
Then we consider the (n + 1)-point iterative method such as
Similarly to the case of n = 2, we can see that
and, by the above assumption, we have
This completes the proof.
Examples
We consider three equations f i (x) = 0, i = 1, 2, 3, having a simple root α on a given interval for each function f i (x) defined as
For these examples numerical results of the presented multipoint methods are given in Table 1 . Therein, d n,k denotes the computational order of convergence defined as
for the k-th iterate x k obtained by the presented n-point multipoint method. In addition, each initial approximation x 0 was chosen by the following formula, with N = 4, given in the literature [12] .
where
for a given interval (a, b) containing the simple root α. One can see that the results of the presented multipoint methods are consistent with the results of theoretical convergence analysis in Theorem 1. Table 1 . Numerical results of the presented n-point iterative methods (1) with q = 1. 
31.9421
On the other hand, we may surmise that convergence of the iterates x k 's becomes better as the exponent q in (1) increases since the approximation of P 1 (ψ 1,k ) to the derivative f (x k ) is accurate for large q as long as f (x k ) is sufficiently small. To identify this surmise we include Figure 1 
