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Preface  
I n  many a r e a s  of app l i ed  r e sea rch  a t  IIASA reg re s s ion  
models a r e  e n t e r t a i n e d  t o  exp la in  t h e  r e l a t i o n s h i p  among 
v a r i a b l e s .  Assuming t h a t  t h e  parameters  a r e  n o t  changing 
over  t ime ,  l e a s t  squares  methods provide minimum square  
e r r o r  (MMSE) e s t i m a t e s .  I n  some c a s e s ,  however, t h e  
assumption of  c o n s t a n t  parameters i s  r e s t r i c t i v e ,  and ways 
of i nco rpo ra t ing  parameter changes have t o  be found. 
This  paper was o r i g i n a l l y  prepared under t h e  t i t l e  "Modelling 
f o r  Management" f o r  p r e s e n t a t i o n  a t  a  Nate r  Research Cent re  
(U.K. ) Conference on "River  P o l l u t i o n  Con t ro l " ,  Oxford, 
9 - 1 1  A s r i l ,  1979. 
Use of Kalman filtering techniques when the parameters of a 
regression relationship are changing over time according to 
a multivariate ARIMA process. 
Abstract 
It is shown how Kalman filtering methodology can be 
applied to the estimation of the parameters in a regression 
model, when the parameters are subject to change over time. 
A multivariate ARIMA model for the parameters of the re- 
gression relationship is entertained and it is shown how 
this model can be brought into the state variable form. 
Furthermore it is shown how this procedure specializes to 
various cases already discussed in the literature. 
1. State variable representation of dynamic and st0chast.i~ 
- 
systems - Kalman filtering 
A dynamic system with stochastic disturbances may be 
modelled in a state variable form 
where xt is a vector state variable which should be considered 
as an abstract quantity and which does not necessarily have a 
physical interpretation such as the input vector ut and the 
output vector yt. yt and yt are uncrosscorrelated Normal white 
n o i s e  sequences  w i t h  
The pa ramete r  m a t r i c e s  A ,  G and H may b e  e i t h e r  c o n s t a n t  o r  
t i m e  v a r y i n g .  
Given t h e  dynamic s t o c h a s t i c  model w i t h  known dynamic and 
s t o c h a s t i c  p a r a m e t e r s ,  Kalman [ 3 , 4 , 5 ]  o b t a i n s  a n  e s t i m a t e  f o r  
t h e  s t a t e  v e c t o r  xt g i v e n  t h e  o b s e r v a t i o n s  on t h e  i n p u t  and 
o u t p u t  v a r i a b l e s  up t o  t i m e  t .  H e  shows t h a t  t h e  c o n d i t i o n a l  
d i s t r i b u t i o n  o f  x t  g i v e n  o b s e r v a t i o n s  up t o  t i m e  t i s  a  Normal 
-. 
w l t h  mean 3 
-tl t and v a r i a n c e  Pt t where 
a n d  
where t h e  Kalman g a i n  i s  g i v e n  by 
T h i s  set  of r e c u r s i v e  e q u a t i o n s ,  t o g e t h e r  w i t h  s p e c i f i e d  
i n i t i a l  c o n d i t i o n s ,  p r o v i d e  t h e  e s t i m a t e s  and t h e i r  u p d a t i n g  
e q u a t i o n s  f o r  t h e  s t a t e  v a r i a b l e s  and t h e i r  c o v a r i a n c e  m a t r i x .  
An e x c e l l e n t  d e s c r i p t i o n  of t h e  s t a t e  v a r i a b l e  approach 
to dynamic and stochastic systems is given by MacGregor [ 6 ] .  
2. State variable representation of a regression model when 
its parameters change according to a multivariate ARIMA 
model. 
Kalman's approach can be used to estimate the parameters 
in regression models where it is assumed that the parameters 
follow a general multivariate ARIMA process: 
where 
Yt is the dependent variable 
r is a (k x 1 )  vector of predetermined variables 
- t 
B is a (kxl) vector of parameters 
-t 
where the Oi (I < i ( p+d) and the 0. (1 5 j 5 q) are known (k k) 
- - I 
matrices. B is the backshift operator B ~ B ~  = et-m. at is a 
- 
2 2 white noise sequence with Eat = 0 and Eat = oa. c~~ is a multi- 
variate white noise sequence with Ea = 0 and Ea a' = La. 
-t -t-t It is 
assumed that the zeros of det{@(B)} lie on or outside the unit 
circle. The zeros of det{O(B)} are assumed to lie outside the 
unit circle and det{@(B)} and det{O(B)} do not have common roots. 
Furthermore at and at are uncorrelated, i.e. Ea a = 0 .  Multi- 
- t-t - 
variate ARIMA processes are generalizations of the univariate 
AXIMA proces ses  d i scus sed  i n  g r e a t  d e t a i l  by Box and Jenk ins  [ I ] .  
Extens ive  d i s c u s s i o n  of t h e  m u l t i v a r i a t e  ex t ens ion ,  f o r  exanple ,  
i s  given i n  Hannan [21. 
I n  o r d e r  t o  apply t h e  Kalman f i l t e r i n g  technique  (equa- 
t i o n s  (1 .2)  - (1.6))  w e  have t o  w r i t e  equa t ions  (2 .1)  i.n form 
of s t a t e  v a r i a b l e s .  The fo l lowing  theorem g i v e s  an e q u i v a l e n t  
s t a t e  v a r i a b l e  form f o r  system ( 2 . 1 ) ,  t h u s  i d e n t i f y i n g  t h e  
n a t r i c e s  H ,  A,  G I  R1 and R 2 .  
Theorem: The model g iven  i n  (2 .1)  has  t h e  e q u i v a l e n t  s t a t e  
v a r i a b l e  r e p r e s e n t a t i o n  g iven  below. 
For p+d>q: 
where I* i s  t h e  [k  (p+d-1) x k(p+d-1) ] i d e n t i t y  m a t r i x  and 0* 
i s  a  [k  x ( p + d - l ) ]  m a t r i x  of z e ro s .  0 i s  a  [k  x kl m a t r i x  of  
z e r o s .  0' i s  a [ I  x k]  v e c t o r  o f  z e r o s  and I i s  t h e  [k x kl 
- 
i d e n t i t y  m a t r i x .  
For p+d<q: - 
where I** is  t h e  [kq x kq] i d e n t i t y  m a t r i x  
and O*. i s  a  [ k x k q ]  m a t r i x  of  z e ro s .  
The proof o f  t h i s  theorem f o l l o w s  by s imple  s u b s t i t u t i o n  
showing t h a t  
3. Several special cases discussed in the literature: 
i.) Young [ 8 1  considers the case where the parameters 
follow a first order autoregressive process 
In this case, the updating equations reduce to 
ii.) For the special case O = I and Z a  = 0 (i.e. B = 6 
-t+l -t 
constant parameters) the updating reiations in (3.2) and (3.3) - 
simplify to 
One recognizes the recursive updating formulae in (3.4) and 
(3.5) as the recursive updating algorithm for the least squares 
estimate Et and its covariance matrix Pt given by Plackett [ 7 ] .  
2 iii.) For t h e  ca se  k  = 1 ,  4 = 1, J3a2 = 02 and Ea = o  2 
~1 a  
t h e  r e c u r s i v e  a lgor i thm i s  given  by 
We n o t i c e  t h a t  i n  a l l  t h e s e  updat ing formulae t h e  e s t i m a t e  of 
t h e  parameter a t  t ime  t i s  a  l i n e a r  combination of t h e  parameter 
e s t i m a t e  a t  t ime t - 1  and t h e  one s t e p  ahead f o r e c a s t  e r r o r  a t  
t ime t .  I n  (3 .4)  t h e  parameter i s  updated by g i v i n g  equal  
weights  t o  a l l  t h e  obse rva t ions .  I n  (3 .6 )  t h e  i n t r o d u c t i o n  of 
a 2  i s  s i m i l a r  i n  e f f e c t  t o  an exponen t i a l  d a t a  weight ing func- 
C1 
t i o n  (Young [8]  1 .  
i v . )  Box and Jenkins  [ I ]  cons ide r  a  random walk model wi th  
added no i se  (k  = 1 ,  4 = 1 ,  rt = 1 f o r  a l l  t )  
They show t h a t  t h i s  model i s  equ iva l en t  t o  t h e  i n t e g r a t e d  f i r s t  
o rde r  moving average model 
with 
Bt+l is the one step ahead forecast Qt(l) and is given by an 
exponential weighted sum of previous observations. 
and the forecasts are updated by 
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