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We discuss the existence of a solution of the boundary value prob-
lem
(
η2 − 1)g′′ + 4ηg′ + 2g = 2g(g + ηg′),
g(η) → 2 as η → 1−, g(η) → ∞ as η → 0+,
by using a one-dimensional topological shooting method.
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1. Introduction
The classical theory of quasi-one-dimensional inviscid ﬂow of a perfect gas in a tube, as expounded
in [1], cannot be applied to situations where the ﬂow is turbulent and the tube is long enough for
wall drag to be important. Examples are to be found in the air-jet spinning of polymer ﬁlaments
[2], the inlets to pressure transducers [3], or the case of a high-speed train travelling through a long
tunnel [4]. In such situations a more realistic model than that of inviscid ﬂow is the Fanno ﬂow model
[5–9], which includes a drag term in the momentum balance while leaving the equations of mass and
energy conservation unaltered.
In [10] H. and J.R. Ockendon and S.A.E.G. Falle have discussed the mathematics of the Fanno model
in much more detail than had previously been done, and in particular make some predictions about
travelling and evolving waves. The authors derive the nonlinear boundary value problem (1)–(3).
In [11] Hastings, McLeod and Troy discussed the existence of a solution of (1)–(3) by using a two-
dimensional topological shooting method. We also discuss the existence of a solution of the problem
by using a shooting method, but now one-dimensional. We ﬁrst turn the nonlinear differential equa-
tion into an integral equation and then shoot from a singular point.
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(
η2 − 1)g′′ + 4ηg′ + 2g = 2g(g + ηg′), ′ = d
dη
, (1)
with
g(η) → 2 as η → 1−, (2)
g(η) → ∞ as η → 0+. (3)
Integrating (1) from ηˆ to η, and using integration by parts when necessary, we obtain
(
t2 − 1)g′(t)∣∣η
ηˆ
+ 2
η∫
ηˆ
tg′(t)dt + 2
η∫
ηˆ
g(t)dt =
η∫
ηˆ
g2(t)dt + ηg2(η) − ηˆg2(ηˆ). (4)
Since all terms in (4) except the ﬁrst converge as η → 1− , we see that (η2 − 1)g′(η) → c, say, as
η → 1− , and c = 0 would on integration contradict g(η) → 2 as η → 1− . Thus, setting ηˆ = 1 in (4),
we get
(
η2 − 1)g′(η) + 2ηg(η) − 4 = ηg2(η) − 4+
η∫
1
g2(t)dt.
Integrating once more from 1 to η, we have
(
t2 − 1)g(t)∣∣η1 =
η∫
1
tg2(t)dt +
η∫
1
η1∫
1
g2(t)dt dη1,
(
η2 − 1)g(η) =
η∫
1
tg2(t)dt +
η∫
1
(η − t)g2(t)dt = η
η∫
1
g2(t)dt.
We therefore get the following nonlinear Volterra integral equation,
g(η) = η
1− η2
1∫
η
g2(t)dt.
Notice that, from the nonlinear Volterra integral equation,
g′(η) = (1+ η
2)g(η) − η2g2(η)
η(1− η2) , (5)
which differentiates further to give (1), and L’Hôpital rule applied to the integral equation gives
g(η) → 2 or 0 as η → 1− .
T. Tanrıverdi, J.B. Mcleod / J. Differential Equations 249 (2010) 2955–2963 2957Hence we conclude that the Volterra integral equation with (2) and (3) is equivalent to (1), with
(2) and (3).
Thus we are interested in the solution of the equation
g(η) = η
1− η2
1∫
η
g2(t)dt, 0 < η < 1, (6)
with
g(η) → 2 as η → 1−, (7)
g(η) → ∞ as η → 0+. (8)
In all arguments below, η is restricted to interval (0,1).
3. Main results and their proofs
Theorem 3.1. There exists one and only one solution for the boundary value problem (6)–(8). The solution has
the properties
g(η) ∼ 3
η2
as η → 0+ (9)
and
g(η) − 2 = −2(1− η) log(1− η) + c(1− η) + o(1− η), as η → 1−,
for some constant c.
The proof of this theorem depends upon the following lemmas. We write
h(η) = g(η) − 2.
Lemma 3.1. Any solution of (6)–(8) has the property that h(η) > 0 for η < 1 and suﬃciently close to 1, and
furthermore,
h(η) = −2(1− η) log(1− η) + c(1− η) + o(1− η) (10)
for some constant c. Finally, given any such constant c, there exists a unique solution to (6)with the asymptotic
behavior (10).
Proof. Suppose that we have a value of η with 0 < g(η) < 2 and η < 1. (It is immediate from (6) that
g(η) > 0.) Then
g(η) − g2(η) > −g(η), η2(g(η) − g2(η))> −η2g(η).
From (5),
g′(η) = g(η) + η
2(g(η) − g2(η))
η(1− η2) >
g(η)(1− η2)
η(1− η2) > 0,
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hold as we decrease η, which contradicts (8).
It is also easily veriﬁed that (5), written in terms of h(η), becomes
h′ + 2ηh
1− η2 −
h
η
= 2
η
− ηh
2
1− η2 . (11)
Multiplying (11) by 1
η(1−η2) , we get
(
h
η(1− η2)
)′
= 2
η2(1− η2) −
h2
(1− η2)2 , (12)
so that
(
h
η(1− η2)
)′
<
2
η2(1− η2) =
1
1− η + O (1), (13)
and
h < −η(1− η2){log(1− η) + constant}.
This implies that
h = O{(1− η) log(1− η)},
so that we can integrate the last term in (12) up to η = 1. Thus, for some constant c,
h
η(1− η2) + log(1− η) −
1
2
c = O{(1− η) log2(1− η)},
h = −2(1− η) log(1− η) + c(1− η) + o(1− η). (14)
To prove the last part of the lemma, we write (12) in the form
(
h
η(1− η2)
)′
= 1
1− η + f (η) −
h2
(1− η2)2 , (15)
where f (η) = 2−η2−η3
η2(1−η2) = O (1). By integrating once we get
h
η(1− η2) = − log(1− η) +
1
2
c − F (η) +
1∫
η
h2(t)
(1− t2)2 dt, (16)
where
F (η) =
1∫
η
f (t)dt = 2
η
− log(1+ η) − 2+ log2 = O (1− η).
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h = −2(1− η) log(1− η) + c(1− η) + G(η) + η(1− η2)
1∫
η
h2(t)
(1− t2)2 dt,
where
G(η) = O{(1− η)2 log(1− η)}.
We now solve this by the iteration scheme
h0 = −2(1− η) log(1− η) + c(1− η) + G(η),
hn = h0 + η
(
1− η2)
1∫
η
h2n−1(t)
(1− t2)2 dt. (17)
We see that, at least for 1− η suﬃciently small,
|h0|
(
3+ |c|)(1− η)∣∣log(1− η)∣∣ (18)
and that
|h1 − h0| 2(1− η)
1∫
η
(3+ |c|)2
(1+ t)2 log
2(1− t)dt

{(
3+ |c|)(1− η)∣∣log(1− η)∣∣}2.
We now make the induction hypothesis that
|hn+1 − hn|
{(
3+ |c|)(1− η)∣∣log(1− η)∣∣}n+2, (19)
for (1− η) δ where δ is independent of n. If this is true for n N , then for n N we claim that hn
is bounded by
|hn| 3
2
{(
3+ |c|)(1− η)∣∣log(1− η)∣∣}, (20)
where (1 − η) = δ is suﬃciently small, and this is easily proved by summing a simple geometric
series.
Finally, we use induction to prove the inequality (19). Since
hn+1 = h0 + η
(
1− η2)
1∫
η
h2n(t)
(1− t2)2 dt, (21)
we have
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(
1− η2)
1∫
η
|hn(t) − hn−1(t)||hn(t) + hn−1(t)|
(1− t2)2 dt. (22)
Now we use (19) and (20) to get
|hn+1 − hn| 3
(
3+ |c|)n+2η(1− η2)
1∫
η
{(1− t)| log(1− t)|}n+1{(1− t)| log(1− t)|}
(1− t2)2 dt,
|hn+1 − hn| 6
7
(
3+ |c|)n+2η(1− η2)
1∫
η
(1− t)n∣∣logn+2(1− t)∣∣dt.
Integration by parts implies that
|hn+1 − hn|
{(
3+ |c|)(1− η)∣∣log(1− η)∣∣}n+2, as required. 
We now want to establish existence of a solution to the boundary value problem. We denote by
gc(η) (or hc(η)) the solution obtained in Lemma 3.1 and remark that gc(η) depends continuously on
c and η. We then deﬁne the following two sets.
S+ = {c: gc(η) blows up and g′c(η) is negative until blowup},
S− = {c: g′c(η) becomes positive and does so strictly before gc(η) blows up}.
Remark that g′′(η) < 0 if g′(η) = 0 and g(η) > 2.
We now prove the following lemma.
Lemma 3.2. If gc(η) is the solution of (6) deﬁned by the asymptotic property (10), then if c is suﬃciently large
and positive, we have gc(η) blows up before η = 12 and g′c < 0 until it blows up. (That is, S+ is nonempty.)
Proof. From (16) we have
h
η(1− η2) = − log(1− η) +
1
2
c + 2
(
1− 1
η
)
+ log
(
1
2
(1+ η)
)
+
1∫
η
h2(t)
(1− t2)2 dt.
Thus
h > −η(1− η2) log(1− η) + 1
2
cη
(
1− η2)− 2(1+ η)(1− η)2
+ η(1− η2) log
(
1
2
(1+ η)
)
. (23)
Since only one term on the right involves c, we can clearly choose c suﬃciently large that the right-
hand side (and so h and so also g) exceeds c∗ at η = 34 , where c∗ is any given positive number at our
choice. Now
1− η2
η
g(η) =
1∫
η
g2(t)dt,
and so in particular, with η = 34 ,
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16
3
4
g
(
3
4
)
=
1∫
3
4
g2(t)dt,
so that
1− η2
η
g(η) − 7
12
g
(
3
4
)
=
3
4∫
η
g2(t)dt,
g(η) = 7
12
η
1− η2 g
(
3
4
)
+ η
1− η2
3
4∫
η
g2(t)dt. (24)
From what has been said above, we can make 712
η
1−η2 g(
3
4 ) as large as we please throughout [ 12 , 34 ].
Say
7
12
η
1− η2 g
(
3
4
)
> K for
1
2
 η 3
4
. (25)
Note also that
η
1− η2 
2
3
for
1
2
 η 3
4
. (26)
Compare g with g∗ , where g∗ is the solution of
g∗ = K + 2
3
3
4∫
η
g∗2 dt. (27)
Then
g∗′ = −2
3
g∗2, 1
g∗
= 2
3
(
η − 3
4
)
+ constant,
and since (27) implies that g∗( 34 ) = K , we have
1
g∗
= 1
K
+ 2
3
(
η − 3
4
)
.
Hence, if K > 6, then 1g∗ becomes 0 (g
∗ blows up) before η has decreased as far as 12 .
However, subtracting (27) from (24), and using (25) and (26), we see that, for 12  η
3
4 ,
g(η) − g∗(η) > 2
3
3
4∫
η
{
g2 − g∗2}dt. (28)
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since g∗ blows up before 12 , so also must g . 
Lemma 3.3. If gc is the solution of (6) deﬁned by the asymptotic property (10), then if c is suﬃciently large
and negative, we have g′c(η) becomes positive and does so before gc blows up. (That is, S− is nonempty.)
Proof. If we take two values of c, c1 and c2, c1 < c2 then, from (10), hc1 − hc2 < 0 when η is suﬃ-
ciently close to 1. Also, subtracting (16) for c1 and c2 we get
hc1 − hc2 =
1
2
(c1 − c2)η
(
1− η2)+ η(1− η2)
1∫
η
h2c1(t) − h2c2(t)
(1− t2)2 dt,
which implies that we always have hc1 < hc2 if c1 < c2, so long as both are positive.
Now ﬁx c2 and let c1 become large and negative. So long as both hc1 and hc2 are positive (and hc1
must vanish ﬁrst), we have
hc1 − hc2 
1
2
(c1 − c2)η
(
1− η2),
which, with large c1, certainly implies that hc1 becomes negative (and so h
′
c1 = 0) before blowup. 
Lemma 3.4. S+ is open.
Proof. This follows from continuity in c provided we can show that if g(η) blows up at η = η0 when
c = c0, then it blows up near η0 when c is close to c0, and this is essentially a repeat of the argument
in Lemma 3.2 which shows that, if g(η) is large, then it blows up in a short distance. More precisely,
given 0 < η1 < η2 < 1, then there exists K such that if g(η0) > K for some η0 in the interval [η1, η2],
then g(η) blows up at some point to the right of η = 0. 
Lemma 3.5. S− is open.
Proof. This is again a matter of continuity in c. 
Thus the sets S+ and S− are nonempty, open and (clearly) disjoint sets, and since the real line
(in c) cannot be divided into two such sets, there must exist some c which is in neither. For this c,
either blowup and g′(η) = 0 occur simultaneously (clearly impossible) or neither occurs at all, so that
the solution g(η) remains ﬁnite on (0,1) with g′(η) < 0.
Now set
H(η) = η2g(η).
From (5) we derive the equation for H as
η
(
1− η2)H ′ = H(3− η2 − H) (29)
so that η(1−η2)H ′ < H(3− H). From this it is clear that if H(η0) = 3 for η = η0, say, then H > 3 and
H ′ < 0 for η < η0, and indeed H blows up strictly before η = 0. Thus H < 3 and (1 − η2)H ′ > −ηH ,
which on integration implies that (1−η2)−1/2H is decreasing as η decreases, so that limη→0 H exists,
and the only possible limits are H = 0 and H = 3. But g′ < 0 implies from (5) that
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1+ η2
η2
= 1+ 1
η2
,
so that H > 1+ η2 and H(0) = 3. Thus
g(η) ∼ 3
η2
, as η → 0+.
Theorem 3.1 is thus proved except for the uniqueness of the solution. Let H1 and H2 be two solutions.
Multiplying (29) for H1 by H2, and for H2 by H1, and subtracting, we get
η
(
1− η2)(H2H ′1 − H1H ′2)= −H1H2(H1 − H2),
η
(
1− η2)
(
H1
H2
)′
= −H1
H2
(H1 − H2).
Now we know that H1H2 → 1 as η → 0+,1− . Suppose that H1 > H2 somewhere and that H1/H2 attains
a maximum at η = η0. Then H1 = H2 at η0, giving the necessary contradiction.
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