The Multi-Objective Real-Valued Gene-pool Optimal Mixing Evolutionary Algorithm (MO-RV-GOMEA) has been shown to exhibit excellent performance in solving various bi-objective benchmark and real-world problems. We assess the competence of MO-RV-GOMEA in tackling many-objective problems, which are normally defined as problems with at least four conflicting objectives. Most Pareto dominance-based Multi-Objective Evolutionary Algorithms (MOEAs) typically diminish in performance if the number of objectives is more than three because selection pressure toward the Pareto-optimal front is lost. This is potentially less of an issue for MO-RV-GOMEA because its variation operator creates each offspring solution by iteratively altering a currently existing solution in a few decision variables each time, and changes are only accepted if they result in a Pareto improvement. For most MOEAs, integrating scalarization methods is potentially beneficial in the many-objective context. Here, we investigate the possibility of improving the performance of MO-RV-GOMEA by further guiding improvement checks during solution variation in MO-RV-GOMEA with carefully constructed Tchebycheff scalarizations. Results obtained from experiments performed on a selection of well-known problems from the DTLZ and WFG test suites show that MO-RV-GOMEA is by design already well-suited for many-objective problems. Moreover, by enhancing it with Tchebycheff scalarizations, it outperforms MOEA/D-2TCHMFI, a state-of-the-art decompositionbased MOEA. 
INTRODUCTION
The Multi-Objective Real-Valued Gene-pool Optimal Mixing Evolutionary Algorithm (MO-RV-GOMEA), a recently-introduced member of the GOMEA family, is a state-of-the-art Multi-Objective Evolutionary Algorithm (MOEA) for the continuous domain that exhibits both superior scalability on benchmark problems [6] and excellent performance on real-world applications [16] . MO-RV-GOMEA is characterized by three main features. First, explicit linkage models that align with dependencies among decision variables of the problem instance under consideration are either constructed during optimization by performing linkage learning on the working population (in black-box optimization), or are defined a priori by using available problem-specific knowledge (in gray/white-box optimization). Second, a variation operator, named Gene-pool Optimal Mixing (GOM), is used to exploit the learned linkage information during solution variation in an effective manner such that offspring solutions are guaranteed to have equal or better fitness values than parent solutions. Third, a niching concept is realized in MO-RV-GOMEA by a cluster-based operation, i.e., in every generation, solutions in the population are partitioned into equal-sized clusters; linkage learning and solution variation can then be performed per cluster, thereby increasing the probability that all different regions of the Pareto-optimal front are evenly approached.
A key feature of GOMEAs is that the GOM variation operator of GOMEAs transforms an existing solution into an offspring solution through a series of so-called mixing events. Each mixing event is a partial solution alteration that involves only decision variables that are dependent on each other to some degree (as indicated by the learned, or a priori defined, linkage models). Each partially-altered solution is then evaluated for improvement and the new decision variable values are only accepted if the fitness value of the solution does not deteriorate. This native genetic-local-search-like variation operator makes partial evaluations straightforward to be implemented in GOMEAs if the problem permits efficient computation of the effect of changing values of a few decision variables. For many other Evolutionary Algorithms (EAs), such partial evaluations are non-trivial or impractical to be implemented because a whole offspring solution is created each time without intermediate improvement checks as in GOM. Partial evaluations substantially increase the performance of MO-RV-GOMEA, especially in realworld applications where each full solution evaluation typically incurs a considerable amount of computation cost (e.g., see [16] ).
However, while succeeding in solving complicated problems with thousands of decision variables, MO-RV-GOMEA has mainly been tested on bi-objective optimization problems [6, 16] . The performance of MO-RV-GOMEA on problems that have more than two objectives is yet to be investigated. Especially the class of manyobjective problems, which is often defined as problems that have at least four objectives, poses substantial challenges for many MOEAs. The primary difficulty is that as the number of objectives increases, using the Pareto dominance relation in selection based on an entire population does not effectively maintain (selection) pressure toward the Pareto-optimal front since most solutions in the population of an MOEA are non-dominated [1, 12] .
In recent years, the class of decomposition-based MOEAs has emerged as a more effective methodology for tackling multi-and especially many-objective problems. A decomposition-based MOEA typically decomposes a multi-objective problem into a set of singleobjective optimization subproblems, in which each subproblem is a scalarization of the original problem, i.e., aggregating all objectives on the basis of a unique weight vector. A diverse set of weight vectors is normally used to create a well-spread set of scalarization functions, aiming to evenly approximate the Pareto-optimal front. Selection pressure is maintained by using scalar improvements associated with the scalarization functions (which are similar to single-objective optimization) rather than depending on Pareto dominance improvements. The well-known MOEA based on Decomposition (MOEA/D) [19] presents three options for performing aggregation: the weighted-sum approach, the weighted Tchebycheff method, and the Penalty-based Boundary Intersection (PBI) method. The latter two are more commonly used since they are able to obtain solutions on non-convex regions, if such exist, of Pareto-optimal fronts. The Tchebycheff method is more convenient to use since it does not require the user to define the penalty factor θ as in the PBI method, which can have significant influence on the performance of the search [12] . Many MOEA/D variants have been proposed to provide improvements on several aspects of the original MOEA/D [22] . The recently-introduced Nondominated Sorting Genetic Algorithm III (NSGA-III) [9] also employs weight vectors in the form of reference points to improve the performance of the well-known NSGA-II when solving many-objective problems. Therefore, in this paper, besides benchmarking MO-RV-GOMEA in the many-objective realm, we also investigate the possibility of employing the Tchebycheff method to enhance the performance of the original MO-RV-GOMEA.
The remainder of the paper is organized as follows. In Section 2, we outline MO-RV-GOMEA. In Section 3, we propose our approach to integrate the Tchebycheff aggregation function into MO-RV-GOMEA. Optimization problems employed for benchmarking and our experiment settings are described in Section 4. Results are discussed in Section 5. Finally, conclusions are drawn in Section 6.
MO-RV-GOMEA OUTLINE
MO-RV-GOMEA maintains a population P of N candidate solutions (i.e., population members), which can be randomly initialized, as well as an elitist archive to keep track of non-dominated solutions obtained during the search because elitism is beneficial to convergence [13] . Until the termination criteria are satisfied, the following procedure is performed in every generation. First, non-dominated ranks of all solutions are determined and truncation selection is performed to select a set S that consists of ⌊τ N ⌋ best ranked solutions from P (τ = 0.35 in [6] ). Second, the selected solutions in S are then partitioned into k clusters, and another m clusters are taken from the population (m is the number of objectives). Third, for each cluster, linkage learning is performed to construct a linkage model F consisting of a set of linkage sets on the basis of the solutions in that cluster. A Gaussian distribution is estimated for each linkage set in the linkage model. Next, the set of estimated Gaussian distributions associated with each cluster is used to iteratively construct offspring solutions in a step-wise manner.
Clustering
In every generation, q = k + m clusters of candidate solutions are formed. First, k leader solutions that are far apart from each other are selected from S by a nearest-neighbor heuristic as follows.
Step 1: The solution that has the maximum value for a randomly chosen objective is assigned as the first leader. The Euclidean distances in objective space from all the remaining solutions to the first leader are computed and stored as their nearest-neighbor distances.
Step 2: The solution with the largest nearest-neighbor distance is assigned as the next leader.
Step 3: The Euclidean distance from each remaining solution to the newly assigned leader is computed and the nearest-neighbor distance is updated if the new distance is smaller than the currently stored value. Go back to Step 2 until k leaders are obtained.
These k leaders are then assigned as the centroids of the k clusters. From its centroid, each cluster is formed by expanding to cover its c nearest solutions. These k clusters, named middle clusters, will then be used for multi-objective dominance-based optimization. For the remaining m clusters, each of them is associated with a unique objective i and is formed by selecting from the population P the best c solutions according to the corresponding objective i. These m clusters, named extreme clusters, will then be used for single-objective scalar optimization along the associated objectives. All these q clusters are called selection clusters (where each cluster C has c members) as they are formed by selection procedures, and it was recommended to have c = 2 q |S | [6] .
Linkage Learning
Let L = {1, 2, . . . , l } be the set that contains the indices of all l decision variables. For each cluster, a linkage model F that describes the dependencies among l decision variables is constructed. The Family-Of-Subset (FOS) concept is used as the general linkage model. Each FOS is a set of linkage sets F = {F 1 , F 2 , . . . , F | F | }, in which linkage set F i ⊆ L contains the indices of the decision variables that are dependent on each other to some degree. The two most common FOS structures in GOMEA literature are: 1) the univariate model, in which all variables are considered totally independent; and 2) the linkage tree model, a hierarchical ordering of linkage sets in which decision variables can be considered independent according to some linkage sets and can be considered dependent according to some other linkage sets. The linkage tree model can thus express hierarchical dependencies between problem variables. The goal is to configure the linkage model F such that it aligns with the variable-dependence problem structure of the problem instance under concern. If problem-specific knowledge is available, F can be constructed a priori. Otherwise, F can be learned by linkage learning algorithms (see [6] for details).
For each linkage set F i in the (learned) linkage model F of each selection cluster C, the parameters of a Gaussian distribution, that involves the variables encoded in F i , are estimated over the cluster solutions. Thus, a univariate Gaussian distribution (i.e., mean and variance) is estimated for a univariate linkage set, and a multivariate Gaussian distribution (i.e., mean vector and covariance matrix) is estimated for a multivariate linkage set. In order to alleviate the potential premature diminishing of variance due to selection, the variance parameters of these Gaussian distributions are proportionally scaled with the distance of improvements found from the Gaussian means. These Gaussian distributions are then used to sample new values during solution variation (more details in [6] ).
Gene-pool Optimal Mixing (GOM)
Each solution x in the population is associated with the nearest selection cluster (based on the distance between x and the cluster means in the objective space). This association effectively partitions the population into q clusters, where each population cluster C P corresponds to a selection cluster C. A variation operator named GOM is employed to transform each solution x ∈ C P into an offspring o using the linkage model F of cluster C.
Instead of generating a whole offspring in one step as in many MOEAs, GOM constructs o in a step-wise manner as follows. All linkage sets in F of each cluster C are iteratively considered in a random order. For each linkage set F i , its associated Gaussian distribution is used to sample new values, altering all solutions of C P at the variables indicated by F i . These variables of a number of solutions, specifically ⌊ 1 2 τ |C P |⌋, are then further moved in the direction that the cluster mean is shifted in from the previous generation to the current generation [6] . The partially-altered solutions are evaluated for improvement. If C is a middle cluster, each improvement check is based on Pareto dominance. That is, the change is accepted when the altered solution dominates the previous state or it can be accepted into the elitist archive. If C is an extreme cluster, the change is accepted when the altered solution improves the previous state with respect to the objective associated with that extreme cluster. If no improvement is yielded, the change is revoked and the solution returns to its previous state. An offspring solution o is fully constructed after all linkage sets in F are considered.
The elitist archive A of MO-RV-GOMEA is bounded by a userdefined target size. An adaptive mechanism maintains the archive around the target size by discretizing the objective space into equalsized hypercubes and only retaining one archive member per hypercube [17] . A solution p is accepted into the archive if it is not dominated by the archive (A ⪯̸ p), i.e., p is not dominated by any archive member and the hypercube that p resides in is unoccupied or p dominates the current resident member of that hypercube. After every generation, the hypercube sizes are adapted based on the range of the so-far-obtained Pareto front and the target size.
MO-RV-GOMEA ADAPTATIONS 3.1 Tchebycheff Scalarization Method
The weighted Tchebycheff distance (TCH) between a point z and a given point z * in an m-dimensional space is defined as follows:
where w = (w 1 , . . . , w m ) is a weight vector with w i ≥ 0 and
A multi-objective problem with l decision variables and m objective functions can be described as follows:
where x is a decision variable vector in the decision space (that we assume to be real-valued in this paper)
,
: Ω x → Ω f is the m-dimensional objective function vector, and f (x ) is thus the objective value vector of x in the objective space Ω f ⊆ R m of the multi-objective problem.
Using the weighted Tchebycheff distance with a utopian point as the point z * (z * i ≤ min{ f i (x )|x ∈ Ω x }), a multi-objective problem can be decomposed into a set of scalar optimization subproblems. Each subproblem has a unique weight vector w and is defined as:
It is known that with Tchebycheff scalarizations it is possible to identify solutions on potential non-convex regions of the Paretooptimal front [19] while this is not possible using linearly weighted sum scalarizations [7] . Therefore, Tchebycheff scalarizations are often employed in decomposition-based MOEAs.
Weight Vector Generation
Weight vectors are often generated such that they are spread as well as possible. Perfectly scattering N points in a d-dimensional space (d > 1), however, is NP-hard [5] . Here, we employ a simple, yet effective, method to approximately generate N well-spread weight vectors as follows. During initialization, we uniformly randomly generate M weight vectors such that M >> N , where each weight vector w satisfies w i ≥ 0 and m i=1 w i = 1. We then apply the same heuristic that is used to select k leaders in the k-leader-means clustering [4] (see Section 2) to select N vectors that are spread as well as possible. An advantage of this approach is that any number of weight vectors N can be generated rather than being restricted to some required numbers as in other methods (e.g., [8, 14] ).
Weight Vector Association
We employ the following procedure to associate each weight vector w with a candidate solution x in the current population P.
Step 1: Compute the ideal objective vector z P = (z P 1 , . . . , z P m ) of the current population P on the basis of the solutions in P:
Step 2: For each weight vector w, compute the weighted Tchebycheff distance with w between each solution in the current population P and the ideal objective vector z P .
Step 3: Associate each weight vector w with the nearest solution that has not been associated yet with any weight vector, based on the Tchebycheff distances that are computed with w in Step 2. Figure 1a shows an example that illustrates the weight vector association procedure. In every generation, our procedure above explicitly assigns anew to each solution a unique improvement region (e.g., see Figure 1b) . If a solution is not improved by GOM, and still remains in the next generation, it might be assigned a different improvement region. For many algorithms in the MOEA/D family, TCH(y (4) ,z P ,w (2) )=0.17 TCH(y (4) ,z P ,w (3) )=0.33 TCH(y (4) ,z P ,w (4) )=0.5
TCH(y (3) ,z P ,w (1) )=0.1 TCH(y (3) ,z P ,w (2) )=0.12 TCH(y (3) ,z P ,w (3) )=0.23 TCH(y (3) ,z P ,w (4) )=0.35 TCH(y (2) ,z P ,w (1) )=0.25 TCH(y (2) ,z P ,w (2) )=0.17 TCH(y (2) ,z P ,w (3) )=0.08 TCH(y (2) ,z P ,w (4) )=0.1 TCH(y (1) ,z P ,w (1) )=0.45 TCH(y (1) ,z P ,w (2) )=0.3 TCH(y (1) ,z P ,w (3) )=0.15 TCH(y (1) ,z P ,w (4) each solution is regarded as the best solution obtained so far for each subproblem. Therefore, if a solution is not changed in this generation (i.e., no offspring succeeds to replace the parent), its improvement region is still the same in the next generation. We note that there exist other weight vector association procedures in several weight vector-based MOEAs (e.g., NSGA-III [9] , I-DBEA [1] ). However, the association procedures in these MOEAs are mainly used for niching or diversity preservation purposes. Our association procedure here determines the improvement region for each solution and thus puts more emphasis on the exploitation purpose.
Improvement Check in GOM
Similar to the original MO-RV-GOMEA, each existing solution x is improved by the GOM variation operator with the learned linkage model of the cluster to which x belongs. At every mixing event, the partially-altered solution is evaluated and checked for improvement. In the original MO-RV-GOMEA, the improvement check is based on the Pareto dominance improvement for the solutions in the middle clusters, and is based on the scalar improvement for the solutions in the extreme-region clusters. The latter is thus already a form of Tchebycheff scalarization where the weight vector w has weight w i = 1 for objective i and weight 0 for the other objectives. We propose two options to adapt the improvement check at each mixing event in GOM with Tchebycheff scalarizations as follows:
• Option 1: The change is accepted if the partially-altered solution p dominates the previous state b, or p can be accepted into the elitist archive, or the objective value vector of p has a smaller Tchebycheff distance (computed with the associated weight vector w) to the utopian point z * (compared to that of the previous state), i.e.,
The change is accepted if p dominates b or the new objective value vector has a smaller Tchebycheff distance to the utopian point, i.e.,
Note that the utopian point z * employed for the improvement check is different from the population's ideal objective vector z P employed for the weight vector association in Section 3.3. We here assume that the utopian point z * is known for the sake of convenience. In the case that the utopian point cannot be determined a priori, z * can be approximated during optimization by updating z * i to the best so-far-obtained value of objective i, if necessary, before computing the Tchebycheff distances in each improvement check.
BENCHMARK AND EXPERIMENT SETTING 4.1 Benchmark Problems
We perform experiments on two well-known sets of benchmark problems: DTLZ1-DTLZ4 [10] and WFG1-WFG4 [11] . For all problems, the number of decision variables is scaled as l = 40, 80, 160, and 320. For DTLZ problems, we employ problem instances of m = 3, 5, 10, and 15 objectives. For WFG problems, we employ problem instances of m = 2, 3, 5, and 10 objectives, where the number of position parameters and the number of distance parameters are determined as in [2] . The reference Pareto-optimal fronts for both DTLZ and WFG problem instances are created by using the PlatEMO platform [21] such that a reference front with approximately m × 1000 well-distributed points is generated for a problem instance with m objectives.
Experiment Setting
We benchmark the original MO-RV-GOMEA and its two new adaptations with Tchebycheff scalarizations. For the purpose of comparisons, we also experiment with the recently-introduced MOEA/D-2TCHMFI [18] , an MOEA/D variant that employs the Tchebycheff scalarization with l 2 -norm constraint, which is defined as
where w is a weight vector with w i ≥ 0 and ∥w ∥ = 1. The population size is a crucial control parameter for EAs, and it is also notoriously difficult to determine an appropriate population size for an EA solving a specific problem instance. While EA benchmark literature often uses the same population size for all algorithms, we argue that such a simple setting might not be proper because different EAs have different minimally-required population sizes, and the differences can be substantial (e.g., see [20] ). Therefore, in this work, we employ the so-called Interleaved Multi-start Scheme (IMS) [6] (which originates from the populationsizing-free scheme of the Parameter-less Genetic Algorithm [15] ) to adapt the population size during optimization for all MOEAs. The IMS operates multiple instances of an MOEA with different population sizes in an interleaved fashion. The initial population P 0 is started with a small population size N 0 . N 0 can be any reasonably small population size. Here, we simply set N 0 = 10 × (m + 1). A larger population P i with size N i = 2 × N i−1 is started later, and each generation of P i is then operated for every д generations of the previous population P i−1 . A smaller population is deemed inefficient, and is thus terminated, if it contributes less than 10% of the combined front of non-dominated solutions obtained from all the working populations. All the populations are kept growing and running until the computation budget is spent. In this paper, we employ the generation base д = 8 as recommended in [6] for real-valued operators and problem variables. The published implementation of MOEA/D-2TCHMFI [18] employs a specific population size with a specific set of weight vectors for each problem instance. In order to freely scale its population size in the IMS, we replace the provided fixed weight vector sets with the weight vectors generated by the procedure described in Section 3.2. The neighborhood size parameter is set as 10% of the population size. While the IMS might not be the optimal setting for an MOEA, any MOEA that is integrated with the IMS can be considered as an anytime algorithm, i.e., the longer the MOEA is allowed to run, the better the results will be, and the users can terminate the algorithm whenever they are satisfied with the results.
For all problem instances, each MOEA is run 30 times independently on a multi-core server (4×AMD Opteron Processor 6386 SE, 2.8 GHz). Note that MO-RV-GOMEAs perform certain tasks (e.g., population clustering, linkage learning), which incur additional computation cost, that MOEA/D-2TCHMFI does not have. For fair comparisons, we thus employ the running time as the computation budget rather than the number of function evaluations. This effectively allows MOEA/D-2TCHMFI to perform more function evaluations than MO-RV-GOMEA. For each problem instance of m objectives and l decision variables, every MOEA is run for m × l seconds each time. All MOEAs are equipped with an elitist archive, and the target archive size is set empirically as 1000.
To assess the convergence of each algorithm to the reference Pareto-optimal fronts, we use the Average Front Distance (AFD) [3] that measures the average minimal Euclidean distance over all points in a reference front to an approximation front obtained by an MOEA run. The AFD is also commonly known as the Inverted Generational Distance (IGD) in the literature (e.g., [9, 18] ). The median IGD value over the 30 runs of each MOEA is then used as the performance metric. To verify the statistical significance of the obtained results, we use the Mann-Whitney-Wilcoxon statistical hypothesis test for equality of medians with p < 0.05. In Tables 1, 2 , and 3, the best median value for each problem instance is presented with the gray background, and is further highlighted in bold if the value is statistically significantly better than those obtained by other MOEAs (significance tests are performed with Bonferroni correction). Table 1 shows the medians and the interdecile ranges of the IGD metric of the approximation fronts obtained by MOEAs for the DTLZ1-4 problem instances. In almost all cases, MO-RV-GOMEA outperforms MOEA/D-2TCHMFI, obtaining better approximation fronts. The results in Table 1 confirm that the original design of MO-RV-GOMEA, which yields excellent, and often superior, performance in solving multi-objective problems [6] , is also suitable for tackling many-objective problems. This suitability is likely due to the synergy between the multi-objective dominance-based optimization of middle clusters, the single-objective scalar optimization (along each objective) of extreme clusters, and the direct offspring versus parent comparison for accepting improvements in the operation of MO-RV-GOMEA.
EXPERIMENTAL RESULTS

DTLZ Problems
The two adaptation options with Tchebycheff scalarization that we propose in this paper assign to each population member a unique improvement region, which could be informative in guiding the search, potentially enhancing the efficiency of MO-RV-GOMEA. Table 1 shows that, for DTLZ problem instances, the performance of the original MO-RV-GOMEA has similar performance (in some cases), or deteriorates (in some cases), or is slightly improved (in other cases) when combined with Option 1 (i.e., using both Tchebycheff-scalarization and Pareto-dominance improvements in the GOM operator). On the other hand, in almost all cases, with Option 2 (i.e., only Tchebycheff-scalarization improvements are checked in the GOM operator), other MOEAs are outperformed, and the differences are found to be statistically significant. Figure 2 shows the median IGD metric convergence of the MOEAs under concern on solving DTLZ1-4 problem instances with m = 3, 15 objectives and l = 320 decision variables. Except for the cases of DTLZ4, and the case of DTLZ2 with m = 2, MO-RV-GOMEA adapted with Option 2 achieves the fastest convergence within the allowed computation time. The large obtained IGD values (i.e., IGD > 0.01) indicate that the (reference) Pareto-optimal fronts have not yet been sufficiently reached and more running time would be needed. However, we note that, in this work, we consider problem instances that have many more decision variables, and are thus more difficult, than those considered in recent literature. Figure 3 shows the median IGD convergence of the MOEAs under concern in solving WFG problem instances with m = 2, 10 objectives and l = 320 decision variables. MO-RV-GOMEA with adaptation Option 2 has the best IGD convergence for the WFG3-4 instances with the most objectives (i.e., m = 10) while the original MO-RV-GOMEA exhibits the best performance for WFG1. Similar to the case of DTLZ problems, better results can be obtained if more running time is allowed. From the results in Tables 1 and 2, we can conclude that, in most cases, adaptation Option 2 is better than Option 1 for improving the performance of MO-RV-GOMEA. We hypothesize that a key factor in the outcomes is that removing checks for acceptance into the archive, which is expensive if the archive is full (1000 solutions), allows MO-RV-GOMEA with adaptation Option 2 to perform many more evaluations (empirically we found up to a factor of 5). Note that the Tchebycheff scalarizations play a non-trivial role here, as simply removing the archive check in GOM in the original MO-RV-GOMEA deteriorates its performance. can be efficiently solved. Table 3 shows the medians and the inderdecile ranges of the IGD metric of the approximation fronts obtained by the three MO-RV-GOMEA variants that employ the linkage tree model, which is learned over the selection of solutions in each generation to capture the linkage structures, and the MOEA/D-2TCHMFI. We do not implement the linkage tree model for MOEA/D-2TCHMFI because non-trivial modifications would be required for MOEA/D-2TCHMFI (which, by default, creates a whole offspring solution each time) to make use of the linkage tree. In most cases, MO-RV-GOMEAs with the linkage tree model obtain better IGD values compared to the ones with the univariate model (i.e., compare Table 2 and Table 3 ). For WFG2 problem instances with l = 80, 160, 320 variables, the two adapted MO-RVGOMEAs achieve better approximation fronts than the original MO-RV-GOMEA and MOEA/D-2TCHMFI. For WFG3 problem instances, MO-RV-GOMEA with Option 2 almost always outperforms other MOEAs. A more detailed analysis on the effect of linkage learning (for such large problem instances) requires more computation time and thus is left for future work.
WFG Problems
CONCLUSIONS
We investigated the performance of the MO-RV-GOMEA on a wide range of multi-objective and many-objective benchmark problems.
The experimental results indicate that MO-RV-GOMEA is quite wellsuited also for solving many-objective problems without requiring any modification, unlike many other MOEAs that are designed on the basis of multi-objective optimization. For some benchmark problems, the performance of MO-RV-GOMEA can be further improved when the improvement checks during solution variation are guided by carefully constructed Tchebycheff scalarizations. Performance comparisons with a state-of-the-art decomposition-based MOEA (i.e., MOEA/D-2TCHMFI) show that both the original and adapted MO-RV-GOMEAs are the preferred algorithms of choice for tackling (real-world) problems that require many conflicting objectives to be optimized at the same time.
