This paper examines opportunities and challenges that are associated with using sensors in civil engineering and proposes strategies for interpretation of sensor data. Opportunities include increased decision support and better modeling possibilities. Such opportunities have the potential to lead to safer, longer-lasting and innovative civil systems. Challenges include appropriate characterization of sensors, development of systematic methodologies for design of sensor systems, data interpretation and decision support. Meeting these challenges successfully requires consideration of the measurement context. Four contextual categories for sensor utilization are defined as follows: support during construction stages, warning of extreme events, system identification and experimental research. Regardless of the context, advances in model-based diagnosis have created the potential for reliable and robust computer support in many situations. A new methodology for sensor system design using entropy is presented and a model based approach for structural diagnosis is used to illustrate the potential of multi-model reasoning. Use of multiple models and consideration of contextual parameters are important for making the most of the opportunities that are available. The final conclusion of the paper is derived using an analogy of the paper title with the film "Sex, lies and videotape" It is necessary to go beyond being dazzled by the technology of sensors (sex) and the misuse of engineering models (lies) so that the interpretations we derive from combining the two (videotape) are as useful as possible.
INTRODUCTION
The last ten years have brought many innovations in the field of measurement science and this is having a growing impact on the way civil engineers work. We are currently capable of measuring civil engineering phenomena using devices that employ technologies such as global positioning, acoustic emission, laser scanning, electric potential drop, interferometry, holography, photogrammetry, MEMS and optical fibers. Costs of equipment are dropping and more sensors are currently under development in laboratories.
In spite of these advances, the full potential of information that is generated by these sensors has not yet been realized. Even in situations where sensors have been available and inexpensive for decades, such as strain gauges for steel construction, they are rarely used. Bad measurement system design and difficulties with data interpretation are often cited as reasons for low adoption rates of sensors in practice. Practitioners know that measurement 1 capacity is not enough. Measurement systems need to be appropriately designed so that they generate the right amount of data at the right precision for the task at hand. Also, downstream data interpretation has to reflect the impact of uncertainties and errors while providing appropriate engineering support. To date, only problem specific solutions are crafted by those few engineers who wish to take advantage of the potential of using sensors. This paper discusses information technology related opportunities and challenges associated with the use of sensors in engineering. Developments in multi-model reasoning are then used as examples of how challenges can be met and of how more rational and systematic approaches to sensor use and data interpolation are becoming possible.
OPPORTUNITIES
Sensors have the potential to provide information that otherwise, would not be available. Therefore, opportunities are greatest when information is lacking. In civil engineering, lack of information is an omnipresent daily challenge. Much of the complexity associated with civil engineering tasks is related to the lack of information that is important for decision making. Information that comes from sensors has the potential to reduce this complexity and thereby contribute to higher quality, lower costs, fewer accidents, projects that finish on time and infrastructure that lasts.
While such general opportunities are important, the discussion in this section will focus on examples of two more subtle opportunities in structural engineering that could lead to fundamental modifications in the way structural engineers work. Both of these opportunities would not be possible without advanced engineering informatics. The first opportunity is associated with amplifying the impact of performance based structural engineering. A convenient way to describe such an opportunity is through the information task schema proposed by Gero fifteen years ago, see Figure 1 . Gero (1990) Within this schema, information is classified into functional information, F (purpose, goals, function, etc.), behavioral information B (deflections, stresses, corrosion, cracking, etc.) and structural information S (geometry, materials, topology, etc.). For the purposes of this schema, structural information, S, includes contextual information such as loading, climate, economy and politics. Engineering tasks involve transforming information from one information category to another. For example, a road authority wishing to build a bridge would express functional requirements, F (location, traffic, lifespan, clearance, etc.) and the engineer would formulate (1) these requirements into required behavior, B required (limit stresses, deflections, etc) . Then the engineer fixes the geometry of the bridge within a synthesis task (2) and this is then analyzed (3) to obtain predicted behavior, B predicted .The evaluation task (4) is usually governed by code provisions and if this succeeds the structure is built (5). If not tasks 1, 2 and 3 are revaluated and possibly redone until task 4 succeeds. This schema has been extended by Smith (2000) to include the task of monitoring as built structures (6), see Figure 2 . When sensors are used for (6), measured behavior can be compared (7) with predicted behavior. Also as-built structural information can be used to improve predictions (8). These tasks increase knowledge of the performance of the structure. Such additional information can be used to justify greater granularity during (1).
Traditionally, performance based engineering activities focused only on increasing the detail involved in (1). This could be called "weak" performance based engineering since increased detail on one side of the evaluation (4) may not be justified if there is a lack of knowledge related to the analysis (3). "Strong" performance based structural engineering is possible when increased functional requirements in (1) are matched by use of sensors to monitor (6) and increase knowledge of real performance (9). Clearly, "Strong" performance based structural engineering would not be possible without sensors.
A second opportunity for the use of sensors is their potential to support the use of better mo igure 3: An illustration of the relationship between precision and model complexity for a gi ngineering research is contaminated by proposals of models that are too complex for use th most pro dels. For a given modeling task, several models are usually available. If they are ordered with respect to the number of parameters that are included in each model and if for a given prediction task, the accuracy of results is estimated, a curve similar to one shown in Figure 3 is obtained for most engineering situations. While initially, more complex models improve accuracy, there is a point where the improvement in accuracy with a model containing more parameters is counter-balanced by the decrease in accuracy that is brought about by the incertitude associated with the value chosen for the additional parameter. This point is called parametric saturation. What is the best model for the task? Engineers know that it is better to be approximately right near the peak of this curve rather than exactly wrong using a more complex model (Smith, 2000) . E in everyday engineering tasks. Inexperienced engineers can be lulled into false senses of security thinking that because they are using a big model on a big computer, high accuracy of results is a foregone conclusion. Experienced engineers, on the other hand, rely on simpler models knowing that it is better to be approximately right rather than exactly wrong.
In civil engineering, the difficulty is that due to the uncertainties associated wi jects, parametric saturation occurs in the region where models have few parameters. Our tasks are so hard we are forced to stay simple. This paradox is often not noticed by engineers in other domains.
Probabilistic approaches have target reliabilities and use statistical data to achieve the target using enhanced deterministic models. These approaches have the effect of flattening out the left part of the curve in Figure 3 . However, saturation occurs more rapidly than with deterministic approaches since each new parameter requires an accompanying statistical parameter (such as its standard deviation) that has its own variability. Also, there are usually questions of similitude between the application and the conditions where the statistical data was obtained. Mixing probabilistic approaches with complex models that are after the saturation point can be very dangerous; this should be performed only by specialists. Measurements may increase accuracy, see Figure 4 . Well placed sensors that produce reliable data can have the effect of increasing accuracy and moving the saturation point to the right. Therefore, the use of sensors has the potential to justify the use of more complex models and extend the range of practical feasibility of probabilistic modeling.
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The combination of these two opportunities could reveal opportunities to revise codes and standards so that for example, under certain conditions, less severe load and resistance factors could be employed for new infrastructure that contains sensors. Also, sensor data has great potential for economies related to managing existing infrastructure. For example, when a bridge that is scheduled for replacement can remain in service because sensor data indicated that stresses are much lower than predicted, savings are measured in the tens of millions of dollars (Sweeney et al, 1997) .
CHALLENGES
The opportunities mentioned above are becoming more and more attractive due to trends such as a growing number of new types of sensors, increased sensor performance, lower costs, increasing pressure on infrastructure budgets and general policies to do more with less. However, many difficult challenges are hindering adoption. Principal challenges are as follows:
• appropriate characterization of sensors
• development of systematic methodologies for design of sensor systems and networks
• data interpretation and decision support
The most appropriate characteristics and the best methodologies for meeting these challenges are dependant on the context of the measurement task. In structural engineering, measurement systems are employed within four broad contexts. They are used for monitoring during construction, for warning devices within old structures that may collapse (or when an unlikely collapse would be catastrophic, for example, dams), for improving understanding of the behavior of structures in service and for experimental research. Each context leads to different requirements for sensor accuracy, stability and robustness, see Table 1 , as well as varying requirements for interpretation strategies. Table 1 gives an example of the effect of context on required sensor characteristics. Accuracy requirements are usually only high when sensors are used for scientific research in testing laboratories. Stability requirements (long term drift) are low for construction because measurement times are short and they are low for research because the environments of testing labs (such as temperature changes) are much more benign than on site. When sensors are used as warning devices, stability requirements are moderate because avoiding excessive false negatives requires increasing the number of false positive warnings. Understandings of the long-term behavior of structures in service require very stable sensors, such as longgauge fiber-optic devices, for example, Inaudi and Vurpillot (1995) . Robustness needs also vary with context. During construction, sensors require robustness because of site conditions. When they are installed over many years in structures and used either as warning devices or to improve understanding, robustness requirements are highest. Finally, sensors in testing labs need not be robust at all and this difference is often why many new sensors that perform very well under laboratory conditions never make it to commercial production.
Advanced engineering informatics is required to support the last two challenges mentioned above. The next section provides an example of how this can be done for the context of using sensors to improve understanding of structures in service.
MULTI-MODEL DIAGNOSIS
Model-based diagnosis is closely associated with modern approaches to structural system identification. When identification goes beyond simple calibration of single model parameters to include selection of models themselves, engineers are able to extend their consideration to a range of models that contain varying assumptions of possible behavior. In this way, the one-to-many abductive task of diagnosis is supported explicitly.
An important consideration that is upstream to the diagnostic task is the design of the measurement system that supports the diagnosis. Sensors need to be placed in appropriate locations and have the right characteristics to be able to discriminate in the best way between candidate models in order to find the smallest number of possible models that describe the data that was measured.
An approach using Shannon's entropy function provides a systematic method for sensor system design (Robert-Nicoud et al, 2005a) . Sensors are placed in positions of maximum entropy where entropy is calculated using possible model predictions at potential sensor locations. Once the position of highest entropy is identified, entropy is recalculated for the set of models that cannot be separated at remaining sensor locations. Once again, the position of maximum entropy is selected for the next sensor location. The process continues until the number of non-identifiable models falls below a predefined threshold or until the number of sensors employed exceeds the resources that are assigned to the task.
An example of computer supported multi-model diagnosis is given in Robert-Nicoud et al (2005b) . An important aspect of this work is the explicit recognition that models which provide absolute minimum differences between measurements and predictions are rarely correct models due to compensation of modeling and measurement errors. Therefore the diagnosis task involves identifying a population of candidate models that lead to predictions differing from measured values below a threshold value which is determined by the magnitude of modeling errors.
A key aspect of the methodology is the use of a stochastic search and optimization algorithm (Raphael and Smith, 2003) for the selection and calibration of a population of candidate models where predictions match measurements. Mathematical optimization techniques that make use of derivatives and sensitivity equations are not used because search is performed among sets of model classes that contain a varying number of parameters. In addition, multiple local minima have been observed in the search space.
Users input measurement data and specify a set of modeling assumptions. A model is created by combining a set of fragments that are compatible using model composition (Falkenheiner and Forbus, 1991) . Fragments include representations of material properties, geometry, loading and assumptions. Searching for models with varying degrees of freedom is possible using model composition. Models are analyzed using finite elements in order to compare predictions with measurements.
Work is continuing to establish techniques that help engineers determine important characteristics of the population of candidate models (Saitta et al, 1995) . Data mining techniques such as correlation, principal component analysis and decision trees are usefulespecially when used together -for establishing linear relationships. Support vector machines are now being studied for cases where non-linear relationships are important.
CONCLUSIONS
Sensors provide many opportunities and advanced computing helps meet challenges of data interpretation and decision support. An analogy of the paper title with the film "Sex, lies and videotape" is useful. It is necessary to go beyond being dazzled by the technology of sensors (sex) and the misuse of engineering models (lies) so that the interpretations we derive from combining the two through advanced informatics (videotape) are as useful as possible.
