We present (geometric) multigrid methods for isogeometric discretization of scalar second order elliptic problems. The smoothing property of the relaxation method, and the approximation property of the intergrid transfer operators are analyzed. These properties, when used in the framework of classical multigrid theory, imply uniform convergence of two-grid and multigrid methods. Supporting numerical results are provided for the smoothing property, the approximation property, convergence factor and iterations count for V -, W -and F -cycles, and the linear dependence of V -cycle convergence on the smoothing steps. For two dimensions, numerical results include the problems with variable coefficients, simple multi-patch geometry, a quarter annulus, and the dependence of convergence behavior on refinement levels ℓ, whereas for three dimensions, only the constant coefficient problem in a unit cube is considered. The numerical results are complete up to polynomial order p = 4, and for C 0 and C p−1 smoothness.
Introduction
Isogeometric method (IGM), introduced in 2005 [28] , aims to bridge the gap between finite element method (FEM) and computer aided design (CAD). The main idea of IGM is to directly use the geometry provided by the CAD system, and following the isoparametric approach, to approximate the unknown variables of differential equation by the same functions which are used in the CAD system. IGM offers several advantages when compared to classical FEM. For example, some common geometries arising in engineering and applied sciences, such as circles or ellipses, are represented exactly, and complicated geometries are represented more accurately than traditional polynomial based approaches. Another noteworthy advantage of IGM over classical FEM is the higher continuity. It is a difficult and cumbersome (if not impossible) task to achieve even C 1 inter-element continuity in FEM, whereas IGM offers up to C p−m continuity, where p denotes the polynomial order and m denotes the knot-multiplicity.
A primary goal of IGM is to be geometrically precise at the coarsest discretization level. In particular, the description of the geometry, taken directly from the CAD system, is incorporated exactly at the coarsest mesh level. This eliminates the necessity of further communication with the CAD system when mesh refinement is carried out. Thereby, the mesh refinement does not modify the geometry. There are several computational geometry technologies that could serve as a basis for IGM. However, non-uniform rational B-splines (NURBS) are the most widely used and well established computational technology in CAD, which we shall also pursue in this work. In last several years IGM has been applied to a variety of problems, e.g., fluid dynamics, electromagnetics, structural mechanics, etc. with promising results. For a detailed discussion see early papers on IGM [8, 9, 19, 2, 10, 11, 17] and the book [18] . Since the introduction, most of the IGM progress has been focused on the applications and discretization properties. Nevertheless, when dealing with large problems, the cost of solving the linear system of equations arising from the isogeometric discretization becomes an important issue. Clearly, the discretization matrix A gets denser with increasing p. Therefore, the cost of a direct solver, particularly for large problems, becomes prohibitively expensive. This necessitates the development and use of fast and efficient iterative solvers. It is known that the performance of iterative solvers depends on the condition number of the matrix A. Let κ = λ max /λ min (i.e. ratio of largest to smallest eigenvalues) denote the spectral condition number of A. In Table 1 , we present κ(A) of the Laplace operator. We consider a unit square domain and a uniform mesh of n 0 ×n 0 elements (open knot-spans for IGM) with mesh-size h. This also serves as a comparison between FEM with Lagrange basis 1 and IGM. For a fair comparison, we take C 0 continuity in IGM as this results in the same problem size for both the methods. Though the condition number for both the methods reaches O(h −2 ) asymptotically, however, for IGM the polynomial order p clearly affects the range of the mesh when asymptotic behavior is reached. For example, for IGM with p = 5, the asymptotic behavior is not reached up to a reasonably refined mesh. On one hand, this is an advantage as the condition numbers are moderate towards the finer spectrum of the mesh, but on the other hand, this is a serious disadvantage towards the coarser spectrum of the mesh. Note that the condition number rapidly increases with p, and it can reach ∼ 10 9 for p = 10 even for n 0 = 2. This is also reflected by the bound of κ which behaves like O(p 2d 4 dp ), see [24] , where d denotes the dimension of the problem domain. To the best of authors' knowledge, so far there are only very few papers [16, 12, 29, 13] which address the performance of linear algebra solvers. In [16] , the authors study the performance of direct solvers which are clearly not suitable for large problems, specially in threedimensions. In [29] , the tearing and interconnecting approach of finite element methods is used in the context of isogeometric analysis, and the numerical tests (in absence of any theoretical study) suggest almost optimal (with a logarithmic factor) convergence rates of the proposed isogeometric tearing and interconnecting method. The only paper which provides rigorous theoretical study, supported by extensive numerical examples, is by Beirao et al. [12] where the authors discuss the overlapping Schwarz methods. The same authors have also proposed BDDC preconditioners for isogeometric analysis in [13] .
In this paper we address another class of linear algebra solvers with optimal complexity, namely multigrid methods. During the last five decades (first paper by Fedorenko in 1961), these methods have been established as a powerful and efficient tool for solving linear system of equations arising in a variety of problems [26, 5, 38] . The key idea of multigrid goes back to R.P. Fedorenko in the early sixties [22, 23] , who developed the first multigrid method for solving the Poisson equation on a unit square. The first rigorous convergence proof was provided by Bakhwalov [4] . In early 70s, the multigrid idea was generalized to variational finite difference equations and general finite element equations by Astrachancev [1] and Korneev [30] . However, the huge potential of multigrid methods was realized due to the works of Brandt [6] and Hackbusch [25, 26] . A few years later, in the early eighties, algebraic multigrid methods were introduced by Brandt, McCormick, and Ruge [7] , which rebuild the multigrid algorithm based on the information that is accessible via the system of (linear) algebraic equations only. For a more recent exposition of multigrid methods in a multilevel block factorization framework, see also [39] .
Our focus in this paper is on multigrid methods for solving the linear system of equations arising from the isogeometric discretization of scalar second order elliptic problems in a single patch. We first prove the condition number estimates of the discrete system for the h-refinement, and provide the supporting numerical results for all levels of smoothness (from C 0 to C p−1 ). These results suggest the expected behavior from the two-(multi-)grid solver. We then prove both the components of the two-grid solver, namely the approximation property of the inter-grid transfer operators, and the smoothing property of the classical Gauss-Seidel (symmetric as well as non-symmetric) method. Together, these two components establish the h-independence of the two-grid solver. For the multi-grid solver, which uses the two-grid solver recursively, we recall the h-independent convergence estimates from [26] .
Following the terminology of traditional FEM, we will call the open knot-span as element wherever appropriate. Moreover, as most of the NURBS based designs in engineering use polynomial order p = 2 and 3, throughout this article we will confine ourselves up to p = 4. Furthermore, throughout this article we use the notation f g (respectively f g ) to denote f ≤ cg (respectively f ≥ cg ) where the constant c is independent of the mesh parameter h and the inequality arguments, but it may depend on the polynomial order p.
The contents of this article are organized as follows. In Section 2 we briefly recall the notations for B-splines and NURBS. The geometry mapping and the function spaces are also introduced there. In Section 3 we describe the model problem and recall error estimates. Furthermore, the properties of the discrete system and the norm equivalences are also studied there. In Section 4 we discuss the two-grid method. The multigrid method is then discussed in Section 5. Numerical results on four model problems are presented in Section 6. Finally, some conclusions are drawn in Section 7.
Notations
To keep the article self-contained, we briefly recall the definitions of B-splines and NURBS. For the properties of B-splines and NURBS, which are related to our problem, the reader is referred to [28, 18] . For a detailed exposition see, e.g., [32, 34, 36] . Let p be a non-negative integer denoting the polynomial order, and n be the number of basis functions (B-splines or NURBS). With i = 1, 2, . . . , n + p + 1, denoting the knot index, we assume that the knot vector Ξ = {ξ 1 , ξ 2 , . . . , ξ n+p+1 } is a sequence of non-decreasing knots ξ i . The knot vector is uniform if the knots are equally spaced, and it is non-uniform when the knots are unequally placed. It is also possible for more than one knot to have the same value, wherein they are called multiple knots. A knot vector is said to be open if its first and last knot values appear p + 1 times.
The B-spline basis functions, denoted by B p i (ξ), are defined recursively as follows:
Note that for non-repeated internal knots the support of a B-spline function of order p is always p + 1 knot spans, and every knot span is shared by p + 1 B-spline functions, see Fig. 1 where we plot B-spline functions for open, uniform knot vector {0, 0, . . . , 1 16 , 1 8 , . . . , When the multiplicity of an internal knot value is exactly p, the basis is interpolatory at that knot. This is an important property of B-spline basis functions, in particular, from analysis point of view. Moreover, in IGM the geometry is fixed at the coarsest level of discretization, and any subsequent refinement (whether h−, p− or r−) does not change it. For example, if a partition Q h 0 of (0, 1) is given with the knot vector Ξ 0 = {0, 0, 0, 0, 1/2, 1, 1, 1, 1}, then the refined partition Q h 1 can be obtained from Q h 0 via a regular subdivision of knot vector Ξ 0 in to Ξ 1 , where Ξ 1 = {0, 0, 0, 0, 1/4, 2/4, 3/4, 1, 1, 1, 1}. Further refinements are similarly carried out.
Given n basis functions B p i , and corresponding control points P i ∈ R 2 , i = 1, 2, . . . , n, a piecewise polynomial B-spline curve C(ξ) is given by
Using a tensor product of one-dimensional B-spline functions, a B-spline surface S(ξ, η) is defined as follows:
where P i,j , i = 1, 2, . . . , n 1 , j = 1, 2, . . . , n 2 , denote the control points, B 
where w i is called the i th weight and (P i ) d is the d th -dimension component of the vector P i . Now let the weight function w be defined as
Then, the NURBS basis functions and curve are defined by
The NURBS surfaces are analogously defined as follows, see e.g. [28, 18] for details,
where R
is the tensor product of NURBS basis functions R
j . For details related to the B-spline (NURBS) solids (d = 3), see e.g. [28, 18] .
To deal with the tensor-product structure in d-dimensions, we introduce the dimension index set D := {1, . . . , d}, and the index set for knot vectors K α := {1, 2, . . . , k α , α ∈ D}. Also, let N α = {1, 2, . . . , n α , α ∈ D} be the index set of number of basis functions in each dimension, and p D = {p 1 , . . . , p d } and N D = {⊗ α∈D N α } be the index set of polynomial order and number of basis functions, respectively, in all dimensions. Now letΩ := (0, 1) d ⊂ R d be an open parametric domain which we will refer as a patch. Assume that d open knot vectors Ξ α := {ξ α,Kα }, α ∈ D, are given such that ξ α,1 = 0 and ξ α,kα = 1 for all α ∈ D. Associated with Ξ α , α ∈ D, we partition the patchΩ in to a mesh
where Q is a d-dimensional open knot-span whose diameter is denoted by h Q . We consider a family of quasi-uniform meshes {Q h } h onΩ, where h = max{h Q |Q ∈ Q h } denotes the family index, see [8] .
Furthermore, let B h denote the B-spline space associated with the mesh Q h . Since we do not consider p-refinements, we will use B h to denote the mesh family Q h for all polynomial orders. The functions in B h are piecewise polynomials of order p d in the d th coordinate. Given two adjacent elements Q 1 and Q 2 , by m Q 1 Q 2 we denote the number of continuous derivatives across their common (d − 1)-dimensional face ∂Q 1 ∩ ∂Q 2 . In the analysis, we will use the following Sobolev space of order m ∈ N
where ∇ i has the usual meaning of i th -order partial derivative, and H m is the usual Sobolev space of order m. The space H m is equipped with the following semi-norms and norm
Clearly, for all nested meshes Q h k ⊂ Q h k+1 we have B h k ⊂ B h k+1 for all k ≥ 0, where h 0 refers to the initial mesh. To a non-empty element Q = ⊗ α∈D (ξ α,iα , ξ α,iα+1 ) ⊂Ω we associate the support extensionQ
which is the union of supports of those basis functions whose support intersects Q. The restriction of H m (Ω) to the support extensionQ is denoted by H m (Q), and is equipped with the following semi-norms and norm
The NURBS space on the patchΩ, associated with the mesh Q h , will be denoted by R h . When no ambiguity should arise, we will use the notation P h to represent the polynomial space of either B-splines or NURBS. Moreover, let the NURBS geometrical map F :Ω → Ω, which is a parametrization of the physical domain Ω, be given by (7) with suitable control points. We assume that F is invertible, with smooth inverse, on each element Q ∈ Q h . Therefore, each element Q ∈ Q h is mapped into an element K = F(Q) := {F(ξ)|ξ ∈ Q} ⊂ Ω, and the support extensionQ is mapped intoK = F(Q) ⊂ Ω. Thereby, in the physical domain Ω we introduce the mesh T h := {K = F(Q)|Q ∈ Q h }, where h denotes the maximum element size (hereinafter called the mesh-size) in the domain Ω. Note that the notation h is used for parametric domain as well as physical domain, however, it is a different quantity in both the contexts. Wherever needed, by h K we will denote the element size in the physical domain. On the physical domain Ω, we denote the space of B-splines by V B h and the space of NURBS by V R h , which are defined as
When no ambiguity should arise, we will collectively denote V B h and V R h by V h , and φ
, respectively. We will denote the number of elements (open knot-spans with nonzero measure) for a one-dimensional uniform knot vector Ξ by n 0 ≈ 1/h. Furthermore, let n h denote the cardinality of the space V h . Note that for V h with order p α = p, for all α ∈ D, and
Finally, we associate a reference support extensionQ toQ through a piecewise affine map G :Q →Q such that each element Q ′ ∈Q is the image of a unit hypercube
For brevity reasons, we omit further details (including the related spaces) related to the map G and refer the reader to [8] .
Model problem
Let
, be an open, bounded and connected Lipschitz domain with Dirichlet boundary ∂Ω. In this article we consider the scalar second order elliptic equation as our model problem:
where A(x) is a uniformly bounded function for x ∈ Ω. Let V 0 ⊂ H 1 (Ω) denote the space of functions which vanish on ∂Ω. By V 0 h ⊂ V 0 we denote the finite-dimensional spaces of the B-spline (NURBS) basis functions.
Introducing the bilinear form a(·, ·) and the linear form f (·) as
the Galerkin formulation of this problem reads:
It is well known that (16) is a well-posed problem and has a unique solution.
Error estimates
To keep the article self-contained, we recall some results from [8, 36] . By l and m we shall denote integer indices with 0 ≤ l ≤ m ≤ p + 1.
Approximation property of the spline space B h :
The following result is analogous to the classical result by Bramble and Hilbert. (10), and v ∈ H m , there exists an s ∈ B h such that
Lemma 1. [8, Lemma 3.1] Given Q ∈ Q h , the support extensionQ as defined in
|v − s| H l (Q) h m−l Q |v| H m (Q) .(17)
Projection operators (quasi-interpolants):
Let Π B h : L 2 (Ω) → B h be a projection operator on the spline space B h , which is defined as follows, see [36, Chapter 12] :
where τ iα are dual basis functionals defined as
The projection operator Π R h : L 2 (Ω) → R h on the NURBS space is defined as, see [8] ,
where the weight function w is defined in (5) . Collectively, the projection operators Π B h and Π R h will be denoted by Π P h . Finally, the projection operator Π V h : L 2 (Ω) → V h on the physical space is defined as, see [8] ,
Lemma 2. [36, Theorem 12.6] The projection operator Π P h has the following properties:
3. Interpolation error estimates: The following lemmas concern the interpolation error estimates. (18) , satisfy (21) . Then the following estimate holds for all v ∈ H m (Ω), see [36, Theorem 12.7] and [8] .
Lemma 3. Let the projection operator
For the projection operator Π R h the following result is valid for all v ∈ H m (Ω), see [8] :
For the physical domain Ω we have the following result:
Lemma 4. [8, Theorem 3.2] For the projection operator Π V h , the following estimate holds for all v ∈ H m (Ω)
.
Note that the constants in (23) and (24) depend on the weight function w (and hence on the shape of the parametric domain). Now assuming sufficient regularity (for the dual problem), a classical convergence analysis and the duality argument (Aubin-Nitsche's trick) easily give the following result.
Theorem 5. The solution of the problem (16) satisfies the following error estimates
|u − u h | H 1 (Ω) h m−1 u H m (Ω) , (25) u − u h L 2 (Ω) h u − u h H 1 (Ω) .(26)
The discrete system
By approximating u h and v h using B-spline (NURBS) basis functions ψ i , i = 1, 2, . . . , n h , where n h = O(h −d ), the weak formulation (16) is transformed in to a set of linear algebraic equationsĀ
whereĀ h denotes the stiffness matrix obtained from the bilinear form a(·, ·), u h denotes the vector of unknown degrees of freedom (DOF), andf h denotes the right hand side (RHS) vector from the known data of the problem. In the following Lemma we show the equivalence of the Euclidean norm and the maximum norm for the B-spline (NURBS) space. In this section, for ease of notations we assume uniform polynomial order in each dimension, i.e. p α = p for all α ∈ D, although the results are easily generalizable for non-uniform order case.
where v i are arbitrary. Then the following relation holds for all
Proof. We only consider the non-trivial case, i.e. there exists some i for which v i = 0. For any K ∈ T h , there are at most (p + 1) d basis functions with non-zero support. Let
. . , n h } denote the index set for the basis functions which have non-zero support in K. Also, letv K = max i∈I K h |v i |. Invoking the non-negativity and the partition of unity properties of basis functions, we have
K , using the stability of B-Spline basis functions [35, 31] , we obtain the right hand side inequality with a constant γ 1 = O(p 2d 2 dp ).
Using Sobolev inequalities, see [8] , and following the standard FEM approach, see e.g. [3] , we obtain the following bounds on the condition number of the matrixĀ h .
Lemma 7.
Let the basis {ψ i , i = 1, . . . , n h } satisfy (28) . Then the following relation holds
where κ(Ā h ) denotes the spectral condition number ofĀ h .
From (29), we also note that
where · denotes the spectral norm.
In Table 2 , we present the extremal eigenvalues and the spectral condition number ofĀ h for Ω ⊂ R 2 . We consider all levels of smoothness, i.e. minimum C 0 to maximum C p−1 for the polynomial orders p = 2, 3, 4. For h-refinement (knot insertion), we see that the extremal eigenvalues satisfy the theoretical estimates (29) for the discrete system of second order elliptic problems, i.e., maximum eigenvalues are constant, and the minimum eigenvalues are of O(h 2 ) asymptotically, see e.g. [15] . As mentioned earlier, for reducing the smoothness we insert multiple knots. Note that, due to a high condition number γ 1 of the B-Spline basis (see proof of Lemma 6), for a given mesh size a higher polynomial order adversely affects the condition number of the matrixĀ h , see [24] .
Before proceeding further, we need to introduce some more notations which are needed for two(multi)-grid analysis. Let k = 0, 1, . . . , ℓ, denote the level of mesh T h k , and h k be the associated mesh size. The discrete space of B-spline (NURBS) basis functions at level k is denoted by V k . We assume that the meshes are nested and that 
Note from (31)-(32) that
kĀ h . In terms of the operator A k , the discrete system (27) can be equivalently written as
where
Since A k is symmetric positive definite (SPD) with respect to (·, ·) k , we define the following mesh-dependent norm
For the equivalence of the norm ||| · ||| 0,k with the L 2 -norm we have the following result.
Proof. 
For the right hand side inequality we have
where the equivalence constant, say γ 2 , is O(p 2d 2 dp ), see [35, 31] . The result then follows by using
Note that the equivalence constant γ 2 is of the same order as γ 1 in Lemma 6, and can be improved up to O(p d 2 dp ), see [35] for details. To bound the spectral norm of the matrix A k we proceed as follows. For SPD matrices we know that the eigenvalues can be estimated in terms of the Rayleigh quotients. Therefore, using the norm (35), the norm-equivalence relation (36) , and the inverse inequality v 1,Ω h −1 v 0,Ω , we obtain
Two-grid analysis
In this section we present a two-grid analysis for solving the linear system (27) . The purpose of this analysis is to show that the rate of convergence of the two-grid method for IGM is independent of the mesh-size h.
In a two-grid method, the solution of the system (27) is first approximated on the fine grid using a simple stationary iterative method (e.g., Jacobi or Gauss-Seidel), which is often referred to as relaxation process (or smoother because it smooths the error). Then, since on a coarser grid the smooth error can be well represented, and computations are cheaper, the resulting residual equation is transferred to the coarse grid and an error correction (by solving the residual equation) is computed. This error correction is then transferred back to the fine grid where it is added to the approximate solution obtained by the relaxation process. This is called the coarse-grid correction step. Finally, post-relaxation helps to further improve the fine-grid approximation by smoothing error components that may have been contaminated during the inter-grid transfer (from the coarse to the fine grid). The convergence rate of any two-grid method like this depends on the efficiency of the relaxation method (smoother) and on the approximation properties of the inter-grid transfer operators, and on how well smoothing and coarse-grid correction complement each other.
For the two-grid analysis, we shall use the conventional notations h and H to denote the mesh size at the fine level and the coarse level, respectively. Together with the space of basis functions V, the SPD operator A, and the linear functional f, these notations shall be used to reflect the mesh level.
Let I h be the identity matrix and G h be the smoothing iteration matrix. Furthermore, let P H h : V h → V H be the orthogonal projection operator (called restriction operator) with respect to a(·, ·), i.e.
Another projection operator P h H : V H → V h , called prolongation operator, is analogously defined. We know that the convergence of the two-grid method depends on the iteration matrix
, and ν 1 and ν 2 denote the number of pre-and post-smoothing steps, respectively. For simplicity sake (only in analysis), we take ν 2 = 0. Then, for ν 1 = ν, the equation (39) can be written as [26] 
This break-up in to two separate parts, A
, greatly helps the convergence analysis, see [26] . The factor A −1
H P H h is related to the approximation property and the factor A h G ν h is related to the smoothing property. In the following two sections we study the approximation property of the inter-grid transfer operators, and the smoothing property of the relaxation method. The h-independent convergence of the two-grid method, i.e.
where ν is defined in (53), is then an immediate consequence of (44), (54) and (57).
Approximation property
To establish the approximation property we first prove the following Lemma, see e.g. [14] .
Then the following estimates hold for all
Proof. Using the triangle inequality, we have
The inequality (42a) is then easily obtained by the equivalence of discrete norms and their continuous counter-parts, using (26) , and noting that H ≤ ch for quasi-uniform nested meshes. For (42b) we proceed as follows.
which gives the desired result.
Combining (42a) and (42b) we get
Hence, the quality of approximation of v h := A
H P H h f h , can also be measured in terms of
Equivalently, albeit in a different terminology, see [14, 26] for details, the estimate (43) reads
In Table 3 , we present the spectral norm of A
H P H h , which confirms the estimate (44). 
Smoothing property
In this section we recall the smoothing property of the symmetric Gauss-Seidel method.
be the decomposition of the matrix A h , where D h denotes the diagonal matrix formed from the diagonal of A h , and L h and U h denote strictly lower and strictly upper triangular matrices, respectively. From
Now consider the symmetric Gauss-Seidel iteration
where the preconditioner B h is given by
and the iteration matrix G h is given by
It is easy to see that
Note that if A h is SPD (denoted by A h > 0 since (A h x, x) > 0 for all x = 0) then the matrix D h and the preconditioner B h are SPD, and we have the estimate
Moreover,
because by using a Poincare type inequality on the domain supp(ψ i ) of characteristic size (p + 1)h ∼ h, it can be shown that
Note that the inequality constant also depends on the stability constant and γ −2
We also note that
where l ij and a ij denote the entries of the matrices L h and A h , respectively, and c is the maximum number of non-zero entries per row (which depends on the polynomial order p). Similarly, it can be shown that L h 1 ≤ c A h 2 . Therefore, using
From (50) and (51) we get
We are now in a position to prove the following lemma.
The symmetric Gauss-Seidel method (45) satisfies the smoothing property
where the function η(ν) → 0 as ν → ∞.
Hence, using (52) we obtain
which completes the proof.
For the non-symmetric (forward) Gauss-Seidel method, with B h = D h − L h , we proceed as follows. Then for ν ≥ 1 the following smoothing property holds
Lemma 11. Let · be a matrix norm corresponding to a vector norm. Let
Proof. We have
2/(πν) for some matrix X h with X h ≤ 1 (from Reusken's Lemma [33] , see also [27, Theorem 10.6.8, Lemma 10.6.9]), we get the desire result. In Table 4 , we list the spectral norm of A h G ν h for ν = 1, . . . , 4, symmetric Gauss-Seidel iterations, which confirms the estimate (55). To compare the smoothing property of symmetric Gauss-Seidel iterations with forward Gauss-Seidel iterations, since the latter is practically advantageous, in Table 5 , we list the spectral norm of A h G ν h for ν = 1, . . . , 8, forward GaussSeidel iterations. As one might expect, the effect of one symmetric (one forward followed by one backward) Gauss-Seidel iteration is almost the same as for two forward Gauss-Seidel iterations. In fact, we see that for higher p and smaller ν, the forward Gauss-Seidel iterations perform better than the symmetric version. Due to this reason, we will use forward Gauss-Seidel iterations in our numerical tests for multigrid convergence. 
Multigrid convergence
In this section we summarize some important consequences of the smoothing and approximation properties on the convergence of the classical multigrid algorithm in the setting of the isogeometric discretization. Since the proofs of the quoted convergence results can be found in [26] , we confine ourselves to a short discussion without repeating any proofs.
For convenience we first consider the symmetric case which is the simplest to analyze. Let
denote the stiffness matrix and the interpolation matrix at level k, respectively, where
Further, let the coarse grid matrix A k−1 satisfy the Galerkin relation
Moreover, assume that the preconditioner B k is SPD, i.e.,
and that the smoothing iteration at level k is defined via the iteration matrix
Then the iteration matrix of the classical multigrid algorithm with ν 1 pre-and ν 2 post-smoothing steps at level k can be recursively defined via
where M 0 (ν 1 , ν 2 ) = 0, cf., [26, Lemma 7.1.4] . Note that the choices γ = 1 and γ = 2 in (62) correspond to the classical V-cycle and W-cycle multigrid methods, respectively.
W-cycle convergence
Consider the iteration matrix (62) of the W-cycle method, i.e., the case γ = 2, Further, for convenience, let ν 1 = ν 2 = ν/2 on all levels k where 1 ≤ k ≤ ℓ. satisfied on all levels k = 1, 2, . . . , ℓ with a constant c A , i. e.,
, the contraction number of the W-cycle method (γ = 2) with ν/2 pre-and ν/2 post-smoothing steps can be estimated by
Otherwise, the smallest root
for all k ≥ 0.
V-cycle convergence
Next, consider the iteration matrix (62) of the V-cycle method, i.e., the case γ = 1. For the case of equal number of pre-and post-smoothing steps, i.e., ν 1 = ν 2 = ν/2, we have the following convergence estimate for the V-cycle, cf. [26, Theorem 7.2.2]. = 1) is convergent. In the case ν 1 = ν 2 = ν/2 its contraction number can be estimated by
Theorem 13 (Convergence of V-cycle). Under the assumptions of Theorem 12 the V-cycle method (γ
For the more general case of ν 1 pre-and ν 2 post-smoothing steps, see [26, Theorem 7.2.5] . The numerical results in the next section indicate, however, that these estimates are somewhat pessimistic, and that one obtains better convergence rates in practice.
Numerical results for multigrid convergence
To test the multigrid solvers' performance, we consider the following test problems, whose discretizations are performed using the Matlab toolbox GeoPDEs [20, 21] .
2 . Together with A = I, and homogeneous Dirichlet boundary conditions, the right hand side function f is chosen such that the analytical solution of the problem is given by u = sin(πx) sin(πy).
Example 2.
Let Ω = (0, 1)
2 . Together with A = x 5 exp(10y)I, and homogeneous Dirichlet boundary conditions, the right hand side function f is chosen such that the analytical solution of the problem is given by u = sin(πx) sin(πy).
Example 3. The domain is chosen as a quarter annulus in the first
Cartesian quadrant with inner radius 1 and outer radius 2, see [20] . Together with A = I, and homogeneous Dirichlet boundary conditions, the right hand side function f is chosen such that the analytic solution is given by u = (x 2 + y 2 − 3 x 2 + y 2 + 2) sin(2 arctan(y/x)).
Example 4.
Let Ω = (0, 1) 3 . Together with A = I, and homogeneous Dirichlet boundary conditions, the right hand side function f is chosen such that the analytical solution of the problem is given by u = sin(πx) sin(πy) sin(πz). Furthermore, the operator P H h is chosen such that the coarse basis functions are exactly represented in the space of fine basis functions. At the finest level (largest problem size), the parametric domain is divided into n 0 equal elements in each direction. The initial guess for (iteratively) solving the linear system of equations is chosen as a random vector. Let r 0 denote the initial residual vector and r it denote the residual vector at a given multigrid iteration n it . The following stopping criteria is used
The average convergence factor reported in the following tables is defined as ρ = r it r 0 1/n it .
In the tables, by M we collectively denote the multigrid method which is specified by the choice of the cycle, i.e. V -or W -or F -cycle. Moreover, p, ν, and ℓ denote the polynomial order, number of pre-and post-smoothing steps, and the number of mesh refinement levels, respectively. For all the test cases we take the polynomial order p = 2, 3, 4.
For Example 1, since the geometry mapping is identity, it suffices to choose the basis functions as B-splines. To evaluate the integrals computationally, we use the Gauss-quadrature formulae with number of quadrature points n q = p + 1 in each direction. This number is sufficient since the Jacobian from the mapping is constant.
We first present the ν-dependence of two-grid V -cycle method in Table 6 . We see that for a fixed polynomial order p and a fixed mesh size h, the number of iterations n it of two-grid V -cycle inversely depends on the number of smoothing steps ν.
To study the effect of refinement levels on the convergence of V -cycle method, in Table 7 , we present the average convergence factor ρ and number of iterations n it against the number of refinement levels for a fixed h = 1/256, and with C 0 and C p−1 smoothness. As predicted by the theoretical estimates on the optimality of the V -cycle method, it is not surprising to see that ρ and n it are practically same for all refinement levels. We do not repeat this study for W -and F -cycles, which are also of optimal order and their results for ℓ = 2, 4 are presented in the next Table. In Table 8 , we present the average convergence factor ρ and number of iterations n it for V -, W -, and F -cycle multigrid methods. The mesh size varies from 1/8 to 1/64 in each direction. We consider both the extreme cases of smoothness, namely, C 0 and C p−1 . As all the cycles are of optimal order, to present a comparative study of all the cases in a concise manner, we consider here only ℓ = 2, 4. We make the following observations.
• For all polynomial orders, all the approaches exhibit optimal convergence with respect to the mesh refinement, which confirm the theoretical estimates (41) for two-grid method, and (64)-(66) for multigrid methods.
• For a fixed mesh size, since the condition number rapidly increases with increasing polynomial order, this affects the two-(multi-)grid convergence. Table 7 : Poisson problem in a unit square: V -cycle convergence, n it (and ρ) versus ℓ, h = 1/256; ν = 2 • For C 0 smoothness, for any given polynomial order, the convergence factor is slower (and thus requires more number of iterations) as compared to the problem with C p−1 smoothness. This phenomenon, which is more prominent for higher polynomial orders, may be attributed to an increased problem size.
• Since the V -cycle method is optimal, we see that the performance of the W -cycle for fourgrids, i.e. ℓ = 4, is only as good as the V -cycle method. Moreover, there is a consistent improvement of a factor about 2/3 in the number of iterations in the F -cycle as compared to the number of V -cycle iterations. This compensates the additional computational cost in F -cycle to a good extent.
We now study the performance of V -cycle multigrid solver on a multi-patch geometry. This simple model case is produced by p times repetition of the knot at h = 1/2 (in both directions). Thereby, we get four patch fully-conforming geometry which has C 0 smoothness at h = 1/2 interfaces and C p−1 smoothness elsewhere. The coarsest mesh is fixed with n 0 = 4 elements Table 8 : Poisson problem in a unit square: Multigrid convergence, ν = 2 P P P P P P P P P M(ℓ) n 0 8 16 32 64 Table 9 show that the convergence behavior fits nicely between the convergence behavior for global C 0 and C p−1 smoothness, with a bias towards C p−1 smoothness. We now consider Example 2 with variable coefficients. In Table 10 , we present the results for V -cycle multigrid convergence for p = 2, 3, 4 and ℓ = 4. We take the number of quadrature points n q = p + 2 in both the directions so that the integrals with respect to x-variable are evaluated exactly. However, due to the exponential function, exact integration is not possible with respect to y-variable. We note that the results are qualitatively same as those with constant coefficients case (see Table 8 ).
We now consider Example 3 with curved boundary. The geometry for this example is represented by NURBS basis functions of order 1 in the radial direction and of order 2 in the angular direction, see [20] . Since the Jacobian of the geometry mapping is no more a constant, Table 9 : Poisson problem in a unit square: V -cycle convergence on a multi-patch geometry, ν = 2 for exact integral evaluations it does not suffice to take the number of Gauss quadrature points n q = p + 1 in each direction (which is clear from simple heuristic arguments). Therefore, we choose n q = p + 2. From numerical experiments, it is found that this is sufficient (for up to p = 4) to keep the approximation error (44) smaller than the L 2 -norm of the discretization error (which otherwise would contaminate the accuracy of two-(multi-)grid solver). Note however that this is not detrimental to the optimality of any of the methods, which can be seen from the variable coefficients case presented in Table 10 . In Table 11 , we present the ν-dependence of two-grid V -cycle method. In Table 12 , we present the convergence factor and the number of iterations for V -, W -, and F -cycle multigrid methods. The mesh size again varies from 1/8 to 1/64 in each direction, and both the extreme cases of smoothness, namely, C 0 and C p−1 are considered. All the results are qualitatively similar to that of Example 1 with square domain.
Finally, we consider the three-dimensional problem described in Example 4. The results for V -cycle multigrid method are presented in Table 13 , which confirm the h-independence and optimality of the solver. The entries marked by † represent the cases where the results could not be obtained due to limitation on computational resources. As shown by the results of two-dimensional examples, the W -and F -cycle methods will not offer any improvement in convergence results, and are thus not repeated here.
For all the examples, we also tested the multigrid convergence for intermediate continuities [29] or BDDC approach of Beirao et al. [13] , are more suitable where the multigrid solver can be used within each sub-patch. Table 12 : Poisson problem in a quarter annulus: Multigrid convergence, ν = 2 P P P P P P P P P M(ℓ) 
Conclusions
We have presented multigrid methods, with V -, W -and F -cycles, for the linear system arising from the isogeometric discretization of the scalar second order elliptic problems. For a given polynomial order p, all multigrid cycles are of optimal complexity with respect to the mesh refinement. Despite that the condition number of the stiffness matrix grows very rapidly with the polynomial order, these excellent results exhibit the power of multigrid methods. Nevertheless, this study can only be regarded as a first step towards utilizing the power of multigrid methods in IGM. In our forthcoming work, we will study the multigrid techniques as preconditioners in conjugate gradient method, and also address the Fourier analysis of multigrid methods. Another solver approach with optimal complexity, but with more generality, namely, algebraic multilevel iteration method, is the subject of our current focus for isogeometric discretization of elliptic problems. 
