Inversion of potential-field data involve large and dense coefficient matrices that often exceed the limitations of physical memory in commonly available computers. The repeated multiplications of such matrices to vectors during inversion require an immense amount of CPU power. These two factors pose a significant challenge to solving large-scale problems in practice and can render many realistic problems intractable. To overcome these limitations, we develop a new computational approach for this class of problems by combining an adaptive octree model discretization and wavelet transforms on a re-ordered parameter set. The adaptive mesh discretizes the model region by starting with large cells and splitting the region into smaller cells for localized anomalies to maintain resolution. Hilbert space-filling curves and similar ordering of the reduced parameter set produce higher compression of the coefficient matrix to form its sparse representation in the 1D wavelet domain. This combination can reduce the storage requirement by 100 to 1000 times and, therefore also speeds up the computation of the inversion by the same amount. As a result, problems can now be solved that were computationally prohibitive. We present the algorithm and illustrate its effectiveness with synthetic and field examples.
SUMMARY
Inversion of potential-field data involve large and dense coefficient matrices that often exceed the limitations of physical memory in commonly available computers. The repeated multiplications of such matrices to vectors during inversion require an immense amount of CPU power. These two factors pose a significant challenge to solving large-scale problems in practice and can render many realistic problems intractable. To overcome these limitations, we develop a new computational approach for this class of problems by combining an adaptive octree model discretization and wavelet transforms on a re-ordered parameter set. The adaptive mesh discretizes the model region by starting with large cells and splitting the region into smaller cells for localized anomalies to maintain resolution. Hilbert space-filling curves and similar ordering of the reduced parameter set produce higher compression of the coefficient matrix to form its sparse representation in the 1D wavelet domain. This combination can reduce the storage requirement by 100 to 1000 times and, therefore also speeds up the computation of the inversion by the same amount. As a result, problems can now be solved that were computationally prohibitive. We present the algorithm and illustrate its effectiveness with synthetic and field examples.
BACKGROUND
Numerous methods have been developed in order to reduce inversion time or physical memory required. In general, the most computational efficiency has been achieved through integral transforms by storing only significant coefficients of those functions. This not only increases the speed of solving the inverse problem, but also enables larger datasets to be inverted on a computer with limited resources. The Fourier transform (Cordell, 1992; Pilkington, 1997) accelerates problems based on the convolution theorem. The separable wavelet transform Oldenburg, 1999, 2003 ) has a compression property by winnowing small coefficients that do not significantly change the function after the inverse transform. These two techniques have been the principal approaches for accelerating this class of inverse problems in geophysics. The main limitation of inverting in the Fourier domain is the requirement of a grid of data on a plane. The principal drawback of wavelets is the entire construction of the dense coefficient matrix prior to applying the transform. However, the wavelet transform can be improved upon by reducing the size of the dense coefficient matrix which must be calculated prior to utilizing it. Ridsdill-Smith (2000) used wavelets along profiles in order to find edges and reduce the number of parameters. We use a data-adaptive octree-based mesh in order to reduce the number of model parameters.
Octree-based methods have been used for 3D inversion of electromagnetic data (Ascher and Haber, 2001) . Further more, grid refinement (e.g. multi-grid methods) based on hierarchical mesh structures can increase the efficiency of non-linear problems (e.g. . We create an octree based mesh prior to inversion and use it throughout because of linearity of the problem. For a quantitative comparison of techniques, we will define the ratio of total coefficients in the dense matrix to the number of stored coefficients (i.e. after the wavelet transform and thresholding) known as the compression ratio. Computation time is inversely proportional to this ratio.
In this paper, we first describe the inversion technique. We then discuss a data-adaptive model discretization in order reduce the number of sources prior to inversion. It is desirable to use the wavelet transform for the compression properties. We discuss how to apply the transform to an irregular mesh by implementing the transform to the Green's functions of the model parameters for each respective datum. We also use the ordering the model parameters to increase compression ability. A field example illustrates the different steps of the method.
INVERSION ALGORITHM FOR MAGNETIC DATA
For computational purpose, we discretize the model into a set of contiguous prisms and assume a constant susceptibility in each. The observed total-field, d, is then given by
where
T are the total-field data, and G is a dense coefficient matrix, referred to as the sensitivity matrix. It describes the geometry and physics between the sources (prismatic cells) and the points of observation (Li and Oldenburg, 1996; Blakely, 1996) . The sensitivity for the i th datum given the j th model susceptibility is
where V j is the volume of the j th model prism,B is the magnetization direction of the volume, and B o is the inducing field. This dense matrix is a function of four spatial variables. The elements along the columns correspond to different observation locations (x, y, z), while the elements along the rows correspond to different source locations (x , y , z ). Thus the dense sensitivity matrix is m model parameters by n data and stores the coefficients of the kernel between each datum and respective model parameter. The calculation of the sensitivity matrix, G, for the total field assumes that each cell has a constant susceptibility throughout its volume.
We formulate the linear inverse problem to construct magnetic sources by minimizing a global objective function subject to the data constraints in equation 1 (Menke, 1989; Parker, 1994) . To achieve this, we construct the magnetic susceptibility distribution through Tikhonov formalism (Tikhonov and Arsenin, 1977) . The optimal model solution is found when minimizing the global objective function, Φ(λ ), such that
where β is the trade-off (or Tikhonov) parameter, Φ d is the data misfit function, Φ m is the model objective function, and λ M j=1 ln(κ j ) is a log-barrier function to impose positivity (Wright, 1997) . The global objective function is subject to Φ d = Φ * d which, depends upon the noise in the data. The data misfit function defines the fit of the predicted data to the observed data and is given by:
where W d is a diagonal data weighting matrix normalizing the data its respective standard deviation, σ i . The model objective function quantifies the structural complexity of the model and takes the following form
where κ o is a reference model, W m is a model weighting matrix that includes an empirical depth weighting function, (Li and Oldenburg, 1996) . Solving the system of equations to invert for a model that reproduces the data with a dense matrix of size m × m, requires at least O(m 3 ) operations. For large datasets, inversion can become computationally prohibitive. One way of increasing the efficiency is minimizing the number of parameters, m, that are required. This is the topic of the next section.
OCTREE MESH DISCRETIZATION
Octree mesh discretization minimizes the number of model parameters by regrouping finer cells with a coarser ones in regions where high resolution is not needed. The approach keeps finer cells where resolution is desirable to recover a model. The method has been primarily used in geophysics for nonlinear inversion such as electromagnetics (Ascher and Haber, 2001; ) and large-scale earthquake finite element modeling (Kim et al., 2002; Bielak et al., 2005) . The octree method is particularly useful in large scale problems. Octree design has 2 i × 2 j × 2 k number of prisms in the mesh as a result of a series of the model splitting to quarters iteratively. There are a few different approaches one can use to incorporate an octree mesh. Information such as the source geometry, for example known geology or a reservoir in timelapse cases, can be used to pre-define large cells and small cells to retain resolution in the desired region. Using the geometry of a source and receiver configuration can also aid in where the mesh should have smaller cells, such as in the case of electromagnetics. In the case of exploration magnetics, the extent of sources are only known laterally to a certain degree. Therefore, we adopt an algorithm dividing the mesh laterally The adaptive octree mesh architecture places larger model cells where no or little signal change is present in the overlying magnetic data. Smaller cells are assigned to regions requiring increased resolution such as edges of source bodies in order to properly fit overlying, highly-changing magnetic data. The mesh starts with large prismatic cells (i.e. a 32 × 32 × 32 mesh) and if one of the cells has a property value higher, from known geologic parameters or transformed data, than a given threshold, it is split in half. This process continues until all of the cells are within the property threshold, or to a user-defined width. This may mean if a source is large enough, cells within the source may be larger than the edges of the source. It is important to note that the threshold should automated as it is uneconomical to perform the mesh discretization more than once for the linear problem.
Practically, the value with which to choose the mesh are located in the middle of the smallest cell size (a regular, or base mesh), enabling the actual discretization of the mesh to be fast. The observed data is approximately gridded using a nearest neighbor interpolation of the data to the center location of each of the smallest cell size for the top layer. The base mesh is designed to have 2 i × 2 j × 2 k cells. Though this could mean that the mesh is finer than normally desired, the effect will be absorbed within the octree discretization. The accuracy of the gridded data is not as important as the speed of the algorithm. However, the gridding will allow for an examination of a property for each model cell. It is important to note that this procedure is only used to choose the close to optimal mesh for inversion.
In this case, two main issues drive the need for smaller cells to retain accurate results: (1) a long wavelength change in total amplitude over the area (i.e. regional field) or (2) a localized anomaly. We use the curvature of the amplitude of magnetic data normalized by the amplitude. This allows for both the low frequency change of amplitude throughout the examined area and the edges of mid-frequency anomalies to be detected and the mesh adjusted accordingly. One could use the totalgradient, but amplitude data are not as affected by remenant magnetization (Shearer, 2005 ) that can occur often in mining exploration (Li et al., 2010) . The amplitude, A, of magnetic anomaly is given by
with B x , B y , and B z the three orthogonal components of the anomalous magnetic field, B a , respectively and are computed in the Fourier domain. The curvature, c, approximated by
and computed by the second derivatives of the amplitude. This step is straightforward because the data values are already gridded and padded for the Fourier transform. The mesh is then split based on the value q given by dividing equation (7) by equation (6) where
such that if a change in q is more than twice the standard deviation of q for the entire dataset, the cells in region of interest are split. The threshold prevents smaller cells from forming where small deviations in the data are present by noise from acquisition or gridding. The sensitivity matrix is calculated based on the nodal points of the octree model parameters and the inversion of the data can carried out as it would be for a regular mesh.
The octree mesh design has the ability to reduce the model parameters an order of magnitude on average and is highly data dependent. The algorithm is designed to compress the rows of the sensitivity matrix (i.e. model parameters). With the average reduction, the compression ratio for the octree mesh discretization alone averages between 10 and 40. Unfortunately, this is not enough compression to be practical as the desired compression ratio should be a minimum of 50 to advance current methodology.
WAVELET TRANSFORMS
The wavelet transform expands a function in the bases formed by the translation and dilation of a function called the mother wavelet (Mallet, 1989; Daubechies, 1992; Meyer, 1993) . The wavelet transform of a function is based on orthonormal, compactly supported wavelets. Winnowing the coefficients whose magnitudes are below a certain level still allows reconstruction of the original function with a high degree of accuracy. Thus a function can have a sparse representation in the wavelet domain.
The compression property of the wavelet transform arises from the presence of a large number of small coefficients in the transformed function. These small wavelet coefficients are produced because the wavelets are localized and orthogonal to a low-degree polynomial. Smoothly decaying portions of the matrix can be represented accurately by only a few wavelets at coarse scales. At low threshold levels, the reconstruction of the function is virtually identical to the function itself, yet only has significant elements within a narrow band near the location of the peaks in the original matrix. As the threshold level increases, small scale distortions begin to appear but the long wavelength features remain. This is the essential property of the wavelet transform that is utilized to achieve high compression ratios.
With a regularly gridded mesh, the separable 3D wavelet transform can be applied to each direction of the mesh in the coefficient matrix G. Analogous to a 3D Fourier transform, the 3D wavelet transform is a series of consecutive 1D transforms performed on each respective direction of the 3D mesh. It is this characteristic that enables the wavelet transform to be applied to non-planar data. With a irregularly gridded mesh, such as with a octree discretization, the separable wavelet transform is no longer applicable. Therefore, we apply the 1D wavelet to each row of the sensitivity matrix as if it were simply a 1D function.
REORDERING MODEL PARAMETERS
To increase the compression of the rows, we attempt to make each row of the sensitivity matrix smoother by re-ordering the model parameters. Indexing the model cells appropriately results in a large number of small model responses consecutively which require few coefficients in the wavelet domain. The idea is similar to the one used by Lamarque and Robert (1996) for edge detection of images. The approach of re-ordering the model is to optimally map the 3D structure of the model mesh onto the 1D row of the sensitivity matrix for a given datum. Therefore we examine general means of mapping an ndimensional space onto a one dimensional space: space-filling curves (Butz, 1971; Sagan, 1994; Jin and Mellor-Crummey, 2005) . Hilbert (1891) presented a space-filling curve to efficiently and consecutively map every node for a closed 2 n cube for which became the base for the entire class of space-filling curves (Moon et al., 2001) . Three dimensional space-filling curves are utilized in multi-grid methods for up-scaling and down-scaling mesh (Aftosmis et al., 2004; Griebel et al., 1998; Behrens and Zimmermann, 2000) . The nature of the curve allows for the minimization of large spatial jumps of cells in the octree mesh. Simple examples of 3D Hilbert curves of orders 1 and 2 onto a base mesh are shown in Figures 2(a) and 2(b). respectively.
For our application, the Hilbert curve starts in the south-west portion of the mesh. Since the base mesh is 2 i × 2 j × 2 k , multiple Hilbert curves are easily incorporated. If i = j = k is not true, multiple Hilbert curves are merged throughout the mesh. The curve searches throughout the base mesh in order get the next prism in the octree mesh to ensure spatial continuity. 
EXAMPLE
As an illustration, we show the response for a datum of a 256 × 128 × 64 base mesh for a total of 2,097,152 parameters. Using 3D wavelet transforms, the sensitivity matrix row requires 3,489 non-zeros for a compression ratio of 601. We show the row in Figure 3 (a) prior to wavelet compression. The same row after octree discretization and Hilbert-curve indexing of the model parameters is shown in Figure 3 (b). The octree-based method reduced the model to 59,760 parameters and compresses the row 1,186 times for a storage requirement of 1,768 non-zeros. For a comparison of the separable and 1D wavelet, we show the histograms of 1D wavelet (gray) and 3D wavelet (black) coefficient amplitudes Figure 3 (c). The multidimensional wavelets require many more small amplitude coefficients than the one-dimensional wavelet which decreases the storage and increases computation time. These small coefficients are required between the many peaks that are constant throughout the row. The Hilbert-curve re-ordering of the model produces two main peaks, requiring larger, but fewer coefficients. 
CONCLUSIONS
Inversion of potential-field methods involve large and dense coefficient matrices that often exceed the limitations of physical memory in commonly available computers. The adaptive octree approach is useful in decreasing the number of model parameters, effectively reducing the m × m system of equations needed for inversion. Model ordering before applying the 1D wavelet transform for the compression each row of the kernel matrix creates a three-step approach towards achieving maximum compression potential. This combination can consistently reduce the storage requirement by 100s to 1000s times and, therefore also speeds up the computation of the inversion process by the same amount. A field example will further demonstrate the effectiveness of the approach.
