SIGNIFICANCE AND EXPLANATION
This paper concerns the initial value problem for th.: one dimensional quasilinear wave equation with dissipation SYt + LYt -(a(Y ))x = g(t,x) (0 < t < W, -00 < x < • y(0,x) = y 0 (x), Yt(OX) = y(x) (-W < x < 0)
where the subscripts t, x denote partial differentiation, a > 0 is a fixed constant, and the given real functions a, g' y 0 ' yI are assumed to be (e.g. f(ý) = &2 ), (1) can no longer be solved explicitly; yet it is important to obtain qualitative information about solutions. Before one can do this,
one must know what types of solutions exist and for how lonq. If a = 0, g -0 in (1), it is known that solutions can develop singularities in the first derivatives at a finite time t, even for arbitrarily smooth data y 0 (x), yl(X) (such solutions are called "shocks").
It is the purpose of this paper to obtain reasonable sufficient conditions for the global existence and uniqueness of smooth solutions of (1) for a > 0.
Our result states that such solutions exist for 0 < t < , -< x < , provided the data functions y 0 , y 1 , g are sufficiently smooth and small (in a suitable norm); we also show that the solutions depend continuously on the data. Consequently, shock solutions do not arise in our situation. As an application we indicate briefly how our result can be used to discuss a problem arising in nonlinear heat flow and viscoelasticity.
The method of proof is technical and involves an extension of a method of T. Nishida who studied (1) with the forcing term g -0; Nishida did not consider the problem of the continuous dependence of the solution on the data y 0 f Y,, and g.
The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.
1.
Introduction. We study the global existence, uniqueness and continuous dependence on data of smooth solutions of the initial va]le problen
where the subscripts t, x denote partial differentiation, a > 0 is a fixed It is the purpose of this note to {i) extend Nishida's method to obtain the global existence and uniqueness of smooth solutions of (1.1), (1.2) with g i 0,
and (ii) study the continuous dependence of solutions of (1.1), (1.2) on the data Yoe Yl' g. The result {i) is implicit in a recent paper of MacCamy (5] ; however, his proof of the analogue of the important Lemaa 2.3 below is not entirely complete.
The result (ii) is new.
We remark that our results (i) and (ii) can be used to obtain a local existence and uniqueness result for smooth solutions of the functional differential equation
subject to the initial condition (1.2), for some T > 0. 
Equivalent Systems and Preliminary
Results. We assime that a in (1.1) satisfies assumptions (a). In addition. assuie that g, and the initial functions y 0 , yI in (1.1), (1.2) satisfy:
where em denotes the set of real functions with continuoes and bounded derivativen up to anA including order m.
Following Nishida [101 we reduce the Cauchy problem (1.1 
The eigenvalues of the matrix of (2.1)
'o(vl by assumptions (a), X and i are real and distinct so that (2.1) is a strictly hyperbolic problem in the region
To diagonalize (2.1) introduce the Riemann invariants
2) is one to one from PR x IR onto 3R x 3R. A simple calculation shows that (2.1) is equivalent to the Cauchy problem for the diagonal, strictly hyperbolic system
where by (2.2) where 
note that solutions of (2.7) will exist for as long as the slopes X, V of the characteristics x (t,B) and x 2 (ty) remain bounded. Put To integrate (2.18) along tho A-characteristic put
0
Suppose we can show that for any solution r, s of (2. Let the assumption (c), (g) be satisfied, and lot the initial r0 1 9 0 F1R). If the constant D (sea Lomma 2.3) is sufficiently small, then the Cauchy problem (2.3) has a unique 81-solution r, s for 0 < t < -, x c m and the a priori estimates (2.5), (2.11) are satisfied for 0 < t < -.
Let tho above assumptions be satisfied !y initial data r 0, so and r 0 , s0
and forcing functions g, g; denoto by r, s and r, s the corr esponding 8 -solutions of (2.3) on 10,-) Recalling the definitions of A, v and using (a) and the mean value theorem one has
(r -s -Cr-a)) d&2 for some 0 < 0, 02 < IlII. 
