We present a comparative analysis of the maximum performance achieved by the Linpack benchmark on compute intensive hardware publicly available from multiple cloud providers. We study both performance within a single compute node, and speedup for distributed memory calculations with up to 32 nodes or at least 512 computing cores. We distinguish between hyperthreaded and non-hyper-threaded scenarios and estimate the performance per single computing core. We also compare results with a traditional supercomputing system for reference. Our findings provide a way to rank the cloud providers and demonstrate the viability of the cloud for high performance computing applications.
INTRODUCTION
During the last decade cloud computing established itself as a viable alternative to on-premises hardware for mission-critical applications in multiple areas [1] [2] [3] . For high performance computing (HPC) workloads that traditionally required large and cost-intensive hardware procurement, however, the feasibility and advantages of cloud computing are still debated. In particular, it is often questioned whether software applications that require distributed memory can be efficiently run on "commodity" compute infrastructure publicly available from cloud computing vendors [4] . Several studies reported on the poor applicability of cloud-based environments for scientific computing. Multiple research groups ran both standard benchmark suites such as Linpack and NAS [5] [6] [7] , and network performance tests [8] .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or afee. Request permissions from permissions@acm.org. The cost of solving a system of linear equations was found to increase exponentially with the problem size, illustrating that cloud was not mature enough for such workloads in [9] . A study of the impact of virtualization on network performance reported significant throughput instability and abnormal delay variations [8] . An empirical performance evaluation attempted in [10] found that while cloud computing services are insufficient for scientific applications at large, they may still be a good solution for the scientists who need resources instantly and temporarily. The performance of a set of typical scientific supercomputing workloads on Amazon EC2 was also found to be lower than for traditional HPC systems in [4, 11] .
Some prior studies had a positive view on the use of cloud computing. The performance of selected bio-informatics and astronomy software was examined, and cloud was found to provide a feasible, cost-effective model in [12, 13] . In [14] it was found that cloud is capable of supporting responsive on-demand, small sized HPC applications. The evaluation of microbenchmarks, kernels, and e-Science workloads in [6] found low performance and reliability, however reported on the potential applicability for scientists that need resources immediately and temporarily. The costs and challenges associated with running a diverse set of science applications on the cloud were studied and found to hold promise in [15] [16] [17] [18] [19] . In [20] it was shown that Amazon Elastic Compute Cloud is a feasible platform for applications that do not require advanced network performance. A general review of the field of HPC applications and their state in cloud computing was also conducted in [21] . Recent advancements have made it possible to access large-scale computational resources completely on-demand in a rapid and efficient manner. When combined with high fidelity simulations, they can serve as an alternative pathway to enable computational discovery and design of new materials through high-throughput screening. This is demonstrated with a case study involving highthroughput screening of structural alloys using modeling tools rooted in first-principles quantum mechanical techniques [22] . During an example run 10,656 computing cores within 7 minutes from the start were provisioned which motivated the need for further benchmarking. In order to address the concerns about the specificity of the materials simulation techniques employed during the aforementioned case study it was decided to use a more general tool for the purpose of the current analysis.
In this work we benchmark the performance of the publicly available cloud computing hardware with High Performance Linpack [23, 24] , , the benchmark that during the last two decades was employed to rank the top supercomputing systems [5] on the global scale. We compare 4 cloud computing vendors, and include results for a traditional supercomputer (number 60 on the top500.org list at the moment of this writing [25] ). Our findings demonstrate that the best-in-class cloud computing options can already deliver similar scaling patterns and match, if not exceed, the performance per core of the more traditional high performance computing systems.
METHODOLOGY
Benchmarking presented in this article is done through High Performance Linpack (HPL). The program solves a random system of linear equations, represented by a dense matrix, in double precision (64 bits) arithmetic on distributed-memory computers. It does so through a two-dimensional block-cyclic data distribution, and right-looking variant of the LU factorization with row partial pivoting. It is a portable and freely available software package. HPL provides testing and timing means to quantify the accuracy of the obtained solution as well as the time-to-completion. The best performance achievable depends on a variety of factors, and the algorithm is scalable such that its parallel efficiency is kept constant with respect to per processor memory usage. Readers may consult the following references for more information: [23, 24, 26, 27] . The main HPL input parameters are explained below.
The parameters Ns, matrix size for the underlying system of linear equations, Ps and Qs, process grid dimensions, are changed for each reported case based on the number of cores and memory used. In order to achieve the optimal performance, the largest problem size that fits in the memory should be selected. The amount of memory used by HPL is dependent on the size of the coefficient matrix. The logic behind choosing the exact input parameters could be demonstrated by the following line of thought. In case of 4 nodes with 256 Mb of memory each, there is a total of 1 Gb, or 125 million double precision (8 bytes) elements. The square root of this number is 11585. As one has to leave memory for the operating system as well as for other system processes, so a problem size of 10000 would be a good fit. Ps and Qs depend on the physical interconnection network. As a rule of thumb P and Q are taken to be approximately equal, with Q slightly larger than P.
RESULTS
We present the cloud server instance types and hardware specification for all studied cases inside Table 1 . We choose the highest performing servers available in an on-demand fashion. Most of the compute servers have 16 physical cores and all have at least 2GB per or random access memory per core. The network options differ quite a bit, from 54 to 1 gigabit per second in bandwidth. We also provide metrics for the traditional supercomputing system used as reference [25] . 
Amazon Web Services
For Amazon Web Services (AWS) we study 3 different scenarios: the default hyper-threaded, non-hyper-threaded and non-hyperthreaded mode with placement group option enabled. The c4.8xlarge instance types are used. Table 2 shows the results for AWS instances with hyperthreading enabled (default regime). It can be seen that the ratio of absolute speedup to the number of nodes rapidly decreases as the node count increases. Table 4 shows the HPL benchmark results with hyper-threading disabled and placement group option enabled. A placement group is a logical grouping of instances within a single availability zone, recommended for applications that benefit from low network latency, high network throughput, or both [3] . It can be seen, however, that the ratio of absolute speedup to the number of nodes shows marginal differences with respect to the previous scenario, where placement group option was not used. Table 5 shows the HPL benchmark results running on Azure Standard_F16 instances. Although the overall performance degradation with increased node count is evident, it appears to be less severe than for AWS. The bare performance is worse however. Table 6 shows the HPL benchmark results running on Azure Standard_A9 instances using Infiniband interconnect network. The low-latency network interconnect definitely affects the scaling, increasing the speed-up ratio from 0.5 to 0.9 for 32 compute nodes. The bare performance figures, however are still better for AWS due to the higher processor speed. Table 7 shows the HPL benchmark results running on Azure Standard_H16r instances using Infiniband interconnect network. The low-latency network interconnect enables the best scaling pattern, with sustained ratio above 0.9 in the 1-32 node count (1-512 computing cores) range. The bare performance figures are best of all cases studied, even when compared with the traditional supercomputing system of reference. Table 8 shows the HPL benchmark results running on Rackspace Compute1-60 instances. Overall, the results are similar to AWS and Azure. A slight variation (spike) in the speedup ratio for 16 nodes can be associated with the underlying network topology of the cloud datacenter. Table 9 shows the HPL benchmark results running on SoftLayer virtual servers. The network quickly saturates at scale, demonstrating the worst performance out of all cases studied. The processor clock speeds are also inferior when compared to other cloud options. compute cores, 357 terabytes of memory, and 7.56 petabytes of disk, holding number 60 rank on the top500 list of the best supercomputers at the moment of this writing [25] . 
Hyper-threaded regime

Non-hyper-threaded regime
Non-hyper-threaded regime with placement groups
Microsoft Azure
F-series
A-series
H-series
Rackspace
IBM SoftLayer
NERSC
DISCUSSION
In Fig. 1 we present a comparison of the speedup ratios for the scenarios described the previous part. As it can be seen, Microsoft Azure outperforms other cloud providers because of the low latency interconnect network that facilitates efficient scaling. SoftLayer has the least favorable speedup ratio at scale, likely because of the interconnect network again. AWS and Rackspace show a significant degree of parallel performance degradation, such that at 32 nodes the measured performance is about one-half of the peak value. Fig. 2 shows a comparative plot of the performance per core in gigaFLOPS for the previously described scenarios. Microsoft Azure H-instances are the highest performing option in this view as well (AZ-IB-H). One interesting fact is that although Microsoft Azure A-instances (AZ-IB-A) show better overall scaling in Fig. 1 
CONCLUSION
We benchmarked the performance of the current best available computing hardware from public cloud providers with high performance Linpack. We optimized the benchmark for each computing environment and evaluated the relative performance for distributed memory calculations. We found Microsoft Azure to deliver the best results, and demonstrated that the performance on public cloud can be comparable to modern traditional supercomputing systems. Based on our findings we suggest that the concept of high performance computing in the cloud is ready for a widespread adoption and can provide a viable and costefficient alternative to capital intensive on-premises hardware deployments.
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