Huijberts, H. J. C. (1992). A nonregular solution of the nonlinear dynamic disturbance decoupling problem with an application to a complete solution of the nonlinear model matching problem.
1. Introduction. Consider a nonlinear multi-input multi-output control system with disturbances, of the form ) =f(x) + g(x)u + p(x)q, (1) y=h(x), where x , an open subset of n, the inputs u ', the outputs y P, the disturbances q r, f and h are vector-valued analytic functions, and g and p are matrix-valued analytic functions, all of appropriate dimensions. In the disturbance decoupling problem (DDP) for the system (1) we search for a regular static state feedback (2) u a(x) + fl(x)v, with v a new m-dimensional control and/3(x) a nonsingular m m matrix for all x, so that in the feedback-modified dynamics (3) : =f(x) + g(x)a(x)+ g(x)(x)v+p(x)q the disturbances q do not affect the outputs y. A local solution of the DDP using differential geometric tools was initiated in [21] and 14] and has led to a more or less complete understanding of this problem; see, e.g., [20] , [33] . The nonlinear DDP forms a direct generalization of the linear DDP and the theory about the nonlinear DDP typically extends the well-known linear geometric theory (see [36] ) to a nonlinear context.
The purpose of this paper is to study, as in [17] , a dynamic version of the DDP for the nonlinear system (1) . That is, instead of a static feedback law (2) we allow for a dynamic state feedback = ,(x, z) + (x, z)v, (4) u=,(x,z)+(x,z)v, with z the/z-dimensional compensator state, and v an m-dimensional new control. In the dynamic version of the dynamic disturbance decoupling problem we require that in the modified dynamics : f(x) + g(x) y(x, z) + g(x)8(x, z)v + p(x)q, (5) (x, z) +13(x, z)v the disturbances q do not influence the outputs y. In [17] a regular version of this problem was studied, where regularity means that we demand the system (4) with inputs v and outputs u to be invertible for all x. We refer to this problem as the dynamic disturbance decoupling problem (DDDP). In this paper we solve a version of the DDDP where we drop th.e requirement of regularity of the compensator (4) . This problem will be referred to as the nonregular dynamic disturbance decoupling problem (nDDDP). The reason for studying this problem is that if the DDDP is not solvable, we may still be able to solve the nDDDP, albeit at the expense of some of the effective controls. The solution is given by means of an algorithm based on the clamped dynamics algorithm (cf. [22] , [35] ) and Singh's algorithm (cf. [34] , [9] ). Basically, the method used in this paper to solve the nDDDP is an extension of the method given in [17] to solve the DDDP. Here the basic tool was Singh's algorithm. One special feature of the algorithm is that it is constructive. A drawback is that it does not give a compensator of minimal order. Therefore we cannot make any statement about the solvability of the nonregular disturbance decoupling problem by means of static state feedback.
The solution of the nDDDP presented in this paper also turns out to be of use for solving another synthesis problem: the nonlinear model matching problem (MMP).
This problem can be formulated as follows: Given an affine nonlinear control system, to be referred to as the plant P, and another affine nonlinear control system, to be referred to as the model M, can we find a compensator for P such that the input-output behavior of the precompensated plant matches that of M?
For linear systems this problem is completely solved (see, e.g., [11] , [27] , [30] [31] [32] ). For nonlinear systems until now only partial solutions have appeared (see, e.g., [6] , [7] , [10] , [15] , [18] , [19] , [29] ). It will be shown in this paper that the nonlinear MMP can be formulated as an nDDDP with disturbance measurements. This observation was already made for linear systems in [32] , 11 ]. In 10] sufficient conditions for solvability of the nonlinear MMP were given by solving an associated DDP with disturbance measurements by means of regular static state feedback. Furthermore, the sufficient conditions for solvability of the nonlinear MMP that were given in [29] can be viewed as following from the solution of an associated DDDP with disturbance measurements by means of regular dynamic state feedback as was also studied in 17]. It is important to note that the partial solutions to the MMP mentioned above are all given in terms of structural invariants of the system under consideration, whereas the complete solution given in this paper is in terms of an algorithm.
The paper is organized as follows. In 2 we give the clamped dynamics algorithm. This algorithm allows us to determine the clamped dynamics of a nonlinear control system, i.e., the internal dynamics that are compatible with the constraint that the output is zero for all times. Furthermore, we give an important proposition that gives a connection between the clamped dynamics of a nonlinear control system and the clamped dynamics of the same system precompensated by a dynamic state feedback. In 3 we introduce the nonregular dynamic disturbance decoupling problem with disturbance measurements (nDDDPdm) and the nDDDP, and we present an algorithm for solving both problems. In 4 we formulate the nonlinear MMP and give a complete local solution to this problem by associating an nDDDPdm with it. In 5, finally, some conclusions will be drawn.
2. The clamped dynamics algorithm. In this section we introduce the notion of clamped dynamics and an algorithm to compute these, following [35] . Consider a nonlinear control system of the form
y=h(x), where x , an open subset of ", the inputs u R", the outputs y RP, f and h are vector-valued analytic functions, and g is a matrix-valued analytic function, all of appropriate dimensions. The clamped dynamics of (6) are defined as the internal dynamics of (6) that are compatible with the constraint that the output is zero for all times. The notion of clamped dynamics was first identified, in the single-input singleoutput case, in [4] , [28] (note, however, that in these references the notion was called zero dynamics). For the multi-input multi-output case it was further elaborated in [5] , [22] , [35] . In [22] , a general algorithm to calculate the clamped dynamics was proposed. This algorithm was based on a modified version of Hirschorn's structure algorithm (see [13] ). A different (but equivalent) algorithm was proposed in [35] and is based upon a modified version of Krener's algorithm (see [25] ). In this paper we follow [35] . DEFINITION 2.1. A submanifold N c is controlled invariant for (6) if there exists an analytic feedback u a(x) such that the vector field f(x)/g(x)a(x) is tangent to N. Remark 2.2. If dim (TN / )constant, where cg is the distribution spanned by the columns of g, this definition is equivalent to the following characterization: N is controlled invariant if for any Xo N there exists an admissible control t(t) such that the solution of (t)=f(x)+g(x)(t), x(0)= Xo remains in N (see [33] ). DEFINITION 2.3 . N c is an output-Hulling controlled invariant submanifold for (6) if there exists a feedback u t(x), such that f(x)+ g(x)a(x) is tangent to N and h (x) is zero on N.
To determine the dynamics compatible with the constraints y(t)=0 for all t, we need to compute the maximal output-Hulling controlled invariant submanifold, provided it exists. This can be done by means of the following algorithm that is based on the algorithm from [35] . ALGORITHM 2.4. Clamped dynamics algorithm. Consider the system (6) . Let Xo be such that h(xo)-O and assume that h =(hi," ", hp) has constant rank p in a neighborhood of Xo in h-l(xo).
Step 0 Locally around Xo the set No h-l(0) is an (n-po)-dimensional submanifold, where Po := P. Denote tho := h.
Step k Let Nk-1 be a smooth (n-pk_l)-dimensional manifold through Xo, given as Nk_ {x (}k_I(X) 0}. Calculate (7) $k-1 O])k-1 [f(x) + g(x)u] =: Ak(X) + Bk(X)U. OX Assume that Bk(X) has constant rank rk in a neighborhood of Xo in Nk-1. After a possible permutation of the entries of )k-1 we may assume that the first rk rows of Bk are linearly independent. Accordingly, we write (7) as d) A(x+ (x]' where t}k(x) has full row rank r in a neighborhood of xo in N_. Let (x) be a right inverse of (x). Letting u =-(x)(x), we find from (8) that (9) (X)-(X)(X)(X) =: (X) Note that, since each row.of B(x) is linearly dependent on the rows of B(x), (x) is independent of the choice of (x). Assume that (Xo)=0 and that (x) has constant rank s in a neighborhood of Xo in N-I. Then locally around Xo, N:= {x N_l](x)=0} is an (n-p)-dimensional submanifold, with P := P-I + s. Permute the entries of such that the first s entries are independent on N, and denote 6 := (_, ,. ., ).
If, at every step of the algorithm, the two constant rank assumptions are satisfied and (Xo) 0, then we call Xo a regular point for the algorithm. If Xo is a regular point for the clamped dynamics algorithm, then it easily follows that the algorithm terminates after k* <n iterations, where k* is the least integer such that N.-1 N., or equivalently k* is the least integer for which 0 on N_I. We will call the maximal connected component of N. containing Xo the clamped dynamics manifold of (6) and we denote it by N*. A control that renders the dynamics on N* invariant is given by
In what follows we will control nonlinear systems of the form (6) by means of a compensator R of the form = (x, z)+(x, z)v (10) u=e(x,z)+6(x,z)v with z ", v denoting the new inputs and real analytic a, fi, y, 6. A question that arises is" what is the connection between the clamped dynamics manifold of (6) and the clamped dynamics manifold of (6), (10)? The following proposition gives an answer to this question. PROPOSITION 2.5. Let the clamped dynamics manifold of (6) be given by N*= {x].(x)=0}. en the clamped dynamics manifold of (6), (10) is given by M*= {(x, z) .(x) 0, (x, z) 0} for some vector offunctions (x, z).
The proof appears in the Appendix.
3. The nonregular dynamic disturbance decoupling problem (nDDDP). In this section we formulate two kinds of nDDDPs and give a local solution for both problems.
Let Z be a nonlinear multi-input multi-output control system with disturbances of the form Z =f(x) + g(x)u +p(x)q 1 1 y=h(x), where x , an open subset of", the inputs u m, the outputs y P, the disturbances q , f and h are vector-valued analytic functions, and g and p are matrix-valued analytic functions, all of appropriate dimensions. Analogously to [17] we define the following problems for Z. DEFINITION 3.6. Consider the system X and let a point Xo be given. 1. The local nDDDP with disturbance measurements (nDDDPdm) consists in finding (if possible) a compensator Q of the form (12) a(x, q, z) If we require the compensators Q and R to be invertible, the above problems will be referred to by DDDPdm and DDDP, respectively.
A solution of the DDDP and the DDDPdm can be found in [17] . Recall that for linear systems the conditions for.solvability of nDDPdm, DDPdm, nDDDPdm, and DDDPdm are all equivalent (see, e.g., [1] , [2] ). From Example 3.2 in [17] it has become clear that for nonlinear systems solvability of the DDP is not equivalent to the solvability of the DDDP. The It is easy to see that we can solve the nDDDP for this system by putting u 0, while using the theory developed in [17] it can be shown that the DDDP is not solvable for (14) , which also implies that the DDP is not solvable for (14) .
In what follows we will give a constructive algorithm to solve the nDDDPdm. In order to get a better insight into how the algorithm works, we first discuss the ideas behind the algorithm. So, consider a system 5; with disturbances, of the form (11) .
Choose a point Xo .F irst assume that we want to solve the nDDDPdm around Xo.
Clearly, a compensator Q solves the nDDDPdm for 5; around Xo if and only if for 2; Q the y(t) do not depend on q for all t. We now apply the first steps of Singh's algorithm (cf. [34] , [9] ) to E. Thus, for Z we determine (15) 
ox Assume that bl(x) has constant rank /91 in a neighborhood of Xo. After a possible permutation of the entries of y, we may assume that the first pl rows of bl(x) are linearly independent. Accordingly, we write (15) as (16) ffl (II(X) "[-,(x)q + u, \1(X) -+" l(X)q/ l(X) where (x) has full row rank p in a neighborhood of Xo. Let (x) be a right inverse of b(x). Then from the upper pa of (16) it follows that a,(x) Combining (16) and (17) we obtain (18) Yl l(X) q-l(X)?(x)(;1-l(X))q-(l(X)-l(X)(X)l(x))q =: Il(X, q, 1). Note that $1 is affine in q and 371. Define the matrix-valued function (19) Dl(x) := Ol(x, q, fl) Oq Assume that D1 0. This implies that 371 explicitly depends on q. Furthermore, this dependence is intrinsic, meaning that with another pa.rtition (971,331) of y also a q2dependence would occur via a matrix-valued function Dl(x) with the property that [9] ). Using similar arguments as in the proof of Proposition 2.5, we can show that this q-dependence can only be resolved by means of dynamic compensation if we can choose the compensator and its initial conditions in such a way that Dl(X(t))=0 for all t. However, this would imply that the nDDDPdm is not solvable in a neighborhood of Xo in , but at most in a neighborhood of Xo in {xlDl(x) 0}. Thus we must necessarily have that D1 -= 0 if we want to solve the nDDDPdm. Assuming that D1 -= 0 we proceed by determining (20) 332) Oql (x, fi,)[f(x) + g(x)u + p(x)q] +l =: a(x, , fi)) + b2(x, fi,)u + c2(x, l)q.
Define B2 := (b)r and assume that B2(x, ) has constant rank p2 in a neighborhood of Xo. Then, after a possible permutation of the entries of fi, we may assume that the first P2-p rows of b2(x, fi) are linearly independent. Accordingly, we write (20) and the upper pa of (16) as 
3)(2'= d2(x, ill, )72') b"2(x, )1)/-(X, )1)(/2(X, )1, i 2)) +(e2(x, fil)-b"2(x, fil)-(x, fil)d2(x, fil))q =: 2(x, q, 2).
Define as before the matrix-valued function (23) D2(x, )1):-Oq2(x, q, Y).
Oq
First assume that D 0. Then )2) explicitly depends on q. Again, this dependence is intrinsic in a similar sense as described above, and it can only be resolved by means of dynamic compensation if we can choose the compensator and its initial conditions in such a way that D(x(t),.l(t))-0 for all t. Now note that DE is a function of x and 1. Thus it may be possible to find a neighborhood U of Xo in such that for all
x U there is a such that Da(x, )= 0. By the implicit function theorem, this is the case if and only if (24) ranks=rank Ox / where (x, ) is the vector of functions consisting of the nonzero entries of Dz. If (24) holds, we can locally treat x as a "free variable," i.e., there is a paition (, 2) of and a function O(x, 2) such that locally (25) 62(X, 1)= 0 11 O2(X, 12).
We now proceed by repeating the above procedure under the constraint that D and its time derivatives are zero. If again an explicit q-dependence of the type described above or an explicit q-dependence of a time derivative of O 2 occurs, we add the function characterizing the dependence to the set of constraint functions and sta all over again with the new set of constraint functions.
If, on the other hand, we have that D2 0, we continue with subsequent steps of Singh's algorithm until an intrinsic q-dependence occurs and then go through the whole procedure as described above. While going through the procedure, we should apply two intermediate checks. First, it may occur at a ceain step that the submanifold on which the constraints are satisfied is empty. In this case the nDDDPdm is not solvable, and we can stop the procedure. Second, assume that at a ceain step the set of constraint functions is given by k(X, Yk). Then, to guarantee solvability of the nDDDPdm on a neighborhood of Xo in , we must necessasily have that there, is a neighborhood U of Xo in such that for every x e U there is a Yk satisfying k(X, Yk) 
with Vo := n. Thus we only have to use the clamped dynamics algorithm This leads to the following algorithm. ALGORITHM 3.8 Step 0
Define the system Eao as in (27) .
Step 2. We only give the proof for the nDDDP. The proof for the nDDDPdm is analogous, with a few differences concerning the q-dependence of the compensator.
Sufficiency. Assume that the algorithm terminates because of case 3. For brevity of notation, we denote parametrization of N* holds. Now let u=a*(x, w) be a control that renders N* invariant for 'ak*-l" Then it is obvious that if we apply this control to 'ak*-I and we choose our initial conditions on N*, we will have ylJ(t)= wo(t) for all and thus y(t),..., y(n)(t) are independent of q for all t. Now let zi (i 1,...,p) be a vector of dimension Uk*-and consider the compensator Q .i Az + bvi 1,...,p) (32) u=*(x,z) with (A, b) in Brunovsky form, initialized at (if, q(, zZ), z) for an U. Then from the above it is clear that this compensator locally solves the nDDDP for E. Necessity. Let Xo be a regular point for Algorithm 3.8 applied to E. Assume that the nDDDP is locally solvable around x0 by means of a compensator (33) Q{=a(x,z) u=,(x,z). Note that Eao only differs from Eao in the the number of wo's for Ea0 is larger. Since Q solves the nDDDP for E, it also solves the nDDDP for Ea0. Thus, the clamped dynamics manifold of ,,o Q is given by M= {(x, w, z)l(x z)-w=0} for some vector of functions (x, z). Denote the clamped dynamics manifold of "ak Q (k= 0,..., k*-1) by Nk. By Proposition 2.5, the functions determining the clamped dynamics manifold of Eak are zero on Nk. This implies in particular that the functions determining the clamped dynamics manifold of Eao are zero on M. Since k*> 1, Zo < 7to. Moreover, since 0o/0q # 0 and (35) 
Dk-1 Tk
Again, note that Zk only differs from Zk in that the number of w0's for Eak is larger.
Then, using the above and an induction argument, we can prove that the clamped dynamics manifold of Zk Q (k--0,'" ", k*-1) is equal to M. If we compare the form of Zak and ,k, we see that this implies that also N k (k =0, ,(x, w)= 0, which implies that )Q N Hence N, and thus the algorithm cannot terminate because of case 1. Now assume that the algorithm terminates because of case 2. This implies that we cannot find a partition (w w2) of w and a vector of functions k._(x, w2) such-that Tk._ {(x, w)[w ._(x, w)} i.e., x cannot be a "flee variable" on N *-By Proposition Tk*--2.5 this implies that x cannot be a free variable on N g*either, which gives a contradiction with the form of Nk*-. Hence the algorithm can only terminate because of case 3.
Remark 3.10. It is easy to see that while solving the nDDDPdm we can take the function a*(x, q, w), which renders N* as an invariant manifold for E._ to be affine in q, i.e., we can take a* of the form a*(x, q, z) a*l(X, z)+ a*z(X, z)q.
We chose the above form of the algorithm and construction of the compensator to make the algorithm and the proof of Theorem 3.9 as transparent as possible. However, the bookkeeping while applying the algorithm can become quite troublesome, and the order of the compensator can become unnecessarily high. For (relatively) simple examples, much can be improved by using ad hoc arguments in the vein of the algorithm, as will be illustrated by the following example. Example 3.11. Consider the system 31 X2/'/1 -It-X4, x ())1 x4) 0.
Since we are working in a neighborhood of point for which x 0, 22 0, this implies that (1/x2)(-24)= u =0.
Having chosen Ul 0, we see from the structure of the system Yl and y can be made independent of q2 if and only if Y3 and y4 can be made independent of q2. Restricting our attention to Y3 and Y4, we find 9}3 U2 "t-XO : U2 .3 X9,
3)4 x6u + x8 + x9 + x6x9 x6.93 + x8 + x9, 4 X83 U3 --X63 --lg3 "q-Xl0 : 1 U3--'(4--X63--X10). (1)2 261)1 X10), x8z+ with z(0)-(1/x8(0)) and vl, v2 denoting the new inputs.
4. The nonlinear model matching problem. In this section we will use the results of the previous section to give a complete local solution of the nonlinear model matching problem. For linear systems, the idea that we can obtain a solution of the nonlinear model matching problem by associating it with a disturbance decoupling problem was elaborated in [32] , 11 ]. It was first extended to nonlinear systems in 10]. The usual definition of the nonlinear model matching problem is given below (see [6] , [10] ). Sufficiency (see also 10] ). Assume that the nDDDPdm is solvable for E by means of a compensator I " Oll(xE' Z)']-Ot2(XE, z)q z (47) Q u y,(x , z)+ y:z(x , z)q z.
Note that we can indeed take the compensator to be affine in q (see Remark 3.10) . Consider the following compensator for P:
Then it is easy to see that Q solves the MMP for (M, P). Thus, using the results from Theorem 3.9, we can check if the MMP is solvable for given (M, P) and we can construct a compensator that solves the MMP. We will illustrate this by means of an example. Then it is easy to see that we can solve the MMP by means of the nonregular compensator 1 Z2 2 z3 3= (5) Q u=0 with z(0) x (0). 5 . Conclusions and remarks. In this paper we formulated and solved the local nDDDP. The solution was given by means of a constructive algorithm. A drawback of the algorithm presented in this paper is that it does not give a compensator of minimal order solving the nDDDPdm. Therefore we cannot make any statement about the solvability of the DDP by means of nonregular static state feedback. This remains a problem for future research. Another topic for future research is the generalization of the theory developed in this paper to general nonlinear systems of the form 2=f(x, q, u) (53) y=h(x,u).
Using the algorithm given in this paper we can immediately give sufficient conditions for the solvability of the nDDDPdm for (53). Namely, consider the following extended system obtained from (53):
Then any solution to the nDDDPdm for (53) gives rise to a solution of the problem for (53). The converse is easily seen to be false. However, since for the system (53) versions of Singh's algorithm and the clamped dynamics algorithm are also available (see [26] , [23] , [24] for Singh's algorithm and [35] for the clamped dynamics algorithm), it seems that the method of this paper can be straightforwardly extended to systems of the form (53).
By proving that the solvability of the nonlinear MMP is equivalent to the solvability of an associated nDDDP with disturbance measurements, we also established a complete local solution of this problem. A problem that remains unsolved is the problem of internal stability of the compensated plant after we have solved the nonlinear MMP.
Until now this problem has only been addressed in [3] in the case where the plant is a single-input, single-output system and in [15] in the case where the plant is decouplable by static state feedback. The problem consists in the fact that, even if we start from an internally stable plant and an internally stable model, we may very well introduce unstable unobservable modes in the closed loop. To solve this problem, further investigation of the structure of a model matching configuration is needed, especially concerning the "fixed" and "free" modes of such a configuration. For linear systems this investigation has already been performed in [31] . For nonlinear systems this is undoubtedly much more difficult to answer. So far, only results about "fixed" modes in the solution of the input-output decoupling problem have been obtained in 12]. It is not clear if a similar analysis is applicable for the nonlinear MMP considered here. We leave this open for future research.
Appendix.
Proof of Proposition 2.5. Denote the submanifolds obtained while applying the clamped dynamics algorithm to (6) and (6), (10) by Nk(={Xl4'k(X)=O}), Mk, respectively. We will prove by induction that we can find vectors of functions Ok(X, Z) such that Mk {(x, Z) Ik(X, Z) 0}, with / 4(x) (x, z)= / ,(x, z)]" \ Obviously, we have No {xl bo(X) 0}, Mo {(x, z) o(X, z) 0}, with bo(X) o(X, z) h(x). Hence our claim holds for k =0. Now apply the first step of the clamped dynamics algorithm to (6) , yielding matrices Al(X), Bl(x), a vector of functions and N1 {xl 1(x)-0}. Applying the first step of the clamped dynamics algorithm to (6) , (10) Aa(x)+ BI(X)'y(x, z)+ BI(x)6(x, z)v. Since (Xo, Zo) is a regular point for the clamped dynamics algorithm applied to (6), (10), B(x)(x, z) has full rank in a neighborhood of (Xo, Zo) in Mo. It is clear that 1 < rl rank Bl(X). Moreover, the rows of Bl(X)(x, z) are linearly dependent on the rows of Bl(X)(x, z), since the rows of Bl(x) are linearly dependent on the rows of /l(x). Thus we can permute the entries of o(X, z) in such a way that the first rows of Bl(x)(x, z) are linearly independent and the last (po-rl) entries of o(X, z) consist of o(X), i.e., we can write (55) as Thus, M {(x, z)lo(X) =0 l(X)=0, el(X, z)=0}. Assume that ((x), #(x, z)) r has constant rank 1 in a neighborhood of (Xo, Zo) in M1. Obviously, 1> s. Since (x) has constant rank s in a neighborhood of (Xo, Zo) in M1, we can permute the entries of (x) and #(x, z) such that (6(x), ., ,,(x), (x, z),. ., #,_,l(X, z)) are independent on M,. Defining bl(X)=(4'(x) ll(X),"" ", tlsl(X))T (11(x, z) ," ", #l,-s,(x, z)) T we find m {(x, z) 41(x) 0, q(x, z) 0}. Hence our claim also holds for k 1. Using similar arguments as above, we can prove that our claim holds for k 0,..., k*, which completes the proof.
