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INTRODUCTION 
The principal aim of this paper is to prove the following results. Section 1 ex- 
plains the terminology involved; applications are given in Section 4. 
Theorem 1. Let G C GL(n, ~) be a real reductive group with Cartan decomposi- 
tion 
g = k ® p, g being the Lie algebra of  G. 
Let G e be the subgroup of GL(n, C) with Lie algebra g @ ig and K the subgroup of 
G e whose Lie algebra is k ® ip. 
Let j.)c be a complex homogeneous space for G c and ~ a K-invariant strictly 
plurisubharmonic function on ~c.  
l f  f2 is a G-orbit in f2 e and f = ~lY) has a critical point, then f is proper, f2 is 
closed in f2 c and the critical set o f f  is a single K-orbit, K being the subgroup of G 
whose Lie algebra is k. Moreover, the function f achieves its minimum value on its 
critical set. 
Theorem 2. Using the notations of  Theorem 1, i f  
(i) G operates on a real vector space V and G c on V c = V ®R C by com- 
plexification and N is the norm square function on V c obtained from a 
K-invariant hermitian inner product on V c which is real-valued on V, then for all 
v E V one has 
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N(gv) = N(~v), V g C G ¢, 
where g denotes the complex conjugate of g. 
(ii) I f  ~ is a diffbrentiable function on G e such that ~(g) = ~(~,), then qo[G has 
the identity e as a critical point ¢~ ~ has e as a critical point. 
(iii) I f  v c V and Y2 = G . v, Y2 ¢ = G ¢ . v, then vis a critical point of NlY2 ¢~ v 
is a critical point of NlY2 c (N as in (i)). 
The following theorem reduces the study of orbits of real reductive groups to 
that of their complexifications (see (4.2) infra). 
Theorem 3. Let G be a Lie group, cr an automorphism offinite order of G and H a 
cr-invariant closed subgroup of G. Let ( G/ H)~ denote the set of fixed points of cr in 
G/H. I f  ~ C (G/H)~ then the G~-orbit of ~ is the connected component of (G/H)~ 
which contains ~. Hence, the components are single G~-orbits. 
As in [1] and [2], the proofs use elementary convexity properties of pluri- 
subharmonic functions and a basic result of Mostow [14, Theorem 3], which 
itself is essentially a convexity result: it is a consequence of the convexity of 
norm of Jacobi fields on manifolds of nonpositive curvature (see Appendix). 
The definition of reductive groups given in this paper is different from that in 
e.g. [11, p. 384]. However, it is sufficient for the problems considered here and 
leads to substantial simplifications in proofs. Our results are independent of 
Refs [3, 4]. Related results are given in Luna [13] and in Richardson-Slodowy 
[17] to which this paper owes much. Plurisubharmonic functions continue to 
play a role in group theory and important applications have been made by 
Huckleberry and his school [see e.g. 9] and by Neeb [16]. The group-theoretic 
aspects of plurisubharmonic functions have also been applied by Helmke [7, 8] 
to problems of system and control engineering and there is interest in the ana- 
logue of results of [1, 2] for real reductive groups. 
1. REDUCTIVE  GROUPS 
Standard references for reductive groups are Borel-Harish-Chandra [4] and 
Springer [19]. In this paper, we will take the following as a working definition. 
All groups and subgroups will henceforth be Lie. G ° will denote the connected 
component of G, G' its commutator and Z(G) its center. 
Definition. A connected subgroup G of GL(n, ~) is reductive if its Lie algebra g






[k,k] C k, [k,pl C p, [p,p] C k 
the Lie group k of GL(n, C) whose Lie algebra is [~ = k ® ip is compact. 
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Proposition 1.1. 
(i) The group G is a closed subgroup of  GL(n, ~) and G = KP, where K = 
(exp(X) : X E k) and P = exp(p). Moreover G is homeomorphic to K × P and K 
is maximal compact in G. 
(ii) There is a K-invariant hermitian inner product on C n which is real-valued 
on ~" and consequently an orthonormal basis for ~" remains an orthonormal basis 
for C'. 
Proof. (i) Since g ® ig = lc ® if¢ and the group k is compact, it follows that G c 
is the Zariski closure of k [20, § 8], so G c is closed in GL(n, C). Therefore the 
group G is also closed, as it is the connected component of G~, cr being complex 
conjugation in GL(n, C). Similarly, K = (exp(X) : X C k) = Ko is also closed. 
Moreover, as k ¢ = G c = Kexp(ik) and Kexp(ik) is homeomorphic to k × 
exp(i/~) [20, § 8], we also have G = KP, where P = exp(p). 
By choosing a hermitian K-invariant inner product on C' ,  it is clear that 
exp(ik) is represented by positive hermitian matrices and therefore k is max- 
imal compact in G c and K is maximal compact in G. 
(ii) [Cf. 17] Let V = ~' ,  V e = R" ®~ C. Let c~ denote complex conjugation 
in V ¢ as well as in GL(V c) and J the real endomorphism of V c induced by 
multiplication by i. The endomorphism J centralizes Gc, hence also K. From 
~rga-I = gO we see that cr normalizes/£. Therefore k is normalized by the group 
generated by J and ~r. From ~rJcr -1 = J - I  we see that the latter group is finite. 
Hence the group generated by K, J and cr is compact. Select an inner product R 
on V c, considered as a real space, that is invariant under this group. If W is a 
subspace of V C that is J and c~-invariant, then its orthogonal complement W ± 
is also J and cr-invariant. Therefore we can find a basis el,. • •, en of V such that 
V c = (el , Je l ) -L. . .  _L(e,,Je,). 
Hence e l , . . . ,en  is an orthonormal basis of V c for the hermitian form 
H(~, zl) = R(~, ~1) + iR(J~, U) and H is real-valued on V. [] 
Remark. Since/£ = Z(K) /~'  with Z(K) n K '  finite, we have/£ = (z(R))°R '. 
Therefore GC=z(Gc)° (GC)  t and G= (Z(G))°Gt; also Z(G) consists of 
semisimple lements. In particular, if Z(G) is finite, then in any linear rep- 
resentation p of G in GL(V), the image p(G) is also reductive. On the other 
hand, if Z(G) is infinite, its image in a representation may no longer be re- 
ductive. We shall therefore consider only those representations in which the 
connected component of the center is represented asa reductive group. 
2. PREL IMINARY LEMMAS 
A plurisubharmonic (briefly Idsh) function on an n-dimensional complex 
manifold M is a funct ionf  whose complex hessian matrix [(02f/0zi0~j)], in a 
system of local holomorphic oordinates z l , . . . , z ,  is positive semi-definite. 
And f is strictly plurisubharmonic (briefly spsh), if its complex hessian is 
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strictly positive definite. In other words, f is spsh if the hermitian form (Lf)p 
defined by (Lf)p(U, V) = (OOf)(p)(u, ~), p E M, u, v E Tpl'°(M), is positive de- 
finite. 
The following lemma is basic. A version of  it already occurs in [1, 12]. We 
make no assumptions about reductivity or compactness of the groups involved. 
Lemma 2.1. Let G be a complex Lie group, K, a subgroup of G and P = 
{exp(X) : X E i Lie(/(')} with G = Kf'. Let G be a subgroup of G with G = KP, 
where K is a subgroup of K, and P = {exp(Y) : Y E m}, with m a subspace of i 
Lie(K).& 
Let ~ be a K-invariant strictly plurisubharmonic function on a complex homo- 
geneous pace (2 C of G and Y2 a G-orbit in y?c. I f  f = ~] ~2 has a critical point, then 
the critical set o f f  is a single K-orbit and f achieves its absolute minimum there. 
Moreover, if ~ is a critical point o f f  then the stabilizer G~ of ( in G factorizes as 
G~ = KzP£, where K~ is the stabilizer of ~ in K and 
P~ = {(exp Y) : Y Ep , (exp  Y ) (= ~} 
={expY) :  YEp , (exptY) (=(  VtEN}.  
Proof. Let ~ be a critical point of f and ~/another critical point of  f .  By K- 
invariance, we may assume that ~1 = exp(X)(  for some X E m c i Lie (/(). 
Consider the function g(z) = ~(exp(zX) -~), z E C. As ~ is K-invariant, we 
have g(x + iy) = g(x). Since g is subharmonic,  Ag _> 0 implies g"(x) > O. So 
g is convex and it achieves its absolute min imum at any critical point. Since 
x = 0 and x = 1 are critical points of  g(x), we see that g(x) is constant for 
0 < x < 1. Now g(z) = g(Re(z)), so the function g is constant on the strip 0 < 
Re z < 1. Therefore ~(7(z)) -- g(z) = constant on 0 _< Re z _< 1, where "7(z) = 
exp(zX) • ~. Hence 
(O0~)(7(z))('y'(z),'~'(z)) = 0, 0 _< Re z _< 1 
and since iO0~ is positive definite, we must have 7'(z) ~ 0. Hence -y(z) is con- 
stant, so "7(0) = ~ = "7(1) = ~/. 
By the same argument, i fg=kexp(Y)  EG with YEmciL ie  (K) and 
g~=~,  then exp( tY ) .~=~,  0<t< 1, so k -~=~.  But if exp( tY ) -~=~,  
then exp( - t  Y) • ~ = ~, so the entire 1-parameter subgroup {exp(t Y)}~ c ~ stabi- 
lizes ~. Hence G~ has the factorization claimed above. [] 
Lemma 2.2. I f  f : ~" ~ ~ is a difJerentiable Junction whose restriction to each 
line through the origin is convex and has the origin as its only critical point, then 
limllxll~ ~ f (x )  = +cx~. 
For a proof, see [2]. 
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3. PROOFS OF MAIN RESULTS 
We shall use the notation set up in Section 1 without further comment. 
Proof of Theorem 1. Let f2 c be a complex homogeneous space for G c, ~ a 
K-invariant spsh function on f2 c whose restr ict ionf  to a G-orbit Y) has a cri- 
tical point ~. By Lemma 2.1, the stabilizer G~ of ~ factorizes as G~ = K~P~, 
where K~ = G~ N K and 
P~ = {exp(Y): Y Ep, exp(Y) -{ = () 
={exp(Y) :  YEp , (exptY) .{=~ VtER}.  
So P~=exp(q)  where q={Y:  YEp ,  (exptY) .{=(  VtEN}.  From the 
characterization f q given it follows that q = p n g~, where g~ denotes the Lie 
algebra of Ge. Therefore q is a G~ n K = L invariant subspace o fp  and [q, q] c 
ge n k = ke, hence [Z, [X, Y]] C q for all X, Y, Z E q. Let H = G{, L = K~, so 
H = Lexp(q), and q is an L-invariant subspace o fp  such that [X, [X, Y]] E 
q VX, Ycq .  
Using the notations of Section 1, the Lie algebra g has the Cartan decom- 
position g = k ®p and G = Kexp(p). By part (ii) of Proposition 1.1, there is a 
hermitian inner product on C n which is invariant under the compact group/~ 
and an orthonormal basis of Nn remains an orthonormal basis of C ~ over C. 
Taking matrices relative to this basis, we see that k is represented by real skew- 
symmetric matrices and p by symmetric matrices. So the form B(X, Y)= 
Tr(XY) is nondegenerate ong. It is negative definite on k and positive definite 
on p. Let q' be the orthogonal complement of q in p relative to B. Then the ar- 
gument in Mostow [14, Theorem 3, p. 40] is directly applicable to this situation 
and one has the generalized polar decomposition 
G = Kexp(q')  exp(q) 
with uniqueness of expressions. Since H = L exp(q), this gives immediately 
G/H - K xL exp(q'). 
The rest of the argument is similar to that in [2]; we reproduce it here for 
completeness. 
Fix v E q', v ¢ 0. Consider the function 
gv(t) = ~(exp tv.  {), (t C IR). 
As in Lemma 2.1, the function gv is convex and it has t = 0 as a critical point. If  
g~ had another critical point to ¢ 0, then by the argument in Lemma 2.1, 
exp(tv) • { would equal { for all t c I~, contradicting the fact that k xL v~--~ 
kexp(v){ (kcK ,  v Eq') is a bijection. Consider the function F(v)= 
qo(exp v. ~), (v c q'). By what has just been shown, the function F satisfies all 
the hypotheses of Lemma 2.2 and so limll~ll_~ F(v) .= +oc. To show that f = 
~ l (a 'g )  is proper, we have to show that the sublevel se ts f  < c (c E ~) are 
compact. 
Let {k~ exp(vn) • {} be a sequence in G. { with k~ c K and v, E q'. S incef  is 
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K-invariant, we have F(v,) =f(expv , , .  ~) = ~(expvn • ~) _< c. Since limll~dl~ 
F(v) = +oo, we see that the sequence {v~} must be bounded. Extracting con- 
vergent subsequences of {k,} and {v,} we see that the sequence {kn exp(v,,) • ~} 
contains a convergent subsequence. Hence the sublevel se ts f  _< c are compact  
andf  is proper. The remaining assertions follow at once from Lemma 2.1. 
Proof of Theorem 2. (i) The group G operates on V. Let 7r : G --~ GL(V) be the 
corresponding representation. Let Xl, .  • •, Xr be a basis of  the Lie algebra of G. 
The complexif ication 7r(G) c of  It(G) in GL(V c) is generated by the complex 
1-parameter subgroups exp(zTr(Xk)), z E C, 1 < k < r, and clearly 
[exp(zTr(Xk))]- = exp(£Tr(Xk)). 
Hence complex conjugation leaves (Tr(G)) c stable, and one has [Tr(g). v] -= 
7r(g) ~ = 7r(g) ~, for g E G, v ~ V c. Since the given hermitian inner product on 
V c is real-valued on V, we have N(v) = N(v) for all v C V c. From this it fol- 
lows that N(gv) = N(~)  = N(~v) for g E G c and v c V. This proves part (i). 
(ii) The map (X, Y )~exp(X+ iY) X, Y C g gives local coordinates at 
the identity e. Now if ~(X, Y) = ~(exp(X + iY)), then ~(X, Y) = z/;(X, - Y), 
which clearly implies (ii). 
(iii) This is a direct consequence of parts (i) and (ii). 
Proof of Theorem 3. For the proof, it is useful to define tangent spaces of  ar- 
bitrary subsets of  a manifold. For a subset Z of  a manifold M and a point 
p E Z, the tangent space Tp(Z) to Z at p is the subspace of  Tr(M ) spanned by 
the vectors 7'(0) where 7 : I -~ M, I an interval containing 0, is a differentiable 
curve with 7(0) = p and whose trace lies in Z. 
Let K be a compact  group of transformations of M whose fixed point set Mx 
is non-empty. Fix a K- invariant Riemannian metric on M. For p C Mx choose 
a geodesic ball Bp centered at p with the property that any two points in B r can 
be joined by a unique geodesic in Br: in other words, B r is a geodesic strongly 
convex ball [6, p. 34]. Hence if r ,s are points in Bp N MK, then the geodesic 
segment joining r with s lies entirely in Bp A Mx. Therefore expp 1 (Bp f"l ME) is 
homeomorph ic  to an open ball in (Tp(M))I~. The same argument shows that 
dim Tp(MK) = dim (Tp(M)) K. Similarly i fq  C MK and Bp A Bq # 0 then for all 
r E Bp N Bq N MK we have dim Tr(MK) = dim Tp(MK) = dim Tq(MK). Thus 
the set {r C MK : r can be joined top  by a continuous curve {7(t)}tc I c MK 
with dim T~(t)(Mx) = dim Tp(MK) for all t E I} is both open and closed, 
hence it is the component  of  MK which contains p, and this component  is in- 
variant under any connected group operating on Mx. 
Now take M = G/H, with ~r(H) = H and K the group generated by or. We 
have MK = m~, where cr(gH) = cr(g)cr(H) = c~(g)H, V g E G. Thus cr(g. m) = 
or(g) - e(m), so if e(m) = m and g .  m = m, then ~(g) -m = m. Therefore the 
stabilizer Gm of m is ~r-invariant if cr(rn) = m. For such an m, consider the iso- 
morphism i : G/Gm ~, G. m. We have i ocT = cr o i. Let ~0 = eG,,. The compo- 
nent of  (G/Gm)~ containing ~0 is mapped to the component  of (G. m)~ = M~ 
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containing m. We have already seen that if C is a component of M~ and z E C, 
then the dimension of T~(C) is the same as the dimension of (Tz(M))~ and it is 
constant as z varies over C. Now dim Tm(M~) = dim T¢o (G/Gm)~ which in turn 
equals the dimension of (g/gm)cr ~ g~/(gm)o, as c~ is of finite order: here gm is the 
Lie algebra of the stabilizer Gm ofm in G. Hence the G~ orbit of(0 in (G/Gm)cr is 
open in the component containing ~0. Recalling that the component of (G/Gm)~ 
containing ~0 is mapped to the component of (G. m)~ = Mo containing m by 
the homeomorphism i : G/Gm ~- G.  m, we see that the G~-orbit o fm is open in 
the component C containing m. Therefore all the orbits of G~ in C are open, 
hence they are also closed. So C consists of just one G~ orbit. This completes 
the proof of the theorem. [] 
4. APPL ICAT IONS 
In this section, G, G C, N 
Theorem 1. 
etc. have the same meaning as in the statement of 
4.1 (Birkes [3]). I f  G operates on a real vector space V and G c on V c and a 
G-orbit o f  p E V is closed, then the GC-orbit o f  p in V c is also closed. 
Proof. Let $2 be a closed G-orbit in V. Since the function N is proper, N]g2 
achieves its minimum, say at q. By Theorem 1, the function ~(g)= 
N(gq) (q C G c) has a critical point at e, so by the Kempf-Ness theorem [10] or 
by [2], the orbit S2C = GC . q = GC . p is closed. [] 
4.2 (Borel-Harish-Chandra [4]). I f  v E V and I? c = G c . v, then ~?c N V is a 
union o f  equidimensional orbits o f  G, each o f  which is a component o f f2  c n V. 
In particular, if£2 c is closed, then all G-orbits in f2 c n V are closed. 
Proof. For this result, G need not be reductive. It suffices, by Theorem 3, to 
show that all G-orbits in Y2 c N V have the same dimension. Now if v E V and 
X, YcL ie (G)  with (X+iY)v=0,  then Xv=0,  Yv=0,  so all G-orbits in 
GCv N V have the same dimension. [] 
Remark. In [4] it is shown, using an argument from real algebraic geometry, 
that GCv n V (v E V) is a finite union of G-orbits. 
4.3 (Richardson-Slodowy [17]). I f  N restricted to a G-orbit ~2 has a criticalpoint, 
then (2 is closed. 
Proof. This follows immediately from Theorem 2 and (4.2). [] 
4.4. I f  qo is a K-invariant spsh funct ion on S2 c = G c • v (v E V) and ~l (G . v) has 
a criticalpoint, then G,, is reductive and G • v is closed in G C • v. 
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Proof. This is a consequence of Theorem 1 and Lemma 2.1. [] 
4.5. I f  ~ & a f(-invarhlnt spsh function defined in a neighbourhood of a G-orbit of  
v c V and ~]G • v has a criticalpoint, then the G and the G ¢ orbits o fv  are closed. 
Proof. I f  ~]G- v has a critical point thenf  = ~]f) is proper (Theorem 1) and 
since ~ is defined in a neighbourhood of G • v, the orbit G. v is closed in V; 
therefore by Theorem 1, G ¢ • v is also closed in V ¢. [] 
Remark. I f  we take a compact group K and V a representation of K, then all 
Ke-orbits  of real points are closed in V c. The simplest example of a K- 
invariant spsh function which is critical along K-orbits but not along K C-orbits 
is given byf (z )  =- (log ]z]) + Izl 2 with K - S l , K ¢ = C*. 
4.6. I f  ~ is a K-invariant spsh proper function on V c such that ~]GCv has a cri- 
tical point (v E V), then ~lGv also has a critical point. 
Proof. The assumptions imply that G c • v is closed in vC; hence by (4.2), G. u 
is closed in V so ~[G. v achieves its minimum value on G • v. [] 
4.7. I f  v E V, then G. v contains a closed G-orbit. 
ProoL The function N is proper, so N] G- ~J achieves its minimum value, say at 
p. Hence the G-orbit o fp  is closed. [] 
APPENDIX  
The proof of Theorem 1 relies on Mostow [14, 15]. A summary of the main ideas 
is given in A. Borel, Collected Works, Vol. 1, pp. 558-559. Mostow's theorem is 
also proved in Helgason [6, Theorem 1.4, p. 256]. The result is proved in these 
references for semisimple groups. However, the arguments are valid for re- 
ductive groups if one works with a suitable trace form instead of the Killing 
form, as is done in § 3 of this paper. One of the main technical points of Mostow 
[14, 15] is the distance increasing property of the exponential function on the 
space of symmetric matrices. As the space of positive symmetric n x n matrices 
is a homogeneous space of GL(n, ~) of non-positive curvature, this is a special 
case of the following result. This result is also proved in Helgason [6, Theorem 
13.1, p. 73]. However, the following proof is more elementary, with its emphasis 
on convexity of the norm of Jacobi fields. The proof uses an idea similar to an 
idea in the proof of the Cartan-Hadamard theorem as given in [5, Lemma 3.2, 
p. 149]. 
Theorem. I f  M is a complete Riemannian manifold of  non-positive curvature then 
for all p C M, v E Tp(M) and w c T, ( Tp( M) ), one has the inequality 
II(dexpr(v))(w)ll ~ IIwll. 
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Proof. We have 
(dexpp(V))(w) = d s=0 expp(V + sw), 
so if we consider the var iat ion c~(t, s) = expp(t(v + sw)) of the geodesic 7(0  = 
eXpp(tV), then the corresponding Jacobi field J(t) = O~/Os(t, 0) vanishes at 0 
and J (1)  = (dexpp(V))(w). Let ~,(t) = IlJ(t)ll. We shall prove that ~ is differ- 
entiable for t ¢ 0 and ~b is convex. 
Now Oc~/ Os = (d expp( t(v + sw) ) )( tw), so 
OO~os s=O = ( d expp(tV))[tw], 
and therefore J ( t )= tV(t), where V(t)= (dexpp(tv))(w). We have J (0 )= 
0, J ' (0)  = w and the field J satisfies the equation 
J"(O = 
R being the curvature tensor, and therefore (J"(t), J(t)) >_ 0 as (R(X, Y)X, Y} <_ 
0 for all fields X, Y. 
Let ~(t) = IIJ(/)ll 2. Using (J"(t),J(t)) >_ O, we find that ~"(t) _> 0. Therefore 
~ is increasing and if ~( t0 )  = 0 for some to > 0, then ~ '  would be identically 0 
on [0, to], taking into account that ~'(0)  = (Jt(O),J(O)) = 0 as J(0) = 0. But 
then ~ would also equal 0 on [0, to], so w = J ' (0)  would also equal 0. Assuming 
w ¢ 0, we see that J(t) = 0 only at t = 0. Therefore ~(t) = IIJ(t)l[ is differenti- 
able at t ~ 0. 
Differentiating ~2= [ijl[2, using J(t) = tV(t), we find that l im,~o~' ( t )= 
II v(o) l l  = Ilwll. 
Differentiating ~ =  (J,J~) and simplifying we get ~3~.= iiJii2[<j,j,,)] + 
iiJll211J,ii2_ (j,j,>2>_ 0, taking into account ( J , J ' ) _> 0 and the Cauchy- 
Schwarz inequality. Therefore ~ = []J][ is convex and Taylor series gives 
~(t) > ~(a) + (t - a)~'(a) for 0 < a < t. 
Taking limits as a ~ 0 ÷ we get ~(t) _> ~(0) + tllwll = t l lw l l ,  so in part icular 
~b(1) = IlJ(1)[[ = [Id(expp(V))(w)l I >_ Ilwll []  
ACKNOWLEDGMENT 
The authors thank the referee hearti ly for his careful reading of  the manuscr ipt  
and for several suggestions which have been incorporated in the paper. 
REFERENCES 
1. Azad, H. and J.J. Loeb - On a theorem of Kempf and Ness. Indiana Univ. Math. J. 39, 61 65 
(1990). 
2. Azad, H. and J.J. Loeb Plurisubharmonic functions and the Kempf-Ness theorem. Bull. Lond. 
Math. Soc. 25, 162 168 (1993). 
3. Birkes, D. Orbits of linear algebraic groups. Ann. of Math. (2) 93, 459- 475 (1971). 
4. Borel, A. and Harish-Chandra - Arithmetic subgroups of algebraic groups. Ann. of Math. (2) 
75, 485 535 (1962). 
481 
5. Do Carmo, M.P. - Riemannian Geometry. Birkhfiuser, Boston (1992). 
6. Helgason, S. - Differential Geometry, Lie Groups and Symmetric Spaces. Academic Press, San 
Diego, California (1978). 
7. Helmke, U. Balanced realizations for linear systems: A variational approach. SIAM J. Con- 
trol and Optimization 31, 1 15 (1993). 
8. Helmke, U. and J.B. Moore Optimization and Dynamical Systems. Springer Verlag, London 
(1994). 
9. Heinzner, P. and A.T. Huckleberry Kfihlerian potentials and convexity properties of the mo- 
ment map. Invent. Math. 126, no. 1, 65 84 (1996). 
10. Kempf, G. and L. Ness The length of vectors in representation spaces. Lecture Notes in Math. 
732, 233 243, Springer, New York (1978). 
11. Knapp, A.W. - Lie Groups beyond an Introduction. Birkhfiuser, Boston, Basel, Berlin (1996). 
12. Loeb, J.J. Pseudo-convexitb des ouverts invariants et convexit6 g6od6sique dans certains 
espaces ym6triques. Seminaire d'Analyse. Lecture Notes in Math. (ed. P. Lelong, P. Dol- 
beault and H. Skoda), Springer, New York (1983). 
13. Luna, D. Sur certaines operations diff6rentiables des groupes de Lie. Amer J. Math. 97, 
172 181 (1975). 
14. Mostow, G.D. - Some new decomposition theorems for semisimple groups. Memoirs Amer. 
Math. Soc. no. 14, 31 54 (1955). 
15. Mostow, G .D . -  Selfadjoint groups. Ann. of Math. (2) 62, 44-54 (1955). 
16. Neeb, K.H. On the complex and convex geometry of Olshanskii semigroups. Ann. Inst. 
Fourier 48:1,149-203 (1998). 
17. Richardson R.W. and P.J. Slodowy - Min imum vectors for real reductive groups. J. London 
Math. Soc. (2) 42, 409-429 (1990). 
18. Shabat, B. - Introduction to Complex Analysis, II. A.M.S., Providence, RI (1992). 
19. Springer, T.A. Reductive Groups. Proc. Symposia in Pure Math. 33(1), AMS, Providence, 
3-27 (1972). 
20. Steinberg, R. -- Lectures on Chevalley Groups. Yale Univ. Press, Newhaven CT (1967). 
(Received July 1998) 
482 
