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Introduction 34
As it becomes possible for neuroscientists to simultaneously record ever-larger numbers of neurons [1] , 35 there is a need for theoretical frameworks and models to make sense of the resulting data and explain how 36 behavior arises from the cooperation of many neurons. Rising to this challenge, the field of computational 37 neuroscience has established that cortical neurons can and do perform distributed computations through 38 population-level dynamics [2] . This finding necessitates further development of data analysis techniques and 39 models that make population-level explanations and predictions. 40
In studying behavior, an important aim is to develop models that incorporate a set of latent variables that 41 can parsimoniously explain observable behavioral states. For instance, in decision-making tasks, drift-diffusion 42 models have explained choice behavior in terms of a one-dimensional latent decision variable [3, 4] . A more 43 general framework that can accommodate behaviors with multiple latent variables is to consider a "latent task 44 space" whose dimensions represent those variables ( Fig. 1 ). Within this task space, one can specify (1) the 45 subregion the latent variables occupy during the task ("latent task manifold"), and (2) the dynamics with which 46 those variables evolve ("latent task dynamics"). 47
To understand how patterns of neural activity give rise to behavioral variables, we need an analogous 48 state space description of neural signals. Neural state space can be straightforwardly defined as a coordinate 49 system in which the instantaneous firing rate of each neuron represents a dimension. Within this framework, the 50 key to understanding the connection between neurons and behavior is to characterize the mapping between the 51 behavioral and neural state spaces. Since the number of behavioral variables is typically much smaller than the 52 number of underlying neurons, numerous studies have sought to link behavior to a set of "latent neural 53 dimensions," that create a lower-dimensional "latent neural space" during task performance [5, 6] . While there is 54 no guarantee of a one-to-one match between the latent neural dimensions and latent task dimensions, mounting 55 evidence suggests the task manifold might be nonlinearly embedded in latent neural space as a "latent neural 56 manifold" (Fig. 1) [7, 8] . 57 So far, this provides a descriptive account of how the low-dimensional geometry of neural activity can 58 relate to task-relevant computations. However, manifolds are only abstract mathematical constructs that result 59 from data analysis. Can we provide a generative account for how a population of neurons can support particular 60 manifold geometries? Specifically, can we create a model whose dynamics give rise to a neural manifold that is 61 an arbitrarily embedded task manifold? 62
To answer this, we turn to recurrent neural network (RNN) models. RNNs capture the recurrent, 63 distributed nature of neural computation and are theoretically able to approximate any dynamical system [9] . 64
Recent advances in machine learning and computing capability have made their use practical for a variety of 65 applications in computational neuroscience. In some studies, RNNs are optimized to reproduce neural data 66 [10, 11] . Other studies take a task-oriented approach, training a network to perform a task and then attempting 67 to find similarities between the RNN's population dynamics and those of biological neurons recorded from an 68 animal performing a similar task [12, 13] . It is also possible to take a hybrid approach, training a network on a 69 task with constraints that yield more brain-like solutions [14, 15] . 70
All of these training approaches can be used to generate hypotheses about how networks solve tasks, 71 as they are generally agnostic to any specific solutions [16] . Valuable insight can come from exploring the 72 geometry of the neural manifolds created by such networks [17, 18] . Additionally, one can apply analysis 73 techniques from dynamical systems theory to characterize fixed points and other dynamical features that 74 determine how network states evolve through time [19] . Overall, studying trained RNNs answers questions about 75 the kinds of dynamics that can be used to solve tasks. We are concerned with exploring the inverse question: 76 what kinds of networks are capable of implementing a given low-dimensional dynamical system ( Fig. 1) ? This 77 requires a synthesis-based approach, which has been explored in some studies but is far from a settled question 78 [20, 21] . 79
Here, we propose a novel method for creating RNNs that can map latent task manifolds to arbitrary neural 80 manifolds. This allows us to create RNNs that can explore a range of dynamical solutions to tasks. We use our 81 method to consider how inputs can be used to perform flexible computations, and explore how different 82 embeddings of the task manifold in the neural space can affect network performance and connectivity. 83 84 85 86 Figure 1 Theoretical framework Left: A hypothetical task involving latent variables. MIddle left: The evolution of these variables can be represented in 87 a latent task space (gray rectangle). In this illustration, adapted from [22], the task might be a time interval production task, where the horizontal axis 88 represents the relative elapsed time. The vertical axis represents the interval duration by a latent variable that specifies the speed of evolution in the 89 horizontal direction, with faster speed (higher on the vertical axis; larger arrows) corresponding to shorter intervals. Middle right: A nonlinear embedding 90 of the task manifold in a neural state space. Right: An RNN models that establishes that nonlinear embedding.
91
Results 92 Creating networks that embody task-relevant latent dynamics 93
Our overarching objective is to examine the computational properties of RNNs whose state dynamics 94 capture the evolution of latent variables in a task, which might be inferred from behavioral models. Since different 95 tasks demand different latent-variable dynamics, as a first step we need a technique for creating RNNs whose 96 state dynamics can be engineered. Here, we describe an approach that achieves this goal rapidly and flexibly. 97
We start by considering a case in which the objective dynamics are known and we want to synthesize an 98 RNN that can emulate those dynamics. We consider the class of RNNs in which the dynamics of the units are 99 characterized by a differential equation as follows: 00 01 In this equation, x is an N-dimensional vector specifying the activity of all N units in the network, is the 02 time constant of the units, W is an N-by-N matrix specifying the synaptic weights between units, and I is a vector 03 of inputs into each unit. The superscript T signifies transpose operation. The function is a monotonic, 04 differentiable nonlinearity that transforms the activity into a "firing rate." Here, we use . 05
We sought to create the objective dynamics in the RNN by matching the local partial derivatives of the 06 network to that of the objective dynamics. In vector calculus, the matrix of local partial derivatives is known as 07 the Jacobian. As such, we have to adjust W so that the Jacobian of the network, denoted , would match the 08 Jacobian of the objective dynamics, denoted . For the network, can be written as follows: 09 10 with diag indicating a matrix with a specified vector along its diagonal and zeros everywhere else. The matrix 11 is the identity matrix of size N. 12
To adjust RNN dynamics along different dimensions, we used eigendecomposition to factorize to a 13 set of eigenmodes. Each eigenmode is characterized by an eigenvector, which specifies a single dimension 14 within the state space, and a corresponding eigenvalues that quantifies the rate and direction of movement along 15 that dimension [23]. If we collect the N eigenvectors within a matrix U and the eigenvalues within a diagonal 16 matrix , can be factorized as . After substituting with this eigendecomposition and some linear 17 algebra, we can rewrite (2) as follows: 18
19
In principle, we can find W by replacing U and by their corresponding values based on , and solve 20 for W. For example, if we are defining a point attractor, we would specify all eigenvalues to be negative, meaning 21 that perturbations away from the point will decay. However, we have to address one problem beforehand: 22 usually, the dimension of and do not match: the dimensionality of is specified by the number of 23 units (N), whereas the dimensionality of , denoted d, is determined by the number of latent variables needed 24 to perform a given task, and d has to be smaller than N. From a geometrical perspective, this means that W 25
should be adjusted such that the network is low-rank; i.e., activity must reside within a d-dimensional subspace 26 associated with the latent dynamics. Since is d-dimensional, equation 5, which is written for a single point in the state space (subscript 39 ), provides d linear constraints on the connectivity matrix. However, we can rewrite (5) for some number m 40 points in the state space for which is defined, and create a system of linear equations to solve for the 41 unknowns in W: 42 43 Using this method, which we refer to as Embedding Manifolds with Population-level Jacobians (EMPJ), 44
we can create an RNN whose activity is confined to a desired manifold and whose slow dynamics over that 45 manifold are fully specified by some objective dynamics (see Methods for full details). 46 47 A ring attractor with discrete fixed points 48
To examine the utility of EMPJ, we attempted to construct a ring attractor that contains a set of discrete 49 fixed points. This choice was motivated by the fact that (1) ring attractors have long served as a canonical 50 example of constrained dynamics [24], and (2) discrete fixed points can be used introduce error-correcting 51 dynamics over the ring. Such semi-discrete ring-attractor dynamics have been implicated in the study of human 52 visual working memory of color [25] . When humans report of a previously seen color after a delay over a color 53 wheel ( Fig. 2a , left), their responses exhibit biases that can be captured by fixed-point dynamics over a ring 54 attractor; i.e, with longer delays, the reported color drifts slowly over the color wheel toward a stable set of colors. 55
This behavior can be captured by a one-dimensional drift-diffusion model over the ring that specifies the 56 relaxation dynamics of a single latent variable associated with the internal memory of the color. This behavior of 57 the model depends on two key parameters: a drift function that specifies the average movement direction and 58 speed as a function of position on the ring (Figure 2a , middle), and the noise that causes the internal state to 59 diffuse (see Methods). 60 Accordingly, we need to construct an RNN whose activity resides on an embedded ring manifold, and 61 whose activity dynamics matches that of a desired drift-diffusion model. For this example, we used a sinusoidal 62 drift function with a period of 60 degrees so that the ring contained six equidistant and alternating stable and 63 unstable fixed points ( Figure 2b ). The number of fixed points can be changed by changing the frequency of the 64 drift function. Next, we need to create a matching ring manifold in the RNN. We can achieve this in five steps. 65
First, we define an arbitrary 2D subspace (plane) within the state space that would contain the desired ring 66 manifold. Second, we choose a set of points along the ring to construct the equations in (6). We will refer to 67 these as setpoints. Third, for every setpoint, we set the eigenvalue associated with radial eigenvector to a 68 negative constant (see Methods for complete details). This ensures that the embedded ring is stable. Fourth, we 69 must specify the relaxation dynamics over the ring. To do so, for every setpoint, we set the eigenvalues 70 associated with the tangential eigenvector to the derivative of the drift function. This ensures that over the 71 embedded ring is locally matched to derived from the drift function. Finally, we solve the linear equations in 72 (6) to derive the W, for the RNN that satisfies these constraints. For now, we ignore inputs and consider the RNN 73 an autonomous dynamical system. 74
To test the solution, we initialized the network at various states close to the ring in the state space and 75 allowed the state to evolve according to the imposed relaxation dynamics. As expected, the network state quickly 76 moved onto the ring and evolved towards the nearest stable fixed points ( Fig. 2b, left) . Moreover, the state 77 dynamics over the ring indicated that the speed of the drift in the state space closely matched the speed predicted 78 from the drift function ( Fig. 2b, right ). 79
We also tested drift functions with different number of fixed points, non-periodic drift functions, and drift 80 functions with a non-zero mean. In all cases, EMPJ was able to construct an RNN that would accurately capture 81 the desired dynamics. The case for a drift function with a non-zero mean requires a non-trivial adjustment to 82 what we discussed previously. In general, because eigenvalues are set according to the derivative of the drift 83 function, EMPJ's default solution is a network that corresponds to a drift function with a mean of zero. However, 84 a baseline can be added straightforwardly by an additional constraints to equation (6) that define where fixed 85 points should be located; i.e., where the drift function crosses zero (see Methods) ( Fig. 1c) . These examples 86 highlight the possibility of using EMPJ as a simple and rapid method for constructing RNN that can express a 87 variety of low-dimensional latent dynamics. 
Comparison of RNN with drift-diffusion model 00
Our implementation of a slow drift over a ring-shaped manifold is based on the assumption that a robust 01 circuit for working memory requires corrective dynamics to counter the effect of noise. However, we have so far 02 only analyzed networks under noiseless conditions. We now ask how the system responds to noise by comparing 03 its behavior to a one-dimensional drift-diffusion model (DDM) and investigating whether the semi-discrete 04 representation we have created improves the working memory of the system. 05
For our analysis, we will add noise to the network through input vectors that are aligned with the plane in 06 which the ring sits. We will refer to this kind of noise as "external noise." The idea that diffusion might be driven 07 by noise introduced through input channels is supported by physiological evidence [26] . An alternative would be 08
introducing noise independently to every unit in the network, but the projection of the variance of a high-09 dimensional noise vector onto the tangent vector of the ring is inversely proportional to the size of the network, 10 so this "internal noise" vector would need to be quite large to cause the same amount of diffusion as external 11 noise. In simulations, we found that adding such large vectors caused unpredictable network behavior, 12
presumably because the perturbations due to noise brought the network's state so far away from the ring. By 13 calculating the relationship between external noise in the RNN and noise in the DDM (see Methods), we were 14 able to directly compare the behavior of the two models. We found that the distributions of estimates of the initial 15 position on the ring were identical. This was true whether there were two fixed points on the ring or infinitely 16 many ( Fig. 3a) . We further compared the results by computing the average bias and variance of the distributions. Since 26 the overall mean squared error of an estimator is the sum of its variance and bias squared, this was also a way 27 of verifying that our assumptions about the optimality of semi-discrete representations. We found that the rings 28 with only two fixed points were very biased after 15 seconds of simulation time, since estimates were clustered 29 around those two points. However, increasing the number of fixed points decreased both the bias and variance, 30 leading to an overall reduction in error. The lowest total average error occurred with six fixed points. After that, it 31 became easier for noise to push the state in between basins of attraction, and even though bias continued to 32 decrease there were increases in variance that caused overall error to increase. The curves in the bias-variance 33 plots are almost identical for the DDM and RNN simulations, indicating that the RNNs are accurately 34 implementing the DDMs for which they were engineered. 35
36
Input control of network dynamics 37
So far, we have demonstrated the ability of our method to create an RNN that implements an autonomous 38 dynamical system that performs a computation. In this case, that computation is maintaining a semi-discrete 39 representation of a variable. But what if we wish to add some flexibility to the network's dynamics? For example, 40 it could be useful to adjust the strength of the drift function in response to different levels of noise being added 41 to the network. If there is a high level of noise being added to the network, it would make sense to increase the 42 amplitude of the drift function. With very low noise, it would make more sense to have a slower drift. 43
One possible solution to the problem of creating more flexible computations is the addition of inputs to 44 the RNN. The most common way to do this is to simply project the inputs into the population using linear weights. 45
In this case, inputs are often classified as either "sensory," providing transient information directly relevant to 46 completing a task, or "contextual," providing a cue about what kind of task needs to be done. Contextual inputs 47 are typically modeled as tonic inputs that take a certain value for the duration of the task [12, 27] . In a recent 48 study, the geometry of neural trajectories and RNN modeling suggested that tonic inputs might be used by 49 cortical circuits to flexibly switch between different behavioral regimes [18] . How can we understand the 50 computational function of these inputs from a dynamical systems perspective, and can we use that 51 understanding to create networks that flexibly switch between task contexts? 52
In the case of adjusting the strength of the drift function in the example working memory task, we consider 53 the role that inputs appear to play in modulating the speed of neural trajectories [13, 18] . We continue with the 54 same working memory task as before, but assume now that we wish to use tonic inputs to modulate the strength 55 of the corrective drift. In other words, we want the amplitude of the sinusoidal drift function to increase with a 56 tonic input, which will be introduced according to equation (1) by projecting the input value onto the neural 57 population (Fig. 4a) . 58
We begin with our method as described so far: for a set of points on a manifold, we define the first few 59 eigenvalues and eigenvectors of the Jacobian to give the desired recurrent dynamics along a ring-shaped 60 manifold. We will refer to the space spanned by these eigenvectors as the "recurrent subspace," illustrated by 61 the colored planes in Figure 4b . We then add another dimension to the Jacobian eigendecomposition, such that 62 the eigenvectors are the same as the vector of weights used to project the input onto the population. This 63 dimension can be referred to as the "input subspace." We also specify the associated eigenvalues to be a 64 negative constant. This means that the projection of the system's state along the input subspace will 65 exponentially decay (see Methods for further details). Therefore, a tonic input will push the system up to some 66 point where it is canceled out by the exponential decay of activity along the input subspace (Fig. 4b ). For constant 67 inputs, the system will reach an equilibrium point where it is stable. Importantly, we can then alter the dynamics 68 in the recurrent subspace so they are parametrized by the position in the input subspace. In this example, we 69 scale the eigenvalues that control the drift function by their position along the input subspace, so that the drift 70 function has zero amplitude when there is no input and has a high amplitude with a high input. 71
After incorporating the input into the EMPJ framework, we performed a similar simulation as before, 72 initializing the resulting RNN at various points around the ring manifold and at levels in the input subspace 73 corresponding to certain inputs. We were able to control the speed of the drift function as desired: there was 74 very slow drift without any input, and fast drift when there were high inputs (Fig. 4c) . Next, we explore the ability of EMPJ to embed rings in more than two dimensions, which will enable us 87 to explore representations between two extremes. At one limit of dimensionality, units have independent tuning 88 curves that fully determine their responses to a stimulus (Fig. 5a, left) . In this case, the dimensionality of the 89 system cannot be reduced: we have a ring embedded in the same number of dimensions as there are units in 90 the network. On the other hand, we have rings in only two dimensions, where the tuning curves of units will 91 consist of weighted sums of a sine and cosine. Here, we might say that there are two "latent tuning curves" that 92 project into the population. We can explore rings of intermediate dimensionality by adding other latent tuning 93 curves aligned with other population modes (Fig. 5a, right) . This can be thought of as "bending" the ring out of 94 its original plane (Fig. 5b) . In our simulations, these bends consist of von Mises functions, which are evenly 95 spaced around the ring and have widths controlled by the parameter κ (see Methods for full details). To keep the 96 overall population activity constant, we normalize these latent tuning curves so that the ring lies on a 97 hypersphere. The total number of latent tuning curves provides the embedding dimension of the ring. The tuning 98 curves of single units are then made of linear combinations of these latent tuning curves (Fig. 5a, right) , and will 99 demonstrate the mixed selectivity that is a hallmark of cortical representations [28] . 00
We find that the embedding dimension fully determines the rank of the connectivity matrix for the RNN. 01 No matter what kinds of dynamics occur over the ring, the connectivity matrix only ever has the same number of 02 non-zero eigenvalues as there are embedding dimensions (Fig. 5c ). This can be explained by the fact that the 03 linear constraints we used to build our networks occupy the same subspace. The eigendecomposition of the 04 weight matrix reveals its true function: one set of eigenvectors projects the network state into a low-dimensional 05 subspace, the eigenvalues scale it along the relevant dimensions, and the inverse eigenvectors project it back 06 into the full space. Since Equation 1 includes a "membrane leak" term, activity in all other dimensions decays 07 exponentially. 08
Another finding, unrelated to the RNNs but relevant to questions about optimal representations, is that 09 both the width and number of latent tuning curves affect the total length of the ring manifold ( Fig. 5d ). Total ring 10 length is a relevant metric to consider, since it means that the distance along the ring between states is greater, 11 making it easier to discriminate between them and reducing the effects of noise. For broad tuning, corresponding 12
to low values of κ, increasing the embedding dimension results in a shorter ring. Intuition for this result can come 13 from the three-dimensional case illustrated in Fig. 5b . An infinitely broad von Mises function consists of a constant 14 value, which would turn the "bend" in the x1 dimension into an offset from the sphere's equator. Now the ring 15 would simply lie at a higher "latitude" on the sphere, and would be shorter. Conversely, increasing the embedding 16 dimension of the ring when the tuning curves are relatively narrow will monotonically lengthen the ring. This is 17 consistent with the theoretical result [29] that narrow tuning curves densely tiling the stimulus space optimizes 18 the Fisher information of a population of neurons. Our result here, combined with the previous theory, suggests 19 that there may be pressure on a neural population to have many narrow latent tuning curves, though we have 20 not yet addressed the dynamic stability of these ring shapes. 
31

Limitations of RNN dynamic capacity 32
To address questions about the dynamic stability of rings with higher embedding dimensions, we must 33 first define an appropriate error metric. Measuring the drift of the network state at various initial conditions on the 34 ring, as done in previous figures to see whether the ring implemented the correct drift function, will not suffice, 35 since trajectories might fly off the ring after some time. We therefore introduce a metric referred to "deviation," 36 illustrated in Fig. 6a . At various points in time for an RNN trajectory, we decode the current value of on the ring, 37
and then calculate what the RNN state should be given that value. The Euclidean distance between the RNN's 38 actual state and where it should be on the ring provides the deviation at that point in time. We can sample the 39 deviation over time and from many initial conditions to get an average measure of how well the RNN 40 approximates the desired dynamics over the ring. One result of this analysis is the finding that the network must 41 be sufficiently large (Fig. 6b ). Our method thus allows us to find the smallest network size capable of creating 42 dynamics over a particular ring. 43
We next examine the limits introduced by the geometry of the ring and the demands of the drift function. 44
First, we ask whether there is a connection between the embedding dimension and the number of fixed points. 45
Are there symmetries in ring structure than can be exploited to make certain drift functions easier? We find that 46 placing the fixed points of the drift function at the peaks of the latent tuning curves makes the RNN activity more 47 stable on the ring (Fig. 6c ). Specifically, this means matching the number of fixed points with the number of 48 "bends" in the ring, which is two less than the embedding dimension. 49
Taking this finding into consideration, we examine the effect of tuning curve width given matched fixed 50 points and embedding dimension. We find that there are optimal values of κ that depend on the other parameters 51 ( Fig. 6d ). As the embedding dimension increases, the optimal κ also increases, meaning that higher-dimensional 52 rings require narrower tuning curves for stability. However, this is only true up to a point: making the latent curves 53 too narrow makes the networks less stable. 54
With these findings, we can make some normative statements. From an information theory perspective, 55 we might assume that higher-dimensional rings with narrower tuning curves are better for encoding a stimulus 56 value. However, this configuration might make it difficult to create stable dynamics. We have found that the most 57 dynamically stable rings have symmetry between the number of fixed points and the embedding dimension, and 58 the latent tuning curves forming those rings have an optimal width. 59 We have developed a method, EMPJ, for synthesizing RNNs that perform computations by implementing 67 specific task-relevant dynamics. EMPJ works by specifying local constraints on the dynamics, resulting in the 68 desired global behavior. The key innovation in EMPJ is that it derives the network connectivity directly from a set 69 of linear equations given by those constraints. We demonstrated the utility of this technique in the context of a 70 simple working memory task in which the network dynamics were specified by a drift diffusion process over a 71
ring-shaped manifold. The flexibility of EMPJ enabled us to implement a variety of drift functions over the ring 72 accurately. For example, we were able to create networks whose dynamics established drift functions with error-73 correcting properties in the presence of noise. 74
Moreover, we used EMPJ to generate networks whose dynamics can be flexibly adjusted by an input. 75
This opens the possibility of creating models of neural systems that perform context-dependent sensorimotor 76 and cognitive computations. We used this approach to model how thalamo-cortical inputs might adjust the speed 77 with which cortical dynamics evolve, as has been suggested by recent findings [13], [30] . However, unlike end-78 to-end training methods [13], EMPJ enabled us to straightforwardly synthesize RNNs in which an input drove 79 the system to different regions of state space with different drift functions. Although we focused on simple control 80 via tonic inputs, future work should be able to extend EMPJ to incorporate richer time-varying inputs, such as 81 pulses or oscillations, to accommodate more sophisticated control mechanisms. 82
One question that deserves further consideration is how to choose appropriate target dynamics for the 83 network. In our case, we were able to engineer the target dynamics based on the computational demands of the 84 task we considered. In general, it might be difficult to engineer such simple solutions for complex tasks whose 85 computations involve higher-dimensional manifolds. This problem may be solved by integrating our method with 86 other techniques that furnish the target dynamics. One option would be using Jacobians estimated from neural 87 spiking data recorded from an animal trained to solve the task [31] . Another option is to take Jacobians from an 88 auxiliary artificial neural network that contains task-relevant dynamics [32] . These methods would generate target 89 dynamics from a system able to solve the task, which could then be used with EMPJ to directly engineer an RNN 90 with those dynamics. 91
As described, EMPJ provides the means for embedding a task parameter manifold directly into an RNN. 92
The approach is similar to that described by the Neural Engineering Framework (NEF), which also matches 93 latent task dimensions to latent neural dimensions and creates a recurrent weight matrix that produces the 94 desired transformations of neural representations [20] . One point of contrast is that EMPJ only requires knowing 95 local linear approximations of dynamics, while the NEF involves specifying the global dynamics equations. This 96 could be advantageous for if the global equations are unknown, but might be disadvantageous if the dynamics 97 are fast enough that linear approximations no longer work. Additionally, population manifolds created through 98 EMPJ are inherently designed to be stable, since we specify that off-manifold activity rapidly decays. The NEF 99 does not use Jacobian matrices, so the local stability is not as well-defined over the manifold. Our approach also 00 makes it easier to create networks for which the latent task manifold is embedded nonlinearly in the neural 01 manifold. Given these differences, we present EMPJ as a complementary technique to the NEF, as it shares the 02 same underlying principles. 03 EMPJ can also be contrasted with other RNN synthesis methods. For example, one might test the degree 04 to which the connectivity matrix resulting from EMPJ matches predictions from other approaches that relate 05 connectivity to low-dimensional dynamics. Two recent examples of such work are based on mean field theory 06
[21] and distributions of network motifs [33] . Generally, the connectivity matrices found through EMPJ may be 07 different from those found through mean-field methods. This is possibly because mean-field methods rely on the 08 properties of the distribution from which the connectivity matrix weights are drawn, while the weights found 09 through EMPJ are less constrained. As a result, we have been able to use EMPJ to create RNNs with low-10 dimensional dynamics that are difficult to achieve using mean-field methods (not shown). Further study could 11 elucidate the principles by which connectivity constrains dynamics. 12 A larger goal of analyzing and synthesizing RNNs is to gain a deeper understanding of the relationship 13 between manifold geometry, complexity of dynamics, and network characteristics. EMPJ makes it easy to 14 generate and test hypotheses about those properties. For example, we used EMPJ to assess how the 15 dimensionality of the manifold and the organization of fixed points impact the ease of implementing different drift 16 functions. Future work could extend this work to further investigate general properties of network models such 17 as capacity [34] and manifold smoothness [35] . 18
Methods 19
Additional method details 20
The first step in EMPJ is to define some number of setpoints on a manifold. The exact number does not 21 matter, but the sampling should be sufficiently dense that it is possible to interpolate the drift function between 22 points. The next step is to define both the direction and magnitude of the target vector field over the manifold. 23 This is referred to as the "drift function" previously. The gradient of this vector field is used to define the Jacobian 24 at every point. 25
The next step is to project the points on the manifold and the vector field gradient into a high-dimensional 26 space. In our method, we accomplish this by performing the Gram-Schmidt process on a set of Gaussian vectors 27 to obtain our "projection vectors." These vectors can be scaled by some amount to take advantage of the full 28 dynamic range of the network units. For example, we find that scaling these projection vectors so that only a few 29 of the single units ever get close to saturation works well. 30
Once the Jacobian is determined at each setpoint, we stack the constraints given by equation (4) to 31 produce equation (6), creating a linear equation of the following form: 32 33 Note that denotes a matrix of white noise ( = 10 −6 in all cases unless noted otherwise) the same size as A, 34 which helps to prevent overfitting and creates a more robust solution. Thus, by placing local constraints on the 35 connectivity matrix, we find a connectivity matrix for a network that has the desired global behavior. 36
For solving the linear equation, we used the least-squares solver from the NumPy linear algebra library. 37
38
Ring attractor example 39
For the semi-discrete ring attractor, we first created a ring by taking the cosine and sine of 64 evenly 40 spaced values of a parameter between 0 and 2 . This yields a list of coordinates on a unit circle. We then 41 projected those points into a 400-dimensional space using two projection vectors, as described in the previous 42 section. The projection vectors were each scaled to have a magnitude of 10. 43
Next, we needed to define the Jacobian at each setpoint. Since the ring is a locally 1-dimensional object, 44
we only need to worry about defining one eigenvector and corresponding eigenvalue at each point. We obtained 45 the eigenvectors by computing the tangent vector to the ring, using the fact that the tangent vector for a ring at 46 a point specified by the coordinates (cos , sin ) has the direction (-sin , cos ). The eigenvalues were determined 47 by taking the derivative of a drift function of the form f( ) = -cos( ), where the frequency is equal to the 48 number of stable fixed points around the ring. Thus, the eigenvalues were determined by the equation ( )= 49 sin=( ). 50
To measure how well the network matched the desired drift function, we initialized the network at points 51 around the ring and measured how the decoded values of changed during the first time step of simulation. To 52 decode the value, we used least squares linear regression to decode the cosine and sine of , which we used 53 to reconstruct . In other words, we solved for the matrix D in the equation 8 for known values of . 54 55 56 57 58
Additional constraints 59
Since the Jacobian eigenvalues specify the derivative of the drift function, there is an integration constant 60 that is not accounted for when obtaining the actual drift function. We can impose constraints on this value by 61 constraining where the drift function crosses zero. Since zero-crossings of the drift function are by definition fixed 62 points, we can do this by setting equation (1) To compare the models, we used a sinusoidal drift function with a maximum value of 0.2 rad/s and a 81 noise standard deviation of 0.2. The frequency determined the number of fixed points of the drift function, and 82
we tested values of 0, 2, 4, 6, and 8. Note that setting the frequency to 0 results in a completely flat drift function, 83 effectively creating infinite fixed points. We simulated the two models 30 times each for 18 different initial 84 conditions. The timestep was set to 50 ms for the DDM, and each trial was simulated for 15 seconds. 85
As we were interested in exploring the usefulness of semi-discrete representations, we compared the 86 average bias and variance of the model estimates at the end of the simulation time. The variance and bias 87 metrics are computed as follows, averaging over the initial values of . 88 89 90 91 92 93
Input control 94
Our approach of controlling the network's behavior with inputs relies on the ability to navigate a null space 95 such that the dynamics governing the output change in a desired way. We achieve this by balancing out the 96 input along a particular axis with an equivalent decay. This can be explained with some simple linear algebra. 97
First, consider a dynamical system with state vector y. As discussed previously, we can use the Jacobian 98 matrix J to linearly approximate the system's behavior around some point. We can then express the Jacobian 99 by its eigendecomposition. 00 01 02
If the local dynamics are of rank m, and the eigenvalues and eigenvectors are written as and 03 respectively, we can see that changes in y are essentially the sum of dynamics along separate eigenvectors: 04 05 Where refers to the projection of y onto the ith eigenvector. We now consider changes in a single dimension: 06
07
The solution to this equation is simply an exponential function, where the eigenvalue determines the exponent. 08
09
We will consider the case where the eigenvalue is a constant negative value. In that case, the system's projection 10 in this dimension will decay towards zero. This means that zero is a stable fixed point for that dimension. 11 12 However, if we add a tonic input that projects along that dimension, we can change the system's behavior. Now, 13 the differential equation is the following: 14
15
The solution to this equation is still exponential decay, but if we solve for the fixed point there is now a different 16 long-term behavior: 17 18 19 20 This means that the stable fixed point along the dimension is now at I/a, rather than zero. This means that 21 introducing a tonic input as described will cause the system to shift to a different region of state space where the 22 projection onto the ith eigenvector is I/a. 23
We use this property to our advantage in the text. We define an "input dimension" that is orthogonal to 24 the ring. This creates a cylinder-shaped manifold. Instead of just specifying the drift function around one ring, we 25 define it for several rings that lie on the cylinder. Since the maximum drift speed smoothly increases as we move 26 up the cylinder, tonic inputs that push the network state in that dimension increase the drift speed. The choice of 27 increasing drift speed with the tonic input is arbitrary. 28
For our simulations, we set the eigenvalue corresponding to decay along the cylinder to -1. The rings 29 were scaled to have a radius of 8, and rings corresponding to different input levels were 6 units of distance apart. 30
31
Constructing high-dimensional rings 32
We made several choices for how to embed a ring in a higher-dimensional space. As our goal was to 33 compare how well EMPJ works for rings of different dimensionality and geometry, we decided to 1) keep total 34 population activity constant across all conditions, and 2) use as few parameters as possible to define the ring. 35
To achieve the latter, we thought of the ring in terms of latent tuning curves that cause the ring to bend 36 into different dimensions, and made the density and narrowness of these tuning curves the only parameters we 37 could change. The latent tuning curves consisted of unnormalized von Mises functions that reach a maximum of 38 ½. We defined the centers of the latent tuning curves so that they were evenly spaced around the ring. A single 39 width parameter, κ, controlled the widths of all the tuning curves. Thus, for a ring with bends into d dimensions, 40 the equation for the jth tuning curve is given by the following: 41 42 43 44
To keep the total population activity constant, we thought of the ring as lying on a hypersphere, meaning 45 that the norm of the vector describing every point on the ring is constant. This allows us to consider latent tuning 46 curves in terms of hyperspherical coordinates. An n-dimensional hypersphere is a manifold embedded in (n+1)-47 dimensional space (e.g. the 2-dimensional surface of a 3-dimensional ball). Any point on that manifold can be 48 described by n coordinates: one planar angle that ranges from 0 to 2 and n-1 elevation angles that range from 49 0 to (Fig. S1a) . The planar angle is the same as the parameter being "remembered" by the ring in the working 50 memory task. We consider the latent tuning curves to be projections of the elevation angles onto an axis 51 orthogonal to the plane corresponding to the planar angle (e.g. the vertical axis in Fig. S1a ). The remainder of 52 the magnitude of the sphere's radius is distributed to projections onto the two Euclidean axes defining the plane. 53
The result is that there are always two latent curves related to the sine and cosine of , and then (n-2) latent 54 tuning curves with a von Mises shape (Fig. S1b) . The sphere radius we used in our simulations was 12, which 55 we found causes only a few of the units in the network to have saturated firing rates when the ring coordinates 56 were embedded in the high-dimensional network state using normally distributed vectors. 57 58 59 Figure S1 Rings on hyperspheres a) Illustration of a 2-sphere, for which the surface is parametrized by a planar angle and one elevation angle .
60
Latent tuning curves describe the projection of the ring onto the Euclidean axes of the sphere. b) Example of latent tuning curves for a 7-sphere embedded 61 in an 8-dimensional Euclidean space. The first six latent tuning curves contributing to the ring consist of equally spaced von Mises functions, while the last 62 two are the sine and cosine of the planar angle , normalized to keep the norm constant at every point.
64
Ring capacity 65
To measure the ability of a network to approximate dynamics over a given ring, we defined an error metric 66 we refer to as deviation. We defined deviation as the average Euclidean distance between the network state 67 and the network state we would expect based on the decoded angle , averaged over time and initial conditions. 68 This is expressed by the following equation: 69 70 71 72
The first step for computing deviation is to decode the angle being represented by the network. This is 73 done as described previously in (8) and (9). We then use the known latent tuning curves to generate a network 74 state corresponding to that angle. For our measurements of deviation, we did this for 24 different initial 75 conditions on the ring and for 5 seconds of simulation time, sampling the trajectories every 0.1 seconds. It is 76 worth noting that the exact value of deviation is not necessarily meaningful, but it is useful for comparing different 77
networks. 78
When measuring network capacity as a function of network size, we measured deviation for 10 different 79 networks. For each, we set the number of von Mises latent tuning curves to 4, the tuning curve width to 2, and 80 the number of fixed points to 4. Another relevant parameter was the standard deviation of regularization noise 81 added when finding the weight matrix, which we set to 1e-3. We tested network sizes of 100, 200, 300, 400, 500, 82 and 600 units. 
