This article presents a statistical methodology for selecting representative buildings for experimentally evaluating the performance of HVAC systems, especially in terms of energy consumption. The proposed approach is based on the k-means method. The algorithm for this method is conceptually simple, allowing it to be easily implemented. The method can be applied to large quantities of data with unknown distributions. The method was tested using numerical experiments to determine the hourly, daily, and yearly heat values and the domestic hot water demands of residential buildings in Poland. Due to its simplicity, the proposed approach is very promising for use in engineering applications and is applicable to testing the performance of many HVAC systems.
INTRODUCTION
In the construction industry, there is a rich variety of different types of objects and structures. Thus, there has been a demand a long standing demand for 100 Paweł MALINOWSKI, Piotr ZIEMBICKI building classification systems that can be used for various research purposes [1] [2] [3] . These studies have suggested various methods for analysis and various tools for classifying buildings with respect to their use, maintenance and construction. For researching the use and maintenance of buildings, as well as HVAC systems, there is a need for appropriate methodology for selecting representative buildings. Heating and air-conditioning are important factors for research on energy consumption. Therefore, choosing representative buildings is particularly important for generalization of the results of experimental energy consumption research. As far as mathematical methods are concerned, principal component analysis (PCA) represents a promising approach [4] . Climatic classification and energy consumption have also been analyzed using the particle swarm algorithm (PSA), according to references [5] and [6] . Using a combination of PSA and PSC (PSA/PSC), Cohen [7] achieved better performance than was observed using the k-means method. However, the PSA/PSC algorithm is quite complicated to use. Therefore, we developed a method using the k-means algorithm, which is simple in application and operates with sufficient accuracy. There are many empirical formulas and statistical indicators that can be used to design, operate, and maintain the equipment used in building services engineering, such as equipment involved in heating, ventilation, air conditioning, plumbing, and electricity. There are many methods and calculation indicators derived from empirical research carried out in real buildings that are related to the design and operation of internal systems. However, reference books typically lack information on the methodology for selecting objects for research. As a result, the methodology for research and calculation indicators is often inaccessible. It is impossible to analyze and refer to suggested default values, making it necessary to carry out individual measurements to optimize the design and working conditions of a particular system. We present a statistical approach for selecting buildings for use in such experiments. This method was tested using numerical experiments to determine the values for hourly, daily, and yearly heat use and domestic hot water demands of residential building in Poland. The proposed approach consists of two phases. In the first phase (described in the second chapter), the buildings are divided into an optimal number of subgroups using the k-means procedure to organize and arrange buildings sharing similar characteristics. Object location is not considered in this division. In the second phase, a few representative buildings are randomly selected from the subgroups. The number of buildings chosen from each subgroup depends on the numerical value of the subgroup.
We present the results of numerical tests conducted for three datasets (chapter 3). The largest set of real data described 419 residential buildings from five cities: Bolesławiec (1), Legnica (2), Stargard Szczeciński (3), Szczecin (4), and Wrocław (5). Finally, we summarize the conclusions drawn from these numerical tests (chapter 4).
STATISTICAL APPROACH TO SELECTING BUILDINGS
Data clustering is a statistical approach that divides a set of points into smaller subsets that share similar characteristics. There are many specific data clustering algorithms that can be used to appropriately classify and divide elements into smaller groups. This article briefly discusses three of the most commonly used algorithms for data clustering. The hierarchical method [8] requires determination of the order in a dataset, which is established based on similarities between elements. A dendrogram that describes the correlation between particular sets is created using a distance with defined metrics. There are two variants of the hierarchical method. Some variants divide sets into smaller sets. Other variants build (agglomerate) larger sets from smaller sets. The greatest disadvantage of the hierarchical algorithm is the complexity of its calculation, which is proportional to the cubed sample size. Thus, the hierarchical method is inappropriate for grouping buildings due to the need to analyze large amounts of data. The next most frequently used method is the expectation-maximization (EM) method [9] , which is used to identify the most credible estimators in statistical models. This method operates properly when the probability distributions from which the samples originate are known. However, this method can be ineffective at grouping buildings if the researcher does not have adequate information about the element distribution groups, as was the case in this study. In this study, we turned to the k-means method [10] [11] [12] . This algorithm is conceptually simple and easy to implement. The method can also be applied to large quantities of data with unknown distributions, as described in detail in the next section.
Characteristic-based grouping of buildings using the k-means method
This analysis considers a set of p objects (buildings) {o1,o2,…,op}, with n characteristics that describe each object {c1,c2,…,cn}. Therefore, the ith building Paweł MALINOWSKI, Piotr ZIEMBICKI is described by a vector of variables ) , , , (
where for an optional 1 ≤ j ≤ n, the variable xij determines the value of the characteristic describing object oi. Therefore, the set of all values for n characteristics and p objects forms the following matrix:
The k-means method is used to divide a dataset into k subsets, so that elements that ultimately belong to the same subset share similar characteristics. Thus, each group is differentiated from the other groups in the greatest possible way. The similarities and differences between two optional objects with characteristics os and ot are defined through the metric d(os, ot). Formally, the k-means method is based on the specific division of dataset X into k disjointed, non-void X1,X2,…,Xk, subsets. This division minimizes the following objective:
where µl, the centroid of subset Xl, is defined as
and |Xl| is the l th number of this subset. The algorithm for the division of set X into k subsets can be performed according to the following procedure: 1. k objects are randomly chosen from set {o1,o2,…,op}. It is assumed that these objects are the centroids {µ1, µ2,…, µp} of the X1,X2,…,Xk subsets. 3. For subsets X1,X2,…,Xk (calculated in step 2), new centroids {µ1, µ2,…, µk} are counted according to formula (2.4). 4. Steps 2 and 3 are repeated until there is convergence on a value (i.e., the assumed iteration number of the calculated centroids or change in centroid distances in the additional steps is smaller than assumed level of the importance algorithm). The k-means method is a relatively easy to use algorithm that enables the separation of subsets with similar characteristics. However, using this method, it is impossible to determine the optimal number of subsets kopt into which the set of objects is divided. Instead, this parameter must be determined a priori. In the next section, we discuss issue associated with selecting the optimal number of sets.
Determining the optimal number of groups
To determine the optimal number of sets into which the data were divided, a method based on distance measurements was proposed. There are numerous other methods for selecting optimal numbers of sets (e.g., [13] [14] [15] ); however, they are often conceptually complicated and difficult to implement. When grouping data, the groups must be as small as possible and the distances between groups must be as large as possible. In this manner, a number of cohesive groups are given such that the elements for each group are close to each other (i.e., they are similar). The groups are then separated from each other, which enables the diversification of data between different groups. The proposed method for the optimal selection of a number of groups is based on the abovementioned characteristics. The proposed method for selecting the optimal number of groups is described below. The metric d for space R p is introduced, where p is the number of characteristics (except for the characteristic "location") and d is typically the natural Euclidean metric. The number of groups is represented by k and μi is the point representing the centroid of the ith group The smallest distance between the centroids of the data groups (i.e., the numerator of function f) must be maximized to distance the data groups from each other. The average distance between the points of a given group (the denominator f) must be minimized to make the subsets coherent. Therefore, to determine the optimal number of subsets kopt, one should identify the value of k that maximizes the function f according to Figure 1 presents a graph of the function f for three two-dimensional subsets generated as examples. The figure presents two scenarios, a and b, dependent on the mutual distance between the groups and shows that in each example, the function f is maximized in the correct (k = 3) place. The crossed circles are the centroids calculated using the k-means method. Another problem connected to the choice of an optimal number of groups is the fact that the proposed algorithm requires the value of the function f to be checked for every possible k smaller than the total number of analyzed objects. This process is numerically complex and time consuming. Therefore, the effectiveness of the proposed method depends on the size of the object set under analysis. A small number of analyzed objects facilitates the choice of an optimal number of groups but may lead to trivial results (e.g., all objects in one group). A large number of analyzed objects require time-consuming calculations. It seems reasonable that datasets of up to 1,000 objects are appropriate when considering calculation times.
Selecting representative objects from a group
After creating a kopt group of buildings, the next step in the process is the choosing the representative buildings from each group that will later be measured and analyzed with specialized equipment. There are many studies dedicated to sampling problems (e.g., [16] [17] [18] ). Our method for selecting a suitable sample is based on multi-stage sampling, which is a natural method that involves the sharing of data multiple times before drawing subsets of the samples. In the case presented here, the entire population of data is divided into kopt groups using the k-means method. Each group is again divided into subgroups based on one feature (e.g., city name). Only the subgroup generated by double application of the k-means procedure is used to select the representative objects. Suppose that Nrep is the sample size that should be taken from a population of size N. It is assumed that the entire population is divided into kopt groups. The number of elements in the ith group is n i , where 1≤ i ≤ kopt,. An indicator wi is assigned to each group according to
Subsequently, the number of representative samples that will be chosen from the i th group is assigned according to the formula
where Ni is the number of elements that will be randomly selected from the i th group. Provided that after rounding the number of representative samples does not add to Nrep, the excess is corrected at the expense of the largest group. The last step is the choice of a sample. In group i, we randomly (with equal probability of choosing an element from i th group) chose Ni elements. Random sample selection was used because it theoretically ensures a high diversity of objects in a particular group, meaning that the sample will statistically contain the most information. By repeating the procedure for every I, one is given an Nrep-element representative samples originating from different groups, which enables the choice of objects that vary globally and locally.
NUMERICAL RESULTS FOR CHOOSING REPRESENTATIVE OBJECTS FOR MEASUREMENT

Description of the dataset used in the numerical experiments
The proposed methods were applied to select a group of representative buildings from among 419 buildings in five different cities. 
Electric cookers in the building.
The following characteristics were rejected based on a lack of data, a lack of importance of the characteristic in the building groupings, a similarity of the characteristics for all objects, or a deficiency of data on the characteristics for all objects: 1. City (insignificant characteristic for the groupings). 2. Building owner (characteristic was equal for all objects: "housing association").
Results of numerical experiments -object division into subgroups and representative choices
The proposed methods were applied to select a set of representative objects from among 419 buildings in five cities. The set of 419 objects appeared to be appropriate for applying the k-means method. Analysis of an optimal number of groups for the set of objects aided us in the statistical analysis used to choose the buildings for the measurement. A graph was prepared using the Monte Carlo method with M = 50 repetitions. As illustrated in Fig. 2 , the function f reaches its maximum at kopt=5; therefore, the data were separated into five groups. It should be noted that all of the buildings characteristics except for geographical position were to separate the building into groups. Table 1 shows the separation of the data into the five groups. Table 2 provides a short description of each group. 186, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207, 209 The buildings were commissioned mainly in the 1980s (exception: objects from city 3, which were commissioned earlier). The objects were built using large-panel systems with floor heights of 2.5 m (mainly housing estates). Almost all buildings were thermomodernized (both buildings and roofs) in the last dozen or so years (approximately 2000). Most building were five-stories (exception: several 11-or 12-story objects). The roof insulation layer was approximately 9 cm thick. Most buildings had an external source of heat and plate exchangers (exception: local source of heat and condensing boiler). The heating installations in these buildings had not been modernized, but the domestic hot water installations had been modernized over the past 20 years. Approximately two-thirds of the objects were in the energy consumer group >= 40kW (the rest were < 40kW). 2
The buildings were commissioned in the 1980s and built in the traditional building system. The floor heights were 2.8 m. The buildings were located mainly in housing estates (a small portion was situated downtown). They were thermomodernized and their roofs were isolated after 2000. Solid fuel was the source of primary energy and the buildings had plate exchangers. The heating system and domestic hot water system had been modernized in 2005 for most of the buildings. The buildings fell in the energy consumer group < 40kW.They had single-phase internal installation systems. The buildings were commissioned in the late 1980s and early 1990s. The buildings were built using large-panel systems and floor heights of 2.5 m (mainly housing estates). The buildings were slightly smaller than those in groups 1, 2, and 4. The average number of staircases was two. They were not thermomodernized, but half had thermomodernized roofs. They had external sources of heat and plate exchangers. The heating installation system had been modernized. The buildings with thermomodernized domestic hot water systems were three times smaller than those in groups 1 and 2 on average. The domestic hot water systems had been thermomodernized after 2007. The buildings were in the energy consumer group > 40kW. They had three-phase systems. Table 3 . 
CONCLUSIONS
This paper presents a statistical algorithm for choosing representative residential buildings in western Poland that for detailed analysis and measurement of energy consumption needs. In the initial phase of our data analysis, the proposed algorithm enabled the identification of an optimal number (kopt) of subgroups from which objects with similar characteristics could be categorized. The numerical results revealed that the most optimal division for large datasets of real objects using the k-means method was five groups (Fig. 2) . Each object was assigned to the subgroups obtained from this algorithm (Table 1 ). An analysis of the object's characteristics in the subgroup data enabled the characterization of classes of similar buildings to be obtained. Finally, representative samples were chosen for measurement using a random choice algorithm ( Table 3 ). The abovementioned random choice method was used for different available measurement equipment (5, 10, and 15 representatives). The results and details of the representative samples are shown in Table 4 . 
ACKNOWLEDGMENTS
