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1. Introduction
The complete multipartite graph Kp1,p2,...,pk is a graph on n =
k
i=1 pi vertices. The set of vertices is partitioned into
parts of cardinalities p1, p2, . . . , pk; an edge joins two vertices if and only if they belong to different parts. Thus K1,1,...,1 is
the complete graph Kn, K2,1,...,1 is the complete graph on k + 1 vertices without an edge, K2,2,...,2 is the graph of the cross
polytope, of dimension k, and so on.
2. The characteristic polynomial
We show in this section:
Theorem 1. The characteristic polynomial of the complete multipartite graph Kp is
Xn−k

Xk −
k
m=2
(m− 1)σm(p)Xk−m

where p is an abbreviation for the list p1, p2, . . . , pk of cardinalities, and σm(p) is the elementary symmetric function of degree
m of these numbers, that is σ1(p) = 1≤i≤k pi = n, σ2(p) = 1≤i<j≤k pipj, σ3(p) = 1≤i<j<ℓ≤k pipjpℓ and so on up to
σk(p) =ki=1 pi.
We first note that if v and w are in the same part, the vector ev − ew whose coordinates on v,w and elsewhere are
respectively 1,−1 and 0 is an eigenvector for the eigenvalue 0. This explains the factor Xn−k. Now we choose an orthogonal
basis of the orthogonal complement of the kernel. It is constituted by the k vectors 1√pi

v∈Vi v, where Vi is the ith part in
the partition. Then the matrixMp of the restriction to that orthogonal complement in the given basis ismij = 0 if i = j and
mij = √pipj if i ≠ j.
Let us write Dp = diag(√p1,√p2, . . . ,√pk), i.e. the diagonal matrix with indicated entries.
Note that Mp = DpM1,1,...,1Dp. This proves that the signs of the eigenvalues of Mp are the same as those of M1,1,...,1, the
adjacency matrix of Kk, namely one positive eigenvalue equal to k− 1 and k− 1 negative eigenvalues equal to−1.
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On the other hand Np = (Dp)−1MpDp has the same eigenvalues as Mp. It is also M1,1,...,1(Dp)2, the matrix whose jth
column is filled with entries pj, except for the null entry on the diagonal.
Thus we have to show that the characteristic polynomial of Np is Xk−km=2 σm(p)Xk−m. The determinant of XIn−Mp
appears to be the sum,with appropriate signs, of the productsXk−mpj1pj2 , . . . , pjm , where the elements pj are taken in column
j and in row among {j1, j2, . . . , jm} \ {j}
Thus we have to count the derangements ofm objects (i.e. the fixed-point permutations) with separation of the even and
odd permutations. Indeed, for m = 1 there no derangement, for m = 2 there is one odd derangement and no even one,
and for m = 3 there are two even derangements and no odd one. Then we can observe by looking at the mth element and
its image (like Aigner; see [1, p. 45]) that the number of odd derangements on m elements is m − 1 times the sum of the
numbers of even derangements on m − 1 and m − 2 elements, and the number of even derangements on m elements is
m− 1 times the sum of the numbers of odd derangements onm− 1 andm− 2 elements.
This recurrence relation gives that the difference between the number of even and odd derangements onm elements is
(−1)m−1(m− 1).
Owing to this observation, we have the result.
3. The positive eigenvalue
Owing to the comparison between the arithmetic and geometric means, we observe that the absolute value of the
coefficient of Xk−m in the characteristic polynomial of Np, namely (m − 1)σm(p), is at least (m − 1)

k
m

gm, where
g = k
k
i=1 pi is the geometric mean of the pi’s. Now the roots of the polynomial Xk −
m
i=2(m − 1)

k
m

gmXk−m =
(X − (k− 1)g)(X + g)k−1 show that the positive eigenvalue is at least (k− 1)g .
Other lower bounds for the positive eigenvalues can be obtained with the well known Rayleigh principle: if vTMpv =
rvTv (for a non-null real vector v) then the largest eigenvalue Mp is at least r . For example, the vector [1, 1, . . . , 1] gives
the lower bound 2k

1≤i<j≤k
√
pipj, which is better than (k − 1)g . The vector √p1,√p2, . . . ,√pk gives the lower bound
2σ2(p)/n, and so on.
To obtain upper bounds, one may observe that replacing two entries of p, say p1 and p2, by p1+p22 and
p1+p2
2 , producing
q = p1+p22 , p1+p22 , p3, . . . , pk, we get for each m with 2 ≤ m ≤ k an inequality σm(p) ≤ σm(q), because the terms that
contained p1p2 increase, terms without p1 and without p2 are unchanged, and by symmetry a term with p1 and no p2 is
paired with the term where p1 is replaced by p2, and the sum of these two terms is unchanged.
As a consequence, and owing to the continuity of the roots of a polynomial with respect to its coefficients, we see that
replacing any e elements of p by e copies of their arithmetic mean increases the positive eigenvalue. Indeed it suffices to
observe the limit of the matrix of size (1+ n)× (n+ 1):
lim
N→∞ Z
N
n+1 = limN→∞

0
... 1n Jn
0
1 0 · · · 0

N
= 1
n+ 1 Jn+1
for n ≥ 2, since the eigenvalues of Zn+1 are 1, 0 and −1n and 1n+1 is the eigenvector of Zn+1 and (1n+1)TZn+1 = 1n+1. Applying
Zn+1 to a vector p amounts to taking an average on n elements, which increases the positive eigenvalue, and permuting n+1
of the elements, which does not modify the characteristic polynomial.
Thus an upper bound is (k−1)nk . Simple ones, using only square roots, can be obtained with such replacements, with
only two values left for the entries. The positive eigenvalue for p1, . . . , p1  
k1
p2, . . . , p2  
k2
is just 12 (p1(k1 − 1) + p2(k2 − 1)) +
(p1(k1 − 1)+ p2(k2 − 1))2 + 4p1p2(k1 + k2 − 1). The negative ones are −p1 with multiplicity k1 − 1, and −p2 with
multiplicity k2 − 1, and finally 12 (p1(k1 − 1))+ p2(k2 − 1)−

(p1(k1 − 1)+ p2(k2 − 1))2 + 4p1p2(k1 + k2 − 1).
For example the positive eigenvalue attached to p = 1, 2, 4 is at most 14/3 ≃ 4.66 but we have finer majorations from
3
2 ,
3
2 , 4, namely
3+√201
4 ≃ 4.29. The lower bounds were g = 4, 23 (
√
2+ 2+√8) ≃ 4.16. The actual value is≃4.21.
Similarly, the positive eigenvalue for p = [1, 2, 3, 4, 6] is 12.049; it is less than that of p = [2, 2, 2, 5, 5] (obtained
by averaging the three lowest values and the two highest ones), namely 12 (9 +
√
241) = 12.26, and greater than
2σ2(p)/σ1(p) = 11.875 and even greater than the bound given by the Rayleigh principle applied to the vector
[10.3, 20.3, 30.3, 40.3, 60.3], that is 12.040.
3.1. A question
It seems that the positive eigenvalue is a concave function of p on the (k− 1)-dimensional simplex ∀i ∈ {1, . . . , k}pi ≥
0 ∧ki=1 pi = n. This is obvious for k = 2, and proved with a very messy computation for k = 3. Is it true for higher
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Fig. 1. The three non-null eigenvalues when k = 3.
dimensions? Note that the trick that we have used above does not work, since for 3 ≤ m ≤ k the function σm is not concave
on the simplex.
4. The other eigenvalues
For k = 2, the negative eigenvalue is the opposite of the positive one. For k > 2, things becomemuchmore complicated,
as shown in the picture 1 with k = 3.
5. Application to decompositions
Let us write r+(f ) for the index, i.e. the number of positive eigenvalues of a symmetric matrix f , and s+(f ) for the sum
of its positive eigenvalues, counted with multiplicities. For example, the adjacency matrix of a Petersen graph has spectrum
{3, 1[5], (−2)[4]} and thus its s+ is 3+ 5 · 1 = 8.
Lemma 1. One has the inequalities
r+(f + g) ≤ r+(f )+ r+(g)
s+(A+ B) ≤ s+(A)+ s+(B).
Proof. Consider the space V generated by the eigenspaces of positive eigenvalues of A+ B.
The trace of A on V is at most the sum of the ℓ = r+(A|V ) positive eigenvalues of the restriction of A to V , and this sum
is at most the sum of the ℓ largest positive eigenvalues of A on the whole space (by interlacing), that at most s+(A).
We get a similar inequality for B. It suffices then to add these two inequalities.
Now we take an orthogonal basis of A on V . We have ℓ of its vectors that correspond to positive eigenvalues of A|V and
r+(A) − ℓ that correspond to negative or null eigenvalues. They span a space of dimension r+(A + B) − r+(A|V ); thus
r+(B) ≥ r+(A+ B)− r+(A|V ). 
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Fig. 2. Decomposition of two graphs into complete multipartite graphs.
This fact is alluded to in [2]. It is indeed an application of the Sylvester inertia law. Therefore, if one wants to partition the
edge set of a graph G into complete multipartite graphs, one needs at least r+(A(G)) complete multipartite graphs, where
A(G) is the adjacency matrix of G.
Similarly, the number r−(f ) of negative eigenvalues of f satisfies r−(f + g) ≤ r−(f )+ r−(g).
Thus if one wants to partition the edges set of a graph G into complete multipartite graphs, with at most k parts, one
needs at least r−(A(G))/(k− 1) such complete multipartite graphs.
5.1. Examples
An famous example of this situation is Tverberg’s theorem: in order to partition the edges of the complete graph Kn into
complete bipartite graphs, one needs n− 1 such graphs [4].
The bound is sometimes, but not always, sharp. For a Petersen graph, this bound 6 is the exact number of stars (the only
kind of multipartite graph of girth ≥5 that may be contained) needed to partition its edges; for the 8-cycle, the bound is 3
and the actual number is 4 (this is of course obvious from edge counting!). Fig. 2 shows the optimal decomposition for a
Petersen graph and the 8-cycle.
We can show (in a complicated way) that C8 needs four stars: its stars are copies of K2 or K1,2 that have s+ ≤
√
2 and C8
has s+ = 2+ 2√2 > 3√2.
6. Application to coloring
The number of edges common to two graphs G,H on the same set of n vertices is one half of the trace of the product of
their adjacency matrices. This trace admits an upper bound, namely
n
i=1 λi(G)λi(H), where the eigenvalues are sorted in
increasing order. Therefore, if the sum is less than twice the size of G, no subgraph ofH is isomorphic to G. Applying this with
H a complete multipartite set with k components, we get some lower bounds on the number of edges that are not properly
colored by using pi times the color i. If all partitions into k parts of the vertex set of G leave some edges of that kind, then the
chromatic number of G is larger than k.
Of course, this estimation of χ(G) can be improved: if instead of counting the missing edges one just wants to detect
whether there are any, one may attribute arbitrary positive weights to the edges of G, and add arbitrary numbers summing
to 0 on the diagonal of A(G). We may also refine the spectral evaluation (especially practical if G is regular) by splitting the
space Rn between the space generated by the all 1’s vector and its orthogonal.
Unfortunately the complicated behavior of the negative eigenvalues of Kp limits the practical interest of this technique.
We can however sometimes get some of the results stated by Haemers (see [3, p. 22]).
6.1. Examples
The Petersen graph is regular; its eigenvalues are−2, 1, 3 with multiplicities 4, 5 and 1.
The complete bipartite graph Kp,10−p has three eigenvalues
√
p(10− p),−√p(10− p), and at last 0 with multiplicity
8. Thus the number of edges common to a Petersen graph and a bipartite graph on the same vertices is at most
1
2 (3
√
p(10− p))− 2(−√p(10− p)) ≤ 12.5. If one colors the vertices of the Petersen graph with two colors, at least three
edges are improperly colored. However, one could alreadydeduce from thenon-symmetry of the Petersen graphs’s spectrum
that it is not bipartite.
The graph K6,2,2 has eigenvalues−4,−2, 6 (and 0). The raw spectral bound gives 15 for the maximum number of edges
shared by the Petersen graph and K6,2,2, which is not conclusive; but separating the space lowers this to 14, and this proves
that a proper coloration of a Petersen graph with three colors cannot be achieved with the repartition 6, 2, 2.
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