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LOCAL DIMENSIONS AND QUANTIZATION DIMENSIONS IN
DYNAMICAL SYSTEMS
MRINAL KANTI ROYCHOWDHURY1 AND BILEL SELMI2
Abstract. Let µ be a Borel probability measure generated by a hyperbolic recurrent iterated
function system defined on a nonempty compact subset of Rk. We study the Hausdorff and
the packing dimensions, and the quantization dimensions of µ with respect to the geometric
mean error. The results establish the connections with various dimensions of the measure µ, and
generalize many known results about local dimensions and quantization dimensions of measures.
1. Introduction
Given a Borel probability measure µ on Rk, where k ∈ N, the nth quantization error for µ
with respect to the geometric mean error is given by




log d(x, α)dµ(x) : α ⊂ Rk, 1 ≤ card(α) ≤ n
}
,
where d(x, α) denotes the distance between x and the set α with respect to an arbitrary norm
d on Rk. A set α for which the infimum is achieved and contains no more than n points is
called an optimal set of n-means for µ, and the collection of all optimal sets of n-means for µ
is denoted by Cn(µ). Under some suitable restriction en(µ) tends to zero as n tends to infinity.
Following [GL2], we write
ên := ên(µ) = log en(µ) = inf
{
∫













are called the lower and the upper quantization dimensions of µ (of order zero), respectively.
If D(µ) = D(µ), the common value is called the quantization dimension of µ and is denoted
by D(µ). The quantization dimension measures the speed at which the specified measure of
the error tends to zero as n tends to infinity. This problem arises in signal processing, data
compression, cluster analysis, and pattern recognition, and it also has been studied in the
context of economics, statistics, and numerical integration (see [BW, GG, GN, P, Z]). The
quantization dimension with respect to the geometric mean error can be regarded as a limit
state of that based on Lr-metrics as r tends to zero (see [GL2, Lemma 3.5]). The following
proposition gives a characterization of the lower and the upper quantization dimensions.
Proposition 1.1. (see [GL2, Proposition 4.3]) Let D = D(µ) and D = D(µ).
(a) If 0 ≤ t < D < s, then
lim
n→∞
(log n+ tên(µ)) = +∞ and lim inf
n→∞
(logn + sên(µ)) = −∞.
(b) If 0 ≤ t < D < s, then
lim sup
n→∞
(logn + tên(µ)) = +∞ and lim
n→∞
(log n+ sên(µ)) = −∞.
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For any κ > 0, the two numbers lim inf
n→∞
n1/κen(µ) and lim sup
n→∞
n1/κen(µ) are, respectively,
called the κ-dimensional lower and the upper quantization coefficients for µ with respect to
the geometric mean error. For every x ∈ Rk, the lower and the upper local dimensions of the
measure µ at x are defined, respectively, by









where B(x, r) is the ball of radius r centered at x. We say that the local dimension exists at
x if dµ(x) and dµ(x) are equal, and write dµ(x) for the common value. These local dimensions,
also known as pointwise dimensions, describe the power law behavior of µ(B(x, r)) for small r,
with dµ(x) small if µ is ‘highly concentrated’ near x. Notice that dµ(x) = ∞ if x is outside the
support of µ and dµ(x) = 0 if x is an atom of µ. The lower and the upper Hausdorff dimensions
of µ are defined, respectively, by
dim∗µ = inf{dimHE : E is Borel with µ(E) > 0}, and
dim∗µ = inf{dimHE : E is Borel with µ(E) = 1}.
Analogously, we define the lower and the upper packing dimensions of µ, respectively, by
Dim∗µ = inf{dimPE : E is Borel with µ(E) > 0}, and
Dim∗µ = inf{dimPE : E is Borel with µ(E) = 1}.
Clearly, dim∗µ ≤ dim
∗µ and Dim∗µ ≤ Dim
∗µ. When the equalities dim∗µ = dim
∗µ and
Dim∗µ = Dim
∗µ are satisfied, we denote by dimHµ and dimPµ, respectively, the Hausdorff and
the packing dimensions of the measure µ. Hausdorff dimension and packing dimension of a
measure are closely related to lower local dimension and upper local dimension of the measure.
More precisely,
(2) dim∗(µ) = sup{s : dµ(x) ≥ s for µ-a.e. x}, dim
∗(µ) = inf{s : dµ(x) ≤ s for µ-a.e. x},
and
(3) Dim∗(µ) = sup{s : dµ(x) ≥ s for µ-a.e. x}, Dim
∗(µ) = inf{s : dµ(x) ≤ s for µ-a.e. x}.
Hence, for µ-a.e. x ∈ Rk, it follows that
0 ≤ dim∗(µ) ≤ dµ(x) ≤ dim
∗(µ) ≤ d, and 0 ≤ Dim∗(µ) ≤ dµ(x) ≤ Dim
∗(µ) ≤ d.
If dµ(x) and dµ(x) are both constants for µ-a.e. x, then we say that µ is ‘exact-dimensional’ or
‘unidimensional’. We say that a measure µ has exact lower dimension s if dµ(x) = s for µ-a.e.
x, and exact upper dimension s if dµ(x) = s for µ-a.e. x. Thus, from (2) and (3), it follows that
µ has exact lower dimension s if and only if
(4) dimH(µ) = dim∗(µ) = dim
∗(µ) = s,
and µ has exact upper dimension s if and only if
(5) dimP(µ) = Dim∗(µ) = Dim
∗(µ) = s.
For more details about the relationships between the different dimensions of measures, one is
referred to [F, P1, T1, Y], and the references therein.
Let P = [pij ]1≤i,j≤N be an N ×N irreducible row stochastic matrix, and {Si : 1 ≤ i ≤ N} be
a system of contractive hyperbolic maps defined on a nonempty compact metric space X ⊂ Rk
such that sid(x, y) ≤ d(Si(x), Si(y)) ≤ sid(x, y) for all x, y ∈ X , where 0 < si ≤ si < 1,
1 ≤ i ≤ N . Then, the collection {X ;Si, pij : 1 ≤ i, j ≤ N} is called a hyperbolic recurrent
iterated function system (hyperbolic recurrent IFS) (see [BEH]). Since P is irreducible it follows
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that (see [F1]) there is a unique probability vector p = (p1, p2, · · · , pN) with pi > 0 for all










for all 1 ≤ i ≤ N . Let E = ∪Ni=1Ei. Then, by Caratheodory’s extension theorem, it can be












where µj := µ|Ej , i.e., µj is the restriction of µ on Ej, i.e., for any Borel B ⊂ R
d, we have
µj(B) = µ(B ∩ Ej) for all 1 ≤ j ≤ N , (for some details, please see [BEH]). We say that the
hyperbolic recurrent IFS satisfies the open set condition (OSC) if there exist bounded nonempty
open sets U1, U2, · · · , UN with the property that
⋃
{j:pji>0}
Si(Uj) ⊂ Ui and Si(Uj)
⋂
Si(Uk) = ∅ for j 6= k with pjipki > 0.





> 0 for all ki 6= ℓj with pkipℓj > 0, where 1 ≤ i, j, k, ℓ ≤ N.
It is a well-known fact that an hyperbolic recurrent IFS satisfies the open set condition if
it satisfies the strong separation condition. In this paper, under the open set condition in





j=1 pipij log pij
∑N
i=1 pi log si




j=1 pipij log pij
∑N
i=1 pi log si
.





j=1 pipij log pij
∑N
i=1 pi log si





j=1 pipij log pij
∑N
i=1 pi log si
.
The following theorem is known.
Theorem 1.2. (see [Z2, Theorem 2.1]) Let µ be a compactly supported probability measure on
R
k. Assume that there exist constants C > 0 and η > 0 such that µ(B(x, ǫ)) ≤ Cǫη for every x ∈
R
k and all ǫ > 0. Then dim∗(µ) ≤ D(µ) ≤ D(µ) ≤ Dim
∗(µ).
In Lemma 2.1, we have proved that the condition µ(B(x, ǫ)) ≤ Cǫη for every x ∈ Rk given in
Theorem 1.2 also holds for hyperbolic recurrent IFS considered in this paper. Thus, by (8) and





j=1 pipij log pij
∑N
i=1 pi log si




j=1 pipij log pij
∑N
i=1 pi log si
.
Under the strong separation condition in Theorem 3.2, we give an independent proof of (9).
Notice that if we assume that si = si = si and pij = pj for all 1 ≤ i, j ≤ N , then (7) reduces to
dµ(x) = dµ(x) =
∑N
i=1 pi log pi
∑N
i=1 pi log si
,
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which is the result of Geronimo and Hardin in [GH], and (9) reduces to
D(µ) = D(µ) =
∑N
i=1 pi log pi
∑N
i=1 pi log si
,
which is the result of Graf-Luschgy in [GL2]. In addition, Theorem 3.1 generalizes a similar
result of Deliu et al. in [DGSH], and Theorem 3.2 generalizes a similar result of Roychowdhury
et al. in [RS] for recurrent self-similar measures. Thus, the results in this paper establish the
connections with various dimensions of the measure µ, and generalize many known results about
local dimensions and quantization dimensions of measures.
2. Basic definitions and results
Let X be a nonempty compact subset of the metric space Rk equipped with the metric d
inherited from Rk, such that X = cl(intX). Let N ≥ 2, and P = [pij]1≤i,j≤N be an N × N
irreducible row stochastic matrix, in other words, pij ≥ 0 for all 1 ≤ i, j ≤ N ,
∑N
j=1 pij = 1 for all
i, and for each pair 1 ≤ i, j ≤ N there exists a finite sequence of indicators i1 = i, i2, . . . , in = j
with i1 = i and in = j such that
pi1i2pi2i3 · · · pin−1in > 0.
Let {Si : 1 ≤ i ≤ N} be a system of contractive hyperbolic maps on X as defined in the previous
section. Define Ω and T : Ω → Ω by
Ω = {ω = (ωi)
∞
i=1 : 1 ≤ ωi ≤ N, pωi+1ωi > 0 for i = 1, 2, · · · }
and
T : Ω ∋ (ω1, ω2, ω3, · · · ) 7→ (ω2, ω3, · · · ) ∈ Ω.
Let d̃ : Ω× Ω → R be defined by
d̃(ω, τ) = 2−n if and only if n = min{m : ωm 6= τm}
for ω = (ω1, ω2, · · · ), τ = (τ1, τ2, · · · ) ∈ Ω. Then, d̃ is a metric on Ω. With this metric Ω becomes
a compact metric space, and T is called the left shift map on Ω.
For n ≥ 2, let Wn denote the set of all n-tuples (ω1, ω2, · · · , ωn) (called words of length n),
which are admissible with respect to Ω, i.e., there exists a sequence (τ1, τ2, · · · ) ∈ Ω such that
τ1 = ω1, τ2 = ω2, · · · , τn = ωn. Set W =
⋃
n≥2Wn. If ω = (ω1, ω2, · · · , ωn) ∈ W , then the
set {τ ∈ Ω : τi = ωi, 1 ≤ i ≤ n} is called a cylinder in Ω of length n generated by the word
ω, and is denoted by [ω]. A cylinder of length zero is called the empty cylinder. The set of
all sequences in Ω starting with the symbol i forms a cylinder of length 1, and is denoted by
[i]. For ω = (ω1, ω2, · · · ) ∈ W ∪ Ω, if n does not exceed the length of ω, by ω|n we mean
ω|n = (ω1, ω2, · · · , ωn) and ω|0 = ∅, ω is called an extension of τ ∈ W if ω||τ | = τ , where |τ |
represents the length of τ . For ω = (ω1, ω2, · · · , ωn) and τ = (τ1, τ2, · · · , τp) in W, if pτ1ωn > 0
by ωτ we mean ωτ = (ω1, ω2, · · · , ωn, τ1, · · · , τp). For ω = (ω1, ω2, · · · , ωn) ∈ W , n ≥ 2, let us
write
Sω = Sω1 ◦ Sω2 ◦ · · · ◦ Sωn−1 , pω = pωnpωnωn−1 · · · pω2ω1 ,
Pω = pωnωn−1 · · · pω2ω1 , and Eω = Sω(Eωn).
From (6) it follows that the limit set of the recurrent hyperbolic IFS satisfies the following




Sω(Eωn) for n ≥ 2.
LetB be the Borel sigma-algebra generated by the cylinders in Ω. For ω = (ω1, ω2, · · · , ωn) ∈ W ,
define ν[ω] = pω. Then, by the Caratheodory’s extension theorem, ν can be extended to a unique
Borel probability measure, which is also identified as ν, on (Ω,B). Clearly supp(ν) = Ω and
T is an ergodic transformation on (Ω,B, ν). The transformation T is called the Markov shift
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with respect to the transition matrix P and stationary distribution p, and ν is called the ergodic
Markov measure on (Ω,B). Since given ω = (ω1, ω2, · · · ) ∈ Ω the diameters of the compact sets





is a singleton and therefore, denoting its element by π(ω), defines a coding map π : Ω → E.
Notice that the coding map π is a continuous surjection. Let µ be the image measure of the
probability measure ν under the coding map π on the limit set E, i.e., µ = ν ◦ π−1. Define
πi := π|[i] and µi := µ|Ei,
i.e., πi is the restriction of π on [i], and µi is the restriction of µ on Ei. Thus, for 1 ≤ i ≤ N , we
have µi = ν ◦π
−1





































which implies µi(Ei) =
∑N





















We call Γ ⊂ W a finite maximal antichain if Γ is a finite set of words in W , such that every
sequence in Ω is an extension of some word in Γ, but no word of Γ is an extension of another
word in Γ. Notice that as all words of W are of length at least two, for any ω ∈ Γ, we have
|ω| ≥ 2.
We now prove the following lemma assuming the open set condition.
Lemma 2.1. Let µ be the Borel Probability measure on Rk supported by the compact set gener-
ated by the hyperbolic recurrent IFS satisfying the open set condition. Then, there exist constants
C > 0 and η > 0 such that
(11) µ(B(x, ǫ)) ≤ Cǫη for every x ∈ Rk and all ǫ > 0.
As a consequence, en(µ) < en−1(µ) (e0(µ) := ∞) and Cn(µ) 6= ∅ for every n ∈ N.
Proof. Let ǫ0 ∈ (0, 1] be arbitrary. By [GL1, Lemma 12.3], it suffices to show (11) for every
x ∈ E and all ǫ ∈ (0, ǫ0). Write smin = min{si : 1 ≤ i ≤ N}, and for ω = (ω1, ω2, · · · , ωn) ∈ W ,
let
ω− = (ω1, ω2, · · · , ωn−1), Xω := Sω(X), and sω := sω1sω2 · · · sωn−1 .
Without any loss of generality we assume that the diameter of X is one. Let
Γǫ = {ω ∈ W : sω− ≥ ǫ > sω} and Γǫ(x) = {ω ∈ Γǫ : Xω ∩ B(x, ǫ) 6= ∅},
for x ∈ X . Notice that Γǫ forms a finite maximal antichain. We claim that there exists a
constant C > 0, independent of x and ǫ, such that |Γǫ(x)| < C.
Since X has nonempty interior, X contains a ball of radius a, where a > 0 is a constant, and
so for each ω ∈ Γǫ, the set Xω contains a ball of radius asω ≥ asω−smin ≥ asminǫ, and due to
the open set condition, all such balls are disjoint. On the other hand, all Xω for ω ∈ Γǫ are
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contained in the balls B(x, 2ǫ) for x ∈ X . Hence, comparing the volumes, for all x ∈ X , we
have
|Γǫ(x)|(asminǫ)
k ≤ (2ǫ)k which implies |Γǫ(x)| ≤ 2
k(asmin)
−k,
where k is dimension of the underlying space. Write C = 2k(asmin)
−k. Then, C > 0, and is
independent of x and ǫ, and thus the claim is proved. Now to prove the lemma, write
Pmax = max{max
{




pij : 1 ≤ i, j ≤ N
}
}.







µ(Eω) ≤ C max
ω∈Γǫ(x)




For ω ∈ Γǫ(x), we have s
|ω|
min ≤ sω < ǫ, and so, |ω| ≥
log ǫ
log smin
. Combining these facts, we have
µ(B(x, ǫ)) ≤ C(Pmax)
log ǫ
log smin = Cǫlog(Pmax)/ log smin.
The lemma follows by setting η = log(Pmax)/ log smin. As in [GL2, Proposition 3.1], one can
see that the condition in [GL2, Theorem 2.5] is satisfied. As a consequence, en(µ) < en−1(µ)
(e0(µ) := ∞) and Cn(µ) 6= ∅ for every n ∈ N. 
In the next section we state and prove the main results of the paper.
3. Main Results
Theorem 3.1 and Theorem 3.2 contain the main results of the paper. First, we state and
prove the following theorem about the lower and the upper local dimensions of the measure µ.
Theorem 3.1. Let µ be the probability measure generated by the hyperbolic recurrent IFS




j=1 pipij log pij
∑N
i=1 pi log si




j=1 pipij log pij
∑N
i=1 pi log si
,
where (p1, p2, · · · , pN) is the stationary distribution associated with [pij ]1≤i,j≤N .
Proof. Recall that for each hyperbolic map Si, we have sid(x, y) ≤ d(Si(x), Si(y)) ≤ sid(x, y)
for all x, y ∈ X , where 0 < si ≤ si < 1, 1 ≤ i ≤ N . To prove the theorem, in the first sight we
assume that each Si is a similarity mapping with similarity ratio si for 1 ≤ i ≤ N , where si is
a fixed number such that si ≤ si ≤ si. Let E1, E2, · · · , EN denote the components of the limit






Fix x ∈ E, and let ω = (ω1, ω2, · · · ) ∈ Ω be a code of x. Consider the ball B(x, ρ) of diameter
ρ centered at x. Let ℓ be the least positive integer such that
Sω1 ◦ Sω2 ◦ · · · ◦ Sωℓ−1(Eωℓ) ⊂ B(x, ρ),
which implies
µ(B(x, ρ)) ≥ pωℓpωℓωℓ−1 · · · pω2ω1.
Set
smin := min{si : 1 ≤ i ≤ N}, pmin := min{p1, p2, · · · , pN},
pmax := max{p1, p2, · · · , pN}, Lmin := min{diam(Ej) : 1 ≤ j ≤ N},
Lmax := max{diam(Ej) : 1 ≤ j ≤ N}.
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where C1 = pmin(smin/Lmax). We next obtain an upper bound for µ(B(x, ρ)). For ρ > 0 and






Let S(ρ) be the set of such finite codes (j1, j2, · · · , jq). By identifying (j1, j2, · · · , jq) with the
corresponding cylinder set in Ω, we see that S(ρ) generates a partition of Ω. Let U1, U2, · · · , UN
be the open sets that arise in the open set condition. For each (j1, · · · , jq) ∈ S(ρ), set
Uj1,··· ,jq = Sj1 ◦ Sj2 ◦ · · · ◦ Sjq−1(Ujq).
For a fixed j1 ∈ {1, 2, · · · , N} the sets Cj1(ρ) = {Uj1,j2,··· ,jq : (j1, j2, · · · , jq) ∈ S(ρ)} are open
disjoint sets. Recall that by hypothesis each Si is a similarity mapping, and so by (14), there
are constants c1 > 0 and c2 > 0 independent of ρ and j1 such that each Uj1,··· ,jq contains a ball of
radius c1ρ and is contained in a ball of radius c2ρ. Consequently, Lemma 5.3.1 of Hutchinson (see




elements of Cj1(ρ) whose closure meets B(x, ρ),
where k is the dimension of the underlying space. Let Ej1,j2,··· ,jq = Sj1 ◦Sj2 ◦ · · · ◦Sjq−1(Ejq) and
let Iω(ρ) denote the set of (j1, · · · , jq) ∈ S(ρ) such that Ej1,j2,··· ,jq meets B(x, ρ). The open set




elements. Write Ñ = N((1 + 2c2)/c1)
k. Then, we have
µ(B(x, ρ)) = ν(π−1(B(x, ρ))) ≤
∑
(j1,··· ,jq)∈Iω(ρ)




pjqpjqjq−1 · · · pj2j1
sj1sj2 · · · sjq−1
(






























where C = pmaxÑ . Now, let us define two functions f, g : Ω → R as follows:
f(τ1, τ2, · · · ) = log pτ2τ1 and g(τ1, τ2, · · · ) = log sτ1 ,
8 Mrinal Kanti Roychowdhury and Bilel Selmi
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− 1.
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− 1.
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,
which completes the proof of the theorem. 
Now, we state and prove the following theorem, which gives bounds for the lower and the
upper quantization dimensions of the measure µ with respect to the geometric mean error.
Theorem 3.2. Let µ be the probability measure generated by the hyperbolic recurrent IFS




j=1 pipij log pij
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,
where (p1, p2, · · · , pN) is the stationary distribution associated with [pij ]1≤i,j≤N .
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i=1 pi log si
.
In the sequel for each 1 ≤ i ≤ N , let µ̂i be the conditional probability measure of µ given that

































Let us first prove the following lemma.
Lemma 3.3. For every n ∈ N and 1 ≤ i ≤ N ,













Proof. Let nj ∈ N with
∑N




j=1 pjpjiµ̂j ◦ S
−1
i , and
for any 1 ≤ i ≤ N , card(∪Nj=1Si(αj)) ≤
∑N





















































and thus, the lemma follows. 
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Proof. Let ni ∈ N with
∑N
i=1 ni ≤ n. Let αij ∈ Cni(µ̂j). Recall that µ =
∑N
i,j=1 pjpjiµ̂j ◦ S
−1
i ,
and notice that card(∪Ni=1Si(αij)) ≤
∑N
i=1 ni ≤ n. Thus, the rest of the proof follows in the
similar way as the proof of Lemma 3.3. 

















Proof. Write ℓ(Γ) = max{|σ| : σ ∈ Γ}. We will prove the lemma by induction on ℓ(Γ). If
ℓ(Γ) = 0, then ℓ(Γ) = {∅}, and so, the lemma is obviously true. If ℓ(Γ) = 1, then the lemma is
true by Lemma 3.4. Next, let ℓ(Γ) = k+ 1, and assume that the lemma has been proved for all
finite maximal antichains Γ′ with ℓ(Γ′) ≤ k for some k ≥ 1. Define
Γ1 = {σ ∈ Γ : |σ| < ℓ(Γ)},
Γ2 = {σ





It is easy to see that Γ0 is a finite maximal antichain with ℓ(Γ0) ≤ k. Let σ ∗ j denote the word
σj. Then, for n ≥ |Γ| and (nσ)σ∈Γ with nσ ≥ 1 and
∑






















pjpjσ|σ|pσ|σ|σ|σ|−1 · · ·pσ2σ1
(


















pσ log pσ +
∑
σ∈Γ2


























If we set nσ =
∑N






















pσ log sσ|σ| .
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j=1 pipij log pij
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pjpji log(pjpji)− Cpi log si
)
> 0.









pjpjσ|σ| log(pjpjσ|σ|)− Cpσ|σ| log sσ|σ|
)
≥ 0.







pσ log pσ + C
∑
σ∈Γ2













































which yields the lemma.

The following lemma plays an important role in the paper.












0 < ǫ < 1, write
Γ(ǫ) = {σ ∈ W : pσ− ≥ ǫ > pσ},
where σ− is the word obtained from σ by deleting the last letter of σ. Let m,n ∈ N with m fixed
and m
n














Proof. We claim that Γ(ǫn) is a finite maximal antichain. To prove the claim we proceed as
follows: For (σ1, σ2, · · · ) ∈ Ω, let k(σ) be the least positive integer such that
p(σ1,σ2,··· ,σk(σ)) < ǫn ≤ p(σ1,σ2,··· ,σk(σ)−1).
Then, (σ1, σ2, · · · , σk(σ)) ∈ Γ(ǫn), and (σ1, σ2, · · · ) is an extension of (σ1, σ2, · · · , σk(σ)). Next,
let (ω1, ω2, · · · , ωk), and (τ1, τ2, · · · , τℓ) be two elements in Γ(ǫn). We show that they are not
extensions of each other. For the sake of contradiction, assume that (τ1, τ2, · · · , τℓ) is an extension
of (ω1, ω2, · · · , ωk). Then, k < ℓ, and
(τ1, τ2, · · · , τk) = (ω1, ω2, · · · , ωk).
Again, as (ω1, ω2, · · · , ωk) ∈ Γ(ǫn), we have
p(ω1,ω2,··· ,ωk) < ǫn ≤ (ω1, ω2, · · · , ωk−1),
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yielding
p(τ1,τ2,··· ,τk) < ǫn ≤ p(τ1,τ2,··· ,τk−1),
which contradicts the fact that ℓ is the least positive integer for which
p(τ1,τ2,··· ,τℓ) < ǫn ≤ p(τ1,τ2,··· ,τℓ−1)
as (τ1, τ2, · · · , τℓ) ∈ Γ(ǫn). Similarly, we can show that if (ω1, ω2, · · · , ωk) is an extension of
(τ1, τ2, · · · , τℓ), then a contradiction arises. Hence, any two words in Γ(ǫn) are not extensions of
each other. Thus, we see that Γ(ǫn) is a finite maximal antichain, which is the claim.






> pσ|σ|pσ|σ|σ|σ|−1 ≥ p̂
2
min.


















which implies n ≥ m|Γ(ǫn)|. Write Γ(ǫn, j) = {(σ1, · · · , σ|σ|) ∈ Γ(ǫn) : σ|σ| = j}, and then
Γ(ǫn) =
⋃N


















































and thus the lemma is proved. 
Let us now prove the following proposition.












Proof. It is enough to prove that
(27) lim sup
n→∞














log n+ Cên(µ) ≤
∑
σ∈Γ(ǫn)











pσ log pσ − log ǫn
]
≤ 0.
Since pσ < ǫn for all σ ∈ Γ(ǫn), we have log ǫn ≥ log pσ, and hence
∑
σ∈Γ(ǫn)
pσ log pσ ≤ log ǫn,
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which proves (27), and thus the proposition follows. 
In order to prove Proposition 3.11 we need the following lemma.
Lemma 3.8. Let the hyperbolic recurrent IFS satisfy the strong separation condition. Then, for
1 ≤ i ≤ N ,














for all but finitely many n ∈ N.
Proof. Let δ = min{d(Si(Ek), Sj(Eℓ)) : ki 6= ℓj with 1 ≤ i, j, k, ℓ ≤ N} and let αn ∈ Cn(µ̂i),






d(x, αn) = 0,
and so there exists a positive integer n0 such that maxx∈Ei d(x, αn) <
δ
2
for all n ≥ n0. For
1 ≤ k ≤ N , set αn,k = {a ∈ αn : W (a|αn)
⋂
Si(Ek) 6= ∅}, where W (a|αn) is the Voronoi region
generated by a ∈ αn (see [GL2] for more details on Voronoi regions). Then, αn,k 6= ∅ and




j=1 pjpjiµ̂j ◦ S
−1




































log d(x, S−1i (αn,j))dµ̂j







where nj = card(αn,j) ≥ 1. Since n = card(αn) =
∑N
j=1 nj , this proves the lemma. 
We now prove the following lemma.
Lemma 3.9. Since µ =
∑N






Proof. Let α ∈ Cn(µ). Then,
ên(µ) =
∫











and thus the lemma follows. 
The following lemma is the English version of [T, page 23, Lemma 1].













and the equality is valid if and only if yi = si for all i.
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Thus, the lemma follows. 
Proposition 3.11. Let the hyperbolic recurrent IFS satisfy the strong separation condition, and




Proof. The proposition will be proved if we can prove that
inf
n∈N
(logn + α1ên(µ)) > −∞.
By Lemma 3.8, there is an n0 ∈ N, such that


















log n+ ên(µ̂i) : n ≤ n0
}
> −∞.





for all n ∈ N. For m ≤ n0, this is true by the definition of c. Let m > n0, and assume that the
inequality holds for all n < m. Then,

























































Using Lemma 3.10 and the fact that 1
pi
∑N




















for all nj ≥ 1 with
∑N
j=1 nj ≤ m. Thus we have,






































































































(logn+ α1ên(µ)) ≥ cα1 > −∞,
and hence the proposition is proved. 
Proof of Theorem 3.2. Proposition 3.7 tells us that lim supn→∞ n
1/Cen(µ) < ∞, which by
Proposition 1.1 implies that D(µ) ≤ C. Since C > α2 is arbitrary, we have D(µ) ≤ α2.
Proposition 3.11 tells that lim infn→∞ n
1/α1en(µ) > 0, which by Proposition 1.1 implies D(µ) ≥
α1. Thus the proof of Theorem 3.2 is complete. 
Remark 3.12. Let α2 be the upper bound for the upper local dimension of the probability
measure µ generated by the hyperbolic recurrent IFS {X ;Si, pij : 1 ≤ i, j ≤ N}. Then, the
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