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We address the problem of priority for the Strong Law of Large Numbers (SLLN) with a 
view to portraying Cantelli’s role more accurately. The controversy over priority in 1928 
was initiated by Slutsky and came to a head at the Bologna Congress of Mathematicians. We 
portray it through the media of letters (the centerpiece of our paper) written by Slutsky 
during the Congress, and notes in the Congress Proceedings. The technical focus of Cantel- 
li’s proof of the SLLN is Boole’s Inequality. The publicity it received at the Congress very 
likely led to considerations of optimality of such bounds and to the Bonfermni Inequali- 
ties. 0 1992 Academic Ress, Inc. 
Der Auf&z verbindet das Priorit&tsproblem fur das Strenge Gesetz der Gro8en Zahlen 
(SLLN) mit einer genaueren Darstellung der Robe, die Cantelli dabei gespielt hat. Der 
Erioritatsstreit wurde 1928 von Slutsky entfacht und hatte seinen Hijhepunkt auf dem 
Mathematikerkongre8 in Bologna. Er wird mit Hilfe der Briefe dargelegt (dem Kernstuck 
des Aufsatzes), die Slutsky w&hrend des Kongresses schrieb, und der Aufzeichnungen 
in den KongreSakten. Der technische Kern von Cantellis Beweis des SLLN ist Booles 
Ungleichung. Der Bekanntheitsgrad, den diese wlhrend des Kongresses erzielte, ftihrte 
wahrscheinlich zu Optimalitatsbetrachtungen solcher Schranken und zu den Bonferroni- 
Ungleichungen. Q 1992 Academic Press. Inc. 
L’article combine le probltme de prior&C concernant la loi forte des grands nombres 
(SLLN) avec une description plus precise du r81e que Cantelli y  a joub. La quereile de 
priorite a ete cherchee par Slutsky en 1928 et a eu son point cuhninant pendant le congres 
des mathdmaticiens a Bologne. On I’explique a I’aide des lettres (la partie essentielle de 
I’article) que Slutsky a &rites pendant le congr& et des notes dans les actes du congres. La 
quintessence technique de la preuve de Cantelli de SLLN est I’inegahtb de Boole. Le degre 
de notori&? qu’elle a acquis pendant le congres a entrain6 probablement la consideration 
d’optimalite de telles bomes et les inegalites de Bonferroni. o 19~2 Academic PESS, IW. 
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1. INTRODUCTION 
The commonly held modern view (e.g., Feller [1%8,204]; Lo&e [1963, 2281) is 
that I&rile Bore1 (1871-1956) obtained the strong law of large numbers for the 
special case of the proportion of successes in independent trials with constant 
probability of success p (Bernoulli trials), while Francesco Pa010 Cantelli (1875- 
1966) is credited with the almost sure convergence of the sample mean for general 
independently and identically distributed random variables. The central tool, now 
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called the Borel-Cantelli Lemma, is ascribed to Bore1 for independent events, and 
to Cantelli in the “convergence” version for not necessarily independent events 
Bi, i 2 1, in the form ZP(&) < 00 j P({BJ, i.o.) = 0. The sources cited are 
generally Bore1 [1909] and Cantelli 11917al. 
It is, further, generally accepted that while the direction of Borel’s [1909] argu- 
ment is valid, there are serious flaws in his reasoning [Barone & No&off 19781. 
Borel’s treatment is not measure-theory based, and neither is Cantelli’s. 
The most serious drawback of Cantelli’s treatment is an inability to completely 
interpret his result due to a measure theoretic difficulty. Cantelli’s proof is in a 
setting of general random variables and is independent of Borel’s; and his result is 
applied in particular (in his Sect. 6) to Bernoulli trials (hence the title of his paper). 
Apparently Borel’s efforts were not noticed by other probabilists until a brief 
communication by the Soviet mathematician Slutsky 119281, even though the 
journal in which Borel’s paper had appeared, Rendiconti de1 Circolo Matematico 
di Palermo was regarded at the time as a primary vehicle for the publication of 
probabilistic material. Cantelli [1916], publishing in this journal, had anticipated 
Slutsky [1925] in introducing a random variable (rather than just a constant) as a 
limit (“stochastic asymptote”) of convergence in probability. 
Slutsky’s [1928] paper contains the footnote (free translation from the French- 
ES): 
(1) Analogous considerations apply to all cases conforming to the strong law of large numbers 
(the apt expression coined by Monsieur Khinchin, Comptes Rendus, 186, 1928, p. 285), which 
after being established by Monsieur Bore1 in the Bernoulli case, has been studied in more 
recent years by Messieurs Cantelli, Khinchin, Steinhaus and by the author of this note 
(Metron vol. V, No. 3, 1925, Chapter V, p. 64). 
The matter was noticed by the Italians and came to a head during the 8th 
International Congress of Mathematicians, held in Bologna, Italy, 3-10 Septem- 
ber , 1928. This was attended by the foremost mathematicians of the day, including 
Slutsky on the one hand and Cantelli with a large contingent of Italian probabilists 
and statisticians on the other. There are elements of the dispute, which arose in 
the first session on probability, within the published proceedings [Atti del Con- 
gresso 19281, of which the first volume has general information on participants, 
sessions, discussion, and motions. The dispute’s evolution is described in detail in 
two letters from Slutsky to his wife, the first dated 6 September, 1928, the day of 
the third probability session which formally closed the dispute at the conference. 
The date of the second (see Section 4) is not precisely known. 
The originals of the two letters were eventually given by Slutsky’s wife to the 
eminent Soviet statistician N. S. Chetverikov, who refers to them briefly (pi 269) 
in his 1959 biography of Slutsky [Chetverikov 1975,261-2811 of which the present 
author was unfortunately unaware in his own biographical sketch [Seneta 1988a]. 
Chetverikov, now deceased, unable to have the letters printed, transmitted their 
contents in a long letter to a correspondent to whom I am, in turn, most grateful. 
Their contents form the nucleus of the present historical notes (our Section 4). 
Chetverikov [ 19751 gives some information on Slutsky’s wife. Iuliia Nikolaevna 
26 E. SENETA HM 19 
Volodkevich and Slutsky were married in Kiev in November 1906. Her father, 
N. N. Volodkevich, “one of the leading pedagogues of the day,” got Slutsky a 
teaching appointment in 1912 in the school of which Volodkevich was director. 
No doubt, then, that Mrs. Slutsky was educated to high school level; but Slutsky’s 
letters do not suggest that she needs to have had any mathematical training. They 
are the kind of thing an aggressive mathematician might write to his wife in a 
similar situation whatever her background. The letters would have been transmit- 
ted by her to Chetverikov between the date of Slutsky’s death, 10 March, 1948, 
and the original printing of Chetverikov [1975], viz. 1959. 
The scholarly and extensive study of Barone and Novikoff [1978, 162 footnote, 
185-1861 another fundamental source for the present work, tends to misrepresent 
Cantelli’s contribution [1917a], in particular his recognition of the value of Boole’s 
Inequality, which he rediscovered in his 19 17 papers, as a key to handling stochas- 
tic dependence. Barone and Novikoff’s thesis is that almost all credit should go to 
Bore1 and Hausdorff. One of the purposes of this paper is to portray more accu- 
rately the results of Cantelli [1917a] and to cast some light on the background to 
Slutsky’s attack. The reader may judge the apportionment of credit for himself/ 
herself from the brief sketches (our Sections 2 and 3) of Borel’s reasoning and 
Cantelli’s reasoning, in modem notation, which follow. Their main function, on 
the other hand, is to provide a background to probabilistic events of the Bologna 
conference, which will be novel for most readers. This conference among other 
important consequences, may have led from the starting point of Cantelli’s redis- 
covery of Boole’s Inequality, to the investigation of its optimality by Frechet 
[ 19351 and its generalization by Bonferroni [ 19361, points which we take up in our 
Section 7. The reader may also consult Benzi [1988, Sects. 2 and 31 for a view 
parallel to our Sections 2 and 3. 
2. BOREL 
Bore1 [1909 Chap I] considers an infinite sequence of independent trials with 
probability pk, 0 I pk 5 1, of success in the kth trial, k 2 1, and concludes that the 
probability of an infinite number of successes is 
0 if&k < w; 1 if &k = co (2.1) 
(“Borel’s zero-one law”). The calculations are deficient in a number of respects 
[Barone and Novikoff 1978, Sects. 4.1-4.41. 
In Borel’s Chapter II, the first application of the above is in the setting of a 
binary (dyadic) expansion of a number in [0, 11, where each binary place can be 0 
(a “trial success”) or 1 (a “trial failure”) equally probably; we will thus speak of a 
sequence of Bernoulli trials, with probability of success p = 4 in each. If Y,, is the 
number of successes in the first n trials, Bore1 [1909, 2591 asserts that 
(2.2) 
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where r = 7(n) + w  as n + 03, but r(n)lfi + 0 as n + ~0. Then, defining a 
generalized trial to result in a success if 1 Y,, - n/21 2 r(n)fi and a failure other- 
wise, the probability of this success is seen to be p,,, where 1 - p,, is given by (2.2). 
If+) grows sufficiently fast with n, Epk < QJ, and, by (2.1), the probability of an 
h&rite number of successes is 0. Barone and Novikoff [1978, 441 point out, as 
others have before them, that while the calculational deficiencies based on (2.2) 
can be rectified, the conclusion cannot be drawn from (2.1) since the generalized 
trials are not independent. 
The conclusion of the argument is that, with probability one, there are only 
infinitely many n for which 1 Y,ln - &I < r(n)/& does not hold, so that Y,,ln + 4 in 
the ordinary sense, with probability 1. 
Results from Borel’s [ 19091 paper were later published in book form, an edited 
form of his lectures [Bore1 19261. We shall have more to say about this book in our 
Sections 4 and 5. The argument is still that of the above sketch (see especially 
Bore1 [1926, ll-17,31-331). Curiously, this book (of 101 pages) does not mention 
the paper. In a much later and different source which exists in English translation 
[Bore1 19651, there is a new Chapter 6 [pp. 57-65 in the English translation] 
entitled “The Law of Chance”, which in its Sect. 6.9 refers to the “strong law of 
large numbers” specifically, describing it as a consequence of “the fundamental 
theorem of the theory of denumerable probabilities”, the name Bore1 [1965, 641 
gives to (2.1). 
3. CANTELLI 
In his Sect. 2, Cantelli [1917a] begins with the inequality due to Boole [1854] and 
duly credited to him by Cantelli, that for a sequence of events Ai, i L 1, 
P(A,AZ . . . A,.) 2 1 -x pk 
k=l 
where I)k = P (&), for finite r; and notes that P(AIAz . . . A,) decreases with r. 
Denoting its limit by 1, he notes that, consequently, 
12 1 - iPk. 
k=l 
(3.1) 
The case where the sequence (Pk} is summable is of particular interest. 
In his Sect. 3 Cantelli considers an infinite sequence of independent random 
variables Xi, i zz 1, and notes that their successive averages xcn, = Zf=r Xi/n, n 2 
1, are dependent. He does not suppose that the Xi’s are identically distributed; but 
we shall make this assumption to simplify the account. Writing, then, EXr = pl, 
Var Xi = g*, E(Xr - ~1)~ = ~4, implicitly assuming these are well-defined, he 
obtains 
E(Zn - /A,)4 = 2 + 3 $ (1 - a, (3.2) 
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and notes that 
wn - MI > %J 5 l#L, (3.3) 
where A, is an arbitrary positive number and (Y,, = h,(E(xn - ~r)~)f. Later in the 
paper [p. 2191 he remarks that it is not enough to base the analysis on the notable 
“variance” inequality of Bienayme and Chebyshev in place of (3.3), since it leads 
to a divergent series:Heascribes (3.3) to Cantelh [1916], but in a much later paper 
of 1933 [Cantelli 1958, 3001 gives the credit to a paper of P. Medolaghi of 1911. 
We recognize (3.3) nowadays as a simple application of Markov’s inequality 
P(X > a) zz EXIa for a non-negative random variable X, and a > 0. Markov’s 
inequality was known, even in probabilistic form, by the time of Cantelli’s paper 
cited above [see Heyde & Seneta 1977, 1241 but not, perhaps, Medolaghi’s in- 
equality. (We shall see in our Sect. 4 that Cantelli was well-acquainted with 
Russian probabilistic writings.) In his Sect. 4, Cantelli [1917a] takes 
&+I = {IJfn+i - ill 5 an+i), 
whence (3.1) becomes 
i 2 0, 
f(n) = hit P(A,&+l . . . An+,) 2 1 - i p{IX,+i - ~11 > an+i) 
i=O 
and from (3.3) and (3.2) 
(3.4) 
By choosing 
%+i 
= g/(n + $-O/4 9 
where 8 > 0,O < 6 < 1, it is seen that a,+i 3 0 as i --, 00, and that the infinite series 
on the right of (3.4) converges. Finally (in his Sect. 5) 
lim 1,) = 1. (3.5) n-+m 
Cantelli’s conclusion to his Sect. 5 is that wit& probability as close to unity as 
one wishes, the sequence of random variables X,,, it z- 1, assumes values which 
tend, in the ordinary sense, to pl. 
4. CHETVERIKOV’S LETTER AND SLUTSKY’S LETTERS 
[Apart from parenthetical comments like this, in squared brackets, what follows is 
precisely the content of Chetverikov’s original letter to my correspondent. The 
omissions are Chetverikov’s. The whereabouts of the originals of Slutsky’s letters 
are unknown.-E. S.] 
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Dear [name and patronymic of my correspondent&-E. !I.] 
I enclose the promised letters of E. E. Slutsky, transcribed from the originals, received by 
me for this purpose from his wife Iuliia Nikolaevna Slutsky (rite Volodkevich-in Kiev). 
The lively controversy which flared up between E. E. Slutsky and the mathematician 
CanteUi on the question of the strong law of large numbers after examination of the opposing 
theses concluded in favour of E. E., who succeeded not only in defeating but also convincing 
his opponent. The whole episode so clearly characterizes E. E.-his relation to colleagues in 
his discipline, his meticulous consideration of all related authors and problems, his uncom- 
promising rigour of scientific thinking-that it is best to let him speak for himself and present 
that graphic description of his dispute with Cantelli which has survived in letters to his wife- 
Iuliia Nikolaevna-written in the very heat of “battle.” From the letter of Thursday 6 
September, 1928: 
“Until Tuesday all was quiet, calm and even somewhat dull. Then on Tuesday we had the 
first session of our section (probability theory and statistics) . . . and suddenly at the end of 
the second or third paper the lecturer, some Italian caged Dell’Agnola, puts the question to 
me: Could you explain to us, Signore Slutsky, on what grounds you in your last work . . . 
reveal that the strong law of large numbers was first established by Borel, when we all thought 
that it was established by Signor Cantelli ?-Do you understand what it was that I had done? 
Unsuspecting, in my last paper I, with a few words, had stirred up a whole hornets’ nest. I 
wounded the national pride of some, outraged others regarding themselves as experts (and 
outraged real experts), and perpetrated a near mortal insult to Cantelli, having revealed that 
not he but another had made the discovery which he regarded as the very finest jewel in his 
crown. . . . Since I did not understand Dell’Agnola’s question, posed in Italian, Cantelli 
himself jumped up and added fat to the fire. Before the session, he, as if there was nothing 
amiss, with polite smile and compliments had made my acquaintance and spoken with me (a 
small, wiry, clean-shaven man, 52 years old but looking younger, an extremely lively Sici- 
lian). After my first words . . . the renowned professor Castelnuovo, author of the intema- 
tionally known course on the theory of probability-announced that Signor Slutsky must be 
in error since the book of Borel, to which I had referred, is very well known to all and there is 
nothing of the kind there (in my first reply I simply referred to the book of Borel) . . . . Oh, 
now I see one must tread with caution! The Italians are acute people, and though they don’t 
know the Russian language, they know everything that Russian authors have published in 
other languages, and our deceased Chebyshev is simply a deity to them. Now, you follow, I 
realize what excitement there is, the noise level grows to a light rumble, many have even got 
up from their places-the time is not right for serious discussions (though I have confidence 
in myself, you follow). I sense that I’m not in control of events or of myself. . . the battle 
must be deferred. . . . I announce that I am embarrassed to have to rely on my memory on 
so delicate a question, but that I affirm that I am correct and request that my reply be 
deferred, so that I can get Borel’s book and to indicate with complete precision what is and 
what is not there. Castelnuovo, again spreading his hands, stated that we, so to speak, know 
Bore1 perfectly and what there is and what there isn’t there. . . . They calmed down and 
passed on to further lectures. After the session Cantelli again swoops on me . . . “Admit, 
Monsieur Slutsky . . . of course someone advised you to write that! Yes, advised?” This has 
the quality of an insult . . . he thinks that the written words were not mine. Using a cold tone 
to put the man in his place, and surprisingly calmly (it’s my calmness at that very moment that 
surprised me) I say: “Monsieur Cantelli, please remember that I never sneak of an author 
whom I have not read”. I see this has an effect; he pulls himself together. “Fine”, he says, 
“I’ve already told Messina (a young professor and a student of his) to get the book. I will 
show you that there is no-thing &he-sort there!” “We’ll see,” say I. “But you, Monsieur 
Slutsky, wig publicly admit your error?“-“With pleasure”, I reply, “ifthat is the case.“- 
“Yes, yes, Monsieur Slutsky, of that I’m certain.” What happened next I’ll write in the next 
letter; for the moment I’ll only say, hurrah, a complete victory! And a splendid one!” ~~--------------------------~~~~~~~~~~~~~~~~~~~~~~~~~~~- 
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“It is true that I did not completely successfully express myself in that article. I said it thus: 
the first, who investigated the problem was Borel, then it was studied by Cantelli, Khinchin. 
Steinhaus and myself. I should have separated out Cantelli, since he deserves the greater part 
of the credit, and I didn’t do that. Of course with space as limited as in Comptes Rendus that 
would have been difficult. Further to Cantelli’s advantage is the fact that although Bore1 
indeed examined the problem first, Bore1 apparently did not himself notice the problem at all, 
since in his work the problem is linked to another which for him was the more important. 
Thus while objectively the problem and its partial solution are in Borel, Bore1 himself appar- 
ently did not notice the meaning and significance of the problem, while Cantelli was the first 
to grasp and develop the sense of it. Then, again something which no one before me had 
noticed, there is the fact that in Borel’s proof there is an error. . . . So that’s the way things 
were. All day long Cantelli and Molina carried the book about and probably conferred. 
However when on the evening of the second day (Wednesday) CanteUi gave me the book and 
my article . . . he still claimed that I am in error; but I perceived his fervour was not as great. 
I tried to convince him and in part succeeded. . Later at night . . I prepared for today 
. . , On top of everything else I was elected-to honour Russians-as one of the chairmen, 
so I had before me the prospect in turn: of chairing the session, of explaining myself publicly 
to Cantehi and various of his defenders, and of reading my paper. . That night I con- 
structed an explanation/reply for Cantelli, that the wolves might be sated (that’s me!) while 
the sheep remained intact (Cantelli!), and wrote the chairman’s speech. . . . I went to bed at 
6.15, arose at 8.30 and was at Cantelli’s at 10.30-Now he was in my hands. I read from Bore1 
what was necessary, and put it down explicitly on paper. He reads and realizes he is trapped. 
Not I but he. He is at my mercy. Because the impression on the public depends on such fine 
distinctions in the editing of my announcement (and I might well publish it!), his fame hangs 
by a thread. Of course at stake is his main discovery!” 
____________-----_--____________________-------------- 
[Chetverikov continues-E. S.]. Of course, E. E. by no means intended to use his “victory” 
to personally offend Cantelli- 
6‘ . . . that wiry, small, not at all bad man, very knowledgeable, wonderfully acquainted with 
Chebyshev, trying to learn everything possible about the Russian school (only one thing I 
cannot forgive, that he does not esteem Chuprov). In truth, he has brought fame to the 
Russian name in Italy, because he doesn’t steal but says honestly: that is from there, that is 
Russian and that is Russian. . . Clearly one must let him keep his pride. And at this point 
he swallowed it. “You see,” he says, “Monsieur Slutsky, this is so, but it is not timely. The 
public may well not grasp it at once, your fine distinctions will not reach it, and the impression 
formed will be incorrect, although you’ve said it correctly.” 
Well, what could one do; one must try. Thus we sat down to work at 10.30 and finished at 
2.15. He still became agitated (at times), but now did not attack but defended. . . . It all went 
smooth as silk. The chairman’s speech . . . then I was recognized by the Chair and read my 
clarification. -Deathly silence. They listened attentively. I think they agreed. Then Cantelli 
spoke, and agreeing with me on the whole, said little but enough . . . and correctly. I did not 
reply and it finished at that. Still, it’s a pity that Castelnuovo was absent . . . two discoveries 
in the book which he thought he knew like the back of his hand! 
Then, after two papers read, mine . . . I’m happy with the way it went. Cantelh in places 
corrected my French (just a tiny bit, but that’s fine)-and Cantelh and I are now “friends”!” ____________-______------------------------------------. 
[Chetverikov continues-E. S.]. The place which gave rise to such passionate controversy is 
a note to the article: “On a criterion of stochastic convergence of sets, consisting of random 
variables.” Comptes rendus t.187, 1928. In Russian in his “Izbrannie Trudy,” Ak. Nauk 
SSSR Moscow, 1960 p. 134 footnote 1. I give the text in the original, since the Russian 
translation does not altogether completely correspond to the words written by the author. 
(1) Les considerations analogues s’appliquent a tous les cas assujetis a la loi forte de 
grands nombres (l’expression heureuse de M. Khintchine, Comptes rendus, 186,1928, p. 
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285), laquel le apres &tre dtablie pour le cas bemoullien par M. Borel, a Ctt dtudie 
pendant les demibres annees par M. Cantelli, M. Khintchine, M. Steinhaus et par 
l’auteur de cette Note (Metron vol. V, No. 3, 1925 chap. V, p. 64). 
Note: Session [Stance de 1’AcadCmie Sci. de Paris-E. S.] of 17 July, 1928. 
Regrettably, E. E. Slutsky did not indicate precisely which book of Bore1 and which page 
he had in mind. 
The letters communicated to you above were contained in my article “Lie and Scientific 
Activity of E. E. Slutsky” [see Chetverikov 1975-E. S.], but were ruthlessly crossed out in 
red pencil by the “wise editors.” This was quite annoying, the more so since in the little 
volume of my works this paper was omitted (again by “wise editors,” but others this time). In 
these letters, Evgenii Evgenievich reveals his character in a remarkable way: this was the 
reason they were included by me in his biography. 
With all best wishes 
Nikolai Chetverikov 
29 November, 1970. 
5. FROM THE PROCEEDINGS OF THE BOLOGNA CONFERENCE 
The list of official delegates by country [pp. 26-34 of Atti de1 Congresso 1928 
Tomo I] includes a Who’s Who of mathematics of the time. Among them the 
probabilists and statisticians whose names are eminent to us include B. Hos- 
tinsky, M. Frechet, L. G. du Pasquier, J. Hadamard, 8. Borel, P. Levy, G. 
Darmois, C. Gini, C. Bonferroni, G. Castelnuovo, J. Neyman, A. Lomnicki, S. 
Bernstein, E. C. Molina, 0. Ore, and G. Polya. There are further eminent names 
within the list of participants: Cantelli, B. De Finetti, R. A. Fisher, E. J. Gumbel, 
C. Jordan, A. Khinchin, 0. Morgenstem, Slutsky, 0. Onicescu, V. Romanovsky, 
and F. M. Urban. 
It is not clear from the reports of Section IV (Statistics, Mathematical Eco- 
nomics, Probability Calculus, and Actuarial Science) meetings on pp. 95-98, 104- 
106, 118-120, and 126-129 whether all the persons listed were actually present: in 
particular this applies to 8. Bore1 and C. Bonferroni, who took no part in the 
presentations or discussions in Section IV. This Section was split into two (IV-A 
and IV-B), and there were 4 meetings of it: September 4 (Tuesday), 5 (Wednes- 
day), 6 (Thursday), and 8 (Saturday), 1928. The Slutsky-Cantelli flareup took 
place in Session IV-A at the Tuesday and Thursday meetings. 
After the Tuesday opening of Section IV discussions by C. Gini (the Section 
president), Section IV-A (p. 97) under the chairmanship of Cantelli heard com- 
munications by du Pasquier and Urban before the paper of C. A. Dell’Agnola 
(Venice) which gave rise to the vocal dispute. The following are listed as having 
taken part in that discussion: Cantelli, Slutsky, Frechet, Khinchin, Castelnuovo, 
Neyman, Castellani (Maria Castellani appears also to have been a disciple of 
Cantelli). A little more information is provided by Atti de1 Congress0 [1928, Tomo 
VI] which on its pp. 27-34 contains Dell’Agnola’s paper: “Intomo alle succes- 
sioni di variabili casuali discontinue tendenti ad una variabile casuale limite,” 
which takes as its starting point Cantelli’s [1916] paper on the convergence 
X,, + X in probability. 
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On pp. 33-34 Dell’Agnola digresses to note that the strong law of large numbers 
has been attributed in a particular case to Bore1 by Slutsky [ 19281. On the other 
hand to demonstrate the strong law rigorously it is natural to consider a sequence 
of dependent events, as much for the general case as for the Bernoulli, and to find 
a calculable bound for the probability under investigation. This was, he says, done 
by Cantelli [1917a], having recourse to a forgotten theorem of Boole which he 
extended to an infinite number of dependent events, and to an extension of the 
well-known theorem of Bienayme and Chebyshev. The logical basis of the strong 
law is thus contained in Boole’s theorem, as extended by Cantelli. 
As regards the Wednesday meetings of Section IV the Atti . . . note the presen- 
tation of a paper, and participation in discussion of others’ papers, by Cantelli. 
In the Thursday meeting Slutsky, elected at the Tuesday meetings to the Chair 
of Subsection IV-A, requests that he be excused from this task. The session 
unanimously chooses A. Guldberg to chair. 
After some discussion on another matter, the Chairman recognizes Slutsky, 
who referring to the discussion on the lecture of Dell’Agnola of 4 September, 
makes, it is said, a statement to raise again the importance and the priority of 
some research of Cantelli (“. . . fa una dichiarazone per rilevare l’importanza e la 
priorita di alcune ricerche de1 Prof. CANTELLI”). Various presentations of pa- 
pers follow; Slutsky’s own paper is the sixth, and Cantelli is the only commenta- 
tor. 
The above is the sum total of the reportage in the Atti de1 Congresso [I9281 
concerning the Slutsky-Cantelli dispute. The reader will have gathered from our 
Section 4 that Slutsky’s presentation and communication with Cantelli was in 
French. In regard to Chetverikov’s uncertainty as to which book Slutsky was 
referring in his letter, this was surely Bore1 [1926], which at the time of the 
Conference had recently appeared; it subsumes the paper of Bore1 [1909]. 
6. AN ANALYSIS 
To assess the various perceptions of Cantelli’s [1917a] contribution, it is appro- 
priate to begin with what is actually stated in his paper. He does not ascribe the 
limiting value 1 (see Eq. (3.1) of our Section 3) a meaning as a probability of some 
event; consequently lcnj subsequently is given no such meaning, nor, finally, is the 
limit 1 of Eq. (3.5) in our Section 3. 
To ascribe such a meaning requires the countable additivity axiom of probabil- 
ity measure, -which implies its continuity. In the presence of this hypothesis the 
equation we have labeled (3.1) can be rewritten as 
P ( fi Ai) r 1 - c (1 - P(Ak)), 
i=l k=l 
6 1) 
which is Boole’s Inequality “extended to an infinite number of dependent events” 
(Dell’Agnola, our Section 5), which is better written in the form expressing “sub- 
additivity of probability measure” [Barone and Novikoff 1978, 1851 
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(6.2) 
where Bi = Ai. Next, with the countable additivity axiom, (3.5) can be rewritten 
~~p(~,)=.(,imcIB,)=P(~ ~~j)=O (6.3) 
j=n n+m j=n j=n 
with the quantity fi 0 Bj = “Bj i.0.“. The origin of the convergence part of 
II=1 j=n 
the Borel-Cantelli Lemma is clear if one combines (6.2) and (6.3). 
These are tools which Cantelli did not have, and even his conclusion (see below 
our (3.5)) is carefully couched. Contrary to the assertion of Barone and Novikoff 
[ 1978, 1851, his use of subadditivity of probability measure is not taken beyond the 
case of a finite number of events; and Dell’Agnola’s interpretation is thus also 
exaggerated. Mathematically, Cantelli’s treatment, unlike Borel’s, has no flaws; is 
in a general setting; and, unlike Borel’s, does not exaggerate its conclusion. 
Turning now to our Section 4, the reader will note that Chetverikov is an 
unstinting admirer of Slutsky and supporter of Slutsky’s perception of the matter. 
This admiration is transferred, as it were, to Bore1 since pp. 356-364 of Chetveri- 
kov [1975] consists of a first printing of an article entitled “fimile Bore1 and his 
books.” It is clear from the early part of Slutsky’s correspondence that he was 
somewhat combatative by nature (indeed, he needed to be to survive the impend- 
ing Stalinist destruction of Soviet statistics). The motivation for the rather 
brusque footnote in Slutsky [1928], which gave offence to the Italians, may have 
been a tit-for-tat for Cantelli anticipating him in the notion of a stochastic limit (see 
our Section 1). Although Slutsky moderates his tone in the latter (somewhat less 
exultant) part of the correspondence (“. . . I did not completely successfully 
express myself in that article . . . “), Cantelli comes out looking foolish. In those 
moments of anxiety he may well have reacted as Slutsky describes; though in 
retrospect there was little need for it, once the fact is accepted that Bore1 deserves 
some credit. 
For the interested reader, the Chuprov mentioned in Slutsky’s letter is fellow 
economic statistician A. A. Chuprov (1874-1926) described by Seneta [1982]. 
Some of his more technical results are analysed in Seneta [1987]. 
In regard to our Section 5, the reader will have noticed that the brief report in 
the Atti def Congresso 1928 of Slutsky’s “clarification” at the Thursday session 
appears to be at odds with Slutsky’s own account; this may have been an Italian 
attempt to redress the balance. 
It is instructive to consider the standpoint on the work of Bore1 and Cantelli in 
the book of Frdchet [ 19371 published some years later, and after the Kolmogorov 
axiomatization of 1933. This book is apropos also since Barone and Novikoff 
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[1978, 1851, again undermining Cantelli’s position, point out that (6.1) in a measure 
theoretic setting occurs already in Frechet’s thesis of 1906. Frechet was present at 
the Bologna conference as already noted; and the preface to his book carries 
acknowledgements to Cantelli and Slutsky amongst others. The frequency with 
which Cantelli is mentioned in the body of the book, including mention of Per- 
sonal Communications, testifies to the high regard in which Frechet held him. 
On p. 26 Frechet credits Cantelli with the use of the “generalized Boole for- 
mula” (6.2) to deduce (6.3) when ZP(Bi) < CQ. (Of course the continuity of the 
probability measure due to the countable additivity axiom was by that time well 
understood.) Almost sure convergence, which is defined as convergence of X, to 
X with probability one, is treated in Frechet’s Section V (p. 215). We quote from 
p. 217 in free translation. 
To Cantelli [i.e. Cantelli [1917a]-E. S.] . . . is due the credit for later [i.e. after Bore1 
[19091-E. S.] being the first to demonstrate a more general theorem . . . expressing what 
Khinchin later ca.lled the “strong law” of large numbers. . . . The demonstration of Mr. 
Cantelli is simple, complete and rigorous. . . . However the proof of Bore1 offers the advan- 
tage of lending itself more readily to estimation of error committed in replacing probability by 
frequency. . . . The proof of Bore1 is excessively brief. It omits several intermediate argu- 
ments and assumes certain results without proof. In view of the importance of the result we 
recall it here and make it complete. 
In the corrected proof which Frechet begins on p. 217, Cantelli’s “conver- 
gence” part (given on p. 26 as mentioned) plays a central role. 
In his obituary of Cantelli, Ottaviani [1967, 198-1991 interprets Cantelli’s 
[1917a] achievement as introducing the notion of “uniform convergence in proba- 
bility” of a sequence {X,} to a random variable X, meaning that for arbitrary E > 0, 
lim lim Pr{lX, - XI < E, . . . , IX, - XJ < .5} = 1, 
mm nrtm 
(6.4) 
in parallel to Cantelli’s (1916) introduction of convergence in probability to a 
random variable: For arbitrary E > 0, lim,, P{]X,, - XI < E} = 1. Frechet, p. 228, 
calls (6.4) strong convergence; and calls uniform convergence in probability (p. 
230) the apparently stricter requirement that (6.4) hold when the E’S are replaced 
by a particular null sequence . . . E,, E,,+~, . . . , E,,, , . . . , . . . which the 
reader will see is actually closer to what Cantelli did. Frechet credits Cantelli 
(Private Communication) of showing the equivalence of these two forms of con- 
vergence; and notes that both are the same as almost sure convergence. These 
equivalences of almost sure convergence are now well-known in probability the- 
ory, but Frechet’s book appears to be the first authoritative synthesis. 
7. OPTIMALITY AND THE BONFERRONI INEQUALITIES 
Frechet is recorded in the Atti de1 Congresso [1928] as having participated in the 
debate on priority at the Bologna conference, and the fact that Cantelli’s reason- 
ing pivoted on Boole’s “forgotten” Inequality, which Frbchet had rediscovered in 
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1906, would have become apparent to him, and led him to examine carefully its 
origin, Boole [1854]. In Boole we find (page references are to the Dover reprint of 
1958; the notation is ours) 
P(A,) + . . . + P(A,) - (n - 1) I P(AIA2 . . . A,,) I min P(AJ (7.1) 
i=l, , n 
given for n = 2 in Section 4 [pp. 297-2991 of Chapter XIX, for n = 3 in Section 5 
[pp. 299-3001, and the lower of the two bounds for general R in Section 11 [p. 3071. 
Both bounds are also enunciated for general n in the Conclusions 1 and 2 on 
p. 300. The left-hand bound above is just Cantelh’s starting point (see our Section 
3). The other inequality is also exceedingly useful [Seneta, 1988b]. In a paper 
published a few years after the conference, Frechet [ 19351, on p. 386, now derives 
“la formule de Boole genCralisCe” this being (for i 1 1): 
1 - XP(Ai) 5 P(AlAz e e .) 5 P(A;). 
The whole paper is also essentially reproduced as Chapter 2 of Frechet [1937]. 
Frechet [1935] was, likely, motivated in part by a desire to make precise certain 
vague assertions of Boole in relation to his inequalities. Boole in his Section 13 
[p. 3101 refers to the “narrowest limits,” and elsewhere speaks of “lim sup” and 
“lim inf”. Frechet shows that the bounds (7.1), which we shall write in the form 
(i=,yyT, n Pi =I my WJ 5 P (9 Bi) si P(Bi)(= i pi), (7.2) 
i=l i=l 
where pi = P(Bi)y and Bi = Ai as before, are optimal in the following sense. 
Let n be fixed; iff(pi, ~2, . . . , p,) is any function of p,, ~2, . . . , p,,, such 
that for arbitrary events Bi , B2, . . . , B, in an arbitrary probability space 
API, P2, * * * ~~n)‘P((j Bi), 
i=l 
where pi = P(BJ, then 
API, P2, . . . , Pn) 5 max Pi* 
Also if F(p,,pz, . . . , p,) is any function of ~1, . . . , p,, such that 
P (IJ W) 5 F(PI, - - * 9 PJ 
then 
min ($ Pi, 1) 5 F(PI, . . . , PA. 
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Frechet proves optimality by noting that max pi and min (Z’Zpi, I), are bounds of 
the form required (obvious from (7.2)); and then that for any set of values pl, 
P2, * - - f p,,, 0 I pi 5 1, Bi’s can be constructed such that P ( ~ Bi) = m” pi 
(and then, with a generally different set of Bi’s, that equality holds with the other 
bound). Note that optimahty here is shown for arbitrary fixed II. 
The Bonferroni inequalities are a sequence of inequalities of increasing com- 
plexity (“degree”) which have found use in simultaneous statistical inference in 
that they constitute a method of coping with probabilities of unions of arbitrary 
dependent events BI , B2, . . . , B, in any probability space. The first two (and 
most important) elements of the sequence are 
P(\j Bi) 5 i P(Bi) 
i=l i=l 
P (0 8’) 2 i P(BJ - 2 P(B$j) 
i=l i=l i<j 
and the bounds continue in this way, being successively upper and lower. More 
generally, defining 
Sj= C f’(Bi,Biz * * * B,I), 1ljSn 
lSil<i* <ipi 
we have in turn 
P(UBi) 5 Sly P(UBi) 2 S1 - S29 P(UB;)sS,-S2+Sj,. . . . 
The inequalities can also be written as bounds for intersections (rather than 
unions) of arbitrary events, since by putting Ai = Si (the complements of Bi), i = 
1 f . . * 3 n, we have 
P(A,A2 . . . A,) = 1 - P (UB,). 
i=l 
Then the simplest inequality above becomes 
P(A,A2 . . . A,) 2 1 - i P(Zi) = i P(Ai) - (n - 1) 
i=l i=l 
since P(Xi) = 1 - P(Bi), which is the left hand inequality of (7.1). 
The paper in which the Bonferroni inequalities first appear [Bonferroni 19361 
was possibly also influenced in part by the highlighting of Boole’s Inequality 
(essentially the first of the sequence of the Bonferroni inequalities) at the Bologna 
conference (which, we note, Bonferroni attended). Boole’s [ 18541 book is cited in 
Bonferroni’s paper on p. 4, and the left-hand side of (7.1) attributed to Boole on p. 
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25 (in Sect. 31). The Bonferroni inequalities are stated (and justified in “sym- 
bolic” fashion) on p. 23 (Sect. 29), without mention of Boole. The first citation of 
Bonferroni’s paper and of his inequalities as a whole appears to be in Frechet 
(1940), from which the terminology “Bonferroni inequalities” derives, through 
the popularizing agency of Feller’s Volume 1. One is led to surmise that knowl- 
edge of Bonferroni’s work came to Frechet through his frequent correspondent 
Cantelli. At the time of appearance of Bonferroni’s work, Bonferroni was ordi- 
nary professor of general and financial mathematics in Florence at the Istituto 
Superiore di Scienze Economiche e Commerciali, and his obituary [Pagni 19601 
divides his publications into three areas, Financial Mathematics (which includes 
actuarial studies), Probability Calculus and Mathematical Statistics, and other 
mathematics, so this one paper was not an isolated instance of his probabilistic 
creativity. At this time his countryman Cantelli, whose work had a similarly broad 
character, was at the Facolta di Scienze Statistiche, Demografiche ed Attuariali at 
the University of Rome. Of course, these were times of Fascist rule in Italy; its 
influence in such connections is yet to be explored. 
We conclude this essay by some comments on Frechet’s notion of optimality, 
tracing this theme, too, to modern times. The notion can be extended as follows to 
degree two bounds (i.e., bounds involving not only P(BJ, i = 1, . . . , n, but also 
P(B&j), 1 I i < j I n) for P( UBi). Let II be fixed and U denote the class of 
functions G((pi}, (pii)> of n(n+1)/2 variables pi, 1 5 i I n; pc, 1 5 i < j I n, such 
that for any collection of events B,, Bz, . . . , B, in any probability space 
P( eBi) 5G({PiI, U}) 
where pi = P(Bi) and pc = P(B$j). (The domain of G is restricted to pi)s and pu’s 
consistent with some collection B1, . . . , B, in some probability space.) If G is a 
function in U such that for any consistent numbers {pi}, {pij} corresponding to 
some events B1, BZ, . . . , B,, a set of events BT, B;, . . . , B: may be found 
such that pi = P(BT), i = 1, . . . , n,pti=P(Bi*Bj*), 1 li<jsnand 
f’( U BT) = c({PiI, {PO}), 
i=l 
(7.3) 
then G is an optimal upper bound. Obviously, G I G for any G E U. If such a 
bound c exists, since another upper bound for P(UiBi) results by permuting the -- 
indexseti= 1, , . . , n in G, G must be minimal under such permutation, and 
hence is invariant under such permutation (as is clearly the case, on inspection, 
with Frechet’s own degree-one bounds above). 
A similar definition can be made of an optimal lower bound. However, the 
absolute nature of the definition of these bounds makes the verification of them 
difficult, particularly property (7.3), even if candidate bounds are available. The 
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case n = 2 is trivial. However, some difficulty is already encountered for II = 3. 
Gallot [I9661 produced such a lower bound for n = 3 with the claim, but no 
demonstration, of its Frechet optimality. This bound also occurs as the lower 
bound, in a different sense of optimality, in Kounias and Marin [1976, 3101, while 
the upper bound they produce for II = 3 [p. 3151 can also be shown to be optimal in 
the FrCchet sense. Finally, Kounias and Marin produce explicit degree two 
bounds (optimal in their sense) for n = 4 [1970, 310, 3151, but whether Br, Bf, Bz, 
B$can always be found to give equality as in (7.3) has not been verified. 
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