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algorithm can be combined with the FELMS algorithm in reducing its coefficient update complexity. However, so far, the algorithm's properties have not been fully addressed.
Here, the properties of the convergence, both in the mean and in the mean square, are investigated in detail, verified by simulations. It is shown, when the common step-size is very small and an extra compensation step-size is properly chosen, the RCLMS algorithm has comparable performance to that of the DLMS algorithm. Due to the extra step constant ; the excess mean-square error (MSE) is shown to be slightly higher than that of the DLMS algorithm for zeromean input signal. The excess MSE is proportional to . Also, it is shown that the allowable bound for the step-size is a function of the step-size . Specifically, the larger the step-size is, the narrower the bound is for the step-size .
The paper is organized as follows. In Section II, the RCLMS algorithm will be reviewed, followed by its stability analysis in the third section. Section III covers the issues of weight convergence in mean and mean-square senses, convergence bound for ; and excess MSE. This section also suggests simple working rules for RCLMS algorithm, leading to a comparable performance to the DLMS algorithm. The derived properties, bounds as well as working rules, are verified with the simulations in the Section IV. The final section draws a conclusion.
II. THE RCLMS ALGORITHM
For real-number systems, given an adaptive filter with input sequence x(n) and coefficients w k (n)'s, the RCLMS algorithm is f[x(n 0 2k) + w 2k+1 (n)] 1 [x(n 0 2k 0 1) + w 2k (n)]g 0 C(n) 0 P (n) (1) where C(n) = N=201 k=0 w 2k (n)w 2k+1 (n) (2) P (n) = N=201 k=0 x(n 0 2k)x(n 0 2k 0 1) = P (n 0 2) + x(n)x(n 0 1) 0 x(n 0 N)x(n 0 N 0 1): (3) N is an even number, and x(n) = 0; P(n) = 0 for n < 0. Note that P (n) only costs one multiplication and two additions. The timevarying complicated C(n) can be replaced by a simpler scalar h N (n) as follows, which costs only one extra multiplication, as depicted in (6) . Therefore, for the filtering part
For the weight update part w k (n + 1) = w k (n) + e 0 (n)x(n 0 k); k = 0; 1; 111 ; N 0 1
1057-7130/99$10.00 © 1999 IEEE h N (n + 1) = h N (n) 0 e 0 (n) (6) where the error signal e 0 (n) is
and d(n) is the desired signal.
III. STABILITY ANALYSIS OF THE ALGORITHM
To discuss the stability of an adaptive algorithm, there are two key considerations here [2] : 1) Convergence in the mean, which means that the expectations of the weight vector w(n) and hN(n) approach the optimal (Wiener) solutions w 3 and h 3 N , respectively, as the number n of iterations approaches infinity and 2) Convergence in the mean square, which means that the final (steady-state) MSE is finite.
For convenience, some definitions and notations are defined as follows:
w(n) = [w0(n); w1(n); 11 1; wN02(n); wN01(n)] 
where w(n) = the tap weight vector, x(n) = the tap input vector.
Here, both x(n) and d(n) are assumed zero-mean and wide-sense stationary. It is also emphasized that the following independence assumption similar to those of [2] and [3] is made.
1) The input vectors x(1); x(2); 111; x(n) constitute a sequence of statistically independent vectors.
2) x(n) is statistically independent of all previous samples of the desired response, namely d(1); d(2); 111 ; d(n 0 1).
3) d(n) is dependent on the corresponding x(n), but statistically independent of all previous samples of the desired response.
4) x(n) and d(n) consist of mutually Gaussian-distributed random variables for all n. Based on the assumption, the conditions hold: 1) The Convergence of E[w(n)]: By subtracting w 3 from both sides of (5), followed by taking its expectation, we have
where e opt (n) = d(n) 0 x T (n)w 3 ; and R = E[x(n)x T (n)].
Here, the simplification is achieved by applying the independence assumption and orthogonality principle, i.e., E[x(n)eopt(n)] = 0. Since w(n) [and hence w (n)] and h N (n) [and accordingly (9) is the same as that for DLMS algorithm, so is the required constraint for step size ; i.e., 0 < < 2=max; where max is the largest eigenvalue of R.
2) The Convergence of E[h N (n)]: First, we can easily show that the optimal MSE h 3
w 3 2k w 3 2k+1 , by setting the derivative of J 0 (n) E[e 02 (n)]
with respect to h N (n) to zero. To discuss the convergence of
we take the expectation of (6) as follows:
As n approaches infinity
In a more rigorous way, it can be also shown that E[h N (1)] = E[C(1)]. By subtracting C(n+1) from both sides of (6), and assuming that C(n + 1) C(n) for a very small and correspondingly a slowly varying C(n), one has hN(n + 1) 0 C(n + 1) h
By defining hc (n) hN(n) 0 C(n), the expectation of (12) can be reduced to
Therefore, under the condition j1 0 j < 1; E[ hc (n)] = 0; and
3) The Convergence in the Mean Square: The MSE J 0 (n) can be shown to be
where E[e 2 (n)] is equal to J(n) of the DLMS algorithm. Equation (14) is simplified by applying (7), the independence assumption, and
. In computing K(n + 1), various cross terms arise as a result of the multiplication. Many of them can be discarded, which includes
The reasons leading to (15) can be found in [2] . Equations (16a) and (16b) are due to the independence assumption and
while (17) is assumed negligible when and are small enough, i.e., 0 < 1=(2N ) and 0 < 1=(2N 2 x ). Appendix A details the derivation steps leading to the constraints. As a result (with the help of the Gaussian moment factoring theorem [2] )
where Q is the eigenvector matrix of R; Equation (20) will approach to zero as n ! 1 under the condition (1 0 i )(1 0 j ) + 2 i j < 1, i.e., 0 < < (1= i + 1= j )=2. The worst case is 0 < < (1= max + 1= max 2 )=2, where max 2 is the second largest eigenvalue of R. In practice, since 2=tr[R] < 2=( max + max 2 ) (1= max + 1= max 2 )=2, 0 < < 2=tr [R] is a more feasible bound.
Next, let us discuss the convergence of E[ 2 hc (n)] and the diagonal elements u i (n) of U(n), i = 0; 1; 11 1;N 0 1. It was shown in [2] that J ex (n) = N01 i=0 i u i (n). From (12) and the independence assumption, we have
One may combine (19) and (21) 
Moreover, g i can be eliminated by multiplying both sides of (24) with i and then summing over all i from zero to N 01. In summary, the convergence condition for is 0 < < (1=max + 1= max 2 )=2 [5] for both RCLMS and DLMS algorithms, while of RCLMS algorithm should satisfy (27).
4 Note that when is sufficiently small, MSE of the RCLMS algorithm is equal to J(1) of the DLMS algorithm [2] . On the other hand, for sufficiently small ; one has N01 i=0 i=(1 0 i) 0, and J 0 (1) 2J min =(2 0 ). 
Note that 2M=(1 + M) < 2. In practice, M is first prescribed, then can be confined to a more conservative upper bound than (27), as shown below
When is sufficiently small, (32) reduces to a form similar to that of the DLMS algorithm [2] . On the other hand, when is sufficiently small, M =(2 0 ).
6) Simple Working Rules:
Based on the derived properties, one can conclude the following simple working rules that result in a comparable performance of RCLMS algorithm to that of the DLMS algorithm (in terms of speed and MSE). 2) Pick subject to the following constraint: As shown, the simulation curves are very close to the derived theoretical MSE curves of (31), especially for the cases of small . In the large case, although there is a more noticeable deviation between the theoretical and simulation results (as expected) than the small ; the theoretical curve still follows the simulation curve closely. The simulated convergence bound for exceeds 1.99 (with = 0:0001), which is extremely close to the theoretical upper bound 1.999 predicted by (27). On the other hand, the simulations diverged when 1:8 (with = 0:03), which is still very close to theoretical value of = 1:8174 from (27). In practice, it is suggested that (36) instead of (27) be used for the upper bound of .
Next is the verification of the simple working rules suggested in the previous section. With the same equalizer design problem as before and a prescribed M = 0:09; Table I lists the values of theoretical upper bound and lower bound for and that could make up a RCLMS algorithm comparable (in speed and MSE) to that of the DLMS algorithm. In the following simulations, assuming an in-bound = 0:01; various values of in and out of the bound are simulated and compared. Fig. 2 shows the MSE's (average of 500 runs) of DLMS algorithm and the RCLMS algorithm with = 0:01 for various values. As expected, the convergence rate of RCLMS algorithm for = 0:001 is slower than that of the DLMS algorithm, because is smaller than the lower bound of (36) in Table I . However, also as expected, its steady-state MSE is close to that of the DLMS algorithm. On the other hand, the curves of = 0:1 and the DLMS algorithm have the same convergence speed and comparable MSE's of 015.73 and 015.89 dB, respectively, as shown in Fig. 2 and Table I . This is because both and are in the working ranges listed in Table I .
In cases of larger = 1 and 1:5, they are outside the working range. They are also outside the upper bound of derived in Appendix A for (17) to be negligible. As predicted, these values result in larger MSE's than those of the DLMS algorithm. One can notice these somewhat peculiar learning curves. They first drop to their minimum values like the DLMS algorithm and then continue to raise to higher steady-state MSE's. For these two 's, many neglected terms [especially (17)] in the derivation steps are no longer negligible. The accuracy of the derived properties were confirmed by the mentioned simulations with some small disparities (particularly for large ) as shown in Figs. 1 and 2 . One of the reasons for those deviations could be explained by the so called shifting properties [2] as follows. Note that all the previously derived theories are based on the independence assumption. However, the shifting property of input data could introduce statistically dependent results [2] . It might result in E[x(n)(hN(n) 0 C(n))] 6 = 0; even when x(n) is a zero-mean signal. That means E[x(n)(hN(n) 0C(n))] would converge to a dc vector in the long run. Accordingly, each converged weight is equal to the sum of its Wiener solution and a dc bias. The magnitude of dc bias is found to directly proportion to from the simulation results.
The dc bias could be an another reason why there are peculiar MSE curves as in Fig. 2 , especially when is large and outside the working range and/or near the upper bound of stability. All the derivations are under the conditions that and/or are small. Therefore, in cases of large and/or ; one may expect noticeable (but minor) deviation between theory and the simulation results as shown in Fig. 1 .
The last example demonstrates the effects due to eigenvalue spreads. Here, an equalizer is designed to compensate a raised-cosine channel h(n); where h(n) = (1 + cos(2(n 0 2)=W ))=2; n = 1; 2; 3. The input signal is white Gaussian, zero-mean with variance = 1. The parameter W controls the eigenvalue spread. In the example, the tap number is set to 12, and = 0:025; = 0:1. Fig. 3 shows the MSE curves of RCLMS algorithm under various eigenvalue spreads. As expected, a larger eigenvalue spread results in a slower convergence and larger MSE, and vice versa. Since the curves of DLMS virtually overlap with those of RCLMS algorithm, we do not include them for comparison. Regarding practical application examples of RCLMS algorithm, it has been successfully applied to HDSL equalizer [6] and cable modem [7] designs.
V. CONCLUSION
The properties of RCLMS algorithm have been characterized in the paper. The simulation results match the derived properties closely.
Simple working rules and proper bounds for and are also given to facilitate the new algorithm's practical usage. In the theoretical analysis, small is assumed. 
On convergence one can reasonably assume that the weight differences from their optimal values are roughly equal to the weight correction terms, i.e., w(n) = w(n) 0 w 3 w(n) 0 w(n 0 1) = e 0 (n 0 1)x(n 0 1) and similarly hc (n) 0e 0 (n 0 1). Hence
It is easily seen that
Note that this is a very pessimistic bound, because we have replaced x T (n)x(n 0 1) by x T (n)x(n) in this inequality. For zero-mean input sequence, especially a white input signal x T (n)x(n 0 1) 0. Next, let us transform R and K(n) to 3 = Q T RQ and U(n) = Q T K(n)Q; respectively. As such, 3 RJ 0 (n) N01 i=0 i is transformed to 3 3J 0 (n) N01 i=0 i ; which has a maximum element of is the most significant term; therefore, we only need to compare the remaining terms. Note that we have proved that all the offdiagonal elements of U(n) converge to zero [assuming a negligible (17)]. Therefore, we can ignore all the off-diagonal elements in the following transformed matrices. Now, let us take a look at the maximum diagonal elements of all the other terms in (19) assuming that (17) is negligible and then derive the required conditions for and :
1) Note that they are very conservative bounds. In our derivation, we have assumed the worst cases that rarely happen. Intuitively, on convergence, the randomness of zero-mean hc (n) and w(n) is very likely to make a much smaller (17) than the other terms in (18), which is confirmed by simulations.
I. INTRODUCTION
A method of using chaotic systems for secure communications has been proposed recently. 1 The purpose of this note is to point out that the method is simply a proposal for a cryptographic scheme whose advantages over other cryptographic schemes are debatable. Genuinely chaotic systems operate over infinitely large fields, usually the field of real numbers. Finite digital representations turn such systems into finite-state machines, whose autonomous behavior is bound to be ultimately periodic. The question is then whether, in designing a system for providing data security, one should start with a finite representation of a chaotic system, or whether one should choose conventional cryptology. (A good reference for cryptographic techniques is [1] .)
The proposal 1 specifies a list of properties of a finite-state machine which are to be regarded as designating a quasichaotic system. A typical property is the following: "The zero input response has a broad noiselike spectrum for almost all choices of initial conditions. Under
