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Abstract—In this paper, the major challenges and issues in
control of microgrids are discussed. The paper classifies possible
microgrid control architectures from highly centralized to fully
distributed peer-to-peer techniques. A control paradigm based
on coupled microgrids, peer-to-peer communication and au-
tonomous control, is proposed as a way to control the distribution
network with a high penetration of distributed energy resources.
The paper suggests epidemic algorithms as an appropriate
method for the proposed peer-to-peer control strategy.
Index Terms—Microgrid Control, Distributed Energy Re-
sources, Peer-to-Peer Control, Distributed Coordination and
Control.
I. INTRODUCTION
Growing concerns about energy sustainability, security of
supply and an increasing penetration of renewable energy and
other distributed energy resources (DERs), such as storage
systems and electrical vehicles, are impacting the operation
and the architecture of the electricity system. While currently
placing a burden on the distribution grid, it is generally agreed
that DERs could also be used for active grid control, thereby
contributing to a stable and secure grid. To accomplish this,
new control systems have to be designed that are able to fully
harness the potential of the installed DERs [1]. This active
monitoring and control of the distribution grid is commonly
referred to as being essential in the smart grid, which is
regarded to be key in the future integration of electricity
consumers, generators and those that do both (prosumers).
Current distribution networks are not designed to accom-
modate a large amount of DERs. A large penetration of DERs
may create problems to maintain the quality of supply to
all customers connected to the distribution network. Besides,
the intermittent nature of DERs can create issues with the
second-by-second balance of demand and supply. However, by
coordinating the DERs, these issues could be resolved without
the need for additional investments in grid infrastructure [2].
In the literature [3], the idea of a microgrid is an often
mentioned alternative to controlling the whole distribution
grid with a large amount of DERs. The main idea is that,
when there are many DERs in a wide network, it can be
very complex and difficult to control. Thus, a potential way to
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manage this complexity is by breaking the entire grid down
into a smaller microgrids, containing only a limited amount
of DERs. This paper elaborates this idea and proposes an
operational control paradigm for the future distribution grid,
based on the concept of microgrids.
When considering such a microgrid and the coordination of
multiple microgrids, different control methods can be found in
literature [4]. This paper proposes a taxonomy of these control
methods, from fully centralized to completely decentralized
control methods. The control architecture that is the most
decentralized, the peer-to-peer control architecture, is further
elaborated in this paper, as it is a promising way for future
control of the distribution grid. Since the DERs are typically
highly distributed, operated by many different owners and
with different objectives, it is desirable that the control system
for a microgrid operates in a highly distributed way as well.
Besides, a robust control system is needed that does not depend
on a single point of failure, as most of the more centralized
control methods do.
The rest of the paper is organized as follows: section II
introduces the most prominent issues with regard to the
integration of DERs in the electrical grid are, together with a
short elaboration of the microgrid concept that would be able
to overcome these issues. Section III proposes a categorization
for the different architectures of microgrid control. Section IV
then proposes a new control paradigm for the distribution grid,
based on the microgrid concept and the previously identified
peer-to-peer architecture. Finally, the paper is concluded in
section V.
II. ISSUES WITH THE INTEGRATION OF DERS IN THE
ELECTRICAL GRID
This section summarizes the most prominent issues with
regard to the integration of DERs in the current electrical
grid. Both voltage issues and frequency or stability issues are
discussed. Other type of issues, such as harmonics, security
issues and power fluctuations are not discussed here. The
microgrid concept is presented as a possible solution that is
able to overcome these issues.
A. Voltage Issues
A large penetration of DERs may create problems to main-
tain the voltage quality of all customers connected to the same
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part of the distribution network. Up till now, voltage quality
in the distribution grid is achieved based on the layout of
grid infrastructure that is capable of operating within limits
even in worst case scenarios, with the assumption of unidi-
rectional power flows. The planning of the infrastructure is
quite straightforward: minimum and maximum load conditions
are considered and minimum and maximum voltages in the
grid are examined. The network is dimensioned in such a
way that the minimum voltage is near the lower limit of the
allowed voltage range and the maximum voltage is near the
upper limit of the allowed voltage range. When connecting
significant amounts of distributed generation to the network,
the assumption of unidirectional power flows is not always
valid any more and the voltage profile of the network can be
quite different than in the case without any generation. With
maximum load conditions, distributed generation increases the
voltage level in the network and, hence, enhance the voltage
quality in the grid. However, when the load on the network is at
a minimum, the generated power of the distributed generation
can reverse the power flows in the grid, what could lead to a
rise of the voltage profile beyond its allowed limits.
The capacity of many traditional distribution networks is
limited by the voltage variations that occur between maximum
and minimum load conditions. This capacity is dimensioned
so that the lines are never loaded beyond their thermal limits.
The traditional solution to this problem is to reinforce the local
distribution grid by installing more cables. However, generally
this is quite expensive, as new infrastructure has to be installed
in residential neighborhoods. Another approach is by using
the already installed infrastructure in a more optimal way,
by coordination of the local generation, on-load tap changers
or other equipment used to control voltage in distribution
networks. This is the purpose of the smart grid [5].
B. Frequency and Stability Issues
The consumption and generation in the electricity system
has to be balanced on a second-by-second basis. Traditionally,
this balance is maintained by flexible generation units that
are standby and are able to regulate their generated amount
of electricity as required. However, the intermittent and un-
predictable nature of new renewable energy resources creates
issues with this traditional approach, as these new sources are
usually not dispatchable.
Any deviation from the demand and supply balance results
in a deviation of the system frequency from its nominal value,
while large frequency deviations will affect the system stabil-
ity. Therefore, the system operators maintain frequency within
strict limits by using ancillary services for balancing of the
grid, that are able to respond within various time frames [6].
Up till now these balancing services are exclusively organized
by the transmission system operator (TSO). However, with the
high penetration of DERs, maintaining the supply and demand
balance and thus the system frequency within limits becomes
more challenging. Spinning reserves or energy storage can
address this problem but with a considerable increase in cost.
Therefore, power system operators are increasingly seeking
new reserves for frequency response from demand flexibility,
instead of supply. As most of the demand is connected to the
distribution grid, this will mean that the distribution system
operators (DSOs) will be involved in this process.
C. Towards a New Control Paradigm for the Distribution Grid
One of the key solutions to overcome the above mentioned
challenges of integrating DERs in the distribution grid is the
design of a smart grid, containing control systems for the
coordination of these DERs, thereby ensuring a reliable, secure
and economical operation of the distribution network at all
times.
Controlling the distribution network to be able to utilize the
emerging diversity of DERs at significant levels of penetration,
means that the control system has to be able to manage a
wide and dynamic set of resources. Controlling such a complex
network is not a trivial task. A potential way to manage this
complexity is by breaking the entire grid down into a smaller
microgrids, containing only a limited amount of DERs. These
microgrids should be able to control their local resources as
optimal as possible, while being connected to the rest of the
grid through a point of common coupling (PCC) [7].
These microgrids can then be coordinated on a higher level
into a system of multi-microgrids. The main idea is to design
the control of the microgrid in such a way that the microgrid
is perceived by the main grid as a single element responding
to appropriate control signals. There are different possible
architectures of operating such a microgrid, for which this
paper proposes a classification ranging from fully centralized
methods to fully distributed in section III.
A conventional way of controlling such a microgrid, is by a
hierarchy of three control levels, each operating on a different
timescale and with a different priority: primary, secondary and
tertiary [8], [9]. Primary control is focused on keeping the grid
stable in all circumstances, thus it needs the largest priority
and should act on the smallest time scale. A robust control
method is needed, so that in case e.g. the communication
network fails, the primary control is still able to maintain
stability of the microgrid. Therefore, as little communication
as possible is desired. As primary control is often implemented
as some kind of proportional controller, a steady state error
remains, that shall have to be eliminated with the use of
a secondary control method. Secondary control is activated
on a slower time scale, e.g. every 15 minutes, and with a
lower priority than primary control. Finally, tertiary control is
implemented as the slowest level of control, with as purpose
the economically optimal operation of the microgrid. Both
secondary and tertiary controls usually require at least some
kind of communication, as knowledge about the state of the
entire system is needed.
These three control levels can be implemented through
various organizational architectures of the microgrid. In the
following section, this paper proposes a classification for these
different architectures.
III. ARCHITECTURES OF MICROGRID CONTROL
The control of the DERs in a single microgrid can be
organised according to many different architectures. They can
range from fully centralized control where all decisions are
made by a single central controller, to completely decentral-
ized controls where all decisions are made by the local DERs.
The required communication architecture changes accordingly.
In most practical cases, a hybrid architecture exists, where e.g.
primary control is implemented locally, and secondary control
centrally.
This paper identifies five different approaches, shown in
figure 1: (a) centralized control, (b) hierarchical control,
(c) distributed control, (d) fully decentralized P2P control and
(e) local control.
A. Centralized Control Architecture
In an fully centralized design shown in figure 1(a), all
available measurements of the considered microgrid are gath-
ered in a central controller that determines the control actions
for all units. Reference [10] presents an implementation of
a centralized controller based on Wide Area Monitoring and
Control system (WAMC) that can be used to implement a
centralized secondary and tertiary control. In [11] WAMC
has been used to implement a centralized secondary voltage
controller. Automatic frequency restoration reserves (aFRR)
in the Belgian transmission network, delivered by traditional
power plants, are another example of a centrally dispatched
grid control method [12].
When looking at a single microgrid, the centralized con-
troller is often referred to as a Microgrid Central Controller
(MGCC). The advantage of a centralized control system is that
the central system receives all necessary data of the microgrid,
and based on all available information the multi-objective
controller can achieve globally optimal performance. As there
is only one controller, this results in a high controllability
of the system. However, this high performance comes at a
cost. First of all, the computational burden is heavy, as the
optimization is computed based on a large amount of infor-
mation. Moreover, a centralized controller is a single point of
failure and redundancy of the central controller is expensive.
The loss of communication with the central controller may
cause a shutdown of the overall system. Besides, as all system
states and boundary conditions have to be known at the central
point, this requires very high quality of communication from
all DERs to the central point of control. There is also the
concern that the owners of the different DERs are not willing
to hand over control of their resources to a third party. Finally,
central systems are usually regarded as not being very scalable
and system maintenance requires complete shutdown [13]. To
overcome these issues, more distributed control architectures
are developed, as described in the sections below.
B. Hierarchical Control Architecture
A first step towards a more decentralized control architec-
ture, is the introduction of a hierarchical system, as shown
in figure 1(b). Here, there exists some kind of aggregation of
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Fig. 1. Architecture of a microgrids control
the local DERs towards the central controller. Typically, the
characteristics of the DERs are represented by a few heuristics
or parameters that are combined by an aggregator, who is
able to offer these aggregator resources to a central optimizer.
The central controller then is able to dispatch the necessary
resources, through a hierarchical system of aggregators, that
determines which DERs should be used at which moment.
Therefore, these methods are also referred to as Aggregate
and Dispatch methods. As the resources are offered to the
central optimizer in an aggregated way, there is considerably
less information needed at the central controller, which results
in a more scalable system. However, the single point of failure
remains, and the points of aggregation might even become new
points of failure.
This approach is mostly used for exploiting demand re-
sponse resources. Examples are Intelligator [14], or demand
response reserves offered by aggregators to a TSO for e.g.
automatic or manual frequency restoration reserves (aFRR
or mFRR). The coordination of multiple, centrally controlled
microgrids can also be organized in a hierarchical way. In
that case, a microgrid central coordinator coordinates multiple
microgrids, each controlled by a local MGCC. The MGCC
of a single microgrid tries to reach an optimal operation
point using only its local resources. If the internal resources
are not sufficient, the MGCC shall ask the microgrid central
coordinator for external resources from other microgrids [15].
C. Distributed Control Architecture
In both architectures described above, the DERs are con-
trolled by a third party. However, since the owners of the DERs
impose the boundary conditions, one can argue that it might
be better to keep the control of the DERs locally. Besides,
not all DER owners want to exchange all their information
with a third party for privacy reasons. However, to reach
a (near) optimal operation of the grid, these DERs should
still be coordinated. It is at this point that distributed control
architectures come into play. The idea behind distributed
control is to divide the centralized problem into a certain
number of local controllers or agents. Therefore, each agent
does not have a global vision of the problem [16], but by
means of correct coordination they can reach a globally (near)
optimal state.
Coordination is organised by a central agent that is able
to communicate global constraints, such as the power limit
of a transformer, or exceeding voltage limits. This can be
done by the communication of Lagrange multipliers. Examples
of algorithms that are suited for this approach are dual
decomposition methods or the alternating direction method
of multipliers (ADMM) [17]. Both are based on the dual
ascent method, where price vectors are sent iteratively from
the central controller to the DERs. The DERS optimize their
consumption towards such a price vector and return demand
vectors to the central agent. The central agent then analyses
the demand vectors with regard to operational grid constraints,
and updates the prices when constraints are being violated.
The DERs then optimize again according to this new price
vector. This iteration goes on until a steady state solution
is found. Figure 1(c) represents such a distributed control
scheme, consisting of local DERs that optimize and a central
agent that controls the global constraints.
Distributed approaches have important advantages that jus-
tify their use. As the global optimization problem is divided
into several sub-problems, the computational requirements are
lower. Besides, the information exchange between local and
central agent is limited, which relaxes the requirements of
the communication system. This approach results in a very
scalable method. As the local DERs perform an optimization
by themselves, they do not need to hand over private informa-
tion to a third party, that controls their resources. However, a
central agent still exists, inherently resulting in a single point
of failure.
D. Peer-to-peer Control Architecture
To eliminate the problems that centralized control inherently
possesses, being a single point of failure, the idea of peer-to-
peer or autonomous microgrids has been developed. This type
of architecture, inspired by P2P computer networking [18], is
characterized by the complete absence of a central controller.
All local DERs or agents, are equally important and can
communicate to other agents [19], in a peer-to-peer fashion,
as shown in figure 1(d). The absence of a central controller
leads to the term of autonomous microgrids. The peer-to-peer
communication is used for dissemination of the grid states
to all required agents in the microgrid. The grid-supporting
agents can then act according to the received information, and
in cooperation with each other. In this way they should be
able to reach a (near) optimal operation of the considered
microgrid. Examples of algorithms that could be used for
such P2P communication are gossiping [20] and consensus
algorithms [21]. This architecture will be elaborated further in
the following sections.
In this architecture, there is a clear absence of a single point
of failure. In the case a single agent fails, the other agents can
still manage the grid in a stable way. Also when a single
communication channel fails, the required information can
still reach all necessary participants, via other agents. These
properties makes this architecture a robust way of controlling
a microgrid. Besides, all information is kept local, eliminating
possible privacy concerns. On the other hand, all agents need
a considerable amount of local intelligence, as they need to
be able to execute the necessary optimizations.
E. Local Control Architecture
Finally, there also exist control architectures without any
form of communication, as shown in figure 1(e). This paper
classifies them to be local control architectures. In this case,
optimal operation of the microgrid is rather difficult, as it
is impossible to know the complete state of the grid and
all operational boundary conditions of the DERs. However,
this method is robust against communication failerus, as the
absence of any communication will ensure that the grid is
also controlled when all communication channels fail. As
primary frequency control should be able to operate even when
communication fails, this is mostly implemented as a local
control method. Thereby it uses droop characteristics that vary
active power with variations in locally measured frequency.
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Another example is local voltage control, implemented by a
voltage-reactive power droop [22].
IV. PROPOSED PEER-TO-PEER BASED CONTROL
PARADIGM FOR THE DISTRIBUTION GRID
As the new DERs are typically highly distributed in the
grid, operated by a lot of different owners and with different
objectives, it is desirable that the control system for a mi-
crogrid is operating in a highly distributed way as well. Plug
and play of new resources in this microgrid is a crucial to
allow for seamless integration over time. In this perspective, a
peer-to-peer control architecture, as introduced in section III-D
seems to be a good method for controlling DERs in the
distribution grid. It is a robust method and is able to work
in a distributed way, without the need for a central controller,
having inherent plug and play characteristics. Each agent
communicates directly with the agents around it, without
having to go through a central device [23].
Of course, it is impossible to impose this architecture on the
whole distribution grid, as it incorporates thousands of DERs
that are geographically very dispersed. To deal with this, it is
generally agreed that breaking the complete grid down into a
smaller microgrids, containing only a limited amount of DERs
can be a solution. These microgrids operate according to the
presented peer-to-peer control architecture. Points of common
coupling are used to connect the different microgrids.
The proposed scheme is shown in figure 2. The distribution
network is divided into several microgrids, hierarchically or-
ganized on different voltage levels. Each microgrid consists of
several autonomous agents. Such an agent could be a renew-
able generation unit, a group of intelligent controllable loads,
a substation, or any other form of DERs. On the connection
points of two microgrids there is a coupling agent which
serves as gateway of one microgrid to the other microgrid,
the point of common coupling. As the microgrids represented
Fig. 3. Example of a directed graph G [21]
in this figure are divided according to their voltage level, a
good consideration of such a coupling agent would be the
transformer or substation connecting two microgrids. Such
a coupling agent represents the characteristics of the whole
lower level microgrid (e.g. a low voltage feeder) on the higher
level microgrid (e.g. a medium voltage distribution grid).
The agents are able to communicate with each some neigh-
bouring agents in a peer-to-peer way, creating possibilities
to disseminate data about the state of the grid, without the
need for one central point of information. Certain algorithms
from the field of distributed computing, especially epidemic
algorithms, as consensus, gossiping, seem to be particularly
appropriate for this goal. They aim at disseminate and aggre-
gate data in distributed networks in a quick and robust way.
A. Epidemic Algorithms Suited for Peer-to-Peer Control
Epidemic algorithms are used for scalable and efficient data
dissemination in distributed P2P networks, without a central
controller [24]. Examples of such algorithms are consensus
and gossiping algorithms, that will be elaborated below:
1) Consensus Algorithms: The main rationale behind con-
sensus algorithms starts from a set of dynamic agents i with
an initial state xi = zi that communicate this state with some
neighbouring agents according to a communication graph. As
all agents do this at various times t, the states of all agents are
spread over the graph in such a way that after convergence, all
agents have obtained the same value. With the right properties,
this common value will be the average of all initial states of
the other agents.
Consider a network of dynamic agents, represented by the
directed graph G = (V,E), with the set of nodes V =
{1, 2, , n} and edges E ⊆ V × V , as depicted in figure 3.
The neighbors of agent i are denoted by Ni = {j ∈ V :
(i, j) ∈ E}. The basic consensus algorithm can be described
in discrete time as [21], [25]:
xi[k + 1] = xi[k] + ε ·
n∑
j=1
aij · (xj [k]− xi[k]), (1)
where aij indicates the connection status between node i
and node j, having aij = 1 when the nodes not linked and
aij = 0 when they are not, and ε the constant edge weight
used for tuning of the consensus algorithm. It can be shown
that the equilibrium x∗ = (α, . . . , α) is globally exponentially
stable, with a consensus value α = 1/n ·∑i zi, being the
average of all initial values. Promising research applies these
algorithms to DC microgrids in a completely autonomous
control way [25], [26]. In [27], this algorithm is used for global
information discovery for automatic load restoration to isolate
faults. In [28], [29], a consensus algorithm is used for tertiary
control: economic dispatching and equalizing marginal cost
over all agents.
2) Gossiping Algorithms: Some epidemic algorithms do
not calculate averages of the states of all agents, but rather
aggregate values, such as the push-sum gossip-based algorithm
[20]. Examples of gossip-based control algorithms can be
found in [30], [31].
V. CONCLUSION
This paper discussed the major issues with regard to the
integration of DERs in the electrical grid. As there are different
methods for organizing microgrid control, the paper presented
a way to classify these methods from highly centralized
to completely distributed P2P techniques. The drawbacks of
the centralized control and the advantages of the distributed
control have been discussed as a motivation to adopt a new
control method based on P2P communication and autonomous
agents. The concept of coupled microgrids is suggested as
a way to control the distribution network with penetration
of DERs. Consensus and gossiping algorithms have been
proposed as an appropriate techniques for the proposed P2P
control paradigm.
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