Abstract. Consider a real analytical Hamiltonian system of KAM type H(p, q) = N (p) + P (p, q) that has n degrees of freedom (n > 2) and is positive definite in p.
Introduction
Consider a nearly integrable Hamiltonian system with n degrees of freedom (n > 2),
where the Hamiltonian has the KAM form, i.e. H(p, q) = N (p) + P (p, q) , N is the main term and P is the small perturbation. We assume that N is a convex function in p. In this case the Hamiltonian can be transformed into a positive definite Lagrangian L(q,q) by Legendre transformation,
To formulate his variational principle for Lagrange systems, Mather assumed the following conditions [M2] :
(1) Positive definiteness. For every q ∈ T n , the Lagrangian function is strictly convex in velocityq ∈ T q T n : the Hessian H pp is positive definite. (2) Super-linear growth. L has fiberwise superlinear growth: for every q ∈ T n , we have L/ q → ∞ as q → ∞. (3) Completeness. All solutions of the Lagrange equations are defined on all R. In our case, these conditions are satisfied automatically. Completeness follows from energy conservation, the system under consideration is autonomous; superlinearity is not needed, due to energy conservation, what happens for largeq is irrelevant; positive definiteness follows from our assumption on N .
Let M be the set of Borel probability measures µ on T T n with compact support that are invariant with respect to the Lagrangian flow. For each µ ∈ M the action A(µ) of the measure µ is defined as (1.2)
A(µ) = Ldµ and the rotation vector ρ(µ) ∈ H 1 (T n , R) of µ is defined such that the equation
ρ(µ), [λ] = λdµ
holds for any closed 1-form λ on T n . Let M ρ ⊂ M be the subset of invariant measure whose rotation vector is ρ. For a smooth Lagrange system satisfying Mather's assumptions Mather proved the existence of minimal measures: for every rotation vector ρ ∈ H 1 (T n , R) there exists an invariant measure µ ∈ M which minimizes the Lagrangian action in M ρ . Mather also proved the existence of c-minimal measures. Let λ c be a closed smooth 1-form on T n whose de Rham cohomology is c; we define the action
It is also shown in [M2] that for each c there is an invariant measure which minimizes A c . Its support is the graph of some Lipschitz function defined on the set π(support of µ), where π is the standard projection along the fiber of the tangent bundle. Consequently, an immediate problem is what the geometric structure of these minimal measures is. In the case of area-preserving twist diffeomorphisms the Aubry-Mather sets support the minimal measures [M1] . For higher-dimensional systems without further assumption, what has been proved is not beyond that KAM tori are the support of some minimal measures [M2] . It follows immediately that KAM tori are Lagrangian sub-manifolds [H2] . In a generic case, some more properties are explored in [Me] , [Bo] . It is shown in [Bo] , under some extra conditions besides the smallness, some lower-dimensional tori support the minimal measures.
In this paper, we are going to study the structure of the support of some minimal measures of nearly integrable systems without any assumption on the perturbations. The corresponding rotation vectors satisfy exactly one resonance condition. For simplicity, we assume that the Hamiltonian H is real analytical in a complex domain
where D is an open set in R n . The analyticity can be obviously replaced by some C m smoothness by using some well-developed techniques, as used in [SZ] . Given an integer vectork, let
This is an embedded (n − 1)-dimensional sub-manifold. For each pointp ∈ Uk the unperturbed system has an invariant torus p =p; it has the foliation into a family of (n − 1)-dimensional tori. By introducing a linear symplectic transformation (p, q) → (x, y)
where I = [k 1 , k 2 , . . . , k n ] is a uni-modular matrix, i.e. for all k i ∈ Z n , k n =k and detI = 1, we find that in the new coordinates the rotation vector has the form (ω 1 , ω 2 , . . . , ω n−1 , 0) = (ω, 0). In the following, we still use (p, q) to denote the new coordinates. Without loss of generality, we can assume Uk is the graph of the function Φ 0 : R n−1 → R, Uk = {p, Φ 0 (p)}, (p = (p 1 , . . . , p n−1 ). Under small perturbations, these n-tori in Uk break down in general, but some lower-dimensional tori still exist. Strong evidence shows that for most actions in Uk, there are at least two (n − 1)-dimensional tori surviving perturbations even if the corresponding n-torus is destroyed in the case that the rotation vector ω satisfies the diophantine condition
In this paper we shall show that some of these (n − 1)-tori support the relevant cminimal measures. As the configuration manifold is T n , we can use cdq (c = const.) as the representative element of first de Rham cohomology class [cdq] , and identify the point c ∈ R n with the corresponding cohomology class when necessary.
Theorem 1.1. Let the Hamiltonian H be of KAM type H(p, q) = N (p) + P (p, q)
which is real analytical in Σ σ,τ and convex in p. There exists a positive number
(1) For eachp ∈ S, there exists a non-empty set Θ(p) ⊆ T. 
(5) S and its image under F ∞ have positive (n − 1)-dimensional Lebesgue measure
where β is a positive number depending only on N and n, and B 1 is an arbitrarily centered (n − 1)-dimensional unit ball. Both m(S) and m (F ∞ (S)) approach to full measure as d → 0.
The small number d is uniformly valid for all perturbations, independent of their special form. The existence of these geometrically regular minimal measures requires no other conditions than what the classical KAM theory requires. It is shown in [Bo] that, under some non-degeneracy conditions, an m-dimensional torus, survived from (n − m)-resonant n-torus ( [T] ), is the support of corresponding minimal measure. The condition is that the maximal point of the first order averaging function is non-degenerate, i.e. all eigenvalues are negative. In that case, the proof is much easier, but the small number d must depend on the smallest eigenvalue in that case. d → 0 as the smallest eigenvalue goes to zero.
To find Arnold diffusion orbits, one way is to construct connecting orbits between different minimal measures, for instance, along the line of Mather [M3] , [M4] . To be the candidates, the support of these minimal measures cannot cover the whole configuration space under the projection along the tangent fiber. Lower-dimensional minimal tori satisfy such a condition. This motivates the author to write this paper.
Recall the result obtained in [M2] that for every rotation vector ω ∈ R n , there exists a minimal measure µ such that ρ(µ) = ω. This does not imply that the orbits in this measure also have the same rotation vector. An example is the Hedlund geodesic flow on T 3 ([H1] , [Ba] ). The following example shows that such a phenomenon occurs even in integrable systems. Let us consider the Hamiltonian H
For each rotation vector ω ∈ Ω , there are some (n − 1)-dimensional invariant tori whose frequency is exactly ω, but none of them are in the support of the minimal measure µ(ω) in the class M ω . Any orbit in the minimal measure does not have rotation vector ω when ω ∈ Ω .
Outline of the proof
From the technical point of view, the main part of the proof uses KAM type methods. What is new in this direction is overcoming the difficulty created by the lack of continuity of the frequency ω as a function of the action p. To our knowledge, all KAM-type work up to now treated ω either as an independent parameter or as a continuous function of actions. In the general case, such discontinuity may ruin the whole KAM iteration scheme, as one cannot get a positive measure estimate. Fortunately, the convex property of the frequency map enables us to overcome this difficulty. Section 3 is devoted to investigating those properties of the frequency map that are used to get a positive measure estimate, which is done in the section 7. In sections 4 and 5, under the condition that ω(p) satisfies the diophantine condition, the existence of n − 1-dimensional tori is proved by constructing symplectic change of coordinates that can cope with the degeneracy of the critical point of the first order average function. Section 6 is devoted to prove the minimality of the Lagrange action when it takes values on these tori.
In principle, the existence proof of (n−1)-dimensional invariant tori is completed by employing a sequence of symplectic change of coordinates, T 1 , T 2 , . . . , T k . . . , converging to an identity map exponentially fast. Let
After k iteration steps, the Hamiltonian has the form
with much smaller error term P k in a suitably smaller domain. For instance,
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for some κ > 1. The limit of S k maps a trivially embedded (n − 1)-dimensional torus Γ : (p, q n ) = (p,q n ) to an (n − 1)-torus with its tangential map taking a constant vector field on Γ to the vector field given by (1.1).
To describe the construction in more detail, let us drop the index k to simplify notation. For one step of iteration we introduce the generating function W so that the time-1-map of the Hamiltonian flow Φ t W is the coordinate transformation T : (p,q) → (p, q) and
The integral is quadratic in P and W , and will be part of the new error term.
The point is to find W such that N + (P − P 1 ) + {N, W } is a normal form again, where P 1 is exponentially smaller than P . The difficulty emerged here is that N depends not only on p but also on q n after one step of iteration, as the frequency satisfies a resonance condition. To be more precise, we assume that the frequency (ω, 0) = ∂N ∂p (p 0 ) satisfies the diophantine condition (1.4), where p 0 ∈ Uk. For the first step of iteration we choose the generating function W which is the solution of the homological equation
where
Therefore, the new normal form N +[P ] depends on q n . It implies that the invariant n-torus is destroyed in general. However, some (n − 1) tori may still exist. Let p n (p 1 , · · · , p n−1 , q n ) be the function that solves the equation
. What we are interested in is the point where N reaches its maximum as the function of q n .
To simplify notation, we shall use (p, q) to denote (p 1 , . . . , p n−1 , q 1 , . . . , q n−1 ) and use (u, v) to denote (q n , p n ) in the following.
The change of coordinates for the following iteration steps is constructed in a neighborhood of an (n − 1)-torus instead of the n-torus. We design two types of coordinate transformations according to whether the critical point has "strong persistency" with respect to the perturbation. The "strong persistency" is such a condition that guarantees that the critical point of N k + [P k ] remains sufficiently close to the corresponding critical point of N k . There is no precise criterion to distinguish whether the critical point has strong persistency or not. It depends on how we run the KAM machine. In this paper, we say it has strong persistency when the following holds:
otherwise, we say it has "weak persistency".
The construction of coordinate transformation in the case of "weak persistency" is much more complicated than in the case of "strong persistency". We need to retain a sufficiently large neighborhood of the (n − 1)-torus so that the critical point of N k + [P k ], via the same variational principle, still falls into this domain. On the other hand, this domain cannot be too large, in order not to destroy the exponentially fast convergence of the error term. This domain is chosen in an implicit way, different from the usual KAM way. The details are shown in section 4.
When we run the KAM iteration scheme the frequency vector ω(p) is assumed to satisfy the diophantine condition at every step. We need to show there is such a positive measure set in Uk, where this assumption is really true. Towards that goal, let us consider the frequency map F j : p → ω at j-th step of iteration (2.3) u, v(p, u) ) .
This map may be discontinuous in p and may be multi-valued when j = 0. Without any further conditions, such discontinuity may ruin the positive measure proof. Thanks to the convexity, the inverse of this frequency map is single-valued, Lipschitz and structurally stable in the following sense:
This property guarantees that the set
) has positive measure. Here we use Ω(m, D) to denote all m-dimensional diophantine vectors with coefficient D. We can see from (1.4) that Ω also depends on the diophantine exponent ν. Since ν ≥ n − 1 is already fixed, we omit the dependence of Ω on ν. The choice of D is carefully done so that we obtain the measure estimate of the KAM tori. Also thanks to the convexity, we find that the image of Uk under F j has positive Lebesgue measure. Indeed, if
where we use S + a to denote the set {x | dist(x, S) ≤ a}.
The final step is to show the minimality of these tori. We extend each coordinate transformation F j to a neighbourhood covering the n-dimensional
We obtain the corresponding Lagrangian function
If we can show that the Lagrangian L λ takes its minimal value at every point of the torus Γ, then the following holds:
for any invariant measure µ, where µ Γ is the (n − 1)-Lebesgue measure on Γ. Obviously, ν is invariant to the Hamiltonian flow. Since L λ is strictly convex in (q,u), the equation ∂qL λ = ∂uL λ = 0 has the solu- q, u, v(p, u) ). We shall show that for p fixed, H ∞ (p, q, u, v(p, u) ) takes its maximum in the variable of (q, u) everywhere on an (n − 1)-torus {u * } × T n−1 . It implies that such an (n−1)-torus is the support of corresponding minimal measures.
The frequency map F
At each step of KAM iteration we have the frequency map F:
where N (p, u) attains its maximum at u = u * . In this section we show some properties of the frequency map that are used for measure estimate, in particular, in the case of weaker persistency.
Let us consider a function H(x, y)
We assume H 0 is convex in y, H 1 C 2 ≤ . Let λ > 0 be the smallest eigenvalue of the Hessian matrix of H 0 . If is suitably small, H is also convex in y. Since we are considering the existence of codimension 1 tori which correspond to the maximum of H(x, y) as the function of x, the frequency is given by the value ∂ y H takes at a maximum point, it is natural to study the function
H(x, y).
Clearly, F is also a convex function of y, for any 0 ≤ λ ≤ 1, y 1 , y 2 ∈ R n , and there exists x 0 ∈ S 1 such that
To go further, we assume first that y ∈ R 1 . In this case, F has left and right derivative everywhere,
F y is monotonically increasing, discontinuous only at countably many points, and and differentiable almost everywhere. Let
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 5074 C. Q. CHENG
We claim that (x, y) . To show that F + y < ∂ y H(x, y)+δ for arbitrary small positive δ, let us make use of the fact that there exists at least one x ∈ M + (y) so that (x, y) is the accumulation point of (x , y ) as y y, where x ∈ M(y ). Let y > y be sufficiently close to y so that |∂ y H(x , y) − ∂ y H(x, y)| < δ for some x ∈ M(y ). The conclusion follows from
Therefore, the condition that F is differentiable at y is M + (y) = M − (y); we use ∇F to denote its differential.
Let us assume that y ∈ R n again. The above arguments hold when we study the directional derivatives, from which we see that the differential of
, is precisely the frequency map when restricted to the set where F is differentiable. Obviously, this set is a full Lebesgue measure set (cf. [R] ). The frequency map F is multi-valued on the set where F is not differentiable, but the measure of this set is zero. If F is not differentiable at y, the set of all subgradients at y, {∇F (y)} is a closed convex set. In this case, {F(y)} ⊆ {∇F (y)}.
In the m-th step of KAM iteration, the frequency map F m is the perturbation of the frequency map F m−1 for the last step of the iteration. The next lemma shows how the image of F −1 changes when the function H undergoes small perturbation.
We assume the following:
(1) H 0 is C 2 -differentiable and convex, and λ > 0 is the smallest eigenvalue of the Hessian matrix of
Proof. Clearly, (∇F ) −1 is single-valued although ∇F might be multi-valued. Let z ∈ ∇F 1 (y 1 ) ∩ ∇F 2 (y 2 ). If we rewrite the function F i in the form
we can see that G i is convex. By virtue of this observation, as z is a sub-gradient of F 1 at y 1 and of F 2 at y 2 , we have
from which we find
On the other hand, as
This proves the lemma.
Let B be an arbitrary set in the frequency space; this lemma implies that
This property plays the role the Kolmogorov nondegeneracy does in the paper of V.I. Arnold [A] . It is crucial for the positive measure estimate. 
Moreover, if we assume ξ > 0 be a small number and let B ξ ⊂ B be a set such that the map ∇F expands its volume at least ξ −1 times, i.e.
then we have
where c 0 is a positive number, independent of ξ and .
From now on we use c i to denote some positive constant, which is independent of involved small parameters.
Proof. We have shown that F = ∇F on the set where F is differentiable, thus we only need to study the map ∇F . If we rewrite F in the form
We introduce a smoothing function
, and define
It is easy to check that G a ∈ C ∞ is also convex. For a bounded set B ⊂ R n and (B, δ) .
is a Lipschitz map, the Lipschitz constant not bigger than 
Since ∇H 0 is a diffeomorphism, ∇F is differentiable almost everywhere, and (3.4) follows from (3.8). (3.5) is obvious. To show (3.7) let us apply (3.4) as well as (3.5). We find that (3.7) is an immediate consequence of the following argument:
In the next section we shall construct two types of KAM iteration schemes according to whether the critical point of N (p, u, v(p, u) ) is degenerate or not. For the degeneracy case, we choose a neighborhood for u, denoted by L(p), big enough so that max u∈L N (p, u, v(u) , u, v(p, u) )]. This guarantees that the maximal point of N + [P ] (p, u, v(p, u) ) remains in the same neighborhood. In this case, L(p) might be as big as of order O(1), consequently, the variation of ∂N ∂p (p, u, v(p, u) ) over L(p) might not be small. This would ruin the KAM iteration scheme. Fortunately, it does not happen for most p; we show it in the following.
where B 1 is a unit ball arbitrarily centered, both 0 and c 1 depend only on H 0 and n.
Proof. By the arguments in the proof of Lemma 3.2, we know that the Lipschitz constant of the map ∇F −1 is not bigger than (λ− ) −1 . Denote by ∂ ± e F the one-side derivative of F in the direction of e ∈ R n and define
By the smallness assumption on , we
Denote by I(y, e, s) the segment {y + te : 0 ≤ t ≤ s 4 }, let δ 1 = δ(1 − λ ) and let C(z 1 , z 2 ) be a curve joining z * 1 and z * 2 and passing through ∇F (y + te) (0 ≤ t ≤ s 4 ).
We see that for any z ∈ C(z 1 , z 2 ), ∇H 0 • ∇F −1 maps B δ 1 (z) into ∇H 0 (I) + δ. This implies that (3.10) m (∇F (I(y, e, s) 
By (3.5) we find that ∇F • ∇H
Thus, ∃ 0 > 0 and c 1 > 0 such that if ≤ 0 , then the term on the right-hand side of the above inequality is not bigger than c 1 s 2 m(B 1 ). As ∇H 0 is a diffepmorphism, we have
What remains to prove is A ⊆ J s ; this implies that A + s 4 ⊆ J. If not, there would be y ∈ A but y / ∈ J − s 4 . By the definition of A(s), the following hold for some x ∈ T, e = 1 and z ∈ ∇F (y):
We assume that ∇ y H(x, y) − z, e > s 2 ; the proof for the case ∇ y H(x, y) − z, e < s 2 is similar. Because of y / ∈ J s , we have
If s is suitably small, we would have
but this contradicts the definition of F . This completes the proof of the lemma.
The KAM iteration
In this section we construct one step of KAM iteration. It has two types according to whether the critical point has weak persistency or not. We assume that the frequency ω = F(p) satisfies the diophantine condition (1.4).
4.1. Weak persistency. By definition, the following holds atũ, the maximum point of N (p, u, v(u) ) in u:
Under such a condition the critical point of (N + [P ]) (p, u, v(p, u) ), determined by the same variational principle, might be far away from that of N (p, u, v(p, u) ), thus we need a larger domain for Re u. Consequently, we can not expand the Hamiltonian in Taylor series of (u, v) as in the previous work studying lower dimensional tori (cf. [E] , [G] ). Instead, we use a different scheme.
be an open set; its connected components are denoted by G
K . We assume that the Hamiltonian
is real analytic on each domain
where v(p, u) is the solution of the equation
In this section it is enough to show one step of KAM iteration for one connected component of G K . So we drop the sup-index (i) to simplify the notation.
We assume the following: (4.1a) L(p) is either an interval contractible to one point or the whole T. The interval is defined so that it contains a maximal point of N (p, u, v(p, u) ) in u and the following holds in L(p): u, v(p, u) 
It becomes an equality at the boundary of L(p). Otherwise, we let L(p) = T.
There might be such a case that N (p, u, v(p, u) ) reaches its global maximum at several points, e.g. at the point p 0 when ∇F (p 0 ) is a non-trivial convex set. In this case, L(p) may contain several disjoint intervals L(p) = i L i (p) and (4.2) holds for each L i (p). For the proof in this section, it is sufficient to assume that in each L i there is a local maximum such that (4.2) holds. For simplicity, we assume that
According to Lemma 3.3 this assumption holds for most p.
(4.1c) The diameter of each connected component of G K is not bigger than 2s 3 . In each connected component there is a point p * such that the following holds: u) . By using the coordinate translation (p, q, u, v) → (p, q, u, v + v(p * , u) ) we obtain (4.4). This transformation is symplectic if we fix p * as a parameter.
(4.1d) The maximum pointũ has weak persistency: (4.1f) The smallness of the perturbation:
· s,t denotes the supnorm on the domain D s,t . Note that since the dependence of N on u comes from the perturbation, it is reasonable to assume that (4.7) max
The parameters s,s, t,t are assumed to satisfy the following conditions:
To construct the coordinate transformation T : (p,q,ū,v) → (p, q, u, v), we introduce a generating function W which is the solution of the equation
Here T K P is the truncation of the Fourier expansion of P up to the order K, i.e. q, u, v) ,
To complete one step of iteration we introduce some intermediate domains for those relevant variables. Let L 1 (p) = [l 1 (p), r 1 (p)], and chooseũ − l 1 and r 1 −ũ as big as possible under the condition (4.14) max
It shall be shown in section 7 that G K is constructed so that G K ⊂ G K . With such a condition we can convince ourselves that
In fact, under the assumption of (4.3), the condition (4.9) and the definition (4.11),
p) and for allp ∈ G K . Thus the assumptions (4.7) and (4.8) guarantee that the following hold: 
Shrinking it further to D 2 and using Cauchy's estimate we obtain
we are convinced by the smallness condition (4.8) on δ that T does map
where DT stands for the Jacobian of T.
What remains to do is to figure out the upper bound of the new error term. We state the following lemma first.
Lemma 4.1. Assume a function f (x) ∈ C 2 [a, b] satisfies the following conditions:
Proof. Suppose |f (x)| reaches its maximum in [a, b] 
Without losing generality, we assume f (x) = M . By our assumption, there exists a subinterval [
. Since both at x 1 and at x 2 |f (x)| ≤ A,
which leads to our conclusion. (p, u, v(p, u) ), in view of (4.7) and the fact that
Applying this lemma to N
(4.21)
With this and (4.7) in hand and applying the lemma again to ∂N ∂u (p, u, v(p, u) ) we obtain u, v(p, u) ) ≤ 2 sup
(4.22)
According to assumption (4.1c), we find that u, v(p, u) 
Consequently,
Therefore, by direct calculation we obtain that u, v(p, u) ) (v − v(p, u) ) Note that the term M 2 is of square order of the error term, and that M 3 is the remainder of the truncation of the Fourier series of P (see (4.12)). We finally obtain (4.26)
Under the coordinate transformation the Hamiltonian has the form q, u, v) . u,v(p, u) ) = 0. In view of assumption (4.4) and the smallness of P , we have |v (p, u) − v(p, u) | <s 3 . By introducing the coordinate transformation (p, q, u, v) → (p, q, u, v +v(u) ) we can set (4.4) to hold for N + [P ]. LetL ⊆ T be an interval as big as possible under the condition GK is constructed by cutting off some small measure set from G K so that the diameter of each connected component is not bigger than 2s 2 . We postpone the construction to section 7. The above arguments imply Ds ,t ⊆ D 1 on which H • T is real analytical and (4.26) holds.
For the next step of iteration we need to check the assumptions from (4.1a) to (4.1f). Clearly all of them are satisfied except for (4.1d) and (4.1f). When (4.1d) does not hold, it means the critical point has strong persistency, so we switch the iteration process to another type, which is shown below. We postpone the verification of (4.1f), the smallness forP in Ds ,t . It is closely related to the convergence proof, which we shall address in the next section. So far, one step of iteration for the case of weak persistency is completed.
Strong persistency.
By definition, the following holds atũ, the maximum point of N (p, u, v(p, u) ):
Under such a condition the critical point of (N + [P ]) (p, u, v) , determined by the same variational principle, remains close to that of N (p, u, v) . In this case, the coordinate transformation is constructed in the standard way. Assume that the last step of iteration is done under the condition of weak persistency, so the Hamiltonian is analytical in the domain {|u −ũ| ≤ s 2 , |v| ≤ s 3 }. The main part takes the form
To set N in a normal form we introduce a linear transformation T : (u, v) → (x, y) for rescaling
is a positive number. In the new variable (x, y) the main part has the form
The facts that 
The generating function W is constructed so that the main part of P can be cancelled by the main part of {N, W }. Towards that goal we set W be the solution of the following equation:
where R is the truncation of P 's Taylor series, up to order |i + j| = 5 in (x, y), not including the average part of P in q, i.e. P 0l . Equation (4.30) is solved by Fourier expansion. If we write both W and R in the form of (4.29), then (4.31)
Since α is a real number and ω is a diophantine vector, the generating function W is well defined. Consequently, the coordinate transformation T is also well defined. Now let us show the estimates needed for the convergence proof. We assume that
2. The perturbation P satisfies the smallness condition
wheret ands are small positive numbers satisfying (4.33) below.
To complete one step of iteration, we need several intermediate domains. We choose small positive numbers σ and τ such that
We define
Note that the function R in (4.30) is the truncation of the Taylor series of P with respect to (p, x, y) . It is easy to check that
(4.34)
By the construction of the generating function W and Cauchy's estimate on the derivative of analytic functions we get
The coordinate transformation T is defined as the time-1-map of the Hamiltonian flow Φ t W ; it follows that
Thus, the conditions (4.32), (4.33) and the upper bound for W in (4.35) and (4.36) guarantee that T maps D 1 into D 2 .
Because the generating function W solves (4.30), we find that
It follows that, by virtue of the estimates (4.34), (4.35) and (4.36), (4.39)
The estimates (4.36) and (4.37) provide an upper bound for the transformation T:
(4.40)
To complete this step of iteration we need to show that once the critical point begins to have strong persistency, the critical point of the follow-up iteration steps shall possess strong persistency as well. Indeed, in this case, the singular point of the vector field J∇ (x,y) 
It implies that the new critical point has strong persistency also. As N is strictly convex in y and the critical pointũ is non-degenerate, there existsp with |p −p| ≤ 1 2s 4 such that
By the smallness (4.32), it is contained in D 1 . q, u, v) which is real analytical in
The convergence

Let us consider the Hamiltonian
To simplify the notation, we always use (p, q, u, v) to denote the symplectic coordinates at each step of iteration, and put the subscript m to H, N and P to specify the Hamiltonian functions at m-th step of iteration.
After the m iteration steps, the Hamiltonian H of (1.1) has the form
It is analytical in the domain D m which is defined in two ways according to whether the maximum pointũ of the function N (p, u, v(p, u) ) has weak persistency or not.
When it has weak persistency we choose
In the case of strong persistency we choose
On these domains we have
m , where · m denotes the sup-norm on the domain D m . We say that the critical point has weak persistency when |
, otherwise it is treated as the strong persistency case. In the case of weak persistency, L m is chosen as long as possible under the condition that | max u∈L m N m (p, u, v m (p, u) 
In the first few iteration steps we have to deal with the case of weak persistency. For instance, in the first step, the main term N 0 is independent of u.
We set
m−1 . In order to use the arguments in the last section we use s m , t m and δ m to replace s, t and δ, use s m+1 , t m+1 and δ m+1 to replaces,t andδ respectively at the (m+1)-th step of KAM iteration. We assume that the diophantine condition (1.4) is satisfied for |k| ≤ K m in the case of weak persistency. The verification of (1.4) is the main task of section 7. In the weak persistency case we also assume the small fluctuation of frequency along L m . (p, u, v) + P m+1 (p, q, u, v) which is real analytical in the domain in D m+1 . The main point we need to show is that 1 ,
. When δ 0 is set smaller than d 1 , the prerequisite conditions (4.7) and (4.9) are also satisfied.
By such an iteration procedure we obtain a series of coordinate transformations 
which is real analytical in the domain D m . If the critical point always has weak persistency as m → ∞, the domain D m shrinks to a set containing the sub-manifold
where L ∞ = lim m→∞ L m is either a point or an interval. The transformation S m maps D m into D 0 and converges C 1 uniformly to an embedding S ∞ :
By the standard arguments (cf. [A] ), we see that S ∞ maps this torus (these tori) (depending on whether L ∞ is a point or an interval) to an (n − 1) manifold (manifolds) in ReD 0 , with its tangential map taking constant vector field on p =p, u ∈ L ∞ , v = 0,q = ω,ṗ =u =v = 0, to the vector field governed by J∇H. Therefore, this manifold (these manifolds) is (are) invariant to the Hamiltonian flow Φ t H . If the critical point obtains the stronger persistency at some step of iteration once, it shall have strong persistency in the following steps as well. In this case, the domain D m shrinks to a set
it contains an (n − 1)-torus. The transformation S m with its differential converges uniformly on this set, which implies the existence of the invariant torus.
The minimality
In this section we show that these (n − 1)-dimensional tori are the support of the corresponding minimal measures. We study this problem in the real part of the domain D m . For the simplicity of notation, let us still use D m to denote it. We first consider the case when the critical point at each step always has weak persistency; the proof for other cases can be done in a similar way. We assume q, u, v) has the following properties:
Proof. Under the m iteration steps, the Hamiltonian H of (1.1) has the form q, u, v) .
By the construction of the KAM iteration, we have a series of nested domains 
by observing the convexity of N m in v and the fact
Here Λ is the biggest eigenvalue of the Hessian matrix of N m in (p, v) , and u 0 is the maximum point. However, the coordinate transformation S m , and consequently (6.1) and (6.2), are valid only in D m . Recall the construction of the generating function W m at each step of iteration. It is easy to see that we can extend W m with C 2 -differentiability to the whole D 0
Therefore,
(6.6)
This completes the proof. q, u, v) be the Lagrangian corresponding to the Hamiltonian
∞ is convex in (q,u) it attains its minimum in (q,u) at the point where
, where the Lagrangian
By virtue of Lemma 6.1, it implies that the Lebesgue measure µ Γ distributed on
dµ, because the time-1-map of Hamiltonian flow is an exact symplectic diffeomorphism and S ∞ is the limit of the composition of these exact symplectic diffeomorphisms.
The measure estimate
In the previous sections the existence of some (n − 1)-dimensional tori is proved under the assumption that F k (p) satisfies the diophantine condition for all steps of the iteration. In this section we shall show that this assumption is true for the majority of the action p ∈ R n−1 in the sense of Lebesgue measure. First, we assume that the maximum point of N k (p, u, v(p, u) ), as the function of u, has weak persistency at each point p.
After m steps of KAM iteration the main part of the Hamiltonian has the form Letv m (p, u) be the solution of
It is easy to see that the function N m (p, u, v(p, u) ) is a convex function of p for fixed u. Indeed, it follows from ∂N ∂v (p, u, v(p, u) We use Ω(k, D) = {ω ∈ R n−1 : | k, ω | ≤ D|k| −ν } to denote the k-resonant strip, S(k) = {ω ∈ R n−1 : k, ω = 0} to denote the k-resonant hyperplane, and define F m (p) = max u∈S 1 N m • U m (p, u,v m (p, u) ), since N m • U m can be extended to the whole circle S 1 as the function of u. For the m-th step of iteration, we need to cut off a set Obviously, Σ ∞ = lim m→∞ Σ m < +∞.
As we are treating the case of weak persistency, we need to cut off another set A In order for condition (4.1c) to hold for the (m + 1)-th step of iteration, we need to cut off one more set, A Obviously, the object in this section is to obtain the measure estimate on the set lim m→∞ G m . To do it, we should be aware that the two sets ∇F Let F ∞ = lim m→∞ F m , it is single valued on S. Clearly, the inverse of F ∞ is Lipschitz. By applying Lemma 3.1 we obtain (1.5) To obtain (1.8) we apply Lemma 3.2 to the frequency maps Obviously, (1.8) follows from (1.7) as well as (7.14). This completes the whole proof of the theorem in the case that the critical points at each step of iteration have weak persistency. The remaining part is to show the positive measure estimate in the case when some critical points have strong persistency. We assume that after the (m − 1)-th
