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Ohjelmoinnissa samanaikaisuus tarkoittaa ohjelman eri osien suorittamista samaan aikaan 
käyttöjärjestelmän tai ohjelmointikielen mekanismeja käyttäen. Näitä mekanismeja ovat proses-
sit, säikeet ja asynkroniset mekanismit. Python-ohjelmointikieli tarjoaa useita rajapintoja näiden 
mekanismien käyttöön. 
Tämän työn tarkoitus on esitellä Pythonin CPython-toteutuksen standardikirjaston samanai-
kaisuuden käytön mahdollistavia rajapintoja ja niiden käyttöä. Lisäksi työssä käsiteltiin rajapinto-
jen eroja ja hyviä ja huonoja puolia suorituskyvyn ja käyttökohteiden kannalta. 
Työssä selvennettiin onnistuneesti rajapintojen taustalla olevia mekanismeja ja käyttöä, ja to-
dettiin prosessipohjaisen samanaikaisuuden olevan paras ratkaisu laskentaintensiivisille ongel-
mille. Säikeisiin pohjautuvan samanaikaisuuden todettiin soveltuvan laitteisto- ja verkkopainottei-
sille ongelmille niiden keveyden takia. Concurrency.futures-moduulin rajapintojen todettiin olevan 
helppokäyttöisimmät ja laajimmat samanaikaisuuden suorituksen ja tulosten hallintaan. Asyncio-
moduulin todettiin olevan hyödyllinen säikeiden ja prosessien käyttämisen välttämiseen. 
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In programming, concurrency is the process of execution of different parts of a program at the 
same time, using mechanisms like processes and threads provided by operating systems and 
asynchronous mechanisms provided by programming languages. Python provides several APIs 
for using these mechanisms. 
The goal of this thesis is to introduce and clarify the APIs provided by the CPython reference 
implementation of the Python programming language through explaining the workings of the con-
current mechanisms behind them and by using comprehensive code examples. The thesis also 
seeks to study the differences of these APIs and their possible use cases. 
The thesis successfully communicated the mechanisms behind the APIs and clarified their 
usage and purpose. Process based concurrency was deemed to be the best option for CPU heavy 
computing, whereas thread-based concurrency was found to be better in device and network 
intensive use cases. The concurrency.futures-module was found to have provided the best inter-
face for using process and thread based concurrency in terms of the amount of code needed and 
the scope of provided functions, classes and methods for the management of the state and results 
of concurrent execution. The asyncio-module was found to be useful in writing concurrent code 
when trying to avoid using threads and processes. 
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v 
LYHENTEET JA MERKINNÄT 
 
API engl. Application Programming Interface, rajapinta koodin kanssa 
vuorovaikuttamiseen 
CPU  engl. Central Processing Unit, tietokoneen prosessori 
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1. JOHDANTO 
Mooren lain mukaan transistorien määrä mikropiireissä kaksinkertaistuu joka toinen vuosi. Tä-
män takia tietokoneiden prosessorien ydinmäärä on kasvanut tasaisesti, mutta yksittäisen ytimen 
laskentatehon kasvu on hidastunut fyysisten rajoitusten kuten lämmön tuotannon takia. Ohjelmien 
prosessointi- ja reagointikykyvaatimusten edelleen kasvaessa, ohjelmointikielten on tarpeellista 
tarjota tapoja suorittaa koodia hajautetusti, rinnakkaisesti ja samanaikaisesti. Nämä tavat eivät 
kuitenkaan välttämättä ole yksinkertaisia valita tai käyttää. 
Tämän työn tarkoitus on tarkastella Python-ohjelmointikielen standardikirjaston tarjoamia mul-
tiprocessing-, threading-, concurrency- ja asyncio-rajapintoja koodin samanaikaistamiseen ja sa-
manaikaistamisen hallitsemiseen käyttöjärjestelmän ja ohjelmointikielen mekanismeja käyttäen. 
Työssä asyncio-moduulin käsittely on rajoitettu Pythonin dokumentaatiossa määriteltyyn korke-
amman tason osuuteen, koska matalan tason toiminnallisuus on ”tarkoitettu kirjastojen ja ohjel-
mistokehyksien kehittäjille” [1]. Threading-moduulista rajataan käsiteltäväksi vain Threading-luo-
kan käyttö. Rajapintojen käytön lisäksi työssä tutkitaan niiden soveltuvuutta eri käyttökohteisiin, 
vertailemalla rajapintojen käyttämien mekanismien ominaisuuksia ja rajapintojen toteutuksia. 
Toisessa luvussa käydään läpi samanaikaisuuden taustaa, sekä koodin suorittamisen pohjana 
toimivien käyttöjärjestelmän ja ohjelmointikielten tarjoamia mekanismeja samanaikaistamiseen. 
Lisäksi luvussa käsitellään samanaikaistamisessa ilmeneviä ongelmia ja niihin kehitettyjä ratkai-
suja. Kolmannessa luvussa perehdytään Python-ohjelmointikielen toteutukseen, käyttöön, omi-
naisuuksiin, koodin rakenteeseen sekä syntaksiin tulevissa luvuissa käsiteltävien esimerkkien ja 
väitteiden ymmärtämisen helpottamiseksi. Neljännessä luvussa esitellään Pythonin samanaikais-
tamiseen tarkoitettuja rajapintoja, sekä koodiesimerkkejä näiden käyttöön. Viidennessä luvussa 
tutkitaan rajapintojen soveltuvuutta eri käyttökohteisiin toteutusyksityiskohtien sekä käytettyjen 




Ohjelmakoodia kirjoitettaessa ohjelman käskyjen suorituksen ajatellaan yleensä tapahtuvan 
peräjälkeen eli synkronisesti, jolloin ohjelman suoritus siirtyy seuraavaan komentoon vasta, kun 
edellisen käskyn suoritus on päättynyt. Joidenkin ohjelmistokehityksen ongelmien kannalta on 
kuitenkin tarpeellista suorittaa useita käskyjä samanaikaisesti, esimerkiksi ajankäytön paranta-
miseksi tai joidenkin ohjelman osien, kuten käyttöliittymän pitämiseksi vastaanottavaisena [2]. 
Ohjelman eri osien, kuten Kuva 1 käskyjen suorittamista samaan aikaan voidaan nimittää 
useilla termeillä käytetyistä mekanismeista ja ohjelman suunnittelutavasta riippuen. Rinnakaisuus 
(engl. parallel computing) tarkoittaa useiden säikeiden tai prosessien käyttämistä ohjelman suo-
rituksen jakamiseksi osiin. Rinnakkaisuus on determinististä ja tähtää yleensä parempaan suori-
tuskykyyn. Samanaikaisuus (engl. concurrency) tarkoittaa samojen mekanismien käyttöä, mutta 
epädeterministisesti ja usein tavoitteena latenssin piilottaminen. Asynkronisuus taas tarkoittaa 
samanaikaisuuden piilottamista ohjelman kirjoittajalta. [3] 
Samanaikaisuus voidaan saavuttaa useilla eri tavoilla riippuen käytössä olevasta laitteistosta 
sekä toteutustavasta. Näitä tapoja käsitellään seuraavissa luvuissa prosessien, säikeiden, corou-




Kuva 1. Esimerkki ohjelman käskyjen suorittamisesta synkronisessa ja samanai-
kaisessa järjestelmässä. 
Samanaikaisuudella on useita hyötyjä kuten raskaiden operaatioiden jakaminen osiin, käyttö-
liittymän ohjelmakoodin suorittaminen samanaikaisesti muun logiikan kanssa ja ohjelman raken-
teen jakamisen helpottuminen, mutta myös haittoja kuten ohjelman suoritusjärjestyksen hahmot-
tamisen, sekä muistinhallinnan ja virheenhaun hankaloituminen. [4] 
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2.1 Prosessit 
Prosessit ovat käyttöjärjestelmän yksiköitä ajettaville ohjelmille, joilla on oma muistiavaruus eli 
alue muistista, jossa prosessi pitää suoritettavaa ohjelmakoodia ja sen tarvitsemaa tietoa. Käyt-
töjärjestelmä säilyttää kustakin prosessista tietoa prosessielementissä, joka sisältää tiedon pro-
sessin ajaman ohjelman kontekstista eli ohjelman tilasta, ohjelmakoodin sijainnista muistissa, 
seuraavaksi ajettavan komennon muistiosoitteesta, rekistereiden sisällöstä ja tärkeimpänä tiedon 
itse prosessin tilasta. [2][5] Käyttöjärjestelmä käyttää prosesseja ohjelmien vuorontamiseen eli 
keskusyksikön suoritusajan jakamiseen vuorotellen eri ohjelmille, esimerkiksi prosessien tärkey-
den, viimeisestä suoritusajan antamisesta kuluneen ajan tai prosessin tilan perusteella. [4] 
Eräitä vuoronnusalgoritmeja eli tapoja jakaa suoritusaikaa prosesseille ovat vapaaehtoinen 
vuoronnus ja ennakoiva vuoronnus. Vapaaehtoinen vuoronnus ei pakota prosesseja luopumaan 
suoritusajastaan, eli suorittamaan kontekstinvaihtoa, jossa prosessin tila ja rekisterit tallennetaan 
käyttöjärjestelmän muistin tilan määrän mukaan joko keskusmuistiin tai pysyväismuistiin. Sen si-
jaan prosessi keskeyttää ohjelman suorituksen tietyin aikavälein tai ohjelman odottaessa esimer-
kiksi käyttäjää tai laitteistoresursseja, jotta muita ohjelmia ja käyttöjärjestelmän tehtäviä voidaan 
suorittaa. [6] Ennakoiva vuoronnus taas pitää itse huolen prosessien kontekstin vaihtamisesta 
sille annetun vuoronnusalgoritmin perusteella, esimerkiksi prosessin tärkeyden tai arvioidun jäl-
jellä olevan suoritusajan perusteella [7]. 
2.2 Säikeet 
Säikeet ovat prosesseja kevyempiä ohjelman suoritusyksiköitä, joiden avulla voidaan saman-
aikaistaa ohjelmakoodin suorittamista käyttämällä käyttöjärjestelmän vuorontajaa. Säikeet on 
yleensä toteutettu prosessin osina, jotka jakavat isäntäprosessin muistiavaruuden. Näin käyttö-
järjestelmän vaihtaessa suoritettavaa säiettä sen tarvitsee vaihtaa vain rekisterien sisältö, eikä 
koko muistiin ladattua ohjelmaa. Saman muistin jakaminen kuitenkin hankaloittaa ohjelman suun-
nittelua, koska säikeet saattavat muokata toisen säikeen käyttämää tietoa muistissa. Joissain 
käyttöjärjestelmissä ei ole erikseen säikeitä, vaan osa prosesseista jakaa muistinhallinnan. Säi-
keitä ja prosesseja voidaan suorittaa myös ilman käyttöliittymää tai komentolinjaa, jolloin niistä 
käytetään daemon-nimitystä. [4] 
2.3 Coroutinet 
Coroutine on aliohjelma eli ohjelman osa, kuten luokka tai funktio, joka on suunniteltu keskeyt-
tämään suorituksensa vapaaehtoisesti ja jatkamaan sitä myöhemmin. Termi viittaa englanninkie-
lisiin termeihin cooperative multitasking eli aikaisemmin luvussa 2.1 selitettyyn vapaaehtoiseen 
vuorontamiseen ja subroutine eli aliohjelmiin. Coroutinet ovat yleensä toteutettuja säikeiden 
osina, jolloin saman säikeen sisällä voidaan suorittaa vuorotellen useita coroutineja. Tämä mah-
dollistaa muun ohjelmakoodin suorituksen pitkäkestoisten operaatioiden, kuten verkko- tai laite-
kommunikaation suorituksen odottaessa tietoa muualta. [7] Kuva 2 havainnollistaa prosessin 
muistiavaruuden jakautumista eri samanaikaisuuden mekanismien kesken. 
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Kuva 2. Muistiavaruuksien jakautuminen eri samanaikaistamisen mekanismien 
kesken. 
2.4 Futuurit ja promiset 
Futuurit ja promiset ovat funktionaalisesta ohjelmoinnista lähtöisin olevia ohjelmointikielen me-
kanismeja, joiden tehtävänä on suorittaa annettua ohjelmakoodia samanaikaisesti kutsujan 
kanssa ja erottaa annettu ohjelmakoodi suorituksen tuloksesta. Useimmissa ohjelmointikielissä 
futuurilla tarkoitetaan sijaisoliota, joka tulee sisältämään samanaikaisesti suoritettavan ohjelma-
koodin tuloksen, kun ohjelmakoodin suoritus on päättynyt. Futuurien tuottaman vastauksen kä-
sittelemiseksi futuureille voidaan yleensä määrittää takaisinkutsufunktioita, jotka suoritetaan fu-
tuurin tuloksen selvittyä. Näin minkään säikeen tai prosessin ei välttämättä tarvitse erikseen synk-
ronoida futuureilla tai promiseilla samanaikaistettua suoritusta, vaan niiden tulokset käsitellään 
niiden valmistuttua. [8][9] 
Promiset ovat futuurien helpompaan suorittamiseen tarkoitettu mekanismi, joka mahdollistaa 
useiden futuurien tuloksien käsittelyn ja yhdistämisen. Promiset tarjoavat usein samanlaisen ra-
japinnan kuin futuurit, jossa lopputulos annetaan promisen sisältämien futuurien suorituksen pää-
tyttyä. [9] 
2.5 Samanaikaisuuden ongelmat ja ratkaisumekanismit 
Ohjelman osien samanaikainen suorittaminen ja vuorontaminen, sekä etenkin ohjelman re-
surssien ja muistin yhteiskäyttö aiheuttavat useita ongelmia, kuten poissulkeutuminen, synkro-
nointi ja lukkiutuminen. Ratkaisuiksi näihin ongelmiin on kehitetty erilaisia mekanismeja proses-
sien ja säikeiden tilojen ja kommunikaation hallintaan. [4] 
Poissulkeutumisongelmassa (engl. mutual exclusion) usea samanaikaisesti suorituksessa 
oleva ohjelma tai ohjelman osa yrittää käyttää yhteistä resurssia, kuten muistiin kirjoitettua arvoa 
tai tietorakennetta. Tämä saattaa johtaa ohjelman virheelliseen tai määrittelemättömään toimin-
taan. Yksi esimerkki on Kuva 3 esitetty ongelma, jossa kaksi säiettä yrittää samanaikaisesti pois-
taa linkitetystä listasta alkiot 2 ja 3. Poisto tapahtuu asettamalla poistettavan alkion viittaus seu-
raavaan alkioon osoittamaan poistettavaa alkiota seuraavaan alkioon. Kuvan keskimmäisessä 
tilassa säikeet ovat suorittaneet poiston samaan aikaan ja kolmannessa on lopputila, jossa alkio 





Kuva 3. Kahden peräkkäisen alkion poistaminen linkitetystä listasta kahden eri 
säikeen toimesta. 
Eräs ratkaisu poissulkeutumisongelmaan on semaforimuuttuja eli liikennevalo, joka asetetaan 
odottamaan ensimmäisen prosessin tai säikeen siirtyessä ohjelman kriittiselle alueelle eli sellai-
seen kohtaan koodia, jossa käsitellään yhteisiä resursseja. Muut resursseja käyttävät prosessit 
tai säikeet odottavat, kunnes semafori vapautuu, jolloin niistä seuraava saa käsitellä resurssia. 
[4] 
Synkronointiongelmassa (engl. synchronization) tarkoituksena on tahdistaa eri prosessien tai 
säikeiden suoritus esimerkiksi siten, että tiettyjen prosessien suoritus jatkuu vasta erään tietyn 
prosessin päästyä suorituksen loppuun, tai että prosessit suorittavat annettua koodia tietyssä jär-
jestyksessä. Synkronointiongelman ratkaisemiseen voidaan käyttää esimerkiksi aktiivista odotta-
mista, barrieria tai aikaisemmin esiteltyä semaforia. Aktiivinen odottaminen (engl. busy waiting, 
spinlock) toimii osittain samoin tavoin kuin semafori. Siinä kriittiselle alueelle ensimmäisenä me-
nevä prosessi asettaa lippumuuttujan, joka pysäyttää muut säikeet, kunnes ensimmäinen on pois-
tunut kriittiseltä alueelta. Muut säikeet odottavat loopissa, tarkistaen jatkuvasti lipun tilaa. Myös 
barrier estää ohjelman suorituksen jatkumisen kriittiselle alueelle, mutta sen tarkoituksena on 
odottaa tietyn säiemäärän saapumista odottamaan kriittiselle alueelle pääsyä, jonka jälkeen 
kaikki odottavat säikeet voivat jatkaa suoritusta [10]. Synkronointia tulisi välttää, mikäli mahdol-
lista, koska säikeiden ja prosessien pitkäaikainen odotuttaminen heikentää huomattavasti saman-
aikaistettujen ratkaisujen tuomaa hyötyä. [4] 
Lukkiutumisongelmassa (engl. deadlock) usea säie tai prosessi odottaa toisen odottavan pro-
sessin lukitseman resurssin vapauttamista ikuisesti. Lukkiutuminen voidaan ratkaista purkamalla 
tai ennakoimalla. Lukkiutumisen purkamisessa lukkiutuminen havaitaan ja jokin säie tai prosessi 
pakotetaan loppumaan tai luopumaan lukitusta resurssista. Ennakoinnissa mahdollisia tapoja 
ovat esimerkiksi poissulkeutumisen estäminen, jossa resurssia ei voida lukita pysyvästi jollekin 
tietylle säikeelle tai prosessille, ja toteutus, jossa säikeet tai prosessit eivät voi lukita mitään re-




Python on ensimmäisen kerran vuonna 1991 julkaistu moderni, avoimen lähdekoodin ja kor-
kean tason dynaamisesti tyypitetty ohjelmointikieli, jonka luojan katsotaan olevan alankomaalai-
nen Guido van Rossum. [11] Tarkoitukseltaan Python on yleiskäyttöinen, eli sillä ei ole tiettyä 
suunniteltua käyttökohdetta, vaan sitä on mahdollista käyttää useisiin eri käyttökohteisiin useilla 
eri alustoilla. Muita sen suunnittelua ja kehitystä ajavia periaatteita ovat lukemisen ja kirjoittami-
sen helppous, sekä ”batteries included” -periaate, jonka mukaan Python pyrkii tarjoamaan mah-
dollisimman monia yleisesti tarvittavia rajapintoja valmiiksi kielen mukana tulevassa standardikir-
jastossa. Python on toteutettu C-kielellä ja sisältää myös rajapinnan C:llä kirjoitettujen kirjastojen 
käyttämiseksi Pythonilla. [12][13][14] 
3.1 Käyttö ja toiminta 
Vaikka Pythonia kutsutaan tulkattavaksi ohjelmointikieleksi, sillä kirjoitetun koodin suorittami-
nen ei vastaa täysin tulkattavaa tapaa, jossa erillinen ohjelma eli tulkki suorittaa koodia rivi riviltä. 
Sen sijaan Pythonilla kirjoitettu koodi esikäännetään ensin tavukoodiksi (engl. bytecode), joka 
tulkataan erillisen virtuaalikoneen eli varsinaisen tulkin sisällä, kuten Kuva 4:ssä. Lisäksi kirjoitet-
tuun koodiin Pythonin import-lauseketta käyttäen lisätyt ulkoiset moduulit käännetään valmiiksi 
.pyc-päätteisiksi tiedostoiksi, joista ne voidaan ladata valmiiksi tavukoodimuodossa. Tämä no-




Kuva 4.  Python-tulkin toiminta. [16] 
Python-ohjelma suoritetaan antamalla tulkkiohjelmalle .py-päätteinen tiedosto, joka sisältää 
kielellä kirjoitetun ohjelman lähtöpisteen. CPython-tulkin asennuspaketin tapauksessa tulkki voi-
daan herättää komentolinjalta komennolla ”python”, jonka perään kirjoitetaan ajettavan tiedoston 
polku. [18] 
Python on dynaamisesti tyypitetty, eli koodia kirjoittaessa muuttujille ei erikseen määritellä 
tyyppiä. Sen sijaan tulkki automaattisesti määrittelee kunkin muuttujan tyypin tämän senhetkisen 
arvon perusteella. [19] Python ei ole riippuvainen työkaluista, joilla sitä kirjoitetaan, vaan ne voivat 
olla yksinkertaisia tekstieditoreita kuten notepad tai xed, tai omia työkalujaan sisältäviä ohjelmoin-
tiympäristöjä, kuten JetBrains PyCharm tai CPython-asennuspaketin mukana tuleva IDLE. 
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3.2 Syntaksi ja rakenne 
Pythonilla kirjoitettu koodi jaetaan paketeiksi ja moduuleiksi tiedostorakenteen perusteella. 
Kansio, joka sisältää __init__.py -nimisen tiedoston muodostaa paketin. Yksittäiset tai paketin 
sisällä olevat .py-tiedostopäätteiset kooditiedostot ovat moduuleita. Kuva 5 esittää kansio-nimi-
sen paketin sisältämiä tiedosto ja tiedosto2 -moduuleja. 
 
 
Kuva 5. Esimerkki Python-paketin kansiorakenteesta. 
Moduulit koostuvat muuttujien, luokkien ja metodien määrittelyistä, metodien kutsumisesta ja 
pakettien ja moduulien lataamisesta. [20] Esimerkissä Ohjelma 1 on esitetty kokonaisluku, merk-
kijono ja totuusarvomuuttujien, metodin ja luokan määrittely. Lisäksi esimerkin alussa ladataan 
time-moduulista sleep-funktio, jota käytetään myöhemmin esimerkin nuku-funktiossa, ja käsitel-
lään luokkainstanssin a jäsenmetodia tulosta_aika pistenotaation avulla rivillä 47. Alla olevassa 
esimerkissä funktioiden ja metodien argumentit tunnistetaan niiden järjestyksen perusteella, 
mutta ne on myös mahdollista nimettyinä argumentteina (engl. keyword argument). Tällöin argu-
mentti annettaisiin muodossa ”argumentin_nimi=argumentti”. Import-lauseke hakee annettua mo-
duulia ajoympäristöstä sekä ympäristömuuttujilla määritetyistä poluista ja lataa sen käytettäväksi 
ohjelmaan annetulla nimellä. Lausekkeesta voidaan käyttää myös muotoa ”from moduuli import 

































# -*- coding: utf-8 -*- 
# määritellään tiedoston merkistö, jotta kaikki aakkoset 
# tallentuvat oikein 
 
# ladataan standardikirjaston moduulista time metodi sleep 
from time import sleep 
 
 
# funktion määrittely 
def nuku(aika): 
    # asetetaan ohjelma odottamaan annettu aika sekunteissa 
    sleep(aika) 
 
 
# luokan määrittely 
class Aika: 
 
    # luokkamuuttuja joka on kaikille luokan instansseille yhteinen 
    etuliite = 'Aika: ' 
 
    # __init__ on luokan alustusmetodi, jota kutsutaan aina kun 
    # luokasta alustetaan instanssi 
    def __init__(self, aikaleima): 
        # asetetaan luokan instanssimuuttuja 
        # luokan sisällä luokan omaa kontekstia voidaan käsitellä 
        # self. -syntaksin kautta 
        self.aikaleima = aikaleima 
 
    # luokkametodin määrittely 
    def tulosta_aika(self): 

























        # instanssimuuttuja "aikaleima" komentolinjalle 
        print(Aika.etuliite + self.aikaleima)  
 
    def nollaa_aika(self): 
        self.aikaleima = '' 
 
 
# suoritetaan seuraava koodi vain 
# jos ohjelma käynnistetään tästä 
# moduulista 
if __name__ == '__main__': 
    # kutsutaan funktiota nuku argumentilla 10 
    nuku(10) 
 
    # alustetaan instanssi Aika-luokasta ja talletetaan se 
    # muuttujaan a 
    a = Aika('30.5.2019') 
 
    # luokkainstanssin metodin kutsuminen 
    a.tulosta_aika() 
 
# ohjelma tulostaa: 
# Aika: 30.5.2019 




Tiedostossa olevaa Python-kooditiedosto käsitellään lohkoittain ylhäältä alas. Lohkot erotel-
laan sisentämällä, jolloin jokaista sisäkkäistä luokkaa, metodia tai funktiota kohden koodirivin al-
kua sisennetään neljä välilyöntiä [22]. Ensimmäisenä käsitellään moduulin tai luokan sisentämä-
tön koodi. Esimerkkikoodissa tämä näkyy esimerkiksi Aika-luokan ja sen jäsenmetodien sisen-
nyksissä. Alla oleva lista selventää koodiesimerkin suoritusjärjestystä. Erityisesti huomioitavaa on 
kohdan 5 luokkamuuttujan alustaminen, joka tapahtuu ennen luokan alustusmetodin kutsumista. 
 
1. from time import sleep 
2. nuku(10) 
3. sleep(10) 
4. a = Aika(’30.5.2019’) 
5. etuliite = ’Aika :’ 
6. __init__(self, aikaleima) 
7. self.aikaleima = aikaleima 
8. a.tulosta_aika() 
9. print(Aika.etuliite + self.aikaleima) 
 
Jos yllä oleva esimerkkimoduuli ladattaisiin toisessa moduulissa import-lauseketta käyttäen, 
kääntäjä kutsuisi riveillä 38-45 olevia kutsuja ja alustuksia, muttei käsittelisi Aika-luokan nol-
laa_aika-metodia, koska sitä ei kutsuta millään rivillä. Metodien ja luokkien koodi käsitellään 
vasta, kun niitä ensimmäisen kerran käytetään. [23] 
Python tarjoaa ohjelman kulun muuttamiseen toisto- ja valintarakenteita, joista tulevissa lu-
vuissa käytetään for- ja if-lausekkeita. For mahdollistaa tietorakenteiden tai range-funktiolla mää-
riteltyjen numerosarjojen yli iteroimisen, eli lausekkeen sisältämän koodin suorittamisen jokaiselle 
tietorakenteen tai sarjan alkiolle. Kullakin hetkellä käsiteltävää alkiota voidaan käyttää lausekkeen 
sisältämässä koodissa sen muuttujan nimellä. If on ehtolauseke, joka suorittaa sisällään olevan 
9 
koodilohkon, jos if-sanaa seuraava lauseke palauttaa toden arvon. Kahden olion vertailemiseksi 
toisiinsa voidaan käyttää ”==”-vertailuoperaattoria, tai pelkkää olion nimeä, jos olio palautta to-


































# -*- coding: utf-8 -*- 
 
# luodaan range-funktiolla numeroväli 
# ja tulostetaan jokainen välillä 
# oleva numero 
for i in range(0, 3): 
    print(i) 
 
# alustetaan vektori ja tulostetaan 
# jokainen sen arvo for-lauseketta 
# käyttäen 
vektori = [1, 2, 3] 
 
for i in vektori: 
    print(i) 
 
# alustetaan muuttuja jonka arvo on tosi 
# ja tulostetaan merkkijono "Tosi" jos 
# muuttujan arvo on tosi 
arvo = True 
 
if arvo == True: 
    print('Tosi') 
 












4. SAMANAIKAISUUS PYTHONISSA 
Pythonin standardikirjasto tarjoaa useita rajapintoja eri tasoisen samanaikaisuuden, kuten säi-
keiden, prosessien ja useisiin moderneihin ohjelmointikieliin viime aikoina lisättyihin taskeihin, 
coroutineihin ja futureihin. [24][25][26][27] Seuraavissa luvuissa käsitellään näiden samanaikai-
suuden mekanismien toteutuksia Pythonin standardikirjastossa ja esitetään esimerkkejä niiden 
käytöstä. 
4.1 Säikeet 
Pythonin säikeitä käyttävän samanaikaisuuden rajapinta on toteutettu threading-moduuliin. 
Ajettavaa säiettä vastaa Thread-luokka, jolle annetaan alustettaessa suoritettava funktio, kuten 




















# -*- coding: utf-8 -*- 




    print(merkkijono+' säikeessä') 
 
 
if __name__ == "__main__": 
    # luodaan säieolio suorittamaan tulosta-funktio 
    # "Merkkijono"-argumentilla 
    saie = Thread(target=tulosta, args=('Merkkijono',)) 
    # käynnistetään säie 
    saie.start() 
    # odotetaan säikeen suorituksen päättymistä 
    saie.join() 
 
# ohjelma tulostaa: 
# Merkkijono säikeessä 
 Yksittäisen säikeen luominen funktion suorittamiseksi 
 
Thread-luokalla luotu säie on mahdollista käynnistää daemon- eli taustasäikeenä, jonka suo-
ritus päättyy pääsäikeen eli ohjelman suorituksen aloittaneen säikeen lopettaessa. Käynnistämi-
nen tapahtuu joko Thread-oliota alustaessa avainsana-argumentilla ”daemon=True”, tai olion 
alustamisen jälkeen asettamalla olion daemon-jäsenmuuttujan arvo todeksi ennen käynnistä-
mistä. Lisäksi threading-moduuli sisältää samanaikaistamista helpottavia luokkia ja funktioita. [28] 
4.2 Prosessit 
Pythonin standardikirjasto tarjoaa prosessien luomiseen ja käyttöön multiprocessing-moduu-
lin, jonka rajapinta vastaa pitkälti threading-moduulia. Multiprocessing-moduulissa käyttöjärjestel-
män prosessia vastaa Process-luokka, jonka avulla voidaan hallita Python-koodin suorittamisesta 
eri prosesseissa. Alla olevassa esimerkissä rivillä 14 alustetaan Process-luokan olio, asetetaan 
se suorittamaan annettua funktiota ”foo” ja käynnistetään prosessi. Foo-funktion toteutus asettaa 
sitä suorittavan prosessin odottamaan funktiolle argumenttina annetun viiveen, tässä esimerkissä 
10 sekunnin, ajan. Käynnistetyltä prosessilta voidaan hakea sen PID-tunnus, eli käyttöjärjestel-
män antama uniikki tunnus, jolla prosessia voidaan hallita käyttöjärjestelmän prosessirajapintojen 


































# -*- coding: utf-8 -*- 





    # asetetaan prosessi odottamaan annetun viiveen ajan 
    time.sleep(viive) 




    # luodaan uusi Process-olio, jonka suoritettavana funktiona on 
    # foo ja argumenttina 10 
    proc = Process(target=foo, args=(10,)) 
    # käynnistetään uusi prosessi 
    # vasta tämä luo uuden prosessin 
    proc.start() 
    print(proc.pid) 
    # odotetaan nykyisessä prosessissa, kunnes uusi prosessi on 
    # valmis 
    proc.join() 
 
 
if __name__ == '__main__': 
    # suoritetaan ohjelman pääfunktio 
    main() 
 
# ohjelma tulostaa: 
# 9096 
# Prosessi on valmis 
 Esimerkki uuden prosessin luomisesta ja käynnistämisestä Pro-
cess-luokkaa käyttäen. 
 
Käyttöjärjestelmästä riippuen uusi prosessi voidaan käynnistää joko täysin uutena prosessina, 
tai nykyisen prosessin aliprosessina, jolloin kaikki isäntäprosessin tiedot kopioituvat aliprosessiin. 
Käynnistysmetodi voidaan asettaa kutsumalla multiprocessing-moduulin set_start_method -funk-
tiota, joka ottaa argumenttina käynnistystavan nimen. 
Multiprocessing tarjoaa myös työkaluja useiden prosessien helpompaan käyttöön ja proses-
sien väliseen kommunikointiin. Pool-luokkaa voidaan käyttää annetun funktion, metodin tai tieto-
rakenteen käsittelyyn luokalle annetuilla prosesseilla. Alla olevassa esimerkissä Ohjelma 5 on 
toteutettu ohjelma, joka tulostaa luvun neliön luvuille 1-3 ensin yksittäisiä prosesseja ja riviltä 38 
















# -*- coding: utf-8 -*- 
from multiprocessing import Pool, Process 
 
 
# palautetaan luvun neliö 
def nelio(numero): 
    return numero * numero 
 
 
# tulostetaan luvun neliö 
def tulosta_nelio(numero): 








































# suoritetaan jos tämä moduuli on ensimmäinen ladattu moduuli 
if __name__ == '__main__': 
    # alustetaan vektori luvuista jotka tullaan neliöimaan 
    numerot = [5, 10, 20] 
    # alustetaan tyhjä vektori prosessiolioiden 
    # säilyttämistä varten 
    prosessit = [] 
 
    # iteroidaan numerolistaa 
    for numero in numerot: 
        # käynnistetään uusi prosessi jokaisen numeron 
        # neliön laskemiseksi 
        prosessi = Process(target=tulosta_nelio, args=(numero,)) 
        # lisätään prosessiolio prosessivektoriin 
        prosessit.append(prosessi) 
        # käynnistetään prosessi 
        prosessi.start() 
 
    # iteroidaan prosessilistaa ja odotetaan vuorollaan 
    # jokaisen prosessin valmistumista 
    for proc in prosessit: 
        proc.join() 
 
    # luodaan Pool-olio jolla on 3 prosessia 
    pooli = Pool(processes=3) 
    # kutsutaan poolin map-funkiota joka kutsuu jokaiselle 
    # numerot-tietorakenteen alkiolle nelio-funktiota 
    # ja palauttaa tuloksen vektorina 
    # jokainen prosessi saa siis yhden funktion suoritettavakseen 
    print(pooli.map(nelio, numerot)) 
 




# [25, 100, 400] 
 Useiden prosessien hallinta Pool-luokalla 
 
   Queue-luokka ja Pipe-funktio mahdollistavat prosessien välisen kommunikaation tietoraken-
teita tai viestikanavia käyttäen. Queue on standardikirjaston samannimistä luokkaa vastaava to-
teutus, eli first in first out -jono, joka on säieturvallinen [29]. Pipe-funktio luo kaksi rajapinnaltaan 
identtistä oliota, jotka toimivat prosessien välisen yhteyden kahtena eri päänä. Ensimmäisen olion 
send-metodia kutsumalla voidaan lähettää viesti, joka voidaan lukea toisen olion recv()-metodilla 
ja toisin päin. Esimerkissä Ohjelma 6 on toteutettu viestin lähettäminen prosessilta toiselle mo-














# -*- coding: utf-8 -*- 
from multiprocessing import Pipe, Process, Queue 
 
 
# lisätään taulukko jonoon 
def jono_funktio(jono): 
    jono.put([1, 'kaksi']) 
 
 
# lähetetään taulukko yhteyden kautta 
def putki_funktio(conn): 


























    conn.close() 
 
 
if __name__ == '__main__': 
    jono = Queue() 
    jono_prosessi = Process(target=jono_funktio, args=(jono,)) 
    jono_prosessi.start() 
    # tulostetaan jonon päälimmäinen arvo 
    print(jono.get(), 'jono') 
    jono_prosessi.join() 
 
    # alustetaan yhteyden kaksi päätä omiin muuttujiinsa 
    emo_yhteys, lapsi_yhteys = Pipe() 
    putki_prosesi = Process(target=putki_funktio,  
                            args=(lapsi_yhteys,)) 
    putki_prosesi.start() 
    # vastaanotetaan käynnistetyssä prosessissa 
    # lähetetty viesti pääprosessissa 
    print(emo_yhteys.recv(), 'putki') 
    putki_prosesi.join() 
 
# ohjelma tulostaa: 
# [1, 'kaksi'] jono 
# [1, 'kaksi'] putki 
 Prosessien välinen kommunikointi Queuella ja Pipellä [30] mukail-
len. 
4.3 Coroutinet ja Taskit 
Pythonin asyncio-moduuli toteutta rajapintoja laite- ja verkkokeskeisen koodin samanaikaista-
miseen async-await -syntaksia ja taskeja käyttäen [1]. Niillä on mahdollista suorittaa funktioita 
coroutineina Pythonin omassa event loop -vuorontajassa [31]. Event loop on vapaaehtoinen vuo-
rontaja, eli se suorittaa yhtä asyncio-coroutinea kerrallaan, siirtyen seuraavaan vasta ensimmäi-
sen luopuessa suorituksesta await-avainsanalla. [32] Kuten johdannossa todettiin, tässä työssä 
ei käsitellä syvemmin event loopin toteutusta sen matalan tason luonteen takia. 
Pythonin coroutinet määritellään async-await -syntaksilla. Coroutineksi tarkoitetun funktion 
määrittelyyn lisätään avainsana ”async” ennen def-avainsanaa ja funktion nimeä. Tällöin funktion 
sisällä voidaan käyttää await-avainsanaa kutsujen edessä niiden suorituksen päättymisen odot-
tamiseksi ja suoritusvuoron vapaaehtoiseksi luovuttamiseksi seuraavalle coroutinelle, kunnes 
kutsun suoritus on päättynyt. Kutsun, jonka edessä await-avainsanaa käytetään, tulee olla odo-
tettavissa (engl. awaitable), eli coroutine, Task-olio, tai Future-olio. [33] 
Coroutine voidaan suorittaa antamalla se argumentiksi asyncio.run-metodille. Run-metodi luo 
coroutinelle oman event loopin ja hallitsee funktion sisäisten await-kutsujen vuorontamisesta, 
mutta ohjelman suoritus säikeessä, jossa run-metodia kutsuttiin ei etene, ennen kuin argumen-
tiksi annetun funktion suoritus päättyy. Jotta useita coroutineita voitaisiin suorittaa vuoronnetusti, 
tulee niistä luodaa tehtävä eli Task-luokan olio. Tehtävät vastaavat luvun 4.4 future-olioita, sillä 
ne mahdollistavat coroutineiden suorittamisen seuraamisen ja hallitsemisen, sekä tuloksen odot-
tamisen. [31]  
Alla olevissa esimerkeissä havainnollistetaan yksittäistä coroutinea kutsuvan säikeen muun 
suorituksen keskeytymistä sekä coroutineiden vuorontamista tehtäviä käyttäen. Esimerkissä Oh-
jelma 7 keskeytyminen näkyy ohjelman lopussa olevasta tulosteesta, jossa ohjelman lopussa 
oleva ”Loppu” tulostetaan vasta coroutineiden suorituksen päätyttyä. Esimerkissä Ohjelma 8 
event loop -vuorontajan toiminta näkyy tulosteen järjestyksessä. Paa_tehtava-coroutine luovuttaa 
suoritusvuoronsa rivillä 9, jolloin sivu_tehtava-coroutinelle annetaan suoritusvuoro. Esimerkissä 
käytetään asyncio.gather-funktiota usean coroutinen vuorontamiseksi jokaisen await-kutsumisen 
sijaan. 
 



























from asyncio import run 
 
 
async def tulosta(): 
    print('Tulosta') 
 
 
# kutsuu vielä toista coroutinea 
async def main(): 
    print('Main') 
    await tulosta() 
 
 
if __name__ == '__main__': 
    print('Alku') 
    # keskeytetään ohjelma coroutineiden 
    # suorittamiseksi 
    run(main()) 
    print('Loppu') 
 










































# coroutine joka luovuttaa 
# suoritusvuoron muille keskellä 
async def paa_tehtava(): 
    print('Pää') 
    await asyncio.sleep(3) 
    print('Pää') 
 
 
# coroutine joka ei luovuta suoritusta 
async def sivu_tehtava(): 
    print('Sivu') 
 
 
async def main(): 
    # käynnistetään coroutineiden suoritus 
    # luomalla task molemmista coroutinesta 
    await asyncio.gather( 
        paa_tehtava(), 
        sivu_tehtava() 
    ) 
 




# ohjelma tulostaa: 
# Pää 
15 
32 # Sivu 
# Pää 




Concurrent.futures-moduuli on suunnitelu yksinkertaistamaan funktioiden samanaikaista suo-
rittamista säikeiden tai prosessien avulla. [34] Moduulin pääluokat ovat yhteisestä Executor-luo-
kasta periytyvät säikeitä käyttävä ThreadPoolExecutor ja prosesseja käyttävä ProcessPoolExe-
cutor sekä näillä suoritettujen kutsujen tuloksia vastaava Future-luokka. Executor-luokkia alustet-
taessa niille annetaan argumentteina käytettävissä olevien säikeiden tai prosessien määrä. Alus-
tamisen jälkeen luokkien instanssit voidaan komentaa suorittamaan funktiota submit- tai map-
metodeilla. Lisäksi luokat tarjoavat shutdown-metodin resurssien vapauttamiseksi suorituksen 
päättymisen jälkeen.  
Yksittäisen Executor-luokan instanssille annetun submit- tai map-kutsun tulosta vastaava Fu-
ture-luokka toteuttaa rajapinnan laskennan tilan seuraamiseen cancelled-, done-, ja running-me-
todeilla, laskennan lopettamiseen cancel-metodilla sekä tuloksen paluuarvon odottamiseen re-
sult-metodilla. Luokkaa käyttäen on myös mahdollista liittää tulokseen takaisinkutsufunktio 
add_done_callback-metodilla, jota kutsutaan tuloksen valmistuttua. [35] Esimerkissä Ohjelma 9 




































from concurrent.futures import Executor, Future, \ 
    ProcessPoolExecutor, ThreadPoolExecutor 
 
 
# executor-luokilla suoritettava funktio 
def palauta_merkkijono(merkkijono): 





    print(futuuri.result()) 
 
 
if __name__ == '__main__': 
    # käynnistetään säie suorittamaan 
    # palauta_merkkijono-funktiota, 
    # tulostetaan tuloksen suorituksen 
    # tila ja odotetaan vastausta 
    with ThreadPoolExecutor(max_workers=1) as executor: 
        futuuri = executor.submit(palauta_merkkijono, 'säie') 
        print(futuuri.running()) 
        print(futuuri.result()) 
 
    # suoritetaan sama laskenta prosessilla 
    # käsitellään tulos erillisessä takaisinkutsufunktiossa 
    with ProcessPoolExecutor(max_workers=1) as executor: 
        futuuri = executor.submit(palauta_merkkijono, 'prosessi') 
        futuuri.add_done_callback(tulosta) 
 




34 # prosessi 




5. RAJAPINTOJEN KÄYTTÖKOHTEET JA VER-
TAILU 
Työssä tarkasteltavan CPython-tulkin muistinhallinta ei ole säieturvallinen, mikä tarkoittaa, 
että sillä ei voi suorittaa ohjelmia, jotka käsittelevät sen tuottamaa laitekoodia useassa eri säi-
keessä. Suojellakseen tulkin tilaa, CPython estää tämän lisäämällä tulkattuun koodiin mutexin eli 
lukkomuuttujan, jota kutsutaan nimellä Global Interpreter Lock eli GIL. Se lukitaan jonkin säikeen 
käyttäessä tulkin tuottamaa laitekoodia, sulkien muut säikeet pois, kunnes lukko avataan. Tämä 
rajoittaan kielen monisäikeisen samanaikaistamisen hyödyntämistä käytännössä eliminoimalla 
mahdollisuuden käyttää säikeitä CPU-intensiivisissä tehtävissä. [36] Johtuen prosesseja luo-
dessa ja lopettaessa tapahtuvasta erillisen muistialueen käsittelystä ja prosessien välisen kom-
munikaation suhteellisesta hitaudesta, säikeiden käytön yleiskustannus on kuitenkin pienempi 
kuin prosessien. [4] Siksi threading-moduulin voi olla nopeampi, kun kohdeongelma on suorittaa 
useita lyhyitä laskentoja tai suorittaa levy-, laitteisto-, ja verkkokeskeisiä operaatioita, joissa suo-
rittaja odottaa ulkoista resurssia. 
CPU-intensiivisissä tehtävissä prosessipohjainen samanaikaisuus, kuten multiprocessing-mo-
duuli tai concurrency.futures-moduulin ProcessPoolExecutor-luokka on nopeampi kuin vastaava 
monisäikeisyyteen pohjaava toteutus. [37] Verrattuna kuitenkin luvussa 4.4 käsiteltyyn concur-
rent.futures-moduulin ProcessPoolExecutor-luokkaan, multiprocessing-moduulin tarjoamien Pro-
cess- ja Pool-luokkien rajapinnat vaativat käyttäjältä enemmän kirjoittamista ja tarjoavat vähem-
män työkaluja suorituksen tilan seurantaan ja hallintaan. Lisäksi prosessipohjainen ja monisäikei-
nen samanaikaisuus vaativat ohjelmoijaa toteuttamaan itse moduulien tarjoamia rajapintoja käyt-
täen prosessien tai säikeiden välisen kommunikaation ja luvun 2.5 ongelmatapausten ratkaisun. 
[28][30] 
Luvussa 4.3 käsitelty asyncio-moduuli mahdollistaa ohjelman suorittamisen samanaikaistami-
sen multiprocessing- ja threading-moduuleja helpommalla rajapinnalla ilman prosessien ja säi-
keiden vaatimia turvamekanismeja tai kommunikaatiota. Asyncio-moduulin event loop -vuoronta-
jan käyttö kuitenkin vaatii, että minkään coroutinen suoritus ei kestä liian kauaa, koska event loop 
käyttää vain yhtä säiettä. Tämä hidastaisi käytännössä muiden coroutineiden suoritusta. Tässä 
tapauksessa asyncio tarjoaa rajapinnan säikeiden ja concurrent.futures-moduulin executor-luok-
kien käyttöön. [38] 
Luvussa 4.4 käsitellyt Concurrent.futures-moduulin executor-luokat on suunniteltu toteutta-
maan yksinkertaisempi asynkroninen rajapinta Python-koodin samanaikaistamiseen säikeillä ja 
prosesseilla sekä tulosten ja samanaikaisen suorituksen tilan hallintaan. [8] Rajapinta ei kuiten-
kaan ota kantaa säikeiden tai prosessien väliseen kommunikointiin, tai luvussa 2.5 käsiteltyihin 














Työssä käsiteltiin Pythonin standardikirjaston samanaikaistamiseen, sekä samanaikaistami-
sen helpottamiseen tarkoitettuja asynkronisia rajapintoja kertomalla niiden rakenteesta ja toimin-
nasta. Rajapintojen käyttöä selvennettiin esittämällä niiden taustalla olevia käyttöjärjestelmän me-
kanismeja sekä osoittamalla mahdollisia ongelmakohtia samanaikaisuuden toteuttamisessa näitä 
mekanismeja käyttäen. Rajapinnoista esitettiin koodiesimerkkejä synkronisen koodin ja vastaa-
van samanaikaistetun toteutuksen erojen havainnollistamiseksi, sekä samanaikaisten ja asynk-
ronisten rajapintojen käytön ja erojen hahmottamisen helpottamiseksi. 
Työssä pohdittiin myös esiteltyjen rajapintojen ja niitä käyttävien mekanismien hyviä ja huo-
noja puolia nopeuden ja rajapinnan käytön helppouden näkökulmasta. CPU-keskeisen laskennan 
samanaikaistamiseen tehokkain on prosesseihin pohjaava multiprocessing-moduuli. Kevyempiin 
laskentatehtäviin, latenssin pienentämiseen ja laitteisto- ja verkkokeskeiseen laskentaan tehok-
kain on threading-moduuli. Asyncio-moduuli on helppokäyttöisin käyttökohteisiin, joissa koko oh-
jelma voidaan rakentaa asynkroniseksi. Säikeiden ja prosessien käyttöön vähiten kirjoitettavaa 
koodia vaativa ja eniten työkaluja tarjoava rajapinta on concurrent.futures-moduuli. 
Python on jatkuvasti kehittyvä kieli, jonka kehitystä ajaa laaja yhteisö. Tämän takia osa tar-
kastelluista rajapinnoista ei ole täysin vertailukelpoisia, koska niiden kehityksessä on tähdätty eri 
tarpeiden täyttämiseen. Lisäksi Pythonin standardikirjastoon toteutetut rajapinnat nojaavat usein 
jo olemassa oleviin kirjastoihin ja niissä toteutettuihin ratkaisuihin, jolloin standardikirjaston toteu-
tus saattaa olla jopa huonommin optimoitu tai suunniteltu. Toisaalta kopioinnin taustalla on osa 
Pythonin suunnitteluperiaatetta tuoda tärkeitä ja usein käytettyjä työkaluja standardikirjastoon. 
Työ ei käsitellyt threading-moduulissa olleita apuluokkia ja funktioita, jotka on toteutettu vas-
taamaan osaa luvussa 2.5 käsiteltyjä samanaikaisuuden ongelmatapauksia ja niiden ratkaisuja. 
Näillä saattaa olla merkitystä koodin suorituskykyyn sekä kirjoittamisen helppouteen. Työ ei 
myöskään käsitellyt koko Pythonin syntaksia, vaan ainoastaan työn esimerkkeihin vaadittavia 
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