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Abstract
Let G be an Abelian group with a metric d and E a normed space. For any f :G → E we define
the quadratic difference of the function f by the formula
Qf (x,y) := 2f (x) + 2f (y) − f (x + y) − f (x − y)
for x, y ∈ G. Under some assumptions about f and Qf we prove that if Qf is Lipschitz, then
there exists a quadratic function K :G → E such that f − K is Lipschitz. Moreover, some results
concerning the stability of the quadratic functional equation in the Lipschitz norms are presented.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Ulam [13] in 1940 stated the following problem, called now as the problem of stability
of functional equations. Let X be a group and Y a group with a metric d . Let ε > 0 be
given. Does there exist  > 0 such that if f :X → Y satisfies
d
[
f (x + y), f (x)+ f (y)]<  for all x, y ∈ X,
then there exists an additive function A :X → Y with
d
[
f (x),A(x)
]
< ε for all x ∈ X?
For more details about the results concerning such problems the reader is referred to [2,5,
8,9].
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respectively.
For Lp spaces such problems has been investigated in the papers [3,4,10,11] and for
Lipschitz spaces in [12].
2. Preliminaries
In this section we are going to introduce some basic definitions and notations needed
for further considerations.
Definition 1 [1]. Let E be a vector space and S(E) a family of subset of E. We say that
this family is linearly invariant if
(1) x + αV ∈ S(E) for x ∈ E, α ∈  and V ∈ S(E),
(2) V + W ∈ S(E) for V,W ∈ S(E).
Definition 2. Let G be a set, E a vector space and S(E) any linearly invariant family. By
B(G,S(E)) we denote the family
B
(
G,S(E)
) := {f :G → E; Imf ⊂ V for some V ∈ S(E)}.
It is easy to verify that B(G,S(E)) is a vector space. For any f :G → E, a ∈ G, where
G is a group, we put
f a(x) := f (x + a), x ∈ G.
Now we will state the condition LIM.
Definition 3 [7,12]. Let G be a group, let E be a vector space and let S(E) be a linearly in-
variant family of subset of E. We say that B(G,S(E)) admits a left invariant mean (briefly
LIM) if there exists a linear operator M :B(G,S(E)) → E such that
(i) if Imf ⊂ V, then M[f ] ∈ V ,
(ii) if f ∈ B(G,S(E)) and a ∈ G, then M[f a] = M[f ].
Analogously we can define so-called right invariant mean. For more information about
spaces which admit LIM see, e.g., [1,6,7].
Now we will introduce d-Lipschitz functions (see [12]).
Definition 4. Let G be a group, let E be a vector space and let S(E) be a linearly invariant
family. Suppose d :G× G → S(E) is such that
d(x + a, y + a)= d(a + x, a + y) = d(x, y) for all x, y, a ∈ G.
A function f :G → E is said to be d-Lipschitz if for all x, y ∈ G,
f (x)− f (y) ∈ d(x, y).
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+ → + is called a module of continuity of f :G → E if for every δ > 0 and x, y ∈ G
the following condition holds true:
d(x, y) δ ⇒ ∥∥f (x)− f (y)∥∥w(δ).
Now we present the notions of Lipschitz spaces and Lipschitz norms.
As usual, a function f :G → E, where G is a group with a metric d and E is a normed
space satisfying the condition∥∥f (x)− f (y)∥∥ Ld(x, y) for x, y ∈ G
with a constant L ∈ +, is called Lipschitz function. The smallest constant L with this
property is denoted by lip(f ).
Definition 5 [12]. By Lip(G,E) we denote the space of all bounded Lipschitz functions
with the norm
‖f ‖Lip := ‖f ‖sup + lip(f ).
Moreover, by Lip0(G,E) we denote the space of all Lipschitz functions f :G → E with
the norm defined by the formula
‖f ‖Lip0 :=
∥∥f (0)∥∥+ lip(f ).
Finally will introduce the following remarks.
Remark 1. If E is a vector space and S(E) a linearly invariant family, then for every
x ∈ E, the set {x} ∈ S(E).
Proof. Let x ∈ E, α ∈  and V ∈ S(E); then
x + αV ∈ S(E).
Taking α = 0, we get our statement. 
Hence we get
Remark 2. The family B(G,S(E)) contains all constant functions.
Remark 3. Let (G,+) be a group and E a vector space. Assume that S(E) is a linearly
invariant family such that B(G,S(E)) satisfies the condition LIM or RIM. If f :G → E is
constant (f (x) = e for x ∈ G, where e ∈ E), then M[f ] = e.
Proof. In view of Remarks 1 and 2, f ∈ B(G,S(E)) and {e} ∈ S(E). Since Imf ⊂ {e},
thus M[f ] ∈ {e}. 
3. Main results
Now we can prove one of the main results of this paper.
82 S. Czerwik, K. Dłutek / J. Math. Anal. Appl. 293 (2004) 79–88Theorem 1. Let G be an Abelian group and E a vector space. Assume that S(E) is a
linearly invariant family such that B(G,S(E)) admits LIM. Let f : G → E be an arbitrary
function. If Qf (x, ·) :G → E is d-Lipschitz for every x ∈ G, then there exists a quadratic
function K :G → E such that f − K is (1/2)d-Lipschitz. If, moreover, ImQf ⊂ V for
some V ∈ S(E), then Im(f −K) ⊂ (1/2)V .
Proof. For every a ∈ G we define Fa :G → E by
Fa(x) := (1/2)f (x + a)+ (1/2)f (x − a)− f (x), x ∈ G.
We will prove that Fa belongs to B(G,S(E)). In fact, we have for x, a ∈ G,
Fa(x) = (1/2)f (x + a)+ (1/2)f (x − a)− f (x)
= f (x)+ f (0)− (1/2)f (x)− (1/2)f (x)+ (1/2)f (x + a)+ (1/2)f (x − a)
− f (x)− f (a)− f (0)+ f (a)
= (1/2)Qf (x,0)− (1/2)Qf (x, a)+ f (a)− f (0).
Whence we obtain
Fa ∈ B
(
G,S(E)
)
for a ∈ G.
According to the assumptions, there exists linear operator M :B(G,S(E)) → E such that
(i) if Img ⊂ V, then M[g] ∈ V ,
(ii) if g ∈ B(G,S(E)) and ga :G → E for a ∈ G is defined by
ga(x) := g(a + x) for x ∈ G,
then ga ∈ B(G,S(E)) and M[ga] = M[g].
Consider the function K :G → E given by
K(y) := M[Fy] for y ∈ G.
We will verify that f − K is (1/2)d-Lipschitz.
To this end define for any x ∈ G the function Qx :G → E by the formula
Qx(y) := (1/2)Qf (x, y), y ∈ G.
In view of our assumptions it follows that Qx is (1/2)d-Lipschitz for every x ∈ G, which
means that
Qx(y)− Qx(z) ∈ (1/2)d(y, z) for all y, z ∈ G. (1)
Let k :G → E be the function
k(y) := f (y)− M[Fy], y ∈ G,
and for any y ∈ G, Ry :G → E be defined by
Ry(x) := f (y), x ∈ G.
Therefore, applying Remarks 1–3, one gets for all y ∈ G,
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= M[f (y)+ f (·)− (1/2)f (· + y)− (1/2)f (· − y)]= M[(1/2)Qf (·, y)].
Thus, we have
k(y) = M[(1/2)Qf (·, y)], y ∈ G. (2)
Immediately from (2) and (1) we obtain, respectively,
k(y)− k(z) = M[(1/2)Qf (·, y)− (1/2)Qf (·, z)], y, z ∈ G, (3)
and
(1/2)Qf (x, y)− (1/2)Qf (x, z) ∈ (1/2)d(y, z), x, y, z ∈ G. (4)
For any y, z ∈ G, we define A(y,z) :G → E setting
A(y,z)(x) := (1/2)Qf (x, y)− (1/2)Qf (x, z), x ∈ G.
By (4) we have
ImA(y,z) ⊂ (1/2)d(y, z),
which together with (3) implies
k(y)− k(z) = M[(1/2)Qf (·, y)− (1/2)Qf (·, z)] = M[A(y,z)] ∈ (1/2)d(y, z)
for all y, z ∈ G. This proves that
(
f (y)− K(y))− (f (z)− K(z)) ∈ (1/2)d(y, z) for y, z ∈ G,
i.e., f − K is (1/2)d-Lipschitz.
Now we will verify that K is a quadratic function. We have the equalities
2K(y)+ 2K(z)= 2M[(1/2)f (x + y)+ (1/2)f (x − y)− f (x)]
+ 2M[(1/2)f (x + z)+ (1/2)f (x − z)− f (x)]
= M[f (x + y)+ f (x − y)− 2f (x)]
+ M[f (x + z)+ f (x − z)− 2f (x)].
We can rewrite it in the form
K(y + z)+ K(y − z) = M[(1/2)f (x + y + z)+ (1/2)f (x − z − y)− f (x)]
+ M[(1/2)f (x + y − z)+ (1/2)f (x + z − y)− f (x)].
(5)
Furthermore, applying properties of the operator M , one gets
M
[
(1/2)f (x + y)+ (1/2)f (x − y)− f (x)]
= M[(1/2)f (x + y + z)+ (1/2)f (x − y + z)− f (x + z)],
M
[
(1/2)f (x + y)+ (1/2)f (x − y)− f (x)]
= M[(1/2)f (x + y − z)+ (1/2)f (x − y − z)− f (x − z)].
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2K(z)+ 2K(y)= M[f (x + z)+ f (x − z)− 2f (x)]
+ M[(1/2)f (x + y + z)+ (1/2)f (x − y + z)− f (x + z)]
+ M[(1/2)f (x + y − z)+ (1/2)f (x − y − z)− f (x − z)].
Now, with the help of (5) it follows
2K(z)+ 2K(y)= M[(1/2)f (x + y + z)+ (1/2)f (x + y − z)
+ (1/2)f (x − y + z)+ (1/2)f (x − y − z)− 2f (x)]
= K(z + y)+K(z − y)
and proves that K is a quadratic function.
To finish the proof assume that ImQf ⊂ V for some V ∈ S(E). Then we have
Im(1/2)Qf ⊂ (1/2)V . In view of (2) we get for all y ∈ G,
f (y)− K(y) = M[(1/2)Qf (·, y)] ∈ Im(1/2)Qf ⊂ (1/2)V .
Thus
Im(f − K) ⊂ (1/2)V
which completes the proof of the theorem. 
Theorem 2. Let G be an Abelian group and (E,‖ ·‖) a normed space. Assume that S(E) is
a family of closed balls such that B(G,S(E)) admits LIM. Let f :G → E and g :G → +
satisfy the inequality
∥∥Qf (x, y)− Qf (x, z)∥∥ g(y − z) for x, y, z ∈ G. (6)
Then there exists a quadratic function K :G → E such that
∥∥(f (x)− K(x))− (f (y)− K(y))∥∥ (1/2)g(x − y) (7)
for all x, y ∈ G.
Proof. Define the function d :G ×G → S(E) by the formula
d(x, y) := g(x − y)B(0,1) for (x, y) ∈ G ×G,
where B(0,1) is the closed ball with center at zero. Thus from (6) we get
Qf (x, y)− Qf (x, z) ∈ d(y, z) for x, y, z ∈ G,
which means that Qf (x, ·) is a d-Lipschitz function. Therefore, from Theorem 1 there
exists a quadratic function K : G → E such that
(
f (x)− K(x))− (f (y)− K(y)) ∈ (1/2)d(x, y) for x, y ∈ G.
The definition of d yields∥∥(f (x)− K(x))− (f (y)− K(y))∥∥ (1/2)g(x − y) for x, y ∈ G
and the proof is complete. 
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We shall introduce the following definition (see also [12]).
Definition 6. A group (G,+, d,D) is said to be a metric pair if
(1) (G,+, d) is an Abelian metric group,
(2) D : (G ×G)× (G × G) → + is a metric in G ×G,
(3) D((a, x), (a, y))= D((x, a), (y, a))= d(x, y) for x, y, a ∈ G.
The following theorem is needed to establish the next results.
Theorem 3. Let (G,+, d,D) be a metric pair and (E,‖ · ‖) a normed space. Assume that
S(E) is a family of closed balls such that B(G,S(E)) admits LIM. Let f :G → E be a
function and w :+ → + be the module of continuity of the function Qf :G × G → E.
Then there exists a quadratic function K :G → E such that the function (1/2)w is the
module of continuity of f − K . Moreover, if Qf ∈ B(G ×G,S(E)), then
‖f − K‖sup  (1/2)‖Qf ‖sup. (8)
Proof. Define d :G×G → S(E) by the formula
d(x, y) :=
{
inf
rd(x,y)
w(r)
}
B(0,1), (x, y) ∈ G ×G,
where B(0,1) denotes the closed ball with radius at zero. Since w is the module of conti-
nuity, then we have∥∥Qf (x, y)− Qf (x, z)∥∥ inf
rD((x,y),(x,z))
w(r) for x, y, z ∈ G. (9)
Moreover,
w
(
D
(
(x, y), (x, z)
)) = w(d(y, z)) for x, y, z ∈ G. (10)
Using (9) and (10), we get∥∥Qf (x, y)− Qf (x, z)∥∥ inf
rd(y,z)
w(r) for x, y, z ∈ G,
i.e.,
Qf (x, y)− Qf (x, z) ∈ d(y, z) for x, y, z ∈ G.
This shows that Qf (x, ·) is d-Lipschitz.
Now, in view of Theorem 2, there exists a quadratic function K :G → E such that
f − K is (1/2)d-Lipschitz and consequently(
f (x)− K(x))− (f (y)− K(y)) ∈ (1/2)d(x, y) for x, y ∈ G.
This is equivalent to the condition∥∥(f (x)− K(x))− (f (y)− K(y))∥∥ inf
rd(x,y)
(1/2)w(r) for x, y ∈ G.
The last inequality shows that (1/2)w is the module of continuity of f − K .
86 S. Czerwik, K. Dłutek / J. Math. Anal. Appl. 293 (2004) 79–88Finally, assume that Qf ∈ B(G ×G,S(E)). Thus the following set is well defined:
U := B(0,‖Qf ‖sup
)
.
Note that
ImQf ⊂ U,
and consequently from Theorem 1, we obtain
Im(f − K) ⊂ (1/2)U
which implies the inequality (8) and completes the proof. 
Now we establish two results about the stability of the quadratic functional equation in
the Lipschitz norms.
Theorem 4. Let (G,+, d,D) be a metric pair and (E,‖ · ‖) a normed space. Assume
that S(E) is a family of closed balls such that B(G,S(E)) admits LIM. Let f :G → E
be a function satisfying the condition Qf ∈ Lip(G × G,E). Then there exists a quadratic
function K :G → E such that
‖f − K‖Lip  (1/2)‖Qf ‖Lip. (11)
Proof. Define w :+ → + by the formula
w(x) := lip(Qf )x for x ∈ +.
Since Qf ∈ Lip(G ×G,E), we obtain
∥∥Qf (x, y)− Qf (w,z)∥∥ lip(Qf )D((x, y), (w, z)) for x, y,w, z ∈ G.
Thus by the definition of w, one gets
∥∥Qf (x, y)− Qf (w,z)∥∥w(D((x, y), (w, z))) for x, y,w, z ∈ G,
which means that w is the module of continuity of Qf . In view of Theorem 3, there exists
a quadratic function K :G → E such that (1/2)w is the module of continuity of f − K .
Thus we have the inequality
∥∥(f (x)− K(x))− (f (y)− K(y))∥∥ (1/2)w(d(x, y)) for x, y ∈ G,
which can be written as
∥∥(f (x)− K(x))− (f (y)− K(y))∥∥ (1/2) lip(Qf )d(x, y) for x, y ∈ G.
The last inequality implies that f − K is a Lipschitz function and
lip(f −K) (1/2) lip(Qf ). (12)
Taking into account that Qf ∈ Lip(G × G,E), we have also Qf ∈ B(G × G,S(E)).
Therefore by Theorem 3 we guess that
‖f − K‖sup  (1/2)‖Qf ‖sup, (13)
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f − K ∈ Lip(G,E).
Finally, from (12) and (13), we obtain
‖f − K‖Lip = ‖f −K‖sup + lip(f − K)
 (1/2)‖Qf ‖sup + (1/2) lip(Qf ) = (1/2)‖Qf ‖Lip,
and the proof of the theorem is now complete. 
Theorem 5. Let the assumptions of Theorem 4 be satisfied where the condition Qf ∈
Lip(G ×G,E) is replaced by
Qf ∈ Lip0(G ×G,E).
Then there exists a quadratic function K :G → E such that
‖f − K‖Lip0  (1/2)‖Qf ‖Lip0 . (14)
Proof. Quite similarly as in the proof of Theorem 4 we can prove that there exists a
quadratic function K :G → E such that f − K is Lipschitz and
lip(f −K) (1/2) lip(Qf ). (15)
Since K(0) = 0, then we obtain
(1/2)
∥∥Qf (0,0)∥∥= (1/2)∥∥2f (0)+ 2f (0)− f (0)− f (0)∥∥
= ∥∥f (0)∥∥= ∥∥f (0)− K(0)∥∥.
Consequently, this in turns leads to the relations
‖f − K‖Lip0 =
∥∥f (0)− K(0)∥∥+ lip(f − K) (1/2)∥∥Qf (0,0)∥∥+ (1/2) lip(Qf )
= (1/2)‖Qf ‖Lip0,
which completes the proof. 
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