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We investigate the influence of the stimulated Raman scattering on the formation of bright and
dark localized states in all-fiber resonators subject to a coherent optical injection, when operating
in the normal dispersion regime. In the absence of the Raman effect, and far from any modulational
instability, localized structures form due to the locking of domain walls connecting two coexisting
continuous wave states, and undergo a particular bifurcation structure known as collapsed snaking.
The stimulated Raman scattering breaks the reflection symmetry of the system, and modifies the
dynamics, stability, and locking of domain walls. This modification leads to the formation of, not
only dark, but also bright moving localized states, which otherwise are absent. We perform a detailed
bifurcation analysis of these localized states, and classify their dynamics and stability as a function
of the main parameters of the system.
I. INTRODUCTION
Dissipative localized structures (LSs), also known as
dissipative solitons, are coherent states emerging in ex-
tended systems far from the thermodynamic equilibrium
[1–5]. Dissipative LSs may appear in a large variety of
pattern forming systems ranging from fluid mechanics
and optics, to biology and plant ecology [3–10]. These
robust states can behave like discrete objects in contin-
uous systems, and can display a variety of different dy-
namics such as periodic oscillations, chaos, or excitabil-
ity [4, 5]. LSs evolve on macroscopic spatial scales, and
can be only maintained by permanent non-equilibrium
constraints, not being related with the intrinsic inhomo-
geneities of the system. Furthermore, once the system
parameters are fixed, they are unique, and hence differ-
ent from the well known conservative solitons that appear
as one-parameter families [3, 4]. The formation of LSs is
usually related with the presence of bi-stability between
different coexisting steady states, and therefore LSs can
be seen as a portion of one of those states embedded on
the other one [11].
Classic examples of dissipative systems where LSs may
emerge are found in the field of nonlinear optics and laser
physics [3–5]. In this context, LSs have been widely stud-
ied in externally driven diffractive nonlinear cavities with
cubic (i.e., Kerr) nonlinearities [12–15]. In these type
of cavities, two dimensional LSs, consisting in spots of
light embedded on a homogeneous background, form in
the transverse plane to the propagation direction, and
are commonly known as spatial cavity solitons. Similar
types of LSs have been shown in wave-guided dispersive
Kerr cavities, where they correspond to one-dimensional
temporal cavity solitons emerging along the propagation
FIG. 1. Sketch of an all-fiber cavity of length L driven by an
external laser beam of amplitude Ein through a beam splitter
with intensity transmission coefficient θ. Dissipative struc-
tures of different type form and circulate along the cavity.
direction [16–20]. Temporal LSs have been considered
as the basis for all-optical buffering [16], and in the last
decade, for broadband frequency combs generation in mi-
croresonators [21–23]. In both, diffractive and dispersive
Kerr cavities, LSs emerge from a double balance between
Kerr nonlinearity and spatial coupling (e.g., diffraction
and/or dispersion) on one hand, and energy gain and
losses on the other hand [3].
In dispersive Kerr cavities, temporal LSs can form in
either the normal or anomalous dispersion regimes. In
the normal regime, LSs arise due to the locking of do-
main walls (DWs), also known as switching waves or
fronts, connecting two different continuous-wave (CW)
states [19, 20, 24–26]. These LSs are different from those
appearing in the anomalous regime, where their forma-
tion is related with the heteroclinic tangle of coexisting
CW states and subcritical Turing patterns [16, 17, 27–
29]. Close to the zero-dispersion wavelength, the influ-
ence of high-order effects, such as third and fourth-order
dispersion, has to be considered. These terms may cause
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2important modifications on the LSs dynamics, such as
the stabilization of different types of LSs, in both normal
and anomalous regimes [30–35].
In systems made of amorphous materials, such as opti-
cal fibers, stimulated Raman scattering (SRS), originated
from the delayed material response to electromagnetic
excitation, may also have important implications on the
LSs dynamics. These implications have been studied by
many authors in the context of the anomalous dispersion
regime, where most of the studies focus on the cavity
soliton dynamics and stability [36–41].
In normal dispersion materials, the influence of SRS
on the dynamics of DWs and LSs has also attracted an
important attention in the last years [42–44]. In partic-
ular, it has been shown that SRS may stabilize moving
bright LSs, which are absent otherwise [43]. Close to
the nascent bistability onset, where the system can be
described by a real order parameter equation, the DWs
interaction and locking has been theoretically addressed,
and an analytical expression for such interaction has been
derived [43, 45]. However, as far as we known, a complete
and detailed description of the bifurcation structure and
stability of the LSs in this context is still lacking. There-
fore, the aim of this article is to elucidate the implications
that SRS may have, not only on the dynamics and stabil-
ity of the different type of DWs and LSs arising in these
systems, but also in their bifurcation structure.
The paper is organized as follows. In Section II, we
introduce the model describing dispersive Kerr cavities in
the presence of SRS. Section III focuses on the CW states
and the formation of DWs. Later in Sec. IV, we introduce
the mechanism of DWs locking for the formation of LSs,
and we study their bifurcation structure in the absence
of SRS. In Sec. V, we analyze the modification of the
previous scenario when SRS is considered and how the
SRS affects the formation of LSs. Sections VI and VII
are devoted to the bifurcation and stability analysis of
the Raman LSs. Here we classify the different dynamical
regimes in terms of the main parameters of the system.
Finally, in Sec. VIII, a short discussion and the main
conclusions of our work are given.
II. THE LUGIATO-LEFEVER MODEL WITH
STIMULATED RAMAN SCATTERING
We consider an all-fiber cavity of length L driven by
a coherent injected field of amplitude Ein as shown in
Fig. 1, where θ represents the intensity transmission co-
efficient of the beam splitter. The transmitted part of the
injected field circulating within the cavity is affected by
Kerr nonlinearity, chromatic dispersion, forcing, and dis-
sipation. In the high-finesse limit, and in the presence of
SRS, the intracavity field envelope E of the electric field
FIG. 2. In (a) the kernel associated with the SRS response
function R for different values of the characteristic parameter
τc. Panel (b) and (c) shows the real and imaginary parts of
F [R]. Here (τ1, τ2, fR) = (12.2 fs, 32 fs, 0.18)
is described by the extended Lugiato-Lefever equation
tR∂tE = −(α+ iδ0)E +
√
θEin − iβ2L
2
∂2τE+
iγL(1− fR)|E|2E+ ifRLγE
∫ ∞
0
R(τ ′)|E(τ − τ ′)|2dτ ′,
(1)
where τ is the fast time and t is the slow time, tR is the
round-trip time, γ is the nonlinear coefficient, β2 is the
chromatic dispersion coefficient, δ0 is the phase detuning
between the pump field and the nearest cavity resonance,
and α represents the linear cavity losses [37, 46, 47]. The
nonlocal delay response term models the SRS, and in
agreement with experimental measurements, its kernel
or influence function takes the form [48]
R(τ) =
τ21 + τ
2
2
τ1τ22
e−τ/τ2sin(τ/τ1), (2)
where the parameter fR denotes the strength of the SRS
term, and the parameters τ1,2 depend on the type of
fiber. Note that in real systems, perturbations due to the
higher order dispersion effects may be present alongside
the SRS. However, in this theoretical study, for simplic-
ity, we neglect those effects, and focus on the SRS.
The LL equation was first derived to describe passive
diffractive cavities [46], and later on, in the context of
wave-guide dispersive cavities such as fiber cavities [47],
whispering gallery mode resonators [49], and integrated
ring resonators [50]. This equation has been also de-
rived in the context of left-handed materials [51], for a
chain of coupled silver nanoparticles embedded in a glass
[52], in coupled-waveguide resonators [53], and for ex-
tended Josephson junctions [54]. This model constitutes
a paradigm for the study of various dynamical properties
of laser fields confined in either difractive or dispersive
3nonlinear optical cavities [6] such as the emergence of
patterns [28, 55–58], the formation of LS and clusters
of them [15, 25, 27–29, 55, 59–61], self-pulsating LS or
breathers [14, 17, 25, 29], LSs excitability [15], and some
other complex spatiotemporal dynamics such as spatio-
temporal chaos [62–64] or rogue waves [65–68].
Considering the transformations E = ecA, τ = τcX,
and t = tcT , Eq. (1) can be written in the dimensionless
form
∂TA = −(1 + i∆)A− iη2∂2XA+ i(1− fR)|A|2A+
ifRA(R⊗ |A|2) + S, (3)
where ec =
√
α/γL, τc =
√
L|β2|/2α, and tc = tR/α,
and the normalized detuning, pump intensity, and group
velocity dispersion coefficients read:
∆ =
δ0
α
, S =
√
θγL
α3
Ein, η2 =sign(β2).
In Eq. (3), ⊗ is the convolution between the intensity
|A|2, and the extended Raman kernel R
R(X) ≡ H(X) ·R′(X) ≡ H(X) · ηe−aXsin(bX), (4)
where H is the Heaviside function, and
η =τc
τ21 + τ
2
2
τ1τ22
, a =τc/τ2, b =τc/τ1.
The SRS term is calculated through the convolution the-
orem which states
R⊗ |A|2 = F−1(F [R] · F [|A|2]),
where F is the Fourier transform. The real and imagi-
nary parts of F [R] read
Re(F [R]) = bη(a2 + b2 − k2)/Z(k), (5a)
Im(F [R]) = 2ηabk/Z(k), (5b)
with Z(k) = (a2 + b2−k2)2 + 4a2k2. The imaginary part
of F [R] corresponds to the Raman gain spectrum, while
the real one represents the modification of the refractive
index due to the SRS term [69].
The SRS introduces an additional dependency on τc
which becomes an important parameter for controlling
the strength of the Raman response function R, and fur-
thermore connects to physical parameters of the cavity
such as chromatic dispersion coefficient, length and losses
[40, 43]. The modification of the SRS response with τc
is plotted in Fig. 2(a) for τc = 2, 5, 10, and 20 fs, and
Re(F [R]) and Im(F [R]) are shown in Fig. 2(b) and (c), re-
spectively. While the envelope of R decreases with τc, the
wavelength increases [see Fig. 2(a)], and when τc is very
large, (i.e., τc →∞), R becomes very sharp approaching
an instantaneous response (i.e., a Dirac delta).
In the absence of SRS, Eq. (3) is invariant under the
transformation X → −X (i.e., X−reflection symmetry),
and its LS solutions normally preserve this symmetry.
In contrast, when SRS is taken into account, the reflec-
tion symmetry is broken, leading to asymmetric solutions
which now drift at a constant velocity v, which depends
on the SRS control parameters [43].
In what follows, we focus on the normal dispersion
regime (i.e., η2 = 1), and we fix fR = 0.18, τ1 = 12.2 fs,
and τ2 = 32 fs corresponding to the common parameters
of fused-silica based fibers [48]. With these specifications
the main control parameters of the system are ∆, S and
τc. Furthermore, in this work we consider a normalized
domain width l = 100 and periodic boundary conditions.
III. CONTINUOUS WAVE BI-STABILITY AND
DOMAIN WALLS DYNAMICS
The stationary states (i.e., ∂tA = 0) of this system are
described by
− (1 + i∆)A+ v∂XA− iη2∂2XA+ i(1− fR)|A|2A
+ ifRA(R⊗ |A|2) + S = 0, (6)
where we have considered the comoving frame transfor-
mation X → X − vT , to take into account moving states
at constant speed v.
The basic state solutions of Eq. (6) are the homoge-
neous or CW states Ah satisfying
I3h − 2∆I2h + (1 + ∆2)Ih = S2, (7)
where Ih ≡ |Ah|2. For ∆ <
√
3 Ah is single-valuate. For
∆ >
√
3, Ah is three-valuate, and therefore compose by
the three solutions Ab, Am and At, separated by two folds
or saddle-node bifurcations SNt,b occurring at
It,b =
2∆
3
± 1
3
√
∆2 − 3. (8)
In the later case, CW shows a hysteresis loop like the one
plotted in Fig. 3 (top panel) for ∆ = 4. In the absence
of SRS (fR = 0), the middle branch Am is always spa-
tiotemporally unstable, the top one At is always stable,
and the bottom one Ab undergoes a modulational insta-
bility (MI) at (Sc, Ic) ≡ (
√
(1 + (1−∆)2), 1) such that
it is stable for S < Sc, and unstable between the MI and
SNb. We plot stable (unstable) solution branches using
solid (dashed) lines. In the range between SNt and MI
(Sc) (see light red area in Fig. 3) stable Ab and At coex-
ist, and in the following we refer to this interval as the
bi-stability region.
Within the bi-stability region, DWs connecting At and
Ab either upwards (DWu) or downwards (DWd) can form
(see the inset in Fig. 3). DWu and DWd are related
by a reflection X → −X respect to their center, i.e.,
DWu(X) = DWd(−X), and in general, are not station-
ary, but move at constant speed and opposite direction
depending on the parameters of the system.
To have some insight about the DWs behavior let us
first show how an initial condition of the form
gb(t)(X) = Ab(t) ± he−[X/σ]
10
, (9)
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FIG. 3. Intensity of the CW state as a function of S for ∆ =
4. Stable (unstable) branches are shown with solid (dashed)
lines. The light red area shows the bi-stability region. The
blue vertical line corresponds to the Maxwell point of the
system SM , and the two vertical dashed gray lines correspond
to the temporal evolutions shown in panels (a)-(d). Panels (a)
and (b) show the evolution of two different initial conditions
of the form gb(X) in the absence of SRS. Panels (c) and (d)
show the temporal evolution of the same initial condition in
the presence of SRS for τc = 5 fs. The gray horizontal line on
the colormaps corresponds to the blue profile on top of them.
composed by a super-Gaussian profile sitting on Ah
evolves in time, with σ and h being its standard deviation
and height. Figure 3(a) shows the evolution of Eq. (9) for
S = 2.1 < SM , and corresponds to the dashed gray line
in the CW diagram. The gb profile [see orange dashed
line in Fig. 3(a,top)] establishes a connection between
Ab and At, leading to the formation of DWu and DWd,
which soon after move inwards, with the same speed and
opposite propagation direction. Eventually, the DWs an-
nihilate one another, bringing the system back to Ab. A
profile along such evolution is shown in Fig. 3(a,top) for
T = 40.
Figure 3(b) shows the evolution of the same initial con-
dition for S = 2.3 > SM . For this value of S, the DWs
move outwards, and eventually they meet at the bound-
aries of the domain, where they collide and disappear,
such that the system terminates at the At state. The
transition between these two scenarios takes place at the
Maxwell point SM of the system (see Fig. 3) where the
DWs velocity cancels out [26, 70].
When the SRS is taken into account (fR 6= 0), the fea-
tures and dynamics of DWs change. The SRS breaks the
reflection symmetry of the system, and DWs are no more
related by the transformation X → −X [i.e., DWu(X) 6=
DWd(−X)]. Due to this asymmetry, DWu and DWd now
move at different speeds and opposite directions, leading
to the asymmetric time evolution shown in Figs. 3(c) and
(d). For S = 2.1 < SM [see Fig. 3(c)] DWu moves slower
than DWd, although they eventually collide bringing the
system back to Ab. For S = 2.3 > SM [see Fig. 3(d)],
DWu moves much faster than DWd, but as before, their
annihilation eventually takes place, and the system fi-
nally reaches At.
IV. FORMATION OF LOCALIZES STATES IN
ABSENCE OF STIMULATED RAMAN
SCATTERING
The temporal evolutions shown in Sec. III correspond
to values of S far from the Maxwell point of the system,
where DWs annihilate one another, leading to one of the
CW attractors, either Ab or At. Close to the Maxwell
point however, DWs may lock at certain separations lead-
ing to the formation LSs of different widths [25, 26, 43].
In this section, we illustrate this mechanism in the ab-
sence of SRS (fR = 0), and later, in Sec. V, we show the
implications that the SRS may have on the LSs forma-
tion, dynamics and stability.
IV.1. Locking of domain walls
Close to the Maxwell point of the system (e.g., for
S = 2.18 in Fig. 3), two initial conditions gt(X) of differ-
ent widths lead to the formation of two coexistent dark
LSs like those shown in Fig. 4(a)-(b). The formation
of these LSs and their coexistence is a well-understood
phenomenon mediated by the interaction and locking of
DWs [11, 25, 71, 72]. Let us briefly review this mech-
anism. In the absence of SRS, DWu,d profiles look like
those shown schematically in Fig. 4(c). These DWs ex-
hibit monotonic tails around At, and oscillatory tails
about Ab. These tails can be asymptotically described
by A(X) = Ab(t)+ e
λX , where  1 and λ is a complex
number, solution of the eigenvalue equation
λ4 − (4Ih − 2∆)λ2 + ∆2 + 3I2h − 4∆Ih + 1 = 0. (10)
Figure 4(c) shows the set of eigenvalues associated with
Ab (left) and At (right). While the eigenvalues associ-
ated with At are composed by four purely real eigenvalues
(±Q1,±Q2), those associated with Ab are complex con-
jugates (±Q± iK). In this context, the shape of the tails
is determined by the slowest mode eλiX , and therefore
associated with the leading eigenvalue (i.e., the one with
the smallest |λi|), that we label λt,bl [see ◦ in Fig. 4(c)].
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FIG. 4. Panels (a) and (b) show the formation of two dif-
ferent dark states starting from two distinct initial condi-
tions. (c) shows a sketch of the profiles for DWu and DWd,
and the eigenvalues corresponding to each tail. In (d) we
show schematically the function F (D) [see Eq. (12)], defining
the DWs locking, for three situations: at the Maxwell point
(ν = 0), and moving apart from it (νa and νb > νa).
Therefore, while the tail of DWd around At is asymp-
totically described by DWd(X) − At ∼ eλ
t
l−X , the one
around Ab is described by
DWd(X)−Ab ∼ eλ
b
l−X = e−QXcos(KX), (11)
with Q = Re[λbl− ] and K = Im[λ
b
l− ].
Close to the Maxwell point SM , the interaction of these
DWs can be qualitatively described by the equation
∂tD = %e
QDcos(KD) + ν ≡ F (D), (12)
where D is the separation between DWs, ν ∼ S−SM , % is
a positive constant depending on the system parameters
[11, 71, 73, 74]. We have to point out that this equation
cannot be explicitly derived from our model, and has
been included here for illustrating the mechanism of DWs
locking.
At SM (ν = 0) the fixed points of this equation
Dsn =
pi
2K (2n + 1), with n = 0, 1, 2, . . . , correspond to
the stationary distances at which the locking of DWs oc-
curs [11, 71, 74]. Figure 4(d) shows these points and
their stability using • for stable separations and ◦ for
unstable ones. If S 6= SM , the stationary separations
Dsn are slightly modified by the factor ν, such that the
more we increase the separation ν from SM , the less LSs
form, until eventually no more locking takes place. When
the tails are monotonic (K = 0), two DWs attract each
other until they annihilate one another in a process called
coarsening [75].
The DWs studied here [see Fig. 4(c)] exhibit oscillatory
tails around Ab, and are behind the formation of the dark
LSs shown in Fig. 4(a)-(b). In contrast, the tails around
At are monotonic, and therefore, no LSs form.
IV.2. Bifurcation structure for the dark localized
states: Collapsed snaking
The dark LSs formed through this mechanism are or-
ganized in a bifurcation diagram like the one shown in
Fig. 5, where we plot the L2-norm
||A||2 = 1
l
∫ l/2
−l/2
|A(x)|2dx,
of the different steady states as a function of S. The red
lines correspond to the CW states discussed in Sec. III,
and the vertical dashed line marks the Maxwell point of
the system SM . We have computed this diagram fixing
∆ = 4, and performing a numerical parameter contin-
uation on S based on a predictor-corrector method, as
described in [76, 77].
The dark LSs formed through the locking of DWs un-
dergo collapsed snaking [25, 72, 78, 79]: nearby SM the
LSs solution branches (see blue lines in Fig. 5) oscillate
back and forth in S with an amplitude which decreases
as descending in ||A||2. The labels (i)-(vi) correspond
to the dark LSs of different widths shown on the right.
While decreasing ||A||2 the LSs broaden as a result of
the addition of tails wavelengths, until the DWs reach
the domain width. At this stage, the solution branch,
accumulated around SM , leaves that point and connect
back to the Ab CW branch at the MI (see Fig. 3) [25].
The stability of these states is marked using solid
(dashed) lines for stable (unstable) states, and has been
obtained by solving the eigenvalue problem
Lψ = σψ,
where L = L(A) is the linear operator associated with the
right-hand side of Eq. (3) evaluated at a given LS, and
σ and ψ are the eigenvalues and eigenmodes associated
with L. Note that we solve this problem numerically, and
therefore, L corresponds to the Jacobian matrix obtained
from the discretization of Eq. (3).
This bifurcation structure follows directly from the
damped oscillatory DWs interaction described by
Eq. (12). To understand this correspondence let us relate
the sketch shown in Fig. 4(d) and the collapsed snaking
of Fig. 5(a). At the Maxwell point SM (i.e., for ν = 0), a
number stable and unstable dark LSs form at the station-
ary DWs separations Dsn. Then the stable (unstable) LSs
6in Fig. 4(d) correspond to a set of points on top of the
stable (unstable) branches of solutions at SM in Fig. 5(a).
When S separates from SM [see Fig. 4(d) for ν = νa]
less stationary separations Dsn occur, resulting in the dis-
appearance of solution branches corresponding to wider
dark LSs. Increasing further the value of S [see Fig. 4(d)
for ν = νb], only two intersections occur and only the sta-
ble and unstable single peak solution branches remain.
Proceeding in this way eventually no more intersections
take place, resulting in the complete disappearance of the
LSs. Note that the SNs in the collapsed snaking occur
at the tangencies shown in Fig. 4(d). For very large sep-
arations (i.e. small ||A||2) the interaction is very weak,
and wide dark LS branches approach asymptotically the
Maxwell point SM .
Dark LSs persist for different values of ∆ and undergo
temporal oscillatory (i.e., Hopf) instabilities that make
them breathe [25]. Figure 5(b) shows the phase diagram
of these states in the (∆, S)−parameter space, where the
first two folds of the dark LSs SNl,rD and the Hopf insta-
bility H are plotted. Within the light red area dark LSs
undergo oscillatory dynamics, whereas in the light blue
one they are stable. Increasing ∆, the region of existence
of these regimes broadens. However, when decreasing ∆
they shrink until eventually the different LSs disappear
in a sequence of cusp bifurcations [25]. For simplicity
here we only plot the cusp CD associated with the dark
state shown in the profile (i).
V. COEXISTENCE OF BRIGHT AND DARK
LOCALIZED STATES IN THE PRESENCE OF
STIMULATED RAMAN SCATTERING
The dynamics, interaction and locking of DWs can be
strongly modified by the influence of high-order disper-
sion effects [33], or long range interactions [73, 74, 80–
84], such as SRS. Figure 6 shows the temporal evolu-
tion of different initial conditions of the form gb,t(X) in
the presence of SRS. Panels 6(a) and (b) correspond to
the evolution of two initial conditions gt(X) of different
widths (see orange dashed profile) for (∆, S) = (4, 2.21)
and τc = 5 fs. In both cases the initial condition con-
verges fast to asymmetric dark LSs of different widths
which drift at constant speed v (see blue profiles). Thus,
as for the vanishing SRS case, different type of dark LSs
coexist for a single value of S. For the same parameters,
similar dynamical behaviors are observed starting with
initial conditions of the form gb(X), as can be seen in
Figs. 6(c) and (d). In this case, the system evolves to
two moving bright states of different extensions, which
were absent for vanishing SRS. Therefore, we can con-
clude that bright LSs are stabilized through SRS effect.
The formation of these bright states can be also ex-
plained in terms of DWs interaction and locking. Fig-
ure 6(e) shows the real part of DWd and DWu for the
same parameter values used in the previous temporal
simulations. Due to the SRS effect, the shape of the
tails around either At and Ab differs from DWd to DWu,
FIG. 5. Panel (a) shows the collapsed snaking bifurcation di-
agram (blue lines) for ∆ = 4 in the absence of SRS (fR = 0).
This diagram shows the norm ||A||2 of the different states as
a function of S. The dark red lines represent the CW state.
Stable (unstable) branches are shown with solid (dashed)
lines. The labels (i)-(vi) correspond to the dark LSs shown
on the right. Panel (b) shows the phase diagram in the
(∆, S)−parameter space. The blue lines correspond to SNl,rD ,
and the red ones to the Hopf bifurcation H.
and, as we previously stated, DWu(X) 6= DWd(−X). A
close-up view of the tails of DWd around At [see gray
box in Fig. 6(e)] is shown in Fig. 6(f), where we also add
the tails of the unperturbed case (i.e., fR = 0) for com-
parison (see red dashed line). While in the unperturbed
case the tail of DWd leaves At monotonically (i.e., the
dominant spatial eigenvalue has the form λtl+ = +Q), in
the SRS case the tail leaves At in a damped oscillatory
manner associated with an eigenvalue λtl+ = +Q + iK.
This modification introduces a new way of interaction,
such that the locking not only occurs around Ab, but
also around At, leading to the formation of bright LSs.
In this context, the characteristic time τc plays an im-
portant role on the modification of the DWs tails: de-
creasing τc the wavelength of the tails increases, while its
decaying weakens. This behavior is captured in Fig. 6(f)
where we compare the shape of the tail for τc = 5 fs (blue
line) and τc = 2 fs (orange line). Note that similar tail
modifications take place in the presence of other terms
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FIG. 6. Formation of LSs in the presence of SRS for ∆ = 4,
S = 2.21, and τc = 5 fs. Panels (a)-(b) show the formation
and temporal evolution of dark LSs starting from two differ-
ent initial conditions (see yellow dashed line). Panels (c)-(d)
show the formation and evolution of bright LSs starting from
different initial conditions than in (a) and (b). In (e) we plot
schematically two DWs profiles corresponding to DWd in blue
and DWu in red. The gray area highlights the oscillatory tails
around At plotted in detail in the close-up view of panel (f).
For comparison panel (f) also shows the tails when τc = 2 fs
(orange line), and in the absence of SRS (red dashed line).
breaking X−reflection symmetry such as third-order dis-
persion [33, 35].
Close to the nascent bistability onset, an equation de-
scribing the DWs interaction can be derived [43, 45]. In
that limit, the resulting equation shows that the interac-
tion and DWs locking depends on the balance between
two factors: i) a contribution due to the DWs tails, and
ii) a contribution directly related to the long-range inter-
action (see Eq. (7) in [43]). One could expect that such
dependence might persist in the full model (3), with the
oscillatory tails contribution to the interaction being de-
scribed by Eq. (12). However, the explicit derivation of
an interaction equation in this context, if possible, might
not be straightforward, and it is beyond the scope of the
present work.
VI. BIFURCATION STRUCTURE FOR RAMAN
DARK AND BRIGHT LOCALIZED STATES
As we have already mentioned in Sec. III, the collapsed
snaking is determined by the damped oscillatory nature
of the DWs tails through Eq. (12). Therefore, any modifi-
cation of the DWs tails and/or features of the interaction
law, like the ones induced by the SRS, may change the
LSs bifurcation structure.
Figure 7 shows the modification of the collapsed
snaking diagram for ∆ = 4 in the presence of SRS when
τc = 5 fs. The labels (i)-(viii) mark the position of the
LSs shown on the right. Due to the X → −X symme-
try breaking these LSs drift at constant speed v and are
solutions of Eq. (6). To compute these states and track
them numerically in a given parameter, we need to con-
sider a phase condition of the form C[A] = 0 to take
account for the LSs speed. Here, we define this condition
as the constraint C[A] = dRe[A]/dX|X0 = 0 which forces
one extremum of the LS (maximum or minimum) to be
located at X = X0 [32, 33]. In this manner, the speed
of the LSs is computed as a part of the solution in the
continuation algorithm. Figures 7(b)-(c) show the com-
puted speed as a function of the LSs width D. The inner
sub-panels in Fig. 7(a) show a close-up view of the top
and bottom part of the bifurcation diagram, which allows
us to illustrate better the organization of those solution
branches.
The top part of the diagram corresponds to the so-
lution branches associated with the dark LSs presented
in Sec. IV. Due to the effect of the SRS, these states are
now asymmetric as shown in Fig. 7(i)-(iv). Note that the
complex form of this part of the diagram may be related
to an interaction and locking process more complicated
than the one described in Sec. IV. However, the confirma-
tion of this scenario requires further investigation. The
velocity of these states is not constant [see Fig. 7(b)] but
oscillates with D, and therefore along the diagram shown
in Fig. 7(a). For D . 20 the velocity shows large oscilla-
tions with D which correspond to dark states with higher
||A||2. For D & 20 (i.e., decreasing in ||A||2), the LSs
collapse to the Maxwell point, and so does the velocity
which saturates to an almost constant value.
The bottom part of the diagram shows a regular col-
lapsed snaking in S, which is absent when fR = 0 [see
Fig. 5(a)]. This new bifurcation structure is related to the
locking of DWs around At, which is now possible due to
the presence of oscillatory tails about such state, and the
presence of the long range interaction (see Sec. V)[43].
Four representative LS examples along this part of the
diagram are shown in Fig. 7(v)-(viii). These asymmetric
bright LSs drift at constant speed, whose damped oscil-
latory dependence with S is plotted Fig. 7(c).
Dark and bright LSs persist for different values of ∆ as
shown in the phase diagram of Figure 8, where we show
8FIG. 7. Panel (a) shows the LSs bifurcation diagram for ∆ =
4 in the presence of SRS with τc = 5 fs. The labels (i)-(viii)
correspond to the LSs shown on the right. Stable (unstable)
solution branches are marked using solid (dashed) lines. Panel
(b) shows the velocity of dark LSs as a function of their width
D. In (c) the same than in (b) for the case of bright LSs.
the main bifurcation lines of the system. This diagram
has been computed through a two-parameter continua-
tion in (∆, S) while fixing τc = 5 fs. As in Fig. 5(b) the
blue lines correspond to the first two folds of the single
dip dark LS SNl,rD , the red line is the Hopf bifurcation un-
dergone by these states, and in orange we plot the first
two folds of the bright LSs, namely SNl,rB [see Fig. 7(a)].
The dashed gray lines correspond to SNl,rD in the absence
of SRS (i.e., fR = 0), and have been added for compari-
FIG. 8. Phase diagram in the (∆, S)−parameter space show-
ing the main bifurcation lines of the system in the presence of
SRS (fR 6= 0) for τc = 5 fs: SNl,rD (blue lines) are the first two
folds of the dark states, SNl,rB (orange lines) are the first two
folds of the bright LSs, and H (red line) corresponds to the
Hopf bifurcation. The dashed gray lines correspond to SNl,rD
in the absence of SRS, and vertical point-dashed and dashed
vertical ones to the bifurcation diagrams shown in Figs. 7 and
9 respectively.
son. The vertical pointed-dashed line corresponds to the
bifurcation diagram shown in Fig. 7 for ∆ = 4, and the
dashed one to Fig. 9.
In the presence of SRS, the different dynamical regions
shown in Fig. 5(b), such as the region of existence of sin-
gle dip dark LSs and the breathing region shrink, lead-
ing in this way to a partial stabilization of the previous
breathing dark states. The area in-between SNl,rB (see
light orange area) shows the region of existence of the
bright LSs, which widens increasing ∆. Decreasing ∆,
however, this region shrinks until eventually SNlD and
SNrD collide and disappear in a cusp bifurcation CB ,
which occurs approximately for the same values than CD.
Figure 9 shows the bifurcation diagram for ∆ = 5.
For this value of ∆ the bottom of the diagram is very
much alike the one shown in Fig. 7 for ∆ = 4, and some
representative examples of bright LSs are shown in pan-
els 9(i)-(iv). The top part of the diagram, however, al-
though morphologically similar to the one depicted in
Fig. 7, undergoes a Hopf instability (see close-up view in
the inset of Fig. 9), that makes the single dip dark state
[see profile (vi)] breathe as shown in Fig. 9(vii).
The collapsed snaking bifurcation structure, and the
instabilities undergone by their underlying LSs persist
for higher values of ∆ as shown in the phase diagram of
Fig. 8. Note that bright LSs may also undergo oscillatory
instabilities [44]. However, for the range of parameters
studied in this work we have not observed such type of
dynamics.
9FIG. 9. Collapsed snaking for ∆ = 5 and τc = 5 fs corre-
sponding to the dashed vertical line shown in Fig. 8. The
labels (i)-(vi) correspond to the LSs shown on the right, and
panel (vii) shows the evolution of a breather within several
oscillatory periods.
VII. INFLUENCE OF τc ON THE LOCALIZED
STATES DYNAMICS AND STABILITY
So far we have studied the influence of the SRS on the
dynamics and stability of LSs for a single value of the
characteristic time τc = 5 fs. This parameter strongly
impacts the stability of LSs as shown in the context of
anomalous dispersion [40], and one may wonder how the
previous scenario modifies when varying its value.
To clarify this point we perform a two-parameter con-
tinuation of the main bifurcations of the system in S
and τc by fixing ∆. The outcome of these computations
is shown in Fig. 10 for two different values of detuning
∆. In Fig. 10(a) we show the (τc, S)−phase diagram for
∆ = 5, and Fig. 10(b) shows the one for ∆ = 4. In
both cases the horizontal dashed lines mark the position
of SNl,rD in the absence of SRS for comparison. Note that
the Hopf bifurcation H is present for ∆ = 5 [see red line
line in Fig. 10(a)], while absent for ∆ = 4 [see Fig. 10(b)].
For ∆ = 5, the modification of the collapsed snaking
structure with τc is depicted in Fig. 11 for three par-
FIG. 10. Panel (a) shows the (τc, S)−phase diagram for
∆ = 5, where the main bifurcations of the system are plot-
ted: SNl,rD (blue lines) are the first two fold of the dark states,
SNl,rB (orange lines) are the first two folds of the bright LSs,
and H (red line) corresponds to the Hopf bifurcation. The
vertical lines in panel (a) corresponds to the bifurcation di-
agrams shown in Fig. 11. Panel (b) shows the same type of
phase diagram for ∆ = 4. In both panels horizontal dashed
lines represent the position of SNl,rD for vanishing SRS.
ticular values of τc corresponding to the vertical dashed
lines shown in Fig. 10(a). For τc = 10 fs [see Fig. 11(a)]
the scenario is very similar to the unperturbed case (see
gray diagram computed for fR = 0), although the Hopf
instability slightly modifies its position as shown in the
close-up view of Fig. 11(a). In addition, the collapsed
snaking corresponding to the bottom of the diagram is
strongly compressed. Increasing τc further, the Raman
response function R becomes sharper and highly damped
(see Sec. II) tending to an almost instantaneous response,
and therefore, the deviation from the unperturbed case
is almost negligible.
Reducing τc, however, the SRS modifies strongly the
DWs tails (see Sec. V), and as a consequence the LSs
bifurcation structure. Thus, while the region of existence
of dark LSs and breathers shrinks, the region of existence
of bright LSs broadens [see phase diagram in Fig. 10(a)].
An example of this situation is shown in Fig. 11(b) for
τc = 5 fs, where whereas the top part of the diagram
is highly modified (see close-up view), the bottom one
shows larger damped oscillations in S as a result of the
appearance of bright LSs like the one shown in Fig. 11(i).
Decreasing τc even further, the Hopf bifurcation disap-
pears, and with it, the breathing behavior [see Fig. 10(a)],
leading to the stabilization of the single dip dark states.
In this regime the bifurcation structure is similar to the
one depicted in Fig. 11(c) for τc = 2 fs. For this value
of τc the branches corresponding to the dark states are
strongly modified [see the detailed view in the inset of
panel 11(c)], and the bright LSs increase their region of
existence due to the dominant interaction of the DWs
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FIG. 11. Modification of the collapsed snaking structure for
∆ = 5 while increasing τc (see blue diagram): in (a) τc = 10
fs, in (b) τc = 5 fs, and in (c) τc = 2 fs. In gray we have also
plotted the diagram in the absence of SRS for comparison.
The inset panels show a close-up view of the top part of the
collapsed snaking where the Hopf instabilities H are signaled.
Two examples of bright LSs profiles are plotted in sub-panels
(i) and (ii).
tails around At. An example of this type of bright LSs
is shown in panel 11(ii). For ∆ = 4 [see Fig. 10(b)] the
scenario is quite similar to the previous one, despite of
the absence of the breather regime.
VIII. DISCUSSION AND CONCLUSIONS
We have presented a detailed theoretical study of the
dynamics and bifurcation structure of dissipative LSs
emerging in externally driven Kerr cavities in the pres-
ence of stimulated Raman scattering. To perform this
study we have considered the modified Lugiato-Lefever
equation with the Raman response, and we have fo-
cused on the normal group velocity dispersion regime (see
Sec. II).
In the absence of SRS, the typical LSs arising in this
regime are dark. These type of LSs form due to the lock-
ing of DWs which exist within a region of bi-stability
between two different CW states. The locking occurs
through the overlapping of the DWs tails leading to LSs
of different extensions that can be seen as a portion of one
CW state embedded on the other one (see Sec. III and
IV). From a bifurcation perspective and a fixed value of
∆, these states undergo collapsed snaking (see Sec. IV):
the LSs solution branches experience a sequence of ex-
ponentially decaying oscillations in the pump S around
the Maxwell point of the system, as a result of the DWs
interaction and locking [25, 26, 72]. For large values of
detuning ∆, moreover, these states undergo oscillatory
instabilities that make them breathe [25, 26].
The presence of SRS strongly modifies the dynamics
and stability of the previous states, and furthermore in-
duces the emergence of bright LSs [43]. From a dynam-
ical point of view, the SRS effect has two main implica-
tions. First, the SRS term breaks the reflection symme-
try X → −X, inducing a constant drift in the, otherwise
static, LSs. Second, the SRS modifies the spatial eigen-
values of the CW states (i.e., the shape of the DWs oscil-
latory tails), and the interaction and locking of DWs. As
a result of this alteration, the dark states modify their
dynamics, and bright LSs arise (see Sec. V).
Note that the drift can be also induced by other mech-
anisms such as odd chromatic dispersion effects [31–
33, 61], phase gradients [85], and external delay feedback
[86, 87], among others [88–90].
Dark and bright Raman LSs undergo collapsed snaking
that we have characterized in detail as a function of ∆
and S for a fixed value of the characteristic time parame-
ter τc. Figure 8 in Sec. VI summarizes the main dynam-
ical regimes in the (∆, S)−phase space for τ = 5 fs. As
shown in [40, 43], the parameter τc has important impli-
cations regarding the LSs stability. These implications
have been analyzed in detail in Sec. VII, and the main
results are summarized in Fig. 10. The larger the value
of τc, the stronger the SRS effect and modification of the
DW tails, resulting in a more complex collapsed snaking
structure (see Fig. 11). Note that τc =
√
L|β2|/2α, and
we can reinterpret the previous results in terms of the
cavity length L, losses α, and chromatic dispersion co-
efficient β2. Thus, if we fix L and α, τc ∝
√|β2|, and
we can reformulate the conclusion of Sec. VII in terms of
β2. Therefore, whereas increasing β2 the existence region
of dark LSs and breathers widens, the one of bright LSs
shrinks, and eventually disappears.
A similar scenario, also supported experimentally, can
be found when the X−reflection symmetry is broken
through third order chromatic dispersion [33, 91]. In
such case, the modification of the DWs tails about Ab
is much more prominent than in the presence of SRS,
and as a consequence, the existence region of bright LSs
is much wider. Furthermore, the extension of this region
increases with the strength of the third order dispersion,
in contrast to the SRS case where it decreases with τc.
This work has been performed for a fixed domain width
l = 100, although the results presented here can be gen-
eralized to different domain extensions. As the LSs width
is an integer multiple of the DWs tails wavelength, the
size of the domain can strongly constraint the variety of
LSs allowed in the system. Thus, the larger the domain
(i.e., the cavity), the wider the states that can emerge in
the system. Some physical parameter values of all fiber
cavities, for which the observation of these type of struc-
11
tures may be possible, are presented in [43].
In conclusion, we have shown that SRS strongly im-
pacts the LSs formation, dynamics, stability, and bifur-
cation structure in the bi-stability scenario typical of the
normal dispersion regime. The modifications and fea-
tures of this scenario have been analyzed and character-
ized in detail. We have shown that Raman dark and
bright LSs are robust, and persist under modification of
different control parameters of the system.
The final aim of studies of this kind is to be useful
for understanding the formation and dynamics of LSs in
Kerr nonlinear optical cavities, and guiding experiments
in this type of systems, as has been done previously [20,
91].
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