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Abstract
Forecasting costs is now a front burner in empirical economics. We propose an uncon-
ventional tool for stochastic prediction of future expenses based on the individual (micro)
developments of recorded events. Consider a firm, enterprise, institution, or state, which
possesses knowledge about particular historical events. For each event, there is a series
of several related subevents: payments or losses spread over time, which all leads to an
infinitely stochastic process at the end. Nevertheless, the issue is that some already oc-
curred events do not have to be necessarily reported. The aim lies in forecasting future
subevent flows coming from already reported, occurred but not reported, and yet not oc-
curred events. Our methodology is illustrated on quantitative risk assessment, however, it
can be applied to other areas such as startups, epidemics, war damages, advertising and
commercials, digital payments, or drug prescription as manifested in the paper. As a theo-
retical contribution, inference for infinitely stochastic processes is developed. In particular,
a non-homogeneous Poisson process with non-homogeneous Poisson processes as marks is
used, which includes for instance the Cox process as a special case.
Keywords: stochastic prediction, infinitely stochastic process, marked process, time-varying models, dy-
namic panel data, resampling, risk valuation
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Infinitely Stochastic Micro Forecasting
1 Introduction
Human as well as monetary losses and uncertainty about their extent are one of the main
sources of risk. A probabilistic prediction of the future monetary losses lies on the cutting
edge of quantitative risk assessment, for instance, valuation of operational risk in banking or
reserving risk in insurance, while the study of human losses is of particular interest in con-
flict solution and epidemics modeling. We propose a general prediction methodology, which
together with the underlying stochastic procedures is applicable to various areas as demon-
strated by case examples later on.
Let us define the general structure of our model on the basis of a financial example. The
event’s ‘lifetime’ can be described as follows: The ith loss occurs at the occurrence time, which is
denoted by Ti. Such a loss is often reported (e.g., to a financial company) not immediately after
the event, but for various reasons, after the reporting delay (waiting time) Wi, which is the time
difference between the occurrence epoch (event time) and the observation epoch (reporting time).
Furthermore, Zi = Ti + Wi stands for the ith reporting (notification) time. The contemplated
cash flows are visualized in Figure 1, which elucidates the whole framework behind the loss
reporting process together with the time developments of the losses.
Our observation history for the reported losses is a time interval [0, a], where a is the present
time. The main aim is to predict the losses, which are going to be reported in the future time
horizon (a, b], and simultaneously to predict the development of the losses within the time
interval (a, b], that have already occurred before time a, but are not settled yet. Some of them
are already incurred (i.e., occurred within [0, a], but will be reported after time point a). The
observed loss data are truncated in the way that we observe only the reported losses, i.e., Zi ≤ a.
Without loss of generality, we assume that the reporting times are chronologically ordered such
that Zi1 ≤ Zi2 for i1 < i2. After some internal process is carried out, the company pays Ni(t)
payments till time point t, or Ni(∞) payments in order to fully settle the ith loss. The amount of
the kth payment within the ith loss paid at time Ui,k is represented by Xi,k, for k = 1, . . . , Ni(a).
The time window from the reporting time Zi up to the last observed (available) time a for the
ith loss has length Vi, i.e., Vi = a− Zi. One can think of the reporting times Zi’s as the arrival
times of the counting process {M(t)}t≥0 and the payment times Ui,k’s as the arrival times of
the counting processes {Ni(t)}t≥0 for i ∈ N. Assuming that there are i = 1, . . . , M(a) losses
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Figure 1: Scheme of the event occurrence process and the event development processes.
already reported, we observe a collection
{Ti, Zi, {Ui,j}j=1,...,Ni(a), {Xi,j}j=1,...,Ni(a)}i=1,...,M(a)
or, alternatively and equivalently, {Zi, Wi, {Ni(t)}t∈[0,a], {Xi,j}j=1,...,Ni(a)}i=1,...,M(a).
1.1 Motivation and applications
The proposed class of models—infinitely stochastic processes—is a very rich and general class that
nests, for examples, doubly stochastic (Cox) processes. Our approach and results are motivated
in the context of several applications taken from the empirical economics literature.
Case 1: Operational risk Banks and other financial institutions have to face operational
risk covering fraud, system failures, security, privacy protection, terrorism, legal risks, em-
ployee compensation claims, physical (e.g., infrastructure shutdown) or environmental risks.
As pointed out in Chernobai et al. (2007), some large banks prefer to use their own formal
definition of operational risk. For instance, Deutsche Bank (2017) defines operational risk as
3
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“the risk of loss resulting from inadequate or failed internal processes, people and systems
or from external events, and includes legal risk.” Recent developments for operational risk
prediction—comprehensively summarized by Benito and Lo´pez-Martı´n (2018)—reveal that
challenges like truncated data and non-homogeneous processes have to be handled in oper-
ational risk modeling. The empirical literature, for instance Cohen (2018), suggests that oper-
ational risk capital models can be based on the loss distribution approach. Generally, a loss i
corresponding to operational risk is occurred at Ti, but is internally reported later at Zi. Conse-
quently, compensations need to carried out by the bank to the affected side. For the loss i, the
compensations Xi,k’s are going to be paid at the times Ui,k’s. The bank is then required (e.g., by
the Third Basel Accord) to quantify the future distribution of losses (measured through their
compensations) belonging to operational risk.
Case 2: War damages Modeling of the evolution of national and international conflicts is
a long standing strand of research (Gleditsch et al., 2014), although data collection is a very
challenging task, see Arnold (2019) and Cressey (2008). Based on the comprehensive databases
as COPDAB (Azar, 1980), MIDLOC (Braithwaite, 2010), or PRIO (Hallberg, 2012), main ap-
proaches still remain to be classic econometric linear ones with a list of exogenous factors or
those based on the hazard models, cf. Collier et al. (2004), Schrodt (2014), Clauset (2018) and
Ward et al. (2010), Harrison and Wolf (2012). As the list of current approaches was criticized
by Schrodt (2014), namely “garbage can models that ignore the effect of collinearity”, “com-
plex models without understanding the underlying assumptions” or “linear statistical mono-
culture”, we believe that our model can make a useful step forward in the conflict prediction.
Using the proposed model, one considers each point Ti in the M process as the beginning of the
tension between regions/countries. The followed up Zi is the official beginning of the conflict,
through the official notice or the first armed intrusion. This point (as the mark) starts a spread
the armed conflict over a series of battles k at time points Ui,k that take Xi,k lifes. The main as-
sumptions of the process are fully in-line with the nature of the war: M 1 “there will always be
another war” andN 1 “each war has an end”.
Case 3: Epidemics Proper modeling and prediction of the spread of epidemic is a very im-
portant strand of literature, in particular in the view of recent H1N1 and Ebola epidemics.
Classical models arising from modeling the online diffusions are those based on Susceptible-
Infected-Recovered model introduced by Kermack and McKendrick (1927), Linda and Allen
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(2008), often extended to the stochastic case as in Bobashev et al. (2007), Yan (2008), and others.
Newly, these models were linked to the Hawkes processes in which spread of the disease in
one population has been investigated, see Rizoiu et al. (2018). Considering several populations
(neighbor regions, countries, flight connections, etc.), the proposed model is a natural flexible
extension, in which each point Ti of the process is the infection of an individual in the region i.
The delay Wi is thus the incubation period, after which the process of infection individuals in
the population i starts, with individuals being infected at the points Ui,k. The values Xi,k may
be considered as the severity of the illness also converted to monetary quantities.
Case 4: Drug prescription Health care expenditures have become one of the most serious
issues of the modern society and prescribed medicaments seem to form one of the fastest growing
component of the health insurance expenses. Managed care organizations encourage physi-
cians to be more cost-conscious, see, e.g., Miller and Lufi (1994). They use financial incentives
to induce physicians to reduce expenses while maintaining the quality of medical care. General
practitioners (GP) comprise a significant part of the health care system and influence impor-
tantly the total amount of insurance money spent. Therefore, the prescription behaviour of GPs is
of utmost importance. It has been studied from the point of view of the pharmaceutical firms in
several studies, see Go¨nu¨l et al. (2001), Manchanda and Chintangunta (2004), and other refer-
ences therein; or from the point of view of the health insurance companies, e.g., Hudecova´ et al.
(2017). Furthermore, the prescription patterns and the influencing factors have been analyzed
in Ekedahl et al. (1995), Rokstad et al. (1997), Watkins et al. (2003), or Caldbick et al. (2015). One
may think of a spread of disease/illness as the occurrence time Ti of event and, correspond-
ingly, a visit to the GP as the reporting time Zi. Expenses for the prescribed drugs—sometimes
more than one medical examination by the GP is needed (at times Ui,k)—are then the event pay-
ments Xi,k. After all, the responsible health care financing organization is interested to know
the future expenditures for prescribed medicaments by the GPs within a predetermined time
horizon.
Case 5: Startups A recent entrepreneurship bloom prompts for another straightforward ap-
plication of the proposed micro forecasting method. Many well-known multinational com-
panies leading the global market these days have begun their business in terms of small and
locally based startups with only very limited human, social, and financial capital. These are,
although, crucial factors for the future startup performance and its ability to survive (Bosma
5
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et al., 2004). Especially the last one—the financial capital—turns out to play the most signifi-
cant role for establishing an entrepreneur on the global market (Colombo and Grilli, 2008). The
initial financial capital is, however, usually not sufficient to start operations at the desired scale
as the credit constraints for bank loans are too strict (Holtz-Eakin et al., 1994). Therefore, the
startup team looks for additional external sources of equity capital (such as external support,
collaboration, fund raising, etc.), which is credited later over time. When modeling the overall
impact of the startup in terms of its frontier production, this additional capital should be also
considered (Aigner et al., 1977). Thus, the future cash flow is of the main interest. Using our
terminology, a new entrepreneur i starts with its business after some waiting time Wi and ad-
ditional capital amounts Xi,k’s arrive at the times Ui,k’s. The whole scenario can be analogously
also adapted, for instance, for modeling the human capital, social investments, or business
performance of the startups.
Case 6: Advertising and commercials In recent years, television and internet advertising
have become increasingly tailored to individuals. Television commercials simply rely on so-
called contextual advertising, where ads are chosen based upon the broadcast contents (Li-
aukonyte et al., 2015). More sophisticated ad placement techniques use online behavioral ad-
vertising or targeting advertising, which are typical for internet commercials and are based on
the browsing history, online activities, or web searches (Goldfarb and Tucker, 2011). Shopping
behavior and shopping patterns have recently been analyzed by economists in order to better un-
derstand the process through which consumers search for their preferred options (Burda et al.,
2012; Xiao, 2018). Let us concentrate on the perspective of a company selling a specific product
over the Internet. A moment, when some ad is placed over the Internet by another company
running some website, can be thought of the occurrence time Ti. The owner of the website
is directly or indirectly paid for the advertisement by the product-selling company. Then, the
reporting time Zi naturally corresponds to the time when the ad is displayed or when it is rec-
ognized by some user (for example, the first click on it). If the user proceeds with a purchase in
the online store advertised by the ad, the payment time and the payment amount represent the
mark of an event development process. The product-selling company can consequently predict
their future income based on the advertising and, thus, judge the efficiency of their commercial
product placement.
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Case 7: Apple Pay Digital payment platforms are multi-sided and layered modular artifacts
that primarily mediate payment transactions between payers and payees (Kazan, 2015). Apple
Pay as a payment method has become increasingly popular in everyday life during recent
years. As remarked by Liu and Mattila (2019), it simply boosts satisfaction through elevated
coolness in a successful encounter. Liu et al. (2015) examined recent changes in the payment
sector in financial services, specifically related to mobile payments that enable new channels for
consumer payments for goods and services purchases, and other forms of economic exchange.
Although, Apple Pay serves merely as a proxy and mediator between cardholders’ (card issuer)
and merchants’ (acquirer) bank accounts, a card issuer (e.g., a bank) is obliged to pay a portion
from the payment for such a service. Therefore, from the card issuer’s perspective, it is of interest
to determine the amount of charges for the Apple Pay service during the future time period.
Here, the date of issuing a payment card can be considered as the occurrence time Ti of event,
the date of registering the Apple Pay is the reporting time Zi, and the corresponding purchases
are the payment amounts Xi,k realized at payment times Ui,k.
Case 8: Actuarial claims reserving An insurance company needs to predict future claims with
corresponding payments and, additionally, future payments coming from already occurred
claims, which do not have to be necessarily reported, and this is due to the current regula-
tory framework for insurance supervision (e.g., Solvency II Directive or Swiss Solvency Test).
A lifetime of a claim can be characterized by the following variables that are driving the claim
process: A claim i (i.e., a loss) occurs at the accident time Ti, however the insurance company
is notified with some delay (heavy injuries that did not allow insured person report the claim,
too light damages of the vehicle that allow an insured person to postpone a report, etc.) at the
reporting time Zi; the corresponding claim payments Xi,k’s are going to be paid by the insur-
ance company to the insured at the payment times Ui,k’s. Finally, the distribution of cumula-
tive payments within a predetermined time window has to be predicted in order to settle the
required claim reserves (e.g., Value at Risk or Expected Shortfall at 99.5%). Below, we concen-
trate in more details on the claims reserving task and exemplify the proposed methodology through
analyses of two insurance lines of business in order to demonstrate practical efficiency of our
prediction method.
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1.2 Outline
This paper is structured as follow: Next section introduces the data and main stochastic ob-
jects we intend to model. Section 3 provides the assumptions and theory for occurrence and
reporting times; number of payments; reporting delays; and payment amounts in different
subsections. Section 4 contains a practical application to the actuarial data. Afterwards, our
conclusion follows. The proofs of our theoretical results are put in the Appendix.
2 Granular loss reserving
A classical actuarial problem called claims reserving is elaborated from an emerging perspec-
tive. In contrast to the traditional claims reserving techniques based on aggregated information
from historical data, our approach relies on granular individual claim-by-claim data and con-
tributes to increase in the prediction’s precision.
Claims (loss) reserving in insurance determines a sufficient amount of money, that needs to
be put aside from the premium, to cover future claim (loss) payments. The main issue is to esti-
mate/predict these claims reserves, which should be held by the insurer in order to meet all future
claims arising from policies currently in force and policies written in the past. Claims reserving
is a classical problem in non-life insurance, sometimes also called general insurance (in UK) or
property and casual insurance (in USA). A non-life insurance policy is a contract between the
insurer and the insured. The insurer receives a deterministic amount of money, known as pre-
mium, from the insured in order to obtain a financial coverage against well-specified randomly
occurred events. If such an event (claim) occurs, the insurer is obliged to pay in respect of the
claim a claim amount, also known as a loss amount. In layman’s terms, if an accident happens
to an insured person, he or she goes to the insurance company to request a claim payment.
The insurance company pays this claim amount from the loss reserves. In many cases several
payments are performed for a single accident, for instance, further health problems, hidden
damages of the car that were not visible by the first inspection, etc.
Claims reserving methods based on aggregated data from so-called run-off triangles are pre-
dominantly used to calculate the claims reserves, see England and Verrall (2002) or Wu¨thrich
and Merz (2008) for an overview. Such models are not based on the particular claims or acci-
dents, but rather on the aggregated overall payments through some predefined period, typi-
cally one year. These conventional reserving techniques have series of disadvantages: loss of
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information from the policy and the claim’s development due to the aggregation; usually small
number of observations in the aggregated data; only few observations for recent accident years;
various assumptions of independence, which can sometimes be unrealistic or at least question-
able; and sensitivity to the most recent paid claims, see Hudecova´ and Pesˇta (2013) or Pesˇta and
Okhrin (2014) for some recent developments. In order to overcome the above mentioned defi-
ciencies or imperfections, micro (granular) loss reserving methods for individual claim-by-claim data
need to be derived. Moreover, estimation of the whole distribution of the total future payments
is a crucial part of the risk valuation process.
2.1 Current status
To estimate the distribution of reserves means to predict future cash flows and their uncertainty.
On the top of that, this is becoming compulsory by the law due to the introduction of new
supervisory guidelines.
The loss reserving approaches based on individual/micro-level/granular/claim-by-claim
data do not represent the mainstream in the reserving field. First attempts within the reserving
framework of incorporating the claim information for reporting delays were using a Bayesian
approach (Jewell, 1989, 1990) or an empirical-Bayes approach (Weisberg et al., 1984). Substan-
tial branch of the individual loss reserving methods, that are based on a position dependent
marked Poisson process, involves work of Arjas (1989), Norberg (1993, 1999), and Haastrup and
Arjas (1996). A Markov model for granular loss reserving was proposed by Hesselager (1994).
Including claims features to specify the model components within the setup of the marked
point processes was revisited by Larsen (2007). Empirical investigation by Antonio and Plat
(2014) indicates that individual reserving provides a better accuracy compared to some selected
aggregated models. A discrete time formulation instead of the continuous time point process
description was suggested by Godecharle and Antonio (2015) and Pigeon et al. (2014). Besides
that, Zhao et al. (2009) and Zhao and Zhou (2010) proposed semiparametric techniques from
survival analysis. Several case studies of the individual reserving approaches can be found
in Taylor et al. (2008). Machine learning techniques in the individual claims reserving were
elaborated by Wu¨thrich (2016). Furthermore, Verrall and Wu¨thrich (2016) pointed out a gain
in using the individual methods by employing non-stationarity. Cox processes were utilized
by Badescu et al. (2016).
Practical loss prediction techniques often forfeit diagnostics of the theoretical models’ as-
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sumptions. This is overcome by our approach, where we deal with nonlinear continuous time
Markov environments (Hansen and Scheinkman, 2009). Generally, times of events together
with accompanying measures can be analyzed as marked point processes, e.g., in case of ultra-
high-frequency data, see Engle (2000). Stochastic methods for modeling the total claim amount
via marked Poisson cluster models have been recently proposed by Basrak et al. (2018). Here,
the marks can take values only in a finite-dimensional space and have a common distribution.
Our approach allows for point processes as marks, which is very suitable for a practical ap-
plication of unrestricted number of payments, and enables time-varying distributions for, e.g.,
payment dates, reporting delays, or payment amounts.
2.2 Main goals
This paper contributes to the literature by aiming at using all the available information in the
data. The proposed model motivated by the data controls for dependencies (between different
payment amounts, between payments amounts and reporting delays, between reporting delay
and accident date, etc.) in a simple and natural way. We assume a marked non-stationary Pois-
son process for the time ordered reporting dates; flexibly parametrized conditional distribution
of the reporting delay and payment sizes given the accident date; or a non-homogeneous Pois-
son process in the role of a process’ mark for the number of payments. All the models in this
paper are supported with the asymptotic theory, and are combined in an omnibus model. Appli-
cation to the true data strongly outperforms classical models in both point and interval forecast
of the reserved losses. Up to the best of our knowledge, this is the first time where all the
possible cross and temporal dependencies of the claim data are taken into account.
2.3 Data
Nowadays, modern databases and computer facilities provide a foundation for loss reserving
based on individual data. There is no more reason to rely on the reserving techniques using
aggregated data only. We possess the unique database from the Guarantee Fund of the Czech
Insurer’s Bureau for car insurance which consist of claims developments from the beginning
of 2004 up to the end of 2016. Each record in the data set contains:
• Claim ID (if one claim is associated with more payments, each payment has a separate
entry);
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• Type of claim, which can be either bodily injury or material damage;
• Accident time (occurrence);
• Reporting time (notification);
• Date of payment, when the payment is credited to the client’s bank account;
• Amount of payment.
All in all we have 4450 claims comprising of 10820 payments for bodily injuries and 30545
claims distributed into 35642 payments for material injuries within the investigated time in-
terval. For back-testing purposes, we only use the data up to the end of 2015 to construct the
prediction. The data from 2016 are only employed for comparison purposes with the obtained
results.
3 Theoretical framework
The size of the claims reserves protects insurance company against the future losses. Bearing
this practical issue in mind, we propose a series of theoretical models describing each compo-
nent of the claim’s chain. We assume that the reporting dates Zi’s follow a non-homogeneous
Poisson process with a parametric intensity function; the reporting delays Wi’s follows a time-
varying continuous parametric distribution conditional on the reporting dates; the payment
dates for each claim i are represented by arrival times of a non-homogeneous Poisson process
Ni(t), where Ni is a mark of M; and the payment amounts Xi,j’s are modeled similarly to the
reporting delays via a time-varying parametric conditional distribution. All the models are
then brought together under one umbrella in the empirical study.
Recently, Giesecke and Schwenkler (2018) have discussed marked point processes with ap-
plications in finance and economics to model the timing of defaults, corporate bankruptcies,
market transactions, unemployment spells, births, and mortgage delinquencies. They devel-
oped likelihood estimators for the parameters of a marked point process and incompletely ob-
served explanatory factors that influence the arrival intensity and mark distribution, although
they presumed only finite dimensional marks. We go beyond therein investigated models by
assuming infinite dimensional marks via different stochastic framework. We establish an ap-
proximation to the likelihood and analyze the convergence and large-sample properties of the
associated estimators. Numerical results illustrate the behavior of our estimators.
11
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Recall that our primary practical goal is to model and, consequently, to simulate a distribution
of the sum of future payments within the time period (a, b]. Besides that, the secondary practical
goal is to back-predict claims that have already occurred, but are still not reported. As a the-
oretical by-product, we investigate marked non-homogeneous Poisson processes with infinite
dimensional marks, which has not been done yet.
3.1 Occurrence and reporting times
As for the insurance company it is not so relevant, when the accident has happened, but rather
when it has been reported, as on that date the whole procedure of the claim payments starts.
We proceed to the assumptions on the reporting dates Zi’s that are needed for showing
existence, uniqueness, and asymptotic properties of the proposed estimators. Taking into ac-
count, that different claims are supposed to be unrelated, it is natural to assume that the time
differences {Zi − Zi−1}i∈N are independent (Z0 ≡ 0). Thus, the reporting dates Zi’s can be
viewed as the arrival times of a counting process with independent increments. A reasonable
and parsimonious representative would be a non-homogeneous Poisson process.
AssumptionM 1. The time ordered reporting times {Zi}i∈N are arrival times of a non-homogeneous
Poisson process {M(t)}t≥0 with a parametric intensity ψ(t;ρ) > 0 such that M(t) = ∑∞i=1 1{Zi ≤ t},
ρ ∈ R ⊆ Rq, andR is an open convex set.
The reporting epochs {Zi}i∈N are reversely determined by the counts {M(t)}t≥0 such that
Zi = inft≥0{M(t) ≥ i}. The intensity ψ(t;ρ) can be considered as a risk exposure for an accident
reporting (not occurring) in time t. Although, one may still argue that it should be more conve-
nient to assume that the occurrence (accident) times, and not the reporting times, should form
the arrival times of some non-homogeneous Poisson process. This is indeed in concordance
with the parametric time-varying conditional density fW for the reporting delay Wi (given
Zi = z) defined later on, which results in the fact that {Ti}i∈N are arrival times of another
non-homogeneous Poisson process having the intensity
µ(t;ρ,ϑ) =
∫
R
ψ(z;ρ) fW{t; w(z,ϑ)}dz, (1)
because of the displacement theorem (Kingman, 1993, p. 61). Thus, µ(t;ρ,ϑ) is just a risk exposure
for an accident occurring in time t.
12
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We should emphasize that similarly to the below derived statistical inference for the non-
homogeneous Poisson process, many other authors dealt with consistent estimation of the
process intensity. To mention at least some of them, we refer to Konecny (1987), Schoenberg
(2005), Waagepetersen (2007), Waagepetersen and Guan (2009), Coeurjolly and Møller (2014),
and Prokesˇova´ et al. (2017), although sometimes in a more general setup. There are two main
reasons why we derive consistency and asymptotic normality of the intensity estimator in a dif-
ferent fashion: First, it is of a practical interest to require simple assumptions, which are easily
verifiable and allowing for a huge class of parametric intensities. Second, our theoretical re-
sults and ways of proving them serve as an intermediate product for developing a suitable
statistical inference for the marked non-homogeneous Poisson process with marks being non-
homogeneous Poisson processes (discussed in Subsection 3.2).
Since we consider a fully parametric approach, it is firstly necessary to estimate the un-
known parameter ρ. We employ the maximum likelihood (ML) approach for the arrival times.
The unconditional likelihood in case of M(t), when the last observable (deterministic) time is t,
has the form
L(ρ; Z1, . . . , ZM(t), t) = exp{−Ψ(t;ρ)}
M(t)
∏
i=1
ψ(Zi;ρ), 0 < Z1 < . . . < ZM(t) < t, (2)
where Ψ(t;ρ) :=
∫ t
0 ψ(z;ρ)dz = EM(t) is a cumulative intensity function.
Maximizing the log-likelihood function
`(ρ;Z, t) =
M(t)
∑
i=1
logψ(Zi;ρ)−
∫ t
0
ψ(z;ρ)dz (3)
with respect to ρ provides an ML estimator ρ̂. The true value ρ0 ∈ R of the unknown pa-
rameter ρ is supposed to uniquely maximize Eρ`(ρ;Z, t). The uniqueness of ρ0 is essential for
identifiability and, consequently, for consistency and asymptotic normality of the ML estima-
tor (White, 1982). These properties are proved later on. Although, one has to realize that we
are dealing with not independent and not identically distributed (n.i.n.i.d.) random variables (i.e.,
arrival times). Let us define
h(Zi;ρ, t) :=
1
M(t)
Ψ(t;ρ)− logψ(Zi;ρ),
13
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which means that
ρ̂ = arg min
ρ∈R
M(t)
∑
i=1
h(Zi;ρ, t). (4)
Assume the following to hold with respect to the h(Zi;ρ, t) functions in order to obtain a sen-
sible estimator (i.e., consistent and asymptotically normal).
AssumptionM 2. h(z;ρ, t) is convex in ρ ∈ R for all 0 < z < t.
The convexity of h from AssumptionM 2 contributes to assurance that there exists a unique
optimum, namely some function ρ̂ ≡ ρ̂(t).
For simplicity of further notations, let us denote [·][·]> ≡ [·]⊗2, ∂ρ0 ≡ ∂∂ρ [·]ρ=ρ0 , ∂2ρ0 ≡
∂2
∂ρ∂ρ> [·]ρ=ρ0 , ∂ρ0,i ≡ ∂∂ρi [·]ρ=ρ0 , and ∂2ρ0,i,j ≡ ∂
2
∂ρi∂ρj
[·]ρ=ρ0 for ρ = [ρ1, . . . , ρq]>. Symbol 0 stands
for a zero vector and I means an identity matrix with a suitable dimension. Furthermore for
t > 0, let us define an information matrix I(t;ρ0) :=
∫ t
0
{∂ρ0ψ(z;ρ)}⊗2
ψ(z;ρ0)
dz and a matrix K(t,ρ0) :=
1√
ψ(t;ρ0)
[
∂2ρ0ψ(t;ρ)−
{∂ρ0ψ(t;ρ)}⊗2
ψ(t;ρ0)
]
.
AssumptionM 3. ∂
2
∂ρ∂ρ>ψ(·;ρ) : R+ → Rq×q is continuous for all ρ ∈ R and there exist Lebesgue-
integrable functions m1,i and m2,i,j such that
∣∣∣∣ ∂∂ρiψ(t;ρ)
∣∣∣∣ ≤ m1,i(t) and ∣∣∣∣ ∂2∂ρi∂ρjψ(t;ρ)
∣∣∣∣ ≤ m2,i,j(t)
for all ρ ∈ R, almost every t > 0, and i, j = 1, . . . , q.
The definition of I(t;ρ0), the uniqueness of the true value ρ0 ∈ R, and the differentiability
of ψ(t; ·) from AssumptionM 3 ensure that I(t;ρ0) is positive definite. Moreover, the integrable
majorants from Assumption M 3 together with the smoothness of ψ allow to interchange the
integral and the derivative of ψ.
AssumptionM 4. As t→ ∞,
(i) M(t)I−1(t,ρ0) converges in probability to a positive semidefinite matrix;
(ii)
∫ t
0
{
I−1/2(t,ρ0)K(z,ρ0)I−1/2(t,ρ0)
}2 dz→ 0.
To check whether AssumptionM 4 (i) holds, one needs, for instance, to verify the following
two relations: I−1(t,ρ0)EM(t) = I−1(t,ρ0)Ψ(t;ρ0) converges to a positive semidefinite matrix,
which may also be a zero matrix; and Var
{ (
I−1(t,ρ0)
)
i,j M(t)
}
=
(
I−1(t,ρ0)
)2
i,j Ψ(t;ρ0)→ 0 as
t→ ∞ for all i, j = 1, . . . , q. By the Cauchy-Schwarz inequality and equations (16)–(18) from the
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proof of the consequent Theorem 1, AssumptionM 4 (ii) is satisfied if for all j, k, `, m = 1, . . . , q
holds
(
I−1/2(t,ρ0)
)2
j,k
(
I−1/2(t,ρ0)
)2
`,m
×
∫ t
0
1
ψ(z;ρ0)
{
∂2ρ0,k,`ψ(z;ρ)−
∂ρ0,kψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ(z;ρ0)
}2
dz→ 0, t→ ∞.
At first sight, technical Assumptions M 3 and M 4 have also a practical impact on admis-
sibility of the intensity function ψ and on the amount of information about the parameter ρ
contained in the process M. Basically, the intensity ψ has to be sufficiently smooth and ade-
quately regular with respect to the information matrix function I. In practice, we do not allow
for too ‘wild’ and too quickly changing behavior of the process of reporting times.
Theorem 1 (Consistency I). Under AssumptionsM 1–M 4,
I1/2(t,ρ0) (ρ̂− ρ0) = −I−1/2(t,ρ0)
M(t)
∑
i=1
∂ρ0 h (Zi;ρ0, t) + oP(1), t→ ∞.
Let us discretize the ‘continuous’ time t ∈ R+0 for the process {M(t)}t≥0 in a way that one
observes M only at all discrete time points a ∈ N. This is indeed in concordance with the
nature of our practical problem, where we evaluate the number of reported claims at the end
of the calendar year represented by a discrete value of a.
Additionally, the next Lindeberg condition can extend the assertion of Theorem 1.
AssumptionM 5. lima→∞ ∑ai=1 E
(
d>Yi
)2
1{|d>Yi| ≥ ε‖d‖2} = 0 for all d ∈ Rq and ε > 0, where
Yi := I−1/2(a,ρ0)
∫ i
i−1 {∂ρ0 logψ(z;ρ)} (dM(z)− ψ(z;ρ0)dz).
For practical verification purposes, one can assume a version of the Lyapunov condition
instead of the Lindeberg one. For instance, for all d ∈ Rq, there exists δ > 0 such that
lima→∞ ∑ai=1 E
∣∣d>Yi∣∣2+δ = 0. On one hand, the Lyapunov condition is more restrictive than
the Lindeberg one, on the other hand, it is easier to verify.
Corollary 2 (Asymptotic normality I). Under AssumptionsM 1–M 5,
I1/2(a,ρ0) (ρ̂− ρ0) D−−→a→∞ Nq (0, I) .
Let us consider cases of the constant and exponential intensity function.
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Example 1. Intensity ψ(z;ρ) = ρ, which corresponds to a homogeneous Poisson process. Here,
R = (0,∞) and the cumulative intensity is Ψ(t, ρ) = ρt. The log-likelihood function is `(ρ;Z, t) =
M(t) log ρ− ρt. The ML estimator is ρˆ = M(t)/t, the information number becomes I(t; ρ0) = t/ρ0,
and K(t; ρ0) = −ρ−3/20 . Assumption M 4 is easily verifiable. For the Lyapunov condition, the choice
of δ = 1 leads to ∑ai=1
( ρ0
a
)3/2
E
∣∣∣∫ ii−1 1ρ0 dM(z)− ∫ ii−1 dz∣∣∣3 = √ ρ30a E ∣∣∣Zi−Zi−1ρ0 − 1∣∣∣3 = √ ρ30a (12e−1 −
2) → 0 as a → ∞, because the interarrival times {Zi − Zi−1}i have the exponential distribution with
parameter 1/ρ0 (i.e., its expectation equals ρ0). Hence,
√
a/ρ0 (ρ̂− ρ0) D−−→a→∞ N (0, 1).
Example 2. Intensity ψ(z;ρ) = exp{ρ1 + ρ2z}. Here,R = (0,∞)× (0,∞). The log-likelihood func-
tion is `(ρ;Z, t) = ρ1M(t) + ρ2 ∑
M(t)
i=1 Zi − eρ1
(
eρ2t − 1) /ρ2. The ML estimator of the parameter ρ2
can be obtained as a solution of ∑M(t)i=1 Zi + M(t)/ρˆ2 − tM(t)/
(
1− e−ρˆ2t) = 0 and the ML estimator
of the parameter ρ1 comes from ρˆ1 = log
{
ρˆ2M(t)/
(
eρˆ2t − 1)}. Consequently,
I(t;ρ) =
 eρ1 (eρ2t − 1) /ρ2 eρ1 {eρ2t (ρ2t− 1) + 1} /ρ22
eρ1
{
eρ2t (ρ2t− 1) + 1
}
/ρ22 e
ρ1
[
eρ2t {ρ2t (ρ2t− 2) + 2} − 2
]
/ρ32
 ,
which can be easily proved to be positive definite for all t > 0 and any ρ ∈ R. AssumptionM 4 together
with the Lyapunov condition can be checked as well. Hence, I1/2(a;ρ0) (ρ̂− ρ0) D−−→a→∞ N2 (0, I).
An example of the intensity function directly used in the consequent practical analysis of
our data for modeling the reporting times of bodily injury claims, see also Figure 2 (left panel,
green line), is given below.
Example 3. Intensity ψ(z;ρ) = exp{ρ1 + ρ2 log z + ρ3 cos (2piz/ρ5) + ρ4 sin (2piz/ρ5)}. The
above formulated assumptions are satisfied for a particular open convex R ⊆ R5. The defined enti-
ties are not presented here due to their voluminous forms.
Besides that, the next example is used in the data analysis for the reporting times of material
damage claims, cf. Figure 2 (right panel, green line).
Example 4. Intensity ψ(z;ρ) = exp{ρ1 + ρ2z + ρ3z2 + ρ4 cos (2piz/ρ6) + ρ5 sin (2piz/ρ6)}. The
required assumptions are again satisfied, but the above defined entities are not presented here due to their
complicated and voluminous forms.
Suitability of Examples 3 and 4 for the practical analysis is illustrated in Figure 2, where
the observed and fitted cumulative intensities (corresponding to the theoretical cumulative
intensity Ψ(t;ρ)) are compared. The deviations between them are minor. Let us recall that
16
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Figure 2: Number of reported claims—empirical (observed) cumulative intensity in blue, esti-
mated cumulative intensity in red, and estimated intensity in green (prediction uses only data
up to the end of 2015).
our estimation of the reporting dates’ intensity is based on the data up to the end of year 2015.
Extrapolation of the estimated cumulative intensity for the ‘future’ year 2016 also nicely mimics
the known reality from year 2016 (not used for estimation). The estimated underlying intensity
is depicted as well.
Finally, it would be natural to characterize the number of new arriving claims with respect
to the intensity of the process M.
Proposition 3 (Infinite number of renewals). If Assumption M 1 holds and limt→∞ Ψ(t;ρ) = ∞,
then P {limt→∞ M(t) = ∞} = 1.
This proposition reveals that the divergent cumulative intensity Ψ(t;ρ) assures that there
are still new claims being reported with probability one.
3.2 Number of payments
Let us recall that the number of payments corresponding to the ith claim till time point t is
denoted by Ni(t). So, we possess panels of count processes {Ni(t)}t>0 for i = 1, . . . , M(t)
that can be represented as {N (t)}t>0. Thus, the claim notifications together with the claim
payments can be viewed as a marked Poisson process with Poisson processes as marks
{{M(t)}t≥0, {N (t)}t≥0}.
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In practice, we observe the counting process {Ni(t)}t>0 through {Ui,1, . . . , Ui,Ni(t)} for i =
1, . . . , M(t), where the number of payments for the ith claim is denoted by Ni(t) and Ui,k is
the time of the kth payment within the ith claim for k = 1, . . . , Ni(t). Moreover, the amount of
the kth payment for the ith claim paid at time Ui,k is represented by Xi,k, which is going to be
modeled in Subsection 3.4.
AssumptionN 1. The ordered payment times {Ui,1, Ui,2, . . .} of the ith loss are arrival times of a non-
homogeneous Poisson process {Ni(t)}t≥0. Processes {Ni(t)}t≥0, i = 1, 2, . . . are independent having
parametric intensities λ(t, Zi;θ) such that Ni(t) = ∑∞k=1 1{Ui,k ≤ t}, θ ∈ P ⊆ Rp, and P is an open
convex set.
Since Ui,k ≥ Zi (i.e., the payment times come after the reporting time), the corresponding
density λ has to be constant zero up to the reporting date Zi. Alternatively, one can think of
a ‘restarted’ process N˜Zi(τ) = ∑
∞
k=1 1{Ui,k − Zi ≤ τ} with an ‘internal’ time τ of the claim i
after its reporting time Zi.
Note that the processes {Ni(t)}t≥0, i = 1, 2, . . . do not have to be identically distributed,
because of possible different effect of the reporting date. Here, the intensities λ(t, Zi;θ) can be
considered as payment frequencies. However, the common parameter θ is assumed to be shared
by different intensity functions λ’s. In contrast to Lawless (1987), we do not assume a specific
product form of the intensity λ and, moreover, we allow the processes Ni to depend on the
process M via the reporting times Zi’s as the marks’ locations. To the best of our knowledge,
we are not aware of any previous work dealing with inference for the marked non-homogeneous
Poisson process with marks being non-homogeneous Poisson processes.
In order to estimate the unknown parameter θ, we again use the ML approach for the arrival
times, which can be considered as an extension of the case for a single realization of the Pois-
son process. Such a framework can be extended for several independent non-homogeneous
Poisson processes, where the likelihood is as follows
L{θ;N (t), M(t)} =
M(t)
∏
i=1
[{
Ni(t)
∏
k=1
λ(Ui,k, Zi;θ)
}
exp
{
−
∫ t
Zi
λ(τ, Zi;θ)dτ
}]
,
where Z = (Z1, . . . , ZM(t))> can be also viewed as the covariates (regressors) of the intensity λ
having corresponding realizations z. One should bear in mind that the whole information
about the process {M(t)}t≥0 is included in the sequence {Z1, Z2, . . .}. Furthermore, the inten-
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sity function may be decomposed, for instance, as
λ(t, Zi;θ) = λ0(t− Zi;ν) exp{ f (Zi;η)} (5)
such that θ = (ν>,η>)>, λ0(τ;ν) is a baseline intensity function, where λ0(τ;ν) = 0 for τ < 0,
and f (Zi;η) is a parametric covariate function introducing the effects of the covariates Zi’s.
To obtain the ML estimator of θ, one has to maximize the log-likelihood function
`{θ;N (t), M(t)} =
M(t)
∑
i=1
{
Ni(t)
∑
k=1
logλ(Ui,k, Zi;θ)−
∫ t
Zi
λ(τ, Zi;θ)dτ
}
. (6)
The true value θ0 ∈ P of the unknown vector parameter θ is supposed to uniquely maximize
Eθ`{θ;N (t), M(t)}. For Ui := (Ui,1, . . . , Ui,Ni(t))>, let us define
gi(Ui;θ, t) :=
∫ t
Zi
λ(τ, Zi;θ)dτ −
Ni(t)
∑
k=1
logλ(Ui,k, Zi;θ),
which means that
θ̂ = arg min
θ∈P
M(t)
∑
i=1
gi(Ui;θ, t). (7)
Assume the following to hold with respect to the gi(Ui;θ, t) functions in order to obtain con-
sistent and asymptotically normal estimators. Next assumption, being analogous to Assump-
tionM 2, secures the existence of the unique solution.
AssumptionN 2. gi(u;θ, t) are convex in θ ∈ P for all 0 < u1 < . . . < un < t and n ∈N.
At a very first sight, furtherN -assumptions might be considered as the copiedM -assump-
tions mutatis mutandis. There is, however, an additional layer of randomness present for the
marks Ni’s. For instance, deterministic integrals become stochastic ones. Furthermore, the
assumptions regarding the process M are not just replaced by the assumptions for the pro-
cesses Ni’s. There are indeed several additional assumptions regarding the marks Ni’s added to
some assumptions for the original underlying process M. Therefore, one can neither simplify
nor unify the M - and N -assumptions. Next assumption, being similar to Assumption M 3,
controls the almost sure boundedness of the derivatives of the intensity functions for all Zi.
Assumption N 3. ∂
2
∂θ∂θ>λ(·, Zi;θ) : R+ → Rp×p are continuous for all θ ∈ P and there exist
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Lebesgue-integrable functions m1,i,j and m2,i,j,k such that
∣∣∣∣ ∂∂θjλ(t, Zi;θ)
∣∣∣∣ ≤ m1,i,j(t) and ∣∣∣∣ ∂2∂θj∂θkλ(t, Zi;θ)
∣∣∣∣ ≤ m2,i,j,k(t)
almost surely, for all θ ∈ P , i ∈N, almost every t > 0, and j, k = 1, . . . , p.
Let us define a cumulative intensity Λ(t, Zi;θ) :=
∫ t
Zi
λ(τ, Zi;θ)dτ, an information matrix
J(t;θ0) := E∑
M(t)
i=1 Ji(t;θ0), where Ji(t;θ0) :=
∫ t
Zi
{∂θ0λ(τ,Zi ;θ)}⊗2
λ(τ,Zi ;θ0)
dτ, and a matrix Li(t,θ0) :=
1√
λ(t,Zi ;θ0)
[
∂2θ0λ(t, Zi;θ)−
{∂θ0λ(t,Zi ;θ)}⊗2
λ(t,Zi ;θ0)
]
for t > 0. The forthcoming assumption differs from
the analogous oneM 4 via averaging over all the payments Zi.
AssumptionN 4. As t→ ∞,
(i) M(t)J−1(t,θ0) converges in probability to a positive semidefinite matrix;
(ii) E∑M(t)i=1
∫ t
Zi
{
J−1/2(t,θ0)Li(τ,θ0)J−1/2(t,θ0)
}2 dτ → 0.
Analogous discussions like after AssumptionsM 2–M 4 might be carried out regarding As-
sumptionsN 2–N 4. Briefly and informally, the intensity functions λ’s representing the behav-
ior of the payment times’ processes Ni’s are supposed to be sufficiently smooth and adequately
regular with respect to the amount of information about the parameter θ contained in Ni’s.
Theorem 4 (Consistency II). Under AssumptionsM 1 andN 1–N 4,
J1/2(t,θ0)
(
θ̂− θ0
)
= −J−1/2(t,θ0)
M(t)
∑
i=1
∂θ0 gi (Ui;θ0, t) + oP(1), t→ ∞.
Again, let us discretize the ‘continuous’ time t ∈ R+0 for the processes {Ni(t)}t≥0 in a way
that one observes Ni only at discrete time points a ∈N, e.g., status at the closed calendar years.
The next Lindeberg condition is used to extend the assertion of Theorem 4 in order to derive
asymptotic normality of θ̂.
AssumptionN 5. lima→∞ ∑ai=1 E
(
d>Yi
)2
1{|d>Yi| ≥ ε‖d‖2} = 0 for all d ∈ Rp and ε > 0, where
Yi := J−1/2(a,θ0)
∫ j
j−1
∫ a
z {∂θ0 logλ(τ, z;θ)} (dN˜z(τ − z)− λ(τ, z;θ0)dτ)dM(z).
The Lyapunov condition can be assumed as well. For instance, for all d ∈ Rp, there exists
δ > 0 such that lima→∞ ∑ai=1 E
∣∣d>Yi∣∣2+δ = 0.
Corollary 5 (Asymptotic normality II). Under AssumptionsM 1 andN 1–N 5,
J1/2(a,θ0)
(
θ̂− θ0
)
D−−→
a→∞ Np (0, I) .
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The simplest situation is that each {Ni(t)}t≥0 is a homogeneous Poisson process after the
reporting time Zi having a constant common intensity θ > 0 for all i’s.
Example 5. Intensity λ(τ, Zi; θ) = θ1{τ ≥ Zi} with P = (0,∞). The log-likelihood function is
`{θ;N (t), M(t)} = (log θ)∑M(t)i=1 Ni(t)− θ∑M(t)i=1 (t−Zi). The ML estimator becomes θˆ = ∑
M(t)
i=1 Ni(t)
tM(t)−∑M(t)i=1 Zi
and the information number is J(t; θ0) =
{
tΨ(t;ρ0)−
∫ t
0 zψ(z;ρ0)dz
}
/θ0. Assumption N 4 to-
gether with the Lyapunov condition can be checked as well. Hence,
√
aΨ(a;ρ0)−
∫ a
0 zψ(z;ρ0)dz
θ0
(
θ̂ − θ0
)
D−−→
a→∞ N (0, 1) .
Moreover, if the underlying intensity of the Poisson process M is ψ(t; ρ) = ρ for t ≥ 0 (i.e., homoge-
neous Poisson process), then
√
ρ0
2θ0
a
(
θ̂ − θ0
)
D−−→
a→∞ N (0, 1).
Another example contains a baseline intensity, which is motivated by Crowder et al. (1991,
Subsection 8.5, p. 166).
Example 6. Intensity λ(τ, Zi;ν, η) = ν1ν2(τ− Zi)ν1−1 exp{ηZi}1{τ ≥ Zi}. Here, P = (0,∞)2 ×
R. The log-likelihood becomes
`{ν, η;N (t), M(t)}
=
M(t)
∑
i=1
{
Ni(t) log(ν1ν2) + (ν1 − 1)
Ni(t)
∑
k=1
log(Ui,k − Zi) + ηZiNi(t)− ν2 (t− Zi)ν1 exp{ηZi}
}
.
The ML estimator has to be computed numerically. The above formulated assumptions are satisfied for
the particular open convex P ⊆ R3. The defined entities are not presented here due to their complicated
forms.
The next example of the intensity function is directly used in the consequent practical anal-
ysis of our data for modeling the payment times of bodily injury as well as material damage
claims.
Example 7. λ(τ, Zi;ν,η) = exp{ν1 + ν2(τ − Zi) + η1 cos (2piZi/η3) + η2 sin (2piZi/η3)}. The
defined entities are again not presented here due to their voluminous forms.
3.3 Reporting delay
Since the reporting delays correspond to different claims from different accidents, indepen-
dence between the reporting delays Wi’s for different contracts is assumed. However, the dis-
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tribution of the reporting delays is allowed to change with respect to the reporting time Zi.
The reporting delays seem to become shorter and shorter, which can be explained by a possi-
bility to report an accident over the internet and even by a denser net of the insurance com-
pany branches. So, given Zi, Wi has a parametric conditional density fW{·; w(Zi,ϑ)}, where
ϑ ∈ Rr. Note that {Wi}i∈N are not identically distributed, which allows, for instance, to assume
time-varying distributions for the Wi’s through the function w(·,ϑ). Using similar arguments as
in Hjort and Pollard (2011), one has consistency and asymptotic normality for the ML estima-
tor ϑ̂.
A variety of parametric distributions are suitable for the analysis, particularly those with
the shapes similar to the ones provided by log-normal, Weibull, or Gamma distributions. All of
them have similar performance, whereas the importance lies in the time-varying parameters.
Although in the rest of the study, we concentrate ourselves purely on the log-normal distribu-
tion, let us briefly recall all three mentioned densities
fGam(x; c, d) =
1
dcΓ(c)
xc−1 exp
(
− x
d
)
, x ≥ 0, c > 0, d > 0;
fWei(x; c, d) =
a
dc
xc−1 exp
{
−
( x
d
)c}
, x ≥ 0, c > 0, d > 0;
fLN(x; c, d) =
1√
2pixd
exp
{
− (log x− c)
2
2d2
}
, x > 0, c ∈ R, d > 0. (8)
For the Gamma and Weibull distributions, parameters c and d are called the shape and scale,
respectively, for the log-normal distribution c and d are the mean and standard deviation of the
distribution on the log scale, respectively.
Taking into account the dependency between the accident date Zi and the reporting de-
lay Wi and, additionally to that, allowing for possible seasonal behavior, we consider truncated
Fourier series for the parameters of the conditional distributions with
ϑ1 = (αc, βc, δc,1, ξc,1,γc,1, . . . , δc,L, ξc,L,γc,L)>,
ϑ2 = (αd, βd, δd,1, ξd,1,γd,1, . . . , δd,L, ξd,L,γd,L)>
in the form of
c(z,ϑ1) = αc +
z
7
βc +
L
∑
`=1
{
δc,` cos
(
ξc,` · 2pi · z
52 · 7
)
+ γc,` sin
(
ξc,` · 2pi · z
52 · 7
)}
, (9)
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d(z,ϑ2) = αd +
z
7
βd +
L
∑
`=1
{
δd,` cos
(
ξd,` · 2pi · z
52 · 7
)
+ γd,` sin
(
ξd,` · 2pi · z
52 · 7
)}
, (10)
where 52 is the number of weeks in one year and 7 is the number of days in one week. Later on
for considering models with increasing flexibility, we discuss constant models with L = 0 and
βc = βd = 0, linear models with L = 0, and models with one (L = 1) or two (L = 2) seasonality
patterns. The ML estimator of ϑ = (ϑ>1 ,ϑ
>
2 )
> is obtained as
ϑ̂ = arg max
ϑ
M(t)
∑
i=1
log fW{Wi; c(Zi,ϑ1), d(Zi,ϑ2)}, (11)
s.t. c(Zi,ϑ1) > 0, d(Zi,ϑ2) > 0, for all i ∈ {1, . . . , M(t)}. (12)
The condition c(Zi,ϑ1) > 0 is considered only in case when the assumed distribution fW is
Weibull or Gamma. As initial values in the iterative maximization procedure, we took the
parameter values that at best fit the piecewise constant weekly averaged values in the least
squares sense.
Figure 3 shows the estimation results for fW being the log-normal distribution. The left
panel corresponds to the bodily injury claims, where the right one to the material damage
claims, on the bottom panel we show the number of accidents as the function of the reporting
date. In the two upper panels, we depict the location parameters c(z, ϑ̂1) and two middle
panels scale parameters d(z, ϑ̂2) over different weeks of the reporting date. Different colors
represent different complexities of the models used: for cyan we have a constant unconditional
model with L = 0 and βc = βd = 0; pink uses only linear temporal dependency with L = 0;
green and blue lines have one (L = 1) and two (L = 2) levels of seasonality. The most flexible
density with L = 2 has been used in the final omnibus model. With red we depict values
extrapolated to the data not used in the estimation, namely years 2003 and 2016. This analysis
shows strong temporal dependence of the parameters on the distribution of Wi.
In order to validate our results from the fitted model, Figure 4 compares the observed and
predicted quarterly averaged reporting (waiting) delays in days for the bodily injury claims as
well as for the material damage claims.
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Figure 3: Weekly estimates (solid grey) and conditional temporal models: constant (cyan
dashed), linear trend (pink dotted), linear trend and one period (green dashed), and linear
trend with two periods (blue solid) for shape (top panels) and scale (middle panels) of the log-
normal distribution of the reporting delay Wi. The extrapolated periods are depicted in red
and the numbers of accidents are in black.
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Figure 4: Quarterly averaged (with respect to the reporting date) reporting (waiting) delays in
days—observed in blue and predicted in orange for the period 2015–2016 (prediction uses only
data up to the end of 2015).
3.4 Payment amounts
Denote the jth payment amount for the ith claim by Xi,j, where j = 1, . . . , Ni(t). The Xi,j’s are
independent over all j’s as well as all i’s. This independency assumption can be easily relaxed
and any other times series model (e.g., an autoregressive model) can be used instead. How-
ever, our empirical findings imply independency. Given Zi, Xi,j has a parametric conditional
density fX{·; v(Zi, ς)}, where ς ∈ Rs and the function v(·, ς) introduces the time-varying ef-
fects of Zi’s. Moreover, the reporting delays Wi’s are also supposed to be independent from
the payment amounts Xi,j’s, as well as all the payment amounts from the same claim are inde-
pendent among each other. These assumptions are based on the preliminary empirical analysis
of the pairwise relationships between the waiting time (Wi) and the first (Xi,1), second (Xi,2),
third (Xi,3), and fourth (Xi,4) claim payment amounts shown in Figure 5. For this plot, the data
are transformed by the estimated cumulative distribution functions (cdf) FˆX and FˆW obtained
from the plugged-in densities fˆX(·) ≡ fX{·, v(Zi, ς̂)} and fˆW(·) ≡ fW{·, w(Zi, ϑ̂)}, respectively.
Further, the data are transformed via the quantile function of the standard normal distribution.
If the distributional assumptions are correct and the payments and delays are independent, the
bivariate kernel density estimates and scatterplots of the transformed data should be sugges-
tive of circular shapes as clearly visible in Figure 5.
Using similar arguments as in Hjort and Pollard (2011), one can prove consistency and
asymptotic normality for the ML estimator ς̂ . The procedure for modeling the claim payments
closely resembles the procedure mentioned when modeling the reporting delays in Subsec-
tion 3.3. For the modeling of the payment amounts, we also considered more complex models,
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Figure 5: Pairwise relationship between the reporting delay and the claim payment amounts
(bodily injury claims—left; material damage claims—right). Subfigures below the diagonal
show scatter plots for the transformed reporting delays/payment amounts Φ−1{Fˆj(·)} versus
Φ−1{Fˆk(·)}, where j, k ∈ {W, X1, X2, X3, X4}, j 6= k, Fˆj is the corresponding estimated cdf, and
Φ is the cdf of the standard normal distribution. Subfigures above the diagonal display contour
plots of Φ−1{Fˆj(·)} against Φ−1{Fˆk(·)}.
where previous payments were included as exogenous variables. This however did not bring
any improvements.
Figure 6 presents the time-varying parameters of log-normal distribution of bodily injury
as well as material damage claims for the first payment in yellow (fully flexible model with two
seasonal periods) and in grey (separately for each week). Other curves present parameters for
all the payment amounts pooled together. As there is no much difference and results for the
pooled models seemed to be more stable, we concentrate in the later only on the pooled ones,
namely the most flexible with two periods and a linear trend.
4 Practical application and empirical results
To numerically illustrate the performance of our method, we use two data sets—bodily injury
and material damage claims (cf. motivation and data description in Section 2.3). Let us recall
that data from the last available year 2016 are used only for back-testing and comparison with
the predicted results. Furthermore, our ‘micro’ (granular, claim-by-claim) approach is also
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Figure 6: Weekly estimates (only X1,t in solid grey) and conditional temporal models: constant
(cyan dashed), linear trend (pink dotted), linear trend and one period (green dashed), and
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panel) and scale (middle panel) of the log-normal distribution of the Xi,t. The extrapolated
periods are depicted in red and the numbers of accidents are in black.
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compared with a traditional standard actuarial technique—bootstrap chain-ladder (England and
Verrall, 1999)—in combination with linear extrapolation of the reported claims in the next year.
This ‘macro’ approach is based on aggregation of data and, hence, it disregards the information
about the policy and the claim’s development. We refer to it from now on as the aggregated
method.
Firstly, the previously described estimation procedures (Section 3) provide parameter es-
timates of our omnibus model. Secondly, a Monte Carlo prediction technique is involved in
order to generate (simulate) the future claims’ developments. In essence, prediction for a dis-
tribution of the total payments in year 2016, for which we also possess the real paid claim
amounts.
4.1 Parameter estimation
All the estimates are obtained through the ML approach, which guaranties a proper stochastic
inference. For the case of densities, it is widely known that under some regularity conditions
the ML estimators are consistent and asymptotically normal. For the case of intensities, we
have proved consistency and asymptotic normality of these ML estimators. Consequently, one
can plug-in the estimated parameters into the parametric forms of the densities and intensi-
ties present in our micro model in order to have predicted (fitted) intensities of the reporting
dates/payment dates and densities of the reporting delays/payment amounts. They are going
to be used for the simulation of the future payments (dates and amounts).
In particular, the intensity function for modeling the reporting times of bodily injury claims
comes from Example 3 and in case of material damage claims from Example 4. The reporting
delay and the claim payments are modeled as in relations (8)–(12). And the intensity functions
for the payment times of bodily injury as well as material damage claims come from Example 7.
4.2 Monte Carlo predictions
Basically for each claim being reported up to the future time point b from Figure 1 (e.g., end
of the next calendar year), one needs to simulate payment dates and corresponding payment
amounts, which are going to be summed in each simulation’s run. These sums of payments
give us the simulated (empirical) predictive distribution of the total future payments. Hence,
for the next year (in a general future time window (a, b]), we need to simulate the new payment
dates for all already reported claims as well as the payment dates corresponding to the incurred
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but not reported claims. Consequently, it is requisite to generate a corresponding payment
amount for every payment time within the time interval (a, b].
Let us realize that we need to generate many realizations of the non-homogeneous Poisson
process for each Monte Carlo simulation’s run. To simulate the non-homogeneous Poisson pro-
cess, we suggest to rely on the thinning algorithm by Lewis and Shedler (1979). The main reason
for choosing this way to generate enormous number of realizations of the non-homogeneous
Poisson process is that this approach can be applied to any rate function without the necessity
of numerical integration or simulation of Poisson variables.
4.2.1 Primary goal: Prediction of distribution of the future cash flows
Our primary target is to predict the distribution of the total payment amounts within the future
time period. Such a prediction is going to be obtained through Procedure 1.
The predicted distribution of the forthcoming payment amounts within the next year is
graphically displayed in Figure 7. Here, our micro approach is compared with the traditional
method based on data aggregation. Moreover, the true cumulative amount of the one-year
ahead payments is depicted in order to judge the point prediction’s precision.
There are two general and, from a practical point of view, very important findings with
respect to the prediction of the future total payment amounts. First, our claim-by-claim based
method is more precise in point prediction to the ‘unknown’ true value compared to the tradi-
tional technique based on aggregated data. And this holds for both lines of business. Second,
our micro approach provides less volatile predicted distribution, e.g., in terms of the coefficient
of variation.
4.2.2 Secondary goal: Back-prediction of the truncated occurrence times
Our secondary practical target is to back-predict the accident dates of the claims, which are
truncated due to the reporting delay. We are indeed not aware of so-called incurred but not
reported claims and the insurance company needs to back-predict these claims, which have
already occurred, but have not been reported yet. This can be reached via Procedure 2.
The counts of the back-predicted accident dates for the latest year as well as the counts of
the predicted accident dates for the next year are visualized in Figure 8.
It is of utmost importance for the insurance company to have information regarding the
accidents, which have not been reported yet. Figure 8 reveals triplets of bars, that nicely ac-
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Procedure 1 Prediction of the distribution of the future payments
Input: Collection of observations {Ti, Zi, {Ui,j}Ni(a)j=1 , {Xi,j}Ni(a)j=1 }M(a)i=1 and number of Monte
Carlo simulation’s runs S
Output: Simulated predictive distribution of the total future payments in (a, b], i.e., the empir-
ical distribution where probability mass 1/S concentrates at each of (1)P(a, b), . . . , (S)P(a, b)
1: obtain the ML estimator ρ̂ as in (4) for the parametric intensity of the reporting dates
2: compute the ML estimator θ̂ as in (7) for the parametric intensities of the payments dates
3: calculate the ML estimator ς̂ in the same manner as in (11)–(12) for the parametric densities
of the payment amounts
4: for s = 1 to S do // repeat in order to obtain the empirical distribution
5: generate a realization of the non-homogeneous Poisson process {(s)M(t)}t≥0
with intensity ψ(t; ρ̂) for the future time window (a, b] as the arrival times
{(s)ZM(a)+1, . . . , (s)Z(s)M(b)} representing the future reporting dates
6: for i = 1 to M(a) do // payments for the (old) already reported claims
7: generate a realization of the non-homogeneous Poisson process {(s)Ni(t)}t≥0
with intensity λ(t, Zi; θ̂) for the time window (a, b] as the arrival times
{(s)Ui,Ni(a)+1, . . . , (s)Ui,(s)Ni(b)} representing the future payments dates
8: generate the payment amounts {(s)Xi,Ni(a)+1, . . . , (s)Xi,(s)Ni(b)} independently from the
density fX{·; v(Zi, ς̂)}
9: end for
10: for i = M(a) + 1 to (s)M(b) do // payments for the (future) new reported claims
11: generate a realization of the non-homogeneous Poisson process {(s)Ni(t)}t≥0
with intensity λ(t, (s)Zi; θ̂) for the time window (a, b] as the arrival times
{(s)Ui,Ni(a)+1, . . . , (s)Ui,(s)Ni(b)} representing the future payments dates
12: generate the payment amounts {(s)Xi,Ni(a)+1, . . . , (s)Xi,(s)Ni(b)} independently from the
density fX{·; v((s)Zi, ς̂)}
13: end for
14: calculate the total future payments (s)P(a, b) = ∑
(s)M(b)
i=1 ∑
(s)Ni(b)
j=Ni(a)+1 (s)
Xi,j
15: end for
Procedure 2 Estimation of the intensity of the accident dates
Input: Observations {Ti, Zi}i=1,...,M(a)
Output: Fitted intensity µ̂ for the underlying Poisson process of the accident dates
1: obtain the ML estimator ρ̂ as in (4) for the parametric intensity of the reporting dates
2: calculate the ML estimator ϑ̂ as in (11)–(12) for the parametric densities of the reporting
delays
3: get the estimator of the intensity µ as in (1), i.e., by plugging-in the correspond-
ing estimates ρ̂ and ϑ̂ and performing numerical integration µ̂(t) ≡ µ(t; ρ̂, ϑ̂) =∫
R
ψ(u; ρ̂) fW{t; w(u, ϑ̂)}du
commodate the problem of truncated data in our setup. The middle horizontal bar in each
triplet corresponds to the known number of accident dates based on the database up to year
2015. The left bar in the triplet stands again for the known number of accident dates, although,
coming from the database up to year 2016. Therefore, the left bar has to be higher than the mid-
dle one, because additional claims can be reported within the calendar year 2016 (and they can
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Figure 7: Prediction of the distribution of the forthcoming payments for the next year (primary
aim)—traditional (aggregated) method in blue, micro (granular) method in red. Bold solid
horizontal line corresponds to the median of the predictive distribution. Height of the grey
vertical bar corresponds to the mean of the predictive distribution. Colored solid horizontal
whiskers represent the 0.5th and the 99.5th percentiles of the predictive distribution. Dashed
horizontal line stands for the real (true) sum of payments.
occur in 2016 or even in previous years). The right bar in the triplet represents our prediction.
It is supposed to be slightly higher even than the left bar, because there can occur additional
accidents even before the end of year 2016 that are not going to be reported till the end of year
2016.
5 Conclusions
Micro forecasting is in general a stochastic prediction method for future losses/costs relying
on the individual developments of the recorded historical events. Our prediction approach is
capable to model the probabilistic behavior of the future losses’ occurrences, the occurrences
of the incurred but not reported losses, the lengths of the reporting delays, and the frequency
and severity of the loss payments in time. This is indeed sufficient for prediction of the future
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Figure 8: Predicted truncated accident dates (secondary aim)—triplets of bars represent: ob-
served counts of the accident dates from the database up to the end of 2016 (in yellow/light
blue); observed counts of the accident dates from the database up to the end of 2015 (in or-
ange/darker blue); and predicted counts of the accident dates based on the data till the end of
2015 (in red/violet).
cash-flows for a predetermined time horizon.
We employ the micro prediction technique in claims reserving. To meet all future insurance
claims rising from policies, it is requisite to quantify the outstanding loss liabilities. Here, utility
for solvency of the insurance company is developed. And, clearly, valuation of the reserving risk
in insurance is not the only area of empirical economics, where the proposed methodology can
be applied as documented by several case examples.
Quantifying reserving risk in non-life insurance inadvertently yields to a theoretical frame-
work of the marked non-homogeneous Poisson process with non-homogeneous Poisson processes as
marks. It can be viewed as an infinitely stochastic Poisson process and, consequently, a proper
statistical inference relying on simple and verifiable assumptions is derived.
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A Proofs
Proof of Theorem 1. Let us choose t > 0. With respect to Assumption M 2, consider the convex
function
Ht(s) :=
M(t)
∑
i=1
[
h
{
Zi;ρ0 + I−1/2(t,ρ0)s, t
}
− h(Zi;ρ0, t)
]
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in s ∈ Rq. It is minimized by I1/2(t,ρ0) (ρ̂− ρ0). The Taylor series expansion gives
Ht(s) = s> I−1/2(t,ρ0)
M(t)
∑
i=1
∂ρ0 h (Zi;ρ, t)︸ ︷︷ ︸
=:U (t)
+
1
2
s> I−1/2(t,ρ0)
{
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
}
I−1/2(t,ρ0)︸ ︷︷ ︸
=:V (t)
s+ rt(s) (13)
almost surely, where rt(s) = M(t)o
{
s>I−1(t,ρ0)s
} → 0 in probability for t → ∞, because of
AssumptionM 4 (i).
Assumption M 3 assures that there is a closed sub-neighborhood of ρ0 denoted by Ut(ρ0)
such that for all ρ ∈ Ut(ρ0), it holds that
∫ t
0
∣∣∂ρ0,jψ(z;ρ)∣∣dz < ∞ for all j = 1, . . . , q and one can
interchange derivative and integral, i.e., ∂ρ0
∫ t
0 ψ(z;ρ)dz =
∫ t
0 ∂ρ0ψ(z;ρ)dz.
Let us realize that the sequence {Zi}i∈N forms arrival times of the Poisson counting process
{M(t)}t≥0 and, hence,
M(t)
∑
i=1
∂ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
=
∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z).
Recall that h(Zi;ρ, t) = 1M(t)Ψ(t;ρ)− logψ(Zi;ρ). Since
∂ρ0ψ(·;ρ)
ψ(·;ρ0) is continuous, we obtain
EU (t) = E
[
I−1/2(t,ρ0)
M(t)
∑
i=1
∂ρ0
{
1
M(t)
Ψ(t;ρ)− logψ(Zi;ρ)
}]
= I−1/2(t,ρ0)E
{
∂ρ0
∫ t
0
ψ(z;ρ)dz−
M(t)
∑
i=1
∂ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
}
= I−1/2(t,ρ0)E
{
∂ρ0
∫ t
0
ψ(z;ρ)dz−
∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z)
}
= I−1/2(t,ρ0)
{
∂ρ0
∫ t
0
ψ(z;ρ)dz−
∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
ψ(z;ρ0)dz
}
= 0.
One can apply the Itoˆ isometry for jump processes
VarU (t) = E{U (t)}⊗2 = E
[
I−1/2(t,ρ0)
M(t)
∑
i=1
∂ρ0
{
1
M(t)
Ψ(t;ρ)− logψ(Zi;ρ)
}]⊗2
= I−1/2(t,ρ0)E
{
∂ρ0
∫ t
0
ψ(z;ρ)dz−
∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z)
}⊗2
I−1/2(t,ρ0)
= I−1/2(t,ρ0)E
[{
∂ρ0
∫ t
0
ψ(z;ρ)dz
}⊗2
+
{∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z)
}⊗2
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−
{
∂ρ0
∫ t
0
ψ(z;ρ)dz
}{∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z)
}>
−
{∫ t
0
∂ρ0ψ(z;ρ)
ψ(z;ρ0)
dM(z)
}{
∂ρ0
∫ t
0
ψ(z;ρ)dz
}> ]
I−1/2(t,ρ0)
= I−1/2(t,ρ0)
[ ∫ t
0
{∂ρ0ψ(z;ρ)}⊗2
ψ2(z;ρ0)
ψ(z;ρ0)dz
]
I−1/2(t,ρ0)
= I−1/2(t,ρ0)I(t;ρ0)I−1/2(t,ρ0) = I , (14)
due to AssumptionsM 3. Moreover,
EV (t) = E
[
I−1/2(t,ρ0)
M(t)
∑
i=1
∂2ρ0
{
1
M(t)
Ψ(t;ρ)− logψ(Zi;ρ)
}
I−1/2(t,ρ0)
]
= I−1/2(t,ρ0)E
[
∂2ρ0
∫ t
0
ψ(z;ρ)dz
−
M(t)
∑
i=1
(
∂2ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
− {∂ρ0ψ(Zi;ρ)}
⊗2
ψ2(Zi;ρ0)
)]
I−1/2(t,ρ0)
= I−1/2(t,ρ0)E
[
∂2ρ0
∫ t
0
ψ(z;ρ)dz
−
∫ t
0
(
∂2ρ0ψ(z;ρ)
ψ(z;ρ0)
− {∂ρ0ψ(z;ρ)}
⊗2
ψ2(z;ρ0)
)
dM(z)
]
I−1/2(t,ρ0)
= I−1/2(t,ρ0)
[
∂2ρ0
∫ t
0
ψ(z;ρ)dz
−
∫ t
0
(
∂2ρ0ψ(z;ρ)
ψ(z;ρ0)
− {∂ρ0ψ(z;ρ)}
⊗2
ψ2(z;ρ0)
)
ψ(z;ρ0)dz
]
I−1/2(t,ρ0)
= I−1/2(t,ρ0)
∫ t
0
{∂ρ0ψ(z;ρ)}⊗2
ψ(z;ρ0)
dz I−1/2(t,ρ0)
= I−1/2(t,ρ0)I(t;ρ0)I−1/2(t,ρ0) = I , (15)
because of AssumptionM 3. Furthermore for every s ∈ Rq, it holds that
Var
{
s>V (t)s
}
= s>Var {V (t)s} s = s>
[
E {V (t)s}⊗2 − {EV (t)s}⊗2
]
s.
The (j, k)-element of E {V (t)s}⊗2 ≡ E {V (t)ss>V (t)} has a form of
E
q
∑
`=1
q
∑
m=1
s`sm (V (t))j,` (V (t))m,k = E
q
∑
`=1
q
∑
m=1
s`sm
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×
q
∑˜
`=1
q
∑˘
`=1
κj,˜`(t)
(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
˜` , ˘`
κ ˘` ,`(t)
q
∑˜
m=1
q
∑˘
m=1
κm,m˜(t)
(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
m˜,m˘
κm˘,k(t),
(16)
where ss> = (s`sm)
q,q
`=1,m=1 and I
−1/2(t,ρ0) =: (κ`,m(t))
q,q
`=1,m=1. Let us calculate
E

(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
j,`
(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
m,k

= E
[(
∂2ρ0
∫ t
0
ψ(z;ρ)dz−
M(t)
∑
i=1
{
∂2ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
− {∂ρ0ψ(Zi;ρ)}
⊗2
ψ2(Zi;ρ0)
})
j,`
×
(
∂2ρ0
∫ t
0
ψ(z;ρ)dz−
M(t)
∑
i=1
{
∂2ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
− {∂ρ0ψ(Zi;ρ)}
⊗2
ψ2(Zi;ρ0)
})
m,k
]
= E
[{
∂2ρ0,j,`
∫ t
0
ψ(z;ρ)dz
}{
∂2ρ0,m,k
∫ t
0
ψ(z;ρ)dz
}
+
{ ∫ t
0
(
∂2ρ0,j,`ψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ2(z;ρ0)
)
dM(z)
}
×
{ ∫ t
0
(
∂2ρ0,m,kψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ2(z;ρ0)
)
dM(z)
}
−
{
∂2ρ0,j,`
∫ t
0
ψ(z;ρ)dz
}{ ∫ t
0
(
∂2ρ0,m,kψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ2(z;ρ0)
)
dM(z)
}
−
{
∂2ρ0,m,k
∫ t
0
ψ(z;ρ)dz
}{ ∫ t
0
(
∂2ρ0,j,`ψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ2(z;ρ0)
)
dM(z)
}]
=
{
∂2ρ0,j,`
∫ t
0
ψ(z;ρ)dz
}{
∂2ρ0,m,k
∫ t
0
ψ(z;ρ)dz
}
+
∫ t
0
{
∂2ρ0,j,`ψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ2(z;ρ0)
}
×
{
∂2ρ0,m,kψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ2(z;ρ0)
}
ψ(z;ρ0)dz
+
[ ∫ t
0
{
∂2ρ0,j,`ψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ2(z;ρ0)
}
ψ(z;ρ0)dz
]
×
[ ∫ t
0
{
∂2ρ0,m,kψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ2(z;ρ0)
}
ψ(z;ρ0)dz
]
−
{
∂2ρ0,j,`
∫ t
0
ψ(z;ρ)dz
}[ ∫ t
0
{
∂2ρ0,m,kψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ2(z;ρ0)
}
ψ(z;ρ0)dz
]
−
{
∂2ρ0,m,k
∫ t
0
ψ(z;ρ)dz
}[ ∫ t
0
{
∂2ρ0,j,`ψ(z;ρ)
ψ(z;ρ0)
− ∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ2(z;ρ0)
}
ψ(z;ρ0)dz
]
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=
∫ t
0
1
ψ(z;ρ0)
{
∂2ρ0,j,`ψ(z;ρ)−
∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ(z;ρ0)
}
×
{
∂2ρ0,m,kψ(z;ρ)−
∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ(z;ρ0)
}
dz
+
∫ t
0
∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ(z;ρ0)
dz
∫ t
0
∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ(z;ρ0)
dz. (17)
Moreover,
E
(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
j,`
E
(
M(t)
∑
i=1
∂2ρ0 h(Zi;ρ, t)
)
m,k
= E
(
∂2ρ0
∫ t
0
ψ(z;ρ)dz−
M(t)
∑
i=1
[
∂2ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
− {∂ρ0ψ(Zi;ρ)}
⊗2
ψ2(Zi;ρ0)
])
j,`
× E
(
∂2ρ0
∫ t
0
ψ(z;ρ)dz−
M(t)
∑
i=1
[
∂2ρ0ψ(Zi;ρ)
ψ(Zi;ρ0)
− {∂ρ0ψ(Zi;ρ)}
⊗2
ψ2(Zi;ρ0)
])
m,k
=
∫ t
0
∂ρ0,jψ(z;ρ)∂ρ0,`ψ(z;ρ)
ψ(z;ρ0)
dz
∫ t
0
∂ρ0,mψ(z;ρ)∂ρ0,kψ(z;ρ)
ψ(z;ρ0)
dz. (18)
Thus,
trVar {V (t)s} = tr
[
E {V (t)s}⊗2 − {EV (t)s}⊗2
]
= tr
∫ t
0
I−1/2(t,ρ0)K(z,ρ0)I−1/2(t,ρ0)ss>I−1/2(t,ρ0)K(z,ρ0)I−1/2(t,ρ0)dz
= s>
[∫ t
0
{
I−1/2(t,ρ0)K(z,ρ0)I−1/2(t,ρ0)
}2
dz
]
s→ 0
and, consequently, Var
{
s>V (t)s
}→ 0 as t→ ∞, because of AssumptionM 4 (ii).
Basic Corollary from Hjort and Pollard (2011) can be now applied on representation (13),
which directly provides the assertion of this theorem. 
Proof of Corollary 2. Let us choose a ∈N. One can observe that
I−1/2(a,ρ0)
M(a)
∑
i=1
∂ρ0 h (Zi;ρ0, a)
= −
a
∑
i=1
∫ i
i−1
I−1/2(a,ρ0) {∂ρ0 logψ(z;ρ)} (dM(z)− ψ(z;ρ0)dz) = −
a
∑
i=1
Yi
is a sum of independent random vectors. Since
EYi = E
∫ i
i−1
I−1/2(a,ρ0) {∂ρ0 logψ(z;ρ)} (dM(z)− ψ(z;ρ0)dz) = 0
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and
EY ⊗2i = E
[∫ i
i−1
I−1/2(a,ρ0) {∂ρ0 logψ(z;ρ)} (dM(z)− ψ(z;ρ0)dz)
]⊗2
= I−1/2(a,ρ0)
∫ i
i−1
{∂ρ0ψ(z;ρ)}⊗2
ψ2(z;ρ0)
ψ(z;ρ0)dz I−1/2(a,ρ0),
we have
Var
a
∑
i=1
Yi = Var
{
I−1/2(a,ρ0)
M(a)
∑
i=1
∂ρ0 h (Zi;ρ0, a)
}
= I−1/2(a,ρ0)
∫ a
0
{∂ρ0ψ(z;ρ)}⊗2
ψ(z;ρ0)
dz I−1/2(a,ρ0) = I−1/2(a,ρ0)I(a,ρ0)I−1/2(a,ρ0) = I .
The Lindeberg condition in Assumption M 5 and the Crame´r-Wold device (Billingsley,
2008, Theorem 29.4) allow us to apply the multivariate central limit theorem (CLT) for the zero
mean independent random vectors Yi’s. Thus,
I−1/2(a,ρ0)
M(a)
∑
i=1
∂ρ0 h (Zi;ρ0, a)
D−−→
a→∞ Nq (0, I) .
Hence, the desired convergence in distribution follows from the asymptotic representation in
Theorem 1. 
Proof of Proposition 3. For the non-homogeneous Poisson process {M(t)}t≥0 holds that M(t) =
M˜(Ψ(t;ρ)), where {M˜(t)}t≥0 is a standard Poisson process (i.e., homogeneous Poisson process
with intensity equal one). Suppose that Z˜n’s are arrival times of the standard Poisson process
{M˜(t)}t≥0. Since
P
{
lim
t→∞ M(t) < ∞
}
= P
[
lim
t→∞ M˜{Ψ(t;ρ)} < ∞
]
= P
(
Z˜n − Z˜n−1 = ∞ for some n
)
= P
[
∞⋃
n=1
{
Z˜n − Z˜n−1 = ∞
}]
≤
∞
∑
n=1
P
(
Z˜n − Z˜n−1 = ∞
)
= 0,
we have that limt→∞ M(t) = ∞ with probability one. 
Proof of Theorem 4. Let us choose t > 0. With respect to Assumption N 2, consider the convex
function
Gt(s) :=
M(t)
∑
i=1
[
gi
{
Ui;θ0 + J−1/2(t,θ0)s, t
}
− gi(Ui;θ0, t)
]
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in s ∈ Rp. It is minimized by J1/2(t,θ0)
(
θ̂− θ0
)
. The Taylor series expansion gives
Gt(s) = s> J−1/2(t,θ0)
M(t)
∑
i=1
∂θ0 gi (Ui;θ, t)︸ ︷︷ ︸
=:U(t)
+
1
2
s> J−1/2(t,θ0)
{
M(t)
∑
i=1
∂2θ0 gi(Ui;θ, t)
}
J−1/2(t,θ0)︸ ︷︷ ︸
=:V(t)
s+Rt(s) (19)
almost surely, where Rt(s) = M(t)o
(
s>J−1(t,θ0)s
) → 0 in probability for t → ∞, because of
AssumptionN 4 (i).
Assumption N 3 assures that there has to exist a closed sub-neighborhood of θ0 denoted
by Vt(ρ0) such that for all θ ∈ Vt(θ0), it holds that
∫ t
Zi
∣∣∂θ0,jλ(τ, Zi;θ)∣∣dτ < ∞ almost surely
for all j = 1, . . . , p and one can interchange derivative and integral, i.e., ∂θ0
∫ t
Zi
λ(τ, Zi;θ)dτ =∫ t
Zi
∂θ0λ(τ, Zi;θ)dτ.
Let us realize that for every i ∈N the sequence {Ui,k}k∈N forms arrival times of the Poisson
counting process {Ni(t)}t≥0 and, hence,
Ni(t)
∑
k=1
∂θ0λ(Ui,k, Zi;θ)
λ(Ui,k, Zi;θ0)
=
∫ t
Zi
∂θ0λ(τ, Zi;θ)
λ(τ, Zi;θ0)
dNi(τ). (20)
In sequel, we use conditioning on {M(z)}z∈[0,t] (i.e., information contained in the process M
up to time t), which corresponds to conditioning on Z1, . . . , ZM(t). Recall that gi(Ui;θ, t) =∫ t
Zi
λ(τ, Zi;θ)dτ −∑Ni(t)k=1 logλ(Ui,k, Zi;θ). Since
∂θ0λ(·,Zi ;θ)
λ(·,Zi ;θ0) is continuous, we obtain
E{U(t)|{M(z)}z∈[0,t]}
= E
[
J−1/2(t,θ0)
M(t)
∑
i=1
∂θ0
{
Λ(t, Zi;θ)−
Ni(t)
∑
k=1
logλ(Ui,k, Zi;θ)
}∣∣∣∣∣{M(z)}z∈[0,t]
]
= J−1/2(t,θ0)
M(t)
∑
i=1
E
{
∂θ0
∫ t
Zi
λ(τ, Zi;θ)dτ −
Ni(t)
∑
k=1
∂θ0λ(Ui,k, Zi;θ)
λ(Ui,k, Zi;θ0)
∣∣∣∣∣{M(z)}z∈[0,t]
}
= J−1/2(t,θ0)
M(t)
∑
i=1
E
{
∂θ0
∫ t
Zi
λ(τ, Zi;θ)dτ −
∫ t
Zi
∂θ0λ(τ, Zi;θ)
λ(τ, Zi;θ0)
dNi(τ)
∣∣∣∣∣{M(z)}z∈[0,t]
}
= J−1/2(t,θ0)
M(t)
∑
i=1
{
∂θ0
∫ t
Zi
λ(τ, Zi;θ)dτ −
∫ t
Zi
∂θ0λ(τ, Zi;θ)
λ(τ, Zi;θ0)
λ(τ, Zi;θ0)dτ
}
= 0.
One can apply the Itoˆ isometry for jump processes in a similar way as in (14) and utilize that
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the processes Ni’s are independent
Var{U(t)|{M(z)}z∈[0,t]}
=
M(t)
∑
i=1
E
[
J−1/2(t,θ0)∂θ0
{
Λ(t, Zi;θ)−
Ni(t)
∑
k=1
logλ(Ui,k, Zi;θ)
}∣∣∣∣∣{M(z)}z∈[0,t]
]⊗2
=
M(t)
∑
i=1
J−1/2(t,θ0)E
{
∂θ0
∫ t
Zi
λ(τ, Zi;θ)dτ
−
∫ t
Zi
∂θ0λ(τ, Zi;θ)
λ(τ, Zi;θ0)
dNi(τ)
∣∣∣∣∣{M(z)}z∈[0,t]
}⊗2
J−1/2(t,θ0)
= J−1/2(t,θ0)
M(t)
∑
i=1
{ ∫ t
Zi
{∂θ0λ(τ, Zi;θ)}⊗2
λ2(τ, Zi;θ0)
λ(τ, Zi;θ0)dτ
}
J−1/2(t,θ0),
due to AssumptionN 3. Then, we get EU(t) = E[E{U(t)|{M(z)}z∈[0,t]}] = 0 and
VarU(t) = Var[E{U(t)|{M(z)}z∈[0,t]}] + E[Var{U(t)|{M(z)}z∈[0,t]}]
= J−1/2(t,θ0)E
M(t)
∑
i=1
Ji(t;θ0)J−1/2(t,θ0) = I .
Moreover analogously as in (15),
EV(t) = E[E{V(t)|{M(z)}z∈[0,t]}]
= E
[
J−1/2(t,θ0)
M(t)
∑
i=1
E
{
∂2θ0
∫ t
Zi
λ(τ, Zi;θ)dτ
−
∫ t
Zi
(
∂2θ0λ(τ, Zi;θ)
λ(τ, Zi;θ0)
− {∂θ0λ(τ, Zi;θ)}
⊗2
λ2(τ, Zi;θ0)
)
dNi(τ)
∣∣∣∣∣{M(z)}z∈[0,t]
}
J−1/2(t,θ0)
]
= J−1/2(t,θ0)E
[
M(t)
∑
i=1
∫ t
Zi
{∂θ0λ(τ, Zi;θ)}⊗2
λ(τ, Zi;θ0)
dτ
]
J−1/2(t,θ0)
= J−1/2(t,θ0)J(t;θ0)J−1/2(t,θ0) = I ,
because of AssumptionN 3. Furthermore for every s ∈ Rp, it holds that
Var
{
s>V(t)s
}
= s>Var {V(t)s} s = s>
[
E {V(t)s}⊗2 − {EV(t)s}⊗2
]
s.
The (j, k)-element of E {V(t)s}⊗2 ≡ E {V(t)ss>V(t)} has a form of
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E
p
∑
`=1
p
∑
m=1
s`sm (V(t))j,` (V(t))m,k = E
p
∑
`=1
p
∑
m=1
s`sm
×
p
∑˜
`=1
p
∑˘
`=1
κj,˜`(t)
(
n
∑
i=1
∂2θ0 gi(Ui;θ, t)
)
˜` , ˘`
κ ˘` ,`(t)
p
∑˜
m=1
p
∑˘
m=1
κm,m˜(t)
(
n
∑
i=1
∂2θ0 gi(Ui;θ, t)
)
m˜,m˘
κm˘,k(t),
(21)
where ss> = (s`sm)
p,p
`=1,m=1 and J
−1/2(t,θ0) =: (κ`,m(t))
p,p
`=1,m=1. In a similar fashion as in (17)–
(18) together with the independence of Ni’s, we get
E
(M(t)∑
i=1
∂2θ0 gi(Ui;θ, t)
)
j,`
(
M(t)
∑
i=1
∂2θ0 gi(Ui;θ, t)
)
m,k
∣∣∣∣∣{M(z)}z∈[0,t]

=
M(t)
∑
i=1
E
[(
∂2θ0
∫ t
Zi
λ(τ, Zi;θ)dτ
−
Ni(t)
∑˜
i=1
{
∂2θ0λ(Ui,i˜, Zi;θ)
λ(Ui,i˜, Zi;θ0)
−
{
∂θ0λ(Ui,i˜, Zi;θ)
}⊗2
λ2(Ui,i˜, Zi;θ0)
})
j,`
×
(
∂2θ0
∫ t
Zi
λ(τ, Zi;θ)dτ
−
Ni(t)
∑˜
i=1
{
∂2θ0λ(Ui,i˜, Zi;θ)
λ(Ui,i˜, Zi;θ0)
−
{
∂θ0λ(Ui,i˜, Zi;θ)
}⊗2
λ2(Ui,i˜, Zi;θ0)
})
m,k
∣∣∣∣∣{M(z)}z∈[0,t]
]
+
M(t)
∑
i=1
M(t)
∑
ι=1
i 6=ι
E
(
∂2θ0
∫ t
Zi
λ(τ, Zi;θ)dτ
−
Ni(t)
∑˜
i=1
{
∂2θ0λ(Ui,i˜, Zi;θ)
λ(Ui,i˜, Zi;θ0)
−
{
∂θ0λ(Ui,i˜, Zi;θ)
}⊗2
λ2(Ui,i˜, Zi;θ0)
} ∣∣∣∣∣{M(z)}z∈[0,t]
)
j,`
× E
(
∂2θ0
∫ t
Zι
λ(τ, Zι;θ)dτ
−
Nι(t)
∑˜
ι=1
{
∂2θ0λ(Uι,ι˜, Zι;θ)
λ(Uι,ι˜, Zι;θ0)
− {∂θ0λ(Uι,ι˜, Zι;θ)}
⊗2
λ2(Uι,ι˜, Zι;θ0)
} ∣∣∣∣∣{M(z)}z∈[0,t]
)
m,k
=
M(t)
∑
i=1
∫ t
Zi
1
λ(τ, Zi;θ0)
{
∂2θ0,j,`λ(τ, Zi;θ)−
∂θ0,jλ(τ, Zi;θ)∂θ0,`λ(τ, Zi;θ)
λ(τ, Zi;θ0)
}
×
{
∂2θ0,m,kλ(τ, Zi;θ)−
∂θ0,mλ(τ, Zi;θ)∂θ0,kλ(τ, Zi;θ)
λ(τ, Zi;θ0)
}
dτ
+
{
M(t)
∑
i=1
∫ t
Zi
∂θ0,jλ(τ, Zi;θ)∂θ0,`λ(τ, Zi;θ)
λ(τ, Zi;θ0)
dτ
}{
M(t)
∑
i=1
∫ t
Zi
∂θ0,mλ(τ, Zi;θ)∂θ0,kλ(τ, Zi;θ)
λ(τ, Zi;θ0)
dτ
}
.
(22)
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Moreover,
E
(
M(t)
∑
i=1
∂2θ0 gi(Ui;θ, t)
∣∣∣∣∣{M(z)}z∈[0,t]
)
j,`
E
(
M(t)
∑
i=1
∂2θ0 gi(Ui;θ, t)
∣∣∣∣∣{M(z)}z∈[0,t]
)
m,k
=
{
M(t)
∑
i=1
∫ t
Zi
∂θ0,jλ(τ, Zi;θ)∂θ0,`λ(τ, Zi;θ)
λ(τ, Zi;θ0)
dτ
}{
M(t)
∑
i=1
∫ t
Zi
∂θ0,mλ(τ, Zi;θ)∂θ0,kλ(τ, Zi;θ)
λ(τ, Zi;θ0)
dτ
}
.
(23)
Thus,
trVar {V(t)s} = trE
[
Var
{
V(t)s|{M(z)}z∈[0,t]
}]
+ trVar
[
E
{
V(t)s|{M(z)}z∈[0,t]
}]
= trE
[
E
{
V(t)s|{M(z)}z∈[0,t]
}⊗2 − {E(V(t)s|{M(z)}z∈[0,t])}⊗2]
+ trE
[
E
{
V(t)s|{M(z)}z∈[0,t]
}]⊗2 − tr [E{E (V(t)s|{M(z)}z∈[0,t])}]⊗2
= trE
M(t)
∑
i=1
∫ t
Zi
J−1/2(t,θ0)Li(τ,θ0)J−1/2(t,θ0)ss>J−1/2(t,θ0)Li(τ,θ0)J−1/2(t,θ0)dτ
= s>
[
E
M(t)
∑
i=1
∫ t
Zi
{
J−1/2(t,θ0)Li(τ,θ0)J−1/2(t,θ0)
}2
dτ
]
s→ 0, t→ 0
and, consequently, Var
{
s>V(t)s
}→ 0 as t→ ∞, because of AssumptionN 4 (ii).
Finally, Basic Corollary from Hjort and Pollard (2011) can be applied on representation (19),
which directly provides the assertion of this theorem. 
Proof of Corollary 5. Let us choose a ∈ N. Recall that N˜z(τ) = ∑∞k=1 1{Ui,k − z ≤ τ} is the
restarted process of Ni. One can observe that
J−1/2(a,θ0)
M(a)
∑
i=1
∂θ0 gi (Ui;θ0, a)
=
M(a)
∑
i=1
J−1/2(a,θ0)∂θ0
{∫ a
Zi
λ(τ, Zi;θ)dτ −
Ni(a)
∑
k=1
logλ(Ui,k, Zi;θ)
}
= −
M(a)
∑
i=1
J−1/2(a,θ0)
[∫ a
Zi
{∂θ0 logλ(τ, Zi;θ)} (dNi(τ)− λ(τ, Zi;θ0)dτ)
]
= −
a
∑
j=1
∫ j
j−1
J−1/2(a,θ0)
[∫ a
z
{∂θ0 logλ(τ, z;θ)}
(
dN˜z(τ − z)− λ(τ, z;θ0)dτ
)]
dM(z)
= −
a
∑
i=1
Yi
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is a sum of independent random vectors. Since
EYi = E
∫ j
j−1
J−1/2(a,θ0)
[∫ a
z
{∂θ0 logλ(τ, z;θ)}
(
dN˜z(τ − z)− λ(τ, z;θ0)dτ
)]
dM(z)
= 0,
we have
Var
a
∑
i=1
Yi = Var
{
J−1/2(a,θ0)
M(a)
∑
i=1
∂θ0 gi (Ui;θ0, a)
}
= J−1/2(a,θ0)J(a,θ0)J−1/2(a,θ0) = I .
The Lindeberg condition in Assumption N 5 and the Crame´r-Wold device (Billingsley,
2008, Theorem 29.4) allow us to apply the multivariate CLT for the zero mean independent
random vectors Yi’s. Then,
J−1/2(a,θ0)
M(t)
∑
i=1
∂θ0 gi (Ui;θ0, a)
D−−→
a→∞ Np (0, I) .
To conclude, the desired convergence in distribution follows from the asymptotic representa-
tion in Theorem 4. 
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