Deep learning is a machine learning technique that attempts to model high-level abstractions in data by utilizing a graph composed of multiple processing layers that experience various linear and non-linear transformations. This technique has been shown to perform well for applications in drug discovery, utilizing structural features of small molecules to predict activity. However, the application of deep learning to discriminating features of kinase inhibitors has not been well Therefore, polypharmacology and combination therapies offer potential therapeutic strategies for patients with resistant disease. Their development would benefit from more comprehensive and dense knowledge of small-molecule inhibition across the human Kinome. Because such data is not publicly available, we evaluated multiple machine learning methods to predict small molecule inhibition of 342 kinases using over 650K aggregated bioactivity annotations for over 300K small molecules curated from ChEMBL and the Kinase Knowledge Base (KKB). Our results demonstrated that multi-task deep neural networks outperform classical single-task methods, offering potential towards predicting activity profiles and filling gaps in the available data.
INTRODUCTION
In the past decade, it has been increasingly well established that clinical benefit associated with drug treatment for a wide range of medical ailments varies substantially within patient populations [1] [2] [3] . This notion is especially palpable in the context of cancer therapy, where patient response to therapy is often poor, even with the advent of single-targeted therapies that address specific tumor genomic amplifications and disrupt oncogenic signaling processes. While patient initial response to targeted therapy is often observed, resistance is commonly detected as heterogeneity in the tumor cell population allows for adaptive selection of subpopulations that are not affected by the drug; or cells effectively rewire their signaling machinery to bypass the drug inhibition 4 . This paradigm has facilitated the acceptance of targeted polypharmacology and combination therapy strategies to address drug resistance and reduce recurrence in cancer patients.
Small-molecule kinase inhibitors are a main component of oncology drug development pipelines and are considered one of the most promising therapeutic strategies for cancer 5 . Biochemical and genetic studies have shown that many classes and types of cancer depend on protein kinase signaling mechanisms to facilitate cell proliferation, migration and survival. In addition, many kinases have shown to be targetable by small molecule drugs with over 30 having received FDA approval for treatment of specific cancers. 6 However, response to these drugs has shown to be limited to a subset of patients, supporting the need for precision therapeutics approaches as we learn from the integration of clinical data, such as drug response and cancer multi-omics characterization, which features of these molecules are likely to give the best outcome [7] [8] [9] .
In-silico methods such as ligand-based virtual screening have been applied to kinase activity modeling and have shown that the utilization of known kinase small-molecule topological and bioactivity information can lead to the enrichment of novel kinase active compounds. The advantage of ligand-based virtual screening is that compounds can be readily evaluated for interactions across all kinases for which applicable amounts of bioactivity data are available.
However, the method is not applicable if activity data are not available. If such models were sufficiently accurate, they could support the prioritization of compounds with a desirable polypharmacology profile while deprioritizing those compounds that may bind multiple therapeutically less relevant kinases or lead to toxicity in a specific disease or patient [10] [11] .
Classification approaches to ligand-based virtual screening, also called target prediction or target fishing, involve a variety of single-task machine learning algorithms such as logistic regression, random forests, support-vector machines, and naïve Bayesian classifiers that aim to separate for each kinase target individually, whether a compound belongs in the active or inactive class [12] [13] [14] .
Although these single-task methods perform relatively well in many instances, they do not take into consideration membership of molecules in multiple classes and therefore do not adaptively learn across different categories, limiting their applicability to predict profiles. To achieve better performance, machine learning methods must combine diverse sources of bioactivity data across multiple targets. This is especially relevant for kinases, where there is a large degree of similarity across many different kinases and their inhibitors.
Motivated by previous multi-task neural network architectures, we evaluated the performance of multi-task deep neural networks (MTDNN) on kinase classification as compared to single-task methods 15 . We compiled over 650K aggregated bioactivity annotations for over 300K unique small molecules spanning 342 kinase targets. We evaluated the machine learning methods using the reported actives and reported inactives and also using the reported actives and considering all other compounds in the global dataset as inactive. Our results indicate that multi-task deep learning results in substantially better predictive performance over single-task machine learning methods across three different 5-fold cross validation strategies. Additionally, the multi-task method continues to improve as more data are added, whereby single-task methods plateau or diminish in performance. Previous groups have applied deep learning to broad target classification and specific benchmarking datasets, 17 however there has been no specific large-scale analysis for kinase targets.
RESULTS
To investigate the implications and applicability of multi-task deep learning to kinase classification we implemented several experimental strategies to address these questions:
1. Can multi-task neural network architectures increase predictive performance of kinase classification compared to single-task methods?
2. Compared to single task methods, how well do multi-task models generalize (applicability domain) and how does their performance improve with more data or decrease with fewer data points?
3. Are multi-task neural network architectures applicable to domain-specific differences between kinase groups, i.e. do they perform across the Kinome despite large variations in available data?
4. Are the multi-task models applicable to new data, such as kinase profiling?
To address our first question, we built and evaluated single and multi-task classifiers using aggregated kinase bioactivity data obtained from ChEMBL 18 and KKB 19 . This resulted in 668,920 activity data points distributed for 342 targets across the kinome and 317,228 unique compounds ( Figure 1, Supporting Figure 1 ). First, known active -known inactive (KA-KI) models were evaluated. These models utilized only the reported active and inactive compounds for each task.
Additionally, single and multi-task known active -presumed inactive (KA-PI) classifiers based on reported actives and considering all other compounds in the set as inactive, were built and evaluated to compare predictive performance across algorithms. Figure 2 shows the distribution of the area under the curve of the receiver operating characteristic (true positive rate over false positive rate) curve (ROC score) of each machine learning methods for all kinase tasks across different splitting strategies for MTDNN (see methods) and stratified random splitting for the single-task methods.
Generally, the KA-PI models performed better than the KA-KI classifiers across all machine learning methods. Figures 2 and 3 clearly illustrates the best ROC scores were obtained by the KA-PI MTDNN model. Our best KA-PI multi-task model significantly outperformed single-task models across all cross-validation strategies and metrics. The MTDNN performed especially well for tasks containing large amounts of active compounds. These same trends were also observed when evaluating model performance based on enrichment factor (EF). However, it should be noted though that enrichment is of limited utility to characterize classifiers based on balanced datasets.
In addition to improved performance with large datasets, compared to single-task methods, multi-task neural network predictions did not degrade as rapidly on tasks with smaller numbers of actives and continued to perform well even for tasks with <50 active compounds ( Figure 3 ).
Further, comparing the performance of models by enrichment factor at 0.1% of tested compounds across all kinase tasks, demonstrated that multi-task deep learning consistently performed above single-task classification methods for KA-PI ( Figure 4 ). This is likely due to the utilization of relationships between targets and shared hidden representations among each kinase prediction task. As only the output weights are task specific, using data across all kinase targets can also help avoiding overfitting. Our hyperparameter optimization strategy demonstrated that for all kinase tasks, networks with two hidden layers of 2000 and 500 neurons resulted in the best performance across all metrics evaluated. Networks with three or more hidden layers did not provide any major improvements nor did they decrease in predictive performance. However, training networks with a larger batch-size did result in a decrease of performance. While a larger batch-size can reduce model training time, this increase in efficiency is not justified, because weighting parameters are not able to adequately tune themselves through each epoch.
Our goal was to develop predictors that are of practical utility for virtual screening or, in a perfect scenario for coarse virtual profiling. While it is ideal to build models only from confirmed actives and inactives (KA-KI approach), it is a recognized challenge that reported data in journal publications and patents, which underlie our datasets, are highly biased towards active compounds, reporting only few (often highly structurally similar) inactive compounds. In practice, as evident, for example, in experimental high-throughput screening (HTS) even of focused libraries, most compounds are inactive. Therefore, utilization of KA-KI classifiers -while highly predictive in many contexts -are of limited practical utility, especially in the context of multi-task learning methods. To overcome the limitation of not having enough known inactives, we considered all kinase compounds from ChEMBL and KKB that do not have reported activity for a given kinase as inactive for that kinase (KA-PI approach). While this may introduce some errors, they are likely not overwhelming, because it is common practice to report activity (including lack thereof) of the best compounds for the most similar kinases. In addition, profiling datasets are increasingly available and are part of ChEMBL and the KKB. To the extent to which presumed inactives introduce errors, we can assume that these will likely result in decreased model performance; therefore, the KA-PI approach appears reasonable to evaluate and compare machine learning methodologies and as more data become available and such errors are reduced, model performance should further increase.
Evaluation of the KA-PI models, which we considered more generally applicable, is shown in Figure 5 in which the average ROC scores of a five-fold cross-validation was calculated and binned by the number of active compounds. Comparing the performance of models of all kinase tasks demonstrated that multi-task deep learning consistently outperforms the single-task classification methods for KA-PI, but in particular performed much better for tasks with fewer active compounds. Indeed, the MTDNN continued to perform well even for tasks with less than 50 active compounds. Supporting Figure 2 illustrates that for kinase tasks with less than 500 active compounds, enrichment decreases for the single task modeling methods while the MTDNN is less affected. For classes with less than 50 active compounds, close to maximum enrichment (1000 for kinase tasks with less than 0.1% actives) is only obtained for the multi-task method.
To further validate the KA-PI MTDNN, we randomized the kinase activity labels maintaining the number of actives for each dataset. 5-fold cross validation ROC scores around 0.5 were obtained. This corresponds to random classification, indicating the modeling approach did not overfit the data.
To further study how well the MTDNN models generalize, we evaluated the effect of different cross-validation strategies. Specifically, we implemented three different cross-validation strategies, including split based on chemical scaffold, by molecular weight, and randomly. We evaluated different strategies for splitting compounds by scaffold, including Murcko scaffold and clustering based on topological descriptors. We found that clustering our dataset into ~300 clusters with average ~1000 compounds each resulted in chemically diverse clusters (Supporting Figure   3 ); much better than, for example Murcko fragments. This was mainly due to the large number of Murcko scaffolds in our dataset (>100,000), which resulted in training and test sets that resembled random splitting. In each of the cross-validation strategies, the dataset was split into five subsets based on chemical scaffold / cluster, molecular weight and random order, respectively, and a model was trained five times, each time training on four sections, and evaluating on the held-out section.
Hyperparameter optimization was utilized for all models and the evaluation and used half of the held-out section for validation and testing, respectively. As expected, ROC scores were much higher for models cross-validated by random splitting and worst for models evaluated by a different scaffold (Supporting Figure 4) . As observed before, single tasks model performance decreased significantly for kinases with fewer active compounds, in contrast to the multi-task DNN approach, which continued to correctly classify active compounds even for those kinases that have a low number of actives. This trend was most pronounced with scaffold splitting, where many single-task methods failed to perform better than random when all instances of a specific scaffold were removed.
To illustrate the applicability of the MTDNN for virtual screening, the predictions for all active compounds over the different cross validation strategies were evaluated on how many true positives are recovered in 0.1% tested samples depending on the ratio of actives in a dataset ( Figure   6 ). As expected, the fraction of true positives in a 0.1% test set on average increased with the ratio of active to total compounds and reached close to 100% as the latter reached above 0.1%. As the maximum possible enrichment is the inverse of the ratio of actives to total compounds, many of the models recovered close to all the actives in the test set. In practice that means, if 1000 compounds had been selected from one million, the best models would have identified between ten and close to 1000 actives. However, it should be noted that the best models assume the training set to be representative of the test set. Cross validation after splitting by scaffold or molecular weight performs much worse than random splitting. Nevertheless, even for new scaffolds, the models appear applicable for virtual screening.
In addition to the different cross validation splitting strategies, we explored how model performance would scale with available data. To do that, for the top 100 kinase tasks with the most active compounds, we explored data dependence by randomly selecting 10, 20, 30 and 50% of the data. Evaluation of models across these different data thresholds revealed sustained increases in enrichment for the multi-task method, while single-task methods show much softer increases and eventually plateau or even start decreasing in performance (Supporting Figure 5 ).
To further characterize multi-tasks vs single task machine learning, we evaluated how similarities between datasets underlying the different kinase tasks affect model performance ( Figure 7 ). All active compounds for each kinase task were compared globally to all other kinase task actives and the average maximum chemical similarities were calculated (see methods). Figure   7 shows the relationship of ROC score and chemical similarity to other kinase tasks. As Figure 7 illustrates, the multi-task DNN, in contrast to the single methods, performs particularly well for kinase tasks that share similar compounds with other kinase datasets. These results suggest that adaptively learning distributed representations of molecular features between active compounds for different classes that are very similar allows the model to better learn a distinct representation between all compounds, facilitating better predictive performance.
In the previous sections, we studied how the multi-task deep learning methodology performs compared to different single task machine learning methods with respect to the size and diversity of the datasets, how they generalize and their expected applicability to virtual screening. Another relevant aspect of Kinome-wide classification models is how they perform across the kinase target protein target family, as defined here by the kinase groups. 20 Each kinase task was organized into its corresponding group (see methods) and model evaluation metrics were aggregated to discriminate differences in predictive performance. We observed that the multi-task models maintained high predictive performance across and within all kinase groups, even for those tasks that do not contain many active examples and are underrepresented globally (Supporting Figure   6 ). For single-task methods, there was a large amount of variance in the results across and within each kinase group tasks. As shown earlier, single-task methods performed well for kinase that had many active compounds, but poorly for those groups that did not. They performed on average better for those groups that have many kinase tasks with a large number of actives. However, the single tasks methods cannot leverage information from even the most similar kinases. In general, kinases within the same group are much more similar to one another, by sequence and small molecule activity, compared to kinases across different groups. 21 These results thus support our earlier findings, that the MTDNN can cross leverage information from similar tasks; this appears to improve predictions for all tasks even for those that are underrepresented.
To further demonstrate how to apply our models to external datasets, we evaluated the performance of each KA-PI classifier at predicting compounds used in the LINCS KINOMEscan assay available from the LINCS Data Portal.
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Using purely chemical descriptors and overlap between our kinase tasks and kinases utilized in the assay, the multi-task deep learning model could correctly classify compound activity across kinases 90.8% of the time (Figure 7 ). The multitask deep learning method was superior to other single task methods and was much better at predicting multiple activities across kinase tasks for compounds (see methods). This result is an important step forward in addressing sparsity in publicly available datasets. The results suggest the utility and broad applicability of our models, including virtual screening and progress towards virtual kinase profiling while overcoming some of the limitations resulting from sparse training data.
METHODS

Dataset Aggregation and Construction
We compiled our kinase target prediction dataset by obtaining all publicly available kinase bioactivity data from ChEMBL (release 21), 23 a curated database of bioactivity measurements, and commercial kinase bioactivity data from KKB (release Q12016).
24
Using kinase domain annotations from the Drug Target Ontology (DTO) 20 we mapped domain information to UniProt, obtaining 485 unique UniProt identifiers. All UniProt IDs were mapped to ChEMBL release 21
target IDs and the corresponding KKB target ID. All bioactivity annotations obtained from ChEMBL were filtered by assay annotation confidence_score ³ 5 and only compounds with activity annotations corresponding to a standard_type of Kd, Ki, IC50 or Activity were accepted.
These data were then aggregated by chembl_id, standard_type, UniProt_id and the mean standard_value was calculated and -log10-transformed.
Commercial kinase bioactivity data from the Kinase Knowledge Base (KKB) was also obtained and aggregated by unique compound, endpoint, and target. ChEMBL and KKB data was then compared and overlapping compound and target annotations and endpoints were aggregated by their average. Compounds were grouped by canonical smiles and received an active label for each kinase where an aggregated pActivity value ³ 6 was observed, and received no label otherwise.
Kinase labels with < 15 unique active compounds were removed, leaving 342 unique kinase classes for which to build models.
ChEMBL and KKB often store chemical structures as published, therefore before combining and aggregating these datasets, we implemented an in-house chemical structure standardization protocol using Pipeline Pilot. Salts/addends and duplicate fragments were removed so that each structure consisted of only one fragment. Stereochemistry and charges were standardized, acids were pronated and bases deprotonated, and tautomers were canonicalized. For computing extended connectivity fingerprints of length 4 (ECFP4) descriptors for compounds (see below), stereochemistry and E/Z geometric configurations were removed (because these are not differentiated by standard ECFP fingerprints). This aggregation protocol yielded 668,920 measurements distributed across 342 targets and 317,228 unique compounds. Our datasets distribution was slightly skewed towards inactive compounds: 47% of the 668,920 training examples are active (about 320K). For further studies, we created two additional datasets, keeping the same number of total compounds but only keeping class labels for the 100 and 200 kinase classes with the most active molecules. The rationale behind gathering targets from public and commercial sources was to amass a collection of data that could leverage the power of both deep learning and multi-task algorithms. Given a set of related tasks, a multi-task network has the potential for higher accuracy as the learner detects latent patterns in the data across all tasks. This makes overfitting less likely and makes features accessible that may not be learnable by a single task.
We built the kinase predictors based on two different methods of handling kinase datasets described above. One method trained single and multi-task classifiers from known actives and known inactives (KA-KI). The other method built single and multi-task classifiers using all available data for unique kinase molecules, termed known active and presumed inactives (KA-PI).
The models were built by identifying for each kinase task the active compounds and treating the remaining compounds as inactive (decoys). Both methods utilized all datasets and were characterized using the metrics introduced below.
Small Molecule Topological Fingerprints (Features)
Extended connectivity fingerprints (ECFP4) were calculated using RDKit in Python. The ECFP4 algorithm assigns numeric identifiers to each atom, but not all numbers are reported. The fingerprints were hashed to a bit length of 1024, therefore very similar molecules can both be assigned the same numeric identifiers. Although increasing the number of bits reported can reduce the chances of a collision, there are also diminishing returns in the accuracy gains obtainable with longer fingerprints (e.g. 1024 bit, 2048 bit, or larger fingerprints can be used). This and computational complexity concerns were the pragmatic reasons why we chose to use 1024 bit ECFP4 fingerprints.
Cross Validation Approach
To evaluate the predictive performance of the multi-task models, we implemented three different 5-fold cross validation strategies, including splitting by scaffold, molecular weight and randomly.
In virtual screening, it is important to consider chemical diversity of the training and test sets for domain applicability and for evaluating how well the classifier generalize to new chemical space. Where n is the number of active compounds, N is the total number of compounds, A is the cumulative count of actives at rank position i, and I the cumulative count of inactives at rank position i.
The enrichment factor (EF) is another metric we use and is very popular for use in evaluation of virtual screening performance. EF denotes the quotient of true actives among a subset of predicted actives and the overall fraction of actives and can be calculated as follows: 
Kinase Task Similarities
To evaluate how similar chemical structures in one kinase task are compared to those in all other kinase tasks, 25 diverse active compounds in each kinase task were selected using the diverse molecules component in Pipeline Pilot 9.0. This algorithm defines diverse molecules by maximum dissimilarity using the Tanimoto distance function and ECFP4 descriptors. For each kinase task, the average maximum Tanimoto similarity to all other kinase tasks was calculated based on the 25 diverse samples from each class. This task-based similarity is referred to the average maximum similarity of the reference class to all other kinase tasks as shown in Figure 7 .
Model Construction
Multi-task Artificial Neural Network Architecture
Neural networks can produce impressive non-linear models for classification, regression or dimensionality reduction and are applicable in both supervised in unsupervised learning situations.
Neural networks take as input numerical vectors and render input to output vectors with repeated linear and non-linear transformations experienced repeatedly at simpler components called layers.
Internal layers project distributed representations of input features that are useful for specific tasks.
More specifically, a multiple hidden layer neural network is a vector valued function of input vectors x, parameterized by weight matrices Wi and bias vectors bi, E = * = * *./ + * * = * ( * )
where fi are nonlinear activation functions such as rectified linear unit (ReLU) (max[0,zi]); xi is the activation of layer i and zi is the net input to layer i. After traversing L layers, the final layer xL is output to a simple linear classifier, in our case the softmax, that provides the probability that the input vector x has label t:
where M is the number of possible labels, in our case of binary prediction for each task (M = 2) and wa, wm are weight vectors; x⋅w is the scalar (dot) product. Our network therefore takes a numerical chemical fingerprint descriptor of size 1024 as input, one or multiple layers of ReLU hidden units, and softmax output neurons for each kinase class or task. Given the known input and output of our training dataset, we optimized network parameters (x,y) = ({Wi,{bi) to minimize a defined cost function. For our classification problem, we used the cross-entropy error function for each task:
Where T is the total number of tasks, kinase classes in our implementation. The training objective was therefore the weighted sum of the cross-entropies over all kinase targets.
The algorithm was implemented in Python using the Keras package with Theano backend and was run on Nvidia Titan X GPUs with 12GB RAM to increase performance. Hyperparameter optimization included adjustments of momentum, batch size, learning rate, decay, number of hidden layers, number of hidden units, dropout rate, and optimization strategy. The best performing model consisted of training a batch size of 128 with two hidden layers of size 2000x500 using a dropout rate of 25% across each hidden layer for stochastic gradient descent learning. profiling results, we used the predicted probability to evaluate an active/inactive prediction.
CONCLUSION
In this study, we investigated the utility of multi-task deep neural network classifiers to predict kinase activity of small molecule across the human Kinome. Although recently deep learning appears quite overhyped as the incarnation of artificial intelligence, we were interested how this method was applicable to reasonably large, target-family focused datasets of diverse small molecule kinase inhibitors and how it compares to more classical single task machine learning methodologies. A systematic study appeared justified to characterize the performance of deep neural networks, which are considerably more computationally expensive to train and also to use, i.e. run predictions. We investigated the applicability of heterogeneous datasets of small molecule kinase inhibitors to develop such models and studied in detail how various characteristics of the datasets influence model performance. The applicability and reusability of large public datasets is of considerable interest, because of the wide diversity of screening technologies and data processing pipelines and available metadata annotations. 25 For example assay methods, detection technologies, assay kits, reagents, experimental conditions, normalization, curve fitting, etc, which are described in BioAssay Ontology, 26 vary considerably among the tens of thousands of protocols and thousands of laboratories that generated these datasets. In many cases these details are not available in a standardized format and have to be manually curated from publications or patents.
Using several single and multi-task machine learning methods, our results suggest that these datasets are highly useful to predict molecular activity.
We utilized over 650 thousand kinase-related activity annotations, which were processed and aggregated from public and commercial data sources, and ultimately determined 342 kinase classification tasks spanning the entire human Kinome. Using these data, we studied a variety of machine learning methods, including logistic regression, random forests, naïve Bayes and multi- Although the MTNDD approach gave the best results and appears most generalizable, it has considerably higher computational cost. However, with the latest generation of GPUs and as available datasets increase in size and diversity, deep neural networks will become increasingly relevant to fulfill the promise of virtual screening.
In summary, our results demonstrated high predictive performance across the human Kinome and suggest that multi-task deep neural network models trained on the corpus of diverse available small molecule kinase activity data are applicable for practical virtual screening and represent a step towards virtual kinase profiling. 
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