A problem ofblind deconvolution arises when attempting to restore a short-exposure image that has been degraded by random atmospheric turbulence. We attack the problem by using two short-exposure images as data inputs. The Fourier transform of each is taken, and the two are divided. The unknown object spectrum cancels (in the absence of detector noise). What remains is the quotient of the two unknown transfer functions that formed the images. These are expressed, via the sampling theorem, as Fourier series in the corresponding PSFs, the unknowns of the problem. Cross-multiplying the division equation gives an equation that is linear in the unknowns. However, the problem is rank deficient in the absence of prior knowledge. We use the prior knowledge that the object and the PSFs have finite (albeit unknown) support extensions, and also are positive. The linear problem is least-squares solved many times over, assuming different support values and enforcing positivity. The two support values that minimize the r.m.s. image data inconsistency define the final solution. This regularizes the solution to the presence of 4-15% additive noise of detection.
IMAGE SAMPLING
For simplicity, we use one-dimensional notation throughout. The theory may be trivially extended to two dimensions. Consider an incoherent image i(x) that has a sharp cutoff frequency . Let it extend, for simplicity, along the positive x-axis. Its Fourier transform is the image spectrum I(o), defined by 1(w) =fdxi(x)ei. By the Whittaker-Shannon sampling theorem,' the finite cutoff frequency Q allows us to use in place of Eq. (1), with zero error, the discrete sum 1(w) =>xi(mAx)ei". Ax i/Q (3) is called the sampling interval, since it spaces the sampled intensity image as values i (max)
Because of the discrete nature of the sum in Eq. (2) the spectrum replicates periodically. This permits us to use, then, as the spectrum I() = EAxime', m E i(mAx) (4) O 2Q ii=O in place of Eq. (2).
The computed spectrum via Eq. (4) can, in principle, be evaluated at a continuum of frequency values over the given interval. For computational purposes, we evaluate it at a fine, but discrete, subdivision (.) E n = o,:i, . . . ,N-1.
These discrete values are all within the interval (0, 2) prescribed in Eq. (4) . The size of N governs the fineness of the frequency sampling. Notice that N can, in fact, be taken as large as is desired. We use this fact in the processing method below.
By Eq. (5), the exponent in Eq. (4) becomes
Then Eq. (4) simplifies to
n=O,1,...,N-1.
This is in the form of a discrete Fourier transform (DEl), but with a difference: there is a generally different number N of output values in frequency space than the M input values in direct space. Our 'division method' of turbulence processing, developed below, hinges upon the use of cases where N > M.
IMAGE TURBULENCE PROBLEM
The problem of imaging through a turbulent atmosphere has a long history.27 The problem is called 'blind deconvolution' because, not only is the goal of the deconvolution procedure -the sharp object -unknown, but so is the point spread function (PSF) of the imaging process. A good reference on ordinary (not blind) deconvolution methods is Jansson8.
Our approach grows out of the following imaging scenario. A single incoherent object is imaged twice in succession through a turbulent atmosphere. The images are of short-exposure duration, the order of 1/60 s or less, but are separated in time by more than one short-exposure duration, say 3/60 s. The images, then, 'see' two independent turbulent phase distributions across the optical pupil.
The object has an unknown spectrum 0 ( w) E Q , n 0 , 1, . . . , N-1 . Likewise, the two shortexposure images are degraded by two unknown, random optical transfer functions
problem, in view of the three sets of unknowns. The two observed intensity images give rise to two known image spectra , i2) , 0 , 1 , . . . , N-1 as computed via Eq. (7). As is well known,' the image, object and transfer function spectra are connected by a transfer theorem,
(For the time being, we ignore added noise of detection.) This allows us to remove one set of unknowns from the problem, as follows.
IMAGE DIVISION METHOD
For convenience, we use the shorthand notation that I means I' , n = 0 , 1, . . . , N-1 ; etc.
for I (2) Recall that the image spectra I , I (2) are known as secondary data via Eq. (7) from the primary intensity data I (1) , (2) Form the quotient of the secondary data, T1)
(2),.
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(Thus the 'image division' method.) Equation (8) Impart:
These are 2N linear equations in the 2M unknowns s , S (2), 4 . OVERCOMING THE HOMOGENEITY PROBLEM One hurdle that has to be overcome is that the preceding equations are homogeneous (right-hand sides are 0).
Then the direct solution for the case N = M would be that all PSF values are zero. This is not an acceptable solution. Luckily, the equations may be made inhomogeneous, as follows.
The quotient form of the right-hand side of data Eq. (1 1) shows that the s , s (2) can only be known to an arbitrary multiplicative constant. This is acceptable, since if the PSFs are initially off by such a factor they are easily corrected by nonnalization. Also, if the PSFs are off in this way the subsequent inverse filtering using them would also be merely off by a constant factor. This is acceptable since images are adjusted in absolute brightness for the viewer's convenience anyhow.
We take advantage of such an arbitrary multiplicative factor in the following way. The total energies in s are
E1
.i1,2.
(15)
We may assume any convenient value for E<'). This merely scales s° by an arbitrary factor -acceptable by the preceding argument. Then, Eq. (15) 
Index n = 0,1,..., N -1 in the first equation, and n = 1,2,..., N -i in the second (for n = 0 it becomes the tautology 0 = 0 and, so, is skipped). The equations are no longer homogeneous, as required.
LEAST-SQUARES SOLUTION
Equations (17) where T and -1 denote the transpose and inverse, respectively. A benefit of the least-squares solution is a degree of data averaging due to overspecifying the inputs. Unfortunately, the approach suffers from strong sensitivity to added noise of detection in Eq. (8) . Up to about 2% additive Gaussian noise can be so tolerated.9 However, without additional information the approach is ill-posed. Something else needs to be inserted into the algorithm in order to regularize it to the presence of such noise.
A major tool of regularization is prior knowledge8 about the unknowns. Two particular forms of prior knowledge are at hand. They are used to modify the straightforward least-squares solution, as follows.
SOLUTION USING PRIOR KNOWLEDGE
Since our images are incoherent, the object and PSFs represent energy distributions and, hence, must obey a condition of positivity, (20) This is the first input of prior knowledge at hand.
The second input of information is one of finiteness of support. Both the object and the PSFs are, effectively, zero outside regions of finite extension. Also, we only consider a case where these extensions are small enough that the image field contains all of the image energy: none of it spills outside the field. This avoids bad aliasing effects.
Generally denote the true value of a support extension by the letter K, an estimate as R. The object is assumed, for simplicity, to lie within a square field, of linear extension K. Both PSFs have, in general, different x-component supports and different y-component supports. However, by a trick (see Eq. (27)) we can make them both have effectively the same x-component support, denoted as K, and the same y-component support, denoted as K.
Physically, the values K and K must be infinite, since a bandlimited function necessarily has infinite extent. However, in practice, PSF values below a certain thresholdvalue cannot be distinguished from background noise. Hence, a PSF s,,,is effectively zero at a large enough coordinate m, and the support becomes finite. (Note: the origin of coordinates in the PSF is taken to be far-enough to the left that the point m =0 defines the left-most coordinate of the PSF. The point m = K defines the right-most x-coordinate; similarly for y)
The plan is to form a series of least-square solutions (19) assuming values for K, K (21) and to then, in some way, judge which solution is the best of the lot. The following procedure was found to work best.
(1) A pair of short-exposure image spectra P are given. From these, form the input division data D according to Eq. (9). Using Eq. (13), form the modulus and phase data M, 4. (3), i.e., simply zeroing every negative value.
(7) The object should have a support that is consistent with that of the image and that of the PSFs. Define (for example) the x-component support K in the image as its linear extension at the 2% level of maximum intensity. The outputs of steps (6) and (7) are called , j = 1,2.
(8) From the estimated PSFs and object outputs in steps (3) and (7), form estimated images
The symbol 0 denotes a convolution operation. (9) The extent to which these estimated images agree with the given images i°, defines how valid were the hypothetical support values in step (2) . Poor agreement is taken to imply invalid support values, for example. This is quantified by forming an error metric over both images, The image field size in all cases is 16 x 16 pixels. (Larger field sizes might require the use of a mainframe computer.) Additive noise of detection is included in the simulations. Hence, there are two sources of randomness to overcome: the randomness of the PSFs and of the detector noise. The latter is independent Gaussian, with a standard deviation a that is expressed as a % ofthe root-mean-square (r.m.s.) signal level. For example, 4% noise means that a is 4% of the r.m.s. image level.
In the first tests, a letter 'C' object is used as the ideal input See Fig. 1 . Note the gradual brightening from top to bottom, and the sharp edges bounding the letter. These features allow the algorithm to be tested against both subtly changing, and rapidly changing, gray levels.
Reconstructions of the 'C' by the use of the algorithm (l)- (1 1 It is by now well-known that point-like objects restore exceptionally well when they are constrained to obey posifivity.8"°. We therefore also tested the algorithm against a cluster of point-source objects. These are shown in Fig. 1 1. The image division-algorithm (1)-(l 1) was applied to image-pairs of this object, at three noise levels -5%, 10% and 15%. The object reconstructions are shown, respectively, for these noise cases in Figs. 12-14 . Indeed, these show the three point sources quite well, i.e., with almost no blur. As a negative aspect, spurious background details emerge. These would probably be minimized by the use of a nonlinear restoring technique.
A premise of the algorithm [see step (1 1) ] is that the data inconsistency e has a grand minimum at the correct support levels (Ks, K) for the case. To check out this assumption we plotted, in Fig. 15 , evs . k for various values of k. for the 4% noise case. From Figs. 5 and 6 the true support values are here (Ks, K) = (8, 8) . It is seen that the minimum value is at the low point of the 'o' curve, i.e., for the point (k, Ri,) = (8, 8) .
These are the correct supports for this problem. Notice, however, that the curve of points * (for ,, = 7) has a minimum that is nearly as low as that of the 'o' curve. This problem worsens at higher-noise cases, for which the minimum may no longer define the true supports.
DISCUSSION
The two PSFs might not have the same support K, and the same support K. In this general case, there are 4 support parameters to vary in the algorithm loop (l)-(l I). This represents a 4-dimensional space of solutions, computationally a much more difficult problem to cope with than the 2-dimensional one we used. In fact, we can convert the 4-dimensional problem into a 2-dimensional one, as follows. Choose weights a1, a2 ,b1, b2 > 0 such that new images are formed, (1) 
a11
(1) + a21 (2) 1 (2) b1.i (1) + b21 (2) a1+a21, b1+b2=1
The new images 1' , 1 are used as the inputs to the image division algorithm. It is apparent from these equations that the new images are formed by net PSFs obeying, respectively,
(1) a1s' + a2
(2) = b1s + b2s2
Since each of the new PSFs is a weighted sum of the old PSFs, the new PSFs must have the same x-component support and the same y-component support, as we wanted.
The overall objective of regularizing the image division method has been partially achieved. Depending upon the type of object present, anywhere from 4-15% noise can be tolerated by the amended approach. The advantages of the approach are the fidelity of its outputs, its linearity and, hence, speed, and the fact that it needs but 2 shortexposure images as inputs. The central role played by knowledge of the PSF supports has become apparent. Any additional prior knowledge of PSF support that can be built into the support-search phase of the algorithm will increase its utility. Also, the method by which positivity is enforced can be improved. The zero-replacement approach of steps (3) and (6) does not permit data consistency in the estimates. Recourse to a nonlinear approach such as maximum entrop"° permits data consistency. This should lead, ultimately, to a better estimate of the PSF supports and, hence, to a better output reconstruction ô. 2. Reconst. Object, 0% noise
