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Abstract
Metallic quantum critical phenomena are believed to play a key role
in many strongly correlated materials, including high temperature su-
perconductors. Theoretically, the problem of quantum criticality in the
presence of a Fermi surface has proven to be highly challenging. How-
ever, it has recently been realized that many models used to describe
such systems are amenable to numerically exact solution by quantum
Monte Carlo (QMC) techniques, without suffering from the fermion
sign problem. In this article, we review the status of the understand-
ing of metallic quantum criticality, and the recent progress made by
QMC simulations. We focus on the cases of spin density wave and
Ising nematic criticality. We describe the results obtained so far, and
their implications for superconductivity, non-Fermi liquid behavior, and
transport in the vicinity of metallic quantum critical points. Some of
the outstanding puzzles and future directions are highlighted.
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1. Introduction
One of the ubiquitous properties of strongly correlated materials is the presence of different
electronically ordered states in close competition with each other, which can be tuned by
relatively small changes in a tuning parameter such as pressure, material composition,
or magnetic field. Another common feature of these systems is an anomalous metallic
state, whose properties are incompatible with Fermi liquid theory. An appealing scenario
to account for the latter observation is that it originates from an underlying quantum
critical point (QCP) at which the metallic ground state becomes unstable towards some
form of order. In this scenario, the behavior of the anomalous metallic state thus reflects
its proximity to a non-Fermi liquid fixed point, which governs the system’s properties over
a broad range of temperature and tuning parameter.
There is ample experimental evidence that some sort of quantum criticality is present
in many materials, such as heavy fermion compounds (1, 2, 3, 4, 5, 6, 7, 8, 9, 10), iron-
based superconductors (11, 12, 13, 14, 15, 16, 17), and electron-doped cuprate supercon-
ductors (18, 19). In the hole-doped cuprates the situation is less clear, although there
is some evidence for a QCP underneath the superconducting dome in these systems, as
well (20, 21, 22). In all these systems, a “fan”-shaped metallic regime emanates from the
(putative) QCP, often featuring, among other phenomena, anomalous power laws in the
temperature (T ) dependence of the electrical resistivity. (Rather than the T 2 behavior of
Fermi liquid theory, the resistivity in the putative quantum critical regime is often linear in
T 1.) In almost all the the above systems, an unconventional superconducting phase emerges
with a maximum transition temperature close to the apparent QCP, indicating an intimate
connection between quantum criticality and superconductivity.
The theory of quantum criticality in metals is a decades-old problem, dating back to
the seminal works of Hertz (24), Moriya (25), and Millis (26). The problem has proven
challenging due to the profusion of low energy degrees of freedom. Unlike classical critical
1Other power laws are seen in certain systems. See, for example, Refs. (7, 8, 23).
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phenomena and QCPs in insulators, where the correlations typically become singular only
at a single point in momentum space, in the metallic case the low-energy degrees of freedom
live on an entire extended manifold of momenta–the Fermi surface2. As we shall elaborate
below, despite intense work on the topic and significant technical progress (30, 31, 32, 33,
34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58,
59, 60, 61, 62, 63, 64, 65? ), there is no accepted theory to describe quantum criticality in
systems with a Fermi surface.
In recent years, it has been appreciated that many paradigmatic models of metallic
criticality can be solved (66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76) by quantum Monte Carlo
(QMC) simulations without suffering from the notorious “sign problem” (77), which often
hinders QMC simulations in systems of interacting fermions. This opens the way for fully
controlled and numerically exact solutions of models of quantum critical metals, providing
a non-perturbative handle on the problem. Beyond their quantitative guidance, these nu-
merical solutions are useful both as a benchmark for existing theoretical descriptions, and
as a guide for new ones. The purpose of this paper is to review the status of the theory of
metallic quantum criticality, focusing on the recent progress made and questions raised by
sign problem-free quantum Monte Carlo simulations, and their implications for our current
understanding of this problem.
2. Setup of the problem
We start with a discussion of general theoretical considerations for the problem of metallic
quantum criticality. We present a (presumably) generic field theoretical description of such
quantum critical points, and review briefly the various analytical techniques applied to it,
before turning to the numerical QMC approach in the next section.
2.1. General considerations and field-theoretical model
Consider a lattice model of fermions, coupled via a general-short range interaction. For
a generic dispersion of the fermions (i.e. without the Fermi surface fine tuned to perfect
nesting or a van Hove singularity), the model is stable when interactions are infinitesimally
weak, with the exception of a possible superconducting instability. Thus, any quantum
critical point at which an ordered state forms out of the metal must occur at finite strength
of the coupling. From this perspective, the problem of metallic quantum criticality is
intrinsically an intermediate coupling problem, and may be not accessible via methods that
are perturbative in the interaction strength.
In order to enable a perturbative approach to the critical point, we may introduce a
fluctuating order parameter field by hand, tune it to the vicinity of a symmetry-breaking
transition, and consider the effects of a small coupling between the order parameter fluctu-
ations and the fermions. Schematically, the system is described by the following Euclidean
action:
S = Sψ + Sφ + Sint, 1.
2The situation is different in semimetals, for instance systems with a Dirac dispersion, where the
“Fermi surface” consists of only one point. In these systems, much theoretical progress has been
made; see, e.g., Refs. (27, 28, 29).
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where
Sψ =
∫ β
0
dτ
∑
k
ψ†k (∂τ + εk − µ)ψk,
Sφ =
∫ β
0
dτ
∫
ddx
[
1
2
rφ2 +
1
2
(∇φ)2 + 1
2c2
(∂τφ)
2 +
u
4
φ4 + . . .
]
. 2.
Here, the fermionic action Sψ is given in terms of the fermionic operators ψ
†, ψ (which
in general may have spin and other indices, not displayed here) with dispersion εk and
chemical potential µ. The bosonic action, Sφ, is the usual Landau-Ginzburg-Wilson action,
written as an expansion in powers of the order parameter φ and its derivatives. The precise
nature of φ depends on the symmetry broken in the ordered state (see explicit examples
below). The tuning parameter r drives the system through a QCP. The interaction term,
Sint, is of the “Yukawa” form, linear in the order parameter and quadratic in the fermion
operators, and includes a form factor that encodes the symmetry of the order parameter
(see Eqs. (3,4) below). We will focus on the case of d = 2 spatial dimensions, relevant to
many materials of interest.
Throughout this paper, we will focus on two types of paradigmatic quantum critical
points: a spin density wave (SDW) QCP and an Ising-nematic QCP. A SDW QCP involves
ordering at a non-zero wavevector Q. For simplicity, we focus on the case of a commensurate
ordering wavevector (antiferromagnetic order). The coupling of the order parameter to the
fermions has the form
Sint = λ
∫
d2x
∫ β
0
dτ eiQ·x~φ(x) · ψ†(x)~σψ(x) + h.c., (SDW) 3.
where ~σ are spin Pauli matrices, and ~φ is the SDW order parameter, which may be a 1-, 2-, or
3-component vector (depending on whether the SDW order parameter has easy-axis, easy-
plane, or isotropic character, respectively). The SDW order parameter couples particularly
strongly to fermions in the vicinity of a discrete set of “hot spots” on the Fermi surface (or
hot lines in d = 3 dimensions), connected to each other by the magnetic ordering wavevector
Q. At these points, fermions can scatter off the low-energy order parameter fluctuations
while remaining on the Fermi surface. In the SDW ordered phase, a gap opens at and near
the hot spots, causing reconstruction of the Fermi surface, as shown in Fig. 1(a,b).
A second type of QCP we will consider is an Ising-nematic QCP, where the point-group
symmetry of the system is reduced from tetragonal to orthorhombic. This is a paradigmatic
example of a Q = 0 order parameter which preserves translational symmetry. The order
parameter has two inequivalent configurations, and is represented by an “Ising-like” scalar
field that changes sign under rotation by 90◦. The interaction term in the action reads
Sint = λ
∫
d2x
∫ β
0
dτ φ(x)ψ†(x)(∂2x − ∂2y)ψ(x) (Ising nematic). 4.
In the ordered phase, φ 6= 0, and the Fermi surface becomes elongated either along x or y
[see Fig. 1(d,e)]. In the vicinity of the QCP, the small–Q fluctuations of the order parameter
couple strongly to fermions along the entire Fermi surface (with the exception of a discrete
set of “cold spots” along the diagonals, where the coupling vanishes to leading order in φ).
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Figure 1
Evolution of the Fermi surface across the SDW transition (a,b) and the Ising nematic transition
(d,e). Panel (c) shows the band structure of the two-band model used in the QMC simulations of
a SDW transition (69, 70). The dashed line is the blue Fermi surface shifted by Q = (pi, pi). In
(b,c) the locations of the hot spots, connected by the magnetic ordering vector Q = (pi, pi), are
indicated by the circles.
2.2. Perturbative expansions
In all cases, the coupling to the fermions λ is a relevant parameter, in the sense that
perturbation theory in λ breaks down at sufficiently low energy scales. It is nevertheless
useful to start from the small λ limit, which can provide information about the crossover
regime and give clues about the nature of the ground state.
Let us focus on the case of an Ising-nematic QCP, which is somewhat simpler to analyze.
To leading order in λ, the bosonic field acquires a self-energy given by3
Π(q, iΩn) = −λ2 cos2(2θq)ν0
(
1− |Ωn|√
Ω2n + (v
2
F q
2)
)
. 5.
Here, ν0 and vF are, respectively, the density of states of the fermions at the Fermi level
and their Fermi velocity, and θq is the angle between q and the x axis. For simplicity, we
have assumed a circular, isotropic Fermi surface. The angular dependence of (5) comes from
the anisotropy of the Yukawa coupling (4). In particular, note that (5) vanishes along the
diagonals qx = ±qy; this is a consequence of the “cold spots” where the coupling constant
between φ and the fermions vanishes.
At sufficiently low frequency, the |Ωn| term in Eq. (5) becomes dominant over the
Ω2n/c
2 term in Eq. (2). The crossover scale where this occurs can be roughly estimated by
equating the frequency-dependent part of (5) to the bare inverse φ propagator, assuming
that |q| ∼ Ωn/c. The resulting crossover scale is
Ωb = |λ|
√
ν0c3/vF . 6.
At frequencies below Ωb, the boson dynamics is dominated by the “Landau damping” term
proportional to |Ωn|/(vF q), and the dynamical critical exponent z increases from 1 to 3.
Next, we consider the lowest-order contribution of the boson on the fermion self-energy.
We focus on frequencies ωn  Ωb, where we should use the “dressed” form of the boson
propagator, including its self-energy (5).4 To order λ2, the self-energy on the Fermi surface
3Here, we set the units such that λ2 has dimensions of energy.
4The existence of a well-defined intermediate regime where the bosons are strongly dressed but
the fermions are only weakly renormalized is formally justified if we take the limit of large N , where
N is the number of fermion flavors.
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is given by
Σ(kF , ωn) ∼ −i(λ4 sin4 θkF /EF )1/3|ωn|2/3sgn(ωn) , 7.
where EF ∼ ν0v2F is the Fermi energy, and θkF is the angle between the fermion’s momentum
and the x axis. The fermions thus become strongly damped by the coupling to the bosonic
fluctuations almost everywhere on the Fermi surface (with the exception of the “cold spots”
where θkF = ±pi/4), with a damping rate that scales as ω2/3 (compared to ω2 log(1/ω) in
an ordinary two-dimensional Fermi liquid).
From (7), we can estimate the scale at which Fermi liquid behavior breaks down. As for
the bosons, this is done by equating the self-energy (7) to the iωn term in the bare fermion
inverse propagator. This procedure gives
ΩNFL =
λ4
EF
. 8.
Note that for small λ, ΩNFL  Ωb. Thus, there is a parametrically broad window of energies
between ΩNFL and Ωb where the bosons are described by overdamped dynamics (with a
dynamical critical exponent z = 3), but the feedback of the bosons on the fermions is weak.
This justifies the use of the zeroth-order fermionic polarization bubble in the evaluation of
Eq. (5).
At frequencies below ΩNFL, one can no longer ignore the fermion self-energy. Higher-
order corrections to Σ are found to be increasingly singular at low frequencies. Extending the
problem to the case of a large number N of fermion flavors does not solve this problem, since
a large set of diagrams that are naively subleading in powers of 1/N are in fact divergent,
and must be treated on equal footing (46, 48). There is currently no understanding of the
resulting fixed point. The 1/N expansion similarly fails in the SDW QCP problem (49).
Other modifications of the problem have been devised to gain control of calculations (50,
52, 59, 78). These methods, which we do not review here, involve various large-N limits, the
introduction of non-local terms in the action, and the extension of the problem to fractional
dimensions. The properties of the d = 2, finite-N problem remain unclear.
For the SDW problem, a strongly coupled fixed point was found recently (63, 79).
This fixed point has many unexpected properties, such as a dynamical critical exponent
z = 1, emergent nesting at the hot spots, and a singular, anisotropic boson dispersion in
the infrared.
Finally, it is possible that near the critical point, the system becomes unstable to the
formation of some kind of ordered state (different from the primary order that onsets at
the QCP). In the presence of time reversal or inversion symmetry, it is natural to expect
a superconducting instability–the order parameter fluctuations induce an effective attrac-
tive interaction between the fermions, which is enhanced upon approach to the critical
point (80, 81, 82, 83, 84, 85, 86). On the other hand, the strong scattering of the fermions
off the fluctuations causes them to lose their coherence; the resulting superconducting Tc
is determined by the competition between these two effects. For weak coupling, and suf-
ficiently far away from the nematic QCP, superconductivity is enhanced in all symmetry
channels (87, 88). At the QCP, and for sufficiently small λ, one can estimate the supercon-
ducting susceptibility in the regime ΩNFL  T  Ωb, by solving the Eliashberg equation
for the superconducting vertex, using the form (5) for the bosonic self-energy (but ignoring
the fermionic self-energy, which is small in this regime). For the Ising nematic case, this
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predicts the superconducting susceptibility to diverge at a scale
Tc,QCP ∼ λ
4
EF
∼ ΩNFL. 9.
Thus, there is no parametric separation between the non-Fermi liquid and the supercon-
ducting scales, and both of these effects have to be taken into account on equal footing.
Other types of secondary order parameters have been considered. Close to a ferromag-
netic QCP in d = 2, an instability towards incommensurate spin order was proposed (89).
Near an SDW transition, it was suggested that instabilities towards charge density wave
(CDW) (84, 53, 58) or pair density wave (PDW) (90) orders may occur.
In summary, despite the valuable information provided by the perturbative treatments,
there is still uncertainty even about the basic properties of metallic QCPs. Clearly, a
non-perturbative, controlled solution is highly desirable. In this article, we review recent
advances in numerical QMC simulations of metallic QCPs, describe the picture that emerges
from the existing results, and point to some future directions and outstanding puzzles.
3. Lattice models and quantum Monte Carlo technique
Arguably the most powerful numerical approach to solve quantum many-body problems is
the quantum Monte Carlo (QMC) technique (91), which – despite an exponentially grow-
ing Hilbert space – allows to sample the expectation values of arbitrary observables with
polynomial effort in system size and inverse temperature. Typically, the problem is formu-
lated as a path integral, mapping it to an effective (d + 1)-dimensional classical problem
with Euclidean time playing the role of an additional dimension. The classical problem is
then simulated using the traditional Monte Carlo method (92). Unfortunately, however, for
generic models, the “Boltzmann weight” of the effective classical problem can turn out neg-
ative (or complex). In general terms, this is because the weights of the (d+ 1)-dimensional
system still represent quantum amplitudes, not classical probabilities. In the present con-
text, the occurrence of negative weights can in fact be traced back to the sign that arises
in fermionic exchange statistics (93). Models that suffer from this problem can still be
simulated using QMC, but the computational complexity now grows exponentially with the
system size and inverse temperature, thus obliterating the core advantage of the Monte
Carlo approach. This is the famous “sign problem” (77).
Fortunately, as we elaborate below, many models of metallic QCPs can be formulated
without a sign problem. Over the past years considerable progress has been made in estab-
lishing symmetry criteria for sign-free problems (94, 95, 96, 97, 98, 99, 100). In particular,
it has been realized (95, 101, 102) that the presence of anti-unitary symmetries of the action
matrix play a crucial role. For the models of metallic QCPs at hand, such an anti-unitary
symmetry is present, and enables a sign problem-free formulation of the problem. This
opens the way to large scale, numerically exact simulations of these systems. In this Sec-
tion, we describe lattice models that realize metallic QCPs, the specific conditions for the
lack of a sign problem, and discuss some merits and limitations of the applied numerical
technique.
3.1. Ising-nematic quantum critical point
In order to perform QMC simulations, we first need to formulate the problem on a discrete
lattice. The microscopic model is then designed such that it realizes a quantum phase
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transition in the presence of itinerant electrons. To the degree that universality holds, the
properties of this transition are independent of the particular lattice realization.
An Ising-nematic transition in a metal was studied using QMC in Refs. (67, 71). To do
so, these works introduced a microscopic model containing two sets of degrees of freedom:
fermions hopping on a two-dimensional square lattice, and “pseudospins” that reside on the
bonds. The Hamiltonian is given by
Hnem = Hc +Hnem +Hint, 10.
where
Hc =
∑
r,r′,σ
[−tr,r′ − µδr,r′ ]c†rσcr′σ,
Hnem = −h
∑
〈r,r′〉
µxr,r′ + V
∑
{r,r′},{r′,r′′}
µzr,r′µ
z
r′,r′′ ,
Hint = αt
∑
〈r,r′〉,σ
µzr,r′
(
c†rσcr′σ + h.c.
)
. 11.
Here, c†r,σ=↑,↓ are fermion creation operators, tr,r′ are the hopping matrix elements, µ is the
chemical potential, µx,y,zr,r′ are Pauli matrices that act on the pseudospin degree of freedom at
the bond connecting sites r and r′, h is a “transverse field” that controls the quantum fluctu-
ations of the pseudospins, and V > 0 is the strength of an “antiferromagnetic” interaction
between the nearest neighbor bonds {r, r′} and {r′, r′′}. The strength of the fermion-
pseudospin coupling is set by α. In the disordered phase, where 〈µzr,r±xˆ〉 = 〈µzr,r±yˆ〉the
system is symmetric under a C4 rotation by pi/2. For sufficiently small h, there is a tran-
sition into a phase where the values of 〈µzr,r′〉 on horizontal and vertical bonds become
different. This phase spontaneously breaks the lattice rotational symmetry down to C2. In
this nematic phase, the dispersions of the fermions in the x and y directions are different.
In order to set up the model (10) for a QMC treatment (103, 104), the partition function
is written as a discrete-time Euclidean path integral5. For each space-time configuration of
the pseudospins, the fermions can be integrated out exactly, since their action is quadratic.
The fermionic contribution to the Boltzmann weight is written as a product of two fermion
determinants, det(M↑)×det(M↓), where M↑,↓ are the action matrices for spin up and down
electrons. Crucially, M↑ = M↓ and both matrices are real. Therefore, the effective bosonic
action is real and non-negative, and hence it is amenable to QMC simulations without
suffering from the sign problem.
3.2. Spin density wave quantum critical point
In the case of a magnetic transition, we are not as fortunate; the magnetic order parameter
couples differently to spin up and spin down fermions, and hence integrating out the fermions
generally does not produce a real, non-negative Boltzmann weight. Nevertheless, one can
formulate a lattice model that realizes a metallic SDW transition, and is free of the sign
problem.
In field theoretic treatments of an SDW metallic transitions, one usually focuses on the
vicinity of the hot spots, which are pairs of points on the Fermi surface connected by the
5The results described here are independent of the size of the time step chosen.
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magnetic ordering wavevector Q. It is generally believed that any universal properties of
the transition are captured within a model that includes only a set of “patches” of the
Fermi surface in the vicinity of the hot spots. One therefore has the freedom to “deform”
the Fermi surface away from the hot spots, without qualitatively changing the behavior near
the QCP. Let us consider a model with two fermionic flavors, c1,2, with different dispersions,
such that Q connects points on the Fermi surface of band 1 to points on band 2, but does not
connect two points on the Fermi surface of the same band [see Fig. 1(c)]. Then, to capture
the coupling of the fermions to the SDW fluctuations near the hot spots, it is enough to
consider only the part of the fermion-boson interaction of the form ~φ · (c†1~σc2 + h.c.). The
action, regularized on a lattice, then has the following form:
SSDW = Sc + Sφ + Sint, 12.
where
Sc =
∑
k,α=1,2,σ
∫
dτ c†k,α,σ (∂τ + εα,k) ck,α,σ,
Sint =
∑
r
∫
dτ eiQ·r~φr · c†r,1~σcr,2 + h.c., 13.
and Sφ is a lattice version of the bosonic part of the action in Eq. (2), and c
†
r,α =
(c†r,α,↑, c
†
r,α,↓). The order parameter ~φr can be either a one, two, or three component vector,
corresponding to an easy axis, easy plane, or isotropic magnetic order parameter.
The effective bosonic action obtained by integrating out the fermions in (12) is real and
positive semi-definite, and therefore the model is sign-problem free (66). This is due to the
fact that for every configuration of ~φr(τ), the fermion action matrix is symmetric under
an anti-unitary transformation T˜ = iσyKU , where K denotes complex conjugation, and U
is a unitary transformation that changes c1 → c1, c2 → −c2. Note that T˜ 2 = −1. The
existence of such an anti-unitary symmetry is a sufficient condition for the lack of a sign
problem (95, 101, 102).
3.3. Determinant Quantum Monte Carlo technique
We treat the models of Eqs. (10, 12) using the standard determinant quantum Monte Carlo
method (105). Even in the absence of a sign problem, the method is computationally
costly: its complexity scales as βN 3, where β = 1/T and N is the number of lattice sites.
Nevertheless, one can straightforwardly get to system sizes of 24× 24 for the nematic case
and 16×16 for the SDW case6, and temperatures as low as T = 0.025 in units of the hopping
(about one percent of the Fermi energy). Fortunately, these system sizes and temperatures
are sufficient to extract much of the physics of the QCP in both cases.
The details of the numerical implementations have been described in Refs. (67, 69). A
few technical tricks turned out to be crucial in order to improve the convergence of the
algorithm: First, global updates and parallel tempering schemes need to be introduced
in the vicinity of the QCP, to overcome critical slowing down. Second, convergence to
6The reason for the difference in the maximum accessible L between the nematic and the SDW
models is that in the nematic model there is only one fermionic “orbital” per site, whereas in the
SDW case there are two orbitals.
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the thermodynamic limit is dramatically accelerated by simulating systems with a small
orbital magnetic field that corresponds to a single flux quantum (106). The magnetic field is
opposite for spin up and spin down fermions, such that it does not introduce a sign problem.
Recently, several new directions have been proposed to speed up QMC simulations, that
may allow access to larger system sizes (107, 108, 109, 110).
Once converged, the simulations give numerically exact results, in the sense that they
are devoid of any bias, free of systematic errors, and have statistical errors that can be
made arbitrarily small by running the simulations longer. Thus, thermodynamic properties
(such as the order parameter susceptibility) and imaginary-time correlation functions (such
as the fermion Matsubara Green’s function) can be calculated to any desired precision.
Unfortunately, since the simulations are performed in imaginary time, one cannot directly
access any real-time correlation functions. Computing real time (or real frequency) quan-
tities requires an analytic continuation of the imaginary time data, which is a numerically
unstable process and requires nontrivial additional assumptions. However, much insight
into the physics can be gained by analyzing imaginary-time correlation functions directly,
as we highlight below.
4. Results
4.1. Phase diagrams
We now review the results of the QMC simulations for the models describing a nematic
[Eq. (10)] or easy-plane SDW [Eq. (12)] transition in a metal, studied in Refs. (69, 71)
and (67, 70), respectively. The phase diagrams, shown in Fig. 2, are qualitatively similar:
upon increasing the tuning parameter, the ordering temperature7 (either nematic or SDW)
decreases, extrapolating to zero at a quantum phase transition. In the nematic case, the
finite-temperature transition is continuous down to the lowest temperature displayed8. In
the SDW case, there is some evidence that the transition becomes very weakly first order
at the lowest temperature, T ∼ 0.025, accessible in the numerics.9 (All energy scales are
in units of the hopping matrix element of the fermions on the lattice.) In both cases, the
putative quantum critical point (QCP) is covered by a superconducting phase (detected
by measuring either the superconducting susceptibility or the superfluid stiffness), with a
maximum Tc occurring near (or slightly to the disordered side of) the QCP. The symmetry
of the superconducting order parameter is s−wave in the nematic case, whereas in the
SDW case it is d−wave. For the SDW problem, a regime of substantial superconducting
fluctuations between Tc and ∼ 2Tc is reported in (67), as manifested by a reduction of the
single-particle density of states and an enhanced diamagnetic susceptibility.
It is interesting to ask what features of the models control the maximum Tc. In the SDW
case, this question has been addressed in some detail (70, 73). For a fixed band structure,
the overall phase diagram evolves smoothly with the strength of the Yukawa coupling λ,
with the maximum superconducting Tc being initially proportional to λ
2; at larger λ, Tc
saturates to a value of about 0.04EF . Tc near the nematic QCP has not been studied
7In the SDW case, the thermal transition has Berezinskii-Kosterlitz-Thouless character, since
the order parameter has XY symmetry.
8At smaller fermionic densities (not shown) the nematic transition may turn weakly first order.
9Simulations at T = 0 are possible; however, to the best of our knowledge, none have been
performed to date for the easy-plane case.
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(a) Phase diagram of an easy-plane SDW model from Ref. (67), with a fixed value of the Yukawa
coupling, λ = 3. The shaded area marks coexistence between superconductivity and SDW order.
The grey line marks the onsets of diamagnetism above Tc (defined as the change of sign of the
magnetic susceptibility from paramagnetic to diamagnetic). The inset shows the structure of the
superconducting order parameter in k space. Q = (pi, pi) is the magnetic ordering vector. (b)
Phase diagram of the nematic model [Ref. (71)], as a function of the tuning parameter h and
temperature T . The dashed lines indicates the the value of h where the nematic susceptibility is
half of its value at h = hc and the same temperature. The color scale shows a proxy ρ1 to the dc
resistivity (see Sec. 4.4). The following parameters were used: α = 1.5, V = 0.5t, µ = t.
at the same level of detail, but seems to behave similarly. Preliminary simulations (111)
show that Tc in the isotropic [O(3)-symmetric] SDW case has similar trends. In the planar
SDW problem, the maximal Tc was found to be strongly dependent on the angle at which
the Fermi surfaces meet at the hot spot (73): over some range of the angle θhs and λ,
Tc ∝ sin(θhs). At larger values of λ, Tc seems to be less dependent on θhs.
In both the Ising-nematic and the planar SDW case, the QCP is inside the supercon-
ducting phase. Since the Fermi surface is fully gapped in the superconducting phase in both
cases10, we expect the QCP to be of the d = 2 + 1 Ising or XY types, respectively. Hence,
strinctly speaking, a “pristine” metallic QCP does not exist in either case. A metallic QCP
may be stabilized by breaking both time-reversal and inversion symmetries, or by applying
a magnetic field. However, in our numerical QMC simulations, doing so would immediately
introduce a sign problem, and this option has not been explored. A model undergoing an
Ising ferromagnetic transition (74) has shown no superconductivity down to the lowest tem-
peratures considered. However, as the Yukawa coupling is increased, the superconducting
correlations grow rapidly, indicating that the ground state is probably superconducting.
Finally, it is interesting to note that besides the primary order parameter (either pla-
nar SDW or nematic) and superconductivity, we do not find any substantially enhanced
fluctuations of any other form of order, anywhere in the phase diagram. Specifically, we
have computed charge density wave (CDW) and pair density wave (PDW) correlations.
The superconducting susceptibility is always peaked at Q = 0, with no secondary peaks
at non-zero Q, indicating no proximate PDW instability. The CDW susceptibility is very
moderately enhanced upon approaching the SDW QCP, and then strongly suppressed upon
entering the superconducting phase. If particle-hole symmetry is present, the SDW model
has an increased symmetry that relates the SC and CDW order parameters, and the suscep-
10Note that the superconducting state in the SDW case posseses a nodeless d−wave order param-
eter, having an opposite sign on the two portions of Fermi surface that are related to each other by
pi/2 rotation. See inset to Fig. 2.
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FIG. 7. Frequency dependence of the inverse bosonic SDW suscepti-
bility   1 for   = 1.5 at T = 1/40 (a) shown at r ⇡ rc0 for various
momenta q = Q + eq and (b) shown at various values r > rc0 for
q = Q. The black line is the best fit of a second degree polynomial
b0 + b1|!n| + b2!2n to the q = Q, L = 14 low-frequency data,
yielding a basically straight line.
FIG. 8. Inverse bosonic SDW susceptibility   1 as a function of
momentum q = Q + eq for   = 1.5 at T = 1/40 (a) shown at
r ⇡ rc0 for various frequencies !n and (b) shown at various values
r & rc0 for !n = 0. The black line is the best fit of a0+a2eq2 to the
!n = 0, L = 14 small-momentum data.
B. Fermion bilinear SDW susceptibility
An important independent confirmation that the form (4)
is generic to the quantum critical regime is to affirm that it
also holds for other SDW order parameters that have the same
symmetry. We have examined the correlations of a fermion
bilinear order parameter:
Sxx(q, i!n, r, T ) =
X
i
Z  
0
d⌧ei!n⌧ iq·rihSxi (⌧)Sx0 (0)i.
(5)
FIG. 9. Inverse fermionic SDW susceptibility S 1xx for   = 1.5 at
T = 1/40 and r = 0.7 ⇡ rc0. (Left hand side) Frequency depen-
dence for various momenta q = Q+ eq. The black line is a fit of the
second degree polynomial b0+b1|!n|+b2!2n to the q = Q, L = 14
low-frequency data, yielding a basically straight line. (Right hand
side) Momentum dependence for various frequencies !n. The black
line is a fit of a0 + a2eq2 to the !n = 0, L = 14 small-momentum
data.
In the estimation of Sxx we make use of spin rotational sym-
metry around the z axis, hSxi (⌧)Sx0 (0)i = hSyi (⌧)Sy0 (0)i.
Here Sxi and S
y
i are inter-flavor fermion spin operators, which
are given by
~Si = (S
x
i , S
y
i , S
z
i ) =
X
s,s0
~sss0 
†
xis yis0 + h.c. (6)
Indeed, we find that at small frequencies and momenta, the
fermion bilinear SDW susceptibility Sxx follows the same
functional form (4) as the bosonic SDW susceptibility   dis-
cussed above. The momenta and frequency dependences of
the fermionic bilinear susceptibility at   = 1.5 are shown in
Fig. 9, with the respective dependences of the bosonic sus-
ceptibility appearing in Figs. 7 and 8. Additional data for the
fermionic SDW susceptibility at   = 1 and   = 2 is given in
Fig. 22 of Appendix B.
In summary, the dependence of both the bosonic and
fermionic SDW susceptibilities on the tuning parameter, fre-
quency, and momentum stand in good agreement with the
form (4).
C. Temperature dependence
We now turn to the temperature dependence of the numer-
ically computed bosonic and fermionic SDW susceptibilities
  1 and S 1xx . Our numerical data for the temperature depen-
dence of   1 and S 1xx is shown in Fig. 10 for fixed Yukawa
coupling   = 1.5 and two different values of the tuning pa-
rameter on the paramagnetic side of the QCP, i.e. for r > rc0.
This data is complemented with similar results for   = 1 and
  = 2 in Fig. 23 of Appendix B.
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FIG. 5. Comparison between the inverse SDW susceptiblity   1 and
the functional form   10 = aq(q   Q)2 + a!|!n| + ar(r   rc0),
which has been fitted for small frequencies !n and momenta q Q
at low temperatures T and tuning parameters r > rc0 in the magnet-
ically disordered phase, for (a)   = 1, (b)   = 1.5, and (c)   = 2.
Data inside the superconducting phase has been excluded from the
fit. For temperatures T  2Tmaxc we restrict the fit to finite fre-
quencies |!n| > 0. The correspondence of   1 with the fitted form
is shown in the form of 2D histograms over all data points, which
are normalized over the total area. In each fit we have minimized
 2dof =
1
Ndof
Ph  1   10
"
i2
, whereNdof is the number of degrees
of freedom of the fit and " is the statistical error of the data.
larger spread of the data points. This decreasing fit quality
may be a consequence of the smaller temperature window
available above the superconducting Tc, as well as the associ-
ated regime of superconducting fluctuations at T & Tc [27],
which increases with Yukawa coupling (see also Fig. 4).
With the data collapse of Fig. 5 asserting the general valid-
ity of the functional form (4), we now take a closer look at
its individual dependence on tuning parameter, frequency and
momentum. First, the dependence on the tuning parameter r is
FIG. 6. Bosonic SDW susceptibility   1(q = Q, i!n = 0) as a
function of the tuning parameter r for   = 1.5 at T = 0.1. The black
line is a linear fit for r > 0.7 and L = 14. Continuous colored lines
through data points have been obtained by a reweighting analysis.
illustrated for the inverse susceptibility   1(q = Q, i!n = 0)
in Fig. 6 (for   = 1.5 and T = .1). F r tuning par me-
ters r & rc0 = 0.6 we find that the data for different system
sizes follows a linear dependence. The moderate devia ion
from a perfect kink-like behavior at rc0 is likely a combina-
tion of finite-size and finite-temperature effects (see also the
finite-size trend shown in the inset of Fig. 6). A very similar
picture emerges for the two other coupling parameters   = 1
and   = 2, for which we show analogous plots in Fig. 19 of
Appendix B.
Turning to the frequency dependence of   1(q, i!n) next,
we find that for a range of values r   rc0 the frequency de-
pendence is linear for small Matsubara frequencies !n with an
apparent cusp at !n = 0, signaling overdamped dynamics of
the order parameter field. This holds both for q = Q and for
small finite momentum differences q  Q. See Fig. 7 for an
illustration at   = 1.5 and Appendix B with Fig. 20 for   = 1
and   = 2. At finite Matsub ra frequencies !n, finite-size
effects are negligibly small, as evident in the data c llapse of
  1 for different system sizes in the left panel in Fig. 7.
To establish the presence of a |!n| term in   1, we fit it at
low frequencies to the form b0 + b1|!n| + b2!2n. The fits are
shown in Fig. 7. The |!n| contribution is clearly dominant in
this frequ ncy range. Inside the superconducting phase, the
|!n| term is suppressed (see Fig. 24 in Appendix B). This is
presumably due to gapping out of the fermions.
Third, for the same range of r the momentum dependence
of   1(q, i!n) is consistent with a quadratic form in q  Q,
which holds both for !n = 0 and small finite frequencies !n.
See Fig. 8 for   = 1.5 and appendix B with Fig. 21 for   = 1
and   = 2. Note that due to the discretization of the Brillouin
zone finite-size effects are more pronounced here than for the
frequency dependence.
# = 1.5a) b)
Figure 3
(a) The inverse SDW susceptibility, χ−1 near the QCP for different values of L, T , q−Q, ωn,
and r. The horizontal axis is the functional form χ−1fit (14). The color indicates the density of data
points for this value of χfit. (b) A slice through the same data as in a), showing χ
−1 vs. ωn for
different values of q˜ = q−Q and r. In both a) and b), λ = 1.5 and T = 0.025.
tibilities of the two order parameters are identical (84, 53). However, a recent QMC study
found that even a small breaking of particle-hole symmetry strongly lifts the degeneracy
between the two types of order in favor of superconductivity (72).
4.2. Order pa ameter correlations
Next, we examine the correlations of the order parameter in the vicinity of the QCP, focusing
on the metallic regime above Tc.
Fig. 3 shows the susceptibility, χ, of the planar SDW order parameter, as a function of
temperature, tuning parameter, frequency, momentu , and system size. The value of the
Yukawa coupling, λ = 1.5, w s chosen such that t e lowest temperature di played, T =
0.025, is just above the superconducting Tc. Panel (a) shows that χ
−1 can be remarkably
well approximated by a simple functional form over the entire gime: χ−1 ≈ χ−1fit , where
χ−1fit = a|q−Q|2 + b|ωn|+ c(r − rc). 14.
The values of a, b, c, and rc are shown in Fig. 3(a). Panel (b) shows the dependence of χ
−1
on ωn for different values of q and r, at T = 0.025. For other values of λ, χ is similarly well
described by χ−1fit .
Eq. (14) is precisely the form we expect from a naively integrating out the fermions and
treating the resulting effective acti n at the Gaussian level, ` la Hertz-Millis theory (24, 26).
There is one notable difference, however: this tr atment (26) gives that the “thermal mass”
[i.e. a temperature dependent additive constant to Eq. (14)] should scale as T log(1/T ).
However, in Eq. (14), we did not include a thermal mass term at all, since it hardly affects the
quality of the fit within this resolution. A more careful analysis (70) shows that the thermal
mass term is nearly quadratic in T for T < 0.3, and nearly linear at higher temperatures.
Next we turn to the order parameter susceptibility near the nematic QCP. We first
focus on a moderately small value of the Yukawa coupling, α = 0.5 in Eq. (10). The static
correlations, D−1(ωn = 0), are well-described (67) by a simple Curie-Weiss form:
D˜−1 = A[T + b|q|2 + c(h− hc)] . 15.
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FIG. 12. Frequency dependence of the inverse nematic corre-
lator at h ⇡ hc for a variety of small momenta q in an L = 20
system at temperatures T = 0.025, 0.033, 0.05, 0.1 (shown as
squares, stars, circles, and diamonds respectively). Di↵erent
colors represent di↵erent values of q, and filled symbols mark
frequencies |!n| < vF |q| where vF is the minimum value of the
bare Fermi velocity. The frequency dependence is essentially
linear except at the few smallest frequencies and momenta.
The inset shows the subset of the data with T = 0.025 and
momenta along the (10) direction shifted by their zero fre-
quency value, with the same scale as the main figure.
tibilities at h = hc as a function of temperature. Like
D, Q varies approximately linearly as a function of 1/T ,
although there are large error bars at low temperatures.
In Fig. 10 we show the h dependence of D 1 and Q 1 at
various temperatures. In both cases, the h dependence
is approximately linear for small h   hc. However, the
range of h  hc in which D 1 is linear is larger than the
corresponding range of linearity of Q 1, and the slope
of D 1 at small h  hc is approximately T independent,
while for Q 1 it is noticeably temperature dependent.
The momentum dependence of the two correlators is
shown in Fig. 11. Both appear isotropic, depending
only on |q|2. However, Q 1, in contrast to D 1, has
noticeable downward curvature. D 1 depends on tem-
perature through an essentially momentum-independent
shift, while the temperature dependence of Q 1 is more
complicated. For more details see Appendix E.
B. Dynamic correlations
The dependence of D on Matsubara frequency, !n =
2⇡Tn, is shown in Fig. 12. At intermediate !n (0.5t .
!n . 2t) and for q 6= 0, D 1 is an approximately lin-
ear function of |!n| with a slope that is independent
of T , and also independent of both the direction and
magnitude of q. However, at the smallest non-zero mo-
menta, a di↵erent frequency dependence is visible for
|!n| < 0.5t. This is emphasized in the inset of Fig. 12,
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FIG. 13. The inverse of the equal time nematic correlator at
h = hc and T = 0.1, plotted versus the square of the spatial
separation r for various system sizes. The narrow spread in
the data (which have not been chosen to lie along any high
symmetry direction) indicates an emergent isotropy of the
correlations in this regime. The apparent 1/|r|2 behavior in
the thermodynamic limit is what one would get by Fourier
transform of A from Eq. 6.
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FIG. 14. Frequency dependence of the inverse quadrupolar
correlator at h ⇡ hc for a variety of small momenta in an
L = 20 system at temperatures T = 0.025, 0.033, 0.05, 0.1
(shown as squares, stars, circles, and diamonds respectively).
Di↵erent colors represent di↵erent values of q, with the same
color scale as in Fig. 12. Filled symbols mark frequencies
|!n| < vF |q|, where vF is the minimum value of the bare
Fermi velocity. The inset shows the subset of the data with
T = 0.025 and momenta along the (10) direction shifted by
their zero frequency value, with the same scale as the main
figure. The data for q = 0 are scaled down by a factor of 0.02
to appear on the same scale.
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Figure 6
The imaginary part of the fermion self-energy for two values of parameters:
↵ = 1.5, V = 0.5, µ = 1.0 (top row), and ↵ = 1.0, V = 1.0, µ = 0.5 (bottom row), for various
temperatures, and with the nominal Fermi momenta ~kd and ~kh along the (0, 0)  (⇡,⇡) and
(0,⇡)  (⇡,⇡) directions, respectively. Data are shown for a 20⇥ 20 system both near hc (left
column) and far in the symmetric phase (right column). In the upper left panel, data points below
Tc are connected by dashed lines.
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column) and far in the symmetric phase (right column). In the upper left panel, data points below
Tc are connected by dashed lines.
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Figure 6
The imaginary part of the fermion self-energy for two values of parameters:
↵ = 1.5, V = 0.5, µ = 1.0 (top row), and ↵ = 1.0, V = 1.0, µ = 0.5 (bottom row), for various
temperatures, and with the nomin l Fermi momenta ~kd and ~kh along the (0, 0)  (⇡,⇡) and
(0,⇡)  (⇡,⇡) directions, respectively. Data are shown for a 20⇥ 20 system both near hc (left
column) and far in the sy metric phase (right column). In the upper left panel, data points below
Tc re connected by dashed lines.
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Figure 4
The inverse bosonic susceptibility, D−1 near the nematic QCP for differ nt values of th Yukawa
coupling α [Eq. (10)]. a) D−1 v . ωn for α = 0.5 and different val es of q [from Ref. (67)]. Here,
h ≈ hc, different symbols represent different temperatures: squares, stars, circles, and diamonds
correspond to T = 0.025, 0.033, 0.05, and 0.1, respectively. Solid (open) symbols correspond to
points where vF |q| ≥ ωn (vF |q| < ωn), where vF is the inimal value of the bare Fermi velocity
on the Fermi surface. Inset: the same data with the value of D−1(ωn = 0) subtracted. b) D−1 vs.
ωn for different values of α at h ≈ hc, β = 20. In all the simulations, V = 1, µ = −0.5, except the
lower right panel in b), where V = 0.5, µ = −1. The results are for systems of size L = 20.
The dynamical cor elations turn out to be more intricate, and do not permit such a simple
description. Fig. 4(a) shows the inverse bosonic propagator D−1 as a function of Matsubara
frequency for different values of q in the vicinity of the QCP. D−1(ωn,q = 0) is markedly
different from D−1(ωn,q 6= 0), as one may expect for a q = 0 order parameter from Hertz
theory (24). D−1(ωn,q 6= 0) has a apparent “cusp” at ωn = 0, as expected for a bosonic
mode Landau damped by the fermions. However, we could not fit D−1 to a simple scaling
form. As seen in the inset of Fig. 4(a), the slope of D−1 near q = 0 increases with decreasing
|q|. The q depend nce of this slope is in t e same direction as pr dict d b |ωn|/|q| L ndau
damping term, but much weaker. This may be du o finit size nd finite temperature
effects (112, 113). A qualitatively sim lar behavior wa ou d near a Ising fer omagnetic
transition (74), where the ferromagnetic propagator was fit to a modified Hertz-Millis form
At larger values of the Yukawa coupling, D−1 shows qualitatively different beh vior.
The contrast between D−1(ωn = 0) and D−1(ωn 6= 0) becomes less pron unced as the
Yukawa coupling increases. Most dramatically, for α = 1.5, D−1 loses its q dependence
almost completely; this is most pronounced when the value of the “exchange coupling”
between the b sonic degrees of freedom is decreased from V = 1 to V = 0.5 [lower right
corner of Fig. 4(b)].
4.3. Single fermion properties
Near a metallic QCP, we expect the scattering of fermions off the order parameter fluctu-
ations to lead to a breakdown of Fermi liquid behavior. We will now address the single-
particle properties upon approaching the SDW and Ising-nematic QCPs.
The imaginary time or Matsubara frequency properties can be computed directly from
the QMC simulations. In addition, some information about the properties of the fermion
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Figure 5
Single-particle properties near an SDW QCP with λ = 1.5 [from Ref. (70)]. (a-c) The Green’s
function G(k, τ = β/2) as a function of k, for different values of the tuning parameter r. (d,e) the
imaginary part of the self-energy, ImΣ(kF , ωn), near the QCP (d) and away from it (e). The
self-energy is shown at one of the hot spots (k = khs) and at a Fermi surface point with kx = 0,
away from the hot spots.
spectral function at real frequencies of the order of T can also be obtained. This is possible
through the relation, valid for 0 < τ < β (114),
G(k, τ) =
∫
dω
e−ω(τ−β/2)
2 cosh(βω/2)
A(k, ω), 16.
where A(k, ω) is the spectral function. From here, we see that G(k, τ = β/2) gives the
integrated spectral weight in a window of width ∼ T around the Fermi level. Fig. 5(a-c)
show a colormap of this quantity vs. k for one of the orbitals that forms the horizontal
Fermi surface shown in Fig. 1(c), for different values of the tuning parameter r approaching
an SDW QCP (70). In the ordered state, r < rc (panel a), the reconstruction of the Fermi
surface is clearly visible, and a gap opens at the hot spots. Near the QCP (panel b), the
gap at the hot spots fills in, although G(k, β/2) is still significantly suppressed at the hot
spots compared to other regions of the Fermi surface. Finally, away from the QCP (c), a
full Fermi surface is recovered.
Next, we examine the fermion self-energy, Σ(k, ωn), at different points on the Fermi
surface. The imaginary part of Σ(k, ωn) is shown at the intersection of the Fermi surface and
the y axis (which is far away from the hot spots), and at the hot spot (khs), either near the
QCP or away from the QCP [Figs. 5(d,e), respectively.] Away from the hot spots, Σ(k, ωn)
tends linearly towards zero, consistently with Fermi liquid behavior. At the hot spots, the
self-energy is larger than away from the hot spots; this is particularly pronounced in the
vicinity of the QCP, where Σ(khs, ωn) is nearly frequency and temperature independent.
This marks a strong deviation from Fermi liquid behavior at the hot spots.
The near-independence of the self-energy of ωn and T is surprising; most field-theoretical
models predict Σ(ωn) ∼ isgn(ωn)
√|ωn| at the hot spots. It is not clear whether the behavior
found in the simulations represents a true asymptotic property of the QCP. The lowest
temperature in the simulations is intrinsically limited by the superconducting transition
(Tc ≈ 0.025 for λ = 1.5). Note that for all but the smallest temperature and frequency,
T = 0.05 and ωn = pi/T , the self-energy is smaller in magnitude than ωn, we can then
identify a non-Fermi liquid scale ΩNFL ∼ 0.05 ≈ 2Tc. Thus, there is no separation of scales
between non-Fermi liquid behavior and superconductivity.
Next, we describe the single-fermion properties in the nematic case. Figs. 6(a-d) show
a colormap of G(k, β/2) for different parameters. In the non-interacting case (α = 0),
this function is strongly peaked at the Fermi surface. In the presence of interactions (α =
14 Berg et al.
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Figure 6
Single-fermion properties near a nematic QCP. (a) The imaginary time Green’s function
G(k, τ = β/2) as a function of k for non-interacting electrons (α=0) and temperature T = 0.17.
(b-d) G(k, τ = β/2) for an interacting system with α = 1.5, V = 0.5, µ = 1, and T = 0.17 for
different values of the tuning parameter, h. In panel (b), the system is in the nematic phase; a
small symmetry-breaking field was applied in order to pin one of the two configurations of the
order parameter. (e,f) Imaginary part of the Matsubara self-energy at the Fermi surface,
−ImkF ,Σ(k, ω) for two values of h, for the same parameters as in panels (b-d). The self-energy is
shown at the cold spot on the diagonal, kF = kd ‖ (1, 1), and at a point in the hot region, kh,
which is the intersection of the Fermi surface with the segment from (0, pi) to (pi, pi). Similar data
are shown in panels (g,h) for a weaker coupling system with α = 1.0, V = 1.0, µ = 0.5.
1.5, V = 0.5) but away from the QCP (h = 5.5), a clear Fermi surface is still present,
although some broadening is visible near the “hot regions” around k = (pi, 0) and (0, pi).
In the vicinity of the QCP (h = 2.8 ≈ 1.1hc), a dramatic reorganization of the low-energy
spectral weight occurs. While the Fermi surface near the cold spots along the diagonal
remains reasonably well defined (even though it is substantially broadened), the Fermi
surface in the hot regions is almost completely washed out, with spectral weight distributed
over a broad momentum range.
This dichotomy between the cold spots and the hot regions is also apparent in the
behavior of the fermionic self-energy, shown in Fig. 6(e-h). Panels (e,f) show ImΣ(kF , ωn)
for the parameters used in Fig. 6(a) (α = 1.5, V = 0.5, µ = 1); panels (g,h) show the same
quantity for a smaller value of the Yukawa coupling, α = 1, V = 1, and µ = 0.5. Away from
the QCP, both ImΣ(k, ωn) in the hot region [k = kh, which is along the line from (0, pi) to
(pi, pi)] and at the cold spot (k = kd, along the diagonal) depend approximately linearly on
ωn.
11 In contrast, near the QCP, ImΣ(ωn) in the hot regions is much larger and does not
seem to vanish as ωn → 0, T → 0. The strong upturn of ImΣ(ωn) at low frequencies in panel
(e) is due to the onset of a superconducting gap12. At higher frequencies, ImΣ(kh, ωn) in
panel (e) is strikingly frequency and temperature independent, reminiscent of the behavior
found in the SDW case at the hot spot [Fig. 5(d)]. Note that in the stronger coupling
11The small non-zero extrapolation of ImΣ(ωn) to ωn = 0 in Fig. 6(f) is likely to be a finite
temperature effect; it decreases with decreasing temperature.
12Compare this behavior to that of the self-energy in the superconducting state within BCS
theory, ΣBCS(kF , ωn) ∼ |∆|2/(iωn), where ∆ is the gap.
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simulation of panel (e), ImΣ(kd, ωn) has a substantial ωn → 0 extrapolation even at the
cold spot; in contrast, in panel (g) it seems to extrapolate to zero.
Thus, both in the SDW and nematic QCPs, strong deviations from Fermi liquid behavior
are found at temperatures T ≥ Tc, at least in some regions of the Fermi surface. The
character of these non-Fermi liquid regimes are different from those predicted by theories of
metallic criticality; in particular, the self-energy found in the numerical simulations is much
less temperature and frequency dependent than expected. The non-Fermi liquid regimes
terminate at T = Tc, where a gap opens on the entire Fermi surface.
4.4. Transport
The frequency-dependent conductivity near a metallic QCP is of particular interest. Un-
fortunately, computing this quantity from QMC is a highly non-trivial task. Since all
dynamical properties are defined in real frequency, they are not easily accessible in QMC
simulations performed in imaginary time. In principle, there is a one-to-one correspondence
between the correlation functions in real and imaginary times. However, such an analytical
continuation involves inverting a nearly singular matrix (with exponentially small eigenval-
ues). Hence, any uncertainty in the QMC data (inevitably present because of statistical
errors) gets strongly amplified when one attempts to convert the data into real time.
The reverse procedure, of going from real-time spectral functions to imaginary-time
correlations, does not suffer from this problem. Therefore, the QMC data can be used
to constrain the behavior of the real-time spectral functions, but cannot determine them
uniquely. If additional assumptions are made, one can extract model spectral functions that
are consistent with the data. For example, the maximum entropy method (115) attempts
to find the least structured spectral function that can reproduce the imaginary-time data.
Below, we describe the results for the imaginary time current-current correlation func-
tion, and several methods that were used to analyze this data and extract information about
the real-time optical conductivity, σ(ω). The analysis is similar to the maximum entropy
method, and gives similar results; however, it makes the physical assumptions more explicit.
The Matsubara frequency current-current correlation function Λ(ωn) is related to the
real part of the optical conductivity by
Λ(ωn) =
∫
dω
pi
ω2σ(ω)
ω2n + ω2
. 17.
The QMC data for Λ(ωn) was found to be well-described by the following simple ansatz (71):
Λfit(ωn) =
n∑
j=1
Aj
ω2n + γj |ωn|+ Ω2j
. 18.
Here, n is the number of “Lorentz oscillator” components, and Aj , Ωj , γj (j = 1, . . . , n) are
fitting parameters. Analytically continuing this to real frequency, we get the corresponding
real part of the conductivity:
σfit(ω) =
n∑
j=1
Ajγj
(Ω2j − ω2)2 + γ2jω2
. 19.
It turns out that the minimal number of components required to obtain a good fit to the
QMC data is n = 2: essentially, σ(ω) is composed of a strongly temperature dependent
16 Berg et al.
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analysis of the putative low temperature Fermi liquid
properties as h ! hc. However, to obtain a rough
sense of trends, one can estimate the dispersion of the
quasiparticle-like features as a function of h and T at
di↵erent parts of the Fermi surface (see Supplementary
Information for details). We see a tendency for the dis-
persion to become substantially flatter as h! hc (i.e. a
large increase in the “e↵ective mass”), though any such
renormalization is much weaker or non-existent at the
cold spots on the Fermi surface. The electronic spectral
function A(~k,!), calculated from G(~k, ⌫n) using the max-
imum entropy method, is consistent with such behavior
(see Supplementary Information). Near the cold spots
A(~k,!) has a well-defined dispersive peak, while in the
hot regions at h ⇡ hc there are only broad features with-
out a clear dispersion. Below the superconducting Tc,
A(~k,!) clearly displays a superconducting gap in both
the cold spots and the hot regions (with a larger gap in
the hot regions).
The breakdown of Fermi liquid theory seen in the
fermion Green function suggests that transport prop-
erties may also be strongly altered near the QCP. One
quantity of great interest is the DC conductivity, but the
DC limit of transport is particularly di cult to access
using analytic continuation of imaginary time data. The
analysis we carry out below yields information about the
optical conductivity at frequencies of order the tempera-
ture, but any statements about the DC conductivity rest
on additional, nontrivial assumptions.
We have measured the imaginary time ordered current-
current correlator e⇤ii(⌧) ⌘ hT Ji(⌧)Ji(0)i, where Ji is the
uniform current operator in direction i = x or y. (We will
henceforth leave the directional indices implicit.) ⇤(!n),
the Fourier transform of e⇤(⌧), is shown in Fig. 4a for
↵ = 1.5, V = 0.5, µ = 1, h ⇡ hc, & T = 0.17 ⇡ 1.5Tc. In
a non-superconducting state, ⇤(!n) is related to the real
part of the optical conductivity  0(!) by
⇤(!n) =
Z
d!
⇡
!2 0(!)
!2 + !2n
. (3)
A clear feature, present throughout the non-
superconducting portions of the phase diagram, is
a substantial jump in ⇤(!n) between the zeroth and first
Matsubara frequency. This is evidence of a Drude-like
component of  0(!) peaked at low frequencies, with a
width less than or comparable to T . The slow decrease
of ⇤(!n) for n > 1 is indicative of an additional broad
feature with optical weight spread over a range of
frequencies large compared to T .
We have performed a simple analytic continuation of
our data via a least squares fit. The fitting function is a
sum of two terms [53]
⇤fit(!n) =
2X
j=1
Aj
!2n +  j |!n|+ ⌦2j
. (4)
FIG. 4. Left: the current-current correlator for a 16 ⇥ 16
system with h = 2.6 ⇡ hc, T = 0.17, for ↵ = 1.5, V = 0.5, µ =
1. Error bars are comparable to the symbol size. The solid red
line is a least-squares fit to two components of the form of (4).
Right: the corresponding real part of the optical conductivity
for parameters on the left, as well as two higher temperatures,
showing how the Drude-like peak sharpens on cooling. The
temperature dependence of the half-width at half-maximum
  of the Drude-like peak, as well as its weight D, are shown
in the inset to the left panel, with error bars estimated as
described in the supplement.
⇤fit can then be analytically continued to give
 0(!) =
2X
j=1
Aj  j
(⌦2j   !2)2 +  2j!2
. (5)
As illustrated in Fig. 4a, the fit agrees with the data
within a few percent. The corresponding optical conduc-
tivity is shown in Fig. 4b for a variety of temperatures
above Tc; it consists of a Drude-like component with
its maximum at ! = 0 (i.e.  1 >
p
2⌦1) that broad-
ens with increasing temperature, and a broad, largely
temperature-independent background with a maximum
at ! =
p|⌦2|2   | 2|2/2 > 0. The zero frequency limit
of this fitted conductivity yields a proxy ⇢1 for the DC
resistivity.
Though physically plausible and in agreement with our
data, the fitting analysis is not unique – analytic con-
tinuation of numerical data is a famously ill-conditioned
problem [54]. As one check on our results, we have per-
formed the analytic continuation using standard maxi-
mum entropy methods; the results, as shown in the Sup-
plementary Material, are very similar to those obtained
above. On the other hand, as also shown in the Supple-
mentary Material, the quality of the fit is similar if we
mandate a third component with width far less than the
temperature, which would of course drastically alter the
DC conductivity. Such a narrow peak may arise if there
is an emergent nearly-conserved momentum[23, 55].
Analysis of the current-current correlator in the time
domain yields additional information. The value and the
derivatives of e⇤(⌧) near ⌧ =  /2 contain information
about the moments of the low frequency part of the op-
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feature with optical weight spread over a range of
frequencies large compared to T .
We have performed a simple analytic continuation of
our data via a least squares fit. The fitting function is a
sum of two terms [53]
⇤fit(!n) =
2X
j=1
Aj
!2n +  j |!n|+ ⌦2j
. (4)
FIG. 4. Left: the current-current correlator for a 16 ⇥ 16
system with h = 2.6 ⇡ hc, T = 0.17, for ↵ = 1.5, V = 0.5, µ =
1. Error bars are comparable to the symbol size. The solid red
line is a least-squares fit to two components of the form of (4).
Right: the corresponding real part of the optical conductivity
for parameters on the left, as well as two higher temperatures,
showing how the Drude-like peak sharpens on cooling. The
temperature dependence of the half-width at half-maximum
  of the Drude-like peak, as well as its weight D, are shown
in the inset to the left panel, with error bars estimated as
described in the supplement.
⇤fit can then be analytically continued to give
 0(!) =
2X
j=1
Aj  j
(⌦2j   !2)2 +  2j!2
. (5)
As illustrated in Fig. 4a, the fit agrees with the data
within a few percent. The corresponding optical conduc-
tivity is shown in Fig. 4b for a variety of temperatures
above Tc; it consists of a Drude-like component with
its maximum at ! = 0 (i.e.  1 >
p
2⌦1) that broad-
ens with increasing temperature, and a broad, largely
temperature-independent background with a maximum
at ! =
p|⌦2|2   | 2|2/2 > 0. The zero frequency limit
of this fitted conductivity yields a proxy ⇢1 for the DC
resistivity.
Though physically plausible and in agreement with our
data, the fitting nalysis is not unique – analytic con-
tinuation of numerical data is a famously ill-conditioned
problem [54]. As one check on our results, we have per-
formed the analytic continuation using standard maxi-
m m entropy methods; th results, as shown in the Sup-
plementary Material, are very similar to those obtained
above. On the oth r hand, as also shown in the Supple-
mentary Material, the quality of the fit is similar if we
mandate a third component with width far less than the
t mperature, which ould of course drastically alter the
DC conductivity. Such a narrow peak may arise if there
is an e ergent nearly-cons rved momentum[23, 55].
Analysi of the current-current correlator in the time
domain yield additional information. The value and the
derivatives of e⇤(⌧) near ⌧ =  /2 contain information
about the moments of the low frequency part of the op-
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FIG. 5. The temperature dependence of the resistivity proxies
(in units of ~/e2) for parameters ↵ = 1.5, V = 0.5, µ = 1 (top
row, for h = 2.0 < hc, h = 2.6 ⇡ hc and h = 5.5 > hc) and
↵ = 1.0, V = 1.0, µ = 0.5 (bottom row, for h = 4.0 < hc, h =
4.6 ⇡ hc and h = 7.0 > hc). For h < hc, a small symmetry
breaking field has been applied, and the smaller component
of the resistivity proxy is shown. Values shown are for the
largest system size simulated (L = 16 or 18 depending on
temperature), with error bars estimated as described in the
Supplementary Material.
tical conductivity:
⇥
@2m⌧ e⇤⇤⌧= /2 = Z d!2⇡ !2m+1 0(!)sinh⇣ !2 ⌘ . (6)
The first two such moments obtained from our QMC sim-
ulations are shown in the Supplementary Material. (In-
terestingly, these moments can also be straightforwardly
computed from empirical data, enabling direct compar-
ison with experiment.)
The t o lowest ord r moments can be combined into
a quantity with units of resistivity according to
⇢2 ⌘
⇥
@2⌧ e⇤ (2⇡e⇤2)  ⌧= /2. (7)
This quantity tracks the DC resistivity at low tempera-
tures whene er the low frequency (! . T ) conductivity
can be described by a single Drude-like component which
either has Lorentzian shape or a width of order T . This is
a parsimonious (although not unassailable) assumption
and consistent with our data. With caveats in place, we
now describe the behavior of the two resistivity proxies
⇢1,2 defined above.
⇢1(h, T ) is represented in the coloring of the symmet-
ric metallic region of the phase diagram in Fig. 1. It
exhibits a non-monotonic dependence on h, with a maxi-
mum near hc. The temperature dependence of ⇢1 and ⇢2
are shown in Fig. 5 in the ordered and disordered phases
as well as at hc, for both ↵ = 1.5, V = 0.5, µ = 1.0 and
↵ = 1.0, V = 1.0, µ = 0.5. ⇢1 and ⇢2 are qualitatively
similar over a wide range of temperatures. Both are sig-
nificantly higher at h ⇡ hc than deep in the ordered and
disordered phases. In the ordered phase, the data are
roughly consistent with the T 2 temperature dependence
expected of a Fermi liquid. In the disordered phase, the
temperature dependence in the range of T > Tc can be fit
to a linear function of T with small slope and a slightly
negative extrapolated value at T ! 0. [56]
At h ⇡ hc, the behavior depends somewhat on param-
eters. For ↵ = 1.0, V = 1.0, µ = 0.5, there is an apparent
T   linear behavior over about a decade of temperature.
For ↵ = 1.5, V = 0.5, µ = 1.0, the high Tc leaves an
insu cient dynamical range to establish a clear power
law temperature dependence, but both ⇢1 and ⇢2 exceed
the Io↵e-Regel limit of ~/e2 at a temperature of approx-
imately 3Tc. Subject always to the uncertainties in ana-
lytic continuation, the behavior of our model near hc is
strikingly reminiscent of the “bad metal” phenomenology
seen in many correlated materials [57–59].
We have performed additional simulations at lower
fermionic densities, with results summarized in the sup-
plementary material. Much of the phenomenology ap-
pears to be robust: Close to hc, the imaginary part of the
fermionic self-energy at ~kh approaches a constant and the
resistivity is of order of the quantum of resistance. How-
ever, the temperature dependence of the resistivity is not
linear. Also, for certain values of the couplings, we find
evidence that the nematic transition becomes weakly first
order at low temperatures.
DISCUSSION
We have studied the vicinity of a nematic QCP in a
simple lattice model of a metal. The QCP is masked by a
dome-shaped superconducting phase. The normal-state
quantum critical regime does not exhibit clear scaling
behavior; however, it displays strong anomalies that we
associate with the approach to the QCP. In particular,
the fermion self-energy is strikingly non-Fermi liquid like
over much of the Fermi surface. The optical conductiv-
ity at frequencies . T is also strongly a↵ected by the
critical fluctuations. Assuming a simple form of  (!),
we find that the DC resistivity is anomalously large (ex-
ceeding the Io↵e-Regel limit for ↵ > 1) and nearly linear
in temperature.
While our model does not accurately describe the mi-
croscopics of any specific material, and ignores physical
e↵ects that may be important [60–63], it is plausible that
the qualitative behavior proximate to the QCP is rela-
tively insensitive to microscopic details. Our results bear
striking similarities to the behavior seen in certain high
temperature superconductors: in several iron-based su-
perconductors, the resistivity is anomalously large and
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(a) Current-current correlator Λ(ωn) near a nematic QCP (71). In this simul tion, T = 0.17,
h ≈ 2.6, and he foll wing parameters were used: α = 1.5, V = 0.5, µ = 1. The red line shows a fit
to Eq. (18). (b) Fitted optical conductivity σfit(ω) [Eq. (19)] in units of e
2/~, for three
temperatures. (c–f) Temperature dependence of the resistivity proxies ρ1, ρ2 (in units of ~/e2) for
parameters α = 1.5, V = 0.5, µ = 1 [(c,e), for h = 2.0 < hc, h = 2.6 ≈ hc and h = 5.5 > hc] and
α = 1.0, V = 1.0, µ = 0.5 [(d,f), for h = 4.0 < hc, h = 4.6 ≈ hc and h = 7.0 > hc]. For h < hc, a
small symmetry breaking field has been applied, uch that the resistivity tensor is anisotropic.
Only the smaller comp nent of the resistivity proxy is shown. (g,h) Resistivity proxies vs. T near
an SDW QCP. Here we set λ = 3, as in Fig. 2. (g) The maximum entropy result ρ3, and (h) the
proxy ρ2, shown near the QCP (r = 10.2) and deep in the disordered side (r = 20).
“Drude-like” peak, and a broad, weakly temperature dependent background. This pro-
cedure yields a “proxy” for the dc resistivity, ρ1 = 1/σfit(ω = 0). A more conventional
maximum entropy analysis y elds qualitatively similar r sults (71). However, the resulting
σ(ω) is not unique: adding more components ( > 2) gives a fit with a similar quality. This
is the main source of possible systematic errors in this analysis, as we discuss further below.
Another useful diagnostic of the low-frequency part of the optical conductivi y is ob-
tained by examining the curren -current correlation function as a function of imaginary
time. Λ˜(τ) is related to the conductivity via
Λ˜(τ) =
∫
dω
2pi
ω cosh[ω(β/2− τ)]
sinh(ωβ/2)
σ(ω). 20.
Thus, we see that derivatives of Λ˜(τ) at τ = β/2 c n be interpreted as moments of σ(ω)
weighted by a “window function” of width ∼ T :[(
d
dτ
)2m
Λ˜(τ)
]
τ=β/2
=
∫
dω
2pi
ω2m+1
sinh(ωβ/2)
σ(ω). 21.
If the low-frequency conductivity is characterized by a simple Drude-like peak, Eq. (21)
can be used to extract information about its weight a it width. We define a sec nd
resistivity proxy in terms of the moments in Eq. (21) as
ρ2 = [(d
2Λ˜/dτ2)/(2piΛ˜)2]τ=β/2. 22.
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If σ(ω) has a Lorentzian form with width much less than T , then ρ2 asymptotically coincides
with the DC resistivity as T → 0. Moreover, if σ(ω) has a single-peak structure at low
frequency and the width of the peak scales as T a with a ≤ 1, then ρ2 is proportional to the
dc resistivity as T → 0. Using ρ2 as a diagnostic for σ(ω) has the advantage that it does
not rely on any fitting procedure. However, it suffers from the same uncertainty as ρ1: it is
insensitive to fine structure in σ(ω) on a scale of ω ∼ T or smaller. If such structure exists,
then ρ2 does not serve as a good indicator of the dc resistivity.
With these caveats in mind, Fig. 7 shows the analysis of the transport properties near
the QCP, starting with the nematic model. The Matsubara frequency current-current cor-
relation function, Λ(ωn), near the nematic QCP, is plotted in Fig. 7(a). The results of the
two-component fit [Eq. (18)] for different temperatures at h ≈ hc are shown in Fig. 7(b).
As the temperature is lowered, the Drude-like component becomes narrower and higher,
while its integrated weight is approximately constant. The corresponding proxy of the dc
resistivity, ρ1 = 1/σfit(ω = 0), is shown vs. temperature in Figs. 7(c,d); it is also shown as
a colormap across the (h, T ) phase diagram in Fig. 2(b).
Figs. 7(e,f) shows the temperature dependence of the proxy ρ2. It is in qualitative
agreement with ρ1: near h = hc, both ρ1 and ρ2 are significantly larger than away from
the QCP, and depend nearly linearly on temperature, although for the larger coupling
strength (α = 1.5, upper row) the temperature range of this quasi-linear regime is small.
The superconducting phase sets the lower limit on the temperatures we can access. In
the strongly coupled case, the resistivity proxies become large at moderate temperatures,
exceeding ~/e2 at a temperature T ≈ 0.3t ∼ 0.1EF .
Similar results are obtained in the SDW model. The data are consistent with an optical
conductivity dominated by a Drude-like peak with a width of order ∼ T and a nearly con-
stant weight. The maximum entropy analysis result, ρ3, shown in Fig. 7(g), is qualitatively
consistent with the resistivity proxy ρ2 shown in panel (h). With the limited temperature
range accessible to us, it is difficult to establish a power law behavior for the temperature
dependence of ρ2, ρ3. If we assume a power-law behavior ρ ∼ T x at low temperatures, we
find x > 1 for r > rc, and x < 1 for r ≈ rc.
5. Conclusions and Outlook
The first batch of QMC simulations of metallic QCPs described in this article has yielded
remarkable and often unexpected insights, and opened new questions for numerical and an-
alytical investigation. In this concluding section, we will review and interpret the principal
conclusions of these studies and discuss their broader implications.
The most basic fact about both the SDW and Ising-nematic models is that in both
cases, the thermal transitions remain continuous at least down to low temperatures (T .
0.01EF ). Both models exhibit domes of high temperature superconductivity near their
putative QCPs, with a maximum Tc occurring near the QCP, confirming the notion that
critical fluctuations are conducive to superconductivity. Notably, in both types of QCPs,
superconductivity is the only contender other than the “primary” order parameter. Thus,
the physics of “competing orders”, with many ordered phases in a delicate balance with
each other, does not appear to be a ubiquitous feature of metallic QCPs. In addition, no
“pseudogap” regime is found in the vicinity of the QCPs, in the sense that there is no
broad regime characterized by a gap in the fermionic spectrum which is not associated with
a nearby ordered phase (such as an SDW or a superconductor).
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Consequently, these QCPs are not actually metallic, since they occur within supercon-
ducting phases. Though the models can in principle be supplemented by repulsive interac-
tions and/or symmetry breaking (such as a magnetic field) to suppress superconductivity,
the resulting sign problem drastically limits the accessible system sizes and temperatures.
Nonetheless, the sign-free models exhibit interesting phenomenology in the region of
their quantum critical “fans” above Tc, much of which persists into the superconducting
state, except at the lowest frequencies. We can thus operationally call this “metallic quan-
tum critical behavior”; in this regime, interesting phenomenology is observed in the order
parameter correlations, in the fermion Green’s function, and in the transport properties.
Some of the robust characteristics of this quantum critical regime, common to both
the SDW and Ising-nematic QCPs, are: 1) The order parameter correlations are strongly
affected by the coupling to the fermions, and are consistent with overdamped dynamics of
the bosons. 2) The single-particle fermionic correlator shows non-Fermi liquid behavior of an
unexpected kind. Strikingly, the fermionic self-energy is nearly frequency and temperature
independent over a broad regime above the superconducting Tc. 3) The transport properties
show strong anomalies, consistent with a significant broadening of σ(ω) near the QCP. If
the results are interpreted in terms of a single “Drude-like” peak, the data are consistent
with a large dc resistivity, nearly linear in temperature.
The order parameter dynamics of the SDW model are in broad agreement with Hertz-
Millis theory, with the exception of the temperature dependence of the order parameter
susceptibility (the latter displays a crossover behavior from 1/T to 1/T 2 upon decreasing
temperature). The dynamical critical exponent is z = 2. In the Ising-nematic case, the
static order parameter correlations are well-described by a simple mean field-like form,
again in agreement with Hertz-Millis theory. However, the order parameter dynamics do
not admit such a simple description. While at relatively weak values of the coupling, it
is qualitatively similar to the |ωn|/|q| form expected from Hertz-Millis theory, its form
evolves substantially as the coupling strength is increased. At stronger couplings, the ωn 6=
0 propagator becomes increasingly momentum independent (i.e., the effective dynamical
critical exponent increases). It is tempting to associate this behavior with an emergent
“local quantum criticality”, although the present studies of the Ising-nematic model do not
yet establish generic order parameter dynamics in the strong coupling regime.
The single fermion correlations in the quantum critical regime are simpler than the
order parameter correlations, but also more unexpected. At weaker coupling, the fermionic
correlations are consistent with a renormalized Fermi-liquid, while the order parameter
correlations are substantially altered, consistent with the conclusions of Sec. 2.2. At stronger
coupling, in both the SDW and Ising-nematic cases, there is a non-Fermi liquid regime above
Tc
13. This regime exhibits substantial loss of quasiparticle coherence in the “hot” regions
of the Fermi surface: the hot spots in the SDW case, and everywhere but the cold spots in
the Ising-nematic case. At these momenta, the imaginary part of the self-energy is nearly
constant, with only weak dependence on frequency and temperature. This violation of
Fermi liquid behavior is stronger than predicted by field theoretical methods, which predict
a power law dependence of the self-energy on frequency.
The origin of this behavior is yet to be clarified. It may well be a characteristic of a
finite-temperature crossover, not representative of the asymptotic infrared properties of any
13It remains to be seen whether the non-Fermi-liquid regime extends to temperatures parametri-
cally higher than Tc in an appropriate limit.
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QCP. (Note, however, that this behavior extends down to temperatures close to Tc.) In
our opinion, it is worth considering the more radical possibility that the metallic quantum
critical ground state is in fact characterized by a nonzero Im(Σ) in the ωn → 0 limit.
The transport signatures of the two models show unambiguously that the optical con-
ductivity is strongly affected by the proximity of the QCP. The implications for the dc
transport, however, merit both excitement and caution. The data in both models are con-
sistent with T -linear resistivity near the QCP; however, this analysis is subject to the usual
uncertainties associated with analytical continuation of imaginary time data. In particu-
lar, it relies heavily on the assumption that there is no structure in σ(ω) at frequencies
much smaller than T . Developing ways of independently testing the consistency of this
assumption within the simulations is desirable.
Future investigations of metallic quantum critical points will hopefully develop both the
breadth and depth of our understanding. The robustness of the behavior described in this
review should be tested by simulating microscopic models with different band structures
and different kinds of broken symmetry. Further direct comparisons of the QMC data to
perturbative analytical calculations, at least in the weak to intermediate coupling regimes,
can provide useful insights into the interpretation of the results. Finally, sign-problem free
models, such as the ones often used to describe metallic QCPs, form a “zero measure” set in
Hamiltonian space. It is important to study to what extent the results presented here carry
over in the presence of more generic interactions. Devising ways to do this numerically is,
of course, a highly challenging problem at the frontier of the field of many-body quantum
physics.
Acknowledgements
It is a pleasure to thank C. Bauer, S. Chatterjee, D. Chowdhury, A. Chubokov, R. Fernan-
des, M. Gerlach, S. Kivelson, A. Klein, Z.-Y. Meng, M. Metlitski, S. Sachdev, K. Sun, X.-Y.
Xu, Xiaoyu Wang, and Yuxuan Wang for collaboration on the numerical investigations re-
viewed here and on related topics. S.L. acknowledges support from the Gordon and Betty
Moore Foundation’s EPiQS Initiative. Y.S is supported by the Department of Energy, Of-
fice of Science, Basic Energy Sciences, Materials Sciences and Engineering Division, under
Contract DEAC02-76SF00515 and by the Zuckerman STEM Leadership Program. We also
gratefully acknowledge allocation of the much needed computing time on the CHEOPS clus-
ter at RRZK Cologne, the JURECA cluster at the Forschungszentrum Ju¨lich, the SIMES
cluster at SLAC, and the ATLAS cluster at the Weizmann Institute.
LITERATURE CITED
1. Mathur N, Grosche F, Julian S, Walker I, Freye D, et al. 1998. Nature 394:39
2. Gegenwart P, Custers J, Geibel C, Neumaier K, Tayama T, et al. 2002. Phys. Rev. Lett.
89:056402
3. Custers J, Gegenwart P, Wilhelm H, Neumaier K, Tokiwa Y, et al. 2003. Nature 424:524
4. Paglione J, Tanatar MA, Hawthorn DG, Boaknin E, Hill RW, et al. 2003. Phys. Rev. Lett.
91:246405
5. Bianchi A, Movshovich R, Vekhter I, Pagliuso P, Sarrao J. 2003. Phys. Rev. Lett. 91:257001
6. Park T, Ronning F, Yuan HQ, Salamon MB, Movshovich R, et al. 2006. Nature 440:65–8
7. Gegenwart P, Si Q, Steglich F. 2008. Nature Physics 4:186–197
8. Nakatsuji S, Kuga K, Machida Y, Tayama T, Sakakibara T, et al. 2008. Nature physics 4:603
20 Berg et al.
9. Matsumoto Y, Nakatsuji S, Kuga K, Karaki Y, Horie N, et al. 2011. Science 331:316–319
10. Landaeta JF, Subero D, Catala´ D, Taylor SV, Kimura N, et al. 2017. ArXiv:1702.06812
11. Hashimoto K, Cho K, Shibauchi T, Kasahara S, Mizukami Y, et al. 2012. Science 336:1554–
1557
12. Shibauchi T, Carrington A, Matsuda Y. 2014. Annual Review of Condensed Matter Physics
5:113–135
13. Chu JH, Kuo HH, Analytis JG, Fisher IR. 2012. Science 337:710–
14. Kuo HH, Chu JH, Palmstrom JC, Kivelson SA, Fisher IR. 2016. Science 352:958–962
15. Gallais Y, Fernandes RM, Paul I, Chauvie`re L, Yang YX, et al. 2013. Phys. Rev. Lett.
111:267001
16. Thorsmølle VK, Khodas M, Yin ZP, Zhang C, Carr SV, et al. 2016. Phys. Rev. B 93:054515
17. Bo¨hmer AE, Burger P, Hardy F, Wolf T, Schweiss P, et al. 2014. Phys. Rev. Lett. 112:047001
18. Motoyama E, Yu G, Vishik I, Vajk O, Mang P, Greven M. 2007. Nature 445:186
19. Armitage N, Fournier P, Greene R. 2010. Reviews of Modern Physics 82:2421
20. Daou R, Cyr-Choinie`re O, Laliberte´ F, LeBoeuf D, Doiron-Leyraud N, et al. 2009. Phys. Rev.
B 79:180505
21. Ramshaw BJ, Sebastian SE, McDonald RD, Day J, Tan BS, et al. 2015. Science 348:317–320
22. Daou R, Doiron-Leyraud N, LeBoeuf D, Li SY, Laliberte F, et al. 2009. Nat Phys 5:31–34
23. Wo¨lfle P, Abrahams E. 2011. Phys. Rev. B 84:041101
24. Hertz JA. 1976. Phys. Rev. B 14:1165–1184
25. Moriya T. 1985. Spin Fluctuations in Itinerant Electron Magnetism, Springer, Berlin
26. Millis AJ. 1993. Phys. Rev. B 48:7183–96
27. Vojta M, Zhang Y, Sachdev S. 2000. Phys. Rev. B 62:6721–6744
28. Assaad FF, Herbut IF. 2013. Physical Review X 3:031010
29. Li ZX, Jiang YF, Jian SK, Yao H. 2017. Nature communications 8:314
30. Altshuler B, Ioffe L, Millis A. 1994. Phys. Rev. B 50:14048
31. Nayak C, Wilczek F. 1994. Nuclear Physics B 430:534–562
32. Nayak C, Wilczek F. 1994. Nuclear Physics B 417:359–373
33. Altshuler BL, Ioffe LB, Millis AJ. 1995. Phys. Rev. B 52:5563–5572
34. Chakravarty S, Norton R, Syljuasen O. 1995. Phys. Rev. Lett. 74:1423–1426
35. Castellani C, DiCastro C, Grilli M. 1995. Phys. Rev. Lett. 75:4650–4653
36. Abanov A, Chubukov AV. 1999. Phys. Rev. Lett. 83:1652–1655
37. Abanov A, Chubukov A. 2000. Phys. Rev. Lett. 84:5608
38. Abanov A, Chubukov A, Schmalian J. 2003. Advances in Physics 52:119
39. Metzner W, Rohe D, Andergassen S. 2003. Phys. Rev. Lett. 91
40. Abanov A, Chubukov A. 2004. Phys. Rev. Lett. 93:255702
41. Pankov S, Florens S, Georges A, Kotliar G, Sachdev S. 2004. Phys. Rev. B 69
42. Lawler MJ, Barci DG, Ferna´ndez V, Fradkin E, Oxman L. 2006. Phys. Rev. B 73:085101
43. Rech J, Pepin C, Chubukov AV. 2006. Phys. Rev. B 74:195126
44. v. Lo¨hneysen H, Rosch A, Vojta M, Wo¨lfle P. 2007. Rev. Mod. Phys. 79:1015
45. Aji V, Varma CM. 2007. Phys. Rev. Lett. 99:067003
46. Lee SS. 2009. Phys. Rev. B 80:165102
47. Zacharias M, Woelfle P, Garst M. 2009. Phys. Rev. B 80
48. Metlitski M, Sachdev S. 2010. Phys. Rev. B 82:075127
49. Metlitski M, Sachdev S. 2010. Phys. Rev. B 82:075128
50. Mross DF, McGreevy J, Liu H, Senthil T. 2010. Phys. Rev. B 82:045121
51. Maslov DL, Chubukov AV. 2010. Phys. Rev. B 81:045110
52. Dalidovich D, Lee SS. 2013. Phys. Rev. B 88:245106
53. Efetov K, Meier H, Pe´pin C. 2013. Nature Physics 9:442
54. Abrahams E, Schmalian J, Wo¨lfle P. 2014. Phys. Rev. B 90:045105
55. Fitzpatrick AL, Kachru S, Kaplan J, Raghu S. 2014. Phys. Rev. B 89:165114
www.annualreviews.org • QMC studies of critical metals 21
56. Meier H, Pe´pin C, Einenkel M, Efetov K. 2014. Phys. Rev. B 89:195115
57. Holder T, Metzner W. 2015. Phys. Rev. B 92:041112
58. Wang Y, Chubukov AV. 2015. Phys. Rev. B 92
59. Raghu S, Torroba G, Wang H. 2015. Phys. Rev. B 92:205104
60. Varma C. 2015. Phys. Rev. Lett. 115:186405
61. Varma CM. 2016. Reports on Progress in Physics 79:082501
62. Meszena B, Sa¨terskog P, Bagrov A, Schalm K. 2016. Physical Review B 94:115134
63. Schlief A, Lunts P, Lee SS. 2017. Physical Review X 7:021010
64. Lee SS. 2017. Annual Review of Condensed Matter Physics
65. Sa¨terskog P. 2018. SciPost Physics 4:015
66. Berg E, Metlitski MA, Sachdev S. 2012. Science 338:1606–1609
67. Schattner Y, Lederer S, Kivelson SA, Berg E. 2016. Physical Review X 6:031028
68. Li ZX, Wang F, Yao H, Lee DH. 2016. Science bulletin 61:925–930
69. Schattner Y, Gerlach MH, Trebst S, Berg E. 2016. Phys. Rev. Lett. 117:097002
70. Gerlach MH, Schattner Y, Berg E, Trebst S. 2017. Phys. Rev. B 95:035124
71. Lederer S, Schattner Y, Berg E, Kivelson SA. 2017. Proceedings of the National Academy of
Sciences 114:4905–4910
72. Wang X, Wang Y, Schattner Y, Berg E, Fernandes RM. 2017. arXiv preprint arXiv:1710.02158
73. Wang X, Schattner Y, Berg E, Fernandes RM. 2017. Phys. Rev. B 95:174520
74. Xu XY, Sun K, Schattner Y, Berg E, Meng ZY. 2017. Physical Review X 7:031058
75. Li ZX, Wang F, Yao H, Lee DH. 2017. Phys. Rev. B 95:214505
76. Gazit S, Randeria M, Vishwanath A. 2017. Nature Physics 13:484–490
77. Loh EY, Gubernatis JE, Scalettar RT, White SR, Scalapino DJ, Sugar RL. 1990. Phys. Rev.
B 41:9301–9307
78. Fitzpatrick AL, Kachru S, Kaplan J, Raghu S, Torroba G, Wang H. 2015. Phys. Rev. B
92:045118
79. Lunts P, Schlief A, Lee SS. 2017. Phys. Rev. B 95:245109
80. Miyake K, Schmitt-Rink S, Varma CM. 1986. Phys. Rev. B 34:6554–6556
81. Scalapino D, Loh Jr E, Hirsch J. 1986. Phys. Rev. B 34:8190
82. Monthoux P, Balatsky A, Pines D. 1991. Phys. Rev. Lett. 67:3448
83. Abanov A, Chubukov AV, Schmalian J. 2001. EPL (Europhysics Letters) 55:369–375
84. Metlitski MA, Sachdev S. 2010. New Journal of Physics 12:105007
85. Metlitski MA, Mross DF, Sachdev S, Senthil T. 2015. Phys. Rev. B 91:115111
86. Wang Y, Abanov A, Altshuler BL, Yuzbashyan EA, Chubukov AV. 2016. Phys. Rev. Lett.
117:157001
87. Lederer S, Schattner Y, Berg E, Kivelson SA. 2015. Phys. Rev. Lett. 114:097001
88. Maier TA, Scalapino DJ. 2014. Phys. Rev. B 90:174510
89. Chubukov AV, Pe´pin C, Rech J. 2004. Phys. Rev. Lett. 92:147003
90. Wang Y, Agterberg DF, Chubukov A. 2015. Phys. Rev. Lett. 114:197001
91. Gubernatis J, Kawashima N, Werner P. 2016. Quantum Monte Carlo methods: Algorithms
for lattice models. Cambridge, UK: Cambridge University Press
92. Landau DP, Binder K. 2000. A Guide to Monte Carlo Simulations in Statistical Physics.
Cambridge University Press
93. Troyer M, Wiese UJ. 2005. Phys. Rev. Lett. 94:170201
94. Lang GH, Johnson CW, Koonin SE, Ormand WE. 1993. Phys. Rev. C 48:1518–1545
95. Wu C, Zhang SC. 2005. Phys. Rev. B 71:155115
96. Chandrasekharan S. 2010. Phys. Rev. D 82:025007
97. Huffman EF, Chandrasekharan S. 2014. Phys. Rev. B 89:111101
98. Li ZX, Jiang YF, Yao H. 2015. Phys. Rev. B 91:241117
99. Li ZX, Jiang YF, Yao H. 2016. Phys. Rev. Lett. 117:267002
100. Wei Z, Wu C, Li Y, Zhang S, Xiang T. 2016. Phys. Rev. Lett. 116:250601
22 Berg et al.
101. Wang L, Liu YH, Iazzi M, Troyer M, Harcos G. 2015. Phys. Rev. Lett. 115:250601
102. Wei ZC. 2017. arXiv:1712.09412
103. Blankenbecler R, Scalapino DJ, Sugar RL. 1981. Phys. Rev. D 24:2278
104. Scalettar RT, Loh EY, Gubernatis JE, Moreo A, White SR, et al. 1989. Phys. Rev. Lett.
62:1407
105. Assaad FF. 2002. Published in: J. Grotendorst, D. Marx, A. Muramatsu (Eds.), John von
Neumann Institute for Computing, Julich, pp. 99-156
106. Assaad FF. 2002. Phys. Rev. B 65:115104
107. Liu J, Shen H, Qi Y, Meng ZY, Fu L. 2017. Phys. Rev. B 95:241104
108. Liu ZH, Xu XY, Qi Y, Sun K, Meng ZY. 2017. ArXiv:1706.10004
109. Xu XY, Qi Y, Liu J, Fu L, Meng ZY. 2017. Phys. Rev. B 96:041119
110. Liu ZH, Xu XY, Qi Y, Sun K, Meng ZY. 2018. ArXiv:1801.00127
111. Bauer C, Schattner Y, Berg E, Trebst S. 2018. In preperation
112. Punk M. 2016. Phys. Rev. B 94:195113
113. Klein A, Chubukov A. 2017. Phys. Rev. B 96:041125
114. Trivedi N, Randeria M. 1995. Phys. Rev. Lett. 75:312–315
115. Gubernatis J, Jarrell M, Silver R, Sivia D. 1991. Phys. Rev. B 44:6011
www.annualreviews.org • QMC studies of critical metals 23
