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1 Introduction
1.1 Background
We are living today in a world where the computing/telecommunications infrastruc-
ture and software services running on top of this infrastructure, are more and more
ubiquitous and diverse. We consider a service as implemented by a distributed archi-
tecture composed by interconnected components (sometimes called also services).
Reusable components may be published, upgraded and removed continuously by
diﬀerent providers.
We consider the service’s context [5] as constituted by two main parts:
a. The infrastructure related part includes the available resources and the elements
that may inﬂuence this infrastructure, for instance, the wireless network through-
put may be inﬂuenced by the rain.
b. The user related part includes the user needs and the factors that may inﬂuence
these needs, for instance, the proximity to some objects that may change the user
interest/needs.
Dynamic service adaptation means to reconﬁgure a service in execution in order
to make it more adequate to its context. Accordind to our service deﬁnition, the
reconﬁguration primitives are: add, replace, remove, parameterize, migrate com-
ponents and connect/disconnect components ports. In the ’traditional’ adaptive
systems, the developer must solve ’manually’ two main problems:
P1. Determine, a priori, the service adequacy to each possible context state. Usually,
this problem is solved using some rules and conditions that test some context
attributes.
P2. Specify a strategy that will transform an inadequate service into an adequate one.
A strategy is a suite of reconﬁguration primitives.
The second problem depends on the ﬁrst one. Thus, in this paper we insist
especially on this ﬁrst problem and we propose some partial solutions for the second
one.
1.2 Problem
The fact that the developer must solve ’manually’ the problems described before
leads to several drawbacks, as follows:
- High complexity/costs. The infrastructure, the services but also the user needs are
in continuous diversiﬁcation. The increasing complexity becomes an important
problem for the developers/administrators, problem noticed also in [13]. If the
context includes a large number of elements with many attributes and we have
a services with a lot of components, the determination of service adequacy to
context may lead to a combinatorial explosion. Additionally, the possible rule
conﬂicts must be also solved by the developer.
- Impossibility to completely anticipate the context/service evolution. In open en-
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vironments [7], such as mobile systems, it is impossible to anticipate all context
elements/attributes that will inﬂuence the service at a given moment. Instead of
having services that oﬀer only the features anticipated by the service developer,
we may prefer to have proactive services able to discover and propose to user
new, unanticipated features. Also, a service that uses only components a priori
deﬁned cannot make use of new components that are published after its creation.
- Diﬃcult intervention a posteriori. The developer intervention after the service
creation may be impossible for some distributed services because they cannot be
stopped (without some important costs) or the time available for reconﬁguration
is too short. In cases like this, it is useful to replace developer intervention by
some automatic solutions.
1.3 General objective
The problems described before have a common cause: only the service developer
understands if a service S is adequate to a given context C and decide what strategy
to apply. Our objective is to replace the developer’s work described before with an
’intelligent’ algorithm. This algorithm will be able to determine itself the adequacy
between the service and the context. Once this problem solved, the strategy search
becomes possible because we can generate any service-context conﬁguration and
check its adequacy.
1.4 Approach
In order to make possible the machine-based reasoning about the service adequacy
to the context, we propose a service-context meta-model. This meta-model use
a common graph representation for describing: the service, the context and their
interactions. The proposed meta-model will be used by the control part of an
adaptation platform. The meta-model must be extended/updated dynamically as
the context and service change, it must reﬂect at each moment the knowledge about
the service and context.
1.5 Paper outline
This paper is organized as it follows: the next section presents several existent
adaptive systems; section three presents the service-context meta-model, how it is
used, and ﬁnally its place into adaptive platform architecture. Section four describes
a simple prototype that we have implemented in order to test our model. The last
section presents the evaluation, the conclusions and the future work.
2 Existent solutions, limitations and reusable aspects
In this section we analyse some representative adaptive platforms. Accordind to
our objective, the main questions are: How is it determined the service adequacy
to the context? How are speciﬁed the adaptation strategies? What is the developer
role?
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We are also interested to analyse if the adaptive platforms architectures are suit-
able for our objective and what are the elements of these architectures that may
be reused. For avoiding possible confusions, in this paper we use ’service architec-
ture’ for describing a service and ’adaptive platform architecture’ for describing the
platform that adapts the service.
2.1 Adaptive platforms examples
An ﬁrst interesting example is the ”Rainbow” [10] platform proposed by D. Garlan et
all. This platform architecture is based on the separation between the adapted part
(the service) and the adaptation part (probes, control, eﬀectors). The adaptation is
controlled using rules and strategies. For instance, the rule indicates when a speciﬁc
strategy must be applied and specify also what particular strategy to execute. A rule
example is: ”if the server response time is higher than a given value, then execute the
strategy ’responseTimeStragey’ ”. This strategy specify where (the server group),
and what to reconﬁgure (add a new server). The strategy includes itself some other
rules (the separation rule/strategy is not very strong). A addServer() method must
exist in order to make the adaptation possible. The service adequacy to the context
is given by the rules; the adaptation solution is to apply a speciﬁc strategy. We
can observe that, the rules and the strategies are: developer-made, predeﬁned, and
they are service and context speciﬁc. To take into account a new context element
requires adding at least one rule or strategy. Determination of service adequacy to
the context and strategy search, are developer-made tasks.
Some authors discuss about ’unanticipated adaptation’. According to J. Keeney
[11], in a ’completely unanticipated system’, the answers to questions such as: when,
where, what and how to reconﬁgure a service are known only at runtime. The
author proposes the ”Chisel” platform that supports dynamic rule modiﬁcation.
Let analyze the following example:
ON WirelessNetworkDisconnect
NetworkConnectionService.WiredConnectionBehaviour
IF (NetworkConnectionService.WiredConnectionAvailable == TRUE &&
WirelessNetworkDisconnect.IsTemporary == FALSE ) ||
(UserPreferences.getPreferredComms()).compareTo("Wireless") != 0
This rule is that if the wireless network is disconnected, apply the strategy ’Wired-
ConnectionBehaviour’, but only if a wired connection exists and the wireless dis-
connection is not just temporary. The adaptation technique is based on reﬂective
language support and will not be detailed here. We may observe that, even if these
rules may be changed at runtime (as the author claims), the strategies are still pre-
deﬁned (i.e. ’WiredConnectionBehaviour’ strategy) and also the events that comes
from the context (i.e. ’WirelessNetworkDisconnect’). Another inconvenient is that,
adding new rules require developer intervention because the user is not able in
general to write such complex syntaxes or deal with possible conﬂicts between dif-
ferent rules. Basically, we encounter here the same limitations as for the ”Rainbow”
platform: the determination of service adequacy to its context is developer-based.
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Autonomic Computing [13] is a very interesting emerging domain with high
ambitions. IBM has an entire department working on this area. They have created
the ”IBM Autonomic Computing Toolkit” [12]. This toolkit comes with a general
architecture inspired from the biological model: nerves-probes, brain-controller, and
muscles-eﬀectors. The reconﬁguration decisions are based on the log messages but
no general solution is given, the adaptation control is service speciﬁc. We have not
found a solution allowing to automatically determine the service adequacy to its
context. In fact, we do not have today a really complete solution for autonomous
adaptation but rather several proposals around this subject.
K. Fujii proposes in [9] a semantic component model called ’CoSMoS’ and a
platform called ’SegSeC’. The proposed platform is able to automatically deploy
component-based services, starting only from the user demand (which is expressed
as natural language sentence). The main idea is to add semantic concepts to com-
ponent models and then to use ontology and semantic graph in order to establish
connections between components/services described by semantically related con-
cepts. This idea is interesting because it provides some autonomy: the service is
assembled without requiring developer intervention. However, some limitations of
this platform are: the service is not reconﬁgured dynamically after the deployment,
the only context taken into account is the user demand, the user demand must be
simple enough and must respect a certain syntax (words order). This proposal still
does not oﬀer a general response to the problem of adequacy determination between
a service and its context but it oﬀers us a hint: to use additional semantic concepts.
After studying some other platforms such as: ”MobiPADS” [3], ”Gaia” [14],
”K-component” [6], ”Madam” [8] and others our conclusions are:
- Platform architecture. Existent adaptive platforms have in general three main
parts: a) the adapted part (the service) having some reconﬁgurable elements
(parameters), b) the observation part (probes, sensors) that periodically monitors
the context and service state and c) the control part that uses rules and strategies.
The most common principle used is the classical closed-loop, and it is similar to
human nervous system model.
- Control part. The platforms control part is based on service and context-speciﬁc
rules/strategies, which are predeﬁned by the developer. Adding new context ele-
ments/attributes requires human intervention especially because not the platform
but the developer only is able to reason about the service to context adequacy.
2.2 Platforms evaluation
In the analyzed platforms we have not found automatic solutions for the service-
context adequacy determination. However, we may reuse some elements such as:
the closed-loop principle for the adaptation platform, the adaptation techniques
such as reﬂexive middleware, the context discovery solutions [4], the idea to add se-
mantic information to component models. The only part of an adaptation platform
that must be changed signiﬁcantly in order to support autonomic adaptation is the
control part.
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3 Proposed solution for autonomic adaptation
This section is organized in a ’bottom-up’ manner: we present ﬁrst the service-
context meta-model, its properties, its usage and ﬁnally the adaptive platform that
uses this meta-model at the control level.
3.1 What is the service-context meta-model?
The service-context meta model describes the following aspects: S - service, I -
infrastructure, IC - infrastructure context, U - user(s), UC - user’s context. These
parts are connected like it is shown in the ﬁgure 1.
I IC S U UC 
Fig. 1. Service-context meta-model, general structure
The service interacts directly with its infrastructure I and its user U. The infras-
tructure is inﬂuenced by its context IC and the user also is inﬂuenced by its context
UC. According to context deﬁnition given in the introduction, the context C = {I,
IC, U, UC}. We have two types of general interrelations:
- The information exchange relation concerns the S-U interaction. The user ex-
changes information with the service through the HMI (Human Machine Inter-
face), the components exchange also information one with another.
- The resources utilization relation concerns the S-I interaction. The service uses
a certain amount of the infrastructure resources (i.e. memory, bandwidth, etc.).
Service model
The service meta-model describes the service architecture as a graph having as
nodes the components and as arcs the interconnections, similar to an ADL (Archi-
tecture Description Language) description. We observed that a ”pipe-and-ﬁlter”
perspective signiﬁcantly simpliﬁes our model without limiting it. A ﬁlter has one
input and one output, a sink has only one input, and a source has only one output.
A complex component with several inputs and several outputs will be represented,
at the meta level, as decomposed in several distinct ﬁlters/sources/sinks.
Context model
The context is represented today using diﬀerent model types: list of attributes,
object oriented models, ontology based models[15], contextual graph [2]. In order
to have a common model, we propose the use of the same model for the context and
the service. This means, the context is also seen as an architecture composed by
interconnected contextual components: user, terminal, network, environment, etc.
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Proﬁles
One problem is that actual service and context models do not reveal the service-
context interrelations. In order to solve it, we introduce the proﬁle concept. The
proﬁle role is to describe the components and to show how they interact with each
other. The proﬁle is a meta-data (XML ﬁle) associated to a component, software
or contextual. The proﬁle elements that describe one ﬁlter are:
- Type. The type may be software, contextual or observer. An observer is a special
software component used for service and context observation, it oﬀers information
about the others service/context components.
- Component attributes. The component attributes are related to the whole com-
ponent. Examples of such attributes are: memory, CPU, APIs, OS, and they are
related usually to the physical and logical resources. Each attribute has a name
and a deﬁnition domain (values).
- Flow attributes. The ﬂow attributes are related to the input and output informa-
tion ﬂows that enter or exit the component ports. These attributes characterize
the information content. Some examples are: data type, language, compression,
delay, bit rate. Each attribute has a name and a deﬁnition domain. For each
attribute we deﬁne a transfer function H, as for the electrical ﬁlters. This func-
tion indicates the relationship between the output value and the input value for a
certain attribute. The H function may have parameters that are associated with
the component parameters. If the H relationship cannot be known a priori, it
will be marked as unknown (we use the special symbol ’?’).
Each complex component may be decomposed in several ﬁlters. From the ’mem-
ory’ attribute point of view, for instance, the terminal is seen as a memory source
and the components are memory sinks. An English to french translation component
is a memory sink but also a language ﬁlter. The component developer must always
specify the component proﬁle; otherwise the adaptation platform cannot be aware
of the component capabilities.
Scenario and illustration
In order to facilitate the model explanation, we propose to apply it for a con-
crete scenario. This scenario is based on a forum service. The forum architecture
is composed by a client, itself composed by a message editor TreeViewUI and a
message composer EditorUI, and a forum server Forum Server. The service’s in-
frastructure includes a smart-phone, which is the client host, connected through a
wireless network to a server machine. Figure 2 illustrates the service-context model
for this scenario.
Several contextual components are involved: User that interacts with the forum
service through its HMI, Terminal that includes two components: the display as
output device and the keyboard as input device. The terminal devices are interposed
between the user and the software components. The terminal screen visibility may
be inﬂuenced by external factors as the external light for instance. The Network
connects the terminal with the internet access point and ﬁnally with the server
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RAM, 
CPU,  
HD, 
OS, 
APIs
Client 
TreeViewUI
EditorUI
Forum 
Server 
RAM,  
CPU, 
OS, 
APIs 
Fig. 2. Service-context model - architectural illustration
machine. Several networks may be concatenated. Uplink and downlink are seen as
separated ﬁlters. The network bit rate may be inﬂuenced by the external conditions
such as rain for instance. The Server machine is a host for the forum server (we
may take into account this contextual component for load balancing).
Service-context meta-model represented as a graph
The adaptation platform manipulates the service-context meta-model as a graph.
The graph depicted in ﬁgure 3 corresponds to the architecture depicted in ﬁgure
2. In order to simplify the graph, we have omitted some elements compared to
the ﬁgure 2. The graph nodes corresponds to software, white, and contextual,
gray components. The observer components are not included in this graph but we
use them in order to update it. A node is an object that includes all the proﬁle
attributes: component attributes, ﬂow attributes and transfer functions. The graph
arcs are oriented and correspond either to information ﬂows (normal arrows) or to
resource utilization (dotted arrows).
U, 
view 
TreeV
iewUI
Editor
UI 
U,
hand 
Forum 
Server 
T, 
displ. 
T, 
keyb. 
T, 
memory 
External 
light 
Net.
(down) 
Net.
 (up) 
Fig. 3. Service-context model represented as a graph
3.2 How can we determine the service-context adequacy?
In order to formalize what ’adequacy’ means, we consider that adequacy may be
TRUE or FALSE. According to the interrelation types deﬁned before, we express a
general adequacy rule:
Adequacy = TRUE
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IF
for any two interconnected filters Ci -> Cj, the Ci output value
is included in the Cj input interval
AND
for each type of consumed resource, the provided resource
of the same type is superior as value
Informational ﬂow-related adequacy
The ﬁrst part of the rule concerns the informational ﬂow compatibility and the
second the infrastructure resource compatibility. For the forum service, if the user
(contextual component) produces information having the ’language’ attribute ’FR’,
but the service input requires the value ’EN’ for the same ’language’ attribute, we
decide that this service is not adequate to its context. Figure 4 illustrates this idea
of information ﬂow compatibility.
C1 C2 
Attribute: X 
D_out
Attribute: X 
D_in
Fig. 4. Flow compatibility
The information ﬂow circulates directly through the interconnections (but may
suﬀer modiﬁcation through the ﬁlters). For each attribute, the chain eﬀect is given
by the mathematical composition of the transfer functions for each ﬁlter in the chain
(functions H speciﬁed in the component proﬁle). If a ﬁlter proﬁle does not specify
an attribute, we suppose that the ﬁlter does not aﬀect that attribute and its output
value is equal to its input value. An unspeciﬁed function H is equivalent to the
identity function, and this allows us to compose the functions. As it is depicted
language: {‘FR’} 
-> {‘EN’} 
C2 C3 =
C1oC2
language: {‘FR’} -> {‘EN’} 
type : {‘*’} -> {‘ZIP’} 
size : {‘*’} -> {‘?’} 
≡
C1 
type : {‘*’} -> {‘ZIP’} 
size : {‘*’} -> {‘?’} 
Fig. 5. Component chain composition
in 5, a chain made of two components C1 (a translator) and C2 (an archiver) is
equivalent to a component C3 = C1 o C2 (composition). The C3 proﬁle may be
calculated automatically and contains all the attributes of the C1 and C2 proﬁles.
The symbol ’*’ means any value and the symbol ’?’ means unknown value. The
unknown values may be detected using specialized components, the observers, (i.e.
language detector). The chain ﬂow attributes are given by the reunion of all ﬂow
attributes of each ﬁlter. If two ﬁlters aﬀect the same attribute (fact indicated by
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their proﬁles), we use the standard mathematical function composition in order to
determine the chain global transfer function. The information composition is analog
to signal composition for electrical ﬁlter chains.
Infrastructure-related adequacy
A service is adequate to its context (physical infrastructure: terminals, machines,
networks) if it does not need more resources than those available. The nature of the
resources is usually additive. For instance, if the TreeViewUI (see ﬁgure 3) takes
100KB memory and EditorUI takes 300KB, then the two components will need
at least 400KB. As we can see in 3), these two components consume the terminal
memory, T.memory. If the available terminal memory is lower than 400KB, we
have an inadequacy.
In some cases, the resource utilization does not ﬁt into a simple additive relation.
For instance, two visual components may be displayed on the same display at the
same time or consecutively. The required screen surface is diﬀerent in the two
situations. In order to enable the developer to express diﬀerent situations, we oﬀer
the possibility of using diﬀerent composition and validation operators, not only the
addition and the inferiority operators (see ﬁgure 7). The attribute deﬁnitions and
the operators must be shared by all component developers in order to be able to
integrate components produced by diﬀerent developers.
3.3 How can we ﬁnd the right adaptation strategy?
To ﬁnd an adaptation strategy is to establish a list of reconﬁguration primitives that
will be applied. Two types of decisions are necessary: a) decide the reconﬁguration
type (replacement, insertion, removal, migration, parametrisation) and b) decide
what component/interconnection to reconﬁgure into the existent service-context
system. The proposed meta-model does not solve the strategy search problem
but it allows us to generate diﬀerent service-context conﬁgurations and check their
adequacy. We present below a simple example demonstrating how the meta-model
helps us to ﬁnd a strategy.
An example
If the inadequacy is caused by information ﬂow incompatibility, one general
solution is to insert an additional ﬁlter that acts like an adapter. A translator is
an adapter between two components (software or contextual) ”speaking” diﬀerent
languages. The necessary component is searched for by its proﬁle: the input/output
function of the searched component must solve the inadequacy problem.
The insertion point is searched by verifying the proﬁles and the syntactical in-
terface (IDL) compatibility. As we see in the ﬁgure 6, the graph model gives us
the possibility to follow the informational ﬂows. In the forum case, a new language
translator ﬁlter may be inserted after the EditorUI output, if present on the termi-
nal, or before the ForumServer input if the translator is a remote web service. The
same idea may be used for the service output: a second translation component may
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be inserted after the ForumServer output. As we can see, the model enables us to
make distinction between the user’s ability to write or to read respectively (input
and output) in English.
U, 
view 
TreeV
iewUI
Editor
UI 
U,
hand 
Forum 
Server 
T, 
displ. 
T, 
keyb. 
T, 
memory 
Ambien 
light 
Net.
(down) 
Net.
(up) 
‘language’
D : {EN} 
‘language’
D’ -> {FR} 
Fig. 6. Solution search for a ﬂow related inadequacy
In principle, a new ﬁlter may be inserted at any point of a ﬁlter chain if two con-
ditions are fulﬁlled: a) the IDL (Interface Deﬁnition Language) is compatible and
b) it does not create a new inadequacy because of its own proﬁle. An existent ﬁlter
may be replaced with another one if the same conditions are fulﬁlled. As an obser-
vation, the service reconﬁguration is not the only way to adapt the service-context
system. In some cases, the system may suggest to user to do himself something that
leads the service-context system into an adequate state, for instance, move with its
terminal to a place with better network coverage.
3.4 How can we use and extend the meta-model?
The control part, ﬁgure 7, uses a common-deﬁned, service-independent table con-
taining the attribute deﬁnitions and the operators for composition and validation.
This table must be created by a human operator and the idea is to have e unique
deﬁnition for all services. Also, the proﬁle attribute names must be respected by
the component developers while describing the proﬁles.
=:={FR, EN,.. ?,*}   language
<+0…Max  memory
{voice, graph..} Ihm_type
Execution platform 
Service 
Controller:  
- profile validation 
algorithms 
- strategy selection 
- strategy application and 
solution search 
Component 
profiles updating
Fig. 7. Proﬁle attributes deﬁnitions
Each component must have a proﬁle, which means the component developer
must describe that component as completely as possible. The component proﬁles
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must be speciﬁed by the component developers and the adaptation depends on the
proﬁle content: if an attribute is not present in the proﬁle we cannot check the
adequacy for the missing attribute. The model extension requires additional lines
in the attribute table, ﬁgure 7 and requires intervention of a human operator. Once
added, these deﬁnitions may be reused. For the contextual components, common
deﬁnitions must be used too. We may have a common ontology deﬁning contextual
components, for instance diﬀerent terminal types with their characteristics.
3.5 Conceptual architecture for the autonomic adaptation platform
Figure 8 shows the proposed architecture that is based on the classical closed loop
control principle.
Observer 
(Context and 
Service Observers) 
Controller 
Adequacy
Verifier 
Strategy Search
Engine 
Context Service  
I. Observation I. Reconfiguration 
Meta-model 
Producer
Component
Repository 
Publish components 
described by profiles 
Reconfiguration orders 
Inspect Service 
Inspect Context 
Update graph 
Fig. 8. Adaptation platform architecture
The platform is composed by the following components:
- The adapted Service is composed by several interconnected components and runs
over an execution platform (i.e. a reﬂexive platform). This platform provides an
observation interface (introspection) and a conﬁguration interface oﬀering recon-
ﬁguration primitives such as: create/destroy, bind/unbind, migrate, parameterise
components and interconnections.
- The Observer module extracts information about the context and the service.
The context and the service are observed using some dedicated components called
observers. Context elements may be discovered dynamically, using pattern recog-
nition on a webcam recorded image for instance. The service observers concern
for instance the amount of memory or processor time used by a component.
- The Meta-model Producer produces and updates periodically the meta-model
graph (see section 3.1). This module puts together all the information obtained
about the service and the context.
- The Controller has two functions: a) to check the service to context adequacy
(see section 3.2) by analysing the service-context graph and b) to search the right
strategy if the service is not adequate. The service is reconﬁgured through the
execution platform reconﬁguration interface.
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- The Component Repository contains reusable components published by diﬀerent
component providers, including observer components. The Controller may use
these components in order to adapt the service.
4 Prototype
The prototype architecture is described in ﬁgure 9. The Component Repository con-
Component 
Repository 
(with Registry) 
Service Deploy 
Engine 
S-C Graph 
Producer 
Platform Manager 
Service 
Adapter 
Context 
Observer 
Deploy and Reconfiguration support: Java Reflect, ISL Patterns 
Service in 
execution 
Fig. 9. Proﬁle attributes deﬁnitions
tains the available components, in our case we have placed atomic components there,
such as the three forum components (viewer, editor, server), a translation compo-
nent, a language detector component and also the forum itself that is a composite
component. Components are implemented in Java, we use CCM (Corba Compo-
nent Model). Each atomic component has an IDL (Interface Deﬁnition Language)
description and a proﬁle described in XML. The forum is a composite component
and its architecture is described using an XML based ADL (Architecture Deﬁnition
Language). There is no need to specify proﬁles for composite components because
their proﬁles are determined by the inner components’ proﬁles (according to the
graph model and the composition rules).
The Service Deploy Engine uses Java reﬂection API in order to deploy the
service component instances and binds the components together. When a service is
deployed, the S-C Graph Producer initializes the service and context graph. In this
case, the context is implicit: the user is always connected to the service through the
HMI and each service component always uses the host resources. This example takes
into account only one contextual component: the user and only one information ﬂow
attribute: the language.
The Context Observer contains dedicated components also called ’observers’
that oﬀer the information needed in order to update the service-context graph. In
this case, a graph analysis reveals the fact that we have a user and the ’language’
attribute for this user is unknown. The solution is to search an observer component
capable to detect the value of this attribute. We look in the Component Repository
and we ﬁnd a language detector component. Now, the question is how to collect
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the necessary information in order to detect the user language? If we analyze the
service-context graph (see ﬁg. 6), we see that the informational ﬂow passes from the
user to the forum server. The language detector interface speciﬁcation (ISL) does
not allow us to insert it at the HMI level but we can do it at the EditorUI output.
So, the language detector is inserted there. The value resulted at the language
detector output will be used in order to update the service-context graph.
The Service Adapter re-checks the service adequacy to the context each time
the service-context graph is updated. If the service is not adequate, a solution
must be found. This prototype uses only one reconﬁguration type, for the moment:
component insertion. Thus, to ﬁnd the solution means to ﬁnd the right point where
to insert the component (see section 3.3). Runtime reconﬁguration is applied using
interaction patterns described using the ISL (Interaction Speciﬁcation Language)
language [1]. ISL allows us to specify a general pattern that is then used to insert
new components by interception. The interception means that a message/method
call between two existent components may be intercepted and redirected towards a
third component. We use this mechanism when we want to insert the translation
component into the forum service architecture.
The Platform Manager implements the platform ﬂow and assures the coherent
communication between the other parts of the adaptive platform.
Figure 10 depicts the forum user interface. The terminal used in this case is a
PDA. The user logs in, the platform detects a conﬂict between the user proﬁle (if
previously stored) and the service proﬁle because the user language and the service
language are diﬀerent.
a) b) c)
Fig. 10. Forum UI for a PDA device
The platform proposes two possibilities to the user: either use a translator or
leave the service unchanged. Assuming that the user chooses the translator from
French to English, his messages are translated. The prototype has two versions: in
the ﬁrst one the user language is supposed to be stored in a database, in the second
one the language is detected at each message. In the second version the user may
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write a message in English, French and German and the service is reconﬁgured for
each message, dynamically.
This prototype shows that the forum service may be adapted without using
service-speciﬁc rules, without indicating the component that must be inserted and
without specifying the insertion point (strategy). Instead, the language related
inadequacy is discovered by analyzing the service-context model; the required com-
ponent and the insertion point are searched for.
5 Evaluation, conclusions, perspectives
According to our approach, autonomic service adaptation requires to solve two
major problems. The ﬁrst one is to automatically determine the adequacy between
a service and its context. The second one depends on the ﬁrst one and it is to
automatically ﬁnd adaptation strategies leading the service-context system towards
an adequate state. In this paper we have proposed a solution for the ﬁrst problem,
the most important one. This solution is based on a meta-model describing the
service, its context and their interactions. The adequacy may be automatically
determined using service and context-independent rules and operators.
Our prototype has shown that it is possible to adapt a simple service using the
proposed meta-model, without using service and context speciﬁc rules/strategies.
The strategy search problem was only partially solved: we have shown that it is
possible to discover the place where a new component may be inserted but we
have ﬁxed the strategy type to component insertion. However, the proposed model
enables the machine to generate diﬀerent service-context conﬁgurations and check
their adequacy. The system is proactive; it discovers new adaptation possibilities
function on available components. If several solutions exist, the user may also decide
which one to use.
Our proposal redistributes the developer eﬀort for building adaptive services
toward components developers. Instead of predicting the context and writing par-
ticular adaptation rules/strategies, each component developer must describe his
components using proﬁles. A common attribute deﬁnition (ontology) must be used
by all developers. One advantage of the proﬁles is reutilization: a proﬁle of a com-
ponent composed itself by several components having each one a proﬁle can be
computed automatically. This means that only atomic components must be de-
scribed by ’hand’. A drawback is the proﬁle updating: if the component developer
wants to add something in a component’s proﬁle a posteriori, the update must be
done for all the services that already use the component.
The following issues are considered for future development: increase the accuracy
for expressing the service adequacy to the context, autonomic discovery of new
contextual components, strategy selection and search algorithm improvement (using
some AI inference engines), feedback-based learning.
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