












ADVANCING INTERNAL EROSION MONITORING 












































© Minal L. Parekh 2016 
All Rights Reserved 
 
ii 
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School of 
Mines in partial fulfillment of the requirements for the degree of Doctor of Philosophy (Civil 
Engineering).  
 





       Signed:____________________________ 
          Minal L. Parekh 
 
 
       Signed:____________________________ 
         Dr. Michael A. Mooney 
          Thesis Advisor 
 
        
 
 









Golden, Colorado  
 
Date ____________________________ 
       Signed:____________________________ 
          Dr. John McCray 
Department Head and Professor 




This dissertation presents research involving laboratory and field investigation of passive 
and active methods for monitoring and assessing earthen embankment infrastructure such as 
dams and levees. Internal erosion occurs as soil particles in an earthen structure migrate to an 
exit point under seepage forces. This process is a primary failure mode for dams and levees. 
Current dam and levee monitoring practices are not able to identify early stages of internal 
erosion, and often the result is loss of structure utility and costly repairs. This research 
contributes to innovations for detection and monitoring by studying internal erosion and 
monitoring through field experiments, laboratory experiments, and social and political framing 
The field research in this dissertation included two studies (2009 and 2012) of a full-scale 
earthen embankment at the IJkdijk in the Netherlands. In both of these tests, internal erosion 
occurred as evidenced by seepage followed by sand traces and boils, and in 2009, eventual 
failure. With the benefit of arrays of closely spaced piezometers, pore pressure trends indicated 
internal erosion near the initiation time. Temporally and spatially dense pore water pressure 
measurements detected two pore water pressure transitions characteristic to the development of 
internal erosion, even in piezometers located away from the backward erosion activity. At the 
first transition, the backward erosion caused anomalous pressure decrease in piezometers, even 
under constant or increasing upstream water level. At the second transition, measurements 
stabilized as backward erosion extended further upstream of the piezometers, as shown in the 
2009 test. The transitions provide an indication of the temporal development and the spatial 
extent of backward erosion.  
The 2012 IJkdijk test also included passive acoustic emissions (AE) monitoring. This 
study analyzed AE activity over the course of the 7-day test using a grid of geophones installed 
on the embankment surface. Analysis of root mean squared amplitude and AE threshold counts 
indicated activity focused at the toe in locations matching the sand boils. This analysis also 
compared the various detection methods employed at the 2012 test to discuss a timeline of 
detection related to observable behaviors of the structure. 
The second area of research included designing and fabricating an instrumented 
laboratory apparatus for investigating active seismic wave propagation through soil samples. 
This dissertation includes a description of the rigid wall permeameter, instrumentation, control, 
iv 
and acquisitions systems along with descriptions of the custom-fabricated seismic sensors. A 
series of experiments (saturated sand, saturated sand with a known static anomaly placed near 
the center of the sample, and saturated sand with a diminishing anomaly near the center of the 
sample) indicated that shear wave velocity changes reflected changes in the state of stress of the 
soil. The mean effective stress was influenced by the applied vertical axial load, the frictional 
interaction between the soil and permeameter wall, and the degree of preloading. The frictional 
resistance was sizeable at the sidewall of the permeameter and decreased the mean effective 
stress with depth. This study also included flow tests to monitor changes in shear wave velocities 
as the internal erosion process started and developed. Shear wave velocity decreased at voids or 
lower density zones in the sample and increased as arching redistributes loads, though the two 
conditions compete.  
Finally, the social and political contexts surrounding nondestructive inspection were 
considered. An analogous approach utilized by the aerospace industry was introduced: a case 
study comparing the path toward adopting nondestructive tools as standard practices in 
monitoring aircraft safety. Additional lessons for dam and levee safety management were 
discussed from a Science, Technology, Engineering, and Policy (STEP) perspective. 
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 CHAPTER 1 
INTRODUCTION 
1.1  Introduction and Motivation 
Earth levees and dams provide flood protection, clean water supply and renewable energy 
for millions of people around the globe. In the US, most of these structures are approaching or 
operating beyond their design life. For example; according to the American Society of Civil 
Engineers (ASCE 2009), 85% of all dams in the US will have exceeded their 50 year design life 
by 2020 so continued reliable performance is a concern. In addition to addressing structural 
health because of aging, of equal importance is assessing existing dams for deficiencies in 
comparison to modern design and construction practices (Foster et al. 2002). The need to 
develop the science and tools for monitoring early stages of failure within the structures is 
critical so that intervention can prevent catastrophic damage and costly repairs.  
Internal erosion is one of the primary processes threatening the structural health of 
earthen embankments, but observing the process beneath the surface is difficult. Schmertmann 
(2000) quotes the Building Research Establishment as saying “internal erosion can be a major 
threat to the safety of embankment dams, yet the mechanisms involved are not well 
understood… The problem sometimes receives relatively little attention yet it may be the 
greatest hazard to the safety of many embankment dams.” Internal erosion typically is not 
recognizable until it becomes observable during visual inspections of the surface of an 
embankment. Review of dam incidents and failures shows the first observable signs of erosion 
tend to be at progression (Fell et al. 2003), when a connection between the upstream and the 
downstream has already developed. Fig. 1.1 shows a few examples of internal erosion 
manifested at the surface of an earthen dam in the form of erosion channels, a sinkhole and a 
sand boil. By the time the process has reached this point, mitigation measures may be urgent at a 
high cost with few options for investigation and remediation. 
The observational method is a key component of successful geotechnical engineering and 
performance of the geotechnical components of infrastructure. In his Ninth Rankine Lecture, 
Ralph Peck (1969), a pioneer in the field of soil mechanics, referenced Karl Terzaghi’s 
understanding of internal erosion and dam foundations in general: “Here the unavoidable 
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shortcomings in the knowledge of the subsurface conditions and their influence on the pore water 
pressures drew his [Terzaghi’s] attention to the necessity for a substantial element of empiricism 
in design.” Peck quoted Terzaghi: “Many variables, such as the degree of continuity of important 
strata or the pressure conditions in the water contained in the soils, remain unknown.” 
 
 
Fig. 1.1 Internal erosion through an embankment dam (top), sinkhole likely resulting from 
concentrated leak erosion below an embankment dam (middle) and sand boil downstream of an 
earthen levee (bottom). 
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Peck summarized one of Terzaghi’s conceptualizations of the observational method: 
“Base design on information that can be secured. Make a detailed inventory of all the possible 
differences between reality and the assumptions. Then compute, on the basis of the original 
assumptions, various quantities that can be measured in the field…On the basis of such 
measurements, gradually close the gaps in knowledge and, if necessary, modify the design 
during construction….practical application of this “learn as you go” method” (Peck 1969). 
The observational method extends beyond the design and construction phases for dams 
and levees. The structures are observed, inspected and evaluated throughout their service life as 
part of operation, maintenance, and safety programs. This dissertation addresses the challenge of 
detecting and identifying early stages of internal erosion in existing earthen embankments 
(specifically, dams and levees) using nondestructive (ND) techniques as part of applying the 
ongoing observational method well after design and construction. These studies focus on seismic 
and acoustic methods as early detectors, including evaluation of the chronological relationship 
between indicators such as direct observations of the dam/levee surface, geotechnical 
instrumentation, electrical self-potential (SP), and remote sensing (LIDAR). To explore the 
potential for widespread application of new ND tools to the field, research also addresses the 
social and political context of this technical work.  
1.2  Background: Knowns and Needs 
This section presents the current state-of-the-art understanding of the internal erosion 
process and the use of ND tools. Published research includes little, if any, literature on early 
detection, or in-situ identification of initiation and continuation of internal erosion processes. The 
following sections define the internal erosion process, present analytic and numeric models for 
representing the mechanics of the process, describe previous field studies of internal erosion, and 
discuss the basis of geophysical techniques. 
1.2.1  Internal Erosion  
Inevitably, water flows or seeps through levees and earth dams. Internal erosion results 
when seepage transports soil particles to an exit point. The process can occur in the embankment, 
through the foundation and from the embankment into the foundation. Internal erosion initiates 
when an embankment experiences a critical combination of hydraulic gradient, in-situ stress 
conditions, soil porosity and intrinsic permeability. If internal erosion goes unchecked, meaning 
control of hydraulic loading and/or internal filters do not arrest the process, piping occurs and 
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can result in breach of a dam or levee. The four conditions that must exist for internal erosion to 
occur include: 
1. the presence of a seepage path subjected to focused water flow;  
2. the presence of erodible material, which can be carried by seepage flow within the flow 
path; 
3. the presence of an exit point where eroded material can escape; 
4. the ability for the material directly above a formed erosion zone or "pipe" to form and 
support a crown for the pipe or sustain an open crack (Mattson et al. 2008). 
Mechanisms for initiation of internal erosion are categorized as suffusion, backward 
erosion piping, contact erosion, and concentrated leak erosion (Fell and Fry 2007). Internal 
erosion usually involves more than one of these mechanisms working in concert. Suffusion 
occurs when fine particles move through pore space of a coarser skeleton. Coarse graded and gap 
graded soils are susceptible to suffusion, where the volume of fines is less than the volume of 
voids between the coarse particles. Backward erosion piping occurs where cohesionless soils are 
subject to seepage uplift pressures that cause the soils to float or heave at the downstream 
seepage exit point. Backward erosion piping commonly appears as a sand boil. The detached 
particles are carried away by the seepage flow and the process back-propagates until forming a 
continuous path (“pipe”) to the upstream reservoir. Soil contact erosion occurs where filter 
incompatibility exists at the interface between a material with fine particles and a coarse 
material, for instance along the contact between silt and gravel, such that flow through the more 
permeable material erodes the adjacent material. Concentrated leak erosion occurs where cracks 
caused by differential settlement, desiccation, freezing and thawing, form in an embankment or 
its foundation. The concentrated flow at these cracks causes particle removal (“erosion” or 
“scour”) from the walls of the crack.  
The stages of internal erosion are commonly characterized using four stages: 
1. Initiation, when particles begin to move with seepage flow;  
2. Continuation, when erosion may halt as seepage forces are reduced or passage of 
particles is impeded, i.e. as a result of material types, where filter transitions prohibit 
movement of material;  
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3. Progression, when a continuous flow channel forms as an open crack or other piping 
pathway. Visual indicators at the surface of a structure usually become apparent during 
the progression stage; and  
4. Breach/failure, when sudden, rapid, uncontrolled flow is released from the reservoir as 
the embankment “breaks” (Fell and Fry 2007).  
1.2.2  Critical Vertical Exit Gradient-Effective Stress Approach 
The classic approach to describe the initiation of internal erosion includes analysis of the 
effective stress at the seepage exit. If the upward seepage forces on a body of soil exceed the 
gravitational forces at the point of exit, the vertical critical gradient (ic) is exceeded and soil 
particles may be removed from this area (Terzaghi et al. 1996). This phenomenon, called a quick 
condition, heave, or flotation, can cause removal of soil particles with moving water. The 
approach is dependent on the specific gravity and density of the soil particles and is defined as: 
 
 � = ′ == −+  (1.1) 
 
Where ′  is buoyant unit weight of soil,  is the unit weight of water, ic is dependent on 
specific gravity of solids (Gs) and void ratio (e). For typical values of Gs , and e for sand, ic is 
approximately 1. This method assesses whether particle movement will initiate at the 
downstream exit but does not evaluate gradients required for piping to progress.  
1.2.3  Laboratory and Numeric Characterization of Internal Erosion 
Others researchers are working to characterize the physical mechanisms associated with 
the various internal erosion processes for the purpose of predicting conditions under which 
erosion will initiate and continue. For backward erosion, research has focused on developing 
empirical relations and experimental and numeric models to determine critical gradient or head 
at which the process initiates and continues to piping (van Beek et al. 2010; Koenders and 
Sellmeijer 1992; Lopez de la Cruz et al. 2011; Richards and Reddy 2007; Schmertmann 2000). 
For suffusion, previous research investigated factors affecting the initiation movement of fine 
particles through a coarse matrix (Benamar et al. 2010; Bendahmane et al. 2008; Bonelli et al. 
2006; Fannin and Moffat 2008; Indraratna et al. 2011; Li and Fannin 2008; Moffat et al. 2011; 
Skempton and Brogan 1994; Wan and Fell 2004). Finally, for concentrated leak erosion, research 
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explored materials’ susceptibility to erosion in the presence of a crack or a channel (Bonelli et al. 
2006; Hanson et al. 2010). These studies provide a basis for experimental investigation of 
internal erosion, which is the focus of this dissertation. 
1.2.3.1 Backward erosion  
Richards and Reddy (2007) summarized work performed by W.G. Bligh in 1910 as the 
foundation for much of the modeling of the backward erosion process. Bligh related the length of 
flow to the tractive forces acting on particles. Using case study information from field failures, 
Bligh proposed a relationship: 
 =  (1.2) 
 
Bligh’s theory was termed the “line-of-creep theory”, derived to evaluate the piping 
potential along a contact between structures and soils (Richards and Reddy 2007). This 
relationship assumed the seepage path is concentrated near the base of the earthen embankment, 
with L the length of the base of an embankment (levee) in cross section with the seepage flow 
and Hc is critical head, horizontally oriented. The ratio E was given as “rules of thumb” as shown 
in Table 1.1 (Ojha et al. 2003). 
According to Robbins and van Beek (2015), E.W. Lane reviewed 278 dams to evaluate 
the creep ratios based on empirical data. Lane reduced the seepage length in Equation (1.2) by 
one-third to account for the increased resistance to flow provided by vertical barriers. However, 
Lane’s revision did not address the relative factor of safety against backward erosion piping 
(Robbins and van Beek 2015). 
Table 1.1 Typical Values for Bligh’s E relationship 
Foundation Material E 
Riverbeds of light sandy sand 18 
Fine micaceous sand 15 
Coarse-grained sand 12 
Boulders, gravel and sand 6-9 
 
Sellmeijer (1988) derived the first analytical model to describe the backward erosion 
piping process controlled by sediment transport conditions at the bottom of the pipe, with steady 
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and viscous flow. This model was based on equilibrium of forces between sand grains and flow, 
shown in Equation (1.3) and Equation (1.4). 
 
 = ( ) tan θ − . .  (1.3) 
Where  
 = . ⁄  (1.4) 
 
H is the difference in water height, L is length of structure, η is White’s constant for drag 
coefficient, d is diameter of particles, K is intrinsic permeability, is particle unit weight,  is 
angle of friction for single particle stability. Sellmeijer defined a maximum head for which the 
sand grains are in equilibrium as the critical head, Hc. This model indicated that the growth of the 
channel stops at a certain length if Hc is not exceeded. At critical head, the growth of the channel 
will continue until the hydraulic head is lowered (van Beek et al. 2010). Sellmeijer’s model took 
the approach that not all sand boils represent critical conditions. The model has become the 
design standard in the Netherlands, but the model is sensitive to grain size and permeability 
(Robbins and van Beek 2015). 
Schmertmann (2000) presented an empirically based design method for determining the 
factor of safety against internal erosion in cohesionless soils. This work suggested a strong 
dependence of the piping gradient on grain size, quantified using Cu, the uniformity coefficient 
(d60/d10) and the d70. The minimum gradient required for piping increased at a rate proportionally 
greater than the increase in Cu. This method was based on point gradients, defined as the local 
gradient upstream of an advancing pipe feature.  
 In general, for backward erosion piping, after initiation as the piping progresses, most of 
the head loss occurs at the upstream portion from the pipe tip because the head needed to initiate 
the piping is more than the head needed to carry away the sand particles that slide into the pipe. 
When self-healing occurs, the head loss is almost constant along the sample. The piping channel 
does not advance in a downstream to upstream straight line but instead meanders in a braided 
system of channels. Paths clog and progress halts until another path starts elsewhere (Redlinger 
2013).  
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The increased horizontal and new vertical gradients loosen the soil at the pipe head 
sufficiently that the particles at the pipe head move downstream by some combination of rolling 
and sliding, driven by the viscous drag of the water flowing in the pipe and helped by the 
suspending action of the vertical gradients. The loss of particles at the pipe head causes the pipe 
to advance upstream, producing a new flow and gradient concentration at the pipe head. 
Eventually, either the dam breaches because of rapid scour when the pipe reaches the upstream 
head source, or the pipe advance stops within the dam or its foundation because of insufficient 
gradient to continue the process (Redlinger 2013). 
1.2.3.2 Suffusion/Suffosion 
Skempton and Brogan (1994) performed piping experiments in unstable gravelly sands, 
or gap-graded sands to study suffusion. These studies showed hydraulic gradient at erosion 
failure is governed by effective stresses on the fine fraction. Critical gradient for suffusion was 
defined in terms of overall porosity and specific gravity of the particles. Matrix-supported 
materials may not pipe until ic, but still may lose fines. A successful filter needs to retain fines. 
Generally, materials with Cu <10 were considered self-filtering and Cu >20 were considered 
potentially unstable. The study concluded that in unstable sandy gravels, piping of sand can 
occur at hydraulic gradients 1/3 to 1/5 of the theorized critical gradient, less than the theorized 
piping gradient of homogenous sand. 
Garner and Sobkowicz (2002) studied unstable gap-graded materials, such as occurs in 
glacial deposits, in a large-scale permeameter laboratory assembly. The testing first focused on 
determining whether hydraulic gradients could generate suffusion (defined in the paper as 
“redistribution of fines within a stable densely packed skeleton.”) or suffosion (defined in the 
paper as “mass movement of the fine fraction within the skeleton of a potentially unstable coarse 
fraction”.) Large concentrated gradients became apparent in the base material layer upstream of 
the interface between the base and filter materials, with local gradients as high as 243, when the 
overall average gradient across the sample was 37. The permeability in that layer reduced from 
1.5 x 10-3 cm/sec to 1.75 x 10-6 cm/sec, explained as suffusion where fines migrated to that layer 
and became trapped. The existence of that “clogged” layer, the interface between base and filter 
materials was not subjected to high local gradients and fines migration at the interface was not 
realized. The largest gradient at the interface never exceeded 1.6.  
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Moffat and Fannin (2006) developed a rigid, transparent test permeameter to investigate 
the relation between effective stress in a soil and hydraulic gradient at the onset of suffusive 
failure. The permeameter subjected a sample to unidirectional flow while maintaining constant 
effective stress. A series of pressure transducers monitored spatial and temporal changes within 
the soil sample characterize the development suffusion and piping. Variables in the experiment 
included soil type (0 to 30 percent fines), vertical effective stress, average hydraulic gradient, 
and direction of flow (Moffat 2005; Moffat et al. 2011; Moffat and Fannin 2006). Movement of 
the fines as suffusion (as evidenced visually) occurred in tests subjected to downward flow, 
either as uniform loss or as preferential loss from discrete locations. The loss occurred as a time 
dependent condition shown by changes in localized hydraulic gradient in silty soils. Suffusion 
occurred as a transient condition, with the onset accompanied by an increase in hydraulic 
gradient. The rate of suffusion diminished as time elapsed. Particle movement (as suffusion) 
occurred in a distinctly preferred area in the final stage of tests. Visual observation revealed 
development of voids within the specimen, with voids periodically collapsing or in-filling with 
smaller particles. The location of preferred seepage varied with time. With upward seepage, fines 
migrated without constraint by the primary soil fabric, and the motion was accompanied by 
downward displacement of the top loading plate that sometimes generated an audible sound. 
Variation of local hydraulic gradient showed that the particle loss results in large and rapid 
change in local permeability and specimen volume change.  
Moffat and Fannin (2011) also described the relationship between hydraulic gradient and 
stability index. While the study was specific to the core and transition zones of the WAC Bennett 
Dam in Canada, the study found that local decreases in hydraulic gradient within a test specimen 
were useful to interpret the start of internal instability—instability was defined by a temporally 
compressed decrease in local gradient. Spatial variation of localized hydraulic gradient and 
vertical effective stress were the key factors determining the location of instability within a 
specimen, with internal instability triggered either by an increase in hydraulic gradient or by a 
decrease in effective stress.  
Bendahmane et al. (2008) developed an experimental device to apply hydraulic stresses 
to soils to study the erosion evolution and found a gain in the suffusion rate with increased 
hydraulic gradient and with reduced confining stress. The studies focused on remolded 
consolidated cohesive soils without cracks. Under low hydraulic gradient, the erosion of the clay 
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fraction was a result of the suffusive process. With higher hydraulic gradient, the sand fraction 
eroded as backward erosion and the extent was governed by clay content. Confinement stress 
affected both erosion mechanisms. To define initiation of backward erosion, Bendahmane et al. 
related critical hydraulic gradient to hydraulic shear stress and intrinsic permeability. 
Permeability decreased by factor of 10 when suffusion erosion initiated, indicating clogging. The 
erosion rate decreased linearly according to the confining pressure for given hydraulic gradient 
values because the higher the consolidation, the higher the contact bonds, so the higher the 
erosion resistance. Suffusion erosion of the clay fraction did not affect the overall particle size 
distribution or volume of sample, but did decrease the overall permeability.  
The study by Bendahmane et al. also defined a secondary threshold value for gradient 
when sand particle migration initiates as backward erosion in a clay-sand mix, resulting in 
sample collapse. This second gradient depended on confining pressure and clay content, and 
typically is very high. For clay content over 10 percent, backward erosion was not observed in 
these tests. In contrast to suffusion, increased confinement showed “intensified” backward 
erosion, with erosion initiating at lower gradients. 
Continuum-based models describing the suffusive internal erosion process as flow 
through porous media were based on multi-phase approaches, in which the erosion is modeled by 
considering the mass exchange between the liquid-filled pores (suspension of fines in fluid) and 
the soil skeleton (solid). Steeb et al. (2007) discussed a multiphase model that addresses 
fluidization and transport of fine material in a saturated granular matrix. The modeling 
framework described various aspects of suffusion erosion that results in a mixture of four 
constituents: the stable solid skeleton, the erodible (unstable) fines, the eroded particles, and the 
pore fluid. That research proposed constitutive equations that are strongly coupled and nonlinear.  
Bonelli and Marot (2008) also looked at suffusion as bulk erosion, where in a clayey sand 
erosion occurred at the clay/water interface. A coefficient of surface erosion of the clay matrix 
quantified suffusion rate. These models framed internal erosion in continuum mixture theory and 
modelled a smooth transition from soil to fluid. The transition was described in three phases—
solid, fluid, and fluidized—and has been applied to granular soils. This modeling of suffusion 
indicated that the macroscopic bulk erosion was driven by the pressure gradient and not by the 
seepage velocity.  
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1.2.3.3 Concentrated Leak 
Erosion in flaws is not described by a flow net, but is due to flow in open cracks (Fell 
2007). Small-scale bench top laboratory tests, such as the Hole Erosion Test (HET), quantified 
the erodibility of soils subject to concentrated leaks in laboratory settings. HETs have been used 
to quantify the rate of piping erosion in soils and for determining the critical shear stress 
corresponding to the start of piping erosion. Soil erodibility, or enlargement of a flow path, has 
been described using an excess stress equation (Hanson et al. 2010). The HET was performed by 
starting flow through a predrilled hole at a low hydraulic head, typically 50 mm of water, and 
holding hydraulic head steady for as long as possible (up to 45 minutes) once erosion was 
observed. The test continuously monitored flow rates, hydraulic gradients, and records the initial 
and final hole diameters. As the hole diameter increased under constant head, the shear stresses 
increased, and the flow rate increased. The rate of erosion plotted against the computed shear 
stress during the progressive erosion graphically showed the coefficient of soil erosion and the 
critical shear stress (Wahl 2008). The relationship was expressed as the rate of erosion in terms 
of volume per unit area per unit time, or mass per unit area per unit time (Hanson et al. 2010).  
The HET mostly has been used to evaluate the rate of erosion and critical shear strength 
of soils. The erosion rate index of a soil is influenced by degree of compaction and moisture 
content. A specimen at high dry density, compacted wet of optimum moisture content has a 
higher erosion index than the same material compacted at lower dry density and dry of optimum 
moisture content (Wan and Fell 2004). The critical shear strength of soil cannot be accurately 
estimated using HET. HET can be used to estimate resistance against initiation of erosion by 
identifying minimum test head below which erosion does not occur, with erosion occurrence 
defined by increased flow through the specimen.  
1.2.4  Field Characterization of Internal Erosion 
A few larger scale earth dam and levee tests have been constructed both in the laboratory 
(indoors) and in the field. The majority of embankment models examined failure caused by water 
flowing over the top of the dam (overtopping). Few studies focused on internal erosion processes 
(Hanson and Temple 2007; Wahl et al. 2008). 
Physical models measuring 4.5 m to 6 m high by 36 m long were constructed in Norway 
to study overtopping in a zoned embankment rockfill with a glacial moraine core embankment, 
and in a homogenous marine clay embankment. An example from the study is shown in Fig. 1.2.  
12 
 
Fig. 1.2 Cross section (top), elevation (middle), oblique photograph during testing (bottom) of 
Internal Erosion Embankment Testing, Norway (Hanson, 2007). 
These studies included two internal erosion experiments using an embedded pipe fitted with 
openings to start the erosion process. The time and volume of flow release and the size of the 
breach in the embankment was measured as failure progressed.  
The IJkdijk test facility (pronounced “Ike dike”, meaning “calibration levee” in Dutch) 
was a project in the Netherlands where researchers performed large-scale experiments on full-
scale constructed levees starting in 2009 (IJkdijk 2009). The first experiments involved a 
homogenous sand levee measuring 4 m high, 40 m long and 25 m wide. Monitoring included 
measuring water pressure and the deformation of the levee, and heat-sensitive cameras recorded 
the piping process. Fiber optics installed at the interface measured temperature and strain (van 
Beek et al. 2010; de Vries et al. 2010). Elevated water levels on the upstream side of the levee 
induced piping in the sand layer.  
IJkdijk experiments determined temperature to be effective for detecting signs of failure 
by piping, especially during the progression phase. Fiber optics measuring both strain and 
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temperature predicted seepage/erosion, with better predictions for leaks closer to the fiber optic 
cables. Cables placed in sand provided better information than those in clay (de Vries et al. 
2010). 
Van Beek et al. (2010) described four phases observed in the full-scale field testing: 
seepage, retrograde erosion, widening of the channel and failure of the embankment. This work 
studied backward erosion compared to Sellmeijer’s model and concluded that channel formation 
occurred as sand traces (sandy spots without a sand-producing crater) and sand craters on the 
downstream toe. Sand traces appeared in the testing at a hydraulic head below the critical head 
predicted by the model. Sand-transporting craters appeared in the testing near the critical head. 
Pore pressure transducer measurements indicated the widening phase of the piping channel with 
a local drop in pore pressure (van Beek et al. 2010). These 2009 IJkdijk experiments were 
precursory to a 2012 experiment during which monitoring included not only densely spaced 
piezometers, but also geophysics and remote sensing discussed in this dissertation. 
Understanding observable or measurable indicators in relation to the temporal 
development of internal erosion, including length of erosion channels, is critical for predicting 
behavior and for determining intervention strategies. However, the time dependent relationship 
between observation of sand boils and breach is uncertain. A review of dam incidents and 
failures showed the first observable signs of internal erosion tend to be at  progression, marked 
by localized concentrated flow and transported soil, and the time to breach may be hours to 
weeks (or even years) depending on soil characteristics (Foster et al. 2000; Fell et al. 2003). For 
levees, sand boils may indicate local heave initiated at much lower head (difference between 
upstream and downstream water levels) than required for progression, meaning the process self-
arrests at the localized boil (van Beek et al. 2014). In this case, the presence of sand boils may 
not lead to breach. The IJdijk field testing was used to validate numerical modeling based on 
inter-granular forces in sand, flow in an eroding channel, and flow in the aquifer, related erosion 
channel length to head at which sands are in equilibrium (van Beek et al. 2010; Sellmeijer et al. 
2011). Sellmeijer’s model as discussed above predicted critical horizontal gradient (defined as 
horizontal gradient, head difference divided by length of the seepage path, across structure) and 
was a function of the aquifer properties (e.g. thickness) and material properties (e.g. grain size, 
hydraulic conductivity). 
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1.2.5  Geophysical Techniques  
This research proposes to investigate two geophysical methods: 1) passive acoustic 
emission (AE) monitoring and 2) active seismic monitoring to identify time-dependent changes 
indicative of stress changes such as caused by a density anomaly or internal erosion. The 
following sections describe how these geophysical techniques successfully have characterized 
known areas of concern for dams and levees by identifying seepage or subsurface voids. 
However, they have not been used yet for spatially continuous, time-lapse monitoring for early 
detection of internal erosion.  
1.2.5.1 AE in Soils 
AEs are mechanical waves produced by deformation in a stressed material. AE 
monitoring provides a means to passively monitor for concentrated seepage and internal erosion 
by using transducers (e.g., geophones or accelerometers) to sense (“listen for”) vibrations from 
acoustic energy released from internal sources including erosion and collapse events (Indraratna 
et al. 2011). In geologic materials, the source can be macro dislocations or grain boundary 
movements. Of all the non-destructive testing techniques, acoustic emission is unique, as the 
elastic waves are produced within the source material because of an external stimulus (change in 
pressure, strain, temperature) unrelated to the acoustic emissions acquisition procedure. Because 
collection of acoustic emissions data acquisition does not itself affect the material during 
interrogation, the method is considered minimally invasive and non-destructive. 
Acoustic emissions depend on the properties of the soil through which the waves travel, 
as well as the surrounding materials. The fundamental frequency character depends on source 
and distance between source and sensor. Frequencies less than 1 Hz have been observed at large 
field sites, while in laboratory studies frequencies greater than 500 kHz have been observed 
(Hardy 2003). Detection of an event by monitoring for acoustic signals depends on source 
spectrum, degree of and frequency dependence of attenuation, distance from sensor to source, 
and bandwidth and sensitivity of monitoring sensors. If the distance between the source and the 
sensor is large, then only low frequency components will be observed. If the spectrum of the 
source’s signal has no low frequency components, then this limit defines the critical range 
beyond which events are undetectable.  
Koerner et al. (1976, 1977, 1978, 1979, 1981b) performed a series of fundamental studies 
in the 1970’s and 1980’s showing that deformation and seepage are sources of AE. That research 
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studied AE activity in soils in laboratory tests and in full-scale field tests. The early research 
addressed questions concerning the nature of the signal strength of the AE in soil during loading, 
the frequency content, and the attenuation while propagating through soil. Laboratory studies in 
granular soil yielded AE frequencies ranging from 500 Hz to 2 kHz during unconfined 
compressive strength tests on dry silty sands (triaxial creep tests). Studies in cohesive soils 
showed signal amplitudes are 100 times stronger at failure than during early stress increments. 
Predominant frequencies were in the 2 kHz to 3 kHz range for clay samples tested in unconfined 
compression. Signals from a clay soil were half to 1/400 the levels from granular soils subject to 
the same stress level. The signal amplitude increased with increased stress, but stabilized and 
decreased before maximum stress is applied, a trend that Koerner explained as particle 
reorientation. The overall number of emissions in granular soils significantly exceeded those in 
cohesive soils. 
The studies continued with AE monitoring of seepage in field earthen embankments 
(Koerner et al. 1978). The field installations included downhole waveguides with accelerometers 
mounted on the ground surface. Attenuation rates in the waveguides (steel rods) were generally 
at least three orders of magnitude less than in soils. The field acoustic monitoring system 
included a piezoelectric accelerometer with a relatively flat frequency response from 500 Hz to 
5,000 Hz at resonant frequency of 5,700 Hz. The system was deployed initially at 17 sites, then 
extended to include 11 additional sites (Koerner et al. 1981b). Based on this instrumentation, the 
researchers concluded that over 500 counts/min indicate an active instability mode, with AE 
activity increasing as seepage rate increases. AE activity also rapidly increased during rainfall 
events. 
Koerner (1981a) continued the series of research regarding acoustic emission monitoring 
of soil stability by evaluating the technical feasibility of applying AE to monitor water seepage 
through soil. Acoustic emission rates from clear water and turbid water passing through a 
column of soil at various velocities were compared to a field leakage study. The parallel set of 
tests using turbid water indicates that, for equivalent flow rates, turbid water flow results in 
higher acoustic emission rates. The minimum detectable flow for turbid water is 10 ml/s. 
Buck and Watters (1986) studied the influence of flow rate and soil type on AE. Those 
studies concluded that movement of the grains was likely required for AE emission, and 
velocities of at least 0.1 cm/s were necessary to generate AE in fine sands with 0.2 mm effective 
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size, and 0.8 cm/sec in coarse sands with 0.2 mm to 0.8 mm effective size. The study counted 
number of events exceeding a voltage threshold to define AE activity.  
Hung et al. (2009) studied AE in granular soils subjected to seepage in a laboratory 
experiment, showing that the spectral level for a specimen increased as seepage velocity 
increases. DiCarlo et al. (2003) showed that small hydro-mechanical disturbances in soils 
subjected  to flow produced acoustic signal. Recent field research at US Department of 
Agriculture (USDA) has included limited passive time-lapse AE measurements on a test 
embankment with preliminary results showing that a fully developed internal erosion pipe was a 
source of AE, with magnitude and frequency dependent on degree of internal erosion (Hickey et 
al. 2010). This study included surface vibration measurements using broadband, 3-axis 
accelerometers. Passive signals increased over time in the frequency band up to 600 Hz at a 
location 1-m from the active piping, and up to 150 Hz at a location 3.7-m offset from the active 
piping. The data also indicated that the seismic absorption in the embankment increased with 
time and degree of internal erosion, possibly an indicator of internal cracking, stress, or moisture 
content increase. Investigation of AE signatures from initiation and stages prior to full piping 
remains as a field of research.  
1.2.5.2 Active Seismic 
Monitoring seismic compressional waves (‘P’ waves) or shear waves (‘S’ waves) in an 
active sense, by intentionally generating a vibrational or impact-type source is another promising 
method for monitoring for internal erosion. The transmitters and receivers are accurately time-
synchronized so various transmitter-receiver pair geometries help interrogate the material 
volume between transducer pairs. This active geophysical technique allows for reconstruction of 
the spatial distribution of seismic velocity, related to the material’s density and elastic properties 
including the bulk and shear moduli. Based on wave propagation theory in porous media, the 
stiffness of the media is related to the speed of P and S waves, and the state of effective stress 
can be determined by evaluating stiffness.  
Prasad (2002) examined the ratios of P to S wave velocity, Vp/Vs, at low effective stress 
and found that the ratio increases with overpressure. P wave velocity in a saturated “suspension” 
was slightly less than Vp of the fluid, and Vs was zero. The ratio Vp/Vs and Poisson’s ratio 
increased exponentially as a material approaches suspension. Vp/Vs indicated suspension or 
fluidization of soil. Vp/Vs should be large and increasing exponentially with effective pressure 
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reduction in the range 0.01 to 0.1 MPa but the data reported in literature from within that range 
are very limited. S waves showed dramatic changes in signal properties with pressure change. 
High attenuation of shear waves at low pressure indicated that the sand is near suspension state, 
where the soil has low shear strength and will act as a low-pass filter for shear waves.  
Within or under an embankment when the loss of effective stress on particles can lead to 
internal erosion, measuring temporal changes in the Vp and Vs fields are promising as a detection 
tool. By examining data acquired over time, this method may be able to track the evolution of 
subsurface properties and anomalies. USDA field research, discussed above, also included active 
time-lapse seismic measurements on a test embankment. Several refraction surveys performed at 
different times showed temporal changes in the seismic response during internal erosion as areas 
of low velocity at the location of the active piping feature (Hickey et al. 2010). Ivanov et al. 
(2005) indicated that active seismic techniques can be used to detect active infiltration in levees 
during flood events. 
1.3  Social and Political Context for Research 
 This technical research described above is enhanced by assessing barriers and drivers 
behind adoption of ND as standard of practice for inspection by looking to another industry as a 
case study for successful adoption of ND methods. A primary tool used in dam safety is visual 
inspection by an experienced eye. However, surface visual inspection cannot identify early 
subsurface changes that can inform immediate and long term behavior and performance. ND 
tools that can interrogate the subsurface and identify time-lapse changes are not being used yet as 
standard inspection and monitoring tools for dams and levees. Literature from the field of 
science and technology policy, such as theories of policy change help to illuminate existing 
structures within the dam/levee safety field and highlight barriers and strategies for moving 
toward more proactive engineering/inspection of dams and levees. 
1.4  Structure of dissertation  
Active and passive geophysical techniques, used together with other geotechnical 
measurements, are promising methods for interrogating the internal structure of earth dams. 
These methods may identify indicators of initiation and spatial and temporal development of 
internal erosion. Investigations of methods to detect and monitor the early stages of internal 
erosion have not been the focus of innovation initiatives in the dam and levee safety industry. 
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This dissertation includes both field and laboratory experimental studies of the initiation and 
continuation of internal erosion using geophysical and geotechnical techniques. 
Chapter 2 uses a full-scale field experiment to characterize the ability for piezometer 
arrays to identify initiation and continuation of internal erosion. The research focuses on relating 
near-continuously monitored dense geotechnical pore water pressure (PWP) measurements to the 
development of backward erosion. Data are from two field experiments (2009 and 2012) in 
which backward erosion initiated and continued.  
Chapter 3 presents the analysis and results of passive acoustic emissions (AE) monitoring 
performed during the 2012 IJkdijk field experiment. This chapter also includes a timeline 
summarizing the various measurements in terms of the identification of concentrated seepage 
and internal erosion, including non-destructive (NDE) analysis performed by others, for 
comparing monitoring methods and detection.  
Chapter 4 provides a description of a laboratory experimental apparatus used to 
investigate the change in seismic wave velocity (Vs) as the result of density changes or density 
anomalies. The experimental apparatus consisted of a large diameter rigid wall permeameter, 
designed to subject a soil-filled column to variable effective stress conditions while monitoring 
strain, stress, PWP, flow (if applicable) and Vs at various depths.  
Chapter 5 experimentally characterizes the ability of laboratory time-lapse geophysical 
monitoring measurements, specifically direct transmission seismic waves, to assess initiation and 
development of internal erosion. The investigation uses Vs measurements in soils to understand 
localized effective stress and material property changes, such as would result from internal 
erosion in earthen embankments. The first experiments investigated Vs measured in a standard 
saturated uniform sand specimen as a baseline condition. Next, experiments measured Vs in a 
sand specimen with a known static anomaly, then with anomalies that diminish in size to 
investigate relative Vs changes associated with localized changes in vertical effective stress (�′) . 
Lastly, two experiments subjected the sand specimen to seepage flow and internal erosion to 
simulate conditions in earthen dams and levees to evaluate relative Vs, hydraulic gradient, flow 
rate, and strain changes as internal erosion initiates and develops.  
Chapter 6 looks to the aircraft industry as a successful case in which government, 
industry, and academics collaborated to develop non-destructive inspection tools to increase 
safety. Policy directed the technical tools into standard practice. The chapter evaluates the path 
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for innovation and agenda setting from within the framework of social policy models, primarily 
those presented by John Kingdon and Deborah Stone. 
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 CHAPTER 2 
IJKDIJK INTERNAL EROSION EXPERIMENT: 
BACKWARD EROSION MONITORED BY  
PORE PRESSURES  
This chapter modified from two papers: 
Design and Implementation of Geophysical Monitoring and Remote Sensing during a 
Full Scale Embankment Internal Erosion Test, in Proceedings of Geo-Characterization and 
Modeling for Sustainability, GeoCongress 2014, Atlanta, GA, 2014. 
M. A. Mooney1, M. L. Parekh2,3, B. Lowry2,4, J.B. Rittgers2,5, J. Grasmick2,6, A. R. 
Koelewijn7, A. Revil8, and W. Zhou9 
With permission from ASCE: Backward erosion monitored by spatial-temporal pore 
pressure changes during full-scale field experiments, Am. Soc. Civ. Eng. J. Geotech. 
Geoenvironmental Eng., 2016. 
M. L. Parekh2, W. Kanning2,, C. Bocovich2,, M. A. Mooney1, and A. R. Koelewijn7, 
2.1  Description of IJkdijk 
 Between 2007 and 2012, Stichting IJkdijk, an international research cooperative, 
coordinated studies to understand levee behavior and to develop and validate new inspection and 
monitoring technologies for levees, including large-scale field testing at the IJkdijk. The 
cooperative brings together academic and research institutes, the industry, and flood control 
managers (such as the Dutch water boards, national and provincial authorities) to connect 
technology and flood management in practical ways. The IJkdijk was a field facility near the 
northeast border of the Netherlands (Fig. 2.1) where Dutch-led researchers constructed and 
loaded levee embankments to study a variety of failure mechanisms and to enable testing of 
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8 Professor, Université Savoie Mont-Blanc ISTERRE CNRS 
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sensor technologies for monitoring levee response (Koelewijn et al. 2010; Zwanenburg et al. 
2012). In the aerial view of the IJkdijk site given in Fig. 2.2, the water supply canal and two 
membrane-lined basins are shown prior to embankment placement.  
 
 
Fig. 2.1 IJkdijk location in the northeast area of The Netherlands. 
Referenced as T2009 and T2012 in this chapter, IJkdijk experiments in 2009 and 2012 
addressed the backward erosion failure mode, specifically backward erosion in sandy foundation 
materials beneath a clay embankment. The embankment scale and soils are typical for Dutch 
levees. While both tests included densely spaced piezometers to study PWP distribution, T2009 
(the second of four tests performed in 2009) focused on investigating the failure process to 
validate the Sellmeijer et al. (2011) backward erosion model to identify the critical head for 
piping. T2009 progressed to full embankment breach (van Beek et al. 2010; Koelewijn et al. 
2010). T2012 (the second of two tests performed in 2012) included a vertical geotextile installed 
on the downstream side of the embankment at the interface between the clay embankment and 
the sand foundation materials and extending into the foundation as a potential backward erosion 
mitigation measure. T2012 did not progress to full embankment breach but included higher 





Fig. 2.2 Aerial view of IJdijk site during a typical test preparation. Two membrane-lined basins 
(before embankment placement), and water supply canal are shown. 
This chapter focuses on relating near-continuously monitored dense geotechnical pore 
water pressure (PWP) instrumentation to the development of backward erosion using results 
from two large-scale field embankment tests at the IJkdijk. Traditional geotechnical 
instrumentation in the form of piezometers, inclinometers, weirs, etc., are valuable monitoring 
tools because the measured parameters (pore water pressure, deformation, and flow rates) 
indirectly relate to performance. In practice, these traditional geotechnical instrumentation 
methods are limited for identifying incipient failure modes because they offer measurements 
either from widely-spaced points (piezometers, inclinometers) or from spatially aggregated 
observations (seepage weirs), making locating the process difficult. This research provides a new 
understanding about the spatial-temporal development of pore water pressures during backward 
erosion through the rare opportunity to evaluate closely spaced piezometers sampled 
continuously during controlled hydraulic loading on a large-scale embankment. 




Data are from two field experiments in which backward erosion initiated and continued—
October 2009 and September 2012. While Fell and Fry (2007) described stages to characterize 
backward erosion in terms of the mechanics of the process, this chapter relates the piezometer 
measurements to the time development of erosion. The effort presented here builds upon 
previous laboratory testing and modeling studies showing that the backward erosion process is 
identifiable in local differential PWP measurements (Fleshman and Rice 2014; Moffat 2002; 
Moffat et al. 2011). Here, two transitions in pore water pressure development are presented, 
indicating backward erosion as measured by piezometers located remote from the localized 
erosion processes. 
For both T2009 and T2012 the test embankments consisted of moisture-conditioned and 
compacted clay (CH, per Unified Soil Classification System (USCS)), with plasticity index (PI) 
ranging from 50 to 60 and liquid limit (LL) ranging from 80 to 90. The test embankment 
upstream and downstream slopes were 2H:1V, with embankment heights of 3.5 m and 4 m in 
T2009 and T2012, respectively. The lower two lifts (each lift was approximately 25 cm in 
uncompacted thickness) of the clay embankment were placed wet of optimum moisture and 
compacted using 16-ton roller equipment. The embankment rested on a poorly graded sand (SP, 
per USCS) foundation for both T2009 and T2012 with characteristics summarized in Table 
2.1(van Beek et al. 2009; van der Kolk 2013). The T2012 embankment is shown in Fig. 2.3 after 
construction and before hydraulic loading, and foundation material is shown during placement in 
Fig. 2.4. 
In the clay embankment, the hydraulic conductivity was assumed to be at least two orders 
of magnitude lower than in the foundation sand. In both tests, a geomembrane isolated the 
constructed embankment and foundation from the influence of outside soil and groundwater 
(Fig. 2.4). The facility included a membrane-lined upstream reservoir to provide hydraulic 
loading on the embankment and a membrane-lined constant-head downstream reservoir equipped 
with an outflow gaging station. The foundation sands were saturated under vacuum prior to the 
start of hydraulic loading (van Beek et al. 2009).  
Pumps transferred filtered water from a nearby water supply canal to the upstream 
reservoir to achieve the intended stepwise hydraulic load. During periods between upstream 





















T2009  0.21 0.26 1.03 1.8 75 1 x 10-4 
T2012  (upper 0.5 m) 0.15 0.174 0.96 1.5 92 
8 x 10-5 
T2012 (lower 2.5 m) 0.15 0.18 1.02 1.5 50-60 
1
dx: grain diameter at x% passing 
2 =  × 6  : Coefficient of curvature 
3 = 6  : Coefficient of uniformity 
4Dr: relative density 
 
For T2009, 120 piezometers arranged in eight rows of 15 (Fig. 2.5, piezometers generally 
spaced at 1.5 m within rows) recorded PWPs just below the interface between the clay and the 
sand. A data logger recorded the PWPs at approximately 5-sec intervals for the duration of the 
testing (approximately 151 hrs). Analyses exclude several of the piezometers that did not collect 
reliable data, as reflected in Fig. 2.5. 
For T2009, Fig. 2.6 shows the UWL and key visual observations. The downstream water 
level was generally constant, set at zero datum, so that the head difference is equal to the UWL. 
Sand traces (isolated cloudy streams measuring on the order of mm to cm in the downstream toe 
with little observable change in local flow or sand particle movement, likely from local suffusion 
processes) occurred at UWL from 0.4 to 1.5 m (starting at approximately 3 hrs elapsed). Water 
boils (localized features of concentrated outflow measuring on the order of cm in the 
downstream toe where upward seepage lifted sand particles but did not transport or deposit 
particles in a crater) occurred at an UWL of 1.5 m (25 hrs elapsed) and sand boils occurred at 
UWL of 1.6 m (28 hrs elapsed), as shown in Fig. 2.6. The UWL was held relatively constant at 
1.6 m until the sand boils stabilized (from 28 to 48 hrs elapsed). The UWL then increased in 0.1 
m increments, with each increment held for 10 hrs, to 1.9 m (66 hrs elapsed). The UWL 
remained at 1.9 m from 66 to 126 hrs. Forward erosion, the widening of the initial erosion 
channel upon connection to the upstream reservoir (van Beek et al. 2014), began at 95 hrs 
elapsed time, and the embankment started cracking at 116 hrs elapsed. Full breach occurred near 
the left abutment at UWL of 2.1 m (137 hrs elapsed).  
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The critical vertical gradient (ic) is estimated to be approximately 1, typical for sand. In 
T2009, the local vertical gradient at the toe of the embankment exceeds 1 at UWL of 0.1 m based 
on modeling and measurements. When sand traces appear, the local vertical gradient at the toe of 
the embankment is approximately 1.1. Horizontal channel development under a material that 
holds a roof (the clay embankment at IJkdijk) is the governing factor for piping. For piping, the 
critical horizontal gradient is lower than critical vertical gradient. Hoffmans (2014) presents the 
empirical formula of W.G. Bligh which estimates critical horizontal gradient to be 1/18 for this 
experiment. T2009 exceeded critical horizontal gradient, as evidenced by breach, at an average 
gradient of approximately 0.1 (upstream heads of 1.7 to 2 m), consistent with Sellmeijer’s model.  
While the embankment configuration was similar for T2009 and T2012, the significant 
difference was that T2012 included a vertically oriented geotextile strip (installed at the interface 
between the clay embankment and the sand foundation, extending 0.5 m up into the clay and 0.5 
m down into the sand) near the downstream toe of the embankment as a potential backward 
erosion mitigation method, shown in Fig. 2.7 and Fig. 2.8. The vertical orientation of the 
geotextile and the adjacent piezometers are identified in Fig. 2.8. The filtration opening size for 
the geotextile (TenCate GeoDetect S-BR) was 95 m and the permeability (water flowing in the 
direction normal to installation) was 0.07 m/s. The geotextile was installed by excavating a 
vertical slot (approximately 3.5 m upstream of the downstream toe of the embankment) into the 
foundation sand and backfilling with the same sand before saturating the foundation.  
For T2012, 35 piezometers arranged in four rows (piezometers generally spaced at 1.15 
m within rows) recorded PWPs just below the interface between the clay and the sand. Ten 
piezometers measured PWP at the bottom of the geotextile (approximately 0.5 m below the clay-
sand interface) on both sides of the geotextile. Analyses exclude three of the top piezometers 
which did not collect reliable data, as reflected in Fig. 2.8. 
The loading schedule changed for T2012, designed to exceed the critical UWL as 
determined in the T2009 failure in order to test the geotextile as a backward erosion mitigation 
method (Forster 2013). For T2012, the UWL increased to 0.5 m and remained at that level for 
8 hrs until the outflow rate steadied. The UWL then increased to 1 m until outflow steadied (for 
5 hrs), and then increased to 2 m (for 6 hrs). Water and sand traces occurred during the increase 





Fig. 2.3 View of upstream embankment slope (a) before reservoir raise, view of downstream 






Fig. 2.4 Foundation sand during compaction and placement of geotextile. 
 
 




Fig. 2.6 T2009 loading and observations (van Beek et al. 2009) Wiring is visible in (c) and (d) as 
yellow circles but had minimal effect on the seepage and internal erosion process. 
Sand trace 
a) 
Sand boil  
b) 





Fig. 2.7 Foundation sand with vertical geotextile and fiber optics. 
 
 
Fig. 2.8 T2012 embankment and piezometer locations. 








elapsed) as shown in Fig. 2.9. The UWL was held relatively constant at 2 m until the sand boils 
appeared to stabilize (at 22 to 30 hrs elapsed). From there, the UWL increased to approximately 
3.25 m (at 38 hrs elapsed), to 3.4 m (at 45 hrs elapsed) and ultimately to 3.6 m (at 90 hrs 
elapsed).  
As noted in Fig. 2.9, the T2012 embankment exhibited cracking at 20 hrs elapsed with 
cracks stabilizing at 64 hrs, seepage along the abutments at 40 hrs, and through-seepage (likely 
through clay clods, open cracks and at boundaries between construction lifts) and softening of 
foundation materials at the embankment toe at 90 hrs. Full breach did not occur in T2012.  
The visual observation of sand boils served as field evidence confirming backward 
erosion. Fig. 2.10 illustrates the approximate locations of sand boils in plan view and 
representations of sand boil activity over the test duration for both T2009 and T2012. For T2009, 
the plot qualitatively presents two stages of sand boil activity as different line thicknesses:  1) 
thin lines indicate the appearance of discrete sand traces or localized preferential flow (first 
appearance at approximately 3 hrs), and 2) thicker lines indicate growing sand boils depositing 
sand material in a crater around a hole (first appearance at approximately 28 hrs). Sand 
production was greatest on the left side of the embankment (looking downstream), which 
coincides with the location of the embankment breach in T2009. For T2012, the plot provides a 
quantitative cumulative summary, with line thickness varying with relative cumulative mass of 
sand removed based on field measurements. Water and sand boils appeared at approximately 18 
hrs, with the amount of sand removal concentrated near the center of the embankment. Sand boil 
production appeared at approximately 22 hrs and was greatest near the center of the T2012 
embankment (approximately 5 to 11 m from the downstream right toe of the embankment). 
Maximum sand production (kg/hr) occurred around 45 to 48 hours. 
2.2  Analysis of groundwater contours  
Continuous PWP measurements from a dense array of piezometers allowed a detailed 
spatial analysis of seepage and internal erosion. Fig. 2.11 presents time-lapse images of both 
T2009 and T2012 groundwater pressure contours. The plots extrapolate PWP to cover the whole 
embankment. The T2009 contours indicated a low-pressure zone near the center region of the 
embankment downstream toe (77 hrs), possibly indicating that internal erosion had initiated. The 
low-pressure zone propagated backward from downstream to upstream (95 hrs), possibly 
indicating continuation of internal erosion. Near the end of T2009, a zone of increased pressure 
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concentrated near the center region of the upstream embankment (127 hrs) possibly indicating 
further continuation of internal erosion and leading to embankment breach. 
The T2012 contours indicated low PWP back propagating in isolated “fingers” in the 
downstream toe. However, in contrast to the T2009 groundwater contours, the T2012 contours 
changed little between 52 and 138 hrs. These measurements reflected that the back propagation 
of low PWP and internal erosion was limited and did not result in breach, likely because the 
geotextile served to mitigate the internal erosion process. 
2.3  PWP transitions characteristic of backward erosion 
A significant finding in both T2009 and T2012 data is that the PWP readings decrease in 
the sand layer at measurement locations located upstream and remote from the localized erosion, 
after the appearance of sand traces and at the same time or just before the appearance of sand 
boils. This section characterizes PWP changes observed in the piezometer readings and relates 
these changes to the internal erosion process by defining and analyzing transition points common 
to a majority of the piezometers in the array.  
The observed PWP responses along one central transect in T2009 are presented with 
UWL in Fig. 2.12a for 110 hrs of the 150 hrs of loading. Vertical dashed lines indicate the 
observations of the onset of sand traces (t≈5 hrs at UWL≈0.5 m) and sand boils (t≈28 hrs at 
UWL≈1.6 m) at the downstream toe near the central transect. The piezometers revealed PWP 
decreases even while the UWL remains constant. These decreases were anomalous because, in 
theory, PWP should have remained constant during steady seepage though a homogenous 
embankment.  
The PWP values were compared to the expected PWP based on simplified time-
dependent Darcy subsurface seepage finite element (FE) modeling. The modeled PWPs are also 
shown in Fig. 2.12a for the locations of four piezometers installed along the center transect. The 
FE models, constructed for T2009 and T2012 in COMSOL Mulitiphysics version 4.3a, assumed 
homogenous soil conditions (no erosion) based on the material properties for the clay 
embankment and sand foundation summarized in the previous section. The models allowed flow 
through the sand foundation only, with the sand assumed to be saturated. The membrane-lined 
basin slopes and bottom were modeled as no flow boundaries. The upstream (using UWL time 





Fig. 2.9 T2012 loading and visual observations. 
  
 














Fig. 2.10 Sand boils approximate locations and sand production for (a) T2009 and (b) T2012. For 
T2009, the plot qualitatively presents two stages of sand boil activity as different line 
thicknesses:  1) thin lines indicate the appearance of discrete sand traces or localized preferential 
flow, and 2) thicker lines indicate growing sand boils depositing sand material in a crater around 
a hole. For T2012, the plot provides a quantitative cumulative summary, with line thickness 






Fig. 2.11 PWP distribution at various UWL, T2009 (left) and T2012 (right). 
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Fig. 2.12b presents PWP measurements, normalized to model results for the four 
piezometers. For clarity, the model-normalized PWPs are offset to avoid overlap. For each 
piezometer plotted, the model-normalized PWP is centered on 1, with a vertical increment 
between grid lines of 0.5. Fig. 2.12c shows PWP measurements normalized to UWL.  
The first detection of sustained anomalous PWP decrease is marked as fd (“first detection”) in 
Fig. 2.12b for each piezometer. This transition was identified as the approximate time (estimated 
with uncertainty of + 5 to 10 hrs) when a sustained negative slope becomes apparent in the 
model-normalized PWP. The trends were common in the plots of absolute pressure and UWL- 
normalized pressure, though subtler in some cases. During initial loading (t = 0 to 20 hrs), the 
normalized PWP readings are noisy because of the rapidly changing UWL and the relatively low 
piezometer readings. Because the PWP time response in the field varied in comparison to the 
model response, the model-normalized plots exhibit peaks and valleys, masking the trends within 
the first 20 hrs of the test. For example, the field measurements reacted to loading changes more 
quickly than in the model in upstream piezometers during the first 20 hrs, but for downstream 
piezometers, the model reacted more quickly than the measurements. 
The fd transition is marked as the point outside the noise where pressure decrease in the 
model-normalized plots is apparent; the pressure decrease may be occurring earlier (within the + 
5 to 10 hrs uncertainty bounds) but the point is hard to identify prior to 20 hrs because of the 
noise. The sand traces represented localized particle movement and offered the first visual signs 
of backward internal erosion. As the first sign of PWP decrease, fd occured after sand traces 
appear at the downstream toe. Sand boils represented the formation of an internal erosion 
channel (“pipe”) as larger quantities of sand move to the exit point. As fd occured at or just prior 
to the appearance of sand boils, fd appears to be the point at which the measured PWPs begin to 
respond to internal erosion channel formation.  
The PWP readings stabilized later with characteristic transition marked as ps (“pressure 
stabilization”) in Fig. 2.12b. This ps transition was identified by evaluating the slope of the curve 
after fd and marking the approximate point when a sustained zero slope begins. The ps transition 
coincided with the visual observation of persistent sand production from sand boils (Fig. 2.10), 
indicating ongoing backward erosion. The ps transition can be explained as the result of 
backward erosion moving beyond the piezometer (upstream or laterally) such that further erosion 




Fig. 2.12 T2009 select piezometer locations along a center transect showing (a) absolute PWP  
and modeled PWP, (b) PWP normalized by model results (Pi/Pi(model)), and (c) PWP normalized 
by UWL (Pi/UWL) for results truncated at 110 hrs. Measurements and model results plotted 




piezometer to the downstream reservoir, the PWP at ps in a piezometer was higher than the 
downstream reservoir head because of flow resistance within the erosion channels, as reflected in 
modeling studies (e.g. Sellmeijer 2011). In T2009, ps was not apparent in the piezometers 
furthest upstream before forward erosion and breach, perhaps because of the short period 
between the time erosion reaches these piezometers and the start of forward erosion. 
In many of the piezometers (two shown in Fig. 2.12), an increasingly negative slope 
occured after fd and after visual initiation of sand boils. The piezometer marked with a star in 
Fig. 2.12b, for example, shows an inflection point at 55 hrs, with a more negative slope between 
t≈55 to 75 hrs. This trend did not appear in all piezometers, and the change in slope varied in the 
sensors, generally more subtle in the downstream piezometers and absent from the upstream 
piezometers. This change in slope could be explained as the result of backward erosion moving 
close enough to a piezometer to cause a more pronounced PWP decrease, as seen in research by 
Hoffmans (2014) and Sellmeijer (2011) but requires additional research to verify this hypothesis. 
The final breach stage (Fell and Fry 2007) was apparent in the rapid PWP increase after 90 hr in 
Fig. 2.12a. The period of time between fd - ps transitions and ps - breach are highlighted in green 
and blue, respectively, in Fig. 2.12b and Fig. 2.12c. 
The transitions show consistent trends in Fig. 2.12b. First, fd occured after sand traces 
appear but at or just before sand boils appear. In fact, the fd transition seemedto occur at nearly 
the same time (within uncertainty bounds) in the piezometer array regardless of distance 
upstream from the toe. As this is the first sign of a PWP decrease, fd marked the closest temporal 
proximity to the initiation stage of backward erosion as identified in PWP readings.  
Next, the transition ps occueds after fd and likely indicated erosion channel(s) moving 
upstream beyond the zone of influence of the piezometer. The times of the ps characteristic 
transition are plotted for all the piezometers in the array to show a spatial distribution of the PWP 
development associated with internal erosion. Fig. 2.13 maps the ps characteristic PWP 
transitions identified in the piezometer array.  
Fig. 2.13 shows that the time to reach ps increases somewhat linearly from downstream 
to upstream, with the exception of the zones outlined in red, roughly aligning with the most 
active sand boil areas (Fig. 2.10) and likely delineating the areas where erosion developed faster 
than in other areas beneath the embankment. Lag time between fd and ps can be interpreted as an 
estimate of the time for internal erosion to propagate from the toe to the piezometer locations. 
38 
 
Taking fd as 20 hrs based on the piezometer array (within + 5 to 10 hrs uncertainty), and ps as 
shown in Fig. 2.13, for T2009 this propagation time is less than 62 hrs downstream of the 
outlined area and around 65 to 70 hrs for the rest of the structure, as shown in Fig. 2.13. The 
propagation rate in the area of faster channel development is estimated to be approximately 3 
m/day, while the rate elsewhere is estimated to be approximately 1 m/day. 
 
 
Fig. 2.13 T2009 temporal transition points ps mapped over the shaded footprint (a). The 
difference between fd and ps (b) provides an approximate time for internal erosion to propagate 
from the toe backwards to piezometer locations in the foundation. 
The ps contours provided an approximate shape of the dominant erosion channel at the 
time and UWL corresponding with ps. The length of the erosion channel could be used as input 
to Sellmeijer’s piping model (Sellmeijer et al. 2011) at various times and UWLs. Previous 
research (van Beek et al. 2014; Weijers and Sellmeijer 1992) observing the spatial distribution 
and development of backward erosion channels during laboratory experiments may provide an 
explanation for the observed ps behavior. In those experiments, multiple erosion channels 
developed early in the test, distributed horizontally throughout the test bed, then one dominant 
channel ultimately reached the upstream end to result in failure. In 3D numerical simulations, 
Vandenboer et al. (2014) noted that at some limiting distance from an existing outflow (boil), 
water flow is not routed to the existing boil but instead creates a new outflow location, resulting 
in multiple boils distributed spatially. The distance between the existing boil and the new boil 
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defined an “influence width” (Vandenboer et al. 2014). Multiple boils more closely spaced than 
the influence width were less susceptible to piping because the flow velocities are lower over a 
wider flow area. The distribution of the sand boils in Fig. 2.10 over much of the embankment 
may indicate spatially widely distributed small channels, with the outlined localized differences 
in ps in Fig. 2.13 at the downstream toe representing areas where dominant channels are forming.  
Some similar trends appeared in T2012, with the main difference between T2009 and 
T2012 being the influence of the geotextile installed to mitigate backward erosion for T2012. 
The observed PWP responses along a central transect in T2012 are presented with UWL in Fig. 
2.14a for 110 hrs of the 150+ total hours of loading.  Fig. 2.14b and c show model-normalized 
and UWL-normalized PWP measurements from select piezometers in the center transect. 
Vertical dashed lines indicate the observations of the onset of sand traces and sand boils at the 
downstream toe. Sand traces appeared later (t≈18 hrs at UWL≈1.4 m) in T2012 than T2009, 
perhaps because of slight differences in material types and compaction. Sand boils occurred at 
t≈24 hrs, at UWL≈2 m. As the first sign of PWP decrease in Fig. 2.14a, fd occurred after sand 
traces appear and before sand boils appear at the downstream toe near the center transect. The fd 
transitions occurred at approximately the same time in each of the piezometers in this transect, 
likely marking the closest temporal proximity to the initiation stage of backward erosion as 
identified in PWP readings. 
In T2012, the piezometers in the row closest to the UWL did not exhibit ps, but instead 
the model-normalized PWPs decreased steadily for the duration of the experiment. The 
transitions ps occurred around the same time for the piezometers downstream of the embankment 
crest in this transect. The geotextile’s effect on the flow characteristics of piping were not clear, 
but the transition ps showed that erosion did not travel upstream in T2012 as it did in T2009, and 
breach did not occur despite a higher ultimate UWL. The geotextile likely limited the movement 
of particles, as confirmed by excavation and inspection after the test, and therefore limited the 
backward extent of PWP drop and the backward propagation of erosion. In many of the 
downstream piezometers, ps was followed by slight PWP increases. Sand production from sand 
boils near this continued after ps (Fig. 2.10), and new sand boils continued to appear late in the 
test (t≈90 to 140 hrs). These observations indicated that within the time interval of the T2012 
test, the conditions did not reach equilibrium. Lack of ps transition in the upstream piezometers 




Fig. 2.14 T2012 piezometer locations along a center transect showing (a) absolute PWP (Pi) and 
modeled PWP, (b) PWP normalized by model results (Pi/Pi(model)), and (c) PWP normalized by 
UWL (Pi/UWL) for test truncated at 110 hrs. Measurements and model results plotted ~every 




may have been occurring, perhaps laterally, even if the geotextile interrupted backward 
propagation. The PWP increases (apparent both downstream and upstream of the geotextile) in 
T2012 could have been the result of geotextile clogging, or other complex three-dimensional 
flow caused by the geotextile (local or widespread PWP build up and PWP relief.) 
Fig. 2.15 maps the ps characteristic transitions identified in the T2012 piezometer array. 
In the upstream piezometers where the data did not exhibit a clear transition, a transition time 
was not mapped. Fig. 2.15 indicates that ps was generally uniform downstream of the crest, 
except within the circled zone where pressures take more time to stabilize. The ps transitions 
occurred on both sides of the geotextile, indicating that PWP changes associated with backward 
erosion extend upstream of the geotextile. Photographs from the dewatered excavation provided 
evidence that some movement of sand upstream of the geotextile did occur. Specifically the 
vertical geotextile deflected toward the downstream, with large (up to 200 cm wide by 10 cm 
deep) backward erosion channels located downstream of the geotextile and some smaller, 
isolated channels upstream of the geotextile (van der Kolk 2013). The circled zone requiring 
more time to transition to ps in T2012 (Fig. 2.15) remained active longer than the rest of the 
structure. This behavior indicated that flow and backward erosion activity continued to influence 
the piezometers in this zone after PWPs elsewhere equilibrate. 
 
 
Fig. 2.15 T2012 temporal transition points ps mapped over the shaded footprint. 
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2.4  Conclusions  
This study evaluates PWP data from large-scale IJkdijk field experiments to study 
backward erosion in earthen embankments. T2009 tested the embankment to failure, while 
T2012 included a vertical geotextile in the embankment foundation and the embankment did not 
breach. Study of the PWP allows better understanding of the spatial-temporal development of the 
backward erosion process. 
PWP analyses of individual piezometers exhibit characteristic PWP transitions. The 
following conclusions can be drawn from this study of those transitions: 
1. PWP response at locations upstream and remote from the downstream toe are sensitive to 
the initiation of internal erosion at the toe. The first PWP decrease (fd) provides the first 
indication of backward erosion in piezometer readings. In both T2009 and T2012, the fd 
transition occurs after the first sand traces, which are the first visible signs of backward 
erosion at the downstream side of the embankment. The transition fd appears before the 
time sand boils emerge in the downstream toe nearest to the piezometers. The fd transition 
provides the first measured sign of a PWP decrease resulting from the movement of 
particles, after the backward erosion initiates in the foundation at the embankment toe and 
as the internal erosion channels form. 
2. Stabilization of PWP (ps) occurs when the erosion channel continues upstream beyond the 
piezometer. Sand boils produce sand actively after ps, confirming ongoing erosion. 
Stabilization can also reflect that erosion channels have stabilized for other reasons, such 
as healing or mitigation (i.e. geotextile or filter, as seen in T2012).  
3.  Spatial analysis of ps show areas where the internal erosion channels back-propagate 
more quickly. The time difference between fd and ps shows the variation in the rate of 
backward propagation.  
In these experiments, the transitions are most clear when compared to expected results 
from a simple model, but the trends also appear in absolute PWP and UWL-normalized PWP 
measurements. 
The time (hours) between fd and ps as well as time between ps and breach potentially 
allow for detection and intervention to stop the erosion (e.g. sand bagging, berming, or restricting 
UWL). In T2009, the PWP data from piezometers spaced on the order of meters reflect 
backward erosion on the order of meters, but if the process is distributed over the width of the 
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foundation, a few sensors could detect it. However, if the seepage exit is focused, if the sand is 
more heterogeneous, or if piezometers are too widely spaced, preferential seepage and erosion 
paths may develop and go unnoticed because the ps transitions do not appear in measurements. 
The required spatial density of piezometer measurements may be insufficient to use this analysis 
on operating levees and dams, but the dense measurements in these IJkdijk experiments provide 
a new understanding of the backward erosion process. 
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 CHAPTER 3 
NON-DESTRUCTIVE ACOUSTIC EMISSIONS 
MONITORING AT IJKDIJK 
Chapter includes portions modified from: 
Design and Implementation of Geophysical Monitoring and Remote Sensing during a Full Scale 
Embankment Internal Erosion Test, in Proceedings of Geo-Characterization and Modeling for 
Sustainability, GeoCongress 2014, Atlanta, GA, 2014. 
M. A. Mooney10, M. L. Parekh11,12, B. Lowry2,13, J.B. Rittgers2,14, J. Grasmick2,15, A. R. 
Koelewijn16, A. Revil17, and W. Zhou18 
3.1  Introduction 
This chapter presents the analysis and results of passive acoustic emissions (AE) 
monitoring performed during the 2012 IJkdijk test (T2012) in Booneschans, Netherlands. For 
this IJkdijk test, a team of Colorado School of Mines students deployed a monitoring system 
involving passive electric (spontaneous or self-potential, SP), passive seismic and acoustic 
emissions. Chapter 2 presents the details of the test as well as piezometer analysis related to the 
detection and monitoring of spatial temporal development of internal erosion. Continuous 
geophysical monitoring and remote sensing offered a spatially and temporally distributed 
supplemental approach. The September 2012 testing included embedded fiber optic temperature 
and strain measurements, passive seismic, acoustic emissions, electrical SP and remote sensing 
(LIDAR) monitoring. This chapter includes a timeline summarizing the various measurements in 
terms of the identification of concentrated seepage and internal erosion, including non-
destructive analysis performed by others, for comparing detection and monitoring methods. 
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The AE analysis is intended to observe and measure acoustic emissions that may occur 
with concentrated seepage or particle movement. As summarized in Chapter 1, previous studies 
(Buck and Watters 1986; Koerner et al. 1976, 1979, 1981a) have identified  vibration emissions 
generated by flow within fully saturated porous media. Other seepage-related sources of acoustic 
emissions include:  
1. cracking within the embankment (Hardy 2003); 
2. collapsing of materials immediately adjacent to piping features during arching, 
repacking and redistribution of stresses (Buck and Watters 1986); 
3. soil particle movement leading to non-laminar flow within subsurface piping features; 
4. turbulent flow ( fluid and particles) at the seepage exit or sand boil; 
5. seepage velocity increase (Hung et al. 2009) and seepage flow instability; 
6. surface scour processes along the inner diameter of piping features; 
7. small-scale slope stability failures and slope-creep events resulting from increased 
saturation and pore fluid pressures (Hardy 2003); and 
8. “Haines jumps” caused by pore-scale instabilities in the position of the meniscus in 
porous media during drainage or imbibition (DiCarlo et al. 2003). 
3.2  Baseline Characterization 
Before hydraulic loading and during limited machinery and human activity on the site, 
data were collected to characterize the baseline conditions of the embankment. 
3.2.1  Electrical resistivity, seismic refraction, self-potential 
Fig. 3.1 depicts the approximate locations of baseline seismic tomography data collected 
across the downstream half of the IJkdijk levee. Real time kinematic GPS recorded the absolute 
3D spatial locations of geophones, active seismic sources, resistivity electrodes, and structure 
features. Precise location is important for minimizing introduction of error into inverse modeling 
routines, which can be sensitive to minute errors in geometries and other data variations. See 
(Rittgers et al. 2014)  for more detailed configuration of baseline and test monitoring 
instrumentation. 
Baseline 2D direct current (DC) electrical resistivity tomography (ERT) data were 
collected along three lines parallel to the crest of the test structure placed at the crest, mid-
downstream face, and downstream toe (Fig. 3.1). ERT generally is performed by iteratively 
injecting electrical current into the ground between various source electrodes and measuring the 
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resulting electrical potentials between other electrode pairs, allowing the subsurface electrical 
conductivity distribution to be imaged. A resistivity meter (ABEM Instruments Terrameter 
System) collected resistivity data from the arrays of 32 stainless steel electrodes. At IJkdijk, ERT 
helped establish the approximate 3D electrical conductivity distribution within the test structure 
and underlying test sand bed for use in inverse modeling of any passive electrical (SP) data 
anomalies (Rittgers et al. 2014).  
Similarly, active compressive wave (P wave) seismic refraction tomography data were 
collected along the same three baseline survey lines using a Geometrics Geode seismograph. 
Active seismic tomography involves iteratively generating an impact seismic source at a given 
location and recording the resulting energy at various other locations. The electronics 
synchronize the timing of the impact source and the start of acquisition on multiple receivers, 
allowing imaging of subsurface seismic velocity. Here, these data were collected in order to 
determine the approximate 3D velocity distribution within the test embankment and foundation 
for use in work (by others) involving inverse modeling of passive seismic surface wave 
monitoring data and localization of any acoustic emissions events identified (Planes et al. 2015; 
Rittgers et al. 2014). After installation of the geophones in the array, baseline seismic noise data 
were collected from 24 channels. 
Baseline SP data were collected for approximately 12 hours preceding the filling of the 
upstream reservoir of the test structure to establish system and site noise levels, steady-state 
electrical potentials across the structure, and any residual electrode drift corrections. The baseline 
data are used to correct the time-lapse monitoring data prior to conducting inverse modeling 
(Rittgers et al. 2014).  The SP system included an array of 57 lead-lead chloride (Pb-PbCl) non- 
polarizable electrodes recording time-lapse SP data on the downstream face. An additional 17 
electrodes recorded on the upstream face of the embankment until inundated by the upstream 
water level (UWL). One electrode was installed as a reference. The SP electrodes were installed 
approximately 0.75 m below ground surface to minimize temperature fluctuations and drifts of 
the electrodes and to improve the proximity of the electrode array to seepage pathway locations 
within the embankment or its foundation.  
SP data were recorded using a field laptop connected via Ethernet to a digital multimeter 
(Keithley 2700 series) with 80 multiplexed analog input channels. The acquisition cycled 
through each electrode to record an SP measurement every 0.5 seconds. This sample rate allowed 
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imaging of the electric field distribution across the array every 40 seconds. A total of 47 data 
files of various lengths (up to several hours) were recorded over the duration of the test. 
 
 
Fig. 3.1 Baseline data collection alignments for both ERT and active seismic data collection. 
3.2.2  Terrestrial Remote Sensing 
In addition to geophysical subsurface sensors, monitoring included terrestrial remote 
scanning sensors for LIDAR (TLS, Leica C10) and radar interferometry (TRI, Gamma based 
SlopeScan™). Location of the TLS and TRI instruments are shown in Fig. 3.2. Both methods are 
capable of resolving ground surface movement at a magnitudes less than 1 cm (Abellán et al. 
2009; Alba et al. 2008).  LIDAR point clouds and radar images were acquired on a repeating 
basis for the duration of the test at an acquisition rate of less than 7 min to capture rapid surface 
movements. High-density baseline scans were conducted before the test to image the 
embankment before reservoir loading.  
 






Fig. 3.2 LIDAR (TLS) and radar (TRS) locations downstream of embankment. 
3.3  Acoustic Emissions 
At IJkdijk, the passive seismic monitoring data were recorded in an attempt to record 
small vibrations generated by concentrated seepage and internal erosion of soil particles. The 24-
geophone array was arranged in three rows parallel to the crest of the dam (Fig. 3.3 and Fig. 3.4). 
The geophones were buried at either 0.25 m or 0.75 m deep to maximize coupling to the ground 
and to minimize the impacts of high-energy vibrations from wind, rain and other random site 
noise. As a point of reference, the seismic system is sensitive enough to record a person tapping 
their foot from hundreds of feet away, or to record the sound (through air) of a person speaking 
from tens of feet away, similar to a microphone.  
3.3.1  Test Details 
The test program recorded AE nearly continuously in 16-sec long segments (each 
followed by an approximately 4 to 10 sec during file transfer and recording). The data, recorded 
at sampling intervals of 0.25 ms (4 kHz) sec and 0.1 ms (1 kHz), capture frequencies ranging 
approximately from 2 to 250 Hz using vertical geophone transducers (Fig. 3.5, Mark Products, 
40 Hz center frequency). A 24-channel Geometrics Geode seismograph recorded a total of 
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22,182 seismic records during the 7 day test, starting approximately 18 hrs before raising the 
reservoir level and ending while the reservoir was near the maximum level (UWL=3.6 m at 
t=157.8 hrs). The 0.25 ms sampling interval applied to the first four days of the test, then 0.1 ms 
applied to the final 3 days to accommodate software limitations. At approximately t=54 hrs, the 
system was adjusted to ground the seismograph to better electrically isolate the acquisition from 
the power inverter, reducing electrical noise significantly. 
 
 
Fig. 3.3 Approximate locations of geophones embedded on downstream slope (elevation view). 
Circled geophones were buried 0.75 m deep; the remaining were buried 0.25 m deep. 
 
Fig. 3.4 Plan view layout of geophones on downstream slope of embankment showing channel 
numbering scheme. Circled geophones were buried 0.75 m deep; the remainder 0.25 m deep. 
 




Fig. 3.5 Geophone before embedding. 
Fig. 3.6a shows the frequency content of all channels (averaged for the duration of the 
test) before filtering. Raw signals were uniformly sampled at 1 kHz prior to processing. Fig. 3.6b 
shows the frequency content of signals over the entire test period from three geophones in the 
row nearest the downstream toe of the embankment to illustrate the variability of signals at 
different channels. Most of the frequency components are in the band less than 100 Hz, but 
frequency spikes associated with electrical noise appear in the signals. 
A low pass filter (250 Hz) and slot filters (120 Hz and 240 Hz) were applied to each 16-
sec record to remove frequencies resulting from ambient, electrical noise and noise from the 
instrumentation systems. Even after filtering, the signals are dominated by noise from human 
activity including talking, walking, operating machinery, and using electrical equipment at the 
site if the signals are not averaged over time. Fig. 3.7 shows example frequency content 
(averaged and normalized to peak frequency) from 10 min during human activity (“active”) and 
10 min averaged without activity (“inactive”), both after filtering. The signals from the active 
period have a different peak frequency and contain more low and high frequencies than signals 
from the inactive period. During the nighttime hours (between approximately 8 PM and 8 AM 
site time), the signals tend to contain less electrical and anthropomorphic noise, also shown in 
Fig. 3.7, where the nighttime frequency content is similar to similar to the inactive signals. For 
the AE analyses that follow, the nighttime signals allow better evaluation of AE potentially 
generated by seepage and internal erosion because they are not as influenced by electrical and 
anthropomorphic noise. 
The AE in soils may be broadband, with much of the frequency content below 50 Hz 
(Hardy 2003). In some of the signals, frequency peaks at 25 Hz, 30 Hz, and 50 Hz appear in the 





Fig. 3.6 Sum of all channels, raw (unfiltered) signals (a). Example single channel plots of 
frequency content from row of geophones at toe to demonstrate variability in unfiltered 
frequency content in various channels (b). Geophone locations shown (left). 
 
Fig. 3.7 Average FFT of filtered signals from active and inactive time periods (10-min) 
compared to average of all nighttime signals, all channels averaged. 
 
a)  Frequency content of average of all channels, unfiltered, t=-17 to 157 hr 




3.3.2  AE RMS amplitude and counts 
Two methods for characterizing vibration activity are: (1) calculating root mean square 
energy (RMS amplitude), and (2) counting pulses or local peaks in signal exceeding a threshold 
energy level. Both measures can be calculated cumulatively (from t = 0) or over increments of 
test time. For the IJdijk data, filtered and DC-shifted signals from a 4-hr inactive period prior to 
any hydraulic loading were used to calculate a noise baseline RMS amplitude specific to each 
channel. RMS amplitude was calculated for each 16-sec record in the baseline time period. The 
average RMS amplitude for these signals defines the noise baseline for each channel.  
All signals were filtered, DC shifted and normalized (divided) by the baseline RMS 
amplitude for the matching channel. In this way, each 16-sec signal is represented by RMS 
amplitude above the baseline noise floor as an amplification factor. Mathworks Matlab R2013a 
and signal processing software, Mirtoolbox, identified and counted peaks on the normalized 
wave exceeding threshold=10, for each 16-sec record. Mirtoolbox is a custom Matlab toolbox for 
extracting features from audio files (Lartillot and Toiviainen 2007). The threshold is somewhat 
arbitrary, chosen to be an amplification factor over the baseline noise.  
As discussed in Chapter 2, the visual observations, sand production and pore water 
pressure measurements internal to the embankment provide evidence of internal erosion. 
Temporal variations in the sand production and pore water pressure reflect spatial changes in 
internal erosion. Chapter 2 outlines one way to visualize the sand production for each identified 
sand boil location to get a sense of spatial and temporal development of internal erosion (Fig. 
3.8). Water and sand boils appeared at approximately t=18 hrs. Sand production appeared at 
approximately 22 hrs and was greatest near the center of the embankment (approximately 5 to 
11 m from the downstream right toe of the embankment). Sand production in this center portion 
of the toe increased steadily in most sand boils, with new boils appearing late in the test at t=90-
120 hrs. The most active sand boil areas align with pore pressure changes likely delineating the 
areas where erosion developed faster than in other areas beneath the embankment. 
Total sand production (cumulative sum of all sand produced by all sand boils, estimated 
as described in Chapter 2) and AE counts generated from all channels for the duration of the test 
and are plotted in Fig. 3.9 with the upstream water level (UWL). Fig. 3.9 shows the total sand 
boil production increasing steadily between t=24 and 48 hrs, then increasing at a higher rate 
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between t=48 and 52 hrs as the UWL reaches a maximum. Sand production continued as UWL 
fluctuates around the maximum UWL (3.5-3.6 m) but slows at t=100 hr.  
 
 
Fig. 3.8 Approximate locations of sand boils and sand production .The plot provides a 
quantitative cumulative summary, with line thickness varying based on relative cumulative mass 
removed based on field measurements. 
The total sand boil production can be divided into individual sand boil contribution to 
evaluate the spatial differences in sand boil production. Fig. 3.10 provides an alternative visual 
representation, plotting three specific sand boil locations (labeled with prefix “SB”) to illustrate 
the variability in sand production based on location. Locations SB2 and SB8 were located close 
to each other, but SB2 produced more sand early (t=20 to 50 hrs). Production rate (kg/hr) at these 
two boils was similar between t=65 to 90 hrs, but SB2 produced sand at a higher rate between 
t=90 to 110 hrs. The sand production rate in SB10, located approximately 2 m from SB2 and 
SB8, was similar to SB2, only with less sand produced, until t=90 hrs when production at SB10 
slowed. SB8 and SB10 did not produce sand between t=100 and 140 hrs. However when t=140 




In Fig. 3.9 the rate of cumulative AE counts (AE counts/hr) decreased slightly at t=48 hrs 
and again at t=115 hrs. However, just as the total sand boils did not provide information about 
the location of erosion activity, the total AE counts also did not reflect localized AE activity. Fig. 
3.11 plots the AE counts for all channels and highlights three channels (labeled with prefix 
“CH”:  CH8, CH9, and CH 24) along the left abutment. The highlighted channels show the rate 
of AE (cumulative counts/hr) slowing in some channels at times (CH9 at t=50 hrs), increasing 
steadily (CH8), or increasing after a certain time (CH8 and CH24 at t=105 to 115 hrs). 
 
Fig. 3.9 UWL (top) compared to total sand produced by sand boils and cumulative AE counts 
from all channels (bottom).  
Evaluating the temporal change in RMS amplitude and AE counts for individual channels 
indicates levels of vibration activity at the channel locations in 16-sec windows. Fig. 3.12 shows 
the temporal RMS amplitude for three example channels (CH5, CH12, and CH21) plotted with 
UWL. RMS amplitude from all signals are shown in gray and signals acquired during relatively 
quieter nighttime hours are highlighted with larger red markers. In these three channels, the RMS 
amplitude between t=0 to 50 hrs was highly variable. This variation may be the result of the 
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vibrational energy created by the rising reservoir level and flow rate increases in the foundation. 
 
Fig. 3.10 UWL (top) and total sand boil accumulation shown with three individual sand boils 
(bottom). The locations at the downstream toe for the three chosen sand boils are shown on the 
left in plan view. 
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The initial raising of the reservoir level (t=0) began in the afternoon while many people and 
vehicles were active at the site. Coupled with the effect of initial reservoir loading on the 
geophone array is hard to discern. The reservoir changes were small after t=50 hr and the 
reservoir raising occurred during the day hours so the effect of reservoir raises were not readily 
apparent in the RMS amplitude, as shown in Fig. 3.12 for three channels. The embankment also 
deformed and cracked from t=20 to 64 hrs, so the varation could be a reflection of stress release 
during deformation or water flow through cracks. For these reasons, identifying trends and 
sources of RMS amplitude was difficult before 50 hrs. Occasional peaks in RMS amplitude 
appeared in the nighttime data, likely during periods of human activity associated with inspection 
of the embankment (walking, operating the man lift, placing markers, measuring flow rate and 
measuring sand production), but generally after t=50 hr, the filtered signals were less noisey 
during nighttime hours. After t=50 hrs, RMS amplitude in CH5 remained relatively constant. In 
contrast in CH12, the RMS amplitude at night increased from t=50 to 65 hr (but with less scatter 
than t<50 hr), then decreased between 100 hrs and the end of the test. In CH 21, RMS amplitude 
increased from  t=50 to the end of the test, (again with less scatter than t<50 hr).  
Fig. 3.13 shows the temporal RMS amplitude trends for all channel rows to allow 
evaluation of spatial variation. In these plots, maximum, minimum and average RMS amplitude 
are presented for 15-min sliding windows. Some interesting trends (t>50 hrs) are highlighted 
with arrows.  
Sources of the AE appeared to be concentrated near the center of the toe of the 
embankment near CH19, CH20, CH21, and CH22 where RMS amplitude increased with time. 
The increasing RMS amplitude corresponded with the increasing sand production near the center 
of the toe. In fact, for the duration of the test, sand production continued in the center of the toe, 
with new boils appearing late in the test at t=90-120 hrs. CH17, CH18, CH23, and CH24 show 
decreasing or stabilizing RMS amplitude indicate proximity to lower sand boil activity and 
slowing sand production over time closer to the abutments, confirmed by the sand boil 
production measurements (Fig. 3.8).   
Fig. 3.14 shows the temporal AE counts for the same example channels (CH5, CH12, and 
CH21) plotted with the UWL. Similar to the RMS amplitude discussed above, AE counts 




Fig. 3.11 UWL (top) and culmulative AE counts (threshold =10*RMS baseline) from all 












Fig. 3.13 Normalized RMS amplitudes with time for all channels in three rows, windowed (15 







Fig. 3.14 AE counts of peaks exceeding threshold =10 from three channels with nighttime 








changing seepage and flowrate in the foundation, embankment deformation and cracking, and 
seepage through the cracks. After t=50 hrs, AE counts were less noisey, especially during the 
nighttime hours. CH5 AE counts were more noisey than CH12 and CH21, perhaps because of 
human activity on the crest. AE counts in CH5 remained relatively constant between t=50 to the 
end of the test, with slightly more active periods at t=76 to 88 hrs and t=100 to 112 hrs. In 
contrast in CH12, the AE counts at night increased from t=50 to 90 hr, then decreased between 
100 hrs and the end of the test. In CH 21, AE counts increased from  t=50 to the end of the test. 
From t=115 hrs to the end of the test, AE counts in CH21 were relatively constant. 
Fig. 3.15 shows the temporal trends in AE counts for all channels. Again, most of the 
changes in AE counts occurred in the row closest to the toe (CH17-CH24). AE counts increase in 
CH19, CH20, and CH21 toward the center of the embankment toe, closest to the sand boil exit 
points. Closer to the abutments, CH17, CH18, CH 23, CH24, AE counts decrease. The AE 
counts indicated that the AE sources were generated near CH19, CH20, and CH21 with 
increasing activity over the duration of the testing. 
To combine the temporal trends with spatial visualization, gridded and interpolated 
(using natural neighbor interpolation) RMS amplitude and AE counts data are presented as 
contours in Fig. 3.16. While interpolation is not strictly a correct representation of energy or AE 
activity between geophone locations, the contours are useful illustrations to indicate areas where 
RMS amplitude and AE counts are elevated. Fig. 3.16 also shows a trend in the IJkdijk data that 
appeared at approximately t=42 hrs, characterized by locally elevated RMS amplitude and AE 
counts located near the toe of the embankment, close to the left abutment and mid-slope. Fig. 
3.16 also shows the sand boil locations, shown with diameter relative to total sand production up 
to the time plotted. More sand production occurred near the center of the embankment. The 
increased and RMS amplitude AE counts in the toe near the active sand boils may indicate that 
AE may be proportional to the growing piping structures created by the sand production, through 
concentrated seepage, particle instability at the pipe head or along the pipe, or sand exiting at the 
sand boils. Concentrated seepage appeared (by visual observation, as shown in Chapter 2) 
emerging through the downstream slope face in these same areas at approximately 90 hrs after 




Fig. 3.15 AE counts exceeding threshold 10 (windowed moving average) plotted for all channels 







Fig. 3.16 Spatial distribution of RMS amplitude (left column) and AE counts (right column) 
from 16-sec record at times shown (not cumulative). Cumulative sand production indicated by 
black circles at the toe of the embankment with diameter of circle proportional to mass of sand 
removed.  









3.4  Results of other NDE analysis 
This IJkdijk T2012 test offered a unique opportunity for continuous NDE monitoring to 
supplement visual and pore water pressure observations. The results of the various studies are 
summarized here to develop a timeline for detecting the internal erosion process.  
3.4.1  AE localization 
A separate acoustic emission analysis localized vibration sources (Rittgers et al. 2014). 
This analysis compared measured signals to signals modeled based on curved ray tracing 
between each source-receiver pair, with possible sources in a ~1 m grid at the base of the 
embankment at the interface between the clay and sand. The output of this algorithm revealed the 
locations of any seismic energy originating within the grid as a focused anomaly. Seismic energy 
originating from outside the grid, such as anthropomorphic noise, was discernable as a broader 
projection across the grid. (See Rittgers et al. 2014 for algorithm details.)  
The analysis showed coherent sources originating from within the search grid at the 
interface between the sand and clay beginning around t=37 hrs, corresponding spatially and 
temporally with increased sand boil activity near CH21 and CH22. Acoustic source localizations 
became more coherent and consistent near the center of the downstream embankment toe at t=50 
hrs. 
3.4.2  Passive seismic interferometry 
The recording of the seismic data also allowed for velocity modeling to analyze temporal 
changes to the velocity distribution. Passive seismic analysis using ambient noise (seismic 
interferometry) to interrogate the embankment for structural changes indicated a surface wave 
velocity decrease associated with the increase in UWL (and therefore decrease in effective 
stress) at 45 to 50 hours (Planes et al. 2015). Additional velocity reductions were apparent at 64 
hr and 72 hr, concurrent with additional UWL increases, indicating the increase in internal water 
level within the embankment. 
3.4.3  Terrestrial Remote Sensing 
TLS measured vertical deformation of the embankment over the course of the test. Filling 
of the reservoir resulted in deformation near the crest on the flanks of the embankment that 
developed as the reservor was loaded to capacity at t=45 hrs. The deformation remained and 
increased slightly for the duration of the test. After 108 hrs, TLS indicated vertical settlement at 
the toe, with vertical deformation approaching 15 cm, in areas where probing and visual 
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observation indicated soft foundation conditions. TLS scanning also revealed the formation of 
surface seepage on the face of the embankment due tochanges in LIDAR intensities at nearly the 
same time as visual observations.  
3.4.4  Self-Potential 
Self-potential (SP), a passive and typically minimally invasive method, measures natural 
or anthropogenic changes to the electrical field generated by electrical source current 
mechanisms within the subsurface. Common sources of self-potential signals are spatial 
gradients in hydraulic potential, temperature, electrical potential, and chemical or ionic 
concentrations. These sources result in various cross-coupled electrical source currents such as 
electro-kinetic, thermoelectric, and electrochemical currents. See (Minsley et al. 2007; Revil et 
al. 2012; Sheffer 2007) for a review of self-potential geophysical applications. 
SP captured changes in the passive electrical fields created by water flowing through the 
porous soils showed coherent positive anomalies, indicating concentrated seepage flow through 
the embankment at 99.6 hrs near the center of the downstream toe (Mooney et al. 2014; Rittgers 
2013; Rittgers et al. 2014). At 99 hours, boils located near the center of the embankment 
continued to produce sands, and additional new sand boils appeared around this time as well, 
indicating continued and active concentrated seepage.  
Electrical noise posed a difficulty to SP data acquisition because the SP signals are 
relatively small. Ambient and system electrical noise in this field experiment (especially prior to 
55 hrs) may have contributed to the relatively late identification of SP anomalies associated with  
the onset of concentrated seepage (Rittgers et al. 2014). The SP seepage signature may have 
initiated earlier, closer to the time of seepage development using better electronics and within an 
electrically less noisy environment. 
3.4.5  Fiber Optic Temperature and Strain Monitoring 
Fiber optic cables mounted to geotextiles installed horizontally at the clay-sand interface 
measured temperature and strain at four alignments parallel to the embankment crest (Artieres 
and Dortland 2013). Additional fiber optics installed on the vertical geotextile (used as backward 
erosion mitigation downstream of the crest of the embankment, see Chapter 2 for details) 
measured temperature and strain perpendicular to seepage flow. This vertical installation 
extended from 0.5 m above to 0.25 m below the clay-sand interface. The temperature data (as 
processed by Artieres and Dortland (2013) indicated seepage from onset of the increase in UWL. 
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At nearly 48 hrs, temperature data showed seepage increasing on the right side of the 
embankment, but by the next day, the temperature distribution became uniform, indicating more 
uniform flow through the foundation. The temperature indicators in this case may not be 
indicative of any sustained concentrated flow. Strain measurements indicated movement at the 
clay-sand interface near the left abutment (a zone approximately 16 m from the right end of the 
downstream toe) 48 hours into testing. The strain mapping along the left side of the embankment 
might be indicative of seepage paths marked by rising pore water pressures and material 
movement. Strain increased slightly at the clay-sand interface over the next 3 days, and strain 
measured on the vertically installed cables indicated movement in the clay approximately 0.3 m 
above the clay-sand interface, and in the sand to a depth of 0.25 m concentrated near the left 
abutment in a zone approximately 14 m from the right downstream toe (Artieres and Dortland 
2013).  
3.5  Discussion 
Several sources may have generated AE during this experiment. During the initial UWL 
increase from t=20 to 40 hr, the increasing seepage have created noise as it filled and flowed 
through embankment cracks and pore space. The mechanisms of seepage and crack flow are 
different from the mechanisms of internal erosion and may generate AE of differing amplitude, 
frequency, and rate. The AE signals generated by internal erosion may be from turbid flow, 
movement of individual particles at the sand boils and at the advancing (moving toward the 
upstream) pipe head, and particles or groups of particles moving through the pipe to the exit at 
the sand boils. The RMS amplitude and counts from t=20 to 40 hr could have included AE 
generated by internal erosion but the internal erosion contributors are not explicitly discernible. 
However, after t=50 hrs, some temporal trends were apparent, especially in the nighttime 
data. Elevated and increasing RMS amplitude and AE counts over time coincided with sand boil 
locations. For the geophone channels nearest to the embankment toe, RMS amplitude and AE 
counts appeared to be indicators of internal erosion based on the spatial and temporal 
relationship to sand production. For channels located up slope, trends in AE were not readily 
apparent using RMS amplitude or AE counts because the embankment material may have 
attenuated the signals generated in the sands at the embankment toe  
It was difficult to connect changes in RMS amplitude and AE counts to changes in the 
shape and size of internal erosion pathways. As discussed in Chapter 2, the development of the 
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internal erosion channels is not well understood in general, and for this test is further 
complicated by the presence of the geotextile installed in the foundation materials. The geotextile 
likely limited the backpropagation of erosion, but sand production continued for the duration of 
the test. Seepage flow and erosion continued but the erosion pathways may propagate laterally 
because the geotextile limits upstream to downstream particle movement. 
3.5.1  Integration of all instrumentation 
Fig. 3.17 provides an integrated timeline for the variety of sensing methods employed at 
IJkdijk in T2012, including visual observation. The various monitoring methods helped to create 
a picture of the spatial-temporal behavior, but visual inspection and dense pore pressure 
monitoring provided the earliest indicators of internal erosion. The first signs of internal erosion 
were visible sand traces followed by visible embankment cracking and sand boils at the 
embankment toe. The piezometers were the first instruments to identify pore pressure trends (fd) 
indicative of internal erosion at nearly the same time as the first visual observations of sand 
boils. 
As the UWL rose, the embankment deformed as evidenced by visual embankment cracks 
appearing at t=20 hrs and continuing to grow and change until about t=64 hrs. In addition, the 
TLS survey identified crest deformation starting at t=45 hrs and continuing throughout the 
loading period. The fiber optic strain measurements indicated movement at the embankment-
foundation interface close to the left abutment at 48 hrs during the period of most active sand 
production. The strain measurements provided an indication of the source of the sand production 
as the erosion propagated under the embankment. 
Elevated RMS amplitude and counts between 0 and 40 hrs may have occurred because of 
embankment settlement and cracking, flow filling of cracks or turbid water flow through cracks. 
Flow through cracks was observed exiting the slope along the left abutment (intermittently 
starting at t=40 hrs) and the downstream embankment face (intermittently starting at t=90 hrs). 
For several minutes at one channel, temporary flow was observed flowing through a crack and 
splashing into a shallow geophone borehole. This crack was plugged manually, but the incident 
is further evidence that some water seeped through the embankment.  
Rittgers’ AE localization algorithm identified sources of AE presumably caused by 
internal erosion in the toe of the embankment starting at t=37 hrs just before RMS amplitude 
identified activity in the toe. Both the AE localization algorithm and RMS analysis showed 
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sources at the toe coincident with areas where sand boil production is greatest. At approximately 
the same time, the pore water pressure stabilized (ps), possibly an indicator that backward 
propagation of internal erosion had slowed or stopped. However, sand production from sand 
boils continued for the duration of the experiment, meaning that the internal erosion channels 
were still actively developing even if they were not progressing backward toward the upstream 
because of mitigation by the geotextile. In fact, RMS amplitude and counts continued to increase 
at CH19 and 21 from  t=55 hr and at CH22 from t=77 hrs through to the end of the experiment, 
reflecting the continued development of the internal erosion feature as sand boils continue to 
produce sand at various locations at the toe. RMS amplitude and counts decreased near the 
abutments at CH17, 18, and 24 starting at t=77 hrs, possibly indicating less seepage and less sand 
production at the abutments and more directed seepage toward the center of the toe where RMS 
amplitude and counts increased.  
SP analysis confirmed concentrated seepage in the area of the sand boils at 99 hrs. The 
SP signal did not appear in time periods before and after 99 hrs, so in this case did not SP in this 
case did not provide a temporally continuous picture of the seepage regime. TLS identified 
localized seepage through the embankment at nearly the same time as visual observations. 
Slope instabilities occurred at the embankment toe as a result of localized foundation 
softening and bearing capacity failure. The toe sloughing was visually apparent at 90 hrs and 
started to appear in TLS surveys at 108 hrs. RMS amplitude and counts started to decrease at 110 
hrs at CH23, at 80 hrs at CH24, with decreasing RMS continuing until the end of the test. More 
widespread softening of the toe was observed at 114 hrs and was confirmed by hand probing. 
Sand production slowed at this time as well. The toe softening, sloughing, and slowing of sand 
production may have indicated that the erosion features collapsed and combined in the toe near 




Fig. 3.17 Annotated detection timeline integrating all monitoring and observations 
1 (Parekh et al. 2016), 2(Rittgers et al. 2014),3(Planes et al. 2015),4(Artieres and Dortland 2013) 
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 CHAPTER 4 
LABORATORY PERMEAMETER APPARATUS AND ACTIVE 
SEISMIC WAVE MEASUREMENT SYSTEM 
This chapter presents a description of the experimental apparatus used in the laboratory to 
investigate the change in seismic wave velocity as the result of density changes or density 
anomalies, such as those caused by internal erosion in soils. The apparatus used the design from 
research performed at the University of British Columbia (Moffat and Fannin 2006) as a basis, 
with modifications for the addition of seismic sensors. 
4.1  Rigid Wall Permeameter  
The experimental apparatus consisted of a large diameter rigid wall permeameter, as 
shown in Fig. 4.1, designed to subject a soil-filled column to variable effective stress conditions 
(variable axial load and global hydraulic gradient). The permeameter cylinder was a 1-m tall 
acrylic cylinder with wall thickness of 2.5 cm, allowing construction of a sample with maximum 
height of 55 cm and a diameter of 30.5 cm (inside diameter of cylinder). Valved water ports were 
located at the top and bottom of the cylinder. The permeameter was mounted in a servo-
hydraulic load frame (MTS Landmark 370.10 ) capable of applying up to 50 kN (11 kip)  axial 
compression (680 kPa maximum contact stress for the full permeameter sample diameter) with 
stroke length of 10 cm (nominal). 
Platens at the top and bottom of the sample constrained the sample during loading. 
Perforations in the top and bottom platens (30 holes each with 1-cm diameter, shown in Fig. 4.2) 
allowed water to flow through the platens. Wire mesh (#100) placed between the bottom platen 
and the soil acted as a soil retainer but allowed water flow.  
The permeameter maintained a watertight seal (up to 1100 kPa) using O-rings, tie rods, 
and a friction-reducing ball bearing system transmitted load from the MTS load frame actuator to 
the platen at the top of the sample. 
4.2  Instrumentation 
Table 4.1 presents a summary of instrumentation used to monitor and control the 





Fig. 4.1 Rigid wall permeameter installed in load frame. 
 
 
Fig. 4.2 Top view of bottom platen. 
 
 
Platen perforations  
1-cm diameter 




Table 4.1 Summary of Instrumentation 
Measurement Instrument Model Info 
Applied load at top (actuator)  Load cell MTS Model 661.20F-02 
Load at sample bottom  Load cell  Interface 3210 CCG-10K 
Vertical displacement at top  LVDT MTS LVDT Model 39-075-103 
Pore pressure-along cylinder  PP transducers (5 at 10-
cm spacing) 
MSI US161 
Flowrate  Electromagnetic 
flowmeter  
Omega FMG90 
Upstream and downstream 
water pressure 
PP transducers  Kulite Semiconductor, Model 
ETM-300-375-250SG 
P wave  Piezoelectric pad sensors Custom fabricated 




Five pore pressure (PP) transducers (PPi, MSI US161) were mounted in the cylinder wall 
to measure the PP at various sample depths at 10-cm spacing, as shown in Fig. 4.4. These PPi 
measurements reflected PPs at the cylindrical boundary of the sand specimen. Two PP 
transducers (Kulite) shown in Fig. 4.5 measured pressures at the upstream (PPu) and downstream 
(PPd). Initial voltage offsets for the PPi transducers for each flow test were set relative to their 
vertical offset from PPd, assuming hydrostatic head only. Fig. 4.6 shows PP measurements 
measured at each PPi, PPu, and PPd for pressures set during calibration. The calibration lines are 
color coded by sensor location. Calibration was performed using a calibrated pressure regulator. 
Load measurements were made at the top of the sample at the load frame actuator and at 
the bottom of the sample with load cells, as shown in Fig. 4.3. The load frame manufacturer 
calibrated the top load cell on site, and the bottom load cell was verified against the top load cell. 
The load cells were placed in contact (separated by steel spacers) and loaded by the actuator to 
verify a consistent load. A load and unload cycle of 0 to 35 kN (equivalent to 0 to 480 kPa in 
total vertical stress, � , if sand were present) was applied, generally in 5 kN steps after seating 
the load. For each load step, the MPT control system was operated in force control mode to set 
the load on the top actuator. Fig. 4.7a shows the result of the verification. The bottom load cell 





Fig. 4.3 Experimental apparatus schematic (a) and physical arrangement (b) including: 1. 
Deaired water tank, 2. Upstream pressurized tank, 3. Rigid cell permeameter, 4. 
Downstream constant head tank. Pressure control panel shown in the photo was not used 













TOP LOAD CELL 
BOTTOM LOAD CELL 
PISTON-TOP PLATEN CONTACT 
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The 1-min running average response between the two load cells was linearly related (Fig. 4.7b). 
The applied stress calculations assumed the applied load as measured by the load cells was 
distributed uniformly over the surface area of the platen, neglecting the presence of the holes in 
the platens.  
Tap water, (degassed using a Nold DeAerator, equivalent to model 2100) was stored in a 
115 L holding tank for use in sample placement, sample saturation, and flow testing. The deaired 
water tank was filled several times and used to partially fill the pressurized water tank (Amtrol 
Champion 100 psig) to ~245 L. Air pressure ranging from 140 to 400 kPa on the upstream water 
tank (284 L maximum up capacity) supplies the upstream pressure. During experiments with 
water flowing through the system, linear proportioning valves set the upstream and downstream 
pressures in a feedback loop with pore water pressure (PP) transducers. During flow 
experiments, water flow was upward.  
4.3  Compressional and Shear Wave Speed Measurements 
The apparatus allowed investigation of changes in compression (P) wave and shear (S) 
wave) velocities while the state of effective stress of the sample changed. Custom seismic sensor 
arrays consisting of eight P wave piezopads and eight S wave bender elements are shown in Fig. 
4.8. The seismic sensors were fabricated in our laboratory. The P wave sensors were 20-mm 
diameter (American Piezo piezopads with a 15 mm ceramic piezo sensor) with resonant 
frequency of 3 to 5 kHz. The S wave sensors were 6.4 mm wide two-layer (Piezo Systems, Inc.) 
parallel bender sensors, mounted with 7 mm cantilever length. The resonant frequency for these 
bender elements was 440 Hz, but the actual resonant frequency for the experiment was governed 
by cantilever length and filtering provided by the medium itself (Lee and Santamarina 2005). 
Wavelengths ranged from approximately 2 to 4 cm based on Vs, which was expected to range 
from 100 to 200 m/s. Fig. 4.9b and c shows the sensors mounted on acrylic blocks, with four P 
sensors and four S sensors aligned on opposite sides on the inside diameter of the permeameter. 
Seismic piezoelectric sensors were water proofed with a polyurethane coating, electrically 
shielded with silver conductive paint and grounded. The coaxial cable for the P and S sensors 
required special treatment with marine grade heat shrink and epoxy to seal the wires inside the 
permeameter (wet side) to avoid water infiltration. The cables ported through watertight 





Fig. 4.4 PP transducer mounting and spacing. 
 
Fig. 4.5 PP measurement locations. 
9.5 cm to bottom platen 
(bottom of sample) 
PP1 
10 cm between 
transducers 
PP2 
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Fig. 4.6 Pore pressure measurements for air pressure set at top of water-filled permeameter with 
PP sensors mounted in wall. For this calibration test, PPu and PPd were placed on the benchtop 








Fig. 4.7 Load calibration verification between top and bottom load cells raw (a) and linear 
relation (b) with 1:1 line plotted as reference. Steel spacers were used to transfer load between 








The data acquisition system transmitted a source signal to each of the 16 sensors in 
sequence. When a sensor was not transmitting, it acted as a receiver. The source for the first 
experiment was a square pulse, but the pulse required time-consuming manual source switching. 
The square pulse also was not well suited for automated switching because electronic cross talk 
from the source overwhelmed the received signals. The protocol was modified for the remaining 
tests to allow automated switching between sources to decrease the time required to acquire the 
full cycle of signals. The source also was modified to a 1-sec frequency sweep between 1 and 10 
Hz to reduce electronic cross talk between the source and the receivers. The sampling rate at the 
receiving sensor channels was 50 kHz.  
A custom assembly of National Instruments (NI) acquisition modules transmitted and 
acquired the electrical signals. A single transmitting sensor was excited by an arbitrary waveform 
generator (NI PXI 5412), which created the source signal up to 10 V and was routed through a 
high voltage multiplexer switch (NI PI 2627). A NI PXIe-4499 module, designed for 16-
simultaneously sampled sound and vibration channels, acquired the signal at the receiving 
channels. The multiplexer, waveform generator and receiver modules were housed in a common 
PXI chassis (NI PXIe-1062Q). The transmitted signal and the received signals were triggered 
and synchronized using the custom NI LabVIEW software. The maximum per channel sample 
rate was 204.8 kS/s. The sampling rate at the receiving sensor channels was 50 kHz. 
4.4  Data Acquisition 
A digital controller (MTS FlexTest Model 40) and software (MTS MultiPurpose 
Testware (MPT)), allowed the user to define load or displacement while acquiring load and 
displacement measurements at the top actuator in a real-time using a closed feedback loop. The 
load and displacement losses between the top of the actuator and the top of the sample were 
negligible. The resolution for the MTS load cell and LVDT were 1 N, and 0.01 mm, 
respectively, as determined during MTS on site calibration. Servo-hydraulic control was 
achieved with a PID forward control loop. (See (Toohey, 2015) for details about tuning.) 
An NI USB-6211 device acquired data from the 7 water PP transducers (PPu upstream, 
PPd downstream, PP1 through PP5 mounted in cylinder wall, shown in Fig. 4.4 and Fig. 4.5) and 
the bottom load cell. The USB-6211 data acquisition device had 16 analog (+/-10 V) input 
channels configurable as either 8 differential pairs or 16 single ended channels, referenced or 





Fig. 4.8. P wave piezoelectric pad painted with insulating polyurethane (a), S wave bender 




Fig. 4.9 Typical piezoelectric sensor locations in permeameter without soil sample (a). Sensors 














varies 8-16 cm 










250 kS/s, a timing resolution of 50 ns and a timing accuracy of 50 ppm. The PPu and PPd 
sensors had a rated pressure of 1700 kPa, with sensitivity of approximately 2.81 mV/kPa. With 
the 16-bit analog-digital converter, the bit resolution of these sensors was approximately 0.03 
kPa. The PPi transducers mounted in the permeameter wall had a rated pressure of 690 kPa, with 
sensitivity of approximately 344 mV/kPa and bit resolution of approximately 0.01 kPa. Wire 
mesh (#200) was placed over the PP mounting ports to prohibit contact with soil while allowing 
water flow.  
4.5  Pressure and Flow System Control 
An electro pneumatic pressure regulator (Fairchild TS-7800) maintained a set pressure on 
the airspace on the downstream reservoir. The NI USB-6211 had two analog output channels 
with a 16-bit digital-to-analog conversion. The maximum update rate was equivalent to the 
maximum analog input sampling rate, i.e., 250 kS/s, with similar timing accuracy and resolution. 
The device’s analog output range was 5V maximum. One of the USB-6211 analog output 
channels controlled the Fairchild pressure regulator. A separate acquisition unit (NI PXIe 6356) 
acquired data from the flowmeter using one of four 32-bit counter/timers and output a control 
signal to the linear proportioning valves through two analog outputs with a sample rate of 3.33 
MS/s, 16-bit resolution, and range of +/-10 V. This acquisition unit had 8 simultaneous analog 
inputs at 1.25 MS/s/ch with 16-bit resolution and 10 MS/s total throughput. 
During flow testing, linear proportioning valves in feedback loops with PPu and PPd 
provided pressure to establish and hold a hydraulic gradient (iglobal) across the sample. Generally, 
the intent was to measure and hold constant pressure at PPd and increase the pressure at PPu 




 CHAPTER 5 
LABORATORY TIME-LAPSE ACTIVE SEISMIC MONITORING OF 
LOCALIZED EFFECTIVE STRESS CHANGES 
This chapter focuses on using nondestructive methods to detect changes in material 
properties that occur as internal erosion initiates and continues. Monitoring seismic shear waves 
(S waves) in an active sense, by intentionally generating a vibrational or impact-type source, is a 
potentially promising method for monitoring internal erosion. This chapter specifically presents a 
laboratory investigation of changes S wave velocity (Vs) in soils subject to localized effective 
stress and material property changes, such as would result from internal erosion in earthen 
embankments. All tests were performed in the permeameter described in Chapter 4. This active 
geophysical technique allows for reconstruction of the spatial distribution of seismic velocity, 
related to the material’s density, packing/fabric, and elastic properties including the bulk and 
shear moduli.  
The first phase of experimentation investigated Vs measured in a standard uniform sand 
specimen, saturated and hand tamped to a target density, under various average vertical effective 
stress (�′) conditions as a baseline condition. Next, experiments measured Vs in a sand specimen 
with a known static anomaly placed near the center of the soil specimen. The Vs in the specimen 
with the anomaly are compared to the baseline Vs. Two experiments included known anomalies 
placed near the center of the sand specimen. The anomalies were forced to diminish in size to 
investigate relative Vs changes associated with localized changes in �′ . Lastly, two experiments 
subject the sand specimen to seepage flow and internal erosion to simulate conditions in earthen 
dams and levees to evaluate relative Vs, hydraulic gradient (iglobal), flow rate (Q), and 
deformation (∆ , or strain ∆ / ) changes. In the flow experiments, the location and rate of 
internal erosion is not known though visual observations confirm that the process does initiate.  
5.1  Test Summary 
The experimental apparatus (described in Chapter 4) allowed investigation of changing P 
and S wave velocities while the state of effective stress of the specimen changed. Seismic sensor 
arrays consisted of eight P wave piezopads and eight S bender elements sensors. The location of 
the mounting blocks varied between tests, but in all tests four P and four S sensors were aligned 
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directly opposite (180-degrees, at the same height) from each other on the inside diameter of the 
permeameter, as shown in Fig. 5.1. This chapter uses the color convention shown to identify 
sensor pairs throughout this chapter. The original experimental design included capturing P wave 
velocities (Vp) and S wave velocities (Vs); however, data acquisition limitations prohibited 
collection of P wave arrivals so this chapter discusses Vs cities only. 
Experimentation measured Vs in specimens consisting of saturated #30 silica sand 
(Unimin GRANUSIL, properties summarized in Fig. 5.2) placed at a target mass density ( ) of 
1.5 g/cm3, relative density (Dr) of 0.70, void ratio (e) of 0.76 with saturated hydraulic 
conductivity (K) estimated to range from 0.25 to 0.3 cm/s (Sakaki and Illangasekare 2007; 
Unamin Corporation 2007). Experiments used tap water, degassed under vacuum (22 inches, Hg 
75 kPa) for 15 minutes and held in storage under vacuum for a minimum of 3 hours to remove 
air bubbles. 
 
      
Fig. 5.1 Typical seismic sensor locations in permeameter (shown without sand specimen). Direct 
travel paths between aligned pairs (S1, S2, S3, S4) shown with scheme used to describe sensor 
locations (color, line style, label). 
The testing program included seven experiments, falling into four categories with 
purposes summarized in Table 5.1. The test names and details are summarized in Table 5.2. The 
source signal was a 10 V maximum peak amplitude pulse or sweep, for 1-sec duration of 
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locations in sequence to transmit signals from each element (one at a time) while the other 15 




Fig. 5.2 Sand characteristics (Sakaki and Illangasekare 2007; Unamin Corporation 2007) 
Table 5.1 Testing Summary 
Type Purpose 
Baseline  Evaluate received waveforms  Characterize the effect of compaction versus the effect of applied stress 
on the wave velocities  Characterize the effect of side friction   Verify signal to noise ratio 
Static anomaly  Observe wave speed changes affected by localized material changes as 
represented by an artificial (manually placed) anomalies (water filled 
balloon), no external flow 
Diminished 
Anomaly 
 Observe wave speed changes affected by localized material changes 
resulting from an artificial (manually placed) anomaly that diminishes 
over time (dissolving salt, water filled balloon incrementally drained), 
no external flow 
Flow  Observe wave speeds as material changes as a result of internal erosion 






































Table 5.2 Test Details 
Test Name1 Description Source 
Type 
Applied Top Axial Stress 
(kPa) 




N1 Saturated sand3 Pulse 7 to 540 load/unload 
[0.5 to 39.5] 
70 Baseline 
N2 Saturated sand3 Sweep4 7 to 540 load/unload 
[0.5 to 39.5] 
70 Baseline 




Sweep 7 to 540 load/unload 
[0.5 to 39.5] 
70 Static 
anomaly 
D4A Saturated sand 
Salt pellet 
anomaly 
Sweep 7 to 550 load/unload 
[0.5 to 40] 









Sweep 7 to 550 load/unload 
[0.5 to 40] 
Hold at 410 kPa during 
balloon volume change 
70 Diminished 
anomaly 
F6 Saturated sand Sweep 7 to 550 load/unload 
[0.5 to 40] 
Hold at 270 kPa during 
flow 
140 Baseline5  
Flow 
F7 Saturated sand Sweep 7 to 550 load/unload 
[0.5 to 40] 
Hold at 270 kPa during 
flow 




N: no flow test, multi-stage, drained, constrained (K0) axial compression tests  
D: no flow, diminishing anomaly, meaning that the size of artificial anomaly decreases over time  
F: specimen subjected to upward flow 
2 suffix A: artificial anomaly placed in test specimen 
3 Boiled sand used for N1 and N2 to reduce entrained air to facilitate acquisition of consistent P waves 
4 source signal sweep from 1 kHz-10 kHz  
5 the load/unload portions for F6 and F7 were performed without flow and are included as baseline data 
 
The baseline tests (N1, N2 and the pre-flow portions of F6, F7) were multi-stage drained 
constrained (K0) axial compression tests. Two tests (F6, F7) were used for both baseline (during 
load/unload) and flow.  
5.2  Specimen Placement 
The specimens were prepared in an effort to achieve a repeatable . To place the sand 
specimen uniformly, the permeameter was filled with deaired tap water to a level 5 cm above the 
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bottom of the bottom platen, under vacuum. A specific soil mass was calculated for each 5-cm 
lift to achieve the target . After soaking the known dry mass of sand for a minimum of 1 hr in 
tap water, the sand was wet pluviated into the permeameter under the ~5-cm standing head to 
release entrapped air bubbles. The pluviation drop height was a maximum of ~5 cm through 
water. Soil was compacted (under standing water) into 5-cm thick lifts using a perforated hand 
tamper and weights to achieve the target   of 1.5 g/cm3. A total of 11 lifts, each with equal mass 
and lift thickness, resulted in total specimen height (L) of 55 cm. The target was the maximum 
density practically achievable using the wet tamping methods; additional tamping or vibration 
compaction was not feasible because of concerns about damaging the seismic sensors or 
compromising the waterproof seal at the permeameter base. Deaired water placed from the 
sample top filled the permeameter to the top lid. After placement of the full sample L, the 
permeameter was filled (from the top) to the lid with deaired water. Generally, specimen 
preparation occurred one day prior to testing.  
A 2 to 5 cm thick clayey sand cap (approximately 30% low plasticity fines, prepared to 
moisture content of approximately 30%) was placed at the top of the sand specimen for 
experiments subjected to flow (F6, F7). The intent of the clay cap was to direct flow toward the 
center of the permeameter so that internal erosion would initiate near the center of the specimen. 
The cap was placed along the outer specimen circumference, leaving sand in the center (an area 
with diameter of approximately 5-cm), above the elevation of the seismic sensors. The cap was 
hand-tamped to compact, but the density of the layer was not verified. A maximum 3-cm thick 
layer of ¾” crushed washed stone topped the specimen as a leveling course for the top platen 
(Fig. 5.3) in all tests. 
A backpressure as indicated for each test (“Back-P”) in Table 5.2 was applied to the pore 
fluid of the specimen to increase pressure sensor efficacy and to further reduce air bubbles in the 
system. The backpressure was targeted at a minimum 70 kPa, with exceptions as shown in Table 
5.2. Pressure control at the inlet and outlet to the permeameter regulated seepage through the 
sample and gradient (iglobal) across the sample. Generally, constant head was set at the 
downstream outlet and head was increased at the upstream inlet. These relatively high 
permeability specimens made holding the downstream pressure constant while increasing 





Fig. 5.3 Top lift during flow testing showing clay cap and gravel leveling course below top 
platen. 
5.3  Baseline characterization of Vs velocities in saturated sand  
Four baseline tests (N1, N2, F6, F7) provided information about the variation of Vs with 
depth and with variable effective stress conditions. The baseline tests were multi-stage, 
constrained, drained axial compression tests. The baseline tests applied axial stress at the top of 
the saturated sand specimens, with effective vertical stress (� ,′ ) increasing, generally in 
increments of 70 kPa (5 kN), from 7 kPa to 540 kPa (0.5 kN to 40 kN as measured at the load 
actuator at the top of the specimen) to compact and preload the specimen. The hold time for each � ,′ increment was approximately 10 minutes, when ∆  (positive ∆  indicating compression 
and specimen height decrease) at the top platen stabilized to less than 0.001 mm/minute. The � ,′  then decreased in increments of 70 kPa (5 kN applied load) to observe Vs changes. The 
hold time for each unloading increment was approximately 5 minutes. For test N1 as a unique 
situation, switching between S wave transmitters was performed manually. Acquisition for the 
full array required approximately 15 minutes per transmitter location. To reduce acquisition time, 
an automatic switching system was for N2, F6, F7. Acquisition time was reduced to 3 minutes to 
acquire data from the full array of transmitter locations.  
The load measured at the bottom of the specimen indicates that a significant portion of 
the � ,′  (up to 80 percent) is lost to side friction, f. Fig. 5.4a plots both � ,′  and � ,′ . 
Previous studies by others indicated load (and therefore stress) reduction with depth to various 







and Fannin 2006). The magnitude of �′  reduction with depth in this dissertation was larger than 
in the other studies. Those studies used widely graded gravel and sand, and widely graded gravel 
with sand silt placed as a slurry with little compaction effort. However, for  �′ ,  of 100 to 150 
kPa,  previous studies show �′ ,  was reduced by approximately 60 percent (Moffat 
2005).The larger �′ ,  in N1, N2, F6 and F7 caused higher �′ℎ, and therefore higher f based on 
Equation (5.1), assuming a coefficient of frictional interface ( ) between the sand and the acrylic 
cell is constant. Table 5.3 summaries the � ,′   and � ,′  for the baseline tests. 
 
 = �ℎ′ tan  (5.1) 
Table 5.3 Top and bottom effective stress summary (applied load shown in parentheses) 
Test � ,′  kPa (kN) � ,′  kPa (kN) 
N1 540 (39.5) 70 (6.3) 
N2 540 (39.5) 118 (8.6) 
F6 547 (40) 107 (7.8) 
F7 547(40) 114 (8.3) 
 
To verify the frictional loss, the average coefficient of friction  was calculated using Equations 
(5.2) through (5.5). Using � ,′   and � ,′  calculated from continuous load cell 
measurements and an angle of internal friction (�) of the soil estimated to be 35 degrees,  is 
calculated to be in the range of 25 to 28 degrees, which is about 0.7 to 0.8 of �. This calculated  
is considered to be a reasonable average value. 
 
 � , �′ = � ,′ + � ,′  
 
(5.2) 





 �′ℎ, � = �′ , � (5.4) 
 
 = tan− �′ℎ, �  (5.5) 
 
The seismic impulse response between transmitter and receivers were recorded for 10 ms 
and synchronized to the source triggering using customized National Instruments LabVIEW 
software. Cross correlation between the source signal and receivers identified the arrival of the 
transmitted signal at the receivers with a maximum lag window of 0.1 sec (500 pts) to recover 
the received waves. Received waves were processed using a fourth order Butterworth filter 
between 500 Hz and 20 kHz in 10 ms windows to remove high frequencies and low frequencies. 
Received waves were plotted in the time domain, and arrival times for received S waves were 
selected manually by picking the same portion of the S wavelet, usually the first deflection 
before first major peak (Lee and Santamarina 2005). 
Signals from one baseline test (N1) are shown (for sensor pairs 1 and 4 as examples) in 
Fig. 5.4. For each applied load, the �′  at the top and bottom of the sample are shown on Fig. 5.4a 
with corresponding ∆  and strain of the sample shown on Fig. 5.4b. Fig. 5.4c and d illustrate 
typical received waveforms, signal to noise relationship, and arrival time selection. P wave 
arrivals are shown for this baseline test, but P wave arrivals were not identifiable in other tests 
because of noise in the early portion (t<1 ms) of the received signals. The arrival time between 
pairs of sensors and the sensor spacing were used to calculate Vs, assuming direct (straight line) 
travel paths. Estimated error based on manually picking arrivals is +/- 20 μs sec, or 
approximately up to 10 percent error on Vs. Error was reduced by picking same portion of 
waveform in time. Fig. 5.4c and d also plot the �′  at the depth of sensor pairs 1 and 4, calculated 
based on an interpolation between the � ,′  and � ,′ . The interpolation accounts for the 
stress reduction with depth based on f, calculated with Equation (5.6) and Equation (5.7), and is 
shown schematically in Fig. 5.5. Based on � ,′  and � ,′ , Equation (5.7) estimates �′  at 
depth z within the sample. As an initial condition at the top of the sample, C is � ,′  with C 







Fig. 5.4 Baseline test N1. Axial vertical stress at specimen top and bottom (a) and top plate ∆  and strain  (b) Received waves shown with P arrival times (filled circles) and S arrival times 
(diamonds) for sensor pairs 1 (c) and 4 (d). Values for ’v at sensor depths calculated based on 




d) received waves at sensor pair 4 
*P4 arrival     S4 Arrival  σv’ at 4 
*P1 arrival     S1 Arrival σv’ at 1 




Fig. 5.5 Schematic of slice located at depth z between ’v,top and ’v,bottom for calculation of ’v(z). 
 = ��ℎ′ tan = � �′ tan  (5.6) 
 
 �′ � = − �� tan �� � (5.7) 
 
For all experiments in this testing program, specimens were loaded and unloaded. During 
loading, Vs increased largely because of increased � ,′  and to a small degree because of 
compaction and repacking (decrease in e). The values for eunload represent the e at the end of the 
preloading. The difference between the target e and eunload was small based on ∆  measured at 
the top platen.  
Table 5.4 shows ∆  for the baseline tests ranging from 3.6 to 10 mm, resulting in total 
vertical strains of less than 2 percent. Tests F6 and F7 were prepared with a clayey sand layer to 
encourage erosion near the center of the sample, as discussed in Chapter 2. The clayey sand layer 
for F7 was thicker (5 cm) than in F6 (2.5 cm), so possibly some of the higher strain in F7 may be 
the result of compaction of the thicker clayey sand layer.  
Fig. 5.6 shows the load and unload � ,′ , � ,′ , and strain for baseline test N1. Upon 
loading and unloading, �′ ,  is less than �′ , . However, at the same �′ ,  , �′ ,   
was higher during unload than during load. In addition, the strain did not fully recover after 
dz 
Diameter D 
� ,′  
� ,′  
z 
� =  �  cross sectional surface area of slice 
     f 
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Table 5.4 Summary of baseline testing after loading 
Baseline test ∆  (mm)  (g/cm3) Vertical Strain (-/-) eunload (-/-) 
N1 3.6 1.51 -0.0065 0.755 
N2 5.8 1.52 -0.0105 0.748 
F6 5.5 1.52 -0.010 0.749 
F7 10 1.53 -0.018 0.734 
 
unloading. Some degree of strain was permanent, and the �′ ,  was greater for soils which 
were preloaded because of “locked in” �′ℎ from preloading, a process described as “Ko memory” 
(Santamarina et al. 2001). This “memory” within a preloaded soil is traced to processes that 
change interparticle contact forces. Equation (5.3) applies to soils under load for the first time. 
Equation (5.8) is an empirical relation to evaluate the effect of loading history (preloading) on 
Ko. in The effect on Ko is shown in Table 5.5, summarizing Ko,preload for various �′ ,  after 
preloading. The value for Ko during initial loading was 0.43 and � ,′  was the maximum 
vertical effective stress in the loading cycle. 
 
 K , = K � ,′� ,′ si � (5.8) 
Table 5.5 ∆� ,′  preload summary 
Test � ,  ′  
kPa 
� , , , �′  
kPa 
Ko, preload max 
N1 70 35 0.58 
N2 117 44 0.65 
F6 105 27 0.78 
F7 112 38 0.68 
 
For the diminishing anomaly experiments and flow experiments, the samples were first 
preloaded, then � ,′  was set at a value below � ,′ , performing the rest of the experiment 









Fig. 5.6 For test N1, ’v,top plotted with ’v,bottom (top plot) and ’v,top plotted with strain (bottom 




Fig. 5.7 and Fig. 5.8 plot Vs for the applied loads for tests N1, N2, F6, and F7. In these 
plots, the effect of the increased �ℎ′  is apparent because at the same applied vertical load, Vs is 
higher after preloading. Cha et al. (2004) show that Vs relates to �′  by a power rule. The higher 
Vs reflects an increase in the �ℎ′  and mean effective stress (�′ ), which are related by Equation 
5.9. Fig. 5.7 and Fig. 5.8 also show variability between the samples. Vs with depth varied in 
magnitude, and the magnitude of Vs was not always decreasing with depth based on the expected 
decrease in �′  with depth as a result of friction. 
 
 �′ = �′ + �ℎ′  (5.9) 
 
The power rule fit parameters are presented here as a function of small-strain shear 
stiffness (G) reflecting contact-level deformation:  
 
 
 � = √ = �′ + �ℎ′ � (5.10) 
 
 � = �′ � (5.11) 
 
The  factor is based on Hertzian contact behavior, a reflection of grain packing/fabric. 
The exponent reflects the nature of interparticle contacts and changes to the fabric during 
loading.  captures the sensitivity of the skeletal shear stiffness to applied stress. The  and  factors were determined by fitting the power equation to velocity measurements at varying �′  values, so changes in both contact and fabric are reflected (Cha et al. 2014). Theoretical 
values for  are 0 for an ideal solid, ~0.17 for Hertzian elastic spherical particles, ~0.25 for 
spherical particles with contact yield. The stiffer the particles and the denser the packing, the 
higher the  value and the lower the (Santamarina et al. 2001). The softer or looser and more 




Fig. 5.7 Vs for various vertical axial loads applied at the top of the sample for baseline tests N1, 
N2 during load and unload. Vs is higher during the unload cycle, reflecting a higher ’m at the 
sensor depths after preloading. 
Baseline test N1 









Fig. 5.8 Vs for various vertical axial loads applied at the top of the sample for baseline tests F6, 
F7 during load and unload. Vs is higher during the unload cycle, reflecting a higher ’m at the 
sensor depths after preloading. 
  
Baseline test F6 




x  unload 
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In Fig. 5.9 the power rule fit (Equation (5.11)) is shown for one baseline test (N1) to 
illustrate the parameters and fit during load and unload for all four sensor pairs. As an extension, 
Fig. 5.10 shows the variation in the power rule fit parameters for the four sensor depths for the 
baseline tests (N1, N2, F6, F7). Generally, the  factor was higher during unload than load and 
the exponent was lower during unload than load, reflecting that the sample was denser (lower 
compressibility) after preloading. The  factor increased and the exponent decreased with 
depth during load, indicating decreasing compressibility with depth. 
Ishihara (1996) summarizes the body of work that has shown the general relationship 
relating shear modulus (G0) and thus Vs to porosity and confining stress:  
 
 = � �′  5.12 
 
Where = . −+  for clean sand and A ranges from 7000 to 9000, n=0.5, with confining 
stress �′ = ��′+ �ℎ′   in kPa yeilding G0 in kPa (Ishihara 1996).  
The calculated Vs in test N1 are plotted in Fig. 5.11 using A=7000, n=0.5 using eload=0.76 
and eunload as shown in Table 5.4. Using these parameters, the Ishihara relationship did not fit the 
baseline data as well as the power fit rule. However, this formulation showed that the effect of 
the reduction in e after preloading is minimal, as the load and unload Vs estimates are nearly the 
same. 
5.4  Static Anomaly Testing 
The static anomaly test (N3A) provides information about how Vs identifies a density 
anomaly within the specimen. The source for this test is a 1 to 10 kHz frequency sweep over 1-
sec duration. The source transmission sample frequency is 100 kHz and receiver sample 
frequency is 50 kHz. The dominant frequency of the received signals is 4-5 kHz.  
The first anomaly test was a (green) water-filled latex balloon placed within the 
specimen, shown in Fig. 5.12. The anomaly occupied approximately the middle one-third 
diameter of the permeameter for approximately one-third of the specimen height such that one or 
two sensor pairs transmit S waves through the anomaly, as shown in Fig. 5.12. The lower 25 cm 
of sand was placed using the same wet pluviation methods described previously. Sand was also 







Fig. 5.9 NI power fit rule relationship between Vs and �′  (Cha et al. 2014). 
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Fig. 5.10 Power rule α(’m)β fit parameters α and β for four baseline tests (N1, N2, F6, F7) at S1, 
S2, S3, S4 during loading and unloading. 
account for the approximate volume of the balloon based on measurement of the diameter of the 
balloon at that lift. The intent of the placement method was to keep the  consistent given that 
the  after placement around the balloon could not be confirmed. 
The specimen was loaded and unloaded to preload the sand in a similar fashion as in the 
baseline testing, with Vs shown in Fig. 5.13. ∆  during loading was 6 mm. As in the baseline 
tests, for S1, S2, and S4 the Vs after preloading are higher than on initial loading.  
Fig. 5.14 shows the data with power fit functions. The �′  were calculated at the sensor 
depths based on �′  from Equations (5.7) and (5.9). At the S2 path where waves travel through 
and around the balloon, Vs were similar to Vs at S4 located beneath the lower limit of the balloon. 
Because of the difference in stiffness between the water filled balloon and the adjacent soil, 
arching may have transferred stress to the sand as the balloon deformed at the depth of the S2 
sensors. As the balloon deformed (but does not break), the movement was resisted by shearing 






Fig. 5.11 N1 Vs calculated based on the relationship to �′  summarized in Ishihara (1996) based 
on typical values for parameters A and n during load and unload. The change in e as a result of 
preloading has minimal effect on Vs. 
 
 
Fig. 5.12 N3A Static anomaly (balloon) shown from side during specimen placement with sensor 
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Fig. 5.13 Test N3A Vs at various vertical axial loads applied at the top of the sample. 
soil increased. The increased stress from arching may have been reflected at S2, where higher 
localized �′  for a portion of the travel distance resulted in higher Vs. The arching effect may 
have been lesser at the bottom of the balloon if the compaction was less around the bottom of 
balloon, perhaps causing slower Vs at S3. This test indicated that arching around a zone of low 
stress (such as may be caused by internal erosion) in this permeameter may have redistributed 
stress to the soil around the eroding zone, causing a higher than expected Vs.  
The power rule fit parameters plotted in Fig. 5.15 with the baseline values show that 
during load, the factor and the exponents were within the range of the baseline fit 
parameters. During unload, the  factor was slightly higher than during load, especially at S1 
and S4. The  exponents were slightly lower than the baseline values during load but fell close 
to the baseline unload values. The lower  factor S3 perhaps was an indication of the anomaly. 
5.5  Diminished Anomaly Testing 
Diminishing anomaly testing provides information about how Vs identifies anomalies that 
change (diminish in size) over time within the specimen. The wave source for these tests (D4A, 
D5A) was a 1 to 10 kHz frequency sweep over 1-sec duration.  
5.5.1  D4A: salt pellets 
The first diminishing anomaly, test D4A, was a mass of household hot water heater salt 
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S2 and S3 direct paths as shown in Fig. 5.16. A mold temporarily held the salt pellets while sand 
was placed around the mold. The salt and mold are shown in Fig. 5.16b and c. Sand was wet 
pluviated and compacted using the same methods around the salt in lifts, with metered mass 
adjusted for the approximate volume of the mold in order to achieve uniform . The mold was 
removed prior to placing lifts above the salt pellets. Voids between the salt pellets were likely 
infilled with sand to some degree as the upper lifts were placed. The sand-salt specimen was 
preloaded (prior to salt dissolution) as in the baseline tests up to � ,   550 kPa, with Vs shown 
in Fig. 5.17. As in the baseline tests, the Vs after preloading were higher than on initial loading. 
Deformation during preloading was 6 mm. Fig. 5.18 shows the power fit relationship, with �′  
interpolated at the sensor depths. During loading, the salt and sand behaved differently than in 
the baseline tests, as seen in the fit between the power fit rule and the data. Vs at S2, S3 and S4 
are similar upon unloading, and the power fit rule was a better fit to the measurements during 
unloading. 
 












After preloading, � ,  was set at 275 kPa and held constant while the salt dissolved over 
a 45-hr period. The duration of the test was selected based on the time required for a similar 
mass of salt pellets to dissolve in a volume of room temperature tap water approximately 
equivalent to the volume of water in the permeameter. Vs measurements were acquired 
approximately once every hour. Fig. 5.19 shows the power rule fit parameters with the baseline 
values. The factors on the loading cycle were greater than the baseline values, meaning Vs 
offset was higher than during the baseline tests. The exponents during loading were less 
 
 
Fig. 5.16 D4A Salt pellets before placement (a). Salt anomaly shown in schematically in relation 




than the baseline values. These parameters indicated that the sample is denser or more closely 
packed than the baseline tests, perhaps because the salt pellets themselves are denser than the 
sand. Upon unload, the power fit parameters fell within the baseline ranges with  higher during 
unload and  similar to the baseline values. 
The power fit parameters did not necessarily indicate the presence of a low density 
anomaly at the start of the test, as shown in Fig. 5.19. However, time-lapse measurements during 
salt dissolution did indicate changes in the specimen as the salt dissolves. Fig. 5.20a shows 
vertical strain of the specimen during the salt dissolution. The � ,  ws held constant during salt 
dissolution and PP was hydrostatic only. The �′  at the bottom of the specimen decreased over 
time, as shown in Fig. 5.20b (∆�′ = � ,′ − �′ , where �′  was mean effective stress at time=t, 
and �′  was mean effective stress at the start of the flow test). Fig. 5.20b shows the ∆�′  at each 
sensor pair. Fig. 5.20c presents the ∆Vs with time, measured at the S1, S2 and S3 sensors at 
discrete times marked with closed circles. The data showed Vs at all sensor depths decreasing 
over time. During the salt dissolution, the S4 pair did not collect data because of a sensor 
malfunction. The decrease in Vs reflected the decreasing �′  with depth. Complete dissolution of 
the salt pellets within the specimen was confirmed by visual observation during deconstruction 
of specimen at the end of the experiment. The f was calculated based on Equation 5.6 and �′  was 
calculated from continuous load cell measurements. The  was assumed to remain constant over 
the course of an experiment. The f could have increased over the course of the dissolution period 
because of time-dependent strain mobilization or arching. As the salt dissolved over time, the 
arching may have occurred in the adjacent surrounding soils, locally increasing the �′  for 
portions of the sample, and consequently increasing �ℎ′  and f. These effects cause �′  to decrease 
with depth over time. Fig. 5.21 conceptually shows the dissolution process and the possible 
resulting impact on �′ , �ℎ′   and f as time progresses. 
As the salt dissolved, the saturated sand may have collapsed, forming a lower density 
zone than the surrounding sand, as depicted in Fig. 5.21. Initially (t=7 hrs), ∆�   was greater at S2 
and S3, the paths fully transecting the salt anomaly, than at S1. The larger decrease in Vs at S2 




∆�  at S2 and S3 decreased more than at S1, indicating the lower Vs in the zone loosened 
by the salt dissolution governs the overall Vs at that depth. ∆�  varied with depth over time, 
indicating variable conditions of dissolution, void and arching around the void. 
5.5.2  D5A: Water filled latex balloon 
A water-filled latex balloon was the second diminishing anomaly, test D5A. This balloon 
was similar in height to the static balloon anomaly (N3A), but a smaller diameter (~5.5 cm at the 
widest point), as shown in Fig. 5.22. Sand was wet pluviated and compacted in the same fashion 
as N3A. A flexible tube connected to the balloon exited the permeameter through a sealed port in 
the permeameter base so that water from inside the balloon could be drained to the outside of the 
permeameter by manually opening and closing a clamp valve. 
 
 
Fig. 5.17 Test N4A Vs at various vertical axial loads applied at the top of the sample. 
Before draining the balloon, the sample (with balloon in place) was preloaded as in the 
baseline tests, with Vs shown in Fig. 5.23. The Vs during unload was higher at S3 than at S2 and 
S4, even though the S2 and S3 direct paths cross through the balloon. Vs at S3 was higher than in 
test N3A (Fig. 5.14, bottom plot).The size of the balloon may not have been large enough to 
affect a decrease in Vs at the bottom of the balloon. Also, arching may have been occurring to 






Fig. 5.18 N4A power fit during load and unload. 
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Fig. 5.19 D4A Power rule fit parameters (vertical limits of salt denoted by cyan horizontal lines), 
t=0 hrs (before salt dissolution). 
Fig. 5.24 plots the data with the power fit relationships during load and unload. The  
factors and the exponents for the power rule, as plotted in Fig. 5.24 fell within the baseline 
range, as shown in Fig. 5.25, and do not identify the anomaly. 
With � ,  set at 410 kPa, the water was drained from the balloon to a graduated cylinder 
outside of the permeameter in 100 cm3 increments. Vs measurements were acquired immediately 
after each volume decrease. The total volume of water was released from the balloon in four 
stages, each taking less than 5 minutes to drain.  
Fig. 5.26 presents the measurements as water drains from the balloon. The initial volume 
release occurred with a small strain measured at the platen at the top of the specimen, shown in 
Fig 5.26 a. During drain, � ,  ′ decreases with the initial 100 mL volume decrease, as shown 
in Fig 5.26b. ∆�′  was based on exponential interpolation between the � ,′ and � ,′ . With 
subsequent volume releases, strain increases. Fig. 5.26c presents ∆�′  and Fig. 5.26d presents the ∆Vs based on measurements at the sensors during draining. The magnitude of ∆�  decrease was 
greatest at S1 during draining, most likely because the S waves travelled through the localized 
loose zone of sand created as the balloon shrinks. In the other sensors S2, S3, and S4, Vs rose 








Fig. 5.20 D4A test with salt anomaly. Constant ’v (275 kPa) applied during salt dissolution. 
Specimen strain (a), change in assumed ’m relative to start of dissolution period (b), change in 
Vs relative to start (c). Sensor pair at bottom (S4) not shown because of sensor malfunction 
during dissolution. 
Despite the rise, Vs during draining remained lower than the Vs prior to draining at all sensor 
locations. Likewise, � ,′  did not fully recover to the � ,′  measured before draining the 
balloon. When the decrease in  � ,′  occurred, the strain also increased. The f likely 
increased because arching redistributed stresses around the void, as seen in D4A.  
5.6  Vs Change During Flow  
Flow testing allows investigation of Vs during internal change (i.e. internal erosion) within a 
homogeneous saturated sample. The wave source for the flow tests (F6, F7) was a 1 to 10 kHz 
frequency sweep over 1-sec duration. Vs measurements were acquired during each load and 
unload step and at times indicated by markers in the Vs plots during flow. The specimen was 
Vs at start Vs at end % change 
S1 242 m/s 238 m/s  -2 
S2 203 m/s 190m/s  -6 
S3 214 m/s 195 m/s  -9 







Fig. 5.21 Test D4A conceptual progression of f and stress conditions at start (a), during salt 
dissolution (b), and after all salt dissolves (c). 
 
Fig. 5.22 Test D5A Diminished balloon anomaly placement and schematic showing dimensions 
of balloon with respect to sensors. 
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Fig. 5.23 Test N5A Vs at various vertical axial loads applied at the top of the sample. 
subjected to gradually increasing iglobal (up to a maximum of iglobal=5) by increasing the upstream 
water pressure or relieving downstream water pressure to force upward flow.  
5.6.1  Flow test: F6 
In F6, the first flow test, the specimen was preloaded to compact the specimen as 
discussed above for baseline testing, then � ,  was set and held constant at 275 kPa. The 
specimen was subjected to PPu and PPd (shown in Fig. 5.27a) to induce upward flow. In F6, the 
increase in iglobal, decrease in strain, and the increase in flowrate (Q) through the permeameter 
and as shown in Fig. 5.27b, c and e along with visual observations of moving particles exiting 
the downstream end of the sample served as confirmation of internal erosion of the sand. 
Particles deposited on the top platen around the platen holes provided additional confirmation 
that internal erosion occurred. Visible cloudy seepage appeared at t≈26 min, when iglobal=1. 
Strain began to increase at t≈26 minutes. Based on these observations and measurements, 
internal erosion is estimated to have initiated around t≈26 min. The strain increased at t≈35 min 
and downstream flowmeter began recording Q at t≈38 min. Even though water was flowing 
through the system earlier, the Q may have been too low for the flow meter to identify. At t=68 
min and t=90 min, the downstream valve was opened to draw down the downstream pressure to 






Fig. 5.24 N5A power fit load and unload. 
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Fig. 5.25 D5A Power rule fit parameters (vertical limits of the balloon denoted by horizonal 
orange lines) 
Some heave occurred at the top platen at t≈90 minutes, most likely because the top platen 
displaced unevenly as the soil eroded. As the specimen deforms irregularly as soil particles erode 
and exit, the platen moves differentially under constant applied force at the top platen. The platen 
heave may be the result of the eccentric deformation such that heave occurs at the center of 
platen (the ∆  measurement location) and settlement occurs at an edge, consistent with visual 
observations of the platen.  
As internal erosion initiated in F6, Vs decreased in all sensors. Vs acquisition times are 
indicated with markers (dots). Calculated relative to measurements at the start of the flow test, ∆�′   is shown for the duration of the flow experiment in Fig. 5.27d. At the specimen bottom �′  
does not decrease early in F6 as it did D4A and D5A, likely because the rate of internal change 
caused by seepage is comparatively small at the start compared to the drained balloon and 








Fig. 5.26 Test D5A as balloon loses volume from draining, strain (a), ’v,bottom (b), DL (b), ’m at 
sensor locations (c) and ∆Vs between sensor pairs (d).  
In Fig. 5.27e, ∆�   decreased at all sensor pairs between t=30 to 57 min. The decreasing ∆�  indicates that density possibly decreased as the result of internal erosion. However, in this 
time period, ∆�′   increases at the bottom. The ∆�′  at the locations of the sensors likely 
increased with time as well, though not reflected in the plot of the interpolated values. As low 
density zones grew larger or changed shape and location, more complex localized stress 
conditions occurred. ∆�′  decreased at eroding soil and increases at arching such that the 
interpolation (Fig. 5.27d) between the top and bottom load cell measurements did not reflect 
accurately the internal stress conditions.  ∆�  increased after t≈68 minutes, with the increase at S1 and S2 less than at S3 and S4. 






 at end % change 
S1 278 m/s 231 m/s  -17 
S2 200 m/s 197m/s  -2 
S3 238 m/s 227 m/s  -5 






(S1 and S2) may have decreased as well. The low density zone may have collapsed locally and 
stresses may have arched around the collapse. The ∆�  increase may have been less at the top 
than at the bottom of the specimen because the low density zone impacted Vs more than arching 
at that portion of the sample. The top of the specimen also may have exerted less frictional 
resistance on the permeameter wall because of the collapse. Therefore, more of � ,′  
transferred to the bottom so � ,′  increased, as seen in Fig. 5.27d. 
Some PWP trends appeared during flow in F6, The PP transducers locations and local 
gradient (ix) nomenclature are shown in Fig. 5.28. As shown in Fig. 5.29, around the time 
internal erosion occurs, it increased. The temporary spike in ib at ~ t=23 min was a result of 
application of the upstream pressure to begin the upward flow. This spike may have caused some 
heave in the bottom of the sample, and perhaps is the cause of the initial drop in Vs at S4 (t=30 to 
68 min, Fig. 5.27e).Backpropagation of increased i is not readily apparent below PP2 because the 
local i2, i3, i4 change together. While the PPs indicate increase at i2, i3,and i4 at t=52 and 68 min, 
the PP transducers were located in the wall of the permeameter so effects on pressure isolated to 
the central portion of the sample may not be measured.  
5.6.2  Flow test: F7 
Similar trends appeared in the second flow test (F7). Using the same wave source 
characteristics, the specimen was preloaded, then �′ ,  was set and held constant at 135 kPa 
during flow. The specimen was subjected to PPu and PPd to increase iglobal and to initate upward 
flow, as shown in Fig. 5.30a and b. Vs measurements were acquired during stress during 
preloading, and at various times during flow at times indicated by the dot markers in Fig. 5.30d 
and e. 
In F7, the increase in strain and visual observations of moving particles served as 
confirmation of internal erosion. Unfortunately, the flowmeter during this test did not reliably 
collect data. Cloudy flow was observed at the downstream end of the specimen at t=13 min, but 
the flowmeter only recorded intermittent low flow, likely because Q did not meet the minimum 
requirements on the instrument. Fig. 5.30b shows the windowed moving average and the 
variation in the values of iglobal. The variation was the result of the method of iglobal control using 
feedback loops. The moving average of iglobal first exceeded 1 at about 9 min but iglobal i was 
unsteady (varying by +/- 0.5) around this average. Based on these observations and 





Fig. 5.27 F6 flow test with measurements PPu and PPd (a), iglobal (b), strain (c), D’m, and DVs 
(e) for the test duration. Gaps in PP and i indicate periods when valves where closed so that PPu 







S1 227 m/s 
S2 227 m/s 
S3 268 m/s 









































Fig. 5.29 F6 iglobal and local ilocal (smoothed over 30 sec) during F6 flow 
than 2, as shown in Fig. 5.30b, the strain in Fig. 5.30c began to increase at t≈25 min, with a 
drastic increase t≈56 min.  
The ∆�′  relative to measurements at the start of the flow test are shown in Fig. 5.30d. Vs 
decreases at some time between measurements at t≈42 and 59 mins in the sample, with greater 
decrease at S1 than at the other sensors. Again, the variation in ∆Vs with depth reflects that  ∆�′  
within the specimen does not vary in accordance with the calculation between top to the bottom 
of the specimen as internal erosion occurs, but instead more complex localized stress conditions 
occur. Vs decreases more at the top of the specimen as backward erosion occurs at the flow exit. 
Therefore, the top of the specimen may have exerted less frictional resistance on the 
permeameter wall such that more of the applied load transferred from the top of the specimen to 
the bottom and �′  at the bottom increased. 
In F7, observations in PP and i were similar to those in F6. Near the time internal erosion 
occurred, it increased. In F7, it increased to 1 at about 11 min as shown in Fig. 5.31 . The other 
PP transducers did not indicate local gradient change so backpropagation of the erosion through 






































Fig. 5.31 F7 iglobal and ilocal (smoothed over 30 sec). Gaps in i indicate periods when external PP 
was not applied. 
5.7  Conclusions 
This laboratory research experimentally investigated the ability of time-lapse direct transmission 
Vs measurements to identify internal stress changes such as those that may occur as a soil is 
subject to internal erosion. The laboratory research used nondestructive methods to detect 
changes in material properties that occur as internal erosion initiates and continues. Four 
categories of experiments have been presented: 
Baseline testing characterized the variation in Vs with depth. The f between the soil 
sample and the inside wall of the permeameter is sizeable and reduces �′  with depth. Baseline 
also testing showed the effect of preloading on the �ℎ′  and  �′ , evidenced by higher Vs at the 
same vertical applied load after preload. The relationship between Vs and �′  yielded power rule 
fit parameters with depth for multiple baseline tests. Generally, the  factor is higher and 
exponent is lower during unload, a reflection that the sample is denser after preloading with 
higher Vs. However, the densification (lower e) has less effect than the effect of preload on �ℎ′ . 
Static anomaly testing demonstrated that an anomaly placed in the sample under no-flow 
conditions is apparent in faster Vs measurements at the location of the anomaly. The waves likely 



















i global (-/-) 
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 While the measurements in this experiment did not completely describe the complex 
stress conditions internal to the specimen, measureable Vs changes did reflect physical changes 
occurring within the specimen as a result of physical changes within the specimen. In the 
presence of anomaly, the Vs was affected by loosening within a void (zones of low �′ ), arching 
stress redistribution (zones of increased �′ ), changing friction effects with the side walls 
(increased f transfers less stress to the bottom of the specimen, while decreased f transfers more 
stress to the bottom of the specimen). These factors were related and their effects competed 
locally. Vs reflected localized changes in �  ′ which are not reflected in spatially averaged 
representation of stress. However, discerning the causes for the changing Vs was a challenge 
using this experimental design and complicated using Vs to understand the initiation and early 
development of internal erosion.  
 
5.8  Recommendations for improvements  
The permeameter provides an interesting study for creating variable internal stress 
conditions in a soil specimen. Vs measurements could be useful for describing those conditions. 
Several recommendations arise from the challenges of this experiment: 
1. include a denser array of seismic elements to allow tomography to map spatial Vs 
variation,  
2. eliminate wave crosstalk through design of acquisition system to enable P wave 
identification, 
3. improve flowmeter measurements and reliability at low flows, 
4. create more uniform starting density, perhaps by using vibratory compaction. 
Design of the water proof seals in permeameter may require modification of the sample 
will be vibrated while saturated, 
5. install seismic sensors in fixed locations for repeatability of travel paths,  
6. enable sensors to measure PP closer to center of sample to avoid edge effects, 
7. improve pressure and flow control to allow for small stable increases in gradient, 
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FROM RUNWAYS TO SPILLWAYS: A CASE STUDY FROM THE AEROSPACE 
INDUSTRY ON ADOPTION OF NON-DESTRUCTIVE INSPECTION 
TOOLS WITH LESSONS FOR DAM SAFETY 
Chapter presented as: 
From Runways to Spillways: A Case Study from the Aerospace Industry on Adoption of Non-
Destructive Tools with Lessons for the Dams Safety Community.” Celebrating the Value of 
Dams and Levees--Yesterday, Today, and Tomorrow, United States  
Society on Dams, Denver, Colorado (2016). 
Parekh, M.,L.19 and Schneider, J.20 
6.1  Abstract 
Earth dams and levees provide flood protection, clean water and renewable energy for 
millions of people around the globe. Monitoring through structural inspection is crucial to 
understanding the health and safety of these critical components of our infrastructure. Currently, 
inspection of dams and levees involves visual inspection and use of conventional geotechnical 
instrumentation, with limited capabilities for detecting early stages of failure. The need to 
develop the science and to adopt tools for nondestructive/noninvasive monitoring early stages of 
failure is necessary so that early intervention can prevent catastrophic damage and high cost of 
repair. This chapter looks to the aircraft industry as a successful case in which government and 
industry collaborated to develop innovative non-destructive inspection tools to increase safety, 
and policy directed the tools into standard practice. We evaluate the path for innovation and 
agenda setting from within the framework of social policy models, primarily those presented by 
John Kingdon and Deborah Stone. Lessons for dam and levee safety leaders include: 1) broaden 
scope of interests to build stronger and lasting connections between the public and safety and 
performance of dams and levees, 2) structure organizations to gain organizational momentum 
and to foster agile reaction toward innovation when windows of opportunity open, and 3) use 
                                                 
19 Graduate Student, primary author, Department of Civil Engineering, Colorado School of Mines 
20 Associate Professor, Department of Public Policy and Administration, Boise State University 
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innovative monitoring to increase public understanding, improve safety and build trust between 
industry, decision-makers, and the public. 
6.2  Introduction 
Monitoring through structural inspection21 is critical to understanding the health, and 
therefore the safety, of these critical components of our infrastructure. In addition to addressing 
structural health, assessing existing dams for deficiencies in comparison to modern design and 
construction practices is equally important (Foster et al. 2002). Currently, inspection of dams and 
levees involves visual inspection and use of conventional geotechnical instrumentation. 
Conventional installation of instrumentation is invasive (installed within the structure) and 
sometimes the very presence of the instruments can influence the performance of the dam if 
installation alters the condition of the soils or rock. Conventional instrumentation is not able to 
detect early stages of failure because installation is spatially sparse, and instrumentation readings 
and visual observations are often temporally sparse. Developing the science and tools for 
nondestructive/noninvasive monitoring to identify early stages of failure within the structures is 
critical so that early intervention can prevent catastrophic damage. The technical research 
presented in the bulk of this dissertation addresses the challenge of detecting and identifying 
early stages of internal erosion in existing earthen embankments (specifically, earthen dams and 
levees) using nondestructive (ND) techniques.  
ND methods inspect flaws that are invisible to the eye because of their size or location. 
The application of ND methods as diagnostic tools is generally rooted in maximizing safety and 
minimizing costs associated with mitigation efforts. ND inspection (NDI) investigates quality, 
health, and dimensions of a specimen without damaging it, and often without taking it out of 
service (Forney 2006).22 Inspection tools using real-time and continuous ND inspection and 
evaluation methods are active research areas in materials science related to aircraft, oil and gas 
                                                 
21 “Inspection” for the purpose of this paper means the process of making an observation or a series of observations 
about a structure or a system using measuring devices, testing methods, or visual examination. The term 
“inspection” and can be interchanged with “monitoring” and “surveillance” in the case of dam and levee safety. 
22 “The initial term NDT traditionally referred to an initial validation of the intended quality and integrity of a 
material or component. The term NDI was introduced to describe recurring inspections using specific procedures to 
monitor the continued quality and integrity of a material or component. The more general term NDE evolved to 
describe computer-based advanced technology approaches to classify or quantitatively measure flaws and 
irregularities, materials condition, properties and dimensions of materials and components to assist in the 
determination of the degree of integrity, rate of any deterioration, and continued serviceability.” (Forney 2006) The 
terminology is used interchangeably for the purposes of this paper. 
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piping and drilling, semiconductor, rail, nuclear, and medical industries (Shull 2002) and can be 
applied to earthen dams and levees.  
One ND tool is essential to dam and levee safety: visual inspection. Visual inspection 
usually involves trained personnel periodically walking around the site and looking for signs of 
compromised integrity or poor performance (cracking, settlement, seepage, vegetation, etc.) 
Inspection sometimes includes reading instruments. However, dam safety management does not 
currently use other ND methods as standard monitoring tools on aging structures, potentially 
missing opportunities for early detection and early intervention.  
This chapter looks to the aircraft industry, a successful case where government and 
industry collaborated to develop ND tools to increase safety, and where policy actions led to 
adopting the ND tools in standard practice. Aircraft are subject to material flaws and cycle- or 
time-dependent degradation processes such as fatigue cracking and corrosion. These processes 
are analogous to construction heterogeneities or defects and aging processes in dams and levees. 
The comparison is interesting because the industries share an interest in reducing failures 
through inspection, and the science and innovation for inspection in aerospace is mature.  
This chapter places the technical ND research into social and political context by first 
introducing key policy models, namely those developed by John Kingdon and Deborah Stone, 
before summarizing the chronology of innovative research and widespread adoption of ND tools 
in the aerospace industry. Next, the chapter summarizes the chronology and direction of change 
in the dams and levees industry. Then, we consider Kingdon's and Stone’s models as a basis to 
compare the context for agenda change between the two industries, focusing on agenda attention, 
organizational momentum, and public understanding. The target change is innovation and 
adoption of detection methods, specifically ND methods, as standard practice. The chapter 
assesses challenges and systemic weakness related to adoption of ND as standard of practice for 
inspection for dams and levees. Finally, the chapter concludes with lessons for the dam and levee 
industry. 
6.2.1  The need 
The number of dams that have experienced incidents and failures, sometimes after many 
years of operation, demonstrates the necessity for performance evaluations, the foundation of 
which are inspections. An extensive survey indicated that of 14,700 dams in the International 
Committee on Large Dams (ICOLD) register, 1,105 of them experienced incident or 
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deterioration, and 107 failed. According to statistics related to internal erosion--one of the 
primary failure modes for earthen dams--of 259 failures and accidents occurring within the 
embankment or foundation, 218 of them exhibited some observable sign prior to failure, either in 
instrumentation or by visual observation (Fell et al. 2005). However, observation of the 
processes threatening the structural health of earthen embankments is difficult because the 
processes often occur beneath the surface. Internal erosion is a prime example. The Building 
Research Establishment acknowledges, “Internal erosion can be a major threat to the safety of 
embankment dams, yet the mechanisms involved are not well understood… The problem 
sometimes receives relatively little attention yet it may be the greatest hazard to the safety of 
many embankment dams (Schmertmann 2000).” Internal erosion typically is not recognizable 
until it becomes evident through visual inspections of the surface of an embankment, and when 
the process has reached this point, mitigation measures may be urgent, at a high cost, with little 
time for decision-making and few options for investigation.  
6.2.2  Case study 
Ochoco Dam, an earthen embankment dam in Oregon, illustrates the benefits of 
monitoring for dam safety. At this dam, the right abutment of the dam was prone to seepage 
because of the site geology, but original construction did not include any form of seepage barrier. 
Seepage through the right abutment occurred at the structure during first filling in 1920 and 
continued during operation, even after mitigation efforts. From 1985 to 1988, United States 
Bureau of Reclamation (USBR) initiated a dam safety evaluation effort23 for Ochoco Dam, 
including installation of instruments for measuring internal water pressures (piezometers).  
Instrumentation data indicated localized elevated water pressures within the dam, higher 
than expected and higher than historical observations. The area of anomalous readings occurred 
in the same area where materials were placed using outdated construction methods. The first 
anomalous readings occurred in April 1989, leading to intensive monitoring of the dam and dam 
site beginning on May 6 of the same year. Subsequently the dam tender reported cloudy seepage 
water and “pin holes” in a pond downstream of the dam, indicating concentrated seepage and 
potential internal erosion. During the period of intensive monitoring in 1989, the instrumentation 
data was unstable, indicating a very dynamic, changing, unsettled situation in the right abutment.  
                                                 
23 USBR Modification Decision Analysis (MDA) 
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The 1989 performance data revealed by instrumentation highlighted a safety issue and 
changed the priority of Ochoco Dam in USBR’s dam safety program. Mitigation action included 
immediate water level restriction, followed in 1991 by temporary stopgap construction on the 
abutment. In 1994, construction work commenced as part of the comprehensive dam 
modification effort, including a new core for the dam with appropriately designed filters and 
abutment modifications. Without the information from the instruments and the resultant 
decisions and actions, the seepage situation at the dam could have worsened, potentially leading 
to a “break out” of a concentrated seepage flow in the downstream right abutment. The seepage 
could have ultimately led to failure of the dam by breaching. The safety issue required timely 
and serious action.  
Ochoco Dam offers one example of inspection (using conventional instrumentation 
monitoring) leading to intervention to avert failure. At Ochoco Dam, with earlier evidence of the 
localized anomalous behavior, intervention options may have included less emergent or less 
drastic measures. 
6.3  Social and Political Framing 
How useful is a comparison between runways and spillways, aircraft and dams? Though 
dams and aircraft are obviously different, a study of the broader social and political mechanisms 
that resulted in industry evolution in aerospace offers some lessons for dam and levee safety 
managers. This chapter explores the aerospace24 industry as a case of successful development 
and adoption of ND tools to increase safety. Noteworthy aircraft failures led to institutional 
reorganization and collaboration to foster a culture of innovation. The aerospace case also 
illustrates the effectiveness of active advocacy by technical leaders to gather federal support 
essential to ND technical advancement. Technical advancement resulted in a more complete 
understanding of relevant failure mechanisms, and resulted in a change in inspection philosophy 
and practices, and ultimately reduced failures. We explore whether similar opportunities can be 
cultivated in the dams and levees industry, also influenced by failures. 
Science and technology policy models referenced here—namely Kingdon and Stone—
help describe how issues rise to agenda status, how policy change emerges, and how industry 
develops and innovates. These models may help us to understand barriers to innovating and 
                                                 
24 For the purposes of this paper, “aerospace”, “aviation” and “aircraft industry” are terms used 




opportunities to improve dam and levee safety. Political processes and formulation of agendas 
for change involve negotiations and interaction between government and citizenry. Analyses can 
connote these negotiations negatively as “spin”, or more favorably as “democratic discourse”, 
but the negotiations are the avenue by which our societies collect ideas and arguments in favor of 
different ways of seeing problems, effects, and solutions.  
Deborah Stone, a political scientist whose work focuses on public policy making and the 
associated grappling over ideas, says these social processes are key to agenda setting and 
decision-making. Stone challenges the standard model of decision-making, in which competing 
ideas are evaluated rationally based purely on data. Instead, Stone writes that that agenda setting, 
a nonlinear and not strictly rational process, has a basis in story telling: how the problem and 
possible solutions fit within a system of values, who tells, who listens (Stone 2002). Problems 
are elevated to agenda status if stakeholders feel strong connections through narrative portrayals 
of the problems using symbols (literary devices), numbers (quantification of similarities or 
differences), causes (responsibility and origin), and interests (other parties, aligned or 
conflicted). This case study offers opportunities to examine the advocacy, leadership, alliances 
and narratives offered by an industry that successfully adopted change.  
John Kingdon (2002), another scholar specializing in American politics, offers a model 
for agenda setting toward policy change. The model is useful for framing the environment in 
which narratives take root. Kingdon describes agenda setting as the process by which problems 
and solutions gain attention. Kingdon describes the confluence of three streams, or three 
conditions that must come coincide to create momentum necessary to move an issue to the public 
policy agenda, to move it from an idea, then to a discussion item and ultimately to a policy 
change (Kingdon 2002). The three streams (Fig. 6.1) are:  
1. definition of problem (Are the public and decision makers aware of and focused on 
the problem?),  
2. political structure (Does organization of actors, political will, and dominant public 
opinion exist around the problem?), and  
3. policy solutions/proposals (Is the problem solvable with viable alternatives?) 




Fig. 6.1 Kingdon’s model for agenda setting 
Kingdon says the streams converge when a change occurs, be it our understanding or 
attention to a problem, the political stream, possible new solutions, or a focusing event. The 
streams do not have to be new ideas in order for the agenda to change, per Kingdon’s model, but 
windows of opportunity for change opens at the union of two or more streams (Birkland 2010). 
A window creates the possibility for policy change by bringing new or revitalized attention to a 
problem (Birkland 2006).  
In both the case study industries examined here, failures serve as focusing events. 
Focusing events are rare events that attract attention by media and the public because of their 
size or intensity/impact. Focusing events lead groups to notice new problems, or reevaluate 
existing problems, and can lead to new solutions if the failure highlights real or perceived policy 
failure. In aerospace, focusing events lead to change toward NDE. In dam safety, focusing events 
have not yet led toward NDE. Focusing events rarely carry a topic to agenda prominence on their 
own; for example, if events accompany a pre-identified conceptualization of the problem or a 
fear that the event might be an early warning for additional events, the influence may be larger 
(Kingdon 2002). In his discussion of Kingdon’s model, Thomas Birkland (2006) contends that a 
few events will gain the most attention and only the large events get serious attention and have 
potential to influence learning, agenda and policy. Birkland also proposes that a focusing event 
relates in time to mobilization of actors, and mobilization results in increase in discussion of 
policy ideas. Policy change is most likely while events have made ideas more prominent 











In the aerospace industry, a series of failures of military and commercial aircraft 
highlighted problems with safety and reliability. The failures motivated technical leaders within 
the United States Air Force (USAF) to advocate to represent the problem to decision makers, to 
reorganize to build a network associated with the problem, and to collaborate to create solutions 
to improve safety through technology advancement for inspection.  
In aerospace, once tested and proven, new technology developed within a collaborative 
framework led by USAF extended to commercial application through an expanded network by 
means of federal law. Agencies succeed in collaborative goals when they not only assume a 
facilitative role, but also provide leadership to guide the group (McGuire et al. 2011).The 
government, through the USAF, established a structure for innovation through creation of labs 
and partnerships with industry and academia. In fact, at present the USAF is considered a leader 
amongst large federal agencies in fostering a culture of innovation (Fox 2015; Partnership for 
Public Service 2015). The structure may be characterized as an evolving network, as described 
by McGuire’s (2006) analyses of collaborative public management. Informational networks 
explore a problem and solutions, developmental networks exchange information and education to 
implement solutions at individual organization level, outreach networks create programming 
strategies (funding, applicable technologies) executed within individual organizations, and action 
networks engage in collective action by adopting network level action and service delivery. The 
USAF constructed a network around ND research that evolved perhaps through each of these 
types, with collaboration gaining footing when the leaders in the materials laboratory took the 
lead to advance the science to understand the materials and response to loading. A lead 
organization acting as facilitator is often critical for effective collaboration. Research on 
collaborative public management says that government agencies can capitalize on collaboration, 
but also must recognize that they are decision makers (McGuire 2006).  
In contrast, at the U.S. Army Corps of Engineers (USACE) and USBR, the agencies 
which manage the national (federally owned) portfolio of dams and levees, failures have led to 
organizational focus on characterizing risk in a uniform and repeatable manner in order to 
prioritize structures for potential mitigation/repair projects. After hurricane Katrina, a highly 
publicized and dramatic failure of flood control systems and emergency management 
organizations and arguably one of the most significant focusing events in the realm of dams and 
levees, the USACE committed to integrate risk reduction methods and methods for 
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understanding and communicating risk into the USACE engineering practice. With advocacy and 
leadership by experts in dam safety at USACE, the USACE created The Risk Management 
Center of Expertise under the Institute for Water Resources, an organizational step toward that 
end. The USACE maintains close working relationships with USBR and Federal Energy 
Regulatory Commission (FERC) dam safety groups in collaboration (“Institute for Water 
Resources > About > Technical Centers > RMC - Risk Management Center > About the RMC” 
n.d.). While developing the risk assessment process is innovative and important progress, in 
comparison to aerospace, support to innovate technology to understand and detect structural 
failure has not been a priority.  
Later in the chapter, Kingdon's and Stone’s models provide framework to compare the 
context for agenda change and to evaluate whether policy can drive technological innovation. 
Using Kingdon’s model to look at the streams leading to change and Stone’s model to evaluate 
the narrative strength of streams in the advocacy and storytelling within the streams is useful for 
evaluating how the industry changed to adopt NDE as a standard for aircraft safety. The 
comparison enables analysis of potential opportunities for innovation for dams and levees.  
6.4  Evolution and Innovation of ND Technology and Policy in Aerospace 
The methods that the aircraft industry uses for inspection and safety evaluations have 
evolved over the past 60 years, largely because of structural failures. The challenge in the aircraft 
industry is to keep structures or systems operating as long as possible in the face of limited funds 
for inspection, repair, or replacement, while maintaining a high level of safety. Inspection is a 
key component to meeting this challenge. Windows of opportunity opened for change to occur, 
and change toward adopting ND required many steps to understand the problem, to establish an 
institutional structure to address the problem, and to develop a solution. 
Donald Forney, a leading scientist with expertise in fatigue and fracture, authored a 
historical review of NDE technology initiatives within the USAF and beyond. His review 
acknowledges the Air Force Research Laboratory (AFRL) Materials and Manufacturing 
Directorate (ML) and people in these organizations as providing active leadership and long-term 
programmatic dedication critical to the evolution of NDE technology and essential for 
application in the aerospace community. He recognizes some of the leaders and milestones, 
summarized in this section, reflecting a deeper, broader discussion at various levels within the 
USAF and other government agencies in legislative and executive branches. USAF took primary 
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charge of coordinating ND research by creating a culture of innovation, forming collaborative 
partnerships with other federal agencies such as National Aeronautics and Space Administration 
(NASA) and Federal Aviation Administration, as well as academia and industry to further the 
science and to implement methodology. This culture, created over the span of 60 years and 
apparent in regulations and policies enacted by and in collaboration with the USAF and Federal 
Aviation Administration (FAA), was a key factor to establishing NDI as a tool in the aircraft 
industry. Program staff members contributed to domestic and international civilian technical 
activities, actions that Forney credits with bringing attention to USAF needs and expertise.  
Table 6.1 presents a summary of some noteworthy events and organizational and 
regulatory developments and the sections following discuss the chronology in more detail.  
Table 6.1 Noteworthy events and organizational developments in the aerospace industry toward 
innovation of nondestructive tools 
Approximate Date Event Significance 
1958 B-47 failures Multiple failures (two on the 
same day) highlights wide 
vulnerability 
1958 Creation of FAA Air safety as national priority, 
including focus on structural 
integrity 
1964 Start of NDI Program Incorporates ND as part of 
maintenance, marks federal 
support of ND R&D  
1969 F111 failure  Highlighted inadequacies with 
safe life design philosophy, 








Table 6.1 (continued) 
Approximate Date Event Significance 
1978 Dan-Air failure Highlighted inadequacies with 
fail safe philosophy and need 
to better understand fracture 
and fatigue, including 
inspection capabilities 
1980 Materials research center 
(including ND efforts) moved 
to Iowa State 
Research direction linking 
academic, government, and 
industry efforts 
1986 Aloha Air near-crash Highlighted importance of 
inspection 
1991 National Aging Aircraft 
Research Program 
Inspection research and 
technology development 
continues at universities, 
government 
2005 Aging Aircraft Safety Final 
Rule 
Damage tolerance-based 
inspection programs required 
 
Fig. 6.2 provides a visualization of the timeline of some of the events listed in Table 6.1. 
The timeline highlights the failures (in red text) and categorizes the primary focus of portions of 
the timeline in terms of Kingdon’s model streams. 
6.4.1  1950s-70s: Emergence of materials science and safety research (PROBLEM) 
The early days of ND focused on identifying and understanding the technical challenges, 
aligning with the PROBLEM stream in Kingdon’s model. The narrative focused on defining 
manufacturing testing, inspection and procedures to improve safety in the face of repeated 
failures. Advocacy from within the USAF shaped the political structure into an informational 
network, and elevated the problem to national attention, garnering policy actions at the executive 





Fig. 6.2 General timeline summarizing progress toward ND in aerospace. 
In the 1950s and 1960s, the application of ND primarily focused on diagnostic inspection 
of parts during maintenance of aircraft. For this purpose, in 1951 the USAF established the Air 
Research and Development Command to focus USAF efforts and research and development. The 
USAF also established the Wright Air Development Center and Research Division to coordinate 
research in the Materials Laboratory, including ND. This marked the beginning of establishing 
an organizational infrastructure to grow technical research. 
Aircraft component failures/incidents grew in number in the 1950s because of fatigue, 
notably successive B-47 failures. Conclusive evidence of structural crisis came in March 1958 
when two B-47s broke up in midair in separate incidents on the same day, one in Florida, and 
another in Oklahoma. During investigation of these incidents, three more B-47 wing failures 
occurred, indicating that the crashes of March 1958 were not unique events; any other B-47 
might be vulnerable to fatigue failure. The failures raised other questions about the danger of the 
lacking theoretical and actual knowledge concerning structural fatigue (307th Bomb Wing B-
47KC-97 Association n.d.).  
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Air safety, both military and civil, emerged as a national priority in 1958 when President 
Eisenhower signed a bill to create an independent Federal Aviation Agency, the predecessor to 
the current FAA, purposed to provide for the safe and efficient use of national airspace (Federal 
Aviation Administration 2010). As a result, the Commander of the Strategic Air Command 
approved the creation of the Aircraft Structural Integrity Program (ASIP). The primary goal of 
this program was to understand the effects of fatigue on strength and performance. The ASIP 
demonstrates USAF, continued commitment, and therefore commitment at the federal level, to 
advance technical knowledge in order to avoid structural failures.  
The aerospace industry initially took a “safe life” approach for aircraft safety. With this 
approach, commonly referred to as “safety by retirement”, a craft retires from service at a set 
period of time25, as established based on extensive full scale testing during manufacturing (by 
applying repeated and variable loads to a structure to evaluate detectable cracks (Federal 
Aviation Administration 1996). In the 1960s, the USAF recognized ND as a critical step in a 
controlled maintenance process through incorporation of specific regulation, the “Nondestructive 
Inspection (NDI) Program”. Air Force Regulation 66-38 enacted in 1964 defined NDI as a part 
of all maintenance activities and authorized the USAF to support and perform research and 
development (Forney 2006). This regulatory change demonstrates coordinated federal support of 
research to understand the problem.  
Continued performance issues revealed that safe life testing programs did not necessarily 
capture the range of failure conditions. For example, in 1969, failure initiated at a manufacturing 
flaw in an F-111A wing. The flaw had passed undetected through manufacturing inspections and 
grew to critical size after fewer than expected flight hours (Research and Special Program 
Administration, John A. Volpe National Transportation Systems Center 1993). The failure led to 
the loss of the aircraft and the crew, and the national attention to the incident resulted in the 
subsequent single largest investigation of a structural alloy and the inspection methods. In 
culmination, then-USAF secretary Robert Seamans ordered complete change in design criteria 
within the USAF. Seamans also challenged the USAF to increase ND capabilities for weapons 
manufacturing, tying another military concern to the ND effort and advocating for an increase in 
the USAF ND research effort and budget (Department of Defense 2002). This marks advocacy 
                                                 
25 Typically, safe life is a measurable period (i.e. flight cycles, landings, or flight hours) within which the 




by leadership at the federal level, and strategic scope broadening to garner additional support and 
attention. 
Subsequently, the aerospace design community led by USAF developed the safe life 
design into fail-safe philosophy, which allowed a structure to remain in service with routine 
inspection until observation of fatigue cracks deemed to cause unacceptable strength reduction. 
Fail safe design, sometimes referred to as “safety by design,” relies on redundant load paths or 
crack arrest features, and analytical demonstration that the non-detectable flaw will not grow to 
critical-size (failure) during operational life of the aircraft (National Research Council 1997). 
Continued safety problems--for example a Dan-Air cargo aircraft that failed upon landing in 
1978 resulting in six deaths--revealed problems with the fail-safe philosophy. The failure 
highlighted the idea that, without thorough understanding of fatigue behavior of complex 
structures, mitigation of all possible failures is not possible with fail-safe design (Federal 
Aviation Administration n.d.). 
As an improvement from fail-safe design, in 1978, the USAF began to adopt damage 
tolerance requirements on all of its aircraft, requiring design based on fracture mechanics 
principles. Acknowledging industry concerns about the inadequacy of the state of analytical tools 
and experience with fracture mechanics at the time, USAF began building a stronger in-house 
NDE research group within the Materials Lab, tasked with studying “radically new fundamental 
approaches to material and structural inspectability and life prediction”, according to Forney. 
Objectives of the group included: influencing national NDE research and development efforts to 
focus on USAF needs, and education of USAF research engineers and scientists to build their 
knowledge in order to become “smart buyers” technology contracted from outside sources 
(Forney 2006). The USAF also funded research and development programs, conducted by the 
industry aircraft suppliers, to provide test data and analytical methods to describe the physical 
behavior of cracking (Research and Special Program Administration, John A. Volpe National 
Transportation Systems Center 1993). The funding for NDE research more than doubled 
between 1970 and 1974 because of design philosophy changes after the F111 crash, recognition 
by technical leaders of ND as having a role in safety, and available funding. By the end of the 
decade, budgeting grew by more than ten times because the USAF recognized the value of ND 
inspection, thanks in large part to advocacy efforts and strategic partnerships from early leaders 
such as Forney (Forney 2006).  
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6.4.2  1980s: Materials Research (SOLUTION) 
The industry focused on creating a research developmental network, led at the federal 
level, to understand better the science of fracture mechanics to focus on inspection as a 
SOLUTION to the safety problem in the 1980s. The network resulted from continued advocacy 
and organizational alignment to facilitate a culture of research.  
In 1980 the materials research broadened because of a collaborative research initiative 
involving private and academic researchers, funded by the USAF and Department of Defense26, 
managed by the USAF materials laboratory group. The USAF research center moved to Iowa 
State University, and other programs such as the NSF Industry/University Cooperative Research 
program engaged industry expertise into NDE development. These programs engaged student 
involvement in the emerging quantitative NDE technology, led to the first accredited program of 
NDE collegiate study in the U.S., linked the various users of NDE (Department of Defense, 
Department of Energy, and industry at large), and set research directions that are the foundation 
of today’s technological standards. The USAF NDE program, through regulatory revision in 
1981, strengthened coordination within research groups at USAF (Forney 2006). This regulatory 
change marked federal support of federally managed collaborative research of ND solutions. 
In 1986, commercial Aloha Airlines Flight 243 experienced a dramatic and publicized 
separation between the cabin skin and the airframe. Portions of roof and walls peeled away from 
the aircraft, causing a near crash and one death. The official accident report concluded that safety 
issues included deficiencies not only in inspection and maintenance procedures and practice, but 
also in FAA oversight of those programs (National Transportation Safety Board 1989). After that 
failure, Congress expanded the authority of the FAA to include research into the causes, effects, 
and mitigation of fatigue and environmental degradation of aircraft structures by means of the 
Aviation Safety Research Act of 1988. This regulatory change demonstrated continued federal 
(Congressional) support of research toward a solution. 
6.4.3  1990s: Agency partnerships (POLITICAL STRUCTURE) 
The next phase of ND in aerospace developed a stronger POLITICAL STRUCTURE, 
where collaborative groups formed an outreach network and cemented a commitment to 
research. In the 1990s efforts came together from Air Force Wright Laboratory, Air Force 
Aeronautical Systems Center, Air Force Office of Scientific Research, FAA, Defense Advanced 
                                                 
26 ARPA (Advanced Research Projects Agency) 
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Research Projects Agency, National Institute of Standards and Technology (NIST), NASA 
Langley, NASA Lewis, Army, and Navy (Forney 2006). In 1991, the FAA began the National 
Aging Aircraft Research Program, which tightened inspection and maintenance requirements for 
high-use and high-cycle aircraft (Federal Aviation Administration 2010; Noland n.d.) Inspection 
research occurred at two research centers: Center for Aviation Systems Reliability (at Iowa State 
University, Wayne State, Tuskegee University, and Northwestern University, and FAA 
Airworthiness Assurance NDI Validation Center, Sandia National Labs (Smith and Shurtleff 
1997). 
In 1996, the USAF consulted the National Research Council and its National Materials 
Advisory Board (NMAB) to identify research and development areas related to materials 
behavior in aging aircraft. This study, the NMAB Study of Aging of U.S. Air Force Aircraft, 
identified the area of NDI, along with others, as opportunity for technology development. The 
NMAB committee recommended development efforts that engage innovative engineering 
approaches to develop quantitative NDE techniques and include optimization to support 
inspection requirements as part of damage tolerance analysis (Forney 2006). This consultation 
demonstrated both federal commitment to relevant research, and effective scope endorsement, as 
NMAB essentially supported a future path for research.  
6.4.4  2000s: Damage Tolerance Requirement (WIDESPREAD SOLUTION) 
In the 2000s, the ND technology and research culture expanded to create an action 
network, with commercial application of ND inspection as a widespread adopted SOLUTION to 
improve safety. Currently, damage tolerance risk analyses (modified from the safe life and fail 
safe approaches to be dependent on probabilistic analysis) take into account variability of 
material properties and state of damage/crack distribution. Damage tolerance, sometimes referred 
to as “safety by inspection”, is not a replacement but instead is an extension to safe life and fail 
safe philosophies and reflects that risk of failure in aircraft depends on the sizes of cracks at a 
given location and time and the capability of the NDI to detect those changing flaws. 
Characterizing probabilistic inputs requires large amounts of data in the form of cracking 
location, crack size, and flight hours from a fleet of craft.  
The Aging Aircraft Safety Final Rule (2005) requires all airline operators to implement 
damage-tolerance-based inspection programs for airplane structure to ``take into account the 
adverse effects repairs, alterations, and modifications may have on fatigue cracking and the 
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inspection of this airplane structure'' (“Damage Tolerance Data for Repairs and Alterations” 
n.d.). Damage tolerance analysis is required as of 2010 for nearly all aircraft, meaning that 
airlines need to ensure that repairs or modifications made to their airplanes are damage-tolerant 
and must have a damage-tolerance-based maintenance program, including inspections (Pillo and 
Hoggard 2010). Current efforts focus on “continued airworthiness” of aging aircraft, especially 
as related to advanced materials and processes (composites, new manufacturing, and embedded 
sensors).  
6.5  Evolution of policy in levees and dams 
The domain of earth dams and levees shares some characteristics with aerospace in that a 
few high profile failures as focusing events resulted in attention, agenda setting, and some policy 
response. Though few make the news, safety incidents are not rare and vary in size. According to 
ASDSO, professional society for dam and levee safety professionals, “From January 2005 
through June 2013, state dam safety programs reported 173 dam failures and 587 "incidents" - 
episodes that, without intervention, would likely have resulted in dam failure“ (“Association of 
State Dam Safety Officials” n.d.). 
Dam safety has evolved from total dependence on the dam owner to demonstrate due 
diligence, to development of guidelines and regulations for federally owned dams, to 
development of best practice guidance among the states and private owners by the end of the 20th 
century. Dam safety remains a distributed responsibility of many agencies and owners, with 
influence by and on many professional societies and civic interests (National Academies Press 
2012). Movement and innovation in dam safety work has been toward identifying, inspecting, 
cataloging and managing access to data about structures, including aligning and educating 
stakeholders about their responsibilities and risks, to make risk-informed decisions about safety 
matters. For levees, the focus is on risk characterization and risk communication with the 
affected public. Looking to the future, strategic planning (2012-1016) priorities for the National 
Dam Safety Program (NDSP ) include research and deployment of innovative technologies and 
solutions for dam safety as goals (Federal Emergency Management Agency 2012). Other 
priorities are to employ decision-making processes and tools to assess risk and to achieve better 
alignment of Federal programs that can improve dam safety. The NCLS recommends a federally 
funded research and development program as part of a comprehensive National Levee Safety 
Program (National Committee on Levee Safety 2012). These priorities may be indicative of a 
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shift in focus to include ND monitoring research in the future of dam and levee safety 
management. Action toward this goal is slow and so far, innovation to improve monitoring is 
limited. 
Table 6.2 presents a summary of some noteworthy events and organizational and 
regulatory developments. Fig. 6.3 provides a visualization of the timeline of some of the events 
listed in Table 6.2. The timeline highlights the failures (in red text) and categorizes the primary 
focus in terms of Kingdon’s model. The following sections discuss the chronology in more 
detail.  
6.5.1  1960s-mid 1970s: Focus on Inspection and Cataloging (PROBLEM) 
The 1960s and 70s focused on Kingdon’s problem stream, through identifying dam safety 
as a PROBLEM and making a case for safety improvements. In 1963, the Vajont Dam in Italy 
failed because of dam overtopping caused by a landslide. Two thousand lives were lost, bringing 
international attention to dam safety. As a result, in 1965 USACE implemented the “Periodic 
Inspection and Continuing Evaluation Program” to address inspection of Civil Works structures 
whose failure or partial failure could jeopardize safety or cause damage to the project or other 
property. The policy focuses on inspection, requiring inspection ranging from annually, 
biennially, or every five years depending on the age, stage, and life cycle of the structure (United 
States Army Corps of Engineers 1995). 
In 1972, the Canyon Lake Dam failure in South Dakota resulted in an estimated 33 lives 
lost, though some estimates of consequence are as high as 237 lives lost. The failure resulted in 
enactment of public law requiring a national inventory of dams and national dam inspection 
program to inspect all federally owned dams and certain non-federal dams “for the purpose of 
protecting human life and property” (National Dam Inspection Program 1972). With this policy, 
the dam safety industry started to formally catalog and characterize the federally owned dams. 
The USACE first published the National Inventory of Dams (NID) in 1975. 
In 1976, the Teton Dam failed during first filling, resulting in 11 lost lives. Forensic 
teams determined failure was a result of insufficient attention during both design and 
construction to address unique geologic foundation conditions at the site (Solava and Delatte 
2003). The forensic evaluation also concluded that instrumentation was insufficient to provide 




Table 6.2 Noteworthy events and organizational developments in the dam and levee industry  
Approximate Date Event Significance 
1963  Vajont Dam Failure Highlights importance of dam 
safety 
1972 Canyon Lake Dam Failure Start of national dam 
inspection program and 
national inventory of dams 
(federally owned dams) 
1976 Teton Dam Failure  Highlights importance of 
interagency teamwork and 
technical communication 
1979 Federal Guidelines for Dam 
Safety issued 
Development of federal 
standards for dam safety, 
limited enforcement authority 
1986 WRDA passed Authorized National Dam 
Safety Program for USACE 
1996 WRDA reauthorized FEMA named as overseer of 
NDSP 
2002 National dam safety and 
security act 
Reauthorized NDSP 
2005 Hurricane Katrina and levee 
failures along Gulf Coast 
Focus shifts to include levees, 
focus on inventorying and 
characterizing levees 
2007 WRDA Includes National Levee 
Safety Act, National 
Committee on Levee Safety 
2009 NCLS report to Congress Report lays framework for 
incremental and 
comprehensive national levee 
safety, limited action to date 
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in USBR organizational reform to address identified bureaucratic problems with design and 
construction processes (Sherard 1987), the formation of the Safety of Dams Program 
(Reclamation Safety of Dams Act 1978), and first staff exchange between USACE and USBR 
(Halpin 2013), planting an early seed for interagency teamwork. 
 
Fig. 6.3 Timeline highlighting progress toward NDE for dams and levees safety. 
6.5.2  Late 1970s-1990s: Development of Federal Programming (POLITICAL 
STRUCTURE) 
The next phase in the dam and levee safety story focused on creating some POLITICAL 
STRUCTURE through creation of a new agency. However, in two decades the structure created 
a fragmented federal program without clear focus to ensure dam safety and without a network for 
innovating solutions. As a key focusing event in 1977, the Kelly Barnes Dam failure in Georgia 
resulted in 39 lives lost. During this timeframe, this failure and other large disasters including 
hurricanes and earthquakes illuminated the fragmented nature of emergency and disaster 
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activities.27 Subsequently, the National Governor's Association asked President Jimmy Carter to 
centralize federal emergency functions. President Carter issued an Executive Order to create 
FEMA in 1979, with dam safety in the agency’s purview among many other disaster and 
emergency responsibilities. Executive Order initiated Federal Guidelines for Dam Safety, 
published 1979, authored by ad hoc Interagency Committee on Dam Safety (ICODS,) and 
ordered all dam safety agencies to implement. The guidelines are not mandatory, however, for 
state programs. The year also saw the enactment of the National Dam Safety Act and National 
Dam Safety Program (NDSP). ICODS established its charter and rules in 1985 as a permanent 
forum for member agencies to coordinate activities and address national dam safety institutional, 
managerial, technical, and policy issues (Federal Emergency Management Agency 1997). 
The Water Resources Development Act (WRDA) of 1986 authorized USACE to 
implement the National Dam Safety Program (NDSP) and established the National Dam Safety 
Review Board. WRDA authorized the USACE to maintain and publish an updated National 
Inventory of Dams (NID) in an effort to create a central and standardized catalog of the national 
dam portfolio. The NID is limited, as it includes primarily federally owned dams. Federally 
owned dams comprise only about 5 percent of the operating dams in the US (“ASCE | 2013 
Report Card for America’s Infrastructure | Levees: Conditions & Capacity” 2013). Non-federal 
dams lay within jurisdiction of individual states’ programs, and state programs vary. 
Congress reapproved WRDA in 1996 and established that FEMA would administer the 
NDSP. WRDA 1996 also finally formally established ICODS to encourage “establishment and 
maintenance of effective Federal programs, policies, and guidelines intended to enhance dam 
safety for the protection of human life and property through coordination and information 
exchange among Federal agencies concerning implementation of the Federal Guidelines for Dam 
Safety”. By that time, ICODS had been functioning in some capacity for over 15 years, 
demonstrating the slow pace of official policy advancement and the necessary tendency for 
agencies to work behind the scenes in the absence if policy change. A representative from each 
of a number of agencies participated in ICODS: the Department of Agriculture, the Department 
of Defense, the Department of Energy, the Department of the Interior, the Department of Labor, 
FEMA, the Federal Energy Regulatory Commission, the Nuclear Regulatory Commission, the 
                                                 
27 more than 100 federal agencies were involved in some aspect of disasters, hazards and emergencies 
(“About the Agency | FEMA.gov” n.d.) 
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Tennessee Valley Authority, and the United States Section of the International Boundary 
Commission comprise ICODS, with FEMA Director as chair (Water Resources Development Act 
1996 1996). This committee represents an effort to align federal and state agencies and provide 
guidance to participants in the NDSP, but has limited power and no specific funding; individual 
member agencies fund their involvement (Federal Emergency Management Agency 1997). 
6.5.3  2000s: Attention on Levees and Risk-Based Decision Making (PROBLEM and 
POLITICAL STRUCTURE) 
The next phase in the industry continued the effort to catalog the federally owned dams 
and brought attention to the lack of understanding about the location and condition of federal 
levee system, essentially compounding levees and dams and confounding the scope of the 
PROBLEM stream defined by Kingdon. The National Dam Safety and Security Act of 2002 
reauthorized the National Dam Safety Program and included the maintenance and update of the 
NID by the USACE, showing continued commitment limited to cataloging the portfolio. In 2005, 
levee failures that occurred because of flooding during and after Hurricane Katrina resulted in 
over 1300 lost lives in New Orleans, Louisiana. The storm resulted in 50 major breaches of the 
levee system, largely caused by overtopping and subsequent erosion of the levees. These and 
other dramatic failures in the 2005 hurricane season focused attention on safety of levees 
(Interagency Performance Evaluation Task Force 2009). Policies that emerged from the event 
include the Levee Safety Act established in WRDA 2007 and the formation of the National 
Committee on Levee Safety (NCLS). 
In 2007, the USACE further defined a Levee Safety Program with a goal to assess, 
communicate, and manage the risks resulting from breach, overtopping, or malfunction of 
components of levee systems. The USACE program applies to levees operated and maintained 
by USACE, federally authorized projects in the USACE program28, and some non-federally 
authorized projects29. The USACE also created and implemented a Levee Screening Tool (LST) 
in 2008 in order to prioritize the national portfolio using a uniform method for risk 
characterization. In 2009, the NCLS finalized 20 recommendations for a national levee safety 
program in a report to Congress. The NCLS acknowledges some progress to date toward the 
recommendations, but as stated in the most recent status update about the recommendations, 
                                                 
28 USACE Inspection of Completed Works Program 
29 USACE Rehabilitation and Inspection Program 
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“Ultimately, progress on the NCLS recommendations hinges on the creation of a National Levee 
Safety Program and the authorities necessary to implement a program fostering national 
leadership, strong state levee safety programs, and aligned federal programs and processes 
(National Committee on Levee Safety 2012)”. NCLS recommendations included a 
comprehensive National Levee Safety Program, beyond the scope and authority of the existing 
USACE National Levee Safety Program. The NCLS recommendations also call for a federally- 
funded inventory and inspection of ALL levees (not just federally owned or maintained levees) 
for incorporation into a national database. Congress has not approved any wholesale execution of 
the recommendations. The USACE continues to assess levees and implement portions of the 
NCLS recommendations, but federal funding and support is limited.  
The most recent Dam Safety Act of 2006 reauthorized the maintenance and update of the 
NID. In 2010, the USACE updated Safety of Dams and Procedures Policy with the purpose to 
provide guidelines and polices for risk-informed USACE dam design, construction, and 
operation safety program in compliance with “Federal Guidelines for Dam Safety”. In 2011, 
USACE created a National Levee Database (NLD) as an analogue to the NID. The NLD is a first 
step to begin to understand the extent and the condition of the nation’s levees, constrained by 
Congressional authorization to levees that are federally-owned. This step focuses on cataloging 
and prioritizing the structures without including provisions for monitoring performance. 
6.6  Contextual Comparison 
This section explores similarities in the frameworks for ND uptake in these two 
industries. However, differences in industry characteristics offer challenges to the comparison. 
Section 6.6.1  presents some of the differences that may hinder application of ND tools to dams 
and levees. However, this section looks beyond the barriers to examine the social and political 
contexts for agenda setting and institutional momentum in the two industries, as discussed in 
Section 6.6.2 , to evaluate changes in the dam and levee industry that might gather attention for 
infrastructure and refocus the agenda on innovation toward structural health monitoring.  
6.6.1  Obstructions to the Comparison 
Admittedly, the aerospace industry faces different technical challenges and social 
perceptions than dams and levees. Aerospace aligns with interests of national security because 
the defense industry develops aircraft as military and national security tools. Aerospace also has 
been a symbol of national strength and technological power, for example in developing 
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spacecraft for the race to explore space. These perceptions helped the industry reap public 
support and government funding through the power of the narratives and links to other issues, as 
Stone discusses. Perhaps expecting dams and levees to command a comparable level of attention 
is unrealistic. 
Beyond the primary differences in power to gain the national spotlight, three main 
differences between aerospace and dams/levees make comparison between the industries 
challenging: 
1. Nature of materials and loading 
2. The role of the public 
3. Response to failure 
6.6.1.1 Nature of materials and loading 
As a technical matter, metals crack and degrade differently from soils and rock (fracture 
mechanics versus soil mechanics). Soil is heterogeneous, constructed of variable material with 
construction often taking several years. Each dam or levee is generally considered “one of a 
kind”, constructed largely of site-derived materials using state of the art design practices of the 
time and classified based on site and downstream features as understood at the time. The 
uniqueness of each structure makes constructing a large database of testing on a particular 
structure impractical. In addition, the construction period (which can span several seasons or 
years) can introduce additional variability in materials, weather, equipment, personnel expertise, 
or methods of placement, among other factors. In contrast, metals can be uniform and consistent 
within an aircraft component. Manufacturing controls can confirm that aircraft components 
produced over time are uniform within set tolerances.  
The loading on aircraft component structures and earthen structures is different as well. 
Dams and levees are loaded for variable durations at irregular and, for the most part, hard to 
predict intervals. The nature of load in terms of magnitude and duration for dams and levees can 
vary. Physically testing a dam or a levee at full scale against design loads prior to operation is 
not feasible. In contrast, loads on aircraft components are better defined and are more 
predictable, enabling tests against expected cyclic loading.  
6.6.1.2 Role of the Public 
The public play different roles in the two industries as well. The actions of the public 
directly affect the level of risk for dams and levees. A study by National Academies summarizes: 
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“Those subject to the direct or indirect impacts of dam or levee failure are also those with the 
opportunity to reduce the consequences of failure through physical and social changes in the 
community, community growth planning, safe housing construction, financial planning, and 
development of the capacity to adapt to change (National Academies Press 2012)”. As an 
example, levee performance can depend on maintenance and the encroachment (structures or 
landscaping placed on a levee). In addition, if a levee failure initiates emergency action requiring 
evacuation or other public response, public action or lack of action affects the magnitude of 
consequence. In contrast, in the aerospace industry the public is removed from decisions that 
affect risk level, to a large degree. The public makes the decision to travel by air, but safety 
decisions are in the hands of others. The actions of the people on an airplane have no bearing on 
structural integrity and little bearing on the consequences in the case of structural failure. 
6.6.1.3 Response to failure 
Failures/disasters have affected both industries, as noted in the previous sections. The 
different natures of the events influence public and decision makers’ perception of failure, and 
thus how failures change the agenda (Birkland 2006). The deeper the connection people feel, the 
more likely that failure will lead to change. For example, people might perceive dam and levee 
failures as natural hazards caused by failure of low-technology, passive, generally reliable, 
government-controlled infrastructure. Seemingly, water infrastructure failures do not resonate 
with as widespread a population as do aircraft failures, perhaps because of the perception that 
structures are only regionally important. Some areas of the country are well aware of the role of 
dams and levees for flood control, water supply and power, but large areas of the country feel 
unaffected by dam and levee safety issues. Without a connection between the failure and 
personal values and behavior, the failure may not lead to any change. Alternatively, people might 
perceive aircraft failure as a man-made hazard caused by failure of high technology components, 
controlled by private industry. In contrast, the general population may have physical, emotional, 
or experiential connection to traveling by aircraft, making failure higher profile and more likely 
to affect change.  
6.6.2  The Common Ground 
Having acknowledged some of the differences between the two industries, productive 
comparisons remain about the social and political contexts surrounding the two cases in order to 
evaluate opportunities for ND for dams and levees. Using Stone’s and Kingdon’s models to 
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make comparisons between the two case studies, potential opportunities emerge for changing the 
narrative to boost the streams so that dam and levee issues, including innovation for monitoring, 
can move to agenda status. We consider: 
Can advocacy and leadership better frame the problem to gain wider attention to receive 
agenda status?  
Does the political structure as it stands allow nimble and creative reorganization to gain 
momentum for innovation?  
Do the public and decision-makers understand and trust data, such as may be provided by 
ND monitoring, as a useful solution to increase public safety?  
6.6.2.1 The Problem Stream 
In the case study comparison, differences may exist in terms of how people perceive the 
problems related to structure inspection and safety. Fewer and more insular groups may consider 
dam and levee safety as a problem serious enough to require agenda change. A study by the 
National Academies confirms inconsistent public perception in their evaluation of the resiliency 
of dams and levees. Their report states that the nation as a whole may not appreciate the benefits 
of dam and levee infrastructure or the local safety concerns (National Academies Press 2012). 
Policy change comes from accumulation of experience, and if the direct experience with floods 
or dam safety issues is constrained geographically, then interest in policy change may be limited 
as well. In contrast, direct experience with air travel is widespread in the US. Aircraft failures 
serve as clear and frightening indicators of structural problems. The public seems to 
acknowledge universally the importance of aircraft safety, making the topic more likely to rise to 
agenda status when a focusing event identifies deficiencies.  
Policy sciences may offer some insight for why and how to broaden the discussion so 
more of the public recognizes the benefits of dam and levee safety. Birkland in studies of disaster 
aftermath argues, “Issues are more likely to be elevated to agenda status if the scope of the 
conflict is broadened (Birkland 2010).” Likewise, Deborah Stone presents political reasoning as 
strategic portrayal for persuasion’s sake, and ultimately for policy’s sake. Stone (2002) 
references Kingdon, arguing that a “causal story is more likely to be successful if proponents 
have visibility, access to media, and prominent positions; if it accords with widespread and 
deeply held values; or if it responds to a national mood.” Mobilization of actors toward agenda 
change rests on the substance of an issue determining whether and how organizations get 
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involved in promoting and expanding it (Stone 2002). A broadened scope brings more interest 
(and potentially visibility and media coverage) to the problem, and ties the problem to a wider 
set of values. By aligning with other groups that have interests in dam and levee safety, even if 
those interests are subtle, and by making those connections part of the dam and levee story, the 
policies resulting in increased safety can have broader appeal and support. 
Most regions with direct ties to dams and levees understand the benefits of flood control, 
water storage, and recreation but an expanded message demonstrating wider (national) benefit of 
the extensive water resource infrastructure network may help build wider support for safety 
issues. Dam and levees, though historically considered disruptive to the natural environment, are 
critical to the regional economies and lifestyles in many areas of the country. Stories of grand 
engineering and construction feats help describe some of the nation’s largest dams and levees as 
part of a legacy of robust infrastructure worthy of national pride; these legends can expand to 
include recent efforts and achievements in ecological restoration, innovative dam operation and 
environmental mitigation. At a recent technical symposium, Eric Halpin (2006) remarked that 
the U.S. rise as a superpower is due in no small part to the ability to grow and transport food 
from our heartland. “America feeds the world,” he said in essence, attributing that ability to our 
water storage, flood control, and inland navigation networks. Strategic scope broadening can 
align dams and levees to alternative energy with both reservoirs and riverways as part of national 
hydropower renewable energy solution. The narrative can also tie dams and levees as potential 
solutions for changing climate hazards, as reservoirs and levees can mitigate the effects of 
extreme storms and can help build drought resiliency.  
Broadening the narrative to tie dams and levees to these timely newsworthy topics brings 
in more groups with connections to the structures to form wider networks of interested parties. 
These collaborative networks form when engaged groups recognize that individual and collective 
goals are more likely achievable through collaborative efforts (National Academies Press 2012). 
As the story about the benefits of dams and levees expands to include more numerous and tighter 
connections to broader and further-reaching social issues, the more attention dams and levee 
safety can receive from the media, the public, and the decision makers. With groups interested in 
leveraging the existing dams and levees and attention on safety, innovation to improve safety can 
gather more support. This social amplification can extend temporal and geographical limits 
(Kasperson et al. 1988).  
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Problems can lose importance when government considers the problem solved by making 
a decision, even if that decision is only a partial solution. For example, forming NCLS was a first 
analytical step toward agenda change, but follow up policy has not occurred yet. Problems fade 
from attention also because of “fatigue”, when parties are no longer willing to invest time, effort, 
to coordinate actors and expend political resources to keep the subject at prominence (Kingdon 
2002). Broader narrative and amplification may prevent dam and levee issues from fading from 
attention and thus more likely to remain on the agenda.  
6.6.2.2 The Political Structure Stream 
In the case study comparison, differences exist in the political structure in place at the 
time of focusing events. Birkland suggests that the composition and organization of the actors 
(the public and the decision makers) who address the policy issues highlighted after a disaster 
influence the setting of agenda. In the natural hazards domain, while disasters can gain attention 
and can be valuable for setting agendas, direct policy change toward proactive monitoring may 
be slow because few groups with limited influence respond to an event and propose policy 
change (Birkland 2006). Stone examines strategies for shifting the balance of power/scope of 
influence, one of which is to shift the locus of decision-making between federal, state, local 
authorities.  
In the case of dams and levees a shift in the balance of responsibility could lead to change 
because the current political structure does not allow for reorganization or focus on 
innovation/technology development. In the comparative study, the USAF shaped internal 
organization to cultivate internal expertise and collaborated with other experts in industry and 
academia to advance the science and adopt the practice of NDI/NDE. USAF focused attention, 
with ND clearly in the purview of the Materials Lab. The USAF collaboratively managed the ND 
effort, succeeding by strategizing, bargaining, and negotiating within the political structure to 
administer the program, a necessity in many federal networks (McGuire et al. 2011). Dam and 
levee safety, including methods for inspection and monitoring, is a responsibility distributed 
among federal (FEMA, USBR, USACE), state, and local government. Perhaps the USAF 
received more funding and exerted more influence over decision makers in government because 
the research advancements initially applied to defense aircraft. Federal water infrastructure 
projects, in comparison, are executed by the USACE Civil Works program with significantly less 
funding. The 2013 President’s budget included $4.731 billion for the Civil Works program. The 
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total base Department of Defense 2013 budget was $ 525.4 billion with $69.4 billion allocated 
for military research and development (Office of Management and Budget 2012).  
Stone emphasizes that power to change policy lies in effective portrayals of ideas to 
gather political support. While the accounts referenced in this paper do not detail each leader and 
the discussions, alliances, and negotiations that led to regulatory change, ND and the research 
and development for ND had champions not only in federal government and military, but also in 
industry and academia. Champions for dams and levees are influenced by regional pressures, and 
infrastructure, generally considered somewhat mundane, does not garner much support by the 
citizenry or government from within current framing. Therefore, change occurs more slowly 
even when dams and levees make it onto the active agenda. 
A champion for far-reaching water resources initiatives and related safety issues does not 
exist in Congress. Analysis by the United States Government Accountability Office indicated 
that representation within the USACE is regional, leading to a lack of Congressional support for 
reorganization. Representatives support projects perceived to benefit directly their own 
constituency (Mittal 2010). It follows that Congressional support for USACE-initiated research 
might also lack support, as Congress tends to support district-specific work. Also, generally 
speaking, the distributed responsibility between various agencies (federal and state) and owners 
makes governance of dams and levees in the U.S. challenging. The federal government owns 
only about 5% of the nation’s dams, with responsibility for dam safety of non-federally owned 
facilities falling under the purview of state Dam Safety programs. Operation and maintenance 
activities upon which safety are dependent is the responsibility of the structures’ owner. FEMA 
has oversight of the federal program and provides guidelines for dam safety policy. However, the 
federal guidelines are not mandatory for state-regulated structures and FEMA does not have 
regulatory authority over dam owners or operators. This structure of responsibility is fragmented, 
overlapping, and incomplete (National Academies Press 2012). This fragmented approach is a 
barrier to innovation. A more coordinated approach to dam and levee safety could result in more 
momentum for innovating toward better solutions for monitoring performance of critical 
infrastructure. 
A shift to a federally organized program that coordinates solutions would reduce the 
impact of regional interests, or balance non-interests, and acknowledge that protection of water 
resource infrastructure is a national problem with far-reaching influence. Currently, a single 
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agency does not hold the authority to align existing federal programs effectively to promote 
effective incentives and disincentives for increased levee safety (National Committee on Levee 
Safety 2011). Federal guidelines for dam safety exist but are not enforceable for the majority of 
dams, and a clear coordinated plan for innovating solutions to understand health of aging 
structures does not exist. As Stone says “good interests” sometimes need protection by bringing 
in outside help in the form of government, and sometimes an issue can gain more attention when 
the structure of government dealing with the issue shifts. A more centralized approach to dam 
and levee safety might “give authority to national officials who are less likely to share local 
prejudices and more likely to have a broad view” and allow focus on technical issues and less on 
local interests (Stone 2002). As recommended by Committee on Levees and the National Flood 
Insurance Program, a national approach that shares responsibility across federal, state, and local 
entities is necessary to appropriately manage the nation’s flood risk” (National Research Council 
2013). Centralization in the current political climate may be unpopular in a broad sense, but 
perhaps given the original missions of the USACE and USBR to improve navigation for defense 
purposes and to provide irrigation to the arid west the west, the time is right for reorganization 
specific to dam and levee safety. USACE history pamphlet, USBR history website 
Even in the absence of a more aligned and centralized national program to coordinate 
research, the USACE and the USBR can develop avenues for innovating monitoring solutions 
alongside and as part of risk assessment tools. A coordinated research effort to leverage existing 
interagency relationships (USACE, FERC, USBR, NIST) and with industry and academics could 
create momentum and proof of efficacy for early detection methods. While some research and 
development is occurring in academics and at agencies, a better-coordinated effort with federal 
leadership to direct the limited research resources to add a focus on proactive detection and 
monitoring methods could result more quickly in a deployable solution. These methods can be 
studied in concert with predictive and risk assessment studies. A coordinated centralized research 
and development effort can bring together expertise from industry, academics to demonstrate the 
power of alignment, as proved fruitful in aerospace. 
6.6.2.3 The Solution Stream 
The current preferred focus on risk assessment for dams and levees over methods of 
detection and monitoring may indicate that decision makers do not accept ND monitoring as a 
solution to safety problems. While risk assessment is an attempt to predict the probability and 
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consequences of failure of complex technological systems, often with basis on limited 
information and system understanding (Renn 1992), ND monitoring can help to illuminate 
processes that are not immediately visible. Despite attempts to quantify risk, the public does not 
make calculations that mirror computational analysis. People may estimate the probability of an 
event based on how easily they can retrieve an event from their memory-- “events that come to 
people’s mind immediately are rated as more probable than events that are less mentally 
available (Renn 1992)”. This “availability heuristic” (Kahneman 2013) helps explain why some 
issues gain and hold the public attention and why others are not. Public perception of what is 
undesirable depends on individuals’ values and preferences, and this perception influences 
behavior at times of emergency. People may ignore low probability events assuming they are 
below a threshold of worry. The public also may fear uncontrollable, unknowable catastrophic 
events (such as dam and levee failures) beyond and despite expert opinion (Kunreuther 1992).  
Literature in the study of public perception explains perception of risk as complex and 
unique to individuals, more nuanced than a simple product of probabilities and consequences. 
People integrate their beliefs with respect to the nature of the risk, cause of the risk, sources of 
information/expertise about the risk, associated benefits, and the circumstances of risk taking. 
Individuals respond according to their own perception of risk based on their strength of beliefs 
about the likelihood that undesirable effects will occur (Renn 1992). Laypeople are likely to 
evaluate their trust in experts rather the direct risk, especially when a person has little knowledge 
or understanding of a hazard (Siegrist and Cvetkovich 2000). While no general agreement exists 
about how public managers can build trust, some researchers argue that trust is built through 
cyclical loops in which collaborators (managing agencies, researchers, citizens) are willing to 
take some risk to initiate collaboration toward a realistic achievement (McGuire 2006). The 
public may have an inherent trust in infrastructure systems, and the level of that trust affects their 
action or inaction (Ludy and Kondolf 2012). Many citizens may feel safety is solely the 
responsibility of government, especially when the terminology used to tell the story leads them 
to consider levees and dams as “protective” structures with delineated “floodplains” and 
“inundation zones” and when they witness maintenance and successful flood fighting efforts. 
While trust in infrastructure is overall a good thing, the trust should not be blind, and 




Time-lapse monitoring data such as may be collected using innovative ND tools can 
make dam performance data visual, more tangible and more trustworthy. Americans receive the 
majority of their scientific information from popular media (Storksdieck et al. 2002), public 
experience with hazards tends also to originate in media coverage (Slovic 1987) and the 
limitations of the medium affect what and how they learn and understand science. Journalists use 
different criteria than scientists to evaluate whether a story is newsworthy (timeliness, proximity, 
prominence, consequence, and human interest.) News media also tend to cover dramatic events 
rather than chronic issues, with a bias towards catastrophe (Storksdieck et al. 2002). However, 
more easily understandable data might gain attention by popular media if the data are more 
interesting, more accessible, and more relevant to the public wellbeing. 
Data and presentation alone may not be enough for the public to understand a problem in 
the same manner as technical experts, but monitoring data and interactive visualization could 
help with three issues important to communication: comprehensibility, credibility, and 
involvement. Reinforcing those three themes can help the problem rise to agenda status and with 
attention less likely to fade. People will attend to scientific topics when there is a personal link 
between their life and the subject itself, no matter how remote that link may be. (Storksdieck et 
al. 2002) As Kingdon says, even if everybody agrees that infrastructure needs repair, “systematic 
engineering study” is useful for presenting the extent of the problem, improving 
comprehensibility (Kingdon 2002).  Information is at the heart of a successful collaborative 
network (Agranoff 2003) and successful collaborative structures develop mechanisms to 
organize and disseminate information (McGuire 2006). Information dissemination, such as 
through visual presentation, can help describe unknowns, uncertainties and potential 
consequences (Ma et al. 2012).  
In addition, the public may more readily accept measures to reduce probability of failure 
when they understand the problem, the risks and the technology (Bijker 2007). Affected citizens 
may be more likely to take precautionary action if the standard for public policy is to provide 
better, or more understandable, information about risk (Ludy and Kondolf 2012). Since direct 
personal experience is one of the most influential factors in risk perception (Ludy and Kondolf 
2012), perhaps continuous monitoring using methods that allow visualization of processes 
occurring beneath the surface can allow the public to “experience” floods in different ways. 
Because scientific visualization has narrative impact because visualization allows people to 
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experience real data that are normally invisible (Ma et al. 2012), data presentation influences 
how people connect to the story, and thus how people behave. Because ND monitoring can 
provide insight on how the structure changes with time and with various loading conditions, the 
data can contribute to a compelling and understandable story.  
6.7  Conclusion: Lessons and Recommendations 
In aerospace, change occurred through an organizational mobilization toward a culture of 
innovation and movement beyond characterization and communication of risk. Mobilization 
occurred after dramatic failures highlighted problems with safety. Technical experts at USAF 
assumed a federal leadership role to advocate for technology development to advance scientific 
understanding and to improve inspection tools. The leadership advocated actively for policy 
change and constructed a collaborative network with industry and academia to leverage research 
and development. The result was a shift toward research and development programs to support 
proactive inspection in industry-wide practice.  
As infrastructure exists outside of the defense operations, dams and levees may not be 
able to equal the level of public and political attention that enabled the aerospace industry to 
innovate new tools, but still the dam and levee industry can learn lessons from the case study. 
The dam and levee industry may improve the state of practice to achieve similar outcomes 
(increased safety) as achieved in aerospace. Windows of opportunity to change the status quo do 
open in the dam and levee discipline. Unfortunately, these open windows result largely from 
failures. While failures of dams and levees at times have focused national attention on safety 
concerns, attention fades quickly so the policy or organizational change toward innovation has 
been limited. Disaster relief as opposed to mitigation is the predominant current policy to 
manage aging infrastructure. After the fact, the public and media may criticize politicians for not 
providing timely relief, but as Birkland (2006) says, “no President has been damaged by failing 
to promote mitigation” 
As our infrastructure ages, however, the reactionary approach may fall under scrutiny as 
increasingly deficient. A shift in narrative can lead to reforming the reactionary approach to 
disasters. Industry can refocus on innovating to improve monitoring toward a progressive 
approach to proactive engineering and asset management. Not to capitalize on the opportunities 
to improve the engineering practice is accepting failure, not holding paramount public safety. 
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Innovating tools can be a key component to improving engineering practice but has not been a 
large part of the dam and levee industry response when windows of opportunity open.  
To support innovation, including ND inspection and monitoring to understand how our 
dam and levee systems are performing, the industry can take the following lessons from the 
aerospace case study: 
1. Tell a connected story: Broaden scope of interests to get consistent agenda attention 
Leaders in the dam and levee industry can better frame the problem to gain wider and 
more lasting attention to receive agenda status. ASCE periodically studies the national 
infrastructure and has graded infrastructure (including dams and levees) poorly for many years; 
however, the reach of this reporting is limited because public and political interest in 
infrastructure is low. Infrastructure seems to be a trusted entity, lacking “wow factor”. The 
groups responsible for dam and levee safety can amplify the problem by assertively broadening 
the scope of interests by aligning narratives with the common goals of other interest groups 
already in the public and political spotlight. Civil engineers must constantly and consistently 
connect the importance of infrastructure to citizens’ daily lives, national agriculture and industry, 
national economic fortitude, and national pride by closely tying performance of structures to 
other tangible concerns. Engineers and technical experts can connect dam and levee structural 
health and public safety to other timely and politically charged discussions about sustainable 
energy, drought mitigation, and climate change adaptation in order to gain attention from 
decision makers outside of regional interests. If dams and levees do not perform, water supply, 
hydropower, flood control also do not perform. Performance monitoring as part of a long-term 
engineering and policy plan can be realized if engineers and those who manage the infrastructure 
resources align and tell compelling stories to highlight the importance of understanding how our 
systems work, including innovation necessary to increase that understanding. 
2. Focus on innovation: Centralize ND research efforts to gain organizational momentum 
Existing groups with interest in dam and levee safety can reorganize the political 
structure to gain momentum for innovation by centralizing a coordinated research and 
development plan, bringing together industry, academics and government. Shifting the existing 
disparate authority from the groups sharing interest in dam and levee performance (Department 
of Defense (USACE), Department of Interior (USBR), Department of Homeland Security 
(FEMA), and Federal Energy Regulating Commission) can encourage and empower a federally 
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led effort to innovate tools for dam and levee safety. With leadership and the power to allocate 
seed funding for research, a centralized effort can engage industry and leverage academic efforts. 
Reorganization and centralization can reduce the power of regional interests and focus on 
universal goals. Reorganization can foster agile response when windows of opportunity focus 
attention on a problem. Response may be in the form of research to focus on a particular 
solution, and reorganization can facilitate dissemination lessons learned. With a focus on 
innovation, civil engineers can increase scientific and systemic knowledge, assert expertise 
(while acknowledging uncertainties in technology), and respond to windows of opportunities by 
mobilization toward innovative solutions. 
3. Build trust: Use ND monitoring to increase public connection to the problems and 
solutions 
Technical leaders can the public and decision makers understand how structures perform 
by using innovative tools, such as nondestructive monitoring for early detection, as a useful 
solution to help to safeguard the public through building trust and transparency. Public 
connection to infrastructure is not naturally strong; a part of reinforcing that connection may lay 
in making data more accessible and understandable. While data are open to interpretation, 
providing interpretation by the technical experts may help to paint a more complete picture of 
expected structural behavior. Presentation of a more complete picture, even with uncertainties 
and assumptions, can make the story more concrete to an audience to increase public 
understanding and enhance the experiential connection to potential dam and levee performance 
problems. This transparency through information can build trust, and increased trust between the 
public, decision makers, and infrastructure managers can increase safety if behaviors change, 
that is, if the public honors measures to reduce risk (properly maintains structures, responds to 
evacuation notices, etc.) and if decision makers support mitigation and improvement projects for 




 CHAPTER 7 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 
The research in this dissertation focused on methods to detect and understand early stages 
of internal erosion in existing earthen embankments with the intent to improve safety of dams 
and levees. Innovating new methods to understand performance of dams and levees is critical for 
making safety decisions. The following sections summarize studies of internal erosion and 
monitoring through field experiments, laboratory experiments, and social and political framing. 
7.1  Field Experiments 
This research provided a new understanding about the spatial-temporal development of 
backward erosion through the rare opportunity to evaluate closely spaced piezometers sampled 
continuously during controlled hydraulic loading on a large-scale embankment. Analyses of 
individual piezometer readings revealed two characteristic pore water pressure transitions related 
to the development of backward erosion piping in the embankment foundation, even in 
piezometers located away from the backward erosion activity. At the first transition, the 
backward erosion caused anomalous pressure decrease in piezometers, even under constant or 
increasing upstream water level. The first transition occurred at the same time or just before the 
appearance of the first sand boils. Therefore, this transition was the first indication in piezometer 
monitoring that internal erosion initiated. At the second transition, measurements stabilized at a 
piezometer as conditions downstream of that piezometer reach equilibrium. Equilibrium 
occurred as backward erosion extended further upstream of a piezometer, as shown in the 2009 
test. Equilibrium also occurred as backward erosion arrested, as shown in the 2012 test. The time 
difference between transitions indicated spatial differences in the rate of backward propagation. 
In this test, the approximate rate of backward propagation was approximately 1 m/day in the 
main erosion channel where the sand boils were most active and approximately 3 m/day 
elsewhere. 
The IJkdijk experiment in 2012 offered opportunities to evaluate data from a variety of 
other sensing methods along with the direct visual observations and piezometer data. Analysis of 
RMS amplitude and threshold counts over a 24-channel array of geophones identified acoustic 
emissions activity in locations at the toe of the embankment coincident with the areas of the most 
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sand boil production. RMS amplitude and counts were sensitive to site noise. The RMS 
amplitude and counts were scattered to a large degree during initial hydraulic loading, so 
attributing RMS amplitude and counts specifically to internal erosion was difficult because other 
potential sources of acoustic emissions exist in that time frame. 
With several other monitoring methods installed at the field test, the results allowed 
construction of a detection timeline. The various monitoring methods helped to create a picture 
of the spatial-temporal behavior, but visual inspection and dense pore pressure monitoring 
provided the earliest indicators of internal erosion. The piezometers were the first instruments to 
identify pore pressure trends indicative of internal erosion at nearly the same time as the first 
visual observations of sand boils. Fiber optic monitoring revealed strain developing at the left 
side of the embankment foundation during the period of most active sand production, providing 
an indication of the developing source of the sand production. Remote sensing (TLS) identified 
crest settlement after cracks are visible to the eye, and the TLS showed that deformation (not 
visible to the eye) continued for the duration of the experiment. TLS also identified localized 
seepage through the embankment and softening and settlement at the toe, at nearly the same time 
as visual observation and hand probing. SP analysis for one time period identified concentrated 
seepage in the area where sand boils are active, but in this case did not provide a temporally 
continuous picture of the seepage regime. These additional monitoring methods provided 
confirmation of visual observations and provided some indication of the changing location of 
backward erosion propagation, but in this experiment, they did not identify backward erosion 
piping significantly earlier than visual observations. 
Other mechanisms of internal erosion would be interesting to study using the variety of 
monitoring methods. For example, concentrated leak erosion occurring at a location in the 
foundation is not visible at the surface when it initiates. Employing these monitoring methods 
might provide earlier indication of the erosion process than visual inspection. 
7.2  Laboratory experiments 
This research also involved the design and fabrication of a large diameter rigid wall 
permeameter to investigate the change in shear wave velocity (Vs) as the result of density 
changes or density anomalies. A series of multi-stage, drained, constrained axial compression 
tests on saturated sand in the permeameter characterized the effect of the frictional sidewall 
resistance on vertical effective stress with depth. Custom fabricated seismic sensors transmitted 
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and received shear waves to investigate Vs variation with depth within the sample. Mean 
effective stress and Vs were related by a power rule, with differences in power rule fit parameters 
describing the differences in material density with depth within a sample. The fit parameters also 
changed after preload, indicating that the densified specimen. These initial tests also 
demonstrated that preloading locks in effective horizontal stress such that Vs and mean effective 
stress are higher upon unloading.  
Static anomaly testing demonstrated that an anomaly (10-cm diameter water-filled 
balloon) placed in the sample (30 cm diameter) under no-flow conditions was evidenced by 
faster Vs measurements at the location of the anomaly. The waves likely traveled around the 
density anomaly, but the arching and subsequent increase in mean effective stress caused faster 
Vs. Diminishing anomaly testing demonstrated that Vs decreased as the internal anomaly 
diminished and left a growing void. However, Vs behavior with depth indicated complex stress 
conditions such as zones of low effective stress at voids, zones of higher effective stress because 
of arching, and effective stress decrease with depth because of side friction. These components 
were difficult to discern and predict with the coarse shear wave sensor spacing in these 
experiments.  
Flow testing demonstrated that Vs initially decreased as internal erosion occurred in 
samples of saturated sand. The Vs decrease varied depending on sensor depth, indicating that 
mean effective stress did not vary from top to bottom in the same way as in saturated sand 
without internal erosion. Erosion was confirmed by inspection after the test but the degree, 
location of and the rate of change of erosion feature(s) at various times was unknown in these 
flow experiments. Vs decreases indicated low-density (loose) zones, but after the internal erosion 
features collapsed, arching caused Vs increase. 
While the Vs measurements in this laboratory experiment did not completely describe the 
complex stress conditions internal to the specimen, measureable Vs changes did reflect physical 
localized changes occurring within the specimen. Vs as affected by loosening within a void, 
arching stress redistribution, and changing friction effects. These factors were related and their 
effects competed locally. However, discerning the causes for the changing Vs was a challenge in 
this experiment and complicated the use of Vs to characterize the initiation and early 
development of internal erosion. 
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7.3  Science and technology innovation 
The last component of this thesis looked to the aircraft industry for lessons for dam and 
levee safety experts to lead the industry toward innovation in monitoring. In aerospace, change 
occurred through an organizational mobilization toward a culture of innovation, often after 
dramatic failures highlighted problems with safety. Technical experts assumed a federal 
leadership role to advocate for technology development and leadership advocated actively for 
policy change and collaboration with industry and academia. The result was a shift toward 
research and development programs to support proactive inspection in industry-wide practice. 
The dam and levee industry could adopt a similar strategy towards innovation to achieve 
similar outcomes. While failures of dams and levees at times have focused national attention on 
safety, attention faded quickly. As a result, policy change toward innovation has been limited. 
The industry can improve advocacy and connections in the public and political realms. To 
support innovation, including non-destructive inspection and monitoring to understand how the 
nation’s dam and levee systems are performing, one lesson from the case study and policy 
science framing was to broaden scope of interests to build stronger and lasting connections 
between the public and safety and performance of dams and levees. Because dams and levees 
have direct regional importance to communities, tying the structures to larger newsworthy topics 
can help to form wider networks of interest. The wider the interest, the more attention dams and 
levee safety can receive from the media, the public, and the decision makers. Another lesson was 
to restructure organizations to gain organizational momentum and to foster agile reaction toward 
innovation when windows of opportunity open. Currently, a single agency does not hold the 
authority to align federal programs to promote effective incentives and disincentives for 
increased levee safety. The fragmented nature is a barrier to innovation. A more coordinated and 
centralized approach to dam and levee safety could allow more focus on broader technical issues 
and less focus on local interests. Lastly, a third lesson was to use innovative monitoring to 
increase public understanding, improve safety and build trust between industry, decision-makers, 
and the public. Monitoring provides information about performance. While data presentation 
alone may not be enough for the public to understand a problem fully, data and interactive 
visualization could help with public comprehension of performance and consequences, 
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GEOPHYSCIAL TECHNIQUES TO MONITOR EMBANKMENT DAM FILTER 
CRACKING AT THE LABORATORY SCALE 
 
Chapter modified from: 
Preliminary Implementation of Geophysical Techniques to Monitor Embankment Dam Filter 
Cracking at the Laboratory Scale. Proceedings ICSE6, Paris, Paris, France. (2012). 
Rinehart, R. V.30, Parekh, M. L31., Rittgers, J. B.32, Mooney, M. A.,33 and Revil, A.34 
A.1 Abstract 
Internal erosion presents a significant hazard to water retaining structures and is most often 
identified in its progressive stages through visual inspections or observations. Acoustic or 
ultrasonic methods in combination with electrical geophysical methods can be used as a tool for 
detection and continuous monitoring of subsurface internal erosion initiation in its early stages. 
This research investigates passive acoustic emission, self potential, and cross-hole tomography 
for suitability as long-term, remote and continuous monitoring techniques for internal erosion 
and cracking of embankment dams. Geophysical data from the three techniques have been 
collected during manually imposed cracking of granular filter materials. Specifically, data has 
been collected during both self-healing (i.e., desirable filter behavior) and during continuing 
erosion (i.e., undesirable filter behavior). The data is compared to baseline, pre-crack data. This 
proof-of-concept research provides evidence of these geophysical techniques for effective 
monitoring of embankment cracking as a precursor to internal erosion. This paper presents the 
details of the instrumentation systems, data acquisition parameters, and early findings from the 
research. 2D seismic velocity tomograms, passive acoustic and passive electrical signatures 
associated with cracking and suffusion are discussed.  
A.2 Introduction 
Internal erosion in earthen embankments (dams, levees) occurs when a critical 
combination of hydraulic gradient, in-situ stress conditions, soil porosity and intrinsic 
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permeability, and material properties results in increased and uncontrolled seepage. This leads to 
the transport and migration of soil particles in a localized area, often at a crack in the soil (e.g., 
from desiccation, settlement, or seismic activity). Internal erosion presents a significant hazard to 
embankment dams, dikes, levees, abutments, spillways, and foundations, and a review of 
historical dam failures shows that about half of all embankment dam failures are related to 
internal erosion (Foster and Spannagle 1998; Schmertmann 2000). This critical failure mode is 
difficult to detect in early stages, and typically is not identified until it has progressed to a full 
piping situation (Foster et al. 2008). Further, a broad search of the literature indicates that 
acceptable means of determining the factor of safety against internal erosion have not been 
determined. It is also recognized that it is dangerous to place undue confidence in a structure 
based on years of successful performance as internal erosion incidents can manifest after decades 
of satisfactory performance – underscoring the need for continuous monitoring. 
Signs of active internal erosion, including sink holes, sand boils, and muddy seepage, are 
often discovered by local residents or during periodic visual safety inspections. Alternatively, 
identifying the onset and progression of internal erosion by continuously and remotely 
monitoring for subsurface changes would be preferred, allowing for early intervention and risk 
reduction. Several geophysical techniques are believed to hold potential as monitoring tools, 
including passive Acoustic Emission (AE), Self Potential (SP), and cross-hole direct-
transmission sonic tomography (CT) are further discussed below. 
Internal erosion can be mitigated by incorporating granular filter zones into the 
embankment, to filter or retain embankment soils and prevent particle migration. The Bureau of 
Reclamation, in partnership with the U.S. Army Corps of Engineers has been conducting large 
scale embankment filter research for several years to gain a better understanding of: cracked 
filter performance, conditions which cause a crack within a filter, ability of a filter to heal under 
flow conditions, and effectiveness of a filter to stop or control flow (Howard et al. 2014; 
Redlinger et al. 2012). A laboratory model referred to as the soil crack box was constructed (Fig. 
A.1). The box allows for the compaction of filter material in various configurations, subsequent 
cracking of the filter (i.e., to simulate differential settlement, desiccation, or seismically induced 
cracking), and impingement of reservoir water upon the cracked filter. Howard, Rudkin, and Irey 
(2014) provide details about the overall test program consisting of 14 tests in sand and gravel 
filters and silty core materials. 
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The present work includes SP electrodes installed near the surface of the granular filter 
within the crack box, CT logging tubes (one transmitter, one receiver) installed through the full 
height of the filter on both sides of the crack zone, and AE monitoring using periodic passive 
recording from the CT receivers (geophones). Data have been collected via the three methods 
before filter cracking, during cracking, and during active water flow through the cracked filter. 
This paper presents the test set-up, geophysical instrumentation, and promising preliminary 
results. 
A.3 Laboratory Setup 
A.3.1 Laboratory Embankment Filter Model 
The geometry of the laboratory filter model (soil crack box) simulates field geometric 
conditions, and performs similarly to a granular embankment dam filter. The observed seepage is 
constant head, and the induced cracks are similar to those that occur in earthen embankments. 
The resulting design, shown in Fig. A.1, includes several components: a 2000 liter reservoir large 
enough to provide near-constant water supply, a 7 m3 zone to contain embankment and filter 
materials, and a 2.75 m long channel through which water passes from the reservoir to the 
embankment material. The box is constructed in two identical halves and hinged at the bottom 
centerline. Once full of material (Fig. A.1d) hydraulic jacks force the box to pivot at the hinge, 
inducing a crack (2.5 cm, typical) within the material (Fig. A.1e). The size of the box allows 
placement and compaction using vibratory methods similar to those used in the field. Potential 
seepage paths through the apparatus (i.e. hinges, joints) were thoroughly sealed with silicone 
caulk to minimize leaking. Sandpaper was installed along the walls confining the filter material 
to provide friction intended to simulate shear resistance provided by confinement. A drain was 
installed on each side of the floor of the material box to allow drainage below the filter material 
(simulating a drain below a filter zone). Drainage can be measured through outlet pipes. The 
drains can also be closed to prevent drainage (simulating a filter that is isolated, or a drain that is 
clogged). 
During a typical test the reservoir is released by removing a solid gate between the 
upstream channel and the reservoir. Water flows into and through the filter material in the box. 
Filter performance is observed and judged qualitatively by the material’s ability to sustain a 






Fig. A.1 Laboratory layout of filter model showing: (a) assembled model, (b) upstream channel, 
(c) constant head reservoir, (d) uncracked filter, and (e) cracked filter (2.5 cm) 
A.3.2 Geophysical Techniques 
One means to monitor continuously for concentrated seepage and internal erosion is 
passive Acoustic Emission (AE) monitoring. AE monitoring involves using acoustic transducers 
(e.g., geophones or accelerometers) to passively “listen” for acoustic energy that is released from 
internal sources including earthquakes, impact or gradual loading forces, and impulsive sources 
(e.g., collapse events). Research regarding AE in soils has been ongoing since the 1970s  
(Koerner et al. 1976, 1981b; Buck and Watters 1986; Hung et al. 2009) and recent work by the 
United States Department of Agriculture and University of Mississippi has shown that AE exists 







seismic monitoring stations are available, AE source localization can be performed through 
triangulation or a variety of more complex techniques. Research has shown that sudden or 
gradual increases in the rate or magnitude of AE events can be linked to cracking or internal 
erosion (Talwani 1997; Talwani and Acree 1985). 
A second potential means to continuously monitor for internal erosion is through the 
implementation of compressional seismic wave (p-wave) or shear wave (s-wave) cross-hole 
tomography (CT). Similar to AE monitoring, this technique utilizes acoustic transducers, only in 
the case of CT, recorded energy is from ‘active’ or intentionally generated vibrational or impact-
type sources. The transmitters and receivers are accurately time-synchronized, and similar to 
CAT scan medical imaging technology, CT is performed using a multitude of transmitter-
receiver pair geometries, helping to illuminate the materials between borehole pairs (e.g., see 
Fig. A.2). This geophysical technique allows for reconstruction of the spatial distribution of 
seismic velocity, related to the material’s density and elastic properties including the bulk and 
shear moduli. By repeating the data acquisition over time, this imaging could prove useful in 
tracking the evolution of subsurface features (i.e., time-lapse geophysics). 
 
 
Fig. A.2 Approximate CT raypath coverage between source (left edge) and receiver (right edge) 
locations for T11 and T12 (boxes represent discretization for tomography modeling) 
A third promising means to continuously monitor for internal erosion and concentrated 
seepage is through the use of the Self Potential (SP) method. The SP technique involves the 
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measurement of the variation of the electrical potential distributions across the ground surface 
(or within boreholes) with respect to both space and time. These electrical potentials are 
associated with very small subsurface electric fields created by a variety of sources, including 
fluid flow through porous media (i.e., streaming potential). SP can help to quickly map the 
lateral location and geometry of preferential flow paths in the X-Y plane (Crespy et al. 2008). 
The addition of other information about the electrical conductivity and material properties allows 
for the SP data to be inversely modeled to retrieve more useful quantitative parameters such as 
depth to the phreatic surface and groundwater flow velocity distributions (Sheffer 2007). Inverse 
analysis of SP data may prove useful, in that 3D fluid flow velocity distributions can be solved 
for within the first order, offering information on the severity and geometry of open transverse 
cracks, internal erosion and related concentrated seepage pathways within earth embankment 
structures. 
A.4 Instrumented Tests 
Geophysical instrumentation was included in two filter experiments: a two stage filter 
comprised of poorly graded sand upstream of poorly graded gravel (designated T11, Fig. A.3), 
and a single stage filter comprised of poorly graded sand (designated T12, Fig. A.4). The sand 
material met the requirements (including gradation) for fine aggregate in ASTM C33. Generally, 
C33 fine aggregate (commonly referred to as concrete sand) is considered a good all-purpose 
filter material, capable of filtering a wide range of embankment materials. The gradation of the 
gravel, which had a maximum particle size of 19 mm, was filter-compatible with the gradation of 
the sand. Both the sand and gravel materials contained less than 2% fines at the time of 
compaction. 
Filter materials were compacted in the box using a vibratory plate. In-situ moisture and 
density were determined using the sand cone test (ASTM D1556). Average dry unit weights for 
the sand material were 16.9 kN/m3 and 17.4 kN/m3 for tests T11 and T12, respectively. Moisture 
content for the sand material was 5.0% for both tests. The gravel material was not tested, but 
received the same compactive effort (i.e., number of passes with the vibratory plate) as the sand. 
Fig. A.3 and A.4 show schematics and photographs of the geophysical instrument layout 
for tests T11 and T12, respectively. For both tests, SP electrodes were placed in contact with the 
surface of the poorly graded sand material on a grid spacing within the crack box. A harness, 
configured to minimize impact to the crack zone, prohibited electrode movement. For T11, 
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electrodes were mounted to the underside of acrylic sheeting with the electrode grids offset 38 
cm from the crack alignment. For T12, electrodes were mounted to rods suspended from a frame 
located approximately 15 cm above the soil surface to allow the electrodes to be in firm contact 
with the soil, but to also allow the soil to move freely beneath them. SP data were collected on 
32 channels using a BioSemi EEG multi-channel, high resolution electrical potential 
measurement system. Specifications for geophysical applications using a BioSemi system can be 
found in (Crespy et al. 2008). Electrical potentials were measured with respect to a reference 
electrode (“REF1/2” on Fig. A.3 and A.4). 
 
 
Fig. A.3 Schematic (left) and pre-crack photograph (right) of filter geometry and instrumentation 
for T11 – two stage filter 
 
 
Fig. A.4 Schematic (left) and post-crack photograph (right) of filter geometry and 
instrumentation for T12 – single stage filter 
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Casings for CT transmitting and receiving (76 mm inside diameter PVC pipe) were 
installed through the full height of the sand, offset 1.2 m from the crack alignment on both sides 
for T11 (Fig. A.3) and placed along the inside wall of the box for T12 (Fig. A.4). The seismic 
source, an Olson Instruments P-SV triaxial impact source triggered through Olson’s Freedom 
Data PC system, is a down-hole source capable of generating shear and compressional waves by 
directly impacting the inside of the casing at a set depth. For these tests, the source depth ranged 
from 5 cm to 90 cm below the surface, generally at 15 cm intervals (Fig. A.2). The receiver array 
was comprised of twelve 10 Hz center-frequency geophone transducers and was also used to 
collect passive AE data. A Geometrics Geode seismic recorder acquired signals from the 
geophone receiver string. Tomographic data waveforms were acquired using a sample interval of 
0.25 ms over a duration of 0.20 s to 0.25 s. The Geode also acquired AE waveforms at sample 
intervals of 0.20 to 0.25 ms over a 4 to 30 s duration. 
The study included collecting data via the three geophysical methods before filter 
cracking (i.e., after compaction), during and after cracking, and while the crack in the filter 
material was subjected to focused water flow. For test T11, a 2.5 cm wide crack was opened and 
subjected to focused water flow with the drains in the bottom of the box open. The crack healed 
and did not result in flow to the downstream collection reservoir. The 2.5 cm wide crack was 
subjected to flow overnight without erosion or flow to the downstream collection reservoir. The 
following morning, the crack was opened to approximately 15 cm. The crack healed and did not 
result in flow to the downstream collection reservoir. 
For test T12, a 2.5 cm wide crack was opened and subjected to focused water flow, with 
the drains in the bottom of the box open. The crack healed and did not result in flow to the 
downstream collection reservoir. The 2.5 cm crack was subjected to flow overnight without 
erosion or flow to the downstream collection reservoir. The following morning, the drains in the 
bottom of the box were closed and the crack was again subjected to water overnight. The crack 
healed and did not result in flow to the downstream collection reservoir. The following day, the 
crack was opened incrementally (approximately 1.25 cm/6 min) to approximately 15 cm with the 
drains closed. The crack collapsed and healed several times, until the filter failed and allowed 
uncontrolled flow to continue to the downstream collection reservoir. 
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Digital video cameras positioned at the upstream reservoir, two angles downstream of the 
filter material, and directly overhead of the crack captured video during the cracking and flow 
events and provided a visual reference for the timing of erosion and healing events. 
A.5 Preliminary Results 
A.5.1 Passive Acoustic Emission 
AE data were recorded for several hours and on various days throughout each test using 
repeated 4, 10 or 30 s records. The recorded frequencies ranged from approximately 5 to 250 Hz, 
which allowed for identification of unique spectral signatures at various stages of internal 
erosion, overtopping flow, collapse events and self-healing phenomena that occurred throughout 
the filter tests. Preliminary results of this portion of the study are shown in the spectrograms 
presented in Fig. A.5. Here, the power spectrums of AE data are plotted as a function of time for 
three representative, 30-second time periods. The color scale of the three panels represents 
normalized power at a given frequency and record time (power spectra averaged for each second 
of recorded data). Warmer colors (i.e., reds and yellows) represent higher energy levels and more 
activity, while cooler colors (i.e., blues and greens) represent lower energy levels and less 
activity at a given frequency. Within the recorded spectra, bands of high power noise at 
relatively low-frequencies (e.g., 10-50 Hz) associated with the laboratory utility duct-work and 
nearby machinery dominate the signal. Electrical power-grid noise is also apparent in the data as 
high-energy bands (red) at 60 Hz and its harmonics (120 Hz and 180 Hz). 
A.5.2 Cross-hole Tomography 
Preliminary results of the cross-hole p-wave tomography data are presented in Fig. A.6 
and A.7. Fig. A.6 shows the change in p-wave arrival time with travel distance between source-
receiver pairs (note that an increase in arrival time with similar offset indicates lower velocity). 
The data contain trends that suggest an overall decrease in p-wave velocities with cracking, 
relative to the pre-crack data set from T12. The progressive slowing of the material velocity 
likely reflects a decrease in the stress field due to the cracking, increase in water content, and/or 
loosening of the compacted filter materials.  
Comparison of the pre-cracking baseline data and data collected during concentrated flow 
(left and center panels of Fig. A.5, respectively) shows a spectral distinction between the two 
stages of the test. The right-hand panel of Fig. A.5 shows broad-band events representing a 
collapse event, where the sidewalls of the induced crack collapsed into the open fracture. The 
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relatively high energy observed at higher frequencies during concentrated flow (center panel) 
disappears after the collapse events, indicating cessation concentrated flow due to self-healing of 
the filter material. These preliminary results show important and noticeable relationships 
between AE signatures and erosion phenomena. As seen in Fig. A.5, unique AE signatures of 
filter collapse and self-healing were observed during these experiments, showing promise for the 
successful use of the AE method in monitoring applications for full-scale embankment 
structures. 
 
Fig. A.5 AE signatures during three stages of T12: Pre-cracking baseline (left), post filter 
cracking during concentrated flow (center), and subsequent sidewall-collapse and self-healing 
events (right) 
 
Fig. A.6 Scatter plots of p-wave travel time versus source-receiver separation for T12 data. 
Trend lines have been added to depict the overall relative decrease in calculated velocities over 
the course of T12. 
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Fig. A.7 depicts velocity tomograms calculated for each time step during T12 (pre-crack, 
2hrs and 24hrs after cracking and initiation of flow). CT data acquisition was achieved by 
integrating two separate seismic systems: one system generated the seismic source, and the other 
system recorded the data at the receivers. Interfacing these two systems resulted in a timing 
mismatch between the source (time-zero) and the beginning of each seismic CT record, and 
while the absolute time synchronization discrepancy is unknown, it was consistent for all data 
recorded. As a result, all calculated velocities presented here are considered relative and not 
absolute seismic velocities. Velocities presented in the tomograms shown on Fig. A.7 are slower 
than expected true velocities of the filter material, however the relative changes between time 
steps represent true or absolute decreases in p-wave velocity. 
A progressive overall decrease in the p-wave velocity distribution can be seen in each 
subsequent tomogram moving left to right in Fig. A.7. More noticeable changes occur between 
the two and 24-hour tomograms than between the zero and two hour tomograms. This may be 
due to the infiltration of moisture into the materials surrounding the crack and throughout the 
filter material, helping to homogenize the velocity distribution within the filter model. Still, a 
noticeable decrease in velocity is captured using the tomography method. Unfortunately, failure 
of the filter material happened too quickly after collecting the 24hr post-crack data set, 
preventing collection of post-failure data sets. We expect that further internal erosion and 
sloughing of materials leading up to and during the failure events of T12 would have further 
decreased the stress field and hence the p-wave velocities within the filter materials. These 
results show promise for the applicability of seismic tomography techniques for successfully 
detection and imaging of filter material cracking and failure phenomena within earthen 
embankment structures. 
A.5.3 Self Potential 
Preliminary SP results are shown in Fig. A.8, where contour plots of SP data are 
presented for select times during T11. Fig. A.8 depicts a sequence of snapshots of the electrical 
potential distribution across the top surface of the filter material (plan view) where the SP 
electrodes were installed. These contour images depict the development of a positive SP anomaly 
typically associated with the flow of fluid through porous media. Here, water is flowing from 
right to left, and the resultant SP anomaly is seen to develop in a progressive fashion in the 
downstream direction. The SP anomaly is located above the majority of concentrated fluid flow 
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within the filter material, near the crack alignment. The physical mechanism that causes the SP 
anomaly seen in Fig. A.8 is proportional to the velocity of fluid flow through the filter material. 
Therefore, the observed SP anomaly is expected to develop in the vicinity of concentrated flow 
through the filter material, and is expected to subside in the advent of self-healing phenomena 
that decrease or stop flow entirely. This observed and expected relationship between SP data and 
the state of the filter material offers promise in the applicability of the SP technique towards full-
scale embankment time-lapse monitoring efforts. 
 
 
Fig. A.7 P-wave tomograms for T12 data collected pre-crack (left panel), and 2hrs and 24hrs 




Fig. A.8 Plan view contour plots of electric potential distributions (SP data) at select time-steps 
after initial cracking of filter material and subjection to fluid flow during T11. 
A.6 Conclusions and Applications 
The threat of embankment failure from uncontrolled flow through a crack is exacerbated 
not only by the lack of understanding of the parameters contributing to cracking, healing, and 
flow control, but also by the absence of early detection and monitoring methods capable of 
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identifying the process in its early stages. Applications using time-lapse geophysics hold promise 
for detecting spatial and temporal changes in the subsurface conditions through continuous 
monitoring. This paper describes some promising signatures in geophysical signals associated 
with cracking, concentrated flow, and collapsing and healing. While the laboratory is a 
controlled environment, a large amount of man-made ambient noise exists with respect to 
seismic and electrical signals. Despite this challenging data acquisition environment, we have 
demonstrated that precursory internal erosion phenomena, collapse and subsequent healing 
events are evident and well above the spectral noise floors of the SP and AE data presented 
herein. CT-measured changes in the seismic velocity distributions because of crack formation, 
concentrated flow and fluid infiltration are quite evident. The time-lapse SP signatures clearly 
indicate water flowing through the partially saturated soil concentrated along the induced crack.  
These various patterns can be used to develop data analysis algorithms for automated 
detection of cracking and self-healing events, and early notification of these potential risks 
within earthen embankment structures. A time-lapse monitoring system can be used to describe 
baseline signals and to set thresholds for notification. Work remains to understand further the 
link between identifiable cracking, healing, and flow events, as well as the risk of filter failure, in 
order to provide a complete picture for dam safety decision making. Our research in the cracked 
filter box is ongoing; however, this study serves as a preliminary proof of concept. For a full 
scale earth dam, direct application in the form of buried geophones, surface geophones or other 
types of seismic transducers and/or surface SP electrodes can augment conventional 
instrumentation to enable a higher resolution (in time and in space) response that might 
otherwise go unnoticed by traditional instrumentation and visual methods.  
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COORDINATING INTELLIGENT AND CONTINOUS PERFORMANCE MONITORING 
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Coordinating Intelligent and Continuous Performance Monitoring with Dam and Levee 
Safety Management Policy. Dam Safety 2010 Conference Proceedings, ASDSO, 
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B.1 Abstract 
The pursuit of common goals for monitoring and management can improve dam and 
levee safety. Dam and levee structures present similar technical and management challenges: 
aging and sometimes neglected structures, limited monitoring data, insufficiently developed 
techniques to monitor large structures continuously and densely, and limited resources to correct 
these shortcomings. Despite these common challenges, regulation of dam and levee safety 
reflects different stages of maturity and falls under the responsibility of distinct agencies. In the 
case of levees, failures during Hurricane Katrina generated interest in the study of levee safety, 
of performance monitoring, and of risk assessment – all of which have fostered interest in the 
development of national standards and policies, a vision thus far in progress. In the case of dams, 
standards and policies are well established; however, the public and policy makers show less 
interest in technological advancements for monitoring dams (perhaps due to the lack of a highly 
visible and politically significant failure of a dam). As a result, technological advancements in 
continuous and intelligent levee monitoring are ripe for extension to dams. Additionally, policies 
that adopt continuous and intelligent monitoring of dams and levees can provide a link for a 
cooperative vision for preventative engineering and management. 
B.2 Introduction 
Both dams and levees are critical public infrastructure, protecting people and property 
from harm and managing water, a valuable natural resource. Many of our nation’s earthen dams 
and levees are at or near their intended design lives. For example, the American Society of Civil 
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Engineers estimates that by 2020, 85 percent of all dams will be 50 years old, or older (American 
Society of Civil Engineers 2014). The aging of dam and levee infrastructure suggests the benefits 
of implementation of advanced monitoring systems using state of the art technology and 
preventative management. Management of these structures requires policy that respects both 
technical and political challenges. 
Dams and levees share functional, structural, and managerial similarities. As 
paradigmatic examples of protective infrastructure, dam and levee structures present similar 
challenges: limited monitoring data, insufficiently developed techniques to monitor large 
structures continuously and densely, and limited resources to correct these shortcomings. Despite 
these common challenges, regulation of dam and levee safety are at different stages of maturity. 
While federal and state regulations guide standards for dam monitoring practice, techniques are 
limited spatially and temporally, using methods that are outdated. In the case of levees, national 
leadership does not presently exist; levee management standards and policies are in the 
development phases. Agency coordination for levees is complex because levees often are locally 
owned and maintained but fall under the purview of federal agencies. The highly publicized and 
politically significant failure of the levee systems during Hurricane Katrina has generated interest 
in the study of levee systems and safety, performance monitoring, and risk assessment. At the 
same time, the public and policy makers are not showing specific interest in technical 
advancements for monitoring dams because a recent failure has not occurred. In this context, 
technological research for levee monitoring can be leveraged to make similar progress for dams. 
In addition, adopting technology by means of continuous and intelligent monitoring can provide 
common ground between levees and dams toward proactive and preventative infrastructure 
management. 
This paper explores continuous monitoring as an opportunity for progress toward 
preventative dam and levee engineering and management. To explore analytically the impacts of 
adopting such innovations, we create distinct boundaries between monitoring, agency 
coordination and policy, and risk assessment related to dams and levees. We first evaluate the 
current practices and frameworks in place for monitoring, regulating, and evaluating risk. We 
then discuss opportunities for innovations within these frameworks to apply technologies as 
common ground for building a culture of failure prevention for our dams and levees. The 
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boundaries we create are not, in reality, distinct, as management of these structures necessarily 
integrates data, institutional structure, and tolerable risk guidelines. 
B.3 Current Practices and Management Structure 
B.3.1 Monitoring 
Current dam monitoring occurs infrequently, with little automation and poor adaptability, 
limiting the detection of early onsets of failure modes such as internal erosion. Dam operators 
and owners periodically visually inspect the dam and collect measurements from widely-spaced, 
permanently installed instruments.38 Beyond this basic level of monitoring, dam owners may also 
send survey teams to sites to manually collect additional measurements and to perform more in-
depth analyses (e.g., geophysical, topographic). The frequency and extent of such inspection, 
instrumentation monitoring, and survey varies significantly based on hazard classification, 
reservoir level, and other specifics of the dam (Federal Emergency Management Agency 2004; 
Fell et al. 2005). The lag time between the start of internal erosion and detection under current 
practice translates into expensive, disruptive, and technically challenging repairs, or even 
catastrophic failure. A study evaluating the time for progression of internal erosion as a failure 
mode indicates “the potential for loss of life in the event of a [dam] failure is very dependent on 
the warning time...” The study also concludes that for many earth dams with poor inherent 
seepage controls, continuous monitoring would be needed to detect failure processes (internal 
erosion, specifically) in time to give warning and to intervene to prevent the imminent failure 
(Fell et al. 2003). 
Agencies responsible for levee monitoring standards have not yet fully defined standards 
and guidelines, but like in the case of dams, current employed methods for levees do not include 
capabilities for detecting localized anomalies and their progression over time. Often, levee 
condition assessment and monitoring rely solely on visual observations of the physical state of 
the structure, by the U.S. Army Corps of Engineers (USACE), U.S. Bureau of Reclamation 
(USBR), private owners, or municipal representatives. These visual assessments require human 
judgment to decide how and when to take specific measurements of conditions such as seepage 
or settlement. This ad-hoc monitoring scheme leaves levee infrastructure vulnerable to failures. 
 
                                                 
38 Newly constructed dams often include some instruments that automatically collect measurements several 
times per day. 
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B.3.2 Agency Coordination and Policy 
Despite sharing common characteristics, functionality, and management challenges, dams 
and levees fall under regulations at diff rent stages of maturity and administered by a variety of 
responsible agencies. Agencies have established inventory, regulating structure, and monitoring 
guidelines for dams. The USBR, USACE, and the Federal Energy Regulatory Commission 
(FERC) set the standard of practice in dam design and monitoring and are coordinating efforts to 
incorporate risk assessment methodologies into dam safety programs (Regan and Boyer, D. 
2008). The USBR and the USACE oversee dam safety for federally owned dams and the federal 
National Dam Safety Program coordinates and supports state dam safety programs (Federal 
Emergency Management Agency 2016). Many states adopt the USBR and USACE methods, but 
adoption and corresponding policies vary between states. 
In the case of levees, the formulation of national leadership is in its early stages, and 
management standards and policies are developing. Historically, levees lack a prominent and 
established oversight agency, meaning that levees are largely unregulated structures. The highly 
publicized and politically significant failure of the levee systems during Hurricane Katrina 
generated interest in the study of levee safety, levee inspection and performance monitoring, and 
risk assessment. After this high profile failure, the federal government enacted the National 
Levee Safety Program Act, which established the National Committee on Levee Safety (NCLS) 
to support federal and non-federal levee safety programs through coordination and information 
exchange (National Committee on Levee Safety 2009). The National Levee Safety Program Act 
also authorizes the USACE to develop a strategic implementation plan, to provide 
recommendations on a national levee safety program, and to inventory and inspect levees. 
Congress appropriated funds for the USACE to initiate a national levee inventory and assessment 
program to determine the status and condition of the federally-controlled levee systems. The 
USACE completed an initial survey of federal program levees systems in 2006 (EIIP Virtual 
Forum 2007).  The NCLS has recommended the implementation of uniform levee regulation and 
standardized monitoring guidelines as part of the National Levee Safety Program (National 
Committee on Levee Safety 2009). 
Discussion among policy makers echoes the need for consistent criteria and guidelines 
for levee safety. Some cite a need for the USACE and the Federal Emergency Management 
Agency (FEMA) to coordinate standards and requirements for levees. Garrett Grave, a 
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representative from the Louisiana Governor’s office recommends that the “USACE and other 
engineers design smart levees” alluding to the need for more robust monitoring (The 
Infrastructure Security Partnership n.d.). Testimony from an Association of State Dam Safety 
Officials (ASDSO) representative regarding the NCLS indicates that the ASDSO advocates for 
the integration of the National Levee Safety Commission with the National Dam Safety Program 
(Association of State Dam Safety Officials 2009). Despite some political support and 
demonstrated need for national coordination, the National Levee Safety Program is still in early 
development and levee management standards have not yet been defined. 
B.3.3 Integrated Risk Management 
While comprehensive risk management of dams and levees necessarily integrates 
monitoring (as a tool for assessing the probability of structural failure) and agency policy (which 
transforms such data into decisions and sets more general priorities for infrastructure), public 
attention and political discourse tend to focus solely on observed failures. 
Deborah Stone, a political scientist, states that “...much of our awareness of safety and 
risk comes from previous accidents. (Stone 2002)” Likewise, in writing about coastal 
engineering of levees, Wiebe Bijker a scholar of science and technology studies, notes that in the 
“...U.S. disasters raise public awareness and boost engineering and research. In contrast, once the 
disasters have passed into history, little effort is made to evaluate the functioning of projects. 
(Bijker 2007)” Dams are not at the forefront of public attention because the U.S. has not 
experienced a catastrophic dam failure recently, explaining the lack of innovation in monitoring 
dams. 
In contrast, levee system failures associated with Hurricane Katrina placed levees under 
public scrutiny, creating a short-term national push to enact levee safety policy and to fund levee 
monitoring research. For example, in addition to the National Levee Safety Program described 
above, several universities have received federal funding to conduct research on advanced 
assessment and system monitoring techniques for levees (Rensselaer Polytechnic Institute 2009; 
“USC Awarded Grant For Levee Research. Civil Engineering Bulletin” n.d.; Whaley 2009). As 
mentioned in previously, the NCLS is in its development stages and national standards for levee 
monitoring are under development. 
Demonstrating the potential for shared practice, agencies responsible for levee 
management, such as USACE and USBR at the federal level, are currently developing risk 
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analysis and assessment for levees using methods developed for dams. These methods 
incorporate the following practices, each of which involve degrees of uncertainty. First, dam risk 
assessment categorizes structures based on potential failure modes. Current risk analysis and 
assessment tools involve evaluating probability of loading, probability of unsatisfactory 
performance, and consequence of adverse events. Risk tools estimate the likelihood of an 
adverse anomaly (e.g. a crack in the dam materials caused by settlement), likely dimensions of 
such an anomaly, and the likelihood that erosion or other instability will initiate at the anomaly 
location and continue to a full failure condition. Risk assessment evaluations have a high degree 
of uncertainty because current monitoring capabilities provide limited information about 
subsurface heterogeneity, about how subsurface conditions change over time, and about how 
those variations affect structure performance under operational conditions. Undocumented levee 
or dam construction techniques and maintenance history also add to uncertainty. 
The risk assessment methods quantify probability and consequence of failure to 
determine potential for economic loss or loss of life. Risk assessment uses unified event trees to 
models different failure types at different phases. An event tree is a sequence of logical events 
that leads to quantification of probabilities of an adverse event, such as seismic, hydrologic, 
piping, or settlement occurring based on current understanding of material behavior 
(Cyganiewicz et al. 2008; USACE 2006). Quantification includes expert judgements to assign 
probability of unsatisfactory performance. Expert judgment, or elicitation, is the “formal 
quantification of expert opinion into judgmental probabilities (USACE 2006).” The assessment 
also includes an expert judgment on the likelihood that a particular failure path can be detected, 
and a judgement on if mitigation is possible upon detection (Cyganiewicz et al. 2008). Whether 
detection is likely depends on the rate of adverse event occurrence, the frequency of 
observations, and the visibility of the anomaly. The likelihood of detection increases as 
monitoring schemes allow for more dense and well-distributed monitoring points in both space 
and in time. Whether mitigation is possible depends on how early the monitoring scheme can 
detect incipient failure. The likelihood of effective mitigation increases with early detection and 
advanced warning. Risk assessment, therefore, is currently based on dated monitoring methods 
which have not improved with technological advancements.  
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B.4 Opportunities for innovation 
B.4.1 Monitoring 
Implementation of advanced technologies can enhance dam and levee monitoring 
practice. One such technology to provide for continuous sensing and monitoring is a wireless 
sensor network (WSN). A WSN comprises several relatively inexpensive wireless embedded 
devices (“motes”) equipped with a radio for wireless communication, the ability to operate 
various sensors autonomously, and a processor for sensor data analysis and processing. Figure 1 
displays a custom geophysical mote and its waterproof encasing. WSNs can interface with 
environmental, geophysical, and geotechnical sensors to provide an autonomous and continuous 
method to interrogate dams and levees and to assess structural integrity. 
Engineers can utilize the sensing, processing, and communication technologies available 
through WSNs to implement long term dam and levee monitoring schemes. WSNs equipped 
with physical and geophysical sensors have proven successful in the continuous monitoring of 
various structures such as landslides and bridges (Kim et al. 2007; Paek et al. 2005; Sheth et al. 
2005). While WSNs have not yet been used to monitor dams or levees continuously, 
nondestructive evaluation (NDE) has been used to assess the condition of dams and levees using 
electromagnetic and seismic surveys (Asch et al. 2008; Minsley et al. 2010). A WSN application 
using short time-lapse NDE can be developed for dams and levees to detect spatial and temporal 
changes in the subsurface conditions through continuous monitoring.39 Sensors use NDE 
methods to detect acoustic emission, seismic waves, or electrical current to provide information 
about the subsurface conditions in three dimensions, and in real-time.40 In addition, the WSN can 
be equipped with equipment to collect discrete data points such as location (northing, easting, 
elevation), temperature, pore water pressure, and other characteristics potentially useful for 
identifying changes indicative of failure. A WSN with various sensing techniques could be 
deployed at a field site for months or for years to evaluate continuously a dam or levee for signs 
of settlement, seepage, internal erosion and other failure modes (see Figure 2 for a simplified 
depiction of a continuous WSN monitoring system). Coupling NDE observations of subsurface 
changes with loading parameters such as rainfall events or raising or lowering of reservoir level 
                                                 
39 For the purpose of this paper, “continuous” means permanently deployed, closely-spaced sensors arranged 
in a 2D grid, located at or near the surface of a dam or levee and collecting data at preset short lapse time intervals. 




enables an evaluation of a time-response that might otherwise go unnoticed by traditional 
instrumentation and visual methods. Research by the authors is ongoing to study sensor spacing 
and sensitivity versus the size of anomaly that WSNs can detect, how soon after initiation WSNs 
can identify the feature, and the magnitude of change that WSNs can measure. 
 
 
Fig B.1 Seismic sensors are connected directly to the mote circuitry. Other geophysical sensors 
connect to the mote through the black waterproof connectors on the PVC casing (pictured on the 
right side of the mote enclosure in a)). The PVC enclosure protects the geophysical mote 
circuitry from environmental harm. The PVC pipe does not affect performance of the network. 
The PVC piping protects the motes while allowing motes to collect geophysical measurements 
and communicate wirelessly with other motes in the network to assess autonomously the 
integrity of the dam or levee. 
B.4.2 Agency Coordination and Policy 
Applying the technical innovations described above would not only improve monitoring 
practice, but also could drive institutional innovation toward a combined vision for dam and 
levee safety management. While agencies discuss how best to lead a national levee program, 
dam and levee engineers and managers can implement mutually beneficial technologies for 
advanced dam monitoring and for condition assessment of levees as a foundation for institutional 
a) Geophysical mote in waterproof PVC enclosure 
b) Mote circuitry 
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coordination . As described previously, institutional coordination between USACE, USBR, and 
FERC has yielded a mature field for dam safety; similar nationally coordinated efforts could lead 
to implementation of more comprehensive monitoring technologies, shared research, and shared 
lessons learned between dam and levee management and monitoring. 
Enhancing the existing links between dams and levees can lead to a more holistic and 
efficient view of structure management and monitoring. The USBR and the USACE have started 
leveraging established risk assessment frameworks for dams to create parallel strategies for levee 
systems. Data from continuous monitoring systems can be incorporated into decision making 
processes and risk assessment framework to determine where our limited resources are best 
allocated. 
B.4.3 Integrated Risk Management 
Methods that take a proactive approach to assessing risk in both dams and levees can help 
avoid catastrophic failure by targeting mitigation and repair efforts early, before failure 
progresses. The ability to detect an anomaly using non-destructive and autonomous methods has 
the potential to enhance risk evaluation methods for dam and levee structures through the 
availability and use of continuous and real-time monitoring data. Monitoring which provides 
widely distributed, spatially dense, and frequent measurements increases the probability of 
detecting an anomaly early in its formation to augment the risk evaluation tools already in use. A 
continuous monitoring system can make frequent observations reported in real time. These 
frequent observations can use methods that assess the entire mass of the structure. Frequent and 
distributed assessment information can feed into statistical evaluations of subsurface variability 
and detect isolated or localized material weakness and changes over time. 
In the past, disasters served as the call to public action and funding, but an opportunity 
exists to prevent failures by including monitoring technologies which detect early failure for both 
levees and dams into regulatory standards. Updated monitoring practice can provide better 
information for analyses which take into account spatial variability and heterogeneity using 
statistical methods (Fenton and Griffiths 2008). These methods provide a means for early 
detection of likely failure modes. This early detection, using continuous monitoring methods, 





Fig B. 2 Conceptual representation of a WSN deployed at the surface of an embankment and 
equipped to sense subsurface conditions. (a) WSN layout on an earthen zoned embankment dam 
with low permeability core. (b) Nodes are capable of communicating with all other nodes. 
Sensors interrogate node to node (only a few sample communications shown). Signals are 
“regular” under normal operating conditions. Black lines indicate regular signals. (c) At initiation 
of an anomalous event, signals indicate subsurface changes (such as internal erosion, as shown 
conceptually here.) Red lines indicate changing signals. (d) As the event continues, the 
subsurface features grows, WSN continues to detect changes. (e) Feature may progress to failure. 
  
(a) Simplified embankment dam and WSN 
(b) normal conditions  (c) event initiated 
(d) event continuation (e) event progression 
Regular signal 
(black) 







Wireless Sensor Node 
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B.6 Coordination Challenges 
B.6.1 Technical Challenges 
A major challenge to implementing new technology within a regulatory bureaucracy is 
overcoming the inertia of existing practices.41 The engineering community accepts current dam 
monitoring practice and understands the limitations of the current methods for detecting early 
indications of failure. To encourage adoption of new monitoring techniques, research engineers 
must prove to owners and regulators that applying advanced monitoring techniques, in addition 
to current visual observations and instrumentation, can result in improved safety. 
While current uncertainties in dam risk analysis framework are rooted in infrequent 
monitoring and discrete instrumentation, advanced monitoring methods using WSNs and NDE 
methods may increase data resolution but are not failsafe and many times have limited 
transparency. This limited transparency means that interpretation of the NDE monitoring results 
requires expertise. Thus, uncertainties in advanced and continuous monitoring techniques emerge 
from trustworthiness of the data. Initially, an autonomous WSN to monitor dams and levees for 
internal integrity will need to be cross-checked with manual field measurements to prove the 
WSNs stability and accuracy. Confirmation methods such as test excavations or drilled boreholes 
often are not practical or safe to perform on operating dams and levees, which is a reason why 
methods must be proven in test environments prior to deployment at real operating structures. 
Ongoing laboratory and controlled field testing is geared toward better understanding of how 
NDE methods can react to and reflect subsurface changes consistent with different failure modes 
in different geologic and environmental conditions. 
Continuous monitoring generates large amounts of data, which poses storage and 
processing challenges. While the network can be programmed to report statistics instead of all 
data, different levels of data processing offers various benefits and remain an area of research for 
our team. For example, the authors are investigating research to show how small an anomaly and 
how early in the progression a continuous monitoring can detect using WSNs is also ongoing. 
Optimizing these methods would allow a system to deal with the large amount of data from 
continuous monitoring to improve safety and inform financial decisions.  
                                                 
41 Classic organizational theory discusses the difficulty of innovation in bureaucracies (Wilson 2000), 
although significant reforms remain possible under some conditions (Carpenter 2001). 
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B.6.2 Political Challenges 
The cost of installing and managing monitoring systems is a political hurdle to 
implementing more advanced practices in dam and levee oversight. Perhaps even prior to such 
economic arguments, politicians, regulators, and members of the public have little if any 
familiarity with advanced monitoring practices, such as those discussed previously. To overcome 
such hurdles, the engineering community must first prove that advanced monitoring techniques 
provide useful and cost-effective data to augment existing methods for assessing structures. 
While we recognize that political and regulatory decisions rarely resemble perfectly rational 
calculations (Stone 2002), the current lack of data proving effectiveness and efficiency of 
advanced monitoring techniques weakens the case for financial investment and widespread 
adoption. 
Agency conflicts over funding advanced monitoring systems could become an additional 
challenge to system implementation. The advanced monitoring techniques discussed in this paper 
can be viewed as periodic inspection in support of regulatory reporting, or as maintenance 
activities. Advanced monitoring can be used as either inspection/survey or as maintenance, but 
this type of categorization will define who is responsible for implementing the systems. This 
categorization, and eventual agency ownership and deployment, is likely to require political debate 
and negotiation. 
To garner support from the engineering and regulatory communities, sensing and 
processing techniques need to complete the research and development cycle through field trials, 
which assess the reliability of the sensors, the network communication and processing, and the 
cost of an optimized system. While this may appear an obvious course of action to engineers and 
scientists in the field justifying the deployment of experimental sensors and networks, even as 
proofs-of-concept, remains politically difficult unless a dam or levee already represents a high 
hazard or has suspected deficiencies. Thus in a cycle, research and development funding, critical 
to providing the data to make these new technologies politically feasible, represents its own 
political hurdle. In such a paradoxical context, we note the importance of key questions 
regarding technological progress: How will such research continue to be funded, and to what 
extent? Does a champion exist to advocate for preventative characterization and practice for this 




Current monitoring and management of dams and levees remains highly disjointed, 
incomplete, and unable to anticipate catastrophic failure. Existing monitoring methodologies 
produce large discontinuities in space and time, limiting their ability to detect structural failures 
sufficiently early to intervene before problems escalate in cost and severity. While the levee 
failures from Hurricane Katrina spurred some technical innovations, they have yet to propagate 
to dam management practices, exposing opportunities for coordination among agencies that 
oversee structures that share so many functional and management characteristics. As a result, 
frameworks for risk assessment and management operate with great uncertainty and frailty, 
despite facing a political environment ready to denounce any failure that causes harm to life or 
property. 
Wireless sensor networks offer the potential to monitor dams and levees autonomously, 
efficiently, frequently, and thoroughly. Such systems could create sufficient data to identify 
incipient structural failures before a catastrophic progression, and research underway suggests 
that technical hurdles, such as the processing and management of large amounts of data, can be 
overcome. 
We envision a coordinated framework for dam and levee safety that builds upon recent 
initiatives undertaken in the wake of Hurricane Katrina. This coordinated framework would 
apply technological advancements in integrity assessment and monitoring practice for both dams 
and levees as a tool to improve public safety by reducing the risk of catastrophic failure. Such 
innovations would not only improve monitoring practice, but also could drive institutional 
innovation toward agency cooperation and the sharing of best practices for risk assessment and 
management. We note obvious hurdles - ranging from technical challenges to political and 
financial obstacles - but advocate for further research to demonstrate the effectiveness and 
efficiency of integrating advanced monitoring techniques with innovations in risk assessment in 
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