Abstract. Tukey depth regions are important notions in nonparametric multivariate data analysis. A τ-th Tukey depth region D τ is the set of all points that have at least depth τ. While the Tukey depth regions are easily defined and interpreted as p-variate quantiles, their practical applications is impeded by the lack of efficient computational procedures in dimensions with p > 2. Feasible algorithms are available, but practically very slow. In this paper we present a new exact algorithm for 3-dimensional data. An efficient implementation is also provided. Data examples indicate that the proposed algorithm runs much faster than the existing ones.
Introduction
Given a data set X n = {X 1 , X 2 , · · · , X n } in R p , Tukey (1975) proposed to consider the following function
as a tool to measure how central a point x lies in X n , where F n denotes the empirical distribution corresponding to X n , S p−1 = {v ∈ R p : v = 1}, N = {1, 2, · · · , n}, and #{·} denotes the number of data points in set {·}. d(x, F n ) decreases when x moves outwards from the interior of X n , and vanish at x being outside of the convex hull of all observations.
Using this, a center-outward ordering can be developed for multivariate observations.
Similar to the setting of univariate order statistics, this ordering is affine equivariant, and so are the multivariate estimators constructed on (1). To reflect this seminal work of Tukey, (1) is commonly referred to as Tukey depth (or halfspace depth) in the literature.
Being capable to order multivariate observations, Tukey depth usually serves as a convenient way to extend the methods of signs and ranks, order statistics, quantiles, and outlyingness measures to high spaces from their univariate counterparts. Various desirable applications of Tukey depth can be found in the literature; see for example Yeh and Singh (1997) , Li et al. (2012) and references therein for details. Along the line of Tukey (1975) , many other depth notions have also been proposed in the past decades. Among others, primary are the simplicial depth (Liu, 1990) , zonoid depth (Koshevoy and Mosler, 1997) , and projection depth (Liu, 1992; Zuo, 2003) . The axiomatic definition of depth functions can be found in Zuo and Serfling (2000) .
To characterize the locality of a data cloud, Agostinelli and Romanazzi (2011) recently developed a novel notion of local depth. Compared to the conventional depth notions, the most outstanding property of the local depth is its more flexibility in dealing with the applications when the underlying distributions are multimodal or have a nonconvex support. Paindaveine and Van bever (2013) further refined this local depth to a version that is more convenient for applications. The concept of depth-based neighborhood was also proposed, which laid the basic of many favorable inference procedures, such as the depthbased k-nearest neighbor (kNN) classifier. The depth-based kNN shares many desirable properties. For example, it is affine-equivariant and may be robust if a robust depth function is employed. The shape of the neighborhood is data-determinated. No 'outside' problem exists. These consequently make the corresponding classifier very powerful in the practical data analysis (Paindaveine and Van bever, 2012) .
All procedures here depend heavily on the concept of depth regions induced from the conventional depth notions, most of which are computationally challenging in dimensions greater than 2 nevertheless. For the case of Tukey depth, feasible algorithms have been developed by Paindaveine andŠiman (2012a,b) (When p = 2, see also Ruts and Rousseeuw (1996) ). However, these algorithms compute a Tukey depth region from the view of cutting a convex polytope with hyperplanes, and then search cone-by-cone a finite number of optimal direction vectors. To guarantee all possible cones to be taken into account, the breadth-first search algorithm is utilized in these algorithms for data of dimension p > 2. This practice is not so efficient. A great proportion of computation time is spent on checking whether or not a newly obtained cone has been investigated. Furthermore, Paindaveine andŠiman's approaches yield a great number of redundant direction vectors, which result in no facet of the depth region. In practice, it is better to eliminate as many as possible of such direction vectors from the computation.
In this paper, we present a new algorithm for exactly computing a Tukey depth region for 3-dimensional data. A new tactics is utilized in order to avoid the unnecessary repeated checks as encountered when using the breadth-first search algorithm. The proposed algorithm is capable to eliminate quite a few redundant direction vectors from considerations, and in turn save considerable computation time. The new algorithm has been efficiently implemented in Matlab. The whole code can be obtained through email-ing: csuliuxh912@gmail.com to the author; see also Appendix (A.5) . Data examples are also provided to illustrate the performance of the proposed algorithm.
The rest of this paper is organized as follows. Section 2 provides the corresponding algorithm. Several data examples are given in Section 3 to illustrate the performance of the proposed algorithm. Both real and simulated data are considered. Some more details are presented in the Appendix.
Algorithm
With the Tukey depth function (1) at hand, a τ-th Tukey depth region D τ is the set of all points that have at least depth τ, where 0
D τ is a convex polytope. The shape of D τ is determinated by data.
When the observations are in general position (Mosler et al., 2009) 
Here for each given j = 1, 2, · · · , M 1 , u j ∈ U τ satisfies that: there exists at least a set of p observations {X j 1 , X j 2 , · · · , X j p } such that u j is perpendicular to the hyperplane through these p points, and
This lemma is telling us that, to compute a τ-th Tukey depth region, it is sufficient to obtain a finite number of τ-critical direction vectors. Relying on this lemma, Paindaveine andŠiman (2012b) have developed an exact algorithm, which include the issue of computing the Tukey depth region in any dimensions as a special case. Nevertheless, this algorithm is not very computationally efficient when p > 2 as mentioned above, and still worthy of further improvements.
For the special case of p = 3, we propose to consider the following algorithm for computing the τ-critical direction vectors V τ .
2.1. Set k τ = ⌊nτ⌋ + 1, A = false(n, n), T = false(n, n) 1 , and V τ = ∅. Here false(n, n) denotes an n-by-n matrix of logical zeros. 
Theorem 1 indicates that it is also possible to exactly compute a τ-th Tukey depth region D τ based on the proposed algorithm. In Matlab, the well-developed functions such as convhulln.m (Barber et al., 1996) can be utilized to obtain all vertices or facets of D τ relying on the computed V τ and the corresponding τ u j 's.
As a byproduct of Theorem 1, the following corollary may be useful in assessing the performance of the implementation of a computational algorithm; see Appendix (A.4) for its proof. 
Comparisons
In this section, we constructed some data examples to illustrate the performance of the proposed algorithm. All of these results are obtained on a HP Pavilion dv7 Notebook PC with Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz, RAM 6.00GB, Windows 7 Home Premium and Matlab 7.8.
Real data
We start with a real data set, which is a part of the the daily simple returns of IBM stock from 2006 January 03 to 2006 May 25. We use three columns under the titles of rtn, vwretd and ewretd, respectively. This data set is also used by Tsay (2010) . It currently can be downloaded from his teaching page: http://faculty.chicagobooth.edu/ruey.tsay/teaching/fts3/d
The data set consists of 100 observations. For convenience, the following transformation is performed:
on the original data, where µ, Σ denote the estimated mean and covariance-matrix of the original data, respectively. The scatter plot of this transformed data set is shown in Figure 1 . Remarkably, our goal here is not to perform a thorough analysis for data, but rather to show how the algorithm works in practice.
We 
Simulated data
In the following, we further investigate the performance of the proposed algorithm with the simulated data, which are generated respectively from:
Here 0 For any combination of n ∈ {100, 200, 300, 400, 500, 600}, τ ∈ {0.01, 0.05, 0.10, 0.20, 0.30} and ε ∈ {0.00, 0.10, 0.20}, we run the computation ten times for each scenario D.
The results are listed in Table 2 
Concluding remarks
In this paper, we have constructed a fast algorithm for computing a 3-dimensional τ- In the literature, there are many other depth notions, such as projection depth and zonoid depth, closely related to the methodology of projection pursuit. It turns out that most of them can be exactly computed from the view of cutting a convex polytope with hyperplanes; see Mosler et al. (2009) and Liu and Zuo (2014) respectively for details.
Then a natural question concerns faster algorithms for these depth notions. This may be of great practice interest, because some of these depth notions could not be computed efficiently in dimensions of p ≥ 3. Work is underway.
2.3.k3. For each k ∈ N/{i 0 , j 0 }, count the number N 1 of these polar coordinate angles that lie in (θ k , θ k + π) and the number N 2 of those that lie in (−π, θ k ) (θ k + π, π). If either N 1 or N 2 is equal to ⌊nτ⌋, then k is a satisfactory subscript. The points denote the observations. Every point (not in the line passing through points 1 and 2) corresponds to a unit vector stemming from point 1 in P 0 .
This part can be easily implemented by using the Gram-Schmidt orthonormalization.
The corresponding Matlab code lie between lines 67-87 of FHC3D.m; see Appendix (A.5).
As illustration of this procedure is provided in Figure 3 . In this figure, points 1 and 2 serve as the points X j 0 and X i 0 , respectively. Then every point X k (k ∈ N/{i 0 , j 0 }) corresponds to the polar coordinate angle of one unit vector in P 0 passing through point 1. For example, α 0 lies in the line pass through points 1 and 2, and point 3 corresponds to the angle of the vector connecting points 1 and 3 * . It is easy to see that the plane passing through points 1, 2 and 3 divides the whole space R 3 into two halfspace spaces with 4 data points on one side, and 12 data points on the other side. A similar procedure of such kind is the planar algorithm developed by Rousseeuw and Struyf (1998) (pp. 201-202) .
(A.3) Proof of Theorem 1. For a given τ, let k τ = ⌊nτ⌋ + 1. Note that for any u 0 ∈ S p−1 , there must exist a permutation (
Using this, one can, similar to Liu et al. (2013) , obtain that
where M s denotes the number of S l and
Clearly, S l ⊂ C l and C l 's are convex cones. Without loss of generality, assume C l has m l vertices, and let u l,1 , u l,2 , · · · , u l,m l (∈ S l ∩C l ) to be the unit direction vectors corresponding to these vertices. By the convexity of C l and the fact that u
, it is easy to show that
where When p = 3, a vertex of C l is determined by two non-redundant facets, which are determined by three observations. Every two points, corresponding to two critical direction vectors, on the sphere S 2 are linked with each other through some arcs if the observations are in general position; see points 1 and 4 in Figure 4 for an illustration. A subscript tuple, corresponding to two observations, determines a non-redundant facet, which may contain several critical direction vectors. Enumerating all such subscript tuples, namely, iterating Steps 2.3-2.6, can find the critical direction vectors, by using which it is sufficient to obtain an exact Tukey depth region. 
