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Re´sume´ – Les projets de me´trologie actuels et passe´s ont montre´ que les caracte´ristiques et les mode`les du trafic Internet e´taient tre`s e´loigne´s
des connaissances traditionnelles e´tant donne´ qu’ils mettent en e´vidence des proprie´te´s de plus en plus complexes comme l’auto-similarite´ et la
de´pendence longue me´moire (LRD pour Long Range Dependance). Ces proprie´te´s sont tre`s dangereuses pour la re´gularite´ du profil du trafic
Internet ainsi que pour la QdS (Qualite´ de Service) du re´seau. Ces projets ont aussi prouve´s que la LRD est cause´e par la transmission de
flux longs (appele´s “e´le´phants”) qui utilisent le protocole TCP. En conse´quence, de nombreuses propositions ont e´te´ faites pour diffe´rencier la
me´thode de transmission des flux courts (appele´s “souris”) et des flux e´le´phants. Cependant, cette de´composition du trafic en souris et e´le´phants
ne fournit pas des re´sultats explicites e´tant donne´ que de nombreux comportements sont me´lange´s au travers de ces deux classes. Ce papier
propose donc une e´volution de la de´composition souris / e´le´phants en se basant sur les diffe´rentes applications (P2P, “streaming”, Web, etc.) qui
ge´ne`rent la majorite´ des flux e´le´phants mais qui ne suivent probablement pas toutes le meˆme mode`le de trafic. De plus, une de´composition base´e
sur le volume d’information ge´ne´re´ par ces applications est aussi propose´e pour caracte´riser plus pre´cise´ment les proprie´te´s du trafic des flux
e´le´phants. Cette analyse apporte des informations permettant d’isoler les classes applicatives qui ont un impact ne´gatif sur la LRD et la QdS. En
conse´quence, les re´sultats fournis par cette me´thode de de´composition du trafic fourniront des indications pour permettre une meilleure gestion
de ces flux applicatifs et leur meilleur transfert dans le re´seau.
Abstract – Past and recent monitoring projects showed that Internet traffic model and characteristics are very far from common beliefs and
that it more and more exhibits complex properties as self-similarity and long range dependence (LRD), which are very damageable for traffic
profile and network QoS. These projects also proved that LRD is due to the transmission of elephant flows using TCP. As a consequence, it
has been proposed many times to differentiate the way elephants and mice are managed in the network. However, this decomposition of traffic
into elephants and mice do not provide “clear” results as many different behaviors are still mixed in each of these classes. This paper then
deals with extending the traffic decomposition approach in order to refine the mice / elephants classification as the many different applications
as P2P, streaming, Web, etc. that generate elephants, probably do not match the same traffic model. A volume-based decomposition method
is also proposed to further characterize the elephants flow traffic. We expect this analysis to provide information allowing us to isolate classes
of applicative flows having a bad negative impact on LRD and thus QoS and helping us understanding how they behave. The application of
this traffic decomposition into classes deals with getting indications on how such applicative flows should be managed while transmitted in the
network.
1 Introduction
Les usages de l’Internet ont connu plusieurs r·evolutions ces
dernieres ann·ees : d’un r·eseau pour le simple transfert de donn·ees
binaires et textuelles sans contraintes de temps ou de d·ebit, l’In-
ternet a connu une premiere r·evolution avec l’apparition et la
d·emocratisation du web avec une demande de plus en plus im-
portante en terme de bande passante. De nos jours, les usages
imposent des contraintes encore plus fortes, avec l’apparition
des applications de streaming, comme la transmission vid·eo
en temps r·eel, de t·el·ephonie sur IP ou de t·el·evision sur Inter-
net. Mais la principale source de trac dans l’Internet est due
aux ·echanges de chiers par des applications pair a pair (P2P),
notamment pour l’·echange de musique ou de lms. L’Internet
doit donc etre capable de fournir aux utilisateurs et leurs ap-
plications les qualit·es de Service (QdS) dont ils ont besoin, et
donc d’optimiser l’utilisation des ressources de communication
pour y parvenir. L’Internet doit ·evoluer d’une offre de service
best effort unique vers une offre multi-services.
Au cours des dix dernieres ann·ees, la QdS est apparue comme
un enjeu majeur dans l’Internet. De nombreuses propositions
ont ·et·e faites, comme IntServ ou DiffServ, mais jusqu’a pr·esent
elles n’ont pas ·et·e d·eploy·ees (ou alors de fac‚on limit·ee). En ef-
fet, les solutions avanc·ees par la communaut·e Internet pour la
mise en place de services diff·erenci·es et/ou garantis ne sont pas
celles attendues par les utilisateurs ou les op·erateurs. L’analyse
de ce constat d’·echec fait apparatre un certain nombre de dif-
cult·es toujours d’actualit·e : la complexit·e de l’Internet et ses
nombreuses interconnexions, l’h·et·erog·en·eit·e de ses ressources
en terme de technologies mais aussi de dimensionnement ou
encore les caract·eristiques de son trac. En effet, l’augmenta-
tion de la complexit·e de l’Internet ainsi que les nouvelles ap-
plications aux besoins divers et ·evolutifs introduisent dans le
trac Internet de nombreuses caract·eristiques qui sont tres loins
des croyances traditionnelles. En particulier, il a ·et·e montr·e que
les applications P2P, utilis·ees pour l’·echange de musique ou de
lms  et donc des donn·ees volumineuses  changeaient la dis-
tribution des tailles de chiers, ce qui avait la particularit·e de
cr·eer des propri·et·es de d·ependance longue (LRD) et d’auto-
similarite dans le trac [7] [5]. Cette auto-similarit·e / LRD se
traduit par une variabilit·e importante du trac qui nuit a la sta-
bilit·e et a la qualit·e des services offerts, et diminue globalement
la performance des r·eseaux [6]. [4] a en particulier montr·e que
cette LRD ·etait due a l’inad·equation de TCP (le protocole de
transport principal dans l’Internet) pour le transfert de chiers
volumineux sur des liens a hauts d·ebits, mais ·egalement que
la LRD peut etre un bon parametre pour qualier et quantier
la grande variabilit·e du trac et par la meme la d·egradation de
QdS / performance.
L’am·elioration des architectures et protocoles de l’Internet
est ainsi ·etroitement li·ee a la connaissance et la compr·ehension
des caract·eristiques de son trac car elles indiquent les types
de m·ecanismes a d·eployer pour etre en ad·equation avec les be-
soins utilisateurs et les contraintes r·eseaux. En cons·equence, le
d·eveloppement d’outils bas·es sur la m·etrologie, de technolo-
gies permettant la collecte d’informations dans le trac Inter-
net ou de m·ethodes permettant l’analyse de ses caract·eristiques
est un sujet tres important pour les domaines de l’ing·enierie et
de la recherche en r·eseau. Par exemple, comme il a ·et·e montr·e
que la LRD ·etaient due a l’inad·equation de TCP pour le trans-
fert de chiers volumineux, [4] a propos·e de diff·erencier les
techniques de transmission pour les gros ux (·el·ephants) et les
petits (souris). Cette approche pr·esente n·eanmoins des limites
de mise en uvre, car avec les interfaces de programmation
r·eseau actuelles, on ne peut pas savoir a priori si le chier a
transmettre va etre long ou court.
Il faut donc revenir a une analyse du trac par application
(information disponible au d·ebut de chaque session) pour en
d·eduire les applications les plus p·enalisantes pour la qualit·e de
service du r·eseau, et en d·eduire des m·ecanismes adapt·es pour
transmettre les donn·ees associ·ees a ces applications... En ci-
blant plus particulierement celles qui induisent la transmission
d’·el·ephants sur le r·eseau. Ce papier pr·esente donc les princi-
paux r·esultats d’analyse et de caract·erisation du trac obtenus
dans le cadre du projet METROPOLIS. Les traces analys·ees
dans ce papier ont ·et·e obtenues en utilisant des outils de me-
sure passive qui collectent les en-tetes TCP/IP de chaque pa-
quet avec une estampille temporelle GPS. Le systeme de cap-
ture est bas·e sur des cartes DAG [3] d·evelopp·ees par la soci·et·e
ENDACE.
La suite de ce papier d·ebute en conrmant les r·esultats connus
sur la contribution respective des ·el·ephants et souris a la LRD
globale observ·ee dans le trac (section 2). Cette analyse sera
effectu·ee en utilisant l’outil MDestimate [1] qui s’appuie sur
une d·ecomposition en ondelettes pour une analyse multi-·echelles
du trac. Puis, une nouvelle d·ecomposition du trac ·el·ephant
sera propos·ee. Elle s’appuie sur le type d’application g·en·eratrice
et analyse le niveau de LRD induit par les ·el·ephants g·en·er·es
par chaque application (sections 3 et 4). Nous esp·erons que
cette analyse apporte des informations nous permettant d’iso-
ler les classes de ux applicatifs qui sont responsables de la
LRD et par la meme de la d·egradation de la QdS du r·eseau.
Ce travail devrait aussi nous donner des indications pour com-
prendre comment les ux applicatifs doivent etre g·er·es lors de
leur transfert dans l’Internet.
2 Les limites de la de´composition du tra-
fic en souris / e´le´phants
L’analyse du trac Renater que nous avons r·ealis·ee depuis 4
ann·ees conrme qu’il y a une ·evolution tres forte du trac en
ce qui concerne la taille des ux ·echang·es avec de plus en plus
de ux tres longs. Dans cette section, nous avons consid·er·e des
traces de trac collect·ees sur le r·eseau RENATER (au niveau
du point de pr·esence en Midi-Pyr·en·ees au cours du mois de no-
vembre 2003 a partir de 14 H et pendant une heure) que nous
avons d·ecompos·ees en ux souris et ·el·ephants 1. Nous avons
appliqu·e la m·ethode de d·ecomposition en ondelettes impl·ement·ee
dans MDestimate 2 [1] sur ces deux classes de trac 3. Les dia-
grammes de LRD de la gure 1 montrent que le trac ·el·ephant
introduit la plus grande part de LRD dans le trac global
(  ·el·ephant  trac global  ). D’autre part, le trac souris
1. Un e´le´phant est de´fini comme un flux de plus de 100 paquets et un flux
souris comme un flux de moins de 10 paquets.
2. Cet outil permet de calculer le niveau de variabilite´ pre´sent dans la se´rie
analyse´e pour une gamme d’e´chelles donne´e (appele´es plage d’octaves par les
auteurs). L’e´chelle de l’analyse est fonction de la granularite´ initiale avec la-
quelle la se´rie a e´te´ extraite.
3. Dans notre e´tude, les e´chantillons de signal sont des se´ries de de´bit et
les granularite´s reposent sur la feneˆtre temporelle ne´cessaire pour calculer les
valeurs de de´bit.
pr·esente plus de LRD que ce qui ·etait attendu : (  trac souris 	

 4). Ces r·esultats pr·eliminaires montrent qu’une m·ethode
de caract·erisation reposant uniquement sur une d·ecomposition
souris et ·el·ephants ne fournit pas des r·esultats clairs. Le trac
souris n’est pas aussi r·egulier qu’attendu et la variabilit·e des
·el·ephants ne peut pas etre observ·ee a toute les ·echelles.
Ainsi, dans la suite nous allons r·epondre a la question sui-
vante : quel est le type d’application qui g·enere le plus de LRD
dans le trac Internet actuel ? Pour cela, nous avons besoin
de d·ecomposer le trac Internet des ·el·ephants en diff·erentes
classes de trac de fac‚on a trouver des propri·et·es plus simples
que celles analys·ees jusqu’a pr·esent. Nous introduisons ainsi
dans la prochaine section notre m·ethode de d·ecompostion du
trac ·el·ephant par type d’application (qui sera exploitable avec
les principes architecturaux actuels de l’Internet).
3 Analyse de l’impact des principales ap-
plications sur la LRD
3.1 Me´thodologie
Notre m·ethode de classication applicative du trac utilise
une m·ethode de d·etection qui reconnat la famille applicative
de chaque ux en se basant sur les premiers paquets ·echang·es
par l’application consid·er·ee. A l’aide de cette m·ethode (et con-
trairement aux m·ethodes classiques d’analyse des num·eros
de port) nous sommes capables de reconnatre un trac ·echang·e
sur un num·ero de port qui n’est pas traditionnellement d·edi·e a
cette application. D’autre part, il est ainsi possible de d·etecter
tout le trac g·en·er·e par une application dont les num·eros de
port changent de fac‚on dynamique. Par exemple, si une ap-
plication P2P utilise le port 80 (port utilis·e en standard par
les applications Web) nous pouvons la d·etecter et classier ce
trac comme P2P et non du trac Web. Nous r·ealisons cette
op·eration en rejouant les traces DAG dans le boitier Trafc
Designer de la soci·et·e QoSMOS 5 grace au logiciel TD Player
associ·e. Trafc Designer est un botier permettant l’analyse du
trac, s’appuyant sur une architecture PC et ·equip·e avec une
carte Ethernet bypass. Il permet l’analyse en temps r·eel du
trac entrant et sortant sur un lien donn·e et fournit des statis-
tiques macroscopiques sur ce trac.
Ainsi, nous sommes capables de quantier pr·ecis·ement la
contribution de chaque application a la variabilit·e globale du
trac et ainsi inrmer ou conrmer les a priori a ce sujet. Par
exemple, nous analyserons si un trac Web pur (c’est a dire
excluant toutes les applications qui utilisent le protocole HTTP
et le port 80 uniquement pour passer les pare-feux) qui g·enere
en majorit·e des petits ux, g·enere par la meme un trac avec
peu de LRD. D’autre part, les applications P2P qui sont bien
connues pour g·en·erer des ux tres volumineux dans le r·eseau,
seront analys·ees et nous ·etudieront dans quelle mesure elles
contribuent a d·egrader les performances du r·eseau. Ainsi, nous
avons choisi cinq familles d’applications diff·erentes pour ca-
ract·eriser nos traces de trac. Elles ont ·et·e choisies en fonction
de leur popularit·e actuelle dans l’Internet et bien sur, leur ca-
pacit·e a g·en·erer un nombre important de ux ·el·ephants :
 Web : trac g·en·er·e par tous les navigateurs (IExplorer,
Netscape, Mozilla, Firefox, etc.) ;
 Streaming : trac temps r·eel ·echang·e par les applications
orient·ees ux (MediaPlayer, RealPlayer, NetMeeting, etc.) ;
 P2P : trac ·echang·e par toutes les applications P2P (E-
donkey, Emule, Bittorrent, etc.) ;
 Terminal : trac g·en·er·e par les terminaux clients comme
Telnet ou SSH ;
4. La valeur 0,5 est caracte´risitique d’un processus sans de´pendance.
5. QoSMOS est une jeune pousse issue du laboratoire LIP6 a` Paris :
http://www.qosmos.fr/EN/home.htm.
(a) Trafic global (b) Trafic souris (c) Trafic e´le´phants
FIG. 1: Niveau de LRD (mesur·ee sur les octaves  
 ) pour le trac global, souris et ·el·ephant (calcul effectu·e sur les s·eries de
d·ebit avec une granularit·e de 1 ms)
 FTP : trac de donn·ees ·echang·e en utilisant le protocole
FTP.
3.2 Re´sultats pre´liminaires
Pour pouvoir obtenir un maximum de classes applicatives
diff·erentes dans les donn·ees analys·ees, nous avons consid·er·e
dans le cadre de cette ·etude des traces de trac collect·ees en
bordure du r·eseau universitaire du campus de Jussieu. Ces traces
sont collect·ees sur un lien a tres haut d·ebit (1 Gbps) 6. Les pre-
miers r·esultats (cf. valeurs de LRD 7 de la table 1) calcul·es pour
chaque famille applicative montrent que les tendances intui-
tives sont conrm·ees. En effet, les tracs P2P et FTP mettent
en ·evidence un tres fort niveau de LRD ainsi qu’une queue
de distribution tres lourde (cf. gure 2). Cependant, d’autres
r·esultats sont plus surprenants ! En effet, si nous consid·erons
l’exemple du trac Web collect·e sur le r·eseau Renater nous ob-
servons que meme si la distribution de la taille des ux du trac
Web n’est pas aussi lourde que la distribution du trac global,
le niveau de LRD est beaucoup plus important. D’autre part,
quand nous analysons ce trac Web nous pouvons observer que
0,00058 % du nombre total de ux Web g·enere plus de 37,3 %
de la quantit·e totale de donn·ees du trac Web (cf. table 2 pour
d·etails). Ainsi, il apparat clairement que les clients Web uti-
lis·es dans cette trace n’ont pas uniquement servi a charger des
pages Web. De plus, nous pouvons afrmer que dans ce cas
de gure les clients Web ont ·et·e utilis·es pour t·el·echarger des
grands volumes de donn·ees (il s’agit d’une utilisation du pro-
tocole HTTP comme un protocole FTP parallele). Ainsi, en ne
consid·erant qu’une d·ecomposition au niveau applicatif nous ne
pouvons pas prendre en compte tous les parametres qui sont
responsables de la LRD du trac Internet actuel. Cette limita-
tion dans la m·ethode de classication nous a amen·e a proposer
son ·evolution que nous pr·esentons dans la section suivante.
4 Extension de la me´thode d’analyse :
caracte´risation du niveau de LRD base´e
sur une de´composition en volume
Aux vues des r·esultats pr·ec·edents, nous ne devons pas consi-
d·erer seulement le type d’application qui g·enere chaque ux
6. La trace analyse´e dans cette article a e´te´ collecte´e le 20 janvier 2004 a`
partir de 14 H et pendant 40 minutes.
7. Certaines valeurs du facteur de Hurst pre´sente´es dans ce papier sont
supe´rieures a` 1. Il est en the´orie impossible d’obtenir de telles valeurs.
Ne´anmoins, cet e´cart dans l’estimation est du a` l’impossibilite´ d’obtenir,
pour certains types d’applications, des se´ries de donne´es assez grandes pour
re´duire suffisament l’intervale de confiance et ainsi ne pas de´passer la valeur 1.
Ne´anmoins, notre objectif est de re´aliser une comparaison entre les diffe´rents
niveaux de LRD des diffe´rentes applications conside´re´es. Cette comparaison
reste en effet possible car une valeur de H tre`s grande (i.e. meˆme supe´rieure a`
1) traduit toujours la pre´sence d’un fort comportement de´pendant a` long terme.
FIG. 2: Distribution de la taille des ux pour chaque famille
applicative  diagramme Log-Log
Famille applicative Niveau de LRD
(valeur de Hurst)
Trafic Web  
Trafic P2P  
Trafic Terminal  
Trafic FTP  ﬀﬂﬁ
TAB. 1: LRD des ux ·el·ephants en fonction de leur famille
d’application (calcul effectu·e sur les s·eries de d·ebit avec une
granularit·e de 1 ms et pour la gamme d’·echelles repr·esent·ee
par les octaves ﬃ 
 )
·el·ephant mais nous allons plutot prendre en compte les compor-
tements que les applications mettent en uvre quand elles en-
voient ce type de ux dans le r·eseau. Pour cela, nous consid·erons
deux nouvelles m·etriques : la dur·ee et la quantit·e de donn·ees
·echang·ees pour chaque ux analys·e. De plus, nous avons ana-
lys·e la contribution en LRD pour l’ensemble des familles ap-
plicatives d·enies dans la section 3 et ainsi, nous sommes ca-
pables de conclure sur l’impact des tres longs ux en terme
de dur·ee (cf. table 3) ou de quantit·e de donn·ees ·echang·ees (cf.
table 4). Il apparait que seule la taille des ux a un impact im-
portant sur l’augmentation de la LRD du trac. En effet, le seul
parametre dur·ee des ux ne fait pas varier de fac‚on signica-
tive la LRD du trac associ·e. Des lors, une d·ecomposition en
volume bas·ee sur la taille des ux a ·et·e appliqu·ee en parti-
culier, sur la famille de trac P2P : les r·esultats obtenus sont
tres int·eressants. Si nous consid·erons la famille de trac P2P et
deux sous-classes diff·erentes de ce trac (les tres longs ux
en termes de quantit·e (i.e. leur taille en octets) de donn·ees
·echang·ees  ceux g·en·er·es par une version ancienne d’un client
P2P : Kazaa  et les autres  g·en·er·es par un client P2P plus
(a) Niveau de LRD du trafic
e´le´phant Kazaa
(b) Niveau de LRD du
trafic e´le´phant E-donkey
(c) Distribution de la taille des
flux P2P
FIG. 3: R·esultats concernant les ·el·ephants de la famille P2P (analyse de la s·erie de d·ebit avec une granularit·e de 1 ms et pour la
gamme d’·echelles repr·esent·ee par les octaves ﬃ 
 )
Volume Nombre de fluxs Niveau de LRD
(%) (%) (valeur de Hurst)
Trafic Web total 14,4 Goctets 1.167.579 H = 0,905
(100 %) (100 %)
Trafic ge´ne´re´ par les 5,31 Goctets 679 H = 1,011
flux Web les plus volumineux (37,3 %) (0,00058 %)
(taille  1 Moctets)
Trafic ge´ne´re´ par les 100 3,99 Goctets 100 H = 1,201
flux les plus volumineux (27,7 %) (0,000086 %)
TAB. 2: D·etails de la contribution de la taille des ux sur la
LRD des ux ·el·ephants de la famille Web (calcul effectu·e sur les
s·eries de d·ebit avec une granularit·e de 1 ms et pour la gamme
d’·echelles repr·esent·ee par les octaves   
 )
Dure´e du flux Volume total Pourcentage du Niveau de LRD
(GOctets) Volume total (H)
(%)
 a` 0 seconde 43.4 100 % 0.855
 a` 60 secondes 29.6 68.2 % 0.826
 a` 600 secondes 24.5 56.5 % 0.803
 a` 3000 secondes 13.3 30.6 % 0.812
TAB. 3: Contribution de la dur·ee des ux sur la LRD du trac
·el·ephant pour l’ensemble des familles applicatives (calcul ef-
fectu·e sur les s·eries de d·ebit avec une granularit·e de 1 ms et
pour la gamme d’·echelles repr·esent·ee par les octaves ﬃ 
 )
r·ecent : E-donkey ) nous pouvons noter deux niveaux diff·erents
de LRD pour chaque sous-classe consid·er·ee dans le trac de
la famille P2P (cf. les gures 3(a) et 3(b) ou !#"%$& Kazaa '
!#"($) E-donkey ). Ces valeurs de LRD sont fonctions du degr·e
de queue-lourde de la distribution de leur taille de ux. En effet,
la gure 3(c) met en ·evidence le principe de E-donkey et son
impact sur le trac : cette application d·ecoupe les tres longs ux
en plus petits ux (appel·es mini-·el·ephants par [2]) et ainsi la
distribution de la taille de ux est r·eellement moins lourde que
celle de Kazaa.
Taille du flux Volume total Pourcentage du Niveau de LRD
(MOctets) (GOctets) Volume total (H)
(%)
 0 43.4 100 % 0.855
Entre 1 et 10 6.56 15.1 % 0.814
Entre 10 et 50 5.34 12.3 % 0.834
Entre 50 et 100 1.91 4.4 % 0.873
Entre 100 et 300 5.39 12.4 % 1.03
 300 14.1 32.5 % 1.07
TAB. 4: Contribution de la taille des ux sur la LRD du trac
·el·ephant pour l’ensemble des familles applicatives (calcul ef-
fectu·e sur les s·eries de d·ebit avec une granularit·e de 1 ms et
pour la gamme d’·echelles repr·esent·ee par les octaves ﬃ 
 )
5 Conclusion
Dans nos travaux futurs, nous allons ·etendre ces r·esultats
de caract·erisation pour tous les types de famille d’application.
Ainsi, nous allons appliquer cette m·ethode bas·ee sur une d·ecom-
position en fonction du volume sur chaque type de famille de
trac pr·esent·ees dans la section 3. D’autre part, nous aurons a
analyser en d·etail les r·esultats bas·es sur la d·ecomposition de
niveau applicatif, pour ainsi caract·eriser en d·etail les autres fa-
milles de trac. Nous attendons de ce travail de caract·erisation
et d’analyse qu’il nous fournisse des informations int·eressantes
pour permettre le d·eveloppement d’architectures et de proto-
coles permettant de mieux g·erer ces ux, pour r·eduire la LRD
et la variabilit·e du trac et ainsi optimiser l’utilisation des res-
sources r·eseaux et la QdS. Par exemple, nous avons d·eja pu
conrmer que segmenter les tres longs ux applicatifs (comme
le fait E-donkey) est une approche appropri·ee pour r·eduire la
LRD dans l’Internet.
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