Introduction
The objective of multisource data fusion is to minimize the impact of uncertainties and get the most information out of the sources. The potential advantages of integrating multiple source information correspond to the notion of redundancy, complementarity, flow and cost of the information, respectively [l] . Generally speaking, a multisource data fusion approach involves three components: information representation (modelization), uncertainty description (combination) and optimization method (decision making). Information representation is referred to as choosing the best format and the best level of detail to represent information of interest, while uncertainty description addresses the way we describe uncertainty of information. Optimization is needed either to maximize overall information or to minimize overall uncertainty according to some criteria.
In a previous paper, Fassinut-Mombot and all. [2] have shown how we can use entropy criterion to solve optimal information fusion problem. They have also shown that the formulation of Shannon's conditional entropy is required the computation of the prior probabilities and conditional probabilities. The present paper is essentially established to offer a natural setting for modeling information stemming from various sources (for instance, several experts, sensors, databases) , for missing these pieces of information, and then for taking a decision. Our objective is to develop an efficient algorithm for solving the multisource data fusion problem. This algorithm, which is based on ideas from Information Theory and Bayes rule for statistical inference, is inherently probabilistic.
The entropy of a system as defined by Shannon [3, 41 gives a measurement of ignorance about its actual structure, and offers a framework for measuring the performance or for characterizing a system. Based on Shannon's entropy concept, researchers have proposed many different methods for modeling uncertainty and imprecision.
In fact, De Luca and Termini in [5] were pioneered (for us) in modelization of uncertainty linked to the description of an object in terms of informational measurements. Couso and others [6] have shown the relationship between fuzzy measurement and information measurement. Fioretto and Sgarro [7] used the advantages of maximum entropy for defining confidence measurement of believes theory. And more recently, Zhou and h u n g [B] have presented the minimun entropy fusion approach for multisource data fusion in non-Gaussian environments. Others researchers have proposed the utilization of information measurement applied in learning problems [9] , in Structural Analysis of complex systems [lo] , [I11 or in detection systems [12] .
The rest of this paper is organized as follows: Section 2, after having specified contours of the problem of fusion that we will study, we propose the theoretic formalism, as described in [lo] , [ll] , to solve the multisource data fusion problem. We then show the importance of the modelization of knowledge for the o p timality of the fusion rule [13] . In section 3, we consider the probability distributions estimation problem
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by using the principle of man'mum entropy, which provides stronger justification for resulting optimization method. Also, we give, in section 4, the maximum entropy algorithm for modeling the observations and we propose an algorithm that we called entropy adaptive aggregation algorithm (EA2 algorithm) for multisource data fusion problem with a demonstrated potential to obtain optimum of the entropy criterion (sufficient condition of optimality). An illustration of entropy model, through the application of distributed estimation system with data fusion, is provided in section 5. Finally, Section 6 is our brief conclusion and future work. 
Preliminaries
The problem of fusing multisource data we consider is ck on w (see Table 1 ). This information may be imprecise, erroneous, incomplete, or poor to the problem. The decision about w consists in affecting an hypothesis ck of Y to it. 
I
It is then acts to combine by an operator F over- 
Information representation
Information representation is referred to as choosing the best format and the best level of detail to represent information of interest. The theory most exploited in the literature is by far the probability theory, associated with the bayesian theory of the decision [14] . Information is here characterized by a conditional probability distibution, in our case, the probability that a particular class ck is the class of the object w , being given information issued from various sources. By using the Bayes rule for the conditional probabilities: k=l information can be thus modeled by joint probabilities P(X', ck) of simuItaneous realization of an observation X i and of a particular class Ck. Then, the measurement Mi(w) takes the following form (see Table   ThCS-18 2) : Table 2 ). In conclusion, taking into account the model of fusion chosen, the combination entropy rule is written:
The assumption being that all observations X j (w) are conditionally independent, that is independent with w belongs to ck (assumption known as i.i.d.). In order to obtain the joint probabilities P(X'(w), ck), we start from the principle that these probabilities can be estimated by a parametric or non-parametric method. In fact, an interpretation frequentist of the probabilities, as it is the case in Structural Analysis, where it counts the number of occurrences of an event is not always acceptable for the purpose of modeliig a single event. Moreover, the estimate of the probabilities using the relative frequencies (or occurrence) require that, at the time of the training, of the very strict constraints are verified by the system (ergodicity, stationnarity) and the population of training 
x re P(ck/Xa) logP(ck/X') (6) k=l 1 logs are chosen to the base 2, say; 0 log 0 is set equal to 0. Expression 6 can be write again:
which represents the expectation of partial conditional entropy.
The aim set by the choice of such criterion is to be able to minimize the complexity of combination of information (or measurements). In fact, certain information provided can be redundant and/or complementary for the fusion problem, or can embed the system under a stream of too emensive information to manage.
Data combination
Once information issued from various sources is modeled, it can be combined according to a rule based on the minimization of the conditional entropy [2].
In fact, the Shannon conditional entropy H ( Y / X ) ,
where Y is the vectorial variable corresponding to the class of membership and X the vectorial variable corresponding to the vector of observations, is a measurement of uncertainty about Y, when the information provided by the observations vector X is known.
The combination rule of entropy consists in solving a problem of optimization, that is to find the optimal partition X' such as:
This fused measurement thus permit to characterize the pertinence of information (uncertainty and imprecision) provided by the various sources, relative to a particular class ck.
Decision making
This last step of the fusion process relates the construction (by estimate generally) of the decision function D, which associates the class to which belongs an object w. This decision binary is accompanied by the definition of a clue of good decision which measures the quality of the decision, possibly being able to dismiss it [13].
On the basis of the principle which the minimization of the conditional entropy is equivalent to a minimization of the errors of classification, the rule of decision is written:
This rule thus permits to characterize the pertinence of the decision w E Ck, knowing that information available is reliable. To raise all ambiguities on this decision, we define a measurement of the quality of the decision by an informational clue called modelisability [lo] , and that we rewrite as follows: The association of these two clues m(ch/X;) and q(ck/x;) is enough to entirely characterize the quality of the combination and decision rules. In conclusion, the decision rule is the following: 
Probabilities estimation
As introduced above, we have chosen to model information issued from various sources, relatively with an object to be identified, by a parametric, rather than by learning on a training set of examples (relative frequencies).
What is it all about? For the purpose of assigning a probability law to a couple of variables
we have a set of data {X;}$,, observations on an object w , and a set of realization ck € Y of a variable discrete which indicates the membership of the object to a particular class. A common practice for modeling uncertainty on a variable is to apply a maximum entropy principle (MEP), where we take as distribution of this variable the Shannon maximum entropy distribution, subject to some given constraints.
Principle of maximum entropy
The maximum entropy principle, denoted MEP or MaxEnt, is a procedure for inducing an unknown probability distribution starting from partial information (poor knowledge), that is verifying various empirical constraints defined using functions (or observables), denoted (A(-), 1 = 0,. . . , L} .
In our case, to determine P(Xi,ck), the MEP is formulated as follows:
where K+l (13) ? = {p(xilC&):
where s is a threshold which remains to be determined in function of the application. Figure 2 illustrates the process of using a entropy model for multisource data fusion. 
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For more developments on the subject, we can refer to [16, 17, 18, 191 and [20] . In the following, we will consider the question about the choice of the observable functions 41(Xi, 9 ) .
Choice of the observable functions
The observable functions { 4 1 ( X i , C k ) l = 1,. . . , L Vi} permit to translate the knowledge of certain characteristics of the variables by means of equations concerning their expectations ( a priori information). Knowing that if the number of observable is important, the model will be all the more complex and will require all the more data, we limit to two observables (laws with two parameters L = 2). which is a law of Shannon's entropy form.
To arrive at this stage, we have the tools necessary for modeling information issued from the various sources to be used in the resolution of the multisource fusion problem. 
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This system is solved for 6 from which we drive X = Xo+6, which becomes the new vector initial vector Xo and the iterations continue until 6 becomes appropriately small. See [19] and [20] for more discussions.
Entropy adaptive aggregation algo-
The algorithm proposed calculates the conditional entropies H ( c k / X k ) and chooses measurement Mi which, independently of the others, satisfiyes the fusion rule.
rithm
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The aggregative approach is the most natural step to solve the multisource data fusion problem, because intuitively we start by seeking the measurement which discriminates more fused measurement that we must obtain. This approach gradually combines all measurements M i relating to the same decision ck until satisfaction of the combination entropy rule below:
The principle of EA2 algorithm, which is based on the entropy adaptive aggregation rule, is illustrated into Figure 3. where p is aggregated measurements number Cp < N) and the symbol \ is removal operation. With X(0) = 0 and X(P) = (X(P-l),Xi).
However, in certain cases, a measurement ML can bring more informations about the decision f& to it than all the others take separately, whereas all these same measurements taken whole satisfied with the combination criterion. To cure this problem, we propose the desaggregative approach [lo] , [12] which takes into account all measurements Ml of the contingency table relating to the same decision ck for satisfying the combination entropy rule. This approach can summarized as follows:
The existence of these two possible modes of combination (aggregative and desaggregative) pose a problem of choice, which depends of the quantity H(Ck/X) and the quantities H(Ck/Xi), i = 1,. . . ,N. We might decided to apply one or the other of these two modes of combination according to the value of H(ck/X), on overall measurements relating to the decision Ck, compared to a threshold which it would be necessary In the following section, we describe an application problem where the data fusion made.
Entropy model application
In this section, our aim is to provide briefly a first illustration of entropy model through the application of distributed estimation system with data fusion. More details about this application, the interested reader should refer to future work. We show here describes the use of the two principal aspects of the entropy model describes above (data combination and decision making) in this type of problem.
Distributed estimation system with Entropy model
The application we consider is as follows. Consider the distributed estimation system shown in F i y r e 1. The system consists of N sensors whose respective measurements, X 1 , . , . , X N are related to some unobservable quantity, say Y . Each sensor processes its respective measurement and transmits the result to common fusion center. We assume the sensors do not communicate with each other, and there is no feedback from the fusion center to the sensors. Y -= arg min { H (Yk/XFA')} (31)
Yk,X,eAZ
where XfA2 is fused information, given by combination entropy rule 30.
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Results and discussion
We provide here the numerical result of distributed estimation problem to show the effectiveness of the proposed entropy model solution. More complete numerical studies are still under investigation.
Conclusions and future work
This paper has described the general formalism of entropy method for multisource data fusion, Figure 2 .
We have shown as well the importance of the step of information representation for modeling entropy method. We have developed an algorithm that we have called EA2 algorithm for multisource data fusion problem, which is based on the entropy model. We are now investigating alternative domains, such as that of the estimation problem given above, to study the implication of our EA2 algorithm in a data fusion problem.
Evaluation of the EA2 algorithm is ongoing, and refinements will continue to be made.
