Most interpretations of the magnetic coupling J between two unpaired electrons rest upon simple valence models that involve essentially the ferromagnetic direct exchange contribution, K ab , and the antiferromagnetic effect of the delocalization resulting from the interaction between neutral and ionic determinants, t ab , whose energy difference is U. Ab initio valence-only calculations give very poor estimates of J, whatever the definition of the magnetic orbitals, and large CI expansions are required to evaluate it properly. It is, however, possible to define valence effective Hamiltonians from the knowledge of the eigenenergies and the eigenvectors of these accurate CI calculations. When applied to four different complexes, this strategy shows that spin polarization may change the sign of the direct exchange interaction, K ab , and that dynamical correlation results in a dramatic reduction of the effective repulsion U. The present article also shows how K ab , t ab , and U effective parameters can be extracted from density functional theory ͑DFT͒ calculations and that the typical overestimation of J in DFT can be attributed to an excessive lowering of the effective on-site repulsion.
I. INTRODUCTION
The magnetic properties of molecular biradicals, intermolecular complexes, transition metal binuclear, or polynuclear architectures are the subject of an intense research effort. In material science as well, magnetic lattices receive an increasing attention. [1] [2] [3] [4] The basic characteristics of these systems, which all involve localized unpaired electrons, are the sign and the amplitude of the coupling J between the unpaired electrons on neighbor sites. This information may be introduced in a Heisenberg-Dirac-Van Vleck spin-only Hamiltonian:
where Ŝ i and Ŝ j are the spin operators on sites i and j. The experimental values of J are obtained by fitting the results coming from measurements of magnetic susceptibility, neutron scattering, or Raman spectroscopy to those obtained by assuming the Heisenberg microscopic Hamiltonian. The magnetic coupling constant J may be negative ͑antiferromag-netism, AF͒ or positive ͑ferromagnetism, F͒. 6 This coupling is essentially local. [7] [8] [9] The interaction between the nearest neighbors usually prevails, although in some architectures the second neighbor interaction has been assumed to be similar to the nearest one as in CuGeO 3 10 and Li 2 CuO 2 .
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From the very beginning of this domain, models have been proposed which essentially rest upon a very limited set of electrons and orbitals. Most of them invoke the magnetic orbitals and the unpaired electrons only. Hence for a binuclear problem with m s ϭϮ 1 2 on each magnetic center, only two unpaired electrons in two local orbitals a and b are considered. The models may be formulated in a nonorthogonal valence bond ͑VB͒ model, 12, 13 in an orthogonal valence bond description 14 if a and b have been orthogonalized, i.e., ͗a͉b͘ϭ0, or in a valence configuration interaction ͑VCI͒ picture. 15 All these models stay on a minimal valence description of the problem. They have led to some qualitative conclusions:
͑i͒ the direct exchange K ab between the magnetic orbitals is a ferromagnetic ͑triplet favoring͒ contribution; ͑ii͒ the other contribution is antiferromagnetic and comes from the specific electronic delocalization occurring in the singlet, through the mixing of the neutral dominant singlet VB configurations (1/&)(ab ϩbā ) with the ionic VB determinants ͉aā ͘ and ͉bb ͘. Its amplitude is governed by the effective hopping integral t ab :
and by the energy difference between the neutral and ionic VB structures:
2 ͓͗͑ aā ϩbb ͉͒Ĥ ͉͑aā ϩbb ͒͘ Ϫ͗͑ab ϩbā ͉͒Ĥ ͉͑ab ϩbā ͔͒͘. ͑3͒
Up to the second order, the antiferromagnetic contribution 14 to J is Ϫ4t ab 2 /U and the quantity 2t ab can be related to the energy difference between the symmetry-adapted g and u molecular orbitals: 15 2t ab ϭ g Ϫ u . These models have been widely used not only as a posteriori rationalization of the experiment, for instance to interpret the structural dependence of J in a series of complexes, 16 -18 but also as an intellectual guide, for instance, to build ferro-or ferrimagnetic lattices. 19 However, ab initio calculations apparently fail to support the validity of these elementary pictures. It is actually possible to define accurate magnetic orbitals from self-consistent field ͑SCF͒ calculations on the upper or lower multiplets of a binuclear system. These calculations minimize the energy of a simple description of these states ͑in terms of two determinants for a two electron in two orbital problem͒ in a mean field approximation. Natural magnetic orbitals may as well be defined from very accurate descriptions, involving extensive configuration interaction ͑CI͒ expansions. But in both cases the valence-only description, i.e., the interaction between ͉ab ͘, ͉bā ͘, ͉aā ͘, and ͉bb ͘ determinants, gives very poor results, the values of J being frequently of incorrect sign and, when not, one order of magnitude too small. [20] [21] [22] [23] [24] [25] Accurate values of J can be obtained by ab initio CI techniques. 8, 9, [22] [23] [24] [25] [26] [27] [28] [29] [30] A perturbative second-order analysis was performed by Malrieu et al. [31] [32] [33] showing the importance of processes which involve other orbitals and electrons. Since the perturbation expansion is not very reliable due to convergence problems, 32 a selected CI scheme has been defined from perturbative arguments. The energies and wave functions of the desired states are obtained by diagonalizing different selected spaces. The dynamical correlation effect is obtained through excitations involving either occupied ͑holes, h͒ or virtual ͑particles, p͒ inactive orbitals. Up to the second order in a perturbative expansion, the excitation can concern at most two holes and two particles. These (2h ϩ2p) excitations do not contribute to the energy difference and can be omitted in the CI expansion, leading to the variational so-called difference dedicated CI method. 34 This approach has led to very accurate values of the magnetic coupling in a wide series of systems. A preceding paper 35 has shown that it is possible to analyze the role of the various types of processes which go beyond the valence-only description ͑spin-polarization, dynamical repolarization of ionic VB structures, etc.͒ using different CI spaces.
The first aim of this work is to analyze whether it is possible to return from this complex picture to a simple valence space description, in which the interactions are no longer the bare ones imposed by the direct action of the Hamiltonian, but effective interactions incorporating the effects of external correlation. The theory of effective Hamiltonians is a tool for a rigorous concentration of the information. 36, 37 Its principle is recalled in Sec. III. When applied to a two-electron in two-orbital problem it gives a dressed valence-only Hamiltonian. The comparison between the bare and the dressed valence-only Hamiltonians, obtained for a series of four binuclear complexes of Cu ͑II͒ ions ͑described in Sec. II͒, shows the action of the dynamical correlation, i.e., the modification of the K ab , t ab , and U parameters. Three strategies are employed for this concentration of information, namely, 40 which handles the two lowest eigenstates only.
All these methods lead to a consistent conclusion concerning a dramatic reduction of the effective on-site repulsion U as an effect of the dynamical polarization.
The second prospect of the present work concerns DFT calculations on magnetic complexes ͑Sec. IV͒. It is shown that it is possible to derive DFT evaluations of the integrals K ab , t ab , and U, from various solutions of the Kohn-Sham equations ͑closed shell singlet, restricted open shell triplet, and broken-symmetry singlet solutions͒. These calculations lead to an overestimation of the ͉t ab /U͉ ratio, compared to the best ab initio ͉t ab eff /U eff ͉ value, resulting in a too large ionic VB component in the broken-symmetry solution. This explains the generally observed overestimation of J in these approaches. The key role of the exchange potential will be illustrated and discussed. Finally, Sec. V contains the conclusions of both papers. 52 All electron basis sets have been used for the remaining atoms, the 6-311G basis set for chlorine 53 and the 6-31G one for hydrogen and nitrogen atoms. 54 For the Cu 2 (-CH 3 COO) 4 ͑iii͒ the DDCI2 space, which adds to the previous space the 2h determinants, i.e., two core electrons moving to the active orbitals, and 2p excitations, i.e., two electrons from the active orbitals to the virtual ones; ͑iv͒ the DDCI space, containing also the 2hϩ1p determinants ͑two core electrons moving to an active orbital and to a virtual one, respectively͒ and 1hϩ2p determinants ͑one core and one active electrons moving to two virtual orbitals͒.
II. DESCRIPTION OF THE SYSTEMS AND COMPUTATIONAL DETAILS
Regarding the DFT calculations, Noodleman's brokensymmetry approach 56 has been used to establish the value of the magnetic coupling. Since the overlap between the magnetic orbitals is rather small in all the studied systems ͑see Sec. IV B͒, the limit of strong orthogonality has been considered, J being calculated from
where E BS and E T are the unrestricted broken symmetry determinent and triplet state energies, respectively.
III. STRICT DETERMINATION OF VALENCE EFFECTIVE HAMILTONIANS FROM ACCURATE AB INITIO CI CALCULATIONS

A. The bare valence-only Hamiltonian
Let us recall briefly the nature of the model space, built from two orthogonal magnetic local orbitals, a and b. It is composed of four determinants, two neutral, ͉ab ͘ and ͉bā ͘, and two ionic ones, ͉aā ͘ and ͉bb ͘. 35 and a purely ionic singlet
The Hamiltonian can be expressed in the basis of Ŝ 2 eigenvector configurations. Taking the energy of the triplet
as the energy origin, the Hamiltonian can be written
The ͉S u ͘ state lies at the energy U above the triplet state. In the g symmetry the lowest singlet state ͉S g
The second root ͉S g
and much higher in energy:
lying close to U when ͉t ab ͉ӶU. Paper I of this series 35 has shown how to obtain the values of the K ab , t ab , and U integrals from the CASCI solution. A second-order perturbative expansion leads to the well-known expression of the magnetic coupling:
Using the relations 2t ab ϭ g Ϫ u and UϭE I ϪE N ϭJ aa ϪJ ab ͑J aa and J ab being the one and two-center Coulomb repulsions, respectively͒, Eq. ͑10͒ can be written as
exploited in most of the qualitative rationalizations of the magnetic coupling and of its structural dependence.
16 -18
B. The effective Hamiltonian approach
Whatever the definition of the valence space ͑Hartree Fock or natural orbitals͒, the physics of the magnetic coupling cannot be contained in the two elementary features, namely direct exchange and kinetic exchange. It would be impossible as well to reduce it to an enlarged valence space including one or a few occupied MOs of the bridging ligand, as suggested by the two-band model, popular in solid state physics, since dynamical correlation phenomena involving virtual MOs appear to be crucial in the determination of the amplitude of the magnetic coupling. But it is possible to project the exact information obtained from the large CI calculations into the valence space, considered as a model space, using the rigorous theory of effective Hamiltonians. This is the scope of the present section.
Quasi-degenerate perturbation theory
A way to produce an effective Hamiltonian, spanned by a given model space S, consists in using the well-known quasidegenerate perturbation theory. 38, [57] [58] [59] This is at least a conceptual guide, as it was in the preceding paper, 35 to which we shall refer for the identification of the various effects. The second-order expression of the matrix elements of Ĥ eff are given by
᭙I,LS, ͑12͒
where S is the model space and the denominator is the zeroth-order energy difference between the right component ͉L͘ of the matrix element and the outer space determinant ͉␣͘. From this formulation it is possible to identify which matrix elements are affected by the various perturbers ͉␣͘. It should be pointed out that the formalism is not Hermitian, as shown by Eq. ͑12͒. If ͉I͘ and ͉L͘ have different zeroth-order energies, as occurs in magnetic systems when one of them is a neutral determinant and the other an ionic determinant, then
͉I͘. In particular, the consequence to be expected is the effect of the perturbers to be larger for the ͗neutral͉Ĥ eff (2) ͉ionic͘ than for the ͗ionic͉Ĥ eff (2) ͉neutral͘ effective hopping, since the energy denominators are larger in absolute value for the latter.
Returning to the developments of paper I, 35 • a small second-order modification of K ab due to the interaction between the two neutral VB determinants, • a modification of t ab due to the interaction between the neutral and ionic determinants, and • a more important modification of U due to the polarization of the ionic forms, as shown in the Diagram:
which may be seen as the internal part of Diagram 11 in paper I. 35 It gives
where J a ϭJ a ϪK a /2 and ⌬E h→p is the excitation energy to the h→p promotion.
The corrected kinetic exchange is obtained accordingly:
͑14͒
The fourth-order term was derived in the previous paper ͓Eq. ͑56͒ To summarize this section, the expected results are ͑a͒ the spin polarization should modify the K ab value, the sign of the correction being system dependent; and ͑b͒ the 1hϩ1p dynamical polarization of the ionic components should reduce the energy difference between the neutral and the ionic parts, U eff . As shown in the Appendix, it may be predicted that at the third order the same perturbers should lower the ͉͗aā ͉⌬Ĥ (3) ͉ionic͉͘ϭ͉t NI ͉ counterpart, should be left practically unchanged, contributing to the nonHermitian character of the effective Hamiltonian. The 2hϩ1p and 1hϩ2p determinants should affect essentially the hopping integrals, and paper I 35 has shown that the effect is an increase of the t ab magnitude.
Of course the present discussion is based on low-order considerations and the construction of Ĥ eff from the variational CI calculations may somewhat differ from second-order developments. Moreover, the QDPT expansion has no chance to converge when working with this four-dimensional space. Actually, some ligand to metal charge transfer ͑LMCT͒ states lie below the ionic M ϩ M Ϫ ͉S u ͘ and ͉S g 2 ͘ states. These LMCT states act as intruders, resulting in small positive energy denominators and inducing the divergence of the series. Hence the QDPT arguments are purely qualitative. 60 We now go on to nonperturbative approaches using our variational calculations in order to build effective Hamiltonians.
Effective Hamiltonian from the exact spectrum
The theory developed by Bloch 38 establishes a procedure to define effective Hamiltonians, expanded in a lowdimensional model space, from the knowledge of the eigenenergies and eigenstates of the exact Hamiltonian.
Let us consider a model space, S, of small dimension,
i.e., spanned by n vectors ͉⌽ I ͘. Its projector is
͑15͒
Here we are interested in a valence CAS, spanned by the four VB determinants Sϭ͕͉ab ͘,͉bā ͘,͉aā ͘,͉bb ͖͘, or their four
Suppose we know a large number of eigensolutions of the exact Hamiltonian:
͑16͒
Consider now the n eigenvectors of Ĥ having the largest components ͑or projections͒ in the model space S. These eigenvectors define a target space, S T , isodimensional to S:
͑17͒
The wave operator ⍀ sends S to S T , P S Tϭ ⍀ P S . We would like to define an effective Hamiltonian in S, the eigensolutions of which are the most exact and informative. This means that we want an effective Hamiltonian:
such that its n eigenvalues are exact, and that its eigenvectors are projections of the corresponding exact eigenvectors in the model space:
͑19͒
This is the definition of the Bloch effective Hamiltonian. 38 Since the projections of the ͑necessarily orthogonal͒ eigenvectors may be nonorthogonal,
͑20͒
the Bloch effective Hamiltonian may be non-Hermitian. 61 It is more convenient to orthogonalize the ͉P S ⌿ k ͘ vectors by a procedure that modifies them as little as possible. The S Ϫ1/2 transformation,
presents such a property and leads to the des Cloizeaux effective Hamiltonian:
͑22͒
Other orthogonalizations are possible, for instance the Gram-Schmidt one 39 that is used hereafter. Of course the previous developments are applicable when using an approximate spectrum of Ĥ , resulting, for instance, from truncated CI calculations. Let us specify this technique in our two-electron/two-orbital problem. The model space being split into three subspaces of different spin and space symmetry, as shown previously, the effective Bloch Hamiltonian can only take the following form, taking as zero of energy the triplet state one: 
Hence the knowledge of the energy of the four states, 3 
͑31͒
The overlap matrix takes the form
͑32͒
The biorthogonal vectors are defined by
which for the case of the projections ͉P S 1 ⌿ g
Using the spectral representation of the effective Hamiltonian, 
The exchange K ab Ј B is different from K ab B , but for simplicity, its value will not be reported nor discussed hereafter.
Let us consider now the procedure to obtain a Hermitian effective Hamiltonian. 
This Hermitic Hamiltonian only introduces four parameters. The knowledge of the three energy differences and of the c I /c N ratio is sufficient to determine the values of these parameters. Since in this case the overlap between ͉P S 1 ⌿ g 1 ͘ and ͉P S 1 ⌿ g 2 † ͘ is zero, as follows from Eqs. ͑30͒ and ͑37͒, we obtain the relations 2t ab
In practice it is more convenient to write the projection of the ground singlet state ͉P S 1 ⌿ g 1 ͘ in terms of the ͉gḡ ͘ and ͉uū ͘ symmetry-adapted valence determinants: Equation ͑39͒ can be written as
Numerical results
a. The Bloch effective Hamiltonian. Fig. 2͒ , the chloride complex ͑Table II, Fig. 3͒ , and the azido complex ͑Table III, Fig. 4͒ . The case of copper acetate is discussed at the end of the section. As in Table I, Tables II and III contain the final  DDCI results for the choride and azido systems, while as in Fig. 2, Figs. 3 and 4 also report values obtained from shorter CI expansions. The conclusions are quite similar to the preceding ones:
͑i͒
The K ab GS effective exchange may become negative. This change of sign may be correlated with the sign of the spin polarization contribution, which is antiferromagnetic in the cuprate and the azido complex ͑cf. paper I 35 ͒, but the changes in K ab GS are larger than the spin polarization contribution to J. Hence, the spin polarization is only a part of the effects contributing to K ab . be technically difficult, the ionic states being out of the first 25 lowest roots of the corresponding symmetry. These remarks illustrate the conceptual limit of the strict effective Hamiltonian approach when the model space generates a set of eigenstates with a broad energy spectrum. In such a case intruder states appear. Their impact is not simply the divergent behavior of the QDPT, as usually believed. The intruder states result in an impossible or arbitrary definition of the target space, i.e., of the set of the exact eigenvectors which are supposed to be generated from the model space. This comment supports the idea that one has to define less ambitious effective Hamiltonians, which, in this case, no longer try to generate the ionic excited states and concentrate on the two low-lying magnetic states. Such effective Hamiltonians may be defined using the concept and theory of the intermediate effective Hamiltonians.
C. Valence intermediate effective Hamiltonian
Theory
The intermediate Hamiltonian, 40 built on an n-dimensional model space, is only asked to reproduce m(mϽn) exact eigenvalues and the projections of the corresponding m eigenstates onto the model space:
͑43͒
This imposes m(mϪ1) conditions and there is an intrinsic flexibility in the definition of Ĥ int . When only the k state is looked for, it is possible to impose
where ⌬ k is a state specific diagonal operator. For the particular determinant ͉I͘ of the model space, the eigenequations for the exact Hamiltonian lead to , from Ref. 44 .
where
and H IL ϭ͗I͉Ĥ ͉L͘ and H I␣ ϭ͗I͉Ĥ ͉␣͘. ͑47͒
The state specific energy shift of the diagonal matrix element may be defined for each determinant of the model space:
which from Eqs. ͑43͒ and ͑44͒ gives
͑49͒
This strategy may be applied to the present problem. Taking the energy of the triplet as the reference, 3 In this basis set the intermediate Hamiltonian is
where t ab has been forced to keep the bare valence value. Solving the secular equations the c I /c N ratio can be written
The effective parameters follow the relations
In terms of the coefficients of the symmetry-adapted determinants, and , the effective parameters in the intermediate Hamiltonian can be expressed as 
2K ab
Int Tables I-IV Int ranges from 7.5 eV for the acetato complex to 10 eV for the cuprate fragment. As another consequence of the delocalization in the NOs, the K ab Int value is much larger at the CASCI level and it remains large at the DDCI level.
Results
The intermediate Hamiltonian interactions appear in
D. Comparison between different effective Hamiltonians
Three types of effective Hamiltonians have been considered in this section. The most informative one is the Bloch Hamiltonian, which handles three energy differences and two eigenvectors but which is not Hermitian. Sacrificing the information about the ionic singlet state of g symmetry, the Hermiticity is restored in the Gram-Schmidt version. Losing all knowledge on the ionic states and using only the singlettriplet energy difference and the neutral singlet eigenvectors leads to the intermediate effective Hamiltonian. The values of the effective direct exchange K ab depend on the choice of the procedure and of the molecular orbitals. The main and common feature of all procedures and all MO sets is the dramatic reduction of the effective on-site repulsion U.
From a practical point of view, we would recommend the use of the intermediate Hamiltonian procedure which does not require the rather difficult identification of the ionic excited states in the CI spectrum.
IV. EFFECTIVE VALENCE INTERACTIONS FROM DFT CALCULATIONS
of on-site repulsion, U, are much larger ͑Ͼ20 eV͒ than what is usually assumed in model Hamiltonians. As was shown, accurate values of J are only obtained when the complex dynamical correlation effects are taken into account. From this contrast it might be concluded that it is impossible to project the physics of the coupling onto a valence picture, as do most of the qualitative models.
The present article shows that it is possible to extract from sophisticated extended CI calculations effective valence-only Hamiltonians, in which the effective interactions K ab , t ab , and U are completely revised under the effect of the nonvalence determinants. Three procedures have been proposed. The most refined one, the Bloch development, has the defect of being non-hermitian, leading to different values for the neutral to ionic and ionic to neutral hopping integrals. This problem is avoided through an appropriate Gram-Schmidt orthogonalization of the eigenvectors. These two methods require the identification of four eigenstates with large projections on the valence model space. The identification is not difficult for the two lowest, mostly neutral, eigenstates (
, but it can be quite arbitrary for the intermetallic charge transfer states, which are strongly mixed with the LMCT states. A third, less demanding, definition has been proposed using the theory of the intermediate Hamiltonians, which only uses the energies of the two lowest states and the wave function of the singlet state, conserving the value of t ab obtained from the bare valence CASCI. This simplification is supported by the final value of t ab obtained from the GramSchmidt effective Hamiltonian, which turns out to be close to the bare t ab value.
Whatever the definition of the effective Hamiltonian, it may be concluded that the main effects of the dynamical correlation are the following:
͑i͒
The effective direct exchange K ab integral is affected by the dynamical correlation, which may change its sign. Due to the larger delocalization tails of the NOs, the corresponding K ab is more positive than when working with ROHF MOs. However, its value is strongly dependent on the procedure followed and a univocal determination of K ab has not been possible. ͑ii͒
The effective U value (Uϳ5 -8 eV) is dramatically reduced from its bare value, being divided by a factor between 3 and 4. This reduction is essentially due to the dynamical polarization of the ionic VB structure since it appears at the DDCI1 level. This reduction results in a considerable increase of the ionic VB component of the ground singlet state ͑c I /c N ratio is multiplied by a factor between 2 and 5͒.
Regarding the DFT approaches, the present article shows that it is possible to extract from different solutions of the Kohn-Sham equations, consistent values of the three parameters K ab , t ab , and U: ͑i͒ although slightly underestimated, the t ab value is in good agreement with the ab initio estimates; ͑ii͒ the effective exchange K ab may be negative, probably due to spin polarization effects, incorporated in the UHF and broken-symmetry solutions; ͑iii͒ the effective on-site repulsion U is exceedingly small, between 2 and 4 eV. This underestimation of U has been shown to be due to the exchange potential and it is consistent with both the systematic overestimation of the antiferromagnetic coupling and the observed exceedingly delocalized character of the magnetic orbitals. 62 The excess of the ionic component of the singlet wave function is consistent with the underestimation of the DFT spin-densities in ferromagnetic systems.
The two papers of this series have ͑i͒ shown once more the irrelevance of bare valence description; ͑ii͒ confirmed the possibility to obtain accurate values of the magnetic coupling provided that the state specific dynamical correlation effects are properly treated, as done by the DDCI technique; ͑iii͒ demonstrated the possibility to analyze the various types of dynamical correlation effects ͑spin polarization, dynamical polarization of VB ionic components, dispersive contribution to the effective hopping͒ and to assess their order of magnitudes ͑i.e., to combine numerical accuracy with intelligibility͒; ͑iv͒ explained why dynamical correlation increases the ligand/metal delocalization ͑phenomenologically observed elsewhere 62 ͒; ͑v͒ shown the possibility to return, in a rational and controlled manner to a valence-only picture, the main effect of the dynamical correlations consisting in a drastic reduction of the on-site electronic repulsion U; ͑vi͒ proposed consistent handling of DFT calculations for the definition of the magnetic orbitals and the derivations of the DFT K ab , t ab , and U parameters; and ͑vii͒ systematically confronted the best ab initio correlated descriptions to the DFT ones, showing that the most widely used approximation of the exchange functional ͑B3LYP͒ dramatically underestimated U, which results in an overestimation of the charge fluctuation and of the antiferromagnetic coupling. 
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