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We investigate the emergence of both quantum anomalous Hall and disorder-induced Anderson
Chern insulating phases in two dimensional hexagonal lattices, with antiferromagnetically ordered
3Q state and in the absence of spin-orbit coupling. Using tight-binding modeling, we show that such
systems display not only a spin-polarized edge-localized current, the chirality of which is energy
dependent but also an impurity-induced transition from trivial metallic to topological insulating
regimes, through one edge mode plateau. We compute the gaps’ phase diagrams, and demonstrate
the robustness of the edge channel against deformation and disorder. Our study hints at the 3Q
state as a promising building block for dissipationless spintronics based on antiferromagnets.
PACS numbers: 72.25.-b,73.43.-f,75.50.Ee
I. INTRODUCTION
Since the control of the antiferromagnetic order pa-
rameter by electrical means has been demonstrated1,2,
antiferromagnets have undoubtedly emerged as credible
candidates for the replacement of ferromagnets as the
active and upgrading spin-dependent element on which
spintronic devices are based. With their numerous out-
standing properties, they provide a rich playground to
study unique magnetic properties combined with uncon-
ventional transport phenomena3,4. In particular, the in-
terplay between electronic transport, topological proper-
ties of the ground states (in reciprocal space) and anti-
ferromagnetic order in real space opens auspicious per-
spectives in the field of topological antiferromagnetic
spintronics5. Indeed, although antiferromagnets break
time-reversal symmetry locally, they are invariant under
the combination of spin rotation and crystal symmetry
operation (e.g., lattice translation in G-type collinear an-
tiferromagnets, mirror symmetry in kagome lattice etc.),
which provides an analog to Kramers’ degeneracy the-
orem. A direct consequence is that antiferromagnetism
preserves the gapless states of topological materials such
as topological insulators6,7 and Weyl semimetals8,9.
The search for topological effects has been particu-
larly fruitful in the context of non-collinear antiferro-
magnets. For instance, anomalous Hall effect in non-
collinear but coplanar antiferromagnets has been recently
observed10,11, and attributed to the synergistic coaction
of the Berry phase of the electronic ground states in
the presence of spin-orbit coupling (SOC) and symmetry
breaking due to the non-collinear spin texture12,13. Along
similar lines of thought, large longitudinal and transverse
spin currents in non-collinear coplanar antiferromagnets
have also been reported14. Because of they do not neces-
sitate SOC, non-collinear, non-coplanar antiferromagnets
constitute an appealing platform to sustain topological
and trivial states and realize phase transitions between
FIG. 1. (Color online) (a) 3Q spin structure in a 2D triangu-
lar lattice. (b) {Lead + System}: in green, red, blue, yellow
the four magnetic atoms of the motif. The bold black (green)
lines are the first (second) nearest neighbor couplings.
them. As a matter of fact, non-coplanar magnetic mo-
ments distributed on a lattice promote the emergence of
spin-Berry phase even in the absence of SOC15 and can
experience topological phase transitions16,17.
Topological phase transitions in condensed matter
have been intensively scrutinized over decades18,19. Such
transitions are accompanied by the emergence of local-
ized edge states unaffected by disorder and immune to
backscattering, resulting in quantum (spin or anomalous)
Hall effects in topological insulators20. Quantum anoma-
lous Hall (QAH) effect is characterized by frictionless
edge states in the absence of magnetic field. One way to
fulfill this quantum state is to start with a time-reversal
symmetric (Z2) topological insulator displaying quantum
spin Hall effect, and break time reversal symmetry by
introducing magnetic order by magnetic doping21,22 or
surface hybridization with a magnetic insulator23,24. Al-
ternatively, Haldane showed that such a state can be
obtained by engineering the band structure in such a
way that conduction electrons experience a local, stag-
gered magnetic flux that vanishes globally25,26. Such a
situation can be achieved with the Kondo-lattice model
on a triangular lattice27,28 or with the double-exchange
model on a kagome lattice29,30 where non-collinear, non-
coplanar antiferromagnetism is stabilized and provides
both non-vanishing Berry curvature and orbital gap.
In the present work, we exploit the non-collinear, non-
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2coplanar antiferromagnetic texture in the absence of spin-
orbit coupling to realize topologically protected edge
transport. Taking the two-dimensional (2D) triangular
lattice with 3Q spin texture as prototype model, we show
that spin-polarized QAH effect is achieved without SOC
in zero net magnetization material. The chirality of the
topological edge modes depends on the gap in which the
Fermi energy is located. They are shown to be robust
against disorder and unaffected by geometrical defects in-
side the lattice. We also investigate the rich next-nearest-
neighbor hopping phase diagram for the topological band
gaps, opening around the high symmetry Dirac points.
Finally, we demonstrate that gradually tuned disorder
can drive the 3Q antiferromagnetic metallic state into a
topological Anderson Chern insulating phase31,32, char-
acterized by a conductance plateau e2/h.
II. TRIANGULAR LATTICE MODEL
Let us start with a 2D hexagonal lattice underpinning
the peculiar 3Q antiferromagnetic structure as depicted
in Fig. 1 (a): its chiral 3D spin configuration, equivalent
to a superposition of three spin spirals is noncollinear,
noncoplanar and nontrivial in real space, while exhibit-
ing no overall net magnetization. Such a magnetic state
was originally predicted by Kurz et al.33 to emerge at
the Mn/Cu(111) interface even in the absence of SOC,
based on ab-initio calculations. The authors attributed
the onset of the 3Q state the so-called 4-spin interac-
tion, i.e., beyond the first nearest neighbor approxima-
tion. Further investigations in the context of the Kondo
lattice and Hubbard model have indeed confirmed the
thermodynamic stability of such a 3Q spin texture in the
triangular lattice27,28,34, pointing out the importance of
itinerant electron contributions. The unit cell of the 3Q
state has four chemically identical sites as seen in Fig. 1
(a) with
∑4
i=1 mi = 0. Nevertheless, the spin texture of
the 3Q state gives rise to a nonvanishing spin chirality
κ = mi · (mj ×mk) 6= 016, even though the sum of these
chiralities over the magnetic cell is zero, like in Haldane
model25. The spin-Berry curvature κ and its associated
effective magnetic flux17 induce anomalous Hall effect
in frustrated ferromagnets15, skyrmionic materials35 but
also 3Q antiferromagnets with no overall magnetism28.
The hexagonal lattice with the primitive cell formed
by a1 = (1, 0) and a2 = (1/2,
√
3/2) and the first
Brillouin zone with the reciprocal lattice spanned by
b1 = (2pi,−2pi/
√
3) and b1 = (0, 4pi/
√
3) are both de-
picted in Fig. 2 (a). The single electron Hamiltonian for
a tight-binding s-d model is
Hˆ =
∑
iαβγδ
cˆ†iαβγδ
(
iαβγδ + ∆iαβγδmiαβγδ · σˆ
)
cˆjαβγδ
− t
∑
〈iα,jβ〉γδ
cˆ†iαγδ cˆjβγδ − tn
∑
〈〈iα,jγ〉〉βδ
cˆ†iαβδ cˆjγβδ (1)
where
∑
〈i,j〉 and
∑
〈〈i,j〉〉 are the sum over the nearest
FIG. 2. (Color online) (a) The unit cell with
∑4
i=1mi = 0
and the first Brillouin zone. (b), (c) Band structure of the
model in Eq. (2) with tn = 0, ∆ = 3t. (d) Trace of the Berry
curvature tensor Tr[Ωz(k)] of the lowest degenerate band in
(c) plotted on [−2pi, 2pi]×[−2pi, 2pi].
neighbors and the next-nearest neighbor pairs with the
hopping parameters t and tn, respectively. σˆ is the vec-
tor of Pauli matrices and the indices α, β, δ and γ repre-
sent the positions of the atoms in the motif. The eigen-
value problem can be recast in the momentum space as
Hˆk |unk〉 = εnk |unk〉, where Hˆk = e−ik·rHˆeik·r is the
k-dependent Hamiltonian, εnk is the eigenenergy of the
nth band and finally |unk〉 is the periodic part of the
Bloch wave function. The Hamiltonian in momentum
space straightforwardly reads
Hˆk =
∆σˆ ·m1 K L1 L2K ∆σˆ ·m2 L2 L1L1 L2 ∆σˆ ·m3 K
L2 L1 K ∆σˆ ·m4
 (2)
with K = −2t cos 12k · a1 − 2tn cos 12k · (a1 − 2a2),
L1 = −2t cos 12k · (a1 − a2) − 2tn cos 12k · (a1 + a2),
L2 = −2t cos 12k · a2 − 2tn cos 12k · (2a1 − a2), up to a
multiplicative identity matrix 12.
III. SPIN-BERRY PHASE-INDUCED
ANOMALOUS TRANSPORT
A. Topological edge states
The band structure along the high symmetry points
contour and its three dimensional version over the whole
Brillouin zone are displayed in Fig. 2 (b) and (c), respec-
tively. There are four doubly degenerate bands, as dic-
tated by Kramers’ degeneracy theorem. Indeed, the four
magnetic moments are oriented towards the four corners
of a tetrahedron and performing a rotation R within this
tetrahedron is equivalent to performing a translation Ta
3in the crystal lattice. Therefore, the operation O = RTa
is a symmetry of the magnetic system and the operator
T O is antiunitary, (T O)2 = −1, implying double degen-
eracy of the bands. Besides the antiferromagnetic gap
appearing in the middle (noted ”gap 3”), two additional
gaps are obtained in Figs. 2 (b) and (c), referred to as
”gap 1” for the lower one and ”gap 3” for the upper one.
As mentioned in the introduction, the origin of the
QAH effect is rooted in the existence of a non-vanishing
k-space Berry curvature defined as Ω(k) = i〈∇ku(k)| ×
|∇ku(k)〉 for a non degenerate state. In case of degener-
acy, a generalization to a matrix form is needed42,43. In
fact, the time evolution of the system entails the occur-
rence of adiabatic transitions between states of the same
subspace and therefore the Berry curvature tensor is con-
structed by all the wave function projections between the
elements of the same subspace,
Ωij(k) = i〈∇kui(k)| × |∇kuj(k)〉 (3)
+i
∑
l∈ζ
〈ui(k)|∇kul(k)〉 × 〈ul(k)|∇kuj(k)〉,
where ζ is the degenerate subspace. The second term
encodes the signature of the non Abelian topology of the
covariant tensor. In our non-collinear, non-coplanar an-
tiferromagnet, the bands are two fold degenerate and
hence, the Berry curvature tensor for each degenerate
band is a 2 × 2 non vanishing matrix. As a matter of
fact, close to gaps 1 and 3, a non-vanishing k-space Berry
curvature tensor emerges around K points [see Fig. 2
(d)], enabling the onset of gapless chiral states at the
edges. The physical origin of the Berry curvature is the
exchange interaction that makes the spins of the conduc-
tion electrons align with the local moments, inducing a
magnetic flux-like Berry curvature which gives rise to an
anomalous velocity15,17. The Berry curvature tensor is
not gauge invariant and this leads, when the gauge is
not suitably chosen, to the appearance of jumps in the
eigenvalues profile of the Berry curvature tensor43. These
FIG. 3. (Color online) (a) The band structure along the
contour Γ → K → Γ with the emergence of the gapless edge
states seen in gaps 1 and 3, with tn = 0.2t, ∆ = 3t. (b) Zoom
on the conductance for the same parameters.
FIG. 4. (Color online) (a)-(d) The unidirectional chiral edge
current (for an energy lying in gap 1, with L = W = 50 and
tn = 0.2t, ∆ = 3t) and its spin-polarization. The black arrows
show the direction of the current.
jumps do not prevent from defining observables which are
gauge invariant such the determinant det[Ω(k)] and the
trace Tr[Ω(k)]. For instance, in the insulating regime
the anomalous Hall conductivity σxy equals the integral
of Tr[Ω(k)] on the first Brillouin zone, i.e.,
σxy= −(e2/~)
∑
n
∫
BZ
d2k/(2pi)2Tr[Ωn(k)]fn(k), (4)
= −(e2/h)C, (5)
where fn(k) is the Fermi distribution for the degenerate
states, n is the index of the degenerate subspace and C
is the Chern number. The non-vanishing quantized σxy
in the gaps 1 and 3 is the signature of the non-trivial
topology of the 3Q state which is exposed by the presence
of edge states. This property is absent in collinear as well
as in coplanar antiferromagnets.
For further insight on the nature of these edge currents,
we use the Kwant package36 to build a nanowire along
the x-direction, as displayed in Fig. 1(b) and plot its one-
dimensional band structure on Fig. 3(a) with the same
parameters as in Fig. 2. The edge states clearly appear in
the bottom and top gaps (gap 1 and gap 3, respectively),
while the middle gap, gap 2, remains insulating. Fig.
3(b) displays the zoom of conductance when varying the
conduction electron energy across the band structure. In
the bulk bands, a large number of conducting channels
are naturally seen because of the high value of the bulk
density of states. In the gaps however, the situation is
different: while gap 2 corresponds to zero conductance,
gaps 1 and 3 correspond to one quantum of conductance,
confirming that only one edge state conducts in these two
cases.
To better characterize the nature of these edge states,
we disconnect the right lead and compute the spatial pro-
file of the charge current for electrons coming from the
left lead and bouncing back to it. Fig. 4(a) shows this
charge current when the operating energy is in the lower
4gap, gap 1. A chiral unidirectional edge state is propa-
gating clockwise from the top edge to the bottom one,
demonstrating the realization of the QAH effect in the
absence of SOC. The same QAH effect is observed in the
upper gap, gap 3, for which the single propagating edge
mode has opposite chirality (anti-clockwise from the bot-
tom edge to the top one). The associated spin currents
Jσx,y,z are plotted in Fig. 4 (b), (c), (d): the charge
current spin-polarization follows the average net magne-
tization of the edge line. For instance, on the top edge,
the current is spin-polarized along m1+m2, while on the
right edge it is spin-polarized along m2 + m3 .
B. Engineering the band structure
While each nearest neighbor triangular plaquette bears
a spin Berry phase κ = m1 · (m2 ×m3), turning on the
next-nearest neighbor hopping tn creates new triangular
plaquettes with opposite flux κ′ = m1 · (m2×m4) = −κ
[see Fig. 2(a)]. Therefore, by tuning the relative strength
between the nearest neighbor hopping t, the second near-
est neighboring hopping tn and the exchange coupling ∆,
one can modify the emergent magnetic flux threading the
magnetic structure and thereby engineer the band struc-
ture and its properties. For a fixed nearest neighbor hop-
ping t, the conditions on the exchange coupling ∆ and on
the next-nearest neighbor tn (both in units of t) in order
to get a topologically non-trival system are summarized
FIG. 5. (Color online) (a), (b) Phase diagrams for the global
gaps 1 and 3. ∆ and tn are in units of t. (c) The local gap 1
at K = (±4pi/3, 0), as a function of tn, and for four ∆. The
Dirac point appears at K, for tn = 0.5t.
FIG. 6. (Color online) (a) Band structure with tn = 0.9t
and ∆ = 3t. (b) Trace of the Berry curvature tensor Tr[Ω(k)]
of the lowest band for the same parameters, with the Dirac
point M .
in Fig. 5 (a) and (b): the regions where a topological
gap (gaps 1 and 3) exists are in colored scale, the darker
the color is the larger the gap is. The gaps plotted in the
phase diagram are global ones, they represent the differ-
ence between the lowest energy of the nth band and the
highest energy of the (n − 1)th band as computed over
all the Brillouin zone.
The size of gap 1 at K = (±4pi/3, 0) is displayed in Fig.
5 (c) for different exchange couplings ∆ as a function of
tn: remarkably, gap 1 closes at tn = 0.5t, which corre-
sponds to the appearance of a Dirac cone at K. This can
be also viewed in Fig. 5 (a), at the dashed line. When
tn = 0.5t, the global gap 3 vanishes [see dashed line in
Fig. 5 (b)]. However, at this condition there is another
Dirac cone at K, and a local and direct band crossing
around the same energy range as gap 3. As a matter of
fact, by expanding the energy dispersion close to K-point
and around tn ≈ 0.5t, we obtain for these two different
Dirac cones, E±K(q) = ±∆±
√
3
4 ta|q|, and |q| is the norm
of the momentum q around the K point. Related to Fig.
5, notice that Fig. 5 (c) shows a finite local gap when
∆ = 0.5t and for −t < tn < 0.5t whereas Fig. 5 (a)
denies the existence of a global gap for these conditions.
The bands are in fact overlapping and crossing indirectly
at different k-points of the Brillouin zone, therefore en-
suring the existence of a local gap despite the absence of
global gaps.
Another remarkable feature appears in gap 1 when
tn → t. This time, the Dirac cones emerge at M =
(pi, pi/
√
3), as seen in the band structure in Fig. 6 (a)
and located at the energy E−M . The Berry curvature cal-
culation of the lowest energy band, depicted in Fig. 6
(b), confirms M as the Dirac point around which the fi-
nite curvature is concentrated. The global gap 3 remains
nonexistent for tn → t as predicted in the phase diagram
[Fig. 5 (b)], but there is a Dirac-like crossing point at
the energy E+M , as indicated in Fig. 6 (a).
5C. Robustness and Anderson Chern insulator
We now turn our attention towards the impact of An-
derson disorder on the topological transport. For this
purpose, we add to Eq. (1) nonmagnetic random on-site
energy V0, uniformly distributed on the range [−Vimp,
Vimp]
37. The calculation of the conductance of the disor-
dered strip is averaged over 1280 disorder configurations.
The normalized conductance as a function of disorder
strength Vimp is plotted in Fig. 7(a) for three different
widths W , and setting the value of Fermi energy in the
topological gap 1 (tn = 0.2t, ∆ = 3t). The quantized
conductance is robust for impurity strength ranging from
0 to ∼ 2t, showing that the topological edge currents are
preserved even under relatively strong disorder. Above
Vimp ≈ 2t, the conducting edge channel is progressively
destroyed and the conductance starts decreasing signifi-
cantly. In Fig. 7(b), we furthermore demonstrate that
these QAH states persist under geometrical deformations
of the system edges. The unidirectional transport en-
abled by the band topology is immune to the backscat-
tering due to local geometrical defects or singularities.
Finally, we show that in this antiferromagnetic 3Q
state system in a metallic regime, disorder is capable of
inducing the onset of another nontrivial quantum phase,
termed topological Anderson Chern insulator. Ander-
son’s theory of localization states that strong disorder can
promote metal-insulator transition38. In systems pos-
sessing non-vanishing Berry curvature, the renormaliza-
tion of the topological effective mass and chemical poten-
tial induced by Anderson disorder favors the emergence
of topological edge states when transiting towards the in-
sulating regime31,32. A similar effect is expected in the
present case, where the non-trivial band structure topol-
ogy is provided by the spin-Berry curvature.
Here, we consider the Fermi energy located within the
bulk states, so that in the clean regime it is simply a
topologically trivial metal with a finite number of bulk
propagating modes. The behavior of the normalized con-
ductance between the two leads as a function of disorder
strength is plotted in Fig. 8, main panel, for three dif-
ferent Fermi energies fixed inside the bulk band struc-
ture (E0, E0 ± ε1,2), and above gap 3. For the three
FIG. 7. (Color online) (a) The transmission coefficient (en-
ergy in gap 1) vs disorder strength for three different widths,
for L = 50. (b) Robustness of the unidirectional chiral edge
current against the local geometrical defects.
cases, the conductance, high in the absence of disor-
der, decreases progressively upon increasing the disor-
der strength. Then, the three conductance curves merge
and reach a plateau at e2/h, featuring the emergence of
one chiral transport channel flowing on the system’s edge
(bottom edge here because of the chirality in gap 3). This
edge state is perfectly conducting in spite of the strong
disorder, and its quantized plateau is credited to its topo-
logical robustness. Beyond a certain disorder strength,
the three conductance curves drop to zero. To complete
this study, the inset of Fig. 8 compares the evolution of
the conductance for different next-nearest neighbor hop-
ping parameters, demonstrating that tn clearly influences
the range of the disorder-induced QAH plateau by tun-
ing the band structure topology as discussed above. We
emphasize that while such a plateau has been originally
observed in the context of Z2 topological insulators31,32,
it was associated with quantum spin Hall effect. In the
present case, the plateau is associated with QAH effect,
i.e., charge edge currents.
IV. CONCLUSION
While non-collinear coplanar antiferromagnets have
been recently proposed to host unconventional spin and
anomalous currents12–14,17, the present study highlights
the potential of non-coplanar antiferromagnets for topo-
logical transport. In the former, the coexistence of
SOC and non-collinear coplanar antiferromagnetic tex-
ture promote the both time-reversal symmetry breaking
and non-vanishing Berry curvature. In contrast, in the
latter the non-coplanar antiferromagnetic texture pro-
vides both ingredients, even in the absence of SOC27–30.
The emergence of quantum phase of matter in frustrated
FIG. 8. (Color online) (a) The transmission coefficient as
a function of the disorder strength Vimp, at fixed chemical
potentials lying inside the bulk states above the gap 3 (E0 =
2.65t, ε1 = 0.07t and ε1 = 0.04t), the system parameters are
W = L = 20 and tn = 0, ∆ = t. Inset: The comparison
between conductance for two next-nearest neighbor hopping
parameters 0 and 0.3t.
6quantum magnets has been the object of intense scrutiny
in the past decades, with a particular focus on their mag-
netic phases and elementary excitations41. For the ex-
perimental realization of QAH effect in antiferromagnets,
magnetic pyrochlores44 displaying all-in all-out spin con-
figuration such as Pr2Ir2O7
46 or Nd2Ir2O7
45, or layered
triangular magnets such as cobaltites39, and in particular
Na0.5CoO2
40, are considered as valuable candidates.
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