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Abstract
Theory of Condensed Matter, Cavendish Laboratory
On the Nature of Self-Consistency in Density Functional Theory
by Nick Woods
Density functional theory (DFT) in the Kohn-Sham (KS) framework presents a non-
linear eigenvalue problem whereby, in order to solve the system, the particle density
one calculates from the KS equations must be equal to the particle density one uses
to construct the KS equations. Such a solution defines what it means to attain self-
consistency. This work studies the methods used to achieve and accelerate convergence
toward a self-consistent solution of KS DFT. That is, the extent to which one can
utilise prior information about an input (and the framework itself) to minimise the time
spent in going from an initial guess solution, to a self-consistent solution. The ideas
and techniques presented here are general and (mostly) implementation independent.
However, this work will focus specifically on self-consistency within the castep software
– a planewave, pseudopotential implementation. Density (potential) mixing is the name
formally given to the process one uses to combine iterative particle densities (potentials)
in order to produce an optimal estimate for the subsequent particle density (potential)
such that self-consistency is achieved. Density mixing is studied from two perspectives.
First, from a mathematical perspective, where KS DFT is simply treated as a featureless
non-linear system – a ‘black-box’. Second, from a physical perspective, where the linear
response of KS DFT is studied in an attempt to augment the above-mentioned purely
mathematical treatment; this defines preconditioning. The former perspective leads to
the implementation of two recently proposed mathematical methods within castep:
Marks & Luke (2011) and Banerjee et al . (2015). Both of these methods are examined
utilising a test suite of over fifteen representative input systems, and neither were found
to provide a significant, systematic improvement over the default methods in castep.
The latter perspective involves the implementation of an adaptable framework allowing
one to posit a model for the inhomogeneous KS dielectric in either real or Fourier
space, which is in turn used to precondition the self-consistent cycles. The scope for
improvement with such a framework in place is discussed, and simple models utilising
the framework are analysed with the aforementioned test suite.
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Introduction
1.1 Overview
The term ab initio, meaning ‘from the beginning’, is used in physics to refer to the
current established level of physical theory – that is, quantum mechanics. Within the
framework of quantum mechanics, the natural world is characterised completely by a
quantum state obeying a certain mathematical structure. However, predicting all facets
of the natural world from this mathematical structure is a near-impossible task, defining
so-called emergence. Analytic solutions for the quantum state are rare, and numerical
solutions come up against the (in)famous exponential wall of computational complexity
[1]. Finding a computationally tractable method for extracting exact quantum mechan-
ical predictions has been the source of much work across many scientific disciplines,
e.g. quantum chemistry [2], materials science [3], nuclear physics [4], and particilarly
for the following work, solid state physics [5]. Density functional theory (DFT) within
the Kohn-Sham (KS) framework has emerged as the most widely used method for per-
forming ab initio calculations [6, 7]. The success of KS DFT is, in part, due to its vast
domain of applicability, particularly in predicting ground state properties of matter such
as stable phases and cell parameters [8]. Moreover, the construction and implementation
of KS DFT allows these properties, and more, to be accessed in a feasible timeframe for
systems containing over one thousand constituents [9]. Efficient numerical implementa-
tion of KS DFT is therefore of paramount importance, and is also the focus of the work
to follow.
The equations required to solve KS DFT define a non-linear eigenvalue problem. That
is, one first solves the so-called KS equations,
Hˆks[ρ(r)]φi(r) = iφi(r), (1.1)∫
dr φ∗i (r)φj(r) = δij , (1.2)
1
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taking the form of a linear eigenvalue problem, where {φi(r)} are the single particle
wavefunctions, and the spectrum of the KS Hamiltonian defines the corresponding single
particle energies. For a system containing N constituents, only the N lowest energy
eigenfunctions and eigenvalues of the KS Hamiltonian need be calculated, leading to a
particle density defined via
ρ(r) =
N∑
i=1
|φi(r)|2. (1.3)
This particle density, however, determines the form of the KS Hamiltonian in Eq. (1.1),
the eigenfunctions of which are in turn used to define the particle density. A set of single
particle wavefunctions is thus required that satisfies both Eq. (1.1) and Eq. (1.3) simulta-
neously, at which point the solution is said to be self-consistent. This work will focus on
the algorithms and strategies employed to determine this self-consistent solution, often
referred to in literature as the self-consistent field (SCF) procedure [10]. Starting from
an initial estimate of the particle density (or equivalently, the single particle wavefunc-
tions), the SCF process defines an iterative sequence {ρj | j ∈ N, j ∈ [1, n]} such that
this sequence converges to the self-consistent solution, ρn = ρ
∗. The optimal approach
to generating this sequence as robustly and efficiently as possible for an arbitrary input
to KS DFT is unknown. Contemporary strategies to achieve convergence do so from
two perspectives. First, by utilising various methodologies from the theory of non-linear
systems, where no explicit reference is made to the underlying mathematical structure
of KS DFT. Second, by analysing the linear response of KS DFT to precondition these
methodologies. The purpose of this thesis is to provide a comprehensive review of the
difficulties involved in attaining a self-consistent solution to KS DFT. Following this,
various extensions to the current methods utilised in many KS DFT codes for achieving
self-consistency will be considered and tested in the castep software [11].
1.2 Thesis Structure
The majority of time spent on the work presented in this thesis was in understanding
the mathematical and conceptual foundations of both the numerical analysis and linear
response theory involved in obtaining a self-consistent solution to KS DFT. As such, the
thesis is constructed to reflect this, where an outline of the contents is as follows.
Chapter 2 is a pedagogical introduction to the fundamental concepts required to follow
the theory used in the remainder of the thesis. First, §2.1 will define the electronic struc-
ture problem, i.e. the exponential increase in complexity inherent within the standard,
first-quantisation formulation of quantum mechanics. Following this, DFT within the
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KS framework will be defined in detail; including, but not limited to, the Hohenberg-
Kohn theorems, the KS system of ‘non-interacting’ particles, and the form of the KS
Hamiltonian. A particular emphasis will be placed on the fundamental structure of
the resultant equations as defined by the KS Hamiltonian. This will lead to a rigor-
ous definition of self-consistency in the present context, thus formally characterising
the overarching goals of the work presented in this thesis. A note on the numerical
implementation of KS DFT in software will then be given in §2.2.3. In particular, the
algorithms and approach employed by castep will be briefly reviewed in such a way that
demonstrates the scope for improved methodology in achieving self-consistency. Then,
§2.3 will outline the numerical analysis involved in solving the non-linear KS system
from the point of view of density mixing. Furthermore, the strategies used to precon-
dition density mixing schemes utilised in state-of-the-art electronic structure codes will
be presented. This involves an investigation into the linear response of KS DFT, and
how this linear response can be used to stabilise and accelerate the SCF iterations.
Chapter 3 will begin by describing the technical considerations on the implementation
of density mixing within castep. Then, the conceptual and mathematical foundations
behind three distinct attempts at improving density mixing will be detailed. First, a
density mixing scheme based on the work Marks & Luke in Ref. [12] will be derived.
Crucially, this derivation deviates somewhat from the original work of Marks & Luke
due to inherent differences between castep and the native KS DFT software of Marks
& Luke, wien2k [13]. Second, the Periodic Pulay scheme presented by Banarjee et al.
in Ref. [14] will be described. Finally, the linear response theory presented in §2.4.1
will be utilised by introducing a computationally efficient framework whereby one can
propose an inhomogeneous model of the dielectric response of a general KS system. This
framework will take an inhomogeneous and local model of the KS susceptibility as input,
and subsequently calculate the dielectric response in such a way to precondition the SCF
cycles. Two preliminary, physically-motivated model forms of the KS susceptibility will
then be presented in order showcase this framework.
Chapter 4 will present the outcome of testing on the above-mentioned three proposed
improvements to density mixing. First, the chapter will begin by defining what an
exactly an ‘improvement’ constitutes in the present context, and moreover the degree
of improvement that can be realistically expected will be discussed. Following this, a
test suite of representative KS DFT input systems will be presented and motivated.
This test suite is designed such that definitive conclusions can be drawn regarding the
effectiveness of a given proposed improvement. Furthermore, individual systems from
the test suite will be isolated in order to study the convergence patterns of the presented
methods in more detail. This individual analysis will highlight the key advantages and
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drawbacks of each method, and provide further context to the conclusions drawn from
the full test suite analysis.
Finally, Chapter 5 will briefly summarise the pertinent conclusions of Chapter 4, and
directions for future developments will be considered.
Theory
The problem of achieving self-consistency in KS DFT is a multifaceted one, which spans
subdisciplines such as numerical analysis of linear and non-linear systems, linear response
theory, and electronic structure theory (not just limited to KS systems). This chapter
will detail why these are all necessary ingredients in solving KS DFT. To do this, one
must start with a statement of the overarching problem, which is calculating the elec-
tronic structure of a system using quantum theory. The necessity of a framework like KS
DFT will then become apparent, and following this, the background of (KS) DFT will
be reviewed. This review will end by isolating the specific subsection of KS DFT which
the following work pertains to – self-consistency and density mixing. Here, a clear and
detailed statement of the problem to be solved will be provided. Finally, a discussion of
the numerical methods employed within DFT software to achieve self-consistency, and
how one can precondition these methods, will follow.
2.1 The Electronic Structure Problem
The principles of quantum mechanics, developed over the course of approximately two
decades in the early twentieth century by some of history’s greatest physicists, provides
the physical theory underpinning the behaviour of fundamental particles. This includes
systems containing the particles that make up everyday matter – protons, neutrons, and
electrons. Phenomena arising from the collective behaviour of these three constituents
is dubbed condensed matter physics, and this emergent behaviour makes up much of
the rich and varied natural world around us. Within quantum mechanics, the complete
description of a condensed matter system is given by the quantum state |Ψ〉, obeying
the dynamical equation of motion,
Hˆ|Ψ〉 = −i∂t|Ψ〉, (2.1)
5
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which applies universally, for an appropriately constructed Hamiltonian operator1. Us-
ing eigenstates of the position operator as a basis leads to a Hamiltonian of the form
Hˆ = − 1
2m
∇2 + v(r), (2.2)
now operating on a wavefunction ψ(r), the position basis expansion of the quantum state
|Ψ〉. Given the representation in Eq. (2.2), one can now begin to construct a Hamil-
tonian operator which describes a many-body interacting system of charged nuclei and
electrons. The potential function will simply describe the Coulomb interactions between
all constituents of the system. The Coulomb interaction decays proportional to inverse
of distance, therefore a system of interacting nuclei (Greek indices) and electrons (Latin
indices) with masses, charges and positions {Mµ, Zµ,Rµ} and {me, e, ri} respectively is
described by the Hamiltonian,
Hˆ = −1
2
∑
i
∇2i −
∑
µ
1
2Mµ
∇2µ −
∑
i,µ
Zµ
|ri −Rµ| +
1
2
∑
µ6=ν
ZµZν
|Rν −Rµ| +
1
2
∑
i 6=j
1
|ri − rj | ,
(2.3)
where now, and hereafter, atomic units are used, me = e = ~ = 4pi0 = 1. This
expression includes (from left to right): the kinetic energy operators of the electrons and
nuclei, the electron-nuclear, nuclear-nuclear, and electron-electron Coulomb interactions.
The first simplification in finding a solution to the Schro¨dinger equation is to notice that
it is linear in time, meaning the solution is separable in the following way,
Ψ({ri}, {Rµ}; t) = Ψ˜({ri}, {Rµ})Θ(t), (2.4)
Θ(t) = e−iEt. (2.5)
This allows time to be included explicitly, and one can focus on finding a stationary
state solution to the time-independent Schro¨dinger equation,
Hˆ|Ψ〉 = E|Ψ〉. (2.6)
One is left now with a quantum state, |Ψ〉, describing a composite system as an eigen-
state of the Hamiltonian operator, living in a Hilbert space, H, whose dimension is
multiplicative with respect to the number of constituents. This is an important fact,
and a quick example can show why the non-separable nature of the Hamiltonian via the
Columb interaction vastly increases the complexity of the problem. Imagine two single
1This equation in fact does apply relativistically, but the form of the Hamiltonian operator necessarily
changes in accordance with relativity.
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particle states
|φ〉, |ψ〉 ∈ H (2.7)
representing identical particles. Each can be expressed in an infinite (complete) ba-
sis {|n〉 | n ∈ [1,∞]} that spans H. Computationally, one can truncate the basis,
{|n〉 | n ∈ [1, b]}, in such a way that it monotonically approaches the true Hilbert space
with increasing b (for example, using planewaves). Here, b is the total number of ba-
sis states used in the finite representation, and thus parametrises the accuracy of the
representation. In an interacting system of two identical particles,
|Ψ〉 ∈ Hcomposite = H⊗H, (2.8)
the dimension of the truncated composite Hilbert space will be b2. This reflects the fact
that all possible combinations of the individual single particle bases are now required
to span the composite space. Hence, if a computist finds b = 102 basis states provides
a reasonable accuracy for resolving the individual single particle states, the solution of
their composite system to the same accuracy will have an upper bound requirement
of 104 basis states. In reality, indistinguishability (i.e. the same basis is used for each
constituent) and the exclusion principle mean the complexity increases combinatorially
in number of constituents as bCN . If the above {N = 1, b = 102} calculation took, for
example, 60 seconds, one might expect a {N = 20, b = C20 100} calculation would take
something of the order of 1022 seconds, which is a number perhaps best expressed in
units of universe ages (see Fig. (2.1)).
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Figure 2.1: Scaling of the many-body problem: the y-axis represents the combinato-
rial scaling t ∼ O(bCN ) with a prefactor for the one electron case of about 60 seconds.
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Clearly, one needs to find a way to suppress this exponential increase in complexity. The
source of this complexity is the interaction terms in the Hamiltonian, which cannot be
separated in an additive fashion with respect to the constituent variables. If they could,
the exact solution would take the form of a product state,
Ψ({ri}) =
N∏
i=1
φi(ri), (2.9)
where each φi(ri) solves its own separate Hamiltonian, requiring a basis resolution b. The
total composite solution to a given single particle accuracy now only requires Nb basis
functions – the effective dimension of the composite Hilbert space has become additive
with respect to particle number. This defines a system of so-called ‘non-interacting’
particles, which is a core concept behind KS DFT, and many other electronic structure
methods.
The first simplifying approximation usually made to Eq. (2.3) in an attempt to reduce
the complexity is called the Born-Oppenheimer approximation. This approximation
principally functions by noticing that 1/Mµ in the nuclear kinetic energy is small relative
to 1/me = 1 in the electronic kinetic energy. This leads to a weak coupling between
the nuclear and electronic states. To elaborate, under certain conditions, the electronic
state can be assumed to evolve adiabatically to sufficiently small changes in the nuclear
coordinates2. Here, ‘sufficiently small changes’ refers to the aforementioned observation
that the kinetic energy of the nuclei is far lower than that of the electrons, where both
the nuclei and electrons are subject to a Coulomb force of similar magnitude. Hence,
changes in the nuclear state will be small relative to the evolution of the electronic state.
That is, the electronic state will equilibrate to the electronic ground state for a given
nuclear state before the nuclear state can mathematically couple to this equilibration.
This defines adiabaticity, i.e. to a good approximation the complete state of the system
is determined as a weighted combination of continuously connected electronic ground
states over all sets of nuclear coordinates – the potential energy surface. As Ref. [1]
details, the Born-Oppenheimer approximation breaks down when these potential energy
surfaces are not sufficiently separate. That is, the potential energy surface corresponding
to the electronic ground state should be sufficiently separate to the potential energy
surface of the first excited state, which should be sufficiently separate to the potential
energy surface of the second excited state, and so on. This is often the case, and leads
to a complete decoupling of the electronic and nuclear states as their contributions to
the Hamiltonian under this approximation are entirely additive with respect to each
other. Thus, the electron-nuclear interaction term is replaced by an electron moving in
2Moreover, the nuclear coordinates can be, and often are, taken as the coordinates of classical point
charges. This is because the nuclear state is extremely localised, allowing the nuclei to be treated
classically by placing a point charge at the centre of the localisation.
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a background potential parametrised by the nuclear coordinates. The full wavefunction
now takes the form,
Ψ({ri}, {Rµ}) = Ψelec({ri})Ψnuc({Rµ}), (2.10)
where the electronic wavefunction now solves its own electronic Hamiltonian parametrised
by the set of nuclear coordinates {Rµ},
Hˆelec = −1
2
∑
i
∇2i +
1
2
∑
i 6=j
1
|ri − rj | +
∑
i
vext(ri), (2.11)
vext being the parametrised term, the external potential. Solving the Schro¨dinger equa-
tion using this Hamiltonian defines what it means to determine the electronic structure
of a system. In this sense, the Born-Oppenheimer approximation is responsible for the
name of the subdiscipline electronic structure.
A ‘system’ is now entirely specified by a given external potential and electron number.
However, as it stands, one interaction term remains – the electron-electron Coulomb
interaction – and dealing with this term has been the source of much work within the field
of many-body physics. Some of the most popular methods to do this utilise the concept of
a mean-field in which independent (or non-interacting) particles respond. The mean-field
potential is constructed such that it attempts to mimic the behaviour of the interaction
term; KS DFT and Hartree-Fock (HF) theory are mean-field theories. This regime has
also seen success as a post-DFT method for treating electron correlation with a technique
called dynamical mean-field theory (DMFT) [15]. Mean-field theories have historically
been most successful in describing ground state structural properties of matter, e.g. cell
parameters [5]. For excited state (optical) properties however, many-body perturbation
theory has been shown to provide a better treatment of the relevant physics [16]. For
example, the GW approximation using Hedin’s equations [17], and the Bethe-Salpeter
equation (BSE) [18]. To conclude, there are many methods available that attempt
to treat the true interacting nature of a system within a computationally tractable
framework, each finding success in its own domain of applicability [19–21]. However, due
to its relative accuracy and transferability for the computational cost required to solve it,
KS DFT has emerged as the most widely used method in electronic structure theory. It
also provides the starting point for many of the post-DFT perturbative methods quoted,
such as DFT+GW and DFT+GW+BSE [16].
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2.2 Density Functional Theory
The core concepts behind DFT are quite separate from the approximations one makes
in order to implement it. In isolation from these approximations, DFT is an exact
reformulation of quantum mechanics based on two astonishing theorems. These theorems
state that, in principle, no information about a quantum system in the lowest energy
state of a Hamiltonian is lost by operating on the state such that one retrieves the
electron density
ρ(r) = N
∫ N∏
i=2
dri|Ψ(r, r2, . . . , rN )|2. (2.12)
This quantity is a measure of the probability of any electron being found at a position r,
where here, and throughout the remainder of the thesis, spin will be ignored (although
a note on spin in relation to the following work will be given in §5.2). These theorems
are called the Hohenberg-Kohn (HK) theorems [22], and they result in all observable
properties of a ground state system being determined by the three degrees of freedom in
the real-valued electron density rather than the 3N degrees of freedom in the complex-
valued wavefunction.
HK Theorem I. The ground state electron density for a system of interacting electrons
is uniquely determined by the external potential.
HK Theorem II. As a result of HK Theorem I, a universal (non-system-dependent)
functional of the electron density can be defined such that this functional is minimised
for the exact ground state electron density.
These proofs are formulated under the requirement that the wavefunctions be non-
degenerate, and the electron density is so-called v-representable. This is a problem,
as it is not known if an arbitrary function f(r) can be represented as a ground state
solution of the Schro¨dinger equation with an external potential vext. Hence, it may be
possible that an (appropriately defined) energy functional can be minimised by a spu-
rious non-v-representable electron density. Fortunately, the v-representability problem,
and the non-degeneracy requirement, were solved by the alternate proof of Levy and
Lieb [23]. Instead, a functional is defined such that a constrained search over all ‘N -
representable’ electron densities yields a unique minimum (for the ground state density).
Unlike v-representibility, N -representibility is not a problem as it has been proven that
an arbitrary (differentiable) function f(r) can be represented by some wavefunction us-
ing Eq. (2.12) [24] (so spurious minima in the energy functional are avoided). Neither
proof will be presented here, but a vast literature discussing both is available [25].
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As it stands, the HK theorems are not immediately beneficial in solving the electronic
structure problem, as the form of the density functional is unknown. Thus, one still
requires calculation of many-body body wavefunction in order to construct the correct
ground state density. The Nobel prize winning framework able to utilise the concepts
of DFT in practice is a theory proposed by Kohn and Sham in 1965 [26]. This theory
remains formally exact, but shifts all unknowns into a single ‘exchange-correlation’ term,
requiring approximation. Over a wide range of systems this term has been demonstrated
to contribute little to the overall energy of the system. Moreover, simple approximations
of exchange and correlation are able to provide excellent agreement with formally exact
methods, leading to KS DFT becoming one of the most popular techniques to determine
electronic structure.
2.2.1 Density Functional Theory in the Kohn-Sham Framework
In order to develop a practical approach to DFT, one needs to define a total energy
functional E[ρ(r)] such that the minimum of this functional provides the exact (or a good
approximation to the exact) interacting ground state energy. The ansatz of Kohn and
Sham was formulated by envisioning a non-interacting (and therefore computationally
soluble) system of electrons in an effective potential veff. The question now is whether
such a veff exists that can uniquely reproduce the exact interacting ground state energy
and density. Kohn and Sham showed this to be the case, and the mapping between
the non-interacting and interacting systems defines the famed auxiliary KS system of
electrons.
An outline of the KS framework is as follows. Under the assumption that electrons
are non-interacting, the many-body wavefunction takes the form of a product state:
Ψ({ri}) =
N∏
i=1
φi(ri) (or alternatively a Slater determinant). The wavefunctions {φi}
are often referred to as ‘single particle orbitals’. As a result of the exclusion principle
allowing only one fermion per single particle eigenstate of the Hamiltonian, there exist
a total of N single particle orbitals (foregoing for now partial occupancies). The KS
system is thus defined as (
− 1
2
∇2 + veff(r)
)
φi(r) = iφi(r), (2.13)
ρks(r) =
∑
i∈occupied
|φi(r)|2, (2.14)
Eks ∼
∑
i∈occupied
i, (2.15)
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where all quantities are assumed to be ground state, and the first term in Eq. (2.13)
represents the kinetic energy of a non-interacting particle. This defines the most general
non-interacting form of the time-independent Schro¨dinger equation. One now seeks to
prove that a veff exists such that
ρks(r) = ρint(r) = N
∫ N∏
i=2
dri |Ψ(r, r2, . . . , rN )|2, (2.16)
Eks = Eint =
∫ N∏
i=1
dri Ψ
∗({ri})Hˆ intΨ({ri}). (2.17)
To do this, one defines the corresponding energy functional of the system in Eqs. (2.13)
- (2.15) as
Eks[ρ] = T0[ρ] +
∫
dr veff(r)ρ(r), (2.18)
where T0[ρ] is the kinetic energy functional of independent particles. The energy func-
tional of the fully interacting system is
Eint[ρ] = F [ρ] +
∫
dr vext(r)ρ(r), (2.19)
F [ρ] = 〈Ψgs|T + vee|Ψgs〉. (2.20)
Here, T is the kinetic energy operating on the fully interacting system, and vee is the
Coulomb potential operator. To prove that such a veff exists, one can check there
exists a density which is the stationary point of both functionals, Eq. (2.18) and Eq.
(2.19), simultaneously under some definition of veff, as will now be shown. Note that in
determining the stationary points, a constrained variation is needed – the ground state
electron density is required to satisfy∫
dr ρ(r) = N. (2.21)
Therefore, the variation is performed using Lagrange multipliers, which leads to
δEks[ρ]
δρ
=
δT0[ρ]
δρ
+ veff + λNI = 0, (2.22)
δEint[ρ]
δρ
=
δF [ρ]
δρ
+ vext + λI = 0, (2.23)
with λI/NI being the interacting and non-interacting Lagrange multipliers. These can
effectively be dropped here, as the behaviour of the variation can be defined up to a
constant without loss of generality. Clearly, equating Eqs. (2.22) and (2.23) yields an
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expression for the effective potential,
veff =
δF [ρ]
δρ
+ vext − δT0[ρ]
δρ
. (2.24)
The ansatz of Kohn and Sham has been proven: it is possible to define an auxiliary non-
interacting system which exactly reproduces the behaviour of the interacting system3.
The universal functional F [ρ] remains unknown, and to utilise this mapping in practice
a computationally tractable approximate form is required. Kohn and Sham proposed an
approximation analogous to Hartree theory. The electron-electron interaction is replaced
with a mean-field ‘Hartree potential’, and kinetic energy operations are performed on
the non-interacting orbitals, rather than the many-body wavefunction4,
F [ρ] = −1
2
∫
dr φ∗i (r)∇2iφi(r) +
1
2
∫
drdr′
ρ(r)ρ(r′)
|r− r′| + Exc[ρ]. (2.25)
The final term here – the exchange-correlation energy – is defined as the difference be-
tween the ground state energy of the Hartree system and that of the exact interacting
system. It is named as such because, so far, no explicit reference has been made to the
fermionic nature of the system in relation to the statistics it obeys. That is, the many-
body wavefunction changes sign upon exchange of any two electrons, and is therefore
an antisymmetric function with respect to its arguments. This has the important con-
sequence of lowering the total energy by tending to separate electrons of like spin, and
thereby lowering the total energy by an amount Ex, the exchange energy. The exchange-
correlation energy is simply the sum of the exchange energy and the ‘correlation energy’.
Therefore, correlation (an accurate, computationally tractable treatment of which is the
holy grail of electronic structure theory) is defined as the difference in energy between
Hartree-Fock theory (Hartree theory with an exact treatment of exchange) and the fully
interacting theory. Correlation then necessarily includes a contribution from the fact
that the independent particle kinetic energy, obtained from the kinetic energy operator
on the independent particle states, is not the same as the kinetic operator on the inter-
acting wavefunction, which one no longer has access to. This difference is a significant
contributor to correlation, as the Hartree potential, by virtue of being a mean-field,
provides an exact description of the Coulomb potential felt by a test charge due to its
surroundings5.
3The problem of v-representability has resurfaced, however. It is not possible to say that any electron
density resulting from a given external potential in the interacting system will be expressible as a density
from some external potential in the non-interacting system (and vice versa). This is a problem yet to
be solved, but is mostly benign [27].
4Pre-KS, the kinetic energy of the interacting system was often approximated using Thomas-Fermi
theory, defining the first practical density functional [28].
5Although this is true for a test charge, it is not true for constituents of the KS system. That is, the
Hartree mean-field is constructed from the total electron density, meaning KS constituents interact with
themselves through this Hartree term.
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Substituting Eq. (2.25) into Eq. (2.24) finally provides a systematic method of approach-
ing the electronic structure problem within a computationally feasible framework,
veff(r) =
∫
dr
ρ(r)
|r− r′| + vext(r) +
δExc[ρ(r)]
δρ(r)
,
= vh + vext + vxc, (2.26)
which is used to construct the KS Hamiltonian, solving the KS equations Eq. (2.13). The
exchange-correlation potential is the only term left requiring approximation, acting to
parametrise the degree of ignorance about the correlated nature of electrons. It is worth
noting here that there is a certain arbitrary nature with which the exchange-correlation
potential was constructed. That is, as a functional explicitly defined to satisfy a (non-
physical6) mathematical mapping between interacting and non-interacting systems. As
such, one loses a degree of physical meaning within the non-interacting KS system. A
direct consequence of this is that all but one of the individual energy eigenvalues of
the KS system carry no formal physical meaning (other than their sum being the total
energy, minus double counting). The eigenvalues have meaning within the framework
itself (see, Janak’s theorem [29]), but the only eigenvalue with true physical meaning (in
finite systems) is the highest energy occupied one, equal to the ionisation energy [30].
Despite these problems, it is an astonishing fact that for many materials the exchange-
correlation term accounts for a quite a low percentage of the overall ground state energy.
Consequently, ground state properties of matter, such as stable phases and cell param-
eters, are predicted by KS DFT to within 1% of experiment using only a rudimentary
treatment of exchange and correlation [7]. For example, by using the exact exchange-
correlation energy functional of the homogeneous electron gas – the local density approx-
imation (LDA) [31]. Increasing the accuracy of KS DFT therefore amounts to finding,
in some sense, a ‘better’ exchange-correlation functional to model the system at hand.
It could be argued therefore that KS DFT is not an ab initio theory, because it does
not approach the exact solution in some well defined limit (as, for example, a pertur-
bative method would). In this context, the problem of increasing accuracy is explained
well in Ref. [32], which conceptualises a ‘Jacob’s ladder’ of increasing accuracy, starting
from no exchange-correlation to exact exchange-correlation – passing through the LDA,
gradient-based extensions of the LDA, exact (non-local) exchange, and more.
6Non-physical, here, is intended to refer to the fact that a potential energy is being constructed in
order to account for a fundamental misrepresentation of the kinetic energy.
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2.2.2 Solving the Kohn-Sham Equations
The KS equations are restated here as,(
− 1
2
∇2 + vext(r) + vh[ρin(r)](r) + vxc[ρin(r)](r)
)
φi(r) = iφi(r), (2.27)
ρout(r) =
∑
i∈occupied
|φi(r)|2, (2.28)
assuming a local exchange-correlation potential. In constructing the non-interacting KS
system of electrons, the fundamental structure of the quantum mechanical equations
has changed due to the introduction of the Hartree and exchange-correlation potentials.
That is, the input to the KS equations now depends explicitly on the output non-linearly
via the electron density. Therefore, in order to even begin solving the above system of
equations, one must estimate an initial electron density to use as input, ρin. Once an
initial input density has been specified, the (linear) KS equations can be solved Eq.
(2.27) – this involves diagonalisation of the KS Hamiltonian in some basis to find the
occupied single particle orbitals. From these single particle orbitals, the output electron
density, ρout, is constructed using Eq. (2.28). The input and output densities are (in
general) only equal if one has found the ground state electron density that solves the
KS system. The computational journey one takes starting from an initial guess electron
density, arriving at an electron density that solves the KS system is precisely what it
means to achieve self-consistency. This process is summarised in Fig. (2.2).
The above set of equations defines a non-linear system. That is, a map that takes an
input ρin and generates an output ρout that is non-linearly related to the input,
F [ρin] = ρout, (2.29)
where F hereafter defines the KS map. Solving this system amounts to finding a fixed
point of the non-linear KS map, ρ∗ = ρin = ρout, which is typically done using an
iterative procedure. This iterative procedure acts to define a sequence, {ρin1 , . . . , ρinn },
such that ρ∗ = ρinn within some defined tolerance. Ideally, this sequence is generated as
robustly and efficiently as possible, which is to say, the sequence will eventually converge,
and it does so such that n is minimised. In literature, this is often referred to as the
self-consistent field (SCF) process, where here the self-consistent field is the density – a 3-
dimensional real scalar field. It should be noted that self-consistency can be equivalently
treated by defining a converging sequence of potentials, or wavefunctions; density has
simply been chosen here. The reason being that, within castep, the default method
for achieving self-consistency explicitly operates by updating the electron density. This
is not required, and indeed a reliable fallback method within castep updates the single
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Start
Guess the initial electron density: ρin(r)
Construct the KS Hamiltonian:
Hˆks[ρin(r)] = −12∇2 + veff[ρin(r)](r)
Solve the KS equations to obtain the occupied
single particle orbitals: {φi}
Calculate the output electron density: ρout(r)
Does ρout(r) = ρin(r)? Construct a new ρin(r)
Stop: {φi} and ρ*(r) = ρout(r) = ρin(r) is the solution
Yes
No
Figure 2.2: Flow chart depicting a self-consistent solution to the KS equations.
particle orbitals directly in such a way that minimisation in error is guaranteed between
iterations. This method is called ensemble density functional theory (EDFT) [33], and
is extremely robust due to its variational nature, but not nearly as efficient as rivalling
techniques. The default method for achieving self-consistency within castep is called
density mixing, and combines the input and output densities at each iteration to estimate
a new input density. This will be detailed in §2.3. However, before defining and exploring
density mixing, a brief discussion of how KS DFT is implemented in software will be
given. This will serve to motivate the need for and scope of improved density mixing
methods, and also introduce some key concepts of in silico DFT that will be utilised in
the following work, such as the planewave basis set.
2. Theory 17
2.2.3 Implementation
In order to implement a solution to the KS equations, one must first characterise the type
of system one wishes to solve – here, that is systems in the solid state. The concept of a
crystal is therefore introduced as an ordered lattice of atoms, invariant under translation
by primitive lattice vectors. The set of all integer multiples of the primitive lattice vectors
form the infinite, periodic Bravais lattice,
Λ = {n1a1 + n2a2 + n3a3 | ni ∈ Z}. (2.30)
One can therefore construct the full Bravais lattice out of two constituents: a primitive
unit cell, and a translation of this unit cell by the set of all integer multiples of the
primitive lattice vectors (the basis). Here, the elements of the Bravais lattice are atomic
positions, and the lattice itself is an approximation to the bulk crystal structure – a
method of reducing an ∼ O(1023) size system to that of just a primitive cell and three
translation vectors. In order to fully exploit this symmetry, one can invoke Bloch’s
theorem, which vastly simplifies calculations of the wavefunction in periodic systems.
Bloch’s Theorem. If a Hamiltonian is invariant under a translation by R, then the
resulting wavefunction will take that of a Bloch form,
ψk(r) = e
ik.ruk(r), (2.31)
where uk(r) is a function with the periodicity of the Hamiltonian, uk(r+R) = uk(r).
The quantity k labels the crystal momentum – a conserved quantity under translation
by a ‘reciprocal lattice vector’. Like the Bravais lattice, the reciprocal lattice is defined
by the set of all integer translations by three reciprocal lattice vectors on a reciprocal
primitive cell, and these two lattices are related via a Fourier transform. Therefore,
there exists a range of k on the reciprocal lattice in which all information is contained
– a Brillouin zone. The first Brillouin zone is a particular type of primitive unit cell on
the reciprocal lattice, and is conventionally chosen to be the range of k for which the
full wavefunction is calculated.
The wavefunction of the infinity of electrons in the Bravais lattice can now be calculated
as the wavefunction within the unit cell, multiplied by a phase labelled by k spanning
the first Brillouin zone. This infinity has been transferred from an infinity of electrons,
to an infinite set of continuous values of k that need to be sampled within the first
Brillouin zone. Fortunately, the energy (and therefore the wavefunctions) are smoothly
varying with k [34], allowing for a rather course sampling of k within the first Brillouin
zone to accurately represent the wavefunction of an infinite crystal. In the language
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of KS theory, the external potential is now specified by the Bravais lattice; the KS
Hamiltonian is therefore invariant under translation (as the kinetic energy operator is),
allowing Bloch’s theorem to be utilised in practical, solid state calculations.
Given Bloch’s theorem, the final ingredient required in order to computationally solve
the KS equations is a method of representing the wavefunctions. This is done by choos-
ing a complete set of basis functions, and implementations of KS DFT are typically
distinguished based on this choice. As discussed, the wavefunction to be calculated is
the Bloch function, which possesses an inherent periodicity defined by the primitive lat-
tice vectors. Hence, a natural basis to consider would be a complete set of functions
with the same inherent periodicity as the unit cell. This can be done using planewaves,
which is the most popular basis set for electronic structure calculations, defined as
uk(r) =
∑
G
Ck,Ge
iG.r. (2.32)
The set of allowed planewaves is defined by the constraint G.R = 2pim for m ∈ N, i.e.
the planewaves must have the same periodicity as the unit cell. The full wavefunction
expanded in the planewave basis now takes the form
ψk(r) =
∑
G
Ck+Ge
i(k+G).r (2.33)
for k in the first Brillouin zone. Other than inherent periodiciy and orthogonality, there
are a few distinct advantages of a planewave basis. First, the space of vectors {G}
defining the planewaves lies on the reciprocal lattice, thus unlocking the fast Fourier
transform (FFT) as a powerful computational tool to switch between spaces when con-
venient. Moreover, there is no bias in the basis set toward a particular input system.
Therefore, the accuracy of the representation converges monotonically with increasing
number of planewaves ordered by increasing magnitude of the allowed G-vectors7. But,
in being unbiased, the size of the Hamiltonian can become prohibitively large in order
to achieve a certain degree of accuracy8. In an attempt to remedy this, one can make
the observation that core electrons – electrons in orbitals that are extremely localised
to the nuclei – contribute little to the observable properties and behaviour of a system
[35]. The contribution of core electrons is mostly contained in how they screen the nu-
clear potential from the valence electrons. Therefore, one might think of constructing
an effective potential that provides the exact behaviour for valence electrons, without
explicitly considering core electrons as degrees of freedom in the system. This is called
7This fact also makes including time-dependence particularly easy compared to system-tailored basis
sets.
8Moreover, it becomes difficult to distinguish how much charge is associated with particular nuclei
in a bonded system.
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the pseudopotential approximation. It is particularly useful when utilising a planewave
basis set, as orbitals corresponding to core electrons become increasingly oscillatory,
owing to the fact that the core states are constrained to be orthogonal to the valence
states. Oscillatory behaviour in the wavefunction requires many planewaves to represent
accurately, so the smoothing as a result of the pseudopotential approximation allows one
to use a much reduced number of planewaves. There are many popular computer pro-
grams implementing the above theory: castep [11], vasp [36], abinit [37], quantum
espresso [38], and many more.
The ensuing discussion will now restrict specifically to the methodology employed by
castep. The KS equations expanded in terms of the planewave basis set take the form,
∑
G′
[
1
2
|k+G|2δGG′ + vext(G−G′)
+ vh(G−G′) + vxc(G−G′)
]
Ck+G′,b = k+G,bCk+G,b, (2.34)
where b here labels the distinct single particle orbitals – the band index. The naive
way to solve these equations would be to construct the full matrix, perform an exact
diagonalisation, and use the N lowest energy eigenvectors and eigenvalues to calculate
the electron density and total energy. This is impractical, as exact diagonalsation here
is an O(N3G) operation, where NG is the number of planewaves included in the truncated
basis set. NG can become as large as 10
6, therefore the matrix cannot be diagonalised,
or even stored in RAM. Instead, an iterative diagonalisation is implemented in order to
compute only the lowest Nb << NG energy eigenvectors and eigenvalues, where Nb is the
number of bands calculated (typically of the order of the number of electrons). Without
getting into details, this involves an algorithm (e.g. the Davidson method [39]) which
acts to isolate and compute the Nb lowest energy eigenvectors. However, unconstrained,
this algorithm would find Nb copies of the lowest energy eigenvector, so a constrained
version is needed. That is, the algorithm is performed subject to the constraint that the
wavefunctions remain orthogonal. Therefore, each iterative diagonalisation step requires
an orthogonalisation step in the subspace of the Nb lowest energy eigenvectors. This
is the source of the oft-quoted ‘cubic-scaling’ nature in KS DFT implementations. In
reality, the scaling of KS DFT implementations is not quite that simple9. From Ref.
[41], the dominant scaling is indeed due to the orthogonalisation, but instead scales as
O(NkNGN2b ); where Nk is the number of k points one uses to sample the Brillouin
9And, in fact, not cubic at all until the system size becomes large. There is indeed an O(NkN3b )
scaling component to the orthogonalisation procedure (in inverting the band overlap matrix), but this
does not become dominant over the scaling quoted until Nb ∼ 103 [40].
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zone10.
Iterative diagonalisation of the KS Hamiltonian is one of the two major time sinks in
a typical KS DFT calculation. Referring back to the flowchart in Fig. (2.2), every
time the input density fails to match the output density, the iterative diagonalisation
is executed again for the updated Hamiltonian toward self-consistency. Hence, the wall
clock time becomes multiplied by the number of SCF cycles11. Accelerating KS DFT
therefore amounts to either improving the strategies one uses to solve the KS equations,
or reducing the amount that one needs to solve the KS equations in order to find a
self-consistent solution. This work focuses on the latter.
2.3 Density Mixing
The need for a self-consistent density (or equivalently, potential) was outlined in §2.2.2.
The following section, and the remainder of this thesis, restricts focus now to the method-
ology employed in order to find this self-consistent solution. This is done using density
mixing, which is the default method of choice for most of (if not all) planewave elec-
tronic structure implementations. Density mixing can be separated into two distinct
considerations: the numerical analysis one uses to choose/define an algorithm to reach
convergence, and how one preconditions this algorithm. In the former, KS DFT is simply
a black box. The latter consideration then acts to inject as much prior knowledge about
KS DFT as possible into the black box to assist convergence. First, the methodology
from a purely mathematical perspective will be outlined.
2.3.1 What is Density Mixing?
Density mixing is defined as follows: one seeks a fixed point of the KS map,
F [ρ∗] = ρ∗, (2.35)
or, equivalently, a root of the residual,
R[ρ∗] = F [ρ∗]− ρ∗ = 0. (2.36)
10This scaling is dominant over the scaling of the application of the KS Hamiltonian on the trial
vectors in the iterative diagonaliser. With a series of clever operations and FFTs, the scaling becomes
O(NkNbNGlogNG). For example, one would apply the kinetic energy operator in Fourier space, and any
local potential operators in real space, as they are both diagonal in their respective spaces and FFTs
can move between them.
11Assuming a negligible time spent doing density mixing, also excluding initialisation, finalisation,
and other sundries.
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One could therefore devise an iterative method of reaching ρ∗ by combining the input
and output density at the current iteration in such a way that the subsequent iterative
density is closer to convergence. In fact, one can use the entire history of densities cycled
through in the iterative procedure to construct the subsequent density. This leads to a
density mixing scheme being the name given to the function,
ρinn+1 = f({ρini , ρouti }) ∀ i ∈ [1, n]. (2.37)
The following work seeks to find the optimal form of f specifically for the KS map F .
A vast mathematical literature of numerical methods to solve non-linear systems exists
[42], but, there is no such thing as a free lunch, and there is no one particular method
in the literature which universally performs better than others across all applications.
Therefore, f will be tailored by certain facts about the KS system. For example, in KS
DFT one is often privileged to reasonably accurate initial guess of the electron density
(using a sum of appropriately placed atomic orbitals), leading naturally to algorithms
that perform well with an accurate initial guess. Moreover, as discussed, the number of
G-vectors, i.e. the number of elements required to represent ρ, is typically quite large,
meaning the algorithm must take particular care to avoid storing prohibitively large
objects in RAM. The function f should therefore define a robust and efficient scheme,
executable with limited memory requirements. With this in mind, the difficulties in
applying some of the ‘naive’ approaches to the SCF process can be outlined.
2.3.2 The Fixed-Point Update
The simplest update to the density one could imagine is to treat the SCF process as a
fixed point iteration, feeding the output density back in as the input density by com-
puting ρinn+1 = F [ρ
in
n ] = ρ
out
n . This turns out to be unsuitable for a variety of reasons.
To elaborate, first note that the initial guess of density is not far from convergence.
For analysis’ sake, this allows the operation F to be linearised about ρ∗. If one writes
ρ
in/out
n = ρ∗ + δρ
in/out
n , the operation F can be Taylor expanded about ρ∗ as such,
ρ∗ + δρoutn =F [ρ
∗ + δρinn ]
≈F [ρ∗] + δF [ρ
in
n ]
δρinn
∣∣∣∣
ρ∗
δρinn
=ρ∗ +
δF [ρinn ]
δρinn
∣∣∣∣
ρ∗
δρinn . (2.38)
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This implies that the change in current output density, and hence the change in the
subsequent input density, is linearly related to the current input density via,
δρinn+1 = δρ
out
n =
δF [ρinn ]
δρinn
∣∣∣∣
ρ∗
δρinn . (2.39)
For compactness, define,
M =
δF [ρinn ]
δρinn
∣∣∣∣
ρ∗
=
δρoutn
δρinn
∈ CNG×NG . (2.40)
This matrix holds special meaning outside of fixed point iterations, as it is closely re-
lated to the KS dielectric, and can be used to precondition density mixing schemes (see
§2.4.1). For now, one can simply ask what the mathematical conditions on M are, with-
out reference to its physical meaning, to guarantee convergence within this framework.
Convergence is defined as δρinn+1 → 0 as n→∞, or
δρinn+1 = Mδρ
in
n = (M)
nδρin1 → 0. (2.41)
It will be assumed here (although it can be shown [43]) that M is of full rank, and can
be diagonalised using {ei} as an orthonormal eigenbasis – Mij = δijλi|ei〉〈ej | with {λi}
the spectrum of M12. Since 〈ei|ej〉 = δij ,
(Mn)ii = (λi)
n|ei〉〈ei|, (2.42)
=⇒ Mδρinn → 0 iff |λi| < 1 ∀ i. (2.43)
The question now is whether, for typical DFT input systems, the condition |λi| < 1 is
always satisfied. This is not the case, and for some illustrative models studied in Ref.
[43] |λi| ∼ 100, causing a strong divergence from ρ∗ (see also §2.4.1). This divergence is
dubbed ‘charge sloshing’. A natural solution to this, from a numerical perspective, would
be to attempt an unsophisticated form of preconditioning. That is, scale the eigenvalues
|λi| from Eq. (2.43) with a parameter α to guarantee the convergence property of α|λi| <
1. This leads to the most simple density mixing scheme able to converge a (not-so-wide)
variety of input systems – linear mixing.
12If Md is defined as the transformed diagonal version of M , then it shares some crucial properties
with M . Namely, Mn → 0 iff (Md)n → 0, by nature of diagonalisation being a similarity transformation.
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2.3.3 Linear Mixing
Instead of implementing ρinn+1 = ρ
out
n , one now incorporates a damping parameter α as
such,
ρinn+1 = ρ
in
n + α(ρ
out
n − ρinn ) = ρinn + αR[ρinn ]. (2.44)
The residual here defines not only the iterative error, but also the steepest descent
direction. Therefore, the linear mixing scheme is effectively a weighted step in the
steepest descent direction, and is constructed such that, in the case of α = 1, no mixing
is done (and a fixed point iteration update is computed). The corresponding matrix to
M in Eq. (2.39) is now defined as
A = (1− α)I+M, (2.45)
which has eigenvalues {1 + α(λi − 1)}. The convergence criteria is now modified to be
|1 + α(λi − 1)| < 1. As α can be arbitrarily tuned such that this is true, the problem
has been (superficially) solved. Supposing A is positive definite, α must be chosen such
that the spectral radius of A is less than unity, |1 + α(λmax − 1)| < 1, meaning ρn is
guaranteed to converge for all eigenvalues (assuming linearity). However, the speed of
convergence is related to how close |1 + α(λmax − 1)| is to unity. If this quantity is only
slightly less than unity, |1+α(λmax−1)|n will take large n to reach zero within tolerance.
Moreover, if α is too low, the change in the ρinn+1 becomes minuscule per iteration for
eigenvalues at or close to λmin, leading to slow convergence
13. Therefore, an optimal
value of α must be deduced, but how efficacious this choice is clearly depends on the
ratio λmaxλmin – an important quantity in numerical analysis, the condition number of A.
The aim of sophisticated preconditioning is to compress the eigenspectrum of A as much
as possible, leading to faster and more robust convergence.
In general A is not well conditioned, e.g. for metallic materials the condition number of
A turns out to be divergent proportional to the size of the unit cell [43], hence certain
systems can take large amounts of time to converge (to the point where a user would
say the calculation doesn’t converge in a practical sense). The condition of the KS
system is therefore intrinsically linked to the condition of M . This matrix encodes the
density-density dielectric response of the KS system. That is, a linear measure of how a
perturbation in the density at r affects the density at r′. An optimal method to remove
ill-conditioning in the KS system would be to know this dielectric response exactly for a
general input system. An analysis of the difficulty in calculating this response, and the
13Slow convergence for the eigenvalue λmin means the convergence will be slow for the density in the
direction of the eigenvector corresponding to λmin.
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physical meaning behind it, will be reserved for §2.4.1, as this defines preconditioning.
Until then, KS DFT can remain a black box. The two most successful numerical methods
for solving KS DFT (in the absence of preconditioning) are those of Broyden [44] and
Pulay [45]. A large part of the following work, the Marks & Luke scheme, will depend
on an extension to Broyden’s method. Therefore, care will be taken in defining the
mathematical and conceptual framework of Broyden’s method.
2.3.4 Broyden Mixing
Broyden’s class of methods are often referred to as being quasi-Newton, meaning they
are based on the Newton-Raphson update equation, hereafter referred to as taking the
Newton step. Translated into the language of KS DFT, this update becomes,
ρinn+1(r) = ρ
in
n (r)− J−1R [ρinn (r)]R[ρinn (r)], (2.46)
JR[ρ
in
n ] =
∂R[ρinn ]
∂ρinn
∈ CNG×NG , (2.47)
where J is the Jacobian. The mathematics in deriving the Newton step is detailed in
Appendix. A as the update possesses many important and desirable properties, namely,
its order of convergence. It can be shown that if there exists an interval I where ρin1 is
‘sufficiently close’ to ρ∗, R′ is bounded away from zero and R′′ exists (and is continuous),
the rate of convergence of the Newton method is quadratic. Hence, quadratic convergence
is held as a ‘golden standard’ for any algorithms to follow. Unfortunately, Newton’s
method as it appears here is unsuitable for KS DFT as the Jacobian is costly to compute
and store – it involves a derivative of the KS map (calculated, for example, with a
numerical derivative), and is an NG × NG size object. The prohibitive computational
cost in computing J can be greatly alleviated by considering approximate updates toward
the exact J at each iteration, instead of an explicit construction of J (ideally without
much loss of convergence properties) – Broyden’s methods.
Broyden’s methods for non-linear root finding were first published in 1965, yet the con-
cepts and machinery he proposed remain foundational to many methods in practical
use today. Broyden supposes that instead of computing and storing the exact Jaco-
bian matrix, one can construct (or guess) an approximate Jacobian at only the initial
iteration, and update it at every subsequent iteration in such a way that it approaches
the exact Jacobian, and maintains convergence properties similar to that of Newton’s
method. Since density mixing only induces relatively small changes in ρinn , the changes
in the Jacobian will be (in some sense) small per iteration. This fact lends itself nat-
urally to asking the question: what is this ‘small’ update such that one can keep the
near quadratic convergence of Newton by utilising data from previous iterations, but
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also avoid the computational expense of constructing the Jacobian? Broyden proposed
two methods for achieving this: method one (producing the so-called ‘good Broyden
formula’) updates the Jacobian according to some assumptions and then inverts it as is
required in Newton’s formula; whereas the second (‘bad’) method updates the inverse
of the Jacobian explicitly under similar assumptions. The first method will be detailed
below, whereas the second will simply be stated as it follows a similar methodology to
the first.
Supposing one knows the Jacobian JR,n−1[ρinn−1], an update is required to find JR,n[ρinn ]
such that
JR,n[ρ
in
n ] = JR,n−1[ρ
in
n−1] + Cn (2.48)
can be computed. The Jacobian Jn should approach, in some sense, the exact Jacobian
J∗. This update Cn can be cleverly obtained by first enforcing a ‘secant’ condition,
i.e. force JR,n[ρ
in
n ] to obey a finite-difference equation that is approximately true, which
manifestly uses known data. This secant condition is defined as follows: for a simple
one dimensional system, the definition of the derivative of f at xn is obtained by taking
the following limit,
f ′(xn) = lim
xn−1→xn
f(xn)− f(xn−1)
xn − xn−1 . (2.49)
Meaning if xn and xn−1 are sufficiently close, the secant condition is the finite-difference
approximation,
f ′(xn) ≈ f(xn)− f(xn−1)
xn − xn−1 . (2.50)
Importantly, in this one dimensional case, f ′(xn) is uniquely defined by Eq. (2.50). This
is not the case in > 1 dimensions, which will now be detailed. Generalising now to the
NG-dimensional system of KS DFT, the secant condition becomes,
JR,n[ρ
in
n ](ρ
in
n − ρinn−1) = R[ρinn ]−R[ρinn−1]. (2.51)
If Jn is an NG × NG matrix of full rank, it has NG linearly independent basis vectors
forming a NG-dimensional vector space, V . Enforcing the secant condition in Eq. (2.51)
specifies how Jn should act on all vectors parallel to ρ
in
n −ρinn−1 ∈ CNG , corresponding to
one basis vector in an appropriately rotated basis. Therefore, there exists a (NG − 1)-
dimensional subspace V ′ ⊂ V consisting of all elements of the vector space V orthogonal
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to ρinn − ρinn−1:
V ′ = {z | z ∈ CNG , (ρinn − ρinn−1) · z = 0}. (2.52)
Importantly, Eq. (2.51) does not specify how Jn acts on elements of V
′, of which there
are NG − 1 linearly independent members. This means there exist NG simultaneous
equations to fix Jn, but N
2
G degrees of freedom in Jn. The Broyden update in its
current state is therefore underdetermined with information provided only by secant.
By enforcing the secant condition, one rank of information has been gained, leaving
NG − 1 ranks of information unknown. What has been detailed up to this point defines
an infinite class of Broyden methods, i.e. all rank one updates to the Jacobian that
satisfy the most recent iterative secant condition (of which there are infinitely many).
A particular method within this class will now be outlined, known as ‘Broyden 1 (B1)’
or ‘Broyden’s good method’.
To recover the missing information, Broyden supposes Jn acts on elements of V
′ the
same way as Jn−1 does
JR,n[ρ
in
n ]z = JR,n−1[ρ
in
n−1]z ∀ z ∈ V ′. (2.53)
This is a ‘minimal change’ condition on Jn, motivated by the fact that changes in ρ
in
n are
small per iteration, and so changes in Jn will follow suit. These two conditions, minimal
change and secant, provide a unique solution to the update matrix Cn which is crucially
of rank one (from the secant information). To condense the above, B1 seeks the update
matrix Cn under two conditions,
1. JR,n∆ρ
in
n = ∆Rn, (2.54)
2. JR,nz = JR,n−1z.
introducing the notation,
∆ρinn := ρ
in
n − ρinn−1,
∆Rn := R[ρ
in
n ]−R[ρinn−1].
One can show the following ansatz satisfies these conditions,
JR,n = JR,n−1 +
∆Rn − JR,n−1∆ρinn
|∆ρinn |2
(∆ρinn )
†, (2.55)
and thus provides a unique solution for Cn. The notation uv
† defines the outer product
of u, v ∈ CNG , meaning Eq. (2.55) defines a manifestly rank one update. This update is
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also the solution to the constrained optimisation problem,
minimise
JR,n∈S
||JR,n − JR,n−1||2f (2.56)
where ||.||f is the Frobenius norm of a matrix,
||A||f =
√√√√ m∑
i=1
n∑
j=1
|aij |2, (2.57)
and the set S = {A | A ∈ CNG×NG , A∆ρinn = ∆Rn} imposes the secant condition.
In order to finally compute the Newton step, the last operation needed is a method of
inverting the expression in Eq. (2.55). An explicit formula for the update of the inverse
of a rank one matrix is given by the Sherman-Morrison-Woodbury formula, resulting in
J−1R,n = J
−1
R,n−1 +
∆ρinn − J−1R,n−1∆Rn
(∆ρinn )
TJ−1R,n−1∆Rn
(∆ρinn )
†. (2.58)
The simplicity of this expression owes to the fact that the update of JR,n−1 is of rank one
– higher rank updates add algebraic, and hence computational, complexity to Eq. (2.58).
Bryoden’s second method follows this exact same methodology, but updates the inverse
of the Jacobian directly (and therefore does not use the Sherman-Morrison-Woodbury
formula), i.e. solve
minimise
J−1R,n∈S
||J−1R,n − J−1R,n−1||2f (2.59)
for S defining the inverse secant condition. These methods have been shown to display
superlinear convergence over a large sample of KS systems [46], thus becoming estab-
lished as core density mixing methods and motivating the subsequent work by Marks &
Luke.
The problem with B1 and B2 as presented here is that, while the difficulty of having
to construct the full Jacobian at every iteration has been solved, the method still re-
quires storing a prohibitively large matrix. However, since Broyden first proposed these
methods, much work has gone into improving them to the point where they can be
implemented efficiently. A good review of these contributions can be found in Ref. [47].
To highlight a few in particular, Srivastava [48] in 1984 was one of the first to propose a
formulation of B1 and B2 such that the Jacobian in its full matrix form need never be
stored, instead using a series of vector-vector products to compute the update. More-
over, Vanderbilt & Louie [49] and Eyert [50] formulated these methods in such a way
that the entire history of iterates could be utilised to assist convergence rather than
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just the most recent one. Johnson in 1988 [51] then combined the work of Vanderbilt
& Louie, Eyert and Srivastava to demonstrate a memory efficient variant of Broyden’s
methods that uses the entire history of iterates to construct updates to the approximate
Jacobian. This is the method currently employed by many state-of-the-art electronic
structure codes, and is the default density mixing scheme in castep currently. The
relevant theory has now been outlined such that the development of the Marks & Luke
scheme can be understood.
A rivalling method to the above is a mixing scheme proposed by Pulay in 1980 specifi-
cally to accelerate convergence in Hartree-Fock calculations, which will now be detailed.
Importantly, the following discussion will introduce the idea of a subspace spanned by
the history of iterates, and how one can utilise such a subspace to accelerate convergence.
2.3.5 Pulay Mixing
Pulay mixing is also known as a direct inversion in the iterative subspace (DIIS) method.
The essence of DIIS is to store a history of residual norms which is then used to determine
(via a least squares fit) what the optimal (minimal) subsequent residual will be. The
argument of this residual can then be extrapolated to give an optimal ρinopt which is
used to construct ρinn+1. The full details of the DIIS method are not important here, as
they provide little further mathematical insight to the above analysis. Nonetheless, it is
worth briefly assessing the core concepts and mathematics of Pulay’s method due to its
success and widespread use (and it will be used as a method of comparison in §4)
To restate the problem, in KS DFT one seeks the argument of the residual such that
R[ρinn+1] = 0. To solve this, Pulay considers predicting a new residual as a linear combi-
nation of all the residuals that have been iterated through,
R[ρinopt] =
n∑
i=1
αiR[ρ
in
i ]. (2.60)
The coefficients αi are now determined by enforcing that the subsequent norm of the
residual is a minimum (i.e. as close to zero as the history of information allows it) –
solve
min(〈R[ρinopt]|R[ρinopt]〉) s.t.
n∑
i=1
αi = 1. (2.61)
This is a constrained optimisation problem with a single constraint, and hence can be
solved by the method of Lagrange multipliers. That is, one constructs a Lagrangian as
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such,
L = 〈R[ρinopt]|R[ρinopt]〉 − λ(
∑
i
αi − 1), (2.62)
where λ is the Lagrange multiplier. Minimising the residual norm is now a matter of
substituting in Eq. (2.60), and solving,
∂L
∂αi
,
∂L
∂λ
= 0. (2.63)
Upon making this substitution, the Lagrangian takes the form,
L =
n∑
i
n∑
j
αiαj〈R[ρini ]|R[ρinj ]〉 − λ(
∑
i
αi − 1). (2.64)
Performing the derivatives in Eq. (2.64) requires some amount of algebraic manipulation
(index gymnastics using the Kronecker delta and such), and the resultant linear system
of equations one solves in order to find these coefficients (which is the least squares
fitting step) is,
n∑
i
〈R[ρini ]|R[ρinj ]〉αj − λ = 0,
n∑
i
αi = 1. (2.65)
This corresponds to the following (n+1)-dimensional linear system in matrix notation,

R1,1 R1,2 . . . R1,n 1
R2,1
. . . 1
...
...
Rn,1
1 1 . . . . . . 0


α1
α2
...
αn
λ

=

0
0
...
0
1

where,
Ri,j := 〈R[ρini ]|R[ρinj ]〉. (2.66)
Solving this system defines the direct inversion in the DIIS; the iterative subspace is the
space spanned by the history of densities,
Sn = span{ρin1 , . . . , ρinn }, (2.67)
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that one extrapolates over to find the optimal subsequent density. The dimension of
this subspace increases as one iterates through the system such that Sn−1 ⊂ Sn. One
is therefore implicitly solving a limited memory problem if one restricts to a maximum
history length m ∈ [1, n] such that the dimension of the iterative subspace is capped at
m < n. In castep, m is an input parameter which is set to m = 20 by default. Solving
the above system now produces the {αi} that minimises the residual. A final step is
then required to obtain ρinopt. This is an extrapolation step, and assuming R is linear,
the input argument producing this optimised residual is,
ρinopt =
n∑
n−m+1
αiρ
in
i . (2.68)
This is easy to check by substituting Eq. (2.68) into the definition of the residual then
comparing to Eq. (2.60). Initially, one might think of setting the subsequent iterative
density equal to the optimal density as such,
ρinn+1 = ρ
in
opt. (2.69)
However, with an update of this form, the dimensionality of the iterative subspace, Eq.
(2.67), remains the same as one has simply added a linear combination of vectors in
the subspace to the set. In order to resolve this issue, the subsequent iterative density
could, for example, take the form
ρinn+1 = ρ
in
opt − J0R[ρinopt] (2.70)
for some initial guess Jacobian J0, as is done in Ref. [36].
This method looks, aesthetically, quite different to Broyden’s methods from the previous
section. However, Kresse et al. [46] were able to show that Pulay’s DIIS is equivalent to
a quasi-Newton step with an appropriately constructed Jacobian. An advantage of this
mapping is that preconditioning becomes more transparent, as preconditioning seeks
to compress the eigenspectrum of the Jacobian. Interestingly however, this mapping
also reveals a noteworthy potential drawback of Pulay’s method, which is that the DIIS
updated Jacobian does not obey the underlying physical symmetries of the KS system.
That is, the iterative Jacobian is an approximation to the KS charge dielectric, which is
a symmetric object by construction. The DIIS updated Jacobian does not preserve this
property, and neither does many variants of Broyden’s Jacobian updates. The extent to
which this observation affects the mixing schemes will be revealed in §4.
Lastly, it is worth mentioning some additional potential problems with Pulay’s method,
which is perhaps why Broyden’s methods are the default in castep. That is, the DIIS
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matrix in Eq. (2.66) can become singular in one of two scenarios: either the iterates
are not strongly linearly independent, or the residual becomes extremely small (close
to convergence). The latter problem seems to surface more frequently in practice, a
solution to which could be to include some regularisation. A performance analysis of
both Broyden’s and Pulay’s methods as implemented in castep will be given in §4, and
compared to the proposed improvements of §3.
2.3.6 Honourable Mentions
All relevant algorithms implemented in castep have now been presented. Before moving
on to preconditioning, it is worth giving an honourable mention to a few other numerical
methods that one might expect to be of utility in the present context. First is a method
quite similar to Pulay’s in that it searches over a subspace generated by a history of
iterates – the Krylov-Newton method [52]. This methods functions by noticing that,
in order to take a Newton step, one simply requires a solution to the following linear
system of equations,
Jnδρ
in
n = Rn, (2.71)
where,
ρinn+1 = ρ
in
n + δρ
in
n . (2.72)
Once Jn and Rn have been specified, the Krylov-Newton method uses the generalised
minimal residual method (GMRES) [53] to iteratively compute δρinn such that Eq. (2.71)
is satisfied14. This involves a search over a subspace generated by past iterates, namely
the Krylov subspace of Jn and Rn,
Km(Jn, Rn) = span({Rn, JnRn, . . . , Jm−1n Rn}). (2.73)
An extrapolation over this iterative subspace is performed such that an optimised sub-
sequent step (ρinn )m ∈ Km minimises the residual, rm = ||Jnδ(ρinn )m − Rn||. Theoreti-
cally, then, this method has access to the quadratic convergence properties of Newton’s
method. In practice however, the approximation of Jn involves a simple, first order
numerical derivative of the KS map. This leads to an extra evaluation of the KS map
per SCF cycle, meaning the advantage of ‘exact Newton’ is negated by doubling the
computational effort per SCF cycle.
14Note that the Jacobian here does not need to be explicitly stored in RAM, as only its application
on the iterative solution is required.
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Another popular, but perhaps dated, density mixing scheme worth mentioning is the
Anderson method [54]. This is essentially the same as Broyden’s methods, except instead
of using the previous iterations’ Jacobian to obtain the subsequent iterative Jacobian,
one updates an initial guess of the Jacobian at every iteration. This leads to
JR,n = JR,0 +
∆Rn − JR,0∆ρinn
|∆ρinn |2
(∆ρinn )
†, (2.74)
which is the Broyden update under the substitution Jn−1 → J0. As expected, this
algorithm performs well if one is in possession of a good initial guess Jacobian, i.e. if one
knew the dielectric of the input system quite accurately.
This now covers the mathematical methodology employed by the vast majority of KS
DFT implementations to reach self-consistency. The mathematics presented here is the
product of over half a century of effort on the part of mathematicians and physicists,
and thus there appears little scope for significant improvement short of a paradigm
shift. However, the focus can now be switched to how one preconditions these meth-
ods by utilising prior knowledge of the KS system. The scope for improvement using
preconditioning is far greater. It is a less researched, more specialised topic, and it will
be shown that a perfect preconditioner can obtain the ground state solution in just one
iteration.
2.4 Preconditioning
From a mathematical perspective, preconditioning refers to making a transformation
to a system in order to reduce its condition number without changing the underlying
method. If one restricts analysis to the linear response regime, it was shown in §2.3.3
that the condition of the KS system is given by the eigenspectrum of the Jacobian. In
fact, Ref. [46] notes that the convergence of both Broyden’s and Pulay’s methods are, to
a good approximation, proportional to
√
λmax(J)
λmin(J)
. Compressing the eigenspectrum of the
Jacobian therefore improves the speed of convergence through this proportionality. In
order to find a preconditioning matrix P such that the eigenspectrum of J is minimised
upon the operation P−1J , one derives the optimal first order change in the iterative
electron density. First, one seeks the matrix P such that the Newton update,
ρinn+1 = ρ
in
n + P (ρ
in
n − F [ρinn ]), (2.75)
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leads the system directly to convergence. The substitution ρinn,n+1 = ρ
∗+ δρinn,n+1 can be
made, and the KS map can be linearised about ρ∗ to give
δρinn+1 ≈ δρinn
(
I − P
(
1− δρ
out
n
δρinn
))
. (2.76)
As convergence is defined as δρinn+1 → 0, or
δρin1
(
I − P
(
1− δρ
out
n
δρinn
))n → 0, (2.77)
the optimal definition of P is given by,
I − P
(
1− δρ
out
n
δρinn
)
= 0 (2.78)
=⇒ P = −
(
1− δρ
out
n
δρinn
)−1
= −−10 . (2.79)
This is, in fact, the inverse of the density-density linear response or the static, indepen-
dent electron, charge dielectric of the KS system of electrons. If this object were known
exactly, convergence would be achieved in just one iteration, and thus accelerated den-
sity mixing schemes would be rendered redundant. That is to say, if one knew exactly
how the KS electrons were going to respond to a perturbation about the ground state
density, then, from any starting point within the linear regime, one could invert this
behaviour to obtain self-consistency immediately. In general, the KS dielectric is not
known, and is difficult to compute (as §2.4.1 will show). Therefore, one seeks a matrix
P that interfaces with the accelerated mixing schemes such that,
PJ−1n ≈
(
1− δρ
out
n
δρinn
)−1
. (2.80)
Ill-conditioning of the KS system is therefore mostly determined by the KS dielectric.
It is worth then exploring the nature of this object in order to identify the sources of
charge sloshing such that one can suppress them and, in turn, better condition the KS
system.
2.4.1 Preconditioning the Kohn-Sham System
Dropping the discretised (matrix) representation and dealing now with functional forms,
the density-density linear response function is defined by,
δρout(r) =
∫
dr′ (1− 0(r, r′))δρin(r′). (2.81)
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The response function answers the following question: if one perturbs the density at
r, what is the response of the KS density across all r′ such that it is linearly related
to the initial perturbation? The exact quantum mechanical dielectric (or susceptibility,
defined shortly) is ubiquitous to electronic structure theory across all levels of accuracy,
containing within it the excitation properties of a system. In general, it is a time-
dependent quantity, meaning a perturbation in the density is applied at time t, and
the system responds causally for all t′ > t. Moreover, this exact quantum mechanical
dielectric is built from the interacting susceptibility. That is, the object describing how
an interacting system responds to a perturbation in the external potential. Fortunately,
the optimal preconditioning matrix is built from the static (time-independent), non-
interacting KS susceptibility, which parametrises how the KS system responds to a
perturbation in the effective potential : χ(t − t′, r, r′) → χ0(r, r′). The former can be
recovered from the latter by means of an appropriately constructed Dyson equation
(see Ref. [55]). The restriction to static susceptibilities is crucial, as time is not being
considered a variable of the set-up here. Instead, the act of cycling through iterative
densities is a form of explicit time dependence, rather than the addition of time as an
implicit variable.
The source of ill-conditioning can therefore be studied by unpacking the static KS di-
electric. First, note that the entire density dependence of the KS Hamiltonian is through
both the exchange-correlation and Hartree potentials. Utilising the chain rule, the fol-
lowing expansion can be made,
0(r, r
′) = 1− δρ
out(r)
δρin(r′)
= 1−
∫
dr′′
δvinhxc(r
′′)
δρin(r′)
δρout(r)
δvinhxc(r
′′)
. (2.82)
Assuming a local exchange-correlation potential, the first and second term respectively
in the chain rule expansion are calculated through,
δρout(r) =
∫
dr′′ χ0(r, r′′)δvinhxc(r
′′), (2.83)
δvinhxc(r
′′) =
∫
dr′
(
Kc(r
′, r′′) +Kxc(r′, r′′)
)
δρin(r′), (2.84)
where Kc and Kxc are the Coulomb and exchange-correlation kernels, and χ0 now for-
mally defines the static, independent particle susceptibility. The KS dielectric now takes
the form,
0(r, r
′) = 1−
∫
dr′′
(
Kc(r
′, r′′) +Kxc(r′, r′′)
)
χ0(r, r
′′). (2.85)
Therefore, the condition of 0 becomes divergent if either Khxc or χ0 become divergent
(ignoring cancellations). The most prominent cause of ill-conditioning in the KS system
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is as a result of the Coulomb kernel. The reason for this becomes most transparent if
Eq. (2.84) is expressed in Fourier space as follows15,
δv˜inh (G) =
4pi
Ω|G|2 δρ˜
in(G), (2.86)
ignoring, for now, the exchange-correlation contribution. It is now easy to observe that
finite changes in the density for long wavelength Fourier modes will be amplified by a
factor of |G|−2. Therefore, any error in the δρ˜in also gets amplified by this divergent
factor, leading often to divergence of the scheme if one leaves this untreated. This
defines Coulomb sloshing, and an effective preconditioner to account for this behaviour
would be one that suppresses low G-vector components of the change in the density with
respect to the high G-vector components. In castep, the number of G-vectors increases
linearly with volume of the unit cell. Thus, Coulomb sloshing is typically a problem
when an input system has charge distributed across a large unit cell. For example,
Figs. (2.3)(b)-(f) depict the descent of the electron density of a graphene nanoribbon
(10A˚ gap in both aperiodic directions) into divergence as an unpreconditioned, linear
mixing scheme is used to converge the electronic structure. This example illustrates
some key characteristics of charge sloshing in any form. That is, in Fig. (2.3)(b), the
charge density is initialised with only a small error with respect to the correct answer,
Fig. (2.3)(a). This error then becomes amplified, as too much charge is moved to the
centre of the unit cell in Fig. (2.3)(c). The SCF cycle then overreacts again by moving
far too much charge to the edge of the unit cell, and so on. Note that, in the above
analysis, the effect of the exchange-correlation kernel on the condition of the KS system
was ignored. This is typically referred to as working in the random phase approximation
(RPA)16. In fact, the exchange-correlation kernel in, for example, the LDA, is not a
source of ill-conditioning as it is a smooth, parametrised polynomial of the electron
density only. An optimal preconditioner would include exchange-correlation effects, but
it is not necessary.
Interestingly, insulators (a finite KS energy gap at the Fermi energy), and metals
(overlapping bands across the Fermi energy) possess crucial differences relating to self-
consistency. The following argument is intended to highlight the result of this difference
in relation to charge sloshing, and therefore will be heuristic in nature. First, in a
simple, homogeneous metal, the susceptibility becomes constant. That is, χ0(G,G
′) =
γδ(G−G′), meaning the electrons are mobile across the metal in response to a pertur-
bation in the potential, parametrised by this constant. The eigenvalues of the dielectric,
15As will be detailed in §3, density mixing in castep is done in Fourier space.
16Although, a proper definition of the RPA within DFT is in how one recovers the interacting suscep-
tibility from the KS susceptibility via a Dyson equation.
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Figure 2.3: (a) The fully converged, correct electron density for an eight atom
graphene nanoribbon (top right) sliced across the width of the ribbon using precon-
ditioned Pulay mixing. (b)-(f) Progression of the electron density through the SCF
process using unpreconditioned linear mixing.
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defined in Eq. (2.85), for this example now become ∼ 1− γ|G|2 . Hence, a constant suscep-
tibility leads to Coulomb sloshing being maximally pronounced in simple metals. On the
other hand, insulators possess an effective ‘restoring force’ for electrons, i.e. the electrons
are no longer arbitrarily mobile, which manifests in the susceptibility in the following
way: χ0(G,G
′) ∼ η|G|2 [47, 56]. As a result, insulators tend to precondition themselves
against Coulomb sloshing, as the eigenvalues of the dielectric become ∼ 1 − η. This is
constant for all Fourier modes, hence, an optimal preconditioner for simple insulators is
an appropriately defined linear scaling parameter, α.
Ill-conditioning in the KS system now manifests in two additional cases: highly suscep-
tible metals, and inhomogeneous (part metal part insulator) systems. The problematic
nature of the former follows directly from the above arguments. The latter is prob-
lematic due to the behaviour of an optimal preconditioner needing to be fundamentally
different in the metallic and insulating regions, and therefore implicitly requiring inho-
mogeneity. This would be the case if one were performing a surface or slab calculation,
which involves a region of material and a region of vacuum.
A final source of ill-conditioning worth mentioning is that of band sloshing. It is funda-
mentally quite different to the other forms of sloshing discussed, and it occurs for systems
possessing a large density of states about the Fermi level. The reason for band sloshing
is as follows: the orbital occupancy is decided by identifying which bands (eigenvectors)
of the KS Hamiltonian are lowest in energy. So far, occupancy has been treated as a
binary variable; orbitals are either completely occupied or not. Therefore, when many
orbitals are close in energy about the Fermi level, it becomes difficult to assign such
a binary occupancy. The reason for this is that the mere act of occupying an orbital
results in an energy change for bands of the subsequent KS Hamiltonian. It is possible,
therefore, that a previously unoccupied band becomes lower in energy than an occupied
band (by nature of the bands being so close about the Fermi level). This band will then
become occupied for the subsequent SCF cycle, but in doing so, the now unoccupied
band could lower in energy again as a result of this change. Hence, certain systems
become impossible to converge with binary occupancies, due to a constant re-shifting of
band energies upon discontinuous occupancy. This is fixed in part by introducing the
notion of partial occupancies of KS orbitals. The density, for example, now takes the
form,
ρ(r) =
Nb∑
i=1
fi|ψi(r)|2, (2.87)
where fi ∈ R is the occupancy of orbital i, now lying in the interval [0, 1]. This has
implications relating to the fundamental nature of KS DFT, that will not be discussed
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here17. It suffices to note that one can effectively smear this occupancy across the Fermi
level according to some (not necessarily physical) smearing function in order to better
condition the self-consistency. For example, using the Fermi-Dirac distribution,
fi =
1
e(i−Ef )/T + 1
, (2.88)
for some electronic temperature, T . The entropic contribution to the energy as a result of
this effective finite temperature can be subtracted post-convergence, leading to the zero
temperature solution. This is not a concern from the point of view of preconditioning
density mixing schemes as defined above, but was worth mentioning in a section devoted
to ill-conditioning of the KS system.
2.4.2 Dielectric Models as Preconditioners
This section will be dedicated to reviewing attempts at preconditioning the self-consistent
cycles from literature, which will ultimately serve to motivate and put into context the
work done in §4. For reasons already discussed, most preconditioners typically restrict
to the RPA. Hence, the remainder of this work will set Kxc = 0. It was shown in the
previous section that constructing the optimal preconditioner amounts to calculating
the KS susceptibility exactly, and in turn calculating the exact inverse KS dielectric.
This is typically done in Fourier space, where the inverse dielectric takes the form
−10 (G,G
′) =
[∫
dG′′
(
δ(G−G′)−Kc(G′,G′′)χ0(G,G′′)
)]−1
. (2.89)
There is a subtlety introduced here: if Kc(G
′,G′′) is defined to be the Fourier transform
of the Coulomb kernel,
Kc(G
′,G′′) =
4pi
|G′′|2 δ(G
′ −G′′), (2.90)
then χ0(G,G
′′) is not the Fourier transform of the real space susceptibility as defined
above due to the convolution required in Eq. (2.83). This is a key concern of the work
to follow, and the relationship between the real and Fourier space susceptibilities will be
defined more precisely in §3.4. Ignoring this for now, the optimal update in the density
in a discrete representation is given by
δρinn =
(
I −Kcχ0
)−1
R[ρinn ], (2.91)
17For example, the Levy-Lieb constrained optimisation now requires not only a search over all N -
representable densities, but also over all occupancies such that
∑
i fi = N for fi ∈ [0, 1].
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without reference (yet) to any accelerated schemes such Pulay mixing. The most natural
starting point in computing Eq. (2.91) would be to consider an exact expression for
the KS susceptibility. Following the mathematics of linear response theory applied to
independent particle systems, Adler [57] and Wiser [58] separately derived the exact
expression for the KS susceptibility,
χ0(r, r
′) =
Ne∑
n=1
Nb∑
m=Ne+1
ψn(r)ψ
∗
m(r)ψ
∗
n(r
′)ψm(r′)
n − m , (2.92)
known as the Adler-Wiser equation. This equation can be expanded in a planewave
basis for Bloch wavefunctions, yielding
χ0(G,G
′) =
∑
k∈1BZ
Nb∑
n,m=1
(fn,k − fm,k)〈n,k|e
−iG.r|m,k〉〈m,k|eiG.r|n,k〉
m,k − n,k . (2.93)
Importantly, this expression involves a sum over all unoccupied bands of the KS Hamil-
tonian. Therefore, preconditioning with the exact susceptibility in this form is not a
practical approach in a planewave basis, as it involves at least an ∼ O(N3G) compu-
tation (see §2.2.3). Nonetheless, an attempt at implementing this expression exactly
for small systems (with a very low cut-off energy) was made in 1982 by Ho, Ihm, and
Joannopoulos – the ‘HIJ’ method [59]. As Ref. [47] notes, constructing and applying
this susceptibility is in fact an O(N4G) operation with a large prefactor. As such, it
is not used in state-of-the-art electronic structure calculations. However, this method
serves as a useful proof of concept for the following work. That is, if the exact linear
response is known, convergence to a self-consistent solution can be achieved in O(1)
iterations, even for the complex interfaces studied in Ref. [59]18. Since 1982, multiple
attempts have been made at simplifying this expression aiming to either suppress the
prefactor, or the scaling [10, 60, 61]. To highlight one in particular, Gonze (of abinit)
and Anglade in 2008 were able to devise a method whereby all unoccupied bands need
not be calculated – the ‘extrapolar’ method [10]. Instead, the susceptibility is calculated
exactly for n,m ≤ Ne, and the unoccupied orbitals are approximated by planewaves,
allowing a ‘closure relation’ in the ‘infinite’ sum to be utilised. The details are not
important here, it being sufficient to note that the computational scaling (now O(N4e ))
and prefactor remain impractical, especially for large systems. Preconditioning using an
explicit, exact expression for the susceptibility has thus achieved limited success so far.
The Adler-Wiser equation is not the only technique to compute the susceptibility exactly.
The susceptibility can also be calculated with a series of numerical derivatives of the
KS map, which is perhaps a more conceptually straight forward technique. That is, the
18The exact linear response here implicitly includes all inhomogeneities of the system at hand, also
know as the ‘local field effects’.
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KS system is perturbed for a single planewave G, then the response of the KS system
is computed across all G′. This would produce one column of the susceptibility matrix,
and a full construction χ0 would require NG of these numerical derivatives. Again, this is
clearly impractical, but the idea itself can be utilised by noticing that one simply needs
the application of the dielectric on a vector (the residual), not the full matrix. This
application can be performed by taking only one numerical derivative of the KS map, or
by use of the Sternheimer equation [62]. This concept will be elaborated further when
discussing potential future work in §5.2. There has been, so far, no universally adopted
techniques that improve the self-consistent process by treating the susceptibility exactly.
This motivates the use of a dielectric model in an attempt to capture the characteristic
behaviour of charge screening in KS DFT without making explicit reference to the input
system at hand. In principle, this model would be derived analytically, producing little
additional computational overhead. By far the most successful dielectric model for
preconditioning SCF cycles has been the so-called Kerker preconditioner [63]. Based
on the work of Manninen et al. [64], an analytic expression is derived for the inverse
dielectric of the homogeneous electron gas (HEG). The Kerker form can thus be obtained
by first considering the linear response in real space of a homogeneous and isotropic
system, χ0(r, r
′)→ χ0(|r − r′|), satisfying
δρout(r) =
∫
dr′ χ0(|r − r′|)δvinh (r′). (2.94)
This expression is a convolution over the input potential, and therefore takes the form
of a product in Fourier space,
δρ˜out(G) = χ˜0(|G|)δv˜inh (G). (2.95)
This susceptibility is local and homogeneous in Fourier space, and the corresponding
inverse KS dielectric is
−10 (|G|) =
(
I − 4pi|G|2 χ˜0(|G|)
)−1
. (2.96)
The final step in obtaining the Kerker form is to identify the susceptibility of Eq. (2.95)
with the Thomas-Fermi screening wavevector resulting from Thomas-Fermi (TF) theory
applied to the HEG [28]19. Within this framework, the susceptibility becomes constant
for all Fourier modes, leading to χ0 = k
2
tf ∼ constant. The magnitude of the TF
wavevector, and hence the susceptibility, is controlled entirely by the HEG density pa-
rameter, rs. The Kerker preconditioner is now given in its fully parametrised form
19Thomas-Fermi theory applied to the HEG comes with a certain set of approximations. For example,
the induced potential from an external perturbation is slowly varying in space (see Ref. [28]).
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as
−10 (|G|) = α
(
1 +
|G0|2
|G|2
)−1
= α
|G|2
|G|2 + |G0|2 , (2.97)
where |G0|2 = 4pik2tf is now a parameter of the scheme, along with the linear mixing
parameter α from §2.3.320. In part due to its simplicity, the Kerker preconditioner
has seen astonishing success in stabilising and accelerating self-consistency in KS DFT
calculations. The mixing parameter α serves the same purpose as in §2.3.3, which is
to ensure the spectral radius of the Jacobian is below unity. The parameter |G0| now
describes the degree of ‘metallicity’ of an input system. That is, in the limit of |G0| = 0,
the preconditioner reduces to the linear mixing parameter for all Fourier modes, which
was shown to be the optimal preconditioner for simple insulating systems. Increasing
|G0| acts to further suppress low magnitude G-vectors components of the density update.
The more susceptible an input, the more it is prone to Coulomb sloshing, and a higher
|G0| is required. Kresse et al. [46] suggest the parameters α = 0.8 and |G0| = 1.5A˚−1
perform adequately across a range of input systems, and are therefore also the default
parameters in castep. A plot demonstrating how the Kerker preconditioner weights
components of the density to counteract Coulomb sloshing for three characteristic values
of |G0| is given in Fig. (2.4).
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Figure 2.4: The Kerker form across a set of typical input parameters for α = 0.8.
20This is, in fact, the static limit of the Lindhard dielectric [65] for the case of TF theory applied to
the HEG.
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A key reason for the success of the Kerker preconditioner is that it interfaces well with
accelerated mixing schemes. That is, the Kerker form often successfully compresses the
eigenspectrum of the iterative Jacobian when using Broyden or Pulay mixing at each
iteration. As such, the Kerker form is used almost exclusively to augment accelerated
mixing schemes, rather than as a stand-alone mixing scheme. This is unlike exact calcu-
lations of the susceptibility above, which typically do not interface well with accelerated
mixing schemes. Instead, direct dielectric mixing is used due to the inherent accuracy
and system-dependence in the construction of the exact susceptibility. The major draw-
back of Kerker preconditioning is that it involves an entirely homogeneous model of
the dielectric, meaning self-consistency can be hindered for highly inhomogeneous input
systems. Moreover, there is no scope for systematically identifying input dependent fea-
tures (e.g. vacuum gaps), and adapting parameters on-the-fly. This is in part due to the
complexity of the HEG dielectric in real space, involving an integral over a Yukawa-type
screening kernel (see Ref. [64] and §3.4). Identifying system dependent features is most
easily done in real space, thus a degree of transparency is lost with no obvious Kerker
form in real space. Many simple extensions to the Kerker form for preconditioning have
been proposed. These typically involve including a |G|-dependence in χ0 in such a way
that better treats insulating and semiconducting systems [66, 67]. For example, Zhou et
al. [68] utilise an extension of TF theory to insulators, originally derived by Resta [69].
This leads to a dielectric model of the form
−10 (|G|) =
|G|2
|G|2 + f(|G|) , (2.98)
f(|G|) = α sinc(|G|β)
γ
, (2.99)
where α, β, and γ are parameters of the model. While this may provide a better treat-
ment of screening in semiconductors and insulators from a physical perspective, the core
drawbacks of the Kerker preconditioner remain. That is, the model is still homogeneous,
and improvements pertaining to convergence are generally minimal and entirely param-
eter dependent. Therefore, the work presented in §3.4 and §4.4 will attempt to strike a
middle ground between the dielectric models presented here, and an exact computation
of the susceptibility. This will be done by implementing a framework that implicitly
includes inhomogeneity of the input system through an on-the-fly computation of a sus-
ceptibility model in real space. This will be similar in nature to work done in Refs. [47]
and [70], which provide systematics for constructing the Kerker preconditioner in real
space.
Methodology
This chapter will detail the methodology employed by the following work in an attempt to
improve density mixing. First, a note on the numerical implementation of density mixing
within castep will be given. Following this, the Marks & Luke and Periodic Pulay
mixing schemes will be presented and discussed, including implementation specific details
pertaining to castep in particular. Lastly, a framework for including imhomogeneity
in the preconditioner will given. The scope for improvement with such a framework in
place will be considered using two preliminary models.
3.1 Density Mixing in CASTEP
Density mixing within castep is done in Fourier space. This means the output density
from the KS orbitals is first Fourier transformed, then the mixing scheme is applied
and the subsequent iterative input density is inverse Fourier transformed in order to
construct the corresponding KS Hamiltonian. Density mixing in Fourier space has a
number of advantages. First, one can make the observation that the exact KS dielectric
in Fourier space for both insulators and metals tends to unity in the limit of increasing
|G| [46, 65]. Therefore, the optimal update in the density for these Fourier modes is in
fact a fixed point update, i.e. no mixing needs to be done for |G| > |G|cut-off. This allows
one to define a ‘mixing sphere’ in Fourier space whereby all density components inside
the sphere are fed into the mixing scheme, and the remainder are left unchanged. The
computational and memory overhead of density mixing is thus drastically reduced at no
loss to the mixing scheme, the only caveat being that two extra FFTs on the full grid
are required. In addition to this, the |G| = 0 component of the density is explicitly not
mixed, as fixing this component amounts to conserving net charge. A direct result of
mixing in Fourier space is that all densities are now complex objects, therefore care must
be taken to appropriately mix both the imaginary and real components of the density
correctly.
43
3. Methodology 44
It was shown in §2.4.1 that for metallic systems Coulomb sloshing is pronounced, mean-
ing the low G-vector components of the density update should be suppressed accordingly
with a preconditioner. In this vein, Kresse et al. [46] also define a mixing metric with
which to evaluate scaler products of the density,
〈ρinn |ρoutn 〉 =
Nb∑
i,j=1
gij(ρ
in
n )i(ρ
out
n )j , (3.1)
gij =
|G|2i + |G1|2i
|G|2i
δij . (3.2)
The parameter |G1| describes the extent to which lowG-vector components of the density
are suppressed in the scalar product. This is typically defined such that the longest
wavelength Fourier mode is weighted approximately twenty times less than the shortest
wavelength Fourier mode. The introduction of the mixing metric therefore provides
a systematic method of dealing with Coulomb sloshing within a mixing scheme that
becomes inherent to the scheme.
Finally, it is worth noting the effect of initial random seed on density mixing. The
purpose of the random seed in castep is to initialise the wavefunctions for the iterative
diagonaliser. One would expect therefore that the iterative diagonaliser would converge
appropriately, and the output density would have no dependence on the random seed. In
practice however, the wavefunctions do not need to be fully converged at each SCF cycle,
as the majority of SCF cycles solve the KS equations with an unconverged (non-physical)
density. Hence, convergence of the iterative diagonaliser is defined such that the general
behaviour of the KS system is captured, but with a certain liberty taken in the tolerances
as the interim solutions will not be used to determine physics. It is possible that this
error could affect some schemes more than others, and it indeed produces some variance
in the number of SCF cycles taken to converge for otherwise identical input systems.
However, this difference is typically small, and it is not expected that the nature of the
random seed will alter any of the conclusions drawn from the testing in §4 unless stated
otherwise.
3.2 Marks & Luke
The Marks & and Luke scheme of Ref. [12] is an extension to Broyden’s class of methods
whereby the iterative Jacobian is determined by solving a set of secant equations utilising
the entire iterative subspace, rather than just the most recent iterations’ data. Hence,
the Marks & Luke scheme is a multisecant Broyden method. This extension is relatively
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simple: one solves the same constrained optimisation problem as in Eq. (2.56),
min
Jn∈S
||Jn − Jn−1||2f , (3.3)
but the set S now defines the secant condition over the entire history of densities and
residuals. That is,
S := {Jn | Jn ∈ CNG×NG , JnSn = Yn} (3.4)
where the objects Sn, Yn ∈ Cm×NG now define a column of density and residual differ-
ences respectively over the m-dimensional subspace of iterates,
Sn := [∆ρ
in
n−m, . . . ,∆ρ
in
n ], (3.5)
Yn := [∆Rn−m, . . . ,∆Rn]. (3.6)
The solution to this constrained optimisation follows the same procedure as in §2.3.4
under the substitution ∆ρinn → Sn and ∆Rn → Yn, yielding
Jn = Jn−1 + (Yn − Jn−1Sn)(S†nSn)−1S†n, (3.7)
J−1n = J
−1
n−1 + (Sn − J−1n−1Yn)(Y †nYn)−1Y †n . (3.8)
These define the multisecant variant of Broyden’s first and second methods respectively,
hereafter MSB1 and MSB2. Substituting Eqs. (3.7) and (3.8) into the Newton update
formula gives
ρinn+1 = ρ
in
n + P (I − YnAn)Rn − SnAnRn, (3.9)
for some preconditioning matrix P , where An defines MSB1 and MSB2 via
AMSB1n := (S
†
nYn)
−1S†n, (3.10)
AMSB2n := (Y
†
nYn)
−1Y †n . (3.11)
There is in fact an error in the Marks & and Luke paper here, where Eq. (3.9) has an
incorrect sign that is propagated throughout the paper.
The update in Eq. (3.9) now needs to be adapted specifically for numerical implemen-
tation within KS DFT. First, note that there is a possibility of divergence due to the
inversion in the definition of An. Similar to Pulay’s DIIS, divergence occurs if the it-
erative densities are not strongly linearly independent, or when the residual becomes
too small close to convergence. The latter can be treated by including some form of
regularisation in the inversion. This is done using Tikhonov regularisation, i.e. a scalar
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parameter γ is added to the diagonal of the argument of the inversion1. Furthermore,
the scheme is normalised by introducing the vector
Ψn = diag(||∆Rm−n||−1, . . . , ||∆Rn||−1), (3.12)
which simply acts to scale the scheme, and will not change the underlying behaviour.
With these numerical considerations in place, the update matrices take the form
AMSB1n := Ψn(ΨnS
†
nYnΨn + γI)
−1ΨnS†n, (3.13)
AMSB2n := Ψn(ΨnY
†
nYnΨn + γI)
−1ΨnY †n . (3.14)
The final contribution of Marks & Luke to the scheme was to redefine the density and
residual history matrices in the following way. First, notice that the current definitions
of Sn and Yn in Eqs. (3.5) and (3.6) populate the i
th row with the density and residual
differences defined as
∆ρini = ρ
in
i −∆ρini−1, (3.15)
∆Ri = Ri −Ri−1. (3.16)
That is, the iterative Jacobian is required to satisfy the set of secant conditions as they
were defined in the past iterations, see Fig. (3.1) (left). There is no a priori reason to
suggest that this set of secant conditions provides better information than a set of secant
conditions centred around the current iteration, i.e. redefine
∆ρinn,i := ρ
in
n −∆ρini , (3.17)
∆Rn,i := Rn −Ri, (3.18)
at every iteration for all i ∈ [n−m− 1, n− 1], Fig. (3.1) (right). This re-centring of the
secant condition at every iteration amounts to treating the history of data as sample
points in a phase space, rather than than the contiguous path of all secant conditions
cycled through in the history toward convergence.
Lastly, a note will be given on the differences between above scheme, and the scheme
originally presented by Marks & Luke in Ref. [12]. Namely, the Marks & Luke scheme
was implemented in wien2k, an all-electron, augmented planewave approach2 [13]. As
this implementation involves a partially real space basis set, density mixing is also done in
real space. Thus, the Marks & Luke methodology was re-derived with complex densities
1Marks & Luke suggest a value of γ = 10−4 for the regularisation parameter. This value will also be
used in the remainder of this work.
2Augmented planewave (APW) implementations involve some mix of atomic orbital basis functions,
and planewaves.
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Figure 3.1: Snapshot on the sixth iteration of a decreasing residual (y-axis) as ρini
(x-axis) moves through phase space toward convergence. Each node ( ) denotes the
information {Ri, ρini }. A secant condition is thus defined as the finite-difference equation
between any two nodes in the phase space to be satisfied by the Jacobian, denoted by
a black arrow. (Left) The secant conditions are fixed and defined contiguously with
increasing i. (Right) The re-centering of the Marks & Luke scheme now defines all
secant conditions with respect to data on the most recent iteration, i = 6.
in mind, resulting in the conjugate-transposes defined above. Moreover, the treatment
of core electrons in wien2k leads to an entirely different preconditioning approach that
is not applicable to density mixing in castep. As such, the dielectric preconditioning
of §2.4.1 was adapted appropriately for the Marks & Luke scheme.
3.3 Periodic Pulay
A generalisation of Pulay’s DIIS has been proposed by Banerjee et al . in Ref. [14],
hereafter referred to as the Periodic Pulay mixing scheme. The concept behind Periodic
Pulay is as follows. Traditional Pulay mixing involves an extrapolation over the subspace
of iterative densities, thus finding the best (least squares) fit to the converged density
that this subspace allows. If one element of the subspace were particularly ‘close’ to
the self-consistent solution, the DIIS would weight this element in the basis higher than
other elements. Indeed, if the converged density ρ∗ were a member of the subspace, the
DIIS would weight this element with unity, and zero the rest. Naturally, the efficacy of
the DIIS depends entirely on the sample of information in the history. One can notice
therefore that linear mixing will contribute a different type of information to the history
than a DIIS step. That is, a linear step tends to be efficient for either low or high
wavelength Fourier components of the density, but not both, depending on the linear
mixing parameter. Ill-conditioning of the exact dielectric prevents the linear step from
being efficient in and of itself. However, linear mixing has the potential add information
to the history that perhaps would not have been explored in DIIS steps, by nature of
the step itself not being efficient. Thus, the idea of the Periodic Pulay method is to
3. Methodology 48
perform linear mixing steps in between DIIS steps, in hopes that the extrapolation over
the history becomes more efficient. The algorithm to implement this is as follows.
Algorithm 1: Periodic Pulay Mixing
Input: ρin1 , σ, tol, k
Output: ρinn = ρ
out
n = ρ
∗
• while ||Ri|| < tol
Ri = ρ
out
i − ρini
Add {ρini , ρouti } to history
if (i+ 1)/k ∈ N
ρini+1 ← DIIS
else
ρini+1 ← ρini + σRi
end if
• end while
In words, one takes k− 1 linear steps between every DIIS step, where the scaling of the
linear step is controlled by σ. In the limit k → ∞ the scheme becomes linear mixing,
whereas k = 1 defines Pulay mixing. Ref. [14] suggests the algorithm performs best with
k ∼ 3 and σ ∼ 0.1; results for this scheme are given in §4.3.
3.4 Susceptibility Model
Dielectric models such as Kerker form, or simple extensions to the Kerker form, were
shown to be inadequate for treating inhomogeneous systems. This is largely due to an
inability of the model, and implementations of the model, to include a systematic input-
dependence. Any input-dependence is required to be included explicitly by appropriately
adjusting input parameters. Even with a perfect parameter set, there is no possibility
for treating inhomogeneity. This aim of this section two-fold. First, the complications
in constructing the Kerker preconditioner in real space will be discussed. The difficulty
of including an inhomogeneous r-dependence in the susceptibility will thus become ap-
parent. To remedy this, a framework will be detailed whereby one can propose an
r-dependent model of the susceptibility, and use this to precondition the self-consistent
cycles in a computationally efficient manner. This will allow one to implicitly include
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inhomogeneity via this r-dependence, while circumventing the computational expense of
constructing the real space Kerker preconditioner. Finally, two preliminary, physically
motivated models to be tested in §4.4 will be presented.
The difficulty in constructing the Kerker form in real space is highlighted well in Refs.
[47, 64, 70]. To give a brief overview, one seeks the dielectric response of the HEG
when subject to a perturbation in the charge density, δρinduced(r) (caused, for example,
by placement of a test charge in the system). Under the assumptions of TF theory,
this perturbation in the density results in a constant and local perturbation to the
electrostatic field in the medium,
δρinduced(r) =
k2tf
4pi
δv(r), (3.19)
which is to say the susceptibility is constant. Here, δv(r) is introduced as the change in
the potential that will propagate throughout the medium as a result of the perturbation
in the density. One can thus solve the relevant Poission equation to determine how the
medium will respond to this perturbation,
∇2δv(r) = −4piδρinduced(r) = −k2tfδv(r), (3.20)
=⇒ δv(r) ∼ e
−ktf|r|
|r| . (3.21)
Therefore, a test body of charge q placed at r will not, as one might expect, result in
the medium experiencing the Coulomb potential for all r′ 6= r. Instead, the Coulomb
potential is screened by a factor which decays exponentially away from r over some
characteristic length scale k−1tf . This defines the Yukawa potential, Eq. (3.21). To capture
the dielectric response of the HEG in real space hence requires a non-local integral over
the Yukawa kernel3. This is, in fact, the form in which the Kerker preconditioner was
originally proposed by Manninen et al. in Ref. [64]. The non-local nature of the dielectric
renders real space Kerker preconditioning inefficient. However, if the mixing were to be
done in real space, one can still apply the operators in Fourier space. A computationally
efficient application of the Kerker preconditioner to a real space object is as follows.
First, an accelerated mixing scheme is used to determine the unpreconditioned update
in real space, J−1n R[ρinn (r)] := b(r). Then, the preconditioned update, δρn(r), solves the
linear system, (
I −Kcχ0
)
δρn(r) = b(r). (3.22)
Since χ0 is constant and Kc is diagonal in Fourier space, the solution to this linear
system becomes straight forward. One simply performs a Fourier transform to obtain
3Alternatively, one can solve a modified Poission equation on a real space grid, as is done in Ref. [70].
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b˜(G), inverts the dielectric, applies it to b˜(G), and then inverse Fourier transforms to
obtain δρn(r). This procedure thus defines Kerker preconditioning when mixing is done
in real space.
The difficulty of including inhomogeneity now becomes apparent. Instead of the suscep-
tibility being constant across the entire unit cell, leading to χ0(r, r
′) = γδ(r − r′), the
following work now seeks to include a local r-dependence to capture the inhomogeneity,
χ0(r, r
′) = ψ(r)δ(r− r′). The object ψ(r) now defines some model for the susceptibility,
yet to be derived. Therefore, within this framework, the susceptibility is not diagonal in
Fourier space. Hence, the dielectric is diagonal in neither space, meaning the solution
to the linear system in Eq. (3.22) has become non-trivial.
In order to solve Eq. (3.22) with an r-dependent susceptibility, one could start by con-
structing χ˜0(G,G
′) directly from ψ(r). This turns out to be inefficient for various
reasons, but will serve to highlight key features of the framework, and will hence be
detailed. If the linear response functions are defined in the following way,
δρout(r) =
∫
dr′ χ0(r, r′)δvh(r′), (3.23)
δρ˜out(G) =
∫
dG′ χ˜0(G,G′)δv˜h(G′), (3.24)
then it is clear that χ˜0(G,G
′) 6= F [χ0(r, r′)] as a two-dimensional convolution is re-
quired. However, one can notice that if the real space response is local, then the Fourier
space response becomes a Toeplitz matrix. That is, for some local susceptibility ψ(r),
the corresponding Fourier space response is
χ˜0(G,G
′) = ψ˜(G−G′) (3.25)
where ψ˜(G) = F [ψ(r)], which defines the functional form of a Toeplitz matrix. Once the
Toeplitz matrix of ψ˜(G) has been constructed, the linear system in Eq. (3.22) now defines
a Toeplitz system, which can be solved in O(NG log2NG) operations [71]. However, this
method remains impractical for large systems, both in terms of memory (constructing
the Toeplitz matrix) and computational (solving the resultant linear system) overhead4.
An efficient method to solve Eq. (3.22) is thus required, suitable for NG ∼ O(105)
calculations. This was done by utilising an iterative diagonaliser, and the algorithm is
outlined as follows.
4Initially, this was the method used to construct the preconditioner and the difficulties discussed
became apparent in testing.
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Algorithm 2: Solve
(
I −Kcχ0
)
x˜(G) = b˜(G)
Input: The vector to be preconditioned J−1n R[ρinn (G)] := b˜(G)
Output: The preconditioned vector x˜(G)
• Initial guess: x˜0(G)
• Store the initial guess: x˜′0(G)← x˜0(G)
• Transform to real space: x0(r)← F−1[x˜0(G)]
• Apply the susceptibility: x0(r)←
∫
dr′ψ(r′)δ(r− r′)x0(r′)
• Transform to Fourier space: x˜0(G)← F [x0(r)]
• Apply the Coulomb kernel: x˜0(G)← Kc(G)x˜0(G)
• Compute and store the final result: x˜0(G)← x˜′0(G)− x˜0(G)
• Construct the residual: r0 = x˜0(G)− b˜(G)
• if ||r0|| < tol
exit: x˜′0(G) is the solution
• else
update via an iterative algorithm: x˜1(G) = x˜
′
0(G) + . . .
• Repeat until convergence of the iterative solver
This algorithm requires two FFTs and 2NG floating point multiplications per step in the
iterative solver (ignoring solver specific constructions). If the iterative solver converges in
O(10) iterations, there is an additional computational overhead of approximately twenty
FFTs and ∼ 20NG floating point multiplications. This is negligible as castep executes
O(106) FFTs in a typical calculation [72]. Moreover, the storage requirements are min-
imal as only O(1) NG-length vectors are needed. Therefore, the methodology presented
defines a computationally and memory efficient procedure for applying an inhomoge-
neous preconditioner in Fourier space. The preconditioner is now entirely specified by
the susceptibility diagonal, ψ(r). Before determining some preliminary models for ψ(r),
a note on the implementation of the above algorithm can be given. Namely, an iterative
solver must be chosen that is appropriate for the above scheme. Initially, the (diago-
nally preconditioned) Jacobi and Gauss-Siedel solvers were tested [73]. However, these
were eventually found to be insufficient. The reason for this is that both the Jacobi
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and Gauss-Siedel solvers require the linear system to be diagonally dominant5. The
optimal value for the susceptibility in vacuo is χ = ψ = 0 (detailed shortly). Therefore,
for input systems containing above some threshold amount of vacuum, the Jacobi and
Gauss-Siedel solvers tended to diverge. This was remedied by implementing a conjugate
gradient algorithm, the method for which can be found in Ref. [73]. Note, however, that
this is still a preliminary treatment designed for testing purposes only. A truly optimal
solver here would require a more careful consideration of the linear system at hand. For
example, to improve robustness, one could consider implementing a Krylov-subspace
based method such as the GMRES detailed in §2.3.6. As it stands, the vanilla conjugate
gradient method was found to be sufficient in converging every model and input system
tested in §4.4.
One now simply needs to derive an inhomogeneous model for the susceptibility, and run
it through the above scheme. The first model for ψ considered in this work is derived
by noticing that the exact susceptibility for the vacuum is zero. That is, the dielectric
response of the vacuum is unity. Therefore, one can define ψ in the following way,
ψ(r) =0 for ρoutn (r) in vacuum (3.26)
ψ(r) =γ for ρoutn (r) in bulk,
such that the bulk is treated with the Kerker model, and the vacuum is treated exactly.
It is expected that this model will perform well for surface or slab input systems, and
perform approximately equivalently to Kerker preconditioning for bulk systems. This
model will hereafter be referred to as the vacuum scaled (VS) susceptibility model.
The second model, inspired in part by the work of Scherlis et al. [74], parametrises the
susceptibility with a smooth density dependence of the following form
ψ(r) = α
(
ρoutn (r)
ρ0
)β
, (3.27)
for some α, β, and normalisation ρ0. Ideally, the parameters α and β are derived from
physical theory to give a well-motivated, unique model. This is done in the following
work by considering an inhomogeneous variant of TF theory. That is, the TF screening
wavevector is typically derived in terms of a constant HEG density ρheg0 , given by
k2tf = 4
(
3ρheg0
pi
)1/3
, (3.28)
5In fact, Gauss-Siedel requires the system to be diagonally dominant or symmetric and positive
definite. However, while the KS dielectric presented here is manifestly symmetric, it is not necessarily
positive definite. Positive-definiteness depends on the model of ψ.
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where ρheg0 is determined by the HEG density parameter, rs (see Ref. [28]). One can now
take a similar approach to §2.4.1 by identifying the susceptibility with the TF screening
wavevector, and considering the following inhomogeneous extension,
ψ(r) = 4
(
3ρoutn (r)
piρ0
)1/3
, (3.29)
hereafter referred to as the inhomogeneous Thomas-Fermi (ITF) model. Again, it is
expected that this model will provide an improved treatment for slab and surface systems
due to it possessing the correct vacuum limit, ψ → 0 as ρoutn → 0. Furthermore, a density
dependence of this form is expected to provide a more nuanced treatment of the charge
screening resulting from ‘rapid’ (on the scale of the unit cell) variations in the density
– so-called ‘local field effects’ [65]. However, this preconditioner is not expected to
improve ill-conditioning due material interfaces that include both metallic and insulating
regions. This is because appropriate preconditioning would require determination of the
electronic behaviour of each region.
Results and Discussion
Density mixing schemes will be judged and compared on two criteria: efficiency and
reliability. Efficiency will be measured using iteration count, rather than wall clock
time, as they are equivilent in the present context. That is, when performing density
mixing, the time expended is assumed to be negligible compared to that of diagonalising
the Hamiltonian for all schemes presented. This was explicitly detailed in §3.4 for the
susceptibility model, and a similar logic follows directly for the Periodic Pulay and Marks
& Luke schemes. Reliability (or robustness) is defined as in the following work as the
ability of a mixing scheme to converge at all, not considering the number of iterations it
takes to achieve this convergence. Clearly, then, one needs to quantify how one weights
reliability versus efficiency for density mixing. For a default method, reliability is, in
some sense, more important than efficiency. Thus, any of the schemes to follow that are
able to converge a wide range of systems without failure will be compared favourably
against less reliable, but perhaps more efficient, schemes. That is, of course, as long as
this decrease in efficiency is not by any more than an O(1) factor (at risk of density
mixing becoming a worse EDFT).
With a rubric in place to judge competing methods, one can now question what improve-
ments are realistically achievable in order to set a standard for the following schemes.
The absolute best-case-scenario for denisty mixing methods would be to match the effi-
ciency and reliability of a scheme utilising an exact susceptibility computation. It was
derived in §2.4.1 that a scheme preconditioned with an exact susceptibility would con-
verge in just one iteration from an initial guess within the linear response regime. In
practice however, the initial guess is not within the linear response regime, especially
for increasingly electronegative systems. For example, Magnesium Oxide consists of an
ionic lattice of Mg2+ and O2−, but the initialisation of the charge density will not reflect
this bonded structure, instead initialising the lattice with a more covalent character.
Accounting for this, the best-case-scenario would be convergece across all input systems
in 3-7 iterations, as concluded by Ref. [59]. Increasingly sophisticated and tuned denisty
mixing schemes should thus approach the limit of 3-7 iterations across all input systems.
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4.1 The Test Suite
In order to properly assess the efficiency and robustness of any changes made to castep,
a suite of representative test systems is constructed and motivated. In creating this
test suite, a particular emphasis was put on sloshing prone systems (see §2.4.1). This
includes: systems with a large vacuum gap, interfaces, supercells, and metals. Further-
more, the test suite also contains certain types of difficult-to-converge systems that were
not detailed in previous sections. This includes: far-from-equilibrium systems (such as
those generated by AIRSS [75]) and transition metal compounds. The full set of ma-
terials included in the test suite, and motivations for each, are provided in Appendix.
B.
When a representative comparison is done utilising the full test suite, the following DFT
parameters are used.
– Exchange-correlation functional: Perdew, Burke & Ernzerhof (PBE) [76]
– Cut-off energy: converged to approximately 0.03 eV/atom
– Spin unpolarised
– Monkhorst-Pack k-point spacing: 0.05A˚−1
Any analysis on individual systems will also use these parameters, unless stated other-
wise. As an exemplar, the test suite can be used to compare the two standard density
mixing methods in castep: Broyden’s method (Johnson’s variant [51]), and Pulay’s
method, both Kerker preconditioned. From Fig. (4.1) it can be seen that Pulay mixing
results in a significant improvement over Broyden mixing. For one system, a far-from-
equilibrium phase of TiK, Broyden mixing even diverges where Pulay mixing is able
to converge1. The total number of SCF cycles taken to converge the test suite can be
calculated. By this method, Pulay mixing was found to be approximately 14% more
efficient than Broyden mixing. Moreover, Pulay mixing appears to be more robust, al-
though a methodical study of robustness here is yet to be done. The caveat, however, is
that Pulay’s method requires the inversion of a potentially singular matrix when close
to convergence. This can be fixed with relative ease by including some form of regular-
isation that does not interfere with the scheme. Therefore, it is suggested that perhaps
Pulay mixing be made the default density mixer in castep.
1In fact, after some preliminary analysis on AIRSS output, it was often found to be the case that
Pulay mixing was significantly more robust than Broyden mixing.
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Figure 4.1: Comparison of the SCF cycles to converge for Broyden’s and Pulay’s
methods using the test suite. Data points in the lower triangle signify an improvement
for Pulay’s method, whereas data in the upper triangle signify an improvement for
Broyden’s method, as labelled. Data points lying on the edge of the plot have failed to
converge. The ‘net winner’, by total number of SCF cycles over the whole test suite, is
coloured green.
4.2 Marks & Luke
The results of Fig. (4.1) demonstrate that the most effective default scheme in castep
for achieving self-consistency is Kerker preconditioned Pulay mixing. Hence, Kerker
preconditioned Pulay mixing will be taken as the reference method of comparison for
all subsequent testing. First, the Marks & Luke scheme of §4.2 will be tested for a fixed
maximum history length of m = 30. Furthermore, unless stated otherwise, the default
castep Kerker preconditioner parameters will be used: α = 0.8 and |G0| = 1.5A˚−1.
In the original work of Marks & Luke, the scheme was preconditioned using a (safe-
guarded) linear scaling parameter. Therefore, an initial test of both MSB1 and MSB2 is
provided preconditioned with a simple linear scaling parameter in an attempt to match
the results of Marks & Luke, thus verifying the correctness of the implementation. This
amounts to setting the preconditioning matrix P in Eq. (3.9) equal to a scalar constant,
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σ. After a preliminary parameter analysis, it was found that σ = 0.5 gave the most reli-
able and efficient results across the test suite2. As expected, Fig. (4.2) demonstrates that
neither MSB1 nor MSB2 in this form are able to provide a systematic improvement over
dielectric preconditioned Pulay mixing. However, the nature of linear preconditioning
as discussed in §2.4.1 is highlighted well here. That is, one can achieve far more efficient
convergence for simple insulating systems, at the cost of robustness across the whole
test suite. It appears that MSB2 is both more robust, and more efficient than MSB1, in
agreement with the conclusions of Marks & Luke. The MSB2 scheme fails to converge
for two systems, whereas the MSB1 scheme fails to converge six systems and is 10% less
efficient than MSB2. Interestingly, this behaviour possesses similarities to elementary
implementations of Broyden’s method. That is, B2 (‘Broyden’s bad method’) involv-
ing updating the inverse Jacobian directly is found superior to B1 (‘Broyden’s good
method’) [48]. The results of Fig. (4.2) confirm the correctness of the implementation,
and an attempt at dielectric preconditioning can now be made.
It is not obvious in the initial presentation of the Marks & Luke scheme how the update
should be preconditioned for optimal performance. Hence, the scheme was reassessed
taking particular care to track the position of the initial guess Jacobian. As dielectric
preconditioning should iteratively pre-multiply the initial guess Jacobian, this analysis
highlighted the correct placement for the preconditioning matrix P in the Marks &
Luke update, Eq. (3.9). As such, MSB1 and MSB2 are tested using the diagonal Kerker
form for P , the results for which are displayed in Fig. (4.3). As expected, dielectric
preconditioning leads to a performance improvement across the whole test suite, and
MSB2 remains superior to MSB1. However, Kerker preconditioned MSB2 mixing is 9%
less efficient across the whole test suite than Pulay mixing, and still fails to converge
one system – a far-from-equilibrium phase of TiK. This is perhaps a shortcoming of the
preconditioner, rather than the underlying method, as Fig. (4.4) demonstrates. That is,
the TiK phase was found to be prone to band sloshing, requiring the calculation of many
additional, unoccupied bands to reach converge. This suggests the material has a large
density of states at the Fermi level, and is thus also prone to Coulomb sloshing. As such,
MSB2 and Pulay mixing were performed on TiK with an appropriately adjusted Kerker
parameter of |G0| = 3.5A˚−1 to better account for Coulomb sloshing in the preconditioner.
In doing so, MSB2 and Pulay mixing were found to converge at the same rate (Fig.
(4.4)), suggesting that, with an optimised set of Kerker parameters, MSB2 could rival
the efficiency and robustness of Pulay mixing. Furthermore, it can be noted that MSB2
is in fact an improvement over Broyden mixing as implemented in castep, Fig. (4.5).
2Unfortunately, there is no clear map between the value of the linear scaling parameter used in
wien2k, and the value used in the following work. This is due to inherent implementation specific
differences between wien2k and castep.
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Figure 4.2: Comparison of linear preconditioned MSB1 (top) and MSB2 (bottom) to
Kerker preconditioned Pulay mixing over the full test suite.
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Figure 4.3: Comparison of Kerker preconditioned MSB1 (top) and MSB2 (bottom)
to Kerker preconditioned Pulay mixing over the full test suite.
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Figure 4.4: Convergence of a far-from-equilibrium TiK phase using MSB2 and Pulay
mixing. The schemes were made competitive by an appropriate adjustment of |G0|.
However, the results presented here demonstrate that no meaningful improvement can
be made using the Marks & Luke scheme over Pulay mixing as implemented in castep.
Lastly, it is worth also comparing the schemes for an increasingly ill-conditioned system
whereby no new physics is introduced as a result of this ill-conditioning. To do this,
an Aluminium surface is converged with an increasing vacuum gap of between 5A˚ and
23A˚, Fig. (4.6). Additional SCF cycles taken to converge after the total energy of
the structure no longer changes is purely a numerical artefact, rather than a result
of the physical system at hand. In principle, then, a sophisticated scheme should be
able to remove this numerical artefact completely, resulting in little-to-no additional
iterations with increasing vacuum (as, for example, in Ref. [77]). Both schemes suffer
from a near linear relationship in iterations to converge versus vacuum gap, suggesting
ill-conditioning of this form is best dealt with in the preconditioner.
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Figure 4.5: Comparison of Kerker preconditioned MSB2 to Kerker preconditioned
Broyden mixing over the full test suite.
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Figure 4.6: SCF cycles to converge with increasing vacuum distance for an Aluminium
surface using MSB2 and Pulay mixing.
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4.3 Periodic Pulay
Periodic Pulay mixing is tested in a similar fashion to the Marks & Luke scheme, by
first comparing the method against Kerker preconditioned Pulay mixing across the test
suite. The parameters suggested by Banerjee et al. were found to give approximately
the best compromise between DIIS steps and linear steps. That is, two linear steps per
DIIS step, k = 3, with a linear step length σ = 0.1, Fig. (4.7).
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Figure 4.7: Comparison of Periodic Pulay (two linear steps per DIIS step) and Pulay
mixing.
Counter to the conclusions of Banerjee et al., Periodic Pulay mixing is found to be far less
robust than Pulay mixing, resulting in a failure to converge for three systems. However,
for simple systems (particularly insulating systems), Periodic Pulay mixing is found to
accelerate convergence over standard Pulay mixing. This is not a proof of concept for
the Periodic Pulay scheme per se, as simple insulating systems are best converged with
linear mixing anyway. Over the whole test suite, the improvement in efficiency is minor
compared to the drastic decrease in reliability. Hence, Periodic Pulay mixing is not
in a position to replace Pulay mixing in castep, as the gain from an improved DIIS
extrapolation is not enough to overcome the inefficiency of the linear step. Interestingly,
however, the concept of Periodic Pulay is displayed well by studying the convergence
patterns of individual systems. First, Fig. (4.8) displays convergence of an Aluminum
surface.
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Figure 4.8: Comparison of Periodic Pulay (two linear steps per DIIS step) and Pulay
mixing for an Aluminum surface.
As predicted, the linear steps (labelled) contribute little toward reducing the residual
themselves, but the DIIS extrapolation utilises this information extremely well. As
such, the DIIS extrapolation is able to take a far more efficient step toward convergence
than in regular Pulay mixing. This results in slightly accelerated convergence for the
Aluminium surface. However, the drawback of Periodic Pulay is highlighted by studying
the convergence behaviour of a more complex system – a far-from-equilibrium phase of
LiCu, Fig. (4.9).
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Figure 4.9: Comparison of Periodic Pulay (two linear steps per DIIS step) and Pulay
mixing for a far-from-equilibrium phase of LiCu.
5. Results 64
The linear steps here act to hinder convergence so drastically that the net gain from
the DIIS extrapolation is only just able to overcome the inefficiency of the linear steps.
This results in a severe deceleration toward convergence compared to Pulay mixing. One
might think of fixing this instability by utilising dielectric preconditioned linear steps
rather than scalar preconditioned linear steps. As Fig. (4.10) shows, this in fact results in
further deceleration, and is less efficacious than using scalar preconditioned linear steps.
The reason for this is that the scalar preconditioned linear steps were designed to provide
the history with certain type of information that a sophisticated mixing scheme would
not contribute. Conversely, dielectric preconditioned linear steps explicitly attempt to
predict the behaviour of a sophisticated mixing scheme. Hence, the advantage of adding
‘non-sophisticated’ information to the history is negated. This argument is heuristic in
nature, and as Ref. [14] notes, the mathematics behind Periodic Pulay mixing is poorly
understood. Perhaps a more rigorous study of the mathematics would reveal how best
to utilise this concept, which clearly works (to an extent) from an empirical standpoint.
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Figure 4.10: Comparison of Periodic Pulay (two Kerker steps per DIIS step) and
Pulay mixing.
5. Results 65
4.4 Susceptibility Model
Analysing the effectiveness of a dielectric model to precondition the SCF cycles requires
some additional considerations to the previous testing. First, density mixing is now per-
formed on the full reciprocal space grid. That is, the mixing sphere defined in §3.1 is set
equal to size of the G-vector grid, meaning density mixing is done for all Fourier compo-
nents. Moreover, the mixing metric is also disabled as it can interfere with conclusions
drawn regarding how effective a given dielectric model is at suppressing instabilities. In
order to ensure the implementation of the framework in §3.4 is correct, an initial test was
performed for the Kerker limit, ψ(r) = γ. The conjugate gradient solver was converged
to near machine precision, and the framework indeed exactly reproduced the behaviour
of the Kerker preconditioner.
The VS susceptibility model is first analysed. To do this, one can test the accuracy of
just the dielectric model across the test suite, without reference yet to accelerated mixing
schemes. That is, compare VS preconditioned linear mixing to Kerker preconditioned
linear mixing across the test suite, Fig. (4.11).
0 50 100 150 200
SCF Cycles to Converge: VS Preconditioned Linear Mixing
0
50
100
150
200
SC
F 
Cy
cl
es
 to
 C
on
ve
rg
e:
 K
er
ke
r P
re
co
nd
iti
on
ed
 L
in
ea
r M
ix
in
g
Kerker Wins
VS Wins
Figure 4.11: Comparison of Kerker preconditioned linear mixing to VS preconditioned
linear mixing over the test suite.
As expected, simple dielectric mixing is far less efficient and robust compared to the
accelerated mixing schemes of §4.2 and §4.3. Typical iteration counts are now O(100),
with multiple failures from both dielectric models. Perhaps unexpectedly, the VS suscep-
tibility model is unable to demonstrate an improved efficiency for any system in the test
5. Results 66
suite when simple dielectric mixing is used. Instead, VS and Kerker preconditioned lin-
ear mixing perform approximately equally across the whole test suite, demonstrating the
fact that the VS dielectric converges to the Kerker dielectric in the bulk limit. Notably
however, there is little-to-no improvement for vacuum-containing input systems. The
reason for this relatively clear; dielectric preconditioned linear mixing, or any method
that can be rearranged as a quasi-Newton step, takes the general form,
ρinn+1 = ρ
in
n − −1model
(
ρoutn − ρinn
)
. (4.1)
For the input vacuum region, defined as ρinn (r) = 0, the KS map will return ρ
out
n (r) = 0
for the vast majority of the vacuum (this is not true close to the interface), leading
to a zero residual. That is to say, the initial guess is exactly correct for most of the
vacuum region, therefore treating the vacuum with an exact dielectric will contribute
little to the scheme, seen clearly in Eq. (4.1). Ill-conditioning due to the vacuum region
is therefore equivalent to ill-conditioning due to an increased unit cell size. In order for
the preconditioner to suppress this form of ill-conditioning, a different approach would
be required to that presented in §2.4.1. The work of §2.4.1 seeks to model the dielectric
of the input material more accurately, rather than considering explicitly the numerical
ill-conditioning as a result of increased unit cell size3.
It is clear from the above analysis that including a density dependence in the susceptibil-
ity will not remove ill-conditioning due to increased unit cell size. However, this density
dependence is expected to provide a better treatment of the dielectric for regions where
the initial guess is incorrect, thus requiring an accurate dielectric. The parametrisation
of the density dependence studied will be that of the ITF susceptibility model, where
Fig. (4.12) displays ITF preconditioned linear mixing against Kerker preconditioned lin-
ear mixing. As expected, there is much more variance in the iterations to converge than
in the VS study. Particularly, the two largest improvements in Fig. (4.12) for the ITF
model (referring to nodes in the upper right of the ITF region) are graphene and an
Aluminium surface, both containing a vacuum gap. Over the entire test suite, however,
the ITF susceptibility does not provide a better model treatment of the exact dielectric
than the Kerker form. This conclusion remains the same when the ITF susceptibility
model is used to precondition accelerated mixing schemes such as Pulay mixing, Fig.
(4.13). When utilising an accelerated scheme, the preconditioners perform comparably,
but the ITF parametrisation clearly leads to a systematic, net decrease in efficiency.
This is likely due to the heuristic nature with which Thomas-Fermi theory was extended
for inhomogeneous systems. However, as discussed, both models for ψ presented here
3This statement highlights the difference between numerical ill-conditioning and ‘physically sourced’
ill-conditioning. That is, the exact dielectrics of a primitive cell and supercell of some material are
formally equivalent. However, the supercell would still require more iterations to converge as a result of
what is referred to here as ‘numerical ill-conditioning’.
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Figure 4.12: Comparison of Kerker preconditioned linear mixing to ITF precondi-
tioned linear mixing over the test suite.
are preliminary in nature, and were intended to demonstrate the framework, rather
than give a nuanced model treatment of the dielectirc. As such, an immediate avenue
for further work will be to derive a rigorous, well-motivated model for the real space
susceptibility (see §5.2).
The scope for improvement within the framework can be demonstrated by performing
an elementary parameter analysis of the density scaling in Eq. (3.27), i.e. optimise α and
β manually. Fig. (4.14) illustrates the result of this parameter analysis, whereby setting
α = 0.1 and β = 0.5 leads to a two-fold increase in efficiency over unoptimised Kerker
preconditioning for an Aluminium surface. Moreover, if the Kerker parameters are
optimised in a similar fashion, the ‘peak performance’ of the density scaled susceptibility
is revealed better than that of optimised Kerker. This suggests there is potential for
the efficiency of an inhomogeneous susceptibility model to be greater than that of the
Kerker model, especially if a user is willing to optimise parameters4. To conclude, both
the VS and ITF models presented here lacked the depth required in order to produce an
improvement over Kerker preconditioning. However, the framework was demonstrated
to work, and the potential of the framework to provide an improved peak performance
when both preconditioners are optimised was demonstrated.
4Although, a note regarding on-the-fly determined parameters will be given in §5.2.
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Figure 4.13: Comparison of Kerker preconditioned Pulay mixing to ITF precondi-
tioned linear mixing over the test suite.
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Figure 4.14: Comparison of the convergence behaviour for an Aluminium surface
using Pulay mixing with various preconditioners. First, Pulay mixing is preconditioned
with default Kerker form and the ITF form. Second, both Kerker and the density scaled
susceptibility model have optimised parameters for the input system.
Conclusion
5.1 Concluding Remarks
This thesis has described and presented three separate approaches that attempt to im-
prove efficiency and reliability in which self-consistency can be attained in KS DFT
implementations. These approaches were implemented within the planewave pseudopo-
tential electronic structure software, castep. The default methods of castep were used
as a benchmark for the proposed improvements of this thesis.
First, a multisecant variant of Broyden’s methods for non-linear root finding were con-
sidered, referred to as MSB1 and MSB2. These schemes, based on the work of Marks &
Luke, were made suitable for numerical implementation by the introduction of an appro-
priate parametrisation (including regularisation and normalisation). Most importantly,
the scheme was adapted for complex electron densities and dielectric preconditioning.
With these augmentations in place, the methods were revealed to be insufficient in pro-
viding a systematic improvement over the best-performing default method in castep –
Pulay mixing. However, MSB2 mixing was only slightly less efficient than Pulay mixing,
and notably outperformed Broyden mixing as implemented in castep. This is a proof
of concept for the work of Marks & Luke, but the methods remain unable to improve
on the current standard without further adaptation. Second, the Periodic Pulay mix-
ing scheme of Ref. [14] was implemented. This scheme defines quite a general concept
in numerical analysis, namely, how to construct the iterative subspace such that the
DIIS is best utilised [78]. It was revealed that Periodic Pulay mixing could provide an
improvement in efficiency over Pulay mixing when two linear steps are added to the
history per DIIS step. However, this resulted in a far less robust scheme than Pulay
mixing, as the hindrance from taking the linear steps caused divergence for increasingly
ill-conditioned input systems. Nonetheless, there is promise for Periodic Pulay mixing
if a rigorous study on how best to utilise the concept can be done, as discussed in Ref.
[14].
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Finally, a computationally and memory efficient framework was implemented whereby a
system-dependent, local and inhomogeneous model for the real space KS susceptibility
could be proposed and subsequently used to precondition density mixing schemes. This
was an attempt to remedy the shortcomings of popular preconditioning strategies such
as Kerker preconditioning. The framework was demonstrated to function as intended,
although the susceptibility models considered in this work lacked the depth required
to provide an improved treatment of the KS dielectric over the Kerker form. As such,
any improvements were found to be mostly parameter dependent. However, when the
parameters of both the Kerker form and the density scaled susceptibility were opti-
mised manually, the peak performance of the latter was shown to be superior to the
peak performance of the former. Thus, with a more sophisticated and well-motivated
susceptibility model, this framework may eventually provide the means for including in-
homogeneity and system-dependence directly into the preconditioner, leading eventually
to a more robust and efficient default method for achieving self-consistently.
5.2 Further Work
The real space susceptibility models presented in this thesis were preliminary and lack-
ing the sophistication required to improve the efficiency of density mixing. As such,
immediate future work will be to derive a rigorous, well-motivated model for the real
space susceptibility that can be used to precondition the self-consistent cycles. Further-
more, Kresse et al. in Ref. [46] detail how an on-the-fly optimisation of the linear scaling
parameter, α, can be done utilising the iterative subspace of densities. This will be
implemented within castep, and on-the-fly updates of other parameters will be studied
in a similar fashion.
In an effort to implement the GW approximation in castep, exact methods for calcu-
lating the KS susceptibility have also been implemented [79]. In this implementation,
the KS susceptibility is constructed either using numerical derivatives, or alternatively
by use of the Sternheimer equation. Therefore, these exact computations of the KS
susceptibility will be adapted to precondition the SCF cycles of density mixing. In do-
ing so, an up-to-date analysis of the effectiveness of exact dielectric preconditioning can
performed.
Throughout this work spin was ignored. Density mixing for spin-polarised input systems
is far more poorly dealt with than in charge density mixing. The reason for this is
that the linear response function for spin densities is entirely defined by the exchange-
correlation contribution to the KS Hamiltonian. However, the current preconditioning
strategy is to simply apply the Kerker preconditioner, constructed with no reference
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to exchange and correlation, to the spin-up and spin-down densities respectively. As
expected, this leads to far less robust and efficient convergence in spin-polarised systems.
An analysis of the spin density-density response function can thus be performed for
simple exchange-correlation approximations such as the LSDA in an attempt to better
condition spin-dependent systems.
Derivation of Newton’s Method
Newton’s method for finding x∗ such that f(x∗) = 0 starting from an initial guess x0 will
be derived. Firstly, the assumption that x0 is close to the root will be made, such that
the addition of a small perturbation vector e ∈ Rn yields the root, f(x+ e) = 0. The
goal is to therefore find the e that satisfies this equation, or in practice, an e that will
drive subsequent values of x closer to satisfying it. To find this e, the Taylor expansion
of fi(x+ e) about x is computed,
fi(x+ e) =fi(x) +
∑
j
∂fi(x)
∂xj
hj +O(||e||2), (A.1)
f(x+ e) =f(x) + Jf (x)e+O(||e||2). (A.2)
where Jf (x) is the Jacobian matrix of f at x – Jf (x)ij =
∂fi
∂xj
. The larger ||e|| is, the
further away the Taylor expansion will deviate from the exact evaluation of the function.
Ideally, the initial e that is calculated will bring x much closer to the root (provided it
was ‘close’ to the root to begin with), but will over or undershoot due to the first order
nature of the Taylor expansion. Taylor expansions are then repeatedly done as e (the
absolute error in x − x∗) tends to zero. This defines the self-consistent process to find
x∗ from a suitable initial value,
xn+1 = xn + e. (A.3)
Where e is obtained from Eq. (A.2) via
f(x+ e) = 0 =⇒ e = −J−1f (x)f(x), (A.4)
producing
xn+1 = xn − J−1f (x)f(x). (A.5)
This the famous Newton-Raphson update formula.
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Test Suite
Many of the materials presented here have been collated from literature on ill-conditioned
KS systems. Hence, further motivation for the set of systems to follow can be found in
[10, 12, 14, 47, 70, 77, 80]. However, key features of interest and potential sources of
ill-conditioning are listed below each input.
1. Aluminium.
• Metallic
2. Aluminium Surface.
• Inhomogeneous (10A˚ vacuum gap)
• Interface of metallic and insulating regions
3. Aluminium 4× 1× 1 Supercell.
• Large, asymmetric unit cell
4. Argon
• Wide-gap insulator
5. Gallium Arsenide
• Inhomogeneous
• Semiconductor
6. Graphene
• Semimetal
• Inhomogeneous (10A˚ vacuum gap)
7. Isolated Oxygen
• Localised
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• Inhomogeneous (10A˚ vacuum gap in all dimensions)
8. AIRSS Output: Potassium, Phosphorous, and Tin
• Atomic configuration far-from-equilibrium
9. AIRSS Output: Lithium and Copper
• Atomic configuration far-from-equilibrium
• Contains a transition metal
10. AIRSS Output: Titanium and Potassium
• Atomic configuration far-from-equilibrium
• Contains a transition metal
11. Magnesium Oxide
• Prototypical polar oxide
• Wide-gap insulator
12. Palladium
• Transition metal
13. Silicon
• Prototypical simple semiconductor
14. Strontium
• Metal
15. Titanium Oxide
• Transition metal oxide
16. 8-Zigzag Graphene Nanoribbon
• Metallic
• Inhomogeneous (10A˚ vacuum gap in two dimensions)
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