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DESCRIBING COHERENT SHEAVES ON PROJECTIVE
SPACES VIA KOSZUL DUALITY
GUNNAR FLØYSTAD
Introduction
It is well known that there is a close connection between coherent sheaves
on a projective space P(W ) where W is a a vector space over a field k,
and finitely generated graded modules over the symmetric algebra S(W ).
The Bernstein-Gel’fand-Gel’fand (BGG) correspondence [5] from 1978 re-
lates coherent sheaves on P(W ) with graded modules over the exterior alge-
bra E(V ) = ⊕∧i(V ) where V is the dual vector space ofW . This correspon-
dence may be seen as a composition of the first connection and the correspon-
dence between (complexes of) graded modules over S(W ) and (complexes
of) graded modules over E(V ) coming from the fact that S(W ) and E(V )
are dual Koszul algebras. This latter correspondence, called Koszul duality,
stems again from [5], and is treated subsequently in [3] and [11].
Of course the relationship between coherent sheaves on P(W ) and graded
modules over the symmetric algebra S(W ) has been widely used. In this
paper we shall investigate in detail the BGG-correspondence between com-
plexes of coherent sheaves and complexes of graded modules over the exte-
rior algebra. Our claim is that for algebraic purposes, complexes of graded
modules over the exterior algebra E(V ) may be a more natural tool for
investigating complexes of coherent sheaves on P(W ) than are complexes
of graded modules over the symmetric algebra S(W ). To mention some
applications of this we give a strikingly simple algebraic construction of
the Horrocks-Mumford bundle on P4, we get a very natural proof of the
Castelnuovo-Mumford theorem [25] on the regularity of coherent sheaves
and we also give a generalization of a theorem of Barth [1] on stable rank
two sheaves on P2, to a form which holds for all coherent sheaves on a
projective space P(W ) (and from which Barth’s theorem is an immediate
corollary).
The BGG-correspondence states more precisely that there is an equiva-
lence of categories between the bounded derived category of coherent sheaves
on P(W ) and the stable module category of finitely generated graded left
E(V )-modules
Db(coh/P(W )) ⋍ E(V )-fmod.(1)
We shall study this correspondence from a slightly different angle. Let F
be a coherent sheaf on P(W ). Then ⊕n∈ZH
0F(n) is a graded S(W )-module.
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Let
ωE = ⊕
dimk V
i=0 Hom(∧
i(V ), k)
be the graded dual of E(V ). Then ωE is a graded left E(V )-module. Via
Koszul duality the graded S(W )-module ⊕n∈ZH
0F(n) gives rise to a com-
plex of graded left E(V )-modules
· · · −→ ωE(p)⊗k H
0F(p)
dp
−→ ωE(p + 1)⊗k H
0F(p+ 1) −→ · · · .(2)
This complex is exact in the p’th component when p > regularity of F .
Now note that ωE is isomorphic as a graded left E(V )-module to E(V )
shifted dimk V degrees to the left. Thus ωE is a free E(V )-module. Let
a ≥ regularity F . We may then construct a minimal free resolution P · of
ker da where each component P p is a direct sum of (shifts of) ωE ’s. Splicing
this together with the complex (2) truncated in components of degrees ≥ a,
gives us an acyclic complex which can be identified as a complex (let v =
dimP(W ))
· · · → ⊕vi=0ωE(p − i)⊗k H
iF(p − i)
dp
−→ ⊕vi=0ωE(p+ 1− i)⊗k H
iF(p + 1− i)→ · · · .
(3)
Now let K◦(E(V )−cF ) be the homotopy category of acyclic complexes I ·
whose components Ir are of the form ⊕i∈ZωE(−i)⊗k V
r
i with
∑
i∈Z dimk V
r
i
finite. Letting coh/P(W ) be the category of coherent sheaves on P(W ),
then the above construction (3) gives us a functor
coh/P(W )
T0−→ K◦(E(V )−cF )
which extends to a functor
Db(coh/P(W ))
T
−→ K◦(E(V )−cF )(4)
which becomes an equivalence of categories. We call T (G) the Tate resolution
of G. This equivalence is the same as the BGG-correspondence since it is
standard that there is an equivalence of categories (the Tate correspondence)
K◦(E(V )−cF ) ⋍ E(V )-fmod.
However the version (4) has several advantages compared to the version (1).
For instance there is the explicit way that T (F), given by (3), is related to the
cohomology of F . It is this that enables the above mentioned generalization
of Barth’s theorem on stable rank two sheaves on P2, to a form which holds
for all coherent sheaves (see Remark 3.3.7).
Another reason, which also serves to illustrate the naturality of the exte-
rior complex in the study of coherent sheaves on P(W ), comes from looking
at how a coherent sheaf F may be represented by a complex of free S(W )-
modules. Let us look at some of these ways.
The most familiar may be the minimal free resolution of ⊕n∈ZH
0F(n).
The minimal free resolution has certain “higher” versions, Walter complexes
F ·r, one for each integer r ≥ 0 such that r is less than a certain integer
depending on (the local projective dimension of) F . They are characterized
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by the facts that i) length F ·r ≤ v − 1, ii) H
i(F ·r) = ⊕n∈ZH
iF(n) for i =
0, . . . , r, iii) H i(F ·r) = 0 otherwise, and iv) the sheafification of F
·
r is quasi-
isomorphic to F .
Another way of representing a coherent sheaf by complexes of free S(W )-
modules comes from the Beilinson correspondence [2] (originating in the
same journal edition as the BGG-correspondence) which gives an equivalence
of categories
Db(coh/P(W )) ⋍ K[−r − v,−r](5)
whereK[−r−v,−r] is the homotopy category of bounded complexes of finite
rank free S(W )-modules of the form ⊕r+vi=r S(W )(−i)⊗k Vi. If G corresponds
to F · in K[−r−v,−r], then again the sheafification of F · is quasi-isomorphic
to G. This correspondence and the Beilinson spectral sequence derived in
the original proof of (5) has been used extensively for example in the con-
struction of vector bundles on P(W ), in the study of their moduli [27], and
in the study of surfaces in P4 [6].
Given an object G in Db(coh/P(W )) we show that all complexes F · of
free S(W )-modules such that the sheafification of F · is quasi-isomorphic to G
and which are reasonably nice (this includes resolutions, Walter complexes,
Beilinson complexes and rigid complexes), may be obtained by simply trun-
cating the Tate resolution T (G) at a suitable place and then transforming
this via Koszul duality to a complex of free S(W )-modules. Thus although
complexes of free S(W )-modules representing G manifest themselves in quite
different forms, the corresponding exterior complexes are basically the same.
We thus propose to study objects in Db(coh/P(W )) by studying the cor-
responding exterior complex in K◦(E(V )−cF ). First note that an object I ·
in K◦(E(V )−cF ) is completely determined by any of its differentials
Ia
da
I·−→ Ia+1(6)
To see this note that ωE is both a projective and injective E(V )-module.
Thus the truncation σ≤a−1I · is a projective resolution of ker daI· and the
truncation σ≥a+1I · is an injective resolution of im daI· . Thus I
· is uniquely
determined, up to homotopy, by (6).
Conversely, given any map
⊕q∈ZωE(−q)⊗k Vq
d
−→ ⊕q∈ZωE(−q)⊗k Wq(7)
between finitely generated graded left E(V )-modules. By taking a projective
resolution of ker d and an injective resolution of coker d, with components in
the resolutions consisting of finite direct sums of (shifts of) ωE, we get an
object in K◦(E(V )−cF ) and thus an object in Db(coh/P(W )). This gives,
at least in principle, a great amount of freedom in constructing objects in
Db(coh/P(W )).
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But how do we determine properties of a coherent sheaf F on P(W )
from the corresponding Tate resolution I · = T (F) ? Let us look at some
properties which are often of interest to determine.
Firstly, from the form (3) of I · we see that the cohomology of F may be
determined from I ·.
Secondly, the minimal free resolution of ⊕n∈ZH
0F(n)
· · · → ⊕q∈ZS(W )(−q)⊗k V
p
q → · · · → ⊕q∈ZS(W )(−q)⊗k V
0
q → ⊕n∈ZH
0F(n)
(8)
is often of interest because the syzygies V pq of order p and weight q are
attached geometric significance [15]. Via Koszul duality the exterior complex
corresponding to the minimal free resolution (8) is the complex (2). The
syzygies V pq may be computed as the graded pieces of the cohomology of
the complex (2) (after a suitable re-indexing), see Subsection 4.5. In fact
the graded pieces of the cohomology of (2) are just the Koszul cohomology
groups of ⊕n∈ZH
0F(n) as defined in [15].
Thirdly, we show, Theorem 5.1.2, that the Hilbert polynomial of F may
be computed from the dimensions of the graded pieces of the kernel of daI·
(see (6)) for any a.
As a fourth topic we turn to the question of how local properties of the
coherent sheaf F can be determined from I ·. We show, Corollary 6.2.2,
that the rank of F at any point P in P(W ) can be found by a quite local
computation on I · involving only the terms (for arbitrary a)
Ia−1
da−1
−→ Ia
da
−→ Ia+1.(9)
We also show how to compute the projective dimension of the localization
FP at any point P in P(W ) from (9).
Conversely, if one starts with an exact sequence (9), complete this to an
object I · in K◦(E(V )−cF ) and we give criteria, Theorem 6.3.4, for when the
corresponding object G inDb(coh/P(W )) is (quasi-isomorphic to) a coherent
sheaf.
All this is particularly useful if one wants to determine if a complex I ·
gives rise to a vector bundle.
Another feature which is easily described via the Tate resolution is pro-
jection. Let U ⊆ W be a linear subspace. Then there is a projection
P(W ) 99K P(U) with P(W/U) as the center of projection. If F is a co-
herent sheaf on P(W ), with SuppF disjoint from P(W/U), then p∗F is
a coherent sheaf on P(U). The Tate resolution, T (p∗F), is then given by
HomE(W ∗)(E(U
∗), T (F)).
A way of constructing a map (7) would be to take three representations
A,B, andW of a group G together with a G-equivariant mapW ⊗kA→ B.
This gives rise to a G-equivariant map
ωE(−1)⊗k A→ ωE ⊗k B(10)
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If A,B and W belong to a suitable abelian category of G-representations
which is semi-simple, this can be completed to a G-equivariant exterior
complex I ·. The associated object G in Db(coh/P(W )) should then be a
G-equivariant coherent sheaf. We develop the theory for such conclusions
and this gives us an equivalence of categories between the G-equivariant
bounded derived category of coherent sheaves and the G-equivariant version
of K◦(E(V )−cF )
DbG(coh/P(W )) ⋍ K
◦
G(E(V )−cF )
We now proceed to give an overview of how the paper is organized.
In Section 1 we recall the basic theory of Koszul duality which is relevant
for this paper. This is mostly the theory developed in [11] rephrased in the
case where the dual Koszul algebras are E(V ) and S(W ). In particular we
define the adjoint Koszul functors
Kom(E(V ))
FE(V )
⇄
GS(W )
Kom(S(W ))
between the categories of complexes of graded left E(V )-modules and graded
S(W )-modules respectively.
Let
Γ∗ : coh/P(W )→ S(W )-mod
be the graded global section functor given by
Γ∗(F) = ⊕n∈ZΓ(P(W ),F(n)).
Then we get a derived functor
RΓ∗ : D
b(coh/P(W ))→ Kom(S(W )).
We show in Section 2 that when G is in Db(coh/P(W )), the composi-
tion GS(W ) ◦ RΓ∗(G) is an acyclic complex in Kom(E(V )). The proof
quickly reduces to show that GS(W ) ◦ RΓ∗(OP(W )) is an acyclic complex
in Kom(E(V )).
Section 3 establishes the equivalence of categories
Db(coh/P(W ))
T
⇄
Sh
K◦(E(V )−cF )(11)
and gives very explicit descriptions of the functors T and Sh. We also
establish the form of T (F) for a coherent sheaf, given in (3).
Section 4 considers bounded complexes of finite rank free S(W )-modules
P · such that the sheafification of P · is quasi-isomorphic to a given object G
in Db(coh/P(W )). We demonstrate that such P ·’s are obtained essentially
by truncating the Tate resolution T (G) and then applying the Koszul functor
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FE(V ). In particular for certain canonical truncations of T (G) we get corre-
sponding canonical complexes P ·, like minimal free resolutions, Walter com-
plexes, Beilinson complexes and linear complexes. We also discuss Koszul
cohomology and Castelnuovo-Mumford regularity of coherent sheaves.
Section 5 shows how to compute the Hilbert polynomial of G (suitably
defined for a complex of coherent sheaves) from the Tate resolution T (G) or
rather from the kernel of the differential daT (G) for any a.
Section 6 is devoted to study how local properties of a coherent sheaf F
can be determined from the Tate resolution I · = T (F). We show, Corollary
6.2.2, how the rank of F at any point P in P(W ) may be determined from
the part
Ia−1
da−1
−→ Ia
da
−→ Ia+1(12)
of I · for any a. We also show how the projective dimension of the localization
FP at a point P may be determined from (12).
Conversely, given an exact sequence (12) we give sufficient criteria, The-
orem 6.3.4, for the corresponding object G in Db(coh/P(W )) to be (quasi-
isomorphic to) a coherent sheaf.
Section 7 studies the projections P(W ) 99K P(U) for a linear subspace
U ⊆ W . If F is a coherent sheaf on P(W ) with support disjoint form
P(W/U), we show that the Tate resolution
T (p∗F) = HomE(W ∗)(E(U
∗), T (F)).
Actually for the subcategory of Db(coh/P(W )) consisting of G with the
support of all H i(G) disjoint from P(W/U) we show that such complexes
may be projected down to complexes in Db(coh/P(U)) and we show that
the corresponding functor on Tate resolutions is HomE(W ∗)(E(U
∗),−).
Section 8 develops some general theory about the correspondence between
G-equivariant coherent sheaves on P(W ) and graded modules over S(W )
whose module structure is compatible with the G-action. For the expert
on representation theory this section is rather obvious and the proofs of
some propositions may be seen as overdoing it, but we include it because
we don’t know of a good reference covering the cases we need to consider.
This section is independent of the rest of the paper.
Section 9 gives the G-equivariant versions of the most important theorems
in this article, Theorem 3.2.1 and Theorem 3.3.1.
Section 10 consists of some examples. We give a construction of the
Horrocks-Mumford bundle by constructing a part of its exterior complex.
This seems a very natural way of constructing it and requires almost no
cleverness at all.
We also consider GL(W )-equivariant vector bundles on P(W ) and the
corresponding GL(W )-equivariant exterior complexes.
Acknowledgments. Most of this paper and the preceding paper [11] were
written during my sabbatical at MIT the academic year 99/00 and I thank
MIT for their hospitality.
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The origins of this paper stems from investigations of a conjecture in
[12] using Macaulay 2 and we would like to state our appreciation of this
program.
Note. Much of the material of this paper was independently developed by D.
Eisenbud and F.-O. Schreyer in a preprint published at the same time as this
paper appeared as a preprint. It then seemed to us to be the most beneficial
for the mathematical community that we cooperate to write a joint more
extended version. Since the two papers were quite distinct in approach a
direct merger of the two papers did not seem desirable. While in the present
paper we extensively use the language of derived and triangulated categories,
in the preprint be Eisenbud and Schreyer they tried to avoid this language.
We then wrote a join paper [10] based on the original preprint by Eisenbud
and Schreyer. Therefore all the basic ideas and results in Sections 3,4,5, and
10 should be considered joint work with Eisenbud and Schreyer, although
the specific form and proof will usually be different from that of [10].
Also the paper [9] contains results, Theorem 4.1, which are equivalent to
the results in Subsection 6.2.
The notation in the present paper has been somewhat changed from the
original notation, so that it is more aligned with the notation of [10].
1. Preliminaries.
In this section we shall recall the facts from [11] which we need. In that
paper we studied quadratic dual Koszul algebras A and A!. Here we shall
recall and state results from [11] specialized to the case where A and A! are
the exterior algebra E(V ) and the symmetric algebra S(W ), where V is a
finite-dimensional vector space over a field k and W = V ∗ is the dual vector
space.
1.1. Notation. As just said, let k be a field and V a finite-dimensional
vector space over k with W = V ∗. Let v+1 = dimk V so v is the dimension
of the projective space P(W ) = Proj(S(W )). When tensoring over k we
shall normally drop k as a subscript of ⊗.
We can form the tensor algebra
Tk(V ) = k ⊕ V ⊕ (V ⊗ V )⊕ · · · ⊕ V
⊗n ⊕ · · ·
and also the tensor algebra Tk(W ).
In [11] we studied quadratic dual algebras A and A! which are quotients of
Tk(V ) and Tk(W ) respectively. In the following we shall only be interested
in the case where A is the exterior algebra E(V ) = ⊕v+1i=0 ∧
i V and A! is the
symmetric algebra S(W ) = ⊕i≥0Sym
i(W ). We consider V and W to have
degree 1 so E(V ) and S(W ) are positively graded algebras. (This contrasts
with the convention in [10], where V is considered to have degree −1.)
If B is an abelian category we let Kom(B) be the category of complexes of
objects in B. We shall also let K(B) be the homotopy category of complexes
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of objects in B, i.e. K(B) has the same objects as Kom(B) but homotopic
morphism are identified.
We let D(B) be the derived category associated to B and Db(B) ⊆ D(B)
the full subcategory consisting of bounded complexes. If A ⊆ B is a thick
abelian subcategory, i.e. it is closed under extensions, then we let Db
A
(B)
be the full subcategory of Db(B) consisting of complexes whose cohomology
is in A. We also let Db,A(B) be the full subcategory of D(B) consisting of
complexes X such that H i(X) is in A for all i and H i(X) is nonzero for
only a finite number of i.
IfM is a complex in Kom(B) and r an integer, we letM [r] denote the com-
plex shifted r places to the left, i.e. M [r]p =M r+p and dpM [r] = (−1)
rdp+rM .
Let B = ⊕i≥0Bi be a positively graded associative algebra with k = B0
a central field. We let B-mod be the category of graded left B-modules
with homomorphisms of degree 0. If B is the category B-mod we write
Kom(B),K(B), andD(B) instead of Kom(B-mod),K(B-mod), andD(B-mod).
If M is in B-mod or Kom(B) and r an integer, we denote by M(r) the
module or complex of modules with a shift of r in the B-module grading,
i.e. M(r)pq =M
p
r+q (when M is a complex).
A graded left B-module of the form
⊕q∈ZB(−q)⊗ Vq(13)
where Vq is a vector space over k is called a free B-module. Its rank is∑
q∈Z dimk Vq, and we note that (13) is a projective module.
A graded left B-module of the form
Πq∈ZHomk(B(q), Vq)(14)
is a cofree B-module. Its corank is
∑
q∈Z dimk Vq, and we note that (14) is
an injective module (see [11, Lemma 1.5.2]). Let B⊛ = ⊕i≤0Homk(B−i, k).
This is the graded dual of B and it is a B-bimodule. If each B−i is finite
dimensional then
Πq∈ZHomk(B(q), Vq) ∼= Πq∈ZB
⊛(−q)⊗ Vq.
We let E(V )−cF be the category of cofree left E(V )-modules, and we let
S(W )−F be the category of free S(W )-modules.
1.2. The graded dual of E(V ). There is a perfect pairing
∧p(V )⊗ ∧p(V ∗) −→ k
given by
u1 ∧ · · · ∧ up ⊗ α1 ∧ · · · ∧ αp 7→
∑
σ
sgn(σ)ασ(1)(u1) · · ·ασ(p)(up) = det(αj(ui)).
where σ runs over all permutations of {1, . . . , p}. This pairing is denoted
by < , >.
COHERENT SHEAVES VIA KOSZUL DUALITY 9
From this we get an isomorphism
∧p(V ∗)
i
−→ ∧p(V )∗.
The left E(V )-module structure on E(V )⊛ gives maps
∧p(V )⊗ ∧p+q(V ∗)→ ∧q(V ∗).
The map u ⊗ α 7→ uα is determined by < w, uα >=< w ∧ u, α > for
w ∈ ∧q(V ). More explicitly it is given as follows. Let u = u1 ∧ · · · ∧ up and
α = α1 ∧ · · · ∧ αp+q. Then
uα =
∑
σ
sgn(σ)ασ(q+1)(u1) · · ·ασ(q+p)(up)ασ(1) ∧ · · ·ασ(q),(15)
the sum over all permutations σ of {1, . . . , p + q} preserving the order of
{1, . . . , q}.
The graded module E(V )⊛ is the canonical module ωE of the finite di-
mensional k-algebra E(V ).
Lemma 1.2.1. The natural map E(V )⊗∧v+1(V ∗)→ ωE is an isomorphism
of left E(V )-modules.
Proof. Let α be a generator of the one-dimensional space ∧v+1(V ∗). It will
be sufficient to show that uα 6= 0 for any nonzero u in ∧p(V ). But since the
pairing
∧v+1−p(V )⊗ ∧p(V )→ ∧v+1(V )
is perfect we may find w in ∧v+1−p(V ) such that w ∧ u 6= 0. But then
< w, uα >=< w ∧ u, α > 6= 0.
Hence E(V ) is a Gorenstein ring. As a k-algebra it is also called a
Frobenius algebra which for positively graded algebras B are algebras with
B⊛ ∼= B(r) for some integer r, as left B-modules. We see that E(V ) is a
Frobenius algebra. A module over a Frobenius algebra is projective if and
only if it is injective (see [29, Theorem 4.2.4]). Also since Bd must be nonzero
for only a finite number of degrees d, the concepts of free and cofree modules
coincide for a positively graded Frobenius algebra. It might therefore seem
unnecessary to use the term cofree when speaking of E(V )-modules. How-
ever we shall continue to use the concepts cofree and corank when speaking
of E(V )-modules, when these are the natural concepts occurring in Koszul
duality.
1.3. The Koszul functors. By [11] there are functors
FE(V ) : Kom(E(V )) −→ Kom(S(W ))
GS(W ) : Kom(S(W )) −→ Kom(E(V ))
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which we shall define. Let us first say that there are two ways of defining
them. One is conceptual and compact but not very explicit. This is Def-
inition 2.1.4 in [11]. We shall however give a more explicit definition [11,
Subsec. 3.1], which is also the traditional way of defining these functors.
Let M be in Kom(E(V )). The graded module in component p is denoted
Mp and its graded piece of degree q is denoted Mpq . The complex M comes
with a differential dM . We define FE(V )(M) to be the total direct sum
complex of the double complex (unbounded in all directions, also down and
to the left)
S(W )⊗M20 −−−→ · · ·x x
S(W )⊗M10 −−−→ S(W )(1)⊗M
1
1 −−−→ · · ·x(dv)00 x x
S(W )⊗M00
(dh)
0
0−−−→ S(W )(1)⊗M01 −−−→ S(W )(2)⊗M
0
2
where the vertical differential
(dv)
p
q = idS(W )(q) ⊗ (dM )
p
q
and the horizontal differential is given by
(dh)
p
q(s⊗m) =
∑
α∈A
svα ⊗ vˇαm
where {vα}α∈A is a basis for W and {vˇα}α∈A is a dual basis for V .
For N in Kom(S(W )) we define GS(W )(N) to be the total complex of the
double complex (unbounded in all directions, also down and to the left)
ωE ⊗N
2
0 −−−→ · · ·x x
ωE ⊗N
1
0 −−−→ ωE(1)⊗N
1
1 −−−→ · · ·x(dv)00 x x
ωE ⊗N
0
0
(dh)
0
0−−−→ ωE(1)⊗N
0
1 −−−→ ωE(2) ⊗N
0
2 .
Naturally one should here take the total direct product complex with prod-
ucts in the category of graded left E(V )-modules. However, since ωE is
non-zero only in a finite number of degrees, in the case above this is the
same as the total direct sum complex.
The horizontal differential is given by
(dh)
p
q = idωE(q) ⊗ (dN )
p
q
and the vertical differential is given by
(dv)
p
q(l ⊗ n) =
∑
α∈A
lvˇα ⊗ vαn.
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Example 1.3.1. Let M be a graded left E(V )- module. If we consider
it as a complex with M in the component of degree zero, then FE(V )(M) is
the complex
· · · → S(W )(−1)⊗M−1 → S(W )⊗M0 → S(W )(1)⊗M1 → · · · .
In particular FE(V )(k) = S(W ) and FE(V )(ωE) is just the Koszul complex
and thus a free resolution of k.
If N is a graded S(W )-module, then considering it as a complex with N
in the component of degree zero, GS(W )(N) is the complex
· · · → ωE(−1)⊗N−1 → ωE ⊗N0 → ωE(1) ⊗N1 → · · · .
In particular GS(W )(k) = ωE and GS(W )(S(W )) is just a rearrangement of
the Koszul complex making it a cofree resolution of k.
Combining the above we see that FE(V ) ◦GS(W )(k) is quasi-isomorphic to
k and GS(W ) ◦ FE(V )(k) is quasi-isomorphic to k.
The functors FE(V ) and GS(W ) are exact, i.e. they take short exact se-
quences of complexes to short exact sequences of complexes. (It is not true
however that FE(V ) takes acyclic complexes to acyclic complexes.)
If M is in Kom(E(V )) and N is in Kom(S(W )) we have the following
identities
FE(V )(M(a)[b]) = FE(V )(M)(−a)[a+ b](16)
GS(W )(N(a)[b]) = GS(W )(N)(−a)[a + b].(17)
By [11, Cor. 2.1.6] the functor FE(V ) is left adjoint to the functor GS(W ),
i.e. for M in Kom(E(V )) and N in Kom(S(W )) there is a natural isomor-
phism
HomKom(S(W ))(FE(V )(M), N) ∼= HomKom(E(V ))(M,GS(W )(N)).(18)
This adjunction gives natural morphisms
FE(V ) ◦GS(W )(N) −→ N(19)
M −→ GS(W ) ◦ FE(V )(M)
which are quasi-isomorphisms by [11, Prop. 5.1.2].
1.4. Subspaces of W . If A→ B is a homomorphism of positively graded
algebras, we get functors between module categories. The functor
resBA : B-mod −→ A-mod
is the restriction functor. It has a left adjoint functor
B ⊗A − : A-mod −→ B-mod
and a right adjoint functor
HomA(B,−) : A-mod −→ B-mod.
These functors extend to functors between the categories Kom(A) and Kom(B).
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Let U ⊆W be a vector subspace. Then we have morphisms of algebras
S(W ) −→ S(W/U)
E((W/U)∗) −→ E(W ∗)
There is then a diagram of functors
Kom(E(V ))
FE(V )
−−−→ Kom(S(W )−F )
res
E(V )
E((W/U)∗)
y yS(W/U)⊗S(W )−
Kom(E((W/U)∗))
FE((W/U)∗)
−−−−−−−→ Kom(S(W/U)−F ).
(20)
which by [11, Prop. 3.5.4] gives a natural isomorphism of functors
(S(W/U)⊗S(W ) −) ◦ FE(V ) ∼= FE((W/U)∗) ◦ res
E(V )
E((W/U)∗)
.
There is also a diagram of functors
Kom(E(V )−cF )
GS(W )
←−−−− Kom(S(W ))
HomE((W/U)∗)(E(V ),−)
x xresS(W/U)S(W )
Kom(E((W/U)∗)−cF )
GS(W/U)
←−−−−− Kom(S(W/U))
(21)
which by [11, Prop. 3.5.4] gives a natural isomorphism of functors
HomE((W/U)∗)(E(V ),−) ◦GS(W/U) ∼= GS(W ) ◦ res
S(W/U)
S(W ) .
1.5. Equivalence of categories. Let S(W )-fmod be the category of finitely
generated S(W )-modules and let E(V )-fmod be the category of finitely gen-
erated E(V )-modules. The traditional equivalence of categories in Koszul
duality, [2, Thm. 2.12.6] says that the functors FE(V ) and GS(W ) descend
to give an (by abuse of notation we do not change the name of the functors)
equivalence of categories
Db(E(V )-fmod)
FE(V )
⇄
τGS(W )
Db(S(W )-fmod)
where τGS(W ) is the functor GS(W ) followed by a suitable truncation of
the complex. This result will however not be sufficient for our purposes,
since we both shall consider S(W )-modules that are not finitely generated,
and consider complexes of E(V )-modules that are unbounded. We therefore
have to consider categories containing such objects.
The functors
Kom(E(V ))
FE(V )
⇄
GS(W )
Kom(S(W ))
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takes homotopic morphisms to homotopic morphisms. Thus they ”descend”
to functors
K(E(V ))
FE(V )
⇄
S(W )
K(S(W ))(22)
which are also adjoint. (By abuse of notation we don’t change the name of
the functors.) Note that the functors FE(V ) and GS(W ) in (22) also restrict
to give adjoint functors
K(E(V )−cF )
FE(V )
⇄
GS(W )
K(S(W ))(23)
K(E(V ))
FE(V )
⇄
GS(W )
K(S(W )−F )(24)
K(E(V )−cF )
FE(V )
⇄
GS(W )
K(S(W )−F )(25)
It is a remarkable fact, as we shall state shortly, that the functors in (25) give
an equivalence of categories. Whether this is true for dual Koszul algebras in
general we do not know but it does hold if one of them is finite dimensional
[11, Thm. 7.2.3’].
Now let NR(E(V )) be the null system (see [22, Def. 1.6.6] for more on
this) of the triangulated category K(E(V )) consisting of all objects M in
K(E(V )) such that i. M is acyclic and ii. FE(V )(M) is acyclic. We get a
triangulated category DR(E(V )) = K(E(V ))/NR(E(V )) ([11, Def. 5.2.4 ]).
SimilarlyNL(S(W )) is the null system of the triangulated categoryK(S(W ))
consisting of all objects N in Kom(S(W )) such that i. N is acyclic and
ii. GS(W )(N) is acyclic. We get a triangulated category D
L(S(W )) =
K(S(W ))/NL(S(W )) (see [11, Def. 5.2.4 ]).
By [11, Remark 7.2.4], DL(S(W )) is isomorphic to the derived category
D(S(W )). It is not true however thatDR(E(V )) is isomorphic to the derived
category D(E(V )).
The following is Theorem 5.2.5’ and Theorem 7.1.4 from [11] in the case
where the dual Koszul algebras are E(V ) and S(W ).
Theorem 1.5.1. The functors (22)-(25) all descend to give adjoint equiv-
alences of categories (by abuse of notation we don’t change the name of the
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functors)
DR(E(V ))
FE(V )
⇄
GS(W )
DL(S(W ))
K(E(V )−cF )
FE(V )
⇄
GS(W )
DL(S(W ))
DR(E(V ))
FE(V )
⇄
GS(W )
K(S(W )−F )
K(E(V )−cF )
FE(V )
⇄
GS(W )
K(S(W )−F ).
Furthermore if
K(E(V )−cF )
iE(V )
−→ DR(E(V ))
K(S(W )−F )
iS(W )
−→ DL(S(W ))
are the inclusion functors, then there are natural isomorphisms of functors
iE(V ) → GS(W ) ◦FE(V ) and FE(V ) ◦GS(W ) → iS(W ) so iE(V ) and iS(W ) both
give equivalences of categories.
1.6. Filtrations. If M is in Kom(E(V )) (resp. N is in Kom(S(W ))) then
FE(V )(M) (resp. GS(W )(N)) may be a rather ”large” complex. We would
like to find a ”small” version of this complex. In Proposition 1.6.1 below we
give sufficient criteria for when to do this and also state what this ”small”
complex looks like.
Let KomLin(E(V )) be the full subcategory of Kom(E(V )−cF ) consisting
of complexes of the form
· · ·ωE(−1)⊗ L−1 → ωE ⊗ L0 → ωE(1)⊗ L1 → · · · .
There is a natural functor
S(W )-mod
GS(W )
−→ KomLin(E(V )).(26)
This functor gives an isomorphism of categories [11, Cor. 8.1.4 ].
Correspondingly we can define KomLin(S(W )) and there is a natural
functor
E(V )-mod
FE(V )
−→ KomLin(S(W ))
which gives an isomorphism of categories.
A complex P in Kom(S(W )−F ) isminimal if the differentials in k⊗S(W )P
are zero. A complex I in Kom(E(V )−cF ) is minimal if the differentials in
HomE(V )(k, I) are zero.
If P in Kom(S(W )−F ) is a minimal complex with
P p = ⊕q∈ZS(W )(−q)⊗ V
p
q
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we may define a filtration
· · · ⊆ P 〈r − 1〉 ⊆ P 〈r〉 ⊆ P 〈r + 1〉 ⊆ · · ·
where
(P 〈r〉)p = ⊕p+q≤rS(W )(−q)⊗ V
p
q .
We then get quotient complexes Q〈r〉 = P 〈r〉/P 〈r − 1〉 which are complexes
· · ·S(W )(p− 1− r)⊗ V p−1r+1−p → S(W )(p− r)⊗ V
p
r−p → S(W )(p+ 1− r)⊗ V
p+1
r−1−p → · · · .
If I in Kom(E(V )−cF ) is a minimal complex with
Ip = ⊕q∈ZωE(−q)⊗ V
p
q
we may define a cofiltration
· · ·։ I〈r − 1〉։ I〈r〉։ I〈r + 1〉։ · · ·
where
(I〈r〉)p = ⊕p+q≥rωE(−q)⊗ V
p
q .
We then get kernel complexes K〈r〉 = ker(I〈r〉 → I〈r + 1〉) which are com-
plexes
· · · → ωE(p − 1− r)⊗ V
p−1
r+1−p → ωE(p− r)⊗ V
p
r−p → ωE(p + 1− r)⊗ V
p+1
r−1−p → · · · .
The following is Theorem 8.2.2 from [11] in the case where the dual Koszul
algebras are E(V ) and S(W ).
Proposition 1.6.1. a. Let N in Kom(S(W )) be a bounded above complex.
Then there is a homotopy equivalence I → GS(W )(N) where I is a minimal
complex, unique up to isomorphism in Kom(E(V )−cF ). The complex I has
bounded above cofiltration and the kernels in the cofiltration of I are given
by K〈r〉 = GS(W )(H
r(N))[−r].
Conversely given a minimal complex I with a bounded above cofiltration,
then FE(V )(I) is a bounded above complex and the natural map I → GS(W ) ◦
FE(V )(I) is a homotopy equivalence.
b. Let M in Kom(E(V )) be a bounded below complex. Then there is
a homotopy equivalence FE(V )(M) → P where P is a minimal complex,
unique up to isomorphism in Kom(S(W )−F ). The complex P has bounded
below filtration and the cokernels in the filtration of P are given by Q〈r〉 =
FE(V )(H
r(M))[−r].
Conversely given a minimal complex P with a bounded below filtration,
then GS(W )(P ) is a bounded below complex and the natural map FE(V ) ◦
GS(W )(P )→ P is a homotopy equivalence.
Letting Kom−(S(W )) be the full subcategory of Kom(S(W )) consisting
of bounded above complexes, we thus get a functor
GS(W ),min : Kom
−(S(W )) −→ Kom(E(V )−cF )
given by N 7→ I.
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Also, if we let Kom+(E(V )) be the full subcategory of Kom(E(V )) con-
sisting of bounded below complexes, we get a functor
FE(V ),min : Kom
+(E(V )) −→ Kom(S(W )−F )
given by M 7→ P .
1.7. Subspaces of W and cohomology. Let P and I be complexes in
K(S(W )−F ) and K(E(V )−cF ) respectively such that I ∼= GS(W )(P ) and
thus P ∼= FE(V )(I). We would like to find out more about how these two
complexes are related.
Let U ⊆ W be a subspace. Then E(U∗) is a E(V )-bimodule. If N is
in Kom(E(V )), we then get the morphism complex (see Subsection 1.1)
HomE(V )(E(U
∗), N) which will be a complex of left E(V )-modules (and
thus left E(U∗)-modules). The following is Theorem 6.3.1 and Corollary
6.3.2 in [11].
Proposition 1.7.1. a. Let P be in Kom(S(W )−F ). There is a ”twisted”
quasi-isomorphism of complexes
HomE(V )(E(U
∗), GS(W )(P ))
α(P )
−→ S(W/U)⊗S(W ) P.(27)
By twisted we mean that HompE(V )(E(U
∗), GS(W )(P ))q maps to (S(W/U)⊗S(W )
P )p+q−q . From the first complex the cohomology comes equipped with a left
E(U∗)-module structure. From the second complex the cohomology comes
with an S(W/U)-module structure. These two actions of E(U∗) and S(W/U)
commute.
b. Let I be in Kom(E(V )−cF ). There is a ”twisted” quasi-isomorphism
of complexes
HomE(V )(E(U
∗), I)
β(I)
−→ S(W/U)⊗S(W ) FE(V )(I).
The cohomology has a left E(U∗)-module structure and an S(W/U)-module
structure and these two actions commute.
c. If I = GS(W )(P ) then β(I) composed with the canonical map (see (19))
S(W/U)⊗S(W ) FE(V ) ◦GS(W )(P )→ S(W/U)⊗S(W ) P
gives the map α(P ).
d. If P = FE(V )(I) then α(P ) composed with the canonical map (see (19))
HomE(V )(E(U
∗), I)→ HomE(V )(E(U
∗), GS(W ) ◦ FE(V )(I))
gives the map β(I).
In a. denote the cohomology of the first complex as
IH = ⊕p∈ZH
pHomE(V )(E(U
∗), GS(W )(P ))
and the cohomology of the second complex as
IIH = ⊕p∈ZH
p(S(W/U)⊗S(W ) P ).
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Then these modules are related by
IHpq =
IIHp+q−q and
IHp+q−q =
IIHpq .
The module IH is a left E(U∗)-module with l in Ed(W ∗) acting with bide-
gree
(0
d
)
while IH is an S(W/U)-module with s in Sd(W/U) acting with
bidegree
(
d
−d
)
.
Similarly IIH is a left E(U∗) module with l in Ed(W ∗) acting with bide-
gree
(
d
−d
)
while IIH is an S(W/U) module with s in Sd(W/U) acting with
bidegree
(0
d
)
.
Example 1.7.2. Let U =W . Then from a. we get that
Hp(GS(W )(P ))q = H
p+q(k ⊗S(W ) P )−q.
IfM is a complex in Kom(E(V )) then if we let P = FE(V )(M) and compose
with the quasi-isomorphism M → GS(W ) ◦ FE(V )(M) we get that
Hp(M)q = H
p+q(k ⊗S(W ) FE(V )(M))−q.
Let U = 0. Then from b. we get that
Hp+qHomE(V )(k, I)−q = H
p(FE(V )(I))q.
If N is a complex in Kom(S(W )) then if we let I = GS(W )(N) and compose
with the quasi-isomorphism FE(V ) ◦GS(W )(N)→ N we get that
Hp+qHomS(W )(k,GS(W )(N))−q = H
p(N)q.
1.8. Group actions. Let G be a linear algebraic group over the field k. We
call a (possibly infinite dimensional) rational representation of G with left G
action a G-module. The coordinate ring k[G], is a Hopf algebra and W is a
G-module if and only if W is a left k[G]-comodule. The symmetric algebra
S(W ) becomes a G-module and the algebra map S(W )⊗ S(W )→ S(W ) is
a morphism of G-modules. A graded module M over S(W ) is an S(W ), G-
module if M is a G-module and the module map S(W ) ⊗ M → M is a
G-module map. Write S(W ), G-mod for the category of S(W ), G-modules.
Similarly E(V ) is a G-module with the algebra map E(V )⊗E(V )→ E(V )
a G-module map, and we get a category E(V ), G-mod.
We let S(W ), G−F be the full subcategory of S(W ), G-mod whose objects
are
⊕q∈ZS(W )(−q)⊗Wq
where the Wq are G-modules. These are the free S(W ), G-modules. Sim-
ilarly E(V ), G−cF is the full subcategory of E(V ), G-mod whose objects
are
⊕q∈ZωE(−q)⊗Wq
where the Wq are G-modules. These are the cofree E(V ), G-modules.
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In order for free S(W ), G-modules to be projective in S(W ), G-mod and
cofree E(V ), G-modules to be injective in E(V ), G-mod we shall henceforth
assume that the category of G-modules is semi-simple. I.e. short exact
sequences of G-modules are split. This holds for instance if char k = 0 and
G is a finite or semi-simple group.
For compact notation analogous to conventions in earlier paragraphs, we
denote the categories K(S(W ), G-mod) and K(S(W ), G−F ) as KG(S(W ))
and KG(S(W )−F ). There is a forgetful functor KG(S(W )) → K(S(W )),
but is it faithful ? Similarly we have categories KG(E(V )) andKG(E(V )−cF ).
We get adjoint functors
KG(E(V ))
FE(V )
⇄
GS(W )
KG(S(W )).
Let NLG(S(W )) be the null system in KG(S(W )) whose objects are the N
such that i. N is acyclic and ii. GS(W )(N) is acyclic.
Similarly we have a null system NRG (E(V )) in KG(E(V )) and we get
quotient triangulated categories
DRG(E(V )) = KG(E(V ))/N
R
G (E(V )), D
L
G(S(W )) = KG(S(W ))/N
L
G(S(W )).
The category DLG(S(W )) is equal to the derived category of S(W ), G-modules.
By [11, Sec.10] we have the analog of Theorem 1.5.1.
Theorem 1.8.1. Assume that the category of G-modules is semi-simple.
Then there are adjoint equivalences of categories.
DRG(E(V )) ⇄ D
L
G(S(W ))
KG(E(V )−cF ) ⇄ D
L
G(S(W ))
DRG(E(V )) ⇄ KG(S(W )−F )
KG(E(V )−cF ) ⇄ KG(S(W )−F ).
Also we have the analog of Proposition 1.6.1 in the G-equivariant setting
provided the category of G-modules is semi-simple. We thus get a functor
GS(W ),min : K
−
G(S(W )) −→ KG(E(V )−cF )
whereK−G (S(W )) is the full subcategory ofKG(S(W )) consisting of bounded
above complexes.
2. Derived categories of sheaves on a projective space.
This section is mostly to do preliminary work for the theory we develop
in the next sections. Let qc/P(W ) be the category of quasi-coherent sheaves
on P(W ). It has full subcategories
vb/P(W ) ⊆ coh/P(W ) ⊆ qc/P(W )
COHERENT SHEAVES VIA KOSZUL DUALITY 19
consisting of locally free sheaves (algebraic vector bundles) of finte rank
and coherent sheaves respectively. We then get the derived categories (see
Subsection 1.1)
Db(vb/P(W )), Db(coh/P(W )), Dbcoh/P(W )(qc/P(W )), Db,coh/P(W )(qc/P(W )).
We shall usually for short write “coh” instead of “coh/P(W )” in the subindex.
The first thing we show is that these categories are all equivalent.
There is also a well-known adjunction of functors
S(W )-mod
∼
⇄
Γ∗(P(W ),−)
qc/P(W )
where ∼ is sheafification and
Γ∗(P(W ),F) = ⊕n∈ZΓ(P(W ),F(n))
is the graded global section functor. We then get a derived functor
RΓ∗(P(W ),−) : D
b(coh/P(W ))→ D(S(W ))
which may be composed with the Koszul functor
D(S(W ))
GS(W )
−→ K(E(V )−cF ).
We demonstrate the basic fact that GS(W ) ◦RΓ∗(P(W ),G) is acyclic for all
G in Db(coh/P(W )).
2.1. Equivalences of derived categories.
Proposition 2.1.1. The natural maps
Db(vb/P(W ))
i1−→ Db(coh/P(W ))
i2−→ Dbcoh(qc/P(W ))
i3−→ Db,coh(qc/P(W ))
all induce equivalences of categories.
Proof. That i3 induces an equivalence of categories is clear.
We now show first that i1 and i2 are fully faithful. We use criterion
1.6.10 of [22]. For the first inclusion we then need to show that if G is a
bounded complex of coherent sheaves, then there is a bounded complex of
vector bundles E and a quasi-isomorphism E → G. But Γ∗(G) is a bounded
complex of finitely generated S(W )-modules, and this category has enough
projectives. Thus we may find a quasi-isomorphism P → Γ∗(G) where P is
a complex of free finitely generated S(W )-modules. Now sheafifying we get
a quasi-isomorphism
∼
P → G. Then let E be the shafification
∼
P .
The functor j1 : D
b(coh/P(W )) → Db(vb/P(W )) given by j1(G) = E
gives a quasi-inverse to the functor i1, so the categories D
b(coh/P(W )) and
Db(vb/P(W )) are equivalent.
For the second map i2 we shall show that given a bounded complex Q
of quasi-coherent sheaves with coherent cohomology, there is a subcomplex
G ⊆ Q of coherent sheaves such that this inclusion is a quasi-isomorphism.
Suppose Q is a complex · · · → Q1 → Q0 → 0. First find a coherent subsheaf
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G0 ⊆ Q0 such that G0 → H0(Q) is surjective. Suppose by induction we have
constructed complexes
Gk
dGk−−−→ Gk−1 −−−→ · · · −−−→ G0y y y
Qk+1
dQk+1
−−−→ Qk
dQk−−−→ Qk−1 −−−→ · · · −−−→ Q0
such that i. Gi is a coherent subsheaf of Qi for each i, ii. Hi(G) → Hi(Q)
is an isomorphism for i < k and iii. ker dGk → Hk(Q) is surjective. Let
G′k+1 = (d
Q
k+1)
−1(ker dGk ) ⊆ Qk+1 so that we get a pull-back diagram
G′k+1
dG
′
k+1
−−−→ ker dGky y
Qk+1
dQk+1
−−−→ ker dQk .
(28)
Note that ker dG
′
k+1 = ker d
Q
k+1. Consider the map
αk : coker d
G′
k+1 −→ coker d
Q
k+1.
Since (28) is a pull-back diagram, it is clear that αk is injective. By assump-
tion iii. above it is also surjective and hence an isomorphism. Now choose a
coherent subsheaf G′′k+1 ⊆ G
′
k+1 such that the composition G
′′
k+1 → G
′
k+1 →
im dG
′
k+1 is surjective, and choose a coherent subsheaf G
(3)
k+1 ⊆ ker d
G′
k+1 such
that the composition
G
(3)
k+1 → ker d
G′
k+1
∼=
−→ ker dQk+1 → H
k+1(Q)
is surjective. Now let
Gk+1 = G
(3)
k+1 + G
′′
k+1 ⊆ G
′
k+1.
Thus we may proceed inductively and construct a quasi-isomorphism G ⊆ Q
where G is a complex of coherent sheaves. The functor j2 : D
b
coh(qc/P(W ))→
Db(coh/P(W )) given by j2(Q) = G gives a quasi-inverse to i2.
2.2. The graded global section functor. There are functors
S(W )-mod
∼
⇄
Γ∗(P(W ),−)
qc/P(W )
where ∼ is the sheafification and
Γ∗(P(W ),F) = ⊕n∈ZΓ(P(W ),F(n))
where Γ(P(W ),F(n)) are the global sections of F(n). If it is clear that we
are considering coherent sheaves on P(W ) we write just Γ∗ for Γ∗(P(W ),−).
COHERENT SHEAVES VIA KOSZUL DUALITY 21
The functor Γ∗ is right adjoint to ∼ and so we have an isomorphism
Homqc/P(W )(
∼
M,Q) ∼= HomS(W )-mod(M,Γ∗(Q)).(29)
Furthermore the natural map coming from the adjunction
∼ ◦Γ∗(Q)→ Q
is an isomorphism.
We record the following for later use.
Lemma 2.2.1. There are adjunctions with ∼ left adjoint
a. Kom(S(W ))
∼
⇄
Γ∗
Kom(qc/P(W )).
b. K(S(W ))
∼
⇄
Γ∗
K(qc/P(W )).
Proof. Let M be in Kom(S(W )) and Q be in Kom(qc/P(W )). Then we
clearly get an isomorphism of morphism complexes
Homqc/P(W )(
∼
M,Q) ∼= HomS(W )(M,Γ∗(Q)).
Taking cycles in degree zero of these complexes we get a. Taking homology
in degree zero of these complexes we get b.
Now the category qc/P(W ) has enough injectives. We may therefore
define the right derived functor (see [29, 10.5])
RΓ∗ : Db,coh(qc/P(W )) −→ D(S(W ))
which is a functor of triangulated categories. If Q is in Db,coh(qc/P(W ))
and Q → I is a bounded below injective resolution, then by definition
RΓ∗(Q) = Γ∗(I). We denote the cohomology group H
i(RΓ∗(Q)) as H
i
∗Q.
Lemma 2.2.2. Let Q be in Db,coh(qc/P(W )). Then RΓ∗(Q) has bounded
cohomology and for every integer p, each graded piece (Hp∗Q)q is finite di-
mensional.
Proof. This is clearly true if Q is a coherent sheaf (viewed as a complex
with this sheaf in the component of degree zero). Since the coherent sheaves
generate the triangulated category Db,coh(qc/P(W )) and RΓ∗ is a functor
of triangulated categories, we get the lemma.
Since RΓ∗(Q) has bounded cohomology we may define a functor
τRΓ∗ : Db,coh(qc/P(W )) −→ D
−(S(W ))(30)
where τRΓ∗(Q) is the complex RΓ∗(Q) suitably truncated above such that
τRΓ∗(Q) is quasi-isomorphic to RΓ∗(Q). This will be used in the statement
of Theorem 3.2.1.
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2.3. Acyclicity of the corresponding exterior complex. We may com-
pose the functor
RΓ∗(P(W ),−) : Db,coh(qc/P(W )) −→ D(S(W ))
with the Koszul functor
GS(W ) : D(S(W )) −→ K(E(V )−cF ).
We now show the following fundamental observation.
Proposition 2.3.1. Let Q be in Db,coh(qc/P(W )). Then the complex GS(W )◦
RΓ∗(P(W ),Q) is acyclic.
Proof. Note that Db(coh/P(W )) is generated, as a triangulated category,
by finite direct sums of OP(W )(−i) for integers i. Hence Db,coh(qc/P(W ))
is also generated by these objects. It is therefore enough to show that
GS(W ) ◦RΓ∗(P(W ),OP(W )) is acyclic.
First assume that W = (w) is one-dimensional. Then P(W ) is a point
and H0∗OP(W ) → RΓ∗(P(W ),OP(W )) is a quasi-isomorphism. Furthermore
H0∗OP(W ) = ⊕n∈Zkw
n as a module over S(W ). But thenGS(W )◦H
0
∗ (OP(W ))
is the complex (where ωE = kw ⊕ k)
· · · → ωE(p− 1)⊗ w
p−1 → ωE(p)⊗ w
p → ωE(p+ 1)⊗ w
p+1 → · · ·
which is acyclic.
Now let W be arbitrary (finite dimensional) and let w be an element of
W . Thus there is a short exact sequence
OP(W )(−1)
·w
−→ OP(W ) → OP(W/(w))
giving a triangle
RΓ∗(P(W ),OP(W )(−1))(31)
→ RΓ∗(P(W ),OP(W ))→ RΓ∗(P(W ),OP(W/(w)))
→ RΓ∗(P(W ),OP(W )(−1))[1]
in D(S(W )). Now we also have a right derived graded global section functor
RΓ∗(P(W/(w)),−) : Db,coh(qc/P(W/(w))) −→ D(S(W/(w))).
By induction we may assume that
GS(W/(w)) ◦RΓ∗(P(W/(w)),OP(W/(w)))
is acyclic.
Claim. GS(W ) ◦RΓ∗(P(W ),OP(W/(w))) is acyclic.
Proof of claim. By definition RΓ∗(P(W ),OP(W )) is Γ∗(P(W ),I) where I is
an injective resolution ofOP(W ) in qc/P(W ) andRΓ∗(P(W/(w)),OP(W/(w)))
is Γ∗(P(W/(w)),J ) where J is an injective resolution of OP(W/(w)) in
qc/P(W/(w)). But each J i is then flasque, [16, III.2]. Thus J is a flasque
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resolution ofOP(W/(w)) in qc/P(W ). There will then be a quasi-isomorphism
of S(W )-modules
res
S(W/(w))
S(W ) ◦RΓ∗(P(W/(w)),OP(W/(w))) −→ RΓ∗(P(W ),OP(W/(w)))
(see [16, III.2.5] and [16, III.1.2]). By Theorem 1.5.1 there is then a quasi-
isomorphism
GS(W ) ◦ res
S(W/(w))
S(W ) ◦RΓ∗(P(W/(w)),OP(W/(w)))
−→ GS(W ) ◦RΓ∗(P(W ),OP(W/(w))).
By (21) in Subsection 1.4 the former is isomorphic to
HomE((W/(w))∗)(E(V ), GS(W/(w)) ◦RΓ∗(P(W/(w)),OP(W/(w)))).(32)
Since GS(W/(w)) ◦ RΓ∗(P(W/(w)),OP(W/(w))) is acyclic by induction and
E(V ) is projective as a E((W/(w))∗)-module, (32) will be acyclic. Thus the
last part of (32) is also acyclic, proving the claim.
Now from the triangle (31) we get a triangle (recall (17))
GS(W ) ◦RΓ∗(P(W ),OP(W/(w)))[−1](33)
→ GS(W ) ◦RΓ∗(P(W ),OP(W ))(1)[−1]→ GS(W ) ◦RΓ∗(P(W ),OP(W ))
→ GS(W ) ◦RΓ∗(P(W ),OP(W/(w)))
Let I be GS(W )◦RΓ∗(P(W ),OP(W )). From the triangle above (33) we get
Hp−1(I)q+1 = H
p(I)q. The following claim will then prove the proposition.
Claim. Hp(I) = 0 for p≫ 0.
Proof of claim. In the following let RΓ∗(−) = RΓ∗(P(W ),−). Let τ
≤i and
τ>i be the truncation functors on D(S(W )) (see [29, 1.2.7]). For a complex
N in Kom(S(W )), let w≤iN be the complex with (w≤iN)p = ⊕q≤iN
p
q and
w>iN be the kernel of N → w≤iN . Then w≤i and w>i are also functors on
D(S(W )).
For a complex N in D(S) these truncation functors give triangles
τ≤iM → M → τ>iM → τ≤iM [1]
w>iM → M → w≤iM → w>iM [1].
We thus get a triangle
H0∗OP(W ) → RΓ∗(OP(W ))→ τ
>0RΓ∗(OP(W ))→ H
0
∗OP(W )[1].(34)
Since Hp∗OP(W ) = 0 for p > n, we have that τ
>0RΓ∗(OP(W )) is quasi-
isomorphic to τ≤nτ>0RΓ∗(OP(W )). There is also a triangle
w>qτ≤nτ>0RΓ∗(OP(W ))
→ τ≤nτ>0RΓ∗(OP(W ))→ w
≤qτ≤nτ>0RΓ∗(OP(W ))
→ w>qτ≤nτ>0RΓ∗(OP(W ))[1].
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SinceHpOP(W )(q) vanishes for p > 0 and q ≫ 0 we get w
>qτ≤nτ>0RΓ∗(OP(W ))
isomorphic to 0 in D(S(W )), and the middle terms above are then isomor-
phic in D(S(W )) for q ≫ 0.
Now GS(W ) is a functor of triangulated categories. Applying GS(W ) to
(34) we get a triangle
GS(W )(S(W ))→ GS(W ) ◦RΓ∗(OP(W ))→ GS(W ) ◦ τ
>0RΓ∗(OP(W ))(35)
→ GS(W )(S(W ))[1].
But now
GS(W ) ◦ τ
>0RΓ∗(OP(W )) ∼= GS(W ) ◦ w
≤qτ≤nτ>0RΓ∗(OP(W )).
By the definition of GS(W ) in Subsection 1.3 the latter complex is zero in
large component degrees. Also, by Example 1.7.2, GS(W )(S(W )) is exact in
component degrees greater than zero.
Since we get from the triangle (35) a long exact sequence on cohomology
· · · → Hp(GS(W )(S(W ))) → H
p(GS(W ) ◦RΓ∗(OP(W )))
→ Hp(GS(W ) ◦ τ
>0RΓ∗(OP(W ))) → H
p+1(GS(W )(S(W )))→ · · ·
we see that GS(W )◦RΓ∗(OP(W )) is acyclic in large component degrees which
proves the claim and also the proposition.
Remark 2.3.2. In [11, Section 9] we showed that the category DL(S(W ))
which is the derived category D(S(W )) has two t-structures, which we called
the inner and outer t-structures. We get in this way to cohomological func-
tors
H0in : D
L(S(W )) −→ S(W )-mod
H0ou : D
L(S(W )) −→ E(V )-mod.
The inner t-structure is just the standard t-structure and the functor H0in is
just the standard cohomological functor H0in(N) = H
0(N).
Also the category DR(E(V )) has two t-structures, the inner and outer
t-structure. Via the equivalence of triangulated categories
DL(S(W ))
GS(W )
⇄
FE(V )
DR(E(V ))
these two t-structures are interchanged. The outer (non-standard) t-structure
onDL(S(W )) corresponds to the inner (standard) t-structure onDR(E(V )),
and the inner (standard) t-structure on DL(S(W )) corresponds to the outer
(non-standard) t-structure on DR(E(V )). Thus if N is GS(W )(M) then
H iin(N)
∼= H iou(M). Proposition 2.3.1 above says that ifQ is inDb,coh(qc/P(W ))
then the outer cohomology groups Hpou(RΓ∗(Q)) vanish for all integers p.
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3. Complexes of coherent sheaves described as acyclic
complexes over the exterior algebra.
This section contains the main results of this article, Theorem 3.2.1 and
Theorem 3.3.1.
Definition 3.0.3. The category Kom◦(E(V )−cF ) is the full subcategory of
Kom(E(V )−cF ) consisting of acyclic complexes whose components have fi-
nite corank. The category K◦(E(V )−cF ) is the full subcategory of
K(E(V )−cF ) consisting of the same objects as Kom◦(E(V )−cF ). Note that
it is a triangulated category. The objects of these categories are called Tate
resolutions.
The result we shall prove, Theorem 3.2.1, is that there is an equivalence
of categories
Db(coh/P(W )) ∼= K◦(E(V )−cF ).
Moreover we shall give a very explicit description of this correspondence,
Theorem 3.3.1. This result is closely related to the result of Bernstein,
Gel’fand, and Gel’fand from 1978 [5], which shows that Db(coh/P(W )) is
equivalent to the stable module category of finitely generated left E(V )-
modules. We discuss this more at the end of this section. Also Beilinson [2]
gave in 1978 a description of Db(coh/P(W )) in terms of complexes of free
S(W )-modules, which we discuss in Subection 4.3.
The interesting aspect of our description compared to the original of Bern-
stein, Gel’fand, and Gel’fand is the explicit way it is related to the coho-
mology of coherent sheaves. Namely if F is a coherent sheaf on P(W ), we
show that the corresponding object in K◦(E(V )−cF ) is a minimal complex
I with p’th component
Ip = ⊕vi=0ωE(p− i)⊗H
iF(p − i).
This seems to be a quite useful way in computing cohomology of coherent
sheaves. Our description also has several other advantages which will be
explored in this and the subsequent sections.
3.1. Compositions of ∼ and FE(V ). Recall that if X is a complex then
the stupid truncations σ≥nX and σ<nX are the complexes
· · · → 0→ Xn → Xn+1 → · · ·
· · · → Xn−2 → Xn−1 → 0→ · · ·
respectively.
Lemma 3.1.1. Let I be in Kom◦(E(V )−cF ) and let σ≥nI be the stupid
truncation.
a. The natural map FE(V )((ker d
n
I )[−n]) → FE(V )(σ
≥nI) is a homotopy
equivalence.
b. The map
∼
FE(V )(σ
≥nI)→
∼
FE(V )(I) is a quasi-isomorphism.
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Proof. Since the only cohomology of σ≥nI is ker dnI , part a. follows from
Proposition 1.6.1. Now we prove b. There is an exact sequence
0→ σ≥nI → I → σ<nI → 0
giving an exact sequence
0→ FE(V )(σ
≥nI)
α
−→ FE(V )(I)→ FE(V )(σ
<nI)→ 0.(36)
Now Hp(FE(V )(σ
<nI))q = H
p+q(HomE(V )(k, σ
<nI))−q by Example 1.7.2.
Fix any p. Then for q ≫ 0 we see that Hp(FE(V )(σ
<nI))q = 0. But this
means that
∼
FE(V )(σ
<nI) becomes acyclic. Hence sheafifying the map α in
(36) gives a quasi-isomorphism.
Proposition 3.1.2. Let I be in Kom◦(E(V )−cF ). If
∼
FE(V )(I) is acyclic
then I is nullhomotopic.
Proof. Choose an integer n. By the assumption above and the previous
Lemma 3.1.1,
∼
FE(V )((ker d
n
I )[−n]) is acyclic. Now we know the following
fact. If A → B → C is a complex of coherent sheaves, exact in the middle,
then Γ∗(A) → Γ∗(B) → Γ∗(C) is exact in the middle in sufficiently high
degrees.
Thus since
∼
FE(V )((ker d
n
I )[−n]) is a bounded complex of coherent sheaves,
there is a q0 such that FE(V )((ker d
n
I )[−n])q is acyclic for q ≥ q0. Let
J = GS(W ),min ◦ FE(V )((ker d
n
I )[−n]).
By Proposition 1.6.1, J has a cofiltration
· · · J〈r − 1〉։ J〈r〉։ J〈r + 1〉։ · · ·
where
ker(J〈r〉։ J〈r + 1〉) = GS(W )(H
r(FE(V )((ker d
n
I )[−n])))[−r].
We then see that Jp = 0 for p≫ 0. We now have homotopy equivalences
σ≥nI ∼= GS(W ) ◦ FE(V )(σ
≥nI) ∼= GS(W ) ◦ FE(V )((ker d
n
I )[−n])
∼= J.
The cone C(α) of the composition σ≥nI
α
−→ J is then nullhomotopic. Since
C(α)p = (σ≥nI)p for p ≫ 0 we get that im dpI → I
p+1 is a split injection
for p ≫ 0 and so im dpI is injective (and thus also projective) . Recall
the truncation functors τ≤p and τ>p from [29, 1.2.7]. They give an exact
sequence
0→ τ≤pI → I → τ>pI → 0(37)
where τ>pI is the complex
0→ im dpI → I
p+1 → Ip+2 → · · ·
which is an acyclic bounded below complex consisting of injectives and is
thus nullhomotopic. Similarly τ≤pI is an acyclic bounded above complex
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consisting of projectives and thus nullhomotopic. Since the sequence (37) is
componentwise split exact, I becomes nullhomotopic (see [19, Sec. I.4].
3.2. The equivalence of categories. Recall from Proposition 2.1.1 that
there is an equivalence of categories
Db(coh/P(W )) ∼= Db,coh(qc/P(W )).
Also recall the functor τRΓ∗ in (30). Together with the explicit description
in Theorem 3.3.1 the following is our main result.
Theorem 3.2.1. There is a functor
GS(W ),min ◦ τRΓ∗ : Db,coh(qc/P(W )) −→ K
◦(E(V )−cF )
and a functor
∼ ◦FE(V ) : K
◦(E(V )−cF ) −→ Db,coh(qc/P(W )).
These functors give an adjoint equivalence of triangulated categories, with
∼ ◦FE(V ) left adjoint. (Thus we get an equivalence of categories, by [23,
IV.4.1]. )
Proof. We first show that these functors are well-defined. Firstly, if Q is in
Db,coh(qc/P(W )) then GS(W ),min◦τRΓ∗(Q) is a complex consisting of cofree
modules of finite corank, by Lemma 2.2.2. It is also homotopy equivalent to
GS(W )◦RΓ∗(Q) by Proposition 1.6.1, and the latter is acyclic by Proposition
2.3.1. Hence GS(W ),min ◦ τRΓ∗(Q) is in K
◦(E(V )−cF ).
Let I be in K◦(E(V )−cF ). By Lemma 3.1.1 we have a quasi-isomorphism
∼
FE(V )((ker d
n
I )[−n])→
∼
FE(V )(I).
Since FE(V )((ker d
n
I )[−n]) is a bounded complex of finitely generated S(W )-
modules, we see that
∼
FE(V )(I) is in Db,coh(qc/P(W )).
Now we show that the functors are adjoint. Let Q be in Db,coh(qc/P(W ))
and let I denote a bounded below injective resolution of Q of quasi-coherent
sheaves. Let I be a complex in K◦(E(V )−cF ). Then
HomDb,coh(qc/P(W ))(
∼
FE(V )(I),Q) ∼= HomK(qc/P(W ))(
∼
FE(V )(I),I)
∼= HomK(S(W ))(FE(V )(I),Γ∗(I))
∼= HomK(E(V ))(I,GS(W ) ◦ Γ∗(I))
∼= HomK◦(E(V )−cF )(I,GS(W ),min ◦ τRΓ∗(Q)).
The first isomorphism is by [17, Lemma I.4.5], the second isomorphism by
Lemma 2.2.1, and the third by the adjunction (22) in Subsection 1.5. Next
we need to show that the natural morphisms
(∼ ◦FE(V )) ◦ (GS(W ),min ◦ τRΓ∗)(Q) −→ Q(38)
I −→ (GS(W ),min ◦ τRΓ∗) ◦ (∼ ◦FE(V ))(I)(39)
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coming from the adjunction, are isomorphisms. Start with aQ inDb,coh(qc/P(W ))
with bounded below injective resolution I. Let I be GS(W ),min ◦ τRΓ∗(Q).
Then there is a homotopy equivalence
FE(V )(I) −→ FE(V ) ◦GS(W ) ◦ Γ∗(I)
and a quasi-isomorphism
FE(V ) ◦GS(W ) ◦ Γ∗(I)→ Γ∗(I).
Hence there is a quasi-isomorphism FE(V )(I) → Γ∗(I). If we sheafify this,
we get a quasi-isomorphism
∼
FE(V )(I) → I. This shows that (38) is an
isomorphism.
Now start with an I in K◦(E(V )−cF ) and let Q =
∼
FE(V )(I). By the ad-
junction the identity
∼
FE(V )(I)
=
−→ Q corresponds to a map I
α
−→ GS(W ),min◦
τRΓ∗(Q). Let C(α) be the cone of α. We must show that α is a homotopy
equivalence. The map α gives a triangle in K◦(E(V )−cF )
I
α
−→ GS(W ),min ◦ τRΓ∗(Q)→ C(α)→ I[1].
This gives a triangle in K(S(W )−F )
FE(V )(I)
FE(V )(α)
−→ FE(V ) ◦GS(W ),min ◦ τRΓ∗(Q) −→ FE(V )(C(α))
−→ FE(V )(I)[1]
and thus a triangle in Db,coh(qc/P(W ))
∼
FE(V )(I)
∼
FE(V )(α)
−→
∼
FE(V ) ◦GS(W ),min ◦ τRΓ∗(Q) −→
∼
FE(V )(C(α))
−→
∼
FE(V )(I)[1].
Since the natural map
FE(V ) ◦GS(W ),min ◦ τRΓ∗(Q)→ τRΓ∗(Q)
is a quasi-isomorphism and ∼ ◦τRΓ∗(Q) ∼= Q, we get that
∼
FE(V )(α) is a
quasi-isomorphism.
Then
∼
FE(V )(C(α)) is acyclic and by Proposition 3.1.2 we get that C(α) is
nullhomotopic. Hence α is an isomorphism in K◦(E(V )−cF ) and thus (39)
is an isomorphism.
Notation 3.2.2. It will be convenient to have a more compact notation
for the functor GS(W ),min ◦ τRΓ∗. For an object Q in Db,coh(qc/P(W )) we
let its Tate resolution be T (Q) = GS(W ),min ◦ τRΓ∗(Q).
Corollary 3.2.3. There is an equivalence of triangulated categories
Db(coh/P(W ))
T
⇄
∼◦FE(V )◦ker d0
K◦(E(V )−cF ).
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Proof. This is because the natural map
∼
FE(V )(ker d
0
I)→
∼
FE(V )(I)
is a quasi-isomorphism by Lemma 3.1.1.
3.3. Cohomology of coherent sheaves and the exterior complex.
Now we shall be considerably more explicit about how the complex T (F)
looks. Recall from Section 1.6 that there is an isomorphism of categories
S(W )-mod
GS(W )
−→ KomLin(E(V )−cF ).
If M is an S(W )-module then GS(W )(M) is the complex
. . .→ ωE(−1)⊗M−1 → ωE ⊗M0 → ωE(1)⊗M1 → · · ·
and the maps
ωE(p)⊗Mp → ωE(p+ 1)⊗Mp+1
in degree −p− 1, which is V ⊗Mp →Mp+1, is just the multiplication map
for the S(W )-module M .
Theorem 3.3.1. Let F be coherent sheaf. Then T (F) is a minimal complex
with
T (F)p ∼= ⊕vr=0ωE(p − r)⊗H
rF(p− r).
Proof. By Proposition 1.6.1 there is a bounded above cofiltration
· · ·։ T (F)〈r − 1〉։ T (F)〈r〉։ T (F)〈r + 1〉։ · · ·
with the kernel of T (F)〈r〉։ T (F)〈r + 1〉 equal to GS(W )(H
r
∗F)[−r]. Since
the components in the kernel complexes are all injectives the statement
follows.
Remark 3.3.2. Since HpF(q) = 0 for p > 0 and q ≫ 0 we see that
T (F)p = ωE(p)⊗H
0F(p) for p≫ 0 when F is a coherent sheaf.
This will now enable us to describe the objects in K◦(E(V )−cF ) which
correspond to coherent sheaves.
Definition 3.3.3. LetK◦coh(E(V )−cF ) be the full subcategory ofK
◦(E(V )−cF )
consisting of objects I such that Ip = ωE(p)⊗ V
p
−p for p≫ 0.
Corollary 3.3.4. There is an equivalence of categories
coh/P(W )
GS(W ),min◦τRΓ∗
⇄
H0◦∼◦FE(V )
K◦coh(E(V )−cF ).
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Proof. IfF is a coherent sheaf thenGS(W ),min◦τRΓ∗(F) is inK
◦
coh(E(V )−cF )
by the above Remark 3.3.2. If I is in K◦coh(E(V )−cF ) then by Example 1.7.2
Hp(FE(V )(I))q = H
p+qHomE(V )(k, I)−q.
If p 6= 0 then the latter is zero for q ≫ 0 and hence
∼
FE(V )(I) has zero
cohomology except in the component of degree 0. But then H0(
∼
FE(V )(I))
and
∼
FE(V )(I) are isomorphic in Db,coh(qc/P(W )).
Remark 3.3.5. Let I be in K◦(E(V )−cF ). Consider a differential Ip
dpI−→
Ip+1. Since ωE is a cofree left E(V )-module, σ
≥p+2I is a cofree (injective)
resolution of coker dpI and is thus uniquely determined up to homotopy. Since
ωE is a free left E(V )-module, σ
≤p−1I is a free (projective) resolution of
ker dpI , and is also uniquely determined up to homotopy. Thus I is uniquely
determined, up to homotopy, by any of its differentials.
Conversely, if we have given a map
⊕q∈ZωE(q)⊗ V
0
−q
d
−→ ⊕q∈ZωE(q)⊗ V
1
−q
with
∑
q∈Z dimk V
0
−q and
∑
q∈Z dimk V
1
−q finite, then by taking a cofree res-
olution of coker d and a free resolution of ker d with components of finite
corank and rank, we get an object I in K◦(E(V )−cF ) and thus an object
in Db(coh/P(W )).
This gives a great amount of freedom in constructing objects of
Db(coh/P(W )).
If one by being a bit clever or maybe lucky in choosing d so that one
knows that one actually has constructed a coherent sheaf (see Subection 6.3
for more on this), then by Theorem 3.3.1 one can compute all the cohomology
modules of F by taking a minimal cofree resolution of coker d and a minimal
free resolution of ker d.
On Macaulay 2, version 0.86, there exists such procedures for the exterior
algebra.
Example 3.3.6. Ifm is greater or equal to the regularity of F (see Subsection
4.6 for more on this), then HrF(m − r) = 0 for r > 0. Thus by Theorem
3.3.1 the differential dmI is given by
dmI : ωE(m)⊗H
0F(m)→ ωE(m+ 1)⊗H
0F(m+ 1).
This differential is determined by the map in degree −m − 1 which is just
the multiplication map
W ⊗H0F(m)→ H0F(m+ 1).
By taking a minimal free resolution of dmI one can compute all the cohomol-
ogy groups HrF(n) for integers r ≥ 0 and n.
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Remark 3.3.7. In the paper [1] by Barth the main result says that if F
is a stable rank two sheaf on P(W ) = P2 with first Chern class c1(F) = 0,
then F is completely determined by the map
W ⊗H1F(−2) −→ H1F(−1).
But such a sheaf has H0F and H2F(−2) equal to zero. Also H0F(−1) and
H2F(−3) are zero. Hence the exterior complex in the components of degree
−1 and 0 is
ωE(−2)⊗H
1F(−2) −→ ωE(−1)⊗H
1F(−1).
and so the result of Barth follows from this.
3.4. Duals of Tate resoltions. Note that HomE(V )(ωE,∧
v+1W ) is canon-
ically isomorphic to E(V )⊗∧v+1W an hence to ωE . Thus the dual of a Tate
resolution HomE(V )(I,∧
v+1W ) is also naturally a Tate resolution.
In fact if I = T (G), it is the Tate resolution of RHom(G, ωP(W ))[−v−1] as
the following shows. Thus we retrieve the usual statement of Grothendieck
duality.
Proposition 3.4.1. The diagram
K◦(E(V )−cF )
∼◦ ker0
−−−−→ Db(vb/P(W ))
HomE(V )(−,∧
v+1W )
y yHom(−,ωP(W ))[−v−1]
K◦(E(V )−cF )
∼◦ ker0
−−−−→ Db(vb/P(W )).
induces a natural isomorphism of functors betweent the two compositions.
Hence for G in Db(coh/P(W )) the dual HomE(V )(T (G),∧
v+1W ) is the Tate
resolution of RHom(G, ωP(W ))[−v − 1].
Proof. This is straightforward.
3.5. The description of Bernstein, Gel’fand, and Gel’fand. The de-
scription we have given ofDb(coh/P(W )) is closely related to the description
given in [5]. They show that Db(coh/P(W )) is equivalent to the stable mod-
ule category of E(V ). We recall what this is and describe how their result
it related to ours.
Let A be a positively graded (associative, but not necessarily commu-
tative) Artin algebra. For objects M and N in A-mod, let P (M,N) ⊆
HomA-mod(M,N) be the subset of all morphisms M → N which factors as
M → P → N where P is a projective A-module.
The stable module category A-fmod is the quotient category of the cat-
egory of finitely generated graded A-modules, A-fmod, having the same
objects as A-fmod but with
HomA-fmod(M,N) = HomA-fmod(M,N)/P (M,N).
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When A is a Frobenius algebra (see end of Subsection 1.2), A-fmod is
(equivalent to) a triangulated category. The translation functor T is (up
to isomorphism) defined as follows. For M in A-fmod embed M in an
injective (= projective) object I. Then the translation T (M) is the cokernel
of M →֒ I.
LetK◦(A−cF ) be the category consisting of all acyclic complexes of cofree
(= free) left Amodules of finite corank (= finite rank), with morphisms up to
homotopy. The following proposition is well known and we state it without
proof.
Proposition 3.5.1. There are functors
ker d0 : K◦(A−cF ) −→ A-fmod
I 7→ ker d0I
and
resol : A-fmod −→ K◦(A−cF )
M 7→ I
where the I is constructed by letting M → I0 → I1 → · · · be an injective
resolution of M and · · · → I−2 → I−1 →M be a projective resolution.
These functors give an equivalence of triangulated categories.
Corollary 3.5.2 ([5]). There is an equivalence of triangulated categories
Db(coh/P(W )) ∼= E(V )-fmod.
4. Symmetric complexes representing complexes of coherent
sheaves.
We use the term symmetric complex to denote a complex of free S(W )-
modules.
If F is a coherent sheaf on P(W ), then a common way to represent it, is by
means of a minimal free resolution of the S(W )-module H0∗F . However this
is but one of many ways to represent F by complexes of free S(W )-modules.
For instance, if F = IC/P3 which is the ideal sheaf of a space curve C ⊆ P
3,
then one has the minimal free resolution of H0∗IC/P3 , a complex of free
S(W )-modules A2 → A1 → A0 with H0(A) = H0∗IC/P3 but one also has
the minimal monad, a complex of free S(W )-modules B−1 → B0 → B1
with H0(B) = H0∗IC/P3 and H
1(B) = H1∗IC/P3 (and H
−1(B) = 0). The
monad had been used much in the study of space curves. These monads are
generalized by Walter complexes, shortly to be discussed.
Also Beilinson [2] showed that any object G in Db(coh/P(W )) is isomor-
phic to the sheafification of a symmetric complex P such that each P p is a
direct sum of modules S(W )(−q) where 0 ≤ q ≤ v.
In this section we show that such representations of an object G in
Db(coh/P(W )) by means of symmetric complexes may be derived by means
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of truncating the complex T (F) at different places and then transforming
this truncated complex to a symmetric complex using the functor FE(V ),min.
4.1. Symmetric complexes as transforms of truncations of the ex-
terior complex.
Proposition 4.1.1. a. Let I be in Kom◦(E(V )−cF ) and let J in
Kom(E(V )−cF ) be such that i. J is bounded below, ii. its components
have finite corank, and iii. σ≥pJ = σ≥pI for some p. Then FE(V ),min(J) is
a bounded complex of free S(W )-modules of finite rank (displayed here with
components of degree 0 and 1)
· · · → ⊕q∈ZS(W )(−q)⊗H
q(J)−q → ⊕q∈ZS(W )(−q + 1) ⊗H
q(J)q−1 → · · ·
and
∼
FE(V ),min(J) is isomorphic to
∼
FE(V )(I) in D
b(coh/P(W )).
b. Conversely given a bounded minimal complex P of free S(W )-modules
of finite rank. Then there exists J and I fulfilling the criteria above together
with homotopy equivalences P ∼= FE(V ),min(J) and
∼
P ∼=
∼
FE(V ),min(I).
Proof. Condition i. implies by Proposition 1.6.1 that P = FE(V ),min(J) has
a filtration · · · ⊆ P 〈r − 1〉 ⊆ P 〈r〉 ⊆ · · · with the cokernels P 〈r〉/P 〈r − 1〉
in the filtration of the form FE(V )(H
r(J))[−r] which is a complex (displayed
with components of degree 0 and 1)
· · · → S(W )(−q)⊗Hq(J)−q → S(W )(−q + 1)⊗H
q(J)−q+1 → · · · .
Conditions i,ii., and iii. now imply all but the last statement in a.
There is an exact sequence
0→ σ≥pJ → J → σ<pJ → 0
giving an exact sequence
0→ FE(V )(σ
≥pJ)→ FE(V )(J)→ FE(V )(σ
<pJ)→ 0.
Now by Example 1.3.1, FE(V )(ωE) is quasi-isomorphic to k and hence its
sheafification
∼
FE(V )(ωE) is zero.. Since σ
<p(J) is a bounded complex of
cofree E(V ) modules of finite corank, and FE(V ) is exact, it follows easily
that
∼
FE(V )(σ
<pJ) ∼= 0. Thus
∼
FE(V )(J) ∼=
∼
FE(V )(σ
≥pJ) ∼=
∼
FE(V )(σ
≥pI) ∼=
∼
FE(V )(I),
the latter according to Lemma 3.1.1. Hence the last statement in a. follows.
b. Let J = GS(W ),min(P ). Then clearly i. and ii. in a. holds. Also
Hp(J)q is isomorphic to H
p+q(k ⊗S(W ) P )−q by Example 1.7.2. Hence the
conditions on P gives that Hp(J) = 0 for p ≥ p0 say. Taking a projective
resolution of ker dp0J we get a complex I in Kom
◦(E(V )−cF ) with σ≥p0I =
σ≥p0J . Also there are natural maps
FE(V )(J) = FE(V ) ◦GS(W ),min(P )→ FE(V ) ◦GS(W )(P )→ P
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which are homotopy equivalences. By the uniqueness part Proposition 1.6.1
we must have a homotopy equivalence
FE(V ),min(J) ≃ P.
Remark 4.1.2. This result suggests that the exterior complex T (F) of a
coherent sheaf F , is in some ways a more basic invariant than the symmet-
ric complexes representing F since the latter are obtained by transform-
ing different ”truncations” of the exterior complex T (F) using the functor
FE(V ),min. Note however from the proof that any bounded complex J ful-
filling the conditions i. and ii. in a. will have
∼
FE(V ),min(J) ∼= 0. Thus
in general a complex J fulfilling the conditions in a. will contain a lot of
”junk” in the lower left end, and thus similarly the transformed complex
FE(V ),min(J) contains a lot of ”junk”. But if we perform certain canonical
truncations of an exterior complex T (G) where G is in Dbcoh(qc/P(W )) and
transform this to symmetric complexes, we get several well-known canonical
symmetric complexes associated to G, as we shall now see.
4.2. Linear complexes. We use the term rigid complex to denote bounded
complexes of type (here displayed with components of degree 0 and 1)
· · · → OP(W )(−p)⊗ V
0 → OP(W )(−p+ 1)⊗ V
1 → · · ·(40)
where p is some integer and the dimk V
i are finite.
The following says what symmetric complexes we may get by performing
the stupid truncation σ≥pI on an exterior complex.
Proposition 4.2.1. Let G in Db(coh/P(W )) correspond to I inK◦(E(V )−cF ).
Given an integer p. Then
∼
FE(V ),min(σ
≥pI) is a rigid complex of type (40)
isomorphic in Db(coh/P(W )) to G.
Proof. Let I = T (G) and consider it as a complex in Kom(E(V )−cF ). By
Lemma 3.1.1 there is a quasi-isomorphism
∼
FE(V ),min(σ
≥pI) = (
∼
FE(V )((ker d
p
I)[−p])→
∼
FE(V )(I).
The middle complex is (displayed with components of degree 0 and 1)
· · · → S(W )(−p)⊗ (ker dpI)−p → S(W )(−p+ 1)⊗ (ker d
p
I)−p+1 → · · · ,
and so we get the proposition by sheafifying this complex and letting V i be
(ker dpI)−p+i.
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4.3. Beilinson complexes. In [2], Beilinson gave an alternative descrip-
tion of the category Db(coh/P(W )), representing the objects by certain
complexes of free S(W )-modules. This is Theorem 4.3.3 below. During his
original proof of this theorem, he also established the well-known Beilin-
son spectral sequence. To get the complexes of Beilinson we perform the
following truncations on an exterior complex I.
Definition 4.3.1. Let I be in K(E(V )−cF ) with
Ip = ⊕q∈ZωE(q)⊗ V
p
−q.
For an integer r let b≥rI be the subcomplex of Ip given by
(b≥rI)p = ⊕q≥rωE(q)⊗ V
p
−q.
We let b<rI be the cokernel of b≥rI → I. Note that these functors, in con-
trast to σ≥r and σ<r, are functors on the homotopy category K(E(V )−cF ).
If I = T (G), which is a minimal complex, then clearly (b≥rI)p = 0 for
p≪ 0 and (b≥rI)p = Ip for p≫ 0. By Proposition 4.1.1 a. FE(V ),min(b
≥rI)
exists and its sheafification is isomorphic to G.
We have the exact sequence
0→ b≥rI → I → b<rI → 0.
Since Hp(I) = 0 for all integers p, we see that Hp(b≥rI)−q is non-zero only
if i. ωE(r + i)−q is non-zero for some i ≥ 0 which implies r ≤ q, and ii.
ωE(r − i)−q is non-zero for some i > 0 which implies q ≤ r + v. Thus we
must have r ≤ q ≤ r + v.
So we see by Proposition 4.1.1 that FE(V ),min(b
≥rI) is a complex (dis-
played with components of degree 0 and 1)
· · · → ⊕r+vq=rS(W )(−q)⊗H
q(b≥rI)−q → ⊕
r+v
q=rS(W )(−q)⊗H
q+1(b≥rI)−q → · · · .
Definition 4.3.2. K[−r − v,−r] is the full subcategory of K(S(W )−F )
consisting of bounded complexes P with
P p = ⊕r+vq=rS(W )(−q)⊗ V
p
q
and dimk V
p
q finite.
Theorem 4.3.3 (Beilinson). For each integer r there is an equivalence of
categories
Db(coh/P(W ))
FE(V ),min◦b
≥r◦T
⇄
∼
K[−r − v,−r]
(where ∼ is sheafification).
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Proof. We get a functor
FE(V ),min ◦ b
≥r : K◦(E(V )−cF )→ K[−r − v,−r].
We shall prove that this functor is fully faithful and that every object in
K[−r−v,−r] is isomorphic to FE(V ),min(b
≥rI) for some I in K◦(E(V )−cF ).
This will establish that FE(V ),min ◦ b
≥r is an equivalence of categories, by
[24, II.2.7].
Let I and J be in Kom◦(E(V )−cF ). The exact sequence
0→ b≥rJ → J → b<rJ → 0
gives a triangle in K◦(E(V )−cF )
b<rJ [−1]→ b≥rJ → J → b<rJ
and an exact sequence
HomK(E(V )−cF )(b
≥rI, b<rJ [−1]) → HomK(E(V )−cF )(b
≥rI, b≥rJ)
→ HomK(E(V )−cF )(b
≥rI, J) → HomK(E(V )−cF )(b
≥rI, b<rJ)
which gives an isomorphism
HomK(E(V )−cF )(b
≥rI, b≥rJ)
∼=
−→ HomK(E(V )−cF )(b
≥rI, J)).(41)
We also get from the triangle in K◦(E(V )−cF )
b<rI[−1]→ b≥rI → I → b<rI
an exact sequence
HomK(E(V )−cF )(b
<rI, J)→ HomK(E(V )−cF )(I, J)(42)
→ HomK(E(V )−cF )(b
≥rI, J)→ HomK(E(V )−cF )(b
<rI[−1], J).
Now since I is homotopy equivalent to a minimal complex, b<rI will be
homotopy equivalent to a bounded above complex. Since J is acyclic, (42)
gives an isomorphism
HomK(E(V )−cF )(I, J)
∼=
−→ HomK(E(V )−cF )(b
≥rI, J).
Together with (41) this gives that
b≥r : K◦(E(V )−cF ) −→ K(E(V )−cF )
is a fully faithful functor. Also
HomK(E(V )−cF )(b
≥rI, b≥rJ) = HomK(S(W )−F )(FE(V )(b
≥rI), FE(V )(b
≥rJ))
since FE(V ) gives an equivalence of categories. Hence FE(V ),min ◦ b
≥r is fully
faithful.
Now given P inK[−r−v,−r]. We want to show that P = FE(V ),min(b
≥rI)
for some I in K◦(E(V )−cF ).
Let J = GS(W ),min(P ). Then J is a bounded below minimal complex.
Also
HompK(E(V )−cF )(k, J)q = H
pHomK(E(V )−cF )(k, J)q = H
p+q(P )−q.
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So HompK(E(V )−cF )(k, J)q is nonzero only if−q ≥ r. This gives b
≥rJ = J . We
now claim that J can be completed to a minimal complex I inK◦(E(V )−cF )
with b≥rI = J . This follows by looking at Hp(J)q = H
p+q(k ⊗S(W ) P )−q.
We see that
i. Hp(J) is non-zero for only a finite number of p’s.
ii. Hp(J) is a finite length module.
iii. Hp(J)q non-zero implies q ≥ −r − v.
Hence J can be completed to a minimal complex I in K◦(E(V )−cF ) with
b≥rI = J . But then P ∼= FE(V ),min(b
≥rI). This shows that FE(V ),min ◦ b
≥r
is an equivalence of categories.
By Proposition 4.1.1 we now see that if I is in K◦(E(V )−cF ) then
∼
FE(V )(I) ∼=
∼
FE(V ),min(b
≥rI).
By the main Theorem 3.2.1 we see that ∼ is a quasi-inverse to FE(V ),min ◦
b≥r ◦ T .
4.4. Walter complexes. The minimal free resolution of a coherent sheaf
has certain “higher” versions introduced by C. Walter in the paper [28].
We describe them below in Theorem 4.4.2. They derive from the following
truncations of a minimal exterior complex.
Definition 4.4.1. Let G be in Db(coh/P(W )) so T (G) is a minimal complex.
By Proposition 1.6.1 there is a cofiltration of T (G).
· · ·։ T (G)〈r〉։ T (G)〈r + 1〉։ · · · .
Let
w≤rT (G) = ker(T (G)→ T (G)〈r〉).
If K〈r〉 is the kernel of T (G)〈r〉 → T (G)〈r + 1〉 then K〈r〉 is the complex
GS(W )(H
r(RΓ∗(G)))[−r] which is a complex (displayed with components of
degree 0 and 1)
· · · → ωE(−r)⊗H
r(RΓ∗(G))−r → ωE(−r + 1)⊗H
r(RΓ∗(G))−r+1 → · · · .
Thus
(w≤rT (G))
p = ⊕i≤rωE(p − i)⊗H
i(RΓ∗(G))p−i.(43)
Of course we would now like to form the complex
FE(V ),min(w≤rT (G))
such that its sheafification is isomorphic to G in Db(coh/P(W )). The
problem is that w≤rT (G) is not necessarily bounded below. Nor needs
(w≤rT (G))
p be equal to T (G)p for p ≫ 0. Thus FE(V )(w≤rT (G)) needs not
be homotopic to a minimal complex, and even if it were, its sheafification
needs not be isomorphic to G in Db(coh/P(W )).
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However in certain cases the desired properties hold. If G is a coherent
sheaf F on P(W ), recall that the local projective dimension of F , written
lpd (F), is the maximum of all projective dimensions of FP , the localization
of F at a point P of P(W ), as a module over the local ring OP(W ),P .
It is a well known fact that lpd (F) ≤ k iff HpF(q) vanishes when q ≪ 0
for 0 ≤ p ≤ v− 1− k. (This is true if F is a vector bundle, by Serre duality;
then take a locally free resolution of F . ) Of course HpF(q) also vanishes
for q ≫ 0 when p > 0.
Theorem 4.4.2. Let F be a coherent sheaf. Assume that 0 ≤ r ≤ v −
1 − lpd (F). Then w≤rT (F) is a bounded below complex so the symmetric
complex P = FE(V ),min(w≤rT (F)) exists. It has the following properties.
i. The sheafification of P is quasi-isomorphic to F .
ii. P p = 0 if p is not in the interval [r + 1− v, r], so P has length at most
v − 1.
iii. Hp(P ) ∼= H
p
∗F for p ≤ r.
Remark 4.4.3. Note that the critical thing which makes such a complex
unique is that the length of P is at most v − 1. If r = 0 then P is just the
minimal free resolution of H0∗F .
Proof of Theorem 4.4.2. Let I = T (F). By (43) and what is stated just
before this proposition, it is clear that (w≤rI)
p = Ip for p≫ 0 if r ≥ 0 and
that (w≤rI)
p = 0 for p ≪ 0 if 0 ≤ r ≤ v − 1 − lpd (F). Thus FE(V ),min(I)
exists and its sheafification is quasi-isomorphic to F by Proposition 4.1.1.
Now we have the short exact sequence
0→ w≤rI → I → I/w≤rI → 0.(44)
We see by (43), that ifHp(w≤rI)q is non-zero then p−i+q ≤ 0 for some i ≤ r.
This implies p+ q ≤ r. Furthermore we see by (43) that Hp−1(I/w≤rI)q =
Hp(w≤rI)q is non-zero only if p − 1 − i+ q ≥ −v − 1 for some i > r which
implies p+q ≥ r+1−v. Thus we get that Hp+q(k⊗S(W )P )−q = H
p(w≤rI)q
is zero for p + q not in the interval [r + 1 − v, r]. Since P is minimal this
gives P p+q = 0 for p+ q not in the interval [r + 1− v, r].
Let P = FE(V ),min(w
≤rI). Then w≤rI = GS(W ),min(P ) and by Propo-
sition 1.6.1 a. we get that the kernels K〈p〉 in the filtration of w≤rI are
isomorphic to GS(W )(H
p(P ))[−p].
But also I = GS(W ),min ◦ τRΓ∗(F). Thus in the cofiltration of w≤rI the
kernelsK〈p〉 = ker(I〈p〉։ I〈p + 1〉) for p ≤ r are equal toGS(W )(H
p
∗F)[−p].
Hence we get Hp(P ) ∼= Hp(RΓ∗(F)) for p ≤ r since the functor (26) in Sub-
section 1.6 is an isomorphism of categories.
Remark 4.4.4. Suppose C ⊆ P3 is a space curve (without isolated or
embedded points). Then let F be IC/P3 , the ideal sheaf of the curve in P
3.
Then lpd (IC/P3) = 1. Thus FE(V ),min(w≤rT (IC/P3)) exists for r = 0 or
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1 and it is a complex of length 2. If r = 0 we get the minimal resolution
P−2 → P−1 → P 0 of H0∗IC/P3 . If r = 1 we get the minimal monad
P−1 → P 0 → P 1 with H0(P ) = H0∗IC/P3 and H
1(P ) = H1∗IC/P3 . The
minimal monad has been much studied in the field of space curves.
4.5. Koszul cohomology. Consider the complex w≤0T (F) (displayed with
components of degree p and p+ 1)
· · · → ωE(p)⊗H
0F(p)→ ωE(p+ 1)⊗H
0F(p + 1)→ · · · .
In [15] the cohomology Hp(w≤0T (F))q of this complex is denoted
K−p−q,p(H
0
∗F ,W ) and called Koszul cohomology groups.
On the other hand consider the minimal free resolution P of H0∗F
· · · → ⊕q∈ZS(W )(−q)⊗ V
p
q → · · · → ⊕q∈ZS(W )(−q)⊗ V
0
q → H
0
∗F .
The syzygies V pq of order p and weight q are often of interest because they
are attached geometric significance. The following is [15, Thm. 1.b.4] and
shows that the syzygies, suitably reindexed, are isomorphic to the Koszul
cohomology groups.
Proposition 4.5.1. Let F be a coherent sheaf with lpd (F) ≤ v−1 and let P
be a minimal free resolution of H0∗F . Then the syzygy of order p and weight
q, Hp(k ⊗S(W ) P )q, is isomorphic as a vector space to H
p+q(w≤0T (F))−q .
(Or, in other notation, V pq is isomorphic to K−p,p+q(H
0
∗F ,W ).)
Proof. This follows since P is FE(V ),min(w≤0T (F)) and thus by Example
1.7.2, Hp(k ⊗S(W ) P )q is isomorphic to H
p+q(w≤0T (F))−q.
4.6. Castelnuovo-Mumford regularity. A result where the form of the
exterior complex (see Theorem 3.3.1) of a coherent sheaf F is to a certain
extent present, is in the concept ofm-regularity of a coherent sheaf as defined
originally in Mumford’s book [25]. Recall that the component T (F)p is equal
to ⊕vi=0ωE(p− i)⊗H
iF(p− i). The following is the original theorem in [25,
Lec. 14].
Proposition 4.6.1. Given an integer m. Suppose H iF(m − i) = 0 for
i > 0. Then
i. H0∗F is generated in degree m.
ii. H iF(p− i) = 0 for all p ≥ m and i > 0.
Proof. The component T (F)m is ωE(m)⊗H
0F(m). Suppose thatH iF(p−i)
is non-zero for some i > 0 and p > m and let p be minimal such. Since
T (F) is a minimal complex, ωE(p − i)i−p ⊗ H
iF(p − i) is in the kernel of
the differential dpI . But again since T (F) is minimal this is not in the image
of dp−1I whose domain is ωE(p− 1)⊗H
0F(p− 1). Since T (F) is acyclic this
must mean that H iF(p − i) = 0 for all i > 0 and p ≥ m and this proves ii.
Thus T (F)p = ωE(p)⊗H
0F(p) for p ≥ m so the complex
· · · → ωE(p)⊗H
0F(p)→ ωE(p + 1)⊗H
0F(p+ 1)→ · · ·
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is acyclic for p > m. Thus
ωE(p − 1)−p ⊗H
0F(p − 1)→ ωE(p)−p ⊗H
0F(p)
is surjective. But this is just the map
W ⊗H0F(p − 1)→ H0F(p)
and this proves i.
5. Hilbert polynomials.
Suppose we have given the exterior complex T (F) of a coherent sheaf F .
In this section we show how one may compute the Hilbert polynomial of F
from T (F). As we shall see, this may be done quite locally on T (F), in fact
from the kernel of any of the differentials of T (F).
5.1. Hilbert polynomials. Let F be a coherent sheaf. Then the Hilbert
polynomial χF of F is
χF(n) =
∑
i≥0
(−1)i dimkH
iF(n).
For a bounded complex G of coherent sheaves we define the Hilbert polyno-
mial to be
χG(n) =
∑
p∈Z
(−1)pχGp(n)
where Gp is the coherent sheaf in component p of G.
If
0→ F ′ → F → F ′′ → 0
is a short exact sequence of coherent sheaves, then χF = χF ′ + χF ′′. Thus
for every G in Db(coh/P(W )) we get a polynomial function χG : Z → Z
which is additive on triangles, i.e. if
G′ → G → G′′ → G′[1]
is a triangle, then
χG = χG′ + χG′′.
Lemma 5.1.1. Let G be in Db(coh/P(W )). Then
χG(n) =
∑
p∈Z
(−1)p dimkH
p(RΓ∗(G))n.
Proof. If G is a coherent sheaf, this is just the definition of χG. Let
G′ → G → G′′ → G′[1]
be a triangle in Db(coh/P(W )). The functor RΓ∗ takes triangles to trian-
gles. Taking cohomology we then get a long exact sequence of cohomology.
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Thus if the lemma holds for G′ and G′′ it holds for G. Since the coher-
ent sheaves generate the triangulated category Db(coh/P(W )), we get the
lemma.
The following is the most useful result for computing the Hilbert poly-
nomial of a coherent sheaf from its exterior complex. It shows how this
Hilbert polynomial can be computed from any of the differentials of the
exterior complex.
Theorem 5.1.2. Let I inK◦(E(V )−cF ) correspond to G in Db(coh/P(W )).
Fix an integer p. Then
χG(n) =
∑
q∈Z
(−1)q+p dimk(ker d
p
I)q · χOP(W )(q + n).
Proof. By Lemma 3.1.1,
∼
FE(V )((ker d
p
I)[−p]) is isomorphic to G inD
b(coh/P(W )).
Since FE(V )((ker d
p
I)[−p]) is the complex (displayed with components of de-
gree 0 and 1)
· · · → S(W )(−p)⊗ ker(dpI)−p → S(W )(−p+ 1)⊗ ker(d
p
I)−p+1 → · · ·
we get that
χG(n) =
∑
q∈Z
(−1)q+p dimk ker(d
p
I)q · χOP(W )(q + n).
The following shows how to compute the Hilbert polynomial of a coherent
sheaf from the coranks of the components of the exterior complex.
Theorem 5.1.3. Let I inK◦(E(V )−cF ) correspond to G in Db(coh/P(W )).
Let Ip = ⊕q∈ZωE(−q)⊗ V
p
q . Then
χG(n) =
∑
p∈Z
(−1)p+n dimk V
p
n
(if this sum if finite).
Proof. If F is a coherent sheaf and I = E(F) then the equality clearly
holds. Since Db(coh/P(W )) is generated as a triangulated category by co-
herent sheaves, and the right hand side in the equality above is invariant for
homotopic complexes, the theorem follows.
6. How to determine properties of a coherent sheaf from its
Tate resolution.
In this section we shall further investigate how properties of an object G
in Db(coh/P(W )) is reflected in the exterior complex T (G). For instance,
if G = F is a coherent sheaf , then it is often important to determine the
ranks of the fibers Fk(P ) for P a point in P(W ) and also the dimensions of
the loci where F has constant rank. Furthermore it is also often important
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to determine the projective dimensions of the localizations FP for points P
in P(W ).
We shall show how these invariants may be computed from the exte-
rior complex T (F). These derivations come from investigations of the fol-
lowing. We consider a linear subspace P(W/U) ⊆ P(W ). Let G be in
Db(coh/P(W )). Then we may obtain a suitable restriction LG|P(W/U) in
Db(coh/P(W/U)) (in a derived sense). We shall describe how the exterior
complexes of LG|P(W/U) and G are related. In particular we shall use how
these are related when P(W/U) is a point P .
6.1. Restriction to linear subspaces. Recall from Proposition 2.1.1 that
there is an equivalence of categories
Db(vb/P(W ))
iP(W )
⇄
jP(W )
Db(coh/P(W )).(45)
Let U ⊆ W be a subspace, so P(W/U) ⊆ P(W ) is a linear subspace. Then
we have a restriction functor
Db(vb/P(W ))→ Db(vb/P(W/U))
by letting
(· · · → E i → E i+1 → · · · ) 7→ (· · · → E i|P(W/U) → E
i+1
|P(W/U) → · · · ).
Via the equivalence (45) and the corresponding equivalence for P(W/U), we
then obtain a restriction functor
Db(coh/P(W )) → Db(coh/P(W/U))
G 7→ LG|P(W/U).
Note that if G is a coherent sheaf F , then LF|P(W/U) may not be isomorphic
in Db(coh/P(W/U)) to a coherent sheaf. In fact we have the following.
Proposition 6.1.1. Let F be a coherent sheaf and let S ⊆ P(W ) be the lo-
cus where F degenerates in rank. Then LF|P(W/U) is isomorphic in D
b(coh/P(W/U))
to a coherent sheaf (necessarily F|P(W/U)) if and only if P(W/U) intersects
S properly.
Proof. Suppose first that U = (u) so P(W/U) is a hyperplane in P(W ).
Let E be a locally free resolution of F , and let Ki = ker(E i → E i+1). Then
there are exact sequences
0→ Ki → E i → Ki−1 → 0.
Since Ki−1 is a locally free sheaf on P(W )\S and no component of S (in
reduced form) is contained in P(W/U), the element u is not contained in
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any associated prime of Ki−1. In the diagram
Ki(−1) −−−→ E i(−1) −−−→ Ki−1(−1)y·u y·u y·u
Ki −−−→ E i −−−→ Ki−1
the right vertical map is therefore injective. Thus the cokernels
0→ Ki/uKi → E i/uE i → Ki−1/uKi−1 → 0
is an exact sequence. This gives that E/uE is a locally free resolution of
F/uF and hence LF|P(W/U) is isomorphic to a coherent sheaf.
By cutting down with hyperplanes, this proves the if part of the statement
in generality.
To prove the converse we may assume by first cutting down with a linear
subspace intersecting S properly, that a component of S (in reduced form)
is contained in P(W/U). Let u be in U . Then
K0/uK0 → E0/uE0 → F/uF → 0
is not left exact. Applying this again to the exact sequence
0→ K1 → E
0/uE0 → F/uF → 0
where K1 is the kernel, and proceeding, we see that the sequence
K0/UK0 → E0/UE0 → F/UF → 0
is not left exact. Hence E|P(W/U) is not a resolution of F|P(W/U).
Notation 6.1.2. Recall from Notation 3.2.2 that for G in Db(coh/P(W ))
we get the exterior complex T (G) which is the composition of GS(W ),min
and τRΓ∗(P(W ),G). If G
′ is an object in Db(coh/P(W/U)) we shall in the
following denote the composition of GS(W/U),min and τRΓ∗(P(W/U),G
′) as
T ′(G′).
The following says how restrictions of complexes of vector bundles from
P(W ) to P(W/U) translate when looking at the corresponding exterior
complexes in K(E(V )) and K(E((W/U)∗)).
Proposition 6.1.3. The diagram
Db(vb/P(W ))
T
−−−→ K(E(V ))y|P(W/U) yresE(V )E((W/U)∗)
Db(vb/P(W/U))
T ′
−−−→ K(E((W/U)∗))
gives a natural isomorphism of functors
res
E(V )
E((W/U)∗) ◦ T
∼=
−→ T ′ ◦|P(W/U) .
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Proof. We may assume P(W/U) ⊆ P(W ) is a hyperplane inclusion so U =
(u) is a one-dimensional subspace of W . Let E be in Db(vb/P(W )) and
let J be in K(E(V )−cF ) be such that
∼
FE(V )(J) has bounded cohomology.
(Note that this is always true if J = T (G) for some G in Db(coh/P(W )).)
Then to give a morphism J → GS(W ) ◦RΓ∗(P(W ), E) corresponds to a
morphism FE(V )(J)→ RΓ∗(P(W ), E) which gives a morphism
∼
FE(V )(J)→
E in Db,coh(qc/P(W )). Such a map can be represented by a diagram of
morphisms of complexes
Q
φ
ւ ց
∼
FE(V )(J) E
where φ is a quasi-isomorphism. By the proof of Proposition 2.1.1 we may
assume that Q is a bounded complex of vector bundles. But then we clearly
get a diagram
Q|P(W/U)
φ|P(W/U)
ւ ց
∼
FE(V )(J)|P(W/U) E|P(W/U)
where φ|P(W/U) is a quasi-isomorphism.
This gives us a morphism
∼
FE(V )(J)/u
∼
FE(V )(J)→ E|P(W/U)
in Db(coh/P(W/U)) and thus a morphism in K(S(W/U))
FE(V )(J)/uFE(V )(J)→ RΓ∗(P(W/U), E|P(W/U)).(46)
By diagram (20) in Subsection 1.4 there is an isomorphism of functors
(S(W/U)⊗S(W ) −) ◦ FE(V ) ∼= FE((W/U)∗) ◦ res
E(V )
E((W/U)∗).
Thus we get an isomorphism
FE(V )(J)/uFE(V )(J) ∼= FE((W/U)∗) ◦ res
E(V )
E((W/U)∗)(J).
From this isomorphism and (46) we get, using the adjointness of FE(V )
and GS(W ), a morphism in K(E((W/U)
∗))
res
E(V )
E((W/U)∗)(J)
α
−→ GS(W/U) ◦RΓ∗(P(W/U), E|P(W/U)).(47)
Taking J = T (E) this gives our natural transformation of functors.
It remains to prove that the natural transformation is an isomorphism.
There is a homotopy equivalence φ
GS(W/U) ◦RΓ∗(P(W/U), E|P(W/U))
∼=
−→ GS(W/U),min ◦ τRΓ∗(P(W/U), E|P(W/U)).
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By the constructions above
∼
FE((W/U)∗)(α) is an isomorphism inDb,coh(qc/P(W ))
and hence
∼
FE((W/U)∗)(φ ◦ α) is an isomorphism in Db,coh(qc/P(W )). By
Proposition 3.1.2, φ ◦ α is a homotopy equivalence, and hence α is a homo-
topy equivalence.
The following now shows how the restriction functor L(−)|P(W/U) trans-
lates to a functor from K◦(E(V )−cF ) to K◦(E((W/U)∗)−cF ).
Corollary 6.1.4. The diagram
Db(coh/P(W ))
T
−−−→ K◦(E(V )−cF )
L(−)|P(W/U)
y yresE(V )E((W/U)∗)
Db(coh/P(W/U))
T ′
−−−→ K◦(E((W/U)∗)−cF )
gives a natural isomorphism of functors
res
E(V )
E((W/U)∗) ◦ E
∼=
−→ E′ ◦ L(−)|P(W/U).
Proof. Immediate.
The complex T (G) is acyclic. We also get a complex
HomE(V )(E(U
∗), T (G))
which is in general not acyclic when U 6= W . The following tells us what
information the cohomology groups of this complex gives.
Proposition 6.1.5. Let G be in Db(coh/P(W )). Then there is a natural
isomorphism of S(W/U)-modules
⊕p,q∈Z H
p(RΓ∗(P(W/U),LG|P(W/U)))q
∼= ⊕p,q∈Z H
p+qHomE(V )(E(U
∗), T (G))−q
where the S(W/U)-module structure on the latter bigraded group are given
as in Subsection 1.7.
Proof. By Proposition 1.7.1 there is a ”twisted” quasi-isomorphism
HomE(V )(E(U
∗), T (G)) ∼= S(W/U)⊗S(W ) FE(V )(T (G))
and by diagram (20) in Subsection 1.4 there is an isomorphism of complexes
of S(W/U)-modules
S(W/U)⊗S(W ) FE(V )(T (G)) ∼= FE((W/U)∗) ◦ res
E(V )
E((W/U)∗)(T (G)).
By the previous Corollary 6.1.4 there is a homotopy equivalence of complexes
of E((W/U)∗)-modules
res
E(V )
E((W/U)∗) ◦ T (G)
∼= T ′(LG|P(W/U)).
Now for any N in D(S(W/U)) there is a quasi-isomorphism of complexes of
S(W/U)-modules
FE((W/U)∗) ◦GS(W/U)(N)→ N.
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Then by lettingN beRΓ∗(P(W/U),LG|P(W/U)) we get a quasi-isomorphism
FE((W/U)∗) ◦ T
′(LG|P(W/U))→ RΓ∗(P(W/U),LG|P(W/U))
and this proves the proposition.
The meaning of the previous proposition is most transparent in the fol-
lowing case.
Corollary 6.1.6. Let F be a coherent sheaf and suppose LF|P(W/U) is iso-
morphic to F|P(W/U). Then
HpF|P(W/U)(q) ∼= H
p+qHomE(V )(E(U
∗), T (F))−q .
Remark 6.1.7. In conjunction with the theory in Subsection 1.7 we see that
a necessary condition for a coherent sheaf F on P(W/U) to lift to P(W ) is
that there is a structure of E(U∗)-module on ⊕p,q∈ZH
pF(q) such that the
actions of S(W/U) and E(U∗) commute.
6.2. How properties of a coherent sheaf translate to the Tate res-
olution. Now we turn to the following question. Given a coherent sheaf F .
How does one determine its rank, the dimensions of its degeneracy loci, and
its local projective dimension, from T (F)? The key is the following.
Theorem 6.2.1. Let U ⊆ W be of codimension 1 so P = P(W/U) →֒
P(W ) is a point. Let F be a coherent sheaf on P(W ) and FP its localization
in P . Then for any p we have a functorial isomorphism of vector spaces
Tor
OP(W ),P
−p (k(P ),FP )
∼= Hp+qHomE(V )(E(U
∗), T (F))−q
for all q. In particular for a fixed a = p+ q one has for every p
Tor
OP(W ),P
−p (k(P ),FP )
∼= HaHomE(V )(E(U
∗), T (F))p−a.
Proof. First note that Fk(P ) and F|P both denote the fiber of F at the point
P . Let
0→ E−r → E−r+1 → · · · → E0 → F
be a locally free resolution. Then LF|P may be identified with the complex
E|P = Ek(P ). Since this is sheaves over a point P , H
p(RΓ∗(P,LF|P ))q is
isomorphic to Hp(RΓ∗(P,LF|P ))0 for any q and the latter may be identified
with
Hp(Ek(P )) = Tor
OP(W ),P
−p (k(P ),FP ).
Since
Hp(RΓ∗(P,LF|P ))q ∼= H
p+qHomE(V )(E(U
∗), T (F))−q
by Proposition 6.1.5, we get the theorem.
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The following corollary shows how we may determine the rank of a co-
herent sheaf F at a point P and the projective dimension of the localization
FP , from the exterior complex T (F). In fact we are able to determine all
this by a very local consideration on the exterior complex. Given any integer
a we determine these data just from looking at the terms
T (F)a−1 → T (F)a → T (F)a+1.
Corollary 6.2.2. Fix any integer a. Then the folowing holds.
a. HaHomE(V )(E(U
∗), T (F))p−a = 0 for all p ≥ 1.
b. The rank of the fiber Fk(P ) is the vector space dimension of
HaHomE(V )(E(U
∗), T (F))−a.
c. The projective dimension of the localization FP is the largest integer l
such that HaHomE(V )(E(U
∗), T (F))−l−a is non-zero.
Proof. The projective dimension of FP is the largest integer l such that
Tor
OP(W ),P
l (k(p),FP )
is non-zero, by [7, Cor. 19.5]. Hence c. follows, and a. and b. are clear.
Corollary 6.2.3. Given an integer a. Then F is a vector bundle of rank r
if and only if
dimkH
aHomE(V )(E(U
∗), T (F))−a = r
for all U ⊆W of codimension one.
Proof. Immediate.
The following shows how to determine the dimension of the degeneracy
locus of the coherent sheaf F .
Theorem 6.2.4. Let U0 ⊆W be a subspace of codimension d, so P(W/U0) ⊆
P(W ) is a linear subspace of dimension d− 1. If for all U0 ⊆ U ⊆W where
U is of codimension one in W we have
dimkH
aHomE(V )(E(U
∗), T (F))p−a =
{
r, for p = 0
0, for p 6= 0
(48)
then the degeneracy locus of F is of codimension greater or equal to d and
rank (F) = r. Conversely if its degeneracy locus is of codimension greater
or equal to d and rank (F) = r then (48) holds if W0 is a general subspace
of V of codimension d.
Proof. Let S be the degeneracy locus of F . By Proposition 6.1.1, P is
not in S for any point P in P(W/U0). Hence S ∩ P(W/U0) is empty, and
codimS ≥ d and rank (F) = r. The converse part is also clear.
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6.3. How properties of a Tate resolution translate to a coherent
sheaf. Now often one would probably not start from a coherent sheaf F
on P(W ). Rather one would start with a homomorphism d : E′ → E of
cofree left E(V )-modules of finite corank. By Remark 3.3.2 this gives rise
to an object G in Db(coh/P(W )). So how can one determine if G is actually
(isomorphic to) a coherent sheaf ? And if so, which properties does G have ?
We consider this in Theorem 6.3.4, but first we do some preparatory work.
Lemma 6.3.1. Let F be a coherent sheaf on P(W ) and let l be an integer.
Then there is an open subset U with codim (P(W )\U) ≥ l + 1 such that the
projective dimensions of the localizations FP is ≤ l for all P in U .
Proof. This follows by Theorem 20.9 and Proposition 18.2 in [7].
Lemma 6.3.2. Let
E−l
d−l
−→ E−l+1 → · · · → E0
be a complex of vector bundles on P(W ). Suppose Hp(E) has support in
codimension ≥ l when p < 0. Then Hp(E) = 0 for p < 0.
Proof. Note that if F is a coherent sheaf on P(W ), then the local projective
dimension
lpd (F) = max{i | Exti(F ,R) 6= 0 for some R in coh/P(W )}.
Now if Hp(E) 6= 0 for some p < 0, we may assume that the codimension
of the support of Hp(E) is equal to l for some p. (Else we may replace l with
a larger integer.)
By Lemma 6.3.1 there is an open subset U of P(W ) with the codimension
of P(W )\U greater or equal to l + 1 such that the projective dimension of
all localizations Hp(EP ) is less or equal to l for all integers p and points P
in U .
Let Ki = ker di and Bi = im di−1. Also let p < 0 be minimal such that
Hp(E|U ) 6= 0. (Note that such a p exists by our assumptions on U and H
p(E)
for p < 0.) We have an exact sequence
0→ Bp|U → K
p
|U → H
p(E|U )→ 0.(49)
Since H i(E|U) = 0 for i < p we get lpd (B
p
|U) ≤ l − 2. By the Auslander-
Buchsbaum Theorem [7, Thm. 19.9], the local projective dimension of
Hp(E|U ) is l. Hence lpd (K
p
|U ) is also l.
By the exact sequence
0→ Kp
|U
→ Ep
|U
→ Bp+1
|U
→ 0
we get lpd (Bp+1|U ) = l + 1. By the exact sequence (49) for p+ 1 we get that
either lpd (Hp+1(E|U)) ≥ l + 2 or lpd (K
p+1
|U ) ≥ l + 1. In the latter case we
may continue and eventually get lpd (Hp+r(E|U)) ≥ l+ r+1 for some r ≥ 1.
This is not possible however since lpd (Hp+r(E|U )) ≤ l.
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Thus we have proved the lemma.
Lemma 6.3.3. Let G be in Db(coh/P(W )) and let a be an integer. Let
U0 ⊆ W have codimension d. Suppose that for all U0 ⊆ U ⊆ W where U
has codimension 1, the following holds for some integer p0
dimkH
aHomE(V )(E(U
∗), T (G))p−a =
{
r, if p = p0.
0, otherwise.
(50)
Then Hp(G) is a sheaf of rank r for p = p0 and rank 0 for p 6= p0. Further-
more if Hp(G) degenerates in a locus Sp, then Sp ∩P(W/U0) is empty, and
so codim Sp ≥ d.
Proof. The condition (50) says, as in Theorem 6.2.1 b., that when p 6= p0
then Hp(LG|P ) = 0 for all points P = P(W/U) →֒ P(W/U0). Thus when
p 6= p0, clearly S
p ∩ P(W/U0) is empty and so codimS
p ≥ d. For P =
P(W/U) a point in U = P(W )\ ∪p 6=p0 Sp the rank of H
p(LG|P(W/U)) must
then be constant for all p. Since P(W/U0) ⊆ U we get that H
p0(G) is a
sheaf of rank r.
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Theorem 6.3.4. Let
E· : E′ → E → E′′
be a complex of cofree E(V )-modules of finite corank which is exact in the
middle. In the following let U ⊆ W denote a subspace of codimension one.
Suppose the following holds for some integers a and l.
a. HHomE(V )(E(U
∗), E·)q is
{
= 0 for q not in [−a− l,−a] and all U ⊆W.
6= 0 for some U ⊆W when q = −a
b. Let U0 ⊆W be some subspace of codimension l. Suppose the vector space
dimension of
HHomE(V )(E(U
∗), E·)q is
{
r for all U0 ⊆ U ⊆W when q = −a.
0 for all U0 ⊆ U ⊆W when q 6= −a.
By taking a free resolution of the kernel of E′ → E and a cofree resolution of
the cokernel of E → E′′ we may complete E· to an acyclic complex I of cofree
modules of finite corank. Index this complex so E = Ia is in component a.
Then this complex I corresponds to a coherent sheaf F on P(W ) of rank r
with lpd (F) ≤ l. Furthermore F degenerates in codimension ≥ l.
Proof. Let I correspond to E in Db(vb/P(W )). The condition a. gives that
the ranks of the maps
Ep−1|P(W/U) → E
p
|P(W/U)
are constant for all p ≤ −l and all p ≥ 1. Thus the kernels and cokernels of
these maps are bundles. We may therefore assume we have a complex
E−l → E−l+1 → · · · → E0.
Now we use condition b. We may apply Lemmata 6.3.2 and 6.3.3 and get
thatHp(E) = 0 for p 6= 0. Thus letting F = H0(E) we have the theorem.
Corollary 6.3.5. If also the cohomology HHomE(V )(E(U
∗), E·)q is zero for
q ≤ −a− l and all U ⊆W , then F is a torsion free sheaf of local projective
dimension less than l.
Proof. We may assume that E in the proof above is
E−l+1 → · · · → E0.
Thus lpd (F) ≤ l − 1. Furthermore there is an exact sequence
0→ T → F → F → 0(51)
where F is torsion free and T is the torsion part of F . Let k be the codi-
mension of the support SuppT . Since F degenerates in codimension ≥ l by
Theorem 6.3.4 we must have k ≥ l. Also the projective dimension of TP is
≥ k for P in SuppT by the Auslander-Buchsbaum theorem [7, Thm. 19.9].
Then the projective dimension of FP ≥ k + 1 for P in SuppT . But this is
impossible since the locus of P in P(W ) such that the projective dimension
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of FP is ≥ k+1 has codimension ≥ k+1 according to Lemma 6.3.1. Hence
SuppT = ∅ and F = F .
7. Projections
Let U ⊆ W be a linear subspace and let U be the open subset P(W ) −
P(W/U). Se we get a projection morphism U −→ P(U). If F is a coherent
sheaf on P(W ) such that SuppF is disjoint from P(W/U), then p∗F is a
coherent sheaf on P(W ) and we show that its cohomology is related to that
of F by
H i(P(W ),F) = H i(P(U), p∗F),
or, if we consider them as S(W )- and S(U)-modules, then
res
S(W )
S(U) H
i
∗(P(W ),F) = H
i
∗(P(U), p∗F).
It is then quite immediate that, if T (F) is the Tate resolution of F , then
the Tate resolution of p∗F is
T (p∗F) = HomE(W ∗)(E(U
∗), T (F)).
We shall give the full derived category version of this.
7.1. Projections and derived categories. Let
Db−(coh/P(W )), D
b
−(qc/P(W )), and D
b
−(qc/U)
be the full subcategories of
Db(coh/P(W )), Db(qc/P(W )), and Db(qc/U)
consisting of G such that H i(G) is a coherent sheaf on P(W ) and SuppH i(G)
is disjoint from P(W/U). Also let K◦−(E(V )−cF ) be the full subcategory of
K◦(E(V )−cF ) consisting of I such that HomE(V )(E(U
∗), I) is acyclic. From
Proposition 6.1.5 it is clear that via the equivalence
Db(coh/P(W ))
T
−→ K◦(E(V )−cF ),
the subcategory Db−(coh/P(W )) maps to K
◦
−(E(V )−cF ) giving an equiva-
lence of subcategories. Now there are functors
Db−(coh/P(W ))
i
−→ Db−(qc/P(W ))
|U
−→ Db−(qc/U)
Rp∗
−→ Db(qc/P(U)).
Proposition 7.1.1. If F is a coherent sheaf in P(W ) with SuppF disjoint
from P(W/U), then
Rp∗ ◦ |U ◦ i(F) ∼= p∗F
in Db(qc/P(U)). As a consequence, the image of Rp∗ ◦ |U ◦ i is in the full
subcategory Db
coh
(qc/P(U)).
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Proof. The latter follows from the former since Db−(coh/P(W )) is generated
by such coherent sheaves F and for these p∗F is coherent.
Consider the functors
qc/P(W )
|U
⇄
i∗
qc/U .
By [16, III.Ex.3.6] if I is injective in qc/P(W ), then I|U is injective. Also
since i∗ is right adjoint to |U and the latter is exact, if I is injective in qc/U
then i∗I is injective.
Let F → I be an injective resolution in qc/P(W ). Then F → I|U is an
injective resolution in qc/U and F → i∗(I|U) is an injective resolution in
qc/P(W ).
We now claim that p∗F → p∗(I|U) is a resolution in qc/P(U). To see this,
note that Γ(P(W ),F(n)) → Γ(P(W ), i∗(I|U)(n)) is a resolution for n ≫ 0.
Hence it follows that p∗F → p∗I|U must be a resolution (see [16, II.Ex.5.15
e)]). Since p∗F is coherent on P(U), we are done.
Now let Dbcoh(qc/P(U))
j
−→ Db(coh/P(U)) be a functor quasi-inverse to
the natural inclusion.
Theorem 7.1.2. The diagram of functors
Db−(coh/P(W ))
T
−−−→ K◦−(E(V )−cF )
j◦Rp∗◦|U◦i
y yHomE(V )(E(U∗),−)
Db(coh/P(U))
T ′
−−−→ K◦(E(U∗)−cF )
gives a natural isomorphism of functors
HomE(V )(E(U
∗),−) ◦ T ∼= T ′ ◦ (j ◦Rp∗ ◦ |U ◦ i).
Proof. Consider the diagram
Db−(qc/P(W ))
RΓ∗−−−→ D(S(W ))y|U
Db−(qc/U)
yresyRp∗
Dbcoh(qc/P(U)) −−−→
RΓ′∗
D(S(U))
We first claim that there is a natural isomorphism of functors
res ◦RΓ∗ → RΓ
′
∗ ◦Rp∗ ◦ |U .(52)
Let G → I be an injective resolution in qc/P(W ). By the first part
in the proof of Proposition 7.1.1, G|U → I|U is an injective resolution in
qc/U and i∗(G|U )→ i∗(I|U) is an injective resolution in qc/P(U). Since the
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natural map G → i∗(G|U ) is a quasi-isomorphism, I → i∗(I|U ) is a homotopy
equivalence and so φ : Γ∗(I)→ Γ∗(I|U) is an isomorphism in D(S(W )).
Now Rp∗(G|U ) is p∗(I|U) and since the latter is a complex of flasque
sheaves, there is a quasi-isomorphism
Γ′∗ ◦ p∗(I|U )
ψ
−→ RΓ′∗ ◦Rp∗(G|U).
Composing res (φ) with ψ shows the claim (52).
The theorem now follows from the diagram
D(S(W ))
∼
←−−− K(S(W ))
GS(W )
−−−−→ K(E(V )−cF )
res
y resy yHomE(V )(E(U∗),−)
D(S(U))
∼
←−−− K(S(U))
GS(U)
−−−−→ K◦(E(U∗)−cF )
where the second square gives a natural isomorphism of functors
GS(U) ◦ res ∼= HomE(V )(E(U
∗),−) ◦GS(W ).
8. G-equivariant quasi-coherent sheaves
Let G be a linear algebraic group acting on W , so P(W ) comes with a
G-action. This section contains generalities on G-equivariant quasi-coherent
sheaves on P(W ) and the correspondence with S(W ), G-modules. The
things here are standard but since it is hard to find a precise reference
for the relation between G-equivariant quasi-coherent sheaves on P(W ) and
S(W ), G-modules, we present the arguments in some detail. In particular,
during the arguments we shall extensively use the language of Hopf-algebras
and comodules (see [21]) when considering S(W ), G-modules.
Consider the diagram
G×P(W )
η
−→ G×P(W )
q ց ↓ p
P(W )
where p is the projection, q is the action map q(g, p) = g.p and η(g, p) =
(g, g.p). Following [26], a G-equivariant quasi-coherent sheaf F on P(W ) is
a quasi-coherent sheaf F on P(W ) together with an isomorphism
φ : q∗(F)→ p∗(F).
This isomorphism must satisfy the following identity of morphisms on G ×
G×P(W ).
(p∗23φ) ◦ (1× q)
∗φ = (m× 1)∗φ(53)
where m : G × G → G is the multiplication map and p23 is the projection
on the second and third factor. We let G-qc/P(W ) be the category of G-
equivariant quasi-coherent sheaves on P(W ).
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8.1. Notation and terminology. Let α : A→ B be a ring homomorphism
and M an A-module. To make explicit that in B ⊗A M the A-module
structure on B comes from α we denote this by Bα ⊗AM .
Now the coordinate ring k[G] is a Hopf algebra. Denote by
∆k[G] : k[G] −→ k[G] ⊗ k[G]
the coalgebra map coming from the multiplication G×G→ G and by
mk[G] : k[G]⊗ k[G] −→ k[G]
the algebra map (coming from the diagonal map).
If M is an S(W ), G -module, recall from Subsection 1.8 that this is equiv-
alent to M being a i. k[G]-comodule ii. S(W )-module and iii. the module
map S(W )⊗M →M is a k[G]-comodule map.
We denote by
∆M :M −→ k[G]⊗M
the k[G]-comodule map. Given i. and ii., then iii. is easily seen to be
equivalent to the assumption that ∆M is an S(W )-module map where the
S(W )-module structure on k[G]⊗M is given via the k[G]-comodule map
∆S(W ) : S(W )→ k[G] ⊗ S(W ).
For the map
∆k[G] : k[G]→ k[G] ⊗ k[G]
we use Sweedler’s sigma notation (see [21].)
∆k[G](µ) =
∑
(µ)
µ′ ⊗ µ′′
and if m is in M then
∆M(m) =
∑
(m)
mk[G] ⊗mM .
Also denote the image of m by the commutative diagram
M
∆M−−−→ k[G]⊗M
∆M
y yk[G]⊗∆M
k[G]⊗M
∆k[G]⊗idM
−−−−−−−→ k[G] ⊗ k[G]⊗M
as ∑
(m)
m′k[G] ⊗m
′′
k[G] ⊗mM
which is equal to the two expressions∑
(m)
(
∑
(mk[G])
m′k[G] ⊗m
′′
k[G])⊗mM ,
∑
(m)
mk[G] ⊗ (
∑
(mM )
(mM )k[G] ⊗ (mM )M ).
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8.2. Correspondence between equivariant sheaves and modules.
The following lemma is standard.
Lemma 8.2.1. a. If F is a quasi-coherent sheaf on P(W ), then Γ∗(G ×
P(W ), p∗(F)) = k[G] ⊗ Γ∗(P(W ),F).
b. If M is an S(W )-module, then p∗(
∼
M ) = (k[G] ⊗M)∼.
Proposition 8.2.2. a. Let F be a G-equivariant quasi-coherent sheaf on
P(W ). Then Γ∗(P(W ),F) is an S(W ), G -module.
b. Let M be an S(W ), G -module. Then
∼
M is a G-equivariant quasi-
coherent sheaf on P(W ).
Proof. For a coherent sheaf F on P(W ) denote Γ∗(P(W ),F) for short as
Γ∗(F).
Giving an isomorphism φ : q∗(F) → p∗(F) is equivalent to giving an
isomorphism (where iS(W ) is the homomorphism given by iS(W )(s) = 1⊗ s)
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) Γ∗(F)
Γ∗(φ)
−→ (k[G] ⊗ S(W ))iS(W ) ⊗S(W ) Γ∗(F)
(54)
of k[G] ⊗ S(W )-modules (with action on the first factors).
Now the map ∆S(W ) induces a map of S(W )-modules (with S(W )-action
on the right module via ∆S(W ))
S(W )⊗S(W ) Γ∗(F)→ (k[G]⊗ S(W ))
∆S(W ) ⊗S(W ) Γ∗(F).
Composing with Γ∗(φ) this gives a map
Γ∗(F)
∆Γ∗(F)
−→ k[G] ⊗ Γ∗(F)
which is an S(W )-module map where the S(W )-module structure on k[G]⊗
Γ∗(F) is given via ∆S(W ).
We next need to show that this map ∆Γ∗(F) makes Γ∗(F) into a k[G]-
comodule. I.e. that the following diagram commutes.
Γ∗(F)
∆Γ∗(F)
−−−−→ k[G]⊗ Γ∗(F)
∆Γ∗(F)
y y∆k[G]⊗idΓ∗(F)
k[G] ⊗ Γ∗(F) −−−−−−−−−→
idk[G]⊗∆Γ∗(F)
k[G] ⊗ k[G]⊗ Γ∗(F).
This may be verified by translating the cocycle condition (53) to statements
for k[G]⊗ k[G]⊗ S(W )-modules.
b. The automorphism η of G×P(W ) is induced from the automorphism
∆S(W ) which is the composition
k[G] ⊗ S(W )
id⊗∆S(W )
−→ k[G]⊗ k[G]⊗ S(W )
mk[G]⊗idS(W )
−→ k[G]⊗ S(W ).(55)
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Suppose now M is an S(W ), G -module. Then the isomorphism
uM : k[G] ⊗M
id⊗∆M−→ k[G]⊗ k[G] ⊗M
mk[G]⊗idM
−→ k[G] ⊗M
is a map of k[G]⊗S(W )-modules, where the k[G]⊗S(W )-module structure
on the right is given via the map ∆S(W ) in (55). The composition, which
we denote by θ,
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M(56)
(∆S(W )⊗idM )
−1
−→ (k[G] ⊗ S(W ))iS(W ) ⊗S(W ) M
∼=
−→ k[G] ⊗M
uM−→ k[G]⊗M
now gives an isomorphism of k[G] ⊗ S(W )-modules (the action on the first
module is given by acting naturally on the first factor). We note that this
map is determined by
1⊗ 1⊗m 7→ ∆M (m) =
∑
(m)
mk[G] ⊗mM .
Sheafifying (56) we get an isomorphism
q∗(
∼
M )
∼
θ
−→ p∗(
∼
M ).
We next need to show that this morphism fulfills the cocycle condition (53).
For this it will be enough to show that the following map α of k[G]⊗ k[G]⊗
S(W )-modules
(k[G]⊗ k[G])∆k[G] ⊗k[G] (k[G] ⊗ S(W ))
∆S(W ) ⊗S(W ) M
(k[G]⊗k[G])
∆k[G]⊗k[G]θ
−→ (k[G] ⊗ k[G])∆k[G] ⊗k[G] (k[G]⊗M) = k[G]⊗ k[G]⊗M
coincides with the map β of k[G]⊗ k[G]⊗S(W )-modules which is the com-
position
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) (k[G]⊗ S(W ))
∆S(W ) ⊗S(W ) M
(k[G]⊗S(W ))
∆S(W )⊗S(W )θ
−→ (k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) (k[G]⊗ S(W ))
iS(W ) ⊗S(W ) M
∼=
−→ k[G] ⊗ (k[G]⊗ S(W ))∆S(W ) ⊗S(W ) M
k[G]⊗θ
−→ k[G] ⊗ k[G]⊗M.
But the map α sends
1k[G] ⊗ 1k[G] ⊗ 1k[G] ⊗ 1S(W ) ⊗m 7→ (∆k[G] ⊗ idM ) ◦∆M (m)(57)
and the map β sends
1k[G] ⊗ 1k[G] ⊗ 1k[G] ⊗ 1S(W ) ⊗m 7→
∑
(m)
mk[G] ⊗ 1k[G] ⊗ 1S(W ) ⊗mS(W )
7→
∑
(m)
mk[G] ⊗∆M (mS(W )).(58)
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Since M is a k[G]-comodule the expressions (57) and (58) are equal.
As a consequence of Proposition 8.2.2 we get that there are functors
S(W ), G-mod
∼
⇄
ΓG,∗(P(W ),−)
G-qc/P(W ).
For short when F is in G-qc/P(W ), we denote ΓG,∗(P(W ),F) as ΓG,∗(F).
Lemma 8.2.3. The functor ∼ is left adjoint to the functor ΓG,∗, i.e. for
M in S(W ), G-mod and F in G-qc/P(W ) there is a natural isomorphism
HomG-qc/P(W )(
∼
M,F) ∼= HomS(W ),G-mod(M,ΓG,∗(F)).
Proof. Given M → ΓG,∗(F), an S(W ), G -module map, we get by the func-
toriality of (56) a commutative diagram of k[G]⊗ S(W )-modules
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M −−−→ (k[G] ⊗ S(W ))
∆S(W ) ⊗S(W ) ΓG,∗(F)y y
k[G] ⊗M −−−→ k[G]⊗ ΓG,∗(F)
Sheafifying this and using that
∼
ΓG,∗(F) ∼= F we get a morphism inG-qc/P(W ).
Conversely, given a morphism φ :
∼
M → F in G-qc/P(W ). This gives a
commutative diagram of quasi-coherent sheaves on G×P(W ).
q∗(
∼
M )
q∗(φ)
−−−→ q∗(F)y y
p∗(
∼
M )
p∗(φ)
−−−→ p∗(F).
Observe that p∗(
∼
M) is the sheafification of k[G]⊗M and Γ∗(G×P(W ), p
∗(F)) =
k[G]⊗Γ∗(F). Also q
∗(
∼
M ) is the sheafification of (k[G]⊗S(W ))∆S(W )⊗S(W )M
and
Γ∗(G×P(W ), q
∗(F)) = (k[G]⊗ S(W ))∆S(W ) ⊗S(W ) Γ∗(F).
Now we are going to apply the adjunction (29) noting that it is valid on
SpecA×Speck P(W ) for any k-algebra A. Thus we get a diagram
(k[G]⊗ S(W ))∆S(W ) ⊗S(W ) M −−−→ (k[G] ⊗ S(W ))
∆S(W )Γ∗(F)y y
k[G] ⊗M −−−→ k[G] ⊗ Γ∗(F).
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Combined with the commutative diagram of S(W )-modules (where the
S(W )-module structure on the lower row is given via ∆S(W ))
M −−−→ Γ∗(F)y y
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M −−−→ (k[G] ⊗ S(W ))
∆S(W ) ⊗S(W ) Γ∗(F)
this gives an S(W ), G -module map M → ΓG,∗(F).
8.3. Injectives in G-qc/P(W ). In order to develop a G-equivariant version
of our theory we need to establish that the category G-qc/P(W ) has enough
injectives, which are also acyclic considered as objects in qc/P(W ) for the
functor
Γ∗ : qc/P(W )→ S(W )-mod.
Then these injectives can be used to compute the derived functors of both
ΓG,∗ and Γ∗. We will construct these injectives in G-qc/P(W ) as p∗q
∗(I)
where I is an injective in qc/P(W ). First we show the following.
Proposition 8.3.1. Let F be in qc/P(W ). Then p∗q
∗(F) is in G-qc/P(W ).
Proof. First p∗q
∗(F) is quasi-coherent by [16, II.5.8]. LetM = Γ∗(F). Since
q∗(F) is the sheafification of the k[G] ⊗ S(W )-module
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M,
then p∗q
∗(F) is the sheafification of the S(W )-module
(k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M
where S(W ) acts by multiplication on the second factor.
By Proposition 8.2.2 b. we thus need to show that this module is naturally
a S(W ), G -module. Let σ : k[G] → k[G] be the antipode, i.e. the algebra
homomorphism corresponding to G→ G given by g 7→ g−1. We claim that
there is a map
(k[G]⊗ S(W ))∆S(W ) ⊗S(W ) M
∆
−→ k[G]⊗ (k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M
(59)
making the first module into a k[G]-comodule. The map ∆ is given by
µ⊗ s⊗m 7→
∑
(µ)(s)
σ(µ′′)sk[G] ⊗ µ
′ ⊗ sS(W ) ⊗m.
To check that the map is well defined, one verifies (using that k[G] is a
Hopf algebra)
∆(1⊗ 1⊗ sm) = ∆(
∑
(s)
sk[G] ⊗ sS(W ) ⊗m).
It is also easily seen that ∆ is an S(W )-module map (with S(W ) acting via
∆S(W ) on the second module and then on the first and third factor). Finally
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it is easily seen that ∆ is a k[G]-comodule map. Hence by Proposition 8.2.2,
p∗q
∗(F), which is the sheafification of (k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M is a
G-equivariant quasi-coherent sheaf.
Proposition 8.3.2. The forgetful functor
o : G-qc/P(W ) −→ qc/P(W )
is left adjoint to the functor
p∗q
∗ : qc/P(W ) −→ G-qc/P(W ).
Proof. LetA be in G-qc/P(W ) and let F be in qc/P(W ). Given a morphism
o(A)→ F , we get a G-equivariant morphism
p∗q
∗(o(A))→ p∗q
∗(F).(60)
Now given any morphism of schemes f : X → Y , the functor f∗ is left adjoint
to the functor f∗. Hence the isomorphism p
∗(A) → q∗(A) corresponds to
a morphism A → p∗q
∗(o(A)) which is G-equivariant (as can be checked).
Composing with (60) gives us the G-equivariant morphism A→ p∗q
∗(F).
Conversely given a G-equivariant morphism A → p∗q
∗(F) this corre-
sponds to a morphism p∗(o(A)) → q∗(F). Taking the fiber at 1 in G gives
a morphism o(A)→ F .
Now starting out from α : o(A) → F , we get a map A → p∗q
∗(F) and
again a map o(A)→ F which is easily seen to be α.
Conversely, starting with a G-equivariant map β : A → p∗q
∗(F) we get
o(A) → F and then again by our construction a map γ : A → p∗q
∗(F).
We must show that γ = β. So let δ = β − γ. Then δ : A → p∗q
∗(F) is
a G-equivariant map such that the associated o(A) → F is zero. We must
show that then δ = 0.
So let M = Γ∗(F) and A = ΓG,∗(A). Then
Γ∗(p∗q
∗(F)) = (k[G]⊗ S(W ))∆S(W ) ⊗S(W ) M
with S(W ) acting by multiplication on the second factor. The map δ corre-
sponds to a map of S(W ), G -modules
Γ∗(δ) : A −→ (k[G]⊗ S(W ))
∆S(W ) ⊗S(W ) M
such that composing with the counit η : k[G] → k gives the zero map A→
M . Since Γ∗(δ) is a k[G]-comodule map there is a commutative diagram
A
Γ∗(δ)
−−−→ (k[G]⊗ S(W ))∆S(W ) ⊗S(W ) My ∆y
k[G]⊗A
k[G]⊗Γ∗(δ)
−−−−−−−→ k[G]⊗ (k[G] ⊗ S(W ))∆S(W ) ⊗S(W ) M
id⊗η⊗id⊗id
y
(k[G] ⊗ S(W ))iS(W ) ⊗S(W ) M
(61)
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So let
∑
µ⊗ s⊗m be in the image of Γ∗(δ). Then
∆(
∑
µ⊗ s⊗m) =
∑ ∑
(µ)(s)
σ(µ′′)sk[G] ⊗ µ
′ ⊗ sS(W ) ⊗m.(62)
The composition of the maps k[G]⊗ Γ∗(δ) and id⊗ η ⊗ id⊗ id is zero since
this composition is just k[G] tensor the map A → M which is zero. Hence
(62) maps to zero by id⊗ η ⊗ id⊗ id
0 =
∑ ∑
(µ)(s)
η(µ′)σ(µ′′)sk[G] ⊗ sS(W ) ⊗m.
Since ∑
(µ)
η(µ′)µ′′ = µ,
we get that this is
0 =
∑∑
(s)
σ(µ)sk[G] ⊗ sS(W ) ⊗m ∈ (k[G] ⊗ S(W ))
iS(W ) ⊗S(W ) M.
Composing with the map
(k[G] ⊗ S(W ))iS(W ) ⊗S(W ) M
σ⊗id⊗id
−→ (k[G] ⊗ S(W ))iS(W ) ⊗S(W ) M
we get that ∑∑
(s)
µσ(sk[G])⊗ sS(W ) ⊗m = 0.(63)
Tensoring the map ∆S(W ) with M we get a map
(k[G]⊗ S(W ))iS(W ) ⊗S(W ) M −→ (k[G] ⊗ S(W ))
∆S(W ) ⊗S(W ) M
which maps (63) to ∑∑
(s)
µσ(s′k[G])s
′′
k[G] ⊗ sS(W ) ⊗m
where we have used that the map
(k[G] ⊗∆S(W )) ◦∆S(W ) : S(W )→ k[G] ⊗ k[G] ⊗ S(W )
maps s to
∑
(s) s
′
k[G] ⊗ s
′′
k[G] ⊗ sS(W ). But∑
(sk[G])
σ(s′k[G])s
′′
k[G] = η(sk[G])
and ∑
(s)
η(sk[G])sS(W ) = s
and so (8.3) is
0 =
∑
µ⊗ s⊗m ∈ (k[G]⊗ S(W ))∆S(W ) ⊗S(W ) M.
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This gives Γ∗(δ) = 0. Hence the adjunction is proven.
Corollary 8.3.3. If I is injective in qc/P(W ), then p∗q
∗(F) is injective in
G-qc/P(W ).
Proof. This is just the general fact that a right adjoint to an exact functor
between abelian categories takes injectives to injectives.
Proposition 8.3.4. Let I be an injective object of qc/P(W ). Then p∗q
∗(I),
considered as an object in qc/P(W ), is acyclic for the functor Γ∗ : qc/P(W )→
S(W )-mod.
Proof. Since p∗q
∗(I(n)) = (p∗q
∗(I))(n) by the projection formula, it will
be enough to show that the right derived functors of Γ(P(W ),−) van-
ish. The functor Γ(G × P(W ),−) is the composition of the functors p∗
and Γ(P(W ),−). Note first that p∗ takes injectives to objects acyclic for
Γ(P(W ),−). This is because if J is an injective quasi-coherent sheaf on
G×P(W ), then J is flasque [16, III.2] and hence p∗(J ) is also flasque and
hence acyclic for Γ(P(W ),−). Also p∗(J ) is quasi-coherent since G×P(W )
is Noetherian.
The composition of p∗ and Γ(P(W ),−) therefore gives a Grothendieck
spectral sequence for the sheaf q∗(I).
Hr(P(W ),Rsp∗(q
∗(I)))⇒ Hr+s(G×P(W ), q∗(I)).
Now since p is an affine morphism, Rsp∗(q
∗(I)) = 0 for s > 0. Thus
Hr(P(W ), p∗(q
∗(I))) = Hr(G×P(W ), q∗(I)).
We show that the latter is zero for r > 0 and this will finish the proof. But
q∗(I) = η∗p∗(I) and η is an isomorphism. Thus it is enough to show that
Hr(G×P(W ), p∗(I)) = 0
for r > 0. But the same argument as above also gives an isomorphism
Hr(P(W ), p∗(p
∗(I))) = Hr(G×P(W ), p∗(I)).(64)
By the projection formula p∗(p
∗(I)) = I⊗k[G]. Since P(W ) is a Noetherian
scheme, a direct sum of injectives is injective, and so (64) vanish for r >
0.
9. G-equivariant versions
Suppose the vector space W comes equipped with the action of an al-
gebraic group G. Remark 3.3.2 suggests the following natural way of con-
structing objects in Db(coh/P(W )). Let A be a representation of G and
let B be a quotient representation of W ⊗ A. This gives a morphism
ωE(−1) ⊗ A
d
−→ ωE ⊗ B and by Remark 3.3.2 we thus get an object G
in Db(coh/P(W )). Now the map d is a map of E(V ), G-modules. Therefore
G should be a G-equivariant complex of coherent sheaves.
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In this section we develop the theory for such conclusions. The main
results are generalizations of Theorems 3.2.1 and 3.3.1 to the G-equivariant
case. In order to have good generalizations we shall assume that the category
of G-modules is semi-simple. This holds for instance if char k = 0 and G is
a finite or a semi-simple group.
9.1. G-equivariant versions. The category G-qc/P(W ) has full subcat-
egories
G-vb/P(W ) ⊆ G-coh/P(W ) ⊆ G-qc/P(W )
consisting of G-equivariant locally free sheaves and G-equivariant coherent
sheaves respectively. We get derived categories
Db(G-vb/P(W )), Db(G-coh/P(W )), DbG-coh/P(W )(G-qc/P(W )),
and
Db,G-coh/P(W )(G-qc/P(W )).
Proposition 2.1.1 easily generalizes so all these categories are equivalent.
In the previous section we showed, Corollary 8.3.3, that the category
G-qc/P(W ) has enough injectives, so we get a right derived functor
RΓG,∗ : Db,G-coh/P(W )(G-qc/P(W )) −→ DG(S(W )).
We can compose this with the Koszul functor
GS(W ) : DG(S(W )) −→ D
R
G(E(V )).
Proposition 9.1.1. Let Q be in Db,G-coh/P(W )(G-qc/P(W )). Then GS(W )◦
RΓG,∗(Q) is acyclic.
Proof. Let I be an injective resolution of Q in G-qc/P(W ) such that I i is
acyclic for the functor Γ∗ : qc/P(W )→ S(W )-mod. Such a resolution exists
by Corollary 8.3.3 and Proposition 8.3.4.
Then ΓG,∗(I) considered as an object inD(S(W )) is isomorphic toRΓ∗(Q).
By Proposition 2.3.1 we then get that GS(W ) ◦ ΓG,∗(I) is acycylic, which
proves the proposition.
Let K◦G(E(V )−cF ) be the full subcategory of KG(E(V )−cF ) consisting
of acyclic complexes whose components have finite corank. We now get the
main theorem of this section which generalizes Theorem 3.2.1.
Theorem 9.1.2. Let G be a linear algebraic group such that the category
of G-modules is semi-simple. Let V be a finite dimensional G-module.
There is a functor
GS(W ),min ◦ τRΓG,∗ : Db,G-coh/P(W )(G-qc/P(W )) −→ K
◦
G(E(V )−cF )
and a functor
∼ ◦FE(V ) : K
◦
G(E(V )−cF ) −→ Db,G-coh/P(W )(G-qc/P(W )).
These functors give an adjoint equivalence of triangulated categories, with
∼ ◦FE(V ) left adjoint.
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Proof. This is analogous to the proof of Theorem 3.2.1.
Let
o1 : S(W ), G-mod −→ S(W )-mod
and
o2 : G-coh/P(W ) −→ coh/P(W )
be the forgetful functors. If F is in G-coh/P(W ) we see by Corollary 8.3.3
and Proposition 8.3.4 that
o1(H
p(RΓG,∗(F))) = H
p
∗o2(F).
Hence when F is in G-qc/P(W ) then Hp∗o2(F) comes with the structure
of an S(W ), G -module which we still denote as Hp∗F . Then the analog of
Theorem 3.3.1 holds.
Proposition 9.1.3. Let F be in G-coh/P(W ). Then GS(W ),min◦τRΓG,∗(F)
is a minimal complex with
(GS(W ),min ◦ τRΓG,∗(F))
p = ⊕vr=0ωE(p− r)⊗H
rF(p− r).
10. Examples
In this section we shall illustrate the theory presented in this paper in
some examples. The main example will be the construction of the Horrocks-
Mumford bundle. We will show how the construction of this bundle becomes
very natural. One does almost not have to use any cleverness in constructing
it.
10.1. Constructing the Horrocks-Mumford bundle. Let dimk V = 5.
The Horrocks-Mumford bundle on P(W ) is a rank 2 bundle E with Chern
classes c1(E) = −1 and c2(E) = 4. From this one easily calculates that the
Hilbert polynomial of E is
χE(n) = 2
(
n+ 4
4
)
−
(
n+ 3
3
)
− 4
(
n+ 2
2
)
− 2
(
n+ 1
1
)
.
From this again we calculate the following values
n -5 -4 -3 -2 -1 0 1
χE(n) -10 -5 0 2 0 -5 -10
Now the Hilbert polynomial is
χE(n) = h0E(n)− h1E(n) + h2E(n)− h3E(n) + h4E(n).
If the cohomology H iE(n) behaves as nicely as possible, one would expect
for a given n that at most one H iE(n) 6= 0 for 0 ≤ i ≤ 4. If things are as
nice as possible one would therefore expect the following cohomology table
(a “·” indicates a zero)
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n -5 -4 -3 -2 -1 0 1
h0E(n) · · · · · · ·
h1E(n) · · · · 0 5 10
h2E(n) · · · 2 · · ·
h3E(n) 10 5 0 · · · ·
h4E(n) · · · · · · ·
If this holds the exterior complex T (E) would have components in degrees
−1, 0, and 1 as follows
ωE(−4)
5 d
−1
−→ ωE(−2)
2 d
0
−→ ωE
5.
Now d0 is given by a 5 × 2 matrix of quadratic exterior forms on V . A
tempting guess is that the columns of this matrix are cyclic permutations
of exterior forms ei ∧ ej where e0, e1, e2, e3, e4 is a basis for V . So let (check
that d0 ◦ d−1 = 0)
d0 =


e0 ∧ e1 e2 ∧ e4
e1 ∧ e2 e3 ∧ e0
e2 ∧ e3 e4 ∧ e1
e3 ∧ e4 e0 ∧ e2
e4 ∧ e0 e1 ∧ e3

 , d−1 =


e2 ∧ e4 e1 ∧ e0
e3 ∧ e0 e2 ∧ e1
e4 ∧ e1 e3 ∧ e2
e0 ∧ e2 e4 ∧ e3
e1 ∧ e3 e0 ∧ e4


T
.
Lemma 10.1.1.
a. The complex
E : ωE(−4)
5 d
−1
−→ ωE(−2)
2 d
0
−→ ωE
5
is exact.
b. We have the following table
n ≤ -2 -1 0 1 2 ≥ 3
dimk(ker d
0)n 0 5 15 10 2 0
.
Proof. a. It is clear that the complex is exact in degrees ≤ −3. It is also
easily seen that it is exact in degree −2, since there are no relations of d0 of
linear forms in V .
So consider degree −1. It is straight forward to check that the image of
(d0)−1 has dimension 15 and so the sequence is exact in degree −1.
Now taking the graded dual of the complex and using the identification
(ωE)
⊛ ∼= E(V ) ∼= ωE(−5) we see that the complex becomes isomorphic to
the original complex twisted with −1. That the complex is exact in degrees
≥ 0 follows then from this fact.
b. This is clear from the considerations above.
By taking a free resolution of the kernel of d−1 and a cofree resolution
of the cokernel of d0 we then get a complex I in K◦(E(V )−cF ), which
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corresponds to an object F in Db(coh/P(W )). By Lemma 10.1.1 b. and
Theorem 5.1.2 the Hilbert polynomial of F is
χF(n) = 2
(
n+ 6
4
)
− 10
(
n+ 5
4
)
+ 15
(
n+ 4
4
)
− 5
(
n+ 3
4
)
= 2
(
n+ 4
4
)
−
(
n+ 3
3
)
− 4
(
n+ 2
2
)
− 2
(
n+ 1
1
)
which coincides with the Hilbert polynomial of the Horrocks-Mumford bun-
dle. We next need to show that F is isomorphic to a rank 2 vector bundle.
For this we invoke the theory of Section 6.
Lemma 10.1.2. Let U ⊆ W have codimension 1. Consider the complex
HomE(V )(E(U
∗), E)
ωE(U∗)(−4)
5 HomE(V )(E(U
∗),d−1)
−→ ωE(U∗)(−2)
2 HomE(V )(E(U
∗),d0)
−→ ωE(U∗)
5.
(65)
Then the dimension of H0HomE(V )(E(U
∗), E)q is 2 for q = 0, and zero for
q 6= 0 regardless of U .
Proof. U corresponds to a line (u) in V . The matrix of HomE(V )(E(U
∗), d0)
is obtained from the matrix of d0 by letting the entries map to quadratic
forms in V/(u). Let ei be the image of ei in V/(u). Clearly in degrees ≤ −2
the cohomology of (65) vanishes.
Consider the complex in degree −1. We must prove that the differential
HomE(V )(E(U
∗), d0) has no linear relations in V/(u). By a suitable permu-
tation of e¯0, . . . , e¯4 we may assume that a relation between the e¯0, . . . , e¯4
involves only e¯i for i = 0, . . . , r. We may find such a permutation so that
the new matrix d0′ obtained from d0 also may be obtained from d0 by per-
muting its rows and columns. Now for each r = 0, . . . , 4 it is then easily
checked that there is no linear relation of HomE(V )(E(U
∗), d0). Hence the
complex is exact in degree −1.
So consider the complex in degree 0. We shall show that
HomE(V )(E(U
∗), d0) is surjective in degree 0. First a piece of notation.
If i0 < i1 < i2 < i3 and i is the element in {0, 1, 2, 3, 4} not in {i0, i1, i2, i3},
denote e¯i0 ∧ e¯i1 ∧ e¯i2 ∧ e¯i3 by ˆ¯ei.
Assume that {e¯0, e¯1, e¯2, e¯3} is independent. The images of(
e¯0 ∧ e¯3
0
)
,
(
e¯2 ∧ e¯3
0
)
,
(
e¯0 ∧ e¯1
0
)
,
(
0
−e¯1 ∧ e¯3
)
,
(
0
−e¯0 ∧ e¯2
)
by HomE(V )(E(U
∗), d0) are the following :

0
ˆ¯e4
0
0
0

 ,


ˆ¯e4
0
0
0
−ˆ¯e1

 ,


0
0
ˆ¯e4
ˆ¯e2
0

 ,


ˆ¯e0
0
0
ˆ¯e4
0

 ,


0
0
−ˆ¯e3
0
ˆ¯e4

 .
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Now if {e¯1, e¯2, e¯3, e¯4} is dependent, then ˆ¯e0 = 0, and we easily see that the
image of HomE(V )(E(U
∗), d0) is the whole of (ωE
5)0.
If {e¯1, e¯2, e¯3, e¯4} is independent, then the image of(
e¯1 ∧ e¯4
0
)
is the transpose of
(
0 0 ˆ¯e0 0 0
)
, which is nonzero. This also implies
that the image of HomE(V )(E(U
∗), d0) is the whole of (ωE
5)0.
Now by taking the graded dual of the complex HomE(V )(E(U
∗), E) and
using the isomorphism ωE(U∗)
⊛ ∼= E(U∗) ∼= ωE(U∗)(−4), we get a complex
isomorphic to HomE(V )(E(U
∗), E). This gives that HomE(V )(E(U
∗), d−1)
is injective in degree 0 and HomE(V )(E(U
∗), E) is exact in degrees ≥ 1.
In degree 0 we see that the cohomology has dimension 2.
We then obtain the following.
Theorem 10.1.3. Consider the complex E in Lemma 10.1.1. By taking a
free resolution of ker d−1 and a cofree resolution of coker d0 so we get an ob-
ject in K◦(E(V )−cF ), this object corresponds to an object in Db(coh/P(W ))
isomorphic to a rank two vector bundle E on P(W ) = P4 with Chern classes
c1(E) = −1 and c2(E) = 4.
Proof. That E is a rank 2 bundle follows from Lemma 10.1.2 in conjunction
with Theorem 6.3.4 and Corollary 6.2.3. By Lemma 10.1.1 b. and Theorem
5.1.2 we find that the Hilbert polynomial
χE(n) = 2
(
n+ 4
4
)
−
(
n+ 3
3
)
− 4
(
n+ 2
2
)
− 2
(
n+ 1
1
)
and by standard computations this gives c1(E) = −1 and c2(E) = 4.
Remark 10.1.4. It is known [18] that the Horrocks-Mumford bundle is acted
upon by the Heisenberg group of order 125, and even (assume k = C) by the
the normalizer N of H, when H is considered as a subgroup of SL5(k). The
order of N is 15000. The complex E therefore is an N -equivariant complex
ωE(−4)⊗ V1
d−1
−→ ωE(−2)⊗ U
d0
−→ ωE ⊗ V2
where V1, V2, and V are representations of N of degree 5 and U is a repre-
sentation of N of degree 2.
10.2. GL(W )-equivariant sheaves. Let ΩP(W ) be the sheaf of differentials
on P(W ). For a partition
λ1 ≥ λ2 ≥ · · · ≥ λv
we get a Schur bundle Sλ(ΩP(W )(1)) which is a GL(W ) equivariant bundle
on P(W ). Hence its cohomology groups HpSλ(ΩP(W )(1))(q) are represen-
tations of GL(W ).
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The irreducible representations of GL(W ) are parametrized by partitions
[14, 15.5]
µ0 ≥ µ1 ≥ · · · ≥ µv
and we denote the corresponding representation as SµW .
In [13] all the cohomology groups of Sλ(ΩP(W )(1)) are computed and can
be described as follows.
Set λ0 = +∞ and λv+1 = −∞. Let fλ : Z → {0, . . . , v} be given by
fλ(a) = r if λr > a ≥ λr+1 and in this case let the partition λa be given by
λ1 − 1 ≥ · · ·λr − 1 ≥ a ≥ λr+1 ≥ · · · ≥ λv.
Then the following holds.
Theorem 10.2.1.
HrSλ(ΩP(W )(1))(a − r) =
{
SλaW, r = fλ(a)
0, r 6= fλ(a).
In particular we see that all components of the exterior complex of Sλ(ΩP(W )(1))
are of the simple form
ωE(−r)⊗ SµW.
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