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THE BREZIS-NIRENBERG PROBLEM FOR THE FRACTIONAL
LAPLACIAN WITH MIXED DIRICHLET-NEUMANN
BOUNDARY CONDITIONS
EDUARDO COLORADO AND ALEJANDRO ORTEGA
Dedicated to Ireneo Peral on the occasion of his retirement
Abstract. In this work we study the existence of solutions to the critical
Brezis-Nirenberg problem when one deals with the spectral fractional Laplace
operator and mixed Dirichlet-Neumann boundary conditions, i.e.,

(−∆)su = λu+ u2
∗
s−1, u > 0 in Ω,
u = 0 on ΣD ,
∂u
∂ν
= 0 on ΣN ,
where Ω ⊂ RN is a regular bounded domain, 1
2
< s < 1, 2∗s is the critical
fractional Sobolev exponent, 0 ≤ λ ∈ R, ν is the outwards normal to ∂Ω, ΣD ,
ΣN are smooth (N−1)-dimensional submanifolds of ∂Ω such that ΣD ∪ΣN =
∂Ω, ΣD ∩ ΣN = ∅, and ΣD ∩ ΣN = Γ is a smooth (N − 2)-dimensional
submanifold of ∂Ω.
1. Introduction
For the last decades Dirichlet and Neumann boundary problems associated with
elliptic equations as
(1.1) −∆u = f(x, u)
have been widely investigated with different nonlinearities f(x, u). In contrast,
mixed Dirichlet-Neumann boundary problems have been much less investigated.
Nevertheless, some important results dealing with mixed Dirichlet-Neumann bound-
ary problems associated with (1.1) have been proved over the years. See [1, 2, 15,
16, 18, 19, 20, 23, 27, 31] among others.
Problems associated with (1.1), substituting the operator by the fractional Lapla-
cian, have been extensively investigated in the last years, with Dirichlet or Neumann
boundary conditions (cf., e.g., [5, 6, 9, 14, 12, 21, 22, 28, 30, 32], among others), but
these fractional elliptic problems, once again, have not been so much investigated
with mixed Dirichlet-Neumann boundary data, cf. [7, 17, 22]. Indeed, up to our
knowledge, there are no references for mixed Dirichlet-Neumann boundary problems
involving the spectral fractional Laplacian operator, which is the one we deal with
here. Precisely, we study the Brezis-Nirenberg problem, cf. [11], with the spectral
fractional Laplacian operator associated with mixed Dirichlet-Neumann boundary
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data. A turning point in the history of elliptic boundary problems associated with
(1.1) was the seminal paper by Brezis and Nirenberg [11], where the critical power
problem for the classical Laplacian with a lower-order perturbation term and a
Dirichlet boundary condition was studied. For the pure critical problem it is well
known that there is no positive solution when the domain is star-shaped due to
a Pohozaev identity, cf. [29]. Nevertheless, Brezis and Nirenberg proved, among
other results, that there exists a positive solution when the perturbation is linear,
analyzing more carefully the case when the domain is a ball. Since then, there
have arisen more than one thousand papers citing [11]. In the fractional setting,
Brezis-Nirenberg problems have been also widely investigated. For brevity we just
cite some related works dealing only with the fractional Laplacian, cf., e.g., [5, 32]
for the spectral fractional Laplacian defined in (2.1), and [28, 30] for the fractional
Laplacian defined by a singular integral in (2.7); both with Dirichlet boundary
condition. As we said above, there are no references dealing with problems in-
volving the spectral fractional Laplacian and mixed Dirichlet-Neumann boundary
conditions. As a consequence, the main goal of this manuscript is twofold: one is
to address for the very first time problems involving spectral fractional Laplacian
together with mixed Dirichlet-Neumann boundary conditions, and second to prove
existence of a positive solution for the Brezis-Nirenberg problem in this fractional
setting with mixed boundary conditions.
The precise problem we study in this work is the following,
(Pλ)
 (−∆)
su = λu+ u2
∗
s−1 in Ω ⊂ RN ,
u > 0 in Ω,
B(u) = 0 on ∂Ω = ΣD ∪ ΣN ,
where 12 < s < 1, Ω is a smooth bounded domain of R
N , N > 2s, and mixed
Dirichlet-Neumann boundary conditions of the form
(1.2) B(u) = uχΣD +
∂u
∂ν
χΣN ,
where ν is the outwards normal to ∂Ω, χA stands for the characteristic function of
a set A, ΣD and ΣN are smooth (N − 1)-dimensional submanifolds of ∂Ω such that
ΣD is a closed submanifold of ∂Ω, HN−1(ΣD) = α > 0 where HN−1 is the (N − 1)-
dimensional Hausdorff measure, ΣD ∩ ΣN = ∅, ΣD ∪ ΣN = ∂Ω and ΣD ∩ ΣN = Γ
is a smooth (N − 2)-dimensional submanifold.
For the Dirichlet case (HN−1(ΣN ) = 0) it can be seen ([9]) that using a general-
ized Pohozaev identity, problem (Pλ) has no solution for λ = 0 and Ω a star-shaped
domain. As we will see, in the mixed boundary data case the situation is different.
The classical Pohozaev’s identity was extended to the mixed Dirichlet-Neumann
boundary data case, involving the classical Laplace operator by Lions-Pacella-
Tricarico [26]. Following that ideas, we extend that result to our mixed fractional
setting. Precisely, as in [2, 15], we will show that taking the mixed Dirichlet-
Neumann boundary conditions, in an appropriate way, problem (Pλ) has a solution
when λ = 0, in contrast to the Dirichlet case. Thus, we can include the value λ = 0
in the existence results. The main result proved in this paper is the following.
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Theorem 1.1. Assume that 12 < s < 1 and N ≥ 4s. Let λ1,s be the first eigenvalue
of the fractional operator (−∆)s with mixed Dirichlet-Neumann boundary conditions
(1.2). Then problem (Pλ)
(1) has no solution for λ ≥ λ1,s,
(2) has at least one solution for 0 < λ < λ1,s,
(3) has at least one solution for λ = 0 and HN−1(ΣD) small enough.
Note that the range 12 < s < 1 is natural for mixed boundary problems in our
fractional setting, see Remark 2.2.
Organization of the paper. This manuscript have four more sections. In
Section 2 we establish the appropriate functional setting for the study of problem
(Pλ), including the definition of an auxiliary problem introduced by Caffarelli and
Silvestre, [14], that will help us to overcome some difficulties that appear when we
deal with the fractional operator. Following the ideas of [23] and [2], we introduce
two constants S˜(ΣN ) and S˜(ΣD) respectively, that play a similar role to that of the
Sobolev constant in the celebrated paper of Brezis and Nirenberg, [11]. In Section
3 we study some useful properties of that constants. Section 4 is devoted to prove
Theorem 1.1 and it is divided into two subsections. In Subsection 4.1 we prove the
statements (1)-(2) in Theorem 1.1. In Subsection 4.2, we use the constant S˜(ΣD)
to study the existence of solution to problem (Pλ) when we move the boundary
conditions in an appropriate way to be specified. These results allow us to prove
statement (3) in Theorem 1.1. Finally, in the last section we prove a non-existence
result by means of a Pohozaev-type identity.
2. Functional setting and definitions
The definition of the fractional powers of the positive Laplace operator (−∆),
in a bounded domain Ω with homogeneous mixed Dirichlet-Neumann boundary
data, is carried out via the spectral decomposition using the powers of the eigenval-
ues of (−∆) with the same boundary condition. Let (ϕi, λi) be the eigenfunctions
(normalized with respect to the L2(Ω)-norm) and eigenvalues of (−∆) with homoge-
neous mixed Dirichlet-Neumann boundary data, then (ϕi, λ
s
i ) are the eigenfunctions
and eigenvalues of (−∆)s with the same boundary conditions. Thus the fractional
operator (−∆)s is well defined in the space of functions that vanish on ΣD,
HsΣD (Ω) =
u =∑
j≥1
ajϕj ∈ L
2(Ω) : ‖u‖2HΣs
D
(Ω) =
∑
j≥1
a2jλ
s
j <∞
 .
As a direct consequence of the previous definition we get
(2.1) (−∆)su =
∑
j≥1
ajλ
s
jϕj ,
as well as
(2.2) ‖u‖HΣs
D
(Ω) = ‖(−∆)
s
2u‖L2(Ω).
This definition of the fractional powers of the Laplace operator allows us to integrate
by parts in the appropriate spaces. A natural definition of energy solution to
problem (Pλ) is the following.
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Definition 2.1. We say that u ∈ HsΣD (Ω) is a solution of (Pλ) if
(2.3)
∫
Ω
(−∆)s/2u(−∆)s/2ψdx =
∫
Ω
(
λu+ u2
∗
s−1
)
ψdx, for all ψ ∈ HsΣD (Ω).
The right-hand side of (2.3) is well defined because of the embedding HsΣD (Ω) →֒
L2
∗
s (Ω) while u ∈ HsΣD (Ω) so λu + u
2∗s−1 ∈ L
2N
N+2s →֒
(
HsΣD (Ω)
)′
. The energy
functional associated with problem (Pλ) is
(2.4) I(u) =
1
2
∫
Ω
|(−∆)s/2u|2dx−
λ
2
∫
Ω
u2dx−
N − 2s
2N
∫
Ω
u
2N
N−2s dx.
This functional is well defined in HsΣD (Ω) and critical points of I, defined by (2.4),
correspond to solutions of (Pλ).
Remark 2.2. As it was proved in [8], for the range 0 < s ≤ 12 , H
s
0(Ω) = H
s(Ω),
and for 12 < s < 1, H
s
0 (Ω) ( H
s(Ω). As a consequence, HsΣD (Ω) = H
s(Ω) for
0 < s ≤ 12 . This is the reason why we work here with the fraction
1
2 < s < 1, in
which HsΣD (Ω) ( H
s(Ω).
In order to overcome some difficulties that appear along several proofs in the
paper we use the ideas of Caffarelli and Silvestre, [14], together with those of [9] to
give an equivalent definition of the operator (−∆)s defined in a bounded domain
by means of an auxiliary problem. Associated with the domain Ω, we consider the
cylinder CΩ = Ω× (0,∞) ⊂ R
N+1
+ . We denote with (x, y) points that belongs to CΩ
and with ∂LΩ = ∂Ω× (0,∞) the lateral boundary of the extension cylinder. Given
a function u ∈ HsΣD (Ω), we define its s-extension w = Es[u] to the cylinder CΩ as
the solution of the problem
(2.5)

−div(y1−2s∇w) = 0 in CΩ,
B∗(w) = 0 on ∂LCΩ,
w(x, 0) = u(x) in Ω× {y = 0},
where
B∗(w) = wχΣ∗
D
+
∂w
∂ν
χΣ∗
N
,
with Σ∗D = ΣD × (0,∞) and Σ
∗
N = ΣN × (0,∞). The extension function belongs
to the space
X sΣD (CΩ) = C
∞
0
(
(Ω ∪ ΣN )× [0,∞)
)‖·‖Xs
ΣD
(CΩ) ,
equipped with the norm,
‖z‖2X sΣD(CΩ)
= κs
∫
CΩ
y1−2s|∇z(x, y)|2dxdy.
With that constant κs, whose value can be consulted in [9], the extension operator
between HsΣD (Ω) and X
s
ΣD
(CΩ) is an isometry, i.e.,
(2.6) ‖Es[ϕ]‖X sΣD (CΩ)
= ‖ϕ‖HsΣD (Ω)
, for all ϕ ∈ HsΣD (Ω).
The key point of the extension function is that it is related to the fractional Lapla-
cian of the original function through the formula
∂w
∂νs
:= −κs lim
y→0+
y1−2s
∂w
∂y
= (−∆)su(x).
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In the case Ω = RN this formulation provides explicit expressions for both the
fractional Laplacian and the s-extension in terms of the Riesz and the Poisson
kernels, respectively. Namely,
w(x, y) = P sy ∗ u(x) = cN,sy
2s
∫
RN
u(z)
(|x− z|2 + y2)
N+2s
2
dz
(−∆)su(x) = dN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
.
(2.7)
We refer to [9] in order to look up the values of the constants κs, cN,s and dN,s
as well as the existent relation between them, namely, 2sκscN,s = dN,s. By the
arguments above, we can reformulate our problem (Pλ) in terms of the extension
problem as follows
(P ∗λ )

−div(y1−2s∇w) = 0 in CΩ,
B∗(w) = 0 on ∂LCΩ,
∂w
∂νs = λw + w
2∗s−1 in Ω× {y = 0}.
An energy solution of this problem is a function w ∈ X sΣD (CΩ) such that
κs
∫
CΩ
y1−2s〈∇w,∇ϕ〉dxdy =
∫
Ω
(
λw(x, 0) + w2
∗
s−1(x, 0)
)
ϕ(x, 0)dx,
for all ϕ ∈ X sΣD (CΩ). Given w ∈ X
s
ΣD
(CΩ) a solution to problem (P ∗λ ) the function
u(x) = Tr[w](x) = w(x, 0) belongs to the spaceHsΣD (Ω) and it is an energy solution
to problem (Pλ) and vice versa, if u ∈ HsΣD (Ω) is a solution to (Pλ) then w =
Es[u] ∈ X
s
ΣD
(CΩ) is a solution to (P
∗
λ ) and, as a consequence, both formulations
are equivalent. Finally, the energy functional associated with problem (P ∗λ ) is the
following,
(2.8) J(w) =
κs
2
∫
CΩ
y1−2s|∇w|2dxdy −
λ
2
∫
Ω
w2dx−
N − 2s
2N
∫
Ω
w2
∗
sdx.
Plainly, critical points of J in X sΣD (CΩ) correspond to critical points of I in H
s
ΣD
(Ω).
Moreover, minima of J also correspond to minima of I. The proof of this fact is
similar to the one of the Dirichlet case, see [5].
Also, in the Dirichlet case, there is a trace inequality [9, Theorem 4.4], i.e.,
(2.9)
∫
CΩ
y1−2s|∇z(x, y)|2dxdy ≥ C
(∫
Ω
|z(x, 0)|rdx
) 2
r
,
for 1 ≤ r ≤ 2NN−2s , N > 2s, z ∈ X
s
0 (CΩ), that turns out to be very useful and by the
previous comments this inequality is equivalent to the fractional Sobolev inequality,
(2.10)
∫
Ω
|(−∆)s/2v|2dx ≥ C
(∫
Ω
|v|rdx
) 2
r
,
for 1 ≤ r ≤ 2NN−2s , N > 2s, v ∈ H
s
0 (Ω).
Remark 2.3. When r = 2∗s the best constant in (2.9) will be denoted by S(s,N).
This constant is explicit and independent of the domain Ω, and its exact value is
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given by the following expression,
S(s,N) =
2πsΓ(1− s)Γ(N+2s2 )(Γ(
N
2 ))
2s
N
Γ(s)Γ(N−2s2 )(Γ(N))
s
.
Since it is not achieved in any bounded domain (see Remarks 2.10-(1)) we have
that
∫
R
N+1
+
y1−2s|∇z(x, y)|2dxdy ≥ S(s,N)
(∫
RN
|z(x, 0)|
2N
N−2s dx
)N−2s
N
, z ∈ X s(RN+1+ ).
Indeed, in the whole space case the latter inequality is achieved when z = Es[u] and
u(x) = uε(x) =
ε
N−2s
2
(ε2 + |x|2)
N−2s
2
,
with arbitrary ε > 0, cf., [9]. Finally, the best constant in (2.10) with Ω = RN is
given by κsS(s,N).
In the mixed boundary data case the situation is quite similar thanks to the
fact that we are considering a Dirichlet condition on ΣD with 0 < HN−1(ΣD) <
HN−1(∂Ω), hence there exists a positive constant C such that
0 < C := inf
u∈HsΣD
(Ω)
u6≡0
‖u‖HsΣD (Ω)
‖u‖L2∗s (Ω)
,
so in terms of the extension function,
(2.11)
(∫
Ω
ϕ
2N
N−2s (x, 0)dx
)N−2s
2N
≤ C‖ϕ(·, 0)‖HsΣD (Ω)
= C‖Es[ϕ(·, 0)]‖X sΣD (CΩ)
.
As we will see below this constant C plays an important role in the proof of Theorem
1.1. With this Sobolev-type inequality in hands we can prove the following result.
Lemma 2.4. Assume that ϕ ∈ X sΣD (CΩ), then there exists a constant C > 0 such
that,
(2.12)
(∫
Ω
ϕ
2N
N−2s (x, 0)dx
)1− 2s
N
≤ C
∫
CΩ
y1−2s|∇ϕ|2dxdy.
Proof. Thanks to (2.11) in order to prove (2.12) it only remains to show the inequal-
ity ‖Es[ϕ(·, 0)]‖X sΣD (CΩ)
≤ ‖ϕ‖X sΣD (CΩ)
. This inequality is satisfied since, arguing as
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in [9],
‖ϕ‖2X sΣD (CΩ)
=
∫
CΩ
y1−2s|∇ϕ|2dxdy
=
∫
CΩ
y1−2s|∇
(
Es[ϕ(·, 0)] + ϕ− Es[ϕ(·, 0)]
)
|2dxdy
=‖Es[ϕ(·, 0)]‖
2
X sΣD
(CΩ)
+ ‖ϕ− E(ϕ(·, 0))‖2X sΣD (CΩ)
+ 2
∫
CΩ
y1−2s〈∇Es[ϕ(·, 0)],∇(ϕ− Es[ϕ(·, 0)])〉dxdy
=‖Es[ϕ(·, 0)]‖
2
X sΣD
(CΩ)
+ ‖ϕ− Es[ϕ(·, 0)]‖
2
X sΣD
(CΩ)
+ 2
∫
Ω
(−∆)s(ϕ(·, 0))(ϕ(x, 0) − ϕ(x, 0))dx
=‖Es[ϕ(·, 0)]‖
2
X sΣD
(CΩ)
+ ‖ϕ− Es[ϕ(·, 0)]‖
2
X sΣD
(CΩ)
,
which concludes the proof. 
Consider now the following quotient
Qλ(w) =
‖w‖2X sΣD (CΩ)
− λ‖u‖2L2(Ω)
‖u‖2
L2
∗
s (Ω)
,
where w = Es[u], and take
(2.13) Sλ(Ω) = inf
w∈X sΣD
(CΩ)
w 6≡0
{
Qλ(w)
}
.
If the constant Sλ(Ω) is achieved then problem (P
∗
λ ) will have at least one solution,
and thus problem (Pλ) has also at least one solution, as we will see in the proof of
Theorem 1.1. To study the behavior of Qλ(·) we introduce the constants S˜(ΣN )
and S˜(ΣD) which are inspired in the works [23] and [2] respectively.
Definition 2.5. For x0 ∈ ΣN we define the function
Θλ : ΣN → R
x0 7→ Θλ(x0),
by
Θλ(x0) = lim
ρ→0
Sλ
(
Ωρ(x0)
)
,
where Ωρ(x0) = Ω∩Bρ(x0) and the respective infimum in Sλ
(
Ωρ(x0)
)
is taken over
the set of functions that vanish on ΣρD = ∂Ωρ(x0) ∩ Ω.
We define the Sobolev constant relative to the Neumann boundary part as
S˜(ΣN ) = inf
x0∈ΣN
Θλ(x0).
This constant plays a major role in the existence issues of problem (Pλ), similar
of that of the Sobolev constant in the classical Brezis-Nirenberg problem. The next
three theorems, which are going to be proved in Section 4, will be useful in the
proof of the main result, Theorem 1.1.
Theorem 2.6. If Sλ(Ω) < S˜(ΣN ) then the infimum (2.13) is achieved.
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As we will see below, the constant S˜(ΣN ) depends only on the regularity of
the Neumann boundary part, but it is independent of the Dirichlet boundary part
ΣD. Since the properties of a Dirichlet problem are quite different from those of a
Neumann problem, one would expect that this fact is reflected when we move our
boundary conditions, specifically when HN−1(ΣD) = α→ 0, see Lemma 4.8 below.
To do so we define the following constant.
Definition 2.7. The Sobolev constant relative to the Dirichlet boundary part is
defined by
S˜(ΣD) = inf
u∈HsΣD
(Ω)
u6≡0
‖u‖2HsΣD (Ω)
‖u‖2
L2
∗
s (Ω)
.
Remark 2.8. As it is noted in the proof of Lemma 2.4, the extension function
minimizes the ‖ · ‖X sΣD (CΩ)
norm along all the functions with the same trace on
{y = 0}, thus we can reformulate the definition of S˜(ΣD) as follows,
S˜(ΣD) = inf
w∈X sΣD
(CΩ)
w 6≡0
‖w‖2X sΣD (CΩ)
‖w(·, 0)‖2
L2
∗
s (Ω)
.
Arguing in a similar way as in [2, Theorem 2.2] we can prove the following
theorem.
Theorem 2.9. If S˜(ΣD) < 2
−2s
N κsS(s,N) then S˜(ΣD) is attained.
Remarks 2.10.
(1) This result makes the difference between the Dirichlet boundary condition
case and the mixed Dirichlet-Neumann boundary condition case. Note that,
by taking λ = 0 in (Pλ), we have the critical power problem which, in the
Dirichlet case, has no positive solution under some geometrical assumptions
on Ω, for example, under star-shapeness assumptions on the domain Ω,
see [9, 29], or under some assumptions on the topology of the domain Ω,
see [4], where a non-existence result for domains Ω with trivial topology is
established.
(2) In the mixed case, the corresponding Sobolev constant S˜(ΣD) can be achieved
thanks to Theorem 2.9. As we will see, the hypotheses of Theorem 2.9 can
be fulfilled by moving the size of the Dirichlet boundary part.
The next result is analogous to that of Theorem 2.6 for the constant relative to
the Dirichlet part.
Theorem 2.11. If Sλ(Ω) < S˜(ΣD) then Sλ(Ω) is attained.
3. Properties of the constants S˜(ΣN ) and S˜(ΣD)
Proposition 3.1. The constant S˜(ΣN ) does not depend on λ, moreover, if ΣN is
a regular (N − 1)-dimensional submanifold of ∂Ω, then S˜(ΣN ) = 2
−2s
N κsS(s,N).
We split the proof into several Lemmas.
Lemma 3.2. The constant S˜(ΣN ) does not depend on λ.
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Proof. Note that by the very definition of S˜(ΣN ) it is enough to prove that Θλ(x0)
does not depend on λ, that is Θλ(x0) = Θ(x0) = lim
ρ→0
S0
(
Ωρ(x0)
)
. Since λ ≥ 0, then
it is immediate that Θλ(x0) ≤ lim
ρ→0
S0
(
Ωρ(x0)
)
. On the other hand, using Ho¨lder’s
inequality and the trace inequality (2.12) jointly, we get
‖ϕ‖2L2(Ωρ) ≤ |Ωρ(x0)|
2s
N ‖ϕ‖2
L2
∗
s (Ωρ(x0))
≤ C|Ωρ(x0)|
2s
N ‖Es[ϕ]‖
2
X sΣD
(CΩρ(x0))
,
thus
Θλ(x0) ≥ lim
ρ→0
(
1− λC|Ωρ(x0)|
2s
N
)
S0
(
Ωρ(x0)
)
.
And the result follows. 
Bearing in mind Lemma 3.2, to prove the last assertion of Proposition 3.1, we
need to estimate S0
(
Ωρ(x0)
)
= inf
{
Q0(w) : w ∈ X sΣD (CΩρ(x0))
}
. To do so, we use
the family of extremal functions of the Sobolev inequality,
uε(x) =
ε
N−2s
2
(ε2 + |x|2)
N−2s
2
,
and its s-extension, wε(x) = Es[uε], times a cut-off function as a test function.
Note that both functions uε and the Poisson kernel (2.7) are self-similar functions,
uε(x) = ε
−N−2s2 u1(x), and P
s
y (x) =
1
yN P
s
1
(
x
y
)
so the extension family wε = Es[uε]
satisfies
(3.1) wε(x) = ε
−N−2s2 w1
(x
ε
,
y
ε
)
.
Consider a smooth non-increasing cut-off function φ0(t) ∈ C∞(R+), satisfying
φ0(t) = 1 for 0 ≤ t ≤
1
2 and φ0(t) = 0 for t ≥ 1, and |φ
′
0(t)| ≤ C for any
t ≥ 0. Assume, without loss of generality, that 0 ∈ Ω, and define, for some
ρ > 0 small enough such that B+ρ ⊆ CΩ, the function φρ(x, y) = φ0(
rxy
ρ ) with
rxy = |(x, y)| = (|x|2 + y2)
1
2 .
Lemma 3.3. The family {φρwε} and its trace on {y = 0}, {φρuε}, satisfy
(3.2) ‖φρwε‖
2
X sΣD
(CΩ)
= ‖wε‖
2
X sΣD
(CΩ)
+O
((
ε
ρ
)N−2s)
,
and
(3.3)
∫
Ω
|φρuε|
2∗sdx = ‖uε‖
2∗s
L2
∗
s (RN )
+O
((
ε
ρ
)N)
.
The proof of this Lemma is similar to the proof of [5, Lemma 3.8] for the Dirichlet
boundary conditions. Note that in the Dirichlet case it is not necessary to control
the role of the radius of the cut-off function, on the contrary, in the mixed case,
by the very definition of the constant S˜(ΣN ), a careful analysis of the role of that
radius is needed. Now we estate the following result proved in [5, Lemma 3.7] that
will be useful in the proof of Lemma 3.3.
Lemma 3.4. [5, Lemma 3.7] The family wε = wε,s = Es[uε] satisfies
(3.4) |∇w1,s(x, y)| ≤ Cw1,s− 12 (x, y),
1
2
< s < 1, (x, y) ∈ RN+1+ .
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Proof of Lemma 3.3. We start with the proof of (3.3),
∫
Ω
|φρuε|
2∗sdx =
∫
RN
|φρuε|
2∗sdx ≥
∫
|x|< ρ2
|uε|
2∗sdx
= ‖uε‖
2∗s
L2
∗
s (RN )
−
∫
|x|> ρ2
|uε|
2∗sdx.
Observe that∫
|x|> ρ2
|uε|
2∗sdx = ε−N
∫
|x|> ρ2
1(
1 +
(
|x|
ε
)2)N dx
= ε−N
∫ ∞
ρ
2
tN−1(
1 +
(
t
ε
)2)N dt =
∫ ∞
ρ
2ε
sN−1
(1 + s2)
N
ds
≤
∫ ∞
ρ
2ε
s−N−1ds =
(
ε
ρ
)N
,
so we get ∫
Ω
|φρuε|
2∗sdx ≥ ‖uε‖
2∗s
L2
∗
s (RN )
+O
((
ε
ρ
)N)
.
We continue with the proof of (3.2). The product φρwε satisfies
‖φρwε‖
2
X sΣD
(CΩ)
≤ ‖wε‖
2
X sΣD
(CΩ)
+ κs
∫
CΩ
y1−2s|wε∇φρ|
2dxdy + 2κs
∫
CΩ
y1−2s〈wε∇φρ, φρ∇wε〉dxdy.(3.5)
The first term of the right-hand side in (3.5) can be estimated as follows,∫
CΩ
y1−2s|wε∇φρ|
2dxdy ≤
C
ρ2
∫
{ ρ2≤rxy≤ρ}
y1−2sw2εdxdy
≤
C
ρ2
εN−2s
∫
{ ρ2≤rxy≤ρ}
y1−2sr−2(N−2s)xy dxdy
≤
C
ρ2
εN−2s
∫ ρ
ρ
2
s1+2s−Nds
= O
((
ε
ρ
)N−2s)
,
since 0 ≤ uε(x) ≤ ε
N−2s
2 |x|−(N−2s) and the extension of the function K(x) =
|x|−(N−2s) is K˜(x, y) = (|x|2 + y2)−
N−2s
2 = r
−(N−2s)
xy .
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We end with the estimate of the second term of the right-hand side in (3.5). Ap-
plying Cauchy-Schwarz inequality and using (3.1) we get,∫
CΩ
y1−2s〈wε∇φρ, φρ∇wε〉dxdy
≤
C
ρ
∫
{ ρ2≤rxy≤ρ}
y1−2s|wε(x, y)‖∇wε(x, y)|dxdy
≤
C
ρ
ε−(N−2s)−1
∫
{ ρ2≤rxy≤ρ}
y1−2s|w1
(x
ε
,
y
ε
)
‖∇w1
(x
ε
,
y
ε
)
|dxdy
=
C
ρ
ε
∫
{ ρ2ε≤rxy≤
ρ
ε
}
y1−2s|w1(x, y)‖∇w1(x, y)|dxdy.
(3.6)
Note that for (x, y) ∈ { ρ2ε ≤ rxy ≤
ρ
ε} we have
w1(x, y) =
∫
|z|< ρ4ε
P sy (x− z)u1(z)dz +
∫
|z|> ρ4ε
P sy (x− z)u1(z)dz
≤ C
(
ε
ρ
)N+2s
y2s
∫
|z|< ρ4ε
u1(z)dz + C
(
ε
ρ
)N−2s ∫
|z|> ρ4ε
P sy (x− z)dz
≤ C
(
ε
ρ
)N+2s
y2s
∫
|z|< ρ4ε
1
|z|N−2s
dz + C
(
ε
ρ
)N−2s ∫
RN
P sy (x − z)dz
≤ C
(
ε
ρ
)N
y2s + C
(
ε
ρ
)N−2s
≤ C
(
ε
ρ
)N−2s
.
(3.7)
Using (3.7), (3.6) and (3.4), we get∫
CΩ
y1−2s〈wε∇φρ, φρ∇wε〉dxdy
≤
C
ρ
ε
∫
{ ρ
2ε
≤rxy≤
ρ
ε
}
y1−2s
(
ε
ρ
)N−2s(
ε
ρ
)N−2(s−1/2)
dxdy
≤ c
(
ε
ρ
)2(1+N−2s) ∫
{ ρ2ε≤rxy≤
ρ
ε
}
y1−2sdxdy = O
((
ε
ρ
)N−2s)
.
And the proof is complete. 
Lemma 3.5. Suppose that ΣN is a regular submanifold of ∂Ω, then given x0 ∈ ΣN
it is satisfied that Θλ(x0) = 2
−2s
N κsS(s,N).
Proof. From Lemma 3.2 we know that Θλ(x0) = Θ(x0) = lim
ρ→0
S0
(
Ωρ(x0)
)
, also
since ΣN is a regular submanifold of ∂Ω, given x0 ∈ ΣN we have that,
(3.8) lim
ρ→0
|Bρ(x0) ∩ Ω|
|Bρ(x0)|
=
1
2
.
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On the other hand, since wε is a minimizer of S(s,N), we have
S(s,N) =
∫
R
N+1
+
y1−2s|∇wε|
2dxdy
‖uε‖2L2∗s (RN )
.
We take now a cut-off function centered at x0 ∈ ΣN , namely, we take ψρ(x, y) =
φ0(
rxy
ρ ) with rxy = |(x−x0, y)| = (|x−x0|
2+y2)
1
2 . Note that ψρuε ≡ 0 on ∂Ωρ∩Ω.
Thanks to (3.2) and (3.3) we can choose ε = ρα with α > 1 such that
(3.9) ‖φρwρ‖
2
X sΣD
(CΩ)
= ‖wρ‖
2
X sΣD
(CΩ)
+O
(
ρ(α−1)(N−2s)
)
,
and
(3.10) ‖φρuρ‖
2
L2
∗
s (Ω)
= ‖uρ‖
2
L2
∗
s (RN )
+O
(
ρ(α−1)N
)
,
where φρ is the same cut-off function of Lemma 3.3. Using (3.8)-(3.10), we have
that
Θ(x0) = lim
ρ→0
S0
(
Ωρ(x0)
)
≤ lim
ρ→0
‖ψρwρ‖2X sΣD (CΩ)
‖ψρuρ‖2L2∗s (Ω)
= lim
ρ→0
1
2‖φρwρ‖
2
X sΣD
(CΩ)
1
2
2
2∗s
‖φρuρ‖2L2∗s (Ω)
= 2
−2s
N lim
ρ→0
κsS(s,N) +O(ρ
(α−1)(N−2s))
1 +O(ρ(α−1)N )
= 2
−2s
N κsS(s,N).
Finally, we focus on the proof of inequality Θ(x0) ≥ 2
−2s
N κsS(s,N). To this end
we assert the following.
Claim: For x0 ∈ ΣN we have
(3.11) Θλ(x0) = Θ(x0) = lim
ρ→0
S0
(
Ωρ(x0)
)
≥ S0(B
+
1 ),
where B+1 is the half ball of radius 1 centered at x0 with the Neumann boundary
part on the flat part of B+1 and the Dirichlet boundary part on the closure of the
remaining boundary.
To prove the claim, we can argue in a similar way as in [23]. If (3.11) is not
true, there exists ε > 0, r0 > 0, such that for 0 < ρ < r0 there exists a function
wρ ∈ X sΣD (CΩρ) with uρ = Tr[wρ] such that
(3.12)
‖wρ‖2X sΣD (CΩρ )
‖uρ‖2L2∗s (Ωρ)
< S0(B
+
1 )− ε.
Since x0 is a regular point, there exists a diffeomorfism Tρ between Ωρ and B
+
ρ such
that Tρ(Σ
ρ
D) = ∂B
+
ρ ∩∂B(x0, ρ) for ρ small enough. Then the function vρ = Tρ(wρ)
belongs to X sΣD (CB+ρ ) and
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‖vρ‖2X sΣD (CB+ρ )
‖vρ(x, 0)‖2L2∗s (B+ρ )
≤ Cρ
‖wρ‖2X sΣD (CΩρ )
‖uρ‖2L2∗s (Ωρ)
,
where Cρ depends on the diffeomorfism Tρ and, by the definition of regular point,
it can be chosen in such a way that Cρ → 1 as ρ → 0. Then, for ρ small enough,
by (3.12) we have
inf
w∈X sΣD
(C
B
+
ρ
)
w 6≡0
‖wρ‖2X sΣD (CB+ρ )
‖uρ‖2L2∗s (B+ρ )
< S0(B
+
1 ),
which is a contradiction because, due to the invariance under scaling, we have
inf
w∈X sΣD
(C
B
+
ρ
)
w 6≡0
‖wρ‖
2
X sΣD
(C
B
+
ρ
)
‖uρ‖2L2∗s (B+ρ )
= inf
w∈X sΣD
(C
B
+
1
)
w 6≡0
‖wρ‖2X sΣD (CB+1
)
‖uρ‖2L2∗s (B+1 )
= S0(B
+
1 ).
Finally, by (3.2)-(3.3) in Lemma 3.3 it follows that S0(B
+
1 ) = 2
−2s
N κsS(s,N) and
hence Θ(x0) ≥ 2
−2s
N κsS(s,N). 
Proof of Proposition 3.1. As a consequence of the previous Lemmata we get that
if ΣN is a regular submanifold of ∂Ω then S˜(ΣN ) = 2
−2s
N κsS(s,N). 
We now turn our attention to the Sobolev constant relative to the Dirichlet part
of the boundary S˜(ΣD). We give an estimate for S˜(ΣD) similar to that of S˜(ΣN )
in Proposition 3.1.
Proposition 3.6. S˜(ΣD) ≤ 2
−2s
N κsS(s,N).
Proof. To obtain this estimate we use the extremal functions of the Sobolev in-
equality and proceed in a similar way as in Proposition 3.1. The lower bound in
Proposition 3.1 is due to the fact that the infimum S˜(ΣN ) is taken in the set Ωρ(x0),
on the contrary, for the constant S˜(ΣD), we do not have such a lower bound by the
very definition of S˜(ΣD). 
4. Proof of main results
4.1. Proof of Theorem 1.1.(1)-(2).
In this subsection we carry out the proof of Theorems 2.6, 2.9 and 2.11 which
will be useful in the proof of Theorem 1.1.(1)-(2).
We begin with the upper bound of the parameter λ, i.e., statement (1) in The-
orem 1.1.
Lemma 4.1. Problem (Pλ) has no solution for λ ≥ λ1,s, with λ1,s the first eigen-
value of (−∆)s with mixed boundary condition.
Proof. Assume that u is solution to (Pλ) and let ϕ1 be a positive first eigenfunction
of (−∆)s. Taking ϕ1 as a test function for (Pλ) we obtain
λ1,s
∫
Ω
uϕ1dx =
∫
Ω
(−∆)
s
2u(−∆)
s
2ϕ1dx =
∫
Ω
(
λu + u2
∗
s−1
)
ϕ1dx > λ
∫
Ω
uϕ1dx.
Therefore, λ < λ1,s. 
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Proposition 4.2. Assume that 0 < λ < λ1,s. Then Sλ(Ω) < 2
−2s
N κsS(s,N)
= S˜(ΣN ).
Proof. We recall the following asymptotic identities given in [5, Lemma 3.8],
(4.1) ‖φruε‖
2
L2(Ω) =
{
Cε2s +O(εN−2s) if N > 4s,
Cε2s log(1/ε) +O(ε2s) if N = 4s,
for some constant C > 0, ε small enough and φr a cut-off function similar to the one
in Lemma 3.3. Proceeding in a similar way as in Proposition 3.1, we take a cut-off
function centered at a point x0 ∈ ΣN , then using (3.2)-(3.3) and (4.1) jointly, we
have the following:
• If N > 4s,
Qλ(φrwε) ≤ 2
−2s
N
κsS(s,N)− λCε
2s‖uε‖
−2
L2
∗
s (Ω)
+O(εN−2s)
1 +O(εN )
≤ 2
−2s
N κsS(s,N)− λCε
2s‖uε‖
−2
L2
∗
s (Ω)
+O(εN−2s)
< 2
−2s
N κsS(s,N).
• If N = 4s a similar procedure proves that for ε small enough,
Qλ(φrwε) ≤ 2
−2s
N κsS(s,N)− λCε
2s log(1/ε)‖uε‖
−2
L2
∗
s (Ω)
+O(ε2s) < 2
−2s
N κsS(s,N).

Now we enunciate a concentration-compactness result adapted to our fractional
setting with mixed boundary conditions. The proof is a minor variation of that
of the concentration-compactness result in [5, Theorem 5.1], which is an adapta-
tion to the fractional setting with Dirichlet boundary conditions of the classical
concentration-compactness technique of P.L. Lions, [25]. For the mixed boundary
data case involving the classical Laplace operator and Caffarelli-Kohn-Nirenberg
weights, [13], a concentration-compactness theorem was proved in [2]. First, we
recall the concept of a tight sequence.
Definition 4.3. We say that a sequence {y1−2s|∇wn|2}n∈N ⊂ L1(CΩ) is tight if
for any η > 0 there exists ρ > 0 such that
(4.2)
∫
{y>ρ}
∫
Ω
y1−2s|∇wn|
2dxdy ≤ η, ∀n ∈ N.
Theorem 4.4 (Concentration-Compactness). Let {wn} ⊂ X sΣD (CΩ) be a weakly
convergent sequence to w in X sΣD (CΩ) such that {y
1−2s|∇wn|2}n∈N is tight. Let us
denote un = Tr[wn], u = Tr[w] and let µ, ν be two nonnegative measures such that
(4.3) y1−2s|∇wn|
2 → µ, and |un|
2∗s → ν,
in the sense of measures. Then, there exist an at most countable set I and points
{xi}i∈I ⊂ Ω such that
(1) ν = |u|2
∗
s +
∑
i∈I
νiδxi , νi > 0,
(2) µ = y1−2s|∇w|2 +
∑
i∈I
µiδxi , µi > 0,
(3) µi ≥ S˜(ΣD)ν
2
2∗s
i .
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Using Theorem 4.4 we prove the next result that is analogous to [26, Theorem
2.2].
Theorem 4.5. Let wm be a minimizing sequence of Sλ(Ω). Then either wm is
relatively compact or the weak limit, w ≡ 0. Even more, in the latter case there
exist a subsequence wm and a point x0 ∈ ΣN such that
(4.4) y1−2s|∇wm|
2 → Sλ(Ω)δx0 , and |um|
2∗s → δx0 ,
with um = Tr[wm].
Proof. Since 0 ≤ λ < λ1,s it follows that 0 < Sλ(Ω) ≤ S˜(ΣD). We distinguish two
cases, depending upon if Sλ(Ω) < S˜(ΣD) or Sλ(Ω) = S˜(ΣD):
(1) Sλ(Ω) < S˜(ΣD). In this case we can argue in a similar way as in [5, Prop.
4.2] which in turn is based on the technique of Brezis-Nirenberg.
Let {wm} ⊂ X
s
ΣD
(CΩ) be a minimizing sequence of Sλ(Ω), and suppose without
loss of generality that wm ≥ 0 and ‖wm(·, 0)‖L2∗s (Ω) = 1. Clearly, this implies that
(4.5) ‖wm‖X sΣD (CΩ)
≤M,
then, there exists a subsequence (denoted also by {wm}) verifying,
wm ⇀ w weakly in X
s
ΣD (CΩ),
wm(·, 0)→ w(·, 0) strongly in L
q(Ω), 1 ≤ q < 2∗s,
wm(·, 0)→ w(·, 0) a.e. in Ω.
Using the weak convergence we get
‖wm‖
2
X sΣD
(CΩ)
= ‖wm − w‖
2
X sΣD
(CΩ)
+ ‖w‖2X sΣD (CΩ)
+ 2κs
∫
CΩ
y1−2s〈∇w,∇wm −∇w〉dxdy
= ‖wm − w‖
2
X sΣD
(CΩ)
+ ‖w‖2X sΣD (CΩ)
+ o(1).
Hence,
Qλ(wm) = ‖wm‖
2
X sΣD
(CΩ)
− λ‖wm(·, 0)‖
2
L2(Ω)
= ‖wm − w‖
2
X sΣD
(CΩ)
+ ‖w‖2X sΣD (CΩ)
− λ‖wm(·, 0)‖
2
L2(Ω) + o(1)
≥ S˜(ΣD)‖wm(·, 0)− w(·, 0)‖
2
L2
∗
s (Ω)
+ Sλ(Ω)‖w(·, 0)‖
2
L2
∗
s (Ω)
+ o(1).
Thus, because of the normalization ‖wm(·, 0)‖L2∗s = 1, it follows
Qλ(wm) ≥ (S˜(ΣD)− Sλ(Ω))‖wm(·, 0)− w(·, 0)‖
2
L2
∗
s (Ω)
+ Sλ(Ω) + o(1).
Since {wm} is a minimizing sequence of Sλ(Ω), we obtain
o(1) + Sλ(Ω) ≥ (S˜(ΣD)− Sλ(Ω))‖wm(·, 0)− w(·, 0)‖
2
L2
∗
s (Ω)
+ Sλ(Ω) + o(1).
Finally, using that Sλ(Ω) < S˜(ΣD) it follows
wm(·, 0)→ w(·, 0) in L
2∗s (Ω).
By a standard lower semi-continuity argument, w is a minimizer for Qλ(·), so we
get that the sequence is relatively compact.
16 E. COLORADO AND A. ORTEGA
(2) Sλ(Ω) = S˜(ΣD). Let us consider {wm} ⊂ X sΣD (CΩ) as in the previous case.
Thus {wm} is also a minimizing sequence for S˜(ΣD) and we proceed in a similar way
as in [26, Theorem 2.2]. Using Theorem 4.4, we get that either {wm} is relatively
compact or the weak limit w ≡ 0.
In the first case, w 6≡ 0, by Theorem 4.4 we have
‖u‖2
L2
∗
s (Ω)
S˜(ΣD) =
∫
CΩ
dµ =
∫
CΩ
y1−2s|∇w|2dxdy + S˜(ΣD)
∑
i∈I
ν
2
2∗s
i ,
as well as ∫
Ω
dν =
∫
Ω
|u|2
∗
sdx+
∑
i∈I
νi ≥
∫
Ω
|u|2
∗
sdx.
By the two expressions above, and using that ‖u‖L2∗s (Ω) = 1 we get,(
1−
∑
i∈I
νi
) 2
2∗s
≤
1
S˜(ΣD)
∫
CΩ
y1−2s|∇w|2dxdy(4.6)
≤
1
S˜(ΣD)
(
S˜(ΣD)− S˜(ΣD)
∑
i∈I
ν
2
2∗s
i
)
= 1−
∑
i∈I
ν
2
2∗s
i ,
hence, νi ≤ 1 ∀i ∈ I. And therefore, by (4.6) the only possibility is νi = 0 for all
i ∈ I. This leads to ∫
Ω
|um|
2∗sdx→
∫
Ω
|u|2
∗
sdx,
from which we deduce that um (and thus wm = Es[um]) is relatively compact.
Now we consider the case w ≡ 0 (and thus u ≡ 0). In this case by Theorem 4.4
and (4.6) we get ∑
i∈I
νi = 1, and
∑
i∈I
ν
2
2∗s
i ≤ 1,
then we infer that I must be a singleton, i.e.,
ν = δx0 and µ = S˜(ΣD)δx0 = Sλ(Ω)δx0 ,
with x0 ∈ Ω.
To show that x0 ∈ ΣN we argue by contradiction. If x0 ∈ Ω∪ΣD, we set φr(x, y)
as a cut-off function centered at x0 ∈ Ω, and define the sequence
wm,r = wmφr(x, y)
and the traces sequence {um,r} = {Tr[wm,r]}. Then for all r > 0
(4.7) lim
m→∞
∫
CΩ
y1−2s|∇wm,r|
2dxdy
‖um,r‖2L2∗s (Ω)
= S˜(ΣD).
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Note that for r sufficiently small, the sequence {wm,r} belongs to X s0 (CΩ), then for
any m ∈ N, by Proposition 3.6,
lim
r→0
∫
CΩ
y1−2s|∇wm,r|2dxdy
‖um,r‖2L2∗s (Ω)
≥ inf
v∈X s0 (CΩ)
v 6≡0
∫
CΩ
y1−2s|∇v|2dxdy
‖v(x, 0)‖2
L2
∗
s (Ω)
= κsS(s,N)
> 2
−2s
N κsS(s,N)
≥ S˜(ΣD),
and we reach a contradiction with (4.7). Therefore, x0 ∈ ∂Ω. If x0 ∈ Σ˚D arguing
as before we reach the same contradiction. As a consequence, x0 ∈ ΣN .
It only remains to prove the tightness condition (4.2) for the minimizing se-
quence {wm} ⊂ X sΣD (CΩ), i.e., there is no evanescence. Since {wm} is a minimizing
sequence of Sλ(Ω) then {wm} or a multiple will converge to a critical point of the
functional (2.8). Let {w˜m} be such a sequence, then
(4.8) J(w˜m)→ c, and J
′(w˜m)→ 0.
We proceed now as in [5, Lemma 3.6] which is based on ideas contained in [3]. By
contradiction, suppose that there exists η0 > 0, and m0 ∈ N such that for any ρ > 0
one has, up to a subsequence,
(4.9)
∫
{y>ρ}
∫
Ω
y1−2s|∇w˜m|
2dxdy > η0, ∀m ≥ m0.
Fix ε > 0 (to be determined) and let r > 0 be such that∫
{y>r}
∫
Ω
y1−2s|∇w˜|2dxdy < ε.
Let j =
[
M
κsε
]
be the integer part with M the constant in (4.5) and Ik = {y ∈ R+ :
r + k ≤ y ≤ r + k + 1}, k = 0, 1, . . . , j. Then
j∑
k=0
∫
Ik
∫
Ω
y1−2s|∇w˜m|
2dxdy ≤
∫
CΩ
y1−2s|∇w˜m|
2dxdy ≤
M
κs
< ε(j + 1).
Then, there exists k0 ∈ {0, . . . , j} such that, up to a subsequence,
(4.10)
∫
Ik0
∫
Ω
y1−2s|∇w˜m|
2dxdy ≤ ε, ∀m ≥ m0.
We set now a regular cut-off function
χ(y) =
{
0 if y ≤ r + k0,
1 if y > r + k0 + 1,
and we define vm(x, y) = χ(y)w˜m(x, y). Then, since vm(x, 0) = 0, it follows that
|〈J ′(w˜m)− J
′(vm), vm〉| = κs
∫
CΩ
y1−2s〈∇(w˜m − vm),∇vm〉dxdy
= κs
∫
Ik0
∫
Ω
y1−2s〈∇(w˜m − vm),∇vm〉dxdy.
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Moreover, by the Cauchy-Schwarz inequality, (4.10) and the compact inclusion of
the space H1
(
Ik0 × Ω, y
1−2sdxdy
)
into L2
(
Ik0 × Ω, y
1−2sdxdy
)
, it follows that
|〈J ′(w˜m)− J
′(vm), vm〉|
≤ κs
(∫
Ik0
∫
Ω
y1−2s|∇(w˜m − vm)|
2dxdy
)1/2(∫
Ik0
∫
Ω
y1−2s|∇vm|
2dxdy
)1/2
≤ Cκsε.
Finally, by (4.8),
|〈J ′(vm), vm〉| ≤ Cκsε+ o(1),
thus, for m big enough∫
{y>r+k0+1}
∫
Ω
y1−2s|∇wm|
2dxdy ≤
∫
CΩ
∫
Ω
y1−2s|∇vm|
2dxdy ≤
〈J ′(vm), vm〉
κs
≤ Cε,
which contradicts (4.9). Then, the proof of Theorem 4.5 is complete. 
Remark 4.6. Note that the proof of Theorem 2.11 was done in the first part of the
proof of Theorem 4.5.
Now we prove Theorems 2.6, 2.9.
Proof of Theorem 2.9. Let {wm} ⊂ X sΣD (CΩ) be a minimizing sequence of S˜(ΣD)
and w its weak limit. By Theorem 4.5, {wm} is relatively compact, and conse-
quently the infimum is achieved, or w ≡ 0 and
y1−2s|∇wn|
2 → µδx0 , and |un|
2∗s → νδx0 ,
with x0 ∈ ΣN . Indeed, we can assume, without loss of generality, that µ = S˜(ΣD)
and ν = 1. With the same notation as in the proof of Theorem 4.5, we consider
the functions
(4.11) wm,r = wmφr(x, y)
with φr(x, y) a smooth cut-off function centered at x0 ∈ ΣN . Clearly, (4.11) satisfies
(4.7). Since ΣN is smooth, for r small enough, the sequence {um,r} ⊂ HsΣr
D
(Ωr),
or equivalently, the sequence {wm,r} ⊂ X sΣr
D
(CΩr ) thus, by Proposition 3.6,
lim
r→0
∫
CΩ
y1−2s|∇wm,r|
2dxdy
‖um,r‖2L2∗s (Ω)
≥ 2
−2s
N κsS(s,N) > S˜(ΣD),
which contradicts (4.7). Then the only possibility is that {wm} is relatively com-
pact, which proves the assertion.

Proof of Theorem 2.6. Let {wm} ⊂ X sΣD (CΩ) be a minimizing sequence for Sλ(Ω)
and w its weak limit. Thus, either {wm} is relatively compact and consequently
the infimum is achieved or by Theorem 4.5, (4.4) holds up to a subsequence. For
that sequence we consider the functions wm,r = wmφr(x, y), with φr(x, y) a smooth
cut-off function centered at x0 ∈ ΣN as in (4.11).On the one hand, {wm,r} and its
trace {um,r} satisfy
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(4.12)
‖wm,r‖2X sΣD (CΩ)
− λ‖um,r‖2L2(Ω)
‖um,r‖2L2∗s (Ω)
→ Sλ(Ω), as m→∞,
for any r > 0. On the other, by the definition of S˜(ΣN ) we have
lim
r→0
‖wm,r‖2X sΣD (CΩ)
− λ‖um,r‖2L2(Ω)
‖um,r‖2L2∗s (Ω)
≥ S˜(ΣN ),
which contradicts (4.12) since we are supposing Sλ(Ω) < S˜(ΣD). Hence {wm} is
relatively compact. 
Proof of Theorem 1.1-(2). By Theorem 2.6, it follows inmediatly the existence of a
solution to problem (Pλ) whenever we have Sλ(Ω) < S˜(ΣN ), which is guaranteed by
Proposition 4.2 if 0 < λ < λ1,s. Also, there exists a solution when Sλ(Ω) < S˜(ΣD)
by Theorem 2.11.
Specifically, by Theorem 2.6 and Proposition 4.2, if 0 < λ < λ1,s there exists a
minimizer function w˜ with u˜ = Tr[w˜] satisfying
‖w˜‖2X sΣD (CΩ)
− λ‖u˜‖2L2(Ω) = Sλ(Ω)‖u˜‖
2
L2
∗
s (Ω)
.
Taking w = w˜/‖u˜‖2
L2
∗
s (Ω)
and its trace u = u˜/‖u˜‖2
L2
∗
s (Ω)
,
(4.13) ‖w‖2X sΣD (CΩ)
− λ‖u‖2L2(Ω) = Sλ(Ω).
Thus w is a minimizer of Sλ(Ω) constrained to the sphere ‖u‖L2∗s (Ω) = 1. Without
loss of generality we can assume w ≥ 0, otherwise we take |w| instead. Or equiva-
lently, w is a critical point of the functional Qλ constrained to ‖u‖2L2∗s (Ω) = 1, then
thanks to (2.2) and (2.6), such a critical point is a non-negative solution to equation
(−∆)su− λu = τu2
∗
s−1 in Ω,
where τ ∈ R is a Lagrange multiplier. Moreover τ = Sλ(Ω) > 0 since λ < λ1,s.
Thus, it follows that defining v = ku, it is a non-negative solution to the equation
in (Pλ) for k = (Sλ(Ω))
1
2∗s−2 . Even more, by the maximum principle, v > 0 in Ω,
proving that it is a solution to (Pλ). 
Remark 4.7. By Proposition 4.2, if 0 < λ < λ1,s then the Neumann constant
satisfies Sλ(Ω) < S˜(ΣN ), while for the Dirichlet constant S˜(ΣD), we have not
such a result because we do not know an explicit expression of the corresponding
minimizers and hence, we can not provide estimates similar to those of Lemma 3.3.
To complete the proof of Theorem 1.1 it only remains to prove statement (3) in
Theorem 1.1. This will be done in the next subsection.
4.2. Moving the boundary conditions. Proof of Theorem 1.1-(3).
Let us consider the following eigenvalue problem
(EPα)

(−∆)su = λ1,s(α)u in Ω ⊂ RN ,
u = 0 on ΣD(α),
∂u
∂ν = 0 on ΣN (α),
with the following hypotheses:
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B1 : Ω ⊂ RN is a regular bounded domain.
B2 : ΣD(α) and ΣN (α) are smooth (N − 1)-dimensional submanifolds of ∂Ω
such that ΣD(α) ∪ ΣN (α) = ∂Ω, ΣD(α) ∩ ΣN (α) = ∅, and the interphase
Γ(α) = ΣD(α) ∩ ΣN (α) is a (N − 2)-dimensional submanifold.
B3 : HN−1(ΣD(α)) = α, ΣD(α1) ⊆ ΣD(α2) for any 0 < α1 ≤ α2 < HN−1(∂Ω).
Following [15, Lemma 4.1] we have the next result.
Lemma 4.8. Let uα be a positive solution to problem (EPα) and suppose hypotheses
B1-B3. Then we obtain,
λ1,s(α)→ 0, as α→ 0.
Proof. By the definition of the fractional operator (−∆)s, we have that the eigen-
value λ1,s(α) = λ
s
1,1(α).
By [15, Lemma 4.1], we have that λ1,1(α)→ 0 as HN−1(ΣD(α)) = α→ 0. Then
the result follows. 
The next proposition is the analogous to [2, Proposition 2.1] for our fractional
setting.
Proposition 4.9. Let Ω ⊂ RN be a smooth bounded domain. Given a family
{ΣD(α) : 0 < α < HN−1(∂Ω)} satisfying hypotheses B1-B3, there exists a positive
constant α0 such that for any α < α0, S˜(ΣD(α)) is attained.
Proof. We only have to check that hypotheses of Theorem 2.9 are satisfied. To do
so, we use the Ho¨lder inequality together with Lemma 4.8 as follows. By Ho¨lder’s
inequality,
(4.14)
S˜(ΣD(α)) = infw∈X sΣD(α)(CΩ)
w 6≡0
‖w‖2
Xs
ΣD
(CΩ)
‖w(·,0)‖2
L
2∗s (Ω)
≤ |Ω|
2s
N infw∈X sΣD(α)(CΩ)
w 6≡0
‖w‖2
Xs
ΣD
(CΩ)
‖w(·,0)‖2
L2(Ω)
= |Ω|
2s
N λ1,s(α).
Applying Lemma 4.8 into (4.14), we have that there exists α0 > 0 such that
S˜(ΣD(α)) < 2
−2s
N κsS(s,N) for any α < α0. Hence, by Theorem 2.9 the result
follows. 
We complete now the proof of Theorem 1.1.
Proof of Theorem 1.1-(3). Since Sλ(Ω) = S˜(ΣD) for λ = 0, the existence of so-
lution to problem (P0) is equivalent to the attainability of S˜(ΣD). Thus, letting
α sufficiently small, by Proposition 4.9 there exists a minimizer function w˜ with
u˜ = Tr[w˜] satisfying
‖w˜‖2X sΣD (CΩ)
= S˜(ΣD)‖u˜‖
2
L2
∗
s (Ω)
,
and we are done. 
5. A nonexistence result: Pohozaev-type identity
This last part deals with a non-existence result relying on a Pohozaev-type iden-
tity. Notice that by Theorem 1.1-(3) we have the existence of solution to the
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following critical problem,
(5.1)
 (−∆)
su = u2
∗
s−1 in Ω ⊂ RN ,
u > 0 in Ω,
B(u) = 0 on ∂Ω = ΣD ∪ ΣN ,
provided α = HN−1(ΣD) is small enough, in contrast to the non-existence results
for the Dirichlet boundary data case and Ω a star-shaped domain, see Pohozaev
[29], in the classical setting or [9] for the fractional case under the same geometrical
hypotheses. Nevertheless, and in spite of Theorem 1.1-(3), proceeding in a similar
way as in [26, 23] we are going to show a Pohozaev-type identity for our fractional
mixed Dirichlet-Neumann problems that provides us a non-existence result under
appropriate assumptions on the geometry of Ω, ΣD, ΣN .
Let us consider the problem
(Pf )

(−∆)su = f(u) in Ω,
u > 0 in Ω,
B(u) = 0 on ∂Ω = ΣD ∪ ΣN .
We have the following result.
Theorem 5.1. Suppose that u is a solution of problem (Pf ), w = Es[u] and f is
a continuous function with primitive F . Then the following Pohozaev-type identity
holds,
(5.2)
(N − 2s)
∫
Ω
uf(u)dx− 2N
∫
Ω
F (u)dx
= κs
∫
Σ∗
N
y1−2s|∇w|2〈x, ν〉dσ(x, y) − κs
∫
Σ∗
D
y1−2s|∇w|2〈x, ν〉dσ(x, y)
−2
∫
ΣN
F (u)〈x, ν〉dσ(x),
where ν denotes the outwards normal vector to ∂Ω.
Proof. Since w = Es[u] is a solution of problem
(P ∗f )

−div(y1−2s∇w) = 0 in CΩ,
B∗(w) = 0 on ∂LCΩ,
∂w
∂νs = f(u) in Ω,
multiplying the equation of (P ∗f ) by ϕ(x, y) and integrating by parts we get
(5.3)
κs
∫
CΩ
y1−2s∇w∇ϕdxdy =
∫
Ω
ϕ(x, 0)f(u)dx+ κs
∫
Σ∗
D
ϕy1−2s〈∇w, ν∗〉dσ(x, y).
With ν∗ the outwards normal vector to ∂LCΩ. We take ϕ(x, y) = 〈(x, y),∇w〉 and
note that 〈∇w, ν∗〉 = |∇w| on Σ∗D, as well that, by construction, the outwards
normal vector ν∗ to the lateral boundary ∂LCΩ verifies ν∗ = (ν, 0) with ν the
outwards normal vector to ∂Ω. Then, we find,
2s−N
2
κs
∫
CΩ
y1−2s|∇w|2dxdy+
1
2
κs
∫
∂LCΩ
y1−2s|∇w|2〈x, ν〉dσ(x, y) =∫
ΣN
F (u)〈x, ν〉dσ(x)−N
∫
Ω
F (u)dx+ κs
∫
Σ∗
D
y1−2s|∇w|2〈x, ν〉dσ(x, y),
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which proves (5.2). 
As a consequence we obtain a non-existence result for problem (Pf ).
Corollary 5.2. Assume the hypotheses of Theorem 5.1 and suppose there exists
x0 ∈ Ω such that 〈x − x0, ν〉 = 0 on ΣN and 〈x − x0, ν〉 > 0 on ΣD. If f and
F satisfy the inequality (N − 2s)tf(t) − 2NF (t) ≥ 0, then problem (Pf ) has no
solution.
This result highlights the difference between a mixed boundary condition prob-
lem and a Dirichlet one as well as the relevance of the geometry of Ω and the
decomposition of ∂Ω into ΣD and ΣN in the existence issues.
As an example, let us consider the critical power problem (5.1) with Ω defined
as follows. Given Aα a smooth submanifold of the unit sphere S
N−1 such that
HN−1(Aα) = α, we set Ω = {tx : x ∈ Aα, 0 < t < R}, ΣD = {x ∈ Ω : |x| = R} and
ΣN = ∂Ω\ΣD.
We consider a smooth perturbation Ω˜ where the vertex x0 = 0 and the corners
of Ω are regularized, such that |Ω˜\Ω| is small enough. Set Σ˜D = ΣD and Σ˜N =
∂Ω˜\Σ˜D. Then, 〈x, ν〉 = 0 on Σ˜N \Tρ and 〈x, ν〉 6= 0 on Σ˜N ,ρ = Σ˜N ∩ Tρ with
Tρ = Bρ(0) ∪ {x ∈ RN : R − ρ < |x| < R} and some ρ > 0 small enough, as well
as 〈x, ν〉 > 0 on Σ˜D. Since we can approximate the cone Ω arbitrarily by means
of Ω˜ , we can let ρ be sufficiently small in order to obtain a contradiction with the
Pohozaev identity, namely
(5.4)
N − 2s
N
∫
Σ˜N ,ρ
|u|2
∗
s 〈x, ν〉dσ
= κs
∫
Σ˜∗
N ,ρ
y1−2s|∇w|2〈x, ν〉dσ +Rκs
∫
Σ˜∗
D
y1−2s|∇w|2dσ.
Thus, no solution to the problem (5.1) exists on Ω˜.
Remark 5.3. If we move the boundary conditions in the example above, letting
HN−1(ΣD) → 0, by means of Theorem 1.1-(3) we get the existence of solution to
problem (5.1) on the perturbed cone Ω˜. This is not in contradiction with the previous
arguments, because by this procedure, points that belonged to the Dirichlet boundary
part for which we had 〈x, ν〉 > 0, start to contribute to the integral involving the
Neumann part of the boundary in (5.4), and hence Theorem 1.1-(3) and Corollary
5.2 are agree.
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