For the earliest arrival flow problem one is given a network G = (V , A) with capacities u(a) and transit times (a) on its arcs a ∈ A, together with a source and a sink vertex s, t ∈ V . The objective is to send flow from s to t that moves through the network over time, such that for each time ∈ [0, T ) the maximum possible amount of flow up to this time reaches t. If, for each ∈ [0, T ), this flow is a maximum flow for time horizon , then it is called earliest arrival flow. In practical applications a higher congestion of an arc in the network often implies a considerable increase in transit time. Therefore, in this paper we study the earliest arrival problem for the case that the transit time of each arc in the network at each time depends on the flow on this particular arc at that time .
Introduction
Consider the following simplified evacuation problem. Suppose you are confronted with the task to evacuate some huge building, a stadium, or a similarly large site in a case of emergency. You are given a system of hallways, staircases, and channels, each having a certain capacity, i.e., a maximum number of people who can enter the particular entity per time unit, together with a corresponding transit time. The objective is to send up to each point in time the maximum number of people out of the building. We will have a macroscopic view of the people, so we do not distinguish between 
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a single individual but only look at the crowd of people as a whole. Modeled as a graph problem, this reduces to a special kind of maximum flow over time problem-the earliest arrival flow problem. This and some related flow over time problems are usually referred to as "Evacuation Problems" 2 (see [10] [11] [12] ). Flows over time, also called dynamic flows in literature, specify a flow that continuously enters an arc at a particular flow rate which may change over time. This is different to classical static flows, where the amount of flow does not depend on time at all (see Section 2 for a precise definition of flows over time). Flows over time were first studied by Ford and Fulkerson in their seminal work on flows in networks [5, 6] . While they only considered the problem of sending the maximal amount of flow from a source s to a sink t for a fixed time horizon T, Gale [7] studied a more general problem. He was interested in the question whether there exists a flow that sends not only the maximum possible amount of flow from s to t for the time horizon T but also for each ∈ [0, T ). Flows over time satisfying this additional requirement are called earliest arrival flows.
Though Gale [7] showed the existence of earliest arrival flows, it is not obvious how to find them algorithmically. Minieka [16] and Wilkinson [19] were the first who tackled this problem and designed algorithms for finding earliest arrival flows. Both algorithms rely on the successive shortest path algorithm by successively searching for shortest paths from s to t in the residual network. As shown by Zadeh [20] there are families of graphs that require the successive shortest path algorithm to have a pseudo-polynomial number of iterations, that means the algorithm does not run in polynomial time. In fact, the networks given by Zadeh can be interpreted as instances of the earliest arrival flow problem, requiring the algorithm to need (T ) iterations. It is still an open question whether the earliest arrival flow problem can be solved in polynomial time.
Hoppe and Tardos [12] were the first to present an approximation algorithm for finding earliest arrival flows where their objective was to find for a given > 0 a flow f such that for each ∈ [0, T ) the amount of flow reaching t till is at most an -fraction less than the optimum. They achieved this by using a capacity scaling approach and a so-called generalized flow decomposition. A different way of approximating the earliest arrival flow problem is to allow the flow to be delayed. Recently, an approximation scheme for this problem was presented by Fleischer and Skutella [4] . There the flow is delayed in time by a factor of (1 + ) for an arbitrary chosen > 0. They use a condensed time-expanded network for their algorithm.
All the above approaches assume transit times on the arcs to be constant. Whoever has tried to leave a stadium after a soccer game knows, however, that this assumption is far from reality for some real-world applications like evacuation or traffic routing. A much more realistic setting for these settings is to view transit time as a value that depends on the flow rate, the congestion, or the amount of flow in an arc of the network. In particular, this means that the more flow units are present in an arc the higher is the transit time of this arc. This is the approach that we consider in this paper. Flows over time with flow-dependent transit times have been studied before. Merchant and Nemhauser [15] suggest a model where for every arc there is both a flow-dependent cost function and a so-called exit function that determines the amount of traffic that can leave the arc in dependence of the amount of flow on that particular arc. While their model was both nonlinear and non-convex and thus difficult to handle for efficient algorithms, it was influential for many other results in this area. For constant transit times a very helpful tool is the time-expanded graph, i.e., a graph that contains a copy of the original graph for each discrete point in the time interval [0, T ). Carey and Subrahmanian [1] introduce a model that tries to use a similar approach for the case of flow-dependent transit times. Building up on this approach Köhler et al. [13] introduce a model that is both time-expanded and expands the transit time function for the case of transit times that depend on the amount of flow entering an arc. While this expanded model only allows pseudo-polynomial algorithms, they also give a reduced version of this network. Using this, they design an efficient 2-approximation algorithm for the quickest s, t-flow problem (minimize the time horizon for sending a fixed amount of flow from a source vertex s to a sink vertex t). Hall et al. [8] extend this to an approximation scheme for this problem even for the multi-commodity case. A more precise description of transit times that depend on the flow in some real applications is to assume that these transit times depend not only on the amount of flow entering an arc but also on the amount of flow being currently in the whole arc. Köhler and Skutella [14] give a model for this setting and give a 2-approximation algorithm for the quickest s, t-flow problem. They also show that there cannot be a polynomial-time approximation scheme unless P = NP.
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None of the above papers on flow-dependent models tackles, however, the earliest arrival flow problem. Most of them either study standard traffic assignment problems, the quickest flow problem, or maximum flow problems. In fact, to the best of our knowledge, there has been no previous work on earliest arrival flows for the case of flow-dependent transit times in the literature. A closely related problem is the earliest arrival flow problem for time-dependent transit times (i.e., every arc can have for different times different (constant) transit times) or time-dependent capacities. For these cases the existence of earliest arrival flows was shown by Gale already in his first paper on earliest arrival flows. Ogier [17] studied the case of zero transit times where arc capacities and node storage capacities (node storage means that flow that reached a node can be stored in this node up to a given capacity and is sent into an outgoing arc at a later time) are piecewise-constant functions of time. For this special case he gives a polynomial algorithm. This is a more general setting than the one without storage of flow. Recently, Fleischer [2] improved the running time of this algorithm. Tjandra [10, 18] considered the earliest arrival flow problem for the case of time-dependent transit times and capacities, and node storage capacities, correspondingly. This paper is structured as follows. In the next section basic concepts of flows over time are introduced and the definition of two models for flow-dependent transit times are given. In Section 3 it is shown that earliest arrival flows do not exist in general for the case of flow-dependent transit times. In Section 4 a relaxed version of the earliest arrival flow problem (the -earliest arrival flow problem) is defined and studied. The objective here is to find a flow over time that needs only -times longer to send the maximum amount of flow into the sink up to each time ∈ [0, T ). In particular, both lower and upper bounds for the value are shown. Section 5 presents an approximation algorithm for the -earliest arrival flow problem and an idea about the practicability of this approximation for this problem is given.
Basic definitions

Flows over time with constant transit times
A dynamic network (G, u, , s, t) consists of a directed graph G= (V , A) together with two special nodes: the source s and the sink t; a capacity function u : A → R + , and a transit time function : A → R + , representing the time that is needed to traverse the particular arc.
In various well-known static flow problems one seeks a function x : A → R + that assigns to an arc a a flow value
x(a). In contrast to that, an s, t-flow over time f is a function on A × R + where the second parameter denotes a time component-f (a, ) describes the flow on arc a at time . This flow can be interpreted as flow rate, i.e., the amount of flow entering the particular arc per time unit. The flow rate entering an arc is bounded by the capacity of the arc, i.e., f (a, ) u(a). The flow function f has to satisfy flow conservation constraints not only in every node v ∈ V \{s, t}, but also at every time ∈ R:
Here, + (v) (and − (v)) denote the set of outgoing arcs of node v (and ingoing arcs into node v, respectively). Equality is not required in order to allow flow to be stored in nodes of the network. Note that some algorithms for flows over time explicitly forbid storage of flow in nodes, whereas others only have a bounded capacity of node storage. In our model we allow storage of flow at nodes in principle and without upper bounds on the amount. However, the algorithms used in this paper do not make use of the storage opportunity; they send the flow through the network without storing flow at any of the nodes. This is similar to the model of Ford and Fulkerson where in theory flow is allowed to be stored at a node but their algorithm does not make use of this option. A flow over time f, satisfying the flow conservation constraints, is said to be feasible if for all arcs a and every time : f (a, ) u(a). For a given time horizon T we further require that there is only flow in the network during the time interval [0, T ). Since flow entering arc a = (v, w) at time reaches node w at time + (a), we especially require f (a, ) = 0 for all / ∈ [0, T − (a)). This guarantees that there is no flow in the network before time zero and that at time T all flow has left the network.
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The flow conservation constraints are now needed only within this interval. The value of the flow over time f with time horizon T is determined by the value over all time-steps ∈ [0, T ) as
We denote by value(f, ) the amount of the flow f that has left the network till a specified time where is not necessarily the time horizon. Note that value(f, T ) = value(f ) by definition. Possible objective functions are for example maximizing the total value that reaches the sink up to time T (maximum s, t-flow over time problem) or minimizing the time horizon T up to which a given amount of flow reaches the sink (quickest s, t-flow problem).
Various results for this flow over time model are known. One of the most remarkable ones is a theorem by Ford and Fulkerson [5] on maximum s, t-flows over time for the time horizon T. They defined a temporally repeated flow to be a static flow x with a path decomposition P that repeatedly sends flow over the paths of P as long as this flow can reach the sink before T. They show that there is always a temporally repeated flow that is a maximum s, t-flow over time. Note that Ford and Fulkerson considered a discrete flow model where time is being discretized into time points {0, 1, . . . , T − 1}. Instead of sending flow at (continuous) flow rates they send packets of flow units at these discrete time points into the arcs. In contrast to their work we consider the more general continuous model, where we have flow rates described by a function over time which is not only defined at a discrete set of points in time.
Flows over time with flow-dependent transit times
While flows over time are much more appropriate to model real-world situations than static flows, often the constant transit times do not model reality in a sufficiently precise way. For example, it can be easily observed that there is a high correlation between the congestion of a hallway, staircases, or a road and the time needed to traverse it. A more precise method for describing this correlation is provided by the use of flow-dependent transit times. For this purpose we will assume in the following that a transit time function : A × R + → R + is given as a left-continuous, non-negative, and non-decreasing function of the flow on arcs. Here, in contrast to the model with constant transit times, we are given a second parameter that refers to the flow.
While for static flows there is a canonical mapping from flows to transit times, for flows over times there are different options for such a mapping. Therefore, we will shortly mention two known models that we will make use of in the sequel.
On the one hand there are inflow-dependent transit times as described in Köhler et al. [13] . There the transit time is a function of the rate at which the flow is entering the arc a at time . In particular, flow entering arc a at the flow rate f (a, ) needs a transit time of (a, f (a, )) to traverse the arc. Hence, flow units entering an arc at the same time have the same speed (defined by the transit time of the arc) and, while traversing the arc, their speed stays constant. This model allows a comparably easy description of the dependency between flow and transit times. However, it has the disadvantage that there can be situations where flow entering at a small flow rate can pass flow units that entered the same arc at a higher flow rate before-the so-called first-in-first-out (FIFO) property is not fulfilled.
On the other hand, there are load-dependent transit times as described in Köhler and Skutella [14] . In this case the total amount of flow on an arc a at a time is used as the input to the transit time function ; this amount of flow is called the load of the arc. Since the flow on an arc changes continuously, also the transit time of the arc changes with each unit of flow entering or leaving the arc. Note, however, that at each moment all units of flow on an arc have the same speed.
Although both of the above models cannot describe traffic flows in their whole complexity, they are however capable of modeling at least some important aspects of traffic behavior.
Non-existence of earliest arrival flows
Earliest arrival flows are those maximum s, t-flows over time that send for each time ∈ [0, T ) the maximum amount of flow from s to t. While the existence of a maximum flow for a fixed time horizon T is obvious, it is not that clear that there are always flows over time that are not only optimal for T but also for each ∈ [0, T ). Gale [7] showed the existence of earliest arrival flows for general networks with constant transit times on the arcs and, more generally, for networks with time-dependent (but not flow-dependent) transit times and capacities on the arcs. He made use of the fact that one can model flows over time with constant or time-dependent transit times using static flows in the time-expanded network. There the standard max-flow min-cut theorem yields the result. For the case of flow-dependent transit times there exists for any fixed time horizon T an s, t-flow over time that sends the maximum amount of flow from s to t. It is quite natural to ask whether there is again such a maximum s, t-flow that is maximal also for each ∈ [0, T ). Unfortunately, there is no simple time-expanded model for flows over time with flow-dependent transit times that allows to reduce the time-dependent flow problem to a static one. In fact, as will be shown by the following simple counterexamples, there cannot be a similarly nice existence result for earliest arrival flows for the case of flow-dependent transit times as the one by Gale.
Consider the one-arc network, shown in Fig. 1 , together with the simple linear transit time function given next to it and a capacity two. We consider a flow model with inflow-dependent transit times. Let T = 3 be the considered time horizon. When sending flow from s to t at a flow rate of 2 in time interval [0, 1) and at flow rate linearly decreasing from 2 to 0 in time interval [1, 3), then by time 3 a flow of 4 units has reached the sink t. In fact, this is the maximum amount of flow that can be sent from s to t in this time horizon.
To construct an earliest arrival flow, we have to make sure that the maximum possible amount of flow has reached the sink for any ∈ [0, T ). To show that this is not possible for this example we examine just two values of . Sending flow at a flow rate linearly decreasing from 2 to 0 in time interval [0, 2) shows that an earliest arrival flow must send at least 2 units of flow to t up to time = 2. In fact, sending any of the flow in this time interval at a higher flow rate would result in a decrease of the flow value reaching t up to time = 2. It follows easily that any flow sending the maximum amount of flow up to = 2 into t cannot send more than 2.5 units of flow into t up to = 3. Since, however, the maximum flow for time horizon 3 is 4, this implies the following theorem.
Theorem 1. For inflow-dependent transit times, earliest arrival flows do not exist in general.
Similarly as for inflow-dependent transit times, one can show that also load-dependent transit times do not allow for earliest arrival flows. For better readability we give the proof for this result, using as transit time function a simple left-continuous step function (i.e., a piecewise-constant left-continuous function). However, a more technical argument can be used to show that also continuous load-dependent transit time functions do not admit earliest arrival flows.
Consider again a graph consisting of just one edge (s, t) with (inflow) capacity 1. The load-dependent transit time function (x) for this arc is given as follows. At a load value in [0, 1] a unit of flow needs 3 time units to travel from s to t, for a load value in (1, 5] a flow unit needs 6 time units for crossing the arc, and for any higher load value the transit time is ∞. Now consider the maximum flow that can be sent from s to t for the two time horizons T 1 = 4 and T 2 = 9.
• For T 1 at most 1 flow unit can reach t up to time T 1 . This can only be achieved, if flow is sent during time interval [0, 1] with rate 1 and then no further flow is sent into the arc before time 3 anymore. • For time horizon T 2 at most 3 flow units reach t up to T 2 if flow is sent constantly at rate 1 up to time 5.
Using these observations we can show the following lemma.
Lemma 2. If flow is sent at rate 1 during interval [0, 1] and then no more flow is sent during interval (1, 3] then at time 9 at most 2 flow units can reach the sink.
A u t h o r ' s p e r s o n a l c o p y
Proof. After sending the first unit of flow into the arc we can start sending flow only after time 3, otherwise the flow is not optimal at time T 1 . If we start sending flow at rate 1 right after time 3, then up to time 4 only a load of 1 is on the arc. This second flow unit cannot reach the sink completely before time 7.
Any flow put on the arc after time 6 cannot reach the sink before time 9. So it remains to show that a flow unit that is put on the arc during interval (4, 6] cannot reach the sink before time 9 either.
Observe, that any flow that is sent on the arc during interval (4, 6] will increase the flow over load 1, since the second unit of flow starts leaving the arc not before time 6. If we start sending the third unit onto the arc at time 4, then the second unit of flow will completely reach the sink not before time 10. In fact, to make sure that the second unit reaches t up to time 9, we should not start sending the third unit of flow before time 5. If we start the third unit at time 5, then the second unit leaves the arc during time 7 to 9. Hence, at least between time 5 and 7 the arc has a load greater than 1, implying that the third flow unit has transit time 6 during this time interval. As a consequence, it can travel at most one third of the arc up to time 7 and thus will not be able to reach the sink before time 9.
Hence, we have shown that in this simple network with load-dependent transit times there is no flow over time that sends both the maximum amount of flow up to time 4 and up to time 9 into the sink. As a consequence we get:
Theorem 3. For load-dependent transit times, earliest arrival flows do not exist in general.
-Earliest arrival flows
As shown above, in the case of flow-dependent transit times there are instances where there is no earliest arrival flow. Because of that, we are interested in related optimization problems that determine "almost earliest arrival flows". As for the case of constant transit times there are two possible ways. One option is to consider the related optimization problem that relaxes the amount of flow sent into the sink up to each ∈ [0, T ) as it is done in the easier case of constant transit times by Hoppe and Tardos [12] . We follow a different track in this paper. Instead of relaxing the amount of flow we rather relax the time up to when a certain amount of flow has to reach the sink. More precisely, we introduce the problem of finding an -earliest arrival flow to minimize the lateness of flows. Note that the basic idea for this kind of relaxation is somewhat similar to what has been done for optimizing quickest flows for various kinds of flow models (see [14, 13, 4] ). In what follows we show that there is a constant approximation of this new problem and also give lower bounds.
In the sequel we will consider the following optimization problem: find the minimum such that there is a flow over time f that sends for each ∈ [0, T ) at least as much flow into the sink t as can be sent into t up to time / by a maximum flow over time f max ( / ) within this time horizon, i.e., value(f, ) value(f max ( / ), / ). Such a flow will be called an -earliest arrival flow. Again, we require that there is no flow in the network before time 0 or after time T.
Upper bound
In this section we show that there is always a 4-earliest arrival flow. More precisely, we prove that there is always a flow that sends up to every time ∈ [0, T ) at least as much flow into the sink as a maximum flow over time with flow-dependent transit times sends within a time horizon of /4. For showing this result we make use of a construction called interval stacking.
Consider a time horizon [0, T ). A 2-interval stacking of this time horizon is given by a logarithmic subdivision of this interval into a sequence of subintervals. The first log(T + 1) − 1 intervals are defined such that the ith interval I i is given by I i =[(2 i − 1), (2 i+1 − 1)) for i ∈ {0, 1, . . . , log(T + 1) −1}. Since for the remaining part of the time horizon this scheme cannot be continued, it is filled up with smaller intervals of size 2 i , for i ∈ {0, 1, . . . , log(T + 1) − 1} where subsequently each of these intervals is chosen as large as possible. An example is given in Fig. 2 .
Using this 2-interval stacking, we now construct a flow f IS as follows. For every time horizon 2 i (i = 0, 1, . . . , log(T + 1) − 1) a maximal flow over time f i is determined. Then the flow f i is sent within the corresponding time interval of length 2 i in the interval stacking. By value(f IS (T ), ) we will denote the value of the flow f IS compounded for the whole time horizon T up to time . The so constructed flow f IS in the interval stacking will now be shown to give a 4-approximation for our problem. For the beginning we assume that a shortest s, t-path in our network with respect to the zero flow transit times of the arcs has length at least 1. The case of shorter s, t-paths will be considered later.
Define for ∈ [1, T ) the value by = /length(I ) where I is the largest interval of the interval stacking lying in front of . For ∈ [0, 1) we define to be 1, since no flow can reach the sink before time 1 by the above assumption and, thus, there is no 'time delay' of flow before time 1.
For example, the value for = 10 would be 10 4 (see Fig. 2 ). Using this definition we get the following simple lemma.
Lemma 4. Up to time at least value(f max ( / ), / ) can reach the sink using flow f IS , i.e., value(f IS (T ), ) value(f max ( / ), / ).
Consequently, is an upper bound on the value that we get for the flow f IS at time . Thus, if we can bound for all ∈ [0, T ) by a constant, we have a bound on . However, within a particular interval I i , i ∈ {1, . . . , log(T + 1) − 1} the ratio = /length(I i−1 ) is maximal for = (2 i+1 − 1) − and > 0 small. Thus we have
implying that is bounded by 4 for this case. To prove the same ratio for within the remaining part of the interval stacking (i.e., for ∈ [2 log(T +1) − 1, T ) we simply prolong this last part of the interval stacking to an interval of length 2 log(T +1) and use the same calculation as above. The bounds of this interval are then obviously [2 log(T +1) − 1, 2 log(T +1) +1 − 1). This proves our intended bound of 4 for the case of s, t-paths having a length with respect to the zero flow transit times of at least 1. Similarly, one can prove this bound for the case of positive s, t-path length. More precisely, if the shortest s, t-path has length with 0 < < 1, then simply scaling all transit times in the network by 1/ reduces this case to the previous one.
For the case of = 0 this approach is not directly applicable. Note that, depending on the model, an s, t-path length of 0 for a positive amount of flow can imply that an infinite amount of flow can be sent from s to t in time 0. However, when the flow rate entering a particular arc per time unit is bounded by some capacity, this behavior can be excluded. Although we cannot prove a strict bound of 4 as in the previous cases, it is easy to show that for any > 0 there is a flow that sends at time + at least as much flow from s to t as is maximal for /4. Consequently, we have the following theorem and corollary. 
Corollary 6. For s, t-flows over time with flow-dependent transit times and positive free-flow travel time between s and t, there is always a 4-earliest arrival flow.
It can be shown that the choice of 2 as the basis of the logarithm in the interval stacking is the best possible. A very similar scheme has been used for an online scheduling problem by Hall et al. [9] .
A u t h o r ' s p e r s o n a l c o p y
Lower bound
As shown above there is a constant approximation bound for the earliest arrival flow problem with flow-dependent transit times. In this section we concentrate on lower bounds for . For the interval stacking method there are easy examples showing that this approach cannot achieve a better -value than 4. In order to find lower bounds for the general problem, we analyzed the inflow-dependent and the load-dependent transit time model independently. Note that we were mainly interested in only showing the existence of lower bounds for the two considered models. With more complicated constructions it might well be possible to get higher values for these bounds. 
Inflow-dependent transit times
Suppose there is an -earliest arrival flow f * with = (3k − 1)/2k. Thus, at time 1 = 3k − 1, f * has to send at least as much flow into the sink as is maximal for 1 / = 2k and, similarly, at time 2 = 6k − 2, f * has to send at least as much flow into t as is maximal for 2 / = 4k.
Since f * has to satisfy value(f * , 3k − 1) value(f max (2k), 2k) = 2k − 1, it has to send at least 2k − 1 units of flow at the lower rate of 1 from s to t during the interval [0, 3k − 1). Thus, up to time 3k − 1 the flow f * can send no more than (2k 2 units of flow out of the source. On the other hand, f * cannot send more than 3k − 2 units from s to t during the interval [3k − 1, 6k − 2). This implies that value(f * , 6k − 2) 3k − 2 + 2k − 1 + 2k 2 = 2k 2 + 5k − 3. This is a contradiction to f * being an -earliest arrival flow, since value(f max (4k), 4k) = 2k 2 + 5k − 2 > 2k 2 + 5k − 3.
Remark 8.
Note that the transit time function in the example can easily be transformed into a continuous function, without changing the bound given in Theorem 7.
Load-dependent transit times
A similar example as for the inflow-dependent case can also be constructed for the load-dependent model. If one would start sending flow such that the load on the arc is higher than y right from the beginning, the first units of flow would reach the sink not before 1 + , implying that the required y units of flow do not reach the sink by 1. Therefore, one can assume that first flow is sent such that the load is not higher than y and only later the higher load option is used. However, in order to send a sufficient amount flow up to time (1 + ) into the sink, at least 1 + time units earlier the higher load option has to be used. Thus, at most during the first (1 + ) − (1 + ) time units the arc has a load less than or equal to y. An easy calculation shows that for setting to some value like = 0.15, flow that enters the arc at time 0 cannot reach the end of the arc by time 1.
Consequently, there is no -earliest arrival flow for = 
An approximation algorithm
Using the interval stacking approach one can not only show upper bounds for the -earliest arrival flow but can also create algorithms for determining such a flow. In contrast to the case of flows over time with constant transit times, the maximum flow problem for flow-dependent transit times is an NP-hard problem (see [8, 14] ). Although no approximation algorithms for this problem are known, there are approximation algorithms for the closely related quickest flow problems, i.e., for the problem to send a fixed amount of flow as quickly as possible from s to t. A c-approximation algorithm for this problem determines a flow that sends the given amount of flow in no more than c times the optimal time from s to t. As we will show in the following, these approximation algorithms for the quickest flow problem can be used together with the interval stacking to get approximation results also for the earliest arrival flow problem.
Since we will use the interval stacking method from Section 4 we have to again worry about the shortest path distance from s to t. For simplicity, we will assume in the following that this distance is at least 1. Proof. In a first step algorithm A is used to compute for each T = 2 i with i ∈ {0, . . . , log(T + 1) − 1} a flow for time horizon cT . By the assumption of the lemma, each of those flows has a value at least as large as a maximal flow for time horizon T.
In a second step the so computed flows are put together in the same way as the flow f IS in Section 4.1, with the difference that the length of the intervals of the stacking is not 2 i but c2 i for i ∈ {0, . . . , log(T + 1) − 1}. By the same argument as used for proving Theorem 5, the so constructed flow can be shown to be a 4c-earliest arrival flow.
Although the above lemma seems to be rather restrictive, it is applicable both for the inflow-dependent and the load-dependent model. In both cases the known approximation algorithms for the quickest flow problem satisfy the conditions of Lemma 10. The following theorems from [13, 14] summarize the corresponding results for the two models. Also the recent approximation scheme for the quickest flow problem in the inflow-dependent model (see [8] ) can be used for approximating an -earliest arrival flow, following the approach of Lemma 10. The idea of the approximation scheme in [8] is to first compute a relaxed flow for a time horizon T. This relaxed flow is not necessarily feasible for the inflow-dependent setting, however, the construction can be used to show that this relaxed flow gives an upper bound on the amount of flow that a maximum flow over time can send during that time horizon in the inflow-dependent model. In a second step the relaxed flow is augmented to be a feasible flow in the inflow-dependent model where this augmentation does not change the value of the flow and enlarges the necessary time horizon by no more than a factor of 1 + (we omit further details of this algorithm and refer to [8] ).
Summing up the observations on the quickest flow algorithms from [8, 13, 14] , we can draw the following corollary. 
Practical approximation results
In the previous section we provided the method of using an interval stacking to find a constant upper bound for the -earliest arrival flow problem in the case of flow-dependent transit times. Since the given upper bound of 4 obviously only roughly estimates the quality of the approximation, it is interesting to ask which values of are reachable in practice with this approach. Due to the fact that there are no known exact algorithms to compute maximum flows for flow-dependent transit times we implemented the 8-approximation algorithm for the inflow-dependent model using the 2-interval stacking together with the quickest flow approximation algorithm described in [13] and conducted some computational tests.
We only used a small example and it does not allow to draw conclusions about the practical quality of the approximation in general, however, it proves that the approach is not only of theoretical interest. It also shows a rather big gap between the theoretical and the practical ratio. Theoretically, we know that at least as much flow reaches the sink at a time as is maximal for a time /8. However, the actual performance of the algorithm for our small example turns out to be much better; for big even near optimal.
The comparably good quality of the practical approximation ratio, the good ratio when comparing the maximal flow to the flow computed by the approximation algorithm, and the running times of our computations suggest that the developed approximation method gives a practically efficient tool for computing good approximate solutions for the earliest arrival flow problem also for larger instances than just this small example.
