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Abstract
We establish conditions similar to the T b theorem of David, Journé and Semmes which guaran-
tee the boundedness of an integral transformation T with L(X)-valued kernel on Lp
X
(Rn), where
1 < p < ∞ and X is a Banach space with the unconditionality property of martingale differences
(UMD).
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1. Introduction
The purpose of this paper is to provide a version of the celebrated T b theorem of
G. David, J.-L. Journé and S. Semmes [9] for vector-valued functions on Rn and operator-
valued kernels. Before stating the precise result, let us outline some earlier developments
into this direction which inspired the present work, and at the same time, our approach
to the problem. It is in essence a combination of the ideas and techniques from the three
references [7,10,11]—supplied with the recent R-boundedness methods [5,20] for treat-
ing operator-valued kernels. In [7] G. David presents another proof, due to R. Coifman
and S. Semmes, of the T b theorem in the original scalar-valued setting, whereas [10,11]
contain T. Figiel’s extension of David and Journé’s original T 1 theorem [8] to the case of
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integrals, “vector-valued” refers to Banach spaces with the UMD property (cf. [4,18]).
The approach of Figiel to the T 1 theorem is based on the ingenious observation that
all Calderón–Zygmund operators (understood in a rather wide sense) on Rn can be de-
composed into sums and products of the following four basic types of operators and their
adjoints:
(1) Haar multipliers, which map χD → λDχD , where χD is one of the 2n − 1 Haar func-
tions associated with the dyadic cube D, and λD are some numbers;
(2) Figiel’s T -operators, which map χD → χηφ(D), where φ is a size-preserving permuta-
tion of the dyadic cubes;
(3) Figiel’s U -operators, which map χD → χ0φ(D) − χ0D , where χ0D is the L2 normalized
indicator function of D; and
(4) paraproduct operators.
This decomposition provides interesting insights into the nature of integral operators
even in the scalar-valued setting, but its greatest value lies in the fact that all the elementary
mappings of the four types can be related to martingale transforms. This, of course, is an
invaluable property when willing to derive estimates for the norms of these operators on
spaces of UMD-valued functions, where martingale inequalities constitute the principal
analytic tool at our disposal. The relation of Haar multipliers to martingale transforms
is particularly clear and simple, whereas the classes of Figiel’s T and U operators were
introduced and investigated in [10]. The estimates obtained for these operators were then
systematically exploited in [11], and combined with a martingale approach to paraproducts,
to produce a proof of the T 1 theorem.
Figiel’s approach would be perfect enough for an operator-valued T 1 theorem, too, at
least for the case T 1 = T ′1 = 0; in fact, one could quite readily build a proof of such
a result on his work with the Haar system by incorporating the recent R-boundedness
methods to deal with operator-valued Haar multipliers. There is also a rather different,
Fourier-analytic approach to such a theorem, recently devised by L. Weis and the present
author [15].
However, neither of these frameworks is very well suited as such when we want to
replace the “1” in T 1 by a general para-accretive function b. Figiel’s approach, however,
appears to be more readily modified to serve this purpose. Thus we adopt from [7] the idea
of constructing a new basis of our own, tailor-made for each particular b we might wish
to pick, and replace the Haar system in Figiel’s proof by this new set of functions. Then
it turns out that an “arbitrary” operator can again be decomposed into the analogues of
the four types of elementary operators, where one simply replaces the Haar functions by
members of the new basis. The idea behind our approach is no more difficult than what
was just described; but unfortunately, the proof abounds in technical complications, and is
consequently rather lengthy. It should be noted that Figiel did point out in [11] already that
his approach could be adapted to more general systems of functions, but at least to the best
knowledge of the author, this program was never carried out in detail.
We now formulate (a version of) our main theorem. The assumptions below are not
the most general possible, and we will later give a more abstract formulation, similar to
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related facts).
Theorem 1.1. Let X and Y be UMD spaces, and let the kernel k: Rn × Rn \ {(x, x):
x ∈ Rn} → L(X,Y ) satisfy the “standard R-estimates”
R({|x − y|nk(x, y): x = y})< ∞,
R
({
|x − y|n log2
( |x − y|
|x − z|
)[
k(x, y)− k(z, y)]: 0 < |x − z||x − y| <
1
2
})
< ∞,
R
({
|x − y|n log2
( |x − y|
|y − z|
)[
k(x, y)− k(x, z)]: 0 < |y − z||x − y| <
1
2
})
< ∞.
Let b, b˜ ∈ L∞(Rn) be two para-accretive functions, and let t be a bi-linear map from
D(Rn)×D(Rn) to L(X,Y ) such that
t(φ,ψ) =
∫ ∫
Rn×Rn
ψ(x)b˜(x)k(x, y)b(y)φ(y)dx dy,
whenever φ,ψ ∈D(Rn) have disjoint supports.
Denote Athf := tn/2f (t · − h). We assume that t satisfies the “weak R-boundedness
property”
R({t(Athφ,Athψ): t > 0, h ∈ Rn; φ,ψ ∈ B})< ∞ (1.2)
whenever B is a bounded subset of D(Rn).
For ψ ∈D(Rn) satisfying ∫ ψ(x)b˜(x)dx = 0, define
t(1,ψ) := t(χ,ψ)+
∫ ∫
Rn×Rn
ψ(x)b˜(x)
[
k(x, y)− k(x, z)]b(y)(1 − χ(y))dx dy,
where χ ∈ D(Rn) equals 1 in a neighbourhood of suppψ  z; the specific choice of χ
and z does not alter the definition of t(1,ψ). We assume that for all such ψ ,
t(1,ψ) =
∫
w˜(x)b˜(x)ψ(x)dx, where w˜ ∈ BMOU
(
Rn
)
, (1.3)
and U ↪→ L(X,Y ) is a UMD Banach space, which is also an “R-space”; by this we mean
that the unit ball BU is an R-bounded subset of L(X,Y ).
Defining analogously t(φ,1) for all φ ∈ D(Rn) with ∫ φ(x)b(x)dx = 0, we further
assume that
t(φ,1)′ =
∫
w(x)b(x)φ(x)dx, where w ∈ BMOV
(
Rn
)
, (1.4)
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BMO” and “T ′b˜ ∈ BMO.”)
Then there exists a unique
T ∈
⋂
1<p<∞
L(LpX(Rn),LpY (Rn))
such that 〈y′ ⊗ b˜ψ,T (x ⊗ bφ)〉 = 〈y′, t(φ,ψ)x〉 for all φ,ψ ∈ D(Rn), all x ∈ X and
y′ ∈ Y ′.
Let us have a look at the conditions of Theorem 1.1 for a scalar-valued kernel (or
one taking values in a one-dimensional subspace of L(X,Y )). Then the R-bounds ap-
pearing in the standard R-estimates and (1.2) are just uniform bounds, and, moreover,
a one-dimensional operator space is both a UMD space and an R-space quite obviously, so
that all the assumptions reduce to their classical analogues. Actually, the second and third
condition in the standard estimates are usually given a somewhat stronger formulation with
the function log2 replaced by u → uγ , 0 < γ  1, but the milder logarithmic continuity
works just as well. Note that our standard estimates still imply the Hörmander integral
condition for k, so that an operator T with kernel k satisfying our standard estimates (even
with uniform bounds in place of R-bounds), once bounded from LpX(Rn) to LpY (Rn) for
some 1 <p < ∞, is actually bounded for all 1 <p < ∞ and from H 1X(Rn) to L1Y (Rn) and
from L∞X (Rn) to BMOY (Rn). Thus it is easily seen in the case of a scalar kernel, like in
the classical T b theorem, that under the assumption of the standard R-estimates, the other
assumptions are also necessary for the conclusion of Theorem 1.1.
Actually the scalar-kernel case of Theorem 1.1 (at least with the usual Hölder conti-
nuity assumptions) is an immediate corollary of the classical T 1 and T b theorems plus
Figiel’s T 1 theorem: Let an operator T with scalar-valued kernel k satisfy the assumptions
of Theorem 1.1. Then by the David–Journé–Semmes theorem, it is bounded on L2(Rn);
thus by the converse implication of the T 1 theorem, it satisfies the assumptions of Figiel’s
theorem, and so is bounded on LpX(Rn) for 1 < p < ∞ and all UMD spaces X. It seems
that this result has not been explicitly stated before, despite the many boundedness re-
sults for classical operators which follow from it in a by-now well-known manner, cf. [7].
Among them is the LpX(R)-boundedness of the Cauchy integral on a Lipschitz graph,
CAf (x) := p.v.−
∫∞
−∞(x + iA(x)− y − iA(y))−1f (y)dy, A′ ∈ L∞R (R), which for X = C
is a celebrated theorem of R. Coifman, A. McIntosh and Y. Meyer [6]. The case when X is
a UMD lattice was obtained by J.L. Rubio de Francia as a corollary of a general theorem
for such spaces [18]. We obtain all these results by a different method, which does not rely
on the scalar versions of the theorems, but provides also a new proof of the T b theorem in
the scalar case.
Let us then return to the operator-valued kernels. If X and Y are both Hilbert spaces,
the unit-ball of L(X,Y ) is already R-bounded, and hence the “R-conditions” again reduce
to their uniform analogues. (More generally, this remark applies if X has cotype 2 and Y
has type 2; cf. [1].) However, we are still left with the requirements that w˜ ∈ BMOU(Rn),
w ∈ BMOV (Rn), where U and V should be UMD spaces, thus strict subspaces of L(X,Y )
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of L(X), where X is a Hilbert space, are provided by the Schatten–von Neumann ideals,
or “non-commutative Lp spaces,” Lp(X) := {u ∈ L(X): ‖u‖Lp := [tr(u∗u)p/2]1/p < ∞}
for 1 <p < ∞; cf. [18, Proposition 3(v)].)
On the other hand, essentially the best converse implication we can assert is the mem-
bership of w˜(·)x in BMOY (Rn) uniformly in x ∈ BX , with a similar condition for w.
These strong-topology conditions are not sufficient, as is shown by counterexamples of
F. Nazarov, G. Pisier, S. Treil and A. Volberg [16,17]. Thus there remains a wide gap
between the necessary and the sufficient conditions that we know of. All this subtlety is
already present in the T 1 theorem, and so we refer to [15] for a more detailed discus-
sion. It seems likely that the BMO-like conditions of Theorem 1.1 are not the last word
on operator-valued T b, and that the “right” assumptions for dealing with operator-valued
paraproducts are still to be found. On the other hand, Theorem 1.1 yields a “special T b
theorem” for the case T b = T ′b˜ = 0 with rather satisfying assumptions.
The organization of the paper is as follows. In Section 2 we establish essential estimates
for paraproduct operators in an abstract martingale context. The next two sections are de-
voted to preparatory results in the more specific setting of function spaces on Rn. Section 3
takes up the construction of the new bases for the T b theorem, as in [7], and we prove the
basic estimates for the analogues of Figiel’s T -operators by reducing the question to the
situation already treated in [10]. The new versions of Figiel’s U -operators are then treated
in Section 4. In the last three sections we finally apply the developed machinery to the T b
theorem. In Section 5 we construct, in the spirit of [11], the decomposition of an operator
into the analogues of the elementary transformations of the four types, and provide abstract
conditions to guarantee the boundedness of the parts related to the types (1), (2) and (3).
The remaining parts of the operator are identified with bounded paraproducts in Section 6,
which completes the proof of our abstract T b Theorem 6.12. In the final Section 7 we show
how Theorem 1.1 follows from this abstract version.
2. Paraproducts and twisted martingale differences
In this section we estimate paraproducts and related operators in an abstract martingale
setting which we first introduce, together with some preliminaries.
We consider a σ -finite measure space (S,F ,µ) with a filtration (Fk)∞k=−∞ such that
F is generated by ⋃∞−∞Fk . For any σ -algebra G, we set G+ := {G ∈ G: 0 < |G| < ∞},
where |G| := µ(G).
We assume for simplicity that our filtration is regular (which is always the case in the
subsequent applications): each Fk is generated by a countable number of atoms of finite
measure, and there exists a positive constant B > 0 such that
∀ atoms Ai ∈Fi , i = k, k + 1: Ak+1 ⊂ Ak ⇒ |Ak| B|Ak+1|. (2.1)
It is also assumed that infA∈F+k |A| → ∞ as k → −∞. This implies that Ekf → 0 a.e. and
in Lp for all f ∈ Lp(F ), 1  p < ∞. The regularity assumption is not essential for the
results of this section but simplifies the arguments.
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X(G) denotes the space of (equivalence classes of) strongly G-measurable X-valued
functions f with |f (·)|X ∈ Lp(G). Here X is some Banach space. The norm of the space
L
p
X(G) is usually denoted simply by ‖ · ‖p; only occasionally do we resort to the more
precise notation ‖ · ‖p,X when a confusion seems otherwise likely. By local integrability
conditions we understand integrability on sets of finite measure, e.g., L1X,loc(G) consists
of those strongly G-measurable X-valued functions with f 1G ∈ L1X(G) for every G ∈ G+.
We will occasionally employ the expectation symbol E for the integral Ef ≡ ∫
S
f dµ,
even though we are not assuming that S should be a probability space.
For the σ -algebras Fk , the corresponding conditional expectation operators
Ekf := E(f |Fk) :=
∑
A∈Fk atom
1A
∫
A
f dµ
are well defined for f ∈ L1X,loc(F ).
We will also need the difference operators Dk := Ek −Ek−1 and the maximal operators
Mkf := supjk |Ejf | and M := M∞.
The martingale space BMOX(F ) of bounded mean oscillation is defined in terms of the
norms
‖w‖BMO,p := sup
j
∥∥(Ej |w −Ej−1w|pX)1/p∥∥∞
= sup
j
sup
A∈F+j
|A|−1/p∥∥1A(b −Ej−1b)∥∥p.
The fundamental inequality of F. John and L. Nirenberg, proved in the generality of arbi-
trary filtrations and vector-valued functions by C. Herz [13], says that all these norms are
equivalent for 1 p < ∞. Let us write ‖f ‖BMO := ‖f ‖BMO,1.
For later use we point out the simple but useful estimate
‖Djw‖∞ =
∥∥Ej(w −Ej−1w)∥∥∞ 
∥∥Ej |w −Ej−1w|X∥∥∞  ‖w‖BMO. (2.2)
The Hardy space H 1X(F ) is the atomic space generated by the functions a which sat-
isfy a = 1Aa, Eka = 0 and |A|‖a‖∞  1 for some k ∈ Z and A ∈ F +k . We shall exploit
the well-known interpolation result, stated in the present setting, e.g., by O. Blasco and
Q. Xu [2], which guarantees the boundedness from LpX(F ) to LpY (F ) of any linear opera-
tor bounded from H 1X(F ) to L1Y (F ) and from L∞X (F ) to BMOY (F ).
We now leave the general setting and consider a UMD space X. Recall that a Banach
space X is said to be UMD (i.e., to have the property of unconditional martingale differ-
ences) if the two-sided estimate
U−1
∥∥∥∑Dkf
∥∥∥
p
Eε
∥∥∥∑ εkDkf
∥∥∥
p
 U
∥∥∥∑Dkf
∥∥∥
p
, (2.3)
is satisfied uniformly for all f ∈ LpX(F ), and for all measure spaces and filtrations as
described above. The εk always designate independent (of each other, as well as of all the
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and Eε is the expectation on the probability space on which they are defined.
It is well known that as soon as (2.3) holds for the dyadic filtration of [0,1], it holds for
all probability spaces and with the same constant. That it also holds for the spaces of the
kind we here consider follows easily from the local nature of the conditional expectation
operators in our study. The best constant U above depends on p, but to simplify notation,
we do not indicate this dependence explicitly.
Recall that T ⊂ L(X,Y ) is called R-bounded if
Eε
∣∣∣∑ εjTjxj
∣∣∣
Y
CEε
∣∣∣∑ εj xj
∣∣∣
X
for all finite subsets (xj ) ⊂ X and (Tj ) ⊂ T ; the smallest C is denoted by R(T ). Note
that the contraction principle of J.-P. Kahane, E|∑ εjλjxj |X  2 sup |λj | · E|∑ εj xj |X ,
can be rephrased as R(Λ · id) 2 supλ∈Λ |λ| for Λ ⊂ C. We refer to [5,20] for other basic
properties.
The UMD-condition implies the R-boundedness of the conditional expectation op-
erators, as stated in the following proposition. This result is classical for scalar-valued
functions, and due to E.M. Stein [19, Theorem 8] in this case; that it holds for general
UMD-spaces was observed by Bourgain in [3]. A proof is found in [12, Lemma 34], where
it can also be seen that only the right-hand side estimate in (2.3) is actually needed.
Proposition 2.4. (Stein [19] (scalar); Bourgain [3] (UMD)) Let X be a UMD space,
1 <p < ∞. Then the set E = (Ej )∞j=−∞ of conditional expectations, viewed as operators
on L
p
X(F ), is R-bounded with R(E) U .
We record the following basic tools which we will often employ without much notice.
Lemma 2.5. For any Banach space X, any p ∈ [1,∞[ , and any fj ∈ LpX(F ), we have
K−1Eε
∥∥∥∑ εjfj
∥∥∥
p

∥∥∥Eε
∣∣∣∑ εjfj
∣∣∣
X
∥∥∥
Lp
KEε
∥∥∥∑ εjfj
∥∥∥
p
,
where K = Kp is the constant from Kahane’s inequality
E
[∣∣∣∑ εj xj
∣∣∣p
X
]
Kp
[
E
∣∣∣∑ εj xj
∣∣∣
X
]p
.
Lemma 2.6. For any Banach spaces X, Y , any p ∈ [1,∞[ , and fj ∈ LpX(F ), gj ∈
L∞L(X,Y )(F ), we have
Eε
∥∥∥∑ εjgjfj
∥∥∥
p,Y
K2
∥∥R({gj (·)}j∈Z)
∥∥∞Eε
∥∥∥∑ εjfj
∥∥∥
p,X
.
For scalar-valued gj , one has ‖R({gj }j )‖∞  2 supj ‖gj‖∞.
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upon two applications of Lemma 2.5, with the definition of R-boundedness in between.
Our paraproduct is the bilinear operator defined by the formal series
P(w,f ) :=
∑
Dj+1w ·Ejf.
For technical reasons, which become clear later, we consider the more general trilinear
object
Π(b,w,f ) :=
∑
Dj+1
(
b(w −Ejw)
) ·Ejf,
which reduces to P(w,f ) when b ≡ 1.
Given UMD spaces X and Y , and a UMD R-space U ↪→ L(X,Y ), we want to give a
meaning to Π(b,w,f ) as an element of LpY (F ) whenever b ∈ L∞(F ), w ∈ BMOU(F )
and f ∈ LpX(F ), where 1 < p < ∞. To this end, we first interpret the series as a linear
functional acting on the (dense) subspace of Lp′
X′(F ) consisting of those g for which there
is an N such that Djg = 0 for |j | >N . The action of P(w,f ) on such a g is determined
by the finite sum over |j + 1|N . Thus, to give a meaning to P(w,f ) as an element of
L
p
X(F ), it suffices to show the boundedness of the partial sums of the defining series in
this space, so we may and do henceforth assume that the summation in the definition of Π
is over some finite but arbitrary set of j . Let us denote wj := b(w −Ejw).
The following basic estimate is a generalization of one presented in Figiel and
Wojtaszczyk [12], but attributed by them to Bourgain.
Lemma 2.7. Let X, Y be UMD spaces, U ↪→ L(X,Y ) a UMD R-space, 1 < p < ∞.
Then, for b ∈ L∞(F ), w ∈ LpU(F ) ∩ BMOU(F ) and f ∈ LpX(F ) ∩ L∞X (F ), the norm‖Π(b,w,f )‖p,Y is dominated by
C‖b‖∞
(‖w‖p,U‖f ‖∞,X + ‖w‖BMO,U‖f ‖p,X)+C∥∥P(b,w)∥∥p,Y ‖f ‖∞,X.
In particular,
∥∥P(w,f )∥∥
p,Y
 C‖w‖p,U‖f ‖∞,X +C‖w‖BMO,U‖f ‖p,X.
Proof.
∥∥Π(b,w,f )∥∥
p,Y
 UEε
∥∥∥∑ εjDj+1wj ·Ejf
∥∥∥
p,Y
 UEε
∥∥∥∑ εjEj+1[Dj+1wj · f ]
∥∥∥
p,Y
+ UEε
∥∥∥∑ εjDj+1wj ·Dj+1f
∥∥∥
p,Y
 U2Eε
∥∥∥[∑ εjDj+1wj
]
f
∥∥∥
p,Y
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∥∥∥∑ εjDj+1f
∥∥∥
p,X
 U2Eε
∥∥∥∑ εjDj+1wj
∥∥∥
p,U
‖f ‖∞,X
+ 2U2K2R(BU ) sup
j
‖Dj+1wj‖∞,U‖f ‖p,X.
The supremum norm ‖Dj+1wj‖∞,U in the last term is readily estimated by
2
∥∥Ej+1(b(w −Ejw))∥∥∞,U  2‖b‖∞‖w‖BMO,U .
As for the first term, we have Dj+1wj = Dj+1(bw)−Dj+1b ·Ejw, and hence
Eε
∥∥∥∑ εjDj+1wj
∥∥∥
p,U
Eε
∥∥∥∑ εjDj+1(bw)
∥∥∥
p,U
+Eε
∥∥∥∑ εjDj+1b ·Ejw
∥∥∥
p,U
 U‖bw‖p,U + U
∥∥P(b,w)∥∥
p,U
 U‖b‖∞‖w‖p,U + U
∥∥P(b,w)∥∥
p,U
.
(Notice that we have here used U to designate the maximum of the unconditionality con-
stants of martingale difference sequences on LpX(F ), LpY (F ) and on LpU(F ).) The last
claim follows by specialization to b = 1 and observing that P(1,w) = 0. 
Lemma 2.8. For b ∈ L∞(F ), w ∈ BMOU(F) and a an atom of H 1X(F ) on A ∈ Fk , we
have
∥∥Π(b,w,a)∥∥1,Y  C‖b‖∞‖w‖BMO,U +C|A|−1/2
∥∥P (b,1A(w −Ekw))∥∥2,U ;
in particular ‖P(w,a)‖1,Y  C‖w‖BMO,U .
Proof. By assumption, a = 1Aa with A ∈Fk , Eka = 0 and |A|‖a‖∞  1. Then
Π(b,w,a) =
∑
j>k
Dj+1wj · 1AEja = 1A
∑
j>k
Dj+1
(
b1A(w −Ejw)
)
Eja
= 1A(id−Ek+1)Π
(
b,1A(w −Ekw), a
)
,
where the last equality follows upon observing that
1A(w −Ejw) = (id−Ej)
(
1A(w −Ekw)
)
for j > k.
Thus we may estimate
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∥∥Π(b,1A(w −Ekw), a)∥∥2,Y
 C|A|1/2(‖b‖∞∥∥1A(w −Ekw)∥∥2,U‖a‖∞,X
+ ‖b‖∞
∥∥1A(w −Ekw)∥∥BMO,U‖a‖2,X
+ ∥∥P (b,1A(w −Ekw))∥∥2,U‖a‖∞,X).
The assertion follows upon using the size properties of an atom, the definition of the BMO
norm, and the boundedness of w → 1A(w −Ekw) on BMOU(F ), which follows from
(id−Ej)
(
1A(w −Ekw)
)= 1A(w −Ej∨k) and
Ej+1
∣∣1A(w −Ej∨kw)∣∣U Ej+1E(j∨k)+1|w −Ej∨kw|U  ‖w‖BMO,U . 
Lemma 2.9. Let b and w be as above and g ∈ L∞X (F ). Then
∥∥Π(b,w,g)∥∥BMO,Y  C‖b‖∞‖w‖BMO,U‖g‖∞,X
+C sup
k
sup
A∈F+k
|A|−1/2∥∥P (b,1A(w −Ekw))∥∥2,U‖g‖∞,X;
in particular, ‖P(w,g)‖BMO,Y C‖w‖BMO,U‖g‖∞,X .
Proof. For A ∈Fk , we compute
1A(id−Ek−1)Π(b,w,g) = 1ADkwk−1 ·Ek−1g +
∑
jk
Dj+1(1Awj ) ·Ej(1Ag)
= 1ADkwk−1 ·Ek−1g + (id−Ek)Π
(
b,1A(w −Ekw),1Ag
)
.
Therefore
∥∥1A(id−Ek−1)Π(b,w,g)∥∥2,Y
 |A|1/2‖Dkwk−1‖∞,L(X,Y )‖g‖∞,X
+C‖b‖∞
(∥∥1A(w −Ekw)∥∥2,U‖1Ag‖∞,X +
∥∥1A(w −Ekw)∥∥BMO,U‖1Ag‖2,X)
+C∥∥P (b,1A(w −Ekw))∥∥2,U‖g‖∞,X,
from which the asserted estimate readily follows. 
Proposition 2.10. Let X and Y be UMD spaces and U ↪→ L(X,Y ) a UMD R-space. Let
b ∈ L∞(F ) and w ∈ BMOU(F ). Then
Π(b,w, ·) :


H 1X(F ) → L1Y (F ),
L∞X (F ) → BMOY (F ),
p p
LX(F ) → LY (F ), 1 <p < ∞,
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spaces and the exponent p. In particular, these boundedness results hold for the paraprod-
uct P(w, ·).
Proof. We have already proved the paraproduct boundedness in the end-point situations,
and the estimate
∥∥P(w,f )∥∥
p,Y
C‖w‖BMO,U‖f ‖p,X
follows by interpolation.
We may now apply this result, with (b,w,C,U,U) in place of (w,f,U,X,Y ), to the
bounds obtained for Π in Lemmata 2.8 and 2.9. This readily gives
∥∥Π(b,w,a)∥∥1,Y  C‖b‖∞‖w‖BMO,U , a an atom of H 1X(F ),∥∥Π(b,w,g)∥∥BMO,Y  C‖b‖∞‖w‖BMO,U‖g‖∞,X.
Another use of interpolation completes the proof. 
As a first application of the paraproduct boundedness, we obtain an unconditionality
property of “twisted” martingale differences on UMD spaces. We first define the following
notion.
Definition 1 ((Fj )-accretivity). A function b ∈ L∞(F ) is said to be (Fj )-accretive pro-
vided that |Ejb| δ > 0 for all j (thus also |b| δ a.e.).
For such a b, we define the twisted conditional expectations
Fjf := (Ejb)−1Ej(f b),
and the corresponding differences
∆jf := Fjf − Fj−1f
= (Ejb)−1Dj(f b)− (Ejb ·Ej−1b)−1Djb ·Ej−1(f b). (2.11)
One verifies by direct computations that the basic properties FjF = Fj∧ and ∆j∆ =
δj∆j are inherited by the Fj and ∆j from the original operators Ej and Dj . The two
projections Fj and Ej have the same range, and, moreover,
∑
∆jf = lim
m,n→∞
[
(Enb)
−1En(bf )− (E−mb)−1E−m(bf )
]= b−1(bf )− 0 = f
by martingale convergence.
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ferences are unconditional on LpX(F ), more precisely
C−1Eε
∥∥∥∑ εj∆jf
∥∥∥
p

∥∥∥∑∆jf
∥∥∥
p
 CEε
∥∥∥∑ εj∆jf
∥∥∥
p
where ∆j is defined in (2.11).
Proof. Using (2.11) one gets the left inequality from the contraction principle, the UMD-
property and the paraproduct boundedness. The right inequality is obtained by a standard
duality argument with g ∈ Lp′
X′(F ). 
As a simple consequence, we obtain the boundedness of martingale transforms with
respect to the twisted difference sequences.
Corollary 2.13. Let vj ∈ L∞(Fj ). Then
∥∥∥∑vj−1∆jf
∥∥∥
p
 C sup
j
‖vj‖∞
∥∥∥∑∆jf
∥∥∥
p
.
Proof. It is easily seen that vj−1∆jf = ∆j(vj−1f ). Thus Proposition 2.12 and the con-
traction principle give
∥∥∥∑vj−1∆jf
∥∥∥
p
 CEε
∥∥∥∑ εj vj−1∆jf
∥∥∥
p
 2K2C sup
j
‖vj‖∞Eε
∥∥∥∑ εj∆jf
∥∥∥
p
,
and another application of Proposition 2.12 completes the proof. 
Up to this point, we used the paraproducts as a device to establish the unconditionality
property and the boundedness of martingale transforms with respect to the twisted martin-
gale difference sequences. We still need to go one step further to generalize the paraproduct
boundedness result to twisted paraproducts.
We begin with the definition. With the (Fj )-accretive function b fixed, we consider the
operator
P(w,f ) =
∑
∆j+1w · Fjf, (2.14)
which is indeed recognized as a twisted analogue of P(w,f ) in that all the conditional
expectations have been replaced by their twisted versions.
Proposition 2.15. Let X, Y be UMD spaces, U ↪→ L(X,Y ) be a UMD R-space, and
1 <p < ∞. Let b ∈ L∞(F ) be an (Fj )-accretive function, and P denote the twisted para-
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Then for w ∈ BMOU(F ) and f ∈ LpX(F ) we have
P(w,f ) ∈ LpY (F ) and
∥∥P(w,f )∥∥
p,Y
 C‖w‖BMO,U‖f ‖p,X.
Proof. By argumentation similar to that in the case of the original paraproduct, we may
and do restrict, in seeking Lp estimates for P(w,f ), to the situation were the summation
in (2.14) is over finitely many indices only.
Since FjEj = Ej and ∆j+1Fj = 0, we notice that
∆j+1w = ∆j+1(w −Ejw)
= [(Ej+1b)−1 − (Ejb)−1]Ej+1(b(w −Ejw))+ (Ejb)−1Dj+1(b(w −Ejw))
= −(Ej+1b ·Ejb)−1Dj+1b ·Ej+1
(
b(w −Ejb)
)
+ (Ejb)−1Dj+1
(
b(w −Ejw)
)
.
Therefore by unconditionality of Proposition 2.12 and the contraction principle
∥∥P(w,f )∥∥
p
CEε
∥∥∥∑ εj∆j+1w · Fjf
∥∥∥
p
CK2δ−3Eε
∥∥∥∑ εjEj+1(b(w −Ejw)) ·Dj+1b ·Ej(bf )
∥∥∥
p
+CK2δ−2Eε
∥∥∥∑ εjDj+1(b(w −Ejw)) ·Ej(bf )
∥∥∥
p
.
In the second term here we have the randomized Lp norm of Π(b,w,bf ), for which
we have the bound C‖b‖2∞‖w‖BMO,U‖f ‖p,X .
Consider the quantities Ej+1(b(w−Ejw)), j ∈ Z, appearing in the first term. We have
∣∣Ej+1(b(w −Ejw))∣∣U Ej+1[‖b‖∞|w −Ejw|U ] ‖b‖∞‖w‖BMO,U .
Since U is an R-space, this uniform boundedness in U implies that
R({Ej+1(b(w −Ejw))}∞j=−∞)R(BU )‖b‖∞‖w‖BMO,U
almost everywhere, and hence
Eε
∥∥∥∑ εjEj+1(b(w −Ejw)) ·Dj+1b ·Ej(bf )
∥∥∥
p
 C‖w‖BMO,UEε
∥∥∥∑ εjDj+1b ·Ej(bf )
∥∥∥
p
.
What remains here is the randomized Lp norm of the usual paraproduct P(b, bf ), for
which we already know the estimate
C‖b‖BMO‖bf ‖p  C‖b‖2∞‖f ‖p.
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3. Bases for functions on the Euclidean space
Recall that b ∈ L∞(Rn) is called para-accretive provided that the following condi-
tion holds. There are C,δ > 0 such that for all x ∈ Rn and r > 0 there is a cube Q with
d(x,Q) Cr , C−1r  diamQ Cr such that
1
|Q|
∣∣∣∣
∫
Q
b(y)dy
∣∣∣∣ δ. (3.1)
We shall exploit the fact that a para-accretive b is (Fj )-accretive for an appropriate filtra-
tion of the measure space (Rn,B,m), where B is the Borel σ -algebra and m the Lebesgue
measure.
First we record the following result from the context of the “classical” T b-theorem [7].
Lemma 3.2. [7] Under the above assumption, a family Q = ⋃∞−∞Qj of “cubes” exists
with the following properties:
• Each Qj is a partition of Rn.
• If Q ∈Qj , then one of the following possibilities holds ( for the parameter N , one can
take any natural number larger than some N0):
– Q is a dyadic cube with (Q) := side-length of Q = 2−2jN or (Q) = 2−(2j+1)N ,
or
– Q = Q1 \ Q2, where Q1, respectively Q2, satisfies the first, respectively second
condition above.
• For every Q ∈Q, condition (3.1) holds with a new δ′ > 0 in place of δ.
• If Q1,Q2 ∈Q are not disjoint, then one is contained in the other.
If Q ∈ Qj , we say that Q is of the j th generation and write gen(Q) = j . The cubes
of the next (i.e., (j + 1)th) generation which are contained in Q are called the daughters
of Q, and we denote them by Qη , where 0 η < dQ (:= the number of daughters of Q).
Note that 2nN  dQ  22nN =: d . We choose N large enough to ensure that dQ > 2 for all
Q ∈Q (i.e., N  2 if n = 1, and N  1 if n > 1, a rather mild restriction).
It is useful to introduce the following labelling of the cubes Q ∈Q in terms of the fam-
ily D of 22N -adic cubes. By definition, every Q of the j th generation is contained in a
unique minimal D ∈D, and we denote dy(Q) := D. If Q itself is a dyadic cube, we define
tp(Q) (:= “type” of Q) := 0, and else (i.e., Q is a difference of two dyadic cubes), we let
tp(Q) := 1. When the setQ is fixed, it is clear that dy(Q) and tp(Q) determine Q uniquely.
Conversely, for every D ∈ D there exists a Q ∈ Q with dy(Q) = D and tp(Q) = 0;
a Q ∈Q with dy(Q) = D and tp(Q) = 1 may or may not exist. In accordance with this,
for D ∈ D and α ∈ Z2, we denote by cb(D,α) the unique Q ∈ Q with dy(Q) = D and
tp(Q) = α if it exists, and cb(D,α) := ∅, otherwise.
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share the main properties of those which are similarly denoted in [7]; however, we also
require some additional properties and give a different construction. In the following, we
denote βR ≡ β(R) :=
∫
R
b dx.
Definition 2 (Associated martingale). For Q ∈Qj , a sequence of functions hθQ, 0  θ <
dQ, is called a martingale associated with Q, provided it verifies the following properties:
• They are all supported on Q, and constant on every Qη.
• h0Q is a non-zero constant on Q, while the other hθQ’s take exactly two non-zero values.
• The sets Qθi , i = 1,2, where hθQ, 0 < θ < dQ, attains its non-zero values satisfy
|β(Qθi )| ≈ |Q|, and the non-zero values themselves are comparable to |Q|−1/2.
• supph1Q = Q, and |β(Q11)− β(Q12)| ≈ |Q|.
• If 1 < θ < dQ, then there is 1 θ ′ < θ so that supphθQ coincides with a set on which
hθ
′
Q attains one of its non-zero values.
• (hθQ)0<θ<dQ is a b-twisted martingale difference sequence with respect to its generated
filtration on (Q,Qj+1,m).
• The constant of accretivity of b with respect to this filtration is at least δ0 =
δ0(N, δ′) > 0.
• For the “twisted scalar product” 〈f,g〉b :=
∫
f · g · b dx there is the following “ortho-
normality” relation: 〈hθQ,hζQ〉b = δθζ .
Before going into the proof of existence, we present an algebraic lemma.
Lemma 3.3. Let yi , i = 1, . . . , k, be complex numbers (or vectors of any normed space just
as well) with |yi | 1 for all i, and also |∑yi | 1, where k  3. Then there are disjoint
sets I, J with I ∪ J = {1, . . . , k} such that
∣∣∣∣
∑
I
yi
∣∣∣∣,
∣∣∣∣
∑
J
yi
∣∣∣∣,
∣∣∣∣
∑
I
yi −
∑
J
yi
∣∣∣∣ 1/5.
Proof. Denote σ :=∑ki=1 yi . Then the claim is that∣∣∣∣
∑
I
yi
∣∣∣∣,
∣∣∣∣
∑
I
yi − σ
∣∣∣∣ 1/5,
∣∣∣∣
∑
I
yi − σ/2
∣∣∣∣ 1/10
for some I ⊂ {1, . . . , k}.
Consider the following cases first:
(1) Suppose there is a set T of three indices i such that |σ − 2yi | < 5−1. Then
∣∣∣∣
∑
yi − ασ
∣∣∣∣=
∣∣∣∣
∑
(yi − σ/2)+ (3/2 − α)σ
∣∣∣∣T T
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−3/10 + 1/2 = 1/5 for α = 0,2−1,1.
Thus I := T will do.
(2) Suppose there is a set S of two indices i such that |σ −2yi | < 5−1, and j /∈ S such that
|σ − yj | < 5−1. Then
∣∣∣∣
∑
S
yi + yj − ασ
∣∣∣∣=
∣∣∣∣
∑
S
(yi − σ/2)+ (yj − σ)+ (2 − α)σ
∣∣∣∣
−2/5 + 2 − α > 1/5.
Thus I := S ∪ {j} will do.
(3) Suppose there is a set R of two indices i such that |σ − yi | < 5−1. Then
∣∣∣∣
∑
R
yi − ασ
∣∣∣∣=
∣∣∣∣
∑
R
(yi − σ)+ (2 − α)σ
∣∣∣∣−2/5 + (2 − α) > 1/5.
So I := R will do.
If condition (1) does not hold, then there is j ∈ {1,2,3} such that |σ − 2yj |  5−1. If
also |σ − yj | 5−1, then I := {j} will do. Suppose |σ − yj | < 5−1 then. If condition (2)
does not hold, then there is i ∈ {1,2,3} \ {j} such that |σ − 2yi |  5−1. If condition (3)
does not hold, then we must also have |σ − yi | 5−1. So in this case I := {i} will do. 
Lemma 3.4. For every Q ∈Q, there exists an associated martingale.
Proof. Denote for short βη := βQη . We apply the previous lemma to the numbers βη
in place of the yi . Since |∑βη| = |βQ|  δ′|Q| and |βη|  δ′|Qη|  δ′2−2nN |Q|,
and the number of subcubes is at least three, we conclude the existence of a subset
I ⊂ {0, . . . , dQ − 1} such that ∑η∈I βη , ∑η∈I c βη as well as ∑η∈I βη −∑η∈I c βη all have
absolute values not less than 5−12−2nNδ′|Q|.
We take h0Q := β−1/2Q 1Q which is the unique (up to sign) choice of h0Q. Denote R :=⋃
η∈I Qη , and take h1Q := y11R + y21Q\R , where the yi are chosen so as to meet the
conditions
〈
h1Q,h
0
Q
〉
b
= 0 and 〈h1Q,h1Q〉b = 1.
This gives y1 = βQ\Rλ,y2 = −βRλ, with λ = (βRβQ\RβQ)−1/2. Since all the β-quantities
are comparable to |Q|, we obtain the asserted order of magnitude of the non-zero values
of h1Q. We also see that not only is y1 = y2 but in fact y1 − y2 = λ(βQ\R + βR) = λβQ is
also comparable to |Q|−1/2 in absolute value.
In order to define the rest of the hθQ’s we simply proceed recursively: take one of the
maximal sets J such that all the previous hθ ’s are constant on C = ⋃ Qη . We canQ η∈J
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place of Q and {0, . . . , dQ − 1} as above to complete the proof. The only difference is that
J may not satisfy #J  3; however, it is plain that everything except for the last estimate
in the previous lemma also holds for k = 2, and this last estimate was only used to ensure
the condition |β(Q11)− β(Q12)| ≈ |Q|, which is not required for θ = 1. 
If f is any function (even vector-valued) supported on Q and constant on every Qη,
and such that
∫
f · b dx = 0, then one obtains the representation
f =
∑
1θ<dQ
〈
f,hθQ
〉
b
hθQ, (3.5)
and the coefficients are uniquely determined by f (cf. [7]).
Proposition 3.6. Let 1 <p < ∞ and X be a UMD space. For f ∈ LpX(Rn), we have
f =
∑
Q∈Q
∑
1θ<dQ
〈
f,hθQ
〉
b
hθQ (3.7)
with unconditional convergence; in fact,
C−1‖f ‖p Eε
∥∥∥∥
∑
Q
∑
θ
εθQ
〈
f,hθQ
〉
b
hθQ
∥∥∥∥
p
C‖f ‖p. (3.8)
Proof. Denote by ∆j the twisted martingale difference projections related to the filtra-
tion (σ (Qj )), and by ∆θQf := 〈f,hθQ〉bhθQ the difference projections of the finer filtration
related to the associated martingales as in Definition 2.
It suffices to prove the estimate for all f = ∑j ∑Q∈Qj 1Q∆jf with a finite double
sum, as these constitute a dense subset. Representation (3.5) is valid for every 1Q∆j+1f ,
Q ∈Qj . Hence
∆j+1f =
∑
Q∈Qj
1Q∆j+1f =
∑
Q∈Qj
∑
1θ<dQ
〈
1Q∆j+1f,hθQ
〉
b
hθQ.
Furthermore,
〈
1Q∆j+1f,hθQ
〉
b
= 〈∆j+1f,hθQ〉b = 〈Fj+1f,hθQ〉b − 〈Fjf,hθQ〉b = 〈f,hθQ〉b − 0.
Estimate (3.8) now follows from Proposition 2.12, since 〈f,hθQ〉bhθQ are differences of
twisted conditional expectations by construction. 
Next, let b˜ ∈ L∞(Rn) be another para-accretive function. Q˜ designates the correspond-
ing family of cubes, as in Lemma 3.2. Since the number N appearing in the properties of
these cubes can assume any sufficiently large value, we can take same number N for both
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Q˜
, for Q˜ ∈ Q˜ and 0 θ˜ < d˜
Q˜
, denote the basis functions related to
the new filtration.
For the later purposes, we require good estimates for the norms of a family of linear
operators which map the basis functions hθQ into h˜
θ˜
Q˜
according to certain rules. To be
more precise, let φ be a permutation of D, and κ = (α, α˜,ϑ, ϑ˜) ∈ Z2 × Z2 × Z′d × Z′d ,
where Z′d := Zd \ {0}. We are only interested in permutations of the special kind defined
as follows:
Definition 3 (Rigid permutation). A permutation φ of D is said to be rigid if |φ(D)| = |D|
for all D ∈D; i.e., every φ(D) is obtained from D by a rigid motion.
Let then T κφ denote the linear operator on finite linear combinations (with X-valued
coefficients) of the hθQ which maps hϑcb(D,α) to h˜ϑ˜c˜b(φ(D),α˜), whenever the two functions are
defined, and all hθQ not covered by the previous definition to 0.
The proof of the boundedness properties of such mappings will exploit two key princi-
ples: Kahane’s contractions, and the boundedness of martingale transforms.
We start by recording several simple observations. Below, boundedness always refers
to boundedness on the spaces LpX(Rn), 1 < p < ∞. Moreover, when we speak of a “lin-
ear function which takes certain scalar-valued functions ψj to certain other scalar-valued
functions ψ˜j ,” we mean that every finite linear combination with X-coefficients xj ∈ X of
the form
∑
xjψj is taken to
∑
xj ψ˜j .
Remark 3.9. All projections Π defined by choosing one of the alternatives ΠhθQ ∈ {0, hθQ}
for every pair (Q, θ) are uniformly bounded by Proposition 3.6.
Remark 3.10. The constant function 1 ∈ L∞(Rn) satisfies the condition (3.1) of para-
accretivity with δ = 1 for every measurable set Q ⊂ Rn. In particular, given the filtration of
(Rn,B,m) induced by the family Q, Lemma 3.4 also applies to yield a family of functions
(χθQ)0θ<dQ which satisfies the assertions of that lemma with 1 in place of b. From the
construction given in the proof we even find that these functions can be chosen in such a
way that |χθQ| and |hθQ| are comparable, with constants of comparison independent of θ
and Q. From the contraction principle and Proposition 3.6 it then follows that the linear
mappings which take hθQ to χ
θ
Q and χ˜
θ˜
Q˜
to h˜θ˜
Q˜
, respectively, are bounded.
Lemma 3.11. For D ∈D, let χD := χ1D if D ∈Q, and
χD := λD
(∣∣cb(D,0)∣∣1cb(D,1) − ∣∣cb(D,1)∣∣1cb(D,0)),
λD :=
(∣∣cb(D,0)∣∣∣∣cb(D,1)∣∣|D|)−1/2,
in the opposite case. Then the linear mappings which take χθQ to χdy(Q) whenever θ = ϑ ,
tp(Q) = α, and χθ is defined, and to zero, otherwise, are bounded.Q
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suppχD = D,
∫
χD dx = 0,
and χD is constant on every proper subcube Q ⊂ D with Q ∈ D, and it takes exactly
two different non-zero values, both of which (as well as their difference) are of the order
|D|−1/2.
Proof. From the construction of the functions hθQ in Lemma 3.4, which we also used to
build the functions χθQ, we find that the support of χ
θ
Q with θ > 1 coincides with a set where
a certain χθ ′Q , with 1 θ ′ < θ , attains one of its non-zero values. Similarly, if Q = dy(Q),
then the support of χ1Q coincides with a set where χdy(Q) attains one of its non-zero values.
With this in mind, let Qi , for i = 0,1,2, be certain disjoint sets, Ii their respective
indicators, and βi = |Qi |. Thus the mapping in question is realized as a composition of a
bounded number of operations which take functions of the form
χ1 = α1(β2I1 − β1I2) to χ2 = α2
(
(β1 + β2)I0 − β0(I1 + I2)
)
, (3.12)
where, moreover, all the (positive) quantities α−2i , βi are comparable.
Let us define the martingale differences (on their generated filtration)
d1 := α1β1
β0 + β1
(
β2(I0 + I1)− (β0 + β1)I2
)
,
d2 := α1β2
β0 + β1 (β0I1 − β1I0), (3.13)
and the constants
µ0 := α2β0
α1β1
, µ1 := −α2(β0 + β1 + β2)
α1β2
. (3.14)
Then a computation shows that χ1 = d1 + d2, χ2 = µ0d1 + µ1d2. Thus χ2 can be viewed
as a martingale transform of χ1 with a bounded transforming sequence. (By what was said
about the orders of magnitude of the αi,βi , the µi a comparable to 1 in absolute value.)
What is important to us is the fact that this transformation can be performed simul-
taneously on all the cubes D ∈ D, as we are about to show. Indeed, let dD1 , dD2 denote
martingale difference like above when the pair χ1 = χD1 and χ2 = χD2 represents one of the
possibilities χθQ,χ
θ ′
Q or χ
1
Q,χD (with dy(Q) = D). Let, moreover, vDi := µDi 1D , where µDb
has obvious meaning now. We then define our filtration by setting F2j := σ(Dj ) (where
Dj is the collection of all D ∈D of the j th generation), and
F2j+1 = σ
(F2j ,{dD1 : D ∈Dj}).
Finally, we set v2j+i :=∑ vD for i = 0,1.D∈Dj i
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is a martingale difference adapted to F2j+1, while any linear combination of the dQ2 , Q in
the same set, is a martingale difference adapted to F2(j+1).
Thus, the transformation
∑
j
( ∑
D∈Dj
xDd
D
1 +
∑
D∈Dj
xDd
D
2
)
→
∑
j
(
v2j
∑
D∈Dj
xDd
D
1 + v2j+1
∑
D∈Dj
xDd
D
2
)
,
i.e.,
∑
D∈D
xDχ
D
1 →
∑
D∈D
xD
(
vD0 d
D
1 + vD1 dD2
)= ∑
D∈D
xDχ
D
2 ,
is produced by a martingale transform with a bounded transforming sequence. Such oper-
ators are bounded on LpX(Rn) by the UMD property of X. As noted, a composition of a
bounded number of these martingale transforms (and a projection of the kind considered
in Remark 3.9) produces the mapping whose boundedness we wanted to show. 
Let χˆD denote one of n-dimensional Haar functions associated with D, e.g., if D =
[a, b[×D′, D′ ⊂ Rn−1, we may take
χˆD := |D|−1/2(1[a,(a+b)/2[ − 1[(a+b)/2,b[)⊗ 1D′ .
The linear mapping which takes χD to χˆD (and also its inverse) is bounded. Indeed, the
non-zero values of these functions are comparable and their supports agree, so this follows
from the contraction principle and the estimate
∥∥∥∑xDχ˜D
∥∥∥
p
≈ Eε
∥∥∥∑ εDxDχ˜D
∥∥∥
p
, (3.15)
which holds both for χ˜D = χD and for χ˜D = χˆD , since both of these constitute martingale
difference sequences.
Moreover, the linear mapping which takes χˆD to χ˜ ϑ˜c˜b(D,α˜) if the latter function is defined,
and to zero, otherwise, is also bounded for essentially the same reason, as the support of
the latter function is contained in D = supp χˆD , and again the non-zero values of both
functions are comparable. (Estimate (3.15) for χ˜ ϑ˜
c˜b(D,α˜) is contained in Proposition 3.6.)
Let us now denote by Tˆφ the linear operator which maps χˆD to χˆφ(D) for D ∈D (and,
e.g., all other n-dimensional Haar functions to zero). Combining all the observations made
above, we have shown the existence of bounded operators Rκφ and S
κ
φ , say, with norm
bounds independent of φ and κ , such that T κφ = Sκφ ◦ Tˆφ ◦Rκφ . Thus the question of bound-
edness of T κφ is reduced to that of Tˆφ , but this has already been handled by Figiel [10].
In the following, for a dyadic cube D, D(k), k  0, denotes the unique dyadic cube
which contains D and is of the generation gen(D(k)) = gen(D)− k.
440 T.P. Hytönen / Journal of Functional Analysis 234 (2006) 420–463Proposition 3.16. (Figiel [10]) Let φ be a rigid permutation of D with the following prop-
erty: there is a k ∈ N, such that
the closures of D(k) and φ(D)(k) intersect for every D ∈D. (3.17)
Then Tˆφ is bounded on LpX(Rn) for X a UMD-space and 1 <p < ∞, and more precisely
‖Tˆφ‖L(LpX(Rn))  C(2 + k)
1/r−1/q
provided that LpX(Rn) has type r and cotype q; for a UMD-space X, this is always true
with some 1 < r  2 q < ∞.
Corollary 3.18. Under the assumptions of Proposition 3.16, the same conclusion also
holds with Tˆφ replaced by T κφ .
4. Permutations of the basis functions
Besides T κφ , another fundamental operator whose boundedness properties we will ex-
ploit is Uκφ , where κ = (α, α˜,ϑ,0) ∈ Z2 × Z2 × Z′d × {0} which maps
hϑcb(D,α) (if defined) → h˜0c˜b(φ(D),α˜) −
(
β˜c˜b(φ(D),α˜)
β˜c˜b(D,0)
)1/2
h˜0c˜b(D,0) (if defined),
where β˜R :=
∫
R
b˜ dx. As before, all the hθQ’s not covered by this definition are mapped into
zero. Note that whether or not the image function above is defined depends solely on the
existence of a cube Q˜ ∈ Q˜ such that dy(Q˜) = φ(D) and tp(Q˜) = α˜.
As above, we start by reducing the problem slightly. From above we already know that
the mapping which takes hϑcb(D,α), when defined, (to χD and then) to h˜1c˜b(D,0) is bounded.
Thus the problem is reduced to studying the boundedness of
h˜1c˜b(D,0) → h˜0c˜b(φ(D),α˜) −
(
β˜c˜b(φ(D),α˜)/β˜c˜b(D,0)
)1/2
h˜0c˜b(D,0).
Since the properties of the h and h˜-bases are exactly the same, we might just as well drop
out the ˜’s from our notation and study the operator, which we now simply denote by Uαφ ,
taking
h1cb(D,0) → h0cb(φ(D),α) − (βcb(φ(D),α)/βcb(D,0))1/2h0cb(D,0).
Remark 4.1. Exploiting the boundedness of the linear mapping taking hϑcb(D,α) to h˜
1
c˜b(D,0),
and the one taking h˜1
c˜b(C,α˜) to h˜
ϑ˜
c˜b(C,α˜), we can also reduce the question of boundedness
of T κ (which takes hϑ to h˜ϑ˜ ) to that of the mapping h˜1 → h˜1 .φ cb(D,α) c˜b(φ(D),α˜) c˜b(D,0) c˜b(φ(D),α˜)
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h1cb(φ(D),α). Let us denote this last operator by T
α
φ .
In proving the boundedness of the mappings T κφ , we could reduce the matters to a sit-
uation, where the result of Figiel stated as Proposition 3.16 was applicable. However, for
the proof of the analogous results for the Uκφ introduced above (which we reduced to prov-
ing them for the Uαφ ), it seems unavoidable to repeat and adapt parts of Figiel’s proof of
Proposition 3.16. As a by-product of this procedure, we also obtain a boundedness proof
for the operators T αφ , and thus by Remark 4.1, another proof of Corollary 3.18.
So let D be the collection of all 22N -adic cubes, as in the previous section. We will have
to look more closely at the properties of rigid permutations of D with property (3.17) for
some k ∈ N. When φ is a rigid permutation of D, the following property will be of interest.
Definition 4 (φ-compatibility). Two cubes C,D ∈ D are called φ-compatible, if the fol-
lowing conditions are satisfied:
• If |C| = |D|, then C,D,φ(C) and φ(D) are all disjoint.
• If the cubes have different size, say |C| > |D|, and if D ∪ φ(D) intersects with E for
E = C or E = φ(C), then in fact D∪φ(D) is contained in one of the grand-daughters
of E.
A collection C ⊂D of cubes is φ-compatible if every two cubes C,D ∈ C are φ-compatible.
(In particular, a single cube D ∈D is φ-compatible if it is φ-compatible with itself, i.e., if
φ(D) = D.)
Remark 4.2. If C and D are φ-compatible, and |C|  |D|, then each of the functions
hθQ and h˜
θ˜
Q˜
is a constant on D ∪ φ(D) for dy(Q) = C, dy(Q˜) = φ(C). Indeed, hθQ is a
constant on the daughters of Q in Q, and these are unions of certain grand-daughters of
dy(Q); a similar remark applies to h˜θ˜
Q˜
.
The idea of Figiel to prove the boundedness of the mappings Tˆφ and the like, was to look
for a partition of D into subsets which are φ-compatible. We first want to get rid of the set
D=φ := {D ∈ D: φ(D) = D} of fixed points of φ, whose elements are not φ-compatible
even with themselves. We also denote D =φ := D \ D=φ , and by Π=φ and Π =φ the related
projections given by
Π=φ : hθQ → 1D=φ
(
dy(Q)
)
hθQ, Π
=
φ = id−Π=φ .
The boundedness of both T αφ Π=φ and UαφΠ=φ follows easily: the case of α = 0 is trivial,
whereas that of α = 1 follows readily from Lemma 3.11 and the use of the contraction
principle with Proposition 3.6.
Thus we can concentrate our efforts on the setD =φ . Plainly the restriction of φ to this set
is a rigid permutation with no fixed points. In particular, any D ∈D = is φ-compatible withφ
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function
a :D→ Zk+2,D → gen(D) mod (k + 2).
Remark 4.3. If φ is a rigid permutation of D, and D ∈ D =φ satisfies φ(D) ⊂ D(k), then
any C ∈D =φ with a(C) = a(D) and |C| > |D| is φ-compatible with D.
This follows from the fact that D ∪ φ(D) ⊂ D(k), which is either a subset of a grand-
daughter of, or disjoint with any E ∈D with |E| > |D| and a(E) = a(D).
Note that the function a, which induces a partition of D =φ , only depends on the para-
meter k ∈ N, so this one function induces a partition of D =φ with the above compatibility
property simultaneously for all permutations φ of the kind described.
Another useful function is b = bφ :D → Z3, which is chosen in dependence on the
permutation φ of interest, and defined as follows. On every orbit of φ with an even number
of elements, we alternate the values 0 and 1. On every orbit of φ with an odd number of
elements, we use the value 2 once, and then alternate 0 and 1. (An infinite orbit could be
regarded as either one of these.)
The main purpose of b is to handle the compatibility of cubes of the same genera-
tion:
Remark 4.4. If φ is a rigid permutation of D, then any C,D ∈ D =φ for which |C| = |D|
and bφ(C) = bφ(D), are φ-compatible.
As for cubes of different generations, the things are slightly more subtle. Let us denote
D0 := {D ∈D: D¯ ⊂ intD(k)}, D1 :=D \D0,
Dηφ :=D ∩ φ−1
(Dη)∩D =φ
for , η ∈ {0,1}. (Of course, R¯ denotes the closure and intR the interior of the set R.)
Lemma 4.5. For D ∈D00φ , there can be at most two C ∈D0 such that |C| > |D|, a(C) =
a(D), and D ∪ φ(D) intersects C but is not contained in any grand-daughter of C.
Let us denote by I(D) the set of such C’s. Thus the lemma says that #I(D) 2 for any
D ∈D00φ .
Proof. Let C satisfy the properties in the assertion. From |C| > |D| and a(C) = a(D) it
follows that C precedes D by at least k + 2 generations. Thus, if E ∈ {D,φ(D)} inter-
sects C, then it is a subset of a grand-daughter of C.
However, by the assumption, D and φ(D) cannot be subsets of the same grand-daughter
of C; hence they are either subset of different grand-daughters, or else one is a subset of C,
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hence of a grand-daughter C′ of C, and E := φ(D), otherwise.
We define the order ord(Q) of Q ∈ D0 as the smallest j ∈ Z for which Q¯ intersects
with ∂R for some R ∈D of the j th generation. Then obviously ord(Q) gen(Q), but also
ord(Q) > gen(Q)− k for Q ∈D0.
Now the closure of E(k) must intersect with ∂C′, and hence ord(E(k))  gen(C′) =
gen(C) + 2. On the other hand, E(k) ⊂ C¯ ⊂ intC(k) (where the last inclusion is due
to C ∈D0), and hence ord(E(k)) > gen(C(k)) = gen(C) − k. It follows that gen(C) ∈
{ord(E(k)) − 2, . . . ,ord(E(k)) + k − 1}. There is exactly one value in this set which is
≡ a(C) mod (k + 2), and hence there is exactly one possible generation for C.
But in this given generation, there is exactly one cube C1 which contains D, and one
which contains φ(D). Thus C is necessarily one of these two cubes C1 and C2. (It might
well happen that C1 = C2.) 
Corollary 4.6. For any subcollection C of D00φ with the property that every D ∈ C is con-
tained in a maximal C ∈ C, one can define a function c :C → Z3 such that if C,D ∈ C and
(a, b, c)(C) = (a, b, c)(D), then C and D are φ-compatible. In particular, this holds for
every finite subcollection C ⊂D00φ .
It seems that one is forced to pass to a subcollection of the kind described in order to
define the function c with the desired properties. In the original proof of Figiel [10] this
was avoided, since he dealt with the corresponding operators on [0,1] instead of Rn, in
which case any dyadic interval is contained in a maximal dyadic interval.
Proof. Starting from the maximal cubes and proceeding to ever smaller ones, we define
recursively
c(D) := min[{0,1,2} \ {c(C): C ∈ C, b(C) = b(D) and
C ∈ I(D)∪ φ−1(I(D))}].
We first note that the set subtracted from {0,1,2} contains at most two elements. Indeed,
I(D) contains at most two elements C1 and C2, so C must be one of Ci or φ−1(Ci),
i = 1,2. But only one of Ci and φ−1(Ci) can have the same b-value as D.
If |C| = |D|, then b(C) = b(D) alone ensures the φ-compatibility of C and D by Re-
mark 4.4. If |C| > |D| and (a, b)(C) = (a, b)(D), then by the construction c(C) = c(D) if
C ∈ I(D) or φ(C) ∈ I(D). Thus, if even c(C) = c(D), then neither C nor φ(C) can inter-
sect with D ∪ φ(D) without containing the whole of this set in one of its grand-daughters.
Therefore C is compatible with D. 
Remark 4.7. We introduce the (obviously commuting) projections
Π
η
φ :h
θ
Q → 1Dη
(
dy(Q)
)
hθQ, Π
i
a :h
θ
Q → 1{i}
(
a ◦ dy(Q))hθQ.φ
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independent of φ and k (which defines the function a).
Lemma 4.8. Let φ be a rigid permutation of D which satisfies (3.17). Then the operators
T αφ Π
00
φ Π
i
a are bounded, with norm bounds uniform in φ and k.
Proof. It suffices to show a uniform bound for operators taking
∑
D∈C
xDh
1
cb(D,0) →
∑
D∈C
xDh
1
cb(φ(D),α),
where C ⊂ D00φ is a momentarily fixed finite subset with the properties that a(D) = i for
all D ∈ C, and, moreover, there exists cb(φ(D),α) for all D ∈ C (where the last condition
is a void constraint if α = 0).
Let us consider the mapping h1cb(D,0) → h1cb(φ(D),α) for a single D ∈D. The functions
h1 := h1cb(D,0) and h2 := h1cb(φ(D),α) are of the form
h1 = α1(β2I1 − β1I2), h2 = α2(β4I3 − β3I4),
where the Ii are indicators of certain disjoint sets Qi of comparable size, and the complex
quantities αi and βi :=
∫
Qi
b dx are non-zero and satisfy
|αi |−2 ≈ |βj | ≈ |Qj | ≈ |β1 − β2| ≈ |β3 − β4|, (4.9)
for all i = 1,2 and j = 1,2,3,4.
We first note that at least one of the following holds: β1 + β3 = 0 = β2 + β4 or β1 +
β4 = 0 = β2 + β3. To see this, assume β1 + β3 = 0. Then β1 + β4 = −β3 + β4 = 0 and
β2 + β3 = β2 − β1 = 0, so second condition holds. The same conclusion follows similarly
if β2 +β4 = 0. Thus by relabelling the indices if necessary, we may assume that β1 +β3 =
0 = β2 + β4. (In fact, a slightly more careful but similar argument even shows that we
could assume |β1 + β3| ≈ |β2 + β4| ≈ |βj |, but this we do not need.)
Now consider the b-twisted martingale differences
d1 := α1β1β2
(
I1 + I3
β1 + β3 −
I2 + I4
β2 + β4
)
,
d2 := α1β2
β1 + β3 (β3I1 − β1I3)−
α1β1
β2 + β4 (β4I2 − β2I4)
(with respect to their generated filtration), and the adapted process given by
v0 := α2β3β4
α1β1β2
(I1 + I2 + I3 + I4),
v1 := −α2β4 (I1 + I3)− α2β3 (I2 + I4).
α1β2 α1β1
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of h. By (4.9), the transforming sequence is bounded by an absolute constant.
Now, just as we did in the proof of Lemma 3.11, we want to do such a martingale
transform simultaneously for several cubes D ∈ C. At this point we use more projections
of the type mentioned in Remark 3.9, similar to the Πia in Remark 4.7, but now with the
functions b and c in place of a. Recall from Corollary 4.6 that it is possible to define Z3-
valued functions b and c on C such that (b, c)(D) = (b, c)(C) for C,D ∈ C implies the
φ-compatibility of C and D. Thus, we can split C into nine subsets according to the differ-
ent values of (b, c)(D) ∈ Z23. Since the corresponding projections Πi1b Πi2c are uniformly
bounded, it suffices to establish the claim for these subcollections. In other words, we may
assume that C is φ-compatible. But under this assumption the rest of the proof is just like
the proof of Lemma 3.11, except that we now have to apply the boundedness of martingale
transforms with respect to a twisted martingale difference sequence, i.e., Corollary 2.13, in-
stead of the usual martingale transform property which was sufficient in Lemma 3.11. 
Then we do the same with Uαφ in place of T αφ .
Lemma 4.10. Let φ be a rigid permutation of D which satisfies (3.17). Then the operators
UαφΠ
00
φ Π
i
a are bounded, with norm bounds uniform in φ and k.
Proof. Now we have to prove a uniform bound for the operators
∑
D∈C
xDh
1
cb(D,0) →
∑
D∈C
xD
[
h0cb(φ(D),α) − (βcb(φ(D),α)/βcb(D,0))1/2h0cb(D,0)
]
for every fixed finite collection C, which may be assumed to be φ-compatible and such that
the right-hand side makes sense, i.e., the cb(φ(D),α)’s are defined.
But the argument which shows this is almost the same as the proof of Lemma 3.11.
In fact, h1cb(D,0) and U
α
φ h
1
cb(D,0) are of the same form as the χ1 and χ2 (respectively)
in (3.12), where now Q0 = cb(φ(D),α) and Q1 ∪Q2 = cb(D,0); moreover, βi = βQi =∫
Qi
b(x)dx (instead of |Qi | used in Lemma 3.11 where, in effect, b ≡ 1). Then plainly the
same expression (3.13) and (3.14) define martingale differences d1, d2 and constants µ1,
µ2 such that h1cb(D,0) = d1 + d2 and Uαφ h1cb(D,0) = µ0d1 +µ1d2. There is one subtle point,
though, that we must notice. For the defining formulae of d1 and d2 to make sense, we
need that β0 + β1 = 0. (In Lemma 3.11 this was trivial, since both β0 and β1 were positive
numbers.) Here we notice that
∣∣(β0 + β1)− (β0 + β2)∣∣= |β1 − β2| ≈ ∣∣cb(D,0)∣∣
by the special property of the pre-images of the two non-zero values of h1cb(D,0) stated in
Definition 2. From this it follows that at most one of β0 + βi , i = 1,2, can vanish; by the
symmetry of Q1 and Q2 in the argument we may suppose that β0 +β1 = 0 by re-indexing,
if necessary.
After this observation, the proof copies that of Lemma 3.11. Again, we need the bound-
edness result for twisted martingale transforms (Corollary 2.13). 
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these can be reduced to the case  = η = 0 with the help of a simple auxiliary permutation.
Define a permutation ψ of D with ψ2 = id as follows. For every C ∈ D, permute the
cubes in C(−k) := {D ∈ D: D(k) = C} in such a way that for D ∈ C(−k) ∩ D1 we have
ψ(D) ∈ C(−k) ∩ D0. Since the latter set has (22kN − 2)n elements while their (disjoint)
union has 22kNn, it is easily seen that this is always possible. Thus we obtain a rigid per-
mutation ψ with ψ(D) ⊂ D(k) for all D ∈D and ψ(D1) ⊂D0.
Remark 4.11. It is readily observed that
T αφ Π
01
φ = T αψ T 0ψ◦φΠ00=ψ◦φΠ01φ , T αφ Π10φ = T αφ◦ψΠ00=φ◦ψT 0ψΠ10φ ,
T αφ Π
11
φ = T αψ T 0ψ◦φ◦ψΠ00=ψ◦φ◦ψT 0ψΠ11φ ,
where Π00=ϕ := Π00ϕ +Π=ϕ for any permutation ϕ.
A straightforward but somewhat tedious computation also shows that
UαφΠ
01
φ =
(
UαψT
0
ψ◦φΠ00=ψ◦φ +U0ψ◦φΠ00=ψ◦φB1
)
Π01φ ,
UαφΠ
10
φ =
(
Uαφ◦ψΠ00=φ◦ψT 0ψ +U0ψB2
)
Π10φ ,
UαφΠ
11
φ =
(
UαψT
0
ψ◦φ◦ψΠ00=ψ◦φ◦ψT 0ψ +U0ψ◦φ◦ψΠ00=ψ◦φ◦ψT 0ψB1 +U0ψB2
)
Π11φ ,
where the operators B1 and B2 are defined by
B1 :h
1
cb(D,0) →
(
βcb(φ(D),α)
βcb(ψ◦φ(D),0)
)1/2
h1cb(D,0),
B2 :h
1
cb(D,0) →
(
βcb(φ(D),α)
βcb(ψ(D),0)
)1/2
h1cb(D,0).
The uniform boundedness of these operators is plain from Proposition 3.6 and rigidity
of φ combined with the estimates |βQ| ≈ |Q| ≈ |dy(Q)| valid for all Q ∈Q.
Remark 4.12. For a rigid permutation ϕ ofD with the property that ϕ(D) ⊂ D(k) for every
D ∈ D the operators T αϕ Πia and Uαϕ Πia are bounded with norms independent of ϕ and k
(which defines a).
In fact, we can use the same martingale transforms as in Lemmata 4.8 and 4.10, and the
required compatibility conditions are ensured by Remark 4.3.
With the lemmata and remarks stated above, the following proposition, which general-
izes Figiel’s Proposition 3.16 (and his corresponding result for Uˆφ , cf. [10, Theorem 1]) to
the “twisted” situation, finally falls to our hands:
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k ∈ N. Then the operators T αφ and Uαφ are bounded on LpX(Rn) for X a UMD-space and
1 <p < ∞, and more precisely
∥∥T αφ ∥∥L(LpX(Rn))  C(2 + k)1/r−1/q,
∥∥Uαφ ∥∥L(LpX(Rn))  C(2 + k)1−1/q
provided that LpX(Rn) has type r and cotype q .
Proof. The point is that the assertion holds with a uniform (in k) bound C(p,n,X) for
the projections T αφ Πia and UαφΠia in place of T αφ and Uαφ . Indeed, first, we already know
the uniform boundedness of the compositions of these operators with Π=φ or with Π00φ .
Second, Remark 4.11 shows that the remaining compositions with Πηφ for (, η) = (0,0)
are expressed in terms of operators of the kind first mentioned, plus the bounded operators
Bi and the ones mentioned in Remark 4.12.
Now the assertion of the proposition with exponent 1 in place of 1/r − 1/q follows at
once from the triangle inequality, for there are 2 + k different projections Πia , i ∈ Zk+2,
which sum up to the identity. This argument is quite easily refined to obtain the asserted
exponent; the procedure is explained in Figiel [10, Lemma 1]. 
By the observations at the beginning of the present section, we also immediately obtain:
Corollary 4.14. The previous proposition also holds with T κφ and Uκφ in place of T αφ
and Uαφ .
This completes our investigation of the permutations of our twisted bases.
5. Decomposition into elementary operators
Our next goal is to show that rather general operators can be expressed as infinite linear
combinations of the elementary operators T κm and Uκm, which we investigated in the previ-
ous section. Let us start by describing the general set-up. As usual, we are given a linear
operator acting on a restricted class of test functions, and we would like to extend its action
to the whole space LpX(R
n), even showing that the image always lies in LpY (R
n).
To describe our class of test functions, let us first define
Ξ := {(θ, θ˜ ,Q, Q˜): Q ∈Q, Q˜ ∈ Q˜, gen(Q) = gen(Q˜),
(θ, θ˜ ) ∈ ZdQ × Zd˜
Q˜
∖{
(0,0)
}}
,
and then
H := {hθQ ⊗ h˜θ˜ : (θ, θ˜ ,Q, Q˜) ∈ Ξ}.Q˜
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this set is probably to consider the case that n = 1 and both systems of functions, hθQ and
h˜θ˜
Q˜
, coincide with the Haar system in R. ThenH is simply the Haar system in R2; see [11].
The requirement that gen(Q) = gen(Q˜) implies that the supports of the functions in H
are essentially “cubes” in the sense that their dimensions are comparable in all coordinate
directions. Nevertheless, we observe that hθQ ⊗ h˜θQ˜ ∈ spanH for all Q ∈ Q, Q˜ ∈ Q and
θ = 0 = θ .
Indeed, this is clear if gen(Q) = gen(Q˜), and otherwise we may assume by symmetry
that gen(Q) < gen(Q˜) =: j . But then
hθQ =
∑
R∈Qj∩ supphθQ
hθQ(R)
h0R(R)
· h0R =
∑
R∈Qj∩Q
〈
hθQ,h
0
R
〉
b
· h0R (5.1)
where hθQ(R) (respectively h0R(R)) denotes the constant non-zero value of hθQ (respectively
h0R(R)) on R, and from this the assertion is clear.
Our initial operator is a linear mapping t : spanH→ L(X,Y ). Our goal is to prove the
existence of T ∈ L(LpX(Rn),LpY (Rn)) such that
〈
y′ ⊗ h˜θ˜
Q˜
,M
b˜
TMb
(
x ⊗ hθQ
)〉= 〈y′, t(hθQ ⊗ h˜θ˜Q˜
)
x
〉 (5.2)
for all x ∈ X, y′ ∈ Y ′ and (θ, θ˜ ,Q, Q˜) ∈ Ξ . Here Mb designates the multiplication operator
by the function b. To facilitate writing, we also denote t (θ, θ˜ ,Q, Q˜) := t(hθQ ⊗ h˜θ˜Q˜) for
(θ, θ˜ ,Q, Q˜) ∈ Ξ .
Observe that for b, b−1 ∈ L∞(Rn) the operator Mb , acting on the Banach spaces
L
p
X(R
n), is self-adjoint (in the sense of Banach adjoints) and invertible; in fact M−1b =
Mb−1 . Moreover,
〈g,M
b˜
TMbf 〉 = 〈g,TMbf 〉b˜ = 〈T ′Mb˜g,f 〉b (5.3)
for f ∈ LpX(Rn), g ∈ Lp
′
Y ′(R
n).
To begin with, we seek for operators T and T ′ such that, for every y′ ∈ Y ′ and x ∈ X,
y′ ◦ T :X ⊗Mb span
(
hθQ
)1θ<dQ
Q∈Q → Lp
(
Rn
)
,
x ◦ T ′ :Y ′ ⊗M
b˜
span
(
h˜θ˜
Q˜
)1θ˜<d˜
Q˜
Q˜∈Q˜ → L
p′(Rn),
and the functions TMb(x ⊗ hθQ) and T ′Mb˜(y′ ⊗ h˜θ˜Q˜) are strongly measurable.
We further require that T and T ′ are formally adjoint in the following sense: (5.3) should
hold whenever
f = x ⊗ hθQ, g = y′ ⊗ h˜θ˜ and θ = 0 = θ˜ .Q˜
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〈
y′, t (θ, θ˜ ,Q, Q˜)x
〉= 〈y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
if θ = 0,〈
y′, t (θ, θ˜ ,Q, Q˜)x
〉= 〈T ′M
b˜
(
y′ ⊗ h˜θ˜
Q˜
)
, x ⊗ hθQ
〉
b
if θ˜ = 0.
We say that (T ,T ′) with these properties is the operator pair associated with t . The fol-
lowing remark justifies the use of the definite article.
Remark 5.4. There is at most one operator pair associated with t .
Proof. By (5.1) we find that the value of the pairing
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
(
respectively
〈
T ′M
b˜
(
y′ ⊗ h˜θ˜
Q˜
)
, x ⊗ hθQ
〉
b
)
is uniquely determined by t for θ = 0 = θ˜ and gen(Q˜) gen(Q) (respectively gen(Q˜)
gen(Q)). But then the requirement of formal adjointness of T and T ′ provides the same
conclusion for all Q ∈Q and Q˜ ∈ Q˜.
For every y′ ∈ Y ′, we have y′TMb(x ⊗ hθQ) ∈ Lp(Rn). By Proposition 3.6, this Lp-
function can be recovered from its b˜-pairings with all the h˜θ˜
Q˜
, which were just seen to be
determined. Thus y′TMb(x ⊗ hθQ) is uniquely determined as an element of Lp(Rn) and
hence almost everywhere. Since TMb(x ⊗hθQ) is strongly measurable, whence essentially
separably valued, countable many y′ ∈ Y ′ suffice for its determination a.e., and thus the
values of the function TMb(x ⊗ hθQ) are a.e. uniquely determined by t . A symmetric rea-
soning applies to T ′M
b˜
(y′ ⊗ h˜θ˜
Q˜
). Thus T and T ′ are determined on their respective ranges
in terms of t . 
To facilitate the identification of the pairs of operators associated with t , we consider
three basic types of functions t into which any t can be split in a canonical manner. We say
that t is of type (, η) if t (θ, θ˜ ,Q, Q˜) = 0 implies (θ, θ˜ ) ∈ Θη , where Θ01 := {0} × Z′d ,
Θ10 := Z′d × {0}, and Θ11 := Z′d × Z′d ; recall that Z′d := Zd \ {0}.
Lemma 5.5. If t is of type (1,1), then a pair of formal adjoints T ,T ′ is associated with t
if and only if, for all Q ∈Q, 1 θ < dQ,
TMb
(
x ⊗ hθQ
)= ∑
Q˜∈Q˜gen(Q)
∑
1θ˜<d˜
Q˜
t (θ, θ˜ ,Q, Q˜)x ⊗ h˜θ˜
Q˜
.
Proof. Let T be given by the above formula, and let hθQ ⊗ h˜θ˜Q˜ ∈H. If θ = 0, then
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
=
∑
1ϑ˜<d˜ ˜
〈
y′, t (θ, ϑ˜,Q, Q˜)x
〉 〈
h˜θ˜
Q˜
, h˜ϑ˜
Q˜
〉
b˜
= 〈y′, t (θ, θ˜ ,Q, Q˜)x〉Q
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〈
T ′M
b˜
(
y′ ⊗ h˜θ˜
Q˜
)
, x ⊗ h0Q
〉
b
=
∑
RQ
∑
1θ<dR
〈
T ′M
b˜
(
y′ ⊗ h˜θ˜
Q˜
)
, x ⊗ hθR
〉
b
〈
h0Q,h
θ
R
〉
b
.
But the first factor in the summand is equal to
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθR
)〉
b˜
=
∑
R˜∈Q˜gen(R)
〈
y′ ⊗ h˜0
R˜
, TMb
(
x ⊗ hθR
)〉
b˜
〈
h˜θ˜
Q˜
, h˜0
R˜
〉
b˜
,
and here the second factor of each summand vanishes, since 〈h˜θ˜
Q˜
, h˜0
R˜
〉
b˜
= 0 implies R˜ ⊂ Q˜,
which cannot be the case as gen(R˜) = gen(R) < gen(Q) = gen(Q˜).
Conversely, let T ,T ′ be associated with t . Then y′TMb(x ⊗ hθQ) ∈ Lp(Rn) can be
expanded as
y′TMb
(
x ⊗ hθQ
)= ∑
Q˜∈Q˜
∑
1θ˜<d˜
Q˜
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
h˜θ˜
Q˜
(5.6)
with unconditional convergence in Lp(Rn) (by Proposition 3.6 again). If gen(Q˜) <
gen(Q), an expansion of h˜θ˜
Q˜
in terms of h˜0
R˜
reveals that the corresponding summand above
must vanish. A symmetric reasoning and an application of formal duality gives the same
conclusion for gen(Q˜) > gen(Q). Thus only terms with Q˜ ∈ Q˜gen(Q) survive, and then the
conclusion requires nothing but a standard application of the Hahn–Banach theorem. 
Lemma 5.7. If t is of type (1,0), then a pair of formal adjoints T , T ′ is associated with t
if and only if, for all Q ∈Q and 1 θ < dQ,
TMb
(
x ⊗ hθQ
)= ∑
Q˜∈Q˜gen(Q)
t (θ,0,Q, Q˜)x ⊗ h˜0
Q˜
.
Proof. If T is given by the above formula, then the verification that T and T ′ are associated
with t is essentially the same as in the previous proof.
For the converse, we again use the Lp(Rn)-unconditional expansion (5.6). This time,
the vanishing values of t imply the vanishing of 〈y′ ⊗ h˜θ˜
Q˜
, TMb(x ⊗ hθQ)〉b˜ for gen(Q˜)
gen(Q). Thus we are left with
y′TMb
(
x ⊗ hθQ
)
= lim
k→−∞
∑
k<gen(Q˜)<gen(Q)
∑
1θ˜<d˜
Q˜
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
h˜θ˜
Q˜
= lim
∑
R˜∈Q˜
h˜0
R˜
∑
Q˜R˜, gen(Q˜)>k
∑
1θ˜<d˜ ˜
〈
h˜θ˜
Q˜
, h˜0
R˜
〉
b˜
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
.gen(Q) Q
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convergence holds in the first place; then we used the expansion of h˜θ˜
Q˜
and the fact that for
a fixed k the summations contain locally only finitely many non-zero terms which justifies
the exchange of their order. Next, we bring the a.e. limit inside the first summation (which
is easily justified by the disjointess of the h˜0
R˜
) to continue the previous chain of equalities
with
=
∑
R˜∈Q˜gen(Q)
h˜0
R˜
∑
Q˜R˜
∑
1θ˜<d˜
Q˜
〈
h˜θ˜
Q˜
, h˜0
R˜
〉
b˜
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
=
∑
R˜∈Q˜gen(Q)
h˜0
R˜
〈
y′ ⊗ h˜0
R˜
, TMb
(
x ⊗ hθQ
)〉
b˜
,
and Hahn–Banach theorem complete the argument. 
By reasons of symmetry, the following result is now clear, too.
Corollary 5.8. If t is of type (0,1), then a pair of formal adjoints T , T ′ is associated with
t if and only if, for all Q˜ ∈ Q˜ and 1 θ˜ < d˜
Q˜
,
T ′M
b˜
(
y′ ⊗ h˜θ˜
Q˜
)= ∑
Q∈Qgen(Q˜)
t (0, θ˜ ,Q, Q˜)′y′ ⊗ h0Q.
We now decompose an arbitrary t into parts of the three different types in the following
obvious fashion:
tη(θ, θ˜ ,Q, Q˜) := 1Θη (θ, θ˜ )t (θ, θ˜ ,Q, Q˜).
Furthermore, for κ = (α, α˜,ϑ, ϑ˜) and m ∈ Zn, we let
tηκ,m(θ, θ˜ ,Q, Q˜) = δθϑδθ˜ϑ˜ δtp(Q),αδtp(Q˜),α˜δdy(Q)+˙m,dy(Q˜)tη(θ, θ˜ ,Q, Q˜),
where D +˙m := D+m ·(D); here (D) is the side length of the dyadic cube D. Note that
D → D +˙ m is a rigid permutation of D; with slight misuse of notation, we also denote
this permutation by m.
The part of type (1,1) is most easily identified with a bounded operator under an easily
stated condition. Obviously
t11 =
∑
κ∈(Z2)2×(Z′d )2
∑
m∈Zn
t11κ,m,
and the functions t11κ,m are supported on disjoint subsets of Ξ .
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r1ηκ,m := ess sup
ξ∈Rn
R({t1ηκ,m(θ, θ˜ ,Q, Q˜): (θ, θ˜ ,Q, Q˜) ∈ Ξ, Q  ξ})< ∞,
for η ∈ {0,1}, and (5.9)
r01κ,m := ess sup
ξ∈Rn
R({t01κ,m(θ, θ˜ ,Q, Q˜): (θ, θ˜ ,Q, Q˜) ∈ Ξ, Q˜  ξ})< ∞.
Note that these requirements are somewhat weaker than the simpler condition
R(range tηκ,m)< ∞.
Lemma 5.10. t11κ,m is associated with the operator
T κmΛ
κ
mM
−1
b ∈ L
(
L
p
X
(
Rn
)
,L
p
Y
(
Rn
))
(and its usual adjoint), where
Λκm :x ⊗ hϑcb(D,α) → t
(
ϑ, ϑ˜, cb(D,α), c˜b(D +˙m, α˜))x ⊗ hϑcb(D,α),
and all other hθQ are mapped into zero. We have
∥∥Λκm∥∥L(LpX(Rn),LpY (Rn)) Cr11κ,m.
Proof. The norm estimate for Λκm is plain from Proposition 3.6 and the definition of R-
boundedness. The rest follows from Lemma 5.5. 
Corollary 5.11. If the series ∑κ,m T κmΛκmM−1b converges absolutely in the norm of
L(LpX(Rn),LpY (Rn)), then its sum is the operator associated with t11. The convergence
holds, in particular, if
∑
κ,m
log1/r−1/q
(
2 + |m|)r11κ,m < ∞,
where LpY (Rn) has type r and cotype q .
Proof. This is immediate from the previous lemma and Proposition 4.13, which provides
the norm estimate
∥∥T κm∥∥L(LpY (Rn))  C log1/r−1/q
(
2 + |m|). 
We note in passing that one could also easily give an explicit description of the adjoint
of the operator associated with t11κ,m, and then obtain, as above, a criterion of convergence
for the adjoint series in terms of the type and cotype of Lp′′(Rn).X
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auxiliary functions. Denoting D := dy(Q), we set
p10κ,m(θ, θ˜ ,Q, Q˜) := δθϑδθ˜0δtp(Q),αδtp(Q˜),0δD,dy(Q˜)
× t10(θ,0,Q, c˜b(D +˙m, α˜))
(
β˜c˜b(D+˙m,α˜)
β˜c˜b(D,0)
)1/2
, (5.12)
u10κ,m := t10κ,m − p10κ,m, u10 :=
∑
κ,m
u10κ,m, p
10
αθ :=
∑
α˜,m
p10(α,α˜,θ,0),m
A word on the convergence of these series is in order. It is readily seen that the pointwise
convergence of p10αθ (as a function on Ξ ) requires the convergence of the series
pθQ :=
∑
Q˜∈Q˜gen(Q)
t10(θ,0,Q, Q˜)β˜1/2
Q˜
for all Q ∈Q with tp(Q) = α and dQ > θ . Clearly
∥∥t10(θ,0, cb(D,α), c˜b(D +˙m, α˜))∥∥L(X,Y )  r10(α,α˜,θ,0),m.
Thus a sufficient condition for the norm convergence of pθQ is
∑
κ,m r
10
κ,m < ∞. This we
will assume, and, in fact, a little more in Lemma 5.13. Thus all the series above are con-
vergent in the norm of L(X,Y ), pointwise on Ξ .
The functions that we have denoted by u10κ,m are handled in a fashion analogous to the
t11κ,m, only resorting to Lemma 5.7 in place of Lemma 5.5. This leads to:
Lemma 5.13. u10κ,m is associated with the operator
UκmΛ
κ
mM
−1
b ∈ L
(
L
p
X
(
Rn
)
,L
p
Y
(
Rn
))
.
If the series ∑κ,m UκmΛκmM−1b converges, in particular if LpY (Rn) has cotype q and∑
κ,m log1−1/q(2 + |m|)r10κ,m < ∞, then its sum is associated with u10.
The analogous “U part” of t01 is handled similarly: with u01κ,m and p01α˜θ˜ defined in obvi-
ous analogy to (5.12), we get
Corollary 5.14. u01κ,m is associated with the adjoint of
U˜ κ−mΛ˜κmM−1b˜ ∈ L
(
L
p
Y ′
(
Rn
)
,L
p
X′
(
Rn
))
,
where
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′ ⊗ h˜ϑ˜c˜b(D,α˜) → t
(
0, ϑ˜, cb(D −˙m,α), c˜b(D, α˜))′y′ ⊗ h˜ϑ˜c˜b(D,α˜),
U˜ κ−m : h˜ϑ˜c˜b(D,α˜) → h0cb(D−˙m,α) − (βcb(D−˙m,α)/βcb(D,0))1/2h0cb(D,0).
If the series ∑κ,m U˜κ−mΛ˜κmM−1b˜ converges, in particular if LpX(Rn) has type r (hence
L
p′
X′(R
n) cotype r ′) and ∑κ,m log1/r (2 + |m|)r01κ,m < ∞, then its sum is the adjoint of
the operator associated with u01.
The functions p10αθ and p
01
α˜θ˜
, on the other hand, lead to a rather different kind of investi-
gation, which we next take up.
6. Paraproducts again, and the abstract T b theorem
By Lemma 5.7, operator P 10αθ associated with p10αθ should be given by the formula
P 10αθMb :x ⊗ hϑQ → δθϑδα,tp(Q)pθQx ⊗ β˜−1/2c˜b(dy(Q),0)h˜0c˜b(dy(Q),0).
Our purpose, again, is to identify this with a combination of the operators of the elementary
types. The principal part will now be a paraproduct operator.
Let us start with a simple factorization of our transformation. We know already the exis-
tence of the bounded mapping T (α,0,θ,1)0 sending x ⊗ hθcb(D,α) → x ⊗ h˜1c˜b(D,0). To produce
P 10αθMb , we need to combine this with an application of
P10αθMb˜ :x ⊗ h˜1Q˜ → δtp(Q˜),0pθcb(dy(Q˜),α) ⊗ β˜
−1/2
Q˜
h˜0
Q˜
.
Note that β˜−1/2
Q˜
h˜0
Q˜
= β˜−1
Q˜
1
Q˜
.
We can now compute
〈(P10αθ )′Mb˜(y′ ⊗ h˜θ˜R˜
)
, x ⊗ h˜ϑ˜
Q˜
〉
b˜
= δϑ˜,1δtp(Q˜),0
〈
y′,pθ
cb(dy(Q˜),α)x
〉 〈
h˜θ˜
R˜
, β˜−1
Q˜
1
Q˜
〉
b˜
,
and the last pairing equals h˜θ˜
R˜
(Q˜) if Q˜ R˜ and zero, otherwise.
It follows that
〈(P10αθ )′Mb˜(y′ ⊗ h˜θ˜R˜
)
, x
〉= ∑
Q˜R˜, tp(Q˜)=0
〈(
pθ
cb(dy(Q˜),α)
)′
y′, x
〉
h˜θ˜
R˜
(Q˜) · h˜1
Q˜
= h˜θ˜
R˜
∑
Q˜R˜, tp(Q˜)=0
〈(
pθ
cb(dy(Q˜),α)
)′
y′, x
〉
h˜1
Q˜
= h˜θ˜ · (id−F˜ ˜ )〈wαθ (·)y′, x〉, (6.1)R˜ gen(R)
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σ(Q˜j ), and wαθ designates the (so far) formal series
wαθ :=
∑
Q˜∈Q˜, tp(Q˜)=0
(
pθ
cb(dy(Q˜),α)
)′ · h˜1
Q˜
. (6.2)
As we are about to see, this series is closely related to the object T ′b˜ appearing in
the very name of our theorem. We wish to find an expression for this object by formally
computing its expansion coefficients in terms of the basis (hθQ)
0<θ<dQ
Q∈Q . To this end, we
have
〈
T ′(y′ ⊗ b˜), x ⊗ hθQ
〉
b
= 〈y′ ⊗ 1, TMb(x ⊗ hθQ)〉b˜
=
∑
Q˜∈Q˜gen(Q)
β˜
1/2
Q˜
〈
y′ ⊗ h˜0
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
=
∑
Q˜∈Q˜gen(Q)
β˜
1/2
Q˜
〈
y′, t
(
θ,0,Q, Q˜
)
x
〉= 〈y′,pθQx〉, (6.3)
and thus, formally,
T ′b˜ =
∑
Q∈Q
∑
0<θ<dQ
(
pθQ
)′ · hθQ. (6.4)
We impose on T ′b˜ the following condition. First, we require that the operators (pθQ)′ be-
long not only to L(Y ′,X′), but to a UMD R-space V ↪→ L(Y ′,X′). Moreover, we demand
that the series (6.4) is the expansion of a function in BMOdy,V (Rn), the V -valued dyadic
BMO space, i.e., the filtered BMO space corresponding to the dyadic filtration of Rn. (This
is a regular filtration, with B = 2n in (2.1).) Some remarks concerning this space are in
order.
Remark 6.5. The space BMOdy,V (Rn) coincides with the martingale BMO space related
to the (also regular) filtration (σ (Qj ))∞−∞.
This follows easily from elementary estimates, using the facts that every Q ∈ Q is a
union of at most M (say) dyadic cubes Di , each with measure |Di | c|Q|, and conversely.
Thus the dyadic BMO norm of a function f is equivalent, for any p ∈ [1,∞[ to
sup
Q∈Q
|Q|−1/p∥∥1Q(f −Egen(Q)f )∥∥p ≈ sup
Q∈Q
|Q|−1/p∥∥1Q(f − Fgen(Q)f )∥∥p,
where Fj denotes the b-twisted conditional expectation; obviously the same thing is
true for the b˜-twisted conditional expectation F˜j . The last equivalence follows from the
facts that multiplication by 1Q commutes with both Egen(Q) and Fgen(Q), and, moreover,
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(uniformly in j ) on LpX(Rn).
Remark 6.6. If V is a UMD space, as we are assuming, and 1 < p < ∞, then (3.7) holds
for f ∈ BMOdy,V (Rn) with unconditional convergence in LpV,loc(K)/V , for any compact
K ⊂ Rn. Moreover,
‖f ‖pBMOdy ≈ sup
Q∈Q
|Q|−1Eε
∫
Q
∣∣∣∣
∑
R⊂Q
∑
0<θ<dR
εθR
〈
f,hθQ
〉
b
hθQ(ξ)
∣∣∣∣
p
V
dξ. (6.7)
Conversely, if a set of coefficients cθQ ∈ V is given, which make the quantity on the right
of (6.7) finite when substituted for 〈f,hθQ〉b , then the corresponding series again converges
in the described sense to an element of BMOdy,V (Rn) such that 〈f,hθQ〉b = cθQ.
This follows rather readily upon application of Proposition 3.6 to the LpV functions
1Q(f −Fgen(Q)f ) and using the equivalent norm of BMOdy,V (Rn) provided by the previ-
ous remark. (Cf. also [14], where a similar expansion in terms of a regular wavelet basis
(ψθQ) in place of (h
θ
Q) is proved for functions in the usual BMO space BMOV (Rn).)
Remark 6.8. Projections of the type ΠhθQ ∈ {0, hθQ} (Q ∈Q, 0 < θ < dQ) are bounded on
BMOdy,V (Rn). So are the mappings T κ0 :h
ϑ
cb(D,α) → h˜ϑ˜c˜b(D,α˜) (κ = (α, α˜,ϑ, ϑ˜)).
These facts, too, follow from the corresponding estimates on the LpV (Rn) spaces, and
the expression of the norm of BMOdy,V (Rn) in terms of the LpV (R
n)-norms.
We now return to our investigation of the operator Pαθ . From (6.2) and (6.4) it is clear
that
wαθ = T κ0 T ′b˜ ∈ BMOdy,V
(
Rn
)
, κ = (α,0, θ,1).
Consider now the following twisted paraproduct operator:
P˜(wαθ , f ) =
∑
∆˜j+1wαθ · F˜j f,
where F˜j and ∆˜j represent the b˜-twisted conditional expectations (with respect to
(σ (Q˜j ))∞−∞) and their differences, as defined earlier. It is clear that an application of this
operator to a function of the special type h˜ = ∆˜kh˜ gives
P˜(wαθ , h˜)=
(∑
∆˜j+1wαθ
)
h˜ = (id−F˜k)wαθ · h˜ for h˜ = ∆˜kh˜. (6.9)jk
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Q˜
, for Q˜ ∈ Q˜k and 0 < θ˜ < d˜Q˜, is exactly a function of this
kind, and comparing (6.9) with (6.1), we recognize the operator identity
(P10αθ )′Mb˜ = P˜(wαθ , ·).
By virtue of Proposition 2.15, this gives at once the boundedness of Pαθ as soon as
wαθ ∈ BMOdy,V (Rn), which, as we saw, is a consequence of the assumption “T ′b˜ ∈
BMOdy,V (Rn).”
To summarize:
Lemma 6.10. Suppose that T ′b˜, defined by its hθQ-coefficients as in (6.3), satisfies T ′b˜ ∈
BMOdy,V (Rn), where V ↪→ L(Y ′,X′) is a UMD R-space. Then p10αθ is associated to the
operator P 10αθ ∈ L(LpX(Rn),LpY (Rn)) given by
P 10αθ = M−1b˜ ◦
[P˜(T κ0 ◦ T ′b˜, ·)]′ ◦Mb˜ ◦ T κ0 ◦M−1b , κ = (α,0, θ,1).
The argument leading to this lemma is easily modified to yield the case of p01
α˜θ˜
:
Corollary 6.11. Suppose that T b, defined in terms of its h˜θ˜
Q˜
-coefficients, belongs to the
space BMOU,dy(Rn), where U ↪→ L(X,Y ) is a UMD R-space. Then p01
α˜θ˜
is associated
with the operator P 01
α˜θ˜
∈ L(LpX(Rn),LpY (Rn)) given by
P 01
α˜θ˜
= M−1
b˜
◦ (T˜ κ0 )′ ◦Mb ◦P(T˜ κ0 ◦ T b, ·) ◦M−1b , κ = (0, α˜,1, θ˜ ),
where T˜ κ0 : h˜
θ˜
c˜b(D,α˜) → h1cb(D,0).
Now we merely need to collect everything proved so far to obtain the following abstract
formulation of the T b theorem.
Theorem 6.12. Let X and Y be UMD-spaces and 1 < p < ∞. Let 1 < r  2 q < ∞ be
numbers such that LpX(Rn) and L
p
Y (R
n) have type r and cotype q .
Let t :Ξ → L(X,Y ) be a function which satisfies the R-boundedness condition
∑
m∈Zn
∑
α,α˜
[
log1/r−1/q
(
2 + |m|)
×
∑
θ,θ˜>0
∥∥R({t(θ, θ˜ , cb(D,α), c˜b(D +˙m, α˜)): D  ξ})∥∥∞
+ log1−1/q(2 + |m|)∑∥∥R({t(θ,0, cb(D,α), c˜b(D +˙m, α˜)): D  ξ})∥∥∞
θ>0
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θ˜>0
∥∥R({t(0, θ˜ , cb(D −˙m,α), c˜b(D, α˜)): D  ξ})∥∥∞
]
< ∞, (6.13)
where the otherwise undefined values of t are taken to be zero, the quantities inside the
∞-norms are understood as functions of ξ ∈ Rn, and “D  ξ” means that D runs over all
dyadic cubes D ∈D such that ξ ∈ D.
Moreover, let there be functions w˜ ∈ BMOdy,U (Rn) and w ∈ BMOdy,V (Rn), where
U ↪→L(X,Y ) and V ↪→ L(Y ′,X′) are UMD R-spaces, such that
〈
w,hθQ
〉′
b
=
∑
Q˜∈Q˜gen(Q)
t (θ,0,Q, Q˜)β˜1/2
Q˜
,
〈
w˜, h˜θ˜
Q˜
〉
b˜
=
∑
Q∈Qgen(Q˜)
t (0, θ˜ ,Q, Q˜)β1/2Q (6.14)
whenever 0 < θ < dQ, 0 < θ˜ < d˜Q˜.
Then there exists a unique operator
T ∈ L(LpX(Rn),LpY (Rn))
such that
〈
y′ ⊗ h˜θ˜
Q˜
, TMb
(
x ⊗ hθQ
)〉
b˜
= 〈y′, t (θ, θ˜ ,Q, Q˜)x〉
for all x ∈ X, y′ ∈ Y ′ and (θ, θ˜ ,Q, Q˜) ∈ Ξ.
Note that (6.13) is implied by the slightly stronger but much simpler-to-state condition
∑
m∈Zn
logmax(1/r,1/q
′)(2 + |m|)∑
κ
R(range tκ,m) < ∞, (6.15)
where tκ,m := t01κ,m + t10κ,m + t11κ,m. It is likely that in most examples the simpler condi-
tion (6.15) is quite sufficient; nevertheless, we have kept the more complicated form (6.13)
in the statement of Theorem 6.12 to record the minimal assumptions under which we were
able to carry out our proof. In the two important special cases when either t is scalar-valued,
or X and Y are Hilbert spaces (more generally, of cotype 2 and type 2, respectively),
hence the R-bound is equivalent to the norm bound, the ∞-norm over the R-bounds of
ξ -dependent sets as in (6.13) can be replaced by R-bounds over the whole range of tκ,m
any way.
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Our final purpose is to demonstrate how the more conventional style T b Theorem 1.1
for Calderón–Zygmund operators with standard kernels can be deduced from the abstract
version in Theorem 6.12.
For the verification of (6.15), we need to compute and estimate the R-boundedness
properties of the “matrix elements”
t
(
θ, θ˜ , cb(D,α), c˜b(D +˙m, α˜))= t(hθQ ⊗ h˜θ˜Q˜
)
(where Q = cb(D,α), Q˜ = c˜b(D +˙m, α˜)). This is similar to the corresponding task in [7];
however, unlike there, we only need to know t(hθQ ⊗ h˜θ˜Q˜) for Q and Q˜ of the same gener-
ation. Of course, t as appearing in Theorem 1.1 is not a priori defined on the non-smooth
functions hθQ, but we can still make sense of the matrix elements of our interest by appropri-
ate limit procedures for which we refer to [7], there being no real difference in comparison
to the scalar case.
Lemma 7.1. Under the standard R-estimates of Theorem 1.1, we have for all θ, θ˜ , α, α˜
and all 0 = m ∈ Zn
R({t(θ, θ˜ , cb(D,α), c˜b(D +˙m, α˜)): D ∈D}) C|m|−n log−2(2 + |m|).
Proof. Let us first consider |m| > n, in which case D and D +˙ m are necessarily disjoint
and t(hθQ ⊗ h˜θ˜Q˜) can be directly determined in terms of the kernel k. If θ = 0, then
t
(
hθQ ⊗ h˜θ˜Q˜
)=
∫ ∫
Rn×Rn
h˜θ˜
Q˜
(x)b˜(x)k(x, y)b(y)hθQ(y)dy dx
=
∫ ∫
Rn×Rn
h˜θ˜
Q˜
(x)b˜(x)
[
k(x, y)− k(x, z)]b(y)hθQ(y)dy dx
for any z = x. If D = 2j ([0,1[n+) (with j ∈ Z,  ∈ Zn), we make the change of variables
x = 2j (u+ +m), y = 2j (v + ), and we choose z := 2j . Since supphθQ ⊂ Q ⊂ D and
similarly for h˜θ˜
Q˜
, it suffices to integrate over (u, v) ∈ [0,1]n × [0,1]n. Thus
t
(
hθQ ⊗ h˜θ˜Q˜
)=
∫ ∫
[0,1]n×[0,1]n
2jn/2
(
h˜θ˜
Q˜
b˜
)(
2j (u+ +m))
× 2jn[k(2j (u+ +m),2j (v + ))− k(2j (u+ +m),2j )]
× 2jn/2(bhθ )(2j (v + ))dudv.Q
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ables displayed. If the middle factor is multiplied by
|u+m− v|n log2(|u+m− v|/|v|),
it belongs to an R-bounded set uniformly in all variables, according to the third condition
in the standard R-estimates. Thus we find that
R({t(θ, θ˜ , cb(D,α), c˜b(D +˙m, α˜)): D ∈D})
 C
∫ ∫
[0,1]n×[0,1]n
|u+m− v|−n log−2
( |u+m− v|
|v|
)
dudv
 C|m|−n log−2 |m|
for |m| > n and θ = 0. A similar estimate is obtained for θ˜ = 0 by exploiting the second
condition in the standard R-estimates instead of the third.
For 0 < |m| n, we still use the kernel representation and write
t
(
hθQ ⊗ h˜θ˜Q˜
)=
∫ ∫
[0,1]n×[0,1]n
2jn/2
(
h˜θ˜
Q˜
b˜
)(
2j (u+ +m))|u+m− v|−n
× ∣∣2j (u+ +m)− 2j (v + )∣∣nk(2j (u+ +m),2j (v + ))
× 2jn/2(bhθQ)(2j (v + ))dudv.
The first and last factors are bounded as before, the third belongs to an R-bounded set for all
values of the variables, and for 0 = m ∈ Zn we have ∫∫[0,1]n×[0,1]n |u+m−v|−n dudv  C,
thus R({t (θ, θ˜ , cb(D,α), c˜b(D +˙m, α˜)): D ∈D}) C for 0 < |m| n. 
Lemma 7.2. Under the standard R-estimates and the weak R-boundedness property of
Theorem 1.1, we have for all θ, θ˜ , α, α˜
R({t(θ, θ˜ , cb(D,α), c˜b(D, α˜)): D ∈D}) C.
Proof. Recall that hθQ is a linear combination of the indicators 1C of a finite number of
dyadic subcubes of Q with comparable size, and the coefficients are bounded in absolute
value by (a constant times) |Q|−1/2. A similar assertion holds, of course, for h˜θ˜
Q˜
. Thus the
task is reduced to making sense of and estimating |C|−1t(1C ⊗1C˜ ) for all dyadic subcubes
C and C˜ of D satisfying (C) = (C˜) = 2−2N(D). When C = C˜, this is handled just
like the case 0 < |m|  2 above. Thus we are left with bounding R({|D|−1t(1D ⊗ 1D):
D ∈D}).
Fix a positive test-function Ψ ∈ D(Rn) which is equal to 1 on [0,1]n and vanishes
outside of [−1,2]n. If D = 2j ([0,1[n + ), denote ΨD(x) := Ψ (2−j x − ). Estimating
with the kernel representation like in the case 0 < |m| 2, we find that R({|D|−1t(1D ⊗
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ΨD): D ∈D}) =R({t(A2−j 1[0,1[n ⊗A2
−j
 Ψ ): j ∈ Z,  ∈ Zn}). (Recall the notionAthf :=
tn/2f (t · −h).)
This is almost like what we have in the weak R-boundedness condition, except for
the fact that 1[0,1[n /∈ D(Rn). However, following [7, p. 41], we can expand 1[0,1[n as∑∞
µ=0
∑
λ∈I (µ) gµ,λ, where gµ,λ ∈ D(Rn) is supported in a ball B(xµ,λ,2−µ) and sat-
isfies ‖Dαgµ,λ‖∞  Cα2µ|α| uniformly in µ and λ; moreover, |I (µ)|  C2µ(n−1). (This
last estimate is related to the fact that the singular support of 1[0,1[n is of dimension n− 1.)
Corresponding to every gµ,λ we split Φ =∑2i=1 Φiµ,λ, where Φ1µ,λ ∈D(Rn) is supported
in B(xµ,λ,8 · 2−µ) while Φ2µ,λ ∈ D(Rn) vanishes in B(xµ,λ,4 · 2−µ), and, moreover,
‖DαΦ1µ,λ‖∞  Cα2µ|α|, ‖Φ2µ,λ‖∞  C.
Our purpose then is to show the convergence of
∞∑
µ=0
∑
λ∈I (µ)
2∑
i=1
R({t(A2−j gµ,λ,A2−j Φiµ,λ): j ∈ Z,  ∈ Zn}). (7.3)
The terms with i = 2 are handled by kernel estimates similar to those in the cases
|m| > n and 0 < |m|  n above. By using the support properties and uniform bounded-
ness of gµ,λ and Φiµ,λ, and writing the latter as a sum of Φ
i
µ,λ1C where the C’s are cubes
of side length 2−µ, these yield
R({t(A2−j gµ,λ,A2−j Φ2µ,λ): j ∈ Z,  ∈ Zn})
C2−µn
∑
0=m∈Zn
|m|−n log−2(2 + |m|)C2−µn.
As for i = 1, we notice that g˜µ,λ(x) := gµ,λ(2−µx + xµ,λ) and the similarly de-
fined Φ˜1µ,λ belong to a bounded subset of D(Rn) for all µ and λ. Moreover, gµ,λ =
2−µn/2A2µ2µxµ,λ g˜µ,λ, and then A2
−j
 gµ,λ = 2−µn/2A2
µ−j
2µ(+xµ,λ)g˜µ,λ with a similar formula
for Φ1λ,µ. Thus the weak R-boundedness property implies that
R({t(A2−j gµ,λ,A2−j Φ1µ,λ): j ∈ Z,  ∈ Zn}) C2−µn/2 · 2−µn/2.
Inserting these estimates and |I (µ)|  C2n(µ−1), we find that (7.3) is bounded by∑∞
µ=0 |I (µ)| ·C2−µn  C
∑∞
µ=0 2−µ = C. 
Corollary 7.4. Under the standard R-estimates and the weak R-boundedness property
assumptions of Theorem 1.1, condition (6.15) holds.
Proof. From the two lemmata above we have
R(range tκ,m) C
(
1 + |m|)−n log−2(2 + |m|).
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∑
m∈Zn
(
1 + |m|)−n logmax(1/r,1/q ′)−2(2 + |m|)
since UMD spaces have type r > 1 and cotype q < ∞ so that max(1/r, 1/q ′) − 2 <
−1. 
Lemma 7.5. Under the assumptions of Theorem 1.1, conditions (6.14) hold with w and w˜
as in Theorem 1.1.
Proof. Let us fix a θ˜ = 0 and Q˜ ∈ Q˜, and consider the second summation in (6.14). We
denote D := dy(Q˜).
∑
Q∈Qgen(Q˜)
t (0, θ˜ ,Q, Q˜)β1/2Q
=
( ∑
Q∈Qgen(Q˜), dy(Q)=D
+
∑
Q∈Qgen(Q˜), dy(Q) =D
)
t
(
1Q ⊗ h˜θ˜
Q˜
)
= t(1D ⊗ h˜θ˜
Q˜
)+ ∑
Q∈Qgen(Q˜), dy(Q) =D
∫ ∫
Rn×Rn
h˜θ˜
Q˜
(x)b˜(x)k(x, y)b(y)1Q(y)dx dy
= t(1D ⊗ h˜θ˜
Q˜
)+
∫ ∫
Rn×Rn
h˜θ˜
Q˜
(x)b˜(x)
[
k(x, y)− k(z, y)]b(y)(1 − 1D(y))dx dy
= t(χ ⊗ h˜θ˜
Q˜
)+
∫ ∫
Rn×Rn
h˜θ˜
Q˜
(x)b˜(x)
[
k(x, y)− k(z, y)]b(y)(1 − χ(y))dx dy,
where z ∈ D and χ ∈D(Rn) is equal to unity in a neighbourhoodO of D. For ψ ∈D(Rn),
with support in O, in place of h˜θ˜
Q˜
, the last line above would equal
∫
w˜(x)b˜(x)ψ(x)dx.
Writing h˜θ˜
Q˜
as a linear combination of indicators of dyadic subcubes of Q˜ and invoking
the series expansion from the previous lemma, we can use approximation to extend this
equality for h˜θ˜
Q˜
, too. This gives the second condition in (6.14). The first one is proved
similarly. 
Taken together, the computations of this section show that Theorem 6.12 implies Theo-
rem 1.1.
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