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1. Introduction
In this paper, we consider the following boundary value problem
(g(t)x′(t))′ + w(t)f (t, x(t)) = 0, 0 < t < 1, (1.1)
ax(0)− b lim
t→0+
g(t)x′(t) =
∫ 1
0
h(s)x(s)ds, ax(1)+ b lim
t→1−
g(t)x′(t) =
∫ 1
0
h(s)x(s)ds, (1.2)
where a, b > 0, g ∈ C1([0, 1], (0,+∞)) is symmetric on [0, 1], w ∈ Lp[0, 1] for some 1 ≤ p ≤ +∞, and is symmetric on
[0, 1], f : [0, 1]× [0,+∞)→ [0,+∞) is continuous, f (1− t, x) = f (t, x) for all (t, x) ∈ [0, 1]× [0,+∞), and h ∈ L1[0, 1]
is nonnegative, symmetric on [0, 1].
Eq. (1.1) describes many phenomena in the fields of gas dynamics, nuclear physics, chemically reacting systems and
atomic structures [1–5].
Recently, many authors have studied the existence and multiplicity of positive solutions for Eq. (1.1) with various
boundary conditions, for example, see [6–8] and the references therein. More recently, by applying the classical monotone
iterative technique, Yao [9] has obtained the existence of n symmetric positive solutions, and gave an iterative scheme for
approximating the solutions. On the other hand, we refer the reader to [10–14] for other recent results on the symmetric
positive solution for second-order boundary value problems.
At the same time, a class of boundary value problems with integral boundary conditions arise naturally in thermal
conduction problems [15], semiconductor problems [16], and hydrodynamic problems [17]. Such problems include two,
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three and multi-point boundary conditions and have recently been investigated by many authors [8,18,10,11,15,14,16,17,
19,20]. In particular, Boucherif [18] applied the fixed point theorem in cones to study the existence of positive solutions for
the problem given by
x′′(t) = f (t, x(t)), 0 < t < 1,
x(0)− cx′(0) =
∫ 1
0
g0(s)x(s)ds,
x(1)− dx′(1) =
∫ 1
0
g1(s)x(s)ds,
(1.3)
where f : [0, 1] × R → R is continuous, g0, g1 : [0, 1] → [0,+∞) are continuous and positive, c and d are nonnegative
real parameters. The author established some excellent results for the existence of positive solutions to problem (1.3) by
using the fixed point theorem in cones. On the other hand,we refer the reader to papers by Ahmad et al. [21,22], Feng et al.
[23,24] and Li et al. [25] for other recent results on nonlinear boundary value problems with integral boundary conditions
for different types of differential equations.
For the application in what follows, we first state the following lemmas which can be found in [26].
Lemma 1.1. Let P be a cone of real Banach space E andΩ be a bounded open subset of E and θ ∈ Ω . Suppose A : P ∩ Ω¯ → P
is a completely continuous operator, and satisfies Ax = µx, x ∈ P ∩ ∂Ω, µ < 1. Then i(A, P ∩Ω, P) = 1.
Lemma 1.2. Suppose A : P ∩ Ω¯ → P is a completely continuous operator, and satisfies
(1) inf
x∈P∩∂Ω ‖Ax‖ > 0; (2) Ax = µx, x ∈ P ∩ ∂Ω, µ ∉ (0, 1].
Then i(A, P ∩Ω, P) = 0.
To obtain some of the norm inequalities in our main results we employ Hölder’s inequality.
Lemma 1.3 (Hölder). Let f ∈ Lp[a, b] with p > 1, g ∈ Lq[a, b] with q > 1, and 1p + 1q = 1. Then fg ∈ L1[a, b] and‖fg‖1 ≤ ‖f ‖p‖g‖q.
Let f ∈ L1[a, b], g ∈ L∞[a, b]. Then fg ∈ L1[a, b] and ‖fg‖1 ≤ ‖f ‖1‖g‖∞.
The paper is organized in the following fashion. In Section 2, we provide some necessary background. In particular, we
state some properties of the Green’s function associatedwith problem (1.1)–(1.2). In Section 3, themain result will be stated
and proved. Finally, an example is given to illustrate the main results.
2. Preliminaries
Let J = [0, 1] and E = C[0, 1]. It is well known that E is a real Banach space with the norm ‖ · ‖ defined by
‖x‖ = max0≤t≤1 |x(t)|. Let K be a cone of E, Kr = {x ∈ K : ‖x‖ ≤ r}, ∂Kr = {x ∈ K : ‖x‖ = r}, where r > 0.
Throughout the forthcoming analysis, the following conditions are assumed:
(H0) a, b > 0;
(H1) g ∈ C1(J, (0,+∞)) is symmetric on J;
(H2) w ∈ Lp[0, 1] for some 1 ≤ p ≤ +∞ is symmetric on J , and there existsm > 0 such thatw(t) ≥ m a.e. on J;
(H3) f : J × [0,+∞)→ [0,+∞) is continuous and f (·, x) is symmetric on J for all x ≥ 0;
(H4) h ∈ L1[0, 1] is nonnegative, symmetric on J , and ν ∈ [0, a), where ν =
 1
0 h(s)ds.
We recall that the function x is said to be concave on J , if x(τ t2 + (1 − τ)t1) ≥ τx(t2) + (1 − τ)x(t1), t1, t2, τ ∈ J , and
the function x is said to be symmetric on J , if x(t) = x(1− t), t ∈ J.
In our main results, we will make use of the following lemmas.
Lemma 2.1. Assume that (H0), (H1) hold and ν ≠ a. Then for any y ∈ E, boundary value problem
−(g(t)x′(t))′ = y(t), 0 < t < 1,
ax(0)− b lim
t→0+
g(t)x′(t) =
∫ 1
0
h(s)x(s)ds,
ax(1)+ b lim
t→1−
g(t)x′(t) =
∫ 1
0
h(s)x(s)ds,
(2.1)
has a unique solution x given by
x(t) =
∫ 1
0
H(t, s)y(s)ds, (2.2)
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where
H(t, s) = G(t, s)+ 1
a− ν
∫ 1
0
G(s, τ )h(τ )dτ , (2.3)
G(t, s) = 1
∆


b+ a
∫ s
0
dr
g(r)

b+ a
∫ 1
t
dr
g(r)

, if 0 ≤ s ≤ t ≤ 1,
b+ a
∫ t
0
dr
g(r)

b+ a
∫ 1
s
dr
g(r)

, if 0 ≤ t ≤ s ≤ 1,
(2.4)
where∆ = 2ab+ a2  10 1g(r)dr, ν =  10 h(s)ds.
Proof. First suppose that x is a solution of problem (2.1). It is easy to see by integration of (2.1) that
−g(t)x′(t)+ lim
t→0+
g(t)x′(t) =
∫ t
0
y(s)ds.
Letting A = limt→0+ g(t)x′(t), then we have
x′(t) = A
g(t)
− 1
g(t)
∫ t
0
y(s)ds.
Integrating again, we obtain
x(t) = x(0)+ A
∫ t
0
1
g(s)
ds−
∫ t
0
1
g(s)
∫ s
0
y(r)drds.
By the boundary condition, we get
ax(0)− bA =
∫ 1
0
h(s)x(s)ds,
ax(0)+
[
a
∫ 1
0
1
g(s)
ds+ b
]
A =
∫ 1
0
h(s)x(s)ds+ a
∫ 1
0
1
g(s)
∫ r
0
y(r)drds+ b
∫ 1
0
y(s)ds.
Then
A = 1
a
 1
0
1
g(s)ds+ 2b
[
a
∫ 1
0
1
g(s)
∫ s
0
y(r)drds+ b
∫ 1
0
y(s)ds
]
,
x(0) = 1
a
∫ 1
0
h(s)x(s)ds+ b
a2
 1
0
1
g(s)ds+ 2ab
[
a
∫ 1
0
1
g(s)
∫ s
0
y(r)drds+ b
∫ 1
0
y(s)ds
]
.
Thus
x(t) = 1
a
∫ 1
0
h(s)x(s)ds+ b
a2
 1
0
1
g(s)ds+ 2ab
[
a
∫ 1
0
1
g(s)
∫ s
0
y(r)drds+ b
∫ 1
0
y(s)ds
]
+
 t
0
1
g(s)ds
a
 1
0
1
g(s)ds+ 2b
[
a
∫ 1
0
1
g(s)
∫ s
0
y(r)drds+ b
∫ 1
0
y(s)ds
]
−
∫ t
0
1
g(s)
∫ s
0
y(r)drds
= 1
a
∫ 1
0
h(s)x(s)ds+
∫ 1
0
G(t, s)y(s)ds,
where G(t, s) is defined by (2.4). Multiplying the above equation with h(t) and integrating it again, we can get∫ 1
0
h(s)x(s)ds = a
a−  10 h(t)dt
∫ 1
0
h(t)
∫ 1
0
G(t, s)y(s)dsdt.
It follows that
x(t) =
∫ 1
0
G(t, s)y(s)ds+ 1
a−  10 h(t)dt
∫ 1
0
h(t)
∫ 1
0
G(t, s)y(s)dsdt
=
∫ 1
0
H(t, s)y(s)ds,
where H(t, s) is defined in (2.3). The proof is complete. 
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From (2.3) and (2.4), we can prove that H(t, s),G(t, s) have the following properties.
Proposition 2.1. If ν ∈ [0, a), (H1) and (H4) hold, then we have
H(t, s) > 0, G(t, s) > 0, for t, s ∈ J; (2.5)
G(1− t, 1− s) = G(t, s), H(1− t, 1− s) = H(t, s), for t, s ∈ J; (2.6)
1
∆
b2 ≤ G(t, s) ≤ G(s, s) ≤ 1
∆
D,
1
∆
ab2γ ≤ H(t, s) ≤ H(s, s) ≤ 1
∆
aγD, for t, s ∈ J, (2.7)
where D = (b+ a  10 drg(r) )2, γ = 1a−ν , for t, s ∈ J.
Proof. It is clear that (2.5) holds. Now we prove that (2.6) and (2.7) hold.
First, we consider (2.6). In fact, if t ≤ s, then 1− t ≥ 1− s. In view of (2.4) and the assumption (H1) (g is symmetric on
J), we get
G(1− t, 1− s) = 1
∆

b+ a
∫ 1−s
0
1
g(r)
dr

b+ a
∫ 1
1−t
1
g(r)
dr

= 1
∆

b+ a
∫ s
1
1
g(1− r)d(1− r)

b+ a
∫ 0
t
1
g(1− r)d(1− r)

= 1
∆

b+ a
∫ 1
s
1
g(r)
dr

b+ a
∫ t
0
1
g(r)
dr

= G(t, s), 0 ≤ t ≤ s ≤ 1.
Similarly, we can prove that G(1− t, 1− s) = G(t, s), 0 ≤ s ≤ t ≤ 1. So, we have G(1− t, 1− s) = G(t, s), ∀t, s ∈ J .
By (2.3) and (H4), we have
H(1− t, 1− s) = G(1− t, 1− s)+ 1
a− ν
∫ 1
0
G(1− s, τ )h(τ )dτ
= G(t, s)+ 1
a− ν
∫ 0
1
G(1− s, 1− τ)h(1− τ)d(1− τ)
= G(t, s)+ 1
a− ν
∫ 1
0
G(s, τ )h(τ )dτ
= H(t, s).
So (2.6) is established. Next we show that (2.7) holds ∀t, s ∈ J . In fact, if t ≤ s, from (2.4) and (H1), then we have
G(t, s) = 1
∆

b+ a
∫ t
0
1
g(r)
dr

b+ a
∫ 1
s
1
g(r)
dr

≤ 1
∆

b+ a
∫ s
0
1
g(r)
dr

b+ a
∫ 1
s
1
g(r)
dr

= G(s, s)
≤ 1
∆

b+ a
∫ 1
0
1
g(r)
dr

b+ a
∫ 1
0
1
g(r)
dr

= 1
∆

b+ a
∫ 1
0
1
g(r)
dr
2
= 1
∆
D.
Similarly, we can prove that G(t, s) ≤ G(s, s) ≤ 1
∆
D, ∀0 ≤ s ≤ t ≤ 1.
Therefore, G(t, s) ≤ G(s, s) ≤ 1
∆
D, ∀t, s ∈ J. And then, by (2.3), we have
H(t, s) = G(t, s)+ 1
a− ν
∫ 1
0
G(s, τ )h(τ )dτ
≤ G(s, s)+ 1
a− ν
∫ 1
0
G(τ , τ )h(τ )dτ
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≤ 1
∆
D+ 1
∆
D
1
a− ν
∫ 1
0
h(τ )dτ
= 1
∆
D

1+ 1
a− ν
∫ 1
0
h(τ )dτ

= 1
∆
D
a
a− ν =
1
∆
Daγ , ∀t, s ∈ J.
On the other hand, from (2.4), we have
G(t, s) ≥ 1
∆

b+ a
∫ 0
0
1
g(r)
dr

b+ a
∫ 1
1
1
g(r)
dr

= 1
∆
b2, ∀t, s ∈ J.
And then, by (2.3), we have
H(t, s) = G(t, s)+ 1
a− ν
∫ 1
0
G(s, τ )h(τ )dτ
≥ 1
∆
b2 + 1
∆
b2
1
a− ν
∫ 1
0
h(τ )dτ
≥ 1
∆
b2

1+ 1
a− ν
∫ 1
0
h(τ )dτ

= 1
∆
b2
a
a− ν =
1
∆
b2aγ , ∀t, s ∈ J.
So, ∀t, s ∈ J , we have
1
∆
b2 ≤ G(t, s) ≤ G(s, s) ≤ 1
∆
D,
1
∆
ab2γ ≤ H(t, s) ≤ H(s, s) ≤ 1
∆
aγD.
The proof is complete. 
For the sake of applying Lemmas 1.1 and 1.2, we construct a cone in E by
K = {x ∈ E : x ≥ 0, x(t) is symmetric, concave on J , and min
t∈J x(t) ≥ δ∗‖x‖}, (2.8)
where δ∗ = b2D . Define an operator
(Tx)(t) =
∫ 1
0
H(t, s)w(s)f (s, x(s))ds. (2.9)
From (2.9), we know that x ∈ C[0, 1] is a solution of problem (1.1)–(1.2) if and only if x is a fixed point of operator T , and
we can obtain the following Lemma 2.2.
Lemma 2.2. Assume that (H0)–(H4) hold. If x ∈ E is a solution of the integral equation x(t) = (Tx)(t) =
 1
0 H(t, s)w(s)
f (s, x(s))ds, then x ∈ C[0, 1] ∩ C2(0, 1), and x is a solution of problem (1.1)–(1.2).
Lemma 2.3. Suppose that (H0)–(H4) hold. Then T (K) ⊂ K and T : K → K is completely continuous.
Proof. For all x ∈ K , from (2.9) we have (Tx)′′(t) = −w(t)f (t, x(t)) ≤ 0,which implies that Tx is concave on J . On the other
hand, by (2.3) and (2.9) we obtain
(Tx)(0) ≥ 0, (Tx)(1) ≥ 0.
It follows that (Tx)(t) ≥ 0 for t ∈ J . Noticingw, x are symmetric on J , and f (t, x) is symmetric on J , we have
(Tx)(1− t) =
∫ 1
0
H(1− t, s)w(s)f (s, x(s))ds
=
∫ 0
1
H(1− t, 1− s)w(1− s)f (1− s, x(1− s))d(1− s)
=
∫ 1
0
H(t, s)w(s)f (s, x(s))ds = (Tx)(t),
i.e., (Tx)(1− t) = (Tx)(t), t ∈ J . Therefore, Tx is symmetric on J .
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On the other hand, by (2.7) we obtain
(Tx)(t) =
∫ 1
0
H(t, s)w(s)f (s, x(s))ds ≤ 1
∆
aγD
∫ 1
0
w(s)f (s, x(s))ds.
Similarly, by (2.7) we obtain
(Tx)(t) =
∫ 1
0
H(t, s)w(s)f (s, x(s))ds
≥ 1
∆
ab2γ
∫ 1
0
w(s)f (s, x(s))ds
= δ∗ 1
∆
aγD
∫ 1
0
w(s)f (s, x(s))ds
≥ δ∗‖Tx‖, t ∈ J.
So, Tx ∈ K and then T (K) ⊂ K .
Finally, similar to the proof of Lemma 2.1 in [9] we can prove T : K → K is completely continuous. The proof is
complete. 
3. Main results
In this section, we apply Lemmas 1.1 and 1.2 to establish the existence of positive solutions for problem (1.1)–(1.2). We
consider the following three cases for w ∈ Lp[0, 1] : p > 1, p = 1, and p = ∞. Case p > 1 is treated in the following
theorem. Write Fβ = lim supx→β maxt∈J f (t,x)x , Fβ = lim infx→β mint∈J f (t,x)x ,where β denotes 0 or∞, and
M−11 = max{‖H‖q‖w‖p, ‖H‖1‖w‖∞, ‖H‖∞‖w‖1}, m−11 =
1
∆
δ∗ab2γm.
Theorem 3.1. Assume that (H0)–(H4) hold. In addition, suppose that
(H5) 0 < F 0 < M1, and m1 < F∞ <∞, or (H6) 0 < F∞ < M1, and m1 < F0 <∞.
Then problem (1.1)–(1.2) has at least one symmetric positive solution.
Proof. We only consider the case (H5). Considering 0 < F 0 < M1, there exist r > 0, ε0 > 0 such thatM1 − ε0 > 0 and for
any 0 < x ≤ r we have
f (t, x) ≤ (M1 − ε0)x ≤ (M1 − ε0)r, t ∈ J. (3.1)
Therefore, from (2.7) and (3.1), we have for all x ∈ ∂Kr
(Tx)(t) =
∫ 1
0
H(t, s)w(s)f (s, x(s))ds
≤
∫ 1
0
H(s, s)w(s)ds(M1 − ε0)r
≤ ‖H‖q‖w‖p(M1 − ε0)r
≤ ‖H‖q‖w‖pM1r − ε0‖H‖q‖w‖pr
< r.
So, Tx ≠ λx, ∀x ∈ ∂Kr , and λ ≥ 1. This and Lemma 1.1 imply
i(T , Kr , K) = 1. (3.2)
Next we show that the conditions of Lemma 1.2 hold. In fact, from m1 < F∞ < ∞, we know that there exist
R > δ∗r > 0, ε1 > 0 such that
f (t, x) ≥ (m1 + ε1)x, ∀x ≥ R, t ∈ J.
Letting r∗ = δ−1∗ R, then r∗ > r , and
min
t∈J x(t) ≥ δ∗‖x‖ = R, ∀x ∈ ∂Kr∗ .
Now we prove that Tx ≠ λx, ∀x ∈ ∂Kr∗ , 0 < λ ≤ 1. If not, then there exist x0 ∈ ∂Kr∗ and 0 < λ0 ≤ 1 such that
Tx0 = λ0x0. So, we have
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x0(t) = λ−10 (Tx0)(t) = λ−10
∫ 1
0
H(t, s)w(s)f (s, x0(s))ds
≥ 1
∆
ab2γ
∫ 1
0
w(s)x(s)ds(m1 + ε1)
≥ 1
∆
δ∗γ ab2m
∫ 1
0
ds(m1 + ε1)r∗
= r∗

1+ ε1
m1

> r∗,
i.e., r∗ > r∗, which is a contradiction. On the other hand, from the above calculations, we can also obtain (Tx)(t) ≥
δ∗r∗(1+ ε1m1 ) > δ∗r∗. Hence, infx∈∂Kr∗ ‖Tx‖ ≥ δ∗r∗ > 0.
So the conditions of Lemma 1.2 hold, and then from Lemma 1.2, we have
i(T , Kr∗ , K) = 0. (3.3)
On the other hand, from (3.2) and (3.3) together with the additivity of the fixed point index, we get
i(T , Kr∗ \ K¯r , K) = i(T , Kr∗ , K)− i(T , Kr , K) = 0− 1 = −1. (3.4)
Applying the solution property of the fixed point index to (3.4) yields that T has a fixed point x∗ ∈ Kr∗ \ K¯r . Thus it follows
that problem (1.1)–(1.2) has a symmetric positive solution x∗. The proof is complete. 
Remark 1. From the proof of Theorem 3.1, one can deduce that the problem (1.1)–(1.2) has another nonnegative solution
x∗∗ with x∗∗ ∈ Kr .
The following theorem deals with the case p = ∞.
Corollary 3.1. Assume that (H0)–(H5) hold. Then problem (1.1)–(1.2) has at least one symmetric positive solution.
Proof. Let ‖H‖1‖w‖∞ replace ‖H‖p‖w‖q and repeat the argument above. 
Finally, we consider the case of p = 1.
Corollary 3.2. Assume that (H0)–(H5) hold. Then problem (1.1)–(1.2) has at least one symmetric positive solution.
Proof. Similar to the proof of Theorem 3.1. For x ∈ ∂Kr , we have all x ∈ ∂Kr
(Tx)(t) =
∫ 1
0
H(t, s)w(s)f (s, x(s))ds
≤
∫ 1
0
H(s, s)ds(M1 − ε0)r
≤ ‖H‖∞‖w‖1(M1 − ε0)r
≤ ‖H‖∞‖w‖1M1r − ε0‖H‖∞‖w‖1r
< r.
Therefore, Tx ≠ λx, ∀x ∈ ∂Kr , and λ ≥ 1. This and Lemma 1.1 imply that (3.2) holds. This together with (3.3) completes
the proof. 
Remark 2. In Theorem 3.1, we generalize the results of [18,9] in two main directions
(1) g ∈ C1([0, 1], (0,+∞)) is considered.
(2) w(t) is Lp-integrable for some 1 ≤ p ≤ +∞.
Example. Consider the following boundary value problem
−

1
1+ sin(π t)x
′(t)
′
= 1t − 12  13

t − 1
2
2
+ 1

1
10
tanh x+
3√2
6
x

, t ∈ J,
x(0)− x′(0) =
∫ 1
0
1
2
dt, x(1)+ x′(1) =
∫ 1
0
1
2
dt,
(3.5)
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where g(t) = 11+sin(π t) , w(t) = 1|t− 12 | 13
, a = b = 1, h(t) = 12 ,
f (t, x) =

t − 1
2
2
+ 1

1
10
tanh x+
3√2
6
x

.
By a simple computation, we have ν = 12 , γ = 2,∆ = 3+ 2π , δ∗ = 1(2+ 2π )2 ,m =
3√2,m1 = 3
√
2
12 ,
G(t, s) = 1
3+ 2
π


1+ 1
π
+ s− 1
π
cos(πs)

2+ 1
π
− t + 1
π
cos(π t)

, 0 ≤ s ≤ t ≤ 1,
1+ 1
π
+ t − 1
π
cos(π t)

2+ 1
π
− s+ 1
π
cos(πs)

, 0 ≤ t ≤ s ≤ 1.
H(s, s) = G(s, s)+
∫ 1
0
G(s, τ )dτ
= 1
3+ 2
π

1+ 1
π
+ s− 1
π
cos(πs)

2+ 1
π
− s+ 1
π
cos(πs)

+ 1
3+ 2
π

1+ 1
π
+ s− 1
π
cos(πs)

3
2
− 2s+ 1
π
− 1
π
s+ 1
2
s2 − 1
π2
sin(πs)

+ 1
3+ 2
π

2+ 1
π
− s+ 1
π
cos(πs)

s+ 1
π
s+ 1
2
s2 − 1
π2
sin(πs)

.
Choosing p = 2, then q = 2, and we have
‖w‖2 =
∫ 1
0

t − 1
2
− 23
dt
 1
2
=

6
3√2 ,
‖H‖2 =
[∫ 1
0
[H(s, s)]2ds
] 1
2
≈ 1.45 = M1,
0 < F 0 = lim sup
x→0
max
t∈J

t − 12
2 + 1  110 tanh x+ 3√26 x
x
= 5
4

1
5
+
3√2
6

< 1.45 = M1.
3√2
12
= m1 < F∞ = lim inf
x→∞ mint∈J

t − 12
2 + 1  110 tanh x+ 3√26 x
x
=
3√2
6
<∞.
By Theorem 3.1, problem (3.5) has a symmetric positive solution. 
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