Sur les familles des lois de fonction de hasard unimodale (applications en fiabilité et analyse de survie) by SAAIDIA, Noureddine & NIKOULINE, Mikhail Stepanovitch
THÈSE
Pour l’obtention du grade de
DOCTEUR DE L’UNIVERSITE DE BORDEAUX1
ÉCOLE DOCTORALE DE MATHÉMATIQUES ET INFORMATIQUE
DOMAINE DE RECHERCHE: STATISTIQUES
Présentée par
Noureddine SAAIDIA
Sur les Familles des Lois de Fonction de Hasard Unimodale.
Applications en Fiabilité et Analyse de Survie
Soutenue le 24 Juin 2013
Devant le jury Composé de:
M. Mounir MESBAH Professeur, Univ. de Paris VI Rapporteur
M. Mikhail NIKULIN Professeur, Univ. de Bordeaux Directeur
M. Alaa CHATEAUNEUF Professeur, Univ. Blaise Pascal, Clermont Ferrant Rapporteur
Mme. Catherine HUBER-CAROL Professeur, Univ. René Descartes-Paris 5 Examinatrice
M. Fabrice GUERIN Professeur, Univ. d’Angers Examinateur
M. Vincent COUALLIER Maître de conférences, Univ. de Bordeaux Examinateur
M. Léo GERVILLE-REACHE Maître de conférences, HDR, Univ. de Bordeaux Examinateur
Dedicace
A mes chers parents.
A ma femme et mes enfants.
A mes frères et sœurs.
1


Remerciement
Je commence tout d’abord par remercier mon directeur de thèse professeur M.S. Nikulin pour
sa confiance, son humanité, sa patience sa générosité, son amitié, ses conseils constructifs, le temps
et la disponibilité dont il a fait preuve pendant ces années, aussi ses suggestions importantes et les
corrections nécessaires. J’apprécie la pleine confiance et la liberté scientifique qu’il m’a accordé pour
la réalisation de cette thèse, ainsi que d’avoir cru en mes capacités et en me donnant une véritable
liberté d’action et ce dans d’excellentes conditions.
Il l’a dirigée avec une grande efficacité. Qu’il trouve ici mon admiration et mes profonds respects.
Je pense avoir reçu son message sur une vision de la recherche et j’espère pouvoir l’honorer dans le
futur.
Je remercie chaleureusement et particulièrement M. Mounir MESBAH, Professeur à l’Université
Pierre et Marie Curie, Paris VI de m’avoir fait le grand honneur en acceptant de rapporter ma thèse.
Qu’il trouve ici toute de ma profonde gratitude
Je remercie infiniment M. Alaa CHATEAUNEUF, Professeur à l’Université Blaise Pascal, Cler-
mont Ferrant d’avoir accepté de rapporter ma thèse. Je lui adresse tous mes profonds respects.
Mes remerciements vont également à M. Fabrice GUERIN, Professeur à l’Université d’Angers pour
avoir accepté d’examiner cette thèse et présider le jury.
i
Remerciements
Je tiens à exprimer ma profonde reconnaissance et toute ma gratitude à Madame Catherine
HUBER-CAROL, Professeur à l’université René Descartes, Paris V. Je suis très sensible à l’hon-
neur qu’elle m’a fait en acceptant d’examiner et juger cette thèse. Qu’elle trouve ici l’expression de
ma profonde gratitude.
J’adresse mes chaleureux remerciements et ma gratitude à M. Léo Gerville-Réache, Maître de
conférences et HDR à l’Université de Bordeaux d’avoir accepter d’examiner ce travail. Qu’il trouve
ici, l’expression de ma très haute considération.
Je tiens à remercier chaleureusement et fortement M. Vincent Couallier, Maître de conférences à
l’Université de Bordeaux pour l’intérêt qu’il a accordé à ce travail depuis le début, pour son aide et
ses conseils, et pour la spontanéité avec laquelle il a accepté d’examiner et juger ce travail.
Mes vifs remerciements vont aussi à Mme. N. Seddik-Ameur, Professeur au département de Mathé-
matiques à l’université Badji Mokhtar-Annaba, Algérie pour ses conseils constructifs et ses suggestions
importantes.
Je remercie mes parents, mes frères et sœurs pour leur encouragements.
J’adresse mes sincères remerciements et mes profonds respects à ma femme l’étoile brillante de ma
vie pour son encouragement et sa patience, ainsi à mes enfants Oualla Maissoune, Med Zakaria et le
petit Raïd.
Mes vifs remerciements vont plus particulièrement à M. Daniel Commenges, équipe de biostatis-
tique, ISPED, Université Victor Segalen, Bordeaux 2.
Je remercie chaleureusement et particulièrement, Pr. Badr- Eddine Ainseba, M. Pierrick Legrand,
M. Ramzan Tahir, M. Quang Tran, M. Alejandro Lopez Rincon, Melle Ingrid Rochelle, et toute
l’équipe de "Fiabilité et Statistique Mathématique", Bordeaux 2, pour leur aide et leur soutien.
ii
Remerciements
Mes vifs remerciements vont aussi à Yacine Ait Ammar, Redha Souakri, Nabil Bouadjila, B.
Trouzine, H. Trouzine, Foued Mansouri et à tous mes amis que je ne peux pas compter...
iii
Table des matières
iv
Table des matières
Table des figures ix
Liste des tableaux xi
Introduction générale 1
1 Les familles des lois de fonction de hasard unimodale 5
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 La distribution log-normale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3 La distribution log-logistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
4 La distribution de Weibull exponentielle . . . . . . . . . . . . . . . . . . . . . . . . . . 8
5 La distribution de Weibull généralisée . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
6 La distribution de Birnbaum-Saunders . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
7 La distribution Gaussienne inverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
7.1 Densité de probabilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
7.2 Fonction caractéritique et moments . . . . . . . . . . . . . . . . . . . . . . . . . 15
7.3 La fonction de répartition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
7.4 La fonction de hasard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
7.5 Analogies avec la loi Normale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
7.6 Caractéristiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
7.7 Propriétés statistiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
7.8 Quelques applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
7.8.1 Science actuarielle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
7.8.2 Démographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
7.8.3 Hydrologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
v
Table des matières
2 Test d’ajustement du Chi-deux pour les familles de fonction de hasard unimodale 27
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 La théorie du test du Chi-deux. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1 Test du Chi-deux de Pearson. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Les méthodes d’estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1 La méthode du maximum de vraisemblance (MV) . . . . . . . . . . . 29
2.2.2 La méthode du minimum du Chi-deux . . . . . . . . . . . . . . . . . . 31
2.2.3 La méthode des moments . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Tests d’ajustement du Chi-deux modifiés . . . . . . . . . . . . . . . . . . . . . 34
3 Tests d’ajustement pour la loi log-normale . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Tests d’ajustement pour la loi log-logistique . . . . . . . . . . . . . . . . . . . . . . . . 38
5 Tests d’ajustement pour la loi de Weibull exponentielle . . . . . . . . . . . . . . . . . . 40
6 Tests d’ajustement pour la loi de Weibull généralisée . . . . . . . . . . . . . . . . . . . 43
7 Tests d’ajustement pour la loi de Birnbaum-Saunders . . . . . . . . . . . . . . . . . . 46
8 Tests d’ajustement pour la loi Gaussienne inverse . . . . . . . . . . . . . . . . . . . . . 49
8.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8.2 Autres tests d’ajustement pour la loi Gaussienne inverse . . . . . . . . . . . . . 61
9 Test de Chi-deux de la loi Gaussienne inverse contre la loi log-normale . . . . . . . . 62
10 Test du Chi-deux de la loi Gaussienne inverse contre la loi de Weibull généralisée . . 65
11 Etude de la puissance des tests : Simulation . . . . . . . . . . . . . . . . . . . . . . . . 66
12 Test d’ajustement du Chi-deux pour les données censurées . . . . . . . . . . . . . . . 69
12.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
12.2 Test d’ajustement du Chi-deux pour la famille des lois Gaussiennes inverses . 70
12.3 Test de Habib et Thomas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
12.4 Test de Bagdonavičius et Nikulin . . . . . . . . . . . . . . . . . . . . . . . . . . 74
12.4.1 Application à la loi Gaussienne inverse . . . . . . . . . . . . . . . . . 79
12.4.2 Réanalyse des données de "Arm A" du cancer de la tête et du cou
[Efron (1988)]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3 Le modèle de Régression AFT. 85
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
2 Le modèle AFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.2 Le principe du modèle de Sedyakin . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.3 Définition du modèle AFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
2.4 Plan d’expériences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.5 Estimation dans les modèles AFT-LN et AFT-WG . . . . . . . . . . . . . . . 91
2.6 Estimation dans le modèle AFT-IG . . . . . . . . . . . . . . . . . . . . . . . . . 91
vi
Table des matières
2.7 Test d’ajustement pour le molèle AFT paramétrique . . . . . . . . . . . . . . . 98
2.7.1 Construction du test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
2.7.2 La distribution asymptotique de Z . . . . . . . . . . . . . . . . . . . . 99
2.7.3 Le test Statistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2.7.4 Choix de aˆj : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2.7.5 Application à la loi Gaussienne inverse . . . . . . . . . . . . . . . . . 103
4 Analyse des systèmes redondants 107
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
2 Système redondant S(1, 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3 Système redondant S(1,m− 1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4 L’estimation de Kj(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5 L’intervalle de confiance asymptotique de Kj(t) . . . . . . . . . . . . . . . . . . . . . 111
6 La distribution Gaussienne inverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7 La distribution log-normale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8 La distribution log-logistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
9 La distribution de Weibull généralisée . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
9.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Conclusion générale et perspectives 133
Bibliographie 135
Liste de Publications et de Communications 145
vii
Table des matières
viii
Table des figures
1.1 Fonctions de densité de la distribution LN. . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Fonctions de survie de la distribution LN. . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Fonctions de hasard de la distribution LN. . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Fonctions de densité de la distribution LL. . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Fonctions de survie de la distribution LL. . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Fonctions de hasard de la distribution LL. . . . . . . . . . . . . . . . . . . . . . . . . 9
1.7 Fonctions de densité de la distribution EW. . . . . . . . . . . . . . . . . . . . . . . . 10
1.8 Fonctions de survie de la distribution EW. . . . . . . . . . . . . . . . . . . . . . . . 10
1.9 Fonctions de hasard de la distribution EW. . . . . . . . . . . . . . . . . . . . . . . . 10
1.10 Fonctions de densité de la distribution GW. . . . . . . . . . . . . . . . . . . . . . . . 11
1.11 Fonctions de survie de la distribution GW. . . . . . . . . . . . . . . . . . . . . . . . 11
1.12 Fonctions de hasard de la distribution GW. . . . . . . . . . . . . . . . . . . . . . . . 11
1.13 Fonctions de densité de la distribution BS. . . . . . . . . . . . . . . . . . . . . . . . 12
1.14 Fonctions de survie de la distribution BS. . . . . . . . . . . . . . . . . . . . . . . . . 13
1.15 Fonctions de hasard de la distribution BS. . . . . . . . . . . . . . . . . . . . . . . . . 13
1.16 Fonctions de densité de la distribution IG. . . . . . . . . . . . . . . . . . . . . . . . 14
1.17 Fonctions de survie de la distribution IG. . . . . . . . . . . . . . . . . . . . . . . . . 17
1.18 Fonctions de hasard de la distribution IG. . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Comparaison des fonctions de densité pour IG . . . . . . . . . . . . . . . . . . . . . 55
2.2 Comparaison des fonctions de survie pour IG. . . . . . . . . . . . . . . . . . . . . . 55
2.3 Histogrammes de Y n2 pour (µ, λ) = (1, 1), et n = 20, 30, 50, 80, 100, 150. . . . . . . 59
2.4 Histogrammes de Y n2 pour (µ, λ) = (1, 1), et n = 200, 300, 400, 500. . . . . . . . . . 60
2.5 Comparaison des densités de IG et de LN pour les données d’ERCA. . . . . . . . . . 64
2.6 Comparaison des densités de IG et de GW pour les données d’ERCA. . . . . . . . . 66
ix
Table des matières
2.7 Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre . . 67
2.8 Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre . 68
2.9 Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre . 68
2.10 Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre . 69
2.11 Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre . 69
4.1 Graphes des estimateurs des fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4, . . . . . . . 116
4.2 Graphes des estimateurs des fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4, . . . . . . . 121
4.3 Graphes des estimateurs de fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4, . . . . . . . . 130
x
Liste des tableaux
1.1 Les quatre premiers moments de la distribution IG. . . . . . . . . . . . . . . . . . . 15
1.2 Les estimateurs de MVUE de quelques fonctions de paramètres pour la distribution
IG. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1 Données d’entretien d’ERCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2 Valeurs des 3 tests pour les Données d’entretien d’ERCA. . . . . . . . . . . . . . . . 56
2.3 Niveau empirique pour µ = 0.25 et λ = (0.5, 1, 5, 10). . . . . . . . . . . . . . . . . . . 57
2.4 Niveau empirique pour µ = 1 et λ = (0.5, 1, 5, 10). . . . . . . . . . . . . . . . . . . . 57
2.5 Niveau empirique pour µ = 4 et λ = (0.5, 1, 5, 10). . . . . . . . . . . . . . . . . . . . 58
2.6 Niveau empirique pour µ = 10 et λ = (0.5, 1, 5, 10). . . . . . . . . . . . . . . . . . . . 58
2.7 Quelques tests d’ajustement pour les données censurées aléatoires à droite. . . . . . 71
2.8 Données d’Efron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.1 Niveau de confiance pour K2(t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.2 Niveau de confiance pour K2(t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.3 Niveau de confiance pour K2(t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.4 Niveau de confiance pour K2(t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
xi
Table des matières
xii
Introduction générale
La présente thèse est consacrée aux études des modèles statistiques appliqués en fiabilité et en ana-
lyse de survie, en particulier aux études des familles paramétriques de fonction de hasard unimodale
(croissante puis décroissante) dont nous pouvons citer : les familles des distributions : log-normales, log-
logistiques, de Birnbaum-Saunders [Birnbaum et Saunders (1969a,1969b)], de Weibull exponentielle
[Mudholkar et al. (1995, 1996)], de Weibull généralisée [Bagdonavičius et Nikulin (2002)] et Gaus-
siennes inverses. Il faut noter que la monographie de Bagdonavičius et Nikulin (2002) a mis l’accent
sur les études des modèles semi-paramétriques. En même temps, la pratique montre que souvent, grâce
aux études du comportement des familles semi-paramétriques, il est raisonnable de les approximer par
les modèles paramétriques. De ce point de vue, il faut dire que la famille des lois Gaussiennes inverses
est très importante par la richesse de ses propriétés ; et c’est pour cela que souvent elle apparaît comme
un modèle compétitif vis-à-vis des distributions de fonction de hasard unimodale. Estimant que cette
famille aux applications très diversifiées mérite d’être davantage approfondie, nous nous proposons de
construire le test d’ajustement du Chi-deux pour cette famille, ainsi la construction des modèles avec
covariables basés sur cette famille.
La distribution Gaussienne inverse tient son nom du fait qu’elle établit une relation directe avec la
loi normale : la fonction génératrice des cumulants de la loi Gaussienne inverse est l’inverse de celle de la
loi normale. Pendant des décennies, cette distribution a intéressé des chercheurs de différents domaines,
notamment en fiabilité, actuariat, histomorphométrie, réseaux électriques, hydrologie, management,
démographie, tests de vie accélérés, météorologie, santé mentale, physiologie, économie, cardiologie,
etc.
L’origine de cette distribution remonte au célèbre botaniste Robert Brown (1773-1858). Il s’est
intéressé à l’étude du mouvement des particules (qui est maintenant bien connu sous le nom du
1
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mouvement brownien). En 1905, Albert Einstein a utilisé la distribution normale comme modèle pour
le mouvement brownien. En 1915, Schrödinger a montré que la distribution du temps du premier
passage suit une loi Gaussienne inverse. L’utilisation de la loi Gaussienne inverse comme un modèle
de durée de vie est particulièrement intéressante [Chhikara et Folks (1989)]. La fonction de hasard de
la loi Gaussienne inverse est unimodale, de même que les distributions log-normale, log-logistique, de
Birnbaum-Saunders, de Weibull exponentielle et de Weibull généralisée. Sachant que les distributions
présentant une fonction de hasard unimodale sont très peu nombreuses, il s’avère que la distribution
Gaussienne inverse est très concurrente à ces distributions et offre certains avantages par rapport à
celles-ci, parce que pour les distributions log-normale, log-logistique, de Weibull exponentielle et de
Weibull généralisée, la fonction de hasard croît de zéro à son maximum puis diminue jusqu’à zéro. Par
contre, pour les distributions Gaussienne inverse et de Birnbaum-Saunders, la fonction de hasard croît
de zéro à son maximum puis tend asymptotiquement vers une constante non nulle. Le comportement
asymptotique de la fonction de hasard de la distribution Gaussienne inverse implique que l’occurrence
de la panne devient purement aléatoire et indépendante du passé (sans mémoire). Par contre les autres
distributions escamotent la panne, ce qui n’est pas possible pour la plupart des systèmes.
Le test d’ajustement du Chi-deux a été introduit par Karl Pearson en 1900. Ce test est bien adapté
à une loi discrète, mais si la loi est continue, il faut regrouper les données (ou l’échantillon) en classes
dont le nombre et l’amplitude posent problème. Pearson a montré que pour une hypothèse simple, la
statistique de Pearson suit asymptotiquement une loi du Chi-deux à r − 1 degrés de liberté, où r est
le nombre de classes choisi. En général les paramètres de la loi sont inconnus et doivent être estimés
à partir de l’échantillon ; dans ce cas la statistique de Pearson ne suit plus asymptotiquement une loi
du Chi-deux et dépend à la fois des paramètres en question et de la méthode d’estimation.
Fisher (1928) a montré que si on estime les paramètres par la méthode du minimum du Chi-deux
pour les données groupées, la statistique de Pearson suit asymptotiquement une loi du Chi-deux à
(r−s−1) degrés de liberté, où s est le nombre de paramètres estimés. Chernoff et Lehmann (1954) ont
montré que si on estime les paramètres de la loi par la méthode du maximum de vraisemblance, la limite
de la statistique de Pearson change dramatiquement. Dans les années 70, ce résultat a conduit plusieurs
auteurs Nikulin (1973a,1973b), Dzhaparidze et Nikulin (1974), Moore et Spruill (1975), Rao et Robson
(1974) à s’intéresser à des modifications de la statistique de Pearson qui suivent asymptotiquement une
loi du Chi-deux après estimation des paramètres à partir des données non regroupées. Plus de détails
sur la construction des tests de type du Chi-deux pour les données complètes, voir la monographie de
Greenwood et Nikulin (1996).
Le test d’ajustement du type du Chi-deux a été étendu même aux données censurées aléatoires.
Plusieurs travaux ont été réalisés dans ce cadre, on peut citer Habib et Thomas (1986), Akritas (1988),
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Hjort (1990), Kim (1993), Bagdonavičius et Nikulin (2012). Plus de détails sur la constructions des
tests du type du Chi-deux pour les données censurées, voir la monographie récente de Bagdonavičius,
Kruopis et Nikulin (2010a).
Dans ce travail, nous nous sommes intéressés essentiellement à la construction et la mise en œuvre
de test d’ajustement du type du Chi-deux modifié pour les familles des lois de fonction de hasard
unimodale et plus particulieremnt pour la famille des lois Gaussiennes inverses. Ensuite, nous avons
élaboré un logiciel de calcul qui nous a permis de faire des simulations aussi bien pour les données com-
plètes que pour les données censurées. D’autre part, nous avons fait une étude comparative [Lemeshko
et al. (2010)] entre le test de Nikulin-Rao-Robson et les tests non-paramétriques de Kolmogorov-
Smirnov, Cramér von-Mises et d’Anderson-Darling.
Et pour montrer l’importance de la distribution Gaussienne inverse par rapport aux autres distri-
butions, nous avons construit le test de la loi Gaussienne inverse contre la loi log-normale et le test de
la loi Gaussienne inverse contre la loi de Weibull généralisée.
D’autres travaux concernant le test d’ajustement pour la distribution Gaussienne inverse ont été
réalisés. On peut citer : Gunes et al. (1997), Mudholkar et al.(2001), O’Reilly et al. (1992), Henze et
al. (2002), Edgeman et al. (1988).
Le manuscrit s’articule autour de quatre chapitres.
Dans le premier chapitre, nous donnons une description générale des familles de distributions de
fonction de hasard unimodale et la description de la distribution Gaussienne inverse et ses quelques
propriétés et caractéristiques, puis nous donnons le tableau des estimateurs non biaisés de variance
minimale pour quelques fonctions de paramètres en termes de la statistique exhaustive minimale, en
utilisant toute la puissance de la théorie d’estimation paramétrique, voir par exemple, Voinov et Ni-
kulin (1993).
Dans le deuxième chapitre, nous exposons la théorie du test du Chi-deux en donnant les méthodes
d’estimation, puis nous construisons les tests d’ajustement modifiés : Nikulin-Rao-Robson, Dzhapa-
ridze et Nikulin et McCulloch (1985) pour les familles citées ci-dessous. Ensuite, nous construisons
le test de type du Chi-deux de la loi Gaussienne inverse contre la loi log-normale et le test de type
du Chi-deux de la loi Gaussienne inverse contre la loi de Weibull généralisée. Nous avons calculé la
puissance de ces tests.
Dans le troisième chapitre, nous construisons des modèles avec covariables basés sur la distribution
Gaussienne inverse, en particulier le modèle AFT et le modèle de Sedyakin pour étudier la fiabilité
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des systèmes redondants.
Dans le dernier chapitre, nous exposons les systèmes redondants basés sur les familles paramétriques
de fonction de hasard unimodale avec simulation.
4
Chapitre 1
Les familles des lois de fonction de hasard
unimodale
1 Introduction
Dans ce chapitre, nous illustrons brièvement les distributions qui ont une fonction de hasard unimo-
dale et nous donnons quelques caractéristiques et propriétés statistiques de la distribution Gaussienne
inverse. Pour plus de détails concernant cette dernière, on peut voir Chhikara et Folks (1989), Seshadri
(1993) et Seshadri (1999).
2 La distribution log-normale
La distribution log-normale (LN) est aussi appelée loi de Galton. On dit d’une variable aléatoire
X suit une loi log-normale de paramètres ν et σ2 si son logarithme suit une loi normale.
La fonction de densité, la fonction survie et la fonction de hasard de la loi log-normale sont
respectivement données par :
fLN (x, θLN ) =
1
σ
√
2pix
exp
{
−(ln x−m)
2
2σ2
}
, x > 0, θLN = (m,σ)T , σ > 0, m ∈ R, (1.1)
SLN (x, θLN ) = 1− FLN (θLN ) = 1− Φ
( ln x−m
σ
)
, (1.2)
hLN (x, θLN ) =
1
σ
√
2pixexp
{
− (lnx−m)22σ2
}
1− Φ
(
lnx−m
σ
) . (1.3)
Où Φ est la fonction de répartition de la loi normale standard N(0, 1). Rappelons qu’une fonc-
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tion de hasard est unimodale (ou ∩−shape) si elle augmente de zéro à un maximum puis diminue à
zéro (ou à une constante non nulle). Pour la distribution LN, la fonction de hasard (1.3) est unimodale.
Dans les figures 1.1, 1.2 et 1.3, nous représentons les fonctions de densité, de survie et de hasard
en fixant un paramètre et en variant l’autre.
Figure 1.1 – Fonctions de densité de la distribution LN.
Figure 1.2 – Fonctions de survie de la distribution LN.
Cette loi trouve ses applications notamment en fiabilité, en économie, en biologie pour modéliser
le poids des organismes vivants et en hydrologie pour modéliser les débits mensuels de petits bassins
versants à régimes pluviaux.
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Figure 1.3 – Fonctions de hasard de la distribution LN.
3 La distribution log-logistique
La distribution log-logistique (LL) est largement utilisée dans l’analyse de survie lorsque la fonc-
tion de hasard présente une forme unimodale. Elle ressemble beaucoup la distribution LN, mais elle
a l’avantage d’avoir des expressions simples pour les fonctions de survie et de hasard. Nous pouvons
utiliser la distribution LL pour modéliser le taux de mortalité dû au cancer après diagnostic ou trai-
tement, et aussi en hydrologie pour modéliser le débit d’un cours d’eau ou le niveau des précipitations
et en économie pour modéliser l’inégalité des revenus.
Les fonctions de survie et de densité de la distribution LL sont :
SLL(x, θLL) = 1− FLL(θLL) =
1
1 + (xσ )ν
, x ≥ 0, θLL = (σ, ν)T , σ > 0, ν > 0, (1.4)
fLL(x, θLL) =
ν
σν
xν−1
(
1 +
(
x
σ
)ν)−2
, (1.5)
et la fonction de hasard est
hLL(x, θLL) =
ν
σν
xν−1
1
1 + (xσ )ν
. (1.6)
Dans les figures 1.4, 1.5 et 1.6, nous représentons les fonctions de densité, de survie et de hasard
pour la distribution LL en fixant un paramètre et en variant l’autre.
Notons que si ν < 1, la fonction de hasard hLL (1.6) est monotone décroissante de l’infini à 0. Si
ν > 1, hLL est unimodale. Notons aussi que Santana et al. (2012) ont construit une distribution appelée
"Kumaraswamy-log-logistic distribution" basée sur les distributions log-logistique et Kumaraswamy,
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Figure 1.4 – Fonctions de densité de la distribution LL.
Figure 1.5 – Fonctions de survie de la distribution LL.
sa fonction de hasard pour cette nouvelle distribution peut être monotone (croissante ou décroissante),
unimodale ou en forme de baignoire(i.e. ∪−shape).
4 La distribution de Weibull exponentielle
La distribution de Weibull exponentielle (Exponentiated Weibull) (EW) a été introduite par
Efron(1988). Ses propriétés ont été étudiées par Mudholkar et al. (1995, 1996). Cette distribution
possède de bonnes caractéristiques comme la distribution de Weibull généralisée, sa fonction de ha-
sard peut être constante, monotone (croissante ou décroissante), unimodale ou en forme de baignoire.
Si γ < ν < 1, la fonction de hasard hEW (1.9) est unimodale
8
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Figure 1.6 – Fonctions de hasard de la distribution LL.
La fonction de densité de la distribution EW est :
fEW (x, θEW ) =
ν
γσν
xν−1e−(
x
σ )
ν {
1− e−( xσ )
ν} 1
γ
−1
, x ≥ 0, θEW = (σ, ν, γ)T , σ, ν, γ > 0, (1.7)
et les fonctions de survie et de hasard sont :
SEW (x, θEW ) = 1− FEW (θEW ) = 1−
{
1− e−( xσ )
ν} 1
γ
, (1.8)
et
hEW (x, θEW ) =
ν
(
x
σ
)ν−1
e−(
x
σ )
ν {
1− e−( xσ )
ν} 1
γ
−1
σγ
{
1−
(
1− e−( xσ )
ν) 1
γ
} . (1.9)
Dans les figures 1.7, 1.8 et 1.9, nous représentons respectivement les fonction de densité, de survie
et de hasard pour la distribution EW en fixant un paramètre et en variant les deux autres.
5 La distribution de Weibull généralisée
La distribution de Weibull généralisée (GW) est proposée par Bagdonavičius et Nikulin (2002). A
cause de sa flexibilité, la distribution de Weibull généralisée possède de bonnes propriétés : la fonction
de hasard peut être constante, monotone (croissante ou décroissante), unimodale ou en forme de bai-
gnoire, ceci explique pourquoi cette loi est la plus utilisée dans les modèles de vie accélérés. Dans le
cas où la fonction de hasard est unimodale, nous aurons nécessairement γ > ν > 1.
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Figure 1.7 – Fonctions de densité de la distribution EW.
Figure 1.8 – Fonctions de survie de la distribution EW.
Figure 1.9 – Fonctions de hasard de la distribution EW.
La fonction de survie de la distribution de GW est donnée par :
SGW (x, θGW ) = 1−FGW (θGW ) = exp
{
1−
(
1 +
(
x
σ
)ν) 1γ}
, x ≥ 0, θGW = (σ, ν, γ)T , σ, ν, γ > 0,
(1.10)
et la fonction de densité est :
fGW (x, θGW ) =
ν
γσν
xν−1
(
1 +
(
x
σ
)ν) 1γ−1
exp
{
1−
(
1 +
(
x
σ
)ν) 1γ}
. (1.11)
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La fonction de hasard est :
hGW (x, θGW ) =
ν
γσν
xν−1
(
1 +
(
x
σ
)ν) 1γ−1
. (1.12)
Dans les figures 1.10, 1.11 et 1.12 nous représentons respectivement les fonction de densité, de
survie et de hasard pour la distribution GW en fixant un paramètre et en variant les deux autres.
Figure 1.10 – Fonctions de densité de la distribution GW.
Figure 1.11 – Fonctions de survie de la distribution GW.
Figure 1.12 – Fonctions de hasard de la distribution GW.
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6 La distribution de Birnbaum-Saunders
La distribution de Birnbaum-Saunders (BS) [Birnbaum et Saunders (1969a,1969b)] est récemment
devenu un modèle très populaire dans le domaine des distributions de fiabilité et de durée de vie. En
particulier, cette distribution est utilisée pour modéliser la durée de vie des matériaux soumis à un
stress cyclique où la défaillance est due à la croissance d’une fissure dominante.
SBS (x, θBS ) = 1− FBS (x, θBS ) = Φ
[
1
α
{(
β
x
) 1
2 −
(
x
β
) 1
2
}]
, x > 0, θBS = (α, β)T , α, β > 0,
(1.13)
et la fonction de densité est
fBS (x, θBS ) =
1
2
√
2piαβ
{(
β
x
) 1
2
+
(
β
x
) 3
2
}
exp
[
− 12α2
(
x
β
+ β
x
− 2
)]
. (1.14)
La fonction de hasard est
hBS (x, θBS ) =
1
2
√
2piαβ
{(
β
x
) 1
2 +
(
β
x
) 3
2
}
exp
[
− 12α2
(
x
β +
β
x − 2
)]
Φ
[
1
α
{(
β
x
) 1
2 −
(
x
β
) 1
2
}] . (1.15)
Nous pouvons montrer que :
lim
x→∞hBS (x, θBS ) =
1
2β2 . (1.16)
Figure 1.13 – Fonctions de densité de la distribution BS.
Dans les figures 1.13, 1.14 et 1.15, nous représentons respectivement les fonctions de densité, de
survie et de hasard pour la distribution BS en fixant un paramètre et en variant l’autre.
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Figure 1.14 – Fonctions de survie de la distribution BS.
Figure 1.15 – Fonctions de hasard de la distribution BS.
7 La distribution Gaussienne inverse
7.1 Densité de probabilité
On dit qu’une variable aléatoire X suit une loi Gaussienne inverse (IG), et on note X ∼ IG(µ, λ)
si sa fonction de densité s’écrit :
fIG(x, θIG) =
(
λ
2pix3
) 1
2
exp
{
−λ(x− µ)
2
2µ2x
}
, x ≥ 0, , θIG = (µ, λ)T , µ, λ > 0. (1.17)
Où µ et λ sont deux paramètres strictement positifs, et µ représente la moyenne de X.
La fonction de densité (1.17) peut être paramétrisée de plusieurs façons :
f1(x, α, λ) =
(
λ
2pix3
) 1
2
exp{−αλx+ λ√2α− λ2x},
13
Chapitre 1. Les familles des lois de fonction de hasard unimodale
f2(x, µ, φ) =
(
µφ
2pix3
) 1
2
exp{−φx2µ + φ−
µφ
2x },
f3(x, φ, λ) =
(
λ
2pix3
) 1
2
exp{−φ
2x
2λ + φ−
λ
2x},
où (µ, λ) est remplacé par (α, λ), (µ, φ) ou (φ, λ), avec : φ = λµ , φ > 0, µ = (2α)−1/2, α >
0. Chacune de ces formes est adaptée à l’analyse des données dans différentes disciplines. On peut
facilement vérifier les relations suivantes :
f(x, θIG) = µ−1f2(
x
µ
, 1, φ) = λ−1f3(
x
λ
, φ, 1).
Le paramètre φ = λµ est souvent appelé le paramètre de forme (shape parameter). Plus φ prend
des valeurs modérées plus la densité (1.17) est fortement dissymétrique, et plus φ est grand, plus la
densité (1.17) est proche d’une densité normale. Dans la figure (1.16), nous représentons la densité de
IG(µ, λ) en fixant un paramètre et en variant l’autre.
Figure 1.16 – Fonctions de densité de la distribution IG.
La fonction (1.17) est unimodale avec un mode égal à :
Mo = µ

(
1 + 94φ2
)1
2 − 32φ
 .
Les coefficients d’asymétrie (skewness coefficient) et d’aplatissement (kurtosis coefficient) de IG(µ, λ)
sont respectivement :
γ1 =
µ3
σ3
= 3√
φ
, γ2 =
µ4
σ4
= 15/φ+ 3.
D’après γ2, on voit clairement que si le paramètre φ devient très grand, la densité de la distribution
Gaussienne inverse tend vers celle de la loi normale, et que cette distribution possède plusieurs pro-
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Ordre Moment simple Moment centré Cumulant
1 µ - µ
2 µ2 + µ3/λ µ3/λ = V ar(X) µ3/λ
3 µ3 + 3µ4/λ+ 3µ5/λ2 3µ5/λ2 3µ5/λ2
4 µ4 + 6µ5/λ+ 15µ6/λ2 + 15µ7/λ3 3µ6/λ2 + 15µ7/λ3 15µ7/λ3
Tableau 1.1 – Les quatre premiers moments de la distribution IG.
priétés analogues à la distribution normale.
7.2 Fonction caractéritique et moments
Soit X ∼ IG(µ, λ). La fonction génératrice des moments MX(t) de X est donnée par :
MX(t) = E(etX) =
∫ +∞
0
etxf(x, µ, λ)dx = exp
λµ
1− (1− 2µ2t
λ
) 1
2
 , (1.18)
et la fonction caractéritique CX(t) de X est donnée par :
CX(t) = E(eitX) = exp
λµ
1− (1− 2iµ2t
λ
) 1
2
 .
Tous les moments positifs et les moments négatifs existent. Les moments positifs (moments néga-
tifs) peuvent être calculés en prenant les dérivées (en intégrant ) de l’équation (1.18) au point t = 0.
Proposition 1.1. [Seshadri (1993)] Pour tout k un entier strictement non négatif, on a :
E(Xk) = µk
k−1∑
i=0
(k − 1 + i)!
i!(k − 1− i)! (2φ)
−i, k ≥ 1,
et
E(X−k) = E(X
k+1)
µ2k+1
.
Si k = 1, on trouve : E(X) = µ, E( 1X ) =
E(X2)
µ3 =
1
µ +
1
λ .
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Définition 1.1. Etant donné une variable aléatoire X de moyenne µ et de variance σ2. La fonction
génératrice des cumulants g(t) est le logarithme de la fonction génératrice des moments, i.e.
g(t) = lnE(etX) =
∞∑
r=1
κr
tr
r! = µt+ σ
2 t
2
2 + · · · , (1.19)
cette fonction est intimement liée à la fonction génératrice des moments et à la fonction caracté-
ristique de la variable X.
Les cumulants κr s’obtiennent en prenant les dérivées de la fonction (1.19) au point t = 0, i.e.
κr = g(r)(0).
En utilisant l’équation (1.18), la fonction génératrice des cumulants de IG(µ, λ) est donnée par :
g
IG
(t) = λ
µ
1− (1− 2µ2t
λ
) 1
2
 ,
la dérivée d’ordre r de la fonction génératrice des cumulants gIG est :
g(r)
IG
(t) = µ
2r−1
λr−1
1.3.5.7.9 · · · (2r − 3)
(
1− 2µ
2t
λ
)−r+ 12
,
et les cumulants κr sont donnés par la relation suivante :
Pour r ≥ 2, κr = 1.3.5 · · · .(2r − 3)µ
2r−1
λr−1
.
Dans le tableau (1.1), nous donnons les quatre premiers moments simples, moments centrés ainsi
que les quatre premiers cumulants.
Remarque 1.1. On dit que les deux variables aléatoires X et Y sont inverses si la fonction
génératrice des cumulants de X est l’inverse de celle de Y . La fonction génératrice des cumulants de
la loi normale N(m,σ2) est donnée par
gN (t) = −mt+
1
2σ
2t2.
Nous pouvons vérifier facilement que la fonction gN est l’inverse de gIG , d’où l’origine du nom
"inverse Gaussian". Nous pouvons aussi vérifier que la loi binomiale est l’inverse de la loi binomiale
négative, et que la loi de Poisson et l’inverse de la loi Gamma.
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7.3 La fonction de répartition
Si X ∼ IG(µ, λ), la fonction de répartition de X peut s’écrire :
FIG(x, θIG) =
∫ x
0
(
λ
2pit3
) 1
2
exp
{
−λ(t− µ)
2
2µ2t
}
dt
= Φ
√λ
x
(
x
µ
− 1
)+ exp(2λ
µ
)
Φ
−
√
λ
x
(
x
µ
+ 1
) , (1.20)
La fonction de survie est :
SIG(x, θIG) = 1− FIG(x, θIG) = Φ
−
√
λ
x
(
x
µ
− 1
)− exp(2λ
µ
)
Φ
−
√
λ
x
(
x
µ
+ 1
) . (1.21)
Figure 1.17 – Fonctions de survie de la distribution IG.
Dans la figure 1.17 nous représentons la fonction de survie de la distribution IG pour diverses
combinaisons de µ et λ.
Proposition 1.2 Si le rapport λµ = φ est très grand alors la fonction de répartition de X peut
être approximée par :
FIG(x, µ, λ) ≈ Φ
√λ
x
(
x
µ
− 1
) .
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Preuve :
Il suffit de montrer que :
lim
λ
µ
→∞
exp
(2λ
µ
)
Φ
−
√
λ
x
(
x
µ
+ 1
) = 0, (1.22)
soit y =
√
λ
x
(
x
µ − 1
)
alors (1.20) devient :
FIG(x, µ, λ) = Φ (y) + exp
(2λ
µ
)
Φ
(
−
√
y2 + 4λ
µ
)
, (1.23)
d’où suivant (1.23) :
lim
λ
µ
→∞
exp
(2λ
µ
)
Φ
−
√
λ
x
(
x
µ
+ 1
) = lim
φ→∞
e2φΦ
(
−
√
y2 + 4φ
)
=
lim
φ→∞
Φ
(
−√y2 + 4φ)
e−2φ
= lim
φ→∞
−2√
y2+4φ
1√
2pie
−( 12y2+4φ)
−2e−2φ = 0.
Ce dernier résultat est obtenu en appliquant la règle de L’Hospital.
7.4 La fonction de hasard
La fonction de hasard de la loi IG est donnée par :
hIG(x, θIG) =
f(x, µ, λ)
S(x, µ, λ) =
(
λ
2pix3
) 1
2 exp{−λ(x−µ)22µ2x }
Φ
(
−
√
λ
x
(
x
µ − 1
))
− exp(2λµ )Φ
(
−
√
λ
x
(
x
µ + 1
)) , x ≥ 0. (1.24)
On peut facilement vérifier que cette fonction est unimodale, de plus nous avons :
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lim
x→∞hIG(x, θIG) =
λ
2µ2 . (1.25)
Notons que les fonctions de hasard (1.15) et (1.24) des distributions BS et IG possèdent à l’in-
finie les limites (1.16) et (1.25) respectivement, cela signifie que la fonction de hasard de chaqu’une
de ces distributions croît de 0 à son maximum puis tend asymptotiquement vers une constante non
nulle. En revanche, pour les distributions LN, LL, EW et PGW la fonction de hasard croit de 0 à
son maximum puis diminue jusqu’à 0. Le comportement asymptotique des fonctions de hasard (1.15)
et (1.24) implique que l’occurrence de la panne devient purement aléatoire et indépendante du passé
(sans mémoire)[Gunes et al. (1997)], par contre les autres distributions escamotent la panne ce qui
n’est pas possible pour la plupart des systèmes.
Dans la figure 1.18 nous représentons la fonction de hasard de la distribution IG pour diverses
combinaisons des paramètres µ et λ.
Figure 1.18 – Fonctions de hasard de la distribution IG.
7.5 Analogies avec la loi Normale
Proposition 1.3. [Seshadri (1993)]. Soit X = (X1, X2, · · · , Xn)T un n−échantillon (i.e. n variables
aléatoires indépendantes et identiquement distribuées) tel que Xi ∼ IG(µ, λ). On considère la variable
aléatoire :
Y = λ
µ2
(Xi − µ)2
Xi
,
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alors :
Y ∼ Γ(12 ,
1
2) = χ
2
1.
Par généralisation, on obtient :
n∑
i=1
λ(Xi − µ)2
µ2Xi
∼ χ2n.
Proposition 1.4. [Seshadri (1993)]. Si Xi ∼ IG(µ, λ), alors X−1i ∼ IG(1/µ, λ/µ2) ∗ Γ(1/2, λ/2).
7.6 Caractéristiques
Théorème 1.1. [Chhikara et Folks (1989)]. Soit X = (X1, X2, · · · , Xn)T un n−échantillon. On
suppose que :
E(Xi), E(X2i ), E(
1
Xi
), E
(
n∑
i=1
Xi
)−1
,
existent et sont non nulles, alors :
∀ i = 1, · · · , n, Xi ∼ IG(µ, λ)⇔ Y =
n∑
i=1
Xi et Z =
n∑
i=1
X−1i − n2Y −1 sont indépendantes.
A la base de ce théorème, Mudholkar et al. (2001) ont construit un test d’ajustement pour la
distribution IG.
7.7 Propriétés statistiques
Calculons la fonction de vraisemblance de l’échantillon X1, X2, · · · , Xn :
L(θIG) =
n∏
i=1
fIG(Xi, θIG) = λ
n
2 (2pi)
n
2
n∏
i=1
X
− 32
i exp
(
i=n∑
i=1
−λ(Xi − µ)2
2µ2Xi
)
, θIG = (µ, λ)T ,
la fonction de log-vraisemblance est :
`(θIG) =
n
2 lnλ−
n
2 ln(2pi)−
3
2
n∑
i=1
lnXi −
n∑
i=1
λ(Xi − µ)2
2µ2Xi
, (1.26)
les fonctions de score sont :
∂`
∂µ
= λ
µ3
i=n∑
i=1
(Xi − µ) = n λ
µ3
(
X − µ
)
,
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∂`
∂λ
= n2λ −
(
i=n∑
i=1
(Xi − µ)2
2µ2Xi
)
= n2λ −
1
2µ2 (nX) +
2n
µ
− 12
n∑
i=1
X−1i .
Les estimateurs du maximum de vraisemblance (MV) de µ et λ sont successivement

µˆ = X
λˆ = n∑n
i=1X
−1
i − n(X)−1
= n
V
,
où
X = 1
n
n∑
i=1
Xi, V =
n∑
i=1
X−1i − n(X)−1.
Proposition 1.5. [Seshadri (1993)]. Pour la famille IG(µ, λ), la statistique T =
(
X,V
)T
est
exhaustive minimale et complète pour θIG .
Remarque 1.2. Les estimateurs non biaisés à variance minimale (MVUE) de µ et λ sont respec-
tivement :
µˆ = X et λˆ = n− 3
V
, n > 3.
Dans le tableau (1.2), on donne les estimateurs non biaisés à variance minimale de quelques fonc-
tions de paramètres avec F (·, ·, ·, ·) représente la fonction hypergéométrique de Gauss (voir Voinov et
Nikulin (1993)).
7.8 Quelques applications
Dans ce paragraphe nous présentons quelques applications majeures de la loi Gaussienne inverse.
Comme le mouvement Brownien est la base de cette loi, il est naturel qu’on pense d’abord à des
applications dans les sciences naturelles et physiques.
7.8.1 Science actuarielle
Dans le domaine de mathématiques des assurances, il est important de spécifier la distribution
de probabilité d’un seul coût d’indemnisation. Pour cette spécification, on calcule la distribution de
probabilité du nombre total d’indemnités. Seal (1969) a proposé comme modèle, la distribution log-
normale, par contre Seal (1978) et Berg (1994) ont préconisé l’utilisation de la distribution Gaussienne
inverse pour la modélisation des coûts d’indemnisation.
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7.8.2 Démographie
Une variété de modèles mathématiques ont été proposés dans la littérature pour la modélisation
de courbes de fertilité dont le plus fréquemment utilisé est le modèle de Hadwiger (1940). La fonction
de Hadwiger est donnée par :
f(x) = ab
c
(
c
x
) 3
2
exp
{
−b2
(
c
x
+ x
c
− 2
)}
où x est l’âge de la mère à la naissance et a, b, c sont les trois paramètres à estimer. Ces trois
paramètres peuvent avoir une interprétation démographique comme suit : le paramètre a est associé à
la fertilité totale, le paramètre c est lié à l’âge moyen de la maternité et b est le paramètre déterminant
la hauteur de la courbe.
On voit clairement que la fonction de Hadwiger n’est que la densité de la distribution Gaussienne
inverse.
7.8.3 Hydrologie
L’analyse des crues par les méthodes statistiques a commencé dès 1913. Bien que Holton (1913)
a utilisé la loi normale pour décrire les inondations annuelles. Comme ces données sont asymétriques,
alors d’autres modèles sont nécessaires. Hazen (1914) a utilisé la loi log-normale avec un certain succès,
et plus tard, la théorie de Gumbel des valeurs extrêmes est devenue "le véhicule" de l’analyse de données
des crues. Dans les premières études, il s’avère que la distribution des inondations doit être dotée d’un
minimum de trois paramètres ce qui a motivé Halphen à développer la distribution Gaussienne inverse
généralisée en 1941.
On rappelle que la distribution Gaussienne inverse généralisée à trois paramètres possède la forme :
f(x, γ, µ, λ) =
[
2µγKγ(
λ
µ
)
]−1
xγ−1exp
−λx
−1 + λ
µ2x
2
 , x ≥ 0, −∞ < γ <∞, µ, λ > 0,
où Kγ(.) est la fonction de Bessel modifié de 3eme classe d’orde γ.
Si γ = −1/2 , on obtient la densité de la distribution Gaussienne inverse IG(µ, λ).
La distribution Gaussienne inverse peut éventuellement être appliquée en management, météoro-
logie, santé mentale, physiologie, pharmacocinétique, photogrammétrie, l’intensité du bruit du trafic,
écologie, entomologie, histomorphométrie, réseaux électriques et en cardiologie.
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Pour plus de détails, on peut voir Takagi et al. (1997), Onara et al. (2000), Nadarajah (2009),
Silva (2006), Shunsuke Sato et al. (2007), Chhikara et Folks (1989), Seshadri (1993), Seshadri (1999),
Saunders (2007), Voinov et Nikulin (1989), Voinov et Nikulin (1993), Xiao et al.(2010), Takagi et al.
(1997), Shunsuke et al.(2007), Henze et al. (2002), Onara et Padgett (2000), O’Reilly et al. (1992).
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le paramètre MVUE
Fˆ (x) = P(X ≤ x) a)
0, x < x1
1− Fn−2(−ω1) + n−2n
{
1 + 4(n−1)
nV X
}n−3
2 Fn−2(−ω2), x1 ≤ x ≤ x2
1, x > x2
, n > 2
ω1 =
√
n(n− 2)(x−X)√
V X(nX − x)x− n(x−X)2
,
ω2 =
√
n(n− 2)
[
X + n−2n x
]
√
V X(nX − x)x− n(x−X)2
,
Fn−2(x) = P(χ2n−2 ≤ x) =
Γ(n−12 )√
pi(n− 2)Γ(n−22 )
∫ x
−∞
(
1 + u
2
n− 2
)−n−12
du,
x1,2 =
X
2(n+ V X)
{
n(2 + V X)±
√
4n(n− 1)V X + n2V 2X2
}
.
b)
0, x < x1
√
n(n−1)(n+V X)n−42 Γ(n−12 )√
piV
n−3
2 (X)
n−7
2 Γ(n−22 )
∫ x
x1
(t− x1)n−42 (x2 − t)n−42 (t)−n−12
(
nX − t
)−n−12 dt,
x1 ≤ x ≤ x2
1, x > x2
n > 2
fˆ(x, µ, λ)
fˆ(x, µ, λ) =

0, 0 < V < C
n(n− 1)
√
X
3 Γ(n−12 )(V − C)
n−4
2
√
pi V
n−3
2 Γ(n−22 )
√
nx3(nX − x)3
, V > C
,
C = n(x−X)
2
Xx(nX − x) , n > 2.
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fˆ(x, µ, λ)
µ connu
fˆ(x, µ, λ) =

0, 0 < V < (x−µ)
2
µ2x
Γ(n−12 )
[
V − (x−µ)2
µ2x
]n−4
2
√
nx3V
n−3
2 Γ(n−22 )
, V > (x−µ)
2
µ2x
,
n > 2
fˆ(x, µ, λ)
λ connu
fˆ(x, µ, λ) =

0, Xn < x
n(n− 1)
√
λX
3√
2pinx3(nX − x)3
exp
{
− nλ(X−x)22Xx(nX−x)
}
, Xn ≥ x ,
µ X
λ n−3V
λα
2αΓ(n−12 )
V αΓ(n−12 − α)
λ−1
V
n−1
1
µ
λ connu 1
X
− 1nλ
1
µ
λ inconnu 1
X
− Vn(n−1)
φ = λµ
V
n−1
1
φ =
µ
λ
XV
n− 1 , n > 3
3√
φ
3Γ(n−12 )
√
XV√
2Γ(n2 )
F (−14 ,
1
4;
n
2 ,−
XV
n
)
15
φ
15XV
n−1 , n > 3
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µ3/λ a)
nX
2
[
1− F (1, 12 ,
n− 1
2 ,−
XV
n
)
]
, n > 1
b)
X
3
V
n− 1F (1,
3
2 ,
n+ 1
2 ,−
XV
n
), n > 1
√
µ3/λ 
√
X
3
V Γ(n−12 )√
2Γ(n2 )
F (34 ,
1
4 ,
n
2 ,−XVn ), XV < n
√
X
3
V n
3
4Γ(n−12 )√
2(n+XV ) 34Γ(n2 )
F (34 ,
2n−1
4 ,
n
2 ,− XVn+XV ), XV ≥ n
,
n ≥ 2
le paramètre MVUE
E(Xk)
Γ(n− 12 )
k−1∑
m=0
2−2mΓ(k +m)Xk+mV m
m!Γ(k −m)Γ(n+2m−12 )
F
(
m+ k − 1
2 ,
m+ k
2 ,
n+ 2m− 1
2 ,−
XV
n
)
CX(t) = E(eitX)
(n− 1)
√
X
3Γ(n−12 )√
pin3V Γ(n−22 )
∫ +∞
0
τ−3/2(X − τ)−3/2eintτ
[(
1− (nτ −X
2)2
nτXV (X − τ)
)
+
]
dτ,
où a+ = max(0, a)
Tableau 1.2 – Les estimateurs de MVUE de quelques fonctions de paramètres pour la distribution IG.
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Chapitre 2
Test d’ajustement du Chi-deux pour les familles
de fonction de hasard unimodale
1 Introduction
Dans ce chapitre, nous donnons un aperçu du test du Chi-deux de Pearson ainsi que les méthodes
d’estimation et les propriétés des estimateurs. Ensuite nous construisons les tests du Chi-deux modifiés
pour les distributions vues précédemment ainsi que la puissance de ces tests en mettant l’accent sur
la distribution IG. Comme la distribution IG est très concurrente aux autres distributions, nous
construisons alors le test de la loi IG contre la loi LN et le test de la loi IG contre la loi de PGW et
ceci en utilisant la statistique de Nikulin-Rao-Robson (NRR) avec les classes de Neyman-Pearson.
2 La théorie du test du Chi-deux.
2.1 Test du Chi-deux de Pearson.
Soient (X1, X2, · · · , Xn) un n−échantillon (i.e. n variables aléatoires indépendantes et identique-
ment distribuées ). On Considère le problème de tester l’hypothèse H0 suivant :
H0 : P(Xi ≤ x) = F (x, θ) , θ = (θ1, θ2, · · · , θs) ∈ Θ ⊂ Rs, x ∈ R1, (2.1)
où F (x, θ) est la fonction de distribution de Xi . Soit f(x, θ) la fonction de densité correspondante
à F (x, θ).
On partage la droite réelle en r sous-intervalles : I1, I2, · · · , Ir mutuellement disjoints, par les points :
−∞ = a0 < a1 < · · · < ar−1 < ar = +∞, Ij =]aj−1, aj ].
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Soit p(θ) = (p1(θ), p2(θ), · · · , pr(θ))T , avec
pi(θ) =
∫ ai
ai−1
f(x, θ)dx = F (ai, θ)− F (ai−1, θ), i = 1, 2, · · · , r.
Il résulte le vecteur de fréquences ν = (ν1, ν2, · · · , νr)T obtenu en groupant X1, X2, · · · , Xn dans
les sous-intervalles Ij , avec
νj = card{i : Xi ∈ Ij , i = 1, 2, · · · , n}.
La matrice d’information de Fisher pour le vercteur ν est nJ = nBTB, où
J = J(θ) =
[
r∑
l=1
1√
pl(θ)
∂pl(θ)
∂θi
∂pl(θ)
∂θj
]
s×s
= BT (θ)B(θ), rang(J) = s,
et
B(θ) =
[
1√
pl(θ)
∂pl(θ)
∂θj
]
r×s
.
La statistique du Chi-deux de Pearson standard est :
X2n(θ) = XTn (θ)Xn(θ) =
r∑
i=1
(νi − npi(θ))2
npi(θ)
, (2.2)
où
Xn(θ) =
(
ν1 − np1(θ)√
np1(θ)
,
ν2 − np2(θ)√
np2(θ)
, · · · , νr − npr(θ)√
npr(θ)
)T
. (2.3)
sous H0, si θ est connu, K. Pearson a montré que pour n assez grand, on a :
Théorème 2.1. ( K. Pearson)
lim
n→∞P
(
X2n(θ) > x|H0
)
= P
(
χ2r−1 > x
)
,
où χ2r−1 est la distribution de Chi-deux à r − 1 degrés de liberté.
Généralement θ est inconnu. Si on remplace θ dans l’équation (2.2) par un estimateur θ∗n, la limite
de distribution de la statistique de Pearson (2.2) change gramatiquement et elle n’est plus χ2r−1 et
dépend de la méthode d’estimation de θ.
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On peut écrire l’équation (2.3) comme suit :
Xn(θ) =
1√
n
P−1/2(ν − np),
où
P = P(θ) =

p1(θ) 0 · · · 0
0 p2(θ) · · · 0
...
... . . .
...
0 0 · · · pr(θ)
 ,
et l’équation (2.2) peut s’écrire :
X2n(θ) =
1
n
(ν − np)TP−1(ν − np).
2.2 Les méthodes d’estimation
Définition 2.1. On dit que l’estimateur θ∗n de θ est consistant si :
∀,P(|θ∗n − θ| > )→ 0 quand n→ +∞.
Définition 2.2. On dit que l’estimateur θ∗n de θ est
√
n− consistant si :
∀,∃ C, n telque P(
√
n|θ∗n − θ| > C) <  pour tout n > n.
2.2.1 La méthode du maximum de vraisemblance (MV)
Soit X = (X1, X2, · · · , Xn)T un n−échantillon, on appelle vraisemblance de X la fonction Ln définie
par :
Ln(θ) =
n∏
i=1
f(Xi, θ), θ ∈ Θ. (2.4)
Pour la famille {f(x, θ), θ ∈ Θ} on suppose que pour n très grand les conditions de LeCam (1956) de
la normalité asymptotique locale (local asymptotic normality) (LAN) et différentiabilité asymptotique
de Ln au point θ sont satisfaites :
1) Ln(θ + 1√nh)− Ln(θ) = 1√nhTΛn(θ)− 12hT I−1(θ)h+ op(1), h ∈ Rs,
2) L(
√
n(θˆn − θ))→ N(0s, I−1(θ)),
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3) Pour tout
√
n− consistant estimateur θ∗n de θ :
1√
n
(Λn(θ∗n)− Λn(θ)) =
√
nI(θ)(θ∗n − θ) + o(1s),
où Λn(θ) = grad lnLn(θ) est le vecteur informant basé sur l’échantillon X, 1s = (1, · · · , 1)T et
0s = (0, · · · , 0)T ,
et
I(θ) = 1
n
Eθ(Λn(θ)ΛTn (θ)),
est la matrice d’ information de Fisher de Xi.
Soit C∗ la classe de tous les estimateurs θ∗n
√
n− consistants de θ, i.e. si θ∗n ∈ C∗, alors :
L(
√
n(θ∗n − θ))→ N(0s, U),
où 0s = (0, · · · , 0)T ⊂ Rs, U = U(θ) est une matrice de covariances non dégénérée. On remarque
que les conditions de Lecam sont satisfaites. On considère la suite des estimateurs {θˆn}
√
n− consis-
tants du maximum de vraisemblance
Ln(θˆn) = argmax
θ∈Θ
Ln(θ),
qui satisfait :
Λn(θˆn) = grad lnLn(θˆn) = 0s,
et on a :
L(
√
n(θˆn − θ))→ N(0s, I−1(θ). (2.5)
On note par CI−1 le sous-ensemble de C∗ la classe de tous les estimateurs {θˆn}
√
n− consistants
vérifiant l’équation (2.5). Si θ∗n ∈ C∗ alors d’après les conditions de régularité LAN et d’après LeCam
et al. (1983) la suite des estimateurs :
{
θ∗n +
1√
n
I−1(θ∗n)Λn(θ∗n)
}
appartient à la classe CI−1 , et donc tout élément de la classe C∗ sera noté par {θˆn}.
Théorème 2.2. [Chernoff et Lehmann (1954)]. Sous les conditions de régularité de LeCam :
lim
n→∞P
(
X2n(θˆn) > x|H0
)
= P
(
χ2r−s−1 +
s∑
i=1
λi(θ)ξ2i > x
)
,
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où χ2r−s−1, ξ1, ξ1, · · · , ξs sont indépendantes, ξi ∼ N(0, 1), et 0 < λi(θ) < 1,
i = 1, 2, · · · , s sont les racines de l’équation :
|(1− λ)I(θ)− J(θ)| = 0.
2.2.2 La méthode du minimum du Chi-deux
On suppose que θ˜n est un estimateur de θ qui minimise l’équation (2.2), i.e.
X2n(θ˜n) = argmin
θ∈Θ
X2n(θ).
D’après les conditions de Cramer (1946) on suppose que :
1) pi(θ) > c > 0, i = 1, 2, · · · , r, (r ≥ s+ 1)
2) ∂p
2
i (θ)
∂θl∂θj
sont des fonction continues,
3) rang (J) = s.
Selon le théorème de Fisher [Cramer (1946)] on obtient :
Théorème 2.3. Sous les conditions de régularité de Cramer :
lim
n→∞P
(
X2n(θ˜n) > x|H0
)
= P
(
χ2r−s−1 > x
)
, r ≥ s+ 2.
L’estimateur θ˜n de θ peut être déterminé par la résolution du système d’équations :
r∑
i=1
νi
npi(θ)
∂pi(θ)
∂θj
= 0, j = 1, 2, · · · , s, (2.6)
et sous H0, on a :
si n→∞, le vecteur √n(θ˜n − θ) satisfait la relation asymptotique
√
n(θ˜n − θ) = J−1(θ)B(θ)TXn(θ) + ◦(1s),
où ◦(1s) est un vecteur aléatoire convergent vers 0s, par conséquent
L(
√
n(θ˜n − θ))→ N(0s, J−1(θ)), (2.7)
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i.e. θ˜n est un estimateur
√
n− consistant de θ.
On note par CJ−1 le sous-ensemble de C∗ la classe de tous les estimateurs {θ˜n} vérifiant (2.7).
Trouver l’estimateur de Fisher θ˜n de l’équation (2.7) était très difficile, alors Cramer (1946) a pro-
posé d’utiliser un estimateur asymptotiquement équivalent ˜˜θn qui est l’estimateur du maximum de
vraisemblance multinomial qui maximise la fonction de vraisemblance :
Ln(θ) =
n!∏r
i=1 νi
r∏
i=1
pνii (θ),
qui satisfait l’équation :
grad lnLn(˜˜θn) = 0, (2.8)
et on a ˜˜θn ∈ CJ−1 , i.e.
L(
√
n(˜˜θn − θ))→ N(0s, J−1(θ)).
On peut facilement montrer que la solution de (2.6) est équivalente à celle de (2.8) et donc les
estimateurs θ˜n et ˜˜θn sont équivalents.
Remarque 2.1. Notons que pour construire l’estimateur θ˜n, le vecteur de fréquences ν est utilisé,
et ainsi les données groupées sont utilisées. En général, le vecteur ν n’est pas une statistique exhaustive
pour θ, ce qui entraine que θ˜n n’est pas nécessairement le meilleur estimateur pour θ.
2.2.3 La méthode des moments
La méthode des moments (MM) est plus particulièrement adaptée pour la famille exponentielle et
elle peut être utilisée à la place de la méthode du maximum de vraisemblance lorsque la fonction de
vraisemblance est infinie, ou quand le maximum local n’existe pas ( voir Voinov et al. (2008)). Cette
méthode peut être résumée comme suit :
Soit g(x) = (g1(x), g2(x), · · · , gs(x))T telle que :
m(θ) = g¯,
où
g¯ = (g¯1, g¯2, · · · , g¯s)T , m(θ) = (m1(θ),m2(θ), · · · ,ms(θ))T ,
g¯i =
1
n
n∑
i=1
gj(Xi), mi(θ) =
∫
gi(x)f(x, θ)dx,
et vérifiant θ¯n = m−1(g¯). En général on prend gi(x) = xi, i = 1, 2, · · · , s.
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Selon les conditions de Hsuan et Robson (1976) on suppose que :
1) l’estimateur θ¯n de θ est
√
n−consistant,
2) la matrice K (définie par la formule (2.9)) est non singulière,
3)
∫
gi(x)f(x, θ)dx ,
∫
gj(x)∂f(x,θ)∂θj dx,
∫
gj(x)∂
2f(x,θ)
∂θj∂θk
dx,
existent, finies et continues par rapport à θ pour tout i, j, k = 1, · · · , s au voisinage de la valeur
réelle du paramètre θ.
Soient
K = K(θ) =
[∫
gi(x)
∂f(x, θ)
∂θj
dx
]
s×s
, (2.9)
C = C(θ) =
[
1√
pi(θ)
{∫
Ii
gj(x)f(x, θ)dx− pi(θ)mj(θ)
}]
r×s
,
V = V (θ) = [mij −mimj ]s×s ,
où
mij = E(gi(X)gj(X)), i, j = 1, 2, · · · , s,
A = A(θ) = Ir − qqT + C(V − CTC)−1CT ,
et
L = L(θ) = V + (C −BK−1V )TA(C −BK−1V ).
Hsuan et Robson (1976) ont démontré que si on remplace θ dans l’équation (2.2) par un estimateur√
n− consistant θ¯n de θ alors on obtient :
Théorème 2.4. (Hsuan et Robson (1976)) Sous les conditions de régularité :
lim
n→∞P
(
X2n(θ¯n) > x|H0
)
= P
(
r−1∑
i=1
λi(θ)χ2i > x
)
,
où χ2i sont des variables aléatoires indépendantes obéissant à une loi de Chi-deux à un degré de liberté,
et λi(θ) sont les vecteurs propres non nuls de la matrice :
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Σ(θ) = Ir − qqT +BK−1V (K−1)TBT − C(K−1)TBT −BK−1CT , rangΣ(θ) = r − 1.
2.3 Tests d’ajustement du Chi-deux modifiés
1) En 1973, Nikulin (1973a, 1973b) a proposé une modification du test de Pearson du Chi-deux
pour la famille de distributions continues avec des paramètres de décalage et d’échelle "Shift and
Scale parameters". De leur côté, Rao et Robson (1974) ont obtenu le même résultat pour les familles
exponentielles, et depuis 1998, le test est bien connu sous le nom : test de Nikulin-Rao-Robson (noté
NRR)(voir par exemple : van der vaart (1998), Drost (1988)). La statistique de ce test s’écrit :
Y 2n (θˆn) = XTn (θˆn)W−(θˆn)Xn(θˆn), (2.10)
où W−(θ) est la matrice inverse généralisée de W (θ), et
W (θ) = Ir − q(θ)qT (θ)−B(θ)I−1(θ)BT (θ), rang(W ) = r − 1,
où q(θ) =
(√
p1(θ),
√
p2(θ), · · · ,
√
pr(θ)
)T
.
et Ir est la matrice unité d’ordre r.
En utilisant l’équation (2.10), Nikulin (1973) a montré que la matrice inverse généralisée W− de
W peut s’écrire :
W−(θ) = Ir +B(θ)(I(θ)− J(θ))−1BT (θ),
et donc l’équation (2.10) devient :
Y 2n (θˆn) = X2n(θˆn) +XTn (θˆn)B(θˆn)(I(θˆn)− J(θˆn))−1BT (θˆn)Xn(θˆn).
Pour calculer la statistique NRR, on utilise souvent la formule quadratique simple suivante :
Y 2n (θˆn) = X2n(θˆn) +Qn(θˆn) = X2n(θˆn) +
1
n
LT (θˆn)(I(θˆn)− J(θˆn))−1L(θˆn), (2.11)
où
L(θ) = (L1(θ), L2(θ), · · · , Ls(θ))T , Lj(θ) =
r∑
i=1
νi
pi
∂pi(θ)
∂θj
.
Le comportement asymptotique de la statistique Y 2n (θˆn) est donné par le théorème suivant.
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2.2 La théorie du test du Chi-deux.
Théorème 2.5. [Nikulin (1973a)] pour n suffisamment grand on a :
lim
n→∞P
(
Y 2n (θˆn) > x|H0
)
= P
(
χ2r−1 > x
)
.
2) En 1974, Dzhaparidze et Nikulin (1974) ont proposé une autre modification du test du Chi-
deux de Pearson. Cette Statistique est bien connue sous le nom de " statistique de Dzhaparidze-Nikulin
(DN)" :
U2n(θˆn) = X2n(θˆn)−XTn (θˆn)B(θˆn)J−1(θˆn)BT (θˆn)Xn(θˆn). (2.11)
Le comportement asymptotique de la statistique U2n(θˆn) est donné par ce théorème.
Théorème 2.6. [ Dzhaparidze et Nikulin (1974)] sous les conditions de régularité :
lim
n→∞P
(
U2n(θˆn) > x|H0
)
= P
(
χ2r−s−1 > x
)
, r > s+ 2.
3) Une décomposition très importante de (2.10) a été établie par McCulloch (1985) en utilisant la
formule
(Ir −BI−1BT )−1 = Ir −B(BTB)−1BT +B((I −BTB)−1 + (BTB)−1)BT .
McCulloch a présenté (2.10) comme suit :
Y 2n (θˆn) = U2n(θˆn) +M2n(θˆn),
d’où
M2n(θˆn) = Y 2n (θˆn)− U2n(θˆn), (2.12)
avec U2n(θˆn) est la statistique DN (2.11).
L’équation (2.11) peut s’écrire :
M2n(θˆn) = XTn (θˆn)B(θˆn)(I(θˆn)− J(θˆn))−1)BT (θˆn)Xn(θˆn) +XTn (θˆn)B(θˆn)J−1(θˆn)BT (θˆn)Xn(θˆn).
La statistique M2n(θˆn) est appelée la statistique de McCulloch. McCulloch (1985) montre que les
statistiques U2n(θˆn) etM2n(θˆn) sont asymptotiquement indépendantes et que la statistiqueM2n(θˆn) peut
être utilisée comme un test d’ajustement indépendamment et on a :
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Théorème 2.7. Sous les conditions de régularité de Moore et Spruill (1975) :
lim
n→∞P
(
M2n(θˆn) > x|H0
)
= P(χ2s > x).
4) En 1976, Hsuan et Robson (1976) ont proposé une modification Y 2n du test standard du Chi-
deux de Pearson (2.2) en remplaçant θ par θ¯n l’estimateur obtenu par la méthode des moments, mais
ils n’ont pas donné la forme explicite du test modifié. D’autre part, Mirvaliev (2001) a obtenu la forme
explicite du test modifié. Le test est bien connu sous le nom Hsuan-Robson-Mirvaliev (HRM), et la
statistique Y 2n s’écrit :
Y 2n (θ¯n) = X2n(θ¯n) +R2n(θ¯n)−Q2n(θ¯n),
où
R2n(θ¯n) = XTn (θ¯n)Cn(θ¯n)(Vn(θ¯n)− CTn (θ¯n)Cn(θ¯n))−1CTn (θ¯n)Xn(θ¯n),
et
Q2n(θ¯n) = XTn (θ¯n)An(θ¯n)
[
Cn(θ¯n)−Bn(θ¯n)K−1n (θ¯n)Xn(θ¯n)
]
×
L−1n (θ¯n)
[
Cn(θ¯n)−Bn(θ¯n)K−1n (θ¯n)Xn(θ¯n)
]T
An(θ¯n)Xn(θ¯n).
Le comportement asymptotique de la statistique Y 2n (θ¯n) est donné par le théorème suivant.
Théorème 2.8. [Hsuan et Robson (1976)] Sous les conditions de régularité :
lim
n→∞P
(
Y 2n (θ¯n) > x|H0
)
= P
(
χ2r−1 > x
)
.
Remarque 2.2. On peut montrer que pour la famille exponentielle, les deux estimateurs θˆn et θ¯n
sont identiques.
Nous allons maintennat construire les tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) pour les distributions LN,
LL, EW, PGW, BS et IG
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2.3 Tests d’ajustement pour la loi log-normale
3 Tests d’ajustement pour la loi log-normale
Nous voulons tester l’hypothèse composite H0 selon laquelle la distribution de l’échantillon X =
(X1, X2, · · · , Xn)T vérifie :
H0 : P (Xi ≤ x) = FLN (x, θLN ), x ≥ 0, θLN = (m,σ)T ,
où FLN (x, θLN ) est la fonction de répartition de la loi LN définie par l’équation (1.2).
La fonction de log-vraisemblance est :
`(θLN ) = −n ln σ −
n∑
i=1
lnXi − 12σ2
n∑
i=1
(lnXi −m)2 ,
et l’estimateur du MV θˆLN dans ce cas est donné par
mˆ = 1
n
n∑
i=1
lnXi et σˆ =
(lnXi − mˆ)2
n
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆLN ), U2n(θˆLN ) et
M2n(θˆLN ),
avec
J(θLN ) = BT (θLN )B(θLN ), B(θLN ) =

b11 b12
b21 b22
...
...
br1 br2
 ,
bi1(θLN ) =
1√
pi(θLN )
∂pi(θLN )
∂m
, bi2(θLN ) =
1√
pi(θLN )
∂pi(θLN )
∂σ
, i = 1, 2, · · · , r,
avec
pi(θLN ) = Φ
( ln ai −m
σ
)
− Φ
( ln ai−1 −m
σ
)
,
∂pi(θLN )
∂m
= − 1
σ
ϕ
( ln ai −m
σ
)
+ 1
σ
ϕ
( ln ai−1 −m
σ
)
,
∂pi(θLN )
∂σ
= − ln ai −m
σ2
ϕ
( ln ai −m
σ
)
+ ln ai−1 −m
σ2
ϕ
( ln ai−1 −m
σ
)
,
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où ϕ est la densité de la loi normale standard N(0, 1).
La matrice d’information de Fisher I(θLN ) de Xiest donnée par :
I(θLN ) =
 1σ2 0
0 2
σ2
 .
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆLN ) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆLN ) suit la distribution χ2r−3 à r − 3 degrés de liberté.
– • La statistique M2n(θˆLN ) suit la distribution χ22 à 2 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆLN ) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆLN ) ≤ Cα, Cα = χ2r−3,1−α, sinon H0 est refusée.
– • M2n(θˆLN ) ≤ Cα, Cα = χ22,1−α, sinon H0 est refusée.
4 Tests d’ajustement pour la loi log-logistique
Nous voulons tester l’hypothèse composite H0 selon laquelle la distribution de l’échantillon X =
(X1, X2, · · · , Xn)T vérifie :
H0 : P (Xi ≤ x) = FLL(x, θLL), x ≥ 0, θLL = (σ, ν)T ,
où FLL(x, θLL) est la fonction de répartition de la loi LL donnée par l’équation (1.4).
La fonction de log-vraisemblance est :
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`(θLL) = (ln ν − ν ln σ)n+ (ν − 1)
n∑
i=1
lnXi − 2
n∑
i=1
ln
(
1 +
(
Xi
σ
)ν)
,
ainsi les fonctions de scores sont
∂`(θLL)
∂σ
= −nν
σ
+ 2ν
σ
n∑
i=1
Ki
1 +Ki
,
∂`(θLL)
∂ν
=
(1
ν
− ln σ
)
n+
n∑
i=1
lnXi − 2
n∑
i=1
ln Xiσ Ki
1 +Ki
.
Les dérivées secondes de `(θLL) sont données par
∂2`(θLL)
∂σ2
= −nν
σ2
− 2ν
σ2
n∑
i=1
Ki
1 +Ki
− 2ν
2
σ2
n∑
i=1
Ki
(1 +Ki)2
,
∂2`(θLL)
∂σ∂ν
= −n
σ
+ 2
σ
n∑
i=1
Ki
1 +Ki
+ 2ν
σ
n∑
i=1
Ki ln Xiσ
(1 +Ki)2
,
∂2`(θLL)
∂ν2
= − n
ν2
− 2
n∑
i=1
(
ln Xi
σ
)2 Ki
(1 +Ki)2
,
avec Ki =
(
Xi
σ
)ν
.
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆLL), U2n(θˆLL) et
M2n(θˆLL),
avec
J(θLL) = BT (θLL)B(θLL), B(θLL) =

b11 b12
b21 b22
...
...
br1 br2
 ,
bi1(θLL) =
1√
pi(θLL)
∂pi(θLL)
∂σ
, bi2(θLL) =
1√
pi(θLL)
∂pi(θLL)
∂ν
, i = 1, 2, · · · , r,
avec
pi(θLL) =
1
1 + (ai−1σ )ν
− 11 + (aiσ )ν
,
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∂pi(θLL)
∂σ
= ν
σ
(ai−1σ )ν(
1 + (ai−1σ )ν
)2 − νσ (
ai
σ )ν(
1 + (aiσ )ν
)2 ,
∂pi(θLL)
∂ν
= −(
ai−1
σ )ν ln(
ai−1
σ )(
1 + (ai−1σ )ν
)2 + (aiσ )ν ln(aiσ )(1 + (aiσ )ν)2 ,
et la matrice d’information de Fisher I(θLL) peut être remplacée par
Iˆ(θˆLL) = −
1
n
 ∂`2(θˆLL )∂σ2 ∂`2(θˆLL )∂σ∂ν
∂`2(θˆ
LL
)
∂σ∂ν
∂`2(θˆ
LL
)
∂ν2
 .
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆLL) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆLL) suit la distribution χ2r−3 à r − 3 degrés de liberté.
– • La statistique M2n(θˆLL) suit la distribution χ22 à 2 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆLL) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆLL) ≤ Cα, Cα = χ2r−3,1−α, sinon H0 est refusée.
– • M2n(θˆLL) ≤ Cα, Cα = χ22,1−α, sinon H0 est refusée.
5 Tests d’ajustement pour la loi de Weibull exponentielle
Nous voulons tester l’hypothèse composite H0 selon laquelle la distribution de l’échantillon X =
(X1, X2, · · · , Xn)T vérifie :
H0 : P (Xi ≤ x) = FEW (x, θEW ), x ≥ 0, θEW = (σ, ν, γ)T ,
où FEW (x, θEW ) est la fonction de répartition de la loi EW donnée par l’équation (1.8).
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La fonction de log-vraisemblance est :
`(θEW ) = (ln ν − ν ln σ − ln γ)n+ (ν − 1)
n∑
i=1
lnXi −
n∑
i=1
(
Xi
σ
)ν
+
(1
γ
− 1
) n∑
i=1
ln
(
1− e−
(
Xi
σ
)ν)
,
ainsi les fonctions de scores sont
∂`(θEW )
∂σ
= −nν
σ
+ ν
σ
n∑
i=1
Ki − ν
σ
(1
γ
− 1
) n∑
i=1
Kie
−Ki
1− e−Ki ,
∂`(θEW )
∂ν
=
(1
ν
− ln σ
)
n+
n∑
i=1
lnXi − 1
ν
n∑
i=1
Ki ln(Ki) +
1
ν
(1
γ
− 1
) n∑
i=1
Kie
−Ki ln(Ki)
1− e−Ki ,
∂`(θEW )
∂γ
= −n
γ
− 1
γ2
n∑
i=1
ln
(
1− e−Ki
)
.
Posons Ki =
(
Xi
σ
)ν
. Les dérivées partielles secondes de `(θEW ) sont
∂2`(θEW )
∂σ2
= nν
σ2
− ν(ν + 1)
σ2
n∑
i=1
Ki +
ν
σ2
(1
γ
− 1
) n∑
i=1
Kie
−Ki
1− e−Ki−
ν2
σ2
(1
γ
− 1
) n∑
i=1
Kie
−Ki
(
Ki + e−Ki − 1
)
(1− e−Ki)2 ,
∂2`(θEW )
∂σ∂ν
= −n
σ
+ 1
σ
n∑
i=1
Ki (1 + lnKi) +
1
σ
(1
γ
− 1
) n∑
i=1
Kie
−Ki
1− e−Ki
{
−1 + lnKi
(
Ki
1− e−Ki − 1
)}
,
∂2`(θEW )
∂σ∂γ
= ν
σγ2
n∑
i=1
Kie
−Ki
1− e−Ki ,
∂2`(θEW )
∂ν2
= − n
ν2
− 1
ν2
n∑
i=1
Ki (lnKi)2 +
1
ν2
(1
γ
− 1
) n∑
i=1
Ki (lnKi)2 e−Ki
(
1− e−Ki −Ki
)
(1− e−Ki)2 ,
∂2`(θEW )
∂ν∂γ
= − 1
νγ2
n∑
i=1
Kie
−Ki lnKi
1− e−Ki ,
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∂2`(θEW )
∂γ2
= n
γ2
+ 2
γ3
n∑
i=1
ln
(
1− e−Ki
)
,
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆEW ), U2n(θˆEW ) et
M2n(θˆEW ),
avec
J(θEW ) = BT (θEW )B(θEW ), B(θEW ) =

b11 b12 b13
b21 b22 b23
...
...
...
br1 br2 br3
 ,
où
bi1(θEW ) =
1√
pi(θEW )
∂pi(θEW )
∂σ
, bi2(θEW ) =
1√
pi(θEW )
∂pi(θEW )
∂ν
,
et
bi3(θEW ) =
1√
pi(θEW )
∂pi(θEW )
∂γ
, i = 1, 2, · · · , r,
avec
pi(θEW ) =
{
1− e−(aiσ )
ν} 1
γ −
{
1− e−(
ai−1
σ )
ν} 1
γ
,
∂pi(θEW )
∂σ
= − ν
σγ
(
ai
σ
)ν
e−(
ai
σ )
ν {
1− e−(aiσ )
ν} 1
γ
−1
+ ν
σγ
(
ai−1
σ
)ν
e−(
ai−1
σ )
ν {
1− e−(
ai−1
σ )
ν} 1
γ
−1
,
∂pi(θEW )
∂ν
= 1
γ
(
ai
σ
)ν
ln
(
ai
σ
)
e−(
ai
σ )
ν {
1− e−(aiσ )
ν} 1
γ
−1−
1
γ
(
ai−1
σ
)ν
ln
(
ai−1
σ
)
e−(
ai−1
σ )
ν {
1− e−(
ai−1
σ )
ν} 1
γ
−1
,
∂pi(θEW )
∂γ
= − 1
γ2
ln
(
1− e−(aiσ )
ν){
1− e−(aiσ )
ν} 1
γ + 1
γ2
ln
(
1− e−(
ai−1
σ )
ν){
1− e−(
ai−1
σ )
ν} 1
γ
,
et la matrice d’information de Fisher I(θEW ) peut être remplacée par
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2.6 Tests d’ajustement pour la loi de Weibull généralisée
Iˆ(θˆEW ) = −
1
n

∂`2(θˆ
EW
)
∂σ2
∂`2(θˆ
EW
)
∂σ∂ν
∂`2(θˆ
EW
)
∂σ∂γ
∂`2(θˆ
EW
)
∂σ∂ν
∂`2(θˆ
EW
)
∂ν2
∂`2(θˆ
EW
)
∂ν∂γ
∂`2(θˆ
EW
)
∂σ∂γ
∂`2(θˆ
EW
)
∂ν∂γ
∂`2(θˆ
EW
)
∂γ2
 .
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆEW ) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆEW ) suit la distribution χ2r−4 à r − 4 degrés de liberté.
– • La statistique M2n(θˆEW ) suit la distribution χ23 à 3 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆEW ) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆEW ) ≤ Cα, Cα = χ2r−4,1−α, sinon H0 est refusée.
– • M2n(θˆEW ) ≤ Cα, Cα = χ23,1−α, sinon H0 est refusée.
6 Tests d’ajustement pour la loi de Weibull généralisée
Le test d’ajustement du Chi-deux pour cette distribution basé sur la statistique NRR est étudié
par Haghighi (2004).
Considérons l’hypothèse compositeH0 selon laquelle la distribution de l’échantillon X = (X1, X2, · · · , Xn)T
vérifie :
H0 : P (Xi ≤ x) = FGW (x, θGW ), x ≥ 0, θGW = (σ, ν, γ)T ,
où FGW (x, θGW ) est la fonction de répartition de la loi GW donnée par l’équation (1.10).
La fonction de log-vraisemblance est :
`(θGW ) = (ln ν − ν ln σ − ln γ)n+(ν−1)
n∑
i=1
lnXi+
(1
γ
− 1
) n∑
i=1
ln
(
1 +
(
x
σ
)ν)
−
n∑
i=1
(
1 +
(
x
σ
)ν) 1γ
,
en posant Ki =
(
Xi
σ
)ν
, les fonctions de scores sont
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∂`(θGW )
∂σ
= −nν
σ
− ν
σ
(1
γ
− 1
) n∑
i=1
Ki
1 +Ki
+ ν
σγ
n∑
i=1
Ki (1 +Ki)
1
γ
−1
,
∂`(θGW )
∂ν
=
(1
ν
− ln σ
)
n+
n∑
i=1
lnXi +
1
ν
(1
γ
− 1
) n∑
i=1
Ki ln(Ki)
1 +Ki
− 1
νγ
n∑
i=1
Ki (1 +Ki)
1
γ
−1 ln(Ki),
∂`(θGW )
∂γ
= −n
γ
− 1
γ2
n∑
i=1
ln (1 +Ki) +
1
γ2
n∑
i=1
(1 +Ki)
1
γ ln (1 +Ki) .
Les dérivées partielles secondes de `(θGW ) sont
∂2`(θGW )
∂σ2
= nν
σ2
+ ν
σ2
(1
γ
− 1
) n∑
i=1
Ki
1 +Ki
+ ν
2
σ2
(1
γ
− 1
) n∑
i=1
Ki
(1 +Ki)2
−
ν
σ2γ
n∑
i=1
Ki (1 +Ki)
1
γ
−2
(
1 + ν +Ki +
ν
γ
Ki
)
,
∂2`(θGW )
∂σ∂ν
= −n
σ
− 1
σ
(1
γ
− 1
) n∑
i=1
Ki(1 +Ki + lnKi)
(1 +Ki)2
+
1
σγ
n∑
i=1
Ki (1 +Ki)
1
γ
−2
(
1 +Ki + lnKi +
1
γ
Ki lnKi
)
,
∂2`(θGW )
∂σ∂γ
= ν
σγ2
n∑
i=1
Ki
1 +Ki
− ν
σγ2
n∑
i=1
Ki (1 +Ki)
1
γ
−1
(
1 + 1
γ
ln(1 +Ki)
)
,
∂2`(θGW )
∂ν2
= − n
ν2
+ 1
ν2
(1
γ
− 1
) n∑
i=1
Ki (lnKi)2
(1 +Ki)2
− 1
ν2γ
n∑
i=1
Ki (lnKi)2 (1 +Ki)
1
γ
−2
(
1 + 1
γ
Ki
)
,
∂2`(θGW )
∂ν∂γ
= − 1
νγ2
n∑
i=1
Ki lnKi
1 +Ki
+ 1
νγ2
n∑
i=1
Ki lnKi (1 +Ki)
1
γ
−1
(
1 + 1
γ
ln (1 +Ki)
)
,
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∂2`(θGW )
∂γ2
= n
γ2
+ 2
γ3
n∑
i=1
ln (1 +Ki)− 1
γ3
n∑
i=1
(1 +Ki)
1
γ ln (1 +Ki)
(
2 + 1
γ
ln (1 +Ki)
)
.
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆGW ), U2n(θˆGW ) et
M2n(θˆGW ),
avec
J(θGW ) = BT (θGW )B(θGW ), B(θGW ) =

b11 b12 b13
b21 b22 b23
...
...
...
br1 br2 br3
 ,
où
bi1(θGW ) =
1√
pi(θGW )
∂pi(θGW )
∂σ
, bi2(θGW ) =
1√
pi(θGW )
∂pi(θGW )
∂ν
,
et
bi3(θGW ) =
1√
pi(θGW )
∂pi(θGW )
∂γ
, i = 1, 2, · · · , r,
avec
pi(θGW ) = e1−(1+(
ai−1
σ )
ν)
1
γ − e1−(1+(aiσ )
ν)
1
γ
,
∂pi(θGW )
∂σ
= ν
σν+1γ
{
aνi−1
(
1 +
(
ai−1
σ
)ν) 1γ−1
e1−(1+(
ai−1
σ )
ν)
1
γ − aνi
(
1 +
(
ai
σ
)ν) 1γ−1
e1−(1+(
ai
σ )
ν)
1
γ
}
,
∂pi(θGW )
∂ν
= −1
γ
(
ai−1
σ
)ν
ln
(
ai−1
σ
)(
1 +
(
ai−1
σ
)ν) 1γ−1
e1−(1+(
ai−1
σ )
ν)
1
γ +
1
γ
(
ai
σ
)ν
ln
(
ai
σ
)(
1 +
(
ai
σ
)ν) 1γ−1
e1−(1+(
ai
σ )
ν)
1
γ
,
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∂pi(θGW )
∂γ
= 1
γ2
ln
(
1 +
(
ai−1
σ
)ν)
e1−(1+(
ai−1
σ )
ν)
1
γ −
1
γ2
ln
(
1 +
(
ai
σ
)ν)
e1−(1+(
ai
σ )
ν)
1
γ
,
et la matrice d’information de Fisher I(θGW ) peut être remplacée par
Iˆ(θˆGW ) = −
1
n

∂`2(θˆ
GW
)
∂σ2
∂`2(θˆ
GW
)
∂σ∂ν
∂`2(θˆ
GW
)
∂σ∂γ
∂`2(θˆ
GW
)
∂σ∂ν
∂`2(θˆ
GW
)
∂ν2
∂`2(θˆ
GW
)
∂ν∂γ
∂`2(θˆ
GW
)
∂σ∂γ
∂`2(θˆ
GW
)
∂ν∂γ
∂`2(θˆ
GW
)
∂γ2
 .
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆGW ) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆGW ) suit la distribution χ2r−4 à r − 4 degrés de liberté.
– • La statistique M2n(θˆGW ) suit la distribution χ23 à 3 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆGW ) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆGW ) ≤ Cα, Cα = χ2r−4,1−α, sinon H0 est refusée.
– • M2n(θˆGW ) ≤ Cα, Cα = χ23,1−α, sinon H0 est refusée.
7 Tests d’ajustement pour la loi de Birnbaum-Saunders
Le test d’ajustement du Chi-deux est initialement étudié par Tahir et Saaidia (2012) et tahir
(2012).
Considérons à tester l’hypothèse composite H0 selon laquelle la distribution de l’échantillon X =
(X1, X2, · · · , Xn)T vérifie :
H0 : P (Xi ≤ x) = FBS (x, θBS ), x ≥ 0, θBS = (α, β)T ,
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où FBS (x, θBS ) est la fonction de répartition de la loi BS donnée par l’équation (1.13).
La fonction de log-vraisemblance est :
`(θBS ) =
( 1
α2
− lnα− ln β
)
n− 12α2β
n∑
i=1
Xi − β2α2
n∑
i=1
X−1i +
n∑
i=1
ln
[(
β
Xi
) 1
2
+
(
β
Xi
) 3
2
]
,
l’estimateur de MV θˆ peut se déterminer par la résolution du système non linéaire suivant :
∂`(θBS )
∂α
= −
( 1
α
+ 2
α3
)
n+ 1
α3β
n∑
i=1
Xi +
β
α3
n∑
i=1
X−1i = 0,
∂`(θBS )
∂β
= − n2β +
1
2α2β2
n∑
i=1
Xi − 12α2
n∑
i=1
X−1i +
n∑
i=1
1
Xi + β
= 0.
Les dérivées partielles secondes de `(θ) sont données par
∂2`(θBS )
∂α2
= n
α2
(
1 + 6
α2
)
− 3
α4β
n∑
i=1
Xi − 3β
α4
n∑
i=1
X−1i ,
∂2`(θBS )
∂α∂β
= − 1
α3β2
n∑
i=1
Xi +
1
α3
n∑
i=1
X−1i ,
∂2`(θBS )
∂β2
= n2β2 −
1
α2β3
n∑
i=1
Xi −
n∑
i=1
1
(Xi + β)2
,
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆBS ), U2n(θˆBS ) et
M2n(θˆBS ),
avec
J(θBS ) = BT (θBS )B(θBS ), B(θBS ) =

b11 b12
b21 b22
...
...
br1 br2
 ,
bi1(θBS ) =
1√
pi(θBS )
∂pi(θBS )
∂α
, bi2(θBS ) =
1√
pi(θBS )
∂pi(θBS )
∂β
, i = 1, 2, · · · , r,
avec
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pi(θBS ) = Φ
[
1
α
{(
β
ai−1
) 1
2 −
(
ai−1
β
) 1
2
}]
− Φ
[
1
α
{(
β
ai
) 1
2 −
(
ai
β
) 1
2
}]
,
∂pi(θBS )
∂α
= − 1
α
A(ai, θBS ) ϕ (A(ai, θBS )) +
1
α
A(ai−1, θBS ) ϕ (A(ai−1, θBS )) ,
∂pi(θBS )
∂β
= − 12α
[√
βai
β2
+ 1√
βai
]
ϕ (A(ai, θBS )) +
1
2α
[√
βai−1
β2
+ 1√
βai−1
]
ϕ (A(ai−1, θBS )) ,
où A(x, θBS ) = 1α
{(
β
x
) 1
2 −
(
x
β
) 1
2
}
.
La matrice d’information de Fisher I(θBS ) peut être remplacée par
Iˆ(θˆBS ) = −
1
n
 ∂`2(θˆBS )∂α2 ∂`2(θˆBS )∂α∂β
∂`2(θˆ
BS
)
∂α∂β
∂`2(θˆ
BS
)
∂β2
 .
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆBS ) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆBS ) suit la distribution χ2r−3 à r − 3 degrés de liberté.
– • La statistique M2n(θˆBS ) suit la distribution χ22 à 2 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆBS ) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆBS ) ≤ Cα, Cα = χ2r−3,1−α, sinon H0 est refusée.
– • M2n(θˆBS ) ≤ Cα, Cα = χ22,1−α, sinon H0 est refusée.
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8 Tests d’ajustement pour la loi Gaussienne inverse
Le test d’ajustement du Chi-deux pour la distribution it IG est bien étudié par saaidia (2009),
Lemeshko (2010a), Nikulin et Saaidia (2009), Saaidia et Seddik-Ameur (2010), Saaidia et Ramzan
Tahir (2012).
Nous voulons tester l’hypothèse composite H0 selon laquelle la distribution de l’échantillon X =
(X1, X2, · · · , Xn)T vérifie :
H0 : P (Xi ≤ x) = FIG(x, θIG), x ≥ 0, θIG = (µ, λ)T ,
où FIG(x, θIG) est la fonction de répartition de la loi IG définie par l’équation (1.20).
Partageons la droite réelle en r sous-intervalles I1, I2, · · · , Ir mutuellement disjoints, par les points :
0 = a0 < a1 < · · · < ar−1 < ar = +∞.
Soit ν le vecteur de fréquences ν = (ν1, ν2, · · · , νr)T , et le vecteur de probabilités p(θIG) =
(p1(θIG), p2(θIG), · · · , pr(θIG))T obtenus en regroupant l’échantillon X1, X2, · · · , Xn dans les sous-
intervalles Ij .
Avec :
pi(θIG) =
∫ ai
ai−1
fIG(x, θIG)dx = FIG(ai, θIG)− FIG(ai−1, θIG), i = 1, 2, · · · , r.
La matrice d’information de Fisher In(θ) pour les données non groupées est :
In(θIG) = nI(θIG) =
 nλµ3 0
0 n2λ2
 .
Pour la calculer, nous prenons l’espérance des dérivées secondes suivantes de l’équation (1.26) :
∂2`(θIG)
∂µ2
= n λ
µ3
(
2µ− 3X
)
,
∂2`(θIG)
∂λ2
= − n2λ2 ,
∂2`(θIG)
∂µ∂λ
= 0.
Pour tester l’hypothèse H0, nous pouvons utiliser les 3 tests statistiques Y 2n (θˆIG), U2n(θˆIG) et
M2n(θˆIG),
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où
J(θIG) = BT (θIG)B(θIG), B(θIG) =

b11 b12
b21 b22
...
...
br1 br2
 ,
bi1(θIG) =
1√
pi(θIG)
∂pi(θIG)
∂µ
, bi2(θIG) =
1√
pi(θIG)
∂pi(θIG)
∂λ
, i = 1, 2, · · · , r,
Dans le cas d’équiprobabilité (i.e. tous les sous-intervalles Ij ont des probabilités égales : p1 = p2 =
· · · = pr), les bornes des sous-intervalles ai sont donneés par :
ai = F−1IG (p1 + p2 + · · ·+ pi) = F−1IG (
i
r
), i = 1, · · · , r − 1.
Comme pi(θIG) = FIG(ai)− FIG(ai−1), i = 1, 2, · · · , r, alors nous pouvons écrire :
pi(θIG) =
[
Φ
(√
λ
ai
(
ai
µ
− 1
))
+ exp
(2λ
µ
)
Φ
(
−
√
λ
ai
(
ai
µ
+ 1
))]
−
[
Φ
(√
λ
ai−1
(
ai−1
µ
− 1
))
+ exp
(2λ
µ
)
Φ
(
−
√
λ
ai−1
(
ai−1
µ
+ 1
))]
. (2.13)
Calculons les dérivées partielles de pi(θIG) :
∂pi(θIG)
∂µ
=
√
λ
µ2
(−√aiϕ(αi) +√ai−1ϕ(αi−1))+ 2λ
µ2
exp(2λ
µ
) (−Φ(βi) + Φ(βi−1)) +
√
λ
µ2
exp(2λ
µ
)
(√
aiϕ(βi)−√ai−1ϕ(βi−1)
)
, (2.14)
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∂pi(θIG)
∂λ
= 1√
2λ
(
1√
ai
(ai
µ
− 1)ϕ(αi)− 1√
ai−1
(ai−1
µ
− 1)ϕ(αi−1)
)
+ 2
µ
exp(2λ
µ
) (Φ(βi)− Φ(βi−1)) +
1√
2λ
exp(2λ
µ
)
(
− 1√
ai
(ai
µ
+ 1)ϕ(βi) +
1√
ai−1
(ai−1
µ
+ 1)ϕ(βi−1)
)
, (2.15)
où
αi =
√
λ
ai
(
ai
µ
− 1
)
et βi = −
√
λ
ai
(
ai
µ
+ 1
)
, i = 1, · · · , r.
Sous H0, et pour n suffisamment grand :
– • La statistique Y 2n (θˆIG) suit la distribution χ2r−1 à r − 1 degrés de liberté.
– • La statistique U2n(θˆIG) suit la distribution χ2r−3 à r − 3 degrés de liberté.
– • La statistique M2n(θˆIG) suit la distribution χ22 à 2 degrés de liberté.
Pour un seuil α, H0 est acceptée si :
– • Y 2n (θˆIG) ≤ Cα, Cα = χ2r−1,1−α, sinon H0 est refusée.
– • U2n(θˆIG) ≤ Cα, Cα = χ2r−3,1−α, sinon H0 est refusée.
– • M2n(θˆIG) ≤ Cα, Cα = χ22,1−α, sinon H0 est refusée.
La statistique Y 2n (θˆIG) a été calculée d’une manière explicite [Saaidia (2009), Saaidia et Seddik-
Ameur (2010)] pour les différentes situations, selon que les paramètres soient connus ou non.
1. Cas où θIG = (µ, λ)T est connu :
Dans ce cas, la statistique Y 2n (θˆIG) devient :
Y 2n = XTn (θIG)Xn(θIG) = X2n(θ) =
r∑
i=1
(νi − npi)2
npi
.
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Au seuil α, si on choisit la valeur critique :
Cα = χ2r−1,1−α,
l’hypothèse H0 est acceptée si Y 2n ≤ Cα. Dans le cas contraire, H0 est rejetée.
2. Cas où µ ou λ est inconnu :
On a alors
Y 2n (θˆIG) =

X2n(λˆ) + 1n
(∑r
i=1
νi
pi
∂pi
∂λ (λˆ)
)2
1
2λˆ −
∑r
i=1
1
pi
(
∂pi
∂λ (λˆ)
)2 , si µ est connu et λ est inconnu
X2n(µˆ) + 1n
(∑r
i=1
νi
pi
∂pi
∂µ (µˆ))
)2
λ
µˆ3 −
∑r
i=1
1
pi
(∂pi∂µ (µˆ))2
, si µ est inconnu etλ est connu
.
3. Cas où θ est inconnu :
Par des calculs longs et difficiles, nous obtenons la forme de la statistique de NRR (2.12) comme
suit :
Y 2n (θˆIG) = X2n(θˆIG) +
1
n|M |
( 1
2λˆ2n
−
r∑
i=1
1
pi
ω2i2(θˆIG)
)(
r∑
i=1
νi
pi
ωi1(θˆIG)
)2+
2
[(
r∑
i=1
1
pi
ωi1(θˆIG)ωi2(θˆIG)
)(
r∑
i=1
νi
pi
ωi1(θˆIG)
)(
r∑
i=1
νi
pi
ωi2(θˆIG)
)]
+
( λ̂n
µ̂3n
−
r∑
i=1
1
pi
ω2i1(θˆIG)
)(
r∑
i=1
νi
pi
ωi2(θˆIG)
)2 ,
où
M = i(θˆIG)− J(θˆIG) =
 λˆnµˆ3n −∑ri=1 b2i1 −∑ri=1 bi1bi2
−∑ri=1 bi1bi2 12λˆ2n −∑ri=1 b2i2
 ,
ωi1(θˆIG) =
∂pi
∂µ
(θˆIG) et ωi2(θˆIG) =
∂pi
∂λ
(θˆIG),
et |M | est le déterminant de la matrice M .
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0.2, 0.3, 0.5, 0.5, 0.5, 0.6, 0.6, 0.7, 0.7, 0.7, 0.8, 0.8, 1.0, 1.0,
1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0,
3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0,
10.3, 22.0, 24.5.
Tableau 2.1 – Données d’entretien d’ERCA.
Exemple :
Pour monter que ces tests sont maniables et pratiques, nous les appliquons à des observations réelles
qui représentent les données d’entretien (en heures) pour un émetteur-récepteur de communication
aéroporté (ERCA) "airborne communication transceiver" [Von Alven (1964), p156].
Pour ces données, et pour un nombre de classes équiprobables r = 5, nous avons calculé pour les
différentes méthodes les estimateurs ˆˆθIG , θˆIG , θ˜IG et θ¯IG de θ qui sont respectivement :
– • ˆˆθIG = (3.6756, 1.6005) est l’estimateur de MVUE,
– • θˆIG = (3.6756, 1.7148) est l’estimateur du maximum de vraisemblance,
– • θ˜IG = (3.2228, 1.8945) est l’estimateur de la méthode du minimum du Chi-deux,
– • θ¯IG = (3.6756, 2.0042) est l’estimateur de la méthode des moments.
Les estimateurs sans biais de variance minimale de ˆˆθIG et de la densité fˆ sont calculés en utilisant
le tableau 1.2. Il est clair que les deux estimateurs ˆˆθIG et θˆIG sont proches.
Remarque 2.3. Pour calculer l’estimateur θ˜IG , nous résolvons un système non linéaire formé par
ces deux équations non linéaires :

∑r
i=1
νi
pi(θIG)
∂pi(θIG)
∂µ
= 0
∑r
i=1
νi
pi(θIG)
∂pi(θIG)
∂λ
= 0
.
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En tenant compte des formules (2.14) et (2.15), les deux équations de ce système s’écrivent :
r∑
i=1
νi
pi(θIG)
{√
λ
µ2
(−√aiϕ(αi) +√ai−1ϕ(αi−1))+ 2λ
µ2
exp(2λ
µ
) (−Φ(βi) + Φ(βi−1)) +
√
λ
µ2
exp(2λ
µ
)
(√
aiϕ(βi)−√ai−1ϕ(βi−1)
)}
= 0,
r∑
i=1
νi
pi(θIG)
{√
λ
µ2
(−√aiϕ(αi) +√ai−1ϕ(αi−1))+ 2λ
µ2
exp(2λ
µ
) (−Φ(βi) + Φ(βi−1)) +
√
λ
µ2
exp(2λ
µ
)
(√
aiϕ(βi)−√ai−1ϕ(βi−1)
)}
= 0,
où pi(θIG) est donné par la formule (2.13).
Dans la figure 2.1 (figure 2.2), nous représentons graphiquement les fonctions de densité (de survie)
de la distribution Gaussienne inverse correspondantes à ces estimateurs, ainsi l’estimateur de MVUE
de la fonction de densité (de survie) fˆ (Sˆ) (voir tableau 1.2). Nous remarquons que les fonctions de
densités sont très proches ainsi que les fonctions de survie.
En appliquant les 3 tests, nous trouvons alors :
Y 2n (θˆIG) = 1.196187, U2n(θˆIG) = 1.018421 et M2n(θˆIG) = 0.177766.
Pour un seuil α = 0.05, les valeurs critiques pour les 3 tests sont respectivement : Cα = χ2r−1,1−α =
9.487729, Cα = χ2r−3,1−α = 5.991465 et Cα = χ22,1−α = 5.991465,
et nous concluons alors que la distribution IG donne une bonne adéquation pour ces données.
Remarque 2.4. Notons que Von Alven (1964) a proposé la distribution log-normale pour ajuster
les données d’ERCA. Chhikara et Folks (1977) ont proposé la statistique de Kolmogorov-Smirnov pour
monter que la distribution IG donne un bon ajustement pour ces données.
Calculons maintenant les valeurs des 3 tests en considérant les distributions LN, LL, BS, EW et
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Figure 2.1 – Comparaison des fonctions de densité pour IG .
Figure 2.2 – Comparaison des fonctions de survie pour IG.
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Loi Y 2n (θˆ) U2n(θˆ) M2n(θˆ)
LN 5.538831 3.588526 1.950305
LL 14.90841 0.04543832 14.86297
BS 5.216523 3.214698 2.001825
EW 0.9898445 0.2338761 0.7559684
GW 1.352059 0.3482281 1.003831
Tableau 2.2 – Valeurs des 3 tests pour les Données d’entretien d’ERCA.
GW. Les résultats sont résumés au tableau 2.2.
Pour un seuil α = 0.05, les valeurs critiques pour les 3 tests pour les distributions EW et GW sont
respectivement : Cα = χ2r−1,1−α = 9.487729, Cα = χ2r−4,1−α = 3.841459 et Cα = χ23,1−α = 7.814728.
Il s’ensuit que toutes les distributions donnent un bon ajustement pour les données d’entretien
d’ERCA, sauf la distribution LL en tenant compte des statistiques Y 2n (θˆLL) et M2n(θˆLL), H0 n’est pas
acceptée.
8.1 Simulation
Pour étudier empiriquement le comportement de la statistique de NRR Y 2n (θˆIG), nous avons généré
à la base de la distribution Gaussienne inverse des échantillons de taille n =20, 30, 50, 80, 100,150,
200, 300, 400 et 500, et pour diverses combinaisons des paramètres µ et λ.
Dans cette étude, nous avons choisi le seuil α = 0.05. Le paramètre µ varie de : 0,25, 1, 4 à 10, et
le paramètre λ varie de : 0,5, 1, 5 à 10.
Considérons le cas d’équiprobabilité. Chaque échantillon (n, µ, λ) est répété 5000 fois. Pour chaque
opération, nous calculons la statistique de NRR Y 2n (θˆIG), puis nous calculons le niveau empirique
(N.E.) qui compte le nombre de fois où Y 2n (θˆIG) ≤ Cα = χ2r−1,1−α divisé par 5000.
Comme le seuil α = 0.05, alors nous avons théoriquement N.E.=0.95. Les résultats sont groupés
dans les tableaux 2.3 à 2.6. Dans les figures 2.3 et 2.4, nous représentons pour (µ, λ) = (1, 1) et n =20,
30, 50, 80, 100,150, 200, 300, 400 et 500, les valeurs de Y 2n (θˆIG) en histogrammes.
Une lecture simple des tableaux nous indique que les valeurs du niveau empirique N.E. sont très
proches de la valeur théorique 0.95. Dans les figures 2.3 et 2.4, le graphe reliant les milieux des
histogrammes est étroitement confondu avec celui de la distribution χ2r−1, ce qui confirme le théorème
2.5.
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(µ, λ) = (0.25, 0.5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9520 0.9540 0.9486 0.9532 0.9516 0.9516 0.9418 0.9558 0.9512 0.9502
(µ, λ) = (0.25, 1)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9532 0.9534 0.9520 0.9448 0.9454 0.9474 0.9482 0.9520 0.9512 0.9516
(µ, λ) = (0.25, 5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9558 0.9562 0.9540 0.9500 0.9552 0.9518 0.9562 0.9490 0.9464 0.9526
(µ, λ) = (0.25, 10)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9500 0.9552 0.9468 0.9494 0.9534 0.9482 0.9492 0.9524 0.9574 0.9526
Tableau 2.3 – Niveau empirique pour µ = 0.25 et λ = (0.5, 1, 5, 10).
(µ, λ) = (1, 0.5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9586 0.9498 0.9484 0.9506 0.9536 0.9468 0.9532 0.9480 0.9506 0.9468
(µ, λ) = (1, 1)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9522 0.9574 0.9584 0.9478 0.9486 0.9494 0.9484 0.9552 0.9468 0.9490
(µ, λ) = (1, 5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9492 0.9544 0.9618 0.9472 0.9540 0.9496 0.9482 0.9476 0.9520 0.9486
(µ, λ) = (1, 10)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9534 0.9467 0.9534 0.9498 0.9465 0.9522 0.9534 0.9468 0.9478 0.9521
Tableau 2.4 – Niveau empirique pour µ = 1 et λ = (0.5, 1, 5, 10).
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(µ, λ) = (4, 0.5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9592 0.9518 0.9564 0.9506 0.9468 0.9444 0.9528 0.9492 0.9434 0.9489
(µ, λ) = (4, 1)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9516 0.9524 0.9576 0.9423 0.9498 0.9454 0.9494 0.9558 0.9478 0.9523
(µ, λ) = (4, 5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9565 0.9512 0.9467 0.9487 0.9545 0.9534 0.9521 0.9540 0.9498 0.9512
(µ, λ) = (4, 10)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9528 0.9553 0.9590 0.9487 0.9477 0.9489 0.9487 0.9543 0.9469 0.9493
Tableau 2.5 – Niveau empirique pour µ = 4 et λ = (0.5, 1, 5, 10).
(µ, λ) = (10, 0.5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9419 0.9527 0.9520 0.9489 0.9482 0.9485 0.9460 0.9476 0.9551 0.9498
(µ, λ) = (10, 1)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9521 0.9556 0.9498 0.9456 0.9478 0.9490 0.9467 0.9572 0.9499 0.9499
(µ, λ) = (10, 5)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9487 0.9534 0.9507 0.9454 0.9460 0.9498 0.9478 0.9532 0.9455 0.9489
(µ, λ) = (10, 10)
n 20 30 50 80 100 150 200 300 400 500
N.E. 0.9521 0.9543 0.9520 0.9488 0.9477 0.9489 0.9488 0.9523 0.9432 0.9498
Tableau 2.6 – Niveau empirique pour µ = 10 et λ = (0.5, 1, 5, 10).
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Figure 2.3 – Histogrammes de Y n2 pour (µ, λ) = (1, 1),
et n = 20, 30, 50, 80, 100, 150.
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Figure 2.4 – Histogrammes de Y n2 pour (µ, λ) = (1, 1),
et n = 200, 300, 400, 500.
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8.2 Autres tests d’ajustement pour la loi Gaussienne inverse
Soit X = (X1, X2, · · · , Xn)T un n−échantillon, nous voulons tester l’hypothèse composite H0 selon
laquelle la distribution de l’échantillon X vérifie :
H0 : P (Xi ≤ x) = FIG(x, θIG), x ≥ 0, θIG = (µ, λ)T .
• Test de Kolmogorov
Soit la statistique :
Dn = sup
|n|<∞
|Fn(x)− FIG(x, θIG)| ,
où Fn(x) est la fonction empirique . En pratique, il est préférable d’utiliser le test basé sur Dn
avec correction de Bolshev [ Bolshev (1987)] de la forme [Bolshev et Smirnov (1983)] :
SK =
6nDn + 1
6
√
n
,
où Dn = max(D+n , D−n ),
D+n = max1≤i≤n
{
i
n
− FIG(xi, θIG)
}
, D−n = max1≤i≤n
{
FIG(xi, θIG)−
i− 1
n
}
,
avec x1, x2, . . . , xn sont en ordre croissant.
Si θIG est connu, la distribution de la statistique de Bolshev obéit à la distribution de Kolmogorov
K(S) [Bolshev et Smirnov (1983)].
• Test de Cramér-Von Mises
La statistique ω2 de Cramér-Von Mises peut s’écrire :
Sω =
1
12n +
n∑
i=1
{
FIG(xi, θIG)−
2i− 1
2n
}2
.
Si θIG est connu, la statistique de Cramér-Von Mises à la distribution a1(S) [Bolshev et Smirnov
(1983)].
61
Chapitre 2. Test d’ajustement du Chi-deux pour les familles de fonction de hasard
unimodale
• Test d’Anderson-Darling
La statistique de Ω2 de Anderson-Darling peut s’écrire sous la forme :
SΩ = −n− 2
n∑
i=1
{2i− 1
2n lnFIG(xi, θIG) +
(
1− 2i− 12n
)
ln(1− FIG(xi, θIG))
}
.
Si θIG est connu, la distribution de la statistique d’Anderson-Darling est a2(S) [Bolshev et Smirnov
(1983)].
Remarque 2.5. Si θIG est inconnu, la distribution de ces statistiques dépend d’un certain nombre
de facteurs : la forme de la loi FIG(x, θIG) correspondant à l’hypothèse H0, la méthode d’estimation
des paramètres et le nombre de paramètres estimés, (voir Lemeshko et Lemeshko (2009), Lemeshko et
al. (2010a)).
Dans [Lemeshko et al. (2010b)], nous donnons la comparaison entre ces tests et le test de NRR
Y 2n (θˆIG).
9 Test de Chi-deux de la loi Gaussienne inverse contre la loi log-
normale
Considérons l’hypothèse nulle H0 telle que :
H0 : P (Xi ≤ x) = FIG(x, θIG), θIG = (µ, σ)T .
Nous voulons tester l’hypopthèse H0 contre l’hypothèse alternative H1 :
H1 : P (Xi ≤ x) = FLN (x, θLN ), θLN = (m,σ)T ,
où
FLN est la fonction de répartition de log-normale LN(m,σ) définie par :
FLN (x, θLN ) = Φ
( ln x−m
σ
)
.
La fonction de densité de LN(m,σ) est définie par :
fLN (x, θLN ) =
1
σ
√
2pix
exp
{
−12
( ln x−m
σ
)2}
.
En appliquant la statistique de NRR, il est raisonnable d’utiliser les classes de Neyman-Pearson
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(voir Greenwood et Nikulin (1996)) pour grouper les données :
I1 = {x : fIG(x, θIG) ≥ fLN (x, θLN )}, I2 = {x : fIG(x, θIG) < fLN (x, θLN )},
les intervalles I1 et I2 sont déterminés par la résolution de l’équation non linéaire :
fIG(x, θˆIG) = fLN (x, θˆLN ), (2.16)
Pour trouver les racines de l’équation (2.16), nous pouvons utiliser une méthode numérique. Pour
cela nous avons réalisé un algorithme en constatant que l’équation (2.16) possède quatre points d’inter-
section distincts quels que soient les paramètres θˆIG et θˆLN . Pour les données d’ERCA, nous trouvons :
a∗1 = 0.2839932, a∗2 = 1.4492008, a∗3 = 8.6505096, a∗4 = 50.6410849.
Notons que par l’égalisation des premiers moments des lois Gaussienne inverse et log-normale, il
résulte que l’équation (2.16) possède aussi quatre points d’intersection distincts, et nous constatons
que les deux distributions sont très proches l’une de l’autre "close each other".
Dans la figure 2.5, nous représentons les fonctions de densité fIG(x, θˆIG) et fLN (x, θˆLN ). Nous re-
marquons qu’elles sont très proches.
Considérons la partition de la droite réelle par les points :
0 = a0 < a∗1 < a∗2 < a∗3 < a∗4 < a5 = +∞,
nous obtenons le vecteur de fréquences ν = (ν1, ν2, · · · , ν5)T , et le vecteur de probabilités
p = (p1, p2, · · · , p5)T . Ensuite nous calculons le vecteur de fréquences V = (V1, V2)T et le vecteur de
probabilités P = (P1, P2)T qui correspondent aux intervalles I1 et I2 tels que :
P1 =
∑
f
IG
≥f
LN
pi =
∫
I1
fIG(x, θˆIG)dx, P2 =
∑
f
IG
<f
LN
pi =
∫
I2
fIG(x, θˆIG)dx,
V1 =
∑
f
IG
≥f
LN
νi, V2 =
∑
f
IG
<f
LN
νi.
Alors, pour tester H0 contre H1, nous pouvons utiliser la statistique de NRR avec les classes I1 et
I2 :
Y 2n (θˆIG) = X2n(θˆIG) +
1
n
LT (θˆIG)(I(θˆIG)− J(θˆIG))−1L(θˆIG),
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avec
Xn(θˆIG) =
V1 − nP1(θˆIG)√
nP1(θˆIG)
,
V2 − nP2(θˆIG)√
nP2(θˆIG)
T .
D’après le théorème 2.5, nous savons que :
lim
n→∞P
(
Y 2n (θˆIG) > x|H0
)
= P(χ21 > x),
Considérons les données d’ERCA, les estimateurs θˆIG et θˆLN du maximum de vraisemblance sont :
θˆIG = (µˆ, λˆ)T = (3.6756, 1.7148)T ,
θˆLN = (mˆ, σˆ)T = (0.68843, 1.09518)T .
Figure 2.5 – Comparaison des densités de IG et de LN
pour les données d’ERCA.
La valeur de la statistique de NRR est Y 2n (θˆIG) = 0.01699. Pour un seuil α = 0.05, la valeur
critique est Cα = χ21,1−α = 3.841459, alors nous acceptons H0, et nous concluons que, pour les
données d’ERCA, la distribution Gaussienne inverse donne un meilleur ajustement par rapport à loi
log-normale.
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10 Test du Chi-deux de la loi Gaussienne inverse contre la loi de
Weibull généralisée
Considérons l’hypothèse nulle H0 pour laquelle la distribution de Xi appartient à la famille de lois
Gaussiannes inverses :
H0 : P (X ≤ x) = FIG(x, θIG), θIG = (µ, λ)T , x ≥ 0,
nous voulons tester H0 contre l’hypothèse alternative H1 :
H1 : P (T ≤ x) = FGW (x, θGW ), θGW = (σ, ν, γ)T ∈ R3+, x ≥ 0.
La fonction de densité de la distribution de Weibull généralisée est donnée par :
fGW (x, θGW ) =
ν
γσν
xν−1
(
1 + (x
σ
)ν
) 1
γ
−1
exp
{
1− (1 + (x
σ
)ν)
1
γ
}
, x ≥ 0,
et la fonction de survie est donnée par :
SGW (x, θGW ) = 1− FGW (x, θGW ) = exp
{
1− (1 + (x
σ
)ν)
1
γ
}
, x ≥ 0.
Pour tester H0 contre H1, nous pouvons utiliser la statistique de NRR avec les classes de Neyman-
Pearson :
I1 = {x : fIG(x, θGI) ≥ fGW (x, θGW )}, I2 = {x : fIG(x, θIG) < fGW (x, θGW )}.
Comme auparavant, les classes I1 et I2 s’obtiennent en résolvant l’équation :
fIG(x, θˆIG) = fGW (x, θˆGW ). (2.17)
Cette équation (2.17) possède aussi quatre points d’intersection distincts c∗1, c∗2, c∗3 et c∗4, quels que
soient les paramètres θIG et θGW .
Prenons les données d’ERCA, nous calculons les estimateurs θˆIG et θˆGW du maximum de vraisem-
blance :
θˆIG = (µˆ, λˆ)T = (3.6756, 1.7148)T ,
θˆGW = (σˆ, νˆ, γˆ)T = (0.5092, 3.0901, 7.3346)T ,
comme γˆ > νˆ > 1, la fonction de hazard hGW est unimodale.
65
Chapitre 2. Test d’ajustement du Chi-deux pour les familles de fonction de hasard
unimodale
Figure 2.6 – Comparaison des densités de IG et de GW
pour les données d’ERCA.
Les points d’intersection sont
c∗1 = 0.1776, c∗2 = 0.5106, c∗3 = 2.0326, et c∗4 = 22.1466.
Dans la figure 2.6, nous représentons les fonctions de densité fIG(x, θˆIG) et fGW (x, θˆWG). Nous
remarquons aussi qu’elles sont très proches.
Après calculs, nous trouvons que la valeur de la statistique de NRR est Y 2n (θˆIG) = 0.009994682.
Pour un seuil α = 0.05, la valeur critique est Cα = χ21,1−α = 3.841459, et par conséquent, nous accep-
tons H0. Ce résultat nous indique que la loi Gaussienne inverse donne un meilleur ajustement pour
les données d’ERCA par rapport à la loi de Weibull généralisée.
11 Etude de la puissance des tests : Simulation
Dans ce paragraphe, nous étudions la puissance des 3 tests vu ci-dessus Y 2n (θˆIG , U2n(θˆIG) etM2n(θˆIG)
pour la distribution Gaussienne inverse comme hypothèse nulle contre les distributions alternatives
LN, LL, EW, GW et BS.
Pour calculer la puissance du test, nous avons généré à partir de la distribution alternative des
échantillons de taille n = 200 (par exemple) et pour un seuil α = 0.2.
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Nous avons procédé comme suit :
(1) l’échantillon de taille n est généré à partir de la distribution alternative,
(2) on calcule les valeurs des statistiques Y 2n (θˆIG), U2n(θˆIG) et M2n(θˆIG),
(3) pour le seuil en question, H0 est rejetée si la valeur de la statistique dépasse la valeur critique,
(4) les étapes 1-3 sont répétées 5000 fois,
(5) la puissance est obtenue par compter le nombre de rejets de H0 divisé par 5000.
Dans les figures 2.7, 2.8, 2.9, 2.10 et 2.11 nous représentons la puissance des 3 tests. Dans le cas
des intervalles équiprobables, on voit clairement que le test U2n(θˆIG) possède une puissance faible pour
toutes les distributions alternatives en question. En revanche, les tests Y 2n (θˆIG) etM2n(θˆIG) sont les plus
puissants pour toutes les distributions alternatives considérées en variant le nombre d’intervalles r. Il
sera très intéressant si nous considérons dans cette étude les classes de Neyman-Pearson (Greenwood
et Nikulin (1996)) et d’évaluer la puissance de ces tests.
Figure 2.7 – Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre
la distribution lognormale, taille n = 200, seuil α = 0.2.
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Figure 2.8 – Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre
la distribution loglogistique , taille n = 200, seuil α = 0.2.
Figure 2.9 – Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre
la distribution de Weibull exponentielle , taille n = 200, seuil α = 0.2.
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Figure 2.10 – Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre
la distribution de Weibull généralisée, taille n = 200, seuil α = 0.2.
Figure 2.11 – Puissances estimées des 3 tests Y 2n (θˆn), U2n(θˆn) et M2n(θˆn) en fonction de r contre
la distribution de Birnbaum-Saunders, taille n = 200, seuil α = 0.2.
12 Test d’ajustement du Chi-deux pour les données censurées
12.1 Introduction
En fiabilité et analyse de survie, nous rencontrons souvent des observations incomplètes, et dans
cette situation les méthodes habituelles ne sont plus valables. Dans le cas de censure aléatoire à droite,
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plusieurs tests d’ajustement du type du Chi-deux ont été développés pour les hypothèses composites
lorsque les paramètres sont estimés, les tests déjà publiés sont résumés dans le tableau 2.7.
Plusieurs tests d’ajustement ont été proposés pour les données censurées. Dans sa thèse, Chen
(1975) avait construit un test du type Chi-deux. Habib et Thomas (1986) ont développé une statistique
du type Chi-deux où l’estimateur de Kaplan-Meier Sˆn(x) est comparée à l’estimateur paramétrique
S(x, θˆn), où θˆn est l’estimateur du maximum de vraisemblance de θ. Akritas (1988) a proposé une
statistique du type Chi-deux basée sur l’idée de comparer le nombre de pannes observé et attendu dans
chaque classe. Hjort (1990) a élaboré une statistique du type de Chi-deux pour tester la validité du
modèle paramétrique pour les données de vie basée sur le processus du hasard cumulatif. Kim (1993)
a également proposé un test du type de Chi-deux basé sur l’estimateur non paramétrique de type
produit-limite. Nikulin et Solev (1999) ont construit un test de type du Chi-deux pour les données
censurées doubles. Enfin, Bagdonavičius et Nikulin (2011) ont construit un test basé sur la statistique
de NRR Yˆ 2n .
Pour les familles loglogistique, lognormale, de Weibull exponentielle, de Weibull généralisée et de
Birnbaum-Saunders, les tests d’ajustement du Chi-deux en cas de données censurées ont été étudiés
par Tahir (2012)
12.2 Test d’ajustement du Chi-deux pour la famille des lois Gaussiennes inverses
Considérons le problème de tester l’hypothèse composite H0 pour laquelle les données proviennent
de la distribution Gaussienne inverse. Nous développons en détail les deux tests d’ajustement de Habib
et Thomas (1986) et de Bagdonavičius et Nikulin (2011).
Selon le modèle de censure aléatoire, on suppose que les temps de panne T1, T2, · · · , Tn sont non
négatifs et indépendants, et les variables de censure C1, C2, · · · , Cn sont aussi non négatives et sont
supposées aléatoires. On suppose aussi que Ci et Ti sont indépendantes.
Nous observons Xi = min(Ti, Ci) et les fonctions indicatrices δi définies par :
δi =
1 , si Ti ≤ Ci0 , sinon .
Soit S(t, θ) = 1 − F (t, θ), θ = (µ, λ)T est la fonction de survie de la distribution Gaussienne
inverse, f(t, θ) est la fonction de densité correspondante de F (t, θ), G(t) est la fonction de survie
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Année Auteur(s) Type
1986 M.G. Habib et D.R. Thomas Chi-deux
1988 M. Akritas Chi-deux
1990 N.L. Hjort Chi-deux
1993 J.H. Kim Chi-deux
1999 M. Nikulin et V.N. Solev Chi-deux
2011 V. Bagdonavičius et M. Nikulin Chi-deux
Tableau 2.7 – Quelques tests d’ajustement pour les données censurées aléatoires à droite.
inconnue et g(t) est la fonction de densité correspondante de G(t).
Nous supposons que la censure est non-informative, cela signifie que les fonctions G(t) et g(t) ne
dépendent pas du paramètre θ.
la fonction de vraisemblance est :
L(θ) =
n∏
i=1
f δi(Xi, θ)S1−δi(Xi, θ)Gδi(Xi) g1−δi(Xi).
En faisant sortir les coefficients qui ne dépendent pas du paramètre θ, la fonction de vraisemblance
pourra être présentée sous la forme suivante :
L(θ) =
n∏
i=1
f δi(Xi, θ)S1−δi(Xi, θ),
la fonction de log-vraisemblance est :
`(θ) =
n∑
i=1
δi ln f(Xi, θ) +
n∑
i=1
(1− δi) lnS(Xi, θ). (2.18)
Si on pose :
h(t, θ) = f(t, θ)
S(t, θ) ,
alors l’équation (2.18) devient :
`(θ) =
n∑
i=1
δi ln h(Xi, θ) +
n∑
i=1
lnS(Xi, θ).
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12.3 Test de Habib et Thomas
Ce test est bien adapté pour les données censurées aléatoires à droite où l’estimateur de Kaplan-
Meier Sˆn(x) est comparé à l’estimateur paramétrique S(x, θˆn), où θˆn est l’estimateur du maximum de
vraisemblance de θ.
La fonction de log-vraisemblance est :
`(µ, λ) =
n∑
i=1
δi
{
1
2 lnλ−
3
2 lnXi − λ
(Xi − µ)2
2µ2Xi
}
+
n∑
i=1
(1− δi) ln
{
Φ (A(Xi))− exp(2λ
µ
)Φ (B(Xi))
}
, (2.19)
où
A(Xi) = −
√
λ
Xi
(
Xi
µ
− 1
)
et B(Xi) = −
√
λ
Xi
(
Xi
µ
+ 1
)
.
Les fonctions de score Ul(µ, λ), l = 1, 2 sont :
U1(µ, λ) =
∂`(µ, λ)
∂µ
= λ
µ3
n∑
i=1
δi(Xi − µ)+
1
µ2
n∑
i=1
(1− δi)
√
λXiϕ(A(Xi)) + exp(2λµ )
(
2λΦ(B(Xi))−
√
λXiϕ(B(Xi))
)
S(Xi, µ, λ)
,
U2(µ, λ) =
∂`(µ, λ)
∂λ
=
n∑
i=1
δi
(
1
2λ −
(Xi − µ)2
2µ2Xi
)
+
n∑
i=1
(1− δi)
1
2λA(Xi)ϕ(A(Xi))− exp(2λµ )
(
2
µΦ(B(Xi)) +
1
2λB(Xi)ϕ(B(Xi))
)
S(Xi, µ, λ)
,
Pour déterminer l’estimateur du maximum de vraisemblance θˆn de θ, nous pouvons résoudre le
système non linéaire formé par les fonctions de score en égalisant celles-ci à zéro.
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Habib et Thomas (1986) ont démontré que Zn(t) =
√
n
(
Sˆn(t)− S(t, θ)
)
défini dans l’intervalle
[0, T ] où H(T )S(T, θ) > 0 converge faiblement vers un processus Gaussien Z(t) de moyenne 0 avec
Cov (Z(t), Z(s)) = S(t, θ)S(s, θ)
∫ s
0
f(u, θ)
H(u)S2(u, θ)du, pour tout 0 ≤ s ≤ t ≤ T.
On partage l’intervalle [0, T ] en r intervalles : I1, I2, · · · , Ir mutuellement disjoints par les points :
0 = t0 < t1 < · · · < tr−1 < tr = T < +∞.
Considérons le vecteur :
Zˆn =
√
n
(
Sˆn − Sθˆn
)
,
où
Sˆn = (Sˆn(t1), Sˆn(t2), · · · , Sˆn(tr−1))T and Sθˆn = (S(t1, θˆ1), S(t2, θˆ2), · · · , S(tr−1, θˆn))T .
Pour montrer la convergence faible de Zˆn(t), Habib et Thomas (1986) ont fait les suppositions
suivantes :
1) f(t, θ) and F (t, θ) sont deux fois continûment dérivables par rapport à θ ,
2) la matrice d’information de Fisher I(θ) est définie positive, et continue par rapport à θ, où
Iij = −
∫
∂2 ln f(t, θ)
∂θiθj
H(t)f(t, θ)dt−
∫
∂2 lnS(t, θ)
∂θiθj
h(t)S(t, θ)dt, i, j = 1, 2,
3) l’estimateur du Maximum de vraisemblance θˆn de θ existe et
√
n− consistant avec
√
n(θˆn − θ) = I−1Wn + op(1),
où
Wn = n−1/2
n∑
i=1
∂ ln g(Xi, δi, θ)
∂θ
,
et g est la densité jointe de la distribution de (X, δ).
Soit
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B = B(θ) =
[
∂F (ti, θ)
∂θj
]
(r−1)×2
,
et
V = V (θ) = [Cov (Z(ti), Z(tj))](r−1)×(r−1) ,
Pour tester H0, Habib et Thomas ont construit le test de Pearson du Chi-deux modifié qui a la
forme quadratique suivante :
Yˆ 2n (θˆn) = ZˆTn Σˆ−(θˆn)Zˆn, (2.20)
où la matrice Σˆ est l’estimateur de la matrice de covariance Σ et Σ− est son inverse généralisée,
de sorte que :
Σ(θ) = V (θ)−B(θ)I−1(θ)BT (θ), rangΣ = r − 1.
Le comportement asymptotique de la statistique Yˆ 2n (θˆn) est donné par le théorème suivant :
Théorème 2.8. [Habib et Thomas (1986)] Sous les conditions de régularité ci-dessus, et pour n
suffisamment grand :
lim
n→∞P
(
Yˆ 2n (θˆn) ≤ x|H0
)
= P(χ2r ≤ x).
Notons qu’à l’absence de la censure, la statistique Yˆ 2n se réduit à celle de NRR considérée précé-
demment. Nous pouvons aussi considérer le cas de données avec censure double (voir Nikulin et Solev
(1999)).
12.4 Test de Bagdonavičius et Nikulin
Soit l’échantillon
(X1, δ1), (X2, δ2), · · · , (Xn, δn), (2.21)
où
Xi = Ti ∧ Ci, δi = 1{Ti≤Ci}.
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Supposons que les temps de panne T1, T2, · · · , Tn sont n variables aléatoires indépendantes et iden-
tiquement distribuées. La fonction de densité de Ti appartient à une famille paramétrique {f(t, θ), θ ∈
Θ ⊂ Rm}.
Notons par :
Λ(t, θ) = −lnS(t, θ) =
∫ t
0
h(u, θ)du,
la fonction de hasard cumulative.
La fonction de log-vraisemblance est :
`(θ) =
n∑
i=1
δi ln h(Xi, θ) +
n∑
i=1
lnS(Xi, θ). (2.22)
l’estimateur du maximum de vraisemblance θˆ de θ vérifie :
˙`(θˆ) = 0,
où
˙`(θ) = ∂
∂θ
`(θ) =
(
∂
∂θ1
`(θ), · · · , ∂
∂θm
`(θ)
)T
. (2.23)
La matrice d’information de Fisher est :
I(θ) = −Eθ ¨`(θ), (2.24)
où
¨`(θ) =
n∑
i=1
δi
∂2
∂θ2
ln h(Xi, θ)−
n∑
i=1
∂2
∂θ2
Λ(Xi, θ). (2.25)
Si θ0 est la vraie valeur de θ et sous les conditions de régularité, on a :
θˆ
P→ θ0;
√
n(θˆ − θ0) P→ N(0m, i−1(θ0)), 0m = (0, 0, · · · , 0)T ;
1√
n
˙`(θ0) d→ N(0m, i(θ0)); − 1
n
¨`(θˆ) P→ i(θ0),
L’échantillon (2.21) peut être représenté en termes de processus de comptage comme suit :
(N1(t), Y1(t), t ≥ 0), · · · , (Nn(t), Yn(t), t ≥ 0),
où
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Ni(t) = 1{Xi≤t, δi=1}, Yi(t) = 1{0<t≤Xi}.
Posons :
N(t) =
n∑
i=1
Ni(t) et Y (t) =
n∑
i=1
Yi(t).
Ecrivons les expressions des équations (2.22), (2.23), (2.24) et (2.25) en fonction des processus
stochastiques Ni et Yi. Les trajectoires du processus de comptage Ni(t) ont la forme :
Ni(t) =
{
0, 0 ≤ t < Xi
1, t ≥ Xi
.
Si δi = 1, et Ni(t) ≡ 0, si δi = 0, les trajectoires du processus de comptage Yi ont la forme :
Yi(t) =
{
1, 0 ≤ t ≤ Xi
0, t > Xi
.
En utilisant ces processus, on obtient les relations suivantes :
∫ ∞
0
ln h(u, θ)dNi(u) =
{
ln h(Xi, θ), δi = 1,
0, δi = 0.
= δi ln h(Xi, θ),
et ∫ ∞
0
Yi(u)h(u)du =
∫ Xi
0
h(u)du = − lnS(Xi, θ).
Alors les équations (2.22), (2.23), (2.24) et (2.25) s’écrivent :
`(θ) =
∫ τ
0
{ln h(u, θ)dN(u)− Y (u)h(u, θ)}du,
˙`(θ) =
∫ τ
0
∂
∂θ
ln h(u, θ) {dN(u)− Y (u)h(u, θ)du},
¨`(θ) =
∫ τ
0
∂2
∂θ2
ln h(u, θ) dN(u)−
∫ τ
0
∂2
∂θ2
h(u, θ)Y (u)du.
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La matrice d’information de Fisher est :
I(θ) = −Eθ ¨`(θ) = Eθ
n∑
i=1
∫ ∞
0
∂
∂θ
ln h(u, θ) ( ∂
∂θ
ln h(u, θ))Th(u, θ)Yi(u)du.
Sous les conditions suivantes [Hjort (1990)] :
1. Il existe un voisinage Θ0 de θ0 la vraie valeur de θ telle que pour tout n et θ ∈ Θ0, et pour
tout t ∈ [0, τ ], les dérivées partielles d’ordre 1, 2 et 3 de λ(t, θ) par rapport à θ existent et
sont continues et bornées. On suppose aussi que la fonction de log-vraisemblance est trois fois
différenciables par rapport à θ ∈ θ0.
2. λ(t, θ) is bornée dans [0, τ ]×Θ0.
3. Il existe une fonction positive y(t) telle que :
sup
t∈[0,τ ]
|Y (t)/n− y(t)| P→ 0.
4. La matrice i(θ0) = limn→∞ I(θ0)n (la limite existe sous les conditions 1-3) est définie positive.
Partageons l’intervalle [0, τ ] en k sous-intervalles Ij = (aj−1, aj ], a0 = 0, ak = τ ,
et notons par :
Uj = N(aj)−N(aj−1) =
∑
i:Xi∈Ij
δi ,
Ej =
∫ aj
aj−1
h(u, θˆ)Y (u)du =
∑
i:Xi>aj−1
(
Λ(aj ∧Xi, θˆ)− Λ(aj−1, θˆ)
)
,
où a ∧ b = min(a, b).
Pour tester l’hypothèse H0, Bagdonavičiu et Nikulin (2011) ont proposé cette statistique :
Y 2n = ZT Vˆ −Z. (2.26)
où
Vˆ − = Aˆ−1 + Aˆ−1CˆT Gˆ−CˆAˆ−1, Gˆ = iˆ− CˆAˆ−1CˆT ,
est l’inverse généralisée de la matrice Vˆ ,
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Z = (Z1, Z2, · · · , Zk)T , Zj = 1√
n
(Uj − Ej),
Aˆ =

Aˆ1 0 · · · 0
0 Aˆ2 · · · 0
...
... . . .
...
0 0 · · · Aˆk
 , Aˆj =
Uj
n
,
Cˆ =

Cˆ11 Cˆ12 · · · Cˆ1k
Cˆ21 Cˆ22 · · · Cˆ2k
...
... · · · ...
Cˆm1 Cˆm2 · · · Cˆmk
 , Cˆlj =
1
n
∑
i:Xi∈Ij
δi
∂
∂θl
ln h(Xi, θˆ),
iˆ =

iˆ11 iˆ12 · · · iˆmm
iˆ21 iˆ22 · · · iˆ2m
...
... · · · ...
iˆm1 iˆm2 · · · iˆmm
 , iˆll′ =
1
n
n∑
i=1
δi
∂ ln h(Xi, θˆ)
∂θl
∂ ln h(Xi, θˆ)
∂θl′
.
Cette statistique peut s’écrire :
Y 2n =
k∑
j=1
(Uj − ej)2
Uj
+Q,
où
Q = W T Gˆ−1W, W = CˆAˆ−1Z.
Sous l’hypothèse H0 et pour n suffisamment grand, la statistique Y 2n suit asymptotiquement une
loi de χ2k à k degrés de liberté.
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Choix de aˆj : Soit
bi = (n− i)Λ(X(i), θˆ) +
i∑
l=1
Λ(X(l), θˆ).
où X(i) est le ieme élément de la statistique d’ordre (X(1), · · · , X(n)).
Si i est le plus petit nombre naturel vérifiant Ej ∈ [bi−1, bi], j = 1, · · · , k − 1 alors :
(n− i+ 1)Λ(a, θˆ) +
i−1∑
l=1
Λ(X(l), θˆ) = Ej ,
d’où
aˆj = Λ−1
(
[Ej −
i−1∑
l=1
Λ(X(l), θˆ)]/(n− i+ 1), θˆ
)
, aˆk = max(X(n), τ),
où Λ−1 est l’inverse la fonction de hasard cumulative Λ.
Remarque 2.6. Nous voyons que les deux statistiques (2.20) et (2.26) sont semblables.
12.4.1 Application à la loi Gaussienne inverse
Supposons que sousH0, la distribution de T1, T2, · · · , Tn suit une loi Gaussienne inverse, de fonction
de survie :
S(t, θ) = 1− F (t, θ) = Φ
−
√
λ
t
(
t
µ
− 1
)− exp(2λ
µ
)Φ
−
√
λ
t
(
t
µ
+ 1
) , θ = (µ, λ)T ,
S(t, θ) = 1− F (t, θ) = Φ (A(t, µ, λ))− e 2λµ Φ (B(t, µ, λ)) ,
où
A(t, θ) = −
√
λ
t
(
t
µ
− 1
)
et B(t, θ) = −
√
λ
t
(
t
µ
+ 1
)
.
Alors :
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Ej =
∑
i:Xi>aj−1
ln S(aj−1, θˆ)
S(aj ∧Xi, θˆ)
=
∑
i:Xi>aj−1
ln
Φ
(
A(aj−1, θˆ)
)
− e 2λµ Φ
(
B(aj−1, θˆ)
)
Φ
(
A(aj ∧Xi, θˆ)
)
− e 2λµ Φ
(
B(aj ∧Xi, θˆ)
) ,
la fonction de hasard est :
h(t, θ) =
(
λ
2pit3
) 1
2 exp{−λ(t−µ)22µ2t }
Φ
(
−
√
λ
t (
t
µ − 1)
)
− exp(2λµ )Φ
(
−
√
λ
t (
t
µ + 1)
) ,
Calculons les dérivées partielles de la fonction ln h par rapport à µ et λ :
∂ ln h(t, θ)
∂µ
= λ(t− µ)
µ3
− 1
S(t, θ)
{√
λt
µ2
ϕ(A(t, θ)) +
(
2λ
µ2
Φ(B(t, θ))−
√
λt
µ2
ϕ(B(t, θ))
)
exp(2λ
µ
)
}
,
∂ ln h(t, θ)
∂λ
= 12λ −
(t− µ)2
2µ2t −
1
S(t, θ)
{ 1
2λA(t, θ)ϕ(A(t, θ))−
( 2
µ
Φ(B(t, θ)) + 12λB(t, µ, λ)ϕ(B(t, θ))
)
exp(2λ
µ
)
}
.
Après calcul, nous trouvons les éléments de la matrice Cˆ qui sont donnés par :
Cˆ1j =
λˆ
nµˆ3
∑
i:Xi∈Ij
δi(Xi − µˆ)−
√
λˆ
nµˆ2
∑
i:Xi∈Ij
δi
√
Xiϕ(A(Xi, θˆ))
S(Xi, θˆ)
−
e
2λˆ
µˆ
nµˆ2
∑
i:Xi∈Ij
δi
2λˆΦ(B(Xi, θˆ))−
√
λˆXiϕ(B(Xi, θˆ))
S(Xi, θˆ)
,
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Cˆ2j =
1
2nλˆ
∑
i:Xi∈Ij
δi − 12nµˆ2
∑
i:Xi∈Ij
δi
(Xi − µˆ)2
Xi
− 1
2nλˆ
∑
i:Xi∈Ij
δi
A(Xi, θˆ)ϕ(A(Xi, θˆ))
S(Xi, θˆ)
+
e
2λˆ
µˆ
n
∑
i:Xi∈Ij
δi
2
µˆΦ(B(Xi, θˆ)) +
1
2λˆB(Xi, θˆ)ϕ(B(Xi, θˆ))
S(Xi, θˆ)
.
Les éléments de la matrice de Fisher sont :
iˆ =
(
iˆ11 iˆ12
iˆ21 iˆ22
)
,
avec
iˆ11 =
1
n
n∑
i=1
δi
 λˆ(Xi − µˆ)
µˆ3
−
√
λˆXi
µˆ2S(Xi, θˆ)
ϕ(A(Xi, θˆ)) −
e
2λˆ
µˆ
S(Xi, θˆ)
2λˆ
µˆ2
Φ(B(Xi, θˆ))−
√
λˆXi
µˆ2
ϕ(B(Xi, θˆ))
2 ,
iˆ12 =
1
n
n∑
i=1
δi
 λˆ(Xi − µˆ)
µˆ3
−
√
λˆXi
S(Xi, θˆ)µˆ2
ϕ(A(Xi, θˆ)) −
e
2λˆ
µˆ
S(Xi, θˆ)
2λˆ
µˆ2
Φ(B(Xi, θˆ))−
√
λˆXi
µˆ2
ϕ(B(Xi, θˆ))
×
[
1
2λˆ
− (Xi − µˆ)
2
2µˆ2Xi
− 1
2λˆS(Xi, θˆ)
A(Xi, θˆ)ϕ(A(Xi, θˆ)) +
e
2λˆ
µˆ
S(Xi, θˆ)
( 2
µˆ
Φ(B(Xi, θˆ)) +
1
2λˆ
B(Xi, θˆ)ϕ(B(Xi, θˆ))
) = iˆ21,
81
Chapitre 2. Test d’ajustement du Chi-deux pour les familles de fonction de hasard
unimodale
7, 34, 42, 63, 64, 74*, 83, 84, 91, 108, 112, 129, 133, 133, 139, 140, 140, 146, 149, 154,
157, 160, 160, 165, 173, 176, 185*, 218, 225, 241, 248, 273, 277, 279*, 297, 319*, 405,
417, 420, 440, 523*, 523, 583, 594, 1101, 1116*, 1146, 1226*, 1349*, 1412*, 1417.
Tableau 2.8 – Données d’Efron.
iˆ22 =
1
n
n∑
i=1
δi
[
1
2λˆ
− (Xi − µˆ)
2
2µˆ2t −
1
2λˆS(Xi, θˆ)
A(Xi, θˆ)ϕ(A(Xi, θˆ)) +
e
2λˆ
µˆ
S(Xi, θˆ)
( 2
µˆ
Φ(B(Xi, θˆ)) +
1
2λˆ
B(Xi, θˆ)ϕ(B(Xi, θˆ))
)2 .
12.4.2 Réanalyse des données de "Arm A" du cancer de la tête et du cou [Efron (1988)].
Les durées de survie (en jours) des (n = 51) patients sont données au tableau (2.8), où ∗ représente
la censure.
En transformant ces données en mois, Efron (1988) a estimé la fonction de hasard pour ces données
en montrant qu’elle est unimodale. Mudholkar et al. (1995) ont montré que distribution de Weibull
Exponentielle peut ajuster ces données. Nikulin et Haghighi (2004,2009) ont montré en utilisant le
test d’Akritas que la distribution de Weibull généralisée donne un bon ajustement pour ces données.
Pour la loi Gaussienne inverse, l’estimateur θˆn de θ maximisant la fonction de log-vraisemblance
(2.19) est :
θˆ = (µˆ, λˆ)T = (19.29642, 4.758374)T , log-vrais = −3.035701.
Pour un nombre de classes k = 5, Nous trouvons alors :
j 1 2 3 4 5
aˆj 2.074719 3.606261 6.120298 12.584717 τ
Uj 4 5 16 7 10
ej 8.778149 8.778149 8.778149 8.778149 8.778149
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Après calcul de la statistique de NRR, nous trouvons Y 2n = 17.29910. Au seuil α = 0.05, et pour
k = 5, la valeur critique χ2k = 11.07050, d’où H0 n’est acceptée.
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Chapitre 3
Le modèle de Régression AFT.
1 Introduction
Dans le domaine industriel (ou médical), l’étude de la fiabilité de composants et de systèmes
nécessite l’observation des temps de panne des unités qui fonctionnent sous différentes variables expli-
catives, appelées souvent stress, telles que la température, le voltage, la pression, l’humidité, etc. Pour
les systèmes hautement fiables, l’observation des pannes des unités sont rares et peuvent durer très
longtemps. Pour estimer la fonction de fiabilité sous les stress usuels, il devient nécessaire d’effectuer
des expériences accélérées qui permettent de raccourcir la durée de vie du système en lui appliquant
des stress élevés afin d’observer ses pannes dans un temps raisonnable, ce qui constitue l’objet des
méthodes de tests de vie accélérés (Accelerated Life Testing(ALT)) dont le modèle le plus fréquemment
utilisé est le modèle AFT (Accelerated Failure Time) [Bagdonavičius et Nikulin (2002), Meeker (1998),
Nikulin at al. (2007)] ou le modèle de temps de panne accéléré.
Plusieurs modèles AFT paramétriques ont été étudiés : (voir par example : Bagdonavičius et Ni-
kulin (2002)). Le modèle AFT basé sur la distribution de Birnbaum-Saunders a été étudié par Tahir
(2012). Puisque la distribution du temps de premier passage d’un processus Brownien avec une dérive
positive suit une loi Gaussienne inverse, l’utilisation de cette loi dans les modèles de durée de vie
est particulièrement intéressant [Chhikara et Folks (1989)]. Ces modèles sont utilisés aujourd’hui non
seulement en fiabilité et analyse de survie, mais aussi en démographie, dynamique des populations,
gérontologie, biologie, génétique, radiobiologie, biophysique, problèmes de la longévité, vieillissement,
dégradation, etc.
Dans ce chapitre nous nous intéressons à étudier le modèle AFT basé sur la loi Gaussienne inverse
et son application pour la construction de systèmes redondants.
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2 Le modèle AFT
2.1 Introduction
Considérons le cas où la fonction de hasard présente la forme ∩ (ou unimodale) et l’application de
la distribution Gaussienne inverse comme une fonction de survie de base dans le modèle AFT.
Soit E l’ensemble de tous les stress possibles, défini par :
E =
{
x(·) = (x1(·), x2(·), · · · , xm(·))T : (0,∞)→ Rm, x(·) est déterministe
}
Si x(·) est constant, nous écrivons x à la place de x(·), et nous notons par E1 le sous-ensemble de E
de tous les stress constants.
Notons par Tx(·) le temps de panne sous x(·) et par fx(·)(t), Sx(·)(t) et Fx(·)(t) respectivement la
fonction de densité, la fonction de survie et la fonction de distribution, où :
Sx(·)(t) = P
(
Tx(·) ≥ t
)
= 1− Fx(·)(t), x(·) ∈ E.
La fonction de hasard de Tx(·) sous x(·) est :
λx(·)(t) = lim
h→0
1
h
P
(
t ≤ Tx(·) < t+ h | Tx(·) ≥ t
)
= −
S′x(·)(t)
Sx(·)(t)
.
Notons par :
Λx(·)(t) =
∫ t
0
λx(·)(u)du = − ln(Sx(·)(t)),
la fonction de hasard cummulative de Tx(·).
Nous disons que le stress x(·) est supérieur à un stress y(·) et nous écrivons x(·) > y(·), si pour
tout t ≥ 0 l’inégalité Sy(·)(t) ≥ Sx(·)(t) est vérifiée et il existe t0 > 0 tel que Sy(·)(t0) > Sx(·)(t0). En
ALT les types de stress les plus utilisés sont les stress constants, stress en escalier, stress croissants
(monotones), stress cycliques et les stress aléatoires (voir e.g. Nelson (1990), Meeker et Escobar (1998),
Lawless (2003)). Le cas le plus commun est lorsque le stress est unidimensionnel. Les stress variant
dans le temps les plus fréquemment utilisés sont les stress en escalier : les unités sont mises au banc
d’essai à un stress initial faible et si elles ne tombent pas en panne dans un temps prédéterminé t1, le
stress est augmenté. Si les unités ne tombent pas encore en panne dans un temps prédéterminé t2 > t1,
le stress est augmenté à nouveau, et ainsi de suite.
Notons par Em le sous-ensemble de E des stress en escalier à m niveaux de la forme :
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x(t) =

x1, 0 ≤ t < t1
x2, t1 ≤ t < t2
...
xm, tm−1 ≤ t < tm = +∞
, (3.1)
où x1, x2, · · · , xk appartiennent à E1. Le sous-ensemble E2 de E prend la forme :
x(t) =
{
x1, 0 ≤ t < t1
x2, t ≥ t1
. (3.2)
2.2 Le principe du modèle de Sedyakin
En 1966, Sedyakin a formulé son fameux principe physique de la fiabilité, qui suppose que pour
deux populations d’unités fonctionnant sous différents stress constants x1 et x2, les deux instants t1
et t2 sont équivalents si les probabilités de survie jusqu’à ces moments sont égales :
P (Tx1 ≥ t1) = Sx1(t1) = Sx2(t2) = P (Tx2 ≥ t2) , x1, x2 ∈ E1.
Si après ces moments équivalents les unités de deux groupes sont observées sous le même stress
x2, i.e. la première population est observée sous le stress en escalier x(·) ∈ E2 de la forme (3.2) et la
seconde population est observée tout le temps sous le stress constant x2, alors pour tout s, on a :
λx(·)(t1 + s) = λx2(t2 + s).
En utilisant cette idée de Sedyakin, il a été proposé dans Bagdonavičius et Nikulin (2002) une
généralisation du modèle de Sedyakin (GSM) au cas des stress variant dans le temps en supposant
que la fonction de hasard λx(·)(t) à tout instant t est une fonction du stress à cet instant et de la
probabilité de survie jusqu’à cet instant :
λx(·)(t) = g(x(t),Λx(·)(t)), x(·) ∈ E,
telle que g est une fonction positive sur E ×R+.
Il est facile de montrer que si le modèle GSM est réalisé sur E2, alors la fonction de hasard sous le
stress x(·) ∈ E2, satisfait l’égalité :
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λx(·)(t) =
{
λx1(t), 0 ≤ t < t1
λx2(t− t1 + t∗1), t ≥ t1
,
où le moment t∗1 est déterminé par la relation Sx1(t1) = Sx2(t∗1). Cette dernière relation implique
que :
λx(·)(t1 + s) = λx2(t∗1 + s), ∀x(·) ∈ E, ∀s ≥ 0.
La fonction de survie sous le stress x(·) ∈ E2 satisfait :
Sx(·)(t) =
{
Sx1(t), 0 ≤ t < t1
Sx2(t− t1 + t∗1), t ≥ t1
.
Nous utilisons par exemple le modèle de Sedyakin pour construire les systèmes redondants.
2.3 Définition du modèle AFT
Le modèle AFT est défini sur E, si et seulement si il existe sur E une fonction positive r et sur
[0,+∞) une fonction de survie de base S0 telles que :
Sx(·)(t) = S0
(∫ t
0
r(x(u))du
)
,∀x(·) ∈ E. (3.3)
Sur l’ensemble E1, l’équation (3.3) devient :
Sx(t) = S0 (r(x)t) ,∀x ∈ E1,
et sur Em, l’équation (3.3) s’écrit [Bagdonavičius et Nikulin (2002)] :
Sx(t) = S0

i−1∑
j=1
r(xj)(tj − tj−1) + r(xi)(t− ti−1)
 =
Sxi
t− ti−1 + 1r(xi)
i−1∑
j=1
r(xj)(tj − tj−1)
 , t ∈ [ti−1, ti[, i = 1, 2, · · · ,m.
Si la fonction r(x) et S0 sont inconnues, on trouve le modèle AFT non-paramétrique. Si la fonction
S0 est complètement inconnue, on aura le modèle AFT semi-paramétrique. Si la fonction S0 est connue
et que r(x) peut être paramétrisée, dans ce cas on aura le modèle AFT paramétrique. Pour l’analyse
semi-paramétrique et paramétrique du modèle AFT, on peut voir Bagdonavičius et Nikulin (2002),
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Bagdonavičius et al. (2011).
Pour les modèles AFT paramétrique, les estimateurs des paramètres peuvent être obtenus quasi-
ment par toutes les méthodes standards pour tous les plans d’expérience. Dans la pratique la fonction
de survie de base S0 est tirée de certaines familles de distributions paramétriques, telles que Weibull
(Weibull), Weibull généralisée (GW), log-normale (LN), log-logistique (LL), Gaussienne inverse (IG),
Birnbaum-Saunders (BS), etc, et dans ce cas on obtient respectivement les modèles AFT paramé-
trique : AFT-Weibull, AFT-GW, AFT-LN, AFT-LL, AFT-IG, AFT-BS, etc.
La fonction r(x) est souvent paramétrisée comme suit :
r(x) = e−β0−β1ψ(x),
où
ψ est une fonction donnée de x, cette fonction peut prendre plusieurs formes :
– • r(x) = e−β0−β1x, ψ(x) = x, c’est le modèle log-linear .
– • r(x) = e−β0−β1 lnx, ψ(x) = ln(x), c’est le modèle power-rule .
– • r(x) = e−β0−β1/x, ψ(x) = 1/x, c’est le modèle d’Arrhenius .
– • r(x) = e−β0−β1 ln x1−x , 0 < x < 1, ψ(x) = ln x1−x , c’est le modèle de Meeker-Luvalle.
Généralement, nous prenons :
r(x) = e−βT x,
où β = (β0, · · · , βm)T est le vecteur de régression inconnu. Dans ce cas, le modèle AFT paramétrique
(3.3) est donné par la formule :
Sx(·)(t) = S0
(∫ t
0
e−β
T x(u)du
)
, x(·) ∈ E. (3.4)
2.4 Plan d’expériences
Comme on a mentionné, le but des tests de vies accélérés (ALT) est de donner l’estimateur de
la fonction de fiabilité Sx(0) sous le stress usuel x(0), en utilisant les données d’expériences accélérées
lorsque les unités sont testées sous stress supérieur au stress usuel.
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Plusieurs plans d’expériences sont utilisés en ALT. Nous pouvons citer :
• Premier plan d’expériences
Notons par x(0) = (x00, x01, · · · , x0m), x00 = 1, le stress usuel. Généralement nous prenons m = 1
(stress unidimensionnel), ou m = 2 (stress bidimensionnel).
Soient x(1), · · · , x(k) des stress accélérés constants dans le temps tels que :
x(0) < x(1) < · · · < x(k),
avec xi = (xi0, xi1, · · · , xim)T ∈ Em, xi0 = 1. Le stress usuel x(0) n’est pas utilisée durant l’expé-
rience. Selon le premier plan d’expériences k groupes d’unités sont testés. Le ieme groupe de ni unités,∑k
i=1 ni = n, est testé sous le stress x(i). Les données peuvent être complètes ou censurées à droite.
• Deuxième plan d’expériences
n unités sont testées sous des stress en escalier
x(t) =

x(1), 0 ≤ t < t1
x(2), t1 ≤ t < t2
...
x(m), tm−1 ≤ t < tm = +∞
, (3.5)
où
x(j) = (xj0, xj1, · · · , xjm)T ∈ Em, xj0 = 1.
Si la fonction r(x) est paramétrésée comme suit :
r(x) = e−βT x,
la fonction de survie de l’équation (3.4) sous le stress x(·) de la forme (3.5) peut s’écrire :
Sx(·)(t) = S0
1{i>1}
i−1∑
j=1
e−β
T xj (tj − tj−1) + e−βT xi(t− ti−1)
 , t ∈ [ti−1, ti[, i = 1, · · · ,m.
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2.5 Estimation dans les modèles AFT-LN et AFT-WG
Les modèles AFT-LN et AFT-GW ont été bien étudiés par Bagdonavičius et Nikulin (2002). Bag-
donavičius et al. (2008) ont réalisé une étude en comparant les modèles AFT-Weibull, AFT-LN et
AF-GW, et ils ont constaté que dans le cas où la fonction de hasard est en forme de baignoire, le
modèle AFT-GW est nettement plus approprié pour l’estimation de la fonction de survie sous le stress
usuel en faisant des expériences accélérées.
Pour les modèles AFT-LN et AFT-GW, les fonctions de survie de base S0 sont respectivement :
S0(t) = 1− Φ(ν ln t), ν > 0, (LN)
S0(t) = exp{1− (1 + tν)
1
γ }, ν, γ > 0, (GW).
Pour notre situation, la fonction de hasard est unimodale, il suit nécessairement que γ > ν > 1
pour la distribution de Weibull généralisée.
2.6 Estimation dans le modèle AFT-IG
Nous proposons l’étude du modèle paramétrique AFT-IG, et dans ce cas la fonction de survie de
base S0(t) appartient à la famille des lois Gaussiennes inverses, i.e. :
S0(t) = Φ
−
√
λ
t
(
t
µ
− 1
)− exp(2λ
µ
)Φ
−
√
λ
t
(
t
µ
+ 1
) , t > 0, µ, λ > 0,
la fonction de hasard est :
h(t, θ) =
(
λ
2pit3
) 1
2 exp{−λ(t−µ)22µ2t }
Φ
(
−
√
λ
t (
t
µ − 1)
)
− exp(2λµ )Φ
(
−
√
λ
t (
t
µ + 1)
) , θ = (µ, λ)T .
Pour estimer les paramètres du modèle AFT-IG, nous considérons le premier plan d’expérience.
Soit ti est la durée maximale d’expérience pour le ieme groupe. Soient β = (β0, β1, · · · , βm)T les
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paramètres de régression. la durée de vie de la jeme unité du ieme groupe est notée par Tij . Soit
Xij = Tij ∧ ti et δij est la fonction indicatrice définie par :
δij =
1 , si Tij < ti0 , sinon .
Après calcul, nous obtenons la fonction de vraisemblance L(β, µ, λ) [Saaidia et al. (2010)] :
L =
k∏
i=1
ni∏
j=1

e−βT x(i)
(
λ
2piX3ije−3β
T x(i)
) 1
2
exp{−λ(Xije−β
T x(i)−µ)
2
2µ2Xije−βT x(i)
}
Φ
(
−
√
λ
Xije−β
T x(i)
(
1
µXije
−βT x(i) − 1
))
− e 2λµ Φ
(
−
√
λ
Xije−β
T x(i)
(
1
µXije
−βT x(i) + 1
))

δij
×
{
Φ
(
−
√
λ
Xije−β
T x(i)
( 1
µ
Xije
−βT x(i) − 1
))
− e 2λµ Φ
(
−
√
λ
Xije−β
T x(i)
( 1
µ
Xije
−βT x(i) + 1
))}
=
k∏
i=1
ni∏
j=1
e−βT x(i)
(
λ
2piX3ije−3β
T x(i)
) 1
2
exp
−λ(Xije−β
T x(i) − µ)2
2µ2Xije−βT x(i)


δij
×
{
Φ
(
−
√
λ
Xije−β
T x(i)
( 1
µ
Xije
−βT x(i) − 1)
)
− e 2λµ Φ
(
−
√
λ
Xije−β
T x(i)
( 1
µ
Xije
−βT x(i) + 1)
)}1−δij
.
Notons Kij = Xije−β
T x(i) , Aij = −
√
λ
Kij
(
Kij
µ − 1
)
et Bij = −
√
λ
Kij
(
Kij
µ + 1
)
,
alors la fonction de vraisemblance devient :
L(β, µ, λ) =
k∏
i=1
ni∏
j=1

e−βT x(i)
(
λ
2piK3ij
) 1
2
exp{−λ(Kij−µ)22µ2Kij }
Φ (Aij)− e
2λ
µ Φ (Bij)

δij {
Φ (Aij)− e
2λ
µ Φ (Bij)
}
,
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=
k∏
i=1
ni∏
j=1
e−βT x(i)
(
λ
2piK3ij
) 1
2
exp
{
−λ(Kij − µ)
2
2µ2Kij
}
δij {
Φ (Aij)− e
2λ
µ Φ (Bij)
}1−δij
,
et la fonction de log-vraisemblance `(β, µ, λ) est :
`(β, µ, λ) =
k∑
i=1
ni∑
j=1
δij
{
−βTx(i) + 12 lnλ−
3
2 lnKij − λ
(Kij − µ)2
2µ2Kij
}
+
k∑
i=1
ni∑
j=1
(1− δij) ln
{
Φ (Aij)− e
2λ
µ Φ (Bij)
}
. (3.6)
Nous remarquons que la fonction de log-vraisemblance est très complexe.
Calculons les dérivées partielles de la fonction de log-vraisemblance `(β, µ, λ) (3.6) par rapport
à βl (l = 0, · · · ,m), µ et λ. Nous obtenons les fonctions de score (ou gradient) Ul(β, µ, λ), l =
0, · · · ,m+ 2 [Saaidia et al. (2010)] :
Ul(β, µ, λ) =
∂`(β, µ, λ)
∂βl
= 12
k∑
i=1
ni∑
j=1
δijxil
{
1 +
λ(K2ij − µ2)
µ2Kij
}
−
1
2
k∑
i=1
ni∑
j=1
(1− δij)xil
Bijϕ(Aij)− e
2λ
µ Aijϕ(Bij)
Sij
 , l = 0, · · · ,m, (3.7)
Um+1(β, µ, λ) =
∂`(β, µ, λ)
∂µ
= λ
µ3
k∑
i=1
ni∑
j=1
δij(Kij − µ)+
1
µ2
k∑
i=1
ni∑
j=1
(1− δij)
√
λKijϕ(Aij) + e
2λ
µ
(
2λΦ(Bij)−
√
λKijϕ(Bij)
)
Sij
, (3.8)
Um+2(β, µ, λ) =
∂`(β, µ, λ)
∂λ
=
k∑
i=1
ni∑
j=1
δij
(
1
2λ −
(Kij − µ)2
2µ2Kij
)
+
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k∑
i=1
ni∑
j=1
(1− δij)
1
2λAijϕ(Aij)− e
2λ
µ
(
2
µΦ(Bij) +
1
2λBijϕ(Bij)
)
Sij
, (3.9)
où
Sij = Φ (Aij)− e
2λ
µ Φ (Bij) .
Pour calculer l’estimateur du maximum de vraisemblance (βˆ, µˆ, λˆ) de (β, µ, λ), nous pouvons ré-
soudre le système non linéaire formé en égalisant les fonctions de score (3.7), (3.8) et (3.9) à zéro.
L’estimateur de la fonction de survie sous le stress usuel x(0) est
Sˆx(0)(t) = Φ
−
√
λˆ
te−βˆT x(0)
(
te−βˆT x(0)
µˆ
− 1
)− e 2λˆµˆ Φ
−
√
λˆ
te−βˆT x(0)
(
te−βˆT x(0)
µˆ
+ 1
) .
Les intervalles de confiance de Sx(0)(t) au seuil α sont(
1 + 1− Sˆx(0)(t)
Sˆx(0)(t)
e
±σˆQ
x(0)
ω1−α2
)−1
,
où
σˆQ
x(0)
= 1
(Sˆx(0)(t))
2(1− Sˆx(0)(t))
2
m+2∑
k=0
m+2∑
j=0
ak(t, βˆ, µˆ, λˆ)Ikj(βˆ, µˆ, λˆ)aj(t, βˆ, µˆ, λˆ),
ak(t, βˆ, µˆ, λˆ) =
1
2xk
(
Bˆtϕ(Aˆt) + e2λˆ/µˆAˆtϕ(Bˆt)
)
, k = 0, · · · ,m,
am+1(t, βˆ, µˆ, λˆ) =
1
µˆ2
{√
λˆKˆt
(
ϕ(Aˆt)− e2λˆ/µˆϕ(Bˆt)
)
+ e2λˆ/µˆΦ(Aˆt)
}
,
am+2(t, βˆ, µˆ, λˆ) =
1
2λˆ
(
Aˆtϕ(Aˆt)− e2λˆ/µˆBˆtϕ(Bˆt)
)
− 2
µˆ
e2λˆ/µˆΦ(Bˆt),
avec
Aˆt = −
√
λˆ
te−βˆT x(0)
(
te−βˆT x(0)
µˆ
− 1
)
et Bˆt = −
√
λˆ
te−βˆT x(0)
(
te−βˆT x(0)
µˆ
+ 1
)
,
ω1−α2 est le (1−
α
2 )-quantile de N(0, 1) et Ikj(βˆ, µˆ, λˆ) sont les éléments de la matrice I−1(βˆ, µˆ, λˆ).
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La matrice d’information de Fisher est :
I(β, µ, λ) = −E
(
∂2`(β, µ, λ)
∂θiθj
)
, θ = (β0, · · · , βm, µ, λ)T ,
ou encore
I(β, µ, λ) =

I00 I01 · · · I0m I0(m+1) I0(m+2)
I10 I11 · · · I1m I1(m+1) I1(m+2)
...
... · · · . . .
I(m+2)0 I(m+2)1 · · · I(m+2)m I(m+2)(m+1) I(m+2)(m+2)
 .
La matrice I(β, µ, λ) peut être remplacée par :
Iˆ(βˆ, µˆ, λˆ) = −∂
2`(βˆ, µˆ, λˆ)
∂θiθj
, θ = (β0, · · · , βm, µ, λ)T ,
les éléments de la matrice d’information de Fisher Iˆ(β, µ, λ) = (Ils(β, µ, λ))(m+3)×(m+3) sont [Saai-
dia et al. (2010)] :
Ils = −∂
2`(β, µ, λ)
∂βlβs
= λ2µ2
k∑
i=1
ni∑
j=1
δijxilxis
Kij
2 + µ2
Kij
+ 12
k∑
i=1
ni∑
j=1
(1− δij)xis
(Mij)
′
βl
Sij −Mij(Sij)′βl
S2ij
,
où
Sij = Φ (Aij)− exp(2λ
µ
)Φ (Bij) ,
Mij =
(
Bijϕ(Aij)− e
2λ
µ Aijϕ(Bij)
)
,
(Mij)
′
βl
= ∂Mij
∂βl
= 12xil
[
Aij(B2ij − 1)ϕ(Aij)− e
2λ
µ Bij(A2ij − 1)ϕ(Bij)
]
,
(Sij)
′
βl
= ∂Sij
∂βl
= −12xil
(
Bijϕ(Aij)− e
2λ
µ Aijϕ(Bij)
)
.
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Il,m+1 = −∂
2`(β, µ, λ)
∂βl∂µ
= λ
µ3
k∑
i=1
ni∑
j=1
δijxilKij − 1
µ2
k∑
i=1
ni∑
j=1
(1− δij)
(Nij)
′
βl
Sij −Nij(Sij)′βl
S2ij
,
où
Nij =
√
λKijϕ(Aij) + e
2λ
µ
(
2λΦ(Bij)−
√
λKijϕ(Bij)
)
,
(Nij)
′
βl
= ∂Nij
∂βl
= 12xil
√
λKij(−1 +AijBij)
(
ϕ(Aij)− e
2λ
µ ϕ(Bij
)
− xilλAije
2λ
µ ϕ(Bij),
(Sij)
′
βl
= ∂Sij
∂βl
= −12xil
(
Bijϕ(Aij)− e
2λ
µ Aijϕ(Bij)
)
.
Il,m+2 = −∂
2`(β, µ, λ)
∂βl∂λ
= − 12µ2
k∑
i=1
ni∑
j=1
δijxil
K2ij − µ2
Kij
−
k∑
i=1
ni∑
j=1
(1− δij)
(Dij)
′
βl
Sij −Dij(Sij)′βl
S2ij
,
où
Dij =
1
2λAijϕ(Aij)− e
2λ
µ
( 2
µ
Φ(Bij) +
1
2λBijϕ(Bij)
)
,
(Dij)
′
βl
= ∂Dij
∂βl
= 14λxilBijϕ(Aij)(−1 +A
2
ij)− xile
2λ
µ Aijϕ(Bij)
(
− 1
µ
+ 14λ(−1 +B
2
ij)
)
,
(Sij)
′
βl
= ∂Sij
∂βl
= −12xil
(
Bijϕ(Aij)− e
2λ
µ Aijϕ(Bij)
)
.
Im+1,m+1 = −∂
2`(β, µ, λ)
∂µ2
= λ
k∑
i=1
ni∑
j=1
δij
3Kij − 2µ
µ4
−
k∑
i=1
ni∑
j=1
(1− δij)
µ((Fij)
′
µSij − Fij(Sij)
′
µ)− 2FijSij
µ3S2ij
,
où
Fij =
√
λKijϕ(Aij) + e
2λ
µ
(
2λΦ(Bij)−
√
λKijϕ(Bij)
)
,
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(Fij)
′
µ =
∂Fij
∂µ
= −λKij
µ2
Aijϕ(Aij) + e
2λ
µ
(
−4λ
2
µ2
Φ(Bij) +
4λ
√
λKij
µ2
ϕ(Bij) +
λKij
µ2
Bijϕ(Bij)
)
,
(Sij)
′
µ =
∂(Sij)
∂µ
= 1
µ2
{√
λKij
(
ϕ(Aij)− e
2λ
µ ϕ(Bij)
)
+ 2λe
2λ
µ Φ(Bij)
}
.
Im+1,m+2 = −∂
2`(β, µ, λ)
∂µ∂λ
= − 1
µ3
k∑
i=1
ni∑
j=1
δij(Kij − µ)−
k∑
i=1
ni∑
j=1
(1− δij)
(Rij)
′
µSij −Rij(Sij)
′
µ
S2ij
,
où
Rij =
1
2λAijϕ(Aij)− e
2λ
µ
( 2
µ
Φ(Bij) +
1
2λϕ(Bij)ϕ(Bij)
)
,
(Rij)
′
µ =
∂Rij
∂µ
=
√
λKij
2λµ2 (1−Aij)ϕ(Aij)+
e
2λ
µ
µ2
{
2(1 + 2λ
µ
)Φ(Bij) + (Bij − 2
√
λKij
µ
)ϕ(Bij)−
√
λKij
2λ (1−B
2
ij)ϕ(Bij)
}
,
(Sij)
′
µ =
∂(Sij)
∂µ
= 1
µ2
(√
λKij
(
ϕ(Aij)− e
2λ
µ ϕ(Bij)
)
+ 2λΦ(Bij)
)
.
Im+2,m+2 = −∂
2`(β, µ, λ)
∂λ2
= 12λ
k∑
i=1
ni∑
j=1
δij −
k∑
i=1
ni∑
j=1
(1− δij)(Gij)
′
λSij −Gij(Sij)
′
λ
S2ij
,
où
Gij =
1
2λAijϕ(Aij)− e
2λ
µ
( 2
µ
Φ(Bij) +
1
2λϕ(Bij)ϕ(Bij)
)
,
(Gij)
′
λ =
∂Rij
∂λ
= − 14λ2Aij(1 +A
2
ij)ϕ(Aij)−
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e
2λ
µ
{ 4
µ2
Φ(Bij) +
2
µλ
Bijϕ(Bij)− 14λ2Bij(1 +B
2
ij)ϕ(Bij)
}
,
(Sij)
′
λ =
∂(Sij)
∂λ
= 12λAijϕ(Aij)− e
2λ
µ
( 2
µ
Φ(Bij) +
1
2λBijϕ(Bij)
)
.
Ainsi la matrice d’information de Fisher est complètement calculée. L’étude par simulation des
modèles AFT-IG, AFT-BS, AFT-LN, AFT-LL, AFT-EW et AFT-GW fait l’objet de futur travaux.
2.7 Test d’ajustement pour le molèle AFT paramétrique
Danc cette section nous donnons le test d’ajustement basé sur la statistique NRR pour le modèle
AFT paramétrique proposée par Bagdonavicius et Nikulin (2012). Ils ont proposé ce test d’ajustement
pour différents modèles (AFT) paramétriques.
Supposons la donnée de n variables de pannes indépendantes. On considère l’hypothèse H0 z(t) =
(z0(t), z1(t), · · · , zm(t))T , z0 = 1
S(t|z) = S0
(∫ t
0
e−β
T z(u)du; γ
)
,
β = (β0, · · · , βm)T ,
θ = (βT , γT )T .
2.7.1 Construction du test
Nous construisons maintenant le test de Chi-deux pour l’hypothèse H0 à partir des temps de
pannes (failure time) censurées à droite :
(X1, δ1, z1), (X2, δ2, z2), · · · , (Xn, δn, zn),
où
Xi = Ti ∧ Ci, δi = 1{Ti≤Ci}, zi(t) = (1, zi1(t), · · · , zim(t))T ,
Ti sont les temps de pannes, Ci les temps de censure et zi le vecteur des covariables.
L’échantillon peut être représenté en termes de processus de comptage comme suit :
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(N1(t), Y1(t), t ≥ 0), · · · , (Nn(t), Yn(t), t ≥ 0),
où
Ni(t) = 1{Xi≤t, δi=1}, Yi(t) = 1{0<t≤Xi}.
Posons :
N(t) =
n∑
i=1
Ni(t) et Y (t) =
n∑
i=1
Yi(t).
Supposons que les processus Ni, Yi,zi sont observés dans un temps fini τ et que la censure est
non-informative.
On divise l’intervalle [0, τ ] au k sous-intervalles Ij =]aj−1, aj], a0 = 0, ak = τ , et on note par :
Uj = N(aj)−N(aj1)
le nombre de pannes observé dans le sous-intervalle Ij , j = 1, 2, · · · , k. Pour estimer le nombre prévu
de pannes dans l’intervalle Ij sous l’hypothèse H0 , nous considérons l’égalité :
ENi(t) = E
∫ t
0
hi(u, θ)Yi(u)du,
et nous pouvons compter
ej =
n∑
i=1
∫
Ij
hi(u, θˆ)Yi(u)du,
pannes, et hi(u, θ) est la fonction de hasard de Ti sous zi, et θˆ est l’estimateur de MV de θ sous
H0.
Alors le test statistique est basé sur le vecteur
Z = (Z1, Z2, · · · , Zk)T , Zj = 1√
n
(Uj − ej), j = 1, · · · , k.
2.7.2 La distribution asymptotique de Z
Les propriétés de la statistique Z peuvent être étudiées à travers le processus stochastique
Hn(t) =
1√
n
(
N(t)−
n∑
i=1
∫ t
0
hi(u, θˆ)Yi(u)du
)
.
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Les propriétés des estimateurs MV se résument dans les conditions A suivantes :
Conditions A :
θˆ
P→ θ0; 1√
n
˙`(θ0) d→ Nm(0, i(θ0)); − 1
n
¨`(θˆ) P→ i(θ0),
et
√
n(θˆ − θ0) = i−1(θ0) 1√
n
˙`(θ0) + op(1);
où
˙`(θ) =
n∑
i=1
∫ τ
0
∂
∂θ
ln hi(u, θ) {dNi(u)− Yi(u)hi(u, θ)du},
avec
˙`(θ) = ∂
∂θ
`(θ) =
(
∂
∂β0
`(θ), · · · , ∂
∂γq
`(θ)
)T
, θ = (βT , γT )T ,
est le vecteur des fonctions de scores.
Soient
S(0)(t, θ) =
n∑
i=1
Yi(t)hi(t, θ), S(1)(t, θ) =
n∑
i=1
Yi(t)
∂ ln hi(t, θ)
∂θ
hi(t, θ),
S(2)(t, θ) =
n∑
i=1
Yi(t)
∂2 ln hi(t, θ)
∂θ2
hi(t, θ).
Conditions B : Ils existent un voisinage Θ0 de θ0 et des fonctions continues et bornées sur
[0, τ ]×Θ0 :
s(0)(t, θ), s(1)(t, θ) = ∂s
(0)(t, θ)
∂θ
, s(2)(t, θ) = ∂
2s(0)(t, θ)
∂θ2
,
telles que pour j = 0, 1, 2 :
sup
t∈[0,τ ],θ∈Θ
|| 1
n
Sj(t, θ)− sj(t, θ)|| P→ 0 as n→∞.
Les conditions B impliquent que uniformément sur [0, τ ] :
1
n
n∑
i=1
∫ t
0
hi(u, θ0)Yi(u)du P→ A(t), 1
n
n∑
i=1
∫ t
0
∂hi(t, θ0)
∂θ
Yi(u)du P→ C(t),
où A et C sont des fonctions finies.
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Lemme1. [Bagdonavicius et al. (2012)] Sous les conditions A et B nous aurons :
Hn
P→ V sur D[0, τ ],
où
D[0, τ ] est l’espace de Skorokhod des fonctions càdlàg, V est une martingale Gaussienne de moyenne
0, telle que pour tous 0 ≤ u ≤ v ≤ τ :
cov(V (u), V (v)) = A(u)− CT (u)i−1(θ0)C(v).
Pour i = 0, · · · ,m+ q = s; j, j′ = 1, · · · , k on pose :
Vj = V (aj)− V (aj−1); σjj′ = cov(Vj , Vj′ ),
Aj = A(aj)−A(aj−1), Cij = Ci(aj)− Ci(aj−1), Cj = (C0j , · · · , Csj)T ,
Σ = [σjj′ ]k×k; C = [Cij ](s+1)×k,
notons par A la matrice diagonale de dimension k × k avec ces éléménts diagonaux A1, · · · , Ak.
Théorème 3.1. [Bagdonavicius et al. (2012)] Sous les conditions A et B
Z
P→ Y ∼ Nk(0,Σ) as n→∞,
où
Σ = A− CT i−1(θ0)C,
Remarque 3.1. Soit la matrice G définie par G = i− CA−1CT , alors la formule :
Σ−1 = A−1 +A−1CTG−1CA−1,
implique qu’on a besoin d’inverser la matrice A et de trouver l’inverse généralisé de la matrice G
de dimensions s× s.
Théorème 3.2. [Bagdonavicius et al. (2012)] Sous les conditions A et B, les estimateurs de Aj ,
Cj , i(θ0) et Σ suivant sont consistants :
Aˆj = Uj/n, Cˆj =
1
n
n∑
i=1
∫
Ij
∂ ln hi(u, θˆ)
∂θ
dNi(u),
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et
iˆ = 1
n
n∑
i=1
∫
Ij
∂ ln hi(u, θˆ)
∂θ
(
∂ ln hi(u, θˆ)
∂θ
)T
dNi(u).
2.7.3 Le test Statistique
A la base des théorèmes 1 et 2, pour tester l’hypothèse H0 nous pouvons utiliser le test de type
Chi-deux Y 2n tel que :
Y 2n = ZT ΣˆZ,
avec
Σˆ− = Aˆ−1 + Aˆ−1CˆT Gˆ−CˆAˆ−1, G = i− CA−CT .
Ce test peut s’écrire sous la forme :
Y 2n =
n∑
i=1
(Uj − ej)2
Uj
+Q,
où
Uj =
∑
i:Xi∈Ij
δi, ej =
n∑
i=1
∫
Ij
hi(u, θˆ)Yi(u)du, Q = W T Gˆ−W,
W = (W0, · · · ,Ws)T , Gˆ = [gˆll′ ]s×s, gˆll′ = iˆll′ −
k∑
i=j
CˆljCˆl′jAˆ
−1
j ,
Cˆlj =
1
n
∑
i:Xi∈Ij
δi
∂
∂θl
ln hi(Xi, θˆ), iˆll′ =
1
n
n∑
i=1
δi
∂ ln hi(Xi, θˆ)
∂θl
∂ ln hi(Xi, θˆ)
∂θl′
,
Wl =
k∑
i=j
CˆljAˆ
−1
j Zj , l, l
′ = 1, 2, · · · , s.
Sous l’hypothèse H0 et pour n suffisamment grand, la statistique Y 2n suit asymptotiquement une
loi de χ2r à r = rang(Σ−) = tr(Σ−Σ) degrés de liberté. Si la matrice G est non-dégénérée alors r = k.
Pour un seuil α, l’hypothèse H0 est rejetée si Y 2n > Cα = χ2r,1−α.
2.7.4 Choix de aˆj :
Soit
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Ek =
n∑
i=1
∫ τ
0
hi(u, θˆ)Yi(u)du =
n∑
i=1
hi(Xi, θˆ), Ej =
j
k
Ek, j = 1, · · · , k.
Nous choisissons alors aˆj d’une manière à avoir des nombres égaux de pannes prévues dans tous
les sous-intervalles. Anisi les aˆj vérifient les égalités :
g(aˆj) = Ej , g(a) =
n∑
i=1
∫ a
0
hi(u, θˆ)Yi(u)du.
Si on considère la statistique d’ordre (X(1), · · · , X(n)), il vient que :
g(a) =
n∑
li=1
hi(Xi ∧ a, θˆ) =
n∑
i=1
[
n∑
l=i
h(l)(a, θˆ) +
i−1∑
l=1
h(l)(X(l), θˆ)
]
1[X(i−1),X(i)](a)
est une fonction continue et croissante sur [0, τ ].
Soit
bi =
n∑
l=i+1
h(l)(X(i), θˆ) +
i∑
l=1
h(l)(X(l), θˆ).
Si Ej ∈ [bi−1, bi] alors aˆj est l’unique solution de l’équation
n∑
l=i
h(l)(aˆj , θˆ) +
i−1∑
l=1
h(l)(X(l), θˆ) = Ej ,
et on a : 0 < aˆ1 < aˆ2 < · · · < aˆk = τ , et dans ce cas : ej = Ek/k pour tout j.
2.7.5 Application à la loi Gaussienne inverse
Considérons le modèle AFT-IG :
H0 : Si(t) = S0
(∫ t
0
e−β
T zi(u)du
)
, i = 1, · · · , n
où
S0(t) = Φ
−
√
λ
t
(
t
µ
− 1
)− exp(2λ
µ
)Φ
−
√
λ
t
(
t
µ
+ 1
) , µ, λ > 0
avec β = (β0, · · · , βm)T , z(u) = (z0(u), · · · , zm(u))T , z0(u) ≡ 0. Si zi(u) sont constants, alors :
H0 : Si(t) = S0
(
e−β
T zit
)
, i = 1, · · · , n.
La fonction de vraisemblance L(β, µ, λ) est :
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L =
n∏
i=1

e−βT zi
(
λ
2piX3i e−3β
T zi
) 1
2
exp{−λ(Xie−β
T zi−µ)
2
2µ2Xie−β
T zi
}
Φ
(
−
√
λ
Xie−β
T zi
(
1
µXie
−βT zi − 1
))
− e 2λµ Φ
(
−
√
λ
Xie−β
T zi
(
1
µXie
−βT zi + 1
))

δi
×
{
Φ
(
−
√
λ
Xie−β
T zi
( 1
µ
Xie
−βT zi − 1
))
− e 2λµ Φ
(
−
√
λ
Xie−β
T zi
( 1
µ
Xie
−βT zi + 1
))}
,
Avec Ki = Xie−β
T zi , Ai = −
√
λ
Ki
(
Ki
µ − 1
)
et Bi = −
√
λ
Ki
(
Ki
µ + 1
)
,
Le log-vraisemblance `(β, µ, λ) est :
`(β, µ, λ) =
n∑
i=1
δi
{
−βT zi + 12 lnλ−
3
2 lnKi − λ
(Ki − µ)2
2µ2Ki
}
+
n∑
i=1
(1− δi) ln
{
Φ (Ai)− e
2λ
µ Φ (Bi)
}
.
La fonction de hasard pour le modèle AFT-IG est :
h(Xi, θ) =
e−βT zi
(
λ
2piX3i e−3β
T zi
) 1
2
exp{−λ(Xie−β
T zi−µ)
2
2µ2Xie−β
T zi
}
Φ
(
−
√
λ
Xie−β
T zi
(
1
µXie
−βT zi − 1
))
− e 2λµ Φ
(
−
√
λ
Xie−β
T zi
(
1
µXie
−βT zi + 1
)) ,
d’où
ln h(Xi, θ) =
{
−βT zi + 12 lnλ−
3
2 lnKi − λ
(Ki − µ)2
2µ2Ki
}
− ln
{
Φ (Ai)− e
2λ
µ Φ (Bi)
}
.
et les dérivées partielles de cette fonctions sont :
∂ ln h(Xi, θ)
∂θl
= xil2
1 + λ(K2i − µ2)µ2Ki + Biϕ(Ai)− e
2λ
µ Aiϕ(Bi)
Si
 , l = 1, · · · ,m;
∂ ln h(Xi, θ)
∂µ
=
 λµ3 (Ki − µ)− 1µ2
√
λKiϕ(Ai) + e
2λ
µ
(
2λΦ(Bi)−
√
λKiϕ(Bi)
)
Si
 ;
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∂ ln h(Xi, θ)
∂λ
=

(
1
2λ −
(Ki − µ)2
2µ2Ki
)
−
1
2λAiϕ(Ai)− e
2λ
µ
(
2
µΦ(Bi) +
1
2λBiϕ(Bi)
)
Si
 .
Les éléments de la matrice C sont :
Cˆlj =
1
n
∑
i:Xi∈Ij
xil
2 δi
1 + λ(K2i − µ2)µ2Ki + Biϕ(Ai)− e
2λ
µ Aiϕ(Bi)
Si
 ,
Cˆm+1,j =
1
n
∑
i:Xi∈Ij
δi
 λµ3 (Ki − µ)− 1µ2
√
λKiϕ(Ai) + e
2λ
µ
(
2λΦ(Bi)−
√
λKiϕ(Bi)
)
Si
 ,
Cˆm+2,j =
1
n
∑
i:Xi∈Ij
δi

(
1
2λ −
(Ki − µ)2
2µ2Ki
)
−
1
2λAiϕ(Ai)− e
2λ
µ
(
2
µΦ(Bi) +
1
2λBiϕ(Bi)
)
Si
 ,
où
l, j = 1, · · · , k, Si = Φ (Ai)− e
2λ
µ Φ (Bi) .
Les éléments de la matrice de Fisher sont :
iˆll′ =
1
4n
∑
i:Xi∈Ij
δixilxil′
1 + λ(K2i − µ2)µ2Ki + Biϕ(Ai)− e
2λ
µ Aiϕ(Bi)
Si

2
, l, l′ = 1, · · · ,m,
iˆl,m+1 =
1
n
∑
i:Xi∈Ij
δi
xil
2
1 + λ(K2i − µ2)µ2Ki + Biϕ(Ai)− e
2λ
µ Aiϕ(Bi)
Si
× λµ3 (Ki − µ)− 1µ2
√
λKiϕ(Ai) + e
2λ
µ
(
2λΦ(Bi)−
√
λKiϕ(Bi)
)
Si
 ,
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iˆm+1,m+1 =
1
n
∑
i:Xi∈Ij
δi
 λµ3 (Ki − µ)− 1µ2
√
λKiϕ(Ai) + e
2λ
µ
(
2λΦ(Bi)−
√
λKiϕ(Bi)
)
Si

2
,
iˆl,m+2 =
1
n
∑
i:Xi∈Ij
δi
xil
2
1 + λ(K2i − µ2)µ2Ki + Biϕ(Ai)− e
2λ
µ Aiϕ(Bi)
Si
×
(
1
2λ −
(Ki − µ)2
2µ2Ki
)
−
1
2λAiϕ(Ai)− e
2λ
µ
(
2
µΦ(Bi) +
1
2λBiϕ(Bi)
)
Si
 ,
iˆm+1,m+2 =
1
n
∑
i:Xi∈Ij
δi
 λµ3 (Ki − µ)− 1µ2
√
λKiϕ(Ai) + e
2λ
µ
(
2λΦ(Bi)−
√
λKiϕ(Bi)
)
Si
×
(
1
2λ −
(Ki − µ)2
2µ2Ki
)
−
1
2λAiϕ(Ai)− e
2λ
µ
(
2
µΦ(Bi) +
1
2λBiϕ(Bi)
)
Si
 ,
iˆm+2,m+2 =
1
n
∑
i:Xi∈Ij
δi

(
1
2λ −
(Ki − µ)2
2µ2Ki
)
−
1
2λAiϕ(Ai)− e
2λ
µ
(
2
µΦ(Bi) +
1
2λBiϕ(Bi)
)
Si

2
.
A cause de la difficulté de maximiser la fonction de log-vraisemblance, l’application de ce test à
des exemples en fiabilité et analyse de survie est soumise à la recherche des algorithmes d’optimisation
plus performants.
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Analyse des systèmes redondants
1 Introduction
La redondance est une approche visant à améliorer la fiabilité des systèmes. La conception de
redondance augmente le coût et la complexité du système avec une haute fiabilité des composants
électriques et mécaniques modernes. De nombreuses applications n’ont pas besoin de redondance afin
de réussir, mais si le coût de la panne est assez élevé, la redondance peut être une option intéressante.
Considérons un système de redondance avec une unité principale qui fonctionne aux conditions
"hot" et (m− 1) unités en veille (stand-by units) fonctionnant aux conditions "warm". Si l’unité prin-
cipale tombe en panne, une unité en veille va la remplacer automatiquement et ainsi de suite. Notons
S(1,m−1) un tel système. Le problème est d’obtenir les intervalles de confiance pour la fonc-
tion de répartition du système de redondance en utilisant des données de panne de deux groupes
d’unités. On suppose que la commutation du mode "warm" en mode "hot" ne provoque aucun choc et
aucun dommage pour les unités du système.
Dans ce chapitre, nous commençons par donner la formulation mathématique du système S(1, 1)
avec une unité principale et une unité en vielle, et le système S(1,m− 1), puis nous construisons les
systèmes redondants basés sur les familles dont la fonction de hasard est unimodale.
2 Système redondant S(1, 1)
En utilisant le principe du modèle de Sedyakin, Bagdonavičius et Masiulaityle et Nikulin (2008a,2008b)
ont donné la formulation mathématique basée sur le modèle AFT, et ils ont proposé des tests pour
valider ces modèles.
Supposons que le temps de panne T1 de l’unité principale a la fonction de répartition F1 et la
densité de probabilité f1, le temps de panne T2 de l’unité en veille a la fonction de répartition F2 et
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la densité de probabilité f2.
Le temps de panne du système est T = max(T1, T2).
Notons parf (y)2 (x) la densité conditionnelle de l’unité en veille sachant que l’unité principale tombe
en panne à l’instant y. Il est clair que f (y)2 (x) = f2(x) si 0 ≤ x ≤ .y
La fonction de répartition de T s’écrit
F (t) = P (T1 ≤ t, T2 ≤ t) =
∫ t
0
{∫ y
0
f2(x)dx+
∫ t
y
f
(y)
2 (x)dx
}
f1(y)dy. (4.1)
Si l’unité en veille est en mode "warm" alors f2(x) = 0, f (y)2 (x) = f1(x− y), x > y, et on a :
F (t) =
∫ t
0
{∫ t
y
f1(x− y)dx
}
f1(y)dy =
∫ t
0
F1(t− y)dF1(y).
Dans le mode "hot", f (y)2 (x) = f2(x) = f1(x), et alors F (t) = [F1(t)]2.
Considérons l’hypothèse H0 suivante :
H0 : f (y)2 (x) = f1(x+ g(y)− y), pour tout x ≥ y ≥ 0,
où g(y) est l’instant pour lequel en mode "hot" correspond à l’instant y en mode "warm" avec :
F1(g(y)) = P (T1 ≤ g(y)) = P (T2 ≤ y) = F2(y),
alors
g(y) = F−11 (F2(y)).
Conditionnellement (sachant T1 = y), l’hypothèse correspond au modèle de Sedyakin. Dans ce cas
la formule (4.1) implique sous H0
F (t) =
∫ t
0
F1(t+ g(y)− y)dF1(y). (4.2)
En particulier, si l’on suppose que la distribution des unités fonctionnant en "warm" et "hot" ne
diffère que par l’échelle, i.e.
F2(t) = F1(rt), (4.3)
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pour r > 0, alors g(y) = ry. Dans cette situation l’hypothèse suivante est à vérifier
H∗0 : f
(y)
2 (x) = f1(x+ ry − y), ∀ x ≥ y ≥ 0, (4.4)
Conditionnellement (sachant T1 = y), l’hypothèse (4.4) correspond au modèle AFT (Bagdonavičius
et Masiulaityle et Nikulin (2008a, 2008b)).
La fonction de répartition du système redondant S(1, 1) s’écrit :
K2(t) =
∫ t
0
F1(t+ ry − y)dF1(y).
3 Système redondant S(1,m− 1)
Selon les résultats de Bagdonavičius et Masiulaityle et Nikulin (2008a, 2008b, 2009, 2010), on
suppose qu’en mode "hot", le temps de panne, la fonction de répartition, la fonction de survie et la
fonction de densité de l’unité principale sont respectivement T1, F1, S1 et f1, et en mode ’warm’ le
temps de panne, la fonction de répartition, la fonction de survie et la fonction de densité des unités
en veille sont respectivement Ti, F2, S2 et f2, i = 2, · · · ,m.
Si une unité en veille est passée du mode "warm" au mode "hot", sa fonction de répartition est
différente de F1 et F2. Le temps de panne du système S(1,m− 1) est :
T (m) = T1 ∨ T2 ∨ ... ∨ Tm−1 ∨ Tm = (T1 ∨ T2 ∨ ... ∨ Tm−1) ∨ Tm.
Notons par Kj la fonction de répartition de T (j), j = 2, ...,m. Nous savons que :
Kj(t) = P{T (j) ≤ t} = P{T (j−1) ≤ t, Tj ≤ t} =
∫ t
0
P{Tj ≤ t|T (j−1) = y}dKj−1(y).
Selon Bagdonavičius et Masiulaityle et Nikulin (2009), la densité conditionnelle de Tj sachant
T (j−1) = y est :
fTj |T (j−1)=y(t) =
{
f2(t), if t ≤ y
f1(t+ ry − y), if t > y
,
pour r > 0. Cela signifie que les distributions des unités fonctionnant aux modes "warm" et "hot" ne
diffèrent que par une échelle, i.e.
F2(t) = F1(rt) , ∀ t ≥ 0, r > 0.
La fonction de répartition du système redondant S(1,m− 1) avec unité principale et j − 1 unités
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en veille est donnée par
Kj(t) =
∫ t
0
F1(t+ ry − y)dKj−1(y), j = 2, · · · ,m, K1(t) = F1(t), (4.5)
il s’ensuit que la fonction de répartitionKm(t) du système S(1,m−1) est définie de façon récurrente
à l’aide de l’équation (4.5). En pratique, souvent les fonctions de répartition des unités appartiennent
à une famille paramétrique.
Pour j = 2, nous obtenons la formule de K2(t) :
K2(t) =
∫ t
0
F1(t+ ry − y)f1(y)dy. (4.6)
4 L’estimation de Kj(t)
Supposons que ces données sont disponibles :
a) données censurées à droite
(X11, δ11)T , · · · , (X1n1 , δ1n1)T
de taille n1, où X1i = T1i ∧ C1i, δ1i = 1{T1i≤C1i}.
T1i est le temps de panne des unitées testées en mode "hot", C1i est la censure.
b) données censurées à droite
(X21, δ21)T , · · · , (X2n2 , δ2n2)T
de taille n2, où X2j = T2j ∧ C2j , δ2j = 1{T2j≤C2j}.
T2i est le temps de panne des unitées testées en mode "warm", C2i est la censure.
Soient m1 =
∑n1
i=1 δ1i, m2 =
∑n2
j=1 δ2j , n = n1 + n2.
Supposons que, dans des conditions "hot" la fonction de répartition F1(t; θ) est absolument conti-
nue et dépend d’un paramètre de dimension finie θ ∈ Θ ⊂ Rk.
Posons γ = (r, θ)T , l’estimateur du maximum de vraisemblance γˆ = (rˆ, θˆT )T du paramètre γ maximi-
sant la fonction de log-vraisemblance :
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`(γ) =
n1∑
i=1
δ1i ln f1(X1i, θ) +m2 ln r +
n2∑
j=1
δ2j ln f1(rX2j , θ)+
n1∑
i=1
(1− δ1i) lnS1(X1i, θ) +
n2∑
j=1
(1− δ2j) lnS1(rX2j , θ).
La fonction de répartition Kj(t) avec unité principale et j − 1 unités en veille est estimée par
Kˆj(t) =
∫ t
0
F1(t+ rˆy − y, θˆ)dKˆj−1(y), j = 2, · · · ,m, Kˆ1(t) = F1(t, θˆ).
5 L’intervalle de confiance asymptotique de Kj(t)
En utilisant les résultats de Bagdonavičius et Masiulaityle et Nikulin (2008a, 2008b, 2009, 2010),
l’intervalle de confiance de Kj(t) au seuil α est
Kˆj(t)± σˆ2Kˆj(t)z1−α/2,
ou encore l’intervalle (Kj(t),Kj(t)) de Kj(t) au seuil α est donné par
Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
 σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 , (4.7)
Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
− σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 , (4.8)
où
σˆ2
Kˆj(t)
= CT2 (t, γˆ)I−1(γˆ)C2(t, γˆ),
C2(t, γ) = (C21(t, γ), CT22(t, γ))T .
Les composantes du vecteur C2(t, γ) sont données par :
C21(t, γ) =
∫ t
0
∂F1
∂r
(t+ ry − y, θ)dF1(y, θ),
111
Chapitre 4. Analyse des systèmes redondants
C22(t, γ) =
∫ t
0
∂F1
∂θ
(t+ ry − y, θ)dF1(y, θ) + F1(t+ ry − y, θ)d(∂F1
∂θ
(y, θ)),
avec z1−α/2 est le (1− α/2)-quantile de N(0, 1) et I est l’information de Fisher.
Rappelons que Bagdonavičius et Masiulaityle et Nikulin (2008a) ont donné l’estimation non pa-
ramétrique de la fonction de répartition des systèmes redondants. Bagdonavičius et Masiulaityle et
Nikulin (2009) ont traité l’estimation de la fonction de répartition des systèmes redondants basés sur
les familles paramétriques : Weibull, exponentielle et log-logistique. Le système redondant basé sur la
famille de Birnbaum-Saunders est bien étudié par Tahir (2012).
Construisons maintenant les systèmes redondants basés sur les familles paramétriques de fonction
de hasard unimodale vu précédemment.
6 La distribution Gaussienne inverse
Supposons maintenant que les fonctions de répartition des unités appartiennent à la famille des
distributions Gaussiennes inverses [Nikulin et Saaidia (2009), Lemeshko et al. (2010b), Nikulin et
Saaidia et Tahir (2011a)], i.e.
S1(t, µ, λ) = 1− F1(t, µ, λ) = Φ
−
√
λ
t
(
t
µ
− 1
)− exp(2λ
µ
)Φ
−
√
λ
t
(
t
µ
+ 1
) .
l’estimateur du maximum de vraisemblance γˆ = (rˆ, µˆ, λˆ)T du paramètre γ maximisant la fonction
de log-vraisemblance
`(r, µ, λ) = m1 +m22 lnλ−
m2
2 ln r +
(m1 +m2)λ
µ
− 32
n1∑
i=1
δ1i ln(X1i)−
λ
2µ2
n1∑
i=1
δ1iX1i − λ2
n1∑
i=1
δ1iX
−1
1i −
3
2
n2∑
j=1
δ2j ln(X2j)− λr2µ2
n2∑
j=1
δ2jX2j − λ2r
n2∑
j=1
δ2jX
−1
2j +
n1∑
i=1
(1− δ1i) ln
{
Φ
(
−
√
λ
X1i
(
X1i
µ
− 1
))
− exp(2λ
µ
)Φ
(
−
√
λ
X1i
(
X1i
µ
+ 1
))}
+
n2∑
j=1
(1− δ2j) ln
{
Φ
(
−
√
λ
rX2j
(
rX2j
µ
− 1
))
− exp(2λ
µ
)Φ
(
−
√
λ
rX2j
(
rX2j
µ
+ 1
))}
.
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En calculant les dérivées de `(r, µ, λ) par rapport à r, µ, λ, nous trouvons les fonction de score (le
gradient) :
∂`
∂r
= −m22r −
λ
2µ2
n2∑
i=1
δ2jX2i +
λ
2r2
n2∑
i=1
δ2jX
−1
2i +
1
2r
n2∑
i=1
(1− δ2j)B(rX2j)ϕ(A(rX2j))− e
2λ
µ A(rX2j)ϕ(B(rX2j))
S1(rX2j , µ, λ)
,
∂`
∂µ
= − λ
µ2
(m1 +m2) +
λ
µ3
n1∑
i=1
δ1iX1i +
λr
µ3
n2∑
i=1
δ2jX2i+
1
µ2
n1∑
i=1
(1− δ1i)
√
λX1i
(
ϕ(A(X1i))− e
2λ
µ ϕ(B(X1i))
)
+ 2λe
2λ
µ Φ(B(X1i))
S1(X1i, µ, λ)
+
1
µ2
n2∑
j=1
(1− δ2j)
√
λrX2j
(
ϕ(A(rX2j))− e
2λ
µ ϕ(B(rX2j))
)
+ 2λe
2λ
µ Φ(B(rX2j))
S1(rX2j , µ, λ)
,
∂`
∂λ
= ( 12λ +
1
µ
)(m1 +m2)− 12µ2
n1∑
i=1
δ1iX1i − 12
n1∑
i=1
δ1iX
−1
1i −
r
2µ2
n2∑
j=1
δ2jX2j − 12r
n2∑
j=1
δ2jX
−1
2i +
n1∑
i=1
(1− δ1i)
1
2λ
[
A(X1i)ϕ(A(X1i))− e
2λ
µ B(X1i)ϕ(B(X1i))
]
− 2µe
2λ
µ Φ(B(X1i))
S1(X1i, µ, λ)
+
n2∑
j=1
(1− δ2j)
1
2λ
[
A(rX2j)ϕ(A(rX2j))− e
2λ
µ B(rX2j)ϕ(B(rX2j))
]
− 2µe
2λ
µ Φ(B(rX2j))
S1(rX2j , µ, λ)
,
avec
A(t) = −
√
λ
t
(
t
µ
− 1
)
, B(t) = −
√
λ
t
(
t
µ
+ 1
)
.
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Pour déterminer l’estimateur du maximum de vraisemblance γˆ de γ, nous pouvons résoudre le
système non linéaire formé par les fonctions de score en égalisant celles-ci à zéro.
Afin de simplifier les calculs, supposons maintenant que les données sont complètes. Les dérivées
partielles secondes de la fonction de log-vraisemblance sont :
∂2`
∂r2
= + n22r2 −
λ
r3
n2∑
i=1
T−12i ,
∂2`
∂r∂µ
= λ
µ3
n2∑
i=1
T2i,
∂2`
∂r∂λ
= − 12µ2
n2∑
i=1
T2i +
1
2r2
n2∑
i=1
T−12i ,
∂2`
∂µ2
= −3λ
µ4
n1∑
i=1
T1i − 3λr
µ4
n2∑
i=1
T2i +
2λn
µ3
,
∂2`
∂µ∂λ
= 1
µ3
n1∑
i=1
T1i +
r
µ3
n2∑
i=1
T2i − n
µ2
,
∂2`
∂λ2
= − n2λ2 .
Calculons la matrice d’information de Fisher :
I(γ) = −E
(
∂2`(γ)
∂γi∂γj
)
3×3
, γ = (r, µ, λ)T ,
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Posons
I(γ) =

I11 I12 I13
I21 I22 I23
I31 I32 I33
 .
L’élément I11 est :
I11 = −E
(
∂2`
∂r2
)
= −E
(
n2
2r2 −
λ
r3
n2∑
i=1
T−12i
)
= − n22r2 +
λ
r3
n2∑
i=1
E
(
T−12i
)
.
Comme F2(t) = F1(rt), alors en dérivant les deux membres, nous trouvons
f2(t) = rf1(rt),
alors :
E
(
T−12i
)
= E
( 1
T2i
)
=
∫ +∞
0
1
t
f2(t)dt = r
∫ +∞
0
1
t
f1(rt)dt = r
∫ +∞
0
1
y
f1(y)dy =
rE
( 1
T1i
)
= r
( 1
µ
+ 1
λ
)
,
d’après la proposition 1.1 (chapitre 1).
Donc
I11 =
(1
2 +
λ
µ
)
n2
r2
.
De la même manière nous calculons les autres éléments de la matrice I(γ). Nous trouvons alors :
I(γ) =

(µ+2λ)n2
2µr2 −λn2rµ2 − n22rλ
−λn2
rµ2
λn
µ3 0
− n22rλ 0 n2λ2
 .
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La matrice inverse de I(γ) est donnée par :
I−1(γ) =

2nr2µ
n1n2(µ+2λ)
2rµ2
n1(µ+2λ)
2rµλ
n1(µ+2λ)
2rµ2
n1(µ+2λ)
(n1µ+2nλ)µ3
n1n(µ+2λ)λ
2n2µ2λ
n1n(µ+2λ)
2rµλ
n1(µ+2λ)
2n2µ2λ
n1n(µ+2λ)
2(nµ+2n1λ)λ2
n1n(µ+2λ)
 .
Si nous prenons j = 2, la fonction de répartition K2(t) est estimée par :
Kˆ2(t) =
∫ t
0
√
λˆ
2piy3 exp
{
− λˆ(y − µˆ)
2
2µˆ2y
}
Φ
√ λˆ
t+ rˆy − y
(
t+ rˆy − y
µˆ
− 1
) dy+
∫ t
0
√
λˆ
2piy3 exp
{
− λˆ(y − µˆ)
2
2µˆ2y +
2λˆ
µˆ
}
Φ
−
√
λˆ
t+ rˆy − y
(
t+ rˆy − y
µˆ
+ 1
) dy.
Pour calculer Kˆ2, nous utilisons des méthodes numériques d’intégration.
Dans la figure (4.1), nous représentons les estimateurs des fonctions Fˆ1, Kˆ2, Kˆ3 et Kˆ4.
Figure 4.1 – Graphes des estimateurs des fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4,
(la distribution Gaussienne inverse).
Au seuil α, l’intervalle de confiance (Kj(t),Kj(t)) de Kj(t) est
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Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
 σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 ,
Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
− σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 ,
où
σˆ2
Kˆj(t)
= CT2 (t, γˆ)I−1(γˆ)C2(t, γˆ),
C2(t, γ) = (C21(t, γ), C22(t, γ), C23(t, γ))T .
Les composantes du vecteur C2(t, γ) sont :
C21(t, γ) =
∫ t
0
∂F1
∂r
(t+ ry − y, µ, λ)dF1(y, µ, λ),
C22(t, γ) =
∫ t
0
∂F1
∂µ
(t+ ry − y, µ, λ)dF1(y, µ, λ) + F1(t+ ry − y, µ, λ)d(∂F1
∂µ
(y, µ, λ)),
C23(t, γ) =
∫ t
0
∂F1
∂λ
(t+ ry − y, µ, λ)dF1(y, µ, λ) + F1(t+ ry − y, µ, λ)d(∂F1
∂λ
(y, µ, λ)),
avec
∂F1
∂r
(t+ ry − y, µ, λ) = y2
√
λ
t+ ry − y
( 1
t+ ry − y +
1
µ
)
ϕ(A1(t+ ry − y))−
y
2exp(
2λ
µ
)
√
λ
t+ ry − y
(
− 1
t+ ry − y +
1
µ
)
ϕ(B1(t+ ry − y)),
∂F1
∂µ
(t+ ry − y, µ, λ) =
√
λ(t+ ry − y)
µ2
(
−ϕ(A1(t+ ry − y)) + ϕ(B1(t+ ry − y))e2λ/µ
)
−
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exp(2λ
µ
)2λ
µ2
Φ(−B1(t+ ry − y)),
∂F1
∂λ
(t+ ry − y;µ, λ) = 12λA1(t+ ry − y)ϕ(A1(t+ ry − y))+
2
µ
exp(2λ
µ
)Φ(−B1(t+ ry − y))− 12λexp(
2λ
µ
)B1(t+ ry − y)ϕ(B1(t+ ry − y)),
on peut aussi écrire
C21(t, γ) =
∫ t
0
∂F1
∂r
(t+ ry − y, µ, λ)f1(y, µ, λ)dy,
C22(t, γ) =
∫ t
0
(
∂F1
∂µ
(t+ ry − y, µ, λ)f1(y, µ, λ) + F1(t+ ry − y, µ, λ)
[
∂F1
∂µ
(y, µ, λ)
]′
y
)
dy,
C23(t, γ) =
∫ t
0
(
∂F1
∂λ
(t+ ry − y, µ, λ)f1(y, µ, λ) + F1(t+ ry − y, µ, λ)
[
∂F1
∂λ
(y, µ, λ)
]′
y
)
dy,
où
[
∂F1
∂µ
(y, µ, λ)
]′
y
= 12µ2
√
λ
y
[1−A1(y)B1(y)]
(
−ϕ(A1(y)) + exp(2λ
µ
)ϕ(B1(y))
)
+
λ
µ2y
exp(2λ
µ
)A1(y)ϕ(B1(y)),
[
∂F1
∂λ
(y, µ, λ)
]′
y
= 14λyB1(y)(1−A
2
1(y))ϕ(A1(y))−
1
µy
exp(2λ
µ
)A1(y)ϕ(B1(y))− 14λyA1(y)(1−B
2
1(y))ϕ(B1(y)).
avec
A1(t) =
√
λ
t
(
t
µ
− 1
)
, B1(t) =
√
λ
t
(
t
µ
+ 1
)
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t 4 8 10 20 30 40 50
K2(t) 0.05099 0.55988 0.75297 0.99049 0.99966 0.99998 0.99999
N.C. 0.9367 0.8887 0.8355 0.8660 0.8904 0.9104 0.8722
Tableau 4.1 – Niveau de confiance pour K2(t),
(la distribution Gaussienne inverse).
6.1 Simulation
Considérons le cas où les données sont complètes. Nous générons des échantillons de taille n1 =
n2 = 100. Nous simulons les temps de pannes T1i et T2j à partir de la distribution Gaussienne inverse
avec les paramètres :
T1i ∼ IG(µ1, λ1), T2j ∼ IG(µ2, λ2),
µ1 = 8, µ2 = 4, λ1 = 40, λ2 = 20.
Chaque échantillon est répété 5000 fois. Pour différentes valeurs de t, et pour chaque échantillon
nous calculons par simulation les intervalles de confidence au seuil (risque) α = 0.1 en appliquant les
formules (4.7) et (4.8), puis nous calculons le niveau de confiance (N.C.) qui compte le nombre de fois
où les intervalles de confiance couvrant la valeur réelle de la fonction de répartition K2(t) donnée par
la formule (4.6) puis en divisant par 5000. Les résultats sont résumés dans le tableau 4.1.
7 La distribution log-normale
Supposons maintenant que les fonctions de distribution des unités appartiennent à la famille des
distributions log-normales [Nikulin et Saaidia et Tahir (2011a,2011b)], i.e.
S1(t) = 1− F1(t) = 1− Φ
( ln t−m
σ
)
.
la fonction de log-vraisemblance est
`(r,m, σ) = −(m1 +m2) ln σ −
n1∑
i=1
δ1i lnX1i −
n2∑
j=1
δ2j lnX2j+
− 12σ2
n1∑
i=1
δ1i (lnX1i −m)2 − 12σ2
n2∑
j=1
δ2j (ln r + lnX2j −m)2 +
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n1∑
i=1
(1− δ1i) ln
{
1− Φ
( lnX1i −m
σ
)}
+
n2∑
j=1
(1− δ2j) ln
{
1− Φ
( ln r + lnX2j −m
σ
)}
.
Supposons maintenant que les données sont complètes, les fonctions de scores sont :
∂`
∂r
= n2
rσ2
(m− ln r)− 1
rσ2
n2∑
j=1
ln(T2j),
∂`
∂m
= −nm
σ2
+ n2 ln r
σ2
+ 1
σ2
n1∑
i=1
ln(T1i) +
1
σ2
n2∑
j=1
ln(T2j),
∂`
∂σ
= −n
(
1
σ
− m
2
σ3
)
− n2 ln r
σ3
(2m− ln r)− 2m
σ3
n1∑
i=1
ln(T1i)+
2
σ3
(−m+ ln r)
n2∑
j=1
ln(T2j) +
1
σ3
n1∑
i=1
ln2(T1i) +
1
σ3
n2∑
j=1
ln2(T2j).
Pour déterminer l’estimateur du maximum de vraisemblance γˆ de γ, nous pouvons résoudre le
système non linéaire formé par les fonctions de score en égalisant celles-ci à zéro.
Les dérivées secondes de la fonction log-vraisemblance sont :
∂2`
∂r2
= − n2
r2σ2
(m+ ln r + 1) + 1
r2σ2
n2∑
j=1
ln(T2j);
∂2`
∂r∂m
= n2
rσ2
;
∂2`
∂r∂σ
= 2n2
rσ3
(−m+ ln r) + 2
rσ3
n2∑
j=1
ln(T2j);
∂2`
∂m2
= − n
σ2
;
∂2`
∂m∂σ
= 2nm
σ3
− 2n2 ln r
σ3
− 2
σ3
n1∑
i=1
ln(T1i)− 2
σ3
n2∑
j=1
ln(T2j);
∂2`
∂σ2
= −n
(
− 1
σ2
+ 3m
2
σ4
)
+ 3n2
σ4
(
2m ln r − ln2 r
)
+ 6m
σ4
n1∑
i=1
ln(T1i)+
6
σ4
(m− ln r)
n2∑
j=1
ln(T2j)− 3
σ4
n1∑
i=1
ln2(T1i)− 3
σ4
n2∑
j=1
ln2(T2j).
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Figure 4.2 – Graphes des estimateurs des fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4,
(distribution log-normale ).
Alors la matrice d’information de Fisher est
I(γ) =

n2
r2σ2 − n2rσ2 0
− n2
rσ2
n
σ2 0
0 0 2n
σ2
 .
L’inverse de cette matrice est
I−1(γ) =

nr2σ2
n1n2
rσ2
n1
0
rσ2
n1
σ2
n1
0
0 0 σ22n
 .
En prenant j = 2, the c.d.f. K2(t) est estimée par
Kˆ2(t) =
1√
2piσˆ
∫ t
0
1
y
Φ
( ln(t+ rˆy − y)− mˆ
σˆ
)
exp
{
− ln y − mˆ2σˆ2
}
dy.
Dans la figure (4.2) nous représentons les graphes des fonctions de répartition Fˆ1,Kˆ2, Kˆ3 et Kˆ4.
Au seuil α, l’intervalle de confiance (Kj(t),Kj(t)) de Kj(t) est
Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
 σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 ,
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Kj(t) =
1 + 1− Kˆj(t)
Kˆj(t)
exp
− σˆKˆjz1−α/2√
Kˆj(t)(1− Kˆj(t))

−1 ,
où
σˆ2
Kˆj(t)
= CT2 (t, γˆ)I−1(γˆ)C2(t, γˆ),
C2(t, γ) = (C21(t, γ),C22(t, γ),C23(t, γ))T ,
C21(t, γ) =
∫ t
0
∂F1
∂r
(t+ ry − y,m, σ)dF1(y,m, σ),
C22(t, γ) =
∫ t
0
∂F1
∂m
(t+ ry − y,m, σ)dF1(y,m, σ) + F1(t+ ry − y,m, σ)d(∂F1
∂m
(y,m, σ)),
C23(t, γ) =
∫ t
0
∂F1
∂σ
(t+ ry − y,m, σ)dF1(y, µ, λ) + F1(t+ ry − y,m, σ)d(∂F1
∂σ
(y,m, σ)).
les dérivées partielles sont
∂F1
∂r
(t+ ry − y,m, σ) = y
σ(t+ ry − y)ϕ
( ln(t+ ry − y)−m
σ
)
,
∂F1
∂m
(t+ ry − y;m,σ) = − 1
σ
ϕ
( ln(t+ ry − y)−m
σ
)
,
∂F1
∂σ
(t+ ry − y;m,σ) = − ln(t+ ry − y)−m
σ2
ϕ
( ln(t+ ry − y)−m
σ
)
,
nous pouvons aussi écrire :
C21(t, γ) =
1√
2pi
∫ t
0
1
σ2(t+ ry − y)exp
{
−(ln y −m)
2
2σ2
}
ϕ
( ln(t+ ry − y)−m
σ
)
dy,
C22(t, γ) = − 1
σ2
√
2pi
∫ t
0
1
y
exp
{
−(ln y −m)
2
2σ2
}
ϕ
( ln(t+ ry − y)−m
σ
)
dy+
1
σ3
∫ t
0
Φ
( ln(t+ ry − y)−m
σ
)( ln y −m
y
)
ϕ
( ln y −m
σ
)
dy,
C23(t, γ) = − 1
σ3
√
2pi
∫ t
0
ln(t+ ry − y)−m
σ2
exp
{
−(ln y −m)
2
2σ2
}
ϕ
( ln(t+ ry − y)−m
σ
)
dy+
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t 10 50 100 200 300
K2(t) 0.7119 0.9556 0.9855 0.9961 0.9983
N.C. (%) 82.25 88.87 83.55 86.60 89.04
Tableau 4.2 – Niveau de confiance pour K2(t),
( la distribution log-normale).
1
σ2
∫ t
0
1
y
Φ
( ln(t+ ry − y)−m
σ
)((ln y −m)2
σ2
− 1
)
ϕ
( ln y −m
σ
)
dy.
7.1 Simulation
Considérons le cas des données complètes de taille n1 = n2 = 100, chaque échantillon est répété
5000 fois. Nous trouvons par simulation les intervalles de confiance donnée par les formules (4.7)
et (4.8) au seuil α = 0.1. Nous simulons les temps de pannes T1i et T2j à partir de la distribution
log-normale avec les paramètres :
T1i ∼ LN(m1, σ1), T2j ∼ LN(m2, σ2)
m1 = 1, m2 = −0.3862944, σ1 = σ2 = 1.5.
Pour différentes valeurs de t, les proportions des intervalles de confiance (N.C.) couvrant la vraie
valeur de la fonction de répartition K2(t) (4.6) sont données dans le tableau (4.2).
8 La distribution log-logistique
Cette distribution est bien étudiée par Bagdonavičius et Masiulaityle et Nikulin (2010). Supposons
que les distribution des temps de pannes en mode "hot" et "warm" suivent la loi log-logistique, i.e.
S1(t) = 1− F1(t) = 1
1 +
(
t
µ
)ν .
la fonction de log-vraisemblance est
`(r, µ, ν) = (m1 +m2) ln ν − (m1 +m2)ν lnµ+m2ν ln r + (ν − 1)
 n1∑
i=1
δ1i lnX1i +
n2∑
j=1
δ2j lnX2j
−
n1∑
i=1
(1 + δ1i) ln
(
1 +
(
X1i
µ
)ν)
−
n2∑
j=1
(1 + δ2j) ln
(
1 +
(
rX2j
µ
)ν)
.
Les dérivées partielles sont données par
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∂`
∂r
= νm2
r
− ν
r
n2∑
j=1
(1 + δ2j)
(
rX2j
µ
)ν
1 +
(
rX2j
µ
)ν ,
∂`
∂µ
= −νm
µ
+ ν
µ
n1∑
i=1
(1 + δ1i)
(
X1i
µ
)ν
1 +
(
X1i
µ
)ν + νµ
n2∑
j=1
(1 + δ2j)
(
rX2j
µ
)ν
1 +
(
rX2j
µ
)ν ,
∂`
∂ν
= m1 +m2
ν
− (m1 +m2) lnµ+m2 ln r +
n1∑
i=1
δ1i lnX1i +
n2∑
j=1
δ2j lnX2j−
n1∑
i=1
(1 + δ1i)
(
X1i
µ
)ν
ln
(
X1i
µ
)
1 +
(
X1i
µ
)ν − n2∑
j=1
(1 + δ2j)
(
rX2j
µ
)ν
ln
(
rX2j
µ
)
1 +
(
rX2j
µ
)ν .
Dans le cas des données complètes, la matrice d’information de Fisher devient :
I(r, µ, ν) =

n2ν2
3r2 −n2ν
2
3rµ 0
−n2ν23rµ n2ν
2
3µ2 0
0 0 n{3+2Γ
′′ (2)−2[Γ′ (2)]2}
3ν2
 .
Son inverse est
I−1(r, µ, ν) =

3nr2
n1n2ν2
3rµ
n1ν2
0
3rν
n1ν2
3µ2
n1ν2
0
0 0 3ν2
n{3+2Γ′′ (2)−2[Γ′ (2)]2}
 ,
où Γ′(·) et Γ′′(·) sont respectivement les dérivées d’ordre 1 et 2 de la fonction gamma.
La fonction de répartition K2(t) est estimée par
Kˆ2(t) = 1− 1
1 +
(
t
µˆ
)νˆ − νˆµˆ
∫ t
0
(
y
µˆ
)νˆ−1 1
1 +
(
t+rˆy−y
µˆ
)νˆ 1(
1 +
(
y
µˆ
)νˆ)2dy,
et les fonctions C2i sont données par :
C21(t; r, µ, ν) = ν2
∫ t
0
(
y
µ
)ν ( t+ ry − y
µ
)ν−1 (
1 +
(
y
µ
)ν)−2 (
1 +
(
t+ ry − y
µ
)ν)−2
dy,
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t 50 100 200 300 400 500
K2(t) 0.016 0.138 0.517 0.743 0.851 0.905
N.C. (%) 89.0 88.8 90.4 89.6 89.5 90.5
Tableau 4.3 – Niveau de confiance pour K2(t),
( la distribution log-logistique).
C22(t; r, µ, ν) = −ν
µ
(
t
µ
)ν (
1 +
(
t
µ
)ν)−2
−
∫ t
0
ν2
(
y
µ
)ν−1
µ2
(
1 +
(
t+ry−y
µ
)ν) (
1 +
(
y
µ
)ν)2×
1−
(
y
µ
)ν − 2 ( yµ)ν ( t+ry−yµ )ν(
1 +
(
y
µ
)ν) (
1 +
(
t+ry−y
µ
)ν) dy,
C23(t; r, µ, ν) =
(
t
µ
)ν (
1 +
(
t
µ
)ν)−2
ln
(
t
µ
)
−
1
µ
∫ t
0
(
y
µ
)ν−1 (
1 +
(
y
µ
)ν)−2 (
1 +
(
t+ ry − y
µ
)ν)−1
×
[
1 +
(
y
µ
)ν
− ν ln
(
y
µ
)(
1−
(
y
µ
)ν)(
1 +
(
y
µ
)ν)−1
−
ν
(
t+ ry − y
µ
)ν (
1 +
(
t+ ry − y
µ
)ν)−1
ln
(
t+ ry − y
µ
)]
dy.
8.1 Simulation
Considérons le cas des données complètes de taille n1 = n2 = 100, chaque échantillon est répété
5000 fois. Nous trouvons par simulation les intervalles de confiance donnée par les formules (4.7) et
(4.8) au seuil α = 0.1. Nous simulons les temps de pannes T1i et T2j à partir de la loi log-logistique
avec les paramètres :
T1i ∼ LL(α1, β1), T2j ∼ LL(α2, β2)
α1 = α2 = 2, β1 = 100, β2 = 300.
Pour différentes valeurs de t, les proportions des intervalles de confiance (N.C.) couvrant la vraie
valeur de la fonction de répartition K2(t) (4.6) sont données dans le tableau (4.3).
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9 La distribution de Weibull généralisée
Supposons que les distributions des temps de pannes en mode "hot" et "warm" suivent la loi de
Weibull généralisée [saaidia et al. (2011)], i.e.
F1(t, θ) = 1− S1(t, θ) = 1− exp
{
1− (1 + ( t
σ
)ν)
1
γ
}
, t ≥ 0, θ = (σ, ν, γ)T ∈ R∗+ ×R∗+ ×R∗+,
la densité correspondante est :
f1(t, θ) =
ν
γσν
tν−1
(
1 + ( t
σ
)ν
) 1
γ
−1
exp
{
1− (1 + ( t
σ
)ν)
1
γ
}
, t ≥ 0,
Posons γ1 = (r, θT )T , la fonction de log-vraisemblance est :
`(γ1) = (n1 + n2) + (m1 +m2) (ln ν − ln γ − ν ln σ) + νm2 ln r+
(ν − 1)
n1∑
i=1
δ1i ln(X1i) + (ν − 1)
n2∑
j=1
δ2j ln(X2j)+
(1
γ
− 1
) n1∑
i=1
δ1i ln
(
1 +
(
X1i
σ
)ν)
+
(1
γ
− 1
) n2∑
j=1
δ2j ln
(
1 +
(
rX2j
σ
)ν)
−
n1∑
i=1
(
1 +
(
X1i
σ
)ν) 1γ − n2∑
j=1
(
1 +
(
rX2j
σ
)ν) 1γ
.
Posons : Vi =
(
X1i
σ
)ν
et Uj =
(
rX2j
σ
)ν
, alors la fonction de log-vraisemblance devient :
`(γ1) = (n1 + n2) + (m1 +m2) (ln ν − ln γ − ν ln σ) + νm2 ln r+
(ν − 1)
n1∑
i=1
δ1i ln(X1i) + (ν − 1)
n2∑
j=1
δ2j ln(X2j)+
(1
γ
− 1
) n1∑
i=1
δ1i ln (1 + Vi) +
(1
γ
− 1
) n2∑
j=1
δ2j ln (1 + Uj)−
n1∑
i=1
(1 + Vi)
1
γ −
n2∑
j=1
(1 + Uj)
1
γ .
Les fonctions de scores sont :
∂`
∂r
= νm2
r
+ ν
r
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
1 + Uj
− ν
rγ
n2∑
j=1
Uj (1 + Uj)
1
γ
−1 ;
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∂`
∂σ
= −ν
σ
(m1 +m2)− ν
σ
(1
γ
− 1
) n1∑
i=1
δ1i
Vi
1 + Vi
− ν
σ
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
1 + Uj
+
ν
σγ
n1∑
i=1
Vi (1 + Vi)
1
γ
−1 + ν
σγ
n2∑
j=1
Uj (1 + Uj)
1
γ
−1 ;
∂`
∂ν
= (m1 +m2)
(1
ν
− ln σ
)
+m2 ln r +
n1∑
i=1
δ1i lnX1i +
n2∑
j=1
δ2j lnX2j+
1
ν
(1
γ
− 1
) n1∑
i=1
δ1i
Vi lnVi
1 + Vi
+ 1
ν
(1
γ
− 1
) n2∑
j=1
δ2j
Uj lnUj
1 + Uj
−
1
νγ
n1∑
i=1
Vi lnVi (1 + Vi)
1
γ
−1 − 1
νγ
n2∑
j=1
Uj lnUj (1 + Uj)
1
γ
−1 ;
∂`
∂γ
= −1
γ
(m1 +m2)− 1
γ2
n1∑
i=1
δ1i ln (1 + Vi)− 1
γ2
n2∑
j=1
δ2j ln (1 + Uj) +
1
γ2
n1∑
i=1
(1 + Vi)
1
γ ln (1 + Vi) +
1
γ2
n2∑
j=1
(1 + Uj)
1
γ ln (1 + Uj) .
Pour trouver l’estimateur γˆ1 de γ1, on peut résoudre le système formé par les fonctions de score
en égalisant celles-ci à zéro.
Les dérivées partielles secondes ¨`(γ1) sont données par :
∂2`
∂r2
= −νm2
r2
− ν
r2
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
1 + Uj
+ ν
2
r2
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
(1 + Uj)2
+
+ ν
r2γ
n2∑
j=1
Uj (1 + Uj)
1
γ
−1 − ν
2
r2γ
n2∑
j=1
Uj
(
1 + 1
γ
Uj
)
(1 + Uj)
1
γ
−2 ;
∂2`
∂r∂σ
= − ν
2
rσ
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
(1 + Uj)2
+ ν
2
rσγ
n2∑
j=1
Uj
(
1 + 1
γ
Uj
)
(1 + Uj)
1
γ
−2 ;
∂2`
∂r∂ν
= m2
r
+ 1
r
(1
γ
− 1
) n2∑
j=1
δ2j
Uj lnUj
(1 + Uj)2
+ 1
r
(1
γ
− 1
) n2∑
j=1
δ2j
Uj
1 + Uj
−
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1
rγ
n2∑
j=1
Uj lnUj
(
1 + 1
γ
Uj
)
(1 + Uj)
1
γ
−2 − 1
rγ
n2∑
j=1
Uj (1 + Uj)
1
γ
−1 ;
∂2`
∂r∂γ
= − ν
rγ2
n2∑
j=1
Uj
1 + Uj
+ ν
rγ2
n2∑
j=1
Uj
(
1 + 1
γ
ln (1 + Uj)
)
(1 + Uj)
1
γ
−1 ;
∂2`
∂σ2
= ν
σ2
(m1 +m2) +
ν
σ2
(1
γ
− 1
) n1∑
i=1
δ1i
Vi (1 + ν + Vi)
(1 + Vi)2
+ ν
σ2
(1
γ
− 1
) n2∑
j=1
δ2j
Uj (1 + ν + Uj)
(1 + Uj)2
−
ν
σ2γ
n1∑
i=1
Vi
(
2 +
(1
γ
+ 1
)
Vi
)
(1 + Vi)
1
γ
−2 − ν
σ2γ
n2∑
j=1
Uj
(
2 +
(1
γ
+ 1
)
Uj
)
(1 + Uj)
1
γ
−2 ;
∂2`
∂σ∂ν
= − 1
σ
(m1 +m2)− 1
σ
(1
γ
− 1
) n1∑
i=1
δ1i
Vi(1 + Vi + lnVi)
(1 + Vi)2
− 1
σ
(1
γ
− 1
) n2∑
j=1
δ2j
Uj(1 + Uj + lnUj)
(1 + Uj)2
+
1
σγ
n1∑
i=1
Vi
[
1 + Vi + lnVi +
1
γ
Vi lnVi
]
(1 + Vi)
1
γ
−2+ 1
σγ
n2∑
j=1
Uj
[
1 + Uj + lnUj +
1
γ
Uj lnUj
]
(1 + Uj)
1
γ
−2 ;
∂2`
∂σ∂γ
= ν
σγ2
n1∑
i=1
δ1i
Vi
1 + Vi
+ ν
σγ2
n2∑
j=1
δ2j
Uj
1 + Uj
− ν
σγ2
n1∑
i=1
Vi
[
1 + 1
γ
ln(1 + Vi)
]
(1 + Vi)
1
γ
−1−
ν
σγ2
n2∑
j=1
Uj
[
1 + 1
γ
ln(1 + Uj)
]
(1 + Uj)
1
γ
−1 ;
∂2`
∂ν2
= − 1
ν2
(m1 +m2) +
1
ν2
(1
γ
− 1
) n1∑
i=1
δ1i
Vi ln2 Vi
(1 + Vi)2
+ 1
ν2
(1
γ
− 1
) n2∑
j=1
δ2j
Uj ln2 Uj
(1 + Uj)2
−
1
ν2γ2
n1∑
i=1
Vi ln2 Vi
(
1 + 1
γ
Vi
)
(1 + Vi)
1
γ
−2 − 1
ν2γ2
n2∑
j=1
Uj ln2 Uj
(
1 + 1
γ
Uj
)
(1 + Uj)
1
γ
−2 ;
∂2`
∂ν∂γ
= − 1
νγ2
n1∑
i=1
δ1i
Vi lnVi
1 + Vi
− 1
νγ2
n2∑
j=1
δ2j
Uj lnUj
1 + Uj
+
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1
νγ2
n1∑
i=1
Vi lnVi
[
1 + 1
γ
ln(1 + Vi)
]
(1 + Vi)
1
γ
−1 + 1
νγ2
n2∑
j=1
Uj lnUj
[
1 + 1
γ
ln(1 + Uj)
]
(1 + Uj)
1
γ
−1 ;
∂2`
∂γ2
= 1
γ2
(m1 +m2) +
2
γ3
n1∑
i=1
δ1i ln(1 + Vi) +
2
γ3
n2∑
j=1
δ2j ln(1 + Uj)
− 2
γ3
n1∑
i=1
ln(1 + Vi) (1 + Vi)
1
γ − 1
γ4
n1∑
i=1
ln2(1 + Vi) (1 + Vi)
1
γ
− 2
γ3
n2∑
j=1
ln(1 + Uj) (1 + Uj)
1
γ − 1
γ4
n2∑
j=1
ln2(1 + Uj) (1 + Uj)
1
γ .
La matrice d’information de Fisher est :
I(γ1) = −E ¨`(γ1),
et elle peut être remplacée par Iˆ(γˆ1) = −¨`(γˆ1).
La fonction de répartition K2(t) is estimée par :
Kˆ2(t) =
νˆ
γˆσˆνˆ
∫ t
0
1− e1−
(
1+( t+rˆy−yσˆ )
νˆ
) 1
γˆ
 yνˆ−1 (1 + ( y
σˆ
)νˆ
) 1
γˆ
−1
e1−(1+(
y
σˆ
)νˆ)
1
γˆ
dy.
Dans la figure (4.3) nous représentons les graphes des fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4.
Nous pouvons alors calculer l’intervalle de confiance (K2(t),K2(t)) pour K2(t) au seuil α
K2(t) =
1 + 1− Kˆ2(t)
Kˆ2(t)
exp
 σˆKˆ2z1−α/2√
Kˆ2(t)(1− Kˆ2(t))

−1 ,
K2(t) =
1 + 1− Kˆ2(t)
Kˆ2(t)
exp
− σˆKˆ2z1−α/2√
Kˆ2(t)(1− Kˆ2(t))

−1 ,
avec
σˆ2
Kˆ2(t)
= CT2 (t, γˆ1)Iˆ−1(γˆ1)C2(t, γˆ1),
où
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C2(t, γ1) = (C21(t, γ1), C22(t, γ1), C23(t, γ1), C24(t, γ1))T ,
C21(t, γ1) =
∫ t
0
∂F1
∂r
(t+ ry − y;σ, ν, γ)dF1(y;σ, ν, γ),
C22(t, γ1) =
∫ t
0
∂F1
∂σ
(t+ ry − y;σ, ν, γ)dF1(y,m, σ, ν, γ) + F1(t+ ry − y;σ, ν, γ)d(∂F1
∂σ
(y;σ, ν, γ)),
C22(t, γ1) =
∫ t
0
∂F1
∂ν
(t+ ry − y;σ, ν, γ)dF1(y,m, σ, ν, γ) + F1(t+ ry − y;σ, ν, γ)d(∂F1
∂ν
(y;σ, ν, γ)),
C22(t, γ1) =
∫ t
0
∂F1
∂γ
(t+ ry − y;σ, ν, γ)dF1(y,m, σ, ν, γ) + F1(t+ ry − y;σ, ν, γ)d(∂F1
∂γ
(y;σ, ν, γ)).
Remarque. Dans le cas où la fonction du hasard est ∩ − shape, nous aurons nécessairement γ >
ν > 1.
Figure 4.3 – Graphes des estimateurs de fonctions de répartition Fˆ1, Kˆ2, Kˆ3 et Kˆ4,
(la distribution de Weibull généralisée).
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t 1 5 20 40 60 80 100
K2(t) 0.0034 0.18036 0.7070 0.8941 0.9529 0.9765 0.9874
N.C. (%) 78.76 79.08 80.54 78.32 81.39 78.89 82.21
Tableau 4.4 – Niveau de confiance pour K2(t),
(la distribution de Weibull généralisée).
9.1 Simulation
Considérons le cas des données complètes de taille n1 = n2 = 100, chaque échantillon est répété
5000 fois. Nous trouvons par simulation les intervalles de confiance donnée par la formule (4.7) et (4.8)
au seuil α = 0.2. Nous simulons les temps de pannes T1i et T2j à partir de la loi de Weibull généralisée
avec les paramètres :
T1i ∼ PGW (σ1, ν1, γ1), T2j ∼ PGW (σ2, ν2, γ2)
σ1 = 4, σ2 = 4/5, ν1 = ν2 = 2, γ1 = γ2 = 4
Pour différentes valeurs de t, les proportions des intervalles de confiance (N.C.) couvrant la vraie
valeur de la fonction de répartition K2(t) (4.6) sont données dans le tableau (4.4).
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Conclusion générale et perspectives
Les tests d’ajustement du type Chi-deux modifié sont appliqués aux modèles paramétriques de fonc-
tion de hasard unimodale couramment utilisés en fiabilité et en analyse de survie. L’exemple traité
de données d’entretien d’ERCA montre que la distribution Gaussienne inverse présente un meilleur
ajustement par rapport aux autres distributions citées dans cette thèse. La puissance des tests est
aussi étudiée en remarquant que la statistique de McCulloch M2n(θˆ) possède une grande puissance. Le
test d’ajustement du type Chi-deux pour la famille des distributions Gaussiennes inverses avec censure
est aussi étudié.
Le modèle AFT basé sur la famille des distributions Gaussiennes inverses avec censure est bien
étudié. les système redondants basés sur les familles paramétriques de fonction de hasard unimodale
sont aussi étudiés.
Nous espérons réaliser ces taches dans le futur
– • Réaliser le test de type du Chi-deux de la loi Gaussienne inverse contre la loi log-logistique et
la loi de Weibull exponentielle basé sur la statistique de Rao-Robson-Nikulin.
– • Réaliser les simulations pour les systèmes redondants basés sur les familles des lois de fonction
de hasard unimodale dans le cas des données censurées.
– • Réaliser la simulation des modèles AFT-IG, AFT-LN, AFT-LL, AFT-BS, AFT-EW et AFT-
WG.
133
Conclusion générale et perspectives
– • Faire des logicieles permettant d’appliquer les modèles AFT semi-paraétriques et avec des
cross-effects des fonctions de survie aux études des données biomédicales. (En collaboration avec
R.Tahir).
– • Réaliser une étude comparative des tests de NRR, DN, McCulloch, Kolmogorov, Cramér-von
Mises et Anderson-Darling pour la distribution Gaussienne inverse.
– Réaliser une étude comparative des tests de NRR, DN, McCulloch, Kolmogorov, Cramér-von
Mises et Anderson-Darling pour la distribution de Birnbaum-Saunders. (En collaboration avec
R.Tahir).
– Réaliser une étude comparative des tests de NRR, DN, McCulloch, Kolmogorov, Cramér-von
Mises et Anderson-Darling pour la distribution de Kumaraswamy-Log-Logistique.
– • Etude comparative des distributions LN, LL, EW, GW, BS, IG, et Kumaraswamy-Log-
Logistique.
– • Estimer la fonction de distribution Kˆm, m ≥ 3 pour les systèmes redondants et faire avec
censure les simulations pour celle-ci.
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Résumé : En fiabilité et en analyse de survie, les distributions qui ont une fonction de hasard unimodale ne sont
pas nombreuses, qu’on peut citer : Gaussienne inverse , log-normale, log-logistique, de Birnbaum-Saunders, de Weibull
exponentielle et de Weibull généralisée. Dans cette thèse, nous développons les tests modifiés du Chi-deux pour ces
distributions tout en comparant la distribution Gaussienne inverse avec les autres. Ensuite nous construisons le modèle
AFT basé sur la distribution Gaussienne inverse et les systèmes redondants basés sur les distributions de fonction de
hasard unimodale.
Mots clés : Distribution Gaussienne inverse, Distribution log-normale, Distribution log-logistique, Distribution de
Birnbaum-Saunders, Distribution de Weibull exponentielle, Distribution de Weibull généralisée, Test du Chi-deux, Test
modifié du Chi-deux, Fiabilité, Analyse de survie, Modèle de Sedyakin, Modèle AFT, Systèmes redondants, Intervalle
de confiance, Temps de panne, Maximum de vraisemblance, Estimation, Classes de Neyman-Pearson.
Abstract : In reliability and survival analysis, distributions that have a unimodal or ∩−shape hazard rate function are
not too many, they include : the inverse Gaussian, log-normal, log-logistic, Birnbaum-Saunders, exponential Weibull and
power generalized Weibull distributions. In this thesis, we develop the modified Chi-squared tests for these distributions,
and we give a comparative study between the inverse Gaussian distribution and the other distributions, then we realize
simulations. We also construct the AFT model based on the inverse Gaussian distribution and redundant systems based
on distributions having a unimodal hazard rate function.
Key-words : Inverse Gaussian distribution, log-normal distribution, log-logistic distribution, Birnbaum-Saunders Distri-
bution , exponential Weibull distribution, power generalized Weibull distribution, Chi-square test, modified Chi-squared,
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