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This paper contains a result on the poles of the scattering matrix which was 
overlooked in an earlier work of Helton and the author [2]. We consider the 
scattering matrix S(Z) associated with a perturbation of the acoustic wave 
equation in R”, n odd, 
utt = +)V A(x) Vu, x E Rn - D, 
where D is a smooth bounded obstacle in Rn and U(X, t) = 0 for x E aD. The 
coefficient a(~) is smooth and nonnegative, and A(x) is a smooth, positive 
definite matrix function. In this setting the following theorem holds. 
THEOREM 1. Assume 
(i) D is starlike about the origin and D C { [ x j < p}, 
(ii) x . VA < 0, x . Vu < 0, and 
(iii) A(x) = I, and u(x) = 1 for 1 x / > p. 
Then the meromorphic function S(z) is holomorphic for Im z < p-l. 
In the case that A 3 I and a = 1 it has been known for some time that when D 
is starlike there is a 6 > 0 such that S(x) is holomorphic for Im z < 6. This is a 
consequence of work of Morawetz, Lax and Phillips (see [3]). Moreover, in [8] 
Morawetz showed that one may take S = (6~))~ (the value 6 = 24(ep)-l given 
in [7] resulted from a computational error; the methods of [7] do yield 6 = 
(6ep)-l). The significance of the theorem above is that the bound Im z < p-l 
is sometimes sharp: If D is a sphere of radius p in R3 (or R5), S(z) has a simple 
pole at z = ip-l. 
Theorem 1 is proved and generalized in Section 1. In Section 2 we discuss 
three unsolved problems more or less related to Theorem 1. For further results 
on pole-free regions the reader should see Beale [l], and Lax and Phillips [5]. 
In [5] it is shown that if one takes A(x) = I, u(x) = 1 but drops the hypothesis 
that D is starlike S(Z) is still holomorphic in a disk of radius (2~))~ centered-at 
x = i(2p)-l. The results of [l] show that if one drops the hypothesis that D is 
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starlike there is no 6, depending only on p, such that S(z) is holomorphic in 
Imz<S. 
In an appendix some errors in [2] which were found in the course of these 
computations are corrected. 
1 
We will prove Theorem 1 as a corollary of the following two propositions. 
PROPOSITION 1. Under the hypotheses of Theorem 1, 
is a nonnegative self-adjoint operator for z real. 
Proof. Since S( ) z is holomorphic in Im z < 0, and unitary for z real, it 
follows immediately that iS(z)(dS*/d z z is a self-adjoint operator for x real. )( ) 
To prove this operator is nonnegative, we take as our starting point the formula 
(1.9) of [2], h h p w ic ex resses the logarithmic derivation of S’(z) with respect to a 
parameter s in terms of the derivatives of A, a and 80 with respect to s: for 
z > 0, S(z, O)(dS*/ds)(z, 0) . 1s an integral operator with kernel 
(1) 
where v is the outer normal to aD, @(x, 0) = x for x E aD, and 
X E aD 0 @(x, s) E aD(s). 
We refer the reader to [2] for the definition of the distorted plane wave v. The 
restriction z > 0 in (1.9) of [2] was necessary only for even space dimensions n. 
Thus we may assume (1) holds for nonzero real x. 
As in Section 2 of [2] we use (1) to compute iS(z) dS*/dz. We reproduce 
this computation here because there are typographical errors in formula (2.1) 
of [2], see Appendix Item 6. Let L, be the operatoigiven by 
L,u = a(h)V * A(hx) Vu 
with Dirichlet boundary conditions on aD, , where x E DA o Ax E D. One checks 
that, if ~(x, 6, iz) is a distored plane wave, then v(h, 6, iz) is a distorted plane 
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wave P,,(x, 6, Aa) for L, at frequency hz. Thus S(z/h) is the scattering matrix 
S,(z) for L, . Hence, setting h = 1 + s and applying (1) to L, and S,, we see 
that he operator -S(z)(dS*/&)(z) has the kernel 
(We) . rA, V~+J> +~(4q(w) $4 dx 
- s a. 2 (6) g (w)(x *v)(v *Av) dS]. 
Thus, under the hypotheses ofTheorem 1, the self-adjoint perator is(z) 
w*ld >( > P t z z is osi ve semidefinite for zreal. 
PROPOSITION 2. If S(x) has a pole of order m at .?,,  then 
dS* 2m 
inf(w, is(z) dx (.z)w) < 2p - ~, 
I Im z. I 
where the infmum is taken over w E L2(,!W1), /w /I = 1, z E R. 
Proof. The proof of Proposition 2 makes use of the ideas of Lax and Phillips 
[3, Chaps. III and VJ The operator-valued function S(x) satisfies 
/I S(z)11 < e-2p1mz, for Imz < 0 (2) 
where pis the constant in the hypotheses (i) and (iii) ofTheorem 1. Since S(z) 
is holomorphic for Im z < 0 and unitary for Im x = 0, (2) implies 
S,(z) = ecipDzS(z) 
is an operator-valued inn rfunction. Theresults on S(z) cited in this paragraph 
may be found in [3, Chap. 5, Sect. 51, but one must read page 167 carefully 
to see why one has (2) rather that 11 S(z)11 < 1. 
If S*(z)v has a zero of order m at a = z, for some nonzero vE L2(Sn-l), 
then S,(z) can be factored as S,(z) S,(z), where 
S,(z) = (I - P) + (S)“‘P, 
0 
and S, is an operator-valued inn rfunction. P is the orthogonal projection onto v
in Lz(Sn-l). Thus for all w eL2(Sn-l) and z real, wehave 
( w, is, T w) = (w, iSIS2 ‘$ Sl*w) + ~~~oz~ II Pw l12. a (3) 
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However, since Sa is inner, for all h EL*(S+~), 
0 3 $ I/ S,(x - iy)h 112I*=() =(S,h, -i2 h) +(-i s h, S*h) 
= h, i i -i&*s+iTS,jh) 
= h,2ids i S,h = 2 ) ( S,h, is, ‘s S,h). 
Thus (3) implies 
(4) 
The computation (4) appears in [6] and it was the starting point for this work. 
Using the definition of S, , we conclude from (5) that 
This inequality implies the inequality ofthe statement of this proposition. 
Hence to complete the argument we only need to prove that if S(x) has a pole 
of order m at z = z,, then there is a v ~L~(9-l) such that S*(z)v has a zero 
of order m at z = z0 . Since S(Z) is meromorphic, one has the expansion 
and the unitarity ofS(Z) for x real implies 
S(z) = (S”(f))-1. 
Hence, if vbelongs to the range of A-, , S*(x)v has a zero of order m at z = z,, .
Remarks. Theorem 1 follows immediately from Propositions 1 and 2, and 
one has the generalization: If S(x) has a pole of order m at z = z0 then 
Im Z, > mp-1. However, to the best of my knowledge no one has ever exhibited 
a nonsimple pole of the scattering matrix for the type of problem considered 
here. One sees easily that Proposition 2 can be extended to the case where 
S*(x)v$ has a zero of order m, at xi, i = l,..., k,but resulting estimates depend 
on the inner products (vi , vj). In the case of an even number of space dimensions, 
the results of[2] give the positivity forz > 0 of 
where Ya is the modified scattering operator defined in [4]. However, since 
e-2(oZ .9+) is not an inner factor, the proof of Proposition 2 breaks down. 
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2. UNSOLVED PROBLEMS 
There are many open questions inthe theory of the scattering matrix for an 
acoustic wave equation. I would like to take this opportunity ounderscore 
three problems related tothe result of this paper. 
I. Do the Poles Determine S(z) ?
In Lax and Phillips’ theory there is a natural factorization of S,,(Z) ininner 
functions, S (Z) = S,(Z) S,(z). To d escribe this, we let A, be the following 
space of Fourier transforms ofLz(S+l)-valued functions 
A+ = {LF$ fEL2(0, co; L*(s”-l))}, 
and let K be the space of functions whose Fourier transforms are in 
where S, acts on A+ via (S,f)(s) = S,(z)f(z). K. . is mvariant under the operation 
of translation t  the left followed byrestriction to (0, co). Conversely, given any 
closed subspace K’ of L*(O, co; L*(S+l)) with this invariance property, there is 
an operator-valued inner function S such that K’ is the space of functions whose 
Fourier transforms are in 
A+@SA+. 
To get the factorization of S,mentioned above one chooses for K’ the closure 
of the union of all finite dimensional subspaces of K which have the invariance 
property, and lets S, be the corresponding inner factor. Then it is not hard to 
show that S,, has the factorization in inner functions mentioned earlier. The 
unresolved question is the following: is S,(Z) an entire inner function satisfying 
jj S,(z)ll < eRlrmzl (6) 
for some R > 0 and all z in the complex plane ?If (6) holds then the functions 
in the subspace K” corresponding to S, are supported in [0, R], and S, is a 
“trivial” inner factor in the sense of Lax and Phillips. Since the poles of S,,(Z) 
correspond tofinite-dimensional nv riant subspace of K, I would say that if (6) 
holds, then S,(Z) is determined by its poles up to a trivial factor. 
If there is spherical symmetry, i.e., ifD is a sphere, A(x) = 1 and a(x) is a 
function of 1 x 1, then S, is trivial. To see this, let (Yn}zZ1 be an orthonormal 
basis for the spherical harmonics. Then S,(z)Y, = X,(z)Y, where each A, 
is a scalar inner function. Since S,(Z) is holomorphic in a full neighborhood f
Im z = 0, it follows from the theory of scalar inner functions that 
X,(z) = B,(z)e-i”*z, 
505/28/I-11 
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where B,(z) is a Blaschke product and pn > 0. Since for Im z > 0 
and S,(z) is holomorphic na neighborhood fthe real axis, it follows that here 
is an R such that pn < R for all 71. One derives (6) from these observations. 
In the case of matrix-valued inner functions (6) holds for any entire inner 
function, because the determinant ofsuch an inner function is a scalar inner 
function. Unfortunately in the operator-valued case there are nontrivial entire 
inner functions. A simple xample, suggested by P. Lax, is the inner function 
associated with the semi-group of translations to the left in L’((0, co), es2 dx) 
by the procedure described in[3, pp. 66-68]. 
II. When Do the Poles of S(z) Converge to the Real Axis ? 
The hypotheses (i) and (ii) of Theorem 1 ensure that here are no bicharac- 
teristic curves for the wave equation 
utt = a(x)V . A(x) Vu 
which remain inside 1x / < p for all time. It is frequently conjectured (cf. 
[3, p. 158; and IO]) that when such “trapped rays” occur, S(z) has poles with 
arbitrarily small imaginary parts. Examples of this ort of behavior are given 
in [IO], but they rely heavily on spherical symmetry. Iknow of no other examples 
of scattering matrices for acoustic wave equations with poles converging to the 
real axis. Thus the situation here is very murky. 
The converse is in better shape. For the case A(x) = I, a(x) = 1, the results 
of [9] show modulo certain degeneracies that he absence of trapped rays implies 
that poles do not converge to the real axis. Section 6 of [9] indicates that similar 
results should hold for general A(x) and a(). 
III. What is the Decay Rate? 
One expects that he width of the pole free band is related tothe rate of decay 
of solutions tothe wave equation. More precisely, under the hypotheses of 
Theorem 1, one expects that for all E> 0 and a < co there is a C,,, such that 
IIW, 4, u&, x)>ll, < (C,,, exp f&) IlW, 4, 40, 41!a (7) 
for all initial data (~(0, x), ~~(0, x)} w ic h h vanish for j x 1 > a. Here /I Ila is the 
local energy norm: 
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The estimates (7) imply Theorem 1 and are in turn implied by 
where Z?(t) is the semi-group introduced by Lax and Phillips. If for some T, 
Z”(T) is compact, (8) follows from Theorem 1 by a spectral mapping theorem 
and Gelfand’s formula for the spectral radius (see [3, p. 70, Theorem 3.2, and 
p. 86, Theorem 5.41). Under the hypotheses ofTheorem 1, Z(t) will be a compact 
operator for t sufficiently large if the generalized Huygens’ principle, discussed 
in [3, pp. 155-1571, holds. “Huygens’ principle”, which amounts to a complete 
description of the propagation fsingularities in solutions ofthe wave equation 
(l), has been established in the cases (i) D = R”, and (ii) A(x) = I, a(~) = 1, 
D strictly convex, through the work of Lax, Ludwig, Hormander, Melrose, 
and Taylor on propagation f singularities. Thus (7) holds in these cases. 
Since (7) surely holds for all cases covered by Theorem l,l the results we have 
presented here are further motivation for work on the important problem of 
propagation fsingularities. 
APPENDIX 
Corrections to: “The First Variation of the Scattering Matrix,” Journal 
of Differential Equations 21 (1976), pp. 378-399. 
1. Page 379. The statement of Theorem 2 should be “If D is starlike 
with respect to the origin and the radial derivatives of a and A are nonpositive 
and b z 0, then the derivative ofany phase shift with respect o z will be 
nonnegative for z > 0.” The misstatement ofthis in [2] arose because the 
authors were blind to one of the terms in formula (2.1) of [2]. 
2. Page 381, line 2. This formula for the scattering matrix should read 
“S(Z) = I - (iz/2?7)(+1)/2 X(ix)“. 
Fortunately, thesign error in this formula did not propagate further because, 
thanks to another sign error, formula (1.8) of ]2] is correct. 
3. Page 381 footnote. The source of error 2 was here. The second 
sentence of this footnote should read “For (T > 0 the function S_in [7] is related 
to K by s-(0, w, u) = --k(w, 0, iu).” 
4. Page 383, line 3. Read %-outgoing” for “iz-outcoming.” 
5. Page 385, line 4. Read “...where Xx ED ox E D, .” for “...where 
XED-~XED~.” 
1 Note added in proof. R. B. Melrose and J. Sjijstrand have essentially proved this. 
M.I.T. preprint, 1977. 
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6. Page 385, formula (2.1). This formula should read 
REFERENCES 
1. J. T. BEALE, Scattering frequencies ofresonators, CPAM 26 (1973), 349-563. 
2. J. W. HELTON AND J. V. RALSTON, The first variation fthe scattering matrix, J. 
Differential Eqs. 21 (1976), 378-399. 
3. P. D. LAX AND R. S. PHILLIPS, “Scattering Theory,” Academic Press, New York, 
1967. 
4. P. D. LAX AND R. S. PHILLIPS, cattering theory for the acoustic equation in an even 
number of space dimensions, Indiana Uniw. Math. J. 22 (1972), 101-134. 
5. P. D. LAX AND R. S. PHILLIPS, On the scattering frequencies ofthe Laplace operator 
for exterior domains, CPAM 25 (1972), 8.5-101. 
6. P. D. LAX AND R. S. PHILLIPS, The time delay operator and a related trace formula, 
to appear. 
7. C. S. MORAWETZ, Exponential decay of solutions ofthe wave equation, CPAM 19 
(1966), 439-444. 
8. C. S. MORAWETZ, On the modes of decay for the wave equation in the exterior fa 
reflecting body, Proc. Royal Irish Acad. 72 (1972), 113-120. 
9. C. S. MORAWETZ, J. V. RALSTON, AND W. STRAUSS, Decay of solutions ofthe wave 
equation outside nontrapping obstacles, Comm. Pure Appl. Math. 30(1977), 447-508. 
10. J. V. RALSTON, Trapped rays in spherically symmetric media and poles of the scat- 
tering matrix, CPAM 24 (1971), 571-582. 
