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This article is motivated by a central limit theorem of Ibragimov for strictly 
stationary random sequences satisfying a mixing condition based on maximal 
correlations. Here we show that the mixing condition can be weakened slightly, and 
construct a class of stationary random sequences covered by the new version of the 
theorem but not Ibragimov’s original version. Ibragimov’s theorem is also extended 
to triangular arrays of random variables, and this is applied to some kernel-type 
estimates of probability density. 
1. INTRODUCTION AND THEOREMS 
Let (a, y, P) be a probability space. For any collection Y of r.v.‘s let 
2(Y) denote the Bore1 field generated by Y. For any 6 > 0 and any r.v. X 
with EX=O and 0 < VarX( co let 
a(&X) = (E JX12+6)/(Var X)(2+su2 
and if instead X = 0 as., then define a(& X) = 1. 
For any two u-fields CPI and 9 let 
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Let (X,, k = . . . . -1, 0, l,...) be a strictly stationary sequence of random 
variables on (a, Y, P). For n = 1, 2, 3 ,..., let S, =X1 + X, + e .. + X,, and 
let 
Kolmogorov and Rozanov [lo] introduced the condition P,, + 0 as n + co, 
which is weaker than “p-mixing” [6] (see [9, Theorem 17.2.3, p. 3091) and 
stronger than the “strong mixing” [ 131 condition a,, + 0 as n + co. In their 
article Kolmogorov and Rozanov showed that for stationary Gaussian 
sequences P,, + 0 is equivalent to strong mixing. Ibragimov [8] proved 
THEOREM 0 (Ibragimov). Suppose (X,) is strictly stationary with 
EX,=O and O<VarX,< co. (i) If Lim,,, Var S, = co and 
Lim n+a, p,, = 0, then V ar S, = nh,, where (h,) is slowly varying in the sense 
of Karamata. (ii) If in addition E 1 X,1’+ s < co for some 6 > 0, then 
S,/(Var SJl/* + ZV(0, 1) in distribution as n + a. 
Here N(0, 1) denotes the standard normal distribution, with mean 0 and 
variance 1. The proof of Theorem O(ii) consists mainly of showing that 
a(& S,) is bounded; then Theorem O(ii) follows from the known central limit 
theorems involving the strong mixing condition (for example 19, 
Theorem 18.4.1, p. 3341). 
Theorem O(ii) fails if its hypothesis E ) Xk12+’ < co is omitted; a coun- 
terexample is constructed in [I]. Lifshits [ 111 proved some central limit 
theorems on Markov chains under pn + 0 and other slightly weaker 
conditions. In this article we will extend Theorem O(ii) to triangular arrays of 
random variables and also show that pn + 0 can be weakened slightly, and 
then apply these results to some estimates of probability density. 
Consider the following array of random variables: 
(1-l) 
where k(l), k(2), k(3),... are positive integers. Suppose that Vn, k such that 
n>l and l<k<k(n)onehas 
Ex’“’ = 0 k and Var Xcn’ < 1 k 1 * (1.2) 
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For n = 1,2,3,... and 0 <J < L < k(n) define 
Assume Lim,_, k(n) = co, and for m = 1, 2, 3 ,... let 
si = Inf Var S(n, J, L), 
((n, J, L): n = 1,2, 3 ,..., O<J<J+m<L<k(n)}, 
a,,, = Sup a(9(Pz’, 1 < k < J), .9(X?‘, J + m < k Q k(n))), 
{(n, J): n = 1,2, 3 ,..., l<J<J+m<k(n)}, 
pm = SUP p(.A?(x(k”), 14 k < J), 9(X?‘, J + m < k < k(n))), 
{(n, J): n = 1,2,3 ,..., l<J<J+m<k(n)}. 
Let p* = Lim,,, pm and for n = 1,2,3,... and any 6 > 0 let 
a,(6) = Sup E J;Y(kn))‘+! 
l<k<kol) 
For6>OandO<ppldefine 
dhp)= 
(1 +p2s/'2+6) + &3(2+69 
p/2(1 4’2+su2 * 
We start with a technical statement that will be useful in applying some of 
the other theorems. 
THEOREM 1. Far the array (1.1) of random variables suppose that (1.2) 
is satisfied, that k(n) --t 00 as n -+ 00, and that for some positive integers K, 
L, and N with pK < l/2 one has that 
, 
Inf Var S(n, J, J + L) 1 [ K 1 
2 
{(n,J):n>N,O<f<f+L<k(~)} > I~(I-PK)~"~-~ * 
Then s:-, co as m+ a. 
THEOREM 2. For the array (1.1) of random variables suppose that (1.2) 
holds, k(n) + 00 as n + 00, s’, + 00 as m + 00, and p* < l/2. Then for any 
p, p* ( p < l/2, there exist positive constants C, and C, and a positive 
integer M such that if n > 1, m > M, and 0 Q j < j + m < k(n), then 
C,[2(1 - p)lLogZm Q Var S(n, j, j + m) < C,f2(1 + p)jLogzm. 
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THEOREM 3. For the array (1.1) of random variables suppose that (1.2) 
holds, k(n) + 00 as n -+ co, a,,, --) 0, and si + 00 as m + co and for some 
0 < 6 ,< 1, one has that g(6, p*) < 1, that E (X;)j*+’ < 00 Vn, k, and thatfor 
some A > 1, 
k!z ([Log2 WI -AtLog12~l-,8,1Pt1 +~*I11 
X k31,g~6,p*~ a,@)l> = *. 
Then S(n, 0, k(n))/(Var S(n, 0, k(n)))‘12 --) N(0, 1) in distribution as n --t co. 
THEOREM 4. For the array (1.1) of random variables suppose that (1.2) 
holds, k(n) + co as n + CQ, and for each n, the sequence X,“‘,...,X’& is 
weakly stationary, i.e., Cov(x’,“‘, x(,“‘) depends only on (J-L ( and n. 
Suppose a,,, -+ 0 and si --f 00 as m --) co, andfor some 0 < 6 < 1 one has that 
g(&p*) < 1, E J$;)j2t6 < co Vn, k, andfor some A > 1, 
Lim (Pa2 WI -A bgllgcs.p8b 441) = ~0. n-Kc 
Then S(n, 0, k(n))/(Var S(n, 0, k(n)))‘12 + iV(0, 1) in distribution as n 4 00. 
Let us return to strictly stationary sequences (X,) and in this context 
retain the definition p* = Lim, em pn. 
THEOREM 5. Suppose (X,) is strictly stationary, EX, = 0, Var X, < co, 
VarS,+coanda,~Oasn+oo,andforsomeO<6,<1,EJX,(2+S<~ 
and g(8, p*) < 1. Then S,/(Var S,)“‘+ N(0, 1) in distribution as n -+ ax 
This is a corollary of Theorem 3 or 4. The condition g(6, p*) < 1 seems 
artificial. If it is deleted, then Theorem 5 fails, as Davydov [3, 4] showed; yet 
for his counterexamples, which are Markov chains, one can easily verify that 
P,, = 1 for all n. It seems possible that in Theorem 5, g(6, p*) < 1 can be 
weakened to p* < 1, and perhaps also a,, 4 0 can be deleted; another method 
of proof would be needed. We will now show that Theorem 5 covers some 
sequences (X,) not covered by Theorem O(ii) or by any central limit theorem 
in which it is assumed that a, --, 0 at a specific rate. 
THEOREM 6. Suppose (c,) and (d,), n = 1,2,3 ,..., are each a non- 
increasing sequence of numbers such that Vn, 0 < 4d, < c, < 1. Suppose (&) 
is an arbitrary sequence of positive numbers. Then there exists a strictly 
stationary random sequence (X,) such that for each n, pn = c, and 
d,<a,<d,+f,. 
In Theorem 6 note that for any n such that 4d, = c, one automatically has 
a,, = d,,, since the inequality 4a, <p,, always holds. 
These theorems will be proved in Section 3. 
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2. ASYMPTOTIC NORMALITY 
OF SOME KERNEL-TYPE DENSITY ESTIMATES 
Let us take a quick look at some kernel-type estimators of probability 
density (see for example Rosenblatt [ 14, 151, Parzen [12], or Woodroofe 
[ 171). We will discuss weak consistency and asymptotic normality under the 
condition P,, --) 0. 
Let (X,) be strictly stationary, with marginal probability density f, such 
that pn + 0 as n + 03. We will consider the problem of estimating f(x) for 
some fixed x; without losing generality we assume x = 0. Assume f is 
continuous at 0 and that f(0) > 0. 
Let (b,, n = 1,2,3,...) be a sequence of positive numbers such that b, + 0 
and nb, + co as n -+ co. Also let w  be a real Bore1 function with these 
properties : 
(9 w  is non-negative. 
(ii) I?, w(u) du = 1. 
(iii) For some u,, > 0, w(u) = 0 for ]u] > u,. 
(iv) For some 6 > 0, J?, ~~+~(u)du < 00. 
In the discussion below we will assume 6 < 1. 
For each n = 1, 2, 3 ,..., let 
f,(O) = (nb,)-’ 2 w(X,lb,). 
k=l 
For any C > 1 one has that for all n sufficiently large, 
C-lb, f (0) < Ew(X,/b,,) < Cb,f (O), 
C-‘b,f(O) m 
I 
W'(U) du <VW W(X,/b,) 
-a? 
< Ew2(X,/b,) < Cb, f (0) I” w2(u) du, 
-co 
C-‘b,f(O) O” 
I -a3 
w*+*(u)du <EW*+'(X,/b,) < Cb,f(O)j-” w’+‘(u)du. 
-m 
THEOREM 7. If b;’ Q O(n4) for some 0 < /3 < 1, then (under the above 
assumptions on (X,), f, w, and (b,)) one has that f,(O) is a consistent 
estimator off (0) and [f,,(O) - Ef,(O)]/(Var f,,(O))“’ + N(0, 1) in distribution 
as n+a3. 
Proof. For each n > 1 and each k let 
Xjj) = (Var w(X,/b,))-I’* [w(X,/b,) - Ew(X,/b,)]. 
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(Set X$“) = 0 if Var w(X,/b,) = 0 or co, but this can happen for at 
most finitely many n.) It is easily seen that for each m > 1, 
Lim,,, Cov(Ap, A$!!,) > 0, and hence for each m 2 1, 
Lim,,, Var(Xr! , + ... +X$1,) > m. Defining k(n) = n in the array (l.l), 
we have that sfn + co as m --f co by Theorem 1. Also for some B > 0 one has 
~(6, A$“‘) < Bb, “* for all n, and by the hypothesis of Theorem 7 one has 
that the hypothesis of Theorem 3 (or of Theorem 4) is fulfilled. The 
asymptotic normality of f,(O) now follows from Theorem 3. Also, by 
Theorem 2, Var f,(O) -+ 0 as n -+ co, and consistency follows easily. 
(Another article by the author will contain a more extensive discussion of 
the question of asymptotic normality and joint asymptotic normality for 
kernel-type estimators of probability density, under certain conditions on p, .) 
3. PROOFS 
Except for Theorem 6, we will prove the theorems by adapting 
Ibragimov’s proof of Theorem 0. First, for any r.v. X and positive number p 
let ]/XI], = E1lp IXJp. 
Proof of Theorem 1. Let L,, m = 0, 1,2 ,..., be defined by L, = L and 
L ,,,+ , = 2L, 4 K, and let q,,,, m = 0, 1,2 ,..., be defined by 
q,,, = Inf Var S(n, J, J + L,), {(n,J):n>N,O<J<J+L,(k(n)}. 
Let C be such that 1 <CC [2(1--~,)]“~ and q,,> [K/([2(1-p,)]“2-C)]2. If 
n>N and 0 < J < J + L i < k(n), and letting U = S(n, J, J + L), 
V=S(n,J+L,J+L+K), and W=S(n,JfL+K,J+L,), we have 
and thus q1 > Cq,. By a similar argument, q,,, + , > Cq, for each m. 
Suppose 1 is sufficiently large that (1 - p,) q, > K*, and that n 2 N and 
O<J<J+L,+K+ l<J*<k(n). Then letting U = S(n, J, J + L,), 
V=S(n,J+L,,J+L,+K), and W=S(n,J+L,+K,J*), we have 
Var S(n, J, J*) > 111 u + WI, - II U212 > (((1 -P,A a)“’ - K12. 
Hence s&~+~+ 1+ co as I + co, since q, -+ co. Theorem 1 is proved. 
Proof of Theorem 2. The proof of Theorem 2 will include a couple of 
extra lemmas that are not really needed for Theorem 2 but are needed for 
Theorems 3 and 4. In effect we are also beginning the proof of Theorems 3 
and 4, but (for now) only assuming the hypothesis of Theorem 2. 
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Assume p* < p < l/2. Let the positive integer K be such that p* <pK < p. 
Let the constants C and C* be such that 
o<c<c*<1, 2(1-P) < (1 +w -PrJ, 
C(1 -p)(l + C) > 1, 2(1 +p> > (1 + W)(1 +PR). 
(3.1) 
Let E > 0 be such that 
(i) 1 + 4e/(l - 2e) < C*-1’2, 
(ii) (1 -p,)(l + C)(l -s)’ > 1, 
(iii) (1 -pK)(l -&)4 (1 + C) > 2(1 -p), (3.2) 
(iv) (1 +pK)(l + e)4 (1 + l/C) < 2(1 +p), 
(v) c < (1 - &)2 c* and (1 + E)~/C* < l/C. 
Let the positive integers L < L* be such that 
s:. > K2/(CE2), s;* > 4L2. (3.3) 
For n 2 1 and 0 <J< k(n) define S(n, .I, J) = 0. For n > 1 and 
0 <j< 1 <k(n) let q(n, j, I) = greatest integer q, j< q < I, such that 
Var S(n, j, q) < Var S(n, q, 1). 
LEMMA 1. Suppose n > 1 and O< j < j+ L < 1 <k(n). Then letting 
q = q(n, j, I) one has 
C* < (Var S(n, j, q))/(Var S(n, 4, I)) < l/C*. 
Proof: The second inequality is trivial. To prove the first, let 
U=S(n, j,q), V=J$!!l, and W= S(n, q + 1, I). Then II VII, < 1 < 
E I( U + V + WII, by (1.2) and (3.3), and also Var(U$ v> > Var W. Hence 
II u + v + WI* Q 2[ll UlI2 + II VII219 
II UII2 > w2)[ll u+ v+ WI12 - 2 II VII21 > ((1 - 2&W) II u+ if+ WI29 
II v + Wl2lll VI2 < (2 II VI2 + II Ull2Ml VI2 
< 1 + 4(1 - 2&)-l II Vll,/ll u+ v+ WII, < c*-1’2 
by (3.2)(i), and Lemma 1 is proved. 
LEMMA 2. Suppose n > 1 and O< j < k < I< k(n) with k-j>L 
and I - k > L. Letting D, E min{Var S(n, j, k), Var S(n, k, I)} and D, s 
max{Var S(n, j, k), Var S(n, k, I)} wehavethat2(1-p)D,<VarS(n,j,I)< 
2(1 +p)D,. If also C < D,/D,, then 2(1 -p) D, < Var S(n, j, 1) < 
V+P)D,. 
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ProoJ Let U = S(n, j, k -K), V = S(n, k -K, k), and W = S(n, k, I). 
Then 1) V (I2 < E (] U + VII, by (1.2) and (3.3), and by Minkowski’s inequality 
and (3.2)(ii), 
Var(U + w) < (1 + p,)(Var U + Var w) 
< (I +pK)(l + E)' [Var(U+ v> + Var WI, 
Var(U+ w)>(l -p,)(Var U+Var w) 
> (1 --p,)(l - E)~ [Var(U+ V) + Var W] 
>2(1 -/I,)(1 -&)%;>S;. 
Hence II VII, < E (I U + W(I, and 
Var(U+ V+ w><(l +c)2Var(U+ W) 
< (1 +pK)(l + E)~ [Var(U+ v) + Var WI, 
Var(U + V + W) > (1 - e)2 Var(U + W) 
> (1 -p,)(l - E)~ [Var(U + V) + Var W]. 
Now both parts of Lemma 2 can be deduced from (3.2)(iii-iv). 
Theorem 2 now follows from an induction argument using the first part of 
Lemma 2. 
Proof of Theorem 3. For any d > 0, 0 Q r < 1, R > 0, and c > 0, define 
h(d, r, R, c) = 
~(1 + +VQ+d) + 2J/‘Z+d’+ 3R--2d/@+d)) 
[(l - r)(l + c)]‘~+~)‘~ ’ 
The condition g(S, p*) < 1 implies p* < l/2. Let y and p be such that 
O<y<l, P* <P < l/L (3.4) 
g@v P*) < gb% P> < YT 
(Log[2,l-,,lP(l + PII) hbg(~, P*) <A Log,,,,-,*,JW + P*)l, 
where A is as in Theorem 3. 
Let the positive integer K be such that p* <pK < p, as in the proof of 
Theorem 2. Let R > 0 be such that h(6, p, R, 1) < y. Let the constants C and 
C* satisfy (3.1) and the condition h(6,p, R, C) < y. Let E > 0 satisfy (3.2) 
and the condition 
[E + W,P,R 0 “(2+6) (1 + &)/(l - &)]/(l -&) < y”‘2+8’ (35) 
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and let the positive integers L < L* satisfy (3.3). Let the sequences R, and 
J,, n = 1, 2, 3 ,..., be defined by 
R, = max{R, L *2+%.z”(6)/&2+~), (3.6) 
J, = least positive integer such that R, yl(“) < R. 
We borrow the notations and Lemmas 1 and 2 from the proof of Theorem 2. 
LEMMA 3. Suppose n>l and O<j<k<l<k(n) with k-j>L and 
1 - k > L. Suppose R* > R and that 
a@, S(n, j, k)) <R*, 
a@ S(n, k, I)) Q R*, 
Then 
C* < (Var s(n, j, k))/(Var s(n, k, I)) < l/C*, 
[Var S(n, j, k)](2+SU2 R* > R,. 
[Var S(n, j, l)](2+6M2 R*y > R fly 
4, S(n, j, 0) < R*y. 
ProoJ Let U = S(n, j, k-K), V = S(n, k -K, k), and W = S(n, k, I). By 
(3.4) and Lemma 2, 
[Var(U+ V+ w)]/[Var(U+ v>] > 2(1 -p) > 2&12(1 -p)(2+su2 
> M4P) > l/Y 
and we have the first conclusion of Lemma 3. 
Let R** = R*(l + ~)*+~/(l -a) 2+6. Now (1 VII, < E (] U + VII, by (1.2) and 
(3.3), and 
II w2 > (1 - &I II u + VII, 3 C < (Var U)/(Var w) < l/C (3.7) 
by Minkowski and (3.2)(v). Since 
II VII 2+s < Kcz,(~)“(~+~) < ER;‘(~+” < E 11 U + VII, R*1’(2+s), (3.8) 
we have 1) UIJ 2+s < I] U + VII, (1 + E) R*1/(2+s) by Minkowski and the 
hypothesis of Lemma 3, and hence a(& U) <R**. NOW 
E I U + W12+’ < E(I UI + ) WI)’ (I Ul’ + 1 WI”) (3.9) 
=EIu12+“+E( WI 2+8+EuyW18+EIU(8 w2 
+2EIUI’+“IW(+2EIW11+S(UI. 
We will use Holder’s and Minkowki’s inequalities to get bounds on these 
terms. First let D = max{EU2, E W2}. 
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Then 
EU2 ( WI” < [E ] U(Z+s](z-8)/(2+8) 
. ElUl 
[ 
(2+&j/2, Wl(2+8)/2 -E 1 ul(2+6)/2 E 1 wl(2+““2 2&/(2+6) 
+EIUI 
(2+6)/2 E 1 wI(2+@/2 1 
< [R**(EU2)(2+6)/2](2-6)/(2+6) 
. [p,(E I UI’+“E( W/2+s)“2 + (IIUl12 I( Wljt)(2+6y2]26’(2+6) 
<R 
**(Z-s,/(2+s,D(2-““2[~~~/(2+S)R**ZSI(2+~)~~ + Da] 
= R**D’2+6)/2[p~s/6/(2+s) + R**-2S/‘2+“‘] 
and 
EIUI’+“I WI < [EIU12+“]“‘2+6’ 
. EIUI 
[ 
(2 +6)/z 1 WI’ 2+ &/2 _ E / UI’ 2+8)/2 E / @,/(2+8)/2 .?,‘(2+8) 
+ElUI (2+8)/z E 1 wl(2+6”2 1 < [R**(EU2)(2tS)/2]6/(2+6) 
. [pK(EIU12+“El W12+6)“2 + (11 UII, 11 @‘1(2)‘2+““2]y’2+6’ 
<R **S/(2+S)DS/2[PKY(2+S)R**Y(2+s)D + D] 
=R**D(2+6)/2 IPK 2,(2+6) +RW4”2+~‘], 
Estimating the other terms in (3.9) similarly, we get 
EJU+WI 2+6 < 2D’2+8”2R**[ 1 + PK 28/(2+6) + 2 PK 
y(2t6) + 3~**-2S/cZ+Sj I. 
By (3.7) and the third inequality in (3.1), 
Var(U+w)>(l-p,)(l+C)D>(l-pp,)(l+C)VarW>Var(U+V) 
and we get both ~(6, U+ W)~R**h(6,p,,R**,C)<R**h(6, P,R,C) and 
Var v < c2 Var(U + v> < c2 Var(U + W’) (by (1.2) and (3.3) again). Hence 
Var(U + V + W) > (1 - E)~ Var(U + w) and also by (3.8), 
IlUf v+ Wll2+?i 
< II u+ Wlzts + II ~,Il2+s 
<llU+ W/I, [R**h(6,p,R,C)]“‘2+“‘+~~~U+ VI12R*V(2+6) 
<J/U+ WJ12R*‘I’2+S’[~ + h@,p,R, C)‘/‘2+6)(1 + &)/(I -E)] 
and now by (3.5) we have Lemma 3. 
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LEMMA 4. Suppose n > 1, 0 < j < j + L < 14 k(n), and a(& S(n, j, 1)) > 
R,n. Then for some j* and I* these three inequalities are satisfied: 
0 4 j* < j* + L < I* Q k(n), 
P-j* Cl-j, 
a(& S(n, j*, I*)) > R, I 
Proof: Since I--j> L, we have Var S(n, j, Z) > 1 trivially, and 
E (S(n,j, I)\‘+” > R, > L*246an(6)/~2+~. 
If I-j<L*, then 1) S(n, j, 1)112+8 < L*a,(8)1’(2+s) which gives a 
contradiction. So I - j > L *. 
Let q = q(n, j, I). Then 
1 ,< [Var S(n, q, I)]/[Var 2Wb.i q)l < l/C* 
by Lemma 1. 
If q-j<L, then LZ>VarS(n,j,j+L)>VarS(n,j+L,I) and 
VarS(n,j,l)<4L2<st*.Soq-j>L. 
If I - q < L, then Var S(n, j, q) < Var S(n, q, I) < L2 and Var S(n, j, 1) < 
4L2 < s;. . so I-q>L. 
If a@, S(nJ, 4)) < R, and a(6, S(n,q, I))< R,, then by Lemma 3, 
a(6, S(n,j, I)) <R,, which contradicts the hypothesis of Lemma 4. 
If a(6, S(n, j, q)) > R,, then let j* = j and I* = q. If a(& S(n, q, I>> > R, 
we can let j* = q and I* = 1. Either way we get Lemma 4. 
LEMMA 5. Suppose n > 1, 0 <j < I< k(n), ana' Var S(n, j, I) > 
[2(1 + p)]““’ s;*. 
Then a(& S(n, j, 1)) <R. 
Proof: Let M = 2’(“). We define the integers j = Q, < Q, Q 
Q, < q.. < Q, = 1 as follows: For each m, 1 < m < M - 1, represent 
m = 2%, where t is a non-negative integer and u is an odd integer, and let 
Q, = q(n, Q(2’(u - l)), Q(2’(u + 1))). (Here Q(m) means Q,, for 
typographical convenience.) 
Since Var S(n, Q,, Q,) > s:* we can show, as in the proof of Lemma 4, 
that Q,,,,2 - Q, > L and Q, - Qti2 > L. Then by Lemma 2 we have 
Var S(n, Qo, Q,,) > [2(1 + p)]““‘-’ sz-, 
Var S(n, Q,,,,2, Q,) > [2(1 +P)]~““-‘s~*. 
Proceeding inductively in this manner we can show for each m, 1 < m GM, 
that Var S(n, Q,- 1, Q,) > si. and hence Q, - Q,- , > L, and hence 
a(6, S(n, Q,- , , Q,)) < R,, for otherwise repeated applications of Lemma 4 
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would lead to a contradiction. Using induction with Lemma 3, we can 
establish Lemma 5. 
LEMMA 6. If E > 0, 1 < p < 2( I - p), and M = 2N for some positive 
integer N, then for all n suflciently large there exist integers 0 = Q(0) < 
Q(l) < QW < --a < Q(2M) = k(n) (depending on n) such that 
aQ(2m)-Q(2m--l) < ’ for m = I,..., M, 
2::” Var S(n, Q(m - l), Q(m)) < E ,m,‘d”d Var s(n, Q(m - l), Q<m))9 
;‘,“d’t, Var S(n, Q(m - l), Q(m)) < pU-N Var s(n, 0, k(n)), 
~2; 44 s(n, Q(m - 11, Q(m)>> < R 
max ] Corr (S(n, Q(m - l), Q(m)), W, Q<l - l), Q(O)>1 < s. 
,,,+, . bothodd 
ProoJ By Theorem 2, the last inequality in (3.4), and the hypothesis of 
Theorem 3, [Var S(n, 0, k(n))]/[2(1 + p)]“” --) 03 as n+ co. Thus for all n 
sufficiently large, the following procedure will suffice for defining the integers 
Q(m): 
If m = 2’u, where 1 < t < N - 1 and u is odd, then let Q(m) = 
q(n, Q(2’(u - l)), Q(2’(u + 1))). Let H be an integer such that 
(4 + 6R) a;-+ 8) < E. For m odd, let Q(m) = Q(m + 1) -H. 
By Lemma 2 (with induction), if n is sufficiently large and m even, then 
Var S(n, Q(m), Q(m + 2)) > [ 2( 1 + p)] -N Var S(n, 0, k(n)) and with the aid 
of [9, Theorem 17.2.2, p. 3071 we can verify the conclusions of Lemma 6. 
Theorem 3 can now be proved by a standard “big block, small block” 
argument. In fact, we can simply apply a theorem of Dvoretzky [5, 
Theorem 5.1, p. 5281. 
Theorem 4 is proved in the same manner, but with this change of 
definition : 
I  
( I+ W 
qWJ)= (I+j- 1y2 
if 1 -j is even, 
if 1-jisodd. 
Then Lemmas 1, 2, and 3 hold and instead of Lemmas 4 and 5 we can 
simply show that if n > 1, J > 0, and 0 < j < j + 2JL < I< k(n), then 
a(& S(n, j, t)) < max{R, R,y’}. Under the hypothesis of Theorem 4, 
k(n)/[2”“‘L] + co as n + a~ and we can carry out the argument of Lemma 6 
(with the new definition of q(n, j, I)) and establish Theorem 4. 
It was noted earlier that Theorem 5 is a corollary of Theorem 3 or 4. 
Before proving Theorem 6 we will need some lemmas and a definition. 
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LEMMA 7 (Csaki and Fischer [2, Theorem 6.21). Suppose a, and 9,, 
n = 1) 2, 3 ,...) are a-fields, and the o-fields ((2, V 9,), n = 1,2,3 ,..., are 
independent. Then p(V:=, a,, V:=, 9,J = Sup,, p(G,, 9,J 
Witsenhausen [ 16, Theorem 1 ] gives a proof of Lemma 7. 
LEMMA 8. Under the hypothesis of Lemma 7, a(VFY, CPI,, V;=, 3,) < 
CE 1 4% y S,>. 
Proof: By induction, it sufftces to prove a(@, V a,, 9, V 9,) < 
a(a,, 9,) + a(a,,9,). Suppose {A ,,.,., A,} and {B, ,..., B,} are each a 
partition of R, such that each A, E CPI, and each Bj E 9,. Let C, ,..., C, be 
arbitrary elements of a, and let D, ,..., D, be arbitrary elements of 9’*. Let 
A = U:= r (Ai n Ci) and B z U;= 1 (Bj n 0,). It suffices to prove 
1 P(A n B) - P(A) P(B)/ < a(a,, 3,) + a(@, , 9,). Now 
IW nB) - P(A)P(B)I 
< ty (’ 1 P(Ci n Di) - P(CJ P(Dj)l P(Ai fI Bj) 
trl Jrl 
+ G G [P(A i n B,) - P(A,) P(Bj)] P(Ci) P(Dj) 
151 ,rl 
and the first term on the right is bounded by a(0,,9,). We wish to show 
that the second term on the right is bounded by a(Q i ,9 ,). 
For each i and j let fii E P(A, n B,) - P(A ,) P(Bj), cl = P(C,), and 
dj= P(Dj). Define the function h: [0, l]“+J+ R by h(u, ,..., u,, u, ,..., 0,)~ 
Ci=l C/J=lAj"iuj* N ow h is linear in each variable ui or u, separately; 
therefore on [0, l] r+J, h achieves its maximum at some point (ui,..., u,, 
U, ,..., a,) for which each coordinate ui or vj is 0 or 1. With respect to this 
point let us define 
A*sUA,, {i: ui = 1); 
B* = u B,, (j: vi = 1 }, 
and then we have 
4 ,,..., C,, d, ,..., dJ) < h(u, ,... , uI, U, ,..., VJ) 
=P(A*nB*)-P(A*)P(B*)<a(6?,,9,). 
A similar argument yields h(c, ,..., c,, d ,,..., dJ) > -a(cpI,, 9,), and hence 
/ h(c, ,..-, c,, d, ,..., dJ)l < a(fl,, gl), which is what was needed to complete 
the proof of Lemma 8. 
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DEFINITION 1. Suppose N is a positive integer, 0 < q < 1, and 0 < r < 1. 
A random sequence (W,, k = . . . . -1, 0, l,...) is said to have the “,(N, q, r)- 
distribution” if the following statements hold : 
(i) The o-fields ,5?( W,, k = J mod N), J = 1, 2 ,..., iV, are independent. 
(ii) For each J= 1,2 ,..., N, (WkN+J, k = . . . . -LO, l,...) has the same 
probability distribution as a strictly stationary Markov chain 
(V,, k = . . . . -LO, I,...) with state space (1, 2, 3,4}, with invariant marginal 
probability distribution pi = P( V,, = i) given by @r, pu,, ,u,, Q = (( 1 - q)2, 
41 - 4), dl - 411 s’>, and with one-step transition probability matrix 
pij=P(V,=jI V,=i) given by 
For any strictly stationary (W,) and any IZ > 1 let 
LEMMA 9. Suppose N is a positive integer, 0 < q < 1, and 0 < I Q 1. If 
(W,) is strictly stationary with the y(N, q, r)-distribution, then 
(i) ( W,) is N-dependent, 
(ii) h(tWJ) = ht(WA) = ry 
(iii) al((Wk)) & Nqr, 
(9 a,(tWJ> = Ml - 4). 
ProoJ Let Y,, , Y, , 2,) and 2, be identically distributed r.v.‘s such that 
P( Y,, = 1) = 1 - P(Y, = 0) = q, the o-fields 9(Y,, Y,), g(Z,), .5?(2,) are 
independent, and P(Y,, = Y, = 1) = (1 - r) q2 + rq. Note that a(g(Y,), 
9(Y,)) = rq( 1 - q) and p(g(Y,,), g(Y,)) = r. Let U, = 1 + Y,, + 22, and 
U, = 1 + 2Y, + Z,. Then by Lemmas 7 and 8, a(S’(U,), S(U,)) = rq( 1 -4) 
and PWU,), WU,)) = 1. 
Let (V,) be the Markov chain in Definition 1, for our given parameters N, 
q, and r. Then the joint distribution of (V,,, V,) is the same as that of 
(U, , U,), and hence by the Markov property a,(( V,)) = rq( 1 - q) and 
PWJ) = r. 
Now (V,J is l-dependent, and Lemma 9 follows from Lemmas 7 and 8. 
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Proof of Theorem 6. We shall assume (J,,) is non-increasing and fi < 1. 
For each II = 1, 2, 3 ,..., let (Xt’, k = . . . . -LO, l,...) be strictly stationary 
with the P(n, 2-“n-tf,, c,)-distribution, and let (Yjj”), k = . . . . -1, 0, l,...) be 
strictly stationary with the Y(n, l/2, 4d,)-distribution. Assume that these 
random sequences are all independent of each other. Let (X,) be defined by 
x,= CFEI 25-“(A-y + SYp). 
For -m<J<L<cx, define 
F’J” = .S’(X~‘, J Q k <L, n = 1,2, 3 ,... ), 
3; = 9(Yp), J< k < L, n = 1, 2,3 ,... ). 
For each fixed k, 9(X,) = g’: V xi, and hence for each fixed n, 
P,((&J> = G and 
by Lemmas 7, 8, and 9 and the general inequality a(a, S) < (l/4) p(a, 9). 
Theorem 6 is proved. 
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