Abstract. In this paper, using the fixed point theory on a cone and Leray-Schauder fixed point theorem, we present some existence results for singular nonlocal boundary value problems involving nonlinear integral conditions. Our nonlinearity may be singular in its dependent variable and it is allowed to change sign.
Introduction
In this paper, we consider the existence of positive solutions of nonlinear nonlocal boundary value problem(BVP) of the form involving a Stieltjes integral, which generalizes the boundary conditions in [9] [10] . J.R.L. Webb, G. Infante, G.S.Goodrich discussed the existence of at least one positive solutions and multiplicity of positive solutions for BVP(1.1)-(1.2) under the nonlinear boundary conditions or the case β = 1 and f (t, y) is positive and continuous on (0, 1) × [0, +∞), that is, f has no singularity at y = 0 (see [6, 8, [13] [14] ). But the study of singular boundary value problems (singular in the dependent variable) is very important and there are many results on the existence of positive solutions(see [1] [2] [3] [4] [11] [12] 15] ). Inspired by the above works, we consider the case that f is singular at y = 0 and may be sign changing. In order to get the existence of positive solutions for BVP(1.1)-(1.2), we establish some new conditions. Using the fixed point theorems on a cone and the Leray-Schauder fixed point theorem, some new existence results are obtained for the BVP(1.1)-(1.2). Our paper is organized as follows. In Section 2, we present some lemmas and preliminaries. Section 3 discusses the existence of multiple positive solutions for BVP(1.1) -(1.2) when f is positive. In Section 4, we discuss the multiplicity of positive solutions for the semi-positone BVP(1.1)-(1.2). In sction 5, we present the existence of positive solutions of BVP(1.1)-(1.2) when f is changing sign and singular at y = 0. It is easy to prove P is a cone of C[0, 1]. LEMMA 2.1. (see [7] ) Let Ω be a bounded open set in real Banach space E , P be a cone of E , θ ∈ Ω and A : Ω ∩ P → P be continuous and compact. Suppose
−y = q(t) f (t, y(t)),t ∈ (0,
1
Preliminaries
LEMMA 2.2. (see [7] ) Let Ω be a bounded open set in real Banach space E , P be a cone of E , θ ∈ Ω and A : Ω∩P → P be continuous and compact. Suppose Ax x,
LEMMA 2.3. (see [5] ) Let E be a Banach space, R > 0 , B R = {x ∈ E : x R} , F : B R → E be a continuous compact operator. If x = λ F(x) for any x ∈ E with x = R and 0 < λ < 1 , then F has a fixed point in B R .
Proof. For t ∈ (0, 1), since y(t) 0 is nonincreasing on (0, 1), we have y(0) = y . From the concavity of y, we have
Then (2.1) is true. The proof is complete. 2 Now we present following conditions for convenience: (C 1 ) A is of bounded variation with a positive measure, 0
for each constant r > 0 there exists a function ψ r continuous on [0, 1] and positive on (0, 1) such that
Multiplicity of positive solutions for singular boundary value problems with positive nonlinearities
In this section, we consider the existence of multiple positive solutions for BVP(1.1) -(1.2). To show that BVP(1.1)-(1.2) has a solution, since f may be singular at y = 0, for y ∈ P, define
where Proof. It is easy to prove that T c is well defined and (T c y)(t) 0 for all t ∈ P. For y ∈ P, we have Consequently, T c : P → P. A standard argument shows that T c : P → P is continuous and compact(see [5] [6] [7] [8] 13] 
hold; here Proof. Choose ε > 0 and r > 0 with ε < min{1, c 0 r β } and
From (3.7), there exists an R > r such that 9) where
where k(t, s) is defined in (3.1). Lemma 3.1 shows that T ε : P → P is continuous and compact. Now we show that
Suppose that there is a y 0 ∈ ∂ Ω 1 ∩ P and λ 0 ∈ [0, 1] with y 0 = λ 0 T ε y 0 . Then, y 0 satisfies
(3.12)
Integrate from 0 to t to obtain
and then integrate from 0 to 1 to obtain
which together with α[y 0 ] c 0 r β means that
This contradict (3.8), which yields (3.10) is true. Lemma 2.1 implies that
Next we show T ε y y for y ∈ P ∩ ∂ Ω 2 . (3.14)
Suppose that there exists a y 0 ∈ P ∩ ∂ Ω 2 with T ε y 0 y 0 . Then,
which together with (3.9) yields that
Then we have using (3.15),
which is a contradiction. Hence (3.14) is true. Lemma 2.2 guarantees that
and so
Now (3.13) and (3.16) imply that there exists a y 1 ∈ Ω 1 ∩ P and a
In fact, if x ∈ H , there are two cases to consider:
Let 0 < ε < c and ε < r ( r is defined in (3.8)). (3.13) and (3.16) guarantee that there exists a y 1 ∈ Ω 1 ∩ P and a y 2 ∈ (Ω 2 − Ω 1 ) ∩ P such that
i.e., y 1 and y 2 satisfy 
and 
It is easy to see that (C 1 )-(C 4 ) and (3.4) hold. Since
,
dy 
Multiplicity of positive solutions for singular semi-positone boundary value problems
In this section, we consider the case
where the conditions (C 1 ), (C 3 ), (C 4 ) for F(t, y) instead of f (t, y) hold and γ ∈ C((0, 1), (0, +∞))
throughout this section, where k(t, s) is the same as one in (3.1). Proof where
For y ∈ P, define
k(t, s)q(s)F(s, max{ε, [y(s) − w(s)] * })ds, t ∈ [0, 1], where k(t, s) is defined in (3.1) and [y(t) − w(t)] * = y(t) − w(t), if y(t) − w(t) > 0, 0, if y(t) − w(t) 0.
Lemma 3.1 guarantees that T ε : P → P is continuous and compact. Now we show that
Suppose that there is a y 0 ∈ ∂ Ω 1 ∩ P and λ 0 ∈ [0, 1] with y 0 = λ 0 T ε y 0 . Since y 0 (t) (1 − t) y 0 (1 − t)2c 1 and
we have
Since y 0 satisfies
(4.9)
we get y 0 (t) 0 on (0, 1) and
q(t), t ∈ (0, 1).
(4.10)
q(s) ds
and then integrate from 0 to 1 to obtain This contradicts (4.6), which means that (4.8) is true. Lemma 2.1 implies that
Next we show T ε y y for y ∈ P ∩ ∂ Ω 2 . (4.12)
Suppose that there exists a y 0 ∈ P ∩ ∂ Ω 2 with T ε y 0 y 0 . Then, y 0 = 2R a . Also since y 0 (t) is concave and nonincreaing on [0, 1] (since y 0 ∈ P) we have from Lemma 2.4 that y 0 (t) ( 
which together with (4.7) yields that
Then we have using (4.13),
which is a contradiction. Hence (4.12) is true. Then Lemma 2.2 guarantees that
Now (4.11) and (4.14) imply that there exists a y 1 ∈ Ω 1 ∩ P and a
In fact, if x ∈ H , there are two cases to consider: (1) x 4c 1 . Since
Lemma 2.4 implies that
which together with x ∈ P implies that
From (4.16) and (4.18), we have
(4.17) and (4.19) guarantee that
Then (4.15) is true. Let 0 < ε < c and ε < r ( r is defined in (4.6)). (4.11) and (4.14) guarantee that there exists a y 1 ∈ Ω 1 ∩ P and a y 2 ∈ (Ω 2 − Ω 1 ) ∩ P such that
i.e., y 1 and y 2 satisfy
Hence, y 1 and y 2 satisfy
and
It is easy to see that x 1 and x 2 are two positive solutions of BVP(
It is easy to see that (C 1 ), (C 3 )-(C 4 ) and (4.1) hold, and since F(t, y) 
Positive solutions for singular boundary value problems with sign-changing nonlinearities
where 
It follows from (5.6) that
On the other hand, for any z ∈ (0, 1) with y(z) > c 0 R β , we can choose i 0 and z ∈ (t ,t 1 ) such that z ∈ [t 2i 0 ,t 2i 0 −1 ), y(z ) = y(z) and z z . Integrating (5.7) from t 2i to t 2i−1 , i = 1, 2, 3...i 0 − 1 and from t 2i 0 to z , we have
Summing (5.8) from 1 to i 0 − 1 , we have by (5.9) and y(t 2i ) = y(t 2i+1 ), that
Since y(z) = y(z ),
Letting z → t in (5.10), we have
Then, (5.4) is true, which contradicts
It follows from Lemma 2.3 that T has a fixed point y in C . Using y and 1 in place of y and λ in (5.3), we obtain easily Proof. Suppose y 1 (t) and y 2 (t) are two solutions of BVP (1.1)-(1.2) . We need to prove that y 1 (t) ≡ y 2 (t),t ∈ [0, 1]. Let z(t) = y 1 (t) − y 2 (t),t ∈ [0, 1].
We claim that z(t) ≡ 0,t ∈ (0, 1). In fact, if it is not true, without loss of generality, we assume z(t 0 ) > 0 for some t 0 ∈ (0, 1). Let t 3 = max{t ∈ (0,t 0 ), z(t) = 0},t 4 = min{t ∈ (t 0 , 1), z(t) = 0} .
There are two cases to consider: 
z(t).
(2) t 3 0, t 4 < 0 , which implies that z(t) > 0, t ∈ (t 3 ,t 4 ), z(t 4 ) = 0. Then
−z (t) = q(t) f (t, y 1 (t)) − q(t) f (t, y 2 (t))
0, ∀t ∈ (t 3 ,t 4 ), which yields that z(t) is convex on (t 3 ,t 4 ). If t 3 > 0, we have z(t 3 ) = 0 . This contradicts max t∈[t 3 ,t 4 ] z(t) > z(t 3 ) = z(t 4 ) = 0. If t 3 = 0, we have z (t 3 ) = 0 and z(t) is nondecreasing on (t 3 ,t 4 ), which together with z(t 4 ) = 0 means that z(t) 0 for all t ∈ (t 3 ,t 4 ). This contradicts z(t) > 0 for all t ∈ (t 3 ,t 3 ). Hence we get y 1 (t) = y 2 (t),t ∈ [0, 1]. Thus the result is proved. 2 EXAMPLE 5.4. Consider y (t) + 1 4 (cos 2 t + 1 y 2 (t) − y 2 (t)) = 0, 0 < t < 1, It is easy to see that (H1)-(H3) and (S1)-(S2) hold. Let R = 2. We have 
