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Abstract
We prove tightness of a family of path measures νε on tubes L(ε)
of small diameters around a closed and connected submanifold L of an-
other Riemannian manifold M . Together with a result from [7], that
implies weak convergence of the measures as the tube radius ε tends to
zero to a measure supported by the path space of the submanifold. As
a consequence, we obtain weak convergence of the measures obtained by
conditioning Brownian motion to stay within the tubes L(ε) up to a finite
time T > 0, and we identify the limit measure.
Keywords Conditional Brownian motion, tubular neighborhoods, tight-
ness
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1 Introduction
We consider an l-dimensional closed and connected submanifold L ⊂ M
of a Riemannian manifold M of dimension m > l. Let r > 1 be a num-
ber such that the r-tube L(r) is mapped diffeomorphically onto the r-
neighbourhood NL(r) of the zero section in the normal bundle by the
exponential map. For 0 < ε < r, we consider Brownian motion condi-
tioned to remain within L(ε) up to a finite time horizon T > 0. In [7], we
showed that the marginals of this family of conditional processes tend to
the marginals of a process supported by the path space of the submanifold
with a path measure which is equivalent to the Wiener measure on L. In
this paper, we prove that the family of conditional processes is actually
tight, showing that the path measures of the conditional processes actu-
ally converge weakly to the limit measure. For embeddings into Euclidean
space this was shown in [9].
As in [7], we do not attempt to give a direct proof for conditional Brow-
nian motion in the first place, but consider measures νε, equivalent to
the measure of Brownian motion absorbed at the tube boundary ∂L(ε).
These measures are related to the generators Hε constructed in [7] in such
1
a way, that the associated semigroups correspond to the one-dimensional
marginals of νε. By the same rescaling and renormalization procedure
as in [7], we now obtain ultracontractive symmetric Markov semigroups
on L2(L(1), µSa) given by smooth kernels for t > 0. Here µSa denotes
the Riemannian volume associated to the Sasaki-metric on L(1). Using
properties of the ground states of the generators from Proposition 5 and
Corollary 5, together with a Hardy inequality, we prove in Proposition 10 a
version of the Rosen Lemma by which the logarithmic Sobolev inequalities
of the generator can be used to obtain intrinsic ultracontractivity of the
semigroups. The corresponding L2-L∞ operator bound can be extended
to the sub-Gaussian estimate Proposition 2 of the kernel, by methods de-
scribed for instance in [3], Section 3.2. From the uniform estimate of the
kernel, we conclude tightness of the measure family (νε : ε > 0) and finally
of conditional Brownian motion by the standard argument Proposition 3.
In the first section, we reintroduce the setup from [7], in the second section,
we prove by a rather general argument that tightness of the conditional
processes is equivalent to tightness of its projections, which are processes
on the path space of L. In Section 3, we establish the sub-Gaussian bound
Corollary 2 and conclude tightness of the projected processes. The main
work, namely the proof of Proposition 2, is done in Section 4.1. Everything
that is done here, follows closely the considerations in [3]. However, we
attempted to outline the basic ideas from this source for the convenience
of the reader.
1.1 The conditional process
In this section, we are going to describe the setup from [7].
a. Let Ω := C([0,∞),M) be the path space and
Ωεs,t := {ω ∈ Ω : ω(u) ∈ L(ε), s ≤ u ≤ t}.
Denoting by W the Wiener measure on M , we fix some finite T > 0 and
consider the measure
ν(dω) = exp
(
1
2
∫ T
0
ϕU(ω(s)) ds
)
W(dω),
on the path space of M . Here, ϕ ∈ C∞(M) is smooth with ϕ|L(1) = 1
and ϕ|M\L(r) = 0, and for some r > 1, U ∈ C∞(L(r)) is a potential given
by
U := ρ1/2∆ρ−1/2, (1)
where ρ = dµ/dµSa is the Radon-Nikodym density of the Riemannian vol-
umes µ associated to the induced metric and µSa associated to the Sasaki
metric on the tube. Finally, ∆ denotes the Laplace - Beltrami operator
on M .
Now, we consider the probability measures Lε, ε > 0, which are obtained
by restricting ν to the set Ωε0,T followed by normalization to total mass
one. To be precise,
Lε(dω) := ν(dω ∩ Ω
ε
0,T )
ν(Ωε0,T )
,
which yields a distribution supported by the path space Ωε0,T . The pro-
cesses with distribution Lε are denoted by (xεt )0≤t≤T . For 0 ≤ s <
2
t ≤ T , the transition kernel of xεt , given by the conditional probability
Qε(s, x; t, dy) := Lε(ω(t) ∈ dy |ω(s) = x), can be written as
Qε(s, x; t, dy) =
πεT−t(y)
πεT−s(x)
P ε(s, x; t, dy), (2)
where
Pε(s, x; t, dy) = ν(ω(t) ∈ dy,Ωεs,t |ω(s) = x)
= ν(ω(t) ∈ dy, t < τε(ω) |ω(s) = x)
is the transition kernel of the process absorbed at the boundary, i.e. τε
is the first exit time from L(ε), and πεu(w) :=
∫
L(ε)
P ε(0, w;u, dz). Since
M is smooth, P ε and therefore Qε have a density with respect to the
Riemannian volume measure of M .
b. By the Feynman-Kac formula, integration with respect to the transition
kernel can be represented by∫
L(ε)
f(y)P ε(s, x; t, dy)
=
∫
Ω
f(ω(t)) exp
(
1
2
∫ t
s
U(ω(s))ds
)
W(ω(t) ∈ dy, t < τε(ω) |ω(s) = x)
=
(
e−
t−s
2
(∆−U)εf
)
(x),
where (∆−U)ε denotes the second order differential operator with Dirich-
let boundary conditions associated to the quadratic form
f 7→
∫
L(ε)
df ∧ ⋆df − ⋆Uf2, f ∈ H10(L(ε), µ).
We study the limit of this family of operators as ε tends to zero by a
rescaling procedure, followed by a renormalization of the lowest eigen-
value. To explain this, we first have to note that there are two different
metrics on L(1), the metric induced by the embedding L(1) ⊂ M and
the Sasaki metric. The Sasaki metric can most easily described by using
that the exponential map of M , restricted to the normal bundle, yields a
diffeomorphism exp |NL(1) : NL(1) → L(1) from the one-neighbourhood
NL(1) := {W ∈ NL : ‖W ‖NL < 1} of the zero section in the nor-
mal bundle to the tube L(1). By pulling back the metric suitably, we
can identify any Riemannian structure on L(1) and NL(1) which we will
do in the sequel without further mentioning. Then, for W ∈ NL(1),
X,Y ∈ TWNL(1), the Sasaki metric is given by
〈X,Y 〉Sa = 〈π∗X,π∗Y 〉L + 〈KWX,KWY 〉NL,
where π : NL(1) → L is the projection, and KW : TWNL → Npi(W )L is
the connection map of the normal bundle. Let now σε : NL(ε)→ NL(1)
be given by W 7→ ε−1W . By the identification described above, we will
denote the corresponding map exp ◦ε−1 ◦ exp−1 : L(ε) → L(1) by the
same symbol. Now, we consider the rescaling map Σε : L
2(L(1), µSa) →
L2(L(ε), µ) given by
Σεf :=
(
εm−lρ
)−1/2
σ∗εf. (3)
3
By partial integration, it turns out that
Σ−1ε ◦ (∆− U)ε ◦ Σε = Hε, (4)
where Hε with domain H
1
0∩H2(L(1), µSa) is self-adjoint and non-negative
on L2(L(1), µSa) associated to the quadratic form
qε(f) =
∫
L(ε)
dΣεf ∧ ⋆dΣεf =
∫
L(1)
df ∧#εdf (5)
with #εα = ε
l−m (σ∗ε )
−1 ◦ (ρ ⋆) ◦ σεα for one - forms α on L(1), and the
domain of the quadratic form is given by D = H10(L(1), µSa).
c. Because the parameter ε > 0 is closely related to the tube radius,
the perturbation problem for Hε is not to be expected to yield a sensible
limit as ε tends to zero. However, if λ0 > 0 is the smallest eigenvalue
for the Dirichlet problem on the (m− l)-dimensional Euclidean unit ball
B ⊂ Rm−l, the semigroups generated by H0ε := Hε − ε−2λ0 converge
strongly to a semigroup on a subspace E0 ⊂ L2(L(1), µSa). The orthog-
onal projection onto the subspace E0, denoted by the same symbol, is
obtained as follows:
The eigenspace corresponding to the lowest eigenvalue λ0 > 0 of the
Dirichlet Laplacian on the flat unit ball is one-dimensional generated by
a normed eigenfunction ϕ0(v) = ϕ˜0(‖v‖) ≥ 0, which is invariant under
rotations. By [5], Prop. 3.3, all fibers Fx := π
−1(x), x ∈ L, of the
projection π : L(1) → L are isometric when equipped with the metric
induced by the Sasaki metric. Hence, they are isometric to the flat unit
ball B ⊂ Rm−l and φ0 : L(1) → R, given by φ0(W ) := ϕ˜0(d(W,x))
is a well-defined, smooth function on L(1). Now, integration along the
fibre yields a mapping 〈·, φ0〉 : L2(L(1), µSa) → L2(L, µL) where f ∈
L2(L(1), µSa) is mapped to the function fb : L→ R given by
x 7→ 〈f, φ0〉x =
∫
pi−1(x)
f(W )φ0(W )dµx(W )
on L. Thus, the orthogonal projection E0 is given by
(E0) f(W ) = φ0(W )
(〈f, φ0〉pi(W )) ∈ L2(L(1), µSa).
In particular, every function f ∈ E0 can be uniquely written f = (fb◦π)φ0.
Now, the main result of [7] reads as follows:
Theorem 1 Let u(ε)ε≥0 ⊂ L2(L(1), µSa) be a strongly continuous family
of functions and denote by ∆L the Laplace-Beltrami operator on L. Then,
for all n ≥ 1, we have
lim
ε→0
e−
t
2
H0εu(ε) = E0 e
− t
2
∆L E0u(0) (6)
uniformly on each compact sub-interval I ⊂ (0,∞) in the Sobolev space
H2n(L(1), µSa).
Remark. (a) Using the explicit form of the projection, we obtain
E0 e
− t
2
∆L E0f = φ0
(
e−
t
2
∆Lfb
)
◦ π. (7)
(b) Theorem 1 will still hold if u(ε) is only strongly continuous at ε = 0.
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d. In [7], we also concluded from Theorem 1 the following statement that
the one-dimensional marginals of the processes xεt converge to those of
Brownian motion x0t on L. Since they are Markov processes, this state-
ment implies convergence in finite dimensional distributions.
Corollary 1 Let x0t,0≤t≤T be Brownian motion on L. Let x
ε
0 = x ∈ L be
a fixed common starting point. Then, for all f ∈ C∞(M) and 0 ≤ t ≤ T ,
we have
lim
ε→0
Ex[f(xεt )] = E
x[f |L(x0t )],
i.e. the associated flows converge as ε tends to zero.
Convergence of all marginals is the first part of proving weak convergence
of the path measures. The second part is tightness of the measure family.
Tightness will be discussed in the sequel.
2 Tightness of the conditional process and
its projection
In this first section, we prove that the family of conditional processes is
tight, iff the family of its projections onto L is tight.
2.1 The projection
Let Y be a process on M with continuous paths and Y ε the process
Y conditioned not to leave L(ε) up to a fixed time T > 0. As above,
π : L(1) → L denotes the projection. We denote by Sε := πY ε the
projected process supported by the path space of L.
2.2 Eventually basic functions
A continuous function f ∈ C(L(1)) is called eventually basic if there is
some δ > 0 such that f |L(δ) = f |L ◦π. The subalgebra of eventually basic
functions is denoted by B ⊂ C(L(1)) and separates points in L(1).
Lemma 1 For compact L, B ⊂ C(L(1)) is a dense subset.
Proof. Let δ > 0 and φ1, φ2 ∈ C(M) be a continuous partition of unity
such that
1. φ1|L(δ/2) = 1 and φ1|M\L(δ) = 0,
2. φ1, φ2 ≥ 0,
3. φ1(x) + φ2(x) = 1 for all x ∈ L(1).
We consider an arbitrary f ∈ C(L(1)). The function f̂ := (f |L◦π)φ1+fφ2
is eventually basic with
sup
x∈L(1)
|f̂ − f | = sup
x∈L(δ)
|(f |L ◦ π − f)φ2| ≤ sup
x∈L(δ)
|f |L ◦ π − f |.
Due to the compactness of L, for all ε > 0 we find a δ > 0 such that
sup
x∈L(δ)
|f |L ◦ π − f | < ε.
That implies the statement. 
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2.3 Tightness
From now on, we assume Y ε(0) = x ∈ L. The conditioned process Y ε is
supported by the path space Ωε0,T . L is compact, therefore L(1) as well
and the compact containment condition is fulfilled. By [4], 9.1 Theorem,
p. 142, together with Lemma 1, the family (Y ε : ε > 0) is tight, iff for all
eventually basic functions f ∈ B the family
Π(f) := (f ◦ Y ε : ε > 0)
is tight.
Note that under the assumptions on the tube, the probability of Brownian
motion not to leave an ε-tube around L up to time T > 0 is positive, if
the starting point is inside the tube. In particular, for a starting point
x ∈ L, this holds for every ε-tube, i.e. µx(τε > T ) > 0 for every ε > 0.
Lemma 2 For ε0 > 0, the family (Y
ε : ε0 < ε ≤ 1) is tight.
Proof If µx denotes the law of Y on M with starting point x ∈ L, the law
µxε of Y
ε with starting point x is given by the Radon - Nikodym density
Θε =
dµxε
dµx
=
1Ωε
0,T
µx(Ωε0,T )
=
1Ωε
0,T
µx(τε > T )
,
where τε denotes the first exit time of the process Y from the tube domain
L(ε). As ε tends to ε0, the densities Θε converge to Θε0 pointwise. By
monotonicity of the first exit time, we have
0 < µx(τε0 > T ) ≤ µx(τε > T )
and hence, by Θε ≤ 1µx(τε0>T ) and dominated convergence, we obtain the
result. 
Proposition 1 Under the conditions above, the following statements are
equivalent:
1. (Sε = πY ε : 0 < ε ≤ 1) is tight,
2. (Y ε : 0 < ε ≤ 1) is tight.
Proof (a) Let first (Y ε : 0 < ε ≤ 1) be tight. By the continuous mapping
principle, that implies that (Sε = πY ε : 0 < ε ≤ 1) is tight as well. (b)
Let now (Sε = πY ε : 0 < ε ≤ 1) be tight. By the theorem from [4]
mentioned above, the proposition is proved if we show that this implies
that the families Π(f) are tight for all f ∈ B. Let δ > 0 and f ∈ B such
that there f |L(δ) = f |L ◦ π. By Lemma 2, the set (Y ε : δ/2 < ε ≤ 1) and
therefore the set (f ◦ Y ε : δ/2 < ε ≤ 1) is tight as well. For ε < δ, we
have
f ◦ Y ε = f |L ◦ πY ε = f |L ◦ Sε.
By f |L ∈ C(L), tightness of the family
(f ◦ Y ε : 0 < ε < δ) = (f |L ◦ Sε : 0 < ε ≤ δ)
follows again by the theorem from [4] and by our assumption on the
tightness of Sε. Thus, by
Π(f) = (f ◦ Y ε : 0 < ε < δ) ∪ (f ◦ Y ε : δ/2 < ε ≤ 1)
tightness of Π(f) is finally proved. 
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3 A sub-Gaussian estimate and tightness
of the projections
Denote by f ∈ C∞(L(1)) smooth basic functions f := f ◦ π with f ∈
C∞(L).
In the sequel, we consider the pointwise norm of the gradient of functions
g ∈ C∞(L(1)), given by
x 7→ ‖dg‖ε =
√
〈dg, dg〉ε =
√
⋆Sa (dg ∧#εdg). (8)
and the pointwise norm of the gradient of functions f ∈ C∞(L), denoted
by ‖df‖L := 〈df, df〉1/2L .
Lemma 3 We have
dL(x, y) = sup{|f(x)− f(y)| : f ∈ C∞(L), 〈df, df〉L ≤ 1}.
Proof. See [2], proof of Corollary 6, p. 326. 
Remark. By substituting cf instead of f for an arbitrary c > 0, the
statement of the Lemma also holds with cdL(x, y) instead of dL(x, y) and
〈df, df〉L ≤ c2 instead of 〈df, df〉L ≤ 1.
The following proposition, the proof of which will take the entire Section
4.1, is the key result to prove tightness of the process family. Please note
that the usage of the letter W for points on the tube is here to indicate,
that we will think of the tube as the neighbourhood NL(1) of the zero
section in the normal bundle. For some of the expressions (in particular
for σε) it is more convenient to make use of the vector space structure of
the fibers of the normal bundle.
Proposition 2 Let t > 0, ε > 0, h ∈ C∞(L) with supW∈L(1) ‖dh‖ε ≤ 1
and Kεt the kernel given by
e−
t
2
H0ε f(W ) =
∫
L(1)
Kεt (W,W
′)f(W ′)dµSa(W
′).
Then we obtain the kernel estimate
Kεt (W,W
′) ≤ Ct−m+32 φε(W )φε(W ′)e−
(h(W )−h(W ′))2
4kt (9)
with k,C > 0.
Proposition 2 implies the following uniform sub-Gaussian kernel estimate:
Corollary 2 There is some ε0 > 0 such that for all ε < ε0, with the
notations above, we have
Kεt (W,W
′) ≤ Ct−m+32 φε(W )φε(W ′)e−
dL(pi(W ),pi(W
′))2
4Bt (10)
with B,C > 0.
Proof. Let h = h ◦ π, h ∈ C∞(L) be a basic function. Then, by the
expression for the metric on the tube from [7], Proposition 6, we obtain
〈dh, dh〉ε = 〈dh, dh〉L + ε rε(dh, dh).
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Now, by dh = π∗dh, and the fact that the pullback induces a continuous
map π∗ : C∞(L)→ C∞(L(1)), we obtain∣∣〈dh, dh〉L − 〈dh, dh〉ε∣∣ ≤ Rε 〈dh, dh〉L
with
R := suph∈C∞(L),h6=0
(
rε(π
∗dh, π∗dh)
〈dh, dh〉L
)
> 0.
That implies for all 0 < ε < max{1/R, 1}
(1−Rε) 〈dh, dh〉L ≤ 〈dh, dh〉ε ≤ (1 +Rε) 〈dh, dh〉L (11)
Now define
Mε = {h = h ◦ π ∈ C∞(L(1)) : 〈dh, dh〉L ≤ 1
1 +Rε
}.
Thus, by the remark following Lemma 3, we have for fixed x, y ∈ L and
all η > 0 some function h ∈ C∞(L) with 〈dh, dh〉L ≤ dL(x, y)/(1 + εR)
such that
|h(x)− h(y)| ≥ 1√
1 + εR
dL(x, y)− η ≥ 1√
1 +R
dL(x, y)− η.
Then, by (11), ‖dh‖ε ≤ 1, we may apply Proposition 2, and thus, letting
finally η tend to zero, there is another constant B > 0 such that
Kεt (W,W
′) ≤ Ct−m+32 φε(W )φε(W ′)e−
(h(y)−h(x))2
4kt
≤ Ct−m+32 φε(W )φε(W ′)e−
dL(pi(W ),pi(W
′))2
4Bt .
with π(W ) = x, π(W ′) = y. 
To prove tightness of the family of conditional measures, we will use the
following well-known sufficient criterion.
Proposition 3 The family of processes (πY ε : 0 < ε ≤ 1) is tight, if for
all 0 ≤ s < t ≤ T , there is some M > 0 such that the expected distance
can be estimated by
Ex
(
dL(πY
ε
s , πY
ε
t )
2M
)
≤ K|t − s|1+L
for K,L > 0 independent of ε > 0.
Proof.[6], Corollary 14.9, p. 261. 
The ultracontractivity estimate for the kernel is now sufficient to verify the
assumptions of Proposition 3 for the projected processes. That implies:
Theorem 2 The family of processes (Y ε : 0 < ε ≤ 1) is tight.
Proof. By Proposition 1, it suffices to show tightness of the projections.
We will apply Proposition 3. Assume 0 ≤ s < t ≤ 1 and Y ε(0) = x ∈ L
the starting point. The expected distance is given by
Ex [d(πY εt , πY
ε
s )]
2M =
1
Zε(x)
∫
L(ε)
dµ(W )Qε(0, x; s,W )...
...
∫
L(ε)
dµ(W ′)Qε(s,W ; t,W
′)d(πW,πW ′)2M ...
...
∫
L(ε)
dµ(W ′′)Qε(t,W
′; 1,W ′′),
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where Zε(x) :=
∫
L(ε)
dµ(Z)Qε(0, x; 1, Z). After the transformation to the
1-tube (note that x ∈ L), we obtain
Ex [d(πxεt , πx
ε
s)]
2M
=
1
ΣεZ(x, ε)
Σε
∫
L(ε)
dµ(W )Σ−1ε Q
ε(0, x; s,W )Σε...
...
∫
L(ε)
dµ(W ′)Σ−1ε Qε(s,W ; t,W
′)ΣεΣ
−1
ε d(πW,πW
′)2M ...
...Σε
∫
L(ε)
dµ(W ′′)Σ−1ε Qε(t,W
′; 1,W ′′)ΣεΣ
−1
ε 1
=
1
Z(x, ε)
∫
L(1)
dµSa(W )K
ε
s(x,W )...
...
∫
L(1)
dµSa(W
′)Kεt−s(W,W
′)Σ−1ε d(πW,πW
′)2M ...
...Σε
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)Σ−1ε 1(W
′′)
=
1
Z(x, ε)
∫
L(1)
dµSa(W )K
ε
s(x,W )...
...
∫
L(1)
dµSa(W
′)Kεt−s(W,W
′) d(πW,πW ′)2M ...
...
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)Σ−1ε 1(W
′′),
where Z(x, ε) =
∫
L(1)
dµSa(V )K
ε
1(x, V )Σ
−1
ε 1(V ). Now, by Corollary 2,
we obtain∫
L(1)
dµSa(W
′)Kεt−s(W,W
′)Σ−1ε d(πW,πW
′)2M ...
...Σε
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)
√
ρ(εW ′′)
=
∫
L(1)
dµSa(W
′)Kεt−s(W,W
′)d(πW,πW ′)2M ...
...
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)
√
ρ(εW ′′)
≤
∫
L(1)
dµSa(W
′)φε(W
′)e
−
dL(pi(W ),pi(W
′))2
4B(t−s)
(
d(πW,πW ′)2
4B(t− s)
)M
...
...
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)
√
ρ(εW ′′)...
...K(4B(t − s))M−m+32 φε(W )
≤ N (t− s)M−m+32 φε(W )
∫
L(1)
dµSa(W
′)φε(W
′)...
...
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)
√
ρ(εW ′′)
= N ′ (t− s)M−m+32 φε(W ) 〈φε, e−
1−t
2
H0εσ−1 ∗ε
√
ρ〉,
by e−xxM ≤ (M/e)M , N ′ := K(4BM/e)M and φε ≥ 0. Now, φε → φ0
(see Corollary 4 below) and σ−1 ∗ε
√
ρ→ 1 uniformly and in L2(L(1), µSa).
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Thus, we obtain by Theorem 1
〈φε, e−
1−t
2
H0εσ−1 ∗ε
√
ρ〉 → 〈φ0, φ0e−
1−t
2
∆L1〉 = 1, ε→ 0,
and
Z(x, ε) =
(
e−
1−t
2
H0εσ−1 ∗ε
√
ρ
)
(x)→ φ0(x), ε→ 0.
That implies by introducing a new constant N > 0∫
L(1)
dµSa(W
′)Kεt−s(W,W
′)Σ−1ε d(πW,πW
′)2M ...
...× Σε
∫
L(1)
dµSa(W
′′)Kε1−t(W
′,W ′′)
√
ρ(εW ′′)
≤ N (t− s)M−m+32 φε(W )
for all 0 < ε < ε0. Thus, we obtain finally for the expected distance
Ex [d(πXεt , πX
ε
s )]
2M
≤
N
∫
L(1)
dµSa(W )K
ε
s(x,W )φε(W )
Z(x, ε)
(t− s)M−m+32
= N (t− s)M−m+32 .
Taking M > m+5
2
yields the statement. 
Corollary 3 Let x ∈ L be an arbitrary starting point on the submanifold
and (µxε : ε > 0) the family of path measures of Brownian motion on
M conditioned to stay in a tubular ε-neighbourhood around L up to some
fixed time horizon T > 0, i.e.
µxε (dω) =
W
x(dω ∩ Ωε0,T )
Wx(Ωε0,T )
.
Then µxε converges weakly to the path measure
µx0 (dω) =
exp
(
− 1
2
∫ T
0
U(ω(s))ds
)
WL(dω)∫
Ω
exp
(
− 1
2
∫ T
0
U(ω′(s))ds
)
WL(dω′)
supported by the path space of L.
Proof. The potential U ∈ C∞(L(r)) from (1) above is bounded. There-
fore, the density
ρ(ω) := exp
(
1
2
∫ T
0
ϕU(ω(s))ds
)
∈ C(Ω,R),
is continuous and bounded below away from zero, i.e. there are real
numbers 0 < c < C < ∞ such that c < ρ(ω) < C. Thus, ρ−1 ∈ C(Ω,R)
has the same properties. Weak convergence of the measures νxε to the
Wiener measure WxL on L implies for all bounded continuous τ ∈ C(Ω,R):∫
Ω
τρ−1(ω)νxε (dω)→
∫
Ω
τρ−1(ω)WxL(dω),
and also ∫
Ω
ρ−1(ω)νxε (dω)→
∫
Ω
ρ−1(ω)WxL(dω),
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where ∫
Ω
ρ−1(ω)νxε (dω) ≥ C−1 > 0,
for all ε > 0. Thus, for all τ ∈ C(Ω,R), we have∫
Ω
τρ−1(ω)νxε (dω)∫
Ω
ρ−1(ω)νxε (dω)
→
∫
Ω
τρ−1(ω)WxL(dω)∫
Ω
ρ−1(ω)WxL(dω)
which implies weak convergence of conditional Brownian motion by∫
Ω
τρ−1(ω)νxε (dω)∫
Ω
ρ−1(ω)νxε (dω)
=
∫
Ω
τ (ω)µxε(dω).

4 Logarithmic Sobolev inequalities and
the proof of Proposition 2
4.1 Properties of the ground states
Let qε be the quadratic form (5) and
q0ε(f) := qε(f)− λ0
ε2
‖f‖2.
We consider the mappings φε,α,0 : H
1
0(L(1), µSa) → R from [7], 2.3 with
α > 0 and
f 7→ 1
2
(
q0ε(f) + α‖f‖2
)
,
and φα,0 : H
1
0(L(1), µSa)→ R with
f 7→
{
1
2
∫
L
(〈dfb, dfb〉+ αf2b ) dµL , f ∈ E0
∞ , else ,
where f ∈ E0 can be uniquely written f = (fb ◦ π)φ0 with fb ∈ C∞(L)
(cf. Section 1.1.c). We have
Proposition 4 For α > λ0 + 1 there is some ε0 > 0 such that for all
ε < ε0, we have an A > 0 with
1. φε,α,0(f) ≥ 12A‖f‖2H10(L(1),µSa), i.e. the family is equi - coercive,
2. φε,α,0 epi-converges to φα,0 with respect to the weak topology on
H10(L(1), µSa), as ε tends to zero. In particular, we have for any
sequence εn with εn → 0
(a) lim infn φεn,α,0(fn) ≥ φα,0(f) for all sequences (fn)n≥1 with
fn ⇀ f weakly in H
1
0(L(1), µSa).
(b) limn φεn,α,0(f) = φα,0(f), i.e. the functions converge even
pointwise.
3. There is some K > 0 such that φε,α,0(φ0) ≤ α+Kε for all ε < ε0.
Proof. (i) [7], Proposition 2. (ii) [7], Proposition 3. 
The operators Hε are bounded below with semi-simple spectrum for all
ε > 0. The eigenspace associated to the smallest eigenvalue λε is one-
dimensional and there is a unique, non-negative eigenfunction φε ≥ 0
with ‖φε‖ = 1. We are now going to establish uniform upper and lower
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estimates for the eigenfunctions in terms of the distance to the boundary
of L(1) by extending well known bounds for ground states of Dirichlet
operators to the parametric situation.
Proposition 5 We have
1. limε→0
(
λε − λ0ε2
)
= 0,
2. limε→0 φε = φ0 in L
2(L(1), µSa).
Proof. By the Rayleigh - Ritz principle
λε = min
f∈S
[
q0ε(f)
]
,
where S = {ϕ ∈ H10(L(1), µSa) : ‖ϕ‖ = 1} and ‖− ‖ denotes the norm on
L2(L(1), µSa).
The mappings φε,α,0 and φα,0 remain lower semi - continuous when re-
stricted to S when S is equipped with the (weak) relative topology. By
Proposition 4 (3) and (1), we obtain that the set of minimizers M :=
∪ε≤ε0argmin (φε,α,0|S) ⊂ S is norm - bounded in H10(L(1), µSa) and there-
fore contained in a ball B = B(0, r) ⊂ H10(L(1), µSa) of radius r > 0.
Since H10(L(1), µSa) ⊂ L2(L(1), µSa) and the embedding is compact, [1],
Proposition 8.10, p. 93, and Example 8.9, p. 92, respectively, the weak
topology on bounded subsets f H10(L(1), µSa) is induced by the norm on
L2(L(1), µSa) and therefore, the restrictions φε,α,0|S∩B are still equi - co-
ercive by Proposition 4 (1) and epi - converge to φα,0|S∩B by Proposition
4 (2a), (2b).
(i) Thus, by [1], Theorem 7.8, p. 71, for a sequence (εn)n≥1 with εn → 0
as n→∞,
α = min
f∈S
φα,0(f) = lim
n→∞
inf
f∈S
φεn,α,0(f) = lim
n→∞
(
λεn −
λ0
ε2n
+ α
)
and that implies the first statement. (ii) S∩B is bounded in H10(L(1), µSa),
hence compact in L2(L(1), µSa). We choose a sequence of non-negative
ground states φεn ≥ 0 of the operators Hεn . By compactness, every sub-
sequence of (φεn)n≥1 contains a convergent subsequence. By Proposition
4 (2), the limit of this final sequence is a minimizer φ∗ of φε,α|S and, nec-
essarily, φ∗ ≥ 0. Hence φ∗ = φ0, and that implies the second statement.

Corollary 4 The ground states converge uniformly in all derivatives, i.e.
we have
lim
ε→0
φε = φ0
in all Sobolev spaces Hn ∩ H10(L(1), µSa).
Proof. By Proposition 5, (2), we have limε→0 φε = φ0 in L
2(L(1), µSa).
Hence, by [7], Theorem 1, for t = 1, and a sequence (εn) tending to zero
as above, we have
lim
n→∞
e−
λεn−ε
−2
n λ0
2 φεn = lim
n→∞
e−
1
2
H0εnφεn = E0e
− 1
2
∆LE0φ0 = φ0.
uniformly in all derivatives. 
Let now δ : L(1) → R, x 7→ dSa(x, ∂L(1)) denote the distance to the
boundary of the tube. It is well known that the non-negative ground
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state ϕ for the Dirichlet Laplacian on the flat unit ball D ⊂ Rn satisfies
an estimate of the form
a′d(x, ∂D) ≤ ϕ(x) ≤ A′d(x, ∂D),
with constants 0 < a′ < A′. That implies the existence of constants
0 < a < A such that
aδ(x) ≤ φ0(x) ≤ Aδ(x). (12)
From the uniform convergence of the ground states, we may now conclude
that this estimate actually holds uniformly for small values of ε.
Corollary 5 There are constants C > c > 0, such that
cδ ≤ φε ≤ Cδ
for all ε < ε0.
Proof. Let 0 < a < A be as in (12). By Corollary 4, we may choose
ε0 > 0 so small that
sup
x∈L(1)
‖dφε − dφ0‖x ≤ a
2
for all ε < ε0. By
φε(x) =
∫
γ
dφε
for an arbitrary smooth curve connecting x with a point x0 ∈ ∂L(1) and
|φε(x)− φ0(x)| =
∣∣∣∣∫
γ
dφε − dφ0
∣∣∣∣ ≤ a2 length(γ),
we obtain |φε(x)− φ0(x)| ≤ a2 δ(x) by choosing a shortest connection γ of
x0 to the boundary. Thus
a
2
δ ≤ φε(x) ≤
(
A+
a
2
)
δ,
and that implies the statement. 
Finally, we prove a Hardy - inequality for the Dirichlet Laplacian on the
tube with respect to the Sasaki metric.
Proposition 6 (Hardy - inequality) For f ∈ H10(L(1), µSa), we have∫
L(1)
df ∧ ⋆Sadf ≥ 1
4
∫
L(1)
⋆Sa
f2
δ2
(13)
where δ : L(1) → R, x 7→ dSa(x, ∂L(1)), denotes the distance to the
boundary.
Proof. The Hardy inequality is valid for the Dirichlet Laplacian on the
flat unit ball B ⊂ Rm−l (cf. for instance [3], Lemma 1.5.2, p. 26). The
fibers π−1(x), x ∈ L, with the metric induced by the Sasaki metric are
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isometric to B, hence (note that f ∈ H10(L(1), µSa) implies f |pi−1(x) ∈
H10(π
−1(x), µx) for µL-almost all x ∈ L)∫
pi−1(x)
dµx〈df, df〉pi−1(x) =
∫
B
‖df‖2dx
≥
∫
B
f2dx
4(1− ‖x‖)2 =
1
4
∫
pi−1(x)
dµx
f2
δ2x
.
By [7], the Sasaki metric on one-forms is given by
α ∧ ⋆Saβ = 〈J∗Wα, J∗Wβ〉N∗L + 〈κWα, κWβ〉L,
where J∗W is the dual of the flat parallel transport JW : Npi(W )L →
TWNpi(W )L and κW : T
∗
WNL → T ∗pi(W )L is the dual of the horizontal
lift. That implies for W ∈ NL, x = π(W ),∫
L(1)
df ∧ ⋆Sadf =
∫
L(1)
(〈J∗Wdf, J∗Wdf〉N∗L + 〈κW df, κW df〉L) dµSa
=
∫
L(1)
〈J∗W df, J∗W df〉N∗LdµSa
=
∫
L
dµL(x)
∫
pi−1(x)
dµx〈df, df〉pi−1(x)
≥ 1
4
∫
L
dµL(x)
∫
pi−1(x)
dµx
f2
δ2x
,
with δx : π
−1(x)∩L(1)→ R, δx(W ) := d(W,∂L(1)∩π−1(x)). By δ(W ) =
δpi(W )(W ), and∫
L
dµL(x)
∫
pi−1(x)
dµx
f2
δ2x
=
∫
L
dµL(x)
∫
pi−1(x)
dµx
f2
δ2
=
∫
L(1)
f2
δ2
dµSa,
we obtain the statement. 
4.2 A uniform estimate for the L2/L∞-norm
In the sequel, we always assume α ≥ λ0+1. First of all, we prove that the
semigroups generated by Hε0 +α are ultracontractive and prove a uniform
bound for the L2/L∞-norm ‖ − ‖2,∞ of the operators.
Proposition 7 There is some ε0 > 0 and a constant N > 0, such that
for all ε < ε0, t > 0,
‖e− t2 (H0ε+α)‖2,∞ ≤ N t−
m+1
4 ,
where m = dimM .
Proof. By [7], Corollary 4, α ≥ λ0 + 1 implies λs(ε) + α ≥ 1 for all
eigenvalues (λs(ε))s≥0 of H
0
ε . By the spectral theorem, we hence obtain
for f ∈ L2(L(1), µSa) and t > 0
e−
t
2 (H
0
ε+α)f =
∑
s≥0
e−
t
2
(λs(ε)+α)〈us(ε), f〉us(ε),
where the functions us(ε) ∈ L2(L(1), µSa), s ≥ 0 are smooth and nor-
malized eigenfunctions. By [7], Corollary 10, we have for all n ∈ N some
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Dn > 0 such that we have the following estimate for the 2n-Sobolev norm
on H2n(L(1), µSa):∥∥∥e− t2 (H0ε+α)f∥∥∥2
2n
≤ 2D2n
(
‖e− t2 (H0ε+α)f‖2 + ‖ (H0ε + α)2n e− t2 (H0ε+α)f‖2)
= 2D2n
∑
s≥0
(
1 + (λs(ε) + α)
2n) e−t(λs(ε)+α) |〈us(ε), f〉|2 .
Now, for x ≥ 1 and t > 0, we have the estimate
x2ne−x ≤ χ2n(t) :=
{ (
2n
et
)2n
, t ≤ 2n
e−t , t > 2n
≤ c2nt−2n,
where cn := (2n/e)
n and χn : (0,∞) → R is continuous and strictly
decreasing. Therefore,∥∥∥e− t2 (H0ε+α)f∥∥∥2
2n
≤ 2D2n(e−t + χ2n(t))‖f‖2,
or ∥∥∥e− t2 (H0ε+α)f∥∥∥
2n
≤ 2Dnχn(t)‖f‖ ≤ K′2nt−n ‖f‖, (14)
withK′2n := 2
√
2Dncn. By interpolation, we obtain for the 2n+1-Sobolev
norm the estimate∥∥∥e− t2 (H0ε+α)f∥∥∥
2n+1
≤ K′2n+1t−
2n+1
2 ‖f‖, (15)
with some suitable K′2n+1 > 0.
By the Sobolev embedding theorem, we have for 2r > m some constant
Ar > 0 such that
‖u‖∞ ≤ Ar‖u‖r .
That implies for r = m+1
2
,∥∥∥e− t2 (H0ε+α)f∥∥∥
∞
≤ Am+1
2
∥∥∥e− t2 (H0ε+α)f∥∥∥
m+1
2
≤ Kmt−
m+1
4 ‖f‖
where Km := ArK
′
r > 0, and we use either (14) or (15) depending on
whether m is even or odd. 
By the symmetry mentioned above, it will suffice, if we consider for all
ε > 0 the semigroup generated by Hε, i.e. the operator associated to the
(non - renormalized) quadratic form (cf. (5))
qε(f) :=
∫
L(1)
df ∧#εdf, D = H10(L(1), µSa).
Clearly, the same estimate as in Proposition 7 also holds for the semigroup
generated by Hε:
Corollary 6 Assume α > λ0 + 1. There is some ε0 > 0 and a constant
N > 0, such that for all ε < ε0
‖e− t2Hε‖2,∞ ≤ N t−
m+1
4 e
− t
2
(
λ0
ε2
−α
)
,
where m = dimM .
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Proof. By
N t−
m+1
4 ≥ ‖e− t2 (H0ε+α)‖2,∞ = e
t
2
(
λ0
ε2
−α
)
‖e− t2Hε‖2,∞,
for α > λ0 + 1, we obtain the statement. 
In order to apply the arguments from [3], 2.2, we have to show we are
actually dealing with symmetric Markov semigroups, i.e. we will now
check the Beurling - Deny conditions.
Proposition 8 For ε0 > ε > 0, the semigroup
t 7→ e− t2Hε
is positivity - preserving and a semigroup of L∞-contractions.
Proof. By [7], Corollary 4, H0ε + α is self - adjoint and non - negative,
since α ≥ λ0 + 1. That implies, Hε is self - adjoint as well and non -
negative, since qε ≥ 0. Hence, the associated extended quadratic form
f 7→
{
qε(f) , f ∈ H10(L(1), µSa)
∞ , else
is lower semicontinuous on L2(L(1), µSa). (i) Let f ∈ H10(L(1), µSa) and
φt ∈ C1(R), t > 0, be a family of functions such that
1. |φ′t(x)| ≤ 1 for all x ∈ R,
2. 0 < φt(x) − |x| ≤ t for all x ∈ R, i.e. φt converges uniformly from
above to |x|, as t tends to zero.
That implies φt ◦ f ∈ H10(L(1), µSa) (note that µSa(L(1)) <∞) and
qε(φt ◦ f) =
∫
L(1)
d(φt ◦ f) ∧#εd(φt ◦ f) =
∫
L(1)
|φ′t(f)|2df ∧#εdf
≤
∫
L(1)
df ∧#εdf = qε(f).
Again, by µSa(L(1)) < ∞, uniform convergence φt → |x|, t → 0, implies
‖φt ◦ f − |f |‖ → 0 in L2(L(1), µSa) and thus,
qε(|f |) ≤ lim inf
t→0
qε(φt ◦ f) ≤ qε(f),
which implies |f | ∈ H10(L(1), µSa) and finally positivity of the semigroup
by [3], Thm. 1.3.2, p. 12. (ii) Let f ∈ H10(L(1), µSa) and ψt ∈ C1(R),
t > 0, be a family of functions such that
1. 0 ≤ ψ′t(x) ≤ 1 for all x ∈ R,
2. supx∈R |ψt(x)− 0 ∨ (x∧ 1)| ≤ t for all t > 0, i.e. the family approxi-
mates 0 ∨ (x ∧ 1) uniformly.
Therefore, f ∈ H10(L(1), µSa) implies ψt ◦ f ∈ H10(L(1), µSa) and, since
µSa(L(1)) <∞, we have ‖ψt◦f−0∨(f∧1)‖ → 0 as t→ 0 in L2(L(1), µSa).
As above, qε(ψt ◦ f) ≤ qε(f), and therefore
qε(0 ∨ (f ∧ 1)) ≤ lim inf
t→0
qε(φt ◦ f) ≤ qε(f).
Hence, 0 ∨ (f ∧ 1) ∈ H10(L(1), µSa). Thus, [3], Thm. 1.3.3, p. 14 finally
implies the contraction property. 
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Corollary 6 and Proposition 8 immediately imply an L2-Logarithmic Sobolev
inequality for Hε. In the sequel, we will denote by
Ep(f) :=
∫
L(1)
fp log
(
f
‖f‖p
)
, ‖f‖pp :=
∫
L(1)
⋆Saf
p (16)
the p-entropy term and the p-norm contained in the Logarithmic Sobolev
inequalities, and we always assume p ≥ 2.
Proposition 9 For 0 ≤ f ∈ H10(L(1), µSa) ∩ L∞(L(1), µSa), we have
f2 log f ∈ L1(L(1), µSa) and
E2(f) ≤ θ 1
2
qε(f) + β(θ)‖f‖22, (17)
for all θ > 0, where β(θ) = c − m+1
4
log(θ) − θ
2
(
λ0
ε2
− α). The estimate
holds uniformly for all 0 < ε < ε0.
Proof. [3], Theorem 2.2.3, p. 64. 
As in Section 4.1, we denote by q0ε the renormalized quadratic form
q0ε(f) =
∫
L(1)
df ∧#εdf − λ0
ε2
‖f‖22,
where λ0 > 0 is the smallest eigenvalue of the Dirichlet Laplacian on the
flat unit ball B ⊂ Rm−l. qε0 is the form associated to the operator H0ε .
Now, a simple rearrangement of (17) yields:
Corollary 7 Under the same hypotheses as in Proposition 9, we have
E2(f) ≤ θ 1
2
(
q0ε(f) + α‖f‖22
)
+ γ(θ)‖f‖22, (18)
with γ(θ) = c− m+1
4
log(θ) for all θ > 0 uniformly for all 0 < ε < ε0.
4.3 Weighted L2-Sobolev estimates
From Corollary 7, we will infer weighted Sobolev estimates in Lp-spaces
for general p ≥ 2. We consider a ground state transform together with
a weight of the form eaĥ with a ∈ R and ĥ ∈ C∞(L(1)) to be specified
later. In the sequel, we denote by
B0ε(f, g) :=
∫
L(1)
df ∧#εdg − ⋆Saλεfg
the bilinear form associated to the quadratic form qε(f)− λε‖f‖2, where
λε > 0 is the smallest eigenvalue of the operator Hε, i.e. Hεφε = λεφε as
in Section 4.1 above.
Please note that the chosen renormalizations differ for q0ε(f) and B
0
ε(f, g),
such that there is an overall difference of
q0ε(f) = qε(f)− λ0ε2 ‖f‖
2
2 = B
0
ε (f, f) +
(
λε − λ0
ε2
)
‖f‖22. (19)
By Proposition 5, q0ε(f) −B0ε (f, f)→ 0 as ε tends to zero.
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By the ground state transform, the measure underlying the Hilbert space
under consideration is changed from µSa to φ
2
εµSa such that we have to
adjust our notation. Namely, we will use the shorthands
Eε,p(f) :=
∫
L(1)
⋆Saφ
2
εf
p log
(
f
‖f‖p
)
, ‖f‖pε,p :=
∫
L(1)
⋆Saφ
2
εf
p (20)
for p-entropy term and p-norm (p ≥ 2), respectively.
Since we want to apply a ground state transform to the bilinear form
B0ε(−,−), we consider from now on the domain
C := {f ∈ L2(L(1), νε) : φεf ∈ H10(L(1), µSa)} ∩ L∞(L(1), νε) (21)
where νε is the probability measure on L(1) given by the radon - Nikodym
density dνε
dµSa
= φ2ε. Clearly, L
∞(L(1), νε) = L
∞(L(1), µSa) and therefore,
since φε ≥ 0 is bounded, we have
C ⊂ {f ∈ L2(L(1), νε) : φεf ∈ H10(L(1), µSa) ∩ L∞(L(1), µSa)}.
Lemma 4 Let f, g ∈ C. Then
(i) B0ε (φεf, φεg) =
∫
L(1)
φ2ε df ∧#εdg.
(ii) For p ≥ 2, we have
B0ε (φεf
p/2, φεf
p/2) =
p2
4(p− 1)B
0
ε(φεf, φεf
p−1).
(iii) Let ĥ ∈ C∞(L(1)), a ∈ R. For p ≥ 2, we have
B0ε(e
aĥφεf, e
−aĥφεf
p−1)−B0ε(φεf, φεfp−1)
= −
∫
L(1)
φ2ε
(
a2fpdĥ ∧#εdĥ− a(p− 2)
p
dfp ∧#εdĥ
)
.
Proof. (i) φε vanishes on the boundary of the tube. Hence, by Stokes’
theorem, ∫
L(1)
d(φεf) ∧#εd(φεg)− ⋆Saλεφ2εgf
=
∫
L(1)
φ2εdf ∧#εdg + d(fgφε#εdφε) + ⋆Sa fg(φεHεφε − λεφ2ε)
=
∫
L(1)
φ2εdf ∧#εdg.
(ii) follows from (i) and
dfp/2 ∧#εdfp/2 = p
2
4(p− 1)df ∧#εdf
p−1.
(iii) follows from (i), fd(φεf
p−1) = fp−1d(φεf)+
p−2
p
φεdf
p, and the iden-
tity e∓aĥd(e±aĥf) = df ± afdĥ. 
Lemma 5 We have for f ∈ C, f ≥ 0, τ > 0, and supW∈L(1) ‖dĥ‖ε ≤ 1∣∣∣∣∣
∫
L(1)
φ2εdf
p ∧#εdĥ
∣∣∣∣∣ ≤ τB0ε(φεfp/2, φεfp/2) + 1τ ‖f‖pε,p.
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Proof By the Cauchy-Schwarz inequality and ‖dĥ‖ε ≤ 1∣∣∣∣∣
∫
L(1)
φ2εdf
p ∧#εdĥ
∣∣∣∣∣ =
∣∣∣∣∣
∫
L(1)
φ2ε〈2fp/2dfp/2, dĥ〉εdµSa
∣∣∣∣∣
≤ 2
∫
L(1)
φ2εf
p/2〈dfp/2, dfp/2〉1/2ε dµSa,
hence for all τ > 0∣∣∣∣∣
∫
L(1)
φ2εdf
p ∧#εdĥ
∣∣∣∣∣ ≤
∫
L(1)
φ2ε
(
1
τ
fp + τ 〈dfp/2, dfp/2〉ε
)
dµSa
=
∫
L(1)
φ2ε
(
1
τ
⋆Sa f
p + τdfp/2 ∧#εdfp/2
)
.
By Lemma 4 (i), that implies the statement. 
As a corollary, we obtain the following estimate of the weighted trans-
formed bilinear form, which will be one part of the final estimate in the
next section.
Corollary 8 We have for f ∈ C, f ≥ 0, supW∈L(1) ‖dĥ‖ε ≤ 1 and p ≥ 2
B0ε(e
aĥφεf, e
−aĥφεf
p−1) +
a2p
2
‖f‖pε,p ≥ 2
p
B0ε (φεf
p/2, φεf
p/2).
Proof. By ‖dĥ‖ε ≤ 1, Lemma 4, (iii), and Lemma 5
B0ε(e
aĥφεf, e
−aĥφεf
p−1) + ρ2‖f‖pε,p
≥ B0ε(eaĥφεf, e−aĥφεfp−1) + ρ2
∫
L(1)
φ2εf
pdĥ ∧#εdĥ
= B0ε(φεf, φεf
p−1) +
a(p− 2)
p
∫
L(1)
φ2εdf
p ∧#εdĥ
≥ B0ε(φεf, φεfp−1)− |a| (p− 2)
p
∫
L(1)
φ2εdf
p ∧#εdĥ
≥ B0ε(φεf, φεfp−1)− |a| (p− 2)τp B
0
ε (φεf
p/2, φεf
p/2)
−|a| (p− 2)
pτ
‖f‖pε,p.
Hence, by Lemma 4, (ii)
B0ε(e
aĥφεf, e
−aĥφεf
p−1) +
(
a2 +
|a| (p− 2)
pτ
)
‖f‖pε,p
≥
(
4(p− 1)
p2
− |a| (p− 2)τ
p
)
B0ε (φεf
p/2, φεf
p/2).
Furthermore, by p ≥ 2, the choice τ = 2/(p |a|) > 0 yields
B0ε(e
aĥφεf, e
−aĥφεf
p−1) +
a2p
2
‖f‖pε,p ≥ 2pB
0
ε (φεf
p/2, φεf
p/2).

The Rosen - Lemma is the last preparation for the weighted Log-Sobolev
estimate in the next section.
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Proposition 10 (Rosen - Lemma) Let f ∈ C, f ≥ 0 and p ≥ 2. For
all τ > 0, we have
−
∫
L(1)
⋆Saφ
2
εf
p log φε ≤ τB0ε(φεfp/2, φεfp/2) + ν(τ )‖f‖pε,p,
where ν(τ ) := k1 + k2τ − 12 log(τ ).
Proof. For all τ ′ > 0, we have −x log x ≤ g(τ ′)x+ τ ′ for all x > 0, where
g(τ ′) := − log(τ ′e) for τ ′ > 0. Hence
−
∫
L(1)
⋆Saφ
2
εf
2 log φε = −1
2
∫
L(1)
⋆Saφ
2
εf
2 log φ2ε
≤ 1
2
g(τ ′)
∫
L(1)
⋆Saφ
2
εf
2 +
τ ′
2
∫
L(1)
⋆Saf
2
=
1
2
g(τ ′)
∫
L(1)
⋆Saφ
2
εf
2 +
τ ′
2
∫
L(1)
⋆Saφ
2
ε
f2
φ2ε
.
By cδ ≤ φε ≤ Cδ from Corollary 5 and the Hardy - inequality from
Proposition 6, we have∫
L(1)
⋆Saφ
2
ε
f2
φ2ε
≤ 1
c2
∫
L(1)
⋆Sa
φ2εf
2
δ2
≤ 4
c2
∫
L(1)
d(φεf) ∧ ⋆Sad(φεf).
Now by [7], Proposition 2, there is some A > 0 such that for α > λ0
q0ε(f) + α‖f‖22 ≥ 1
2A
‖f‖H10(L(1),µSa).
Hence, by the definition of the H1-norm,∫
L(1)
d(φεf) ∧ ⋆Sad(φεf) ≤ ‖φεf‖2H10(L(1),µSa)
≤ 2A
(
B0ε (φεf, φεf) +
(
λε − λ0
ε2
+ α
)
‖f‖2ε,2
)
.
Let now K′ := 8Ac−2 > 0 and τ = K′τ ′ > 0. Then
−
∫
L(1)
⋆Saφ
2
εf
2 log φε ≤ 1
2
g(τ ′)‖f‖2ε,2 + τ
′
2
∫
L(1)
⋆Saφ
2
ε
f2
φ2ε
≤ 1
2
g(τ ′)‖f‖2ε,2 + K
′τ ′
2
(
B0ε (φεf, φεf) +
(
λε − λ0
ε2
+ α
)
‖f‖2ε,2
)
=
τ
2
B0ε(φεf, φεf) +
1
2
(
τ
(
λε − λ0
ε2
+ α
)
+ g(τ/K′)
)
‖f‖2ε,2.
Now, by Proposition 5, there ist some k2 > 0 with 2
−1(λε−λ0ε−2+α) ≤ k2
uniformly in ε < ε0. With k1 := − 12 log(e/K′), we obtain the statement
for p = 2. The case p > 2 follows since f ∈ C, f ≥ 0, implies fp/2 ∈ C. 
4.4 Weighted Lp-Sobolev estimates
We will now derive logarithmic Sobolev inequalities for functions f ∈ C
with f ≥ 0. All vectors of the form e−tHεu with t > 0 and u ∈ L2(L(1), νε)
are contained in C, and to calculate the differential d
ds
‖e−sHεu‖p(s)p(s), which
is essential for the estimate of the semigroup norm, it is therefore sufficient
to consider functions f ∈ C. Furthermore, since the semigroup preserves
positivity, we may even restrict the estimates to non-negative f ≥ 0.
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Theorem 3 For p ≥ 2, ζ > 0, f ∈ C and ĥ ∈ C∞(L(1)) with supW∈L(1) ‖dĥ‖ε ≤
1, we have the estimate
Eε,p(f) ≤ ζ
2
B0ε (e
aĥφεf, e
−aĥφεf
p−1) + γ(ζ, p) ‖f‖pε,p,
where
γ(ζ, p) =
ζa2p
2
+
2
p
(
A+
Bζ
p
− m+ 3
4
log(ζ/p)
)
with constants A,B > 0.
Proof. The p-entropy is given by
Eε,p(f) = 2
p
(
E2(φεfp/2)−
∫
L(1)
⋆Saφ
2
εf
p log φε
)
.
On the one hand, by Corollary 7 and (19), we have
E2(φεfp/2) ≤ θ
2
B0ε(φεf
p/2, φεf
p/2) + η(θ)‖f‖pε,p
with
η(θ) =
(
θ
2
(
λε − λ0
ε2
+ α
)
+ γ(θ)
)
≤ c1 + c2θ − m+ 1
4
log(θ).
On the other hand, by Proposition 10
−
∫
L(1)
⋆Saφ
2
εf
p log φε ≤ τ
2
B0ε(φεf
p/2, φεf
p/2) + ν(τ )‖f‖pε,p,
with ν(τ ) = k1 + k2τ − 12 log(τ ). Hence, for τ, θ > 0,
Eε,p(f)−
∫
L(1)
⋆Saφ
2
εf
p log φε
≤ θ + τ
2
B0ε(φεf
p/2, φεf
p/2) + (η(θ) + ν(τ ))‖f‖pε,p,
and that implies by Corollary 8
Eε,p(f) ≤ 2
p
(
θ + τ
2
B0ε(φεf
p/2, φεf
p/2) + (η(θ) + ν(τ ))‖f‖pε,p
)
≤ (θ + τ )
2
Bε(e
ahφεf, e
−ahφεf
p−1)
+
(
(θ + τ )a2p
4
+
2
p
(η(θ) + ν(τ ))
)
‖f‖pε,p.
Letting now τ = θ = ζ/2 > 0 yields
Eε,p(f)
≤ ζ
2
Bε(e
aĥφεf, e
−aĥφεf
p−1) +
(
ζa2p
4
+
2
p
(η(ζ/2) + ν(ζ/2))
)
‖f‖pε,p.
Now, changing the constants suitably to A,B > 0,
η(ζ/2) + ν(ζ/2)
= k1 +
k2ζ
2
− m+ 1
4
log(ζ/2) + c1 +
c2ζ
2
− 1
2
log(ζ/2)
= A+Bζ − m+ 3
4
log(ζ),
and therefore,
γ(ζ, p) =
ζa2p
4
+
2
p
(
A+Bζ − m+ 3
4
log(ζ)
)
.

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4.5 The proof of the sub-Gaussian estimate
In this final section, we will complete the proof of tightness by proving
the uniform heat kernel bound stated in Proposition 2.
The operator H˜ε = φ−1ε (Hε − λε)φε is self - adjoint on the Hilbert space
L2(L(1), νε), because
H˜ε = u−1 ◦ (Hε − λε) ◦ u,
where u : L2(L(1), νε) → L2(L(1), µSa) is the unitary map given by f 7→
φεf . The domain of the operator is given by
D(H˜ε) = u−1D(Hε).
By φε ≥ 0, the associated semigroup is still positivity-preserving and,
by [8], Thm. X.55, p. 255, it determines contraction semigroups on
Lp(L(1), φ2εµSa) for all p ≥ 1.
Since the functions ĥ ∈ C∞(L(1)) are bounded and non-negative, multipli-
cation with e±aĥ yields bounded and positivity-preserving endomorphisms
for all spaces Lp(L(1), νε) with p ≥ 1. Thus, the operators
Hε = 1
2
eaĥ
φε
(Hε − λε) φε
eaĥ
,
ε > 0, are densely defined on L2(L(1), νε) and determine strongly contin-
uous, positivity-preserving semigroups on all spaces Lp(L(1), νε), p ≥ 1
by
f 7→ eaĥu−1
(
e−
t
2
(Hε−λε)u(e−aĥf)
)
.
Multiplication with e±aĥ leaves the domain D(Hε) = H10 ∩ H2(L(1), µSa)
invariant, hence the domain of the generator is
D(Hε) = e−aĥD(H˜ε) = u−1(e−aĥD(Hε)) = u−1D(Hε) = D(H˜ε).
From now on, we use the shorthand fs := e
−sHεf . By D(Hε) = u−1(H10∩
H2(L(1), µSa)), Theorem 3 yields an estimate of the differential
d
ds
‖fs‖p(s)p(s) =
B0ε(φεe
aĥfs, φεe
−aĥf
p(s)−1
s ) + c(s)Eε,p(s)(fs)
‖fs‖p(s)ε,p(s)
‖fs‖ε,p(s)
for all s > 0 whenever f ∈ L2(L(1), νε), f ≥ 0. Here, c(s) = dds log p(s).
The Gronwall - Lemma, together with a suitable choice of the function
p(s) yields thus an estimate of the form
‖e−sHεu‖∞ ≤ eM‖u‖2
for f ∈ L2(L(1), νε), f ≥ 0. For general f ∈ L2(L(1), νε), the same
estimate follows by
‖e−sHεf‖∞ = ‖ |e−sHεf | ‖∞ = ‖ (e−sHεf)+ + (e−sHεf)−‖∞
= ‖ e−sHε(u+ + u−)‖∞ = ‖ e−sHε |u| ‖∞
≤ eM‖ |f | ‖2 = eM‖f‖2.
We are not going into the details of this proof. Instead, we use, with
the same notations as above, the following statement, which is a direct
consequence of [3], Theorem 2.2.7, p. 69.
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Theorem 4 Let ε > 0 be a continuous function defined for 2 < p < ∞
by
Γ(p) = γ(ε(p), p)
If t =
∫∞
2
p−1ε(p)dp and M =
∫∞
2
p−1Γ(p)dp are both finite, then the
C0-semigroup with generator
Hε = 1
2
eaĥ
φε
(Hε − λε) φε
eaĥ
,
where ĥ ∈ C∞(L(1)) with supW∈L(1) ‖dĥ‖ε ≤ 1, maps L2(L(1), φ2εµSa) to
L∞(L(1), µSa) and
‖e−tHε‖∞,2 ≤ eM .
We now come to the proof of Proposition 2. All that remains is to extract
the estimate for the semigroup norm from the coefficients of the logarith-
mic Sobolev inequalities in Theorem 3.
Proof of Proposition 2. Let Λ > 1 and ζ(p) := Λ2−Λtp−Λ. Then∫ ∞
2
p−1ζ(p)dp = t,
and, for γ(ζ, p) from Theorem 3, we have
p−1Γ(p) =
ζ(p)a2
4
+
2
p2
(
A+Bζ(p)− m+ 3
4
log(ζ(p)/t)− m+ 3
4
log(t)
)
,
and therefore∫ ∞
2
p−1Γ(p)dp
=
a2Λt
2(Λ− 1) +A+
BtΛ
Λ+ 1
− m+ 3
4
log(t) +
m+ 3
4
(log(Λ)− Λ)
=
Λ
2(Λ− 1)a
2t+C +Dt − m+ 3
4
log(t).
That implies by Theorem 4 for t ≤ 1
‖e−tHε‖∞,2 ≤ e
Λ
2(Λ−1)
a2t+C+Dt−m+3
4
log(t) ≤ Kt−m+34 e Λ2(Λ−1) ρ2t. (22)
As explained above, Hε is self-adjoint as an unbounded operator on the
Hilbert space L2(L(1), φ2εµSa). Hence, the adjoint of
e−tHε : L2(L(1), φ2εµSa)→ L∞(L(1), φ2εµSa)
is given by(
e−tHε
)∗
= e−tHε : L1(L(1), φ2εµSa)→ L2(L(1), φ2εµSa)
with ‖e−tHε‖1,2 ≤ ‖e−tHε‖2,∞. That implies
‖e−2tHε‖ε,1,∞ = ‖e−tHε ◦
(
e−tHε
)∗
‖ε,1,∞ ≤ ‖e−tHε‖2ε,2,∞.
By h = h ◦ π, π(W ) = x, π(W ′) = y and
e−
t
2
H0ε f(W ) =
∫
L(1)
Kεt (W,W
′)f(W ′)µSa(dW
′),
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we obtain
e−tHεf(W )
=
∫
L(1)
ea(h(x)−h(y))
e
t
2
(
λ0
ε2
−λε
)
Kεt (W,W
′)
φε(W )φε(W ′)
f(y)φ2ε(W
′)µSa(dW
′).
Therefore, the estimate (22) implies the following estimate on the (sym-
metric and non-negative) kernel
Kεt (W,W
′) ≤ C0t−
m+3
2 e
Λ
Λ−1
a2tφε(W )φε(W
′)e
t
2
(
λε−
λ0
ε2
)
ea(h(y)−h(x)).
(23)
The sub-Gaussian estimate now follows from letting
a :=
h(x)− h(y)
2kt
,
where k := Λ
Λ−1
> 1, since this implies
Kεt (W,W
′) ≤ C0t−
m+3
2 φε(W )φε(W
′)e
t
2
(
λ0
ε2
−λε
)
e−
(h(y)−h(x))2
4kt .
Absorbing finally e
t
2
(
λ0
ε2
−λε
)
into the constant by Proposition 5, we obtain
some C > 0 such that
Kεt (W,W
′) ≤ Ct−m+32 φε(W )φε(W ′)e−
(h(y)−h(x))2
4kt . (24)

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