Abstract. A (d, k) set is a subset of R d containing a translate of every kdimensional plane. Bourgain showed that for 2 k−1 + k ≥ d, every (d, k) set has positive Lebesgue measure. We give an L p bound for the corresponding maximal operator.
Introduction
A measurable set E ⊂ R d is said to be a (d, k) set if it contains a translate of every k-dimensional plane in R d . Once the definition is given, the question of the minimum size of a (d, k) set arises. This question has been extensively studied for the case k = 1, the Kakeya sets. It is known that there exist Kakeya sets of measure zero, and these are called Besicovitch sets. It is conjectured that all Besicovitch sets have Hausdorff dimension d. For k ≥ 2, it is conjectured that (d, k) sets must have positive measure, i.e. that there are no (d, k) Besicovitch sets. These size estimates are related to L p bounds on two maximal operators which we define below. Let G(d, k) denote the Grassmannian manifold of k-dimensional linear subspaces of R d . For L ∈ G(d, k) we define 2 ) with L + a. Fixing L, considering N k χ L δ (0) , and using the fact that the dimension of G(d, k) is k(d − k) we see that a bound into L q (G(d, k)) can only hold for q ≤ kp. This leads to the following conjecture, where the case k = 1 is excluded due to the existence of Besicovitch sets.
It is also useful to consider a generalization of the Kakeya maximal operator, defined for L ∈ G(d, k) by
where L d denotes Lebesgue measure on R d . Using an argument analogous to that in Lemma 2.15 of [2] , one may see that a bound
where α > 0 and p < ∞, implies that the Hausdorff dimension of any [2] , Bourgain used a Kakeya maximal operator bound combined with an L 2 estimate of the x-ray transform to show that N k is bounded from
. He then showed, using a recursive metric entropy estimate, that for d ≤ 2 k−1 + k, N k is bounded for a large unspecified p. Substituting in the proof Katz and Tao's more recent bound for the Kakeya maximal operator in [9] (
one now sees that this holds for k > k cr (d) where
6 2 kcr−1 + k cr . By Hölder's inequality, the following holds for for any k-plate L δ and positive f
Combining this with the L q (L r ) bounds on the k-plane transform proved by Christ in Theorem A of [3] , we see that Conjecture 1.2 holds with p ≤ d+1 k+1 . Except for a factor of δ −ǫ , the same bound for M k δ was proven with k = 2 by Alvarez in [1] using a geometric-combinatorial "bush"-type argument. More recently, also see [7] . For dimension estimates of sets containing planes in directions corresponding to certain submanifolds of G(4, 2), see [10] .
Our main result is the following.
for f supported in the unit ball and 
.
From Theorems 1.2 and 1.3, we see that the Hausdorff dimension of any (d, k) set is at least
It should be noted that the dimension estimate provided by only applying Theorem 1.3 is also a direct consequence of the metric entropy estimate in [2] . However, to the best of the author's knowledge, it has not previously appeared in the literature, even without the improvement permitted by (2).
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Preliminaries
We start with the definition of the measure we will use on
where O is normalized Haar measure of the orthogonal group on R d , O(d). Typically we will omit d and k, denoting the measure by G. By the transitivity of the action of O(d) on G(d, k) and the invariance of O, it is clear that the definition is independent of the choice of L. Also note that G is invariant under the action of O(d). By the uniqueness of uniformly-distributed measures (see [8] , pages 44-53), G is the unique normalized Radon measure on
It will be necessary to use two alternate formulations of G.
. Choosing T ξ continuously on the upper and lower hemispheres of S d−1 , T −1 identifies the Borel subsets of G(d, k) with the completion of the Borel subsets of
. Under this identification, by uniqueness of rotation invariant measure, we have
where σ d−1 denotes normalized surface measure on the unit sphere. It is also true that any invertible linear map U :
We will need to know how G varies under this action. Again using the invariance of G, we observe that
Using (6) and noting that, for 0 = r ∈ R,
we see that
where · denotes the operator norm of a linear map. Since
Remark. One should know that there have been two incorrect proofs published on the subject of (d, 2) sets. The first, in [5] , is well known and it is of the claim that there are no Besicovitch (d, 2) sets for any d. The second, in [6] , is of the claim that (d, 2) sets have Hausdorff dimension d for every d. Since it is quite recent, we will observe where the error is made. In the main construction, a 2-plate P δ is isolated which intersects a large number of other 2-plates {P has the same center as P δ and is in the direction span(P, e i ). The aim is to show that each P δ k is contained in one of the ΠC δ i . However, it is only shown that for each y ∈ P δ k there is an i so that y ∈ ΠC δ i and hence
The only assumption placed on the P k is that their distance from P is approximately ρ (where
where the v j are orthonormal, it can be seen that P k satisfies this assumption. However P δ k cannot be contained in any such ΠC δ i .
A recursive maximal operator bound
Our main argument is in the proof of Proposition 3.1 below.
For our applications we will always take q = p. It is then useful to note that the bound given by Proposition 3.1 is that which would result from interpolation between certain L 2 and L d−1 bounds, namely:
this is better than the bound given by interpolation between the case r = p and the known (sharp) L 2 bound. However, p still never seems to be optimal relative toα in the sense of Conjecture 1.2, which may be explained by the fact that we expect M 
Since interpolation with the L ∞ bound does not affectα, we may takep = d−1 m+1 + 1 for purposes of iteration.
To
which is permitted by Hölder's inequality. This gives the value α 0 = 3(n−1) 7
+ ǫ. After one application of Proposition 3.1, we have
, q 1 = (n + 1) + 1, and
+ ǫ. We use Hölder's inequality again, to take q = p, before another application of Proposition 3.1. Continuing this process gives (4).
To prove Proposition 3.1, we will need the following lemma which gives a sort of parameterization of disjoint pairs of separated elements of a subset of an interval.
where
Proof. For each integer l ≥ −1 let
Choose l 0 so that
2 . Note that
and that
We want to observe that for some integer l ∈ (−1,
To see this, note that for every l,
Hence, if (12) does not hold for any l ∈ (−1, l 0 ] then by (10), (13), and induction we have
. This is impossible by (11), proving (12). The lemma follows
In the next lemma we show that the maximal operator M k δ is local in the sense that we only need to prove bounds for functions supported in a ball.
where C is independent of δ.
Proof. Assume f is positive. Note that since the bound holds for functions supported in the ball of radius r centered at 0, it holds for functions supported in any ball of radius r. Pick a covering {B(x j , r)} 
Interchanging L q and l q and using our bound:
Proof of Proposition 3.1. We will prove the restricted weak-type estimate for sets supported in B(0, 1). This will give the full estimate for functions supported in B(0, 1) by interpolation. The general case then follows by Lemma 3.2, sinceq ≥p. We will only consider δ ≤ 
By the trivial L 1 bound, there is a c > 0 so that (14) is satisfied for λ δ c . Thus, we may assume that | log(λ)| | log(δ)|.
Instead of dealing directly with F , we will use its factorization via T −1 . Let
and
. Then, by (5), we have G( F ) = G(F ).
6
Let {e 1 , . . . , e d } be an orthonormal basis of 
After renumbering assume that i = d. Let H = span(e 1 , . . . , e d−1 ) and define, for ξ ∈ W d , the projection along ξ onto H
Henceforth, consider G(d − 1, k − 1) as the set of k − 1-planes in the particular copy H of R d−1 . We want to observe that if L = span(ξ, M ) where ξ ∈ W d and M ∈ G(d − 1, k − 1), then for any a ∈ R d we have
where M δ (P ξ (a)) ⊂ H is a (k − 1)-plate and c depends only on d. To see this we first note that any point l ∈ L δ (a) can be written
and |w| ≤ δ it follows that
Thus P ξ (L δ (a)) is contained in the cδ neighborhood, cM δ (P ξ (a)), of P ξ (a) + (M ∩ B(0, c)). For every t ∈ R let H t = H + te d and E t = E ∩ H t . Note that P ξ is an isometry from H t to H, giving
The set F consists of pairs (ξ, M ) such that span(ξ, T −1 ξ (M )) ∈ F . However, considering (16), we should be interested in pairs (ξ, M ) such that span(ξ, M ) ∈ F . We obtain a set of such pairs by letting
We will use our change of coordinates to estimate G(F ). Note that, by the orthogonality of ξ and ξ ⊥ , for
Thus, by (7) and (15)
. We will use the assumed maximal operator bound to estimate
This will provide us with an estimate of
, effectively reducing the exponent of δ, as we will now explain. Consider E s and E t as subsets of H by orthogonal projection. Then
and so
where we use * to denote convolution in
Thus by changing variables, Young's inequality, and the fact that r ≥ p
|s − t|
We want to use our known maximal operator bound to estimate an average over s and t of the left hand side of (19). For each
where the first equality follows from (17). Thus, considering
Since (ξ, M ) was an arbitrary element of F and r ≥ q we now have by (18)
On the other hand, applying our assumed maximal operator bounds gives 
and note that (20) and (21) 
. For each (ξ, x) ∈ Z,we may apply Lemma 3.1 to Γ ξ,x obtaining an l ξ,x such that
and thus, combining (20) and (21) we may choose l 0 so that
and hence
Recalling the appropriate definitions, we see that
Noting that the 
Now, combining this with (19), we have
Finally,
and by Hölder's inequality and the conditions 2 ≤ p ≤ r
Since 2
−l0
λ and
Reducing α by a factor of two, as in Proposition 3.1, is not a substantial gain for small α. The following proposition givesα = α − 1 with α ≥ 1 and a bound for N k with α < 1. It is proved using Bourgain's technique from Propositions 3.3 and 3.20 of [2] in which he showed bounds for N k with (d, k) = (4, 2) and (d, k) = (7, 3). For completeness we will repeat the argument. 
If α < 1 we have the bound
To obtain Theorem 1.1, we start from an application of Theorem 1.3 with k 0 = k − (2 + j) and d 0 = d − (2 + j). After using Hölder's inequality on the left side, this gives
and hence further reduction in α is unnecessary. Thus, with our j "spare" iterations, we apply Proposition 3.1 with the maximum r to give a reduction in p. Noting that
satisfies the left equation in (9) with m = 2, we start from (26) to obtain after the first iteration
, where
). In fact, there is some additional improvement in α and p which we ignore. After j − 1 further iterations, we obtain
, where k j = k − 2 and d j = d − 2. We then apply Proposition 4.1 twice, using (24) the first time and (25) the second time, to obtain (3). To prove Proposition 4.1 we will need an L 2 (L 2 ) estimate for the x-ray transform which utilizes cancellation. For every k > 0 let φ k be a positive Schwartz function on R k such that φ k ≥ 1 on B(0, 
Proof. Choose N so thatφ 1 is supported in (−N, N ) . Applying Plancherel's theorem to the partial Fourier transforms in the ξ and ξ ⊥ directions, we have for every ξ ∈ S Since |y| ≥ R in the support off , we are done.
We will want to take advantage of the fact that the averaging operator M k δ should tend to localize the Fourier transform. To this effect, we will define a modified version of our maximal operator.
Immediately, we see that for all positive f, M
We will see that the reverse inequality also holds.
Let ϕ be a Schwartz function on R d so that ϕ ≡ 1 on B(0, 1) and ϕ is supported in B(0, 2). For every R > 0 let ϕ R = R d ϕ(R·). while for any δ > 0 there is the estimate
Also, without any assumptions on the support off ,
Proof. The statement (29) follows from (28) by averaging. Inequality (30) can be proved by the same method used in the proof of (28). So we will only prove (28).
By our assumption on f , f = f * ϕ R so a+(L∩B(0, 
