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Abstract. The present article is part of a research program the aim of which is to
find all indecomposable solvable extensions of a given class of nilpotent Lie algebras.
Specifically in this article we consider a nilpotent Lie algebra n that is isomorphic to
the nilradical of the Borel subalgebra of a complex simple Lie algebra, or of its split real
form. We treat all classical and exceptional simple Lie algebras in a uniform manner.
We identify the nilpotent Lie algebra n as the one consisting of all positive root spaces.
We present general structural properties of all solvable extensions of n. In particular,
we study the extension by one nonnilpotent element and by the maximal number of
such elements. We show that the extension of maximal dimension is always unique
and isomorphic to the Borel subalgebra of the corresponding simple Lie algebra.
PACS numbers: 02.20.Sv,02.20.Qs
AMS classification scheme numbers: 17B30,17B05,17B81
1. Introduction
In applications in physics, other natural sciences and engineering, Lie groups usually
occur as groups of transformations, acting on certain manifolds and leaving certain
objects invariant. Their Lie algebras are obtained as sets of matrices or operators,
differential, difference or other. The first task that occurs is to identify the obtained
Lie algebra as an abstract Lie algebra. This may be difficult because no complete
classification of Lie algebras exists. The task is facilitated by Levi theorem [1, 2] which
states that every finite dimensional Lie algebra g over a field of characteristic zero can
be written as the semidirect sum of a semisimple Lie algebra p and a solvable one r
g = p +⊃ r (1)
In equation (1) r is the radical of g, i.e. its maximal solvable ideal and the semisimple
Lie algebra p is called Levi factor of g.
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In this article we restrict the considered field to be either F = C or F = R. Any
semisimple Lie algebra is a direct sum of simple factors and all simple Lie algebras over
C have been classified by Cartan [3] and over R by Cartan and by Gantmacher [4].
A lot of information on solvable and nilpotent Lie algebras is available in the
literature [5, 6, 7] but no complete classification of such algebras exists, nor can it
exist. Only very special classes of nilpotent Lie algebras were classified in an arbitrary
finite dimension, e.g. naturally graded filiform [6] or naturally graded quasi–filiform [8]
ones. The classification of finite dimensional nilpotent Lie algebras exists for dimensions
n ≤ 6 [9] and n = 7 [10, 11, 12]. In higher dimensions, i.e. n = 8, 9, some classifications
of nilpotent algebras obtained using computer programs exist [13, 14]. Solvable Lie
algebras were classified up to dimension n = 5 in [15, 16] and for n = 6 in [17, 18].
(The results of the papers [9] and [16], which were written in Russian, are reviewed
in English in [19] where the corresponding Casimir invariants were computed.) Also
a partial classification, i.e. solvable algebras with 6–dimensional nilradicals, exists in
dimension 7 [20]. Some particular classes of nilpotent and solvable Lie algebras were
classified up to slightly higher dimensions (e.g. up to n = 11 for filiform algebras in
[21, 22], up to n = 8 for rigid solvable Lie algebras in [7]). Some results on the general
structure of filiform Lie algebras in an arbitrary dimension are also available in [23].
Instead of proceeding by dimension in the classification of solvable Lie algebras, it
is possible to proceed structurally. We notice that many nilpotent Lie algebras, called
characteristically nilpotent, cannot be nilradicals of any solvable Lie algebra and should
be excluded from the consideration [24, 23]. Thus, we start from an infinite class of
nilpotent, but not characteristically nilpotent, Lie algebras that is already known for
all dimensions n. Some such series are immediately obvious, like Abelian Lie algebras,
Heisenberg algebras, or Lie algebras of strictly upper triangular matrices. Other infinite
series of nilpotent algebras can be obtained by taking algebras from existing lists of
low dimensional nilpotent Lie algebras and generalizing them to arbitrarily higher
dimensions. For a given but unspecified dimension n an algebra in a chosen class of
nilpotent Lie algebras can serve as the nilradical of a set of solvable Lie algebras. These
are then obtained as solvable extensions of the chosen nilpotent ones.
The nilpotent Lie algebras that have so far been treated as nilradicals in this manner
are Heisenberg algebras [25], Abelian algebras [26], triangular Lie algebras [27], certain
classes of filiform Lie algebras [28, 29, 30, 31] and some others [32, 33, 34].
The purpose of this article is to consider a different infinite class of nilpotent Lie
algebras that may be of special interest in physics because of their close relationship with
simple Lie algebras. Indeed, every complex simple Lie algebra g has a uniquely defined
(up to equivalence) maximal solvable subalgebra, its Borel subalgebra b(g). In turn, the
Borel subalgebra (like every solvable Lie algebra) has a unique maximal nilpotent ideal,
its nilradical NR(b(g)). It is this class of nilpotent Lie algebras that we shall extend
to solvable Lie algebras. Thus NR(b(g)) will be the nilradical of the obtained solvable
Lie algebras. We shall call these nilpotent algebras “Borel nilradicals”. For each simple
complex Lie algebra g the Borel nilradical is the Lie algebra consisting of all positive
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root spaces. It is of course the nilradical only of the Borel subalgebra b(g), not of g
itself.
For real Lie algebras the maximal solvable subalgebra is in general not unique. The
maximal solvable subalgebras of all real classical algebras were classified in [35, 36, 37].
For the split real form of the complex simple Lie algebra there exists a distinguished
maximal solvable subalgebra that has the same basis as the Borel subalgebra but
considered over R instead of C. We shall also call their nilradicals “Borel nilradicals”
(over R), sometimes adding the adjective “split” to highlight its relation to the split real
form.
For the simple Lie algebras Al the Borel nilradical is isomorphic to the Lie algebra
of all strictly upper triangular matrices in sl(l + 1,F) for F = C or F = R, respectively.
The solvable extensions of these nilradicals were obtained in an earlier article [27].
For all other series of classical complex Lie algebras and their split real forms the
nilradicals are also isomorphic to Lie algebras of strictly upper triangular matrices in
Cn×n or Rn×n satisfying an additional condition
XK +KX t = 0. (2)
For the algebras Bl, Cl, Dl the matrix K is chosen to be
Bl = so(2l + 1,C), so(l + 1, l) K = J2l+1,
Cl = sp(2l,C), sp(2l,R) K =
(
0 Jl
−Jl 0
)
, (3)
Dl = so(2l,C), so(l, l) K = J2l,
where Jm =


1
1
. .
.
1

 ∈ Fm×m.
The results for the series Al, i.e. the classification of solvable Lie algebras with
triangular nilradicals [27] can be briefly summed up as follows.
(i) Every solvable Lie algebra s(nNR, q) with the triangular nilradical t(l + 1) has the
dimension
d = q + nNR, 1 ≤ q ≤ l
where nNR =
l(l+1)
2
is the dimension of the nilradical t(l + 1) and l is the rank of
the simple Lie algebra Al = sl(l + 1,F).
(ii) A “canonical basis” {Xα, Nik}, α = 1, . . . , q, 1 ≤ i < k ≤ l + 1 of s(nNR, q) exists
in which the commutation relations are
[Nik, Nab] = δkaNib − δbiNak,
[Xα, Nik] =
∑
p<q
Aαik , pqNpq,
[Xα, Xβ] = σαβN1(l+1).
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The matrices Aα are linearly nilindependent and upper triangular. For q ≥ 2 they
commute pairwise. The only off–diagonal matrix elements in Aα that may not
vanish are
Aα12 , 2(l+1), A
α
j(j+1) , 1(l+1), A
α
l(l+1) , 1l, 2 ≤ j ≤ l − 1 (4)
The diagonal elements Aαi(i+1) , i(i+1), 1 ≤ i ≤ l are free and determine the rest of
the diagonal elements
Aαik , ik =
k−1∑
j=i
Aαj(j+1) , j(j+1), i+ 1 < k
(iii) All constants σαβ vanish unless we have Aγ1(l+1) , 1(l+1) = 0 for γ = 1, . . . , q.
The remaining off-diagonal elements Aαik , ab in equation (4) also vanish, unless the
diagonal elements satisfy Aβik , ik = A
β
ab , ab for all β = 1, . . . , q.
(iv) The maximal value q = l corresponds to exactly one solvable Lie algebra for
which all matrices Aα are diagonal and all elements Xα commute. This algebra is
isomorphic to the Borel subalgebra of Al.
(v) For the minimal value q = 1 at most l − 1 off-diagonal elements of A1 are
nonvanishing. They can be normalized to 1 when F = C and to ±1 when F = R.
In this article we shall show that essentially the same results hold for solvable Lie
algebras with any Borel nilradical. The results for Al were proved using its explicit
matrix realization. Here we shall prove analogous results for all simple Lie algebras
simultaneously (the classical and exceptional complex ones and the split real ones) using
bases for the nilradicals provided by the positive roots. This simultaneous treatment is
made possible by the fact that all outer derivations of these nilradicals are known, due
to the work of G.F. Leger and E.M. Luks [38].
In Section 2 we introduce some necessary terminology and notation.The general
method of extending nilpotent Lie algebras to solvable ones using outer derivations is
summed up in Section 3. Results on outer derivations of Borel nilradicals for simple
Lie algebras are reviewed in Section 4. Our main original results, formulated in three
theorems, are presented in Section 5. Section 6 is devoted to conclusions.
2. Notation
We shall need to refer to the Jacobi identity
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0
for a particular triplet x, y, z of vectors in g. For brevity, we speak of the Jacobi identity
(x, y, z). A Lie bracket of two vector subspaces is defined to be the span
[h, h˜] = span{[x, x˜]|x ∈ h, x˜ ∈ h˜}.
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We recall the definitions of solvable and nilpotent Lie algebras and introduce a
notation for the series of ideals involved: The derived series g = g(0) ⊃ g(1) ⊃ . . . ⊃
g(k) ⊃ . . . is defined recursively
g(0) = g, g(k) = [g(k−1), g(k−1)], k ≥ 1.
If the derived series terminates, i.e. there exists k ∈ N such that g(k) = 0, then g is a
solvable Lie algebra.
The lower central series g = g1 ⊃ g2 ⊃ . . . ⊃ gk ⊃ . . . is again defined recursively
g1 = g, gk = [gk−1, g], k ≥ 2.
If the lower central series terminates, i.e. there exists k ∈ N such that gk = 0, then g is
called a nilpotent Lie algebra. By definition, a nilpotent Lie algebra is also solvable.
A derivation of g is a linear map D : g → g such that for any pair x, y of vectors
in g
D([x, y]) = [D(x), y] + [x,D(y)] (5)
holds. If a vector z ∈ g exists such that D = ad(z), i.e. D(x) = [z, x], ∀x ∈ g, the
derivation D is called an inner derivation, any other one is an outer derivation. The
space of inner derivations is denoted Inn(g), of all derivations Der(g).
We denote by ∔ the direct sum of vector spaces.
3. Solvable Lie algebras with a given nilradical
In this section we briefly review the construction of all solvable Lie algebras with the
given nilradical. The method is originally due to G.M. Mubarakzyanov who used it
to construct all solvable Lie algebras up to dimension 5 in [15, 16] and 6–dimensional
solvable Lie algebras with 5–dimensional nilradical in [17].
Any solvable Lie algebra s contains a unique maximal nilpotent ideal n = NR(s),
the nilradical of s. We assume that n is given. That is, in some basis (e1, . . . , en) of n
we are given the Lie brackets
[ej , ek] =
n∑
l=1
Njk
lel. (6)
Let us consider an extension of the nilpotent algebra n to a solvable Lie algebra s,
s ) n having n as its nilradical. We call any such s a solvable extension of the nilpotent
Lie algebra n. By definition, any such solvable extension s is non–nilpotent.
We can assume without loss of generality that the structure of s is expressed in
terms of linearly independent vectors f1, . . . , fq ∈ s added to the basis (e1, . . . , en) so
that together they form a basis of s. The derived algebra of a solvable Lie algebra is
contained in the nilradical (see [2]), i.e.
[s, s] ⊆ n. (7)
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It follows that the Lie brackets in s take the form
[fa, ej] =
n∑
k=1
(Dˆa)
k
j ek, 1 ≤ a ≤ q, 1 ≤ j ≤ n, (8)
[fa, fb] =
n∑
j=1
γjabej, 1 ≤ a < b ≤ q. (9)
The operators Dˆa expressed as matrices in the basis (e1, . . . , en) represent fa in the
adjoint representation of s restricted to the nilradical n,
Dˆa = ad(fa)|n.
The operators Dˆa must be outer derivations, otherwise n ∔ span{fa} would be a
nilpotent ideal in s contradicting the maximality and uniqueness of the nilradical
n. In fact, the maximality of n implies that no nontrivial linear combination of the
operators Dˆa can be a nilpotent operator, i.e. the outer derivations Dˆ1, . . . , Dˆq must be
linearly nilindependent. Let us remark that many nilpotent Lie algebras of dimension
7 and higher do not have any non–nilpotent derivations at all, i.e. don’t possess any
solvable extensions. Such nilpotent algebras are called characteristically nilpotent. For
dimensions large enough (i.e. ≥ 8) there exist subsets of characteristically nilpotent
algebras which are open in Zariski topology on the variety of nilpotent Lie algebras
[24, 23, 39]. Thus characteristically nilpotent algebras are in a sense typical nilpotent
Lie algebras in large dimensions.
In view of equation (7), the commutators [Dˆa, Dˆb] must be inner derivations of n.
The structure constants γjab in the Lie brackets (9) are determined up to elements in the
center z of n by a consequence of equation (9)
[Dˆa, Dˆb] =
n∑
j=1
γjabad(ej)|n. (10)
Finally, the consistency of γjab and Dˆa is subject to the constraint
n∑
j=1
(
γjabDˆc(ej) + γ
j
bcDˆa(ej) + γ
j
caDˆb(ej)
)
= 0 (11)
coming from the Jacobi identity (fa, fb, fc). We remark that the left hand side of the
condition (11) always takes values in the center of n because the derivations Dˆa and
ad(ej)|n themselves satisfy the Jacobi identity.
Different sets of derivations Dˆa and their accompanying constants γ
j
ab may
correspond to isomorphic Lie algebras. The equivalence between sets of derivations
Dˆa is generated by the following transformations:
(i) We may add any inner derivation to any Dˆa,
Dˆ′a = Dˆa +
n∑
j=1
rja ad(ej)|n, r
j
a ∈ F. (12)
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(ii) We may simultaneously conjugate all Dˆa by an automorphism Φ of n,
Dˆ′a = Φ ◦ Dˆa ◦ Φ
−1, Φ ∈ Aut(n) ⊆ GL(n,F). (13)
(iii) We can change the basis in the space span{Dˆ1, . . . , Dˆq}.
The corresponding changes in γjab are then computed from equation (10).
4. Outer derivations of nilradicals of Borel subalgebras
Let g be a simple complex Lie algebra, g0 its Cartan subalgebra, l = rank g = dim g0.
Let us denote by ∆ the set of all roots, by ∆+ the set of all positive roots and by
∆S = {α1, . . . , αl} the set of simple roots. Let gλ denote the root subspace of the root
λ. We use the notation 〈, 〉 for the scalar product on the span of ∆S (over R) induced
by the Killing form on g. Let Sβ denote the Weyl reflection with respect to the root β,
Sβ(α) = α− 2
〈α, β〉
〈β, β〉
β, α ∈ ∆.
As recalled above every (semi)simple complex Lie algebra g contains a unique (up
to isomorphisms) maximal solvable subalgebra, its Borel subalgebra b(g). It contains
the Cartan subalgebra and all positive root vectors
b(g) = g0 ∔
(
∔{gλ|λ ∈ ∆
+}
)
.
The well–known properties of root systems imply that the Borel subalgebra is indeed a
solvable subalgebra of g with the nilradical
NR(b(g)) = ∔{gλ| λ ∈ ∆
+}.
For the sake of brevity we shall call the nilpotent Lie algebra NR(b(g)) the Borel
nilradical (although it is not the nilradical of the simple Lie algebra g).
It is always possible to realize the simple Lie algebra g in such a manner that its
Borel subalgebra b(g) is represented by upper triangular matrices. For sl(l + 1,C),
b(sl(l+1,C)) is simply the set of all traceless (l+1)× (l+1) upper triangular matrices.
The same holds true also for the split, i.e. maximally noncompact, real form sl(l+1,R)
of sl(l+1,C). All other series of classical complex Lie algebras and their split real forms
can be realized by matrices X ∈ Cn×n or X ∈ Rn×n satisfying equation (2)
XK +KX t = 0
with K for Bl, Cl, Dl defined in equation (3).
The corresponding Borel subalgebra b(g) is represented by upper triangular
matrices satisfying the condition (2). The nilradical NR(b(g)) is represented by strictly
upper triangular matrices satisfying the condition (2).
Let αi, i = 1, . . . , l = rank g denote the simple roots, ∆
S = {αi}
l
i=1 and let
gm = ∔{gλ | λ =
l∑
i=1
miαi,
l∑
i=1
mi ≥ m}.
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The root vectors eα, α ∈ ∆
S generate the entire NR(b(g)) = ∔{gλ| λ ∈ ∆
+} through
commutators
[gλ, gµ] = gλ+µ whenever λ, µ, λ+ µ ∈ ∆
+
and this implies that the ideals in the lower central series of the nilradical NR(b(g)) of
the Borel subalgebra are
(NR(b(g)))m = gm.
The center z of NR(b(g)) is one–dimensional and is spanned by eλ where λ is the highest
root of g, i.e. the unique root such that no root of the form λ+ αj exists. The center z
coincides with the last nonvanishing ideal in the lower central series.
All derivations of the nilradical n = NR(b(g)) were found in [38] and the result is
as follows.
Proposition 1 Let g be a complex simple Lie algebra of rank l, g0 its Cartan subalgebra,
∆S = {α1, . . . , αl} the set of simple roots and n = NR(b(g)). Then the algebra of
derivations of the nilradical n = NR(b(g)) of the Borel subalgebra of a complex simple
Lie algebra g satisfies
• Der(n) = Out(n)∔ Inn(n),
• dimOut(n) = 2l,
• Out(n) = span{Di, D˜i |i = 1, . . . , l} where the derivations Di, D˜i are defined as
follows. The derivations Di act diagonally in the basis of n consisting of positive
root vectors eα, α ∈ ∆
+
Di(eα) = mieα, α =
l∑
j=1
mjαj ∈ ∆
+.
D˜i are nilpotent outer derivations which act on simple root vectors as
D˜i(eβ) = eγ , where γ = Sαi(λ), if β = αi, (14)
= 0, if β = αj, j 6= i
where λ is the highest root of g. The action of D˜i on eα, α ∈ ∆
+\∆S follows from
the definition of a derivation (5).
For future reference, we list Dynkin diagrams and the highest roots corresponding to all
simple Lie algebras in Table 1. Values of the highest roots were taken from [40].
For the sake of brevity, we shall write Si(λ) instead of Sαi(λ) and introduce
nonnegative integer constants si
Si(λ) = λ− siαi.
We notice that for g = Al only two constants si, namely s1 and sl, are nonvanishing and
equal to one; for all other simple algebras only one si is nonvanishing and turns out to
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Al ✉ ✉ ✉ ✉ ✉. . .
α1 α2 α3 αl−1 αl
λ =
∑l
j=1 αi
Bl ✉ ✉ ✉ ✉ ✉. . .
α1 α2 αl−2 αl−1 αl
〉 λ = α1 + 2
∑l
j=2 αi
Cl ✉ ✉ ✉ ✉ ✉. . .
α1 α2 αl−2 αl−1 αl
〈 λ = 2
∑l−1
j=1 αi + αl
Dl ✉ ✉ ✉ ✉
✉
✉. . .
α1 α2 αl−3 αl−2
αl−1
αl
λ = α1 + 2
∑l−2
j=2 αi + αl−1 + αl
E6 ✉ ✉ ✉
✉
✉ ✉
α1 α2 α3 α4
α6
α5
λ = α1 + 2α2 + 3α3 + 2α4 + α5 + 2α6
E7 ✉ ✉ ✉
✉
✉ ✉ ✉
α1 α2 α3 α4
α7
α5 α6
λ = 2α1 + 3α2 + 4α3 + 3α4 + 2α5 + α6 + 2α7
E8 ✉ ✉ ✉
✉
✉ ✉ ✉ ✉
α1 α2 α3 α4
α8
α5 α6 α7
λ = 2α1+4α2+6α3+5α4+4α5+3α6+2α7+3α8
F4 ✉ ✉ ✉ ✉
α1 α2 α3 α4
〉 λ = 2α1 + 3α2 + 4α3 + 2α4
G2 ✉ ✉
α1 α2
〉 λ = 2α1 + 3α2
Table 1. Dynkin diagrams and highest roots of simple Lie algebras
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Al dimNR(b(Al)) =
l(l + 1)
2
s1 = sl = 1,
Bl dimNR(b(Bl)) = l
2 s2 = 1,
Cl dimNR(b(Cl)) = l
2 s1 = 2,
Dl dimNR(b(Dl)) = l(l − 1) s2 = 1,
E6 dimNR(b(E6)) = 36 s6 = 1,
E7 dimNR(b(E7)) = 63 s1 = 1,
E8 dimNR(b(E8)) = 120 s7 = 1,
F4 dimNR(b(F4)) = 24 s1 = 1,
G2 dimNR(b(G2)) = 6 s1 = 1.
Table 2. Dimensions of the nilradicals NR(b(g)) and nonvanishing constants si in
the equation Si(λ) = λ− siαi
be equal to 1 or 2, see Table 2. We also list the dimensions of the nilradicals NR(b(g))
in Table 2.
Let us determine how D˜i act on the vectors eβ when β ∈ ∆
+\∆S. We proceed by
induction, using the Leibniz property of derivations (5). Firstly, we evaluate
D˜i([eαj , eαk ]) = [D˜i(eαj ), eαk ] + [eαj , D˜i(eαk)].
When both i 6= j and i 6= k the result is 0 by definition of D˜i. Without loss of generality
we take i = j and i 6= k and obtain
D˜i([eαi , eαk ]) = [D˜i(eαi), eαk ] = [eSi(λ), eαk ].
Were the result nonvanishing, we would have Si(λ) + αk ∈ ∆
+, i.e. also
Si(Si(λ) + αk) = λ+ αk − 2
〈αk, αi〉
〈αi, αi〉
αi ∈ ∆
+.
Since 2 〈αk,αi〉
〈αi,αi〉
is an off–diagonal element of the Cartan matrix, it is a nonpositive integer.
That means we would have a root larger than λ, contradicting the maximality of the
highest root λ. Therefore,
D˜i([eαj , eαk ]) = 0
for any j, k = 1, . . . , l. Next, let us assume that D˜i(eβ) = 0 for all roots β =
∑l
j=1mjαj
such that 2 ≤
∑l
j=1mj ≤ M and consider D˜i([eαj , eβ]) with β =
∑l
j=1mjαj ,∑l
j=1mj = M . When j 6= i we again obtain 0 using the Leibniz property (5). When
i = j we have
D˜i([eαi , eβ ]) = [eSi(λ), eβ].
Using the Table 2 we find that for all simple algebras except Cl we have either
Si(λ) = λ− αi
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or
Si(λ) = λ.
Consequently, no root of the form Si(λ) + β, where β =
∑l
j=1mjαj, exists when∑l
j=1mj ≥ 2. Therefore the Lie bracket [eSi(λ), eβ] vanishes. In the special case of
the algebras Cl we have
S1(λ) = λ− 2α1
and we must perform a more detailed analysis. Let us express eβ as a multiple Lie
bracket of simple root vectors eαj ,
eβ = [eαj1 , . . . , [eαjM−1 , eαjM ]]
where β =
∑M
K=1 αjK and use the Jacobi identity sufficiently many times:
[eS1(λ), eβ] = [[eS1(λ), eαj1 ], [. . . , [eαjM−1 , eαjM ]]] + . . .+ [eαj1 , . . . , [eαjM−1 , [eS1(λ), eαjM ]]].
Whenever jK 6= 1 the corresponding commutator of eαjK with eS1(λ) vanishes. When
jK = 1, we have
[eS1(λ), eα1 ] = ceλ−α1
for some integer constant c. The only positive root vector which eλ−α1 does not commute
with is eα1 so that any further commutator with any eαj , j 6= 1 gives zero. Finally, the
commutator of eλ−α1 with eα1 can in our computation arise only through
[eS1(λ), [eα1 , eα1]]
which vanishes immediately. Therefore, in all cases we have shown that
D˜i([eαj , eβ]) = 0
when β =
∑l
j=1mjαj and
∑l
j=1mj =M , concluding the induction step.
To sum up, we have just shown that for any simple complex Lie algebra g the
derivations D˜i of the algebra NR(b(g)) give zero whenever they act on eβ, β ∈ ∆
+\∆S.
Let us assume from now on that l > 2. Then we always have Si(λ) /∈ ∆
S for all
i = 1, . . . , l and consequently
D˜i ◦ D˜j(eαk) = 0 (15)
for every αk ∈ ∆
S. The previous calculation allows us to conclude that equation (15)
must hold for any α ∈ ∆+, i.e. we have
D˜i ◦ D˜j = 0
for any i, j = 1, . . . , l. The derivations Di obviously commute among each other and act
diagonally on D˜j ,
[Di, D˜j] ∈ span{D˜j}. (16)
To conclude, we have just seen that under the assumption that l is greater than 2,
the 2l outer derivations Di, D˜i span a Lie subalgebra Out(NR(b(g))) of the algebra of all
derivations Der(NR(b(g))). This algebra can be further decomposed into a semidirect
sum of an l–dimensional Abelian ideal spanned by the nilpotent derivations D˜i and an
l–dimensional Abelian subalgebra spanned by Di.
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5. Solvable extensions of the Borel nilradicals NR(b(g))
Let us now study the structure of any solvable Lie algebra with the nilradical NR(b(g)),
l = rank g > 2.
From the fact that there are only l linearly nilindependent derivations Di in
Out(NR(b(g))) we conclude that the maximal number of nonnilpotent basis elements
in any solvable Lie algebra s with the nilradical NR(b(g)) is l. One algebra with this
number of nonnilpotent basis elements is already known, namely the Borel subalgebra
b(g) of the simple Lie algebra g. The following argument will show that it is the only
one (up to isomorphisms).
5.1. Solvable extensions of the Borel nilradicals of maximal dimension
Let us assume that we have a solvable Lie algebra s with the nilradical n = NR(b(g)) and
l = rank g nonnilpotent basis elements fi. They define l outer linearly nilindependent
derivations Dˆi such that Dˆi = ad(fi)|n. Using the transformation (12) we may choose
the basis vectors fi so that
Dˆi = Di +
l∑
j=1
ωijD˜j
where Di, D˜j are the derivations defined above. Because Dˆ
i lie in the subalgebra
Out(NR(b(g))) of Der(NR(b(g))) and at the same time [Dˆi, Dˆj] ∈ Inn(NR(b(g))) must
hold, we find that
[Dˆk, Dˆj] = 0. (17)
This requirement together with equation (16) in turn implies
ωji [Dk, D˜i] + ω
k
i [D˜i, Dj] = 0. (18)
for every i, j, k = 1, . . . , l such that k 6= j (no summation over i). For any given i
we can find i˜ such that [D˜i, Di˜] 6= 0. Consequently, the value of ω
i˜
i together with the
root system specifying the Lie brackets [Dk, D˜i] completely determines all ω
j
i for j 6= i˜.
Altogether, we still have one undetermined parameter ω i˜i for each i = 1, . . . , l. We
proceed to eliminate these parameters through a suitable choice of automorphism in
equation (13).
We have
(
D˜i
)2
= 0 and consequently φ˜i(ti) ≡ exp
(
tiD˜i
)
= 1 + tiD˜i. Under the
transformation (13) the derivations Dj, D˜j , Dˆ
j change as follows
Dj → Dj + ti[D˜i, Dj ],
D˜j → D˜j, (19)
Dˆj = Dj +
l∑
k=1
ωjkD˜k → Dj + ti[D˜i, Dj ] +
l∑
k=1
ωjkD˜k.
Now we consider step by step each i = 1, . . . , l. We take Dˆi˜ which transforms nontrivially
under the transformation (19) by definition of i˜, due to [D˜i, Di˜] 6= 0. We use it
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to set ω i˜i = 0 after the transformation. Equation (18) then implies that after the
transformation all ωji = 0. The automorphisms φ˜i(ti) commute among themselves, i.e.
we can independently set to zero the constants ωji belonging to different values of i
without changing the others. Therefore we have found that our derivations Dˆj can be
brought to the form
Dˆj = Dj
through a conjugation by a suitable automorphism Φ˜ = φ˜1(t1) ◦ . . . ◦ φ˜l(tl) of NR(b(g)).
As we have just seen, the action of the nonnilpotent basis vectors fi on the nilradical
NR(b(g)) is the same as in the Borel algebra. In order to show the uniqueness of the
maximal solvable extension of NR(b(g)) it remains to be shown that we can always
accomplish
[fi, fj ] = 0.
The kernel of the adjoint representation ad : n → gl(n) of the nilradical n is the
center z of the algebra n which in our case is spanned by eλ. Consequently we have
[fi, fj ] = γijeλ, γij = −γji
which is the preimage of the relation [ad(fi)|n, ad(fj)|n] = 0 (cf. equation (10)). Let us
write the highest root in terms of simple roots as
λ =
l∑
j=1
λjαj, λj ∈ N.
The Jacobi identity (fi, fj, fk) implies that
λiγjk + λjγki + λkγij = 0. (20)
Let us perform a transformation
fi → fi + τieλ
which induces a change of the constants γij
γij → γij + λiτj − λjτi.
In this way we may set to zero for example all γ1j , j = 2, . . . , l by selecting τ1 = 1
and choosing τj so that γ1j + λ1τj − λj = 0 (recall that all λj ≥ 1). After such a
transformation, equation (20) becomes
λ1γjk = 0, j, k 6= 1
and implies that all γjk must now vanish. Therefore, we have found a basis (eα, fi|α ∈
∆+, i = 1, . . . , l) in our solvable algebra such that
[fi, eβ] = mieβ, where β =
l∑
j=1
mjαj,
[fi, fj] = 0.
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To sum up, we have found that for any complex simple Lie algebra g such that
rank g > 2 the maximal solvable Lie algebra with the nilradical NR(b(g)) is unique and
isomorphic to the Borel subalgebra b(g) of g.
We notice that the same is true also when rank g = 1 or rank g = 2, i.e.
g = sl(2), sl(3), so(5) or G2. In the case of g = G2 the derivation above can be taken
over without modifications, since Si(λ) ∈ ∆
+\∆S for all simple roots αi. In the cases of
g = sl(2), sl(3), so(5) this is no longer true but the result follows from the investigation
of Abelian nilradicals (sl(2)) [26], Heisenberg nilradicals (sl(3)) [25], and the nilradical
n4,1 of [28] (so(5)).
Thus, we have proven the following theorem:
Theorem 1 Let g be a complex simple Lie algebra, b(g) its Borel subalgebra and
n = NR(b(g)) the nilradical of b(g). The solvable Lie algebra with the nilradical
NR(b(g)) of the maximal dimension dim n + rank g is unique and isomorphic to the
Borel subalgebra b(g) of g.
5.2. Solvable extensions of the split real form of the nilradical NR(b(g))
As stated in the Introduction, the maximal solvable subalgebra of a real form of a
complex Lie algebra is not necessarily unique. Let us consider the split real form g
and its maximal solvable subalgebra that consists of the maximally noncompact Cartan
subalgebra (that remains diagonalizable over R) and all positive root spaces. That
means that it is spanned (over R) by all hα and eα in the Weyl–Chevalley basis where
α ∈ ∆+. Let us call it the split Borel subalgebra and also denote it by b(g). The results
of [38] also apply to real split Borel subalgebras.
Our Theorem 1 holds for the split real form of a complex simple Lie algebra g with
one exception: when g = sl(3,R) there are several such maximal solvable algebras (see
[25]). The proof for the cases rank g > 2 or g = G2 is the same as above, the case
g = so(3, 2) (the split real form of so(5,C)) follows from our paper [28].
5.3. Solvable extensions of the Borel nilradicals of smaller dimension
After investigating the case of the maximal dimension solvable extension in previous
Subsections let us consider the cases where the number of nonnilpotent elements of s is
smaller than the rank of g, i.e. q < l.
In such a case, we have derivations
Dˆa =
l∑
j=1
(
σajDj + ω
a
j D˜j
)
, a = 1, . . . , q (21)
representing the elements fa in the adjoint representation of s on n, Dˆ
a = ad(fa)|n. The
q× l matrix σ = (σaj ) must have maximal rank, i.e. q, in view of the nilindependence of
Dˆa. However we can no longer set σaj equal to the Kronecker delta δ
a
j as was the case
for q = l.
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The condition (17), i.e. [Dˆa, Dˆb] = 0, remains and implies
l∑
j,k=1
(σajω
b
k − σ
b
jω
a
k) (λj − δjk(1 + sj)) D˜k = 0
which after separation of coefficients of linearly independent derivations D˜k gives a set
of q(q−1)
2
l conditions
l∑
j=1
(σajω
b
k − σ
b
jω
a
k) (λj − δjk(1 + sj)) = 0, k = 1, . . . , l (22)
for 2q · l unknown constants σaj , ω
b
k. When all ω
b
k = 0, any choice of σ
a
j solves
equation (22).
Let us now find out how the constants σaj , ω
a
j transform under transformations
Φ of the form (13), i.e. a change of basis in the nilradical. When Φ belongs to
the connected component of Aut(n) generated by exponentiation of Der(NR(b(g))),
the transformation (13) will not change the constants σaj , owing to the fact that
[Di, Dj] = 0, [Di, D˜j] ∈ span{D˜j}. (Certain permutations of the constants σ
a
j may
become possible under parity transformations belonging to other components of Aut(n).
E.g. the Dynkin diagram and the root system of sl(l+1,C) has the reflection symmetry
αj ↔ αl+1−j which gives rise to an automorphism of n interchanging σ
a
j with σ
a
l+1−j .)
The constants ωak transform as follows:
• under automorphisms exp (ujDj) the constants ω
a
k get scaled by a factor exp (ujdjk)
where [Dj , D˜k] = djkD˜k.
• under automorphisms φ˜j(tj) = exp
(
tjD˜j
)
= 1+ tjD˜j the constants ω
a
k are shifted
to
ωˆak = ω
a
k −
(
l∑
j=1
σaj λj − σ
a
k(1 + sk)
)
tk (23)
as follows from the evaluation of the commutator [D˜j ,
∑l
k=1 σ
a
kDk].
Let us assume that ωak 6= 0 for certain a and k. We may add a suitable multiple of Dˆ
a
to all Dˆb, b 6= a so that after the addition we have ωbk = 0 for all b 6= a. Next, we check
whether
∑l
j=1 σ
a
jλj − σ
a
k(1 + sk) 6= 0. If it holds, we can use the transformation (23) to
set also ωak = 0. If not, we may attempt to modify Dˆ
a by addition of any multiple of
Dˆb, b 6= a. If
l∑
j=1
σbjλj − σ
b
k(1 + sk) 6= 0 (24)
holds for at least one b = 1, . . . , q, we can first change Dˆa and next eliminate ωak = 0,
i.e. now we have ωbk = 0 for all b, including b = a. Because the automorphisms φ˜k(tk)
for different k commute we may repeat the procedure for all values of k. Consequently,
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for any k = 1, . . . , l we may set all ωak = 0 whenever the condition (24) is satisfied for
at least one a ∈ {1, . . . , q}.
Let us find out for how many values of k we can always transform the parameters
ωak into ω
a
k = 0. The matrix Q with entries Q
j
k = (λj − (1 + sk)δjk) has the form
Q =


λ1 − (1 + s1) λ1 λ1 . . . λ1
λ2 λ2 − (1 + s2) λ2 . . . λ2
λ3 λ3 λ3 − (1 + s3) . . . λ3
...
...
. . .
...
λl λl λl . . . λl − (1 + sl)


.
Subtracting the second column from the first, the third from the second etc. and using
λk > 0 and si ≥ 0 we find that it has always the maximal rank l, i.e. Q is a regular
matrix. The expressions Rak =
(∑l
j=1 σ
a
j λj − σ
a
k(1 + sk)
)
can be written as elements of
the matrix product R = σ · Q. Whenever the k-th column (Rak)a=1,...,q of the matrix
R is nonvanishing we can eliminate all parameters ωak from our derivations Dˆ
a. The
number of indices k such that the column (Rak)a=1,...,q does not vanish is bounded from
below by the rank of matrix R, i.e. also by the rank of matrix σ, which is equal to q.
Therefore, we have at most l − q values of the index k such that some parameters ωak
are nonvanishing.
Now, after the simplifications introduced above, we revisit the commutativity
condition (22). We observe that equation (22) can be written as a sum of terms, all of
them containing the expression
ωdk
l∑
j=1
σcj (λj − δjk(1 + sj)) (25)
where c = a and d = b or vice versa. If the condition (24) is satisfied we have set ωdk = 0;
otherwise,
∑l
j=1 σ
c
j (λj − δjk(1 + sj)) = 0. Either way, all terms of the form (25) vanish
and consequently the commutativity condition (22) is always satisfied.
Finally, we consider the Lie brackets between elements fa, fb. Equation (9) takes
the form
[fa, fb] = γabeλ, a, b = 1, . . . , q. (26)
The constants γab in equation (26) can be modified by transformations of the form
fa → f
′
a = fa + τaeλ.
Such a transformation does not change the derivations Dˆa, a = 1, . . . , q but may
modify the Lie brackets [fa, fb]. Indeed, when there exists at least one Dˆ
a such that
κ =
∑l
j=1 λ
jσaj 6= 0, we have
[fa, eλ] = Dˆ
a(eλ) = κeλ 6= 0.
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Now we may choose τa = 0 and τb = −γab/κ, a 6= b so that we obtain
[f ′a, f
′
b] = γabeλ −
γab
κ
κeλ = 0,
i.e. we have set γab = 0 for the given a and all b = 1, . . . , q. The Jacobi identity
(fa, fb, fc)
γabDˆc(eλ) + γbcDˆa(eλ) + γcaDˆb(eλ) = 0
reduces to
γbcDˆa(eλ) = κγbceλ = 0, ∀ b, c = 2, . . . , q
and implies that all constants γbc = 0 vanish. Therefore, the basis elements fa in s can
be chosen so that they commute whenever the condition
l∑
j=1
λjσaj 6= 0
holds for at least one a. On the other hand, if
∑l
j=1 λ
jσaj = 0 for all a, the Jacobi
identity (fa, fb, fc) is satisfied trivially.
Thus, we have proven the following theorem
Theorem 2 Let g be a complex simple Lie algebra or its split real form, b(g) its (split)
Borel subalgebra. Let g be different from sl(3,R). Any solvable extension s of the
nilradical NR(b(g)) by q nonnilpotent elements fa, a = 1, . . . , q ≤ rank g is defined by
q commuting derivations Dˆa and a constant q× q antisymmetric matrix γ = (γab). The
derivations Dˆa determine the Lie brackets
[fa, eα] = Dˆ
a(eα), a = 1, . . . , q, α ∈ ∆
+
and take the form
Dˆa = ad(fa)|n =
l∑
j=1
(
σajDj + ω
a
j D˜j
)
, a = 1, . . . , q,
where the matrix σ = (σaj ), a = 1, . . . , q, j = 1, . . . , l has the maximal possible rank q.
For any given value of k all parameters ωak are equal to zero when the condition
l∑
j=1
σaj λj − σ
a
k(1 + sk) 6= 0 (27)
is satisfied for at least one a ∈ {1, . . . , q}. The condition (27) is always satisfied for at
least q values of the index k, i.e. there are at most l − q values of k such that some of
the parameters ωak are nonvanishing.
The matrix γ = (γab) defines the Lie brackets
[fa, fb] = γabeλ, a, b = 1, . . . , q.
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When
l∑
j=1
λjσaj 6= 0
holds for at least one a ∈ {1, . . . , q}, the constants γab are all equal to 0, i.e.
[fa, fb] = 0.
Similarly as for Theorem 1, Theorem 2 was proven above under the assumption that
rank g > 2. The derivation is the same when g = G2. When g = sl(2,C) or g = sl(2,R)
the result is trivial. When g = sl(3,C) the result follows from the consideration of
Heisenberg nilradicals in [25]. When g = sl(3,R) the results of Theorem 2 do not hold
as was already indicated in Subsection 5.2 (for more details, see [25]). In the cases of
g = so(5,C) and g = so(3, 2) it follows from the investigation of the nilradical n4,1 of
[28].
The conditions in Theorem 2 are sufficient, i.e. any set of constants σaj , ω
a
j and
γab satisfying the properties listed in the theorem gives rise to a solvable extension of
the nilradical NR(b(g)). On the other hand, the description presented in Theorem 2 is
not unique, i.e. different choices of σaj , ω
a
j and γab may lead to isomorphic algebras.
As already noted, we may replace the derivations Dˆa by any linearly independent
combination of them thus changing all the parameters σaj , ω
a
j and γab. Also we may
employ the scaling automorphisms to change the values of ωaj and γab.
We remark that by virtue of indecomposability of the Borel nilradicals, all solvable
Lie algebras described in Theorem 2 are indecomposable.
5.4. Dimension nNR + 1 solvable extensions of the Borel nilradicals
The results contained in Theorem 2 can be further refined in the particular case
q = 1. Any single derivation Dˆ1 of the form (21) with nonvanishing vector (σ1j ) defines
an (nNR + 1)–dimensional solvable extension of the nilradical n. Let us investigate
what restrictions we may impose on the parameters ω1k through a choice of a suitable
transformation (13).
In the transformation (23) we choose tk so that ωˆ
1
k = 0 whenever the expression∑l
j=1 σ
1
jλj − σ
1
k(1 + sk) is nonvanishing. Otherwise, the parameter ω
1
k remains
nonvanishing after conjugation by any automorphism from exp(Der(NR(b(g)))).
We already know that there can be at most l− 1 nonvanishing parameters ω1k = 0.
On the other hand, for any choice of up to l− 1 indices ku, u = 1, . . . , l− 1 we can find
constants σ1j such that
l∑
j=1
σ1jλj − σ
1
ku
(1 + sku) = 0, u = 1, . . . , l − 1
and consequently the parameters ωˆ1ku cannot be set to zero by conjugation by any
automorphism from the connected part of the automorphism group Aut(n). That means
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that there are up to l − 1 nondiagonal nonremovable parameters in the derivation Dˆ1
(whose positions may be changed by transformations belonging to other components of
Aut(n) if the root system of g allows them).
The nonvanishing parameters ω1k can be scaled to 1 over the field of complex
numbers. Over the field of real numbers, the usual problems with square roots may
arise, so in some cases we can only normalize ω1k to ω
1
k = ±1.
In order to show this, let us consider the automorphisms φˆj(vj), vj 6= 0 defined by
φˆj(vj)eα = v
mj
j eα, α =
l∑
j=1
mjαj ∈ ∆
+
which generalize the inner automorphisms φj(uj) = exp (ujDj) to include also scaling
by negative numbers. Under the transformation φˆj(vj) the constant ω
1
k gets scaled by
the factor v
djk
j where djk = λj − δjk(1 + sk),
ω1k → v
λj−δjk(1+sk)
j ω
1
k.
Combining l such commuting automorphisms together,
φˆ(v) = φˆ1(v1) ◦ . . . ◦ φˆl(vl), (28)
we transform
ω1k →
Πlj=1v
λj
j
v1+skk
ω1k. (29)
Let us consider what can be accomplished using equation (29). Let us first deal with all
k such that sk = 0 (and ω
1
k 6= 0 by assumption). We set vk = ω
1
k. We still have at our
disposal at least one constant vi such that si 6= 0. We can use it to set Π
l
j=1v
λj
j = 1 over
the field of complex numbers. Over the field of real numbers we can set Πlj=1v
λj
j = 1
when λi is odd and Π
l
j=1v
λj
j = ±1 when λi is even. Thus all nonvanishing constants ω
1
k
such that sk = 0 were brought by a suitable automorphism (28) to 1 over the field of
complex numbers and to ǫ = ±1 over the field of real numbers (where the value of ǫ is
the same for all k).
Assuming that the above described rescaling was already performed, we want to
scale ω1i with si 6= 0 to a convenient value. We recall that at most l − 1 parameters ω
1
j
are nonvanishing. Therefore, if ω1i 6= 0 we have at least one k, k 6= i such that ω
1
k = 0.
We choose an automorphism φˆ(v) such that vj = 1 whenever j 6= i, k,
v1+sii = ω
1
i
and vk is chosen so that Π
l
j=1v
λj
j = 1. Over the field of real numbers we may accomplish
only v1+sii = ±
1
ω1
i
when si is odd and Π
l
j=1v
λj
j = ±1 when λk is even. The automorphism
φˆ(v) constructed in this way does not affect the values ω1j set to 1 in the previous step
(or scales them by a common minus factor when Πlj=1v
λj
j = −1) and allows us to scale
ω1i with si 6= 0 to 1 (±1, respectively). In the case of the algebra Al the procedure is
repeated once again for the second index iˆ such that siˆ 6= 0.
To sum up, we have the following theorem.
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Theorem 3 Let g and b(g) satisfy the hypotheses of Theorem 2. Any solvable extension
of the nilradical NR(b(g)) by one nonnilpotent element is up to isomorphism defined by
a single derivation
Dˆ = ad(f1)|n =
l∑
j=1
(
σjDj + ωjD˜j
)
chosen so that the first nonvanishing parameter σj is equal to one. The parameter
ωk vanishes whenever
∑l
j=1 σjλj − σk(1 + sk) 6= 0. At most l − 1 parameters ωk are
nonvanishing. They are all equal to 1 over the field of complex numbers. Over the field
of real numbers they are equal to ±1 and all parameters ωk with sk = 0 have the same
sign.
6. Conclusions
The need for a classification of solvable Lie algebras of higher dimensions in physics was
discussed in our previous articles [28, 29]. This arises in particular in the classification of
higher dimensional Einstein spaces, or other Riemannian or pseudo–Riemannian spaces
that can occur in string theories, brane cosmology and other elementary particle theories
[41, 42, 43, 44, 45, 46, 47, 48].
Even if no complete classification of solvable Lie algebras exists, once a Lie algebra
g occurs in a physical problem its radical R(g) can be identified. In turn the nilradical
NR(g) can be obtained [49]. If NR(g) belongs to one of the series that have been
extended to solvable Lie algebras, then the complete identification of g is achieved.
Algorithms for calculating R(g) and NR(g) exist [49]. Their effectiveness of course
depends on the dimension of the considered Lie algebra. They have been recently
computerized and are available as a package for computer algebra system Maple [50].
(For older programs in PASCAL see [51, 52, 53].)
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