The computational time required by interior-point methods is often dominated by the solution of linear systems of equations. An efficient specialized interior-point algorithm for primal block-angular problems has been used to solve these systems by combining Cholesky factorizations for the block constraints and a conjugate gradient based on a power series preconditioner for the linking constraints. In some problems this power series preconditioner resulted to be inefficient on the last interior-point iterations, when the systems became ill-conditioned. In this work this approach is combined with a splitting preconditioner based on LU factorization, which works well for the last interior-point iterations. Computational results are provided for three classes of problems: multicommodity flows (oriented and nonoriented), minimum-distance controlled tabular adjustment for statistical data protection, and the minimum congestion problem. The results show that, in most cases, the hybrid preconditioner improves the performance and robustness of the interior-point solver. In particular, for some block-angular problems the solution time is reduced by a factor of 10.
Introduction
Many important large-scale optimization problems exhibit a block-angular structure. Applications are found in fields such as control and planning, network flows, stochastic linear programming, and statistical data protection. Several interior-point methods have been devised to solve these structured problems [5, 7, 12, 16, 25] . These specialized algorithms exploit the particular structure of the constraints matrix, and some were implemented for parallel environments [5, 25] . The efficiency of interior-point methods critically depends of the linear system solver used at each iteration to compute the Newton direction. Such systems are often written in a symmetric indefinite form, known as the augmented system. They can also be reduced to a smaller positive definite form, the normal equations. Techniques based on direct and iterative solvers can be applied for their solution. For some classes of large scale problems the use of direct methods becomes prohibitive due to storage and time limitations, whereas iterative linear solvers with appropriate preconditioners may be more efficient.
The efficient interior-point algorithm for primal block-angular problems of [15] solved the normal equations in two stages: Cholesky factorizations for the block constraints and a Preconditioned Conjugate Gradient (PCG) for the linking constraints. The purpose of PCG is to avoid solving the system associated to the complicating linking constraints by Cholesky factorizations, in an attempt to make the problem block separable. The preconditioner is obtained by truncating an infinite power series that approximates the inverse of the system to be solved. For some difficult primal block-angular problems this approach outperformed state-of-the-art commercial solvers [16] . However, in some problems, systems become very ill-conditioned as the optimal solution is reached, and then PCG provides slow and inaccurate solutions. It was shown [16] that the efficiency of this approach depends on the spectral radius -in [0, 1)-of a certain matrix which appears in the definition of the preconditioner (which is itself related to the Schur complement of the normal equations). Spectral radius close to 1 degrades the performance of the preconditioner. When PCG gives inaccurate solutions, the code implemented in [15] switches to the solution of the normal equations by a Cholesky factorization, which may be prohibitive for large-scale problems.
In order to yield a reliable and efficient interior-point method based just on iterative solvers we introduce a hybrid and adaptive scheme for solving the normal equations. On the first interior-point iterations the normal equations are solved using the Cholesky-PCG approach of [15] outlined above. When the system associated to linking constraints becomes ill-conditioned, the normal equations are solved by a PCG using the splitting preconditioner of [29, 30] , instead of switching to a direct solver. The splitting preconditioner is a generalization of the tree preconditioner of [33] for large-scale minimum cost network flow problems. Based on a LU factorization, the splitting preconditioner was specially tailored for the last interior-point iterations, when the systems are ill-conditioned. We developed a new and efficient criterion to identify when (i.e., at which interior-point iteration) to switch between iterative solvers. This criterion is based on both the Ritz values of the matrix that appears in the definition of the power series preconditioner, and the number of PCG iterations needed at each interior-point iteration. The Ritz values are approximations of the eigenvalues of a matrix; they will be used to estimate the spectral radius, which measures the efficiency of the power series preconditioner. An implementation of this new approach, combining the power series and the splitting preconditioners, was applied to three classes of primal block-angular instances [15] : multicommodity flows (oriented and nonoriented), minimum-distance controlled tabular adjustment for statistical data protection, and the minimum congestion problem. As it will be shown, the hybrid approach was more efficient than the power series preconditioner in many block-angular problems. Other hybrid approaches combining interior-point and combinatorial algorithms have been used for some type of networks flows problems [21] . This paper is organized as follows. In Section 2 we recall the basic ideas of interior-point methods for primal block-angular problems using the power series preconditioner. The new hybrid approach is described in Section 3, together with an outline of the splitting preconditioner, and a description of the switching criterion between preconditioners. Numerical experiments are shown in Section 4. The effect of different regularization parameters for the splitting preconditioner are also discussed in Section 4. Finally, in Section 5 the conclusions are drawn and further developments are suggested.
The interior-point algorithm for primal block-angular problems
One of the most efficient interior-point methods for some classes of blockangular problems was initially developed for multicommodity flows [12] and later extended for general primal block-angular problems [15] . This method considers the following general formulation of a block-angular problem:
Matrices N i ∈ R m i ×n i and L i ∈ R l×n i , i = 1, . . . , k, define, respectively, the block and linking constraints, k being the number of blocks. Vectors x i ∈ R n i , i = 1, . . . , k, are the variables for each block. x 0 ∈ R l are the slacks of the linking constraints. b i ∈ R m i , i = 1, . . . , k is the right-hand-side vector for each block of constraints, whereas b 0 ∈ R l is for the linking constraints. The upper bounds for each group of variables are defined by u i , i = 1, . . . , k. This formulation considers the general form of linking constraints
. . , k, are the linear and quadratic costs for each group of variables. We also consider linear and quadratic costs c 0 ∈ R l and Q 0 ∈ R l×l for the slacks. We restrict our considerations to the separable case where Q i , i = 0, ..., k, are diagonal positive semidefinite matrices.
Problem (1) can be written in standard form as
where
m and c, x, u ∈ R n . Replacing inequalities in (2) by a logarithmic barrier with parameter µ > 0, we obtain the logarithmic barrier problem
The first order KKT optimality conditions for the logarithmic barrier problem -or equivalently, the perturbed KKT-µ conditions for (2)-are
where y ∈ R m , z ∈ R n , w ∈ R n are, respectively, the Lagrange multipliers of constraints Ax = b, x ≥ 0 and x ≤ u, X, Z, U, W ∈ R n×n are diagonal matrices made up of vectors x, z, u, w, and e ∈ R n is a vector of 1's. The first two sets of equations of (4) impose, respectively, primal and dual feasibility, while the remaining two impose perturbed complementarity. The set of primal-dual solutions C = {(x µ , y µ , z µ , w µ ), µ > 0} of (4) is known as the central path. Primal-dual path-following interior-point algorithms approximately follow the central path by applying Newton's method to the nonlinear system of equations (4), reducing the barrier parameter µ at each iteration. When µ → 0 these solutions converge to the optimal solution of the original problem. Full details can be found in [37] . The Newton direction is obtained by solving a linear system in variables ∆x, ∆y, ∆z and ∆w. In practice, variables ∆z and ∆w are eliminated and the system reduces to the indefinite augmented system form
where Θ and r are defined as
and S = U − X. Eliminating ∆x from the first group of equations system (5) is reduced to the smaller positive definite normal equations
For separable quadratic optimization problems Q and Θ are diagonal, and normal equations are usually the preferred choice for computing the Newton direction.
Normal equations for block-diagonal problems
The performance of interior-point methods relies on the efficient solution of either (5) or (7). For block-angular problems (1) matrices A and Θ have a special structure. The interior-point algorithm used in this work [12, 15] solves the normal equations (7) by exploiting the block decomposition of AΘA T :
Considering the blocks of AΘA and partitioning appropriately the dual variables direction ∆y and the right-hand-side vector g, the normal equations system (7) can be written as
where B ∈ Rm ×m (m = k i=1 m i ), C ∈ Rm ×l and D ∈ R l×l are the blocks of AΘA T , and Θ i , i = 0, . . . , k, are the submatrices of Θ, i.e., Θ i = (
. By eliminating ∆y 1 from the first group of equations of (9), we obtain
The solution of (10) by a direct method is computationally prohibitive because (i) computing the matrix of the system means solving l -the number of linking constraints-systems with matrix B; and (ii) the symmetric and positive definite Schur complement matrix D − C T B −1 C ∈ R l×l will be very dense in general [12] . Therefore, unless l is small, the Cholesky factorization of the Schur complement is impractical, and (10) is best solved by PCG using the power series preconditioner described below. System (11) is solved by a Cholesky factorization for each diagonal block
Power series preconditioner
The power series preconditioner for the Schur complement matrix was initially applied to multicommodity flows [12] and later extended to any general primal block-angular problem [15] . This preconditioner uses the relation [12] (
to compute an approximation of the inverse of the Schur complement. This approximation is obtained by truncating this series at some term h. Clearly, the more terms h, the better the preconditioner, at the expense of increasing the execution time of each PCG iteration. In practice, performances are best for h = 0 and, in some cases, for h = 1. The preconditioner M −1 for these choices are
The value h = 0 was used for the computational results of Section 4. The effectiveness of this preconditioner depends on the spectral radius of 
In the last interior-point iterations matrix Θ is very ill-conditioned: some values of matrix Θ go to zero whereas others tend to infinity. This results in spectral radius of matrix D −1 (C T B −1 C) very close to 1, which hinders the efficient solution of (7).
Effect of regularizations on the power series preconditioner
Motivated by the observed better behavior of this specialized interiorpoint algorithm for separable quadratic than for linear instances, a quadratic regularization term was added to the logarithmic barrier to improve the quality of the power series preconditioner [16] . The logarithmic barrier problem for linear problems (3) (considering Q = 0) was replaced by the alternative regularized version
where Q is a diagonal positive semidefinite matrix and dom B Q = {x : 0 < x < u}. Unlike other approaches [3] , the reduction to zero of the regularization term is governed by the barrier parameter µ. This regularized barrier problem only changes the dual feasibility equations of (4), which become
and the matrix Θ defined in (6) which is replaced by
When µ → 0, (13) and (14) converge to the expressions of the non-regularized algorithm. The quadratic regularization was shown to reduce the spectral radius of the power series preconditioner [16, Theorem 1, Proposition 1], improving the overall performance of the interior-point method in some classes of instances.
The hybrid approach for normal equations
The hybrid approach works as follows. Initially, the normal equations are solved by the procedure described in Section 2.1, i.e., solving (11) by Cholesky factorizations and (10) by PCG with the power series preconditioner. When the power series preconditioner becomes inefficient, then the method switches to the solution of the normal equations (7) by PCG with the splitting preconditioner [30] . The splitting preconditioner and the efficient criteria developed to identify the switch between preconditioners are described in next two subsections.
The Splitting preconditioner
The splitting preconditioner was introduced in [29, 30] for solving the augmented systems in general linear programming problems. This preconditioner is a generalization of the tree preconditioner introduced in [32, 33] , and extended in [19, 20] , for minimum cost network flow problems. Alternative splitting preconditioners for indefinite systems and diagonally-dominant matrices were presented, respectively, in [9] and [2] . An important feature of this preconditioner is the option to reduce the preconditioned indefinite system to the positive definite normal equations allowing the use of CG. The main appeal of this class of preconditioners is that they work better near a solution of the linear programming problem. This is a very welcome feature since the linear system is known to be very ill-conditioned close to the optimizer, making difficult its solution by iterative methods. However, since the preconditioner is specially tailored for the final iterations of the interior-point method, it may fail in the initial ones. Hybrid approaches with Cholesky controlled preconditioners on early iterations have been successfully used in large-scale linear programming [8, 23, 35] . A version of the splitting preconditioner for normal equations can be obtained as follows.
Let AP = [B N ] be a basic-nonbasic partition of the matrix A, i.e., B ∈ R m×m and N ∈ R (n−m)×(n−m) , where P is a permutation matrix such that B is nonsingular. Considering the same partitioning for Θ, the normal equations matrix can be rewritten as
The symmetric application of the preconditioner
B B −1 to matrix (15) gives:
Sufficiently close to an optimal solution at least n − m entries of Θ are small. Thus, with a suitable choice of the columns of B, the diagonal entries of Θ −1
B and Θ N are very small close to a solution. In this situation, W approaches the zero matrix and the preconditioned matrix (16) approaches the identity. The preconditioner requires to find and to solve linear systems with B. Identifying a suitable basis matrix B is a nontrivial task. In [30] , the first m linearly independent columns of AΘ with smallest 1-norm are selected for B. However, 1-norm has a tendency to diminish the effect of outliers, a feature not desirable in this context since the goal is to split the columns in two sets of size m and n − m, respectively. The use of the 2-norm instead has improved the performance of the splitting preconditioner for most problems [35] . In this work we are using the 2-norm criterion.
The techniques developed in [30] for determining the subset of columns B from A for the splitting preconditioner are rather costly and sophisticated. Fortunately, a nice property of the splitting preconditioner is that it can be reused for some iterations. It is important to notice that keeping the matrix B from previous iterations does not mean to keep the same preconditioner since Θ will be different. In this work the matrix B is recomputed if the PCG iterations exceeds 2% of the matrix size. This heuristic worked fine for the instances tested.
Switching between preconditioners
The criterion to identify the switch between preconditioners is instrumental for the performance of this approach. As shown in [12, Theorem 1] , the effectiveness of the power series preconditioner depends on the spectral radius of matrix D −1 C T B −1 C. We developed a heuristic based on Ritz Values to estimate the spectral radius of this matrix. It is based on the following relation between the eigenvalues of D −1 C T B −1 C and those of the preconditioned matrix of (10), the system solved by the power series preconditioner. The proof is omitted since it is a well-known linear algebra result.
Proposition 1. Let v be the eigenvector of matrix
is the matrix of (10) preconditioned in asymmetric form (i.e., premultiplied) by D −1 . From Proposition 1 it is thus possible to obtain the spectral radius of D −1 (C T B −1 C) as follows:
The conjugate gradient method is based implicitly on the Lanczos threeterm recurrence relations (see for example [24, Chapter 9] , [26] ). For a symmetric matrix M ∈ R l×l , the Lanczos method looks for a tridiagonalization 
where the coefficients γ i and η j can be computed from the CG algorithm. Consider the following generic CG algorithm to solve the linear system M x = b.
The coefficients in matrix T k can be obtained from the following relations (see, for instance, [24, Chapter10] or [18, Chapter 5] ):
The first Lanczos vector v 1 is the unit vector that points in the direction of the initial residual of the CG algorithm, i.e., v 1 = r 0 / r 0 . It is known from Lanczos theory that the eigenvalues of T k (Ritz values) converge to those of the original matrix M . In general, the extreme eigenvalues of M are well approximated already during early GC iterations [27, 31] . We then used the extreme Ritz values to estimate the smallest eigenvalue λ min of the preconditioned matrix I − D −1 (C T B −1 C). From Corollary 1, as λ min approaches zero, the spectral radius of D −1 (C T B −1 C) tends to one, and, consequently, the power series preconditioner becomes less efficient. Ritz values were computed using the SSTEQR LAPACK routine [4] .
High quality estimates of λ min depend on the rate of convergence of the Ritz values θ i of T k to the true eigenvalues λ i , i = 1, . . . , l, of
There is a variety of results about this rate of convergence, which constitute what is known as the Kaniel-Paige theory [24, Chapter 9] , [26, Chapter 1] . However, some of these results are either not conclusive or difficult to apply in our context. For instance, the initial Lanczos vector v 1 = r 0 / r 0 is instrumental, and it affects the convergence of the Ritz values to λ i . As stated in [26, Section 1.6], this initial vector can be chosen to delay the convergence as much as needed. In practice it is not easy to compute a good initial residual r 0 = b−M x 0 according to this criteria; in our implementation, the previous solution of (10) was considered as the starting point x 0 for CG.
Some a priori bounds have been computed for the Ritz values. At iteration k of the Lanczos method, the Ritz value θ k 1 (i.e., the smallest eigenvalue of T k ) satisfies the inequality
. It is worth noting that Ritz values provide in practice higher quality estimates of (mainly extremal) eigenvalues than other techniques. For instance they are considered an acceleration strategy to the QR method for the symmetric eigenvalue problem [24, Section 8.3.6] .
Another result shows that the speed of convergence of the Ritz values depends on how well the eigenvalues are separated from the others [31] . However, in practice it is difficult to know the distribution of eigenvalues of I − D −1 (C T B −1 C). From a practical point of view, an interesting result is that the similarity between CG errors and Ritz errors has been noticed and analyzed in [10, 34] . These authors showed that CG errors can be considered as Ritz errors and vice versa. To evaluate the proximity between the Ritz values and the eigenvalues, we performed computational experiments with three small instances of the test problems (m32-32-12, PDS-10, Tripart1), which are described in Section 4.1. The results are shown in Figures 1,  2 and 3 . For each experiment we used two different PCG tolerances at each interior-point iteration i: the tolerance of the original implementation (ε i = max{0.95ε i−1 , min ε }, where min ε = 10 −8 , and ε 0 = 10 −2 ) and a more restrictive tolerance (ε i = 10 −12 ). Using the original PCG tolerances, few PCG iterations are needed for convergence at the first interior-point iterations in general, since the PCG tolerances are not tight. The PCG error can be higher and hence the approximations of the eigenvalues by Ritz values are poor. As the interior-point iterations evolve the PCG tolerances become tighter, more iterations are required for convergence and the quality of Ritz values tends to be better. On the other hand, the tighter PCG tolerance ε i = 10 −12 always provides very close approximations, as shown in Figures 1.(b),  2.(b) and 3.(b) . Figure 4 shows the absolute difference between minimum eigenvalue and minimum Ritz value at each interior-point iteration, using the original PCG tolerance. At the last interior point iteration plotted on these graphs (iteration at which the switch criterion described below is satisfied), the absolute difference is less than 10 −4 . Supported by the previous results, the following heuristic criterion was developed. The switch between the power series and the splitting preconditioner is performed when all the following three criteria occur: The first two criteria verify whether the power series preconditioner is becoming less efficient. The last one guarantees enough progress of the interiorpoint method. The satisfaction of the three criteria is a good indicator that the splitting preconditioner will work better. In practice, this criterion provided good computational results. Note that in the implementation of Section 4 the centrality parameter is computed with the usual formula µ = σ
, where σ = 0.1. The stopping criterion for the PCG is described in Section 4 below.
Numerical experiments
The hybrid approach described in the previous section has been added to a MATLAB implementation of the specialized algorithm for general blockangular problems, named BlockIP [15] . BlockIP implements a standard infeasible primal-dual path-following algorithm, which solves the normal equations by either the specialized procedure described in Section 2.1 or a Cholesky factorization. The code uses the Ng-Peyton sparse Cholesky package [22, 28] for the solution of (11) and (7); the Ng-Peyton sparse Cholesky package was hooked to MATLAB for the LIPSOL interior-point solver [38] . System (10) associated to the linking constraints is solved by PCG, using the power series preconditioner. PCG may give inaccurate solutions when the matrix of this system becomes ill-conditioned. When this happened, the original version of BlockIP switched to the solution of the full normal equations (7) by a Cholesky factorization. The switch is performed when we are close enough to the optimal point (gap i < 0.5) and gap i increases from one iteration to the next (gap i > 1.05gap i−1 ), where
the primal and dual objective functions at iteration i, respectively. The splitting preconditioner, initially coded in C, has been hooked to the MATLAB BlockIP implementation. The new version of the BlockIP package is thus able to solve the normal equations by either a Cholesky factorization or PCG using the power series or the splitting preconditioner. The default parameters of BlockIP described in [15] have been adopted, but for the stopping criterion of the interior-point method and the PCG. Since the splitting preconditioner may provide more accurate solutions than the power series preconditioner near the optimal solution, we allowed a more restrictive stopping criterion for the interior-point algorithm: it stops when, at a primal-dual feasible solution, gap i < 10 −6 . This stopping criterion will be used for both the original version (i.e., power series preconditioner followed by Cholesky) and the hybrid approach (unlike in the code of [15] , where the stopping criterion was gap i < 10 −4 ). The stopping criterion for the PCG in the original code was based on the angle rule suggested in [33] , and the PCG tolerance at the interior-point iteration i was updated as ε i = max{0.95ε i−1 , min ε }, where min ε = 10 −8 , and ε 0 = 10 −2 or ε 0 = 10
for, respectively, linear and nonlinear problems [15] . The stopping criterion of the PCG solver has been tightened in the new code when either gap i < 10
or the code switches from the power series to the splitting preconditioner: it is stopped when at iteration j of PCG the relative residual norm satisfies ||r j ||/||r 0 || < min ε . The precision min ε = 10 −8 is also required for PCG if no switch of preconditioner is performed but we are close to the optimal solution (µ < 10 −4 ) and the gap increases (gap i > 1.1gap i−1 ). Table 1 shows the main differences of parameters between the original and the new hybrid approach.
Test problems
Three classes of primal block-angular problems have been considered for testing the hybrid approach: multicommodity network flow problems (oriented and nonoriented), minimum congestion problems and minimum distance controlled tabular adjustment.
Multicommodity flow problems attempt to route a set of commodities at a minimum cost over a capacitated oriented or nonoriented network. We considered three kinds of oriented instances. The first two correspond to a subset of the PDS [11] and Mnetgen [1] instances. These instances are widely used in the literature, and they can be retrieved from http://www.di.unipi.it/optimize/Data/MMCF. The last set corresponds to instances obtained with the Tripartite generator, which can be retrieved from http://www-eio.upc.edu/~jcastro/mmcnf-data.html. Original approach hybrid approach switches to Cholesky factorization of (7) PCG with splitting prec. for (7) switches when (gap i < 0.5) and (gap i > 1.05gap i−1 ) criterion of Subsection 3.2 PCG stopping rule angle criterion angle criterion before switch relative residual norm after switch PCG tolerance
(before switch ε i and (µ ≥ 10 −4 or gap i ≤ 1.1gap i−1 )) (after switch 10 −8 or (µ < 10 −4 and gap i > 1.
We are not aware of any standard set of nonoriented multicommodity flow problems, thus nonoriented instances were generated from the oriented Mnetgen ones. The minimum congestion problem (also known as the maximum concurrent flow problem) [6, 36] arises in practical applications on telecommunications networks. The purpose of this problem is to compute the maximum concurrent flow (or throughput) that can be transported through a network. Equivalently, it can be seen as the problem of finding, in an infeasible multicommodity flows network, the minimum of the maximum relative increments in arc capacities, for each arc of the network, that makes the problem feasible, i.e., all multicommodity flows can be sent from sources to destinations. The formulation used here is described in [15] . The infeasible multicommodity instances were generated from the oriented Mnetgen ones by increasing supplies and demands by a factor of two.
Minimum-distance controlled tabular adjustment (CTA for short) is a technique for the protection of statistical tabular data [13, 14, 17] . This is a major concern for National Statistical Institutes, which must guarantee that individual information cannot be disclosed from released data. For some classes of tables (three-dimensional tables) and using the Euclidean distance, this problem can be formulated as a quadratic multicommodity flow problem with saturated linking constraints [13, 16] . If the L 1 distance is used, the formulation no longer corresponds to a multicommodity flow problem, but it exhibits a block-angular structure. Several formulations for this problem are reported in [17] . In this work we considered some of the instances derived from the most efficient observed formulation of the L 1 -CTA problem. Table 2 summarizes the dimensions of these instances: number of blocks k; number of constraints and variables for each block, m ′ and n ′ , respectively; number of linking constraints l; and overall number of constraints and variables of the resulting problem, m and n respectively. For minimum congestion instances columns m ′ and n ′ show the overall number of constraints and variables for all the diagonal blocks, since not all the blocks have the same dimension, i.e., m
Effect of regularizations on the splitting preconditioner
As stated in Subsection 2.3, the power series preconditioner is improved by considering a quadratic regularization term in the barrier problem. However, this quadratic term may complicate the computation of the basicnonbasic partition of the constraints matrix needed by the splitting preconditioner, which was developed for linear problems. The straightforward approach would be to inactivate the regularization term when switching to the splitting preconditioner. Instead, some numerical experiments were carried out to evaluate the impact of different regularization parameters in the performance of the splitting preconditioner. The regularization Q matrix of (12) is computed as
where t ∈ Z + is the number of interior-point iterations, µ 0 ∈ R is the value of the barrier parameter at the first interior-point iteration, and δ ∈ R is a parameter to be provided by the user for initializing the regularization matrix Q. The value δ = 10 −6 was always fixed for the power series preconditioner, and different values δ ∈ {10 −2 , 10 −4 , 10 −6 , 0} were considered for the splitting preconditioner. When δ = 0, the standard non-regularized algorithm is being used.
Results are illustrated in Table 3 . For each δ, columns PCG and CPU report the number of PCG iterations and CPU time required by the hybrid approach, but only for the interior point iterations after the switch from the power series to the splitting preconditioner. Information is only reported for the subset of the instances where the switch to the splitting preconditioner is performed (as it will be shown later in Table 4 ). From Table 3 it is clear that the different regularization parameters affect the PCG and CPU time required by the splitting preconditioner. Note that in some cases (e.g., Tripart3) executions with a smaller number of PCG iterations provide larger CPU times; this may be due, first, to inaccuracies of the operating system timing routines, and second, to different sparsity patterns of the LU factorization of the splitting preconditioner. There is no regularization parameter providing the best performance for all problems. For multicommodity flow instances, the best results, in number of PCG iterations, were obtained with δ = 10 −2 (oriented problems) and δ = 10
(nonoriented instances). The value δ = 10 −4 also guaranteed the best results for the CTA instances. However, the hybrid approach failed for the M128-64-12 minimum congestion instance when δ = 10 −2 and δ = 10 −4 . As expected, in general, the small regularization parameters, i.e., δ = 10 −6 and δ = 0, performed well for most instances and reported the maximum number of best executions. The value δ = 10 −6 will be used for the computational results of next subsection.
Computational results
We compared the original version of the BlockIP code (power series preconditioner followed by Cholesky factorization if ill-conditioning is found) against the new version implementing the hybrid approach (power series followed by splitting preconditioner). The original version of BlockIP was considered with two switching criteria: original ((gap i < 0.5) and (gap i > 1.05gap i−1 )) and the new criterion (described in Subsection 3.2). Table 4 shows the computational results obtained.
Columns "original", "original-new switch" and "hybrid" of Table 4 correspond to these three executions, respectively. For each test problem, columns "Iter", "CPU" and "PCG" provide, respectively, the number of interior-point iterations, the CPU time in seconds and the number of PCG iterations. The numbers in brackets of columns "Iter" show the interior-point iteration at which the switch between linear solvers is performed (from power series preconditioner to Cholesky in the "original" and "original-new switch" columns, and from power series to splitting preconditioner in the "hybrid" columns). All runs were carried out on a Fujitsu Primergy RX300 server with 3.33 GHz Intel Xeon X5680 CPUs (24 cores) and 144 GB of RAM, under a GNU/Linux operating system (Suse 11.4), without exploitation of parallelism capabilities. The fastest executions are marked in boldface.
For the oriented multicommodity Mnetgen instances M32-32-12, M64-64-12 and M128-64-12 the new switch criterion significantly reduced the number of interior-point iterations performed. This is because the switch to the Cholesky Factorization (original-new switch) or to PCG with splitting preconditioner (hybrid) was performed very soon, avoiding some expensive iterations with the power series preconditioner. For PDS and Tripart there is no significant difference in the number of interior-point iterations among the three approaches. For Mnetgen and PDS (but PDS-10) instances the "hybrid" approach reduced the CPU time. In Tripart problems "original-new switch" produced the best results.
Similar results are obtained for nonoriented multicommodity flow problems. All the runs with the "original" approach switched from the power series preconditioner to the Cholesky factorization. We observed that normal equations are nearly singular when the switch is performed; directions computed by the Cholesky factorizations are inaccurate, thus requiring a large number of interior-point iterations to converge. Since in the "original-new switch"and "hybrid" approaches the switch is done earlier, better directions were obtained, reducing the number of interior-point iterations. The CPU time is significantly smaller with the "hybrid" version.
For CTA problems, "original-new switch" reported the best results for some instances. However, the "original" or "original-new switch" versions reached the maximum number of iterations for instances CTAL1-30-30-30, CTAL1-50-50-50, CTAL1-100-100-10 and CTAL1-100-100-50, without a solution with the required optimality tolerance. For these instances, when gap i < 10 −5 system (10) became very ill-conditioned and PCG reported a large residual error. Inaccurate directions were also obtained after switching to the Cholesky factorization. On the other hand, the "hybrid" approach converged to a solution in few iterations. Although "hybrid" reports larger CPU times than "original-new switch" for some instances, it is more robust since it found the optimal solution in all the runs performed.
For CTAL1-500-500-50 and the minimum congestion instances M32-32-12 and M64-64-12 the switching criterion was never satisfied, since the power series preconditioner behaved well for all the interior-point iterations. In some instances (e.g., CTAL1-10-10-5 and minimum congestion M128-128-12) the "original" and "original-new switch" approaches switched to Cholesky, but the "hybrid" approach did no switch to the splitting preconditioner. This is because the tighter PCG termination criterion of the hybrid approach, which is used when there is no switch between preconditioners and gap gets worse, allowed the power series preconditioner to reach the optimal solution.
Conclusions
We have provided computational evidence that the hybrid approach combined with a new switch criterion significantly improved the performance of the specialized interior-point algorithm for some classes of primal blockangular problems. An estimate for the spectral radius of the matrix D −1 (C T B −1 C) was computed by using the Ritz values. This resulted in a criterion to switch between preconditioners that worked fine in the tested instances.
Improving the efficiency of the PCG by an adaptive selection of the number of terms h in the power series preconditioner is among the future tasks to be done. This could be done by using the Ritz values to measure the efficiency of the preconditioner at each interior-point iteration. The performance of the specialized algorithm would be improved if the optimal term h * could be identified at each iteration.
