Pure matrix states on operator systems  by Farenick, Douglas R.
Linear Algebra and its Applications 393 (2004) 149–173
www.elsevier.com/locate/laa
Pure matrix states on operator systems
Douglas R. Farenick
Department of Mathematics and Statistics, University of Regina, Regina,
Saskatchewan, Canada S4S 0A2
Received 17 September 2003; accepted 23 June 2004
Submitted by M. Tsatsomeros
Dedicated to Chandler Davis
Abstract
An operator system is a complex matricially ordered vector space that is completely order
isomorphic to a unital selfadjoint subspace of a unital C∗-algebra. A matrix state on an oper-
ator system V is a unital completely positive linear map of V into a full matrix algebra. Pure
matrix states are studied, and a new and somewhat simplified proof of a Krein–Milman-type
theorem of Webster and Winkler is given. If V is 3-dimensional, then the matrix state space
of V is matrix-affinely homeomorphic to the matricial range of some Hilbert space operator.
With the aid of this representation, pure matrix states on 3-dimensional operator systems are
examined––and in some cases completely determined.
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for all m, n ∈ Z+ and all complex m× n matrices γ . Here, Mk(V )+ denotes the
distinguished positive cone of the partially ordered space Mk(V ) and γ ∗νγ , for any
ν ∈ Mm(V ) and complex m× n matrix γ , is the n× n matrix over V that results
from formal matrix multiplication. If, further, the partial order on each Mn(V ) is
Archimedean, then V is said to be an operator system.
Operator systems have a key role in functional analysis, but many issues con-
cerning these vector spaces are entirely linear-algebraic in nature. The purpose of
the present paper is to examine one such linear-algebraic aspect of the theory of
operator systems. Specifically, the focus will be on certain positive-preserving linear
maps called matrix states. Among all matrix states of an operator system, those that
are pure play a special role: it is shown in Theorem 2.3 that pure matrix states are
the building blocks of arbitrary matrix-valued completely positive linear maps on
operator systems. Pure matrix states also arise as extremal elements with respect
to a form of non-commutative convexity and thus have an important role in operator
convexity [6,18,19]. However, very little is known about the structure or properties of
pure matrix states. The aim of this paper is to provide some specific new information
concerning pure matrix states; this is achieved, in part, by considering the case of
3-dimensional operator systems.
Main questions
(1) How does one identify or construct pure matrix states on operator systems?
(2) What useful or characteristic properties do pure matrix states on operator sys-
tems exhibit?
Such questions as these are in fact quite subtle. For example, it is a non-trivial
task to decide whether the identity map on an operator system V ⊆ Mn(C) is pure.
(See Corollary 4.4.)
In the case where V is a unital C∗-algebra, there is a useful criterion by which one
can answer the first question. This criterion embraces the order, linear, and multipli-
cative features of the algebra: specifically, by way of the Stinespring decomposition
[5,13,17], a matrix state ϕ on a unital C∗-algebra A is pure if and only if ϕ can be
realised as the compression of some irreducible representation of A [1, Corollary
1.4.3].
If, however, an operator system V is not already a unital C∗-algebra, then there is
only information about the order and linear structure available––to wit, there is no
analogue of the Stinepsring decomposition of completely positive linear maps if the
domain is a vector space instead of an algebra. Thus, the problem of characterising
pure matrix states is really one of linear algebra rather than operator algebra. To date,
however, no tractable criterion is known to aid us with even simple operator systems
such as the 3-dimensional systems to be studied herein. The fact remains that our
general understanding of pure completely positive linear maps on operator systems
is quite limited.
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1. Operator systems and matrix states
The fundamental results concerning operator systems were established by Choi
and Effros in [3]. The recent monographs of Effros and Ruan [5] and Paulsen [13]
provide excellent accounts of the theory. A brief summary of the facts pertinent to
the present paper is given below.
1.1. Operator systems
A complex vector space V is involutive if there is a bijective conjugate-linear
map ν → ν∗ on V such that ν∗∗ = ν for every ν ∈ V . The set Vsa = {ν : ν∗ = ν} of
selfadjoint elements is a real vector space whose complex span is V , and any cone
V + ⊆ Vsa induces a partial order whereby ν1  ν2, for ν1, ν2 ∈ Vsa, if ν2 − ν1 ∈
V +. In particular, ν  0 if and only if ν ∈ V +. A complex involutive vector space
V with a distinguished positive cone V + is said to be partially ordered. An order
unit in a partially ordered vector space V is a distinguished element e ∈ V + such
that for every ν ∈ Vsa there is a positive real number t for which −te  ν  te. The
cone V + is Archimedean if the only elements ν ∈ Vsa that satisfy (−t)e  ν for all
positive real numbers t are ν ∈ V +.
A complex vector space V is a matricially ordered space if Mn(V ) is a partially
ordered vector space for every n ∈ Z+, and γ ∗Mm(V )γ ⊆ Mn(V ), for allm, n ∈ Z+
and all m× n complex matrices γ . If V is matricially ordered, if V + is a proper cone,
and if each Mn(V )+ has the Archimedean property, then V is said to be an operator
system.
If V and W are operator systems, then a linear transformation ϕ : V → W
induces a linear transformation ϕn : Mn(V )→ Mn(W) defined by
ϕn
([νij ]i,j ) = [ϕ(νij )]i,j .
If ϕn(Mn(V )+) ⊆ Mn(W)+ for every n ∈ Z+, then ϕ is a completely positive linear
map. A completely positive linear map ϕ : V → W is a morphism if ϕ(e) is the
order unit of W , where e is the order unit of V . Two operator systems V and W are
completely order isomorphic if there is a bijective linear map ϕ : V → W for which
both ϕ and ϕ−1 are morphisms.
If A is a C∗-algebra with identity 1, then A is an operator system, where the
order unit in each Mn(A)+ = {ν ∈ Mn(A) : ν = µ∗µ for some µ ∈ Mn(A)} is the
identity matrix of Mn(A). More generally, if V is a subspace of a unital C∗-alge-
bra such that 1 ∈ V and ν ∈ V only if ν∗ ∈ V , and if one defines Mn(V )+ to be
Mn(V ) ∩Mn(A)+, then V is an operator system. Thus, selfadjoint unital subspaces
of unital C∗-algebras provide a rich assortment of examples of operator systems. A
fundamental theorem of Choi and Effros [3] shows that these examples exhaust all
possible operator systems.
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Theorem 1.1 (Choi–Effros). Every operator system is completely order isomorphic
to a selfadjoint unital subspace of a unital C∗-algebra.
1.2. Matrix states
Consider the set CPk(V ) of all completely positive linear maps ψ : V → Mk ,
where V is an operator system with order unit e and Mk is the operator system
(and C∗-algebra) of k × k complex matrices. A matrix state on V is a morphism
ϕ ∈ CPk(V ); in other words, a matrix state is a unital completely positive linear
map ϕ : V → Mk for which ϕ(e) = 1 ∈ Mk (the k × k identity matrix). For every
k ∈ Z+, let Sk(V ) denote the set of matrix states ϕ : V → Mk . The sequence
S(V ) = (Sk(V ))k∈Z+
is called the matrix state space of V . The elements of S1(V ) are simply called states
on V , in keeping with the classical theory of ordered vector spaces.
The standard norm-topology on an operator system V (that is, on all matrix spaces
Mk(V )) is defined via
‖µ‖ = inf
{
t ∈ R+ :
[
tek µ
µ∗ tek
]
∈ M2k(V )+
}
, for µ ∈ Mk(V ), (1)
where ek denotes the order unit of Mk(V ). Note that in the case of the operator
system Mn of complex n× n matrices, the norm of µ ∈ Mn as defined in Eq. (1) is
precisely the norm of µ that one obtains by identifying Mn with the linear operators
acting on the Hilbert space Cn.
Relative to the topology (1), each element of CPk(V ) is (automatically) continu-
ous [13, Proposition 2.1]. Hence, the state space S1(V ) is a subset of the dual space
V ∗. If V ∗ is endowed with the weak∗-topology, then S1(V ) is compact. Likewise,
for every k ∈ Z+, Sk(V ) is compact and CPk(V ) is closed in Mk(V ∗) relative to the
topology of point-wise limits (called the BW-topology [1, pp. 146–147]).
If ψ ∈ CPm(V ) and γ is an m× k complex matrix (that is, γ is a linear trans-
formation Ck → Cm), then the map γ ∗ψγ : V → Mk whose action on V is defined
by
s −→ γ ∗ψ(s)γ ∈ Mk, for all s ∈ V
is a completely positive linear map. In particular, if ϕ1, . . . , ϕ are matrix states ϕj :
V → Mkj and if γ1, . . . , γ are kj × k matrices such that
∑
j γ
∗
j γj = 1 ∈ Mk , then∑
j γ
∗
j ϕjγj is a matrix state V → Mk .
Proposition 1.2 [5, Lemma 5.1.6]. CPk(V ) = {δ∗ϕδ : δ ∈ Mk, ϕ ∈ Sk(V )}.
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2. Pure matrix states; Generators of completely positive linear maps
Recall that a theorem [14, Chapter 13] of Choquet states that if C is a locally
compact proper convex cone in a topological vector space Y , then C is the closure of
the convex hull of its extremal rays, where R ⊆ C is an extremal ray of C if R is an
open half-line that contains the line segment {ty1 + (1 − t)y2 : t ∈ [0, 1]} whenever
y1, y2 ∈ R.
Because CPk(V ) is a proper, locally BW-compact convex cone in the Banach
space CBk(V ) of completely bounded linear maps V → Mk , Choquet’s theorem
states that CPk(V ) is completely determined by its extremal rays. The extremal
rays of CPk(V ) are, in turn, determined by pure completely positive linear maps,
as explained below.
If ψ, ϑ ∈ CPk(V ), then the notation ϑ cp ψ denotes that ψ − ϑ ∈ CPk(V ). A
non-zero element ψ ∈ CPk(V ) is said to be pure if for every ϑ ∈ CPk(V ) satisfying
ϑ cp ψ there is a t ∈ [0, 1] ⊂ R such that ϑ = tψ . It is straightforward to verify
that ψ ∈ CPk(V ) is pure if and only if u∗ψu is pure, for every unitary u ∈ Mk .
By [14, Chapter 13], the extremal rays of CPk(V ) are precisely all open half-lines
of the form
Rψ = {tψ : t ∈ R+},
where ψ ∈ CPk(V ) is a pure completely positive linear map. Hence, Choquet’s theo-
rem and the characterisation above of the extremal rays of CPk(V ) provide the major
motivation for studying pure completely positive linear maps.
Theorem 2.1. For any operator system V, every completely positive linear map ϑ :
V → Mk is a point-wise limit of a net {ϕλ}λ∈ of convex combinations of pure com-
pletely positive linear maps. That is, for each λ ∈  there are pure ψ(λ)1 , . . . , ψ(λ)λq ∈
CPk(V ) and positive real numbers t (λ)1 , . . . , t
(λ)
λq
such that
(a) t
(λ)
1 + · · · + t (λ)λq = 1,
(b) limλ ‖ϑ(s)− ϕλ(s)‖ = 0, for all s ∈ V,where t (λ)1 ψ(λ)1 + · · · + t (λ)λs ψ
(λ)
λq
= ϕλ ∈
CPk(V ).
Theorem 2.1, as stated above, is a direct consequence of Choquet’s theorem [14]
and the definition of the BW-topology.
The next result shows that pure elements ψ ∈ CPk(V ) are determined by pure
matrix states. However, the requirement that a matrix state map the order unit e of V
to the identity of some matrix algebra Mm forces one, in general, to use pure matrix
states ϕ : V → Mm in which m could be different from k. The link between Mk and
Mm is achieved via a linear map Ck → Cm.
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The commutant of a subset X ⊆ Mk is the set X′ of z ∈ Mk for which zx = xz
for all x ∈ X.
Theorem 2.2. If ψ ∈ CPk(V ) is pure, then there exist m ∈ Z+, ϕ ∈ Sm(V ), and a
linear map γ : Ck → Cm such that
(a) m  k,
(b) ϕ is pure, and
(c) ψ = γ ∗ϕγ.
Proof. Let b = ψ(e), which is a positive element of Mk . Let m be the dimension
of the range of b. Thus, m  k and Ck admits an orthogonal direct sum decomposi-
tion Ck = ran b ⊕ ker b. Let p ∈ Mk be the projection (hermitian idempotent) with
ranp = ran b.
Claim. p ∈ ψ(V )′. To verify this, it is enough to show that pψ(h) = ψ(h)p for
every positive h ∈ V , since V is the linear span of its positive cone V +. To this
end, let h ∈ V +. Because e is the order unit of V , there is some t ∈ R+ such that
h  te. Hence, ψ(h)  tψ(e) = tb and, therefore, kerψ(h) ⊆ ker b. Consequently,
ranψ(h) ⊆ ran b = ranp, which is to say that the action of ψ(h) on ranp leaves
ranp invariant. Because ψ(h) is hermitian, kerp is ψ(h)-invariant as well. Thus,
pψ(h) = ψ(h)p.
The argument in the preceding paragraph also demonstrates that ψ(e) = 0, be-
cause ψ = 0 and e is the order unit of V . Thus, m > 0. Therefore, now let w :
Cm → Ck be any isometry for which ranw = ran b, and note that p = ww∗ ∈ Mk
and 1 = w∗w ∈ Mm.
With respect to Ck = ran b ⊕ ker b, b has the form b = g ⊕ 0, where g : ran b →
ran b is hermitian with strictly positive eigenvalues. Let b1/2+ , b
−1/2
+ ∈ M+k be defined
by
b
1/2
+ = g1/2 ⊕ 0, b−1/2+ = g−1/2 ⊕ 0.
Then, p commutes with both b1/2+ and b
−1/2
+ , and
b
−1/2
+ ψ(e)b
−1/2
+ = b−1/2+ bb−1/2+ = p.
Because p ∈ ψ(V )′,
ψ = pψp + (1 − p)ψ(1 − p).
For any projection q ∈ Mk , the map ϑ : V → Mk defined by ϑ(s) = qϕ(s)q is com-
pletely positive. Thus,
pψp cp pψp + (1 − p)ψ(1 − p) = ψ.
But ψ is pure in CPk(V ); hence, there is a t ∈ [0, 1] such that pψp = tψ . Evaluation
at the order unit e ∈ V leads to pbp = tb. As b is non-zero, the only possible value
for t is t = 1. Hence,
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pψp = ψ.
Now let ϕ : V → Mm be given by
ϕ = w∗b−1/2+ ψb−1/2+ w,
which is linear and completely positive. Moreover,
ϕ(e) = w∗b−1/2+ ψ(e)b−1/2+ w = w∗pw = w∗(ww∗)w = 1 ∈ Mm.
Thus, ϕ is a matrix state. If γ : Ck → Cm is the linear map γ = w∗b1/2+ , then
γ ∗ϕγ = b1/2+ wϕw∗b1/2+ =b1/2+ w(w∗b−1/2+ ψb−1/2+ w)w∗b1/2+
=ww∗ψww∗ = pψp = ψ.
All that remains, therefore, is to show that ϕ is pure.
Let ϑ ∈ CPm(V ) and suppose that ϑ cp ϕ. Then,
wϑw∗ cp wϕw∗ = pb−1/2+ ψb−1/2+ p = b−1/2+ pψpb−1/2+ = b−1/2+ ψb−1/2+ .
Hence, b1/2+ wϑw∗b
1/2
+ cp ψ . Using that ψ is pure, we have b
1/2
+ wϑw∗b
1/2
+ = tψ ,
for some t ∈ [0, 1]. Thus, wϑw∗ = tb−1/2+ ψb−1/2+ and, hence,
ϑ = w∗(wϑw∗)w = tw∗(b−1/2+ ψb−1/2+ )w = tϕ.
Therefore, ϕ is a pure matrix state. 
Combining Theorems 2.1 and 2.2 leads to the following result, showing that pure
matrix states on V generate all completely positive linear maps of V into matrix
algebras.
As for notation, let
Pk(V ) = {ϕ ∈ Sk(V ) : ϕ is pure}, P(V ) =
⋃
k∈Z+
Pk(V ).
It can happen that, for a given k, Pk(V ) is empty. However, P(V ) is always
non-empty.
Theorem 2.3. For each k ∈ Z+, the set of completely positive linear maps ϕ : V →
Mk of the form
ϕ =
∑
j=1
γ ∗j ϕj γj , (2)
where
(i) ϕj ∈ P(V ), for every 1  j  ,
(ii) γj is a kj × k matrix and kj  k, for all 1  j  ,
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is dense in CPk(V ). If, in addition, we ask that the matrices γj satisfy
(iii) ∑j γ ∗j γj = 1,
then the set of matrix states arising from Eq. (2) is dense in Sk(V ).
It is worth noting that Theorem 2.3 above, which is certainly in the realm of
non-commutative functional analysis, has been obtained here with straightforward
classical methods (Choquet’s theorem and elementary linear algebra).
3. Matrix convexity and the Webster–Winkler Theorem
Assume that Y is a complex vector space. A sequence C = (Ck)k∈Z+ is matrix
convex [19] in Y if (i) Ck ⊆ Mk(Y ) for all k and (ii)
∑
j=1
γ ∗j yj γj ∈ Ck,
for all yj ∈ Ckj and all kj × k complex matrices γj for which
∑
j=1
γ ∗j γj = 1 ∈ Mk.
Here, the matrices γj play the role of convex coefficients. An element y ∈ Ck is a
matrix extreme point of the matrix convex set (sequence) C if the equation
y =
∑
j=1
γ ∗j yj γj ,
where yj ∈ Ckj and γ1 . . . , γ are right-invertible kj × k complex matrices with∑
j γ
∗
j γj = 1, holds only if k1 = · · · = k = k and there are unitaries u1, . . . , u ∈
Mk for which yj = u∗j yuj , for all j .
Observe that y ∈ Ck is a matrix extreme point of the matrix convex set C if and
only if u∗yku is a matrix extreme point of C for every unitary u ∈ Mk .
Assume that C = (Ck)k∈Z+ is a matrix convex set in a vector space Y . IfGk ⊆ Ck
and G = (Gk)k∈Z+ , then the matrix convex hull of G is the sequenceL = (Lk)k∈Z+
of sets Lk ⊆ Ck of elements µ that have the form
µ =
∑
j=1
γ ∗j νj γj ,
where  ∈ Z+, νj ∈ Gkj , γkj : Ck → Ckj , and
∑
j γ
∗
j γj = 1.
If Y is a topological vector space, then a sequence C = (Ck)k∈Z+ of subsets Ck ⊂
Mk(Y ) is said to be compact if Ck is compact in Mk(Y ) for every k ∈ Z+.
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3.1. Example: The closed unit ball
The closed unit ball in C is the sequence B = (Bk)k∈Z+ , where
Bk = {λ ∈ Mk : λ∗λ  1}.
The closed unit ball B is a compact matrix convex set and the matrix extreme points
of B is the set T of complex numbers of modulus 1. To see why this is so, select
any element λ ∈ Bk . As λ∗λ  1, λ is a convex combination of unitaries. However,
by the spectral theorem, the “diagonal form” of a unitary u ∈ Mk is a matrix convex
combination of elements of T: that is, there exist ζ1, . . . , ζk ∈ T ⊂ B1 (eigenvalues,
possibly non-distinct) and 1 × k matrices γ1, . . . , γk (normalised eigenvectors) such
that
k∑
j=1
γ ∗j γj = 1 and u =
k∑
j=1
ζj γ
∗
j γj =
k∑
j=1
γ ∗j (ζj )γj .
As each γj is certainly surjective, neither a unitary nor a convex combination of m
unitaries in Mk can be a matrix extreme point of B if k > 1. Thus, T ⊂ B1 must con-
tain all the matrix extreme points of B. Conversely, because T is the set of extreme
points of the closed unit disc B1 ⊂ C, a standard easy argument shows that every
ζ ∈ T is a matrix extreme point of B.
These arguments also show that the closed unit ball B = (Bk)k∈Z+ in C is the
matrix convex hull of the unit circle T.
3.2. Example: The matricial range
The matricial range [2,7] of s ∈ V is the sequence W(s) = (Wk(s))k∈Z+ given by
Wk(s) = {ϕ(s) : ϕ ∈ Sk(V )}.
Observe that W1(s) is the numerical range of s. The matricial range is a compact
matrix convex set.
Except in quite special cases, it is very difficult to determine the matrix extreme
points of matricial ranges. However, Morenz [12] has proved that the matricial range
W(s) of any s ∈ V , for any operator system V , is the closure of the matrix convex
hull of the matrix extreme points of W(s).
3.3. Example: The matrix state space
The matrix state space S(V ) of an operator system V is another example of a
compact (relative to the BW-topology) matrix convex set. The matrix extreme points
of S(V ) are precisely the pure matrix states.
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Theorem 3.1 [8]. If V is an operator system, then a matrix state ϕ on V is a matrix
extreme point of S(V ) if and only if ϕ is pure.
3.4. The Webster–Winkler Theorem
Interest in compact matrix convex sets led, naturally enough, to questions about
matrix extreme points and possible analogues of the Krein–Milman theorem. The
following theorem of Webster and Winkler, dating from 1999, represents a very sig-
nificant advance in the theory of non-commutative convexity.
Theorem 3.2 [18]. If C = (Ck)k∈Z+ is a compact matrix convex set in a locally
convex topological vector space, then C is the closure of the matrix convex hull of
the matrix extreme points of C.
Proof. In [18, Proposition 3.5] Webster and Winkler demonstrate that all compact
matrix convex sets can be represented (in a manner that preserves the operator con-
vex structure) by the matrix state space of an operator system. Thus, S(V ) is the
universal example of a compact matrix convex set, and it is sufficient to prove the
Krein–Milman-type theorem in the context of S(V ). Theorem 3.1 asserts that the set
of matrix extreme points of S(V ) coincides with the set P(V ) of pure matrix states
on V , and Theorem 2.1 states that the BW-closure of the matrix convex hull ofP(V )
is S(V ). 
The original proof of Theorem 3.2 by Webster and Winkler made use of a matri-
cial separation theorem of Effros and Winkler [6], which is a non-trivial result in
non-commutative functional analysis. The virtue of the proof above is that the
convexity part of the proof is based upon classical methods (Choquet’s theorem
and linear algebra), whereas it is only the representation part of the proof herein
that requires the methods ([18, Proposition 3.5] and [8]) of non-commutative analy-
sis.
Webster and Winkler also proved an analogue of the converse to the Krein–Mil-
man theorem. But there is a slightly unsatisfactory twist to this converse, owing to
a pathology exhibited by pure matrix states on operator systems that is not present
for pure matrix states on C∗-algebras. This pathology and its impact on the Webster–
Winkler theorem are explained in the final section of this paper.
4. Examples of pure matrix states I: Via the boundary theorem
A basic necessary condition for a matrix state ϕ on an operator system to be pure
is that the only projections commuting with the range of ϕ are 0 and 1.
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Proposition 4.1. If ϕ : V → Mk is a pure matrix state on an operator system V,
then dim
(
ϕ(V )′
) = 1.
Proof. The range of ϕ is a subspace of Mk that is closed under the involution ∗.
Consequently, the commutant ϕ(V )′ is a unital ∗-subalgebra of Mk and is, therefore,
the linear span of its projections. Choose any non-zero projection p ∈ ϕ(V )′. Thus,
ϕ = pϕp + (1 − p)ϕ(1 − p),
and so pϕp cp ϕ. Because ϕ is pure, there is a t ∈ [0, 1] such that pϕp = tϕ. Eval-
uation at e ∈ V leads to p = t1, which implies t = 0. Thus, p and 1 are non-zero
projections of equal rank; therefore, p = 1. Hence, the linear span of the projections
in V ′ is {α1 : α ∈ C}. 
The previous proposition concerns the commutant of the range of a pure matrix
state. The next result, Theorem 4.3, assumes that the operator system in question
consists of matrices and has a 1-dimensional commutant. However, the proofs of
both statements in Theorem 4.3 require a specific form the “boundary theorem” [2,
Theorem 2.1.1], which is a substantive result of Arveson from the theory of operator
algebras. In this regard, then, Theorem 4.3 is a non-trivial assertion about pure matrix
states on operator systems of matrices.
Theorem 4.2 (Boundary Theorem). Assume that V is an operator system in Mn and
that dimV ′ = 1. If  is a matrix state on Mn for which (s) = s, for all s ∈ V, then
(a) = a for all a ∈ Mn.
Theorem 4.3. Assume that V is an operator system in Mn and that dimV ′ = 1.
(1) If ϕ : V → Mk is a pure matrix state on V, then k  n and there is an isometry
v : Ck → Cn such that ϕ(s) = v∗sv, for all s ∈ V.
(2) A matrix state ϕ on V with values in Mn is pure if and only if there is a unitary
u ∈ Mn such that ϕ(s) = u∗su, for all s ∈ V.
Proof. To prove (1), we use the fact [8, Theorem B] (whose proof uses the boundary
theorem) that there is a pure matrix state  : Mn → Mk such that (s) = ϕ(s) for
all s ∈ V . Because pure matrix states on C∗-algebras arise as compressions of irre-
ducible representations of the algebra, and because every irreducible representation
of Mn is unitarily equivalent to the identity representation, we have that ϕ is also as
compression of the identity map; that is, there is an isometry v : Ck → Cn such that
ϕ(s) = v∗sv, for all s ∈ V . Necessarily, k = rank v  n.
To prove (2), first note that (1) shows that if ϕ : V → Mn is a pure matrix state on
V , then there is an isometry (a unitary in this case) u ∈ Mn such that ϕ(s) = u∗su,
for all s ∈ V . Thus, it remains to show that every unitary implements a pure matrix
state on V .
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Let u ∈ Mn be unitary and consider the matrix state ϕ on V defined by ϕ(s) =
u∗su, for s ∈ V . Suppose that ψ ∈ CPn(V ) is such that ψ cp ϕ; this is to say that
there is a ϑ ∈ CPn(V ) for which ϕ = ψ + ϑ . Each of ψ and ϑ extend to com-
pletely positive linear maps  and , respectively, on Mn (by Arveson’s extension
theorem [1]); hence, + is a matrix state on Mn. Therefore, by [17], there are
γ1, . . . , γm ∈ Mn such that ∑j γ ∗j γj = 1 and (+)[a] =∑j γ ∗j aγj , for all a ∈
Mn. Hence,
s =
m∑
j=1
ω∗j sωj , for all s ∈ V, (3)
where ωj = γju, for all j . Eq. (3) is a representation of the (completely positive)
identity map ι on V . Because the commutant of V is 1-dimensional, Theorem 4.2
(the boundary theorem) asserts that the identity map ι on V has a unique completely
positive linear extension to Mn. Eq. (3) shows that u(+)u∗ is one completely
positive extension of the identity ι on V to Mn, and so we have, by uniqueness of the
extension, that
a =
m∑
j=1
ω∗j aωj , for all a ∈ Mn. (4)
If j ∈ CPn(Mn) is defined by j (a) = ω∗j aωj , for a ∈ Mn, then Eq. (4) yields
j cp I, for each 1  j  m,
where I : Mn → Mn is the identity map I (a) = a, for a ∈ Mn. But the identity map
I is a pure matrix state on Mn, by [1, Corollary 1.4.3], and so there exist tj ∈ (0, 1] ⊂
R such that j = tj I for all j . That is,
(γju)
∗a(γju) = tj a, for all a ∈ Mn. (5)
At a = 1 ∈ Mn, Eq. (5) above shows that t−1/2j (γju) is unitary; hence, for each j ,
t
−1/2
j (γju) ∈ V ′ = {α1 : α ∈ C}.
Thus, there exist rj ∈ C such that γj = rju∗ for each j . Evidently, each rj  0 and
so if
t =
m∑
j=1
rj tj ,
then ψ = tϕ, which proves that ϕ is pure. 
Corollary 4.4. If V ⊆ Mn is an operator system such that dimV ′ = 1, then the
identity map ι(s) = s, s ∈ V, is a pure matrix state on V.
In light of Theorem 4.3 above, some basic (but generally unanswered) questions
arise if one wishes to study matrix states on operator systems of matrices.
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Questions. Assume that V ⊆ Mn is an operator system such that dimV ′ = 1.
(1) If k < n, then which isometries v : Ck → Cn lead to pure matrix states s →
v∗sv on V ?
(2) Given some k < n, does there exist even a single pure matrix state ϕ : V → Mk?
Some partial answers are provided for each of these questions by examining oper-
ator systems of dimension 3.
5. Examples of pure matrix states II: 3-Dimensional operator systems
If V is a 3-dimensional operator system, then it has a basis in a particularly useful
form. To arrive at this form, note that because the selfadjoint elements span V and
because the order unit e is selfadjoint, there is a basis of V of the form {e, ν1, ν2},
where ν1 and ν2 are selfadjoint. If we let ν = ν1 + iν2, then
V = SpanC{e, ν, ν∗},
and so {e, ν, ν∗} is a basis of V . Any matrix state ϕ has the property that ϕ(e) = 1
and ϕ(s∗) = ϕ(s)∗, and so matrix states on V are completely determined by their
values on the “generator” ν ∈ V .
Through the use of a matrix-affine homeomorphism, the matrix state space of a
3-dimensional operator system V with generator ν will be identified (in Theorem 5.1
below) with the matricial range W(ν) of ν.
If C and D are matrix convex sets in complex topological vector spaces Y and
Z respectively, then a matrix affine homeomorphism [18] between C and D is a
sequence = (k)k∈Z+ of continuous linear mapsk : Mk(Y )→ Mk(Z) such that
each k is a bijection between Ck and Dk , each −1k : Mk(Z)→ Mk(Y ) is contin-
uous, and
k

 m∑
j=1
γ ∗j yj γj

 =

 m∑
j=1
γ ∗j kj (yj )γj


for all yj ∈ Ckj and all kj × k complex matrices γj for which
∑m
j=1 γ ∗j γj = 1 ∈
Mk . Note that a matrix-affine homeomorphism between matrix convex sets C and D
admits a bijection between the matrix extreme points of C and those of D.
5.1. A representation theorem
Theorem 5.1. Let V = SpanC{e, ν, ν∗} be a 3-dimensional operator system with
order unit e.
162 D.R. Farenick / Linear Algebra and its Applications 393 (2004) 149–173
(1) There exists a sequence of matrix-affine maps k : Sk(V )→ Mk such that  =
(k)k∈Z+ is a matrix-affine homeomorphism between the matrix state space of
V and the matricial range of ν.
(2) A matrix state ϕ : V → Mk is pure if and only if ϕ(ν) is a matrix extreme point
of the matricial range of W(ν).
Proof. Fix k ∈ Z+ and define k : Sk(V )→ Mk by k(ϕ) = ϕ(ν), ϕ ∈ Sk(V ).
The range of k is plainly Wk(ν). Moreover, if ϕj ∈ Skj (V ), for 1  j  m, and if
γ1, . . . , γm are kj × k complex matrices for which ∑j γ ∗j γj = 1 ∈ Mk , then
k

 m∑
j=1
γ ∗j ϕjγj

=

 m∑
j=1
γ ∗j ϕj γj

 [ν]
=
m∑
j=1
γ ∗j ϕj (ν)γj
=
m∑
j=1
γ ∗j kj (ϕj )γj ∈ Wk(ν).
Thus, k is a matrix-affine map of Sk(V ) onto Wk(ν). Completely positive maps
ψ have the property that ψ(s∗) = ψ(s)∗, and so every matrix state ϕ ∈ Sk(V ) is
uniquely determined by its value of ν. Hence, each k is a matrix-affine bijection
between Sk(V ) and Wk(ν). Because Sk(V ) is a subset of the 3k2-dimensional vector
space Mk(V ∗), k and its inverse are continuous. This proves that  is a matrix-
affine homeomorphism between S(V ) and W(ν). Thus, a matrix state ϕ : V → Mk
is a matrix-extreme point of S(V ) if and only if k(ϕ) is a matrix extreme point of
Wk(ν). Theorem 3.1 asserts that the matrix extreme points of S(V ) are precisely the
pure matrix states on V , which completes the proof. 
5.2. Existence and non-existence of pure matrix states
Proposition 5.2. Assume that V = Span{1, z, z∗} is a 3-dimensional operator sys-
tem in a unital C∗-algebra and that z∗z  1 and T ⊆ σ(z), where σ(z) denotes the
spectrum of z. Then a matrix state ϕ : V → Mk is pure if and only if k = 1 and
|ϕ(z)| = 1.
Proof. By Theorem 5.1, it is enough to show that S(V ) is matrix-affinely homeo-
morphic to the closed unit ball B = (Bk)k∈Z+ .
The first assumption about z, namely that z∗z  1, implies that ‖ϕ(z)‖  1 for
every matrix state on V . Thus, Wk(z) ⊆ Bk , for all k ∈ Z+. The second assumption
on z, namely T ⊆ σ(z), implies that σ(z) ∩ ∂W1(z) = T, where ∂W1(z) is the topo-
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logical boundary of W1(z). By [1, Theorem 3.1.2], each ζ ∈ σ(z) ∩ ∂W1(z) has the
form ζ = 9(z), for some multiplicative state 9 on C∗(V ), the C∗-algebra generated
by V . Thus, T ⊆ W1(z). By passing to matrix-convex combinations of the elements
of T, every unitary u ∈ Mk is an element of Wk(z). Because the convex hull of the
unitary group in Mk is Bk , we have that Wk(z) = Bk for all k ∈ Z+. Theorem 5.1
asserts that the pure states on V take values on z that are matrix extreme points of
the closed unit ball B. But T is the set of matrix extreme points of B; hence, if ϕ is
a pure matrix state on V , then ϕ takes its values in C and ϕ(z) ∈ T.
Conversely, a linear function ϕ : V → C for which ϕ(z) ∈ T defines a positive
linear functional on V . Because ϕ(z) is a matrix extreme point of W(z), Theorem
5.1 shows that ϕ is pure. 
To counter the previous proposition, the following proposition is an “existence”
result, albeit indirect in that pure matrix states are not explicitly constructed.
Proposition 5.3. Let V = SpanC{1, z, z∗} ⊂ Mn, where n  2, be a 3-dimensional
operator system. Either of the following conditions is sufficient to imply that there
exists a pure matrix state on V with values in M2.
(1) |ψ(z)| < ‖z‖, for all ψ ∈ S1(V ).
(2) dimV ′ = 1.
Proof. To prove (1) by contradiction, assume that there are no pure matrix states
on V with values in M2. Note that, by compactness of S1(V ), there is a real num-
ber t ∈ (0, 1) such that |ψ(z)|  t‖z‖ < ‖z‖ for all ψ ∈ S1(V ). Let ξ ∈ Cn be a
unit vector such that ‖zξ‖ = ‖z‖ and let M = Span{ξ, zξ}. Choose any isometry
v : C2 → Cn such that the range of v is M, and let ϕ : V → M2 be the matrix state
ϕ(s) = v∗sv, for s ∈ V . If η ∈ C2 is the unit vector for which vη = ξ , then zξ ∈
M = ran v implies that ‖v∗zξ‖ = ‖zξ‖. Hence,
‖ϕ(z)‖  ‖z‖ = ‖zξ‖ = ‖zvη‖ = ‖v∗zvη‖ = ‖ϕ(z)η‖  ‖ϕ(z)‖
and so ϕ(z) = ‖z‖. On the other hand, Theorem 2.3 asserts that ϕ is approximated
by matrix states of the form
∑m
j=1 γ ∗j ϕj γj , where each ϕj is a pure matrix state with
values in M2 or M1, and where γ1, . . . , γm are kj × 2 matrices such that∑j γ ∗j γj =
1. But our assumption is that there are no pure matrix states on V with values in
M2. Thus, ϕj has values in M1 for all j , and so ‖ϕj (z)‖  t‖z‖ < ‖z‖ for each j .
However,∥∥∥∥∥∥
m∑
j=1
γ ∗j ϕj (z)γj
∥∥∥∥∥∥  maxj ‖ϕj (z)‖  t‖z‖ < ‖z‖,
which shows that ‖∑mj=1 γ ∗j ϕj (z)γj‖ cannot be arbitrarily close to ‖ϕ(z)‖ = ‖z‖.
Thus, it must be the case that V admits pure matrix states with values in M2.
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To prove (2), assume that the commutant V ′ is 1-dimensional. This means that if
ξ ∈ Cn is an eigenvector of z, then ξ is not an eigenvector of z∗ (for otherwise the
rank-1 projection with range Span{ξ} would be an element of V ′, in contradiction
to 1 being the only non-zero projection in V ′). If the hypothesis of (1) is satisfied,
then we are already done. Hence, suppose that there is a state ψ ∈ S1(V ) for which
|ψ(z)| = ‖z‖. Then |ψ(z∗)| = ‖z‖ also. By the Toeplitz–Hausdorff theorem,
W1(z) = {〈zξ, ξ〉 : ξ ∈ Cn, ‖ξ‖ = 1},
where 〈η, ω〉 denotes the inner product of η, ω ∈ Cn. Hence, there is a unit vector
ξ ∈ Cn such that
‖z‖ = |ψ(z)| = |〈zξ, ξ〉| = |〈z∗ξ, ξ〉| = |ψ(z∗)‖ = ‖z‖.
The equalities above are cases of equality in the Cauchy–Schwarz inequality, imply-
ing that {ξ , zξ} and {ξ, z∗ξ} are sets of linearly dependent vectors, in contradiction
to the fact that z and z∗ cannot have a common eigenvector (because dimV ′ = 1).
Hence, it must be that the hypothesis of (1) is satisfied, leading to the existence of a
pure matrix state on V with values in M2. 
5.3. 3-Dimensional shift systems
In what follows, the generator ν of a 3-dimensional operator system V =
SpanC{e, ν, ν∗} shall be assumed to have a representation as a unilateral shift opera-
tor.
If H is a separable Hilbert space of dimension n ∈ Z+ ∪ {∞} and if B(H) is the
C∗-algebra of operators acting on H , then an operator z ∈ B(H) is a unilateral shift
operator if there is an orthonormal basis O = {φm}m of H for which:
(1) zφk = φk+1, ∀k ∈ Z+, if n = ∞; or
(2) zφk = φk+1, for k = 1, . . . , n− 1, and zφn = 0, if n is finite.
A 3-dimensional operator system V is a shift system of order n ∈ Z+ ∪ {∞} if V
is completely order isomorphic to an operator system of the form SpanC{1, z, z∗},
where z is a unilateral shift operator acting on an n-dimensional Hilbert space H .
Standard results in linear algebra allow for the positive cones V + of 3-dimen-
sional shift systems V to be determined. In contrast, very little is known about the
cones Mn(V )
+ if n > 1.
Proposition 5.4. Let V = Span{1, z, z∗} ⊂ B(H) be a 3-dimensional operator sys-
tem generated by a unilateral shift operator z acting on an n-dimensional separable
Hilbert space, where n ∈ Z+ ∪ {∞}.
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(1) If n is finite, then V + = {α1 + βz+ βz∗ : α  0, β ∈ C and |β|  α2 sec(
π
n+1
)}
and a linear map ψ : V → C is completely positive if and only if
ψ(1)  0, ψ(z∗) = ψ(z), and |ψ(z)|  ψ(1) cos
(
π
n+1
)
.
(2) If n = ∞, then V + = {α + βz+ βz : α  0, β ∈ C, and |β|  α2 } and a lin-
ear map ψ : V → C is completely positive if and only if ψ(1)  0, ψ(z∗) =
ψ(z), and |ψ(z)|  ψ(1).
Proof. For statement (1), assume that n is finite. The spectrum of a selfadjoint ele-
ment s = α1 + βz+ βz∗ ∈ V is a translation by α of the spectrum of βz+ βz∗.
For every µ ∈ R, the operator eiµz+ e−iµz∗ is unitarily equivalent to z+ z∗, and so
σ(α + βz+ βz∗) is {α + |β|λ : λ ∈ σ(z+ z∗)}. The eigenvalues of z+ z∗ are well
known [11] to be 2 cos( kπ
n+1 ), 1  k  n. Hence,
σ(α1 + βz+ βz∗) =
{
α + 2|β| cos
(
kπ
n+ 1
)
: 1  k  n
}
.
For any α ∈ R, the least eigenvalue of α1 + βz+ βz∗ is α − 2|β| cos( π
n+1 ), and
so α1 + βz+ βz∗ ∈ V + if and only if α − 2|β| cos( π
n+1 )  0.
Positive-preserving linear maps with ranges in commutative C∗-algebras are
completely positive [13, Theorem 3.9]. Thus, a linear functional ψ : V → C is com-
pletely positive if and only ψ(V +) ⊆ R+0 . Note that ψ is positive only if ψ is
hermitian-preserving. Thus attention can be restricted to those linear functionals for
which ψ(s∗) = ψ(s), for all s ∈ V . That is, it is sufficient to assume that ψ(1) ∈
R and that if ζ = ψ(z), then ζ = ψ(z∗). Suppose that s = α1 + βz+ βz∗ ∈ V +.
Then, |β|  α2 sec( πn+1 ). Moreover, ψ(s) = αψ(1)+ 2Re(βζ ) and so
ψ(s)  0 ⇐⇒ αψ(1)+ 2Re(βζ )  0.
Subject to the constraint |β|  α2 sec( πn+1 ), the smallest value of Re(βζ ) occurs with
β = −eiµ α2 sec( πn+1 ), where µ ∈ R is such that eiµζ = |ζ |. Thus, ψ(s)  0 if and
only if
0  αψ(1)+ 2Re
(
−eiµ α
2
sec
(
π
n+ 1
)
ζ
)
=α
(
ψ(1)−|ζ | sec
(
π
n+ 1
))
.
This proves that ψ(s)  0 if and only if |ζ |  ψ(1) cos( π
n+1 ).
Now if n = ∞, then the proof of (2) is similar to that in (1); the only change
occurs with the spectrum of z+ z∗, which in this case is the closed interval [−2, 2].
Thus, σ(α1 + βz+ βz∗) = {α + |β|λ : −2  λ  2}. 
Corollary 5.5. If V1 and V2 are order-isomorphic 3-dimensional shift systems of
orders n1 and n2 respectively, then n1 = n2.
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A complete description of the pure states on a 3-dimensional shift system V is
possible by examining the numerical range of the generator z of V .
Proposition 5.6. Let V be a 3-dimensional shift system of order n, where n is finite.
Let {φ1, . . . , φk} be an orthonormal basis of a Hilbert space H for which the gen-
erator z of V satisfies zφk = φk+1, for 1  k  n− 1, and zφn = 0. Then a state ϕ
on V is pure if and only if there are ω, θ ∈ R such that ϕ(s) = 〈sξ, ξ〉, for all s ∈ V,
where
ξ = eiω
√
2
n+ 1
n∑
k=1
ei(k−1)θ sin
(
kπ
n+ 1
)
φk. (6)
Proof. Theorem 5.1 shows that ϕ is a pure state on V if and only if ϕ(z) is an
extreme point of the numerical range W1(z). Using either of Theorem 4.3 or the
Toeplitz–Hausdorff theorem, ϕ has the form ϕ(s) = 〈sξ, ξ〉, for s ∈ V , where ξ ∈ H
is a fixed unit vector. The numerical range of z is a closed disc with the origin as
centre and radius cos
(
π
n+1
)
. But a unit vector ξ ∈ H satisfies |〈zξ, ξ〉| = cos
(
π
n+1
)
if and only if ξ has the form (6) [11]. 
Proposition 5.6 is not the definitive result for 3-dimensional shift systems V of
finite order, for Proposition 5.3 demonstrates the existence of pure matrix states on
V with values in M2, although I know of no formula for such a pure matrix state. In
contrast, Proposition 5.7 below is a compete description of the pure matrix states on
3-dimensional shift systems of infinite order.
Proposition 5.7. Let V be a 3-dimensional shift system of infinite order acting on a
separable Hilbert space H. Let {φk}k∈Z+ be an orthonormal basis of a Hilbert space
H for which the generator z of V satisfies zφk = φk+1, for all k ∈ Z+. The following
conditions on a matrix state ϕ : V → Mk are equivalent:
(1) ϕ is a pure state of V;
(2) k = 1 and |ϕ(z)| = 1;
(3) k = 1 and ϕ extends to a ∗-homomorphism 9 : C∗(V )→ C such that 9(y) = 0
for every compact operator y ∈ C∗(V ).
Proof. The unilateral shift z satisfies z∗z  1 and σ(z) ∩ T = T. Therefore, by
Proposition 5.2, pure matrix states on V must take values in C. Because the numer-
ical range W1(z) of z is the closed unit disc of radius 1, centre the origin, Theorem
5.1 shows that ϕ(z) ∈ T.
Conversely, Theorem 5.1 and Proposition 5.2 again show that an extreme point ζ
of W1(z) arises from a pure matrix state ϕ on V by way of ζ = ϕ(z). This proves the
equivalence of (1) and (2). We now show that (2) and (3) are equivalent.
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Assume, first, that |ϕ(z)| = 1. This is to say that ϕ(z)ϕ(z) = 1 = ϕ(1) = ϕ(z∗z),
which is a case of equality in the Schwarz inequality for states. Thus, ϕ(z) is an
element of the left spectrum of z. But this means that ϕ(z) ∈ σ(z) ∩ ∂W1(z), and so
by [1, Theorem 3.1.2] there is a ∗-homomorphism 9 : C∗(V )→ C such that 9(z) =
ϕ(z). Hence, 9(z∗) = ϕ(z∗), which shows that ϕ is the restriction of 9 to V . Finally,
the left spectrum of z is in fact the reducing essential spectrum of z [16] and so 9
can be (in fact can only be) taken such that 9 annihilates every compact operator in
C∗(V ). This proves that (2) implies (3).
Conversely, if (3) holds, then 1 = 9(1) = 9(z∗z) = 9(z∗)9(z) = ϕ(z∗)ϕ(z) =
|ϕ(z)|2, because ϕ is the restriction of 9 to V . This proves that (3) implies (2). 
5.4. 3-Dimensional quadratic systems
An element z in a unital C∗-algebra A is quadratic if there are α1, α0 ∈ C such
that z2 + α1z+ α01 = 0. A 3-dimensional operator system V in a unital C∗-algebra
A is said to be a quadratic system if V = Span{1, z, z∗} for some quadratic element
z ∈ A.
Although the C∗-algebra generated by a quadratic element z ∈ A need not be
isomorphic to a ∗-subalgebra of M2, the numerical range of z does look like the
numerical range of a 2 × 2 matrix [15], namely an elliptical disc, possibly degener-
ate.
It is possible to describe all pure matrix states on 3-dimensional quadratic sys-
tems; however, the description depends on whether the quadratic generator of V is a
normal element of the C∗-algebra A or not.
Proposition 5.8. Let V be a 3-dimensional quadratic operator system generated by
a quadratic element z ∈ A. If z is normal, then the following statements are equi-
valent for a matrix state ϕ : V → Mk.
(1) ϕ is a pure matrix state.
(2) k = 1 and ϕ(z) is an extreme point of W1(z).
Because a quadratic element has at most two points of spectrum, and because the
numerical range of a normal element is the convex hull of its spectrum, the proof of
Proposition 5.8 is very similar to the proof of Proposition 5.2, the only difference
being the superficial replacement of the unit disc by a line segment. Thus, the details
of the proof of Proposition 5.8 are omitted.
Proposition 5.9. Let V be a 3-dimensional quadratic operator system generated
by a quadratic element z ∈ A. If z is non-normal, then the following statements are
equivalent for a matrix state ϕ : V → Mk.
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(1) ϕ is a pure matrix state.
(2) Either
(a) k = 1 and ϕ(z) is an extreme point of W1(z), or
(b) k = 2 and W1(ϕ(z)) = W1(z).
Proof. The matricial ranges of (non-normal) quadratic elements have been com-
pletely determined by Tso and Wu in [15]: W1(z) is an elliptical disc and for every
k ∈ Z+,
Wk(z) = {λ ∈ Mk : W1(λ) ⊆ W1(z)}. (7)
(1) implies (2). Assume that ϕ : V → Mk is a pure matrix state. Because ϑ ◦ ϕ
is a matrix state on V , for every matrix state ϑ on ϕ(V ), there is an inclusion of
matricial ranges: W(ϕ(z)) ⊆ W(z). The numerical range of z is an elliptical disc,
and every elliptical disc can be realised as the numerical range of some 2 × 2 matrix.
Thus, let λ ∈ M2 be such that W1(λ) = W1(z). Because non-scalar 2 × 2 matrices
are quadratic, Eq. (7) shows that W(λ) = W(z). Hence, λ = ψ(z) for some ψ ∈
S2(V ) and
W(ϕ(z)) ⊆ W(λ). (8)
The inclusion (8) implies that ϕ(z) is a compression of a direct sum of at most count-
ably many copies of λ [2, Theorem 2.4.2]. Thus, there are kj × 2 matrices γj such
that
∑
j γ
∗
j γj = 1 and
ϕ(z) =
∑
j
γ ∗j ψ(z)γj . (9)
Because z is the generator of V , in fact ϕ =∑j γ ∗j ψγj and so
γ ∗j ψγj cp ϕ for all j.
Because ϕ is pure, there are tj ∈ (0, 1] such that γ ∗j ψγj = tj ϕ. Evaluation at 1 yields
γ ∗j γj = tj1, and so t−1/2γj is an isometry Ckj → C2. Hence, kj  2 for every j .
Eq. (9) shows, therefore, that ϕ(z) is in M1 or M2.
If k = 1, then necessarily ϕ(z) is an extreme point of W1(z). Thus, assume that
k = 2; that is, ϕ(z) ∈ M2. If ψ(z) = λ ∈ M1 = C, then Eq. (9) becomes
ϕ(z) = λ
∑
j
γ ∗j γj = λ1 ∈ M2.
But if this were true, then ϕ(V )′ would be all of M2, in contradiction to dimϕ(V )′ =
1 (by Proposition 4.1, as ϕ is pure). Thus, it must be that ψ(z) ∈ M2. But then, in this
case, the isometries t−1/2γj are unitary, making ϕ(z) unitarily equivalent to ψ(z).
Because the numerical range is invariant under unitary similarity, this proves that
W1(ϕ(z)) = W1(ψ(z)) = W1(z).
(2) implies (1). If k = 1 and ϕ(z) is an extreme point of W1(z), then ϕ is a pure
state, by Theorem 5.1. Thus, assume that k = 2 and let
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ϕ =
m∑
j=1
γ ∗j ϕj γj , (10)
where ϕj ∈ Skj (V ), γj are kj × 2 right-invertible matrices, and
∑
j γ
∗
j γj = 1.
We shall first show that if each of the γj in (10) is a 2 × 2 matrix, then each
ϕj is unitarily equivalent to ϕ. To do so, note that “right-invertible” is the same as
“invertible” if the matrices are square; thus, each γj is injective. Let ζ ∈ C be any
extreme point of the numerical range of ϕ(z) and let ξ ∈ C2 be a unit vector for
which ζ = 〈ϕ(z)ξ, ξ〉. Let ηj = ‖γj ξ‖−1γj ξ to obtain
ζ = 〈ϕ(z)ξ, ξ〉 =
m∑
j=1
‖γj ξ‖2〈ϕj (z)ηj , ηj 〉,
which represents ζ as a convex combination of the points 〈ϕj (z)ηj , ηj 〉 ∈
W1(ϕj (z)) ⊆ W1(z) = W1(ϕ(z)). Because ζ is an extreme point of W1(ϕ(z)) and
because each ‖γj ξ‖ = 0, we conclude that ζ = 〈ϕj (z)ηj , ηj 〉 for each j . Thus, the
numerical ranges of ϕj (z) and ϕ(z) coincide for each j , which proves that ϕj (z)
and ϕ(z) are unitarily equivalent for all j (because the numerical range determines
2 × 2 matrices up to unitary equivalence). While this proves that each ϕj is unitarily
equivalent to ϕ, it also proves that ϕ and ϕ(z) are C∗-extreme points of S2(V ) and
W2(z) respectively, a fact that we shall exploit later in the present proof.
(C∗-convexity is related to matrix convexity, but the conditions used to define C∗-
extreme points require invertible square matrices, whereas matrix extreme points are
defined via right-invertible rectangular matrices. See [8,12,18] for further details.)
Therefore, it remains to show that each γj in (10) is a 2 × 2 matrix. Assume that
at least one right-invertible matrix γj in (10) is a 1 × 2 matrix. We shall show that
this assumption leads to a contradiction. Let Z1 = {j : γj is 1 × 2} and Z2 = { :
γ is 2 × 2}. Thus, (10) becomes
ϕ =
∑
j∈Z1
γ ∗j ϕjγj +
∑
∈Z2
γ ∗ ϕγ, (11)
where ϕj and ϕ take values in M1 and M2 respectively. Evaluation of (11) at the
identity leads to∑
j∈Z1
γ ∗j γj = 1 −
∑
∈Z2
γ ∗ γ. (12)
The left hand side of (12) is singular, and so
1 ∈ σ

∑
∈Z2
γ ∗ γ

 .
This spectral condition and Eq. (12) show that
∑
∈Z2
γ ∗ γ =
[
1 0
0 t
]
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for some t ∈ (0, 1). Thus,
∑
j∈Z1
γ ∗j γj =
[
0 0
0 (1 − t)
]
.
Therefore,
γj =
[
0 τj
]
, for all j ∈Z1,
where each τj ∈ C is non-zero. Now let ϕ˜j ∈ S2(V ) and γ˜j ∈ M2, for each j ∈Z1,
be
γ˜j =
[
0 0
0 τj
]
and ϕ˜j =
[
ϕj 0
0 ϕj
]
.
Thus, γ˜ ∗j ϕ˜j γ˜j = γ ∗j ϕjγj ,
∑
j γ˜
∗
j γ˜j =
∑
j γ
∗
j γj , and
ϕ(z) =
∑
j∈Z1
γ˜ ∗j ϕ˜j (z)γ˜j +
∑
∈Z2
γ ∗ ϕ(z)γ. (13)
The 2 × 2 matrix ϕ(z) is non-normal (as its numerical range is a non-degenerate
elliptical disc) and therefore no non-trivial invariant subspace––an eigenspace in this
case––can be invariant for ϕ(z)∗ also. That is, ϕ(z) is irreducible. Further, Eq. (13)
is a representation of the irreducible C∗-extreme point ϕ(z) of W2(z) as C∗-convex
combination of elements ϕ˜j (z), ϕ(z) ∈ W2(z). A theorem of Morenz [12, Corollary
1.8] shows that, under these conditions, there are unitaries uj , u ∈ M2 such that
γ˜j ∈ Span{uj } and γ ∈ Span{u} for all j ∈Z1,  ∈Z2. But
rank γ˜j  1 < 2 = rank uj ,
and so γ˜j must be zero for each j ∈Z1, contradicting γj = 0 for every j ∈Z1.
Therefore, it must be that each γj in (10) is a 2 × 2 matrix, which completes the
proof. 
5.5. Example: The numerical-radius unit ball
It seems worthwhile to note here that Proposition 5.9 also yields apparently new
information about the numerical-radius unit ball [4], at least in its guise as a compact
matrix convex set.
For each k ∈ Z+ let
Wk = {x ∈ Mk : |〈xξ, ξ〉|  ‖ξ‖2 for all ξ ∈ Ck},
where 〈·, ·〉 denotes the standard inner product on Ck . The sequenceW = (Wk)k∈Z+
is a compact matrix convex subset of C. A theorem of Arveson [2, Theorem 1.3.1]
on nilpotent dilations allows one to identifyW with the matricial range W(z), where
z =
[
0 2
0 0
]
∈ M2.
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If V = Span{1, z, z∗}, then the matrix extreme points of W(z) are obtained from the
pure matrix states ϕ on V via evaluation of ϕ at z. Proposition 5.9 determines all the
pure matrix states on V . Thus, λ is a matrix extreme point of the numerical-radius
unit ball if and only if λ ∈ T ⊂ C or λ = uzu∗ for some unitary u ∈ M2.
6. Compressions and extensions
The main theme of the present paper is that pure matrix states on C∗-algebras
enjoy enough structure from which a study of their properties is possible, but pure
matrix states on operator systems appear to display very little structure by which their
useful properties––if any––are revealed. The examples in the previous two sections
are analysed by methods that are necessarily ad hoc because pure matrix states on
operator systems fail to have many good, general properties.
A major pathology of pure matrix states on operator systems is that compressions
of pure matrix states can fail to stay pure. This is especially unfortunate because
the characterisations [9,10] of C∗-extreme points of Sk(A), where A is a unital C∗-
algebra, are by means of compressions of pure matrix states. Consequently, I doubt
that it would be possible to prove results analogous to [9,10] in the case of operator
systems. Similarly, the Webster–Winkler converse [18, Theorem 4.6] to their Krein–
Milman-type theorem is phrased in terms of compressions, thereby taking us outside
the realm of pure matrix states.
If ϑ : V → Mm and ϕ : V → Mk are matrix states on V , then ϑ is a compression
of ϕ if there is an isometry v : Cm → Ck such that
ϑ(s) = v∗ϕ(s)v, for all s ∈ V.
Proposition 6.1. Let V denote an arbitrary operator system.
(1) If V is C∗-algebra and if ϕ is a pure matrix state on V, then every compression
of ϕ is pure.
(2) There is an operator system V and matrix states ϕ, ϑ ∈ S(V ) such that ϕ is pure,
ϑ is a compression of ϕ, and ϑ is not pure.
Proof. Statement (1) was proved by Arveson in [1, Corollary 1.4.3].
Turning to statement (2), let n  2 be an integer and let V be a 3-dimensional
shift system generated by a unilateral shift z on Cn, relative to a fixed orthonormal
basis {φ1, . . . , φn} of Cn. Because V ′ is 1-dimensional, the identity map, ϕ(s) = s,
is a pure matrix state V → Mn is a pure matrix state, by Theorem 4.3(2). Let v :
C → Cn be the isometry v(ζ ) = ζφ1, for ζ ∈ C, and let ϑ : V → C be the state
ϑ(s) = v∗ϕ(s)v, for s ∈ V . Then, ϕ is pure and ϑ is a compression of ϕ, but ϑ(z) =
0 (which is not an extreme point of the numerical range of z). Thus, ϑ is not a pure
matrix state on V . 
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Now let us take stock of the impact of Proposition 6.1 on non-commutative con-
vexity.
If G = (Gk)k∈Z+ is any sequence of closed subsets Gk ⊆ Sk(V ) such that
w∗Gkw ⊆ Gm for all isometries w : Cm → Ck , 1  m  k, and all k ∈ Z+, and
such that the BW-closure of the matrix convex hull ofG is S(V ), thenGmust contain
all the matrix extreme points of S(V )––that is, G ⊇ P(V ). This assertion is the con-
verse [18, Theorem 4.6] of the Krein–Milman-type theorem of Webster and Winkler.
But a first glance, the hypothesis that the sequence G be stable under conjugation by
isometries seems to be unnecessarily strong, for Proposition 6.1 indicates that the
sequence P(V ) itself need not be stable under conjugation by isometries. However,
there appears to be no way in which this hypothesis can be weakened. Webster and
Winkler briefly explain why not [18, p. 319] by consideration of S(A), where A is a
unital C∗-algebra. Below is another explanation, illustrating the crux of the problem.
Suppose that G = (Gk)k∈Z+ is a sequence of closed subsets Gk ⊆ Sk(V ) that is
stable under conjugation by isometries and such that BW-closure of the matrix con-
vex hull of G is S(V ). One wants to show that G contains all of the pure matrix
states. Suppose that ϕ ∈ Sk(V ) is a pure matrix state and that
ϕ =
∑
j=1
γ ∗j τj γj ,
where τj ∈ Gkj , γj : Ck → Ckj is linear, and
∑
j γ
∗
j γj = 1. Because ϕ is pure and
each γ ∗j τj γj cp ϕ, there are positive real numbers t1, . . . , t such that
∑
j tj =
1 ∈ R and γ ∗j τj γj = tj ϕ, for all j . Let wj = tj−1/2γj . Evaluation of γ ∗j τj γj =
tj ϕ at the order unit e ∈ V shows that wj is an isometry. Hence, ϕ = w∗j τjwj ∈
w∗jGkj wj ⊆ Gk . Therefore, the hypothesis that the sequence G be stable under con-jugation by isometries is precisely what is needed to conclude that Pk(V ) ⊆ Gk .
If V is an operator system acting on a Hilbert space H, then every pure matrix
state ϕ on V extends to a pure matrix state on the C∗-algebraC∗(V ). If, in addition,
W is an operator system such that V ⊂ W ⊂ C∗(V ), then the restriction |W of 
to W is a matrix state on W––and hence an extension of ϕ to W––but there is no
reason to expect that |W is pure. This brings us to a final question.
Question
If V and W are operator systems such that V ⊂ W ⊂ C∗(V ), then does every pure
matrix state on V extend to a pure matrix state on W?
Acknowledgments
I wish to thank David Blecher and Damon Hay for useful discussions concerning
the subject of this paper.
D.R. Farenick / Linear Algebra and its Applications 393 (2004) 149–173 173
References
[1] W.B. Arveson, Subalgebras of C*-algebras, Acta Math. 123 (1969) 141–224.
[2] W.B. Arveson, Subalgebras of C*-algebras, II, Acta Math. 128 (1972) 271–308.
[3] M.-D. Choi, E.G. Effros, Injectivity and operator spaces, J. Funct. Anal. 24 (1977) 156–209.
[4] M.A. Dritschel, H.J. Woerdeman, Model theory and linear extreme points in the numerical radius
unit ball, Memoirs Amer. Math. Soc. 129 (1997) 1–62.
[5] E.G. Effros, Z.-J. Ruan, Operator Spaces, Oxford University Press, Oxford, 2000.
[6] E.G. Effros, S. Winkler, Matrix convexity: operator analogues of the bipolar and Hahn–Banach
theorems, J. Funct. Anal. 144 (1997) 117–152.
[7] D.R. Farenick, C*-convexity and matricial ranges, Canad. J. Math. 44 (1992) 280–297.
[8] D.R. Farenick, Extremal matrix states on operator systems, J. London Math. Soc. 61 (2000) 885–
892.
[9] D.R. Farenick, P.B. Morenz, C*-extreme points in the generalised state spaces of a C*-algebra,
Trans. Amer. Math. Soc. 266 (1997) 1725–1748.
[10] D.R. Farenick, H. Zhou, The structure of C*-extreme points in spaces of completely positive linear
maps on C*-algebras, Proc. Amer. Math. Soc. 126 (1998) 1467–1477.
[11] U. Haagerup, P. de la Harpe, The numerical radius of a nilpotent operator on a Hilbert space, Proc.
Amer. Math. Soc. 115 (1992) 371–379.
[12] P.B. Morenz, The structure of C*-convex sets, Canad. J. Math. 46 (1994) 1007–1026.
[13] V.I. Paulsen, Completely Bounded Maps and Operator Algebras, Cambridge University Press, Cam-
bridge, 2002.
[14] R.R. Phelps, Lectures on Choquet’s Theorem, second ed., Lecture Notes in Mathematics, vol. 1757,
Springer-Verlag, Berlin, 2001.
[15] S.-H. Tso, P.Y. Wu, Matricial ranges of quadratic operators, Rocky Mountain J. Math. 29 (1999)
1139–1152.
[16] N. Salinas, Reducing essential eigenvalues, Duke Math. J. 40 (1973) 561–580.
[17] W.F. Stinespring, Positive functions on C*-algebras, Proc. Amer. Math. Soc. 6 (1955) 211–216.
[18] C. Webster, S. Winkler, A Krein–Milman theorem in operator convexity, Trans. Amer. Math. Soc.
351 (1999) 307–322.
[19] G. Wittstock, On matrix order and convexity, Functional Analysis: Surveys and Recent Results,
Mathematical Studies, vol. 90, North Holland, Amsterdam, 1984, pp. 175–188.
