The goal of frequent subgraph mining is to detect subgraphs that frequently occur in a dataset of graphs. In classification settings, one is often interested in discovering discriminative frequent subgraphs, whose presence or absence is indicative of the class membership of a graph. In this article, we propose an approach to feature selection on frequent subgraphs, called CORK, that combines two central advantages. First, it optimizes a submodular quality criterion, which means that we can yield a near-optimal solution using greedy feature selection. Second, our submodular quality function criterion can be integrated into gSpan, the state-of-the-art tool for frequent subgraph mining, and help to prune the search space for discriminative frequent subgraphs even during frequent subgraph mining.
1 Introduction. In a graph classification problem, we are given a set of training graphs {G 1 , . . . , G n } with class labels {G i , y i } n i=1 , y i ∈ {1, . . . , K}. Given these training examples, our task is to train a classifier for correctly predicting the labels of unclassified test graphs.
Such graph classification algorithms have a wide variety of real world applications. In biology and chemistry, for example, graph classification quantitatively correlates chemical structures with biological and chemical processes, such as active or inactive in an anticancer screen, toxic or non-toxic to human beings [21] . This makes graph classification scientifically and commercially valuable (e.g. in drug discovery). In computer vision, images can be abstracted as graphs, where nodes are spatial entities and edges are their mutual relationships. Such models can be used to identify the type of foreground objects in an image. In software engineering, a program can also be modeled as a graph, where program blocks are nodes and flows of the program are edges. Static and dynamic analysis of program behaviors can then be carried out in these graphs. For instance, anomaly detection of control flows is essentially a graph classification problem.
Recent research in graph classification comprises three branches:
• first, the family of frequent pattern approaches [19, 10, 8] . Each graph is represented by its frequent subgraphs, i.e., its set of subgraphs that occur in at least σ% of all graphs in the database. This frequent pattern approach is also referred to as the (frequent) substructure or fragment approach, and we will use these terms interchangeably.
• second, the family of approaches that consider all subgraphs of a certain type in a graph [18, 36, 30] . For instance, the graph kernels by [18, 30] belong to this class and they count common walks and subtree patterns in two graphs, respectively.
• third, the family of wrapper approaches that select informative subgraphs for classification during the training phase. Typical instances of this family are the boosting approach by [22] and the lassoapproach by [33] .
In this article, we are concerned with the first of these three families, the family of frequent subgraph approaches. There are two reasons for adapting frequent subgraphs in graph classification. First, it is computationally difficult to enumerate all of the substructures existing in a large graph dataset, while it is possible to mine frequent patterns due to the recent development of efficient graph mining algorithms. Second, the discriminative power of extremely infrequent substructures is small due to their limited coverage in the dataset. Therefore, it is a promising approach to use frequent substructures as features in classification models.
However, the vast number of substructures poses three challenges.
1. Redundancy: Most frequent substructures only differ slightly in structure and co-occur in the same graphs.
2. Statistical significance: Frequency alone is not a good measure of the discriminative power of a subgraph, as both frequent and infrequent subgraphs may be uniformly distributed over all classes. Only frequent subgraphs whose presence is statistically significantly correlated with class membership are promising contributors for classification.
3. Efficiency: Very frequent subgraphs are not useful for classification due to lack of discriminative power. Therefore, frequent subgraph based classification usually sets an extremely low frequency threshold, resulting in thousands or even millions of features. Given such a tremendous number of features, any runtime or memory-intensive feature selection algorithm will fail.
Consequently, we need an efficient algorithm to select discriminative features among a large number of frequent subgraphs. In [32] , we introduced a nearoptimal approach to feature selection among frequent subgraphs generated by gSpan [39] for two-class problems. Our method greedily chooses frequent subgraphs according to the submodular quality criterion CORK (Correspondence-based Quality Criterion). The use of a submodular function in a greedy approach ensures a solution close to the optimal solution [24] . We furthermore showed that CORK can be integrated into gSpan, the state-of-the-art tool for frequent subgraph mining.
Other approaches use heuristic strategies for feature selection (such as [8, 13] ) or do not provide optimality guarantees [22, 29, 28, 33, 38, 17] . We will present an overview on related algorithms in Section 3.1.
Goal The goal of this paper is to refresh the idea of near-optimal feature selection in subgraph patterns and to introduce improvements for future use. As a review of [32] we will first formalize the optimization problem to be solved (Section 2.1) and then we will summarize the essential ingredients of our graph feature selector: first, submodularity and its use in feature selection (Section 2.2); second, gSpan, the method to find frequent subgraphs (Section 2.3). We will review our selection criterion CORK for two-class problems in Section 2.4, and explain its integration as additional pruning criterion into pattern growth based graph miners like gSpan in Section 2.6.
Many applications for graph learning actually define more than the commonly-used two classes: Biological molecules can be categorized into a wide catalog of functional or structural classes, social network communities are involved with various topics and process flows can be analyzed with respect to multiple attributes. As a new contribution, we will thus generalize CORK to multi-class problems in Section 2.7.
Finally, for increasing the flexibility of our algorithm, in Section 2.8, we will also provide an extension for using the proposed pruning approach on pre-mined graphs. After a review of related work in Section 3 we thoroughly evaluate the proposed algorithms in Section 4 on 11 real-world datasets and conclude with a discussion and outlook in Section 5.
2 Near-optimal feature selection among frequent subgraphs We formalize the given dataset as a collection of graphs
In this paper we exclude overlapping classes, however, the proposed selection approach can be easily extended to graphs with multiple labels.
As a notational convention, the vertex set of a graph G ∈ G is denoted by V (G) and the edge set by E(G). A label function, l, maps a vertex or an edge to a label. A graph G is a subgraph of another graph
Due to its importance for this article, we here recite the definition of a subgraph isomorphism.
where l and l ′ are the label function of G and
Given a graph database G, we denote by G G1 the number of graphs in G of which G is a subgraph and by G G0 the number of graphs in G of which G is not a subgraph. G G1 is called the (absolute) support. A graph G is frequent if its support is no less than a minimum support threshold, σ. Hence, the frequent graph is a relative concept: whether or not a graph is frequent depends on the value of σ and on the number of elements |G| contained in G.
Combinatorial optimization problem
Feature selection among frequent subgraphs can be defined as a combinatorial optimization problem. We denote by D the full set of features, which in our case will correspond to the frequent subgraphs generated by gSpan. When using these features to predict the class membership of individual graph instances, clearly, only a subset E ⊆ D of features will be relevant. We denote the relevance of a feature set for class membership by q(E), where q is a quality criterion measuring the discriminative power of E. It is computed by restricting the dataset's representation to the features in E. We then formulate feature selection as:
where | · | computes the cardinality of a set and s is the maximally allowed number of selected features.
The optimal solution of this problem would require us to search all possible subsets of features exhaustively. Due to the exponential number of all feature combinations this approach is prohibitive for large feature sets like frequent subgraphs. The common remedy is to resort to heuristic alternatives, the solutions of which cannot be guaranteed to be globally optimal or even close to the global optimal solution. Hence, the key point in this article is to employ a heuristic approach which does allow for these quality guarantees, namely a greedy strategy which achieves near-optimal results.
Feature Selection and Submodularity
Assume that we are measuring the discriminative power q(E) of a feature set E in terms of a quality function q. A near-optimality solution is reached for a submodular quality function q when used in combination with greedy feature selection. Greedy forward feature selection consists in iteratively picking the feature that -in union with the features selected so far -maximises the quality function q over the prospective feature set. In general, this strategy will not yield an optimal solution, but it can be shown to yield a near-optimal solution if q is submodular:
Definition 2.2. (Submodular set function)
A quality function q is said to be submodular on a set
If q is submodular and we employ greedy forward feature selection, then we can exploit the following theorem from [24] : Theorem 2.1. If q is a submodular, non-decreasing set function on a set D and q(∅) = 0, then greedy forward feature selection is guaranteed to find a set of features
where s is the number of features to be selected.
As a direct consequence, the result from greedy feature selection achieves at least 1 − 1 e ≈ 63% of the score of the optimal solution to the feature selection problem. This property is referred to as being nearoptimal in the literature (e.g. [14] ). 
gSpan
If we found a useful submodular criterion for feature selection on frequent subgraphs, we could yield a near-optimal solution to problem (2.1). But how do we determine the frequent subgraphs in the first place? For this purpose, we use the frequent subgraph algorithm gSpan [39] , which we will outline in the following. The discovery of frequent graphs usually consists of two steps. In the first step, we generate frequent subgraph candidates, while in the second step, we check the frequency of each candidate. The second step involves a subgraph isomorphism test, which is NP-complete. Fortunately, efficient isomorphism testing algorithms have been developed, making such testing affordable in practice. Most studies of frequent subgraph discovery pay attention to the first step; that is, how to generate as few frequent subgraph candidates as possible, and as fast as possible.
The initial frequent graph mining algorithms, such as AGM [16] , FSG [23] and the path-join algorithm [35] , share similar characteristics with the Apriori-based itemset mining [1] . All of them require a join operation to merge two (or more) frequent substructures into one larger substructure candidate. To avoid this overhead, non-Apriori-based algorithms such as gSpan [39] , MoFa [3] , FFSM [15] , and Gaston [25] adopt the pattern-growth methodology, which attempts to generate candidate graphs from a single graph. For each discovered graph G, these methods recursively add new edges until all the frequent supergraphs of G have been discovered. The recursion stops once no more frequent graph can be generated.
gSpan introduced a sophisticated extension method, which is built on a depth first search (DFS) tree. Given a graph G we label the root, i.e. the starting vertex of the DFS tree, as v 0 , and the last visited vertex as v n . v n is also called the rightmost vertex. Consequently, the straight path from v 0 to v n is the rightmost path. Figure 1 shows an example. The darkened edges form a DFS tree. The vertices are discovered in the order
This method, called rightmost extension, restricts the extension of new edges in a graph as follows: For a given graph and a DFS tree, a new edge e can be added between the rightmost vertex and other vertices on the rightmost path (backward extension), or it can introduce a new vertex originating from a vertex on the rightmost path (forward extension). As we do not allow duplicate connections, the only legal backward extension candidate of the graph in Figure 1 is (v 3 , v 0 ). The forward extension candidates can be edges from v 3 , v 1 , or v 0 introducing a new vertex. Since there may be multiple DFS trees for one graph, gSpan establishes a set of rules to select one of them as representative so that the backward and forward extensions will only take place in one DFS tree. One of those rules is the restriction of newly generated edges to the vertices along the rightmost path. Another rule, the minimality test, checks whether the currently examined graph has not been treated before. For a detailed description of gSpan, see [39] .
threshold σ, set of subgraphs S Output: The set of frequent subgraphs S.
// G is not minimal 3: insert G into S 4: set C to ∅ 5: scan G once: find all the edges e such that G can be rightmost extended to G ⋄ r e 6: insert G ⋄ r e into C and count its frequency 7: for each frequent G ⋄ r e in C do 8: Call gSpan(G ⋄ r e, G, σ, S) 9: done 10: return S Algorithm 2.1 outlines the pseudocode of gSpan. G ⋄ r e denotes that an edge e extends graph G via rightmost extension.
Step 1 is the minimality test, where dfs(G), the canonical form of graph G [39] is compared to the edge order of G. Therefore, G is only proceeded at the first encounter.
Once we have determined the frequent subgraphs using gSpan, a natural way of representing each graph G is in terms of a binary indicator vector of length |S|: Definition 2.3. (Indicator vector) Given a graph G i from a dataset G and a set of frequent subgraph features S discovered by gSpan. We then define an indicator vector
where
2.4 Definition of CORK We now define our feature selection criterion q for two-class problems. It will be generalized to multi-class problems in Section 2.7. As we aim to separate the two classes, we pay specific attention to pairs of inter-class instances with the same pattern in the given feature set. These instance pairs are correspondences:
Our quality criterion consequently punishes the number of correspondences remaining for feature set D.
Definition 2.6. (CORK)
We define a quality criterion q, called CORK (Correspondence-based Quality Criterion), for a subset of features E as
Proof. For q to be submodular, adding feature X ∈ D to a feature set E ′ ⊆ E ⊆ D has to increase q(E ′ ) at least as much as adding feature X to E increases q(E). This law of diminishing returns is obviously fulfilled if removing a correspondence from E by adding feature X also results in a correspondence being eliminated in E ′ by adding feature X.
Let us first state that an instance pair (
, that is a correspondence in E must also be a correspondence in E ′ . Note that the opposite is not necessarily true.
In the following, let x be the index of feature X in D. Whenever adding a feature X to E removes the above correspondence from E, this means that v
x , since the other features in E must match. Therefore, the two formerly corresponding feature patterns for (
Thus, if a feature X eliminates a correspondence from E, this very correspondence (possibly together with further correspondences) is also removed from E ′ , and we satisfy the submodularity condition of Equation 2.2.
This submodular criterion can be turned (by adding the constant |A| · |B|) into a submodular set function fulfilling the conditions of Theorem 2.1.
Computation of CORK
The CORK value for one feature X in a dataset of the classes A and B can be computed as the number of inter-class pairs of objects that both contain X (with A X1 instances in A and B X1 instances in B) or that both do not contain X (A X0 and B X0 objects).
For feature sets CORK can be efficiently computed by recursively dividing the dataset into equivalence classes: 
Each of these unique indicator vectors P c forms an equivalence class E c (c ∈ {1, ..., l}) containing all graphs of with an indicator vector equal to P c .
We denote by
the number of instances of equivalence class E c in A and by
the number of instances of equivalence class E c in B.
In each greedy iteration step, those equivalence classes can be efficiently split into hits and misses. The CORK score for a feature set U ⊆ {1, . . . , |D|} can thus be calculated by adding up the correspondences of all occurring equivalence classes E c in U:
We can now use q for greedy forward feature selection on a pre-mined set S of frequent subgraphs in G and receive a result set S † ⊆ S of discriminative subgraphs with a guaranteed quality bound. However, the success of S † strongly depends on the choice of the minimum support σ. If σ is chosen too low, we can quickly generate too many features for the selection step to finish in a reasonable runtime. Setting σ too high can cause the loss of all informative features. In the following, we will introduce a selection approach which directly mines only discriminative subgraphs, which is nested in gSpan and which can act independently from a frequency threshold.
Pruning gSpan's search space via CORK
gSpan exploits the fact that the frequency of a subgraph S ∈ S is an upper bound for the frequency of all of its supergraphs T ⊒ S (all subgraphs containing S) when pruning the search space for frequent subgraphs. We will show how to derive an upper bound for the CORKvalues of all supergraphs of a subgraph S, which allows us to further prune the search space.
Let us emphasize that this technique can also be applied in other graph miners which employ a kind of hierarchical subgraph pattern growth [3, 15, 25] or Apriori-based join [16, 23, 15] . The only necessary pre-condition for including CORK as pruning step is a supergraph relation (T ⊒ S) for patterns mined at a later stage. Theorem 2.3. Let S, T ∈ S be frequent subgraphs, and T be a supergraph of S. Let A S1 denote the number of graphs in class A that contain S ('hits'), A S0 the number of graphs in A that do not contain S ('misses') and define B S0 , B S1 analogously. Then
original hits: .7) Proof. We note that the gSpan pruning criterion is also valid for each class:
If we want to asses how many correspondences may be eliminated by T , we can take into account, that T can never create new hits but can only decrement the number of hits in both classes. Naturally, the best improvement for S is made, when T eliminates all hits in one of the two classes and maintains the hits in the other class. This is illustrated in the first two cases of Figure 2 . When all hits of T disappear from A, A S0 increases by A S1 and thus:
The same holds for the elimination of all hits from B:
Finally, we observe a third scenario when T does not cause any change at all, i.e., q({T }) = q({S}). This provides an additional bound if the decrease of hits in any class results in more correspondences than for S alone (cf. the last case in Figure 2 ). Our maximal CORK value of T is thus
We can now use inequality (2.12) to provide an upper bound for the CORK values of supergraphs T of a given subgraph S and exploit this information for pruning the search space in a branch-and-bound fashion. Inequality (2.12) can be directly applied in the first iteration of greedy selection. For later iterations of greedy selection, we can define a similar bound on a set of features.
The bound of Equation 2.12 then extends to:
The main difference to (2.12) is that in later iterations of greedy selection, we only have to consider those graphs which are part of a correspondence (rather than all graphs). We can thus define an additional pruning bound for subgraph enumeration: 
The new feature mining process is defined in Algorithm 2.2:
1 We initialize the set of selected subgraphs as an empty set S † and follow a recursive operation. In step 2, we require the next best subgraph S with q(S † ∪ {S}) = max T ∈S q(S † ∪ {T }). It can be obtained by running gSpan, always maintaining the currently best subgraph S according to q. Whenever in the course of mining, we reach a subgraph T with
, we can prune all branches originating from T . Else, the candidate subgraph S might still be replaced by any of T 's children. As long as the resulting subgraph S actually improves q(S † ), it is accepted as a discriminative feature and we start looking for the next best subgraph.
In contrast to the definition in Equation 2.1, this setting does not require a selection threshold s for the maximal number of features (subgraphs) since it automatically terminates when no new discriminative subgraph is found. In our experiments, we further noticed that on most datasets, CORK provides such a strong bound that it is even possible to omit the support threshold σ and still receive a discriminative set of (not necessarily frequent) subgraphs within a reasonable amount of time.
2.7 CORK for multi-class problems So far, we have restricted our attention to settings with two classes. Now, we will show how to extend gSpan CORK to multi-class problems. The key challenges here are to extend CORK's definition for handling multiple classes, and to then prove that this multi-class CORK (mcCORK) is still submodular and that it can still be integrated into gSpan. 
Definition 2.9. (pairwise CORK) Assume we are given a graph dataset
i.e., as the sum over CORK values for all pairs of classes, where K i,Pc is the number of matches of pattern P c for U in class i and K j,Pc is the number of P c 's matches in class j, respectively.
Note that we restrict our definition to nonoverlapping class labels. Of course, if a graph G belongs to multiple classes, q i,j (U) can be modified such that G is not considered when calculating the overall occurrences per equivalence class. This can be achieved using an additional counter for each equivalence class which is raised whenever a hit also belongs to another class and which is later subtracted from the equivalence class count. However, as structured output is not the focus of this paper, we will pause this line of thought for now.
Since pairwise CORK requires a quadratic runtime in the number of classes, we now show the ranking equivalence of pairwise CORK with the linear variant 1-vs.-rest CORK. 
Lemma 2.1. 1-vs.-rest CORK and pairwise CORK result in the same ranking of feature sets.
Proof. As the classes i to K are disjunct and since CORK does not use relative hit frequencies, the pairwise approach can be reduced to 1-vs.-rest as follows:
We next show the submodularity of this multi-class extension of CORK.
Theorem 2.4. mcCORK is submodular.
Proof. Both pairwise and 1-vs.-rest mcCORK are sums of pairwise CORK values. As pairwise CORK was shown to be submodular in Theorem 2.2, mcCORK is a sum of submodular functions. As submodular functions are closed under addition, mcCORK is also submodular.
For the standard application of CORK-based greedy feature selection, we can hence replace two-class CORK by multi-class CORK, and perform multi-class feature selection with the same optimality guarantees. The question that remains to be answered is whether we can still perform nested feature selection with CORK in multi-class settings, that is whether we can integrate multi-class CORK into gSpan. For this purpose, we require a bound akin to equation (2.18) . Since this bound is computed for all encountered frequent subgraphs, we define the bound for the faster 1-vs.-rest mcCORK variant.
Theorem 2.5. Let MAX CORK(i) (U, S) denote the CORK upper bound for the subgraph set U and a subgraph S for class K i and its complement
where T is any supergraph of S (T ⊒ S).
Proof. mcCORK(U ∪{T }) is a sum of pairwise CORK values q i (U ∪{T }), each of which can be upper-bounded by MAX CORK(i) (U, S). As a consequence, the sum of these upper bounds
provides an upper bound for the sum of pairwise CORK values
that is an upper bound for mcCORK 1vr (U ∪{T }).
Inequality (2.21) can be used for pruning subtrees in gSpan's DFS search tree, if the upper bound on mcCORK in this subtree is less than the subgraph with maximum mcCORK score encountered so far.
Using pre-mined subgraphs
The gSpan CORK algorithm introduced in Section 2.6 is intended to speed up subgraph enumeration procedures which aim at generating features for classification. However, some datasets already allow for fast subgraph enumeration even without explicitly giving additional pruning criteria such as CORK. Furthermore, one could choose to use an alternative kind of enumeration, not necessarily targeting frequent subgraphs [19, 31, 36] . We now show that given an enumeration of subgraphs, we can convert Algorithm 2.2 into an offline approach depicted in Algorithm 2.3. We first require a conversion of the subgraph enumeration into the canonical form of DFS Codes, such that the subgraphs can be sorted in the same lexicographical order as used by the gSpan traversal (step 2). Then we use this sorting to form a mapping N of each subgraph at sorting position i to the first subgraph index > i which does not have the DFS Code of S[i] as a prefix (step 4). If S is the result of a gSpan run, N simply points from any DFS Code to the next DFS Code with a lower or equal number of edges. For treating other enumerations, an actual prefix test may become necessary. We now know that all elements of S from i + 1 to N [i] are children of S[i] in the DFS Search Tree traversal, and thus supergraphs of S[i]. While now traversing S, looking for the next best subgraph according to CORK, in step 12 we skip those graphs if they can be pruned according to the CORK Upper Bound (2.18).
Using pre-mined subgraphs instead of applying the nested approach of Algorithm 2.2 can be a strong runtime advantage over gSpan CORK if 1. the number of frequent subgraphs is relatively low, since then the complete enumeration can be faster than repeated enumerations of bounded DFS code trees, 2. or if the frequent subgraphs are especially large, thus they repeatedly slow down the DFS code minimality test.
Related Work
In this article, we combine two components to achieve our goal of efficient feature selection among frequent subgraphs with quality guarantees: i) frequent subgraph mining and ii) a submodular quality function. We review related work on both of these components in the following.
Discriminative Subgraph Mining
Discriminative frequent subgraph mining has evolved into a major direction in graph mining research over recent years. We here summarize prominent contributions to this branch of graph mining. LeapSearch [38] speeds up subgraph mining by heuristically exploiting the fact that structurally similar subgraph patterns tend to have similar frequencies and statistical significance scores, resulting in orders of magnitude speed-up in comparison with state-of-the-art methods.
gBoost [22, 29] , is a nested boosting approach, which repeatedly mines a set of frequent subgraphs while optimizing an LPBoost problem. This becomes feasible by iteratively refining pruning bounds which restrict the search space. In [28] Saigo et al. propose a faster version of gBoost using partial least squares regression on frequent subgraphs (gPLS).
The MoSS subgraph mining approach by Borgelt et al. [4] explicitly mines subgraphs which are frequent in the target class and infrequent in the control class. In [17] Jin et al. propose COM, a method for discriminative mining frequent subgraphs based on co-occurrence patterns. Using only one subgraph mining cycle, they iteratively grow a set of rules from the subgraphs mined so far, which is also designed for identifying a target class. Comparatively to MoSS they also use a minimum support threshold for rules involving the target class and a maximum support threshold for rules with patterns matching the control class.
An excellent wrapper approach to the problem of discriminate frequent subgraph mining was published by Koji Tsuda [33] . He uses the LASSO algorithm for mining salient features while exploiting pruning criteria on the used search path. Our approach differs from Tsuda's in two ways: Our feature selection method is a filter method and hence independent from the choice of the classifier and we can provide optimality guarantees for our solution.
Another class of discriminative pattern mining approaches for graph mining was proposed by [41] and [13] who use a decision-tree-like classifier. For a given dataset, [13] iteratively mine for the most meaningful feature according to the information gain, and split this dataset into two separate problems. They proceed until the subproblems are solved or are of a smaller size than a given threshold.
Related work on correspondences
While we here present the first integration of a submodular quality function into the frequent subgraph mining process, there is related work on the quality function we employ. Correspondences were referred to as inconsistencies in Dash et al. [9] and used to define another, nonsubmodular quality criterion. In [5] Boros et al. derived CORK from families of Hamming distance measures as
They recognized its beneficial greedy selection properties and evaluated other, more involved submodular set functions on small datasets with at most 125 features. We examined whether one of these other submodular set functions could be integrated into gSpan for efficient subgraph mining. However, it turned out that only CORK can be represented in terms of equivalence classes which allows for its efficient computation.
Experimental Evaluation
In this section, we conduct experiments to examine the effectiveness and efficiency of CORK in finding discriminative frequent subgraphs. After introducing the used graph datasets we will compare CORK to a number of other filter approaches. We first use the number of features selected by CORK as parametrization for all filters and later analyze how the competitors perform for a larger variety of selected features. We continue with a runtime analysis of the nested algorithm gSpan CORK , followed by an improvement recommendation involving an additional threshold. We conclude the experimental section with a comparison to some of the wrapper approaches introduced in Section 3.1.
Datasets
To evaluate our algorithm, we employed the 11 real-world datasets summarized in Table 1: • Anti-cancer screen datasets (NCI): we use 8 datasets collected from the PubChem website as in [36] . They are selected from the bioassay records for cancer cell lines. Each of the anti-cancer screens forms a classification problem, where the class labels on these datasets are either active or inactive in a screen for anti-cancer activity. The active class is extremely rare compared to the inactive class. For a detailed description, please refer to [36] and the website, http://pubchem.ncbi.nlm.nih.gov. Each dataset can be retrieved by submitting queries in the above website.
In order to have a fair comparison on those unbalanced datasets, each dataset has been re-sampled by forming 5 data subsets with balanced classes, where excessive instances from the larger class have been removed.
• Dobson and Doig (DD) [11] molecule data set: it consists of 1178 proteins, which can again be divided up into two classes: 691 enzymes and 487 non-enzymes. The vertices of an extracted graph represent the C α atoms of the amino acids of the corresponding protein. Together with all distinct special conformations, they sum up to 82 vertex labels and are connected if they are at least within 6Å of each other in the 3D protein structure. In order to retrieve edge labels, discretizing those distances would be possible, but prone to arbitrary thresholding. Consequently, edge labels are omitted. Even in this compacted form, with an aver-EC Name Count  1  Oxidoreductases  145  2  Transferases  175  3  Hydrolases  214  4  Lyases  66  5  Isomerases  37  6 Ligases 27 Table 2 : DD6C class distribution: Number of instances of the DD dataset by EC number.
age size of 285 vertices and 716 edges, these proteins are larger and more densely connected than the molecules from the NCI screening.
• EC-number groups for DD (DD6C): We furthermore use the DD dataset for differentiating the examples of the enzymes class into their EC numbers [2] , a hierarchical categorization system for enzymes. We distinguish between the 6 basic classes, thus transferring the dataset DD into a new dataset DD6C consisting of 664 enzymes that could be mapped to an EC number. Among the remaining enzymes 25 could not be mapped and 2 caused duplicate matches and were thus excluded from DD6C. The topology of this new dataset reveals that the non-enzymes in the original DD dataset appear to be smaller on average than the enzymes which also appear in the DD6C dataset. We thus consider the DD6C problem as harder than the DD problem, not only because of the additional classes, but also because of less pronounced variations between the classes. The class distribution is summarized in Table 2 .
• AIDS antiviral screen data ( In the experiments on these datasets, our CORK procedure selected between 11 and 66 subgraphs of sizes varying between 2 and 12 vertices (=atoms or amino acids), approximately 5% of which contain cycles. This means that subgraph mining procedures restricted to sub-classes of graphs like trees [19] or graphs of restricted size [37, 26, 36, 31] , which have been developed for less complex outputs and faster runtimes, would not enable us to produce results similar to those of gSpan, the graph mining approach we use.
4.2
Comparison to filter approaches CORK is a filter method. Hence in the first experiment, we assessed whether CORK selects subgraphs that generalise well on classification benchmarks, comparing it to state-of-theart filter methods for subgraph selection.
We use 10-fold cross-validation for classification. Each dataset is partitioned into ten parts evenly. Each time, one part is used for testing and the other nine are combined for frequent subgraph mining, feature selection and model learning. In our current implementation, we use LIBSVM [7] to train a C-SVM classifier based on the selected features. C is optimised within a range of seven values {10 −6 , 10 −4 , 10 −2 , 1, 10 2 , 10 4 , 10 6 } / (size of the dataset) by cross-validation on the training dataset only. We employ a linear kernel on the selected graph features, and normalise the resulting kernel
. We repeat the whole experiment 10 times and we report average results from these 10 runs.
We compare CORK to four state-of-the-art filter methods. Three of them are rankers using Pearson's Correlation Coefficient, the Delta Criterion which is closely related to MoSS [4] and Information Gain as a ranking criterion, and the fourth comparison partner is the Sequential Cover method [10] .
Pearson's Correlation The Pearson's Correlation Coefficient (PC) is commonly used in microarray data analysis [34, 12] , where discriminative genes for phenotype prediction need to be selected from thousands of uninformative ones. As a selection criterion, the squared correlation between the occurrence pattern and the class label pattern ( i.e., 1 to K) is calculated for each feature independently and a pre-defined number of the top-scoring features are selected.
Delta criterion The difference among subgraph frequencies in different classes is another popular feature selection criterion. For instance, the MoSS mining approach by Borgelt et al. [4] is designed for pharmacological screenings which specifically aim for characterizing the positive class. Thus, the idea is to accept only subgraphs which are frequent in the positive group, and infrequent in the complement. From this, we derive the following delta criterion as q delta (S) = max (A S1 − B S1 , B S1 − A S1 ) , (4.25) which can be used as a ranker criterion, in a similar way as PC. We extend it to multi-class by taking the difference between the number of hits in the class with the maximum frequency and the remaining average hit count per class:
Information Gain As a final ranking method, we compare CORK to the Information Gain (IG), an entropy-based measure, which is frequently used in feature selection [40, 27] :
where C is the class variable of the tested objects. Sequential Cover Algorithm 4.1 outlines the sequential cover method (SC). Frequent graphs are first ranked according to their relevance measure such as information gain, Fisher score, or confidence. In this experiment, we use confidence as the relevance measure:
If a top-ranked frequent subgraph covers some of the uncovered training instances, it will be accepted and removed from the feature set S. The algorithm terminates if either all instances are covered or S becomes empty. SC can be executed multiple times to make several covers on the instances. if S covers at least one graph in G then 5:
for each graph G ∈ G covered by S The results of the filter experiments are displayed in Table 3 . Note that for better comparability, the number of selected features for all experiments was determined via CORK. Potential disadvantages for the other selection approaches are addressed in the next section. Table 3a shows the number of selected subgraphs S † among frequent subgraphs of σ 10%, together with the average area under the receiver operating characteristic curve (AUC) and its standard deviation (Std) over 100 conducted experiments. We observe that in all but one dataset, CORK detects the best feature combination for the two-class classification problems at hand. Table 3b compares the multi-class filter selectors on the multi-class datasets DD6C and AIDS by their average pair-wise AUC estimate
as the fraction of pairwise inter-class decisions in the dataset G where the decision function d For further orientation, we provide the classification accuracy. As can be seen, CORK performs best for both datasets, although there are no significant differences in accuracy compared to other methods.
It is not surprising that in the vast space of interdependent features spanned by frequent subgraphs, feature combinations are more valuable than the simple ranking approach we used with Pearson's Correlation, the Delta method and the Information Gain. The Sequential Cover method takes into account that all instances should be covered by the selected set of features, yet, can never compete with CORK. We have been rather surprised by the mightiness of the Delta method since it actually scored better than Pearson Correlation. However, the complexity of the problem obviously requires the consideration of the various features' interdependence. CORK respects this interdependence by iteratively picking the subgraph feature which optimally complements the set of features selected so far (in terms of resolving correspondences). tion. CORK suggests an automatic bound for the number of selected features, however, the selection procedure can be terminated earlier or restarted for determining fewer or more features. In order to demonstrate the fairness of our evaluation, Figure 3 displays screenings over the number of selected features for the tested filter approaches on the two-class problem NCI330 and the multi-class problem DD6C. We see that the number of subgraphs selected by CORK does not represent the optimal number of features for any of the criteria or datasets. However, in all cases, the larger the feature sets get, the smaller the increases in accuracy by adding more features. Moreover, CORK returns the best results for all tested feature sizes above the recommended number of features.
Experimental runtime analysis
In our third experiment, we evaluated the runtime performance of nested feature selection, i.e. features are acquired during mining, as opposed to un-nested feature selection which takes place after mining. We run nested CORK on two complete datasets (the DD dataset and the NCI1 screening in Figure 4 ) and record the number of correspondences and the number of subgraphs examined per iteration. Since previous mining experiments have been handled on training subsets, the number of iterations is slightly elevated (16 > 15 and 64 > 57) as opposed to Table 3 .
In the DD experiment (Figures 4a and 4c) , we observe that in the beginning, we achieve a steep decrease in the number of correspondences, whilst enumerating a comparable number of subgraphs for each of the first 10 iterations and thus maintain an almost constant runtime per iteration. In the end, CORK prunes a larger percentage of the enumerated subgraphs and the iterations speed up. The enumeration stops when all instances from the two classes are separated.
This attractive behaviour can be observed if there exists a (small) subset of subgraph features that eliminates all correspondences. In the other, inseparable case, CORK alone is not able to fully separate the two classes. This does not present a problem in un-nested feature selection, as the procedure simply ends when no new useful features can be identified. However, in the gSpan-nested setting, it may happen, that the complete DFS search tree has to be searched in order to discover that there is no better subgraph. This is illustrated in Figures 4b and 4d , where the search space cannot be completely resolved, with 33 correspondences remaining.
A way out of this problem is to allow CORK to terminate even if not all correspondences have been resolved, i.e. to introduce a tolerance threshold on the number of remaining correspondences.
4.5 Impact of tolerance threshold for correspondences In our fourth experiment, we assessed the impact of employing a tolerance threshold t that leads to the termination of CORK, i.e. CORK feature selection ends once the number of correspondences falls below t. As demonstrated in Section 4.4, in later iterations on inseparable datasets, expensive subgraph mining results in relatively few resolved correspondences. In order to improve the effectiveness of CORK and to prevent overfitting by meaningless features, we define a tolerance threshold t on the number of correspondences that lead to the termination of the nested mining procedure.
We used the same setting as for the validation runs in Section 4.2. For showing the effect of the tolerance threshold, we also compare the runtimes of the nested selection approach gSpan CORK to the unnested variant offline select CORK and the naïve approach of applying CORK as a common forward feature selection criterion on a pre-mined subgraph set without additional pruning. All CORK selection runs are stopped as soon as they result in less than t correspondences. The results are displayed in Table 4 .
For the DD dataset (4a) this summary shows a slight advantage in accuracy of the lower tolerance thresholds 100 and 10, however, the additional runtime does not seem to be worth such an improvement over the quicker alternative of using a threshold of 1000 correspondences. The by far lower runtimes of the nested and offline experiments in comparison to the naïve approach demonstrate the pruning power of MAX CORK over the conventional un-nested variants.
Note that in Table 4a the runtimes of the nested approach are not only better than those of naïve forward selection, but they are also competitive to the quick offline variant, since the naïve and offline approaches omit the time necessary to first enumerate the set of frequent subgraphs. When thus counting the enumeration times, gSpan CORK is the fastest selection approach.
This effect is due to the large number of 110,131 frequent subgraphs for the DD dataset. For datasets which contain fewer frequent subgraphs, like the 2893 subgraphs for the NCI33 molecule collection in Table 4b , the offline approach and even naïve forward selection can be faster. We also point out the difference in the AUC value between the Tables 4b and 3a: The  CORK evaluation of Table 3a was achieved by testing offline select CORK on a pre-mined set of frequent subgraphs for the complete dataset. Of course, we separated the training instances from the test instances in the selection and training phase, however, the frequency bound for the mining step can cause variation in the number of frequent subgraphs between the complete and the training graphs only (gSpan CORK ) and can thus influence the classification performance.
In our experiments, the offline approach has always been faster than the naïve variant. We thus conclude that this algorithm is a useful example of how the gSpan pruning structure can be exploited even after mining has been completed.
Comparison to wrapper approaches
The last experiment compares CORK to state-of-the-art wrapper approaches. These wrapper approaches allegedly outperform filter-based approaches in graph Table 4 : Nested CORK versus the two variants of un-nested CORK feature selection ("naïve": no pruning structure, "offline": the pruning approach of Algorithm 2.3) with varying tolerance thresholds t. The unnested runtimes are omitting the time needed for the initial enumeration of frequent subgraphs (20 minutes for DD, one minute for NCI33).
mining [33] , hence we wanted to get a feeling for the difference in performance. We used the same experimental setup as in Section 4.2 and compare CORK to LAR-LASSO and the decision-tree based classifiers of [13] (Table 5 ). In [13] , a query is classified by either directly using the feature tree formed by the subgraph mining routine (M b T), or by building a decision tree on the selected features (DT M b T). We compare the published experiments on the NCI screenings to ours in Table 5 . Note, however, that the experiments of [13] have been conducted on the complete graph sets, while ours are resulting from balanced subsets of the whole dataset. CORK usually scores better than the model-based search tree approaches M b T and DT M b T, even though these employ by far more subgraphs than CORK. Let us note, that on average those two feature selectors perform slightly better than the simple ranker approach also employing Information Gain (cf . Tables 3a and 5) . Information Gain can be submodular, given certain preconditions [20] . This, however, is not the case here, since subgraphs are neither independent nor do they represent a subset of features mined previously. Thus, our less complex selection criterion still leads to higher quality results.
CORK cannot yet fully compete with the LAR-LASSO wrapper approach by [33] . The nested variant gSpan CORK , however, seems to be more successful in matters of runtime on the Dobson & Doig problem, consisting of significantly larger graphs (see Table 1 ). This observation suggests that CORK pruning may be a useful alternative for datasets of large graphs. In addition, the selection runtimes of offline select CORK (between 30 and 60 seconds) are constantly below the runtime of LAR-LASSO (1 to 15 minutes). Furthermore, CORK as a filter method is useful when searching for features irrespective of a specific classifier.
Discussion and Outlook
In this article we have proposed a supervised feature selection approach for multi-class classification problems using frequent subgraphs. Since we use a submodular selection criterion, we can provide optimality guarantees for the set of selected features obtained by greedy forward selection. Additionally, we have explained how to integrate this criterion directly into the subgraph mining process by exploiting an upper bound for patterngrowth extension miners like gSpan. Moreover, we show how to use this bound on a set of pre-mined subgraphs, allowing for more flexibility in the choice of the type of subgraph used.
Similar to information theoretic criteria used for decision trees, CORK measures the quality of a set of features by means of its ability to separate target classes. In our experiments on classification benchmark datasets, the features selected by CORK reach the best accuracies among the filter methods. Among the wrapper methods, CORK outperforms M b T and DT M b T in all but one cases. The LAR-LASSO method still achieves a more accurate classification, however, CORK has runtime advantages on pre-mined patterns and large subgraphs.
A strategy to further improve the runtime of our approach is to store the DFS search tree for a set of previously mined frequent subgraphs [33] . When restricting the mining procedure to a fixed minimum support value, this entails much shorter mining times, since gSpan effectively only has to be called once per feature selection step and not several times. Still, the feasibility of this approach obviously depends on the size of the DFS tree that has to be stored.
One goal in our future research is to find optimality guarantees for the horizontal leap search strategy for pattern mining proposed in [38] , and to speed up CORK by employing this search strategy while maintaining its attractive theoretical properties. Another exciting question is whether our results on the optimality of supervised feature selection can be transferred to techniques for unsupervised feature selection on frequent subgraphs [6] (S. Nijssen, personal communication (2008, 2009) ).
