In this paper we give sufficient conditions for the existence of hyperbolic trajectories in aperiodically time dependent vector fields. These conditions do not require the a priori introduction of hyperbolicity into the dynamics of the vector field or assumptions of "time scale separation". The hyperbolic trajectory is obtained as a solution of an integral equation over an infinite time interval. We give an expression for the error obtained when the solution is approximated over a finite time interval. Finally, we show how the method can be numerically implemented in a specific example.
Introduction
Hyperbolicity is an important property of trajectories and invariant sets in dynamical systems. In the mathematical development of the subject, some hyperbolic properties are typically assumed, and the consequences are investigated. However, from the point of view of applications, it is important to have techniques that allow one to determine the existence of hyperbolic trajectories and invariant sets in specific dynamical systems.
For discrete time systems (maps) Newton's method is an efficient technique for finding periodic orbits, whose hyperbolicity properties can also be checked numerically. This method can be applied to time-periodic vector fields as well by considering the associated Poincaré map. However, for nonautonomous vector fields that are aperiodic in time (i.e. not periodic), we know of no generally applicable methods for finding hyperbolic trajectories. This is the subject of this paper.
Our approach bears some similarities to "integral manifold theorems" (see, e.g. [Henry, 1981; Yi, 1993; Sakamoto, 1994] , and the references contained in these works for the history of integral manifolds). However, from the point of view of applications, there is a very important difference. The set-up for all of these theorems assumes an underlying unperturbed problem that contains a (normally) hyperbolic invariant manifold. The substance of these theorems then involves showing that these invariant manifolds persist, with similar properties, when more complicated "higher order" terms are included. In applications, it is generally not possible to separate a vector field into an unperturbed and perturbed part, where the unperturbed part contains a hyperbolic trajectory, or normally hyperbolic invariant manifold. Moreover, this approach involves the introduction of hyperbolicity into the initial set-up of the problem (i.e. hyperbolicity in the unperturbed problem). It is not clear how to do this in general applications. One would like techniques to determine the existence of hyperbolicity in given systems, without assuming some aspect of the property, a priori. Our work provides one way of doing this.
In this paper we feel that we have taken some steps in solving this problem in a specific setting which is applicable to problems related to transport and stirring in fluid flows. In the last ten years or so, much enthusiasm has arisen for the application of the dynamical systems approach to the study of problems concerned with mixing and transport in fluid mechanics; see for example [Ottino, 1989; Wiggins, 1992] . The analogy between the global dynamical, geometrical behaviors of nonlinear dynamical systems and Lagrangian transport and mixing in fluid flows has been manipulated to obtain a deeper understanding of Lagrangian transport issues in a variety of fluid flows. New results from experimental and numerical simulations and theoretical studies have been obtained for special classes of flows, which include time-periodic flows, quasiperiodic flows, adiabatic flows, and almost periodic flows. For examples, see the references cited in [Haller & Poje, 1998; Malhotra & Wiggins, 1998 ].
In these applications it is natural to freeze the time variable in the nonautonomous vector field and examine the equilibrium points of the frozen time vector field. One can also examine how these "move" in time by examining them at different times (in this way, the "time" in the expression for the vector field plays the role of a parameter). The reason this is natural in the fluid mechanical setting is that it corresponds to the Eulerian view of fluid mechanics. In many flow visualization settings one takes a "snapshot" of the velocity field at a fixed time and tries to determine certain features or structures in the resulting picture. "Frozen time stagnation points" are a typical structure fluid mechanicians focus on.
Of course, these frozen time equilibria are not trajectories of the vector field. However, in situations where the time variation of the velocity field is "slow", then frozen time equilibria may stay close to a true trajectory of the vector field. This is intuitively clear from perturbation theory and, therefore, it is not surprising that such results have been used in many fields, often with no knowledge of the previous history. For example, applications of such results can be found in control theory see [Desoer, 1969] , and the recent paper [Peuteman et al., 2000] which contains historical references for control applications. In the context of fluid mechanics (Stokes flows) such results were used in [Kaper & Wiggins, 1993] . Recently, these results were further extended in [Haller & Poje, 1998 ]. In the purely mathematical context related results can be found in [Coppel, 1978, pp. 50 and 54] .
However, in most fluid mechanical applications the velocity field is not slowly varying (in an appropriate sense) and the above results do not apply. In this paper we provide an existence criteria for hyperbolic trajectories that do not require restrictions on the rate of time variation of the vector field. However, we will still use frozen time hyperbolic equilibria as a feature of the vector field on which to focus our search for hyperbolic trajectories. This is not the same as introducing hyperbolicity into the dynamics of the vector field since these frozen time equilibria are not trajectories. Moreover, we will see that the curves of frozen time equilibria need not remain close to the hyperbolic trajectories that they give rise to. This paper is organized as follows. In Sec. 2 we describe the set-up, define hyperbolicity of trajectories of nonautonomous vector fields in terms of exponential dichotomies, and give our main assumption on the existence of a curve of hyperbolic, "frozen time" equilibrium points for the vector field. In Sec. 2.1 we transform the original general vector field to a frame "moving" with the frozen time equilibrium points. We then give an integral equation and a theorem stating that under certain conditions the integral equation has a unique, hyperbolic trajectory. In Sec. 3 we address the issue of approximation of hyperbolic trajectories over finite time intervals and give a theorem with convergence and error estimates. In Sec. 4 we describe a numerical approach for solving for the hyperbolic trajectories and carry out its implementation for a specific example. In order to make the presentation proceed more smoothly we present no proofs of results in the main body of the text. This is compared with a related linear algorithm given in [Ide et al., 2002] and our results can be viewed as a rigorous extension of this algorithm to the nonlinear setting. The proofs are relegated to an appendix.
Existence and Equations for Hyperbolic Trajectories
We consider a general nonautonomous vector field:
Our goal is to develop a technique for finding hyperbolic trajectories of (1). First we define this notion. Hyperbolicity of a trajectory of (1) is a property of the linearized dynamics about the trajectory. To quantify this, we need a preliminary definition.
Definition 2.1 (Exponential Dichotomy). Let X(t) be the fundamental solution matrix of the lin-
( 2) where A(t) is an n × n matrix, continuous for t ∈ R. Equation (2) is said to have an exponential dichotomy if there exists a projection P , i.e. a matrix P , such that P 2 = P , and positive constants K, L, α and β such that:
where Q = I − P and I is the identity matrix.
There is a large literature on exponential dichotomies. See, for example [Massera & Schäffer, 1966; Coppel, 1978] or [Henry, 1981] .
With the definition of exponential dichotomy in hand, we can now define what it means for a trajectory of (1) to be hyperbolic.
Definition 2.2 (Hyperbolic Trajectory).
A trajectory y h (t) of (1) is said to be hyperbolic if the linearized equation:
has an exponential dichotomy.
We next introduce the assumption on (1) that will provide the basis for our search for hyperbolic trajectories.
Assumption 2.1 (Curve of Hyperbolic Instantaneous Equilibrium Points). We assume that there exists a C 1 curve of instantaneous equilibrium points y e (t), t ∈ R, for (1), i.e.
We further assume that the curve of instantaneous equilibrium points is hyperbolic in the sense that the linear equation:
It is a simple matter to verify that y e (t) is not a trajectory of (1) unlessẏ e (t) = 0. This is an important point to realize as the notion of hyperbolicity is typically applied to trajectories or invariant sets. Here we will be defining hyperbolicity of a set that is neither.
Localization about the instantaneous equilibrium points
Next we transform (1) to a frame moving with the instantaneous equilibrium points. It is easy to see
where y ∈ R n , t ∈ R and ∇v(y e (t), t) := (∂v/∂y)(y, t)| y=ye(t) . We define:
A(t) := ∇v(y e (t), t) ,
f (x, t) := v(y, t) − ∇v(y e (t), t)(y(t)
− y e (t)) −ẏ e (t) ,
Then (1) takes the general form:
Associated to (10) we have the following integral equation:
where P and Q are the projections associated with the exponential dichotomy of (5) and X(t) is the fundamental solution matrix of (5). It is a straightforward calculation to show that a solution of (11) is a solution of (10). Now, if we can find a hyperbolic trajectory of (10), x h (t), then y h (t) := x h (t) + y e (t) is a hyperbolic trajectory of (1).
Existence, uniqueness and hyperbolicity
Now we prove a theorem which provides conditions for (11) to have a unique solution which is a hyperbolic trajectory of (10).
Theorem 2.1. Suppose Assumption 2.1 holds. Suppose further that
and
Then, there exists a unique hyperbolic trajectory y h (t) = x h (t) + y e (t) for (1), where x h (t) is the unique solution of the nonlinear integral equation (11).
The proof is given in the appendix.
• The integral equation (11) is similar to the type of integral equation arising in the study of integral manifolds (see, e.g. [Henry, 1981; Yi, 1993] , or [Sakamoto, 1994] ). The difference in our context lies on the derivation and assumptions on (10).
In particular, we do not assume hyperbolicity of trajectories in the vector field, or in any part of it (i.e. an "unperturbed" part). Hyperbolicity arises from a "nondynamical" effect: hyperbolic instantaneous equilibrium points of the "frozen time" vector field.
• The bound in (13) is expressed entirely in terms of the constants in the exponential dichotomy definition. Numerical methods for calculating these constants are given in [Dieci et al., 1997] .
Approximation Over Finite Time Intervals
In most practical situations, (11) will have to be solved numerically. Practically speaking, this can only be carried out over a finite time interval. We now derive some estimates on the error incurred as a result. Considering (11), it is natural to define the concept of approximate hyperbolic trajectory as follows.
Definition 3.1. We define the approximate hyperbolic trajectory on the interval [T 1 , T 2 ], denoted x a (t), as a solution of the following equation:
Then we have the following result. The proof of this theorem follows precisely the same line of argument as the proof of Theorem A.4.2, with certain obvious modifications for the finite time interval and is therefore omitted.
As a corollary, under the condition of Theorem A.4.2, when there is a unique hyperbolic trajectory, there is also a unique approximate hyperbolic trajectory in the sense of Definition 3.1 on every interval [T 1 , T 2 ].
Moreover, we have the following error estimate and convergence result. 
Suppose further that
and that
Then
Numerical Solution for Computing Hyperbolic Trajectories
The theory developed for the existence of hyperbolic trajectories can be cast in an algorithmic form and implemented numerically. We describe the steps in this procedure, and their implementation in a specific example.
Step 1. Find a curve of instantaneous equilibrium points of (1). This is straightforward. However, since, for each t, (4) is a nonlinear algebraic equation its solution will generally have to be carried out numerically. This is a well-studied problem and there are many procedures for doing this (e.g. Newton's method). Nevertheless, it serves to highlight the finite time aspect of the problem from the start as this numerical procedure can only be carried out on a finite interval of t, say [T 1 , T 2 ] (if we were dealing with time-periodic vector fields this would not be an issue since it would be sufficient to solve (4) over one period).
Step 2. Localize (1) about the curve of instantaneous equilibrium points by transforming (1) to (10).
Once the curve of instantaneous equilibrium points is obtained, this step is straightforward.
Step 3. Verify that the curve of instantaneous equilibrium points is hyperbolic.
Step 4. Solve the integral equations for a hyperbolic trajectory.
These are the most difficult steps and they are carried out together.
In verifying that the curve of instantaneous equilibrium points is hyperbolic we must deal with the issues related to the solution of the homogeneous problem associated with (10),ẋ = A(t)x. In particular, we must solve for the fundamental solution matrix X(t) and then verify that it satisfies the criteria of exponential dichotomy given in Definition 2. Here we describe the numerical approach for solving these problems that was given in [Ide et al., 2002] .
It is shown in [Ide et al., 2002] that there exists a linear, time dependent transformation:
under which (10) becomes:
where
In general, this transformation can only be carried out numerically. The computer code for the calculations we do can be obtained at http:// lacms.maths.bris.ac.uk. The transformation T (t), the definition of D, and its relation to the fundamental solution matrix X(t) is given explicitly in the appendix, where it is shown that D is a diagonal matrix, and its matrix elements are the finite time Lyapunov exponents of the fundamental solution matrix X(t). Hence, X(t) satisfies an exponential dichotomy if and only if D has no eigenvalues with zero real parts. We denote the matrix elements of D by d i,i ≡ d i , and we suppose that
Then the analog of (11) in the w coordinates is given by:
The numerical solution of Eq. (22) [and thus Eq. (10)] may be calculated using essentially the same iterative procedure as is used in the proof of Theorem A.4.2 as follows:
(1) We take w 0 (t) = 0 as an initial estimate. (2) Given w i (t) we calculate h i (w, t) = h(w i (t), t).
(3) The quadratures of Eq. (22) are then calculated using h i (w, t) to give w i+1 (t).
This process is iterated until a fixed point w n+1 (t) w n (t) is achieved to a suitable tolerance. The solutions are then transformed back into the x coordinates using the inverse of (19).
Results
The algorithm described above was tested with the two-dimensional rotating Duffing system, ẏ 1 y 2 = sin 2βt β + cos 2βt −β + cos 2βt − sin 2βt
The particular case shown in Fig. 1 is that with ω = 1, ε = 0.1, β = 0.3 with 100 time steps in 10 time units. Note that the vector field does not have period 10 for these parameter values. It is effectively a finite time, aperiodic vector field. Figure 1 shows clearly that the path of the instantaneous equilibrium point, y 0 is not a good prediction of the hyperbolic trajectory, but that y 1 already is. Successive iterations in this case do not greatly change the predicted trajectory, and the algorithm in fact converges after 14 iterations.
4.2.
Comparison with the algorithm of [Ide et al., 2002 ] Ide et al. [2002] developed an algorithm to find hyperbolic trajectories for velocity fields defined as data sets that essentially boils down to solving a version of (10) where the inhomogeneous forcing term f (x, t) is only a function of t, i.e. it is a linear system. Our work here generalizes that algorithm and provides convergence results.
In particular f (x, t) may be written as
where f 1 (x, t) = v(x + y s (t), t) − Ax and f 2 (t) = −ẏ(t). The term f 2 (t) is included in the calculations of Ide et al. [2002] , but the term f 1 (x, t) is not. Note that the definition of w 0 implies that f 1 = 0 in this case, so that w 1 (t) gives the same estimate of the hyperbolic trajectory as in [Ide et al., 2002] . First we prove existence and uniqueness of solutions to the integral equation (11). Afterwards, we prove that the solution obtained in this way is hyperbolic.
Theorem A.1 (Uniqueness and Existence). Suppose that in (10) f ∞ , f x ∞ < ∞ and that
Then (11) has a unique bounded and continuous solution that is a trajectory of (10), denoted x h (t).
Proof. Let BC[R 1 ; R n ] denote the space of all bounded and continuous functions defined on R 1 with values in R n . It is easy to see that BC[R 1 ; R n ] is a Banach space. Now define a map T from BC[R 1 ; R n ] to itself as follows.
Then, using the exponential dichotomy, it is easy to see that Tx(t) defines a bounded differentiable function for any continuous function x(t). That is T is well defined in BC[R 1 ; R n ].
Notice that
Then the theorem follows from the use of the exponential dichotomy again and the contraction mapping principle. Now in order to check the hyperbolicity of the trajectories we found in the above theorems we need to check that the vector field linearized about the trajectory has an exponential dichotomy. The appropriate linearized vector field is given by:
First we recall the following recent perturbation theorem for exponential dichotomies given in [Ju & Wiggins, 2001 ]:
Theorem A.2 [Ju & Wiggins, 2001] . Supposeẋ = A(t)x has an exponential dichotomy on R with positive constants K 1 , K 2 , α 1 , α 2 , and projection P . Suppose further
also has an exponential dichotomy on R with K 1 = K 2 = K > 0, α 1 = α 2 = α > 0, and projection P . Moreover, the projection P is similar to P and one has that
(A.7) where Y (t) denotes the fundamental solution matrix of (A.6).
Notice that under the conditions given in Theorem A.4.2, the conditions of Theorem A.2 are satisfied. Thus we immediately have the following important result.
Theorem A.3 (Hyperbolicity). Under the condition (A.1) the unique solution x h (t) as the fixed point of T , defined by (A.2), is hyperbolic in the sense that the exponential dichotomy property holds for x h (t).
The roughness theorem for exponential dichotomies given in [Ju & Wiggins, 2001 ] is an improvement over previous results in that the matrix A(t) can become unbounded as t → ±∞. Recalling the definition of A(t) given in (8), this means that the curve of instantaneous equilibrium points, y e (t), can become unbounded as t → ±∞. This behavior may occur in the applications to fluid transport that we have described in the introduction.
A.2. Proof of Theorem 3.2
By (11) and (14), we have x h (t) − x a (t) = X(t) Using (3) gives:
≤ max
−∞ X(t)P X −1 (s)f (x h (s), s)ds
After rearranging terms and using (A.1), (15) follows. Then (18) follows from (15) by using (16) and (17).
A.3. The transformation of the linear part of (10) to constant coefficient
On the time interval [T 1 , T 2 ] let X(t, T 1 ) denote the fundamental solution matrix ofẋ = A(t)x, with X(T 1 , T 1 ) = I. First we need to describe how to solve for the fundamental solution matrix. In the hyperbolic situation, standard "of the shelf" integrators often lead to solutions that blow up exponentially and rapidly exceed machine precision.
