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VOLUME GROWTH, COMPARISON THEOREM AND ESCAPE RATE OF
DIFFUSION PROCESS
SHUNXIANG OUYANG
ABSTRACT. We study the escape rate of diffusion process with two approaches. We
first give an upper rate function for the diffusion process associated with a symmetric,
strongly local regular Dirichlet form. The upper rate function is in terms of the vol-
ume growth of the underlying state space. The method is due to Hsu and Qin [Ann.
Probab., 38(4), 2010] where an upper rate function was given for Brownian motion on
Riemannian manifold. In the second part, we prove a comparison theorem and give an
upper rate function for diffusion process on Riemannian manifold in terms of the up-
per rate function for the solution process of a one dimensional stochastic differential
equation.
1. INTRODUCTION
Let Xt, t ≥ 0, be a diffusion process over some metric space E. Let ∂ be the extra
point in the one-point compactification of E. Usually ∂ is regarded as the cemetery of
the process. For every x ∈ E, let Px denote the law of Xt starting from x. Let ρ be
a nonnegative function on E such that ρ(x) tends to infinity as x wanders out to ∂. If
there is a non-decreasing positive function R(t) on R+ such that
Px(ρ(Xt) ≤ R(t) for all sufficiently large t) = 1,
then we call R(t) an upper rate function or an upper radius for Xt with respect to ρ. It
is an upper bound of the escape rate of Xt.
As an example, for every ε > 0, (1+ ε)
√
2t log log t is an upper rate function for the
Brownian motion Bt on a Euclidean space with respect to the Euclidean metric. This
follows easily from the celebrated Khinchin law of iterated logarithm which asserts
that
lim
t→∞
|Bt|√
2t log log t
= 1 (1.1)
almost surely.
The aim of this paper is to study upper rate functions for diffusion processes. Note
that it is a classical question to ask how fast a diffusion process wanders out to the
cemetery. For instance, [8, 10, 17, 19, 20, 21] studied the asymptotic behavior of
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diffusion process. In particular, [13, 14, 15] studied the escape rate of Brownian motion
on Riemannian manifold.
A related problem is the conservativeness of diffusion process, see e.g. [12, 23, 26,
27] and references therein. It is clear that if we get a finite upper bound of the escape
rate of the process, then it follows immediately that the process is conservative.
Intuitively, if a process gets much free space to live on then it can run to the cemetery
faster. So it is natural to characterize escape rate in terms of volume growth of the
underlying state space. Indeed, [14, 15] obtained upper rate functions for Brownian
motions on Riemannian manifolds in terms of the volume growth of concentric balls.
It is well known that local Dirichlet form is an appropriate frame to unify and extend
results for Brownian motion on a complete Riemannian manifold. For instance, it is in
this spirit that [3] and [24] generalized the results in [13] and [12] respecitively. The
first aim of this paper is to extend the main result in [15] from the Riemmanian setting
to the framework of Dirichlet form. More precisely, we give an upper rate function
with respect to a nonnegative function ρ on the state space for the symmetric diffusion
process associated with a regular, local and symmetric Dirichlet form (cf. Theorem
2.2). The upper rate function is in terms of the volume growth of the underlying state
space and the growth of the energy density Γ(ρ, ρ) of the function ρ.
It is canonical to take ρ as the intrinsic metric associated with the Dirichlet form.
Then, under some topological condition, the energy density Γ(ρ, ρ) is bounded above
by 1 and hence the volume growth of the metric ball in the state space is the the unique
condition. Note that the volume of a metric ball involves exactly two of the most es-
sential ingredients of Dirichlet space, i.e. the measure on the state space and the metric
induced intrinsically from the Dirichlet form. However, without additional geomet-
ric condition, one cannot always expect to get optimal upper rate function in terms of
the volume growth condition only. For example, for Brownian motion on Euclidean
space, using volume growth condition only, we can obtain upper rate function of order√
t log t which is rougher than the consequence induced by the iterated logarithm law
(1.1).
So in the second part of this paper, we turn to consider geometric condition for the
diffusion process with infinitesimal generator L on a Riemannian manifold M . Let ρo
be the distance function with respect to some fixed point o on M . Suppose that there
is a measurable function θ on [0,+∞) such that
Lρo ≤ θ(ρo)
on M \ cut(o). Here cut(o) is the cut locus of o. Under this condition, we establish a
comparison theorem (cf. Theorem 4.1) to compare the radial process of the diffusion
process with respect to a scaled Brownian motion with drift θ. Then upper rate function
for the diffusion process on manifold is controlled by the upper rate function for the
solution process of a one dimensional stochastic differential equation.
This paper is organized as follows. In Section 2 we extend the main result in [15].
Then in Sections 3 we give some examples to illustrate how to apply the extended
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result. In Section 4 we prove a comparison theorem for escape rate. In Section 5 we
study briefly upper rate functions for one dimensional Itoˆ diffusion processes.
2. ESCAPE RATE OF DIRICHLET PROCESS
Consider a measure space (E,B, µ), where E is a locally compact separable Haus-
dorff space, and µ is a positive Radon measure on E with full support. Let H =
L2(E, µ) be the Hilbert space of square integrable (with respect to µ) extended real
valued functions on E endowed with the usual inner product 〈·, ·〉 and norm ‖ · ‖2. Let
C(E) be the space of continuous functions on E and C0(E) the space of all contin-
uous functions with compact support on E. Let ∂ be the extra point in the one-point
compactfication of E: E ∪ ∂ is compact.
We consider a symmetric regular and strongly local Dirichlet form (E ,F ) with def-
inition domain F on H. Let us recall these notions shortly (see [9] for more details).
We call E symmetric if E(f, g) = E(g, f) for all f, g ∈ F . The Dirichlet form E is
called regular if it posseses a core in F . A core is subset of F ∩ C0(E) that is dense
in C0(E) for the uniform norm and dense in F for the norm
√
‖f‖22 + E(f, f). E is
called strongly local if E(f, g) = 0 for every f, g ∈ F with compact supports satisfy-
ing the condition that g is constant on a neighborhood of the support of f . A regular
Dirichlet form is strongly local if and only if both the jumping measure and the killing
measure of the Dirichlet form vanish.
It is well known that (cf. [6, 9]) for any f, g ∈ F , there is a signed Radon measure
µ〈f,g〉, the energy measure of f and g on E, such that
E(f, g) =
∫
E
dµ〈f,g〉, f, g ∈ F .
Obviously, µ〈f,g〉 is a positive semidefinite symmetric bilinear form in f, g and it en-
joys locality property. Hence the definition domain F of the energy measure can be
extended to Floc. Here Floc is the set of all µ-measurable functions f on E for which
on every relatively compact open set Ω ⊂ E, there exists a function f ′ ∈ F such that
f = f ′ µ-a.s. on Ω.
We shall assume the following assumption.
Assumption 2.1. Suppose that there is a nonnegative function ρ on E satisfying the
following conditions:
(1) ρ ∈ Floc ∩ C(E).
(2) limx→∂ ρ(x) = +∞.
(3) For any r > 0, the ball B(r) := Bρ(r) := {x ∈ E : ρ(x) ≤ r} is compact.
(4) The energy measure µ〈ρ,ρ〉 of ρ is absolutely continuous with respect to µ.
When the energy measure µ〈ρ,ρ〉 of ρ is absolutely continuous with respect to µ, we
set
Γ(ρ, ρ) =
dµ〈ρ,ρ〉
dµ
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and call it the energy density of ρ with respect to µ. For any r > 0, let
λ(r) := λρ(r) := sup
y∈B(r)
Γ(ρ, ρ)(y).
It desribes the growth of the energy density Γ(ρ, ρ).
Associated with the Dirichlet space (E ,F ), there is a canonical diffusion process
(P(E), Xt, 0 ≤ t < ζ,Px). Here P(E) is the path space over E (i.e., all continuous
real valued functions on [0, ζ)), Xt is the coordinate process defined via Xt(ω) = ω(t)
for all ω ∈ P(E) and 0 ≤ t < ζ , ζ is the life time of Xt, and Px is the law of Xt with
initial point x ∈ E. Recall that (E ,F ) is called conservative if
Px(ζ = ∞) = 1
for all x ∈ E.
Now we are ready to state the following result on the escape rate ofXt. As indicated
in Example 3.1, this is a generalization of [15, Theorem 4.1].
Theorem 2.2. Suppose that there is a nonnegative function ρ on E satisfying Assump-
tion 2.1. Let x ∈ E and ψ be a function on [0,+∞) determined by
t =
∫ ψ(t)
2
r
λ(r) (log µ(B(r)) + log log r)
dr. (2.1)
Then there exists a constant C such that ψ(Ct) is an upper rate function for Xt with
respect to ρ, that is
Px(ρ(Xt) ≤ ψ(Ct) for all t sufficiently large) = 1. (2.2)
Consequently, we have the following criterion for conservativeness of the diffusion
process.
Corollary 2.3. Let ρ be a nonnegative function on E satisfying Assumption 2.1. If∫ ∞
2
r
λ(r) (logµ(B(r)) + log log r)
dr = ∞, (2.3)
then the Dirichlet form (E ,F ) is conservative.
There is a canonical choice of the function ρ which satisfies Assumption 2.1. Let
d(x, y) := sup{f(x)− f(y) : f ∈ F ∩ C0(E), dµ〈f,f〉 ≤ dµ on E}
for every x, y ∈ E. Here dµ〈f,f〉 ≤ dµ means that the energy measure dµ〈f,f〉 is
absolutely continuous with respect to the reference measure µ and the Radon-Nikodym
derivative
dµ〈f,f〉
dµ
≤ 1
µ-a.s. on E.
The function d is called intrinsic metric. We refer to [4, 5, 23, 24, 25] etc. for the
details. For any x ∈ E, let
ρx(z) := d(z, x) for all z ∈ E.
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We need the following assumption such that ρx satisfies Assumption 2.1.
Assumption 2.4. The intrinsic metric d is a complete metric on E and the topology
induced by d is equivalent to the original topology on E.
By Assumption 2.4, we have (see [23, Lemma 1′]) ρx ∈ Floc ∩ C(E) and
Γ(ρx, ρx) ≤ 1. (2.4)
Moreover,Bρx(r) is compact for every r > 0. So Assumption 2.1 holds with λ(r) ≤ 1.
Thus Theorem 2.2 implies the following corollary.
Corollary 2.5. Suppose that Assumption 2.4 holds. Let x ∈ E and ψ be a function on
[0,+∞) determined by
t =
∫ ψ(t)
2
r
logµ(Bρx(r)) + log log r
dr. (2.5)
Then there exists a constant C such that ψ(Ct) is an upper rate function for Xt with
respect to ρx. That is,
Px(ρx(Xt) ≤ ψ(Ct) for all t sufficiently large) = 1. (2.6)
Remark 2.6. In terms of the intrinsic metric, Corollary 2.3 naturally gives a proba-
bilistic proof of Sturm’s conservativeness test [23, Theorem 4]: (E ,F ) is conservative
if for some x ∈ E, ∫ ∞
2
r
logµ(Bρx(r))
dr = ∞. (2.7)
Note that in this case the extra term log log r appeared in (2.3) can be dropped (see [15,
Lemma 3.1] for a proof).
Before proceeding to the proof of Theorem 2.2, let us explain the idea of the proof.
Let {Rn}n≥1 be a sequence of strictly increasing radii to be determined later such
that Rn ↑ +∞ as n ↑ +∞ and set Bn := B(Rn) for every n ≥ 1. Suppose that the
process starts from points in B1. Consider the first exit time of Xt from Bn:
τn := inf{t > 0: Xt /∈ Bn}, n ≥ 1.
For every n ≥ 1, it is clear that at the stopping time τn, the process first reaches the
boundary ∂Bn. Let τ0 = 0. Then for every n ≥ 1, the difference τn − τn−1, provided
that τn−1 < +∞ almost surely, is the crossing time of the process from ∂Bn−1 to ∂Bn.
Suppose that we have a sequence of time steps {tn}n≥1 such that
∞∑
n=1
Px(τn − τn−1 ≤ tn) <∞.
Then by the Borel-Cantelli’s lemma, the probability that the events {τn − τn−1 ≤ tn}
happen infinitely often is 0. So, for all large enough n we have
τn − τn−1 > tn, Px-a.s..
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Roughly speaking, it implies
Tn :=
n∑
k=1
tk < τn, Px-a.s..
It indicates that almost surely the process stays in Bn before time Tn. This connection
will give us an upper rate function for Xt after some manipulation.
Now the problem is reduced to estimates of the crossing times τn − τn−1. To get the
estimates, analytic and probabilistic approaches are used in [14] and [15] respectively.
The main idea in [15] is to use Lyons-Zheng’s decomposition ([18]). This goes back to
[26, 27] where conservativeness of general symmetric diffusion process was studied.
Note that some additional geometric condition is required by the analytic approach in
[14].
In this paper we adopt the procedure in [15]. Let us first define some notation. For
any compact set K ⊂ E, set
PK =
1
µ(K)
∫
K
Pz µ(dz) (2.8)
and
EK(f, g) =
∫
K
Γ(f, g) dµ, f, g ∈ F .
It is clear that EK is closed on L2(X,1Kµ). Let FK be the domain of the closure of
EK . Then (EK,FK) is a strongly local, regular, symmetric and conservative Dirichlet
form on L2(K,1Kµ).
As remarked in [15], to use the Lyons-Zheng’s decomposition, we have to consider
the following events
An := {τn − τn−1 ≤ tn, τn ≤ Tn}, n ≥ 1
instead of the events {τn − τn−1 ≤ tn}, n ≥ 1.
The estimate in the following lemma is crucial for the proof of Theorem 2.2.
Lemma 2.7. Let R0 = 0 and rn := Rn−Rn−1 for every n ≥ 1. Then for every n ≥ 1,
PB1(An) ≤
16√
2pi
µ(Bn)
µ(B1)
Tn
√
λ(Rn)√
tnrn
exp
(
− r
2
n
8λ(Rn)tn
)
. (2.9)
Proof. Set ρt := ρ(Xt), τ0 = 0 and τn := inf{t > 0: Xt /∈ Bn} for every n ≥ 1.
For every r > 0, let Mr = (Xt,Prx) be the diffusion processes corresponding to
(EB(r),FB(r)).
Analogous to (2.8), we define for every compact set K ⊂ B(r) ⊂ E,
P
r
K =
1
µ(K)
∫
K
P
r
z µ(dz). (2.10)
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Then
PB1(An) =PB1(τn − τn−1 ≤ tn, τn ≤ Tn)
≤PB1
(
sup
0≤s≤tn
(ρτn−1+s − ρτn−1) ≥ rn, τn ≤ Tn
)
≤µ(Bn−1)
µ(B1)
PBn−1
(
sup
0≤s≤tn
(ρτn−1+s − ρτn−1) ≥ rn, τn ≤ Tn
)
≤µ(Bn−1)
µ(B1)
P
Rn
Bn−1
(
sup
0≤s≤tn
(ρτn−1+s − ρτn−1) ≥ rn, τn ≤ Tn
)
≤µ(Bn)
µ(B1)
P
Rn
Bn
(
sup
0≤s≤tn
(ρτn−1+s − ρτn−1) ≥ rn, τn ≤ Tn
)
.
(2.11)
Since the diffusion process Mn is conservative, by Lyons-Zheng’s decomposition (see
[18]) we have
ρt − ρ0 = 1
2
Mt − 1
2
(M˜Tn − M˜Tn−t), PRnBn-a.s.. (2.12)
Here Mt is a martingale additive functional of finite energy (see the notation in [9])
and
M˜t = Mt(rTn),
where rTn is the time reverse operator at Tn defined via
Xt(rTn) = XTn−t.
Set
Ft = σ(Xs : 0 ≤ s ≤ t) and Gt = σ(Xs : Tn − t ≤ s ≤ Tn).
Then (Mt,PRnBn) is a Ft-martingale, while (M˜t,P
Rn
Bn
) is a Gt-martingale.
As discussed in [15], by (2.12) we have{
sup
0≤s≤tn
(ρτn−1+s − ρτn−1) ≥ rn, τn ≤ Tn
}
j
[Tntn ]+1⋃
k=1
{
sup
|s|≤tn
|ρktn+s − ρktn | ≥
rn
2
}
j
[Tntn ]+1⋃
k=1
({
sup
|s|≤tn
|Mktn+s −Mktn | ≥
rn
2
}⋃{
sup
|s|≤tn
|M˜ktn+s − M˜ktn | ≥
rn
2
})
(2.13)
From the symmetry of Mt, we have the time reversibility: For any FTn-measurable
function F ,
E
Rn
Bn
(F (rTn)) = E
Rn
Bn
(F ).
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Here ERnBn is the expectation with respect to P
Rn
Bn
. Hence for every 1 ≤ k ≤
[
Tn
tn
]
+ 1,
P
Rn
Bn
(
sup
|s|≤tn
|Mktn+s −Mktn | ≥
rn
2
)
=PRnBn
(
sup
|s|≤tn
|M˜ktn+s − M˜ktn | ≥
rn
2
)
.
(2.14)
Therefore, it follows from (2.11), (2.13) and (2.14) that
PB1(τn − τn−1 ≤ tn, τn ≤ Tn)
≤2µ(Bn)
µ(B1)
[Tntn ]+1∑
k=1
P
Rn
Bn
(
sup
|s|≤tn
|Mktn+s −Mktn | ≥
rn
2
)
.
(2.15)
So it remains to estimate the probability
P
Rn
Bn
(
sup
|s|≤tn
|Mktn+s −Mktn | ≥
rn
2
)
for every 1 ≤ k ≤
[
Tn
tn
]
+ 1.
Note that continuous martingale Mt − M0 is a time change of one dimensional
standard Brownian motion B(t) with respect to PRnBn . That is, for every t ≥ 0,
Mt −M0 = B(〈M〉t) = B
(∫ t
0
Γ(ρ, ρ)(Xu) du
)
.
Since Γ(ρ, ρ) ≤ λ(Rn) on Bn, we have for every 1 ≤ k ≤
[
Tn
tn
]
+ 1,
P
Rn
Bn
(
sup
|s|≤tn
|Mktn+s −Mktn | ≥
rn
2
)
=PRnBn
(
sup
|s|≤tn
∣∣∣∣B
(∫ ktn+s
ktn
Γ(ρ, ρ)(Xu) du
)∣∣∣∣ ≥ rn2
)
≤2PRnBn
(
sup
0≤s≤tn
|B(λ(Rn)s)| ≥ rn
2
)
≤4PRnBn
(
1√
λ(Rn)tn
B(λ(Rn)tn) ≥ rn
2
√
λ(Rn)tn
)
=4
1√
2pi
∫ ∞
rn
2
√
λ(Rn)tn
exp
(
−x
2
2
)
dx
≤ 8√
2pi
√
λ(Rn)tn
rn
exp
(
− r
2
n
8λ(Rn)tn
)
.
(2.16)
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Here we have used the following simple inequality∫ ∞
a
exp
(
−x
2
2
)
dx ≤ 1
a
exp
(
−a
2
2
)
, a > 0.
Now (2.9) follows immediately from (2.15) and (2.16). Thus the proof is complete. 
Now let us consider how to choose Rn and tn properly.
By
√
x < ex for all x > 0, we have
1√
tn
≤
√
16λ(Rn)
rn
exp
(
r2n
16λ(Rn)tn
)
.
So it follows from (2.9) that
PB1(An) ≤
64√
2pi
1
µ(B1)
Tnλ(Rn)
r2n
exp
(
log µ(Bn)− r
2
n
16λ(Rn)tn
)
. (2.17)
In order to absorb the coefficient of the exponential part, it is natural to take
tn =
r2n
32λ(Rn)(logµ(Bn) + h(Rn))
,
where h is an increasing function to be determined later. By (2.17) we get
PB1(An) ≤
64√
2pi
1
µ(B1)
Tnλ(Rn)
r2n
exp (− log µ(Bn)− 2h(Rn)) . (2.18)
Suppose that rn is increasing in n. Then
Tn =
n∑
k=1
tk =
1
32λ(Rn) (logµ(Bn) + h(Rn))
n∑
k=1
r2k
≤ rn
32λ(Rn) (logµ(Bn) + h(Rn))
n∑
k=1
rk
=
Rnrn
32λ(Rn) (logµ(Bn) + h(Rn))
.
Substituting the above inequality into (2.18), we get
PB1(An) ≤
2√
2pi
1
µ(B1)
1
logµ(Bn) + h(Rn)
Rn
rn
exp (−2h(Rn)) . (2.19)
To obtain
∑∞
n=1PB1(An) <∞ it suffices to take the Radii Rn and the function h such
that
∞∑
n=1
Rn
rn
exp (−2h(Rn)) <∞. (2.20)
Let Rn = 2nc for some large enough constant c > 0 such that x ∈ B1. Since Rn/rn =
2, (2.20) is equivalent to
∞∑
n=1
exp (−2h(2nc)) <∞.
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Evidently it is sufficient to take h(r) = log log r since in this case we have
exp (−2h(2nc)) = (n log 2 + log c)−2 ≈ 1
n2
.
We are now in a position to prove Theorem 2.2.
Proof of Theorem 2.2. According the discussion above, by taking Rn = 2nc for some
large enough constant c > 0 and
tn =
r2n
32λ(Rn)(logµ(Bn) + log logRn)
, (2.21)
we get
∑∞
n=1PB1(An) < ∞. As shown in [15, Lemma 2.1], there exists a constant
T−1 ≥ 0 such that for all n ≥ 1,
τn ≥ Tn − T−1, PB1-a.s..
Hence
sup
t≤Tn−T−1
ρt ≤ 2nc, PB1-a.s.. (2.22)
Note that
r2n =
1
4
Rn(Rn+1 − Rn).
By (2.21) we have
Tn =
n∑
k=1
tk =
n∑
k=1
Rk(Rk+1 − Rk)
128λ(Rk)(log µ(Bk) + log logRk)
≥ 1
256
∫ Rn+1
R1
r
λ(r)(logµ(r) + log log r)
dr.
(2.23)
Let
φ(R) =
∫ R
2c
r
λ(r) (log µ(B(r)) + log log r)
dr. (2.24)
Then (2.23) implies
Tn ≥ 1
256
φ(2n+1c). (2.25)
For every R ≥ 2c, let n(R) be the positive integer such that
2n(R)c < R ≤ 2n(R)+1c. (2.26)
As φ is increasing, by (2.25) and (2.26) we have
1
256
φ(R) ≤ 1
256
φ(2n(R)+1c) ≤ Tn(R).
Therefore, by (2.22) and (2.26), for all R ≥ 2c
sup
t≤ 1
256
φ(R)−T−1
ρt ≤ 2n(R)c < R, PB1-a.s.. (2.27)
Let ψ˜ be the inverse function of φ. Then (2.27) implies
sup
t≤T
ρt ≤ ψ˜(256(T + T−1)), PB1-a.s. (2.28)
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for large enough T > 0. Consequently, in terms of ψ, we have for sufficiently large
T > 0,
sup
t≤T
ρt ≤ ψ(512T ), PB1-a.s.. (2.29)
Now we arrive at the conclusion that
PB1(H) = 1,
where
H = {ρ(Xt) ≤ ψ(Ct) for all t sufficiently large}.
This means that the function ψ is an upper rate function for Xt starting from points
with uniform distribution on the ball B1. The theorem will proved by showing that ψ
is also an upper rate function for Xt starting from every single point in B1.
By Markov property of Xt, we have for every z ∈ E,
Ez(1H ◦ θt|Ft) = EXt1H , (2.30)
where θt is the shift operator on P(E) defined by
(θtω)(s) = ω(t+ s), ω ∈ P(E).
Obviously we have 1H ◦ θt = 1H . Hence from (2.30) we get
Ez(1H |Ft) = EXt1H . (2.31)
Let
h(z) := Pz(H) = Ez1H
for all z ∈ E. By (2.31) and the definition of h, we obtain
Pth(z) = Ezh(Xt) = Ez(EXt1H) = Ez(Ez(1H |Ft)).
Note that Ez(Ez(1H |Ft)) = Ez1H = h(z). So we have
Pth(z) = h(z)
for all z ∈ E. This proves that h is a L-harmonic function on E (i.e. solution of
Lu = 0, cf. [23]), where L is the infinitesimal generator associated with Xt. By
Liouville theorem (cf. [23]), the function h is constant on B1. On the other hand, we
have
PB1(H) =
1
µ(B1)
∫
B1
Pz(H) dµ =
1
µ(B1)
∫
B1
h(z)µ(dz) = 1.
Therefore we must have Pz(H) = h(z) = 1 for every z ∈ B1. In particular, we get
(2.6) and hence the proof is now complete. 
Proof of Corollary 2.3. From (2.6), we have for any x ∈ E, there is a constant C > 0
such that for all sufficiently large T > 0,
sup
t≤T
ρt ≤ ψ(CT ), Px-a.s..
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Hence we have for any sufficiently large T > 0,
Px(T < ζ) = Px
(
sup
t≤T
ρt <∞
)
= 1.
This proves that the process is conservative. 
3. EXAMPLES OF ESCAPE RATE OF DIRICHLET PROCESS
Example 3.1. Let (M, g) be a n-dimensional complete connected Riemannian man-
ifold with Riemannian metric g. Let ∆ and ∇ be the Laplace-Beltrami operator and
gradient operator on M respectively. Denote the inner product in the tangent space
TxM at x ∈ M by 〈·, ·〉 := 〈·, ·〉x := gx(·, ·). Let d be the Riemannian distance func-
tion on M and ρo(·) = d(o, ·) the distance function on M with respect to some fixed
point o ∈ M . Let B(r) := {x ∈ M : ρo(x) ≤ r} be the ball with center o and radius
r > 0. Let vol(dx) be the volume element of the manifold M , and TM the bundle of
tangent space of M .
Let A : TM → TM be a strictly positive definite mapping and V a smooth function
on M . Set µ(dx) = exp(V (x))vol(dx). Due to the integration by parts formula,
E(f, g) =
∫
M
〈A∇f,∇g〉µ(dx), f, g ∈ C10 (M),
defines a closable Markovian form on L2(M,µ(dx)). Its closure (E ,F ) is a strongly
local, regular, conservative and symmetric Dirichlet form on L2(M,µ(dx)).
In the case when A is the identity operator on TM and V vanishes, (E ,F ) is the
classical Dirichlet form. The associated intrinsic metric coincides with the Riemannian
distance and Assumption 2.1 holds for ρo. The corresponding diffusion process is the
Brownian motion Bt on M . By Corollary 2.3, there exists some constant C > 0 such
that ψ(Ct) is an upper rate function for Bt with respect to ρo, where ψ is given by
t =
∫ ψ(t)
2
r
log vol(B(r)) + log log r
dr. (3.1)
This shows that Corollary 2.3 covers [15, Theorem 4.1].
In the case when A is the identity operator and V 6= 0, the associated infinitesimal
generator of the Dirichlet form is given by the diffusion operator L = ∆ + ∇V on
C∞0 (M). The intrinsic metric is still the Riemannian distance. Hence, there is some
constant C > 0 such that ψ(Ct) is an upper rate function with respect to ρo for the
associated diffusion process, where ψ is given by
t =
∫ ψ(t)
2
r
log µ(B(r)) + log log r
dr. (3.2)
For the general case, let
λ(r) := sup
y∈B(r)
〈A∇ρo,∇ρo〉(y).
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By Theorem 2.2, there is a constant C > 0 such that ψ(Ct) is an upper rate function
with respect to ρo, where ψ(t) is given by
t =
∫ ψ(t)
2
r
λ(r) (log µ(B(r)) + log log r)
dr. (3.3)
In particular, if we have
〈A∇ρo,∇ρo〉 ≤ cργo
for some positive constants c and γ, then there is a constant C > 0 such that ψ(Ct) is
an upper rate function, where ψ is given by
t =
∫ ψ(t)
2
r1−γ
log µ(B(r)) + log log r
dr. (3.4)
Example 3.2. Let U = {x ∈ Rn : |x| < l} be the Euclidean ball with center the origin
and radius l > 0. Let Ξ,Φ be continuous positive functions on [0,∞). Set
ξ(x) = Ξ(|x|), φ(x) = Φ(|x|), x ∈ U
and dµ(x) = φ2ξ2dx. Consider the Markovian form (E , C∞0 (U)) with
E(f, g) =
∫
U
〈∇f,∇g〉ξ−2 dµ
on the Hilbert space L2(U, dµ).
The intrinsic metric d is given by
d(x, 0) =
∫ |x|
0
Ξ(s)ds, x ∈ U.
Suppose that ∫ l
0
Ξ(s)ds =∞.
Clearly the form (E , C∞0 (U)) is closable and Assumption 2.4 holds. Hence (U, d) is
complete. The volume of the ball
B(0, r) = {x ∈ U : d(x, 0) ≤ r} =
{
x ∈ U :
∫ |x|
0
Ξ(s) ds ≤ r
}
with center 0 and radius r > 0 is given by
µ(B(0, r)) =
∫
B(0,r)
φ2ξ2dx = vol(Sn−1)
∫ s∗(r)
0
Φ2(s)Ξ2(s)sn−1 ds,
where s∗(r) is determined by ∫ s∗(r)
0
Ξ(s) ds = r,
and vol(Sn−1) is the volume of the standard sphere Sn−1 := {x ∈ Rn : |x| = 1}.
Suppose that l = +∞ (i.e. U = Rn) and
Φ(s) ≈ sa, Ξ(s) ≈ sb
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with a, b > 0. Here for any two functions f and g, f ≈ g means that there exists a
constants C(f, g) > 0 such that
1
C(f, g)
g ≤ f ≤ C(f, g)g.
Then for any x ∈ U we have
d(x, 0) =
∫ |x|
0
Ξ(s)ds ≈ |x|1+b.
Hence
s∗(r) ≈ r 11+b .
So
µ(B(0, r)) ≈
∫ s∗(r)
0
s2(a+b)+n−1ds ≈ (s∗(r))2(a+b)+n ≈ r 2(a+b)+n1+b .
Therefore, by Theorem 2.2, for any x ∈ Rn, there exists some constant C > 0 such
that
Px(d(Xt, 0) ≤ C
√
t log t for all t sufficiently large) = 1.
In terms of the Euclidean metric, it implies that there exists some constant C1 > 0 such
that
Px(|Xt| ≤ C1(t log t)
1
2(1+b) for all t sufficiently large) = 1.
Example 3.3. Let E be a symmetric bilinear form on L2(Rn, dx) defined by
E(f, g) =
n∑
i,j=1
∫
Rn
aij(x)
∂f
∂xi
∂g
∂xi
dx, f, g ∈ C∞0 (Rn),
where for each 1 ≤ i, j ≤ n, aij is a locally integrable measurable function onRn such
that (aij)n×n is symmetric, locally uniformlly elliptic and for all ξ ∈ Rn
n∑
i,j=1
aij(x)ξiξj ≈ a(x)‖ξ‖2 (3.5)
for some positive continuous function a(x) on Rn.
It is well known that (E , C∞0 (Rn)) is closable (see [9, Section 3.1]) and its clo-
sure (E ,F ) is a strongly local, regular, conservative and symmetric Dirichlet form on
L2(Rn, dx).
Define a distance function d on Rn ×Rn by
d(x, y) = inf
{∫ 1
0
a−1/2(γ(s))|γ′(s)|ds : γ ∈ C1([0, 1];Rn), γ(0) = x, γ(1) = y
}
for all x, y ∈ Rn. Essentially d is proportional to the intrinsic metric. For every
x ∈ Rn, let ρx(y) = d(x, y) for all y ∈ Rn. Set for all r > 0, Bρx(r) := {y ∈
R
n : ρx(y) ≤ r}. It is clear that ρx satisfies Assumption 2.1. Moreover, we have for all
r > 0,
λ(r) = sup
y∈Bρx (r)
n∑
i,j=1
aij(y)
∂ρx
∂xi
(y)
∂ρx
∂xi
(y) ≈ 1.
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By Corollary 2.5, for any x ∈ Rn there is a constant C > 0 such that ψ(Ct) is an
upper rate function with respect to ρx for the associated diffusion process Xt, where ψ
is given by
t =
∫ ψ(t)
2
r
log vol(Bρx(r)) + log log r
dr. (3.6)
Here vol(B) is the volume of Borel set B ⊂ Rn with respect to the Lebesgue measure.
Example 3.4. We proceed to consider Example 3.3. Suppose that the function a(x) in
(3.5) is radial, i.e. there exists some strictly positive function a˜ on [0,∞) such that
a(x) = a˜(|x|), x ∈ Rn.
Then we have
ρx(y) ≈ ρ˜(|x− y|), x, y ∈ Rn,
where
ρ˜(s) =
∫ s
0
1√
a˜(u)
du, s ∈ [0,∞). (3.7)
So there exists some constant C > 0 such that
Px(ρx(Xt) ≤ Cψ(Ct) for all t sufficiently large) = 1, (3.8)
where by (3.6), ψ can be represented as
t =
∫ ψ(t)
2
r
n log[ρ˜−1(r)] + log log r
dr. (3.9)
Let
ψ˜ = ρ˜−1 ◦ ψ. (3.10)
We have
Px(|Xt| ≤ C1ψ˜(C1t) for all t sufficiently large) = 1 (3.11)
for some constant C1 > 0.
Let us consider three special cases of function a and look for ψ and ψ˜ satisfying
(3.8) and (3.11) for some constants C > 0 and C1 > 0 respectively.
Case 1. Suppose that a ≡ 1. Then ρ˜(s) = s. So we have ψ(t) = √t log t and
ψ˜(t) =
√
t log t.
Case 2. Suppose that a(x) = (1 + |x|)α for some α < 2. Then ρ˜(s) = (1 + s)1−α/2.
So we have ψ(t) =
√
t log t and ψ˜(t) = (t log t)1/(2−α).
Case 3. Suppose that a(x) = (1 + |x|)2[log(1 + |x|)]β for some β ≤ 1. Then
ρ˜(s) = [log(1 + s)]1−β/2. We have:
(1) If β < 1, then we have ψ(t) = t1+ β2−2β and ψ˜(t) = exp(t 11−β ).
(2) If β = 1, then we have ψ(t) = exp(t) and ψ˜(t) = exp(exp(t)).
Remark 3.5. In Example 3.4, if a(x) = (1 + |x|)α with α > 2 or a(x) = (1 +
|x|)2 log(1+|x|)β with β > 1, then the corresponding Dirichlet form is not conservative
(see [7, Example B and Note 6.6]).
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Remark 3.6. To get an upper rate function with respect to the Euclidean metric for the
process considered in Example 3.4, usually it is convenient to apply Theorem 2.2 with
λ(r) = a˜(r). That is, one can get ψ˜ satisfying (3.11) by solving
t =
∫ ˜ψ(t)
2
r
a˜(r)(n log(r) + log log r)
dr. (3.12)
For Case 1 and Case 2, from (3.12) we get the same functions ψ˜(t) with those in
Example 3.4. However, for Case 3, if β > 0, we have∫ +∞
2
1
r(log(r))1+β
dr <∞,
so we cannot get ψ˜ from (3.12). For β = 0 and β < 0, by (3.12), we have ψ˜(t) =
exp(t) and ψ˜(t) = exp(t−
1
β ) respectively. Clearly for the case β = 0 we obtain the
same function ψ˜(t) with the one obtained in Example 3.4. But for the case β < 0, we
get less precise upper rate function. This is the cost we have to pay for the convenience
of using λ(r) = a˜(r).
Remark 3.7. Comparing with Example 4.5 in the next section, it turns out that the
method using volume growth needs less information of the Dirichlet form, but some-
times gives less exact upper rate function.
4. COMPARISON THEOREM FOR ESCAPE RATES
Let M be a n-dimensional complete smooth connected Riemannian manifold. Con-
sider a diffusion operator
L = ∆ + Z (4.1)
on M , where ∆ is the Laplace-Beltrami operator on M and Z is a C1 vector field on
M .
Let o ∈M be a fixed reference point and set
ρo(x) = d(x, o)
for every x ∈ M . Here d(·, ·) is the Riemannian distance function on M .
Let cut(o) denote the cut locus of o. Suppose that there exists some measurable
function θ on [0,+∞) such that
Lρo ≤ θ(ρo) (4.2)
on M \ cut(o).
Note that by a comparison theorem of Bakry and Qian [2, Theorem 4.2], Inequality
(4.2) follows from the curvature-dimension condition (see [1]).
Let (Xt, ζ,Px)x∈M be the diffusion process on M associated with L. Here ζ is the
life time ofXt. LetBR denote the closed geodesic ball with center o and radius R > 0.
Set BoR = BR \ ∂BR. Let τR denote the first exit time of Xt from BR. That is,
τR := inf{t ≥ 0: Xt /∈ BR}.
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Let (xt,P0r) be the solution to the following stochastic differential equation
dxt = θ(xt)dt+
√
2dwt, x0 = r ≥ 0 (4.3)
on [0,+∞). Here wt is a standard Brownian motion, θ is the function on [0,+∞)
satisfying (4.2). The infinitesimal generator of xt is given by
L0 =
∂2
∂r2
+ θ(r)
∂
∂r
.
For every 0 < R < δK , let τ 0R be the first exit time of xt from [0, R]. That is,
τ 0R := inf{t ≥ 0: xt /∈ [0, R]}.
We have the following comparison theorem for the upper rate functions of Xt and
xt. To some extend, it is a generalization of [16, Theorem 2.1], [22, Proof of Inequality
(4.6)] and [11, Proof of Inequality (2.2)].
Theorem 4.1. Suppose that there is some measurable function θ on [0,+∞) such that
(4.2) holds on M \ cut(o). Let R > 0 and x ∈M with r := ρo(x) < R. Then for every
t > 0, 0 < δ < R,
P
0
r(xt < δ, t < τ
0
R) ≤ Px(ρo(Xt) < δ, t < τR). (4.4)
Therefore, an upper rate function for xt is also an upper rate function for Xt.
Proof. Let φ be a monotone, non-increasing C∞-function on [0, R) with compact sup-
port in [0, δ). Set for all t ≥ 0, x ∈ BR and r ∈ [0, R],
u(t, x) = Ex[φ(ρo(Xt)), t < τR] (4.5)
and
u0(t, r) = Er[φ(xt), t < τ
0
R]. (4.6)
It is clear that u(t, x) ∈ C∞((0,∞)×BR) and u0(t, r) ∈ C∞((0,∞)× [0, R]). More-
over, u(t, x), u0(t, r) satisfy the following two equations

∂u
∂t
− Lu = 0 in (0,∞)×BoR,
u(0, x) = φ(d(x, o)),
u(t, x) = 0 on ∂BoR
and 

∂u0
∂t
− L0u0 = 0 in (0,∞)× (0, R),
u0(0, r) = φ(r),
u0(t, R) = 0
respectively.
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It is clear that xt is monotone non-decreasing relative to the initial value r (cf. [16,
Lemma 2.1]). Since φ is monotone non-increasing, by (4.6) we get that the function
u0(t, r) is monotone non-increasing in r < R. So
∂
∂r
u0(t, r) ≤ 0.
Let v0(t, x) = u0(t, ρo(x)). By (4.2), for all x /∈ cut(o) with ρo(x) = r < R, we have
∂
∂t
v0(t, x) =
∂
∂t
u0(t, r)
∣∣
r=ρo(x) = L0u0(t, r)
∣∣
r=ρo(x)
=
(
∂2
∂r2
+ θ(r)
∂
∂r
)
u0(t, r)
∣∣
r=ρo(x)
≤
(
∂2
∂r2
+ (Lr)
∂
∂r
)
u0(t, r)
∣∣
r=ρo(x) = Lv0(t, x).
Consequently we have(
∂
∂t
− L
)
v0(t, x) ≤ 0 in (0,∞)× (BoR \ cut(o)). (4.7)
Using similar arguments in the appendix of [28], we have(
∂
∂t
− L
)
v0(t, x) ≤ 0 in (0,∞)×BoR
in the distributional sense. Let U(t, x) = v0(t, x)− u(t, x). Then(
∂
∂t
− L
)
U(t, x) ≤ 0 in (0,∞)×BoR
in the distributional sense. Note that for all x ∈ BoR, U(0, x) = 0, and for all t ≥ 0,
x ∈ ∂BoR, U(t, x) = 0, by the parabolic maximum principle, we have
U(t, x) ≤ 0
for every (t, x) ∈ [0,∞)×BR. That is, we get
Er[φ(xt), t < τ
0
R] ≤ Ex[φ(ρo(Xt)), t < τR] (4.8)
for all (t, x) ∈ [0,∞)×BR with r = ρo(x). By letting φ ↑ 1[0,δ) on both sides of (4.8),
we obtain (4.4).
If there exists an upper rate function for xt, then Pr(ζ0 = +∞) = 1. Letting R →
+∞ on both sides of (4.4), we obtain
P
0
r(xt < δ) ≤ Px(ρo(Xt) < δ, t < τ∞). (4.9)
So if R(t) is an upper rate function for xt, i.e.
P
0
r(xt ≤ R(t) for all sufficiently large t) = 1,
then we also have
Px(ρo(Xt) ≤ R(t) for all sufficiently large t) = 1.
This proves that Xt inherits the upper rate function for xt. 
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Remark 4.2. A probabilistic proof of Theorem 4.1 is available by modifying the argu-
ments in the proof of [11, Lemma 2.1].
By Theorem 4.1 and Corollary 5.4 shown in the next section we have the following
result.
Corollary 4.3. Suppose that for some −1 ≤ α ≤ 1 there exists some constant Kα > 0
such that
Lρo ≤ Kαραo
holds onM\cut(o). Then for some constantCα > 0, gα(Cαt) is an upper rate function
for the L-diffusion process Xt, where gα is given by
gα(t) =


√
t log log t, α = −1,
t
1
1−α , − 1 < α < 1,
et, α = 1.
(4.10)
Example 4.4. Let n be an integer and Rn be endowed with the following metric
ds2 = dr2 + ξ2(r)dθ2,
where (r, θ) is the polar coordinates in Rn = R+ × Sn−1, ξ(r) is a positive smooth
function on R+ satisfying ξ(0) = 0, ξ′(0) = 1, and dθ2 is the standard Riemannian
metric on Sn−1. We call Mξ := (Rn, ξ) a model manifold.
The Laplace-Beltrami operator ∆ on Mξ can be written as follows
∆ =
∂2
∂r2
+m(r)
∂
∂r
+
1
ξ2(r)
∆θ,
where ∆θ is the standard Laplace operator on Sn−1 and m(r) is the mean curvature
function of Mξ given by
m(r) = (n− 1)ξ
′(r)
ξ(r)
.
It is clear that we have ∆r = m(r).
In particular, let us take ξ(r) = sinh
√
Kr for some constant K > 0. Then Mξ is
the hyperbolic space Hn, i.e. the complete simply connected n-dimensional manifold
with constant sectional curvature −K. Clearly we have
∆r = (n− 1)
√
K coth
√
Kr, r > 0.
Note that (n − 1)√K coth√Kr → (n − 1)√K as r → +∞. Hence, by Proposition
5.3, for every ε > 0, (1 + ε)(n − 1)√Kt is an upper rate function for the Brownian
motion on Mξ.
Example 4.5. Consider the Dirichlet form (E ,F ) on L2(Rn, dx) given by
E(f, g) =
n∑
i,j=1
∫
Rn
aij(x)
∂f
∂xi
∂g
∂xi
dx, f, g ∈ C∞0 (Rn),
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where aij are continuously differentiable functions on Rn such that (aij) is positive
definite. The infinitesimal generator associated with (E ,F ) is given by
L =
n∑
i,j=1
∂
∂xi
(
aij(x)
∂
∂xi
)
=
n∑
i,j=1
aij(x)
∂2
∂xi∂xj
+
n∑
i
bi(x)
∂
∂xi
(4.11)
on C2(Rn), where
bi(x) =
n∑
j=1
∂aij
∂xj
(x).
We introduce a new Riemannian metric g = (gij(x)) = (aij)−1 on Rn. Then
L = ∆g +∇g
(
1
2
log det a
)
.
Here ∆g and ∇g are the Beltrami-Laplace operator and gradient operator on (Rn, g)
respectively. The Riemannian distance function ρ on (Rn, g) is the same with the
intrinsic metric of the Dirichlet form (E ,F ).
Suppose that the Riemannian distance function is given by ρx(y) = ρ˜(|x − y|),
x, y ∈ Rn, for some positive function ρ˜ ∈ C2([0,∞)). Then
Lρ0(x) = A(x)ρ˜
′′(|x|) + ρ˜
′(|x|)
|x| [B(x)− A(x) + C(x)] ,
where
A(x) =
1
|x|2
n∑
i,j=1
aij(x)xixj ,
B(x) =
n∑
i=1
aii(x),
C(x) =
∑
i=1
xibi(x).
In particular, let us consider a toy model to illustrate the application. Suppose that
(aij) = a˜(|x|)I for some strictly positive and continuously differentiable function a˜ on
[0,∞). As in Example 3.4, for the Riemannian distance function we have
ρx(y) ≈ ρ˜(|x− y|), x, y ∈ Rn,
where
ρ˜(s) =
∫ s
0
1√
a˜(s)
ds.
Let r = |x|. Then
Lρ0(x) = − a˜
′(r)
2
√
a˜(r)
+
(n− 1)√a˜(r)
r
.
Now we apply Corollary 4.3 to the three cases investigated in Example 3.4. That is,
we look for functions ψ and ψ˜ satisfying (3.8) and (3.11) for some constants C > 0
and C1 > 0 respectively.
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Case 1. Suppose that a ≡ 1. Then ρx(y) = |x− y| and
Lρx =
n− 1
ρx
.
So we have ψ(t) =
√
t log log t and ψ˜(t) =
√
t log log t.
Case 2. Suppose that a(x) = (1+ |x|)α for some α < 2. Then ρx(y) ≈ |x−y|1−α/2.
So we have
Lρx ≤ C
′
ρx
for some constant C ′ > 0. We get ψ(t) =
√
t log log t and ψ˜(t) = (t log log t)1/(2−α).
Case 3. Suppose that a(x) = (1 + |x|)2[log(1 + |x|)]β for some β ≤ 1. Then
ρx(y) ≈ [log(1 + |x− y|)]1−β/2. Hence for some constant C ′ > 0,
Lρx ≤ C ′ρ
β
2−β
x .
We get the same functions ψ and ψ˜ as in Case 3 of Example 3.4.
5. ESCAPE RATE OF ONE DIMENSIONAL ITOˆ PROCESS
Following the arguments in [10, §17], we include here a short study of the upper
rate function (with respect to the Eculidean metric) for a general one dimensional Itoˆ
diffusion process. This is useful for the application of Theorem 4.1.
Consider the following one dimensional stochastic differential equation
dzt = b(zt)dt+ σ(zt)dwt, t ≥ 0, (5.1)
where b and σ > 0 are measurable functions on [0,+∞), wt is the Brownian motion
on [0,+∞).
We start from the following simple result.
Proposition 5.1. Let zt satisfy (5.1). Suppose that the following conditions hold:
(1) For large enough x > 0, b(x) is bounded above by some constant b0 > 0, i.e.
b(x) ≤ b0 as x→ +∞.
(2) There exist some constants α < 1 and Cσ > 0 such that for all x > 0,
σ2(x) ≤ Cσ(1 + xα). (5.2)
Then for every ε > 0, (b0 + ε)t is an upper rate function for zt.
Proof. As zt satisfies (5.1), we have
zt = z0 +
∫ t
0
b(zs)ds+
∫ t
0
σ(zs)dws. (5.3)
By (5.2) we have (cf. [10, §17, Lemma 1])
Pz
(
lim
t→+∞
1
t
∫ t
0
σ(zs)dws = 0
)
= 1. (5.4)
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We only need to consider the path of zt which wanders out to infinity. Because b(x) ≤
b0 as x→ +∞, we have ∫ t
0
b(zs)ds ≤ b0t (5.5)
for sufficiently large t > 0. Thus the proof is complete by combining (5.3), (5.4) and
(5.5). 
With the help of the previous proposition and Itoˆ’s formula, we have the following
result.
Proposition 5.2. Let zt satisfy (5.1). Let f(x) be an increasing, twice continuously
differentiable function and g the inverse function of f . Suppose that the following
conditions hold:
(1) There exists a constant b0 > 0 such that for large enough x > 0,
b(g(x))f ′(g(x)) +
1
2
σ2(g(x))f ′′(g(x)) ≤ b0. (5.6)
(2) There exist some constants C > 0, α < 1 such that for all x > 0,
σ(g(x))f ′(g(x)) ≤ C(1 + xα). (5.7)
Then for ε > 0, g((b0 + ε)t) is an upper rate function for zt.
Proof. Let z˜t = f(zt). By Itoˆ’s formula we have
dz˜t = bˆ(z˜t)dt+ σˆ(z˜t)dwt, (5.8)
where
bˆ(x) = b(g(x))f ′(g(x)) +
1
2
σ2(g(x))f ′′(g(x)),
σˆ(x) = σ(g(x))f ′(g(x)).
By Proposition 5.1 as well as Conditions (5.6) and (5.7), for every ε > 0, (b0 + ε)t
is an upper rate function for z˜t. So g((b0 + ε)t) is an upper rate function for zt since
zt = g(z˜t). Thus the proof is complete. 
Proposition 5.3. Let zt satisfy (5.1). Let b˜ be a positive function on [0,+∞) such that
b(x) ≤ b˜(x) holds for large enough x > 0 and ∫ +∞ 1
b˜(s)
ds = +∞. Let g be a function
on [0,∞) definded by t = ∫ g(t)
0
1
b˜(s)
ds. Suppose that the following conditions hold:
(1) There exist some constants C1 > 0 and α < 1 such that for all x > 0,
σ(g(x))
b˜(g(x))
≤ C1(1 + xα).
(2) There exists some constant C2 > 0 such that for all x > 0,
−
(
σ(x)
b˜(x)
)2
b˜′(x) ≤ C2.
Then for every ε > 0, g((C+ε)t) is an upper rate function for zt, where C = 1+C2/2.
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Proof. Let
f(x) =
∫ x
0
1
b˜(u)
du
for sufficiently large x > 0. Then we extend f in such a way that it is increasing on
the rest of the half line [0,∞), and that f ′, f ′′ exist. It is clear that for sufficiently large
x > 0,
σ(g(x))f ′(g(x)) =
σ(g(x))
b˜(g(x))
≤ C1(1 + xα),
and
b(g(x))f ′(g(x)) +
1
2
σ2(g(x))f ′′(g(x))
=
b(g(x))
b˜(g(x))
− 1
2
(
σ(g(x))
b˜(g(x))
)2
b˜′(g(x)) ≤ 1 + 1
2
C2.
So Conditions (5.6) and (5.7) are satisfied. Hence the proof is finished by applying
Proposition 5.2. 
As an application of Proposition 5.3, let us give an upper rate function for xt satis-
fying (4.3).
Corollary 5.4. Let xt satisfy (4.3). Suppose that for some −1 ≤ α ≤ 1, there exists
some constant θα > 0 such that
θ(x) ≤ θαxα
holds for large enough x > 0. Then for some constant Cα > 0, gα(Cαt) is an upper
rate function for xt, where gα is given by (4.10).
Proof. The case when α = −1 follows from [19, Chapter 2, Theorem 5.4]. For the case
−1 < α ≤ 1, we only need to apply Proposition 5.3 with σ = √2 and b˜(x) = θαxα for
large enough x > 0. The function gα(t) is obtained by solving the following equation
t =
∫ gα(t)
0
1
θαxα
dx.

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