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CHAPTER I
BACKGROUND OF THE PROBLEM
The need for quality educational leadership has never
been more critical. The school administrator has been
faced in the past with the myriad problems of steadily
increasing school budgets, inadequate tax revenues, shortage
of trained personnel and lack of adequate housing for ex-
panding school populations.
These problems still exist, but the administrator's
situation is being alleviated or worsened because he doesn't
understand, by the appearance of electronic devices, com-
puters, which will record and process educational data
through the use of punched cards or magnetic tape.
The scope of the information available as a result
of the ability of the computer to be programmed for stat-
istical analysis of data is of considerable assistance at
a time when the size and complexity of school administra-
tion is reaching crisis proportions.
Following World War II, electronic data processing
(EDP) began to revolutionize the entire field of accounting
in business, industry and government. Education also began
to apply EDP to its accounting procedures but the lack of
2available financial resources made it difficult for
educators to compete with other facets of the economy
for the hardware and trained personnel needed.
Today, school districts are increasingly using EDP
singly or in regional or national assocations, as its
value to education has become more apparent and methods
to reduce its impact on the budget are being explored.
Much of the EDP employed by individual districts is
done in conjunction with banks or other businesses that
already have computer access and statistical analysis
available. Schools buy this time and service as needed,
using the technology the vendor offers. Bare 1 estimates
that some 22% of the nation's schools are involved in
some form of EDP in conjunction with a non-school enter-
prise. Associations that are educational in nature offer
similar services, such as NEEDS (New England Educational
Data System) associated with Harvard University, and
organizations such as General Learning, Inc., representing
private business enterprises offering EDP services.
School administrators have not yet used the computer
in many really sophisticated applications to administrative
1C. E. Bare, "Automated Data Processing in Education,"
Education Forum, 1966, (30:442)
purposes. Until recently graded reporting attendance
accounting and test scoring and analysis have been among
the most frequent administrative uses of EDP.
The New England School Development Council 3 feels that
in addition to increased use in the areas of educational
research and administrative function, the computer is an
important instructional device.
The focus of the use of computers for instructional
purposes is Computer Assisted Instruction (CAI)
,
a com-
puter system built to perform at the level of instruction
desired. CAI programs have been initiated principally
in the East Palo Alto, California school system, by
Stanford University.
Wherever CAI is being used, computerized education is
augmenting traditionally textbook oriented instruction. 3
Although teachers consider computers a threat to
traditional teaching situations. Dr. Patrick Suppes 4 sug-
gests a clear relationship between the introduction of
^
"Challenge and Change, NESDEC's Job," New England
School Development Council , (Cambridge, Massachusetts:
Spring
,
1968)
.
3
"Computer to 'Teach' at 15 City Schools in February,"
The New York Times
,
Wednesday, June 21, 1967.
4 Patrick Suppes, "Computer-based Instruction," Elec -
tronic Age
,
Summer, 1967.
books and the introduction of computers as instructional
devices. When the textbook was introduced it was regarded
with suspicion and was generally considered too expensive,
and as a threat to the role of the teacher.
In recent years the scheduling of classes and the
varied tasks closely associated with it have increasingly
become the province of the computer and are considered by
some to be the most important reasons for schools to begin
EDP. 5 With the application of computer techniques the sys-
tem provides class lists, teacher schedules, simulation
of anticipated master schedules and enrollment projections.
The evolution of EDP in education can be seen from
the relatively simple application to accounting procedures
when educators first considered the computer, to some EDP
goals for administrators today.
"Since 1955 three major stages in the application of
computer technology to education have been evident. The
installation of the university computing center for the
solution of mathematical and scientific problems came first.
The second stage was the use of electronic data processing
systems in accounting, record-keeping, and logistical con-
trol activities; this amounts to the automation of informa-
tion and the data processing systems. The third stage, now
in operation with on-line teletypes and cathode-ray tubes
(CRT) display equipment for supporting educators and learner
in a wide range of intellectual processes. It is this third
5Don D. Bushnell
,
and D. W. Allen, (ed.) The Computer
in American Education , Anderson, G.E., Educational Data
Processing in Local School Districts , (New York: John
Wiley and Sons, 1967), Chap. 17, p. 211.
5generation application that spells a revolution in American
education primarily because the development of time-shared
systems promises to have a major impact on instructional
and administrative processes.
With the advent of a sophisticated time-shared computer
usage, it is increasingly important for the administrator to
be able to interpret the data collected accurately. In most
school districts six of its operations supply data with which
the administration should be in clear communication. These
six divisions are:
1. Curriculum
2. Instruction
3. Planning and research
4. Personnel
5. Business
6. Publication and information
In addition to the need for the administration to be
in communication with the divisions, the subdivisions must
be in communication with each other. Diagramatically it
presents a confusing communication pattern. (figure 1)
It is not surprising when McCarty states:
"Administrators who are the advisors of Boards of
6Don D. Bushnell, Application of Computer Technology
of the Improvement of Learning, a report prepared for the
National Commission on Automation, Technology, and Eco-
nomic Progress, (Washington, D.C.: February, 1966).
6FIGURE 1
TYPICAL
SCHOOL COMMUNICATION PATTERN
7education often disregard or misinterpret data collected.
Political expediency and/or emotional reactions frequently
play an important role in the decision-making process."^
What is being implemented in school districts through-
out the nation is a system which will shorten and simplify
the lines of communication. (Figure 2). This will enable
documents to be circulated much more efficiently, decisions
made known to each of the divisions involved and decentraliza-
'
tion of budget and operational responsibilities. This data
can be stored in memory by EDP and then made available for
analysis by the administration.
The introduction of effective EDP may serve to make
the goals of educators specifiable and well understood by
the profession by statistically analyzing the data already
available and presenting it to them in a concise manner to
be acted upon.
Another aspect of effective EDP is to assist the ad-
ministrator in answering thought-provoking questions. The
decision itself must come from the administrator, but he
may rely on EDP for direction. Thus, to avail himself of
this electronic assistance, the administrator must be able
^Donald J. McCarty, Myths and Reality in School Board
Research, paper prepared for presentation at Annual Con-
ference of American Educational Research Association, (Chica-
go: February, 1966), p. 14.
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ELECTRONIC DATA PROCESSING
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9to "communicate" with the machine through the technical
personnel. Familiarizing himself with applications of
the computer will enable him to keep the educational
decisions in his own hands, with the machine and the
technical personnel as a supplement to his work# rather
than the control.
"It is generally true that the less direct experi-
ence people have had with any machine the more they tend
toward both fear and unreasonable admiration. Laymen have
heard about computers but have had absolutely no direct
experience with them."®
"Too many educators panic or close their minds when
they hear the word ' computer . ' They (the educators) have
learned enough about them so that they realize the com-
puter can help us all work on complex problems without
loss of control." 9
The educator's aim is not to replace the computer
technician nor to become an expert programmer in order to
translate information into data the machine can utilize.
An educational leader hopes to learn to understand and
utilize the computer for what it is; a machine that offers
^Charles Slack, The Truth About Computerized Instruc -
tion, (Saddle Brook, New Jersey: Educational News Service,
Oct . 15
,
1967
.
)
9Douglas R. Dopp, "The Rank Order Instrument," Connec-
ticut State Department of Education, Office of Departmental
Planning, (Hartford, Connecticut: 1969)
.
tremendous opportunities and latitude for improvement in
education.
STATEMENT OF THE PROBLEM
Up to this point few articles by users of computers
for educational decision-making are in the literature;
the theoreticians are in command, and they attest to the
lack of educators that are trained in computer assisted
statistical analysis. 10
School administrators are faced with a formidable
task to interpret and to use even the most routine infor-
mation in connection with their decision-making respon-
sibilities.
Vast amounts of data exist in the cumulative records
files, ledgers, accounts, registers, census reports,
studies, professional books and publications of every
school district.
The computer can provide a rapid information system
as the foundation for the continuing program of upgrading
the administration of the schools. The computer can be
^•^Ralph W. Gerard, Computers in Education , (New York
McGraw-Hill Book Company, 1967)
,
p. 221.
.11
use as a basis for decision-making:
1. To research curriculum development and use it.
2. To provide information for all research projects
in these areas.
3. To control growth of administrative and clerical
costs in order to provide a greater share of funds
for instructional use.
4. To meet both internal and external informational
needs of the district.
5. To produce in a meaningful and timely manner all
operating and comparative information needed.
6. To facilitate ordering and availability of supplies
and equipment.
7 . To provide complete and current budgetary informa-
tion to administration and operating divisions.
8. To reduce clerical load of teachers, and thereby
make more instruction time available for teachers.
H
This study involves the acclimatization of the admini-
strator to the previously unfamiliar field of computer tech-
nology and the steps in his acquiring the ability to inter-
pret the statistical analyses to be used as a guide to an
educational decision.
The study also deals with the efforts of one tradi-
tionally trained administrator to evaluate two curriculum
^A. G. Oettinger, and Serna Marks, "Educational Tech-
nology: New Myths and Old Realities, " Harvard Educational
Review, Vol. 38, No. 4, Fall, 1968, p. 705.
12
tracts by using a computer to analyze and compare data
available on children in two learning situations.
IMPORTANCE OF THE STUDY
The impact of the computer upon the administrator
cannot be overemphasized in its importance to the reforms
that Anderson feels must come to education if we are to
capitalize upon what the computer promises in the Com-
. 1
2
puter in American Education .
Anderson suggests that the administrator must under-
stand the computer and its function in order to be able
to utilize this tool for analysis of data.
The educational administrator is increasingly able to
be compared to his counterpart in industry and business
in three major areas, namely:
1. Availability of funds to train young administra-
tors in aspects of computer-based decision-making.
2. Exposure to computer hardware and software upon
which the corporate structure places great em-
phasis .
3. Adequate facilities available in the college or
university level directly involving educational
administrators in computer-based decision-making
exercises
.
12D. D. Bushnell , and D. W. Allen, (eds) , The Computer
in American Education, Anderson, Robert Hi, Sustaining in
-
dividualized Instruction Through Flexible Administration,
(New York: John Wiley and Sons, 1967), Chap. 3, p. 26.
The administrators of public agencies and corporate
bureaucracies have recognized the need to determine the
practicality of their decisions by the use of the com-
puter. As evidenced in the background of this study,
this trend is beginning to be felt in the education field. 13
The school boards are attemtping to apply to their admini-
strators the same criteria that they feel appropriate for
the business organizations with which they deal—namely,
is the investment worth the results obtained?
OBJECTIVES
The objectives of this study are to:
1. Provide one traditionally trained administrator
with the knowledge and experiences which will
enable him to understand basic statistical technique
with the assistance of the computer.
2. Provide an opportunity for the administrator to
demonstrate this competence using a practical
problem involving a nongraded school and a graded
school
.
13David J. Worth, "Simulation in the Preparation of
Educational Administrators," New England School Develog-
ment Council
,
(Cambridge: Spring , 1967)
.
CHAPTER II
REVIEW OF THE LITERATURE
This chapter is divided into two sections. The
first is The Computer in Education; the second is de-
voted to a review of the literature relating to graded
and nongraded organization.
THE COMPUTER IN EDUCATION
The literature relating to the computer and educa-
tional administration is not, at the time of this writing,
voluminous. Probably the most inclusive book to date is
the work edited by Bushnell and Allen.
^
Five themes constitute the core of the work:
1. Individualized instruction and social goals.
2. Computers in instruction and research.
3. Teaching the computer sciences.
4. Information processing for educational systems.
5. Operations analysis.
The first part of the book deals with the rapid change
in the social setting for education and in the tasks the
.
D. Bushnell, and Dwight W. Allen, (eds) , The Com-
puter in American Education , (New York: John Wiley and
Sons
,
1967)
.
15
public will demand of the computer in education.
The application of computers to the instructional
tasks of individualizing education is viewed from the
perspective of the failure of education to cope with this
challenge in the past.
The computer based systems approach is outlined in
detail with considerable emphasis on the complex problems
associated with the building of this method.
The cry for reform in organization and administration
is heard. The point is made that in order to capitalize on
the computer such reform is a must.
Educators might heed the admonitions of yesteryear,
"The world is full of apparatus—but the teacher, in
times past, has been too slothful, or too dogmatical, even
to point to it." 2 This student might add, and probably
too overworked to find time to learn the process.
Miles 3 points to the computer as one of the reasons
that the diffusion rates of educational innovation are sig-
nificantly different in the 1960's as compared to the 1930's.
2American Institute of Instructors , August, 1830, p. 344.
3Matthew B. Miles, (ed) , Innovation in Education , (New
York: Columbia University Press, 1964), p. 7.
16
His premise is that practically no significant educa-
tional innovations were products of the thirty's, while'
the computer has been the instsrument that is offering the
opportunity to advance and extend knowledge during the
sixties. Using techniques of computer technology, it can
be ascertained what implications statistical analysis has
for the administrator.
The use of the computer as the instrument for curri-
culum change is viewed as vital in making curricular offer-
ings flexible
,
comprehensive and sequential. Without edu-
cational data processing as the means whereby exhaustive
data can be digested and evaluated, significant curricular
revision becomes an almost impossible task.
Bushnell and Allen
4
caution that the use of the compu-
ter should be structured upon an ethical base which will
result in ultimate benefit to mankind.
This caution is voiced by Kong^ who states that educa-
tion should become a continuous self-actualization process.
The computer can expose the child to the total environment,
4 Ibid .
5 S. L. Kong, "Education in the Cybernetic Age: A Model,"
Phi Delta Kappan; (No. 2): October, 1967 , pp. 71-74.
16
so that the student may respond to any of it at will. This
means that the school, as presently structured, and many of
our existing theories of learning, will become obsolete. The
technology and the economic feasibility of computer use,
Kong claims, are within our reach. What is lacking is the
comprehension of what is emerging
,
and how to use this know-
ledge beneficially.
Anderson 6 states that research indicates considerably
less effort has gone into maximum utilization of present
developments than has been expended upon the development
of new systems, new products and new applications. He
feels that the specialist in data processing should be the
technician that executes the command of the educator. The
educator is a man highly trained in his field, and he should
not leave educational decision-making up to individuals who
are unskilled in the educational field.
The caution Anderson underlines is that the "Systems
Approach" should have the data processing system serving
the educational system and not the reverse.
6G. Ernest Anderson, Jr., "These are the Trends to
Watch in Data Processing," Nation's Schools , Vol. 78, No. 4,
October, 1966, pp. 101-104.
17
The primary function of the computer is the manage-
ment of information. 7 To perform this function, the com-
puter programmer must know precisely what he is to do. To
direct the programmer is the role of the dducational adminis-
trator. It follows that the educator must have a bsic
understanding of the process of programming and the inter-
pretation of the analysis of the information.
o
Anderson states that administrators do not have com-
puter experience in their backgrounds, as their training
predates the computer. He argues that a good data process-
ing organization that receives poor administrative support
may not be an effecive organization. Data processing is
something these administrators must make decisions about,
however, and its use can affect their decision=making pro-
cesses in almost all areas.
7
Gt Ernest Anderson, Jr., "No One is Sure Where New
Data Are Taking Education," Nation's Schools , Vol. 77, No. 2,
February, 1966, p. 90.
^G. Ernest Anderson, Jr., "People Shortages Hamper
EDP Programs in Schools," Nation's Schools , Vol. 79, No. 2,
February, 1967, p. 98.
Allen and DeLay9 point out three areas which leave
the busywork to the computers:
1. Free teachers from the scheduling burden yet in-
crease their opportunities to make vital educa-tional scheduling decisions.
2 Keep track automatically of a large number offacts about the availability of teachers, stu-dents and classrooms and combinations of thesefactors that far exceed the capacities of the
most astute educator.
3. Satisfy a higher percentage of student schedul-ing requirements by accomodating more student
and teacher preferences.
The computer has reached the stage of development at
which the technical considerations have improved dramati-
cally. Technicians refer to sophisticated computers as
third generation." Abt^ outlines an efficient model of
computer application to EDP.
The great majority of those who will have the respon-
sibility of utilizing the computer are not "third genera-
tion" educators in experience or knowledgeability with the
^Dwight W. Allen, and Donald DeLay, "Computer Gives
Schools Scheduling Freedom", Nation's Schools, Vol. 77,
No. 3, March, 1966, p. 125.
^ 9C. C. Abt, Design for an Education System Cost-
Effectiveness Model
,
Paper read at the Meeting on Systems
Analysis and Education Planning of the Organization for
Economic Cooperation and Development, (Paris: January
25-27, 1967) .
machine. 11
Many school superintendents don't think they want to
take the time to understand data processing and what it
might mean for their schools. 12 The attitude on the part
of many is that someone else will be hired to program the
machine, which is, of course, true, but what shall the
administrator ask them to program?
One of the tasks that the computer can effectively
perform, is to serve the classroom in upgrading instruc-
tion. The programmer does not know the needs in this
complicated category, and should not program without sound
educational guidance. If decisions are to be made using
the computer for instant information, then the educator
must know what can be done with the results of this re-
trievable information. The need is to change from a record-
keeping system to a record-using system. 1 **
1
1
H. A. Simon, The Shape of Automation: For Men and
Management
,
(New York: Harper and Row, 1965).
12
Dwight W. Allen, and Donald DeLay, Loc . Cit .
^Donald R. McDonald, "What Can Computers Do For You?"
School Management
,
September, 1966, p. 134.
^Ibid
. , p. 135
.
20
The computer should not be thought of as capable of
making quantitative judgments rather than qualitative
judgments, for significant research tends to refute this
view. Essays have been graded by computer which produced
judgments that were practically indistinguishable^ from
those of high school English teachers. 15 This has been
only the beginning of such computer measurement. The
important thing is that these experiments have proven the
feasibility of this qualitative computer judgment.
Computer technology may be applied in a qualitative
manner as well in situations in which the educator wishes
to seek implication for change or more complete and de-
tailed descriptions from the analysis of the data. This
study utilizes graded versus nongraded schools to demon-
strate this point.
GRADED AND NONGRADED ORGANIZATION
At this time the literature does not comfortably demon-
strate significant differences between the graded and the
nongraded structures. Goodlad and Anderson 1 ^ state cate-
15Ellis B. Page, "The Imminence of Grading Essays by
Computer," Phi Delta Kappan
,
January, 1966, p. 241.
15John I. Goodlad, and Robert H. Anderson, The Nongraded
Elementary School
,
(New York: Harcourt, Brace and Company,
1963 rev. ) , p. 59
.
21
gorically that the values underlying the nongraded plan
c
cannot be equated with values inherent in grading. They do,
however, list characteristics that are initially built into
each program and thus differentiate one from the other.
Graded Structure
A year of progress in sub-
ject matter seen as roughtly
comparable with a child's
year in school.
Each successive year of
progress seen as comparable
to each past year and each
year to come.
A child's progress seen as
unified; advancing in rather
regular fashion in all areas
of development; probably'
working close to grade
level in most subject areas.
Specific bodies of content
seen as appropriate for
successive grade levels and
so labeled; subject matter
packaged grade-by-grade.
Adequacy of progress deter-
mined by comparing child's
attainment to coverage deemed
appropriate to the grade.
Nongraded Structure
A year of school life
may mean much more or
much less than a year
of progress in subject
matter
.
Progress seen as irreg-’
ular; a child may progress
much more rapidly in one
year and quite slowly in
another
.
A child's progress seen as
not unified; he spurts
ahead in one area of progress
and lags behind in others;
may be working at three or
four levels in as many
subjects
.
Bodies of content seen as
appropriate over a wide
span of years; learnings
viewed vertically or
longitudinally rather than
horizontally.
Adequacy of progress deter-
mined by comparing child's
attainment to his ability
and both to long-term view
of ultimate accomplishment
desired
.
22
Inadequate progress made up
by repeating the work of a
given grade; grade failure
the ultimate penalty for!
slow progress.
Rapid progress provided for
through enrichment; encour-
agement of horizontal expan-
sion rather than vertical
advancement in work
,
attempt
to avoid moving to domain of
teacher above.
Rather inflexible grade-to-
grade movement of pupils,
usually at end of year.
Bockrath, 17 in 1957, in
Slow progress provided for
by permitting longer time
to do given blocks of work;
no repetitions but recog-
nition of basic differences
in learning rate.
; ; „ f
- jc
Rapid progress provided for
both vertically and horizon-
tally; bright children en-
couraged to move ahead re-
gardless of the grade level
or the work; no fear of
encroaching on work of
next teacher.
Flexible pupil movement;
pupil may shift to another
class at almost any time;
some trend toward control-
ling shifts on a quarter or
semester basis.
doctoral dissertation,
compared the 1953 fourth grade reading scores when the
schools were graded with the 1956 fourth grade reading
scores, at which time the school had been nongraded for
three years. The results indicated a median increase
of five months for the fourth grade students in 1956
over the reading performance of fourth grade pupils in
17
Sister M. Bernarda Bockrath, C.P.P.S., An Evaluation
of the Ungraded Primary as an Organizational Device for
Improving Learning in Saint Louis Archiocesan Schools ,
Doctoral Dissertation, (St. Louis University, 1957).
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1953. The results also indicated a higher percentage of
children in 1956 were over-achieving and a lower percentage
were under-achieving as compared to 1953. A questionnaire
issued to primary teachers indicated that the program was
favored by them over the graded plan.
The reasons given by these primary teachers indicated
that the individualization of the reading program in the
nongraded approach was the deciding factor. The flexibi-
lity of curricular offerings and frequent evaluation were
also cited as positive features of the program.
However, in 1961^® the achievement of one hundred
twenty-two intermediate grade students who had been taught
in a nongraded primary program were compared with one
hundred twenty-two students who had been taught in a grad-
ed primary program. Of the two matched groups, the students
from the graded primary classrooms were found to be signi-
ficantly superior in achievement in all areas, vocabulary,
reading comprehension, language, work study skills and arith-
metic, to the students from the nongraded primary classrooms.
The two studies cited, while similar in design, uti-
lized schools that were designated as "nongraded" but differed
18Robert F. Carbone, "A Comparison of Graded and Non-
graded Elementary Schools," Elementary School Journal
,
November, 1961, p. 86.
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in curriculum, location, size, teacher and community ex-
pectations, and were using different interpretations of
what nongraded schools should be.
These variables might well account for the opposite
findings of the two studies.
It would appear that among leaders of the nongraded
movement, as well, definitions vary greatly. Goodlad and
Anderson^ 9 view nongradedness primarily as an organizational
change. A 1966 29 work, however, demands both a new organi-
zational pattern and a corresponding revolution in curricu-
lum. Indeed, in 196721 Dufay stated that nongrading is a
philosophy of education that affects all facets of educa-
tion including pupil organization, curriculum materials,
school atmosphere, etc., not just an administrative de-
vice to group children.
There is a very definite movement away from the early
19John I. Goodlad, and Robert H. Anderson, The Nongraded
Elementary School
,
(New York: Harcourt, Brace and Company,
1963 rev.)
.
2®Frank B. Brown, The Appropriate Placement School: A
Sophisticated Nongraded Curriculum , (West Nyack, New York:
Parker Publishing Co.), pT 3
.
21Frank R. Dufay, "When Nongrading Fails," School Manage-
ment, (11:110-13), February, 1967.
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version of the nongraded school as primarily an organi-
zational change
,
to an almost total revision in approach
and in philosophy of how to make this change effective.
The administrator is faced with a perplexing problem
when considering the ungraded organization, as there are
as many studies which show positive findings as there are
those that snow negative findings. 22
In addition to mixed reports within the literature,
he is asked to make critical judgments with archaic infor-
mation-handling techniques. If the nongraded flexible
school organizational pattern is adopted, he finds a more
complex administrative structure. 23 With this increase in
mobility of children, flexibility of curricular offerings
and frequent evaluation of students in academic, social and
emotional areas, the organizational distance becomes longer
between the decision-maker and the actions and events for
which he is responsible. The use of the computer with edu-
22John I. Goodlad
,
Address to the Department of Elemen-
tary School Principals
,
National Education Association Annual
Convention, (Detroit, Michigan: 1962).
23David W. Beggs, III, and Edward G. Buffie, Nongraded
Schools in Action
,
Bold New Venture, (Indiana University
Press
,
1967 )
.
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cationak data processing should shorten the organizational
distance, 24 not only in the more complex nongraded school,
but in the graded school as well.
It would appear that additional research is needed
to obtain the dimensions of each specific situation in order
to provide substance for critical educational decisions.
The growing mass of data that can be useful to educa-
tors will eventually lead to a systems approach to instruc-
tion. Great ideas exist and are ready to be poured into
the schools. 2 ^
Information is being made available to administrators
for the comparison and evaluation of progsrams of all types.
This "Second Industrial Revolution" 26 of the role of EDP
(Educational Data Processing) in such evaluation points to
more factual and comprehensive implementation of significant
24Ned Chapin, An Introduction to Automatic Computers
,
2nd, Edition, (Princeton, N. J. : D. Van Nostrand Co., 1963).
25Conference on Educational Systems for the Seventies
,
untitled pamphlet, United States Office of Education, (New
Orleans: March, 1968).
o r
^°Edmund C. Berkely, and Lawrence Wainwright, Compu -
ters : Their Operation and Applications
,
(New York: Reinhold
Publishing Corp., 1956).
programs for future adoption. 2 ? Much research is yet to
be done before comprehensive innovative programs can be
validly evaluated. We can expect that efficient and com-
prehensive use of educational data will result in:
1#
school
^°£Prehensive in-depth view of student and
2 .
3.
4.
A comparison of two sets of educational data, yours
?en?fa1 ' employing statistical techniques
,
difficult to apply without the use of the computer.
An awareness by the administrator of what the re
suits of this data analysis tell him.
Decisions made by the administrator based on this
comprehensive information.
?7
'Joseph W. Halliwell, "A Comparison of Pupil Achieve-
ment in Graded and Nongraded Primary Classrooms," The Jour-
nal of Experimental Education
,
Vol. XXXII, Fall, 1963
.
CHAPTER III
DESIGN AND METHODOLOGY
The first objective of this study will be to document
an educational administrator's experiences in retooling his
skills in order to utilize current educational data proces-
sing techniques , using specific, selected, basic statistical
methods
.
As a demonstration of these techniques a problem in-
volving two schools, one graded and one nongraded, will be
explored.
The design and methodology of this chapter will be
divided into four categories:
1. Description of schools and school districts.
2. Instruments employed.
3. Assumptions.
4. Statistical procedures utilizing the computer.
description of schools and school district s
The experimental school will be a nongraded school
as identified by Saylor and Alexander
1 in Avon, Connecticut
It Galen Savior, and William N. Alexander,
Curriculum
%r SJern Schools , (New York: Holt, Rinehart and
Winston, Inc., 1967)
~
The stated philosophy of the experimental school 2 is
as follows:
The Nongraded program is designed to recognize
the individual differences of children. The
plan provides a learning situation to meet those
individual differences. In the nongraded program
rigid grade lines are eliminated, enabling the
child to acquire academic and social skills at
his own rate of speed. The philosophy of the non-
graded program is based upon the following prin-
ciples :
1. Each child is an individual with his own rate
and pattern of growth and should be evaluated
as such.
2. Children should be taught at the level at which
they are, regardless of age or length of time
that has been spent in school.
3. A feeling of success is essential for normal
growth.
4. The child progresses from level to level with
a feeling of achievement because levels are
paced to him.
5. A pupil whose achievement approximates his abil-
ities has made satisfactory progress.
6. A child should not be forced to "mark time" until
some of his peers reach his level of academic
achievement or maturity; not be required to learn
material beyond his range of ability.
7. No child' should be forced to repeat material that
serves no useful purpose.
Avon, Connecticut schools with their nongraded classes
"Educational Progress," Avon Elementary Schools,
(Canton, Connecticut, Bouchard Press, 1963).
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will be considered the experimental sample. For purposes
of contrast, another sample from a graded school organiza-
tion, from a Connecticut public school district, will be
referred to as the G public school system.
All students in each school who are in their fifth
year of elementary schooling will be used.
SAMPLE VARIABILITY
As 1960 was the last comprehensive study made of the
two communities, this author feels it should beused as
the basis for comparison.
1. Population in Avon was 5,237 persons, and in
community G, 10,138 persons.
a. Avon's population breakdown is as follows:
2,606 males and 2,667 females. Of this,
5,225 are white, 15 negro, and 3 classified
as other. 3
b. Community G's population breakdown is as fol-
lows: 5,144 males and4,994 females. Of this
3
"Town of Avon," Avon Development Commission , March,
1966, p. 2.
4
"Community Monographs," Community Deve lopment
Com-
mission, (Hartford, Connecticut), p.2.
5U# S. Department of Commerce, Bureau
of Census,
(Washington, D.C.), United States Census of Population,
I960: General Population Charactensti _•
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10,045 are white, 88 negro, and 5 classified
as other.
It can be seen that G's population is approximately
twice that of Avon. The ratio of males and females in
both communities is about one to one. Less than 1% of
each community is negro and/or other.
2. Median family income for Avon was $8,364, and
community G, $8,132.
A study made by the Connecticut Development Commis-
sion in 1965 in the area of retail sales would tend to
substantiate the continued existence of this ratio.
Avon's per capita retail sales at this time was $1,879,
and community G;s per capita retail sales were $1,052,
q
well below that of Avon. This was due to a lack of
a shopping center in community G, while a shopping parkade
was located in Avon.
3. Avon's government uses the Selectmen-Town Meeting
6 Ibid .
7
"Connecticut Market Data Book," Connecticut Devel -
opment Commission
,
(Hartford, Connecticut, 1964), p. 58.
®
"Connecticut Estimated Retail Sales and Per Capita
Retail Sales," (mimeographed), (Hartford, Connecticut, 1965),
p. 3
.
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gapproach, which is the same as that of
community G. iU
4. Pupil population in 1960 is again indicative
of the two-to-one relationship shown in the
total population.
a. The pupil population was 1,239 pupils in
Avon
.
11
b. The pupil population was 2,609 pupils in
community G. 12
5. The school systems have developed according to
their relative populations.
a. There are three elementary schools and one
junior-senior high school in Avon. 13
b. There are six elementary schools and one
junior high school and one senior high
school in community G. 1 ^
^Op. Cit
.
,
"Town of Avon," p. 2.
10Op Cit
,
,
"Community Monographs," p. 3.
llHAge Grade Report," Superintendent of Schools, (Avon,
Connecticut: September, 1960)
,
p.2.
12
"Enrollment Data," Superintendent of Schools , (Avon,
Connecticut: September, 1960) p.l.
13pp. cit. , "Town of Avon"
140p. Cit . , "Community Monographs."
The above variables are significant in that the re-
lationship of the communities to each other can be ascer-
tained. In general
,
one can say that although a two-to-one
ratio exists in the area of population, the median family
income tends to equalize the economic factor. Also, the
percentage of whites to non-whites points to a similar
social growth. Therefore it may be concluded that there is
no superficial reason other than size to consider the
communities different.
INSTRUMENTS EMPLOYED
Data was gathered from all children in each school
who are in their fifth year of schooling. Those children
who are unavailable for testing, or whose cumulative folder
contain little or no pertinent information will be dropped
from the study.
Information to be obtained from each student will be:
Name (assigned code number)
Age
Sex
Race
Years in present school
Father ' s occupation
In addition to obtaining the data from the children's
cumulative folders all students in both schools will be
3.4
tested with the Metropolitan Readiness Test during
the early part of their post-kindergarten year.
Six tests are included in the Metropolitan Readiness
Tests
,
as follows:
Test 1: Word meaning, a 16-item picture vocabulary
test. The pupil selects from three pictures
the one that illustrates the word the exam-
iner names.
Test 2: Listening, a 16-item test of ability to com-
jji, prehend phrases and sentences instead of in-
dividual words. The pupil selects from three
pictures the one which portrays a situation
or event the examiner describes briefly.
Test 3: Matching, a 14-item test of visual perception
involving the recognition of similarities.
The pupil marks one of three pictures which
matches a given picture.
Test 4: Alphabet , a 16-item test of ability to recog-
nize lower-case letters of the alphabet. The
pupil chooses a letter named from among four
alternatives
.
Test 5: Numbers, a 26-item test of number knowledge.
Test 6: Copying, a 14-ifcem test which measures a com-
bination of visual perception and motor con-
trol .
The total score will be converted into a percentile rank
and compared to a representative group of beginning first
grade pupils in overall readiness.
15Gertrude H. Hildreth, and Nellie L. Griffiths,
"
politan Readiness Tests, Form R," (New York: Harcourt,
and World, Inc., 1949).'
Metro-
Brace
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The students in both schools will also have been tested
by their classroom teachers in the fifth year of schooling
on one of three group Intelligence Quotient tests. No at-
tempt will be made to equate these I.Q. tests. 16' 17, 18
The scores were used interchangeably for analysis.
The students in both schools will be administered the
Science Research Associates Achievement Series 19 which was
nationally standardized in the fall of 1963 for grades 2-9.
The grades 4-9 Multilevel Edition was used. Grades
4-9 Multilevel Edition is designed for use by students from
the end of fourth grade through the ninth grade. This ed-
tion combines three batteries of graduated difficulty into
a single format. Each battery tests students in the areas
16
"Otis Quick-Scoring Mental Ability Test, Alpha Short
Form," (New York: Harcourt, Brace and World, Inc.), (admini-
stered equivalent grade three)
.
17
"California Short Form Test of Mental Maturity, Level
Hr S-Form," 1963, (administered quivalent grade five).
"Lorge-Thorndyke Intelligence Test, Level II," (Boston,
Mass.: Houghton Mifflin Company, 1962), (administered equiva-
lent grade three, Level III administered equivalent grade
five) .
19
"SRA Achievement Series," 1963 ed., (Chicago, 111.:
Science Research Associates)
.
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of reading, arithmetic, language arts, science, social
studies, and work-study skills.
In order to assess the creativity of students in each
school the Torrance Tests of Creative Thinking20 was ad _
ministered by Dr. Jerry Lavitt. 21 Verbal and figural
batteries will both be used. Scores for four areas of
creativity will be obtained for each child. They are
Total Originality, Total Elaboration, Total Fluency and Total
Flexibility.
Total Originality represents the subject's ability toproduce ideas that are away from the obvious, common-place, banal, or established.
Total Elaboration reflects the subject's ability todevelop, embroider, embellish, carry out, or otherwise
elaborate ideas.
Total Fluency reflects the test taker's ability to
produce a large number of ideas with words.
Total Flexibility represents a person's ability to
produce a variety of kinds of ideas, to shift from one
approach to another, or to use a variety of strategies.
In order to identify factors of personality and social
adjustment the California Test of Personality22 will be ad-
ministered to all students by Dr. Jerry Lavitt.
20"The Torrance Tests of Creative Thinking,' 1968 rev.
(Princeton, N.J.: Personnel Press, Inc.).
21Jerry Lavitt, Ed.D., Director of Pupil Personnel Ser-
vices, Avon, Conn., ( (A Comparative Evaluation of the Peabody
Picture Vocabulary Test as a Measure of Ability for Children
of Different Reading Proficiency Levels
,
disseration, Uni-
versity of Oklahoma: July, 19(57)
^"California Test of Personality," 1953 ed., (Monterey,
California: California Test Bureau).
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The test (more properly called an inventory) is a
teaching-learning or developmental instrument. Its pur-
pose is to provide the data for aiding individuals to
maintain or develop a normal balance between personal and
social development. Individual reactions to items are ob-
tained t not primarily for the usefulness of total or section
scores
,
but to detect the areas and specific types of ten-
tendies to think, feel, and act which reveal individual
adjustments
.
Data for the following categories will be obtained,
as well as scores for Total Adjustment, Personal Adjustment,
and Social Adjustment.
Self-Reliance : Can do things independently of others;
is self-dependent; candirect -his own activities. The
self-reliant person tends to be emotionally stable and
responsible for his behavior.
Sense of Personal Worth : Feels he is well regarded by
others; feels that others have faith in his future success;
feels capable and reasonably attractive.
Sense of Personal Freedom : Believes he has a reason-
able share in the determination of his conduct and the
course of his life; feels free to choose his own friends;
38
feels relatively independent financially.
Feel ing of Belonging : Enjoys the love of his family,
the well wishes of good friends, and a cordial relation-
ship with others. Tends to get along well with his teachers
or employer, and his peers; feels proud of his home, school,
and place of business.
Withdrawing Tendencies : Substitutes the joys of a fan-
tasy world for actual successes in real life. Sensitive,
lonely, and given to self-concern. Normal adjustment is
characterized by reasonable freedom from these tendencies.
Nervous Symptoms : Suffers from one or more of a variety
of physical symptoms, such as loss of appetite, frequent
eyestrain, inability to sleep, and a tendency to be chroni-
cally tired. Such physical expressions often reflect emo-
tional conflicts.
Social Standards : Understands the rights of others;
appreciates the necessity of subordinating certain desires
to the needs of the group. He knows right from wrong.
Social Skills : Shows a liking for people; inconveni-
ences himself to be of assistance to others; diplomatic in
dealing with friends and strangers. Subordinates his ego-
istic tendencies in favor of interest in the problems and
activities of his associates.
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Anti-Social Tendencies : Given to bullying, frequent
quarreling, disobedience, and destructiveness of property.
Gets his satisfaction in ways that are damaging and unfair
to others.
Family Relations : Feels that he is loved and is well
treated at home; has a sense of security and self-respect
in connection with his family life. Implies neither too
strict nor too lenient parental control.
School Relations : Feels that his teachers like him;
enjoys being with other students; finds school work adapted
to his level of interest and maturity. Believes he is mak-
ing a contribution to the activities of the school.
Community Relations : Mingles happily with his neigh-
bors; takes pride in community improvements; is tolerant
in dealing with both strangers and foreigners. Respects
laws and regulations pertaining to the general welfare.
These tests have been chosen on the basis of extensive
use and evaluation by many sources through the years.
^
3
ASSUMPTIONS
These five assumptions will be made:
23
Oscar Krisen Buros, (ed.), (Highland Park, New Jersey),
"Sixth Mental Measurements Yearbook," Gryphon Press, 1965.
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1 . time between Kindergarten and equivalentgrade five will be sufficiently long for this compari-
2 .
p??nnu!»i»PPr0^
a
i
an
u
suPP°rt of the Superintendents,Pri c ipa ls, and Teachers will insure satisfactorypupil cooperation. Each pupil will be informed:
a * T^a
j ke part of a research project beinqconducted by a member of the Graduate School
of Education of the University of Massachusetts.
b. That the results of this survey will be for re-
search purposes only
.
c. That we will appreciate cooperation on his
Part . (Every effort will be made to provide
a normal testing situation.)
d. That any question that he may have will be an-
swered by the examiner upon completion of the
survey.
e. That he will not place his name on the numbered
survey materials. (His identification will be
made by using his teacher's seating plan and
matching this with numbered materials, and later
matching this with other background data for
correlation.
)
3. That the students in each sample are representatives
of the schools involved as all students in the class
will be tested with the exceptions itemized in Chap-
ter II.
4. That the data obtained relative to each student in
each organizational pattern can be explored, using
statistical methods available at the University
of Massachusetts Computer Research Center.
5. That the testing will indicate cumulative effect of
the entire school exposure.
STATISTICAL COMPUTER PROCEDURES
The computer will be programmed to provide a printout
of coded data and eight statistical procedures:
Printout of data.
!• Analysis of data in order to determine missing
variables.
2. Correlation matrices.
3. F-test, to test equality of variances of populations
4. t-test of equality of means.
5. Chi square, to indicate relationship between vari-
ables.
6. Stepwise multiple regression.
7. Factor analysis of data.
8. Analysis of variance.
These statistical measures were selected as basic instru
ments to illustrate this users acquisition of reasonable
familiarity with the analysis of the data. Dr. G. Ernest
Anderson, a member of this dissertation committee, served as
the consultant for their selection.
Chapter IV will present the sequence of events involved
in the administrator's learning process, and the inter-
pretation of the data analysis.
CHAPTER IV
FINDINGS AND INTERPRETATION OF DATA
In order to demonstrate the experience and knowledge
acquired during the course of this study, a sequence of
events leading to the treatment of the data comprises the
first part of this chapter.
SEQUENCE OF EVENTS
The requirements folr the doctoral degree at the Uni-
versity of Massachusetts include familiarization with two
"tool" areas to be chosen from the fields of statistics,
computer science or foreign language. In this instance,
computer programming was one of the tools chosen, foreign
language the other.
During the summer of 1968, a Computer Science course
was undertaken and in July the Computer Programming examin-
ation passed.
The content of the course was divided into three
general areas:
1. Description of computer function
2. Computer language
3. Simple programming
The computer (referred to as 'hardware') consists of
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five components functionally distinct:
1. Storage
2. Control
3. Logic and arithmetic
4. Input
5. Output
The storage component (referred to as ^memory") may
be thought of as an array of mailboxes, each with its own
number or address. Each box holds a single piece of data,
coded into a set of electromagnetic impulses. The storage
segment usually contains all or a portion of both the pro-
gram and the data to be processed. The control section
is a collection of relay circuits and an electronic timer.
The logic and arithmetic segment, usually called the cen-
tral processing unit, (CPU) can transmit data from one
part of storage to another and also set or reset relay
switches of the control section while operating as a
high speed adding machine with copying capabilities.
Input devices convert data from an external source
into the storage segment. Output operates in a similar
fashion, converting stored data to punched cards, cathode
ray tubes, magnetic tape or print-out on paper. (Figure 3).
Reasonable mastery of the" language” is necessary
FIGURE 3
COMPUTER COMPONENTS
in order to communicate with the computer. FORTRAN
(an acronym for "Formula Translation") is one of these
language codes for a computer code systems. It is
a set of numerical and alphabetical symbols which have
assigned meaning for which the computer has been programmed.
(Computer programs are referred to as "software").
Computer programs utilize this "language" by means of'
a set of commands in logical sequence that tell Ithe machine
what to do, e*g. add, compare, branch and print.
An administrator might ask these questions and a pro-
grammer must translate the logic of these jobs into an
educational data processing (EDP) system.
In which month was the absentee rate highest?
f
In which schools?
What was the average duration of the absence?
What was the percentage of absence by sex?
How does this compare with last year, etc.?
The answers to these and similar questions would
become almost immediately available rather than to be
forced to wait the extended period that laborious hand
computation would require.
The Computer Science course at the University of
Massachusetts is not designed to be a comprehensive
study of EDP, but rather is an introduction and over-
view of a complex technology practically unknown prior
to 1946. Similarly, it is not to be considered a course
of study the result of which is the training of a com-
puter programmer
. It does acquaint the student with
the rudimentary techniques involved in this occupation.
During the fall of 1968, arrangements were made to audit
a course in Operations Analysis for the purpose of obtain-
ing a broader view of the systems approach in education.
Basically, the systems concept is one of planned develop-
ment. It relies heavily on computer technology to sim-
ulate and assess alternatives. It is heavily dependent
on research evidence as a basis for policy decisions.
if the systems approach^- in schools is to serve edu-
cational purposes, professionals in the field must assume
the initiative in choosing objectives and providing the
necessary strong leadership. The system must come from
the best that scholars and technological experts can plan,
they must be fully tested for validity by the most objec-
tive educational researchers, and those responsible must
be accountable for the quality of learning produced. Sys-
tems approaches in education, in fact, should belong to
proper educational agencies just as the military systems
developments belong to the Department of Defense. The
educational industries are needed and valued partners.
They should expect a fair profit for their efforts just
as teachers should receive fair reimbursement. Business
and industry, however, should be contracting rather than
controlling agencies. It is imperative that the mater-
ials produced be those wanted and needed by the teachers
^Lindley J. Stiles, "The Systems Approach in Educa-
tion," The Journal of Educational Research
,
Vol.60, No. 5,
inside cover, January, 1967.
who will use them, and that the systems belong to the
schools themselves."
During the 1968-69 academic year a great many hours
were spent at the University of Massachusetts Research
Computer Center. On February 7 , 1969, a Computing Re-
search Grant for this thesis was approved by the Re-
search Center Director.
OBTAINING AND INTERPRETING THE DATA
Educational Data Processing (EDP) is based upon
the collection, treatment, storage and retrieval of data.
During September of 1968, student data collection
was initiated.
From the outset of this endeavor, difficulties were
encountered
.
Throughout the period in which student data was col-
lected, inaccuracy in the recording of information was
frequently discovered when attempts to retrieve the data
were made. When the inaccuraicies were discovered, and
correct data could be obtained, the corrections were en-
tered; in the event the correct data was unobtainable, the
data was deleted from the study.
In some instances practically no information had
been entered by the child's teachers. In seven cases, the
entire school experience of five and one-half years should
little or no attention to the recording of information
such as I.Q., standardized testing results, health infor-
mation or family background. These children were not in-
cluded in the study.
It is worthy of note that in the cumulative folders
of almost all children in both schools, pertinent data
was frequently not recorded, although a great deal of
extraneous "paper" was to be found. In the case of the
thirty-three variables used in this study with the 803
children included, 356 responses were not recorded out
of a possible 6,699. Information considered "standard"
in the cumulative folders of children, i.e., age, father'
occupation, etc., were omitted by clerks and/or teachers
in 19.3% of the 203 cases and had to be obtained in a
different manner. Items such as arithmetic papers with-
out any identifiable signs, drawings of various types
without notation as to reason for its preservation, per-
mission slips with no name or signature, and a great
many samplings with no date, class or teacher identifi-
cation were found.
It would appear that this chore, considered by many
teachers to be non-professional in nature, did not re-
ceive the attention it deserved in the schools involved.
Traditionally the teacher has been the vehicle by
which information regarding students has been recorded
and stored in some form of data storage device. Although
among non-professional personnel in schools, secretarial
and clerical employees, exhibited the greatest relative
growth in numbers of any non-professional group, 2 the
teacher is still the recorder of data in most schools.
A factor that was not anticipated in conducting this
research was the need to recheck twice each batch of data
recorded by the clerks for minor recording errors in the
transmittal of data to cards for students in each school.
This proved to be a time-consuming task that spanned a
three-week time block in November, 1968. A great portion
of this time was spent in verifying data.
During the course of this study several instances in
which external pressure has changed procedures were ex-
perienced. In one instance, although permission was
obtained to conduct the study in the schools, one parent
felt that testing of any sort was an invasion of privacy
David H. Carlisle, "The Growth in the Number of Non-
Teaching Personnel in California School Districts," The
Journal of Educational Research, Vol. 62, No. 2, October,
1968.
and forced the withdrawal of his child's test data from
the study by administrative directive.
Another instance of external pressure forcing pro-
cedural change was the rescheduling of a testing session
on the protest of a parent who held religious convictions
regarding the date the testing was scheduled to be held.
Educational decisions should remain within the pro-
vince of educators, and is strongly endorsed by Almond 3
when he analyzes the development of political systems in
developing areas. While in theory educational decisions
make logical sense, a great deal of pressure from external
sources often overrides the educator's judgment.
During the course of this study the human error was
easily the greatest problem incurred. In the recording
of information of a cumulative and developmental nature
this was particularly apparent. This phenomenon merits
mention as educators attach a great deal of importance
to accurate record keeping and have devised rather sophis-
ticated forms and procedures 4 to improve this task when it
3Gabrial Almond, "The Developmental Approach to
Political Systems," World Politics , Vol. 17, No. 2,
January, 1965, p. 126.
4G. M. Blair, R. S. Jones, and R. H. Simpson, Educa -
tional Psychology , (New York: The MacMillan Co., 1969).
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is to be done by hand. It would appear that computerized
EDP would significantly reduce this margin of error. 5
DATA INPUT
In order to achieve the second objective of this study,
this student utilized two schools, one graded and one non-
t compiled data of all children in the fifth year of
school at those schools, and statistically analyzed the
data by computer at the research computer center.
In all, 203 students were used in the study; one
hundred seventeen in the experimental school and eighty-
six in the control school. With the exception of several
students who were dropped from the study due to lack of
recorded information, these were all the available students
in each school.
The information for the entire sampling of two hundred
three students was key punched on computer data cards, one
card per student. These cards are capable of holding 80
characters of data coded alphanumerically . In this study
73 spaces were used as follows:
Space 1 School
5,
'Better Processing of Educational Data," The American
School Board Journal, 143:40+ (September, 1961).
Spaces 2 - 4 Student
' s code number
Spaces 5 - 10 Date of birth
Space 11 Sex
Spaces 12 - 13 Metropolitan Total Readiness
Rank , Percentile
Spaces 14 - 16 Intelligence Quotient, Otis iQuick-Scoring
Space 17 Years in present school
Spaces 18 - 20 Father's occupation as coded
for explanation
- See appendix
Spaces 21 - 22 Years of education of father
Space 23 Race
Space 24 - 25 Blank
Spaces 26 - 27 Science Research Associates,
Rank Grammatical Usage
Percentile
Spaces 28 - 29 Blank
Spaces 30 - 31 Science Research Associates,
Rank Arithmetic Reasoning
Percentile
Spaces 32 - 33 Science Research Associates,
Rank Arithmetic Concepts
Percentile
Spaces 34 - 35 Science Research Associates,
Rank Arithmetic Computation
Percentile
Spaces 36 - 37 Science Research Associates,
Rank Reading Comprehension
Percentile
Spaces 38 - 39 Science Research Associates,
Rank Reading Vocabulary
Percentile
Spaces 40 - 41 Blank
Spaces 42 - 43 California Test of Personality,
Percentile Rank, Self-Reliance
Spaces 44 - 45
Spaces 46 - 47
Spaces 48 - 49
Spaces 50 - 51
Spaces 52 - 53
Spaces 54 - 55
Spaces 56 - 57
Spaces 58 - 59
Spaces 60 - 61
Spaces 62 - 63
Spaces 64 - 65
Spaces 66 - 67
Spaces 68 - 69
Spaces 70-71
Spaces 72 - 73
California Test of Personality,
Percentile Rank, Personal Worth
California Test of Personality,
Percentile Rank, Personal Freedom
California Test of Personality,
Percentile Rank, Sense of Belonging
California Test of Personality,
Percentile Rank, Feeling of Withdrawing
California Test of Personality,
Percentile Rank, Nervous Symptoms
California Test of Personality
Percentile Rank, Social Standards
California Test of Personality,
Percentile Rank, Social Skills
California Test of Personality,
Percentile Rank, Anti-social Tendencies
California Test of Personality,
Percentile Rank, Family Relations
California Test of Personality,
Percentile Rank, School Relations
California Test of Personality,
Percentile Rank, Community Relations
California Test of Personality,
Percentile Rank, Total Adjustment
California Test of Personality,
Percentile Rank, Personal Adjustment
California Test of Personality,
Percentile Rank, Social Adjustment
Torrance Test of Creativity, Booklet A,
Raw Score, Total Originality
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Spaces 74 - 75
Spaces 76 - 77
Spaces 78 - 79
Torrance Test of Creativity,
Raw Score, Total Elaboration
Booklet A,
Torrance Test of Creativity,
Raw Score, Total Fluency
Booklet A,
Torrance Test of Creativity, Booklet A,Raw Score, Total Flexibility
In all cases when percentile rank is indicated. national
norms are used.
A reproduction of the University of Massachusetts coding
sheet with item entries may be found in the appendix as well
as a data code interpretation.
ANALYSIS OF DATA FOR MISSING VARIABLES
A simple program was written to list the 32 variables
by number, and to indicate which variables were missing from
the data of the 203 cases. The program then counted the
number of times that particular variable was missing from
the data and printed out the sum for each variable. Table
1 is a reproduction of this print-out.
CORRELATION MATRICES
The statistical term correlation refers to a relation-
ship between two variables. There is no clear-cut distinc-
tion between two kinds of scores as to which is the indepen-
dent or predictor variable. Both variables are left com-
TABLE 1
ANALYSIS OF DATA FOR MISSING VARIABLES
Variable
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
Number Times
Missing
0
0
0
1
0
6
1
3
1
2
1
2
0
13
13
14
13
15
14
14
13
15
13
13
14
13
13
13
13
13
13
13
272 Total number student
with one or more var
iables missing.
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completely free to take on any value for any observed indi-
vidual. A sample of N individuals is obtained and each
individual observed represents the occurrence of a joint
X,Y event. The basic question is, can Y be predicted from
X or X predicted from Y using a linear rule?,
A matrix is an array of mathematical elements that
might be thought of as a rectangular series of mailboxes,
each with its own number and location.
Table 2 is a reproduction of the print-out of the com-
puter when programmed to determine statistically the corre-
lations between the thirty-two variables used in this run
within the control school.
The variables are located in two places, along the top
of the page following the code word VAR from 1 to 10 in
Table 2, 11 to 20 continuing Table 2, 21 to 30 in Table 2
continuing and 31 and 32 in continuance of Table 2. In
each of these tables the variables are also listed in ascend-
ing order at the left margin of each page. Directly below the
code word VAR is the letter M and below that, SD. The M
stands for the Arithmetic Mean or simple arithmetic average.
Above each column of correlations and parallel with the letter
M the mean is given. In the case of variable 1 (sex)
,
the
mean is 1.594.
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SD is coding for Standard Deviation. Although variance
is an acceptable way to describe the degree of spread in a
distribution, it has a negative feature in that it is ex-
pressed in squared units of measurement. SD is the square
root of the variance, and is an indication of variability
expressed in the original measurement units. Note the SD
for variable 1 (sex) is 0.491 and appears above the columns
of correlations parallel with the letters SD.
At the intersection of each variable column and row,
the correlation is 1,000 which indicates a perfect corre-
lation. This is as expected, as we are comparing two sets
of identical items. In all other cases the correlation
values range from +1.000 to -1.000. These values show the
degree of linear relationship between the two variables
being considered. In general, the researcher is interested
in those pairs of variables whose correlations are statisti-
cally significant from zero.
Statistical significance is normally measured at the
.05 level and the .01 level. Being significant at the .05
level means that the probability of the value obtained being
significantly different from zero due to chance alone is
less than 5 out of 100 if the true correlation were zero.
Likewise, being significant at the .01 level means that the
probability of the value obtained being due to chance alone is
less than 1 out of 100. The educator must be wary, however,
of the possibility that statistical significance may have
little value in bringing educational value to a program.
Significance may be found statistically when analyzing
aspects of a reading program. This result does not mean that
you spend a fortune, revamp the staff and replace the entire
reading curriculum. Minute differences may be significant
statistically but not practically. It is up to the educator
to weigh carefully the interpretation of the statistical
analysis and then act as an administrator and not a statis-
tician.
In order to clarify the reader's interpretation of the
data, the coding used in the tables utilizes 95% and 99%
values in place of the .05 and .01 levels previously des-
cribed. This indicates the probabilities that the correla-
tion coefficient is significantly different from 0.
In order to determine what values are significant at
the 95% or 99% levels, statistical tables may be used. In
the case of Table 6, correlations whose absolute values are
greater than .237 are significant at the 95% level, and .309
are significant at the 99% level. The cut-off points were
for the appropriate matrices appearong on the Table page.
There appears to be a high inter-correlation between
variables 8 through 13, and variables 2 and 3 on Table 2.
This correlation is not surprising considering that these
epresent I.Q., readiness and achievement scores. it is of
interest to note the negative correlations between these
same variables and column 1 (sex). since the coding fair
sex was 1 for males and 2 for females, the negative corre-
lation would lead one to conclude that boys do slightly
better than girls in these areas in the control school.
As four of the six correlations are significant at the 95%
level it is not very high.
In contrast, column 4, (years in school) has no signi-
ficant correlation except with variable 5 (father's occupa-
tion) which is coded in a manner that would make this a
spurious correlation. The coding key for father's occupa-
tion may be found in the appendix.
Column 7 (race) has no correlation with any variable,
as it is a constant, since only Caucasians participated in
this study. Race is, therefore, not a variable and might
well have been dropped from the study.
As mentioned in Table 2, correlations between I.Q.,
readiness and achievement continue through columns 11, 12,
and 13. In general, the Personality test variables 14
through 28 show a high degree of correlation with each
other. It should be noted that there is no significant
correlation between personality scores and I.Q., readiness
or achievement scores. Table 2 continues the trend re-
garding the personality scores in variables 21 through 28.
Columns 29 and 30p and columns 31 and 32 indicate correla-
tions concerning creativity tests. Two points of note are
that column 30 (elaboration) has no significant correlation
with the other three creativity scores, while the other
three tests are highly correlated. It would be expected
that elaboration would correlate with the other creativity
variables. Elaboration does appear to have some correla-
tion with achievement.
Table 3 shows the correlation matrices for the experi-
^®^tal school. Correlations whose absolute values are
greater than .192 are significant at the 95% level and .251
are significant at the 99% level. These values are lower
than those used in Table 2, due to a larger sample size.
(105 vs. 69)
.
The control school indicated high correlations between
two clusters of variables:
a. Intelligence Quotient, readiness scores and
achievement scores
b. Personality scores
These trends are continued in the experimental school.
However, in the experimental school there appears to be a
rather large degree of correlation between I.Q. and achieve-
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ment scores and personality scores, which was not evident
m the control school. This might indicate a feeling of
less constraint on the student in the experimental school or
the control school might make students do better, or perhaps
the experimental doesn't emphasize the same values.
Seven personality variables which appear highly signifi-
cant with achievement are personal freedom, school relations,
community relations, total adjustment, personal adjustment,
social adjustment, and social standards.
As in the control school, in the area of creativity
scores, elaboration has no significant correlation with the
other three creativity variables while they have high corre-
lation with each other. Unlike the control school, elabor-
ation shows little correlation with the other variables in
the study, but the fluency scores show a negative correla-
tion, at the 95% level, with all achievement scores and some
negative correlation with some personality scores. As there
is a negative correlation between fluency and all other var-
iables with the exception of flexibility and originality,
it is within the bounds of administrative speculation that
perhaps the constraint in one school accounts for this flu-
ency difference. A more formal approach to classroom con-
trol or administrative expectation may well have a bearing
on the results. A great deal of research is indicated
before conclusive results can be obtained.
70
Table 4 shows the correlation matrices for the combined
schools with the addition of one variable (school). Corre-
lations whose absolute values are greater than
.149 are sig-
nificant at the 95% level and
.195 significant at the 99%
level. The greater the N (number of students in the popula-
tion) the lower the contingency coefficient to which you can
attach statistical significance. As might be expected, the
combined school's correlation matrices reflect a composite
Picture showing strong correlation among the various achieve-
ment scores and also strong correlation among the various
personality scores, other scattered correlations between
these two groups indicate the heavier weight of the experi-
mental group due to its size and do not show any specific
pattern.
THE F-TEST
Tables 5 and 6 show a comparison of the means and the stan-
dard deviations of the experimental school vs. the control
school. These comparisons are made through the use of two
statistical methods, the F-Test and the t-Test.
The F-Test is used in this instance to determine
whether or not the difference between the standard deviations
of two sets of data is statistically significant. In Table 5,
71
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TABLE 5
P-TEST
EXPERIMENTAL VS CONTROL SCHOOL
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VAR
Sctf
MEAN 1
CoH
^E AN 2
&cl\
5 , ufc V , j
Ccfj .
s
, [Ye V . 2 F NDF
1
2
0 • 0 u 0
1.45 7
1.000
__
1.594
3 ,000
0 , 496
1.000
0 .491
1,000
1 ,029
104,
104,
68
68
3
4
74.210
111.505
86,638
117,638
19,626
13,613
16. *64
11.464 ^
1,3S>5
1 .410-
104,
104 ,
68
68
5
6
3.667
1 6 . 390
4.203
35,612
1,637
16,144
1.440 1.29? 104,
68 ,
68
1 0*423.374 1I?,096/
7
8
14.867
1.000
14,435
1.000
2 f 4 3 u
1 , 0 U 0
2-082
1. . n 0 0 1,000
68,
1 U 4 ,
104
68
9 60.152 58,826 26 , u32 26.943 1 ,236 68, 104
10 66.133 59,667 27,54i 32.019 1 ,352 68, 104
11 ' *9 .733 64,754 29,391 27.062 1 ,18 0 104, 68
12 62.990 '47.304 28,908 24.090 1,349 1 C 4
,
68
13 66.648 65
,
043 26,887 25.525 1,110 104 , 68
14 69.857 58,580 27,406 20.331 -i ,069 68, 104
15 50.905 7 ,580 23,112 26.641 T7^29~ 68, 104
16 55.190 65,884 26,38? 24,355 1 ,358 104, 68
17 43.095 47,710 25,971 28
.
f) 6 C 1 ,167 68, 104
18 4 0 . 733 48,826 29,328 28.n23 1 ,095 104 , 68
19 5 1 • / i 4 25,884 2 8 j 8 3 e 3 0 »46i 1,116 68, 104
20 49.362 46,290 27,301 28.003 1 ,052 68, 104
21 38.857 38,391 26,219 26.977 1,059 68 , 104
22 46.200 53,275 28,901 29.559 j ,046 68, 104
23 26.933 46,362 28,957 20.016 1 ,068 104 , 68
24 35.629 35 ,087 28,441 27.649 1,058 104 , 66
25 43.590 42,986 2 6,04.) 26.343 1 ,023 68 , 104
26 4 0.638 38,652 25,259 2 4,')1
0
1,107 104 , 68
27 39 .133 42,696 22,675 22.472 1 ,018 104, 6TT
28 42.133 47,029 22,962 24.210' 1 ,112 68, 104
29 34.819 35,797 24,87? 23.657 1 ,105 104, 68
30 25.552 18,493 H,58? 9.153 1,137 68, 104
31 12.743 18,449 8,235' 8.053 1 ,046 104 , 65”
32 24 .076 17,638 6,324 6.797 1,155 68, 104
33 i 8 .762 14,609 4 ,516 4 .
F(104,68) 1 ,.452 = 95 %
1,.695= 99 %
F( 68 , 104 ) 1.,432 = 95?
1 .,667 = 99?
1,0 93 68 10 4
76
the column labeled F gives the F value generated by comparing
the two standard deviations. The two NDF columns give the
degrees of freedom for the corresponding F value. The de-
grees of freedom available for evaluating a statistic depend
Upon the number of restrictions placed upon the observations
-one degree of freedom being lost for each restriction im-
posed. In the case of the F-Test, the degrees of freedom
are one less than the size of each sample.
Using a statistical table called "F-Test Levels of
Significance" it can be determined that for 104, 68 degrees
of freedom, F values greater than 1.452 are significant at
the 99% level. For 68, 104 degrees of freedom, F values
greater than 1.667 are significant at the 99% level.
It can be noted that only in variable 6 (father's
occupation) is there any significant difference between the
SD of the two groups. This significance is spurious, as in-
dicated in the correlation matrices. The lack of signifi-
cant differences between the SD of the other variables would
indicate that the distributions of the two samples have the
same spread. This would also allow the researcher to hy-
pothesize that the SD of the populations are equal.
THE t-TEST
The t-Test is used to determine whether or not the
77
difference between the means of two samples is statistically
significant. In Table 6, the column labeled T, EQVAR gives
the t scores determined by the two corresponding means with
the assumption that the variances of the two populations
are equal. This appears to be a valid assumption, with the
exception of variable 6 for which DIVAR must be used. The
next column labeled NDF gives the number of degrees of free-
dom for the particular t score. In this instance it would be
two less than the sum^ of the two samples.
The column labeled T, DIFVAR gives the t scores deter-
mined by the corresponding means with the assumption that
the variances of the two populations are different.
Using a statistical table called a "t-Test Levels of
Significance" it can be determined that for 172 degrees of
freedom, t scores whose absolute values are greater than
1.974 are significant at the 95% level, and t scores whose
absolute values are greater than 2.605 are significant at
the 99% level.
If one compares the sets of corresponding t values,
it can be noted that they are very close. The pair of
t values that have the largest difference are for variable
6 (father's occupation) which was the one case in which
the SD was significantly different.
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TABLE 6
t-TEST
3-13-69
VAR t.eqvar NDF T.DIFVAR
1. C-6.4S31 172
-6.453
2 -1.785 172
-1.790
3 -4.3151 172 -4 4 53
4 -3. 909J 172
5 < 172 -2.274
6
-5*816 172 1-5^4027
7 1.065 172 1.028
8 0.000 172 0.000
9 0.314 172 0.308
10 1.420 172 1.376
11 1.128 172 1 . 147
12 ILJJIZJ 172 8.671
13 0.393 172 0.397
14 ESAffl 172 2.602
15 1.753 172
-1.702
16 172
-2.651
17
-1.110 172
-1.093
18
-1.812 172
-1.829
19
-0.910 172
-0.900
20 0.719 172 0.715
21 0.113 172 0.113
22
-1.565 172
-1.558
23 0.129 172 0.130
24 0.124 172 0.125
25 0.149 172 0.149
26 0.517 172 0.523
27 •1.018 172
-1.019
28 1.346 172
-1.331
29 0.259 172 -0.261
30 '5.169 172 5.100
31 - 4.510 172 -4.531
32 6.376 172 6.282
33 5.828 172 5.774
1.96
2.58
95%
99%
N=69
NDF
147.573
149.047
162.181
163.812
160.151
111.407
129.701
147.574
136.381
131.753
155.918
162.003
132.909
144.082
132.618
162.285
139.403
152.258
141.769
144.906
144.578
145.210
150.990
150.500
146.362
152.781
148.511
141.957
152.718
140.774
149.894
139.957
142.874
means
It can be noted that the difference between the
of variable 1 (school) is significant as would be expected.
Areas where significant differences in the means are noted
are readiness, I.Q., years in school, father's occupation,
arithmetic computation, reading vocabulary and personal
worth.
The greatest statistical difference in the t-Test re-
sults was in variable 12 (arithmetic computation)
. As an
educational administrator, the magnitude of this difference
would certainly merit investigation. In this instance, it
was first believed that the data was in error, but further
verification proved it to be correct. It is also a possi-
bility that some atypical occurrence or an error in testing
procedure would account for this difference. Upon investi-
gation with the administrative personnel of the control
school, no such events were noted, and therefore the data
must be assumed to be representative of the performance of
the population on this portion of the achievement battery.
Although no specific testing error was determined, testing
or data error is still suspect due to the great difference
in scores.
Significant difference was also evidenced in the four
creativity tests. This would tend to substantiate the dif-
ferent correlations of these items between the experimental
80
school and the control school as noted in Table 2.
Elaboration appears to be a much more developed charac-
teristic of the control school than in the experimental
school. in the experimental school, however, originality,
fluency, and flexibility seem to have the greater develop-
ment .
CHI SQUARE ANALYSIS
The Chi-square analysis in this study is a comparison
of the test data obtained against the hypothesis that there
is no significant relationship between the two variables con-
cerned. Statistically, this is referred to as the null
hypothesis
.
The null hypothesis has been used in this study for 41
chi-square analyses. Significant results from thirteen of
the forty-one hypotheses tested are presented in detail.
When no significant relationship was obtained the analysis
was not reported. The entire 41 hypotheses tested are listed
in the appendix.
Levels of significance have been determined by use of a
Chi-square table. The degrees of freedom for each test have
been determined by the formula, DF= (0-1) x (R— 1 ) where C is
the number of columns and R is the number of rows in the
contingency table.
Using Table 7 as an example, first note the title at
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TABLE ?
CHI-SQUARE ANALYSIS FOR run BOTH SPHnni-QYEARS IN SCHOOL VS PERSONaHLusS
4- 3-69
23
CHI- SO*
AT yi i a i .
'
llv
»( YS 1 * KC« ojiv >CTn SruOCl.S Yws nr SCHOOL
o-
T'- ’F ’Ct IAh|E "
^ fiST*-
£ ?? o H
-
. 2 32
11
_? iL L5
1
4 ... n
- n
ii* 14 7 Z
.23
W*gb 3?
..
5 107
125
_
- 53
-UL.
... .. 189
CHISquapEs 4 .56Q DF = 3 Contingency cceee.
EXPFCTFD CONT I MGE nc y TAftLE
U*o
21 .16 8.97 8<i51 .*6 32.00
9.92 4.21 0.«7 15.00
7
. 9* 3.37 0.70 1 2 . 00
15.21 6. *5 1 . 3a 23.00
<Agk,n - 77 30.01 0.2 3 107 . on
125.00 53.00 11.00 1 *9.00
vs personal
0.153
ADJUST A-3_g<)
Cut off Points
Yrs* in School Personal Adjustment
1 -50
l
5+
85
86+
82
the top Of the print-out which describes the two variables
compared, in this case, years in school vs. personal adjust-
ment for both school <5
f „
°n ^ Same line
' the cut-off points
or t e two variables are given in the same order as the
Therefore, years in school are broken down into
categories of 1 or less, X to 2
.
2 to 3
, 3 to 4
, and 5 Qr
more. Personal adjustment percentile rank is broken down
into categories of 50 or less, 51 to 85, and 86 to 99. The
date shown following the title, 4-3-69, is the date this
program was run.
The two contingency tables that appear on Table 7,
actual and expected, show the number of pupils in each cate-
gory With respect to years in school and personal adjustment.
For example; in the actual contingency table, there were 22
students who had 1 or less years in school and ranked in the
50th or below percentile for personal adjustment. Like-
wise, there were 7 students who were in school from 3 to 4
years and ranked between the 51st and 85th percentile. Prom
this it can be seen that the construction of the tables
IS such that those students with low scores fall in the upper
left-hand corner moving progressively higher to the lower
right-hand corner. The last column and the last row are the
totals for each respective column and row.
The expected contingency table shows the number of stu-
occur if there were no
dents in each category that should
relationship between the two variables.
The Chi-square test compares the differences between
the corresponding categories in the two tables to determine
whether the differences are statistically significant. The
resultant Chi-square value can be located between the two
tables
.
m the case of Table 7, the Chi-square value of 4.550
is not significant at the 95% level or the 99% level.
Following the Chi-square value, the degrees of freedom are
given, in this case, 8.
The contingency coefficient provides a measure of corre
lations between the two variables being considered. its
values are not being considered in this study.
Table 8, run 5-9-69, is a consideration of the same two
values as Table 7. The difference between the two runs is
that m the later run the categories for personal adjustment
percentile were changed to 23rd or lower, 24th to 77th and
78th to 99. This adjustment was made because of the large
amount of data falling into the first category in Table 7.
It will be noticed that the Chi-square value obtained on the
later run was higher than on the first run, but still not
significant
.
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A number of adjustments in cut-off points between the
4^3-69 run of data and the 5-9-69 run were made in order to
compare the actual and expected cell entries to improve the
of these entries a kq i i _
. A bell curve spread in scores is
the distribution sought in determining cut-off points.
Tables 9 through 14 show Chi-square analysis of l.Q. vs.
the various achievement and readiness tests in both schools.
In all instances these tests show significantly that there
is a relationship between each set of variables concerned.
in all cases except Table 11, l.Q. vs
. arithmetic computation,
the significance was at the 99% level. As previously stated,
the arithmetic computation scores in the control school show
a unique set of circumstances.
Tables 15 through 17 compare readiness vs. arithmetic
achievement. In all three situations the significance is at
the 99% level.
In comparing these results with those shown on Table 4,
the correlation between the l.Q. and readiness and achieve-
ment and the correlation between readiness and arithmetic
achievement were also significant at the 99% level, as would
be expected.
Chi-square analysis was used to compare years in school
vs. various personality factors. In all cases the differences
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between the actual and expected values are not significant.
Again, this coincides with the significance of the corre-
lations between these variables as shown on Table 4.
Chi-square analysis was employed to compare years in
school vs. grammatical usage and showed no significant re-
lationship.
Chi-square analysis was employed to compare years in
school vs. the four creativity categories. No significant
relationship is noted in any of these. However, it might
be noted on Table 4 there does appear to be a significant
correlation between years in school and three of these four
crG^tivity factors. This apparent conflict is not a force-
ful one as the significances shown on Table 4 are only at
the 95% level, and the Chi-square value on these analyses,
are not statistically significant.
Chi-square analysis was employed to compare years of
education of father vs. readiness, I.Q. and grammatical
usage. No significant relationship was noted in any of
the three Chi-square tests.
Chi-square analysis was employed to compare sex vs.
readiness, I.Q., total adjustment and total originality.
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Only in the area of total adjustment does a significant re-
lationship appear. This is illustrated in Table 18. This
is again verified by the data on Table 4. This would re-
inforce the premise that females in the combined schools
appear to make a more satisfactory adjustment.
Chi-square analysis was employed to compare school vs.
various factors. The factors of years of education of father
reading comprehension, arithmetic reasoning, arithmetic con-
cepts, total adjustment, personal adjustment and social ad-
justment show no significant relationships. Table 19,
reading vocabulary shows a significant relationship at the
95% level. Tables 20 and 21 show significant relationships
in the areas of arithmetic computation and total originality
at the 99% level. All of these findings concur with those
on Table 4. The arithmetic computation in the control
school has been previously noted. The total originality
factor has again appeared to be stronger in the experimen-
tal school.
It is worthy of note that to perform the Chi-square
statistical analysis of the 41 hypotheses, the computer used
considerably less than one minute of real time. (Time in
which the computer actually made the analyses.)
It is conceivable that days or even weeks of work with
101
a desk calculator might be needed to achieve the same re-
suit.
Although the actual calculations of the computer are
measured in milliseconds, weeks, months or even years can be
spent in obtaining and categorizing the data to be analyzed.
When the data has been analyzed, interpretations must be
made acting on this data. This data has always been avail-
able but without EDP
,
little use has been made of it.
STEPWISE MULTIPLE REGRESSION
Stepwise Multiple Regression is a statistical attempt to
tie together three or more variables in the form of a math-
ematical equation
. by adding one variable in each successive
step in order to determine its effect on the percent of var-
iance of the original factor, in this case school. For in-
stance, if variable number 1 (X^) is to be expressed in terms
of three other variables, (X
2 , X 3 , X 4 ) the end result might
look like X^AX^+BX^+CX^D. In the above expression, A,B,C
and D are the values which the multiple regression finds to
provide the best fitting straight line for the data.
Tables 22 through 27 show the steps in a six step pro-
cess designed to predict variable 1, (school), from 6 other
variables. Table 22 shows the multiple regression for fit-
ting variable 1, (school), with variable 31, (elaboration).
Table 22, a reduced computer print-out, lists the Beta value,
standard error, t value with degrees of freedom, the B co-
efficient, standard error of B and partial R, correlation
coefficient in the same row listing variable 31
.
For the purpose of this paper, we will be using only
Beta, the t-Test on Beta, and the B coefficient, and the
proportion of unexplained variance statement.
The t value, in this case,
-6.3687, is used to deter-
mine the significance of the difference between Beta and
zero.
This difference is significant to the 99% level in
Table 22. From the data shown in this table one may now
write V
1
=(-0.0291)V
31
>tl.0229 where V
1 stands for variable
1 and V31 stands for variable 31.
Elaboration was chosen as the first variable because
it has a high correlation with school and its unique non-
correlation with the other three creativity tests.
Through the use of the elaboration factor it can be
seen that approximately 20% of the variance of the school
factor has been accounted for.
In Table 23, step 2, a second variable number 32,
(fluencey) was considered. Its Beta value was calculated
and a t-Test performed. The difference between this Beta
value and zero was not significant, and it may be noted
that the new equation, V = (0 . 0221) V31= (-0 . 0117 ) V32+l . 0739 ,
still only accounts for about 20% of the variance of
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variable 1
.
In Table 24, a third variable, variable 6 (occupation
of father) was considered, its Beta value computed and a
t-Test performed. This Beta value was found to be signi-
ficant at the 99% level. The resulting equation using
these three variables increases the explained variance of
variable 1 (school) to approximately 32%. This is an in-
crease in the accountable variance of approximately 12%.
Table 25 shows the addition of variable 29 with a
Beta value that is not significant, and a resulting equa-
tion which does not greatly change the amount of account-
able variance.
Table 26 adds variable 30 (originality)
. its Beta
value is significant at the 99% level and the resulting
equation increases the accountable variance of variable 1
to approximately 37%, an increase of 5%.
Table 27 adds the last of the six variables, variable 3
(Metropolitan Total Readiness) whose Beta value is signifi-
cant to the 99% level. The resulting equation, V^-0
. 0068V32
+ 0 . 007 OVg-0
. 007 6V2g+0
. 0117V2Q+0
. 0041V^ + 0 . 277 8 now account^
for approximately 40% of the variance of variable 1.
It may be noted that while the Beta value began, on
Table 22, to be highly significant, the addition of sue-
110
ceeding variables reduced the Beta value significance of
variable 31 to the 95% level. In steps two through four
and to a below statistically significant level in steps 5
and 6
.
Variable 6 (father's occupation) continues to have a
high significance of its Beta value, despite the addition of
three succeeding variables.
Although this consistently high value of the t-Test
variable 6 is statistically interesting, it is due to the
coding of the occupations themselves and does not have rele-
vancy to the real world.
In step 6 the Beta values of variables 6, 30 and 3
all are highly significant from zero while the Beta values
of variables 31, 32 and 29 are not. This would imply that
the use of the B coefficient of the first three variables
named would be a higher predictor of school. Elaboration in
conjunction with the other variables no longer is statis-
tically significant as a predictor of school.
Thus it can be seen through the use of six out of
thirty-two variables, five of which showed a significant
correlation with variable 1, an algebraic expression has
been derived that accounts for approximately 40% of the
variance of variable 1.
Addition of further variables would slowly increase the
amount of explainable variance.
Ill
FACTOR ANALYSTS
Of the eight statistical treatments that were used in
the study, factor analysis was the most difficult procedure
for this administrator to interpret.
Factor analysis is a statistical method used to show:
X
* satisf^r ° f dimensions needed to account for atisfcictory amount of the variance of the dataRestricted to eight dimensions in this study.
2 * The
-Location of a reference axis system of thisnumber of dimensions to produce "simple structure"which will maximize high and low loadings, mini-
Kffl nfir loadin^- (loading is the contri-bution of the original variable to the factor)
An analogy may be made with a topographical map where
the problem posed is to serve the greatest population areas
in the most economical manner by the construction of a high-
way system.
Were the highways to intersect at right angles, North and
South, East and West, this might not fulfill the criteria
stated: namely, to serve the greatest number of people in the
most economical manner. To rotate these "spokes" until the
maximum benefits are achieved d and the minimum problems
encountered would be logical.
Factor analysis, in this study, performs a similar
function with matrices, but rotates the axis in a manner
that will identify the factors which have the greatest effect
cn the variables. The computer then prints out the percent
of variance accounted for by each factor until further consider-
ations would account for little additional variance.
Tables 28 through 39 are reduced computer print-outs
of factor analyses for 8 different considerations.
a great deal of the print-out is not pertinent to
thrs study, but does indicate various sequential calcula-tes of the computer in performing this factor analysis.
The first study will be included in ifcs entirety> in
order to acquaint the reader with the computer print-out
pattern. For the last seven runs only the final output, the
new rotated correlation matrix will be included with the
percent of variance accounted for by each factor..
Tables 28 through 32 present the factor analysis for
male students in the experimental school. Although this
is actually one print-out of one run, it is labeled as one
table for each page of print-out for purposes of easy iden-
tification. This selection causes the variables, school
and sex to be constant and therefore will not enter into
the calculations. In addition, the variable, race, is
deleted, since it was a constant in the entire study.
Tables 28 through 30 are a print-out of the original
correlation matrix between all thirty remaining variables.
Table 31, item named, principal component, number of
iterations, latent root, principal component matrix, and
accumulative percent variance accounted for are not of
great interest to the educational administrator.
On Tables 31 and 32 the two items of interest are
and the
"percent variance accounted for by each factor"
varimax rotated factor matrix."
The percent variance table indicates the percentage
of variance accounted for in each column of the final ro-
tated matrix. On Table 31 it is noted that the first
column accounts for 33.87% of the total variance. Pro-
ceeding down this column (to Table 33) it can be seen that
this factor is very heavily loaded in variables, 14
through 26. These 13 variables are the percentiles on
the personality scores. The conclusion to be drawn here
is that a personality factor accounts for 33.87% of the
total variance. Personality factors account for this high
percent of the total variance due to the number of personal-
ity variables.
Column three shows the second highest accountable
variance, 25.95%. In scanning this column, it can be seen
that this factor is very heavily loaded in variables 1, 2,
and 6 through 11. These are the I.Q., readiness and achieve-
ment scores.
The fifth column is third in importance and accounts
for 9.81% of the variance. Here variables 27, 29, and 30
are heavily loaded. These are the originality, fluency
and flexibility scores. Next is the second column, ac-
counting for 8.98% of the variance. The important vari-
ables here are 3 through 5, years in school, father's
occupation and years of father's education. In earlier
parts of this study it has been noted that these are
maverick variables which have appeared in unusual situa-
tions
.
Column six accounts for 7.08% of the variance and
shows a high relationship with items 12 and 13, self-
reliance and personal worth, it may be noted that these
are separated from the other personality variables, and
hence are influenced by a factor distinct from the one
previously mentioned.
Column eight accounts for 5.92% of the variance and
is strongest in item 19 and 21, social skills and family
relations
.
Column four accounts for 4.93% of the variance and
has variable 28, elaboration, as its focal point.
Column seven accounts for 4.37% of the variance with
strongest contribution from item 5, years of education of
father.
In total, the eight columns account for 100% of the
variance accounted for in the original factoring.
Table 33 is the factor analysis for females in the
experimental school. The first four major factors follow
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the same sequence of importance as the male in the experi-
mental school with some variation on the percent of vari-
ance accounted for in each factor.
Table 34 is the factor analysis for males in the con-
tr°l sch°°l. The same general pattern appears in these
results.
Table 35 is the factor analysis for females in the
control school. The same general pattern appears in these
results
.
Table 36 is the factor analysis for males across both
schools, control and experimental. The same general pat-
tern appears in these results.
Table 37 is for the factor analysis for females across
both schools. The first two major factors maintain the same
relative importance in personality and achievement corre-
lations
.
The third most important factor in this grouping is
the factor involved in school and elaboration as noted in the
stepwise multiple regression analysis ; when other variables
are added the percent of variance accounted for by the
variable, elaboration, does not remain statistically sig-
nificant
.
It would appear therefore that school is a more im-
portant factor for girls. As previously noted, school and
elaboration have always been closely correlated.
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Table 39 is for males and females in the experimental
school, 40 is for the control school. The same pattern
as previously noted in five of the other six groupings is
consistent with those two groupings as well.
Through these eight different runs for factor analysis,
it can be stated conclusively that the factor which
contributes the greatest amount of variance is that involving
personality due to the number of entries of data. The
second area of importance is that factor involving I.Q.
,
achievement and readiness. The third area of importance
IS that factor concerning creativity with the exception
of the previously discussed variable of elaboration.
One of the major results of the factor analysis is to
indicate that there is no apparent difference in factor
structure and no major differences between schools or
between sexes in the schools.
ANALYSIS OF VARIANCE
Analysis of variance is a statistical device which
determines whether or not there is a statistical difference
between two or more groups on the same variable, by ascribing
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VARIMAX ROTATED FACTOR MATRIX
MALE EXPERIMENTAL SCHOOL
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VARIMAX ROTATED FACTOR MATRIX
FEMALE EXPERIMENTAL SCHOOL
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VARIMAX ROTATED FACTOR MATRIX
MALE CONTROL SCHOOL
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VARIMAX ROTATED FACTOR MATRIX
FEMALE CONTROL SCHOOL
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group vs. between group
the obtained variance to within
differences to determine whether the groups look like
random samples from the same population.
Tables 41 and 42 are print-outs of two treatments of
data using an analysis of variance. Table 41 compares
the factor elaboration, in four sets of students, namely,
experimental school males, experimental school females,
control school males and control school females. The
first table lists these four groups with each sample
size, sample mean, sample standard deviation, and sample
z score. These quantities are informative only. The
question being asked here is whether the means of all four
samples are from the same population or whether there is
a significant difference between at least two of these
means
.
The second table, "analysis of variance" provides
various steps in the computational procedure arriving at
a final F ratio of 10.6626. The F ratio must be compared
at 3-199 degrees of freedom. By using an F table it has
been determined that this value is significant at the 99%
level. The conclusion here is that there is a significant
difference between at least t vo of the four groups. The
choice of elaboration for the analysis of variance was
due to the uniqueness of this variable as compared with
the other creativity factors.
Table 42 provides an analysis of variance concerning
total adjustment in the experimental school vs. the control
school. The final F ratio of 1.1808 is determined not to
be significant with 1-201 degrees of freedom.
It should be noted the computer was not programmed
to ignore any students that possesses missing variables.
In these instances a score of zero was arbitrarily as-
signed. This information might cause the results to be
less precise. However, it appears that this was not the
case, as the results were similar with the Chi-square
test run on the elaboration variable.
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CHAPTER V
SUMMARY AND CONCLUSIONS
This final chapter of the study shall be subdivided
into four sections:
a. Restatement of the problem
b. Description of the procedures employed
c. Principal findings and conclusions
d. Recommendations for further research
RESTATEMENT OF THE PROBLEM
School administrators are faced with a formidable task
to interpret and to use even the most routine information
in connection with their decision-making responsibilities.
Vast amounts of data exist in the cumulative records,
files, ledgers, accounts, registers, census reports, studies
professional books and publications of every school district
The computer can provide a rapid information system as
the foundation for the continuing program of upgrading the
administration of the schools.
There is a need to acclimatize the administrator to the
previously unfamiliar field of computer technology and
for him to acquire the ability to interpret the basic
statistical analyses to be used as a guide to an educational
decision.
The "new breed" of educator will not be retrained to
become a programmer, statistician or a computer technician,
but should develop a degree of competence in these areas
in order to collect, analyze, and interpret educational
data, using the computer as the tool in the experience.
DESCRIPTION OF THE PROCEDURES EMPLOYED
Course work was completed in the field of Computer
Science and Language in order to acquire sufficient know-
ledge in these areas to understand basically the function
and limitations of the computer. Courses in Business Ad-
ministration and Operations Analysis were audited to gain
some familiarity with business statistical theory and com-
puter use in simulation techniques.
Experience with computer support hardware such as key
punch, print-out, sorting and duplicating devices was ob-
tained over the space of eight months while running data
batches and studying output results at the University of
Massachusetts Computer Research Center.
Seminars concerning basic statistical analysis and
computer function were frequently held by Dr. G. Ernest
Anderson at his home as well as at the School of Educa-
tion of the University.
There were two hundred three students used in this
study. All were in their fifth year of schooling. One
hundred seventeen were located in the experimental school
and eighty-six in the control school. Each school was in
a different school district and were compared in several
social and economic factors.
Data was obtained from all students in the study
through three sources:
1. Cumulative records
2. Standardized achievement and I.Q. tests adminis-tered by the children's classroom teachers
3. Personality and creativity tests administered by
a guidance specialist who tested both groups
All the data obtained was key punched on IBM cards,
and a number of statistical analyses were performed by
the CDC 3600 computer at the University of Massachusetts
Computer Research Center.
The following analyses were utilized:
a. Simple correlations of the thirty-three variables
b. t-Test, to determine the difference of 2 means
c. F Test, to determine the difference of 2 standard
deviations
d. Chi square analysis of selected variables
e. Analysis of variance, to determine the difference
between groups
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Factor analysis
,
to obtain meaningful factors
£^alyIis
S COnSiStent ” Possible ^analysis
g. Multiple regression,
equation relating to
variable to others
to determine the best fitting
a variable predicting one
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traditionally trained adminis-
to under^ea°*h fanullar enough with the computer
!
the impact it has had on educational
nation principally through educational dataprocessing and to profit from this understanding.
It is possible to submit educational data to thecomputer for statistical analysis through selectedbasic programs which will utilize this existingdata rather than to have it lay dormant.
c. It is possible to interpret the results of this
statistical analysis to the extent necessary toprofit from its use and aid educational decision
making.
It has been determined that a high correlation exists
between I.Q., readiness and achievement variables in both
control and experimental schools.
The means of the control group were noticeably higher
in I.Q. and readiness, but lower in all abhievement means
with the mean of arithmetic computation dramatically lower,
which is suspected of being at least partially due to a
testing or situation error, the t-Test value being 8.407
for this variable. Some special circumstances were offered
by the control school administration to help explain the
large difference in arithmetic computation scoring, i.e.,
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change from "traditional" to "modern" mathematics, teacher'
turnover, and inadequate teaching techniques. The experimental
school students did as well or slightly better than control
school students despite lower initial I.Q. and readiness
scores
.
I.Q. Readiness score
Control school mean 117.638 86.638
Experimental school mean 111.505 74.210
Administrative concern may well be indicated to ex-
plore methods by which the achievement of the control may
be raised. The introduction of more flexible grouping
structures as found in continuous progress organizational
schemes may be indicated.
The personality traits, however, showed a high correlation
with each other but did not show strong relationships with
any other group of variables in the control school. In
the experimental school this was not the case, as correla-
tion between personality factors and achievement was signif-
icantly different from zero.
Variables such as teacher and administrative competency,
curriculum and teacher mobility have not been considered
in this study.
The Chi square analysis did show a significant rela-
tionship between the variable? sex, and total adjustment.
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The Chi square analysis did not show significance when
combined schools were compared to total adjustment. It would
appear that adjustment is much more influenced by sex
than by which school the student attends.
Administrative exploration is indicated in which the
adjustment patterns for girls be reviewed. Grouping cri-
teria in which standards for girls and ; boys are the same
in their respective schools should be reevaluated in the
light of this data.
In the creativity category, there was a high correla-
tion among three of the four items, namely: originality,
fluency and flexibility. The second variable, elaboration,
did not correlate well with the other creativity measures.
The elaboration variable appears to have significance
within the school. The analysis of variance reinforced
the relationship and showed a significant F ratio at the
99% level. Both sexes were stronger in scoring on
this variable in the control school.
Conversely, the experimental school showed a stronger
relationship with the other three creativity variables than
did the control school, but not to the same significance.
The interpretation of this phenomena is not as appar-
ent as their administrator might desire. it does indicate
that teaching practices and curriculum might play a role
in these results. Expository writing or other creative
language arts goals such as the writing of poetry or
cross-disciplinary experience in independent study might
have an influence. The statistical analysis of the data
does not comfortably answer these questions and is indica-
tive of the need for further investigation.
The factor analysis runs identified sharply consis-
tency of factors when the axes of the correlation matrix
were rotated. As the personality variables were also the
greatest in number in the study, it is not surprising that
they accounted for the heaviest load.
I.Q., readiness and achievement categories were next
in order of importance. The correlation of these three
categories is not surprising, as research has confirmed
significant relationships in these areas in the past.
When data of combined schools was analyzed, no
significant difference was noted as to the variable, sex.
When the control and experimental schools are treated
individually, the males in the control school show sig-
nificant differences vs. females in four out of six of
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the achievement scores in the study. In the experimental
school one significant correlation for females vs. gramma-
tical usage appeared, and this only at the 95% level.
The implications for change do not appear to be great
in the experimental school, but do suggest that the boys
in the control school are performing better than the girls
who are better adjusted to the school situation. The
possibility that the boys in this upper middle class socio-
economic grouping identify with academic goals more so than
the girls is worthy of consideration. The girls, who test
better in the adjustment scales, might strive more for
recognition in social and/or- cultural areas.
In summary, this study concludes:
!• That the computer can be programmed to assist in
facets of educational administration.
2. That administrators must familiarize themselves
with the applications of the computer.
3. That it is possible for a traditionally trained
administrator to acquire sufficient statistical,
theoretical and practical knowledge to utilize
a computer to assist his educational decisions.
4. That the acquisition of such knowledge, gained
in the manner outlined in this study, takes time
and perseverence on the part of the administrator.
5. That this study did make it possible for one ad-
ministrator to acquire a new understanding of an
existing administrative responsibility and the
opportunity to apply it to a problem at hand.
recommendations for further study
A. During the course of this study a great deal of
time was consumed in gaining basic familiarity with EDP
through what was primarily an uncharted program. As a result
of this experience a university-based program designed to
tram emerging and to retrain practicing administrators is
indicated. The university should serve as a training and
resource center for administrators to return to their
school districts with basic statistical and EDP understanding.
The prevailing practice of offering EDP services which
utilize the hardware and technical skill of the university
but does not offer training and exposure to EDP for the
administrator in the local school district is not fulfilling
the needs of today's schools.
B. The educational administrator in training should
pursue courses in basic statistical methods as part of the
requirements for graduate degree programs on the master's
and sixth year level. This advanced administrative training
should include a course in basic statistics, a course in
computer science and a course in the use of the computer in
education today. Coupled with the course work, a program
directly involving the administrator with school districts
that have successful EDP programs that are tailored to meet
their educational needs and research requirements should be
developed. The instructorship of this program might be
lointly shared by the technologists at the university and the
practitioner in the field.
As the administrator gains understanding in the theory
and the practice of EDP he will gain understanding of the
technology employed.
C. There is a need for professors who teach EDP courses
and who guide field work to have had experience as practicing
educators themselves. This should aid in improving the
communication between professor and student which often suffer
when technical and administrative terminology meet. When
such communication is improved, the view that to deal with
educators is a frustrating experience and education itself
is imprecise may be modified.
This study contains a voluminous amount of data, much
of which has not been fully explored. A number of additional
statistical analyses might have been done, and this lack of
complete analysis of the data points to avenues for additional
research. Two specific areas are of particular interest
and would lend themselves to further investigation as they
are administratively relevant hypotheses:
a. Personality factors appear to positively correlate
with achievement.
b. The child's adjustment is influenced much more
by his sex than his school.
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001
002
003
004
005
006
007
008
009
010
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012
013
014
015
016
017
018
019
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KEYS TO DATA CODING
Experimental School
Control School
Male
Female
White
Non-white
Insurance Consultant
Sales Representative
Engineer
Sales Manager
Attorney
Purchasing Agent
Insurance Clerk
Insurance Agent (salesman)
Machinist
Shipping Clerk
Aircraft Designer
Car Dealer (exec.)
Carpenter
Stock Broker
Real Estate Salesman
Grocery Manager
Salesclerk
Milkman
Printer
020
021
022
023
024
025
026
027
028
029
030
031
033
034
035
036
037
038
039
040
041
043
044
045
046
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Teacher
Accountant
Insurance Executive
Manufacturer's Representative
Self-employed Retailer
Laborer
Self-employed Contractor
Physician
Dentist
Diemaker
Pharmacist
Minister
Auto Mechanic
Executive, Publishing Company
Writer
Lineman (telephone or electric co.)
Research Assistant
Business Executive
District Manager
Foreman (work crew)
Administrator (milling machines)
Service Station Attendant
Oil Burner Serviceman
Maintenance (van lines)
Travel Counselor
047
048
049
050
051
052
053
054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
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Superintendent of Maintenance
Meat Cutter
Botanist
Banker
Electrician
Psychologist
Window Trimmer
Chemist
Optometrist
Frameman (telephone co.)
Estate Planner
Private Investigator
Editor
Letter Carrier, Post Office Employee
Railroad Worker
Architect
Landscaper
Custodian
Manufacturer
Bus Driver
Plumber
Industrial Designer
Deceased
Not Disclosed
Internal Revenue Inspector
072 Mail Advertising
073 Expeditor
07^ Hospital Representative
075 Textile Business
076 Assistant Traffic Manage
Elementary Education
Trade (technical school)
High School
Bachelor of Arts
or Science
Master of Arts
or Science
Ph. D.
LL. D.
08 years
10 years
12 years
16 years
17 years
18 years
19 years
20 yearsM. D.
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LISTING OF FORTY-ONE HYPOTHESES FOR CHI SQUARE ANALYSIS
The null hypothesis:
There is no significant relationship between the following
forty-one pair of variables.
Hypothesis
1 I.Q. vs. Arithmetic Reasoning
2 I.Q. vs. Arithmetic Concepts
3 I.Q. vs. Arithmetic Computation
^ I *Q. vs. Reading Vocabulary
5 I.Q. vs. Reading Comprehension
6 I.Q. vs. Total Readiness
7 Readiness vs. Arithmetic Reasoning
8 Readiness vs. Arithmetic Concepts
9 Readiness vs. Arithmetic Comprehension
10 School vs. Personal Adjustment
11 School vs. Social Adjustment
12 School vs. Total Adjustment
13 School vs. Community Relations
14 School vs. School Relations
15 School vs. Sense of Personal Worth
16 School vs. Feeling of Belonging
17 School vs. Nervous Symptoms
18 School vs. Social Standards
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
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School vs. Social Skills
School vs. Grammatical Usage
School vs. Total Originality
School vs. Total Elaboration
School vs. Total Fluency
School vs. Total Flexibility
Years of Education of Father vs. Readiness
Years of Education of Father vs. I.Q.
Years of Education of Father vs. Grammatical Usage
Sex vs. Total Readiness
Sex vs. I.Q.
Sex vs. Total Adjustment
Sex. vs. Total Originality
School vs. Years of Education of Father
School vs. Reading Vocabulary
School vs. Reading Comprehension
School vs. Arithmetic Reasoning
School vs. Arithmetic Concept
School vs. Arithmetic Computation
School vs. Total Adjustment
School vs. Personal Adjustment
School vs. Social Adjustment
School vs. Total Originality
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