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This Dissertation is intended to examine how marketing managers can utilize the 
inflow and outflow of knowledge/communication to improve project and firm 
performance metrics under the open innovation paradigm. The dissertation shows the 
applicability of the NPD and consumer engagement perspectives to a range of strategic 
issues, such as management of network and knowledge assets in community-based NPD, 
management of inflow and outflow openness under team diversity, and utilization of 
social media marketing and traditional marketing such as advertising to increase new 
product sales.   
First, this dissertation reveals that for inflow knowledge management, it is 
important to take an integrative approach to align knowledge and network assets in open 
innovation. The results show that network depth-knowledge breadth and network 
breadth-knowledge depth combinations are optimal for open innovation success, but 
network breadth-knowledge breadth or network depth-knowledge depth combinations are 
suboptimal. Contrary to the traditional wisdom, more network or knowledge assets in 
open innovation do not necessarily lead to better success.  
Second, this dissertation examines both the inflow and outflow of knowledge and 
proposes an integrative theoretical model to study the configuration of inflow and 
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outflow openness. The results suggest that just having a wide array of connection from 
inflow openness does not guarantee development success. It also needs to consider the 
dimension of performance and team structure.   
Third, this dissertation investigates the interplay of two major marketing tools of 
traditional advertising and social media activities on consumer engagement.  It 
differentiates Consumer-to-Brand and Consumer-to-Consumer engagement and suggests 
that traditional advertising paly different mechanisms to enhance or reduce the 
effectiveness of social media activities on Consumer-to-Brand and Consumer-to-
Consumer engagement, and ultimately on new product sales.  
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CHAPTER 1  
INTRODUCTION 
Open innovation, as an emerging business paradigm of innovation, has received 
significant attention in managerial practices.  In contrast to the traditional closed innovation 
paradigm, which predominantly relies on a firm’s internal knowledge for new product 
development (NPD), open innovation entails “the use of purposeful inflows and outflows of 
knowledge to accelerate internal innovation” (Chesbrough 2003). Figure 1.1 compares closed 
and open innovation business paradigms. In open innovation, NPD projects can be launched 
from either internal or external knowledge sources. In addition, projects can go to market in 
many ways, including licensing arrangements, technology transfer, or a spin-off venture 
companies, in addition to going to market through the company’s own marketing and sales 
channels.  Companies like IBM, Intel, and Procter & Gamble (P&G) all have been embracing 
open innovation through which they successfully bring knowledge outside the boundary of firms 
into internal knowledge systems and integrate both external and internal knowledge to create 
high impact innovations. On the other hand, companies like IBM generates more than 1 billion a 
year from licensing its patents, as well as other forms of intellectual property, such as technology, 
know-how and trademarks to allow unused internal knowledge used by other companies. 
Academic associations such as the Product Development and Management Association (PDMA) 
and the Marketing Science Institute (MSI) are also supporting open innovation business 
paradigm and list open innovation as one of research priorities. 
In spite of increasing adoption of open innovation business paradigm, the academic 
research about this topic is limited, and contains three important gaps.  First, the extant research 
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about whether inflow openness from outside-in would help NPD process remain mixed. Grewal, 
Lilien, and Mallapragada (2006) found that having diverse input as a result of inflow openness 
(they used the label network embeddedness) can improve project success. However, Almirall and 
Casadesus-Masanell (2010) found through simulation that when the firm adopts the strategy to 
open for diverse ideas, this inflow openness can restricts the firm’s ability to establish the 
product’s technological trajectory, leading to worse project performance. In addition, Laursen 
and Salter (2006) found that the breadth and depth of search sources from the outside-in process 
is curvilinearly (taking an inverted U-shape) related to innovative performance. Second, most of 
the existing research is focused on the impact of inflow openness, while very limited research 
explores the output openness in NPD process. As Enkel, Gassmann, and Chesbrough (2009, 
p.311) articulate, “most research to date has followed the outside-in process of open innovation, 
while the inside-out process remains less explored.” Lichtenthaler (2009) is one of few studies 
that address the positive relationship between inside-out open innovation and its effect on firm 
performance and how the effect is positively moderated by patent protection, technological 
turbulence, transaction rate, and competitive intensity. Third, the existing literature concentrates 
on the impact of open innovation on firm performance, but how open innovation brings values to 
other stakeholders such as customers has not been addressed yet. Thus, the dissertation intends to 
address these three gaps. Next, I discuss the research contexts of this dissertation on open source 
software (OSS) development and social media marketing and how they are related to open 
innovation.  
1.1 OSS Development and Open Innovation 
OSS development is the software development process in which self-motivated 
developers use the Internet as the communication infrastructure to coordinate and collaborate 
 3 
 
with other developers to develop free software. The Linux operation system, Mozilla Firefox 
web browser, and OpenOffice text editor are a few of popular OSS examples. In OSS, 
developers usually are not motivated by monetary incentives, developers’ motivation comes 
from sources such as “fun to program”, personal challenges to improve existing software for own 
needs, and maintain an open and “democratic” development atmosphere (Roberts, Hann, and 
Slaughter 2006). 
Eric Raymond (1999) wrote about the OSS movement as 'the cathedral and the bazaar'. 
The cathedral represented the conventional method of employing internal developers to design 
and develop software, e.g. Windows 7 and Microsoft Office. The bazaar represented the open 
source approach. West and Gallagher (2006) advocate that open source is a natural way of 
innovation in the software industry and it is an exemplary and very effective form of open 
innovation - as open-source projects/communities act as innovation intermediaries. The free and 
universal availability of source code and accompanying embodied patents provides a vast 
resource for firms looking to collaborate and share expertise. OSS provides an environment in 
which competing technology firms can nevertheless collaborate on certain levels of software 
functionality. 
The success of OSS projects depends on three basic premises: First, the inflow 
knowledge openness that a project is “open” to external knowledge and ideas embedded in OSS 
community network is critical to the success of innovation activities; Second, a project requires 
absorptive capacities to connect external knowledge with internal knowledge and thus transform 
knowledge assets into innovation outcomes (Chesbrough, Vanhaverbeke, and West 2006). Third, 
a project decides how its output knowledge can be used by other developers and projects, which 
may influence developers’ development motivations. Correspondingly, the essay 1 and essay 2 
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examines the three premises to open innovation success in OSS development and answers the 
questions how NPD projects should integrate internal knowledge with external network assets to 
enhance project performance in open innovation in essay 1 and how inflow knowledge openness 
and outflow knowledge openness jointly affect project effectiveness and development speed 
under low and high team diversity in essay 2.  
1.2 Social Media Marketing and Open Innovation  
Social Media Marketing is a form of internet marketing which seeks to achieve branding 
and marketing communication goals through the participation in various social media networks 
(MySpace, Facebook, LinkedIn), social bookmarking (Digg, Stumbleupon), social media sharing 
(Flickr, YouTube), review/ratings sites (ePinions, BizRate), blogs, forums, news aggregators and 
virtual 3D networks (SecondLife, ActiveWorlds). What unique about social media marketing is 
the combination of word-of-mouth and viral marketing through connected customers and blend 
the technology and social interaction for the co-creation of value with customers (Evans 2008). 
Social media marketing fits well with the business philosophy of open innovation because it is 
about how firms can involve various stakeholders in creating better performance outcomes. P&G 
actively builds its innovation leadership position in Twitter, Facebook and LinkedIn group by 
posting its open innovation efforts and other things related to innovation. GE has an application 
for their Ecomagination challenge, which gives them an additional touch point that interacts 
nicely with their website for the challenge. In spite of increased interests and participation in 
social media marketing from business practices, firms are still uncertain about the return on 
social media activities, particularly how firms can use traditional advertising tool and social 
media activities to engage consumers, thus boosting business performance ultimately. The third 
essay is target on this gap and examines the research question. 
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1.3 Research Objectives 
In general, the objective of this dissertation is to understand how NPD projects and firms 
should manage inflow and outflow knowledge/communications to enhance project and firm 
performance in an open innovation-orientated business paradigm. In an effort to complement 
current early research on open innovation, I propose three essays to take multiple theoretical 
lenses to examine the following research questions in different open innovation research contexts 
in this dissertation.  
Essay 1: How should NPD projects integrate internal knowledge with external 
network assets to enhance project performance in open innovation? 
Essay 2: What is the joint effect of inflow knowledge openness and outflow 
knowledge openness on project effectiveness and development speed under low and high 
team diversity?  
Essay 3: How firms can leverage traditional advertising and social media 
activities to engage consumers and increase new product sales? 
The essay 1 and essay 2 approach inflow and outflow management at the project level in 
OSS development while the essay 3 examines brand-to-consumers (B2C), consumers-to-brand 
(C2B), and consumers-to-consumers (C2C) communication in social media channel at the firm 
level. Specifically, Essay 1 focuses on the inflow of external knowledge and integrates social 
network with absorptive capacity perspectives to examine how the depth and breadth of external 
network assets should be aligned with those of internal knowledge to enhance project 
performance. Essay 2 focuses the interaction between knowledge inflow and knowledge outflow 
and examines the joint effects of inflow openness and outflow openness on development speed 
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and project effectiveness under low and high team diversity. Essay 3 examines that how a firm 
can use B2C communications in social media to affect C2B and C2C engagement and how such 
effects are affected by traditional advertising.  Table 1.1 provides an overview of the three 
dissertation essays including phenomenon, theories, and key constructs in each essay. 
The remainder of the proposal is organized as follows. Chapters 2-4 are used to expand 
the discussion of the three essays reflecting the research questions proposed earlier.  In each 
chapter, I first propose a conceptual framework to investigate the research question followed by 
the hypotheses. Then I described the methodology on how I collect the data, measure the 
variables, and conduct the analysis in details. After I display the results, I discuss the findings 
and their managerial and theoretical implications. Chapter 5 concludes the three essays and 
discusses future research questions.  
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Table 1.1 Overview of the Three Dissertation Essays: Phenomenon, Theory, and Key Constructs 
 Phenomenon Theory Key Construct 
Essay 1 
Absorption of external 
knowledge in open 
innovation 
Social network theory 
Absorptive capacity 
Network assets (network breadth, network depth) 
Knowledge assets (knowledge breadth and knowledge depth) 
Project performance  
Essay 2 
Openness management 
in open innovation 
Opportunities-
Motivation-Ability 
Network connectivity 
License openness 
Team diversity (role diversity and knowledge diversity) 
Development activity 
Project effectiveness 
Essay 3 
Social media marketing 
return and its 
mechanisms 
Consumer engagement 
Brand community 
 
Advertising 
B2C Communications (Posts and Participation) 
C2B engagement 
C2C engagement 
New product sales 
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Figure 1.1 Comparison of Closed and Open Innovation Models (Chesbrough 2006) 
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CHAPTER 2  
ESSAY ONE: THE EFFECTS OF KNOWLEDGE AND NETWORK 
ASSETS ALIGNMENT ON OPEN INNOVATION SUCCESS 
Unlike traditional, closed-form innovation, which predominantly relies on internal 
knowledge for innovation activities, open innovation depends on “the use of purposeful 
inflows and outflows of knowledge to accelerate internal innovation” (Chesbrough et al. 
2006, p. 26). Open innovation changes innovation cycle by opening inflow knowledge 
boundaries and integrating outside knowledge with internal knowledge systems to create 
high-impact innovations. In software development industry, the success of projects like 
Mozilla Firefox from Mozilla Corporation, Android mobile platform from Google, and 
CodePlex open source project hosting website from Microsoft comes from embracing the 
open innovation philosophy by participating in OSS development to open for 
development and collaboration with developers from other projects. 
The success of open innovation depends on two basic premises: First, knowledge 
and ideas critical to the success of innovation activities often reside beyond a project’s 
boundaries, and the project must be “open” to them to achieve innovation success. 
Second, a project requires absorptive capacity to connect external knowledge with 
internal knowledge and thus transform knowledge assets into innovation outcomes 
(Chesbrough 2003, Chesbrough et al. 2006). Such two premises are best exemplified by 
P&G’s “connect + develop” open innovation program, whose success participation on 
two components. The first component is to “connect” with various stakeholders, such as 
customers, suppliers, universities, and other research laboratories to bring outside 
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knowledge into the organization. The second component is to “develop”, which requires 
relevant internal knowledge to absorb and utilize external knowledge. 
Consequently, two theoretical approaches apply to an understanding of open 
innovation success. Social network analysis argues different network positions represent 
different mechanism to access external knowledge (Zaheer and Bell 2005, Powell et al. 
1999, Ahuja et al. 2003).  By adopting the open innovation strategy, a project establishes 
a wide range of direct and indirect connections with other projects and therefore can 
accumulate network assets that enable it to access relevant knowledge in the network 
(Grewal et al. 2006, McFadyen et al. 2009, Leiponen and Helfat 2010, Argote and Miron-
Spektor 2011). The second stream, based on absorptive capacity literature, focuses on 
how a project can improve its internal knowledge assets to develop an absorptive 
capacity to “understand, assimilate, and apply” external knowledge and thus generate 
superior innovation performance (Cohen and Levinthal 1990, p. 1). Various researchers 
(e.g., Volberda et al. 2010, Kogut and Zander 1992) argue that projects’ ability to absorb 
external knowledge depends on their internal knowledge assets. Furthermore, Zhou and 
Li (2011) and de Luca and Atuahene-Gima (2006) find that the ability to convert external 
knowledge into innovation outcomes from different dimensions of knowledge (e.g. 
knowledge breadth and knowledge depth) is critical to innovation success.  
Although each of these perspectives provides internally consistent theoretical 
explanations about open innovation success, they are not independent from each other. 
Without simultaneous consideration of the external knowledge resources accessible 
through network positions and a project’s internal knowledge assets, an open innovation 
project likely encounters search–transfer problem. That is, it cannot transfer the external 
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knowledge accessed through its network positions into innovation outcomes (Hansen 
1999). Therefore, the knowledge accessed through network positions is meaningless 
unless a project has sufficient internal knowledge assets to absorb it (Tsai 2001).  For 
example, Tsai (2001) examines the interaction between network position and absorptive 
capacity. However, they did not differentiate between different dimensions of network 
position and knowledge assets conducive to absorptive capacity.  
This article attempts to integrate these two perspectives by advancing a 
contingency model in which the effects of a project’s network positions on project 
performance depend on its knowledge assets. Accordingly, I explore the alignment of 
project-internal knowledge with external network positions and how this alignment might 
improve open innovation performance. I thus distinguish network positions according to 
their breadth and depth (e.g., Grewal et al. 2006, Soh et al. 2004, Brass and Burkhardt 
1993, Rowley 1997). Network breadth refers to the number of projects directly connected 
to the focal project in the development network or degree centrality; a connection entails 
project developers who work on multiple projects (e.g., Grewal et al. 2006). Network 
depth encapsulates the project’s embeddedness in the network, which is captured by 
closeness centrality, its geodesic distance from other projects (e.g., Grewal et al. 2006). If 
a project is in close proximity to other projects, it is more deeply rooted in the network 
than a project located father away. Similarly, I consider knowledge depth and breadth. 
Knowledge depth refers to the intensity of project developers’ aggregated knowledge in 
specific domains; knowledge breadth is the diversity of that aggregated knowledge 
expertise across different domains (e.g., Grant 1996, de Luca and Atuahene-Gima 2006, 
Zhou and Li 2011).  
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The integration of these two perspectives can help resolve the opposing views 
regarding the effect of network positions on project performance. The positive view 
suggests that a project with connections to many other projects in its network enjoys a 
better position from which to identify the location of and get access to key knowledge 
(Coleman 1988). This access to diverse knowledge exposes development projects to new 
perspectives, skills, and information, which helps them generate new and different ideas 
about innovative concepts, as well as about the innovation process itself (e.g., Baum et al. 
2000, Tsai and Ghoshal 1998). Also, close proximity to other projects can help the 
project developer access external knowledge more efficiently, more quickly, and at lower 
cost (Freeman 1979). This perspective suggests that a more central industry network 
position in terms of depth and breadth enhances project performance (Powell et al. 1996, 
Lerner et al. 2010, Perry-Smith 2006). 
However, other scholars suggest that a project with many connections to other 
projects may become constrained by ties with other projects that the maintenance entails 
obligations that may at times hinder, rather than help, a project’s ability to pursuit its 
interests (Ports and Sensenbrenner 1993), which makes adapting to changes by 
withdrawing existing relationships or building new relationships more difficult. Thus, the 
project can be “trapped in its own network” reflected in high levels of “structural 
rigidity,” which contributes to its inability to adapt its business processes and resource 
allocations to new opportunities (Gargiulo and Benassi 2000, p. 183). Also this 
perspective suggests if a project is deeply embedded in the network structure, an easy 
access to information from other projects may generate “cognitive lock-in,” which isolate 
it from views outside their current network and thus leads to less motivation to explore 
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external knowledge, in turn constraining innovation and performance (Grabher 1993, p. 
255, Uzzi 1997). 
I explore the proposed contingency model empirically in the context of open 
source software (OSS) development (von Krogh and von Hippel 2006, Roberts et al. 
2006), as exemplified by the Linux operating system and Mozilla Firefox Web browser. 
By collecting project network data and developer knowledge data from 2,858 projects in 
SourceForge.net (the largest OSS development database), this paper generates important 
findings that the effects of network assets on project performance are contingent on 
internal knowledge assets. Specifically, with regard to the moderating effect of 
knowledge depth, network breadth has a positive effect on project performance when 
knowledge depth is high, while this effect turns insignificant when knowledge depth is 
low.  In contrast, when knowledge depth is high, high network depth is detrimental to 
project performance, while this effect turns positive when knowledge depth is low. 
Second, the moderating effect of knowledge breadth is opposite to that of knowledge 
depth.  Specifically, when knowledge breadth is high, network breadth hurts project 
performance, while this effect becomes positive when knowledge breadth is low.  For 
network depth, however, it enhances project performance when knowledge breadth is 
high, while this effect turns negative when knowledge breadth is low. Overall, the results 
suggest that project managers must adopt a contingent perspective to recognize the 
pertinent synergies and trade-offs between network and knowledge assets. Whereas 
network depth–knowledge breadth or network breadth–knowledge depth combinations 
are optimal for open innovation success, network breath–knowledge breath or network 
depth–knowledge depth configurations of network and knowledge assets are suboptimal.  
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2.1 Theoretical Framework 
2.1.1 Social Network Perspective 
Social network analysis argues that a project’s network positions serve as network 
assets, in that different positions have significant effects on access to external information 
possessed by other projects in the network (Grewal et al. 2006, Kogut 2000). In the 
context of OSS development, a project may include developers who are involved in 
multiple projects. Those developers serve as “bridges” to connect different projects and 
bring external information and knowledge in. Through these bridges, projects are 
interconnected, leading to a development network. In this network, different projects 
build different network assets from different locations, depending on their number of 
connections (network breadth from degree centrality) and distances to other projects in 
the network (network depth from closeness centrality). 
Network depth and breadth are not mutually exclusive—a project enjoying high 
network breadth (depth) can also have high network depth (breadth)—but neither do they 
inevitably evolve together. For example, a project can achieve high network breath and 
low network depth by building many direct connections in the network, if those 
connected projects only occupy peripheral positions in the network. Another project 
might achieve high network depth but low network breadth by building connections with 
a few selected projects that are central players in the network. I consider the specific 
mechanisms through which a project’s network breadth and depth affect its project 
performance.  
First, network breadth can have both positive and negative effects on project 
performance. Its positive effect operates primarily by increasing the project’s access to 
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diverse information and creating new insights in synergistic combinations of divergent 
sources of information (Freeman 1979, Brass and Burkhardt 1993). In an OSS context, 
projects with broader network connections have access to more information and offer 
opportunities for development teams to combine divergent information, which should 
lead to more creative ideas and better project performance. However, network breadth in 
an OSS context results when project team members work in multiple projects, so these 
members may find it easier, less costly, and less risky to gain access to knowledge from 
projects in which they are already involved, rather than unconnected projects outside the 
network domain (Raub and Weesie 1990). Moreover, when development teams devote 
their time to other projects, they are less likely to pursue more beneficial relationships in 
response to new user requests or new technology development (Lerner et al. 2010, 
Gargiulo and Benassi 2000). In an OSS project, development teams must have the 
flexibility to free up resources and redeploy them in areas that can generate higher levels 
of performance as the external environment changes (Fitzgerald 2006). With greater 
network breadth though, project teams commit resources to existing network partners, 
which limits their redeployment flexibility. These effects can lead to structural rigidity, 
such that a development team with high network breadth can get trapped in its own 
network and fail to adapt its resources to support development activities (Uzzi 1997, 
Gargiulo and Benassi 2000).  
Second and similarly, network depth has both positive and negative effects. It 
might help the project developer access to external knowledge in the network more 
efficiently, more quickly, and at lower cost given its close distance to other projects in the 
network (Freeman 1979). Also, with deep network position, the project can access the 
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network knowledge more accurately given the shorter intermediary steps in knowledge 
transfer (Freeman 1979). Deep network assets also create more visibility in the network, 
because the short distances enable others to recognize the project easily (Brass et al. 
1998), and in turn, project developers know exactly where to find knowledge they need 
(Brass and Burkhardt 1993). However, proximate locations to other network participants 
also can “serve as a filter for information and perspectives … generating a cognitive lock-
in that isolates them from the outer world” (Gargiulo and Benassi 2000, p. 186). This 
cognitive lock-in likely hinders a team’s ability to consider new ideas or explore ideas 
from outside its network (Grabher 1993, Mumford and Gustafson 1988). For example, in 
an OSS context, development teams that can access information within the network may 
choose to do so exclusively, leaving them “trapped in their own network” and reducing 
their motivation to explore outside the network (Okolia and Oh 2007, p. 244). Because 
OSS development activities require development teams to “think outside the box” or 
challenge the status quo and create discontinuities, as well as exhibit flexibility in 
adjusting to address emerging opportunities (Tushman and Anderson 1986), cognitive 
inertia can undermine project performance.  
Therefore, these opposing effects of network breadth and depth on project 
performance imply nondirectional hypotheses. These hypotheses are not the focus of the 
exploration but rather serve as a baseline for developing the contingency model.  
H1: A project’s network breadth has a positive/negative effect on project 
performance.  
H2: A project’s network depth has a positive/negative effect on project performance. 
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Contingency Model Based on Absorptive Capacity Perspective 
I argue that the effects of network assets on project performance hinge on the 
knowledge assets (depth and breadth) that the project possesses. Similar to network depth 
and breadth, knowledge depth and breadth are not mutually exclusive, though they do not 
necessarily align, so a project may have deep knowledge in a narrow domain or possess 
shallow knowledge across a wide range of domains. The contingent effects of knowledge 
assets reflect an absorptive capacity perspective, which posits that to leverage external 
knowledge accessed through network assets fully, a project team must have the absorptive 
capacity needed “to recognize the value of new, external knowledge, assimilate it, and apply 
it to commercial ends” (Cohen and Levinthal 1990, p. 128). Absorptive capacity builds by 
accumulating a relevant base of internal knowledge (Cohen and Levinthal 1990); as Hansen 
(1999) notes, ignorance of the contingency effect of knowledge depth and breadth likely 
causes a project to encounter search–transfer problems: It cannot translate the external 
knowledge accessed through its network assets into innovation outcomes.  
Knowledge breadth facilitates knowledge integration across different fields, 
especially in technically complex context (Pisano 1994, Henderson and Cockburn 1994). 
Specifically, with broad knowledge across different knowledge domains, OSS developers 
have accumulated know-how across a variety of domains and can scan the development 
network, evaluate different knowledge resources, and select relevant knowledge to 
transfer to the development team (Zhou and Li 2011, Sorescu et al. 2007). In contrast, 
developers with knowledge narrowly focused on very few specific domains may not 
understand or assimilate external knowledge. In addition, deep knowledge in specific 
domains allows OSS developers to transform knowledge accessed into project 
development (Zhou and Li 2011, Sorescu et al. 2007).  In addition, deep knowledge 
 18 
 
assets help project developers integrate and combine external knowledge with internal 
deep knowledge in specific domains and thus “derive new insights and consequences 
from the combination of existing and newly acquired knowledge, and incorporate 
transformed knowledge into project development” (Zahra and George 2002, p. 190). Due 
to distinctive characteristics of knowledge breadth and depth, I believe that they 
differentially moderate the effects of network breadth and depth on project performance. 
In the next section, I will discuss these individual hypotheses. 
2.2 Hypotheses 
2.2.1 Moderating Effects of Knowledge Depth   
I predict that knowledge depth positively moderates the effect of network breadth 
on project performance.  The scenario of network breadth and knowledge depth 
combination is that the OSS project establishes a wide range of connections with other 
projects in the development community, and the project developers occupy deep 
knowledge in their respective domains.  I believe this combination can create the 
alignment to improve project performance for several reasons.  First, diverse information 
obtained from broad network assets provides project developers with diverse knowledge 
bases, which they can leverage with their deep knowledge in specific domains. Without 
deep knowledge, developers would not be able to transform the diverse information into 
development and exploitation, which implies poor project performance (McEvily and 
Chakravarthy 2002, Prabhu et al. 2005). For example, when they work on multiple other 
projects, developers obtain promising ideas to incorporate into their project development; 
their deep domain knowledge facilitates this process to produce higher quality projects 
faster (de Luca and Atuahene-Gima 2007, Prabhu et al. 2005). Second, the time 
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constraints that result from structural rigidity, due to network breadth, should be 
mitigated when developers have deep knowledge, which enables them to handle multiple 
projects better and allocate their time efficiently without sacrificing development speed 
or quality (McEvily and Chakravarthy 2002). In other words, network breadth and 
knowledge depth provide a unique combination that project developers can apply in 
specific but diverse domains to minimize negative impacts of structural rigidity.  
H3a: Knowledge depth positively moderates the relationship between network 
breadth and project performance.  
         However, knowledge depth negatively moderates the effect of network depth on 
project performance.  This is the scenario where the OSS project is in close proximity to 
other projects in the development community and the project developers occupy deep 
knowledge in their respective domains.  On one hand, the efficient, quick, low cost access 
to external knowledge obtained from network depth would be more beneficial if the 
development team also possessed deep knowledge in certain domains, because their 
combination means the team can “derive new insights and consequences from the 
combination of existing and newly acquired knowledge, and incorporat[e] transformed 
knowledge into project development” (Zahra and George 2002, p. 190). In contrast, if the 
development team lacks a deep understanding of the relevant knowledge domains, it 
cannot comprehend from whom, where, and how to gain access to external knowledge, 
even if the network depth provided the potential for such access.  
On the other, the cognitive lock-in associated with network depth only occurs with 
deep knowledge assets, which gives the OSS team members elevated confidence in their 
knowledge and reduces their motivation to explore external knowledge (Johnson et al. 
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2004). Without a deep understanding of knowledge domains, the development team 
might seek new knowledge outside its network to compensate for its knowledge 
weaknesses, which would break the cognitive lock-in associated with network depth 
(Hansen 2002, Johnson et al. 2004, Rowley 1997). Deep knowledge in specific domains 
may create self-reinforcing development processes that prevent the OSS development 
team from developing new capabilities and adapting to technology changes (i.e., the 
capability–rigidity paradox, Atuahene-Gima 2005, Leonard-Barton 1992), especially with 
greater network depth that enables the team to locate network information quickly and 
precisely.  
In OSS context, the cognitive inertia poses a more serious threat as compared with 
benefits associated with deep knowledge comprehension because OSS developers are 
mainly motivated by intrinsic motivation in project development, such as fun of 
programming, overcoming personal challenges to improve existing software for their 
personal needs, and the desire to create and maintain an open and democratic 
development atmosphere (Raymond 1999).  As a result of high level of intrinsic 
motivations, the developers are more likely to self-focused and develop cognitive inertia 
in the process (Okoli and Oh 2007). Therefore, I consider the following hypothesis:  
H3b: Knowledge depth negatively moderates the relationship between network depth 
and project performance.  
2.2.2 Moderating Effects of Knowledge Breadth 
With regard to the moderating effect of knowledge breadth, I believe that it 
negatively moderates the effect of network breadth on project performance.  This is the 
scenario that the OSS project occupies a wide range of connections with other projects in 
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the development community, and the developers also occupy wide knowledge across a 
wide range of domains.  I believe that this combination is a suboptimal alignment 
strategy.  On one hand, broad knowledge across different domains and broad connections 
with network participants can have reinforcing effects for identifying and evaluating 
different development ideas (Kogut and Zander 1992). In this sense, the diverse 
knowledge from network breadth matches internal diverse knowledge shared by project 
developers and reveals promising development ideas.  
On the other, the combination likely stumbles with regard to transforming diverse 
knowledge into a project. The combination of broad external information accessed 
through network breadth and diverse internal knowledge likely creates coordination 
difficulty and execution complexity (Galunic and Rodan 1998). For example, broad 
access to external knowledge may suggest opportunities that are not consistent with those 
derived from diverse internal knowledge. This inconsistency would add the extra burden 
of coordinating diverse knowledge bases (Galunic and Rodan 1998). In many cases, 
developers choose to pursue all directions, to see which one(s) work (McGrath and 
Nerkar 2004). This choice significantly increases execution complexity and thus failure 
risk, in terms of both poor project quality and development delays (Leonard-Barton 1992). 
In OSS context, this coordination difficult is a more serious threat to OSS success as 
compared with benefits associated with diverse information access (West and Gallagher 
2006) because OSS context by itself makes coordination particularly difficult since 
developers are located in different physical places and they are involved in the OSS 
projects for divergent motives (von Hippel and von Krogh 2003).  
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H4a: Knowledge breadth negatively moderates the relationship between network 
breadth and project performance.  
         Finally, for the network depth–project performance relationship, I posit a positive 
moderating effect of knowledge breadth. This scenario delineates the situation where the 
OSS project is in close proximity to other projects in the development community, and 
the project developers occupy a wide range of knowledge skills across different domains. 
First, deep network assets make it easier to understand the overall structure of the 
network and facilitate knowledge seeking in it (Brass and Burkhardt 1993). A broad 
knowledge base should enhance this effort by helping the team evaluate different domain 
areas and identify the most promising ideas (Vincent and Bharadwaj 2005). In OSS 
development for example, knowledge in one domain (e.g., user interfaces) may be 
important for projects in other domains (e.g., gaming) through cross-fertilization. With 
deep network assets, the development team can locate external, relevant experience in the 
network quickly and thus integrate different internal knowledge domains that improve 
project performance (Hansen 2002, Tsai and Ghoshal 1998).  
         Second, a broad knowledge base can minimize the cognitive inertia associated with 
network depth. In an OSS setting, broad knowledge bases across different domains allow 
the development team to interact frequently across different knowledge areas (von Hippel 
and von Krogh 2003), and as they do so, they become aware of new technology 
developments that disrupt the cognitive inertia imposed by network depth. In contrast, a 
project team with narrow knowledge domains is less open to and may even be unaware of 
promising new technologies beyond the focal field (Rowley et al. 2000). This narrow 
focus on a limited set of knowledge makes it difficult for the project team to detect and 
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adopt promising new knowledge (Leonard-Barton 1992), worsening the inertia incurred 
by deep network asset. 
H4b: Knowledge breadth positively moderates the relationship between network 
depth and project performance. 
2.3 Methodology 
2.3.1 Research Context and Data Collection 
I collected data from SourceForge.net, the largest OSS development Website 
(Gao et al. 2007). In the past 20 years, as OSS development has become increasingly 
popular (Chesbrough et al. 2006, Grewal et al. 2006), the open source, community-based 
open innovation model has emerged as a viable alternative to traditional, firm-based, 
closed innovation models (von Hippel and von Krogh 2003). When I collected the study 
data in January 2009, SourceForge.net consisted of 169,081 registered projects with 
229,406 developers.  
         I collected monthly data about the independent (network breadth and depth, 
knowledge breadth and depth) and control variables in January 2009 and for the 
dependent variable project performance over a four-month window between February 
and May 2009 (as a robustness check, I also used two-month and six-month windows, 
and the results are consistent). This time lag eliminates the potential of reverse causality 
between the independent and dependent variables (Devaraj and Kohli 2003). The four-
month window for the overall performance score enables us to minimize possible biases 
due to short-term fluctuations and is consistent with the literature on software release 
cycle that it usually takes about four months to achieve milestone stages in software 
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development (Cusumano and Selby 1997). I also examined the average time lag between 
projects’ registration date and the dates that they reach the milestone stage of first 
releases. On average, it takes 118 days, approximately four months, for OSS projects to 
have first releases.  
         For the network position measures, I created a network in which each node 
represents a project.  Two projects are connected if they share any project developers 
who participate in both projects (Gao et al. 2005); After creating the development 
network, I employed a snowball network sampling technique (Goodman 1961), which is 
previously used by management researchers (see Koza and Lewin 1999, Pirson and 
Malhotra 2010), to identify the largest connected network in SourceForge.net. That is, I 
started with a random project and then used the network to find projects connected to it 
directly through bridge members. The iterative snowball process continued until no 
additional new projects were added to the network sample. I repeated the process but 
started with different initial projects to find the convergent and largest connected network 
in SourceForge.net, which generated a sample of 38,079 interconnected projects.  
2.3.2 Measures  
Project Performance. I measure project performance using an averaged monthly 
overall performance score provided by SourceForge.net in a four-month window from 
February to May 2009 (inclusive). This score is based on a real-time statistics system for 
tracking project trends in both internal and external performance. Internal performance 
includes both project development activities (such as the frequencies that project 
members log into the project, update source codes, or releases of new versions of 
software) and developer-users communication activities (such as the number of new 
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entries in trackers, mailing lists, or discussion forums)
1
. In contrast, external performance 
refers to a project’s popularity and adoption, captured by the number of project website 
visits, software screenshot hits, and downloads by users.   
         Network Breadth and Depth. I measure network breadth as degree centrality, or the 
number of other projects to which a focal project connects directly (Nooy, Mrvar, and 
Batagelj 2005). Instead, the measure of network depth is reflected by closeness centrality, or 
the mean geodesic distance between the focal project and all other projects connected 
directly or indirectly to it. Thus, network depth is calculated as: 
(1) Network depth = 
,1
1
( )
N
i jj
N
d g



, i ≠ j  
where N is the size of the network, and (N – 1) represents the maximum connections a 
project can have in a network; In the sample, N equals 38,079. ,( )i jd g is the geodesic (i.e., 
shortest) path between projects i and j, determined with the fewest number of links 
between i and j; and ,1
( )
N
i jj
d g
 is the total number of geodesic connections between 
focal project i and any other project j reachable from i in the network. I divide (N – 1) by 
the sum of geodesic distances to obtain a measure of network depth.  
         Knowledge Breadth and Depth. On SourceForge.net, developers report their 
knowledge skills in a five-likert scale (1 = “lowest,” 5 = “highest”) across four technical 
knowledge domains: operating systems, programming language, database, and user 
interface. I averaged all developers’ knowledge along each knowledge domain to obtain 
                                                          
1
 The trackers refer to an information management tool for reacting to user reports of bugs, offer 
support, feature requests, and spread user-supplied source code patches; mailing lists generally 
are usually for internal development communications to announce new releases or project events; 
and discussion forums contain various topics related to the project. 
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project-level knowledge. To measure knowledge depth, I assessed average project-level 
knowledge across all four knowledge domains. For knowledge breadth, I used the 
Herfindahl index approach used by Wuyts et al. (2004) and Hitt et al. (2001). For each 
development project, I denoted the project average knowledge in a knowledge domain L 
as Kl, such that ll
ll
K
P
K


represented the proportion of knowledge in domain L relative 
to the cumulative knowledge experience of all knowledge domains ll
K . I squared each 
term Pl  and took the sum over all knowledge domains L, then subtracted the sum from 1, 
such that  
(2) Knowledge breadth = 21 ll P , where 
l
l
ll
K
P
K


. 
This measure equals 0 if a project relies on only a single knowledge domain and 
approaches 1 as the project spreads its knowledge more evenly over various domains. As 
a robustness check, I also employed an entropy measure of knowledge breath (Fan and 
Lang 2000, Jacquemin and Berry 1979), which provides consistent results (please see the 
model 6 in Table 2.3).  
       Control Variables. I controlled for project size, age, and status, as well as license 
openness. Project size is measured as the number of developers in a project as larger 
groups tend to have more resources. For the measure of project age, I used the number of 
months elapsed between a project registration date and January 31, 2009, the end of the 
month when I collected the data. In addition, I controlled for project status, which is a 
dummy variable to indicate if this project has been stable and mature.  I note that even 
after the project has been stable and mature, the development may still continue for 
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feature updates and software new version release. Finally, I included license openness, a 
three-point Likert scale coded variable that represents the degree of license restrictions on 
the distribution and modification of source codes, ranging from “not open, “restrictively 
open”, to “open”. Table 1.1 describes statistics of the variables and correlations between 
them.  
2.3.3 Model Estimation 
The final data set consisted of 2,858 development projects, achieved through removing 
single-user projects that emphasize self-learning instead of collaboration (Singh and 
Fleming 2010), projects that have no complete knowledge skills information from 
developers to measure knowledge breadth and depth, and projects that are inactive with 
no internal development and communication activities in the observation window. 
One of the key issues in the estimation is to control for the endogeneity of 
network and knowledge assets.  First, as discussed, I adopted the time lag between 
independent variables (network and knowledge assets) and dependent variable (i.e., 
project performance) (Devaraj and Kohli 2003). Second, I included the current period of 
project performance to capture its state dependence and control for its possible effect on 
network and knowledge assets (Granger 1988). Third, I used the instrumental variable 
approach for network and knowledge assets (Wooldridge 2008); the instrumental 
variables should be unrelated to the error terms but highly correlated with the 
independent variable. One commonly used instrumental variable is the past value of these 
variables, lagged one period beyond the error term. For network depth, network breadth, 
knowledge depth, and knowledge breadth, I used their respective values lagged by one 
one-period as instruments.  
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To ensure the data meets the assumptions of Ordinary Least Squares (OLS) 
multiple regressions, I screen the data for normality, multicollinearity, and homogeneity 
of covariances. The skewness of project performance is 0.884, and kurtosis is 0.141, 
which suggests that the measure of project performance is normally distributed. I 
screened for homoscedasticity using a standardized scatterplot of the predicted dependent 
variable by the standardized residuals. The residuals were randomly scattered around 0 
and provided a relatively even distribution, such that homoscedasticity of the variance of 
errors is a valid assumption for these data. Furthermore, I assessed multivariate 
multicollinearity by examining the tolerance values and variance inflation factor (VIF). 
The tolerance values ranged from .558 to .979, and the VIF values ranged from 1.021 to 
1.791, indicating a lack of multivariate multicollinearity. As a robustness check, I also 
adopted Maximum Likelihood Estimation (MLE) with robust estimators to estimate the 
model, and the results are consistent.  
(3) Project Performancet+1 = α + β1Knowledge Breadtht + β2Knowledge Deptht + 
β3Network Breadtht + β4Network Deptht + β5(Knowledge Breadtht * Network 
Breadtht) + β6 (Knowledge Breadtht*Network Deptht) + β7 (Knowledge 
Deptht*Network Breadtht) + β8 (Knowledge Deptht*Network Deptht) + 
β9Project Performancet-1+ β10Project Sizet + β11Project Aget + β12Project 
Statust + β13 License Opennesst + ε0 
 
Where 
(4) Network Breadtht = γ1Network Breadtht-1 + u1 
(5) Network Deptht = γ2Network Deptht-1 + u2 
(6) Knowledge Breadtht = γ3Knowledge Breadtht-1 + u3 
(7) Knowledge Deptht = γ4Knowledge Deptht-1 + u4 
 
2.4 Results 
2.4.1 Hypothesis Testing 
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I use step-wise regressions to test the model. Model 1 only includes the main effects and 
control variables, and Model 2 adds the hypothesized interaction effects. Table 2.2 
presents the results. 
       H1 and H2 pertain to the effects of network breadth and network depth on project 
performance. In model 1 with only main effects included, network breadth displays a 
positive effect on project performance (β = .026, p < .001) while such effect of network 
depth on project performance is not significant (β = -1.777, n.s.). 
       H3a predicts that knowledge depth positively moderates the relationship between 
network breadth on project performance, and this hypothesis is supported (β = .046, p 
< .05). In order to more clearly present the moderating effect of knowledge depth, I 
illustrate the results in a simple slope graph in Figure 2.2a, where the effect of network 
breadth on project performance is plotted under when knowledge depth is high (i.e., two 
standard deviations above the mean) and low (i.e., two standard deviations below the 
mean), while other variables remains at sample means.  As shown in Figure 2.2a, this 
simple slope graph suggests that when knowledge depth is low, network breadth has 
negligible effect on project performance (standardized coefficient = -.032, n.s.), while 
this effect turns positive when knowledge depth is high (standardized coefficient = .102, 
p <.001). In other words, without deep knowledge, developers would not be able to 
transform the diverse information driven by network breadth into developments; whereas 
with deep knowledge in specific domains, the developers can better handle the structural 
rigidity coming from network breadth, leading to higher project performance.  
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       I also found support for H3b, in that knowledge depth negatively moderates the 
relationship between network depth on project performance (β = –11.437, p < .05). The 
simple slope graph in Figure 2.2b indicates that when knowledge depth is low, project 
performance increases as network depth increases (standardized coefficient = .073, p < 
0.01), while this relationship turns negative (standardized coefficient = -.056, p < 0.05), 
when knowledge depth is high. This is consistent with the theorizing that the cognitive 
lock-in associated with network depth becomes much worse when project developers 
have deep knowledge.  It is also possible that high knowledge depth together with high 
network depth leads to some type of competence trap, hurting project performance. When 
knowledge depth is low, project developers would be more motivated to explore external 
knowledge, fully leveraging the quick and easy knowledge access entailed by network 
depth.  
       With H4a, I pose that knowledge breadth negatively moderate the relationship 
between network breadth on project performance, and this hypothesis is supported (β = –
.164, p < .01). The simple slope graph in Figure 2.3a shows that when knowledge breadth 
is low, the higher the network breadth, and higher the project performance (standardized 
coefficient = .131, p < 0.001), and this effect turns to negative when knowledge breadth 
is high (standardized coefficient = -.061, p < 0.05). As I argue previously, the 
combination of broad external information accessed through network breadth and diverse 
internal knowledge likely creates coordination difficulty and execution complexity, 
detrimental to project performance.  In contrast, if the project developer’s knowledge is 
focused in certain specific areas, the team can focus to leverage broad external 
knowledge in these specific domains, which is more efficient and involves lower risks.  
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       Finally, in support of H4b, knowledge breadth positively moderates the relationship 
of network depth on project performance (β = 33.683, p < .01). Similarly, the simple 
slope graph in Figure 2.3b indicates that when knowledge breadth is low, network depth 
has a diminishing effect on project performance (standardized coefficient = -.068, p < 
0.01), while when knowledge breadth is high, project performance increases as network 
depth increases (standardized coefficient = .085, p < .001). That is, a location close to 
other projects in the network can help project developers to identify promising 
development directions faster; broad knowledge across different domains can facilitate 
such process ever further.  Whereas if project developers do not possess broad knowledge, 
the cognitive inertia associated with network depth becomes more significant, which 
hurts their ability and motivation to identify promising development ideas.  
2.4.2 Robustness of the Estimators 
To validate the results, I conducted several robustness checks. First, instead of using OLS 
estimation method, I used Maximum Likelihood Estimation (MLE) with robust 
estimators to estimate the model. The robust estimators in MLE (also called as 
Huber/White/sandwich estimator) generate the same coefficients as in OLS but use 
robust standard errors to adjust for violations of distribution and heterogeneity in the 
model, as well as to provide a consistent estimate of covariance (White 1982, Lenox 
2006). Therefore it is more tolerant for the normality distribution assumption required in 
OLS. I report the results in the Table 2.3; Model 3 shows significance test of estimators 
with robust standard errors for the hypotheses are largely consistent with those obtained 
using OLS. Second, I modified the time windows for the project performance measures 
from four months to two months (Model 4 in Table 2.3) and six months (Model 5 in 
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Table 2.3). The results are consistent with those I obtained using the four-month window. 
Third, instead of using a Herfindahl index to measure knowledge breadth, I used an 
entropy measure (Fan and Lang 2000, Jacquemin and Berry 1979), such that 
(8) Knowledge Breadth entropy = 
1
*ln( )ll
l
P
P
  , where ll
ll
K
P
K

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       The results in Model 6 in the Table 2.3 indicate that using an entropy measure of 
knowledge breadth generates highly consistent results. Overall, these robustness checks 
provide further support for the validity of the empirical results.  
2.4.3 Simulation 
To develop a clearer picture of the overall effects of different combinations of network 
and knowledge assets on project performance, I performed a simulation analysis to 
compare the four combinations with two baseline conditions: typical and “ideal” projects.  
For a typical project in the OSS community, all significant variables are set to be sample 
means: the project is connected with 6 external projects with network depth about .145; 
project developers have knowledge breadth equal to .485 and knowledge depth equal to 
1.283. For an “ideal” project, network and knowledge breadth and depth are set to be two 
standard deviations above the sample means but keep control variables at mean values: 
the “ideal” project is connected with 17 external projects with network depth about .187; 
project developers have knowledge breadth equal to .927 and knowledge depth equal to 
2.385.  
I then estimated project performance for the four scenarios.  Specifically, for each 
scenario, the particular network and knowledge combination parameters are set to two 
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standard deviations above sample means but keep all other significant variables at sample 
means. For example, for the high network breadth–high knowledge breadth scenario, the 
network breadth and knowledge breath parameters are set to two standard deviations 
above the means, but the other parameters remained at sample means. I followed similar 
procedures for other three scenarios.  
In Figure 2.4, I compared the four network-knowledge assets combination scenarios 
with a typical project. As compared with a typical project, network breadth-knowledge 
breadth combination has more network breadth and knowledge breadth, but it creates the 
worst project performance (a 21.302% loss in project performance over the baseline). 
Similarly, to network depth-knowledge depth scenario, which has more network depth 
and knowledge breadth, its project performance is 4.129% lower than that of a typical 
project, implying that more central network positions or knowledge assets do not 
necessarily lead to better project performance.  
To further illustrate such point, I compared the four network-knowledge assets 
combination scenarios with the “ideal” project in Figure 2.5.  As compared with two 
complementary network and knowledge scenarios (i.e., network breadth-knowledge 
depth and network depth-knowledge breadth), the “ideal” project performs 23.227% and 
3.912% lower respectively. It further supports the projection that simply occupying 
central network positions and more knowledge assets may not achieve the optimal project 
performance. Instead, network and knowledge assets need be aligned to increase project 
performance.  
2.5 Discussion  
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This paper advances a contingency model for the effects of network position (depth and 
breadth) on project performance, such that they depend on knowledge assets (depth and 
breadth). I thus investigate the alignment of a project’s internal knowledge assets and 
external network assets and its potential to improve open innovation performance. The 
results have significant implications for both theory and managerial practice.  
2.5.1 Theoretical Implications 
The success of open innovation hinges on projects’ access to external knowledge in the 
“open” network and integration of such external knowledge with their internal knowledge 
to improve project performance. This study disentangles knowledge and network assets 
into depth and breadth and is among the first to examine how a project might develop a 
network–knowledge alignment strategy that supports open innovation success. The 
results reinforce the basic premise: Understanding the individual effects of network and 
knowledge assets on the success of new project development in an open innovation 
process is not sufficient. Most individual effects of project network and knowledge assets 
are not significant in Model 1, which suggests that a project’s network and knowledge 
assets demand systematic examinations that consider their (mis)alignments as 
determinants of open innovation performance. The only significant main effect is from 
network breadth to project performance. It appears that all other things being equal, the 
positive effects of network breadth outweigh the negative ones in OSS development. A 
project with broad network connections has access to alternative information and 
resources, which could lead to more creative ideas, better solutions, and superior project 
performance. The strong positive effects of network breadth also supports the open 
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innovation philosophy that opening up the innovation process to access external 
knowledge help increase project performance.  
In general, the project can achieve the highest performance where the OSS project 
build broad network connections with other projects in the development community, and 
the project developers accumulate deep knowledge skills in specific domains (as shown 
in Figure 2.4 and 2.5). Diverse information obtained from broad network assets provides 
project developers with diverse knowledge bases, which they can leverage with their 
deep knowledge in specific domains. Also, deep knowledge occupied by OSS project 
minimizes structural rigidity associated with network breadth. The misalignment of broad 
network with broad knowledge configuration leads to the worst performance (as shown in 
Figure 2.4 and 2.5).  Knowledge breadth already increases the complexity of knowledge 
transfer within a development team. When combined with network breadth, such 
combination with broad network connections and diverse internal knowledge bases likely 
magnify coordination difficulty and execution complexity, thus lead to both poor project 
quality and development delays. Such negative effect is particularly significant in the 
OSS development involving virtual team coordination and collaboration. In other words, 
network breadth works as a double-edged sword in open innovation; when combined 
with high knowledge depth, it can generate high project performance, but when combined 
with high knowledge breadth, it is most damaging to performance. 
         The results contribute to social network theory by addressing the conflicting 
findings of network position on performance. Network position just provides access to 
external knowledge and resources. Such access can give advantageous access to diverse 
knowledge or acquire relevant knowledge quicker, but it may also restrict the project’s 
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ability to explore beyond its network and respond to new requests from users or 
technological development.  Whether the projects can realize the benefits depends on its 
internal absorptive capacity with different knowledge composition. For network breadth, 
because the project already has broad access to heterogeneous technology domains, the 
marginal benefits of additional broad knowledge from knowledge breadth decline. On the 
other hand, knowledge depth complements network breadth with expertise in specific 
domains to transfer and apply accessed broad knowledge. For network depth, when a 
project is located in a position with quick access to other projects in the network, 
knowledge depth accentuates its self-reinforcing cycle of competence and makes the 
team to rely on its existing, specialized domains (Christensen, 2006). But knowledge 
breadth not only reduces the self-reinforcing cycle of competence but also helps evaluate 
ideas in different areas to identify the most promising one.  
       The network-knowledge alignment strategy also contributes to absorptive capacity 
literature by investigating four specific network-knowledge configuration strategies. 
Absorptive capacity literature emphasizes complementarity knowledge bases that two 
projects have non-overlapping or different knowledge bases might be combined and 
integrated to improve project performance (Fang 2011, Kim and Finkelstein 2009). But 
little research explores what kind of knowledge is complementary to each other and how 
to build complementarity configuration. This study provides specific explanations on 
how to configure network and knowledge assets to combine and integrate internal and 
external knowledge bases to build effective absorptive capacity.  
2.5.2 Managerial Implications 
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These results have managerial implications for open innovation practice. In open 
innovation, a project must leverage industry network assets to gain access to knowledge 
beyond the boundary of the project and absorb external knowledge into internal 
innovation activities. Just building more relationships, locating proximate to network 
participants, and gathering deep knowledge across different domains is not sufficient for 
open innovation success. As shown in Figure 2.5, the “ideal” project has the “best” 
resources in network and knowledge asserts, but its project performance is still worse 
than the two alignment strategies, network breadth-knowledge depth and network depth-
knowledge breadth.  In other words, projects need to regard the access, identification, and 
absorption of network and knowledge resource assets from a systematic and integrated 
perspective to recognize their synergistic and trade-off effects on new project 
development.   
         Project manager should be aware that building broad network connections or 
accumulating deep location in the network is a double-edged sword. If not managed well, 
especially if combined with wrong knowledge bases, it may lead to suboptimal open 
innovation performance. Managers need to pay attention to the possible downsides 
associated with knowledge filtering and inertia from network positions, as well as with 
too much emphasis on internal knowledge capabilities. To enhance open innovation 
success, project managers have two strategies to configure its network–knowledge assets. 
The first strategy is to align broad network connections with deep knowledge. If a project 
internally has deep knowledge in specific domains, the best strategy is to build broad 
network connections with other projects.  The second strategy is to align deep network 
embeddedness with broad knowledge.  That is, the project should strive to locate in close 
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proximity to other projects in the development community, and develop a wide range of 
knowledge skills across different domains.  
2.6  Limitation and Future Research Directions 
As is any study, this research is subject to several limitations. First, I focus on project-
level open innovation phenomena. Additional studies should also examine firm-level 
open innovation, such as how a firm leverages its network assets by establishing its 
relationship portfolio in areas such as R&D and marketing, as well as its internal 
resources such as R&D and marketing investments to improve open innovation success. 
Second, I test the network-knowledge alignment strategy in the specific context of open 
source software development. Future research may examine the alignment between 
network and knowledge assets in other types of open innovation, such as co-creation, 
crowdsourcing, and peer production to generalize the findings.  Third, I have explored the 
alignment of network and knowledge assets and the effect on project performance. 
Network positions determine a project’s “openness” in external knowledge access, but 
“openness” in open innovation may include other issues, such as how a project chooses to 
launch products and services and its development platform. Further studies should 
explore these different aspects of openness systematically to obtain a more nuanced view 
of the open innovation business model and its effect on firm performance.  
       As an emerging business model, open innovation has received significant attention, 
but this article is among the first to combine social network analysis and absorptive 
capacity to advance a more nuanced view of how a project can leverage its network and 
knowledge assets to facilitate success. The message is loud and clear: A “more is better” 
perspective toward network and knowledge assets is not optimal; rather, network and 
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knowledge assets should be viewed from a contingency perspective that recognizes their 
synergies and trade-offs, which are critical to open innovation success.
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Table 2.1 Descriptive Statistics and Correlations 
 Mean SD 1 2 3 4 5 6 7 8 9 
1.  Project Performancet+1 4.319 4.078 1.000                
2.  Network Breadtht 6.339 5.415 .212 1.000              
3.  Network Deptht .145 .021 .111 .398 1.000            
4.  Knowledge Breadtht .485 .221 .066 .085 .002 1.000          
5.  Knowledge Deptht 1.283 .551 .095 .110 .004 .470 1.000        
6.  Project Sizet 2.639 1.427 .142 .280 .116 .183 .154 1.000      
7.  Project Aget 66.127 27.453 -.021 .062 .132 -.178 -.203 .174 1.000    
8.  Project Statust .350 .478 .289 .037 .076 .015 .030 .067 .129 1.000  
9.  License Opennesst 1.349 .742 .035 .093 .074 -.021 -.004 -.026 -.079 -.006 1.000 
   r<-.031 or r>.031 is significant at the .05 level. 
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Table 2.2 OLS Regression Results
a 
  
Model 1 
Project Performance(t+1) 
 
Model 2 
Project Performance(t+1) 
  Coef. SE Sig.  Coef. SE Sig. 
Intercept  .592 .307    .651 .699  
Main Effects        
 Network Breadtht
b
 .026 .008 ***  .047 .021 * 
 Network Deptht
b
  -1.777 1.926    -3.111 4.991   
 Knowledge Breadtht
b
 -.315 .203    -4.587 1.975 * 
 Knowledge Deptht
b
  .118 .087    1.649 .840 * 
Two-way Interactions        
 Network Breadtht × Knowledge Deptht     .046 .024 * 
 Network Deptht × Knowledge Deptht     -11.437 6.150 * 
 Network Breadtht × Knowledge Breadtht     -.164 .064 ** 
 Network Deptht × Knowledge Breadtht     33.683 14.483 ** 
Control Variables        
 Project Performancet .756 .009 ***  .753 .009 *** 
 Project Sizet .052 .028    .051 .028  
 Project Aget .002 .001    .002 .001  
 Project Statust .455 .080 ***  .456 .080 *** 
 License Opennesst -.015 .050    -.014 .049  
Model Fit        
 df 9.000    13.000   
 F 953.269  ***  662.980  *** 
 R
2
 0.738    0.745   
 ΔR2     0.007  *** 
a.*p<.05, **p<.01, ***p<.001 
b. Variables at (t-1) are used as instrumental variables. 
 
 42 
 
Table 2.3 Robustness Check
a
 
 
 
MLE with 
Robust 
Estimators 
 Different Time Windows  
Entropy 
Measure for 
Knowledge 
Breadth 
 
 
Model 3  
Model 4 (2-
month) 
 
Model 5 (6-
month) 
 Model 6 
  Coef. Sig  Coef. Sig.  Coef. Sig
. 
 Coef. Sig. 
Intercept  .651   .577   .566 
 
  .139  
Main Effects            
 Network Breadtht
b
 .047 *  .044 *  .041 *  .040 * 
 Network Deptht
b
  -3.111    -3.720   -2.014   1.272  
 Knowledge Breadtht
b
 -4.587 *  -4.498 *  -4.110 *  -2.676 * 
 Knowledge Deptht
b
  1.649 *  1.766 *  1.665 *  1.852 * 
Two-way Interactions            
 Network Breadtht × Knowledge Deptht .046 *  .045 *  .052 *  .058 * 
 Network Deptht × Knowledge Deptht -11.437 *  -12.312 *  -10.261 *  -13.299 * 
 Network Breadtht × Knowledge Breadtht -.164 **  -.155 **  -.150 **  -.099 ** 
 Network Deptht × Knowledge Breadtht 33.683 **  33.312 **  29.564 *  19.622 * 
Control Variables            
 Project Performancet .753 ***  .817 ***  .728 ***  .743 *** 
 Project Sizet .051   .055   .044   .038  
 Project Aget .002   .003   .003   .002  
 Project Statust .456 ***  .382 ***  .509 ***  .435 *** 
 License Opennesst -.014   .010   .008   -.014  
Model Fit            
 df 13.000   13.000   13.000   13.000  
 F    71.129 ***  653.898 ***  624.185 *** 
 R
2
    0.772   0.742   0.733  
 Log Likelihood -
6200.95
2 
          
 Omnibus Test
c
 4049.69
1 
***          
          a.*p<0.05, **p<0.01, ***p<0.001 
          b. Variables at (t-1) are used as instrumental variables. 
          c. Compare the fitted model with the intercept-only model.  
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Figure 2.1 Network-Knowledge Assets Alignment Framework 
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Figure 2.2 Moderating Effects of Knowledge Depth 
  
Figure 2.2a Network Breadth on Project Performance 
 
Figure 2.2b Network Depth on Project Performance 
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Figure 2.3 Moderating Effects of Knowledge Breadth 
 
Figure 2.3a Network Breadth on Project Performance 
 
Figure 2.3b Network Depth on Project Performance 
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Figure 2.4 Comparisons with a Typical Project 
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Figure 2.5 Comparisons with an “Ideal” Project 
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CHAPTER 3 
ESSAY TWO: LEVERAGING NETWORK CONNECTIVITY ON OPEN 
SOURCE SOFTWARE PERFORMANCE: THE ROLE OF LICENSE 
OPENNESS AND TEAM STRUCTURE 
OSS development, an important open innovation development model (e.g., Bianchi et al. 
2011, Fosfuri et al. 2010, von Krogh and von Hippel 2006), has become a viable alternative to 
traditional, firm-based, closed innovation approaches (von Hippel and von Krogh 2003)—as 
exemplified by successful OSS projects such as the Linux operating system, the Mozilla Firefox 
web browser, and the Android mobile operating system. The key premise of OSS development is 
allowing a project to overcome development hurdles and limitations by seeking knowledge 
outside the development team. In OSS development, software developers participate in and 
bridge multiple projects and give rise to network connectivity that refers to the number of other 
projects to which a focal project is directly connected through the software developers involved 
(Grewal et al. 2006). By connecting with multiple other projects, a focal project can be more 
open to external knowledge and its flows throughout the development process.  
However, just having a wide array of connections does not guarantee development success; it 
only provides opportunities to access external knowledge. OSS development teams must also 
possess the motivation and ability “to recognize the value of new, external knowledge, assimilate 
it, and apply it to commercial ends” (Cohen and Levinthal 1990, p. 128). Without simultaneous 
consideration to motivation and ability, OSS project developers likely encounter the search–
transfer problem. They cannot transfer the external knowledge accessed through network 
connections into the development process (Hansen 1999), and the knowledge accessed through 
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network connectivity becomes meaningless without sufficient motivation and ability to utilize 
such knowledge (Tsai 2001).  
In the context of OSS, managing team motivation and ability becomes challenging for 
several reasons. In terms of motivations, unlike commercial software development and other new 
product development, OSS development depends on voluntary efforts, and there is generally no 
monetary reward to contribute to OSS development. The motivations of developers are often 
more complex, and may include enjoyment from programming or overcoming personal 
challenges, and improved reputation in the developer community (Shah 2006). Early empirical 
work on this topic has documented a broad spectrum of intrinsic and extrinsic motivations 
behind contributions to OSS projects (Roberts et al. 2006, Shah 2006). Furthermore, in OSS 
development, developers are generally located in different physical places (von Hippel and von 
Krogh 2003), and are not subject to the formal governance of a commercial software 
development (Economides and Katsamakas 2006). Such factors make screening and monitoring 
of OSS development teams more difficult. 
This paper argues that in order to handle challenges associated with team motivation and 
ability, OSS teams can choose a license type and team structure that facilitates motivation and 
ability that aids OSS performance. To that end, I propose an opportunity-motivation-ability 
(OMA) framework for OSS development that clarifies how license agreement (i.e., license 
openness), team structure (i.e., role and knowledge diversity), and their interactions influence the 
effect of network connectivity on project performance.  
License openness refers to the OSS team’s willingness to transfer development outcomes to 
external actors, and is measured by the restrictions imposed on the external use, modification, or 
distribution of products (Lerner and Tirole 2005). Project developers’ intrinsic (e.g. fulfillment) 
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and extrinsic (e.g., monetary rewards) motivations differ depending on different levels of license 
openness (Shah 2006, Lerner and Tirole 2005). Studies show that developers choose to 
participate in OSS projects where licenses are aligned with their motivations (Bagozzi and 
Dholakia 2006, Roberts et al. 2006), and the project can choose levels of license restrictions 
accordingly (Lerner and Tirole 2005, Sen et al. 2008). Indeed, the choice of OSS license is one 
of important decisions made by developers. Since OSS licenses define the conditions for using, 
modifying and distributing the software, the literature suggests that the license can signal the 
overall utility of the software to users and developers (Sen et al. 2008). Lerner and Tirole (2005) 
focuses on the scopes of OSS license types, and its relationship with project characteristics, such 
as intended audience, project topic, operating system, and project development types. Stewart et 
al. (2006) argues that restrictions on OSS license affect users’ perception of the likely costs and 
benefits of software. More recently, Sen et al. (2008) examines how different intrinsic and 
extrinsic motivations are associated with the developer’s license preference. However, these 
prior studies have not examined how varying motivations coming affect team effectiveness when 
leveraging opportunities from network connectivity.  
In terms of team structure, I focus on two aspects of team diversity: role and knowledge 
diversity, with the former describing the extent to which project developers assume different 
roles in the development process, and the later referring to how project developers occupy 
different knowledge expertise (Harrison and Klein 2007). Both role and knowledge diversity 
affect the OSS team’s ability to effectively understand, assimilate, and utilize external 
knowledge in the development process (Harrison and Klein 2007). Prior studies have shown the 
importance of team composition on OSS success (see von Krogh and von Hippel 2006 for a 
review).  However, these studies have focused on roles played by individuals on OSS 
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performance such as peripheral developers (Sertia et al. 2012) and team leaders (Grewal et al. 
2006), but largely ignored role diversity among team members and its effect on the relationship 
between network connectivity and project performance. Moreover, prior studies investigate 
individual developers’ expertise and knowledge skills (e.g. Frey et al. 2011, Haefliger et al. 
2008), but they did not examine how knowledge diversity among team members affects 
performance, nor its effects in leveraging network connectivity on project performance.  
Empirically, I consider OSS projects from SourceForge.net, the same empirical context 
used by prior studies (e.g., Bonaccorsi et al. 2006, Grewal et al. 2006). With data collected from 
over 2,038OSS projects in 2009, I apply negative binomial maximum likelihood regression 
models to uncover some insights into the network connectivity–project performance relationship.  
The analysis suggests that depending on the development objectives being for improved 
development activity or project effectiveness, projects should adopt different configurations of 
license openness and knowledge and role diversity in order to have the optimal motivation and 
capability that leverages network connectivity.  Specifically,  
(1) To improve development activity, teams should strive for a more open license 
agreement, diversified roles and overlapping knowledge across developers.  
(2) To improve project effectiveness, teams should pursue restrictive license 
agreements, similar roles, and diversified knowledge across developers.   
       The study provides important managerial implications in terms to how to choose license 
types and structure the development team in role diversity and knowledge diversity to facilitate 
the effects of network connectivity on project performance.  In doing so, the research is one of 
the first empirical efforts to integrate various OSS research streams on social network, 
motivation, and team structure.  
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3.1 Theoretical Framework  
3.1.1 OSS Performance: Development Activity and Project Effectiveness  
Following prior literature (e.g., Rai et al. 2002; Stewart et al. 2006) and NPD (e.g., Fang 2008), I 
propose development activity and project effectiveness as two possible dimensions of project 
performance.  
Development activity refers to the number of development activities completed in a given 
period (Schriber and Gutek 1987). The OSS environment prioritizes three related activities: 
initiation (starting new development tasks), implementation (completing development tasks), and 
release of different software versions (product launch). These activities represent three sequential, 
iterative stages in the internal development process and jointly determine development activity 
(Griffin 1997). Project effectiveness captures the rate of acceptance of the OSS product by users, 
and is measured in this study as the number of downloads as an indicator. Because most OSS is 
free, downloads offer a good surrogate for sales and product success (Chandrashekaran et al. 
1999, Grewal et al. 2006).  
3.1.2 Opportunity-Motivation-Ability (OMA) Framework of OSS Success 
Network connectivity, by building linkages with other projects, provides opportunities to locate 
external knowledge and integrate it into the development process (Chesbrough and Prencipe 
2008, Enkel 2010). In particular, connectivity determines the breadth and diversity of 
information the development team can access (Grewal et al. 2006, Gao et al. 2005, Madhavan 
and Grover 1998, Wheelwright and Clark 1992). The broad and diversified knowledge resulting 
from network connectivity enables the OSS project to more effectively identify and complete 
new tasks, and solve development-related problems during the process, which can help 
development activities. Moreover, access to external knowledge is an important driver of project 
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effectiveness (Powell et al. 1996, Prabhu et al. 2005), because it exposes the project team 
members to new perspectives, skills, and information (Amabile 1983). 
Network connectivity does not guarantee project performance, particularly because of the 
costs involved. Network connectivity occurs through project developers working in multiple 
projects and serving as bridge members, which entails distributing time and resources across 
projects and curtails devotion to any one project. This is in contrast to project developers who 
work on a single project (low network connectivity). In other words, unless a project can fully 
leverage the benefits that accrue from network connectivity, the pursuit of network connectivity 
can even hamper development activity and project effectiveness.  I believe that project 
developers’ motivation and ability play pivotal roles here.  
OMA framework originates from the “ability-motivation” paradigm (Blumberg and Pringle 
1982) which argues that individuals, teams, or firms realize benefits from available opportunities 
only if (a) they have the ability to act on the  opportunities and (b) they are motivated to do so. 
As discussed, teams can choose the appropriate license type (i.e., license openness) and team 
structure (i.e., role and knowledge diversity) to influence the motivation and ability of developers, 
and as a result moderate the effect between network connectivity and development 
activity/project effectiveness. In Figure 3.1, I present a summary of the conceptual model.  
3.2 Hypotheses 
3.2.1 The Moderating Effect of License Openness 
Unlike proprietary software (e.g., Windows 7, Microsoft Office), which usually grants users a 
single copyright without modification or distribution rights, OSS licenses permit modification 
and distribution, though with varying levels of restrictions. In some cases, the development team 
permits users to modify and customize source codes to their unique needs and redistribute it for 
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other uses (high license openness).  In other cases constraints are placed on external use, 
allowing use of the software but not its modification or redistribution (low license openness). 
Depending on the level of license openness, developers’ intrinsic and extrinsic motivations to 
contribute should vary. License openness, in other words, should play a moderating role in the 
network connectivity–project performance relationship.  
In terms of intrinsic motivations, developers share information and contribute to enjoy other 
rewards, such as the fun of programming and overcoming personal challenges to improve 
existing software for their personal needs. Another intrinsic motivation is the desire to create and 
maintain an open, inspiring, atmosphere (Raymond 1999). As a result developers’ intrinsic 
motivations tend to be higher when the output is open to external use and modification (Shah 
2006, von Hippel and von Krogh 2003). For example, Lerner and Tirole (2005) shows that 
participation in an OSS project is positively correlated with the openness of the licenses. 
Realizing that a project has fewer restrictions, OSS developers tend to be more motivated to 
share information when needed and to better leverage their network connectivity to access 
external information. Development activity, therefore, can be enhanced when developers 
involved as intrinsically motivated.  
When it comes to extrinsic motivations, license openness also can create concerns about 
credit attributions (Kogut and Metiu 2001, West and Galagher 2006), which may inhibit 
developers from contributing their best ideas. As Shah (2006) suggests, reputational motives, and 
the desire to be credited for contributions to source code, are important to developers.  Such 
credit attributions enhance developer status and reputation in the OSS community, and give them 
a competitive edge over others. When source codes are open to external modification and 
redistribution, original developers may lose credit for inventing the original, because subsequent 
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users are not required to acknowledge the original developer, while such concerns do not exist 
when high license restrictions are in place (von Hippel and von Krogh 2003, West and Gallagher 
2006). Lerner and Tirole (2002) suggest that the licensing restrictions protect the interests of 
developers by limiting the possibility of commercial exploitation of their contributions by third 
parties. Parker and Van Alstyne (2005) thus find that free access is not always compatible with 
developers’ motivations, especially those based on reputation benefits. When project 
effectiveness is at stake, it is not the speed and quantity but rather the quality and uniqueness of 
developers’ contributions that matters (Wheelwright and Clark 1992). Because license openness 
implies that other developers and projects can modify or redistribute the software without the 
original developers’ permission, developers who are extrinsically motivated may restrict the 
transfer of critical and unique information, limiting network connectivity’s effect on project 
effectiveness.  
On the surface, intrinsic and extrinsic motivations appear at odds, though recent evidence 
suggests that license openness tends to encourage developers to contribute more quickly to 
“build momentum behind a technology” while also reducing their incentive to contribute critical 
and unique knowledge and information (Boudreau 2010, p. 1849). Krishnamurthy (2006) also 
suggests that intrinsic (e.g., fun, flow, learning, community) and extrinsic (e.g., status, reputation) 
motivations coexist and must be considered together to develop an accurate understanding of 
developer motivations.  
HYPOTHESIS 1. License openness moderates the influence of network connectivity such that 
(a) development activity is higher when license openness is high; and (b) project 
effectiveness is higher when license openness is low.  
3.2.2 The Moderating Effect of Role and Knowledge Diversity  
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Role diversity affects a team’s coordination fulfilling development tasks. Specifically, high role 
diversity enables the teams to use task partitioning and take advantage of individual’s knowledge 
and expertise in specific areas, which reduces overall coordination demands on the project 
(Carlile and Rebentisch 2003). As Moorman and Miner (1998) suggest, the efficiency of 
development activities largely depends on how quickly the development team handles 
coordination issues and problems in each development stage. Therefore, with low process 
interdependence, project developers can work individually on their specialized tasks, and there is 
no further need for articulated or frequent interactions to complete each development task (Von 
Hippel 1990). For example, with high role diversity, if a certain developer attempts to seize 
certain opportunities that fit with his or her role in the team, he or she can initiate and complete 
the task with little back and forth coordination with other team members. Knowledge gained 
from network connectivity can be better assimilated into the development process, and facilitate 
development activity.  
As it pertains to development effectiveness, however, low role diversity can facilitate the 
development of team ability contributing to it.  When developers adopt similar roles (low role 
diversity), it is difficult to partition the OSS development so that each project developer 
completes isolated tasks (Von Hippel 1990). Instead, low role diversity makes it possible for 
developers to interact and learn from one another across project stages (Sobrero and Roberts 
2001). Low diversity development teams can better leverage knowledge obtained through 
network connectivity to “think outside the box,” and challenge traditional perspectives in the 
development process (Milliken and Martins 1996), contributing to project effectiveness.  
HYPOTHESIS 2. Role diversity moderates the influence of network connectivity such  (a) 
development activity is higher when role diversity is high; and (b) project effectiveness is 
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higher when role diversity is low.  
Knowledge diversity reflects ability variability across project members on different 
knowledge domains (Harrison and Klein 2007). High knowledge diversity means that team 
members have different abilities on those domains, while low diversity means that there is a high 
degree of redundancy in their abilities on those knowledge domains. Low knowledge diversity 
can help network connectivity’s effect on development activity.  When project developers have 
their similar knowledge across different domains, it is easier for them to coordinate their 
activities and communicate with each other about task progresses (Tanriverdi 2005). That is, the 
external knowledge access through network connectivity can be more efficiently integrated and 
assimilated in the development progress, leading to higher development activities. For example, 
Tanriverdi and Venkatraman (2005) proposed that related knowledge is a major source of 
knowledge synergy and affect a team’s capability of managing within-team knowledge 
communications. Likewise, Rindfleisch and Moorman (2001) note that knowledge redundancy in 
the form of similar new product development capability can positively a team’s utilization of 
external knowledge. Collectively, knowledge redundancy from less diversified knowledge 
structure increases a team’s ability to synthesize and utilize outside knowledge from network 
connectivity, leading to more efficient knowledge communications and integration, thus 
increasing development activity.  
In contrast, high knowledge diversity provides the project ability critical to project 
effectiveness. When project developers have diverse knowledge across different knowledge 
domains, the cross-fertilization among different developers can create new insights into how to 
leverage the knowledge obtained through network connectivity (Tanriverdi 2005). For example, 
developers’ knowledge in one domain (e.g., user interface) may be integrated with that by 
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another developer in another domain (e.g., gaming) to create new insights in how to use external 
knowledge obtained from network connectivity (von Hippel and von Krogh 2003). Similarly, 
Rodan and Galunic (2004) argue the importance of diverse knowledge on innovation implication 
of network connectivity. Exposure to heterogeneous knowledge should improve not only 
opportunity recognition and thus be associated with the ability to leveraging network 
connectivity for better project effectiveness.   
HYPOTHESIS 3. Knowledge diversity moderates the influence of network connectivity so that 
(a) development activity is higher when knowledge diversity is low; and (b) project 
effectiveness is higher when knowledge diversity is high.  
3.2.3 Motivation-Ability Interactions 
Opportunity-motivation-capability theory, suggests that where opportunities enhance desired 
outcomes, the influence escalates when motivations and abilities also align (Blumberg and 
Pringle 1982). Without the appropriate ability, highly motivated efforts to seize opportunities are 
unlikely to improve development activity and project development. Similarly, without 
motivation, having abilities are unlikely to leverage knowledge coming from network 
connectivity. Since a more open license provides the right motivation to contribute, while 
diversified functional roles and overlapping knowledge enlarge abilities structure, I expect that 
the effect of network connectivity on development activity will be higher with open licensing 
and diversified functional roles, and an open license and overlapping knowledge structure. 
However, for development effectiveness, since the motivation to contribute critical knowledge 
and ideas is higher with a more restrictive license, and the ability of the development team is 
higher with a more similar roles and diversified knowledge structure, I expect that that the effect 
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of network connectivity on development effectiveness will be higher under restrictive licensing 
and similar functional roles, and under restrictive licensing and diversified knowledge structures.  
HYPOTHESIS 4. License openness, role diversity, and knowledge diversity interact so that the 
effect of OSS network connectivity on development activity is higher (a) when the 
license openness is high and role diversity is high, and (b) when the license openness is 
high and knowledge diversity is low.  
HYPOTHESIS 5. License openness, role diversity, and knowledge diversity interact so that the 
effect of OSS network connectivity on project effectiveness is higher (a) when the license 
openness is low and role diversity is low, and (b) when the license openness is low and 
knowledge diversity is high.  
3.3 Methodology 
3.3.1 Research Context and Data Collection 
SourceForge.net is the largest OSS development site that spans a wide range of domains (e.g., 
Gao et al. 2007, Grewal et al. 2006). It offers hosting services and development tools to control 
and manage OSS development and provide software downloads to global users. Developers can 
use version control systems to keep track of their own source codes, conduct updates, and 
monitor projects’ status. Furthermore, it provides an open platform for developers to contribute 
voluntarily to OSS development. In the past 20 years, such developments have become 
increasingly popular (Chesbrough et al. 2006, Grewal et al. 2006, von Hippel and von Krogh 
2003), and SourceForge.net attracts nearly 40 million annual users. The projects covers a wide 
range of domain topics, including file sharing, databases, games, systems administration, 
business and enterprises, multimedia, and the Internet.  
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The data collection and sampling procedures involve several steps. First, I collected archival 
data about all projects on SourceForge.net to measure the constructs. For the independent 
(network connectivity, license openness, role diversity, and knowledge diversity) and control 
variables, I gathered the data in January 2009. Following Hahn et al. (2008), I then obtained 
information about the development activity and project effectiveness dependent variables over a 
four-month window between February and May 2009. This four-month window enables us to 
minimize possible biases due to short-term fluctuations, in line with prior literature that indicates 
four months is an average time to achieve milestone stages in software development (Cusumano 
and Selby 1997). I also examined the average time lag between projects’ registration date and the 
dates they reached their first releases; it was 118 days, or just under four months, echoed with the 
literature. This time lag between the measures of the independent and dependent variables also 
eliminates the potential for reverse causality (Wooldridge 2008). I vary the observation window 
from four months to two months (model 7 and 8 in Table 3.9) and one year (model 9 and 10 in 
Table 3.9) as robustness checks and find consistent findings.  
Second, I removed single-develop projects because those projects tend to be isolated 
without network connectivity and the measures of role and knowledge diversity are not 
applicable to single-developer projects. Third, to measure role and knowledge diversity, I 
removed projects without complete individual developer information on their functional roles 
taken in project and their self-reported knowledge. After that, since many OSS projects go 
inactive or “die” soon after being established, I treat projects with no consecutive software 
development activities in the extended observation window as inactive and remove them from 
the sample when estimating development activities. Finally, in model estimating project 
effectiveness, I removed projects without any public releases, because download activity can 
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occur only after the initial public release. After these screening procedures, the final sample 
included 2,038 projects for the estimation of development activity and 1,415 for project 
effectiveness. 
3.3.2 Measures  
       Dependent Variables: development activity and project effectiveness. SourceForge.net 
provides a real-time statistics system to track trends in project internal development activities 
and external user adoption. For development activity, I consider three internal development 
activities, namely, the frequencies with which (1) project managers log in to a project 
management webpage to initiate development tasks, (2) developers make substantial updates to 
software source codes in version control systems to implement certain development tasks, and (3) 
projects offer public releases of new versions of software. These login, update, and release 
activities constitute the core of OSS projects (Fang and Neufeld 2009). I use aggregated monthly 
counts of the three activities between February and May 2009 to measure development activity. 
The number of software downloads by users is a good measure of project effectiveness. Unlike 
proprietary software, OSS is free to download; as Grewal et al. (2006, p. 1047) suggest, “the 
number of downloads is a market-based measure of popularity, which should relate to project 
effectiveness.”  
       Independent Variables. To measure network connectivity, I use the total number of connections 
(i.e., other projects) that developers in a certain project established weighted by the distribution of 
such connections among developers. Specifically, in OSS communities, developers may work on 
multiple software development projects, and as a result, projects are connected with developers 
acting as bridges. If Ci represents the number of connections the developer i establishes by working 
on multiple projects, theni iC  denotes the total number of connections that developers within the 
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project build. In addition, I adjust the total number of connections by how they are distributed 
among developers. Given the total number of connections, I believe that network connectivity is 
higher if the total connections are built through multiple developers as compared with through only 
one developer.  Given developers’ different backgrounds, the external knowledge comes from one 
particular developer is likely to be less diverse and broad than if it comes from multiple developers 
(Gao et al. 2005). To address this issue, I used the inverse of Herfindahl index (Jacquemin and 
Berry 1979, Rai and Tang 2010), 21 ( )Cii
P times the number of total connections i iC  to adjust 
how the total number of connections is widely distributed among developers in a project.  
(1)  2Network Connectivity = 1 ( )Ci ii iC P   , where 
C i
i
i i
C
P
C


 
       I code license openness according to the project’s license type (Lerner and Tirole 2005). OSS 
licenses specify how the source codes from a project can be modified or redistributed by users and 
other developers, with or without restrictions. Thus license openness describes the degree of 
restriction on external activities. Following Lerner and Tirole (2005), two independent researchers 
with computer science backgrounds, familiar with OSS licenses, coded 25 commonly used license 
types in SourceForge.net according to whether each license has restrictions on the modification or 
on the redistribution of source codes (Lerner and Tirole (2005) labeled two criteria as “restrictive” 
and “highly restrictive”). Thus their codes included three levels: “not open” if the license restricts 
both modification and distribution (1), “restrictively open” if it restricts either modification or 
distribution (2), and “open” if it has no restrictions on either criterion (3).  
       For role diversity, SourceForge.net classifies developers into 21 different roles, depending 
on their task functions, such as project administrators (e.g., project manager, Unix administrator), 
who control the progress of the project development and coordinate tasks among other team 
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members; core developers (e.g., graphic designer, user interface designer, Web designer, porter) 
who contribute extensive codes, manage software releases, and coordinate with peripheral 
developers; and peripheral developers (e.g., document writer, tester, translator, support 
technician) who occasionally fix bugs, add features, provide support, write documents, or 
exchange other information.  
       With these data, I use an inverse of Herfindahl index (Jacquemin and Berry 1979, Rai and 
Tang 2010) to measure role diversity. For each development project, I denote the number of 
project developers who perform the same role i as iR . In turn, 
R i
i
i i
R
P
R


represents the 
proportion of developers in role i relative to the total number of developers. I square each term 
R
iP and take the sum over all roles i; I subtract the sum from 1 to reveal the index of role diversity.  
As a robustness check, I also use an entropy measure of role diversity (Fan and Lang 2000, 
Jacquemin and Berry 1979), which provides consistent results (please see Model 11 and 12 in 
Table 3.10).  
(2) 2Role diversity = 1 ( )Rii P , where 
R i
i
i i
R
P
R


 
       For knowledge diversity, on SourceForge.net, developers report their knowledge skills in a 
five-Likert scale (1 = “lowest,” 5 = “highest”) across four technical knowledge domains: 
operating systems, programming language, database, and user interface. Let Kij denotes the 
reported knowledge skill for developer i under knowledge domain j. Similar to role diversity, 
knowledge diversity is measured as the inverse of Herfindale index to reflect how knowledge is 
diversely distributed across developers under each knowledge domain, 21 ( )Kiji
P . I then 
aggregate across four knowledge domains to obtain the measure of knowledge diversity. As a 
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robustness check, I also employ an entropy measure of knowledge diversity, which provides 
consistent results (please see Model 13 and 14 in Table 3.10).  
(3)  2Knowledge diversity 1 ( )Kijj i P   , where
ijK
ij
i ij
K
P
K


 . 
       Control Variables. I control for project size, age, status, and audience. Project size is the 
number of developers in a project; larger groups tend to have more resources, which might affect 
their development activity and project effectiveness. For project age, I used the number of 
months since the project registration date. The control for project status is a dummy variable that 
indicates if the project has reached maturity (project status = 1) or not yet (= 0). Even for mature 
projects though, development may continue, such as in the form of version updates and 
modifications. I also control for project intended audience as Comino et al. (2007) has shown 
that projects created for use by developers attract more interest in general. A project may target 
for different audiences, e.g. both end users and developers, so I treat the different intended 
audience groups - end users, developers, system administrators, advanced users, and engineers - 
as five dummy variables. The control variable data also come from SourceForge.net. I present 
the descriptive statistics in Table 3.1.  
3.3.3 Model Estimation 
I model estimation in three steps. First, both models, I use negative binomial maximum 
likelihood regression estimations, which is appropriate considering the count character of the 
dependent variables (i.e., the number of development activities and downloads) (Agresti 2007). 
A Poisson specification would not be appropriate because of overdispersion of variances in the 
two dependent variables (see Table 3.1). The underlying assumption of the Poisson model, 
namely, the equality of the conditional mean and variance functions, is violated, which leads to 
 65 
 
inefficient Poisson estimates. Negative binomial distribution uses an overdispersion parameter to 
estimate the degree of overdispersion. I present the estimation models in Equations 4 and 5:  
(4) ),(Activityt Developmen XF = exp (α1 + β1,1Network Connectivity+ β1,2License Openness + 
β1,3Role Diversity+ β1,4Knowledge Diversity + β1,5(Network Connectivity × License 
Openness)+ β1,6(Network Connectivity × Role Diversity) +β1,7(Network Connectivity 
× Knowledge Diversity) + β1,8 (License Openness × Role diversity) + β1,9 (License 
Openness × Knowledge diversity) + β1,10 (Network Connectivity × License Openness 
× Role Diversity) + β1,11 (Network Connectivity × License Openness × Knowledge 
Diversity)+ β1,12Project Size + β1,13Project Age + β1,14Project Status + β1,15-19Project 
Audience + ε1). 
 
(5) ),(essEffectivenProject XF = exp (α2 + β2,1Network Connectivity+ β2,2License Openness + 
β2,3Role Diversity+ β2,4Knowledge Diversity + β2,5(Network Connectivity × License 
Openness)+ β2,6(Network Connectivity × Role Diversity) +β2,7(Network Connectivity 
× Knowledge Diversity) + β2,8 (License Openness × Role diversity) + β2,9 (License 
Openness × Knowledge diversity) + β2,10 (Network Connectivity × License Openness 
× Role Diversity) + β2,11 (Network Connectivity × License Openness × Knowledge 
Diversity)+ β2,12Project Size + β2,13Project Age + β2,14Project Status + β2,15-19Project 
Audience + ε2). 
        
Because the four variables included in the interaction terms (network connectivity, 
license openness, role diversity, and knowledge diversity) were measured on different scales, I 
standardized all independent variables before I created the interaction terms (Aiken and West 
1991) for easy interpretation. The multicollinearity statistics show the tolerance level is 
between .802 and .973, above the threshold of .100 and the variance inflation factor (VIF) is 
between 1.019 and 1.247, below the threshold of 10. Both indicators verify that multicollinearity 
is not a concern in the sample.  
       To estimate these two equations, I use a robust estimation, the Huber/White/sandwich 
estimator, which is the negative version of the generalized inverse of the Hessian matrix, for the 
negative binomial regression models. This “corrected” estimator uses robust standard errors to 
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adjust for violations of distribution and heterogeneity, as well as to provide a consistent estimate 
of covariance (Nakashima 1997, White 1982). Robust estimators do not change the estimation of 
coefficients, but they provide more conservative tests of significance (Nakashima 1997). 
Second, because the negative binomial model is non-linear, the significance of the 
interaction effect cannot be determined simply by the significance of the interaction effect and 
the sign of the coefficient may not even indicate the direction of the interaction effect (Huang 
and Shields 2000, Hoetker, 2007)
2
. Specifically, as the conditional mean of dependent variable is 
a nonlinear function of the explanatory variables, the nonlinearity creates issues that testing 
interaction effects is different from testing interaction terms. In other words, the estimated 
coefficients on interaction variables are not the “true” interaction effects (Ai and Norton 2003). 
The “true” interaction effect in non-linear models is dependent on all significant model variables. 
Therefore, I use equation (4) and (5) to estimate models and find the significance of interaction 
terms, but interpret and test interaction effects based on marginal effects of significant interaction 
terms.  Therefore, in calculating the marginal effects of network connectivity, only significant 
coefficients are included and the values of all model variables except for the moderators (e.g. 
license openness, role diversity, and knowledge diversity) are fixed at the sample mean values. 
The low and high values of the moderators are set to one standard deviation below or above their 
sample means (Hoetker 2007). 
       Following the suggestions of Wiersema and Bowen (2009), I calculate the value and 
significance of network connectivity’s marginal effects on development activity and project 
effectiveness based on Equation (4) and (5).  
                                                          
2
 Specifically, scholars have raised attentions for interpreting of non-linear models (e.g. negative binomial, Logit, and Probit) that 
assume a non-linear relationship between independent and dependent variables (Ai and Norton 2003, Greene 2010). For example, 
Ai and Norton (2003) reviewed 72 articles published between 1980 and 1999 that used interaction terms in nonlinear models 
from 13 economics journals. They found “none of the studies interpreted the coefﬁcient on the interaction term correctly” (p. 
123). 
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       The marginal effect of network connectivity on project performance is given by 
(6) 
 
 ' 1 5 6 7
10 11
ˆ,
ˆ
Network Connectivity
ˆ ˆ ˆ ˆ ˆ , ( License Openness Role Diversity Knowledge Diversity
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F X
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
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The asymptotic variance of marginal effect of network connectivity is estimated consistently 
by 
(7) 
   
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Where ˆ is a consistent covariance estimator of ˆ (Ai and Norton 2003).  
       Third, I compare the slopes of the marginal effects of network connectivity under different 
conditions of the moderators, license openness, role diversity, and knowledge diversity in 
Equation (8). hypothsisˆ  represents the slope of hypothesized condition while otherˆ represents the 
slopes of other comparison conditions.  hypothsis otherˆ ˆ( )Var    
is the variance between two 
comparison slopes. As slopes and variances between them are non-linear, I tested the slope 
difference using the Stata nlcom command, which takes nonlinear transformations of the 
estimated parameter vector from the fitted model (e.g. negative binomial) and apply the “delta” 
method, an approximation appropriate in large samples, to calculate the variance. ρ is 
approximately distributed as chi-square distribution.  
(8) 
hypothsis other
hypothsis other
ˆ ˆ
ˆ ˆ( )Var
 

 



 
3.4 Results 
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I followed stepwise procedure to test the three-way interactions among network connectivity, 
license openness, role diversity/knowledge diversity (Aiken and West 1991) and present the 
results on development activity in Table 3.2 and project effectiveness in Table 3.3.  
       Model 1 and 4 only include the main effects of network connectivity, license openness, role 
diversity, knowledge diversity and control variables in the models. Model 2 and 5 add two-way 
interaction terms between network connectivity, license openness, role diversity/knowledge 
diversity based on model 1 and 4. The significant likelihood-ratio tests comparing model 2 and 5 
with model 1 and 4 respectively favor the more complicated models on development activity 
(likelihood-ratio =25.926, p<.001) and project effectiveness (likelihood-ratio =195.592, p<.001), 
supporting the significant value of two-way interactions.  Model 3 and model 6 test the three-
way interactions among network connectivity, license openness, role diversity/knowledge 
diversity on development activity and project effectiveness respectively. I have hypothesized 
three-way interaction effects among network connectivity, license openness, and role 
diversity/knowledge diversity, but for the purposes of full specification, I added two-way 
interaction effects between license openness and role diversity/knowledge diversity to complete 
the models. The likelihood-ratio tests comparing model 3 with 2 and model 6 with 5 confirm the 
contributions of the three-way interactions on development activity (likelihood-ratio =14.988, 
p<.001) and project effectiveness (likelihood-ratio =70.228, p<.001).  
       In order to determine the variables to be used in calculating such marginal effects, I relied on 
model estimation results in model 3 and 6, which are both fully specified models. For 
development activity, I found two-way moderating terms of license openness (β1,5 = .185, p 
< .01), role diversity (β1,6 = .157, p < .05), knowledge diversity (β1,7 = -.181, p < .05) and three-
way moderating terms of role diversity (β1,10 = .083, p < .05) and knowledge diversity (β1,11 = -
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.138, p < .01) to be significant; for project effectiveness, I found two-way moderating term of 
license openness (β2,5 = -.262, p < .01) and three-way moderating terms of role diversity (β2,10 
=.164, p < .01) and knowledge diversity (β2,11 = -.211, p < .01) to be significant. Therefore, in 
calculating the marginal effects of network connectivity, only significant coefficients are 
included and the values of all model variables except for the moderators (e.g. license openness, 
role diversity, and knowledge diversity) are fixed at the sample mean values. The low and high 
values of the moderators are set to one standard deviation below or above their sample means.  
       Table 3.4 to 3.8 summarize the marginal effects of network connectivity at different 
moderating levels of license openness, role diversity/knowledge diversity on development 
activity and project effectiveness, where I highlight the desired conditions in hypotheses. In all 
models, I presented both marginal effects as well as the elasticity of such effects
3
. In terms of the 
moderating effect of license openness on development activity, as shown in Table 3.4, the 
overall relationship between network connectivity and development activity is negative and 
significant when license openness is low (marginal effect = -4.198, elasticity = -.266, p<.001), 
while it turns to insignificant when license openness is high (marginal effect = -.603, elasticity = 
-.032, n.s.), suggestive of a general positive moderating effect of license openness. In other 
words, when network connectivity increases by one percent, develop activity increases from -
.266 to -.032 percent when license openness moves from low to high. The slope test comparing 
between marginal effects under low and high conditions of license openness is significant (χ2 = 
3.91, p<0.05), in support of hypothesis H1(a).   
                                                          
3
 The elasticity is calculated as 
%
%
y x y
x y x
 
 
 
. Elasticity provides more managerial relevant indications, which 
can be compared across different conditions.  
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       For project effectiveness, the overall positive effect of network connectivity is reduced when 
license openness moves from low (marginal effect = 488.703, elasticity = .267, p<.001) to high 
(marginal effect = 149.657, elasticity = .176, p<.001), indicating a generally negative moderating 
effect of license openness on project effectiveness. When network connectivity increases by one 
percent, project effectiveness decreases from .267 to .176 percent when license openness moves 
from low to high. The significant slope test comparing the two marginal effects is in support of 
hypothesis H1(b) (χ2 = 5.95, p<.05).  
      Table 3.5 displays the moderating effects of role diversity on project performance. The overall 
relationship between network connectivity and development activity is negative and significant 
when role diversity is low (marginal effect = -3.926, elasticity = -.242, p<.05), but it turns to less 
negative (insignificant) when role diversity is high (marginal effect = -.875, elasticity = -.047, n.s.), 
suggesting a positive moderating relationship of role diversity on development activity. When 
network connectivity increases by one percent, develop activity increases from -.242 to -.047 
percent when role diversity moves from low to high. The slope test under low and high conditions 
of role diversity advocates such moderating relationship is significant (χ2 = 6.18, p<.05). H2(a) is 
supported. On project effectiveness, the marginal effects of network connectivity (marginal effect = 
290.593, elasticity = .235 p<0.05) do not show any variation under low and high conditions of role 
diversity (χ2 = .00, n.s.). Therefore, H2(b) is not supported.  
       Table 3.6 displays the moderating effects of knowledge diversity on project performance. The 
overall relationship between network connectivity on development activities turn from insignificant 
(marginal effect = -.391, elasticity = -.032, n.s.) to strongly negative (marginal effect = -6.823, 
elasticity = -.239, p<0.001) as knowledge diversity increases. When network connectivity increases 
by one percent, develop activity decreases from -.032 to -.259 percent when knowledge diversity 
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moves from low to high. The slope test comparing the two marginal effects is significant (χ2 = 5.59, 
p<.05), suggesting a negative moderating effect of knowledge diversity on development activity. 
H3(a) is supported. On project effectiveness, knowledge diversity shows no moderating effects. The 
marginal effects of network connectivity on project effectiveness (marginal effect = 290.593, 
elasticity = .235, p<0.01) show no variation under low and high knowledge diversity (χ2 = .00, n.s.). 
H3(b) is not supported.  
       For the three-way interactions among network connectivity, license openness, and role 
diversity on project performance, I have predicted that high role diversity with high license 
openness would induce the highest positive effect of network connectivity on development activity 
while the effect of network connectivity on development effectiveness would be the highest on 
license openness is low and role diversity is low. Both hypotheses H4(a) and H4(b) are supported in 
Table 3.7. For development activity, the marginal effect of network connectivity changes from 
negative to positive when both license openness and role diversity are high (marginal effect = 1.730, 
elasticity = .081, p<.05). The slope tests also show that the high license openness and high role 
diversity condition is significant different from the other three negative conditions - low license 
openness and low role diversity (marginal effect = -4.917, elasticity = -.316, p<.05; slope test χ2 = 
7.76, p<.01), low license openness and high role diversity (marginal effect = -3.479, elasticity = -
.211, p<.05.; slope test χ2 = 8.78, p<.01), high license openness and low role diversity (marginal 
effect = -2.935, elasticity = -.174, p<.01; slope test χ2 = 7.93, p<.01), supporting the hypothesis 
H4(a). When network connectivity increases by one percent, develop activity increases from -.316 
percent from the worst condition under low license openness and low role diversity to the best 
condition .081 percent when both license openness and role diversity are high. Similarly, I found 
that low role diversity with low license openness create the highest positive effect of network 
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connectivity on project effectiveness (marginal effect = 594.139, elasticity = .278, p<.01) than the 
other three conditions - low license openness and high role diversity (marginal effect = 383.267, 
elasticity = .243, p<.01; slope test χ2 = 4.31, p<.05), low license openness and high role diversity 
(marginal effect = 80.102, elasticity = .107, n.s.; slope test χ2 = 7.05, p<.01), low license openness 
and high role diversity (marginal effect = 219.210, elasticity = .226, p<.01; slope test χ2 = 3.95, 
p<.05), supporting the hypothesis H4(b). When network connectivity increases by one percent, 
project effectiveness can be improved from .107 percent of the worst scenario to the best 
scenario .278 percent when both license openness and role diversity are low. 
       On the contrary, for the three-way interactions among network connectivity, license openness, 
and knowledge diversity on project performance, I have speculated that high license openness and 
low knowledge diversity would generate the optimal performance of network connectivity on 
development activity while low license openness and high knowledge diversity would lead to the 
highest performance on project effectiveness. Table 3.8 displays the results of testing the two 
hypotheses. For development activity, I found the marginal effect of network connectivity under 
low license openness and high knowledge diversity is higher (marginal effect = 1.522, elasticity 
= .112, p < .05) than the other three conditions – low license openness and low knowledge diversity 
(marginal effect = -2.304, elasticity = -.232, p<.01; slope test χ2 = 12.38, p<.001), low license 
openness and high knowledge diversity (marginal effect = -7.573, elasticity = -.293, p<.05; slope 
test χ2 = 8.30, p<.01), high license openness and high knowledge diversity (marginal effect = -6.074, 
elasticity = -.227 p<.001; slope test χ2 = 6.95, p<.01), supporting the hypothesis H5(a). When 
network connectivity increases by one percent, development activity can be improved from -.293 
percent of the worst scenario to the best scenario .112 percent when both license openness is high 
and knowledge diversity is low. 
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       For project effectiveness, I found the supported evidence that the marginal effect of network 
connectivity under the condition of low license openness and high knowledge diversity is higher 
(marginal effect = 570.653, elasticity = .276, p < .001) than the other three conditions – low license 
openness and low knowledge diversity (marginal effect = 406.753, elasticity = .250, p<.01; slope 
test χ2 = 4.22, p<.05), high license openness and low knowledge diversity (marginal effect = 
203.717, elasticity = .216, p<.01; slope test χ2 = 3.83, p<.05), high license openness and high 
knowledge diversity (marginal effect = 95.595, elasticity = .124, n.s.; slope test χ2 = 6.12, p<.05), 
supporting the hypothesis H5(b). When network connectivity increases by one percent, project 
effectiveness can be improved from .124 percent of the worst scenario to the best scenario .276 
percent when both license openness is low and knowledge diversity is high. 
       To validate the results, I conducted several robustness checks. First, to test whether a 
curvilinear relationship between network connectivity on project performance exists, I added the 
quadratic term of network connectivity into the models. The coefficients of the quadratic term 
are not significant on both development activity and project effectiveness. Second, I changed the 
time windows for the project performance measures to two months in Models 7 and 8 and one 
year in Models 9 and 10 in Table 3.9. The results are largely consistent with those I obtained 
using the four-month window. Third, instead of using a Herfindahl index to measure role 
diversity and knowledge diversity, I used an entropy measure (Fan and Lang 2000, Jacquemin 
and Berry 1979), such that 
(9)  entropyRole diversity lnR Ri ii p p  , where 
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i
i i
R
P
R


 
The results in Models 11 and 12 in the Table 3.10 indicate that using an entropy measure of role 
diversity generates highly consistent results.  
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(10)  entropyKnowledge diversity lnK Kij ijj i P P   , where 
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3.5 Discussions and Conclusions 
OSS development has received significant business attention, but information about how to 
configure license types aligned with team structure to take opportunities of network connectivity 
to improve project performance remains unclear to project managers. This research adopts the 
opportunity-motivation-ability framework and argues that network connectivity provides 
potential opportunities to access external knowledge embedded in the network, but whether the 
development team can assimilate, transform, and apply it depends on both its motivations shaped 
by license openness as well as the ability affected by the diversity of functional roles and 
knowledge structure. With a large sample collected from the OSS platform SourceForge.net, I 
empirically test the conceptual model; the results have significant implications for both theory 
and managerial practice.  
3.5.1 Theoretical Implications 
I offer several important theoretical contributions to OSS literature. The objective of this paper is 
to provide a comprehensive framework on how to configure license openness and team structure 
to increase the effects of network connectivity on project performance. The results suggest that 
the impact of network connectivity on OSS performance depends on (1) the dimension of OSS 
performance (project effectiveness vs. development activity), and (2) the alignment between 
license openness and team structure.  
       As I show in Table 3.4, when license openness is low, network connectivity hurts a project’s 
development activities, while this negative effect disappears when license openness is high. For 
the moderating effects of role diversity and knowledge diversity, network connectivity decreases 
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development activities when role diversity is high or knowledge diversity is low, but such 
negative effect turns into insignificant one when role diversity is low or knowledge diversity is 
high.  These results indicate that there are costs associated with network connectivity, 
particularly with regard to its effect on development activity. As I discussed, network 
connectivity occurs through project developers working in multiple projects and serving as 
bridge members. In other words, developers, by working in multiple projects may have to spread 
their time across these multiple projects, which may limit their devotions of one particular 
project, hurting its development activities. Without the appropriate license openness and team 
structure, such negative effect can be dominant, leading to network connectivity’s negative effect 
on development activities. However, if the team can choose the right license type and structure 
the appropriate team in term of role and knowledge distribution, such negative effects can be 
suppressed. More importantly, in order to fully leverage the opportunities entailed by network 
connectivity to outweigh the costs associated with network connectivity, the team needs to 
configure its license type and team structure together. Table 3.7 and 3.8 also provide empirical 
supports that when open license is combined with diversified functional roles, or with 
overlapping knowledge, the effect of network connectivity on development activities turns from 
negative to positive, providing the optimal configuration than the other three conditions.   
       For project effectiveness, I find a different story. A more restrictive license can motivate 
developers to contribute critical and unique knowledge it reduce developers’ concerns about loss 
of credits for their original work, thus increasing project effectiveness. This tells project 
managers that if they prioritize project effectiveness, they should choose a more restrict license 
to attract more critical contributions to the project.  However, I did not find the direct moderating 
effects of role diversity and knowledge diversity on the network connectivity on project 
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effectiveness.  Rather, the moderating effects of role diversity and knowledge diversity is 
through the joint effects with license openness on project effectiveness, I believe that a team can 
best take opportunities of network connectivity if it has both the right combination of motivation 
(restrictive license) and ability (similar functional roles or diversified knowledge structure). 
Table 3.7 and 3.8 provide empirical supports that when restrictive license is combined with 
similar functional roles, or diversified knowledge structure, such combinations the optimal 
configurations than the other three conditions.    
       In summary, I find that (1) to improve development activity, the OSS team should strive for 
a more open license agreement, together with team with diversified roles but overlapping 
knowledge across different developers. (2) In contrast, to improve project effectiveness, the team 
should create a more restrictive license, together with team structure featuring similar roles, but 
diversified knowledge across different developers.   
3.5.2 Managerial Implications 
The increased complexity and cost of developing truly innovative products and advances in new 
technologies often require expertise that an OSS team does not have; thus the project might cross 
over its boundaries and embrace input from external sources as a viable strategy to facilitate the 
OSS process, in terms of both development activity and project effectiveness. These external 
linkages are especially important for projects that rely on differences in cost structure and 
competencies to create an integrated OSS operation. I suggest that OSS managers can adopt an 
opportunity-motivation-ability perspective on how to configure license openness and team 
structure to utilize the opportunities from network connectivity.  
       First, when an OSS team builds broad external linkages to facilitate the process, it likely 
encounters a double-edged sword. It might increase the innovativeness of the product but only at 
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the risk of reduced development activity. Second, managers should pay close attention to the 
motivation underlying license agreement. Because license agreement may indirectly affect 
developers’ intrinsic desire to maintain an open environment and the extrinsic wish to achieve 
higher status, managers should carefully select license types to leverage these motivations on 
project performance. Open license types are considered more desirable to speed up the 
development process, but more restrictive license types are better to attract user interests in the 
application. Third, managers should also configure their team structure to be aligned with 
development objectives and types of licenses. If the manager’s priority is to increase 
development activity to complete the project quicker, assigning different functional roles to 
developers or selecting them with overlapping knowledge structure is the best to achieve the 
objective. While if manager’s priority is to enhance project effectiveness to attract more interests 
from users, assigning similar roles or selecting developers with diversified knowledge structure 
is optimal.  
3.6 Limitation and Future Research Directions  
As is any study, this research is subject to several limitations. First, I focus on project-level open 
innovation phenomena. Compared with traditional NPD teams, OSS development teams lack an 
organizational hierarchy or centralization, and developers are not mainly motivated by extrinsic 
incentives. Additional research could extend the contributions by exploring firm-level open 
innovation. In this case, a firm’s network connectivity would reflect the extent to which firms 
incorporate external knowledge from customers, suppliers, universities, alliances, crowd-
sourcing, and so on in their formal innovation strategy. License openness would refer to the 
extent to which they send their internal ideas to the outside environment. It would worthwhile to 
investigate how a firm’s network connectivity and output openness affect its market and 
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financial performance.  
       Second, I did not explicitly measure motivation and ability, instead I propose that license 
openness affects project performance through the theoretical mechanisms of its impacts on 
developers’ motivation to contribute and concerns about maintaining of open development 
environment and team structure affects project performance through its ability to absorb, 
transform, and utilize external knowledge. I do not test these perceived mechanisms of license 
openness and team structure on project performance though, due to the limitations of the 
secondary data. Additional research might conduct quasi-experimental and/or survey studies to 
examine and test the mechanisms associated with license openness and team structure on project 
performance. Also, license openness is not the sole driver of development team’s intrinsic and 
extrinsic motivations, neither is the role and knowledge diversity the only factor affecting team 
ability.  Future studies can explore how other factors moderate network connectivity-project 
performance relationship by affecting team motivation and/or ability.  
3.7 Conclusions  
OSS development is a viable alternative to traditional, firm-based, closed innovation 
approaches. This article draws upon the opportunity-motivation-ability (OMA) framework of 
OSS development to understand how an OSS development team can formulate the OSS license 
agreement and team structure to facilitate the development of appropriate motivation and ability 
so as to improve OSS performance. I suggest that the impact of an OSS project’s network 
connectivity to other projects on its performance depends on (1) the OSS performance dimension 
(i.e., development activity vs. project effectiveness); (2) the configurations of license openness 
and team diversity structure, which reflect its motivation and ability to utilize external 
opportunities. In particular, to improve development activities, an OSS team should strive for a 
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more open license, together with diversified functional roles but overlapping knowledge 
structure across different developers. For development effectiveness, a more restrictive license 
with team structuring featuring similar functional roles but diversified knowledge across 
developers is more desirable. These finding have important theoretical and managerial 
implications. 
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Table 3.1 Descriptive Statistics and Correlations 
 Mean SD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1.   Development 
activity 
14.930 136.427 1.000              
2.   Project effectiveness 1287.169 12613.118 .025 1.000             
3.   Network 
connectivity 
1.975 1.024 -.018 .005 1.000            
4.   Li ense openness 1.320 .716 -.017 -.012 .176 1.000           
5.   Role diversity .466 .203 .003 .015 -.018 -.074 1.000          
6.   Knowledge diversity .766 .043 .009 .013 .004 .008 -.020 1.000         
7.   Project size 11.110 17.176 .089 .037 .080 .015 -.050 -.001 1.000        
8.   Project age 74.863 24.602 .020 -.003 .095 -.014 -.008 -.142 .095 1.000       
9.   Project status .530 .499 .060 .028 .102 .015 -.029 -.022 .155 .143 1.000      
10. Project audience-end 
users 
.580 .493 .043 .023 -.071 -.110 .103 .009 .039 .115 .026 1.000     
11. Project audience-
developers 
.680 .465 .012 .013 .099 .111 -.089 -.053 .078 .204 .051 -.111 1.000    
12. Project audience-
system administrators 
.270 .446 .002 .035 -.019 -.040 .038 -.062 .005 .126 .093 -.014 .026 1.000   
13. Project audience-
advanced users 
.150 .359 -.014 .053 -.032 -.013 .013 .054 .005 -.105 .005 -.021 .050 .099 1.000  
14. Project audience-
engineers 
.020 .134 .054 -.004 -.003 -.005 .011 -.014 .008 -.024 .028 .006 .072 .037 .031 1.000 
 r > .040 or r < –.040 are significant at the .05 level. 
 81 
 
Table 3.2 Negative Binomial Regression Results for Development Activity (Four-Month Window) 
   Model 1  Model 2  Model 3 
  Coefficients SE  Coefficients SE  Coefficients SE 
Intercept 2.147 *** .186  2.052 *** .165  2.274 *** .131 
Main effects            
 Network connectivity -.081  .072  -.279 * .123  -.247 * .115 
 License openness -.015  .101  -.086  .092  -.040  .101 
 Role diversity -.195  .101  -.183  .097  -.155  .118 
 Knowledge diversity .343 ** .118  .326 ** .124  .495 *** .115 
Two-way interactions            
 Network connectivity × License openness     .214 ** .074  .185 ** .068 
 Network connectivity × Role diversity     .182 * .087  .157 * .075 
 Network connectivity × Knowledge diversity     -.169 * .079  -.181 * .076 
 License openness × Role diversity     -.211  .086  -.208  .108 
 License openness × Knowledge diversity     -.149  .096  -.101  .092 
Three-way interactions            
 Network connectivity × License openness × 
Role diversity 
        .083 * .040 
 Network connectivity × License openness × 
Knowledge diversity 
        -.138 ** .055 
Controls            
 Project size .658 ** .247  .758 *** .225  .791 *** .214 
 Project age -.099  .093  -.083  .084  -.048  .105 
 Project status .749 *** .139  .700 *** .120  .679 **
* 
.130 
 Project audience-end users .461 *** .138  .441 *** .127  .461 *
* 
.128 
 Project audience-developers -.025  .170  -.036  .162  .010  .144 
 Project audience-system administrators -.406 *** .098  -.376 *** .090  -.383 *** .101 
 Project audience-advanced users -.057  .074  -.069  .070  .046  .112 
 Project audience-engineers .186 ** .071  .178 * .075  .290 ** .096 
Model fit            
 df 1401.000    1396.000    1394.000   
 Log likelihood -3810.034    -3797.071    -3789.572   
 Wald Chi-square 154.10 ***   168.66 ***   172.530 
 
***  
 Likelihood-ratio test     25.926 ***   14.998 ***
* 
 
               *p < .05. **p < .01. ***p < .001. 
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Table 3.3 Negative Binomial Regression Results for Project Effectiveness (Four-Month Window) 
   Model 4  Model 5  Model 6 
  Coefficients SE  Coefficients SE  Coefficients SE 
Intercept 6.007 *** .135  6.022 *** .135  6.006 *** .136 
Main effects            
 Network connectivity .608 *** .163  .690 *** .177  .716 *** .174 
 License openness -.190 * .086  -.163  .094  -.208 * .089 
 Role diversity -.020  .122  -.042  .120  .149  .087 
 Knowledge diversity .152  .088  .157  .087  .121  .118 
Two-way interactions            
 Network connectivity × License openness     -.250 ** .095  -.262 ** .093 
 Network connectivity × Role diversity     .141  .157  .231  .151 
 Network connectivity × Knowledge diversity     -.105  .090  -.173  .141 
 License openness × Role diversity     -.153  .090  -.118  .090 
 License openness × Knowledge diversity     .010  .074  -.004  .082 
Three-way interactions            
 Network connectivity × License openness × 
Role diversity 
        .164 ** .063 
 Network connectivity × License openness × 
Knowledge diversity 
        -.211 ** .082 
Controls            
 Project size 1.747 *** .297  1.852 *** .294  1.957 *** .296 
 Project age .014  .108  .031  .108  .026  .110 
 Project status .949 *** .124  .954 *** .126  .945 *** .128 
 Project audience-end users .606 *** .126  .562 *** .123  .542 *** .120 
 Project audience-developers -.324 ** .126  -.361 ** .129  -.374 ** .129 
 Project audience-system administrators .190  .159  .163  .162  .155  .161 
 Project audience-advanced users .189  .124  .150  .115  .154  .112 
 Project audience-engineers -.100  .065  -.101  .072  -.091  .079 
Model fit            
 df 2037.000    2032.000    2030.000   
 Log likelihood -14332.501    -14234.705    -14199.591   
 Wald Chi-square 322.66 ***   338.320 ***   358.880 ***  
 Likelihood-ratio test     195.592 ***   70.228 ***  
      *p < .05. **p < .01. ***p < .001. 
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Table 3.4 Moderating Effects of License Openness 
  Marginal Effects  Slope Tests 
  
Marginal 
Effects 
Elasticity Sig  
Pair of 
Slopes 
Chi-square 
for Slope 
Difference 
p-value for 
Slope 
Difference 
Testing 
Hypotheses 
Supported 
Development Activity           
 License openness = low  P(1) -4.198 -.266 ***  
(1)-(2) 3.91 .048 H1(a) Yes 
 License openness = high P(2) -.603 -.032 n.s.  
            
Project Effectiveness           
 License openness = low P(1) 488.703 .267 ***  
(1)-(2) 5.95 .014 H1(b) Yes 
 License openness = high P(2) 149.657 .176 ***  
                 n.s. not significant. *p < .05. **p < .01. ***p < .001. Highlighted are desired conditions in hypotheses.  
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Table 3.5 Moderating Effects of Role Diversity 
  Marginal Effects  Slope Tests 
  
Marginal 
Effects 
Elasticity Sig  
Pair of 
Slopes 
Chi-square 
for Slope 
Difference 
p-value for 
Slope 
Difference 
Testing 
Hypotheses 
Supported 
Development Activity           
 Role diversity = low  P(1) -3.926 -.242 *  
(1)-(2) 6.18 .012 H2(a) Yes 
 Role diversity = high P(2) -.875 -.047 n.s.  
            
Project Effectiveness           
 Role diversity = low P(1) 290.593 .235 **  
(1)-(2) .00 n.s. H2(b) No 
 Role diversity = high P(2) 290.593 .235 **  
                  n.s. not significant. *p < .05. **p < .01. ***p < .001. Highlighted are desired conditions in hypotheses. 
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Table 3.6 Moderating Effects of Knowledge Diversity 
  Marginal Effects  Slope Tests 
  
Marginal 
Effects 
Elasticity Sig  
Pair of 
Slopes 
Chi-square 
for Slope 
Difference 
p-value for 
Slope 
Difference 
Testing 
Hypotheses 
Supported 
Development Activity           
 Knowledge diversity = low P(1) -.391 -.032 n.s.  
(1)-(2) 5.59 .015 H3(a) Yes 
 Knowledge diversity = high P(2) -6.823 -.259 ***  
            
Project Effectiveness           
 Knowledge diversity = low P(1) 290.593 .235 **  
(1)-(2) .00 n.s. H3(b) No 
 Knowledge diversity = high P(2) 290.593 .235 **  
             n.s. not significant. *p < .05. **p < .01. ***p < .001. Highlighted are desired conditions in hypotheses. 
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Table 3.7 Moderating Effects of License Openness and Role Diversity 
  Marginal Effects  Slope Tests 
  
Marginal 
Effects 
Elasticity Sig  
Pair of 
Slopes 
Chi-square 
for Slope 
Difference 
p-value for 
Slope 
Difference 
Testing 
Hypotheses 
Supported 
Development Activity           
 License openness = low,  
role diversity = low 
P(1) -4.917 -.316 * 
 
(4)-(1) 
(4)-(2) 
(4)-(3) 
7.96     
8.78    
7.93 
.004 
.003 
.004 
H4(a) Yes 
 License openness = low,  
role diversity = high 
P(2) -3.479 -.211 * 
 
 License openness = high,  
role diversity = low 
P(3) -2.935 -.174 ** 
 
 License openness = high,  
role diversity = high 
P(4) 1.730 .081 * 
 
            
Project Effectiveness           
 License openness = low,  
role diversity = low 
P(1) 594.139 .278 ** 
 
(1)-(2) 
(1)-(3) 
(1)-(4) 
4.31    
7.05     
3.95 
.037 
.007 
.047 
H4(b) Yes 
 License openness = low,  
role diversity = high 
P(2) 383.267 .243 ** 
 
 License openness = high,  
role diversity = low 
P(3) 80.102 .107 n.s. 
 
 License openness = high,  
role diversity = high 
P(4) 219.210 .226 ** 
 
     n.s. not significant. *p < .05. **p < .01. ***p < .001. Highlighted are desired conditions in hypotheses. 
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Table 3.8 Moderating Effects of License Openness and Knowledge Diversity 
  Marginal Effects  Slope Tests 
  
Marginal 
Effects 
Elasticity Sig  
Pair of 
Slopes 
Chi-square 
for Slope 
Difference 
p-value for 
Slope 
Difference 
Testing 
Hypotheses 
Supported 
Development Activity           
 License openness = low,  
knowledge diversity = low 
P(1) -2.304 -.232 ** 
 
(3)-(1) 
(3)-(2) 
(3)-(4) 
12.38 
8.30 
6.95 
.000 
.003 
.008 
H5(a) Yes 
 License openness = low,  
knowledge diversity = high 
P(2) -7.573 -.293 * 
 
 License openness = high,  
knowledge diversity = low 
P(3) 1.522 .112 * 
 
 License openness = high,  
knowledge diversity = high 
P(4) -6.074 -.227 *** 
 
            
Project Effectiveness           
 License openness = low,  
knowledge diversity = low 
P(1) 406.753 .250 ** 
 
(2)-(1) 
(2)-(3) 
(2)-(4) 
4.22 
3.83 
6.12 
.040 
.050 
.013 
H5(b) Yes 
 License openness = low,  
knowledge diversity = high 
P(2) 570.653 .276 *** 
 
 License openness = high,  
knowledge diversity = low 
P(3) 203.717 .216 ** 
 
 License openness = high,  
knowledge diversity = high 
P(4) 95.595 .124 n.s.  
     n.s. not significant. *p < .05. **p < .01. ***p < .001. Highlighted are desired conditions in hypotheses. 
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Table 3.9 Robustness Check for Different Time Windows  
  Different Time Windows  
  2 months  1 year  
 
 
Model 7 
Development 
Activity 
Model 8 
Project 
Effectiveness 
 Model 9 
Development 
Activity 
Model 10 
Project 
Effectiveness 
 
 
  
Intercept 2.327 *** 6.167 ***  1.506 *** 5.945 ***  
Main effects           
 Network connectivity -.436 *** .521 ***  -.207 ** .526 ***  
 License openness -.084   -.224 **  .095   -.202 **  
 Role diversity -.118   .031    -.009   .022    
 Knowledge diversity .455 *** -.142    .115   -.189    
Two-way interactions           
 Network connectivity × License openness .195 ** -.162 *  .129 ** -.153 *  
 Network connectivity × Role diversity .227 ** .221    -.062   .217    
 Network connectivity × Knowledge diversity -.197 * -.183    -.113   -.237    
 License openness × Role diversity -.206   .079    -.019   .090    
 License openness × Knowledge diversity .050   .065    -.085   .054    
Three-way interactions           
 Network connectivity × License openness × Role diversity .089 * .261 ***  .089 * .255 ***  
 Network connectivity × License openness × Knowledge diversity -.135 ** -.203 **  -.115 ** -.151 *  
Controls           
 Project size .749 *** 1.971 ***  .708 *** 1.906 ***  
 Project age .010   -.050    .078   -.026    
 Project status .612 *** 1.004 ***  .291 *** .975 ***  
 Project audience-end users .404 ** .695 ***  .228 ** .658 ***  
 Project audience-developers .035   -.287 *  -.112   -.289 *  
 Project audience-system administrators -.300 ** .171    -.180 ** .196    
 Project audience-advanced users .072   .195    -.035   .172    
 Project audience-engineers .257 ** -.137    .162 * -.119    
               *p < .05. **p < .01. ***p < .001. 
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Table 3.10 Robustness Check for Entropy Measures 
   Different Measures 
   Role Entropy Diversity  Knowledge Entropy Diversity 
 
 
 Model 11 
Development 
Activity 
Model 12 
Project 
Effectiveness 
 Model 13 
Development 
Activity 
Model 14 
Project 
Effectiveness  
  
Intercept  2.274 *** 6.024 ***  2.277 *** 6.021 *** 
Main effects           
 Network connectivity  -.391 *** .504 ***  -.409 ** .548 *** 
 License openness  -.016   -.225 **  -.057   -.206 ** 
 Role diversity  .007   .139    -.170   .010   
 Knowledge diversity  .507 *** -.108    .525 *** -.196   
Two-way interactions           
 Network connectivity × License openness  .184 ** -.179 *  .195 ** -.159   
 Network connectivity × Role diversity  .288 * .213    .269 * .240   
 Network connectivity × Knowledge diversity  -.188 * -.240    -.228 * -.090   
 License openness × Role diversity  -.237   .062    -.178   .102   
 License openness × Knowledge diversity  .007   .023    -.010   .054   
Three-way interactions           
 Network connectivity × License openness × Role diversity  .164 * .264 ***  .128 * .273 *** 
 Network connectivity × License openness × Knowledge diversity  -.127 * -.158 *  -.141 * -.155 * 
Controls           
 Project size  .767 *** 1.876 ***  .821 *** 1.964 *** 
 Project age  -.055   -.037    -.066   -.016   
 Project status  .691 *** .996 ***  .707 *** .985 *** 
 Project audience-end users  .455 *** .683 ***  .468 *** .691 *** 
 Project audience-developers  .033   -.254 *  .008   -.306 ** 
 Project audience-system administrators  -.408 *** .216    -.395 *** .208   
 Project audience-advanced users  .030   .146    .035   .190   
 Project audience-engineers  .258 *** -.135    .272 *** -.115   
             *p < .05. **p < .01. ***p < .001. 
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Figure 3.1 Opportunity-Motivation-Ability Framework 
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CHAPTER 4 
ESSAY THREE: DO SOCIAL MEDIA ACTIVITIES INCREASE 
NEW PRODUCT SALES? THE EXPLORATION OF FACEBOOK 
EFFECT IN THE AUTOMOTIVE INDUSTRY 
           Social media has emerged over the past several years to redefine the digital media 
landscape and, in the process, has fundamentally changed the way firms interact with 
their customers and disseminate marketing messages. Brands are increasingly interested 
in social media marketing to establish a social presence and engaging with their 
consumers, helping shape their customers’ experiences, and even leveraging their voices 
for greater marketing impacts. Underscoring the importance of social media marketing, 
the overwhelming majority (94%) of brand marketers are employing social media for 
marketing purposes and feverishly working to get consumers to engage (Stelzner 2012).  
           But with their investment and commitment to social media marketing, firms do not 
know whether their efforts with constant social media activities have been paid off and 
lead to new product sales. For the past three years running, this question has been number 
one for brand marketers wanting to know (Social Media Marketing Survey 2012).  For 
example, Audi constantly posts new content, holds special events and social media 
campaigns, and has engaged more than 3 million fans on Facebook. But so far Audi does 
not have any numbers to prove that all this engagement has resulted in selling more cars. 
Doug Clark, Audi of America's general manager for social media and customer 
engagement, concedes, "Can I say that a fan is more likely to buy an Audi? No." 
           So far, the recent literature in social media marketing focuses on user-generated 
content, which are characterized with various kinds of online media content that are 
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produced by consumers, including online reviews (Liu 2006), blogging (Nardi et al. 
2004), electronic word-of-mouth (Trusov et al.  2009), online chatter (Tirunillai and 
Tellis 2012), and social buzz (Stephen and Galak 2012). Such strong emphasis of user-
generated content from the consumer side overlooks the fundamental drivers of user-
generated content from the firm side and how a firm’s active engagement in social media 
as well as the traditional marketing tool of advertising can influence social interactions. 
As exclaimed in Godes et al. (2005), “despite of the importance of social interactions, 
little research has been done on how firms may potentially use and impact them.” (p.421)  
           To echo the recall, I investigate this issue by addressing two research questions in 
this study: (i) how do a firm’s social media activities increase new product sales? And (2) 
how do social media activities interact with the traditional marketing tool of advertising 
to increase new product sales? I focus on two major social media activities: posting and 
participation activities. Posting refers to the behavior that a firm initiates to constantly 
post messages on its official social media websites, e.g. Facebook, to engage consumers. 
Participation refers to the behavior that a firm participating in discussion with consumers. 
I concentrate on the two social media activities because these two are strategic actions 
that a firm can purposefully manage and control to influence consumer interactions in 
social media. And as a result, they ultimately can lead to better business performance. 
           The core tenet is that social media activities influence new product sales through 
consumer engagement in terms of consumer-to-brand (C2B) and consumer-to-consumer 
(C2C) engagement. Here, C2B engagement is considered as the intensity of a consumer’s 
participation and connection with a brand’s offerings and activities initiated by the firm; 
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while C2C engagement as the intensity of a consumer’s participation and connections 
initiated by other customers.  
           Empirically, I rely on a unique dataset compiled from multiple sources, a firm’s 
social media activities and consumer engagement from Facebook API, advertising 
expenditure from Kantar Media Intelligence, and new product sales from Automotive 
Data Center over the twelve months from January to December 2011 in the context of 
automotive industry.  
           The results suggest that (i) consumer engagement plays the mediating effect 
between social media activities and new product sales. It suggests that simply relying on 
social media as information display platform is not effective for new product sales, unless 
it can engage consumers into the discussion. Specifically, posting activity help both C2B 
and C2C engagement, but a firm’s participation in C2B comments increases C2B 
engagement, while participating in C2C comments hurts C2C engagement; (ii) in 
addition, advertising plays opposite effects on C2B and C2C engagement. In particular, 
advertising complement social media activities to enhance C2C engagement, but 
substitute the effects of social media activities on C2B engagement; (iii) C2C and C2B as 
the two dimensions of consumer engagement enhance each other to increase new product 
sales.  
           I believe the study contributes to social media marketing literature in three ways. 
First, to my best knowledge, this is one of first studies taking a strategic perspective to 
examine a firm’s own social media activities on new product sales. Second, I differentiate 
two kinds of consumer engagement in social media, C2B and C2C engagement. Such 
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distinction captures the different initiating sources of social interactions and provides 
both theoretical and managerial implications. C2B engagement reflects self-brand 
connections while C2C engagement captures the interaction among consumers, which 
monitor and enhance the effects of C2B engagement. Third, social media activities and 
advertising are the two major tools that brand marketers can use to influence consumer 
engagement. I found advertising moderates the effects of social media activities on 
customer engagement. 
           The rest of the paper is organized as follows. I discuss the research background on 
social media activities and consumer engagement. After I propose the hypotheses, I 
describe the empirical context and measurements, and then detail the results. Finally, I 
present theoretical and managerial implications, as well as further research directions.  
4.1  Research and Theoretical Background 
4.1.1 Social Media Activities 
           On social media platforms such as Facebook, a firm generally conducts two 
interrelated activities: posting new messages and participating in discussion with 
consumers.  Posting behavior captures the actions that a firm posts on its social media 
platform. These contents may include announcement of new products, market 
information, promotion, and corporate news in various forms of links, statuses, pictures, 
videos, and music. It represents the fundamental use of social media platform. 
           Participating behavior, in contrast, describe the behavior that a firm engages in 
responding to consumers’ responses and comments. For example, after a firm announces 
a new product on Facebook, its consumers may express interests, ask questions, and share 
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their usage experience. A firm, in this regard, can choose to actively engage in the 
discussions with high participating activities or just keep silent while letting consumers 
taking control of the process.   
4.1.2 Customer Engagement  
           Although consumer engagement is an important measure marketing practice, 
especially in social media marketing, academic understanding of consumer engagement 
as a separate construct is limited. MSI Research Priorities (2010-2012) emphasizes the 
development of conceptual frameworks for understanding customer experience and 
behavior in an increasingly complex landscape of social interactions. I define consumer 
engagement as the intensity of an individual’s participation and connection with a firm’s 
offerings and activities initiated by either the firm or customers. In other words, I 
consider customer engagement to be customers’ behavioral manifestation toward a brand 
or firm beyond purchase, which results from motivational drivers including: word-of-
mouth activity, recommendations, social interactions, blogging, writing reviews, and so 
forth.  
           Many firms see customer engagement as a route for creating, building, and 
enhancing customer-firm relationships and ultimately improving business performance.  
It is suggested that within interactive, dynamic business environment, consumer 
engagement represents a strategic imperative for generating business performance, 
including sales growth (Neff 2007), superior competitive advantage (Sedley 2006), and 
profitability (Voyles 2007). The rationale underlying in these assertions is that engaged 
customers play a key role in viral marketing activity by providing referrals and 
recommendations for specific products, services or brands. Engaged customers can also 
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play an important role in new product/service development (Hoyer et al. 2010, 
Kothandaraman and Wilson 2001, Nambisan and Nambisan 2008) and in co-creating 
experience and value (Brakus et al. 2009, Prahalad and Ramaswamy 2004).  
           Following the literature (Kozinets et al. 2010, Libai et al. 2010), I differentiate two 
forms of consumer engagement: C2B and C2C engagement. I define C2B engagement as 
the intensity of an individual’s participation and connections with a brand’s offerings and 
activities initiated by the firm; while C2C engagement as the intensity of an individual’s 
participation and connections initiated by other customers. After a brand initiates a 
conversion by posting new messages, consumers respond with their advocacy or negative 
experience to show their dissatisfaction. Meanwhile, consumers who are deeply engaged 
with a brand may disagree or agree with other consumers’ opinions toward a brand.  
Figure 4.4 displays an example of C2B and C2C engagement of Mercedes-Benzes on 
Facebook. Consumers’ comments to Mercedes-Benzes through responding to its posts 
are considered as C2B engagement while the communications among consumers are 
considered as C2C engagement as manifested in behaviors of commenting and word-of-
mouth. C2B and C2C engagement does not only exist on social media networks, such as 
Facebook, Twitter, and Youtube, but also other customer-centered business environment. 
For example, Amazon.com establishes the C2B and C2C mechanisms to enhance the 
interactions among consumers by allowing a consumer to comment other consumers’ 
comments (Figure 4.3). Similarly, MyStarbucksIdeas.com creates similar mechanisms to 
empower C2B and C2C communications. After consumers submit their suggestions or 
ideas (C2B), other consumers can vote, comment, and decide which ideas to be 
implemented by Starbucks (C2C) (Figure 4.5).  
 97 
 
           Such distinction between C2B and C2C engagement has both empirical and 
theoretical implications (Figure 4.1). First, C2B and C2C engagement are raised by 
different message sources. C2B are considered as brand-generated engagement while 
C2C as consumer-generated engagement. The latter is perceived to be more reliable, 
credible, and trustworthy (Martin and Clark 1996; Muniz and Schau 2007).  
Second, even though both C2B and C2C are communications about a brand, the literature 
has suggested that consumers exhibit different motives to involve in C2B and C2C 
engagement.  For C2B engagement, consumers participate in to strengthen their 
relationship with the brand. It may involve sharing their experiences with other 
consumers, demonstrating their affiliation and attachment to the brand, helping building 
the brand community, and providing feedbacks to the company such as product 
experience. Indeed, in some cases, consumers post negative messages on social media 
sites as a way of C2B engagement; I maintain that such negative C2B activities also 
reflect such strong attachment toward the brand. Doorn et al. (2010) suggest that engaged 
consumers are more likely to express their complaint if they have strong prior 
relationship with the brand than non-engaged consumers, and reflect their intention to 
help the brand. On the other side, C2C engagement is motivated by the need for social 
interactions among friends (Libai et al. 2010). In a social media platform such as 
Facebook, when consumers post their comments about a brand, their connected friends 
are able to see them, and comment on those comments, initiating the process of C2C 
engagement. Such a process is driven by their need to share information among friends 
and more importantly to stay “connected” among them. 
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           Third, C2B engagement brings different utilities to consumers engaged in C2B 
and C2C communication (Balasubramanian and Mahajan 2001). C2B communications 
create focus-related utility that consumers receive when adding value to the community 
through their contributions, while C2C engagement creates approval utility that is 
concerned with a consumer’s satisfaction that comes “when other constituents consume 
and approve of the constituent’s own contributions” (Balasubramanian and Mahajan 
2001,p.126).  
           Given their differences, I argue that a firm’s posting and participation activities 
will differentially affect them, and advertising expenditure moderate such effects.  
4.2 Hypotheses 
4.2.1 B2C Social Media Activities on C2B and C2C Engagement 
           In order for consumers to engage both as C2C or C2B, a firm has to initiate the 
process through postings such as new product announcement, market information, 
promotion, and corporate news, which serve as the prerequisite for customer engagement.  
Therefore, all else being equal, I expect that a firm’s social media postings have positive 
effect on C2B and C2C engagements.  
           However, the effects of participation behavior, participation in C2B and C2C 
communications are more complex. With regard to participation in C2B communication, 
a firm can post follow-up messages or respond to consumers’ concerns or questions.  In 
such a sequence of discussions, participation strengthens the C2B engagements.  For one, 
active participation signals that the firm emphasize the importance of consumer feedback 
(Duncan and Moriarty 2008), which likely spurs interest among consumers to share their 
comments in the social media platform. For the other, by participating in the dialog with 
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consumers on the social media, the communications between the brand and consumers 
are more interactive, which also motivate consumers to engage into C2B engagement 
(Kozinets et al. 2010).  
For C2C engagement, firm participation likely has an opposite effect for several 
reasons. First, C2C engagements are initiated by the consumers, and occur among 
connected consumers. Participation by the firm tends to be perceived as intrusive, hurting 
their motivations to engage in C2C communications. Second, as discussed above, 
consumers are engaged into C2C interaction, partly to fulfill the psychological needs to 
“staying connected” with friends. The discussions among them about a brand through 
C2C helps to fulfill such needs of belongings to a group or “circle”, while participation 
by the firm infuse the “commercial” sense into the discussion and thus likely is 
detrimental to their sense of belongings to a group. For example, when consumers share 
their comments on social media platform about their opinions of a brand, they want such 
opinions to be perceived by their friends as genuine, and without the influence of the firm 
(Muniz and Schau 2007). In summary, I expect that:  
Hypothesis 1: A firm’s social media platform postings have positive effects on (a) 
C2B engagement, and (b) C2C engagement.  
 
Hypothesis 2: (a) Participation in C2B communications enhances C2B engagement, 
while (b) participation in C2C communications decreases C2C engagement.  
 
4.2.2 Moderating Effects of Advertising 
Social media activities and advertising represent two critical aspects of a firm’s 
marketing effort. However, we still know little about their interrelationships: does 
advertising help or hurt the effectiveness of a firm’s social media activities? For example, 
P&G cuts marketing budget by $10 billion to focus on digital. It is using technology to 
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shift the spending from more traditional advertising and television to digital and social 
media marketing.  On the other side, GM, the third-largest advertiser in the U.S., 
questioned about the effectiveness of social media marketing and criticized the social 
network for failing to deliver results three days before Facebook’s initial public offering.   
The debate between traditional advertising and social media marketing has been a 
great interest to firms. Different from social media activities, advertising does not engage 
consumers directly with the brand or among themselves like social media marketing does, 
but provide product and brand-related information to the consumers, as well as build 
brand awareness and influence consumer’s preferences in the marketplace (Tirunillai and 
Tellis 2012). For C2B engagement, as discussed, it is driven by consumer’s motivation to 
maintain a strong brand community in social media platform. On one side, it is 
reasonable to assume that with tremendous advertising expenditure generate brand 
awareness, consumers’ motivation to maintain an active brand community is likely to be 
high, and thus postings and participation are likely to generate higher response from 
consumers in terms of C2B engagement. However, on the other side, given high 
advertising expenditure, consumers have more alternative ways to find out product or 
brand information through newspaper, TV, and other traditional channels, and therefore 
less likely to find postings and participation informative any more. In other words, their 
sensitivity toward posting and firm’s C2B participations drops. In fact, many firms treat 
social media as an alternative way as compared with traditional advertising.  Therefore, I 
propose the following alternative hypotheses:  
H3: Advertising negatively moderate the effectiveness of social media activities on 
C2B engagement such that the higher the advertising expenditures, (a) the higher the 
effect of (a) posting and (b) participation on C2B engagement.  
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However, when it comes to C2C, it is different. Advertising increases the popularity 
of the brand and generates social buzz among consumers. For example, Tirunillai and 
Tellis (2012) find that a firm’s advertising activities have a direct positive effect on its 
social buzz. The literature has suggested that C2C interaction intensifies when it comes to 
the topics that they are all familiar with (Chan and Li 2010). Therefore, a posting is more 
likely to generate C2C interactions with high advertising expenditure. 
For firm participation in C2C, it hurts C2C engagement because it is considered 
interruptive to C2C communications and is detrimental to the establishment of “social 
interactions”. Given high familiarity and trust with the brand through advertising 
communications, such negative effect is likely to be minimized. When consumers have a 
high awareness with a certain brand and trust it, the participation of the firm into C2C 
discussion is less likely to be considered as interrupting the interactions among 
consumers. Therefore, I expect that:  
H4: Advertising positively moderate the effectiveness of social media activities on 
C2C engagement such that (a) the higher the advertising expenditures, the higher the 
positive effect of postings on C2C engagement, while (b) the higher the negative effect of 
participation on C2C engagement.  
4.2.3 C2B and C2C Engagement on New Product Sales 
Finally, I expect that C2B and C2C increase new product sales both independently 
and jointly. The effectiveness of media depends on its influence and persuasiveness. In an 
indirect manner, C2B and C2C engagement increase the popularity of the brand through 
social network connections, and therefore reach more potential consumers, create social 
buzz, and increase its influence in social media platforms. Among which a certain portion 
is likely to convert into actual new product sales. Second, in a direct manner, engaged 
customers play a key role in viral marketing activity by providing referrals and 
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recommendations for specific products, services or brands, leading to strong 
persuasiveness to increase new product sales.  
I also expect that C2B and C2C jointly affect product sales. In fact, C2B and C2C 
engagement represent two dimensions of customer engagements that C2B engagement 
represents how broad consumers are engaged with a brand; more customers engaging 
with a brand indicate the wide awareness among consumers. C2C engagement 
demonstrates the depth of their engagements. For example, a high level of C2C 
interactions related to a certain brand suggests that a deep interests in the brand. The 
combination of both quantity and quality of consumer engagement leads to higher sales. 
In addition, as discussed, C2C engagement monitors and verifies C2B engagement, 
which brings approval utilities and enhances the effectiveness of C2B engagement on 
new product sales.  
Here, I also expect a full mediation of consumer engagement. Although a firm can 
only use social media platform as an information channel, without relying on consumers 
to participate, its effectiveness depends greatly on the engagement of consumers to 
influence and persuade other consumers through connected networks.  A brand with high 
consumer engagement in C2B and C2C generates a “social buzz” in the social media 
platform, where more people will pay attentions to the information shown by the brand.  
It is hard to imagine a brand with no or little consumer engagement can achieve a high 
level of influence and persuasiveness that are necessary for its effectiveness on new 
product sales.  
H5: (a) C2B engagement, (b) C2C engagement, and (c) their interactions increase 
new product sales, which mediate the effects between social media activities and new 
product sales.  
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4.3  Methodology 
4.3.1 Research Context  
           I examine a firm’s social media activities on Facebook, which is the largest and 
most used social network website used by worldwide active users (a 2009 compete.com 
study).  According to New York Times, as of May 2012, Facebook has over 900 million 
active users. Facebook is a huge social network that it allows its users to communicate, 
connect, and engage with each other, both directly and through various applications and 
features. Whenever users update their status, it appears in the news feeds on their friends’ 
home pages. Their friends can comment about users’ status updates or post a message to 
their timelines as well.  
           Because of such connectivity and interactivity, Facebook is changing the way 
firms and consumers interact on the web and offers firms a great opportunity to engage 
consumers, making consumers’ experience much more open and social. According to the 
2011 Social Media Survey, 94% of companies are using Facebook to collaborate with 
consumers on product development, new product announcement, service enhancement, 
and promotion. For the 44 automotive brands that I include in the study, all of them have 
Facebook pages to promote their own brands and connect with customers.  
           I select the automobile industry as the research context because of its economic 
importance and increasing reliance on social media marketing to engage customers. 
Indeed, the automotive industry is one of the most important industries in the United 
States.  Its business represents more than 3% of the U.S. gross domestic sales (J.D. Power 
and Associates [JDPA]) and accounts for one of seven jobs in the U.S. domestics 
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economy (Tardiff 1998). However, because of the economic recession, the auto sales 
have been declining in the last five years. Automotive firms increasingly use social media 
marketing to gain and maintain customer relationships in a tough market. Unlike daily 
grocery shopping, car buying usually is a deliberated and long-term decision process, 
which is affected by advocacy of family, friends and others. Information on social media 
networks helps consumers determine which brands and models to consider. Furthermore, 
consumers who consider themselves loyal to a brand are more engaged social media 
users and are more likely to advocate on a brand than are “non-loyalists”. The result is 
that social media is a powerful tool that automotive firms use to engage consumers, 
identify loyalists, and maximize advocacy of loyalists. 
4.3.2 Data collection and Measurement  
           New Product Sales. The data come from four major sources. Auto sales data are 
obtained from Autonews Data Center, which record monthly sales number for both 
domestic and imported brands in the US market since 2007. I collected monthly auto 
sales numbers from January 2011 to February 2012 for the 44 automotive brands in the 
sample. I use a two-month window to create time lags between new product sales and 
other variables to eliminate the potential of reverse causality between them (Boulding and 
Staelin 1995). Also, the two-month window for the new product sales enables us to 
minimize possible biases due to short-term fluctuations and reflect that car buying is a 
deliberated decision process.  
           Social Media Activities and Consumer Engagement. The data span a one-year 
period of social media activities and consumer engagement from January to December 
2011 for the 44 major car brands presenting about 98% of the U.S. car market. Social 
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media and consumer engagement data were collected from Facebook Application 
Programming Interface (API), an interface that Facebook enables controlled interaction 
between its internal data information and other developers to build applications through it. 
Facebook API stores the historical information about a post message, what it is, when it 
is posted, and comments associated with each post.  
           Posting, as one of a firm’s social media activities, are measured as the number of 
messages that a firm post on its official Facebook webpage in a month, while 
participation activities are measured as the number of messages that a firm follow-up or 
respond to consumers’ comments.  To capture with the theoretical arguments, I 
distinguish weather a firm’s participation activities are classified as C2B or C2C.  
           Correspondingly, C2B engagement is measured as the number of comments that 
consumers respond directly to a firm’s posts in a given time. C2C engagement is 
measured as the number of comments that consumers respond to other consumers’ 
comments during that time period.  
            Advertising Expenditure. Advertising expenditure data are collected from Kantar 
Media Intelligence, which reports top level advertising expenditure across the traditional 
channels, including television (network, cable, spot, Spanish-language network, 
syndicated), radio (network, national spot, local), magazines (consumer, business-to-
business, local, Sunday, Spanish-language), newspapers (national, local, Spanish-
language), and Outdoor.  I measure advertising as a brand’s overall monthly dollars 
spending across the above seventeen media channels from January to December 2011.   
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           Control Variables, I also control for month, brand prestige, posting consistency, 
post types, the number of page likes, positive and negative percentage of consumer 
comments, and social media activities in Tweeter and Youtube.  Month is used to control 
for seasonality of the social media activities and consumer engagement. Brand prestige is 
a 1 to 5 Likert-scale to represent a brand’s prestige level classified by automotive 
industry experts. 1 represents value brands, 2 for premium entry level brands, 3 for 
premium brands, 4 for luxury brands, and 5 for ultra-luxury brands. Brand prestige not 
only determines the new product sales number but also differentiate its market segment 
and how its consumers engage with the brand. Posting consistency measures whether a 
firm consistently posts messages at a given time interval, which is operationalized the 
variance of time lags between posts. Post types are used to control to message types 
either as a swf, video, link, status, music, question, or photo. I observe that video and 
photos tend to more easily engagement consumer. I also control for average Facebook 
page likes in 2011. As the number of page likes is not available from Facebook API, I 
was unable to obtain the daily number of page likes for a Facebook page. However, a 
brand with a larger consumer base may have more Facebook page likes and is easier to 
engage consumers.  I use the average number of Facebook page likes in 2011 from an 
automotive industry report to control for such variation. Following prior research, I 
controlled for the valence of comments, percentage of positive and negative comments 
through sentiment analysis. Last but not least, there may be cross-platform effects from 
other social media platforms, such as Tweeter and Youtube. Among the 44 automotive 
brands, 41 have official Twitter and Youtube profiles. I followed similar procedures to 
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collect the number of tweets that a brand tweets in Tweeter and number of videos that it 
uploads to Youtube as control variables.  
4.3.3 Model Estimation 
           After matching the data from multiple sources, the final data set consisted of 404 
observations.  One of the key issues in the estimation is to model the endogeneity among 
social media activities, consumer engagement, and new product sales. First, as discussed, 
C2B engagement and C2C engagement may affect each other. Thus, in Equation (1) and 
(2), I include the current month of C2C and C2B engagement to model the potential 
endogeneity of C2C and C2B engagement on each other respectively.  Second, 
participation not only a marketing decision variable for a brand, but it may also be 
influenced by C2B engagement and C2C engagement. As consumers are more engaged 
in the social media conversations, a brand is also more likely to respond to their 
comments. Additionally, such responsiveness may also be influenced by the valence of 
their conversations. So in Equation (4) I include C2B engagement, C2C engagement, and 
percentage of positive and negative comments to account for their effects on participation.   
(1) C2BEngagementt = α1 + β1,1Postst + β1,2C2BParticipationt + β1,3Advertisingt + 
β1,4Advertisingt×Posts+ β1,5Advertisingt×C2BParticipation + 
β1,6C2CEngagementt + β1,7C2BEngagementt-1 + β1,8 Month + 
β1,9BrandPrestige + β1,10PostingConsistencyt+ β1,11Linkt + β1,12SWFt + 
β1,13Photot + β1,14Videot + β1,15Statust + β1,16Questiont + β1,17PageLikest + 
β1,18 TWTweetst + β1,19YTVideost + ε1 
 
(2) C2CEngagementt = α2 + β2,1Postst + β2,2C2CParticipationt + β2,3Advertisingt + 
β2,4Advertisingt×Posts+ β2,5Advertisingt×C2CParticipation + 
β2,6C2BEngagementt + β2,7C2CEngagementt-1 + β2,8 Month + 
β2,9BrandPrestige + β2,10PostingConsistencyt+ β2,11Linkt + β2,12SWFt + 
β2,13Photot + β2,14Videot + β2,15Statust + β2,16Questiont + β2,17PageLikest + 
β2,18TWTweetst + β2,19YTVideost + ε2 
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(3) Salest+2 = α3 + β3,1C2BEngagementt + β3,2C2CEngagementt + 
β3,3(C2BEngagementt × C2CEngagementt) + β3,4Salest-1 + β3,5Advertisingt + 
β3,6 Month + β3,7BrandPretige + β3,8PageLikest + β3,9Negativet + β3,10Positivet 
+ ε3 
 
(4) RepliesC2Bt = α4 + β4,1C2BEngagementt + β4,2Repliest-1 + β4,3Month + 
β4,4BrandPrestige + β4,5PageLikest + β4,6Negativet + β4,7Positivet + ε4 
 
(5) RepliesC2Ct = α4 + β4,1C2CEngagementt + β4,2Repliest-1 + β4,3Month + 
β4,4BrandPrestige + β4,5PageLikest + β4,6Negativet + β4,7Positivet + ε4 
 
           I adopt the Simultaneous Equation Modeling (SEM) for the empirical 
investigation. SEM is suitable for the analysis because it treats endogenous variables 
simultaneously determining each other through an equilibrium of model. SEM allows us 
to address the interdependence and reciprocal causality among social media activities, 
consumer engagement, and new product sales.  
          I use the three-stage least squares (3SLS) method introduced by Zellner and Theil 
(1962) to estimate the system of equations. It combines two-stage least squares (2SLS) 
with seemingly unrelated regressions (SUR). The 3SLS method, which goes one step 
further by using the 2SLS estimated moment matrix of the structural disturbances to 
estimate all coefficients of the entire system simultaneously.  The method has full-
information characteristics that the estimation of the coefficients of any identifiable 
equation gains in efficiency as soon as there are other equations that are over-identified.  
Further, the method can take account of restrictions on parameters in different structural 
equations.  
(6) 
' -1 -1 ' -1
3
ˆ ˆ ˆ ˆ=[ ( ) ] ( )SLS t tX I X X I Y      
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Z is the matrix for predetermined variables; Xi is the exploratory variable matrix for the 
i
th
 equation. The element of estimated ˆ is given by 
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4.4  Results 
4.4.1 Hypotheses Testing 
           Following previous discussion, I use stepwise analysis to test the systems of 
equations.  Model 1-5 are the system of equations on C2B engagement, C2C engagement, 
new product sales, C2B participation, and C2C participation. Model 1 and Model 2 
investigate the main effects of posts and participation on C2B engagement and C2C 
engagement accordingly. Model 3 examines the main and joint effects of the two types of 
consumer engagement on new product sales. Model 4 and 5 is to model the potential 
endogeneity of C2B and C2C engagement on participation.  
             The statistics in model 1 and 2 show that posts positively affect C2B engagement 
(β=17.538, p<.001) and C2C engagement (β=.107, p<.05), supporting H1a and H1b. For 
participation, as I predict, C2B participation enhance C2B engagement (β=13.169, p<.001) 
but C2C participation hurt C2C engagement (β=-1.852, p<.001). Both H2a and H2b are 
supported. In model 3, both C2B (β=3.749, p<.05) and C2C engagement (β=311.151, 
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p<.05) display strong positive effects on new product sales, suggesting that consumer 
engagement indeed lead to more sales, in support of H5a and H5b.  
Model 6-10 are the system of equations testing whether social media activities have 
direct effects on new product sales.  I add posts and participation into Model 8 on new 
product sales while keep the left four equations unchanged. The statistics show that posts 
(β=11.352, n.s.) and participation (β=156.585, n.s.) have no significant effects on new 
product sales. In addition, even though the model fit for model 8 improve a little 
(∆R2=.006, n.s.), the model fits for the other four equations Model 6 (∆R2=.000, n.s.), model 7 
(∆R2=-.001, n.s.), model 9 (∆R2=.000, n.s.) and model 10 (∆R2=-.002, n.s.) do not 
significantly improve or even drop off. Therefore, I consider social media activities do 
not have direct effects on new product sales. In the next step, I removed social media 
activities from Model 8.  
           In Model 11-15, I add advertising into the system and test how advertising 
moderate the relationships of social media activities on consumer engagement and the 
interaction effects between C2B and C2C engagement on new product sales. In Model 11 
on C2B engagement, advertising negatively moderate the effects of posts (β=-.045, p<.05) 
but such effect is not significant on participation (β=-.013, n.s.). Therefore, H3a is 
supported but H3b is not. For C2C engagement in Model 12, advertising positively 
moderate the effects of posts (β=.002, p<.001) but not those of participation (β=.002, n.s.).  
Similarly, H4a is supported but H4b is not. In model 13, the joint interaction effects 
between C2B and C2C engagement on new product sales are also supported (β=.407, 
p<.05). H5C is supported. 
 111 
 
4.4.2 Post-hoc Analysis 
           In addition to examine behavioral manifestation of consumer engagement 
(comments), I also examine consumers’ affective attitude toward a brand’s social media 
activities and other consumers’ comments, e.g. likes. Facebook provides mechanisms for 
consumers to express C2B likes, their likes to a specific post, or C2C likes, their likes to 
other consumers’ comments.  I found that neither C2B likes, C2C likes, nor their 
interactions have significant effects on new product sales.  
4.5  Discussion 
           Traditionally, firm and customer interactions focused on two direct relationships, 
B2C and C2B.  Social media not only intensifies these existing relationships but also 
creates and empowers the C2C interactions among consumers. I propose a framework 
that represents of three modes of firm-consumers communication (B2C, C2B, and C2C) 
in social media and investigate how a firm’s social media activities affect C2B and C2C 
engagement. More importantly, I also probe the interplay between social media activities 
and traditional advertising on consumer engagement.  
           The findings tell that a firm’s initiation of posts is always good for C2B and C2C 
engagement. Posts stimulate more direct discussion with the brand and among consumers 
about the brand. However, a firm needs to be more careful with their participation in C2B 
and C2C engagement. I found that a firm’s participation in C2B discussion increase C2B 
engagement but hurt C2C engagement because consumers feel their interactions are 
intruded by the brand’s jumping into the discussion.  
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              The interesting findings between the interplay of social media activities and 
advertising show that traditional advertising display different effects on C2B and C2C 
engagement. Advertising substitutes posting activities on C2B engagement but 
complements those on C2C engagement. As C2B engagement is directly interactions 
between consumers and brand, advertising acts as a competing channel for consumers to 
get to know the product, service and brand information from the firm. However, it 
increases the popularity of the brand, generates the social buzz among consumers, and 
thus intensifies the C2C engagement.  
           In terms of new product sales, this study found that C2B and C2C, as the two 
dimensions of consumer engagement, jointly increase new product sales. 
4.5.1 Theoretical Implications 
           I believe this study contributes to social media marketing literature in three ways. 
First, this study is among the first attempts to understand how a firm’s own social media 
activities can affect consumer engagement in social media platforms. Existing research in 
social media marketing focuses on the effects of user-generated content on performance 
measures (Stephen and Galak 2012, Tirunillai and Tellis 2012), which ignore how a 
firm’s social media initiatives drive social interactions. I consider a firm’s two activities, 
posting and participating. By collecting longitudinal social media activity data from 
Facebook API, I am able to empirically examine direct effects.  
           In addition, existing social media research does not directly examine new product 
sales. Instead they either use proxy such as new customer acquisition from online word-
of-mouth on (Trusov et al. 2009), microlending loan from earned social buzz (Stephen 
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and Galak 2012), stock market performance from online chatter (Tirunillai and Tellis, 
2012) or sales of experience goods such as movie (e.g. Liu 2006). New product sales as 
an important dimension of performance metrics for manufacturers have more relevant 
business implications to marketing managers.  
           Second, I differentiate two kinds of consumer engagement in social media, C2B 
and C2C engagement. Such distinction provides both theoretical and managerial 
implications that C2B engagement reflects self-brand connections while C2C 
engagement captures the interaction among consumers, which monitor and enhance the 
effects of C2B engagement.  
           Third, social media activities and advertising are the two major tools that brand 
marketers can use to influence consumer engagement. I also probe the interdependent 
relationships between advertising and social media activities on new product sales. I 
found advertising moderate the effects of positing activities on customer engagement and 
exert different effects on C2B and C2C engagement, but I did not find empirical support 
for the effects of advertising and participation on C2B and C2C engagement .  
4.5.2 Managerial Implications 
           This study provides empirical guidance for marketing managers. Marketing 
managers should also pay attentions to C2B and C2C engagement as two forms of 
consumer engagement. For example, in Figure 4.7, Ferrari has high C2B engagement but 
low C2C engagement. On the other side, Chevrolet has high C2C engagement but 
relatively low C2B engagement. In spite that both C2B and C2B engagement involves 
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discussions about the brand, consumers have different motives to engagement in these 
two kinds of engagement and thus they have different mechanisms with advertising.   
           The findings empirically confirm the value of social media activities and suggest 
that initiation of post messages has an affirmative effect to stimulate both C2B and C2C 
consumer engagement. But marketing managers need to be more careful with their 
participation in discussion with consumers, who feel empowered to express their opinions 
and interact with other consumers in social media platforms. A firm’s participation in 
C2C discussion may let consumers feel their “private” interactions are interrupted and 
become less engaged.  
           Marketing managers should also consider the intertwined effects between 
advertising and social media activities on consumer engagement and realize that 
advertising may have an indirect effect on C2B and C2C engagement. High advertising 
expenditure may compete with social media activities for C2B engagement but can 
enhance C2C engagement.  
           Finally, marketing managers should realize that to optimally increase business 
performance on new product sales, they should strive to stimulate both C2B and C2C 
engagement like Ford is doing (Figure 4.7).  
4.6  Limitations and Future Research 
           The conclusions that I draw from the analyses are limited in three ways. First, 
despite gathering data from three dominant social media platforms, Facebook, Youtube, 
and Twitter, I only examine social media activities and consumer engagement on 
Facebook while controlling a firm’s social media activities in Twitter and Youtube. 
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Facebook, Twitter, and Youtube each exhibit different mechanisms and characteristics to 
connect and engage consumers, which make it difficult to combine the social media 
activities from three platforms together. Second, the results apply to the single 
automotive industry. I make no claims of generalizability, and encourage future research 
to examine similar research questions in different contexts, especially with low 
involvement purchase in consumer-packaged goods. Third, I did not build the valence of 
consumer engagement into the theoretical framework but only control for such effect. 
Future research could look at how valence moderates the impacts of consumer 
engagement on sales.  
           An important direction for future research is to more deeply examine the 
theoretical mechanisms underpinning the findings. More work is needed to fully 
understand when, how, and why social media activities and advertising affect C2B and 
C2C consumer engagement and how C2B and C2C engagement affect sales. A final 
direction for future research is to examine the “liking” effect on Facebook. I found that 
page likes, C2B likes and C2C likes have no effects on new product sales. A related and 
interesting research opportunity for future research is to better understand what drives a 
consumer likes a brand, post, and other consumers’ comments and why likes have 
nothing to do with sales.  
           To conclude, the findings point out that how a firm can use social media activities 
(posting and participation) and advertising to jointly affect consumer engagement, and 
new product sale. 
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Table 4.1 Measures, Operationalization, and Data Source 
Measure  Variable Endogeneity Operationalization Data Source 
Sales  Salesi,t Endogenous The number of a brand i new car sales in a given time t Automotive 
data center  
C2B Engagement  C2BEngagementi,t Endogenous  Number of comments that consumers respond a brand’s 
messages in a given time t 
Facebook API 
C2C Engagement  C2CEngagementi,t Endogenous Number of comments that consumers respond to other 
consumers’ messages in a given time t 
Facebook API 
Posts Postsi,t Exogenous  Number of messages that a brand i posts in its wall page 
in a given time t 
Facebook API 
Participation Participationi,t Exogenous Number of participation that a brand i responds to 
consumers’ messages in a given time t 
Facebook API 
Advertising Adversitingi,t Exogenous The overall advertising expenditure across 18 media in a 
given time t  
Kantar Media 
Intelligence   
Brand Prestige  BrandPrestigei  Exogenous 1-5 Likert scale of a brand i’s prestige status classified by 
automotive industry experts.  
Digital IQ 
Index 2011 
Posting Consistency  PostingConsistencyi,,t Exogenous Variance of a brand i’s posting day lag between posts in 
a given time t 
Facebook API 
Post Type – swf  Swfi,t Exogenous Percentage of a brand i’s messages is classified as swf in 
a given time t  
Facebook API 
Post Type – video Videoi,t Exogenous Percentage of a brand i’s messages is classified as video 
in a given time t 
Facebook API 
Post Type – link  Linki,t Exogenous Percentage of a brand i’s messages is classified as link in 
a given time t 
Facebook API 
Post Type – status  Statusi,t Exogenous Percentage of a brand i’s messages is classified as status 
in a given time t 
Facebook API 
Post Type – music  Musici,t Exogenous Percentage of a brand i’s messages is classified as music 
in a given time t 
Facebook API 
Post Type – question  Questioni,t Exogenous Percentage of a brand i’s messages is classified as 
question in a given time t 
Facebook API 
Post Type – photo Photoi,t Exogenous Percentage of a brand i’s messages is classified as photo 
in a given time t 
Facebook API 
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Table 4.1 Measures, Operationalization, and Data Source (Continued) 
Page Likes PageLikesi Exogenous The average number of people who likes a brand i’s 
Facebook page in 2011  
Digital IQ 
Index 2011 
Positive Percentage Positivei,t Exogenous Percentage of  positive comments for a brand i’s in a 
given time t 
Facebook API 
Negative Percentage Negativei,t Exogenous Percentage of  negative comments for a brand i’s in a 
given time t 
Facebook API 
Tweets on Twitter  TWTweetsi,t Exogenous The number of tweets that a brand i sends out from its 
official Twitter account in a given time t 
Twitter API 
Videos on YouTube YTVideosi,t Exogenous The number of videos that a brand i uploads to its official 
YouTube channel in a given time t 
Youtube API 
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Table 4.2 Descriptive Statistics and Correlations 
Variable Mean SD 1 2 3 4 5 6 7 8 9 10 
1. Sales 25315.320 3963.640 1.000          
2. Posts 26.597 17.198 .212 1.000         
3. Participation 4.099 7.004 .016 .268 1.000        
4. C2B 632.909 553.898 .268 .347 .091 1.000       
5. C2C 6.964 7.923 .322 .362 .261 .299 1.000      
6. Advertising 18.092 2.433 .408 .212 .046 .257 .271 1.000     
7. BrandPrestige 2.689 1.489 -.497 -.006 -.084 .060 -.267 -.448 1.000    
8. PostingConsistency .051 .156 -.144 -.398 -.126 -.324 -.240 -.192 .066 1.000   
9. Link .384 .231 .164 .065 -.017 .067 .089 .151 -.071 .038 1.000  
1. Swf .013 .044 .196 -.064 -.069 -.031 -.021 .130 -.147 -.077 .029 1.000 
11. Photo .266 .214 -.275 -.042 .021 -.012 -.162 -.233 .197 .048 -.680 -.167 
12. Video .053 .121 -.059 -.179 -.055 -.112 -.094 -.098 -.044 .045 -.268 -.102 
13. Status .001 .017 -.050 .108 .013 .127 .025 -.046 .023 -.032 -.035 -.027 
14. Question .017 .041 .005 .035 -.004 .012 .024 -.004 .026 -.062 -.070 .028 
15. Music .000 .005 -.010 .099 -.026 .139 -.007 -.018 .072 -.024 .056 -.016 
16. PageLikes 88.919 158.035 -.060 .202 -.174 .436 .125 -.080 .270 -.102 -.105 .027 
17. Negative .082 .034 .319 -.037 -.053 -.022 .215 .288 -.431 -.011 .183 .068 
18. Positive .433 .083 .054 -.182 .129 -.288 .074 .093 -.164 .168 .112 -.004 
19. TWTweets 53.111 51.225 .259 .254 .079 .279 .229 .346 -.106 -.290 -.080 .098 
20. YTVideos 12.747 48.406 .248 .041 .012 .056 .070 .307 -.111 -.070 -.035 -.016 
     Note: r < .093 or r < -.093 are significant at the .05 level.  
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Table 4.2 Descriptive Statistics and Correlations (Continued) 
Variable Mean SD 11 12 13 14 15 16 17 18 19 20 
1. Sales 25315.320 3963.640           
2. Posts 26.597 17.198           
3. Participation 4.099 7.004           
4. C2B 632.909 553.898           
5. C2C 6.964 7.923           
6. Advertising 18.092 2.433           
7. BrandPrestige 2.689 1.489           
8. PostingConsistency .051 .156           
9. Link .384 .231           
10. Swf .013 .044           
11. Photo .266 .214 1.000          
12. Video .053 .121 .054 1.000         
13. Status .001 .017 .041 .026 1.000        
14. Question .017 .041 .026 -.118 .061 1.000       
15. Music .000 .005 -.031 -.023 -.005 -.018 1.000      
16. PageLikes 88.919 158.035 .129 .213 -.045 -.055 .179 1.000     
17. Negative .082 .034 -.290 .033 .007 -.029 -.041 -.264 1.000    
18. Positive .433 .083 -.108 -.079 -.014 -.032 -.085 -.358 .072 1.000   
19. TWTweets 53.111 51.225 .093 -.179 .057 .124 -.046 .034 -.027 -.027 1.000  
20. YTVideos 12.747 48.406 -.056 .154 -.013 .084 .011 .021 .004 -.005 .078 1.000 
 Note: r < .093 or r < -.093 are significant at the .05 level.  
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Table 4.3 Results on C2B Engagement 
  Model 1  Model 6  Model 11 
  Coef. S.E. Sig.  Coef. S.E. Sig.  Coef. S.E. Sig. 
Intercept -178.025 59.758 **  -179.605 58.708 **  -144.872 60.544 * 
Direct Effects of B2C           
 Posts 17.538 1.138 ***  17.144 1.038 ***  17.332 1.170 *** 
 reply 13.169 3.204 ***  10.002 2.267 ***  12.254 3.402 *** 
Moderating Effect of Advertising           
 Advertising         1.364 .716  
 Advertising×Posts         -.045 .020 * 
 Advertising×Participation         -.013 .142  
State Dependence             
 C2Bt-1 .364 .030 ***  .354 .029 ***  .373 .031 *** 
Controls            
 C2C 6.314 2.701 *  6.734 2.587 **  5.631 2.693 * 
 Month .491 3.747   .442 3.658   -2.045 3.812  
 BrandPrestige 10.770 8.732   10.018 8.551   9.965 10.570  
 PostingConsistency 505.372 278.411   507.408 274.037   487.094 282.072  
 Link 88.959 72.008   89.700 70.876   79.364 72.174  
 Swf -35.189 263.471   -51.477 259.329   -115.709 251.981  
 Photo 67.161 77.281   70.806 76.050   112.530 81.043  
 Video 27.402 99.477   19.980 97.751   -19.159 100.185  
 Status 807.602 566.941   781.263 557.824   833.394 542.789  
 Question -364.918 341.780   -344.322 335.570   -557.378 357.573  
 PageLikes .578 .094 ***  .627 .089 ***  .549 .095 *** 
 TWTweets .759 .235 ***  .731 .231 **  .557 .244 * 
 YTVideos .002 .202   .018 .198   -.093 .208  
Model Fits            
 RMSE 210.118    210.020    182.585   
 R
2
 .848    .848    .880   
 Chi2 2778.460  ***  2778.400  ***  2962.370  *** 
 ∆R2     .000    .032  *** 
                             p<.001 ***, p<.01 **, p<.05   
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Table 4.4 Results on C2C Engagement 
 Model 2  Model 7  Model 12 
 Coef. S.E. Sig.  Coef. S.E. Sig.  Coef. S.E. Sig. 
Intercept  5.119 1.347 ***  5.142 1.278 ***  4.364 1.378 ** 
Direct Effects of B2C           
 Posts  .107 .047 *  .101 .041 *  .111 .051 * 
 Participation  -1.852 .162 ***  -1.506 .094 ***  -1.764 .182 *** 
Moderating Effects of Advertising           
 Advertising         .015 .017  
 Advertising×Posts         .002 .000 *** 
 Advertising×Participation         .002 .003  
State Dependence            
 C2Ct-1 .078 .039 *  .107 .036 *  .011 .040  
Controls             
 C2B .010 .002 ***  .008 .002 ***  .009 .002 *** 
 Month -.165 .085   -.157 .081   -.120 .087  
 BrandPrestige -.380 .201 *  -.491 .188 **  -.069 .246  
 PostingConsistency 1.518 6.188   1.605 5.862   -2.303 6.389  
 Link -2.131 1.589   -2.028 1.506   -2.482 1.620  
 Swf 3.020 5.891   .934 5.510   2.935 5.721  
 Photo -4.678 1.690 **  -4.229 1.599 **  -5.578 1.864 ** 
 Video 2.344 2.167   2.344 2.052   2.007 2.237  
 Status -14.919 12.467   -14.567 11.809   -6.871 12.338  
 Question -.308 7.474   -.375 7.083   2.581 8.061  
 PageLikes -.014 .003 ***  -.013 .002 ***  -.012 .003 *** 
 TWTweets .004 .005   .005 .005   .004 .006  
 YTVideos -.008 .004   -.007 .004   -.008 .005  
Model Fits            
 RMSE 5.500    5.506    4.933   
 R
2
 .561    .560    .647   
 Chi2 483.650  ***  485.540  ***  706.880  *** 
 ∆R2     -.001    .086  *** 
                              p<.001 ***, p<.01 **, p<.05 
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Table 4.5 Results on New Product Sales 
 Model 3  Model 8  Model 13 
 Coef. S.E. Sig.  Coef. S.E. Sig.  Coef. S.E. Sig. 
Intercept  1625.856 4635.499   2154.883 4792.918   11241.930 4561.152 * 
Consumer Engagement            
 C2B 3.749 1.666 *  3.706 1.604 *  3.437 1.595 * 
 C2C 311.151 146.121 *  385.981 171.404 *  363.838 150.094 * 
 C2B×C2C         .407 .181 * 
Direct Effect of B2C            
 posts     11.352 95.589      
 reply     156.585 109.393      
State Dependence             
 Salest-1 .970 0.018 ***  0.972 0.025 ***  0.731 0.027 *** 
Controls            
 Advertising         343.958 38.759 *** 
 Month -61.729 153.685   -103.031 159.451   -169.096 148.199  
 BrandPrestige -994.938 412.436 *  -982.575 429.136 *  -1562.461 456.753 *** 
 PageLikes -5.513 4.355   -4.919 4.911   -2.989 4.462  
 Negative  -11562.180 16498.370   -7073.236 18200.480   -10086.460 16246.930  
 Positive  9248.086 8462.847   7341.335 8433.333   2538.350 8352.910  
Model Fit            
 RMSE 9622.556    9155.401    7993.320   
 R
2
 .941    .947    .959   
 Chi2 6919.250  ***  6778.980  ***  9931.940  *** 
 ∆R2     .006    .018  *** 
                p<.001 ***, p<.01 **, p<.05 * 
 123 
 
 
Table 4.6 Results on C2B Participation 
 Model 4  Model 9  Model 14 
 Coef. S.E. Sig.  Coef. S.E. Sig.  Coef. S.E. Sig. 
Intercept  1.511 1.120   1.464 1.133   1.714 1.238  
Consumer Engagement             
 C2B .002 .000 ***  .002 .000 ***  .002 .001 ** 
State Dependence             
 Repliest-1 .618 .040 ***  .627 .040 ***  .621 .042 *** 
Controls            
 Month -.011 .071   -.013 .071   -.003 .078  
 BrandPrestige .062 .171   .066 .171   .116 .211  
 PageLikes -.002 .002   -.002 .002   -.002 .002  
 Negative -11.132 7.356   -10.448 7.505   -14.515 8.204  
 Positive -.027 .779   -.056 .787   -.084 .898  
Mode Fits             
 RMSE 4.396    4.397    4.342   
 R
2
 .406    .406    .413   
 Chi2 284.960  ***  309.680  ***  317.310  *** 
 ∆R2     .000    .007   
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Table 4.7 Results on C2C Participation 
 Model 5  Model 10  Model 15 
 Coef. S.E. Sig.  Coef. S.E. Sig.  Coef. S.E. Sig. 
Intercept  .073 .488   -.094 .479   .001 .533  
Consumer Engagement             
 C2C .173 .022 ***  .222 .021 ***  .201 .022 *** 
State Dependence            
 Repliest-1 .279 .045 ***  .272 .044 ***  .292 .047 *** 
Controls            
 Month .008 .043   .010 .042   .006 .048  
 BrandPrestige -.044 .105   .022 .102   -.101 .129  
 PageLikes -.001 .001   -.001 .001    .001 .001  
 Negative -.747 .718   -.922 .712   -.696 .817  
 Positive .426 .461   .295 .451   .611 .539  
Model Fit            
 RMSE 2.679    2.683    2.607   
 R
2
 .395    .393    .398   
 Chi2 168.880  ***  238.530  ***  194.620  *** 
 ∆R2     -.002    .003   
                          p<.001 ***, p<.01 **, p<.05 * 
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Figure 4.1 Social Media Communication Modes 
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Figure 4.2 Social Media and Advertising Framework 
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Figure 4.3 C2B and C2C Communications on Amazon.com 
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Figure 4.4 C2B and C2C Communications on Facebook 
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Figure 4.5 C2B and C2C Communications on MyStarbucksIdeas.com 
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Figure 4.6 Plot of Social Media Activities 
 
 
 
 
 
 
 
 
 
 
 131 
 
 
Figure 4.7 Plot of Consumer Engagement 
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CHAPTER 5 
CONCLUSIONS 
The objective of my dissertation is to examine how marketing managers can 
utilize the inflow and outflow of knowledge/communication to improve project and firm 
performance metrics under the open innovation paradigm. The dissertation shows the 
applicability of the NPD and consumer engagement perspectives to a range of strategic 
issues, such as management of network and knowledge assets in community-based NPD, 
management of inflow and outflow openness under team diversity, and utilization of 
social media marketing and traditional marketing such as advertising to increase new 
product sales.  I theorize the fundamental implications of open innovation on these 
various strategic issues, and empirically test my hypotheses in the context of OSS 
development and social media communication on Facebook. Table 5.1 summarizes the 
research questions, key findings and contributions of three essays.  
Essay one starts from the two basic premises of open innovation success, the 
external knowledge and ideas critical to the success of innovation activities residing in 
the community network, and absorptive capacity to connect external knowledge with 
internal knowledge to transform knowledge assets into innovation outcomes. Then I 
propose to integrate social network theory and absorptive capacity corresponding to the 
above two premises to understand how network and knowledge assets can jointly 
contribute open innovation success. I further decompose network and knowledge assets 
into breadth and depth dimensions and illustrate that a contingent perspective to 
recognize the synergies and trade-offs between network and knowledge assets.  
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This essay focuses on the inflow knowledge management in open innovation and 
has important implications for NPD managers. It shows whereas network depth–
knowledge breadth or network breadth–knowledge depth combinations are optimal for 
open innovation success, network breath–knowledge breath or network depth–knowledge 
depth configurations of network and knowledge assets are suboptimal. It suggests the 
necessity of taking an integrative approach to consider the four contingencies involved in 
a firm’s use of internal knowledge and external network.  
In the second essay, I examine both the inflow and outflow of knowledge and 
propose an integrative theoretical model connecting inflow openness from external 
network connections, outflow openness from OSS license type, and team diversity of 
functional roles and knowledge. It studies the configuration of inflow and outflow 
openness in community-based NPD - connecting open innovation, NPD, and absorptive 
capacity literature. I suggest that just having a wide array of connections from inflow 
openness does not guarantee development success; it only provides opportunities to 
access external knowledge. OSS development teams must also keep outflow open to 
motivate developers and internal team composition “to recognize the value of new, 
external knowledge, assimilate it, and apply it to commercial ends” (Cohen and Levinthal 
1990, p. 128).  
           The findings of essay two suggest that the impact of network connectivity on OSS 
performance depends on (1) the dimension of OSS performance (project effectiveness vs. 
development activity), and (2) the alignment between license openness and team structure. 
Specifically, to improve development activity, the OSS team should strive for a more 
open license agreement, together with team with diversified roles but overlapping 
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knowledge across different developers. In contrast, to improve project effectiveness, the 
team should create a more restrictive license, together with team structure featuring 
similar roles, but diversified knowledge across different developers.   
Essay three studies social media activities in social media, a popular context of 
open innovation. I examine the interplay of two major marketing tools – traditional 
advertising and social media activities - on consumer engagement. I deconstruct 
consumer engagement into C2B and C2C and suggest that traditional advertising play 
different mechanisms to enhance or reduce the effectiveness of social media activities on 
consumer engagement.  
One interesting finding is advertising negatively moderate the relationship 
between social media activities on C2B engagement but positively moderate such 
relationship on C2C engagement. One possible explanation for this finding is that both 
advertising and social media activities are targeted for direct connections between a brand 
and consumers. They compete for consumers’ attentions and involvement of C2B 
engagement. However, C2C engagement is involvement with a brand through 
interactions with other consumers. The effectiveness of social media activities on C2C 
engagement is strengthened if consumers are familiar with the brand.  In addition, C2C 
engagement verify, approve, and monitor C2B engagement, thereby jointly increase new 
product sales.  
With the first essay, I integrate the two theoretical perspectives of social network 
theory and absorptive capacity for our enhance understanding of knowledge integration 
with network position, contributing to innovation literature that tends to examine the two 
theories separately. By identifying the types and attributes of knowledge and network 
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assets involved in open innovation-based NPD, I am able to study the contingency effects 
of network breadth/depth and knowledge breadth/depth, improving explanations and 
predictions of the empirical question in inquiry.  
Bu applying the opportunity-motivation-ability framework, essay two extends the 
existing social network study by emphasizing that  just having a wide array of 
connections does not guarantee development success; it only provides opportunities to 
access external knowledge. OSS development teams must also possess the motivation 
and ability “to recognize the value of new, external knowledge, assimilate it, and apply it 
to commercial ends” (Cohen and Levinthal 1990, p. 128).  The study provides important 
managerial implications in terms to how to choose license types and structure the 
development team in role diversity and knowledge diversity to facilitate the effects of 
network connectivity on project performance.  It is among the first empirical efforts to 
integrate various research streams on social network, motivation, and team structure.  
In the third essay, I contribute to the social media marketing literature and provide 
guidance to marketing managers. First, it answers the recall whether social media 
activities paid off to increase new product sales. The answer is confirmed through a 
longitudinal study of social media activities in Facebook. Second, it found that consumer 
engagement plays an important mediating role between social media activities. Third, 
with a deconstructed view of consumer engagement into C2B and C2C engagement, it 
found that the C2C engagement enhance C2B engagement on new product sales. This 
study is complementary to existing studies on user-generated content that mostly focus on 
the consumer side.  
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As a whole, this dissertation makes broad contributions to the evolving science of 
inflow and outflow knowledge/communication management in two different open 
innovation contexts, OSS and social media. First, it empirically tests three important 
questions in the marketing field (configuration of network and knowledge assets, 
leverage of network connections, and management of traditional advertising and social 
media marketing), which map onto the three phenomena studied (knowledge integration 
in open innovation, open innovation openness in community-based NPD, and return on 
social media investment). Second, it shows the utility of studying both the valuation 
creation in NPD (essay one and two) and value commercialization through social media 
communication (essay three) in open innovation.  
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Table 5.1 Dissertation Summary: Questions, Findings and Contributions 
 Main Question Main Findings Contributions 
Essay 1 
How should NPD 
projects integrate internal 
knowledge with external 
network assets to 
enhance project 
performance in open 
innovation? 
 Network depth-knowledge bread and 
network breadth-knowledge depth are 
optimal for open innovation success. 
 Network breadth-knowledge breadth and 
network depth-knowledge depth are 
suboptimal.  
 Accumulating more network and knowledge 
assets is not necessary better. Network or 
knowledge assets are contingent on each 
other.  
 It integrates the two separate literatures on social 
network and absorptive capacity, suggesting that 
simply accumulating network or knowledge assets 
does not increase project performance.  
 Breadth and depth dimensions of network and 
knowledge assets are contingent on each other to 
increase project performance. 
Essay 2 
What is the joint effect of 
inflow knowledge 
openness and outflow 
knowledge openness on 
project effectiveness and 
development speed under 
low and high team 
diversity? 
 To improve development activity, OSS team 
should strive for a more open license 
agreement, together with diversified roles 
but overlapping knowledge.  
 To improve project effectiveness, OSS team 
should adopt a more restrictive license, 
together with similar roles but diversified 
knowledge.  
 It reconciles the mixed findings of network 
connectivity on project performance.  
 It integrates the main stream of OSS literature on 
social network, voluntary motivation, and team 
structure by adopting the opportunity-motivation-
ability framework.  
 
Essay 3 
How firms can leverage 
traditional advertising 
and social media 
activities to engage 
consumers and increase 
new product sales? 
 Social media activities do no directly affect 
new product sales but through a mediating 
effects of consumer engagement.  
 Advertising negatively moderate the effects 
of social media activities on C2B 
engagement, but positively moderate those 
on C2C engagement. 
 C2B and C2C engagement jointly increase 
new product sales.  
 It is among the first studies to examine how a 
firm’s own social media activities affect new 
product sales. 
 It considers the interplay between the two 
marketing tools of traditional advertising and 
social media activities.  
 It differentiates consumer engagement to C2B and 
C2C to capture the characteristics of social media 
communication. 
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