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a b s t r a c t
For a graph G that models a facility or a multiprocessor network, detection devices can be
placed at the vertices so as to identify the location of an intruder such as a thief or saboteur
or a faulty processor. Open neighborhood locating–dominating sets are of interest when
the intruder/fault at a vertex precludes its detection at that location. The parameter OLD(G)
denotes the minimum cardinality of a vertex set S ⊆ V (G) such that for each vertex v in
V (G) its open neighborhood N(v) has a unique non-empty intersection with S. For a tree
Tn of order nwe have ⌈n/2⌉+1 ≤ OLD(Tn) ≤ n−1.We characterize the trees that achieve
these extremal values.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For studies involving safeguard applications for graphical models of facilities or for multiprocessor networks, various
types of protection sets have been studiedwhere the objective is to precisely locate an ‘‘intruder’’ such as a thief, saboteur, or
fire, or a faulty processor. It is generally assumed that a detection device located at a vertex v in a graph G = (V , E)modeling
the system can detect an intruder only if the intruder is at v or a vertex location adjacent to v. The open neighborhood of v
is N(v) = {w ∈ V (G) : vw ∈ E(G)}, and the closed neighborhood of v is N[v] = N(v) ∪ {v}.
Locating sets (for which a protection device can determine the distance to an intruder) were introduced in Slater [15] and
subsequently by Harary and Melter [8] where they were called metric bases. The concepts of locating and dominating were
merged in [17–19]. See also, for example, [3,5,6,13,20,21]. When a protection device at vertex v can distinguish between
there being an intruder at v or at a vertex in N(v), but which vertex in N(v) cannot be pinpointed, then one is interested
in having a locating–dominating set. When only the presence of an intruder in N[v] can be detected, with no information as
to which vertex in N[v] contains the intruder, one is interested in identifying codes as introduced by Karpovsky et al. [11].
Haynes et al. [9] add the condition that the locating–dominating set or identifying code S not have any isolated vertices. See
also, for example, [1,2,4]. A bibliography of papers concernedwith locating–dominating sets and identifying codes, currently
listing over 170 papers, is maintained by Lobstein [22].
In this paper we consider situations in which an intruder at a location v can prevent the detection device at v from
detecting the fault. That is, a detection device at a vertex v can only determine the presence of an intruder in N(v). The
problem of ‘‘open-locating-dominating sets’’ was introduced by Honkala et al. [10] in the context of coding theory for binary
hypercubes. In general, as in [14], a vertex set S ⊆ V (G) is an open-locating-dominating set, an OLD-set for G, if and only if
for each vertex w ∈ V (G) there is at least one vertex v in S ∩ N(w) (that is, S is an open-dominating set) and for any pair
of distinct vertices w and x we have N(w) ∩ S ≠ N(x) ∩ S. The open-locating-dominating number OLD(G) is the minimum
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Fig. 1. All trees T ∈ ℑ of order n ≤ 9.
cardinality of an OLD-set for G. An OLD-set for G of order OLD(G) will be called an OLD(G)-set. We note that deciding if
OLD(G) ≤ K is an NP-complete decision problem (see [7,14]).
As defined in [14], a collection ℜ = {S1, S2, . . . , St} with Si ⊆ V (G) is distinguishing if for each w ∈ V (G) some Si ∈ ℜ
containsw and for each pair of distinct verticesw and xwe have {Si : w ∈ Si} ≠ {Si : x ∈ Si} (that is, some Si contains exactly
one of w and x). Thus ℜi ⊆ V (G) is an identifying code if ℜ1 = {N[v] : v ∈ S} is distinguishing, a locating–dominating set
if ℜ2 = {N(v) : v ∈ S} ∪ {{v} : v ∈ S} is distinguishing, and an open-locating-dominating set if ℜ3 = {N(v) : v ∈ S} is
distinguishing.
While every graph has a locating–dominating set, if w ≠ x and N[w] = N[x] then G does not have an identifying code.
Likewise, N(w) = N(x) prevents there being an open-locating-dominating set.
Observation 1. A graph G has an open-locating-dominating set if and only if the minimum degree of G satisfies δ(G) ≥ 1 and,
whenever w ≠ x, we have N(w) ≠ N(x).
In a tree T a vertex of degree one is called an endpoint, and each vertex adjacent to an endpoint is called a support
vertex. From Observation 1, if tree T has an OLD(T)-set S, then no support vertex can be adjacent to two endpoints. If no
two endpoints have the same support vertex, then each endpoint v has a unique open neighborhood N(v). In a tree, no two
vertices can have two or more common neighbors.
Observation 2. A tree Tn of order n ≥ 2 has an OLD-set (in particular, V (Tn) is an OLD-set) if and only if no two endpoints have
the same support vertex.
We letℑ denote the family of trees that have OLD-sets. In Figs. 1 and 2we show all of the trees T ∈ ℑ of order n ≤ 10. For
each T its OLD(T )-sets are indicated by darkened vertices. Note that a tree T might have essentially different OLD(T )-sets.
These alternate solutions are shown for n ≤ 9. For n = 10, for example, path P10 has six essentially different OLD(P10)-sets.
Theorem 3 ([14]). Path Pn ∈ ℑ if n = 2 or n ≥ 4, and OLD(P6k) = 4k, OLD(P6k+1) = 4k + 1, OLD(P6k+2) = 4k + 2,
OLD(P6k+3) = 4k+ 3, and OLD(P6k+4) = OLD(P6k+5) = 4k+ 4.
Theorem 4 ([14]). If Tn ∈ ℑ with n ≥ 5, then ⌈n/2⌉ + 1 ≤ OLD(Tn) ≤ n− 1.
In the next section we characterize the trees in ℑ that achieve these extremal values.
2. Extremal trees in ℑ
As noted, in this section we characterize the extremal trees for ⌈n/2⌉ + 1 ≤ OLD(Tn) ≤ n− 1. We assume that any tree
T under consideration satisfies T ∈ ℑ, that is, no two endpoints of T have the same support vertex.
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Fig. 2. All trees T ∈ ℑ of order n = 10.
Fig. 3. OLD(Tn)-sets where OLD(Tn) = n− 1 ≥ 4.
We will say that vertex set S ⊆ V (G) open-distinguishes vertex u if ∅ ≠ N(u) ∩ S ≠ N(x) ∩ S for all x ∈ V (G) − u. In
particular, an OLD-set for Gmust open-distinguish every vertex.
Observation 5. (i) If u is a support vertex of an endpoint v ∈ V (G), then every OLD-set dominates v, so u is in every OLD-set S
of G. (ii) If u, v, w, x is a path in a graph Gwith degrees deg u = deg x = 1 and deg v = 2 (as in Fig. 3) and S is anOLD-set, then
u ∈ S (or else N(v) ∩ S = N(x) ∩ S) as well as support vertices v andw. (iii) If the girth of G satisfies g(G) ≥ 5 (in particular, if
G is a tree) and |N(v) ∩ S| ≥ 2, then S open-distinguishes v.
Theorem 6. For n ≥ 5 there is a unique tree Tn of order n with OLD(Tn) = n− 1. If n = 2k, then Tn is obtained by subdividing
all but one of the edges of the star K1,k, and the OLD(T2k)-set is unique. If n = 2k + 1, then Tn is the subdivision graph of K1,k,
and there are two essentially different OLD(T2k+1)-sets as illustrated in Fig. 3.
Proof. Clearly the trees T in Fig. 3 (of diameter four) satisfy OLD(T ) = |V (T )|−1with theOLD(T )-sets precisely as indicated.
If T ∈ ℑ and diam(T ) ≤ 3, then T must be P2 or P4. If T ∈ ℑ and diam(T ) ≥ 5, let u, v, w, . . . , a, b, c be a diametric path
(necessarily, deg v = deg b = 2). If w is the support vertex of a vertex x, let v1 = x. Otherwise, let v1 = u. Likewise, if an
endpoint d is adjacent to a, let v2 = d, or else let v2 = c. Then V (T ) − {v1, v2} is an OLD-set for T , and so diam(T ) ≥ 5
implies OLD(T ) ≤ |V (T )| − 2. The trees T ∈ ℑ of diameter four are precisely the trees in Fig. 3. 
Corollary 7. Tree T ∈ ℑ of order n satisfies OLD(T ) = n− 1 if and only if diam(T ) = 4.
Note that ⌈5/2⌉ + 1 = OLD(P5) = 5 − 1. As indicated in Fig. 1, for n = 7 and n = 9 more than one tree achieves
OLD(Tn) = ⌈n/2⌉ + 1, but for n = 6 and 8 there is a unique tree achieving OLD(Tn) = n/2+ 1. The unique tree T2k of order
n = 2kwith OLD(T2k) = k+ 1 is shown in Fig. 4 for all k ≠ 2 (Theorem 14).
In what follows we assume that T ∈ ℑ is a tree of order n with OLD(Tn) = ⌈n/2⌉ + 1 and that S is an OLD(Tn)-set. We
let T ∗n be the subtree of Tn obtained by deleting the endpoints of Tn. We call a vertex v ∈ V (T ∗n ) an interior vertex of Tn. Note
that the trees in Fig. 4 are caterpillars, the tree T ∗n is a path which is called the spine of the caterpillar. (See [12,16] for the
definition of the spine or path-centroid of an arbitrary tree or graph.)
Lemma 8. If vertex v ∈ V (Tn) has degree deg v ≥ 3, then v ∈ S.
Proof. Assume that v ∉ S and deg v = d ≥ 3. Let v1, v2, . . . , vd be the vertices adjacent to v and T 1, T 2, . . . , T d be the
components (subtrees) of Tn − v with vi ∈ V (T i), and let ni = |V (T i)|. Note that n = n1 + n2 + · · · + nd + 1. Because v ∉ S,
each Si = S ∩ V (T i) is an OLD-set for T i.
S.J. Seo, P.J. Slater / Discrete Applied Mathematics 159 (2011) 484–489 487
Fig. 4. The unique tree T2k of order n = 2k ≠ 4 with OLD(T2k) = k+ 1 = ⌈n/2⌉ + 1.
Then,
OLD(Tn) ≥ (⌈n1/2⌉ + 1)+ · · · + (⌈nd/2⌉ + 1)
≥ (n1 + n2 + · · · + nd)/2+ d
= (n− 1)/2+ d
≥ n/2− 1/2+ 3
≥ n/2+ 5/2
≥ ⌈n/2⌉ + 2,
which is a contradiction. 
Lemma 9. Assume that deg v = 2 with open neighborhood N(v) = {v1, v2} and ni = |V (T i)| where tree T i is the component
of Tn − v containing vi. If n1 or n2 is odd, then v ∈ S. If n1 and n2 are even and v ∉ S, then v1 and v2 are in S.
Proof. Assume that v ∉ S and without loss of generality (WLOG) that n1 is odd. Again each Si = S ∩ V (T i) is an OLD-set for
T i. Then OLD(Tn) ≥ (⌈n1/2⌉ + 1)+ (⌈n2/2⌉ + 1) ≥ (n1 + 1)/2+ 1+ ⌈n2/2⌉ + 1 ≥ ⌈(n1 + n2 + 1)/2⌉ + 2 = ⌈n/2⌉ + 2, a
contradiction.
Assume that both n1 and n2 are even and v ∉ S. Since S dominates, S ∩ {v1, v2} ≠ ∅. Assume WLOG that v2 ∉ S. Now
S1 = S ∩ V (T 1) is an OLD-set for T 1 ∪ {v}, and S2 = S ∩ V (T 2) is an OLD-set for T 2.
Then,
OLD(Tn) = |S|
= |S1| + |S2|
≥ ⌈(n1 + 1)/2⌉ + 1+ ⌈n2/2⌉ + 1
= n1/2+ 2+ n2/2+ 1
= ⌈(n1 + n2 + 1)/2⌉ + 2,
which is a contradiction. 
From Lemmas 8 and 9 we have the following.
Proposition 10. If there is an interior vertex v of Tn with v ∉ S, then deg v = 2, each component of Tn−v has even cardinality,
and the two neighbors of v are in S. In particular, if n is even then every interior vertex is in S.
Lemma 11. If n = 2k ≥ 6 with OLD(Tn)-set S of order |S| = n/2+ 1 = k+ 1, then no endpoint of Tn is in S.
Proof. Assume that deg v = 1, v has support vertexw, and v ∈ S. Because every interior vertex is in S and no two endpoints
have the same support vertex, T2k would have exactly k interior vertices each with a distinct endpoint adjacent to it. Let x
be an endpoint of tree T ∗n of order k ≥ 2 with x ≠ w. Let N(x) ∩ V (T ∗n ) = {t}, where t = w is possible, and let y be the
endpoint of Tn adjacent to t . But then N(y) ∩ S = {t} = N(x) ∩ S, a contradiction. 
Corollary 12. If OLD(T2k) = k+1 ≥ 4, then T2k has a uniqueOLD(T2k)-set S consisting of the k+1 interior vertices, and exactly
two of the interior vertices are not adjacent to any of the k− 1 endpoints.






Fig. 5. OLD(T2k+1) = k+ 2. Each T i is a (possibly empty) comb.
Lemma 13. If OLD(T2k) = k+ 1 ≥ 4, then T ∗2k is a path on k+ 1 vertices.
Proof. If x is an endpoint of T ∗2k with support vertex t ∈ V (T ∗2k), then t cannot be the support vertex in T2k of an endpoint
y of T2k or else (as in the proof of Lemma 11), N(y) ∩ S = {t} = N(x) ∩ S, a contradiction. Also, no two endpoints x1 and
x2 of T ∗2k can have a common neighbor t or else N(x1) ∩ S = {t} = N(x2) ∩ S, a contradiction. Now if T ∗2k has a vertex of
degree at least three, then T ∗2k would have three endpoints with distinct support vertices that are not support vertices in T2k,
a contradiction because, as noted, there are exactly two vertices in V (T ∗2k) that are not support vertices of T2k. 
Thus we have the following theorem.
Theorem 14. If OLD(T2k) = k+ 1 ≥ 4, then T ∗2k is a path v1, v2, . . . , vk, vk+1 where vi is a support vertex of T2k if and only if
i ∉ {2, k}. The only other tree of even order achieving lower bound OLD(Tn) = n/2+ 1 is P2.
For odd values of nwith OLD(Tn) = ⌈n/2⌉ + 1 one might or might not have all of the interior vertices in an OLD(Tn)-set
S. Note that in Fig. 1 there are three trees of order 9 with OLD-sets of order 6. Two of these have OLD-sets of both types,
while the third has all of its interior vertices in its unique OLD-set S. We first show that at most one interior vertex will not
be in S.
Lemma 15. If OLD(Tn) = ⌈n/2⌉ + 1, then, for OLD(Tn)-set S, at most one interior vertex is not in S.
Proof. Assume that v1 and v2 are distinct interior vertices not in S. By Proposition 10, n is odd and deg v1 = deg v2 = 2.
Let T 1 (respectively, T 2) be the subtree that is the component of Tn − v1 (respectively, Tn − v2) that does not contain
v2 (respectively, v1). Let T 3 be the third component of Tn − v1 − v2. By Proposition 10, |V (T 1)| and |V (T 2)| are even,
and so |V (T 3)| is odd. Let Si = S ∩ V (T i) for 1 ≤ i ≤ 3. Then v1, v2 ∉ S implies that Si is an OLD-set for T i. Now
|S1| ≥ n1/2 + 1, |S2| ≥ n2/2 + 1, and |S3| ≥ (n3 + 1)/2 + 1. Thus, |S| ≥ (n1 + n2 + n3 + 2)/2 + 5/2 = ⌈n/2⌉ + 2,
a contradiction. 
Following from Proposition 10 and Lemma 15, we have the following theorem.
Theorem 16. If OLD(T2k+1) = k + 2 and S is an OLD(T2k+1)-set with interior vertex v ∉ S, then T2k+1 is as in Fig. 5(a)where
trees E1 and E2 are even order trees on n1 and n2 vertices with OLD(E i) = ni/2 + 1, and the neighbors of v are in S.
(See Theorem 14 and Fig. 4.)
It remains to characterize the odd order trees T2k+1 with an OLD(T2k+1)-set S of order k+2 in which every interior vertex
is in S, V (T ∗2k+1) ⊆ S. There are two cases to consider, depending on whether or not S contains an endpoint of T2k+1.
Lemma 17. If OLD(T2k+1) = k+ 2 and S is an OLD(T2k+1)-set with V (T ∗2k+1) ⊆ S, then at most one endpoint of T2k+1 is in S.
Proof. Assume that distinct endpoints v1 and v2 are in S and w1 and w2 are their respective support vertices. Now
V (T2k+1) − S consists of k − 1 endpoints, each of which is adjacent to one of the k − 2 vertices in S − {v1, v2, w1, w2}.
Thus, two endpoints of T2k+1 would have the same support vertex and T2k+1 ∉ ℑ, a contradiction. 
A tree T is called a comb if it is a caterpillar of order 2t in which each of the t vertices of the spine is adjacent to exactly
one endpoint (that is, T is the corona of path Pt ).
Theorem 18. If OLD(T2k+1) = k+2 and S is anOLD(T2k+1)-set containing V (T ∗2k+1) and an endpoint v, then T2k+1 is as in Fig. 5
(b) where T 1 is a possibly empty comb.
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Proof. Let w be the support vertex of v. Note that V (T2k+1) − S consists of k − 1 endpoints of T2k+1 each of which is
adjacent to a different one of the k interior vertices in S − {v,w}. In particular, w and exactly one other interior vertex
z have N[w] ⊆ S and N[z] ⊆ S. It suffices to show that S induces a path v1 = v, v2 = w, v3, . . . , vk+2. (Necessarily,
z = vk+1 by Observation 5(ii).) Note that no two endpoints of T ∗2k+1 can have the same support vertex in T ∗2k+1. Now, if T ∗2k+1
has at least three endpoints, then for w and two other support vertices z1 and z2 we would have N[w] ⊆ S, N[z1] ⊆ S and
N[z2] ⊆ S, a contradiction. 
For the remaining case where OLD(T2k+1) = k + 2 with OLD(T2k+1)-set S, V (T ∗2k+1) ⊆ S and S contains no endpoint of
T2k+1, that is, V (T ∗2k+1) = S.
Theorem 19. OLD(T2k+1) = k+ 2 and S = V (T ∗2k+1) is an OLD(T2k+1)-set if and only if T2k+1 is as in Fig. 5(c), (d) and (e).
Proof. Clearly for each T2k+1 illustrated in Fig. 5 the darkened vertices form an OLD(T2k+1)-set of order k+ 2.
By assumption we have |V (T ∗2k+1)| = k+ 2 = OLD(T2k+1), so there are k− 1 endpoints of T2k+1 adjacent to k− 1 of the
k+ 2 interior vertices. Thus, exactly three interior vertices are not support vertices of T2k+1. By definition, each endpoint of
T ∗2k+1 is a support vertex in T2k+1. If u is a support vertex of endpoint v of T
∗
2k+1 and u is also a support vertex of endpointw
of T2k+1, then N(w) ∩ S = N(v) ∩ S = {u}, a contradiction. That is, no support vertex of T ∗2k+1 is a support vertex in T2k+1.
Also, no two endpoints of T ∗2k+1 have the same support vertex. Consequently, T
∗
2k+1 has at most three endpoints. If T
∗
2k+1 is a
path v1, v2, . . . , vk+1, vk+2, then v2, vk+1 and one other vi with i ∉ {1, k+2} are not support vertices of T2k+1, and T2k+1 is as
in Fig. 5(c). Suppose T ∗2k+1 has a (unique) vertex v of degree three. The branches in T
∗
2k+1 at v are paths, at most one of which
has length one. If v is adjacent to an endpointw of T ∗2k+1, then v and the penultimate vertices on the other two branch paths
at v are the three vertices of T ∗2k+1 that are not support vertices in T2k+1, and T2k+1 is as in Fig. 5(d). If all three branch paths
at v in T ∗2k+1 have length at least two, then the three penultimate vertices on these paths are the three elements of V (T
∗
2k+1)
that are not support vertices of T2k+1, and T2k+1 is as in Fig. 5(e). 
There is a unique tree Tn of even order n = 2k ≠ 4 with OLD(T2k) = k + 1, and its OLD(T2k)-set is unique. For
n = 2k + 1 ≥ 7 there are nonisomorphic trees with OLD-value k + 2. Note, for example, that P5 appears in Fig. 5(a)
with E1 = E2 = P2 and in Fig. 5(b) with T 1 empty, and the OLD(P5)-sets are distinct.
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