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ABSTRACT 
Let K be a nonnegative matrix satisfying a matrix equation of the form A KA* - 
B K B* = M*JM (where A, B, and M are of a special form). We look for representa- 
tions of K of the form K = /,X(y) dl(y) X(y)* where I, is a simple closed 
contour, d1 is a positive matrix valued measure, and the matrix valued function X 
(depending on A, B, and M) defines a space of functions invariant with respect to a 
shift associated to I,,. The method used is that of the fundamental matrix inequality of 
Potapov, suitably adapted to the present framework. 
1. INTRODUCTION 
In the present work we consider a general moment problem which 
includes as a special case the classical moment problem on the disk. As a 
by-product we also obtain results on integral representations for various 
structured matrices. To set the questions considered here in perspective with 
problems in system theory, let us start with a finite dimensional space .Y% of 
C’-valued functions analytic at the origin and invariant under the shift 
operator 
(R,f)( A) = f(h) lf(‘) . 
There exists an observable pair of matrices (C, A) E Crx (m+1) X 
Cm+ ljxcrn+ ‘1 such that J is spanned by the columns {fO,. . . , f,> of 
C(L+ 1 - AA)-‘. Let dp be a @(m+l)X(m+l)-valued finite and positive 
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measure on the unit circle U, let L ‘2” + ‘)(cZp) be the space of measurable 
Cm+‘)-valued functions f such that J,f*<eit> d~<e”“>f<e”“> < ~0, and sup- 
pose that .H c L(;n+‘)(dp). We endow A with the L’,“+“(dp) metric, i.e. 
set 
and suppose that the (m + 1) X (m + 1) matrix P with y entry Pij = [fj,fi] 
is strictly positive. The matrix P is equal to 
P = /,( I - eitA) -*C* d& ei”) C( I - eitA)-l (1.1) 
and thus is a solution of the Stein equation 
P -A*PA = (C* a*)J 2 
( 1 
where 
J=(:’ i) 
and (y = - iLdp(e”) C + Ldp(e”) C(Z - e”‘A)-I. 
When P > 0, it is well known (see e.g. [9]> that one can find matrices 
B E C=(m+l)X 2r and D E Czrxzr such that 
@(A) = D + A 
is J-inner, i.e. 
O(h)JO(A)* <J (=I) 
for every point of analyticity of 0 in D (in 8). Furthermore, 
J - @wJ@w* = 
1 - Aw* 
(:)(I-AA)-‘P-‘(Z-WA)-*(;)*. 
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In particular, the reproducing kernel of J can be written as 
C(Z - AA)-'P-'(Z - WA)-*C* = - %,(w&)* + @10)%(w)* 
1 - Aw* 
When 4 = span(1, A,. . . , A”), this formula reduces to the Christofell- 
Darboux formula. 
For infinite dimensional versions of the preceding analysis, where the 
Stein equation is replaced by an identity introduced (in the line case) by de 
Branges, and for relationships with interpolation theory we refer to [5]. 
The preceding analysis suggests the following questions: 
PROBLEM 1.1. 
(1) Given a matrix P and an R,-invariant space J%, when does there exist 
a measure /.L such that P can be written as (l.l)? 
(2) Describe the set of all measures dp such that (1.1) holds. 
When .&Y = span(1, A,. . . , A”}, this is the classical moment problem. 
Another case of interest corresponds to 
1 
A = span 
1 - Aw,? ’ 
i = O,...,m 
Then with 
(1.1) leads to 
p,, = %(Wi> + 4&j)* 
‘.I 1 - WiWJ? . 
: . 1 
(1.2) 
When w,, = 0, the system of equations (1.2) is equivalent to a Nevanlinna-Pick 
problem for functions with positive real part in D. 
We will study Problem 1.1 in a framework developed in the papers [6-81, 
and which we now briefly review. Also, we will consider row-valued rather 
than column-valued functions. 
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Let Sz be an open connected subset of C, and let a and b be two 
functions analytic in C! and such that the three sets 
fl-= {A E fl; la(A)1 <lb(A)]), (1.3) 
a, = {A E fi; b(A)1 =Ib(A)l} 
are nonempty. The function of two variables p,(A) is said to belong to the 
class D, if it can be written as 
p,( A) = u( A)a( w)* - b( A) b( o)* 
where a and b are as above. The representation (1.4) is essentially unique: if 
p,(A) = c( A)c( w)* - d( A)d( w>* 1s another representation of p,(A) with c, 
d analytic in a, then 
(44 44) = 644 4A))M, (1.5) 
where the 2 X 2 matrix M is 
( ) 
i _y -unitary. 
In general, the sets a+, R_, and 0, are not connected. See [6] for 
various examples. An example of special interest occurs for a(A) = &[ A + 
$A2 + l)] and b(A) = fi[ A - i(A2 + l)]. Then p,(A) = -27ri(A - o*)(l 
- Au*) and 
a+= {ID n C,) u {En C), ,R,/T u R. 
Above we have denoted by T the unit circle, by D the open unit disk, and by 
IE the complement in @ of the closed unit disk. C, denotes the open upper 
half plane, and @_ the open lower half plane. 
The function l/p,(A) is positive (in the sense of reproducing kernels; see 
10, 20) in the set IR,, and thus there is a (uniquely defined) reproducing 
kernel Hilbert space of functions analytic in IR, with reproducing kernel 
l/p,(A). This space will be denoted by Hp. As proved in [7], HP consists of 
the functions f which can be written as f(A) = [l/a(A)l~~fk(b/a)(A)k with 
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fk E @ and llfll~,, = C~lfk12. Th e s p ace H,, is invariant under the operator 
r(a, b, a) defined as 
(f-(dc a)f)(A) = 
4A)f(A) -44fW 
4a)WA) - b(a)4A) (1.6) 
with (Y E a+. 
When 0 = C and a(A) = 1, b(A) = A, then a+= D, the space HP is the 
classical Hardy space H, , and r(a, 6,0> is equal to the left shift operator R,. 
Interpolation problems in the present framework have been studied in [8]. 
Kernels with a denominator of the form (1.4) and related interpolation 
problems were independently introduced by A. A. Nudelman (as he explained 
in his talk at the workshop in operator theory, Sapporo, Japan, in June 19911, 
but we do not have exact references. We also mention that a realization 
theory exists in this framework, and one can define isometric, coisometric, 
and unitary realizations: see [3]. 
In the present framework, the questions set above become: 
PROBLEM 1.2. Let p be in the class D,. Let A = l.s.{fo, . . . , fm} be a 
finite dimensional space of 6’ x r -valued functions analytic on p, and 
r(u, b, a)-invariant for (Y E R,. Finally, let 
nonnegative matrix. Find all (m + 1) X (m + 
fl, such that 
/ f,(A) ‘P.(A)J;.(A)* =KijJ 
no 
K be an (A+ 1) X (4 + 1) 
1) valued positive measures on 
i,j = 0 >a.., m. (1.7) 
At this level of generality and with no further hypothesis on p, it seems 
difficult to say much on this problem. We will say that p satisfies the 
hypothesis (H) if there is a closed simple contour p,, c fin, such that 
(T = h/u maps conformally the interior I+ of I, onto the open unit disk ID. 
By the maximum modulus principle, r+ c R+. Thanks to (1.51, it is readily 
checked that this property depends only on p and not on the particular 
representation (1.4) of p. 
Since r,, is compact, it is easily seen that o is analytic in a neighborhood 
of r,. Moreover, by the Riemann mapping theorem, the map cr establishes a 
one-to-one correspondence between I, and T. Since 1 CT( A)1 = 1 for A on I?, 
and a’(A) does not vanish in p+, there exists a unique point o E r+ such 
that b(w) = 0. Moreover, the argument of o(A) changes monotonically as A 
moves along r,. For these last facts, we refer to Problems 191 and I92 of 
[19]. When u(A) = 1 and b(A) = A, the function p,(A) = 1 - Aw* meets 
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hypothesis (H) with r, = U, the unit circle. Then w = 0. When a(A) 
= \r;;[ A + i( A2 + l)] and b( A3 = \/;;[ A - i(h2 + l)] the hypothesis (H) is 
still met with r, the closed contour consisting of the closed interval [ - 1, l] 
and of the upper half of the unit circle. Then, I’+ is the open upper half disk, 
and o = (i6 - 1)/2. 
Not every function p E D, satisfies hypothesis (H), as seen by taking 
a(A) = 1 and b(A) = A2 for instance. Hypothesis (H) may seem quite 
restrictive, but the examples in Section 5 show that it covers a range of 
interesting applications. We will study a version of the above problem when p 
satisfies (H) and the elements of _,SY are allowed to have poles on ra. 
Equation (1.7) needs to be suitably modified, as we now explain. As the space 
.& is finite dimensional and r(a, b, a) invariant, it is easily seen that M is the 
span of the rows of a matrix function of the form I’(A)e with 
r(A) = [us - b(A)B]-’ (1.8) 
where A and B are in C’” + ‘)’ cm + ‘) and e E Cc” + I)’ r has full rank. 
PROBLEM 1.3. Let A, Z3 E CNxN be matrices such that the pencil 
a(A) A - b( A)B is nonsingular, let A = {A,, . . . , A& be the set of its singular 
points on I?,,, and let e E CNXr (with r < N) be a matrix of full rank. Given 
a CNXN matrix K, find all Crxr -valued measures dp on r,, such that 
K= 
/ 
T(A)edp(y) e*f’(A)* + P, + ..a +Pk, (1.9) 
T,\h 
where I’(A) is defined by (1.8) and where the Pj are nonnegative matrices 
such that 
(Z-ee*)[u(Aj)A-h(~j’)B]q=O, j=l,...,k. (1.10) 
Without loss of generality we can suppose 
e*e = I,. (1.11) 
This amounts to replacing e by Ue, where U is a unitary matrix such that 
Uee* U* = I,. For such a choice of e, 
e”(Z, - ee*) = (Zr - ee*)e = 0. (1.12) 
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Problem I.3 in the operator case with T(A) = (I - AT)-’ was studied in 
[I4]. Our approach to Problem I.3 relies on Potapov’s method of the 
fundamental matrix inequality (FM0 (see [13,16-181; we use in particular a 
theorem of [2]. In that paper, we studied connections of the FM1 method 
with reproducing kernel Hilbert space methods. In the special case where 
I’+= D and p,(A) = 1 - ho*, the study of R,-invariant subspaces of a 
space Z,,fd/~) was done in 4, 5 using reproducing kernel Hilbert space 
methods. 
The outline of the paper is as follows: in Section 2, we give a necessary 
condition for Problem 1.3 to be solvable in terms of a certain matrix 
inequality. This condition is shown to be sufficient in Section 3. The set of all 
solutions to Problem 1.3 is given in Section 4 in terms of a linear fractional 
transformation. Finally, Section 5 is devoted to examples. The notation is 
quite standard and introduced when needed. 
2. FUNDAMENTAL MATRIX INEQUALITY: NECESSITY 
The solutions to the above moment problems will be expressed in terms 
of a matrix inequality for an associated analytic function. We first need to 
characterize functions w which are analytic in I+ and have a nonnegative 
real part there. 
LEMMA 2.1. Let p,(A) = a( A)a( w)* - b( A)b( o>* be in D, and satisfy 
hypothesis (H), and let v be the unique point in r+ such that b(u) = 0. Let 
w be a Cmx”-valuedfunction in r+. Then it has a nonnegative real part in 
r+ if and only if it can be written as 
w(A) = i Imw(v) + i/, 
b(y)44 + a(y)b(A) 
dZ( y) > (2.1) 
0 4~2 A) 
where 
P(Y> A) = b(y)a(A) - a(y)b(A) 
and where dZ is a Cmx m-valued positive measure on r, such that lr, dZ( YL) 
< 00. 
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Moreover, for any function C$J continuous on the Bore1 set 6 E r,,, 
where 
r = %r) 
a 
and where + is the inverse of b/a. 
The proof follows directly from the Riesz-Herglotz representation of 
functions analytic and with nonnegative real part in D (see [ll]). Indeed, u 
maps r+ conformally onto D. Therefore, the function $(a) = w(a-r(z)> is 
analytic and has a positive real part in KD, and can be written as 
Moreover, the measure dk is recovered from C#I by the formula 
The claim then follows from a change of variable. 
Let (Y E To be a point such that det[ a( a) A - b( a> B] # 0, and let h be 
an N X r matrix defined by 
h = [a( - b(cl!)B]*e = r(a)-*e. (2.2) 
In view of (1.81, h*ITa)e = e*e = I,. 
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Let now dp be a Crx ‘-valued positive measure on r,, and let ZQ be the 
@ ,,” “‘-valued function defined by 
(2.3) 
We will sometime write w rather than We, to ease the notation. 
By the preceding lemma, We is analytic and has a nonnegative real part in 
P+. In fact, it is easily seen that, for A in P+, 
To characterize a solution p to Problem I.3 in terms of We we need some 
more preliminary lemmas. 
LEMMA 2.2. Let K be of the form (1.9). Then 
(I - ee*){ AZCA* - BKB*}( Z - ee*) = 0. (2.4) 
Proof. Using (1.9) and the identity 
1 
Ar(A) = - 
a(A) 
z + b(A) -BT(A) 
a(A) 
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[which follows immediately from (1.8)] we obtain 
AKA*-BKB*=L\n 
0 
I+ W) 
* 
-BBT(h) 
4 A) 
-L,*Br(h)edy(,i)e*T(A)*B* 
0 
k 
+ c (AP,A* - SPiB*) 
I=1 
/ 
w4* 
zz --yed/A( A) e*r( A)* B* 
To\* I u( A) I 
+ 
/ ( b( A) z + bW12 pBr(A) edp(A) e* rO\A i 
+ i (AP,A* - BP,B*). (2.5) 
i=l 
It follows from (1.5) that 
(I - ee*)AP, = $f(Z -ee*)BP, (i = l,...,k), 
I 
and since hi E TO (Ia( = Ib(hJl), 
(I - ee*){ AP, A* - BP,B*}( Z - ee*) 
= (Z - ee*) IWN ,a(hi)12 BZ’,B* - BPiB* 
(2.6) 
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Taking into account the last equality, multiplying (2.5) by the matrix I - ee* 
from the left and from the right, and using (1.121, (2.5), we obtain (2.3). n 
LEMMA 2.3. Let K be an N x N matrix with representation (1.91, and 
let w be given by (2.3). Then, for every A in r+, 
i 
K R(h)(ew(A) + v} ’ 
w(A) + w(A)* > 0, * 
Ph( A) ) 
where 
R(A) = {a(A)eh* + (I - ee*)[a(A)A - b(A)B])-’ 
and 
v = [ieh* + (I - ee*)A]ZCh. 
Proof. Let S = $: z:‘, be defined by 
( 1 
VYb 
\ 
b(Y)* 
* h*r(y)e 
MY) 
CP(Y> A) I 
WY) 
CP(Y, A) 
In view of (1.9) and (2.3) we have 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
S,,=K- &> 22- 
s _ w(A) + w(A)* 
1 
- A?* , ;;^riil’,2 h*Pih. 
P*(A) , 2’ 
(2.10) 
14 
We claim that 
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b( *i) 
$2 = W)Ie4*) + 4 - A?* p(A, *) PA* (2.11) 
I) 
Indeed, 
/ 
b(Y) 
= r-,/A cp(Y> A) 
u(r)h*r(r)e+(r) e*r(y)*h, (2.12) 
where 
U(Y) = r(y)e[h*r(y)el-l. (2.13) 
Using (1.12) we have 
[a(y)eh* + (Z - ee*)r(y)-l]r(y)e = a(y)e[h*r(y)e], 
which, in view of (2.7) and (2.12), can be rewritten as 
1 
R(y)e = ---u(Y). 
a(r) 
(2.14) 
We note the following identity: 
b(Y) 1 b(y)a(A) + +)b(A) 1 
cp(Y, A) 
U(Y) = - 
2a( A) V(Y, A) 
u(A) - ----UC A) 
2a( A) 
1 b(y)G9u(y) - a(y)b(A)u(A) 
+- 
a( *) so(Y, A) 
(2.15) 
which can be checked by a direct computation. 
Using (2.13) and (2.14), we obtain 
b(y)a(A)u(y) - a(y)b(A)u(A) 
= u(y)u(A)R(A)[b(y)R(h)-’ - b(A)R(y)-l]R(y)e 
= q(y,h)u(A)A(A)[eh* + (Z-ee*)A]u(y). 
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Substituting the last equality in (2.15) and (2.15) into (2.12), we obtain 
1 1 
SE! = -U( A)w( A) - 
a(*) 
-U( A)h*Hz + R(A) 
24 A) 
x[eh* + (I -ee*)A]ti 
1 
--u(A) c 
b(Ai)a(A) + u(Ai)b(A) h*P,h 
24 A) 
I 
A,Eh cP( Ai I A) 
1 
+ 2u(h) 
-U(A) C h*Pih -R(A)[eh* + (I -ee*)A] C Pi’ 
h,Eh hiSI 
= R(A)ew(A) + R( A)(eh* - +eh* + (Z - ee*)A)Kh 
-R(A) c i( b(Ai)a(A) + u(Ai)b(A) + 1 eh* h,EA 2P(Ai, ‘) 2 i 
+(I - ee*)A Pih 1 
= R(A)[eu;(A) + 01 -R(A) C 
h{EA 
‘P(hi7 ‘) 
eh* + (I - ee*)A 
But, in view of (2.7) and (l.lO), 
R( *) 
i 
b(Ai)u(A) 
9(A,, A) 
eh" + ( I - ee* ) A F’,h 
i 
= p(A: A) R(A)(b(&)R(A)-’ - b( A)( Z - ee*) 
I- 
x[u(Ai)A -b(A,)B])P,h 
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which allows us to show (2.11). Since Pi 2 0, we have 
(2.16) 
Adding (2.9) and (2.16), we obtain, in view of (2.10), (2.10, the inequality 
(2.6). n 
LEMMA 2.4. Let K be of the form (1.4), and let A, B E CNx N, M E 
@NX2r, and J E C2rx2r be matrices okjked by 
A = eh* + (I - ee*) A, B = (I - ee*)B, (2.17) 
M = (e,v>, 
Then 
AKA* - BKB” = M]M*. 
(2.18) 
(2.19) 
Proof. From (2.41, (2.151, 
AKA* - BKB* = eh*KA*(Z - ee*) + (I - ee*)AZChe* + eh*ZChe* 
=ve* +ev* =MJM*. n 
We can now state the main result of this section. 
THEOREM 2.5. A necessary condition for Problem 1.3 to be solvable is 
that the equation (2.19) has a nonnegative solution. 
REMARK 2.6. Using matrices A and B from (2.17), we can rewrite the 
function R(h) from (2.7) as 
R(h) = [@)A - b(h)B]-I. (2.20) 
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We conclude this section with: 
LEMMA 2.7. Let K satisfy (2.17) let R(A) be as in (2.20), and let G(A) 
be the function defined by 
G(A) = [b( A)A* - u( h)B*] -r. (2.21) 
Then for all points z, A of analyticity of G(A) and R(h) 
(2.22) b(z)*G(z)* - a(A)R(h) = pZ(A)G(A)*BR(A), 
p,(A)G(z)*BKB*G(A) = -K - a(z)*G(z)*BK 
- u( A)KB*G( A) 
+ b(A)b(z)*G(z)*MJM*G(A), (2.23) 
u( A) h* R( A) = e* , b( A)G( A)h = e. (2.24) 
Proof. (2.22) follows from (2.20), (2.21). To prove (2.23) we multiply 
(2.19) by b(A)* G(A)* from the left and by b( A)G(A) from the right, and 
taken into account the identity 
b( A)G( A)A = I + u( h)G( A)B, (2.25) 
which follows from (2.21). 
Finally, from (l.ll), (2.7) we obtain e* R-‘(A) = a( A)h*, which is equiva- 
lent to the first equality in (2.24). The second one can be obtained by the 
same way from (2.21). n 
3. THE FUNDAMENTAL MATRIX INEQUALITY: SUFFICIENCY 
In this section we prove the converse of Theorem 2.4. Let 
E(A) = 
Z 
0 
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Multiplying (2.6) by E(A) f rom the right and by E(A)* from the left, we 
obtain the following inequality: 
i 
K 
.9(A)* 
%*I >() 
i C(A) ’ ’ 
A E r+, (3.1) 
where 
9(A) = -KB*G(A) + b(A)R(A){ew(A) +v}e*G(A) (3.2) 
and 
C(A) = G(A)*BKB*G(A) - b(A)G(A)*BR(A){ezu(A) + v)e*G(A) 
- b( A)* G( A)* e{ w( A)* e* + II*} R( A)* B* G( A) 
+ 1 b( A) ["G( A)* e 
w(A) + w(A)* 
Ph( A) 
e*G( A). (3.3) 
Substituting (2.22), (2.23) into (3.3) and taking into account (3.2), we obtain 
1 
C(A) = - 
P*( A) ( 
- K-a(A)*G(.A)*BK-a(A)KB*G(A) 
+ 1 b(A) \'G( A)* MJM* G( A) 
-b(A)[b(A)*G(A)* - a(A)R(A)][ew(A) + u]e*G(A) 
-b(A)*G(A)*e[w(A)*e* +v*] 
x[b(A)G(A) - a(A)*R(A)*] 
+\b(A)[‘G(A)*e[w(A) + w(A)*]e*G(A)} 
= l-{“(“)a(h) + a(*)“=q*)* -w* 
A 
(3.4 
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Introducing the function 
W(A) = u(A)La(A) - $K 
= -a(h)KB*G(h) + a(A)b(A)R(A){ew(A) + o}*G(h) - +K, 
(3.5) 
we conclude from (3.4) that C(A) = [i/p,(A)l[W(A) + W(A)* 1. Substituting 
the last expression together with (3.5) into (3.1), we obtain that 
1 
K 
W(A) + W(A)* “’ 
* 
\ Ph( A) I 
(3.6) 
Since W has a nonnegative real part in r + , it is analytic there. 
LEMMA 3.1. Let W(A) be the function dejhed by (3.51, and let w be a 
point in Cl+ such that b(o) = 0. Then 
W( co) = +zc, (3.7) 
W(A)h = a(A)R(A)(ew(A) + U) - +Kh, AE~,, (3.8) 
h*W(A)h = w(A), A E lY+. (3.9) 
Proof. Multiplying (3.6) by the matrix 
Z 0 
-Z a(A)*Z 
from the left and by its adjoint from the tight, and letting A + o, we obtain 
K W(o) -iK 
W(w)* - +K 0 i 
> 0, 
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which implies (3.7). From (1.11) and (2.15) we have B*e = 0. Using (2.241, 
we obtain from (3.2) 
W(A)h = a(A)b(A)R(A)(ew(h) + o}e*&e - +I&, 
which coincides with (3.8) in view of (1.11). Multiplying (3.8) by h* from the 
left and using (l.ll), (2.8), (2.241, we receive (3.9), which ends the proof of 
the lemma. n 
COROLLARY 3.2. The function w(h) satisfies (2.6) if and only if W(h) 
satisfies (3.6). 
Proof. The necessity part of the lemma 
sufficiency, we multiply (3.6) by the matrix 
was proved above. To prove the 
from the left and by its adjoint from the right, and obtain, on account of (3.8), 
(3.9), the inequality (2.6). n 
Let now W(A) be a solution of (2.61, and let W(A) be defined by (3.5). By 
Lemma 3.1 
W( 0) = $K, w(w) = +h*Kh. (3.10) 
Therefore Im W(o) = Im w(o) = 0, and according to Lemma 1.2 
w(A) = i/r b(Y)@) + 4Y)WA) 
0 CP(Y, A) 
W(A) = ;/, 
b(Y)dA) + 4Y)b(A) 
0 CP(Y, A) 
WY)> (3.11) 
dZ(r)> (3.12) 
where r(y) and C(y) are respectively Crx r- and C Nx N-vaIued functions 
nondecreasing on To. 
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Letting A -+ o in (3.11), (3.12) and using (3.101, we obtain 
! dzz(A) = K, I IT = h”Kh. l-0 ro 
Let A be the set of singular points of T(A) on r,,. Setting 
K = @(A), Pi = dX({Ai)) (i = 1,. 
0 
we obtain by (3.13) 
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(3.13) 
k), (3.14) 
(3.15) 
It remains to show that Pi are nonnegative matrices which satisfy (1.10) and 
that there exists a unique measure dp > 0 on r, \ A such that 
(3.16) 
Note that the nonnegativity of Pi follows from the nonnegativity of dC and 
(3.14). 
LEMMA 3.3. Let v be a point on l?,, and let dT, d2 be measures from 
the integral representations (3.111, (3.12). Then 
[a( - b(v)B] dX({v}) [a( - b(v)B]* =Ia(v)I”ed7({v}) e*. 
(3.17) 
Proof. From (3.21, (3.6) we have 
R-‘(h)W(A)G-‘(A) = -a(A)R-‘(A)KB* + a(A)b(A){ew(A) + u)e* 
-;R-~(A)KG-~(A). 
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Substituting (2.20), (2.21), (3.11), (3.12) into the last equality, comparing 
singular parts in both sides for A + v nontangentially, and taking into 
account that 
a(v)*G-l(v) =b(v)R(v)-*, 
we obtain (3.17). n 
COROLLARY 3.4. Let hi E A, let Pi be defined by (3.14), and let &r(A) 
be a measure from the representation (3.11). Then Pi satisfies (1.10) and 
h*Pih = d+{ hi)). (3.18) 
Proof. Multiplying (3.17) by I - ee* from the left and from the right, 
and setting v = hi, we obtain in view of (1.12) and (3.14) 
(I - ee*)[a(A,)A - b(A,)B]Pi = 0, 
which in view of (2.17) and (1.12) is equivalent to (1.10). Multiplying (3.17) 
(with v = AJ by e* on the left and by e on the right, and taking into account 
(Lll), (1.121, and (2.17), we obtain (3.18). W 
LEMMA 3.5. Let A be a point in r + U r, such that det I?-‘( A) = 
det[a(A) A - b(A)B] # 0. Then det[a( A)(A - b( h)B] = 0 if and only if 
det[ h* r( Ale] = 0. 
Proof. In view of (1.81, (2.2), and (2.17), 
det[ a( A)A - b( A)B] = det( { I, - ee* [ I, - a( A)r( a)-ir( A)])r-‘( A)) 
= detk(A) det(Z,-e*[~N-a(A)T(a)-‘r(A)]e) 
= a(A) 
det[h*r(A)e] 
det I( A) ’ 
which implies the assertion of the lemma. W 
COROLLARY 3.6. Let A be empty (i.e., T(A) be regular on r,>, and let 
det h*IXy)e z 0 on r,,. Then K admits a representation (1.7) with a 
measure dp(r) = [h* r(y)el-l dT(r)[h* lYy)el-*. 
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Proof. By Lemma 3.5, R(y) is regular on r,. From (2.13), (2.14), (3.141, 
and (3.17) we obtain 
K = LodZ(A) = jrA(Y)ed~(A) e*R(A)* 
0 
= / r(y)e[h*r(y)e]-‘dT(y) [h*r(y)e]-*e*r(y)* 
ro 
LEMMA 3.7. Let A E r,, \ A and let 
gr( A)” = 0 
for some g E C IxN, Then, for all h E Cl, 
(3.19) 
gr(h)G(h)-*{W(A) + W(A)*}G-‘(A)I’(A)*g* 
= ph( A) gr( A) BKB” r( A)* g*, (3.20) 
Proof. The equality (3.20) follows immediately from (3.31, (3.41, and 
(3.19). n 
LEMMA 3.8. Let y be an open arc on r,, y c r,, \ A, and let g(A) be a 
continuous C1 ’ N-valued function such that 
g(A)r(A)e = 0 (A E r)- 
Then, un$ormly on every closed subarc yO c y, 
(3.21) 
~~*g(mw + w4*kw* = 0 (A E yO) (3.22) 
(where + denotes the nontangential limit). 
Proof. Since W(z) + W( z>* is a nonnegative harmonic function, it is 
sufficient to prove (3.22) for some nontangential approximation of z to A. 
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Let I/I : n --f I?+ u r, be the function inverse to CT = b/a. Every point 
A E y corresponds to a single point i = b( A)/a(h) E 8. Setting 
2 = l+qri), o<?-<l, (3.23) 
and taking into account that cr is conformal, we conclude that .z approaches 
A when r + 1. The function 
Q(ll,($) = W(@(ri)) + W(Ci)) (3.24) 
is harmonic and nonnegative for 0 < r < 1. Moreover, it follows from (3.10) 
that Q( 4(O)) = Q(w) = W(w) + W(w)* = K. Therefore, by Hamak’s in- 
equality 
Q($(ri))< &+K. (3.25) 
From (3.21) we obtain by Lemma 3.7 
g(h)r(h)G(~(rj;))-*Q(~(rli))G(~(r~))~’l‘(A)*g(A)* 
=1.($(.$)1”(1 - ~2)g(A)I(A)BKB*I(A)*g(A)*. (3.26) 
In view of (1.8), (2.21), and (3.21), 
g(W(A)G( IL@))-* 
=b(ll,(ri))*g(A)I(A) eh*+(I-ee*)A-$(Z-ee*)B 
ee*(Z -A) 
++[(r- l)Z+ee*]B I) 
= w(4)* g(A) z + WA)(r - 1) r(A)B 
4 A) i ?- I- 
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The last equality together with (3.25) implies 
q Icl(4) G(G(r$-lrt*)* - a(A>* Z g(A)* 
i 
IW4)12 = 
r2 (1 - r)‘gt*)r(*)BQ(~tr~))B*rt*)*gt*)* 
g(A)T(A)BKB*I’(A)*g(A)*. (3.27) 
By the Cauchy-Schwartz inequality we obtain from (3.241, (3.27) 
Since T(A) is bounded on yO, then uniformly on yO 
lim g(*)Q($(ri))g(*)* = 0, 
r-l-0 
(3.28) 
which in view of (3.231, (3.24) is equivalent to (3.22). n 
Taking into account the positivity of the function Q(A) in r+ , we obtain 
the following result. 
COROLLARY~.~. In the assumptions of Lemma 3.8 let x(A), y(A) be two 
@lx “-valued functions continuous on the arc y c TO \ A and such that 
[X(A) - y(hmh) = 0 (A E ~1, 
(3.24). Then, for all A E yO c y, 
and let Q(A) be the function defined by 
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THEOREM 3.10. There exists a unique measure dp( A) > 0 on r,, \ A 
such that 
/dX( A) = /r( A)e dp( A) e* r( A)* 
6 IS 
(3.29) 
for an arbitrary Bore1 subset S of To \ r. 
Proof. Let A,, be a point in r,, \ A. Since T(A) is analytic in A,, there 
exists a matrix h E CrxN such that det hT(A,)e f 0. Let y c To \ A be a 
sufficiently small are containing A,. We can find h such that det hIYA)e f 0 
for all A E y. 
Let g E ClxN be an arbitrary vector. Then the function 
g(A) =g -gr(A)e[hT(A)e]-rh (AE r) 
satisfies the condition (3.21). 
Putting in Corollary 3.9 r(A) = g, y(A) = gUA)e[hIYA)el-‘h, we ob- 
tam 
= ~li~__,gr(A)e[hr(A)e]-‘hQ(~(r~))h*[hT(A)e]-*e*T(A)*g*, 
(3.30) 
where Q is a function defined by (3.24) i. = b( A)/a( A), and convergence in 
both sides of (3.30) is uniform on y. 
Let q(A) be continuous function on r, with the compact support 
contained in y, and let b/a : y + q E T. Putting in Lemma 2.1 
w(A) = gW(A)g*, dT( A) = gdC( A) g* 
and using (3.24), we obtain 
= +$A)gdZ(A) g*cpW*. / 
Y 
(3.31) 
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The vector-valued function ar( A) = rp( A)g IY h)e[ hT( h)e]- ‘h is continuous 
on y, and its support is compact and contained in 7. Putting in Lemma 2.1 
w(A) = hW(A)h*, dr( A) = hdX( A) h* 
and replacing q(A) by qz~,( A), we obtain 
= ~(A)gr(A)e[hr(A)e]-‘hdC(h) h*[hr(A)e]-* 
I Y 
xe*f’(A)*g*q(A)*. (3.32) 
Comparing (3.31) and (3.32) and taking into account (3.30), we obtain 
jq(A)gdZ(A) g*@)* = j~(A)gr(A)edlLy(A)e*r(A)*g*cp(A)*, 
Y Y 
(3.33) 
where 
+,,(A) = [hI’(A)e]-‘hdZ(A) h*[hI’(A)e]-*. (3.34) 
Since g is an arbitrary vector and q is an arbitrary continuous function with 
compact support in y, it follows from (3.33) that 
jdX(A) = jf’(A)ed&A) e*P(A)*. 
Y Y 
(3.35) 
Now we construct the measure dp(A) > 0 on P, \ A in the following way: 
for an arbitrary point A, E I?, \ A we put 
h‘u(b41)) = ~~&4,~)~ (3.36) 
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where dky is defined by (3.34) and h is an r X N matrix such that 
det hIYA)e does not vanish on the arc y c l?, \ A which contains A,. We 
show that this definition is correct. 
Let yr and yz be two arcs in I, \ A such that yi n yZ z {0}, and let 
dp,,, dpyz be corresponding measures. We show that 
(3.37) 
for each Bore1 set S c y1 n y2. Let A, E y1 fl yz, and let ha be an r X N 
matrix such that det[ hlY( Ale] + 0 for all A on the arc 6 which contains A,. 
According to (3.35) 
= j 
81 
h,I’(A)ed&A) e*lY(A)*h; 
for every Bore1 subset S, of 8. Since det h,UA)e z 0 on S,, we have 
Gyl = dpy, on S,. Since the point A,, is arbitrary, dCLy, = dk,, on yi n yZ. 
In view of (3.35) and (3.36), the measure p satisfies (3.29). Its uniqueness 
follows from the above considerations. n 
THEOREM 3.11. Let w(A) be a soktion of (2.6) let W(A) be the 
function defined by (3.2), (3.6), let dZ,( A) be the measure from the represen- 
tation (3.12), and let dp( A) b e a measure defined by (3.34), (3.36). Then the 
matrix K admits a representation (1.9). 
This theorem follows from (3.14), (3.15) by Corollary 3.4 and Theorem 
3.10. 
4. DESCRIPTION OF THE SET OF ALL SOLUTIONS 
In the previous two sections we characterized the solutions of the 
interpolation problem (1.3) in terms of a matrix inequality. A more conve- 
nient description of this set is in terms of a linear fractional transformation. 
This is done in this section, using a result from [2]. 
We will say that a pair (p, 4) of crXr -valued functions meromorphic in 
r+ is positive if 
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(1) the pair is nondegenerate: det[ p(A)p( A)* + q( A)q( A)*] f 0 in I’+, 
and 
(2) it holds that 
P(+m* + 4(4P(4* a 0 
at the points of analyticity of ( p, q) in r +. 
The set of positive pairs will be denoted by 9,. Let us suppose K > 0. 
Let O(A) be the C2’X2r-valued function defined by 
O(A) = Z + pt(A)JM*G(A)K-‘G(cf)*M, (4.1) 
where 8 is some preassigned arbitrary point in T,/R, and M, J, and G(A) 
are defined by (2.18) and (2.21). Then (see [2]), it is easily seen that 0 is 
]-unitary on r, and J-expansive in r+. Moreover, 
J - O(A)-*JO(A)-’ = PA(A)M*R(A)*KIR(A)M, 
where R(A) is defined by (2.20). Since K > 0, the inequality (2.6) is 
equivalent to 
- M*R( A)* K-‘R( A) M > 0, 
which, in view of (4.2) may be rewritten as 
b-w* I> (4.3) 
THEOREM 4.1. Let 0 be defined by (4.1), and let 0 = (O,,) be its 
decomposition into far @ rX r- valued functions. Then the function w satisfies 
(4.3) if and only $it can be written as 
w(A) = [@,,(A)p(A) + @,,(A)~(A)~[%(A)P(A) + @22(A)q(A)1-‘, 
(4.4) 
where ( p, q) varies in the set of positive pairs. 
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More precisely : 
(i) Every solution w of (4.3) is of the form (4.4) for some positive pair 
{p, 91. 
(ii) Conversely, for every positive pair { p, 9} the transformation (4.4) is 
well defined (det(O,, p + O,,q) $ O), and the function w defined by (4.4) is 
a solution of (4.3). 
(iii) Two pairs { p, 9) and ( p,, 91} lead to the same w in (4.4) if and only 
if p = p I 4, 9 = 91 4 for some meromorphic crx ‘-valued function +(A) with 
not identically vanishing determinant. 
The proof of this theorem is given in [2]. 
As a corollary we obtain that every strictly positive matrix K satisfying 
(2.4) admits an integral representation (1.9). We show that this fact can be 
extended to any nonnegative K > 0. 
THEOREM 4.2. Let K be a nonnegative matrix satisfying (2.4). Then the 
set of w(A) of for which 
‘K A(h){ew(A) + v} \
w(A) + w(A)* > 0, 
* 
\ PA A) / 
where 
R(A) = {a(A)eh* + (I - ee*)[a(A)A - b(A)B]}-’ 
and 
v = [ ieh* + (I - ee*) A] Kh, 
is nonempty, and K admits a representation 
T(A)edp(y) e*T(A)* + P, + *a* +P, 
for some measure dp.( A) which is nonnegative on r,. 
Proof. According to Corollary 3.2 it suffices to show that there exists a 
solution W(A) of the form (3.5) of the inequality (3.6). By (3.9), W admits a 
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representation (3.5) if and only if w(A) = h” W( A)h, or equivalently, if and 
only if W satisfies the equation 
W(A) = -a(h)KB*G(h) + a(h)b(A)R(h) 
X(eh*W( h)he* + ue*}G( A) - +K. (4.5) 
Using the identities 
a(A)R(A)eh* = Z - R(A)(Z - ee*)[a(A)A - b(A)B] 
and 
b(A)he*G(A) =I- [b(A)A* -u(A)B*](Z-ee*)G(A) 
[which follows from (2.17) (2.20), and (2.201, and taking into account CM), 
we rewrite (4.5) in the following equivalent form: 
W(A)[b(A)A* - u(A)Z?*](Z - ee*) 
+ b(A)R(h)(Z - ee*)[a(A)A - b(A)B]W(A)he* 
b(A) 
= ?R(A)(Z - ee*)[u(A)A + b(A)B]Kh* 
-iK[b(A)A* + u(A)B*](Z - ee*). (4.6) 
So it remains to show that there exists a solution W(A) of the inequality (3.6) 
which satisfies also the equality (4.6). We first prove a number of technical 
results, presented in a number of lemmas. Then we conclude the proof of the 
theorem. 
LEMMA 4.3. Let a, p E CNx’ be matrices such that (Y (Y* = p/3 * . Then 
there exists a contructive matrix R E C”” such that CXR = p and RP* = a*. 
This proposition follows from the general criteria of solvability of the 
two-sided Nevanlinna-Pick problem in the matrix case. 
COROLLARY 4.4. Let 4, Cc, E CNxl be matrices such that 
c#+* + &#I* = 0. (4.7) 
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Then there exists a positive pair { p, q} E 9, such that 
(bP = rcrq> pfp* = -q**. (4.8) 
Proof. Let C#J and I,!J satisfy (4.7). Then 
(4+ 9)(4+ 9)* = (G- 4)(@- 4)*, 
and by Lemma 4.3 there exists a contractive I X 1 matrix R such that 
(9 + $)R = $ - 4 and R(J/* - c#J*> = I/I* + +*. These equations can be 
rewritten as 
4(R + 1) = $(I - R), (R + z>+* = -(I - R)JI*. (4.9) 
Since R is a contraction, 
(I + R)*(Z - R) + (I - R)*(Z + R) = 2(Z - R*R) b 0. 
This means that the pair defined by 
p=Z+R, q=Z-R (4.10) 
belongs to Pl. Substituting (4.10) into (4.9), we obtain (4.8). n 
LEMMA 4.4. Let K be a nonnegative matrix satisfying (2.19). Then there 
exists a solution W(A) of the inequality (3.6) such that 
W(A)[b(A)A* - a(A)B*](Z - ee*) 
= -$K[b(A)A* + a(A)B*](Z - ee*) (4.11) 
and 
(I - ee*)[a(A)A - b(A)B]W(A) = :(I - ee*)[a(A)A + b(A)B]K. 
(4.12) 
Proof. Let rank K = I, and let U be a unitary matrix such that 
k > 0. (4.13) 
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Substituting (4.13) into (3.6), we obtain that the function UW( A)U* has the 
form 
and hence (3.6) is equivalent to 
I 1 
k- 
4 A) 
W(A) + +k 
1’ 
$(A) + w(A)* a *- 
* 
\ P*( A) 
(4.14) 
The last inequality is of the form (2.6) (with A = e = II, B = 01, and 
0 = ik). Thus for the present case, 
M = (I, ;k), and by Th 
R(A) = &/a(A), G(A) = [l/b(A)& 
eorem 4.1 all solutions W of (4.14) are parametrized 
by the linear fractional transformation 
e*) = [41(4PO) + el,(*)q(*)l[e,l(*)p(*) + uM*r 
(4.15) 
with the resolvent matrix given by (4.1), i.e., 
O(A) = (tlij(A)) = Z;?l + (4.16) 
and parameters varying in 9,. n 
Note that the function W can be represented by the linear fractional 
transformation 
W) = -[d*Kl(*) -p(*)~(*)]-l[q(*)~(*) -PwGw] 
(4.17) 
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with resolvent matrix 
(4.18) 
Introducing the matrices 
i = UAU* B’ = UBU* e’ = Ue, (4.19) 
we can rewrite (2.4), (4.11), and (4.12) respectively as 
(I - z*>( Ak2 - z?kti*)( I - iz*) = 0, (4.20) 
FqA)[b(h)A* - (I(h)Br*](z -z*> 
= -$c[b(A)A* + a(h)z*](z -z*>, (4.21) 
and 
(I - z*)[~(A)A- b(~)ti]~+(~) = +(I - G*)[~(A)A + ~(A)B]L 
(4.22) 
We obtain from (1.41, (4.16) 
e1, = 82, = 
d+(5)* + W)W)* 
2b( A)b( t)* ” 
Pm P&9 
‘% = 4b( A)b( [)* k’ “’ = b(A)b( LJ) k-” 
(4.23) 
and it follows from (4.18) that 
C=G= 
a(A)a( t)* + b(A)b( t)* 
Zu( A)u( e)* I” 
G=- PC(A) 
4u(A)u( t)* k’ 
is7;; = - u(;;u’& k-l. 
(4.24) 
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Substituting (4.17), (4.15) respectively into (4.21), (4.22), we obtain 
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[@)8,(A) -p(A)QA)][b(A)A* -a(A)Li*](z-ZY) 
= $(&(A) -p(A)8,,(A)]k[b(A)i* + a(A)ti*](Z - &?*) 
and 
(1 - ~~*>[a(A)~ - W) ][W)PP) + 4,(+0)] 
= W2dA)P(4 + f%2(+7WL 
which in view of (4.23) and (4.24) can be rewritten as 
= -&(A)+( t)k + 6( [)Z?]*(Z - &*) (4.25) 
and 
= +(I-&G*)[b(,$)*~+a(~)*ti]kq(A). (4.26) 
Multiplying the last identity by b(t)/a(t)* and taking into account that 
la(t)1 = lb(c)1 # 0, we obtain 
(Z-Z*)[u(&ho)i]p(A) 
= f(Z-~;*)[~(~)A+h(~)Z$+(A). (4.27) 
SO, it remains to show that there exists a pair { p, q} E Sf which satisfies the 
equalities (4.26), (4.27). Let C$ and $ be the matrices defined by 
4J=(z-c*)[u(&i-b(@q, 
Ilr= f(Z-z*)[u(&i+b(~)lqk. (4.28) 
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In view of (4.20), 
+j,* + ,j,+* = Ia( ,$) I”( I - &i?*)( ikA* - z%ki?*)( I - Z*) = 0. 
Thus 4 and I) satisfy (4.7), and by Corollary 4.3, there exists a pair 
{ p, 9} E gl which satisfies (4.25) and (4.26). n 
We can now finish the proof of Theorem 4.2. Let W(h) be a solution of 
(3.6) satisfying (4.11) and (4.12). Th’ f is unction satisfies the equation (4.6) [or 
equivalently (4.5)]. Th erefore, W admits a representation of the form (3.5) 
and the function w(h) = hW(h)h* . 1s a solution of (2.6). By Theorem 3.11, 
the matrix K has a representation (1.9) for some measure dp(h) > 0 on I?,,. 
We note that, in the case T(h) = (I - U-i, such results were obtained 
by V. Katznelson in [15] by regularization methods. 
5. EXAMPLES: INTEGRAL REPRESENTATIONS OF POSITIVE MA- 
TRICES 
In this section we apply the preceding analysis to three examples. In each 
case, we obtain an integral representation of the form (1.7) for a nonnegative 
matrix K satisfying equations .of the form (2.4). The first example suggests 
relationships with, and applications to, the work of R. Arocena, M. Cotlar, 
and C. Sadoski (see [l, 121). 
EXAMPLE 5.1. Let f;:, si (i = 0, 1, . . . , n - 1) and hj <j = 0,. . . ,2n - 2) 
be respectively m x m, 1 X 1, and m X 1 matrices, and let K be a nonnega- 
tive n X n matrix with q block entry 
i,j = 0,l ,...,n - 1, (5.1) 
where j’, = fTi and si = s*_~, i = 0,. . . , n - 1. 
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DISCUSSION. We set 
A= 
and 
2, 0 
z2 z, 
z, *. 
0 . z; 2, 
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onl 0 
z,= () 
( I 11 ' 
(5.2) 
B= 
Z2 
z, 4 
z2 
0 
0 
Z2 
e* = (Z,+,,O )...) 0). 
It is easily checked that Equation (2.4) is met with this choice of A, B, K, 
and e. We take a(h) = 1 and b(A) = h (so that I’+ = D, r, = T). Then, with 
T(A) defined by (1.8) and 
(5.4) 
we have 
1 fo(h) ’ IyA)e = ; . fn-l(h)) 
Since I’(h) is analytic on U and det e* T(y)e # 0 for all y in U, the matrix 
K,, can be represented as 
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for some nonnegative measure dZ(-y). Replacing dZ(-y) by 
we obtain the more symmetric representation 
The set of all measures satisfying (5.5) is given by Theorems 4.1 and 4.2. 
EXAMPLE 5.2. In this example, e* = (I,,, 0, . . . , 0) E Cmx ‘I’“, and T E 
c lnnXnLn denotes the shift 
T= (5.6) 
O,,, 0 \ 
z *. m 
0 L 07n I 
Let S = (Si +j>:il, be a Hankel block matrix, and let K be the solution of 
K - TKT* k S. 
DISCUSSION. The Q’ block of the matrix K is equal to 
maxG,j) 
kij = C Sji-j1+2r" (5.7) 
?-=O 
Moreover, 
(I - ee*){TK - KT* - T2KT* + TKT*2)( Z - ee*) = 0. (5.8) 
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This last equality can be rewritten in the form (2.3) with 
A = T - i(T2 + I) and B = T + i(T2 + I). 
We set a(A) = A + i( A2 + 1) and b(h) = A - i(h2 + 1). The function b/a 
is a conformal mapping from the upper half disk D + = (A; 1 A( < 1; Im A > 0) 
onto D. 
The function 
T(A) = [u(A)A - b(A)B]-’ = -2(AZ - T)-‘(I - AT)-’ (5.9) 
is analytic on JD+\{O}, and det e* I’( Ale = - 2i/A f 0 on aD+\{O} (where 
d D, denotes the boundary of D, ). Therefore, when K 2 0, it can be 
written as 
K= 
! In& e*r(y)* + D, aan+\ 
where the positive matrix D satisfies the condition 
(I-ee*)TD=TD=O. 
In view of (5.6) D is of the form 
(5.10) 
d E CmXm. (5.11) 
From (5.9) we obtain 
$r(A)e=(Z-AT)-l 
,o 
where 
fo(A)L ’ Ii: = fn- ,(‘A) Zm , ’ (5.12) 
fk(A) = c Ak-2r = Ak + Ak-2 + . . . +A2-k + A-k. 
r=O 
(5.13) 
40 DANIEL ALPAY AND VLADIMIR BOLOTNIKOV 
Since fk is a polynomial in A + l/A with real coefficients and A + l/A is 
real for A E dD+, then 
fk( A\> =fd4* I A E JD,. (5.14) 
Moreover, it can be checked by induction that 
madi, j) 
_W)fiW = c f,i-j,+zr(A)~ i,j = 0,l ,... . (5.15) 
r=O 
Substituting (5.11H5.13) into (5.10), pl re acing d/~(h) by (1/1A12>d~(A), 
and taking into account (5.14), we obtain 
,cofi( A)fj( ‘) dP( A) for i +j < 2n - 2, (5.16) 
+ 
k n-l,n-1 G /,, \(oel(A) dP.(A)* 
+ 
Substituting (5.8) into (5.16), (5.17) and using (5.1) we obtain 
si = 
/ dlLb ,,,fdA) h(A) (i < 2n - 2), + 
SZn-2 Q 
/ 
dD 
+ 
;{of2”-2(h) 44A). 
(5.17) 
(5.18) 
So the problem of integral representations (5.10) of the matrix K with entries 
(5.8) is equivalent to the following moment problem: given matrices si 
(i = 0,. . . , 2n - 2>, find all measures d/~.(h) > 0 on aD+ such that (5.18) 
holds. The criterion of solvability of this problem is the nonnegativity of K. If 
K is strictly positive, the set of all solutions can be described by Theorem 4.1. 
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EXAMPLE 5.3. We consider here a nonnegative block matrix K which is 
a sum of a block Hankel and a block Toeplitz matrix: 
kij = hi+j + s. 
Z-I’ 
i,j = 0 ,...,?I - 1. (5.19) 
DISCUSSION. The matrix K is of the form (5.19) if and only if it satisfies 
the condition (5.18) with T defined by (5.6) and 
e * = (I,,,0 ,..., 0). (5.20) 
Choosing T(h) as in (5.9), we note that det e* T(h)e = -2i/h2 # 0 for all 
A E JlD+\{O}, and therefore K admits a representation (5.10) with e defined 
by (5.20) and the positive matrix D satisfying the condition 
0 . . . . . . . . . 0 
0 0 
(I-ee*)TD= ! zm ‘._ I 
. . 
0 . . . ..: I,,’ 0 
The last condition implies that D is of the form 
D= 
; 
0 
l? 0 
. . . 0 b 
0 
0 : 
6 . . . 0 c 
D = 0. 
a, b,c E Cmxm (5.21) 
From (5.91, (5.20) we have 
kr( A)e = (I - AT)-l 
0 
(5.22) 
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where fi(h) are functions defined by (5.13). Substituting (5.211, (5.22) into 
(5.10) and replacing ~/L.(A) by (l/lA1’) ~/J(A), we obtain 
,(ol 
(fi(A)&dA))ddA) 
+ 
(cj) =+ {(O>O)>(O, n - l),(n - l,O),(n - 1,n - l)}, 
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