A linearisation approach to the stochastic dynamic capacitated lotsizing problem with sequence-dependent changeovers by De Smet, Niels et al.
Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalInformation?journalCode=tprs20
International Journal of Production Research
ISSN: 0020-7543 (Print) 1366-588X (Online) Journal homepage: https://www.tandfonline.com/loi/tprs20
A linearisation approach to the stochastic dynamic
capacitated lotsizing problem with sequence-
dependent changeovers
Niels De Smet, Stefan Minner, El-Houssaine Aghezzaf & Bram Desmet
To cite this article: Niels De Smet, Stefan Minner, El-Houssaine Aghezzaf & Bram Desmet (2020):
A linearisation approach to the stochastic dynamic capacitated lotsizing problem with sequence-
dependent changeovers, International Journal of Production Research
To link to this article:  https://doi.org/10.1080/00207543.2020.1736722
Published online: 06 Mar 2020.
Submit your article to this journal 
View related articles 
View Crossmark data
International Journal of Production Research, 2020
https://doi.org/10.1080/00207543.2020.1736722
A linearisation approach to the stochastic dynamic capacitated lotsizing problem with
sequence-dependent changeovers
Niels De Smet a,b∗, Stefan Minner c, El-Houssaine Aghezzaf a,d and Bram Desmetb
aDepartment of Industrial Systems Engineering and Product Design (ISyEPD – EA18), Faculty of Engineering and Architecture, Ghent
University, Zwijnaarde, Belgium; bSolventure NV, Ghent, Belgium cTUM School of Management, Technische Universität München,
Munich, Germany; d Flanders Make, Lommel, Belgium
(Received 16 May 2019; accepted 11 December 2019)
We present a mixed-integer linear programming formulation that simultaneously optimises lot sizes and production
sequences on a capacity constrained machine with sequence-dependent changeovers subject to stochastic dynamic demand
while at the same time satisfying a fill rate constraint. To tackle the non-linearity of the exact formulation, we introduce
a piecewise linearisation technique both for the expected inventory on hand and for the backorder functions that uses the
target service level and the parameters of the demand distribution to assign breakpoints to the most promising intervals of
the linearisation domain. We show that our strategy leads to lower cost and to more conservative production plans, in com-
parison to techniques recommended by earlier research. In addition, we discuss why any breakpoint selection strategy that
does not exclude the concave region for t ≥ 2, is prone to be outperformed by the approach we present. Finally, we propose
a Relax-and-Fix with Fix-and-Optimize heuristic, and show based on the broad set of instances from Haase, Knut, and Alf
Kimms [2000. “Lot sizing and scheduling with sequence-dependent setup costs and times and efficient rescheduling oppor-
tunities.” International Journal of Production Economics 66 (2): 159–169], that it is more effective than a state-of-the-art
solver in terms of run time and solution quality.
Keywords: production planning; lotsizing and scheduling; random demand; mixed-integer linear programming; sequence-
dependent changeovers
1. Introduction
This research is one of the results of a multi-year collaboration between the authors and one of the world’s largest providers
of consumer packaging, protective packaging and packaging supply chain services. The goal of the collaboration was
the development of a mathematical model and efficient solution approach that jointly optimises lot sizes and production
sequences for the production of coreboard in one of their European paper mills.
The pressure on production efficiency in the paper mills of our industry partner is high, as the coreboard is a low value
density product the production of which requires capital-intensive machines. Furthermore, the time it takes to carry out a
setup depends on the grade, which is determined by the amount of old corrugated containers that are added at the start of
the production line, and the thickness (also known as the calliper) of the coreboard, and is hence contingent on the sequence
in which the coreboard is produced.
Our attempt at fitting this production planning problem into a wider frame led us to the family of lotsizing and scheduling
problems (LSP), which has been widely studied in the literature (Drexl and Kimms 1997; Zhu and Wilhelm 2006; Allahverdi
et al. 2008; Jans and Degraeve 2008; Quadt and Kuhn 2008; Buschkühl et al. 2010) and applied to practical cases from the
manufacturing industry (Furlan et al. 2015; Toledo et al. 2015; Tempelmeier and Copil 2016). The increasing interest of
the research community, combined with the advances in computing power, state-of-the-art commercial mixed-integer linear
programming (MILP) solvers and decomposition techniques have made it possible to model realistic production processes
more closely and drop some of the assumptions such as sequence-independent changeovers, that were previously required
to find a model that could be solved within a reasonable time span.
The contribution of this work is threefold: First, we develop a mixed-integer non-linear programming (MINLP) for-
mulation for the stochastic dynamic capacitated lotsizing problem with sequence-dependent changeovers (SCLSD) that
simultaneously optimises lot sizes and production sequences for the aforementioned single-stage production process. Then,
for the piecewise linearisation of the MINLP, we develop a customised breakpoint selection strategy and show that it leads
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to more cost-effective and conservative (in terms of service level achievement) production plans than common breakpoint
selection strategies. In addition, we demonstrate via our case study that breakpoint selection strategies have a much greater
influence on both the time spent to linearise the model and the time consumed to solve the resulting MILP, than is currently
assumed in the academic literature. Finally, we propose a Relax-and-Fix with Fix-and-Optimize (RFFO) heuristic that, on
average, outperforms the results obtained from a state-of-the-art solver in terms of run time and solution quality.
The rest of this paper is structured as follows. In Section 2, we provide an overview of the relevant literature. In Section 3,
we derive the non-linear formulation of the SCLSD. Section 4 shows how the MINLP can be transformed into an MILP via
piecewise linear approximation with an efficient breakpoint selection strategy. Section 5 describes the RFFO heuristic we
used for solving the MILP formulation. In Section 6, we discuss the benefits of the new linearisation technique, compare
the performance of the RFFO heuristic to a state-of-the-art solver and provide a few insights on the dimensions of the LSP
at the paper mill. Finally, in Section 7, we provide some concluding remarks and identify potential future research areas.
2. Literature review
Compared to its deterministic counterpart, the literature on stochastic lotsizing and scheduling problems is still very scarce
(Copil et al. 2017). Within this body of literature, one can identify continuous-time models with an infinite planning horizon
that give rise to the stochastic economic lot scheduling problem (SELSP), and bucketed models, such as the stochastic
capacitated lotsizing and scheduling problem (SCLSP) with a finite planning horizon.
In Sox et al. (1999) and Winands, Adan, and vanHoutum (2011), the relevant literature on the SELSP is reviewed. In
terms of sequence-dependency, Shirodkar, Madhusudanan Pillai, and Sridharan (2011) show that the original formulation
by Dobson (1992) for the deterministic variant of the SELSP with sequence-dependent changeovers leads to infeasible
solutions. In response to this finding, they present a time-varying lot sizes approach that always leads to feasible solutions,
independent of the setups being sequence-independent or sequence-dependent.
Löhndorf, Riel, and Minner (2014) develop a simulation optimisation approach to the SELSP with lost sales and
sequence-dependent changeover times that combines global policy search with local search heuristics for the sequenc-
ing problem. In a numerical study, they show that policies with a balanced production cycle return lower cost production
plans than other policies with unbalanced cycles.
In practice, however, it is rarely true that demand can be considered as constant over an infinite or large planning horizon
or that capacity is limited and no other industry-specific constraints are required that would violate the original assumptions
of the (S)ELSP. For these reasons, and, in line with industry practice, we adopt a bucketed model in this work that can be
transformed into a MILP formulation.
Traditionally, a distinction is made between big and small bucket models. The former allow the production of any number
of products during a single time period, while in the latter no more than one setup can occur in a time period. In this work,
we use a big bucket formulation, as this has been shown to provide the best trade-off between solution efficiency, efficacy,
and feasibility for the (deterministic) capacitated lotsizing and scheduling problem with sequence-dependent changeovers
(CLSD) in an extensive study by Guimarães, Klabjan, and Almada-Lobo (2014).
With respect to the stochastic version of the CLSD, Bookbinder and Tan (1988) have had a significant influence through
the introduction of three strategies for tackling demand uncertainty: the static, static-dynamic and dynamic uncertainty
strategies. In the static uncertainty strategy, both the timing of the production and the lot size are determined at the beginning
of the planning horizon. This feature ensures a stable schedule, which is why – in line with industry practice - it was chosen in
this work over the static-dynamic and dynamic uncertainty strategies, both of which would let the actual demand realizations
influence the production plan and thus cause a nervous planning process.
Several papers have built on this strategy: Tempelmeier and Herpers (2011) consider a stochastic version of the dynamic
single-item uncapacitated lotsizing problem with exact expressions for the inventory costs and a fill rate constraint, Tem-
pelmeier (2011) proposes a column generation heuristic for the dynamic multi-item capacitated lotsizing problem that goes
well with the ABCβ heuristic by Tempelmeier and Herpers (2010). Helber, Sahling, and Schimmelpfeng (2013) examine
the same problem and introduce a new backlog-oriented δ-service level measure. They also approximate the resulting non-
linear model by using two different linear models. Furthermore, Tempelmeier and Hilger (2015) designed a MILP for the
SCLSP under a fill rate constraint. However, as was later shown by van Pelt and Fransoo (2018), the expected backorder
function in the model is no longer convex after the first planning period. In response to this discovery, Tempelmeier, Kirste,
and Hilger (2018) corrected the model and presented new numerical results.
Recent publications that do not use the static uncertainty strategy include the work of Meistering and Stadtler (2017),
who introduce a ‘stabilised-cycle’ strategy for the SCLSP under a rolling schedule, and Tavaghof-Gigloo (2019), who
studies and compares the behaviour of the deterministic and stochastic capacitated lotsizing and scheduling problem under
a rolling schedule and presents a linearisation technique for approximating the endogenous non-linear order-up-to-level
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function. In the same work, a MILP for integrated production and safety stock planning is developed for an industry partner,
that optimises safety stocks over continuous and non-equidistant exposure periods and can account for serially correlated
demand.
Excellent references on piecewise linearisation methods are listed in Vielma, Ahmed, and Nemhauser (2010), who
compare theoretical properties and the relative computational performance of several existing and new mixed-integer pro-
gramming formulations for continuous piecewise-linear functions, Lin et al. (2013), who study five of the most commonly
used piecewise linearisation methods in deterministic optimisation, and Camponogara and Fernando Nazari (2015), who
review models with a fixed number of linear segments, lower and upper envelopes, strategies to ensure continuity, and a
generalisation of the models for stochastic functions the data points of which are random variables.
In the context of the SCLSP, Helber, Sahling, and Schimmelpfeng (2013) suggest the distribution of breakpoints in
the area where the non-linearity of the inventory on hand and backlog functions is expected to be the highest, but do not
present a formal procedure for assigning the breakpoints. Tempelmeier and Hilger (2015) recommend the application of a
block sandwich algorithm from Tawarmalani, Sahinidis, and Sahinidis (2002) to assign the breakpoints for the inventory
on hand and backorder functions, that works well for convex curves. van Pelt and Fransoo (2018) prove that the backorder
function is no longer convex for t ≥ 2 and show an equidistant distribution of the breakpoints when presenting the shape of
the backorder curve for t ≥ 2, as an alternative for the block sandwich algorithm. In response to this finding, Tempelmeier,
Kirste, and Hilger (2018) adopted an iterative technique inspired by the bisection method (Conte and De Boor 2017) that is
described in Kirste (2017) and in Section 4.2.1, to solve the SCLSP.
3. Non-linear formulation of the SCLSD
3.1. Problem definition
We consider a single-machine production process that has to produce N (i = 1, . . . , N) products for which there is dynamic
random demand Dit over a planning horizon of T (t = 1, . . . , T) periods. Our modelling approach follows the static-
uncertainty strategy of Bookbinder and Tan (1988), which means that the lot sizing decisions are taken at the beginning
of the first planning period, and are thus not influenced by the actual demand realizations at later points in time. Conse-
quently, we assume that the demand planning process provides a forecast for the expected (independent) demand E[Dit] for
product i in period t, which is assumed to be normally distributed, and an estimate of the variance Var[Dit]. Furthermore, it
is assumed that P(Dit < 0) is negligible for all products and time periods.
In line with earlier research (see Tempelmeier and Hilger 2015 for a more extensive discussion), we adopt a target fill
rate per cycle βc criterion that has to be respected, as backorder costs are typically very hard to quantify. For each time
period, we assume a fixed production capacity Ct that can be increased by using overtime at a cost of oc per time unit. The
holding costs hi, sequence-dependent changeover times tsij and costs scij, as well as the production time t
p
i for each product
unit are known.
It is worth noting here that, while the changeover matrix from our industry partner obeys the triangle inequality which
states that tsij ≤ tsik + tskj and will hence not be covered in detail in this work, the model does not require this assumption and
thus can be applied to any kind of changeover matrix.
The objective of the model is to determine the optimal timing and size of the production lots necessary to satisfy the
dynamic demand (and service level constraints) while minimising the sum of the setup, expected holding, and overtime
costs. To this end, we introduce the following decision variables: qit, which represents the production quantity for product i
in period t, Tijt that denotes the number of setups from product i to product j in period t, binary variable Zit that becomes one
if the machine is set up for product i at the start of period t, Git, which is equal to one if the machine was set up for product
i at least once in period t, ‘flow’ variable Fijt, which is used in the subtour elimination constraints to represent the flow of
setups from product i to product j in period t, and finally, Ot that denotes the required overtime in period t.
We refer to Table A1 in the appendix for a complete overview of the parameters and decision variables that will be
introduced in the following sections to describe the non-linear and linear models.
3.2. Constraints
3.2.1. Capacity restriction
The total production and setup time of all products that are to be produced in period t should not exceed the sum of the total
capacity available Ct (excluding overtime) and overtime Ot,
N∑
i=1
tpi qit +
N∑
i=1
N∑
j=1
tsijTijt ≤ Ct + Ot for t = 1, . . . , T . (1)
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Artifical changeovers are not allowed, hence
Tiit = 0 for i = 1, . . . , N , t = 1, . . . , T .
It is worth noting that the Tijt ∈ {0, . . . , smaxit } variables that represent the number of setups from product i to product j in
period t allow for multiple production lots of the same product i in the same period t (to account for possibly non-triangular
setups) as long as the number of changeovers is smaller than a predefined limit smaxit (Tijt ≤ smaxit ). To put it differently, if
tsij > t
s
ik + tskj, and the triangle inequality is thus not satisfied, it might be more cost-effective to have a changeover from
product i to product k and from product k to product j in comparison to a direct changeover from product i to product j. This
situation can appear when contamination occurs between changeovers from one product to another, and there is a cleansing
or shortcut product that can absorb this contamination while being produced, which could make it more economical to have
multiple lots of the same product in the same time period (Guimarães, Klabjan, and Almada-Lobo 2014).
If the changeover matrix obeys the triangle inequality, it is never optimal to have multiple changeovers to the same
product in the same time period, hence Tijt reduces to a binary variable.
3.2.2. Inventory balance constraints
The following constraints link the inventory position for product i at the end of period t, IPit, to the random demand Dit and
the production quantity produced in that period
IPi,t−1 + qit = IPit + Dit for i = 1, . . . , N , t = 1, . . . , T . (2)
Based on the inventory position, the inventory on hand Iit and backlog BLit for product i at the end of period t are determined
Iit = max(0, IPit) for i = 1, . . . , N , t = 1, . . . , T , (3)
BLit = max(0, −IPit) for i = 1, . . . , N , t = 1, . . . , T , (4)
from which we can derive the backorder Bit for product i at the end of period t,
Bit = BLit − BLi,t−1 for i = 1, . . . , N , t = 1, . . . , T . (5)
3.2.3. Lot size constraints
The total production of product i in period t is bounded as follows
qit ≤ Ct
tpi
Git for i = 1, . . . , N , t = 1, . . . , T . (6)
If the changeovers would not obey the triangle inequality we would also add a minimum lot size constraint to avoid fictitious
changeovers
qit ≥ qmini
⎛
⎝ N∑
j=1
Tjit + Zit
⎞
⎠ for i = 1, . . . , N , t = 1, . . . , T ,
where qmini represents the minimum lot size for product i, and
∑N
j=1 Tjit + Zit is the total number of times product i was set
up on the machine in period t.
3.2.4. Target fill rate per cycle
We adopt a target fill rate per cycle βc instead of the long-term average fill rate β in this work, which means that βc has to
be reached for each replenishment cycle that runs from the time period where a product is produced up to but not including
the period when the same product is produced again. To put it differently, this service measure does not allow that an
underachievement of the service level in one replenishment cycle can be compensated by a better performance in one of the
following cycles.
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Granted that τ is the period where the machine is set up for product i, we require that the production lots are large
enough to fulfil the demand from period τ to every period t for which t ≥ τ while at least achieving βc as a service level.∑t
k=τ E[Bik]∑t
k=τ E [Dik]
≤ 2 − βc − Giτ
for i = 1, . . . , N , τ = 1, . . . , T , t = τ , τ + 1, . . . , T |
t∑
k=τ
E [Dik] > 0 (7)
where E[Bit] is the expected number of backorders for product i in period t.
It is worth noting that, in the case of multiple production quantities τ < τ1 < τ2 < · · · < t for the same product in the
planning horizon, the interval [τ , t] can be divided into subintervals and Constraint (7) can be adjusted accordingly such that
the fill rate has to be satisfied for each cycle, which in turn implies that the inequality holds for all t ≤ T .
Furthermore, we require that, if there is any demand that occurs for product i in the entire planning horizon, the machine
is at least set up once for product i before or during the period in which demand for that product occurs for the first time.
t∑
k=1
Gik ≥ 1 for t ∈
{
t
∣∣∣∣∣
t∑
k=1
E [Dik] > 0
}
, i = 1 . . . , N . (8)
3.2.5. Setup constraints
The machine is required to be set up for a product at the start of a period, which is guaranteed by Constraint (9),
N∑
i=1
Zit = 1 for t = 1, . . . , T (9)
Zit +
N∑
j=1
Tjit =
N∑
j=1
Tijt + Zi,t+1 for i = 1, . . . , N , t = 1, . . . , T . (10)
The second constraint preserves the flow of setups and stipulates that
(1) If there are no setups to or from product i, the setup state is carried over to the next period;
(2) If there are more incoming than outgoing setups for product i, the machine will also be set up for product i in the
next period;
(3) If there is an equal number of incoming and outgoing setups, product i is not the first or the last product in the
sequence, or else it is not produced at all in that period;
(4) If there are more outgoing than incoming setups for product i, the machine was set up for product i at the start of
period t.
Note that there are no restrictions on the initial setup configuration of the machine.
3.2.6. Subtour elimination constraints
The subtour elimination constraints that prevent disconnected subtours from creating feasible (integer) solutions are known
to have a significant impact on the computational complexity of the MILP formulation. In Guimarães, Klabjan, and Almada-
Lobo (2014), an extensive computational study on the CLSD that compares different formulations is presented. The authors
prove that the following formulation with a polynomial number of constraints inspired by the single commodity flow
problem provides the best trade-off between the solution quality and the computation time under various circumstances.
N∑
j=1
Tjit + Zit ≥ Git for i = 1, . . . , N , t = 1, . . . , T (11)
N∑
j=1
Tjit + Zit ≤ smaxit Git for i = 1, . . . , N , t = 1, . . . , T (12)
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N∑
j=1
F0jt =
N∑
j=1
Gjt for t = 1, . . . , T (13)
N∑
j=0
Fjit = Git +
N∑
j=1
Fijt for i = 1, . . . , N , t = 1, . . . , T (14)
F0it ≤ N · Zit for i = 1, . . . , N , t = 1, . . . , T (15)
Fijt ≤ N · Tijt for i = 1, . . . , N , j = 1, . . . , N , t = 1, . . . , T . (16)
Constraints (11) and (12) establish the relation between the different setup variables. The total number of times a machine
can be set up for product i in period t is limited to smaxit .
The variables Fijt represent the flow of the setups from node (product) i to node (product) j in period t. An artificial
source node ‘0’ from which the flow of the setups departs is added. Constraint (13) forces the flow to leave the artificial
node, Constraint (14) conserves the flow balance, and finally, Constraints (15) and (16) bind the flow by ensuring that the
flow from the artificial node will initially go to the first product in the production sequence and will only pass over arcs in
the current solution.
3.3. MINLP model
The objective of the SCLSD is to minimise the sum of the setup costs, the expected inventory holding costs, and the
overtime costs. Combined with the constraints from the previous section and the non-negativity, integer, and binary variable
restrictions, this results in the following optimisation problem
Minimise
N∑
i=1
N∑
j=1
T∑
t=1
scijTijt +
N∑
i=1
T∑
t=1
hiE [Iit] +
T∑
t=1
ocOt (17)
subject to Constraints (1) − (16)
Git ∈ {0, 1} for i = 1, . . . , N , t = 1, . . . , T (1)
Zit ∈ {0, 1} for i = 1, . . . , N , t = 1, . . . , T + 1 (19)
Tijt ∈ {0, . . . , smaxit }
for i = 1, . . . , N , j = 1, . . . , N , t = 1, . . . , T (20)
Fijt ≥ 0 for i = 0, . . . , N , j = 1, . . . , N , t = 1, . . . , T (21)
Ot ≥ 0 for t = 1, . . . , T (22)
qit ≥ 0 for i = 1, . . . , N , t = 1, . . . , T . (23)
4. Piecewise linear approximation of the SCLSD
4.1. Characterization of the expected inventory on hand and backorder function
In order to linearise the objective function and the fill rate constraint, we need to derive a linear expression for the expected
inventory on hand and backorder functions.
The on hand inventory of product i in period t is equal to the sum of the starting inventory of product i in period 1 and
the cumulated production of product i up to period t less the demand that occurred up to period t. We let Qit describe the
total quantity of product i (starting inventory plus cumulated production) that is available to fill demand from periods 1 to t,
and let Yit denote the cumulative demand up to period t with density function fYit . If L1Yit(Qit) represents the first order loss
function
∫∞
Qit (y − Qit)fYit(y) dy (Rossi et al. 2014), then the expected on hand inventory for product i at the end of period t is
E[Iit] =
∫ Qit
0
(Qit − y)fYit(y) dy = Qit − E[Yit] + L1Yit(Qit)
for i = 1, . . . , N , t = 1, . . . , T . (24)
Along the same lines as van Pelt and Fransoo (2018) and Tempelmeier, Kirste, and Hilger (2018), we approximate the
non-linear expression by L linear segments. Each segment l is characterised by two bounds, ul−1it and ulit. We assume that the
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lower bound of the first segment u0it is always zero and that the upper bound of the last segment uLit is equal to the maximum
cumulated production of product i up to period t. For both the inventory on hand and backorder function we use the same
set of segments to minimise the number of binary variables in the model.
Each segment has a related production quantity wlit for which the following equalities hold
wlit = ulit − ul−1it for l = 1, . . . , l∗ − 1, i = 1, . . . , N , t = 1, . . . , T (25)
wlit = Qit − ul−1it for l = l∗, i = 1, . . . , N , t = 1, . . . , T (26)
wlit = 0 for l = l∗ + 1, . . . , L, i = 1, . . . , N , t = 1, . . . , T . (27)
For segments 1 to l∗ − 1, wlit is equivalent to the length of the line segment. l∗ represents the last segment that is ‘activated’
and for which wlit is smaller than or equal to the interval length (depending on Qit), beyond l∗ the associated production
quantity is zero. The wlit variables enable us to linearise the expected on hand inventory function as follows
E[Iit] = 0Iit +
L∑
l=1
lIit w
l
it (28)
where 0Iit denotes the expected inventory on hand at u
0
it and lIit represents the slope of the inventory on hand function at
product i and interval l at the end of period t. The latter defines how many additional units of inventory we can expect as a
result of producing wlit pieces of product i in interval l in period t. From Equation (28), we can derive that
lIit =
(
ulit − E[Yit] + L1Yit(ulit)
)− (ul−1it − E[Yit] + L1Yit(ul−1it ))
ulit − ul−1it
=
(
ulit + L1Yit(ulit)
)− (ul−1it + L1Yit(ul−1it ))
ulit − ul−1it
for l = 1, . . . , L, i = 1, . . . , N , t = 1, . . . , T . (29)
Backorders occur when the total quantity of the available product that fills the demand from the first period to period t, Qit,
is smaller than the cumulative demand up to that point Yit. To find the expected number of backorders E[Bit], we subtract
the backlog – which is, contrary to backorders, carried over from one period to the next – after the production of product i
in period t (before any demand is filled) from the backlog at the end of period t,
E[Bit] = L1Yit(Qit) − L1Yi,t−1(Qit) = 0Bit +
L∑
l=1
lBit w
l
it, (30)
which implies that the backlog is cleared in a first-come first-served fashion. Furthermore, 0Bit equals the expected number
of backorders at u0it, and lBit is defined as (analogously to lIit )
lBit =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(L1Yit(ulit) − L1Yit(ul−1it ))
ulit − ul−1it
for t = 1(L1Yit(ulit) − L1Yit(ul−1it ))− (L1Yi,t−1(ulit) − L1Yi,t−1(ul−1it ))
ulit − ul−1it
for t ≥ 2,
and describes the expected decrease in number of backorders per additional unit of product i that is produced in period t.
4.2. Tailored breakpoint selection strategy
4.2.1. Motivation
The tailored breakpoint selection strategy (TBS), presented in this work, partitions the linearisation interval into three types
of zones based on how attractive they are to allocate breakpoints to, and adheres to the following three principles
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(1) Breakpoints should be concentrated in the regions where the slope changes are the largest;
(2) The characteristics of the problem such as the demand distribution and target service level should be used for
identifying intervals where the optimal solution is likely to be situated;
(3) The number of exact function evaluations required to assign the breakpoints should be kept to a minimum.
We find that neither the equidistant breakpoint selection strategy (EBS) by van Pelt and Fransoo (2018) which suggests
to distribute the L−1 breakpoints with equal spacing between u0it and uLit, nor the approach used by Tempelmeier, Kirste,
and Hilger (2018) (abbreviated as TKH hereafter) satisfies all three conditions.
The EBS does keep the number of exact function evaluation to a minimum, but it does not consider the characteristics
of the problem or the magnitude of slope changes when assigning the breakpoints.
The TKH approach starts by fixing a breakpoint at the lower and upper bound of the linearisation interval, and then
adds one in the middle. It then evaluates the sum of the deviations between the exact and approximated functions in the
middle of the two line segments and adds a breakpoint where the sum of the deviations is the largest. In the next iteration,
the sum of the deviations between the exact and approximated functions is calculated again for the two new line segments
that have been created by assigning the last breakpoint, and is then compared to the sum of the deviations that is previously
calculated for potential breakpoint locations that were already evaluated but not yet selected. This process continues until
all breakpoints have been assigned.
The TKH breakpoint selection strategy thus assigns more breakpoints to the regions where the sum of the deviation
between the exact and approximated functions is the largest, but does not use information from the characteristics of the
problem to further steer the allocation of the breakpoints. In addition, as we will further discuss in Section 6.1, the TKH
approach requires 2(L − 2)NT more exact function evaluations than the EBS or TBS, and will therefore always be slower
than the other two approaches.
4.2.2. Red zones
In the least interesting set of zones, here referred to as the red zones, we might have no slope changes at all or some slope
changes in regions where, based on the characteristics of the problem, we do not expect to find the optimal solution. The
linearisation domain is bounded by the lower bound u0it, which is set to zero, and the upper bound (uLit) that equals the
maximum production that could have possibly occurred in the absence of changeovers, which is equal to
∑t
τ=1 Cτ /t
p
i , the
sum of the production capacity per time period Ct up to time period t divided by the production time tpi of product i.
To assess where the regions with negligible slope changes are, we use the shape of the second derivative of the expected
inventory on hand and backorder function. In Lemma A.1, we prove that, for the first time period, the expected inventory
on hand and the backorder are convex and equal to the following expressions
d2E[Iit(x)]
dx2
= 1
σYit
φ(z) ≥ 0, for i = 1, . . . , N , t = 1, . . . , T , (31)
d2E[Bi1(x)]
dx2
= 1
σYi1
φ(z) ≥ 0 for i = 1, . . . , N , (32)
where z = (x − μYit)/σYit and φ(·) denotes the probability density function of the standard normal distribution.
As the second derivative of both functions follows a normal distribution, we can safely assume that the slope changes
in the regions [u0i1, μYi1 + −1(1 − ν)σYi1 ] and [μYi1 + −1(ν)σYi1 , uLi1], where (·) represents the cumulative distribution
function of the standard normal distribution, will be insignificant, provided that 0.5  ν < 1.
For t ≥ 2, van Pelt and Fransoo (2018) showed that the expected backorder function is no longer convex. We build on
this observation and show in Lemma A.2 that E[Bit] is a monotonically decreasing function with the following derivatives
dE[Bit(x)]
dx
= (z) − (w) ≤ 0 for i = 1, . . . , N , t = 2, . . . , T , (33)
d2E[Bit(x)]
dx2
= 1
σYit
φ(z) − 1
σYi,t−1
φ(w) for i = 1, . . . , N , t = 2, . . . , T , (34)
d3E[Bit(x)]
dx3
= w
σ 2Yi,t−1
φ(w) − z
σ 2Yit
φ(z) for i = 1, . . . , N , t = 2, . . . , T , (35)
where w = (x − μYi,t−1)/σYi,t−1 .
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Kirste (2017) notes that, for service levels used in the industry, the convex part of the backorder curve is of most
interest for the linearisation interval. For the lower region we therefore define Y inflit as the inflection point for which
d2E[Bit(x)]/dx2 = 0, where the curve changes from a concave shape to a convex shape. The lower red zone for t ≥ 2
then becomes [u0it, Y inflit ].
For the upper red zone, one might be tempted to simply copy the same bounds for the interval from t = 1. This approach
is inaccurate, because neither the negative nor the positive peak of the second derivative of the backorder function occurs
exactly at μYi,t−1 and μYit , respectively. In fact, as time progresses, the negative peak Y−it will further shift left from μYi,t−1 ,
while the positive peak Y+it will advance past μYit . This effect first occurs at time period 2, and becomes more significant as
time progresses. This phenomenon can be explained by the cumulative nature of the distribution functions. The difference
between the expectations of the two normal distributions (μYit − μYi,t−1 ) will be relatively stable across the planning periods.
The standard deviations, on the other hand, will continue to cumulate, which increases the overlap between φ(z) and φ(w)
and results in a shifting of the peaks away from μYi,t−1 and μYit . In order to capture this drifting effect, we set the bounds of
the upper red region to [Y+it + −1(ν)σYit , uLit].
Note that from a theoretical perspective, the second derivatives would suffice to find Y+it and Y
−
it . However, from a
computational point of view, root-finding algorithms are faster than algorithms which try to find the minimum or maximum
of a function, which is why we also derived the expression for d3E[Bit(x)]/dx3 in Lemma A.2.
4.2.3. Orange and green zone(s)
The two orange zones are in between the green zone and the red zones, hence if we define the green one, we automati-
cally have the bounds for the orange zones. In the green zone, where we will allocate the majority of our breakpoints, we
would like to have large slope changes and capture the region of the linearisation interval where the optimal solution will
likely be.
We draw on the insight that in terms of the latter we know that, on top of the characteristics of the demand distribution,
the target service level βc is also an important factor that determines in which part of the linearisation interval Qit in the
optimal solution is likely to be. To put it differently, if the target service level increases, the Qit in the optimal solution will
shift towards the upper region of the linearisation interval, where Qit > μYit .
To model this, we introduce an additional parameter κ for which 0  κ < βc < ν and which can be used for determining
the length of the green zone, as the demand characteristics and target service level are fixed in advance. The bounds of the
green zone can then be defined for all time periods in the horizon as [μYit + −1(βc − κ)σYit , μYit + −1(βc)σYit ], from
which the bounds for the two orange zones can easily be derived.
It is worth highlighting that, for both t = 1 and t ≥ 2, this interval overlaps well with the regions where the second
derivative is high, hence we comply with the first and the second principle from Section 4.2.1.
4.2.4. Equidistant distribution of the breakpoints within the zones
To fully define the TBS, one still has to decide on how the L + 1 breakpoints will be distributed among the five zones that
have been identified. In the two red zones, we recommend the assignment of breakpoints only to the bounds of the two
intervals, as in these zones the second derivative is low, and/or the intervals are rarely visited in the optimal solution.
For the green zone and the orange zones, we introduce ξ for which 0 < ξ  0.5 as the third and last parameter of the
TBS, which determines the split between the number of breakpoints in the green and in the orange zones. As we already
need four breakpoints to determine the lower and upper red zone, we distribute the remaining L− 3 breakpoints between
the lower and upper orange zone and the green zone.
Within the bounds of both the lower and upper orange zone, (L − 3)ξ/2	 (additional) breakpoints are equidis-
tantly distributed. Note that the upper bound on the lower red zone is equal to the lower bound of the lower orange
zone, the upper bound on the lower orange zone is equal to the lower bound of the green zone, and so on. Within the
bounds of the green zone, the L − 5 − 2(L − 3)ξ/2	 remaining additional breakpoints are distributed in an equidistant
fashion.
In the case where the green zone extends into one of the red zones and thus completely overlaps an orange zone, the
bounds of the green zone take precedence over the bounds of the red zone, and the orange zone is discarded. This also
implies that there is one less fixed breakpoint that indicates the bound between the green and the orange zone, and any
additional breakpoints that were to be assigned to the orange zone in question are added to the green zone. In other words,
 = (L − 3)ξ/2	 + 1, where  denotes the number of extra breakpoints due to zone overlap, extra breakpoints can be
distributed on top of the L − 5 − 2(L − 3)ξ/2	 preallocated ones in the green zone.
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Figure 1. Linearization of the inventory on hand and backorder function for period t = 2.
4.2.5. Illustrative example
In Figure 1, we visualise the different zones and points of interest on the linearisation interval for t = 2 with 20 line
segments, a target fill rate per cycle of 90% and ν = 0.98, κ = 0.75, ξ = 0.20. The (non-cumulative) demand is normally
distributed with a mean of 50 units and a standard deviation of 15 units.
We see that TBS assigns L−1 out of L + 1 breakpoints to the convex region of the backorder curve, which is the interval
most relevant for industry service levels, and that the majority of the breakpoints, thanks to our zone-based approach, are
concentrated in the interval where the second derivative is the highest.
In Figures 2 and A2, we present the formal definition of the TBS. Note that we assume that ν and κ are chosen such that
all zone bounds fall within the linearisation interval.
In Figure A1, we plot the result of our TBS for t = 1 for the instance described above.
4.3. MILP model
If we replace the expression for the backorder by its linearised variant based on Equation (30), Constraint (7) transforms
into ∑t
k=τ
(
0Bik +
∑L
l=1 
l
Bik w
l
ik
)
∑t
k=τ E [Dik]
≤ 2 − βc − Giτ
for i = 1, . . . , N , τ = 1, . . . , T , t = τ , τ + 1, . . . , T |
t∑
k=τ
E [Dik] > 0. (36)
Furthermore, if we introduce the binary variables λlit, the value of which becomes one if line segment l is activated for
product i in period t, then
wlit ≤ (ulit − ul−1it )λlit for l = 1, . . . , L, i = 1, . . . , N , t = 1, . . . , T (37)
wlit ≥ (ulit − ul−1it )λl+1it for l = 1, . . . , L − 1, i = 1, . . . , N , t = 1, . . . , T , (38)
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Figure 2. Pseudocode tailored breakpoint selection strategy for t = 2.
where the second constraint demands that the wlit variables are filled sequentially, see van Pelt and Fransoo (2018). If we
then recognise that
L∑
l=1
wlit −
L∑
l=1
wli,t−1 = qit for i = 1, . . . , N , t = 1, . . . , T , (39)
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then the piecewise linear approximation of the MINLP model becomes
Minimise
N∑
i=1
N∑
j=1
T∑
t=1
scijTijt +
N∑
i=1
T∑
t=1
hi
[
0Iit +
L∑
l=1
lIit w
l
it
]
+
T∑
t=1
ocOt (40)
subject to Constraints (1), (6), (8) − (16), (36) − (39)
Git ∈ {0, 1} for i = 1, . . . , N , t = 1, . . . , T (41)
Zit ∈ {0, 1} for i = 1, . . . , N , t = 1, . . . , T + 1 (42)
λlit ∈ {0, 1} for l = 1, . . . , L, i = 1, . . . , N , t = 1, . . . , T (43)
Tijt ∈ {0, . . . , smaxit }
for i = 1, . . . , N , j = 1, . . . , N , t = 1, . . . , T (44)
Fijt ≥ 0 for i = 0, . . . , N , j = 1, . . . , N , t = 1, . . . , T (45)
Ot ≥ 0 for t = 1, . . . , T (46)
qit ≥ 0 for i = 1, . . . , N , t = 1, . . . , T . (47)
wlit ≥ 0 for l = 1, . . . , L, i = 1, . . . , N , t = 1, . . . , T (48)
5. A relax-and-fix with fix-and-optimise heuristic
Due to the high number of (integer) variables and constraints, we build on a decomposition approach that has proven its
effectiveness for a variant of the CLSD in Xiao et al. (2013) to break down the large formulation into smaller MILPs. More
specifically, we propose a two-step heuristic that starts with a Relax-and-Fix (RF) step that constructs an initial solution by
solving several smaller MILPs where the binary or integer variables are either fixed, optimised, or assumed to be continuous
(in other words, relaxed) and terminate with a Fix-and-Optimize (FO) step to further improve the solution that was found in
the last iteration of the RF heuristic.
For the RF heuristic, we select the subset of variables that is to be optimised via a time-based decomposition approach
that partitions the planning horizon into smaller intervals with a shift forward strategy. If we let ω represent the number of
forward periods we consider at each iteration, and γ with γ < ω be the number of overlapping periods (to take into account
setup carryovers between periods), then the total number of iterations will be equal to Niter = 
(T − ω)/(ω − γ ) + 1.
For example, if we let T = 6, ω = 2 and γ = 1, then we require five iterations in total. In the first iteration, the integer
variables Zit, Git, λlit and Tijt for period 1 to 2 will be optimised. From period 3 onwards, the integer variables are assumed to
be continuous. In the second iteration, the integer variables related to period 1 are fixed, those from period 2 are reoptimized
together with the integer variables of period 3, all other variables associated with period 3 and beyond are relaxed again,
and so on.
We can describe this more formally by introducing F tets ,Otets , andRtets that denote the sets of fixed, optimised and relaxed
integer variables in the time interval [ts, te] (note that all continuous variables are reoptimized in each iteration). Additionally,
we limit the run time of each iteration trun to Tlimit/Niter, where Tlimit is the total run time that was given to the MILP solver
because we want to maximise the probability of a feasible solution before the time limit is reached.
Assuming that the time limit was not reached after the RF step, we apply the FO heuristic to further improve the solution
that was found in the last iteration of the first step. In this work, we use a product-based decomposition for the FO heuristic
where we extract the variables related to a fixed number of randomly selected products, P, from the entire set of variables
 and reoptimize all related variables  while the other variables  \  remain fixed. If a better solution is found, we
replace the incumbent solution. If not, then we randomly select a new subset of products and execute the same steps until
the run time trun reaches the time limit or no improvement was found after a fixed number of iterations Nimpr.
To complete the description of the heuristic in Figure 3, let SolveMILP() represent the MILP model that takes a time
limit as its first argument and a set of fixed, optimised and relaxed variables as its second to fourth arguments where
appropriate. Let Fix() be the operator that fixes the variables that were found optimal, let Z denote the objective value
from the last iteration, let Z∗ be the best objective value found so far and let nctr count the number of iterations without
improvement in the second step.
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Figure 3. Pseudocode RFFO heuristic.
6. Computational results
6.1. Piecewise linearisation
In this section, we show that the TBS leads to better (lower cost) production plans and is more conservative in terms of fill
rate approximation. To this end, we set up a computational study based on a benchmark data set that was first proposed by
Haase and Kimms (2000) and later adopted by Almada-Lobo et al. (2007) to evaluate deterministic lotsizing and scheduling
models with sequence-dependent changeovers.
Table 1 gives an overview of all the parameters. We assume that low, medium, and high capacity are defined as 1.2∑N
i=1 D¯i, 1.5
∑N
i=1 D¯i and 2
∑N
i=1 D¯i, respectively, where D¯i represents the average demand for product i. The ‘low’ and
‘high’ upper bounds uLit on the linearisation interval are defined as
∑t
τ=1 Cτ /t
p
i with Ct = 1.2
∑N
i=1 D¯i and Ct = 2
∑N
i=1 D¯i,
respectively.
For the TBS we reuse the parameter settings from Section 4.2.5, which gave good results in preliminary computational
tests. Note that the two other linearisation approaches cannot be tweaked as there are no user-specified parameters (except
for the number of line segments used). Therefore, as we do not extensively tune the parameters of our TBS approach to the
instances at hand, our comparative analysis in this and the following sections, should be seen as conservative.
For each linearisation approach and instance, the experiment is repeated four times, which means that a total of 1296
instances are simulated. From these instances, 1068 were retained for which all three breakpoint selection strategies found
a solution that did not require any overtime.
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Table 1. Parameters computational study piecewise linearisation, based on Haase and Kimms (2000) and
Almada-Lobo et al. (2007).
Parameters Description Values
βc Target fill rate per cycle 0.80, 0.90, 0.98
Ct Capacity in period t low, medium, high
CVD Coefficient of variation demand 0.10, 0.30
D¯i Average demand for product i 50
hi Holding cost per unit of product i U[2, 10]
κ Parameter TBS used to set bounds orange and green zone(s) 0.75
L Number of line segments 10, 20, 30
N Number of products 2
ν Parameter TBS used to set bounds red and orange zones 0.98
oc Overtime cost per time unit 106
scij Sequence-dependent setup cost between product i and j 50 tsij
smaxit Maximum number of setups for product i in period t 1
tpi Process time per unit of product i 1
tsij Sequence-dependent setup time between product i and j U[5, 10]
T Planning horizon 12, 24
uLit Maximum cumulated production for product i up to period t low, high
ξ Parameter TBS that determines allocation number of breakpoints
orange and green zone(s)
0.20
Table 2. Performance comparison of breakpoint selection strategies based on the exact
objective value and fill rate per cycle.
Exact objective value Fill rate per cycle
improvement (%) approximation error (%)
L 1-TBS/EBS 1-TBS/TKH EBS TKH TBS
10 Min 0.69 − 0.49 − 18.13 − 3.13 − 0.12
Avg 47.30 5.97 − 6.88 0.08 0.99
Max 78.39 50.81 5.48 3.19 6.18
20 Min 2.43 − 0.46 − 11.39 − 0.25 − 0.19
Avg 21.46 0.66 − 2.89 0.94 1.16
Max 62.82 8.77 3.43 3.92 8.41
30 Min 1.39 − 1.34 − 11.49 − 0.21 − 0.17
Avg 13.59 0.33 − 1.97 1.07 1.21
Max 46.60 6.24 2.55 3.86 5.04
Total Min 0.69 − 1.34 − 18.13 − 3.13 − 0.19
Avg 26.51 2.23 − 3.77 0.72 1.13
Max 78.39 50.81 5.48 3.92 8.41
We first examine how the quality of the production plans differs among the three approaches by measuring ZMINLP, which
denotes the value of the objective function when the exact (non-linear) form of the inventory on hand function is used for
evaluating the optimal solution that was found by the MILP. To compare the performance, we evaluate 1 − ZTBSMINLP/ZEBSMINLP
and 1 − ZTBSMINLP/ZTKHMINLP, which should be interpreted as the cost improvement realised by using the TBS instead of the EBS
or TKH. Then, we gauge the conservativeness of the production plans by calculating the averages of the differences between
the estimated and exact βc for the time periods where Giτ = 1 (see Constraint (7)) for the three linearisation approaches.
The results of the computational study as shown in Table 2 clearly illustrate the superiority of the TBS over the
EBS approach. For none of the simulated instances, the EBS found a better solution than the TBS and on average it
underestimated the service level by almost four percentage points.
The TKH approach underperforms considerably in comparison to the TBS in terms of solution quality if the number
of line segments is limited. In some cases, the objective value can be improved by more than 50%, while the maximum
cost penalty found for using the TBS was less than 1.5%. This can be explained by the fact that the TKH approach requires
several iterations before it has found the most relevant region of the linearisation interval. However, even if the number
of line segments further increases, the TBS maintains its superiority with a positive percentage improvement, a limited
worst-case cost penalty of 1.34% and potential improvements of up to 8.77%.
International Journal of Production Research 15
More specifically, for 10 line segments, the TBS finds better solutions (as measured by the objective value improvement)
for 91.94% of the cases in comparison to TKH. For 20 and 30 line segments, this decreases to 82.17% and 60.16% of the
cases, respectively. As expected, this performance advantage decreases when the number of line segments increases, as the
absolute accuracy gain associated with each additional breakpoint also decreases as more breakpoints are added.
In terms of fill rate approximation, the TKH can find solutions that can underachieve the target service level by more
than three percentage points, while the TBS at maximum underachieves the target service level by 0.19 percentage points
for the cases studied. For 10 line segments, the solutions found by the TBS are more conservative, in comparison to TKH,
for 58.1% of the cases. For 20 and 30 line segments we find more conservative solutions for 60.47% and 54.1% of the cases,
respectively.
For all sets of line segments, the minimum, average, and maximum overestimation of the target service level is higher
for the TBS. Hence, on top of being conservative in general, the TBS is also more conservative than the two other lineari-
sation strategies studied. The average run time for the linearisation strategy, measured from the start of the selection of the
breakpoints to the end of the calculation of the slopes lIit and 
l
Bit , is equal to 121, 275 and 128 seconds for the EBS, TKH
and TBS, respectively.
As expected, the EBS, which simply distributes the breakpoints equidistantly across the linearisation interval, is the
fastest. The TBS needs a few additional seconds, as it has to calculate the roots of the derivatives of the expected backorder
curve to find the positive peaks and the inflection points to set the bounds of the zones. However, we argue that a limited
increase in run time is justified by the significant improvement in solution quality and conservativeness of the final solution.
The run time for the TKH is approximately twice as high as the run time of the EBS or TBS, because, after the initiali-
sation phase of the algorithm where the first three breakpoints are allocated, there is always one extra evaluation of both the
expected inventory on hand and the backorder curve in each iteration to find the breakpoint candidate where the sum of the
deviations between the exact and the approximated curves is the highest.
More formally, it is easy to see that the EBS and TBS require 2(L + 1)NT exact function evaluations, while the TKH
requires an additional 2(L − 2)NT exact function evaluations for L>1 that represent the calculations that were carried out
for potential breakpoints for which the sum of the deviations was not found to be the highest in any of the iterations.
In short, this computational study shows that the TBS outperforms the EBS and TKH approaches, both in terms of
solution quality and conservativeness. In addition, it is approximately twice as fast as the TKH, and only marginally slower
than the theoretical lower bound on the run time, that is set by the EBS.
Even though it is not possible to carry out an exhaustive comparison of all linearisation strategies available in the
academic literature, we argue that, for normally distributed demand, all other techniques that do not incorporate knowledge
on the characteristics of, or the optimal solution to the problem at hand will be inferior to the TBS, as it will assign an
unnecessarily large number of breakpoints to the concave [0, Y inflit ] interval for t ≥ 2 to capture the large slope changes in
that region, which is not relevant for the problem we studied.
It is interesting to note that for SLSPs where the demand is not normally distributed, the TBS can also be applied,
provided that the distribution of the cumulative demand is known and we have closed-form expressions (or good approx-
imations) available for the successive derivatives of the expected inventory on hand and backorder functions. In fact, the
TBS can be applied to any kind of (continuous) demand distribution if we allow the use of numerical techniques to approxi-
mate the non-linear functions and their derivatives for which we do not have closed-form expressions. However, additional
research would be required to evaluate if the TBS still offers the best trade-off between speed and solution quality under
these circumstances, in comparison to other techniques like the EBS or TKH.
6.2. Solution approach
Given the advantages of the TBS over the other approaches we presented in the previous section, we will now focus on the
TBS in this section. Similar to Kirste (2017), who uses 20 line segments in all except the last iteration of the FO heuristic
that is developed for an SCLSP with random yield, we set L = 20 for the TBS. To compare the performance of the RFFO
heuristic to the MILP solver Gurobi (Gurobi Optimization 2016), we modify and expand the set of instances that was first
introduced in Table 1 based on the work of Haase and Kimms (2000) and Almada-Lobo et al. (2007) and the insights
mentioned earlier in this section, to the set of 1728 instances presented in Table 3.
All instances were solved on the Stevin Supercomputer Infrastructure at Ghent University on a cluster with 2 × 10-core
Intel E5-2660v3 (2.6 GHz) processors and 128 GB of memory per node. Both solution approaches were implemented in
Python 3.6 with Gurobi 7.5.2 and were given two hours of run time for each instance.
Although we cannot guarantee that a feasible solution exists for every instance, we allow an increase of the capacity
constraint through overtime but penalise its use by a large value (106) in the objective function to give the MILPs some
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Table 3. Parameters computational study solution approach, based on Haase and Kimms (2000) and Almada-
Lobo et al. (2007).
Parameters Description Values
βc Target fill rate per cycle 0.80, 0.90, 0.98
Ct Capacity in period t low, medium, high
CVD Coefficient of variation demand 0.10, 0.20, 0.30
Dit Demand for product i in period t U[40, 60]
D¯i Average demand for product i 50
γ Number of overlapping periods in the RF step 0, 1, 2
hi Holding cost per unit of product i U[2, 10]
κ Parameter TBS used to set bounds orange and green zone(s) 0.75
L Number of line segments 20
N Number of products 10, 25
ν Parameter TBS used to set bounds red and orange zones 0.98
oc Overtime cost per time unit 106
ω Number of forward periods in the RF step 2, 4, 6
P Number of products selected for FO step 0.20N, 0.40N
scij Sequence-dependent setup cost between product i and j 50tsij
smaxit Maximum number of setups for product i in period t 1
tpi Process time per unit of product i 1
tsij Sequence-dependent setup time between product i and j U[5, 10]
T Planning horizon 12, 24
Tlimit Run time limit in hours 2
ξ Parameter TBS that determines the allocation of the breakpoints in
the orange and green zone(s)
0.20
Table 4. Average exact objective value and solution time improvement: RFFO vs Gurobi.
Improvement RFFO vs Gurobi (%)
Without overtime With overtime
Objective Solution Objective Solution
T N Ct value time value time
12 10 low 1.28 61.00 2.02 67.84
medium 0.68 70.65 0.68 67.98
high 1.05 74.05 1.05 74.05
25 low 4.52 39.16 12.02 39.70
medium 2.32 50.28 2.32 50.28
high 2.74 57.09 2.74 57.09
24 10 low 8.94 44.53 14.06 54.30
medium 4.82 58.34 4.78 57.82
high 4.29 63.71 4.29 63.71
25 low − 0.62 61.23 96.35 28.01
medium 6.08 73.63 98.09 35.50
high 8.14 61.81 94.90 42.46
Avg 3.26 59.04 27.21 53.50
additional latitude in their search for a solution that respects the service level constraint and prevents the potentially infea-
sible smaller MILPs in the RFFO heuristic from causing the heuristic to terminate before the last iteration of the RF step is
completed.
Table 4 reports the average improvement in exact objective value, which is defined here as 1 − ZRFFO/ZMINLP, along with
the run time improvement realised by the RFFO heuristic over Gurobi for the set of 1018 instances where no overtime was
consumed, and the set of 1509 instances that includes both solutions with and without overtime, for which both approaches
found a feasible solution.
For very small problem instances (N = 12 and T = 10), we see that the difference in objective value between both
approaches is negligible, as they both have enough time to come close to the optimal solution. As the problem size increases,
we see that the heuristic outperforms the solutions obtained by Gurobi without decomposition.
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The run time reduction, on the other hand, is inversely related to the problem size: for small instances, we have average
reductions of over 60% thanks to the very small MILPs in the RF and FO steps that quickly reach the Nimpr limit. For larger
problems, the relative reduction decreases but the absolute reduction obviously becomes larger.
For the 1018 instances without overtime, the RFFO heuristic required 59% less computation time on average, and
resulted in a faster solution for 97.1% of the cases. On average, across the 1018 instances, Gurobi (without decomposition)
consumed 112 minutes of the 120 minute run time limit, while the RFFO heuristic terminated after 47 minutes.
Furthermore, in only 16 out of of the 1018 reported cases, the RFFO heuristic found a solution for which the objective
value exceeded the Gurobi solution by more than 5% or where more than 5% of additional computation time was required
in comparison to Gurobi.
If we consider the 1509 instances where either Gurobi or the RFFO heuristic required overtime, we find that the latter
has a larger advantage over the solver in terms of solution quality as the heuristic more often returns solutions that require
less overtime than Gurobi (or no overtime at all). Similary to the cases without overtime, Gurobi consumes 113 minutes of
run time on average, while the RFFO heuristic stops after 54 minutes.
6.3. Case study paper mill
The case we study involves a production planning problem at a paper mill where 24 types of coreboard are to be scheduled
and produced. The production process can be seen as a serial production line with three different steps. In the first step,
cellulose fibres are extracted from waste paper and mixed with water and chemicals to create pulp. In the second step, the
pulp is fed into the paper-making machine which creates large rolls of coreboard. In the last step, the slitting process, the
large rolls of coreboard are cut to the desired diameter and width. In terms of scheduling, the second step is the bottleneck
in this production process. It drives the production rate of the system, therefore the entire production process is modelled as
a single-machine production process.
We consider a planning horizon of 12 weeks with a forecasted demand that ranges from 1 to 285 tonnes per week per
coreboard type. We assume that the demand is normally distributed and initially estimated the coefficient of variation to be
10%. However, after running the model for several weeks we found that this was too low and service level targets were
underachieved by a few percentage points. Since the planners have adjusted the coefficient of variation to 30%, no more
service level issues have been reported and the model is seen as conservative.
We use 20 line segments for the linearisation of the inventory on hand and backorder function and set ν = 0.98, κ =
0.75, ξ = 0.20, similar to Sections 6.1 and 6.2. The setup times vary between 4 and 25 minutes depending on the sequence
in which they are produced and obey the triangle inequality. The highest changeover cost per minute is not more than twice
as large as the lowest changeover cost per minute, and takes into account the value of the ‘off-spec’ material that is produced
during a changeover. The holding costs are found by multiplying the production cost per ton with the weighted average cost
of capital.
The mill operates 24/7 with a 10% downtime for maintenance, the production time varies between 0.2 and 0.3 hours per
ton. The target fill rate is set to 98%, and starting inventory is assumed to be zero. For the RF step, we use 6 forward periods
without overlap, the FO reoptimizes the variables associated with 10 types of coreboard in each iteration and the run time
limit of the MIP solver is set to 2 hours.
In Table 5 we provide an overview of the results from the case study at the paper mill. We find that both the solutions
suggested by Gurobi (without decomposition) and the RFFO heuristic in combination with an EBS strategy recommend a
production plan for which on average more than 105 hours of overtime are required per week (in other words, approximately
70% of the available production time of another paper mill). Also, both solutions underachieve the target service level by
almost one percentage point.
It is worth noting that the EBS requires considerably more overtime than the other two approaches, as, in particular for
the first planning period where the expected backorder function is convex, the breakpoints often fail to capture the regions
Table 5. Results case study paper mill.
EBS TKH TBS
Gurobi RFFO Gurobi RFFO Gurobi RFFO
Run time linearisation (min) 11 11 36 36 15 15
Run time solver (min) 120 120 120 120 120 74
Overtime per week (hr) 105.1 106.4 20 19.9 20 19.3
Fill rate per cycle approx. error (%) − 1.0 − 0.8 0.18 0.19 0.21 0.26
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of the linearisation interval where there are many slope changes (i.e. the majority of the breakpoints are in the long tail of
the first order loss function), and therefore overestimate the expected number of backorders. This difference between the
estimated and ‘real’ number of backorders, in combination with the high target service level and zero starting inventory,
forces the model to significantly increase the capacity by using overtime, especially in the first planning period.
The solution by Gurobi in combination with the TKH proposes a different production plan that requires 20 hours of
overtime on average per week. The RFFO heuristic terminated after the RF step, which consumed all available run time.
The production plan found requires 19.9 hours of overtime and overachieves the target service level by 0.19%.
The TBS approach, on the other hand, in combination with the RFFO heuristic, finds a production plan with 19.3 hours
of overtime and overachieves the target service level by 0.26%. Furthermore, it only consumes 74 minutes of run time
instead of the 120 minutes that the EBS and TKH require to find a solution even in combination with the RFFO heuristic,
which represents a run time reduction of 38%.
In addition, it should be noted that the time to select the breakpoints and calculate the slopes of the inventory on hand
and backorder curves has been excluded from run time considerations. For this instance, the EBS, TKH and TBS require
11, 36, and 15 minutes, respectively. In line with the results found in Section 6.1, this shows that the TBS offers the best
trade-off between solution quality, conservativeness and (total) run time.
In Figure A3 we show how the production and inventory on hand of the coreboard evolves over time. We see that there
is a significant ramp up in the first three periods to build up inventory, due to the combination of the high service level
target and zero starting inventory. As we go further in the planning horizon, as expected, both the production and expected
inventory on hand stabilises.
Figure A4 plots the inventory holding costs, setup costs, and overtime per time period. We observe the need for overtime
in the first planning periods, which decreases to zero when the production stabilises further in the planning horizon. It is
worth noting here that in the cost function, the use of overtime is heavily penalised (e 106 per hour) and is therefore the
main driver of the total cost. We do this because many of the other paper mills from which we could source coreboard are
also operating almost at full capacity and hence additional production requirements from other paper mills are to be avoided.
Next to that, most of the margin on the coreboard (being a low value density product) is lost when it is transported over
large distances before shipping it to the final customer, or if overtime requirements demand to schedule an extra shift at the
paper mills that are not yet operating 24/7. To conclude, we can identify that the large production requirements in the first
planning periods translate into high setup costs due to the many changeovers that are necessary to build up inventory for the
entire product portfolio.
7. Conclusion and future research
We presented a mixed-integer linear programming formulation that integrates lotsizing and production sequencing decisions
for a machine that is subject to stochastic dynamic demand and faces sequence-dependent changeovers. We developed a
tailored breakpoint selection strategy that, on top of assigning breakpoints where the deviations between the exact and
approximated curves are likely to be high, also considers the characteristics of the problem via the target service level and
the parameters of the demand distribution to allocate the breakpoints to regions where the slope changes are high and where
the optimal solution is likely to be. We note that the use of our strategy is not limited to the case of normally distributed
demand. It can be applied to any family of distributions provided that the distribution of the cumulative demand is known,
and there are closed-form expressions for the successive derivatives of the expected inventory on hand and backorder
functions available.
Via a computational study, we showed that our strategy returns both more cost-effective and more conservative produc-
tion plans than techniques recommended by earlier work, and is considerably faster than techniques that assign breakpoints
in an iterative way. In addition, we make the case that any standard breakpoint selection strategy that does not exclude the
concave region of the expected backorder curve for t ≥ 2 is likely to be outperformed by our tailored breakpoint selection
strategy.
Furthermore, we designed an RF with FO heuristic and demonstrated via a comprehensive computational study that it,
on average, improves the objective value of the solution by 3.3%, is faster for 97.1% of the studied cases, and realises an
average run time reduction of 59% over a state-of-the-art solver. In the last part of this paper, we illustrated that the achieved
results for our numerical test set are in line with what we find when the modelling and solution approach is applied to a
real-world production planning problem.
Future research could investigate alternative MIP formulations that replace the backorder service level with a backorder
costs approach, in which case the non-linearity would only be present in the objective function. It would also be interesting
to compare the performance of the TBS to the approach recommended by Kirste (2017) in the context of the SCLSP. Lastly,
both the TBS and RFFO could benefit from more extensive parameter tuning to further enhance their effectiveness.
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Appendix 1. Shape and derivatives of the expected inventory on hand and backorder
Lemma A.1 In the first time period, the expected inventory on hand and backorder functions are convex and have the same second
derivative which is characterised as follows
d2E[Iit(x)]
dx2
= 1
σYit
φ(z) ≥ 0, for i = 1, . . . , N , t = 1, . . . , T , (A1)
d2E[Bi1(x)]
dx2
= 1
σYi1
φ(z) ≥ 0 for i = 1, . . . , N . (A2)
Proof If we replace Qit by x, it is straightforward to see from Equation (24) that
E[Iit(x)] = x − E[Yit] + L1Yit (x). (A3)
Taking the first derivative gives us
dE[Iit(x)]
dx
= 1 − dL
1
Yit (x)
dx
. (A4)
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van Pelt and Fransoo (2018), based on the work of Zipkin (2000) and Rossi et al. (2014), showed that the first derivative of the first order
loss function for normally distributed demand is equal to
dL1Yit (x)
dx
= d
dx
(σYit (φ(z) − z(1 − (z))) = (z) − 1 (A5)
where φ(·) and (·) represent the probability density and cumulative distribution function of the standard normal distribution, respec-
tively, and z = (x − μYit )/σYit with μYit and σYit the average and standard deviations of the cumulative demand for product i up to period
t. Combining Equations (A4) and (A5) returns
dE[Iit(x)]
dx
= (z). (A6)
This simple expression allows us to find the second derivative through the use of the properties of the standard normal distribution
d2E[Iit(x)]
dx2
= d
dx
((z)) = 1
σYit
φ(z) ≥ 0 for t = 1, . . . , T . (A7)
The expected backorder function from Equation (30) simplifies to the following for the first time period
E[Bi1(x)] = L1Yi1(x) (A8)
since L1
Y (0)i
(x) = 0. The first derivative becomes (see Equation (A5))
dE[Bi1(x)]
dx
= (z) − 1. (A9)
From this, we can find the second derivative and conclude the proof of this lemma
d2E[Bi1(x)]
dx2
= d
dx
((z)) = 1
σYi1
φ(z) ≥ 0. (A10)

Lemma A.2 As from the second time period, the expected backorder curve is a monotonically decreasing function with the following
derivatives
dE[Bit(x)]
dx
= (z) − (w) ≤ 0 for i = 1, . . . , N , t = 2, . . . , T , (A11)
d2E[Bit(x)]
dx2
= 1
σYit
φ(z) − 1
σYi,t−1
φ(w) for i = 1, . . . , N , t = 2, . . . , T , (A12)
d3E[Bit(x)]
dx3
= w
σ 2Yi,t−1
φ(w) − z
σ 2Yit
φ(z) for i = 1, . . . , N , t = 2, . . . , T . (A13)
Proof Starting from the expected backorder function presented in Equation (30), we have
E[Bit(x)] = L1Yit (x) − L1Yi,t−1 (x) for t = 2, . . . , T . (A14)
We introduce the variable w = (x − μYi,t−1 )/σYi,t−1 to capture the demand distribution of the previous period, based on Equation (A5) we
then find
dE[Bit(x)]
dx
= d
dx
(L1Yit (x) − L1Yi,t−1(x))
= (z) − 1 − (w) + 1 = (z) − (w). (A15)
Since μYit and σYit represents the average and standard deviations of the cumulative demand for product i up to period t, we can state that
μYit ≥ μYi,t−1 (A16)
σYit ≥ σYi,t−1 (A17)
and hence
w ≥ z (A18)
(w) ≥ (z). (A19)
This insight enables us to prove that the backorder function is monotonically decreasing, as
dE[Bit(x)]
dx
= (z) − (w) ≤ 0 for t = 2, . . . , T . (A20)
The second derivative is then found by taking the derivative of Equation (A20) with respect to x,
d2E[Bit(x)]
dx2
= d
dx
((z) − (w))
= 1
σYit
φ(z) − 1
σYi,t−1
φ(w) for t = 2, . . . , T . (A21)
Finally, for an efficient selection of the breakpoints for approximating the backorder curve, we are particularly interested in the negative
and positive peak of d2E[Bit(x)]/dx2, which can be found by retrieving the roots of d3E[Bit(x)]/dx3. To this end, we take another
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derivative of Equation (A21) with respect to x,
d3E[Bit(x)]
dx3
= d
dx
(
1
σYit
φ(z) − 1
σYi,t−1
φ(w)
)
= −z
σ 2Yit
φ(z) −
(
−w
σ 2Yi,t−1
φ(w)
)
= w
σ 2Yi,t−1
φ(w) − z
σ 2Yit
φ(z) for t = 2, . . . , T . (A22)

Appendix 2. Linearization of the inventory on hand and backorder function
Figure A1. Linearization of the inventory on hand and backorder function for period t = 1.
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Appendix 3. Pseudocode tailored breakpoint selection strategy
Figure A2. Pseudocode tailored breakpoint selection strategy for t = 1.
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Appendix 4. List of symbols MI(N)LP model
Table A1. List of symbols MI(N)LP model.
Symbol Description
Parameters
βc Target fill rate per cycle
Ct Capacity in period t
Dit Random demand for product i in period t
0Bit Expected backorder at u
0
it for product i in period t
lBit Slope of the backorder function at product i and interval l at the end of period t
0Iit Expected inventory on hand at u
0
it for product i in period t
lIit Slope of the inventory on hand function at product i and interval l at the end of period t
hi Holding cost per unit of product i
L Number of line segments
N Number of products
oc Overtime cost per time unit
scij Sequence-dependent setup cost between product i and j
smaxit Maximum number of setups for product i in period t
tpi Process time per unit of product i
tsij Sequence-dependent setup time between product i and j
T Planning horizon
ulit Cumulated production for product i associated with interval l up to period t
Variables
Bit Backorder for product i at the end of period t
BLit Backlog for product i at the end of period t
Fijt Setup from product i to product j in period t
Git Binary variable that becomes one if the machine is set up for product i at least once in period t
Iit Inventory on hand of product i at the end of period t
IPit Inventory position of product i at the end of period t
λlit Binary variable which ensures that the w
l
it are filled sequentially
Ot Overtime in period t
qit Production quantity for product i in period t
Tijt Number of setups from product i to product j in period t
wlit Production quantity for product i associated with interval l in period t
Zit Binary variable that becomes one if the machine is set up for product i at the start of period t
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Appendix 5. Results case study paper mill
Figure A3. Overview production and expected inventory on hand for the paper mill.
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Figure A4. Overview inventory holding costs, setup costs, and overtime for the paper mill.
