Because of their tractability and their natural interpretations in term of market quantities, Hawkes processes are nowadays widely used in high frequency finance. However, in practice, the statistical estimation results seem to show that very often, only nearly unstable Hawkes processes are able to fit the data properly. By nearly unstable, we mean that the L 1 norm of their kernel is close to unity. We study in this work such processes for which the stability condition is almost violated. Our main result states that after suitable rescaling, they asymptotically behave like integrated Cox Ingersoll Ross models. Thus, modeling financial order flows as nearly unstable Hawkes processes may be a good way to reproduce both their high and low frequency stylized facts. We then extend this result to the Hawkes based price model introduced by Bacry et al. in [6]. We show that under a similar criticality condition, this process converges to a Heston model. Again, we recover well known stylized facts of prices, both at the microstructure level and at the macroscopic scale.
Introduction
A Hawkes process (N t ) t≥0 is a self exciting point process, whose intensity at time t, denoted by λ t , is of the form
where µ is a positive real number, φ a regression kernel and the J i are the points of the process before time t (see Section 2 for more accurate definitions). These processes have been introduced in 1971 by Hawkes, see [22, 23, 24] , in the purpose of modeling earthquakes and their aftershocks, see [1] . However, they are also used in various other disciplines. In particular, in recent years, with the availability of (ultra) high frequency data, finance has become one of the main domains of application of Hawkes processes.
The introduction of Hawkes processes in finance is probably due to Bowsher, see [12] , who jointly studied transaction times and midquote changes, using the Hawkes framework. Then, in [9] , Bauwens and Hautsch built so-called latent factor intensity Hawkes models and applied them to transaction data. Another pioneer in this type of approach is Hewlett. He considered in [26] the particular case of the foreign exchange rates market for which he fitted a bivariate Hawkes process on buy and sell transaction data. More recently, Bacry et al. have developed a microstructure model for midquote prices based on the difference of two Hawkes processes, see [6] . Moreover, Bacry and Muzy have extended this approach in [7] where they design a framework enabling to study market impact. Beyond midquotes and transaction prices, full limit order book data (not only market orders but also limit orders and cancellations) have also been investigated through the lenses of Hawkes processes. In particular, Large uses in [33] a ten-variate multidimensional Hawkes process to this purpose. Note that besides microstruture problems, Hawkes processes have also been introduced in the study of other financial issues such as daily data analysis, see [17] , financial contagion, see [2] , or Credit Risk, see [18] .
The popularity of Hawkes processes in financial modeling is probably due to two main reasons. First, these processes represent a very natural and tractable extension of Poisson processes. In fact, comparing point processes and conventional time series, Poisson processes are often viewed as the counterpart of iid random variables whereas Hawkes processes play the role of autoregressive processes, see [15] for more details about this analogy. Another explanation for the appeal of Hawkes processes is that it is often easy to give a convincing interpretation to such modeling. To do so, the branching structure of Hawkes processes is quite helpful. Recall that under the assumption φ 1 < 1, where φ 1 denotes the L 1 norm of φ, Hawkes processes can be represented as a population process where migrants arrive according to a Poisson process with parameter µ. Then each migrant gives birth to children according to a non homogeneous Poisson process with intensity function φ, these children also giving birth to children according to the same non homogeneous Poisson process, see [24] . Now consider for example the classical case of buy (or sell) market orders, as studied in several of the papers mentioned above. Then migrants can be seen as exogenous orders whereas children are viewed as orders triggered by other orders.
Beyond enabling to build this population dynamics interpretation, the assumption φ 1 < 1 is crucial in the study of Hawkes processes. To fix ideas, let us place ourselves in the classical framework where the Hawkes process (N t ) starts at −∞. In that case, if one wants to get a stationary intensity with finite first moment, then the condition φ 1 < 1 is required. Furthermore, even in the non stationary setting, this condition seems to be necessary in order to obtain classical ergodic properties for the process, see [5] . For these reasons, this condition is often called stability condition in the Hawkes literature.
From a practical point of view, a lot of interest has been recently devoted to the parameter φ 1 . For example, Hardiman, Bercot and Bouchaud, see [21] , and Filimonov and Sornette, see [19, 20] , use the branching interpretation of Hawkes processes on midquote data in order to measure the so-called degree of endogeneity of the market. This degree is simply defined by φ 1 , which is also called branching ratio. The intuition behind this interpretation of φ 1 goes as follows: The parameter φ 1 corresponds to the average number of children of an individual, φ 2 1 to the average number of grandchildren of an individual,. . . Therefore, if we call cluster the descendants of a migrant, then the average size of a cluster is given by k≥1 φ k 1 = φ 1 /(1 − φ 1 ). Thus, in the financial interpretation, the average proportion of endogenously triggered events is φ 1 /(1 − φ 1 ) divided by 1 + φ 1 /(1 − φ 1 ), which is equal to φ 1 .
This branching ratio can be measured using parametric and non parametric estimation methods for Hawkes processes, see [35, 36] for likelihood based methods and [4, 38] for functional estimators of the function φ. In [21] , very stable estimations of φ 1 are reported for the E mini S&P futures between 1998 and 2012, the results being systematically close to one. In [19] , values of order 0.7-0.8 are obtained on several assets. A debate on the validity of these results is currently ongoing between the two groups. In particular, it is argued in [21] that the choice of exponential kernels in [19] may lead to spurious results, whereas various bias that could affect the study in [21] are underlined in [20] . In any case, we can remark that both groups find values close to one for φ 1 , which is consistent with the results of [4] , where estimations are performed on Bund and Dax futures.
This seemingly persistent statistical result should definitely worry users of Hawkes processes. Indeed, it is rarely suitable to apply a statistical model where the parameters are pushed to their limits. In fact, these obtained values for φ 1 on empirical data are not really surprising. Indeed, one of the most well documented stylized fact in high frequency finance is the persistence (or long memory) in flows and market activity measures, see for example [11, 34] . Usual Hawkes processes, in the same way as autoregressive processes, can only exhibit short range dependence, failing to reproduce this classical empirical feature, see [29] for details.
In spite of their relative inadequacy with market data, Hawkes processes possess so many appealing properties that one could still try to apply them in some specific situations. In [21] , it is suggested to use the without ancestors version of Hawkes processes introduced by Brémaud and Massoulié in [13] . For such processes, φ 1 = 1 but, in order to preserve stationarity and a finite expectation for the intensity, one needs to have µ = 0. This is probably a relevant approach. However setting the parameter µ to 0 is not completely satisfying since this parameter has a nice interpretation (exogenous orders). Moreover it is not found to be equal to zero in practice, see [21] . Finally, a time-varying µ is an easy way to reproduce seasonalities observed on the market, see [7] (however, for simplicity, we work in this paper with a constant µ > 0).
These empirical measures of φ 1 , close to one, are the starting point of this work. Indeed, our aim is to study the behavior at large time scales of nearly unstable Hawkes processes, which correspond to these estimations. More precisely, we consider a sequence of Hawkes processes observed on [0, T ], where T goes to infinity. In the case of a fixed kernel (not depending on T ) with norm strictly smaller than one, scaling limits of Hawkes processes have been investigated in [5] . In this framework, Bacry et al. obtain a deterministic limit for the properly normalized sequence of Hawkes processes, as it is the case for suitably rescaled Poisson processes. In their price model consisting in the difference of two Hawkes processes, a Brownian motion (with some volatility) is found at the limit. These two results are in fact quite intuitive. Indeed, in the same way as Poisson processes and autoregressive models, Hawkes processes enjoy short memory properties. In this work, we show that when the Hawkes processes are nearly unstable, these weakly dependent-like behaviors are no longer observed at intermediate time scales. To do so, we consider that the kernels of the Hawkes processes depend on T . More precisely, we translate the near instability condition into the assumption that the norm of the kernels tends to one as the observation scale T goes to infinity.
Our main theorem states that when the norm of the kernel tends to one at the right speed (meaning that the observation scale and kernel's norm balance in a suitable way), the limit of our sequence of Hawkes processes is no longer a deterministic process, but an integrated Cox Ingersoll Ross process (CIR for short), as introduced in [14] . In practice, it means that when observing a Hawkes process with kernel's norm close to one at appropriate time scale, it looks like an integrated CIR. Furthermore, for the price model defined in [6] , in the limit, the Brownian motion obtained in [5] is replaced by a Heston model, see [25] for definition. This is probably more in agreement with empirical data.
The paper is organized as follows. The assumptions and main results, notably the convergence towards an integrated CIR are given in Section 2. The case of the difference of two Hawkes processes is studied in Section 3. The proofs are relegated to Section 4 except some auxiliary results which can be found in an appendix.
Scaling limits of nearly unstable Hawkes processes
We give in this section our main results about the limiting behavior of a sequence of nearly unstable Hawkes processes. We start by presenting our assumptions and defining our asymptotic setting.
Assumptions and asymptotic framework
We consider a sequence of point processes (N T t ) t≥0 indexed by T 1 . For a given T , (N T t ) satisfies N T 0 = 0 and the process is observed on the time interval [0, T ]. Furthermore, our asymptotic setting is that the observation scale T goes to infinity. The intensity process (λ T t ) is defined for t ≥ 0 by
where µ is a positive real number and φ T a non negative measurable function on R + which satisfies φ 1 < +∞. For a given T , the process (N T t ) is defined on a probability space (Ω T , F T , P T ) equipped with the filtration (F T t ) t∈[0,T ] , where F T t is the σ-algebra generated by (N T s ) s≤t . Moreover we assume that for any 0 ≤ a < b ≤ T and
which sets λ T as the intensity of N T . In particular, if we denote by (J T n ) n≥1 the jump times of (N T t ), the process
Of course by T we implicitly means Tn with n ∈ N tending to infinity.
is a martingale and the law of N T is characterized by λ T . From Jacod [27] , such construction can be done. The process N T is called a Hawkes process.
Let us now give more specific assumptions on the function φ T . We denote by . ∞ the L ∞ norm on R + .
where (a T ) T ≥0 is a sequence of positive numbers converging to one such that for all T , a T < 1 and φ is a non negative measurable function such that Moreover, φ is differentiable with derivative φ ′ such that φ ′ ∞ < +∞ and φ ′ 1 < +∞.
Remark 2.1. Note that under Assumption 1, φ ∞ is finite.
Thus, the form of the function φ T depends on T so that its shape is fixed but its L 1 norm varies with T . For a given T , this L 1 norm is equal to a T and so is smaller than one, implying that the stability condition is in force. Note that in this framework, we have almost surely no explosion 2 : lim
However, remark that we do not work in the stationary setting since our process starts at time t = 0 and not at t = −∞.
The case where φ T 1 is larger than one corresponds to the situation where the stability condition is violated. Since a T = φ T 1 < 1 tends to one, our framework is a way to get close to instability. Therefore we call our processes nearly unstable Hawkes processes. There are of course many other ways to make the L 1 norm of φ T converge to one than the multiplicative manner used here. However, this parametrization is sufficient for applications and very convenient to illustrate the different regimes that can be obtained.
Observation scales
In our framework, two parameters degenerate at infinity: T and (1 − a T ) −1 . The relationship between these two sequences will determine the scaling behavior of the sequence of Hawkes processes. Recall that it is shown in [5] that when φ 1 is fixed and smaller than one, after appropriate scaling, the limit of the sequence of Hawkes processes is deterministic, as it is for example the case for Poisson processes. In our setting, if 1 − a T tends "slowly" to zero, we can expect the same result. Indeed, we may have T large enough so that we reach the asymptotic regime and for such T , a T is still sufficiently far from unity. This is precisely what happens, as stated in the next theorem.
2 In fact, for a Hawkes process, the no explosion property can be obtained under weaker conditions, for example t 0 φ(s)ds < ∞ for any t > 0, see [5] . Theorem 2.1. Assume T (1 − a T ) → +∞. Then, under Assumption 1, the sequence of Hawkes processes is asymptotically deterministic, in the sense that the following convergence in L 2 holds: sup
On the contrary, if 1− a T tends too rapidly to zero, the situation is likely to be quite intricate. Indeed, for given T , the Hawkes process may already be very close to instability whereas T is not large enough to reach the asymptotic regime. The last case, which is probably the most interesting one, is the intermediate case, where 1 − a T tends to zero in such a manner that a non deterministic scaling limit is obtained, while not being in the preceding degenerate setting. We largely detail this situation in the next subsection.
Non degenerate scaling limit for nearly unstable Hawkes processes
We give in this section our main result, that is a non degenerate scaling limit for a sequence of properly renormalized nearly unstable Hawkes processes. Before giving this theorem, we wish to provide intuitions on how it is derived. Let M T be the martingale process associated to N T , that is, for t ≥ 0,
We also set ψ T the function defined on R + by
where (φ T ) * 1 = φ T and for k ≥ 2, (φ T ) * k denotes the convolution product of (φ T ) * (k−1) with the function φ T . Note that ψ T (t) is well defined since φ T 1 < 1. In the sequel, it will be convenient to work with another form for the intensity. We have the following result, whose proof is given in Section 4.
Proposition 2.1. For all t ≥ 0, we have
Now recall that we observe the process (N T t ) on [0, T ]. In order to be able to give a proper limit theorem, where the processes live on the same time interval, we rescale our processes so that they are defined on [0, 1]. To do that, we consider for t ∈ [0, 1]
For the scaling in space, a natural multiplicative factor is (1 − a T ). Indeed, in the stationary case, the expectation of λ T t is µ/(1 − φ T 1 ). Thus, the order of magnitude of the intensity is (1 − a T ) −1 . This is why we define
Understanding the asymptotic behavior of C T t will be the key to the derivation of a suitable scaling limit for our sequence of renormalized processes. We will see that this behavior is closely connected to that of the function ψ T . About ψ T , one can first remark that the function defined for x ≥ 0 by
is the density of the random variable
where the (X i ) are iid random variables with density φ and I T is a geometric random variable
The characteristic function of the random variable X T , denoted by ρ T , satisfies
, whereφ denotes the characteristic function of X 1 . Since +∞ 0 sφ(s)ds = m < ∞, the functionφ is continuously differentiable with first derivative at point zero equal to im. Therefore, using that a T andφ( z T ) both tend to one as T goes to infinity, ρ T (z) is equivalent
Thus, we precisely see here that the suitable regime so that we get a non trivial limiting law for X T is that there exists λ > 0 such that
When (3) holds, we write d 0 = m/λ. In fact we have just proved the following result. This simple result is of course not new. For example this type of geometric sums of random variable is studied in detail in [31] . Note also that when X 1 is exponentially distributed, X T is also exponentially distributed, even for a fixed T .
Assume from now on that (3) holds and set u T = T (1 − a T )/λ (so that u T goes to one). Proposition 2.2 is particularly important since it gives us the asymptotic behavior of ψ T in this setting. Indeed, it tells us that
Let us now come back to the process C T t , which can be written
with
By studying its quadratic variation, we will show that B T represents a sequence of martingales which converges to a Brownian motion. So, heuristically replacing B T by a Brownian motion B and ψ T (T x) by (4), we get
Applying Itô's formula, this gives
which precisely corresponds to the stochastic differential equation (SDE) satisfied by a CIR process.
Before stating the theorem which makes the preceding heuristic derivation rigorous, we consider an additional assumption.
Assumption 2. There exists K ρ > 0 such that for all x ≥ 0 and T > 0,
Note that Assumption 2 is in fact not really restrictive. Indeed, from [37] (Page 214, point 5), we get that if φ ∞ < ∞ and +∞ 0 |s| 3 φ(s)ds < +∞, then Assumption 2 holds. From [31] (Chapter 5, Lemma 4.1), it also holds if the random variable X 1 with density φ can be written (in law) under the form X 1 = E + Y , where E follows an exponential law with parameter γ > 0 and Y is independent of E. We now give our main theorem. 
Furthermore, the sequence of renormalized Hawkes process
converges in law, for the Skorohod topology, towards the process
Discussion
• Theorem 2.2 implies that when φ 1 is close to 1, if the observation time T is suitably chosen (that is of order 1/(1 − φ 1 )), a non degenerate behavior (neither explosive, nor deterministic) can be obtained for a rescaled Hawkes process.
• This can for example be useful for the statistical estimation of the parameters of a Hawkes process. Indeed, designing an estimating procedure based on the fine scale properties of a Hawkes process is a very hard task: Non parametric methods are difficult to use and present various instabilities, see [4, 20] , whereas parametric approaches are of course very sensitive to model specifications, see [20, 21] . Considering an intermediate scale, where the process behaves like a CIR model, one can use statistical methods specifically developed in order to estimate CIR parameters, see [3] for a survey. Of course, only the parameters λ, m and µ can be recovered this way. Therefore, there is clearly an information loss in this approach. However, it still enables to get access to quantities which are important in practice, see Section 1. In some sense, it can be compared to the extreme value theory based method for extreme quantile estimation, where one assumes that the random variables of an iid sample belong to some max stable attraction domain. Indeed, these two methods lie between a fully parametric one, where a parametric form is assumed (for the law of the random variables or the function φ), and a fully non parametric one, where a functional estimator (of the repartition function or of φ) is used in order to reach the quantity of interest (the quantile or the L 1 norm of φ).
• CIR processes are a very classical way to model stochastic (squared) volatilities in finance, see the celebrated Heston model [25] . Also, it is widely acknowledged that there exists a linear relationship between the cumulated order flow and the integrated squared volatility, see for example [40] . Therefore, our setting where φ 1 is close to one and the limiting behavior obtained in Theorem 2.2 seem in good agreement with market data.
• For the stationary version of a Hawkes process, one can show that the variance of N T T is of order T (1 − φ T 1 ) −3 , see for example [13] . Therefore, if T (1 − a T ) tends to zero, that is φ T 1 goes rapidly to one, then the variance of
N T T blows up as T goes to infinity. This situation is therefore very different from the one studied here and out of the scope of this paper.
• The assumption +∞ 0 sφ(s)ds < +∞ is crucial in order to approximate ψ T by an exponential function using Proposition 2.2. Let us now consider the fat tail case where the preceding integral is infinite. More precisely, let us take a function φ which is of order 1 x 1+α , 0 < α < 1, as x goes to infinity. In that case, following the proof of Proposition 2.2, we can show the following result, where we borrow the notations of Proposition 2.2. Proposition 2.3. Let E α C be a random variable whose characteristic function satisfies
Thus, when the shape of the kernel is of order x −(1+α) , the "right" observation scale is
, see for example [39] , then the density φ α C of E α C is linked to this function since
Now let us consider the asymptotic setting where µ T = µT α−1 ,φ T = a T φ with a T = 1 − λ T α and φ as in Proposition 2.3. If we apply the same heuristic arguments as those used in Section 2 to the renormalized intensity
we get the following type of limiting law for our sequence of Hawkes intensities:
These heuristic arguments are however far from a proof. Indeed, in this case, we probably have to deal with a non semi-martingale limit. Furthermore, tightness properties which are important in the proofs of this paper are much harder to show (in particular the function φ α C is not bounded). We leave this case for further research.
• In the classical time series setting let us mention the paper [8] where the authors study the asymptotic behavior of unstable integer-valued autoregressive model (INAR processes). In this case, CIR processes also appear in the limit. This is in fact not so surprising since INAR processes share some similarities with Hawkes processes. In particular, they can somehow be viewed as Hawkes processes for which the kernel would be a sum of Dirac functions.
Extension of Theorem 2.2 to a price model
In the previous section, we have studied one-dimensional nearly unstable Hawkes processes. For financial applications, they can for example be used to model the arrival of orders when the number of endogenous orders is much larger than the number of exogenous orders, which seems to be the case in practice, see [19, 21] . In this section, we consider the high frequency price model introduced in [6] , which is essentially defined as a difference of two Hawkes processes. Using the same approach as for Theorem 2.2, we investigate the limiting behavior of this model when the stability condition is close to saturation.
A Hawkes based price model
In [6] , tick by tick moves of the midprice (P t ) t≥0 are modeled thanks to a two dimensional Hawkes process in the following way: For t ≥ 0,
where (N + , N − ) is a two dimensional Hawkes process with intensity
with φ 1 and φ 2 two non negative measurable functions such that the stability condition
This model takes into account the discreteness and the negative autocorrelation of prices at the microstructure level. Moreover, it is shown in [5] that when one considers this price at large time scales, the stability condition implies that after suitable renormalization, it converges towards a Brownian motion (with a given volatility).
Scaling limit
In the same spirit as in Section 2, we consider the scaling limit of the Hawkes based price process when the stability condition becomes almost violated. More precisely, following the construction of multivariate Hawkes processes of [5] , for every observation interval [0, T ], we define the Hawkes process (N T + , N T − ) with intensity
with φ T 1 and φ T 2 two non negative measurable functions. Note that in this construction, N T + and N T − do not have common jumps, see [5] for details. We consider the following assumption.
Assumption 3. For i = 1, 2 and t ∈ R + ,
where (a T ) T ≥0 is a sequence of positive numbers converging to one such that for all T , a T < 1 and φ 1 and φ 2 are two non negative measurable functions such that +∞ 0 φ 1 (s) + φ 2 (s)ds = 1 and
Moreover, for i = 1, 2, φ i is differentiable with derivative φ ′ i such that φ ′ i ∞ < +∞ and φ ′ i 1 < +∞.
We will also make the following technical assumption.
Assumption 4. Let
There exists K ρ > 0 such that for all x ≥ 0 and T > 0,
We work with the renormalized price process
The following theorem states that if we consider the rescaled price process over the right time interval, that is if we take T of order 1/(1 − φ 1 1 − φ 1 2 ), it asymptotically behaves like a Heston model, see [25] .
Theorem 3.1. Let φ = φ 1 − φ 2 . Assume that (3) holds. Under Assumptions 3 and 4, the sequence of Hawkes based price models (P T t ) converges in law, for the Skorohod topology, towards a Heston type process P on [0, 1] defined by:
with (B 1 , B 2 ) a bidimensional Brownian motion.
Proofs
We gather in this section the proofs of Theorem 2.1, Proposition 2.1, Theorem 2.2 and Theorem 3.1. In the following, c denotes a constant that may vary from line to line.
Proof of Theorem 2.1
Let v ∈ [0, 1]. From Lemma 4 in [5] , we get
Thus, using that
we deduce
Now recall that M T is a square integrable martingale with quadratic variation process N T . Thus we can apply Doob's inequality which gives
Therefore, we finally obtain
, which gives the result since T (1 − φ T 1 ) tends to infinity.
Proof of Proposition 2.1
From the definition of λ T , using the fact that φ is bounded on [0, t], we can write
We now recall the following classical lemma, see for example [5] for a proof.
ds with h a measurable locally bounded function, then
We apply this lemma to the function h defined by
Thus, we obtain
Now remark that using Fubini theorem and the fact that
We conclude the proof rewriting (7) using this last equality.
Proof of Theorem 2.2
Before starting the proof of Theorem 2.2, we give some preliminary lemmas.
Preliminary lemmas
We start with some lemmas on φ and its Fourier transformφ (the associated characteristic function). Using that φ ′ 1 < +∞, integrating by parts, we immediately get the following lemma. We now turn to the function ρ T defined in (2) . We have the following result. 
Proof. First note that as the Fourier transform of a random variable, | ρ T | ≤ 1. Furthermore, using Lemma 4.2 together with the fact that
we get that there exist δ > 0 and ε > 0 such that if |x| ≤ δ,
Therefore, we deduce that if |z/T | ≤ δ,
and, thanks to Lemma 4.3, if |z/T | ≥ δ
The next lemma gives us the L 2 convergence of ρ T . 
Proof. Using the Fourier isometry, we get
From Proposition 2.2, for given z, we have ( ρ T (z) − ρ(z)) → 0. Thanks to Lemma 4.4, we can apply the dominated convergence theorem which gives that this convergence also takes place in L 2 .
We now give a Lipschitz type property for ρ T .
Lemma 4.6. There exists c > 0 such that for all x ≥ 0, y ≥ 0 and T ≥ 1,
Proof. We simply compute the derivative of ρ T on R + , which is given by
Using that ψ T 1 = a T /(1 − a T ) together with the fact that T (1 − a T ) → λ, we get
We now consider the function f T defined for x ≥ 0 by
We have the following obvious corollaries.
Corollary 4.1. We have
Corollary 4.2. There exists c > 0 such that for any z ≥ 0,
Corollary 4.3. There exists c > 0 such that for any z ≥ 0,
Corollary 4.4. There exists c > 0 such that for all x ≥ 0, y ≥ 0 and T ≥ 1,
We finally give a lemma on the integrated difference associated to the function f T .
Lemma 4.7. For any 0 < ε < 1, there exists c ε so that for all t, s ≥ 0,
Thus, from Corollary 4.3 together with the fact that
Proof of the first part of Theorem 2.2
We now begin with the proof of the first assertion in Theorem 2.2. We split this proof into several steps.
Step 1: Convenient rewriting of C T In this step, our goal is to obtain a suitable expression for C T t . Let d 0 = m/λ. Inspired by the limiting behavior of ψ T given in Proposition 2.2, we write Equation (4) under the form
where R T t is obviously defined. Using integration by parts (for finite variation processes), we get
Then remarking that
we finally derive
The form (8) will be quite convenient in order to study the asymptotic behavior of C T t . Indeed, we will show that U T t vanishes so that (8) almost represents a stochastic differential equation.
Step 2: Preliminaries for the convergence of U T We now want to prove that the sequence of processes (U T t ) t∈[0,1] converges to zero in law, for the Skorohod topology, and therefore uniformly on compact sets on [0, 1] (ucp). We show here that to do so, it is enough to study a (slightly) simpler process than U T . First, it is clear that showing the convergence of (R T t ) t∈[0,1] to zero gives also the convergence of U T . Now recall that
Since a T tends to one, the first term tends to zero. 
where
Step 
Proof. First note that the quadratic variation of M T at time t is given by N T tT /T 2 , whose predicable compensator process at time t is simply equal to
Using this together with the fact that
we get
where f T is defined by f T (x) = 0 for x < 0 and
for x ≥ 0, with ρ T the function introduced in Equation (2) . From Corollary 4.1,
which gives the result.
Step 4: A Kolmogorov type inequality for Y T To prove the convergence of Y T towards 0, it remains to show its tightness. We have the following Kolmogorov type inequality on the moments of the increments of Y T , which is a first step in order to get the tightness.
Lemma 4.9. For any ε > 0, there exists c ε > 0 such that for all T ≥ 1, 0 ≤ t, s ≤ 1,
Proof. Let µ E[M T 4 ] denote the fourth moment measure of M T , see Appendix for definition and properties. We have
Therefore, using Lemma A.17, we obtain
Then, using Cauchy Schwarz inequality together with Corollary 4.2 and Lemma 4.7, we get
and for p = 2, 3, 4,
which enables to conclude the proof.
Step 5: Tightness
Let us defineỸ T the linear interpolation of Y T with mesh 1/T 4 :
).
We use this interpolation since for t − s = 1/T 4 , both terms on the right hand side of (9) have the same order of magnitude and for t − s > 1/T 4 the second term becomes negligible. We have the following lemma. Proof. We want to apply the classical Kolmogorov tightness criterion, see [10] , that states that if there exist γ > 1 and c > 0 such that for any 0 ≤ s ≤ t ≤ 1,
thenỸ T is tight. Remark that such inequality can of course not hold for Y T since it is not continuous. Let n T t = tT 4 and n T s = sT 4 . Let 0 < ε, ε ′ ≤ 1/4 and T ≥ 1. There are three cases:
• If n T t = n T s , using Lemma 4.9, we obtain that
is smaller than
Since 0 < ε, ε ′ ≤ 1/4, this leads to
• If n T t = n T s + 1,
• If n T t ≥ n T s + 2, using again Lemma 4.9, we get
Hence the Kolmogorov criterion holds, which implies the tightness ofỸ T .
We now show that the difference between Y T andỸ T tends uniformly to zero.
Lemma 4.11. We have the following convergence in probability:
Proof. Recall that for 0 ≤ s ≤ t ≤ 1,
Thus, we have that
Using Corollaries 4.2 and 4.4, we obtain
Consider now sup
This is smaller than
From Lemma A.5, we have
Thus, the first term on the right hand side of (10) 
So, for any ε > 0, using Markov inequality, we get
From this inequality, since the maximum is taken over a number of terms of order T 4 , we easily deduce that the second term on the right hand side of (10) tends to zero in probability.
We end this step by the proposition stating the convergence of Y T . 
From Lemma 4.8 and Lemma 4.10 we get thatỸ T tends to zero, in law for the Skorohod topology. This implies the ucp convergence. Applying Lemma 4.11 we get the result.
Step 6: Limit of a sequence of SDEs
In this last step, we show the convergence of the process (C T t ) t∈[0,1] towards a CIR process. To do so, we use the fact that C T can almost be written under the form of a stochastic differential equation. Indeed, recall that
Then we aim at applying Theorem 5.4 in [32] to C T . This result essentially says that for a sequence of SDEs where the functions and processes defining the equations satisfy some convergence properties, the laws of the solutions of the SDEs converge to the law of the solution of the limiting SDE. We now check these convergence properties.
The sequence of processes (B T ) is a sequence of martingales with jumps uniformly bounded by c/ √ µ. Furthermore, for t ∈ [0, 1], the quadratic variation of (B T ) at point t is equal to
Therefore, we get that for any t ∈ [0, 1], the quadratic variation of (B T ) at point t converges in probability to t. Thus, we can apply Theorem VIII.3.11 in [28] to deduce that (B T t ) t∈[0,1] converges in law for the Skorohod topology towards a Brownian motion.
Since U T converges to a deterministic limit, we get the convergence in law, for the product topology, of the couple (
, with B a Brownian motion. The components of (0, B t ) being continuous, the last convergence also takes place for the Skorohod topology on the product space.
Finally, recall that the (CIR) stochastic differential equation
admits a unique strong solution on [0, 1]. This, together with the preceding elements enables us to readily apply Theorem 5.4 in [32] to the sequence C T , which gives the result.
Proof of the second part of Theorem 2.2
We now give the proof of the second part of Theorem 2.2 which deals with the sequence of Hawkes processes N T . Let
We write
is a martingale. Using Doob's inequality, we obtain
Moreover, (C T , t) converges in law over [0, 1] to (C, t) for the Skorokod topology. This last remark and Theorem 2.6 in [30] on the limit of sequences of stochastic integrals give the result.
Proof of Theorem 3.1
We first introduce some notations. In this proof, we write
Moreover, we set
Finally, we set
We split the proof of Theorem 3.1 into several steps.
Step 1: Convenient rewriting
In this first step, we rewrite the price, intensity and martingale processes under more convenient forms. We have
Therefore, in the same way as for the proof of Proposition 2.1, we get
From this last expression, we easily obtain
Finally, note that
Step 2: Preliminary result
We have the following important result.
Lemma 4.12. The process X T converges ucp to 0 on [0, 1].
Proof. We write
Remark that Corollaries 4.1, 4.2, 4.3 and 4.4 are valid if in their statement, f T is replaced by f T 1 . In the proof of Theorem 2.2, we have shown the convergence to zero of the process
Therefore, applying the same strategy but replacing f T by f T 1 and
is clear that we get the result.
Step 3: Convergence of (B 1 , B 2 )
In this step, we prove the convergence of (B 1 , B 2 ) towards a two-dimensional Brownian motion. To do so, we study the quadratic (co-)variations of the processes. Let i ∈ {1, 2}, j ∈ {1, 2}. We denote by [(B i ) T , (B j ) T ] t the quadratic co-variation of B i and B j at time t.
Lemma 4.13. We have the following convergence in probability:
Proof. There are three cases:
• If i = j = 1, using that N T + and N T − have no common jumps, we get,
Furthermore,
Therefore we have the result for i = j = 1.
• If i = j = 2, the proof goes similarly.
• If i = 1 and j = 2,
As for the case i = j = 1, we easily get
It remains to show the convergence to zero of Z T t defined by
For any ε > 0, we have
From Lemma 4.12, we have the convergence of the process X T to zero. Furthermore, in Lemma 4.15 we will show that C T converge in law over [0, 1] towards a CIR process denoted by C. Therefore, since the limiting processes are continuous, we have the joint convergence of (X T , C T ) to (0, C). We now use Skorohod representation theorem (without changing notations). Almost surely, for T large enough, we have
This implies
Recall that the set of zeros of a CIR process on a finite time interval has zero Lebesgue measure. Thus, using the dominated convergence theorem, we easily see that choosing ε conveniently, the second term in the preceding inequality can be made arbitrarily small, which ends the proof.
Thus for any T , (B 1 ) T and (B 2 ) T are two martingales with uniformly bounded jumps and their quadratic (co-)variations satisfy Lemma 4.13. Consequently, Theorem VIII.3.11 of [28] gives us the following lemma.
Lemma 4.14. We have
in law, for the Skorohod topology, where (B 1 , B 2 ) is a two-dimensional Brownian motion.
Step 4: Convergence of (C T , (B 2 ) T )
The aim of this step is to prove that the couple (C T , (B 2 ) T ) converges in law towards (C, (B 2 )), with C a CIR process and B 2 a Brownian motion, independent of C. More precisely, we have the following lemma.
Lemma 4.15. The couple of process (C T , (B 2 ) T ) converges in law, for the Skorohod topology, over [0, 1] , towards (C, B 2 ), where B 2 is a Brownian motion independent of C and C is a CIR process satisfying
with W another Brownian motion, independent of B 2 .
Proof. Let us consider the process N T = N T + + N T − . It is a point process with intensity
Therefore, we are in the framework of Theorem 2.2: N T is a Hawkes process whose kernel has a norm that tends to 1 at the right speed and its renormalized intensity C T converges towards a CIR. Remark that the renormalizing factor here is 1/T and not (1 − a T ), which is not an issue since (3) holds. Thus we get the convergence of C T towards a CIR. To obtain the joint convergence, we just need to write the same proof as for Theorem 2.2 (up to obvious changes), but using this time Theorem 5.4 in [32] together with Lemma 4.14.
Step
5: Technical results
This fifth step consists in proving two technical results. The first one is the following.
Lemma 4.16. The process
The result follows in the same way as in the proof of Lemma 4.12.
We now give the last lemma of this step.
Lemma 4.17. We have
Proof. Using integration by parts together with Assumption 4, we get
Step 6: End of the proof
We finally show Theorem 3.1 in this step. Using (11) we write Moreover, in Lemma 4.16, we have shown that the second term in the decomposition of P T t tends to zero. Finally, the third term also vanishes since φ 1 < 1. This concludes the proof.
with µ
..⊗X n k n ) − two finite positive random measures. We will later show that the expectations of µ
..⊗X n k n ) − are finite for the processes that we will consider (Λ, N or M ). Therefore, we can define
Lemma A.1. Let µ be a signed random measure on (Ω, Σ), which writes µ = µ + − µ − with µ + and µ − two finite positive random measures whose expectations are finite on Ω. For any (deterministic) Σ-measurable bounded function g : Ω → R, we have
Proof. If µ is a positive random measure, g → E[ gdµ] coincides with g → gdE[µ] for g = 1 S with S ∈ Σ. Therefore, using Beppo Levy Theorem, these two linear forms coincide for any positive measurable function g and so for any bounded measurable function g. We then only need to decompose µ = µ + − µ − .
Lemma A.2. In the above framework, the expectations of the product measures can be characterized on the products of closed intervals 3 as:
and
Proof. Let us prove (13) . The measure µ X k is a sum of 2 k terms:
Applying it to a product of closed intervals and taking expectation, we get
which is precisely equal to
Remark A.3. For the processes X that we will consider here, for any t ≥ 0, almost surely,
These concepts will be useful since they will allow us to compute from the expectations of product measures important expressions. Indeed, we have the following lemma.
Lemma A.3. We have
with I = [r, s], and for f bounded measurable
Furthermore, we have the following characterization result. Proof. For any product of closed intervals R, 
, which ends the proof.
In the next paragraphs, we will compute some of these expectations of product measures for X = N or M and k = 1, 2, 3 or 4.
A.2 First order properties
We start from a result which we borrow from [5] .
Lemma A.5. There exists c such that for all t, s ≥ 0 and T ≥ 1,
A.3 Second order properties
Lemma A.6. The second moment measure of the martingale M satisfies
Remark A.4. By Lemma A.6, we mean that for every measurable function h : [0, T ] 2 → R:
Remark A.5. By symmetry between t 1 and t 2 this lemma also writes
Proof. From Remark A.2, µ M 2 is equal to the difference of two positive finite random measures and thus, by definition, so is µ E[M 2 ] . We prove that for a partition (E − , E + , E 0 ) of [0, T ] 2 that we define below, these two measures restricted to E − , E + and E 0 coincide. To do so, we show that the value of these two measures applied to any product of closed intervals included into E − , E + or E 0 are equal and use Lemma A.4.
•
because M is a martingale and (since R − ⊂ E − ) s 1 < r 2 .
Therefore µ E[M 2 ] restricted to E − is null.
• In the same way, µ E[M 2 ] restricted to E + = {(x, y); x > y ≥ 0} is null.
Therefore:
This implies the lemma.
Lemma A.7. Let us now consider M 1 ⊗ Λ 1 . We have 
Now since if x < 0 then ψ(x) = 0, we have
This ends the proof.
Lemma A.8. We have
Proof. As in the previous proof, we will prove the equality of the two measures on any product of closed intervals of
and use the decomposition
We have
Using the previous lemmas, we obtain the following result.
Lemma A.9. We have
Proof. Indeed, we only need to notice that
and use the symmetry property of product measures:
to prove the lemma.
Applied to our sequence of Hawkes processes, this gives us the following second order bound.
Lemma A.10. There exists c such that for all t > s ≥ 0, T ≥ 1:
Proof. We use Lemma A.3 and the bounds
A.4 Third order properties
Lemma A.11. Proof. We proceed as in the proof of Lemma A.6 considering [0, T ] 3 as the disjoint union of
• {(x, y, z) ∈ [0, T ] 3 ; x, y < z} ∪ {(x, y, z) ∈ [0, T ] 3 ; x, z < y} ∪ {(x, y, z) ∈ [0, T ] 3 ; z, y < x} on which µ Indeed, let us consider a product of closed intervals R = {(x, y, z) ∈ [0, T ] 3 ; r 1 ≤ x ≤ s 1 < r 2 ≤ y = z ≤ s 2 } of this set. Almost surely,
Therefore, taking expectations and using Lemmas A.6 and A.7, we get our expression.
• {(x, y, z) ∈ [0, T ] 3 ; y < x = z} on which µ E[M 3 ] (dt 1 , dt 2 , dt 3 ) = E[λ(t 3 )]δ t 1 (dt 3 )ψ(t 3 − t 2 )dt 2 dt 1 in the same way.
• {(x, y, z) ∈ [0, T ] 3 ; z < y = x} on which µ E[M 3 ] (dt 1 , dt 2 , dt 3 ) = E[λ(t 1 )]δ t 2 (dt 1 )ψ(t 1 − t 3 )dt 3 dt 2 in the same way.
• {(x, y, z) ∈ [0, T ] 3 ; x = y = z} on which µ Proof. We write
Then, we proceed as in the proof of Lemma A. Finally, we use that for all t, E[λ(t)] ≤ µ(1 + ψ 1 ).
In the same way we get the following lemmas. 
Therefore, from the previous Lemmas and simple symmetry properties of product measures, we have (using that (1 + ψ T 1 ) = cT and ψ T ∞ ≤ c) Denoting by S n the n-permutation group, this gives us the following bound.
Lemma A.17. There exists c such that, for any positive t 1 , t 2 , t 3 , t 4 ≥ 0 and T ≥ 1, Therefore, by considering [0, T ] 4 as the union of the 4! sets of the form {(t 1 , t 2 , t 3 , t 4 ); t σ(1) ≤ t σ(2) ≤ t σ(3) ≤ t σ(4) } where σ is a permutation, we get the result.
