It is well known that education is No. 1 important for a country. But only good academic performance cannot meet the needs of the current society. A country needs comprehensive talents. This paper introduces the basic principle of a BP neural network optimized by genetic algorithm (GA-BP). And also, the paper proposes a students' comprehensive quality evaluation model based on the optimized BP neural network. The model is implemented by MATLAB. The experiment result shows that the model has the advantages of fewer iterations, high convergence speed and strong generalization ability. It enables students' comprehensive quality evaluating faster and more accurate.
Introduction
Students are the hope of a nation, and education is No. 1 important for a country. Students are different from each other. There are no good or bad students. A country needs diversified personnel, so it is unfair to evaluate students by only examination. [1] No examination paper can evaluate students' comprehensive quality. But only good academic performance cannot meet the needs of the current society.
So far, there are some researches on students' comprehensive quality evaluation. Yanjun Zhou [2] proposed an evaluation model for students' comprehensive quality based on generic algorithm. Xinliang Zhang [3] proposed an evaluation model for students' comprehensive quality based on BP neural network. Wensheng Zhang [4] proposed an algorithm for students' comprehensive quality evaluation based on BP neural network. Xiaoxue Wang et al. [5] proposed a student comprehensive evaluation model based on SOFM. Mingwei Xiao [6] researched on the comprehensive quality evaluation for middle school students based on analytic hierarchy process (AHP). Hongbin Lv [7] introduced the research and implementation of a comprehensive quality evaluation system for university students based on fuzzy evaluation. Ying Zhang and Yanfang Feng [8] proposed comprehensive quality evaluation for university students based on fuzzy AHP.
From the references, we can see that the current researches evaluate students' comprehensive quality based on only one algorithm. But one single algorithm may have some limitation, because the algorithm's shortcomings may lead to some problems to the evaluation model.
In the paper, the authors propose a students' comprehensive quality evaluation model based on BP neural network optimized by genetic algorithm (GA-BP), which integrates both the self-learning and adaptively of BP neural network and the high efficiency of global searching of generic algorithm. It may get comprehensive quality evaluation results rapidly and accurately by solving BP neural network's problem of slow convergence and easy stacking into the local minimal value.
The Basic Principle of GA-BP
Traditional BP neural network may easily stack into the local minimal value. In the paper, the weight and threshold of BP neural network is optimized with generic algorithm to be closer to the true value, rather than just randomly assigned. And then, the BP neural network takes the optimized original value for iterative training to speed up the convergence. The algorithm of optimizing the weight and threshold of BP neural network by generic algorithm (GA-BP) is described as follows.
(1) The weight and threshold of BP neural network are real coded, and an original population of p individuals is created randomly. Each individual is a real number string, composed of the link weight between the input and hidden layer, the threshold of hidden layer, the link weight between hidden layer and output layer and the threshold of output layer.
(2) The reciprocal of an error function is adopted as the fitness function to each individual's fitness, with the mean variance function of the network's actual output and expected output as the error. The smaller the error is, the bigger the fitness is.
(3) In the paper, roulette is taken with each individual's selection probability and its fitness proportional. The individuals with high fitness are chosen as the parents, the individuals with low fitness are eliminated.
(4) The parents are processed with crossover, mutation and other genetic operators to generate children. If the children have higher fitness, the parents will be eliminated and the children will become the new parents. The count of the individuals of parent generation remains the same.
(5) Repeat step (2) to (4) for one more round of selection, crossing and mutation to the new generation, until the termination condition is satisfied.
(6) The optimal individual of the current population is decomposed into the optimal weight and threshold, which are taken as the original weight and threshold of the BP neural network. (7) To train the BP neural network with the pre-set parameters. (8) Once the training goal is met, the training is terminated.
Students' Comprehensive Quality Evaluation Model

Set BP Neural Network Model
In the paper, the authors evaluate students' comprehensive quality based on students' growth portfolios, including awards, discipline, physical examination, and creative works, and comprehensive practice, and grade, e.g.:
(1) Determine input eigenvector In the paper, the authors take the data of students' growth portfolios as the input of the neural network, and set the number of input nodes as 6.
(2) Determine output eigenvector The students' comprehensive quality evaluation grades may be excellent, good, fair and poor. And the number of output nodes is 4. Suppose take the value within [0,1] representing the corresponding evaluation grade, the close the value to 1, the more likely the student belongs to the grade. The expected output of the student evaluation grade is shown in In normal BP neural network, hidden layer is indispensable. Normally take only one hidden layer, because practice proves that BP neural network with one hidden layer can map any non-linear function. Adding more hidden layers will increase the network's learning and training time. So, the authors adopt the 3-layer BP neural network structure, as shown in Fig 1. Therein, the number of nodes of input layer is 6, i.e., 1 x stands for awards, 2 x stands for obeying rules, 3 x stands for medical examination, 4 x stands for works, 5 x stands for comprehensive practice, and 6 x stands for grades.
Select Coding Method
For generic algorithm, NP neural network's original weight and threshold need coding. Binary coding may lead to too long code and need decoding back into real number, affect learning accuracy [9] . So, the authors adopt real coding for BP neural network's weight and threshold.
Suppose each chromosome has S genes in the paper, then Therein, n is the number of input nodes, m is the number of hidden ones and l is the number of output ones. In the paper, the length of gene is 6 9 9 4 9 4 103 S        , i.e., 103 parameters need optimizing.
Design Fitness Function
In the proposed network, the objective is to minimize the mean square error of all sample output, i.e., to minimize equation (2) 
Therein, m is the number off output nodes, p is the number of training samples, ˆp j y is the expected output of the network, pj y is the actual output of the network. Because the individuals with bigger fitness value are chosen to evolve in the generic algorithm, the authors take the reciprocal of the sample output as the fitness function. 
Design Generic Manipulation
Generic manipulation includes selection, crossover and mutation.
(1) Selection. Selection is based on fitness. The higher its fitness value is, the greater the probability the individual to be selected is. 
Therein, c is a random value within [0,1].
(3) Mutation. Equation (7) shows the compiling of gene j of individual i. (7) Therein, max a and min a are the upper and lower bounds of gene ij a respectively, 1 r is a random value within [0,1], 2 r is a random value, g is the number of current iteration, max G is the maximum number of evolution.
Design Termination Condition
When the best individual's fitness reaches the given threshold, or the best individual's fitness and population fitness do not increase, or the number of iteration reaches the presupposed number of generations, the algorithm terminates. In the paper, the latter is adopted. The number of generations is set as 100.
Simulation of Students' Comprehensive Quality Evaluation
Case Introduction
In the paper, 1000 sets of data is taken for network training, and 900 sets of them are taken as the learning samples and the other 100 sets are taken as the testing samples to detect the learning effect. Standard score is adopted to replace traditional original score. Standard score is a relative amount transferred from original score, as shown in equation (8) .
Therein, X is the students' original score, X is the average score of all students, s is the standard deviation.
The standard score Z is usually small and possibly negative within (-4,4) , and inconvenient for real application. So, Z needs T transferring as shown in equation (9) . 50 10 T Z  (9) The standard score T is benchmarked against 50, within (10, 90). For comprehensive quality evaluation, students' archive score is transferred into standard score.
Training and Results
In the paper, 900 sets of data is taken as training samples to train a BP (6, 9, 4) 
Prediction Simulation
To check whether the trained GA-BP network meets the requirements, 100 sets of samples are tested. Some of the testing samples are shown in Table 2 . Testing samples are input into the trained network, and the comparison of some of the expected output and actual output is shown in Table 3 , and the error graph is shown in Fig. 5 . Figure 4 . Testing Result of GA-BP Neural Network. Fig.3 has shown that the actual output is very close to the expected output. It proved that GA-BP neural network is trained successfully. Fig.4 shows that testing error is very small, so GA-BP can accurately evaluate students' comprehensive quality.
Conclusion
Aiming to evaluate students' comprehensive quality, the authors propose an evaluation model based on GA-BP neural network. Simulation shows that the proposed neural network has a great improvement in the speed of convergence, reduces the risk of falling into local minimum and improves the prediction accuracy. The proposed GA-BP can be well applicable for students' comprehensive quality evaluation.
