The aim of this paper is to characterize the BMO norm via ball Banach function spaces based on the Rubio de Francia algorithm. The method in this paper can be applicable to the Campanato spaces. Refs 28.
1. Introduction. The BMO space is known as the dual space of the Hardy space H 1 (R n ) and plays an important role in real analysis due to many important characterizations. The space BMO(R n ) consists of all locally integrable functions b satisfying that the semi-norm b BMO := sup Q:cube
is finite, where for each cube Q ⊂ R n , |Q| is the Lebesgue measure, and b Q is the mean value of the function b on Q, namely b Q := 1 |Q| Q b(y) dy.
The semi-norm b BMO is called the BMO norm. If b ∈ BMO(R n ), then there exist positive constants C 1 and C 2 such that for all cubes Q and λ > 0,
(1.1)
The inequality (1.1) is proved by John and Nirenberg [1] and implies that for any constant 1 p < ∞ there exists a constant C 1 such that
where χ Q is the characteristic function for Q and b BMO L p := sup Q:cube
3)
The aim of this paper is to replace L p (R n ) by general function spaces having similar properties.
We work on ball Banach function spaces, whose definition we present now. if, for all f, g, f k , (k = 1, 2, 3, . . .), in M, for all constants a 0 and for all cubes Q in R n , the following properties hold:
(P2) If 0 g f a. e., then ρ(g) ρ(f );
The definition remains unchanged if we replace "cube" by "ball" in the above. So this definition deserves this name.
Accrodingly, the space generated by such ρ is called the ball Banach function space.
Suppose that X is a ball Banach function space equipped with a norm · X . The associate space X ′ is defined by
By using a similar technique in [3] , we see that X ′ is a ball Banach function space as well. We also recall that the Hardy Littlewood maximal operator M is given by
In this paper we aim to provide a sufficient condition to characterize the BMO norm in terms of X, X ′ and M . Theorem 1.1. Let X be a ball Banach function space. If the Hardy Littlewood maximal operator M is bounded on the associate space X ′ , then there exist positive constants C 1 C 2 such that for all b ∈ BMO(R n ),
The quantity b BMO X := sup
is the X-based generalized BMO, which is one of our targets in this paper. Ho's proof [4] is based on the theory of Hardy spaces. We will give another proof of Theorem 1.1 using the Rubio de Francia algorithm. Our result is based on the following inequalities.
Theorem 1.2. Let X be a ball Banach function space such that the Hardy Littlewood maximal operator M is bounded on the associate space X ′ . Then we have
Note that (1.4) is a consequence of Theorem 1.2 and (1.2). Let θ ∈ (0, 1) and 1 p < ∞. As an application of Theorem 1.2, we can characterize the Campanato space L p,θ (R n ) as well. Recall that the Campanato space L p,θ (R n ) is the set of all f ∈ L p loc (R n ) for which the quantity Let X be a ball Banach function space. We consider the quantity:
Theorem 1.3. Let 1 p < ∞, θ ∈ (0, 1) and X be a ball Banach function space. If the Hardy Littlewood maximal operator M is bounded on the associate space X ′ , then there exist positive constants C 1 C 2 such that for all f ∈ L 1,θ (R n ),
Note that (1.6) is a consequence of Theorem 1.2 and (1.5). Also, from the general pointwise estimate in Theorem 1.2, we learn that a passage to generalized Campanato spaces and to higher order Campanato spaces are also possible.
We work on ball Banach function spaces instead of Banach function spaces. We recall the definition of Banach function spaces to explain that Morrey spaces do not fall under the scope of Banach function spaces. (b) norm property:
(i) positivity: f X 0;
(ii) strict positivity: f X = 0 holds if and only if f (x) = 0 for almost every x ∈ R n ; (iii) homogeneity: λf X = |λ| · f X holds for all complex numbers λ; 
is the block space defined by Zorko [11] . According to [12, Theorem 4.1] , the Hardy Littlewood maximal operator is bounded on H p ′ q ′ (R n ) as long as 1 < q p < ∞. We organize the remaining part of this paper as follows: In Section 2, we review preliminary facts on ball Banach function spaces and on the Muckenhoupt weights. We prove Theorem 1.2 in Section 3. In Section 4, we consider some examples of X together with related results.
2. Preliminaries. We describe some of fundamental facts of ball Banach function spaces, whose proof is similar to the one corresponding to Banach function spaces; see Bennett and Sharpley [3] . For further informations on the theory of Banach function spaces including the proof of Lemma 2.1 below we refer to the book [3] .
Lemma 2.1. Let X be a ball Banach function space. Then the following hold: 1) (The Lorentz Luxemburg theorem) (X ′ ) ′ = X holds, in particular, the norms · (X ′ ) ′ and · X are equivalent;
2) (The generalized Hölder inequality) If f ∈ X and g ∈ X ′ , then we have
Under a certain condition on the boundedness of the Hardy Littlewood maximal operator M on X, the norm · X enjoys properties similar to the Muckenhoupt weights. Lemma 2.2. Let X be a ball Banach function space. Suppose that the Hardy Littlewood maximal operator M is weakly bounded on X, that is, there exists a positive constant C such that
is true for all f ∈ X and λ > 0. Then we have
Proof. The proof is similar to the first author's papers [ Next, we recall the notion of weights. Let w be a locally integrable and positive function on R n . The function w is said to be a Muckenhoupt A 1 weight if there exists a positive constant C 1 such that M w(x) C 1 w(x) holds for almost every x ∈ R n . The set A 1 consists of all Muckenhoupt A 1 weights. For every w ∈ A 1 , the finite value
is said to be a Muckenhoupt A 1 constant. We remark that if w ∈ A 1 , then
for all cubes Q. We will use a classical result on the Muckenhoupt weights. Proof. We first prove the left-hand side inequality. Using Lemma 2.2 and Remark 2.1, we get for all cubes Q,
where C > 0 is a constant independent of f and Q. This shows the left-hand side inequality. Next we prove the right-hand side inequality. Our idea is based on [19, Proof of Lemma 3.3]. Take g ∈ X ′ with g X ′ 1. Let B := M X ′ →X ′ and define a function
where
For every g ∈ X ′ with g X ′ 1, the function Rg satisfies the following properties: 1) |g(x)| Rg(x) for almost every x ∈ R n ;
2) Rg X ′ 2 g X ′ 2;
3) M (Rg)(x) 2BRg(x), that is, Rg is a Muckenhoupt A 1 weight with the A 1 constant less than or equal to 2B.
By Lemma 2.3, there exist positive constants q > 1 and C independent of g such that for all cubes Q,
By virtue of the generalized Hölder inequality, we obtain
Thus we have
By Lemma 2.1 we get
Consequently, the right-hand side inequality follows with p = q ′ .
4.
Examples. The authors have considered generalization of the equivalent BMO norm and proved the following statements.
1. (Izuki [20] ) The variable Lebesgue norm f L p(·) (R n ) is defined by
Kováčik and Rákosník [21] have proved that the generalized Lebesgue space L p(·) (R n ) with variable exponent p(·) is a Banach function space and the associate space is L p ′ (·) (R n ) with norm equivalence, where p ′ (·) is the conjugate exponent given by 
If p(·) satisfies p − > 1 and the Hardy Littlewood maximal operator M is bounded on L p(·) (R n ), then the generalized BMO norm b BMO L p(·) is equivalent to the classical one b BMO . [22] ) If a bounded measurable function p(·) : R n → [1, ∞) satisfies 1 inf p(x) and the log-Hölder conditions:
(Izuki and Sawano
for some constants C and p ∞ independent of x, y, then b BMO L p(·) is equivalent to b BMO .
3. (Izuki, Sawano and Tsutsui [14] ) If a variable exponent p(·) : R n → [1, ∞) is bounded and M is of weak type (p(·), p(·)), that is, there exists a constant C > 0 such that for all f ∈ L p(·) (R n ) and all λ > 0,
(Ho [4])
Ho obtained a characterization in the context of general function space including Lebesgue spaces. Given a ball Banach function space X equipped with a norm · X , we define the X-based generalized BMO norm b BMO X := sup Q:cube
If M is bounded on the associate space X ′ , then b BMO X is equivalent to b BMO . We remark that Ho's results [4, 23] have included the authors' one [22, 24] . The statements in [22, 24] are deeply depending on Diening's work [25] on variable exponent analysis. On the other hand, Ho's proof is self-contained and obtained as a by-product of the new results about atomic decomposition introduced in [4] . Our proof of the result, initially proved by Ho, is new in the sense that we use the Rubio de Francia algorithm [26] [27] [28] . * * *
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