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TIME-PERIODIC SOLUTIONS OF THE BURGERS EQUATION
MAGNUS FONTES AND OLIVIER VERDIER
Abstract. We investigate the time periodic solutions to the viscous Burgers
equation ut − µuxx + uux = f for irregular forcing terms. We prove that
the corresponding Burgers operator is a diffeomorphism between appropriate
function spaces.
1. Introduction
The study of the Burgers equation has a long history starting with the seminal
papers by Burgers [2], Cole [3] and Hopf [8] where the Cole-Hopf transformation was
introduced. The Cole-Hopf transformation transforms the homogeneous Burgers
equation into the heat equation.
More recently there have been several articles dealing with the forced Burgers
equation:
ut − νuxx + uux = f (1)
The vast majority treats the initial value problem in time with homogeneous Dirich-
let or periodic space boundary conditions (see for instance [11]).
Only recently has the question of the time-periodic forced Burgers equation been
tackled. In most cases [10, 5] the authors are chiefly interested in the inviscid limit
(the limit when the viscosity ν tends to zero). The forcing term is usually chosen
to take a particular form, for example a sum of products of white noises in time
and smooth functions in space [5, 12]. In [6] the space domain is the half line and
the Dirichlet boundary conditions are time periodic and analytic.
The closest related work to ours is that of Jauslin, Kreiss and Moser [10] in which
the authors show existence and uniqueness of a space and time periodic solution of
the Burgers equation for a space and time periodic forcing term which is smooth.
In this article we generalise these results and prove that the Burgers operator
coming from the Burgers equation is in fact a diffeomorphism between appropriate
time periodic anisotropic Sobolev spaces.
More precisely our main result (Theorem 1) shows that given a time periodic
forcing term in H(−
1
2
,−1) we have existence and uniqueness of a time periodic
solution in H
( 12 ,1)
0 . Furthermore we are able to prove smooth dependence on the
forcing term.
To prove this result we will use a method similar to that of [7] which makes
extensive use of anisotropic Sobolev spaces. We will also use a modification of the
Cole-Hopf transformation to prove uniqueness of the solution.
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We prove those results with homogeneous Dirichlet spatial boundary conditions
but the results and the proof can be extended to inhomogeneous boundary condi-
tions as well as spatial periodic boundary conditions.
2. Fractional Calculus
In this section we recall some well known facts and fix some general notations.
2.1. Fourier development. We denote the one dimensional torus by:
T = R/Z
Let H denote a complex Hilbert space, then the space of smooth Hilbert space-
valued periodic test functions is denoted by:
D(T, H) = C∞(T, H)
endowed with the usual topology of test functions. Any test function ϕ ∈ D(T, H)
can be developped in a Fourier series:
ϕ =
∑
n∈Z
ϕn · e
i2pint
where ϕn ∈ H is defined by:
ϕn =
∫
T
ϕ(t) · e−i2pint dt
We denote by D′(T, H∗) the space of continuous linear functionals on D(T, H).
It is naturally isomorphic to the Hilbert-space valued 1-periodic distributions on R.
For any periodic distribution u ∈ D′(T, H∗) we then have:
u =
∑
n∈Z
un · e
i2pint
where un ∈ H
∗ is defined by
∀ψ ∈ H, 〈un, ψ〉H∗,H :=
〈
u, e−i2pint · ψ
〉
D′,D
2.2. Fractional Derivatives. For any positive real number s we may define the
fractional derivative of order s in the following way on D′(T, H∗) :
Ds u =
∑
k∈Z
(2πik)suke
i2pikt =
∑
k∈Z
|2πik|
s
ei sgn(k)s
pi
2 uke
i2pikt
where we have used the principal branch of the logarithm. The sign function is
defined as follows:
sgn(k) :=
{
k
|k| if k 6= 0
0 if k = 0
For s = 0 we define D0 = Id. D1 coincides with the usual differentiation operator
on D′(T, H∗). The familiar composition property also holds: Ds ◦Dt = Ds+t for
any t, s ≥ 0.
The adjoint operator of Ds is defined by using the conjugate of the multiplier
of Ds:
Ds∗ u =
∑
k∈Z
|2πik|s e−i sgn(k)s
pi
2 uke
i2pikt
Ds and Ds∗ are adjoints in the sense that for any u ∈ D
′(T, H∗) and ϕ ∈ D(T, H):
〈Ds u, ϕ〉 = 〈u,Ds∗ ϕ〉
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and similarly:
〈Ds∗ u, ϕ〉 = 〈u,D
s ϕ〉
2.3. Hilbert Transform. The Hilbert transform H is defined using the multiplier
−i sgnk. For u ∈ D′(T, H∗) let
H u =
∑
k∈Z
−i sgnk uk e
i2pikt
Simple computations then give:
D
1
2∗ = D
1
2 ◦H = H◦D
1
2
Notice that if H is a function space then H maps real functions to real functions.
The following properties will be useful in the sequel:
∀u ∈ H(
1
2 )(T, H)
(
D
1
2 u,D
1
2∗ Hu
)
L2(T,H)
= −
∥∥∥D 12 u∥∥∥2
L2(T,H)
(2)
∀u ∈ L2(T× I) ℜ((u,H(u))L2(T×I)) = 0 (3)
where ℜ denotes the real part of the expression.
2.4. Fractional Sobolev Spaces. We define fractional Sobolev spaces in the fol-
lowing manner, for any s ∈ R:
H(s)(T, H) =
{
u ∈ D′(T, H∗);
∑
k∈Z
∣∣1 + k2∣∣s ‖uk‖2H <∞}
Of course H(0)(T, H) = L2(T, H). When s ≥ 0 then for an u ∈ L2(T, H):
u ∈ H(s)(T, H) ⇐⇒ Ds u ∈ L2(T, H). Moreover H(s)(T, H) is then a Hilbert space
with the following scalar product:
(u, v) := (u, v)L2(T,H) + (D
s u,Ds v)L2(T,H)
The following classical result holds:
(
H(s)(T, H)
)∗
= H(−s)(T, H∗).
2.5. Anisotropic Fractional Sobolev Spaces. Let I be an interval in R and
s ≥ 0. Let H(s)(I) denote the usual fractional Sobolev space of real-valued s-times
differentiable functions on I. H
(s)
0 (I) is the closure of D(I) in H
(s)(I). In that case
we have
(
H
(s)
0 (I)
)∗
= H(−s)(I). We will also use the following notations, for α, β
nonnegative real numbers:
H(α)(β)(T× I) = H(α)(T,H(β)(I))
and
H(α,β)(T× I) = H(α)(0)(T× I) ∩ H(0)(β)(T× I)
We also introduce H
(α,β)
0 (T × I) as the closure of D(T × I) in H
(α,β)(T × I). It is
clear that H
(α,β)
0 (T× I) = H
(α)(0)(T× I)∩L2(T,H
(β)
0 (I)). Duals of such spaces are
denoted as:
H(−α,−β)(T× I) :=
(
H
(α,β)
0 (T× I)
)∗
= H(−α)(T,L2(I)) + L2(T,H(−β)(I))
= H(−α)(0)(T× I) + H(0)(−β)(T× I)
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2.6. Some embeddings. If sk(ξ) is the Fourier transform sk(ξ) = uˆ(k, ξ) of a
distribution u defined on T × R, we have the following Ho¨lder inequality for any
θ ∈ [0, 1]:∫
R
∑
k∈Z
|k|2α(1−θ) |ξ|2βθ |sk(ξ)|
2 dξ ≤
(∫
R
∑
k∈Z
|k|
2α
|sk(ξ)|
2
dξ
)1−θ(∫
R
∑
k∈Z
|ξ|
2β
|sk(ξ)|
2
dξ
)θ
From this Ho¨lder inequality we deduce
H(α,β)(T× R) →֒ H((1−θ)α)(T,H(θβ)(R))
So using an extension operator from H(θβ)(I) to H(θβ)(R) one can prove the corre-
sponding inclusion:
H(α,β)(T × I) →֒ H((1−θ)α)(θβ)(T× I) (4)
For α = 1/2 and β = 1 and θ = 13 we get:
H
( 12 ,1)
0 (T× I) ⊂ H
( 12 ,1)(T × I) ⊂ H(1/3)(1/3)(T× I)
Then the vectorial Sobolev inequalities yield:
H
( 12 ,1)
0 (T× I) ⊂ H
(1/3)(1/3)(T × I) →֒ L4(T,H(
1
3 )(I)) →֒ L4(T,L4(I)) = L4(T× I)
(5)
Here the injection H(1/3)(1/3)(T × I) →֒ L4(T,H(1/3)) is compact and thus the
injection H
( 12 ,1)
0 (T× I) →֒ L
4(T × I) is compact.
3. The Burgers Equation
3.1. Preliminary Scalings. For a period T > 0, a length L > 0, a non zero
constant viscosity ν and a time-periodic forcing term g, the Burgers equation is
formally defined on R/TZ× (0, L) by:
ut + uux − νuxx = g
For t¯ ∈ T, x¯ ∈ (0, 1) we define:
u¯(t¯, x¯) :=
T
L
u(t¯T, x¯L)
Then u¯ is solution of
u¯t + u¯u¯x − µu¯xx = f
where
f(t¯, x¯) =
T 2
L
g(t¯T, x¯L)
µ =
νT
L2
1
µ
is often called the Reynolds number. The scalings allow us to restrict the
study of the Burgers equation to the normalised domain R/Z× (0, 1).
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3.2. Notations. In the sequel we will use the following notation:
I := (0, 1)
Q := T× I
(u, v) :=
∫
Q
u · v dt dx
|u| :=
√
(u, u)
H
( 12 ,1)
0 := H
( 12 ,1)
0 (Q)
H(−
1
2
,−1) := (H
( 12 ,1)
0 )
∗
Lp := Lp(Q)
and for u ∈ H
( 12 ,1)
0 :
‖u‖ := ‖u‖
H
( 12 ,1)
0
u˜ := H u
u√t := D
1
2 u ∈ L2
u√t∗ := D
1
2∗ u ∈ L2
ux :=
∂u
∂x
∈ L2
For f ∈ H(−
1
2
,−1) 〈f, u〉 := 〈f, u〉
H(−
1
2
,−1),H(
1
2
,1)
0
3.3. Functional Setting. By possibly changing the direction of time we may al-
ways assume that µ is a positive real number. We split the Burgers equation in a
linear and a non-linear part by means of the two following operators:
Definition 1. We define L : H
( 12 ,1)
0 → H
(− 12 ,−1) as:
∀v ∈ H
( 12 ,1)
0 〈Lu, v〉 :=
(
u√t, v√t∗
)
+ µ (ux, vx)
Definition 2. The (nonlinear) operator S : H
( 12 ,1)
0 → H
(− 12 ,−1) is defined as:
∀v ∈ H
( 12 ,1)
0 〈S(u), v〉 := −
1
2
(
u2, vx
)
This operator is well-defined since H
( 12 ,1)
0 ⊂ L
4 (cf. (5)).
Definition 3. The Burgers operator T : H
( 12 ,1)
0 −→ H
(− 12 ,−1) is defined by:
T = L+S
Given f ∈ H(−
1
2
,−1) the Burgers equation becomes:
T(u) = f (6)
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3.4. Main Result. Here is the main result of this article:
Theorem 1. The (nonlinear) Burgers operator T is a diffeomorphism from H
( 12 ,1)
0
to H(−
1
2
,−1), i.e. it is a smooth bijection with smooth inverse.
The main ingredients in the proof of this result are an a priori estimate and the
Cole-Hopf transformation. After giving the a priori estimate we will prove existence
and then uniqueness. Before that we make some initial observations.
3.5. Some elementary properties. If we denote by T′(m) the derivative of the
operator T at m ∈ H
( 12 ,1)
0 then the following holds for any u, v in H
( 12 ,1)
0 :
T(u)− T(v) = T′
(
u+ v
2
)
· (u− v) (7)
so T is injective iff T′(m) is injective for any m ∈ H
( 12 ,1)
0 .
We notice that by the inclusion (5): S(u) = u · ux ∈ L
4/3 →֒ H(−
1
2
,−1) and the
last inclusion is the adjoint of the inclusion (5) and is thus compact as well. Since
u→ u2 is continuous from L4 to L2 we deduce that S is a non-linear compact op-
erator (that is to say it is continuous and sends bounded sets of H
( 12 ,1)
0 to relatively
compact sets of H(−
1
2
,−1)). Now as a general fact if S is compact and differentiable
then S′(m) is a compact linear operator at any point m ∈ H
( 12 ,1)
0 . We collect these
elementary observations in the following lemma:
Lemma 3.1. The nonlinear operator S is compact and for any m ∈ H
( 12 ,1)
0 the
derivative S′(m) at the point m is a linear compact operator.
4. An a priori Estimate
We have the following a priori estimate of the solution set:
Theorem 2. Let f ∈ H(−
1
2
,−1). The set⋃
λ∈[0,1]
(L+λS)−1
(
{f}
)
is bounded in H
( 12 ,1)
0 .
We get the following immediate corollary for the case λ = 1 since T = L+S:
Corollary 4.1. Let f ∈ H(−
1
2
,−1). The set T−1({f}) is bounded in H
( 12 ,1)
0 .
To prove Theorem 2 we will use the same techniques as in [7]. In particular, the
following lemma:
Lemma 4.1. Given f ∈ H(−
1
2
,−1) and ε > 0 there exists g and h in L2(Q) such
that for any ϕ ∈ H
( 12 ,1)
0 we have:
|g| ≤ ε (8)
〈f, ϕ〉 = (g, ϕ√t∗)− (h, ϕx) ∀ϕ ∈ H
( 12 ,1)
0 (9)
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In other words we have
f = g√t + hx
in the distribution sense, and g can be taken as small as we want in L2(Q).
Proof of the Lemma. This follows directly from the fact that H(0,−1) is a dense subspace
of H(−
1
2
,−1). Indeed given an ε > 0 there is a ϕ ∈ H(0,−1) such that ‖f − ϕ‖
H(−
1
2
,−1) ≤ ε.
By the Hahn-Banach theorem there exist functions g, h1 and h2 in L
2 such that f − ϕ =
g√t + h1x, ϕ = h2x and |g| ≤ ‖f − ϕ‖ ≤ ε. We take h = h1 + h2 and the lemma is
proved. 
To prove Theorem 2 we will also need the following Gagliardo-Nirenberg type
inequality, for which we give an elementary proof for the convenience of the reader:
Lemma 4.2. There exists a constant C ∈ R such that for any u ∈ H
( 12 ,1)
0 (Q):∫
Q
|u(t, x)|
4
dt dx ≤ C2
(∫
Q
|u|
2
dt dx+
∫
Q
∣∣u√t∣∣2 dt dx) ·(∫
Q
|ux|
2
dt dx
)
which implies that: ∣∣u2∣∣ ≤ C ‖u‖ |ux| (10)
Proof.
1. Using the standard Sovolev embedding:
H(
1
2
)(R2) ⊂ L4(R2)
we get by a scaling argument:
∀v ∈ H( 12 )(R2)∫
R2
|v(t, x)|4 dtdx ≤ C
(∫
R2
∣∣v√t(t, x)∣∣2 dt dx) · (∫
R2
∣∣v√x(t, x)∣∣2 dtdx) (11)
2. We use the partial Fourier transform in x:
vˆ(t, ξ) =
∫
R
v(t, x)e−i2pixξ dx
v√x(t, x) =
∫
R
vˆ(t, ξ)
√
i2piξei2piξ dξ
By Plancherel and Cauchy-Schwarz:∣∣v√x∣∣2 = ∫
R2
|vˆ(t, ξ)| · |vˆ(t, ξ)| |i2piξ| dξ dt
≤
√∫
R2
|vˆ|2 ·
√∫
R2
|vˆ(t, ξ)|2 (2piξ)2 dξ dt
=
√∫
R2
|v|2 ·
∫
R2
|vx|2
3. From the last inequality together with (11), by extending functions by zero outside
R× I we get for any v ∈ H(
1
2
,1)
0 (R× I):∫
R×I
|v|4 ≤
∫
R×I
∣∣v√t∣∣2
√∫
R×I
|v|2
∫
R×I
|vx|2
The Poincare´ inequality on R × I :∫
R×I
|v|2 ≤ 1
pi
∫
R×I
|vx|2
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then gives ∫
R×I
|v|4 ≤ C
pi
∫
R×I
∣∣v√t∣∣2 ∫
R×I
|vx|2 (12)
4. Finally, given u ∈ H(
1
2
,1)
0 (Q) we define u˜ on R × I as the only 1-periodic function
in t which is equal to u on (0, 1) × I . Take ϕ in the Schwartz space S(R) such
that supp(ϕˆ) ⊂ (− 1
2
, 1
2
), and ϕ(0) = 1. Moreover, given 0 < δ < 1, by means of
scalings we may always choose ϕ such that ϕ([− 1
2
, 1
2
]) ⊂ [1− δ, 1 + δ].
(a) u˜ ∈ S ′(R,L2(I)) so F u˜ =∑k∈Z ukδ(τ − k) where uk ∈ L2(I) are the Fourier
coefficients of u. By the convolution formula we get the following Fourier
expansion for ϕu˜:
F (ϕu˜) =
∑
k∈Z
ukϕˆ(τ − k)
(b) Thus∫
R×I
∣∣(ϕu˜)√t∣∣2 = ∫
R
∥∥(ϕu˜)√t∥∥2L2(I)
=
∫
R
|τ |
∥∥∥∥∥∑
k
ukϕˆ(τ − k)
∥∥∥∥∥
2
L2(I)
dτ
=
∑
k
‖uk‖2L2(I)
∫ k+ 1
2
k− 1
2
|τ | |ϕˆ(τ − k)|2 dτ
Now the term on the right hand side can be estimated as follows:∫ k+ 1
2
k− 1
2
|τ | |ϕˆ(τ − k)|2 dτ =
∫ k+ 1
2
k− 1
2
(|τ | − |k|)︸ ︷︷ ︸
≤1
|ϕˆ(τ − k)|2 + |k| |ϕˆ(τ − k)|2 dτ
≤ (1 + |k|)
∫
R
|ϕˆ|2
so we get:∫
R×I
∣∣(ϕu˜)√t∣∣2 ≤ ∫
R
|ϕˆ|2 ·
(∫
T×I
|u|2 +
∫
T×I
∣∣u√t∣∣2) (13)
(c) Furthermore ∫
R×I
|ϕu˜|4 ≥ (1− δ)4
∫
T×I
|u|4 (14)
(d) Since ϕ ∈ S(R) there exists an A > 0 such that ∀t ∈ R |ϕ(t)| ≤ A/(1 + t).
Thus finally:∫
R×I
|(ϕu˜)x|2 =
∞∑
k=0
∫
[k,k+1]∪[−k−1,−k]
|ϕ(t)|2 ‖u˜x(t)‖2L2(I)
≤
∞∑
k=0
2
(
A
k + 1
)2 ∫
Q
|ux|2
= C
∫
Q
|ux|2
(15)
5. By using (12) with v = ϕu˜ and combining (13), (14) and (15) we get the desired
inequality.
6. By using the Poincare´ inequality once more one gets (10), which concludes the
proof of Lemma 4.2.

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We are now ready for the proof of the a priori estimate.
Proof of Theorem 2. By definition Lu+ λS(u) = f means:
∀v ∈ H(
1
2
,1)
0
(
u√t, v√t∗
)
+ µ (ux, vx)− 1
2
λ
(
u2, vx
)
= 〈f, v〉 (16)
1. We notice that for smooth u:(
u2, ux
)
=
∫
Q
u2ux
=
1
3
∫
Q
(u3)x
= 0
and then by density and continuity this holds for all u ∈ H(
1
2
,1)
0 .
2. With v = u in (16) we get:(
u√t, u√t∗
)︸ ︷︷ ︸
=0
+µ (ux, ux) +
1
2
λ
(
u2, ux
)︸ ︷︷ ︸
=0
= 〈f, u〉
which gives:
|ux|2 = 〈f, u〉
µ
(17)
≤ ‖f‖ ‖u‖
µ
(18)
3. With v = u˜ in (16) we get:(
u√t, u˜√t∗
)
+ µ (ux, u˜x)︸ ︷︷ ︸
=0
+
1
2
λ
(
u2, u˜x
)
= 〈f, u˜〉
Using the identity (2), the fact that ‖u˜‖ = ‖u‖ and that λ ≤ 1 we get:∣∣u√t∣∣2 ≤ 12 ∣∣(u2, u˜x)∣∣+ ‖f‖ ‖u‖ (19)
4. We estimate
∣∣(u2, u˜x)∣∣ using the Lemma 4.2:∣∣(u2, u˜x)∣∣ ≤ ∣∣u2∣∣ |ux|
≤ C ‖u‖ |ux|2
(20)
5. We use the Lemma 4.1 to write f = g√t + hx together with (17) we have:
µ |ux|2 = 〈f, u〉
=
(
g, u√t∗
)− (h, ux)
≤ |g| ∣∣u√t∣∣+ |h| |ux|
≤ |g|
∣∣u√t∣∣+ |h|
√
‖f‖ ‖u‖
µ
(21)
6. Using the estimate (21) inside (20) and the fact that
∣∣u√t∣∣ ≤ ‖u‖ we get:
1
2
∣∣(u2, u˜x)∣∣ ≤ R0 [|g| ‖u‖2 + |h|
√
‖f‖
µ
‖u‖ 32
]
Where R0 is defined as:
R0 =
C
2
· 1
µ
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So if we choose g small enough such that
R0 |g| ≤ 1
2
then using (19) we get:
∣∣u√t∣∣2 ≤ ‖f‖ ‖u‖+ 12 ‖u‖2 +R0 |h|
√
‖f‖
µ
‖u‖ 32 (22)
So with the notations:
a = 2
(
1 +
1
µ
)
‖f‖
and
b = R0 |h|
√
‖f‖
µ
from (18) and (22) we get
‖u‖2 ≤ a ‖u‖+ 2b ‖u‖ 32
A straightforward computation leads to the bound
‖u‖ ≤ (b+
√
a+ b2)2
Since that estimate does not depend on λ the theorem is proved.

5. Existence of solutions
5.1. Existence and Uniqueness in the Linear Case.
Theorem 3. L is a continuous bijection.
Proof.
1. Let us define the following operator on H
( 1
2
,1)
0 :
P(u) =
u− u˜√
2
P is an isomorphism on H
( 1
2
,1)
0 since the corresponding Fourier multiplier has either
module one or 1/
√
2.
2. Now
〈P∗ Lu, u〉 = 〈Lu,Pu〉
=
1√
2
((
u√t, u√t∗
)︸ ︷︷ ︸
=0
− (u√t, u˜√t∗)+ µ (ux, ux)− µ (ux, u˜x)︸ ︷︷ ︸
=0
)
=
1√
2
(∣∣u√t∣∣2 + µ |ux|2)
≥ min{1, µ}√
2
‖u‖2
3. P∗ ◦L is therefore a coercive and continuous linear operator from H(
1
2
,1)
0 to H
(− 1
2
,−1).
By the Lax-Milgram theorem (cf. for example [1]) it is invertible. Since P is an
isomorphism, so is P∗. We conclude that L is an isomorphism.

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5.2. Existence for the General Case.
Theorem 4. T is surjective.
Proof.
1. Because of Theorem 3, the equation T(u) = f can be rewritten:[
Id+K
]
(u) = L−1 f
where
K = L−1 ◦S
so we only have to show that the application Id+K is surjective. But since L−1
is continuous and by Lemma 3.1 S is compact, K is a compact map.
2. We choose an open ball U of H
( 1
2
,1)
0 that contains
⋃
λ∈[0,1](L+λS)−1(f). Theorem 2
ascertains that for all λ ∈ [0, 1], L−1 f 6∈ (Id+λK)(∂U). So the Leray-Schauder
degree of Id+K on U is equal to the one of Id which is one:
D(Id+K,U,L−1 f) = D(Id, U,L−1 f) = 1
As a result, Id+K is surjective and the theorem is proved. (For the Leray-Schauder
degree theory, see for instance [4]).

6. Uniqueness
Theorem 5. T is injective.
The proof is quite long and involved and we shall split it into three propositions.
The first observation we make is that if two functions u, v ∈ H
( 12 ,1)
0 satisfy
T(u) = T(v) then w := u− v satisfies
T(w) = −(vw)x (23)
Thus to prove Theorem 5 it is suffices to prove that given any fixed v ∈ H
( 12 ,1)
0 the
equation (23) has only the trivial solution w = 0 in H
( 12 ,1)
0 .
This will be done using the Cole-Hopf transformation. In order to define it
we shall need the following anisotropic Sobolev space with Neumann boundary
conditions:
H
(1,2)
N =
{
u ∈ H(1,2)(Q); ux(t, 0) = ux(t, 1) = 0 ∀t ∈ T
}
Notice that by (4) we have:
H(1,2)(Q) ⊂ H(
2
3 )(
2
3 )(Q) ⊂ C0
(
T, C0(I)
)
= C0(Q) (24)
We may therefore define the following set:
H
(1,2)
N+ =
{
u ∈ H
(1,2)
N ; u > 0 on Q
}
We will also need the quotient sets H
(1,2)
N /R and H
(1,2)
N+ /R+ where the latter is
the quotient with respect to the action of the multiplicative group (R+,×) given
by the scalar multiplication (i.e. ϕ ∼ ψ ⇐⇒ ∃η > 0 s.t. ψ = ηϕ).
We now define the following three solution sets, all depending on a fixed function
v ∈ H
( 12 ,1)
0 .
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Definition 4. We say that w ∈ S1 if w ∈ H
( 12 ,1)
0 and
T(w) = −(vw)x
Definition 5. We say that ([W ],K) ∈ S2 if [W ] ∈ H
(1,2)
N /R, K ∈ R and
Wt − µWxx +
1
2
(Wx)
2 = −vWx +K
Definition 6. We say that ([ϕ],K) ∈ S3 if [ϕ] ∈ H
(1,2)
N+ /R+, K ∈ R and
ϕt − µϕxx + vϕx +Kϕ = 0 (25)
Notice that the definitions above are consistent since the equations used do not
depend on the chosen representative. By the remark above, Theorem 5 will be
proved if we can show that the cardinality of S1 is one. We will do this by first
proving that the cardinalities of S1 and S3 are the same (Proposition 6.1) and then
finally by proving that card(S3) = 1 (Proposition 6.3).
We first prove an auxiliary lemma that will be used to construct a bijection
between S2 and S3:
Lemma 6.1. The exponential function is a bijection from H
(1,2)
N to H
(1,2)
N+ . The nat-
ural logarithm is its inverse. These functions can be naturally extended to bijections
between H
(1,2)
N /R and H
(1,2)
N+ /R+.
Proof.
1. Take W ∈ H(1,2)N . By (24) we have W ∈ C0(Q) and thus exp(W ) ∈ C0(Q). The
lemma thus follows by simple computations and Sobolev injections. Indeed since
Wx ∈ H(
1
2
,1)
0 and H
( 1
2
,1)
0 ⊂ L4 (by (5)), by considering (expW )xx we obtain:
(expW )xx =
(
Wxx︸︷︷︸
∈L2
+(Wx︸︷︷︸
∈L4
)2
)
expW︸ ︷︷ ︸
∈C0(Q)
∈ L2
and since (expW )t ∈ L2 we get exp(W ) ∈ H(1,2)N+ .
2. The proof goes along the same lines for the logarithm function.
3. The exponential and logarithm functions preserve the group actions used to define
the quotient sets H
(1,2)
N /R and H
(1,2)
N+ /R+ and can thus be extended to bijections
between those sets.

We are now ready to prove our first proposition:
Proposition 6.1. The cardinalities of the solution sets S1, S2 and S3 defined above
are the same.
Proof.
1. We shall explicitely construct two transformations, one from S1 to S2: φ21 : S1 →
S2 and the other from S2 to S1: φ12 : S2 → S1 that are inverse to each other.
For w ∈ S1 we have wt = (µwx − 12w2 − vw)x so wt ∈ H(0,−1) and thus
W :=
∫ x
0
w(t, y) dy ∈ H(1,2). Moreover since w ∈ S1 we get
Dx
(
W t − µW xx + 1
2
(W x)
2 + vW x
)
= 0
and thus
W t − µW xx + 1
2
(W x)
2 + vW x = g
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for some g ∈ L2(T).
Now define h ∈ H(1)(T) by g(t) = h′(t) + ∫
T
g and then define W := [W − h]
i.e. the projection of W − h ∈ H(1,2)N onto H(1,2)N /R. An elementary computation
shows that (W,
∫
T
g) ∈ S2. We put φ21(w) = (W,
∫
T
g).
2. On the other hand, given ([W ],K) ∈ S2 with W ∈ H(1,2)N , a straightforward com-
putation shows that Wx ∈ S1. Moreover Wx obviously does not depend on the
chosen representative W . We put φ12([W ],K) =Wx.
Now φ12 ◦ φ21 = Id since for any h ∈ L2(T):
Dx
(∫ x
0
w(t, y) dy − h(t)
)
= w
Furthermore given ([W ],K) ∈ S2 then φ21 ◦ φ12([W ],K) = ([U ], K˜) ∈ S2 for some
U ∈ H(1,2)N and K˜ ∈ R. One checks that [U ] = [W −h(t)] for an h ∈ H(1)(T), which
implies that h′(t) = K˜ −K and thus since h is periodic K = K˜ and h is constant,
and thus [W ] = [W − h]. As a result φ21 ◦ φ12 = Id.
3. We will again construct transformations between the two sets S2 and S3 which
are inverse to each other: φ32 : S2 → S3 and φ23 : S3 → S2. Given an element
([W ],K) ∈ S2 and one representative W one defines ϕ = e−
W
2µ . Then
ϕt = −Wt
2µ
ϕ
ϕx = −Wx
2µ
ϕ
ϕxx =
[
−Wxx
2µ
+
(
Wx
2µ
)2]
ϕ
So
ϕt − µϕxx + vϕx = − 1
2µ
[
Wt − µWxx + 1
2
(Wx)
2 + vWx
]
ϕ
= −K
2µ
ϕ
Using that ϕ = exp(−W/2µ) and Lemma 6.1 one gets ϕ ∈ H(1,2)N+ . We denote [ϕ]
the projection of ϕ ∈ H(1,2)N+ onto H(1,2)N+ /R+. So ([ϕ], K2µ ) is in S3. Since [ϕ] does
not depend on the chosen representative W , the function φ32 which maps ([W ],K)
to ([ϕ],K/2µ) is well defined.
4. We define in the same way φ23 by: φ23(([ϕ],K)) = ([log(ϕ)], 2µK). It is easy to
see that φ23 is well defined, that it maps S3 to S2, and that φ23 and φ32 are inverse
to each other.

We sum up the last result in the following corollary.
Corollary 6.1. The Cole-Hopf transformation Φ defined by Φ := φ32 ◦ φ21 is a
bijection from S1 to S3.
We will now set out to prove that S3 =
{
([1], 0)
}
. The first step consists in
proving that if (ϕ,K) ∈ S3 then K = 0. We will need a preliminary lemma
which proves the positivity of the evolution operator associated with the equation
ψt − µψxx + vψx = 0.
Lemma 6.2. Given v ∈ H
( 12 ,1)
0 , for any ψ ∈ H
(1,2)
N ((0, 1)× I) such that
ψt − µψxx + vψx = 0 (26)
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the traces ψ(0) := (x 7→ ψ(0, x)) and ψ(1) := (x 7→ ψ(1, x)) are well defined in
C0(I) and the following holds:
ψ(0) ≥ 0 =⇒ ψ(1) ≥ 0
Proof.
1. The traces are well defined by the same argument as in (24):
H(1,2)((0, 1)× I) ⊂ H( 23 )( 23 )((0, 1) × I) ⊂ C0((0, 1)× I)
2. (26) implies that∫
I
ψtχ dx+ µ
∫
I
ψxχx dx+
∫
I
vψxχ dx = 0
for any test function χ ∈ H(1,2)((0, 1) × I). Using χ = ψ− := max(−ψ(t, x), 0) we
get: ∫
I
χtχ dx+ µ
∫
I
χ2x dx+
∫
I
vχxχdx = 0 (27)
3. We define
g(t) =
∫
I
χ(t, x)2 dx
h(t) =
∫
I
χx(t, x)
2 dx
So we can rewrite (27) as:
1
2
g′(t) + µh(t)− 1
2
∫
I
vxχ
2 dx = 0 (28)
4. We estimate the third term of the last equation:∫
I
vxχ
2 =
∫
I
vx
(
χ2 − g(t)) dx+ ∫
I
vxg(t) dx (29)
We estimate the two last terms in the following way:
(a) ∣∣∣∣∫
I
vx(χ
2 − g(t)) dx
∣∣∣∣ ≤ h2(t)
√∫
I
(χ2 − g(t))2
where:
h2(t) =
√∫
I
|vx(t, x)|2 dx
(b) Notice that since for all t ∈ [0, 1] χ(t, ·) ∈ H(1)(I) we have:
χ2(t, x)− χ2(t, x0) =
∫ x
x0
(χ2)x(t, y) dy
= 2
∫
χ(t, y)χx(t, y) dy
≤ 2
√∫
I
χ2
√∫
I
(χx)2
By integrating first with respect to x0, squaring and then integrating with
respect to x we get:∫
I
(χ2(t, x)− g(t))2 dx ≤ 4gh
so from (29) we obtain:∫
I
vxχ
2 ≤ h2(t) · 2 ·
√
g · h+ h1(t) · g(t) (30)
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where
h1(t) =
∫
I
|vx(t, x)| dx
(c) By Young’s inequality:
2h2
√
gh ≤ g · h
2
2
2µ
+ 2µh
(d) (30) now becomes:
1
2
∫
I
vxχ
2 ≤ g · h
2
2
4µ
+ µh(t) +
1
2
h1(t) · g(t)
5. Combining the last estimate with (28) yields:
g′(t) ≤ h3(t) · g(t)
where
h3(t) =
(
h22(t)
2µ
+ h1(t)
)
6. h is integrable and g(0) = 0 so g(t) = 0 for any t > 0.

Proposition 6.2. If ([ϕ],K) ∈ S3 then K = 0.
Proof. From any representative ϕ we define ψ ∈ H(1,2)((0, 1)×I) by ψ(t, x) = e−Ktϕ(t, x).
A simple computation shows that ψt − µψxx + vψx = 0 on (0, 1) × I so we may use the
preceding lemma to get that the trace ψ(0) ∈ C0(I) is well defined. We denote its minimum
and maximum values in the following way:
γ+ = max
x∈I
ψ(0, x)
γ− = min
x∈I
ψ(0, x)
so
ψ1 := γ+ − ψ ≥ 0
ψ2 := ψ − γ− ≥ 0
ψ1 and ψ2 both qualify for the preceding lemma and ψ1(0) ≥ 0 and ψ2(0) ≥ 0. Moreover
by construction we have ψ(1) = e−Kψ(0) so applying the lemma yields:
ψ1(1) = γ+ − e−Kψ(0) ≥ 0
ψ2(1) = e
−Kψ(0)− γ− ≥ 0
so we get e−K ≤ 1 and e−K ≥ 1 and hence K = 0. 
So the “eigenvalue” K must be zero. We now prove that degeneracy for the
corresponding eigenspace is impossible, i.e. we prove that it is one dimensional.
Degeneracy implies indeed that the eigenspace would meet the boundary of the cone
of positive functions. We will show that this cannot occur because S2 is bounded
in C0(Q)/R. This fact, which follows from our a priori estimate of Corollary 4.1, is
proved in the next lemma.
Notice that by the previous propositions S2 is naturally embedded in H
(1,2)
N /R
(instead of (H
(1,2)
N /R) × R) which is itself embedded in C
0(Q). With this identifi-
cation we have the following lemma:
Lemma 6.3. S2 is bounded in C
0(Q)/R.
Proof.
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1. We first show that L (defined by Lu = ut − µuxx for u ∈ H(1,2)N /R) is an isometry
from H
(1,2)
N /R to L :=
{
g ∈ L2(Q); ∫
Q
g = 0
}
. Take f ∈ L. We define f˜ on
T× (−1, 1) by symmetrisation:{
f˜(t, x) = f(t, x) if x ≥ 0
f˜(t, x) = f(t,−x) if x ≤ 0
We can now regard f˜ as an element of L2(T×(R/2Z)). Notice that ∫
T×(R/2Z) f˜ = 0.
By Fourier analysis there is a unique u˜ ∈ H(1,2)(T× (R/2Z))/R solution of
u˜t − µu˜xx = f˜
Now u˜x ∈ H( 12 ,1)(T × (R/2Z)) so ux has a trace on T × {0} and T × {1}. By
symmetry it must be zero in L2(T).
2. For (W, 0) ∈ S2 we have:
LW = −1
2
(Wx)
2 − vWx
so by the previous result:
W = −1
2
L−1(Wx(2v +Wx))
3. Since W ∈ S2 =⇒ Wx ∈ S1 (cf. Proposition 6.1), and Wx ∈ S1 ⇐⇒ T(v +
Wx) = T(v), by the a priori estimate (Corollary 4.1) there exists C > 0 such that
∀W ∈ S2, ‖Wx‖ ≤ C. Using H(
1
2
,1)
0 ⊂ L4 we obtain that Wx(2v+Wx) is bounded
in L2.
4. Combining the three preceding steps we conclude that S2 is bounded in H
(1,2)
N /R.
But H
(1,2)
N /R ⊂ C0(Q)/R so we get the result.

Proposition 6.3.
S3 =
{
([1], 0)
}
Proof. It is obvious that ([1], 0) ∈ S3. We proved (in Proposition 6.2) that (ϕ,K) ∈ S3
implies K = 0. So we take ([ϕ], 0) ∈ S3 and we will now show that [ϕ] = [1].
1. Given one representative ϕ of [ϕ], let us choose a point x0 ∈ Q where ϕ takes its
minimum γ:
γ = min
Q
ϕ = ϕ(x0)
and let us define for n ∈ N the function ψn on Q by
ψn := ϕ− γ + 1
n
By construction we have ψn(x0) −−−−→
n→∞
0 and thus logψn(x0) −−−−→
n→∞
∞. It is also
clear that for any n ∈ N we have ψn ∈ S3 so by Lemma 6.1, [logψn] ∈ S2.
2. If we now assume that [ϕ] 6= [1] then there exists x1 such that ϕ(x1) 6= γ so the
sequence {log(ψn(x1))}n∈N is bounded. As a result ‖log(ψn)‖C0/R −−−−→n→∞ ∞. That
is a contradiction to the fact that S2 is bounded in C0(Q)/R. We may therefore
conclude that [ϕ] = [1] and the proposition is proved.

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7. Smoothness
At this point we have all the ingredients to prove our main result, the Theorem 1:
Proof of Theorem 1.
1. T′(m) is injective for allm ∈ H(
1
2
,1)
0 because of the observation (7) and Theorem 5.
2. T′(m) = L+S′(m) but S′(m) is compact (Lemma 3.1) so the Fredholm index
ind
(
T′(m)
)
= ind(L) = 0 since L is an isomorphism (cf. Theorem 3). Thus T′(m)
is surjective. Since T′(m) is continuous, linear and bijective it is a homeomorphism.
3. We can use the inverse mapping theorem in Banach spaces (see [9]) to assert that
T is locally a diffeomorphism.
4. T is a surjection (Theorem 4) so it is a global diffeomorphism.

8. Extensions
Our method can be adapted to cover the case of non homogeneous Dirichlet
boundary conditions as well as the case of periodic spatial boundary conditions
(prescribing the momentum
∫
u(t, x) dx at t = 0 for the solution).
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