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ABSTRACT 
The structure uncertainty optimization problem is usually 
treated as double-loop optimization process, which is 
computation-intensive. In this paper, an efficient interval 
uncertainty optimization approach based on Quasi-sparse 
response surface (QSRS) is proposed for structure uncertainty 
optimization. In which, 1) with 𝑙𝑙1 norm and 𝑙𝑙2 norm penalty 
method, a few appropriate basis functions are selected form a 
large number of basis functions to construct QSRS accurately 
and only a few sampling points is required, 2) as the orthogonal 
chebyshev polynomials is employed as QSRS basis functions, 
the local uncertainty can be evaluated by the combination of 
QSRS and interval arithmetic. Hence, the inner optimization 
process is eliminated. One mathematical problem and one engineering problem are used to validate the efficiency of the proposed approach. The results show that only 25% sampling points is needed than recently published approach.  
Keywords: 𝑙𝑙1  norm and 𝑙𝑙2  norm penalty, Uncertainty 
optimization, Quasi-sparse response surface, Interval 
uncertainty  
 
1. INTRODUCTION 
In structure design optimization, there are many uncertain 
parameters (such as material property) that may cause significant 
performance variation. Hence, an appropriate optimization 
method should consider these parameters. In practice, many 
uncertain parameters are uncertainty-but-bounds parameters and 
their bounds can be easily obtained. Thus, the convex model and 
interval model, in which the uncertainty-but-bounds parameters 
are treated as interval number, is proposed for structure 
uncertainty optimization. Interval models often involve a nest 
double-loop optimization process, it means that the simulation 
model in the outer loop optimization process should be evaluated 
iteratively by an inner optimization process [1]. It’s costly, 
especially for complex simulation models (i.e. Finite element 
model). 
In order to reduce the computational cost, the response 
surface is considered to approximate the simulation model. The 
matrix perturbation theory through a first order Taylor series 
expansion was applied to obtain a conservative dynamic 
response of interval functions [2]. The first-order Taylor series 
expansion was used to simplify the double loop optimization 
process [3]. Chen [4] used first order Taylor series expansion to 
calculate the upper bound of response for the robustness analysis 
of the interval vibration control system. However, because of low 
accuracy of the first-order Taylor series, the final optimization 
results obtained by those approaches may be in the infeasible 
region. Later, the interval optimization approach combining 
chebyshev response surface and interval arithmetic is proposed 
by Wu et al [5]. In this approach, the uncertainty caused by the 
uncertainty-but-bounds parameters is also treated as interval 
number. In the outer loop optimization process, Multi-Island 
genetic algorithm (MIGA) is employed to search global optimal 
points. In the inner loop optimization process, the chebyshev 
response surface is constructed in the uncertain range of design 
points updated in the outer loop optimization process, then, the 
bounds of uncertainty can be easily obtained by interval 
arithmetic. Hence, the inner loop optimization process is 
eliminated, which means the computation cost is greatly 
reduced. However, the sampling points required in chebyshev 
response surface is multiplied exponentially with the expansion 
order and the function dimension. For high-dimension 
engineering problems, the sampling points will be increased 
dramatically. Thus, the chebyshev collocation method (CCM) 
[6] is employed to reduce the sampling size, but the expansion 
order of chebyshev polynomials will be decreased, which means 
that the accuracy of chebyshev response surface may be 
decreased. What’s more, the sampling size is still too large.   
In this paper, an efficient interval uncertainty optimization 
approach using QSRS is proposed for structure uncertainty 
optimization (so-called QSRS approach). The QSRS [7], which 
can achieve a high accuracy with smaller sampling size than 
other response surfaces, is introduced for structure uncertainty 
optimization. In QSRS, a large number of orthogonal chebyshev 
polynomials are used as basis functions to enhance its expression 
ability. With 𝑙𝑙1 norm and 𝑙𝑙2 norm penalty method, only a few 
basis functions which are important to explain the relationship 
between variables and response values are selected, therefore, 
the coefficients associated with the selected basis functions can 
be estimated with a few sampling points. Additionally, the 
uniform design is employed as sampling method to sample the 
complete feature of source model. For the optimization process, 
MIGA is employed to search global optimum and update design 
point, then, the interval arithmetic combining with QSRS is used 
to directly calculate the bounds of objective in the uncertainty 
range of design point. Hence, the inner loop optimization process 
is eliminated. The significances of this approach include: 
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(1) The number of basis functions in QSRS will be 
increased to enhance its expression ability. 
(2) With 𝑙𝑙1 norm and 𝑙𝑙2 norm penalty method, only a 
few basis functions are selected from a large number of 
basis functions to construct QSRS, thus its 
generalization ability and robustly are improved and 
less sampling points are required. 
(3) The orthogonal chebyshev polynomials are selected as 
QSRS basis functions, the maximum value of object 
function can be evaluated by interval arithmetic, which 
means the inner optimization process is eliminated.    The rest of the paper is organized as follow: Section 2 introduces the uncertainty optimization problem. Section 3 describes QSRS approach. Then, we test the performance of QSRS approach and discuss the experiment results in section 4. Finally, we give the summary of some significant conclusions. 
 
2. Uncertainty optimization problem 
In some structure design problems, the design variables are 
also under uncertain. Hence, the uncertainty optimization 
problem is given in this section, in which the uncertain design 
variables and uncertainty parameters are both treated as interval 
numbers. Furthermore, the uncertainties of objective and 
constraints caused by these interval numbers can be evaluated. 
The general structure design optimization problem with 
deterministic design variables and parameters is given as 
following: 
�
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥
    𝑓𝑓(𝒙𝒙,𝒚𝒚)
𝑠𝑠. 𝑡𝑡.  𝑔𝑔𝑖𝑖(𝒙𝒙,𝒚𝒚) ≤ 0 𝒙𝒙𝐿𝐿 ≤ 𝒙𝒙 ≤ 𝒙𝒙𝑅𝑅 , 𝑚𝑚 = 1,2,⋯ ,𝑚𝑚 
 
(1) 
 
Where 𝒙𝒙 and 𝒚𝒚  are the vector of design variables 
parameters, respectively.   
Any interval number can be defined as follows: [𝑥𝑥] = �𝑥𝑥, ?̅?𝑥� = 𝑥𝑥𝑐𝑐 + [−∆𝑥𝑥,∆𝑥𝑥] (2) 
where 𝑥𝑥 and ?̅?𝑥 are the bounds of [𝑥𝑥], 𝑥𝑥𝑐𝑐 = (𝑥𝑥 + ?̅?𝑥)/2 is the 
midpoint of [𝑥𝑥], ∆𝑥𝑥 = (𝑥𝑥 − ?̅?𝑥)/2 is the width of [𝑥𝑥]. 
When the uncertainty of design variables and parameters 
are considered, the problem (1) is transform as: 
�
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥
   𝑓𝑓([𝒙𝒙], [𝒚𝒚])             
𝑠𝑠. 𝑡𝑡.  𝑔𝑔𝑖𝑖([𝒙𝒙], [𝒚𝒚]) ≤ 0, 𝑚𝑚 = 1,2,⋯ ,𝑚𝑚       𝒙𝒙𝐿𝐿 ≤ 𝒙𝒙 ≤ 𝒙𝒙𝑅𝑅  
 
(3) 
where the bounds of uncertain parameters [𝒚𝒚] are usually 
pre-given, the width of uncertain design variables [𝒙𝒙] is 
also pre-given as ξ, which is defined as: [𝑥𝑥] = 𝑥𝑥𝑐𝑐 + [−ξ, ξ] (4) 
Hence, the objective 𝑓𝑓 and constraints 𝑔𝑔𝑖𝑖 in problem (3) both 
are interval numbers and are written as [𝑓𝑓] and [𝑔𝑔𝑖𝑖] , 
respectively. The problem of minimizing [𝑓𝑓] can be regarded 
as minimizing both the midpoint 𝑓𝑓𝑐𝑐  and width ∆𝑓𝑓, which is 
similar to the traditional robust design optimization [8]. Then, 
the problem (3) can be seen as multi-objective optimization 
problem. Thus, the weigh method is used to solve this problem, 
as the weight factors of midpoint 𝑓𝑓𝑐𝑐 and width ∆𝑓𝑓 both are set 
as 1, the objective of problem (3) is transformed to 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑓𝑓𝑐𝑐 +
∆𝑓𝑓 which is the upper bounds of [𝑓𝑓]. 
For the constraints, in order to ensure the design points is 
within the feasible region, the upper bounds of are [𝑔𝑔𝑖𝑖]  is 
employed to meet constraints: 
𝑔𝑔𝚤𝚤� ([𝒙𝒙], [𝒚𝒚]) ≤ 0 (5) 
Finally, the problem (3) is reformulate as: 
�
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑐𝑐
   𝑚𝑚𝑚𝑚𝑥𝑥
𝑥𝑥∈[𝑥𝑥],𝑦𝑦∈[𝑦𝑦] 𝑓𝑓(𝒙𝒙,𝒚𝒚) 
𝑠𝑠. 𝑡𝑡. 𝑚𝑚𝑚𝑚𝑥𝑥
𝑥𝑥∈[𝑥𝑥],𝑦𝑦∈[𝑦𝑦]𝑔𝑔𝑖𝑖(𝒙𝒙,𝒚𝒚) ≤ 0 𝒙𝒙𝐿𝐿 ≤ 𝒙𝒙 ≤ 𝒙𝒙𝑅𝑅 , 𝑚𝑚 = 1,2,⋯ ,𝑚𝑚 
 
(6) 
 
The problem (6) is usually solved by double-loop 
optimization process, however it’s computation-consumption. 
For instance, if 1000 iterations of optimization process are 
required in the outer loop, 1000 iterations optimization process 
are required in inner loop, the total numbers of simulation 
evaluation are 1000 × 1000 = 106, which is costly. Hence, an 
efficient QSRS approach is proposed for the problem (6). In the 
next section, we will introduce the proposed QSRS approach in 
details. 
 
3. QSRS approach 
The QSRS approach is based on QSRS and interval 
arithmetic, in which the QSRS is based on the sparse 
representation theory. Hence, we will introduce sparse 
representation theory, SRS structure, elastic net and optimization 
process in turn.  
 
3.1 Sparse representation 
The sparse representation theory reveals that a function or a 
signal can be represented by linear combination of a few 
significant terms from a set of basis functions. It means only a 
few coefficients corresponding to the basis functions are large in 
magnitude, while most of them are zero or close to zero. Suppose 
the function 𝒇𝒇 ∈ ℝ𝑚𝑚×1 has a sparse representation on the basis 
matrix 𝚽𝚽 ∈ ℝ𝑚𝑚×𝑛𝑛 (see section 3.2), we will have: 
𝒇𝒇 ≈ 𝚽𝚽𝚽𝚽 (7) 
where 𝚽𝚽 ∈ ℝ𝑛𝑛×1 is the vector of coefficients whose elements 
are almost zero.  
In order to better demonstrate this theory, consider an 2-dimension function: 𝑔𝑔(𝒙𝒙) = (𝑥𝑥1 + 2𝑥𝑥2 − 7)2 + (2𝑥𝑥1 + 𝑥𝑥2 −5)2,−10 ≤ 𝑥𝑥1, 𝑥𝑥2 ≤ 10. Suppose 𝑔𝑔(𝒙𝒙) can be represented by 
𝚽𝚽, that is, ∀ a small enough number ε ≥ 0, ∃𝑐𝑐𝑖𝑖 ∈ ℝ such that: 
𝑚𝑚𝑚𝑚𝑥𝑥
−10≤𝑥𝑥,𝑦𝑦≤10 �𝑔𝑔(𝒙𝒙) −�𝑐𝑐𝑖𝑖𝜑𝜑𝑖𝑖(𝒙𝒙)𝑛𝑛
𝑖𝑖=1
� ≤ 𝜀𝜀 (8) 
Where 𝜑𝜑𝑖𝑖(𝒙𝒙)  is the basis functions, which is Chebyshev 
polynomials and their number is set as 𝑚𝑚 = 30 . Their 
corresponding coefficients can be calculated as follows: 
𝑐𝑐𝑖𝑖 = 2𝜋𝜋� 𝑔𝑔(𝑥𝑥)𝜑𝜑𝑖𝑖(𝑥𝑥)√1 − 𝑥𝑥2 𝑑𝑑𝑥𝑥𝜋𝜋0 = 2𝜋𝜋� 𝑔𝑔(cos𝜃𝜃)𝜑𝜑𝑖𝑖(𝜃𝜃)𝑑𝑑𝜃𝜃𝜋𝜋0  (9) 
Note that the function domain should be mapped to 
domain [0,𝜋𝜋] (see section 3.2). The solution of coefficients is 
shown in figure 1, it can be seen that only 6 coefficients are large 
in magnitude and the rest are close to zero. The figure of actual 
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function and reconstructed function is drawn by sampling 50 × 50 points in function domain which is shown in figure 2 
and figure 3, respectively. We can observe that the function 
𝑔𝑔(𝒙𝒙) is well appropriated by 6 Chebyshev polynomials. The 
sparseness of 𝑔𝑔(𝒙𝒙) in Chebyshev polynomials is 6. 
 
FIGURE 1: COEFFICIENTS CALCULATED BY Eq (9)    
 
FIGURE 2: ACTUAL FUNCTION   
  
FIGURE 3: RECONSTRUCTED FUNCTION 
 
3.2 QSRS structure  
   The QSRS is based on polynomial response surface which 
can be written as follows: 
𝒇𝒇(𝒙𝒙) ≈ 𝒇𝒇�(𝒙𝒙) = �𝜑𝜑𝑖𝑖(𝒙𝒙)𝑛𝑛
𝑖𝑖=1
𝛽𝛽𝑖𝑖 
 
(9) 
Where 𝒙𝒙 = �𝑥𝑥(1), 𝑥𝑥(2),⋯𝑥𝑥(𝑝𝑝)�  is a sampling point which is 
obtained by uniform design method, 𝑝𝑝  is the number of 
variables. 𝛽𝛽𝑖𝑖 is the corresponding coefficient of basis function. 
𝜑𝜑𝑖𝑖(𝒙𝒙), 𝑚𝑚 = 1,2,⋯𝑚𝑚 are the basis functions (so-called atoms), 𝑚𝑚 
is the number of basis functions. In this paper, the Chebyshev 
polynomials are selected as basis functions, as the wrapping 
effect of interval arithmetic with Chebyshev polynomials can be 
well monitored. Suppose a variable 𝑥𝑥 ∈ [−1,1], the chebyshev 
polynomials of 𝑥𝑥 is defined as 𝜑𝜑𝑖𝑖(𝑥𝑥) = cos(𝑚𝑚𝜃𝜃) ,𝜃𝜃 =arccos(𝑥𝑥) ,𝜃𝜃 ∈ [0,𝜋𝜋] . For m-dimensional cases, the basis 
functions are the tensor product of basis functions in one-
dimension. 
The Eq (9) can also be written as matrix form: 
𝒇𝒇� = 𝚽𝚽𝜷𝜷 (10) 
where 𝚽𝚽  is design matrix (so-called dictionary) which is 
consist of atoms. Given a set of sampling points 𝒙𝒙𝑖𝑖 =[𝒙𝒙1,𝒙𝒙2,⋯𝒙𝒙𝑚𝑚],  𝚽𝚽 can be defined as: 
𝚽𝚽 = �𝜑𝜑1(𝒙𝒙1) ⋯ 𝜑𝜑𝑛𝑛(𝒙𝒙1)⋮ ⋱ ⋮
𝜑𝜑1(𝒙𝒙𝑚𝑚) ⋯ 𝜑𝜑𝑛𝑛(𝒙𝒙𝑚𝑚)�  (11) 
 𝜷𝜷 is the vector of corresponding coefficients. Note that the 
sampling points 𝒙𝒙 = [𝒙𝒙1,𝒙𝒙2,⋯𝒙𝒙𝑚𝑚]  should be mapped to [0,π] and the number of atoms is set as 𝑝𝑝 = 3𝑚𝑚. 
Motivated by sparse represent theory, we will seek sparse 
representation of 𝒇𝒇  in dictionary 𝚽𝚽 , which means that the 
process of constructing QSRS is to solve the problem as follows: 
‖𝒇𝒇 −𝚽𝚽𝜷𝜷‖2
2 ≤ 𝜀𝜀  𝑠𝑠. 𝑡𝑡. ‖𝜷𝜷‖0  (12) 
where 𝑠𝑠 = ‖𝜷𝜷‖0 is the sparseness of 𝒇𝒇 in dictionary 𝚽𝚽. 
Since the 𝑙𝑙0  norm problem is a non-convex NP-hard 
problem, we relax it to 𝑙𝑙1 norm problem as follows: 
‖𝒇𝒇 −𝚽𝚽𝜷𝜷‖2
2 ≤ 𝜀𝜀  𝑠𝑠. 𝑡𝑡. ‖𝜷𝜷‖𝟏𝟏 (13) 
the 𝑙𝑙1 norm problem can also be written as Lagrange multiplier 
form as follows: 
𝜷𝜷�(𝜆𝜆) = 𝑚𝑚𝑎𝑎𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚
𝜷𝜷
 ‖𝒇𝒇 −𝚽𝚽𝜷𝜷‖22 + 𝜆𝜆‖𝜷𝜷‖1 (14) 
It’s the famous LASSO (least absolute shrinkage and selection 
operator) model. The LASSO regression can reconstruct the 
source model accurately in the case of the sparseness of source 
model is smaller than the number of sampling points. However, 
the number of atoms selected by LASSO regression cannot   
exceed the number of sampling points. In practice, the source 
model may be too complex so that its sparseness in the selected 
basis functions is not small enough. In this case, the response 
surface with LASSO regression will be unstable. In addition, we 
can increase the number of sampling points, but it’s costly.  
Hence, the elastic net regression which will increase the number 
of selected atoms is introduced to construct the QSRS.  
 
3.3 Elastic net 
Suppose a function combining with 𝑙𝑙1  norm penalty, 𝑙𝑙2 
norm penalty and cost function as follows:  
ℒ(𝜆𝜆1, 𝜆𝜆2,𝜷𝜷) = ‖𝒇𝒇 −𝚽𝚽𝜷𝜷‖2 + 𝜆𝜆1‖𝜷𝜷‖1 + 𝜆𝜆2‖𝜷𝜷‖22 (12)     
where  
‖𝜷𝜷‖1 = ��𝜷𝜷𝑜𝑜�𝑛𝑛
𝑜𝑜=1
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‖𝜷𝜷‖2
2 = �𝜷𝜷𝑜𝑜2𝑛𝑛
𝑜𝑜=1
 
The Elastic net regression aims to find the minimal solution 𝜷𝜷� 
of Eq (12): 
𝜷𝜷� = 𝑚𝑚𝑎𝑎𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚{ℒ(𝜆𝜆1, 𝜆𝜆2,𝜷𝜷)} (13) 
where the 𝑙𝑙2  norm penalty denotes LASSO regression, 𝑙𝑙2 
norm penalty denotes ridge regression. To better illustrate their 
relationship with elastic net, let 𝛼𝛼 = 𝜆𝜆2/(𝜆𝜆1 + 𝜆𝜆2), the Eq (12) 
can be written as follows: 
ℒ(𝜆𝜆,𝛼𝛼,𝜷𝜷) = ‖𝒇𝒇 −𝚽𝚽𝜷𝜷‖2 + 𝜆𝜆((1 − 𝛼𝛼)‖𝜷𝜷‖1 + 𝛼𝛼‖𝜷𝜷‖22) (14) 
The parameter α determines the mixing ratio of the ridge 
regression and the LASSO regression. When 𝛼𝛼 = 1, the elastic 
net becomes ridge regression, highly correlated atoms tend to be 
selected at the same time. When 𝛼𝛼 = 0 , it becomes LASSO 
regression, a sparse solution will be given in this case. 
The Eq (12) has two parameters, which can be solved by 
referring to the following theorems. 
Theorem 1. Given data set (𝒚𝒚,𝑿𝑿) and (𝜆𝜆1, 𝜆𝜆2), the elastic 
net estimation is: 
𝜷𝜷(𝑒𝑒𝑙𝑙𝑚𝑚𝑠𝑠𝑡𝑡𝑚𝑚𝑐𝑐 𝑚𝑚𝑒𝑒𝑡𝑡) = 𝑚𝑚𝑎𝑎𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚
𝜷𝜷
𝜷𝜷𝑇𝑇 �
𝑿𝑿𝑇𝑇𝑿𝑿 + 𝜆𝜆2𝑰𝑰1 + 𝜆𝜆2 �𝜷𝜷
− 2𝒚𝒚𝑇𝑇𝑿𝑿𝜷𝜷 + 𝜆𝜆1|𝜷𝜷|1 (15) 
The LASSO solution is:  
𝜷𝜷(𝑙𝑙𝑚𝑚𝑠𝑠𝑠𝑠𝑙𝑙) = 𝑚𝑚𝑎𝑎𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚
𝜷𝜷
𝜷𝜷𝑇𝑇(𝑿𝑿𝑇𝑇𝑿𝑿)𝜷𝜷 − 2𝒚𝒚𝑇𝑇𝑿𝑿𝜷𝜷 + 𝜆𝜆1|𝜷𝜷|1 (16) 
It can be seen that the elastic net shrinks the correlation matrix 
𝑿𝑿𝑇𝑇𝑿𝑿 towards the identity matrix.  
Lemma 2 [9]. Given data set (𝒚𝒚,𝑿𝑿) and (𝜆𝜆1, 𝜆𝜆2). Define a 
new set of data sets (𝒚𝒚∗,𝑿𝑿∗): 
𝑿𝑿∗ = (1 + 𝜆𝜆2)−1/2 � 𝑿𝑿�𝜆𝜆2𝑰𝑰� ,𝒚𝒚∗ = �𝒚𝒚𝟎𝟎� (17) 
Let 𝛾𝛾 = 𝜆𝜆1/�(1 + 𝜆𝜆2) ,  𝜷𝜷∗ = �(1 + 𝜆𝜆2)𝜷𝜷 , the LASSO 
problem is equaled with 
ℒ(γ,𝜷𝜷) = ℒ(γ,𝜷𝜷∗) = |𝒚𝒚∗ − 𝑿𝑿∗𝜷𝜷∗|2 + γ|𝜷𝜷∗|1 (18) 
let 𝜷𝜷∗ = 𝑚𝑚𝑎𝑎𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚
𝜷𝜷∗
{ℒ(𝛾𝛾,𝜷𝜷)}, then 𝜷𝜷(𝑒𝑒𝑙𝑙𝑚𝑚𝑠𝑠𝑡𝑡𝑚𝑚𝑐𝑐 𝑚𝑚𝑒𝑒𝑡𝑡) =
�1 + 𝜆𝜆2𝜷𝜷∗. 
The proof of theorem and lemma are a simple derivation, 
not listed in the text. It can be seen from the lemma that the 
elastic net problem can be transformed to LASSO problem with 
the fixed parameter 𝜆𝜆2, and the LASSO solution can be obtained 
with the least angle regression (LAR). The MATLAB toolbox 
provided by reference [10] is employed to directly find the elastic 
net solution with fixed 𝜆𝜆2.   
For the selection of the parameter 𝜆𝜆2 , the following 
principles should be followed: 1) If the source model has sparse 
representation on the basis function, 𝜆𝜆2 should be 0, the elastic 
net problem is transformed to LASSO problem, 2) when the 
correlation of dictionary is not low, 𝜆𝜆2>0, and its value will be 
slowly increased as correlation of dictionary become higher. The 
value of 𝜆𝜆2 is generally smaller. 
In this paper, the cross-validation method is employed to 
determine the value of the parameter 𝜆𝜆2. The specific process is 
shown in Table 1. 
Table 1. The process of constructing QSRS  
Step 1 Obtain sampling points 𝒙𝒙 by uniform design.  
Step 2 
Step 3 
 
 
 
Step 4  
 
Step 5  
 
 
 
Step 6 
 
Step 7 
 
Step 8 
Step 9 
Calculate response value y of 𝒙𝒙 in the source model. 
Divide the cross-validation sets. Divide the sampling 
points 𝒙𝒙  and the response value y into k sets. k 
usually takes 10, or other values divided by the number 
of sampling points. 
Fix 𝜆𝜆2  to 0, 0.0001, 0.001, 0.01, 0.1, 1, and 10, 
respectively, perform steps 5 to 7. 
Take k-1 sets as the training set, and the remaining one 
is the prediction set. Use the training set to construct 
the QSRS by LAR-EN solver and evaluate its 
prediction accuracy on the prediction set. 
Repeat step 5 k times to ensure that each set is used for 
prediction 
Take the average prediction accuracy of k times 
experiments for every fixed 𝜆𝜆2. 
Output the minimum 𝜆𝜆2. 
Construct the QSRS by all sampling points for the 
fixed 𝜆𝜆2. 
 
3.4 Interval optimization process 
Traditional double loop optimization includes: (1) the outer 
loop searches the global optimum in the design domain and 
updates design point, (2) the inner loop finds the maximum value 
of objective in the uncertain range of design point. In general, 
some intelligent algorithms are employed in outer loop 
optimization process and inner loop optimization process, 
however, it’s costly. For QSRS approach, as the interval 
arithmetic has high computational efficiency, the QSRS 
combined with interval arithmetic is used to replace the costly 
inner loop optimization process.  
The interval arithmetic refers to some operation rules 
between two interval numbers. The general operation rules 
between them is given as follows: 
�
[𝑥𝑥] + [𝑦𝑦] = [𝑥𝑥 + 𝑦𝑦, 𝑥𝑥 + 𝑦𝑦][𝑥𝑥] − [𝑦𝑦] = [𝑥𝑥 − 𝑦𝑦, 𝑥𝑥 − 𝑦𝑦] (19) 
As cos(𝜽𝜽) ∈ [−1,1] which is the basis function of QSRS, 
the bounds of 𝑦𝑦�(𝑥𝑥) can be calculated as follows: [𝑦𝑦�] = [𝛽𝛽0 −�|𝛽𝛽𝑖𝑖|𝑛𝑛
𝑖𝑖=1
,𝛽𝛽0 + �|𝛽𝛽𝑖𝑖|𝑛𝑛
𝑖𝑖=1
] (20) 
To better introduce the interval arithmetic used in this 
paper. Consider the function 𝑦𝑦 = 𝑥𝑥3 + 2𝑥𝑥, 𝑥𝑥 ∈ [−1,1] , the 
QSRS is used to approximate this function and its expression is 
given as follows: 
𝑦𝑦�(𝑥𝑥) = 2.75 cos(𝜃𝜃) + 0.25 cos(3𝜃𝜃) ,𝜃𝜃 = arccos (𝑥𝑥) (20) 
Based on the Eq (20), the interval range of 𝑦𝑦� is given as follows: [𝑦𝑦�] = 2.75 × [−1,1] + 0.25 × [−1,1] = [−3,3] (21) 
The actual range of 𝑦𝑦  in domain is also  [−3,3]. Hence, the 
QSRS combined with interval arithmetic can be used to directly 
calculate the maximum value of objective in the uncertain range 
of design point. In this case, the inner loop optimization process 
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is eliminated and the efficiency is improved. 
To search the global optimum, MIGA is employed for the 
outer loop optimization process, and the settings of sub-
population size in MIGA may affect its performance. Thus, the 
sub-population size will be adjusted for different problems. 
The specific process of QSRS approach is shown in figure 
4. Such method contains four main steps: (1) Initiation. 𝒙𝒙𝑐𝑐 
denotes the mid value of design point, 𝛏𝛏 is the width of design 
point, 𝒙𝒙𝐿𝐿,𝒙𝒙𝑅𝑅 is the domain of design variables. (2) Construct 
QSRS. First, we will generate some sampling points by uniform 
design. Then, calculate the response values of sampling points. 
Finally, calculate the coefficients of basis functions and 
construct QSRS. (3) Calculate the objective 𝑓𝑓𝑚𝑚𝑚𝑚𝑥𝑥(𝒙𝒙𝑐𝑐 ,𝒚𝒚) and 
constraints 𝑔𝑔𝑚𝑚𝑚𝑚𝑥𝑥(𝒙𝒙𝑐𝑐 ,𝒚𝒚) by interval arithmetic. (4) Update the 
design point by MIGA, if the result satisfies converge conditions, 
the optimization process will be end, otherwise it will go to step 
(2).  
    
4. Experiments and analysis  
In the section, a mathematical example and an engineering 
example is used to demonstrate the efficiency of QSRS 
approach.  
  
4.1 Mathematical example  
The “Three-Hump” function which is a test function for 
optimization is employed as a mathematical example, which is 
given by: 
𝑓𝑓(𝑥𝑥1, 𝑥𝑥2) = 2𝑥𝑥12 − 1.05𝑥𝑥14 + 16𝑥𝑥12 + 𝑥𝑥1𝑥𝑥2 + 𝑥𝑥22 
−5 ≤ 𝑥𝑥1 ≤ 5,−5 ≤ 𝑥𝑥2 ≤ 5 
We assume that both the two design variables are interval 
design variables, and the widths of them are 0.1. We will have 
the uncertain optimization problem as follows: 
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥1𝑐𝑐,𝑥𝑥2𝑐𝑐 𝑚𝑚𝑚𝑚𝑥𝑥        𝑥𝑥1∈[𝑥𝑥1],𝑥𝑥2∈[𝑥𝑥2]𝑓𝑓(𝑥𝑥1, 𝑥𝑥2) 
𝑠𝑠. 𝑡𝑡.    [𝑥𝑥1] = 𝑥𝑥1𝑐𝑐 + [−𝜉𝜉1, 𝜉𝜉1], [𝑥𝑥2] = 𝑥𝑥2𝑐𝑐 + [−𝜉𝜉2, 𝜉𝜉2] 
−5 + 𝜉𝜉1 ≤ 𝑥𝑥1𝑐𝑐 ≤ 5 − 𝜉𝜉1,−5 + 𝜉𝜉2 ≤ 𝑥𝑥2𝑐𝑐 ≤ 5 − 𝜉𝜉2 
The interval optimization approach and QSRS approach are used 
to solve this problem, respectively. In the two methods, MIGA 
is used to search global optimum, and the sub-population size in 
MIGA is set as 200 for mathematical example. In interval 
optimization approach, the expansion order of chebyshev 
polynomials is set as 6. The sampling points and basis functions 
of mathematical example in each iteration of MIGA are shown 
in table 2, and the optimization results of two methods are shown 
in table 3 in which the validated values (bold in the table) of the 
objective is obtained by the scanning method in the uncertain 
range of the optimum point. 
For the computation cost, the chebyshev tensor product 
(CTP) method is used to construct sixth-order chebyshev 
response surface, hence, 49 sampling points and 49 basis 
functions are required in each iteration of MIGA. In order to 
improve the approximation accuracy, the basis function in QSRS 
is increased to 90，and only 30 sampling points are required.  
 
FIGURE 4: THE PROCESS OF QSRS APPROACH  
 
Table 2. The sampling points and basis functions of 
mathematical example in each iteration of MIGA 
 Interval optimization  QSRS approach  
Sampling points  49 30 
Basis functions  49 90 
 
Table 3. The optimization results of mathematical example  
 Interval optimization  QSRS approach  
𝑥𝑥1 1.7832 1.7901 
𝑥𝑥2 -5.000 -4.9933 
𝑓𝑓(𝑥𝑥1, 𝑥𝑥2) -4.3603(-4.3603) -4.3332(-4.3332) 
 
In table 3, the objective 𝑓𝑓(𝑥𝑥1, 𝑥𝑥2)  obtained by interval 
optimization approach and SRS approach equal to the validated  
value, which means that the interval arithmetic is effective in 
optimal design point obtained by the two method. 
However, the interval optimization approach gives a local 
optimal solution which is -4.3603, because of approximation 
accuracy and wrapping effect in some design points updated in 
the iteration of MIGA. In contrary, the QSRS approach gives a 
better solution which is -4.3332.  
 
4.2 Engineering example  
A cylindrical vessel is capped at both ends by hemispherical 
heads as shown in Figure 5 [11]. 𝑇𝑇𝑠𝑠(𝑥𝑥1) denotes thickness of the 
shell, 𝑇𝑇ℎ(𝑥𝑥2) denotes thickness of the head, R(𝑥𝑥3) denotes the 
inner radius, L(𝑥𝑥4) denotes length of the cylindrical section of 
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the vessel, not including the head. The objective of this problem 
is to minimize the total cost of material, forming and welding. 
Both four design variables are considered as interval design 
variables, and the width of them is 0.1. 
 
 
FIGURE 5: CENTER AND END SECTION OF PRESSURE 
VESSEL  
𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑖𝑖𝑐𝑐
  𝑚𝑚𝑚𝑚𝑥𝑥
𝑥𝑥𝑖𝑖∈[𝑥𝑥𝑖𝑖]𝑓𝑓(𝒙𝒙) 
𝑠𝑠. 𝑡𝑡.  𝑔𝑔1(𝑥𝑥) = −𝑥𝑥1 + 0.0193𝑥𝑥3 ≤ 0,      𝑔𝑔2(𝑥𝑥) = −𝑥𝑥2 + 0.00954𝑥𝑥3 ≤ 0,      𝑔𝑔3(𝑥𝑥) = −𝜋𝜋𝑥𝑥32𝑥𝑥4 − 43𝜋𝜋𝑥𝑥33 + 1296000 ≤ 0,      𝑔𝑔4(𝑥𝑥) = 𝑥𝑥4 − 240 ≤ 0,      [𝑥𝑥𝑖𝑖] = 𝑥𝑥𝑖𝑖𝑐𝑐 + [−𝜉𝜉𝑖𝑖 , 𝜉𝜉𝑖𝑖], 𝜉𝜉𝑖𝑖 = 0.1, 𝑚𝑚 = 1,2,3,4          1 + 𝜉𝜉𝑖𝑖 ≤ 𝑥𝑥1, 𝑥𝑥2 ≤ 99 − 𝜉𝜉𝑖𝑖 ,         10 + 𝜉𝜉𝑖𝑖 ≤ 𝑥𝑥3, 𝑥𝑥4 ≤ 200 − 𝜉𝜉𝑖𝑖 .  
The interval optimization approach and QSRS approach are also 
used to solve this problem, respectively. The sub-population size 
in MIGA is set as 300 and the expansion order of chebyshev 
polynomials is set as 6 in interval optimization approach. The 
sampling points and basis functions of engineering example in 
each iteration of MIGA are shown in table 4, and the 
optimization results of two methods are shown in table 5 in 
which the validated values (bold in the table) of the objective is 
obtained by the scanning method in the uncertain range of the 
optimum point. 
For the computation cost, chebyshev collocation method 
(CCM)) is employed to decrease the sampling points of sixth-
order chebyshev response surface. Hence, 420 sampling points 
and 210 basis functions are required in each iteration of MIGA. 
However, only 100 sampling points is required in QSRS, as its 
basis function are increased to 300 to ensure the accuracy.  
The optimization results in table 5 show that the interval 
optimization approach and QSRS approach give the same 
optimal point and all constrains are satisfied. However, the 
required sampling points of QSRS approach are reduced than 
interval optimization approach. It can be seen that the QSRS 
approach is effective for uncertainty structure design 
optimization, and as the dimension of the problem increases, the 
advantages of QSRS approach become more obvious. 
 
Table 4. The optimization results of mathematical example  
 Interval optimization  QSRS approach  
Sampling points  420 100 
Basis functions  210 300 
 
Table 5. The optimization results of mathematical example  
 Interval optimization  QSRS approach  
𝑥𝑥1 2.2254 2.2254 
𝑥𝑥2 
𝑥𝑥3 
𝑥𝑥4 
𝑔𝑔1 
𝑔𝑔2 
𝑔𝑔3 
𝑔𝑔4 
1.2458 
93.4970 
100.2317 
-0.3190 
-0.2529 
-4.8606e6 
-139.6683 
1.2458 
93.4970 
100.2317 
-0.3190 
-0.2529 
-4.8606e6 
-139.6683 
𝑓𝑓(𝒙𝒙) 4.6315e4(4.6315e4) 4.6315e4(4.6315e4) 
 
 
5. CONCLUSION 
In this paper, an efficient interval uncertainty optimization 
approach for uncertainty structure design optimization is 
proposed. Such approach combines QSRS with interval 
arithmetic to directly calculate the maximum value of objective, 
therefore, the inner loop optimization process is eliminated. With 
𝑙𝑙1  norm and 𝑙𝑙2  norm penalty method and a few sampling 
points, the QSRS can be accurately constructed by a large 
number of basis functions. The results in mathematical example 
and engineering example show that the proposed approach gives 
a better performance than the interval optimization approach, 
meanwhile, less sampling points (30\100 for QSRS approach, 
49\420 for interval optimization approach) in each iteration is 
required. For high-dimensional problems, the sampling points 
required in interval optimization approach will be very large, and 
the QSRS approach may be a better choice at this time. 
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