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VOORWOORD 
De in deze syllabus behandelde stof stemt overeen met een aan de Uni-
versi tei t van Amsterdam gegeven college over numerieke integratiemethoden 
voor differentiaalvergelijkingen en wel in het bijzonder de eenstapsmetho-
den met een omvang van ongeveer een jaaruur. 
De veronderstelde voorkennis is inleidende analyse, lineaire algebra 
en functionaalanalyse. Meer geavanceerde onderwerpen worden in hoofdstuk I 
behandeld. 
In hoofdstuk II komen dan de eenstapsintegratietechnieken aan de orde 
waarbij vooral op de constructie van dergelijke methoden ingegaan wordt. 
Drie klassen van methoden zullen onderscheiden worden: Taylor-methoden, 
Runge-Kuttamethoden en gegeneraliseerde Runge-Kuttamethoden (dit zijn 
Runge-Kuttamethoden waarvan de parameters door matrixoperatoren vervangen 
zijn).Uit elk van deze drie klassen worden een of meer formules gelicht 
die ook als ALGOL 60 procedure aanwezig zijn in de bibliotheek NUMAL van 
het Academisch Rekencentrum te Amsterdam (SARA). De theoretische achter-
gronden en het gebruik van deze procedures zullen uitvoerig besproken wor-
den en toegelicht worden met voorbeelden. 
Tenslotte wil ik mijn dank betuigen aan mevr. van Gelderen voor de 
zeer accurate wijze waarop deze syllabus getypt is. 
P.J. v.d. H. 
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HOOFDSTUK I 
INLEIDING 
In dit inleidende hoofdstuk zal het gebied van de differentiaalverge-
lijkingen enigszins verkend worden om later, wanneer overgegaan wordt tot 
de constructie van nwilerieke integratietechnieken, richtlijnen te hebben 
volgens welke we te werk moeten gaan. Voorts zal een schets gegeven worden 
van de belangrijkste karakteristieken van een differentieschema. 
1.1 BEGINWAARDEPROBLEMEN 
De integratietechnieken (of differentieschemas) die in deze syllabus 
aan de orde zullen komen, zullen ten doel hebben het beginwaardeprobleem 
(1.1.1) 
-+- . 
.& = f(y) 
dx 
te integreren. Hierin zijn y en f functies met definitiegebied in respec-
tievelijk JR 1 en JR , en beelden in JR ( een m-dimensionale vectorruimte zal r r 
metJRm aangegeven worden). De componenten van de vectorfunctie yen f wor-
den met yj en fj' j=1,2, ••• ,r, aangegeven. In het vervolg zullen we aan-
nemen dater precies een oplossing van probleem (1.1.1) bestaat. Voor uni-
citeits- en existentievoorwaarden van differentiaalvergelijkingen zij ver-
wezen naar de literatuur (b.v. PETROVSKI [1966]). 
De problemen die men in de practijk tegenkomt zijn niet altijd gefor-
muleerd in de vorm (1.1.1), maar dikwijls wel te schrijven of te reduceren 
tot deze vorm. In de volgende paragraaf zullen we laten zien hoe een aan-
tal belangrijke klassen van problemen neerkomen op het oplossen van een 
beginwaardeprobleem voor zo'n stelsel autonome, eerste orde differentiaaZ-
verge Zijkingen. 
5 
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1.2 REDUCTIE TOT AUTONOME EERSTE ORDE VORM 
De volgende klassen van problemen zullen aan de orde komen: 
(1) niet-autonome stelsels 
(2) hogere orde stelsels 
(3) tweepunts-randwaardeproblemen 
(4) partiele differentiaalvergelijkingen 
(5) impliciete differentiaalvergelijkingen. 
1.2.1 Niet-autonome stelsels 
Stel dat gevraagd wordt, in plaats van probleem (1.1.1), het probleem 
(1.2.1) 
+ 
.& + + dx = f(x,y) 
op te lossen, waarin y E JR1 + JR 1 en f E JR 1 * JR 1 + JR 1• Een dergelijk 
. r- r- r-
niet-autonoom stelsel eerste orde differentiaalvergelijkingen is tot een 
autonoom stelsel te reduceren door de invoering van de variabele 
x. 
Dit levert het stelsel 
(1.2.1 1 ) 
hetgeen van de vorm (1.1.1) is. 
1.2.2 Hogere orde stelsels 
Beschouw de rde orde differentiaalvergelijking 
( 1.2.2) 
r 
d Y1 
--= 
2 
d Y1 
--2-, 
dx 
... , 
Door invoering van de variabelen 
j 2,3, ... ,r 
r > 1. 
gaat (1.2.2) over in het stelsel 
(1.2.2') 
dyr-1 
--a:x-- = Yr ' 
dy 
__.!:. 
dx 
Dit stelsel is van de vorm (1.1.1), 
1.2.3 Tweepunts-randwaardeproblemen 
Stel dat in probleem (1.1.1) de beginvoorwaarde y(x0 ) 
door de "gereduceerde" beginvoorwaarde 
( 1.2.3) 
7 
+ y 0 vervangen is 
waarin de a. gegeven getallen zijn en J 0 een deelverzameling is van de ge-
rJ 
tallen {j}j=l' In het algemeen zal de differentiaalvergelijking meerdere op-
lossingen hebben, die aan (1.2.3) voldoen. We zoeken nu onder deze oplossin-
gen de oplossing die aan de "eindvoorwaarden" 
( 1 .2.4) y. (x ) 
J e 
b. 
J 
voldoet, waarin de bj gegeven getallen zijn en Je weer een deelverzameling 
van {j}j=l' Dit probleem wordt een tweepunts-randwaardeprobleem genoemd. De 
voorwaarden (1.2.3) en (1.2.4) vormen de randvoorwaarden. 
Een methode om tweepunts-randwaardeproblemen op te lessen is de zoge-
naamde sahietmethode. Deze methode reduceert het randwaardeprobleem tot een 
reeks van beginwaardeproblemen waarvan de oplossingen naar de gezochte op-
lossing convergeren, als tenminste aan een aantal voorwaarden voldaan is. 
In de schietmethode wordt de parametervector 
+ p ( p.) 
J 
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geintroduceerd, welke als het ware de "gereduceerde" voorwaarden (1.2.3) 
aanvullen tot een "complete" beginvoorwaarde: 
(1.2.5) 
P· J 
y. (x0 ) = a. J J 
Laten We aannemen dat deze beginvoorwaarde precies een oplossing y = y(x;p) 
bepaalt. Wanneer we nu een vector p0 kunnen vinden zodanig dat aan de 
"eindvoorwaarden" 
(1.2.4') y.(x ;po) J e b. J 
voldaan is, dan is hiermee het randwaardeprobleem opgelost. Om de oplossing 
p0 (als deze bestaat) van (1.2.4') te vinden, kan men een iteratieve methode 
gebruiken; de evaluatie van de functies y.(x ;p) betekent dan voor elke 
. J e 
nieuwe approximant p de oplossing van een beginwaardeprobleem. Dus het 
tweepunts-randwaardeprobleem is vervangen door een reeks beginwaardepro-
blemen. 
1.2.4 Partiele differentiaalvergeli.jkingen 
Beschouw de vergelijking 
( 1.2.6) 
+ ~ + 
ax=F(y), 
waarin F een differentiaaloperator is in variabelen z1 ,z2 , •••• 
Bijvoorbeeld 
( 1.2. 7) a2 + F(y)=-y 
az2 
. + . De vectorfunctie y hangt nu dus niet alleen van x, maar ook van z1,z2 , ••• 
af. Door y voor x = x0 voor te schrijven definieren we een beginwaardepro-
bleem voor vergelijking (1.2.6): 
( 1.2.8) 
9 
In tegenstelling tot beginwaardeproblemen voor gewone differentiaalverge-
lijkingen, heeft het beginwaardeprobleem voor de partiele differentiaalver-
gelijking (1.2.6) niet altijd een unieke oplossing (als er tenminste uber-
haupt een oplossing bestaat). Bijvoorbeeld wanneer F door (1.2.7) gedefi-
nieerd is dan heeft (1.2.6), (1.2.8) meer dan een oplossing. Door echter 
y op de randen van het gebied in de (z 1 ,z2 , ••• )-ruimte voor te schrijven 
wordt het probleem in het algemeen eenduidig oplosbaar. We spreken dan van 
-+ begin-randiuaardeproblemen. Ook randvoorwaarden, die afgeleiden van y naar 
z1,z2 , •.• bevatten, kunnen eenduidigheid verzekeren (zie de MC Syllabi 3.1, 
3.2 e.n 3.3). 
Begin-randwaardeproblemen voor partiele differentiaalvergelijkingen 
kunnen met behulp van partiele discretisatie tot stelsels eerste orde, 
gewone differentiaalvergelijkingen gereduceerd worden. Daartoe vervangt 
men het gebied in de (z 1 ,z2 , ••• )-ruimt: wa~op F gedefinieerd is door een 
eindige verzameling roosterpunten {(z~J) ,z~J) , ••• )}j en benadert men F 
door middel van differentiequotienten op deze punten. Op deze manier vindt 
men bij elk roosterpunt een differentiaalvergelijking in z. Men noemt deze 
methode ook de "method of lines". We zullen di t toelichten aan de hand van 
een tweetal voorbeelden. 
Voorbeeld 1 • 2. 1 
Beschouw het niet-lineaire diffusie-probleem 
()v a2v ~ = d(z,y) ~ , 
az 
( 1.2.9) y(O,z) g(z) 0 $ z $ 1, 
~-()z - O , z 0 y(x, 1) = 4>(x), 
waarin gen 4> gegeven functies zijn die voldoen aan (zie figuur 1.2.1): 
g' ( 0) 0 g(1)=4>(0); 
verder stelt d(z,y) de diffusiecoefficient voor welke positief veronder-
steld mag worden. We maken nu de volgende discretiseringen: 
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y(x,z) 
g(z) 
0 
4> (x) 
I 
;4>( 0) 
I 
I 
Figuur 1 . 2. 1 • De functies g y(O,z) en y = y(x,z), z > 0 
0 ::::; z ::::; 
y( x 'z) ' 0 ::::; z ::::; 
g( z)' 0 ::::; z ::::; 
+ {O,~z,2~z, ..• ,(r-1)~z,r~z=1}, 
+ 
+ g {g(O),g(~z), ••• ,g(r~z)=4>(0)}, 
waarin ~z = 1/r de roosterpuntafstand voorstelt (zie figuur 1.2.1). De 
differentiaalvergelijking (1.2.9) discretiseren we door het rechterlid te 
vervangen door een differentiequotient met betrekking tot de roosterpunten 
j~z. Uitgedrukt in y en g vinden we het stelsel eerste orde, gewone diffe-
rentiaalvergelijkingen 
( 1.2.10) 
d.y. y . 1 -2y . +y . 1 
_:_.i_dx = d(j~z,yJ.) J+ J J-(~z)2 j 0,1, •.• ,r-1 
met de beginvoorwaarde 
y(O) + g 
Stelsel (1.2.10) bestaat uit r vergelijkingen in r + 2 onbekende functies 
y .• ~e onbekenden moeten nog geelimineerd worden. Hiertoe dienen de rand-J 
voorwaarden uit (1.2.9); deze impliceren dat 
zodat (1.2.10) geschreven kan worden als (eliminatie van y 1 en y) 
- r 
11 
dyo 2 
dx = (~z)- d(o,y0 )(2y1-2y0 ) , 
( 1.2.10 1 ) 
dy. 
_:_J_dx = (~z )-2d( l,y. )(y '+1-2y .+y. 1) 
r J J J J-
j 1 ,2, ••• ,r-2 , 
dy r-1 2 1 ~dx = (~z)- d(!:.=...,y 1)(~(x)-2y 1+y 2) 
r r- r- r-
Voorbeeld 1 .2.2 
Beschouw het Cauchy-probleem 
2z - ( )b'.: ax - a z,y az ' 
(1.2.11) 
y(O,z) = g(z) 
Analoog aan voorbeeld 1.2.1 geeft vervanging van ay/az door een differen-
tiequotient een (oneindig groot) stelsel van eerste orde, gewone differen-
tievergelijkingen: 
(1.2.12) j 0,±1,±2, •.•• 
We merken op, dat wanneer y op een eindig gebied van het (x,z)-vlak ge-
vraagd wordt, volstaan kan worden met het oplossen van een eindig stelsel 
differentiaalvergelijkingen. In paragraaf 2.7 zullen we hier nog op terug-
komen. 
Voorbeeld 1 • 2. 3. 
Beschouw het diffusieprobleem 
(1.2.12) 
y(x,z) = g(b(z),z) langs de lijn x = b(z) • 
In dit probleem zijn de begin-randwaarden samengesmolten tot randvoorwaar-
den langs een kromme x = b(z). Evenals in de voorgaande voorbeelden ver-
vangen we de z-variabele door de discrete waarden {j~z} .• Partiele discre-
J 
tisatie van de vergelijking op deze verzameling zal nu echter een systeem 
12 
x 
x 
n 
z 
Figuur 1.2.2 Non-standaard begin-randwaarden 
gewone differentiaalvergelijkingen geven waarvan het aantal r afhangt 
van x. 
We zullen de partiele discretisatie van dit soort problemen illustre-
ren aan de hand van de in figuur 1.2.2 geschetste kromme x = b(z). Laat 
zowel z1 als z2 oplossing zijn van de vergelijking 
en stel dat 
x -b(z) 0 
n 
Dan vinden we het volgende stelsel vergelijkingen: 
(1.2.13) 
waarin 
dx 
dy.i 
dx 
2 
c1 ( 1+c1 )(t.z) 
YJ·-1 - 2y. + Y·+1 
- J J 
2c2yj 2_1 - 2(1+c2 )yj 2 + 2g(b(z2 ),z2 ) 
2 
c2( 1+c2 )(t.z) 
Dit stelsel is niet gedefinieerd voor c1 of c2 gelijk nul. Voor kleine 
waarden van c 1 of c2 liggen y. of y. echter nagenoeg op de krolllllle J 1 J2 
x = b(z), zodat men van de randvoorwaarden gebruik kan maken. 
1.2.5 !mpliciete differentiaalvergelijkingen 
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Tenslotte gaan we nog even in op irrrpZiciete vergelijkingen, dat wil 
zeggen de afgeleide dy/dx kan niet expliciet uitgedrukt worden in y (en x): 
( 1.2.14) 
-+ F(y.~) = o dx 
Twee voor de hand liggende methoden om dit systeem terug te brengen 
tot de standaardvorm (1.1.1) zijn ten eerste het invoeren van de formele 
inverse van F ten_opzic~te van dy/dx, dus 
( 1.2.14 1 ) 
-+ ~ = f(y) dx 
-+ -t -+ -+ F(y,r{y)) = 0 , 
waarbij men dan elke keer wanneer de rechterlidfunctie f{y) gevraagd 
wordt, een stelsel niet-lineaire algebraische of transcendente vergelij-
kingen zal moeten oplossen, en ten tweede de introductie van een nieuwe 
variabele ! = dy/dx, waarmee (1.2.14) geschreven kan worden als het eerste 
orde stelsel 
(1.2.14") 
-+ ~= ! dx 
In (1.2.14") stellen J 1 en J 2 de Jacobianen van F voor respectievelijk ten 
opzichte van het eerste en tweede argument (zie de volgende paragraaf voor 
de definitie van de Jacobiaan van een functie). 
14 
1.3 KLASSIFICATIE VAN EERSTE ORDE STELSELS 
Een numerieke integratiemethode kan soms aanzienlijk geeconomiseerd 
worden door de mogelijkheid in te bouwen de methode aan te passen aan de 
te integreren differentiaalvergelijking. In deze "adaptiviteit" van de 
methode speelt het eigenwaardespectrum van de Jacobiaan van de rechterlid-
functie, dat wil zeggen de eigenwaarden van de matrix 
(1.3.1) i = rijindex j kolomindex 
een belangrijke rol. We zullen drie klassen van differentiaalvergelijkingen 
bespreken waarvoor het de moeite loont om de integratiemethode aan het 
probleem aan te passen: 
(1) stijve differentiaalvergelijkingen: spectrum bestaat uit ver 
uiteenliggende clusters in het negatieve halfvlak; 
(2) "parabolische"stelsels: spectrum bestaat uit een smalle strook 
langs de negatieve as; 
(3) "hyperbolische" stelsels: spectrum bestaat uit een smalle strook 
langs de imaginaire as. 
1 .3.1 Stijve differentiaalverseli,jkinsen 
In veel physische problemen komt men vergelijkingen tegen waarvan de 
oplossingen bestaan uit langzaam en zeer snel varierende componenten, 
waarvan laatstgenoemde echter in grootte zeer klein zijn. Zulke vergelij-
kingen worden stijve differentiaalvergelijkingen genoemd. Omdat stijve 
vergelijkingen zo veelvuldig optreden (netwerk-analyse, circuitsimulatie, 
chemische kinetica, biomathematica, proces-dynamica, geleide projectielen, 
enz.) zal er de nodige aandacht aan besteed worden in deze syllabus. 
De eerste numerieke behandeling van stijve differentiaalvergelij-
kingen vinden we bij Curtiss en Hirschfelder [1952], maar pas in de laatste 
10 jaar heeft deze belangrijke klasse de aandacht gekregen die zij ver-
dient; we noemen hier Pope [1963], Treanor [1966], Lawson [1967], Calahan 
[1968], Dahlquist [1968], Gear [1968, 1 69], Liniger en Willoughby [1970] 
en Lindberg [ 1971]. 
We zullen eerst een meetkundige definitie geven van een enkele, stijve 
differentiaalvergelijking. Stel dat alle integraalcurven van de vergelij-
15 
king ·zeer snel naar een bepaalde integraalcurve yA = yA(x) convergeren, 
(zie figuur 1.3.1), dan is de convergentiesnelheid ten opzichte van ge-
geven referentiepunten op de x-as een maat voor de stijfheid. Dit effect, 
dat de oplossingen gedwongen worden naar een asymptotische oplossing te 
convergeren, wordt wel het "wandelstok" effect genoemd. In navolging van 
Curtiss en Hirschfelder beschouwen we de niet-autonome vergelijking 
(1.3.1) ~ = yt(x~ dx a x,y 
waarin Geen zich ordentelijk gedragende fUnctie is (zie figuur 1.3.1) en 
a negatief en klein in absolute waarde is. Voor grote waarden van y zijn 
de hellingen van de integraalkrommen van (1.3.1) zeer groot in negatieve 
zin; in de buurt van de kromme y = G(x) verspringen deze hellingen echter 
van groot negatief naar groot positief. Dit is nu precies het in de figuur 
weergegeven gedrag. 
Figuur 1.3.1 Het "wandelstok-effect" 
Voorbeeld 1.3.1 
Zij gegeven de vergelijking 
( 1.3.2) ~ = - 1 OOOy + x2 
dan is de algemene oplossing 
y(x) 2 2 ) -1 OOOx( 2 ) 
- 1ooox + 1000000 + e Yo - ~ 10 
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waarin y0 de integratieconstante voorstelt (zo gekozen dat y(O) y0). 
Kennelijk is 
2 + 2 ) 1 2 
- 1 ooox 1000000 ;;;;, - 1 ooox . 
Verder wordt G gegeven door 
G(x) 
G gedraagt zich dus nagenoeg als de asymptotische oplossing. 
Bovenstaand meetkundig beeld voor een enkele, stijve differentiaal-
vergelijking laat zich eenvoudig uitbreiden tot stelsels vergelijkingen. 
Een stelsel is stijf wanneer een of meer componenten fi van de rechterlid-
functie f waarden aanneemt die snel van groot positief naar groot negatief 
springen als yi toeneemt.terwijl y1,y2 , ... ,yi-l'Yi+l'Yi+l'"""•Yr constant 
gehouden worden. De helling van de functie yi heeft dan de neiging klein 
te worden in absolute waarde als x + 00 , zodat yi na een aanvankelijk snelle 
variatie, spoedig een langzaam varierende functie wordt. 
Voorbeeld 1.3.2 
We beschouwen eerst het Zineaire stelsel (ontleend aan Lapidus en 
Seinfeld [1971]) 
- .1 -49.9 0 
( 1.3.3) 0 
-50 0 
0 70 -120 
In figuur 1.3.2 is het gedrag van de rechterlidcomponenten fi als functie 
van yi weergegeven. Kennelijk hebben we te maken met een stijf stelsel 
differentiaalvergelijkingen. 
Figuur 1.3.2 Componenten fi als f'unctie van yi. 
Voorbeeld 1.3.3 
Vervolgens beschouwen we een niet-lineair systeem (probleem van 
Robertson [1967]) 
(1.3.4) 
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Dit systeem beschrijft de reactiesnelheden in een of ander chemisch proces. 
De helling van de 2e component y2 is weergegeven in figuur 1.3.3; hierin 
zijn y1 en y3 positief gekozen omdat negatieve waa.rden physisch niet re-
levant zijn. We zien uit deze figuur dat y2 een toenemend stijf ka.rakter 
vertoont. 
Een strengere definitie van een stijve differentiaalvergelijking kan 
gegeven worden met behulp van de Jacobiaan van de rechterlidf'unctie. Laten 
+ y en y twee naburige oplossingen van de differentiaalvergelijking zijn, 
dan geldt 
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( 1.3.5) 
+ d + ~ + djy(x)-y(x)] ;;;;, J(y(x)) 
+ 
[y(x)-y(x)J 
Figuur 1.3.3 Component r 2 als functie van y2 
waarin J de Jacobiaan voorstelt. Deze relatie kan formeel geintegreerd 
worden, waarmee we krijgen 
( 1.3.6) 
+ + 
y(x) - y(x) ;;;;, exp[(x-x0 )A(x)J • [y(x0 )-y(x0 )J 
x 
A(x) = - 1- J J(y(f;) )df; 
x-xo 
XO 
Hierin is x0 het punt waarin de differentiaalvergelijking beschouwd wordt. 
De matrix A(x) stelt als het ware de "gemiddelde" Jacobiaan voor langs de 
kromme y = y(f;), f; E [x0 ,xJ. Merk op dat voor lineaire stelsels de matrix 
A juist de Jacobiaan J is. 
Veronderstel dat voor elke x in een interval [x0 ,x1J de eigenwaarden 
van de matrix A(x) onder te verdelen zijn in twee groepen met respectie-
velijk kleine moduli en groot negatieve reele delen. Uit (1.3.5) volgt 
dan direct dat voor een voldoend groot interva; [x0 ,x1J, de onderlinge 
afstand van de integraalcurven {x,y(x)} en {x,y(x)} eerst snel varieert om 
tenslotte een langzaam varierende functie van x te worden. Dit is juist 
het gedrag van de integraalkrommen van een stijve differentiaalvergelijking. 
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In de practijk is het echter eenvoudiger om niet het spectrum van de ma-
trix A(x), maar van de Jacobiaan J(y(x)), als criterium te nemen voor het 
al of niet stijf zijn van een differentiaalvergelijking. Nu zullen bij 
niet te snelle variaties van de Jacobiaan in het' interval [x0 ,x1J, de 
spectra van A(x) en J(y(x)) veel overeenkomst vertonen, zodat we tot de 
volgende definitie van een stijve differentiaalvergelijking komen: 
Definitie 1.3.1 
Vergelijking (1.1.1) wordt in het punt (x0 ,y0 ) ten opzichte van het 
interval [x0 ,x1J stijf genoemd wanneer in de omgeving van y 0 de ~igenwaar­
den o van J(y) in twee groepen c0 en c1 liggen zodanig dat voor elk twee-
tal punten (o0 ,o 1) met o0 E c0 en o1 E c1 de relatie 
(1.3.7) 
geldt. Als maat voor de ~tijfheid van een vergelijking nemen we de waarde 
van 
( 1.3.8) 
Opgaven 1.3.1 
(1) Onderzoek de stijfheid in de zin van definitie 1.3.1 van de ver-
gelijkingen (1.3.3) en (1.3.4). 
1 • 3 .2 Partieel gediscretiseerde parabolische differentiaalvergeli,jkingen 
Zoals we in paragraaf 1.2.4 gezien hebben kunnen beginrandwaardepro-
blemen voor partiele differentiaalvergelijkingen door discretisatie van de 
"plaats-variabelen" in vele gevallen tot (grote) stelsels van gewone dif-
ferentiaalvergelijkingen gereduceerd worden. Behalve dat dergelijke par-
tieel gediscretiseerde vergelijkingen een relatief groot aantal component-
vergelijkingen tellen, is ook het spectrum van de Jacobiaan in het algemeen 
zeer uitgestrekt. In het geval van paraholische vergelijkingen liggen de 
eigenwaarden van de Jacobiaan meestal in een smalle, langgerekte strook 
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langs· de negatieve as. We zullen dit illustreren aan de hand van de diffu-
sievergelijking (1.2.9), We hebben al laten zien dat discretisatie van de 
variabele z tot het stelsel (1.2.10 1 ) leidt. De Jacobiaan van dit stelsel 
is eenvoudig te bepalen; we vinden 
( 1.3.9) J(y) = (Llz)-2[D'+DT] , 
waarin D' de diagonaalmatrix 
2do(Y1-Yo) 0 
o dj(Y2-2y1+yo) 
d!(y. 1-2y.+y. 1) J J+ J J-
0 d' 1(<P-2y 1+y 2) r- r- r-
D de diagonaalmatrix (d(jllz;y.) en T de tridiagonaalmatrix 
J 
2 0 0 
-2 
0 
-2 
-2 
0 0 
voorstelt. Aangezien de componenten y. voor voldoend kleine waarden van Liz J 
een continue kromme dienen te vormen kan men voor eigenwaardebeschouwingen 
de matrix D' ten opzichte van de matrix DT wel verwaarlozen. Dit betekent 
dat de matrix (1.3.9) nagenoeg een tridiagonaalmatrix is met positieve 
nevendiagonaalelementen. Volgens stelling 1.4.7 (zie paragraaf 1.4) zijn 
de eigenwaarden van dergelijke matrices reeel. Verder geldt volgens stel-
ling 1.4.3 van Gerschgorin (zie paragraaf 1.4) dat de eigenwaarden gelegen 
zijn in de vereniging van cirkels 
I 0+2d. I < 2d. 
J J 
j 0, 1 , •.. ,r-2 , 
Hieruit kan geconcludeerd worden dat het ei~enwaardespectrum van J voor 
6z + 0 gelegen is in het (negatieve) interval 
(1.3.10) [-4(6z)-2 ma.x d(j6z,y.), 0] 
j J 
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1.3.3 Partieel gediscretiseerde hyperbolische differentiaalvergelijkingen 
Het spectrum van een partieel gediscretiseerde hyperbolische verge-
lijking ligt in het algemeen in een strook langs de imaginaire as en wel 
symmetrisch ten opzichte van de oorsprong. We zullen dit nagaan voor het 
stelsel (1.2.12). De Jacobiaan van dit stelsel heeft als je rij-vector 
(1.3.11) 
waarin aj = a(j6z,yj). Voor 6z + 0 geldt Yj+1 +yj_1, zodat de diagonaal-
elementen van de Jacobiaan nagenoeg nul zijn. Met andere woorden de Jaco-
biaan van (1.2.12) is "bijna" scheefsymmetrisch en heeft dus "bijna" ima-
ginaire eigenwaarden (zie stelling 1.4.4 in de volgende paragraaf). De 
lengte van het eigenwaardeinterval bepalen we weer door de stelling van 
Gerschgorin toe te passen. We vinden dan het (imaginaire) interval 
(1.3.12) [-i(6z)-1 
Opgaven 1.3.2 
max 
J 
la. I, i(6z)-1 
J 
ma.x 
j 
la. I J J 
(1) Pas de methode der lijnen toe op de symmetrisch hyperbolische 
differentiaalvergelijking 
+ + 
2I - ( +) 2I ( +) ax - A z,y az , A z,y symmetrisch , 
met beginvoorwaarde y(O,z) 
spectrum van de Jacobiaan. 
g(z), -oo s z s 00 en onderzoek het eigenwaarde-
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1.4. ENKELE STELLINGEN UIT DE ANALYSE EN ALGEBRA 
In deze paragraaf worden zonder bewijs een aantal stellingen gegeven 
die veel gebruikt worden in de numerieke analyse van differentiaalverge-
lijkingen. Hierin zal met de matrix A= (a .. ) steeds een vierkante matrix l.J 
van de orde r bedoeld worden. 
Stelling 1 • 4. 1 
De norm van een normale matrix A(A*A=AA*,A*=(aji)) ten opzichte van 
de Euclidische vectornorm 
r 
lltll2 = [ l j=1 
2]~ y. 
J 
is gelijk aan de speatrale radius van A: 
cr(Aj = max lo.I , o. eigenwaarde van A. J J j 
Zie Collatz [1968, p.149]. 
Stelling 1 • 4. 2 
Voor iedere matrix A geldt 
llAll 00 = max l la.· I , i j l.J 
waarin A* = (aji) en llAll 00 de matrixnorm ten opzichte van de maximumnorm 
11t11"' = max j IY·I J 
voorstelt. 
Zie Collatz [1968, p.128]. 
Stelling 1.4.3 (Gerschgorin) 
De eigenwaarden van de matrix A liggen in de vereniging van cirkels 
lz-a. -1 l.l. la. -1 • l.J 
Zie.Qstrowski [1951]. 
Stelling 1 • 4. 4 
De eigenwaarden van een hermitisahe matrix (A=A*) zijn reeel en die 
van een saheefhermitisahe (A=-A*) zuiver imaginair. 
Stelling 1.4.5 
Een normale matrix heeft een orthogonaal stelsel eigenvectoren. 
Stelling 1 . 4. 6 
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Laat q de grootste orde zijn van alle diagonale ondermatrices J van q 
de canonische Jordan-voorstelling J van A met a(J ) = a(A), dan geldt q 
als n -+ co 
waa.rin v een positieve constante is 
Zie Varga [1962, p.64]. 
Stelling 1 . 4. 7 
Een reele tridiagonale matrix met positieve neven-diagonaalelementen 
heeft reele, onderling verschillende eigenwaarden. 
Zie Wilkinson [1965, p.335]. 
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Stelling 1.4.8 
Laat A een Frechet-afgeleide A'(y) hebben met definitie- en beeld-
gebied de Banachruimten B1 en B2 , dan geldt 
l!Ay1-Ay2 11 s + s.iipremum+ llA'(y)ll llY1-Y2 11 • 
y=ey1+(1-e)y2 
oses1 
[A'(y) is gedefinieerd als de lineaire operator die voldoet aan 
Zie Collatz [1968, p.223]. 
1.5 NUMERIEKE OPLOSSING VAN NIET-LINEAIRE VERGELIJKINGEN 
In de bespreking van tweepunts-randwaardeproblemen en impliciete dif-
ferentiaalvergelijkingen zijn we al geconfontreerd met de noodzaak een, in 
het algemeen niet-lineair, stelsel algebraische of transcendente vergelij-
kingen op te lossen. We zullen in deze paragraaf twee standaardmethoden 
behandelen voor de numerieke oplossing van dergelijke vergelijkingen en 
wel het Jacobi-iteratieproces en het Newton-Raphson-iteratieproces. 
1.5.1 Iteratieproces van Jacobi 
Het meest eenvoudige iteratieproces om een stelsel vergelijkingen 
van de vorm 
(1.5.1) F(y) = o 
op te lossen is gebaseerd op herhaalde substitutie. Hiermee wordt een op-
lossing ~van (1.5.1) benaderd door een rij vectoren y(j), j=0,1, ••. , die 
berekend worden met de recurrente betrekking 
(1.5.2) +( j + 1 ) - +( j ) ±( +( j ) ) y -y +.l''y • 
Om dit proces te starten moet men zelf de beginapproximatie y(O) kiezen. 
Wanneer y(j) in de buurt van een oplossing n komt,kan men voor de 
fout n - y(j) in eerste benadering schrijven 
( 1.5.3) +(J"+1) + +(J") + y - n::, (I+J(n))(y -n) , 
waarin J de Jacobiaan van F voorstelt. 
Is dus de beginapproximatie y(O) voldoende nauwkeurig, dan geldt 
( 1.3.4) +(j+1) + (I J(+))j+1(+(0) +) y - n ::, + n y -n 
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Volgens stelling 1.4.6 leidt deze relatie in eerste orde benadering tot de 
foutscbatting 
( 1.5.5) 
als j + m. Een nodige en voldoende voorwaarde voor de convergentie van bet 
Jacobi-proces is blijkbaar 
( 1.5.6) a( I+J(til) < 1 • 
Naarmate de spectrale radius van de matrix I + J(n) kleiner is, is de con-
vergentiesnelbeid van dit iteratieproces groter. Dit suggereert om de 
functie F met een parameter w voor te vermenigvuldigen; voorwaarde (1.5.6) 
wordt dan 
( 1.5.6') a( I+wJ(n)) < 1 ' 
zodat elke w die de spectrale radius kleiner maa.k.t, de convergentiesnelbeid 
vergroot. De parameter w wordt ~ela:x:atieparameter genoemd. 
Opgaven 1.5.1 
(1) Bepaal de optimale relaxatieparameter als bekend is dat de eigen-
waarden van J(n) in een reeel interval [a,b] liggen. 
(2) Wat is er over bet Jacobi-proces te zeggen wanneer J(n) zuiver 
imaginaire eigenwaarden beeft ? 
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1.5.2· Iteratieproces van Newton-Raphson 
In plaats van het Jacobi-proces te versnellen met een relaxatiepara-
meter w, kan men de convergentiesnelheid ook vergroten met een "relaxatie-
matrix" n. Voorwaarde (1.5.6 1 ) gaat dan over in 
( 1.5.6") cr(I+QJ(t;')) < 1 
en weer geldt dat hoe kleiner de spectrale radius van de matrix I + QJ(J;') 
des te sneller de convergentie. Een optimale convergentie wordt bereikt 
voor 
In de practijk is J(J;') uiteraard niet beschikbaar en kiest men bijvoorbeeld 
(1.5.7) . -1(+(j)) -J y 
. d . +( j+1) . in e berekening van y , 1.e. 
(1.5.8) +( j+1 ) y 
Dit proces wordt het iteratieproces van Newton-Raphson genoemd. 
Indien het evalueren van de Jacobiaan in iedere iteratiestap te duur 
is, dan kiest men ook wel 
(1.3.7') -1 +) Q = -J (v ' 
waarin :t: "zo nu en dan" gelijk gemaakt wordt aan y(j). Deze variant wordt 
de gemodificeerde Newton-Raphson methode genoemd. 
1.6 DIFFERENTIESCHEMA'S 
De basisbegrippen in de theorie van differentieschema's zijn consis-
tentie , convergentie en stabiliteit. We zullen deze begrippen definieren 
voor een algemeen differentieschema, waarbij we een differentieschema 
zullen beschouwen als een afbeelding van een rij (onbekende) vectoren 
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-de differentieopZossing- op een rij gegeven vectoren. Een algemeen diffe-
rentieschema en een algemeen beginwaardeprobleem worden dan met elkaar in 
verband gebracht door de consistentievoorwaarde inhoudende dat een oplos-
sing van het beginwaardeprobleem aan het differentieschema voldoet afge-
zien van een klein residu, de zogenaamde afbreekfout. Een kleine afbreek-
fout betekent niet dat automatisch het verschil tussen de differentie-
oplossing en de oplossing van het beginwaardeprobleem klein is. Wanneer 
dit wel_het geval is spreken we van convergentie. Tenslotte gaan we in 
op de stabiliteit van een differentieschema, dat wil zeggen de gevoelig-
heid van de differentieoplossing voor verstoringen. 
1.6.1 Definities 
In plaats van de onafhankelijke variabele x met als waardebereik een 
segment van de reele rechte, voeren we in de theorie van differentiesche-
ma's een rij roosterpunten 
(1.6.1) x N {xn}n=O 
in, waarbij N een positief getal is en x0 en ~ gegeven getallen zijn die 
begin- en eindpunt van het integratieinterval voorstellen. De roosterpun-
ten definieren een rij van integratiestappen: 
( 1.6.2) H {h }N-1 
n n=O 
De maximale integratiestap in H zullen we met h aangeven. Bij een gegeven 
rij integratiestappen definieren we de productruimte 
( 1.6.3) 
waarin lR een Euclidische vectorruimte van dimensie r voorstelt. (In feite r 
hangt PH bij gegevenlRr alleen van N af, maar we zullen toch Hals onder-
index gebruiken (i.p.v. N) voor de uniformiteit van de verdere notatie.) 
+ N De elementen van PH zijn rijen {yn}n=O van vectoren uitlRr. Deze rijen 
geven we aan met YH' dus 
( 1.6.4) 
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De ruimte PH wordt een lineaire ruimte wanneer we de lineaire operaties 
( 1. 6. 5) 
definieren, waarin a een scalar is. 
Aan H associeren we nu een operator DH met definitieverzameling en 
beeldverzameling in PH. Een differentiesahema (ook wel integratiefo!'TITUle 
geno~d) wordt nu gedefinieerd door de vergelijking 
( 1.6.6) 
waarin GH een gegeven element uit PH voorstelt. YH noemen we de differen-
tieoplossing. Laten we aannemen dat voor iedere verzameling H van integra-
tiestappen een operator DH en een rij GH gedefinieerd is. Neem verder aan 
-1 dat DH zodanig is dat het eerste element van YH = DH GH gelijk is aan het 
eerste element van GH' dus 
( 1.6. 7) 
Onder deze beginvoorwaarde stelt (1.6.6) een discreet beginJ.Jaardeprobleem 
voor. In het vervolg zullen we steeds aannemen dat DH voor h ~ 0 bestaat en 
ongelijk is aan de nul-operator. 
Voorbeeld 1.6.1 
Beschouw het schema 
Yo _l=o 2 • 
2 0 Y1 Yo hoYo ( 1.6.8) 2 
Y2 Y1 h1y1 0 
2 0 Y3 Y2 h2y2 
Dit schema is een discreet beginwaardeprobleem van de vorm (1.6.6)-(1.6.7) 
wanneer we definieren 
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en 
1.6.2 Consistentie 
'We zullen nu een anaZytisch beginwaardeprobleem van de vorm (1.1.1)-
(1.1.2) en een disCl'eet beginwaardeprobleem met elkaar in verband brengen 
en de voorwaarden opstellen waarvoor het discrete probleem het analytisch 
probleem benadert. Daartoe definieren we de oplossingsruimte S van verge-
lijking (1.1.1): 
( 1.6.9) 
+ 
.. I dv · .. .. S = {y fut' - f(y) = O} • 
Op S definieren we de discretisel'ingsope'l'ator [ ]H die aan een element 
+ .. {+( \~N y € S de riJ y xn1n=O € PH toevoegt, dus 
( 1.6.10) 
s 
Figuur 1.6.1 Illustratie van afbreekfout en discretiseringsfout 
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Door middel van de operator [ ]H kunnen het analytische en het discrete 
probleem met elkaar worden vergeleken: neem een element y E S, discreti-
seer dit tot het element [y]H E PH' pas de differentie-operator DH toe en 
vergelijk het resultaat DH[y]H met het gegeven rechterlid GH van het dif-
ferentieschema (zie figuur 1.6.1). De verschilrij 
(1.6.11) 
wordt de rij van afbreekfouten genoemd. De elementen van deze rij worden 
lokale afbreekfouten genoemd. 
Om de grootte van de afbreekfout te meten, voeren we een norm in voor 
de ruimte PH. Deze norm zal met 111 111 aangegeven worden. Van deze norm 
zullen we echter eisen dat er in S ook een norm bestaat zodanig dat voor 
alle y E S geldt 
(1.6.12) als h ..... o. 
Wanneer we dit niet zouden eisen dan zou bijvoorbeeld de norm 
waarin II 11 2 de Euclidische norm in1Rr voorstelt, toegest11oan zijn; 
voor grote waarden van N is zo'n norm echter onbruikbaar. Voorbeelden van 
normen die wel aan (1.6.12) voldoen zijn 
en 
Definitie 1.6.1 
Differentieschema (1.6.6) is een consistente benadering van de diffe-
rentiaalvergelijking (1.1.1) wanneer voor alley ES 
(1.6.13) als h ..... 0 • 
Wanneer de afbreekfout van de orde p + 1 in h naar O convergeert is de 
benadering consistent van de orde p ten opzichte van de norm Ill Ill· 
Voorbeeld 1.6.2 
Beschouw voorbeeld 1.6.1 voor willekeurige waarden van N, dus 
(1.6.8 1 ) n = 0, 1 , ••• ,N-1 • 
Verder specificeren we 
(1.6.14) ~ = 1 h =h=..l n N 
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We beweren nu dat (1.6.8 1 ) een consistente benadering is van de differen-
tiaalvergelijking 
(1.6.15) ~=i dx 
Daartoe nemen we een oplossing van (1.6.15) en wel 
(1.6.16) Yo y(x) = 1-y x ' 
0 
waarin y0 een willekeurige constante is. Toepassing van de discretiserings-
operator [ JH geeft de rij 
Vervolgens passen we de door (1.6.8 1 ) gedefinieerde operator DH toe: 
Uit (1.6.8 1 ) volgt verder dat de rij GH gegeven wordt door 
In tabel 1.6.1 zijn de waarden van lllDH[yJH-GHlll voor y0 = ~ opgenomen, 
waarbij Ill Ill de maximum norm voorstelt. 
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1.6.1 Maximale afbreekfout voor y0 
1 
Tabel =2 
N h lllDH[y]H-GHlll 
1.00 .75 
2 .50 .56 
3 .33 .43 
4 .25 .36 
10 .10 .17 
Uit deze tabel volgt duidelijk dat de afbreekfout afneemt naarmate h 
kleiner wordt. 
In de practijk is de juist beschreven wijze om consistentie aan te 
tonen van weinig waarde omdat de expliciete voorstelling van de elementen 
uit S gebruikt wordt. Een meer bruikbare methode om consistentie te be-
wijzen maakt gebruik van het feit dat in de meeste differentieschema's 
slechts een klein aantal opeenvolgende vectoren y rechtstreeks gekoppeld 
n 
zijn. Zo zijn in (1.6.8 1 ) slechts yn en Yn+1 per vergelijking gekoppeld. 
Dit maakt het mogelijk om de lokale afbreekfouten in Taylorreeksen te ont-
wikkelen zonder te veel aan nauwkeurigheid in te boeten. Laten we dit 
toepassen op (1.6.8 1 ); dus de elementen van de rij 
o.ntwikkelen we in Taylorreeksen. Dit geeft 
of met gebruikmaking van de differentiaalvergelijking (1.6.15) 
We zien dat de analytische oplossing nog steeds nodig is om.de grootte van 
de afbreekfout te bepalen, maar we zien ook dat onafhankelijk van de ana-
lytische oplossing, de afbreekfout zich als O(h2 ) gedraagt als h + O. We 
kunnen dus concluderen dat (1.6.8 1 ) een eePste oPde consistente benadePing 
is van (1.6.15 1 ). 
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1.6.3 ·convergentie 
Zoals al opgemerkt betekent consistentie nog niet dat de differentie-
oplossing naar de analytische oplossing convergeert als h + O. Het diffe-
rentieschema is slechts een fol'ITlele benadering van de differentiaalverge-
lijking. In figuur 1.6.1 betekent dit dat het kleiner worden van deaf-
stand tussen DH[y]H en GH niet noodzakelijk het kleiner worden van de af-
stand tussen [y]H en YH impliceert. 
Definitie 1.6.2 
Een differentieschema is convergent wanneer voor alle y E S 
(1.6.17) als h + 0 • 
+ Wanneer [y]H - YH zich gedraagt als de p-de macht van h dan heet het dif-
ferentieschema p-de orde convergent. 
+ We zullen [y]H - YH de discretise:r>ingsfout noemen. 
Het aantonen van de convergentie van een diff erentieschema is in het 
algemeen veel moeilijker dan de consistentie. 
Stelling 1 • 6. 1 
Laat het differentieschema DHYH 
en stel dat DH een eenduidige inverse 
Aff(GH) gedefinieerd is voor alle GH E 
(1.6.18) 
= GH consistent zijn van de orde p 
~ heeft waarvan de Fr~chet-af geleide 
+ PH. Er geldt dan voor alle y E S 
.waarin c uniform begrensd is als h + 0 en GH een element in de omgeving 
van GH is. 
Voor iedere verzameling van integratiestappen geldt 
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Hierop.passen we de "middelwaarde-ongelijkheid" voor niet lineaire opera-
toren toe (stelling 1.4.8): 
( 1.6.18 1 ) 
waarin GH een element is op de "verbindingslijn" van DH[y]H en GH. Het 
rechterlid van (1.6.18 1 ) kan beschouwd worden als een functie van H. Toe-
passing.van de definitie van consistentie leidt onmiddellijk tot onge-
Hjkheid ( 1 • 6. 18) . 
Een gevolg van deze stelling is dat een voldoende voorwaarde voor 
convergentie gegeven wordt door 
als h .... 0 voor alle GH E PH 
Bepalend voor de convergentie van een differentieschema is dus het gedrag 
van de Frechet-afgeleide van de inverse van de differentieoperator DH als 
h .... o. 
1.6.4 Stabiliteit 
In een feitelijke berekening zal men de differentieoplossing YH 
nooit vinden omdat afrondfouten het resultaat zullen beinvloeden. We zul-
len de in de practijk verkregen oplossing de numerieke opZossing noemen 
* . * . k .f' en deze met YH aangeven. Het verschil YH - YH zullen we de numer~e e Jout 
noemen. Er geldt nu volgens de driehoeksongelijkheid 
( 1.6.19) 
Met andere woorden het verschil tussen de analytische oplossing en de nu-
merieke oplossing wordt begrensd door de som van de discretiseringsfout 
en de numerieke fout. In deze paragraaf zullen we de numerieke fout nader 
bespreken. Dit brengt ons tot het derde basisbegrip in de theorie van dif-
ferentieschema' s, de stabiZiteit. 
* * We zullen aannemen dat YH in het definitiegebied van DH ligt, dus YH 
voldoet aan het schema 
( 1.6.20) 
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waarin a; in feite door Y; gedefinieerd wordt. Omgekeerd kan men Y; ook 
beschouwen als de oplossing van het oorspronkelijke schema waarin het 
rechterlid GH verstoord is. Om te verzekeren dat de numerieke fout klein 
is, eisen we dat het differentieschema min of meer ongevoelig is voor ver-
storingen van het rechterlid. Deze eis is tamelijk vaag en er zijn dan ook 
vele stabiliteitsdefinities in omloop. We zullen de meest belangrijke, 
namelijk die van Forsythe en Wasow [1960] en Rjabenki en Filippov [1960], 
bespreken. 
Forsythe en Wasow noemen een differentieschema stabiel wanneer de 
numerieke fout niet sneller aangroeit dan een of andere lage macht van 
h-1 ~oor h + O. Deze definitie rechtvaardigen Forsythe en Wasow door hun er-
varing dat in het geval van instabiliteit de'numerieke fout exponentieel aan-
groeit in plaats van zich als een polynoom in h-l te gedragen. Een meer 
concrete definitie kan men geven door de ongelijkheid (vergelijk(1.6.18')) 
( 1.6.21) 
te beschouwen. Kennelijk is een voldoende voorwaarde voor stabiliteit in 
de zin van Forsythe en WasOUJ dat 
( 1 • 6. 22) als h + 0 ' 
voor alle GH in de omgeving van GH. Merk op dat ( 1 • 6. 22) convergentie im-
pliceert als q < p+1 (zie stelling 1.6.1). 
Rjabenki en Filippov formuleerden een veel strengere voorwaarde, name-
lijk dat het effect van een verstoring van GH niet harder mag toenemen dan 
O(h-1), met andere woorden dat de operator hAH uniform continu moet zijn 
in GH als h + O. Uit (1.6.21) volgt dan dat een voldoende voorwaarde voor 
stabiliteit in de zin van Rjabenki en Filippov gegeven wordt door (1.6.22) 
met q = 1. 
1.6.5 Interpolatie van de differentieoplossing 
Tot dusver is gesproken over de numerieke benadering van de rij [y]H. 
We zullen nu enige opmerkingen maken hoe met behulp van deze discrete 
benadering van de analytische oplossing y een continue benadering van y 
verkregen kan worden. Daartoe gebruiken we interpolatieforrrrules op de 
intervalletjes [x ,x 1J, n = 0,1, ••• ,N-1. n n+ 
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Stel dat als resultaat van een numeriek integratieproces behalve de 
riJ {yn}:=o ook rijen van numerieke benaderingen van afgeleiden van y zijn 
• {+ }N {+"}N .• uitgerekend. Deze rijen geven we aan met y~ n=O' yn n=O' enz. BiJvoor-
beeld geldt 
. . . + We zoeken nu door middel van een 1nterpolat1eformule een benadering van y 
in het punt x = x + h met O < h < hn' waarbij gebruik gemaakt wordt van 
+ +n +11 + +, +11 . 
de v7ctoren yn' y~, Yn•··· en Yn+1•Yn+1, Yn+1' •••• Een algemene manier 
voor de constructie van zo'n benadering gaat als volgt: in de eerste 
.± ±(++ )• . plaats nemen we een functie i =in x;a1,a2, ••• die voor geschikte keuze 
t t + ~ . . . van de parame ervec oren a 1 ,a2 , ••• een redeliJke voorstelling van het 
gedrag van y geeft in het interval [x ,x +h ); vervolgens stellen we het 
n n n 
stelsel 
( 1.6.23) 
op (hierin betekent het accent differentiatie naar x). 
Tenslotte moeten de parametervectoren ;j hieruit opgelost worden. Om dit 
niet te bewerkelijk te maken kiest men meestal polynomen of rationale 
functies voor de functies I . De parameters;. zijn dan de coefficienten 
n J 
van deze functies en komen dus lineair voor in het stelsel (1.6.23). Dit 
maakt het mogelijk standaardtechnieken toe te passen voor de berekening 
van de ;.'s. Hieronder volgen een aantal voorbeelden van interpolatiepoly-
J 
nomen en rationale interpolatieformules. In deze formules komt de variabele 
v voor die gedefinieerd is door 
( 1.6.24) v =...h... h 
n 
Verder dienen rationale uitdrukkingen van vectoren geinterpreteerd te 
worden als componentsgewijze operaties op deze vectoren. 
Interpolatiepolynomen 
( 1.6.25) 
( 1 .6.26) +Yn+v = y+n + h +y'v + [+y +y h +y Jv2 · 
n n n+l- n- n n ' 
( 1.6.27) 
( 1 .6.28) 
Rationale interpolatieformules 
+ + 
( 1.6.29) + Yn Yn+l Yn+v = + + + 
Yn+l + [yn-Yn+l Jv 
+ + + + + + ++ 
+ yn[yn+l-yn] + [yn(yn-Yn+l) + h y'y +1]\I (1.6.30) n n n Yn+v = + + + + + [yn+l-yn] + [y -y +l+h y']v n n n n 
+ + 
Yn + a1v (1.6.31) + Yn+v = + + 2 
+ a2v + a3v 
+ 2yn-1(yn+1-yn) - hn(yny~+l+y~yn+l) h2 I I - nYnYn+l 
a2 = + + + + +, 
Yn+l(yn-Yn+l) + hnYnYn+l 
+ (~2+l )(yn-Yn+l) + h y' n n 
a3 = + 
Yn+l 
+ + 
+ h y' al = a2yn n n 
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We besluiten onze beschouwing van algemene differentieschema's met de 
opmerking dat een indruk van de nauwkeurigheid van de uiteindelijk gevon-
den continue benadering van de analytische oplossing verkregen kan worden 
door per interval [xn,xn+hn] de functies In in de differentiaalvergelij-
king te substitueren. 
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HOOFDSTUK II 
EENST.APSMETHODEN 
In het voorgaande hoofdstuk hebben we een aantal belangrijke aspecten 
van een willekeurig differentieschema besproken. In dit hoofdstuk zullen 
wewat dieper ingaan op een speciale klasse van differentieschema's, de 
eensto:psmethoden. Deze methoden worden gekarakteriseerd door het feit dat 
-+ • -+ • -+ -+ y n+1 ,ui t y n berekend wordt en niet rechtstreeks met y n-1 ,y n-2 ,... samen-
hangt. Eenstapsmethoden kunnen dan ook beschreven worden door de recurrente 
betrekking 
(2.0.1) 
waarin En in het algemeen een niet-lineaire operator is die van het stap-
nummer n afhangt. 
De operator E0 kan een zeer gecompliceerde operator zijn die niet alleen 
van het rechterlid f van de differentiaalvergelijking afhangt maar ook van 
de afgeleiden van f. Bovendien is het ook niet altijd mogelijk de operator 
En expliciet te schrijven; in zulke gevallen zullen we de eenstapsmethode 
door middel van de impliciete relatie 
(2.0.2) n = 0,1,2, ••• ,N-1 
-+ beschrijven. Wel zullen we aannemen dat Yn+l uit deze relatie opgelost kan 
worden waarmee (2.0.2) overgaat in (2;0.1). 
In het bijzonder zal ingegaan worden op de aonstruatie van eenstaps-
methoden. Hierbij zullen de aonsistentie-, aonvePgentie- en stabiZiteits-
voo"l'Waa!'den het uitgangspunt vormen. Globaal gesproken gaan we als volgt 
te werk. We definieren formeel een klasse van differentieschemas waarin 
een aantal nog onbepaalde parameters voorkomen, we stellen de consistentie-, 
convergentie- en stabiliteitsvoorwaarden op en trachten dan de parameters 
zo te bepalen dat aan deze voorwaarden voldaan is. Drie klassen van een-
stapsmethoden zullen behandeld worden: 
(1) methoden gebaseerd op hePhaaZde diffePentiatie van het rechterlid 
van de differentiaalvergelijking (Taylor-methoden); 
4o 
(2) methoden gebaseerd op herhaalde evaZuatie van het rechterlid j (Runge-Kuttamethoden); 
I 
(3) methoden gebaseerd op een of twee functie-evaluaties per integra-
tiestap en de Jaaob~aan van het rechterlid (gegeneraliseerde 
Runge-Kuttamethoden). 
DeTaylor-methodendoen een zwaar beroep op de analytische eigenschap-
pen van het rechterlid f en zijn daarom alleen geschikt voor betrekkelijk 
eenvoudige vectorfuncties f. 
'De Runge-Kuttamethoden vragen alleen naar de waarden van f en zijn 
dan ook toepasbaar bij ingewikkelde rechterlidfuncties. De prijs die hier-
voor betaald moet worden is echter een relatief groot aantal functie-eva-
luaties wanneer een hoge orde formule gewenst wordt. 
Voor de gegeneraliseerde Runge-Kuttamethoden is behalve f, alleen de 
Jacobiaan van f nodig. Wat kennis omtrent de te integreren differentiaal-
vergelijking betreft, staat deze klasse van methoden tussen de Taylor- en 
Runge-Kuttamethoden in. 
Tenslotte merken we nog op dat vele mengvormen mogelijk zijn van de 
drie hier genoemde hoofdklassen. Zulke mengvormen worden ook wel hyb!'ide 
methoden genoemd. 
2.1. TAYLOR-METHODEN 
Laten we aannemen dat het rechterlid f van vergelijking (1.0.1) zo 
vaak differentieerbaar is dat de in deze paragraaf voorkomende differen-
tiaties inderdaad mogelijk zijn. 
Om een Taylor-methode te kunnen definieren voeren we het begrip ZokaaZ 
anaZytisahe opZossing in, dat wil zeggen de oplossing van de differentiaal-
vergelijking die in het punt x gelijk is aan y , waarin (x ,y ) het punt 
n n n n 
voorstelt tot waar de numerieke integratie gevorderd is. De lokaal analy-
tische oplossing geven we aan met !(x ,y ;x). Dus! voldoet aan de voor-
n n 
waarde 
(2.1.1) !(x ,y ;x ) 
n n n 
De afgeleiden van ! naar x in het punt x zullen eenvoudigheidshalve met 
n 
-+, -+-n . yn,yn'''' aangegeven worden, dus 
(2.1 .2) 
+ d + + Y' = - z(x y ·x) n dx n' n' 
d2 + + 
+" = -- z(x y ·x) Yn dx2 n' n' 
x = x 
n 
I x = x 
n 
Aangezien ! een oplossing is van (1.0.1) kunnen we de afgeleiden van! 
uitdrukken in bet recbterlid f. Er geldt bijvoorbeeld 
(2.1.2 1 ) 
+ t + y'=r(y), 
n n 
+ + t + Y" = J(y )r(y ) n · n n ' 
waarin J de Jacobiaan van f voorstelt. Door invoering van de gradient-
operator 
kunnen we algemeen schrijven 
(2.1.3) ~j !(xn,yn;x) I x = x = (f(y(x)•V)j-lf(y(x)) 
n 
41 
waarin (•)bet inwendig product inlR voorstelt. Door middel van deze re-
r 
latie kunnen de afgeleiden in bet punt x van de lokaal analytiscbe oplos-
n 
sing ! = !(x ,y ;x) uitgedrukt worden in de afgeleiden van f in bet punt 
+ n n 
Yn· 
De algemene (lineaire) Taylor-methode wordt nu formeel gedefinieerd 
door 
(2.1.4) 
m 
1 d . l a.(b -)J j=O J n .dx 
= 
= !(xn+1 'Yn+1 ;x) I -
x- xn+1 
!(x ,y ;x) I n n 
x = x 
n 
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of wat leesbaarder (met behulp van (2.1.2)) 
(2.1.4 1 ) 
of uitgedrukt in het rechterlid f (met behulp van (2.1.3)) 
(2.1.41') 
m 
1 • • 1 L a.hJ(f(y(x))•V)J-
j=1 J n f(y(x)) I x = 
f(y(x)) I x 
x 
n 
Hierin zijn de a. en B. nog nader te bepalen parameters; ze dienen om te J J 
kunnen voldoen aan consistentie-, convergentie- en stabiliteitsvoorwaarden 
(zie paragrafen 2.4, 2.5 en 2.6). In het vervolg zullen we zonder de alge-
meenheid prijs te geven, a0 = 1 stellen. 
Tenslotte merken we op dat in het geval van een e:x:pliaiete Taylor-
formule (m1=o) de vector Yn+l als functie van hn een polynoom is in hn, 
terwijl in het geval van irrrpliaiete Taylor-formules Yn+l in het algemeen 
geen polynoom in h is (zie voorbeeld 2.1.2). n 
Voorbeeld 2.1.1 
Overbekende voorbeelden van eenstapsformules zijn de (expliciete) 
EuleP-formule 
(2.1.5) = Yn + h Y.• n ·n 
en de (impliciete) te'l'UguJaa!'tse EuleP-formule en tPapezium-Pegel 
(2.1.6) 
(2.1.7) 
Voorbeeld 2.1.2 
+ 1 +, 
Yn + ifnYn 
Laten we de trapezium-regel eens toepassen op de differentiaalver-
gelijking 
(2.1.8) ~ = -l. 
Door (2.1.7) uit te drukken in de rechterlidfunctie f(y) 
(2.1.9) 
Dus 
(2.1.10) 
1:i.- 2 yn - 2unyn 
y +1 = h- -1+ 1+2h y -h y • 1 [ .;, 2 '] 
n n nn nn 
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-y2 vinden we 
In deze uitdrukking voor yn+1 moet de integratiestap hn uiteraard voldoen 
aan de voorwaarde 
(2.1.11) 
anders wordt geen reele waarde voor yn+l verkregen. 
Opgaven 2.1.1 
(1) Waarom is van de 2 wortels van (2.1.9) alleen (2.1.10) relevant? 
(2) Construeer een niet-Zineaire Taylor-formule door "vermenigvuldi-
ging" van de expliciete en impliciete Euler-formules. 
2.2 RUNGE-KUTTAMETHODEN 
In het laatste voorbeeld werd een impliciete Taylor-formule toegepast 
op een zeer eenvoudige differentiaalvergelijking; de vergelijking voor 
Yn+1 kon hierin analytisch opgelost worden. In het algemeen is dit echter 
niet mogelijk en zal een of antler iteratieproces gebruikt moeten worden. 
Stel dat we voor een algemene differentiaalvergelijking de trapezium-regel 
(2.2.1) 
+ 
met behulp van het Jacobi-proces trachten op te lessen. Stel verder dat yn 
als beginapproximatie wordt gebruikt en dat het m-de iteratieresultaat als 
44 
. .... 
uiteindelijke benadering voor de oplossing yn+l wordt gebruikt. Dan krijgen 
we het volgende rekenschema 
+( 0) .... 
Yn+1 yn 
(2.2.2) +( j) [y +-1-0 f(y )] 1 +(+(j-1)) j = 1,2, ••• m, Yn+1 +..!hfy n 2 n n 2 n n+1 
.... +(m) 
Yn+1 = Yn+l 
Dit iteratieproces levert yn+l (of exacter gezegd een benadering voor Yn+l) 
als lineaire combinatie van yn en de functiewaarden f(y~~~), j 0,1, ••• ,m-1, 
waarbij de argumenten van f ook weer lineaire combinaties zijn van yn en 
.... +( 1) f(yn+1), 1 0,1, ... ,j-1. Met andere woorden, (2.2.2) behoort tot de klasse 
van formules 
+( 0) .... 
Yn+1 = yn ' 
+( j ) .... j-1 f ( 1) (2.2.3 ) Yn+1 yn + h l A.j ,1 (yn+1) n l=O j 1,2, ••• ,m, 
.... +(m) 
Yn+1 Yn+1 
In het bijzondere geval van (2.2.2) worden de parameters A.. 1 gegeven door J. 
(2.2.2') 1 A.j,j-1=2• A. 1 J' o, j 1,2, ... ,m, 1 1,. .. ,j-2. 
Schema (2.2.3) stelt de algemene formule van een m-punts Runge-Kuttamethode 
voor. Deze methode, die uitsluitend van evaluaties van het rechterlid f ge-
bruikt maakt, werd in 1895 door Runge geintroduceerd, zij het in een iets 
gewijzigde, maar in de literatuur meer ingeburgerde vorm, namelijk 
.... .... 
m-1 +( j ) 
Yn+1 yn + l A. .k 
' j=O m,J n (2.2.4) 
k(j) j-1 A.. k( l)) h f(y + l 
n n n l=O J,l n 
De vector en k( j ) en y~~~ voldoen aan de relatie n 
(2.2.5) k( j) = h f(y(j)) 
n n n+1 
Zowel d·e voorstelling (2.2.3) als (2.2.4) z1lllen in deze syllabus gebruikt 
worden. Hiernaast zal dikwijls een Runge-Kuttaformule gekarakteriseerd 
worden door het vermelden van de zogenaa.mde genererende matrix (A. 1 ), 
J' 
waarin j de rij-index is (j=0,1, ••• ,m) en 1 de kolom-index (l=0,1, .•• ,m-1). 
Zo wordt (2.2.2) gekarakteriseerd door de matrix 
0 0 
1 0 0 2 
1 1 0 0 (2.2.2 1 ) (A. 1) 2 2 J, 
0 0 1 2 
Formule (2.2.3) is expliciet; irrrpliciete Runge-Kuttaformules worden 
ook wel toegepast. De index 1 in de defini tie van y ( J1.) loopt dan van 0 tot n+ 
m-1. In deze syllabus worden ze echter buiten beschouwing gelaten. 
Voorbeeld 2.2.1 
De formule van Euler (2.1.5) is het meest eenvoudige voorbeeld van 
een Runge-Kuttaformule; de genererende matrix luidt 
(2.1.5•) (A. 1) = (0 \ . 
J' 1 ) 
De eerste twee-puntsformules werden door Runge [1895] gegeven: 
(2.2.6) 
(de tweede formule wordt ook wel de verbeterde Euler-forrrrule genoemd); 
drie-puntsformules werden door Heun [1900] en Kutta [1901] gegeven: 
0 0 0 0 0 0 
1 0 0 1 0 0 
(2.2.7) 3 2 2 0 3 0 -1 2 0 1 3 1 2 1 
4 0 4 6 3 6 
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De meest bekende Runge-Kuttaformule (standaa:Pd Runge-Kuttaforrrrule) 
is ook aan Kutta [1901] te danken. Deze wordt gedefinieerd door de matrix 
0 0 0 0 
1 0 0 0 2 
(2.2.8) 0 1 0 0 2 
0 0 0 
1 1 1 1 
6 3 3 6 
Opgaven 2.2.1 
(1) Stel de genererende matrices op van de terugwaartse Euler-formule 
en de trapezium-regel. 
(2) Toon aan dat Jacobi-iteratie van een (2,2)-Taylor-formule na m 
iteraties leidt tot formules uit de klasse 
(2.2.9) -+(j) -+ j-1 -+ -+(l} -+ -+(l) Yn+1 = Yn + h l [A. lf(y +1)+µ. lh g(y +1)] 
-+ -+(m) 
Yn+1 = Yn+1 
n l=O J , n J , n n 
waarin g(y) de tweede afgeleide van y naar x is, i.e. 
g(y) = df(y) = J(i)f(y). 
dx 
2.3 GEGENERALISEERDE RUNGE-KUTTAMETHODEN 
j 1,2, .•• ,m, 
We hebben gezien hoe Jaaobi-iteratie van de trapezium-regel tot de 
klasse van Runge-Kuttaformules leidde. Men kan zich nu a:f'vragen tot wat 
voor formules Newton-iteratie zal leiden. Het zal blijken dat Newton-itera-
tie tot Runge-Kutta-achtige formules leidt, waarin de parameters A. 1 dan J' operatoren zijn in plaats van scalairen. 
De trapezium-regel (2.2.1) geeft aanleiding tot het oplossen van de 
vergelijking 
(2.3. 1) 
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Laat J(y) de Jacobiaan van f in y voorstellen, dan levert Newton-iteratie 
het rekenschema 
(2.3.2) 
+(j) = 
Yn+1 
+( j-1) 
Yn+1 
+ +(m) 
Yn+1 = Yn+1 
j 1,2,. .. ,m, 
waarin y weer als beginapproximatie is genomen en m het aantal uitgevoer-
n 
de iteraties voorstelt. Volgens dezelfde :i.>edenatie toegepast op de Jacobi-
geitereerde trapezium-regel (2.2.2), kan men laten zien dat (2.3.2) be-
hoort tot de klasse van formules 
+(O) + 
Yn+1 yn ' 
j-1 
(2.3.3) +(j) + l A f(+(l)) Yn+1 yn + h n l=O j,l Yn+1 j 1,2,. .. ,m, 
+ +(m) 
Yn+1 = Yn+1 ' 
waarin de A. 1 matrixoperatoren ziJn. Voor het bijzondere geval van (2.3.2) 
zijn de mat;ices A j ,l rationale uitdrukkingen in de Jacobianen J(y~!~), 
i = 0,1, ••• ,j-1. Schema (2.3.3) zullen we de algemene formule van een 
m-punts gegeneraliseerde Runge-Kuttaformule noemen. Evenals bij traditio-
nele Runge-Kuttaformules kan men de voorstelling 
(2.3.4) 
m-1 
+ + '\ A .k(j) 
Yn l m,J n ' j=O 
j-1 ( ) 
h f(y + l A. 1k 1 ) 
n n l=O J, n 
kiezen. Het verband tussen beide voorstellingen wordt weer gegeven door 
(2.2.5). 
In de practijk is het rekenen met operatoren A. 1 , waarin Jacobianen 
. . . +( i) . J' in verschillende punten Yn+1 voorkomen, in het algemeen te duur (verschil-
lende Jacobiaan-evaluaties per integratiestap en verschillende LU-ontbin-
dingen wanneer deze rationaal voorkomen). We zullen ons dan ook beperken 
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tot ciperatoren A die rationale functies of polynomen in h J(y ) zijn. j ,1 n n 
Een generaliseerde Runge-Kuttaformule wordt dan volledig vastgelegd door 
de matrix van functies (A. 1 (z)). J, 
Voorbeelden 2.3.1 
Rosenbrock [1963] was de eerste die formules uit de klasse (2.3.3) 
construeerde. De belangrijkste formule wordt gegeven door de genererende 
matrix 
0 0 
(2.3.5) . /g - 1 0 
2-(2-12)z 
0 2 
2-(2-12)z 
Een tweede voorbeeld is de formule van Calahan [1968]: 
0 0 
(2.3.6) -813 0 
12-(6+213)z 
3 
12-(6+213)z 12-(6+213)z 
Opgaven 2.3.1 
(1) Stel de genererende matrices op voor de formules die verkregen 
worden door de gemodificeerde Newton-iteratiemethode (J(y(j)) = J(y )) 
n+1 n 
op de trapezium-regel toe te passen. 
2.4 CONSISTENTIE 
Tot dusver zijn de gedefinieerde klassen van eenstapsmethoden slechts 
formeel methoden voor de numerieke integratie van beginwaardeproblemen; 
alhoewel de beschouwde integratieformules geformuleerd zijn in termen van 
de rechterlidfunctie f en zijn afgeleiden, heeft de differentie-oplossing 
voor willekeurige waarden van de parameters in deze formules nauwelijks 
iets met de analytische oplossing te maken. Zoals al opgemerkt bij de be-
handeling van algemene differentieschema's zal men op z'n minst willen dat 
de analytische oplossing min of meer voldoet aan het differentieschema en 
dat voor afnemende integratiestappen ook het residu afneemt, met andere 
woorden.dat differentiaalvergelijking en differentieschema consistent zijn. 
Definitie 2.4.1 
Een eenstapsmethode heet een consistente benadering van de differen-
tiaal vergelijking (1.1.1) in het punt x wanneer voor iedere oplossing y 
n 
van ( 1.1.1) 
(2.4.1) 
Het linkerlid van (2.4.1) 
deze afbreekfout zich als 
methode consistent van de 
h + o. 
n 
wordt de lokale afbreekfout genoemd. Wanneer 
h p+1 gedraagt h + O d h t d t n voor n , an ee e eens aps-
orde p. 
De analyse van de consistentie van een integratieformule bestaat in 
het algemeen uit het ontwikkelen van de lokale afbreekfout in een Taylor-
reeks in het punt xn. 
2.4.1 Consistentie van Taylor-methoden 
Substitutie van een oplossing yin (2.1.4) en ontwikkeling van 
y(x +h ) in machten van h geeft 
n n n 
(2.4.2) 
+ 
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Dit levert direct de volgende tabel van consistentievoorwaarden 
Tabel 2.4.1 Consistentievoorwaarden voor Taylor-formules (a0=1) 
p ~ 0 f3o 
p ~ f31 + a1 
2 f32 
1 p ~ = 2 + a1 + a2 
3 1 1 p ~ 133 = 6 + ~1 + a2 + a3 
4 1 1 1 p ~ 134 = 24 + ~ 1 + ~2 + a3 + a4 
Deze tabel dient zo gelezen te worden dat de voorwaarden voor een zekere 
orde_van consistentie Pp behalve de achter p0 vermelde voorwaarde ook alle 
voorgaande voorwaarden omvat. Algemeen zal aan p + 1 voorwaarden voldaan 
moeten worden om pe orde consistentie te krijgen. Aangezien een (m1,m2 )-
Taylorformule m1 + m2 + 1 vrije parameters heeft, geldt voor p de onge-
lijkheid 
(2.4.3) 
Meetkundig gezien kan men zeggen dat in de (~,B)-ruimte van Taylor-for-
mules (~=(1,a 1 ,a2 , ... ), B = (130 ,13 1, ... )) de deelruimte van pe orde consi-
stentie Taylor-formules gevormd wordt door de gemeenschappelijke punten van 
p + 1 hypervlakken waarvan de vergelijkingen in tabel 2.4.1 gegeven zijn. 
Opgaven 2.4.1 
(1) Bepaal de orde van consistentie van de formules (2.1.5) - (2.1 .7). 
(2) Bepaal de orde van consistentie van de Jacobi-geitereerde trape-
zium-regel na 1, 2 en 3 iteraties. 
(3) Toon aan dat elke Jacobi-iteratie van een impliciete Taylor-formule 
de orde van consistentie met een verhoogt totdat de orde van de Taylor-
formule is bereikt. 
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2.4.2 Consistentie van Runge-Kuttamethoden 
De consistentie-analyse van Runge-Kuttaformules is veel moeilijker 
dan die voor Taylor-formules, omdat de Taylor-ontwikkeling van de afbreek-
fout niet direct in afgeleiden van y uitgedrukt kan worden, maar uitgedrukt 
moet worden in f en zijn afgeleiden. Deze analyse is voor p s 8 systema-
tisch uitgevoerd door Butcher [1963] zowel voor e:cpticiete als irrrpticiete 
Runge-Kuttaformules. In deze syllabus zal de consistentie-analyse voor 
2-puntsformules gegeven worden en verder volstaan worden met een opsomming 
van de consistentievoorwaarden voor p s 4. 
Beschouw de algemene 2-puntsformule 
(2.4.4) - y + e0h r(y ) + e1h r(y +Ah r(y )) n nn nnnn 
waarin we A1 , 0 =A, A2 , 0 = e0 en A2 , 1 = e1 gesteld hebben om dubbel-indices 
in de formules te vermijden. Wanneer een oplossing y in (2.4.4) gesubsti-
tueerd wordt, moeten veriiolgens y(x +h ) en E (y(x )) in machten van h 
n n n n n 
ontwikkeld worden, waarbij de coefficienten uitgedrukt dienen te worden in 
f om coefficienten-vergelijking mogelijk te maken. De ontwikkeling van 
y(x +h ) luidt 
n n 
(2.4.5) y(x +h ) = [y+h f(y)+::h21 2(f(y)•V)f(y)+ .•• n n n n 
1 j -r + j-i-t + I 
••• +-+;ii (r(y)•V) r(y)+ ••• ] (x) _ , J• n x-x 
n 
waarin V de reeds eerder ingevoerde gradient-operator voorstelt. De ont-
wikkeling van E (y(x )) in machten van h brengt ons tot Taylor-ontwikke-
n n n 
lingen van functies van meerdere variabelen; er geldt 
(2.4.6) f(y+ii) = f(y) + (ii·v)r(y) + ~n·v)2t(y) + ••• 
waarin ii een increment-vector onafhankelijk van y voorstelt. 
Toepassing van deze ontwikkeling met ii= Ah f(y(x )) geeft voor E (y(x )) 
n n n n 
de reeks 
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(2.4.7) E (y(x ) ) 
n n 
[y+e0h r(y)+e 1h (f(y)+Ah (f(y(x ))•V)f(y)+ n n n n 
1 2 2 + + 2+ + I +-=-2A h (f(y(x )•V) f(y)+ ... )J (x) n n x=x 
n 
Uit (2.4.5) en (2.4.7) volgt voor de afbreekfout de ontwikkeling 
, 2++ ++I + (-2-6 1A)h (f(y(x )•V)f(y) + n n x=x 
n 
+ ~~(f(y)·v)2f(y) lx=x + 
n 
, 2 3 + + 2+ + I 
- 2"6 1A hn(f(y(xn))•V) f(y) x=x + 
n 
+O(h4). 
n 
Hieruit volgt direct dat formule (2.4.4) 1e orde consistent is als 
en 2e orde consistent als bovendien 
6 ). = 1 1 2 
Kennelijk kan een 2-puntsformule niet 3e orde consistent zijn, tenzij 
(2.4.8) 
Wanneer deze relatie geldt geeft de keuze 
een 3e orde consistente benadering. Relatie (2.4.8) is echter alleen geldig 
wanneer f een constante is; dit betekent dat voor langzaam varierende 
rechterlidfuncties door deze keuze de afbreekfout geminimaliseerd wordt. 
Om de consistentievoorwaarden voor m-puntsformules te formuleren 
definieren we eerst een aantal nieuwe parameters: 
(2.4.9) 
m-1 
l j=O A. . m,J 
m...-1 j-1 
B2 = l A. · l A.. l j=1 m,J l=O J' 
m-1 j-1 1-1 
B3 = l A. . l :\.. 1 l xl,k j=2 m,J 1=1 J, k=O 
m-1 
c-1 A.j,i)2 B3, 1 l A. . l j=1 m,J l=O 
m-1 j-1 1-1 i-1 
B4 = l A. m,j l A.. 1 l A.l . l A.. k j=3 1=2 J' i=1 'l. k=O l.' 
m-1 j-1 (f A.l,k)2 B4 1 l A. l A. 1 
' j=2 m,j 1=1 J' k=O 
m-1 j-1 j-1 k-1 
84,2 l A. m,j l A.. 1 l A. k l A.k . j=2 l=O J' k=1 J' i=O 'l. 
m-1 
c-1 )3 84,3 = l A. m,j l~O A.j,l j=1 
Uitgedrukt in deze parameters luiden de consistentievoorwaarden zoals 
gegeven in tabel 2.4.2. (De parameters B· en B. 1 treden opals coeffi-J J' 
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cienten van de j-de orde termen in de reeksontwikkeling van de afbreekfout.) 
Tabel 2.4.2 Consistentievoorwaarden voor Runge-Kuttaformules 
p ;:: B1 = 1 
p ;:: 2 1 B = -2 2 
3 1 83, 1 
1 p ;:: 83 = 6 
' 
= -3 
4 1 B4 1 
1 
B4 2 
1 1 p ;:: B4 = 24 ' =- ' =s ' 84,3 = 4 
' 
12 
' 
Wanneer een Runge-Kuttamethode toegepast wordt op een lineaire diffe-
rentiaalvergelijking reduceert deze tot een Taylor-formule; in de macht-
reeks voor de afbreekfout verdwijnen dan de termen met de parameters B. 1 J' (dubbele index) als coefficienten, zodat de consistentievoorwaarden tot 
(2.4.10) - j_ B. - . I ' J J· j 1 ,2' ... ,p 
reduceren (vergelijk de consistentievoorwaarden voor expliciete Taylor-
formules). 
Voor niet-lineaire differentiaalvergelijkingen moet een aantal niet-
lineaire vergelijkingen opgelost worden. In het algemeen is het aantal ver-
gelijkingen kleiner dan het aantal Runge-Kuttaparameters voor gegeven m en 
bijbehorende maximale orde van consistentie (zie tabel 2.4.3). Dit betekent 
dat er hele klassen van maximaal consistente Runge-Kuttaformules zijn. Merk 
op dat in het geval van. een 6e orde 7-puntsformule, 37 vergelijkingen in 
28 onbekenden opgelost moeten worden! 
~ 2.4.3 Maximale orde van consistentie bij Runge-Kuttaformules 
m 2 3 4 5 6 7 m ~ 8 
maximale or de 2 3 4 4 5 6 p ~ m-2 
aantal parameters 3 6 10 15 21 28 1 zn(m+1) 
aantal vergelijkingen 2 4 8 8 17 37 
Voorbeeld 2.4.1 
Kutta [1901] gaf een klasse van 4e orde formules gegenereerd door 
0 0 0 0 
1 0 0 0 2 
\-1 1 0 0 2\ 2\ 
0 1-\ >. 0 
1 2-\ >. 1 
6 3 3 6 
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waarin A vrij te kiezen is. Uiteraard is deze klasse een deelklasse van de 
algemene 4e orde 4-puntsformules. 
Opgaven 2.4.2 
(1) Leid de algemene formule af voor de 2-punts, 2e orde en 3-punts, 
3e orde Runge-Kuttamethoden. 
(2) Bewijs dat de 2-puntsformule 
uit de klasse (2.2.9) derde orde consistent is. 
2.4.3 Consistentie van gegeneraliseerde Runge-Kuttamethoden 
Op het Mathematisch Centrum is onlangs de gegeneraliseerde 2-punts-
formule 
Tabel 2.4.4 Consistentievoorwaarden voor 
gegeneraliseerde Runge-Kuttaformules 
p 2: eo + e, = 
p 2: 2 eo + e; + 0 A. = l 1 _2 
3 1 u " 1 p 2: 2ce0+e 1) + e,>..' + e;>.. =6 
J.e A.2 = 1 
2 1 6 
4 1mrn 1 "''" 1 p 2: 6Ce0+e1) + 2ce 1>.. +2e 1>.. +e 1>..) = 24 
e1n' 
1 
=a 
J.e•>..2 1 
2 1 = 24 
ie,>..3 1 
= 24 
Tabel 2.4.5 Consistentievoorwaarden voor gegeneraliseerde 
Runge-Kuttaformules in expliciete vorm 
p = 60 = - 61 
60 = 1 - _)_ [1-26 1 -20;] 
2 2/.. 0 p 
= dt.. [1-200-20;J 61 
80 1 
1 
= 
- 3/..2 
1 
61 = 3/..2 p = 3 
1 1 [ 1 011 0"J A.' 6 I = - - +--0 2 2/.. - 0- 1 3/..3 
6 I 
.J..-e[1-36"-36"] 1L 1 6t.. 0 1 3/..3 
60 
11 
=-27 
61 
16 
=-27 
6 I 
-
.2-
0 54 
4 6' = -
4 1 27 p 4 Ill Ill II 2 00 = 81 [900+90 1+16t.. J 9 
" 
4 Ill Ill 6" - 81 [9a0+901+16t.. J 1 
A. 3 4 
A.' = _2_ 32 
grondig onderzocht. We zullen wat de consistentie betreft hier volstaan 
met het noemen van de consistentievoorwaarden. Een gedetailleerde analyse 
kan men vinden in van der Houwen [1975]. 
In tabel 2.4.4 zijn de consistentievoorwaarden uitgedrukt in de 
d 6 6 1 611 6 6' 611 ' ,, '" waar en 0 , 0 , 0 , ••• , 1 , 1 , 1 , • . • en " , " , " , ••• van de afgeleiden van 
respectivelijk de functies 00, 01 en A in z = o. 
Het is eenvoudig te verifieren dat deze vergelijkingen de in tabel 2.4.5 
gegeven oplossingen hebben; hierin zijn alle afgeleiden in het rechterlid 
nog vrij te kiezen. 
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Voorbee·ld 2.4.2 
We zullen met behulp van tabel 2.4.5 een 4e orde formule construeren 
waarin de f'uncties e0, e1 en A polynanen zijn. Volgens de tabel mogen voor 
p = 4 de afgeleiden e'~', e'~' en :>. 11 vrij gekozen worden; stel dat we kiezen 
dan geldt 
zodat 
"' "' " e0 = e1 = :>. = O, 
e - 11 eo' = - _2_5 • eo" = 2 0-27 ~ -9 
16 I 4 0" - Q 0 = 27 • 01 = 27 • 1 -
:>. =~ :>.' =..i_ 
. .. • 39 
e0( z) 
e1(:z) 
A(z) 
11 _2_ 1 2 4 
= 27 - ~ z - 9 z + z go(z) 
16 4 4 . 
= 27 + 27 z + z g1 ( z) ' 
_3 ..i.. 3() 
- 4 + 32 z + z g2 z • 
waarin g1, g2 en g3 willekeurige reguliere f'uncties mogen zijn. Bijvoor-
beeld g0 = g1 - g2 = 0 leidt tot de integratieformule 
wa.arin J = J(Y ) • 
n n 
Opgaven 2.4.3 
(1) Bepaal de orde van consistentie van de Rosenbrock-formule (2.3.5)en 
van de Calahan-formule (2.3.6). 
(2) Bepaal de orde van consistentie van de Newton-geitereerde tra-
pezium regel na 1 en 2 iteraties met J(y(j)) = J(y ) 
n+1 n 
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2. 4. 4 Method en met integratiestap-afhankeli,ike parameters 
In het voorgaande is stilzwijgend aangenomen dat de parameters a., s. 
J J in de Taylor-formules, A. 1 in de Runge-Kuttaformules en de parameters J' 
e0 ,e0, ... , e1,e;, ... , A,A', ••• in de gegeneraliseerde 2-puntformule niet 
van hn afhangen. Wanneer deze parameters wel van hn afhangen. veranderen 
de consistentievoorwaarden in de tabellen 2.4.1, 2.4.2, en 2.4.4 in zo-
verre dat de voorwaarden genoemd voor p ~ j moeten gelden op een term van 
de orde p + 1 - j in hn na. Dus de consistentievoorwaarden voor een 3e 
orde Taylor-formule met h -afhankelijke parameters worden (vergelijk tabel n 
2 .4 .1) 
So + O(h4 ) n 
S1 + a1 + O(h3 ) n 
= ..!. + a 2 S2 2 1 + a2 + O(hn) 
S3 
1 1 . O(h ) = 6 + z:'1 + a2 + a3 + n 
2.5 CONVERGENTIE 
We hebben gezien dat de consistentievoorwaarden een deelruimte defi-
nieren in de parameterruimte waarop de eenstapsmethode is gedefinieerd. We 
zullen nu laten zien dat de convergentievoorwaarden deze deelruimte niet 
verder inperken, maar alleen nog (milde) eisen aan de rechterlidfunctie f 
stellen. 
In de convergentie-analyse definieert men de lokale disaretise!'ings-
f out (zie figuur 2.5.1) 
(2. 5. 1) 
en de globale disaretise!'ingsfout 
(2.5.2) y(x ) - y . 
n n 
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. 
'-+-
;yn+1 
I 
I 
.I 
x 
x xn+1 n 
Figuur 2. 5. 1 Lokale en globale discretiseringsfout 
De convergentievoorwaarden kunnen af geleid worden met de algemene 
convergentiestelling uit hoofdstuk I. In dit speciale geval van eenstaps-
formules is bet echter eenvoudiger om een directe afleiding te geven. Het 
uitgangspunt in deze afleiding is de volgende stelling: 
Stelling 2. 5. 1 
Stel dat de eenstapsoperator E in de omgeving van de analytische op-
n 
lossing y in x = x voldoet aan de Lipschitz~oorwaarde 
n 
(2.5,3) 
dan voldoet de globale discretiseringsfout aan de recurrente betrekking 
(2.5.4) 
• • • -+ De globale discretiseringsfout £n+1 kan geschreven worden als 
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[E (y(x ))-E G )] + 
n n n n 
+ [y(x +1)-E (y(x ))] . n n n 
Toepassing van (2.5.3) levert dan direct ongelijkheid (2.5.4). 
Uit (2.5.4) kan een bovengrens voor de globale fout afgeleid worden, 
die alleen afhangt van de Lipschitz-constante Ln en de lokale afbreekfout 
van de integratieformule. Daartoe definieren we de maxim.ale integratie-
stap na n stappen 
h=maxh 
v 
v 
de maximale foutconstante van de lokale afbreekfouten na n stappen 
en de maximale waarde van (L -1)/h nan stappen 
v v 
Er geldt nu 
1 - 1 
c2 = max -T-
v 
Stelling 2.5.2 
De globale discretiseringsfout tn+l voldoet aan de ongelijkheid 
als c2 > 0 
Voor c2 $ O (Lv$1) volgt uit (2.5.4) dat 
n 
l 
v=O 
en voor· c2 > O (Lv>1) vinden we 
Opgaven 2 • 5 • 1 
+ (1) Toon e.e.n dat de in stelling 2.5.2 gegeven bovengrens voor En+1 
een continue f'unctie is van c2• 
(2) Bewijs dat de globe.le discretiseringsfout van de (0,2)-Taylor-
formule voor de vergelijking y' = y zich gedrae.gt a.ls 
voor h + O , 
we.e.riu x = nh. Toon verder e.e.n dat de in stelling 2.5.2 gegeven boven-
n 
grens zich gedre.e.gt a.ls 
x ~n+l[e n+1-1Jh2 voor h + O • 
2.6 STABILl;TEIT 
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In pe.ra.gre.e.f 1.6.4 is e.e.ngetoond dat het verschil tussen de oplossing 
die we zoeken (ane.lytische oplossing y) en de oplossing die numeriek bere-
kend wordt (numerieke oplossing {y:*}) begrensd wordt door de som van de 
n 
globe.le discretiseringsfout en de numerieke fout. Van de discretiserings-
fout weten we nu dat elke eenstapsmethode die consistent is en we.e.rvoor de 
operator E een Lipschitz-constante hee~ die op orde h na s 1 is, conver-
n 
geert. Voor de in deze syllabus beschouwde methoden legt deze voorwe.e.rde 
slechts beperkingen op e.e.n de rechterlidfunctie f van de differentie.e.1-
vergelijking. Om de numerieke fout onder controle te houden zullen we 
echter strengere voorwe.e.rden e.e.n de eenstapsoperator En moeten opleggen 
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welke ook consequenties hebben voor de nog vrije para.meters in En. We zul 
len het.begrip stabiZiteitsfunatie van een integratieproces invoeren. Deze 
functie karakteriseert het stabiliteitsgedrag van het proces wanneer dit 
op Zineaire differentiaalvergelijkingen wordt toegepast. In geval van 
niet-Zineaire vergelijkingen geeft de stabiliteitsfunctie slechts ruwe 
informatie over het stabiliteitsgedrag, maar voor de meeste practische 
toepassingen is deze functie toch gebleken een bevredigende indicator 
te zijn of afrondingsfouten al of niet accumuleren. 
2.6.1 De Frechet-afgeleide van de inverse differentie-operator 
Analoog aan de lokaal analytische oplossing ~ definieren we de ZokaZe 
d "f.'-1' • i . ... ... ( ... ) . (... ) . ~ Jerent~eop oss~ng w = w xn,yn;x als de functie En yn waarin hn ver-
vangen wordt door x - xn. Voorts definieren we de ZokaZe numerieke fout 
(2.6.1) 
en de gZobaZe numerieke fout 
(2.6.2) 
Het differentieschema voor de numerieke oplossing {;*} luidt nu 
n 
(2.6.3) n = 0,1, ••• ,N-1. 
In paragraaf 1.6.4 zijn stabiliteitsdefinities gegeven voor algemene 
differentieschema's DHYH = GH' of in expliciete vorm 
(2.6.4) 
Om te zien hoe deze definities luiden voor het bijzondere geval van een-
stapsmethoden schrijven we schema (2.0.1) in de vorm (2.6.4): 
(2.6.5) 
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Vergelijken we (2.6.5) met (2.6.3) dan zien we dat (2.6.3) opgevat kan 
worden als schema (2.6.5) waarin de rij GH = {gn} verstoord is met de rij 
van verstoringen 
Volgens relatie (1.6.21) geldt nu 
waarin !H(GH) de Frechet-afgeleide is van de door (2.6.5) gedefinieerde 
operator~ in het punt GH (GH in de omgeving van GH). We laten het aan 
de lezer over om aan te tonen dat !H(GH) geschreven kan worden als 
0 0 
I 
E1Eo E' 1 I 
(2.6.6) E2E1Eo E2Ei E' I 2 
0 
TT E' I 
N-1 n 
waarin met E' de Frechet-afgeleide van de operator E in het punt y 
n n n 
bedoeld wordt. Voor de norm van llAH(GH) II geldt nu 
lllVH Ill 
II.Ah ( GH) II = Sup lffMr.;]f 
t.GH H 
waarin GH de rij van verstoringen -"P: en VH de rij 
voorstelt. 
Om een indruk te krijgen wat in het algemeen de orde van grootte is 
van llAHCGH) II, zuilen we een bovengrens afleiden voor de mazimum-nom van 
A._•_(QH). De maximum-norm van een matrix A = (a .. ) wordt aangegeven met 
-"H 1,J 
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IJ 11 00 en gedefinieerd volgens 
llAll = ma.x l la. ·I· 
00 i j ]. ,J 
Stel dat (vergelijk de voorgaande paragraaf) 
(2.6.7) 1 + Ch, 
dan is eenvoudig in te zien dat 
0 1 
111)!(GH)lloo s ma.x[ll n E~lloo+ II n E~lloo+ ... + llE~lloo + 1] 
Voor h + O geldt h 
n n n 
S ma.x[l + L + L2 + .•• + Ln] 
n 
1-Ln+1 
ma.x~ 
n 
. 1-LN 
<--= 
- 1-L 
1-( l+Ch)N 
-Ch 
O(N-1), zodat 
Met andere woorden, voorwaarde (2.6.7) garandeert stabiliteit in de zin 
van Rjabenki en Filippov (zie paragraaf 1.6.4). Merk op dat de orde van 
grootte van de bovengrens voor li1)!(GH) 11 00 steeds h-1 is als h + O, of L 
nu kleiner of groter dan 1 is (C<O respectievelijk C>O). De waarde van 
deze bovengrens voor gegeven h en N, hangt echter wel degelijk van L af en 
neemt "bijna" exponentieel toe als L groter wordt (zie figuur (2.6.1). In 
de practijk zal men er dan ook meestal naar streven integratieformules te 
ontwerpen waarin llE~i1 00 , of algemener de een of andere norm van E~, klei-
ner dan of hoogstens gelijk 1 is. Hierbij moet wel opgemerkt worden dat 
E~ met het rechterlid van de differentiaalvergelijking samenhangt zodat 
in het geval van een instabiele differentiaalvergelijking (inherente in-
stabiliteit), een stabiel differentieschema een niet realistische eis is. 
e-1N 
e 
1-LN 
+--
1-L 
------..--------..--------..._------~------------~L 
,_1 
N 1+1 N 1-J. N 
Figuur 2.6, 1 Sup 11.AH(GH) 11 00 als functie 
van L voor gegeven N >> 1 
Bovenstaande beschouwing suggereert de volgende definitie van stabiliteit. 
Definitie 2.6.1 
+ Een eenstapsmethode wordt stabiel genoemd in het punt yn' wanneer 
llE' G ) II < 1 • n n 
In de literatuur wordt ook wel gesproken van zwakke en sterke stabi-
liteit en zoals er vele definities van stabiliteit zijn, zo komen de be-
grippen zwakke en sterke stabiliteit met verschillende betekenissen voor. 
In combinatie met bovenstaande stabiliteitsdefinitie is het gebruikelijk 
onder zwakke stabiliteit de voorwaa.rde 
llE'(y)1is1 
n n 
te verstaan en sterke stabiliteit met definitie 2.6.1 te identificeren. 
Tot slot nog een opmerking over de verstoringen P* in (2.6.3) waarmee 
n 
de numerieke oplossing Y:* gedefinieerd werd. Stel dat men weet dat bepaalde 
n 
vectoren uit de een of andere basis voor:ffir niet voorkomen in de analyti-
sche oplossing y = y(x), dan zou men deze componenten ook niet in de 
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numerieke oplossing Y* willen laten doordringen; de verstoringen "(;* ziJn 
.n n 
in principe echter willekeurig en zullen deze componenten wel degelijk be-
vatten, zodat ze via (2.6.3) in de Y* terecht komen. Het effect hiervan 
n 
wordt beschreven door de operator Afr(GH). Uit (2.6.6) is af te leiden 
dat dit effect beperkt kan worden door er voor te zorgen dat de operatoren 
m 
n E' 
\) 
n 
m s n m,n O, 1, ••• ,N-1 
een dempende werking hebben op de ongewenste componenten. Op dit aspect 
komen we nog terug in paragraaf 2.9. 
2.6.2 De stabiliteitsfunctie 
Het is duidelijk dat in het algemeen de afgeleide (Jacobiaan) van de 
operator En moeilijk te vinden is of erg veel rekenwerk kost wanneer we 
deze numeriek berekenen. Daarom stelt men zich in de practijk tevreden met 
een benadering van E'. Uitgangspunt is hierbij de lokale linearisering 
n 
van de differentiaalvergelijking, dat wil zeggen men benadert de rechter-
lidf'unctie f door een eerste orde Taylor-ontwikkeling in het punt y , dus n 
(2.6.8) 
+ ~ = J(y )y + [f(y )-J(y )y J dx n n n n 
(In een gegeven omgeving van y is deze benadering van de differentiaal-
n 
v'ergelijking beter naarmate J minder hard varieert met y.) Vergelijking 
(2.6.8) kan geschreven worden als 
(2.6.8 1 ) d;f + + 
-d = J(y )v ' x n 
waarin 
+ + + -1(+ )+(+ ) 
v = y - Yn + J Yn f Yn • 
Passen we nu op (2.6.8 1 ) een van de eenstapsmethoden toe uit de in dit 
hoofdstuk gedefinieerde hoofdklassen, dan vinden we de relatie 
(2.6.9 1 ) R(h J(y ) )~ 
n n n 
. + + 
of uitgedrukt in yn en yn+l 
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(2.6.9) 
Hierin is R een polynoom (wanneer de eenstapsmethode expliciet is) of een 
rationale :functie (wanneer de eenstapsmethode impliciet is), waarin de 
coefficienten uitsluitend afhangen van de parameters van de toegepaste 
integratiemethode. 
Voorbeelden 2.6.1 
Laten we eerst de algemene Taylor-methode (2.1.4') toepassen op ver-
gelijking (2.6.8 1 ). Aangezien 
kan (2.1.4 1 ) geschreven worden als 
ofwel 
met 
(2.6.10) 
-+ 2 2-+ -+ 
= [B0+B1h J{y )+B2h J (y )+ ••• Jv , n n n n n 
2 m2 
B0+B z+B2z + ••• +B z 
m2 
R(z) = ---------
2 m1 
ao+a1z+a2z + ••• +am1z 
Vervolgens passen we de 2-punts Runge-K.uttafo'l'fTIUle (2.4.4) toe op 
(2.6.8 1 ). We vinden 
; +1 = ; + e0h J{y ); + e1h J(y ) [; +~h J{y ); J • n n nnn nn nnnn 
Voor (2.4.4) wordt de :functie R blijkbaar gegeven door het polynoom 
(2.6.11 1 ) R( z) 
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Voor de algemene m-punts Runge-K.uttaforrmu.Ze zijn de coefficienten in het 
polynoom.betrekkelijk ingewikkelde uitdrukkingen van de Runge-Kuttapara-
meters A. 1 . Schrijven we formeel R als J' 
(2.6.11) 
dan kan_ aangetoond worden dat 61• 62• 63 en 64 juist de in (2.4.9) gedefi-
nieerde f'uncties van de Aj,l zijn. Voor de verdere coefficienten 6j kunnen 
qergelijke uitdrukkingen afgeleid worden, maar aangezien we ons later zullen 
beperken tot een deelklasse van de algemene klasse van Runge-Kuttaformules, 
stellen we de berekening van deze coefficienten nog even uit. 
Tenslotte beschouwen we de toepassing van de gegenePaZisee'l'de 2-punts-
forrmu.Ze (2.4.11) op vergelijking (2.6.11 1 ). We vinden 
(2.6.12) 2 R(z) = 1 + [e0(z)+e1(z)Jz + e1(z)A(z)z • 
Het belang van de f'unctie R is gelegen in het feit dat voor Jacobianen 
J{y) die zeer langzaam met y varieren -het geval dus waarvoor (2.6.8) de 
differentiaalvergelijking benadert- de operator E~(yn) benaderd wordt door 
R(h J(y ) ) , dus 
n n 
(2.6.13) E'{y ) - R(h J{y )). · n n = n n 
-+ Dit volgt direct door differentiatie van het rechterlid van (2.6.9) naar yn 
waarbij dan J{yn) als een constante matrix beschouwd wordt. De f'unctie R 
zullen we de stabiZiteitsfunctie van de eenstapsmethode noemen. Deze f'unctie 
beschrij~ voor lineaire differentiaalvergelijkingen exact de stabiliteit 
van het integratieproces. Voor niet-lineaire vergelijkingen met sterk va-
rierende Jacobianen geldt (2.6.13) alleen voor hn-+ O; R beschrij~ dan 
als het ware ZokaaZ de stabiliteit van het proces. 
Definitie 2.6.1 1 
-+ Een eenstapsmethode wordt lokaal stabiel genoemd in het punt yn' 
wanneer 
(2.6.14) llR(h J(y )) II < 1 • 
n n 
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Stelling 2.6.1 
De stabiliteitsfunctie van een pe orde consistente integratieformule 
voldoet aan de relaties 
(2.6.15) 
j ~ R(h J) 
dhJ n 
n 
Jj voor h -+ 0 
n 
en j = 0,1, ... ,p. 
Passen we een pe orde formule toe op de modelvergelijking 
-+ 
.Q;y_ = Jy • dx 
waarin J een matrix is met constante matrixelementen, dan geldt 
R(h J)y 
n n 
-+ Ontwikkelen we R(hnJ) in machten van hn' dan vinden we voor yn+1 de Taylor-
ontwikkeling 
= [I +.- dj. R(h J)I hj] j=O J• dhJ n h =O n 
n n 
Volgens de pe orde consistentie geldt echter ook 
+ O(hp+i) • 
n 
Coefficienten-vergelijking van deze twee ontwikkelingen leidt tot (2.6.15). 
Definitie 2.6.2 
Een stabiliteitsfunctie wordt pe orde consistent genoemd wanneer aan 
de voorwaarden (2.6.15) voldaan is. 
In het algemeen zal een integratieformule waarvan de stabiliteits-
functie pe orde consistent is niet noodzakelijk zelf consistent van de 
orde p zijn. Bijvoorbeeld een 4-punts Runge-Kuttaformule hee~ volgens 
(2.6.11) een stabiliteitsfunctie van de vorm 
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Kiezen we de Runge-Kuttaparameters A. 1 zodanig data.= 1/j! voor j = 1,2,3 J, J 
en 4 dan is R(z) 4e orde consistent, maar de formule zelf is dat in het 
algemeen niet omdat volgens tabel 2.4.2 slechts 4 van de 8 consistentie-
voorwaarden vervuld zijn. De volgende stelling is eenvoudig te bewijzen 
voor de eenstapsmethoden die in dit hoofdstuk gedefinieerd zijn. 
Stelling 2.6.2 
(a) Wanneer een Taylor-formule een pe orde stabiliteitsfunctie heeft 
dan is de formule ook pe orde consistent. 
(b) Wanneer een eenstapsformule een 2e of hogere orde consistente sta-
biliteitsfunctie heeft dan is de formule zelf minstens 2e orde consistent. 
(c) Wanneer een eenstapsformule een pe orde consistente stabiliteits-
functie heeft dan is de formule pe orde consistent voor alle lineaire dif-
ferentiaalvergelijkingen. 
Opgaven 2.6.2 
(1) Leid de stabiliteitsvoorwaarde af(zowel volgens definitie 2.6.1 
als 2.6.1 1 ) voor de volgende methoden en differentiaalvergelijkingen 
verbeterde Euler-formule toegepast y' 2 op y 
2e orde (0,2)-Taylorformule " " y' -1/y 2 
" " 
2 
verbeterde Euler-formule y' = -1/y 
(2) Bewijs stelling 2.6.2 voor de drie hoofdklassen van eenstapsfor-
mules uit dit hoofdstuk. 
(3) Stel de stabiliteitsfunctie van formule _(2.2.9) op voor m = 2 en 
m = 3. 
(4) Welke stabiliteitsfunctie heeft een oneindig grote orde van con-
sistentie? 
2.6.3 Stabiliteitsgebieden 
Uit definitie 2.6.1 1 volgt dat een noodzakelijke voorwaarde voor loka-
le stabiliteit is: 
(2.6.16) IR(z)I < 1 voor z € h !::. n n 
waarin !::. het eigenwaardespectrum van de Jacobiaan J(y ) voorstelt. De 
n n 
punten in het complexe z-vla.k waar R in modulus kleiner dan 1 is, wordt 
het stabiliteitsgebied S genoemd dus 
(2.6.17) s {z I IR(z)I < 1}. 
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Het stabiliteitsgebied hangt uitsluitend van de integratiefol'TTlUle af en 
niet van de differentiaalvergelijking. Omgekeerd zal men echter voor een 
gegeven differentiaalvergelijking een integratieformule wensen waarvan het 
stabiliteitsgebied S voor realistische waarden van de integratiestap h de n 
verzameling punt.en hn/::.n nog bevat. Bijvoorbeeld een partieel gediscreti-
seerde parabolische differentiaalvergelijking (zie paragraaf 1.3.2) hee~ 
zeer grote en zeer kleine negatieve eigenwaarden; voor integratistappen hn 
die voldoende klein zijn_om de gevraagde nauwkeurigheid te halen kan de 
verzameling hn/::.n toch nog een zeer groot interval van de negatieve as be-
slaan. Dit betekent dat alleen integratieformules in aanmerking komen waar-
van het stabiliteitsgebied S een flink stuk van de negatieve as bevat. 
Evenzo zal men voor partieel gediscretiseerde hyperbolische differentiaal-
vergelijkingen wensen dat S 
Men definieert wel de reele 
biliteitsgrens a. als de imag 
een flink stuk van de imaginaire as bevat, enz. 
stabiliteitsgrens e 1 en de imaginaire sta-rea 
lengte van respectievelijk de intervallen 
(-S 1 ,o) en{ie. ,O) die nog juist binnen S liggen. Indien de Jacobiaan rea imag 
negatieve respectievelijk imaginaire eigenwaarden heeft dan is een nodige 
voorwaarde voor lokale stabiliteit 
(2.6.18) hn < cr(J(y )) ' 
n 
e 
waarin cr(J{y )) de spectraalradius van de Jacobiaan voorstelt en S respec-
n 
tievelijk de reele en imaginaire stabiliteitsgrens is. 
Uit het voorgaande volgt dat we in de practijk de stabiliteitsfunctie 
R zelf zouden willen kiezen afhankelijk van de te integreren differentiaal-
vergelijking. Deze eis zullen we de adaptiviteitsvoo!'IJJaO:l'de noemen. Hierbij 
zij wel opgemerkt dat de gekozen stabiliteitsfunctie aan (2.6.15) moet 
voldoen om niet met de consistentievoorwaarden in conflict te komen. 
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Opgaven 2.6.3 
(1) Bewijs dat (2.6.16) een voZdoende voorwaarde voor lokale stabili-
teit t.o.v. de spectrale norm is indien J(y ) een normaZe matrix is. 
n 
(2) Bepaal de lengte van het reele en imaginaire interval dat nog 
juist ligt binnen het stabiliteitsgebied van de functie 
R(r) 1 2 1 p 1+z+-::-z2 + ••• +-rz P· voor p 1,2,3 en 4 . 
2.7 ,CONSTRUCTIE VAN INTEGRATIEFORMULES MET ADAPTIEVE STABILITEITSFUNCTIE 
EN TOEPASSINGEN 
We zijn nu zover dat we de consistentievoorwaarden voor drie hoofd-
klassen van eenstapsmethoden uitgedrukt hebben in de parameters van deze 
methoden en dat we de stabiliteit door middel van de adaptiviteitsvoorwaar-
de enigszins kunnen controleren. Rest ons de constructie van integratiefor-
mules uit deze drie hoofdklassen die aan de consistentie- en adaptiviteits-
voorwaarden voldoen. Bij de Taylor- en Runge-Kuttamethoden gaan we als 
volgt te werk: we leiden een formule af van de gewenste orde van consisten-
tie waarin nog een voldoend aantal vrije parameters zitten, vervolgens 
stellen we de stabiliteitsfunctie van deze formule op en identificeren 
deze met de gegeven stabiliteitsfunctie R. Op deze manier trachten we de 
vrije parameters uit te drukken in de coefficienten van de gegeven functie 
R. Deze functie zullen we steeds schrijven in de vorm 
~ 
+ 8m2Z (2.7.1) R(r) 
In het geval van de gegeneraliseerde Runge-Kuttamethoden is het handiger 
een van de coefficientfuncties in de stabiliteitsfunctie R en de andere 
coefficientfuncties uit te drukken en daarna de vrije parameters te ge-
bruiken om aan de consistentievoorwaarden te voldoen. 
2.7.1 Expliciete Taylor-methoden, de procedure modified tayZor 
Bij Taylor-formules waar een eenduidig verband tussen stabiliteits-
functie en integratieformule bestaat (stelling 2.6.2), genereert een gege-
ven pe orde consistent stabiliteitspolynoom direct de pe orde Taylor-formule 
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(2.7.2) 
De procedure modified tayloP 
Een ALGOL 60-versie van forinule (2.7.2) waarin Reen vrij te kiezen 
polynoom is, is aanwezig in de bibliotheek NUMAL (Numerieke procedures in 
ALGOL 60); deze bibliotheek is beschikbaar bij het Academisch Rekencentrum 
Amsterdam (SARA). De Taylor-algorithme is geimplementeerd onder de naam 
modified tayloP en gedocumenteerd in section 5.2.1.1.1.3. van de NUMAL-
manual. Een listing van de gebruiksaanwijzingen voor modified tayloP volgt 
aan het eind van deze paragraaf. We zullen hier nog enige toelichting 
geven. 
In de eerste plaats benadrukken we nog eens dat Taylor-methoden en dus 
de procedure modified tayloP gebaseerd is op hePhaalde diffePentiatie van 
het rechterlid van de differentiaalvergelijking. Dus in eerste instantie 
komt de procedure alleen.in aanmerking wanneer de rechterlidfunctie een-
voudig te differentieren is. Toch kan modified tayloP ook gebruikt worden 
wanneer alleen de Jacobiaan beschikbaar is, zij het dat de orde van con-
sistentie dan niet groter dan 2 is. We zullen hier nog op terugkomen bij 
de constructie van gegeneraliseerde Runge-Kuttamethoden (paragraaf 2.7.8). 
In de tweede plaats is de procedure ook direct toepasbaar op niet-
autonome stelsels zodat de introductie van een additionele afhankelijke 
variabele (zie paragraaf 1.2.1) niet nodig is. Verder merken we op dat de 
gebruiksaanwijzing van modified taylo~ refereert naar de vergelijking 
+ (+ . + + du/dt = H u,t) in plaats van naar dy/dx = f(x,y). 
Tenslotte de parameters van de procedure. De parameters t, te, mo, m, 
u en sigma spreken voor zich. De parameter taumin is opgenomen om de stap-
keuzestrategie onder controle te kunnen houden: de procedure kiest zelf 
zijn integratiestappen op grond van de opgegeven absolute en relatieve 
toleranties (aeta en Peta) voor de lokale discretiseringsfout p ; om nu te 
n 
voorkomen dat de stappen onrealistisch klein worden kan de gebruiker via 
taumin een benedengrens opgeven. Deze benedengrens mag echter ook weer 
niet in conflict komen met de stabiliteitsvoorwaarde die een maximale stap 
(vergelijk (2.6.18)) 
taust = =da"""t~a_,E-.0.::.] 
sigma 
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voorschrijft (data [0] is de stabiliteitsgrens van het gebruikte stabili-
teitspol:ynoom); het stapkeuzemechanisme levert dan ook altijd een stap 
tau af die voldoet aan 
min(taust.tawnin) s tau s taust • 
Wil men met constante stappen h integreren ongeacht de nauwkeurigheid en 
de stabiliteit, dan kieze men de parameters zodanig dat 
taumin = h h sigma = data [0] 
De parameter deI'ivative wordt voldoende geillustreerd door de procedure 
de!' in "example of use" van de gebruiksaanwijzing. Het array data karak.te-
riseert het gebruikte stabiliteitspolynoom en vormt dus het adaptive ele-
ment in de procedure. In tabel 2.7.1 zijn een aantal polynomen gedefinieerd 
samen met de klassen van. differentiaalvergelijkingen waarvoor ze geschikt 
zijn. Voor een completer overzicht van stabiliteitspolynomen verwijzen we 
naar van der Houwen [1972]. De parameter a'lpha heeft evenals taumin de 
functie om het stapkeuzemechanisme onder controle te houden. Er geldt al-
tijd dat de stap niet groter is dan a'lpha maal de voorgaande stap. Ten-
slotte de parameters eta en l'ho: eta wordt gedefinieerd door 
eta = aeta + l'eta * lr~ll , 
waarin II II door de parameter nom wordt gedefinieerd. Het stapkeuzemecha-
nisme berekent nu een staplengte zodanig dat de hierbij behorende lokale 
discretiseringsfout p in norm ongeveer gelijk is aan eta. In hoeverre het 
mechanisme hierin slaagt kan tijdens het rekenproces nagegaan worden door 
eta en l'ho door middel van out op te vragen. Er worden geen stappen ver-
worpen om geheugenruimte te sparen. Voor details van het stapkeuzemecha-
nisme verwijzen we naar paragraaf 2.8. 
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Tabel 2. 7 .1 Stabiliteitspolynomen en bijbehorende 
klassen van differentiaalvergelijkingen 
A nn bestaat uit een strook langs de negatieve as (parabolische 
differentiaalvergelijkingen) 
B n bestaat uit een strook langs de imaginaire as (hyperbolische 
n 
vergelijkingen) 
c n onbekend 
n 
Klasse data[-2] data[-1] data[ OJ data[lJ data[2] data[.3] data[4] 
m p 13 131 132 133 134 
A 2 
A 2 8 1/8 
B,C 2 1 
A 2 2 2 1 /2 
A 3 18 4121 41129 
A 3 2 6.26 1/2 1/16 
B 3 2 2 1/2 1;4 
A,C 3 3 2.51 1 /2 1/6 
A 4 32 5/32 1 /128 1/8192 
A 4 2 12 1/2 (-7)780845 (-7)36085 
A 4 3 6 1/2 1/6 (-7)184557 
A,B,C 4 4 212 1/2 1 /6 1/24 
In de volgende paragrafen zullen we een tweetal toepassingen op par-
tiele differentiaalvergelijkingen bespreken. Een toepassing op een enkele 
gewone differentiaalvergelijking vindt men in de gebruiksaanwijzing (onder 
"example of use") van de procedure modified tayfor>. Deze toepassingen zijn 
ontleend aan de MC-publicaties TW 130/71 en TN 58/70. 
Deze paragraaf wordt besloten met de gebruiksaanwijzingen voor de pro-
cedure modified taylor>. 
AvTHORS1 P,J, VAN DER HOUWEN AND P.A,BEENTJES, 
RECEIVED! 730b1b, 
BRIEF DESCRlPTION1 
MODIFIED TAYLOR SOLVES AN IMITIAL C BOUNDARY ) VALUE PROBLEM, GIVEN AS A SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS , BV MEANS OF A ONE•STEP TAYLOR•METHOD, 
IN PARTICULAR THIS METHOD IS SUITABLE FOR THE INTEGRATION Op LARGE SYSTEMS ARISING FROM PARTIAL DIFFERENTIAL EQUATIONS , PROVIDED THAT HIGHER ORDER DERIV4TIVES CAN BE EASILY OBT4INED, 
KEYwORDS1 
DIFFERENTI4L EQUATIONS, 
INITIAL (BOUNDARY) VALUE PROBLEMS, 
ONE·STEP TAYLORPMETHOD, 
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CALLING SEGUENCE1 
THE HEADING OF THE PROCEDURE READS1 
"PROCEDURE" MODIFIED TAYLOR CT,TE1M01M1U1SlGMA1TAUMIN1I1DERIVATIVE1 K1DATA1ALFA 1 NORM,AETA,RETA 1 ETA,RH0 1 0UT), 
"INTEGER• MO,M,I 1 K,NORM1 
"REAL" T,TE,SIGMA,TAUMIN,ALFA,AETA,RETA,RH01 
"ARRAY" U,OATA1 
"PROCEDURE" DERIVATIVE,OUT1 
THE MEANING OF THE FORMAL PARAMETERS IS1 
T1 <VARIABLE>1 
THE INDEPENDENT VARIABLE T1 
MAY BE USED IN DERIVATIVE, SIGMA ETC.1 
ENTRV1 THE INITIAL VALUE T01 
EXIT 1 THE FINAL VALUE TE1 
TEI <4RITHMETIC EXPRESSION>1 
THE FINAL VALUE OF T CTE >• T>1 MO,Ma <ARITHMETIC EXPRESSION>J 
INDICES OF THE FIRST AND LAST EQUATION OF THE SYSTEM TO BE SOLVEDJ 
Us <ARRAY IDENTIFIER>1 
"ARR•Y" UCM01Ml I 
THE DEPENDENT VARIABLE1 
ENTRY1 THE INITIAL VALUES OF THE SOLUTION OF THE SYSTEM OF DIFFERENTIAL EQUATIONS AT T • T07 
EXIT 1 THE VALUES OF THE SOLUTION AT T m TE7 SIGMA! <ARITHMETIC EXPRESSION>1 
THE SPECTRAL RADIUS OF THE JACOBIAN MATRIX WITH RESPECT 
TO THOSE EIGENVALUES WHICH ARE LOCATED IN THE LEFT HALFPLANEJ 
IF SIG~A TENDS TO INFINITY , PROCEDURE MODIFIED TAYLOR TERMINATES1 
TAUMINI <ARITHMATIC EXPRESSION>; 
MINIMAL STEP LENGTH SV WHICH THE INTEGRATION IS PERFORMED1 IF TAUMIN EXCEEDS THE STEPLENGTH TAUST a DATACOl I SIGMA, PRESCRIBEO BY STABILITY CONSIOERATlONS,THEN TAUMIN1m TAUSTJ 11 <VARIABLE>1 
A JENSEN PARAMETER FOR PROCEDURE DERIVATIVE1 MAV BE USED IN MO AND M1 
DERIVATIVE1 <PROCEDURE IDENTIFIER>1 
THE HEADING OF THIS PROCEDURE READS! 
"PROCEDURE" DERIVATIVE(I,Alr "INTEGER" II •ARRAY" Al 
~HEN THIS PROCEDURE IS CALLED , ARRAY A CONTAINS THE COMPONENTS OF THE CI•1l~ST DERIVATIVE OF U AT THE POINT TI UPON COMPLETION OF OERIV~TIVE, ARRAY A SHOULD CONTAIN THE COMPONENTS OF THE I•TH DERIVATIVE OF U AT THE POINT T1 K1 <VARIA6LE>1 
INDICATES THE NUMBER OF INTEGRATION STEPS PERFORMEOJ ENTRY: K : O; 
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DATA! <ARRAY IDENTIFIER>1 
"ARRAY'' l)ATAC•2 I DATA[•2ll1 
ENTRY1 
'ATAt•2l 1 THE ORDER OF THE HIGHEST DERIVATIVE UPON WHICH 
THE TAYLOR METHOD IS BASE01 
OATA[wlll ORDER OF ACCURACY OF THE METHODJ 
DATA COi I STABILITY PARAMETERJ 
OATA!tl , ,,, , OATA[DATAC•2ll 1 POLYNOMIAL COEFFICIENTS1 
FOR FURTHER.EXPLANATION AND POSSIBLE VALUES OF THE ELEMENTS 
OF AR RAV OA TA SEE REFERENCES !21 Alli[) C:SJ I 
ALFA1 <ARITHMETIC EXPRESSION>1 
GROWTH FACTOR FOR THE INTEGRATION STEP LENGTH1 
NORM1 <ARITHMETIC EXPRESSION>J 
IF NORM a 1 l)lSCREPANCV AND TOLERANCE ARE ESTIMATED IN THE 
MAXIMUM NORM, OTHERWISE IN THE EUCLIDIA"i NORM1 
AETA,RETA1 <ARITHMETIC EXPRESSION>1 
DESIRED ABSOLUTE AND RELATIVE ACCURACYJ 
IF BOTH AETA AND RETA ARE NEGATIVE 1 ACCURACY CONDITIONS 
WILL BE IGNDRED1 
ETA 1 RHD1 <VARIABLE>1 
COMPUTED TOLF.RANCE AND DISCREPANCY1 
OUT1 <PROCEDURE IDENTIFIER>p 
THE HEADING OF THIS PROCEDURE READS I 11 PROCEDURE 11 OUTp 
THROUGH THIS PROCEDURE THE VALUES AFTER EACH INTEGRATION 
STEP OF FOR INSTANCE T1 U, ETA ANO RHO ARE ACCESSlBLEo 
DATA ANO RESULTS! 
FOR FURTHER EXPLANATION OF THE PARAMETERS AETA, RETA, ETA, RHO, MO, 
M AND THE ARRAY DATA SEE REFERENCES [ZJ AND t31 , 
AS FOR THE INDICES MO ANO M THE FOLLOWING MAY BE REMARKE01 WHEN 
THE METHOD OF LINES IS APPLIED TO HYPERBOLIC DIFFERENTIAL EQUATIONS 
THE NUMBER OF RELEVANT ORDINARY DIFFERENTIAL EQUATIONS DECREASES 
DURING THE INTEGRATION PROCESS, 
IN PROCEDURE MODIFIED TAYLOR 1 THIS MAY BE REALIZED BY INTEGER 
PROCEDURES Mo AND M WHICH ARE DEFINED AS FUNCTIONS OF I, K AND 
DATA [•ZJ, 
PROCEDURES USEDI VECVEC = CP34010, 
REQUIRED CENTRAL MEMORY! 
EXECUTION FIELD LENGTH! CIRCA 75 + M • MO, 
RUNNING TIMEI 
DEPENDS STRONGLY ON TH~ DIFFERENTIAL EQUATION TO BE SOLVED 0 
LANGUAGE! ALGOL &0 0 
METHOD ANO PERFORMANCE: SEE REFERENCES, 
REFERENCES I 
I 1l ,P, J, VAN DER HOUWEN, 
ONE•STEP METHODS FOR LINEAR INITIAL VALUE PROBLEMS I, 
POLYNOMIAL METHODS,TW REPORT 119 1 MATHEMATICAL CENTRE, AMSTERDAM (1970), 
[21,P,J, VAN DER H0UWEN 1 P 0 BEE~TJES, K,DEKKER AND E,SLAGT ONE-STEP METHODS FOR LINEAR INITIAL VALUE PROBLEMS III, NUMERICAL EXAMPLES, TW REPORT 130/71, 
MATHEMATICAL CENTRE, AMSTERDAM (1971), 
13l ,P,J, VAN DER HOUWEN, J,KOK, 
NUMERICAL SOLUTION OF A MINIMAX PROBLEM, TW REPORT 123/71 1 MATHEMATICAL CENTRE, AMSTERDAM (1971) 1 
EXAMPLE OF USE! 
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THE SOLUTlON AT T•EXPC1l AND TGEXP(2J OF THE DIFFERENTIAL EQUATION DU/DT••EXP(T)•CU•LN(T)) + 1/T WITH INITIAL CONDITION UC,01J•LNC,01) AND ANALYTICAL SOLUTION UCTl s LNCT), MAY BE OBTAINED AS FOLLOWS1 
"BEGIN" "INTEGER" I,K,"REAL" T,TE,ETA,RHO,EXPT,LNT,co,c1,c2,c3~ 
"ARRAY" UC010l1DATAt•21t1Jr 
"PROCEDURE" OP1"IF" T•TE "THEN" 
OUTPUT(b1,"C""C"NUMBER OF STEPS1•1•,3zo,1, 
"("SOLUTION! T• "J",+D,SD, 
"C" U(TJ • "l"1+D 1 7D,//")"1K1T1UCOl )J ftPRDCEDURE" DERCI1A)J"INTEGER" I1•ARRAV• Al 
"BEGIN" "IF" I•1 •THEN• 
•BEGIN• EXPT1aEXP(TJ1LNT1•LN(T)1C01aA[Ol I C 1 l=A COl 1•,.EXPhC0+1/T+EXPhLNT 
11 END 11 r 
11 IF• I•2 •THEN" c21111A[Ol t•EXPT•CLNT+1/T·CO•C1)•1/T/T1 
11 IF 11 I•3 •THEN" C31d tol pi 
EXPT•CLNT+2/T•C0•2•C1•C2•1/T/Tl+2/T/T/T• 
•IF" I•tl •THEN" ACOll•C3•2•C1+l/T)/T/T/T+ 
EXPT•CC1•(2•2/T)/T)/T•C1QC2•2•C3) 
11 END 11 1 
•PROCEDURE• MODIFIED TAYLOR(T,TE,M0 1 M1 U,SIGMA,TAUMIN,I, 
DERIVATIVE,K,DATA,ALFA,NORM,AETA,RETA,ETA,RHO,OUT)p 
"CODE" 3301101 
I1•-21 11 FOR 11 T1•4,3,b,025,1,.s,11&,.01a11ss102 "00" 
"BEGIN" DATA IIl p;T1I1•I+1 •END 11 1 
T1•UCOl 1•"•211<111101•FOR• TE1•EXP(l),TE•TE •DO" MODIFIED TAYLOP(T,TE,o,o,u,EXP(T),••4,I,DER,K,DATA,1,s,1,••s, 
1'•4,ETA,RHO,OP) 
"END'' 
THIS PROGRAM DE~IVERS1 
NUMBER OF STEPS; ~b 
SOLUTION1 T: +2,71828 
NUMBER OF STEPS1 424 
SOLUTIGN1 T111 +7,3890& 
U(T) a +l,0000285 
U(T) 111 +1,9999967 
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2.7.2 Een lineair diffusieprobleem 
Bescbouw bet beginwaardeprobleem 
(2.7.3) 
au= a2u + exp(-x) • (z10+90z8-z) 
ax az2 
U = 1 + z(1-z9) voor x = O , 
u = 1 voor z = O, 1 en x 2: O • 
0 s z s 1 ' x 2: 0 ' 
Dit probleem kan met bebulp van partiele discretisatie gereduceerd worden 
tot een beginwaardeprobleem voor een stelsel eerste orde, gewone differen-
tiaalvergelijkingen waar de procedure modified tayloP een gescbikte oplos-
singsmetbode voor is. 
Volgens de bescbouwingen in paragraaf 1.2.4 definieren we in bet in-
terval O s z s 1 de punten jbz,j = 0,1, ••• ,(bz)-1• We willen nu in (2.7.3) 
2 2 de operator a /az vervangen door de differentie-operator 
waarin a, b en c nog nader te bepalen gewicbten zijn en Z± translaties voor-
stellen over een afstand ± bz langs de z-as, dus 
Z±U(x,jbz) = U(x,(j±1)6z) • 
Wanneer we in (2.7.4) stellen 
(2.7.5) a = 0 c = -2(6z)-2 , 
dan stelt DU juist bet 2e orde differentiequotient voor dat in voorbeeld 
1 2 . . . . 2; 2 . d" •• 1 gebruikt werd voor de discretisering van a az • Het is eenvou ig 
na te gaan dat in geval van (2.7.5) 
(2.7.6) a2 2 """-2 = D + O((bz) ) 
az 
Nu varieren de inbomogene term en ook de beginvoorwaarde in (2.7.3) nogal 
sterk met z, zodat een vrij nauwkeurige benadering van de operator a2/az2 
wenselijk kan zijn. Dit is mogelijk door in (2.7.4) a gunstig te kiezen. 
Daartoe ontwikkelen we de differentie-operator D in een Taylor-reeks: 
(2.7.7) 
Stellen we 
of wel 
(2.7.8) 
dan geldt 
(2.7.9) 
a 2 1 a 4 D = ( 2a+2b+c) + ( 4a+b) ( liza-z) + 12( 16a+b) ( liza-z) + 
+ 360(64a+b) (lizaaz)6 + ••• 
(2a+2b+c) 0 
1 ( )-2 a = - 12 Liz 
(4a+b)(liz) 2 
4( )-2 
, b = 3 Liz 
a2 4 
- = D + 0( (Liz) ) • 
az2 
(16a+b) 0 
5( )-2 c = - 2 Liz , 
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In dit geval is de operator D echter alleen gedefinieerd in de roosterpun-
ten jliz,j = 2,3, ••• ,(liz)-1-2. In het punt z =Liz definieren we de differen-
tie-operator 
(2.7.10) D' a'Z + b' + 'Z + d 1 Z2 + e•z3 + r•z4 c + + + + 
en iets analoogs in het punt 1 - Liz. 
Ontwikkeling in machten van Liz geeft 
D' = (a'+b'+c'+d'+e'+f') + (-a'+b'+2d'+3e'+4f')liz.1_ + 
az 
2 
+ l(a'+c'+4d'+9e'+16f')(liz)2 ~a~+ l(-a'+c 1 +8d 1+27e 1 +64r•)(liz.1_) 3+ 2 ., 2 6 az 
• aZ 
+ ..l..(a'+c 1 +16d 1+81e 1 +256r 1 )(liza) 4 + 24 Clz 
+ 1 ~0 (-a'+c'+32d'+243e'+1024f 1 )(~~a)5 + o((liz) 4 ) • 
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Stelien we 
(2.7.8 1 ) a'= f(liz)-2 ,b' 1 ( )-2 - 3 Liz , 1 ( )-2 e' = - 2 Liz , 
1 ( )-2 f' = 12 Liz , 
dan is D' nauwkeurig op een term O(liz)4 na. 
Met behulp van deze differentie-operatoren kan (2.7.3) geschreven 
worden als het stelsel 
(2.7.11) 
+ dY + + 
dx = Jy + g 
{ 10}(liz)-1-1 y{O) = 1+jliz-{jliz) . , 
J=1 
waarin y.(x) een benadering voor U(x,jliz) voorstelt en gen J gegeven wor-
J 
den door 
10 8 t 10 8 x 
,(1-2liz) +90(1-2liz) -1+2liz+ae ,(1-liz) +90(1-liz) -1+liz+a'e } 
en 
c' a' e' f' 
c b a 0 0 b c b a 
J 
0 a b c b a 0 a b c b 
f' e' d' c' b' 
De discretisering (2.7.11) geldt ook voor het geval (2.7.5) wanneer we 
definieren 
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(2.7.5•) a' ( )-2 ' -2 /::.z , c f' = o. 
De volgende stap is het selecteren van een geschikte integratieformule 
voor (2.7.11). Aangezien het rechterlid eenvoudig te differentieren is komt 
een formule uit de Taylor-klasse in aanmerking. Dus de procedure modified 
taylor lijkt inderdaad een van de aangewezen integratietechnieken voor dit 
probleem. Het stabiliteitspolynoom dat voor dit probleem wenselijk is, moet 
een relatief groot negatief stabiliteitsinterval hebben, omdat de Jacobiaan 
"bijna" symmetrisch is -dus "bijna" reele eigenwaarden- zodat het spectrum 
van J. op grond van de Gerschgorin-cirkels 
(voor het geval (2.7.5)) en 
(voor het geval (2.7.8)), een groot deel van de negatieve as beslaat en wel 
de respectieve intervallen 
(2.7.12) [-4(1::.z)-2 ,oJ en 
We hebben gekozen de stabiliteitspolynomen 
P2(z) + z 1 2 + '22 a = 2 
P3(z) + z + 1 2 + 1 3 a 6.26 ' (2.7.13) '22 w 
P4(z) = 1 + z 1 2 + '22 + .0780845z3 + .00360845z4 a = 12 ' 
a = 200 , 
waarin a de reele stabiliteitsgrens voorstelt. 
De eerste 3 polynomen zijn tweede orde consistent, terwijl P10 eerste orde 
consistent is. De afbreekfout zal dan O(h3) resp. O(h2 ) zijn. We willen deze 
n n 
fout in orde gelijk maken aan de door de partiele discretisatie geintrodu-
ceerde fout. Partiele discretisatie kan geinterpreteerd worden als het ver-
vangen van een "analytische" rechterlid door een "algebraische" rechterlid 
met een zekere onnauwkeurigheid. In dit voorbeeld is deze onnauwkeurigheid 
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0((6z) 2 ) voor de driepuntsformule (zie (2.7.6)) en 0((6z) 4 ) voor de vijf-
puntsformule (zie (2.7.9)). Past men nu de Taylor-formule toe op het ge-
discretiseerde systeem dan treedt het rechterlid met een factor h in de n 
. . + . 
uitdrukking voor yn+1 op. Dus partiele discretisatie introduceert een fout 
O(h (6z) 2 ) respectievelijk O(h (6z) 4). 
n n 
Aangezien volgens (2.7.12) de sta-
de drie- en vijfpuntsformule respec-biliteitsvoorwaarde (2.6.18) hier voor 
tievelijk wordt, 
(2.7.14) en h < 38(6 )2 n - 16 z 
zijn bovengenoemde fouten van de orde 2 respectievelijk 3 in hn. Hieruit 
concluderen we dat de vijfpuntsformule met partiele discretiseringsfout 
O(h3) k . 2e . . · · n ge ozen moet worden ingeval van orde consistente stabiliteits-
polynomen. Evenzo zien we dat de driepuntsformule in combinatie met eerste 
orde consistente stabiliteitspolynomen gebruikt moet worden. 
In tabel 2.7.2 zijn de relatieve fouten van de oplossing (in de maxi-
mum norm) weergegeven, welke met de polynomen (2.7.13) in het interval 
[0,.3] verkregen werden. Hierbij was de integratiestap gelijk aan de maxi-
male stap die voldeed aan (2.7.14). 
Verder is de "bewerkelijkheid" van de Taylor-formule in de tabel opgenomen 
door middel van de formule 
Nmc bewerkelijkheid = 1006z , 
waarin N het aantal integratiestappen en m de graad van het polynoom voor-
stel t; c neemt de waarden 1 en 2 aan voor de driepunts-respectievelijk 
vijfpuntsformule. 
Tabel 2.7.2 Relatieve fouten en bewerkelijkheid voor 
Taylor-formules toegepast op (2.7.3) 
e: 
rel p2 p3 P4 p10 
1 °100 30 15 11 Bo 
.6 °100 40 20 15 160 
.2 °100 67 33 24 700 
2.7,3 Dif:f'usieproblemen met discontinue beginvoorwaarden 
Het volgende begin-randwaardeprobleem is afkomstig van het F 0 M -
laboratorium: 
2 
CIT = (b-aT)(a T + l CIT) 0 s r s 00 , x ~ o, 
ax ar2 r ar ' 
voor 0 s r s 
(2.7.15) 'l'(r,O) = 
0 voor < r s co 
CIT 0 r = O, x ~ 0 -= voor Cir 
T = 0 voor r = 
""• 
x ~ o. 
Hierin stellen a en b positieve constanten voor (b>1). 
Gevraagd werd de temperatuur T in een rechthoek O s r s r 0 , O s t s t 0 
te berekenen met een nauwkeurigheid van 1% voor een groot aantal waarden 
van a en b (a<<b). 
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In de herleiding van dit probleem tot een "fatsoenlijk" stelsel eerste 
orde gewone differentiaalvergelijkingen zullen de volgende punten aan de 
orde k.::>men: 
(1) Discontinue beginvoorwaarde vervangen door continue begin-
voorwaarde; 
(2) Variabele r vervangen door variabele z zodanig dat het rechterlid 
niet te snel met z varieert; 
(3) Partiele discretisatie, i.h.b. in het punt r = O; 
(4) Reductie van het oneindige stelsel tot een eindig stelsel; 
(5) Het spectrum van de Jacobiaan; 
(6) Het stabiliteitspolynoom. 
(1) De beginvoorwaarden 
Voor numerieke berekeningen is het wenselijk dat de beginfunctie 
T(r,O) continu is. Daarom benaderen we T(r,O) door (zie figuur 2.7.1) 
voor r s 1 - Ar 
(2.7.16) 1 r-1+A r T(r,O) = ~1+cos( 2A r )] voor lr-1 I s Ar • 
0 voor r ~ 1 + Ar 
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1-6r 1+6r 
Figuur 2.7.1 Beginfunctie T(r,O) 
Deze benadering is des te nauwkeuriger naarmate 6r kleiner is. 
(2) Transformatie z = z(r) 
Het rechterlid van· de differentiaalvergelijking zal voor kleine waar-
den van x snel met r varieren, althans in de buurt van r = 1. Dit betekent 
dat bij de partiele discretisatie de roosterpunten op de r-as in de buurt 
van r = 1 dichterbij elkaar gekozen moeten worden dan op enige afstand van 
r = 1, anders ZOU het stelsel differentiaalvergelijkingen Of de partiele 
differentiaalvergelijking te onnauwkeurig benaderen of veel te groot ten 
opzichte van de partiele discretiseringsfout zijn. Een alternatief voor 
zo'n niet-uniform rooster is echter de transformatie van de r-as zodanig 
dat het hiermee getransformeerde rechterlid wel langzaam varieert met de 
nieuwe variabele. Dus als z = z(r), dan moet het rechterlid van de ge-
transformeerde vergelijking 
Clx 
a2T ClT A(z,T) 2 + B(z,T) a;;-
Clz 
ClT 
-= 
A(z,T) 
B(z,T) 
2 (b-aT)(d z + l dz) 
dr2 r dr 
langzaam met z veranderen. De functie z = z(r) zal zich ongeveer moeten 
gedragen zoals aangegeven in f±guur 2.7.2. 
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z 
/lz 
0 r=1 
Figuur 2.7.2 · Transformatie z = z(r) 
Bovendien zullen we ervoor moeten zorgen dat dz/dr en d2z/dr2 aontinu zijn 
in r, anders zouden de f'uncties A en B uit (2.7.17) niet continu zijn. Wan-
neer we zo'n f'unctie construeren,kan vergelijking (2.7.17) op efficiente 
wijze gediscretiseerd worden op een uniform rooster {j6z}j=O 
Voor de f'unctie z = z(r) kiezen we 
r voor r :;; 1 - p 
(2.7.18) z = r £ - (1-p) £=e_ - .!(~-p) sin(r-1+P11) p p 11 p voor lr-11 < P 
r + 2(~-p) + 1 voor r <:: 1 + p 
waarin ~en p nog te kiezen parameters zijn (zie figuur 2.7,3), 
De keuze van p en ~ wordt bepaald door de eis dat het rechterlid van (2.7.17) 
voldoende langzaam met z varieert in bet interval z(1-6r) :;; z:;; z(1+6r); 
we zullen eisen dat voor x = 0 de norm 
z(1+6r) 
v = J 
z ( 1-6r) 
Id [(dz)2 a2T + (d2z + .! dz) <l ]1 2 dz dr az2 dr2 r dr az T dz 
voldoende klein is. Het is eenvoudig na te gaan dat (2.7.19) benaderd kan 
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z 
0 1-p 1+p 
Figuur 2.7,3 De functie (2.7.18) voor p << s 
worden door 
1+tir 3 2 (2.7.19•) v ;;:- I c.£.....1'.. + uJ2 [dz]-2dr ar3 ar2 dr ' 1-lir 
als we in (2. 7. 19) de coefficient 1 /r door 1 vervangen. 
In tabel 2.7,3 zijn een aantal waarden van V/1000 opgenomen voor lir= .1 
Tabel 2.7.3 Waarden van 
-3 v -1 voor lir = 10 
1 O· 
s p=. 1 p=.2 p=.3 p=.4 p=.5 
. 1 377 
.2 73 377 
.3 34 103 377 
.4 21 47 139 377 
.5 14 27 72 170 377 
.6 11 17 44 96 194 
,7 8 12 30 62 118 
.8 7 9 21 43 79 
,9 6 7 16 32 57 
1.0 5 5 13 24 43 
Hieruit. volgt dat de lijnen van gelijke variatie ongeveer lopen langs 
r./p = constant. 
(3) Partiele discretisatie 
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co 2 2 In de roosterpunten {j6z}j=1 vervangen we de operator Aa /az + Ba/az 
door de differentie-operator 
(2.7.20) 
Z -2+Z Z -Z A._+ __ -+ B _+ __ -
J (6z)2 j 26z 
waarin A. en B. de functiewaarden van A en B in z = j6z voorstellen. In bet 
J J 
punt z = 0 is de functie B singulier, maar met bebulp van de linkerrand-
voorwaarde kunnen we scbrijven: 
B(z,T):;1 = (b-aT)(d2z + .! dz)aTI 
z=O dr2 r dr az z=O 
= 
= (b-aT)~;I = (b-aT) 32~1 , 
z=O az z=O 
zodat in z = 0 
A a2T + B aT = 2A a2T = 2A z+ -2+Z - T = z -1 
az2 az az2 o (6z)2 4Ao (:z)2 T • 
Aldus kan (2.7.17) gediscretiseerd worden tot bet stelsel gewone diffe-
rentiaalvergelijkingen: 
waarin y(x) de vector (T(j6z,x))j=O benadert en D de (oneindige) matrix 
1 
(6z) 2 
0 
4A0 
-2A1 
1 A2°"26zB2 
0 
1 A1 ~6zB1 0 
-2A2 
1 A2¥zB2 
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voorstelt. 
(4) Reductie tot een eindig stelsel 
Omdat de beginfunctie nul is voor r ~ 1 +Ar zal de kromme x = x(z), 
die in het (x,z)-vlak het gebied met T > 0 scheidt van het gebied waar 
T = O, een positieve helling hebben, met andere woorden het "warmtefront" 
beweegt zich in de tijd x van links naar rechts. Het is duidelijk dat in 
het gebled T :: 0 niet gerekend hoeft te worden, zodat het aantal relevante 
differentiaalvergelijkingen in het stelsel (2.7.21) eindig is, maar wel 
toeneemt met x. Bij een daadwerkelijke berekening neemt men al die verge-
lijkingen mee waarvoor y.(x) = T(jAz,x) een zekere ondergrens (stel 10-12 ) 
J 
overschrijdt. 
(5) Het spectrum van de Jacobiaan 
Wanneer we de afhankelijkheid van de coefficientfuncties A en B van de 
temperatuur T verwaarlozen, dan geldt voor de Jacobiaan 
J(y) ~ D. 
Aangezien in probleem (2.7.15) steeds a<< b, is deze benadering voor J 
gerechtvaardigd (zie formule (2.7.17)), te meer daar het hier slechts gaat 
om een indruk te krijgen van het spectrum van J voor de keuze van een ge-
schikt stabiliteitspolynoom. 
Stel nu dat Az voldoet aan de voorwaarde 
A. 
(2.7.22) Az ~ 2 mi:x ~, 
J J 
dan heeft D positieve nevendiagonaalelementen, zodat volgens stelling 
1.4.7 de eigenwaarden reeel zijn. Passen we vervolgens stelling 1.4.3 van 
Gerschgorin toe, dan blijken de eigenwaarden van D in het interval 
te liggen. Substitutie van de functie A geeft tenslotte het "veilige" 
eigenwaarde-interval 
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De eigenwaarden van de Jacobiaan J zullen "bijna" in dit interval liggen. 
(6) Het stabiliteitspolynoom 
Omdat de eigenwaarden van de Jacobiaan van het stelsel differentiaal-
vergelijkingen langs de negatieve reele as verwacht moeten worden, is het 
raadzaam een stabiliteitspolynoom met een grote reele stabiliteitsgrens te 
kiezen. Volgens dezelfde redenering als in de voorgaande paragraaf, is 
eerste orde consistentie voldoende; derhalve zoeken we binnen de klasse 
van eerste orde consistente polynomen die polynomen die het langst tussen 
±1 blijven, als het argument van deze polynomen langs de negatieve naar 
-~ loopt. Dit probleem is een bekend minimax-probleem en wordt opgelost 
door de verschoven Chebyshev-polynomen 
(2.7.23) 2 6reeel = 2m • 
De hierbij behorende stabiliteitsvoorwaarde wordt: 
(2.7.24) 
Voor verdere details van de oplossing van probleem (2.7.15) verwijzen 
we naar de betreffende MC-publicatie TN 58/70. 
2.7.4 Impliciete Taylor-methoden, de procedures liniger lvs en 2vs 
Formeel kan een impliciete Taylor-methode gedefinieerd worden door 
formule (2.7.2); R is dan een rationale functie. Wanneer R consistent van 
de orde p is, dan is de gegenereerde methode ook pe orde consistent. 
In de bibliotheek NUMAL is een ALGOL 60-versie van (2.7.2) aanwezig 
voor de specifieke gevallen waarin de stabiliteitsfunctie R gegeven wordt 
door respectievelijk 
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(2.7.25) R(z) 
1+( 1+a1 )z 
1+a1z 
en 
1 2 
(2.7.26) R(z) 
1+(1+a 1 )z+(~a 1 +a2 )z 
1+a1z+a2z 
2 
hierin worden de para.meter a 1 ( en a2 ) bepaald door de relatie(s) 
R(z.) = exp(z.) 
J J zj gegeven. 
Deze relaties noemt men exponentiele aa:npassing van de orde 0: in z. lijkt 
J 
de stabiliteitsfunctie na.melijk wat functiewaarde betre~ op de exponentiele 
functie. Indien ook de eerste afgeleide van de stabiliteitsfunctie met die 
van de exponentiele functie in een punt overeenstemt, dan spreekt men van 
eerste orde exponentiele aanpassing in dat punt, enz. In verband met het 
begrip exponentiele aanpassing merken we op dat de "stabiliteitsfunctie" 
van differentiaalvergelijkingen juist exp(z) is, immers de relatie tussen 
+ + y(xn+1) en y(xn) wordt voor lineaire vergelijkingen van de vorm (2.6.8 1 ) 
gegeven door 
Wat de aanpassingspunten z1 en z2 betreft, in het geval van (2.7.25) moet 
z1 reeel zijn wil men tenminste complex rekenen vermijden en in het geval 
(2.7.26) moeten z1 en z2 6f reeel 6f toegevoegd complex zijn. Overigens 
mag zj vrij gekozen worden, waarbij de keuze z1 = z2 in (2.7.26) geinter-
preteerd moet worden als eerste orde aanpassing in z1 . 
De stabiliteitsfuncties (2.7.25) en (2.7.26) zijn in het algemeen 1e 
en 2e orde consistent. Men kan eenvoudig nagaan dat de keuze z1 = O de orde 
van consistentie met 1 verhoogt; kiest men in (2.7.26) bovendien z2 = 0 dan 
wordt R consistent van de orde 4. 
Het stabiliteitsgebied van (2.7.25) beslaat het gehele linker halfvlak 
(zogenaa.mde A-stabiliteit) zolang z1 in het linker halfvlak ligt. Voor 
(2,7.26) geldt hetzelfde maar z 1 en z2 moeten bovendien niet te dicht bij 
de imaginaire as liggen. 
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De.procedures liniger lvs en 2vs. 
De door (2.7.25) en (2.7.26) gegenereerde impliciete Taylor-formules 
werden voorgesteld door Liniger en Willoughby [1970] en door Dekker geimple-
menteerd voor de SARA-computer ender de namen liniger lvs en liniger 2vs. 
De gebruiksaanwijzingen, overgenomen uit de NUMAL-manual, section 
5.2.1.1.1.2, vindt men aan het eind van deze paragraaf. We zullen hier nog 
enige toelichting geven. 
Van de in de parameterlijst voorkomende parameters is de betekenis van 
x, xe, m, y, aeta, reta en out min of meer analoog aan die genoemd in de 
parameterlijst van modified taylor. 
De parameter sigma, welke alleen in liniger lvs voorkomt, is op een factor 
h~ 1 na gelijk aan de absolute waarde van het aanpassingspunt z1 , dus 
Kiest men voor sigma de absolute waarde van die (negatieve) eigenwaarde van 
de Jacobiaan waarvan de eigenvector een belangrijke rol speelt in de ge-
zochte oplossing, dan zal liniger lvs deze component in het geval van line-
aire differentiaalvergelijkingen exact representeren; voor niet-lineaire 
vergelijkingen hee~ exponentiele aanpassing alleen effect wanneer de ver-
andering van de Jacobiaan klein is ten opzichte van de integratiestap hn. 
Voor sigma = O en sigma + = gaat liniger lvs over in respectievelijk de 
trapezium-regel en de terugwaartse Euler-formule. Deze keuzen worden aan-
bevolen voor niet-stijve respectievelijk stijve differentiaalvergelijkingen 
waarvan men het eigenwaardespectrum niet kent. De parameters sigma 1 en 
sigma 2 uit de parameterlijst van liniger 2vs hangen als volgt met de pun-
ten z1 en z2 samen: 
z1sz2so z1=z2 
sigma 1 lz 1 l/hn I z 1 I /hn 
sigma 2 lz2I -arg(z1) 
Dus door geschikte keuze van sigma 1 en sigma 2 kan men of in twee op de 
negatieve as gelegen punten of in twee toegevoegd complexe punten aanpas-
sing verkrijgen. Ook hier geldt de aanbeveling om in -= en 0 aan te passen 
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voor stijve respectievelijk niet-stijve differentiaalvergelijkingen met on-
bekend spectrum. De parameters derivative en second derivative zijn proce-
dures die respectievelijk de rechterlidfunctie f en zijn afgeleide (naar x) 
g moeten leveren (zie "example of use" van de gebruiksaanwijzing). De para-
meters itmaz, jacobian, en j doen hun intrede omdat in elke integratiestap 
een stelsel, in het algemeen niet-lineaire, vergelijkingen opgelost moet 
+ 
worden om yn+l te verkrijgen. Dit stelsel hee~ de vorm 
waarin 
g(y) = J(y)f(y) • 
a, = 1 + a, in geval van (2.7.25) , 
1 + a 1 in geval van (2.7.26) • 
In navolging van Liniger en Willoughby wordt dit stelsel opgelost met een 
gemodificeerd Newton-Raphoon-proces met beginapproximatie y : 
n 
(2.7.28) 
+(j+1) 
Yn+1 
+(j) 
Yn+1 
(Voor a2 * 0 verschilt dit proces van het ongemodificeerde iteratieproces 
door het feit dat de Jacobiaan van de functie g (2e afgeleide) vervangen 
is door het kwadraat van de Jacobiaan van de functie f (1e afgeleide).) 
Het iteratieproces (2.7.28) is echter zo geimplementeerd dat eerst gepro-
beerd wordt of het proces convergeert met de matrix J(y ) in plaats van J(y~~~). Pas wanneer blijkt dat de convergentie te traa: is worden Jeng 
door middel van de procedures jacobian en second derivative gereevalueerd. 
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Omdat deze evaluaties in het algemeen nogal duur zijn vergeleken bij rech-
terlidevaluaties kan hiermee veel rekentijd uitgespaard worden. Het voert 
te ver om de criteria volgens welke dit gebeurt en de strategie om het ite-
ratieproces te stoppen hier uiteen te zetten (zie Dekker [1974]). In elk 
geval zal het proces echter nooit meer dan itma:x: iteraties uitvoeren. 
Dit afbreken van het iteratieproces roept de vraag op wat er van het stabi-
liteitsgedrag van de impliciete formule overblij~, met andere woorden: wat 
is de st.abili tei tsfunctie van schema ( 2. 7. 28) 1 Om di t te beantwoorden pas-
s en we (2.7.28) toe op de testvergelijking, dat wil zeggen een homogene, 
lineaire differentiaalvergelijking met Jacobiaan J. We vinden 
voor j 
+(j+1) 
Yn+1 
0,1, ••• , m-1. Hieruit volgt dat waar we ook afbreken, steeds wordt 
dezelfde stabiliteitsfunctie verkregen en deze is identiek met die van de 
impliciete formule. Dit is een direct gevolg van het feit dat het (gemodi-
ficeerde) Newton-Raphoon-process lineaire stelsels in een iteratieslag 
oplost (bij Jacobi-iteratie is dit niet het geval!). 
Tenslotte verwijzen we voor de parameters hmin, hma:x: en info naar de nu 
volgende gebruiksaanwijzingen van de procedures Liniger lvs en 2vs. 
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INSTITUTE! MATHEMATICAL CENTRE, 
BRIEF DESCRIPTION1 
LINIGERIVS SOLVES INITIAL VALUE PROBLEMS , GIVEN AS AN AUTONOMOUS SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS , BY MEANS OF AN 
IHPLICIT,FIRST ORDER ACCURATE, EXPONENTIALLY FITTED ONESTEP METHOD, AUTOMATIC STEPSIZE CONTROL IS PROVIDED, 
IN PARTICULAR THIS METHOD IS SUITABLE FOR THE INTEGRATION OF STIFF DIFFERENTIAL EQUATIONS, 
l<EVWORDS I 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEMS, 
STIFF EQUATIONS, 
EXPONENTIAL FITTING, 
IMPLICIT ONESTEP METHODS, 
CALLING SEQUENCE! 
THE HEADING OF THE PROCEDURE LINIGERlVS READS! 
ttPROCEDURE" LINIGER1VS CX,XE,M,V,SIGMA,DER!VATIVE,J,JACOBIAN, 
ITMAX,HMIN,HMAX,AETA,RETA,INFO,OUTPUTJ1 
"VALUE" MJ 
11 INTEGER" M,ITMAX1 
11 REAL 11 x,xE,SIGMA,HMIN,HMAX,AETA,RETA1 
11 ARR~Y 11 V,J,INFOJ 
11 PROCEDURE 11 DER!VAT!VE,JAtOBIAN,OUTPUT1 
THE MEANING OF THE FORMAL PARAMETERS IS1 
X1 <VARIABLE>1 
THE INDEPENDENT VARIABLE X1 
E~TRV1 THE INITIAL VALUE X01 
EXIT 1 THE FINAL VALUE XE1 
XE1 <ARITHMETIC EXPRESSION>1 
THE FINAL VALUE OF X CXE>:X)I 
M1 <ARITHMETIC EXPRESSION>J 
THE NUMBER OF EQUATIONS1 
Yr <ARRAY IDENTIFIER>1 
"ARRAY" Y 11 &Ml I 
THE DEPENDENT VARlABLE1 
ENTRV1 THE INITIAL VALUES OF THE SYSTEM OF DIFFERENTIAL EQUATIONS! Y[ll AT X=X01 
E~IT 1 THE FINAL VALUES OF THE SOLUTIONg YC!l AT X:XEJ 
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SIGMA! <ARITHMETIC EXPRESSION>1 
THE MODULUS OF THE POINT AT WHICH EXPONENTIAL FITTING IS 
OESIREO, FOR EXAMPLE THE LARGEST NEGATIVE EIGENVALUE OF THE 
JACOBIAN OF THE SYSTEM OF DIFFERENTIAL EQUATIONS1 
OERIVATIVE1 <PROCEDURE IDENTIFIER>1 
THE HEADING OF THIS PROCEDURE READS! 
"PROCEDURE" DERIVATIVE(Y)J "ARRAY" YI 
THIS PROCEDURE SHOULD DELIVER THE RIGHT HAND SIDE OF THE 
I•TH DIFFERENTIAL EQUATION AT THE POINT (Y) AS YCil I 
J1 <ARRAY IDENTIFIER>r 
H/IRRAY" J [111>1, 11Ml' 
THE JACOBIAN MATRIX OF THE SYSTEMJ 
THE ARRAY J SHOULD BE UPDATED IN THE PROCEDURE JACOBIANr 
JACOBIAN1 <PROCEDURE IDENTIFIER>1 
THE HEADING OF THIS PROCEDURE READS1 
"PROCEDURE" JACDBIANCJ,Y)I "ARRAY" J 1 YJ 
IN THIS PROCEDURE CAN APPROXIMATION OF) THE JACOBIAN HAS TO 
BE ASSIGNED TO THE ARRAY Jr 
ITMAX1 <ARITHMETIC EXPRESSION>1 
AN UPPERBOUNO FOR THE NUMBER OF ITERATIONS IN NEWTON•S 
PROCESS, USED TO SOLVE THE IMPLICIT EQUATIONS1 
HMIN1 <ARITHMETIC EXPRESSION>r 
MINIMAL STEPSIZE ev WHICH THE INTEGRATION IS PERFORMED• 
HMAX1 <ARITHMETIC EXPRESSION>J 
MAXI~AL STEPSlZE BY WHICH THE INTEGRATION IS PERFORMEDJ 
AETA1 <ARITHMETIC EXPRESSION>J 
REQUIRED ABSOLUTE PRECISION IN THE INTEGRATION PROCESS1 
RETA! <ARITHMETIC EXPRESSION>1 
REQUIRED RELATIVE PRECISION IN THE INTEGRATION PROCESSJ 
IF BOTH 4ETA AND RETA HAVE NEGATIVE VALUES , INTEGRATION 
WILL BE PERFORMED WITH A STEPSIZE EQUAL TO HMAX 1 WHICH MAV 
BE VARIATED BY USER I IN THIS CASE THE ABSOLUTE VALUES OF 
AETA ANO RETA WILL CONTROL THE NEWTON ITERATION1 
INFOl <ARRAY IDENTIFIER>1 
"ARRAY" INFO !119l J 
DURING INTEGRATION AND UPON EXIT THIS ARRAY CONTAINS THE 
FOLLOWING INFORMATION1 
INFOtt! a NUMBER OF INTEGRATION STEPS TAKEN1 
INFOC2l 1 NUMBER OF DERIVATIVE EVALUATIONS USED1 
INFOC3l1 ~UMBER OF JACOBIAN EVALUATIONS USEOJ 
INF014l1 ~UMBER OF INTEGRATION STEPS EQUAL TO HMIN TAKEN I 
INFOtSl 1 NUMBER OF INTEGRATION STEPS EQUAL TO HMAX TAKEN I 
INFOt~l 1 MAXIM4L NUMBER OF ITERATIONS TAKEN IN THE NEWTON 
PROCESS1 
INFO C7l 1 LOCAL ERROR TOLERANCEJ 
INFO IBl 1 ESTIMATED L.OCAL ERRORp 
INFOt9lt MAXIMUM VALUE OF THE ESTIMATED LOCAL ERRORJ 
OUTPUT! <PROCEDURE IDENTIFIER>r 
THE HEADING OF THIS PROCEDURE REAOS1 
•PROCEDUREP CUTPUTJ 
THIS PROCEDURE IS CALLED AT THE END OF EACH INTEGRATION 
STEP 1 THE USER CAN ASK FOR OUTPUT OF THE PARAMETERS , FOR 
EXAMPLE x, Y, INFO, 
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DATA AND RESULTS1 SEE EXAMPLE OF USE, AND REFl2l 1 
PROCEDURES USEDt 
lNIVECa: CP3!010 1 
MULVEC• CP31020, 
MULROW• CP31021 1 
DUPVEC• CP31030, 
MATVEC• CP3"011, 
ELMVEC• CP3Q020 1 
VECVEC= CP3Q010, 
DEC II CP34300, 
SOL • CP3Q051, 
REQUIRED CENTRAL MEMORY! 
EXECUTION FIELD LENGTH1 CIRCA 20 + M * (S+M), 
RUNNING TIME1 DEPENDS STRONGLY ON THE DIFFERENTIAL EQUATION TO SOLVE, 
METHOD ANO PERFORMANCE! 
LINIGERtVS1 INTEGRATES THE SYSTEM OF DIFFERENTIAL EQUATIONS FROM XO 
UNTIL XE, BY MEANS OF A FIRST ORDER FORMULA. 
THE INTEGRATION METHOD IS BASED ON TME FC1) FORMULA DESCRIBtD BY 
LINIGER ANO WILLOUGHBY (SEE REFl11), ERROR ESTIMATES ANO A STEPSIZE STRATEGY FOR THIS METHOD ARE DESCRIBED IN 12l 1 AND A VARIABLE STEP 
METHOD IS CONSTRUCTED FOR THE CONVENIENCE OF THE USER, HOWEVER, THE 
STEPSIZE STRATEGY REQUIRES MANY EXTRA ARRAY OPERATIONS, THE USER 
MAY AVOID THIS EXTRA ~ORK BY GIVING AETA ANO RETA A NEGATIVE VALUE 
AND PRESCRIBING A STEPSIZE (HMAX) HIMSELF, 
RfFERENCES1 
!11, W,LINIGER ANO R,A,WILLOUGHBY, 
EFFICIENT INTEGRATION METHODS FOR STIFF SYSTEMS OF ORDINARY 
DIFFERENTIAL EQUATIONS, 
SIA~ J, NUM, ANAL 1 7 (1970) PAGE Q7 0 
C2l , K, DF.Kl<ER, 
ERROR ESTIMATES AND STEPSIZE STRATEGIES FOR THE ~!NIGER• 
WIL~OUGHBY FORMULAE, (TO APPEAR IN 197Q) 1 
EXAMPL.E OF USEI 
CONSIOER THE SYSTEM OF DIFFERENTIAL. EGUATIONS1 
DVEll /DX :s •V!1l + V!1l * V [2J + ,99 * VC21 
OVC2l/DX :s •1000 * C •VE1l + VC1l * VC21 + VC2l 
WITH THE INITIAL. CONDITIONS AT X • 01 
VC11•1 AND V[2l :s 0 1 
THE SOL.UTION AT X :s SO IS APPROXIMATEL.Vt 
VE1l • , 71:15 878 320 2487 AND V C2l • 1 413 710 353 57&8, 
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THE FOL.L.OWING PROGRAM SHOWS INTEGRATION Of' THIS PROBL.EM WITH 
VARIABL.E AND CONSTANT STEPSIZESI 
"BEGIN" "COMMENT" TEST L.INIGER1vs, 
"PROCEDURE" L.INIGER1VSCX1XE,M,v,s1GM4,F,J,JACOBIAN1 
ITMAX1HMIN,HMAX1AETA1RETA,INF010UTPUT)p 
"CODE" 3001 
"INTEGER• ITMAXJ 
"REAL." X,SIGMA,RETA 1 TIME1 
•REAL." •ARRAY• v [182! ,J [112, 112] I INFO !1191, 
"PROCEDURE" FCA)I "ARRAY" A1 
"BEGIN" "REAL.• A1 1 A21 Al l•A [ll 1 A21•A t2l 1 
A [1J Pl(A1+ 0 99)t(A2•1)+ 1 991 
At2l 1•1000•CC1+A1)•(1•A2)•1)1 
11 END"I 
"PROCEDURE" JACOBlANCJ,Y)J •ARRAY" J 1 Y1 
"BEGIN" Jt1dll•Vt2h11 Jt1,2l1• 1 99+Vt1!J 
Jli!11l1•1000•t1•Yt21>1 Jl2,2]1h100011rC1+Yt1l>1 
SIGMAl•ABSCJt2,2l+Jl1,1l•SQRTCCJ!2,2l•J[1,1ll••2+ 
lhJ!2,1J•J[1,2l ))/21 
"END" JACOBIAN1 
•PROCEDURE" our, 
"IF« X•SO "THEN" 
OUTPUTCo11"C"&C3ZDB),2BD"•ZD,2C2B+,3DBlD),•3ZD 301/•) 11 , 
INFO f1l, INFO C2l, INFO !31, INFO [41, INFO [51 1 INFO [f>j, INFO C9l 1 vtl], 
Y 121,CL.OCK•Tlf-IE) I 
"FOR" RETA1••-2,•.q,•.& •oo• 
"BEGIN" Xl•V CZJ 11101 V !111•11 TIMElsCL.OCKJ 
L.INIGER1vscx,so,2,v,sIGMA,F,J,JACOBIAN,10,.1.so,RETA, 
RETA, INFO, OUT) I 
"END"J OUTPUTC&1 1 "C"// 11 )"ll 
"FOR• RETAl••"•2r•"•41•"•& •oo• 
"BEGIN" Xa•V t2J 1•01 V Ill Pill I TIME1•CL.OCK1 
LINIGER1vscx,so,2,v,sxGMA,F,J,JACOBI4N,10,.1,1,RETA, 
RETA1!NFO,OUT)1 
"END"J 
"END" 
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AUTHOR1 K,DEKKER, 
INSTITUTE! MATHEMATICAL CENTRE, 
RECEIVED! 730901, 
BRIEF DESCRIPTION& 
LINIGER2VS SOLVES INITIAL VALUE PROBLEMS , GIVEN AS AN AUTONOMOUS 
SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS , BY MEANS OF AN 
IMPLICIT EXPONENTIALLY FITTED ONESTEP METHOD, 
AUTOMATIC STEPSIZE CONTROL IS PROVIDED 1 IN PARTICULAR THIS METHOD IS SUITABLE FOR THE INTEGRATION OF STIFF 
DIFFERENTIAL EQUATIONS, 
KEYWORDS I 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEMS, 
STIFF EQUATIONS, 
EXPONENTIAL FITTING, 
IMPLICIT O~ESTEP METHODS. 
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CALLING SEQUENCE1 
THE HEADING OF THE PROCEDURE LINIGER2VS READSI 
0 PROCEDURE" LINIGERZVS (X1XE,H,Y,SIGMAl,SIGMAZ1DERlVATIVE,SECOND 
OERIVATIVE,J,JACOBIAN,ITMAX,HMIN,HMAX,AETA 1 RETA 1 INFO,OUTPUT)J 
"VALUE" MJ 
"INTEGER" MrITMAXJ 
"REAL" X,XE,SIGMA1rSIGMA2rHMIN,HMAX 1 AETA 1 RETAJ 
"ARRAY" Y,J,INF01 
0 PROCEDURE" DERIVATIVE,SECOND OERIVATIVE,JACOBIAN,OUTPUTr 
THE MEANING OF THE FORMAL PARAMETERS IS1 
X1 cVARIABLE>r 
THE INDEPENDENT VARIABLE X1 
ENTRY1 THE INITIAL VALUE XOJ 
EXIT I THE FINAL VALUE XE1 
XE1 <ARITHMETIC EXPRESSION>1 
THE FINAL VALUE OF X CXE>•X)J 
Ms <ARITHMETIC EXPRESSION>J 
THE NUMBER OF EQUATIONSJ 
Y1 <ARRAY IDENTIPIER>r 
"ARRAY" Yll1MJ1 
THE DEPENDENT VARIABLE1 
ENTRY1 THE INITIAL VALUES OF TH! SYSTEM OF DIFFERENTIAL 
EQUATIONS1 YIIJ AT XwXOJ 
EXIT I THE FINAL VALUES OF THE SOLUTION1 YIIJ AT X•XEi 
SIGMAll CARITHMETIC EXPRESSION>J 
THE MODULUS OF THE POINT AT WHICH !XPONENTIAL FITTING IS 
DESIR!Dp THIS POINT MAY BE COMPLEX OR REAL AND NEGATIVEp 
SIGMAZI cARITHMETIC EXPRESSION>r 
SIGMAZ MAY DEFINE THREE DIFFERENT TYPES OF EXPONENTIAL 
FlTTING1 FITTING IN TWO COMPLEX CONJUGATED POINTS , FITTING 
IN TWO REAL NEGATIVE POINTS 1 OR FITTING IN ONE POINT 
COMBINED WITH THIRD ORDER ACCURACYr 
IF THIRD ORDER ACCURACY IS DESIRED 1 SIGMAZ SHOULD HAVE THE 
VALUE Or 
IF FITTING IN A SECOND NEGATIVE POINT IS DESIRED , SIGMA2 
SHOULD BE THE VALUE OF THE MODULUS OF THIS POINTr 
IF FITTING IN TWO COMPLEX CONJUGATED POINTS rs DESIRED, 
THEN SIGMA SHOULD BE MINUS THE VALUE OF THE ARGUMENT OF THE 
PQI~T IN THE SECOND QUADRANT (THUS A VALUE BETWEEN • PI ANO 
• PI/2)J 
DERIVATI~EI cPROCEDURE IOENTIFIER>1 
THE HEADING OF THIS PROCEDURE READS1 
"PROCEDURE" DERIVATIVE(Y)I "ARRAY" YJ 
THIS PROCEDURE SHOULD DELIVER TH! RIGHT H~ND SIDE OF THE 
I•TH DIFFERENTIA~ EQUATION AT TH! POINT (Y) AS YtIJ, 
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SECOND DERIVATIVE! <PROCF.DURE IDENTIFIER>J 
T~E HEADING OF THIS PROCEDURE READSg 
"PROCEDURE" SECOND OERIVATIVE(Y 1 YACC)I 
•VALUE" YACCJ •ARRAY" Y,YACC1 
THIS PROCEDURE SHOULD DELIVER THE SECOND DERIVATIVES OF THE FU 1~CTIOit1S Y CII AT THE POINT ('() U Y CIJ I IN THIS PROCEDURE THE FIRST DERIVATIVES, GIVEN IN ARRAY YACC, MAY BE USED BUT 
~OT MODlf;'IED1 
J1 <ARRAY IDENTIFIER>1 
'1 A~RAY" J [11M, 1 IMl I 
THE JACOBIAN MATRIX OF THE SYSTEMJ 
THE ARRAY J SHOULO BE UPDATED IN THE PROCEDURE JACOBIAN7 J~COBIAN1 <PROCEDURE IDENTIFIER>1 
THE HEADING OF THIS PROCEDURE REAOS1 
"P~DCEOURE" JACOBIANCJ,Y)J "ARRAY" J1Y1 IN THIS PRJCEDURE CAN APPROXIMATION OF) THE JACOBIAN HAS TO 8E ASSIGNEO TO THE ARRAY J1 
ITMAX1 <ARITHMETIC EXPRESSION>J 
AN UPPERSOUNO FOR THE NUMBER OF ITERATIONS IN NEWTONtS PROCESS, USED TO SOLVE THE IMPLICIT EQUAT!ONS1 
HMIN1 <ARITHMETIC EXPRESSION>1 
~INIMAL STEPSIZE BY WHICH THE INTEGRATION IS PERFORMED• HMAX1 <ARITHMETIC EXPRESSION>J 
~AXIMAL STEPSIZE BY WHICH THE INTEGRATION IS PERFORMEDI AETA1 <ARITHMETIC EXPRESSION>J 
RE~UIRED ~BSOLUTE PRECISION IN THE INTEGRATION PAOCESSJ RETA1 <ARITHMET~C EXPRESSION>1 
qEQUIREO RELATIVE PRECISION IN THE INTEGRATION PROCF.SS, IF BOTH AETA AND RETA HAVE NEGATIVE VALUES , INTEGRATION ~ILL BE PERFO~MED WITH A STEPSIZE EQUAL TO HMAX , WHICH MAV 
SE VARIATED BV USER r IN THIS CASE THE ABSOLUTE VALUES OF AETA ANO RETA WILL CONTROL THE NEWTON ITERATION1 INF01 <ARRAY IOENTIFIER>1 
"ARRAY" INF0!1110l 1 JURING INTEGRATION ANO UPON EXIT THIS ARRAY CONTAINS THE 
FOLLO~ING INFORMATION1 
INFO C1l 1 NUMBER OF INTEGRATION STEPS TAl<ENJ 
INF0!2l1 NUMBER OF DERIVATIVE EVAL.UATIONS USED1 1NFOC3l 1 NUMBER OF JACOBIAN EVALUATIONS ·USED1 INFOt~l 1 NUMBER OF INTEGRATION STEPS EQUAL TO HMIN TAKEN I INF0[5J 1 NUMBER OF INTEGRATION STEPS EQUAL TO HMAX TAl<EN p INFO[ol 1 MAXIMAL NUMBER OF ITERATIONS TAKEN IN THE NEWTON 
PROCESSJ 
INFO C7l I LOCAL ERROR TOL.ERANCE1 
INf;'0[8J 1 ESTIMATED LOCAL ERRORJ 
INF0191t MAXIMUM VALUE OF THE ESTIMATED LOCAL. ERROR1 INf;'O[lOl 1NUMBER OF SECOND DERIVATIVE EVALUATIONS USEDr OUTPUT1 <PROCEDU~E IOENTIFIER>s 
THE HEADING OF THIS PROCEDURE READS1 
"PROCEDURE" OUTPUTJ 
THIS PROCEDURE IS CALLED AT THE END OF EACH INTEGRATION STEP 1 T~E USER CAN ASK FOR OUTPUT OF THE PARAMETERS 1 FOR ~XAMPL.E ~, V1 INFO, 
PROCEDURES USE01 
INlVEC• CP310tO, 
MULVEC• CP31020, 
MULROWa CP31021 1 
DUPVEC• CP31030 1 
MATVEC• CP34011, 
ELMVECa CP34020, 
VECVEC• CPl4010, 
DEC • CP34300, 
SOL • CP34051a 
A~QUIREO CENTRAL MEMORY! 
EXECUTION FIELD LENGTH! CIRCA 30 + M * (6+M), 
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RUNNING TIME1 DEPENDS STRONGLY ON THE DIFFERENTIAL EQUATION TO S0LVE 1 
M~THOO AND PERFORMANCE! 
LINIGER2VSI INTEGRATES THE SYSTEM OF DIFFERENTIAL EQUATIONS FROM XO UNTIL XE , BY MEANS OF A SECOND ORDER CIF SIGMA2•0 EVEN 
THIRD ORDER) FORMULA, 
THE INTEGRATION METHOD IS BASED ON THE F(2) AND FC3) FORMULA DESCRIBED ~y LINIGER AND WILLOUGHBY (BEE REF[ll> , ERROR ESTIMATES AND A STEPSIZE STRATEGY FOR THESE METHODS ARE DESCRIBED IN 12Jr AND A VARIABLE STEP METHOD IS CONSTRUCTED FOR THE CONVENIENCE OF THE USER , HOWEVER , THE STEPSIZE STRATEGY REQUIRES MANY EXTRA ARRAY OPERATIONS, THE USER MAY AVOID THIS EXTRA WORK· BY GIVING AETA AND RET• A NEGATIVE VALUE, AND PRESCRIBING A STEPSlZE CHMAX) HIMSELF, 
A!FERENCESI 
(1J, W,LINIGER AND R1 A1 WILLOUGHBY 0 EFFIC!ENT INTEGRATION METHODS FOR STIFF SYSTEMS OF ORDINARY DIFFERENTIAL EQUATIONS, 
SIAM J, NUM, ANAL, 7 (1q70l PAGE Q7, 
[2l, K,DEKKER, 
ERROR ESTIMAT~S AND STEPSIZE STRATEGIES FOR THE LINIGER~ WILLOUGHBY FORMULAE, (TO APPEAR !N 1q7Q) 1 
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IXAMPl.E OF USE! 
CONSIDER THE SYSTEM OF DIFFERENTIAL EQUATIONS1 
OY t1l /OX II •vtll • y [1] * vt2l + ·'' * vt2J 
DYt2J/DX. •1000 * ( •Ytll + YUI * Y[2] + Yt21 
WITH THE INITIAi. CONDITIONS AT X 111 01 
Y t1 I • 1 AND Yl2l • 0, 
THE SOLUTION AT X • 50 IS APPROXIMATEl.Y1 
Yt1J • ,7&~ 878 320 2487 AND Yt2J II 433 710 353 57&8, 
THE FOLLOWING PROGRAM SHO~S INTEGRATION OF THIS PR08LEM WITH 
VARIABl.E ANO CONSTANT STEPSIZESI 
•t!GIN" "COMMENT" TEST 1.INIGER21 
"PROCEDURE" 1.INIGER2VSCXrXE,M1Y1SIGMA1rSIGMA21F1G1J1JACOBlAN1 
lTMAX,HMIN,HHAX,AETA1RETA1INFO,OUTPUT)t 
"CODE" 3001 
"INTEGER" ITMAXJ 
"REAi." X,SIGMA,R€TA,TIME1 
"REAi." "ARRAY" Y '1121,Jt112 1 l121, INFO t119J I 
"PROCEDURE" FCA>'r "ARRAY" A1 
"BEGIN" "REAL• A1,A2s All•AtlJJ A2a•At2J1 
A tlJ lll(A1+.99)*(A2•1H 1 99J 
A t21 la1000•C Cl+Al )*Cl•A2)•1 >P 
"END"J 
"PROCEDUR'E" JACOUAN(J1YJJ "ARRAY" J,Y1 
"BEGIN" Jtl,tl s•YE2l•U Jtt,21111 1 99+Yt1J 1 
J 12,tl l•lOOO*O•Y t21)' J t2,2J 1a.1ooo*O+Y tll), 
SIGMAl•ABS(Jt2 1 2l+Jl111l•SQRTCCJt2r2l•JC1,ll)•*2+ 
4•J t2, 11 •J t1 ,21 > >llr 
"END" JACOBUN1 
"PROCEDURE" G(V,YACC>J "ARRAY" Y, YACCJ 
"BEGIN" "REAL" v1,Y21 v111Ytll1 Y21•Yt2J1 
Y tll t•CV2•1 J•YACC Ill +(Y1+ 1 9')*YACC l2J I 
Y C2I 1•1000*( (l•Y2)•YACC tll •C1+Y1>*YACC tzJ) 
"END"J 
"PROCEDURE" our, 
"IF" X•SO "THEN" 
OUTPUTC&lr"C"7C3ZD8),2B0 11 •ZD12C28+,3DB3DJ,•3ZD,3D,/n)"r 
INFOt11,INFOt2J 1 INFOCJJ,INFOClOlrINFOC4J,INFOt5JrlNFOt&J,INFOt9J, 
YtlJ,Y[2J,Cl.0CK•TIME)1 
"FOR" RETAl•"•2,"•4r"•& "DO" 
"BEGIN" Xl•Y t2J l:iiOs y tlJ ••11 TIMEl•Cl.OCl<r 
l.%NIGER2vscx,50,2,v,SIGMA,o,F,G,J,JACOBIAN,10,.1,so,RETA, 
RETA, INFO,OUT) r 
"END"' OUTPUTC&11"C"l/")")1 
"FOR" RETAl••"•2r•"•41•"•& "DO" 
"BEGIN" X1•Yt2l1•0r Yt11••1r TIME1•Cl.OC1<1 
LINIGER2VS(x,so,2,V,SIGMA,o,F,G,J,JACOBlAN,10,.1,1,RETA, 
RETA, INFO,OUT) I 
"END" J 
•&ND" 
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Opgaven2.7.1 
(1) Toon aan dat (2.7.26) 4e orde consistent wordt als z 1 = z2 = 0 
gesteld wordt. 
(2) Aan welke voorwaarden moeten de para.meters a1 en a2 in (2.7.26) 
voldoen opdat R A-stabiel is. 
(3) Bewijs dat een pe orde consistente stabiliteitsfunctie een pe orde 
exponentiele aanpassing heeft in z = 0. 
2.7.5 Eerste en tweede orde Runge-Kuttaformules 
In paragraaf 2.2 hebben we laten zien dat de algemene expliciete m-
1 ( ) . . . punts Runge-Kuttaformule ~ m-1 para.meters bevat. Identificatie van het 
stabiliteitspolynoom van zo'n formule met een gegeven eerste of tweede orde 
consistent polynoom (de Runge-Kuttaformule is dan ook eerste of tweede orde 
consistent) geeft aanleiding tot m relaties zodat verwacht mag worden dat 
er vele eerste en tweede orde formules bestaan. We zullen hiervan gebruik 
maken door uit te gaan van formules met bepe:l'kt geheugengebruik, na.melijk 
formules van de vorm 
(2.7.28) 
+(O) 
Yn+1 
+(j) 
Yn+1 
+ + +(j-1) 
= Yn + A. · 1h f(y +1 ) J ,J- n · n 
+ - +(m) 
Yn+1 - Yn+1 
Toepassing op de modelvergelijking 
+ 
£l. = Jy 
dx 
geeft het stabiliteitspolynoom 
j = 1 ,2, •.. ,m , 
1 +A 1z(1+A 1 ~z(1+A 2 3(1+ ••• m,m- m- ,m-c m- ,m-
Identificatie met een gegeven polynoom 
(2.7.29) R(z) = 1 + B + B 2 + + B zm 1z 2z .. • m 
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leidt· tot relaties tussen de Runge-Kuttaparameters A .. 1 en de coeffi-J ,J-
cienten van de gegeven functie R, namelijk 
(2.7.30) _ 8m+1-j A. . 1 - 0 J ,J- " . m-J 
waarin 130 = 1. 
j = 1', 2, .•. ,m , 
Indien 13 1 = 1 dan is (2.7.29) le orde consistent en daarmee (2.7.28). 
We zullen deze formules gestabiliseerde Euler-forrrrules noemen. Is bovendien 
82 = ~ dan is (2.7.29) en dus (2.7.28) 2e orde consistent. De corresponde-
rende formules noemen we gestabiliseerde Runge-forrrrules. 
Voorbeeld 2.7.1 
Enkele gestabiliseerde Euler-formules warden gegenereerd door de pa-
rametermatrices 
G 
0 } R(z) 1 + z 1 2 8reeel 8 = + sz 0 
0 0 :\ 1 0 + 4 2 4 3 27 R(z) 1 + z 8reeel 18 4 ~ + 729z 0 27 :) 0 0 
0 0 0 0 
1 0 0 0 64 
0 1 0 0 R(z) 1 + z 5 2 1 3 1 4 = +~ + 128z + 8192z 20 
0 0 .2.._ 0 32 8reeel = 32 
0 0 0 0 
c :) R(z) 1 + z + 2 8imag z 
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Voorbeeld 2.7.2 
Voorbeelden van gestabiliseerde Runge-formules zijn 
0 0 0 
1 0 0 1 2 1 3 8 R(z) 1 + z + 2'2 +w 15reeel = 6.26 
0 1 0 2 
0 0 
0 0 0 
1 0 0 1 2 1 3 2 R(z) 1 + z + 2'2 + i? 15imag = 2 • 1 0 2 0 
0 0 
2.7.6 Derde orde Runge-Kuttaformules 
Wanneer we voor formule (2.7.28) de voorwaarden voor derde orde consis-
tentie, gegeven door tabel 2.4.2, uitwerken dan vinden we de relaties 
:\ = 1, :\ 
m,m-1 m-1 ,m-2 
1 1 
- :\ = -, 2' m-2,m-3 3 
,.2 
m-2,m-3 
1 
3 
Dit betekent dat formule (2.7.28) niet derde orde consistent kan zijn. 
Daarom introduceren we een nieuwe parameter in de genererende matrix. In 
het bijzonder beschouwen we matrices van de vorm 
0 
"1,0 0 
"2 0 
' 
"2 1 
' (2.7.31) 
"2,0 0 
0 
"3,2 
0 
0 
A 
m,m-1 
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Deze vorm is gekozen omdat het corresponderende Runge-Kuttaschema geheu-
genbesparend is; het kan namelijk geschreven worden als: 
-+ -+(m) 
Yn+1 = Yn+1 
j = 2,3, ••• ,m, 
Volgens de formules (2.4.9) kunnen we de parameters A2 , 0 , Am-2 ,m_3, 
Am-1,m_2 en Am,m-1 in de parameters a1, a2 , a3 en a3, 1 uitdrukken; we vin-
den dan 
(2.7.32) 
A 
m,m-1 
B2 
Am-1,m-2 =-A-- - A2,0 
m,m-1 
B2 
2 
= B3, 1 
B3 A2,0 
A = -( 1+ A . ) - A2 ,O m-2,m-3 · B 2 m-1 ,m-2 
1 1 1 . t Kiezen we vervolgens voor a1, a2 , a3 en a3, 1 de waard; 1, 2 , 6 en 3 ui 
tabel 2.4.2, of nog iets algemener de waarden 1 + O(h ), -21 + O(h2), n n i + O(hn) en t + O(hn) volgens de overwegingen uit paragraaf 2.4.4, dan 
definieren (2.7.31) en (2.7.32) een derde orde consiatente Runge-Kuttafor-
muZe met stabiliteitsfunctie 
2.7.7 De procedure ark 
Een ALGOL 60-versie van de formules (2.7.28) en (2.7.31) waarin Reen 
vriJ te kiezen polynoom is, kan men vinden in de bibliotheek NUMAL; deze 
formules zijn geimplementeerd onder de naam ark (Adaptive Runge Kutta) en 
gedocumenteerd in section 5.2.1.1.1.1. van de bijbehorende manual. De ge-
bruiksaanwijzingen zijn aan het eind van deze paragraaf opgenomen. De pa-
rameters zijn vrijwel analoog aan die van modified tayZor met uitzondering 
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van de parameter derivative waarmee nu uitsluitend de rechterlidfunctie 
(eerste afgeleide van y), en geen hogere afgeleiden, gegeven wordt. De 
organisatie van de parameterlijst is echter anders: zo worden de parame-
ters i, sigma, tawnin, aeta, reta, k en rho nu gegeven door data [1] en 
data [4] tot en met data [9], terwijl het array data uit modified taylor 
nu correspondeert met de array-elementen data [1] tot en met data [3] en 
data [11] tot en met data [10 +data [1]]. De parameters alfa, norm en 
eta komen niet meer in ark voor; de groeiparameter alfa is in de proce-
dure zelf gelijk aan 2 gemaakt, waar vectornormen in de procedure nodig 
zijn wordt altijd de Euclidische norm gekozen en eta kan de gebruiker zelf 
laten uitrekenen volgens de in paragraaf 2.7.1 gegeven formule. 
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AUTHOR; P.A, BEENTJES, 
JNSTITUTE1 MATHEMATICAL CENTRE, 
RECEIVED• TQ0510. 
IRJEF D!SCRIPTIONa 
ARK SOLVES AN INITIAL VALUE PROBLEM, GIVEN AS A SYSTEM OF FIRST . ORDER CNON•LINEAR) DIFFERENTIAL EQUATIONS BY MEANS OF A STABILIZED RUNGE KUTTA METHOD WITH LIMITED STORAGE REQUIREMENTS, 
K~YWORDS1 
DIFFERENTIAL EQUATIONS, INITIAL VALUE PROBLEM, EXPLICIT ONE•STEP METHOD, STABILIZED RUNGE KUTTA METHOD, 
CALLING SEQUENCE1 
TH! HEADtNG OF THE PROCEDURE READS1 
"PROCEDURE• ARK CT 1 TE, MO, M, U, DERIVATIVE, DATA, OUT)J 
"INTEGER" MO, Mf "REAL" T, TEJ "ARRAY" U, DATAJ ~PROCEDURE" DERIVATIVE, our, 
THE MEANING OF THE FORMAL PARAMETERS IS1 T1 cVARIABLE>J 
THE INDEPENDENT VARIABLE T1 CAN BE USED IN DERIVATIVEJ ENTRV1 THE INITIAL VALUE Tor EXIT 1 THE FINAL VALUE TEJ TE1 cARITHMETIC EXPRESSION>r THE FINAL VALUE DF T (TE >• T)J MO,MI cARITHMETIC EXPRESSION>1 INDICES DF THE FIRST AND LAST EQUATION OF THE SVSTEMr U1 CARRA~ IDENTIFIER>1 qARRAY" UIMO I MJr !NTRV1 THE INITIAL VALUES OF THE SOLUTION OF THE SYSTEM OF DIFFERENTIAL EQUATIONS AT T c T01 EXIT 1 THE VALUES OF THE SOLUTION AT T • TEJ DERlVATIVE1 cPROCEDURE IDENTIFIER>r THE HEADING OF THIS PROCEDURE READS1 
"PROCEDURE" DERIVATIVE(T, VJ1 "REAL" T1 "ARRAY" VJ THIS PROCEDURE PERFORMS AN EVALUATION OF THE RIGHT HAND SIDE O~ THE SYSTEM WITH DEPENDENT VARIABLES VIMO I MJ ANO tNDEPENDENT VARIABLE Tr UPON COMPLETION OF DERIVATIVE, T~E RIGHT HAND SIDE SHOULD BE OVERWRITTEN ON VtMO 1 MlJ 
DATA1 <ARRAY IOENTIFIER>i 
''ARRAY" DATA [1 I 10 + DATA Cll l 1 
tN ARRAY DATA ONE SHOULD GIVE! 
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l)AfA Cl] 1 THE "JUMBER OF EVALUATIONS OF H(U, T) PER INTEGRATION STEPCDATA Cil >a DATA C2l) I OATA[2l 1 THE ORDER OF ACCURACY OF THE METHOD CDATA[2l<•3)J l)ATA[3]1 STABIL.ITY BOUND(S!:E REFERENCE t3l)I l)ATAC411 THE SPECTRAL. RADIUS OF THE JACOBIAN MATRIX WITH RESPECT To THOSE EIGENVALUES, WHICH ARE LOCATED IN THE NON•POSITIVE HALF PLANEp OATA!SI 1 THE MINIMAL. STEPSIZEI 
DATA C&l I THE ABSOl.UTE TOl.ERANCE1 
i)AfA [711 TME REI.HIVE TOl.ERANCEJ 
IF BOTH DATAC&! AND DATA[7! ARE NEGATIVE, THE INTEGRATION IS PERFORMED WITH A CONSTANT STEP DATA CS! 1 
DATA [SI 1 DATA Cal SHOUt.D BE 0 IF ARK IS CAI.I.ED FOR A FIRST TIME1 FOR CONTINUED INTEGRATION CE,G, FROM TE TO TE .. NEW) DATA t8l SHOUl.D NOT BE CHANGED I DATACUJ, "'' DAUtlO + DATAC1ll1 POl.YNOMUI. COEFFICIENTS (SEE REFERENCE C3l) I 
AFTER EACH STEP THE FOi.i.OWING BY•PRODUCTS ARE DEl.IVEREDI DATA Cal 1 TME NUMBER OF INTEGRATION STEPS PERFORMED I DATAC911 AN ESTIMATION OF THE 1.0CAI. ERROR I.AST MADEJ ~ATA CtOl 1 INFORMATIVE MESSAGES I 
DATAC10l II oa NO DIFFICUl.TIESJ 
DATAC10l 11 11 MINIMAi. STEPLENGTH EXCEEDS THE STEPl.ENGTH PRESCRIBED BY STABILITY THEORY, I,E, DATA 15l > DATA C3l I DATA [Ill J (TERMINATION OF ARKls 
DECREASE MINIMAL STEPl.ENGTH1 IF NECESSARY, DATAtil 1 I 111 11(1)7, CAN Bf UPDATEDCAFTER EACH STEP] BY MEANS OF PROCEDURE our, DUT1 <PROCEDURE IDENTIFIER>r 
THE HEADING OF THIS PROCEDURE READS1 
"PROCEDURE" OUTJ 
AFTER EACH INTEGRATION STEP PERFORMED INFORMATION CAN BE OBTAINED OR UPDATED BY THIS PROCEDURE, E,G, THE VALUES OF T, UIMO 1 Ml AND DATACIJ, I 111 11(1)10 0 
DATA AND RESUl.TS1 
FOR THE INDICES MO AND M THE FOi.i.OWING REMARKS CAN BE MADE1 WHEN THE METHOD OF LINES IS APPLIED TO HYPERBOLIC DIFFERENTIAi. EQUATIONS THE NUMBER OF REl.EVANT ORDINARY DIFFERENTIAi. EQUATIONS DECREASES DURING THE INTEGR4TION PROCESS1 IN PROCEDURE ARK THIS MAY BE REAl.IZED BV INTEGERS MO AND M, WHICH ARE DEFINED AS FUNCTIONS OF THE NUMBER OF RIGHT MAND SIDE EVALUATIONS, 
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PROCEDURES USED! 
INlVEC a CP310101 
MULVEC a CP31020r 
DUPVEC a CP310301 
VECVEC a CP340101 
ELMVEC a CP340201 
DECSOL a CP34301 1 
REQUIRED CENTRAL MEMORYa 
EXECUTIO~ FIELD LENGTH1 CIRCA 75 + 2 * CM • M0) 1 
RUNNING TIME1 DEPENDS STRONGLY ON THE PROBLEM TO BE SOLVED, 
LANGUAGE• ALGOLoo, 
M~THOD AND PERFORMANCE! 
ARK IS AN IMPLEMENTATION OF LOW ORDER STABILIZED RUNGE KUTTA 
METHODS (SEE REFERENCE t1J)J 
AUTOMATIC STEPSIZE CONTROL JS PROVIDED BUT STEP.REJECTION HAS BEEN 
EXCLUDED lN ORDER TO SAVE STORAGE1 
BECAUSE OF ITS LIMITED STORAGE REQUIREMENTS AND ADAP,TIVE STABILITY 
FACILITIES THE METHOD IS WELL SUITED FOR THE SOLUTION OF INITIAL 
BOUNDARY VALUE PROBLEMS FOR PARTIAL DIFFERENTIAL EQUATIONSJ 
NUMERICAL RESULTS, OBTAINED WITH A SLIGHTLY DIFFERENT 
IMPLEMENTATION CAN BE FOUND IN REFERENCE t2J, 
REFERENCES I 
ttl, P,JST~~~L~~:DH~~~~~ 1 KUTTA METHOD WITH LIMITED 
STORAGE REQUIREMENTS, 
MATH, CENTR, REPORT TW 124/Tlr 
121, P,A, BEENTJES, 
AN ALGOL oO VERSION OF STABILIZED RUNGE KUTTA 
METHODS COUTCH>, 
MATH, CENTR, REPORT NR 231721 
t3J, P,J, VAN DER HOUWEN, J, KOK, 
NUMERICAL SOLUTION OF A MINIMAX PROBLEM, 
MATH, CENTA, REPORT TW 123/Tlr 
!XAMPl.E OF USEI 
THE VAl.UES OF 
1, Y(1) AND Y(2) OF THE INITIAi. VAl.UE PROBl.EM 
DY I DX • Y • 2 * X I Y, Y(O) • 1 
ANO 
2, UC,&, 0) OF THE CAUCHY PROBLEM CSEE REFERENCE t2J)I 
OU I ~T • ,5 * DU I DX, UCO, X) 11 EXP(•X * X) 
MAY BE 09TAlNED BY THE FOLLOWING PROGRAM! 
"llGIN" "INTEGER" MO, M, I1 "REAi." T, TE, DAT1 
"ARRAY" Yt1 I 111 Ut•150 I 150lr OATAC1 I 1'1l1 
"PROCEDURE" ARK 
CT, TE, ~O, M, u, DERIVATIVE, DATA, OUT)p "CODE" 330&11 
"PROCEDURE" DERl(T, V)1 "REAi." T1 "ARR•Y" Vp 
Vtlllll Vt1l '"2 *TI VtlJp 
"PROCEDURE" DER2CTr \l)r •REAL" T1 "ARRAY" \11 
"BEGIN" •INTEGER" J1 •RE•I." v1, v2, \IJp 
\121• \I EMO! I M01• ·MO + 11 Ml• M • l J \1Jp1 \I !MOl 1 
"FOR" JI• MO "STEP" 1 "UNTii." M 11 00" 
"BEGI~" \111• V21 V21• VJ1 VJ1• VCJ + 111 
V t J l I• 25 0 * (VJ • V 1) I J 
"END" 
"END" DEF121 
•PROCEOUFIE" OUT11 
"IF" T 1 TE "THEN" 
"BEGIN" •IF" T • 1 ttTH!N" OUTPUT(&l, "C"li "(" PROBl.EM 1")" 1 11 1 
"C" X NUMBER OF INTEGRATION STEPS YCCDMPUTEO) YCEXACT)")", 
//")"), 
ouTPUTC&1, "C"ZD, 13zo,12a,2c•JZD,7D),"C"••w")", /•)•, 
T, DHAC8J, Yell, SQRTC2 • T + 1>>P 
TE111 2 
"END" OUT11 
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"PROCEDURE" OUT21 
"IF" T • ,& "THEN" 
OUTPUTC&1, "C"ll 1 "C" PROBLEM 2")", 111 
"C" NUMBER OF DERIVATIVE CALLS"l"1 
"(" U(,&, O)COMPUTEO uc.&, O)EXACT")", 11, 13ZD, 401 2c .. 1oz.7D), •c• ... •)""l", DATAl!l "'DATAtBJ, utoi, EXP(•,OCl))J 
Iu 11 
•FOR" DAT1111 31 J, 11 11 "•3 1 •.&, "•& 1 O, 01 01 11 0 5, 1 I & •DO• 
"BEGIN" DATA CII 1111 OAT1 11111 I + 1 "END"B 
Tu 01 Yell IS 11 TEu 11 
ARK(T, TE, 1, 1, Y1 DER!, DAU, OUTi)I 
I 1111 1 7 
"FOR• DAT1• 4, 31 SQRT(8), 500 I 31 DATACJI I DATAt4l 1 •11 •1 1 Or O, o, 11 ,S, 1 I &1 1 I 24 "D0 11 
"BEGIN" DAHCil 1• DU1 Iu I + 1 "!ND"I 
M01• •1501 M1111 1501 Tp11 01 UtOJ 1111 11 
"FOR• I1111 l "STEP• l "UNTIL" M •oo• 
UtI! 111 Ul•Il I• EXPC•(,OOJ * I) ** 2)1 
ARK(T 1 ,&, MO, M1 U, DER2 1 DATA, OUT2) 
"~ND" 
THIS PROGRAM DELIVERS1 
PROBLEM 
X NUMBER OF INTEGRATION STEPS Y(COMPUTEO) YCEXACT) 
~1'101.11.EM 2 
1.1nos3s 
2 0 23EI0928 
NUMBER OF DERIVATIVE CALl.S uc.&, O)COMPUTEO 
144 ,9139]20 
1. 7320508 ••• 
2.2:stiouo ••• 
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2.7.8 ·Een diff'ucieprobleem met "opscbuivende" randvoorwaarden 
In paragraaf 1.2.4, voorbeeld 1.2.3 bebben we een diff'usieprobleem met 
semengesmolten begin- en randvoorwaarden bescbouwd en door middel van par-
tiele discretisatie berleid tot een stelsel gewone differentiaalvergelij-
kingen waarvan bet aantal toeneemt wanneer x toeneemt (zie formule (1.2.13)). 
Dit betekent dat de dimensie van de differentieoplossing in xn+1 (de vec-
tor Yn+l) (/l'Ote1' kan zijn dan de dimensie van de differentieoplossing in 
x (de vector y ). Het is duidelijk dat een integratieformule y +1 = E (y ), n n n n n 
zoals gedefinieerd in de voorgaande paragrafen, niet zonder meer toegepast 
kan worden; aan de randen zullen aanvullende differentieformules gedefi-
nieerd moeten worden. We zullen dit illustreren voor bet geval waarin stel-
sel (1.2.13) er in elke integratiestap links en recbts een differentiaal-
vergelijking bij krijgt (zie figuur 2.7.4). 
x 
x=b(z) 
-r---~·-i---,---,---T-
: : : I : 
I 1 1 I 
I I 
• t t ' I t t I 
-1- ---:- ---:----1- --
' I I I I 
I I 
I 
I 
Figuur 2.7.4 Opscbuivende randvoorwaarden 
z 
+ . Stel dat de vector yn' waarvan de componenten een benadering voor 
y(xn) in de punten j 1 ~z, ••• ,j 2~z voorstellen, berekend is. Toepassing van 
een Runge-Kuttaoperator En op yn levert de j 1e tot en met j 2e component van 
Yn+1• De (j 1-1)e en (j2+1)e compon~nt van Yn+1 moeten op andere wijze ver-
kregen worden. Stel dat En eerste orde nauwkeurig is, dan zijn de volgende 
additionele formules bruikbaar 
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(rcYn+1)) j -1 
1 
(yn+1)j +1 = g(b((j 2+1)8z,(j 2+1)8z)) + (xn+1-b((j 2+1)8z)) 
2 
• (f(yn+1)) j +1 
2 
hierin stelt f(y) het door (2.1.13) gedefinieerde rechterlid voor. 
Merk op dat deze formules impliciet zijn in respectievelijk (yn+1)j _1 en 
(yn+l)j +l' maar omdat deze componenten lineair voorkomen zijn ze dtrect te 
2 
berekenen. 
2.7.9 Gegeneraliseerde Runge-Kuttaformules van eerste en tweede orde 
In paragraaf 2.4.3. zijn de consistentievoorwaarden afgeleid voor de 
algemene 2-puntsformule. Het is mogelijk om 2e orde consistentie te ver-
krijgen voor de deelklasse der 1-puntsformules, dus formules van de vorm 
(vergelijk (2.4.11) met G1:o) 
(2.7.33) y = y + h e0 (h J(y ))f(y ) n+1 n n n n n 
Volgens stelling 2.6.2 is (2.7.33) respectievelijk 1e en 2e orde consistent 
wanneer de stabiliteitsfunctie 
geidentificeerd wordt met een gegeven functie R die respectievelijk 1e en 
2e orde consistent is, .dat wil zeggen wanneer we 41 0 definieren volgens de 
relatie 
(2.7.34) e ( ) = R( z )-1 0 z - z • 
Formule (2.7.33) gaat dan over in 
( 2 • 7 • 33 I ) -+ -+ + J-l (-+y ) • [R(h J(y ) )-I]f(y-+ ) • Yn+1 = yn n n n n 
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Wanneer R een polynoom is dan kan deze formule gesimuleerd worden met 
bebulp van de procedure modified tayZor. Daartoe wijzige men de definitie 
van de parameter de~vative in de parameterlijst van modified tayZor als 
volgt: 
DERIVATIVE <PROCEDURE IDENTIFIER>; 
THE HEADING OF THIS PROCEDURE READS: 
PROCEDURE DERIVATIVE (I,A); INTEGER I; ARRAY A; 
WHEN THIS PROCEDURE IS CALLED, ARRAY A CONTAINS THE 
COMPONENTS OF IF I = 2 THEN THE RIGHT HAND SIDE IF 
I > 2 THEN THE RIGHT HAND SIDE MULTIPLIED BY THE 
(I-2)-ND POWER OF THE JACOBIAN MATRIX OF THE RIGHT 
HAND SIDE; 
UPON COMPLETION OF DERIVATIVE ARRAY A SHOULD CONTAIN 
THE COMPONENTS OF IF I = 1 THEN THE RIGHT HAND SIDE 
. ELSE THE RIGHT HAND SIDE MULTIPLIED BY THE (I-1 )-ST 
POWER OF THE JACOBIAN MATRIX; 
Verder moet de voorwaarde gesteld worden dat bet te integreren stelsel 
autonoom is. Indien bieraan voldaan is voert modified tayZor de volgende 
algorithme uit: 
waarin de coefficienten a. de coefficienten van bet voorgeschreven stabi-
J 
liteitspolynoom R zijn. We kunnen (2.7.35) nu scbrijven als 
+ + -1 + + + 2 + m + + Y +1 = Y +J (y )Ea1b J(y )+a2(b J(y )) + •.• +a (h J(y )) Jr(y) , n n n n n n n mm n n 
betgeen identiek is met de gegeneraliseerde 1-puntsformule (2.7.33 1 ). 
Opgaven 2.7 
zijn. 
(1) Toon aan dat formule (2.7.33•) maximaal 2e orde consistent kan 
(2) Toon aan dat formule (2.7.33 1 ) 1e orde consistent blij~ als J(y) 
n 
vervangen wordt door een willekeurige niet-singuliere matrix en R een wil-
lekeurige 1e orde consistente stabiliteitsfunctie is. 
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2.7.10 Gegeneraliseerde Runge-Kuttaformu1es van derde orde, de procedures 
efel'k en efsil'k 
Voor derde orde consistentie zijn minstens twee functie-evaluaties per 
integratiestap nodig; beschouw de twee-puntsformule 
(2.7.36) -+ = -+Y + h e0(h J(y ) )r(-+y ) + Yn+l n n n n n 
-+ -r-+ -+ -r-+ 
+ h 01 (h J(y ) )r(y +h A(h J(y ) )r(y ) ) n n n nn n n n 
met de stabiliteitsfunctie 
Door deze functie te identificeren met een gegeven functie R'kan de coeffi-
cientfunctie e0 uitgedrukt worden in R, 0 1 en A: 
(2.7.37) 0 (z) = R(z)-l - 0 (z) - z0 (z)A(z) • 0 z 1 1 
Wanneer R consistent van de orde 3 is, dan volgt uit deze relatie 
t 0 = 1 - 01 , 0 1 = 1 - 01 0 l 0" = 1 - 0" - z(01l)' • 0 2 1- 1' 0 3 1 
Vervolgens substitueren deze uitdrukkingen voor de parameters 00 , 00 en 00 
in de consistentievoorwaarden uit tabel 2.4.4 met p ~ 3. Het is eenvoudig 
na te gaan dat aan alle consistentievoorwaarden voldaan is behalve de vier-
de relatie: 
(2.7.38) 
Dus de relaties (2.7.37) en (2.7.38) maken formule (2.7.36) derde orde 
consistent mits R ook derde orde consistent is. 
Van de vele formules gedefinieerd door (2.7.36)-(2.7.38) is de deel-
klasse gedefinieerd door de relatie 
(2.7.39) 
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van bijzondere interesse. Men kan na.melijk bewijzen (zie van der Houwen 
[1975]) dat deze deelklasse van formules niet alle betekenis verliezen wan-
neer de Jacobiaan J(y ) onnauwkeurig bepaald wordt maar nog altijd 2e orde n 
consistent blijft hoe slecht de benadering van J(y ) ook is. 
n 
Uit (2.7,38) en (2.7.39) vinden we 
A.=£ 
3 
Het is eenvoudig te verifieren dat de coefficientfuncties 
(2.7.40) A(z) = .!±_ R(z)-1-z 
3 2 
z 
aan alle voorwaarden voldoen zodat we uiteindelijk afgeleid hebben de 
formule 
( 2. 7. 40' ) 
Deze formule is 2e orde consistent als R 2e orde consistent is en 3e orde 
consistent als R dat ook is en J* = J(y ). 
n 
De procedure efei'k 
In de NUMAL-bibliotheek is onder de naa.m eferk de algorithme (2.7.40) 
aanwezig met stabiliteitsfunctie 
(2.7.41) ( 1 2 1 3 R z) = 1 + z + 2 z + 6 z + 
(z2-z 1)(F(z2 )+F(z 1))-(z2+z 1)(F(z2 )-F(z 1)) 4 
+ z + 2(z2-z1) 
waarin 
F(z) = 
z 1 2 1 3 
e -1-z? -~ 
4 
z 
Deze stabiliteitsfunctie heeft de eigenschap dat 
R( z.) 
]_ 
exp(z.) 
J 
j 1 '2; 
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met andere woorden R is exponentieel gefit in de punten z1 en z2 • 
We zullen het stabiliteitsgebied van dit polynoom afleiden voor grote 
waarden van lz 11 en lz2 J. Uit de definitie van F(z) volgt direct dat 
1 F(z) ~ - 6z als Re z + - oo , 
zodat 
(2.7.42) 
Het stabiliteitsgebied in de buurt van de oorsprong zal dus ongeveer gelijk 
zijn aan dat van het polynoom (zie tabel 2.7.1) 
1 + z + 1 z2 + 1 z3 2 6 
In de buurt van z1 en z2 moet R(z) echter ook nog stabiliteitsgebieden heb-
ben omdat R(z.) ~ O als Re z. + - oo. Blijkbaar is R(z) te schrijven in de 
J J 
vorm 
z -z z -z 
R(z) ~ (1+z+bz.2.J.z3)(_1_)(_2_) , 
2 b- z 1 z2 
zodat in de omgeving van zj 
(2. 7. 42') R(z) als Re z1 + - oo , Re z2 + - oo • 
Indien z 1 * z2 dan volgt hieruit dat de stabiliteitsgebieden in de omgeving 
van z1 en z2 respectievelijk gegeven worden door 
(2.7.43a) 
en 
(2.7.43b) 
Indien z 1 + z2 vinden we het stabiliteitsgebied 
(2.7.44) lz 1-zJ < W,r · 
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Schrijven we tenslotte z1 = hnol en z2 = hno2 , waarin o1 en o2 de eigen-
waarden zijn van de eigenvectoren die men goed wil representeren, dan ver-
krijgen we de stabiliteitsvoorwaarden: 
en 
h 
n 
1 
~ 
voor z1 * z2 respectievelijk z1 + z2 • 
Hieronder volgen de gebruiksaanwijzingen van de procedure efePk; deze 
zijn overgenomen uit de NUMAL-manual, section 5.2.1.1.1.2. De parameterlijst 
is nagenoeg gelijk aan die van de linigeP-procedures. 
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JNSTITUTEI MATHEMATICAL CENTRE, 
RECElVEDs 1913/07131, 
BRIEF DESCRlPTIONa 
EFERK SOLVES INITIAL VALUE PROBLEMS 1 GIVEN AS AN AUTONOMOUS SYSTEM 
OF FIRST OROER DIFFERENTIAL EQUATIONS, BY MEANS OF AN EXPONENTIALLY 
FITTED, EXPLICIT RUNGE KUTTA METHOD OF THIRD ORDER, WHXCH INVOLVES 
THE USE OF THE JACOBIAN MATRIX, AUTOMATIC STEP CONTROL IS PROV%DED 1 IN PARTICULAR THIS METHOD IS SUITABLE FOR THE INTEGRATION OF STIFF 
DIFFERENTIAL EQUATIONS, 
K~VWORDS1 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEMS, 
STIFF EQUATIONS, 
EXPONENTIAL FITTING, 
EXPLICIT RUNGE KUTTA METHODS, 
CALLING SEQUENCE! 
THE HEADING OF THE PROCEDURE EFERK READS! 
"PROCEDURE• EFERK(X,XE,M,Y,SIGMA,PHI,DERIVATIVE,J,JACOBIAN, 
K,L,AUT,AETA,RETA1HMIN 1 HMAX 1 LINEAR,OUTPUT)1 
"VALUE" LI 
"INTEGER• M,K,L1 
"REAL" X,XE 1 SIGMA,PHI,AETA,RETA 1 HMIN,HMAXJ 
"ARRAY" Y1 J1 
"BOOLEAN• AUT 1 LINEAR1 
•PROCEDURE" DERIVATIVE,JACOBIAN,OUTPUT1 
THE MEANING OF THE FORMAL PARAMETERS IS1 
Xi <VARIABLE> I 
THE INDEPENDENT VARIABLE Xg 
CAN BE USED IN DERIVATIVE, JACOBIAN, OUTPUT, ETC 0 1 
ENTRV1 THE INITIAL VALUE XOJ 
EXIT 1 THE FINAL VALUE XE1 
XEI <ARITHMETIC EXPRESSlON>1 
THE FINAL VALUE OF X CXE>•X)I 
Ma <ARITHMETIC EXPRESSION>1 
THE NUMBER OF EQUATIONS! 
V1 <ARRAY IDENTlFIER>1 
"REAL• "ARRAY" V!11M!1 
THE DEPENDENT VARIABLE1 
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ENTRY1 THE INITIAL VALUES OF THE SYSTEM OF DIFFERENTIAL 
EQUATIONS• Y!lJ AT xaxo1 
EXIT 1 THE FINAL VALUES OF THE SOLUTIDN1 Vtl! AT XaXEp 
SIGMA1 <ARITHMETIC EXPRESSION>1 
THE MODULUS OF THE POINT AT WHICH EXPONENTIAL FITTING IS 
DESIRED, FOR EXAMPLE THE LARGEST NEGATIVE EIGENVALUE OF THE 
JACOBIAN MATRIX OF THE SYSTEM OF DIFFERENTIAL EQUATIONS, 
PHI! cARITHMETIC EXPRESSXON>i 
THE ARGUMENT OF THE COMPLEX POINT AT WHICH EXPONENTIAL 
FITTING IS DE8%RED1 
DERIVATIVE1 <PROCEDURE lDENTlFXER>1 
THE HEADING OF THIS PROCEDURE READS& 
•PROCEDURE" DERlVATIVECV)J "ARRAY" V1 
THIS PROCEDURE SHOULD DELIVER THE RIGHT HANO SIDE OF THE 
I~TH DIFFERENTIAL EQUATION AT THE POINT (Y) AS V!Il I 
Ji cARRAY IDENTIFIER>1 
"REAL• "ARRAY" J[11M,11Ml, 
THE JACOBIAN MATRIX OF THE SYSTEM, 
THE ARRAY J SHOULD BE UPDATED IN THE PROCEDURE JACDBIANJ 
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JACOBIAN! CPROCEDURE IDENTIFIER>1 
THE HEADING OF THtS PROCEDURE READS1 
"PROCEDURE" JACOBIAN(J,Y)I "ARRAY" J1YJ 
IN THIS PROCEDURE THE JACOBIAN AT THE POINT (V) HAS TO BE ASSIGNED TO THE ARRAY JJ 
K1 <VARIABLE>; 
COUNTS THE NUMBER OF INTEGRATION STEPS TAKEN1 
FOR EXAMPLE, MAY BE USED IN THE EXPRESSION FOR XEJ Li <ARITHMETIC EXPRESSION>J 
ENTRY! 
IF PHI a Q•ARCTAN(1)1 THE ORDER OF THE EXPONENTIAL FITTING, ELSE TWICE THE ORDER OF THE EXPONENTIAL FITTINGr AUT1 <BOOLEAN EXPRESSION>I 
IF THE SYSTEM HAS BEEN WRITTEN IN AUTONOMOUS FORM BY ADDING THE EQUATION DYCMl/OX • 1 TO THE SYSTEM , THEN AUT MAY HAVE THE VALUE "FALSE"1 ELSE AUT SHOULD HAVE THE VALUE "TRUE"s AETAI <ARITHMETIC EXPRESSION>r 
REQUIRED ABSOLUTE PRECISION IN THE INTEGRATION PROCESSJ 
AETA HAS TO BE POSITIVE1 
RETAi <ARITHMETIC EXPRESSION>J 
REQUIRED RELATIVE PRECISION IN THE INTEGRATION PROCESS1 RETA HAS TO BE POSITIVEp 
HMIN1 <ARITHMETlC EXPRESSXON>r 
THE STEPLENGTH CHOSEN WlLL BE AT LEAST EQUAL TO HMIN1 HMAXI <ARITHMETIC EXPRESS%0N>p 
THE STEPLENGTH CHOSEN WILL BE AT MOST EQUAL TO HMAXJ LINEARI <AR1THMET~C !XPRESSION>J 
THE PROCEDURE JACOBIAN IS CALL!D ONbY IF LINEAR•"FAbSE" OR K•OJ SO IF THE SYSTEM IS ~!NEAR , LINEAR MAY HAVE THE VALUE 
"TRUE"r 
OUTPUT1 <PROCEDURE IDENTIFIER>r 
THE HEADING OF THlS PROCEDURE READS1 
"PROCEDURE" OUTPUTr 
THIS PROCEDURE IS CALLED AT THE END OF EACH INTEGRATION STEP 7 THE USER CAN ASK FOR OUTPUT OF SOME PARAMETERS , FOR EXAMPbE X, K, Y, 
DATA AND RESULTS1 SEE EXAMPLE OF USE, AND REFtQl, 
PROCEDURES USED1 
VECVEC• CP34010 1 
MATVECa CP34011 1 
DEC • CP3Q300 1 SOL a CP34051, 
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REQUIRED CENTRAi. MEMORY! 
. EXECUTION FIELD 1.ENGTHI CIRCA 30 + 4 * M + I. * (5+1.) 1 
R~NNING TIME1 DEPENDS STRONGLY ON THE DIFFERENTIAi. EQUATION TO SOI.VE, 
1.ANGUAGEI Al.GOI. &0 1 
M~THOD AND PERFORMANCE! 
THE PROCEDURE EFERK IS AN EXPONENTIAi.LY FITTED, SEMI•EXP1.IC1T RUNGE 
l<UTH METHOD OF TH I RD ORDER C SEE REF t 1l ANO l3l ) , THE ALGORITHM 
USES FOR EACH STEP TWO FUNCTION EVALUATIONS AND IF 1.lNEAR • "FAl.SE" 
ONE EVALUATION OF THE JACOBIAN MATRIX,THE STEPSIZ! IS DETERMINED BY 
AN ESTIMATION OF THE LOCAi. TRUNCATION ERROR BASED ON THE RESIDUAi. 
FUNCTION (SEE REF[3]) 0 INTEGRATION STEPS ARE NOT REJECTED, 
R!FE:RENCESI 
Ill 1 P,J,VAN DER HOUWEN, 
ONE.STEP METHODS WITH ADAPTIVE STABILITY FUNCTIONS FOR THE 
INTEGRATION OF DIFFERENTIAi. EQUATIONS, 
LECTURES NOTES OF THE CONFERENCE ON NUM!RISCHE, INSBESONDERE 
APPROXIMAlIONSTHEORETISCHE BEHANDl.UNG VON FUNl<TIONAL• 
GLEICHUNGEN, 
OBERWOl.FACH, DECEMBER, 3 •12 1 lq72 0 
lil, T,J,DEKKER, P,W,HEMKER AND P,J,VAN DER HOUWEN, 
CDl.1.0QUIUM STIFF DIFFERENTIAi. EQUATIONS 1 (DUTCH), 
MC SYl.1.ABUS 1s.1, c1q12) MATHEMATICAi. CENTRE, 
t3l, P,A,BEENTJES, K0 DEKKER, H,C,HEMKER, S,P 0 N,VAN KAMPEN 
AND G,M,Wll.LEMS, 
COLl.OSUIUM STIFF DIFFERENTIAL EQUATIONS 2 COUTCH), 
MC SYl.l.ABUS 1s.2, c1q73) MATHEMATICAi. CENTRE, 
141 1 CTO APPEAR) 0 
COLl.OQUIUM STIFF DIFFERENTIAL EQUATIONS 3 (DUTCH), 
MC SYLLABUS 15 9 3, (1973) MATHEMATICAL CENTRE, 
EXAMPLE OF USEa 
CONSIDER THE SYSTEM OF DIFFERENTIA~ EQUATIONS! 
Dvt1l /DX II •vtll + y 11l • y t2l + ,q9 * y C2l 
DY 12J /DX 11 '"1000 * C •vt1l + Yell * vt2J + Y t2l 
WITH THE INITIAL CONDITIONS AT X • 01 
Ylll 11 1 AND vt2l 111 01 CSEE REFC2l1 PAGE 11>, 
THE SOLUTlON AT X a 50 IS APPROXIMATEl.Ya 
y Ill II , 7&5 878 320 487 ANO y [21 • ·"3l 110 353 57&8, 
THE FOi.i.OWING PROGRAM SHOWS SOME DIFFERENT CALLS OF THE PROCEDURE 
EFERK,AND ILLUSTRATES THE ACCURACIES WHICH MAY BE OBTAINED BY THEMt 
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"BEGIN" 
•PROCEDURE" EFERK(X,XE,M,Y,SIGMA,PHI,DERIVATIVE,J,JACOBIAN, K,L,AUT1AETA,RETA,HMIN,HMAX 1 LINEAR,OUTPUT), 
"CODE" 331201 
•INTEGER• K1 PASSES,PASJACJ 
"REAL" X1 SIGMA,PHI1TXME,TOL1 
"REAi." "ARRAY" YC112l1JCl12,l12l1 
"PROCEDURE• DERCYll "ARRAY• VJ 
"BEGIN" "REAL" V1, 1'21 V1 llllV tll I Y21=1Yl2l I 
V Cl! P•(Yl+,99)•(1'2•1l+,99J 
VC2J 1•1000•CC1+V1)•(1 .. V2)"1) I 
PASSESaaPASSES+1 
"END"1 
"PROCEDURE" JACOBIANCJ,V)J "ARRAY" J,Vp 
•BEGIN• J[t,ll PIVCi!h11 Jt1,2J 111,99+YC1l 1 
J t2dJ 11111000•(1 .. VC2l) I J 12,2l lh1000• Cl +YCll l 1 SIGMA1•ABSCJ!2,2l+JC1 1 1l•SQRT((Jt2121•Jt1,1ll•*2+ 
4'1rJ 12, 11 •J t1 ,2l) lli!I 
PASJAC1sPASJAC+1 
"END• JACOBIANI 
"PROCEDURE" our, 
"IF" X•SO "THEN" 
OUTPUTco1,•c•3(•5ZD),2(4B+.JDB3DB3D),•5ZD,JD,/•)•,K,PASSES, PASJAC,V 11] ,V [i!J ,C:LOCK•TIME) I 
OUTPUTC&l,"C""C" THIS 1.INE AND THE FOLLOWING TEXT IS ">" 
"("PRINTED BV THIS PROGRAM"l 11 1//, 
"(" THE RESULTS WITH EFERK •FIRST ORDER FIT• ARE1"l" 1 /, 
"(" I( OER.E\I, JAc.Ev. vtll YC2l")" 
"C" TIME 11 )•,1•)•)1 
PHI1•4•ARCTAN(1)P 
"FORn TOL1•l,"•1 1 "•2,"•3 "00" . 
"BEGIN 11 PASSES1:11PASJACn101 Xpi1V C2l 11101 V t1l 111t 1 TlME1111CLOCKp EFERK(X,so,2,V,S!GMA,PHX,DER,J,JACOBIAN,K,1,nrRuE"1TOL, 
TOL1 11 •0150,"FALSE 0 ,0UT)J 
"END"I 
"ENO"J 
THIS LINE ANO THE FOLLOWING TEXT IS PRINTED BY THIS PROGRAM1 
THE 
K 
93 
105 
1.47 
l&b 
RESULTS WITH EFERK •FIRST ORDER 
OER,EV, JAC,EV 0 Vl1l 
16& 93 +,7&5 683 211 210 105 +,7b5 878 445 
294 147 +,7&5 878 317 532 2&b +,7&5 878 320 
FIT .. ARES 
vm 
+,42!1 752 781 
+,433 5&9 5&1 
+,433 708 489 
+,433 710 229 
TIME 
1.170 
1,29& 
1,834 
3,297 
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De procedure efsirk 
Naast de e::r:pliaiete formule gegenereerd door het polynoom (2.7.41) is 
ook een semi-impliaiete formule in NUMAL aanwezig: de procedure efsirk. 
Evenals eferk is deze algorithme van de vorm (2.7.40) maar nu met een 
rationale stabiliteitsfunctie en wel de functie van Liniger en Willoughby 
gedefinieerd door (2.7.26) en (2.7.27) met z1 = z2 • De procedure efsirk 
hee~ dus dezelfde (lokale) stabiliteitseigenschappen als liniger 2vs voor 
het gevai z1 = z2 , maar is in het algemeen veel "goedkoper" per integra-
tiestap (vergelijk tabel 2.7.3). Anderzijds hebben experimenten uitgewezen 
(zie Beentjes en Dekker [1974]) dat liniger 2vs betrouwbaarder is voor 
sterk niet-lineaire problemen. Voor zwak niet-lineaire problemen is efsirk 
te verkiezen boven liniger 2vs te meer ook daar incidentele evaluatie van 
de Jacobiaan toegestaan is. 
We besluiten de discussie van gegeneraliseerde derde orde formules 
met de gebruiksaanwijzingen van efsirk. De parameterlijst bevat geen nieuwe 
grootheden zodat met een reproductie van de documentatie uit de NUMAL-
manual, section 5.2.1.1.1.2 volstaan wordt. 
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RECEIVED! 730529 1 
IRJEF DfSCRIPTION1 
EFSIRK so~VES AN INITIAL VALUE PROBLEM, GIVEN AS AN AUTONOMOUS 
. SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS DY/DX • F(Y), BY MEANS OF AN EXPONENTIALLY FITTED, SEMl•IMPLICIT RUNGE•KUTTA METHODp IN PARTICU~AR THIS PROCEDURE IS SUITABLE FOR THE 
INTEGRATION OF STIFF EQUATIONS, 
Kf;VWORDSI 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEM, 
AUTONOMOUS SYSTEM, 
STIFF EQUATIONS, 
SEMI•IMPLICIT RUNGE•KUTTA METHOD, 
EXPONENTIAL FITTING, 
CALLING SEQUENCEa 
HU DING I 
ttPROCEDURE" EFSIRK(X, XE, M, Y, DELTA, DERIVATIVE, JACOBIAN, J, 
N, AETA, RETA, HMIN, HMAX, LINEAR, OUTPUT)1 
"VALUE" Mp "INTEGER" M, Np 
"REAL" X, XE, DELTA, AETA 1 RETA, HMIN, HMAXp 
"PROCEDURE• DERIVATIVE, JACOBIAN, OUTPUT1 
"ARRAY" Y, J1 
"800LEAN• LINEARI 
THE MEANING OF THE FORMAL PARAMETERS IS1 
X1 cVARIABLE>J 
THE INDEPENDENT VARIABLE Xp 
ENTRY1 THE INITIAL VALUE XOJ 
EXIT I THE END VALUE XE1 
XE1 cARITHMETIC EXPRESSION>! 
THE END VALUE OF X1 
M1 cARITHMETIC EXPRESSION>1 
THE NUMBER OF DIFFERENTIAL EQUATIONS1 
Yi cARRAY IDENTIFIER>1 
•ARRAY" Y t1 I Ml J 
THE DEPENDENT VARIABLE1 
DURING THE INTEGRATION PROCESS THE COMPUTED SOLUTION 
AT THE POINT X IS ASSIGNED TO THE ARRAY Yp 
ENTRY1 THE INITIAL VALUES OF THE SOLUTION OF THE SYSTEMJ 
DELTA! <ARITHMETIC EXPRESSIDN>J 
OELTA DENOTES THE REAL PART OF THE POINT AT WHICH 
EXPONENTIAL FITTING IS DESIRED! 
AL TERN.HIVES I 
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DELTA a CAN ESTIMATE OF) THE REAL PART OF THE, IN ABSOLUTE 
VALUE, LARGEST EIGENVALUE OF THE JACOBIAN MATRIX OF THE SYSTEM1 
DELTA < •10**14 1 !N ORDER TO OBTAIN ASYMPTOTIC 
SUBILITY1 
DELTA a 01 IN ORDER TO OBTAIN A HlGHER ORDER OF ACCURACY IN 
CASE OF LINEAR OR ALMOST LINEAR EQUATlONSJ 
DERIVATIVE! <PROCEDURE IOENTIFIER>r 
"PROCEDURE" DERIVATIVECAlJ "ARRAY" Al 
WHEN IN EFSIRK DERIVATIVE IS CALLED, AIIl CONTAINS THE 
VALUES OF V Ill I 
UPON COMPLETION OF A CALL OF DERIVATIVE, THE ARRAY A 
SHOULD CONTAIN THE VALUES OF FCY)I 
NOTE THAT THE VARIABLE X SHOULD NOT BE USED IN DERIVATIVE, 
BECAUSE THE DIFFERENTIAL EQUATION IS SUPPOSED TO BE 
AUTONOMOUS I 
JACOBIAN! <PROCEDURE IDENTIFIER>1 
•PROCEDURE" JACOBIANCJ, Y)J "ARRAY" J, YJ 
WHEN IN EFSIRK JACOBIAN IS CALLED THE ARRAY Y CONTAINS 
THE VALUES OF THE DEPENDENT VARIABLEJ 
UPON COMPLETION OF A CALL OF J•COBIAN THE ARRAY J SHOULD CONTAIN THE VALUES OF THE JACOBIAN MATRIX OF F(Y)J 
J1 <ARRAY IDENTIFIER>1 
Jl1 IM, 1 1·MIJ 
J IS AN AUXILLIARY ARRAY WHICH IS USED IN THE PROCEDURE 
JACOBIAN I 
Ng <VARIABLE>r 
AN INTEGER WHICH COUNTS THE INTEGRATION STEPSJ 
AETA, RETA! 
cARITHMETIC EXPRESSION>1 
REQUIRED ABSOLUTE AND RELATIVE LOCAL ACCURACY1 HMIN, HMAXI 
<ARITHMETIC EXPRESS!ON>1 
MINIMAL AND MAXIMAL STEPSIZE BY WHICH THE INTEGRATION lS 
PERFORMED I 
LINEAR! <BOOLEAN EXPRESSION>1 
IF LINEAR • "TRUE" THE PROCEDURE JACOBIAN WILL ONLY BE 
CALLEO IF N n 11 THE INTEGRATION WILL THEN BE PERFORMED 
WITH A STEPSIZE HMAXr THE CORRESPONDING REDUCTION 
OF COMPUTING TIME CAN BE EXPLOITED IN CASE OF LINEAR OR 
~LMOST LINEAR fQUATIONSr 
OUTPUT! <PROCEDURE IDENTIFIER>p 
"PROCEDURE" OUTPUT1 
IN OUTPUT ONE MAY PRINT THE VALUES OF E,G, X, 
YtIJ, J!K, Ll ANON, 
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DATA AND RESULTS! SEE REF!2J AND C3J~ 
,ROCEDURES USED! 
VECVEC • CP34010, 
MATVEC • CP34011t 
MATMAT • CP340131 
GSSELM • CP34231, 
SOLELM • CP340b1 1 
REQUIRED CENTRAL MEMORY! 
EXECUTION FIELD LENGTH! CIRCA M • M + 5 • M, 
IU}NNING TIMEa 
DEPENDS STRONGLY ON THE DIFFERENTIAL EQUATION TO BE SOLVED 
LANGUAGE1 ALGOL &0 1 
METHOD AND PERFORMANCE! 
THE PROCEDURE EFSIRK IS AN EXPONENTIALLY FITTED, A•STABLE, 
S£MI•lMPLIC1T RUNGE•KUTTA METHOD OF THIRD ORDER (IEE REF!11 
AND !2l), THE ALGORITHM USES FOR EACH STEP TWO FUNCTION EVALUATIONS 
AND IF LINEAR s "FALSE" ONE EVALUATION OF THE JACOBIAN MATRIX, 
THE STEPSIZE IS NOT DETERMINED BY THE ACCURACY OF THE NUMERICAL 
SOLUTION, BUT BY THE AMOUNT BY WHICH THE GIVEN DIFFERENTIAL 
EQUATION DIFFERS FROM A LINEAR EQUATION (SEE REFt2l), 
THE PROCEDURE ODES NOT REJECT INTEGRATION STEPS, 
Rf;FERENC!S I 
t1l 1P,J, VAN DER HOUWEN, 
ONEeSTEP METHODS WITH ADAPTIVE STABILITY FUCNTIONS 
FOR THE INTEGRATION OF DIFFERENTIAL EQUATIONS, 
LECTURE NOTES OF THE CONFERENCE ON 
NUHERISCHE, INSBESONDERE APPRDXIMATIONSTHEORETISCHE 
BEHANDLUNG VON FUNKT10NALGLEICHUNGEN 1 
OBERWOLFACH, DECEMBER, 3 • 121 1972, 
t2l,SYLLABUS COLLOQUIUM STIFF DIFFERENTIAL EQUATIONS 2 (DUTCH), 
MATH,CENTR, SYLLABUS 15 1 2/73 1 
t3l,SYLLABUS COLLOQUIUM STIFF DIFFERENTIAL fQUATIONS 3 (DUTCH), 
MATH,CENTR, SYLLABUS 15,3/73 1 
TO APPEAR IN 1973 0 
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EXAMPLE OF USE! 
wE CONSIDER THE DIFFERENTIAL EQUATION 
DY I OX = •EXPCX) ~ CV • LN(X)) + 1 I X, 
ON THE l~TERVAL co,01, 6], WITH INITIAL VALUE YC0,01) = LN(0,01) 
AND ANALYTICAL SOLUTION Y(X) • LN(X)J 
FOR THE FIT POINT WE USE THE EIGENVALUE OF TME JACOBIAN MATRIX, 
I 1 E0 DELTA • •EXP(X)J 
"BEGIN" 
•PROCEDURE" EFSIRKCX, XE, M, Y, DELTA, DERIVATIVE, JACOBIAN, J, 
N, AETA, RETA, HM!N 1 HMAX, LINEAR, OUTPUT)p 
"CODE" H1b0J 
•PROCEDURE" DER(Y)J "ARRAY" YJ 
•BEGIN" "REAL" Y2J Y21= V t2J I 
DELTA1• •EXP(Y2)r l.NXsa l.NCY2)r 
Y!1J p:i CYCll • l.NX) *DEL.TA + 1 I V21 
Vl2l 1• 1 
"ENO" DER1 
11 PROCEOURE" JAC(J, Yll •ARRAV 11 J, Y1 
•BEGIN" "REAL" V2J V21• Y till I 
J!1, lJ 1111 DEL.TAI 
J!l, 211• CYC11 • l.NX .. 1 I Y2) *DEL.TA• 1 I CV2 * V2)p 
J!2, 111111 Jt2, 2]1'1 0 
11 ENO• JAC1 
"PROCEDURE" OUTP1 
"lF" X 111 XE "THEN" 
"BEGIN• ~REAL" Y1J Y11• YtllJ L.NX1• L.N(X)J 
OUTPUTC&1 1 "C""C"N • ">"• 2ZD, 
"C" x • ">"• +o,o, 
11 c• vex> • ">"• +o,so, 
11 ( 11 DEL.TA • 11 ) 11 , +JZD,201 I, 
"("ABS, ERR, • "l"1 1 20"+20, 
•(• REI., ERR, • 11 ) 11 , ,2D"+20, ll"l"1 
N, x, Y1, DEL. TA, 
ABSCV1 • LNX), ABSCCV1 • l.NX) I L.NX))I 
11 lF• X • O,~ •THEN" XE1• 6 
11 ENO" OUTP1 
"INTEGt:;Rtt N, 
"REAL" X, XE, DEL.TA, l.NX1 
11 ARRAV" Y!l I 2], J[1 I 2, 1 I i!ll 
XEI= 0 1 41 X1= 0.011 V llJ 111 l.N(0,01)J V!2l llil XJ 
EFSIRKCX, XE, 21 V, DE~TA, DER, JAC, J, 
N, "•2, "•2 1 01 005, 1,S, "l"AL.SE", OUTP) 
11 END" 
THIS PROGRA~ OE~IVERSI 
N a 10 X 11 +0,4 V(X) 11 •0 1 91099 DE~TA • 
ABS, ERR. u 1 53"•02 REI., ERR, • 1 58 11 •02 
N 11 96 X a +B,O V(X) = +2 1 07911 DE~TA = •2980,02 
ABS, ERR 1 : ,3l"•0l REI., ERR, 11 1 1& 11 •03 
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2.7.11 Hogere orde integratieformules, de procedure rke 
Integratieformules van de 4e orde met aanpasbare stabiliteitsfunctie 
zijn wel bekend maar niet aanwezig in de NUMAL-bibliotheek (afgezien van 
de reeds besproken Taylor-formules, die echter vanwege de vereiste afge-
leiden-evaluatie veelal voor de practijk onbruikbaar zijn). Een discussie 
van 4e orde Runge-Kuttaformules met adaptief stabiliteitspolynoom en gege-
neraliseerde formules van de 4e orde kan men vinden in van der Houwen 
[1972]. Formules uit de Runge-Kuttaklasse van de orde 5 en hoger zijn al 
zo moeilijk te construeren, dat de constructie van dergelijke formules met 
adaptief stabiliteitspolynoom, zo al mogelijk, vermoedelijk tot onhanteer-
bare algorithmen zal leiden. Noor gegeneraliseerde Runge-Kuttaformules geldt 
hetzelfde zij het in iets mindere mate.) Vij fde orde formules met vast sta-
biliteitspolynoom zijn op het Mathematisch Centrum ontwikkeld door Zonneveld 
[1964], door Beentjes en Dekker [1972] en onlangs door Beentjes [1974]. De 
formule van Zonneveld is in NUMAL beschikbaar onder de naam rkln en gedo-
cumenteerd in section 5.2.1.1.1.1. van de manual. Het ligt in de bedoeling 
om de door Beentjes ontwikkelde formule ook op te nemen, aangezien bij de 
eerste experimenten aanzienlijk betere resultaten verkregen werden dan met 
rkln. We zullen dan ook volstaan met een bespreking van de Beentjes-proce-
dure. 
De procedure rke 
De genererende matrix van rke wordt gegeven door het array (2.7.45): 
0 0 0 0 0 0 
5-15 0 0 0 0 0 15 
5-15 15-315 0 0 0 0 40 -~ 
(2.7.45) 3 3/5 5+3/5 0 0 0 16" 16 _1_6_ 
9+/5 15+3/5 5+3/5 2 0 0 40 ~ 20 5 
3 3/5 5-15 
- 2 5-15 0 
-4 T -4- 2 
0 ...L 0 ...L 1 12 12 12 
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Deze formule behoort tot een klasse van 5e orde formules welke door England 
[1969] afgeleid werd. Door minimalisering van de afbreekfout van de formu-
les uit de England-familie kwam Beentjes tot (2.7.45). Het stabiliteitspo-
lynoom wordt gegeven door 
(2.7.46) 
waaruit de stabiliteitsgrenzen 
13reeel = 3•7 aimag = 1.8 
vo~gen (zie ook figuur 2.7.5). 
De gebruiksaanwijzing uit de NUMAL-manual, section 5.2.1.1.1.1, 
bevat geen nieuwe aspecten die niet al besproken zijn in voorgaande para-
grafen. 
+3 
.+1 
-7 -4 -3 -2 -1 +O +I 
Figuur 2.7.5 Stabiliteitsgebied van formule (2.7.45) 
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INSTITUTE! MATHEMATICAL CENTRE, 
RECEIVED1 7QOS20, 
BRIEF DESCRIPTION1 
RKE INTEGRATES A SYSTEM OF FIRST OROER DIFFERENTIAL EQUATIONS [INITIAL VALUES BEING GIVEN) BY MEANS OF A FIFTH ORDER EXPLICIT 
RUNGE KUTTA METHOD, 
KEV~ORDS! 
RUNGE KUTTA METHODS, 
DIFFERENTIAL EQUATIONS, 
INITIAL VALUE PROBLEMS, 
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CALLING SEQUENCE! 
THE HEADING OF THE PROCEDURE READS1 
•PROCEDURE• RKE ex, XE, N, y, DER, DATA, FI, OUT>• 
"VALUE• ~, FI1 •INTEGER" N1 "REAL" Xr XE1 "BOOLEAN" FIJ 
"ARRAY" Y, DATAJ 
'PROCEDURE" DER, OUT1 
THE MEANING OF THE FORMAL PARAMETERS IS1 
XE1 
NI 
"' 
DER1 
DATAI 
Fii 
OUTa 
cVARIABLE>1 
THE INDEPENDENT VARIABLES 
ENTRY1 THE INITIAL.VALUE X01 
cARlTHMETIC EXPRESSION>1 
ENTRY1 THE FINAL VALUE OF X1 
<ARITHMETIC EXPRESSION>1 
THE NUMBER OF EQUATIONS OF THE SYSTEMI 
cARRAY IDENTIFIER>1 
"AOAY" Y t1 I NI I 
THE DEPENDENT VARIABLES1 
ENTR\11 THE INITIAL VALUES OF Y AT X • X01 
EXIT I THE VALUES OF THE SOLUTION AT X • XE1 
cPROCEDURE IDENTIFIER>1 
THE HEADING OF THIS PROCEDURE READSi 
"PROCEDURE" DER CTr V)t •REAL" T1 •ARRAY• V1 
THIS PROCEDURE PERFORMS AN EVALUATION OF THE RIGHT HAND 
SIDE OF THE SYSTEM WITH DEPENDENT VARIABLES Vil I NJ AND 
INDEPENDENT VARIABLE T1 UPON COM,LETION OF DERIVATIVE, 
THE RIGHT HAND SIDE SHOULD BE OVERWRITTEN ON Vil I NIJ 
<ARRAY IDENTIFIER~, 
"ARRAY" DATAll I •11 
IN ARRAY DATA ONE SHOULD GIVEI 
DATAllll THE RELATIVE TOLERANCEt 
DATAl21a THE ABSOLUTE TOLERANCE1 
AFTER EACH STEP THE FOLLOWING BYwPRODUCTS ARE DELIVERE01 
0AT•1311 THE. STEPLENGTH USED FOR THE LAST STEPJ 
DATA[411 THE NUMBER OF INTEGRATION STEPS PERFORMEDJ 
OATAISll THE NUMBER OF INTEGRATION STEPS REJECTEDJ 
DATAl•l1 THE NUMBER OF INTEGRATION STEPS SKIPPEDJ 
IF UPON COMPLETION OF RKE DATAl•I > 0 , 
RESULTS SHOULD BE CONSIDERED MOST CRITICALLYJ 
<BOOLEAN EXPRESSION>t 
IF FI s •TRUE• THE INTEGRATION STARTS AT XO WITH A 
TRIAL STEP XE • XOt IF FI • "FALSE" THE INTEGRATION IS 
CONTINUED WITH A STEPLENGTH DATA[3J • SIGN(XE. xo11 
<PROCEDURE IDENTIFIER>t 
THE HEADING OF THIS PROCEDURE READS1 
•PROCEDURE" OUTJ 
AFTER EACH INTEGRATION STEP PERFORMED, INFORMATION CAN BE 
OBTAINED OR UPDATED BY THIS PROCEDURE, E,G, THE VALUES OF 
X1 Vil I NI AND 0ATAl3 I •I, 
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DATA ANO RESULTS1 
SEE REFE~ENCES t 1 l ANO t3l I 
PROCEDURES USED& 
OUPVEC • CP31030, 
REQUIRED CENTRAL MEMORY! 
EXECUTION FIELD LENGTHS CIRCA 5 * N, 
RUNNINr; Tlf'1E1 
DEPENDS STAONr;LY ON THE SYSTEM OF DIFFERENTIAL EQUATIONS TO BE 
SOLVED, 
METHOD AND PERFORMANCES 
THE SCHEME UPON ~HICH THE METHOD IS BASED, IS A MEMBER OF A CLASS 
OF FIFTH ORDER RUNGE KUTTA FORMULAS PRES!NTED IN REFERENCE C1l, 
AUTOMATIC STEPSIZE CONTROL IS IMPLEMENTED IN A WAY A8 PROPOSED IN 
REFERENCE t2J 1 
FOR TESTRESULTS AND FURTHER INFORMATION SEE REFERENCE l3J 1 
REFERENCES I 
t1J, R, ENriLAND 1 ERROR ESTIMATES FOR RUNGE KUTTA TYPE SOLUTIONS TO SYSTEMS 
OF ORDINARY DIFFERENTIAL EQUATIONS, 
THE COMPUTER JOURNAL , VOLUME 12 1 P lbb ·• 1b9 1 19b9, 
t2l 1 J,A, ZONNEVELO, 
AUTOMATIC NUMERICAL INTEGRATION, 
~ATH, CENTRE TRACT 8(1970) 1 
t3l, P1 A, BEENTJESf 
SOME SPEC AL ~ORMULAS OF THE ENGLAND•CLASS OF FIFTH ORDER 
RUNGE KUTTA SCHEMES, 
CTO APPEAR), 
EXAl'1PLE OF USE! 
THE SOLUTION AT T 11 AND T 11 •1 OF THE SYSTEM 
DX I OT 11 V • z, 
DY / or 11 x * x + 2 * Y + 11 * T, 
DZ I OX 11 X * X + 5 * X + Z * Z + 4 * T, 
WITH X : Y : 0 AND Z 11 2 AT T 11 0 1 
CAN BE OBTAINED BY THE FOLLOWING PROGRAM! 
"BEGIN" "REAL" T1 TE1 "ARRAY" Y C1 I 3], DATA 11 I bl 1 
11 PROCEDURE• RKE(X, XE, N, Y, DER, DATA, FI, OUT)p 
"CODE" 330331 
11 PROCEDURE 11 RHSCT, V)J 11 VALUE" T1 "REAL" Tp "ARRAY" Yp 
"BEGIN" "REAL" XX, VY, ZZJ 
XX111 Ylll1 YY1: VC2l1 ZZ1: YC3lJ 
Yt1l1=vy .. zz1 
Y t2J 111 XX * XX + 2 ,,, VY + 4 * TI 
Yt3ll•XX• (XX+S) +2•ZZ+411rT 
11 END 11 RHS1 
•PROCEDURE• INF01 
"IF" T • TE 11 THEN 11 
"BEGIN" "REAL" ET, T2, AEX, AEY, AEZ, REX, REY, REZ1 
ET111 EXP(Tl1 T2a• 2 * T1 
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REX111 •ET * SINCT2l1 AEX111 REX• YC1l I REX111 ABS(AEX I REXl1 
REYI• ET • ET • ea + 2. T2. SINC2 * T2)) I 8. T2 • 11 
REZ111 ET * (SINCT2) + 2 * COSCT2)) + REYr 
AE'fp; REY • V C21 r REY111 ABSCAEV I REY) 1 AEZp: REZ " Y Cll 1 
REZaa ABS(AEZ I REZll 
OUTPUT(ol, "(""(" T II ")", +D, 11, 
11 ( 11 RELATIVE ANO ASSOLUTE ERRORS IN X1 Y AND Z 1 11 )" 1 // 1 
"C" RE(X) RECY) RE(Z) AECXl AECYl AECZl 11 ) 11 1 //, 
b(6 1 •,2D 11 +D), //, 
11 (" NUMaER OF INTEGRATION STEPS PERFORMED a•)•,4ZD,/, 
"C" NUMBER OF INTEGRATION STEPS SKIPPED 1•)•,liZD,1, 
11 (" NUMBER OF INTEGRATION STEPS REJECTED i"l" 1 4ZD 1 /// 11 ) 11 , T, REX, REV, REZ, 4BSCAEX), ABSCAEY), ABSCAEZ), 
DATA C4l, DATA C&l, DATA CSJ l 
"END" lNF'Or 
TE1s 11 
LEFT1 
YC1J 1:: YC211:: 01 vtll 1111 21 T1•01 
DATA ttl 111 DATA [2l 1:: 11 •51 
RKECT, TE, 3, y, RHS, DATA, "TRUE", lNFO)J 
11 IF 11 TE 11 1 "THEN" "BEGIN• TEI• •17 11 GOTO• LEFT 11 EN0 11 
11 END 11 
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THIS PROGRAM OE~IVERSI 
T • +1 
RE~ATIVE ANO ABSO~UTE ERRORS IN X, Y AND Z I 
RECX) RE(Y) RECZ> AECX) AE(Y) AECZ) 
NUMBER OF INTEGRATION STEPS PERFORMED 9 
NUMBER OF INTEGRATION STEPS SKIPPED O 
NUMBER OF INTEGRATION STEPS REJECTED 5 
RE~ATIVE ANO ABSO~UTE ERRORS IN X, Y AND Z I 
RE(X) RE(Y) RECZ) AE(X) AE(Y) AE(Z) 
NUMBER OF INTEGRATION STEPS PERFORMED 10 
NUMBER OF INTEGRATION STEPS SKIPPED O 
NUMBER OF INTEGRATION STEPS REJECTED 7 
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2.7.12· Conclusies 
We hebben in de vorige paragrafen een twaal:rtal integratie-technieken 
besproken; we zullen nu de voornaamste kenmerken samenvatten. In tabel 
2.7.4 zijn de waarden opgenomen van de volgende grootheden: 
p 
f.ev. 
a.ev. 
J.ev. 
LU-dee. 
g.r. 
orde van nauwkeurigheid; 
aantal evaluaties van de rechterlid:f'unctie per 
integratiestap; 
aantal evaluaties van de afgeleide(n) van de rech-
terlid:f'unctie; in bet geval van modified tayloP zijn 
dit successieve afgeleiden en in het geval van 
linigeP 2vs de eerste afgeleide per ingetratiestap; 
aantal Jacobiaan-evaluaties; 
aantal LU-decomposities; 
vereiste geheugenruimte in woorden voor grote waar-
den van r (r>100); 
De procedures linigep* 1vs en 2vs, efePk* en efsiPk* zijn "afgeleide" pro-
cedures in de zin dat de Jacobiaan minder vaa.k bepaald wordt als in de oor-
spronkelijke procedures; evenzo is modified taylop* afgeleid van modified 
tayloP door de successieve differentiatie te vervangen door vermenigvuldi-
ging met de Jacobiaan. 
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Tabel 2.7.4 Overzicht van de .belangrijkste kenmerken van 
modified taylor 
Ziniger 2vs 
Ziniger* 2vs 
ark 
rke 
modified taylor 
Ziniger lvs 
z. . * 1 i.ni.ger vs 
eferk 
eferk * 
efsirk 
efsirk* 
* 
een aantal procedures uit NUMAL 
p 
Sill 
S3 
S3 
S3 
5 
S2 
3 
2 
3 
2 
f.ev. 
m 
m 
m 
6 
m 
m 
2 
2 
2 
2 
a.ev. 
m-1 
m 
m 
0 
0 
0 
0 
0 
0 
0 
0 
0 
J.ev. 
0 
m 
<m 
0 
0 
m 
<m 
<1 
<1 
LU-dee. 
0 
m 
<m 
0 
0 
g.r. 
2r 
5r2 
5r2 
3r 
0 2rsg.r.sr 
m 4r2 
<m 4r2 
0 2 r 
2 0 r 
2r2 
<1 2r2 
2 
Tabel 2.7.5 Aanbeveling (onder voorbehoud) van procedures 
afhankelijk van beschikbare informatie 
partiele d.v. 
stijve d.v. 
niet-stijve d.v. 
(j = ni~t beschikbaar; L = beschikbaar 
J afg.r.l.f. 
L jac.r.l.f. 
L afg.r.l.f. 
L jac.r.l.f. 
J afg.r.l.f. 
L afg.r.l.f. 
J b. n 
L b. n 
sterk niet-lin. 
zwak niet-lin. 
sterk niet-lin. 
zwak niet-lin. 
ark 
modified taylor* 
modified taylor 
Ziniger lvs, 2vs 
efsirk 
Ziniger lvs, 2vs 
efsirk, efsirk* 
* eferk, eferk 
Ziniger* lvs, 2vs 
rke 
modified taylor 
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2.8. STAPKEUZESTRATEGIEN 
2.8.1 Discrepantiefuncties 
Wat men zou wensen bij nume+ieke integratie, is de controle over de 
grootte van de globale discretiseringsfout 1 . Volgens stelling 2.5.1 geldt 
n 
voor 1 de ongelijkheid 
n 
(2.8.1) 
waarin Ln een Lipschitz-constante is voor de operator En. Stel nu dat het 
mogelijk is de afbreekfout in het punt (x ,y(x )), dat wil zeggen de vector 
n n 
(2.8.2) y{x +l) - E {y(x )) , n n n 
te berekenen als functie van h en stel dat men de integratiestap h zo n n 
kiest dat 
(2.8.3) 
waarin n een gegevep tolerantie is; laten we het geval beschouwen waarin n 
de toegestane afbreekfout per eenheid van interval constant is, dus 
dan geldt 
Th 
n 
II! +1 11 $ [h + I h. 1 ~ Lv] -r • n n j=1 J- v=j 
Evenals bij het bewijs van de convergentiestelling 2.5.2 onderscheiden we 
de gevallen Lv $ 1 en L $ 1 +eh (c uniform begrensde constante). We \I \I 
vinden dan (vergelijk het bewijs van stelling 2.5.2) 
(xn+1-x0) T als L $ \I 
(2.8.4) 11rn+1 II $ 
exp[c(xn+1-x0 )J-1 
als L > 1 T c \I 
142 
Op grond van deze relatie zou men de nauwkeurigheid van de numerieke oplos-
sing kunnen sturen door in (2.8.3) voor n = h T een geschikte tolerantie 
n n 
te kiezen en vervolgens de bijbehorende integratiestap hn uit te rekenen. 
In de practijk kent men de afbreekfout (2.8.2) echter niet, maar in vele 
gevallen is een goede benadering voor deze afbreekfout de lokale discreti-
seringsfout pn' ofwel de afbreekfout in het punt (x ,y ); in principe is 
+ n n + 
pn te benaderen door met een referentieformule een referentieoplossing Yn+1 
te bepalen, die nauwkeuriger is dan de numerieke oplossing Yn+1 ' zodat 
geldt 
(2.8.5) -+ rw -+ -+ Pn = Yn+1 - Yn+1 
Soms is het inderdaad mogelijk, zonder veel extra rekenwerk, zo'n referen-
tieoplossing uit te rekenen (bijvoorbeeld, bij gestabiliseerde Taylorfor-
mules); vraagt de referentieoplossing echter een substantiele hoeveelheid 
extra rekenwerk dan stelt men zich vaak tevreden met een referentieoplos-
sing van gelijke of zelfs lagere orde van nauwkeurigheid (irzgebedde refe-
rentieformules). 
+ Bovenstaande is gebaseerd op de aanname dat pn dezelfde orde van 
grootte hee~ als de afbreekfout (2.8.2). Met name voor stijve differen-
tiaalvergelijkingen geldt deze aanname echter niet omdat de afgeleiden van 
de analytische oplossing in de asymptotische phase totaal verschillen van 
de afgeleiden van de lokaal analytische oplossing door (x ,y ); in het al-
n n 
gemeen zal de lokale discretiseringsfout dan een wat pessimistische bena-
dering voor (2.8.2) zijn. Wat echter nog erger is, de benadering van p 
n 
door middel van referentieoplossingen is op zich zelf al zeer dubieus voor 
stijve differentiaalvergelijkingen, zodat naar andere discrepantie-functies 
uitgekeken moet worden. Een alternatief is om in plaats van de lokaal ana-
lyti8ahe oplo88irzg t = i(x ,y ;x) te substitueren in de integratieformule 
n n 
( + ) d . . ~ . + +( + ) hetgeen pn oplevert , de lokale 7,fferent?,eOpi,0881,rl{J w = w xn,yn;x te 
substitueren in de differentiaalvergelijking en het residu 
(2.8.6) + z;;n 
als maat voor de nauwkeurigheid te nemen. 
.... .... Het ver.band tussen pn en ~n wordt gegeven door de volgende stelling 
Stelling 2. 8. 1 
Laat p de or.de 
h 
n 
f 
0 
van consistentie zijn dan geldt 
[f(;(x ,y ;x +h) - ddh ;(x ,y ;x +h)]dh + 
n n n n n n 
als h .... o. 
n 
De lokale discretiseringsfout kan als volgt herleid worden: 
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.... .... [z(x ,y ;x +l) n n n ~(x ,y ;x )] +i:i(x ,y ;x) - ;(x ,y ,x +l)J= n n n n n n n n n 
xn+1 xn+1 
f ~· (x y ·x)dx -n' n' f ;. (x y ·x)dx n' n' 
x x n n 
xn+1 
= f [~'(x ,y ,x) - f(;(x ,y ;x))]dx + n n n n 
x 
n 
Xn+1 
+ f [f(;(x ,y ;x)) - ;'(x ,y ;x)]dx. n n n n 
x 
n 
De eerste integraal in deze uitdrukking wordt begrensd door 
h M maximum li~(x ,y ;x)-;(x ,y ;x) II n n n n n n 
xn:>x:>xn+1 
waarin M weer de Lipschitz-constante voor f is. Deze bovengrens is duide-n 
lijk van de or.de p + 2 in hn waarmee de stelling bewezen is. 
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U.i t deze stelling volgt dat voor voldoend kleine hn 
(2.8.7) -+ z_1_ht Pn - p+1 n n • 
Deze benadering is (voor vaste h ) des te beter naarmate de Lipschitz-
n 
constante M voor de rechterlidfunctie kleiner is. Dit betekent dat voor 
n 
stijve differentiaalvergelijkingen, gekenmerkt door grote waarden van M , 
n 
relatie (2.8.7) ook weer heei twijfelachtig is. Desalniettemin wijst de 
practiJk uit dat voor stijve differentiaalvergelijking de nauwkeurigheid 
op aanvaardbare wijze met !n (of om de orde in h aan te passen met h ! ) 
n n n 
gestuurd kan worden. 
Tenslotte is voor exponentieel aangepaste integratieformules wel ge-
experimenteerd met het onder controle houden van de niet-lineariteit ten 
opzichte van de staplengte van de differentiaalvergelijking. De gedachte 
hierbij is dat, wanneer de integratiestap h zo klein is dat de vergelij-
n 
king zich min of meer lineair gedraagt in het interval [x ,x +h ], een 
n n n 
exponentieel aangepaste.formule dan vrijwel exact integreert. Dit sugge-
reert dat de nauwkeurigheid evenredig is met de mate' van lineariteit van 
de vergelijking. Een indicatie van de mate van lineariteit kan verkregen 
worden door een referentieformule toe te passen waarvan de stabiliteits-
functie identiek is met die van de gebruikte integratieformule. Voor li-
neaire differentiaalvergelijkingen gee~ dit dan 
en voor niet-lineaire vergelijkingen is de discrepantie 
(2.8.8) -+ \I 
n 
een aanwijzing hoe niet-lineair de vergelijking is ten opzichte van hn. 
2.8.2 Berekening van de integratiestap 
We hebben nu een drietal discrepantiefuncties besproken: 
voor niet-stijve problemen 
(2.8.9) voor stijve problemen 
+ 
" n 
voor exponentieel aangepaste 
formules. 
De integratiestap h moet nu voldoen aan de relatie (vergelijk (2.8.3)) n 
(2.8.10) ll+d(x ,y ;h ) II = nn n n n 
Indien men d als functie van hn zou kennen, volgt hn direct door een of 
andere numerieke nulpuntszoeker op (2.8.10) los te laten. In het algemeen 
is d echter alleen bekend in de punten (x.,y.;h.), j = n-1,n-2, .•. ; in 
+ J J J 
zulke gevallen wordt hn berekend door d voor te stellen door een inter-
polat ieformule op deze piµiten en te substitueren in (2.8.10), waarna h 
n 
of expliciet of numeriek berekend kan worden. Bijvoorbeeld leidt de inter-
polatieformule 
(2.8.11) 
!(x,y;h) = (B x+C )hq , 
n n 
i3 
n 
c 
n 
h-1 h-q d 
n-2 n-1 n-1 
h-q a i3 
n-2 n-2 - xn-2 n ' 
berekende discrepanties in (x +y ·h ) en 
n-1' n-1' n-1 
q orde van dn_1 en dn_2 in hn_1 en hn_2 , 
tot de staplengte (n is onafhankelijk van h verondersteld) n n 
(2.8.12) h 
n ~· 
n n n 
Als controle kan men nu de discrepantie (2.8.9) uitrekenen en vergelijken 
met de tolerantie nn. Indien de tolerantie niet gehaald wordt en men wil 
146 
kunnen·garanderen dat in elke stap de disqrepantie kleiner dan of gelijk aan 
aan de tolerantie is, dan kan een nieuwe staplengte berekend worden door 
interpolatie van de discrepanties d(x ,y ;h*), d(x 1,y 1;h 1), •.. waarin n n n n- n- n-
* hn de verworpen stap voorstelt, enz. 
We merken nog op dat een strategie met stapverwerping een grotere geheugen-
ruimte in het systeem vergt. Daarom ziet men in algorithmen voor grote 
stelsels differentiaalvergelijkingen wel af van stapverwerping bij de im-
plementatie. 
2.8.3 Stapkeuzestrategieen bij Taylor-methoden 
Bij e:cpZiaiete Taylor-methoden zijn de discrepantiefuncties gebaseerd 
op een referentieopZossing en de residufunatie, eenvoudig te verkrijgen; 
we vinden respectievelijk 
(2.8.13) 
en 
(2.8.14) 
Hierin stelt R de stabiliteitsfunctie van de referentieoplossing voor. 
Merk op dat de discrepantie van de lineariteit ~ voor Taylor-methoden 
n 
geen informatie geeft omdat identificatie van stabiliteitsfuncties identi-
ficatie van de integratieformules gee~. 
De stapkeuzestrategie van de in paragraaf 2.7.1 besproken procedure 
modified tayZor is gebaseerd op (2.8.13) met 
R(z) 1 + +lz 2 + = z 2 
Dit gee~ voor d de uitdrukking 
(2.8.13•) d(x ,y ;h ) 
n n n 
als p < m en 
+ ..!.. m ... z m = 
iii'.! 
m . I (a.- ..,\-)hJ-p+1 
j=p+1 J J. n 
m als p < m 
m - 1 als p = m 
--. z(x ,y ;x) dj + I 
dxJ n n x=x 
n 
d(x ,y ;h ) 
n n n 
als p m. 
- ---;-(h dx) z(x ,y ;x) 1 d m + + I m. n n n 
x=x 
n 
2.8.4 Stapkeuzestrategieen bij Runge-Kutta.methoden 
Van de drie beschouwde discrepantief'uncties is degene gebaseerd op 
een referentieoplossing voor Runge-Kuttaformules de meest realistische. 
We zullen ons beperken tot referentieformules gegenereerd door matrices 
van de vorm 
0 
0 
(2.8.15) 
:\ 
m,O ... :\ m,m-1 0 
+ 
Yn+1 
:\ 
m,m-1 :\ + m,m 
Yn+1 
waarin de matrix bestaande uit de eerste m + rijen de gebruikte Runge-
Kuttaformule voorstelt. De referentieformule bevat dus nog m + 1 vrij te 
. + kiezen para.meters :\ Merk op dat alhoewel de formule voor y +1 een m,J n (m+1)-puntsformule is, geen extra functie~evaluatie vereist is; immers de 
(m+1f f'unctie-evaluatie in ~n+ 1 is gelijk aan de eerste f'unctieevaluatie 
in Yn+2 • tenzij uiteraard de voo~spelde staplengte hn verworpen wordt. 
De consistentievoorwaarden voor y 1 luiden (vergelijk tabel 2.4.2) n+ 
Deze voorwaarden zijn lineair in de para.meters~ .• Hieruit volgt dat voor ~e m,J 
een p orde referentieformule, de waarde van m + 1 minstens gelijk aan het 
aantal consistentievoorwaarden µ(p) moet zijn, waarin µ(p) gedefinieerd is 
volgens (vergelijk tabel 2.4.3) 
p 
µ(p) 
2 
2 
3 
4 
4 
8 
5 
17 
6 
37 
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Tabel 2.8.1 -+ Consistentievoorwaarden voor Yn+1 
m ~ 0 S1 
p ~ 2 m ~ 
p ~ 2 m ~ 3 
m 
l j=O A • = 1 m,J 
m j-1 
jI1 ;1.m,j 110 ;1.j,l 
1 
2 
m j-1 1-1 
l A · l ;I.. 1 l Al k j=2 m,J 1=1 J, k=O ' 
m (j-1 \2 l A . l ;l.J. ,1) j=1 m,J l=O 
1 
3 
1 
6 
Indien m + 1 groter is dan µ(p), maar kleiner dan µ(p+1), dan beschikken 
we over een hele klasse van pe orde referentieformules; men kan deze vrij-
heid benutten door een referentieformule te kiezen waarin de parameters 
A . zo klein mogelijk zijn in absolute waarde. Het stelsel voor de ~ . 
m,J m,J 
heeft namelijk de neiging slecht geconditionneerd te zijn zodat sterk 
alternerende waarden gevonden worden. Een andere mogelijkheid is om een 
referentieformule te kiezen die voor lineaire differentiaalvergelijkingen 
een orde nauwkeuriger is. 
De stapkeuzestrategie in de procedure ark (zie paragraaf 2.7.7) is 
gebaseerd op (2.8.15) met zo groot mogelijke waarde voor pen zo klein 
mogelijke waarden voor de A .• 
m,J 
De in paragraaf 2.7.11 besproken 5e orde formule van Beentjes is 
dusdanig geconstrueerd dat de gewichten 
(2.8.16) 
een 4e orde referentieformule definieren. Bij de implementatie van deze 
formule, de procedure rke, is de stapkeuzestrategie op deze referentie-
formule gebaseerd. 
We besluiten deze paragraaf met een aantal voorbeelden van ingebedde 
referentieformules. 
149 
Voorbeelden 2.8.1 
Eu Zer 's f ormu le (2.1.5') 
0 0 
+ 0 Yn+1 ' p p 2 
1 1 .+ 
2 2 Yn+1 
GestabiUseerde Eu Zer-f ormu le 
0 0 0 
1 0 0 8 
2 voor niet-lineaire vgln 
+ 
' p 0 0 Yn+1 
p 
3 voor lineaire vgln 
-------------
.!.2. 20 4 .+ 
3 -3 3 Yn+1 
Runge 's formu"le (2.2.6) 
0 0 0 
l 0 0 2 2 voor niet-lineaire vgln 
0 0 + 
' 
p 2 
Yn+1 
-------------
p 
3 voor lineaire vgln 
1 1 1 .+ 
3 3 3 Yn+1 
Gestabi"liseerde Runge-formu"le 
0 0 0 0 
1 0 0 0 8 
0 1 0 0 2 
' 
p = 2 0 0 0 + p = 3 . 
Yn+1 
-------------------
37 64 8 11 .+ 
- 30 30 30 30 Yn+1 
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2.8.5 ·stapkeuzestrategieen bij gegeneraliseerde Runge-Kutta.methoden 
We beperken ons hier tot de uitwerking van twee strategieen voor de 
respectieve procedures eferk en efsirk. 
In de procedure eferk is de stapcontrole gebaseerd op een benadering 
van de residufunctie t ; de discrepantiefunctie is na.melijk gedefinieerd 
n 
door (vergelijk (2.8.9)) 
(2.8.17) -t- + 1 -to + -1 + d + -to + ) a.(x ,y ;h ) = + 1 h [r(y +1 )-J (y ) dh R(h J(y ) )!"(y J • nnn p n n n n n n n 
Voor lineaire differentiaalvergelijkingen is deze discrepantiefunctie pre-
cies h ! /(p+1), omdat volgens formule (2.6.9) de functie; dan gegeven 
n n 
wordt door 
+ + + + -1 + -to+ 
w(x ,y ,x +h) = y + [R(hJ(y ) )-IJJ (y )!"(y ) • 
nnn n n n n 
Voor zwak niet-lineaire vergelijkingen blijkt (2.8.17) echter ook nog be-
vredigende resultaten te geven en aangezien de procedure eferk vanwege zijn 
beperkte stabiliteitsgebieden hoofdzakelijk gebruikt dient te worden voor 
problemen met langzaa.m veranderende Jacobianen, is de beperking tot zwak 
niet-lineaire problemen niet wezenlijk. We wijzen er nog op dat (2.8.17) 
gebruikt kan worden voor een willekeurige eenstapsintegratieformule met 
stabiliteitsfunctie R mits de differentiaalvergelijking maar voldoende 
lineair is. 
De procedure efsirk is ontwikkeld om ook sterker niet-lineaire pro-
blemen te kunnen integreren (efsirk is A-stabiel!).Om de exponentiele aan-
passing echter tot z'n recht te laten komen moet de integratiestap zo klein 
zijn dat de vergelijking zich in het interval [x ,x +h ] voldoende lineair 
n n n ~ 
gedraagt. Daartoe construeren we een referentieoplossing Yn+1 met dezelfde 
stabiliteitsfunctie als efsirk en d~finieren de discrepantiefunctie 
We zoeken de referentieoplossing in de vorm (nagenoeg geen extra rekenwerk!) 
(2.8.18) +y~ - +y +ah f(+y ) + e1h f(+y +A(h J(y+ ))h f(+y )) + n+1 - n 0 n n n n n n n n 
+ e2h A(h J(y ))f(y ) + e3h f(y +1) n n n n n n 
Deze formule hee~ de stabiliteitsfunctie 
Identificatie met R geeft 
(2.8.19) 0 . 
Substitutie van de bij efsirk behorende functies A en R (zie (2.7.40)) 
leidt tot 3 lineaire betrekkingen tussen de coefficienten e .. Kiezen we 
J 
eo = 0 dan vinden we 
9 
16+12a1 
1+3a1 
- 8+6a1 
waarin a 1 de aanpassingsparameter is uit de Liniger-Willoughbystabili-
teitsfunctie gedefinieerd door (2.7.26) en (2.7.27). 
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De discrepantiefunctie gebaseerd op (2.8.18) meet niet alleen de mate van 
niet-lineariteit ten opzichte van het interval [x ,x +1J, maar is bovendien n n ~ 
een (conservatieve) maat voor de nauwkeurigheid, omdat yn+1 volgens stel-
ling 2.6.2 tweede orde consistent is. 
2.9 ENKELE NIEUWE ONTWIKKELINGEN BIJ DE CONSTRUCTIE VAN 
EENSTAPSINTEGRATIEFORMULES 
Deze syllabus wordt besloten met de bespreking van enkele nieuwe 
ideeen over de numerieke integratie van differentiaalvergelijkingen en wel 
in het bijzonder wanneer deze toegepast worden op eenstapsformules. 
2.9.1 Taylor-Runge-Kuttamethoden 
In opgave 2.2.1/(2) hebben we al een integratieformule gegeven waarin 
+ . . + . . . . . Yn+i gedefinieerd werd als yn plus een lineaire combinatie van evaluaties 
van het rechterlid f en van de eerste afgeleide g van de rechterlidfunctie. 
De punten waarin de functies f en g werden geevalueerd waren op zich ook 
op deze manier gedefinieerd, enz. We hebben hier dus te maken met een meng-
vorm van Taylor- en Runge-Kuttaformules (ook wel een hybPide formule ge-
noemd). Men kan dit uitbreiden tot formules waarin yn+i gedefinieerd wordt 
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+ + 
als yn. plus een lineaire combinatie van evaluaties van f en zijn eerste, 
tweede, ••• afgeleiden. Of dit een zinvolle klasse van formules is, moet 
echter nog onderzocht worden. E~n voordeel is wel direct aan te geven, 
na.melijk dat in gevallen waarin slechts enkele opvolgende afgeleiden van 
f beschikbaar zijn, te weinig om een hierop gebaseerde Taylor-formule vol-
doende nauwkeurig te maken, men niet zijn toevlucht hoe ft te nemen tot 
Runge-Kuttaformules waarin de informatie omtrent f helemaal niet meer aan 
bod komt, maar dat men de extra informatie als het ware in de Runge-Kutta-
formule kan pompen. 
We beperken ons hier tot een eerste onderzoek van formules die uit-
sluitend van fen g gebruik maken (de reeds gegeven formule (2.2.9)) 
(2.9.1) j = 1,2, ••• ,m, 
+ - +(m). 
Yn+l - Yn+1 ' 
waarin g(y(x)) = df(y(x) )/dx. Merk 011 dat de relatie 
g(y) = J(y)f(y) 
formule (2.9.1) overvoert in een formule uit de klasse van gegeneraliseerde 
Runge-Kuttaformules (2.3,3), Een bijzonder geval van (2.9.1) is de derde 
orde consistente formule (zie opgave 2.4.2/(2)) 
+ = y + h f(y ) + -::h21 2g(y +·-::ii31 f(y )) Yn+1 n n n n n n n 
Deze formule vinden we al bij Henrici [1962]; het toont aan dat het mengen 
van Taylor- en Runge-Kuttaformules inderdaad zinvol kan zijn: met twee 
evaZuaties wordt derde orde consistentie verkregen! 
We zullen nu de algemene formule (2.9.1) analyseren voor het geval 
van eerste en tweede orde consistentie. Daartoe is het voldoende dat de 
stabiliteitsf'unctie van (2.9.1) respectievelijk eerste en tweede orde con-
sistent is. Het is eenvoudig te verifieren dat de stabiliteitsf'unctie R 
recursief gegeven wordt door 
(2.9.3) 
R(z) 
Schrijven we R(z) als 
(2.9.4) 
dan vinden we na enig 
m-1 
(2.9.5) 81 I j=O A 
j-1 
1 + z I 
l=O 
R(m)(z) • 
rekenwerk 
m,j 
(1) [A. 1+µ. 1 zJR (z) J' J' 
m-1 
82 I [µ .+A . j=O m,J m,J 
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j 1 ,2, ... ,m , 
j-1 
I A. 1] l=O J' 
De consistentievoorwaarden zijn dus 81 = 1 voor eerste orde consistentie 
en 81 = 282 = 1 voor tw~ede orde consistentie. 
De graad van het polynoom R is maximaal 2m, namelijk wanneer alle 
parametersµ .. 1 ongelijk nul zijn. Aangezien het vanuit het oogpunt van J ,J-
stabiliteit wenselijk is om een stabiliteitspolynoom van zo hoog mogelijke 
graad te hebben,zullen we in elk geval 
µ •. 1 * 0 J ,J- j = 1 ,2, ... ,m 
kiezen. Verder willen we natuurlijk het aantal functie-evaluaties beper-
ken. Dit kan alleen door de parameters A. 1 nulte kiezen. Volgens (2.9.5) J. 
zal echter minstens een parameter A . ongelijk nul moeten zijn, anders m,J 
zou 81 = 0 worden waarmee de consistentievoorwaarde 81 = 1 geschonden 
wordt. Laten we 
A. 0 * 0 J' A. 1 J' 
0 j 
kiezen; we krijgen dan de parametermatrices 
1 ,2, ..• ,m 1 1 ' ... ,j-1 
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0 0 0 
µ1,0 
;1.2,0 0 
(2.9.6) (;1.. 1) 
J' ' 
(µj,l) 
A 
m,O 0 0 µm,O µm,m-1 
Dit kost een evaluatie van f en m evaluaties + zijn m(m+3)/2 vrije van g. Er 
parameters, zodat identificatie met een voorgeschreven stabiliteitspolynoom 
(dit betekent 2m voorwaarden) heel goed mogelijk lijkt. Dit impliceert dat 
ais een evaiuatie van g minder dan (2m-1)/m maai de rekentijd kost van een 
evaluatie van f, we er wat betre~ de graad van het stabiliteitspolynoom 
op vooruitgaan vergeleken bij de Runge-Kuttaformules; voor dezelfde hoe-
veelheid rekenwerk per integratiestap zal men over grotere stabiliteitsge-
bieden kunnen beschikken. Of formule (2.9.6) nog verdere voordelen biedt 
ten opzichte van Runge-Kuttaformules is een open vraag. 
Voorbeeld 2.9.1 
Laten we de formule gegenereerd door (2.9.6) met m = 2 eens aanpassen 
aan een gegeven stabiliteitspolynoom 
(2.9.7) 
Om het rekenwerk te vereenvoudigen stellen we direct al 
Uit (2.9.3) volgt dan dat het stabiliteitspolynoom gegeven wordt door 
R(z) 
Identificatie met (2.9.7) geeft 
s, 
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De parametermatrices (2.9.6) word en dus 
0 
:) 0 0 o .. 1) ( \l j ,1) tl4/tl2 0 J' tl1 0 tl2 
Als numeriek voorbeeld kiezen we het polynoom 
R(z) 
dat een reele stabiliteitsgrens tl = 32 hee~. We vinden dan de formule 
2.9.2 Ingebedde Runge-Kuttamethoden 
In de formulering (2.2.3) van de algemene m-punts Runge-Kuttamethode 
hebben de tussenresultaten y(j 1} voor j = 2,3, •.• ,m-1 in eerste instantie n+ 
niets met de analytische oplossing te maken, ook al zijn de consistentie-
+(m} + +(1) voorwaarden voor een zekere orde p vervuld. Alleen Yn+1 = Yn+1 en Yn+1 
geven een benadering voor y in de punten x + h respectievelijk n n 
x + A1 0h • Nu hebben we bij de constructie van gestabiliseerde formules n , n 
gezien (paragrafen 2.7.4 en 2.7.5) dat er meer dan voldoende parameters 
zijn om aan consistentie- en adaptiviteitsvoorwaarden te voldoen. Deze 
extra vrijheidsgraden hebben we gebruikt om de geheugenr>uimte nodig om de 
formules te implementeren, te minimaliseren. Een zinvol alternatief lijkt 
.. . ~ +(j) de extra parameters zo te kiezen dat de tussenresuvtaten Yn+l , 
j = 2,J, ••• ,m-1, ook benaderingen zijn voor yin punten x + q.h uit het 
n Jn interval [x ,x +h ]. Met andere woorden de formules voor de (") n n n 
yni1 moeten ook aan een aantal consistentievoorwaarden voldoen. Laten we 
de nieuwe parameters 
A. 1 
=.....!...i.=. 
q. 
J 
i 1 ,2' ..• ,j 
voor j 1,2, ••• ,m invoeren, dan luidt de formule voor y~l~ 
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+(i) = y + (q.h ) it1 A~j)f(y(l)) 
Yn+1 n J n 1; 0 1,l n+1 
i 1,2, ... ,j. 
Blijkbaar moeten de para.meters ~jl) voor elke j voldoen aan een aantal voor-
1' ( . ) 
waarden uit tabel 2.4.2, waarbij dan A. 1 vervangen wordt door A.J 1 . Wan-+( . ) 1, 1, 
neer yni1 op deze manier geconstrueerd wordt, spreekt men van een ingebedde 
Runge-KuttaforrrruZe. 
Ingebedde Runge-Kuttaformules kunnen gebruikt worden om schattingen 
te verkrijgen voor de lokale a:fbreekfout (zie Lapidus en Seinfeld [1971]). 
Voor gestabiliseerde Runge-Kuttaformules is dit echter nog niet onderzocht. 
Voorbeeld 2.9.2 
We beschouwen een vierpunts Runge-Kuttaformule van de tweede orde met 
gegeven stabiliteitspolynoom 
(2.9.9) 
Dit gee~ aanleiding tot 4 relaties voor de para.meters A. 1 J' 
· · d1°e +Y(1) +( 2 ) +( 3 ) H1eraan voegen we de relat1es toe, n+1 eerste orde en Yn+1' Yn+1 
tweede orde consistent maken: 
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We hebben nu 9 relaties in 10 onbekenden als we de q. als voorgeschre-J 
ven beschouwen. Stel dat we 
kiezen, dan vinden we 
-+ terwijl de vector A4 
0 q1 
0 0 
0 0 
~ ~(1- 2q ) 
1 
(A4 .) gegeven wordt door het lineaire stelsel 
,J 
1 q2 q3 
-+ 2 
1 2 1 2 A4 
~2 ~3 
0 1 2 4'11-2q3 
We geven twee numerieke voorbeelden van dit soort ingebedde formules door 
middel van hun genererende matrices: 
0 0 0 0 
0 0 0 
(2.9.10) 1 1 0 0 met q 1 1 2 2 q2 q3 
' 1 0 1 0 2 2 
1 1 2( s 3-2s4 ) 4s4 2 2-2s3 
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0 0 0 0 
1 0 0 0 
2 
(2.9.11) 1 1 0 0 met q1 =~= t , q3= 1 4 4 
0 0 0 
-8s4 1-8(s3-4s4 ) 8( s3-4s4 ) 8S 
+(2) +( 3) + 
In het eerste geval geef't vergelijking van yn+1' Yn+ 1 en Yn+ 1 infor-
matie over de fout in xn+1 ' terwijl in het tweede geval iets over de fout 
. 1 h • . . +( 1 ) in xn + 2 n en xn+1 gezegd kan worden, na.melijk door vergeliJking van Yn+1 
met y+( 2.l en +( 3 ) t + 
n+1 Yn+1 me Yn+1 
2.9.3 Rationale Taylor- en Runge-Kutta.methoden 
Tot dusver waren alle in deze syllabus onderzochte formules lineaire 
combinaties van evaluaties van het rechterlid en zijn afgeleiden. Voor de 
expliciete Taylor-methoden betekende dit dat yn+1 als functie van hn be-
naderd werd door een polynoorn in h • Nu is een polynoom voor wat grotere 
n 
intervallen niet altijd geschikt en doen rationale functies het soms veel 
beter. Dit suggereert om integratieformules van de vorm 
(2.9.12) 
te beschouwen, waarin de deling van vectoren componentsgewijs uitgevoerd 
dienen te worden; de vectoren ~- en b. worden bepaald door relaties van 
J J 
de vorm 
(2.9.13) d + I + f(y ) dh Yn+1(hn) y' - • 
n h =O n n 
n 
d2 + I +., g(yn) -y (h) yn -
' dh2 n+1 n h =O 
n n 
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Formule ( 2. 9. 12) stelt een rationale Taylor-fomrule voor. Dergelijke me-
thoden werden onderzocht door Lambert en Shaw [1965], maar het laatste 
woord is hier nog zeker niet over gezegd. 
Men verkrijgt rationale Runge-KuttafoPrTrUles wanneer de afgeleiden 
-+" -+ '" yn' yn benaderd worden door lineaire combinaties van rechterlidevaluaties. 
De reden om dergelijke rationale formules te onderzoeken is het over 
het algemeen aanzienlijk betere stabiliteitsgedra.g voor grote waarden van 
h • 
n 
Voorbeeld 2.9.3 
In de formule 
(2.9.14) + Yn+1 
stemmen de eerste 
+' +" 
een met 
+ + 
en twee.de afgeleide van Yn+l = yn+1(hn) voor hn 
Deze formule is dus consistent van de orde 2. 
0 over-
yn en Yn· 
~ ++ Vervangt men in deze formule yn door een lineaire combinatie van f(yn) 
en f (+y +1n f(+y ) ) , d · d · t d t d f ul n µ n n an is eenvou ig na e gaan a e orm e 
(2.9.15) 
+ + -± + 1 -± + -± + 2 [(2+µ)f(y )-µr(y +-'-h r(y )Jy +2h r(y ) n n µ n n n n n 
-± + + + 1 + + (2+µ)r(y )-µf(y +-'-h f(y ) ) n n µ n n 
consistent van de orde 2 is; hierin is µ een nog vrije parameter. 
We zullen de stabiliteit van deze laatste formule onderzoeken. Daartoe 
verstoren we yn met een 11kleine" vector z:, zodat Yn+l overgaat in Y:+l· 
We vinden 
2 + +* 2h f (y +p ) 
n n n 
-± + ~ -± + ~ 1 + + +* (2+µ)r(y +p )-µr·(y +p +-'-h f(y +p ) ) n n n n µ n n n 
2h r2(y )+4h f(y )J t*+2h (J t*l 2 n n n n nn n nn 
++ ++ 1 ++ +* (2+µ)f(y )-µf(y +-'-h f(y ))+J (2-h J )p n nµn n n nn n 
. J (+ ) . (~)2 .. waarin n = J yn en waarin termen van de orde pn verwaarloosd ziJn. 
Verdere herleiding gee~ 
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Y*n+1 ; yn*+1 + [I+h D (2-D )J + -::-h21 2(D J )2]-p* ' nn n n n nn n 
waa.rin D een diagonaalmatrix is waarvan de diagonaalelementen gegeven wor-
n 
den door: 
2f. (y ) 
n d .. 
JJ (2+µ)f.(y )-µf.(y ~ f(y )) J n J n µ n n 
Voor een enkele lineaire vergelijking 
~ - oy dx -
gee~ deze analyse 
waa.ruit volgt dat voor Reo < 0 de fout p* niet aangroeit hoe groot h ook 
n n 
is. Hoe het voor algemene (lineaire) vergelijkingen gesteld is met de sta-
biliteit is nog niet theoretisch onderzocht; de ervaringen zijn echter bij-
zonder gunstig (zie Fiolet [1973]).-
Tenslotte merken we op dat de parameter µ gebruikt kan worden om even-
tuele polen van de noemer in (2.9.15) te ontlopen. Stel namelijk dat voor 
de gekozen waarden van hn en µ een component van de vector 
-r + -r + 1 -r + (2+µ}r(y ) - µr(y +-'-h r(y ) ) 
n n µ n n 
nul wordt , dan kan men hn en µ zodanig wijzigen dat hn/µ constant blij~ 
-dus geen nieuwe functie-evaluatie- terwijl de bewuste component niet meer 
nul is. 
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