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CONFORMAL SYMMETRY BREAKING DIFFERENTIAL OPERATORS
ON DIFFERENTIAL FORMS
MATTHIAS FISCHMANN1, ANDREAS JUHL2 AND PETR SOMBERG1
Abstract. We study conformal symmetry breaking differential operators which map
differential forms on Rn to differential forms on a codimension one subspace Rn−1. These
operators are equivariant with respect to the conformal Lie algebra of the subspace Rn−1.
They correspond to homomorphisms of generalized Verma modules for so(n, 1) into gen-
eralized Verma modules for so(n+1, 1) both being induced from fundamental form repre-
sentations of a parabolic subalgebra. We apply the F -method to derive explicit formulas
for such homomorphisms. In particular, we find explicit formulas for the generators of the
intertwining operators of the related branching problems restricting generalized Verma
modules for so(n + 1, 1) to so(n, 1). As consequences, we find closed formulas for all
conformal symmetry breaking differential operators in terms of the first-order operators
d, δ, d¯ and δ¯ and certain hypergeometric polynomials. A dominant role in these studies
will be played by two infinite sequences of symmetry breaking differential operators which
depend on a complex parameter λ. These will be termed the conformal first and second
type symmetry breaking operators. Their values at special values of λ appear as fac-
tors in two systems of factorization identities which involve the Branson-Gover operators
of the Euclidean metrics on Rn and Rn−1 and the operators d, δ, d¯ and δ¯ as factors,
respectively. Moreover, they are shown to naturally recover the gauge companion and
Q-curvature operators of the Euclidean metric on the subspace Rn−1, respectively.
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1. Introduction
The present paper is motivated by recent developments in conformal differential geom-
etry. One of the central notions in this area is Branson’s critical Q-curvature Qn(g) ∈
C∞(M) of a Riemannian manifold (M, g) of even dimension n. The curvature invariant
Qn(g) is the last element in the sequence Q2(g), Q4(g), . . . , Qn(g) of curvature invariants
of respective orders 2, 4, . . . , n [B95]. If (M, g) is regarded as a hypersurface in the Rie-
mannian manifold (X, g), the Q-curvatures of (M, g) naturally contribute to the structure
of one-parameter families of conformally covariant differential operators
D2N(g;λ) : C
∞(X)→ C∞(M), λ ∈ C (1.1)
of order 2N mapping functions on the ambient manifold X to functions on M [J09]. Here
conformal covariance means that
e(λ+N)ι
∗(ϕ)D2N(e
2ϕg;λ)(u) = D2N (g;λ)
(
eλϕu
)
for all u, ϕ ∈ C∞(X), and ι∗ denotes the pull-back defined by the embedding ι :M →֒ X .
Such families generalize the even-order families
D2N(λ) : C
∞(Sn+1)→ C∞(Sn), λ ∈ C (1.2)
of differential operators which are associated to the equatorial embedding Sn →֒ Sn+1 of
spheres, and which intertwine spherical principal series representations of the conformal
group of the embedded round sphere Sn, but not of the conformal group of the ambient
round sphere Sn+1. The latter lack of invariance motivates to refer to them as symmetry
breaking operators [KS13, KP14].
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The closely related residue families [J09] are associated to embeddings ι : M → M ×
[0, ε), ι(m) = (m, 0) of M into small neighborhoods. In this case, the metrics on the
neighborhoods are determined by the Poincare´-Einstein metric of the metric g on M in
the sense of Fefferman and Graham [FG11]. The connection of residue families to Q-
curvatures reveals astonishing recursive structures in the sequence Q2N of Q-curvatures
[J13].
The equivariant flat models C∞(Rn+1) → C∞(Rn) of (1.2) coincide with the residue
families for the flat metric on Rn. In turn, these operators correspond to homomorphisms
of generalized Verma modules. Their classification is an algebraic problem [J09], [KOSS15].
In the present paper, we study conformal symmetry breaking differential operators
Ωp(Rn)→ Ωq(Rn−1)
on differential forms which are associated to the embedding ι : Rn−1 → Rn. We shall use
Euclidean coordinates x1, . . . , xn on R
n and assume that Rn−1 ⊂ Rn is the hyperplane
xn = 0. The operators of interest are equivariant for the conformal Lie algebra so(n, 1,R)
of Rn−1 with respect to principal series representations of so(n, 1,R) and so(n + 1, 1,R)
realized on forms on Rn−1 and Rn, respectively. The operators correspond to symmetry
breaking differential operators Ωp(Sn) → Ωq(Sn−1). We emphasize that the study of
symmetry breaking operators of that type which are not differential operators remains
outside the scope of this paper. However, for the sake of simplicity we shall often refer to
conformal symmetry breaking differential operators just as conformal symmetry breaking
operators.
A fundamental method for the systematic study of symmetry breaking differential oper-
ators was introduced in [KOSS15, K14, KP14] and is termed the F -method. It provides a
systematic method to study the corresponding homomorphism of generalized Verma mod-
ules. In our situation, it yields a description of the corresponding homomorphisms of gen-
eralized Verma modules for the two orthogonal Lie algebras so(n, 1,R) and so(n+1, 1,R).
Applying the F -method, actually leads to explicit descriptions of all conformal symmetry
breaking differential operators on differential forms. It turns out that the operators of
interest are given by two infinite sequences
D
(p→p)
N (λ) : Ω
p(Rn)→ Ωp(Rn−1) and D
(p→p−1)
N (λ) : Ω
p(Rn)→ Ωp−1(Rn−1), N ∈ N0
of one-parameter families, some additional operators, and compositions of these with the
Hodge star operator of the Euclidean metric on Rn−1. These operators will be referred to
as the first and second type families and the third and fourth type operators, respectively.
We shall display explicit formulas for all operators and establish their basic mapping
properties.
The following theorem is our main result on even-order families of the first type (The-
orem 5.2.1).
Theorem 1. Assume that N ∈ N and 0 ≤ p ≤ n− 1. The one-parameter family
D
(p→p)
2N (λ) : Ω
p(Rn)→ Ωp(Rn−1), λ ∈ C,
of differential operators, which is defined by the formula
D
(p→p)
2N (λ) =
N−1∑
i=1
(λ+p−2i)α
(N)
i (λ)(dδ)
N−iι∗(δ¯d¯)i
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+ (λ+p)
N∑
i=0
α
(N)
i (λ)(dδ)
N−iι∗(d¯δ¯)i + (λ+p−2N)
N∑
i=0
α
(N)
i (λ)(δd)
N−iι∗(δ¯d¯)i (1.3)
with the coefficients
α
(N)
i (λ) = (−1)
i2N
N !
(2N)!
(
N
i
) N∏
k=i+1
(2λ+n−2k)
i∏
k=1
(2λ+n−2k−2N+1), (1.4)
satisfies the intertwining relation
dπ
′(p)
−λ+2N−p(X)D
(p→p)
2N (λ) = D
(p→p)
2N (λ)dπ
(p)
−λ−p(X) for all X ∈ so(n, 1,R). (1.5)
Here we used the following notation. In (1.3), the operators d and δ are the differential
and co-differential on forms on Rn−1. Their counterparts on Rn are denoted by d¯ and
δ¯. ι∗ denotes the pull-back induced by the embedding ι : Rn−1 →֒ Rn. Finally, the
representations π
(p)
λ on Ω
p(Rn) are defined by
π
(p)
λ (γ) = e
λΦγγ∗
for all conformal diffeomeorphisms γ of the Euclidean metric g0 on R
n so that γ∗(g0) =
e2Φγg0 for some Φγ ∈ C
∞(Rn). The analogous representations on Ωp(Rn−1) are denoted
by π
′(p)
λ . The coefficients α
(N)
i (λ) are related to Jacobi polynomials (Remark 5.1.1).
Note that one may also include (a constant multiple of) the operator ι∗ as the case
N = 0 in the sequence D
(p→p)
2N (λ).
By formula (1.3), the families D
(p→p)
2N (λ) are linear in the degree p of the forms. The
family D
(0→0)
2N (λ) equals the product of (λ − 2N) and the equivariant even-order family
D2N (λ) studied in [J09] and [KOSS15].
1 We recall that the families D2N(λ) : C
∞(Sn) →
C∞(Sn−1) interpolate between the GJMS-operators of order 2N on Sn and Sn−1. Similarly,
the conformal symmetry breaking operators D
(p→p)
2N (λ) interpolate between
D
(p→p)
2N (N−
n−1
2
) = −L
(p)
2N ι
∗ (1.6)
and
D
(p→p)
2N (N−
n
2
) = −ι∗L¯2N , (1.7)
where L
(p)
2N and L¯
(p)
2N are the respective Branson-Gover operators of order 2N on the Eu-
clidean spaces Rn−1 and Rn [BG05]. These identities are special cases of the factorizations
of the families D
(p→p)
2N (λ) (for specific choices of λ) into products of lower-order families
and Branson-Gover operators (Theorem 6.2.1).
The following result provides the analogous formula for odd-order families Ωp(Rn) →
Ωp(Rn−1) of the first type (see Theorem 5.3.1 and Remark 5.3.2).
Theorem 2. Assume that N ∈ N0 and 0 ≤ p ≤ n− 1. The one-parameter family
D
(p→p)
2N+1 (λ) : Ω
p(Rn)→ Ωp(Rn−1), λ ∈ C,
1The families D
(p→p)
2N (λ) raise conformal weights. In contrast, all families in [J09] lower conformal
weights because of opposite conventions for representations. The conventions here correspond to those in
[KOSS15].
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of differential operators, which is defined by the formula
D
(p→p)
2N+1 (λ) =
N∑
i=1
γ
(N)
i (λ; p)(dδ)
N−idι∗i∂n(δ¯d¯)
i
+ (λ+p)
N∑
i=0
β
(N)
i (λ)(dδ)
N−idι∗i∂n(d¯δ¯)
i
+ (λ+p−2N−1)
N∑
i=0
β
(N)
i (λ)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i (1.8)
with the coefficients
β
(N)
i (λ)
def
= (−1)i2N
N !
(2N+1)!
(
N
i
) N∏
k=i+1
(2λ+n−2k)
i∏
k=1
(2λ+n−2k−2N−1) (1.9)
and
γ
(N)
i (λ; p) = (λ+p−2i)β
(N)
i (λ)− (λ+p−2i+1)β
(N)
i−1(λ), (1.10)
satisfies the intertwining relation
dπ
′(p)
−λ+2N+1−p(X)D
(p→p)
2N+1 (λ) = D
(p→p)
2N+1 (λ)dπ
(p)
−λ−p(X) for all X ∈ so(n, 1,R). (1.11)
Again, the coefficients β
(N)
i (λ) are related to Jacobi polynomials (Remark 5.1.1). More-
over, ∂n denotes the normal vector field of the hyperplane R
n−1 and i∂n inserts that field
into the forms. For p = 0, the family D
(p→p)
2N+1 (λ) reduces to the product of (λ − 2N − 1)
and the equivariant odd-order family D2N+1(λ) studied in [J09]
The analogous formulas for the conformal symmetry breaking families of the second
type follow from the above results for the families of the first type by conjugation with the
Hodge star operators on Rn and Rn−1 (Theorem 4.3.3 and Theorems 5.2.2, 5.3.3). These
operators generalize the operator ι∗i∂n : Ω
p(Rn)→ Ωp−1(Rn−1).
For general form degrees p, the families in Theorem 1 and Theorem 2 are uniquely
determined by their equivariance, up to scalar multiples. However, on middle degree
forms p = n
2
if n is even and p = n−1
2
if n is odd, there are additional equivariant families.
In fact, if n is even, additional conformal symmetry breaking operators
Ω
n
2 (Rn)→ Ω
n
2 (Rn−1) and Ω
n
2 (Rn)→ Ω
n
2
−1(Rn−1)
are given by the respective compositions
D
(n
2
→n
2
)
N (λ) ⋆¯ and D
(n
2
→n
2
−1)
N (λ) ⋆¯, (1.12)
where ⋆¯ denotes the Hodge star operator of the Euclidean metric on Rn. Similarly, for
odd n, additional conformal symmetry breaking operators
Ω
n−1
2 (Rn)→ Ω
n−1
2 (Rn−1) and Ω
n+1
2 (Rn)→ Ω
n−1
2 (Rn−1)
are given by the respective compositions
⋆ D
(n−1
2
→n−1
2
)
N (λ) and ⋆ D
(n+1
2
→n−1
2
)
N (λ), (1.13)
where ⋆ is the Hodge star operator of the Euclidean metric on Rn−1.
For general form degrees, the analogous compositions of families of the first and the
second type with Hodge star operators yield further equivariant differential operators on
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differential forms. The following classification result describes all such symmetry breaking
differential operators.
Theorem 3. The linear differential operators
D : Ωp(Rn)→ Ωq(Rn−1)
which satisfy the intertwining relation
dπ′(q)η (X)D = Ddπ
(p)
µ (X) (1.14)
for all X ∈ so(n, 1,R) and some µ, η ∈ C are generated by the following operators.
(1) The case q = p. The families D
(p→p)
N (λ) of the first type. Here N ∈ N0, λ ∈ C and
µ = −λ− p, η = −λ− p+N .
(2) The case q = p − 1. The families D
(p→p−1)
N (λ) of the second type. Here N ∈ N0,
λ ∈ C and µ = −λ− p, η = −λ− (p− 1) +N .
(3) The case q = 1 and p = 0. The operators dD˙
(0→0)
N (N) with N ∈ N0. Here µ = −N
and η = 0.
(4) The case q = p + 1. The operator dι∗. Here µ = η = 0.
(5) The case q = n − 2 and p = n. The operators δD˙
(n→n−1)
N (N) with N ∈ N0. Here
µ = −n−N and η = −n + 3.
(6) The case q = p− 2. The operator δι∗i∂n. Here µ = n− 2p and η = n− 2p+ 3.
(7) The compositions of the above operators with ⋆.
In (3) and (5), the dot denotes derivatives of the families with respect to the parameter λ.
Some comments concerning this classification are in order.
Firstly, we observe that dD
(p→p)
N (N − p) = 0 and that the derivative of the composition
dD
(p→p)
N (λ) (with respect to the parameter λ) at λ = N − p is equivariant only if p = 0.
2
This yields the operators in Theorem 3/(3). Similarly, δD
(p→p−1)
N (N − n+ p) = 0 and the
derivative of the composition δD
(p→p−1)
N (λ) at λ = N − n+ p is equivariant only if p = n.
3
This yields the operators in Theorem 3/(5).
There are some overlaps in the classification: Indeed, for N = 0, (3) is a special case of
(4), and (5) is a special case of (6).
Theorem 4.3.3 implies that the operators in Theorem 3/(1),(2), Theorem 3/(3),(5) and
Theorem 3/(4),(6) are Hodge-conjugate to each other.
The classification implies that all conformal symmetry breaking operators of the type
Ωp(Rn)→ Ωp(Rn−1)
are given by the families
D
(p→p)
N (λ) : Ω
p(Rn)→ Ωp(Rn−1)
and
⋆D
(n
2
→n
2
−1)
N (λ) : Ω
n
2 (Rn)→ Ω
n
2 (Rn−1)
2Only for the degree p = 0 the first type families D
(p→p)
N (λ) are given by one sum. They have the
property D
(0→0)
N (N) = 0.
3Only for the degree p = n, the second type families D
(p→p−1)
N (λ) are given by one sum. They have
the property D
(n→n−1)
N (N) = 0.
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for even n and
⋆D
(n−1
2
→n−1
2
)
N (λ) : Ω
n−1
2 (Rn)→ Ω
n−1
2 (Rn−1)
for odd n as well as the additional operators
⋆ dι∗ : Ω
n
2
−1(Rn)→ Ω
n
2
−1(Rn−1),
⋆ δι∗i∂n : Ω
n+1
2 (Rn)→ Ω
n+1
2 (Rn−1).
Since the second family is proportional to D
(n
2
→n
2
)
N (λ) ⋆¯, it decomposes as the direct sum
of two families which are given by D
(n
2
→n
2
)
N (λ). An analogous comment concerns the third
family. In addition, for n = 2, we have the operators
⋆ dD˙
(0→0)
N (N) : Ω
0(R2)→ Ω0(R1).
Similarly, it follows that all conformal symmetry breaking operators of the type
Ωp(Rn)→ Ωp+1(Rn−1)
are given by the families
⋆D
(n
2
−1→n
2
−1)
N (λ) : Ω
n
2
−1(Rn)→ Ω
n
2 (Rn−1)
for even n and
⋆D
(n−1
2
→n−3
2
)
N (λ) : Ω
n−1
2 (Rn)→ Ω
n+1
2 (Rn−1)
for odd n as well as the additional operators
dι∗ : Ωp(Rn)→ Ωp+1(Rn−1),
dD˙
(0→0)
N (N) : Ω
0(Rn)→ Ω1(Rn−1)
and
⋆ dD˙
(0→0)
N (N) : Ω
0(R3)→ Ω1(R2).
In dimension n = 2, the conformal symmetry breaking operatorsD
(1,0)
N (λ) andD
(1,0)
N (λ) ⋆¯
were found in [KKP14] (see Remark 4.8.8).
We continue with the description of two basic properties of the families of the first and
second type.
Firstly, we note that both types of conformal symmetry breaking operators are connected
through systems of additional factorization identities which involve the operators d, δ, d¯
and δ¯ as factors (Theorems 6.3.1 and 6.3.2). The simplest of these relations are
− (2N)dD
(p→p−1)
2N−1 (−p+2N) = D
(p→p)
2N (−p+2N) (1.15)
and
(2N)D
(p+1→p)
2N−1 (−p−1)d¯ = D
(p→p)
2N (−p). (1.16)
Note that the latter identities imply that dD
(p→p)
2N (−p+2N) = 0 and D
(p→p)
2N (−p)d¯ = 0.
The following result states respective connections of both types of conformal symmetry
breaking operators to the critical Q-curvature operators Q
(p)
n−1−2p and the gauge companion
operators G
(p)
n−2p of (R
n−1, g0) (we refer to Section 6.1 for the definition of these concepts).
Let dot denote the derivative with respect to λ.
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Theorem 4. If n− 1 is even and n− 2p ≥ 3, we have
D˙
(p→p)
n−1−2p(−p)|ker(d¯) = Q
(p)
n−1−2pι
∗. (1.17)
Similarly, if n− 1 is even and n− 2p ≥ 1, then
D
(p→p−1)
n−2p (−p)|ker(d¯) = −G
(p)
n−2pι
∗. (1.18)
Although the Q-curvature Qn = Q
(0)
n of the Euclidean metric on Rn vanishes, the
formula (1.17) is non-trivial. However, it is an easy consequence of formula (1.3) for the
even-order families of the first type. An important aspect of formula (1.17) is the fact that
it resembles its analog
D˙resn (0; g)(1) = Qn(g)
for general metrics g on a manifold of even dimension n [J09], [GJ07]. For more details
see Theorem 6.4.1 and Theorem 6.4.8.
We finish this section with an outline of the content of the paper.
In Section 2, we first review an application of the Fourier transform to generalized Verma
modules which is known as the F -method. We explain the role of singular vectors in this
connection and describe qualitative results on some branching laws.
Section 3 is devoted to the construction of singular vectors which correspond to con-
formal symmetry breaking operators Ωp(Rn) → Ωq(Rn−1). We find two one-parameter
families of singular vectors which describe the embedding of the so(n, 1,R)-submodules
in the branching laws of the generalized Verma modules which are induced from twisted
fundamental representations on exterior forms. They are termed the singular vectors of
first and second type. Their construction rests on solving systems of ordinary differential
equations produced by the F -method. It turns out that the solution spaces are determined
by Gegenbauer polynomials. The main results are Theorems 3.2.1, 3.2.2, 3.3.1 and 3.3.2.
Finally, reducible summands in the branching laws lead to additional singular vectors of
the third and the fourth type (Theorem 3.4.1, Theorem 3.5.1). There are some subtleties
for middle degree forms.
Then, in Section 4, we apply the results on singular vectors to define conformal symmetry
breaking operators. The singular vectors of the first type induce the first type families
D
(p→p)
N (λ) of conformal symmetry breaking operators of order N ∈ N acting on differential
p-forms on Rn and taking values in p-forms on Rn−1. By conjugation with the Hodge star
operators on Rn and Rn−1, we obtain the second type families D
(p→p−1)
N (λ) of conformal
symmetry breaking operators. They correspond to the singular vectors of the second type
found in Section 3 and act on differential p-forms on Rn and take values in (p−1)-forms
on Rn−1. The main results here are Theorems 4.1.1 and 4.1.2 (first type families) and
Theorems 4.2.1 and 4.2.2 (second type families). Next, singular vectors of type three and
four induce conformal symmetry breaking operators of type three and four, respectively.
Again, these two types are Hodge conjugate to each other. The main results here are
Theorems 4.4.1 and 4.4.2 (type three) and Theorems 4.5.1 and 4.5.2 (type four). Finally, in
Section 4.7, we combine the previous results in a proof of the classification result Theorem
3. In the last two subsections of Section 4, we display explicit formulas for low-order special
cases, confirm the equivariance of the first-order families both by direct calculations and
as consequences of the conformal covariance of their curved analogs and prove that the
results of [KKP14] in dimension n = 2 are special cases of ours.
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In Section 5, we derive alternative closed formulas for all conformal symmetry breaking
operators in terms of the geometric operators d, δ and their bar-versions. That process
amounts to changing to another basis of invariants. Although the resulting formulas allow
quick proofs of some of the basic properties of the families in later sections, it should be
stressed that neither of the two ways to write them is canonical. The discussion of the
first and second type families is divided into two subsections according to the parity of
their orders. The main results are contained in Theorems 5.2.1 and 5.2.2 (even order) and
Theorems 5.3.1 and 5.3.3 (odd order). These results cover Theorem 1 and Theorem 2. An
analogous discussion yields geometric formulas for operators of type three and four.
In Section 6, we establish basic properties of the first and second type families of confor-
mal symmetry breaking operators. We first recall some results on Branson-Gover, gauge
companion and Q-curvature operators [BG05] on forms. Then we derive systems of iden-
tities which show that at special arguments any family of the first type factors into the
product of a lower-order family of the first type and a Branson-Gover operator for the
Euclidean metrics on Rn or Rn−1 (Theorems 6.2.1 and 6.2.2). The special arguments
for which such main factorizations take place are naturally determined by the conformal
weights of the Branson-Gover operators involved. As very special cases, we obtain the
relations (1.6) and (1.7). Furthermore, we show that both types of conformal symmetry
breaking operators are linked by systems of supplementary factorizations (Theorems 6.3.1
and 6.3.2) which involve the four operators d, δ, d¯ and δ¯ as factors. The overall interest in
both types of factorization identities comes from the conjecture that they literally extend
to curved analogs of the families. Theorem 6.4.1 (see also (1.18)) gives a description of
the gauge companion operators for the Euclidean metric in terms of odd-order conformal
symmetry breaking operators of the second type. Finally, for the Euclidean metric, we
introduce the notion of Q-curvature polynomials (Definition 6.4.3) on differential forms
(generalizing the case p = 0 analyzed in [J13]) and show how these cover the Q-curvature
operator on closed differential forms (see Theorem 6.4.6).
The results of the present paper solve a basic problem of conformal geometry in a
very special but important case. Indeed, it is natural to ask for a description of all
conformally covariant differential operators mapping differential forms on a Riemannian
manifold (X, g) to differential forms on a submanifold (M, g) (with the induced metric).4 In
the codimension one case and for differential operators acting on functions, that problem
has been analyzed in [J09]. The case of differential operators on forms on (X,M) =
(Rn,Rn−1) with the Euclidean metric on the background manifold Rn is studied here.
The significance of the present results for the general curved case comes from the fact
that the formulas in the curved case arise from the geometric formulas derived here by
adding lower-order curvature correcting terms which involve curvature of the submanifold
and curvature being associated to the embedding. However, closed formulas for these
correction terms seem to be out of reach presently. There are at least two ways to attempt
to understand their structure. In the codimension one case, a purely algebraic approach
could be based on the construction of lifts of our families of homomorphisms to families of
homomorphisms of semi-holonomic Verma modules [ES97]. A different approach will be
developed in the forthcoming paper [FJS16], where we identify the families constructed
here with two types of so-called residue family operators on differential forms. For general
4A version of the problem appears as Problem 2.2 in [KKP14]. It replaces conformal covariance by
equivariance with respect to an appropriate group of conformal diffeomorphisms.
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metrics, these residue families are defined by the asymptotic expansions of eigenforms of
the Laplacian of a Poincare´-Einstein metric of a conformal manifold. Their construction
extends the construction of residue families in [J09].
2. Preliminaries
In the present section, we briefly review basic notation and results initiated and de-
veloped in [K12, KP14, KOSS15, K14]. We apply these results to describe the situation
of our interest: the branching problem for generalized Verma modules of real orthogonal
simple Lie algebras, conformal parabolic subalgebras and fundamental representations on
forms twisted by characters as inducing data.
2.1. The F -method. We first introduce our setting. Let G be a connected real reductive
Lie group with Lie algebra g(R), P ⊂ G a parabolic subgroup with Lie algebra p(R),
p(R) = l(R)⊕ n+(R) its Levi decomposition and n−(R) the opposite (negative) nilradical,
g(R) = n−(R)⊕ p(R). The complexifications of Lie algebras g(R), p(R), l(R), n+(R), etc.,
will be denoted g, p, l, n+, etc.
Given a complex finite dimensional P -module (ρ, V ), we consider the induced rep-
resentation
(
π, IndGP (V )
)
of G on smooth sections of the homogeneous vector bundle
G×P V → G/P , i.e., π acts on the space
IndGP (V )
def
= C∞(G, V )P =
{
f ∈ C∞(G, V ) | f(gp) = ρ(p−1)f(g), g ∈ G, p ∈ P
}
by the left regular representation. Given another data (G′, P ′, ρ′ : P ′ → GL(V ′)) such
that G′ ⊂ G is reductive, P ′ = P ∩ G′ and p is g′-compatible, cf. [KP14, Definition 4.5],
the space of continuous G′-equivariant homomorphisms
HomG′
(
IndGP (V ), Ind
G′
P ′(V
′)
)
(2.1)
is termed the space of symmetry breaking operators [KS13]. Here the G′-equivariance is
defined with respect to the actions π(g′) and π′(g′) for all g′ ∈ G′, where π(g′) is realized
by embedding G′ ⊂ G. The space of G′-equivariant differential operators D : IndGP (V )→
IndG′P ′(V
′), cf. [KP14, Section 2], denoted by
DiffG′
(
IndGP (V ), Ind
G′
P ′(V
′)
)
, (2.2)
is a subspace of (2.1).
Let U(g) be the universal enveloping algebra of g. Denoting V ∨ the dual (or, contra-
gredient) representation to V , the generalized Verma module Mgp(V
∨) is defined by
Mgp(V
∨)
def
= U(g)⊗U(p) V
∨.
The induced action will be denoted by π ∨.
The space (2.2) of G′-equivariant differential operators is isomorphic to the space of
g′-homomorphisms of generalized Verma modules,
DiffG′
(
IndGP (V ), Ind
G′
P ′(V
′)
)
≃ Homg′
(
Mg
′
p′((V
′)∨),Mgp(V
∨)
)
, (2.3)
where in addition
Homg′
(
Mg
′
p′((V
′)∨),Mgp(V
∨)
)
≃ Homp′
(
(V ′)∨,Mgp(V
∨)
)
, (2.4)
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cf. [KP14, Theorem 2.7], [KOSS15]. In [KP14], the elements of Homp′ ((V
′)∨,Mgp(V
∨))
are referred to as singular vectors. Alternatively, we may first define the L′-submodule
Mgp(V
∨)n
′
+
def
= {v ∈ Mgp(V
∨) | dπ ∨(Z)v = 0, Z ∈ n′+} (2.5)
of Mgp(V
∨) as the space of singular vectors and then study the l′-homomorphisms of
(V ′)∨ into this space. Then any irreducible l′-submodule (W ′)∨ of Mgp(V
∨)n
′
+ yields a g′-
homomorphism Mg
′
p′((W
′)∨) to Mgp(V
∨). The latter method has been used in [KOSS15].
The F -method, cf. [KOSS15], [KP14, Section4], is a constructive method to determine
singular vectors. The idea is the following. We first note that a generalized Verma module
Mgp(V
∨) can be realized as a space of V ∨-valued distributions on N− supported at o
def
=
eP ∈ G/P . In particular, there is a U(g)-module isomorphism
φ :Mgp(V
∨)→ D′[o](N−, V
∨) (2.6)
([KOSS15], [KP14]). When the nilpotent group N− is commutative, it may be identified
with n−(R) via the exponential map. Hence
D′[o](N−, V
∨) ≃ D′[0](n−(R))⊗ V
∨.
Let Pol(n∗−(R)) be the space of polynomials on n
∗
−(R). The algebraic Fourier transform
5
F : D′[0](n−(R))→ Pol(n
∗
−(R)), F(f)(ξ)
def
= 〈f(·), ei〈·,ξ〉〉 =
∫
n−(R)
ei〈x,ξ〉f(x)dx, (2.7)
is an algebra isomorphism mapping convolutions into products. F extends to an isomor-
phism of vector spaces
F ⊗ IdV ∨ : D
′
[0](n−(R))⊗ V
∨ → Pol(n∗−(R))⊗ V
∨. (2.8)
We use this isomorphism to transport the g-module structure. Let dπ˜ denote the induced
action of g on Pol(n∗−(R))⊗V
∨. Thus the space of singular vectors is identified by Fourier
transform with the space
Sol(g, g′;V ∨)
def
= {f ∈ Pol(n∗−(R))⊗ V
∨ | dπ˜(Z)f = 0, Z ∈ n′+}. (2.9)
In summary, searching for singular vectors, which is a combinatorial problem, is equivalent
to finding elements in Sol(g, g′;V ∨), a problem in algebraic analysis. Finally, we note that
the operators dπ˜(Z) in (2.9) form a system of second-order partial differential operators
on Pol(n∗−(R))⊗ V
∨.
2.2. Notation and induced representations. In the remainder of the paper, we assume
that N ∋ n ≥ 2. Let G = SO0(n+ 1, 1,R) be the connected component of the identity of
the group preserving the quadratic form
2x0xn+1 + x
2
1 + · · ·+ x
2
n
on Rn+2. Let {ej , j = 0, . . . , n+ 1} be the standard basis of R
n+2. The group G preserves
the cone
C = {x = (x0, . . . , xn+1) ∈ R
n+1 | 2x0xn+1 + x
2
1 + · · ·+ x
2
n = 0}.
5By an artificial use of the pairing of n+ and n− defined by the Killing form, one may regard the range
of the Fourier transform as consisting of polynomials on n+. Although this has been the perspective in
[KOSS15], we prefer not to follow it here. It would also complicate formulas by unpleasant constants.
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Let P = P+ ⊂ G and P− ⊂ G be the isotropy subgroups of the lines generated by
e0 = (1, 0, . . . , 0) and en+1 = (0, 0, . . . , 1), respectively. Then P± are parabolic subgroups
with Langlands decompositions P± = LN± =MAN±, where M ≃ SO(n,R), A ≃ R
+ and
N± ≃ R
n. The elements of G can be written in the block form1× 1 1× n 1× 1n× 1 n× n n× 1
1× 1 1× n 1× 1

with respect to the decomposition
R
n+2 = Re0 ⊕
n⊕
j=1
Rej ⊕ Ren+1.
The real Lie algebras corresponding to the above Lie groups are
g(R) = so(n+ 1, 1,R), p±(R) = l(R)⊕ n±(R) = m(R)⊕ a(R)⊕ n±(R) (2.10)
with
m(R) ≃ so(n,R), a(R) ≃ R and n±(R) ≃ R
n.
The basis elements
E =
1 0 00 0 0
0 0 −1
 , E+j =
0 ej 00 0 −etj
0 0 0
 , E−j =
 0 0 0etj 0 0
0 −ej 0
 , 1 ≤ j ≤ n
and
Mij =
0 0 00 (Mij)rs = δirδjs − δisδjr 0
0 0 0
 , i, j, r, s = 1, . . . , n, i < j
satisfy the commutation relations
[E+i , E
−
j ] = δijE +Mij
and
[Mij , E
+
r ] = δjrE
+
r − δirE
+
j , [E,E
+
j ] = E
+
j , [E,Mij ] = 0
and analogously for E−j . We shall also use the notation Ej = E
−
j .
The elements E±j , 1 ≤ j ≤ n, form respective bases of n±(R). We use these bases to
identify both spaces with Rn. The Euclidean metric g0 on R
n induces scalar products on
n±(R) for which both bases are orthonormal. The adjoint action of M on n±(R) preserves
these scalar products. Hence M can be identified with SO(n,R). Sometimes it will be
useful to identify elements of n−(R) with column vectors vectors and elements of n+(R)
with row vectors. Let (E±j )
∗ for 1 ≤ j ≤ n be the dual basis elements of n±(R)
∗. They
are orthonormal with respect to corresponding dual scalar products.
Furthermore, we consider the subgroup G′ ≃ SO0(n, 1,R) of G which preserves the
line in the cone C generated by en. The embedding of G
′ is realized as the matrix block
inclusion(
1× 1 1× n− 1 1× 1
n− 1× 1 n− 1× n− 1 n− 1× 1
1× 1 1× n− 1 1× 1
)
→֒
 1× 1 1× n− 1 0 1× 1n− 1× 1 n− 1× n− 1 0 n− 1× 10 0 0 0
1× 1 1× n− 1 0 1× 1
 .
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The group P ′ = P ∩ G′ is a parabolic subgroup of G′ with Langlands decomposition
P ′ = L′N ′+ = M
′AN ′+, where M
′ ≃ SO(n− 1,R), A ≃ R+ and N ′+ ≃ R
n−1. The real Lie
algebras of these groups are
g′(R) = so(n, 1,R), p′(R) = l′(R)⊕ n′+(R) = m
′(R)⊕ a(R)⊕ n′+(R) (2.11)
with
m′(R) ≃ so(n− 1,R), a(R) ≃ R and n′+(R) ≃ R
n−1.
The elements E±j for 1 ≤ j ≤ n− 1 form respective bases of n
′
±(R).
The natural action of M ≃ SO(n,R) on Rn induces representations σp on the spaces
Λp(Rn) and Λp(Rn)∗ of multilinear forms.
Remark 2.2.1. For X, Y ∈ Rn, the tensor X⊗Y −Y ⊗X acts on Rn with the Euclidean
metric g0 by
T : v 7→ Xg0(Y, v)− Y g0(X, v).
In view of g0(T (v), w) + g0(v, T (w)) = 0, we have T ∈ so(n,R). The action T naturally
extends to Λp(Rn) by
(X⊗Y −Y ⊗X)(v1∧· · ·∧vp) =
p∑
l=1
v1∧· · ·∧vl−1∧(Xg0(Y, vl)−Y g0(X, vl))∧vl+1∧· · ·∧vp
for v1∧· · ·∧vp ∈ Λ
p(Rn). It coincides with the infinitesimal representation dσp on Λ
p(Rn).
We shall use the notation σp also for the corresponding representations ofM ≃ SO(n,R)
on the complex vector spaces Λp(Rn)⊗ C.
Next, we fix some notation. We define the fundamental weights
Λj = e1 + · · ·+ ej for j = 1, . . . ,
n
2
− 2,
Λn
2
−1 =
1
2
(e1 + · · ·+ en
2
−1 − en
2
)
Λn
2
= 1
2
(e1 + · · ·+ en
2
−1 + en
2
) (2.12)
for even n and
Λj = e1 + · · ·+ ej for j = 1, . . . ,
n−3
2
,
Λn−1
2
= 1
2
(e1 + · · ·+ en−1
2
) (2.13)
for odd n. Here the vectors ej denote respective standard basis vectors in R
n−1
2 and R
n
2 .
Let Λ0 = 0. We also set
1p
def
= (1, . . . , 1︸ ︷︷ ︸
p entries
, 0, . . . , 0) and 1±n
2
def
= (1, . . . , 1,±1︸ ︷︷ ︸
n
2
entries
)
for even n and
1p
def
= (1, . . . , 1︸ ︷︷ ︸
p entries
, 0, . . . , 0) and 1n−1
2
= ( 1, . . . , 1︸ ︷︷ ︸
n−1
2
entries
).
for odd n.
The following lemma collects basic information on the representations σp.
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Lemma 2.2.2. (i) If n is odd, the representation σp of SO(n,R) on Λ
p(Rn) ⊗ C is ir-
reducible for all p = 0, 1, . . . , n. σp is equivalent to σn−p. For p ≤ (n − 1)/2, its highest
weight equals 1p.
(ii) If n is even and p 6= n
2
, the representation σp of SO(n,R) on Λ
p(Rn)⊗C is irreducible.
σp is equivalent to σn−p. For p ≤ n/2− 1, its highest weight equals 1p.
(iii) If n is even, we have the decomposition σn
2
= σ+n
2
⊕ σ−n
2
, where the irreducible repre-
sentations σ±n
2
act on the eigenspaces
Λ
n
2
±(R
n)⊗ C
def
=
{
ω ∈ Λ
n
2 (Rn)⊗ C | ⋆¯ ω = µ±ω
}
of the Hodge star operator ⋆¯ of the Euclidean metric g0 on R
n. Here µ± = ±1 if n ≡ 0
(mod 4) and µ± = ±i if n ≡ 2 (mod 4). The highest weights of the representations σ
+
n
2
and σ−n
2
are 1+n
2
and 1−n
2
, respectively.
(iv) For all p = 0, 1, . . . , n, there is an isomorphism of SO(n− 1,R)-modules
Λp(Rn) ≃ Λp(Rn−1)⊕ Λp−1(Rn−1);
here we set Λ−1(Rn−1) = 0.
(v) If n is even, there are isomorphisms
Λ
n
2
+(R
n)⊗ C ≃ Λ
n
2
−1(Rn−1)⊗ C and Λ
n
2
−(R
n)⊗ C ≃ Λ
n
2
−1(Rn−1)⊗ C,
which are given by
Λ
n
2
−1(Rn−1)⊗ C ∋ ω 7→
{
⋆ ω + ω ∧ en if n ≡ 0 (mod 4)
⋆ ω − iω ∧ en if n ≡ 2 (mod 4)
and
Λ
n
2
−1(Rn−1)⊗ C ∋ ω 7→
{
⋆ ω − ω ∧ en if n ≡ 0 (mod 4)
⋆ ω + iω ∧ en if n ≡ 2 (mod 4).
Here ⋆ denotes the Hodge star operator (of the Euclidean metric) on Rn−1. In particular,
the highest weights of the SO(n−1,R)-modules Λ
n
2
±(R
n) are 1n
2
−1.
Proof. The claims in (i), (ii) and (iii) are well-known; see also Proposition 3.1.1. Note
that the SO(n,R)-invariance of the Hodge star operator implies the equivalencies in (i)
and (ii), and shows that the eigenspaces in (iii) are well-defined. (iv) follows from the
SO(n−1,R)-equivariance of the decomposition
ω = ω′ + ω′′ ∧ en with ω
′ ∈ Λp(Rn−1) and ω′′ ∈ Λp−1(Rn−1)
of any ω ∈ Λp(Rn). In order to prove (v), we first observe that
⋆¯ (⋆ ω) = ω ∧ en and ⋆¯ (ω ∧ en) = (−1)
n
2 ⋆ ω
for ω ∈ Λ
n
2
−1(Rn−1). Then we obtain
⋆¯ (⋆ ω ± ω ∧ en) = ±(⋆ ω ± ω ∧ en)
if n ≡ 0 (mod 4) and
⋆¯ (⋆ ω ± iω ∧ en) = ∓i(⋆ ω ± iω ∧ en)
if n ≡ 2 (mod 4). The proof is complete. 
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Next, we introduce some notation for induced representations. For λ ∈ C, we denote by
(ξλ,Cλ) the 1-dimensional complex representation ξλ(a) = exp(λ log a) of A. We trivially
extend ξλ to a character of P . Its dual representation is C
∨
λ ≃ C−λ. For p = 0, 1, . . . , n
and λ ∈ C, we define the representation
ρλ,p
def
= σp ⊗ ξλ
of L = MA on
Vλ,p
def
= Λp(n−(R))⊗ Cλ ≃ Λ
p(Rn)⊗ Cλ. (2.14)
Here we regard the spaces Λp(Rn) as trivial A-modules. We also recall that for even n the
representation σn
2
is not irreducible. The dual representation ρ∨λ,p of L =MA acts on
V ∨λ,p ≃ Λ
p(n−(R))
∗ ⊗ C−λ ≃ Λ
p(Rn)∗ ⊗ C−λ.
We trivially extend ρλ,p and ρ
∨
λ,p to representations of P , i.e.,
ρλ,p(man)(v ⊗ 1) = σp(m)(v)⊗ a
λ (2.15)
and
ρ∨λ,p(man)(v ⊗ 1) = σ
∨
p (m)(v)⊗ a
−λ (2.16)
for man ∈ P = MAN+. Let
(πλ,p, Ind
G
P (ρλ,p)) and (π
∨
λ,p, Ind
G
P (ρ
∨
λ,p))
be the resulting induced representations of G.6 The analogous induced representations for
G′ are denotes by π′λ,p and π
′ ∨
λ,p.
Remark 2.2.3. The representation π ∨λ,p can be naturally identified with the left regular
representation of G on the space Ωp(G/P,C−λ−p) of weighted p-forms on G/P (with weight
−λ−p). Alternatively, we may naturally identify the induced representations π ∨λ,p with the
geometrically defined representations
π
(p)
λ (γ)
def
= eλΦγγ∗ : Ω
p(Sn)→ Ωp(Sn), γ ∈ G (2.17)
on complex-valued p-forms on the round sphere Sn through the identity
π
(p)
−λ−p = π
∨
λ,p. (2.18)
The definition (2.17) rests on the fact that G acts on Sn = G/P by conformal diffeomor-
phisms of the round metric g0, i.e., γ∗(g0) = e
2Φγg0 for some Φγ ∈ C
∞(Sn). For more
details on these identifications in the case p = 0 see Section 2.3 in [J09].
2.3. A branching problem. In the present section, we use a result of [K12] to describe
the decompositions of the generalized Verma modules
Mgp (Λ
p(Rn)⊗ Cλ) , λ ∈ C
for g under restriction to the subalgebra g′ on the level of characters.
Let S(V ) = ⊕∞N=0S
N(V ) be the symmetric tensor algebra over the vector space V .
We extend the adjoint action of l′ to S(n−/n
′
−). Then the l
′-module S(n−/n
′
−) is the free
commutative ring generated by the 1-dimensional l′-module n−/n
′
− isomorphic to C−1, i.e.,
6In [J09], induced representations are defined by using the opposite sign of λ.
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S(n−/n
′
−) ≃ ⊕N≥0C−N . For any finite dimensional irreducible l-module W and any finite
dimensional irreducible l′-module V ′ we define
m(W,V ′)
def
= dimCHoml′
(
V ′,W |l′ ⊗ S(n−/n
′
−)
)
. (2.19)
Then, by [K12, Theorem 3.10], it holds
Mgp(W )|g′ ≃
⊕
V ′
m(W,V ′)Mg
′
p′(V
′) (2.20)
in the Grothendieck group K(Op
′
) of the Bernstein-Gelfand-Gelfand parabolic category
Op
′
. The isomorphism (2.20) is equivalent to the equality of formal characters of both
sides.
For the convenience of the reader, we recall the main arguments of the proof of (2.20).
First, the identifications Mgp(W ) ≃ U(n−) ⊗W ≃ S(n−) ⊗W imply that on MA
+ the
formal character of this module is given by
ch(Mgp(W ))(ma) =
∑
N≥0
tr(Ad(ma)|SN (n−))ch(W )(ma)
= det(1−Ad(ma)|n−)
−1ch(W )(ma), ma ∈MA+ ⊂ L.
We restrict this formula to M ′A+ ⊂ L′. The relation
det(1− Ad(m′a)|n−)
−1 = det(1−Ad(m′a)|n′
−
)−1 det(1− Ad(a)|n−/n′−)
−1
= det(1−Ad(m′a)|n′
−
)−1
∑
N≥0
tr(Ad(a)|SN (n−/n′−)) (2.21)
for m′a ∈M ′A+ yields
ch(Mgp(W ))(m
′a) = det(1−Ad(m′a)|n′
−
)−1ch(W ⊗ S(n−/n
′
−))(m
′a)
= det(1−Ad(m′a)|n′
−
)−1
∑
V ′
m(W,V ′)ch(V ′)(m′a)
=
∑
V ′
m(W,V ′)ch(Mg
′
p′(V
′))(m′a).
This proves the assertion.7
The isomorphism (2.20) may be regarded as the main step in the determination of a
branching rule of the restriction to g′ of the generalized Verma modules Mgp(W ). We also
stress that the modules on the right-hand side of (2.20) may be reducible: this effect will
actually play a role later.
Now let W = Vp,λ. In order to determine the multiplicities
mV ′(p, λ)
def
= m(Vp,λ, V
′), (2.22)
we distinguish several cases.
The generic case. We assume that n is odd and p 6= n±1
2
or n is even and p 6= n
2
.
Then Lemma 2.2.2 implies that the SO(n,R)-module Λp(Rn) ⊗ C is irreducible and the
multiplicity (2.22) equals one iff
V ′ ≃ Λp(Rn−1)⊗ Cλ−N or V
′ ≃ Λp−1(Rn−1)⊗ Cλ−N
7The identity (2.21) also implies an identity for Selberg zeta functions which in turn suggests part of
the theory in [J09] (as explained in Section 1.2 of this reference).
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for some N ∈ N0.
Middle degree cases (n odd). If p = n−1
2
, the multiplicity (2.22) equals one iff
V ′ ≃ Λ
n−1
2
+ (R
n−1)⊗ Cλ−N or V
′ ≃ Λ
n−1
2
− (R
n−1)⊗ Cλ−N or V
′ ≃ Λ
n−3
2 (Rn−1)⊗ Cλ−N
for some N ∈ N0. Similarly, if p =
n+1
2
, the multiplicity (2.22) equals one iff
V ′ ≃ Λ
n+1
2 (Rn−1)⊗ Cλ−N or V
′ ≃ Λ
n−1
2
+ (R
n−1)⊗ Cλ−N or V
′ ≃ Λ
n−1
2
− (R
n−1)⊗ Cλ−N
for some N ∈ N0.
Middle degree cases (n even). Assume that p = n
2
. Then Lemma 2.2.2 shows that
the multiplicity (2.22) is one iff
V ′ ≃ Λ
n
2
−1(Rn−1)⊗ Cλ−N ≃ Λ
n
2 (Rn−1)⊗ Cλ−N
for some N ∈ N0.
Using these observations, the following results are special cases of (2.20).
Proposition 2.3.1 (Character identities. Generic cases). We consider the compat-
ible pair of simple Lie algebras
g(R) = so(n+1, 1,R), g′(R) = so(n, 1,R)
and their respective conformal parabolic subalgebras p(R) and p′(R). Assume that p 6= n±1
2
if n is odd and p 6= n
2
if n is even. Then, in the Grothendieck group K(Op) of the
Bernstein-Gelfand-Gelfand parabolic category Op, it holds
Mgp (Λ
p(Rn)⊗ Cλ) |g′
≃
⊕
N∈N0
Mg
′
p′
(
Λp−1(Rn−1)⊗ Cλ−N
)
⊕
⊕
N∈N0
Mg
′
p′
(
Λp(Rn−1)⊗ Cλ−N
)
. (2.23)
For generic λ, the identity (2.23) refines to an actual branching law (with direct sums
of irreducible modules on the right hand-side).
Proposition 2.3.2 (Character identities. Middle degree cases). With the same
notation as in Proposition 2.3.1, it holds
Mgp
(
Λ
n−1
2 (Rn)⊗ Cλ
)
|g′
≃
⊕
N∈N0
Mg
′
p′
(
Λ
n−1
2
+ (R
n−1)⊗ Cλ−N
)
⊕
⊕
N∈N0
Mg
′
p′
(
Λ
n−1
2
− (R
n−1)⊗ Cλ−N
)
⊕
⊕
N∈N0
Mg
′
p′
(
Λ
n−3
2 (Rn−1)⊗ Cλ−N
)
(2.24)
and
Mgp
(
Λ
n+1
2 (Rn)⊗ Cλ
)
|g′
≃
⊕
N∈N0
Mg
′
p′
(
Λ
n+1
2 (Rn−1)⊗ Cλ−N
)
⊕
⊕
N∈N0
Mg
′
p′
(
Λ
n−1
2
+ (R
n−1)⊗ Cλ−N
)
⊕
⊕
N∈N0
Mg
′
p′
(
Λ
n−1
2
− (R
n−1)⊗ Cλ−N
)
(2.25)
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for odd n and
Mgp
(
Λ
n
2
±(R
n)⊗ Cλ
)
|g′ ≃
⊕
N∈N0
Mg
′
p′
(
Λ
n
2
−1(Rn−1)⊗ Cλ−N
)
(2.26)
for even n.
The F -method is a procedure to construct the emdeddings of the U(g′)-submodules in
the decompositions in Proposition 2.3.1 and Proposition 2.3.2. It has been explained in
Section 2.1. Its realization requires to work with the induced representations in the non-
compact model. The following lemma provides the necessary details. In the non-compact
model of the infinitesimal induced representation dπλ,p, the g(R)-module Ind
G
P (Vλ,p) is
given by the space C∞(n−(R))⊗Vλ,p ≃ C
∞(Rn)⊗Vλ,p of smooth Vλ,p-valued functions on
n−(R) ≃ R
n. We shall write n−(R) ∋ X =
∑n
k=1 xkE
−
j and n
∗
−(R) ∋ ξ =
∑n
k=1 ξk(E
−
k )
∗.
Lemma 2.3.3. (1) The operator dπλ,p(E
+
j ), j = 1, . . . , n− 1, acts on C
∞(Rn)⊗ Vλ,p by
dπλ,p(E
+
j )(u⊗ ω)(x) =
(
− 1
2
n∑
k=1
x2k∂xj + xj(λ+
n∑
k=1
xk∂xk)
)
(u)⊗ ω
−
n∑
k=1
xku⊗ (E
−
k ⊗ E
+
j − E
−
j ⊗ E
+
k )(ω), (2.27)
where u ∈ C∞(Rn) and ω ∈ Λp(Rn).
(2) The operator dπ˜λ,p(E
+
j ), j = 1, . . . , n− 1, acts on Pol(R
n)⊗ Vλ,p by
dπ˜λ,p(E
+
j )(p⊗ ω) = −i
(
1
2
ξj∆ξ + (λ− Eξ)∂ξj
)
(p)⊗ ω
+ i
n∑
k=1
∂ξk(p)⊗ (E
−
k ⊗E
+
j −E
−
j ⊗E
+
k )(ω), (2.28)
where p ∈ Pol(Rn) and ω ∈ Λp(Rn). Here i ∈ C is the complex unit, ∆ξ =
∑n
k=1 ∂
2
ξk
is
the Laplace operator in the variables ξ1, . . . , ξn of n
∗
−(R) and Eξ =
∑n
k=1 ξk∂ξk is the Euler
operator.
(3) The operator (dπλ,p)
∨(E+j ), j = 1, . . . , n− 1, acts on C
∞(Rn)⊗ V ∨λ,p by
(dπλ,p)
∨(E+j )(u⊗ ω)(x) =
(
− 1
2
n∑
k=1
x2k∂xj + xj(−λ+
n∑
k=1
xk∂xk)
)
(u)⊗ ω
+
n∑
k=1
xku⊗ ((E
+
j )
∗ ⊗ (E−k )
∗ − (E+k )
∗ ⊗ (E−j )
∗)(ω), (2.29)
where u ∈ C∞(Rn) and ω ∈ Λp(Rn)∗.
We recall that through the identifications n±(R) ≃ R
n the elements E−k ⊗E
+
j −E
−
j ⊗E
+
k
are regarded as elements of so(n,R). They act on Λp(Rn) as stated in Remark 2.2.1.
We also note that the formulation of Lemma 2.3.3 has been simplified by suppressing
the tensor products with Cλ.
Proof. (i) The proof is a minor extension of the proof of [KOSS15, Lemma 4.1]. It basically
suffices to determine the additional contribution by the action on Λp(Rn). We calculate
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in the matrix realization. Let · denote the matrix product. The result of the left action
of n = exp(Z) ∈ N+ on x = exp(X) ∈ N− is
n−1 · x =
 a −Z + 12 |Z|2X t −12 |Z|2X − 1
2
|X|2Zt Id−Zt ⊗X t Zt
−1
2
|X|2 −X t 1
 ,
where a
def
= 1 − Z · X + |Z|
2|X|2
4
. Here we identify Z with an arrow vector and X with
a column vector. If Z and X are sufficiently small, we have a 6= 0, and this element
decomposes as a product x˜ · p, where x˜ ∈ N− and
p =
a ∗ ∗0 m ∗
0 0 a−1
 ∈ P.
The elements a, m and x˜ are given up to the first-order terms in |Z| by
a ∼ 1− Z ·X and m ∼ Id−Zt ⊗X t +X ⊗ Z (2.30)
and
x˜ = exp(X˜), X˜ = (1 + Z ·X)(X − 1
2
|X|2Zt). (2.31)
Now let X =
∑n
k=1 xkE
−
k ∈ n−, Z = tE
+
j ∈ n+, and let aj(t), mj(t) and x˜j(t) be
the corresponding 1-parameter subgroups of elements in (2.30) and (2.31). Then using
(E+j )
t = E−j we find
dξλ
(
d
dt
|t=0(aj(t))
)
= −λxj
and
d
dt
|t=0(mj(t)) =
n∑
k=1
xk(E
−
k ⊗E
+
j − E
−
j ⊗ E
+
k ) ∈ so(n,R). (2.32)
Now, for u ∈ IndGP (Vλ,p), we obtain
πλ,p(exp(tE
+
j ))(u)(x) = u(exp(−tE
+
j ) · x) = ξλ(aj(t)
−1)σp(mj(t)
−1)u(x˜j(t)).
The assertion (i) follows by differentiation.
(ii) The representation dπ˜λ,p is defined by Fourier transform of the non-compact model
of the induced representation with the inducing module Vλ,p. Therefore, the formula for
the action of dπ˜λ,p(E
+
j ) follows from the formula in (i) in two steps: first reverse the order
of the composition and then apply the Fourier transform using xj 7→ −i∂ξj and ∂xj 7→ −iξj
preserving the order of the composition.
(iii) We recall that C−λ is the dual of Cλ. Moreover, the dual of the action of E
−
k ⊗E
+
j
on Λp(Rn) is given by the negative of the action of (E+j )
∗ ⊗ (E−k )
∗ on Λp(Rn)∗. Hence the
assertion follows from (i). 
3. Singular vectors
In this section, we determine the singular vectors
Homp′(Λ
q(n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ)
which correspond to the homomorphisms
U(g′)⊗U(p′) (Λ
q(n′−(R))⊗ Cλ−N)→ U(g)⊗U(p) (Λ
p(n−(R))⊗ Cλ)
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of generalized Verma modules. We apply the F -method and proceed as follows. We first
determine the consequences of the l′-equivariance of (the Fourier transform of) singular
vectors. This leads to a natural distinction between four types of singular vectors together
with a natural ansatz in each case. The remaining analysis of their n′+-equivariance will
be carried out in four separate sections according to the type. These results are the key
technical results of the paper.
3.1. The l′-equivariance. We study homomorphisms of the form
HomSO(n−1)(Λ
q(Rn−1)∗ ⊗ C,PolN(R
n)⊗ Λp(Rn)∗) (3.1)
for arbitrary p and q and all N ∈ N0. Here PolN(R
n) denotes the vector space of complex-
valued polynomials on Rn which are homogenous of degree N ∈ N0. The results will be
applied to evaluate the l′-equivariance of singular vectors and provide a natural ansatz for
the analysis of their n′+-invariance.
Among the homomorphisms of the form (3.1), those in the spaces
HomSO(n−1)(Λ
p(Rn−1)∗ ⊗ C,PolN(R
n)⊗ Λp(Rn)∗) (3.2)
and
HomSO(n−1)(Λ
p−1(Rn−1)∗ ⊗ C,PolN(R
n)⊗ Λp(Rn)∗) (3.3)
will play a dominant role in what follows.
We identify the spaces
PolpN (R
n)
def
= PolN(R
n)⊗ Λp(Rn)∗
with the respective subspaces of Ωp(Rn) consisting of differential p-forms on Rn with
complex-valued homogeneous polynomial coefficients of degree N . In particular, we apply
to the elements of PolpN(R
n) the usual rules of the calculus of differential forms.
The spaces Λp(Rn), Λp(Rn) and PolN(R
n) will be regarded as SO(n,R)-modules with the
usual induced and push-forward actions, respectively. The fact that some of the modules
Λp(Rn)⊗ C are reducible (Lemma 2.2.2) will play only a minor role in the following and
henceforth will be suppressed for the sake of uniform statements.
We use Euclidean coordinates x1, . . . , xn on R
n, basis tangential vectors ∂1, . . . , ∂n and
dual covectors dx1, . . . , dxn. Let d and δ denote the exterior differential and co-differential
on differential forms on Rn, respectively. Let ∆ = δd+ dδ be the corresponding Laplacian
on forms. Let xn be the normal variable for the subspace R
n−1.8
Any p-form ω ∈ PolpN(R
n), p ≥ 1, admits a normal Taylor series
ω =
N∑
j=0
xN−jn (ω
+
j + dxn ∧ ω
−
j ). (3.4)
Hence any
ω ∈ HomSO(n−1)(Λ
p(Rn−1)∗ ⊗ C,PolpN(R
n)), p ≥ 1
has Taylor coefficients
ω+j ∈ HomSO(n−1)(Λ
p(Rn−1)∗ ⊗ C,Polpj (R
n−1))
and
ω−j ∈ HomSO(n−1)(Λ
p(Rn−1)∗ ⊗ C,Polp−1j (R
n−1));
8In later sections, we shall use the notation d¯, δ¯ and ∆¯ for these operators.
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for p = 0, the components ω−j vanish, of course.
Next, we recall the decomposition
PolN(R
n) ≃
[N2 ]⊕
k=0
r2kHN−2k(R
n), r2 = |x|2,
where the space HN(R
n) = ker∆|PolN (Rn) of homogeneous harmonic polynomials of degree
N is an irreducible SO(n,R)-module of highest weight NΛ1.
The following result extends this fact to polynomial forms. Let
HpN(R
n) = {ω ∈ PolpN(R
n) | ∆ω = 0, δω = 0} ⊂ Ωp(Rn)
be the subspace of co-closed harmonic homogeneous polynomial p-forms ω of degree N .
The element α
def
=
∑n
j=1 xj ⊗ dxj ∈ Pol
1
1(R
n) defines a map
α∧ : PolpN(R
n)→ Polp+1N+1(R
n)
by α ∧ (p ⊗ dxα1 ∧ · · · ∧ dxαp) =
∑n
j=1 xjp ⊗ dxj ∧ dxα1 ∧ · · · ∧ dxαp . Furthermore, the
element E
def
=
∑n
j=1 xj ⊗ ∂j defines a map
iE : Pol
p
N(R
n)→ Polp−1N+1(R
n)
by iE(p⊗ ω) =
∑n
j=1 xjp⊗ i∂j (ω).
Proposition 3.1.1 ([IT78], Theorem 6.8). (1) For p = 1, . . . , n and N ∈ N0, we have the
decomposition
PolpN (R
n) = HpN(R
n)⊕ (r2 PolpN−2(R
n) + α ∧ Polp−1N−1(R
n)), r2 = |x|2.
Moreover, the SO(n,R)-module HpN(R
n) decomposes as
HpN(R
n) = ′H
p
N (R
n)⊕ ′′H
p
N(R
n), p+N 6= 0, n−p+N 6= 0,
where
′H
p
N (R
n) = HpN(R
n) ∩ ker d and ′′H
p
N(R
n) = HpN (R
n) ∩ ker iE .
(2) For odd n, the SO(n,R)-module ′HpN(R
n) is irreducible and has highest weights
NΛ1 + Λp, 0 < p <
n−1
2
NΛ1 + 2Λn−1
2
, p = n−1
2
, n+1
2
NΛ1 + Λn−p,
n+1
2
< p ≤ n− 1
or, equivalently, {
N11 + 1p 0 < p ≤
n−1
2
N11 + 1n−p,
n+1
2
≤ p ≤ n− 1.
(3) For odd n, the SO(n,R)-module ′′HpN (R
n) (N ≥ 1) is irreducible and has highest
weights 
(N−1)Λ1 + Λp+1, 0 ≤ p <
n−3
2
(N−1)Λ1 + 2Λn−1
2
, p = n−3
2
, n−1
2
(N−1)Λ1 + Λn−p−1,
n+1
2
≤ p ≤ n− 1
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or, equivalently, {
(N−1)11 + 1p+1, 0 ≤ p ≤
n−3
2
(N−1)11 + 1n−p−1,
n−1
2
≤ p ≤ n− 1.
(4) For even n, the SO(n,R)-module ′HpN (R
n) decomposes into irreducible modules with
highest weights 
NΛ1 + Λp, 0 < p <
n
2
− 1
NΛ1 + Λn
2
−1 + Λn
2
, p = n
2
− 1, n
2
+ 1
NΛ1 + 2Λn
2
−1, NΛ1 + 2Λn
2
, p = n
2
NΛ1 + Λn−p,
n
2
+ 1 < p ≤ n− 1
or, equivalently, 
N11 + 1p, 0 < p ≤
n
2
− 1
N11 + 1
+
n
2
, N11 + 1
−
n
2
, p = n
2
N11 + 1n−p,
n
2
+ 1 ≤ p ≤ n− 1.
The decompositions are multiplicity free.
(5) For even n, the SO(n,R)-module ′′HpN(R
n) (N ≥ 1) decomposes into irreducible mod-
ules with highest weights
(N−1)Λ1 + Λp+1, 0 ≤ p <
n
2
− 2
(N−1)Λ1 + Λn
2
−1 + Λn
2
, p = n
2
− 2, n
2
(N−1)Λ1 + 2Λn
2
−1, (N − 1)Λ1 + 2Λn
2
, p = n
2
− 1
(N−1)Λ1 + Λn−p−1,
n
2
< p ≤ n− 1
or, equivalently, 
(N−1)11 + 1p+1, 0 ≤ p ≤
n
2
− 2
(N−1)11 + 1
+
n
2
, (N−1)11 + 1
−
n
2
, p = n
2
− 1
(N−1)11 + 1n−p−1,
n
2
≤ p ≤ n− 1.
The decompositions are multiplicity free.
(6) We have
H00(R
n) = ′H
0
0(R
n) = ′′H
0
0(R
n) = C and Hn0 (R
n) = ′H
n
0 (R
n) = C. (3.5)
Moreover, ′H0N(R
n) = 0 for N ≥ 1 and ′′Hp0(R
n) = 0 for 0 < p ≤ n.
Proposition 3.1.1/(1) implies that any element of PolpN (R
n−1) can be decomposed ac-
cording to
HpN (R
n−1)⊕ r2HpN−2(R
n−1)⊕ · · ·+ α ∧ (Hp−1N−1(R
n−1)⊕ r2Hp−1N−3(R
n−1)⊕ · · · ), (3.6)
where r2 = |x′|2 =
∑n−1
k=1 x
2
k and α =
∑n−1
i=1 xi ⊗ dxi, x
′ ∈ Rn−1.
In the following, spaces of harmonic polynomials on Rn−1 will be denoted by HpN ,
′HpN
and ′′HpN . We shall also assume that p 6=
n−1
2
if n is odd. Then the SO(n− 1,R)-module
Λp(Rn−1)∗⊗C is irreducible and has highest weight 1p or 1n−1−p depending on the size of
p.
We continue with the discussion of the structure of the spaces (3.2). For this purpose,
we need to find the contributions of the irreducible SO(n − 1,R)-module of respective
SYMMETRY BREAKING OPERATORS ON DIFFERENTIAL FORMS 23
highest weights 1p and 1n−1−p to Pol
p
N(R
n). For this purpose, we apply the decomposition
(3.6) to the Taylor coefficients ω±j of ω ∈ Pol
p
N(R
n) in (3.4).
We start with the discussion of the terms ω+j .
First, by Proposition 3.1.1/(1), the decomposition (3.6) of the space Polp2j+1(R
n−1) of
polynomial forms of odd degree on Rn−1 contains the SO(n− 1,R)-modules
′H
p
2k+1,
′′H
p
2k+1, 0 ≤ k ≤ j (3.7)
and
α ∧ ′H
p−1
2k , α ∧
′′H
p−1
2k , 0 ≤ k ≤ j. (3.8)
Now assume that n is even. By Proposition 3.1.1/(2),(3), these modules are of respective
highest weights{
(2k + 1)11 + 1p, 0 < p ≤
n
2
− 1
(2k + 1)11 + 1n−1−p,
n
2
≤ p ≤ n− 2
,
{
(2k)11 + 1p+1, 0 ≤ p ≤
n
2
− 2
(2k)11 + 1n−2−p,
n
2
− 1 ≤ p ≤ n− 2
and{
(2k)11 + 1p−1, 1 < p ≤
n
2
(2k)11 + 1n−p,
n
2
+ 1 ≤ p ≤ n− 1
,
{
(2k − 1)11 + 1p, 1 ≤ p ≤
n
2
− 1
(2k − 1)11 + 1n−1−p,
n
2
≤ p ≤ n− 1.
Among these contributions, the module of highest weight 1p (for 0 ≤ p ≤
n
2
− 1) appears
iff p = n
2
− 1 and it is realized as
r2j ′′H
n
2
−1
1 ⊂ Pol
n
2
−1
2j+1(R
n−1).
The module ′′H
n
2
−1
1 is isomorphic to H
n
2
0 embedded into Pol
n
2
−1
1 (R
n−1) by ω 7→ iE(ω).
Hence it coincides with the range of the map
Λ
n
2
−1(Rn−1)∗ ⊗ C ∋ ω 7→ iE(⋆ ω) ∈ Pol
n
2
−1
1 (R
n−1).
Thus, for even n, we find the homomorphisms
Λ
n
2
−1(Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j−1n r
2jiE(⋆ ω) ∈ Pol
n
2
−1
N (R
n−1), 0 ≤ 2j ≤ N − 1 (3.9)
in the spaces (3.2).
Similarly, the module of highest weight 1n−1−p (for
n
2
≤ p ≤ n − 1) appears iff p = n
2
and it is realized as
r2jα ∧ ′H
n
2
−1
0 ⊂ Pol
n
2
2j+1(R
n−1).
Thus, for even n, we find the homomorphisms
Λ
n
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j−1n r
2jα ∧ ⋆ ω ∈ Pol
n
2
N(R
n−1), 0 ≤ 2j ≤ N − 1 (3.10)
in the spaces (3.2).
Now assume that n is odd. By Proposition 3.1.1/(4),(5), the modules (3.7) and (3.8)
are of respective highest weights
(2k + 1)11 + 1p, 0 < p ≤
n−3
2
(2k + 1)11 + 1
±
n−1
2
, p = n−1
2
(2k + 1)11 + 1n−1−p,
n+1
2
≤ p ≤ n− 2
,

(2k)11 + 1p+1, 0 ≤ p ≤
n−5
2
(2k)11 + 1
±
n−1
2
, p = n−3
2
(2k)11 + 1n−2−p,
n−1
2
≤ p ≤ n− 2
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and
(2k)11 + 1p−1, 1 < p ≤
n−1
2
(2k)11 + 1
±
n−1
2
, p = n+1
2
(2k)11 + 1n−p,
n+3
2
≤ p ≤ n− 1
,

(2k − 1)11 + 1p, 1 ≤ p ≤
n−3
2
(2k − 1)11 + 1
±
n−1
2
, p = n−1
2
(2k − 1)11 + 1n−1−p,
n+1
2
≤ p ≤ n− 1.
The modules of highest weights 1p and 1n−1−p do not appear among these modules.
Second, we consider the space Polp2j(R
n−1) of polynomial forms of even degree 2j. The
corresponding decomposition (3.6) contains the SO(n− 1,R)-modules
′H
p
2k,
′′H
p
2k, 0 ≤ k ≤ j (3.11)
and
α ∧ ′H
p−1
2k−1, α ∧
′′H
p−1
2k−1, 0 ≤ k ≤ j. (3.12)
Now assume that n is even. By Proposition 3.1.1/(2),(3), these modules are of respective
highest weights{
(2k)11 + 1p, 0 < p ≤
n
2
− 1
(2k)11 + 1n−1−p,
n
2
≤ p ≤ n− 2
,
{
(2k − 1)11 + 1p+1, 0 ≤ p ≤
n
2
− 2
(2k − 1)11 + 1n−2−p,
n
2
− 1 ≤ p ≤ n− 2
and{
(2k − 1)11 + 1p−1, 1 < p ≤
n
2
(2k − 1)11 + 1n−p,
n
2
+ 1 ≤ p ≤ n− 1
,
{
(2k − 2)11 + 1p, 1 ≤ p ≤
n
2
− 1
(2k − 2)11 + 1n−1−p,
n
2
≤ p ≤ n− 1.
It follows that the representations of highest weights 1p and 1n−1−p are realized by
r2j ′H
p
0 and r
2j−2α ∧ ′′H
p−1
1 .
The module ′′Hp−11 is isomorphic to H
p
0 embedded into Pol
p−1
1 (R
n−1) by ω 7→ iE(ω). In
fact, it is isomorphic to ker iE = iE(H
p
0). Thus, we find the homomorphisms
Λp(Rn−1)∗ ⊗ C ≃ Hp0 ∋ ω 7→ x
N−2j
n r
2jω ∈ PolpN (R
n−1), 0 ≤ 2j ≤ N (3.13)
and
Λp(Rn−1)∗ ⊗ C ≃ Hp0 ∋ ω 7→ x
N−2j
n r
2j−2α ∧ iE(ω) ∈ Pol
p
N(R
n−1), 2 ≤ 2j ≤ N (3.14)
in the spaces (3.2).
Now assume that n is odd. By Proposition 3.1.1/(4),(5), the modules (3.11) and (3.12)
are of respective highest weights
(2k)11 + 1p, 0 < p ≤
n−3
2
(2k)11 + 1
±
n−1
2
, p = n−1
2
(2k)11 + 1n−1−p,
n+1
2
≤ p ≤ n− 2
,

(2k − 1)11 + 1p+1, 0 ≤ p ≤
n−5
2
(2k − 1)11 + 1
±
n−1
2
, p = n−3
2
(2k − 1)11 + 1n−2−p,
n−1
2
≤ p ≤ n− 2
and
(2k − 1)11 + 1p−1, 1 < p ≤
n−1
2
(2k − 1)11 + 1
±
n−1
2
, p = n+1
2
(2k − 1)11 + 1n−p,
n+3
2
≤ p ≤ n− 1
,

(2k − 2)11 + 1p, 1 ≤ p ≤
n−3
2
(2k − 2)11 + 1
±
n−1
2
, p = n−1
2
(2k − 2)11 + 1n−1−p,
n+1
2
≤ p ≤ n− 1.
Again, it follows that the representations of highest weights 1p and 1n−1−p are realized by
r2j ′H
p
0 and r
2j−2α ∧ ′′H
p−1
1 .
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This yields the homomorphisms (3.13) and (3.14). Moreover, in this case, we find the
additional homomorphisms
Λ
n−1
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2jn r
2j ⋆ ω ∈ Pol
n−1
2
N (R
n−1), 0 ≤ 2j ≤ N (3.15)
and
Λ
n−1
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2jn r
2j−2α ∧ iE(⋆ ω) ∈ Pol
n−1
2
N (R
n−1), 2 ≤ 2j ≤ N. (3.16)
This finishes the discussion of the contributions of the terms ω+j .
We continue with a summary of an analogous discussion of the contributions by the
terms ω−j . Similar arguments as above imply that the terms ω
−
2j of even degree only
contribute the homomorphisms
Λ
n
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2jn r
2jdxn ∧ ⋆ ω ∈ Pol
n
2
N(R
n−1), 0 ≤ 2j ≤ N (3.17)
and
Λ
n
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2jn r
2jdxn ∧ α ∧ iE(⋆ ω) ∈ Pol
n
2
N(R
n−1), 0 ≤ 2j ≤ N (3.18)
if n is even. There are no contributions for odd n. Finally, we find that the odd degree
terms ω−2j−1 contribute through
r2j−2′′H
p−1
1 ⊂ Pol
p−1
2j−1(R
n−1)
and
r2j−2iE(
′′H
n−1
2
1 ) ⊂ Pol
n−3
2
2j−1(R
n−1) and r2j−2α ∧ ′H
n−3
2
0 ⊂ Pol
n−1
2
2j−1(R
n−1)
for odd n. Since the module ′′Hp−11 is isomorphic to iE(H
p
0), we find the contributions
r2j−2dxn ∧ iE(H
p
0)
and
r2j−2dxn ∧ iE
′H
n+1
2
0 and r
2j−2dxn ∧ α ∧
′H
n−3
2
0
for odd n. Altogether, this leads to the homomorphisms
Λp(Rn−1)∗ ⊗ C ≃ Hp0 ∋ ω 7→ x
N−2j+1
n r
2j−2dxn ∧ iE(ω) ∈ Pol
p
N (R
n−1) (3.19)
and
Λ
n−1
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j+1n r
2j−2dxn ∧ iE(⋆ ω) ∈ Pol
n−1
2
N (R
n−1), (3.20)
Λ
n+1
2 (Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j+1n r
2j−2dxn ∧ α ∧ ⋆ ω ∈ Pol
n+1
2
N (R
n−1) (3.21)
for odd n and 2 ≤ 2j ≤ N + 1 in the space (3.2).
We summarize the above discussion as
Proposition 3.1.2. For any N ∈ N0, the space (3.2) is generated by
• the homomorphisms (3.13), (3.14), (3.19) (for general form degrees p), and
• the eight exotic homomorphisms (3.9), (3.10), (3.15), (3.16), (3.17), (3.18), (3.20)
and (3.21) (for specific form degrees).
All these homomorphisms are generated by the operations
• multiplication by positive integer powers of xn and r
2,
• dxn∧, α∧, iE and
• ⋆.
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Any composition of the latter operations yields an element of (3.2) for some N ∈ N0. The
exotic homomorphisms all contain the Hodge star operator ⋆ as a factor.
Similar arguments can be used to describe the spaces (3.3). Again, we apply the de-
composition (3.6) to the Taylor coefficients of ω ∈ PolpN(R
n) in (3.4). As a result, we find
the homomorphisms
Λp−1(Rn−1)∗ ⊗ C ≃ Hp−10 ∋ ω 7→ x
N−1−2j
n r
2jα ∧ ω ∈ PolpN (R
n−1) (3.22)
for 0 ≤ 2j ≤ N−1,
Λp−1(Rn−1)∗ ⊗ C ≃ Hp−10 ∋ ω 7→ x
N−2j
n r
2jdxn ∧ ω ∈ Pol
p
N(R
n−1) (3.23)
for 0 ≤ 2j ≤ N and
Λp−1(Rn−1)∗ ⊗ C ≃ Hp−10 ∋ ω 7→ x
N−2j−2
n r
2jdxn ∧ α ∧ iE(ω) ∈ Pol
p
N(R
n−1) (3.24)
for 0 ≤ 2j ≤ N−2 and general p. In addition, there are eight exotic homomorphisms for
specific form degrees.
A similar discussion yields the following classification of equivariant homomorphisms
(3.1) for arbitrary p and q.
Proposition 3.1.3. For any N ∈ N0, the space (3.1) is generated by the homomorphisms
of the form (3.13), (3.14) and (3.19) (for q = p), the homomorphisms of the form (3.22),
(3.23) and (3.24) (for q = p− 1), the two additional homomorphisms
Λp+1(Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j−1n r
2jiE(ω) ∈ Pol
p
N (R
n−1), 0 ≤ 2j ≤ N−1 (3.25)
and
Λp−2(Rn−1)∗ ⊗ C ∋ ω 7→ xN−2j−1n r
2jdxn ∧ α ∧ ω ∈ Pol
p
N(R
n−1), 0 ≤ 2j ≤ N−1 (3.26)
as well as the compositions of these homomorphisms with ⋆. The exotic homomorphisms
in (3.2) and (3.3) are restrictions of the latter compositions with ⋆ to appropriate form
degrees.
Now we apply these results as follows.
We consider forms on n∗−(R) ≃ (R
n)∗ with polynomial coefficients. We regard these
forms as elements of Pol(n∗−(R)) ⊗ Λ
p(n−(R)). We use coordinates ξj on n
∗
−(R) and the
standard bases {Ej = E
−
j , j = 1, . . . , n} and {E
∗
j , j = 1, . . . , n} of n−(R) and n
∗
−(R).
Since Rn ≃ (Rn)∗ as SO(n,R)-modules, (3.13), (3.14) and (3.19) imply that there are
three types of equivariant homomorphisms in
HomSO(n′
−
(R))(Λ
p(n′−(R))⊗ C,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ C).
These are given by the maps
ω 7→ ξN−2jn |ξ
′|2j ⊗ ω,
ω 7→ ξN−2j−1n |ξ
′|2jEn ∧ iE(ω),
ω 7→ ξN−2j−2n |ξ
′|2jα ∧ iE(ω) (3.27)
for appropriate values of j. Here we use the definitions
α
def
=
n−1∑
j=1
ξj ⊗Ej and iE
def
=
n−1∑
j=1
ξj ⊗ iE∗j .
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Equivalently, these maps take the form
Eα1 ∧ · · · ∧ Eαp 7→ ξ
N−2j
n |ξ
′|2j ⊗ Eα1 ∧ · · · ∧ Eαp ,
Eα1 ∧ · · · ∧ Eαp 7→ ξ
N−2j−1
n |ξ
′|2jξ[α1 ⊗En ∧ Eα2 ∧ · · · ∧ Eαp],
Eα1 ∧ · · · ∧ Eαp 7→ ξ
N−2j−2
n |ξ
′|2j
n−1∑
j=1
ξjξ[α1 ⊗ Ej ∧ Eα2 ∧ · · · ∧ Eαp] (3.28)
on basis elements of Hp0 given by partitions 1 ≤ α1 < · · · < αp ≤ n − 1. Here we use the
convention
ξ[α1 ⊗ ω ⊗Eα2 ∧ · · · ∧ Eαp] =
p∑
l=1
(−1)l+1ξαl ⊗ ω ⊗Eα1 ∧ · · · ∧ Êαl ∧ · · · ∧ Eαp (3.29)
for any ω ∈ Λ∗(n−(R)), and we suppress obvious tensor products with copies of C.
Similarly, by (3.22)–(3.24), there are three types of equivariant homomorphisms
HomSO(n′
−
(R))(Λ
p−1(n′−(R))⊗ C,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ C)
which are given by the maps
ω 7→ ξN−2jn |ξ
′|2j ⊗ En ∧ ω,
ω 7→ ξN−2j−1n |ξ
′|2jα ∧ ω,
ω 7→ ξN−2j−2n |ξ
′|2jEn ∧ α ∧ iE(ω) (3.30)
(for appropriate values of j) or, equivalently, by the maps
Eα1 ∧ · · · ∧ Eαp−1 7→ ξ
N−2j
n |ξ
′|2j ⊗En ∧ Eα1 ∧ · · · ∧ Eαp−1 ,
Eα1 ∧ · · · ∧ Eαp−1 7→ ξ
N−2j−1
n |ξ
′|2j
n−1∑
j=1
ξj ⊗ Ej ∧ Eα1 ∧ · · · ∧ Eαp−1 ,
Eα1 ∧ · · · ∧ Eαp−1 7→ ξ
N−2j−2
n |ξ
′|2j
n−1∑
j=1
ξjξ[α1 ⊗ En ∧ Ej ∧ Eα2 ∧ · · · ∧ Eαp−1] (3.31)
on basis elements of Hp−10 given by partitions 1 ≤ α1 < · · · < αp−1 ≤ n− 1. Again, we use
the convention (3.29) and we suppress obvious tensor products with copies of C.
Finally, according to Proposition 3.1.3, there are two additional types
HomSO(n′
−
(R))(Λ
p+1(n′−(R))⊗ C,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ C)
(for 0 ≤ p ≤ n− 2) and
HomSO(n′
−
(R))(Λ
p−2(n′−(R))⊗ C,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ C)
(for 2 ≤ p ≤ n) of homomorphisms which are given by the respective maps
ω 7→ ξN−2j−1n |ξ
′|2jiE(ω) (3.32)
and
ω 7→ ξN−2j−1n |ξ
′|2jEn ∧ α ∧ ω (3.33)
(for appropriate values of j) or, equivalently, by the maps
Eα1 ∧ · · · ∧ Eαp+1 7→ ξ
N−2j−1
n |ξ
′|2jξ[α1 ⊗Eα2 ∧ · · · ∧ Eαp+1] (3.34)
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and
Eα1 ∧ · · · ∧ Eαp−2 7→ ξ
N−2j−1
n |ξ
′|2j
n−1∑
k=1
ξk ⊗En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp−2 . (3.35)
Now, by applying the Fourier transform (see Section 2.1), we regard singular vectors
which correspond to g′-homomorphisms
U(g′)⊗U(p′) (Λ
q(n′−(R))⊗ Cη)→ U(g)⊗U(p) (Λ
p(n−(R))⊗ Cµ), η, µ ∈ C
of generalized Verma modules as elements of the spaces
Homp′(Λ
q(n′−(R))⊗ Cη,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cµ)
for some N ∈ N0; here the modules Λ
q(n′−(R)) and Λ
p(n−(R)) are regarded as trivial
A-modules and A acts on PolN(n
∗
−(R)) by the push-forward action. It follows that
η = −N + µ.
Therefore, it suffices to study the homomorphisms in the spaces
Homp′(Λ
q(n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ), λ ∈ C. (3.36)
By Proposition 3.1.3, their l′-invariance implies that they are linear combinations of the
homogeneous homomorphisms of degree N listed in (3.28), (3.31), (3.34) and (3.35) as well
as their compositions with ⋆. Each choice of q ∈ {p−2, p−1, p, p+1} corresponds to one of
these four types of homomorphisms. In order to find explicit formulas for the corresponding
singular vectors, it remains to determine those respective linear combinations which, in
addition, are annihilated by the operators
dπ˜λ,p(Z), Z ∈ n
′
+(R) (3.37)
(see Lemma 2.3.3). This will be the subject of the following subsections. The complete
list of singular vectors which correspond to the homomorphisms of the form (3.36) then
follows by composing these results with the operator ⋆. In particular, the discussion will
determine all singular vectors which describe the embeddings of the U(g′)-submodules in
Propositions 2.3.1 and 2.3.2.
For the following considerations, it will be convenient to introduce some additional
notation. We define the operators
Pj(λ)
def
= (1
2
ξj∆ξ + (λ−Eξ)∂ξj )⊗ 1−
n∑
k=1
∂ξk ⊗ (E
−
k ⊗E
+
j −E
−
j ⊗ E
+
k ) (3.38)
for j = 1, . . . , n− 1 on PolN(n
∗
−(R))⊗ Vλ,p ≃ PolN(R
n)⊗ Vλ,p. We recall that
Pj(λ) = idπ˜λ,p(E
+
j )
(see (2.28)). We shall also write ∂j instead of ∂ξj .
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3.2. Families of singular vectors of the first type. Assume that N ∈ N0. We first
consider singular vectors of odd homogeneity 2N + 1 in
Homp′(Λ
p(n′−(R))⊗ Cλ−(2N+1),Pol2N+1(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ),
which are linear combinations of the homomorphisms in (3.27). In the following, we shall
refer to these singular vectors as singular vectors of the first type. They correspond to
g′-homomorphisms
U(g′)⊗U(p′) (Λ
p(n′−(R))⊗ Cλ−(2N+1))→ U(g)⊗U(p) (Λ
p(n−(R))⊗ Cλ).
By (3.27), such singular vectors have the form
v
(p→p)
2N+1 (λ) = ξ
2N+1
n P (t)⊗ Id+ξ
2N
n Q(t)En ∧ iE + ξ
2N−1
n R(t)α ∧ iE
or, equivalently,
v
(p→p)
2N+1 (λ)(Eα1 ∧ · · · ∧ Eαp) = ξ
2N+1
n P (t)⊗Eα1 ∧ · · · ∧ Eαp
+ ξ2Nn Q(t)ξ[α1 ⊗En ∧ Eα2 ∧ · · · ∧ Eαp]
+ ξ2N−1n R(t)
n−1∑
i=1
ξiξ[α1 ⊗Ei ∧ Eα2 ∧ · · · ∧ Eαp] (3.39)
for any partition 1 ≤ α1 < · · · < αp ≤ n− 1. Here
t
def
=
∑n−1
i=1 ξ
2
i
ξ2n
=
|ξ′|2
ξ2n
and P (t), Q(t), R(t) are polynomials in t of respective degrees N , N and N − 1 to be
determined; the contributions by R(t) do not appear for N = 0. In order to simplify the
notation, we have suppressed obvious tensor products with copies of C.
We treat ξn and t as independent variables. Now using the rules
∂n = −
2
ξn
t
∂
∂t
and ∂j =
2ξj
ξ2n
∂
∂t
, j = 1, . . . , n− 1,
we find
1
2
∂2n(ξ
2N+1
n P ) = ξ
2N−1
n (2t
2P ′′ + (1− 4N)tP ′ +N(2N + 1)P )
1
2
∆′(ξ2N+1n P ) = ξ
2N−1
n (2tP
′′ + (n− 1)P ′)
(
λ−
n∑
i=1
ξi∂i
)
∂j(ξ
2N+1
n P ) = ξ
2N−1
n ξj(2λ− 4N)P
′.
These results allow to express the action of Pj(λ) on
v1
def
= ξ2N+1n P (t)⊗ Eα1 ∧ · · · ∧ Eαp
as the sum
Pj(λ)v1 =
[
2t(t+1)P ′′ + (−4N+1)tP ′ + (2λ+n−4N−1)P ′
+N(2N+1)P
]
ξ2N−1n ξj ⊗Eα1 ∧ · · · ∧ Eαp
+ 2P ′ξ2N−1n ξ[α1 ⊗ Ej ∧ Eα2 ∧ · · · ∧ Eαp]
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− 2P ′ξ2N−1n
n−1∑
i=1
ξiδj[α1 ⊗ Ei ∧ Eα2 ∧ · · · ∧ Eαp]
+ [2tP ′ − (2N+1)P ] ξ2Nn δj[α1 ⊗En ∧ Eα2 ∧ · · · ∧ Eαp].
Similarly, the action of Pj(λ) on
v2
def
= ξ2Nn Q(t)ξ[α1 ⊗ En ∧ Eα2 ∧ · · · ∧ Eαp]
is given by
Pj(λ)v2 =
[
2t(t+1)Q′′ + (−4N+3)tQ′ + (2λ+n−4N+1)Q′
+N(2N−1)Q
]
ξ2N−2n ξjξ[α1 ⊗En ∧ Eα2 · · · ∧ Eαp]
+ (λ+p−2N−1)Qξ2Nn δj[α1 ⊗En ∧ Eα2 ∧ · · · ∧ Eαp]
+
[
2NQ′ − 2tQ′
]
ξ2N−1n ξ[α1 ⊗ Ej ∧ Eα2 ∧ · · · ∧ Eαp].
Finally, the action of Pj(λ) on
v3
def
= ξ2N−1n R(t)
n−1∑
i=1
ξiξ[α1 ⊗ Ei ∧ Eα2 ∧ · · · ∧ Eαp]
takes the form
Pj(λ)v3 =
[
2t(t+1)R′′ + (−4N+5)tR′ + (2λ+n−4N+1)R′
+ (N−1)(2N−1)R
]
ξ2N−3n ξj
n−1∑
i=1
ξiξ[α1 ⊗ Ei ∧ Eα2 ∧ · · · ∧ Eαp]
+ [2tR′ + (λ+n−p−2N)R] ξ2N−1n ξ[α1 ⊗ Ej ∧ Eα2 ∧ · · · ∧ Eαp]
+ (λ+p−2N−1)Rξ2N−1n
n−1∑
i=1
ξiδj[α1 ⊗ Ei ∧ Eα2 ∧ · · · ∧ Eαp]
+ [2tR′ − (2N−1)R] ξ2N−2n ξjξ[α1 ⊗ En ∧ Eα2 ∧ · · · ∧ Eαp].
We summarize these results and find that the condition
Pj(λ)v
(p→p)
2N+1 (λ) = 0 for j = 1, . . . , n− 1
is equivalent to the system
0 = 2t(t+1)P ′′ + (−4N+1)tP ′ + (2λ+n−4N−1)P ′ +N(2N+1)P,
0 = 2P ′ + 2NQ− 2tQ′ + 2tR′ + (λ+n−p−2N)R,
0 = −2P ′ + (λ+p−2N−1)R,
0 = 2tP ′ − (2N+1)P + (λ+p−2N−1)Q,
0 = 2t(t+1)Q′′ + (−4N+3)tQ′ + (2λ+n−4N+1)Q′ +N(2N−1)Q + 2tR′ − (2N−1)R,
0 = 2t(t+1)R′′ + (−4N+5)tR′ + (2λ+n−4N+1)R′ + (N−1)(2N−1)R (3.40)
of ordinary differential equations for P , Q and R.
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Now assume that N ≥ 1 and that the polynomials
P (t) =
N∑
j=0
pjt
j , Q(t) =
N∑
j=0
qjt
j and R(t) =
N−1∑
j=0
rjt
j
with unknown coefficients solve the system (3.40). We divide the analysis of this assump-
tion into a series of steps. The following arguments will make use of the recursive relations
(6.61), (6.62) for (unnormalized) Gegenbauer coefficients.
Step 1. The first equation gives the recurrence relation
(N−j+1)(2N−2j+3)pj−1 + j(2λ+n−4N+2j−3)pj = 0
for j = 1, . . . , N . By (6.62), it implies that pj = p
(N)
j (λ) are odd Gegenbauer coefficients
with p
(N)
N (λ) being undetermined.
Step 2. The sixth equation gives the recurrence relation
((N−1)−j+1)(2(N−1)−2j+3)rj−1 + j(2(λ−1)+n−4(N−1)+2j−3)rj = 0
for j = 1, . . . , N−1. By (6.62), it implies that rj = r
(N−1)
j (λ−1) are odd Gegenbauer
coefficients with r
(N−1)
N−1 (λ−1) being undetermined.
Step 3. Now assume that
λ+p−2N−1 6= 0.
Then the fourth equation relates P (t) and Q(t) through
qj =
(2N−2j+1)
(λ+p−2N−1)
p
(N)
j (λ), j = 0, . . . , N. (3.41)
Combining this relation with the explicit formula for p
(N)
j (λ) implies that qj = q
(N)
j (λ−1)
are even Gegenbauer coefficients with the normalization
q
(N)
N (λ−1) =
1
(λ+p−2N−1)
p
(N)
N (λ). (3.42)
Step 4. Similarly, the third equation relates P (t) and R(t) through
rj−1 =
2j
(λ+p−2N−1)
p
(N)
j (λ), j = 1, . . . , N. (3.43)
By combining this relation with the explicit formula for p
(N)
j (λ), we again conclude that
r
(N−1)
j (λ−1) are odd Gegenbauer coefficients with the normalization
r
(N−1)
N−1 (λ−1) =
2N
(λ+p−2N−1)
p
(N)
N (λ). (3.44)
Step 5. The sum of the second and the third equation gives
q
(N)
j (λ−1) = −
(2λ+n−4N+2j−1)
(2N−2j)
r
(N−1)
j (λ−1), j = 0, . . . , N − 1. (3.45)
This relation between R(t) and Q(t) already follows by comparing (3.41) and (3.43) using
the recurrence relation (6.62) for p
(N)
j (λ). In particular, we find the relation
2Nq
(N)
N (λ−1) = r
(N−1)
N−1 (λ−1).
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Step 6. The fifth equation is satisfied by the polynomials determined in the previous
steps. In fact, the fifth equation is equivalent to the recurrence relation
(N−j)(2N−2j−1)qj − (2N−2j−1)rj + (j+1)(2λ+n−4N+2j+1)qj+1 = 0.
By qj = q
(N)
j (λ−1), rj = r
(N−1)
j (λ−1) and the identity
(N−j)(2N−2j−1)q
(N)
j (λ−1) = −(j+1)(2(λ−1)+n−4N+2j+1)q
(N)
j+1(λ−1)
(see (6.61)), this relation is equivalent to
(2N−2j−1)r
(N−1)
j (λ−1) = 2(j+1)q
(N)
j+1(λ−1).
Again, using (6.61), the latter relation is equivalent to (3.45).
Step 7. If λ+p−2N−1 = 0, then the third and the fourth equation are equivalent
to P = 0. Hence the first equation is trivially satisfied. The sixth equations implies
rj = r
(N−1)
j (λ−1) with an undetermined coefficient r
(N−1)
N−1 (λ−1) (as in Step 2). The second
equation yields the relation
qj = −
(2λ+n−4N+2j−1)
(2N−2j)
r
(N−1)
j (λ−1), j = 0, . . . , N − 1.
It follows that the coefficients qj are even Gegenbauer coefficients: qj = q
(N)
j (λ−1). Then
the fifth equation is satisfied by the arguments in Step 6.
For N = 0, the only solutions are P = p0, Q = q0 with the relation p0 = (λ+ p− 1)q0.
This completes the analysis of the system (3.40).
Finally, we choose the normalization p
(N)
N (λ) = (λ+p−2N−1) and summarize the above
results.
Theorem 3.2.1. Assume that N ∈ N0. The first type homomorphisms
ξ2N+1n P (t)⊗ Id+ξ
2N
n Q(t)En ∧ iE + ξ
2N−1
n R(t)α ∧ iE
with the polynomial coefficients
P (t) =
N∑
j=0
p
(N)
j (λ; p)t
j, Q(t) =
N∑
j=0
q
(N)
j (λ−1)t
j and R(t) =
N−1∑
j=0
r
(N−1)
j (λ−1)t
j
in the variable t = |ξ′|2/ξ2n are singular vectors of odd homogeneity 2N + 1 in the space
Homp′(Λ
p(n′−(R))⊗ Cλ−(2N+1),Pol2N+1(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ)
iff
p
(N)
j (λ; p) = (λ+p−2N−1)b
(N)
j (λ),
q
(N)
j (λ) = a
(N)
j (λ),
r
(N−1)
j (λ) = 2Nb
(N−1)
j (λ),
up to a constant multiple. These singular vectors will be denoted by v
(p→p)
2N+1 (λ). They
describe the embedding of the module
Mg
′
p′
(
Λp(Rn−1)⊗ Cλ−(2N+1)
)
in Proposition 2.3.1.
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We continue with the discussion of singular vectors of even homogeneity 2N , N ∈ N0,
in
Homp′(Λ
p(n′−(R))⊗ Cλ−2N ,Pol2N (n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ),
which are linear combinations of the homomorphisms in (3.27). Again, these will be
referred to as singular vectors of the first type. They correspond to g′-homomorphisms
U(g′)⊗U(p′) (Λ
p(n−(R))⊗ Cλ−2N)→ U(g)⊗U(p) (Λ
p(n−(R))⊗ Cλ).
Similarly, as in the case of odd homogeneity, we use the ansatz
v
(p→p)
2N (λ) = ξ
2N
n P (t)⊗ Id+ξ
2N−1
n Q(t)En ∧ iE + ξ
2N−2
n R(t)α ∧ iE
or, equivalently,
v
(p→p)
2N (λ)(Eα1 ∧ · · · ∧ Eαp) = ξ
2N
n P (t)⊗Eα1 ∧ · · · ∧ Eαp
+ ξ2N−1n Q(t)ξ[α1 ⊗En ∧ Eα2 ∧ · · · ∧ Eαp]
+ ξ2N−2n R(t)
n−1∑
i=1
ξiξ[α1 ⊗Ei ∧ Eα2 ∧ · · · ∧ Eαp] (3.46)
for any partition 1 ≤ α1 < · · · < αp ≤ n − 1, where P (t), Q(t) and R(t) are polynomials
of respective degrees N , N − 1 and N − 1 to be determined.
Analogous calculations as in the case of odd homogeneity show that the condition
Pj(λ)v
(p→p)
2N (λ) = 0 for j = 1, . . . , n− 1
is equivalent to the system
0 = 2t(t+1)P ′′ + (−4N+3)tP ′ + (2λ+n−4N+1)P ′ +N(2N−1)P,
0 = 2P ′ + (2N−1)Q− 2tQ′ + 2tR′ + (λ+n−p−2N+1)R,
0 = −2P ′ + (λ+p−2N)R,
0 = 2tP ′ − 2NP + (λ+p−2N)Q,
0 = 2t(t+1)Q′′ + (−4N+5)tQ′ + (2λ+n−4N+3)Q′ + (N−1)(2N−1)Q
+ 2tR′ − (2N−2)R,
0 = 2t(t+1)R′′ + (−4N+7)tR′ + (2λ+n−4N+3)R′ + (N−1)(2N−3)R (3.47)
of ordinary differential equations for P , Q and R. We omit the details of the calculation.
However, we note that although the system (3.47) arises from the system (3.40) by the
substitution N 7→ N − 1
2
the degrees of the involved polynomials do not coincide.
Now assume that N ≥ 1 and that the polynomials
P (t) =
N∑
j=0
pjt
j , Q(t) =
N−1∑
j=0
qjt
j and R(t) =
N−1∑
j=0
rjt
j
with unknown coefficients solve the system (3.47). We divide the analysis of this condition
into a series of steps. The following arguments are similar to those in the discussion of the
system (3.40).
Step 1. By (6.61), the first equation implies that pj = p
(N)
j (λ) are even Gegenbauer
coefficients with p
(N)
N (λ) being undetermined.
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Step 2. By (6.61), the sixth equation implies that rj = r
(N−1)
j (λ−1) are even Gegenbauer
coefficients with r
(N−1)
N−1 (λ−1) being undetermined.
Step 3. Now assume that
λ+p−2N 6= 0.
Then the fourth equation relates P (t) and Q(t) through
qj =
(2N−2j)
(λ+p−2N)
p
(N)
j (λ), j = 0, . . . , N − 1. (3.48)
By combining this relation with the explicit formula for p
(N)
j (λ), we conclude that qj =
q
(N−1)
j (λ−1) are odd Gegenbauer coefficients which are normalized by
q
(N−1)
N−1 (λ−1) = −
2N(2λ−2N+n−1)
(λ+p−2N)
p
(N)
N (λ).
Step 4. The third equation yields the relation
r
(N−1)
j (λ−1) =
2(j+1)
(λ+p−2N)
p
(N)
j+1(λ), j = 0, . . . , N − 1. (3.49)
In particular, this relates the normalizations of P (t) and R(t) through
r
(N−1)
N−1 (λ−1) =
2N
(λ+p−2N)
p
(N)
N (λ).
Step 5. The sum of the second and the third equation gives
q
(N−1)
j (λ−1) = −
(2λ+n−4N+2j+1)
(2N−2j−1)
r
(N−1)
j (λ−1), j = 0, . . . , N − 1. (3.50)
This relation between R(t) and Q(t) already follows by comparing (3.48) and (3.49) using
the recurrence relation (6.61) for p
(N)
j (λ).
Step 6. The fifth equation is satisfied by the polynomials Q and R determined in the
previous steps. In fact, the fifth equation is equivalent to the recurrence relation
(N−j−1)(2N−2j−1)qj + (j+1)(2λ+n−4N+2j+3)qj+1 + (2j−2N+2)rj = 0.
By qj = q
(N−1)
j (λ−1), rj = r
(N−1)
j (λ−1) and the identity
(N−j−1)(2N−2j−1)q
(N−1)
j (λ) + (j+1)(2λ+n−4N+2j+3)q
(N−1)
j+1 (λ) = 0
(see (6.62)), this relation is equivalent to
(2N−2j−2)r
(N−1)
j (λ−1) = 2(j+1)q
(N−1)
j+1 (λ−1).
Again, using (6.62), the latter relation is equivalent to (3.50).
Step 7. If λ+p−2N = 0, then the third and the fourth equation are equivalent to P = 0.
Hence the first equation is trivially satisfied. The sixth equation implies rj = r
(N−1)
j (λ−1)
with an undetermined coefficient r
(N−1)
N−1 (λ− 1) (as in Step 2). The second equation yields
the relation
q
(N−1)
j (λ−1) = −
(2λ+n−4N+2j+1)
(2N−2j−1)
r
(N−1)
j (λ−1), j = 0, . . . , N − 1.
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It follows that the coefficients are odd Gegenbauer coefficients: qj = q
(N−1)
j (λ−1). The
fifth equation is satisfied by the arguments in Step 5.
For N = 0, the only solution is P = p0.
This completes the analysis of the system (3.47).
Finally, we choose the normalization p
(N)
N (λ) = (λ+p−2N) and summarize the above
results.
Theorem 3.2.2. Assume that N ∈ N0. The first type homomorphisms
ξ2Nn P (t)⊗ Id+ξ
2N−1
n Q(t)En ∧ iE + ξ
2N−2
n R(t)α ∧ iE
with the polynomial coefficients
P (t) =
N∑
j=0
p
(N)
j (λ; p)t
j, Q(t) =
N−1∑
j=0
q
(N−1)
j (λ−1)t
j and R(t) =
N−1∑
j=0
r
(N−1)
j (λ−1)t
j
in the variable t = |ξ′|2/ξ2n are singular vectors of even homogeneity 2N in the space
Homp′(Λ
p(n′−(R))⊗ Cλ−2N ,Pol2N(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ)
iff
p
(N)
j (λ; p) = (λ+p−2N)a
(N)
j (λ),
q
(N−1)
j (λ) = −2N(2λ+n−2N+1)b
(N−1)
j (λ),
r
(N−1)
j (λ) = 2Na
(N−1)
j (λ),
up to a constant multiple. These singular vectors are denoted by v
(p→p)
2N (λ). They describe
the embedding of the module
Mg
′
p′
(
Λp(Rn−1)⊗ Cλ−2N
)
in Proposition 2.3.1.
We finish this section with explicit examples of singular vectors of the first type.
Example 3.2.3. We display the low-homogeneity singular vectors v
(p→p)
k (λ) for k ≤ 3.
The singular vectors of homogeneity 0 is given by
v
(p→p)
0 = (λ+p)⊗ Id .
The first type singular vector of homogeneity 1 is given by
v
(p→p)
1 (λ) = (λ+p−1)ξn ⊗+En ∧ iE .
The first type singular vector of homogeneity 2 is given by
v
(p→p)
2 (λ) = (λ+p−2)
n−1∑
i=1
ξ2i ⊗ Id−(2λ+n−3)(λ+p−2)ξ
2
n ⊗ Id
− 2(2λ+n−3)ξnEn ∧ iE + 2α ∧ iE.
Finally, the first type singular vector of homogeneity 3 is given by the sum
v
(p→p)
3 (λ) = (λ+p−3)ξn
n−1∑
i=1
ξ2i ⊗ Id−
1
3
(2λ+n−5)(λ+p−3)ξ3n⊗ Id
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+
n−1∑
i=1
ξ2iEn ∧ iE − (2λ+n−5)ξ
2
nEn ∧ iE + 2ξnα ∧ iE .
3.3. Families of singular vectors of the second type. Let N ∈ N. We consider
singular vectors of the form
v
(p−1→p)
N (λ) ∈ Homp′(Λ
p−1(n′−(R))⊗ Cλ−N ,PolN (n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ),
which are linear combinations of homomorphisms listed in (3.30). In the following, we shall
refer to these as singular vectors of the second type. Such vectors are related to singular
vectors v
(p→p)
N (λ) of the first type through conjugation with the Hodge star operators
⋆¯ : PolN (n
∗
−(R))⊗ Λ
p(n−(R))→ PolN(n
∗
−(R))⊗ Λ
n−p(n−(R)))
and
⋆ : Λp(n′−(R))→ Λ
n−1−p(n′−(R)),
i.e.,
v
(p−1→p)
N (λ) = ⋆¯ v
(n−p→n−p)
N (λ) ⋆ .
The following two results explicate the structure of singular vectors of the second type.
We first describe singular vectors of odd homogeneity.
Theorem 3.3.1. Assume that N ∈ N0. The second type homomorphism
ξ2N+1n P (t)⊗En + ξ
2N
n Q(t)α + ξ
2N−1
n R(t)En ∧ α ∧ iE (3.51)
with the polynomial coefficients
P (t) =
N∑
j=0
pj(λ;N, p)t
j, Q(t) =
N∑
j=0
q
(N)
j (λ−1)t
j and R(t) =
N−1∑
j=0
r
(N−1)
j (λ−1)t
j
in the variable t = |ξ′|2/ξ2n are singular vectors of odd homogeneity 2N + 1 in the space
Homp′(Λ
p−1(n′−(R))⊗ Cλ−(2N+1),Pol2N+1(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ)
iff
pj(λ;N, p) = −(λ+n−p−2N+2j−1)b
(N)
j (λ),
q
(N)
j (λ) = a
(N)
j (λ),
r
(N−1)
j (λ) = 2Nb
(N)
j (λ).
These singular vectors are denoted by of v
(p−1→p)
2N+1 (λ). They describes the embedding of the
submodule
Mg
′
p′
(
Λp−1(Rn−1)⊗ Cλ−(2N+1)
)
in Proposition 2.3.1.
For singular vectors of even homogeneity we have the following analogous result.
Theorem 3.3.2. Assume that N ∈ N0. The second type homomorphism
ξ2Nn P (t)⊗ En + ξ
2N−1
n Q(t)α + ξ
2N−2
n R(t)En ∧ α ∧ iE (3.52)
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with the polynomial coefficients
P (t) =
N∑
j=0
pj(λ;N, p)t
j, Q(t) =
N−1∑
j=0
q
(N−1)
j (λ−1)t
j and R(t) =
N−1∑
j=0
r
(N−1)
j (λ−1)t
j
in the variable t = |ξ′|2/ξ2n are singular vectors of even homogeneity 2N in the space
Homp′(Λ
p−1(n′−(R))⊗ Cλ−2N ,Pol2N (n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ)
iff
pj(λ;N, p) = −(λ+n−p−2N+2j)a
(N)
j (λ; p),
q
(N−1)
j (λ) = −2N(2λ+n−2N+1)b
(N−1)
j (λ),
r
(N−1)
j (λ) = 2Na
(N−1)
j (λ).
These singular vectors are denoted by v
(p−1→p)
2N (λ). They describe the embedding of the
submodule
Mg
′
p′
(
Λp−1(Rn−1)⊗ Cλ−2N
)
in Proposition 2.3.1.
There are direct proofs of the latter two results using similar arguments as in Section 3.2
(and resting on the formulas in (3.31)). We omit these details. Both theorems also follow
from the results on families of homomorphisms of the first type by conjugation with the
Hodge star operators on Rn and Rn−1. However, we shall not apply this method either.
Instead, we shall indirectly verify both results by using the following method. In Section
4, we shall describe the conformal symmetry breaking operators of the first type which are
induced by the singular vectors of the first type. By conjugation of these operators with
Hodge star operators, we obtain conformal symmetry breaking operators of the second
type. These operators correspond to the above singular vectors of the second type, of
course.
We finish this section with explicit examples of singular vectors of the second type.
Example 3.3.3. We display the low-homogeneity singular vectors v
(p−1→p)
k (λ) for k ≤ 3.
The second type singular vector of homogeneity 0 is given by
v
(p−1→p)
0 (λ) = −(λ+n−p)⊗ En.
The second type singular vector of homogeneity 1 reads
v
(p−1→p)
1 (λ) = −(λ+n−p−1)ξn ⊗ En + α.
The second type singular vector of homogeneity 2 is given by
v
(p−1→p)
2 (λ) = −(λ+n−p)
n−1∑
i=1
ξ2i ⊗ En + (2λ+n−3)(λ+n−p−2)ξ
2
n⊗En
− 2(2λ+n−3)ξnα + 2En ∧ α ∧ iE .
Finally, the second type singular vector of homogeneity 3 is given by the sum
v
(p−1→p)
3 (λ) = −(λ+n−p−1)ξn
n−1∑
i=1
ξ2i ⊗ En +
1
3
(2λ+n−5)(λ+n−p−3)ξ3n⊗En
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+
n−1∑
i=1
ξ2i α− (2λ+n−5)ξ
2
nα + 2ξnEn ∧ α ∧ iE .
3.4. Singular vectors of the third type. Let N ∈ N and 1 ≤ p ≤ n− 1. The singular
vectors of the third type in
Homp′(Λ
p(n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
p−1(n−(R))⊗ Cλ)
have the form
v
(p→p−1)
N = ξ
N−1
n P (t)iE, (3.53)
where
P (t) =
[N−12 ]∑
j=0
pjt
j and t =
|ξ′|2
ξ2n
(see (3.32)), i.e.,
v
(p→p−1)
N (Eα1 ∧ · · · ∧ Eαp) = ξ
N−1
n P (t)ξ[α1 ⊗ Eα2 ∧ · · · ∧ Eαp].
Now assume that the homogeneity is even. In order to compute the actions of the
operators Pj(λ) (defined in (3.38)) on v
(p→p−1)
2N , we calculate
1
2
ξj∆ξ(v
(p→p−1)
2N (Eα1 ∧ · · · ∧ Eαp))
= [2t(t+1)P ′′ + (−4N+5)tP ′ + (n+1)P ′ + (N−1)(2N−1)P ]
× ξjξ
2N−3
n ξ[α1 ⊗ Eα2 ∧ · · · ∧ Eαp],
(λ− Eξ)∂j(v
(p→p−1)
2N (Eα1 ∧ · · · ∧ Eαp))
= (λ−2N+1)
[
ξ2N−1n Pδj[α1 ⊗Eα2 ∧ · · · ∧ Eαp] + 2ξjξ
2N−3
n P
′ξ[α1 ⊗ Eα2 ∧ · · · ∧ Eαp]
]
and
n∑
k=1
∂k⊗(E
−
k ⊗ E
+
j − E
−
j ⊗ E
+
k )(v
(p→p−1)
2N (Eα1 ∧ · · · ∧ Eαp))
= −(p−1)ξ2N−1n Pδj[α1 ⊗ Eα2 ∧ · · · ∧ Eαp]
+ [(2N−1)P − 2tP ′] ξ2N−2n ξ[α1δj[α2 ⊗ En ∧ Eα3 ∧ · · · ∧ Eαp]]
+ 2ξ2N−3n P
′
n−1∑
k=1
ξkξ[α1δj[α2 ⊗ Ek ∧ Eα3 ∧ · · · ∧ Eαp]].
Hence we conclude
Pj(λ)(v
(p→p−1)
2N (Eα1 ∧ · · · ∧ Eαp))
=
[
2t(t+1)P ′′ + (−4N+5)tP ′ + (2λ+n−4N+3)P ′ + (N−1)(2N−1)P
]
× ξjξ
2N−3
n ξ[α1 ⊗ Eα2 ∧ · · · ∧ Eαp]
+ (λ+p−2N)Pξ2N−1n δj[α1 ⊗ Eα2 ∧ · · · ∧ Eαp]
−
[
(2N−1)P − 2tP ′
]
ξ2N−2n ξ[α1δj[α2 ⊗En ∧ Eα3 ∧ · · · ∧ Eαp]]
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− 2P ′ξ2N−3n
n−1∑
k=1
ξkξ[α1δj[α2 ⊗ Ek ∧ Eα3 ∧ · · · ∧ Eαp]].
A similar result holds for Pj(λ)(v
(p→p−1)
2N−1 ) (shifting N 7→ N −
1
2
).
Theorem 3.4.1. Let v
(p→p−1)
N be given by (3.53).
(i) For p = 1, we find the non-trivial singular vector
v
(1→0)
2N = ξ
2N−1
n
(
N−1∑
j=0
b
(N−1)
j (2N−1)t
j
)
iE , N ∈ N. (3.54)
Here b
(N)
j (λ) are odd Gegenbauer coefficients.
(ii) For p = 1, we find the non-trivial singular vector
v
(1→0)
2N+1 = ξ
2N
n
(
N∑
j=0
a
(N)
j (2N)t
j
)
iE , N ∈ N0 (3.55)
Here a
(N)
j (λ) are even Gegenbauer coefficients.
(iii) For p = 1, . . . , n− 1, we find the singular vector
v
(p→p−1)
1 = iE . (3.56)
These are all singular vectors of the third type, up to constant multiples.
Proof. We first prove (i). For p = 1, the condition Pj(λ)(v
(1→0)
2N ) = 0 for j = 1, . . . , n − 1
is equivalent to the system of ordinary differential equation
2t(t+1)P ′′ + (−4N+5)tP ′ + (2λ+n−4N+3)P ′ + (N−1)(2N−1)P = 0,
(λ−2N+1)P = 0
for the polynomial P (t). The first equation is satisfied by the polynomial
P (t) =
N−1∑
j=0
b
(N−1)
j (λ)t
j ,
where b
(N)
j (λ) are odd Gegenbauer coefficients. The second equation yields λ = 2N − 1.
We continue with the analogous proof of (ii). For p = 1, the condition Pj(λ)(v
(1→0)
2N+1 ) = 0
for j = 1, . . . , n− 1 is equivalent to the system of ordinary differential equation
2t(t+1)P ′′ + (−4N+3)tP ′ + (2λ+n−4N+1)P ′ +N(2N−1)P = 0,
(λ−2N)P = 0
for the polynomial P (t). Again, the first equation is satisfied by the polynomial
P (t) =
N∑
j=0
a
(N)
j (λ)t
j ,
where a
(N)
j (λ) are even Gegenbauer coefficients. The second equation implies λ = 2N .
Next, we prove (iii). Let p = 1, . . . , n−1. By obvious reasons we find that the condition
Pj(λ)(v
(p→p−1)
1 ) = 0 for j = 1, . . . , n− 1 holds iff λ = −(p− 1).
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Finally, in all other cases there do not exist non-trivial polynomial solutions of the
equations Pj(λ)(v
(p→p−1)
N ) = 0, j = 1, . . . , n− 1, for any λ. 
Remark 3.4.2. The singular vectors in Theorem 3.4.1 can be described in terms of the
families of the first type. In fact, it holds
v
(0→0)
N−1 (N−1)iE = 0 (3.57)
and we have the relation
v
(1→0)
N = v˙
(0→0)
N−1 (N−1)iE (3.58)
for all N ∈ N. Here the singular vectors v
(0→0)
N−1 (λ) are defined in Theorem 3.2.1 and
Theorem 3.2.2.
Proof. For even homogeneity, the assertions follow from the formulas
v
(1→0)
2N = ξ
2N−1
n
(
N−1∑
j=0
b
(N−1)
j (2N−1)t
j
)
iE
(see (3.54)) and
v
(0→0)
2N−1 (λ) = (λ−2N+1)ξ
2N−1
n
(
N−1∑
j=0
b
(N−1)
j (λ)t
j
)
(by Theorem 3.2.1). Similarly, for odd homogeneity, we use the formulas
v
(1→0)
2N+1 = ξ
2N
n
(
N∑
j=0
a
(N)
j (2N)t
j
)
iE
(see (3.55)) and
v
(0→0)
2N (λ) = (λ−2N)ξ
2N
n
(
N∑
j=0
a
(N)
j (λ)t
j
)
(by Theorem 3.2.2). 
Note that (3.57) is a special case of the vanishing formula
v
(p→p)
N (N−p)iE = 0. (3.59)
3.5. Singular vectors of the fourth type. Let and N ∈ N and 0 ≤ p ≤ n − 2. The
singular vectors of the fourth type in
Homp′(Λ
p(n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
p+2(n−(R))⊗ Cλ)
have the form
v
(p→p+2)
N = ξ
N−1
n P (t)En ∧ α (3.60)
(see (3.33)) with
P (t) =
[N−1
2
]∑
j=0
pjt
j and t =
|ξ′|
ξ2n
,
i.e.,
v
(p→p+2)
N (Eα1 ∧ · · · ∧ Eαp) = ξ
N−1
n P (t)
n−1∑
k=1
ξk ⊗ En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
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Now assume that the homogeneity is even. In order to compute the action of the
operators Pj(λ) on v
(p→p+2)
2N , we calculate
1
2
ξj∆ξ(v
(p→p+2)
2N (Eα1 ∧ · · · ∧ Eαp))
= [2t(t+1)P ′′ + (−4N+5)tP ′ + (n+1)P ′ + (N−1)(2N−1)P ]
× ξjξ
2N−3
n
n−1∑
k=1
ξk ⊗En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp,
(λ− Eξ)∂j(v
(p→p+2)
2N (Eα1 ∧ · · · ∧ Eαp))
= (λ−2N+1)
[
2ξjξ
2N−3
n P
′
n−1∑
k=1
ξk ⊗ En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
+ ξ2N−1n P ⊗En ∧ Ej ∧ Eα1 ∧ · · · ∧ Eαp
]
and
n∑
k=1
∂k⊗(E
−
k ⊗ E
+
j − E
−
j ⊗ E
+
k )(v
(p→p+2)
2N (Eα1 ∧ · · · ∧ Eαp))
= − [2tP ′ + (n−p−2)P ] ξ2N−1n ⊗En ∧ Ej ∧ Ei1 ∧ · · · ∧ Eip
− [(2N−1)P − 2tP ′] ξ2N−2n
n−1∑
k=1
ξk ⊗Ej ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
+ 2ξjξ
2N−3
n P
′
n−1∑
k=1
ξk ⊗ En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
− 2ξ2N−3n P
′
n−1∑
k=1
ξkξ[α1 ⊗ En ∧ Ek ∧ Eα2 ∧ · · · ∧ Eαp]
Hence we conclude
Pj(λ)(v
(p→p+2)
2N (Eα1 ∧ · · · ∧ Eαp))
=
[
2t(t+1)P ′′ + (−4N+5)tP ′ + (2λ+n−4N+3)P ′ + (N−1)(2N−1)P
]
× ξjξ
2N−3
n
n−1∑
k=1
ξk ⊗ En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
− 2P ′ξjξ
2N−3
n
n−1∑
k=1
ξk ⊗En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
+
[
(λ+n−p−2N−1)P + 2tP ′
]
ξ2N−1n ⊗ En ∧ Ej ∧ Eα1 ∧ · · · ∧ Eαp
+
[
(2N−1)P − 2tP ′
]
ξ2N−2n
n−1∑
k=1
ξk ⊗ Ej ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
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+ 2ξ2N−3n P
′
n−1∑
k=1
ξkξ[α1 ⊗ En ∧ Ek ∧ Ej ∧ Eα2 ∧ · · · ∧ Eαp].
By reasons which will become clear in the proof of the following result, we do not join
here the first and the second sum on the right-hand side. A similar computation (shifting
N ∋ N → N − 1
2
) gives a formula for the action of Pj(λ) on v
(p→p+2)
2N−1 .
Theorem 3.5.1. Let v
(p→p+2)
N be given by (3.60).
(i) For p = n− 2, we find the non-trivial singular vector
v
(n−2→n)
2N = ξ
2N−1
n
(
N−1∑
j=0
b
(N−1)
j (2N−1)t
j
)
En ∧ α, N ∈ N. (3.61)
Here b
(N)
j (λ) are odd Gegenbauer coefficients.
(ii) For p = n− 2, we find the non-trivial singular vector
v
(n−2→n)
2N+1 = ξ
2N−1
n
(
N∑
j=0
a
(N)
j (2N)t
j
)
En ∧ α, N ∈ N0. (3.62)
Here a
(N)
j (λ) are even Gegenbauer coefficients.
(iii) For p = 0, . . . , n− 2, we find the singular vector
v
(p→p+2)
1 = En ∧ α. (3.63)
These are all singular vectors of the fourth type, up to constant multiples.
Proof. We first prove (i). The identity
n−1∑
k=1
ξkξ[α1 ⊗ En ∧ Ek ∧ Ej ∧ Eα2 ∧ · · · ∧ Eαp] − ξj
n−1∑
k=1
ξk ⊗En ∧ Ek ∧ Eα1 ∧ · · · ∧ Eαp
= −
n−1∑
k=1
ξ2k ⊗ En ∧ Ej ∧ Eα1 ∧ · · · ∧ Eαp ,
which only holds for the form-degree p = n−2, leads to a cancelation in the above formula
for the action of Pj(λ) on v
(n−2→n)
2N . It follows that the condition Pj(λ)(v
(n−2→n)
2N ) = 0 for
j = 1, . . . , n− 1 is equivalent to the system of ordinary differential equation
2t(t+1)P ′′ + (−4N+5)tP ′ + (2λ+n−4N+3)P ′ + (N−1)(2N−1)P = 0,
(λ−2N+1)P = 0
for the polynomial P (t). The first equation is satisfied by the polynomial
P (t) =
N−1∑
j=0
b
(N−1)
j (λ)t
j ,
where b
(N)
j (λ) denote odd Gegenbauer coefficients. The second equation yields λ = 2N−1.
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We continue with the proof of (ii). By similar arguments as in (1), we find that for
p = n− 2 the condition Pj(λ)(v
(n−2→2)
2N+1 ) = 0, j = 1, . . . , n− 1, is equivalent to the system
of ordinary differential equation
2t(t+1)P ′′ + (−4N+3)tP ′ + (2λ+n−4N+1)P ′ +N(2N−1)P = 0,
(λ−2N)P = 0
for the polynomial P (t). The first equation is satisfied by the polynomial
P (t) =
N∑
j=0
a
(N)
j (λ)t
j ,
where a
(N)
j (λ) are even Gegenbauer coefficients. The second equation fixes λ = 2N .
Next, we prove (iii). Let p = 0, . . . , n−2. By obvious reasons we find that the condition
Pj(λ)(v
(p→p+2)
1 ) = 0 for j = 1, . . . , n− 1 holds iff λ = p− n+ 2.
Finally, we note that in all other cases there do not exist non-trivial polynomial solutions
of the equations Pj(λ)(v
(p→p+2)
N ) = 0, j = 1, . . . , n− 1, for any λ. 
Remark 3.5.2. The singular vectors in Theorem 3.5.1 can be described in terms of the
families of the second type. In fact, for all N ∈ N, it holds
v
(n−1→n)
N−1 (N−1) ∧ α = 0 (3.64)
and we have the relation
v
(n−2→n)
N = −v˙
(n−1→n)
N−1 (N−1) ∧ α (3.65)
Here the singular vectors v
(n−1→n)
N (λ) are defined in Theorem 3.3.1 and Theorem 3.3.2.
Proof. For even homogeneity, we have
v
(n−2→n)
2N = ξ
2N−1
n
(
N−1∑
j=0
b
(N−1)
j (2N−1)t
j
)
En ∧ α
(by (3.61)) and
v
(n−1→n)
2N−1 (λ) ∧ α =
N−1∑
j=0
pj(λ;N−1;n)|ξ
′|2jξ2N−2j−1n ⊗En ∧ α
+
N−1∑
j=1
r
(N−2)
j−1 (λ−1)|ξ
′|2jξ2N−2j−1n ⊗ En ∧ α
(by Theorem 3.3.1 and iE ∧ α = |ξ
′|2 ⊗ Id). Now the relations
pj(λ;N−1;n) = −(λ−2N+2j+1)b
(N−1)
j (λ),
r
(N−2)
j−1 (λ−1) = (2N−2)b
(N−2)
j−1 (λ−1) = 2jb
(N−1)
j (λ)
yield
pj(λ;N−1;n) + r
(N−2)
j−1 (λ−1) = −(λ−2N+1)b
(N−1)
j (λ).
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Hence
v
(n−1→n)
2N−1 (λ) ∧ α = −(λ−2N+1)
N−1∑
j=0
b
(N−1)
j (λ)|ξ
′|2jξ2N−2j−1n ⊗ En ∧ α
= −(λ−2N+1)ξ2N−1n
(
N−1∑
j=0
b
(N−1)
j (λ)t
j
)
En ∧ α.
This proves the claims. Analogous arguments apply for odd homogeneity using Theorem
3.3.2. We omit the details. 
Note that (3.64) is a special case of the vanishing result
v
(p−1→p)
N (N−n+p)α = 0 (3.66)
Finally, we note that the results of this section also follow from those in Section 3.4 by
a Hodge star conjugation argument. This is analogous to the relation between the results
in Section 3.2 and Section 3.3.
3.6. Middle degree cases. Here we describe the singular vectors which describe the
embeddings of the submodules in Proposition 2.3.2.
Case 1a: Let n be odd and p = n−1
2
.
The SO(n′−(R))-module Λ
n−1
2 (n′−(R)) is not irreducible and the explicit formulas for the
singular vectors
v
(n−1
2
→n−1
2
)
N (λ)
of the first type, which are defined in Theorem 3.2.1 (for odd N) and Theorem 3.2.2 (for
even N), show that their restrictions
v
(n−1
2
→n−1
2
),±
N (λ)
to the subspaces
Λ
n−1
2
± (n
′
−(R)) ⊂ Λ
n−1
2 (n′−(R))
are non-trivial. Then the space
Homp′(Λ
n−1
2
± (n
′
−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
n−1
2 (n−(R))⊗ Cλ)
is generated by v
(n−1
2
→n−1
2
),±
N (λ). These singular vectors describe the embeddings of the
modules in the first two sums in the decomposition (2.24).
The singular vectors which describe the embeddings of the modules in the last sum in
the decomposition (2.24) are given by homomorphisms of the second type.
Case 1b: Let n be odd and p = n+1
2
.
The space
Homp′(Λ
n−1
2
± (n
′
−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
n+1
2 (n−(R))⊗ Cλ)
is generated by the homomorphism
⋆¯ v
(n−1
2
→n−1
2
),±
N (λ) ∼ v
(n−1
2
→n+1
2
),±
N (λ), (3.67)
where ⋆¯ denotes the Hodge star operator on n−(R) ≃ R
n with the Euclidean metric.
These singular vectors describe the embeddings of the modules in the last two sums in the
decomposition (2.25).
SYMMETRY BREAKING OPERATORS ON DIFFERENTIAL FORMS 45
The singular vectors which describe the embeddings of the modules in the first sum of
the decomposition (2.25) are given by Theorem 3.2.1 (for odd N) and Theorem 3.2.2 (for
even N).
Case 2: Let n be even and p = n
2
.
The SO(n−(R))-module Λ
n
2 (n−(R)) is not irreducible and the spaces
Homp′(Λ
n
2 (n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
n
2
±(n−(R))⊗ Cλ)
are generated by the projections
v
(n
2
→n
2
),±
N (λ)
def
= pr±
(
v
(n
2
→n
2
)
N (λ)
)
(3.68)
of the singular vectors
v
(n
2
→n
2
)
N (λ)
which are defined in Theorem 3.2.1 (for odd N) and Theorem 3.2.2 (for even N) to the
subspaces
Λ
n
2
±(n−(R)) ⊂ Λ
n
2 (n−(R))
Here pr± : Λ
n
2 (n−(R)) → Λ
n
2
±(n−(R)) denotes the projections onto the eigenspaces of the
Hodge star operator. These singular vectors describe the embeddings of the modules in
the decomposition (2.26).
4. Conformal symmetry breaking operators on differential forms
In this section, we translate the four types of homomorphisms of generalized Verma
modules constructed in Section 3 into four types of conformal symmetry breaking operators
D
(p→q)
N : Ω
p(Rn)→ Ωq(Rn−1)
of order N ∈ N on differential forms. These operators will be referred to as operators of
the first, second, third and fourth type, respectively.
We first fix some conventions. As before, we consider Rn−1 as a codimension subspace
of Rn by
ι : Rn−1 →֒ Rn, (x1, . . . , xn−1) 7→ (x1, . . . , xn−1, 0).
Then d, δ and d¯, δ¯ denote the respective differentials and co-differentials on differential
forms on Rn−1 and Rn, respectively. Let {ei}
n−1
i=1 denote the standard orthonormal basis
on the Euclidean space Rn−1 and let ∂i denote the partial derivative in the i
th coordinate.
We have
dω(X0, . . . , Xp) =
p∑
i=0
(−1)iXi
(
ω(X0, . . . , X̂i, . . . , Xp)
)
and
δω(X1, . . . , Xp−1) = −
n−1∑
i=1
∂iω(ei, X1, . . . , Xp−1)
for ω ∈ Ωp(Rn−1) and smooth vector fields Xj ∈ X(R
n−1).
The Laplacian on forms on Rn−1 is defined by ∆ = δd+ dδ. Similarly, we set
∆¯ = δ¯d¯+ d¯δ¯ : Ωp(Rn)→ Ωp(Rn).
Note that ∆ = −
∑n−1
k=1 ∂
2
k and ∆¯ = −
∑n
k=1 ∂
2
k .
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We shall consider d and δ also as operators on forms on Rn. In particular, ∆ will also
be viewed as an operator acting on Ω∗(Rn).
The insertion operator, given by contracting the first form index by the vector field
X ∈ X(Rn), is denoted by iX : Ω
p(Rn)→ Ωp−1(Rn).
The following lemma collects identities which will be used later on.
Lemma 4.0.1. The following relations hold true as identities on forms on Rn.
(1) ι∗d¯ = dι∗ and i∂n δ¯ = −δi∂n,
(2) i∂n∂n = δ − δ¯ and ι
∗∂n = ι
∗i∂n d¯+ dι
∗i∂n,
(3) ∂2n = ∆− ∆¯.
Moreover, ∂n commutes with d, δ and i∂n.
We emphasize that the second relation in Lemma 4.0.1/(1), the first relation in (2) and
the relation (3) hold true as identities on Rn, i.e., off the subspace Rn−1.
Proof. (1) is trivial. The first identity in (2) is obvious. Cartan’s formula LX = iXd+ diX
applied to the normal vector field X = ∂n yields ∂n = i∂n d¯ + d¯i∂n . Hence ι
∗∂n = ι
∗i∂n d¯ +
ι∗d¯i∂n . This implies the second relation in (2) using the first relation in (1). (3) is obvious
by the respective formulas for the Laplace operators. 
Now, we use the dual pairing of generalized Verma modules and induced representa-
tions [KP14], [KOSS15] to translate the homomorphisms constructed in Section 3 into
differential operators:
Ωp(n−(R))→ Ω
q(n′−(R)).
By combining these operators with the identifications n−(R) ≃ R
n and n′−(R) ≃ R
n−1
given by the basis vectors Ej , we obtain conformal symmetry breaking operators Ω
p(Rn)→
Ωq(Rn−1).
The following lemma collects important information on the translation of basic opera-
tions on polynomial differential forms into operators on differential forms. We recall the
notation α =
∑n−1
j=1 ξj ⊗Ej and iE =
∑n−1
j=1 ξj ⊗ iE∗j (Section 3.1).
Lemma 4.0.2. The dualization sends
En∧ 7→ i∂n , ξj 7→ i∂j and iE 7→ id, α∧ 7→ −iδ.
Proof. The first two claims are obvious. In order to prove the third rule, it suffices to
verify that the adjoint map of the principal symbol of id corresponds to the insertion iE.
But the principal symbol of id (regarded as an operator on Ωp(n′−(R)) is given by
n−1∑
j=1
ξj ⊗E
∗
j∧ : Λ
p(n′−(R))
∗ → Λp+1(n′−(R))
∗.
Its adjoint equals
iE =
n−1∑
j=1
ξj ⊗ iE∗j : Λ
p+1(n′−(R))→ Λ
p(n′−(R)).
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Similarly, the principal symbol of −iδ (regarded as an operator on Ωp(n′−(R)) is given by∑n−1
j=1 ξj ⊗ iEj : Λ
p(n′−(R))
∗ → Λp−1(n′−(R))
∗. Its adjoint equals
n−1∑
j=1
ξj ⊗ Ej∧ = α∧ : Λ
p−1(n′−(R))→ Λ
p(n′−(R)).
The proof is complete. 
Example 4.0.3. As an illustration, we show how the Fourier transform maps first type
second-order homogeneous homomorphisms (encapsulated by singular vectors) into second-
order differential operators Ω∗(Rn)→ Ω∗(Rn−1). By Example 3.2.3, the U(g′)-homomorphism
of generalized Verma modules
Mg
′
p′
(
Λp(n′−(R))⊗ Cλ−2
)
→Mgp (Λ
p(n−(R))⊗ Cλ)
is induced by
ω 7→ (λ+p−2)|ξ′|2 ⊗ ω
− (2λ+n−3)(λ+p−2)ξ2n⊗ ω
− 2(2λ+n−3)ξnEn ∧ iE(ω) + 2α ∧ iE(ω).
Now, using Lemma 4.0.2, this homomorphism translates into the differential operator
Ωp(Rn) ∋ ω 7→ D
(p→p)
2 (λ)(ω) = (λ+p−2)∆ι
∗ω
+ (2λ+n−3)(λ+p−2)ι∗∂2n(ω)
+ 2(2λ+n−3)dι∗i∂n∂nω + 2dδι
∗ω ∈ Ωp(Rn−1).
4.1. Families of the first type. We recall that a
(N)
j (λ) and b
(N)
j (λ) denote even and odd
Gegenbauer coefficients, respectively (see Appendix).
Theorem 4.1.1. Assume that N ∈ N and p = 0, . . . , n− 1. Then the family
D
(p→p)
2N (λ) : Ω
p(Rn)→ Ωp(Rn−1), λ ∈ C
of differential operators of order 2N which is defined by the formula
D
(p→p)
2N (λ) =
N∑
j=0
(−1)N−jp
(N)
j (λ; p)∆
jι∗∂2N−2jn
+
N−1∑
j=0
(−1)N−jq
(N−1)
j (λ−1)∆
jdι∗i∂n∂
2N−2j−1
n
+
N−1∑
j=0
(−1)N−j−1r
(N−1)
j (λ−1)∆
jdδι∗∂2N−2j−2n , (4.1)
where
p
(N)
j (λ; p) = (λ+p−2N)a
(N)
j (λ),
q
(N−1)
j (λ) = −2N(2λ+n−2N+1)b
(N−1)
j (λ),
r
(N−1)
j (λ) = 2Na
(N−1)
j (λ)
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is infinitesimally equivariant in the sense that
D
(p→p)
2N (λ)dπ
∨
λ,p(X) = dπ
′ ∨
λ−2N,p(X)D
(p→p)
2N (λ), X ∈ g
′(R). (4.2)
Proof. The singular vector v
(p→p)
2N (λ) in Theorem 3.2.2 corresponds to an operator with
the equivariance as in (4.2). The explicit formula for the operator follows by combining
the explicit formula for the singular vector with Lemma 4.0.2. 
The intertwining relations (4.8) and (4.2) can also be stated in terms of the geometrically
defined representations
π
(p)
λ (γ)
def
= eλΦγγ∗ : Ω
p(Rn)→ Ωp(Rn) (4.3)
and their analogs π
′(p)
λ on R
n−1. Here γ denotes conformal diffeomorphisms of the Euclidean
metric g0 on R
n, i.e., γ∗(g0) = e
2Φγg0 for some Φγ ∈ C
∞(Rn). In order to obtain such a
formulation, one has to use the relation
π
(p)
−λ−p = π
∨
λ,p. (4.4)
The identity (4.4) is the non-compact analog of (2.18). In particular, we find that
D
(p→p)
2N (λ)dπ
(p)
−λ−p(X) = dπ
′(p)
−λ+2N−p(X)D
(p→p)
2N (λ), X ∈ g
′(R).
This corresponds to the formulation in Section 1 (see (1.5)).
We continue with the formulation of the analogous result for odd order conformal sym-
metry breaking operators of the first type.
Theorem 4.1.2. Let N ∈ N0 and p = 0, . . . , n− 1. The family
D
(p→p)
2N+1 (λ) : Ω
p(Rn)→ Ωp(Rn−1), λ ∈ C
of differential operators of order 2N + 1 which is defined by the formula
D
(p→p)
2N+1 (λ) =
N∑
j=0
(−1)N−jp
(N)
j (λ; p)∆
jι∗∂2N+1−2jn
+
N∑
j=0
(−1)N−jq
(N)
j (λ−1)∆
jdι∗i∂n∂
2N−2j
n
+
N−1∑
j=0
(−1)N−j−1r
(N−1)
j (λ−1)∆
jdδι∗∂2N−1−2jn , (4.5)
where
p
(N)
j (λ; p) = (λ+p−2N−1)b
(N)
j (λ),
q
(N)
j (λ) = a
(N)
j (λ),
r
(N−1)
j (λ) = 2Nb
(N−1)
j (λ)
is infinitesimally equivariant in the sense that
D
(p→p)
2N+1 (λ)dπ
∨
λ,p(X) = dπ
′ ∨
λ−2N−1,p(X)D
(p→p)
2N+1 (λ), X ∈ g
′(R). (4.6)
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Proof. The proof is parallel to that of Theorem 4.1.2. The operator D
(p→p)
2N+1 (λ) is induced
by the singular vector in Theorem 3.2.1. 9 
Similarly as for even-order families, the intertwining relations (4.10) and (4.6) can also
be stated in terms of the geometrically defined representations (4.3) and their analogs on
Rn−1. In particular, we find that
D
(p→p)
2N+1 (λ)dπ
(p)
−λ−p(X) = dπ
′(p)
−λ+2N+1−p(X)D
(p→p)
2N+1 (λ), X ∈ g
′(R).
This corresponds to the formulation in Section 1 (see (1.11)).
4.2. Families of the second type. The families D
(p→p)
N (λ) of the first type have natu-
ral counterparts which map Ωp(Rn) → Ωp−1(Rn−1). These are the conformal symmetry
breaking operators of the second type. We start with the description of the even-order
case.
Theorem 4.2.1. Assume that N ∈ N and p = 1, . . . , n. Then the family
D
(p→p−1)
2N (λ) : Ω
p(Rn)→ Ωp−1(Rn−1), λ ∈ C
of differential operators of order 2N which is defined by the formula
D
(p→p−1)
2N (λ) =
N∑
j=0
(−1)N−jpj(λ;N, p)∆
jι∗i∂n∂
2N−2j
n
+
N−1∑
j=0
(−1)N−j−1q
(N−1)
j (λ−1)∆
jδι∗∂2N−1−2jn
+
N−1∑
j=0
(−1)N−j−1r
(N−1)
j (λ−1)∆
jdδι∗i∂n∂
2N−2−2j
n , (4.7)
where
pj(λ;N, p) = −(λ+n−p−2N+2j)a
(N)
j (λ),
q
(N−1)
j (λ) = −2N(2λ+n−2N+1)b
(N−1)
j (λ),
r
(N−1)
j (λ) = 2Na
(N−1)
j (λ)
is infinitesimally equivariant in the sense that
D
(p→p−1)
2N (λ)dπ
∨
λ,p(X) = dπ
′ ∨
λ−2N,p−1(X)D
(p→p−1)
2N (λ), X ∈ g
′(R). (4.8)
The odd-order analog of Theorem 4.2.1 reads as follows.
Theorem 4.2.2. Let N ∈ N0 and p = 1, . . . , n. The family
D
(p→p−1)
2N+1 (λ) : Ω
p(Rn)→ Ωp−1(Rn−1), λ ∈ C
of differential operators of order 2N + 1 which is defined by the formula
D
(p→p−1)
2N+1 (λ) =
N∑
j=0
(−1)N−jpj(λ;N, p)∆
jι∗i∂n∂
2N+1−2j
n
9In the final formulas we omit a factor of −i.
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+
N∑
j=0
(−1)N−j−1q
(N)
j (λ−1)∆
jδι∗∂2N−2jn
+
N−1∑
j=0
(−1)N−j−1r
(N−1)
j (λ−1)∆
jdδι∗i∂n∂
2N−1−2j
n , (4.9)
where
pj(λ;N, p) = −(λ+n−p−2N+2j−1)b
(N)
j (λ),
q
(N)
j (λ) = a
(N)
j (λ),
r
(N−1)
j (λ) = 2Nb
(N−1)
j (λ)
is infinitesimally equivariant in the sense that
D
(p→p−1)
2N+1 (λ)dπ
∨
λ,p(X) = dπ
′ ∨
λ−2N−1,p−1(X)D
(p→p−1)
2N+1 (λ), X ∈ g
′(R). (4.10)
The proofs of Theorem 4.2.1 and Theorem 4.2.2 for families of the second type follow
from the corresponding results in Section 4.1 for families of the first type by conjugation
with Hodge star operators. The details of this argument will be given in Section 4.3.
4.3. Hodge conjugation. We first recall some well-known general facts.
Lemma 4.3.1. On any Riemannian manifold (Mn, g), the differential operators d, δ, ∆
and the Hodge star operator ⋆ satisfy the relations
(1) ⋆ ⋆ = (−1)p(n−p),
(2) ⋆ d ⋆ = (−1)n(p+1)+1δ and ⋆ d = δ ⋆ (−1)p+1,
(3) ⋆ δ ⋆ = (−1)n(p+1)d and ⋆ δ = d ⋆ (−1)p,
(4) ⋆ dδ = δd ⋆, ⋆ δd = dδ ⋆ and ⋆∆ = ∆ ⋆
on Ωp(M).
Proof. We omit the proof of (1) and of the first relation in (2). (1) and the first claim
in (2) imply the second claims in (2) and (3). Again, this yields the first claim in (3) by
using (1). The identities in (4) are immediate consequences. 
Now let ⋆ and ⋆¯ be the respective Hodge star operators on Ω∗(Rn−1) and Ω∗(Rn).
Lemma 4.3.2. We have the identities
⋆ ◦ ι∗i∂n ◦ ⋆¯ = ι
∗(−1)(p+1)(n−1),
⋆ ◦ ι∗ ◦ ⋆¯ = ι∗i∂n(−1)
pn+1
on Ωp(Rn).
Proof. The second claim is easy to see. We omit the details. The first claim follows by
applying Lemma 4.3.1/(1) to the second claim. 
The following theorem is the main result of the present section.
Theorem 4.3.3. Let N ∈ N and p = 1, . . . , n. Then the even-order families D
(p→p)
2N (λ)
of the first type are Hodge conjugate to the even-order families D
(p→p−1)
2N (λ) of the second
type. More precisely, we have
D
(p→p−1)
2N (λ) = (−1)
pn ⋆ D
(n−p→n−p)
2N (λ) ⋆¯. (4.11)
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Similarly, for N ∈ N0, the odd-order families D
(p→p)
2N+1 (λ) of the first type are Hodge conju-
gate to the odd-order families D
(p→p−1)
2N+1 (λ) of the second type. More precisely, we have
D
(p→p−1)
2N+1 (λ) = (−1)
pn ⋆ D
(n−p→n−p)
2N+1 (λ) ⋆¯. (4.12)
Proof. On the one hand, Theorem 4.1.1 implies
D
(p→p)
2N (λ) =
N∑
j=1
(−1)N−j
[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)jι∗∂2N−2jn
+
N∑
j=0
(−1)N−jp
(N)
j (λ; p)(δd)
jι∗∂2N−2jn
+
N−1∑
j=0
(−1)N−jq
(N−1)
j (λ−1)(dδ)
jdι∗i∂n∂
2N−1−2j
n
with the coefficients
• p
(N)
j (λ; p) = (λ+p−2N)a
(N)
j (λ),
• q
(N−1)
j (λ−1) = −2N(2λ+n−2N−1)b
(N−1)
j (λ−1),
• r
(N−1)
j (λ−1) = 2Na
(N−1)
j (λ−1).
On the other hand, Theorem 4.2.1 shows that
D
(p→p−1)
2N (λ) =
N∑
j=0
(−1)N−j
[
pj(λ;N, p) + r
(N−1)
j−1 (λ−1)
]
(dδ)jι∗i∂n∂
2N−2j
n
+
N∑
j=1
(−1)N−jpj(λ;N, p)(δd)
jι∗i∂n∂
2N−2j
n
+
N−1∑
j=0
(−1)N−j−1q
(N−1)
j (λ−1)(δd)
jδι∗∂2N−1−2jn ,
with the coefficients
• pj(λ;N, p) = −(λ+n−p−2N+2j)a
(N)
j (λ),
• q
(N−1)
j (λ−1) = −2N(2λ+n−2N−1)b
(N−1)
j (λ−1),
• r
(N−1)
j (λ−1) = 2Na
(N−1)
j (λ−1).
Now, since ∂n commutes with ∗¯, Lemma 4.3.1 and Lemma 4.3.2 imply
⋆ (dδ)jι∗ ⋆¯ = (δd)j ⋆ ι∗ ⋆¯ = (δd)jι∗i∂n(−1)
pn+1,
⋆ (δd)jι∗⋆¯ = (dδ)j ⋆ ι∗ ⋆¯ = (dδ)jι∗i∂n(−1)
pn+1
and
⋆(dδ)jdι∗i∂n ⋆¯ = (δd)
j ⋆ dι∗i∂n ⋆¯ = (δd)
jδ ⋆ ι∗i∂n ⋆¯(−1)
n−p = (δd)jδι∗(−1)pn+1
for j ∈ N0. Hence we find
(−1)pn+1 ⋆ D
(n−p→n−p)
2N (λ) ⋆¯
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=
N∑
j=1
(−1)N−j
[
p
(N)
j (λ;n−p) + r
(N−1)
j−1 (λ−1)
]
(δd)jι∗i∂n∂
2N−2j
n
+
N∑
j=0
(−1)N−jp
(N)
j (λ;n−p)(dδ)
jι∗i∂n∂
2N−2j
n
+
N−1∑
j=0
(−1)N−jq
(N−1)
j (λ−1)(δd)
jδι∗∂2N−1−2jn .
But the relation
2Na
(N−1)
j−1 (λ−1) = 2ja
(N)
j (λ)
shows that
p
(N)
j (λ;n−p) + r
(N−1)
j−1 (λ−1) = (λ+n−p−2N)a
(N)
j (λ) + 2Na
(N−1)
j−1 (λ−1)
= (λ+n−p−2N+2j)a
(N)
j (λ)
= −pj(λ;N, p).
The latter identity implies (4.11).
The analogous proof of (4.12) runs as follows. On the one hand, Theorem 4.1.2 implies
D
(p→p)
2N+1 (λ) =
N∑
j=1
(−1)N−j
[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)jι∗∂2N+1−2jn
+
N∑
j=0
(−1)N−jp
(N)
j (λ; p)(δd)
jι∗∂2N+1−2jn
+
N∑
j=0
(−1)N−jq
(N)
j (λ−1)(dδ)
jdι∗i∂n∂
2N−2j
n ,
with the coefficients
• p
(N)
j (λ; p) = (λ+p−2N−1)b
(N)
j (λ),
• q
(N)
j (λ−1) = a
(N)
j (λ−1),
• r
(N−1)
j (λ−1) = 2Nb
(N−1)
j (λ−1).
On the other hand, Theorem 4.2.2 shows that
D
(p→p−1)
2N+1 (λ) =
N∑
j=1
(−1)N−j
[
pj(λ;N, p) + r
(N−1)
j−1 (λ−1)
]
(dδ)jι∗i∂n∂
2N+1−2j
n
+
N∑
j=0
(−1)N−jpj(λ;N, p)(δd)
jι∗i∂n∂
2N+1−2j
n
+
N∑
j=0
(−1)N−j−1q
(N)
j (λ−1)(δd)
jδι∗∂2N−2jn ,
with the coefficients
• pj(λ;N, p) = −(λ+n−p−2N+2j−1)b
(N)
j (λ),
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• q
(N)
j (λ−1) = a
(N)
j (λ−1),
• r
(N−1)
j (λ−1) = 2Nb
(N−1)
j (λ−1).
Similarly as above, Lemma 4.3.1 and Lemma 4.3.2 yield
(−1)pn+1 ⋆ D
(n−p→n−p)
2N+1 (λ) ⋆¯
=
N∑
j=1
(−1)N−j
[
p
(N)
j (λ;n−p) + r
(N−1)
j (λ−1)
]
(δd)jι∗i∂n∂
2N+1−2j
n
+
N∑
j=0
(−1)N−jp
(N)
j (λ;n−p)(dδ)
jι∗i∂n∂
2N+1−2j
n
+
N∑
j=0
(−1)N−jq
(N)
j (λ−1)(δd)
jδι∗∂2N−2jn .
But the relation
2Nb
(N−1)
j−1 (λ−1) = 2jb
(N)
j (λ)
shows that
p
(N)
j (λ;n−p) + r
(N−1)
j−1 (λ−1) = (λ+n−p−2N−1)b
(N)
j (λ) + 2Nb
(N−1)
j−1 (λ−1)
= (λ+n−p−2N+2j−1)b
(N)
j (λ)
= −pj(λ;N, p).
The latter identity implies (4.12). The proof is complete. 
Now we recall that the Hodge star operators ⋆ and ⋆¯ are conformally equivariant. More
precisely, we have the following result.
Lemma 4.3.4. We have
dπ
(n−p)
λ (X)(⋆¯ ω) = ⋆¯ dπ
(p)
λ+n−2p(X)(ω) for ω ∈ Ω
p(Rn), X ∈ g.
Similarly, we have
dπ
′(n−1−p)
λ (X)(⋆ ω) = ⋆ dπ
′(p)
λ+n−1−2p(X)(ω) for ω ∈ Ω
p(Rn−1), X ∈ g′.
Proof. The Hodge star operator of (M, g) satisfies the identity
⋆gˆ = e
(n−2p)ϕ⋆g, gˆ = e
2ϕg
on Ωp(M). In fact, with obvious notation we find
π
(n−p)
λ (γ)(⋆g ω) = e
λΦγγ∗(⋆g ω)
= eλΦγ ⋆γ∗(g) γ∗(ω)
= eλΦγ ⋆e2Φγ g γ∗(ω)
= eλΦγe(n−2p)Φγ ⋆g γ∗(ω)
= ⋆g e
(λ+n−2p)Φγγ∗(ω)
= ⋆g π
(p)
λ+n−2p(γ)(ω)
for ω ∈ Ωp(M). The assertions follow by differentiation. 
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Theorem 4.3.3 and Lemma 4.3.4 show that the conformal equivariance of one type of
the families of conformal symmetry breaking operators is equivalent to the conformal
covariance of the other type. In particular, Theorem 4.2.1 and Theorem 4.2.2 follow from
Theorem 4.1.1 and Theorem 4.1.2.
4.4. Operators of the third type. We start with the description of third type operators
of even-orders.
Theorem 4.4.1. Let N ∈ N. Then the differential operator
D
(0→1)
2N : Ω
0(Rn)→ Ω1(Rn−1)
of order 2N which is defined by
D
(0→1)
2N
def
=
N−1∑
j=0
(−1)N−j−1b
(N−1)
j (2N−1)d(δd)
jι∗∂2N−2j−1n
is infinitesimally equivariant in the sense that
D
(0→1)
2N dπ
∨
2N−1,0(X) = dπ
′ ∨
−1,1(X)D
(0→1)
2N , X ∈ g
′(R).
Proof. The proof is parallel to that of Theorem 4.1.1. The operator D
(0→1)
2N is induced by
the singular vector in Theorem 3.4.1/(1). 
We continue with the formulation of the analogous result for odd-order operators of the
third type.
Theorem 4.4.2. Let N ∈ N. Then the differential operator
D
(0→1)
2N+1 : Ω
0(Rn)→ Ω1(Rn−1)
of order 2N + 1 which is defined by
D
(0→1)
2N+1
def
=
N∑
j=0
(−1)N−ja
(N)
j (2N)d(δd)
jι∗∂2N−2jn
is infinitesimally equivariant in the sense that
D
(0→1)
2N+1dπ
∨
2N,0(X) = dπ
′ ∨
−1,1(X)D
(0→1)
2N+1 , X ∈ g
′(R).
Proof. The operator D
(0→1)
2N+1 is induced by the singular vector in Theorem 3.4.1/(2). 
Remark 3.4.2 yields
Remark 4.4.3. For any N ∈ N, we have
D
(0→1)
N = dD˙
(0→0)
N−1 (N−1).
In addition, there is a first-order operator of the third type.
Theorem 4.4.4. The differential operator
D
(p→p+1)
1
def
= dι∗ : Ωp(Rn)→ Ωp+1(Rn−1)
of first-order is infinitesimally equivariant in the sense that
D
(p→p+1)
1 dπ
∨
−p,p(X) = dπ
′ ∨
−(p+1),p+1(X)D
(p→p+1)
1 , X ∈ g
′(R).
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Proof. The operator D
(p→p+1)
1 is induced by the singular vector in Theorem 3.4.1/(3).
10.

4.5. Operators of the fourth type. The operators D
(0→1)
N and D
(p→p+1)
1 of the third
type have natural counter parts which map Ωn(Rn)→ Ωn−2(Rn−1) and Ωp(Rn)→ Ωp−2(Rn−1),
respectively.
We start with the description of the even-order operators of the fourth type.
Theorem 4.5.1. Let N ∈ N. Then the differential operator
D
(n→n−2)
2N : Ω
n(Rn)→ Ωn−2(Rn−1)
of order 2N which is defined by
D
(n→n−2)
2N
def
=
N−1∑
j=0
(−1)N−jb
(N−1)
j (2N−1)δ(dδ)
jι∗i∂n∂
2N−2j−1
n
is infinitesimally equivariant in the sense that
D
(n→n−2)
2N dπ
∨
2N−1,n(X) = dπ
′ ∨
−1,n−2(X)D
(n→n−2)
2N , X ∈ g
′(R).
Proof. The operator D
(n→n−2)
2N is induced by the singular vector in Theorem 3.5.1/(1). 
We continue with the formulation of the analogous result for odd-order operators of the
fourth type.
Theorem 4.5.2. Let N ∈ N0. Then the differential operator
D
(n→n−2)
2N+1 : Ω
n(Rn)→ Ωn−2(Rn−1)
of order 2N + 1 which is defined by
D
(n→n−2)
2N+1 =
N∑
j=0
(−1)N−j+1a
(N)
j (2N)δ(dδ)
jι∗i∂n∂
2N−2j
n
is infinitesimally equivariant in the sense that
D
(n→n−2)
2N+1 dπ
∨
2N,n(X) = dπ
′ ∨
−1,n−2(X)D
(0→1)
2N+1 , X ∈ g
′(R).
Proof. The operator D
(n→n−2)
2N+1 is induced by the singular vector in Theorem 3.5.1/(2). 
Remark 3.5.2 yields
Remark 4.5.3. For any N ∈ N, we have
D
(n→n−2)
N = δD˙
(n→n−1)
N−1 (N−1).
In addition, there is a first-order operator of the fourth type.
Theorem 4.5.4. Assume that p = 2, . . . , n. The differential operator
D
(p→p−2)
1
def
= δι∗i∂n : Ω
p(Rn)→ Ωp−2(Rn−1)
of first-order is infinitesimally equivariant in the sense that
D
(p→p−2)
1 dπ
∨
p−n,p(X) = dπ
′ ∨
p−n−1,p−2(X)D
(p→p−2)
1 , X ∈ g
′(R).
10We omit the factor i
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Proof. The operator D
(p→p−2)
1 is induced by the singular vector in Theorem 3.5.1/(3).
11.

4.6. Operators on middle degree forms. Here we briefly describe some special issues
related to conformal symmetry breaking operators on middle degree forms. As in Section
4.3, we let ⋆ and ⋆¯ denote the Hodge star operators of the Euclidean metrics on Rn−1 and
R
n, respectively. We divide the discussion into three cases.
Case 1a: Let n be odd and p = n−1
2
.
Let pr± : Ω
n−1
2 (Rn−1)→ Ω
n−1
2
± (R
n−1) denote the projections onto the eigenspaces of the
operator ⋆. Then the compositions
D
(n−1
2
→n−1
2
),±
N (λ)
def
= pr± ◦D
(n−1
2
→n−1
2
)
N (λ)
are non-trivial and we have
Theorem 4.6.1. For any N ∈ N, the families
D
(n−1
2
→n−1
2
),±
N (λ) : Ω
n−1
2 (Rn)→ Ω
n−1
2
± (R
n−1)
of differential operators of order N are infinitesimally equivariant in the sense that
D
(n−1
2
→n−1
2
),±
N (λ)dπ
∨
λ,n−1
2
(X) = dπ′ ∨
λ−N,n−1
2
(X)D
(n−1
2
→n−1
2
),±
N (λ),
for all X ∈ g′(R).
Proof. The families are induced by the singular vectors v
(n−1
2
→n−1
2
),±
N (λ) (defined in Section
3.6). 
Case 1b: Let n be odd and p = n+1
2
.
The compositions
D
(n+1
2
→n−1
2
),±
N (λ)
def
= pr± ◦D
(n−1
2
→n−1
2
)
N (λ) ◦ ⋆¯, λ ∈ C
are non-trivial and we have
Theorem 4.6.2. For any N ∈ N, the families
D
(n+1
2
→n−1
2
),±
N (λ) : Ω
n+1
2 (Rn)→ Ω
n−1
2
± (R
n−1), λ ∈ C
of differential operators of order N are infinitesimally equivariant in the sense that
D
(n+1
2
→n−1
2
),±
N (λ)dπ
∨
λ,n+1
2
(X) = dπ′ ∨
λ−N,n−1
2
(X)D
(n+1
2
→n−1
2
),±
N (λ)
for all X ∈ g′(R).
Proof. The families are induced by the singular vectors ⋆¯ v
(n−1
2
→n−1
2
),±
N (λ) (defined in Sec-
tion 3.6). 
Case 2: Let n be even and p = n
2
.
Let Ω
n
2
±(R
n) ⊂ Ω
n
2 (Rn) be the eigenspaces of the operator ⋆¯. We define
D
(n
2
→n
2
),±
N (λ)
def
= D
(n
2
→n
2
)
N (λ)|Ω
n
2
±
(Rn)
.
These operators are non-trivial and we have
11We omit the factor −i
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Theorem 4.6.3. For any N ∈ N, the families
D
(n
2
→n
2
),±
N (λ) : Ω
n
2
±(R
n)→ Ω
n
2 (Rn−1), λ ∈ C
of differential operators of order N are infinitesimally equivariant in the sense that
D
(n
2
→n
2
),±
N (λ)dπ
∨
λ,n
2
(X) = dπ′ ∨λ−N,n
2
(X)D
(n
2
→n
2
),±
N (λ), X ∈ g
′(R).
Proof. The families are induced by the singular vectors v
(n
2
→n
2
),±
N (λ) (defined in Section
3.6). 
We refer to Remark 4.8.7 and Remark 4.8.8 for examples of both types of families in
dimension n = 2.
4.7. Proof of Theorem 3. The following proof of the classification consists in a combi-
nation of previously proved facts.
We recall that conformally covariant differential operators
D : Ωp(Rn)→ Ωq(Rn−1)
of order N ∈ N0 which are infinitesimally equivariant in the sense that
dπ′(q)η (X)D = Ddπ
(p)
µ (X), X ∈ g
′(R)
or, equivalently,
dπ′ ∨−η−q,q(X)D = Ddπ
∨
−µ−p,p(X), X ∈ g
′(R)
(see Remark 2.2.3) correspond to elements of the space
Homp′(Λ
q(n′−(R))⊗ C−η−q,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ C−µ−p)
of singular vectors. Since A acts on PolN(n
∗
−(R)) by push-forward, it follows that
η + q = N + µ+ p.
Hence it remains to describe the spaces
Homp′(Λ
q(n′−(R))⊗ Cλ−N ,PolN(n
∗
−(R))⊗ Λ
p(n−(R))⊗ Cλ), λ ∈ C.
Proposition 3.1.3 evaluates the l′-invariance of such homomorphisms. In particular, there
are four basic groups of such homomorphisms. The additional n′+(R)-invariance of singular
vectors in these groups has been discussed in Sections 3.2–3.5. In fact, we proved that all
singular vectors are given by
• first type homomorphisms
ξNn P (t)⊗ Id+ξ
N−1
n Q(t)En ∧ iE + ξ
N−2
n R(t)α ∧ iE
in the case q = p and general λ (Theorems 3.2.1, 3.2.2),
• second type homomorphisms
ξNn P (t)⊗ En + ξ
N−1
n Q(t)α + ξ
N−2
n R(t)En ∧ α ∧ iE
in the case q = p− 1 and general λ (Theorems 3.3.1, 3.3.2),
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• third type homomorphisms
ξN−1n P (t)iE
for N ≥ 1 in the case q = 1, p = 0, λ = N − 1, and
iE
in the case N = 1, q = p+ 1, λ = −p (Theorem 3.4.1),
• fourth type homomorphisms
ξN−1n P (t)En ∧ α
in the case q = n− 2, p = n, λ = N − 1, and
En ∧ α
in the case N = 1, q = p− 2, λ = −(n− p) (Theorem 3.5.1),
• the compositions of these homomorphisms with the operator ⋆.
The quoted theorems characterize the appropriate polynomials P , Q and R in the variable
t = |ξ′|2/ξ2n with the property that the corresponding homomorphisms are n
′
+(R)-invariant.
In all cases, the singular vectors are unique up a constant multiple. The descriptions of
the corresponding differential operators can be found in the following respective theorems:
• Theorem 4.1.1, Theorem 4.1.2,
• Theorem 4.2.1, Theorem 4.2.2,
• Theorem 4.4.1, Theorem 4.4.2, Theorem 4.4.4,
• Theorem 4.5.1, Theorem 4.5.2, Theorem 4.5.4.
The first two sets of results correspond to the first and second type operators in Theorem
3/(1),(2). The operators in the third set of results correspond to the third type operators
in Theorem 3/(3),(4). Similarly, the operators in the fourth set of results correspond to
the fourth type operators in Theorem 3/(5),(6). This completes the proof.
4.8. Examples. In the present section, we discuss some special cases in more detail. We
first display explicit formulas for conformal symmetry breaking operators in low-order
cases. Furthermore, we demonstrate the equivariance of the first-order families both by
direct calculations (for families acting on one-forms) and by recognizing them as special
cases of general conformally covariant families on differential forms. Finally, we describe
the relation of the present results to previous discussions of the special case n = 2 in [J01]
and [KKP14].
Example 4.8.1. Here we display formulas for conformal symmetry breaking operators of
the first and second typ up to order 3. In each case, we give formulas in the style of the
previous theorems as well as formulas in terms of the operators d, δ, d¯ and δ¯. First of all,
the zeroth order families are
D
(p→p)
0 (λ) = (λ+p)ι
∗ and D
(p→p−1)
0 (λ) = −(λ+n−p)ι
∗i∂n .
The equivariance of these operators follows from the relations
γ∗(ι
∗(ω)) = ι∗(γ∗(ω)) and γ∗(ι
∗i∂n(ω) = e
−Φγ ι∗i∂n(γ∗(ω)), γ ∈ G
′.
By Theorem 4.1.2 and Theorem 4.2.2 for N = 0 and Lemma 4.0.1, the first-order families
are
D
(p→p)
1 (λ) = (λ+p−1)ι
∗∂n + dι
∗i∂n = (λ+p)dι
∗i∂n + (λ+p−1)ι
∗i∂n d¯
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and
D
(p→p−1)
1 (λ) = −(λ+n−p−1)ι
∗i∂n∂n − δι
∗ = −(λ+n−p)δι∗ + (λ+n−p−1)ι∗δ¯
Next, using Theorem 4.1.1 and Theorem 4.2.1 for N = 1 and Lemma 4.0.1, the second-
order families read
D
(p→p)
2 (λ) = (λ+p−2)∆ι
∗ + (2λ+n−3)(λ+p−2)ι∗∂2n
+ 2(2λ+n−3)dι∗i∂n∂n + 2dδι
∗
or, equivalently,
D
(p→p)
2 (λ) = (2λ+n−2) [(λ+p)dδ + (λ+p−2)δd] ι
∗
− (2λ+n−3)ι∗
[
(λ+p)d¯δ¯ + (λ+ p−2)δ¯d¯
]
and
D
(p→p−1)
2 (λ) = −(λ+n−p)∆ι
∗i∂n − (2λ+n−3)(λ+n−p−2)ι
∗i∂n∂
2
n
− 2(2λ+n−3)δι∗∂n + 2dδι
∗i∂n
or, equivalently,
D
(p→p−1)
2 (λ) = −(2λ+n−2) [(λ+n−p)δd+ (λ+n−p−2)dδ] ι
∗i∂n
+ (2λ+n−3)ι∗i∂n
[
(λ+n−p)δ¯d¯+ (λ+n−p−2)d¯δ¯
]
.
Finally, by Theorem 4.1.2 and Theorem 4.2.2 for N = 1 and Lemma 4.0.1, the third-order
families are given by
D
(p→p)
3 (λ) = (λ+p−3)∆ι
∗∂n +∆dι
∗i∂n + 2dδι
∗∂n
+ 1
3
(2λ+n−5)(λ+p−3)ι∗∂3n + (2λ+n−5)dι
∗i∂n∂
2
n
or, equivalently,
D
(p→p)
3 (λ) =
1
3
(2λ+n−2)(λ+p)dδdι∗i∂n −
1
3
(2λ+n−5)(λ+p−3)ι∗i∂n d¯δ¯d¯
+ 1
3
(2λ+n−2)(λ+p−3)δdι∗i∂n d¯−
1
3
(2λ+n−5)(λ+p)dι∗i∂n d¯δ¯
+ 1
3
[2(λ+p−3)(2λ+n−2) + 3(λ+n−p)]dδι∗i∂n d¯
and
D
(p→p−1)
3 (λ) = −(λ+n−p−1)∆ι
∗i∂n∂n −∆δι
∗ + 2dδι∗i∂n∂n
− 1
3
(2λ+n−5)(λ+n−p−3)ι∗i∂n∂
3
n − (2λ+n−5)δι
∗∂2n
or, equivalently,
D
(p→p−1)
3 (λ) = −
1
3
(2λ+n−2)(λ+n−p)δdδι∗ − 1
3
(2λ+n−5)(λ+n−p−3)ι∗δ¯d¯δ¯
+ 1
3
(2λ+n−2)(λ+n−p−3)dδι∗δ¯ + 1
3
(2λ+n−5)(λ+n−p)δι∗δ¯d¯
+ 1
3
[2(λ+n−p−3)(2λ+n−2)+ 3(λ+p)] δdι∗δ¯.
The respective second forms of the conformal symmetry breaking operators of the first and
second type are special cases of the geometric formulas in Section 5. Note that the displayed
formulas easily confirm the Hodge conjugation of both types of families.
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Example 4.8.2. For the conformal symmetry breaking operators of the third and fourth
type of order N ≤ 4, we find
D
(0→1)
1 = dι
∗ = dD˙
(0→0)
0 (0),
D
(0→1)
2 = dι
∗∂n = dD˙
(0→0)
1 (1),
D
(0→1)
3 = dδdι
∗ + (n+1)dι∗∂2n = dD˙
(0→0)
2 (2),
D
(0→1)
4 =
n+1
3
dι∗∂3n + dδdι
∗∂n = dD˙
(0→0)
3 (3)
and
D
(n→n−2)
1 = −δι
∗i∂n = δD˙
(n→n−1)
0 (0),
D
(n→n−2)
2 = −δι
∗i∂n∂n = δD˙
(n→n−1)
1 (1),
D
(n→n−2)
3 = −(n+1)δι
∗i∂n∂
2
n − δdδι
∗i∂n = δD˙
(n→n−1)
2 (2),
D
(n→n−2)
4 = −
n+1
3
δi∂n∂
3
n − δdδi∂n∂n = δD˙
(n→n−1)
3 (3).
The displayed formulas easily confirm the Hodge conjugation of both types of operators.
Next, we confirm the equivariance of the first-order families of both types by only using
direct arguments.
Remark 4.8.3. We directly demonstrate the infinitesimal equivariance of the first-order
family
D
(1→1)
1 (λ) = λι
∗∂n + dι
∗i∂n : Ω
1(Rn)→ Ω1(Rn−1)
of the first type (see Remark 4.8.1). Let 1 ≤ j ≤ n − 1. We use Ω1(Rn) ≃ C∞(Rn) ⊗
Λ1(Rn)∗ and determine the action of E+j using the formula (2.29), where we identify
(E±j )
∗ ≃ dxj. The sum in the formula (2.29) acts on the one-form ω = fldx
l by
n∑
k=1
xk(dx
jδkl − dx
kδjl)(fl).
The latter sum reduces on tangential differential forms to a summation over k = 1, . . . , n−
1, while on normal differential forms the summation is taken over k = 1, . . . , n. Thus, for
tangential one-forms ω = fldx
l, l = 1, . . . , n− 1, we obtain
D
(1→1)
1 (λ)dπ
∨
λ,1(E
+
j )(ω)
= D
(1→1)
1 (λ)
(
−1
2
n∑
k=1
x2k∂jdx
l + xj(−λ+
n∑
k=1
xk∂k)dx
l +
n−1∑
k=1
xk(dx
jδkl − dx
kδjl)
)
(fl)
= −λ
2
n−1∑
k=1
x2k∂n∂jfldx
l − λ2xj∂nfldx
l + λxj
n−1∑
k=1
xk∂n∂kfldx
l + λxj∂nfldx
l
− λ
n−1∑
k=1
xk∂nfldx
kδjl + λxl∂nfldx
j .
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In order to simplify the formulas, we wrote here fl instead of ι
∗(fl). But an analogous
calculation shows that the latter sum coincides with
dπ′ ∨λ−1,1(E
+
j )D
(1→1)
1 (λ)(ω) = λdπ
′ ∨
λ−1,1(E
+
j )(∂nfldx
l).
Similarly, for normal forms ω = fndx
n, we obtain
D
(1→1)
1 (λ)dπ
∨
λ,1(E
+
j )(ω)
= D
(1→1)
1 (λ)
(
−1
2
n∑
k=1
x2k∂jdx
n + xj(−λ +
n∑
k=1
xk∂k)dx
n + xndx
j
)
(fn)
= −1
2
n−1∑
k,l=1
x2k∂j∂lfndx
l + xj
n−1∑
k,l=1
xk∂k∂lfndx
l
− (λ− 1)xj
n−1∑
k=1
∂kfndx
k −
n−1∑
k=1
xk∂jfndx
k +
n−1∑
k=1
xk∂kfndx
j .
But an analogous calculation shows that the latter sum coincides with
dπ′ ∨λ−1,1(E
+
j )D
(1→1)
1 (λ)(ω) = dπ
′ ∨
λ−1,1(E
+
j )(dι
∗fn).
Thus we have proved that
D
(1→1)
1 (λ)dπ
∨
λ,1(E
+
j ) = dπ
′ ∨
λ−1,1(E
+
j )D
(1→1)
1 (λ), 1 ≤ j ≤ n− 1.
Now (dπλ,1)
∨(E−j ) = ∂/∂xj and SO(n−1,R) both commute with D
(1→1)
1 (λ). The assertion
is obvious for X = E. This completes the proof of the equivariance for g′(R).
Remark 4.8.4. Here we sketch an analogous direct proof of the infinitesimal equivariance
of the first-order family
D
(1→0)
1 (λ) = −(λ+n−2)ι
∗i∂n∂n − δι
∗ : Ω1(Rn)→ C∞(Rn−1)
of the second type. We shall use the same conventions as in Remark 4.8.3. Again, the
non-trivial part of the assertion concerns the actions of X = E+j . On tangential forms
ω = flx
l, l = 1, . . . , n− 1, we obtain
D
(1→0)
1 (λ)dπ
∨
λ,1(E
+
j )(ω)
= D
(1→0)
1 (λ)
(
−1
2
n∑
k=1
x2k∂jdx
l + xj(−λ+
n∑
k=1
xk∂k)dx
l +
n∑
k=1
xk(dx
jδkl − dx
kδjl)
)
(fl)
= −1
2
n−1∑
k=1
x2k∂l∂jfl − (λ− 1)xj∂lfl + xj
n−1∑
k=1
xk∂l∂kfl.
An analogous calculation shows that the latter sum coincides with
dπ′ ∨λ−1,0(E
+
j )D
(1→0)
1 (λ)(ω) = dπ
′ ∨
λ−1,0(E
+
j )(∂lfl).
Similarly, for normal forms ω = fndx
n, we obtain
D
(1→0)
1 (λ)dπ
∨
λ,1(E
+
j )(ω)
= D
(1→0)
1 (λ)
(
−1
2
n∑
k=1
x2k∂jdx
n − λxjdx
n + xj
n∑
k=1
xk∂kdx
n + xndx
j
)
(fn)
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= (λ+n−2)1
2
n−1∑
k=1
x2k∂n∂jfn − (λ+n−2)xj
n−1∑
k=1
xk∂n∂kfn
+ λ(λ+n−2)xj∂nfn − (λ+n−2)xj∂nfn.
An analogous calculation shows that the latter sum coincides with
dπ′ ∨λ−1,0(E
+
j )D
(1→0)
1 (λ)(ω) = −(λ+n−2)dπ
′ ∨
λ−1,0(E
+
j )(∂nfn).
Thus we have proved that
D
(1→0)
1 (λ)dπ
∨
λ,1(E
+
j ) = dπ
′ ∨
λ−1,0(E
+
j )D
(1→0)
1 (λ), 1 ≤ j ≤ n− 1.
This completes the proof of the equivariance for g′(R).
The first-order families D
(1→1)
1 (λ) and D
(1→0)
1 (λ) studied in Remark 4.8.3 and Remark
4.8.4 are special cases of conformally covariant families Ωp(X) → Ωp(M) and Ωp(X) →
Ωp−1(M) which are naturally associated to any codimension one embedding ι : M →֒ X
of Riemannian manifolds. More precisely, we have the following results.
Lemma 4.8.5. For any hypersurface ι : M →֒ X and any metric g on X, the family
D
(p→p)
1 (g;λ)
def
= λι∗iNd+ (λ+1)dι
∗iN − λ(λ+1)Hι
∗ : Ωp(X)→ Ωp(M)
is conformally covariant in the sense that
e−λι
∗(ϕ)D
(p→p)
1 (e
2ϕg;λ) = D
(p→p)
1 (g;λ)e
−(λ+1)ϕ
for all ϕ ∈ C∞(X). Here N and H denote the unit normal vector field of M and the mean
curvature, respectively.
Proof. Using Nˆ = e−ϕN and the transformation property
eϕHˆ = H + 〈dϕ,N〉, (4.13)
we find
e−λι
∗(ϕ)D
(p→p)
1 (e
2ϕg;λ)
(
e(λ+1)ϕω
)
= λι∗(iNdω + (λ+1)iN(dϕ ∧ ω)) + (λ+1)e
−λι∗(ϕ)dι∗e−ϕiN
(
e(λ+1)ϕω
)
− λ(λ+1)(H + 〈dϕ,N〉)ι∗ω
for any ω ∈ Ωp(M). A simple computation shows that the latter sum equals
λι∗iNdω + (λ+1)dι
∗iNω − λ(λ+1)Hι
∗ω.
The proof is complete. 
The conformally covariant family D
(p→p)
1 (g;λ) (in Lemma 4.8.5) clearly generalizes the
family D
(p→p)
1 (λ) (displayed in Example 4.8.1) (up to the shift λ 7→ λ− p+1). Therefore,
Lemma 4.8.5 yields an alternative proof of the equivariance of D
(p→p)
1 (λ).
Lemma 4.8.6. For any hypersurface ι : Mn−1 →֒ Xn and any metric g on X, the family
D
(p→p−1)
1 (g;λ)
def
= (n−2p+λ+1)ι∗δg − (n−2p+λ+2)δι∗gι
∗
+ (n−2p+λ+1)(n−2p+λ+2)iH : Ω
p(X)→ Ωp−1(M)
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is conformally covariant in the sense that
e−λι
∗(ϕ)D
(p→p−1)
1 (e
2ϕg;λ) = D
(p→p−1)
1 (g;λ)e
−(λ+2)ϕ
for all ϕ ∈ C∞(X). Here H = HN denotes the mean-curvature vector.
Proof. The conformal transformation law
e−(a−2)ϕ ◦ δˆ ◦ eaϕ = δ − (n−2p+a)igrad(ϕ)
for p-forms on a manifold of dimension n implies
e−λϕ ◦ δgˆ = δg ◦ e
−(λ+2)ϕ − (n−2p+λ+2)igradg(ϕ) ◦ e
−(λ+2)ϕ
for ϕ ∈ C∞(X) on p-forms on X , and
e−λψ ◦ δgˆ = δg ◦ e
−(λ+2)ψ − (n−2p+λ+1)igradg(ψ) ◦ e
−(λ+2)ψ
for ψ ∈ C∞(M) on p-forms on M . It follows that
e−λι
∗(ϕ) ◦ ((n−2p+λ+1)ι∗δgˆ − (n−2p+λ+2)δι∗gˆι
∗)
differs from
((n−2p+λ+1)ι∗δgˆ − (n−2p+λ+2)δι∗gˆι
∗) ◦ e(λ−2)ϕ
by
−(n−2p+λ+1)(n−2p+λ+2)ι∗iN(ϕ) ◦ e
(λ−2)ϕ,
where N(ϕ) = 〈dϕ,N〉N . But the conformal transformation law (4.13) implies that
e−λι
∗(ϕ) ◦ iHˆ = (iH + iN(ϕ)) ◦ e
−(λ+2)ϕ.
This completes the proof. 
The conformally covariant family D
(p→p−1)
1 (g;λ) (in Lemma 4.8.6) clearly generalizes
the family D
(p→p−1)
1 (λ) (displayed in Example 4.8.1) (up to the shift λ 7→ λ − p + 2).
Therefore, Lemma 4.8.6 yields an alternative proof of the equivariance of D
(p→p−1)
1 (λ).
The following remark illustrates Theorem 4.6.3.
Remark 4.8.7. In dimension n = 2, the conformal symmetry breaking operatorsD
(1→1)
1 (λ)
and D
(1→1)
2 (λ) of the first type appeared already in [J01, Equations (8.200)–(8.202)] as low-
order special cases of so-called relative differential intertwining operators which are induced
by homomorphisms of generalized Verma modules. In more details, the relation is the fol-
lowing. In terms of the coordinates x, y on R2 with the normal variable y of the subspace
R1, we have the formulas
D
(1→1)
1 (λ) = −λι
∗∂y + dι
∗i∂y
and
D
(1→1)
2 (λ) = −(λ+1)∂
2
xι
∗ + (2λ−1)(λ−1)ι∗∂2y + 2(2λ−1)dι
∗i∂y∂y
(see Example 4.8.1). By restriction to ω = f(dx± idy) ∈ Ω1(R2), we find
D
(1→1)
1 (λ)(ω) = ∓iλι
∗(∂yf)dx+ dι
∗(f)
and
D
(1→1)
2 (λ)(ω) = −(λ+1)ι
∗(∂2xf)dx+ (2λ−1)(λ−1)ι
∗(∂2yf)dx± 2i(2λ−1)dι
∗(∂yf).
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By Lemma 2.2.2, the subspaces {f(dx±dy)} are the eigenspaces of the Hodge star operator
on R2. Using respective shifts of λ by 1 and 2, we obtain the operators
f(dx± idy) 7→ ∓i(λ+ 1)ι∗(∂yf)dx+ dι
∗(f)
and
f(dx± idy) 7→ −(λ+3)ι∗(∂2xf)dx+ (2λ+3)(λ+1)ι
∗(∂2yf)dx± 2i(2λ+ 3)dι
∗(∂yf).
These are the operators displayed in [J01]. This shows that the family
D
(1→1)
2 (λ) : Ω
1(R2)→ Ω1(R)
of the first type restricts to two different families Ω1±(R
2)→ Ω1(R).
Remark 4.8.8. The special case Ω1(R2) → C∞(R) of the second type families of order
N ∈ N was analyzed in [KKP14]. We show that their result is a special case of ours. We
use the expansions
Cαm(t) =
[m/2]∑
k=0
(−1)k
Γ(m− k + α)
Γ(α)(m− 2k)!k!
(2t)m−2k, m ∈ N0
(see (6.58)) to define homogeneous differential operators
Cαm
def
= (i∂x)
mCαm
(
∂y
i∂x
)
.
In particular, we find
Cα0 = Id,
Cα1 = 2λ∂y,
Cα2 = λ(∂
2
x + 2(λ+ 1)∂
2
y),
Cα3 =
2
3
λ(λ+ 1)(3∂2x∂y + 2(λ+ 2)∂
3
y).
Furthermore, we define the operators
D1m(λ)
def
= m(2λ+m−1)∂x(i∂x)
m−1C
λ+ 1
2
m−1
(
∂y
i∂x
)
(4.14)
and
D2m(λ)
def
= (2λ2+2(m−1)λ+m(m−1))∂y(i∂x)
m−1C
λ+ 1
2
m−1
(
∂y
i∂x
)
+ (λ−1)(2λ+1)(∂2x + ∂
2
y)(i∂x)
m−2C
λ+ 3
2
m−2
(
∂y
i∂x
)
. (4.15)
Let ι : R →֒ R2 be defined by x 7→ (x, 0).
Proposition 4.8.9. Let N ∈ N. The operators D1N (λ) and D
2
N(λ) are related to the
conformal symmetry breaking operators D
(1→0)
N (λ) of the second type through the identities
ι∗(D12N(λ)(f) +D
2
2N(λ)(g)) = (−1)
N 2(λ+
1
2
)N
(N − 1)!
D
(1→0)
2N (−λ)(fdx+ gdy) (4.16)
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and
ι∗(D12N+1(λ)(f) +D
2
2N+1(λ)(g)) = (−1)
N 2(2N+1)(λ+
1
2
)N(λ+N)
N !
D
(1→0)
2N+1 (−λ)(fdx+ gdy)
(4.17)
for f, g ∈ C∞(R2).
Proof. The proof rests on the identities
C
λ+ 1
2
2N (z) =
(λ+ 1
2
)N
N !
N∑
j=0
(−1)ja
(N)
j (−λ− 1)z
2N−2j ,
C
λ+ 1
2
2N+1(z) =
2(λ+ 1
2
)N+1
N !
N∑
j=0
(−1)jb
(N)
j (−λ− 1)z
2N−2j+1 (4.18)
(see the Appendix). By formula (4.7) in Theorem 4.2.1 the even-order family D
(1→0)
2N (λ)
acts on ω = fdx+ gdy ∈ Ω1(R2) by
D
(1→0)
2N (λ)(ω) = ι
∗(D
(1→0),1
2N (λ)(f) +D
(1→0),2
2N (λ)(g)),
where
D
(1→0),1
2N (λ)
def
= (−1)N(i∂x)
2N−1∂x
N−1∑
j=0
(−1)jq
(N−1)
j (λ− 1)
(
∂y
i∂x
)2N−2j−1
,
D
(1→0),2
2N (λ)
def
= (−1)N(i∂x)
2N
N∑
j=0
(−1)jpj(λ;N, 1)
(
∂y
i∂x
)2N−2j
and
q
(N−1)
j (λ−1) = −2N(2λ−2N+1)b
(N−1)
j (λ− 1),
pj(λ;N, 1) = −(λ−2N+2j+1)a
(N)
j (λ).
It follows that the claim (4.16) is equivalent to the relations
D12N (λ) = (−1)
N 2(λ+
1
2
)N
(N − 1)!
D
(1→0),1
2N (−λ), (4.19)
D22N (λ) = (−1)
N 2(λ+
1
2
)N
(N − 1)!
D
(1→0),2
2N (−λ). (4.20)
Now (4.19) directly follows from the definition (4.14). We proceed with the proof of (4.20).
By definition and (4.18), the left-hand side equals
D22N (λ) =
2(λ+ 1
2
)N
(N−1)!
[
N∑
j=0
(−1)j
[(
2N(2λ+2N−1) + 2λ(λ−1)
)
b
(N−1)
j (−λ−1)
+ (λ−1)a
(N−1)
j−1 (−λ−2) + (λ−1)a
(N−1)
j (−λ−2)
]
(i∂x)
2j∂2N−2jy
]
.
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Here we have set a
(N−1)
−1 (λ)
def
= 0, a
(N−1)
N (λ)
def
= 0 and b
(N−1)
N (λ)
def
= 0. Now an elementary
computation shows that
2λb
(N−1)
j (−λ−1) + a
(N−1)
j−1 (−λ−2) + a
(N−1)
j (−λ−2) = a
(N)
j (−λ)
for j = 0, . . . , N . Hence the identity
pj(−λ;N, 1) = (λ−1)a
(N)
j (−λ) + 2N(2λ+2N−1)b
(N−1)
j (−λ−1)
proves (4.20). Similar arguments can be used to prove (4.17). The proof is complete. 
The main result of [KKP14] states that, for any m ∈ N0, the family
Ω1(R2) ∋ ω = fdx+ gdy 7→ ι∗(D1m(λ)(f) +D
2
m(λ)(g)) ∈ C
∞(R)
satisfies the same intertwining relation as D
(1,0)
m (−λ). Moreover, the authors observed that
the compositions of these families with the Hodge star operator on Ω1(R2) define additional
families with the same equivariance. These results follow from Proposition 4.8.9.
5. Geometric formulas for conformal symmetry breaking operators
In the present section, we apply the results in Section 4 to derive formulas for all types
of conformal symmetry breaking operators in terms of the four geometric operators d, δ, d¯,
δ¯, the pull-back ι∗ and the insertion i∂n of the normal vector field. We shall refer to these
formulas as to geometric formulas for the families. These results generalize the low-order
examples (N ≤ 3) displayed in Example 4.8.1.
5.1. Preparations. We note that Lemma 4.0.1 implies the identities
ι∗∂2kn =
k∑
i=0
(−1)i
(
k
i
)
∆k−iι∗∆¯i, (5.1)
ι∗i∂n∂
2k+1
n =
k∑
i=0
(−1)i
(
k
i
)
∆k−i(δι∗ − ι∗δ¯)∆¯i (5.2)
and
ι∗i∂n∂
2k
n =
k∑
i=0
(−1)i
(
k
i
)
∆k−iι∗i∂n∆¯
i, (5.3)
ι∗∂2k−1n =
k−1∑
i=0
(−1)i
(
k − 1
i
)
∆k−i−1(dι∗i∂n + ι
∗i∂n d¯)∆¯
i. (5.4)
Indeed, Lemma 4.0.1/(3) yields ∂2n = ∆ − ∆¯. Hence ∂
2k
n =
∑k
i=0(−1)
i
(
k
i
)
∆k−i∆¯i. This
proves (5.1). Moreover, i∂n∂n = δ − δ¯ (Lemma 4.0.1/(2)) gives
ι∗i∂n∂
2k+1
n = ι
∗i∂n∂n∂
2k
n = (δι
∗ − ι∗δ¯)
k∑
i=0
(−1)i
(
k
i
)
∆k−i∆¯i
=
k∑
i=0
(−1)k
(
k
i
)
∆k−i(δι∗ − ι∗δ¯)∆¯i.
This proves (5.2). Similar arguments prove (5.3) and (5.4).
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Furthermore, we introduce the coefficients
α
(N)
i (λ)
def
= (−1)i2N
N !
(2N)!
(
N
i
) N∏
k=i+1
(2λ+n−2k)
i∏
k=1
(2λ+n−2k−2N+1) (5.5)
and
β
(N)
i (λ)
def
= (−1)i2N
N !
(2N+1)!
(
N
i
) N∏
k=i+1
(2λ+n−2k)
i∏
k=1
(2λ+n−2k−2N−1) (5.6)
for N ∈ N0 and i = 0, . . . , N . By convention, empty products are defined as 1.
The following observation will be useful to identify certain series as hypergeometric
functions. A series
∑
n≥0 cn is a hypergeometric function
c0 2F1(a, b; c; x) = c0
∑
n≥0
(a)n(b)n
(c)n
xn
n!
iff
cn+1
cn
=
(n + a)(n+ b)
n+ c
x
n + 1
.
We also recall the Zhu-Vandermonde formula
2F1(−n, b; c; 1) =
n∑
j=0
(−n)j(b)j
(c)j
1
j!
=
(c− b)n
(c)n
, n ∈ N0. (5.7)
Remark 5.1.1. We identify the generating polynomials for the coefficients α
(N)
i (λ) and
β
(N)
i (λ) as Jacobi polynomials. Indeed, the relations(
N
i
)
= (−1)i
(−N)i
i!
,
N∏
k=i+1
(2λ+n−2k) = 2N−i(λ+ n
2
−N)N−i = (−2)
N−i (−λ−
n
2
+1)N
(−λ− n
2
+1)i
,
i∏
k=1
(2λ+n−2k−2N+1) = (−2)i(N+ 1
2
−λ− n
2
)i
imply that
N∑
i=0
α
(N)
i (λ)t
i = 4N
N !
(2N)!
(λ+ n
2
−N)N 2F1
[
−N,N+ 1
2
−λ− tfracn2
1−λ− n
2
; t
]
.
The right-hand side is proportional to P
(−λ−n
2
,− 1
2
)
N (1−2t). Similarly, we find
N∑
i=0
β
(N)
i (λ)t
i = 4N
N !
(2N+1)!
(λ+ n
2
−N)N 2F1
[
−N,N+ 3
2
−λ− n
2
1−λ− n
2
; t
]
.
The right-hand side is proportional to P
(−λ−n
2
, 1
2
)
N (1− 2t). For the definition of Jacobi
polynomials P
(α,β)
N (t) we refer to the Appendix.
The following relations will be useful later on.
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Lemma 5.1.2. We have
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
a
(N)
j (λ) = α
(N)
i (λ),
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
b
(N)
j (λ) = β
(N)
i (λ)
for all i = 0, . . . , N .
Proof. First, we note that Gegenbauer coefficients can be written in the form
a
(N)
j (λ) = (−4)
N−j N !
j!(2N−2j)!
(λ+ n
2
−2N+ 1
2
)N
(λ+ n
2
−2N+ 1
2
)j
(5.8)
and
b
(N)
j (λ) = (−4)
N−j N !
j!(2N−2j+1)!
(λ+ n
2
−2N− 1
2
)N
(λ+ n
2
−2N− 1
2
)j
(5.9)
for 0 ≤ j ≤ N − 1 and a
(N)
N (λ) = b
(N)
N (λ) = 1. Now (5.8) implies
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
a
(N)
j (λ) =
N−i∑
j=0
cj
with
cj+1
cj
=
(−N+i+j)(−N+ 1
2
+j)
(λ+ n
2
−2N+ 1
2
+j)
1
j+1
.
Hence
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
a
(N)
j (λ) = (−1)
N−i
(
N
i
)
a
(N)
0 (λ) 2F1
[
1
2
−N, i−N
λ+ n
2
− 2N + 1
2
; 1
]
.
By the Zhu-Vandermonde formula (5.7), we obtain
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
a
(N)
j (λ)
= (−1)N−i
(
N
i
)
(−4)N
N !
(2N)!
(λ+ n
2
−2N+ 1
2
)N
(λ+ n
2
−N)N−i
(λ+ n
2
−2N + 1
2
)N−i
= α
(N)
i (λ).
Similar arguments using (5.9) prove the second relation. 
5.2. Even-order families of the first and second type. The following result for even-
order families of the first type basically restates Theorem 1 in Section 1.
Theorem 5.2.1. Assume that N ∈ N and p = 0, . . . , n − 1. The even-order families
D
(p→p)
2N (λ) of the first type can be written in the form
D
(p→p)
2N (λ) = (λ+p)
N∑
i=0
α
(N)
i (λ)(dδ)
N−iι∗(d¯δ¯)i
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+
N−1∑
i=1
(λ+p−2i)α
(N)
i (λ)(dδ)
N−iι∗(δ¯d¯)i
+ (λ+p−2N)
N∑
i=0
α
(N)
i (λ)(δd)
N−iι∗(δ¯d¯)i (5.10)
with the coefficients α
(N)
i (λ) defined by (5.5).
For p = 0, the families in Theorem 5.2.1 reduce to the product of (λ − 2N) and the
equivariant even-order families studied in [J09].
Proof. In the following, we shall use the conventions r
(N−1)
−1 (λ) = 0 and q
(N−1)
−1 (λ) = 0. We
start by proving the formula
D
(p→p)
2N (λ) =
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗(δ¯d¯)i
+
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
Sj(λ;N, p)(dδ)
N−iι∗(d¯δ¯)i
+
N−1∑
i=1
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
Tj(λ;N, p)(dδ)
N−iι∗(δ¯d¯)i (5.11)
with
Sj(λ;N, p)
def
=
[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1) + q
(N−1)
j (λ−1)
]
, j = 0, . . . , N
and
Tj(λ;N, p)
def
=
[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)− q
(N−1)
j−1 (λ−1)
]
, j = 0, . . . , N − 1.
By combining Theorem 4.1.1 with the relations (5.1) and (5.2), we obtain
D
(p→p)
2N (λ) =
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−iι∗∆¯i
+
N∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p)
(
(dδ)N−i+(δd)N−i
)
ι∗∆¯i
− p
(N)
0 (λ; p)ι
∗∆¯N
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗∆¯i
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i−1
(
N − j
i
)
q
(N−1)
j−1 (λ−1)(dδ)
N−iι∗∆¯i
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
q
(N−1)
j−1 (λ−1)(dδ)
N−i−1ι∗(d¯δ¯)i+1
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using (dδ)j∆N−j−i = (dδ)N−i if j ≥ 1. Next, we expand the powers of Laplacians ∆¯i. We
obtain
D
(p→p)
2N (λ) =
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−iι∗(d¯δ¯)i
+
N∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−iι∗(δ¯d¯)i
+
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗(d¯δ¯)i
+
N∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗(δ¯d¯)i
+
N−1∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j
i
)
q
(N−1)
j (λ−1)(dδ)
N−iι∗(d¯δ¯)i
+
N∑
j=1
N−j∑
i=1
(−1)N−j−i−1
(
N − j
i
)
q
(N−1)
j−1 (λ−1)(dδ)
N−iι∗(δ¯d¯)i
+
N∑
j=1
(−1)N−j−1q
(N−1)
j−1 (λ−1)(dδ)
Nι∗
− p
(N)
0 (λ; p)ι
∗((d¯δ¯)N + (δ¯d¯)N).
By dι∗d¯ = 0, the third sum equals
N∑
j=0
(−1)N−jp
(N)
j (λ; p)(δd)
N + p
(N)
0 (λ; p)(d¯δ¯)
N .
Further simplifications and interchanges of summations yields (5.11).
Now the identities
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p) = (λ+p−2N)α
(N)
i (λ), (5.12)
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
Sj(λ;N, p) = (λ+p)α
(N)
i (λ), (5.13)
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
Tj(λ;N, p) = (λ+p−2i)α
(N)
i (λ) (5.14)
for i = 0, . . . , N imply that formula (5.11) is equivalent to
D
(p→p)
2N (λ) = (λ+p−2N)
N∑
i=0
α
(N)
i (λ)(δd)
N−iι∗(δ¯d¯)i
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+ (λ+p)
N∑
i=0
α
(N)
i (λ)(dδ)
N−iι∗(d¯δ¯)i
+
N−1∑
i=1
(λ+p−2i)α
(N)
i (λ)(dδ)
N−iι∗(δ¯d¯)i.
This proves the theorem.
It remains to prove the identities (5.12)–(5.14). (5.12) is a direct consequence of the
first identity in Lemma 5.1.2 using
p
(N)
j (λ; p) = (λ+p−2N)a
(N)
j (λ).
Next, we observe that
r
(N−1)
j−1 (λ−1) = 2Na
(N−1)
j−1 (λ−1) (by definition of r
(N−1)
j (λ))
= 2ja
(N)
j (λ) (from the definition of even Gegenbauer coefficients)
and
q
(N−1)
j (λ−1) = (2N−2j)a
(N)
j (λ) (from the definition of even Gegenbauer coefficients).
Hence
Sj(λ;N, p) = (λ+p)a
(N)
j (λ).
Thus the first identity in Lemma 5.1.2 implies (5.14). Finally, a calculation shows that
q
(N−1)
j (λ−1) + q
(N−1)
j−1 (λ−1)
=
N !
j!(2N+1−2j)!
(−2)N+1−j [j(2λ+n)−N(2N+1)]
N−1∏
k=j
(2λ−4N+2k+n+1).
Hence
N−i∑
j=0
(−1)N−j
(
N − j
i
)[
q
(N−1)
j (λ−1) + q
(N−1)
j−1 (λ−1)
]
= −(2λ+n)
N−i−1∑
j=0
2N−j
(
N − j − 1
i
)
N !
j!(2N−1−2j)!
N−1∏
k=j+1
(2λ−4N+2k+n+1)
+N(2N+1)
N−i∑
j=0
2N+1−j
(
N − j
i
)
N !
j!(2N+1−2j)!
N−1∏
k=j
(2λ−4N+2k+n+1)
= −(2λ+n)22N−1
(
N − 1
i
)
N !
(2N−1)!
× (λ+ n
2
−2N+ 3
2
)N−1 2F1(−N+
1
2
,−N+i+1;λ+ n
2
−2N+ 3
2
; 1)
+N(2N+1)22N+1
(
N
i
)
N !
(2N+1)!
× (λ+ n
2
−2N+ 1
2
)N 2F1(−N−
1
2
,−N+i;λ+ n
2
−2N+ 1
2
; 1).
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By the Zhu-Vandermonde formula (5.7), the latter sum equals
− (2λ+n)22N−1
(
N − 1
i
)
N !
(2N−1)!
(λ+ n
2
−2N+ 3
2
)N−1
(λ+ n
2
−2N+ 3
2
)N−i−1
(λ+ n
2
−N+1)N−i−1
+ 22N
(
N
i
)
N !
(2N−1)!
(λ+ n
2
−2N+ 1
2
)N
(λ+ n
2
−2N+ 1
2
)N−i
(λ+ n
2
−N+1)N−i.
Now simplification gives[
−(λ+ n
2
)(N−i) +N(λ+ n
2
−i)
]
(λ+ n
2
−N)
22N
(N−1)!
(2N−1)!
(
N
i
)
(λ+ n
2
−N)N−i(λ+
n
2
−i−N+ 1
2
)i
= (−1)i2iα
(N)
i (λ).
Thus, we have proved that
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)[
q
(N−1)
j (λ−1) + q
(N−1)
j−1 (λ−1)
]
= 2iα
(N)
i (λ).
Subtracting this identity from (5.13) proves (5.14). The proof is complete. 
Now Hodge conjugation relates the even-order families Ωp(Rn) → Ωp−1(Rn−1) of the
second type to the even-order families Ωp(Rn)→ Ωp(Rn−1) of the first type. More precisely,
Theorem 4.3.3 implies the following result.
Theorem 5.2.2. For p = 1, . . . , n and N ∈ N, the even-order families D
(p→p−1)
2N (λ) of the
second type can be written in the form
D
(p→p−1)
2N (λ) = −(λ+n−p−2N)
N∑
i=0
α
(N)
i (λ)(dδ)
N−iι∗i∂n(d¯δ¯)
i
−
N−1∑
i=1
(λ+n−p−2i)α
(N)
i (λ)(δd)
N−iι∗i∂n(d¯δ¯)
i
− (λ+n−p)
N∑
i=0
α
(N)
i (λ)(δd)
N−iι∗i∂n(δ¯d¯)
i (5.15)
with the coefficients α
(N)
i (λ) defined by (5.5).
Proof. Theorem 5.2.1 and Theorem 4.3.3 imply
(−1)npD
(p→p−1)
2N (λ) = ⋆D
(n−p→n−p)
2N (λ) ⋆¯
= (λ+n−p)
N∑
i=0
α
(N)
i (λ)(δd)
N−i ⋆ ι∗⋆¯ (δ¯d¯)i
+
N−1∑
i=1
(λ+n−p−2i)α
(N)
i (λ)(δd)
N−i ⋆ ι∗⋆¯ (d¯δ¯)i
+ (λ+n−p−2N)
N∑
i=0
α
(N)
i (λ)(dδ)
N−i ⋆ ι∗⋆¯ (d¯δ¯)i
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using Lemma 4.3.1/(4). But
⋆ ι∗⋆¯ = ι∗i∂n(−1)
pn+1
on Ωp(Rn) by Lemma 4.3.2. The assertion follows by combining both results. 
5.3. Odd-order families of the first and second type. We continue with the discus-
sion of odd-order families. We start with odd-order families of the first type. The following
result basically restates Theorem 2 in Section 1.
Theorem 5.3.1. Assume that N ∈ N0 and p = 0, . . . , n − 1. The odd-order family
D
(p→p)
2N+1 (λ) of the first type can be written in the form
D
(p→p)
2N+1 (λ) =
N∑
i=1
γ
(N)
i (λ; p)(dδ)
N−idι∗i∂n(δ¯d¯)
i
+ (λ+p)
N∑
i=0
β
(N)
i (λ)(dδ)
N−idι∗i∂n(d¯δ¯)
i
+ (λ+p−2N−1)
N∑
i=0
β
(N)
i (λ)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i (5.16)
with the coefficients
γ
(N)
i (λ; p) = (−1)
i2N
N !
(N+1)(2N+1)!
(
N + 1
i
)
× [(λ+p−2N−1)(N+1)(2λ+n−2i) + (λ+n−p)(2N+1)(N−i+1)]
×
N∏
k=i+1
(2λ+n−2k)
i−1∏
k=1
(2λ+n−2k−2N−1), i = 1, . . . , N, (5.17)
and β
(N)
i (λ) as in (5.6).
The coefficients γ
(N)
i (λ; p) can be written in the form
γ
(N)
i (λ; p) = γ
(N),+
i (λ; p) + γ
(N),−
i (λ; p) (5.18)
with
γ
(N),+
i (λ; p) = (−1)
i2N
N !
(2N+1)!
(
N + 1
i
)
× (λ+p−2N−1)
N∏
k=i
(2λ+n−2k)
i−1∏
k=1
(2λ+n−2k−2N−1) (5.19)
and
γ
(N),−
i (λ; p) = (−1)
i2N
N !
(2N)!
(
N
i
)
× (λ+n−p)
N∏
k=i+1
(2λ+n−2k)
i−1∏
k=1
(2λ+n−2k−2N−1). (5.20)
The decomposition (5.18) will be important in the proof below.
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Remark 5.3.2. Alternatively, the coefficients γ
(N)
i (λ; p), i = 1, . . . , N , can be written in
the form
γ
(N)
i (λ; p) = (λ+p−2i)β
(N)
i (λ)− (λ+p−2i+1)β
(N)
i−1(λ). (5.21)
Proof. The assertion follows from the identity
(λ+p−2N−1)(N+1)(2λ+n−2i) + (λ+n−p)(2N+1)(N−i+1)
= (λ+p−2i+1)i(2λ+n−2i) + (λ+p−2i)(N−i+1)(2λ+n−2i−2N−1).
We omit the details. 
Proof. Throughout the following proof we shall use the conventions q
(N)
−1 (λ) = 0 and
r
(N−1)
−1 (λ) = 0. We start by proving the formula
D
(p→p)
2N+1 (λ) =
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
Sj(λ;N, p)(dδ)
N−idι∗i∂n(d¯δ¯)
i
+
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i
+
N∑
i=1
N−i∑
j=−1
(−1)N−j−i−1
(
N − j
i
)
Tj(λ;N, p)(dδ)
N−idι∗i∂n(δ¯d¯)
i (5.22)
with
Sj(λ;N, p)
def
=
[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1) + q
(N)
j (λ−1)
]
, j = 0, . . . , N
and
Tj(λ;N, p)
def
=
[
p
(N)
j+1(λ; p) + r
(N−1)
j (λ−1)− q
(N)
j (λ−1)
]
, j = −1, . . . , N − 1.
First, we use the identities (5.4) to rewrite the family D
(p→p)
2N+1 (λ) in Theorem 4.1.2 in the
form
D
(p→p)
2N+1 (λ) =
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n∆¯
i
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−iι∗i∂n d¯(δ¯d¯)
i
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i
+
N∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p)∆
N−i(dι∗i∂n + ι
∗i∂n d¯)∆¯
i
+
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
q
(N)
j (λ−1)(dδ)
N−idι∗i∂n∆¯
i. (5.23)
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Now we simplify this formula. The first sum in (5.23) equals
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(d¯δ¯)
i
+
N−1∑
j=1
N−j∑
i=1
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i. (5.24)
Next, the fourth sum in (5.23) coincides with the sum
N∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p)(dδ)
N−idι∗i∂n(d¯δ¯)
i
+
N∑
i=1
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p))(dδ)
N−idι∗i∂n(δ¯d¯)
i
+
N∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p))(dδ)
N−iι∗i∂n d¯(δ¯d¯)
i
+
N−1∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p))(δd)
N−iι∗i∂n d¯(δ¯d¯)
i. (5.25)
By (5.24) and (5.25), the first two sums and the fourth sum in (5.23) combine to
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(d¯δ¯)
i
+
N−1∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p))(δd)
N−iι∗i∂n d¯(δ¯d¯)
i
+
N−1∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
+
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−iι∗i∂n d¯(δ¯d¯)
i;
we stress that j runs from j = 0. We combine the last two sums in the last display by
moving in the last sum one factor δ to the right of ι∗i∂n using the second rule in Lemma
4.0.1/(1). The calculation yields
N−1∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j + 1
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
−
N−1∑
j=0
[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)jdι∗i∂n(δ¯d¯)
N−j
+ p
(N)
0 (λ; p))ι
∗i∂n d¯(δ¯d¯)
N .
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Summarizing the above results, we find that the first four sums in (5.23) combine to
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(d¯δ¯)
i
+
N−1∑
i=0
(−1)N−i
(
N
i
)
p
(N)
0 (λ; p))(δd)
N−iι∗i∂n d¯(δ¯d¯)
i
+
N−1∑
j=0
N−j∑
i=1
(−1)N−j−i
(
N − j + 1
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
−
N−1∑
j=0
[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)jdι∗i∂n(δ¯d¯)
N−j
+ p
(N)
0 (λ; p))ι
∗i∂n d¯(δ¯d¯)
N
+
N∑
j=1
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i.
Now we perform an index shift in the third sum and summarize the second sum, the fifth
term and the sixth sum. We obtain
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(d¯δ¯)
i
+
N−2∑
j=−1
N−j−1∑
i=1
(−1)N−j−i−1
(
N − j
i
)[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
+
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i
−
N−1∑
j=0
[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)jdι∗i∂n(δ¯d¯)
N−j.
The last sum can be regarded as the contribution i = N − j in the second sum. Hence
these terms combine to
N−1∑
j=0
N−j∑
i=1
(−1)N−j−i−1
(
N − j
i
)[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
+
N∑
i=1
(−1)N−i
(
N + 1
i
)
p
(N)
0 (λ; p))(dδ)
N−idι∗i∂n(δ¯d¯)
i
After interchanges of the summations we find
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)[
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1)
]
(dδ)N−idι∗i∂n(d¯δ¯)
i
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+
N∑
i=1
N−i∑
j=0
(−1)N−j−i−1
(
N − j
i
)[
p
(N)
j+1(λ) + r
(N−1)
j (λ−1)
]
(dδ)N−idι∗i∂n(δ¯d¯)
i
+
N∑
i=1
(−1)N−i
(
N + 1
i
)
p
(N)
0 (λ; p))(dδ)
N−idι∗i∂n(δ¯d¯)
i
+
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p)(δd)
N−iι∗i∂n d¯(δ¯d¯)
i. (5.26)
Finally, the fifth sum in (5.23) expands as
N∑
i=0
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
q
(N)
j (λ−1)(dδ)
N−idι∗i∂n(d¯δ¯)
i
+
N∑
i=1
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
q
(N)
j (λ−1)(dδ)
N−idι∗i∂n(δ¯d¯)
i. (5.27)
Combining (5.26) and (5.27), we obtain the formula (5.22).
In order to complete the proof of the theorem, it remains to verify the identities
N−i∑
j=0
(−1)N−j−i
(
N−j
i
)[
p
(N)
j (λ; p)+r
(N−1)
j−1 (λ−1)+q
(N)
j (λ−1)
]
= (λ+p)β
(N)
i (λ) (5.28)
and
N−i∑
j=0
(−1)N−j−i
(
N − j
i
)
p
(N)
j (λ; p) = (λ+p−2N−1)β
(N)
i (λ) (5.29)
for i = 0, . . . , N , and
N−i∑
j=−1
(−1)N−j−i−1
(
N − j
i
)[
p
(N)
j+1(λ; p) + r
(N−1)
j (λ−1)− q
(N)
j (λ−1)
]
= γ
(N)
i (λ; p) (5.30)
for i = 1, . . . , N . But since by definition
p
(N)
j (λ; p) = (λ+p−2N−1)b
(N)
j (λ),
the identity (5.29) is a direct consequence of the second part of Lemma 5.1.2. Next, we
observe that
r
(N−1)
j−1 (λ−1) = 2Nb
(N−1)
j−1 (λ−1) (by definition of r
(N−1)
j (λ))
= 2jb
(N)
j (λ) (from the definition of odd Gegenbauer coefficients)
and
q
(N)
j (λ−1) = (2N−2j+1)b
(N)
j (λ) (from the definition of odd Gegenbauer coefficients).
Hence
p
(N)
j (λ; p) + r
(N−1)
j−1 (λ−1) + q
(N)
j (λ−1) = (λ+p)b
(N)
j (λ)
and (5.28) follows from the second identity in Lemma 5.1.2. In order to prove (5.30), we
first calculate
p
(N)
j+1(λ; p) + r
(N−1)
j (λ−1)− q
(N)
j (λ−1)
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= (λ+p−2N+1+2j)b
(N)
j+1(λ)− (2N−2j+1)b
(N)
j (λ)
= − [(λ+p−2N−1)(N+1) + (λ+n−p)(j+1)]
× (−2)N−j
N !
(j+1)!(2N−2j)!
N−1∏
k=j+1
(2λ+n−4N+2k−1) (5.31)
for j = 0, . . . , N − 1. This formula extends to j = −1. Now we split the left-hand side of
(5.30) into two parts:
N−i∑
j=−1
(−1)N−i−j(−2)N−j
(
N − j
i
)
(N+1)!
(j+1)!(2N−2j)!
× (λ+p−2N−1)
N−1∏
k=j+1
(2λ+n−4N+2k−1)
and
N−i∑
j=0
(−1)N−i−j(−2)N−j
(
N − j
i
)
N !
j!(2N−2j)!
(λ+n−p)
N−1∏
k=j+1
(2λ+n−4N+2k−1);
note that the second sum runs from j = 0. For 1 ≤ i ≤ N both sums are hypergeometric
and we find the respective formulas
(−1)i4N
(
N + 1
i
)
N !
(2N+1)!
(λ+p−2N−1)
(
λ+ n
2
−2N − 1
2
)
N
× 2F1(−N−
1
2
, i−N−1;λ+ n
2
−2N − 1
2
; 1)
and
(−1)i22N−1
(
N
i
)
N !
(2N)!
(λ+n−p)
(
λ+ n
2
−2N+ 1
2
)
N−1
× 2F1(−N+
1
2
, i−N ;λ+ n
2
−2N + 1
2
; 1).
Application of the Zhu-Vandermonde formula (5.7) yields
(−1)i4N
(
N + 1
i
)
N !
(2N+1)!
(λ+p−2N−1)
(
λ+ n
2
−N
)
N+1−i
(
λ+ n
2
−2N− 1
2
)
N(
λ+ n
2
−2N− 1
2
)
N+1−i
= γ
(N),+
i (λ; p)
and
(−1)i22N−1
(
N
i
)
N !
(2N)!
(λ+n−p)
(
λ+ n
2
−N
)
N−i
(
λ+ n
2
−2N+ 1
2
)
N−1(
λ+ n
2
−2N+ 1
2
)
N−i
= γ
(N),−
i (λ; p)
(see (5.19), (5.20)). This proves (5.30) for 1 ≤ i ≤ N . 
Finally, Hodge conjugation relates the odd-order families Ωp(Rn) → Ωp−1(Rn−1) of the
second type to the odd-order families Ωp(Rn)→ Ωp(Rn−1) of the first type. More precisely,
Theorem 4.3.3 implies the following result.
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Theorem 5.3.3. Assume that N ∈ N0 and p = 1, . . . , n. The odd-order familiesD
(p→p−1)
2N+1 (λ)
of the second type can be written in the form
D
(p→p−1)
2N+1 (λ) = −
N∑
i=1
γ
(N)
i (λ;n−p)(δd)
N−iδι∗(d¯δ¯)i
+ (λ+n−p−2N−1)
N∑
i=0
β
(N)
i (λ)(dδ)
N−iι∗δ¯(d¯δ¯)i
− (λ+n−p)
N∑
i=0
β
(N)
i (λ)(δd)
N−iδι∗(δ¯d¯)i (5.32)
with the coefficients β
(N)
i (λ) and γ
(N)
i (λ; p) as defined in (5.6) and (5.17), respectively.
Proof. Theorem 5.3.1 and Theorem 4.3.3 imply
(−1)npD
(p→p−1)
2N+1 (λ) = ⋆D
(n−p→n−p)
2N+1 (λ) ⋆¯
=
N∑
i=1
γ
(N)
i (λ;n−p)(δd)
N−i ⋆ dι∗i∂n ⋆¯ (d¯δ¯)
i
+ (λ+n−p−2N−1)
N∑
i=0
β
(N)
i (λ)(dδ)
N−i ⋆ ι∗i∂n d¯ ⋆¯ (d¯δ¯)
i
+ (λ+n−p)
N∑
i=0
β
(N)
i (λ)(δd)
N−i ⋆ dι∗i∂n ⋆¯ (δ¯d¯)
i
using Lemma 4.3.1/(4). But Lemma 4.3.1/(2) and Lemma 4.3.2 give
⋆ dι∗i∂n ⋆¯ = δ ⋆ ι
∗i∂n ⋆¯(−1)
n−p = δι∗(−1)np+1
and
⋆ ι∗i∂n d¯ ⋆¯ = ⋆ ι
∗i∂n ⋆¯ δ¯(−1)
p = ι∗δ¯(−1)pn
on Ωp(Rn). Combining these results proves the assertion. 
5.4. Operators of the third and fourth type. In the present section, we derive ge-
ometrical formulas for the conformal symmetry breaking operators of the third and the
fourth type.
Theorem 5.4.1. The even-order operators D
(0→1)
2N , N ∈ N, of the third type can be written
in the form
D
(0→1)
2N =
N−1∑
i=0
β
(N−1)
j (2N−1)(dδ)
N−i−1dι∗i∂n d¯(δ¯d¯)
i
with the coefficients β
(N)
j (λ) defined by (5.6).
Proof. By the definition of D
(0→1)
2N (Theorem 4.4.1) and the expansion (5.4) of ι
∗∂2N−2j−1n ,
we obtain
D
(0→1)
2N =
N−1∑
j=0
N−j−1∑
i=0
(−1)N−j−i−1
(
N − j − 1
i
)
b
(N−1)
j (2N−1)d(δd)
N−i−1ι∗i∂n d¯(δ¯d¯)
i.
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Interchanging summations and applying Lemma 5.1.2 completes the proof. 
Theorem 5.4.2. The odd-order operators D
(0→1)
2N+1 , N ∈ N0, of the third type can be written
in the form
D
(0→1)
2N+1 =
N∑
i=0
α
(N)
j (2N)(dδ)
N−idι∗(δ¯d¯)i
with the coefficients α
(N)
j (λ) defined by (5.5).
Proof. By the definition of D
(0→1)
2N+1 (Theorem 4.4.2) and the expansion (5.3) of ι
∗∂2N−2jn ,
we obtain
D
(0→1)
2N+1 =
N∑
j=0
N−j∑
i=0
(−1)N−j−i
(
N − j
i
)
a
(N)
j (2N)d(δd)
N−iι∗(δ¯d¯)i.
Interchanging summations and applying Lemma 5.1.2 completes the proof. 
Remark 5.4.3. In view of D
(0→1)
N = dD˙
(0→0)
N−1 (N − 1), the same results also follow from
the geometrical formula for D
(0→0)
N (λ).
We continue with the derivation of the analogous formulas for the conformal symmetry
breaking operators of the fourth type.
Theorem 5.4.4. The even-order operators D
(n→n−2)
2N , N ∈ N, of the fourth type can be
written in the form
D
(n→n−2)
2N =
N−1∑
i=0
β
(N−1)
j (2N−1)(δd)
N−i−1δι∗δ¯(d¯δ¯)i,
with the coefficients β
(N)
j (λ) defined by (5.6).
Proof. By the definition ofD
(n→n−2)
2N (Theorem 4.5.1) and the expansion (5.4) of ι
∗i∂n∂
2N−2j−1
n ,
we obtain
D
(n→n−2)
2N =
N−1∑
j=0
N−j−1∑
i=0
(−1)N−j−i−1
(
N − j − 1
i
)
b
(N−1)
j (2N−1)δ(dδ)
N−i−1ι∗δ¯(d¯δ¯)i.
Interchanging summations and applying Lemma 5.1.2 completes the proof. 
Theorem 5.4.5. The odd-order operators D
(n→n−2)
2N+1 , N ∈ N0, of the fourth type can be
written in the form
D
(n→n−2)
2N+1 = −
N∑
i=0
α
(N)
i (2N)(δd)
N−iδι∗i∂n(d¯δ¯)
i,
with the coefficients β
(N)
j (λ) defined by (5.6).
Proof. By the definition ofD
(n→n−2)
2N+1 (Theorem 4.5.2) and the expansion (5.3) of ι
∗i∂n∂
2N−2j
n ,
we obtain
D
(n→n−2)
2N+1 =
N∑
j=0
N−j∑
i=0
(−1)N−j−i+1
(
N − j
i
)
a
(N)
j (2N)δ(dδ)
N−iι∗i∂n(d¯δ¯)
i.
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Interchanging summations and applying Lemma 5.1.2 completes the proof. 
Remark 5.4.6. In view of D
(n→n−2)
N = δD˙
(n→n−1)
N−1 (N − 1), the same results also follow
from the geometrical formula for D
(n→n−1)
N (λ).
6. Factorization identities for conformal symmetry breaking operators
In the present section, we discuss natural identities which describe factorizations of
conformal symmetry breaking operators into products of conformally covariant operators.
There are two types of such factorizations. The main factorizations contain Branson-Gover
operators as factors and the supplementary factorizations contain exterior differentials
and co-differentials as factors. The main factorizations generalize corresponding results in
[J09].
As consequences, we shall see that the conformal symmetry breaking operators serve as a
natural organizing package for several important differential operators acting on differential
forms. In particular, we shall prove that for the Euclidean metric g0 they naturally capture
the Branson-Gover, gauge companion and Q-curvature operators [BG05].
6.1. Branson-Gover, gauge companion and Q-curvature operators. We first re-
call some basic facts on these constructions. For more details we refer to [BG05], [G04]
and [AG11]. The Branson-Gover operators L
(p)
2N (g) on a Riemannian manifold (M
n, g)
of dimension n ≥ 3 are conformally covariant differential operators on Ωp(M) of order
2N ≥ 2. They satisfy the intertwining relation
e(
n
2
−p+N)σLˆ
(p)
2N (ω) = L
(p)
2N (e
(n
2
−p−N)σω), ω ∈ Ωp(M), (6.1)
where L
(p)
2N = L
(p)
2N (g) and Lˆ
(p)
2N = L
(p)
2N(gˆ) are the respective Branson-Gover operators for
the metrics g and gˆ = e2σg.12 For even n and p ≤ n
2
−1, the operators L
(p)
n−2p will be called
the critical Branson-Gover operators. The operator L
(0)
2N on C
∞(M) reduces to a constant
multiple of the GJMS-operator of order 2N . In particular, in even dimension n, the critical
Branson-Gover operator L
(0)
n is a constant multiple of the critical GJMS-operator Pn.
For general metrics, even n and p ≤ n
2
− 1, we also consider the gauge companion
operator
G
(p)
n−2p+1 : Ω
p(M)→ Ωp−1(M)
and the (critical) Q-curvature operator
Q
(p)
n−2p : Ω
p(M)|ker(d) → Ω
p(M).
These operators appear in the factorization identities
L
(p)
n−2p = (n−2p)G
(p+1)
n−2p−1d and G
(p+1)
n−2p−1 = δQ
(p+1)
n−2p−2.
The operators Q
(p)
n−2p generalize Branson’s Q-curvature Qn on functions. The property
L
(p)
n−2p ∼ δQ
(p+1)
n−2p−2d (6.2)
is known as the double factorization property of the critical Branson-Gover operators.
12We suppress the conditions on the dimension n and the order 2N which guarantee the existence of
the operators.
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Under conformal changes g 7→ e2σg, these operators transform according to
e(n−2p)σĜ
(p+1)
n−2p−1(ω) = G
(p+1)
n−2p−1(ω) + igrad(σ)L
(p+1)
n−2p−2(ω) (6.3)
and
e(n−2p)σQ̂
(p)
n−2p(ω) = Q
(p)
n−2p(ω) + L
(p)
n−2p(σω). (6.4)
Since the critical Branson-Gover operator L
(p)
n−2p annihilates closed forms, the transforma-
tion property (6.3) implies that the restriction of G
(p+1)
n−2p−1 to closed forms is conformally
covariant.
On the Euclidean space (Rn−1, g0), these operators take the following form.
13 First, the
Branson-Gover operators are given by the explicit formula
L
(p)
2N = (
n−1
2
−p+N)(δd)N + (n−1
2
−p−N)(dδ)N . (6.5)
Now assume that n−1 is even and n−1−2p ≥ 2. Then the critical Branson-Gover operator
L
(p)
n−1−2p = (n−1−2p)δ(dδ)
n−3
2
−pd
factors through
G
(p+1)
n−2−2p
def
= δ(dδ)
n−3
2
−p : Ωp+1(Rn−1)→ Ωp(Rn−1)
and the critical Q-curvature operator
Q
(p+1)
n−3−2p
def
= (dδ)
n−3
2
−p : Ωp+1(Rn−1)→ Ωp+1(Rn−1).
The conformal covariance (6.1) of the Branson-Gover operators L
(p)
2N implies the equiv-
ariance of L
(p)
2N (g0) under the conformal group of R
n. In fact, assume that γ is a con-
formal diffeomorphism of the Euclidean metric g0 on R
n, i.e., γ∗(g0) = e
2Φγg0 for some
Φγ ∈ C
∞(Rn). Then (6.1) implies
e(
n
2
−p+N)ΦγL
(p)
2N (γ∗(g0)) = L
(p)
2N (g0)e
(n
2
−p−N)Φγ .
But, by the naturality of the Branson-Gover operators, we have
L
(p)
2N (γ∗(g0)) = γ∗L
(p)
2N (g0)γ
∗.
Hence
e(
n
2
−p+N)Φγγ∗L
(p)
2N (g0) = L
(p)
2N (g0)e
(n
2
−p−N)Φγγ∗.
In other words, the operator L
(p)
2N (g0) satisfies the intertwining property
π
(p)
n
2
−p+N(γ)L
(p)
2N (g0) = L
(p)
2N (g0)π
(p)
n
2
−p−N(γ), (6.6)
where
π
(p)
λ (γ) = e
λΦγγ∗ : Ω
p(Rn)→ Ωp(Rn).
We also recall that π
(p)
−λ−p = π
∨
λ,p (see (4.4)). This is the non-compact analog of (2.18).
13In contrast to the general theory, in the present case the gauge companion operators and the Q-
curvature operators are defined on all forms.
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6.2. Main factorizations. Here we show that for special values of the parameter λ the
families of the first and second type factorize as compositions of respective lower-order
families and Branson-Gover operators acting on forms on Rn−1 and Rn. In particular, the
Branson-Gover operators on forms on Rn−1 and Rn are naturally captured by both types
of even-order conformal symmetry breaking operators.
We start with the discussion of even-order families of the first type.
Theorem 6.2.1. Let N ∈ N and p = 0, . . . , n − 1. Then the even-order families of the
first type satisfy the factorization identities
(n
2
−p+k)D
(p→p)
2N (k−
n
2
) = D
(p→p)
2N−2k(−k−
n
2
) ◦ L¯
(p)
2k (6.7)
and
(n−1
2
−p−k)D
(p→p)
2N (2N−k−
n−1
2
) = L
(p)
2k ◦D
(p→p)
2N−2k(2N−k−
n−1
2
) (6.8)
for k = 1, . . . , N − 1, N ≥ 2. Moreover, in the extremal case k = N , we have
D
(p→p)
2N (N−
n−1
2
) = −L
(p)
2N ι
∗ and D
(p→p)
2N (N−
n
2
) = −ι∗L¯
(p)
2N . (6.9)
By Hodge conjugation, Theorem 6.2.1 implies the following result for families of the
second type.
Theorem 6.2.2. Let N ∈ N and p = 1, . . . , n. Then the even-order families of the second
type satisfy the factorization identities
(n
2
−p−k)D
(p→p−1)
2N (k−
n
2
) = D
(p→p−1)
2N−2k (−k−
n
2
) ◦ L¯
(p)
2k (6.10)
and
(n+1
2
−p+k)D
(p→p−1)
2N (2N−k−
n−1
2
) = L
(p−1)
2k ◦D
(p→p−1)
2N−2k (2N−k−
n−1
2
) (6.11)
for k = 1, . . . , N − 1, N ≥ 2. Moreover, in the extremal case k = N , we have
D
(p→p−1)
2N (N−
n−1
2
) = −L
(p−1)
2N ι
∗i∂n and D
(p→p−1)
2N (N−
n
2
) = −ι∗i∂nL¯
(p)
2N . (6.12)
Some comments concerning these results are in order.
The relation (2.18) shows that Theorem 6.2.1 and Theorem 6.2.2 are compatible with
the respective equivariance properties of the Branson-Gover operators and the conformal
symmetry breaking operators. Indeed, the relation
dπ′ ∨λ−2N,p(X)D
(p→p)
2N (λ) = D
(p→p)
2N (λ)dπ
∨
λ,p(X), X ∈ g
′(R)
(see Theorem 4.8) implies
dπ′ ∨
−n−1
2
−N,p
(X)D
(p→p)
2N (N −
n−1
2
) = D
(p→p)
2N (N −
n−1
2
)dπ ∨
−n−1
2
+N,p
(X).
Hence, by (6.9) and (2.18), we find
dπ
′(p)
n−1
2
+N−p
(X)L
(p)
2N = L
(p)
2Ndπ
′(p)
n−1
2
−N−p
(X)
which fits with (6.6).
The relations in Theorem 6.2.1 generalize results in [J09] (p = 0). An important dif-
ference to the results in [J09] is that the above identities contain non-trivial numerical
factors on the left-hand sides.
Theorem 6.2.1 and Theorem 6.2.2 are also suggested by the multiplicity free charac-
ter identities (see Proposition 2.3.1) and the equivariance of the Branson-Gover operators.
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From this perspective, their validity can be regarded as a cross-check of the explicit formu-
las for the families displayed in Theorem 5.2.1 and Theorem 5.2.2. The latter argument,
however, does not yield the constant factors which relate both sides of the identities. These
factors can also be determined by the following formal argument. We note that the right-
hand sides of (6.7) and (6.8) are quadratic in p (each factor is linear in p). Therefore, the
left-hand side must contain an additional linear factor in p which easily can be read off.
We stress that these constant factors actually may vanish. For instance, the left-hand side
of (6.10) vanishes if n is even and k = p − n
2
≥ 1. For these parameters, the right-hand
side contains the operator L¯
(p)
2p−n = (d¯δ¯)
p−n
2 .
The following proof derives the assertions from the geometric formulas in Section 5.
Proof of Theorem 6.2.1. We first prove (6.7). By (6.5), we have
L¯
(p)
2k = (
n
2
−p+k)(δ¯d¯)k + (n
2
−p−k)(d¯δ¯)k. (6.13)
Hence Theorem 5.2.1 implies
D
(p→p)
2N (k−
n
2
) = (k− n
2
+p)
N∑
i=0
α
(N)
i (k−
n
2
)(dδ)N−iι∗(d¯δ¯)i
+
N−1∑
i=1
(k− n
2
+p−2i)α
(N)
i (k−
n
2
)(dδ)N−iι∗(δ¯d¯)i
+ (k− n
2
+p−2N)
N∑
i=0
α
(N)
i (k−
n
2
)(δd)N−iι∗(δ¯d¯)i
and
D
(p→p)
2N−2k(−k−
n
2
) ◦ L¯
(p)
2k = (
n
2
−p−k)(−k− n
2
+p)
N∑
i=k
α
(N−k)
i−k (−k−
n
2
)(dδ)N−iι∗(d¯δ¯)i
+ (n
2
−p+k)(−k− n
2
+p)α
(N−k)
0 (−k−
n
2
)(dδ)N−kι∗(δ¯d¯)k
+ (n
2
−p+k)
N−1∑
i=k+1
(k− n
2
+p−2i)α
(N−k)
i−k (−k−
n
2
)(dδ)N−iι∗(δ¯d¯)i
+ (n
2
−p+k)(k− n
2
+p−2N)
N∑
i=k
α
(N−k)
i−k (−k−
n
2
)(δd)N−iι∗(δ¯d¯)i.
We note that, in the last sum, the term in the second line originates from the composition
of the corresponding first sum in (5.10) with L¯
(p)
2k . It can be merged with the third line by
extending the sum to run from i = k. Thus, it remains to prove
α
(N)
i (k −
n
2
) = 0, i = 0, . . . , k − 1,
α
(N)
i (k −
n
2
) = α
(N−k)
i−k (−k −
n
2
), i = k, . . . , N.
Both equalities are direct consequences of the definition (5.5) of the coefficients α
(N)
i (λ).
We omit the details of the calculation. This proves (6.7).
Next, we prove (6.8). By (6.5), we have
L
(p)
2k = (
n−1
2
−p+k)(δd)k + (n−1
2
−p−k)(dδ)k. (6.14)
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Hence Theorem 5.2.1 implies
D
(p→p)
2N (2N−k−
n−1
2
) = (2N−k − n−1
2
+p)
N∑
i=0
α
(N)
i (2N−k−
n−1
2
)(dδ)N−iι∗(d¯δ¯)i
+
N−1∑
i=1
(2N−k− n−1
2
+p−2i)α
(N)
i (2N−k −
n−1
2
)(dδ)N−iι∗(δ¯d¯)i
+ (−k− n−1
2
+p)
N∑
i=0
α
(N)
i (2N−k −
n−1
2
)(δd)N−iι∗(δ¯d¯)i
and
L
(p)
2k ◦D
(p→p)
2N−2k(2N−k −
n−1
2
)
= (n−1
2
−p−k)(2N−k − n−1
2
+p)
N−k∑
i=0
α
(N−k)
i (2N−k −
n−1
2
)(dδ)N−iι∗(d¯δ¯)i
+ (n−1
2
−p−k)
N−k−1∑
i=1
(2N−k − n−1
2
+p−2i)α
(N−k)
i (2N−k−
n−1
2
)(dδ)N−iι∗(δ¯d¯)i
+ (n−1
2
−p+k)(k− n−1
2
+p)
N−k∑
i=0
α
(N−k)
i (2N−k−
n−1
2
)(δd)N−iι∗(δ¯d¯)i
+ (n−1
2
−p−k)(k− n−1
2
+p)α
(N−k)
N−k (2N−k−
n−1
2
)(δd)kι∗(δ¯d¯)N−k.
We note that, in the last sum, the term in the fourth line originates from the composition
of the corresponding third sum in (5.10) with L
(p)
2k . It can be merged with the second line
by extending the sum to run up to i = N − k. Thus, it remains to prove
α
(N)
i (2N−k−
n−1
2
) = 0, i = N − k + 1, . . . , N,
α
(N)
i (2N−k−
n−1
2
) = α
(N−k)
i (2N−k −
n−1
2
), i = 0, . . . , N − k.
But both equalities are direct consequences of the definition of the coefficients α
(N)
i (λ).
We omit the details of the calculations. This proves (6.8).
It only remains to prove (6.9). Theorem 5.2.1 and (6.14) yield
D
(p→p)
2N (N−
n−1
2
) = (N− n−1
2
+p)(dδ)Nι∗ + (−N− n−1
2
+p)(δd)Nι∗ = −L
(p)
2N ι
∗
using
α
(N)
i (N−
n−1
2
) = 0 for i ≥ 1,
α
(N)
0 (N−
n−1
2
) = 1.
This proves the first identity. Similarly, Theorem 5.2.1 and (6.13) imply
D
(p→p)
2N (N−
n
2
) = (N− n
2
+p)ι∗(d¯δ¯)N + (−N− n
2
+p)ι∗(δ¯d¯)N = −ι∗L¯
(p)
2N
using
α
(N)
i (N−
n
2
) = 0 for i ≤ N − 1,
α
(N)
N (N−
n
2
) = 1.
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This proves the second identity. 
We continue with the proof of Theorem 6.2.2.
The relation (6.7) implies
(−n
2
+ p+ k) ⋆ D
(n−p→n−p)
2N (k −
n
2
) ⋆¯ =
(
⋆D
(n−p→n−p)
2N−2k (−k −
n
2
) ⋆¯
)
⋆¯2
(
⋆¯ L¯
(n−p)
2k ⋆¯
)
.
By Theorem 4.3.3, the latter identity is equivalent to
(−n
2
+ p + k)D
(p→p−1)
2N (k −
n
2
) = D
(p→p−1)
2N−2k (−k −
n
2
) ⋆¯2
(
⋆¯ L¯
(n−p)
2k ⋆¯
)
.
Combining this result with ⋆¯ L¯
(n−p)
2k ⋆¯ = −⋆¯
2L¯
(p)
2k proves (6.10). Similarly, the first identity
in (6.9) yields
⋆D
(n−p→n−p)
2N (N −
n−1
2
) ⋆¯ = − ⋆ L
(n−p)
2N ι
∗⋆¯.
By Theorem 4.3.3, this identity is equivalent to
(−1)npD
(p→p−1)
2N (N −
n−1
2
) = −
(
⋆ L
(n−p)
2N ⋆
)
⋆2 (⋆ ι∗⋆¯) .
Now, using ⋆ L
(n−p)
2N ⋆ = − ⋆
2 L
(p−1)
2N and Lemma 4.3.2, we find
D
(p→p−1)
2N (N −
n−1
2
) = −L
(p−1)
2N ι
∗i∂n .
This proves the first identity in (6.12).
We omit the analogous proofs of (6.11) and of the second identity in (6.12). 
The main factorizations for even-order families of the first and the second type have
analogs for odd-oder families.
Theorem 6.2.3. Let N ∈ N and p = 0, . . . , n−1. Then the odd-order families of the first
type satisfy the factorization identities
(n
2
−p+k)D
(p→p)
2N+1 (k−
n
2
) = D
(p→p)
2N+1−2k(−k−
n
2
) ◦ L¯
(p)
2k (6.15)
and
(n−1
2
−p−k)D
(p→p)
2N+1 (2N+1−k−
n−1
2
) = L
(p)
2k ◦D
(p→p)
2N+1−2k(2N+1−k−
n−1
2
) (6.16)
for k = 1, . . . , N .
Proof. We apply Theorem 5.3.1. Similar arguments as in the proof of Theorem 6.2.1 show
that for the proof of (6.15) it suffices to prove
β
(N)
i (k−
n
2
) = 0, i = 0, . . . , k − 1,
β
(N)
i (k−
n
2
) = β
(N−k)
i−k (−k−
n
2
), i = k, . . . , N
and
γ
(N)
i (k−
n
2
) = 0, i = 0, . . . , k − 1,
γ
(N)
i (k−
n
2
) = γ
(N−k)
i−k (−k−
n
2
), i = k + 1, . . . , N.
But the first set of assertions follows directly from the definition (5.6). In turn, the second
set of assertions follows by combining the first set with Remark 5.3.2. Similarly, for the
proof of (6.16) it suffices to prove
β
(N)
i (2N+1−k−
n−1
2
) = 0, i = N − k + 1, . . . , N,
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β
(N)
i (2N+1−k−
n−1
2
) = β
(N−k)
i (2N+1−k−
n−1
2
), i = 0, . . . , N − k
and
γ
(N)
i (2N+1−k−
n−1
2
) = 0, i = N − k + 1, . . . , N,
γ
(N)
i (2N+1−k−
n−1
2
) = γ
(N−k)
i (2N+1−k−
n−1
2
), i = 0, . . . , N − k.
Again, the first set of relations directly follows from the definition (5.6) and the second
set follows by combining the first set with Remark 5.3.2. 
Now Hodge conjugation yields
Theorem 6.2.4. Let N ∈ N0 and p = 1, . . . , n. Then the odd-order families of the second
type satisfy the factorization identities
(n
2
−p−k)D
(p→p−1)
2N+1 (k−
n
2
) = D
(p→p−1)
2N+1−2k(−k−
n
2
) ◦ L¯
(p)
2k (6.17)
and
(n+1
2
−p+k)D
(p→p−1)
2N+1 (2N+1−k−
n−1
2
) = L
(p−1)
2k ◦D
(p→p−1)
2N+1−2k(2N+1−k−
n−1
2
) (6.18)
for k = 1, . . . , N .
Finally, we reformulate Theorem 6.2.1 and Theorem 6.2.2 so that the numerical coeffi-
cients on the left-hand sides of the factorization identities disappear. For the families of
the first type we find the following result.
Theorem 6.2.5. Assume that n is even and p < n
2
. Then the identities in Theorem 6.2.1
are equivalent to the factorizations
D˜
(p→p)
2N (k−
n
2
) = D˜
(p→p)
2N−2k(−k−
n
2
) ◦ ˜¯L
(p)
2k , (6.19)
D˜
(p→p)
2N (2N−k−
n−1
2
) = L˜
(p)
2k ◦ D˜
(p→p)
2N−2k(2N−k −
n−1
2
) (6.20)
for k = 1, . . . , N with the renormalized families
D˜
(p→p)
2N (λ)
def
=
D
(p→p)
2N (λ)
λ+p−2N
and the renormalized Branson-Gover operators
L˜
(p)
2N
def
=
L
(p)
2N
n
2
−p+N
= (δd)N + · · · (6.21)
on a manifold of dimension n.
We stress that (6.19) and (6.20) also include the case k = N with D˜
(p→p)
0 (λ) = ι
∗. The
assumptions in Theorem 6.2.5 guarantee that both sides of the factorization identities are
well-defined. Theorem 6.2.5 resembles the factorization identities for residue families on
functions [J09], [J13].
For the second type families we have the following analogous result.
Theorem 6.2.6. Assume that n is even and p < n
2
. Then the identities in Theorem 6.2.2
are equivalent to the factorizations
D˜
(p→p−1)
2N (k−
n
2
) = D˜
(p→p−1)
2N−2k (−k−
n
2
) ◦ ˜¯L
(p)
2k , (6.22)
D˜
(p→p−1)
2N (2N−k−
n−1
2
) = L˜
(p−1)
2k ◦ D˜
(p→p−1)
2N−2k (2N−k −
n−1
2
) (6.23)
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for k = 1, . . . , N with the renormalized families
D˜
(p→p−1)
2N (λ)
def
=
D
(p→p−1)
2N (λ)
λ+n−p
.
Similarly as above, the identities (6.22) and (6.23) include the case k = N with
D˜
(p→p−1)
0 (λ) = −ι
∗i∂n . The assumptions in Theorem 6.2.6 guarantee that both sides
of the factorization identities are well-defined.
We omit the formulation of the odd-order analogs of these results.
6.3. Supplementary factorizations. In the present section, we establish additional fac-
torization identities for the conformal symmetry breaking families. These involve the four
geometric operators d, δ, d¯ and δ¯ as factors.
We first formulate the identities which involve even-order families of the first type, i.e.,
families of the form D
(p→p)
2N (λ).
Theorem 6.3.1. For N ∈ N, we have the factorization identities
D
(p→p)
2N (−p+2N) = −(2N)dD
(p→p−1)
2N−1 (−p+2N), 1 ≤ p ≤ n− 1, (6.24)
D
(p→p)
2N (−p) = (2N)D
(p+1→p)
2N−1 (−p−1)d¯, 0 ≤ p ≤ n− 1. (6.25)
Moreover, for N ∈ N0, we have
(n−2p−2N−1)D
(p→p−1)
2N+1 (p−n+2N+1) = δD
(p→p)
2N (p−n+2N+1) (6.26)
for 1 ≤ p ≤ n− 1 and
(n−2p+2N)D
(p+1→p)
2N+1 (−n+p+1) = D
(p→p)
2N (−n+p)δ¯ (6.27)
for 0 ≤ p ≤ n− 1.
We stress that all factors on the right-hand sides of these identities are conformally
equivariant. For instance, the individual factors on the right-hand side of (6.24) intertwine
D
(p→p−1)
2N−1 (−p+2N) : dπ
(p)
−2N → dπ
′(p−1)
0 and d : dπ
′(p−1)
0 → dπ
′(p)
0 .
Similarly, the factors on the right-hand side of (6.27) intertwine
D
(p→p)
2N (−n+p) : dπ
(p)
n−2p → dπ
′(p)
n−2p+2N and δ¯ : dπ
(p+1)
n−2p−2 → dπ
(p)
n−2p.
Note that the latter intertwining relation is a consequence of general properties of the
co-differential. In fact, on (Mn, g) we have δγ∗g = γ∗δgγ
∗ for any diffeomorphisms γ and
δe2ϕg ◦ e
−(n−2p)ϕ = e−(n−2p+2)ϕ ◦ δg on Ω
p(M)
for any conformal change of g.
Note that the relations (6.25) are equivalent to the commutative triangles mentioned in
[J01, page 593].
The following proof of Theorem 6.3.1 shows that all results are direct consequences of
the geometric formulas in Section 5.
Proof. The assertions follow from Theorem 5.2.1 and Theorem 5.3.3. We start with the
proof of (6.24). On the one hand, Theorem 5.3.3 implies
dD
(p→p−1)
2N−1 (−p+2N) = −
N−1∑
i=1
γ
(N−1)
i (−p+2N ;n−p)(dδ)
N−iι∗(d¯δ¯)i
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− (n−2p+2N)
N−1∑
i=1
β
(N−1)
i (−p+2N)(dδ)
N−iι∗(δ¯d¯)i
+ (n−2p+1)β
(N−1)
N−1 (−p+2N)ι
∗(d¯δ¯)N
− (n−2p+2N)β
(N−1)
0 (−p+2N)(dδ)
N ι∗. (6.28)
On the other hand, Theorem 5.2.1 gives
D
(p→p)
2N (−p+2N) =
N−1∑
i=1
(2N−2i)α
(N)
i (−p+2N)(dδ)
N−iι∗(δ¯d¯)i
+ 2N
N−1∑
i=1
α
(N)
i (−p+2N)(dδ)
N−iι∗(d¯δ¯)i
+ 2Nα
(N)
0 (−p+2N)(dδ)
Nι∗
+ 2Nα
(N)
N (−p+2N)ι
∗(d¯δ¯)N . (6.29)
Now we have the relations
γ
(N−1)
i (−p+2N ;n−p) = α
(N)
i (−p+2N), i = 1, . . . , N − 1 (6.30)
and
2N(n−2p+2N)β
(N−1)
i (−p+2N) = (2N−2i)α
(N)
i (−p+2N), i = 0, . . . , N − 1. (6.31)
Indeed, (5.17) implies
γ
(N−1)
i (−p+2N ;n−p) = (−1)
i2N−1
(N−1)!
(2N−1)!
(
N
i
)
× (n+2N−2p)(n−2p+2N−2i+1)
N−1∏
k=i+1
(−2p+4N+n−2k)
i−1∏
k=1
(n−2p+2N−2k+1).
But the last line can be simplified by extending the products up to k = N and k = i,
respectively. The result coincides with α
(N)
i (−p+2N). This proves (6.30). Next, the
left-hand side of (6.31) equals
2N(−1)i2N−1
(N−1)!
(2N−1)!
(
N − 1
i
)
× (n+2N−2p)
N−1∏
k=i+1
(−2p+n+4N−2k)
i∏
k=1
(−2p+2N+ n−2k+1).
The last line can be simplified by extending the first product up to k = N . By simplifica-
tion, the result coincides with the right-hand side of (6.31).
In addition, we have the relation
α
(N)
N (−p+2N) = −(n−2p+1)β
(N−1)
N−1 (−p+2N). (6.32)
In fact, by definition we have
−(n−2p+1)β
(N−1)
N−1 (−p+2N) = (−1)
N2N−1
(N−1)!
(2N−1)!
(n−2p+1)
N−1∏
k=1
(n−2p+2N−2k+1).
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The latter formula simplifies by extending the product up to k = N . The result coincides
with α
(N)
N (−p +N).
Now (6.24) follows by combining (6.28) and (6.29) with the relations (6.30)–(6.32).
Next, we prove (6.25). Theorem 5.3.3 implies
D
(p+1→p)
2N−1 (−p−1)d¯ = −
N−1∑
i=1
γ
(N−1)
i (−p−1;n−p−1)(δd)
N−iι∗(δ¯d¯)i
+ (n−2p−2N−1)
N−2∑
i=0
β
(N−1)
i (−p−1)(dδ)
N−1−iι∗(δ¯d¯)i+1
+ (n−2p−2N−1)β
(N−1)
N−1 (−p−1)ι
∗(δ¯d¯)N
− (n−2p−2)β
(N−1)
0 (−p−1)(δd)
Nι∗. (6.33)
But Theorem 5.2.1 yields
D
(p→p)
2N (−p) = −2N
N−1∑
i=1
α
(N)
i (−p)(δd)
N−iι∗(δ¯d¯)i
−
N−1∑
i=1
2iα
(N)
i (−p)(dδ)
N−iι∗(δ¯d¯)i
− 2Nα
(N)
N (−p)ι
∗(δ¯d¯)N
− 2Nα
(N)
0 (−p)(δd)
N ι∗. (6.34)
By combining (6.33) and (6.34) with the relations
γ
(N−1)
i (−p−1;n−p−1) = α
(N)
i (−p), i = 1, . . . , N − 1, (6.35)
2N(n−2p−2N−1)β
(N−1)
i−1 (−p−1) = −2iα
(N)
i (−p), i = 1, . . . , N (6.36)
and
(n−2p−2)β
(N−1)
0 (−p−1) = α
(N)
0 (−p), (6.37)
we find
D
(p→p)
2N (−p) = 2ND
(p+1→p)
2N−1 (−p−1)d¯.
This proves (6.25).
Next, we prove the relations (6.35)–(6.37). By (5.17), we have
γ
(N−1)
i (−p−1;n−p−1) = (−1)
i2N−1
(N−1)!
(2N−1)!
(
N
i
)
× (n−2p−2N−1)(n−2p−2i−2)
N−1∏
k=i+1
(n−2p−2k−2)
i−1∏
k=1
(n−2p−2k−2N−1).
The last line simplifies by letting the products run from k = i and k = 0, respectively.
The result coincides with −α
(N)
i (−p). This proves (6.35). Next, we have
2N(n−2p−2N−1)β
(N−1)
i−1 (−p−1) = (−1)
i−12N
N !
(2N−1)!
(
N − 1
i− 1
)
SYMMETRY BREAKING OPERATORS ON DIFFERENTIAL FORMS 91
× (n−2p−2N−1)
N−1∏
k=i
(n−2p−2k−2)
i−1∏
k=1
(n−2p−2N−2k−1).
Again, the last line simplifies by letting the last product run from k = 0. Further simpli-
fication confirms (6.36). Finally, (6.37) is easy to verify.
We continue with the proof of (6.26). On the one hand, Theorem 5.3.3 implies
D
(p→p−1)
2N+1 (p−n+2N+1) = −
N∑
i=1
γ
(N)
i (p−n+2N+1;n−p)(δd)
N−iδι∗(d¯δ¯)i
− (2N+1)
N−1∑
i=1
β
(N)
i (p−n+2N+1)(δd)
N−iδι∗(δ¯d¯)i
− (2N+1)β
(N)
0 (p−n+2N+1)(δd)
Nδι∗
− (2N+1)β
(N)
N (p−n+2N+1)ι
∗(δ¯d¯)N . (6.38)
On the other hand, Theorem 5.2.1 yields
δD
(p→p)
2N (p−n+2N+1) = (2p−n+2N+1)
N∑
i=1
α
(N)
i (p−n+2N+1)δ(dδ)
N−iι∗(d¯δ¯)i
+ (2p−n+2N+1)α
(N)
0 (p−n+2N+1)δ(dδ)
Nι∗
+ (2p−n+1)α
(N)
N (p−n+2N+1)δι
∗(δ¯d¯)N (6.39)
+
N−1∑
i=1
(2p−n+2N+1−2i)α
(N)
i (p−n+2N+1)(δd)
N−iδι∗(δ¯d¯)i.
But we have the relations
γ
(N)
i (p−n+2N+1;n−p) = α
(N)
i (p−n+2N+1) (6.40)
for i = 1, . . . , N and
− (n−2p−2N−1)(2N+1)β
(N)
i (p−n+2N+1) = (2p−n+2N−2i+1)α
(N)
i (p−n+2N+1) (6.41)
for i = 0, . . . , N .
The assertion (6.26) follows by combining (6.38) and (6.39) with (6.40) and (6.41).
Now, we prove the relations (6.40) and (6.41). The definition (5.17) yields
γ
(N)
i (p−n+2N+1;n−p) = (−1)
i2N
N !
(N+1)(2N)!
(
N + 1
i
)
(N−i+1)
× (2p−n+2N+1)
N∏
k=i+1
(2p−n+4N−2k+2)
i−1∏
k=1
(2p−n+2N−2k+1).
The second line simplifies by letting the last product run from k = 0. Further simplification
confirms (6.40). Next, we find
(2p−n+2N−2i+1)α
(N)
i (p−n+2N+1) = (−1)
i2N
N !
(2N)!
(
N
i
)
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× (2p−n+2N−2i+1)
N∏
k=i+1
(2p−n+4N−2k+2)
i∏
k=1
(2p−n+2N−2k+3)
and
(n−2p−2N−1)(2N+1)β
(N)
i (p−n+2N+1) = (−1)
i2N
N !
(2N)!
(
N
i
)
× (n−2p−2N−1)
N∏
k=i+1
(2p−n+4N−2k+2)
i∏
k=1
(2p−n+2N−2k+1).
These formulas easily imply (6.41).
Finally, we prove (6.27). On the one hand, Theorem 5.3.3 implies
D
(p+1→p)
2N+1 (−n+p+1) = −
N∑
i=1
γ
(N)
i (−n+p+1;n−p−1)(δd)
N−iδι∗(d¯δ¯)i
− (2N+1)
N−1∑
i=1
β
(N)
i (−n+p+1)(dδ)
N−iι∗δ¯(d¯δ¯)i
− (2N+1)β
(N)
0 (−n+p+1)(dδ)
Nι∗δ¯
− (2N+1)β
(N)
N (−n+p+1)ι
∗δ¯(d¯δ¯)N . (6.42)
On the other hand, Theorem 5.2.1 gives
D
(p→p)
2N (−n+p)δ¯ =
N−1∑
i=1
(−n+2p−2i)α
(N)
i (−n+p)(dδ)
N−iι∗(δ¯d¯)iδ¯
+ (−n+2p−2N)
N∑
i=1
α
(N)
i−1(−n+p)(δd)
N−iδι∗(d¯δ¯)i
+ (−n+2p)α
(N)
0 (−n+p)(dδ)
Nι∗δ¯
+ (−n+2p−2N)α
(N)
N (−n+p)ι
∗(δ¯d¯)N δ¯ (6.43)
Combining (6.42) and (6.43) with the relations
γ
(N)
i (−n+p+1;n−p−1) = α
(N)
i−1(−n+p), i = 1, . . . , N (6.44)
and
(n−2p+2N)(2N+1)β
(N)
i (−n+p+1) = (n−2p+2i)α
(N)
i (−n+p), i = 0, . . . , N (6.45)
completes the proof of (6.27).
Now we prove (6.44) and (6.45). Equation (5.17) implies that
γ
(N)
i (−n+p+1;n−p−1) = (−1)
i2N
N !
(2N+1)!
1
N+1
(
N + 1
i
)
i(2N+1)
× (n−2p+2N)
N∏
k=i+1
(−n+2p−2k+2)
i−1∏
k=1
(−n+2p−2k−2N+1).
SYMMETRY BREAKING OPERATORS ON DIFFERENTIAL FORMS 93
The second line simplifies by letting the first product run up to k = N + 1. Further
simplification shows that the result coincides with α
(N)
i−1(−n+p). This proves (6.44). Finally,
the left-hand side of (6.45) equals
(−1)i2N
N !
(2N)!
(
N
i
)
(n−2p+2N)
N∏
k=i+1
(−n+2p−2k+2)
i∏
k=1
(−n+2p−2k−2N+1).
The last expression simplifies by letting the first product run up to k = N + 1. On the
other hand, the right-hand side of (6.45) equals
(−1)i2N
N !
(2N)!
(
N
i
)
(n−2p+2i)
N∏
k=i+1
(−n+2p−2k)
i∏
k=1
(−n+2p−2N−2k+1).
The latter expression simplifies by letting the first product run from k = i. This proves
(6.45). The proof is complete. 
By Hodge conjugation, Theorem 6.3.1 implies the following factorization identities which
involve even-order families of the second type.
Theorem 6.3.2. For N ∈ N, we have the factorization identities
D
(p→p−1)
2N (p−n+2N) = −(2N)δD
(p→p)
2N−1 (p−n+2N), 1 ≤ p ≤ n− 1,
D
(p→p−1)
2N (p−n) = (2N)D
(p−1→p−1)
2N−1 (p−n)δ¯, 1 ≤ p ≤ n.
Moreover, for N ∈ N0, we have
(−n+2p−2N−1)D
(p→p)
2N+1 (−p+2N+1) = dD
(p→p−1)
2N (−p+2N+1), 1 ≤ p ≤ n− 1,
(n−2p−2N−2)D
(p→p)
2N+1 (−p) = D
(p+1→p)
2N (−p−1)d¯, 0 ≤ p ≤ n− 1.
Proof. The results follow by combining Theorem 4.3.3 with Theorem 6.3.1. We omit the
details. 
Remark 6.3.3. Theorem 6.3.1 and Theorem 6.3.2 have extensions to general metrics in
terms of residue families [FJS16]. From that point of view, the following arguments are of
interest. The left-hand side of (6.26) vanishes for odd n and p = n−1
2
−N . Hence
δD
(p→p)
2N (−
n−1
2
+N) = 0.
By Theorem 6.2.1, it follows that
δL
(n−1
2
−N)
2N ι
∗ = 0.
But this vanishing follows from the double factorization (6.2) of the critical Branson-Gover
operators on a manifold of even dimension n. Similarly, for even n and p = n
2
− N − 1,
the last identity in Theorem 6.3.2 implies
D
(n
2
−N→n
2
−N−1)
2N (−
n
2
+N)d¯ = 0.
By Theorem 6.2.2, it follows that
ι∗i∂nL¯
(n
2
−N)
2N d¯ = 0.
Again this vanishing result should be regarded as a consequence of the double factorization
of the critical Branson-Gover operators.
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6.4. Applications. In the present section, we describe two applications to gauge com-
panion and Q-curvature operators.
Equation (6.9) in Theorem 6.2.1 and Equation (6.12) in Theorem 6.2.2 show that
even-order symmetry breaking operators of both types specialize at certain arguments
to Branson-Gover operators. The following result provides an analogous description of the
gauge companion operators in terms of odd-order conformal symmetry breaking operators
of the second type.
Theorem 6.4.1. Assume that n − 1 is even and that n − 2p ≥ 1. Then the restriction
of D
(p→p−1)
n−2p (−p) to the space of closed p-forms is given by the gauge companion operator
G
(p)
n−2p. More precisely, we have
D
(p→p−1)
n−2p (−p)|ker(d¯) = −G
(p)
n−2pι
∗. (6.46)
Proof. Let n− 2p = 2N + 1. Theorem 5.3.3 implies
D
(p→p−1)
n−2p (−p)|ker(d¯) = −
N∑
i=1
γ
(N)
i (−p;n−p)(δd)
N−iδι∗(d¯δ¯)i − (n−2p)β
(N)
0 (−p)(δd)
Nδι∗.
But
γ
(N)
i (−p;n−p) = 0 for i ≥ 1 and (n−2p)β
(N)
0 (−p) = 1
yield the result
D
(p→p−1)
n−2p (−p)|ker(d¯) = −δ(dδ)
n−1
2
−pι∗.
This proves the assertion. 
Example 6.4.2. We illustrate Theorem 6.4.1 in low-order special cases. Using Example
4.8.1, we get
D
(p→p−1)
1 (−p) = −δι
∗ = −G
(p)
1 ι
∗ for n− 2p = 1,
D
(p→p−1)
3 (−p)|ker(d¯) = −δdδι
∗ = −G
(p)
3 ι
∗ for n− 2p = 3.
Note that for the first-order operator the restriction to the kernel of d¯ is unnecessary.
We continue with a discussion of Q-curvature operators. We observe that the supple-
mentary factorization (6.25) (or Theorem 5.2.1) shows that the restriction of D
(p→p)
2N (λ) to
ker(d¯) vanishes at λ = −p. This motivates the following definition.
Definition 6.4.3. The Q-curvature polynomial
Q
(p)
2N (λ) : Ω
p(Rn)|ker(d¯) → Ω
p(Rn−1)
is defined by
(λ+ p)Q
(p)
2N(λ)
def
= D
(p→p)
2N (λ)|ker(d¯). (6.47)
Definition 6.4.3 extends the notion of Q-curvature polynomials introduced in [J09]. We
recall that, for general metrics, we define Qres2N (λ)
def
= Dres2N (λ)(1). The polynomial Q
res
2N (λ)
vanishes at λ = 0. For the Euclidean metric g0, however, all Q-curvature polynomials
Qres2N (λ) vanish identically. The fact that this is no longer the case for p > 0 follows from
the following consequence of Theorem 5.2.1.
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Corollary 6.4.4. The polynomials Q
(p)
2N (λ) : Ω
p(Rn)→ Ωp(Rn−1) are given by the explicit
formula
Q
(p)
2N (λ) =
N∑
i=0
α
(N)
i (λ)(dδ)
N−iι∗(d¯δ¯)i
with the coefficients α
(N)
i as defined by (5.5).
Example 6.4.5. We have
Q
(p)
2 (λ) = (2λ+n−2)dδι
∗ − (2λ+n−3)ι∗d¯δ¯
and
Q
(p)
4 (λ) =
1
3
[
(2λ+n−2)(2λ+n−4)(dδ)2ι∗ − 2(2λ+n−4)(2λ+n−5)(dδ)ι∗(d¯δ¯)
+ (2λ+n−5)(2λ+n−7)(d¯δ¯)2
]
.
Corollary 6.4.4 shows that, for general λ, the Q-curvature polynomial Q
(p)
2N (λ) is not a
tangential operator with respect to the subspace Rn−1. However, for certain values of λ it
reduces to a tangential operator. In fact, we have the following result.
Corollary 6.4.6. At the argument λ = N − n−1
2
, the Q-curvature polynomial Q
(p)
2N (λ)
reduces to a tangential operator. More precisely, we have the formula
Q
(p)
2N (N −
n−1
2
) = (dδ)N ι∗.
Proof. The result follows from Corollary 6.4.4 using
α
(N)
i (N −
n−1
2
) = 0 for i ≥ 1
and
α
(N)
0 (N −
n−1
2
) = 1.
The proof is complete. 
Corollary 6.4.6 shows that, for the Euclidean metric, the following definition of the
Q-curvature operator using conformal symmetry breaking operators coincides with the
definition by
L
(p)
2N |ker d = (
n
2
−N−p)Q
(p)
2N , (6.48)
which generalizes the classical definition
P2N(1) = (
n
2
−N)Q2N
of the Q-curvature Q2N . Note that (6.48) defines Q
(p)
2N only if (
n
2
−N−p) 6= 0, i.e., only in
the non-critical case.
Definition 6.4.7.
Q
(p)
2N
def
= Q
(p)
2N(N −
n−1
2
) : Ωp(Rn−1)|ker(d) → Ω
p(Rn−1). (6.49)
The above observations also lead to the following result which should be considered as
an analog of the holographic description of the critical Branson curvature Qn of (M
n, g)
in terms of D˙resn (0)(1) ([J09], [GJ07]); here dot denotes the derivative with respect to λ.
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Theorem 6.4.8. Assume that n− 1 is even and that n− 2p ≥ 3. Then
D˙
(p→p)
n−1−2p(−p)|ker(d¯) = Q
(p)
n−1−2pι
∗ (6.50)
as an identity of operators on closed forms on Rn.
Proof. On the one hand, (6.47) implies
D˙
(p→p)
2N (−p)|ker(d¯) = Q
(p)
2N (−p).
On the other hand, we have
Q
(p)
2N(N −
n−1
2
) = (dδ)Nι∗
by Corollary 6.4.6. In the critical case 2N = n−1−2p, a comparison of both facts proves
the assertion. 
Finally, we give a proof of the double factorization property of the critical Branson-Gover
operators for the Euclidean metric on Rn−1 from the perspective of conformal symmetry
breaking operators.
Corollary 6.4.9. Let n − 1 be even and p < n−1
2
. Then the critical Branson-Gover
operators L
(p)
n−2p−1 of the Euclidean metric on R
n−1 satisfy the double factorization identity
L
(p)
n−2p−1 = (n−2p−1) δQ
(p+1)
n−2p−3d,
where Q
(p+1)
n−2p−3 = (dδ)
n−3
2
−p.
Proof. The supplementary factorizations (6.25) and (6.26) read
D
(p→p)
2N (−p) = 2ND
(p+1→p)
2N−1 (−p− 1)d¯, (6.51)
and
(2N+2p−n+ 1)D
(p+1→p)
2N−1 (p−n+2N) = −δD
(p+1→p+1)
2N−2 (p−n+2N), (6.52)
respectively. By Theorem 6.4.6, we have
D
(p+1→p+1)
2N−2 (p−n+2N)|ker(d¯) = (2N+2p−n+1)Q
(p+1)
2N−2(p−n+2N).
Now assume that (2N + 2p − n + 1) 6= 0. Then the restriction of (6.52) to the subspace
of closed forms gives, after division by the common factor,
D
(p+1→p)
2N−1 (p−n+2N)|ker(d¯) = −δQ
(p+1→p+1)
2N−2 (p−n+2N). (6.53)
Next, we apply analytic continuation in the dimension n and conclude that if 2N =
n− 2p− 1 then (6.51) and (6.53) combine into
D
(p→p)
n−2p−1(−p) = −(n−2p−1)δQ
(p+1)
n−2p−3(−p− 1)d¯.
An application of Theorem 6.2.1 to the left-hand side and an application of Theorem 6.4.6
to the right-hand side turn the last equation into
L
(p)
n−2p−1 = (n−1−2p) δQ
(p+1)
n−2p−3d
using dι∗ = ι∗d¯. This completes the proof. 
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Analogous arguments using the supplementary factorizations (6.24) and (6.27) prove
the double factorization identity
ι∗L¯
(p)
2p−n = (n−2p)dD˙
(p−1→p−1)
2p−n−2 (−n+p−1)δ¯ (6.54)
for even n and n
2
< p ≤ n − 1. Alternatively, (6.54) is a direct consequence of Theorem
5.2.1.
Appendix: Gegenbauer and Jacobi polynomials
We summarize basic conventions and properties concerning Gegenbauer and Jacobi
polynomials.
First, we recall that the Pochhammer symbol of a ∈ C is defined by
(a)l
def
= a(a + 1) · · · (a+ l − 1)
for l ∈ N, and (a)0
def
= 1. Then the generalized hypergeometric function pFq of type (p, q),
p, q ∈ N, is defined by the Taylor series
pFq
[
a1 , . . . , ap
b1 , . . . , bq
; z
]
def
=
∞∑
l=0
(a1)l . . . (ap)l
(b1)l . . . (bq)l
zl
l!
, (6.55)
for ai ∈ C (1 ≤ i ≤ q), bj ∈ C \ {−N0} (1 ≤ j ≤ q), and z ∈ C.
Let m ∈ N and α, β ∈ C such that (α+ 1)m 6= 0. The corresponding Jacobi polynomial
of degree m is defined by
P (α,β)m (z)
def
=
(α+ 1)m
m!
2F1
[
−m , 1 + α+ β +m
α + 1
;
1− z
2
]
. (6.56)
A specialization of Jacobi polynomials leads to Gegenbauer polynomials:
Cαm(z) =
(2α)m
(α + 1
2
)m
P
(α− 1
2
,α− 1
2
)
m (z)
=
(2α)m
m!
2F1
[
−m , 2α+m
α + 1
2
;
1− z
2
]
. (6.57)
An explicit formula for Gegenbauer polynomials (see [BE53, Section 3.15, formula (9)])
reads
Cαm(z) =
⌊m/2⌋∑
k=0
(−1)k
Γ(m− k + α)
Γ(α)k!(m−2k)!
(2z)m−2k. (6.58)
In particular, we have the even polynomials
N !
(−λ− n−1
2
)N
C
−λ−n−1
2
2N (z) =
N∑
j=0
a
(N)
j (λ)(−1)
jz2N−2j
and the odd polynomials
N !
2(−λ− n−1
2
)N+1
C
−λ−n−1
2
2N+1 (z) =
N∑
j=0
b
(N)
j (λ)(−1)
jz2N+1−2j
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with the coefficients
a
(N)
j (λ)
def
= (−2)N−j
N !
j!(2N−2j)!
N−1∏
k=j
(2λ−4N+2k+n+1)a
(N)
N (λ) (6.59)
and
b
(N)
j (λ)
def
= (−2)N−j
N !
j!(2N−2j+1)!
N−1∏
k=j
(2λ−4N+2k+n−1)b
(N)
N (λ) (6.60)
for 0 ≤ j ≤ N − 1 and a
(N)
N (λ) = b
(N)
N (λ) = 1 (see [J09, Theorems 5.1.2, 5.1.4]).
In the present paper, we also refer to the coefficients (6.59) and (6.60) with non-trivial
normalizations a
(N)
N (λ) and b
(N)
N (λ) as even and odd Gegenbauer coefficients, respectively.
However, we usually reserve the notation a
(N)
j (λ) and b
(N)
j (λ) for the coefficients (6.59) and
(6.60) with the trivial normalizations a
(N)
N (λ) = 1 and b
(N)
N (λ) = 1. Gegenbauer coefficients
with non-trivial normalizations will be denoted by different letters, e.g., p
(N)
j (λ).
Accordingly (and by abuse of language) we shall also talk about Gegenbauer polynomials
with non-trivial normalizations. Additional parameters in Gegenbauer coefficients are
always separated by a semicolon “; ”. The Gegenbauer coefficients satisfy the recurrence
relations
(N−j+1)(2N−2j+1)a
(N)
j−1(λ) + j(2λ+n−4N+2j−1)a
(N)
j (λ) = 0, (6.61)
(N−j+1)(2N−2j+3)b
(N)
j−1(λ) + j(2λ+n−4N+2j−3)b
(N)
j (λ) = 0 (6.62)
for all 1 ≤ j ≤ N .
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