In this paper, we propose an alternative strategy of adapting the inertia weight parameter during the course of particle swarm optimization, by means of a non-monotonic inertia weight function of time. Results demonstrate that an oscillating inertia weight function is competitive and in some cases better than established inertia weight functions, in terms of consistency and speed of convergence.
INTRODUCTION
Particle swarm optimization (PSO) is a stochastic, global optimization technique [2] that exploits the empirical observation that collective behaviour and self-organization in certain natural systems emerge from local interactions between simple entities, rather than from centralized control.
A swarm is a collection of candidate solutions (particles) to a well-defined problem, that are represented as points in the N -dimensional Euclidean space. The quality (fitness) of a particle is determined by evaluating its position using the problem-specific objective function.
Each particle i is characterized by a position vector xi, a velocity vector vi and a vector pi that serves as memory of the best position in terms of fitness that the particle has, thus far, encountered.
Particles interact by communicating their best discovered positions, to other particles within a neighborhood. In what is referred to as a global best (gbest) topology, this neighborhood comprises the entire swarm population, while in a local best (lbest) topology, the swarm forms a ring lattice and each particle communicates with its K adjacent neighbours.
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where ω is the inertia weight parameter and φ1 and φ2 are the particle's acceleration coefficients that control the magnitude of stochastic attraction towards pi and pg respectively. Vector U (0, φi) contains random numbers drawn from a uniform distribution in [0, φi]. The operator ⊗ denotes element-wise multiplication. The inertia weight parameter ω, introduced in [3] , defines the impact of each particle's previous velocity to the current one and effectively controls the scope of the search, what is frequently referred to as the balance between exploration and exploitation.
Although a typical choice is to maintain a constant inertia weight value [1] , different strategies have been proposed for dynamically adapting ω, such as a linearly decreasing function of time [4] where a relatively large value of ω promotes search space exploration during the early stages of the algorithm, by encouraging particles to cover wider search areas. As the value of ω decreases, the search is guided from this initial, exploratory phase, towards the refinement of discovered solutions (local search) near the end.
In this paper, we investigate the impact of a non-monotonic, time varying inertia weight parameter to the objective of guiding the search process, so as to reduce the likelihood of premature convergence by controlling the dynamics of the balance between global and local search, exploration and exploitation.
APPROACH
The concept of an oscillating inertia weight implements a strategy whereby a wave of exploration (global search), followed by a wave of exploitation (local search), form a cycle which is repeated during the optimization process. This way, the swarm periodically transitions from exploratory to exploitatory states of search.
This temporal behaviour can be implemented by means of an inertia weight function ω(t), where t denotes PSO iterations, that oscillates between an upper bound ωmax and a lower bound ωmin, as in the equation: 
where the period T of oscillation, i.e. the number of PSO iterations within which the inertia weight function completes a full cycle, is given by:
where S1 is the number of iterations for which the inertia weight is allowed to oscillate. We set S1 = 3S/4 iterations, where S is the total number of iterations for a single PSO run. During the final S2 = S/4 iterations, the inertia weight value is kept constant at ω(t) = ωmin, in order to promote the refinement of discovered solutions. This behaviour is displayed in figure 1 .
For the experiments, we compared the proposed oscillating inertia weight function to both a constant (const) and a linearly decreasing (lin dec) inertia weight, using a set of six standard benchmark functions. The dimensionality is D = 30 for all benchmark functions except Schaffer's f6 which is 2-dimensional. The swarm population size was set to 20 particles, a random neighborhood topology was used and PSO was allowed to run for S = 10, 000 iterations. The empirical values ωmin = 0.3 and ωmax = 0.9 were chosen as the range of the inertia weight. The acceleration coefficients were set to φ1 = φ2 = 1.496, following Clerc and Kennedy's recommendation [1] .
Results shown in table 1 indicate that the performance of the oscillating function is generally competitive to the inertia weight functions from the literature that were also tested. A comparison between the number of iterations required to satisfy the set goals (shown in parentheses in table 1) and the inertia weight oscillation cycles in figure 1 reveals that, in many cases, these goals are achieved before the oscillatory function completes a full cycle. Indeed, in such cases, an oscillation half-cycle corresponds to a rapid nonlinear inertia weight decrease (exploitation), which appears to be enough to satisfy the required objective function goal.
An oscillating inertia weight serves the purpose of periodically promoting and suspending particle momentum, or driving the swarm towards global and local search, respectively. This accelerate/decelerate effect is demonstrated in figure 2 , where average particle velocity vector magnitude cycles can be seen to correspond to inertia weight function cycles.
CONCLUSION
In this paper, we proposed an oscillating inertia weight function of time that periodically alternates between global and local search waves, a strategy that appears to be generally competitive and, in some cases, outperform established inertia weight adaptation schemes, particularly in terms of convergence speed.
