A double-sided shadow minimization problem in the Boolean cube layer is investigated in this paper. The problem is to minimize the size of the union of the lower and upper shadows of a k-uniform family of subsets of [n]. It is shown that if 3 ≤ k ≤ n − 3, there is no total order such that all its initial segments have minimal double-sided shadow.
Kruskal-Katona theorem are also proved for a wide variety of structures, including the products of stars and their dual posets [5] .
The Kruskal-Katona theorem describes minimal families in terms of a total order defined on [n] k . In this paper we prove that it is impossible to describe the solutions of the double-sided minimization problem as initial segments of a total order.
We say that a total order defined on [n] k is minimizing if all its initial segments are minimal in terms of double-sided shadow. The following statement is proven in [2] : Theorem 1 [2] If k = 3 and n 8, then there does not exist a minimizing total order on [n] k . For every total order defined on [n] k there exists a number m 4n − 14 such that the initial segment of the order having the length m is not minimal in terms of double-sided shadow.
Since [n] k is isomorphic to [n] n−k , a similar result holds for k = n − 3. It is known [4] that the lexicographical order is minimizing when k ≥ n − 2, i. e., in this case families minimizing the lower shadow are also minimal in terms of double-sided shadow. Similarly, if k ≤ 2, then the colexicographical order is minimizing the double-sided shadow.
Define a partial order induced by the standard shifting operator (see, e.g., [1] ) on [n] k . Let A and B be elements of [n] k , A = {a 1 , a 2 , . . . , a k }, B = {b 1 , b 2 , . . . , b k }, and their elements are sorted in ascending order, i. e., a 1 < a 2 < . . . < a k , b 1 < b 2 < . . . < b k . The set A precedes the set B (A B) if a i ≤ b i for each i = 1, 2, . . . , k. A family F is an ideal if A ∈ F and B A imply B ∈ F. By I(A) denote the minimal ideal containing A, i. e., the family {B ∈ [n] k | B A}.
Theorem 2 [2]
The family C 1 (n, k) = I({2, 3, . . . , k, n}) is the unique minimal in terms of double-sided shadow ideal of [n] k having cardinality 1+k(n−k).
The following statement gives a simple additive formula for the size of an ideal's shadow.
The weight function s is monotone with respect to the partial order :
k , a m+1 > m + 1. Denote A 0 = {2, 3, . . . , m + 1, a m+1 , . . . , a k−1 , n}.
in case p = k and a least point {1, 2, . . . , k} in case p = k. Denote this least point by A 1 .
By F| q we denote the family {A ∈ F, s(A) = q}.
. . , k}, and Proof. In case A 1 = {1, 2, . . . , k} the statement follows from the facts that A 0 = {2, 3, . . . , k, n} is the least set of the family
in terms of the partial order , and A 1 is the least set of
It remains to note that the condition A 0 B 0 and the condition k . The properties of the standard shifting operator [1] imply that without loss of generality we can suppose that the initial segments of < min are ideals, i. e., A B implies A < min B.
By ord(A) denote the number of sets preceding A in the order < min .
Lemma 7 Let < min is a minimizing order on
[n] k , A < min B < min C and
Without loss of generality,
Without loss of generality, for all D such that D < min A, D 0 = A 0 it holds that D 0 < min A. If this property doesn't hold, we put A = D 1 , B = A, C = D 0 and check the property again. This reassignment doesn't break the property from the previous paragraph, and an infinite chain of reassignments is impossible since A < min A and the family {A : A < min A} is finite.
We can assume that B is the least set of the family {B : B 0 = A 0 , B > min A} in terms of the order < min . Since the initial segments of < min are ideals, by Lemma 6 the set B 0 is either incomparable to A 0 in the order , or is an immediate successor of A 0 .
We can assume that C is the least set of the family {C : C 0 = A 0 , C > min B} in terms of the order < min .
Denote by F the initial segment of < min having the length ord(B). Since < min is a minimizing order, and F ∪ {B} is its initial segment, it holds that
Since A C, A 0 = C 0 , it follows from Lemma 5 that s(C) ≤ s(A) − 1.
Denote by G the initial segment of < min having the length ord(A). Suppose A is incomparable to B in the partial order . In this case the family G ∪ {B} is an ideal, and by the definition of a minimizing order it holds that
(B). This implies s(C) < s(B), a contradiction with (1).
Suppose A is comparable to B in the partial order . Note that A 0 = {2, 3, . . . , k, n}, because Theorem 2 implies that C 1 (n, k) = I({2, 3, . . . , k, n}) is an initial segment of < min . Then, since A 0 is an immediate predecessor of B 0 in the order , s(B) ≥ s(A) − 1. Therefore (1) implies s(B) = s(A) − 1, and either B 0 = A l0 , or B 0 = A u0 .
Without loss of generality, B 0 = A u0 , that is
Since A = {1, 2, . . . , p, a p+1 , . . . , a k−2 , q − 1, q + 1} B, it holds that A < min B. Note also that q + 1 ≤ n, and n − q ≥ 1. Consider the family A = A ∪ {r} \ {q}, q + 1 < r ≤ n . Note that for every A ∈ A it holds that s(A ) < s(A) − 1 = s(B), and A is a chain in the partial order . Let us show that for every A ∈ A it holds that A < min B. Suppose A is the least set in A such that A > min B. Then
a contradiction with the minimality of the family F ∪ {B}, which is an initial segment of < min .
Note that C = A ∪ {p + 1} \ {p}, since for every A ∈ I(A 0 ) distinct from the sets A, A and A ∪ {p + 1} \ {p} it holds that s(A ) < s(B) = s(C). Therefore ord(B) = ord(A) + s u (A).
Let us show that the immediate successors of B in the order < min are the sets B ∪ {r} \ {q + 1}, q + 1 < r ≤ n. Suppose that the immediate successor of (B \ {q + 1}) ∪ {r} is D = B = B ∪ {r + 1} \ {q + 1}. The initial segments of < min having lengths ord(D) and ord(D) + 1 are minimal in terms of double-sided shadow, and therefore
The families
and that is a contradiction with the fact that G ∪{A} is an initial segment < min and therefore is minimal in terms of double-sided shadow. If D is comparable to A and incomparable to B, then, since H is an ideal, Lemma 6 implies that D 0 is an immediate successor of A 0 in the order , and s(D) ≥ s(A) − 1 = s(C), a contradiction with (2) . Hence, D is comparable to B. Since D 0 is an immediate successor of B 0 in and s(D) < s(C), it holds that D = {1, 2, . . . , p, a p+1 , . . . , a k−2 , q + 1, q + 2}. Since B ∪ {q + 2} \ {q + 1} D, it is true that B∪{q+2}\{q+1} < min D and r > q+2. But then s(B∪{r+1}\{q+1}) < s(D), a contradiction with (2).
Thus, F = F ∪ B ∪ B ∪ {r} \ {q + 1}, q + 1 < r ≤ n is an initial segment of < min . Denote by D an immediate successor of B ∪ {n} \ {q + 1} in terms of the order < min . Let us show that
Consider the family F = F ∪ C ∪ C ∪ {r} \ {q}, r < q ≤ n . Note that |F | = |F ∪ {D}| = |F| + n − q, and 
And if s l (A 1 ) = s u (A 1 ), then either for each A ∈ I(A 0 ) its immediate successor in < min is defined by (3), or for each A it is defined by (4).
Proof. This statement follows from Lemma 5, monotonicity and symmetry of the function s defined on I(A 0 ) and the two-dimensional case of the ClementsLindström theorem.
The order of families I(A 0 ) in the minimizing order is described by the following two statements. Proof. Assume the converse. Suppose A 0 and B 0 meet the conditions of the lemma, and A 1 > min B 1 . Denote by F the initial segment of < min having the length ord(B 1 ). Then F ∪ {A 1 } is an ideal, and since A 1 / ∈ F,
Lemma 10
a contradiction to minimality of the initial segment F ∪ {B 1 }.
Lemma 11
Suppose < min is a minimizing order, for each C 0 A 0 it holds that C 0 < min B 0 , for each C 0 B 0 it holds that C 0 < min A 0 , and
Proof. Assume the converse. Suppose A 0 and B 0 meet the conditions of the lemma, and A 1 > min B 1 . Denote by F the initial segment of < min having the length ord(B 1 ). Without loss of generality we can assume that
is an initial segment of < min . Consider the family
Note that |F | = |F | = |F|+n−q +2, and since
a contradiction to the definition of a minimizing order.
Since the least set of
belongs to I({2, 3, . . . , k − 1, k + 1, n}), the families C 1 (n, k) and C 1 (n, k) = C 1 (n, k) ∪ I({2, 3, . . . , k − 1, k + 1, n}) are initial segments of < min . The family
k \ C 1 (n, k) contains two minimal sets. In case n = 2k we can infer which one is smaller in terms of < min .
Lemma 12
If n > 2k, A ∈ I({2, 3, . . . , k − 1, k + 2, n}), B ∈ I({2, 3, . . . , k − 2, k, k + 1, n}), and < min is a minimizing order, then B < min A.
Proof. Note that A 0 = {2, 3, . . . , k − 1, k + 2, n} and B 0 = {2, 3, . . . , k − 2, k, k + 1, n} meet the conditions of Lemma 11, and Proof. Consider the initial segment L of the order < min having the length
It follows from Lemmas 7, 9, 10, 12 that this segment is the union of the ideal I ({2, 3, . . . , k − 2, k, k + 1, n}) and the family of n − 2k sets belonging to I ({2, 3, . . . , k − 3, k, k + 1, k + 2, n}). Counting the size of the double-sided shadow by Lemma 3, we get
k is isomorphic to [n] n−k , the same result holds when n 2 < k ≤ n−4. It is known [3] that there is a nested system of minimal sets contained in C 1 (n, k) ∪ {{1, 2, . . . , k − 2, k + 1, k + 2}}, therefore it is impossible to get an estimate for m lower than 2 + k(n − k). Now consider the case n = 2k, k 5. there exists a number
such that the initial segment of the order having the length m is not minimal in terms of double-sided shadow.
Proof. Consider the family
has a symmetry, without loss of generality we can assume that {2, 3, . . . , k − 1, k + 2, n} > min {2, 3, . . . , k − 2, k, k + 1, n}.
Lemmas 10 and 11 determine the subsequent order of the families I(A 0 ) in the minimizing order, and the initial segment L of < min having the length |F| contains the ideals I ({3, 4, . . . , k + 1, n}), I({2, 3, . . . , k − 1, k + 3, n}) and the set {1, 2, . . . , k − 2, k + 4, k + 5}. Counting the size of the shadow, we get | L| = | F| + k − 4, a contradiction to the definition of a minimizing order. Now we consider the cases not covered by Theorems 1, 13 and 14. There does not exist a minimizing order on [8] 4 , and the maximal size m of a nested system of minimal families equals 42, since the only minimal ideals having size 41 are I({2, 4, 5, 8}) ∪ I({2, 3, 7, 8}) and I({2, 3, 6, 8}) ∪ I({3, 4, 5, 8}), while the only minimal ideal having size 42 is I ({2, 4, 6, 8} ). There does not exist a minimizing order on [7] 3 , and m = 15, since the only minimal ideal having size 15 is I ({1, 6, 7}) , and it does not contain C 1 (7, 3) . Finally, there is a minimizing order on [6] 3 distinct from lexicographical: {1, 2, 3} < min {1, 2, 4} < min {1, 2, 5} < min {1, 2, 6} < min {1, 3, 4} < min {1, 3, 5} < min {1, 3, 6} < min {2, 3, 4} < min {2, 3, 5} < min {2, 3, 6} < min {1, 4, 5} < min {1, 4, 6} < min {2, 4, 5} < min {2, 4, 6} < min {1, 5, 6} < min {2, 5, 6} < min {3, 4, 5} < min {3, 4, 6} < min {3, 5, 6} < min {4, 5, 6}.
Thus, a minimizing order exists on [n] k only in cases k ≤ 2, k ≥ n − 2, and n = 6, k = 3.
