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「色は匂へど　
散りぬるを　
　我が世誰ぞ　
常ならむ　　
　有為の奥山　
今日越えて　
　浅き夢見じ　
酔ひもせず」
Autor desconhecido.
“Although its scent still lingers on
the form of a flower has scattered away
For whom will the glory
of this world remain unchanged?
Arriving today at the yonder side
of the deep mountains of evanescent existence
We shall never allow ourselves to drift away
intoxicated, in the world of shallow dreams.”
Tradução para o inglês feita pelo professor Ryuichi Abe.
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Resumo
Jahnke, M. R. A Equação de Euler e a Análise Assintótica de Gevrey. 2013.
56 f. Dissertação (Mestrado) - Instituto de Matemática e Estatística, Universidade
de São Paulo, São Paulo, 2013.
Neste trabalho, introduzimos a noção de desenvolvimento assintótico em classes
de Gevrey e mostramos como o conceito clássico de convergência de séries de po-
tências pode ser generalizado para englobar o caso em que o raio de convergência
é nulo. Essa técnica pode ser útil em situações em que é necessário trabalhar com
séries formais, como no estudo de Equações Diferenciais.
Caracterizamos o conjunto das funções holomorfas que admitem desenvolvimento
assintótico e, em cada classe de Gevrey, definimos uma aplicação que associa uma
função a uma série formal.
Determinamos sob quais condições tal aplicação é sobrejetora e sob quais ela é
injetora, possibilitando a ampliação do conceito de convergência e as aplicações da
teoria.
Além disso, mostramos como essa técnica pode ser usada para obter resultados
em equações diferenciais. Para isso, fazemos uma breve introdução de Equações
Diferenciais com uma variável complexa e introduzimos o conceito de Polígono de
Newton, ferramenta que permite obter a classe de Gevrey de uma solução formal.
Finalmente, encontramos condições para que a soma de uma solução formal de
uma equação diferencial seja uma solução clássica.
Palavras-chave: Equação de Euler, Desenvolvimento Assintótico, Classes de Ge-
vrey.
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Abstract
Jahnke, M. R. Euler Equation and Gevrey Asymptotic Analysis. 2013. 56
f. Dissertação (Mestrado) - Instituto de Matemática e Estatística, Universidade de
São Paulo, São Paulo, 2010.
In this work, we introduce the notion of Gevrey asymptotic expansion and we
show how the classical concept of a convergent power series can be generalized to
include the case in which the radius of convergence is zero. This technique can be
useful in situations where it is necessary to work with formal power series, as in the
study of Differential Equations.
We characterize the set of holomorphic functions which admit Gevrey asymptotic
expansion and we define in each Gevrey class a map that associates to function in
the class a formal series.
We determine under which conditions such a map is surjective and under which
it is injective, allowing the extension of the concept of convergence and applications
of the theory.
Furthermore, we show how this technique can be used to obtain results in Diffe-
rential Equations. For this, we briefly recall the theory of Differential Equations in
one complex variable and we introduce the concept of the Newton Polygon, a tool
that allows us to find the Gevrey class of a formal solution.
Finally, we find suficient conditions for the sum of a formal solution of a diffe-
rential equation to be a classical solution.
Keywords: Euler’s Equation, Asymptotic Development, Gevrey classes.
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Capítulo 1
Introdução
1.1 Breve revisão histórica
Em diversas áreas da Matemática, como Equações Diferenciais e Combinatória,
é comum assumir que a solução de um determinado problema é dada na forma de
uma série de potências. Em geral, é feita uma manipulação formal da série para
determinar uma expressão para os coeficientes.
Infelizmente, muitas vezes a série resultante não é convergente no sentido clássico,
isto é, o raio de convergência é zero. Existem diversas técnicas para tratar esse caso.
Um dos trabalhos mais antigos foi feito por Leibniz, que atribuiu à série
∑∞
k=0(−1)k
o valor 1/2.
Leibniz chegou a essa conclusão usando diversos argumentos, uns mais rigorosos
que outros. Um deles, mais próximo dos nossos padrões de rigor, é o que descreve-
remos a seguir.
Para |x| < 1, a função 1/(1 + x) pode ser representada pela série de potências
1
1 + x
= 1− x+ x2 − x3 + . . . .
Como o lado esquerdo da expressão acima está definido para x = 1, Leibniz
argumentou que pela “lei da continuidade” tem que valer
∞∑
k=0
(−1)k = 1
2
.
Essa abordagem foi formalizada e hoje é conhecida como “soma de Abel”. Se∑∞
k=0 ak é uma série tal que
∑∞
k=0 akz
k converge em um disco unitário, então pode-
mos dizer que essa série é Abel somável e definir sua soma como:
∞∑
k=0
ak
.
= lim
x→1−
0<x<1
∞∑
k=0
akx
k.
Para uma grande classe de séries divergentes, esse método surge naturalmente e
é bem adequado para tratar diversos problemas em Análise. Por exemplo, foi usando
técnicas assim que Euler foi capaz de descobrir a função Zeta de Riemann cem anos
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antes de Riemann.
Porém, esse método falha para séries cujas respectivas séries de potência possuem
raio de convergência zero, como a série fatorial
∞∑
k=0
(−1)kk!.
Euler, em [Eul46], chamou essas séries de séries divergentes por excelência e
atribuiu um valor à série fatorial, o que gerou muita polêmica na época.
As ideias de Euler para tratar esse tipo de problema foram geniais e deram frutos
em várias áreas de pesquisa.
Uma das ideias utilizadas foi transformar o problema de somar a série em um
problema de Equações Diferenciais. Euler transformou a série acima em uma série
formal,
fˆ(z) =
∞∑
k=0
(−1)kk!zk+1,
e observou que essa série satisfaz formalmente uma equação diferencial:
z2fˆ ′ + fˆ = z.
Hoje, a série é conhecida como Série de Euler e a equação diferencial como
Equação de Euler.
As ideias de Euler começaram a ser melhor entendidas depois do artigo de Borel
[Bor99], onde foi desenvolvida uma das ferramentas essenciais para somar séries
divergentes: a transformada de Borel. Esse trabalho também apresentou diversas
aplicações em Equações Diferenciais, entre elas a Equação de Euler.
Essas ideias foram combinadas com a teoria de Expansão Assintótica clássica.
Essa teoria foi desenvolvida por Poincaré em [PBB93] para trabalhar com soluções
formais de Equações Diferenciais Analíticas e relacioná-las com funções que são
soluções clássicas dessas equações.
No entanto, essa teoria tem um grande problema. Dada uma série formal, não
existe uma única função clássica relacionada a essa série. Para lidar com esse pro-
blema, Watson, em [Wat12], e Nevanlinna, [Nev21], introduziram o conceito de Ex-
pansão Assintótica de Gevrey.
Essa teoria ficou esquecida até que foi reintroduzida por Ramis, em [Ram78],
que desenvolveu sistematicamente a Análise Assintótica de Gevrey com Equações
Diferenciais Ordinárias no domínio complexo.
1.2 Apresentação deste trabalho
No primeiro capítulo deste trabalho, faremos uma reinterpretação da teoria de
Desenvolvimento Assintótico de Gevrey apresentada por Malgrange em [Mal95] e
por Balser em [Bal94].
A notação foi modificada e alguns resultados foram ligeiramente adaptados vi-
sando unificar os conceitos de ambas as fontes e simplificar a aplicação em Equações
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Diferenciais.
Introduziremos os conceitos de séries de Gevrey, relacionamos essas séries com
determinadas classes de funções holomorfas e finalmente introduzimos o conceito de
Análise Assintótica de Gevrey.
As séries de Gevrey são séries formais cujos coeficientes não crescem muito rapi-
damente. Nesse caso, é possível estender a noção de convergência e encontrar uma
soma, que é uma função holomorfa definida em um tipo especial de domínio.
Estudamos sob quais condições há uma única soma de uma dada série divergente.
Para encontrar tais condições, definimos uma aplicação especial, chamada aplicação
de Taylor, que relaciona séries de Gevrey a uma classe de funções.
Determinamos sob quais condições a aplicação de Taylor é injetora e sob quais
condições ela é sobrejetora. Tais resultados são obtidos usando o Lema de Watson,
uma das ferramentas mais importantes desta teoria e uma caracterização das séries
formais somáveis, obtida no mais importante teorema deste trabalho, o Teorema 5
da página 31.
No segundo capítulo, apresentaremos aplicações em Equações Diferenciais Ordi-
nárias. Antes disso, faremos uma breve introdução da teoria de Equações Diferenciais
Ordinárias em uma variável complexa.
Introduziremos uma ferramenta chamada Polígono de Newton, que nos ajuda a
determinar a classe de Gevrey de soluções formais de uma dada equação diferencial
e assim poder aplicar a teoria desenvolvida no primeiro capítulo.
Finalmente, provaremos o teorema que nos fornece condições para que uma série
formal de uma equação diferencial seja somável e que seja uma solução clássica do
problema estudado.
1.3 Outras aplicações
Além de aplicações em Equações Diferenciais Ordinárias, essas técnicas de soma-
bilidade de séries divergentes também tem sido aplicadas em Equações Diferenciais
Parciais.
Um dos primeiros trabalhos nessa direção foi feito com aplicações na Equação
do Calor, publicado por Lutz, D. A. and Miyake, M. and Schäfke, R em [LMS99].
Esse trabalho foi estendido no artigo de Balser, W. e Loday-Richaud, M. [BLR09].
Aplicações em casos mais gerais foram desenvolvidas no artigo de Balser [Bal04]
e de O¯uchi, S. [O¯uc02].
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Capítulo 2
Expansão assintótica de Gevrey
2.1 Motivação
Em diversas áreas da Matemática, como Equações Diferenciais e Combinatória,
é comum assumir que a solução de um determinado problema é dada na forma de
uma série de potências e fazer uma manipulação formal da série para determinar
uma expressão para os coeficientes.
Para exemplificar o uso de séries formais, consideremos o seguinte problema
trivial:
Exemplo 1 (Função exponencial). Queremos encontrar uma função holomorfa f ,
definida em uma vizinhança de 0, que satisfaz o seguinte problema de Cauchy:{
f ′ = f ;
f(0) = 1.
Supondo que f pode ser escrita como série de potências f(z) =
∑∞
k=0 akz
k, deri-
vando formalmente e substituindo na equação diferencial, temos
f ′(z) =
∞∑
k=1
kakz
k−1 = f(z) =
∞∑
k=0
akz
k,
que nos dá a relação entre os coeficientes da série: kak = ak−1, k ≥ 1.
Da condição inicial, segue que a0 = 1. Portanto, a1 = 1, a2 = 1/2, ..., ak = 1/k!.
Assim, temos uma expressão explícita da série de f ,
f(z) =
∞∑
k=0
zk
k!
,
que converge uniforme e absolutamente em qualquer compacto de C. Logo f é uma
função holomorfa definida em C.
A técnica apresentada acima funciona em diversas situações, mas infelizmente
possui limitações. Considere, por exemplo, o seguinte problema de Cauchy.
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Exemplo 2 (Equação de Euler). Queremos encontrar uma solução f , derivável
numa vizinhança de 0, que satisfaz a seguinte equação diferencial:{
z2f ′ + f = z;
f(0) = 0.
Supondo f(z) =
∑∞
k=0 akz
k e procedendo de maneira análoga ao exemplo ante-
rior, obtemos
z2f ′(z) + f(z) =
∞∑
k=1
kakz
k+1 +
∞∑
k=0
akz
k
= a0 + a1z +
∞∑
k=2
[(k − 1)ak−1 + ak] zk
= z.
Logo a0 = 0, a1 = 1 e, para k ≥ 2, ak = −(k−1)ak−1. Portanto ak = (−1)k−1(k−
1)! para k ≥ 1 e f pode ser escrita como
f(z) =
∞∑
k=1
(−1)k−1(k − 1)!zk.
Essa série é conhecida como Série de Euler. Observe que para z 6= 0 o termo geral
da série não vai a zero e portanto não é convergente em nenhum disco centrado na
origem. Logo, usando o conceito clássico de convergência de séries, não é possível
usar a série para definir a função f que procuramos.
Queremos expandir nosso conceito de convergência de séries de potências de
forma a obter uma “soma” das soluções formais, como a apresentada anteriormente,
que pode ser usada para entender melhor o problema estudado.
Mais precisamente, dada uma série formal fˆ(z) =
∑∞
k=0 akz
k/k!, queremos en-
contrar uma função f que possui fˆ como “série de Taylor”. Como a série não converge
absolutamente, não conseguiremos definir a função holomorficamente em uma vizi-
nhança da origem, então precisamos dizer em que tipo de domínio a função será
definida e em qual sentido fˆ será a série de Taylor desta função.
Além disso, pode não existir uma única função f que tem fˆ como série de Taylor.
Para ter algum controle sobre essa situação, precisamos colocar algumas restrições
sobre como os termos da série fˆ crescem.
2.2 Séries formais de Gevrey
Antes de dizer que tipo de controle precisamos ter das séries que trabalharemos,
vamos motivar nossa próxima definição com um exemplo.
Exemplo 3 (Estimativa de Cauchy). Suponha que a série
∑∞
k=0 akz
k converge ab-
solutamente no disco DR(0), com R > 0. Essa série define uma função f holomorfa
em DR(0), com ak = fk(0)/k!, para k = 0, 1, 2, ....
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Se 0 < r < R e z ∈ DR(0) for tal que Dr(z) ⊂ DR(0), podemos usar a Fórmula
Integral de Cauchy para obter
f (k)(z) =
k!
2pii
∫
|ξ−z|=r
f(ξ)
(ξ − z)k+1 dξ.
E vale a seguinte estimativa, conhecida como Estimativa de Cauchy:
|f (k)(z)| ≤ k! sup
|ξ−z|=r
|f(ξ)|
(
1
r
)k
.
Em particular, existem constantes M e C positivas tais que
|ak| ≤MCk, k ≥ 0. (2.1)
Queremos um controle parecido com o acima, mas permitindo que os termos ak
cresçam um pouco mais rapidamente. Isso nos motiva a seguinte definição.
Definição 1. Seja s ≥ 1. Uma série formal ∑∞k=0 akzk é dita série de Gevrey de
ordem s se existem constantes M,C > 0 tais que
|ak| ≤MCkk!s−1, k ≥ 0. (2.2)
Por brevidade, muitas vezes apenas diremos que a série é Gevrey-s. Denotamos por
C(s)[[z]] o conjunto das séries formais de Gevrey de ordem s.
Já possuímos alguns exemplos de séries de Gevrey. A série de Euler, que obti-
vemos no exemplo (2), é Gevrey de ordem 2. Vimos no exemplo (3) que toda série
absolutamente convergente é Gevrey de ordem 1.
Observação 1. A recíproca da última afirmação também é válida, ou seja, se fˆ(z) =∑∞
k=0 akz
k é Gevrey de ordem 1, então existem constantes positivas M,C tais que
vale (2.2). Se |z| < 1/C, então vale
∞∑
k=0
|ak| |z|k ≤
∞∑
k=0
M(C|z|)k ≤M 1
1− C|z| <∞.
Logo a série fˆ é convergente no disco D1/C(0). Provamos que C(1)[[z]] = C{z},
o conjunto das séries de potências que possuem raio de convergência positivo.
Nosso próximo resultado nos indica algumas operações que podemos fazer com
séries formais sem mudar a ordem das séries.
Proposição 1. O conjunto C(s)[[z]] é uma álgebra diferencial.
Demonstração. Sejam fˆ(z) =
∑∞
k=0 akz
k e gˆ =
∑∞
k=0 bkz
k ∈ C(s)[[z]]. SejamM,C >
0 tais que a desigualdade (2.2) vale para ak e bk. É trivial provar que, se λ ∈ C, então
λfˆ ∈ C(s)[[z]]. Também segue direto da Desigualdade Triangular que fˆ+gˆ ∈ C(s)[[z]].
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Vamos provar que fˆ gˆ ∈ C(s)[[z]]. Temos que fˆ gˆ =
∑∞
k=0
(∑k
l=0 albk−l
)
zk, por-
tanto ∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣ ≤
k∑
l=0
|al||bk−l|
≤
k∑
l=0
MC ll!s−1MCk−l(k − l)!s−1
= M2Ckk!s−1
k∑
l=0
(
k
l
)1−s
Usando que as desigualdades
(
k
l
)1−s ≤ 1 e k ≤ 2k valem para k ≥ 1 e l ≤ k,
temos que ∣∣∣∣∣
k∑
l=0
albk−l
∣∣∣∣∣ ≤ 2M2(2C)kk!s−1.
Logo fˆ gˆ ∈ C(s)[[z]].
Falta verificarmos que fˆ ′(z) =
∑∞
k=1 kakz
k−1 =
∑∞
k=0(k + 1)ak+1z
k .=
∑∞
k=0 ckz
k
é Gevrey-s. Usando que k ≤ 2k−1 e Ck ≤ C ′k−1, onde C ′ = supk≥2C
1
k−1C, temos
|ck| ≤ kMCkk!s−1
≤ 2k−1MC ′k−1(k − 1)!s−1(2k−1)s−1
= M(2sC ′)k−1(k − 1)!s−1.
Como queríamos.
2.3 Setores do plano complexo
Seja fˆ uma série de Gevrey de ordem s. Como vimos, no caso s = 1, fˆ define
uma função holomorfa em uma vizinhança da origem, logo pode ser tratado com a
teoria clássica de Análise Complexa. Nos focaremos no caso s > 1.
Nesse caso, como a série não converge, não conseguiremos definir uma função
holomorfa em uma vizinhança da origem que possui fˆ como série de Taylor. Mas
conseguimos definir uma função holomorfa f em um conjunto aberto do plano que
possui 0 como ponto de acumulação e, num sentido que ficará mais claro adiante, a
função f terá fˆ como “série de Taylor”. A seguir definimos em que tipo de domínio
a função f será definida.
Definição 2. Um setor (aberto) do plano complexo é um conjunto da forma
S = {z ∈ C : 0 < |z| < r, η < arg z < θ}
com −pi ≤ η < θ ≤ pi e r > 0.
Dizemos que α = θ − η é a abertura do setor e que ψ = η + α/2 é a direção do
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setor S. Também usamos a notação S(ψ, α, r) para representar o setor
S = {z ∈ C : 0 < |z| < r,−α/2 < arg z − ψ < α/2}
e S(ψ, α) para representar o setor de raio infinito.
Se S ′ é outro setor, dado por r′, η′, θ′, com 0 < r′ < r e η < η′ < θ′ < θ, dizemos
que S ′ está estritamente contido em S e escrevemos S ′ ⊂⊂ S.
O seguinte lema é um resultado muito simples que nos possibilita construir sub-
conjuntos de setores que facilitam a aplicação de ferramentas úteis, como a Fórmula
Integral de Cauchy, o Teorema da Desigualdade do Valor Médio e a obtenção de
algumas estimativas que vamos precisar.
Lema 1. Dado S ′ ⊂⊂ S, existe δ > 0 tal que o disco D(z, |z|δ) está estritamente
contido em S para todo z ∈ S ′.
Demonstração. Seja 0 < t < min{r′, 1}. Como {z ∈ S ′ : |z| = t} é compacto e está
contido em S, existe δ > 0 tal que, para todo z em S ′, com |z| = t, D(z, δ) ⊂ S.
Diminuindo δ, se necessário, podemos supor que r′(δ + 1) < r.
Seja w ∈ D(z, |z|δ). Vamos mostrar que w ∈ S.
Podemos escrever w = z + (w − z) e, multiplicando ambos os lados por t/|z|,
obtemos
tw
|z| =
tz
|z| +
t(w − z)
|z| .
Vamos primeiro ver qual é o argumento de w. Como | t(w−z)
z
| < tδ, segue que
tw
|z| ∈ D( tz|z| , tδ) ⊂ S. Logo, η < arg( tw|z| ) < θ e portanto η < arg(w) < θ.
Agora vamos estimar o módulo de w. Temos que |w| = |z+(w−z)| ≤ |z|+ |z|δ =
r′(1 + δ) < r.
Concluímos que w ∈ S.
Trabalharemos com funções cujas derivadas próximas da origem podem crescer
mais rapidamente que as estimativas de Cauchy e, portanto, não são holomorfas
em uma vizinhança de 0. Porém ainda precisamos de um certo controle do quão
rápido as derivadas podem crescer. Elas precisam crescer obedecendo estimativas de
Gevrey.
Definição 3. Para s ≥ 1, definimos O(s)(S) como o subespaço de O(S) formado
pelas f holomorfas em S que satisfazem a seguinte propriedade: para todo S ′ ⊂⊂ S,
existem constantes M,C > 0, que podem depender de S ′, tais que
|f (k)(z)| ≤MCkk!s, k ≥ 0, z ∈ S ′. (2.3)
Facilmente podemos verificar que, se s < s′, então O(s)(S) ⊂ O(s′)(S). A pró-
xima proposição nos dá algumas desigualdades equivalentes àquela vista em (2.3).
Essas novas estimativas simplificarão alguns cálculos que veremos no decorrer deste
trabalho.
Proposição 2. A estimativa (2.3) é equivalente às seguintes estimativas:
|f (k)(z)| ≤MCkkks, k ≥ 0, z ∈ S ′; (2.4)
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|f (k)(z)| ≤MCkΓ(1 + ks), k ≥ 0, z ∈ S ′. (2.5)
Em cada estimativa, C e M representam constantes adequadas.
Demonstração. Da desigualdade n! ≤ nn segue direto que (2.3) implica (2.4). Por
outro lado, como en ≥ nn/n!, temos que nn ≤ enn! e segue facilmente que (2.4)
implica (2.3).
Da fórmula de Stirling, sabemos que, para t > 0, vale tt ≤ etΓ(1 + t) e, snnsn ≤
esnΓ(1 + ns). Usando essa desigualdade temos que (2.4) implica (2.5). Finalmente,
usando novamente a fórmula de Stirling, obtemos, para t grande, que Γ(1 + t) ≤ tt.
Isso é suficiente para provarmos que (2.5) implica (2.4).
Vamos prosseguir com um lema que nos permitirá definir a noção de série de
Taylor, expandida a partir da origem, de funções definidas em setores.
Lema 2. Se f ∈ O(s)(S), então, para todo setor S ′ ⊂⊂ S, os limites
ak = lim
z→0
z∈S′
f (k)(z), k ≥ 0, (2.6)
existem e são independentes de S ′.
Demonstração. Para provarmos a existência do limite, vamos tomar arbitrariamente
uma sequência {zn} do subsetor S ′ ⊂⊂ S que converge para 0 e mostrar que a
sequência {f(zn)} é de Cauchy.
Para cada par m,n ∈ N, a Desigualdade do Valor Médio nos garante que vale a
seguinte estimativa:
|f (k)(zn)− f (k)(zm)| ≤ sup
S′
∣∣f (k+1)∣∣ |zn − zm|
≤MCk+1(k + 1)!s|zn − zm|.
Segue que a sequência {f(zn)} é de Cauchy.
Para verificarmos que o limite não depende da sequência {zn}, tomamos uma
outra sequência {wn} em um outro subsetor, S ′′, que também converge para 0 e
repetimos o argumento anterior. Isso é feito usando novamente a Desigualdade do
Valor Médio, mas considerando agora um subsetor suficientemente grande que con-
tém os subsetores S ′ e S ′′.
Observação 2. Combinando a proposição anterior e o lema anterior, obtemos es-
timativas semelhantes a (2.2).
Para s = 1, usando o lema anterior podemos definir uma série formal fˆ(z) =∑∞
k=0 akz
k!/k! com ak definidos como em (2.6). Claramente essa série é Gevrey-
1 e então, da observação (1) temos estimativas de Cauchy e f pode ser definida
holomorficamente em um disco centrado na origem. O caso que nos interessa é
aquele em que s > 1.
Como aqui trabalharemos com funções que não estão necessariamente definidas
na origem, o nome série de Taylor não é adequado. Vamos introduzir o conceito de
desenvolvimento assintótico.
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Definição 4. Seja f uma função holomorfa em S. Dizemos que a série formal
fˆ(z) =
∞∑
k=0
ak
k!
zk ∈ C[[z]]
é uma expansão assintótica de ordem s ≥ 1 da função f em S se, para todo
S ′ ⊂⊂ S, existem constantes M,C > 0 tais que∣∣∣∣∣f(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤MCnn!s−1|z|n, n ≥ 0, z ∈ S ′. (2.7)
Por brevidade, muitas vezes usaremos a seguinte notação
f ≈s fˆ em S.
A próxima proposição nos dá uma caracterização muito útil do conjunto O(s)(S)
que acabamos definir.
Proposição 3. Seja f uma função holomorfa em S. A função f pertence a O(s)(S)
se, e somente se, existe uma sequência de números complexos {ak} tal que a série
fˆ(z) =
∑∞
k=0 akz
k/k! é uma expansão assintótica de ordem s de f em S.
Demonstração. ( =⇒ ) Sejam f uma função satisfazendo (2.3) e S ′ ⊂⊂ S.
Para cada k ∈ N, seja ak definido como em (2.6). Usando a fórmula de Taylor
com z, z0 ∈ S ′, temos:∣∣∣∣∣f(z)−
n−1∑
k=0
f (k)(z0)
k!
(z − z0)k
∣∣∣∣∣ ≤
∣∣∣∣∫ 1
0
(1− t)n−1
(n− 1)! f
(n)(z0 + t(z − z0))(z − z0)n dt
∣∣∣∣
≤ |z − z0|
n
(n− 1)!
∫ 1
0
∣∣f (n)(z0 + t(z − z0))∣∣ dt
≤ MC
nn!s
(n− 1)! |z − z0|
n.
O resultado segue tomando o limite z0 → 0 em S ′.
( ⇐= ) Sejam S ′, S ′′ ⊂⊂ S setores satisfazendo S ′ ⊂⊂ S ′′ ⊂⊂ S e δ > 0 tal que,
para todo z ∈ S ′, D(z, δ|z|) ⊂ S ′′. Aplicando a Fórmula de Cauchy, temos:
f (n)(z) =
n!
2pii
∫
|z−ξ|=δ|z|
f(ξ)
(ξ − z)n+1 dξ
=
n!
2pii
∫
|z−ξ|=δ|z|
f(ξ)−∑n−1k=0 akξk/k!
(ξ − z)n+1 dξ.
Observemos que a última igualdade segue de:∫
|z−ξ|=δ|z|
∑n−1
k=0 akξ
k/k!
(ξ − z)n+1 dξ = 0.
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Sejam
∑∞
k=0 akz
k/k! uma expansão assintótica de ordem s de f eM,C constantes
positivas tais que (2.7) vale com S ′′ no lugar de S ′. Temos:
∣∣f (n)(z)∣∣ ≤ n!
(δ|z|)n sup|ξ−z|=δ|z|
∣∣∣∣∣f(ξ)−
n−1∑
k=0
ak
k!
ξk
∣∣∣∣∣
≤ n!
(δ|z|)n sup|ξ−z|=δ|z|MC
nn!s−1|ξ|n
≤MCn(1 + 1/δ)nn!s.
(2.8)
A proposição anterior nos dá uma espécie de dicionário, relacionando funções
holomorfas com séries que não são necessariamente convergentes.
Usando o lema (2), podemos definir a seguinte aplicação.
Definição 5. Definimos a aplicação de Taylor de classe s
T(s) : O(s)(S)→ C(s)[[z]],
por
T(s)(f) =
∞∑
k=0
akz
k/k!
com ak dados por (2.6).
Para aplicações, é importante que saibamos se operações como a soma, o produto
de duas funções e a derivação não muda o espaço em que as funções pertencem. Tais
resultados são garantidos pela proposição a seguir.
Proposição 4. O conjunto O(s)(S) munido da soma e do produto usuais é uma
álgebra sobre C fechada para a derivação.
Demonstração. Sejam f, g ∈ O(s)(S) e S ′ ⊂⊂ S um subsetor qualquer. Sejam também
M,C > 0 constantes tais que (2.7) vale para f e g.
Segue da Desigualdade Triangular que f + g ∈ O(s)(S). Vamos mostrar que
fg ∈ O(s)(S). Da regra de Leibniz, temos:
|(fg)(n)(z)| ≤
n∑
k=0
(
n
k
)
MCn−k(n− k)!sMCkk!s
= M2Cn
n∑
k=0
(
n
k
)
[(n− k)!k!]s
= M2Cnn!s
n∑
k=0
(
n
k
)1−s
.
O resultado segue usando que
(
n
k
)1−s ≤ 1 e que n ≤ 2n.
Resta-nos provar que f ′ ∈ O(s)(S).
|(f ′)n(z)| = |fn+1(z)| ≤MCn+1(n+ 1)!s ≤MCn+1(2s)n+1n!s, n ≥ 0, z ∈ S ′.
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Logo f ′ ∈ O(s)S. Como queríamos.
Agora que estabelecemos que O(s)(S) é uma álgebra fechada para as derivações,
podemos enunciar a seguinte proposição que será importante para aplicações.
Proposição 5. A aplicação de Taylor
T(s) : O(s)(S)→ C(s)[[z]]
é um homomorfismo de álgebras que comuta com as derivações.
A demonstração é simples e segue direto da definição.
2.4 O Lema de Watson
Vamos estudar a aplicação T(s) que definimos anteriormente. Veremos, mais espe-
cificamente, sob quais situações essa aplicação é injetora e sob quais ela é sobrejetora.
Encontrando condições necessárias para a injetividade da aplicação de Taylor,
temos também condições necessárias para que exista uma única soma da série. Por
outro lado, ao determinarmos condições para a não injetividade da aplicação, temos
condições suficientes para que a série não possua uma única soma.
Começaremos estudando a injetividade. Para isso, precisamos usar um resultado
importante e útil no estudo de Análise Assintótica: o Lema de Watson. Com ele,
conseguiremos encontrar condições necessárias para a aplicação T(s) ser injetora.
Lema 3 (de Watson). Sejam Ω = {z ∈ C; Re z > c} e f uma função holomorfa
em Ω. Se existem constantes positivas A e B tais que, para todo z em Ω, vale que
|f(z)| ≤ Ae−B|z|, então f é identicamente nula.
Demonstração. Como translações não mudam o decaimento exponencial da função
f , podemos supor que c < 0. Seja I o eixo imaginário de C.
Para cada t ∈ R, definimos
g(t)
.
=
∫
I
f(z)ezt dz = i
∫ ∞
−∞
f(ix)eixtdx.
Vamos provar que g é nula em R e usando Análise de Fourier, vamos concluir
que a função f é ser nula em I.
Para cada θ ∈ [−pi/2, pi/2], considere a curva
γθ(x)
.
= xeiθ, x ∈ [0,∞).
Podemos definir, para t ∈ R com Re(teiθ) = t cos(θ) < B, a função hθ dada pela
seguinte integral:
hθ(t)
.
=
∫
γθ
f(z)ezt dz =
∫ ∞
0
f(xeiθ)etxe
iθ
eiθ dx.
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É importante notarmos que, se w ∈ γθ, então |f(w)ewt| ≤ Ae−BxexRe(teiθ). Assim
a condição Re(teiθ) < B garante que a integral converge e a função hθ está bem
definida.
Vamos provar que, para quaisquer θ ∈ (0, pi/2) e t < B
cos θ
, temos hθ(t) = h−θ(t).
Como f(z)ezt é holomorfa em Ω, vale que
0 = −
∫
γθ,r
f(z)ezt dz +
∫
ψθ,r
f(z)ezt dz +
∫
γ−θ,r
f(z)eztdz,
onde γθ,r é a curva γθ restrita ao intervalo [0, r] e ψθ,r é o segmento de reta que
começa em γ−θ(r) e termina em γθ(r). Mais precisamente, para x ∈ [0, 1],
ψθ,r(x) = re
−iθ + x[reiθ − re−iθ] = r[cos θ + i sen θ(2x− 1)].
Como
hθ(t) = lim
r→∞
∫
γθ,r
f(z)ezt dz,
nos resta mostrar que
lim
r→∞
∫
ψθ,r
f(z)ezt dz = 0.
Valem as seguintes relações:
• Re(ψθ,r(x)) = r cos(θ);
• |ψθ,r(x)|2 = r2[cos2 θ + sen2 θ(2x− 1)2] ≤ r2; e
• ψ′θ,r(x) = i2r sen(θ).
Portanto ∣∣∣∣∣
∫
ψθ,r
f(z)eztdz
∣∣∣∣∣ =
∣∣∣∣∫ 1
0
f(ψθ,r(x))e
tψθ,r(x)ψ′θ,r(x) dx
∣∣∣∣
≤
∫ 1
0
Ae−B|ψθ,r(x)|etRe(ψθ,r(x))|ψ′θ,r(x)|dx
≤
∫ 1
0
Ae−Bretr cos θ2r dx
=Aer(t cos θ−B)2r.
Como t cos θ −B < 0, temos que limr→∞Aer(t cos θ−B)2r = 0 e segue que hθ(t) =
h−θ(t).
Para concluirmos que g é nula, basta mostrarmos que g(t) = hpi/2(t)− h−pi/2(t).
De fato, sejam t fixado e θ suficientemente próximo de pi/2 tal que t cos θ < B/2 .
Escrevendo w = xeiθ, vale que |w| = x e que
|f(w)ewt| ≤ Ae−B|w|et|w| cos θ = Aex(t cos θ−B) ≤ Ae−xB/2.
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Do Teorema da Convergência Dominada de Lebesgue, obtemos:
lim
θ→pi/2
hθ(t) = lim
θ→pi/2
∫ ∞
0
f(xeiθ)etxe
iθ
eiθ dx
=
∫ ∞
0
f(ix)etixidx.
Igualmente calculamos:
lim
θ→−pi/2
hθ(t) =
∫ ∞
0
f(xeiθ)etxe
iθ
eiθ dx
=
∫ ∞
0
−f(−ix)e−tixidx
= −
∫ 0
−∞
f(ix)etixidx.
Como hθ(t)− h−θ(t) = 0, chegamos à seguinte conclusão:
0 = lim
θ→pi/2
hθ(t)− h−θ(t)
= i
∫ ∞
0
f(ix)etix dx+ i
∫ 0
−∞
f(ix)etix dx
= g(t).
Agora vamos verificar que a função x 7−→ f(ix) está em S(R). De fato, dados
n,m ∈ N, temos que dn
dxn
f(ix) = f (n)(ix)in. Com ϕ(t) = reit, para t ∈ [0, 2pi] e
r = |c|/2, segue da Fórmula Integral de Cauchy:
|f (n)(ix)| =
∣∣∣∣ n!2pi
∫
ϕ
f(z)
(z − ix)n+1 dz
∣∣∣∣
≤ n!
2pirn
∫ 2pi
0
|f(ix+ reti)|dt
≤ n!
2pirn
∫ 2pi
0
Ae−B|ix+re
ti| dt
≤ n!
2pirn
∫ 2pi
0
Ae−B||x|−r| dt
=
n!Ae−B||x|−r|
rn
.
Vemos facilmente que:
sup
x∈R
∣∣∣∣xm dndxnf(ix)
∣∣∣∣ ≤ sup
x∈R
|x|mn!Ae
−B||x|−r|
rn
<∞.
Finalmente g = 0 implica que 1
2pi
∫∞
−∞ f(ix)e
ixt dx = 0. Como a transformada de
Fourier F : S→ S é uma bijeção, temos que f ≡ 0 em I. Como f é holomorfa, segue
que f ≡ 0 em Ω.
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Na literatura, é possível encontrar outras versões do Lema de Watson. Uma
delas, encontrada em [DSL12], é uma versão mais fraca, mas é uma bela aplicação
do Princípio do Máximo.
Lema 4. Seja S ⊂ C um semiplano e f uma função holomorfa em S ∩ U , onde U
é uma vizinhança aberta da origem. Suponhamos f se estende continuamente até a
borda de S perto da origem e que para qualquer λ ≥ λ0 vale:
|f(z)|eλ/|z| → 0 quando z → 0, z ∈ S.
Nessas condições, f ≡ 0.
Esse lema é uma consequência direta do Lema deWatson. De fato, como |f(z)|eλ0/|z| →
0 quando z → 0 em z ∈ S, existe uma constante C > 0 tal que |f(z)| ≤ Ce−λ0/|z|.
Portando, se definirmos g(z) = f(1/z) para z−1 ∈ S ∩ U , então a função g está nas
condições do Lema de Watson e segue que g ≡ 0. Logo f ≡ 0.
Demonstração. Como rotações e translações não alteram o decrescimento exponen-
cial, podemos assumir que S é o semiplano {z ∈ C : Re z > 0}. Sem perda de
generalidade, também podemos assumir que D = D1(0) ⊂ U .
Para λ ≥ λ0, definimos gλ(z) = f(z)eλ/z. Então gλ é holomorfa e contínua até a
borda de S. De fato, a afirmação pode ser verificada diretamente para z ∈ ∂S tais
que Im z 6= 0. Além disso, por hipótese temos∣∣f(z)eλ/z∣∣ = |f(z)| eReλ/z ≤ |f(z)| eλ/|z| → 0, quando z → 0,
então basta definir gλ(0) = 0.
DefinimosM .= maxz∈S∩D |f(z)|. Como gλ é holomorfa e contínua até a fronteira
de S ∩D, podemos aplicar o princípio do máximo e obter
max
z∈S∩D
gλ(z) = max
z∈∂(S∩D)
|gλ(z)| ≤Meλ, (2.9)
pois
∣∣eλ/z∣∣ = 1 para z ∈ ∂S e ∣∣eλ/z∣∣ ≤ eλ/|z| = eλ para z ∈ ∂D.
Se tomarmos, r ∈ R com 0 < r < 1/2, temos
|gλ(r)| = |f(r)|eReλ/r ≥ |f(r)|e2λ,
que combinado com (2.9), resulta em |f(r)|eλ ≤ M . Como λ pode ser tomado
arbitrariamente grande, temos que f(r) = 0 e assim f ≡ 0.
2.5 Estudo da Aplicação de Taylor
Usando o Lema de Watson conseguiremos provar a injetividade de T(s) em se-
tores suficientemente grandes. Mas antes de provar a injetividade, vamos primeiro
entender melhor o núcleo do operador T(s).
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Proposição 6. Sejam s > 1 e f ∈ O(s)(S). Temos f ∈ kerT(s) se, e só se, para
todo setor S ′ ⊂⊂ S, existem constantes B, b > 0 tais que
|f(z)| ≤ Be−b|z|−
1
s−1
, z ∈ S ′. (2.10)
Demonstração. ( =⇒ ) Se f ∈ kerT(s), os coeficientes da expansão assintótica de
f em S são todos nulos. Da proposição (3) segue que, para todo S ′ ⊂⊂ S, existem
constantes positivas M e C tais que
|f(z)| ≤MCnn!s−1|z|n, n ≥ 0, z ∈ S ′.
logo
|f(z)| ≤M min
n≥0
{Cnnn(s−1)|z|n}, z ∈ S ′.
Usando Cálculo Diferencial, vemos facilmente que o mínimo da função λ(t) =
(C|z|)ttt(s−1), para t > 0, é atingido em t0 = (C|z|)− 1s−1/e. Consequentemente,
escrevendo t∗0 = [t0] ou t∗0 = [t0] + 1, temos que
min
n≥0
{Cnnn(s−1)|z|n} = λ(t∗0) = et
∗
0 log(C|z|(t∗0)s−1).
Como t∗0 ≤ t0 + 1 e , na região
S ′′ =
{
z ∈ S ′ : |z| ≤ 1
es−1C
}
temos a estimativa t∗0 ≤ 2(C|z|)−
1
s−1/e.
Portanto, se z ∈ S ′′,
log
(
C|z|(t∗0)s−1
) ≤ log (2s−1/es−1) .= −a < 0.
Assim |f(z)| ≤Me−at∗0 . Como t∗0 ≥ t0−1, obtemos |f(z)| ≤Meae−at0 = M ′e−at0 .
Finalmente
|f(z)| = M ′e−a(C|z|)−
1
s−1 /e.
(⇐= ) Sejam S ′ ⊂⊂ S ′′ ⊂⊂ S e B, b > 0 constantes tais que vale (2.10). Se δ > 0
é tal que Dδ|z|(z) ⊂ S ′′, para todo z ∈ S ′, então podemos aplicar a Fórmula Integral
de Cauchy:
|f (k)(z)| ≤ k!
(δ|z|)k sup|ξ−z|=δ|z| |f(ξ)|
≤ k!
(δ|z|)k sup|ξ−z|=δ|z|Be
−b|ξ|− 1s−1
≤ k!
(δ|z|)kBe
−b[|z|(1−δ)]− 1s−1 .
Da estimativa acima, vemos que f (k)(z)→ 0 quando z → 0 em S ′. Portanto, do
lema (2), segue que f ∈ kerT(s).
Proposição 7. Se 1 < s < 3 e se o setor S tem abertura maior que (s− 1)pi, então
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a aplicação T(s) é injetora.
Demonstração. Sejam f ∈ kerT(s) e S ′ ⊂⊂ S com abertura maior que (s − 1)pi.
Podemos escrever S ′ = {z ∈ C : α′ < arg z < β′, 0 < |z| < R′} com β′−α′ > (s−1)pi.
Definindo
Ω
.
= {w ∈ C : |w| > 1/R′ 1s−1 , β′/(1− s) < argw < α′/(1− s)}
temos que α′/(1−s)−β′/(1−s) > (β′−α′)/(s−1) > pi. Logo Ω é simplesmente conexo
e contém um semiplano. Isso nos permite definir holomorficamente a aplicação w ∈
Ω 7→ w1−s ∈ S ′. Da proposição anterior vale a estimativa
|f(w)| ≤ Be−b|w|, w ∈ S ′.
Logo podemos aplicar o Lema de Watson à aplicação w ∈ S 7→ f(w1−s) e concluir
que f se anula identicamente.
2.5.1 Transformadas de Borel e Laplace
Vamos definir duas transformadas: a transformada de Borel e a transformada
de Laplace. Elas serão usadas não apenas para determinar se uma série formal é
somável, mas também para encontrar uma fórmula da “soma” da série.
Começaremos demonstrando um lema técnico:
Lema 5. Seja w ∈ C com Rew > 0. Para todo natural n e s > 0, vale a seguinte
igualdade:
1
wns
=
1
Γ(ns)
∫ ∞
0
tns−1e−tw dt.
Demonstração. Para w ∈ C, denotaremos por wR+ o conjunto
{z ∈ C : z = wx, x ∈ R+}.
Inicialmente notemos que∫ ∞
0
tns−1e−tw dt = w−ns
∫ ∞
0
(wt)ns−1e−tww dt
= w−ns
∫
wR+
zns−1e−z dz.
Basta mostrarmos que∫
wR+
zns−1e−z dz =
∫
R+
zns−1e−z dz.
Sejam αR(t) = wt e βR(t) = t definidas para t ∈ [1/R,R], com R > 1 e γR(t) =
Reit, para t ∈ [0, arg(w)]. Do Teorema de Cauchy, vale∫
βR+γR−αR−γ1/R
zns−1e−z dz = 0.
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Do Teorema da Convergência Dominada, obtemos∫
γR
zns−1e−z dz =
∫ argw
0
(Reit)ns−1e−Re
it
iReit dt −−−→
R→∞
0
e ∫
γ1/R
zns−1e−z dz =
∫ argw
0
(eit/R)ns−1e−e
it/Rieit/R dt −−−→
R→∞
0.
Logo
lim
R→∞
∫
βR
zns−1e−z dz = lim
R→∞
∫
αR
zns−1e−z dz
e concluímos a demonstração.
No exemplo a seguir vamos apresentar uma transformada (formal) de Borel e
ver como ela, em combinação com a transformada de Laplace, pode ser usada para
somar a série de Euler.
Exemplo 4. A série de Euler fˆ(z) =
∑∞
k=1(−1)k−1(k−1)!zk é de classe de Gevrey-
2. Portanto, se dividirmos cada coeficiente desta série por (k − 1)!, obtemos uma
série formal gˆ, que é Gevrey-1, isto é, uma função holomorfa
gˆ(z) =
∞∑
k=1
(−1)k−1zk = z
1 + z
, (2.11)
que está definida para todo z 6= −1. À série formal gˆ, damos o nome de transformada
formal de Borel de fˆ .
Para Re z > 0, definimos a função
f(z) =
∫ ∞
0
gˆ(t)
t
e−t/z dt =
∫ ∞
0
1
1 + t
e−t/z dt. (2.12)
Esta função f admite fˆ como expansão assintótica de ordem 2 em S(0, pi, r),
para qualquer r > 0.
De fato, derivando sob o sinal de integração, vemos que f é holomorfa em S.
Além disso, como
1
1 + t
=
n∑
k=1
(−1)k−1tk−1 + (−1)n t
n
1 + t
,
vale que∫ ∞
0
1
1 + t
e−t/z dt =
n−1∑
k=1
(−1)k−1
∫ ∞
0
tk−1e−t/z dt+ (−1)n
∫ ∞
0
tn
1 + t
e−t/z dt.
Da lema (5), temos ∫ ∞
0
tk−1e−t/z dt = (k − 1)!zk.
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Assim, para cada natural n ≥ 2, vale∫ ∞
0
1
1 + t
e−t/z dt−
n−1∑
k=1
(−1)(k − 1)!zk = (−1)n
∫ ∞
0
tn
1 + t
e−t/z dt.
Dado um subsetor S ′ ⊂⊂ S, tomemos δ > 0 tal que S ′′ ⊂ {z ∈ C : | arg z| <
pi/2− δ}. Para z ∈ S ′′, vale que ∣∣et/z∣∣ ≤ et sen δ/|z| e segue a estimativa∣∣∣∣∫ ∞
0
tn
1 + t
e−t/z dt
∣∣∣∣ ≤ ∫ ∞
0
tn
1 + t
e−t sen δ/|z| dt
≤
∫ ∞
0
tne−t sen δ/|z| dt
=
n!|z|n+1
(sen δ)n+1
,
com a última igualdade obtida usando novamente o lema (5). Como queríamos.
Como curiosidade, podemos encontrar no artigo de V.S. Varadarajan [Var07],
onde é exposto um pouco sobre o trabalho de Euler em séries infinitas, algumas
ideias de como Euler chegou à atribuição
∞∑
k=0
(−1)kk! = 0, 59637255 . . . .
Uma pergunta natural a se fazer é: qual é o valor da função definida em (2.12)
em 1? Usando integração numérica, obtemos∫ ∞
0
1
1 + t
e−t dt = 0, 59637255 . . . ,
que é um resultado impressionante dado que naquela época não havia nem uma
definição precisa do conceito de convergência.
Com base no exemplo acima, queremos usar as transformada de Laplace e de
Borel para estudar séries divergentes. Porém, serão necessárias algumas adaptações.
Observação 3. Na literatura, a série formal obtida em (2.11) é conhecida como
transformada de Borel formal, porém não usaremos essa definição. Precisamos fazer
modificações na transformada de Borel e na transformada de Laplace de acordo com
cada ordem de Gevrey.
Além disso, a transformada de Laplace usual possui a característica de diminuir
a ordem de polinômios, o que pode tornar as demonstrações um pouco mais compli-
cadas. Portanto, o que faremos a seguir é apresentar as transformadas de Borel e
transformada de Laplace adaptadas para as nossas necessidades.
A seguir, vamos definir uma classe de funções que serão importantes por dois
motivos: o primeiro é que a transformada de Laplace está bem definida nessa classe
de funções; o segundo é que, com essas funções, conseguiremos dar uma condição
necessária e suficiente para uma série formal ser somável.
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Definição 6. Sejam S um setor de raio infinito e f uma função holomorfa em
S\Dρ, para algum ρ ≥ 0. Dizemos que f tem crescimento exponencial de ordem
m > 0 em S se, para todo subsetor S ′ ⊂⊂ S, existem constantes positivas r, b, B, com
r > ρ, tais que
|f(z)| ≤ Beb|z|m , z ∈ S ′, |z| > r.
Agora estamos prontos para definir uma família de transformadas de Laplace.
Será importante definir uma transformada que será adequada para trabalhar com
cada classe de Gevrey.
Lema 6. Sejam S = S(θ, α) e f holomorfa e com crescimento exponencial de ordem
m em S. Para η satisfazendo |θ − η| < α, a integral∫ ∞eiη
0
f(u)e−(u/z)
m
mum−1 du, (2.13)
com a integração sendo feita na semirreta arg u = η, converge absolutamente no
aberto dado pela desigualdade
0 < b|z|m < cos[m(η − arg z)],
onde b > 0 é uma constante que depende de f e η. Nessa região, a função
g(z)
.
=
m
zm
∫ ∞eiη
0
f(u)e−(u/z)
m
um−1 du (2.14)
é holomorfa.
Demonstração. Primeiro vamos provar que a integral (2.13) converge absolutamente.
Como |θ − η| < α/2 e f tem crescimento exponencial de ordem m, existem
constantes positivas r, b e B tais que
|f(u)| ≤ Be b2 |u|m , arg u = η, |u| ≥ r.
Portanto, ainda considerando arg u = η e |u| ≥ r,∣∣f(u)e−(u/z)mmum−1∣∣ ≤ Be b2 |u|m−Re(u/z)mm|u|m−1
e, como
Re(u/z)m =
|u|m
|z|m cos[m(η − arg z)],
para z satisfazendo
b|z|m < cos[m(η − arg z)],
temos que∫ ∞
0
Be
b
2
tm−tm cos[m(η−arg z)]mtm−1 dt ≤
∫ ∞
0
Be−
b
2
tmmtm−1 dt <∞.
Logo a integral (2.13) converge absolutamente.
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A afirmação de que a função definida em (2.14) é holomorfa segue usando as
equações de Cauchy-Riemann e derivação sob o sinal de integração.
Observação 4. Uma pequena variação no parâmetro η não muda o valor da inte-
gral, mas apenas a região de convergência. Essa variação de η dá uma continuação
analítica de g, assim omitiremos o parâmetro η.
Definição 7. Nas mesmas condições do Lema 6, usamos a notação g = Lmf e
dizemos que g é a transformada de Laplace de índice m de f .
O próximo exemplo mostra o que acontece quando usamos transformada de
Laplace em polinômios. Como a transformada de Laplace é linear, precisamos apenas
calcular Lm em monômios.
Exemplo 5. Se f(z) = zλ, com Reλ > 0, então
(Lmf) (z) = Γ(1 + λ/m)z
λ.
De fato, para qualquer η ∈ R, temos
g(z) = z−m
∫ ∞
0
(teiη)λe−(te
iη/z)mm(teiη)m−1eiη dt
= zλ
∫ ∞
0
yλ/me−y dy
= zλΓ(1 + λ/m).
Na segunda igualdade usamos a mudança de variável y = (teiη)mz−m.
O exemplo anterior mostrou o efeito da transformada de Laplace em polinômios.
É natural questionar se é possível fazer o mesmo com séries, isto é, se aplicar a
transformada de Laplace em uma função definida por uma série é o mesmo que
aplicar a transformada termo a termo.
Como nem sempre podemos trocar o limite da soma com a transformada de
Laplace, definiremos uma transformada de Laplace formal e depois estudaremos
como a transformada de Laplace se relaciona com a transformada de Laplace formal.
Definição 8. Dada uma série formal fˆ(z) =
∑∞
n=0 anz
n, definimos a transfor-
mada de Laplace formal de índice m pela fórmula
Lˆm(fˆ)(z)
.
=
∞∑
n=0
anΓ(1 + n/m)z
n.
O próximo teorema é a primeira informação que temos sobre como a transfor-
mada de Laplace se relaciona com a transformada de Laplace formal.
Teorema 1. Sejam f holomorfa e de crescimento exponencial de ordem m em um
setor S = S(θ, α) e g = Lmf . Para s ≥ 1, suponhamos que
f ≈s fˆ em S,
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onde fˆ(z) =
∑∞
k=0 akz
k/k! ∈ C(s)[[z]].
Se definirmos s˜ = m−1 + s e tomarmos gˆ(z) = (Lˆmfˆ)(z) =
∑∞
k=0 bkz
k/k!, então,
para todo  > 0, existe ρ = ρ() > 0 tal que g é holomorfa em S = S(θ, α + pi(s −
1)− , ρ) e
g ≈s˜ gˆ em S.
Demonstração. Para um δ > 0, com δ < α, consideremos os setores Sδ = S(θ, α−δ)
e Sδ,1 = S(θ, α− δ, 1).
Como f tem crescimento exponencial de ordem de ordem m, existem constantes
positivas B e b tais que
|f(z)| ≤ Beb|z|m , z ∈ Sδ.
Como f ≈s fˆ em S, sabemos que fˆ é Gevrey-s, então existem constantes positivas
M e C tais que∣∣∣∣∣f(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤MCnΓ(1 + (s− 1)n)|z|n, z ∈ Sδ,1, n = 0, 1, 2, . . . ,
e ∣∣∣ak
k!
∣∣∣ ≤MCkΓ(1 + (s− 1)k), k = 0, 1, 2, . . . .
Como f tem crescimento exponencial, eventualmente aumentando as constantes
M e C, obtemos∣∣∣∣∣f(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤MCnΓ(1 + (s− 1)n)|z|n, z ∈ Sδ, n = 0, 1, 2, . . . ,
Temos que, para z satisfazendo b|z|m < cos[m(θ − arg z)], vale
Lm
{
f(u)−
n−1∑
k=0
ak
k!
uk
}
(z) = g(z)−
n−1∑
k=0
bk
k!
zk, n = 1, 2, . . . ,
portanto, dado  > 0, existe um ρ = ρ() > 0 tal que, se z ∈ S então b|z|m <
cos[m(θ − arg z)].
Logo, para z ∈ S∣∣∣∣∣g(z)−
n−1∑
k=0
bk
k!
zk
∣∣∣∣∣ ≤ m|z|m
∫ ∞
0
∣∣∣∣∣f(teiθ)−
n−1∑
k=0
ak
k!
(teiθ)k
∣∣∣∣∣ e−Re(teiθ/z)mtm−1 dt
≤MCnΓ(1 + (s− 1)n) m|z|m
∫ ∞
0
tne−t
m cos[m(θ−arg z)]/|z|mtm−1 dt
= MCn
( |z|
cos(θ − arg z)
)n
Γ(1 + (s− 1)n)Γ(1 + n/m).
A última igualdade é obtida usando a fórmula da transformada de Laplace calculada
em monômios.
Agora basta escolher δ <  e usar a Fórmula de Stirling que a demonstração está
concluída.
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A próxima proposição nos dá informações sobre o núcleo da transformada de
Laplace.
Proposição 8. Seja f uma função contínua em {u = reiθ : 0 ≤ r <∞}. Se existem
constantes positivas B, b e m tais que
|f(u)| ≤ Beb|u|m
e, se ∫ ∞eiθ
0
f(u)e−(u/z)
m
um−1 du = 0, (2.15)
para todo z satisfazendo
0 < b|z|m < cos(m[θ − arg z]),
então f = 0.
Demonstração. Como rotações não mudam o crescimento exponencial, podemos as-
sumir, sem perda de generalidade, que θ = 0.
Sabemos que (2.15) está definida e é holomorfa em
0 < b|z|m < cos(m[θ − arg z]).
Fazendo a mudança de variável v = um, a expressão acima pode ser escrita da
seguinte forma: ∫ ∞
0
f(v1/m)e−vz
−m
dv = 0. (2.16)
Escrevendo w = z−m, temos que a expressão acima está definida se
0 < b|w|−1 < cos(−m argw−1/m).
Denotando w = x + iy para x > 0, como −m argw−1/m = argw temos que
argw = arccos(x/(x2 + y2)1/2) e a expressão acima está definida para
0 <
b√
x2 + y2
<
x√
x2 + y2
,
isto é, para x > b.
Fixando x = b+ 1, a expressão (2.16) fica
0 =
∫ ∞
0
f(v1/m)e−v(b+1)−ivy dv = F{H(v)f(v1/m)e−v(b+1)}(y),
onde H é a função de Heaviside.
Como H(v)f(v1/m)e−v(b+1) está em L1(R) e a transformada de Fourier dessa
função é nula, podemos usar a transformada de Fourier Inversa, e concluir que a
função H(v)f(v1/m)e−vb se anula identicamente. Disso segue que f se anula em
R+.
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Agora vamos definir a transformada de Borel e a transformada de Borel formal.
Vamos ver que essa transformada é ideal para trabalhar com funções definidas em
setores de raio finito e que ela define uma função de crescimento exponencial definida
em um setor de raio infinito, que é exatamente o tipo de função que precisamos para
trabalhar com a transformada de Laplace.
Depois veremos que, eventualmente diminuindo o domínio de definição das fun-
ções, a transformada de Laplace e a transformada de Borel são uma inversa da
outra.
Suponha que m > 1/2 e defina γm(η) = γm(η, , R) a curva obtida percorrendo
no sentido anti-horário a fronteira do conjunto S(η, ( + pi)/m,R), onde R,  são
constantes positivas com  suficientemente pequeno para que (+ pi)/m < 2pi.
Definição 9. Sejam m > 1/2 e S = S(θ, α, ρ) um setor de abertura α maior que
pi/m. Escolhemos η,  e R tais que γm(η) esteja contida em S. Se f é holomorfa em
S e limitada na origem, podemos definir a transformada de Borel de índice m
de f por
(Bmf) (w)
.
=
m
2pii
∫
γm(η)
f(z)e(w/z)
m
z−1 dz, w ∈ S(η, /m). (2.17)
Observemos que do Teorema de Cauchy segue que a definição da transformada
de Borel não depende das escolhas de  e R, portanto esses valores serão omitidos.
Nos próximos resultados, em especial no Teorema 3, ficará claro que a transfor-
mada de Borel está bem definida.
Análogo ao que fizemos com a transformada de Laplace, podemos pensar em
qual seria o efeito de aplicar a transformada de Borel termo a termo a uma série.
Para a próxima definição precisamos de uma outra representação integral da
função Gamma, conhecida como fórmula de Hankel,
1
Γ(z)
=
i
2pi
∫
C
(−t)z−1e−t dt, (2.18)
onde C é o caminho que começa no “infinito” da reta real, contorna a origem no
sentido antihorário e depois volta ao ponto de origem.
Definição 10. Se f(z) = zλ, a fórmula de Hankel nos diz que
(Bmf)(u) =
uλ
Γ(1 + λ/m),
portanto, aplicando a transformada de Borel termo a termo a uma série formal
fˆ(z) =
∞∑
k=0
akz
k,
obtemos
(Bˆmfˆ)(z)
.
=
∞∑
n=0
ak
Γ(1 + k/m)
zk, (2.19)
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a transformada de Borel formal (de índice m) de fˆ .
Claramente a transformada de Borel formal é a inversa da transformada de La-
place formal. Essa é a primeira sugestão de que a transformada de Borel e a de
Laplace são uma inversa da outra.
Além disso, a série obtida da transformada de Borel é uma série convergente,
fato que provamos no lema a seguir.
Lema 7. Se fˆ ∈ C(s)[[z]] e m = (s− 1)−1, então Bˆmfˆ possui raio de convergência
positivo.
Demonstração. Suponhamos que fˆ(z) =
∑∞
k=0 akz
k/k!. Como fˆ é de classe s, exis-
tem constantes C,M > 0 tais que, para todo k, vale a estimativa
|ak|
k!
|t|k
Γ(1 + k/m))
≤MCkΓ(1 + (s− 1)k) |t|
k
Γ(1 + k/m)
= MCk|t|k.
Logo ∣∣∣Bmfˆ(t)∣∣∣ ≤ ∞∑
k=0
|ak|
k!
|t|k
Γ(1 + k/m)
≤M
∞∑
k=0
(C|t|)k,
que converge para |t| < 1/C.
Com as transformadas que construímos até agora, já podemos obter mais um
resultado importante para a Análise Assintótica de Gevrey. Conseguimos, sob certas
condições, dar uma expressão para uma “soma” de uma série.
Teorema 2. Sejam s ≥ 1, fˆ ∈ C(s)[[z]] e S = S(θ, α) um setor de abertura menor
ou igual a min{2pi, (s − 1)pi}. Nessas condições, existe uma função f ∈ O(s)(S) tal
que f ≈s fˆ em S.
Demonstração. Suponha que fˆ possa ser escrita como
fˆ(z) =
∞∑
n=0
an
n!
zn.
Queremos definir uma função holomorfa f ∈ O(s)(S) que tem fˆ como expansão
assintótica.
Por hipótese, temos que fˆ é Gevrey-s. Se s = 1, já sabemos que a série converge
e define uma função holomorfa em uma vizinhança da origem. Vamos considerar o
caso s > 1. Nesse caso, escrevendo m = (s−1)−1 e usando o lema anterior, sabemos
que a função
g(z) = (Bˆmfˆ)(z) =
∞∑
n=0
bn
n!
zn,
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é holomorfa, pois é definida por uma série que converge absolutamente em um disco
de raio positivo.
Para  > 0 e θ, o ângulo da reta que bissecta o setor S, se z é tal que cos[m(θ−
arg z)] ≥  e tomando ρ > 0 suficientemente pequeno, podemos definir
fρ(z) =
m
zm
∫ ρeiθ
0
g(u)e−(u/z)
m
um−1 du. (2.20)
A convergência da série que define g é absoluta no disco de raio ρ, portanto
vamos usar a seguinte expressão para fρ:
fρ(z) =
∞∑
k=0
bk
k!
m
zm
∫ ρeiθ
0
uke−(u/z)
m
um−1 du.
Vamos provar que fρ ≈s fˆ em S.
Sabemos que vale a seguinte igualdade:
n−1∑
k=0
ak
k!
zk =
m
zm
∫ ∞eiθ
0
n−1∑
k=0
bk
k!
uke−(u/z)
m
um−1 du.
Portanto, podemos escrever
fρ(z)−
n−1∑
k=0
ak
k!
zk =
∞∑
k=n
bk
k!
m
zm
∫ ρeiθ
0
uke−(u/z)
m
um−1 du
−
n−1∑
k=0
bk
k!
m
zm
∫ ∞(θ)
ρeiθ
uke−(u/z)
m
um−1 du
logo ∣∣∣∣∣fρ(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤
∞∑
k=n
|bk|
k!
m
|z|m
∫ ρ
0
rke−(r/|z|)
m
rm−1 dr
+
n−1∑
k=0
|bk|
k!
m
|z|m
∫ ∞
ρ
rke−(r/|z|)
m
rm−1 dr.
Fazendo a mudança de variável r 7→ ρr e usando que, para r ∈ [0, 1] e k =
n, n + 1, . . ., vale rk ≤ rn e que, r ∈ [1,∞) e k = 1, 2, . . . , n − 1, vale rk ≤ rn,
obtemos ∣∣∣∣∣fρ(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤
∞∑
k=0
|bk|
k!
ρk+m
m
|z|m
∫ ∞
0
rne−(ρr/|z|)
m
rm−1 dr
= M(−mρ−1|z|)nΓ(1 + n/m),
onde M =
∑∞
k=0
|bk|
k!
ρk+m <∞ pois a série é convergente.
Observação 5. Na demonstração acima, a função fρ está bem definida para qual-
quer ρ > 0 suficientemente pequeno. Como fˆ é Gevrey-s para s > 1, vale que g é
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não constante.
Dessa forma, sem perda de generalidade, podemos assumir que θ = 0 e que existe
um ρ > 0 pequeno tal que Re g(ρ) > 0.
Seja ρ′ > ρ tal que g(ρ′) está definida e g(r) não se anula para r ∈ (ρ, ρ′). Nessas
condições, temos que fρ 6= fρ′. De fato, basta notar que
Re
[
fρ
′
(1)− fρ(1)
]
= m
∫ ρ′
ρ
Re [g(r)] er
m
dr > 0.
Portanto, ainda não temos uma maneira canônica de “somar” uma série diver-
gente.
Exatamente como fizemos com a transformada de Laplace, queremos saber como
a transformada de Borel se relaciona com a transformada de Borel formal.
Teorema 3. Seja S = S(θ, α, ρ) um setor arbitrário e f holomorfa em S. Suponha
que fˆ(z) =
∑∞
n=0 anz
n/n! é uma expansão assintótica de ordem s > 1 de f em S.
Seja m > 1/2 satisfazendo α > pi/m de forma com que Bmf seja holomorfa em
S˜ = S(θ, α− pi/m). Definimos s˜ pela regra
s˜ =
{
s−m−1, se s−m−1 > 1;
1, se s−m−1 ≤ 1.
Então (Bmf) ≈s˜ (Bˆmfˆ) em S˜.
Demonstração. Tomando η suficientemente próximo de θ, podemos supor que γm(η)
está contida em um subsetor de S. Assim, existem constantes positivas M e C tais
que ∣∣∣∣∣f(z)−
n−1∑
k=0
ak
k!
zk
∣∣∣∣∣ ≤MCnn!s−1|z|n, z ∈ γ(η), n = 0, 1, 2 . . . .
Vamos dividir a curva γm(η) em três e estimar a integral da definição da trans-
formada de Borel em cada uma delas.
Sejam η1 = η− (+ pi)/(2m), η2 = η + (+ pi)/(2m). Para ψ = η1, η2, definimos
γψ(t)
.
= teiψ, para t ∈ (0, R).
Considere γR(t) = Reit, para t ∈ (η1, η2). Se u ∈ S(η, /(2m)), definimos
Iγ(u)
.
=
∫
γ
[
f(z)−
n−1∑
k=0
ak
k!
zk
]
e(u/z)
m
z−1 dz, γ = γη1 , γη2 , γR. (2.21)
Assim,
Bm
[
f(z)−
n−1∑
k=0
ak
k!
zk
]
(u) =
m
2pii
(Iη1 + IR − Iη2) (u).
Vamos começar fazendo a estimativa no arco.
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Temos que
|IR(u)| ≤ mRnMCnn!s−1
∫ η2
η1
eRe(u
m/(Reit)m) dt
≤ mRnMCnn!s−1(η2 − η1)e(|u|/R)m .
Para u fixado e n grande, podemos escolherR = |u|(n/m)−1/m, M˜ = mM(η2−η1)
e C˜ = Ce1/m. Assim
|IR(u)| ≤ M˜C˜nn!s−1|u|n(n/m)−n/m.
Agora vamos fazer a estimativa nas partes radiais.
Precisamos fazer a conta apenas para ψ = η1, pois a estimativa é análoga para
o caso ψ = η2.
Como η1 = η − (+ pi)/(2m) e −/(4m) < arg u− η < /(4m), temos que
pi/2 + /4 < m(arg u− η1) < pi/2 + 3/4
e, diminuindo  se necessário, existe c > 0 tal que, para x ∈ (pi/2 + /4, pi/2 + 3/4),
cos(x) < −c.
Com isso,
Re(u/z)m = (|u|/|z|)m cos [k(arg u− arg z)] < −c((|u|/|z|)m)
e obtemos a seguinte estimativa:
|Iψ(u)| ≤MCnn!s−1
∫ R
0
tn−1eRe(u
m/(teiψ)m) dt
≤MCnn!s−1
∫ R
0
tn−1e−c(|u|/t)
m
dt
≤MCnn!s−1
∫ R
0
tn−1e−c(|u|/t)
m
dt.
Fazendo a mudança de variável y = c(|u|/|z|)m, temos que∫ R
0
tn−1e−c(|u|/t)
m
dt = cn/m|u|mm−1
∫ ∞
cn/m
y−n/m−1e−y dy
≤ |u|nc−1(n/m)−n/m−1m−1
∫ ∞
0
e−y dy.
A demonstração pode ser facilmente concluída usando a Fórmula de Stirling.
Nos dois próximos teoremas provaremos a afirmação feita anteriormente de que
a transformada de Borel e a transformada de Laplace são inversas uma da outra.
Teorema 4. Com as mesmas notações do Teorema 3.
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Seja
g(u) = (Bmf)(u), u ∈ S˜.
Então g tem crescimento exponencial de ordem m em S˜ e Lmg é holomorfa em
Sˆ = S(θ, αˆ, ρˆ), com pi/m < αˆ < α e 0 < ρˆ ≤ ρ.
Além disso, vale que
f(z) = (Lmg)(z), z ∈ Sˆ.
Demonstração. Primeiro vamos verificar que g tem crescimento exponencial de or-
dem m.
Dividindo a curva γm em três partes e fazendo as estimativas exatamente como
fizemos na demonstração do teorema anterior, vemos claramente que a integral sobre
as partes radiais tendem para zero uniformemente quando u→∞ em S(η, /(2m)).
A integral sobre o arco claramente define uma função inteira que possui possui
crescimento exponencial de ordem m. De fato, a integral no arco é dada por
g1(u) =
1
2pii
∫
γR
f(z)e(u/z)
m
z−1 dz,
que claramente está definida para qualquer u ∈ C. Falta então verificar que essa
função tem crescimento exponencial de ordem m. Temos que
|g1(u)| ≤ R
2pi
∫ η2
η1
|f(Reit)|eRe(u/Reit)m dt
≤ e(|u|/R)m R
2pi
∫ η2
η1
|f(Reit)|dt.
Combinando essas informações, vemos que g(u) = (Bm)f(u) tem crescimento
exponencial de ordem m em S(η, /(2m)). Variando η concluímos que o mesmo vale
para S˜.
Vamos provar agora que f = Lmg.
Como ambas as funções são holomorfas em Sˆ, basta provar a igualdade para z
com arg z = θ e |z| suficientemente pequeno.
Temos que a seguinte integral converge:
Lm(Bmf)(z) =
m2
2piizm
∫ ∞(θ)
0
(∫
γm(θ)
f(w)e(u/w)
m
w−1 dw
)
e−(u/z)
m
um−1 du
Para trocar a ordem de integração, precisamos verificar as hipóteses do Teorema
de Fubini.
Observemos que para w nas regiões radiais vale que
|f(w)w−1um−1||e(u/w)m||e−(u/z)m| ≤ |f(w)w−1um−1|e−c|u/w|−|u/z|,
para algum c > 0, já que arg(u/z) = 0 e m arg(u/w) > (pi + )/2, para  > 0
pequeno.
Quando w está no arco, vale que cos(m arg(u/w)) ≤ 1 e |w| > |z|.
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Assim, temos
|f(w)w−1um−1||e(u/w)m||e−(u/z)m| ≤ |f(w)w−1um−1|e|u/w|−|u/z|.
Como |z| é pequeno, podemos primeiro integrar em u. Além disso, podemos
integrar em w, pois o caminho γθ(θ) é compacto.
Logo, podemos trocar a ordem de integração, obtendo:
Lm(Bmf)(z) =
m2
2piizm
∫
γm(θ)
f(w)
(∫ ∞(θ)
0
eu
m(w−m−z−m)um−1 du
)
w−1 dw
=
1
2piizm
∫
γm(θ)
wm−1f(w)
wm − zm dw.
A função Fz(w) = (wm−1f(w))/(wm−zm) possui, no interior de γm(θ), uma única
singularidade dada em w = z, que é um polo de ordem 1 e resíduo f(z)/m. Portanto,
basta aplicar o Teorema do Resíduo e a demonstração estará concluída.
Proposição 9. Nas mesmas condições do Teorema 1, a função Bmg é holomorfa
em S e f = Bmg em S.
Demonstração. Do Teorema 1 e do Teorema 3, temos que f˜ = Bmg é holomorfa em
S.
Usando o Teorema 4, sabemos que Lmf˜ = g = Lmf em um setor bissectado por
θ. E, usando a Proposição 8, obtemos que f = f˜ .
Finalmente temos condições necessárias e suficientes para que uma série formal
seja somável. É interessante observar aqui como o uso de funções com crescimento
exponencial é importante na caracterização.
Teorema 5. Seja s satisfazendo 1 < s < 3 e fˆ ∈ Cs[[z]]. Então, escrevendo m =
(s − 1)−1, segue que g(u) = (Bˆmfˆ)(u) é holomorfa em uma vizinhança da origem.
São equivalentes as seguintes afirmações:
1. Existem um setor S = S(θ, α, ρ), com α > (s− 1)pi, e uma função holomorfa
f ∈ O(s)(S) tal que f ≈s fˆ em S.
2. Existe um setor S˜ = S(θ, ) de raio infinito tal que g admite continuação
holomorfa em S˜ e possui crescimento exponencial de ordem m nesse conjunto.
Além disso, se qualquer um dos itens anteriores for verdadeiro, então f = Lmg e
portanto f é unicamente determinada por fˆ .
Demonstração. (1) =⇒ (2): Suponha que valem as condições do item 1. Do Teo-
rema 3, sabemos que Bmf está definida e é holomorfa em S(θ, ), onde  = α−pi/m).
Além disso, Bmf ≈1 Bˆmf em S(θ, ), isto é, g = Bˆmf é holomorfa em uma
vizinhança da origem e admite continuação holomorfa S(θ, ).
Usando o Teorema 4, sabemos que g tem crescimento exponencial de ordem m
em S(θ, ).
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(2) =⇒ (1): Suponha que valem as condições do item 2. Como g = Bˆmf em
uma vizinhança da origem, temos que g ≈1 Bˆmf . Usando o teorema 1, temos que
existem α > (s−1)pi e ρ > 0 tais que Lmg ≈s fˆ = LˆmBˆkgˆ em S(θ, α, ρ). Finalmente,
o teorema 4 garante que f = Lmg.
Observemos que como g é holomorfa, a série Bˆmfˆ está unicamente determinada
e, portanto, f também é unicamente determinada por fˆ .
O teorema anterior não apenas dá uma nova demonstração da injetividade da
Aplicação de Taylor para setores suficientemente grandes, como também dá uma
condição necessária e suficiente para que uma série seja somável.
Se provarmos que existe uma série formal que é Gevrey-s, mas que sua trans-
formada de Borel formal de ordem (s− 1)−1 não admite continuação holomorfa em
nenhum setor de raio infinito, então a série não pode ser somável. Construiremos
uma série com essa característica no próximo exemplo.
Exemplo 6. Seja s satisfazendo 1 < s < 3 e tomemos
fˆ(z) =
∞∑
k=0
Γ
[
1 + 2k(s− 1)] z2k .
Vale que fˆ ∈ C(s)[[z]] e, para m = (s− 1)−1, a função
g(z) = (Bˆmfˆ)(z) =
∞∑
k=0
z2
k
está definida e é holomorfa no disco unitário.
A função g claramente satisfaz a seguinte família de equações funcionais:
g(z) =
n−1∑
k=0
z2
k
+ g(z2
n
), n ≥ 1.
Tome zj,n = e2piij2
−n, para j, n ≥ 1. Observemos que, calculando g em rzj,n e usando
a equação funcional acima, obtemos
g(rzj,n) =
n−1∑
k=0
r2
k
e2piij2
k−n
+ g(r2
n
e2piij).
O que a expressão acima nos mostra é que, se existisse o limite
lim
r→1
g(rzj,n),
ele teria que ser igual a
n−1∑
k=0
e2piij2
k−n
+ g(1).
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No entanto, g não pode ser definida holomorficamente em 1. Assim, como a sequên-
cia {zj,n : j, n = 1, 2, ...} é densa no círculo unitário, segue que g não pode ser
holomorficamente continuada para fora do disco unitário.
Portanto, não vale o item 2 do teorema anterior para tal fˆ e, consequentemente,
também não vale o item 1.
Finalmente obtemos um dos teoremas mais importantes deste texto, que nos
dá informações precisas sobre a injetividade e sobrejetividade da transformada de
Taylor.
Teorema 6. Seja s > 1 e considere a aplicação de Taylor
T(s) : O(s)(S)→ C(s)[[z]]
definida em (5).
1. Se o setor S tiver abertura menor ou igual a min{(s − 1)pi, 2pi}, então T(s) é
sobrejetiva mas não é injetiva;
2. Se s < 3 e o setor S tiver abertura maior que (s− 1)pi, então a aplicação T(s)
não é sobrejetiva, mas é injetiva.
2.6 Relação com séries convergentes
Nesta seção estamos interessados em responder a seguinte questão: se aplicar-
mos as técnicas estudadas neste trabalho para somar séries divergentes a uma série
convergente, então a soma que encontramos é a mesma que o limite da série?
A resposta é sim. Começaremos provando um resultado que nos permite saber
sob quais condições podemos aplicar a teoria desenvolvida.
Proposição 10. Seja f(z) =
∑∞
k=0 akz
k/k! uma função inteira. Então f tem cres-
cimento exponencial de ordem 1 se, e somente se, a série
∑∞
k=0 akz
k tem raio de
convergência positivo e finito.
Demonstração. ( =⇒ ) Suponhamos que f tem crescimento exponencial de ordem
1. Então existem contantes positivas b e B tais que
|f(z)| ≤ Beb|z|, z ∈ C.
Usando a Fórmula de Cauchy, para R > 0, temos
ak =
k!
2pii
∫
|z|=R
f(z)
zk+1
dz, k = 1, 2, . . . ,
portanto vale a desigualdade:
|ak| ≤ k!Be
bR
Rk
.
Para cara k natural e R > 0, seja λk(R) = e
bR
Rk
. Usando Cálculo Diferencial,
sabemos que o mínimo dessa função é atingido em R = k/b e obtemos a seguinte
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desigualdade:
|ak| ≤ k!Be
kbk
k!
≤ B(eb)k.
Logo
∑∞
k=0 akz
k tem raio de convergência positivo e finito.
( ⇐= ) Suponhamos agora que ∑∞k=0 akzk tem raio de convergência positivo e
finito. Então existem constantes positivas M, C > 0 tais que
|ak| ≤MCk, k = 1, 2, . . . ,
portanto
|f(z)| =
∣∣∣∣∣
∞∑
k=1
ak
k!
zk
∣∣∣∣∣ ≤M
∞∑
k=0
(C|z|)k
k!
= MeC|z|.
Como queríamos.
Seja fˆ(z) =
∑∞
k=0 akz
k uma série com raio de convergência finito. Essa série
define uma função holomorfa f em uma vizinhança da origem.
Como C(s)[[z]] ⊂ C(s′)[[z]], se s < s′, então fˆ(z) ∈ C(2)[[z]]. Portanto podemos
tratar a série fˆ como se fosse Gevrey-2.
Tomemos g(z) = Bˆ1fˆ(z) a transformada de Borel de fˆ . Pela proposição anterior,
sabemos que g não só está definida em uma vizinhança da origem, como também
tem crescimento exponencial de ordem 1.
Podemos então aplicar a transformada de Laplace em g em qualquer direção
θ ∈ [−pi, pi] e obter uma soma de Borel da série f˜ definida em um setor bissectado
por θ com abertura maior que pi.
Agora, usando a injetividade da aplicação de Taylor, temos que f˜ é igual a f
nesse setor. Isto é, a função f˜ pode ser holomorficamente continuada para um aberto
contendo a origem. Portanto obtemos uma soma clássica da série.
O resultado acima pode então ser enunciado mais precisamente da seguinte
forma:
Proposição 11. Seja f(z) =
∑∞
k=0 akz
k uma série com raio de convergência finito.
Se definirmos g(z) =
∑∞
k=0 akz
k = Bˆ1f(z), então f é uma continuação holomorfa
da transformada de Laplace de g.
Esse último resultado confirma que, em um certo sentido, a teoria que desenvol-
vemos até aqui é uma generalização natural do conceito de convergência.
Capítulo 3
Equações Diferenciais Ordinárias
Neste capítulo, faremos aplicações em Equações Diferenciais Ordinárias.
Primeiro, vamos ilustrar que a Análise Assintótica de Gevrey se aplica em EDO.
Para isso, voltaremos à Equação de Euler e mostraremos que a soma da solução
formal vista no exemplo 4 é uma solução.
Como a teoria foi desenvolvida usando Análise Complexa, para fazermos aplica-
ções em Equações Diferencias Ordinárias definidas em domínios reais, conectaremos
as duas teorias enunciando alguns resultados de Equações Diferencias com domínios
no plano complexo.
Ao conectar a teoria de Equações Diferenciais com Análise Complexa, uma abor-
dagem natural é procurar soluções usando séries formais, porém, devido a existência
de pontos irregulares, conceito que definiremos a seguir, pode ser que a série não
convirja.
Portanto, para estudar a convergência, introduziremos o Polígono de Newton.
Com ele é possível calcular a classe de Gevrey de uma solução formal de uma equação
diferencial, o que nos permite aplicar os conceitos vistos no capítulo anterior.
Comecemos relembrando da equação e da série de Euler.
Exemplo 7. Vimos, no exemplo 2, que a série formal
fˆ(z) =
∞∑
k=1
(−1)k−1(k − 1)!zk
é uma solução formal da Equação de Euler{
z2f ′ + f = z;
f(0) = 0.
(3.1)
Além disso, no exemplo 4, encontramos uma função f que possui fˆ como expan-
são assintótica de ordem 2 no setor {z ∈ C : Im z > 0}.
A função f é dada pela seguinte expressão:
f(z) =
∫ ∞
0
1
1 + t
e−t/z dt, Re z > 0.
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Naturalmente surge a seguinte pergunta: a função f é uma solução da Equação
de Euler?
Para verificarmos, derivamos sob o sinal de integração,
f ′(z) =
1
z2
∫ ∞
0
t
1 + t
e−t/z dt,
e substituímos na equação
f(z) + z2f ′(z) =
∫ ∞
0
e−t/z dt = z.
Portanto, f é, de fato, uma solução da equação diferencial (3.1) em Re z > 0.
Nesse exemplo, foi possível facilmente ver que a soma é uma solução formal,
pois encontramos uma expressão explícita para ela. No entanto, isso nem sempre
acontece, como veremos nas aplicações a seguir. Nesses casos, as condições para a
injetividade da aplicação de Taylor serão fundamentais para determinar se a soma
é uma solução.
3.1 Equações Diferenciais Complexas
Nesta seção, introduziremos alguns conceitos de Equações Diferenciais Ordinárias
para fazer uma conexão com a teoria de Análise Complexa. Começamos apresen-
tando alguns resultados cujas demonstrações podem ser encontradas no capítulo X
do livro A Course of Modern Analysis de Whittaker and Watson, [WW96].
Consideraremos Equações Diferenciais Lineares de Segunda Ordem na forma
∂2zu+ p(z)∂zu+ q(z)u = 0, (3.2)
com p e q funções holomorfas em um aberto conexo Ω, exceto em um número finito
de polos.
Definição 11. Um ponto de Ω em que p e q são holomorfas é chamado de ponto
ordinário da equação. Outros pontos de Ω serão chamados de pontos singulares.
Se b ∈ Ω é um ponto ordinário da equação, como p e q são holomorfas em b,
existe r = r(b) > 0 tal que Dr(b) ⊂ Ω consiste apenas de pontos regulares.
Podemos enunciar o primeiro resultado.
Proposição 12. Sejam b um ponto ordinário da equação (3.2) e r > 0 tal que
Dr(b) ⊂ Ω possui apenas pontos ordinários. Nessas condições, dados z0, z1 ∈ C,
existe uma única solução holomorfa em Dr(b) tal que u(b) = z0, u′(b) = z1.
Sabendo que existe uma solução u de (3.2) que é holomorfa em Dr(b) e que
satisfaz u(b) = z0 e u′(b) = z1, com z0 e z1 números complexos dados arbitrariamente,
a maneira mais simples de encontrar tal solução é assumir que u(z) =
∑∞
k=0 ak(z −
b)k, substituir a série na equação diferencial e encontrar uma relação entre os termos
ak para k = 0, 1, 2, . . . .
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Definição 12. Suponhamos que c ∈ Ω é um ponto onde p ou q possuem polos e que
a ordem desses polos é tal que as funções (z− c)p, (z− c)2q são holomorfas em uma
vizinhança aberta de c. O ponto c será chamado de ponto regular. Os pontos em
que p ou q não satisfazem essa condição serão chamado de pontos irregulares.
Se c é um ponto regular, podemos reescrever a equação (3.2) da seguinte maneira:
(z − c)2∂2zu+ (z − c)P (z − c)∂zu+Q(z − c)u = 0, (3.3)
em que P e Q são funções holomorfas em c. Assim, para encontrar uma solução,
primeiro escrevemos a série formal
uˆ(z) = (z − c)α
{
1 +
∞∑
n=1
an(z − c)n
}
e, em seguida, substituímos na equação e determinamos as constantes α, a1, ..., an.
Resumindo, basta derivar formalmente e substituir na equação. Sob algumas
condições, conseguimos encontrar uma relação entre os termos ak. Com essa relação,
conseguimos provar que esses termos crescem obedecendo as estimativas de Cauchy,
e portando a série uˆ(z)/(z − c)α define uma função holomorfa em uma vizinhança
aberta do ponto c.
O procedimento gera uma solução e, em alguns casos, até duas soluções, mas
a presença de polos nos coeficientes impede que em geral encontremos um sistema
fundamental de soluções. De qualquer forma, temos o seguinte resultado:
Proposição 13. Se c é um ponto regular da equação diferencial (3.3), então existem
α e uma solução u da equação tal que u(z)/(z− c)α é holomorfa em uma vizinhança
aberta de c.
3.2 Polígono de Newton
Nos dois casos que verificamos acima, foi possível verificar que a equação possui
soluções holomorfas em determinados abertos de Ω. Porém, se tentarmos o mesmo
procedimento em pontos irregulares, podemos não encontrar uma série convergente.
Existe uma maneira simples de saber quando uma solução formal da equação
(3.2) é convergente e, caso não seja convergente, conseguimos garantir não só que
solução formal é uma série de Gevrey, como também conseguimos saber quais são
as possíveis ordens de Gevrey da série.
Embora nosso interesse seja principalmente estudar Equações Diferenciais Ordi-
nárias Lineares de Segunda Ordem, vamos enunciar algumas ferramentas que são
aplicáveis para equações diferenciais lineares em geral.
Seja P um operador diferencial linear de ordem n com coeficientes em C{z},
P = P (z, ∂z) =
n∑
j=0
cj(z)∂
j
z ,
onde cn ∈ C{z} é não nulo. Para cada função holomorfa cj, definimos oj como a
ordem da função cj em 0.
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Seja Q o segundo quadrante do plano R2. Definimos Q(x, y) = Q+ (x, y).
Definição 13. O polígono de Newton de P em 0, denotado por N(P ), é a en-
voltória convexa dos conjuntos Q(j, oj − j) para os j tais que cj 6= 0 em C{z}. Mais
precisamente,
N(P )
.
= ch
 n⋃
j=0, cj 6=0
Q(j, oj − j)
 .
Denotaremos por 0 = k0 < k1 < . . . < kl as inclinações dos lados de N(P ).
O teorema a seguir, que foi enunciado por J.P. Ramis em [Ram78], nos diz que
o Polígono de Newton nos dá uma “medida de irregularidade” do operador P .
Teorema 7. Seja uˆ(z) =
∑∞
j=0 ajz
j/j! ∈ C[[z]] tal que Puˆ = g ∈ C{z}. Então
existe um número racional s ≥ 1 tal que uˆ(z) ∈ C(s)[[z]], mas uˆ(z) /∈ C(s′)[[z]] para
nenhum s′ < s. O número s é da forma s = 1 + 1/k com k ∈ {k1, k2, ..., kl}, o
conjunto das inclinações positivas do Polígono de Newton de P .
Seguimos a convenção de que 1/∞ = 0, nesse caso s = 1 e a solução formal é
convergente.
Uma demonstração desse teorema pode ser encontrada em [Ram84]. Esse teorema
possui diversas generalizações que podem ser encontradas, junto de aplicações em
Sistemas Dinâmicos, em [Ram93].
Vejamos alguns exemplos:
Exemplo 8. Seja P o operador definido na equação (3.2). Supondo que 0 ∈ Ω e que
0 é um ponto ordinário desse operador, temos que as funções p e q são holomorfas
em 0, portanto a ordem delas, denotadas respectivamente por op e oq, em 0, é maior
ou igual a 0. Logo o polígono de Newton de P é a envoltória convexa do conjunto
Q(0, oq) ∪ Q(1, op − 1) ∪ Q(2,−2), ilustrada na figura 3.1.
Figura 3.1: Polígono de Newton do operador P, definido em (3.2). Nesse exemplo, oq e
op podem assumir qualquer inteiro não negativo. Para ilustrar, tomamos oq = op = 1.
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Como oq ≥ 0 e op − 1 ≥ −1, segue que N(P ) = Q(2,−2) e a única inclinação
positiva é k1 =∞. Portanto, de acordo com o teorema anterior, as soluções formais
desse sistema são convergentes em uma vizinhança da origem.
Exemplo 9. Supondo que 0 ∈ Ω, consideremos agora P o operador definido em 3.3
com c = 0. Como P e Q são holomorfas em 0, supondo P 6= 0, se denotarmos por
oP a ordem de zP (z) em 0 e por oQ a ordem de Q em 0, temos que o polígono de
Newton de P é a envoltória convexa do conjunto Q(0, oQ) ∪ Q(1, oP − 1) ∪ Q(2, 0),
ilustrada na figura 3.2.
Figura 3.2: Polígono de Newton do operador P, definido em (3.3). Nesse exemplo, oQ ≥ 0
e oP ≥ 1. Para ilustrar, tomamos oQ = 1 e oP = 3.
Como oP ≥ 1 e oQ ≥ 0, temos que N(P ) = Q(2, 0) e novamente uma solução
formal desse sistema converge em uma vizinhança aberta da origem.
Os exemplos anteriores nos mostram que o Teorema (7) é uma generalização da
Proposição (12) e da Proposição (13).
Motivados pela Equação de Euler, chamaremos de Operador de Euler o seguinte
operador: P = z2∂z + 1.
Exemplo 10. O Polígono de Newton do operador de Euler é a envoltória convexa
do conjunto Q(0, 0) ∪ Q(1, 1), ilustrado na figura 3.3.
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Figura 3.3: Polígono de Newton do operador de Euler.
Portanto, as soluções formais desse operador serão Gevrey-2 ou Gevrey-1.
No exemplo 7, vimos que a solução formal da equação diferencial Puˆ = z é
Gevrey-2. Facilmente conseguimos ver que a solução formal do problema Puˆ = 1 é
uˆ = 1, que é claramente holomorfa, e portanto Gevrey-1.
Para demonstrar o Teorema 7, é necessário usar ferramentas e técnicas que estão
além dos objetivos deste trabalho. No entanto, podemos provar que o teorema vale
para o Operador de Euler. A demonstração pode ser feita usando apenas técnicas
elementares.
Proposição 14. Seja P = z2∂z + 1 o Operador de Euler. Suponha que fˆ ∈ C[[z]]
é uma série formal tal que P fˆ = g, onde g ∈ C{z}. Então, ou fˆ ∈ C{z}, ou
fˆ ∈ C(2)[[z]] e fˆ /∈ C(s)[[z]] para nenhum s < 2.
Antes de demonstrar esse resultado, vamos provar o seguinte lema que nos dá
uma condição suficiente para que a classe de Gevrey de uma série formal seja ótima.
Lema 8. Suponha que fˆ(z) =
∑∞
k=0 akz
k ∈ C(s)[[z]] seja tal que
∑∞
k=0 akz
k/k!s−1
tem raio de convergência finito. Então não existe s′ < s tal que fˆ(z) ∈ C(s′)[[z]].
Demonstração. Por hipótese a série
∑∞
k=0 akz
k/k!s−1 tem raio de convergência R ∈
(0,∞). Sabemos que
1
R
= lim sup
k→∞
k
√
|ak|
k!s−1
.
Se tivéssemos fˆ(z) ∈ C(s′)[[z]], então a série
∑∞
k=0 akz
k/k!s
′−1 também seria
convergente. Vamos mostrar que esse não é o caso.
Vamos calcular o raio de convergência. Temos
k
√
|ak|
k!s′−1
=
k
√
|ak|
k!s−1
k!s−s′ =
k
√
|ak|
k!s−1
k
√
k!s−s′ .
3.2 POLÍGONO DE NEWTON 41
Como lim supk→∞
k
√
k!s−s′ =∞ e R é finito, segue que
lim sup
k→∞
k
√
|ak|
k!s′−1
=
1
R
∞ =∞.
Provamos que o raio de convergência de
∑∞
k=0 akz
k/k!s
′−1 é 0 e portanto não vale
fˆ(z) ∈ C(s′)[[z]]. Como queríamos.
Demonstração da Proposição 14. Escrevendo fˆ(z) =
∑∞
k=0 akz
k, g(z) =
∑∞
k=0 bkz
k
e procedendo como usualmente, facilmente conseguimos ver que a equação:
z2∂zfˆ + fˆ = gˆ
é equivalente ao seguinte sistemas de equações:
a0 = b0
a1 = b1
a1 + a2 = b2
...
nan + an+1 = bn+1
...
Para n ≥ 1, multiplicamos a n-ésima linha do sistema acima por
(−1)n−1
(n− 1)!
e obtemos outro sistema equivalente de equações:
a0 = b0
−a1 = −b1
a1 + a2 = b2
...
(−1)n+1an+1
n!
= −
(
b1 − b2 + . . .+ (−1)
nbn+1
n!
)
...
(3.4)
Como g ∈ C{z}, existem constantes M, C > 0 tais que
|bk| ≤MCk, k = 1, 2, . . . ,
portanto ∣∣∣∣b1 − b2 + . . .+ (−1)nbn+1n!
∣∣∣∣ ≤MCeC
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e claramente fˆ ∈ C(2)[[z]].
Agora vamos tentar responder a seguinte pergunta: será que fˆ ∈ C(s)[[z]] para
algum s satisfazendo 1 ≤ s < 2?
Como
∑
bkz
k/k! é uma função inteira, podemos definir
α(g) = b1 − b2 + . . .+ (−1)
nbn+1
n!
+ . . . .
Precisamos tratar duas possibilidades: α(g) 6= 0 e α(g) = 0.
Suponhamos α(g) 6= 0. Nesse caso, o termo geral ak da série fˆ não tende a zero
quando k →∞, portanto a série ∑∞k=0 ak/k! não converge.
Assim concluímos que a série
∑∞
k=0 akz
k/k! tem raio de convergência finito.
Usando o lema anterior, concluímos que não existe s < 2 tal que
∑∞
k=0 akz
k ∈
C(s)[[z]].
Suponhamos α(g) = 0. Nesse caso,
(−1)nan
(n− 1)! =
(−1)nan
(n− 1)! + α(g)
=
(−1)nbn+1
n!
+
(−1)n+1bn+2
(n+ 1)!
+ . . .
e obtemos a seguinte expressão para an:
an =
bn+1
n
− bn+2
n(n+ 1)
+
bn+3
n(n+ 1)(n+ 2)
− . . . .
Como g ∈ C{z}, existem constantes positivas M, C tais |bn| ≤MCn e portanto
|an| ≤
∞∑
k=1
|bn+k|
n(n+ 1) . . . (n+ k − 1)
≤MCn
∞∑
k=0
Ck
n(n+ 1) . . . (n+ k − 1) .
Do teste da razão, sabemos que a série
∞∑
k=1
Ck
n(n+ 1) . . . (n+ k − 1)
.
= cn, n = 1, 2, . . .
converge.
Além disso, cn ≥ cn+1 e vale a desigualdade:
|an| ≤ c1MCn, n = 1, 2, . . . .
Assim fˆ é uma função holomorfa.
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3.3 Equações Diferenciais Reais
Nesta seção, veremos como a Análise Assintótica pode ser usada para obter
soluções de Equações Diferenciais em R.
Sejam p, q e f funções em C{t}, com t real, e consideremos a seguinte equação:
t2
d2
dt2
u+ p(t)
d
dt
u+ q(t)u = f. (3.5)
Como p, q e f são definidas por séries convergentes em uma vizinhança de 0,
podemos passar o problema para uma variável complexa. Por simplicidade, repre-
sentaremos por p, q e f as extensões holomorfas dessas funções. Temos então uma
equação na forma já considerada nas seções anteriores:
z2∂2zu+ p∂zu+ qu = f.
Se p e q se anularem em t = 0 de ordem maior ou igual a 2, podemos considerar o
caso homogêneo dessa equação e, usando a Proposição 12, conseguimos um sistema
fundamental de soluções.
Restringindo essas soluções a um intervalo de R, temos um sistema fundamental
de soluções da equação diferencial real, portanto, basta usar o método da variação
dos parâmetros para obter a solução que procuramos.
Mas, se estivermos em um caso mais geral, por exemplo, se, em z = 0, p tiver um
zero de ordem 1 e q tiver um zero de ordem 0, estamos nas condições da Proposição
13. Assim, eventualmente, podemos não conseguir um sistema fundamental do caso
homogêneo, portanto pode ser que não encontremos uma solução holomorfa do caso
não homogêneo.
Apesar disso, em alguns casos, conseguimos, usando Análise Assintótica de Ge-
vrey, encontrar uma solução do caso real definida em um intervalo aberto que contém
0 e que é analítica em todo o intervalo, exceto em 0.
Antes de formalizarmos a afirmação acima, vamos provar o seguinte resultado:
Teorema 8. Seja P = P (z, ∂z) um operador diferencial linear com coeficientes
holomorfos em uma vizinhança de 0. Suponhamos que uˆ ∈ C(s)[[z]], com 1 < s < 3,
satisfaz Puˆ = f ∈ C{z}. Se g = Bˆ(s−1)−1uˆ se estende holomorficamente e com
crescimento exponencial de no máximo (s − 1)−1 a um setor S(θ, ), para algum
θ ∈ [−pi, pi] e algum  > 0, então existe uma função u ∈ O(s)(S), S = S(θ, α, ρ),
α > (s− 1)pi tal que u ≈s uˆ em S e vale que Pu = f .
Demonstração. Como g se estende holomorficamente, com decrescimento exponen-
cial de no máximo (s − 1)−1, ao setor S(θ, ), o Teorema 5 garante que existe
u ∈ O(s)(S) satisfazendo u ≈s uˆ. Além disso, a Proposição 5 garante que Pu ≈s Puˆ.
Observemos que Puˆ = f em um disco de raio r > 0, que denotamos por Dr(0).
Isso é equivalente a dizer que f ≈1 Puˆ em S˜ = S ∩ Dr, logo também vale que
f ≈s Puˆ em S˜.
Portanto T(s)(Pu) = T(s)(f). Como a abertura de S˜ é igual a abertura de S, que
é maior que (s− 1)pi, temos que a aplicação de Taylor é injetiva e assim Pu = f em
S˜. Logo Pu = f em S.
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Finalmente, podemos mostrar como a teoria que estudamos pode ser usada para
obter resultados em Equações Diferenciais Reais. Vamos considerar um exemplo e
depois enunciaremos o resultado.
Exemplo 11. Considere agora o problema z2∂zu+ iu = iz. Com um procedimento
análogo ao que fizemos para tratar a Equação de Euler, encontramos uma solução
formal desse problema na forma
uˆ(z) =
∞∑
k=1
ik−1(k − 1)!zk
e vemos que uˆ é expansão assintótica de ordem 2 da função
u(z) =
∫ ∞
0
1
1− ite
−t/z dt.
Essa função pode ser estendida holomorficamente ao aberto Ω = C\{ri : r ≤ 0}.
Usando o teorema anterior, sabemos que ela é solução da EDO em todo esse aberto.
Observemos que, dado um subsetor S ⊂⊂ Ω que contém R\{0}, do Lema 2 sa-
bemos que podemos estender continuamente u e todas as suas derivadas para 0.
Portanto, u restrita a R\{0} pode ser suavemente estendida a R e essa extensão é
uma solução em R de:  t2
d
dt
u(t) + iu(t) = ix;
u(0) = 0.
Agora podemos enunciar o seguinte corolário do teorema anterior.
Corolário 1. Seja P = P (t, d/ dt) um operador diferencial linear com coeficientes
analíticos. Suponha que a versão complexificada do operador P = P (z, ∂z) esteja
nas condições da teorema anterior. Suponha ainda que o setor em que a função g
se prolonga seja S(pi/2, ). Nessas condições, além de a função u satisfazer Pu = f
em um aberto do plano complexo, a restrição de u a S(pi/2, α, ρ)∩R e todas as suas
derivadas se estendem até 0. Essa restrição de u estendida até 0 é uma solução real
de P (t, d/ dt).
Demonstração. Resta apenas mostrar que a solução se estende suavemente até a
origem. Para isso, basta aplicar o Lema 2.
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