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Abstrakt  
Diplomová práce se zabývá problematikou využití umělé inteligence a 
neuronových sítí na burze kovů. Popisuje teoretické základy finančních trhů, různé 
metody analýz a umělou inteligenci. Hlavní důraz je kladen na vytvoření funkčních 
modelů v programu Matlab, které budou predikovat budoucí hodnoty časové řady. 
Součástí práce je popis firmy, pro kterou je návrh modelů neuronových sítí pro podporu 
jejího rozhodování vytvářen.  
 
Abstract 
This master thesis deals with issues connected with using artificial intelligence 
in metal exchange. It describes theoretical bases of financial markets, various methods 
of analyses and artificial intelligence. Main accent is put on creating functional models 
in Matlab program which will predicate incoming values of time series. Part of the 
thesis is description of company, for which are those models of neural networks for 
supporting decision making created.  
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Úvod 
 
V dnešní době, kdy vyspělost technických zařízení a veškerý technický pokrok 
určují směr vývoje společnosti, jsou peníze na prvním místě. Ať už se jedná o 
jednotlivce nebo o společnost, snaha o maximální zisk je stejná. Každý by rád ovlivnil, 
jakým směrem se budou jeho finanční prostředky vyvíjet. 
 
 Při obchodování na finančních trzích můžeme využít sofistikovaných programů 
a algoritmů, které nám s případným rozhodováním, při určování vývoje daného trhu, 
mohou pomoci. Jedná se o využití umělé inteligence na trzích nebo burzách. 
 
Tato práce se bude zabývat využitím umělé inteligence, konkrétně neuronových 
sítí na burze kovů. Hlavním cílem této práce bude navržení takových modelů 
neuronových sítí, které by pomohly společnosti zabývající se výkupem a prodejem 
kovového odpadu s rozhodováním, kdy se vyplatí počkat s prodejem dané suroviny a 
kdy naopak surovinu prodat dřív, než na trhu cena klesne. Nejprve budou uvedena 
teoretická východiska, ze kterých bude práce vycházet. Poté si popíšeme firmu, se 
kterou při tvorbě diplomové práce spolupracuji. Zanalyzujeme si problém určování ceny 
při výkupu a prodeji surovin. Poslední kapitolou této práce bude vytvoření modelů 
neuronových sítí, jejich vyhodnocení, popis možných přínosů i rizik využívání těchto 
modelů.  
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1 Cíl práce, metody a postupy 
1.1 Cíl práce 
Cílem této práce je tvorba modelů neuronových sítí pro predikci ceny mědi na 
burze kovů a jejich využití při obchodování s touto komoditou. Případně možnost 
investic s tímto kovem spojených. 
 
1.2 Metody a postupy 
Práce je věnována vytvoření funkčního modelu neuronové sítě v programovém 
prostředí Matlab. Modely neuronových sítí budou navrženy pomocí toolboxu Neural 
network time series tool. Vypracování bude probíhat v následujících krocích: 
• Shromáždění a nastudování teoretických informací 
• Analýza firmy, pro kterou jsou modely navrhovány a analýza konkrétního 
problému 
• Získání dat časové řady 
• Vytvoření modelů neuronových sítí a jejich testování  
• Porovnání modelů 
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2 Teoretická východiska práce 
V této kapitole budou v první části definovány finanční trhy, v další části se 
podíváme na možné techniky analýzy těchto trhů. Závěrečná část bude pojednávat o 
umělé inteligenci, která je jednou z nejvyužívanějších metod pro predikci na námi 
zvoleném trhu. Výsledkem této kapitoly by mělo být načerpání teoretických znalostí 
z oblasti ekonomiky a informatiky, ze kterých bude vycházet kapitola s návrhy řešení. 
 
2.1 Finanční trhy 
Finanční trhy jsou jedním ze základních kamenů finančního systému a jsou 
nezbytnou součástí tržní ekonomiky (1). Na finančním trhu se mění peněžní úspory na 
finanční investice. Předpokladem fungování trhu, je existence subjektů, které nabízejí a 
subjektů, které mají zájem o nákup (2). Finanční trhy lze rozdělit podle různých 
hledisek, nejužívanějším členěním je podle druhů finančních nástrojů, se kterými se na 
daném finančním trhu obchoduje: 
 
2.1.1 Členění finančního trhu 
Finanční trhy můžeme dělit podle různých kritérií: 
Podle způsobu spojení účastníků: 
• Přímé – nedostatkové subjekty získávají přímo od přebytkových subjektů. 
• Nepřímé – mezi subjekty vstupují zprostředkovatelé (2). 
 
Podle předmětu obchodování: 
• Trh s cizími měnami – je možné rozdělit na dva základní segmenty: 
o Trhy devizové – bezhotovostní 
o Trhy valutové - hotovostní 
• Peněžní trh – typickou vlastností je krátká doba splatnosti. Nejvýznamnější 
funkcí je financování provozního kapitálu podniků a poskytování krátkodobých 
půjček. Další funkcí je i poskytování financí pro spekulativní nákupy (cenné 
papíry, komodity). 
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• Kapitálový trh – je trhem dlouhodobých finančních investic. Prostřednictvím 
kapitálového trhu jsou obchodovány cenné papíry, ale i poskytovány 
dlouhodobé úvěry. 
• Trh drahých kovů – za nejdůležitější jsou považovány trhy zlata a stříbra. 
Nejvýznamnějšími účastníky jsou obchodní banky (3). 
 
Obrázek 1: Finanční trh podle předmětu obchodování  
(Zdroj: převzato z 3) 
 
Podle času: 
• Peněžní trh – trh s krátkodobými nástroji. 
• Kapitálový trh – trh s dlouhodobými nástroji (3). 
 
Podle opakovanosti obchodu (poprvé nebo už někdy dříve) 
• Primární trh – cenný papír je prodán prvnímu majiteli. 
• Sekundární trh – trh zahrnující všechny další obchody s daným cenným 
papírem (2). 
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Podle organizovanosti 
• Organizovaný – například burza cenných papírů. 
• Neorganizovaný – tzv. OTC (over the counter) – obchod přes přepážku (2). 
 
Existuje i mnoho dalších klasifikací finančních trhů – okamžité, termínové, veřejné, 
neveřejné, burzovní, mimoburzovní (1). Burze bude věnována další podkapitola. 
 
2.1.2 Funkce finančního trhu 
Funkcí finančních trhů je přemisťování volných prostředků mezi skupinami, kde 
jedna má nedostatek a druhá má přebytek finančních prostředků. Konkrétní formy 
mohou být například: 
• Funkce cenotvorná – umožňuje střet nabídky a poptávky na finančních trzích, 
stává se zdrojem informací pro emitenty a investory, význam má i pro 
makroekonomické subjekty (např. vlády států). 
• Funkce alokační – spočívá ve výběru formy finanční investice z pohledu její 
likvidity, výnosnosti a rizika. 
• Funkce depozitní – souvisí s vkládáním volných peněžních prostředků do 
nástrojů finančních trhů přebytkovým subjektům (2). 
 
2.2 Zvolený trh obchodování 
Pro svou diplomovou práci jsem si zvolil burzu kovů, protože práce je 
vykonávána ve spolupráci s firmou zabývající se výkupem šrotu. Konkrétním trhem 
tedy bude Londýnská burza kovů (LME – London Metal Exchange), na této burze budu 
sledovat a predikovat cenu mědi (copper). Firmy obchodující s barevnými kovy určují 
ceny výkupu a prodeje právě podle Londýnské burzy kovů (4). 
 
Stejně jako ostatní průmyslové trhy, tak i trh se šrotem a barevnými kovy je 
v tržní ekonomice řízen nabídkou a poptávkou. Počátky „šrotařského“ trhu tedy 
určování výkupních cen se datují od roku 1571, kdy byla otevřena královská burza 
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v Londýně. Zpočátku se obchodovalo pouze s mědí, ale později v roce 1920 bylo do 
burzovního prodeje zahrnuto několik dalších barevných kovů (4). 
 
Londýnská burza (LME) je světovým centrem pro průmyslové kovy, jejich 
obchodování a řízení rizik. Je zde realizováno více než 80% celosvětových obchodů 
s neželeznými kovy. Ceny zjištěné na Londýnské burze jsou používány pro globální 
srovnání (5). 
 
LME je jediná burza v Evropě, na které se obchoduje stále klasickým 
vyvoláváním (obchodníci sedí do kruhu a volají objednávky). Do roku 2012 byla 
vlastněna subjekty (obchodníky a bankami), které na ní obchodovaly. V roce 2012 byla 
odkoupena Hongkongskou burzou (4) 
 
2.3 Grafy 
Obchodníci používají dvě hlavní proměnné, které do obchodu vstupují. Objem, 
který ukazuje množství obchodů konajících se v určitý den a cenu, která může být 
reprezentována takto: 
• Open – otevírací cena, za kterou proběhl první obchod a to v libovolném 
časovém rámci 
• Close – zavírací cena 
• High – nejvyšší cena dosažená v daném období 
• Low – nejnižší dosažená cena 
 
Obvykle grafy používají všechny čtyři parametry ceny s různými styly znázornění. 
Následující podkapitola popisuje nejdůležitější tři typy (6). 
 
2.3.1 Sloupcový graf 
Tento graf je jedním z nejpoužívanějších. Na obrázku níže můžeme vidět příklad 
denního sloupcového grafu. V tomto případě vidíme, že sloupek představuje cenové 
rozpětí za den. V grafu je patrné zobrazení výše zmíněných typů cen (Open, Close, 
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High, Low). Při zapisování grafu je zvykem otevírací cenu znázornit jak „tic“ na levé 
straně sloupku a zavírací cenu jako „tic“ na pravé straně sloupku (6).  
 
Obrázek 2: Sloupcový graf  
(Zdroj: převzato z 6) 
 
2.3.2 Svíčkový graf 
Jedná se o japonskou verzi sloupcového grafu. Svíčka grafu zaznamenává stejně 
jako sloupcový graf všechny čtyři typy cen (Open, Close, High, Low). Liší se tedy 
pouze vizuální prezentací. Barva svíčky je určena vztahem mezi cenami Open a Close. 
Bílá svíčka je pozitivní (cena Open je nižší než cena Close). Černá svíčka negativní 
(cena Open je vyšší než cena Close) (6). 
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Obrázek 3: Svíčkový graf  
(Zdroj: upraveno dle 7) 
2.3.3 Spojnicový graf 
Ve spojnicovém grafu je vykreslena pouze uzavírací cena pro každý den 
obchodování. Většina obchodníků totiž věří, že uzavírací cena je nejdůležitější z celého 
dne (6). 
 
Obrázek 4: Spojnicový graf  
(Zdroj: převzato z 6) 
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2.4 Druhy analýz  
Existuje více druhů analýz, které mohou obchodníci na burzách využívat. Každý 
obchodník si vybere ty, které mu nejvíce vyhovují a věří jim. V podkapitolách si 
uvedeme základní rozdělení analýz a jejich popis. 
 
2.4.1 Časové řady 
Časová řada znamená posloupnost hodnot v závislosti na čase. Hodnotu v čase 
t=1 označujeme X1, hodnotu v čase t=2 označujeme jako X2 atd. a hodnotu v t=N 
označujeme jako XN, kde N je celkový počet hodnot časové řady. Matematicky tedy 
můžeme časovou řadu vyjádřit jako vektor X = (X1, X2, …, XN). Pro potřeby predikce 
upřesníme, že hodnota XN je poslední známou hodnotou časové řady a bude odpovídat 
současnosti. Hodnota XN+1 bude první hodnota predikce a hodnota XN+2 bude druhou 
hodnotou predikce. U časových řad je interval mezi měřeními téměř konstantní. Interval 
se pohybuje v rozmezí minuty, hodiny, dne, týdne, měsíce, roku nebo jejich násobcích. 
V ekonomii se v této souvislosti mluví o časových řadách velmi vysokých (minuty), 
vysokých (hodiny), středních (dny), nízkých (týdny) a velmi nízkých (měsíce a roky) 
(8). 
  
Časovou řadu si lze představit jako složeninu dvou složek stochastické a 
deterministické, která se dělí do dalších podsložek (8). Více na obrázku. 
 
Obrázek 5: Složky časové řady  
(Zdroj: převzato z 9) 
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Predikce je proces, který začíná před událostí (výpočet predikce), probíhá při 
procesu (korekce predikce) a končí po události (vyhodnocení predikce). Prvním krokem 
při predikci časových řad je specifikace daného predikčního problému, je nutné získat 
přesnou představu o veličinách predikce, o všech dostupných datech. Velice důležité je 
vyhodnocení kvality predikčního modelu, to se provádí na základě znalosti skutečných 
a predikovaných hodnot. Pro posouzení se používají různá kritéria (MSE, MAE, 
MAPE) (9). 
 
2.4.2 Technická analýza 
Technická analýza nám pomáhá určit ten nejlepší čas na koupi nebo prodej aktiv 
(komodity, akcie, atd.). Pro určování budoucího trendu využívá analýzu minulých cen a 
souvisejících ukazatelů. Technický analytik se zaměřuje výhradně na cenový graf a jeho 
tvar i různé indikátory. Tyto pomocné indikátory a obrazce jsou konstruovány na 
základě minulých cen a objemu uskutečněných obchodů. Jejich smyslem je pomoci 
obchodníkovi se včas rozhodnout a maximalizovat tak svůj zisk (10). 
 
Technická analýza nám pomáhá odhalit, kdy je komodita levná a vyplatí se 
nakupovat a kdy předražená a vyplatí se prodávat. Dále pomáhá odhalit trendy, při 
kterých se nesnažíme uskutečnit nejvýhodnější nákup nebo prodej, ale snažíme se 
zachytit převládající trend a z něj tak profitovat (10). 
 
Analytici zkoumají dvě základní části patterny (obrazce) a indikátory. Patterny 
jsou obrazce v grafu daného aktiva, které naznačují pravděpodobný budoucí vývoj ceny. 
Nejsou stoprocentně spolehlivé. Příkladem mohou být např. Hlava a ramena, Obrácená 
hlava a ramena, Dvojitý vrchol, Trojúhelníková formace, Kulaté dno, Supporty, 
Rezistance, Trendové čáry atd.(10). 
 
Indikátory jsou vzorce, jejichž výpočtem získáváme informace o aktivech, zda 
jsou překoupené nebo přeprodané. Dále změnu směru ceny, což může znamenat nový 
trend. Technické indikátory jde zobrazit graficky. Příkladem indikátorů může být: 
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Momentum, MACD (Moving Average Covergence), RSI (Relative Strength Index), 
Bollinger bands, Klouzavé průměry, atd. (10). 
2.4.3 Fundamentální analýza 
Fundamentální analýza je jeden z nejstarších způsobů jak určit budoucí trend 
akcie, komodity, měny nebo indexu. Pomocí fundamentální analýzy se snažíme určit 
vnitřní hodnotu instrumentu a tím se snažit najít nadhodnocené nebo podhodnocené 
instrumenty. Makroekonomické údaje se prezentují podle harmonogramu, který je 
předem připravený informační agenturou společně s prognózami ukazatelů. Pokud se 
ukazatel nijak významně neodchyluje, zřejmě se nic zásadního nestane, pokud ovšem 
budou publikované údaje zásadně odlišné, trh pravděpodobně zareaguje nervózně a 
investorovi, který správně odhadl hodnotu ukazatele, se naskytne možnost zisku (11). 
 
Investor se musí rozhodnout, zda už trh v cenách zohlednil jím předvídané údaje 
nebo ne. Publikování všeobecně známé informace nebude mít na trh vliv, vzhledem 
k tomu, že už byla v kurzu zohledněna. Informace má hodnotu pouze, pokud není 
známá nebo očekávaná (11). 
 
Cenu určujeme podle vnějších faktorů a ukazatelů jako je: HDP, inflace, 
úrokové sazby, výsledky společnosti, očekávání nové technologie, stavy zásob. 
Nejdůležitější je odhadnout, v který okamžik tyto zprávy zapůsobí. Ovšem většina 
těchto informací už je zahrnuta v ceně (11).  
 
2.4.4 Psychologická analýza 
Při psychologické analýze zkoumáme investora tedy člověka a zjišťujeme, co ho 
vede k tomu nakupovat nebo prodávat. Předmětem je tedy člověk a všechny faktory, 
které ovlivňují jeho chování, což je velmi obtížné skoro až nemožné určit (12). 
 
Pro potřeby tradera jsou pak některé nálady převedeny do různých indikátorů, které 
se snaží napovědět, v jakém rozpoložení se trh nachází. Jedná se o: 
• Put-Call ratio – je poměrem objemu zobchodovaných Put i Call opcí 
v jednotlivých dnech. Při rostoucím trhu je obchodovaný objem větší u Call opcí 
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a z toho vyplývá, že P/C Ratio klesá. Při klesajícím je větší objem Put opcí a 
indikátor roste. 
• VIX – Index volatility (index strachu), je počítán z Call a Put opcí na CBOE. 
Pohyb trhu a VIXu jsou opačné, když trh stoupá, VIX klesá a naopak. 
• Short Interest – indikátor poskytující přehled o množství akcií, které jsou 
v pozici short. Teorie říká Short Interest vysoký, je možné očekávat nárůst. 
• Odd lot Theory – většina menších obchodníků se mýlí a jsou na špatné straně 
trhu. Proto považujeme extrémy v této aktivitě za varování a můžeme očekávat 
krátkodobé zastavení současného trendu nebo jeho korekci (13). 
 
2.5 Umělá inteligence 
Inteligence v obecném pojetí znamená schopnost učit se a být schopen řešit 
intuitivně problém, kterému jsem vystavený. Umělá inteligence je vědní obor, jenž 
využívá stroje nebo výpočetní techniku k simulaci a inteligentnímu řešení problémů. 
Tento obor se snaží napodobovat schéma lidského chování, vyhodnocování situací, 
analýzu podnětů a případně jinou činnost. Původní snahou umělé inteligence bylo 
zaměření se na zkopírování lidského umu a jeho zdokonalení (14).  
Do této části patří i neuronové sítě, těm je však věnována následující podkapitola. 
 
2.5.1 Genetické algoritmy 
Genetické algoritmy je vhodné použít tam, kde řešení úloh z praxe 
systematickým prozkoumáváním trvalo téměř nekonečně dlouho. Realizace genetických 
algoritmů v počítačích se začala objevovat v 70. letech 20. století a je spojena se jmény 
J. Holland a D. Goldberg. Teprve v nedávné době došlo k rozšíření aplikací genetických 
algoritmů v oblasti řízení firem (8). 
 
V terminologii genetických algoritmů se vyskytuje několik pojmů z genetiky, 
které je třeba znát. Chromozom se skládá ze sekvenčně uspořádaných genů. Každý gen 
řídí dědičnost jednoho nebo více znaků a jeho pozice v chromozomu se nazývá locus. 
Chromozom představuje genotyp a informace zakódovaná v chromozomu má název 
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fenotyp. Většina genetických algoritmů pracuje s původní prezentací chromozomu 
pomocí nul a jedniček např. 01001110. Tyto binární řetězce představují zakódovaná 
čísla (parametry optimalizované funkce). Pro manipulaci s chromozomy bylo navrženo 
několik operátorů. Nejčastěji používanými jsou selekce (selection), křížení (crossover) a 
mutace (station) (9). 
  
Nejprve se vytvoří počáteční populace m chromozomů a pak se tato populace 
mění pomocí genetických operátorů tak dlouho, dokud není proces ukončen (např. 
počtem cyklů). 
 
Obrázek 6: Proces reprodukce  
(Zdroj: převzato z 8) 
 
Počáteční generace se většinou získá náhodným generováním. Proces 
reprodukce, který se opakuje, nazýváme epochou evoluce populace a představuje 
uvedené tři kroky: selekce, mutace, křížení (8). 
 
2.5.2 Fuzzy logika 
Teorie množin definuje množinu jako soubor prvků určitých vlastností. Prvek 
v teorii množin má tedy pouze dva stavy (0 a 1), to znamená, do množiny patří nebo 
nepatří (8). 
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L. Zadeh roku 1965 definoval teorii fuzzy množin a fuzzy logiky, kde se 
stanovuje, jak hodně prvek do množiny patří nebo nepatří. Proměnná X a její příslušnost 
k množině se značí µ(x) a je definována v rozmezí  0 - 1 (0 – úplné nečlenství a 1 – 
úplné členství). Fuzzy logika měří jistotu nebo nejistotu prvku v množině. Pomocí fuzzy 
logiky můžeme najít řešení pro daný případ z pravidel, která byla použita pro obdobné 
případy. Metoda fuzzy logiky se využívá např. v oblasti řízení firem, kromě těchto 
aplikací se můžeme setkat s různými kombinovanými systémy (9). 
 
Proces zpracování obsahuje tři základní kroky: fuzifikace, fuzzy interference, 
defuzzifikace. 
 
Obrázek 7: Proces zpracování  
(Zdroj: převzato z 9) 
 
První krok znamená převedení reálných proměnných a na jazykové (vychází ze 
základního jazyka např. riziko může mít atributy: nízké, střední, vysoké, velmi vysoké). 
Stupeň členství je vyjádřen matematickou funkcí (členské funkce) (9). 
Obrázek 8: Charakteristiky členských funkcí  
(Zdroj: převzato z 9) 
 
Druhým krokem je definování chování systému pomocí pravidel typu <Když>, 
<Potom> na jazykové úrovni. V těchto algoritmech se nachází podmínkové věty 
vyhodnocující stav proměnné, tyto věty mají známou formu z programovacích jazyků. 
Výsledkem fuzzy interference je jazyková proměnná (9). Příklad: 
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<Když>Vstupa<A>Vstupb….Vstupx<A>Vstupy….<Potom>Výstup1<S váhou>z 
Obrázek 9: Příklad jazykové proměnné  
(Zdroj: převzato z 9) 
 
Ve třetím kroku převádíme výsledek fuzzy interference na reálné hodnoty. 
Cílem defuzzifikace je, aby převedená fuzzy hodnota vstupní proměnné co nejlépe 
odpovídala výsledku fuzzy výpočtu (8). 
 
2.5.3 Teorie chaosu 
Vznikla v technických vědách, kde popisuje chování nelineárních systémů, které 
se jeví jako systémy řízené náhodnými jevy, ale přesto mají nějaký řád. Lineární model 
popisuje skutečný systém pouze v případě, že je lineární, pokud tomu tak není, model 
bude představovat systém jen za ideálních podmínek a po krátkou dobu. V ekonomice 
mají procesy nelineární charakter. Pokud je v systému nelineární dynamika, může 
systém generovat výsledky, které vypadají náhodně, ale ty mohou zahrnovat trvalejší 
trendy nebo cykly (9). 
 
V této souvislosti můžeme mluvit o dvou kategoriích a to řádu a nahodilosti, jsou 
si protikladem. Některé jevy můžeme vidět jako náhodné, ale při bližším zkoumání 
zjistíme, že mají určitý vnitřní řád. Např. ekonomika se může nacházet ve stavu 
s různou mírou nahodilosti, řádu a chaosu (9). 
 
S chaosem souvisí tzv. atraktor, což je stavová veličina definující rovnováhu 
systému, jenž musí být nehybný ve své rovnováze. Druhy traktoru jsou: 
• Bodový – rovnováhu představuje bod 
• Cyklický – rovnováhu představuje limitní cyklus 
• Chaotický – tzv. dynamická rovnováha, nejedná se o bod ani cyklus, ale o 
oblast, v níž je dosahováno dynamické rovnováhy. 
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Chaotický atraktor si můžeme v ekonomickém systému představit jako oblast 
stability tvořenou pásmem mezi vnitřní a vnější elipsou, v němž se nachází trajektorie 
systému, která není nikdy stejná (8).  
 
2.6 Neuronové sítě 
Cílem této podkapitoly bude porozumění neuronovým sítím a jejich 
implementaci, toto je nutné pochopit pro vytváření modelů. 
 
Neuronové sítě jsou nedokonalý model myšlení lidského mozku. Neuronové sítě 
můžeme označovat termínem „černá skříňka“, protože vnitřní strukturu systému nelze 
detailně znát. Na vnitřní strukturu systému klademe několik předpokladů, které nám 
umožní popsat chování systému funkcí, ta nám provádí transformaci vstup-výstup. 
Neuronové sítě je vhodné použít v případě, kdy náhoda hraje značnou roli 
v modelovaném procesu. V tomto procesu jsou deterministické závislosti složité 
natolik, že je nedokážeme analyticky identifikovat ani separovat (8). 
Zmíněná „černá skříňka“ pracuje ve dvou fázích: 
• první fáze – model složitého systému se učí nastavit své parametry tak, aby 
vyhovovaly požadované topologii neuronové sítě. 
• druhá fáze – v druhé fázi neuronová síť produkuje výsledky na základě 
znalostí, které se naučila v první fázi. 
 
Během konstruování neuronové sítě musí být definovány jednotlivé vrstvy sítě 
(vstupní, výstupní, skryté), vstupní a výstupní neurony, způsoby propojení neuronů, 
způsob učení a proces získávání poznatků (8). 
 
2.6.1 Historie neuronových sítí 
„Historie vzniku neuronových sítí spadá do první poloviny 20. století. První 
práce uveřejnil W. S. McCulloch, dále W. Pitts vypracoval model nejjednoduššího 
neuronu a F. Rosenblatt vytvořil funkční perceptron, který řešil pouze problémy 
lineárně reparabilní, tj. oblasti musely být od sebe lineárně odděleny. Po objevení 
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vícevrstvých sítí došlo později k dalšímu vývoji neuronových sítí, které tento nedostatek 
odstraňovaly. Šlo o práci D. Rumelharta, G. Hintona a R. Williamse, kteří vytvořili 
výpočetní metodu nazvanou „back propagation“. Od tohoto období došlo k velkému 
rozmachu neuronových sítí, což se zejména týká matematického zpracování a struktury 
sítě (8 s.67).“  
2.6.2 Biologický vs. umělý neuron 
Neurony biologického původu mají složitější strukturu a funkce v porovnání 
s neurony uměle vytvořenými v neuronových sítích. Srovnávat biologické a umělé 
(počítačové) neurony je možné pouze z hlediska základních principů jejich fungování. 
Oba typy neuronů jsou systémy se vstupy a výstupy. V nervové buňce se provádí 
sumace vzruchů, které přicházejí z dendritu (výběžek nervových buněk – zpravidla 
stromečkovitě větvených). Dendrit vede podráždění směrem dovnitř do buňky. Axon 
(výstup z nervové buňky) je vlákno sloužící k vedení nervového podráždění ven 
z buňky. Nervové buňky na sebe navazují a informace jsou v nich předávány pomocí 
elektrických nebo chemických procesů. Funkční spojení nervových vláken u 
biologického neuronu nazýváme synapse (8).  
 
Obrázek 10: Biologický neuron  
(Zdroj: převzato z 8) 
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Umělý neuron vychází z principů fungování biologického neuronu. Vstupní 
informace jsou váženy vahami (weights). Je odečítána prahová hodnota (treshold) a 
aktivační funkcí (AF) se signál transformuje na výstupní signál, který je předán 
neuronům ve skryté nebo výstupní vrstvě (8). 
 
Obrázek 11: Umělý neuron  
(Zdroj: převzato z 15) 
 
Na obrázku vidíme vstupy (A, B, C), které jsou váženy (násobeny) vahami (w1, 
w2, w3). Výsledek je sumován a pomocí transformační funkce (AF) je předán umělým 
neuronům (D, E, F), které se nacházejí ve skryté nebo výstupní vrstvě (15). 
 
2.6.3 Umělá neuronová síť 
Neuronové sítě se skládají ze tří součástí: 
• Umělé neurony 
• Spojení umělých neuronů 
• Vrstvy neuronové sítě 
Neurony jsou spolu vzájemně propojeny, jejich propojení je možné ve stejné vrstvě 
nebo mezi vrstvami. Neuronová síť může reprezentovat paralelní zpracování vstupních 
dat, kde uzly jsou paměťové buňky. Paměťové buňky uchovávají rozpoznávací rámec 
struktury dat (15).  
 
Neuronová síť může mít několik vrstev. Tyto vícevrstvé sítě většinou obsahují jednu 
nebo více skrytých vrstev. Vrstva, do které přicházejí vstupy, se nazývá vrstva vstupní. 
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Vrstvě, která vytváří výstup, říkáme vrstva výstupní a ostatní vrstvy se nazývají vrstvy 
skryté (16). Na níže uvedeném obrázku vidíme vícevrstvou síť. 
 
 
Obrázek 12: Vrstvy neuronové sítě  
(Zdroj: upraveno dle 17) 
 
2.6.4 Data 
Data dělíme podle použití v modelu na tři skupiny: 
• data pro trénink – jedná se o data, kterými se model učí 
• data k testování – těmito daty zastavíme trénování, aby nedošlo k přeučení 
sítě 
• data pro ověření – zbytek dat, kterými ověříme kvalitu modelu. Jedná se o 
data, která model ještě neměl k dispozici. 
 
Tato data je vhodné rozdělit v poměru 50:25:25 případně 75:15:15. Ve 
výsledcích pak vidíme každou z těchto množin. Vybíráme model, který nemá příliš 
velké výkyvy mezi výkony na jednotlivých množinách (15). 
  
Jako u všech úloh zpracovávaných pomocí počítačů velmi záleží na kvalitě 
vstupních dat, protože jejich kvalita výrazně ovlivňuje kvalitu výstupů. Kvalita výstupů 
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samozřejmě záleží také na typu neuronové sítě, algoritmu zvoleném pro trénink a na 
délce trénování (15). 
2.6.5 Aktivační funkce 
Aktivační neboli transformační funkce mohou být následující: hardlim, puklin, 
logsig, tansig, harlims, satlin, satlins, radbas, atd. (8). Grafy průběhů některých funkcí 
jsou uvedeny níže. 
 
Hard-Limit Transer Function 
Funkce, která omezuje výstup neuronu buď na 0 nebo 1. Funkce vrací hodnotu 
0, pokud vstupní argument n je menší než 0, když je vstupní argument n větší nebo 
roven 0, funkce vrací hodnotu 1 (16). 
 
Obrázek 13: Hard Limit Transfer Function  
(Zdroj: převzato z 16) 
 
Linear Transfer Function 
Je lineární funkce, která běžně používá v poslední vrstvě (vícevrstvých 
neuronových sítí) určených k aproximaci. Jde o hodnoty mezi 0 a 1 (16). 
 
Obrázek 14: Linear Transfer Function  
(Zdroj: převzato z 16) 
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Log-Sigmoid Transfer Function 
Tato funkce dostane na vstupu hodnotu, která může být v rozsahu mínus 
nekonečno až plus nekonečno a vmáčkne tuto hodnotu do rozsahu 0 – 1. Použití této 
funkce je ve skrytých vrstvách vícevrstvých sítí (16). 
 
Obrázek 15: Log-Sigmoid Transfer Function  
(Zdroj: převzato z 16) 
 
Tan-Sigmoid Transfer Function 
Tato transformační funkce je podobná funkci Log-Sigmoid, ale liší se v rozsahu, 
ve kterém se nachází proměnné (16). 
 
Obrázek 16: Tan-Sigmoid Transfer Function  
(Zdroj: převzato z 16) 
 
2.6.6 Dělení neuronových sítí podle směru 
Tato podkapitola pojednává o rozdělení neuronových sítí podle směru, kterým se 
šíří signály. Podle toho rozdělujeme neuronové sítě na: 
• Dopředná (Feedforward) – dopředná neuronová síť je biologicky 
inspirovaná klasifikace algoritmu. Skládá se z velkého množství 
jednoduchých neuronů organizovaných ve vrstvách. Každá jednotka ve 
vrstvě je spojena se všemi jednotkami vrstvy předchozí. Data vstupují na 
vstupech a prochází síť vrstvu po vrstvě, dokud nepřijdou na výstup. Mezi 
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vrstvami neexistuje žádná zpětná vazba a to je důvod, proč se jim říká 
dopředné. 
• Rekurentní (Recurrent) – oproti dopředné neuronové síti se v rekurentní 
signál nešíří pouze od vstupní vrstvy směrem k výstupní, ale dochází i ke 
zpětnovazebnému přenosu informace od vyšších vrstev zpět k vrstvám 
nižším. Zpětná vazba je řešena pomocí rekurentních neuronů (18). 
 
Obrázek 17: Rekurentní vícevrstvá neuronová síť  
(Zdroj: převzato z 18) 
 
2.6.7 Učení neuronových sítí 
Schopnost neuronové sítě učit se je nejmocnější ze všech ostatních. 
Prostřednictvím iteračního procesu úprav aplikovaných na vahách (weights) a 
prahových hodnot (tresholds) se neuronová síť učí od svého prostředí (8). 
Učení (trénink) je proces, při kterém jsou volné parametry neuronové sítě 
upraveny pomocí průběžného procesu stimulace prostředím, v němž je síť umístěna. 
Typ učení je dán způsobem, kterým jsou uskutečňovány změny parametrů (19). 
 
Následující text popisuje dvě metody tréninku (učení) a to metodu řízeného 
tréninku (kontrolovaného učení) a metodu neřízeného tréninku (nekontrolovaného 
učení). Existuje velké množství algoritmů pro učení. Mezi nejužívanější učící algoritmy 
patří tyto: 
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• Back Propagation – je nejužívanější metodou učení u neuronových sítí. Jedná 
se o metodu zpětné propagace chyby s následnou úpravou vah spojení neuronů. 
Tento algoritmus provádí postupné kroky, které přibližují chybu k minimu (8). 
• Conjugate Gradient Descent – tento algoritmus dosahuje minima chyby 
metodou postupných kroků (14). 
• Quick propagation  
• Quasi-Newton – je založen na Newtonových metodách hledání stacionárních 
bodů s gradientem 0 (14). 
• Levenberg-Marqaurdt – minimalizuje funkci přes dané parametry funkce (14). 
• volba vstupů pomocí genetických algoritmů 
 
Následující text popisuje dvě metody tréninku (učení) a to metodu řízeného tréninku 
(kontrolovaného učení) a metodu neřízeného tréninku (nekontrolovaného učení). 
 
Řízený trénink  
Při výpočtu vah neuronové sítě u řízeného tréninku je cílem optimalizace 
nalezení globálního minima chyby pro daný parametr úlohy. Chyba je rozdíl mezi 
hodnotami proměnných – požadovaná odezva a aktuální odezva. Postupem výpočtu 
chyby je tedy výpočet výstupů na základě vstupů a vah a odečtení požadovaného 
výstupu. Výpočet je prováděn přes všechny výstupy a v každém cyklu. Tento rozdíl 
použijeme pro zpětné určení vah a proces opakujeme, tak dlouho až chyba konverguje 
s námi akceptovatelnou hodnotu (8). 
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Obrázek 18: Řízený trénink  
(Zdroj: převzato z 19) 
 
Neřízený trénink  
Neřízený trénink vyžaduje, aby neuronové sítě tvořily všechna užitečná nervová 
zapojení bez zpětné vazby učitele. U neřízeného tréninku nám jde o identifikaci shluků 
dat, kde je minimální vzdálenost od jejich centra (19). 
 
2.6.8 Typy neuronových sítí 
Typy neuronových sítí vychází z předchozích dvou podkapitol a to ze směru 
toku informací a způsobu učení. 
• Dopředné neuronové sítě s řízeným tréninkem – používají se při klasifikaci 
údajů, modelování systémů, aproximaci apod. Nejběžnějším typem dopředné 
neuronové sítě s řízeným tréninkem je vícevrstvý perceptron (MLP). Neurony 
jsou v jedné vstupní vrstvě, více skrytých vrstvách a jedné výstupní vrstvě. 
• Dopředné neuronové sítě s neřízeným tréninkem – obsahují pouze jednu 
vstupní a jednu výstupní vrstvu. Neobsahuje skryté neurony. Příkladem může 
být Kohonenova samoorganizující mapa. 
• Rekurentní neuronové sítě s řízeným tréninkem – spojení neuronů je takové, 
že každý neuron je vstupní a zároveň výstupní a je spojen se všemi ostatními 
 34 
 
neurony. Neurony nejsou organizovány ve vrstvách a síť nemá žádné skryté 
vrstvy. Patří sem Hopfieldova neuronová síť. 
• Rekurentní neuronové sítě s neřízeným tréninkem – tato síť je založena na 
technologii ART (teorie adaptivní rezonance – mezi vstupy neuronů ve vrstvě 
jsou i výstupy z vrstvy následující). Ta umožňuje naučit se síti správně 
zareagovat na nové, aniž by zapomněla vědomosti naučené v minulosti (17). 
 
2.6.9 Modely neuronových sítí 
Existuje mnoho různých typů modelů neuronových sítí, zde popíši několik 
nejpoužívanějších: 
• Lineární model – jde o základní jednoduchý model neuronové sítě. Obsahuje 
pouze dvě vrstvy. Aktivační (transformační) funkce je lineární. 
• Multilayer Perceptron (MLP) – jeden z nejpoužívanějších modelů 
neuronových sítí v současnosti. Jedná se o vícevrstvou neuronovou síť s řízeným 
tréninkem. Model pracuje s lineární i nelineární aktivační funkcí. 
• Radial Basis Function (RBF) – tato neuronová síť obsahuje vstupní, skrytou a 
výstupní vrstvu. Výstupní vrstva obsahuje lineární aktivační funkci, ostatní 
exponenciální aktivační funkci. 
• Generalized Regression Neural Network (GRNN) – tato síť může mít tři až 
čtyři vrstvy. Je to model pro řešení úloh, kde jsou řídká a rozptýlená data 
s kontinuálními výstupy. 
• Síť ART (adaptivní rezonanční teorie) – odstraňuje nedostatek většiny modelů, 
kde se síť neumí naučit nové informace, aniž by poškodila předchozí uložené. 
Jde o síť s neřízeným tréninkem. 
• Kohonenova neuronová síť – model s neřízeným tréninkem označován jako 
samoorganizující mapa. Má dvě vrstvy: vstupní a výstupní. Tento model 
soustřeďuje data do shluků a ty dále redukuje. Může sloužit jako model pro 
předzpracování k následnému vstupu do jiného modelu neuronové sítě. 
• Probalistic Neural Network – probalistický, pravděpodobnostní model 
neuronové sítě (využití v klasifikačních úlohách). Typická struktura jsou tři 
vrstvy: vstupní, skryt, výstupní. Může obsahovat čtvrtou vrstvu matici ztrát (15). 
 35 
 
Výhody a nevýhody jednotlivých modelů 
Tabulka 1: Výhody a nevýhody modelů  
(Zdroj: 15) 
Model Výhoda Nevýhoda 
Lineární Velmi rychlý trénink Neřeší nelineární úlohy 
Probalistická Velmi rychlý trénink Velikost sítě, pomalejší při řešení úloh 
GRNN Velmi rychlý trénink Velikost sítě, pomalejší při řešení úloh 
MLP Rychlé řešení úloh Pomalý trénink 
RBF Velmi rychlý trénink Velikost sítě, pomalejší při řešení úloh 
 
2.6.10 Modely dostupné v programovém prostředí Matlab 
V programovém prostředí Matlab v toolboxu Neural network time series tool jsou 
dostupné tři typy modelů neuronových sítí. Máme tedy na výběr z následujících 
možností: 
• Nelineární Autoregresní model (NAR) - trénuje neuronovou síť pomocí 
historických hodnot vybrané časové řady. Na základě těchto hodnot dokáže 
model predikovat následující hodnoty časové řady. Model si můžeme popsat 
matematicky následovně: časová řada y(t) a n hodnot dané řady, pak můžeme 
matematicky vyjádřit takto y(t) = f(y(t-1), (t-2), …, y(t-n)) 
• Nelineární autoregresní model s externími vstupy (NARX) - je model, který 
využívá kromě vstupu tvořeného historickými hodnotami časové řady také vstup 
externí. Tento vstup ovlivní predikci modelu, proto by měl mít spojitost 
s historickými hodnotami časové řady. Matematický popis: máme časovou řadu 
y(t) a externí řadu x(t) s celkovým počtem hodnot n pak výsledný popis je       
y(t) = f (x(t-1) … x (t-n), y (t-1) … y (t-n) 
• Nelineární Vstup-Výstup – toto řešení se příliš nevyužívá. Řešení NARX jsou 
přesnější než toto. Používá se pouze v případě, pokud minulé hodnoty y (t), 
nebudou k dispozici při nasazení (16). 
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2.6.11 Schéma práce neuronových sítí 
 
Obrázek 19: Algoritmus trénování neuronové sítě MLP s kontrolovaným učením 
(Zdroj: převzato z 15) 
 
Učení neuronové sítě MLP probíhá následovně: 
1. Nahodilé nastavení vah neuronové sítě 
2. Průběh dat sítí, aktivační a přenosová funkce 
3. Výpočet chyby porovnání výstupu 
4. Úprava vah modelu 
5. Vyhodnocení podmínky o ukončení tréninku 
6. ANO – konec  
7. NE -  opakování od kroku 2 
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2.6.12 Shrnutí 
Využití neuronových sítí je v klasifikačních a předpovědních úlohách. 
Neuronové sítě vytvářejí závislosti proměnných a tyto závislosti zachycují početně i 
graficky. Upřednostňovat pouze neuronové sítě před jinými metodami nejde. Záleží na 
konkrétních případech a je vhodné kombinovat různé metody analýzy a porovnávat 
dosažené výsledky (15). 
 
Výhody 
Největší výhoda neuronových sítí spočívá v řešení komplexních úloh s často 
nelineárními vztahy. Neuronové sítě mají větší odolnost proti chybným nebo neúplným 
datům než ostatní metody (15). 
 
Nevýhody 
Mezi nevýhody neuronových sítí patří jejich výsledky, které nejsou stejné (různý 
SW, doba tréninku, druh sítě). Tyto různé parametry způsobí, že při stejných vstupních 
datech nemusíme dosáhnout stejného výsledku a není možnost zjistit proč (15). 
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3 Analýza problému 
Tato část se bude zabývat analýzou současného stavu, popíšu zde společnost a její 
historii, marketingový mix (4P), Porterův model pěti sil, SLEPT analýzu, SWOT 
analýzu a stručně popíšu způsob určování ceny mědi při výkupu/prodeji a uvedu autory, 
co se již podobnou tematikou zabývali. 
3.1 Popis a historie společnosti 
Společnost HK šrot s.r.o. vznikla v roce 2002 ve Frýdku – Místku a řadí se mezi 
společnosti, které se zabývají nakládáním, nákupem a prodejem kovových odpadů a 
barevných kovů. Společnost byla založena Ing. Josefem Černým, který je jediným 
majitelem a hlavním jednatelem. Od založení společnosti se společnost postupně 
propracovala mezi střední podniky v tomto odvětví na území Moravskoslezského kraje 
(20). 
 
V roce 2004 společnost získala oprávnění nakládat s nebezpečnými odpady a od 
roku 2008 má společnost povolení na ekologickou likvidaci auto-vraků. Společnost má 
tři pobočky, které jsou vybaveny veškerým potřebným vybavením na nakládání 
s kovovými odpady a barevnými kovy. Pobočky byly po získání povolení na 
ekologickou likvidaci auto-vraků upraveny a vybaveny dle platných zákonů a vyhlášek 
pro ekologickou likvidaci auto-vraků. Společnost disponuje 6 nákladními vozidly, která 
umožňují společnosti vykonávat činnost na celém území Moravskoslezského kraje (20). 
 
Svými dosaženými výsledky, které získala za svou dvanáctiletou existenci, se řadí 
mezi nejkvalitnější v kategorii střední společnosti v Moravskoslezském kraji a při 
výkonu své činnosti samozřejmě dbá v souladu s platnými právními předpisy i na 
ochranu životního prostředí. O kvalitě společnosti také vypovídá to, že za dobu svého 
působení získala mnoho významných obchodních klientů, jako jsou Vítkovice 
Recycling a.s., Vítkovice Heavy Machinery a.s., Třinecké železárny a.s.,  ArcelorMittal 
Ostrava a.s (20). 
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Společnost HK šrot s.r.o. je v dnešní době stabilní společnost, která se neustále 
rozvíjí, drží si své dobré jméno a snaží se o rozšiřování a stálé zkvalitňování 
poskytovaných služeb (20). 
3.2 Marketingový mix - 4P 
Produkt (Product) 
Produkt společnosti HK šrot, s.r.o. se dá rozdělit na dvě části a to na službu = 
výkup a na následný prodej upraveného kovového odpadu, barevných kovů a vozidel. 
• Výkup: V této části dochází k odkoupení odpadu, barevných kovů a vozidel 
např. od živnostníků, firem a fyzických osob. Tento odpad se dále upravuje. 
• Prodej: Společnost HK šrot, s.r.o. prodává produkt, který se rozděluje do těchto 
kategorií:  
Kovový odpad: Dělí se na různé druhy dle kvality a velikosti 
např.: plech, FE16, FE12,…. 
Barevné kovy: Dle druhu a obsahu barevných kovů např.: CU, 
Zn.,  nerez,…  
Součástí výkupu a prodeje je také dovoz materiálu k odběratelům. 
 
Cena (Price) 
Cena se liší dle jednotlivých druhů kovového odpadu a barevných kovů, vychází 
také ze stavu burzy. Velkým odběratelům a dodavatelům jsou poskytovány výhodnější 
smluvní ceny. 
 
Propagace (Promotion) 
Společnost se svou reklamou zaměřuje hlavně na Moravskoslezský kraj. 
Reklama probíhá pomocí rádiových spotů, billboardů, internetových stránek společnosti 
a sponzorováním různých akcí. Společnost se dále spoléhá na svou dobrou pověst, 
kterou si za své více než desetileté působení na trhu vybudovala. 
 
Místo (Place) 
Společnost se svou činností zaměřuje výhradně na Českou republiku a to 
zejména na Moravskoslezský kraj, ale obchoduje i se zahraničím (např.: Slovensko, 
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Rakousko, Itálie, ….). Díky železniční a silniční dopravě je společnost schopna 
obchodovat napříč Evropou.  
 
Personál 
Kvalifikace personálu společnosti je na nejvyšší úrovni. Personál je průběžně 
vzděláván a proškolován, má všechny licence potřebné k nakládání s nebezpečným 
odpadem. 
 
3.3 Porterův model pěti sil 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek 20: Porterův model pěti sil  
(Zdroj: vlastní) 
 
Hrozba vstupu nových konkurentů 
Bariérou při vstupu na trh je určitě licence od státu pro nakládání s nebezpečným 
odpadem. Tuto licenci není snadné získat, protože je nutno splnit přísné podmínky 
stanovené zákony a vyhláškami ČR a předpisy EU. Aby tyto podmínky mohl konkurent 
splnit, potřebuje značné finanční prostředky k nákupu požadovaného vybavení, 
pozemků a strojů. V tomto odvětví je nutné zajistit si dlouhodobou spolupráci 
s odběrateli, bez nichž by firma nemohla dlouhodobě existovat. 
 
Síla 
dodavatelů 
Síla 
odběratelů 
Konkurenční 
prostředí 
Hrozba vstupu 
nových 
konkurentů 
Hrozby 
substitutů 
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Konkurenční prostředí 
Kromě malých sběren odpadu, které pro HK šrot s.r.o. nepředstavují velkou 
konkurenční hrozbu, je na trhu přibližně 5 velkých hráčů. Z těchto firem má největší 
podíl na trhu společnost Trojek šrot a.s. – přibližně 20 %. Konkurenti pro firmu 
představují velkou hrozbu, jelikož mají k dispozici větší kapitál a stálé zázemí. Avšak 
trh s kovovým odpadem je tak rozsáhlý a zasahuje do všech ostatních odvětví 
hospodářství, že postavení firmy HK šrot s.r.o. na trhu není z dlouhodobého hlediska 
ohroženo.  
 
Hrozba substitutů 
Jelikož se jedná o téměř nezaměnitelnou službu, nemusí se HK šrot s.r.o. obávat, 
že by největší odběratelé (Vítkovice Machinery Group, Třinecké železárny…) přešli na 
jinou surovinu např. plast. 
 
Síla odběratelů 
Ze spolupracujících odběratelů je málo těch, kteří se podílí na tržbách takovými 
procenty, že by odchod jednoho z nich, pro společnost mohl znamenat jisté nebezpečí. 
To znamená, že pozice těchto několika větších odběratelů je silná. 
 
Síla dodavatelů  
Vzhledem k odvětví je různorodost dodavatelů veliká a proto je nutno rozlišit 
právnické a fyzické osoby. Fyzické osoby dodávají řádově v kilogramech, oproti 
právnickým, které dodávají suroviny v řádech tun.  
 
3.4  Analýza SLEPT(E) 
S – Společenské faktory 
Ekonomická krize, co se týče fyzických osob, byla spíše přínosem pro výkup 
druhotných surovin, jelikož lidé viděli v prodeji druhotných surovin možnost, jak 
vylepšit svůj rodinný rozpočet. Ovšem pro firmy to znamenalo pravý opak. Toto 
odvětví je úzce spojeno s mnoha dalšími odvětvími, která byla těžce zasažena 
ekonomickou krizí.  
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V 21. století se lidé snaží být čím dál více ohleduplní k životnímu prostředí, a 
tak začali více třídit nejen každodenní odpad, ale i kovový (pračky, chladničky a 
vozidla). 
 
L – Právní faktory 
Společnost nakládá s kovovým odpadem, barevnými kovy a provozuje 
ekologickou likvidací auto-vraků a během tohoto procesu by mohlo dojít k poškození 
životního prostředí, a tak musí společnost dodržovat zákon o odpadech č. 185/2001 Sb. 
včetně platných norem a normy Evropské unie. Zákon o odpadech č. 185/2001 Sb. 
včetně platných norem ustanovuje mimo jiné také legislativní požadavky na výkup a 
prodej kovového odpadu, barevných kovů a ekologickou likvidaci vozidel. 
 
E – Ekonomické faktory 
Ekonomická krize a také pohyblivý kurz, jak měn, tak i kovů může ohrozit 
ekonomický stav společnosti. 
 
P – Politické faktory 
Nestabilní politická situace v České republice a také nemožnost a leckdy 
neschopnost státních orgánů dozorovat dodržování platných zákonů negativně ovlivňuje 
chod společnosti.  
 
T – Technologické faktory 
Společnost musí neustále inovovat svoje technologické zázemí, aby dodržela 
příslušné právní předpisy ČR a EU a samozřejmě aby minimalizovala dopad své 
činnosti na životní prostředí. 
 
(E) – Ekologické faktory 
Společnost HK šrot s.r.o. vynakládá nemalé množství finančních prostředků na to, 
aby při svém podnikání dodržovala jak legislativní podmínky, tak i minimalizovala 
dopad na životní prostředí. Kdyby tak nečinila, přispívala by k ničení životního 
prostředí nemalým dílem. Pomocí dotací od Státního fondu životního prostředí a 
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Evropské unie mohla společnost spustit projekty, které napomáhají minimalizovat 
negativní dopad na životní prostředí. 
 
3.5 SWOT analýza 
Pomocí SWOT analýzy hodnotíme silné a slabé stránky a příležitosti pro společnost. 
Umožňuje jednak připravit opatření proti hrozbám a potlačit slabé stránky a zároveň 
využívat přednosti a silné stránky stejně jako příležitosti na trhu. 
 
Tabulka 2: Swot analýza  
(Zdroj: vlastní) 
 
Silné stránky Slabé stránky 
    
Dobrá pověst Úzký sortiment služeb 
Kvalitní management Nedostatek prostor: 
Finanční zdroje skladovacích 
Kvalitní personál výkupních 
    
Příležitosti Hrozby 
    
Vstup na nové trhy Vstup nového konkurenta 
Maximalizace zisku Zahlcení trhu 
  Nedostatek zboží na trhu 
    
 
Silné stránky  
Mezi silné stránky HK šrot s.r.o. můžeme započítat dobrou pověst u stálých 
zákazníků a jejich spokojenost s nabízenými službami. Další devízou společnosti je 
kvalitní management. Společnost také disponuje dostatečným množstvím finančních 
prostředků, které může investovat do svého dalšího rozvoje.  
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Slabé stránky  
Mezi slabé stránky HK šrot s.r.o. lze započítat úzký sortiment poskytovaných 
služeb, jelikož se společnost zabývá pouze nakládáním, nákupem a prodejem kovových 
odpadů, barevných kovů a likvidací auto-vraků.  
 
Příležitosti  
Příležitostí pro firmu HK šrot s.r.o. by byl jednoznačně vstup na nové trhy 
v zahraničí a nejen ve státech EU, ze strany státu minimalizování administrativní 
náročnosti při výkonu podnikatelské činnosti. Dále by si mohla společnost upevnit své 
postavení důsledným maximalizováním zisku. 
 
Hrozby  
Mezi hrozby při výkonu podnikání společnosti HK šrot s.r.o. lze zařadit vstup 
nového konkurenta na trh. A dále také lze za nebezpečí považovat zahlcení trhu, a to 
konkrétně přesycením velkoodběratelů. Rizikem by byl zvláště vstup zahraničních 
investorů s větší možností finančních investic. 
 
3.6 Určování ceny výkupu mědi 
Barevné kovy jsou vyčerpatelnými zdroji surovin, jež vznikají v přírodě složitými 
procesy miliony let. Jejich získávání z prvotních zdrojů je velmi nákladné, při těžbě 
navíc dochází k velkému zatížení životního prostředí. Proto je sběr a zpracování 
barevných kovů pro další výrobu nanejvýš důležité a prospěšné.  
 
Tak jako ostatní průmyslové trhy, také trh s kovovým odpadem a barevnými kovy 
je řízen v tržní ekonomice nabídkou a poptávkou. Výkupní ceny se dynamicky mění 
nejen každým dnem, ale každou hodinou i minutou a jsou referenční při výkupu kovů 
ve sběrnách suroviny po celém světě, Českou republiku nevyjímaje. Jsou určovány 
podle tržní hodnoty na LME a podle nákladů spojených s jeho případným odvozem 
a zpracováním. 
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Pro určení hmotnosti kovů jsou používány digitální váhy a pro určení přesného 
procentuálního složení slitin je využíváno speciálních přístrojů – elektronického 
spektrometru a sigmatestu. 
 
Pro firmu HK šrot s.r.o. by bylo výhodou, kdyby pro podporu svého rozhodování 
mohla použít predikci vývoje ceny mědi. Například při odprodeji vykoupené mědi, kdy 
se jedná o několik tun této suroviny, by vedení firmy vědělo, zda cena bude klesat nebo 
naopak stoupat a společnost by měla na odprodeji co největší možný zisk. Firma má 
zájem o možnost predikce vývoje trendu a ceny mědi na burze LME. 
 
3.7 Použití neuronových sítí 
Několik autorů se již zabývalo využíváním neuronových sítí pro predikování ať 
už na finančních nebo komoditních trzích. Pro obohacení své nebo společnosti, pro 
kterou bylo dané řešení navrženo. 
 
Například J. Shadbolt a J. G. Taylor se ve své knize Neural network and the 
Financial Markets (17), zabývají právě použitím neuronových sítí na finančních trzích. 
Dalším příkladem může být autor G. P. Zhang v knize Neural Networks in Business 
Forecasting (18), kde se zabývá právě predikcí neuronových sítí pro podporu 
v obchodování. 
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4 Vlastní návrhy řešení 
 
Pro vlastní návrh řešení mé diplomové práce jsem si zvolil program Matlab a 
v něm jeden z mnoha dostupných toolboxů. Mnou zvolený toolbox se nazývá Neural 
network time series tool (v Matlabu se vyvolá příkazem ntstool). Tento nástroj je určen 
pro řešení dynamických neuronových sítí a umožňuje nám predikovat časové řady. 
V nabídce toolboxu je možnost výběru ze tří dostupných modelů: Nonlinear 
Autoregressive (NAR), Nonlinear Autoregressive with External Input (NARX) a 
Nonlinear Input – Output. Pro řešení své diplomové práce jsem využil dva ze tří 
dostupných a to modely NAR a NARX. 
 
V první části návrhu řešení je použit model NAR, který využívá na vstupu pouze 
historické hodnoty časové řady, na základě kterých je schopen predikce, v další části 
bude použit model NARX, který k historickým hodnotám časové řady přidává další 
vnější vstupy v našem případě prostředky technické analýzy. 
 
 Oba dva modely (NAR a NARX) využívají jako vstupní historická data zavírací 
ceny z London Metal Exchange (LME) za roky 2012 a 2013, která jsou dostupná na 
internetu. 
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4.1 Model Nonlinear Autoregressive (NAR) 
 
Model NAR, česky nelineární auto-regresní model, trénuje neuronovou síť 
pomocí historických hodnot vybrané komodity v našem případě mědi. Na základě 
těchto hodnot dokáže model predikovat následující hodnoty časové řady. 
  
Model si můžeme popsat matematicky i graficky: časová řada y(t) a n hodnot 
dané řady, pak můžeme matematicky vyjádřit takto y(t) = f(y(t-1), (t-2), …, y(t-n)) a 
grafické znázornění je následující na obrázku 21. 
 
 
Obrázek 21: Schéma modelu NAR - základní 
(Zdroj: Matlab – vývojové prostředí) 
 
Pro konkrétní případy je model NAR zobrazen detailněji na rozdíl od základního 
a to z důvodu přesnějšího zobrazení jednotlivých informací. Je zde zobrazeno navíc: 
zpoždění, transformační funkce jednotlivých vrstev, počet neuronů ve skryté vrstvě. 
Zobrazeno na obrázku 22. 
 
 
Obrázek 22: Zobrazení konkrétního případu modelu NAR – 10 neuronů 
(Zdroj: Matlab – vývojové prostředí) 
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4.1.1 Vytvoření modelu NAR 
Proces modelování neuronové sítě spočívá v několika krocích. Rozdělení 
množiny dat na tři skupiny, to proběhne náhodným výběrem. Data jsou rozdělena na 
70% sloužících pro trénování, 15% slouží k validaci (kontrole) a zbývajících 15% slouží 
k nezávislému testování neuronové sítě.  
 
Další volbou je nastavení zpoždění (delay) neuronové sítě, tam si síť může 
ukládat stanovený počet předchozích hodnot. 
 
Následně již proběhne trénink neuronové sítě za pomocí jednoho z trénovacích 
algoritmů, v tomto případě byl zvolen algoritmus Levenberg – Marquardt a chyba je 
měřena metodikou MSE (mean squared error), to znamená střední kvadratická 
odchylka. 
 
Na dalším obrázku (obrázek 23) můžeme vidět samotné trénování neuronové 
sítě. V případě modelu NAR s 10 skrytými neurony se testování ukončilo v šestnácté 
iteraci (položka Epoch), protože chyba při validaci nebyla snížena pod šest iterací 
(položka Validation Checks). Dále je možné vidět, jak byla data rozdělena (položka 
Data Division), algoritmus pro trénování (položka Training), délka tréninku (položka 
Time) a dále si zde můžeme zobrazit další grafy, kterým se budu věnovat dále. 
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Obrázek 23: Trénink modelu NAR neuronové sítě  
(Zdroj: Matlab – vývojové prostředí) 
 
Dále si vygeneruji graf (tlačítko Performance) pro zjištění, zda nedošlo 
k přetrénování modelu neuronové sítě. Graf na obrázku 24, ukazuje postupné klesání 
chybovosti tréninku, validace a testování do desáté iterace, kde dosáhla svého minima 
chyba validačních dat, konkrétně 9286,05. Křivky jsou barevně odlišeny, pro trénink je 
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modrá, pro validaci zelená, pro testování červená. Vzhledem k tomu, že do již zmíněné 
páté iterace ani jedna z křivek nijak výrazně nevzrostla, můžeme říci, že k přetrénování 
neuronové sítě nedošlo. 
 
 
Obrázek 24: Graf Performance (MSE) – model NAR 
(Zdroj: Matlab – vývojové prostředí) 
 
 
V obrázku 25 se jedná o histogram, kde vidíme, jakých hodnot nejčastěji chyba 
nabývá, jednotlivé kategorie testovacích dat jsou opět barevně odlišeny, jak již bylo 
popsáno výše. Nejvíce chyb je rozloženo v úzkém intervalu kolem hodnoty nula, takže 
výsledek je uspokojivý. 
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Obrázek 25: Histogram rozložení chyb – model NAR  
(Zdroj: Matlab – vývojové prostředí) 
 
Dalším obrázkem 26 jsou výsledky trénování neuronové sítě, vidíme zde graf 
zobrazující regresi.  
 
Na obrázku 27 je graf autokorelace chyby, je také přístupný z hlavního okna 
tréninku neuronové sítě. Tento graf slouží k validaci modelu. Na ose X je Lag 
(zpoždění) a na ose Y jsou hodnoty korelace. Ideální případ tohoto grafu by vypadal 
tak, že jediná nenulová hodnota korelace by byla v bodě, kde Lag je roven nule. Dále se 
v grafu nachází dvě červené přerušované čáry, ty ohraničují interval, ve kterém by se 
měly hodnoty, kromě Lag = 0, nacházet. Z grafu je patrné, že s tímto modelem nejsou 
žádné větší problémy, protože hodnoty korelací kromě dvou do intervalu spadají. 
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Obrázek 26: Graf regrese – model NAR  
(Zdroj: Matlab – vývojové prostředí) 
 
 
 
Obrázek 27: Graf autokorelace – model NAR 
(Zdroj: Matlab – vývojové prostředí) 
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Následující krok již vede k samotné predikci časové řady, toho docílíme tak, že 
odstraníme zpoždění a takto nově vytvořená síť bude vracet stejné výsledné hodnoty 
časové řady jako neuronová síť původní, jen tyto hodnoty budou posunuty o velikost 
zpoždění směrem doleva. 
 
 Graficky bude vypadat predikční neuronová síť následovně. 
 
 
 
Obrázek 28: Schéma predikčního modelu NAR – 10 neuronů  
(Zdroj: Matlab – vývojové prostředí) 
 
Výsledky predikční funkce můžeme vidět na obrázku 29, kde je zachycen 
velikostní rozdíl mezi predikovanými a skutečnými hodnotami na celém průběhu 
časové řady. Spodní část obrázku nám ukazuje velikost chyby predikce v jednotlivých 
bodech. Pro přehlednost byl vytvořen jen výřez z celé časové řady. 
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Obrázek 29: Srovnání hodnot predikce a časové řady – model NAR  
(Zdroj: Matlab – vývojové prostředí) 
 
 
Graf na obrázku 30 naznačuje následný vývoj, vzniká spojením historických dat 
časové řady a predikovaných hodnot. Zde je nejlépe viditelná úspěšnost nebo 
neúspěšnost modelu neuronové sítě. Na ose X je zobrazen počet dní a na ose Y vidíme 
cenu v dolarech za metrickou tunu. Modrou barvou je zobrazena křivka historických 
hodnot časové řady a červenou křivkou je zobrazena řada predikovaných hodnot 
neuronovou sítí. Pro přehlednost byl udělán výřez z celého grafu. 
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Obrázek 30: Zobrazení vývoje – model NAR  
(Zdroj: Matlab – vývojové prostředí) 
 
V příkazovém okně programu Matlab je zobrazen slovní výstup modelu. 
Z důvodu přehlednosti i pro další potřebu jednotlivých hodnot predikce. 
 
 
Obrázek 31: Slovní výstup – model NAR  
(Zdroj: Matlab – vývojové prostředí) 
 
Výsledky generované neuronovou sítí byly porovnávány s vývojem cen mědi na 
LME za celý měsíc leden roku 2014. Ve vyhodnocení jsou porovnávány čtyři modely 
NAR s různým počtem skrytých vrstev neuronů (to byl jediný měněný parametr 
neuronové sítě), jejich počet byl stanoven na 5, 10, 50 a 100 neuronů. 
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4.1.2 Výsledky tréninku modelů NAR 
Výsledky tréninku jednotlivých modelů neuronových sítí jsou uvedeny v tabulce 
3. Jsou zde uvedeny parametry: název modelu NAR s počtem neuronů (5, 10, 50 a 100) 
počet iterací testování, počet iterací validace, doba tréninku v sekundách a střední 
kvadratická odchylka. 
 
Tabulka 3: Výsledky tréninku – model NAR 
  Testování (iterací) Validace (iterací) Doba tréninku v (s) MSE 
NAR5 10 5 1 8750  
NAR10 30 6 1 8310  
NAR50 11 6 1 6860  
NAR100 15 6 3 5300  
 
V tabulce vidíme, že nejnižší chyby MSE dosahovaly modely neuronové sítě 
s vyšším počtem neuronů. Vyšší počet neuronů má za následek delší dobu trénování, jak 
je vidět u modelu se 100 neurony, nicméně nárůst není výrazný. 
 
4.1.3 Vyhodnocení výsledků modelů NAR 
Ve skutečnosti neexistuje žádný univerzální model, jenž by dosahoval nejlepších 
výsledků při predikci a pomocí, kterého by bylo možné nastavit parametry neuronové 
sítě. Jako jediný parametr neuronové sítě, který se bude měnit, jsem zvolil počet 
neuronů ve skryté vrstvě. Neuronová síť byla postupně testována s 5,10, 50 a 100 
neurony ve skryté vrstvě. 
 
Protože se jedná o neuronovou síť, která má pomoci společnosti v rozhodování o 
výkupu nebo prodeji mědi, rozhodl jsem se pro nastavení sledovaných parametrů takto: 
budu sledovat úspěšnost zachycení trendu vývoje ceny a jednotlivé rozdíly mezi 
skutečnou a modelem predikovanou cenou, tedy odchylky. 
 
Predikované hodnoty byly tedy porovnány s reálnými hodnotami a v následující 
tabulce 4 vidíme jednotlivé modely a jejich úspěšnosti odhadnutí trendu vývoje a 
rozdíly při predikování ceny. 
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Tabulka 4: Vyhodnocení – model NAR 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NAR5 63,6% 36,52 4 93,5 
NAR10 63,6% 34,18 3 94,5 
NAR50 54,6% 48,61 3 155,5 
NAR100 54,6% 42,02 1,5 197 
 
 
Při celkovém zhodnocení těchto čtyř modelů vidíme, že lépe si vedly modely 
s méně neurony ve skryté vrstvě, jak v úspěšnosti vystihnutí trendu vývoje ceny mědi, 
kde modely s pěti a deseti neurony dosáhly úspěšnosti stejných 63,6%, tak i rozdíl 
predikované ceny oproti skutečnosti u nich byly podstatně nižší. Zbylé dva modely 
s padesáti a sto neurony dosáhly úspěšnosti 54,6%, to je výsledek s pravděpodobností o 
kousek vyšší než hod mincí. Na to, že modely nebyly optimalizovány a jediným 
měněným parametrem byl počet neuronů, tak se nejedná o špatné výsledky, ale pro 
podporu rozhodování jsou nedostatečné. 
 
4.1.4 Možnosti optimalizace modelů NAR 
Možností optimalizace je obrovské množství díky různým možnostem nastavení 
funkcí a jejich vlastností v programu Matlab a různým úpravám vstupních dat modelu. 
Při optimalizaci je nutné si uvědomit, že se může projevit pozitivně i negativně a 
optimalizování modelu pravděpodobně zabere velké množství času. Optimalizaci 
můžeme tedy rozdělit na: 
• Optimalizaci vstupních dat, 
• Optimalizaci parametrů modelu. 
 
Optimalizace vstupních dat 
Vzhledem k tomu, že model neuronové sítě NAR pracuje pouze s historickými 
daty časové řady zvolené komodity (v našem případě cen mědi), tak velice záleží na 
počtu použitých dat a jejich trendu. Mnou vytvořené a testované modely si načítaly data 
z vytvořeného souboru v MS Excel, konkrétně se jednalo o obchodní dny na LME za 
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roky 2012 a 2013 (3.1. 2012 – 31.12. 2013), celkem se jednalo o 503 obchodních dní. 
Vstupem byly pouze zavírací ceny jednotlivých dní. 
 
Zvolený počet dat pro trénování neuronové sítě vyšel z vytvářeného modelu, 
vývoj ceny mědi je poměrně kolísavý, proto jsem zvolil použití dat za 2 roky. Pokud by 
byla zpracovávána neuronová síť s nízkým kolísáním, stačila by data za menší časové 
období. V případě velkého kolísání (velké volatility) se naskytují dvě možnosti, jak 
zvolit data pro model. První možnost je zaměřit se na menší počet dat v úseku, kde je 
nízká volatilita (nízké kolísání). Nebo druhá možnost vzít větší počet dat k tréninku 
neuronové sítě, kde vznikne možnost pro odhalení určitých souvislostí a zákonitostí, 
které vycházejí z fundamentální analýzy daného trhu a následná predikce budoucích 
dat. 
 
Další možností je samotné rozdělení dat pro trénink, jak již bylo zmíněno, data 
se dělí do tří skupin: 
• Data pro trénink, 
• Data pro validaci, 
• Data pro testování. 
 
V mém případě bylo ponecháno nastavení matlabu, které tato data rozdělí na 
70% pro trénink, 15% pro validaci a zbylých 15% pro trénování. V programu Matlab 
však existuje několik možností, jak data do skupin rozdělit: 
• Dividerand – data jsou rozdělena náhodně, nejpoužívanější způsob, 
• Divideind – data jsou do skupin rozdělena pomocí manuálně vytvořených 
intervalů, 
• Divideint – jako u předchozího jsou data rozdělována do skupin pomocí 
intervalů, v tomto případě však automaticky vytvořených, 
• Divideblock – data jsou rozdělena do souvislých bloků, první blok data pro 
trénink, druhý blok data pro validaci a třetí blok data pro testování, 
• Dividetrain – všechna data jsou přiřazena pro trénink, skupiny validace a 
testování zůstanou prázdné. 
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Optimalizace parametrů modelu 
Optimalizaci parametrů modelu NAR můžeme provádět na těchto úrovních, 
pomocí programu Matlab: 
• Obecná rovina – zde měníme parametry týkající se názvu modelu nebo 
informací o neuronové síti, 
• Architektura – tady nastavujeme počet vrstev modelu, jejich typy a způsob 
jakým jsou vrstvy propojeny, 
• Funkce – zde definujeme adaptaci modelu, trénink, spouštění a měření 
výkonnosti daného modelu, 
• Účinnost – do této části patří nastavení paměti, ať už se jedná o obecnou nebo 
například paměť, která počítá zpoždění vstupů. 
 
Při testování mnou navržených modelů, byla jako jediný způsob optimalizace 
využita změna počtu neuronů ve skryté vrstvě. Nižší počet neuronů ve skryté vrstvě 
může znamenat, že model nemá dostatek prostoru k optimalizaci parametrů a výsledky 
tím mohou být ovlivněny a jsou nepřesné. Naopak pokud má neuronová síť větší počet 
neuronů zlepšuje se jeho pružnost, díky tomu má síť více parametrů k optimalizaci. 
Vždy je nutné zvolit vhodný počet neuronů v poměru k datům, ať už je nastaveno více 
neuronů než dat, síť bude podávat zkreslené výsledky, stejně tak v opačném případě, 
kdy síť nebude mít prostor. K ověření nám slouží výsledné grafy během tréninků 
neuronových sítí a zpracování výsledných dat, na kterých vidíme, jestli dávají smysl. 
 
Další možností optimalizace je volba, jakým způsobem budeme nahlížet na 
chyby výpočtu naší neuronové sítě. Program Matlab nabízí několik možností, jak na 
chyby nahlížet, liší se i u různých algoritmů pro trénování. Dva náhledy na měření chyb 
výpočtu jsou: 
• MSE (Mean Squared Error) – průměrná střední kvadratická chyba, použita ve 
výše popsaných modelech neuronových sítí, 
• MAE (Mean Absolute Error) – průměrná absolutní chyba. 
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Kromě základních přenosových funkcí, které jsem zmínil v teoretické části, nám 
program Matlab umožňuje využití několika dalších. Ne všechny jsou však použitelné a 
některé z nich se skoro nepoužívají. 
 
Obdobně jako s přenosovými funkcemi je to s algoritmy pro učení neuronové 
sítě. V mém případě byl použit defaultně nastavený algoritmus učení Levenberg – 
Marquardt, který používá tzv. backpropagation způsob tréninku. Program Matlab těchto 
algoritmů nabízí více než dvě desítky, všechny tyto algoritmy nejsou ani popsány 
v teoretické části, nejvíce se však používá výše zmíněný algoritmus. V případě, že tento 
tréninkový algoritmus není pro náš model použitelný, vybereme si z nabídky jiný. Při 
využití algoritmu Levenberg – Marquardt, který je jedním z nejrychlejších, máme 
možnost nastavit několik parametrů. Mezi nejdůležitější parametry dle mého názoru 
patří: 
• net.trainParam.goal – nastavení cílové výkonnosti neuronové sítě, 
• net.trainParam.max_fail – maximální možný počet chyb při validaci, 
• net.trainParam.epochs – maximální počet iterací při tréninku, 
• net.trainParam.time – nastavení maximálního času pro trénování neuronové sítě. 
 
4.1.5 Zhodnocení modelů NAR 
Model neuronové sítě NAR je jako predikční velmi rychlý a jednoduchý na 
vytvoření. S jeho pomocí se mi bez optimalizace podařilo dosáhnout téměř 64% 
úspěšnosti odhadu trendu vývoje cen mědi na LME a dosáhl jsem průměrného rozdílu 
mezi predikovanou a skutečnou cenou přibližně 35$, což není špatné, protože ceny jsou 
udávány v tisících za metrickou tunu. Existuje zde mnoho výše zmíněných možností, 
jak model optimalizovat, aby podával ještě lepší predikční výkon. V případě jeho 
optimalizace je dle mého názoru možné použít tento model pro podporu rozhodování. 
• Výhody: rychlost modelu, jednoduchost vytvoření, poměrně dobrá predikce i 
bez optimalizace. 
• Nevýhody: jako vstup využívá jen historická data o určité maximální délce, to 
ne vždy stačí a tím pádem nemusí zachytit vlivy a zákonitosti, kterými se zabývá 
fundamentální analýza.  
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4.2 Model Nonlinear Autoregressive with External Input (NARX) 
 
Nonlinear Autoregressive with External Input (česky nelineární auto-regresní 
model s vnějšími vstupy) je model, který jak již bylo zmíněno, využívá kromě vstupu 
tvořeného historickými hodnotami časové řady také vstup externí. Tento vstup ovlivní 
predikci modelu, proto by měl mít spojitost s historickými hodnotami časové řady. 
V našem případě se jedná o použití prostředků technické analýzy a jejich různé 
kombinace, konkrétně: 
 
• Klouzavé průměry – jednoduché (MA) a exponenciální (EMA) klouzavé 
průměry, 
• MACD - (Moving Average Covergence) – jedná se o ukazatel sbíhavosti a 
rozbíhavosti klouzavých průměrů, 
• ROC – (Receiver Operating Characteristic) – udává procentní změnu ve 
zvoleném období 
• RSI - (Relative Strength Index) – index relativní síly 
• Bollingerova pásma – (Bollinger Bands) – popisuje volatilitu a relativní cenovou 
úroveň v určeném období 
 
Model NARX můžeme opět popsat matematicky i graficky (obrázek 32). 
Matematický popis máme časovou řadu y(t) a externí řadu x(t) s celkovým počtem 
hodnot n pak výsledný popis je: 
y(t) = f (x(t-1) … x (t-n), y (t-1) … y (t-n) 
 
 
Obrázek 32: Schéma model NARX – základní  
(Zdroj: Matlab – vývojové prostředí) 
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V konkrétních případech jako u modelu NAR je zobrazení konkrétního modelu 
neuronové sítě detailnější a přesnějšího z důvodu zobrazení jednotlivých informací. Je 
zde zobrazeno navíc: zpoždění, transformační funkce jednotlivých vrstev, počet 
neuronů ve skryté vrstvě. Zobrazeno na obrázku 33. 
 
Obrázek 33: Zobrazení konkrétního případu modelu NARX – 50 neuronů, 3 
externí vstupy 
(Zdroj: Matlab – vývojové prostředí) 
 
4.2.1 Vytvoření modelu NARX 
Proces modelování neuronové sítě NARX je velmi podobný modelu NAR, opět 
spočívá v několika krocích. Rozdělení množiny dat na tři skupiny proběhne náhodným 
výběrem. Data jsou rozdělena na 70% sloužících pro trénování, 15% ty slouží k validaci 
(kontrole) a zbývajících 15% slouží k nezávislému testování neuronové sítě.  
 
Další volbou je nastavení zpoždění (delay) neuronové sítě, tam si síť může 
ukládat stanovený počet předchozích hodnot. Jako u modelu NAR je nastaveno na 2 
kroky. 
 
Následuje trénink neuronové sítě za pomocí jednoho z trénovacích algoritmů, 
v tomto případě byl znovu zvolen algoritmus Levenberg – Marquardt a chyba je tedy 
měřena metodikou MSE (mean squared error), to znamená střední kvadratická 
odchylka. 
 
Na obrázku (obrázek 34) vidíme trénování neuronové sítě. V případě modelu 
NARX s 50 skrytými neurony a třemi externími vstupy se testování ukončilo v desáté 
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iteraci (položka Epoch), protože chyba při validaci nebyla snížena pod šest iterací 
(položka Validation Checks). Dále je možné vidět délku tréninku (položka Time), která 
oproti modelu NAR narostla.  
 
Obrázek 34: Trénink modelu NARX neuronové sítě  
(Zdroj: Matlab – vývojové prostředí) 
 
Jako další bod si zkontroluji, zda nedošlo k přetrénování modelu neuronové sítě. 
Graf na obrázku 35 ukazuje postupné klesání chybovosti tréninku, validace a testování 
do čtvrté iterace, kde dosáhla svého minima chyba validačních dat, konkrétně 12557,65. 
Vzhledem k tomu, že do již zmíněné čtvrté iterace ani jedna z křivek nijak výrazně 
nevzrostla, můžeme říci, že k přetrénování neuronové sítě nedošlo. 
 
Obrázek 35: Graf Performance (MSE) – model NARX  
(Zdroj: Matlab – vývojové prostředí) 
Následující krok již vede k samotné predikci časové řady, toho docílíme tak, že 
odstraníme zpoždění a takto nově vytvořená síť bude vracet stejné výsledné hodnoty 
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časové řady jako neuronová síť původní, jen tyto hodnoty budou posunuty o velikost 
zpoždění směrem doleva. Graficky bude vypadat predikční neuronová síť následovně. 
 
 
Obrázek 36: Schéma predikčního modelu NARX – 50 neuronů, 3 externí vstupy  
(Zdroj: Matlab – vývojové prostředí) 
 
Výsledky predikční funkce vidíme na obrázku 37, kde je zachycen velikostní 
rozdíl mezi predikovanými a skutečnými hodnotami na celém průběhu časové řady. 
Spodní část obrázku nám ukazuje velikost chyby predikce v jednotlivých bodech. Pro 
přehlednost byl vytvořen jen výřez z celé časové řady. 
 
Graf na obrázku 38 naznačuje následný vývoj, vzniká spojením historických dat 
časové řady a predikovaných hodnot. Zde je nejlépe viditelná úspěšnost nebo 
neúspěšnost modelu neuronové sítě. Na ose X je zobrazen počet dní a na ose Y vidíme 
cenu v dolarech za metrickou tunu. Zelenou je zobrazena křivka historických hodnot 
časové řady a modrou křivkou je zobrazena řada predikovaných hodnot neuronovou sítí. 
Pro přehlednost byl udělán výřez z celého grafu. 
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Obrázek 37: Srovnání hodnot predikce a časové řady – model NARX 
(Zdroj: Matlab – vývojové prostředí) 
 
Obrázek 38: Zobrazení vývoje – model NARX  
(Zdroj: Matlab – vývojové prostředí) 
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V příkazovém okně programu Matlab je zobrazen slovní výstup modelu. 
Z důvodu přehlednosti i pro další potřebu jednotlivých hodnot predikce. 
 
 
Obrázek 39: Slovní výstup – model NARX  
(Zdroj: Matlab – vývojové prostředí) 
 
Výsledky generované neuronovou sítí byly porovnávány s vývojem cen mědi na 
LME za celý měsíc leden roku 2014.  
 
4.2.2 Výsledky tréninku modelů NARX 
Výsledky tréninku jednotlivých modelů neuronových sítí při trénování na 
hodnotách časových řad ceny mědi na LME jsou uvedeny v tabulce 5. Jsou zde uvedeny 
parametry: model neuronové sítě s počtem neuronů (5, 10 a 50), krok technické analýzy 
(5 nebo 10), počet iterací testování, počet iterací validace, doba tréninku v sekundách a 
střední kvadratická odchylka. 
 
V níže uvedené tabulce vidíme, že nejmenších chyb dosahovaly modely s 50 
neurony ve skryté vrstvě. Konkrétně nejlepší dva byly modely NARX 50, první 
s indikátory technické analýzy s krokem 5, EMA, MACD, RSI, Bollinger bands, ten 
dosáhl hodnoty 1440. Na druhém místě model NARX 50 s indikátory s krokem 10, 
MACD, ROC, RSI, Bollinger bands ten dosáhl hodnoty chyby (MSE) 1460, ostatní 
modely měly chyby větší, ale stále v přijatelných hodnotách. Můžeme říci, že zvolené 
indikátory a počet neuronů ve skryté vrstvě ovlivňují výsledky nejvíce. 
 
Z hlediska doby trénování neuronové sítě rychleji trénují modely s menším 
počtem neuronů ve skryté vrstvě NARX 5 a NARX 10 mají ve všech případech nižší 
dobu tréninku než NARX 50. 
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Modely mohou sice dosahovat nízkých chyb MSE na datech pro trénink, ale na 
sadě dat pro testování mohou dosahovat i velice špatných výsledků, z toho vyplývá, že 
pro praktické využití mohou být nepoužitelné. Výsledky jednotlivých modelů 
s indikátory technické analýzy budou popsány v další podkapitole. 
 
Tabulka 5: Výsledky tréninku – model NARX 
  Krok 
TA 
Prostředky 
technické analýzy 
Testování 
(iterací) 
Validace 
(iterací) 
Doba 
tréninku v 
(s) 
MSE 
NARX5 
5 EMA, ROC, RSI 
12 6 1  7810 
NARX10 13 6 1  7730 
NARX50 10 6 3  2500 
NARX5 
10 EMA, ROC, RSI 
12 6 1 8330 
NARX10 12 6 1  4990 
NARX50 13 6 4  1720 
NARX5 
5 MA, ROC, RSI 
17 6 1  8510 
NARX10 13 6 1  6510 
NARX50 16 6 4  3240 
NARX5 
10 MA, ROC, RSI 
17 6 1  8190 
NARX10 13 6 1  5440 
NARX50 12 6 3  2700 
NARX5 
5 
EMA, MACD, 
RSI, Bollinger 
bands 
14 6 1  7150 
NARX10 20 6 1  5700 
NARX50 11 6 7  1440 
NARX5 
10 
EMA, MACD, 
RSI, Bollinger 
bands 
22 6 1  6480 
NARX10 16 6 1  6440 
NARX50 12 6 7  2260 
NARX5 
5 
MACD, ROC, 
RSI, Bollinger 
bands 
14 6 1  7730 
NARX10 24 6 1  5040 
NARX50 10 6 6  2970 
NARX5 
10 
MACD, ROC, 
RSI, Bollinger 
bands 
12 6 1  8030 
NARX10 11 6 1  6870 
NARX50 15 6 9  1460 
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4.2.3 Vyhodnocení výsledků modelů NARX 
Opět jako v případě modelu NAR, ani u modelu NARX neexistuje žádný 
univerzální model, proto je vhodné modely v případě využití dále optimalizovat. 
 
Vyhodnocení jednotlivých modelů NARX bylo téměř stejné jako u modelů 
NAR. Tentokrát se hodnotilo více modelů, u nichž přibyly externí vstupy, konkrétně jde 
o čtyři páry modelů, kde se modely se stejnými externími vstupy liší v počtu neuronů ve 
skryté vrstvě. Jako externí vstupy byly použity indikátory technické analýzy, u nichž 
byla použita dvě nastavení (kroky 5 a 10), krok 5 a 10 znamená, že indikátor využívá 
pro výpočet 5 nebo 10 historických hodnot časové řady. Indikátory technické analýzy 
byly různě kombinovány a otestovány. 
 
Měření úspěšnosti modelu probíhalo predikcí vývoje ceny mědi v měsíci lednu 
2014 a jednotlivých uzavíracích cen v každém dni. Z takto získaných dat byl pomocí 
porovnání predikce a skutečnosti určen trend a jeho úspěšnost nebo neúspěšnost. 
Dalším parametrem, který nás zajímá, je rozdíl mezi predikovanou cenou a cenou 
skutečnou. Rozdíly jsou rozděleny na minimální, maximální a průměrnou. 
 
V následujících tabulkách jsou vyhodnocení jednotlivých modelů podle výše 
zmíněných parametrů. Tabulky jsou řazeny vždy po dvojicích podle použitých 
indikátorů technické analýzy. První je tabulka s krokem TA 5 a druhá s TA 10. 
 
V tabulkách 6 a 7 jsou vyhodnoceny výsledky modelů neuronové sítě, kde jako 
externí vstupy byly použity následující indikátory technické analýzy: EMA, ROC, RSI. 
Modely s těmito indikátory dosáhly nejmenších průměrných rozdílů v predikování ceny 
ze všech sledovaných a vyhodnocovaných modelů. V úspěšnosti odhadování trendu 
vývoje ceny se dva modely dostaly přes 70% a jeden těsně pod. Zbylé modely 
v úspěšnosti odhadování trendů dokázaly vystihnout jen 59%. Jednalo se o modely 
s menším počtem neuronů, to může způsobit, že neuronová síť nemá dostatečný prostor 
pro trénování. Dále může výsledky ovlivnit kombinace indikátorů. Optimalizace 
modelů by mohla spočívat například ve změně počtu neuronů, změně počtu kroků nebo 
jinou kombinací indikátorů. 
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Tabulka 6: Modely NARX indikátory - EMA, ROC, RSI – krok 5 
Indikátory technické analýzy: EMA5, ROC5, RSI5 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 59,1% 41,70 0 109 
NARX10 72,7% 33,84 2 115,5 
NARX50 68,2% 40,66 4 132 
 
Tabulka 7: Modely NARX indikátory - EMA, ROC, RSI – krok 10 
Indikátory technické analýzy: EMA10, ROC10, RSI10 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 59,1% 38,52 3 91 
NARX10 59,1% 35,02 2 74 
NARX50 77,3% 37,93 2 125,5 
 
Další dvojicí tabulek 8 a 9 je vyhodnocení modelů s těmito indikátory technické 
analýzy: MA, ROC, RSI. V prvním případě v tabulce 8 jsou průměrné rozdíly okolo 
čtyřiceti (těchto hodnot v průměru dosahovaly i ostatní modely) jen model NARX10 
dokázal snížit hodnotu odchylky predikce ceny na přibližně 35. V odhadování trendu 
nejlépe ze všech testovaných modelů dopadl model NARX50, který dosáhl úspěšnosti 
86,4%. Zbylé dva modely se pohybovaly na hranici 60%. U modelů s menším počtem 
neuronů může být výsledek zapříčiněn nedostatečným prostorem pro trénink. 
 
Tabulka 8: Modely NARX indikátory – MA, ROC, RSI – krok 5 
Indikátory technické analýzy: MA5, ROC5, RSI5 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 59,1% 43,30 2,5 110 
NARX10 63,6% 34,98 2,5 96 
NARX50 86,4% 41,98 0 181 
 
 Modely v tabulce 9 modely dosáhly průměrné rozdíly v rozmezí čtyřicet až 
padesát od predikované ceny, odhadnutí trendu měly všechny tři modely nad 60%. 
Zvýšení úspěšnosti odhadu trendu by spočívalo v optimalizaci například změně 
indikátorů nebo změně velikosti jejich kroků. 
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Tabulka 9: Modely NARX indikátory - MA, ROC, RSI – krok 10 
Indikátory technické analýzy: MA10, ROC10, RSI10 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 63,6% 41,80 5 100 
NARX10 68,2% 46,66 3 140,5 
NARX50 63,6% 50,39 2 131,5 
 
 Následující dvojice tabulek obsahuje vyhodnocení modelů neuronových sítí 
NARX s těmito indikátory technické analýzy: EMA, MACD, RSI, Bollingerova pásma. 
V prvním případě (tabulka 10) nedosáhly modely NARX5 a NARX50 příliš valného 
výsledku, úspěšnost odhadu trendu 54% a rozdíl mezi predikovanou a reálnou hodnotou  
NARX5 je 45 a NARX50 dokonce 64, to není dobrý výsledek. Model NARX10 spadá 
do průměru v testovaných modelech. Modely patrně ovlivnilo nastavení ukazatele 
Bollingerových pásem. Druhý případ (tabulka 11) dopadl ve výsledcích odhadu trendu 
ještě hůře než předchozí případ s krokem technické analýzy 5. Ani jeden z modelů se 
nedostal přes hranici 60%. Výsledek rozdílu predikce a skutečné ceny dopadl podobně 
jako v prvním případě. Možností optimalizace této dvojice případů by mohl být 
v nastavení kroků jednotlivých identifikátorů technické analýzy nebo v možnosti 
nahrazení nebo vynechání některého z nich. 
 
Tabulka 10: Modely NARX indikátory – EMA, MACD, RSI, Bollinger – krok 5 
Indikátory technické analýzy: EMA5, MACD, RSI5, Bollinger5 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 54,6% 45,11 1 128 
NARX10 63,6% 41,16 1,5 108 
NARX50 54,6% 64,20 2 210 
  
Tabulka 11: Modely NARX indikátory - EMA, MACD, RSI, Bollinger – krok 10 
Indikátory technické analýzy: EMA10, MACD, RSI10, Bollinger10 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 59,1% 45,30 7 108 
NARX10 54,6% 41,02 4,5 155,5 
NARX50 59,1% 55,98 1 198 
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 Poslední dvojicí (tabulky 12 a13) jsou modely neuronových sítí s externími 
vstupy technické analýzy: MACD, ROC, RSI, Bollingerova pásma. První případ 
(tabulka 12) se jedná o nejhorší výsledek testovaných modelů vystihnutí trendu danými 
modely je 54,6% a jeden dokonce jen 50%, průměrný rozdíl mezi predikovanou a 
skutečnou cenou je jedním z nejvyšších u testovaných modelů. Možností optimalizace 
by byla změna kroků u indikátorů nebo nahrazení či vypuštění některého z nich. 
 
Tabulka 12: Modely NARX indikátory – MACD, ROC, RSI, Bollinger – krok 5 
Indikátory technické analýzy: MACD, ROC5, RSI5, Bollinger5 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 54,6% 41,57 4 150 
NARX10 54,6% 63,89 1 266 
NARX50 50,0% 85,43 2 227 
 
 U druhého případu (tabulka 13) stojí za zmínku model NARX5, který dosáhl 
úspěšnosti vystihnutí trendu 72,7% a průměrného rozdílu přibližně 43. Nejhůře dopadl 
model NARX, který dosáhl pouhých 50% při vystihování trendu a i poměrně vysokého 
průměrného rozdílu, to může být zapříčiněno vyšším počtem neuronů a model 
neuronové sítě své výsledky generalizoval. 
 
Tabulka 13: Modely NARX indikátory - MACD, ROC, RSI, Bollinger – krok 10 
Indikátory technické analýzy: MACD, ROC10, RSI10, Bollinger10 
 Úspěšnost 
(trend) 
Průměrný rozdíl 
predikce vs. realita 
Min. rozdíl Max. rozdíl 
NARX5 72,7% 43,39 7 108 
NARX10 59,1% 51,80 4 147 
NARX50 50,0% 64,07 10,5 168,5 
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4.2.4 Možnosti optimalizace modelů NARX 
Stejně jako u modelů neuronové sítě NAR, tak i u modelů NARX, existuje 
optimalizace vstupních dat a optimalizace parametrů modelu. Optimalizované výsledné 
řešení, však lze použít jen na konkrétní trh, pro který byl model optimalizován. 
 
Optimalizace vstupních dat 
Jako u modelů NAR se nám naskýtá možnost optimalizace již na počtu 
historických dat časové řady vstupujících do modelu, opět byla použita stejná data 
(počet i sledované období). Velikost vstupního balíku dat se opět odvíjí od volatility 
trhu, pro vysokou volatilitu máme možnost použít větší počet dat, kde se pokusíme 
zachytit zákonitosti a vlivy na daném trhu nebo zvolíme menší počet dat, kde je nízká 
volatilita a na nich budeme model trénovat. Naopak u trhu s nízkou volatilitou nám 
vystačí menší počet dat např. v řádu měsíců. 
 
Vzhledem k tomu, že model NARX využívá i externí vstupy, můžeme na ně 
přivést větší množství, nějakým způsobem souvisejících dat, např. existuje velké 
množství indikátorů technické analýzy. U mnou navržených modelů bylo využito šest 
typů těchto indikátorů technické analýzy, kde některé se skládají z jiných a na všech 
jsou určité parametry, které je možné nastavovat. Je nutné uvědomit si podobnost 
jednotlivých indikátorů a zamyslet se nad tím, jakou kombinaci zvolit, protože špatná 
kombinace může zapříčinit špatnou predikci modelu. Použité indikátory a možnosti 
změny parametrů daného indikátoru: 
• Klouzavé průměry – zde je možnost volby mezi jednoduchým a exponenciálním 
klouzavým průměrem. Parametr, který zde můžeme nastavovat je krok, jenž 
nám určuje, kolik předchozích vstupních dat bude použito pro jeho výpočet, 
• MACD - (Moving Average Covergence) – skládá se z klouzavých průměrů, 
• ROC – (Receiver Operating Characteristic) – u tohoto indikátoru máme možnost 
nastavení parametru změny počtu předchozích datových bodů, 
• RSI - (Relative Strength Index) – v tomto případě můžeme nastavovat hodnotu 
periody použitých datových bodů, 
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• Bollingerova pásma – (Bollinger Bands) – tento indikátor existuje ve více 
variantách, možnost nastavení spočívá ve volbě klouzavého průměru a počtu 
odchylek pro horní a dolní pásmo. 
 
Dále můžeme vstupní data optimalizovat v prostředí programu Matlab, stejně 
jako u modelů NAR. Můžeme měnit způsob rozdělení dat do skupin pro trénink, 
validaci a testovaní a jejich procentuální rozložení ve skupinách. 
 
Optimalizace parametrů modelu 
Jedná se o stejný způsob, jako v případě modelů NAR, který je podrobněji 
rozepsaný v kapitole 4.1.4. Možnosti si zde ve zkratce zopakujeme: 
• Architektura sítě – zde se nachází možnosti nastavení daného modelu neuronové 
sítě jako je: počet neuronů ve skryté vrstvě, počet skrytých vrstev, jednotlivé 
funkce, algoritmy tréninku, měření chyb atd. 
• Nastavení paměti – je nutná nastavit v některých případech, kdy náročnost 
výpočtu stoupá s velikostí vstupní časové řady. 
 
4.2.5 Zhodnocení modelů NARX 
Model neuronové sítě NARX je jako predikční nástroj také poměrně rychlý a 
jednoduchý na vytvoření, jedinou komplikací mohou být externí vstupy (jejich 
nastavení a kombinace). U modelu NARX s padesáti neurony ve skryté vrstvě a 
externími vstupy technické analýzy MA5, ROC5 a RSI5 se mi podařilo dosáhnout 
v úspěšnosti predikce trendu vývoje ceny mědi na LME za měsíc leden 2014 až 
neuvěřitelných 86,4% s průměrným rozdílem predikované a skutečné ceny přibližně 
40$, to je opravdu výborný výsledek. Existuje mnoho možností, jak model zkusit dále 
optimalizovat, ale myslím, že lepšího výsledku v predikci trendu už bychom nejspíš 
nedosáhli. Těžko říci, jak by model obstál v testování na jiných měsících a datech. 
V případě dalšího odzkoušení a případné optimalizace některých parametrů by tento 
model určitě mohl sloužit pro podporu rozhodování. 
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Z jednotlivých výsledků ostatních modelů, které jsou přehledně zaneseny do 
tabulek a slovně okomentovány, vidíme, že i některé ostatní modely si vedly velmi 
dobře. Tři modely dosáhly úspěšnosti přes 70%, to je také velmi dobrý výsledek. Když 
se podíváme na minimální rozdíl mezi predikovanou a skutečnou cenou, je vidět, že 
některé modely byly naprosto přesně schopny určit cenu pro další den, případně jen 
s rozdílem jednotek dolarů, což se v tisícovém čísle ztratí. 
• Výhody: rychlost modelu, poměrně jednoduché vytvoření a nastavení parametrů 
neuronové sítě, dobrá predikce i bez optimalizace u některých modelů. 
• Nevýhody: nemožnost nějakého univerzálního nastavení modelu a jeho 
kombinace externích vstupů, díky tomu je možné vytvořit velké množství 
variant, to je časově velmi náročné a stejně to nemusí vést k nalezení nějakého 
úspěšného řešení. 
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4.3 Možné přínosy a rizika navrhovaného řešení 
 
V této části si uvedeme možné přínosy, ale i rizika, které mohou nastat v případě 
využití návrhu řešení, tedy modelů neuronových sítí firmou pro podporu jejího 
rozhodování. 
 
Hlavním přínosem pro firmu může být podpoření rozhodnutí o nákupu nebo 
prodeji mědi pomocí modelu neuronové sítě, který predikuje trend vývoje a odhadne 
cenu pro následující obchodní den. Je nutné uvědomit si, že model nemá za člověka 
rozhodnout, má mu pouze poskytnout doporučení. Dané rozhodnutí je vždy na člověku, 
který je za něj zodpovědný. S tím je samozřejmě spojeno riziko, každý model má jen 
určitou procentuelní úspěšnost, takže je tam určité rizikové procento, kdy model bude 
predikovat špatný trend a hodnotu ceny. Toto je nutné si při využití modelu neuronové 
sítě uvědomit. 
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Závěr 
 
Tato diplomová práce se zaměřovala na predikci vývoje trendu a cen na burze 
kovů. Jednalo se o London Metal Exchange (LME), kde zdrojem byla data vývoje ceny 
mědi. 
 
V teoretické části jsou popsány finanční trhy a jejich dělení, umělá inteligence 
(genetické algoritmy, neuronové sítě atd.), různé metody analýz dat (technická, 
fundamentální, …). Největší část této kapitoly je věnována neuronovým sítím, jejich 
druhům, způsobům učení atd. Další kapitola se věnuje firmě, se kterou spolupracuji při 
tvorbě své práce a analýze problému určování ceny výkupu a prodeje mědi. 
 
Celá praktická část se věnuje vytvoření a testování modelů neuronových sítí 
NAR a NARX, které byly vytvořeny v programu Matlab. V této části jsou získány 
výsledky a porovnání jednotlivých modelů. 
 
Modely NAR používají pro svůj trénink pouze historické hodnoty časové řady, u 
nich nejlepšího výsledku dosáhl model s dvaceti neurony ve skryté vrstvě. Při testování 
úspěšnosti predikce trendu vývoje ceny dosáhl 63,6% a průměrného rozdílu mezi 
predikovanou a skutečnou cenou 34,2$. 
 
V případě modelů NARX, které kromě vstupů historických hodnot využívají i 
externí vstupy, dosáhl nejlepšího výsledku model s padesáti neurony ve skryté vrstvě a 
externími vstupy technické analýzy MA5, ROC5 a RSI5. Podařilo se dosáhnout 
v úspěšnosti predikce trendu vývoje ceny mědi na LME za měsíc leden 2014 
neuvěřitelných 86,4% s průměrným rozdílem predikované a skutečné ceny přibližně 
40$, to je opravdu výborný výsledek. 
 
Výhodou obou typů modelů je jejich rychlost a jednoduchost, dále možnost 
využití mnoha grafů při tréninku. Ovšem má to i nevýhody, jednou z nich je nutnost 
optimalizace, kterou je vhodné provést na několika stupních (data, parametry modelu, 
indikátory technické analýzy), jinak modely mohou podávat špatné výsledky. Je třeba 
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dodat, že samotná optimalizace je časově velice náročná. Další nevýhodou může pro 
některé uživatele být nutnost zakoupení licence na program Matlab. 
 
Oba typy modelů dosáhly velmi slušné výsledky, lépe na tom však byly modely 
NARX. Díky svým výsledkům jsou vhodné k použití pro podporu rozhodování firmy. 
Cíle stanovené na začátku diplomové práce byly splněny. Samotné využití mnou 
vytvořených modelů už ale zůstává na rozhodnutí vedení firmy.  
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Seznam příloh 
Zdrojové kódy modelů NAR a NARX včetně zdrojových dat jsou k dispozici na 
přiloženém CD, v kapse na deskách diplomové práce. 
 
Další přílohy tvoří zpracované tabulky s predikovanými hodnotami jednotlivých 
modelů, výpočet odchylek a vystihnutí trendu. 
  
 
Zpracovaná data modely NAR 
  NAR10 NAR50 NAR100 NAR 5 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 1 7447 7,5 1 7432 7,5 1 7438 1,5 0 7374 65,5 
7335,5 3.1.2014 1 7430 94,5 0 7491 155,5 1 7436 100,5 1 7429 93,5 
7313,5 6.1.2014 0 7367 53,5 1 7328 14,5 1 7332 18,5 1 7318 4,5 
7354 7.1.2014 1 7317 37 0 7308 46 0 7298 56 0 7306 48 
7368 8.1.2014 0 7353,5 14,5 1 7400 32 1 7387 19 0 7351 17 
7282 9.1.2014 1 7260 22 0 7384 102 0 7479 197 1 7361 79 
7283,5 10.1.2014 1 7303 19,5 0 7208 75,5 1 7289 5,5 1 7289 5,5 
7305,5 13.1.2014 0 7278 27,5 1 7294 11,5 0 7268 37,5 0 7275 30,5 
7343 14.1.2014 1 7311 32 0 7267 76 0 7261 82 1 7311 32 
7309 15.1.2014 1 7336 27 1 7281 28 0 7361 52 1 7335 26 
7345,5 16.1.2014 1 7323 22,5 1 7328,5 17 1 7320 25,5 0 7290 55,5 
7379,5 17.1.2014 0 7340 39,5 1 7371 8,5 1 7358 21,5 1 7351 28,5 
7340 20.1.2014 1 7374 34 0 7381 41 1 7362 22 1 7366 26 
7332 21.1.2014 1 7323 9 0 7345 13 0 7387 55 1 7328 4 
7327 22.1.2014 0 7408 81 0 7406 79 0 7346 19 0 7335 8 
7285 23.1.2014 1 7323 38 0 7355 70 0 7329 44 1 7315 30 
7240 24.1.2014 0 7296 56 1 7273,5 33,5 1 7250 10 0 7324 84 
7235 27.1.2014 0 7244 9 1 7232 3 1 7230 5 1 7220 15 
7215 28.1.2014 0 7242 27 1 7227 12 1 7221 6 1 7233 18 
7209 29.1.2014 1 7206 3 1 7095 114 0 7237 28 1 7214 5 
7155 30.1.2014 1 7200 45 1 7177 22 0 7216 61 0 7212 57 
7091 31.1.2014 1 7144 53 0 7199 108 1 7149 58 1 7162 71 
  
 
Zpracovaná data modely NARX 
5 EMA, ROC, RSI 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7359 80,5 0 7324 115,5 1 7395 44,5 
7335,5 3.1.2014 1 7392 56,5 1 7390 54,5 1 7378 42,5 
7313,5 6.1.2014 1 7292 21,5 1 7281 32,5 1 7303 10,5 
7354 7.1.2014 0 7290 64 1 7320 34 0 7255 99 
7368 8.1.2014 1 7371 3 0 7350 18 1 7362 6 
7282 9.1.2014 0 7391 109 1 7345 63 0 7386 104 
7283,5 10.1.2014 1 7309 25,5 1 7313 29,5 0 7272 11,5 
7305,5 13.1.2014 0 7270 35,5 0 7275 30,5 1 7321 15,5 
7343 14.1.2014 0 7274 69 1 7308 35 1 7309 34 
7309 15.1.2014 1 7339 30 0 7347 38 0 7352 43 
7345,5 16.1.2014 1 7321 24,5 1 7319 26,5 1 7350 4,5 
7379,5 17.1.2014 0 7326 53,5 0 7344 35,5 0 7339 40,5 
7340 20.1.2014 1 7328 12 1 7342 2 1 7377 37 
7332 21.1.2014 1 7332 0 1 7301 31 1 7288 44 
7327 22.1.2014 1 7310 17 1 7300 27 1 7323 4 
7285 23.1.2014 1 7319 34 1 7307 22 0 7417 132 
7240 24.1.2014 0 7306 66 1 7275 35 1 7268 28 
7235 27.1.2014 1 7225 10 0 7259 24 1 7162 73 
7215 28.1.2014 1 7227 12 1 7231 16 1 7186 29 
7209 29.1.2014 1 7189 20 1 7192 17 1 7200 9 
7155 30.1.2014 0 7230 75 1 7203 48 0 7212 57 
7091 31.1.2014 0 7190 99 1 7101 10 1 7117 26 
  
 
10 EMA, ROC, RSI 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7392 47,5 0 7392 47,5 0 7314 125,5 
7335,5 3.1.2014 1 7380 44,5 1 7390 54,5 1 7354 18,5 
7313,5 6.1.2014 1 7290 23,5 0 7345 31,5 1 7235 78,5 
7354 7.1.2014 1 7315 39 1 7341 13 0 7286 68 
7368 8.1.2014 1 7371 3 1 7376 8 1 7372 4 
7282 9.1.2014 0 7369 87 1 7335 53 1 7347 65 
7283,5 10.1.2014 1 7289 5,5 0 7280 3,5 1 7302 18,5 
7305,5 13.1.2014 1 7325 19,5 1 7343 37,5 1 7323 17,5 
7343 14.1.2014 0 7305 38 1 7313 30 1 7361 18 
7309 15.1.2014 1 7337 28 1 7335 26 0 7367 58 
7345,5 16.1.2014 1 7316 29,5 1 7314 31,5 1 7335 10,5 
7379,5 17.1.2014 0 7341 38,5 0 7340 39,5 1 7354 25,5 
7340 20.1.2014 1 7297 43 1 7291 49 1 7326 14 
7332 21.1.2014 1 7304 28 1 7330 2 1 7315 17 
7327 22.1.2014 1 7316 11 1 7307 20 1 7282 45 
7285 23.1.2014 1 7313 28 1 7311 26 1 7287 2 
7240 24.1.2014 1 7279 39 0 7297 57 0 7293 53 
7235 27.1.2014 0 7297 62 0 7300 65 1 7221 14 
7215 28.1.2014 0 7261 46 0 7253 38 1 7230 15 
7209 29.1.2014 0 7240 31 0 7219 10 1 7154 55 
7155 30.1.2014 0 7220 65 0 7229 74 0 7220 65 
7091 31.1.2014 0 7182 91 1 7145 54 1 7138 47 
 
  
 
5 MA, ROC, RSI 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7353 86,5 0 7370 69,5 1 7419 20,5 
7335,5 3.1.2014 1 7398 62,5 1 7402 66,5 1 7326 9,5 
7313,5 6.1.2014 1 7316 2,5 1 7300 13,5 1 7316 2,5 
7354 7.1.2014 0 7284 70 1 7325 29 1 7329 25 
7368 8.1.2014 0 7353 15 0 7325 43 1 7370 2 
7282 9.1.2014 1 7363 81 0 7378 96 1 7348 66 
7283,5 10.1.2014 1 7335 51,5 1 7300 16,5 1 7291 7,5 
7305,5 13.1.2014 1 7288 17,5 1 7330 24,5 1 7411 105,5 
7343 14.1.2014 0 7295 48 1 7319 24 1 7332 11 
7309 15.1.2014 1 7334 25 0 7356 47 1 7309 0 
7345,5 16.1.2014 1 7336 9,5 1 7348 2,5 1 7328 17,5 
7379,5 17.1.2014 1 7388 8,5 1 7347 32,5 0 7309 70,5 
7340 20.1.2014 1 7351 11 1 7365 25 1 7364 24 
7332 21.1.2014 1 7303 29 1 7319 13 1 7294 38 
7327 22.1.2014 1 7321 6 1 7310 17 1 7297 30 
7285 23.1.2014 1 7301 16 1 7307 22 0 7336 51 
7240 24.1.2014 1 7276 36 0 7286 46 1 7255 15 
7235 27.1.2014 0 7261 26 1 7203 32 1 7157 78 
7215 28.1.2014 0 7281 66 0 7253 38 1 7034 181 
7209 29.1.2014 0 7288 79 0 7230 21 0 7331 122 
7155 30.1.2014 0 7251 96 1 7166 11 1 7129 26 
7091 31.1.2014 0 7201 110 0 7171 80 1 7070 21 
 
  
 
10 MA, ROC, RSI 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7372 67,5 0 7299 140,5 0 7308 131,5 
7335,5 3.1.2014 1 7401 65,5 1 7411 75,5 1 7298 37,5 
7313,5 6.1.2014 1 7232 81,5 1 7230 83,5 1 7231 82,5 
7354 7.1.2014 0 7265 89 0 7303 51 0 7299 55 
7368 8.1.2014 1 7374 6 1 7364 4 1 7453 85 
7282 9.1.2014 1 7357 75 1 7365 83 1 7342 60 
7283,5 10.1.2014 1 7297 13,5 1 7307 23,5 0 7280 3,5 
7305,5 13.1.2014 1 7330 24,5 1 7322 16,5 1 7361 55,5 
7343 14.1.2014 1 7322 21 0 7283 60 0 7290 53 
7309 15.1.2014 1 7287 22 1 7332 23 1 7302 7 
7345,5 16.1.2014 1 7334 11,5 1 7350 4,5 1 7318 27,5 
7379,5 17.1.2014 0 7343 36,5 1 7361 18,5 0 7298 81,5 
7340 20.1.2014 1 7345 5 1 7343 3 1 7279 61 
7332 21.1.2014 1 7309 23 1 7270 62 1 7301 31 
7327 22.1.2014 1 7312 15 1 7293 34 1 7325 2 
7285 23.1.2014 1 7326 41 1 7312 27 0 7341 56 
7240 24.1.2014 1 7271 31 1 7255 15 0 7311 71 
7235 27.1.2014 0 7255 20 0 7282 47 1 7204 31 
7215 28.1.2014 0 7272 57 0 7285 70 1 7178 37 
7209 29.1.2014 0 7240 31 0 7275 66 1 7188 21 
7155 30.1.2014 0 7238 83 0 7220 65 1 7199 44 
7091 31.1.2014 0 7191 100 1 7145 54 0 7166 75 
 
  
 
5 EMA, MACD, RSI, Bollinger 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7334 105,5 0 7379 60,5 1 7410 29,5 
7335,5 3.1.2014 1 7386 50,5 1 7395 59,5 0 7446 110,5 
7313,5 6.1.2014 1 7299 14,5 1 7257 56,5 1 7199 114,5 
7354 7.1.2014 0 7308 46 1 7326 28 0 7144 210 
7368 8.1.2014 1 7364 4 0 7346 22 0 7243 125 
7282 9.1.2014 0 7388 106 1 7344 62 1 7343 61 
7283,5 10.1.2014 1 7295 11,5 0 7273 10,5 0 7257 26,5 
7305,5 13.1.2014 1 7325 19,5 1 7307 1,5 0 7244 61,5 
7343 14.1.2014 0 7303 40 1 7320 23 1 7331 12 
7309 15.1.2014 0 7385 76 1 7323 14 1 7324 15 
7345,5 16.1.2014 1 7329 16,5 0 7302 43,5 0 7289 56,5 
7379,5 17.1.2014 1 7389 9,5 1 7349 30,5 0 7324 55,5 
7340 20.1.2014 1 7341 1 1 7343 3 1 7337 3 
7332 21.1.2014 1 7319 13 0 7373 41 1 7293 39 
7327 22.1.2014 1 7296 31 1 7291 36 1 7325 2 
7285 23.1.2014 1 7322 37 1 7296 11 1 7299 14 
7240 24.1.2014 0 7320 80 1 7227 13 0 7333 93 
7235 27.1.2014 1 7219 16 1 7158 77 1 7118 117 
7215 28.1.2014 0 7251 36 1 7196 19 1 7155 60 
7209 29.1.2014 0 7261 52 0 7295 86 0 7293 84 
7155 30.1.2014 0 7283 128 0 7263 108 0 7236 81 
7091 31.1.2014 0 7190 99 0 7191 100 1 7133 42 
 
  
 
10 EMA, MACD, RSI, Bollinger 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 0 7388 51,5 0 7367 72,5 0 7389 50,5 
7335,5 3.1.2014 1 7409 73,5 1 7358 22,5 1 7401 65,5 
7313,5 6.1.2014 1 7272 41,5 1 7158 155,5 0 7367 53,5 
7354 7.1.2014 0 7297 57 0 7290 64 1 7370 16 
7368 8.1.2014 1 7412 44 1 7361 7 0 7298 70 
7282 9.1.2014 0 7375 93 1 7346 64 1 7354 72 
7283,5 10.1.2014 1 7312 28,5 0 7279 4,5 0 7273 10,5 
7305,5 13.1.2014 1 7319 13,5 0 7271 34,5 1 7385 79,5 
7343 14.1.2014 1 7315 28 1 7337 6 0 7298 45 
7309 15.1.2014 1 7290 19 1 7322 13 0 7352 43 
7345,5 16.1.2014 0 7300 45,5 0 7308 37,5 1 7391 45,5 
7379,5 17.1.2014 1 7349 30,5 0 7324 55,5 1 7382 2,5 
7340 20.1.2014 1 7347 7 1 7374 34 0 7485 145 
7332 21.1.2014 1 7312 20 1 7337 5 1 7302 30 
7327 22.1.2014 1 7320 7 1 7313 14 1 7328 1 
7285 23.1.2014 1 7324 39 1 7321 36 1 7309 24 
7240 24.1.2014 1 7274 34 1 7280 40 1 7265 25 
7235 27.1.2014 0 7265 30 0 7299 64 1 7093 142 
7215 28.1.2014 0 7281 66 0 7262 47 0 7271 56 
7209 29.1.2014 0 7317 108 0 7218 9 1 7195 14 
7155 30.1.2014 0 7218 63 0 7225 70 1 7198 43 
7091 31.1.2014 0 7188 97 1 7138 47 0 7289 198 
 
  
 
5 MACD,ROC, RSI, Bollinger 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 1 7398 41,5 1 7398 41,5 0 7335 104,5 
7335,5 3.1.2014 1 7400 64,5 1 7387 51,5 0 7461 125,5 
7313,5 6.1.2014 1 7293 20,5 0 7374 60,5 1 7134 179,5 
7354 7.1.2014 0 7282 72 1 7353 1 0 7139 215 
7368 8.1.2014 0 7348 20 0 7290 78 0 7267 101 
7282 9.1.2014 1 7349 67 1 7357 75 1 7192 90 
7283,5 10.1.2014 1 7292 8,5 1 7400 116,5 1 7412 128,5 
7305,5 13.1.2014 0 7276 29,5 0 7257 48,5 0 7206 99,5 
7343 14.1.2014 1 7308 35 0 7285 58 0 7274 69 
7309 15.1.2014 1 7332 23 1 7318 9 1 7277 32 
7345,5 16.1.2014 0 7285 60,5 0 7302 43,5 1 7370 24,5 
7379,5 17.1.2014 1 7404 24,5 0 7324 55,5 0 7274 105,5 
7340 20.1.2014 1 7359 19 1 7322 18 1 7285 55 
7332 21.1.2014 0 7362 30 1 7286 46 1 7242 90 
7327 22.1.2014 1 7323 4 1 7316 11 0 7354 27 
7285 23.1.2014 1 7279 6 1 7317 32 1 7321 36 
7240 24.1.2014 0 7295 55 1 7277 37 0 7301 61 
7235 27.1.2014 0 7290 55 0 7501 266 1 7237 2 
7215 28.1.2014 0 7266 51 0 7341 126 0 7442 227 
7209 29.1.2014 0 7247 38 0 7287 78 1 7182 27 
7155 30.1.2014 0 7305 150 1 7198 43 0 7226 71 
7091 31.1.2014 1 7131 40 0 7201 110 1 7100 9 
 
  
 
10 MACD, ROC, RSI, Bollinger 
  
NARX 5 NARX 10 NARX 50 
7394,5 Datum Trend Cena Odchylka Trend Cena Odchylka Trend Cena Odchylka 
7439,5 2.1.2014 1 7410 29,5 0 7389 50,5 1 7396 43,5 
7335,5 3.1.2014 1 7429 93,5 1 7428 92,5 1 7167 168,5 
7313,5 6.1.2014 1 7264 49,5 1 7318 4,5 1 7324 10,5 
7354 7.1.2014 1 7330 24 0 7255 99 0 7301 53 
7368 8.1.2014 1 7375 7 0 7313 55 0 7322 46 
7282 9.1.2014 0 7390 108 0 7391 109 1 7238 44 
7283,5 10.1.2014 1 7306 22,5 0 7278 5,5 0 7254 29,5 
7305,5 13.1.2014 1 7354 48,5 1 7298 7,5 1 7347 41,5 
7343 14.1.2014 1 7315 28 1 7466 123 0 7256 87 
7309 15.1.2014 1 7337 28 0 7353 44 0 7427 118 
7345,5 16.1.2014 0 7289 56,5 1 7313 32,5 1 7320 25,5 
7379,5 17.1.2014 0 7328 51,5 1 7363 16,5 0 7284 95,5 
7340 20.1.2014 1 7363 23 1 7276 64 0 7386 46 
7332 21.1.2014 1 7314 18 1 7336 4 1 7267 65 
7327 22.1.2014 1 7276 51 1 7280 47 1 7301 26 
7285 23.1.2014 1 7316 31 1 7279 6 1 7233 52 
7240 24.1.2014 1 7256 16 1 7245 5 1 7281 41 
7235 27.1.2014 1 7219 16 0 7253 18 0 7271 36 
7215 28.1.2014 0 7279 64 0 7332 117 1 7084 131 
7209 29.1.2014 0 7269 60 0 7356 147 0 7249 40 
7155 30.1.2014 1 7199 44 1 7206 51 0 7294 139 
7091 31.1.2014 0 7176 85 1 7132 41 0 7162 71 
 
