Abstract. We study the Cauchy problem for a complete second order linear differential operator equation in a Hilbert space H of the form
Introduction
Cauchy problems of the form arise for example in the study of small motions of hydrodynamical systems. There u represents the displacement of the given system from its equilibrium and f is a small field of external forces. The operator coefficients in (1.1) and the assumptions on them have direct physical meaning. The operator F is the operator of energy dissipation and therefore F ≥ 0. In some special cases, e.g., for the Navier-Stokes equations describing the motion of a viscous fluid, F is even a strongly positive operator. The operator K is the Coriolis operator, which takes into account the influence of Coriolis forces when the system rotates near some fixed axis with constant angular velocity. Since the Coriolis forces do not generate work, K is usually a bounded selfadjoint operator. The operator B represents the potential energy and K unbounded. It turns out that in each case the constructed operator A is accretive in H 2 . This property enables us to investigate problem (1.2) using the theory of contractive semigroups (with −A as a generator). In Section 3, we apply our results to S. G. Krein's problem of small motions of a viscous fluid in an arbitrary open vessel [K1] , [KKN] , [KL] , [AKL] , [Ga] , [Ko] .
2. The evolution problem 2.1. Statement of the evolution problem. In a separable Hilbert space H we consider a Cauchy problem for a complete second order linear differential operator equation of the form (2.1)
Here the coefficients F , K, and B are linear operators acting in H such that
(F ) ⊂ D(B), (2.4)
f is a given function of t with values in H, u 0 , u 1 ∈ H are given initial values, and u is an unknown function of t with values in H. Then, if (u, v) t is a solution of problem (2.9), (2.10), the function y is a solution of t is a solution of (2.14), (2.15), then the functions u, v given by
Definition 2.1. Let T > 0. A function u is called a strong solution of the Cauchy problem (2.1) on the interval [0, T ] if u(t) ∈ D(B), du(t)/dt ∈ D(F ) for all t ∈ [0, T ], the functions
are solutions of (2.9), (2.10). 
Lemma 2.2. The block operator matrix
Indeed, by Heinz' inequality (see, e.g., [EE, Chapter III, Proposition 8.12] 
a ), and therefore Q a is defined everywhere. But Q a is closed and hence Q a ∈ L(H) and also Q * a ∈ L(H).
Theorem 2.4. The block operator matrix A a defined in (2.18) has the following two representations on
ii) with symmetric outer factors: 
ii) with symmetric outer factors:
The operator A has the domain
and, for z ∈ D(A), we have
Proof. The formulas (2.21) and (2.22) can be checked directly for elements from
Denote the three factors in the products on the right-hand sides of (2.21) and (2.22) by R, S, and T .
In the product on the right side of (2.21), the first factor R is everywhere defined and bounded with bounded inverse and the third factor T is densely defined and bounded with closure T which has a bounded inverse. The middle factor S is closable with D(S) ⊂ R(T ) and its closure, which is obtained by replacing Q + a by Q * a , is strictly positive which shows that its range is all of the space H⊕H. Therefore the product RST is closable and its closure, which is obtained by taking the closures of S and T , has range H ⊕ H. But the closure of RST is also accretive (and hence maximal accretive) since A is accretive by (2.19) and K = K * . Altogether, the closure of RST in (2.21) is maximal uniformly accretive and the second term on the right-hand side of (2.21) is bounded and its real part is identically 0 since K = K * . This implies that A = A a as the sum of the latter is maximal uniformly accretive (see [EE, Chapter III, Corollary 8.5] ), satisfies estimate (2.23) and has the representation (2.24). From (2.24), it is easy to see that the domain of A is given by (2.26) and that the action of A is determined by (2.27).
The first factor R and the third factor T in the product on the right side of (2.22) are closed and boundedly invertible, while the middle factor S is bounded and densely defined. For the closure of S, which is obtained from S by replacing Q + a by Q * a , we have Re
that is, S is uniformly accretive and hence maximal uniformly accretive because it is bounded. In particular, S is also boundedly invertible and thus ST is closed which, in turn, implies that RST is closed. Hence RST is a closed extension of A a and so A = A a ⊂ RST . It is not difficult to see that the domain of RST is given by
a )} which is obviously contained in the domain of A given by (2.26). Hence A = RST , which proves the second representation in (2.25).
Corollary 2.5. The operator −A is the generator of the contractive semigroup
Proof. The statements are immediate from the facts that A is maximal uniformly accretive by Theorem 2.4 and that inequality (2.23) holds (see [Ka, Chapter IX] ).
2.4. Theorem on well-posedness. The properties of the operator A proved in the previous subsection allow us to make use of the following known fact (see [K2, Theorem 6 .5, Section 1.6.2], or [KZPP] , [KH] , [Go] ).
Theorem 2.6. Let the conditions
hold. Then the Cauchy problem
has the unique strong solution
where U(t) is the semigroup generated by A as in (2.28).
Here we recall that z is said to be a strong solution of a Cauchy problem of the form (2.30) 
Step 2. Consider now the Cauchy problem (2.30) with the operator A from (2.27) (see Theorem 2.4). It follows from (2.33) and (2.34) that the conditions in (2.29) hold. Thus, by Theorem 2.6, the problem (2.30) has a unique strong solution 
From (2.36) and the second condition in (2.37) we conclude
Substituting (2.38) into (2.35), we obtain that the function z 1 is a solution of the Cauchy problem (2.39)
and hence
also has these properties. Indeed, since u 0 ∈ D(B), we have B 1/2 u 0 ∈ D(B 1/2 ), and, by Lemma 2.3,
Step 3. We rewrite relation (2.40) in the form (2.43)
By what has been shown above, we have ϕ 1 (t) ∈ D (F a ) and F a ϕ 1 ∈ C[0, T ; H] . We introduce the Hilbert space H Fa = (D(F a ), · Fa ) with the inner product induced by the positive operator F a , i.e., the norm being given by 
By (2.16) and (2.11) we have
Substituting this into equation (2.45), we obtain, after multiplication by e at ,
i.e., equation (2.1). In this equation all terms belong to the space C[0, T ; H] , which means that u is a strong solution of (2.1).
In the next stage, we consider the case when the conditions F 0 and B ≥ 0 no longer hold, but K is still bounded.
Theorem 2.8. Suppose that there are real constants γ F and γ B such that
and assume
Then the Cauchy problem (2.1) has a unique strong solution on the segment [0, T ].
Proof. Since B is semibounded from below, there exist operators B + , B − such that
Then problem (2.1) can be rewritten as
If we replace the operator B by B + and the function f by f u in the Cauchy problem (2.1), we can follow the lines of the previous reasoning. Instead of the relations (2.7) -(2.8) we then have
and the analogues of (2.9), (2.10) are
Hence, instead of the block operator matrix A 0 (see (2.12)) the block operator matrix
. Using the first condition in (2.46), we see that for every y = (y 1 , y 2 ) t ∈ D(A 0,+ ),
Then the operator
is uniformly accretive. Indeed,
we find that Theorem 2.4 also holds for the operator A a,+ = A 0,+ + αI. In particular, A a,+ is closable and its closure
is maximal uniformly accretive with
and we have the analogues of (2.24) -(2.27):
and, for z ∈ D(A + ),
In the same way as in Corollary 2.5, we now find that −A + is the generator of a contractive semigroup U + (t) given by
As in (2.16), we introduce a new unknown function z by the relation
with α as in (2.51). Then, by (2.48) -(2.49), z is a solution of the Cauchy problem
As in the proof of Theorem 2.7 we consider the associated Cauchy problem for the closure
By (2.47), we have y
, then, by Theorem 2.6, the Cauchy problem (2.57) has the unique strong solution
If we represent the functionf α,u in the form
where
and substitute this into relation (2.58), we obtain an integral Volterra equation of the second kind for the unknown function z of the form (2.59)
If we denote
then the kernel function V is an operator function with values in the space H 2 which is continuous in t and ξ. 
Hence, the second formula in representation (2.53) and formula (2.56) continue to hold as well. Repeating the same arguments as in the proof of Theorem 2.8 after formulas (2.53) -(2.56), we complete the proof of this theorem.
Next we consider the case when the operator K is not subordinate to the operator F 1/2 α , but to the operator F itself.
Theorem 2.10. Let conditions (2.61), (2.63) of Theorem 2.9 be fulfilled and let the operator K = K * be unbounded so that 
+ . In the sequel we follow the lines of the proof of relation (2.25) in Theorem 2.4 (see the last paragraph of the proof of Theorem 2.4). Also here the outer factors in (2.65) are closed and boundedly invertible, while the operator in the middle
is bounded and densely defined. Indeed, using the polar decomposition of K, we have
Thus the operator F
, which is densely defined, can be written as
Using the first condition in (2.64) and Lemma 2.3 (with |K| instead of B), we conclude
is bounded and hence closable with closure for y = (y 1 , y 2 ) t ∈ H 2 . In the same way as in the end of the proof of Theorem 2.4, we now find that the operator A a,+ is closable and its closure A + has the form
and
Using the first equality in (2.68), we see that
Therefore and because T a,+ is maximal uniformly accretive, the same is true for A + . Now we can repeat the same arguments as in the proof of Theorem 2.8 from the statement of the Cauchy problem (2.57) up to the assertion after formula (2.60) that the function z belongs to
and is a strong solution of (2.57). Here this means that z = (z 1 , z 2 ) t satisfies the system of equations (2.69)
Substituting this into the first equation in (2.69), we obtain (2.71)
Here the function ϕ given by (2.72)
. But the same is true for the function ϕ 0 given by
Step 2 in the proof of Theorem 2.7 and formulas (2.41), (2.42)). Hence, relation (2.72) can be rewritten in the form
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Now consider the equation (2.73)
As in Step 3 and formula (2.44) in the proof of Theorem 2.7, we see that
and hence (2.75)
Here, by (2.64) and (2.4), the operators KF 
Using these relations and the equations z 1 (t) = e −αt du(t)/dt, t ∈ [0, T ], f u = f + B − u (see (2.70)) in the differential equation (2.71), we see that the function u is a solution of
that is, of the Cauchy problem (2.1), and each term in the above equation is continuous in t with values in the space H.
Remark 2.11. It is evident from the proof of Theorem 2.10 that its assertion is valid whenever equation ( has the form I + S where S is a compact operator by Remark 2.12 and Fredholm theory (see, e.g., [GGK, Theorem XI.5 .2]). If iii) holds, then, by (2.67), the bounded selfadjoint operator KF −1 α can be rewritten in the form KF
which shows that I + ıKF 
Remark 2.15. Suppose K = 0. If
then the Cauchy problem (2.1) is stable with respect to any substitution
This means, after this substitution a strong solution u is transformed into a strong solution v of the transformed Cauchy problem corresponding to equation (2.1). If we only suppose that u 0 ∈ D(B), then a strong solution u may be transformed into a solution v which may not be a strong solution.
Hydrodynamical applications: Small motions of a viscous fluid in an open vessel
As an application of the general approach presented in Section 2, we consider the famous problem of S. G. Krein on small motions of a viscous fluid in an arbitrary open vessel (see [K1] , [K2] , [KL] , [Ko] , [KKN] ).
3.1. Statement of the problem. Assume that a rigid immovable vessel is partially filled with a heavy viscous incompressible homogeneous fluid with density ρ > 0 and kinematic viscosity ν > 0. Let Ω ⊂ R 3 be the region filled by the fluid in equilibrium state, let S be the rigid wall of the vessel adherent to the fluid, and let Γ be the free surface of the fluid. We choose the origin O of our Cartesian coordinate system with axes x 1 , x 2 , x 3 on Γ so that the acceleration g due to the gravitational field perpendicular to Γ is given by g = −ge 3 , g > 0, and the equation of the surface Γ has the form x 3 = 0.
We denote by P 0 = P 0 (x), x = (x 1 , x 2 , x 3 ) ∈ Ω, the pressure in the fluid in equilibrium state. Then −ρ −1 ∇P 0 = ge 3 , and so, if p a is the constant external pressure, then
We consider small motions of the fluid close to the equilibrium state. We assume that the difference p = p(t, x) between the full pressure P (t, x) and the static pressure P 0 (x 3 ) is an infinitesimal function. By w = w(t, x) we denote the field of small displacements in the fluid and by f = f (t, x) the small field of external mass forces which acts together with the gravitational field in the process of small motions. In the sequel, we suppose that the functions w, p, and f are infinitesimal of first order.
The initial boundary value problem for the linearized Navier-Stokes equations has the form (see, for instance, [KKN, p. 276 
]):
∂w 3 ∂t = −ρgγ n w on Γ, γ n w := w·n = w·e 3 , (3.3)
Here n = e 3 is the unit vector of the external normal to the boundary Γ ⊂ ∂Ω. We suppose that the displacement field w is solenoidal in Ω (see the second equation in (3.1)) and an adhesion condition is fulfilled on S (see the first condition in (3.2) ). The second condition in (3.2) and condition (3.3) are dynamical conditions which mean that the tangent and normal stresses on the moving free surface of the fluid equal zero, i.e., they equal the corresponding stresses in the gas located above the fluid. Conditions (3.4) are the initial data for the displacement field and the velocity field of the fluid.
General spaces and their decompositions.
In order to formulate problem (3.1) -(3.4) as a Cauchy problem of the form (2.1), we suppose that the boundary ∂Ω of the region Ω ⊂ R 3 is a piecewise smooth surface with nonzero inner and outer angles. In the following we introduce a suitable Hilbert space setting and we consider some auxiliary boundary value problems.
We assume that the unknown fields w and ∇p are functions of t with values w(·, t) and ∇p (·, t) in the Hilbert space L 2 (Ω) of vector-functions with scalar
We will also need the Hilbert space L 2 (Γ) (of scalar functions) with corresponding scalar product
For a smooth solenoidal field w we have, by Gauß' Theorem,
Therefore any solution w of problem (3.1) -(3.4) satisfies
In the sequel we will use the orthogonal decomposition [KKN, p. 106] ). Here
div u, u n , and ∂p/∂n being distributions of finite order (see, e.g., [KKN, or [AHKM, Section 2.5 
]).
From (3.1) and the first boundary condition in (3.2) it follows that for a solution {w; ∇p} of (3.1) -(3.4) we have .11) 3.3. Orthogonal projection approach. We introduce the complementary orthoprojections P 0,S and P 0,Γ from the space L 2 (Ω) = J 0,S (Ω) ⊕ G 0,Γ (Ω) onto the subspaces J 0,S (Ω) and G 0,Γ (Ω), respectively, (so that P 0,S + P 0,Γ = I), and we suppose that the problem (3.1) -(3.4) has a solution {w; ∇p} for which all terms in the first equation of (3.1) are continuous functions in t with values in L 2 (Ω). Then, by (3.10) and (3.11), P 0,S w = w, P 0,Γ w = 0,
Applying the orthoprojections P 0,Γ and P 0,S to both sides of the first equation in (3.1) we obtain, by (3.12),
Relation (3.13) shows that if the displacement field w is known, then the field ∇ϕ can be calculated immediately and hence also ϕ, using the fact that ϕ = 0 on Γ (see (3.9)). Therefore it is sufficient to investigate the following initial boundary value problem for the unknown functions w andp: Evidently, H 1 Γ (Ω) is a subspace of codimension 1 of the Sobolev space H 1 (Ω), and the Dirichlet norm (3.19) is equivalent to the standard norm of H 1 (Ω).
The first auxiliary problem: Zaremba problem for the Laplace equation. Solve the following boundary value problem for the unknown function
Proof. See [KKN, p. 45] and also [AHKM, Lemma 2.4] .
Remark 3.2. It follows from the Trace Theorem (see, for instance, [G] ) that ψ H 
If u is a velocity field of a viscous fluid, then the form ρνE(u, u) is the dissipation velocity of the energy in the region Ω. We mention that on the subspace J 1 0,S (Ω) the norm E(u, u) 1/2 induced by E is equivalent to the standard norm of H 1 (Ω), which can be seen using [KKN, Section 2.2, (2.16)] and Korn's inequality (see [Gob] ).
We will also need Green's formula which is directly related to the right-hand side of the first equation in (3.15). Namely,
, and ∇p ∈ G h,S (Ω), then the following formula holds (see [KKN, p. 115] , [K1] ):
where E(u, v) is the bilinear form corresponding to the quadratic form E(u, u).
The second auxiliary problem: S. G. Krein's Problem. Solve the following boundary value problem for the unknown functions u ∈ J 1 0,S (Ω) and ∇p 2 ∈ G h,S (Ω):
, then, by the Embedding Theorem (see [G] ), we have
(Ω) and ∇p 2 ∈ G h,S (Ω) are solutions of (3.24) -(3.26), then p 2 solves the Zaremba problem (3.20) with ψ := 2ρν ∂u 3 /∂x 3 and hence, by Lemma 3.1,
Therefore, in this case, (3.24) can be written in the form νA 0 u = f 1 , u ∈ D(A 0 ), where the linear operator A 0 in J 0,S (Ω) is given by (3.28) 
iii) The inverse operator A −1 acting in J 0,S (Ω) is compact and positive. iv) The operator A has discrete positive spectrum {λ k (A)} ∞ k=1 with accumulation point +∞ and with asymptotic behaviour
Proof. See [KKN, . The asymptotic formula (3.30) was deduced by G. Metivier [M] for Dirichlet and Neumann boundary conditions. By means of variation principles it follows that it is true in our case as well.
3.5. Transition to a differential operator equation of second order. In this subsection we return to the initial boundary value problem (3.15) -(3.18) and suppose that it has a classical solution {w;p}. In the following we will represent
where ∇p 1 is a solution of the first auxiliary problem for ψ := ρgγ n w and {u = (∂w/∂t); ∇p 2 } is a solution of the second auxiliary problem for (3.31)
Here the operator γ n :
by the Trace Theorem, where G is the operator defined in Lemma 3.1.
For p 1 we have, by Lemma 3.1, (3.33) ∇p 1 = Gψ = ρgGγ n w,
is a bounded linear operator. For u we have, by Lemma 3.4 and using (3.31), (3.33),
From this it follows that a classical solution w of the boundary value problem (3.1) -(3.4) (and, correspondingly, of the problem (3.13), (3.15) -(3.18)) is a solution of the Cauchy problem
Here w is the unknown function with values in the space J 0,S (Ω), ν > 0 is the kinematic viscosity of the fluid, g > 0 is the acceleration due to gravity, f is a given function (the field of external forces), the operator A is the operator of the second auxiliary problem, the operator G is the operator of the first auxiliary problem, and the operator γ n is defined as in (3.32). 3.6. Test of hypotheses. In this subsection we show that the Cauchy problem (3.35) is a special case of the general Cauchy problem (2.1).
To this end, we consider the Hilbert space H := J 0,S (Ω) and therein the operators
Then equation (3.35) is of the form (2.1) with K = 0. In the sequel, we are going to verify that the conditions (2.2), (2.3), and (2.4) are satisfied for the operators in (3.36). First, by Lemma 3.4, the operator A is selfadjoint and strictly positive. Since ν > 0 and K = 0, the operators F = νA and K satisfy the conditions (2.2), (2.3). It remains to study the properties of the operator B.
Lemma 3.6. The following relations hold:
Proof. The first inclusion follows from Lemma 3.4 by which
This shows that if G is considered as an operator acting from
Consider now the operator Gγ n in J 0,S (Ω) with dense domain
Theorem 3.7. The operator Gγ n in J 0,S (Ω) defined on the domain (3.39) is an unbounded symmetric nonnegative operator. Its Friedrichs extension Gγ n = G γ n which is defined on the domain
, where
is an unbounded selfadjoint nonnegative operator with kernel
On the space G 1 h,S (Ω) the operator Gγ n is strictly positive, it has discrete spectrum
and the eigenvalues
have the asymptotic behaviour
Proof. Let u and v belong to D(Gγ n
and, by (3.38),
i.e., Gγ n is symmetric. From (3.44) with v = u it follows that (3.45) (Gγ n u, u) = γ n u 2 0 ≥ 0, u ∈ D(Gγ n ), i.e., the operator Gγ n is nonnegative. Therefore it admits a nonnegative selfadjoint extension, the Friedrichs extension Gγ n . It is evident from (3.45) that [AHKM, Remark 3.7] ). Since this set is dense in J 0 (Ω), then, after the extension,
According to the Spectral Theorem for selfadjoint operators, the orthogonal complement G h,S (Ω) = J 0,S (Ω) J 0 (Ω) is an invariant subspace for the operator Gγ n and it corresponds to the positive part of its spectrum. Consider now the operator Gγ n on the subspace G h,S (Ω).
First, it follows from Lemma 3.1 and the Embedding Theorem (for the Lipschitz domain Ω, see [G] ) that Gψ ∈ G h,S (Ω) if and only if ψ ∈ H 1/2 Γ . Hence, the operators G :
are one-to-one. Therefore Gγ n = G γ n where γ n is an extension of the operator γ n defined in (3.32) such that γ n = 0 on J 0 (Ω) (see (3.46)) and γ n u ∈ H 1/2 Γ for u = ∇ϕ ∈ G h,S (Ω) . From this the assertion (3.40) follows.
Secondly, we consider the spectral problem for the operator G γ n on G h,S (Ω):
This problem can be rewritten in the form [KKN, p. 140] ). It can be reformulated as a spectral problem
where the operator C is compact and positive. Therefore this problem has discrete spectrum, say {λ k } ∞ k=1 , consisting of positive eigenvalues λ k with limit point +∞, and the system of eigenvectors {ψ k } ∞ k=1 can be chosen to form an orthonormal basis in H. From this the basis property of the eigenvectors
k Gψ k , and the formulas (3.42) follow. The asymptotic formula (3.43) can be derived by means of the variation ratio
or by means of the variation ratio
both of which have to be considered on the set of functions ϕ satisfying (3.48) (see [SV] ). Proof. It remains to prove (2.4). From (3.37), (3.39), and (3.40) it follows that
where B := g G γ n is a nonnegative selfadjoint operator which is the Friedrichs extension of the operator B = g Gγ n .
3.7. Theorem on well-posedness. According to the results of the last subsection, we can now apply Theorem 2.7 to the Cauchy problem (3.35) and obtain results for the original initial boundary value problem (3.1) -(3.4).
Theorem 3.9. Suppose that the following conditions hold for initial boundary value problem (3.35):
(3.50)
Then the Cauchy problem (3.35) has a unique strong solution w, that is,
, and equation (3.35) holds with the operator γ n instead of γ n .
If 
. Therefore all conditions of Theorem 2.7 are satisfied for the Cauchy problem (3.35) and it has a unique strong solution w on the interval [0, T ] if we replace γ n by its extension γ n to the space J 0 (Ω) ⊕ G 1 h,S (Ω) (see (3.40)). The last assertion follows by applying Remark 2.14 to the Cauchy problem (3.35).
As a corollary of Theorem 3.9 we obtain the following final result on the solvability of the initial boundary value problem (3.1) -(3.4). 
So, in this case, equation (3.13) takes the form (3.53) ∇ϕ = ρP 0,Γ f , i.e., the projection ∇ϕ of the pressure ∇p on the subspace G 0,Γ (Ω) is determined only by the corresponding projection of the external field of mass forces f and does not depend on the displacement field w.
We will now derive the explicit form of the solution of problem (3.52) using the eigenvalues and eigenfunctions of the operator B = g G γ n (see Theorem 3.7).
According to the decomposition (3.10), we represent a solution w ∈ J 0,S (Ω) of problem (3.52) in the form (3.54) w = v + ∇Φ with v ∈ J 0 (Ω), ∇Φ ∈ G h,S (Ω) and recall that Ker B = J 0 (Ω) (see (3.46)). Then, after applying the orthogonal projections P 0 and P h,S of J 0,S (Ω) onto the subspaces J 0 (Ω) and G h,S (Ω), respectively, to (3.52), we obtain the following two Cauchy problems: Proof. It follows from the above that the initial boundary value problem (3.1) -(3.4) (in the case ν = 0) is equivalent to the relation (3.53) together with the two Cauchy problems (3.55) and (3.56). It is evident that problem (3.55) has a unique solution v of the form (3.63), and therefore under the assumptions (3.58) -(3.60) for f 0 , w 0 , and w 1 , we have v ∈ C 2 [0, T ; J 0 (Ω)]. Further, since f 0,Γ = P 0,Γ f ∈ C[0, T ; G 0,Γ (Ω)], we see from (3.52) that ∇ϕ ∈ C[0, T ; G 0,Γ (Ω)]. Moreover, it is known (see, e.g., [BS] ) that the inhomogeneous Cauchy problem (3.56) with unbounded positive definite operator coefficient B = B * has a unique strong solution of the form (3.64) if the conditions (3.58) -(3.60) for ∇F , ∇Φ 0 , and ∇Φ 1 hold. Finally, in the case ν = 0 (in contrast to the case ν > 0, see Subsection 3.5) we have ∇p = ∇p 1 (since ∇p 2 = 0 by (3.27)), and therefore, by (3.33) and Theorem 3.7, ∇p = ∇p 1 = ρgG γ n w = ρ Bw ∈ C[0, T ; G h,S (Ω)].
As a corollary of Theorem 3.11 we obtain the following result. The proof is left to the reader.
Remark 3.13. The left-hand side in (3.65) is the total (kinetic plus potential) energy of the considered hydrodynamical system at time t and the right-hand side is the sum of the total energy at initial time t = 0 plus the work of the external forces on the system from time t = 0 to time t.
Remark 3.14. Suppose that the condition
is satisfied for problem (3.1) -(3.4) in the case ν > 0. Then under the assumptions of Theorem 3.9 the law of full energy conservation holds for the strong solution and it has the form (3.65) with the additional term 
