Abstract
Introduction
Automated line detection in digital images is a classical problem with many applications such as road detection in remote sensing images and vessel detection in medical images. Many line detection algorithms has been proposed such as local contrast analysis based methods [1] [2] [3] , parallel edges seeking based methods [4] [5] , and ridge seeking based methods [6] [7] [8] [9] [10] [11] [12] . However, these line detectors response not only to lines but also to edges. For instance, they will give high responses to the edges of bright lines or blobs when we only want to detect dark lines. In addition, most of the existing line detectors are not good at estimating line width.
In [9] [10] , the real part of Gabor filter was used to enhance ridges in an image. However, similar to other band-pass filters such as the second order derivative of Gaussian [8] , it responses to not only lines but also edges. This will cause false detections in many images. Another problem of these filters is the scale selection of the filter. In order to detect lines of arbitrary widths, it is often necessary to iterate the detection procedure in the scale space. Conventionally, the lines in an image are detected using a single optimal scale or using the maximum response of all scales. Nonetheless this will lead to overestimation of the line width of small lines. The Hough transform [11] and Radon transform [12] based methods are not good at either enhancing lines or estimating line width. They may need preprocessing to help line detection and those preprocessing may cause false detections.
In [8, 12] , methods to estimate line width were proposed by analyzing the filter responses. These methods can obtain precise line width. However, they still have the problem of false detections on edges. In [5] , a pair of line detectors was used to find the parallel edges. By combing the responses of a pair of line detectors, it will eliminate some false detection. However this technique is not effective enough to eliminate false detection due to the limitation of scales (small bright lines will be false detected by large scale filters when dark lines are required) and it may under-estimates line widths of large lines. This paper presents a line detection method based the first order derivative of Gaussian. Without loss of generality, we focus on dark line detection. The detection of bright lines can be done by reverse the image gray level. The proposed method can not only detect dark lines without much false detection on blobs or bright lines but also estimate line width simultaneously.
The reset of the paper is organized as follows. Section 2 presents the dark line detection algorithm detailedly. Section 3 presents experimental results and Section 4 concludes the paper.
The Line Detection Algorithm
Traditional line detectors response not only to lines but also to edges [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . For example, the second order derivative of Gaussian (SODG) [8] is defined as We can see that SODG will enhance the dark line but it will also produce high responses to the edges of bright lines and blobs. Therefore, false detections will arise.
In [13] , a first order derivative of Gaussian (DOG) based method was used to detect the center of a line. Inspired by that idea, we propose here a novel line detection method which can eliminate the false detections caused by edges and estimate line width precisely. The DOG filter is defined as Fig. 1(a) . By observing the filter response, we found there are two advantages of line detection using DOG. First, the zero-crossings of dark line and bright line go oppositely, i.e. one is positive-tonegative and the other is negative-to-positive. This information can be used to separate bright line and dark line. Second, the distance between the local maximum and local minimum can be used to estimate the line width. If a proper filter scale is used, the line width can be estimated precisely. With those observations, we propose a new DOG based line detection method. We define a 2-D DOG filter as 
where d is used to obtain the magnitude around the zerocrossing. The centerline response is then double thresholded [13] to obtain the centerline. The line direction is determined as the direction with maximal centerline response. Then the line width can be estimated by finding the distance between local maximum and local minimum along the perpendicular direction of the line.
Once we obtain the center of a line, the direction of a line and the width of a line, the line can be interpolated through this information. Fig. 3 illustrates the line detection by the proposed method in comparison with the SDOG method. To produce high responses at the center of both small lines and large lines, we implement the 2-D DOG filtering at several scales and use the maximal response of all scales. Figs. 3(b) and (c) show the filter responses of the SDOG and the proposed DOG, respectively. We can see that the SDOG gives high responses to both bright lines and dark lines and the proposed DOG responses only to dark lines. By thresholding the filter response of the SDOG, the obtained segmentation result is shown in Fig. 3(d) . Fig. 3(e) shows the segmentation result of the proposed method, which is obtained by interpolating lines by their centers, widths, and directions. We can see that the proposed method can detect dark lines without false detections on blobs or bright lines and it can achieve better line width estimation simultaneously. 
Experimental Results
We tested our method on a medical image and a remote sensing image. Fig. 4 shows the line detection using the proposed method on a medical image in Fig. 4(a) , which contains dark lines and bright blobs. Fig. 4(b) shows the filtering output of the SDOG by keeping the maximal response of all scales. There are many high responses to the edges of bright blobs, which are hard to remove by thresholding. Fig. 4(c) shows the filter response by the proposed DOG filter. Figs. 4(d) and (e) show the segmentation results by the two schemes. Only dark lines, i.e. the desired vessels, are segmented by the proposed method. The line widths of small lines estimated by the proposed method are also more accurate than the SDOG method, which tends to over-estimate the widths of small lines. Fig. 5 shows another example of line detection in a remote sensing image shown in Fig. 5(a) . This image contains bright lines and dark blobs. By calculating the complemental image, the proposed method can then be applied. It can be seen that the proposed method obtained much better result than the SDOG method in both the detection of desired lines and the accuracy of line width. 
Conclusion and Further Work
We proposed a line detection method by using the first order derivative of Gaussian. By finding the center of a line, the direction of a line and the width of a line, the proposed method can detect dark lines without much false detection on the edges of blobs or bright lines. Meanwhile, the proposed scheme can estimate line width precisely.
However, the proposed method is relatively sensitive to noise so that its robustness is to be improved. The interpolating procedure also costs much time and a fast algorithm needs to be developed to interpolate lines smoothly and quickly. Those will be the focuses in our future research work. 
