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Abstract 
Lyapunov, while studying the asymptotic stability of solutions of differential systems, 
proved a theorem which yields a necessary and sufficient condition for stability of a ma- 
trix. Lyapunov’s theorem was a breakthrough in the research of stability. Among oth- 
ers, it links cones and stability in various directions. In this survey we review some of the 
links between convexity and matrix stability, mainly such links that are derived from 
Lyapunov’s theorem. The article does not cover the wide variety of all such links, but 
rather gives some of the flavor of this rich theory. 0 1998 Elsevier Science Inc. All 
rights reserved. 
Kerrr~or& Stability; Convexity; Positive definite; Lyapunov operator 
1. Introduction 
A complex square matrix is said to be (positioe) stable [semistable] if its ei- 
genvalues lie in the open [closed] right half-plane. This, and other related types 
of matrix stability, play an important role in various applications. As such, ma- 
trix stability has been intensively investigated in the past two centuries. 
Stable matrices do not form a convex set as is easily demonstrated by the 
stable matrices 
1 1 ( > 0 1 
and 
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1 0 ( ) 9 1 
whose sum 
2 1 ( > 9 2 
has eigenvalues -1 and 5. Clearly, convex sets of stable matrices do exist. An 
example of such a set is the set of upper (or lower) triangular matrices with di- 
agonal elements in the open right half-plane. Nevertheless, there is no obvious 
link between matrix stability and convexity or conic structure. 
Lyapunov, while studying the asymptotic stability of solutions of differential 
systems, proved in 1892 a theorem which yields the following necessary and 
sufficient condition for stability of a matrix. see [ 151. 
Theorem 1.1 (Lyapunov [ 151). A complex square matrix A is stable if and only ij 
there exists Q positive dejnite Hermitiun matrix H such thut the matrix 
AH + HA’ is positive d@nite. 
We call a positive definite matrix H such that AH + HA* is positive definite a 
stability fizctor for A. 
Lyapunov’s theorem was a breakthrough in the research of stability. Among 
others, it links cones and stability in various directions. For example, if we de- 
fine the cone HA+ to be the cone of all stability factors of a given matrix A then 
Lyapunov’s theorem asserts that the matrix A is stable if and only if the cone 
Hi is nonempty. 
The aim of this short survey, which is based on an invited talk given in the 
Sixth Conference of the International Linear Algebra Society held in Chem- 
nitz, Germany, in August 1996, is to review some of the links between convex- 
ity and matrix stability, mainly such links that are derived from Lyapunov’s 
theorem. We do not even try to cover the wide variety of all such links, but 
we rather try to give some of the flavor of this rich theory. 
We now describe our article in some more detail. 
In Section 2 we consider the cone A,, of all n x n matrices A such that the 
matrix AH + HA* is positive definite, where H is a fixed Hermitian II x n ma- 
trix. We refer to a spectral property of the cone AH as well to its structure. 
In the special case that the Hermitian matrix H is positive definite the cone 
AH consists of stable matrices. 
The characterization of general stable cones (i.e. cones that consist of stable 
matrices) is, in general, a difficult open problem. In Section 3 we review the 
complete solution of this problem in the case of cones that are generated by 
two generators. The solution is given in terms of the Lyapunov operator, de- 
fined on the space of n x n Hermitian matrices. 
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Let A be a fixed n x n matrix. In Section 4 we consider the cone S, of all 
positive definite matrices H such that the matrix AH + HA* is positive semi- 
definite. Clearly, the cone S, is slightly larger than the cone HA+. We review 
some characteristics of the structure of S, that, among others, imply that a 
stable matrix has no unique (up to positive scalar multiplication) stability 
factors. 
A major common tool in the study of matrix stability is the use of various 
theorems of the alternative on cones. Such theorems were used to characterize 
stability as well as Lyapunov diagonal stability of matrices. Recently, a new 
theorem of the alternative was used to unify the theory of stability and Lyapu- 
nov diagonal stablility. These results are reviewed in Section 5. We also review 
similar results for Lyapunov regularity, that is, the case in which there exists a 
(not necessarily positive definite) Hermitian matrix H such that the matrix 
AH + HA* is positive definite. 
In Section 6 we mention some further links between cones and Lyapunov 
diagonal stability as well as some other related types of matrix stability, such 
as Lyapunov diagonal semistability and D-stability. 
We remark that most of the sets we discuss are convex sets and not cones. 
Some of them, for example, do not contain the zero element. However, for the 
sake of simplicity we shall refer to these sets as cones. 
Finally, let A be an n x n matrix and let H be a Hermitian n x n matrix. 
Note that if A is singular then AH is singular, and since every vector x in 
the kernel of AH satisfies xT(AH + HA*)x = 0, it follows that AH + HA* is 
not positive definite. Therefore, the inequality AH + HA* > 0 implies that H 
is nonsingular, and so the cone HA+ of all stability factors of A can be equiva- 
lently defined as the cone of all positive semidejinitr matrices H such that the 
matrix AH + HA* is positive definite. 
2. The cone AH 
In this section we assume that H is a fixed Hermitian n x n matrix and we 
consider the cone AH of all n x it matrices A such that the matrix AH + HA* 
is positive definite. By Lyapunov’s theorem, if H is positive definite then the 
cone AH consists of stable matrices, We would like to consider the more general 
case in which His not necessarily positive definite. An n x n matrix A for which 
there exists a Hermitian matrix H such that AH + HA* is positive definite is said 
to be a Lyapunov regular matrix, and the matrix His said to be a regularity fac- 
tor for A. Like stability, Lyapunov regularity is a spectral property, as was ob- 
served by Ostrowski and Schneider in [16]. 
Theorem 2.1. A square matrix A is Lyapunov regular ifand only if A has no purr 
imaginary eigenvalues. 
252 D. Hershkowitz I Linear Algebra and its Applications 275-276 (1998) 249-259 
In this section we refer to two interesting properties of the cone AH: a spec- 
tral property and a structural one. 
As is shown in the conclusion of the introduction, the positive definiteness of 
AH + HA* implies that H is nonsingular. By Theorem 2.1 it follows that the 
matrix A is nonsingular as well. In fact, much more can be said about the in- 
ertia of a Lyapunov regular matrix A, that is, the triple (v(A), 6(A), z(A)) where 
v(A) denotes the number of eigenvalues of A in the open left half-plane, 6(A) 
denotes the number of pure imaginary eigenvalues of A, and z(A) denotes 
the number of eigenvalues of A in the open right half-plane. The following 
spectral property is known, e.g. Ostrowski and Schneider [16]. 
Theorem 2.2. Let H be a given Hermitian matrix. All matrices in the cone AH 
share the same inertia, which is equal to the inertia of H. 
Another property, referring to the structure of the cone AH, was observed by 
Cohen and Lewkowicz [3]. Let B be a nonsingular square matrix. Note that 
BP’H + H(B-‘)* = BP’(BH + HB*)(B-I)*. 
Therefore, the matrix B-‘H + H(B-‘)* is positive definite if any only if the ma- 
trix BH + HB’ is positive definite. Since all matrices in AH are nonsingular, it 
now follows that B E AH if and only if B-’ E AH. Such cones that are closed un- 
der matrix inversion are called convex invertible cones. The following theorem 
is proven in [7]. 
Theorem 2.3. Let H be a given Hermitiun matrix. The cone AH is a maximal open 
nonsingular convex invertible cone. 
We remark that the paper [7] contains further discussion of the cone AH. 
3. On some other stable cones 
In Section 2 we considered the cone AH which is stable whenever H is pos- 
itive definite. The characterization of general stable cones is, in general, a dif- 
ficult open problem. In this section we review the complete solution of this 
problem in the case of cones that have two generators. 
A major tool in the study is the use of the Lyupunov operutor, defined on the 
space Z of n x n Hermitian matrices. Let A be a fixed n x II matrix. We defi- 
nite the Lyapunov operator 
byL,(H) =AH+HA*. 
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The Lyapunov operator has some interesting properties. For example, the 
spectrum of LA consists of all possible sums 1, + fi where A and p are eigenval- 
ues of A. It thus follows that A is stable if and only if LA is stable. 
The following characterization of stable cones that are generated by two 
generators was proven in the real case by Bialas [3] as well as by Fu and 
Barmish [9,10]. The complex case was proven by Hershkowitz and Schneider 
c131. 
Theorem 3.1. Let A and B be n x n matrices. The following are equivalent. 
1. The convex hull of A and B is stable. 
2. The matrix A is stable and L,‘LB has no nonpositive real eigenvalue. 
A computational disadvantage of Theorem 3.1 is the need to calculate the 
matrices LA, LB, LA’, each of which is an 
matrix. It was shown in [13] that if we restrict ourselves to matrices with a cer- 
tain property then a better computational result can be obtained. 
Definition 3.2. A square matrix A is said to have property X if the minimal real 
part of an eigenvalue of A is an eigenvalue of A. 
Note that by the Perron Frobenius spectral theory for (entrywise) nonneg- 
ative matrices, the maximal real part of an eigenvalue of a nonnegative matrix 
A is an eigenvalue of A. It now follows that every (entrywise) nonpositive 
square matrix has property X, and thus also Z-matrices, that is, square matri- 
ces with nonpositive offdiagonal elements, have property X, since every Z-ma- 
trix is a scalar diagonal shift of a nonpositive matrix. 
For matrices having property X, the result in [13] is as follows. 
Theorem 3.3. Let A and B be n x n matrices, and assume that all matrices in the 
convex hull of A and B have property X. The following are equivalent. 
1. The convex hull of A and B is stable. 
2. The matrix A is stable and L;‘LB has no nonpositive real eigenvalue. 
3. The matrix A is stable and A-‘B has no nonpositive real eigenvalue. 
Clearly, Theorems 3.1 and 3.3 imply some results on cones generated by 
more than two generators. The characterization of such cones is still, however, 
an open problem. 
254 D. Hershkowitr I Linear Al,ehra and its Applications 275-276 (1998) 249-259 
4. The cone S, 
Let A be a fixed n x n matrix. Recall that the cone g4f is defined as the cone 
of all positive definite matrices H such that the matrix AH + HA* is positive 
definite. In this section we consider a slightly larger cone, that is, the cone 
S, of all positive definite matrices H such that the matrix AH + HA* is positive 
semidefinite. Recall that by Lyapunov’s theorem, the matrix A is stable if and 
only if the cone HA+ is nonempty. Similarly, it was proven by Carlson and Schn- 
eider [6] that the nonemptyness of the cone S, characterizes another related 
spectral property. 
Theorem 4.1. Let A he CI given squaw matrix. The cone S, is nonempty fund 
only if the matrix A is semistable and the imaginary eigenvalues of A hue lineur 
elementar)s divisors. 
Another related cone is the cone Sy of all positive semidefinite matrices H 
such that the matrix AH + HA” is positive semidefinite. Clearly, we have 
z C Sj, where z denotes the topological closure of S,,,. Nevertheless, 
s # Si as is demonstrated by the following example, to be found in [12]. 
Example 4.2. Let A be the matrix 
By Theorem 4.1. we have S, = 0. Neverthless, it is easy to verify that the matrix 
i 0 0 0 1  
is in Sj. 
In view of Example 4.2, it would be interesting to study the relation between 
S, and S.i. Note that S, can also be defined as the cone of all rank n matrices in 
Sj. Example 4.2 shows that S,O may contain no rank n matrices. We therefore 
let Y be the maximal rank of a matrix in S,O. It was easily shown by Hershkowitz 
and Schneider [12] that S,” is equal to the topological closure of the cone of all 
rank r matrices in Sj. 
The study of the structure of S, was extended in [12] to answer the question: 
Can S, have just one generator? Equivalently, we are interested in knowing the 
number of linearly independent matrices in S,. For this purpose, it was first 
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shown in [12] that whenever S, is nonempty, the dimension of the span of S, is 
equal to the dimension of the span of ~3:. The following theorem is then proved. 
Theorem 4.3. Let A be a given square matrix. The dimension qf the span of Si is 
equal to 
; +4(44 + 1) + 
i 
c e,.(e; + 1) , 
eifenvalues i of ‘4 
Re(i)=O I 
where e;. is the dimension of the eigenspace of the eigenvalue i. of A. 
In view of Theorem 4.1 it now follows that if S, is nonempty then it contains 
at least two linearly independent matrices. Hence, a stable matrix has no un- 
ique (up to positive scalar multiplication) stability factors. 
5. Other use of cones in the study of stability 
A major common tool in the study of matrix stability is the use of various 
theorems of the alternative on cones. Let H4+ be the cone of all positive semi- 
definite matrices H such that the matrix AH + HA* is positive definite and let 
C,+ be the cone of all positive semidefinite matrices H such that the matrix - 
[AH + HA*] is positive semidefinite. Using a theorem of the alternative on 
cones, Berman and Ward [2] proved the following characterization of stable 
matrices. 
Theorem 5.1. Let A be a square matrix. The following are equivalent. 
1. The matrix A is stable. 
2. The cone HA+ is nonempty. 
3. We have C’jJ = { 0). 
An important type of matrix stability is Lyapunov diagonal stability. A real 
square matrix is said to be Lyapunov diagonally stable [semistable] if there exists 
a positive definite diagonal matrix D such that the matrix AD + DA* is positive 
definite [positive semidefinite]. Note that, unlike stability, Lyapunov diagonal 
stability is not a spectral property and is harder to characterize than stability. 
A characterization of Lyapunov diagonal stability was obtained, using a 
theorem of the alternative, by Barker et al. [l]. Let H,” be the cone of the pos- 
itive semidefinite diagonal matrices D such that the matrix AD + DA* is positive 
definite, and let CA be the cone of the positive semidefinite Hermitian matrices 
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H such that the diagonal elements of the matrix AH lie in the closed left half- 
plane. The following theorem is proved in [l]. 
Theorem 5.2. Let A be a square real matrix. The following are equivalent. 
1. The matrix A is Lyapunoc diagonally stable. 
2. The cone H,” is nonempty. 
3. We have C, = (0). 
A unification of the study of these two important types of matrix stability 
was obtained, using a theorem of the alternative, by Carlson et al. [5]. There- 
after it was reproved by Cain et al. using the following new theorem of the al- 
ternative, proven in [4]. 
Theorem 5.3. Let V and W be real topological vector spaces, and let C and D be 
convex subsets of V and W, respectively. Let T be a continuous linear 
transformation from V to W, and assume that 0 E C n D and that the topological 
interior Do of D is nonempty. The following are equivalent. 
I. T(p) n Do # 0. 
2. T(C) fl Do # 8. 
3. T(-C)*nD = (0). 
4. -C* n T*(D* \ (0)) = 8. 
5. -c'nT*p)= {0}, ker(T*) no* = (0). 
Let A be a square matrix and let HA be the cone of all regularity factors of A, 
that is, all Hermitian matrices H such that the matrix AH + HA* is positive def- 
inite. Define the cone C,, of all positive semidefinite Hermitian matrices H such 
that AH + HA* = 0. Obviously, we have C, n H,, = 0. The disjointedness of 
these two cones does not necessarily imply that one of them is empty. However, 
by applying Theorem 5.3 to the case where V = W = C = 2, D is the (convex) 
set of all positive semidefinite matrices in 2, and T is the Lyapunov operator 
LA, the following characterization of Lyapunov regular matrices was obtained 
in [4]. 
Theorem 5.4. Let A be a square real matrix. The cone HA is nonempty tf and only 
if we have CA = (0). 
Let c1 be a partition of { 1, . . . , n}. An n x n matrix is said to be cl-diagonal if 
it is block diagonal with diagonal blocks indexed by the set of a. 
Let A be a real n x n matrix, let a be a partition of { 1, . . . , n}, and let HA (R) 
be the cone of all a-diagonal Hermitian matrices H such that the matrix 
AH + HA* is positive definite. The matrix A is said to be a-regular if the cone 
HA (cc) is nonempty. We now define the cone C, ( IX) of all positive semidefinite 
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Hermitian matrices H such that all diagonal blocks (corresponding to c() of 
AH + HA* are zero. 
If we apply Theorem 5.3 to the case where V = W = &‘, C is the set of a-di- 
agonal matrices in 2, D the (convex) set of all positive semidefinite matrices in 
2, and T the Lyapunov operator LA, then we obtain the following character- 
ization of a-regular matrices. 
Theorem 5.5. Let A be a square real matrix. The cone HA(a) is nonempty ifany 
only if we have CA (a) = {O}. 
Consider now the cone HA+ (a) of all a-diagonal positive semidefinite Hermit- 
ian matrices H such that the matrix AH + HA* is positive definite. By Lyapu- 
nov’s theorem, if the cone HA+(U) is nonempty then the matrix A is stable. 
Such a matrix A is called an a-stable matrix. Using similar techniques, a-stable 
matrices were characterized in [5] and in [4]. Let C,+(a) be the cone of all pos- 
itive semidefinite Hermitian matrices H such that all diagonal blocks (corre- 
sponding to a) of AH + HA* are negative semidefinite. We have the following 
theorem. 
Theorem 5.6. Let A be a square real matrix. The cone HA+ is nonempty if and only 
if we have C,‘(a) = (0). 
If we apply Theorem 5.6 to the partition CY consisting of just one set 
(1,. . . , n} then we obtain Theorem 5.1, and if we apply it to the partition 
r = ((11, (21,. . . , in)), th en we obtain Theorem 5.2. Therefore, Theorem 
5.6 provides the unification of the study of stable matrices and of Lyapunov 
diagonally stable matrices. 
Finally, we remark that unlike what we observed for stability factors, unique 
diagonal stability factors exist. Such cases were characterized by Hershkowitz 
and Schneider [ll], and by Berman and Shasha [17,18]. 
6. Other types of (real) matrix stability 
In Section 5 we used cones to characterize Lyapunov diagonal stability. In 
this section we mention some further links between cones and Lyapunov diag- 
onal stability as well as some other related types of matrix stability. 
Recall that CA is the cone of the positive semidefinite Hermitian matrices H 
such that the diagonal elements of the matrix AH lie in the closed left half- 
plane. Define also the cone C$ of the positive semidefinite Hermitian matrices 
H such that the diagonal elements of the matrix AH lie on the imaginary axis. 
Clearly, we have Cf C Ci”, and therefore it follows that if Ci = (0) then 
C,“” = C,y = (0). By Theorem 5.2 we thus have the following theorem. 
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Theorem 6.1. If u matri,x A is Lyapunov diagonally stable the Cf = CA. 
When else do we have the equality C,“” = Ci? 
Clearly, a Lyapunov diagonally semistable matrix is not necessarily a 
Lyapunov diagonally stable. Nevertheless, the following generalization of The- 
orem 6.1 was proven by Hershkowitz and Shasha [14]. The converse of the the- 
orem is, in general, false. 
Theorem 6.2. If cr matrix A is Lyupunov diagonally semistable then C,f = ci. 
Finally, we discuss another cone. Let A be a fixed square matrix, and let DA 
be the cone of all matrices DA where D is a positive definite diagonal matrix. A 
matrix A is said to be D-stable if the cone DA is stable. It was easily observed by 
Cross [8] that if a matrix is Lyapunov diagonally stable then it is D-stable. In 
[14] cones are used to obtain the following characterization of D-stable 
matrices. 
Theorem 6.3. Let A be a real squure matrix. The following are equivalent: 
I. The matrix A is D-stable. 
2. For every nonzero matrix B in C,:, the cone ofullpositive de$nite diagonal ma- 
trices D such that the matrix -(BAD + DATB) is positive semidefinite is empty 
(that is, the matrix -BA is not diagonally semistable). 
If we also have the equality C,d ” = Ci, which for example, by Theorem 6.2 is 
satisfied for Lyapunov diagonally semistable matrices, then condition 2 of The- 
orem 6.3 can be strengthened to obtain the following theorem. 
Theorem 6.4. Let A be a real square matrix and assume that Cf = CA”. The 
following are equivalent. 
1. The matrix A is D-stable. 
2. For every nonzero matrix B in Ci, the cone oj’allpositive definite diagonal mu- 
trices D such that BAD + DATB = 0 is empty. 
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