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Abstract—In this paper, a purely measurement-based method
is proposed to estimate the dynamic system state matrix by
applying the regression theorem of the multivariate Ornstein-
Uhlenbeck process. The proposed method employs a recursive
algorithm to minimize the required computational effort, making
it applicable to the real-time environment. One main advan-
tage of the proposed method is model independence, i.e., it is
independent of the network model and the dynamic model of
generators. Among various applications of the estimated matrix,
detecting and locating unexpected network topology change is
illustrated in details. Simulation studies have shown that the
proposed measurement-based method can provide an accurate
and efficient estimation of the dynamic system state matrix
under the occurrence of unexpected topology change. Besides,
various implementation conditions are tested to show that the
proposed method can provide accurate approximation despite
measurement noise, missing PMUs, and the implementation of
higher-order generator models with control devices.
Index Terms—Dynamic system state matrix, Ornstein-
Uhlenbeck process, phasor measurement units, topology change.
I. INTRODUCTION
THE primary goal of the power system operators is tomaintain the system in the secure, reliable and efficient
operating state despite varying operating conditions. Achieving
this goal necessitates continuous monitoring of the system
condition, conducting the periodic security analysis, and de-
termining necessary control actions. The power flow Jacobian
matrix and the dynamic system state matrix (also termed as
the system dynamic state Jacobian in [1]) play essential roles
in power system analysis since they contain invaluable infor-
mation regarding the existence of the steady-state equilibrium
point and the stability of the power system dynamic model, re-
spectively. The critical difference between these two matrices
is that the dynamic system state matrix entails the dynamic
information such as the stability [1], the oscillation modes
[2], the coherency groups [3] of the dynamical power system,
which cannot be achieved from the power flow Jacobian matrix
for general cases [1]. Note that these matrices can be easily
obtained if the power system model and topology are known
and accurate. However, the parameters of components may
be inaccurate due to the errors introduced in the modeling
stage (e.g., inaccurate manufacturing data and line length) or
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maintenance stage. Moreover, the topology may be corrupted
due to erroneous telemetry from a remotely monitored circuit
breaker. The above factors may lead to inaccurate or even
incorrect results of static and dynamic security analysis.
Broad adoption of phasor measurement units (PMUs) and
wide-area measurement system (WAMS) technology [4] pro-
vides a great opportunity to bypass this issue and gives birth
to a new class of methods termed as measurement-based
methods for power system monitoring, analysis, and control.
The unique feature of these methods is that they rely mainly
on high-speed, time-synchronized PMU data and are partially
or entirely model-free. Significant attention have been giving
to the PMU-based applications such as robust state estimation
(e.g., [5]), generator dynamic state estimation (e.g., [6]), fault
detection and location (e.g., [7], [8]), inter-area oscillations
(e.g., [9], [10]), dynamic equivalent (e.g., [11], [12]), model
calibration (e.g., [13]), etc.
The broad adoption of PMUs also offers an alternative
way to estimate the matrices mentioned above solely from
measurement data. In previous literature, authors of [14]
utilized high-speed synchronized voltage and current phasor
data to determine the power flow Jacobian matrix through
linear total least-square estimation; authors of [15] exploited
the sparsity of the power flow Jacobian matrix and transformed
its estimation into a sparse-recovery problem via compressed
sensing; authors of [16] estimated the largest singular value
of the inverse Jacobian matrix utilizing PMU data, which
serves as a voltage stability indicator. However, the matrix
considered in these works is the power flow Jacobian matrix
where no dynamic information of the system is embedded. In
our previous work [17], [18], we have proposed a hybrid mea-
surement and model-based method to estimate the dynamic
system state matrix which carries significant information about
the dynamics of the system. The proposed approach is not
purely measurement-based as we assume the inertia constants
M are known, but no information of network topology and
parameters is needed.
In this paper, we make one further step by proposing a
purely measurement-based method for estimating the dynamic
system state matrix. Compared to [17], [18], the proposed
approach is entirely model-free, i.e., it does not require any
information about the network model and the dynamic gener-
ator model. This assumption relief is significant as the inertia
and damping constants are also subject to inaccuracy and un-
availability. To remove this assumption, the regression theorem
of multivariate Ornstein-Uhlenbeck process [19] is utilized to
estimate the dynamic state Jacobian matrix from the stationary
time correlation and covariance matrix of measurements. To
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enable online application, a recursive estimation algorithm is
developed to determine the matrix in near real-time. In sum,
the contributions of the paper are presented as below:
• A model-free, purely measurement-based method is pro-
posed to estimate the dynamic system state matrix
by applying the regression theorem of the multivariate
Ornstein-Uhlenbeck process.
• A fast recursive estimation algorithm is developed to
minimize the required computational effort, enabling the
application in the near real-time environment.
• An accurate estimate of the dynamic system state matrix
can be obtained despite measurement noise, missing
PMUs and the implementation of higher-order generator
models with control devices. The topology change can
be identified and located to the closest generator bus in
terms of electrical distance.
The rest of the paper is organized as follows. Section II
introduces the stochastic power system dynamic model and
elaborates the proposed recursive measurement-based method
for dynamic system state matrix. Section III presents the
simulation studies to illustrate the feasibility and accuracy of
the proposed method under various implementation conditions
and demonstrate the application of the estimated matrix in
detecting and locating network topology change.
II. THE SYSTEM MODEL AND THE PROPOSED
METHODOLOGY
The general power system dynamic model can be described
as below:
x˙ = f(x,y) (1)
0 = g(x,y) (2)
where (1) describes dynamics of generators, excitation sys-
tems, load dynamics, etc., and (2) describes the transmission
system and the static behaviors of passive devices. f and g
are continuous functions; vectors x ∈ Rnx and y ∈ Rny are
the corresponding state variables (e.g., generator rotor angles
and speeds) and algebraic variables (e.g., terminal bus voltage
magnitudes and angles) [20].
In this paper, we are interested in small signal stability
when the power system operates around its steady state, i.e.,
in ambient conditions. Under this condition, the dynamics of
generators or aggregated generators can be represented by the
swing equations. Thus (1)-(2) take the following form [21]:
δ˙ = ω (3)
Mω˙ = Pm − Pe −Dω (4)
with
Pei =
n∑
j=1
EiEj [Gij cos(δi − δj) +Bij sin(δi − δj)] (5)
where the notations are as in Table I.
In this paper, we make the common assumption [22] that the
active powers of loads are perturbed by independent Gaussian
variation from their base loadings. As shown in [23], [24], the
load variations can be described by the stochastic perturbations
at the diagonal elements of the reduced admittance matrix
by Y (i, i) = Gii + jBii = Yii(1 + σiξ)∠φii, where ξ =
[W˙1, ..., W˙n]
T is a vector of independent standard Gaussian
δi generator rotor angle
ωi generator angular frequency
Mi inertial constant
Pmi mechanical power input
Pei real power injection
Di damping coefficient
n total number of buses
Ei the voltage magnitude behind the transient reactance
Gij equivalent conductance between bus i and j
Bij equivalent susceptance between bus i and j
TABLE I: Notations for the power system dynamic model
random variable, and σ2i denotes the variance of stochastic
variation. Similar to the approach in [23], we assume that the
power factor (and subsequently φii) remains unchanged, i.e.,
the load variations only reveal in the magnitude of admittance
and not in the angle such that the nonlinearity does not kick
in. Therefore, the stochastic power system model considering
stochastic load variations can be described by:
δ˙ = ω (6)
Mω˙ = Pm − Pe −Dω − E2GΣξ (7)
where Pei is given in (5), E = diag([E1, ..., En]), G =
diag([G11, ..., Gnn]), Σ = diag([σ1, ..., σn]). Note that in
the above formulation, system loads are modeled as constant
impedances, since we assume that the system dynamics are
dominated by generator angles. More realistic load models
such as ZIP loads may be incorporated by adding additional
terms in (5) [25], which on the other hand, does not affect the
overall formulation.
Linearizing (6)-(7) around the steady state, we obtain:[
∆δ˙
∆ω˙
]
=
[
0 In
−M−1 ∂Pe
∂δ
−M−1D
] [
∆δ
∆ω
]
+
[
0
−M−1E2GΣ
]
ξ
(8)
where In is an identity matrix of size n. If we set
x =
[
∆δ
∆ω
]
, A =
[
0 In
−M−1 ∂Pe
∂δ
−M−1D
]
,
B =
[
0
−M−1E2GΣ
] (9)
then (8) can be represented by the following set of stochastic
differential equations which is indeed a vector Ornstein-
Uhlenbeck process [19]:
x˙ = Ax+Bξ (10)
The stationary covariance matrix is defined as:
C =
〈
[x(t)− µx] [x(t)− µx]T
〉
=
[
Cδδ Cδω
Cωδ Cωω
]
(11)
where µx denotes the mean; the τ -lag time correlation matrix
is defined as:
G(τ) =
〈
[x(t+ τ)− µx] [x(t)− µx]T
〉
(12)
The regression theorem of multivariate Ornstein-Uhlenbeck
process states that the following relation holds [19]:
d
dτ
[G(τ)] = −AG(τ) (13)
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if the dynamic system state matrix A is stable. In other words,
if the system is in ambient conditions such that A is stable,
the dynamic system state matrix can be solved by:
A =
1
τ
log
[
G(τ)C−1
]
(14)
Equation (14) indeed is the theoretical basis of the proposed
measurement-based method, which links the statistical prop-
erties of the measurements tactfully up with the physical
model knowledge. Note that estimating A via (14) is purely
measurement-based since no knowledge of dynamic model
parameters (e.g., damping and inertia constants) and network
model (e.g., topology and line parameters) is assumed. Partic-
ularly, the proposed method requires no information of inertia
constants compared to the hybrid method in [17]. It is also
worth mentioning that the proposed method is different from
system identification methods in the sense that the estimated
matrix A corresponds to the true dynamic system state matrix
of the physical model whereas the matrix A acquired from
typical system identification methods does not necessarily
correspond to the true dynamic system state matrix.
In Section II-B, we will develop a fast recursive estimation
method based on (14) to estimate the dynamic system state
matrix in near real-time. Before that, we will discuss the esti-
mation of the time correlation matrix G(τ) and the covariance
matrix C from limited data set.
A. Estimation of G(τ) and C
Ideally, C and G are calculated from an infinite number of
data which is impossible in practice. Hence, the sample mean
x¯, sample covariance matrix Cˆ and sample correlation matrix
Gˆ calculated from finite data set is typically used as follows:
x¯ =
1
N
N∑
i=1
xi (15)
Cˆ =
1
N
(
F − x¯1TN
)(
F − x¯1TN
)T
(16)
Gˆ(4t) = 1
N
(F2:N − x¯1TN−1)(F1:N−1 − x¯1TN−1)T (17)
where N is the sample size, F = [x1,x2, · · · ,xN ] is a Ms×
N matrix assuming there are Ms state variables, Fi:j denotes
the submatrix of F from i to j columns, 1N is an N by 1
vector of ones, and 4t is the sampling time step. Finally, the
system state matrix can be estimated from:
A =
1
4t log
[
Gˆ(4t)Cˆ−1
]
(18)
B. The Recursive Estimation Algorithm
In order to enable online estimation, the recursive method
is preferred which does not require calculating the basic
equations over and over again. Once the initial Cˆ and Gˆ
are estimated from a pre-defined length of data, they can be
updated recursively using new data. For instance, the sample
mean satisfies:
x¯N =
1
N
N∑
i=1
xi =
1
N
(
N−1∑
i=1
xi + xN
)
=
(
1− 1
N
)
x¯N−1 +
1
N
xN
(19)
Similar recursion for Cˆ and Gˆ can also be obtained.
Typically, we may generalize the recursion formulas by
replacing 1N by α. How to choose the smoothing factor α will
be discussed in the subsequent section. Moreover, the inverse
covariance matrix can be calculated without inverting directly
using Sherman-Morrison formula [26]:
Cˆ−1N =
[
(1− α)CˆN−1 + αzNzTN
]−1
=
1
(1− α)
[
Cˆ−1N−1 − α
Cˆ−1N−1zNz
T
N Cˆ
−1
N−1
1 + αzTN Cˆ
−1
N−1zN
] (20)
Before elucidating the algorithm, we make the following
assumptions. First, PMUs are installed at all power plants
where generators are connected, which is a reasonable assump-
tion according to the basic guidelines for placing PMUs [27].
Second, we can use the PMUs to estimate the values of rotor
angle δ and rotor speed ω in ambient conditions as explained
in [28], [29], [30]. Note that such task may be difficult in
transient condition and thus require dynamic system state
estimation techniques, yet is achievable in ambient conditions
[28]. Based on these assumptions, the following recursive
algorithm is able to estimate the dynamic system state matrix
in near real-time.
Step 1. Given a pre-defined window length N data, initialize
x¯0, Cˆ0 and Gˆ0(4t) for j = 0 by using (15)-(17), compute
the inverse matrix Cˆ−10 and calculate the initial estimation for
the dynamic system state matrix A0:
A0 =
1
4t log
[
Gˆ0(4t)Cˆ−10
]
(21)
Step 2. For j = 1, 2, · · · , perform the following:
• a) Update the sample mean, the sample correlation matrix
and the inverse of the sample covariance matrix:
x¯j = (1− α)x¯j−1 + αxj
Gˆj(4t) = (1− α)
[
Gˆj−1 + α(xj − x¯j)(xj−1 − x¯j−1)T
]
Cˆ−1j =
1
(1− α)
[
Cˆ−1j−1 − α
Cˆ−1j−1zjz
T
j Cˆ
−1
j−1
1 + α(zTj Cˆ
−1
j−1zj − 1)
]
(22)
where zj = (xj − x¯j−1).
• b) Compute the dynamic system state matrix:
Aj =
1
4t log
[
Gˆj(4t)Cˆ−1j
]
(23)
C. Implementation Issues
Like other measurement-based methods, the performance
of the proposed recursive algorithm may be affected by
parameter values such as the initialization window length and
the smoothing factor α.
Suppose the system is around the steady-state operating
point, the larger initialization window will give more accurate
estimations. Given the study in [17], the estimation error of
the algorithm in [17] does not decrease substantially as the
window length increases beyond 200s for the IEEE 39-bus
system. Hence, we use 200s initialization window for the same
39-bus system in this paper which shows reasonably good
accuracy (See Fig. 5 for more details). In practice, the selection
of initial data length may be decided by the off-line study of
the system of interests and the PMU data quality.
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Another critical factor is the smoothing factor 0 ≤ α ≤ 1.
With α = 1N , we assume the system operates in steady state,
and hence all observations have the same weight independent
on the time of occurrence; otherwise, a fluctuation is accepted
such that the new observations may have a higher weight than
the old ones which is indeed exponential smoothing, and the
observation frame is approximately 1α . Values of α close to 1
have a less smoothing effect and give greater weight to recent
observations, while values of α closer to 0 have a greater
smoothing effect and are less responsive to recent changes. In
the limiting case with α = 1, the output is just the current
observation. Generally, there is no reliable way of choosing
α, and it is mostly decided using heuristic methods [31]. In
practice, α may be chosen adaptively based on the operating
condition of the system. For instance, if the system is in steady
state, let α = 1N ; if a contingency happens such that the system
jumps to another operation state, choose a larger α to forget
old samples more quickly and gradually decrease it until it
reaches 1N .
In this paper, the adaptive exponential smoothing shown
in Algorithm 1 is applied and integrated into the proposed
algorithm in Section II-B. Particularly, β and the change rate
w are two tunable parameters that affect how fast the algorithm
could provide accurate estimation under a sudden change of
the system, and describe the trade-off between the tracking
capability under a sudden change and the accuracy of the
estimation in steady state.
Algorithm 1 Adaptively choosing the smoothing factor α.
Given N,∆t, β, w, xˆj−1, Cˆj−1, Gˆj−1(∆t), jc,flag,keep←1.
while keep do
Read current PMU measurements xj .
if The system experiences a sudden change at j. then
jc ← j, flag ← 1.
end if
if flag= 1 then
α← max{ 1β+(j−jc)w , 1N }. % In transient state
else
α← 1N . % In steady state
end if
Update xˆj , Gˆj(∆t), and Cˆ−1j by equation (22).
j ← j + 1.
end while
III. CASE STUDIES
A. Numerical Example I: Estimating the Dynamic System
State Matrix
First, we use a small system—the standard Western Sys-
tem Coordinating Council (WSCC) 3-generator, 9-bus system
model to validate the proposed method, i.e., the accuracy
of (18). The stochastic dynamic model integrating the load
variations in the center-of-inertia (COI) formulation can be
represented as [17], [23]:
˙˜
δi = ω˜i
Mi ˙˜ωi = Pmi − Pei −
Mi
MT
Pcoi −Diω˜i − E2iGiiσiξi
+
Mi
MT
3∑
j=1
E2jGjjσjξj
(24)
where
MT =
3∑
j=1
Mj
δ0 =
1
MT
3∑
j=1
Mjδj , ω0 =
1
MT
3∑
j=1
Mjωj
δ˜i = δi − δ0, ω˜i = ωi − ω0, i = 1, 2, 3
(25)
Pei =
3∑
j=1
EiEj(Gij cos(δ˜i − δ˜j) +Bij sin(δ˜i − δ˜j))
Pcoi =
3∑
i=1
(Pmi − Pei), i = 1, 2, 3
(26)
The model-based system state matrix is as follows:
A =

0 0 1 0
0 0 0 1
−M−1
(
∂Pe
∂δ˜
)
coi
−D1
M1
0
0 −D2
M2
 (27)
where (
∂Pe
∂δ˜
)
coi
=
∂Pe
∂δ˜
+M
1
MT
∂Pcoi
∂δ˜
(28)
The diagonal element and off-diagonal element of
(
∂Pe
∂δ˜
)
coi
can be calculated by[(
∂Pe
∂δ˜
)
coi
]
ii
=
∑
k 6=i
EiEk[−Gik sin(δ˜i − δ˜k) +Bik cos(δ˜i − δ˜k)]
+ 2
Mi
MT
∑
k 6=i
EiEkGik sin(δ˜i − δ˜k)[(
∂Pe
∂δ˜
)
coi
]
ij
= EiEj [Gij sin(δ˜i − δ˜j)−Bij cos(δ˜i − δ˜j)]
+ 2
Mi
MT
∑
k 6=i
EiEkGik sin(δ˜i − δ˜k)
(29)
Note that the conventional model-based method of estimat-
ing (∂Pe
∂δ˜
)coi and thus A heavily depends on the network
topology and parameter values embedded in the admittance
matrix Y . In contrast, the proposed technique, i.e., (18),
is purely measurement-based, completely independent of the
network model and the generator parameters.
Assuming σ1 = σ2 = 0.01 p.u. describing the standard
deviations of the load variations, Fig. 1 presents the emulated
δ˜1 and ω˜1 estimated from the PMU data with a sampling rate
of 50 Hz, from which we see that the system’s trajectories are
oscillating around their steady-state solutions (denoted by the
red lines) because of the stochastic load variations.
If there is no stochastic load variation, i.e., σ1 = σ2 = 0
p.u., the dynamic system state matrix A would be a constant
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Fig. 1: Trajectories of δ˜1 and ω˜1 in the 9-bus system when
the standard deviation of load variations are set to 0.01.
(a) Trajectory of δ˜1 on [0s, 200s]. (b) Trajectory of ω˜1 on
[0s, 200s].
matrix calculated from (27)-(29) using the steady-state oper-
ating point:
A =
 0 0 1 00 0 0 1−12.84 −1.98 −1 0
−8.25 −14.98 0 −1
 (30)
To validate the proposed algorithm, we will show that
the dynamic system state matrix estimated by the proposed
algorithm is close to the deterministic system state matrix (30).
To this end, we first use the 200s data to estimate the sample
covariance matrix and the sample one-lag correlation matrix
by (15)-(17):
Cˆxx = 10
−3 ×
 0.0042 −0.0059 −0.0004 −0.00003−0.0059 0.0101 0.0012 −0.0011−0.0004 0.0012 0.0431 −0.0569
−0.00003 −0.0011 −0.0569 0.1065

Gˆxx(0.02) = 10
−3× 0.0041 −0.0059 0.0004 −0.0012−0.0059 0.0101 0.00003 0.0011−0.0013 0.0023 0.0423 −0.0558
0.0011 −0.0032 −0.0560 0.1046

and then estimate the dynamic system state matrix A by (18):
A? =
 0.1390 0.0211 1.0086 0.00030.0702 0.1507 −0.0019 1.0082−13.5099 −2.1961 −0.9437 −0.0576
−7.7199 −15.0019 −0.0677 −0.9749
 (31)
where ? denotes the estimation by the proposed method. It
is observed that the estimated dynamic system state matrix
(31) is close to the deterministic matrix shown in (30).
Particularly, we use the normalized Frobenius norm to quantify
the difference between the actual and estimated matrices:
‖A−A?‖F
‖A‖F = 4.25% (32)
where ‖‖F denotes the Frobenius norm. Note that we only
use 200s data for demonstration. However, the accuracy will
improve as the sampling rate increases and/or the length of
measurement data grows. There is always a trade-off between
the computational effort and the accuracy.
In addition, we compare the accuracy of the proposed
method with that of the method developed in [17]. The method
in [17] are developed based on another important property
of the stationary covariance matrix C that C satisfies the
Lyapunov equation in ambient condition:
ACxx + CxxA
T = −BBT (33)
After algebraic reduction, we have:
∂Pe
∂δ
= MCωωC
−1
δδ +DCδωC
−1
δδ (34)
Assuming that the contributions from the matrix Cδω are
negligible, it yields ∂Pe∂δ ≈MCωωC−1δδ . It is obvious that this
method is not purely measurement-based since the dynamic
system state matrix ∂Pe∂δ depends on the inertia constants M .
If A needs to be estimated, D has to be known. In this
numerical example, the estimation error defined in (32) is
3.73% using (34), which is less than that of the proposed
method. Nevertheless, since the method in this paper and the
one in [17] are developed based on different properties of
the stochastic dynamical system (10), there is no direct and
clear conclusion that which method should possess a higher
accuracy, even though the method proposed in this paper
requires less model information and is completely model-free.
B. Numerical Example II: Detecting Topology Change and
Identifying the Location
In this example, we apply the recursive estimation method
to a larger system—the IEEE 39-bus 10-generator test system
to demonstrate that the proposed methodology is able to detect
the topology change and more importantly, identify the corre-
sponding location. This information is of great significance for
power system operators to adopt corrective control strategies
to fix the error and maintain the security of power grids.
For this purpose, we assume that an undetectable line
tripping between Bus 22 and Bus 23 occurs at 400s due to,
for instance, communication errors. As shown in Fig. 2, the
topology change location is close to Generator 6 and 7. The
trajectories of the rotor angles of Generator 6 and 7 are shown
in Fig. 3, from which we see that there is an abrupt change in
δ˜6 at 400s. Nevertheless, the post-fault system still maintains
the stability.
Suppose the change of δ and ω can be detected by the
PMU measurements, yet the network topology change is not
detected. Denote the dynamic system state matrix estimated by
the model-based method without accounting for the topology
change as A, it is found that the normalized distance between
A and the true dynamic system state matrix A after the
change is 17.90%. The big discrepancy is due to the incorrectly
assumed network model. In contrast, the normalized distance
between the dynamic system state matrix A? estimated by
the proposed method and the true one is equal to 2.72%.
Particularly, the data on [410s 1200s] is used to estimate
the covariance matrix and the one-lag correlation matrix. It
is obvious that the proposed method provides more accurate
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Gen 1 Gen 8
Gen 2 Gen 3 Gen 4
Gen 5
Gen 7
Gen 6
Gen 9
Gen 10
Fig. 2: The network topology of the IEEE 39-bus 10-generator
system [32].
0 200 400 600 800 1000 1200
Time (s)
(a)
0.26
0.28
0.3
0.32
0.34
0.36
0.38
the stochastic system
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0 200 400 600 800 1000 1200
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Fig. 3: Trajectories of rotor angles δ˜6 and δ˜7 in the 39-
bus system when an undetected line tripping occurs at 400s.
(a) Trajectory of δ˜6 on [0s, 1200s]. (b) Trajectory of δ˜7 on
[0s, 1200s].
estimation than the model-based method under the occurrence
of undetectable topology change. In addition, the big differ-
ence between the model-based and the measurement-based
matrices indicates that the assumed system model is inaccurate
and identifying the location of the error is stringent. It will
be shown next that the proposed recursive matrix estimation
algorithm can also help identify the location of the topological
error.
To implement the recursive algorithm, we set the initial
window length to be 200s, i.e., N = 10000 for a sampling
rate of 50 Hz; β = 200 and w = 2 in the adaptive algorithm
for α (Algorithm 1). A small β means that a large smooth
factor α is applied to quickly forget the previous samples and
w describes a gradual decrease in α until it reaches its steady-
state value 1N or when the system returns to the steady state,
after which α is reset to be 1N . The normalized Frobenius
norm between the estimated dynamic system state matrix and
the true one is shown in Fig. 4(a), from which we see that the
proposed method is able to provide an accurate estimation for
the dynamic system state matrix both before and after the line
tripping. It should be noted that the normalized distance shown
in Fig. 4 (a) by the recursive algorithm is higher than 2.72%
when the data on [410s 1200s] is used. Such difference lies in
the fact that different window lengths are applied, i.e., 790s vs.
200s. The impact of window length will be further discussed
in Fig. 5. Besides, the errors in the transient period 400s-600s
are due to the fact that it takes some time for the recursively
estimated covariance matrix, the one-lag correlation matrix,
and thus the system state matrix to settle down to their new
values corresponding to the new steady state after the topology
change. In addition, the normalized Frobenius norm between
the estimated dynamic system state matrix by the model-
based method (i.e., without detecting the topology change) and
the true one is shown in Fig. 4(b), showing that the model-
based method matrix becomes inaccurate after the undetected
topology change. Given the fact that the true dynamic system
state matrix is typically unknown in practice, we also compare
the normalized distance between the dynamic system state
matrix estimated by the proposed recursive method and the
one obtained from the conventional model-based method. As
shown in Fig. 4(c), the two estimated matrices are close to
each other with a difference around 3% (both the model-
based method and the proposed measurement-based method
work well), yet they deviate from each other after the line
tripping due to the incorrectly assumed network model used
by the model-based method. By monitoring the difference
between the two estimated matrices, power system operators
can quickly detect that an error occurs in the assumed network
model at 400s and locating the error is imperative.
To justify that a window length of 200s is reasonable, we
compare the accuracy of the estimation when the window
length changes from 10s to 900s as shown in Fig. 5. It
can be seen that the estimation accuracy does not improve
dramatically when the window length goes beyond 200s.
Considering the compromise between accuracy and efficiency,
we choose 200s to be the length of the initial window and the
moving window in the recursive algorithm.
Regarding the efficiency, the proposed recursive algorithm
is not computationally expensive since it involves only basic
arithmetic operations as seen from (21)-(23). In our simulation
study, the average time consumed for each time instant j
in Step 2 where the main computational effort lies in is
1.8592 × 10−4s for the 3-generator system (Numerical Ex-
ample I in Section III-A), and 8.7911 × 10−4s for this 10-
generator system. Note that there is always one generator being
the reference. It can be observed that the time consumption
grows approximately linearly with the number of generators.
The efficiency can be further improved to conduct the recursive
estimation less often in the steady state, whereas more often
after the system’s evolution due to, for instance, topology
change.
To better visualize the difference between the true matrix,
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Fig. 4: The normalized distance between matrices with respect
to time under the undetected topology change. (a) The distance
between the true matrix and the one estimated by the proposed
method. (b) The distance between the true matrix and the
one estimated by the model-based method. (c) The distance
between the matrix estimated by the proposed method and the
one by the model-based method.
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Fig. 5: The estimation error (%) as the window length (sec-
onds) changes from 10s to 900s for the 39-bus system.
the estimated matrix by the proposed method, and the esti-
mated matrix by the model-based method, we use the 3D
bar graph to show the difference between each component
of the matrices. Denote A(t) as the matrix estimated by
the model-based method using the measurement at t, and
A?(t) as the matrix estimated by the recursive measurement-
based method at time t, then Fig. 6 presents the differ-
ence between |aij − aij(1200)| and |aij − a?ij(1200)|, where
aij ∈ A — the true system matrix, aij(1200) ∈ A(1200),
and aij(1200)? ∈ A?(1200). Furthermore, Fig. 7 directly
shows the difference between the component of the two esti-
mated matrices which we can acquire online, i.e., |aij(1200)-
a?ij(1200)|. It is evident from the figures that the proposed
measurement-based method provides more accurate estimation
than the model-based method. More importantly, the proposed
method provides important insights regarding the location of
the error. Since the largest discrepancies between the two
estimated matrices (Fig. 7) occur in elements a15,6, a15,7,
a16,6, and a16,7 corresponding to the ∂Pe∂δ of Generator 6 and
7, it indicates that the topology change is electrically close to
Generator 6 and 7, which aligns exactly with the fact.
0
5
15
10
15
15
10
20
10
5 5
the proposed method
the model-based method
Fig. 6: The distance between each component of the true
dynamic system state matrix and the estimated matrices. It
is evident that the proposed method provides a more accurate
estimation than the model-based method.
The results of the above two cases entail that the proposed
recursive measurement-based method is able to provide a
good estimation for the dynamic system state matrix in near
real-time by utilizing the inherent statistical properties of the
stochastic system. Moreover, the method may help detect the
topological errors in the assumed network model, and more
importantly, identify their sources.
C. Numerical Example III: Identifying the Location of a
Topology Change with Missing PMUs
It is assumed that all generators are monitored by PMUs
when developing the methodology, which seems to be too
strict. In this section, we relieve this assumption and consider
a more realistic situation where some PMUs are missing.
Assuming the PMUs are only available for Generators K,
where K = {m1, ...,mp}, then we can still accurately estimate
the sample mean x¯i where i ∈ K, and the sub-matrices Cˆij
and Gˆij , where i, j ∈ K, of the sample covariance matrix
Cˆ and the sample correlation matrix Gˆ, respectively. As a
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Fig. 7: The distance between each component of the dynamic
system state matrices estimated by the model-based method
and by the proposed measurement-based method, respectively.
Large discrepancies indicate that there may be undetected
topology changes.
result, by (14), we can accurately achieve a sub-matrix Aij ,
where i, j ∈ K, of the dynamic system state matrix A. More
importantly, the estimated sub-matrix can still facilitate the
detection and location of the topology change.
To show this, we reconsider the IEEE 39-bus 10-generator
system in Section III-B. Assuming the PMUs at Gen 3 and
Gen 9 are missing, i.e., K = {1, 2, 4, 5, 6, 7, 8} and δ10 is
the reference, we keep estimating the difference between the
two sub-matrices recursively by the proposed measurement-
based method and by the model-based method, respectively.
The Frobenius norm of the difference with respect to the time
is presented in Fig. 8, from which it can be concluded that
the error in the network model occurring at 400s was not well
detected. To locate the error, we further draw the 3D bar graph
to spot the difference between each component of the two sub-
matrices at a certain time step after the fault, say 1200s, as
shown in Fig. 9. Note that only the submatrix −M−1(∂Pe
∂δ˜
)coi
in (27) is presented since it possesses the largest discrepancies
as revealed in Fig. 6-7. Although the estimation for A3j , Ai3,
A9j and Ai9 are missing, we still can observe that the largest
discrepancies occur in Gen 6 and 7, indicating that the error
is electrically close to these two generators which well aligns
with the fact.
It is worth mentioning that pinpointing the exact location of
the topology error for a large system may require additional
information since the proposed method relies on the reduced
Y-matrix for the detection, in which only the internal generator
buses are retained. Nevertheless, the proposed method may
help narrow the range of topology change and identify the
generators that are electrically close to the topology change
without any knowledge of the network model.
D. Impact of Measurement Noise
Similar to all the measurement-based methods, the noise
may affect the accuracy of the proposed method. To investigate
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Fig. 8: The distance between the dynamic system state matrix
estimated by the proposed method and the one by the model-
based method.
0
8
5
10
86
15
64 4
2 2
Fig. 9: The distance between each component of the sub-
matrix estimated by the proposed measurement-based method
and the one by the model-based method. The largest discrep-
ancies occur in generator 6 and 7, indicating that the error is
electrically close to these two generators.
this issue, we added a measurement noise with a standard
deviation 10−3 to both δ and ω of Numerical Example II
according to the IEEE Standards [33]. Likewise, Fig. 10(a)
shows the recursive estimation of the normalized distance
between the estimated dynamic system state matrix by the
proposed method and the true one; Fig. 10(b) presents the
normalized distance between the matrix estimated by the
proposed measurement-based method and the one by the
model-based method. For comparison purpose, the results with
no measurement noise are also plotted. It can be found that the
impact of measurement noise on the accuracy of the method
is minor since only a slight increase in the error is observed,
which does not affect the detection of the topology error. 3D
bar graph similar to Fig. 6-7 can also be obtained, which
provide essential information to locate the undetected topology
change.
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Fig. 10: The normalized distance between matrices under
the undetected topology change when measurement noise is
considered. (a) The distance between the estimated matrices
by the proposed method and the true matrices. (b) The distance
between the dynamic system state matrices estimated by the
proposed method and the ones by the model-based method.
E. Validation on a High-Order Model
Despite the fact that the methodology is developed using
the classical second-order generator model, it is necessary
to test the performance of the methodology in a real-life
setting in which higher-order models controlled by exciters are
typical. To this end, we revisit the WSCC 3-generator, 9-bus
system in Numerical Example I. Specifically, all generators are
modeled as third-order models equipped by automatic voltage
regulators. Assuming an undetected line tripping between Bus
7 and Bus 8 occurs at 300s, we apply the proposed recursive
algorithm to estimate the dynamic system state matrix, detect
the topology change and locate the error. Simulation has been
carried out in PSAT-2.1.10 [34].
Particularly, the initial window length is set to be 200s;
β = 10 and w = 0.2 are chosen for calculating the adaptive
smooth factor α. As mentioned earlier and revealed by Fig.
6-7, the submatrix −M−1(∂Pe
∂δ˜
)coi typically possesses the
largest difference between matrices, which is therefore a good
index to demonstrate the estimation accuracy, detect and locate
topological change. The normalized difference between the
true submatrix and the one estimated by the proposed method
is shown in Fig. 11(a), from which it can be seen that the
proposed method can still provide accurate approximation
regardless the implementation of third-order generator models
with exciters. In addition, detecting topology change and
identifying its location can still be realized by monitoring the
difference between the submatrix estimated by the proposed
measurement-based method and the one obtained from the
model-based method, as illustrated in Fig. 11(b).
Similar results can be obtained using the fourth-order model
equipped by both automatic voltage regulators and turbine
governors as shown in Fig. 12. Although a small degradation
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Fig. 11: The normalized distance between matrices for the
9-bus system under the undetected topology change, using
third-order generator models equipped with exciters. (a) The
distance between the true matrix and the one estimated by
the proposed method. (b) The distance between the matrix
estimated by the proposed method and the one by the model-
based method.
in accuracy and convergence speed is noticed, the proposed
method can still identify the topology change accurately and
quickly, indicating the good feasibility of the proposed method
in practice.
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Fig. 12: The normalized distance between matrices for the
9-bus system under the undetected topology change, using
fourth-order generator models with exciters and turbine gov-
ernors. (a) The distance between the true matrix and the one
estimated by the proposed method. (b) The distance between
the matrix estimated by the proposed method and the one by
the model-based method.
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F. Example IV: IEEE 145-bus System
In order to validate the proposed method on large test
systems, we applied it to the IEEE 145-bus dynamic sta-
bility test case. This system contains 50 generators and 453
branches. The power flow and dynamic parameters of this sys-
tem are available online: http://labs.ece.uw.edu/pstca/dyn50/
pg tcadd50.htm.
The undetected topology change occurs between bus 117
and bus 118. The recursive algorithm is implemented with a
window length of 200s. β = 200, and ω = 0.3. Since the
errors in the transient is too large, the normalized distance in
the steady-state after the topology change have been zoomed
in, showing that the proposed method provides more accurate
estimation (≈ 8%) for the dynamic system state matrix than
the model-based method (≈ 25%) under the undetectable
topology change.
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Fig. 13: The normalized distance between matrices for the
145-bus system under the undetected topology change. (a) The
distance between the true matrix and the one estimated by
the proposed method. (b) The distance between the matrix
estimated by the proposed method and the one by the model-
based method.
IV. CONCLUSIONS AND PERSPECTIVES
In this paper, we have proposed a novel recursive
measurement-based method for estimating the dynamic sys-
tem state matrix in near real-time. Particularly, the proposed
method leverages the statistical properties of the stochastic
dynamical system to extract significant model information out
of PMU data. A recursive estimation algorithm has also been
developed to enable online implementation. The simulation
study has shown that the proposed recursive method can
provide an accurate approximation for the dynamic system
state matrix, and more importantly, detect severe discrep-
ancies in the assumed network model and further identify
their locations. Various implementation conditions including
measurement noise, missing PMUs, and detailed generator
models have been tested to demonstrate the feasibility and
the accuracy of the proposed method in real-life applications.
In the future, we plan to explore diverse applications of the
estimated dynamic system state matrix in online oscillation
analysis, model validation, emergency power re-dispatch, and
load shedding, etc. Besides, we intend to use actual, rather
than emulated, PMU measurement to validate the proposed
methodology in practice.
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