The computational efficiency of lossless data compression for large alphabets has attracted attention of researches for ages due to its great importance in practice. The point is that, on the one hand, often a source alphabet is very large or even infinite ( see, for example, [2]) and, on the other hand, for many adaptive codes the speed of coding depends substantially on the alphabet size. Thus, the number of operations of an obvious (or naive) method of updating the cumulative probabilities is proportional t o the alphabet size N . Jones In this paper we suggest a method for speeding up codes based on the following main idea. Letters of the alphabet are put in order according to their probabilities (or frequencies of occurrence), and the letters with probabilities close t o each other are grouped in subsets (as new super letters), which contain letters with small probabilities. The key point is the following: equal probability is ascribed to all letters in one subset, and, consequently, their codewords have the same length. This gives a possibility to encode and decode them much faster than if they are different. Then each subset of the grouped letters is treated as one letter in the new alphabet, whose size is much smaller than the original alphabet. Such a grouping can increase the redundancy of the code. It turns out, however, that a large decrease in the alphabet size may cause a relatively small increase in the redundancy. Since the frequencies are changing after coding of each message letter, the order should be updated. Now there exist algorithms and data structures, which give a possibility to carry out the updating using a few operations per message letter, see [5, 31. Let A = { a 1 , a z , . . . , a N } be an alphabet with a probability distribution p = distribution can be either known a priory or estimated on the basis of statistics. Let letters from the alphabet A be grouped as follows : A1 = ( a l , a 2 
The computational efficiency of lossless data compression for large alphabets has attracted attention of researches for ages due to its great importance in practice. The point is that, on the one hand, often a source alphabet is very large or even infinite ( see, for example, [2] ) and, on the other hand, for many adaptive codes the speed of coding depends substantially on the alphabet size. Thus, the number of operations of an obvious (or naive) method of updating the cumulative probabilities is proportional t o the alphabet size N . Jones [l] and Ryabko [4] have independently suggested two different algorithms of updating, which perform all the necessary transitions between individual and cumulative probabilities in O(1og N ) operations. Later many such algorithms have been developed and investigated in numerous papers, see for a review, for example, [3] .
In this paper we suggest a method for speeding up codes based on the following main idea. Letters of the alphabet are put in order according to their probabilities (or frequencies of occurrence), and the letters with probabilities close t o each other are grouped in subsets (as new super letters), which contain letters with small probabilities. The key point is the following: equal probability is ascribed to all letters in one subset, and, consequently, their codewords have the same length. This gives a possibility to encode and decode them much faster than if they are different. Then each subset of the grouped letters is treated as one letter in the new alphabet, whose size is much smaller than the original alphabet. Such a grouping can increase the redundancy of the code. It turns out, however, that a large decrease in the alphabet size may cause a relatively small increase in the redundancy. Since the frequencies are changing after coding of each message letter, the order should be updated. Now there exist algorithms and data structures, which give a possibility to carry out the updating using a few operations per message letter, see [5, 31. Let A = { a 1 , a z , . . . , a N } be an alphabet with a probability distribution p = distribution can be either known a priory or estimated on the basis of statistics. Let letters from the alphabet A be grouped The suggested method of grouping implies that the probabilities (or their estimates) are ordered. That is why we are interested in an upper bound for the redundancy, given by
The following theorems gives a possibility t o calculate the redundancy and to find its asymptotic estimation. The practically interesting question is how to find a g r o u p ing which minimizes the number of groups for a given u p per bound of the redundancy 6. The theorem can be used as the basis for such an algorithm. One of such algorithms is implemented and can be used for practical needs, see http://www.ict.nsc.ru/Nryabko/ GroupYourAlphabet.htm1.
The suggested method of grouping is applied to block coding of stationary ergodic sources with unknown statistics. The main problem of block encoding is that the number of blocks grows exponentially when the block length grows. In fact, it means exponential increasing of the input alphabet. In order to surmount this obstacles we suggest applying the described method of grouping to the set of all possible blocks in such a way that the redundancy caused by grouping is relatively small whereas the size of new alphabet is much less than the number of the possible blocks. As a result, the average number of operations per a source letter will be exponentially less than for usual block coding. 
