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Abstract
This paper presents a kernel smoothing method for multinomial regression. A class of estimators of the
regression functions is constructed by minimizing a localized power-divergence measure. These estimators
include the bandwidth and a single parameter originating in the power-divergence measure as smoothing
parameters. An asymptotic theory for the estimators is developed and the bias-adjusted estimators are ob-
tained. A data-based algorithm for selecting the smoothing parameters is also proposed. Simulation results
reveal that the proposed algorithm works efﬁciently.
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1. Introduction
This paper is concerned with the smoothing problem for multinomial data. Suppose that at
each covariate x, the joint distribution of the random vector Y(x) = (Y1(x), . . . , Yr (x))T is the
multinomial distribution MN(p1(x), . . . , pr(x);N(x)), where for any x, ∑rj=1 pj (x) = 1 and
N(x) is a positive constantwithN(x) =∑rj=1 Yj (x).ThedistributionofY(x)given x is expressed
as Pr(Y(x) = y(x)) = N(x)!∏rj=1{pj (x)yj (x)/yj (x)!}, where y(x) = (y1(x), . . . , yr (x))T is
an observation of Y(x). If r = 2, then the above distribution represents a binomial regression
model. In this paper, our problem is to estimate the regression functions pj (x)(j = 1, . . . , r) that
yield the probabilities of each r category at covariate x.
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We observe Yi = (Yi1, . . . , Yir )T ∼ MN(p1(xi), . . . , pr(xi);N(xi)) independently at co-
variates xi (i = 1, . . . , K), where Yij = Yj (xi) (j = 1, . . . , r). For simplicity, assume that all
xi’s are equispaced. Without lack of generality, it can be assumed that xi = (i − 1)/K (i =
1, . . . , K). However, this assumption can be relaxed as discussed in Müller and Schmitt [8]. Put
Y¯ij = Yij /Ni (i = 1, . . . , K), where Ni = N(xi) =∑rj=1 Yij .
It should be noted that the setting in this paper is different from that of the so-called sparse
multinomial data discussed in Simonoff [15], Aerts et al. [1] and Augustyns and Wand [3]. In a
sparse multinomial setting, the aim is to smooth the estimated probabilities of all categories for
the situation where the number of categories increases with the sample size. Hence, it can be
understood that K = 1 and r → ∞ in our setting corresponds to a sparse multinomial setting.
For such a situation, it is known that exploiting a smoothing method provides more accurate
estimates than usual parametric estimates, especially for categories with a low probability. An
elegant summary of tackling this issue by kernel smoothing is given in Simonoff [15].
Kernel smoothing approaches will now be considered under a setting in which K and Ni’s
increase and r is ﬁxed. For the setting, Tutz [16] discussed the use of Nadaraya–Watson type
estimators. The local likelihood approach was used to check the goodness of ﬁt for the parametric
model in Tutz [17] and Tutz and Kauermann [18]. In this study, we claim that the Nadaraya–
Watson estimator and its variant have an advantage over the local likelihood approach. The
advantage is that Nadaraya–Watson type estimators always exist; it is always expressed in an
explicit form. However, the local likelihood approach does not always yield an estimator since
the optimization steps sometimes cannot ﬁnd a solution. This difﬁculty in the local likelihood
approach was also pointed out in Okumura and Naito [11] in a binomial setting. Therefore, in
this paper we propose the use of a more efﬁcient estimator that is a variant of Nadaraya–Watson
estimators of pj (x) (j = 1, . . . , r).
To construct an estimator, it is important to choose a reasonable criterion to yield an estima-
tor. Hence, it may be useful to refer to a goodness-of-ﬁt test for multinomial data. The power-
divergence measure discussed in detail in Cressie and Read [5] is famous as a measure of the
goodness of ﬁt for multinomial data. The power-divergence measure is deﬁned as
I(p : q) = 1(1 + )
r∑
j=1
pj
{(
pj
qj
)
− 1
}
(1)
for  in , where p = (p1, . . . , pr) and q = (q1, . . . , qr ) are the probability distributions on r
categories; I0(p : q) ≡ lim→0 I(p : q) and I−1(p : q) ≡ lim→−1 I(p : q). For the observed
frequency vector X and the expected frequency vector E, the family {2I(X : E)} includes widely
known goodness-of-ﬁt statistics; see Cressie andRead [5]. Furthermore, if we put  = −(+1)/2,
then I is nothing else than the -divergence discussed inAmari and Nagaoka [2]. In this manner,
the power divergence includes many efﬁcient statistics, and hence, a uniﬁed argument can be
made using this divergence, as explained in Cressie and Read [5]. In this paper, we construct a
family of estimators of pj (x) (j = 1, . . . , r), including the Nadaraya–Watson estimators as a
special case, by minimizing a localized version of the power divergence measure.
This paper is organized as follows. In Section 2, a family of kernel estimators is derived bymeans
of a localized version of the power divergence measure. The theoretical asymptotic performance
of estimators is investigated and a bias-adjusted estimator is naturally obtained in Section 3. In
Section 4, a method is developed for a data-based choice of smoothing parameters in a large
sample setting.We claim that  as well as bandwidth should be selected based on the data.A data-
based choice of  was not discussed in Cressie and Read [5]; therefore, this is a relatively new
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argument in this research area. Simulation results are reported in Section 5, and ﬁnal comments
and notes are enumerated in Section 6. Outlines of the proofs for theoretical results are included
in the Appendix.
2. The kernel estimator
2.1. The criterion
In order to construct estimators, our focus goes to the power divergence measure with a pa-
rameter  given in Cressie and Read [5]. Practically, we consider a localized version of the power
divergence given by (1). For any ﬁxed covariate x, the criterion is deﬁned as
L(, ) = 1( + 1)
K∑
i=1
h(xi − x)
⎡
⎣ r∑
j=1
Y¯ij
⎧⎨
⎩
(
Y¯ij
j
)
− 1
⎫⎬
⎭+ 
⎛
⎝1 − r∑
j=1
j
⎞
⎠
⎤
⎦ ,
(2)
where  = (1, . . . , r )T ,  is the Lagrange multiplier and h(·) = (·/h)/h, in which 
is a kernel function with its support [−1, 1]. A few special cases are deﬁned using continu-
ity; L0(, ) ≡ lim→0 L(, ) and L−1(, ) ≡ lim→−1 L(, ). For each x, let (ˆ, ˆ) =
argmin(,) L(, ). Then the estimator of pj (x) is given as
pˆj,(x;h) = ˆj =
{∑Ki=1 h(xi − x)Y¯ +1ij }1/(+1)∑r
=1{
∑K
i=1 h(xi − x)Y¯ +1i }1/(+1)
. (3)
Note that 0 pˆj,(x;h)1 and
∑r
j=1 pˆj,(x;h) = 1 for any x. If  = 0, then the estimator is
the Nadaraya–Watson estimator:
pˆj,0(x;h) =
∑K
i=1 h(xi − x)Y¯ij∑K
i=1 h(xi − x)
. (4)
In practice, we might encounter the case where Y¯ij is actually zero. In order to prevent such zero
counts, we would suggest to use Y¯ ∗ij = Y¯ij + j (Ni,K)I{ci =0}(ci) with j (Ni,K) = −{(r −
ci)Ni
√
K}−1 if Yij = 0 and j (Ni,K) = {ciNi
√
K}−1 if Yij = 0, where ci is the number of
Yij = 0 (j = 1, . . . , r) at each xi and IA(x) is the indicator function for a set A. We see from the
sequent discussion that using Y¯ ∗ij instead of Y¯ij in (3) does not affect the main asymptotic results.
These Y¯ ∗ij ’s were actually used in our simulation study reported in Section 5.
2.2. Family of estimators
Let pˆ(·;h) = (pˆ1,(·;h), . . . , pˆr,(·;h))T . Then we see that {pˆ(·;h);  ∈ , h > 0} forms
a family of estimators of p(·) = (p1(·), . . . , pr(·))T . Here, we attempt to explain the role of
. Mathematically, introducing  is the same as an increase of one dimension of the smoothing
parameter.We can easily determine the state of a low-dimensional subspace from a higher dimen-
sional space. By introducing , it appears to be possible, in some sense, to ﬁnd a more efﬁcient
estimator than (4), or at least, to evaluate the goodness of (4). Tackling the problem by increasing
the dimension generally seems to be common in mathematical science. Recent works in statistical
sciences using such an approach include Basu et al. [4], Jones et al. [7] and Naito [9,10]. It will be
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shown in the subsequent discussion that introducing  by means of the localized power divergence
is essential for the theoretical aspect of this paper.
In practical situations,  as well as h should be selected based on the data. In Cressie and Read
[5], they recommended the use of  = 23 based on several factors, but it was not a data-based
choice. This paper addresses this problem in Section 4.
3. Theoretical performance
3.1. Asymptotics for estimators
Under the following regularity conditions, we can obtain the asymptotic bias and variance of
(3). The notations k(f ) =
∫ 1
−1 x
kf (z) dz and R(f ) = ∫ 1−1 f (z)2 dz for a function f deﬁned on[−1, 1] are used throughout.
Assumption 1. h → 0 and Ni → ∞ as K → ∞ for i = 1, . . . , K in a manner such that
Kh3+ε = O(1) and N1h2−ε = O(1) for some 0 < ε < 1, and Ni/N1 = 1 + o(h2).
Assumption 2. The support of the kernel (x) is [−1, 1] and (x) has continuous and bounded
derivatives of order n for any x in [−1, 1] with (k)(−1) = (k)(1) = 0 and
(−1)k
∫ 1
−1
x(k)(x) dx =
⎧⎨
⎩
0,  < k or  = k + 1,
!,  = k,
c,k otherwise,
where 0kn and all c,k’s are some non-negative constants.
Note that the symmetric beta densities on the interval [−1, 1] satisﬁesAssumption 2 (cf. [19]).
Assumption 3. The curves pj (x) (j = 1, . . . , r) have continuous and bounded derivatives of
order n + 2 for any x in [0,1] and satisfy 0 < pj (x) < 1(j = 1, . . . , r) and∑rj=1 pj (x) = 1 for
any x in [0, 1].
Theorem 1. Under Assumptions 1–3 with n0, we have as K → ∞,
Bias[pˆj,(x;h)] = 2N1 b1j (x) + h
2b2j (x) + O
(
1
Kh
+ h
2
N1
)
,
V [pˆj,(x;h)] = pj (x)(1 − pj (x))R()
N1Kh
+ O
(
1
N21Kh
+ h
N1K
)
,
where b1j (x) = 1 − rpj (x), b2j (x) = 122()
{
j (x) + p(2)j (x)
}
and
j (x) = pj (x)
⎧⎨
⎩
(
p
(1)
j (x)
pj (x)
)2
−
r∑
=1
p(x)
(
p
(1)
 (x)
p(x)
)2⎫⎬
⎭ .
This j (x) has a key role in developing the algorithm for the data-based choice of (, h), as
described in Section 4.
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3.2. Asymptotics for bias-adjusted estimators
Deﬁne
p˜j,(x;h) = pˆj,(x;h) − 2N1 (1 − rpˆj,(x;h)). (5)
Then, this is a bias-adjusted estimator of pj (x), which does not include the term O(N−11 ) that
appeared in the bias of (3) in Theorem 1:
Bias[p˜j,(x;h)] = h2b2j (x) + O
(
1
N21
+ 1
Kh
)
. (6)
However, the asymptotic variances of (3) and (5) are the same:
V [p˜j,(x;h)] = pj (x)(1 − pj (x))R()
N1Kh
+ O
(
1
N21Kh
+ h
N1K
)
. (7)
Furthermore, the total sum condition
∑r
j=1 p˜j,(x;h) = 1 remains to hold. Note that the lead-
ing bias term of (5) is linear in . In Section 4, it will be made apparent that this property is
quite essential to identify the best estimator in {p˜(·;h);  ∈ , h > 0}, where p˜(·;h) =
(p˜1,(·;h), . . . , p˜r,(·;h))T . The pointwise asymptotic normality holds for p˜(·;h).
Theorem 2. UnderAssumptions 1–3withn0, if
√
N1Kh5 converges to a non-negative constant
	, we have for any r-vector  = (1, . . . , r )T ,√
N1Kh
T {p˜(x;h) − p(x)} →d N(	T b2(x), R()T(x)),
where b2(x) = (b21(x), . . . , b2r (x))T and (x) = diag(p(x)) − p(x)p(x)T .
4. Choice of smoothing parameters
4.1. Optimal parameters
As a criterion to evaluate estimators, we use the mean integrated squared error (MISE) of an
estimator of pj (·). The MISE is deﬁned as the integral of the mean squared error (MSE) of the
estimator over the interval [
1, 1 − 
2] (⊂ [h, 1 − h]), where 
1 and 
2 are positive constants.
Using (6) and (7), the asymptotic MISE (AMISE) of (5) is given as
AMISE[p˜j,(·;h)] = h
42()
2
4
(B1j
2 + 2B2j + B3j ) + VjR()
N1Kh
, (8)
where for j = 1, . . . , r ,
Btj =
∫ 1−
2

1
j (x)
3−tp(2)j (x)
t−1dx (t = 1, 2, 3), (9)
and Vj =
∫ 1−
2

1
pj (x)(1 − pj (x)) dx. B1j ,B2j ,B3j and Vj are functionals of pj depending on

1 and 
2. Put Bt = ∑rj=1 Btj (t = 1, 2, 3) and V = ∑rj=1 Vj . The facts that the bias is linear
in  and the variance does not primarily depend on , as pointed out in Section 3, imply that the
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AMISE is a quadratic function of  as shown in (8). A global measure of accuracy of p˜(·;h) is
naturally deﬁned as
r∑
j=1
AMISE[p˜j,(·;h)], (10)
which is also a quadratic function in , and hence, the optimal  can be easily derived as
opt = −B2
B1
.
Furthermore, the optimal bandwidth h should also be deﬁned as the minimizer of the global
measure (10). A suboptimal h depending on a ﬁxed  can be deﬁned as
hopt() = C
(
V
()
)1/5
(N1K)
−1/5, (11)
where C = {R()/2()2}1/5 and () = B12 + 2B2 + B3. Hence, the optimal h is deﬁned
as
hopt = hopt(opt) = C
(
V

)1/5
(N1K)
−1/5 where  = (opt) = B3 − B−11 B22 .
When we choose only the bandwidth h by a data-based method, it implies that an estimate of
(11) is constructed for a ﬁxed . On the other hand, obtaining an estimate of (opt, hopt) makes
our procedure completely data-based.
Note that a large value of B1 means that if the value of (10) for  = 0 is not the smallest,
there will exist many p˜(·;h) that have smaller values of (10). On the other hand, estimators in
{p˜(·;h);  ∈ , h > 0} are almost equivalent in terms of theAMISEprovided that the value ofB1
is small. This B1, therefore, has a special role in evaluating the validity for considering the family
{p˜(·;h);  ∈ , h > 0}. Further, it is a function of the squared integral of j (x) (j = 1, . . . , r),
which shows the importance of j (x), as mentioned in Section 3.
4.2. Rule-of-thumb method
The easiest data-based method for the choice of smoothing parameters is the so-called rule-of-
thumb (ROT) method, which exploits a certain parametric model as a target function. Here, we
utilize a multinomial logit polynomial model given as pj (x; ) = exp(Tj x){
∑r
=1 exp(T x)}−1
(j = 1, . . . , r), where 1 is the zero vector, j = (j0, j1, . . . , jm)T (j = 2, . . . , r),  =
(2, . . . , r ) and x = (1, x, . . . , xm)T . In this parametric estimation, we use a weighted least
squares method to reduce computations (cf. [6]). We put ˆij = Tj xi + eij (i = 1, . . . , K, j =
2, . . . , r), where xi = (1, xi, . . . , xmi )T , ˆij = log(Y¯ ∗ij /Y¯ ∗i1) and eij = log(Y¯ ∗ij /Y¯ ∗i1) − Tj xi .
Then we can obtain a weighted squares estimator ˆj of j for each j which is expressed as
ˆj = (XT Vˆ −1X)−1XT Vˆ −1ˆj , where X = (x1, . . . , xK)T , ˆj = (ˆ1j , . . . , ˆKj )T and Vˆ −1 is
the diagonal matrix whose diagonal elements are NiY¯ ∗i1Y¯ ∗ij /(Y¯ ∗i1 + Y¯ ∗ij ) (j = 2, . . . , r). In this
manner, we have the parametric estimators pj (x; ˆ) (j = 1, . . . , r), where ˆ = (ˆ2, . . . , ˆr ).
Note that if m = 1, B1 = B2 = B3. Hence, opt = −1 can be derived; however, hopt does not
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exist. In the sequel, we denote the estimators of opt and hopt based on the ROT method as ˆROT
and hˆROT, respectively.
4.3. Plug-in method
The plug-in (PI) method for the optimal parameter (opt, hopt) is developed by the same pro-
cedure as discussed in Ruppert et al. [14]. To construct consistent estimators of opt and hopt, we
exploit p¯j (x; g) given in (4) as a convenient estimator, where g is a bandwidth. Let us deﬁne a
direct estimator of j (x) using p¯j (x; g) by
¯j (x; g) = p¯j (x; g)
⎧⎨
⎩
(
p¯
(1)
j (x; g)
p¯j (x; g)
)2
−
r∑
=1
p¯(x; g)
(
p¯
(1)
 (x; g)
p¯(x; g)
)2⎫⎬
⎭ . (12)
For practical purposes, we deﬁne ¯j (x; g) = 0 if p¯j (x; g) = 0. By substituting p¯(2)j (x; g) and
(12) into (9), the estimators B¯tj (g) are obtained, and we put B¯t (g) =∑rj=1 B¯tj (g) (t = 1, 2, 3).
Then we have a consistent estimator of opt with the bandwidth g1 deﬁned as
¯opt(g1) = − B¯2(g1)
B¯1(g1)
. (13)
To select the optimal g1 that minimizes the MSE of (13), we use the following assumption:
Assumption 4. g1 → 0 and Ni → ∞ as K → ∞ for i = 1, . . . , K in a manner such that
Kg6−ε1 = O(1) and N1g2ε−11 = O(1) for some 1 < ε < 2, and Ni/N1 = 1 + o(g21).
Theorem 3. Under Assumptions 2–4 with n2, we have as K → ∞,
MSE[¯opt(g1)] = g41211 +
12
N1K2g
7
1
+ O
(
1
N1Kg1
)
, (14)
where 1t , t = 1, 2 are given in the Appendix.
The ﬁrst term on the right-hand side of (14) is the leading term of the squared asymptotic bias
and the second term is the leading term of the asymptotic variance. Under the assumptions in
Theorem 3, we obtain the optimal bandwidth g†1 that minimizes the sum of the ﬁrst and second
terms:
g
†
1 =
(
712
4211
)1/11
(N1K
2)−1/11.
This choice of g1 yields ¯opt(g†1)/opt(g
†
1) − 1 = OP ((N1K2)−2/11) as K → ∞.
Next, we focus on the data-based choice of h. It is evident that an estimator of (11) with
the bandwidth g2 can be obtained as h¯opt(g2, ) = C{V¯ /¯(g2, )}1/5(N1K)−1/5, where V¯ =∑r
j=1 V¯j , V¯j = K∗−1
∑
i
∗
Ni(Ni − 1)−1(Y¯ij − Y¯ 2ij ), in which K∗ is the number of xi falling into
[
1, 1 − 
2] and ∑i∗ is the summation for these xi’s, and ¯(g2, ) = B¯1(g2)2 + 2B¯2(g2) +
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B¯3(g2). Put ¯(g2) = ¯(g2,−B¯1(g2)−1B¯2(g2)) = B¯3(g2) − B¯1(g2)−1B¯2(g2)2. Then, an esti-
mator of hopt with the bandwidth g2 should be
h¯opt(g2) = h¯opt(g2,−B¯1(g2)−1B¯2(g2)) = C
(
V¯
¯(g2)
)1/5
(N1K)
−1/5. (15)
The following assumption is required to obtain the optimal g2 based on the MSE of (15).
Assumption 5. g2 → 0 and Ni → ∞ as K → ∞ for i = 1, . . . , K in a manner such that
Kg6+ε2 = O(1) and N1g1−ε2 = O(1) for some 0 < ε < 1, and Ni/N1 = 1 + o(g22).
Theorem 4. Under Assumptions 2, 3 and 5, we have as K → ∞,
MSE[¯(g2)] =
(
g2221 +
22
N1Kg
5
2
)2
+ 23
N1K2g
9
2
+ O
(
1
N21K
2g92
)
, (16)
where 2t , t = 1, 2, 3 are given in the Appendix.
Under the assumptions in Theorem 4, the second term, the leading term of the asymptotic
variance, converges faster than the ﬁrst term, the squared leading bias. We obtain the optimal
bandwidth g†2 that minimizes the ﬁrst term of the MSE in (16):
g
†
2 = C1
(
22
21
)1/7
(N1K)
−1/7 where C1 =
{
−1, 21 < 0,
5
2
1/7
, 21 > 0.
This choice of g2 yields h¯opt(g†2)/hopt(g
†
2) − 1 = OP ((N1K)−2/7) as K → ∞ since V¯ − V =
OP ((N1K)−1/2).
Instead of the optimal bandwidths g†1 and g
†
2, we use the ROT estimators gˆ1 and gˆ2 in the same
manner as described in Section 4.1. Finally, we obtain the data-driven parameter (¯opt(gˆ1), h¯opt
(gˆ2)) from (13) and (15), which is expressed as (˜PI, h˜PI) in the sequel.
4.4. Summary of the algorithm
In order to increase the level of sophistication, we summarize the algorithm of the PI method
for selecting ˜PI and h˜PI and the ROT method for selecting ˆROT and hˆROT, as follows:
Algorithm 1 (The PI power-divergence selector ˜PI).
1. Obtain the estimator of g†1, which is denoted as gˆ1, by the ROT method.
2. Calculate B¯t (gˆ1)(t = 1, 2).
3. The power-divergence selector is ˜PI = ¯opt(gˆ1) = −B¯2(gˆ1)/B¯1(gˆ1).
Algorithm 2 (The PI bandwidth h˜PI).
1. Obtain the estimator of g†2, which is denoted as gˆ2, by the ROT method.
2. Calculate B¯t (gˆ2) (t = 1, 2, 3) and V¯ .
3. The bandwidth is h˜PI = h¯opt(gˆ2) = C{V¯ /¯(gˆ2)}1/5(N1K)−1/5.
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Algorithm 3 (The ROT parameters ˆROT and hˆROT).
1. Obtain the estimators of Bt (t = 1, 2, 3) and V by the ROT method, which are denoted as
Bˆt (t = 1, 2, 3) and Vˆ , respectively.
2. The ROT parameters are ˆROT = −Bˆ2/Bˆ1 and hˆROT = hˆROT(ˆROT), where hˆROT() =
C{Vˆ /(Bˆ12 + 2Bˆ2 + Bˆ3)}1/5(N1K)−1/5.
5. Simulation study
The performance of the proposed methods was evaluated using estimates of the sums of MISEs
of the estimators p˜,j (·, h)’s for large samples. In addition, the classical method using (4) cor-
responding to  = 0 was compared with the proposed methods. We calculated estimates of the
sumsofMISEs of estimatorswith the following six pairs of (, h): (˜PI, h˜PI),(0, h¯0),(ˆROT, hˆROT),
(0, hˆ0), (opt, hopt) and (0, h0),where h¯0 = h¯opt(gˆ∗2 , 0), hˆ0 = hˆROT(0) andh0 = hopt(0), inwhich
gˆ∗2 is the ROT estimator of the optimal bandwidth g∗2 that minimizes the asymptotic MSE[B¯3(g2)]
and whose formula is given in the Appendix; see Algorithms 1–3 in the previous section. Note
that for (, h) = (˜PI, h˜PI), (ˆROT, hˆROT), (opt, hopt), p˜,j (x;h) with Y¯ ∗ij instead of Y¯ij was
used, whereas the estimator in (4) was utilized for (, h) = (0, h¯0), (0, hˆ0), (0, h0). Two models
for r = 3 were adopted as the true model. Let pj (x) = fj (x){∑3=1 f(x)}−1 (j = 1, 2, 3).
Model 1 is a multinomial logit model deﬁned as f1(x) = 1, f2(x) = exp(2.5 − 6x + 2x2)
and f3(x) = exp(−2.5 + 6x − 2x2), and Model 2, which is more complicated than Model
1, is deﬁned as f1(x) = 1, f2(x) = (0.5 sin(4x) + 1) exp(2.5 − 6x + 2x2) and f3(x) =
(0.25 sin(8x) + 1) exp(−2.5 + 6x − 2x2). In this simulation, Ni (i = 1, . . . , K) were set to
be equal and 
1 = 
2 = 0.1. We utilized m = 2 as a parameter in the multinomial logit polyno-
mial model used for the ROT method. The setting ofm = 2 is evidently advantageous for the ROT
method in Model 1 because the assumed parametric model in this method is nothing but the true
target. For the kernels (x) of p˜,j (x, h) and the convenient estimator p¯j (x; g), the Epanech-
nikov kernel 34 (1 − x2)I(−1,1)(x) and the triweight kernel 3532 (1 − x2)3I(−1,1)(x) were employed,
respectively. We calculated the MISE estimates using 500 Monte Carlo runs with K = 50, 100
and N1 = 100, 200, 300, 400.
Table 1
The sums of MISEs (×106) of estimators for six pairs of (, h) for Model 1 with K = 50, 100 and N1 =
100, 200, 300, 400: (˜PI, h˜PI),(0, h¯0), (ˆROT, hˆROT), (0, hˆ0), (opt, hopt) and (0, h0)
N1 (˜PI, h˜PI) (0, h¯0) (ˆROT, hˆROT) (0, hˆ0) (opt, hopt) (0, h0)
K = 50
100 419 450 367 463 388 (0.234) 437 (0.153)
200 192 235 173 244 183 (0.204) 231 (0.133)
300 142 177 130 185 134 (0.188) 174 (0.123)
400 106 142 99 149 100 (0.177) 140 (0.116)
K = 100
100 225 244 190 255 198 (0.204) 238 (0.133)
200 111 136 99 142 102 (0.177) 133 (0.116)
300 76 103 72 107 72 (0.164) 102 (0.107)
400 58 78 54 82 54 (0.154) 77 (0.101)
The values of the optimal bandwidth hopt for each (K,N1) are given in parentheses and opt = −0.935.
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Table 2
The sums of MISEs (×106) of estimators for six pairs of (, h) for Model 2 with K = 50, 100 and N1 =
100, 200, 300, 400: (˜PI, h˜PI), (0, h¯0), (ˆROT, hˆROT), (0, hˆ0), (opt, hopt) and (0, h0)
N1 (˜PI, h˜PI) (0, h¯0) (ˆROT, hˆROT) (0, hˆ0) (opt, hopt) (0, h0)
K = 50
100 460 458 698 463 374 (0.190) 447 (0.139)
200 219 250 339 253 195 (0.165) 245 (0.121)
300 155 187 227 190 142 (0.152) 184 (0.112)
400 119 149 168 152 112 (0.144) 147 (0.106)
K = 100
100 253 253 378 259 214 (0.165) 249 (0.121)
200 119 142 177 145 109 (0.144) 140 (0.106)
300 84 108 120 109 79 (0.132) 106 (0.097)
400 65 83 91 85 62 (0.125) 82 (0.092)
The values of the optimal bandwidth hopt for each (K,N1) are given in parentheses and opt = −1.045.
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Fig. 1. Density estimates of the relative error of ˜PI to opt: ˜PI/opt − 1 for Model 2 with K = 100 and
N1 = 100, 200, 300, 400.
Table 1 shows the result of the simulation for Model 1. The estimator with (ˆROT, hˆROT)
performs best than other estimators. The previously mentioned advantage of Model 1 for the ROT
method is reﬂected in the result. Selecting (, h) is superior to selecting only h with  = 0 ﬁxed
in each case except for Ni = 100. The outer points in [
1, 1 − 
2] might affect the performance
of the estimator with (˜PI, h˜PI) for the case when N1 = 100. The estimator with (˜PI, h˜PI) is
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Fig. 2. Density estimates of the relative error of h˜PI to hopt: h˜PI/hopt − 1 for Model 2 with K = 100 and
N1 = 100, 200, 300, 400.
superior to the estimators with (0, h¯0) and (0, hˆ0) for Ni = 200, 300, 400. Such superiorities
show in particular the importance of the choice of .
Table 2 shows the result for Model 2. In this table, the estimator with (ˆROT, hˆROT) does not
perform well since this is a misspeciﬁed case. On the other hand, the estimator with (˜PI, h˜PI)
exhibits a stable performance.
Fig. 1 displays the density estimates for the relative error of ˜PI to opt deﬁned as ˜PI/opt − 1
for Model 2 with K = 100 and N1 = 100, 200, 300, 400. Fig. 2 shows the density estimates for
the relative error of h˜PI to hopt for Model 2 with K = 100 and N1 = 100, 200, 300, 400. Both
the ﬁgures show the convergence property of the PI method as N1 increases. Similar results were
obtained for Model 1.
6. Discussion
We have proposed a new approach to construct the kernel estimators by means of the localized
power divergence, as shown in (2). The proposed class of estimators includes the Nadaraya–
Watson estimator as a special case, and we have shown the existence of estimators that are better
than the Nadaraya–Watson estimator in terms of the AMISE. Further, we again note that our
proposed estimators can always be expressed explicitly; however, local likelihood estimators
cannot.
A method of data-based selection for the parameter (, h) has also been developed. Hence,
our estimators are completely data-based. The efﬁciency of the proposed PI method for selecting
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(, h) has been demonstrated through our simulation study for large samples. In particular, the
results reveal the effectiveness of choosing not only the bandwidth h but also  based on the data
set.
Our interested topics which have not been discussed in this paper include the criterion to choose
smoothing parameters with taking into account the variance (cf. [12]) and the boundary kernel.
We will attempt to devise approaches for these in our future research.
Appendix
To save space, outline proofs of Theorems 3 and 4 are presented here. Proofs in details for all
theoretical results are found in Okumura and Naito [13].
Proof of Theorem 3. Through calculations using Lemma 1 in Okumura and Naito [13] and
Taylor expansion, we have
E[¯opt(g1)]=−B2
B1
+g2111+O
(
1
N1Kg
3
1
+g41
)
where 11=− 1
B1
(
H2−B2
B1
H1
)
.
Details are
H1 = 2
∫ 1−
2

1
r∑
j=1
j (x)Qj (x) dx and
H2 =
∫ 1−
2

1
⎧⎨
⎩
r∑
j=1
Qj(x)p
(2)
j (x) +
4(
(2))
24
r∑
j=1
j (x)p
(4)
j (x)
⎫⎬
⎭ dx,
in which
Qj(x) = dj (x) − pj (x)
r∑
=1
d(x) − 2()2 p
(2)
j (x)
r∑
=1
p
(1)
 (x)
2
p(x)
,
dj (x) = −3(
(1))
3
p
(1)
j (x)p
(3)
j (x)
pj (x)
− 2()
2
p
(1)
j (x)
2p(2)j (x)
pj (x)2
.
Furthermore, we can also obtain from calculations using Lemma 1 in Okumura and Naito [13]
that
V [¯opt(g1)] = 12
N1K2g
7
1
+ O
(
1
N21K
2g71
)
,
where
12 = 8
B21
∫ 1−
2

1
⎡
⎢⎣(A1 + A2)
⎧⎪⎨
⎪⎩
r∑
j=1
pj (x)(1 − pj (x))p(1)j (x)2 −
⎛
⎝ r∑
j=1
pj (x)p
(1)
j (x)
⎞
⎠
2
⎫⎪⎬
⎪⎭
+A1
2
r∑
j=1
p
(1)
j (x)
2
pj (x)
⎛
⎝ r∑
j=1
pj (x)
2
⎞
⎠
2
−A2
⎧⎨
⎩
r∑
j=1
pj (x)
3p(1)j (x)
2 −
r∑
j=1
pj (x)p
(1)
j (x)
2
r∑
j=1
pj (x)
2
⎫⎬
⎭
⎤
⎦ dx,
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in whichA1 = −
∫ 1
−1 
(1)∗(1)(x)(2)∗(2)(x) dx,A2 = −
∫ 1
−1 
(1)∗(2)(x)(1)∗(1)(x) dx
and “∗” designates the convolution, which yields result. 
Proof of Theorem 4. Using Taylor expansion and the calculations using Lemma 1 in Okumura
and Naito [13], we have
E[¯(g2)] = g2221 +
22
N1Kg
5
2
+ O
(
g42 +
1
N1Kg
3
2
)
,
where 21 = {B2/B1}2H1 − 2{B2/B1}H2 + H3, in which
H3 = 4(
(2))
12
r∑
j=1
∫ 1−
2

1
p
(2)
j (x)p
(4)
j (x) dx and
22 = R((2))
∫ 1−
2

1
⎧⎨
⎩1 −
r∑
j=1
pj (x)
2
⎫⎬
⎭ dx.
Again from calculations using Lemma 1 in Okumura and Naito [13], the variance can be directly
obtained as
V [¯(g2)] = 23
N1K2g
9
2
+ O
(
1
N21K
2g92
)
,
where
23 = 4R((2) ∗ (2))
∫ 1−
2

1
⎧⎪⎨
⎪⎩
r∑
j=1
pj (x)
3 −
⎛
⎝ r∑
j=1
pj (x)
2
⎞
⎠
2
⎫⎪⎬
⎪⎭ dx,
which yields the result. 
Formula of g∗2 : As a by-product of the calculation of MSE[¯(g2)], the optimal bandwidth g∗2
that minimizes the asymptotic MSE[B¯3(g2)] can be obtained as
g∗2 = C2
(
22
H3
)1/7
(N1K)
−1/7 where C2 =
{
−1, H3 < 0,
5
2
1/7
, H3 > 0.
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