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Abstract
We study the homogenization of the Euler system in a periodic porous medium (of period ε) by
using the notion of two-scale convergence. At the limit, we recover a system which couples a cell
problem with the macroscopic one.
 2005 Elsevier SAS. All rights reserved.
Résumé
Nous étudions l’homogénisation des équations d’Euler dans un milieu poreux periodique (de per-
iode ε) en utilisant la notion de convergence à double échelle. A la limite, on obtient un système qui
couple une équation macroscopique avec un problème dans une cellule.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
We define a porous medium as the periodic repetition of an elementary cell of size ε
in a domain Ω . The domain Ω is a bounded domain of R2, the periodic torus Ω = T
or the whole space Ω = R2. The solid part Ys of the porous medium is also of size ε.
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Hence, the domain Ωε is defined as the intersection of Ω with the fluid part. We consider
an incompressible perfect fluid governed by the Euler equation. We consider the following
system of equations:

∂tu
ε + εuε.∇uε = −∇pε + f ε(x),
div(uε) = 0,
uε.n = 0 on ∂Ωε,
uε|t=0 = uε0,
(1)
where uε is the velocity, pε is the pressure, f ε is an exterior force and n is the outward
normal vector to Ωε . The derivation of the system (1) will be given later. Arguing as in the
book of A. Bensoussan, J.-L. Lions and G. Papanicolaou [3] (see also [4]) and the book of
E. Sanchez-Palencia [14], we make an asymptotic development using both a microscopic
scale and a macroscopic scale. Hence, we can derive a (formal) limit system. Indeed tak-
ing uε of the form,
uε = u0(t, x, x/ε)+ εu1(t, x, x/ε)+ · · · ,
we get formally the following system for v(t, x, y) = u0(t, x, y),

∂tv + v.∇yv = −∇yp(x, y)− ∇x q(x)+ f (t, x, y),
divy(v) = 0, divx(
∫
Yf v(x, y)dy)= 0,
v(x, y).n = 0 on Ω × ∂Ys,
(
∫
Yf v(x, y)dy).n= 0 on ∂Ω,
v|t=0 = v0,
(2)
where Yf is the fluid part (which will be defined below), f (t, x, y) and v0(x, y) are the
two-scale limits of the sequences f ε and uε0 and here n is the inward normal vector to Ys .
The precise notion of two-scale convergence will be recalled in Section 1.3. In the sequel,
we denote v(t, x) = ∫Yf v(t, x, y)dy .
This paper is devoted to the rigorous proof of convergence of the solutions to the initial
system (1) toward a solution to the limit system (2). We will also explain the difficulties
encountered if we replace the Euler system by the Navier–Stokes one with Dirichlet bound-
ary conditions due to the presence of some boundary layers. In the next subsection, we give
a precise formulation of the problem, than we recall the notion of two scale convergence.
In the second part, we prove the existence of solutions for the initial system as well as
for the limit system. In the third section, we give a proof of the two-scale convergence.
Section four is devoted to the analysis of the Navier–Stokes case. We will explain why we
can not prove a similar result in the Navier–Stokes case with Dirichlet boundary condition.
This is indeed linked to the problem of uniqueness of weak solutions to the Navier–Stokes
system which is still an open problem in the 3D case. Finally, in Appendix A, we give the
construction of some special functions which are used to deal with the 2D-Euler system in
a domain with holes.
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1.1. Formulation of the problem
Let Y = ]0,1[2 be a unit open cube of R2. Let Ys (the solid part) be a closed subset
of Y . We assume that Ys = ⋃Ni=1 hi where for all i , 1  i  N , the interior of hi is a
simply connected regular domain and the hi are disjoint closed sets of Y . In the sequel N
will be called the number of holes and h1, h2, . . . , hN are the N holes. Then, we define the
fluid part by Yf = Y −Ys . By repeating the domain Yf by Y periodicity we get the fluid
domain Ef , which can also be defined as
Ef =
{
(y1, y2) ∈ R2 | ∃(k1, k2) ∈ Z2, such that (y1 − k1, y2 − k2) ∈ Yf
}
. (3)
In the same way, we can define the solid part Es = R2 − Ef ,
Es =
{
(y1, y2) ∈ R2 | ∃(k1, k2) ∈ Z2, such that (y1 − k1, y2 − k2) ∈ Ys
}
. (4)
It is easy to see that Ef is a connected domain, while Es is formed by separate holes. In
the sequel, we denote Yk = Y + k, Yks = Ys + k, hki = hi + k and Ykf = Yf + k for all
k ∈ Z2. Hence, for all ε, we can define the domain Ω˜ε as the intersection of Ω with the
fluid domain rescaled by ε, namely Ω˜ε = Ω ∩ εEf . However, for some technical reasons
and to get a Lipschitz connected domain, we have to remove the solid parts which intersect
the boundary so instead of working in Ω˜ε , we define
Ωε = Ω −
⋃{
εYks , where k ∈ Z2, εYk ⊂ Ω
}
and we notice that Ω˜ε ⊂ Ωε . We denote Kε = {k | εYk ⊂ Ω}.
Remark 1.1. We point out that it is also possible to just remove the holes which intersect
the boundary and take Ωε = Ω −⋃{εhki , 1 i N, k ∈ Z2, εhki ⊂ Ω}. The results, we
are going to prove also apply to this case. As we will see from the proof one of the essential
requirements about the domain is that it satisfies the following estimate:
‖Pu‖Lp(Ωε)  C‖u‖Lp(Ωε),
whereP denotes the operator of projection onto divergence-free vectors and C is a constant
which is independent of ε (see Masmoudi [8]).
1.2. Scaling
In this subsection, we give the scaling which yields the system (1). Indeed, let us start
from the Navier–Stokes system (or the Euler system α = 0),
∂tv + v.∇v − αv + ∇q = 0.
Then, taking v = εu and α = ε2ν, we get:
∂tu + εu.∇u − ε2νu + ∇q = 0 (5)
which is Eq. (1) with ν = 0.
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There are more general scalings which yield Eq. (1). Indeed, taking v(t, x) =
2λu(t/µ,x) and αµ = ε ν with µλ = ε, we see that u satisfies (5). Notice that the scaling
given above corresponds to the case λ = ε and µ = 1.
In Sections 2 and 3, we will only deal with the Euler case, namely ν = 0. In Section 4,
we will give some remarks relative to the Navier–Stokes case.
1.3. Two-scale convergence
The notion of two-scale convergence is aimed at a better description of sequences of
oscillating functions with a known scale. It was introduced by G. Nguetseng [12,13] and
later extended by G. Allaire [1] where one can find the mathematical setting we use here.
Definition 1.2. Let uε be a sequence of functions such that uε ∈ L2(Ωε) and ‖uε‖L2(Ωε) is
bounded uniformly in ε. If v(x, y) ∈ L2(Ω ×Yf ), then we say that uε two-scale converges
to v if and only if ∀ψ ∈ C(Ω ×Yf ), we have
lim
ε→0
∫
Ωε
uε(x)ψ
(
x,
x
ε
)
dx =
∫
Ω×Yf
v(x, y)ψ(x, y)dx dy. (6)
Moreover, we say that uε two-scale converges strongly to v if and only if v(x, y) ∈
L2(Ω,C(Yf )) and we have:
lim
ε→0
∥∥∥∥uε(x)− v(x, xε
)∥∥∥∥
L2(Ω˜ε)
= 0, (7)
and
lim
ε→0
∥∥uε(x)∥∥
L2(Ωε−Ω˜ε) = 0, (8)
Remark 1.3. (1) We notice that if x ∈ Ω˜ε then x/ε ∈ Ef and that if we prolong v(x, y) by
0 if y ∈ Ys , then the two conditions in the definition of the strong two-scale convergence
are equivalent to
lim
ε→0
∥∥∥∥uε(x)− v(x, xε
)∥∥∥∥
L2(Ωε)
= 0. (9)
(2) We also point out that if v(x, y) ∈ L2(Ω,C(Yf )) then uε two-scale converges to v
and ‖uε(x)‖L2(Ωε) converges to ‖v(x, y)‖L2(Ω×Yf ) if and only if uε two-scale converges
strongly to v.
(3) The notion of two-scale convergence can be extended to the case uε also depends on
time, uε ∈ L2((0, T );Ωε). Then, we say that uε two-scale converges to v ∈ L2((0, T ) ×
Ω × Yf ) if and only if ∀ψ ∈ C((0, T )× Ω ×Yf ), we have:
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lim
T∫ ∫
uε(t, x)ψ
(
t, x,
x
)
dt dx =
T∫ ∫
v(t, x, y)ψ(t, x, y)dt dx dy. (10)
ε→0
0 Ωε
ε
0 Ω×Yf
1.4. Statement of the results
We will state two results. The first one concerns the Cauchy problem for the limit system
and the second one concerns the convergence of a sequence of the solutions to (1) toward
a solution to (2). We start by defining the following functional spaces:
A= {v(x, y), v ∈ L2(Ω × Yf ),divy(v) = 0, divx(v) = 0,
v.n = 0 on Ω × ∂Ys, v.n = 0 on ∂Ω
}
, (11)
A∞ =
{
v(x, y), v ∈A and curly(v) ∈ L∞(Ω ×Yf )
}
, (12)
where divy and divx denote respectively the divergence in the y and in the x variables,
namely divy(v) = ∂y1v1 + ∂y2v2 and divx(v) = ∂x1v1 + ∂x2v2. Moreover, v denotes the
integral of v over Yf , namely v(x) =
∫
Yf v(x, y)dy . Finally, n denotes the exterior normal
vector to ∂Yf or to ∂Ω .
Now, we give an existence result for the limit system (2):
Theorem 1.4. Take v0 ∈A∞ and f ∈ L1((0,∞);A∞)). Then, there exists a global solu-
tion to the system (2) such that
v ∈ C([0,∞);A)∩L∞((0,∞);A∞). (13)
This result is similar to the existence result for the incompressible Euler system by
V.-I. Yudovich [15]. However, unlike Yudovich solutions, the uniqueness of the solutions
constructed in Theorem 1.4 is not known.
Now, we focus on the convergence result. We have to assume that uε0 is bounded in
L3(Ωε), div(uε0) = 0, uε0.n = 0 on ∂Ωε , ε curl(uε0) is in L∞ (which implies the exis-
tence and uniqueness for the initial system) and that uε0 two-scale converges strongly
to v0 where v0 ∈A∞. Moreover, we assume that f ε is divergence-free, that it is bounded
in L1((0,∞);L3(Ωε)), that curlf ε is bounded in L1((0,∞);L∞(Ωε)) and that f ε
two-scale converges strongly to f , namely,
lim
ε→0
∥∥∥∥uε0(x)− v0(x, xε
)∥∥∥∥
L2(Ωε)
= 0, (14)
lim
ε→0
∥∥∥∥f ε(t, x)− f(t, x, xε
)∥∥∥∥
L1((0,∞);L2(Ωε))
= 0, (15)
where v0 and f satisfy the hypotheses of Theorem 1.4. Here, we only take the two-scale
convergence in the x variable, then we have:
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Theorem 1.5. Under the above conditions there exists a sequence uε of solutions to the
εinitial system (1). Moreover, extracting a subsequence if necessary u two-scale converges
to v where v is a solution to the limit system (2).
In Section 2, we deal with the existence theory for the limit system (Theorem 1.4) and
prove results quite similar to the results known for the incompressible Euler system. In
Section 3, we deal with the convergence proof (Theorem 1.5).
2. Existence of solutions
The existence of global solutions for the initial system can be deduced from classical
results concerning the existence for the Euler system in 2D [15]. Indeed, the assumptions
we made on uε0 and fε yield the existence and uniqueness of a solution to the Euler system.
The rest of this section will focus on the existence of solutions to the limit system. For
the limit system, and to our knowledge, no general existence result is known. We can cite
a result of A. Mikelic´ and L. Paoli [11] where the existence is proved under the condition
curly v0 = 0 which reduces the system to a linear one. The difficulty in proving the ex-
istence of global solutions to the limit system is the passage to the limit in the nonlinear
terms due to the lack of compactness in the x variable. To overcome this difficulty we will
prove that if vn is a sequence of solutions to (2) such that vn(t = 0) converges strongly
then oscillations cannot occur. This type of ideas was used by the authors in [6] to prove
an existence result for some Oldroyd type fluids. To do so, we need an other formulation
of the problem which allows us to keep track of the oscillations.
2.1. An auxiliary problem
To distinguish between functions which are periodic in Y and those which are not,
we recall the definition of the periodic torus T = R2/Z2. We also recall that L2 func-
tions defined in the torus are the same as the L2 functions defined in the cube Y , namely
L2(Y) = L2(T). However, H 1(T)  H 1(Y) where H 1 denotes the classical Sobolev
space. We also denote Tf = T − Ys the periodic domain without the solid part, hence,
∂Tf = ∂Ys and we recall that ∂Yf = ∂Y ∪ ∂Ys . We start by studying a problem in the cell
Tf and we define:
H = {u ∈ (L2(Tf ))2 | div(u) = 0 in Tf and u.n = 0 on ∂Tf }. (16)
We insist on the fact that we do not assume that the averages of functions of H vanish as it
is usually done when working in the periodic case.
Let Φ be defined from H to H−1 by:
Φ : H → H−1, u → curl(u). (17)
It is easy to prove (see Appendix A) that Ĥ = ker(Φ) is of dimension N + 1 where N
is the number of holes. Moreover, we can construct V 1,V 2, . . . , V N+1 a basis of ker(Φ)
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such that for each i , 1 i N + 1, V i = ∇⊥ψi , where ψi = 0 and ψi |hj is a constant
depending only on i and the hole hj . Besides,
• if i = 1 or i = 2, then ψi ∈ L2(Yf ),
• if i  3, then ψi ∈ L2(Tf ).
Moreover, it is possible to choose V 1 and V 2 such that, we can find ψ˜1, ψ˜2 ∈ L2(Tf ) and
ψ1(y1, y2) = ψ˜1(y1, y2) − y2, ψ2(y1, y2) = ψ˜2(y1, y2) + y1. This basis allows us to give
the following decomposition of every vector u:
Proposition 2.1. Let u ∈ L2(Tf )2 then there exist u˜ ∈ H, N + 1 constants a1, a2, . . . , an
and a potential p ∈ L2(Tf ) such that
u = u˜ + uˆ + ∇p = u˜ +
N+1∑
i=1
aiV
i + ∇p (18)
where u˜ = ∇⊥−1curl(u). Moreover, the decomposition is unique and is orthogonal in
L2(Tf )2.
In the above proposition −1f stands for the solution of the Laplace problem in Tf
with Dirichlet boundary condition, namely g = −1f is the unique solution of
{
g = f in Tf ,
g = 0 on ∂hi, ∀i. (19)
The proof of this proposition is very simple. We define p as the unique weak solution
in H 1(Tf ) of the following Laplace equation:
{
p = div(u) in Tf ,
∂p
∂n
= −u.n on ∂hi, ∀i, (20)
which can be rewritten in the following weak sense
∫
Tf
∇p.∇φ dx =
∫
Tf
u.∇φ dx, (21)
for all φ ∈ H 1(Tf ).
Then defining u˜ as in the proposition, we see that u − u˜ − ∇p ∈ H and u − u˜ − ∇p ∈
ker(Φ). We also notice that if we take u ∈ H then p = 0. This allows us to define an
orthogonal decomposition of H, namely H = H˜ + Ĥ where Ĥ = Ker(Φ).
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2.2. Reformulation of the problemWe will rewrite the system (2) using the above decomposition. For all t , x ∈ Ω and i ,
1 i N + 1, we define the functions ai(t, x) and bi(t, x) such that
v(t, x, y) = v˜(t, x, y)+
N+1∑
i=1
ai(t, x)V
i(y) (22)
and
f (t, x, y)= f˜ (t, x, y)+
N+1∑
i=1
bi(t, x)V
i(y)+ ∇yp(x, y). (23)
In the sequel, a will denote the (N + 1)-vector (a1, a2, . . . , aN+1) and div(a) will denote:
div(a) = ∂x1a1 + ∂x2a2. (24)
We also recall that
divx
∫
Yf
v dy = divx
(
a1(x)e1 + a2(x)e2
)= div(a)
and ∇N+1q = (∂x1q, ∂x2q,0, . . . ,0). We also set ∂xi q = 0 if i  3.
Proposition 2.2. There exist linear maps Ei , Fij and bilinear maps Ei for all i, j ,
1 i, j N + 1, defined on the following spaces:
Ei : H ∩ H 1 → H,
Fij : H → R, (25)
Ei : H × H → R,
such that v ∈ L∞(0, T ;A∞) is a solution of (2) if and only if (v˜, a1, a2, . . . , aN+1) is a
solution of
∂t v˜ + ∇⊥−1 curl[v˜.∇v˜] +∑j ajEj (v˜) = f˜ in Ω × Tf ,
∂t ai +∑j Fij (v˜)aj + Ei(v˜, v˜) = bi in Ω, 3 i N + 1,
∂t ai +∑j Fij (v˜)aj + Ei(v˜, v˜)+ Ki1∂x1q
+Ki2∂x2q = bi in Ω, 1 i  2,
div(a) = 0,
(26)
where K is the permeability matrix which will be defined in Appendix A.
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Proof. Before starting the proof, we remark that Ei,Fij and Ei only act on the y variable.⊥ −1Now, taking the curl of the momentum equation and then applying the operator ∇  ,
we get:
∂t v˜ + ∇⊥−1 curl[v.∇v] = f˜ . (27)
Using the decomposition of v = v˜(t, x, y)+∑N+1i=1 ai(t, x)V i(y), we get:
∇⊥−1 curl(v.∇v) = ∇⊥−1 curl(v˜.∇v˜)
+
N+1∑
i=1
ai∇⊥−1 curl(v˜.∇V i + V i∇.v˜) (28)
where, we have used that
curl(vˆ.∇vˆ) = curl
(
1
2
∇|vˆ|2 + curl(vˆ) × vˆ
)
= 0 (29)
with vˆ =∑N+1i=1 ai(t, x)V i(y). Next, denoting
Ei(v˜) = ∇⊥−1 curl(v˜.∇V i + V i∇.v˜),
we get the first part of the system (26). Besides, multiplying the momentum equation by V i
and integrating over Tf , we get the second equation for 3 i N + 1. Indeed,∫
Tf
v˜V i dy =
∫
Tf
∇⊥ψ.∇⊥ψi dy =
∫
Tf
ψψi = 0, (30)
where we have integrated by part and used that ψ , ∇ψi are periodic and that ψ = 0
on ∂Tf . Moreover,
Ei(v˜, v˜) =
∫
Tf
(v˜.∇v˜)V i dy = −
∫
Tf
(v˜.∇V i)v˜ dy (31)
and
Fij (v˜) =
∫
Tf
(v˜.∇V j + V j .∇v˜)V i dy (32)
=
∫
Tf
(v˜.∇V j )V i − (V j .∇V i)v˜ (33)
=
∫
Tf
(v˜.∇V j )V i (34)
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since V j .∇V i is a gradient. Notice that if 3 i, j N + 1, then Fij (v˜) = −Fji(v˜).
1 2For i = 1 or 2, we have to multiply the equation by w or w and the definition
of Ei(v˜, v˜) and Fij (v˜) should be replaced by:
Ei(v˜, v˜) = −
∫
Tf
(v˜.∇wi)v˜ dy, (35)
Fij (v˜) =
∫
Tf
(v˜.∇V j )wi . (36)
Using the more compact decomposition v = v˜+ vˆ and f = f˜ + fˆ , we get the following
proposition (we recall that v = ∫
Tf
v = ∫
Tf
vˆ = a1e1 + e2V 2).
Proposition 2.3. There exist bilinear maps E0, F and E0 defined on the following spaces:
E0 : H˜ ∩ H 1 × Ĥ → H˜,
F : H˜ × Ĥ → Ĥ, (37)
E0 : H˜ × H˜ → Ĥ,
such that v ∈ L∞(0, T ;A∞) is a solution of (2) if and only if (v˜, vˆ) is a solution of
∂t v˜ + ∇⊥−1 curl[v˜.∇v˜] + E0(v˜, vˆ) = f˜ in Ω × Tf ,
∂t vˆ + F(v˜, vˆ)+ E0(v˜, v˜) = −∂x1qw1 + ∂x2qw2 + fˆ in Ω × Tf ,
divx(v) = 0
(38)
and (v˜, vˆ) ∈ L∞((0, T )∩ L∞(0, T ;A∞)×Ω; H˜)× L∞((0, T );L2(Ω; H˜)).
In the above system q is just the Lagrange multiplier associated to the constraint
divx(v) = 0. The proof of the above proposition is very simple. We denote,
E0(v˜, vˆ) =
∑
i
aiE
i(v˜), (39)
E0(v˜, v˜) =
∑
i
Ei(v˜, v˜)V
i. (40)
We also use that
∑2
i,j=1 Kij ∂xj qV i = ∂x1qw1 + ∂x2qw2 (see Appendix A). Moreover, the
conservation of the energy yields the following conservation properties for all v˜ ∈ H˜ and
vˆ ∈ Ĥ, we have:
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E0(v˜, vˆ).v˜ + E0(v˜, v˜).vˆ dy = 0, (41)Tf ∫
Tf
F (v˜, vˆ).vˆ dy = 0. (42)
2.3. Compactness
As usual in proving the existence of weak solutions, we have to prove the compactness
of a sequence of solutions. We take a sequence vn of solution of the limit system (2)
in L∞(0, T ;A∞) with the initial data vn(t = 0) = vn0 bounded in A∞ and the force f n
bounded in L1((0,∞);A∞)) such that
vn0 → v0 in L2(Ω ×Yf ) and fn → f in L1
(
(0,∞);L2(Ω ×Yf )
)
. (43)
We want to prove that vn converges to a solution of (2). The only problem is the passage
to the limit in the nonlinear terms and we will use a method based on defect measures to
prove some compactness which will allow us to pass to the limit in the products. Using
Proposition 2.1, we can decompose vn as vn = v˜n + vˆn = v˜n +∑N+1i=1 ani V i . Then, using
the energy bound, we can extract a subsequence (still denoted by vn) which converges
weakly-* to v = v˜ +∑N+1i=1 aiV i in L∞(0, T ;L2(Ω × Yf )) for all T > 0. The fact that
curly vn is bounded yields some compactness in the y variable and the use of the equa-
tion yields some compactness in t , however, we have only an L2 bound in x . Hence, we
introduce the following defect measures:
|v˜n|2 → |v˜|2 + α, (44)
where α ∈M((0, T ) × Ω × Yf ). Since v˜n ∈ L∞((0, T ) × Ω × Yf ), we deduce that α ∈
L∞((0, T )×Ω ×Yf ), we also denote ν =
∫
Yf α dy . Moreover, we define β by:
|vˆn|2 → |vˆ|2 + β, (45)
where β ∈ L∞((0, T );M(Ω;L∞(Yf ))) and we denote µ + µs =
∫
Yf β dy , where µ in
continuous with respect to the Lebesgue measure and µs is singular.
Multiplying the system (38) written for (v˜n, vˆn) by v˜n and vˆn and integrating in y , we
get:
∂t
( ∫
Yf
(v˜n)2 dy + |vˆn|2
)
=
∫
Yf
f nvn − ∂x1(qnan1 )− ∂x2(qnan2 ). (46)
Now, passing to the limit, we get:
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∂t
( ∫
(v˜)2 dy + |a|2 + ν + µ + µs
)
=
∫
f v − ∂x1(qa1)− ∂x2(qa2), (47)
Yf Yf
where, we have used that f n converges strongly to f and that div(K∇xqn) is bounded
in L1(0, T ;W−1,1) from which we can deduce that qn in bounded in L1(0, T ;H 1/2loc ) and
then using that an is bounded in L∞(0, T ;L2) and that ∂t an is bounded in L∞(0, T ;H−1)
we deduce that qnan converges weakly to qa.
On the other hand, passing to the limit in (38), we get:{
∂t v˜ + ∇⊥−1 curl[v˜n.∇v˜n] + E0(v˜n, vˆn) = f˜ in Ω × Tf ,
∂t vˆ + F(v˜n, vˆn)+ E0(v˜n, v˜n) = −∂x1qw1 − ∂x2qw2 + fˆ in Ω × Tf ,
(48)
where here and below, An denotes the weak limit of An. Multiplying the first equation by v˜
and the second one by vˆ, and integrating in y , we get:
∂t
( ∫
Yf
(v˜)2 dy + |a|2
)
+W =
∫
Yf
f v dy − ∂x1(qa1)− ∂x2(qa2), (49)
whereW(t, x) is given by:
W =
∫
Yf
(∇⊥−1 curl[ v˜n.∇v˜n ]+ E0(v˜n, vˆn) )v˜ + (F(v˜n, vˆn)+ E0(v˜n, v˜n) )vˆ dy. (50)
Taking the difference between (47) and (49), we get:
∂t (ν + µ + µs) = −W . (51)
It remains to estimate the different terms appearing inW . We have:
|W1| =
∣∣∣∣∣
∫
Yf
∇⊥−1 curl[ v˜n.∇v˜n ]v˜ dy∣∣∣∣∣ (52)
=
∣∣∣∣∣
∫
Yf
∇⊥−1 curl[ (v˜n − v˜).∇(v˜n − v˜) ]v˜ dy∣∣∣∣∣
 C
∫
Yf
α|∇y v˜|dy
 Cν
(
1 + | logν|), (53)
where we have used the following proposition (see for instance [16]).
P.-L. Lions, N. Masmoudi / J. Math. Pures Appl. 84 (2005) 1–20 13
Proposition 2.4. If α ∈ L∞(Tf ) and curly v˜ ∈ L∞ then for all p, we have
‖∇y v˜‖Lp(Tf )  Cp where C is independent of p and the following estimate holds:∫
Yf
α|∇y v˜|dy  Cν
(
1 + | logν|). (54)
The proof of this proposition is a consequence of the following estimate:
∫
Yf
α|∇y v˜|dy  CM1/p
(∫
α
)1−1/p(∫
|∇yv˜|p
)1/p
= Cp
(
M
ν
)1/p
ν (55)
 Cν
(
1 + | logν|), (56)
where M = Sup{α, x ∈ Ω, y ∈ Yf } and where we have optimized in p.
Next, we have:
|W2| =
∣∣∣∣∣
∫
Yf
E0(v˜n, vˆn)v˜ + E0(v˜n, v˜n)vˆ dy
∣∣∣∣∣ (57)
=
∣∣∣∣∣
∫
Yf
E0(v˜n − v˜, vˆn − vˆ)v˜ + E0(v˜n − v˜, v˜n − v˜)vˆ dy
∣∣∣∣∣ (58)
 C(ν + µ)+ C sup
y
|vˆ|ν. (59)
In the same way, we have:
|W3| =
∣∣∣∣∣
∫
Yf
F (v˜n, vˆn)vˆ
∣∣∣∣∣ (60)
=
∣∣∣∣∣
∫
Yf
F (v˜n − v˜, vˆn − vˆ)vˆ
∣∣∣∣∣ (61)
 C sup
y
|vˆ|√νµ. (62)
Adding the different contributions, we get:
∂t (ν + µ + µs) Cν
(
1 + | logν|)+C(ν + µ)+ C sup
y
|vˆ|ν + C sup
y
|vˆ|√νµ. (63)
We also recall that (ν + µ + µs)(t = 0) = 0 hence we deduce that ν + µ + µs = 0 for all
t > 0.
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This yields the compactness for the limit system from which we can prove the exis-
tence of solutions to the limit system by some regularizing procedure. We will not detail
this regularizing procedure here since we will see that the convergence proof of next sec-
tion will yield the existence of solutions to the limit system under some extra integrability
conditions on the initial data. Then, we can use those solutions to end the proof of Theo-
rem 1.4.
3. Convergence result
In this section, we prove Theorem 1.5, i.e., we prove that extracting a subsequence,
uε(t, x) two-scale converges to u(t, x, y) a solution to the limit system. We start by
recalling the uniform estimates the sequence uε(t, x) satisfies. From the existence proof,
we know that uε(t, x) is bounded in L∞((0,∞);L2(Ωε)) and that ε curluε(t, x) is
bounded in L∞((0,∞);L∞(Ωε)). Rewriting (1) as
∂tu
ε − εuε × curluε = −∇
(
pε + ε |u
ε|2
2
)
+ f ε(t, x) (64)
and projecting on divergence-free vectors, we get:
∂tu
ε − εP(uε × curluε) = f ε(t, x) (65)
from which, we deduce that uε is bounded in L∞((0,∞);L3(Ωε)). We also deduce that
∇(pε + ε |uε |22 ) is bounded in L∞((0,∞);L3(Ωε)).
Extracting a subsequence if necessary, we can assume that uε two-scale converges to
some function u(t, x, y), that |uε|2 two-scale converges to |u(t, x, y)|2 + α for some pos-
itive measure α which is in L∞((0,∞);L3/2(Ωε)) and that uε ⊗ uε two-scale converges
to u(t, x, y) ⊗ u(t, x, y) + β for some measure β which is in L∞((0,∞);L3/2(Ωε)).
We also denote ν = ∫Yf α dy . Then, we deduce that ε∇(uε ⊗ uε) two-scale converges
to ∇y(u ⊗ u + β).
Moreover, it is easy to see that ε curl(uε) two-scale converges to curly(u), from which
we can deduce that curly(u) is bounded in L∞((0,∞);L∞(Ω ×Y)). We also deduce
that divy u = 0, u(x, y).n = 0 on Ω × ∂Ys and that divx
∫
Yf u = 0,
∫
Yf v(x, y)dy).n = 0
on ∂Ω from the divergence-free condition divuε = 0 and the fact that uε.n = 0 on ∂Ωε .
We refer the reader to [2] and [10] for the precise proofs of similar results.
Now, we can also extend the pressure term pε +ε |uε |22 to the whole domain Ω by setting
Pε = pε + ε |uε |22 in Ωε and Pε = 1ε|Yf |
∫
εYkf p
ε + ε |uε |22 dy in εYks , ∀k ∈ Kε .
Extracting a subsequence if necessary, we can assume that Pε converges weak-
ly to some q(t, x) in L∞((0,∞);W {1,3}(Ω)) and the convergence is strong in the
space variable. Moreover, ∇Pε two-scale converges to ∇xq + ∇yp(t, x, y) for some
p ∈ L∞((0,∞);L3(Ω × T)).
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Passing to the limit in (1), we deduce that∂tu + ∇y(u ⊗ u + β) = −∇xq + ∇yp˜ + f (66)
for some p˜ ∈ L∞((0,∞);L3/2(Ω × Yf )). Multiplying by u and integrating over Yf , we
deduce that
∂t
∫
Yf
|u|2
2
−
∫
Yf
β :∇yudy = −divx
(
q
∫
Yf
udy
)
+
∫
yf
uf dy. (67)
On the other hand, we have:
∂t
|uε|2
2
= −div
[
uε
(
pε + ε |u
ε|2
2
)]
+ f ε.uε. (68)
Passing to the limit, we get:
∂t
[ ∫
Yf
|u|2
2
+ α
]
= −divx
(
q
∫
Yf
udy
)
+
∫
yf
uf dy. (69)
Finally, we get:
∂t ν =
∫
Yf
β :∇yudy, (70)
using that u = u˜ + uˆ, we deduce that
∣∣∣∣∣
∫
Yf
β :∇yudy
∣∣∣∣∣
∣∣∣∣∣
∫
Yf
β :∇yu˜dy
∣∣∣∣∣+
∣∣∣∣∣
∫
Yf
β :∇yuˆdy
∣∣∣∣∣ (71)
 C
[
ν
(
1 + | logν|)]+ C sup
y
|∇y uˆ|ν. (72)
Hence, we infer that
∂tν  C
[
ν
(
1 + | logν|)]+( ∫
Yf
|u|dy
)
ν (73)
from which we deduce that ν = 0 since it is equal to 0 at t = 0.
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4. Remarks on the Navier–Stokes caseFor the Navier–Stokes case (5), the natural boundary condition on the holes is the
Dirichlet boundary condition, namely u = 0 on ∂Ωε . We refer the reader to [5] for a dis-
cussion about other possible boundary conditions. For the Dirichlet case, the limit system
becomes: 
∂t v + v.∇yv − νyv = −∇yp(x, y)− ∇xq(x)+ f (t, x, y),
divy(v) = 0, divx(
∫
Yf v(x, y)dy)= 0,
v(x, y) = 0 on Ω × ∂hi,
(
∫
Yf v(x, y)dy).n= 0 on ∂Ω,
v|t=0 = v0.
(74)
Multiplying the first equation by v and integrating by parts, we get the following esti-
mates v ∈ L∞(0, T ;L2(Ω × Yf )) ∩ L2((0,∞);L2(Ω;H 1(Yf ))) and it seems this is the
only global estimate we can get.
Now, we want to explain why we think that recovering (74) from (5) globally in time is
a very difficult problem and should not hold in general. The first difficulty is the boundary
condition on ∂Ω . Indeed, the Dirichlet boundary condition on the outer boundary ∂Ω
becomes
∫
Yf v(x, y)dy.n= 0 and we have the same difficulties as in the inviscid limit of
the Navier–Stokes system in a bounded domain (see [9]). This is of course related to the
presence of a Prandtl boundary layer. This is not the only difficulty and we will show it, by
an example in the three dimensional case with a periodic boundary condition in x , namely
Ω = T3 and ε = 1/n for n ∈ N.
If we know that there exist two different weak solutions to the Navier–Stokes system in
the cell Tf = T3 −Ys , then we can construct solutions to the limit system which oscillate
between both weak solutions. This proves the non compactness for the limit system.
Assume that v1(t, y) and v2(t, y) are two periodic solutions to the 3D Navier–Stokes
system in Tf with Dirichlet boundary condition on ∂Ys such that v1(0, y) = v2(0, y) =
v0(y) and v0 is smooth.
If An is a measurable set of Ω = T3 and Bε = (An)c then
un(t, x, y)= 1An(x)v1(t, y)+ 1Bn(x)v2(t, y)
is a solution to (74) provided that divx(
∫
Yf un(x, y)dy)= 0. This is the case if we assume,
for instance, that ∫
v1 dy =
∫
v2 dy ∀t  0. (75)
We take An such that 1An(x) converges weakly to the constant α. Then, un(t, x, y) con-
verges weakly to αv1 + (1 − α)v2.
Hence, we have the following proposition of non compactness of the limit system:
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Proposition 4.1. Assume that the Navier–Stokes system in Tf has two different weak solu-
tions v1(t, y) and v2(t, y) with the same initial data and such that∫
v1 dy =
∫
v2 dy ∀t  0.
Then for all α ∈ (0,1), there exists a sequence of weak solutions to the limit system (74)
with a fixed initial data and which converges weakly to αv1 + (1 − α)v2 . This yields the
non compactness of the limit system.
In other words, one essentially needs to know the uniqueness of the solutions to the 3D
Navier–Stokes system in order to decide about the compactness of the limit problem.
Remark 4.2. (1) The condition (75) may seem to be very restrictive. However, it always
holds if the cell Yf is symmetric with respect to its center (1/2,1/2) and we restrict
ourselves to antisymmetric solutions. More precisely, in the antisymmetric case, Propo-
sition 4.1 holds for antisymmetric solutions without the condition (75) since it holds that∫
v1 dy =
∫
v2 dy = 0. Hence, the compactness of the limit system implies the uniqueness
for the Navier–Stokes system.
(2) It is not obvious from the above analysis whether the limit system is weak compact
or not, even if we assume the non uniqueness for the Navier–Stokes system. Indeed, this is
related to whether there exists an α ∈ (0,1) such that αv1 + (1 − α)v2 is not a solution of
the 3D Navier–Stokes system or not. Let us just mention that the fact that αv1 + (1 − α)v2
is a solution of the 3D Navier–Stokes system for all α ∈ (0,1) is equivalent to the fact that
v1 − v2 is a solution to the following system in Tf :
∂tw + v1.∇w + w.∇v2 − νw = −∇q,
div(w) = 0,
w.∇w = 0.
(76)
However, we were unable to prove that w = 0 is the only solution to (76) with 0 initial
data.
(3) The third remark concerns the case we take an other boundary condition instead of
the Dirichlet boundary condition. If we consider, for instance, (5) in the 2D case, with the
following boundary condition: uε.n = 0 and curluε = 0 on ∂Ωε then we can prove exactly
the same results as in the Euler case and the limit system is:
∂tv + v.∇yv − νyv = −∇yp(x, y)− ∇x q(x)+ f (t, x, y),
divy(v) = 0, divx(
∫
Yf v(x, y)dy)= 0,
v(x, y).n = 0 and curly v = 0 on Ω × ∂hi,
(
∫
Yf v(x, y)dy).n= 0 on ∂Ω.
(77)
We do not detail this result here.
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Appendix AHere, we want to construct an orthogonal basis V 1,V 2, . . . , V N+1 of Ker(Φ) satisfy-
ing the conditions stated in Section 2.1. We recall the following classical result (see for
instance [7]).
Proposition 4.3. Let Ω be a bounded domain (not necessary simply connected). If v is a
vector field such that curl(v) = 0 and for all oriented closed curve C in Ω∫
C
v.dl = 0
then there exists a ψ such that v = ∇ψ .
Let v be in Ĥ = Ker(Φ), we define v⊥ to be equal to (−v2, v1). Hence using that v ∈ H,
we deduce that v⊥ ∈ (L2(Tf ))2 that v⊥.τ = 0 on ∂hj for all j where τ is a tangential vec-
tor to ∂hj and that curlv⊥ = 0. Moreover, using that curlv = 0, we deduce that divv⊥ = 0.
Now, if we forget for a while the periodicity of v⊥ and consider it as being defined on Yf ,
we see that we can apply Proposition 4.3 and get the existence of some ψ in L2(Yf ) such
that v⊥ = −∇ψ which can also be rewritten v = ∇⊥ψ . Indeed, the circulation around any
one of the holes is equal to 0. Moreover, we have that ψ|∂hj = cj is a constant depending
only on the hole hj . Moreover, ψ is determined up to a constant which can be chosen such
that
∑
1jN cj = 0. Using that v⊥ is periodic, we deduce that
∇ψ|y1=0 = ∇ψ|y1=1 and ∇ψ|y2=0 = ∇ψ|y2=1.
Hence, there exists two constants d1 and d2 such that ψ˜ = ψ + d1y1 + d2y2 is periodic.
Conversely, if we choose N constants c1, c2, . . . , cN such that
∑
j cj = 0 and two con-
stants d1 and d2, we can easily prove the existence of a unique ψ and a unique vector field
v ∈ Ker(Φ) satisfying the above relations. This can be done by observing that there exist a
unique ψ satisfying:
ψ = 0 in Yf ,
ψ|∂hj = cj on ∂hj ,
ψ|y1=1 = ψ|y1=0 + d1, ψ|y2=1 = ψ|y2=0 + d2.
(78)
Moreover, an easy integration by part gives∫
∇ψ dy =
∑
j
∫
∂hj
cj dn+
(
d1
d2
)
=
(
d1
d2
)
, (79)
where we have used that
∫
∂hj
cj dn = 0 since cj is a constant. Hence, we can deduce that∫ ∇⊥ψ dy = (−d2
d1
)
. We denote Ĥ0 the subspace of Ĥ such that ψ is periodic, namely
d1 = d2 = 0. We also define H its orthogonal supplement, namely Ĥ = Ĥ0 + H.
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To construct an orthonormal basis of Ĥ0, we can use Gram–Schmidt for instance.
Taking d1 = d2 = 0 and varying ci , we can construct N − 1 orthonormal vectors
V j , 3  j  N + 1, with V j = ∇⊥ψj where ψj ∈ L2(Tf ). Then we can construct
V 1 = ∇⊥ψ1 and V 2 = ∇⊥ψ2 such that ψ˜1 = ψ1 + y2 and ψ˜2 = ψ2 − y1 are periodic
and ∇⊥ψ1 and ∇⊥ψ2 are orthogonal to all the V j , 3  j  N + 1. It is easy to see that
for j  3, we have
∫
V j dy = 0 and that for j = 1, or 2, we have ∫ V j dy = ej . Indeed,
for all vector d = (d1, d2), we have:∫
Tf
d.V i dy =
∫
Yf
d.∇⊥ψi =
∫
Yf
−d1∂y2ψi + d2∂y1ψi =
∫
∂Yf
d1ψ
in2 − d2ψin1, (80)
where n = (n1, n2) is the exterior normal on Yf . Then, using that for any hole hj , ψi |hj is
a constant and that
∫
∂hj
n = 0, we get that
∫
Tf
d.V i dy =
∫
∂Y
d1ψ
in2 − d2ψin1. (81)
For i  3, ψi is Y periodic and hence ∫
Tf
c.V i dy = 0. However, if i = 1 or i = 2, we
have: ∫
Tf
d.V 1 dy =
∫
∂Y
d1y2n2 − d2y2n1 = d1, (82)
∫
Tf
d.V 2 dy =
∫
∂Y
−d1y1n2 + d2y1n1 = d2. (83)
In general {V 1,V 2} is not an orthogonal basis of H. Hence, we can define (w1,w2) its
dual basis by taking wi to be the unique solution of:
wi + ∇yπi = ei , divy(wi) = 0,
wi .n = 0 on ∂Ys ,
(wi,πi) ∈ L2(Tf )2 × L2(Tf ).
(84)
A simple computation yields∫
wi.V j dy =
∫
(ei − ∇πi).V j =
∫
ei .V
j = δij . (85)
Finally, we define the Euler permeability tensor which is given by:
Kij =
∫
wij =
∫
wi.ej =
∫
wi.wj .
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It is easy to notice that K is symmetric and definite positive. Moreover its inverse Mij is
given by:
Mij =
∫
V i.V j .
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