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Abstract
The gauge invariance of some massless Yang-Mills models can be proved for a large class of
groups using Polchinski flow equations approach. In this paper we provide an alternative
proof based on the causal approach. The proof is purely algebraic and is based on the
analysis of the anomalies. More precisely, one can prove that the anomalies are verifying
some consistency equations of Wess-Zumino type. In the massless SU(2) Yang-Mills case,
this is enough to prove that they are absent. The same is true for QED.
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1 Introduction
The general framework of perturbation theory consists in the construction of the chronolog-
ical products such that Bogoliubov axioms are verified [1], [5], [3], [7], [20], [21]; for every
set of Wick monomials A1(x1), . . . , An(xn) acting in some Fock space H generated by the free
fields of the model, one associates the operator TA1,...,An(x1, . . . , xn); all these expressions are
in fact distribution-valued operators called chronological products. Sometimes it is convenient
to use another notation: T (A1(x1), . . . , An(xn)). These products are constrained by some nat-
ural axioms (due to Bogoliubov) and expressing causality, unitarity and Poincare´ covariance.
The chronological products are not uniquely defined: one can add quasi-local expressions (i.e.
distribution-valued operators with support on the small diagonal x1 = · · · = xn) but there
are some natural limitation on the arbitrariness. There are various ways to construct the
chronological products.
(a) In the original proof of Hepp [13] one rewrites Bogoliubov axioms in terms of vacuum
averages < Ω, TA1,...,An(x1, . . . , xn)Ω > (more precisely the contributions associated to various
Feynman graph). One needs a regularization procedure for the Feynman amplitudes. More-
over, one proves that the renormalized Feynman amplitudes can be obtained from the formal
Feynman rules if one adds appropriate counterterms in the interaction Lagrangian.
(b) In Polchinski flow equations approach [17], [19] one considers an ultra-violet cut-off Λ
for the Feynman amplitudes and establishes some differential equations (in this parameter)
for these amplitudes. The equations have such a structure that one can obtain the Feynman
amplitudes by some recursive procedure and integration of these differential equations. The
computations are usually done in the Euclidean framework and is less obvious that the end
result will verify Bogoliubov axioms.
(c) The causal approach due to Epstein and Glaser [5], [7] is a recursive procedure for
the basic objects T (A1(x1), . . . , An(xn)) and reduces the induction procedure to a distribution
splitting of some distributions with causal support. In an equivalent way, one can reduce the
induction procedure to the process of extension of distributions [18]. An equivalent point of
view uses retarded products [22] instead of chronological products.
Gauge theories are described using ghost fields which are not physical. Such theories are
defined in a Fock space H with indefinite metric, generated by physical and un-physical fields,
so it contains physical and un-physical states. A physically reasonable theory should be such
that the S-matrix (or more precisely the chronological products) should leave invariant the
physical states. Again, there are various ways to achieve this goal.
(A) In BRST approach one can try to make sense of the formal path integral and ends up
with some consistency relation - the master equation [14]. Presumably, if a solution of this
equation can be found, one would be able to construct the chronological products with the
desired properties.
(A’) A variant of the preceding idea is the use of the Zinn-Justin relation [24].
(B) One assumes the existence of an operator Q called gauge charge which verifies Q2 = 0
and such that the physical Hilbert space is by definition Hphys ≡ Ker(Q)/Ran(Q). The graded
commutator dQ of the gauge charge with any operator A of fixed ghost number
dQA = [Q,A] (1.1)
1
is a co-chain operator in the space of Wick polynomials. From now on [·, ·] denotes the graded
commutator.
A gauge theory assumes also that there exists a Wick polynomial of null ghost number T (x)
called the interaction Lagrangian such that
[Q, T (x)] = i∂µT
µ(x) (1.2)
for some other Wick polynomials T µ. This relation means that the expression T leaves invariant
the physical states, at least in the adiabatic limit.
In all known models there exists a chain of Wick polynomials T µ, T µν , T µνρ, . . . such that:
[Q, T ] = i∂µT
µ, [Q, T µ] = i∂νT
µν , [Q, T µν ] = i∂ρT
µνρ, . . . (1.3)
with T µν , T µνρ, . . . completely antisymmetric in all indexes so we can also use a compact
notation T I where I is a collection of indexes; when convenient we emphasize by brackets the
complete antisymmetry in these indexes. One can write compactly the relations (1.3) as follows:
dQT
I = i ∂µT
Iµ. (1.4)
We can construct the chronological products
T I1,...,In(x1, . . . , xn) ≡ T (T
I1(x1), . . . , T
In(xn))
according to Epstein-Glaser procedure. We say that the theory is gauge invariant in all orders
of the perturbation theory if the following set of identities generalizing (1.4):
dQT
I1,...,In = i
n∑
l=1
(−1)sl
∂
∂xµl
T I1,...,Ilµ,...,In (1.5)
are true for all n ∈ N and all I1, . . . , In. Here we have defined
sl ≡
l−1∑
j=1
|I|j. (1.6)
Such identities can be usually broken by anomalies i.e. expressions of the type AI1,...,In
which are quasi-local and might appear in the right-hand side of the relation (1.5).
The approach (A’) combined with Polchinski method (b) has been used in [6] for the case
of a massless system of Yang-Mills fields with a compact simple Lie algebra. As remarked in
this reference, this approach avoids the problem of the infra-red divergences which are treated
only formally in the BRST approach (A). The expression of the zero-order perturbation theory
- the Lagrangian - is an external data coming from classical field theory.
Our approach based on Epstein-Glaser method (c) with gauge invariance in the sense (B) -
see (1.5) above - also avoids the infra-red divergences. One computes the anomalies in orders one
and two of perturbation theory and imposing their cancellation one obtains various restrictions
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on the expression of the interaction Lagrangian. The outcome is the well-known expression of
the Yang-Mills Lagrangian.
The anomalies in the second order of perturbation theory can be computed using the for-
malism of off-shell fields. This formalism was used in [5] to prove the equivalence between the
causal approach and the counterterm approach in renormalization. Using induction we prove
that for an massless su(2) Yang-Mills model there are no anomalies in higher orders of per-
turbation theory. The method we use is based by the version of the Wess-Zumino consistency
relations adapted to the causal approach. We simplify the analysis from [9] concerning this
aspect of the computations.
In the next Section we remind our definition of free fields. We avoid explicit formulas using
the reconstruction theorem of Wightman. In Section 3 we recall the main result concerning
the interaction Lagrangians for the most simple model with higher spin fields, namely the pure
Yang-Mills fields model. In Section 5 we remind the reader the off-shell formalism [11]. In
Section 6 we determine the structure of the anomalies in an arbitrary order of the perturbation
theory and prove the for the algebra su(2) such an anomaly must be null. In the last Section 7
we use the same methods for quantum electrodynamics. Here instead of su(2) invariance one
must use charge conjugation invariance.
The main point of the above computations is that they are long but elementary. It is a goal
to extend such elementary methods to more general models.
3
2 Free Fields
We will adopt the description of free quantum fields given by the reconstruction theorem from
axiomatic field theory [15], [23] based on Borchers algebras. We follow essentially theorem
8.8, pg. 324 of [2]. In this approach one can construct a quantum field giving the Wightman
n-points distributions and the statistics. For a free field it is sufficient to give the Wightman
2-points distribution and generate the rest according to Wick theorem. This point of view has
been advocated many times in the literature: see for instance [12] (sect. II.2.2, end of pg. 62)
where it is observed that one should consider the truncated Wightman functions and define a
free field by the condition that these truncated functions should be null for n ≥ 3. This point
of view is especially useful when considering free fields on curved background manifolds. In our
context, this approach seems to be the most convenient. We use formal distribution notations
for simplicity. In [11] one can find the treatment of a real scalar field in this reconstructive
approach. Here we just give the relevant formulas the the Yang-Mills case.
The generic case is the massless vector field. In this case we consider the vector space H of
Fock type generated (in the sense of Borchers theorem) by the following fields: (vµ, u, u˜) where
the non-zero 2-point distributions are
< Ω, vµ(x1)v
ν(x2)Ω >= i η
µν D
(+)
0 (x1 − x2),
< Ω, u(x1)u˜(x2)Ω >= −i D
(+)
0 (x1 − x2), < Ω, u˜(x1)u(x2)Ω >= i D
(+)
0 (x1 − x2). (2.1)
We remark that the form < ·, · > defined above cannot be positively defined, but it is
sesquilinear. We also assume the following self-adjointness properties:
v†µ = vµ, u
† = u, u˜† = −u˜ (2.2)
and that the field vµ is Bose and the fields u, u˜ are Fermi. We generate the n-point functions such
that the truncated Wightman functions are null for n ≥ 2. When defining the representation of
the Lorentz group we consider that the first field is vector and the last two are scalars. Because
of the “wrong” statistics the sesquilinear form is not positively defined. Nevertheless, because
it is non-degenerated, we can prove that we have Klein-Gordon equations of null mass:
 vµ = 0 u = 0 u˜ = 0 (2.3)
and the canonical commutations relation:
[vµ(x1), v
ν(x2)] = i η
µν D0(x1 − x2)
{u(x1), u˜(x2)} = −i D0(x1 − x2) (2.4)
and all other (anti)commutators are null.
We can obtain a bona fidæ scalar product introducing the so-called gauge charge i.e. an
operator Q defined by:
[Q, vµ] = i ∂µu, {Q, u} = 0, {Q, u˜} = −i ∂µv
µ
QΩ = 0. (2.5)
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Using these relation one can compute the action of Q on any state generated by a polynomial
in the fields applied on the vacuum by commuting the operator Q till it hits the vacuum
and gives zero. However, because of the canonical commutation relations the writing of a
polynomial state is not unique. One can prove that the operatorQ leaves invariant the canonical
(anti)commutation relations given above and this leads to the consistency of the definition.
Then one shows that the operator Q squares to zero:
Q2 = 0 (2.6)
and that the factor space Ker(Q)/Ran(Q) is isomorphic to the Fock space particles of zero
mass and helicity 1 (photons and gluons) [10].
We can generalize this case considering the tensor product of r copies of massless vector
fields, i.e. we consider the set of fields (vµa , ua, u˜a), a = 1, . . . , r of null mass and we extend in
an obvious way the definitions of the scalar product and of the gauge charge.
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3 Interactions
The discussion from the Introduction provides the physical justification for determining the
cohomology of the operator dQ = [Q, ·] induced by Q in the space of Wick polynomials. A
polynomial p ∈ P verifying the relation
dQp = i ∂µp
µ (3.1)
for some polynomials pµ is called a relative co-cycle for dQ. The expressions of the type
p = dQb+ i ∂µb
µ, (b, bµ ∈ P) (3.2)
are relative co-cycles and are called relative co-boundaries. We denote by ZrelQ , B
rel
Q and H
rel
Q the
corresponding cohomological spaces. In (3.1) the expressions pµ are not unique. It is possible to
choose them Lorentz covariant. We have a general description of the most general form of the
interaction of the previous fields [10]. Summation over the dummy indexes is used everywhere.
For simplicity we do not write the double dots of the Wick product notations.
Theorem 3.1 Let T be a relative co-cycle in the variables (vµa , ua, u˜a), a = 1, . . . , r which is
tri-linear in the fields, of canonical dimension ω(T ) ≤ 4 and ghost number gh(T ) = 0. Then:
(i) T is (relatively) cohomologous to a non-trivial co-cycle of the form:
t = fabc
(
1
2
vaµ vbν F
νµ
c + ua v
µ
b ∂µu˜c
)
(3.3)
(ii) The relation dQt = i ∂µt
µ is verified by:
tµ = fabc
(
ua vbν F
νµ
c −
1
2
ua ub ∂
µu˜c
)
(3.4)
(iii) The relation dQt
µ = i ∂νt
µν is verified by
tµν ≡
1
2
fabc ua ub F
µν
c . (3.5)
and we have dQt
µν = 0.
(iv) The constants fabc must be completely antisymmetric
fabc = f[abc] (3.6)
and the expressions given above are self-adjoint iff the constants fabc are real. Here we have
defined the gauge invariants which are not coboundaries
F µνa ≡ ∂
µvνa − ∂
νvµa , ∀a = 1, . . . , r (3.7)
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There are different ways to obtain the preceding results. One can proceed by brute force,
making an ansatz for the expressions T I and solving the identities of the type (1.4) as it is done
in [20]. There are some tricks to simplify such a computation. The first one makes an ansatz
for T and eliminates the most general relative cocycle. Then one computes dQT and writes it
as a total divergence plus terms without derivatives on the ghost fields. Another trick is to use
the so-called descent procedure. We briefly present the first line of proof. It starts from the
general form:
T = f
(1)
abcv
µ
av
ν
b ∂µvcµ + f
(2)
abcv
µ
avbµ∂νv
ν
c + f
(3)
abc ǫµνρσ v
µ
av
ν
b ∂
σvρc
+g
(1)
abcv
µ
aub∂µu˜c + g
(2)
abc∂µv
µ
aubu˜c + g
(3)
abcv
µ
a∂µubu˜c. (3.8)
Eliminating relative coboundaries we can fix:
f
(1)
abc = −f
(1)
bac , f
(2)
abc = 0, g
(3)
abc = 0, g
(2)
abc = g
(2)
bac. (3.9)
Then we obtain easily:
dQT = iuaTa + total div (3.10)
where:
Ta = −2f
(1)
abc ∂
νvµb ∂µvcν + (f
(1)
cba + g
(2)
bac) ∂µv
µ
b ∂νv
ν
c
+(−f
(1)
abc + f
(1)
cba + f
(1)
bca + g
(1)
bca) v
µ
b ∂µ∂νv
ν
c
−2f
(3)
abc ǫµνρσ ∂
µvνb ∂σvcρ. (3.11)
Now the gauge invariance condition (1.2) becomes
uaTa = ∂µt
µ (3.12)
for some expression tµ which has, from power counting arguments, the general form
tµ = ua t
µ
a + ∂
µua ta + ∂νua t
µν
a (3.13)
where the polynomial tµνa does not contain terms with the factor η
µν . Then the relation (3.12)
is equivalent to:
∂µt
µ
a −m
2
a ta = Ta
tµa + ∂
µta + ∂νt
νµ
a = 0
tµνa = t
νµ
a . (3.14)
One can obtain easily from this system that
Ta = (+m
2
a) ta. (3.15)
Writing a generic form for ta it is easy to prove that in fact:
Ta = 0; (3.16)
from here we easily obtain the total antisymmetry of the expressions f
(1)
abc and f
(3)
abc; also we have
g
(2)
abc = 0. Now one can take f
(3)
abc = 0 if we subtract from T a total divergence. As a result we
obtain the (unique) solution:
T = f
(1)
abc(v
µ
av
ν
b ∂νvcµ − v
µ
aub∂µu˜c) (3.17)
which is the expression from the theorem.
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4 Perturbation Theory
Suppose the Wick monomials A1, . . . , An are self-adjoint: A
†
j = Aj, ∀j = 1, . . . , n and of Fermi
number fi. We impose the causality property:
Aj(x) Ak(y) = (−1)
fjfk Ak(y) Aj(x) (4.1)
for (x− y)2 < 0 i.e. x− y outside the causal cones (this relation is denoted by x ∼ y).
The chronological products T (A1(x1), . . . , An(xn)) ≡ T
A1,...,An(x1, . . . , xn) n = 1, 2, . . . are
some distribution-valued operators leaving invariant the algebraic Fock space and verifying the
following set of axioms:
• Skew-symmetry in all arguments:
T (. . . , Ai(xi), Ai+1(xi+1), . . . , ) = (−1)
fifi+1T (. . . , Ai+1(xi+1), Ai(xi), . . .) (4.2)
• Poincare´ invariance: we have a natural action of the Poincare´ group in the space of
Wick monomials and we impose that for all g ∈ inSL(2,C) we have:
UgT (A1(x1), . . . , An(xn))U
−1
g = T (g · A1(x1), . . . , g · An(xn)) (4.3)
where in the right hand side we have the natural action of the Poincare´ group on the set
of Wick polynomials.
Sometimes it is possible to supplement this axiom by other invariance properties: space
and/or time inversion, charge conjugation invariance, global symmetry invariance with
respect to some internal symmetry group, supersymmetry, etc. We will need in the
following some of these invariance properties.
• Causality: if x − y is in the upper causal cone then we denote this relation by x  y.
Suppose that we have xi  xj , ∀i ≤ k, j ≥ k + 1; then we have the factorization
property:
T (A1(x1), . . . , An(xn)) = T (A1(x1), . . . , Ak(xk)) T (Ak+1(xk+1), . . . , An(xn)); (4.4)
• Unitarity: We define the anti-chronological products using a convenient notation intro-
duced by Epstein-Glaser, adapted to the Grassmann context. If X = {j1, . . . , js} ⊂ N ≡
{1, . . . , n} is an ordered subset, we define
T (X) ≡ T (Aj1(xj1), . . . , Ajs(xjs)). (4.5)
Let us consider some Grassmann variables θj, of parity fj , j = 1, . . . , n and let us define
θX ≡ θj1 · · · θjs . (4.6)
Now let (X1, . . . , Xr) be a partition of N = {1, . . . , n} where X1, . . . , Xr are ordered sets.
Then we define the sign ǫ(X1, . . . , Xr) through the relation
θ1 · · · θn = ǫ(X1, . . . , Xr) θX1 . . . θXr (4.7)
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and the antichronological products are defined according to
(−1)nT¯ (N) ≡
n∑
r=1
(−1)r
∑
I1,...,Ir∈Part(N)
ǫ(X1, . . . , Xr) T (X1) . . . T (Xr) (4.8)
Then the unitarity axiom is:
T¯ (N) = T (N)†. (4.9)
• The “initial condition”:
T (A(x)) = A(x). (4.10)
• Power counting: We can also include in the induction hypothesis a limitation on the
order of singularity of the vacuum averages of the chronological products associated to
arbitrary Wick monomials A1, . . . , An; explicitly:
ω(< Ω, TA1,...,An(X)Ω >) ≤
n∑
l=1
ω(Al)− 4(n− 1) (4.11)
where by ω(d) we mean the order of singularity of the (numerical) distribution d and by
ω(A) we mean the canonical dimension of the Wick monomial W .
Usually, one adds to these set of axioms, the Wick expansions property [5].
The basic object of the causal formalism is the causal commutator, defined by:
D(N) ≡
∑
(X,Y )∈Part(N)
(−1)|X| ǫ(X, Y ) [T (Y ), T¯ (X)] (4.12)
where the partitions (X, Y ) are restricted by n ∈ X, Y 6= ∅, |Y | is the cardinal of Y and
the commutator is graded. These restrictions guarantee that |X|, |Y | < n so the expressions
in the right-hand side of the previous expression depend on chronological products in orders
≤ n − 1 of the perturbation theory. Moreover, it can be proved that the expression D(N) =
D(A1(x1), . . . , An(xn)) has causal support in the variables x1 − xn, . . . , xn−1 − xn so by causal
splitting, we can obtain the chronological products in order n. It is this process of causal
splitting which can produce anomalies.
In second order of the perturbation theory the expression D(N) is indeed the (graded)
commutator
D(A1(x), A2(y)) = [A1(x), A2(y)] (4.13)
as we are expecting. The process of obtaining the chronological products is a natural gener-
alization of the process of obtaining Feynman propagators. Basically, the (anti)commutator
of two quantum fields is (up to some numerical factors) the Pauli-Jordan distribution. This
distribution can be spit in two ways. Due to the property of support in the momentum space
it can be split in the positive and negative frequency part:
Dm(x) = D
(+)
m (x) +D
(−)
m (x). (4.14)
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Due to the causal support property in the configuration space it can be split in the advanced
and retarded parts:
Dm(x) = D
adv
m (x)−D
ret
m (x). (4.15)
Then the Feynman propagator is
DF = Dret +D(+) = Dadv −D(−). (4.16)
To describe gauge invariance we introduce the following notation:
δT (T I1(x1), . . . , T
In(xn)) = i
n∑
l=1
(−1)sl
∂
∂xµl
T (T I1(x1), . . . , T
Ilµ(xl), . . . , T
In(xn)). (4.17)
It is easy to prove that we have:
δ2 = 0 (4.18)
and
[dQ, δ] = 0. (4.19)
Next we define
s ≡ dQ − iδ (4.20)
such that relation (1.5) can be rewritten as
sT (T I1(x1), . . . , T
In(xn)) = 0. (4.21)
We note that if we define
s¯ ≡ dQ + iδ (4.22)
we have
ss¯ = 0, s¯s = 0. (4.23)
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5 The Off-Shell Formalism
According to [5], Sect. 7, we consider generalized free fields instead of free fields. This means
that we replace the Pauli-Jordan distribution Dm by some off-shell distribution D
off
m which
does not verify Klein-Gordon equation but converges in some limit (in the sense of distribution
theory) to Dm. For instance we can take
Doffm ≡
∫
dλρm(λ)Dλ (5.1)
where ρm(λ) is some function converging in some physical limit to the distribution δ(λ−m). In
this way all the fields from Section 2 we become generalized free fields [15] i.e. they will verify
all properties described there except Klein-Gordon equation.
If we keep the definition of the gauge charge unchanged we will loose the property Q2 = 0. If
we keep unchanged the expressions of the interaction Lagrangians from the preceding Section,
but replace all fields by their off-shell counterparts, we also loose the relations (1.4). However,
these relations will be replaced by
dQT
I = i ∂µT
Iµ + SI ⇔ sT I = SI . (5.2)
with SI some polynomials which will be null in the on-shell limit. We will need these expressions
in the following. We will denote Kc ≡ Kmc and we assume that all fields are off-shell. We have
by direct computations the following result:
Theorem 5.1 The expressions SI have the following explicit form:
S = S∅ ≡ i fabc ua
(
vµb Kcvcµ +
1
2
ua ub Kcu˜c
)
. (5.3)
Also
Sµ ≡
i
2
fabc ua ub Kcv
µ
c (5.4)
and
SI = 0, |I| > 1. (5.5)
We now consider the tree contributions to the chronological products. Then we have:
Proposition 5.2 In the off-shell formalism we can choose the the second order chronological
products such that the following identity is true:
sT tree(T I(x), T J(y)) = T tree(SI(x), T J(y)) + (−1)|I| T tree(T I(x), SJ(y)) (5.6)
Indeed, we have trivially for the causal commutator:
sD(T I(x), T J(y)) = D(SI(x), T J(y)) + (−1)|I| D(T I(x), SJ(y)) (5.7)
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and if we make the substitution Doffm → D
F,off
m we obtain immediately the relation from the
statement. Now we obtain a clear origin of the anomalies. In the right hand side of (5.6) there
are usually expressions of the type KDF,offm , ∂µKD
F,off
m , etc. In the physical limit we have
Km D
F
m = (+m
2) DFm = δ(x− y) (5.8)
so we obtain in the right hand side of (5.6) some quasi-local expressions. So we have on-shell:
sT tree(T I(x), T J(y)) = Atree(T I(x), T J(y)) (5.9)
where Atree(T I(x), T J(y)) are quasi-local expressions i.e. distribution-valued operators with
the support in x = y called anomalies. If we can get rid of these anomalies by redefining the
chronological products, then the theory is gauge invariant in the second order of perturbation
theory. We start with the anomaly Atree(T (x), T (y)); by direct computation we can establish
that
Atree(T (x), T (y)) = [δ(x− y)A(x, y) + ∂αδ(x− y)A
α(x, y)] + (x↔ y) (5.10)
where:
A(x, y) = fabefcde[−ua(x)vbµ(x)vcν(y)F
νµ
d (y) + ua(x)v
µ
b (x)uc(y)∂µu˜d(y)
−1/2 ua(x)ub(x)v
µ
c (y)∂µu˜d(y)] (5.11)
and
Aα(x, y) = fabefcdeua(x)vbν(x)v
ν
c (y)v
α
d (y). (5.12)
By “integration by parts” we obtain the equivalent form:
A(x, y) = 2 δ(x− y) a(x, y) +
[
∂
∂xα
aα(x, y) + (x↔ y)
]
(5.13)
where
a(x, y) ≡ A(x, y)−
∂
∂xα
Aα(x, y), aα(x, y) ≡ δ(x− y)Aα(x, y). (5.14)
If we make the redefinition
T (T µ(x), T (y))→ T (T µ(x), T (y)) + i aµ(x, y) (5.15)
of the chronological products we will put the anomaly in the form
A(x, y) = 2 δ(x− y) a(x, x) (5.16)
The preceding anomaly can be eliminated iff the expression a(x) = a(x, x) is a relative
cocycle i.e. we have
a = dQB − i∂µB
µ (5.17)
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for some Wick polynomials B and Bµ. The Wick polynomials B(x) and Bµ(x) are constrained
by: (a) Lorentz invariance; (b) ghost number restrictions:
gh(B) = 0, gh(Bµ) = 1 (5.18)
and (c) power counting which in our case gives:
ω(B) , ω(Bµ) ≤ 4. (5.19)
respectively.
We compute the expression (5.14) and obtain:
a(x, x) = −dQN + (face fdbe + fade fbce + fabe fcde) (ua Fbµν v
µ
c v
ν
d − ua ub v
µ
c ∂µu˜c) (5.20)
where N is the expression
N =
i
2
fabe fcde v
µ
a v
ν
b vcµ vdµ. (5.21)
If we impose the condition (5.17) taking an arbitrary ansatz for B and Bµ we obtain that the
last term in the right hand side of (5.20) must be null i.e. we have Jacobi identity:
fabcfdec + fbdcfaec + fdacfbec = 0. (5.22)
The renormalized expression of the chronological product
T tree(R)(T (x), T (y)) ≡ T tree(T (x), T (y)) + δ(x− y) N(x) (5.23)
verifies the second order gauge invariance condition
sT tree(R)(x, y) = 0. (5.24)
We can extend the argument for the general second order chronological products: we can
have gauge invariance condition (1.5) for n = 2 iff the constants verify the Jacobi identity. The
renormalized the chronological product
T tree(R)(T I(x), T J(y)) ≡ T tree(T I(x), T J(y)) + δ(x− y) N I,J(x) (5.25)
where
N∅∅ =
i
2
fabe fcde v
µ
a v
ν
b vcµ vdµ
N [µ]∅ = −i fabe fcde ua v
ν
b v
ν
c v
µ
d
N [µ][ν] = −i fabe fcde (ua v
ν
b uc v
µ
d − η
µν ua v
ν
b uc vdν)
N [µν]∅ = −
i
2
fabe fcde ua ub v
µ
c v
ν
d
N [µν][ρ] = −
i
2
fabe fcde [η
µρ ua ub uc v
ν
d − (µ↔ ν)]
N [µν][ρσ] =
i
4
fabe fcde (η
µρ ηνσ − ηνρ ηµσ) ua ub uc ud (5.26)
verify
sT tree(R)(T I(x), T J(y)) = 0. (5.27)
One can prove that gauge invariance is true for loop contributions also [8].
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6 Anomalies for the su(2) Model
Theorem 6.1 Let us consider a pQFT determined by: (i) g = su(2) (ii) parity invariance (iii)
all masses are null. Then gauge invariance can be imposed in all orders of perturbation theory.
Proof: We can choose the chronological products to be invariant with respect to parity and
su(2) in all orders of perturbation theory using the methods presented, for instance in [20]. We
prove gauge invariance by induction. The first two orders of perturbation theory have been
taken care off in the preceding section. We suppose that we have
sT (T I1(x1), . . . , T
Ip(xp)) = 0, p = 1, . . . , n− 1. (6.1)
Then in order n we can have a breakdown of gauge invariance
sT (T I1(x1), . . . , T
In(xn)) = A(T
I1(x1), . . . , T
In(xn)) (6.2)
with quasi-local expressions A(T I1(x1), . . . , T
In(xn)). These anomalies will be invariant with
respect to parity and su(2) and verify some restrictions on the canonical dimension and ghost
number:
ω(A) ≤ 5, gh(A(T I1(x1), . . . , T
In(xn)) = |I1|+ · · · |In|+ 1. (6.3)
Also, if we apply to the preceding equation the operator s¯ and take into account that
s¯s = 0 (6.4)
we obtain a consistency condition, similar to Wess-Zumino consistency condition from the usual
BRST approach.
s¯A(T I1(x1), . . . , T
In(xn)) = 0. (6.5)
(i) We start a descent procedure. i.e. we first analyze the anomalies of greatest ghost
number. From (6.3) we have
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| ≥ 5. (6.6)
So we start with the case |I1|+ · · · |In| = 4. From (6.3) we have
A(T µ1(x1), . . . , T
µ4(x4), . . . , T (xn)) = δ(X) W
[µ1,...,µ4]
1 (x1), gh(W1) = 5. (6.7)
It follows that we must have:
W
[µ1,...,µ4]
1 = f
[µ1,...,µ4]
a1...a5
ua1 . . . ua5 (6.8)
with the numerical Lorentz invariant tensor f [µ1,...,µ4]... completely antisymmetric i.e. f
[µ1,...,µ4]
... ∼
ǫµ1,...,µ4 . But such structure is forbidden by parity invariance so we have:
W1 = 0 =⇒ A(T
µ1(x1), . . . , T
µ4(x4), . . . , T (xn)) = 0 (6.9)
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Similarly we have
A(T µ1µ2(x1), T
µ3(x3), T
µ4(x4), . . . , T (xn)) = δ(X) W
[µ1µ2],[µ3µ4]
2 (x1), gh(W2) = 5 (6.10)
but now we have the solution
W
[µ1µ2],[µ3µ4]
2 = (η
µ1µ3 ηµ2µ4 − ηµ1µ4 ηµ2µ3) f
(1)
[a1...a5]
ua1 . . . ua5. (6.11)
Finally we have
A(T µ1µ2(x1), T
µ3µ4(x2), . . . , T (xn)) = δ(X) W
[µ1µ2],[µ3µ4]
3 (x1), gh(W2) = 5 (6.12)
with the solution
W
[µ1µ2],[µ3µ4]
3 = (η
µ1µ3 ηµ2µ4 − ηµ1µ4 ηµ2µ3) f
(2)
[a1...a5]
ua1 . . . ua5. (6.13)
(ii) Now we consider the case |I1|+ · · · |In| = 3. We have the (quasi-local) structure
A(T µ1(x1), T
µ2(x2), T
µ3(x3), . . . , T (xn))
= δ(X) W
[µ1µ2µ3]
1 (x1) +
n∑
j=1
∂jµ4δ(X) W
[µ1µ2µ3]µ4
1,j (X), gh(W
...
1 ) = 4. (6.14)
We can rewrite this anomaly in a much more simpler form: We consider the second term from
above as follows
A2 =
n∑
j=1
{∂jµ4 [δ(X) W
[µ1µ2µ3]µ4
1,j (X)]− δ(X)∂
j
µ4
W
[µ1µ2µ3]µ4
1,j (X)}
=
n∑
j=1
∂jµ4 [δ(X) W
[µ1µ2µ3]µ4
1,j (x1)]− δ(X)
n∑
j=1
(∂jµ4W
[µ1µ2µ3]µ4
1,j )(x1) (6.15)
with W µ1µ2µ3µ41,j (x) ≡W
µ1µ2µ3µ4
1,j (x, . . . , x). The last contribution from the previous formula can
be eliminated if we redefine the first contribution A1 from (6.14). We are left with
A2 =
n∑
j=1
[∂jµ4 δ(X)] W
[µ1µ2µ3]µ4
1,j (x1) + δ(X) ∂µ4 W
[µ1µ2µ3]µ4
1,1 (x1) (6.16)
Because of the well known identity
∂
∂xµj
δ(X) = 0 (6.17)
the first term from above is zero and the last term can be eliminated if we redefine the first
contribution A1 from (6.14); so in the end we can take:
A(T µ1(x1), T
µ2(x2), T
µ3(x3), . . . , T (xn)) = δ(X) W
[µ1µ2µ3]
1 (x1). (6.18)
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The generic form of the Wick polynomial from the right hand side is
W
[µ1µ2µ3]
1 = a
[µ1µ2µ3]µ4
[a1a2a3]a4
ua1ua2ua3∂µ4u4 + b
[µ1µ2µ3]µ4
[a1a2a3a4]a5
ua1ua2ua3ua4va5µ4 . (6.19)
However, because of the antisymmetry properties we have as above
a[µ1µ2µ3]µ4... ∼ ǫ
µ1,...,µ4, b[µ1µ2µ3]µ4... ∼ ǫ
µ1,...,µ4 ⇒ W
[µ1µ2µ3]
1 = 0 ⇒ (6.20)
A(T µ1(x1), T
µ2(x2), T
µ3(x3), . . . , T (xn)) = 0. (6.21)
Similarly:
A(T µ1µ2(x1), T
µ3(x2), . . . , T (xn)) = δ(X) W
[µ1µ2]µ3
2 (x1), gh(W2) = 4 (6.22)
with
W
[µ1µ2]µ3
2 = f
(1)
[a1a2a3]a4
ηµ1µ3 ua1ua2ua3∂
µ2ua4 − (µ1 ↔ µ2)
+f
(2)
[a1a2a3a4]a5
ηµ1µ3 ua1ua2ua3ua4v
µ2
a5
− (µ1 ↔ µ2). (6.23)
Now we impose the Wess-Zumino consistency condition:
s¯A(T µ1µ2(x1), T
µ3(x2), . . .) = 0 (6.24)
or, in detail:
dQA(T
µ1µ2(x1), T
µ3(x2), . . .) + i
∂
∂xµ42
A(T µ1µ2(x1), T
µ3µ4(x2), . . .)
−i
n∑
l=3
∂
∂xµ4l
A(T µ1µ2(x1), T
µ3(x2), . . . , T
µ4(xl), . . .) = 0. (6.25)
A simple computation gives the following relations:
f (1)a1a2a3a4 = 0
f (1)a1a2a3a4 + f
(2)
a1a2a3a4
= 0
dQW
[µ1µ2]µ3
2 = 0. (6.26)
From the first two relations we have
f (j)a1,...,a4 = 0, j = 1, 2 (6.27)
and from the last:
f (2)a1a2a3a4a5 = 0. (6.28)
It follows that
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| = 4 (6.29)
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and
W
[µ1µ2]µ3
2 = f
(1)
[a1a2a3]a4
ηµ1µ3 ua1ua2u3∂
µ2u4 − (µ1 ↔ µ2)
= i f
(1)
[a1a2a3]a4
ηµ1µ3 dQ[ua1ua2u3v
µ2
a4
]− (µ1 ↔ µ2). (6.30)
So, if we redefine conveniently the expression T (T µ1µ2(x1), T
µ3(x2), . . . , T (xn)) we can fix:
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| = 3. (6.31)
(iii) Next we consider the case |I1|+ · · · |In| = 2. We have the (quasi-local) structure
A(T µ1(x1), T
µ2(x2), . . . , T (xn))
= δ(X) W
[µ1µ2]
1 (x1) +
n∑
j=1
∂jµ3δ(X) W
[µ1µ2]µ3
1,j (X)
+
n∑
j,k=1
∂jµ3∂
k
µ4
δ(X) W
[µ1µ2]µ3µ4
1,jk (X), gh(W
...
1 ) = 3 (6.32)
As at (ii) we can rewrite it in the form:
A(T µ1(x1), T
µ2(x2), . . . , T (xn)) = δ(X) W
[µ1µ2]
1 (x1). (6.33)
The generic form of the Wick polynomial from the right hand side is
W
[µ1µ2]
1 = L
[µ1µ2]
1 f
(1)
[a1a2a3]
ua1ua2ua3 + L
[µ1µ2]µ3
2 f
(2)
[a1a2]a3
ua1ua2∂µ3ua3
+L
[µ1µ2]µ3µ4
3 f
(3)
a1a2a3
ua1∂µ3ua2∂µ4ua3 + L
[µ1µ2]µ3µ4
4 f
(4)
[a1a2]a3
ua1ua2∂µ3∂µ4ua3
+L
[µ1µ2]µ3
5 f
(5)
[a1a2a3]a4
ua1ua2ua3va4µ3 + L
[µ1µ2]µ3µ4
6 f
(6)
[a1a2]a3a4
ua1ua2∂µ3ua3va4µ4
+L
[µ1µ2]µ3µ4
7 f
(7)
[a1a2a3]a4
ua1ua2ua3∂µ3va4µ4 + L
[µ1µ2]µ3µ4
8 f
(8)
[a1a2a3]a4a5
ua1ua2ua3va4µ3va5µ4
+L
[µ1µ2]
9 f
(9)
[a1a2a3a4]a5
ua1ua2ua3ua4 u˜a5 (6.34)
Lorentz covariance considerations give us
L...j = 0, j = 2, 5 (6.35)
and antisymmetry considerations lead to
L...j = 0, j = 1, 9 (6.36)
and
L
[µ1µ2]µ3µ4
j ∼ (η
µ1µ3 ηµ2µ4 − ηµ1µ4 ηµ2µ3), j = 3, 4, 6, 7, 8 (6.37)
so L...4 = 0. In the end we have (after redefining the numerical tensors)
W
[µ1µ2]
1 = f
(1)
a1a2a3
ua1∂
µ1ua2∂
µ2ua3 − (µ1 ↔ µ2)
+f
(2)
[a1a2]a3a4
ua1ua2∂
µ1ua3v
µ2
a4
− (µ1 ↔ µ2)
+f
(3)
[a1a2a3]a4
ua1ua2ua3F
µ1µ2
a4
+ f
(4)
[a1a2a3][a4a5]
ua1ua2ua3v
µ1
a4
vµ2a5 (6.38)
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In a similar way we argue that we have
A(T µ1µ2(x1), . . . , T (xn)) = δ(X) W
[µ1µ2]
2 (x1) (6.39)
with
W
[µ1µ2]
2 = g
(1)
a1a2a3
ua1∂
µ1ua2∂
µ2ua3 − (µ1 ↔ µ2)
+g
(2)
[a1a2]a3]a4
ua1ua2∂
µ1ua3v
µ2
a4
− (µ1 ↔ µ2)
+g
(3)
[a1a2a3]a4
ua1ua2ua3F
µ1µ2
a4
+ g
(4)
[a1a2a3][a4a5]
ua1ua2ua3v
µ1
a4
vµ2a5 (6.40)
Now we impose the Wess-Zumino consistency relation:
s¯A(T µ1(x1), T
µ2(x2), . . .) = 0 (6.41)
which reduces to
dQA(T
µ1(x1), T
µ2(x2), . . .) = 0 (6.42)
because of the previous results. From here we have
dQW
[µ1µ2]
1 = 0 (6.43)
which gives us:
f (2)a1a2a3a4 = −(µ3 ↔ µ4), f
(4)
a1a2a3a4a5
= 0. (6.44)
We are left with
W
[µ1µ2]
1 = idQ{[f
(1)
a1a2a3
ua1v
µ1
a2
∂µ2ua3 − (µ1 ↔ µ2)]− f
(2)
[a1a2][a3a4]
ua1ua2v
µ1
a3
vµ2a4 }
+f
(3)
[a1a2a3]a4
ua1ua2ua3F
µ1µ2
a4
(6.45)
so if we redefine the chronological products T (T µ1(x1), T
µ2(x2), . . . , T (xn)) we can take:
W
[µ1µ2]
1 = f
(3)
[a1a2a3]a4
ua1ua2ua3F
µ1µ2
a4
(6.46)
In a similar way, if we redefine the chronological products T (T µ1µ2(x1), . . . , T (xn)) we can
arrange such that
W
[µ1µ2]
2 = g
(3)
[a1a2a3]a4
ua1ua2ua3F
µ1µ2
a4
(6.47)
(iv) In the case |I1|+ · · · |In| = 1 we have only
A(T µ1(x1), . . . , T (xn)) = δ(X) W
µ1(x1) + · · · gh(W
µ) = 2 (6.48)
where by . . . we mean terms with derivatives on the delta distribution. As before, we can skip
these terms, so we take:
A(T µ1(x1), . . . , T (xn)) = δ(X) W
µ1(x1). (6.49)
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The generic form of the Wick polynomial from the right hand side is:
W µ1 = Lµ1µ21 f
(1)
a1a2
ua1∂µ2ua2 + L
µ1,...,µ4
2 f
(2)
a1a2
ua1∂µ2∂µ3∂µ4ua2
+Lµ1,...,µ43 f
(3)
a1a2
∂µ2ua1∂µ3∂µ4ua2 + L
µ1µ2
4 f
(4)
[a1a2]a3
ua1ua2va3µ2
+Lµ1,...,µ45 f
(5)
a1a2a3
ua1∂µ2∂µ3ua2va3µ4 + L
µ1,...,µ4
6 f
(6)
a1a2a3
ua1∂µ2ua2∂µ3va3µ4
+Lµ1µ27 f
(7)
[a1a2]a3
ua1ua2∂µ2∂µ3va3µ4 + L
µ1,...,µ4
8 f
(8)
a1a2a3a4
ua1∂µ2ua2va3µ3va4µ4
+Lµ1,...,µ49 f
(9)
[a1a2]a3a4
ua1ua2va3µ2∂µ3va4µ4 + L
µ1µ2
10 f
(10)
[a1a2]a3a4
ua1ua2∂µ2ua3 u˜a4
+Lµ1µ211 f
(11)
[a1a2a3]a4
ua1ua2ua3∂µ2 u˜a4 + L
µ1,...,µ4
12 f
(12)
[a1a2]a3a4a5
ua1ua2va3µ2va4µ3va5µ4 (6.50)
but Lorentz covariance considerations lead us to a more precise form:
W µ = f (1)a1a2 ua1∂
µua2 + f
(2)
a1a2
∂νua1∂
µ∂νua2
+f
(3)
[a1a2]a3
ua1ua2v
µ
a3
+ f (4)a1a2a3 ua1∂
µ∂νua2v
ν
a3
+f (5)a1a2a3 ua1∂
µua2∂νv
ν
a3
+ f (6)a1a2a3 ua1∂νua2∂
µvνa3
+f (7)a1a2a3 ua1∂νua2∂
νvµa3 + f
(8)
[a1a2]a3
ua1ua2∂
µ∂νv
ν
a3
+f
(9)
a1a2{a3a4}
ua1∂
µua2v
ν
a3
va4ν + f
(10)
a1a2a3a4
ua1∂νua2v
µ
a3
vνa4
+f
(11)
[a1a2]a3a4
ua1ua2v
µ
a3
∂νv
ν
a4
+ f
(12)
[a1a2]a3a4
ua1ua2v
ν
a3
∂νv
µ
a4
+f
(13)
[a1a2]a3a4
ua1ua2va3ν∂
µvνa4 + f
(14)
[a1a2]a3a4
ua1ua2∂
µua3 u˜a4
+f
(15)
[a1a2a3]a4
ua1ua2ua3∂
µu˜a4 + f
(16)
[a1a2]a3{a4a5}
ua1ua2v
µ
a3
vνa4va5ν (6.51)
and we now impose the Wess-Zumino consistency condition:
s¯A(T µ1(x1), . . .) = 0 (6.52)
or, in detail:
dQA(T
µ1(x1), . . .)
+i
∂
∂xµ22
A(T µ1µ2(x1), . . .)− i
n∑
l=2
∂
∂xµ2l
A(T µ1(x1), . . . , T
µ2(xl), . . .) = 0. (6.53)
This equation easily leads to
dQW
µ1 + i ∂µ2W
µ1µ2
1 = 0
W µ1µ22 = −W
µ1µ2
1 . (6.54)
From the second one we obtain:
g(3)a1...a4 = −f
(3)
a1...a4
(6.55)
so, for simplicity we denote:
ga1...a4 ≡ f
(3)
a1...a4
(6.56)
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The first equation leads us to the following system:
f (3)a1a2a3 = 0
f (4)a1a2a3 − f
(6)
a1a3a2
− f (7)a1a3a2 = 0
2f (9)a1a2a3a4 − f
(10)
a1a3a2a4
= 0
f (10)a1a2a3a4 = a2 ↔ a4
f (11)a1a2a3a4 + f
(14)
a1a2a3a4
+ ga1a2a3a4 = 0
f (12)a1a2a3a4 − ga1a2a3a4 = 0
f (12)a1a2a4a3 + f
(13)
a1a2a4a3
= 0
f (13)a1a2a3a4 = 0
f (15)a1a2a3a4 + ga1a2a3a4 = 0
f (16)a1a2a3a4a5 = 0
f (16)a1a2a4a5a3 = 0. (6.57)
where we have computed the expression dQW
µ1+ i ∂µ2W
µ1µ2
1 and obtained the following (linear
independent) Wick monomials:
ua1ua2∂
µua3 , ua1∂
µ∂νua2∂νua3 , ua1∂
µua2∂νua3v
ν
a4
, ua1∂
νua2∂νua3v
µ
a4
, ua1ua2∂
µua3∂
νvνa4 ,
ua1ua2∂νua3∂
νvµa4 , ua1ua2∂
µ∂νua3v
ν
a4
, ua1ua2∂νua3∂
µvνa4 , ua1ua2ua3∂
µ∂νv
ν
a4
,
ua1ua2∂
µua3v
ν
a4
va5ν , ua1ua2∂νua3v
µ
a4
vνa5 .
The equations of the system are just the numerical constants of these Wick monomials. The
solution of this system is:
f (j)... = 0, j = 3, 12, 13, 16
ga1a2a3a4 = 0
f (4)a1a2a3 = f
(6)
a1a3a2
− f (7)a1a3a2
f (10)a1a2a3a4 = 2f
(9)
a1a3a2a4
f (14)a1a2a3a4 = −f
(11)
a1a2a3a4
f (9)a1a2a3a4 = a3 ↔ a4 (6.58)
From ga1a2a3a4 = 0 it follows that
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| = 2. (6.59)
The rest of the equations can be used to exhibit the Wick polynomial from the expression
of the anomaly in a simpler form:
W µ = f (1)a1a2 ua1∂
µua2 + f
(2)
a1a2
∂νua1∂
µ∂νua2
+f (6)a1a2a3 (ua1∂νua2∂
µvνa3 + ua1v
ν
a2
∂µ∂νua3)
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+f (7)a1a2a3 (ua1∂νua2∂
νvµa3 + ua1v
ν
a2
∂µ∂νua3)
+f (8)a1a2a3 ua1ua2∂
µ∂νv
ν
a3
+f (9)a1a2a3a4 (ua1∂
µua2v
ν
a3
va4ν + 2ua1v
µ
a2
∂νua3v
ν
a4
)
+f (11)a1a2a3a4 (ua1ua2v
µ
a3
∂νv
ν
a4
− ua1ua2∂
µua3 u˜a4). (6.60)
This expression is in fact a coboundary:
W µ = i dQ(f
(1)
a1a2
ua1v
µ
a2
+ f (2)a1a2∂νua1∂
µvνa2 + f
(6)
a1a2a3
ua1va2ν∂
µvνa3 + f
(7)
a1a2a3
ua1v
ν
a2
∂νvµa3
+f (8)a1a2a3 ua1ua2∂
µu˜a3 + f
(9)
a1a2a3a4
ua1v
µ
a2
vνa3va4ν − f
(11)
a1a2a3a4
ua1ua2v
µ
a3
u˜a4) (6.61)
so if we redefine the chronological products T (T µ(x1), . . .) we can also fix:
A(T µ1(x1), . . .) = 0. (6.62)
(v) Finally we consider the anomaly
A(T (x1), . . . , T (xn)) = δ(X) W (x1) + · · · gh(W
µ) = 1 (6.63)
where by . . . we mean terms with derivatives on the delta distribution. As before, we can skip
these terms, so we take:
A(T (x1), . . . , T (xn)) = δ(X) W (x1). (6.64)
The generic form of the Wick polynomial from the right hand side is:
W = Lµν1 f
(1)
a1a2
∂µua1va2ν + L
µν
2 f
(2)
a1a2
ua1∂µva2ν
+Lµν3 f
(3)
a1a2a3
ua1va2µva3ν + L
µνρσ
4 f
(4)
a1a2a3
∂µ∂νua1va2ρva3σ
+Lµνρσ5 f
(5)
a1a2a3
∂µua1va2ν∂ρva3σ + L
µνρσ
6 f
(6)
a1a2a3
ua1va2µ∂ν∂ρva3σ
+Lµνρσ7 f
(7)
a1a2a3
ua1∂µva2ν∂ρva3σ + f
(8)
a1a2a3
ua1ua2 u˜a3
+Lµ,ν9 f
(9)
a1a2a3
ua1∂µ∂νua2 u˜a3 + L
µν
10 f
(10)
a1a2a3
ua1ua2∂µ∂ν u˜a3
+Lµν11 f
(11)
a1a2a3
ua1∂µua2∂ν u˜a3 + L
µνρσ
12 f
(12)
a1a2a3a4
∂µua1va2νva3ρva4σ
+Lµνρσ13 f
(13)
a1a2a3a4
ua1va2µva3ν∂ρva4σ + L
µνρσ
14 f
(14)
a1a2a3a4a5
ua1va2µva3νva4ρva5σ
+f (15)a1a2a3a4a5 ua1ua2ua3u˜a4 u˜a5 . (6.65)
If we add a coboundary and redefine L5 we can make L4 = 0. Lorentz covariance leads to the
following precise form:
W = f (1)a1a2 ∂µua1v
µ
a2
+ f (2)a1a2ua1∂µv
µ
a2
+f
(3)
a1{a2a3}
ua1va2µv
µ
a3
+ f (4)a1a2a3 ∂µua1v
µ
a2
∂νv
ν
a3
+f (5)a1a2a3 ∂µua1v
ν
a2
∂µva3ν + f
(6)
a1a2a3
∂µua1v
ν
a2
∂νv
µ
a3
+f (7)a1a2a3 ua1v
µ
a2
∂µ∂νv
ν
a3
+ f
(8)
a1{a2a3}
ua1∂µva2ν∂
µvνa3
+f
(9)
a1{a2a3}
ua1∂µv
ν
a2
∂νv
µ
a3
+ f
(10)
[a1a2]a3
ua1ua2 u˜a3
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+f (11)a1a2a3 ua1∂µua2∂
µu˜a3 + f
(12)
a1a2{a3a4}
∂µua1v
µ
a2
vνa3va4ν
+f
(13)
a1{a2a3}a4
ua1v
µ
a2
va3µ∂νva4ν + f
(14)
a1a2a3a4
ua1v
µ
a2
vνa3∂µva4ν
+f
(15)
a1{a2a3}{a4a5}
ua1v
µ
a2
va3µv
ν
a4
va5ν + f
(16)
[a1a2a3][a4a5]
ua1ua2ua3u˜a4 u˜a5 . (6.66)
The Wess-Zumino consistency relation
sA(T (x1, . . . , T (xn)) = 0 (6.67)
writes as
dQA(T (x1, . . . , T (xn)) = 0 (6.68)
and is equivalent to
dQW = 0. (6.69)
This gives the following system of equations:
f (1)a1a2 = a1 ↔ a2
f (3)a1a2a3 = 0
f (4)a1a2 = a1 ↔ a2
f (5)a1a2a3 − f
(6)
a2a1a3
= 0
f (5)a1a2a3 + f
(6)
a1a2a3
= 0
f (7)a1a2a3 + f
(11)
a1a2a3
= 0
f (8)a1a2a3 + f
(9)
a1a2a3
= 0
f (10)a1a2a3 = 0
f (12)a1a2a3a4 = a1 ↔ a2
f (12)a1a2a3a4 = a1 ↔ a3
f (13)a1a2a3a4 = 0
f (14)a1a2a3a4 = 0
f (14)a1a2a3a4 = 0
f (14)a1a2a3a4 = a2 ↔ a3
f (15)a1a2a3a4a5 = 0
f (16)a1a2a3a4a5 = 0 (6.70)
where, as before we have considered the coefficients of the Wick monomials
∂µua1∂
µua2 , ua1∂µua2v
µ
a3
, ∂µua1∂
µua2∂νv
ν
a3
, ∂µua1∂νua2∂
µvνa3 , ∂
µua1v
ν
a2
∂µ∂νv
ν
a3
,
ua1∂
µua2∂µ∂νv
ν
a3
, ua1∂µ∂νua2∂
µvνa3 , ua1ua2∂µv
µ
a3
, ∂µua1∂
µua2v
ν
a3
va4ν , ∂µua1∂νua2v
µ
a3
vνa4 ,
ua1∂µua2v
µ
a3
∂νv
ν
a4
, ua1∂
µua2v
ν
a3
∂µva4ν , ua1∂µua2v
ν
a3
∂νv
µ
a4
, ua1∂µ∂νua2v
µ
a3
vνa4 ,
ua1∂µua2v
µ
a3
vνa4va5ν , ua1ua2ua3u˜a4∂µv
µ
a5
. (6.71)
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The solution of the system is:
f (j)... = 0, j = 3, 10, 13, 14, 15, 16
f (6)a1a2a3 = f
(5)
a2a1a3
f (11)a1a2a3 = −f
(7)
a1a2a3
f (9)a1a2a3 = −f
(8)
a1a2a3
f (5)a1a2a3 = −(a1 ↔ a2)
f (12)a1a2a3a4 = f
(12)
{a1a2a3a4}
(6.72)
so the Wick polynomial from the expression of the anomaly simplifies to:
W = f (1)a1a2 ∂µua1v
µ
a2
+ f (2)a1a2ua1∂µv
µ
a2
+f (4)a1a2a3 ∂µua1v
µ
a2
∂νv
ν
a3
+ f (5)a1a2a3 (∂µua1v
ν
a2
∂µva3ν + ∂µua2va1ν∂
νvµa3)
+f (7)a1a2a3 (ua1v
µ
a2
∂µ∂νv
ν
a3
− ua1∂
µua2∂µu˜a3)
+f
(8)
a1{a2a3}
(ua1∂µva2ν∂
µvνa3 − ua1∂µva2ν∂
νvµa3)
+f
(12)
a1a2{a3a4}
∂µua1v
µ
a2
vνa3va4ν (6.73)
The previous expression can be rewritten as:
W = −
i
2
f (1)a1a2 dQ(va1µv
µ
a2
) + i f (2)a1a2dQ(ua1 u˜a2)
−
i
2
f (4)a1a2a3 dQ(va1µv
µ
a2
∂νv
ν
a3
)−
i
2
f (5)a1a2a3 dQ(va1µva2νF
µν
a3
)
−i f (7)a1a2a3 dQ(ua1v
µ
a2
∂µu˜a3)
+
1
2
f (8)a1a2a3 ua1Fa2µνF
µν
a3
−
i
4
f (12)a1a2a3a4 dQ(va1µv
µ
a2
vνa3va4ν) (6.74)
so, if we redefine the chronological product T (T (x1), . . . , T (xn)) the anomaly is determined by
W =
1
2
fa1{a2a3} ua1Fa2µνF
µν
a3
(6.75)
The su(2)-invariance of the tensor fa1{a2a3} gives in fact fa1{a2a3} = 0 because of the symmetry
property in the last two indexes. So we end up with
W = 0 =⇒ A(T (x1, . . . , T (xn)) = 0. (6.76)
This finishes the induction. 
Remark 6.2 We might be tempted to use the identity
fj = 0, j = 1, 2, 3 =⇒ ∂µf1∂
µf2f3 =
1
2
(∂µf1f2f3 + f1∂
µf2f3 − f1f2∂
µf3) (6.77)
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to fix:
f (j)... = 0, j = 8, 11 (6.78)
in the expression (6.66) of the polynomial W . However, to do that we must redefine the chrono-
logical products T (T µ(x1), . . .) and this is forbidden: we had to fix these chronological products
at the step (iv).
Remark 6.3 Apparently our result is weaker than the result from [6] where the annulment
of the anomaly is proved for all simple compact Lie algebras. Our result extends only to Lie
algebras for which there are no invariant tensors of the type fa1{a2a3}.
Remark 6.4 In the case of massive Yang-Mills fields of equal mass m, one has to add: (a)
ghost scalar fields Φa of the same mass m to be able to describe particles of spin 1 and mass
m; (b) a (physical) scalar field (the Higgs field) φ of mass mH to have gauge invariance in the
second order of perturbation theory [4]. However, in this case the method from the previous
theorem does not work. In the last step of the proof, we are left with a contribution
W = λ1uaΦaΦbΦbφ+ λ2uaΦaφ
3 (6.79)
which cannot be eliminated by a redefinition of the chronological products. Again, we remark
that using the flow equation method, one can prove gauge invariance [16].
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7 Quantum Electrodynamics
The precedent method is quite effective in analyzing simpler models like quantum electrody-
namics (QED). We present the analysis from [9] in a simplified form. The fields are: the photon
field described as in section 2 by vµ, u, u˜ and the Dirac field ψ, ψ¯ of mass m determined by the
Fermi statistics and the two-point function
< Ω, ψα(x1)ψ¯β(x2)Ω >= −i S
(+)
m (x1 − x2)αβ
< Ω, ψ¯α(x1)ψβ(x2)Ω >= −i S
(−)
m (x2 − x1)βα (7.1)
where
S(ǫ)m (x) ≡ (i γ
µ ∂µ +m) D
(ǫ)
m (x), ǫ = ±. (7.2)
The interaction Lagrangian is then
T = vµ ψ¯ γ
µ ψ (7.3)
and one can find that the procedure (1.3) stops at:
T µ = u ψ¯ γµ ψ. (7.4)
As in the previous section, we can take the anomalies of the form
A(T I1(x1), . . . , T
In(xn)) = δ(X) W
I1,...,In(x1) (7.5)
with W ... some Wick polynomials (constrained by canonical dimension, ghost number and
Lorentz covariance - as before).
Now, because we have only one ghost field of ghost number 1, namely u it follows easily
that we must have:
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| ≥ 2. (7.6)
Next, we immediately have that
W µ ≡W [µ],∅,...,∅ (7.7)
must be of the form:
W µ = a1u∂
µu+ a2u∂
µuvρv
ρ + a3u∂ρuvρv
µ (7.8)
for some constants ai.
The Wess-Zumino consistency condition
dQA(T
µ(x1), . . .) = 0 ⇒ dQ W
µ = 0 (7.9)
gives
a3 = 2a1. (7.10)
It follows that
W µ = idQ(a1uv
µ + a2uv
µvρv
ρ) (7.11)
25
so, if we perform the finite renormalization
T (T µ(x1), T (x2), . . . , T (xn))→ T (T
µ(x1), T (x2), . . . , T (xn)) + iδ(X)U
µ
2 (x1) (7.12)
we make:
A(T I1(x1), . . . , T
In(xn)) = 0, |I1|+ · · · |In| = 1. (7.13)
Finally we determine the generic form of
W ≡W ∅,...,∅ (7.14)
as:
W = a1u+ a2∂µuv
µ + a3u∂µv
µ + a4∂µu∂
µ∂νvν + a5∂µ∂νu∂
µvν
+a6uvµv
µ + a7uv
µ∂µ∂νv
ν + a8u∂
µvν∂µvν + a9u∂
µvν∂νvµ + a10∂µuv
µ∂νvν
+a11∂µuvν∂
µvν + a12∂µuv
µ∂νvµ + a13∂µ∂νuv
µvν
+a14uv
µvν∂µvν + a15∂µuv
µvνvν + a16uv
µvµv
νvν
+b1uψ¯ψ + b2uvµψ¯γ
µψ
+a′uǫµνρσF
µνF ρσ + b′uψ¯γ5ψ (7.15)
The expressions ∼ aj , j = 2, . . . , 5, 10, 15 are coboundaries, i.e. ∼ dQU1. The Wess-Zumino
consistency condition
dQA(T (x1), . . .) = 0 ⇒ dQ W = 0 (7.16)
gives
aj = 0, j = 6, 7, 14, 16
a9 = −a8
a12 = a11
a13 = 2a11 (7.17)
and it follows that the expressions ∼ a11 is a coboundaries, i.e. ∼ dQU2. In the end we are left
with
W = a1u+
1
4
a8uF
µνFµν + b1uψ¯ψ + a
′uǫµνρσF
µνF ρσ + b′uψ¯γ5ψ + dQU. (7.18)
If we impose charge conjugation invariance [20] the first five terms must be zero. The last term
can be eliminated by a redefinition of the chronological product T (T (x1), . . . , T (xn)) so we have
A(T (x1), . . . , T (xn)) = 0. (7.19)
8 Conclusions
We would to understand better why the method of [6] seems to be stronger. If some supple-
mentary condition is imposed, this condition should be translated in terms of chronological
products and its physical meaning should be investigated.
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