We aim at optimally combining air quality computations, from 3 the Gaussian model ADMS Urban, and ground observations at urban scale.
Introduction
Drivers, cyclists and pedestrians are mainly exposed to nitrogen dioxide and particles, 24 especially originating from traffic exhausts. The nitrogen dioxide is a strong oxidizer 25 which can lead to harmful effects on airways. The exceedance of given thresholds can 26 raise problems for asthmatics. The particles have short term and long term effects on 27 respiratory and cardiovascular systems, especially on children, asthmatics and old people.
28
In recent years, there has been a growing interest for the numerical simulation of air 29 quality at urban scale, aiming at the estimation of atmospheric pollutant concentrations 30 in all urban areas, down to street level. One motivation is to improve the evaluation of 31 exposure of the considerable urban population.
32
In order to estimate the concentrations of main urban pollutants, one can rely on both 
Emissions
Emissions include main industrial sources, road sources and a grid source for poorly-102 defined sources like heating sources and minor roads. Location and width of roads and 103 buildings heights are estimated from "Clermont Communauté" database.
104
For road sources, the emissions in g are computed as E = AF , where A is the vehicle 
132
The performance evaluation relies on the scores shown in Table 1 
168
This estimator is uniquely defined as
For data assimilation at larger scale, the state error covariances can be reasonably pa-
170
rameterized as a function of the geographical distance, e.g., with a decreasing exponential.
171
At urban scale, our state error variances do not only depend on the distance, but also on 172 the road network. 
Modeling of the Covariance Matrices
The observational error covariance matrix is taken diagonal, hence assuming no correlation between the observational errors at two different stations. The observational errors covariance matrix is therefore
where v o is the observational error variance.
174
For nitrogen dioxide, we assume that an important part of the state errors originates 175 from the traffic emissions. As a consequence, we assume high error correlations between 176 receptors on the same road or on connected roads. Also, a receptor on a road should show 177 a lower error correlation with a receptor in the background than with another (equally 178 distant) receptor on the road.
179
We introduce the distance d ij along the road between two receptors indexed by i and We define B ij , the covariance between the state errors at receptors i and j, as
where L 
196
The error covariances are constant in time. In particular, they do not depend on traffic
197
conditions. This is surely an approximation which should be addressed by uncertainty 0.7(L p + α min(P i , P j )). By definition, this distance increases for background receptors.
210
Between two receptors so that P i = P j , not necessarily on the road network, the covariance 211 highly depends on the distance along the road network. Their errors correlation is equal 212 to 1 if d ij = 0: we assume that these two receptors are subject to the same errors.
213
Note that state error covariance matrix B is a covariance matrix, hence symmetric projections on the road network. In order to carry out these computations, we represent 220 the road network as a non-oriented graph: each road portion without any crossroad is an 221 edge and each crossroad is a node. In the graph, we also add as new nodes the projections 222 of the receptors on the road network. We then add the corresponding edges, which 223 represent the road portions between all nodes (i.e., the projections and the crossroads).
224
The weight of an edge is the length of the road portion.
225
The celebrated Dijkstra's algorithm may be applied to find the shortest path between complexity of an efficient implementation of the algorithm is O(E + V log V The state error variance is determined using a χ 2 diagnosis. The diagnosis enables to check the consistency between the available innovations
and their variances
where n represents the time step. The scalar
is expected to be equal to the number F n of observations. And therefore, we should have Hereafter, we consider the value
where T is the total number of steps. This value of A should be 1.
259
The χ 2 diagnosis is carried out for several values of (v c , L d , L p , α). The Table 3 reports 
Results
The assimilation is carried out every three hours, when new simulated concentrations 265 are available.
266
The analyzed concentration at a station location is almost equal to the observation (see 267 Figure 3 ), which is partly expected because the ratio between the state error variance and 268 the observation error variance is very low.
269
Before assimilation, the model often computes too low concentrations at urban stations.
270
The assimilation of the observations efficiently corrects this problem, as depicted in Fig-271 ure 3. After assimilation, the road network remains clearly visible and the concentrations 272 are higher in the immediate vicinity of the road. At peri-urban stations, the model may 273 simulate too high concentrations, which is also corrected by data assimilation. The an-
274
alyzed values lead to a reduced background pollution in a large perimeter around the 275 peri-urban stations while the pollution over the roads in this area is almost not impacted.
276
As the data assimilation strongly corrects the concentrations in the vicinity of the is given in Table 4 . The results after assimilation are given in Table 5 ).
314 Figure 4 shows the RMSE for the months of the year, at all stations and at Jaude.
315
Note that the largest improvements are found at Jaude (see Figure 5 ), which is close to 316 the road network and in the vicinity of three other stations. The distance to the other 317 stations plays an important role, as shown in Figure 5 . The largest improvements are 318 found at stations close to the rest of the network.
319
We finally consider all discrepancies between observations and simulated concentrations. α. It is set to 1 in the rest of the study.
330
The assimilation performance significantly increases with the characteristic decorrela-331 tion length along the road network, L d . Table 7 
Conclusions
The paper demonstrates the efficiency of data assimilation at urban scale for the im- field in the variance v c or more generaly in the covariance formula is also the next step.
367
One option is to follow Riishøjgaard [1998] to model the term transverse to the road 368 network.
369
Future work on uncertainty estimation at urban scale should be a key step for better 370 uncertainty estimation, and therefore a better modeling of the error covariance matrix B.
371
There is a need for the generation of ensembles of urban simulations that would properly 372 sample the concentrations uncertainties. Classical approaches based on Monte Carlo sim-373 ulations or multimodel ensembles should be investigated at urban scale, although they 374 require so tremendous computational resources that model reduction may be needed.
375
Uncertainty estimation for the concentrations after assimilation should also be investi- show much lower eigenvalues than B. For instance, one objective would be to provide 378 some confidence interval on the population exposure.
379
Another direction is inverse modeling. One may want to correct the input emissions 380 which are known to be an important source of uncertainty. Such approach often has high 381 computational costs. It is however difficult to anticipate whether the resulting air con-382 centrations would be closer to the real concentrations than those of our current approach.
383
At the time this paper is written, the assimilation as previously detailed has been 384 applied operationally for a year on the prototype "Votre Air" (operated by Airparif; see , the other indicators are without units. All the indicators formulae are defined in Table 1 Table 4 . Model performance at 1.5 m. Contrary to Table 2 , the simulation values are computed at 1.5 m whereas the stations can be at higher altitude. The bias and the RMSE are in µg m −3 , the correlation and the normalized mean square error are indicators without units.
All the indicators formulae are defined in Table 1 The simulation values are computed at 1.5 m height whereas the stations can be at higher altitude. 
