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Abstract 
This paper propose the high precision and hardware efficient CORDIC structure for handheld scientific calculator. This structure will 
compute the standard transcendental functions. CORDIC structure does not use any calculus method such as rational or polynomial 
functions. The complete structure realization in hardware can be done based on shift and add operation. This paper propose the detailed 
analysis about number of CORDIC stages versus angle convergence. A novel technique to reduce the ROM based look up table(LUT) 
size by using fine and coarse grain methods are proposed. Proposed architecture will compute all basic elementary function like 
logarithmic, trigonometric and exponential functions.    
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Nomenclature 
n Angle to compute  
Sn Decision variable 
X   Computed Cos value 
Y  Computed Cos value 
Z             Updated Angle value    
i              number of Iteration   
n             maximum rotation 
m            selection variable        
1. Introduction 
Electronic calculators have been around now for nearly 50 years. Early forms of electronic calculators were bulky, 
cumbersome and took quite a bit of knowledge to use. But in the mid 1960's Dr. Wang of Wang Laboratories [13] made 
many improvements to the electronic calculator, eventually leading to the machine we know so well today. Other 
manufacturers like Hewlett-Packard were also busy with early calculator designs. HP released the world's first "pocket" 
calculator in the late 1960's. The greatest improvement to any of these designs however was the use of microelectronics. 
Without the silicon chip Hewlett-Packard could have never invented the "pocket" calculator [14]. And the greatest 
microelectronic device ever created was actually intended to be a calculator chip. Intel 4000, the world's first 
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microprocessor, although it was never used by its original contractor in a calculator, the i4000 became the example for 
which all microprocessors were eventually designed. Instead, the calculator world went in a totally different direction-dense 
hardware. Calculator "chips" are not microprocessors. Instead, they are complicated large-scale integration devices which 
act "kinda-like" a microprocessor but actually do their work in dense hardware. This left the microprocessor available for 
use in other devices, and eventually in small mini computers. In the meantime, the calculator chip evolved into a compact, 
high transistor count specialized device, simplified down to the basics and manufactured on the cheap. Unlike the days back 
in the 1970's when pocket calculators contained a "normal" packaged chip (typically 24 or 28 pin DIP package) mounted 
thru-hole on a regular PC board, nowadays calculator chips are so common and so cheap they are made in the form of "die 
cut" chips, epoxy "blobbed" onto a PC board and wired directly to the copper traces. In many cases the chip is bonded 
directly to the display substrate forming one complete integrated chip/display package [16]. This method of manufacturing 
is very inexpensive, but it makes it so that a regular DIP package chip is no longer needed and therefore, no longer 
available.  
  In the calculator, computation of elementary and transcendental mathematical functions such as sine, cosine, 
logarithms and others is a required function in modern computing systems. These functions may be evaluated for any point 
in their domain by any of several methods. Best known among these methods are the Taylor series expansion, the 
Chebyshev series expansion, the CORDIC method and derivatives, Briggs's method for logarithms, Newton's method and 
polynomial approximation. These methods vary principally in the primitive operations they require, such as addition, 
multiplication and factorial evaluation, and the number of iterations they require to produce a result of given accuracy. 
Among these methods most popular in integrated circuit implementations for calculators and microprocessors is the 
CORDIC method. The popularity of this method stems from its need to use only the relatively simple primitive operations 
of addition and shift operations, and the wide range of trigonometric and exponential functions which may be evaluated 
with the method.  
2. Conventional CORDIC Algorithm 
The CORDIC (COrdinate Rotation DIgital Computer)  is an iterative algorithm that uses only shift-and-add operations. It 
can perform the rotation of a two-dimensional (2-D) vector in linear, circular, and hyperbolic coordinates. CORDIC has a 
wide range of applications in signal processing and matrix operations, such as in various popular transforms. Over the past 
decade or more, extensive research has been devoted to the development of modern signal processing algorithms and 
methods which have widespread potential provided these can be implemented in real-time using cost effective hardware 
solutions. The real-time, computational complexity of such algorithms tends to be high, usually significantly greater than 
more conventional [e.g., fast Fourier transform (FFT), finite-impulse response (FIR) filter based techniques, in many cases 
reaching the limits of what is achievable with current technology. As a consequence, considerable research has also been 
undertaken into parallel architectures and systematic methodologies for mapping matrix algorithms onto such architectures 
[17]. 
  The digital signal processing landscape has long been dominated by the microprocessors with enhancements such 
as single cycle multiply-accumulate instructions and special addressing modes. While these processors are low cost and 
offer extreme flexibility, they are often not fast enough for truly demanding DSP tasks. The advent of reconfigurable logic 
computers permits the higher speeds of dedicated hardware solutions at costs that are competitive with the traditional 
software approach. Unfortunately, algorithms optimized for these microprocessors based systems do not map well into 
hardware. While hardware efficient solutions often exist, the dominance of the software systems has kept these solutions out 
of the spotlight. Among these hardware-efficient algorithms is a class of iterative solutions for trigonometric and other 
transcendental functions that use only shifts and adds to perform[8]. The trigonometric functions are based on vector 
rotations, while other functions such as square root are implemented using an incremental expression of the desired 
function. The trigonometric algorithm is called CORDIC. The incremental functions are performed with a very simple 
extension to the hardware architecture and while not CORDIC in the strict sense, are often included because of the close 
similarity. The CORDIC algorithms generally produce one additional bit of accuracy for each iteration. 
The trigonometric CORDIC algorithms were originally developed as a digital solution for real time navigation 
problems. The original work is credited to Jack Volder. The CORDIC algorithm has found its way into diverse applications 
including the 8087 math coprocessor, the HP-35 calculator, radar signal processors and robotics. CORDIC rotation has also 
been proposed for computing Discrete Fourier, Discrete Cosine, Singular Value Decomposition, and solving linear systems. 
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2.1 Architecture: 
Transcendental functions are an essential requisite in a wide range of engineering application, such as image processing, 
manipulator kinematics, Digital Signal Processing (DSP), optimization processes, among others, in which a large number of 
trigonometric and/or exponential operations must be computed in an efficient manner using hardware/scientific calculator. 
The basic concept of the CORDIC computation is to decompose the desired rotation angle into the weighted sum 
of a set of predefined elementary rotation angles such that the rotation through each of them can be accomplished with 
simple shift-and-add operations. All of the trigonometric functions can be computed or derived from functions using vector 
rotations. Vector rotation can also be used for polar to rectangular and rectangular to polar conversions, vector magnitude 
and as a building block in certain transforms such as DFT and DCT[1][2]. The CORDIC algorithm can perform the basic 
arithmetic operations (multiply, divide) as well as the evaluation of the basic trigonometric and hyperbolic functions by 
iterating a set of coupled equations that involve only additions, subtractions, and bit shifts[18]. 
 
 
2 = Cos ( 1 1  1 (1) 
   (2) 
 (3) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                
                                                          Fig 1: Rotation of a Vector    
 
The  angle rotation can be executed in several steps, using an iterative process. Each step completes a small part of the 
rotation. Many steps will compose one planar rotation. A single step is defined by the following equation :      
 
                    Xn+1                       n   - n            xn     
        
                    Yn+1                       n    n           yn                                                                                                 (4)        
 
 
Above equation can be modified by eliminating the cos n  factor, and the algorithm has been reduced to a few simple shifts 
and additions. The coefficient can be eliminated by pre-computing the final result. Converting cosine value into constant 
value with respect to . So making K in terms of Constant     
 
                                                   K= n  = Cos( tan-1(2-n )) =0.607253 = 1/p.                                                                       (5)     
                                                                                                                                                               
K is constant for all initial vectors and for all values of the rotation angle, it is normally referred to as the congregate 
constant. The derivative P (approx. 1.64676) is defined here. The coefficient K is pre-computed and taken into account at a 
later stage for radix 2. m is introducing with three mode of operations 
are circular, linear and Hyperbolic operations. 
2 
1 
 
(x', y') 
Y 
X 
(x, y) 
= 
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                                                                 Xn+1 = xn   m.yn Sn 2 (m,n)                                                                                                                                      (6) 
                                                                 Yn+1 = yn + xn Sn 2 (m,n)                                                                                            (7) 
 
X  and Y  value are the final result computed after n iterations, shown in figure 1,rotation of the vector.  
he p   
 
                                                                 Zn+1 = Zn  Sn tan-1(2-n )                                                                                            (8) 
 
For every step of the rotation Sn is computed as a sign of Zn. 
 
                -1  if Zn < 0             
                     
                +1 if Zn > 0 
 
Or in a program-like style: 
 for i = 0 to n-1 
  if (z(i) >= 0) then 
   z(i + 1) := z(i)  atan(2-i); 
  else 
   z(i + 1) := z(i) + atan(2-i); 
  end if; 
 end for; 
 
From the above algorithm and the equations making CORDIC to compute all transcendental functions with better accuracy. 
For the different mode of operation, the selection, input and output are  shown in table 1. 
 
Table 1: Functions calculated by the CORDIC algorithm 
 S.No         m Mode  Initialization Output 
 1               1 Rotation x0=k 
y0=0 
z0=  
xn=cos  
yn=sin  
zn=0 
 2               1 Vectoring x0=x 
y0=y 
z0=  
xn= 2+y2 
yn=0 
zn= +atan(y/x) 
 3               0 Rotation x0=x 
y0=y 
z0=z 
xn=x 
yn=y+x.z 
zn=0 
 4               0 Vectoring x0=x 
y0=y 
z0=z 
xn=x 
yn=0 
zn= z+y/x 
 5               -1 Rotation x0=k-1 
y0=0 
z0=  
xn=cosh  
yn=sinh  
zn=0 
 6               -1 Vectoring x0=x 
y0=y 
z0=  
xn= K-1 2-y2 
yn=0 
zn= +atanh(y/x) 
 
From the table 1 we can compute all kind of transcendental functions also we can drive tangent value from sine and cosine 
value. The atan(2-n) is pre-calculated and stored in a table. Factor will not remain constant or predictable. For its 
compensation one may require complicated hardware structures (as shown in Figure 2.) or comparable post-processing 
cycles. 
Sn =
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2.2 Operation modes: 
CORDIC can operate in two different modes: (i) rotation and (ii) vectoring where, the z or y variable respectively, is forced 
to zero through a series of iterations. 
In rotation mode, the angle accumulator is initialized with the desired rotation angle. The rotation decision at each iteration 
is made to diminish the magnitude of residual angle in the angle accumulator. The decision at each iteration is based on the 
sign of the residual angle after each step. 
              Xi              Yi          Zi 
 
 
        
                                                                                                                    Sn 
 
 
                              Xi+1              Yi+1               Zi+1 
Fig 2: Block diagram of elementary CORDIC rotor stage of Conventional algorithm 
 
This algorithm is commonly referred to as driving Z to zero. At that instant, X and Y value are cosine and sine value.   
The CORDIC core computes sine and cosine values: 
 
                                       n cos(Zn)  yn sin(Zn)),P(yn cos(Zn)+xn sin(Zn)),0]                                              (9) 
 
There is a special case for driving Z to zero (Polar to Rectangular conversion). 
                 In the vectoring mode, the CORDIC rotator rotates the input vector through whatever angle is necessary to 
align the result vector with the x-axis. The result of the vectoring operation is a rotation angle and the scaled magnitude of 
the original vector. The vectoring function wo
rmine the rotation direction. If the angle accumulator is 
initialized with zero, it will contain the traversed angle at the end of iterations. This algorithm is commonly referred to as 
driving Y to zero (Rectangular to Polar conversion). The CORDIC core then computes magnitude and phase: 
 
                                      (xn2+yn2), 0, Zn + tan-1(Yn/Xn)]                                                                             (10) 
 
Each of these modes can be utilized in circular, linear and hyperbolic coordinate systems to compute various functions. The 
classical CORDIC approach suffers from five principal drawbacks: 1) The requirement of a scale factor compensation, 
2)The magnitude restriction of the input variables, 3) Low speed of execution. 4) Quantization effect of CORDIC - Angle 
Quantization [8] and 5) Standard representation of Input angle and output values in terms of IEEE Standards. Whereas the 
first drawback requires additional multiplication operations [2], the second drawback incurs a significant impact on the 
accuracy of the computed function since it depends on how closely the variables y (in vectoring mode) or z (in rotation 
mode) can be driven to zero. They can be driven close to zero if the initial inputs lie within a certain range called the 'range 
of convergence'(+/- 99.88). The third drawback comes from the iterative nature of the CORDIC algorithm. Fourth drawback 
based on the Angle approximation based on iterative nature, and the final drawback based on the input representation.  
> > i 
± ± 
> > i 
± 
Const (i) 
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2.3 Contribution of work: 
The principal aim of this work is to develop a CORDIC processor that is 1) power efficient, 2) free from the scale factor 
compensation problem, 3) convergence range over the entire coordinate space. 4) free from look up table (ROM)."More 
specifically, we concentrate on the rotation and vectoring mode of operation (i.e., Z to 0 or y to 0 respectively) in the 
Cartesian coordinate system." 
3. Convergence & Accuracy Trade-Off 
The performance and time efficiency of the CORDIC methods can be investigated and evaluated by two methods based on 
the conventional CORDIC and Matlab simulation. First, determination of absolute error constraint method, thereby, the 
absolute error is given as a different expected error of a CORDIC computational result and a Matlab simulation result.  
Analysis of angle 0 to 90 degree with the step angle of 5 degree (as shown in Figure 3.) and the minimum error at iteration 
16: 0.0000531. (as shown in Table  2.)                            
 
                                         Table 2: Iteration Calculation Based On Angle Precision 
S.No Iteration Number Angle convergence error to 0 ( radians) 
1 10 0.004 
2 11 0.0017 
3 12 0.00075 
4 13 0.00029 
5 14 0.000107 
6 15 0.000114 
7 16 0.0000531 
8 17 0.00003 
9 18 0.000015 
10 19 0.0000074 
11 25 0.0000001 
12 35 0.0000000001 
13 40 0.0000000000035 
  
From the plot and table we can conclude that 16 iteration is enough to calculate the cosine and sine value for all the 
angles. As per the Conventional algorithm, when no of iteration increases, accuracy of the result will be increased, but in the 
angle sensors, maximum no of decimal point precision is 2. So we can look for 2 point decimal precision. For 2 point 
decimal precision, 16 iteration is more than enough to compute the trigonometric values with perfect accuracy. 
 
 
Fig 3: Angle convergence based on iterations 
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4. Hybrid CORDIC Architecture:  
 
4.1. Fine and Coarse Grain Method to Drop ROM-LUT: 
In general, the initial iterations we will consider as atan(2-i) from the look up table. After initial Iterations 'k', from 'k+1' 
iterations, instead of taking angle from look up table, we can take 2-i as a angle, this is shifted version of iteration number.  
So that we can minimize the no of look up locations, so that we can reduce memory size. The reduced in memory size look 
up table will be efficient for calculator, to do basic computation of all elementary functions. For the k value and the angle 
error can be computed and the selecting the k value based on the error rate. For the comparison, the data to conclude the 
error rate from the table. When angle goes more than 5 iterations the shifted version of iteration number (2-i) is almost equal 
to the angle in radians from the look up table, instead of taking angle from look up we can take angle from the shifted 
iteration number.  
         For a example at iteration no 9, the angle from look up table (degree) 0.1119056770662746 for the equivalent angle in 
radian is 0.001953123 the shifter version of (2-9) is 0.001953125. From that example we can conclude that the shifted 
version and the angle from look up will be the same after certain iteration. Analysis of the iteration can be done by the 
calculating the error rate between normal computation and the fine grain computation. In the normal computation the angle 
value and the fine grain value should be the same so that the angle error will be minimized. If the angle error will be more, 
the computed result will lead to miss match with normal computation. So that the angle error should be very less to get high 
accuracy result. After 5 iteration the error rate was minimized to 1.4635x10-5(as shown in Table 3.). From the angle 
computation, the accuracy after 16 iteration was 4 decimal points, so that after 5 iteration, we can take value from shifted 
instead of LUT. The error calculation table was given below.  
 
Table 3: Iteration Calculation Based On Angle Error rate on Fine grain. 
          S.No Table with 'n-K' look Up Angle Error rate 
1 3 9x10-3 
2 4 2.0019x10-5 
3 5 1.4635x10-5 
4 6 2.5619x10-5 
5 7 1.6079x10-6 
6 8 1.4808x10-6 
7 9 1.4967x10-6 
8 10 1.4985x10-6 
9 11 1.4985x10-6 
10 12 1.4985x10-6 
11 13 1.4985x10-6 
12 14 1.4985x10-6 
 
4.2 Time complexity in hybrid CORDIC architecture: 
Memory access time need two cycles for search the data, tag check and the data read for the ROM. If we are taking angle 
from shifted version from the iteration number, one clock is enough to shift the result, every stage has shifter to shift [19]. 
So no need of any extra computation and as well we can save memory size for handheld scientific calculator and the 
memory size comparison for the proposed architecture, total number of memory size in the conventional algorithm requires 
576 bit for 16 iteration, but in proposed architecture we need only 180 bit of memory size, we can reduce memory size by 
more than thrice of the original size, this will be more applicable when we go for high precision. Memory calculation based 
on 2 bit tag size and 32 bit single precision floating point number for angle representation. 
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5. Synthesize results: 
The performance analysis of the radix-2 CORDIC implementation has been done with RC Compiler-Cadence 6.1 ASIC 
design tool.  The results are compared with different libraries. For 180nm technology slow_normal.lib library is used. For 
90nm technology tcbn90gbwp7tlvttc0d88_ccs.lib is used. For 45nm technology tcbn45gsbwpbc088_ccs.lib is used. While 
technology shrinking worst path delay, area and net power goes down. Table 4 shows the synthesize results for a single 
stage radix-2 CORDIC architecture in circular rotational mode. Table 5 shows the synthesize results for a 16-stage radix-2 
CORDIC architecture in circular rotational mode. When the design was synthesized, it was found that the maximum clock 
frequency was 37.7 MHz for 45nm technology. This is reasonable with the complexity required to implement floating point 
adders. 
 
Table 4: Synthesize results for single stage radix-2 CORDIC architecture in circular rotational mode. 
S.No Parameter 180nm 90nm 45nm 
1 Worst path (ps) 11077.8 6849.2 1943.2 
2 Area ( 2) 15246.6 11424.37 77941.44 
3 Net power (nw) 192289.78 143933.17 4099.54 
 
Table 5: Synthesize results for 16-stage radix-2 CORDIC architecture in circular rotational mode. 
S.No Parameter 180nm 90nm 45nm 
1 Worst path (ps) 154587.30 96451.4 26505.40 
2 Area ( 2) 227126.00 170315.14 60832.77 
3 Net power (nw) 1227735.77 920339.50 497213.7 
 
 
6. Conclusion 
Design and analysis of the high precision high speed handheld scientific Calculator is presented in this paper. The 
computational precision of the proposed processor is similar to that of the conventional CORDIC processor. The hardware 
complexity of the proposed processor is lesser than the conventional CORDIC processor. However, this work reveals that 
the hardware cost of the proposed processor can be reduced significantly. The proposed processor consumes less power 
compared to the classical CORDIC since the number of actually required arithmetic operations is significantly reduced, so 
that calculator computation and the precision were improved. 
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