Abstract. A version of the Dynamical Systems Method for solving ill-posed nonlinear monotone operator equations is studied in this paper. A discrepancy principle is proposed and justified. A numerical experiment was carried out with the new stopping rule. Numerical experiments show that the proposed stopping rule is efficient.
Introduction
In this paper we study a version of the Dynamical Systems Method (DSM) for solving the equation
where F is a nonlinear, Fréchet differentiable, monotone operator in a real Hilbert space H , and equation (1) is assumed solvable, possibly nonuniquely. Monotonicity means that
It is known (see, e.g., [7] ), that the set N := {u : F(u) = f } is closed and convex if F is monotone and continuous. A closed and convex set in a Hilbert space has a unique minimal-norm element. This element in N we denote by y , F(y) = f , and call it the minimal-norm solution to equation (1) . We assume that
where u 0 ∈ H is an element of H , R > 0 is arbitrary, and f = F(y) is not known but f δ , the noisy data, are known, and f δ − f δ . If F (u) is not boundedly invertible then solving equation (1) for u given noisy data f δ is often (but not always) an ill-posed problem. When F is a linear bounded operator many methods for stable solution of (1) were proposed (see [5] - [7] and references therein). However, when F is nonlinear then the theory is less complete. 
Various choices of Φ were proposed in [7] for (4) to hold. Each such choice yields a version of the DSM. The DSM for solving equation (1) was extensively studied in [7] - [15] . In [7] , the following version of the DSM was investigated for monotone operators F :
The convergence of this method was justified with some a apriori choice of stopping rule. A DSM gradient method was formulated and justified in [4] .
In this paper we consider a version of the DSM for solving equation (1):
where F is a monotone operator. The advantage of this version compared with (5) is the absence of the inverse operator in the algorithm, which makes the algorithm (6) less expensive than (5) . On the other hand, algorithm (5) converges faster than (6) in many cases. The algorithm (6) is cheaper than the DSM gradient algorithm proposed in [4] .
The convergence of the method (6) for any initial value u 0 is proved for a stopping rule based on a discrepancy principle. This a posteriori choice of stopping time t δ is justified provided that a(t) is suitably chosen.
The advantage of method (6), a modified version of the simple iteration method, over the Gauss-Newton method and the version (5) of the DSM is the following: neither inversion of matrices nor evaluation of F is needed in a discretized version of (6) . Although the convergence rate of the DSM (6) maybe slower than that of the DSM (5), the DSM (6) might be faster than the DSM (5) for large-scale systems due to its lower computation cost.
In this paper we investigate a stopping rule based on a discrepancy principle (DP) for the DSM (6) . The main results of this paper are Theorem 17 and Theorem 19 in which a DP is formulated, the existence of a stopping time t δ is proved, and the convergence of the DSM with the proposed DP is justified under some natural assumptions.
Auxiliary results
The inner product in H is denoted u, v . Let us consider the following equation
where a = const . It is known (see, e.g., [7] , [16] ) that equation (7) with monotone continuous operator F has a unique solution for any f δ ∈ H . 
Proof. Rewrite (7) as
Multiply this equation by
Therefore,
This and the continuity of F imply (8) .
Let a = a(t) be a strictly monotonically decaying continuous positive function on [0, ∞) , 0 < a(t) 0 , and assume a ∈ C 1 [0, ∞) . These assumptions hold throughout the paper and often are not repeated. Then the solution V δ of (7) is a function of t , V δ = V δ (t) . From the triangle inequality one gets:
From Lemma 2 it follows that for large a(0) one has:
.
, where > 0 is sufficiently small and a(0) > 0 is sufficiently large.
Below the words decreasing and increasing mean strictly decreasing and strictly increasing.
0 , and F be monotone.
where V δ (t) solves (7) with a = a(t) . Then φ(t) is decreasing, and ψ(t) is increasing.
Proof.
Thus,
This implies V δ (t 1 ) = V δ (t 2 ) , and then equation (7) implies a(t 1 ) = a(t 2 ) . Hence, t 1 = t 2 , because a(t) is strictly decreasing. Therefore φ(t) is decreasing and ψ(t) is increasing. 
Proof. The uniqueness of t 1 follows from Lemma 3 because F(V δ (t)) − f δ = φ(t) , and φ is decreasing. We have F(y) = f , and
Here the inequality V δ − y, F(V δ ) − F(y) 0 was used. Therefore
On the other hand, we have
where the inequality
This implies
From (11) and (12), and an elementary inequality ab
, ∀ > 0 , one gets:
where > 0 is fixed, independent of t , and can be chosen arbitrary small. Let t → ∞ and a = a(t) 0 . Then (13) implies
This, the continuity of F , the continuity of V δ (t) on [0, ∞) , and the assumption 
REMARK 6. From Lemma 2 and Lemma 3 one concludes that
Let y be the minimal-norm solution to equation (1) . We claim that
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Multiply this equality with (V δ − V) and use the monotonicity of F to get
This implies (14) . Similarly, multiplying the equation
by V − y one derives the inequality:
Similar arguments one can find in [7] . From (14) and (15), one gets the following estimate:
2 ds where b ∈ (0, 
Proof. We have
Multiplying this inequality by e −C3 and using (18), one obtains (17). Lemma 8 is proved.
Proof. From Lemma 8, one has
This implies
(21) Multiplying (20) by V δ (t) , using inequality (21) and the fact that V δ (t) is increasing, one gets, for all t 0 , the following inequalities:
This implies inequality (19). Lemma 9 is proved. Let us recall the following lemma, which is basic in our proofs.
and g(t) 0 satisfies the inequalitẏ
then g(t) exists on [t 0 , ∞) and
If inequalities (22)-(24) hold on an interval [t 0 , T) , then g(t) exists on this interval and inequality (26) holds on [t 0 , T) .
LEMMA 11. Suppose M 1 and c 1 are positive constants and 0 = y ∈ H . Then there exist a number λ > 0 and a function a(
and the following conditions hold
Proof. Take
Note that |ȧ| = −ȧ . We have
Hence,
Thus, inequality (28) is satisfied. Take
then (27) is satisfied. For any given g(0) , choose a(0) sufficiently large so that
Therefore, inequality (30) is satisfied.
Choose κ 1 such that
Note that (28) holds for a(t) = ν(t), λ = λ κ since (32) holds as well under this transformation, i.e., ν(t)
Using the inequalities (34) and c 1 and the definition (35), one obtains
Thus, one can replace the function a(t) by ν(t) = κ a(t) and λ by λ κ = κλ in the inequalities (27)-(30).
LEMMA 12. Suppose M 1 , c 1 andα are positive constants and 0 = y ∈ H . Then there exist a number λ > 0 and a sequence 0 < (a n )
0 such that the following conditions hold a n a n+1 2,
Proof. Let us show that if a 0 > 0 is sufficiently large, then the following sequence
Condition (37) is satisfied by the sequence (41). Inequality (39) is satisfied since (42) holds. Choose a(0) so that
then (38) is satisfied. Assume that (a n ) ∞ n=0 and λ satisfy (37), (38) and (39). Choose κ 1 such that
It follows from (44) that
For all n 0 one has
(47) Since a n is decreasing, one has a n − a n+1 a 2 n a n+1
Using inequalities (47) and (45), one gets
Similarly, using inequalities (48) and (45), one gets
Inequalities (49) and (50) imply
Thus, inequality (40) holds for a n replaced by b n = κ a n and λ replaced by λ κ = κλ , where κ satisfies (44). Inequalities (37)-(39) hold as well under this transformation. Thus, the choices a n = b n and λ := κ 
where we have assumed without loss of generality that 0 < f δ − f < f . With this choice of a 0 and λ , the ratio a0 λ is bounded uniformly with respect to δ ∈ (0, 1) and does not depend on R . The dependence of a 0 on δ is seen from (43) since f δ depends on δ . In practice one has f δ − f < f . Consequently,
Thus, we can practically choose a(0) independent of δ from the following inequality
Indeed, with the above choice one has
c , where c > 0 is a constant independent of δ , and one can assume that λ 1 without loss of generality.
This Remark is used in the proof of the main result in Section 3. Specifically, it is used to prove that an iterative process (88) generates a sequence which stays in the ball B(u 0 , R) for all n n 0 + 1 , where the number n 0 is defined by formula (99) (see below), and R > 0 is sufficiently large. An upper bound on R is given in the proof of Theorem 19, below formula (112).
REMARK 16. One can choose u 0 ∈ H such that
Indeed, if, for example, u 0 = 0 , then by Remark 6 one gets
If (38) and (51) hold then g 0 a0 λ .
Main results

Dynamical systems method
Assume:
Let u δ (t) solve the following Cauchy problem: 
where C 1 > 1 and 0 < ζ 1 are constants. If ζ ∈ (0, 1) and t δ satisfies (54), then
REMARK 18. One can easily choose u 0 satisfying inequality (83). Note that inequality (83) is a sufficient condition for (86) to hold. In our proof inequality (86) is used at t = t δ . The stopping time t δ is often sufficiently large for the quantity e −ϕ(t δ ) h 0 to be small. In this case inequality (86) with t = t δ is satisfied for a wide range of u 0 .
Proof. [Proof of Theorem 17] Denote
Multiplying (57) by w and using (2) one gets
Let t 0 > 0 be such that δ
This t 0 exists and is unique since a(t) > 0 monotonically decays to 0 as t → ∞ . By Lemma 4, there exists t 1 such that
We claim that t 1 ∈ [0, t 0 ] . Indeed, from (7) and (16) one gets
Since a(t) 0 , the above inequality implies t 1 t 0 . Differentiating both sides of (7) with respect to t , one obtains
This implies
(61) Since g 0 , inequalities (58) and (61) implẏ
Inequality (62) is of the type (25) with
Let us check assumptions (22)-(24).
Take
By Lemma 11 there exist λ and a(t) such that conditions (22)-(24) hold. Thus, Lemma 10 yields
It follows from Lemma 3 that F(V δ (t)) − f δ is decreasing. Since t 1 t 0 , one gets
This, inequality (64), the inequality M1 λ y (see (33)), the relation (59), and the definition C 1 = 2C − 1 (see (56)) imply
for any given ζ ∈ (0, 1] , and any fixed C 1 > 1 .
Let us prove (55). If this is done, then Theorem 17 is proved.
First, we prove that lim δ →0 δ a(t δ ) = 0. From (64) with t = t δ , and from (16), one gets
Thus, for sufficiently small δ , one gets
Secondly, we prove that lim
Using (53), one obtains:
where A a := F (u δ ) + a . This and (7) imply:
Multiplying (70) by v and using monotonicity of F , one obtains
Again, we have used the inequality F (u δ )v, v 0 which follows from the monotonicity of F . Thus,ḣ
and
Inequalities (73) and (74) imply:
Inequalities (72) and (75) implẏ
Since a − |ȧ| a a 2 by the last inequality in (52), it follows from inequality (76) thaṫ
Inequality (77) implies:
From (78) and (75), one gets
From Lemma 9 it follows that there exists an a(t) such that
For example, one can choose
where d, c > 0 . Moreover, one can always choose u 0 such that
because the equation
If ( 
where we have used the inequality V δ (t) V δ (t ) for t t , established in Lemma 3. From (67) and (80)- (86), one gets
Thus, lim
Since V δ (t) is increasing, this implies lim δ →0 a(t δ ) = 0 . Since 0 < a(t) 0 , it follows that (69) holds.
From the triangle inequality, inequalities (63) and (14), one obtains
From (68), (69), inequality (87) and Lemma 1, one obtains (55). Theorem 17 is proved.
An iterative scheme
Let V n,δ solve the equation:
Denote V n := V n,δ . Consider the following iterative scheme:
where u 0 is chosen so that inequality (51) holds, and {α n } ∞ n=1 is a positive sequence such that 0 <α α n 2 a n + (M 1 + a n )
,
It follows from this condition that
Here, J n is an operator in H such that J n 0 and J n M 1 , ∀u ∈ B(u 0 , R) . A specific choice of J n is made in formula (96) below.
Let a n and λ satisfy conditions (37)-(40). Assume that equation F(u) = f has a solution y ∈ B(u 0 , R) , possibly nonunique, and y is the minimal-norm solution to this equation. Let f be unknown but f δ be given, and f δ − f δ . We prove the following result:
, and d is sufficiently large so that conditions (37)- (40) hold. Let u n be defined by (88). Assume that u 0 is chosen so that (51) holds. Then there exists a unique n δ such that
where 
whereũ is a solution to the equation
where ζ ∈ (0, 1) , then lim
Proof. Denote
One has
Since F (u) 0, ∀u ∈ H and F (u) M 1 , ∀u ∈ B(u 0 , R) , it follows that J n 0 and J n M 1 . From (88) and (96) one obtains
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Since 0 < a n 0 , for any fixed δ > 0 there exists n 0 such that
By (37), one has an an+1 2, ∀ n 0 . This and (99) imply
Thus, 2
The number n 0 , satisfying (101), exists and is unique since a n > 0 monotonically decays to 0 as n → ∞ . By Remark 5, there exists a number n 1 such that
where V n solves the equation
Thus, by (100), δ a n1
Here the last inequality is a consequence of (100). Since a n decreases monotonically, inequality (105) implies n 1 n 0 . One has
By ( 
and, by (106),
Inequalities (98) and (108) imply g n+1 (1 − α n a n )g n + a n − a n+1 a n+1 c 1 ,
where the constant c 1 is defined in (62). By Lemma 4 and Remark 14, the sequence (a n ) ∞ n=1 , satisfies conditions (37)-(40), provided that a 0 is sufficiently large and λ > 0 is chosen so that (42) holds. Let us show by induction that g n < a n λ , 0 n n 0 + 1.
Inequality (110) holds for n = 0 by Remark 16. Suppose (110) holds for some n 0 .
From (109), (110) and (40), one gets
Thus, by induction, inequality (110) holds for all n in the region 0 n n 0 + 1 . From (16) one has V n y + δ an . This and the triangle inequality imply
Inequalities (107), (110), and (112) guarantee that the sequence u n , generated by the iterative process (88), remains in the ball B(u 0 , R) for all n n 0 + 1 , where R a0 λ + u 0 + y + δ an . This inequality and the estimate (101) imply that the sequence u n , n n 0 + 1, stays in the ball B(u 0 , R) , where
By Remark 15, one can choose a 0 and λ so that a0 λ is uniformly bounded as δ → 0 even if M 1 (R) → ∞ as R → ∞ at an arbitrary fast rate. Thus, the sequence u n stays in the ball B(u 0 , R) for n n 0 + 1 when δ → 0 . An upper bound on R is given above. It does not depend on δ as δ → 0 .
One has:
where (110) was used and M 1 is the constant from (3). Since F(V n ) − f δ is decreasing, by Lemma 3, and n 1 n 0 , one gets
From (39), (114), (115), the relation (99), and the definition C 1 = 2C − 1 (see (95)), one concludes that
Thus, if
then one concludes from (116) that there exists n δ , 0 < n δ n 0 + 1, such that
Let us prove (92).
If n > 0 is fixed, then u δ,n is a continuous function of f δ . Denotẽ
where lim j→∞ n m j = N.
From (118) and the continuity of F , one obtains:
Thus,ũ is a solution to the equation F(u) = f , and (92) is proved. Let us prove (94) assuming that (93) holds. From (91) and (114) with n = n δ − 1 , and from (117), one gets
If δ > 0 is sufficiently small, then the above equation implies
whereC < C 1 is a constant. Therefore, by (37), 
We stop iterations at n := n δ such that the following inequality holds
(125) Integrals of the form 1 0 e −|x−y| h(y)dy in (122) and (123) are computed by using the trapezoidal rule. The noisy function used in the test is
The noise level δ and the relative noise level are determined by
In the test, κ is computed in such a way that the relative noise level δ rel equals to some desired value, i.e.,
We have used the relative noise level as an input parameter in the test. The version of DSM, developed in this paper and denoted by DSMS, is compared with the version of DSM in [3] , denoted by DSMN. Indeed, the DSMN is the following iterative scheme
where a n = a0 1+n . This iterative scheme is used with a stopping time n δ defined by (91). The existence of this stopping time and the convergence of the method is proved in [3] .
As we have proved, the DSMS converges when a n = a0
, and a 0 is sufficiently large. However, in practice, if we choose a 0 too large then the method will use too many iterations before reaching the stopping time n δ in (125). This means that the computation time is large. Since
Thus, we choose
The parameter a 0 used in the DSMN is also chosen by this formula. In all figures, the x -axis represents the variable x . In all figures, by DSMS we denote the numerical solutions obtained by the DSMS, by DSMN we denote solutions by the DSMN and by exact we denote the exact solution.
In experiments, we found that the DSMS works well with a 0 = C 0 δ ζ , C 0 ∈ [0.5, 2] . Indeed, in the test the DSMS is implemented with a n := C 0 δ 0.99 (n+1) 0.5 , C 0 = 1 while the DSMN is implemented with a n := C 0 δ 0.99 (n+1) , C 0 = 1 . For C 0 > 3 the convergence rate of DSMS is much slower while the DSMN still works well if C 0 ∈ [1, 4] . In all experiments, the noise function f noise is a vector with random entries normally distributed of mean 0 and variant 1. In our experiments, the DSMS requires about the same or less time of computation than the DSMN. For larger number of node points, we found out that the DSMS runs faster than the DSMN. Moreover, the DSMS yields numerical results with the same accuracy as the DSMN does.
All the computations were carried out using MATLAB in double-precision arithmetic on a PC computer with an Intel Centrino Duo CPU of 1.62 GHz and 3 GB RAM.
Concluding remarks
Numerical experiments agree with the theory that the convergence rate of the DSMS is slower than that of the DSMN. It is because the rate of decay of the sequence { . However, since the cost for one iteration of the DSMS is O(N 2 ) , which is much smaller than that of DSMN (the cost of one iteration of the DSMN is O(N 3 ) ), the DSMS required less time to yield a numerical result than the DSMN. Here N is the number of the nodal points. Thus, for large scale problems, the DSMS is an alternative to the DSMN. Also, as is shown in Figure 2 , the DSMS may yield more accurate solutions.
Experiments show that the DSMN still works with a n = a0 (1+n) b for 1 2 b 1 . So, in practice one may use faster decaying sequence a n to reduce the time of computation.
From the numerical results we conclude that the proposed DSM with the discrepancy type stopping rule could be a good alternative for the DSMN for large scale problems.
