ABSTRACT Vision-based quadrotor will be a good carrier for big data. This paper investigates the quadrotor tracking control by designing an adaptive sliding mode controller based on the backstepping technique with the advantages of simplicity in design and ease of application. A sliding mode controller is first developed to ensure fast convergence speed with the desired reference, and then the backstepping technique is used until the desired reference trajectory is achieved and finally the appropriate control laws are obtained. In order to achieve the precise and fast localization of a quadrotor, a popular visual odometry algorithm is applied to gathering good position information required in motion estimation. We employ Kalman filter for sensor data fusion and state estimation. Gazebo is applied by creating a 3D dynamic environment to recreate the complex environment potentially encountered in the real world.
I. INTRODUCTION
Quadrotors are a good carrier of machine intelligence, which is increasingly entering the role that has always been dominated by human intelligence [1] . Data enabling technologies play an important role in modern scientific discovery and technological advancement [2] . A quadrotor with several sensors may produce a lot of data, so it is also a good carrier for big data [3] . Quadrotors have recently received a growing interest due to their immense applications such as surveillance, the pipeline inspection, traffic and fire monitoring, search and rescue missions [4] - [7] . A quadrotor is usually equipped with fewer rotors than degrees-of-freedom, i.e., the so-called under-actuated property, where only the translational motion can be controlled with a thrust produced along a single body-fixed axis [8] . Due to the under-actuated property, the position stabilization and tracking control of the under-actuated quadrotor are more challenging.
In fact, the tracking control issue has been the focus of a vast amount of literature over the past years, along with a myriad of successful controllers [8] - [14] . In [12] and [13] for instance, different control schemes are developed based on disturbance estimations, which can make the tracking performance of the considered systems better. For recent work, an adaptive approximation-based regulation control method is proposed in [14] . As is known to all, the backstepping technique is an efficient nonlinear feedback control strategy for solving the robust control problem of quadrotor, along with the non-matching uncertainties existing in the quadrotor dynamics models [15] , [16] . Combining with the sliding mode control method and the backstepping technique [17] , the design of control laws can be simplified, which can also increase the robustness of the quadrotor. Hence, in this paper, we investigate the tracking control of under-actuated quadrotor by designing the adaptive sliding mode controller based on the backstepping technique in the presence of external disturbances.
To obtain the measurements of quadrotor for the control law, these under-actuated vehicles are generally equipped with Inertial Measurement Units (IMU) and Global Positioning Systems (GPS). The orientation and angular velocity signals can be estimated based on IMU, while the signals from the GPS can be used to estimate the position and linear velocity [18] . However, when the GPS are unreliable or ineffective in applications in urban and indoor environments, a massive amount of work on small-scale quadrotor has been witnessed by equipping with vision sensors [19] , [20] , which can provide versatile visual information. Therefore, we apply monocular semi-direct visual odometry (SVO) algorithm for obtaining the position information of the quadrotor [21] . More specifically, the algorithm combines the high accuracy and quick speed of direct methods. The feature-based methods, where the robustness and faster flight maneuvers are increased by the high frame-rate visual odometry.
In addition, a simulator is more advantageous for modeling outdoor environments which can provide the realistic sensor feedback, despite the stage can simulate the dynamic state of quadrotor in indoor environments. Hence, the development of Gazebo [22] , [23] has been greatly driven due to the extensively applications of some vehicles in outdoor motions, including robotic vehicles and quadrotors [24] . Gazebo is mainly used to accurately reproduce the dynamic environments that quadrotors may encounter. When Gazebo is applied, the simulated quadrotor has mass, position, velocity, friction and other attributes so that they can behave realistically. By using Gazebo, in this paper, we verify the proposed adaptive sliding mode controller based on the backstepping technique, and test the monocular SVO algorithm.
There are several nice studies in tracking control. In [14] , a novel adaptive approximation based regulation control is proposed, in which a backpropagating constraints-based trajectory tracking control (BCTTC) scheme is used for tracking control. In [25] , the robust integral of the signum of the error (RISE) method and the adaptive control method based on immersion and invariance (I&I) are used for quadrotor tracking control. However, image information is not used for localization in those papers. There are sevaral visionbased tracking control methods in [26] - [29] . In [26] , a fuzzy PID controller is designed, which can tune the parameters of the PID controller according to different conditions. In [27] , an object localization and tracking strategy is designed from monocular image sequences, and putting tracking information into a dynamic Kalman model. However, in this paper, the camera is placed at a fixed place of the environment, not on the quadrotor. To a certain extent, it is more like using global information. In [28] , a vision-based tracking method is proposed for a micro-aerial vehicle. The camera of the quadrotor is mounted downward facing the ground. However, it detects the ground vehicle by obvious features and then calculates the position of UAV. Hence it cant be used in a low-textured background. In [29] , an image-based visual servoing (IBVS) scheme is used to track image features in two-dimensional image space. However, it suffers from the problem of rich features in the environment. With the help of SVO, the position of quadrotor can be estimated without priori features and conspicuous features to achieve the control objective in our proposed paper. In [30] , in order to meet the challenge with little no-priori knowledge of the environment, a system is designed and a software architecture is proposed. A stereo camera is used and gyroscope data is considered for the computation of SVO. The method can improve the accuracy but it brings additional hardware cost. The architecture is similar to ours. However, we use a monocular camera for localization, due to the comparable accuracy and the reduction of the mechanical complexity. As for tracking control method, a typical method is given in [31] , which can be considered as a PD controller. We put forward a sliding mode controller for better performance. In both simulation and Gazebo platform, we can see that our method has better performance than the method described in [31] .
The contributions of this paper can be summarized as: (a) The monocular SVO algorithm is applied to obtaining accurate location information by motion estimation and mapping thread. Some modification was applied to accommodating our application. (b) A sliding mode controller is proposed with the backstepping method, and a proportion-integralderivative (PID) controller is used for comparison in simulation. (c) Gazebo is applied by creating a 3D dynamic environment to test the two tracking controllers. The remainder of this paper is organized as follows. Some notations and models are given in Section II. System structure will be illustrated in Section III. Semi-direct visual odometry is introduced briefly in Section IV. In Section V, we use Kalman filter for state estimation. We propose a sliding mode controller for tracking in Section VI. A practical experiment and conclusion are respectively derived in Sections VII and VIII.
II. PRELIMINARIES A. NOTATION
In this paper, we use calligraphic letters for coordinate frames (e.g. A). R is the set of real numbers. R n is a vector with n real items. A rigid body transformation from coordinate B to A is denoted by T A B ∈ SE(3), where SE(3) is Special Euclidean group in a three-dimension space. Any transformation T can be taken apart as the rotational part R ∈ SO(3) and the translation part t ∈ R 3 . SO(3) = {R ∈ R 3×3 |R T R = I , det R = 1} means Special Orthogonal group in threedimension space, and the corresponding Lie algebra is so(3). Because we use monocular camera for acquiring images, Sim(3), which means Similar transformation group, is used to indicate the up-to-scale transformation.
B. QUADROTOR MODEL
Quadrotor has two pairs of orthogonal propellers. The pair of rotors on the same side has the same direction of rotation. One of the pairs spins clockwise while the other counterclockwise. By adjusting the spinning rate of each motor, the torque of quadrotor can be changed. The torque is generated by the difference in spinning rate of motors. The change of torque can further drive the attitude of the drone, and thus we can achieve the tracking control of trajectory. A quadrotor is an under-actuated system because the six degrees of freedom in the drone space are controlled by the spinning rate of the four motors. Three frames are considered in this paper, i.e., body frame B oriented forward right down, inertial frame I oriented north east down (NED) and camera frame C. The relationships among the three frames are illustrated in Figure 1 .
A body frame is represented as B while an inertial frame is I. The origin of the body-fixed frame is located at the center of the mass of the quadrotor. Let x ∈ R 3 and v ∈ R 3 respectively denote the position and velocity of a quadrotor in frame I.
The kinematic and dynamics equations of the rigid body are as follows:
where the attitude is denoted by the rotation matrix R and three Euler angles, the roll φ, pitch θ , and yaw ψ. f is the thrust in body frame B. τ is the moment controlled by attitude controller. means the angular rate in B frame. mg is the gravity vector. e 3 = [0 0 1], * denotes the map from R 3 to so(3), e.g.xy = x × y, for any x, y ∈ R 3 . For vision-based control, a camera is mounted on the bottom of the quadrotor, which can shoot the scene beneath the body frame when the quadrotor flies. There is a transformation from camera frame C to body frame B, which is denoted by T C B ∈ SE(3). The intensity image from camera C at time k is denoted by I C k : C ⊂ R 2 → R, where u ∈ C is the image pixel coordinate. A point in 3D space ρ ∈ R 3 maps to image pixel position u ∈ R 2 through the camera projection model. The relationship between u and ρ is u = π (ρ), and the back-projection model is ρ = π −1 (u). R C k ⊂ denotes that the set of pixels for which depth can be estimated at the kth time in camera C. 3D-space point in world frame ρ I can be transformed to camera frame C:
(2)
III. SYSTEM STRUCTURE
The system structure is shown in Figure 2 . In measurement step, visual odometry is used to obtain position data. Kalman filter block gathers the information from sensors and estimates the state value. In tracking controller block, PID or sliding mode controller was used to drive the quadrotor to the desired position. We use the attitude controller and the rotor rate allocation scheme is illustrated in [31] . According to [31] , there are two control inputs: f is the total thrust and τ is the total moment. They are chosen as follows:
where e x is the error between current position and desired position, the error between current and desired velocity is e v . k x and k v are proportionality coefficients of position and velocity error, respectively. This method can be seen as PD tracking control. The controller to be designed is a continoustime controller while the Kalman filter is a discrete-time process, hence the system is a hybrid system [32] . The colored parts will be introduced in the following sections.
IV. VISUAL ODOMETRY
In this paper, we use the semi-direct visual odometry (SVO) framework proposed in [19] and [21] for state estimation. SVO combines the merits of both feature-based methods and direct methods. This approach creates two threads, one is for motion estimation and the other is for mapping. In the motion estimation thread, motion between two recent frames is estimated by image alignment. For accuracy improvement, a direct method on patches is used for refinement of subpixel feature. In mapping thread, feature depth is estimated using inverse depth filter. Here is an overview for this method:
A. MOTION ESTIMATION
We want to estimate the motion between two sequential frames k − 1 and k, and
is the transformation between the two frames in the body frame B, so we minimize the photometric error:
where, r I C u is the photometric error, which means the intensity difference in sequential images I C k and I C k−1 of each pixel that observes the same point in 3D space in the camera frame ρ C . (6) the corresponding 3D position of point ρ C for a pixel with known depth, expressed in the previous frame B k−1 , can be calculated by back-projection:
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A non-linear least squares problem in (5) is solved by sparse image alignment. Next the geometry constraint last step will be loosed to decrease the error of 3D points and the camera pose. We detect the edge and the corner features to represent points that have strong gradient in the image. u is the projected feature point position in the image pixel coordinate.
Here two types of features are considered. The first type is corner, we calculate the correction δu * by minimizing the photometric cost:
where,
and u is used to sum over the patch P, the value of u in every iteration. A is affine warping matrix, which is used by the reference r patch. Lucas-Kanade algorithm [33] was used to solve the alignment problem. The second type is edge feature, we find a scale correction value along the direction edge normal direction n to acquire the relevant features position u * in the latest frame:
where
In the previous step, we established the feature relative with subpixel accuracy. However, the feature alignment breaks the epipolar constraints and deduces a reprojection error δu. So we need to correct the camera poses and landmark points χ = {T kW , ρ i } by optimizing the sum of re-projection errors:
where K is the set of all keyframes in the map, L C k and L E k are all corner feature landmarks and all edge feature set, respectively.
B. MAPPING
Here we will describe how the mapping thread calculates the depth of the most recently discovered feature. Assuming that the camera pose can be known from the previous motion estimation step. A recursive Bayesian depth filter is proposed for estimating the depth of single pixel. We denotes that d is the depth of single pixel, and we assume that the inverse depth of single pixel obeys the sum of two distribution according to [34] : one is the inverse depth ρ, which follows a normal distribution, in which the mean value is the real inverse depth according to ρ i [35] ; whereas the other is the inlier probability γ . So a measurement can be modeled with a mixture of a Gaussian and a Uniform model distribution: one is inlier measurement of mean value, which denotes the true inverse depth ρ i . The other is a uniform distribution, the maximum value is ρ max i and the minimum value is ρ min i :
where γ i denotes the inlier probability. Assuming all observations are independent, we get Bayesian estimation for ρ using the measurements fromρ r+1 toρ k : (14) where p(ρ k |ρ, γ ) is a prior on the true inverse depth. For iterative calculation of the posterior estimation, [35] shows that (14) can be recognized as a Gaussian × Beta distribution. The Beta distribution is denoted as follows: (15) where Beta( * ) means * is of Beta distribution. a k and b k are the parameters of a Beta distribution. Beta × Gaussian is an approximating distribution, this distribution can minimize the Kullback-Leibler divergence from the true posterior (14) . After the kth observation, the update result is as follows: (16) and by matching the first and second moments ofd and γ , we can approximate the true posterior with a Beta × Gaussian distribution illustrated in (16) . The parameters selection and update formulas for a k , b k , µ k and σ 2 k can also be found in [34] .
C. IMPLEMENTATION DETAILS
Our application is that the camera is mounted downward to the ground and the depth information is almost the same. Although [19] illustrates the application on multi-camera system, here we only consider one camera mounted on the quadrotor.
In order to bootstrap the algorithm, the pose of the first two key frames is used to establish an initial map. We assume that the first two key frames are in a local planar. Then we estimate a homography matrix, which is fit for our application. The initial map is triangulated from the first two frames.
An image pyramid of the five levels is created and halfsampling was applied to the image. In the coarsest level, the image was sampled only a few pixels, which can reduce the calculation cost, significantly. The photometric cost is minimized at the coarsest pyramid level. If the error does not converge, features in lower pyramid level will be first calculated, then all the levels of pyramid can be computed.
In mapping thread, for the sake of simplifying the calculation, the image is divided into blocks of fixed size.
By a proper bootstrap result, original point can be established. By the motion estimation threads, transformation between keyframes can be found. With the help of mapping thread, accumulative errors in first thread can be reduced. We can finally get the pose up-to-scale:
where S denotes the SVO frame. We assume that our displacement is not large, so the error between real scene and SVO frame is small. Under this assumption, there is an up-toscale transformation {s, R I S , t I S } ∈ Sim(3) from SVO frame S to inertial frame I.
V. KALMAN FILTER
For quadrotor pose estimation, we define the state vector of dynamic model as follows:
where q I,T B denotes the rotation quaternion from body frame B to inertial frame I. x I and v I are position and velocity of three axes in inertial frame I, ω B and a B are angular rate and linear acceleration in body frame B, respectively.
A discrete dynamic model can be:
where F k is a block diagonal matrix, k is the sample step, and γ k is the Gaussian white noise vector with zero-mean, and the covariance is Q k , i.e.,
where E( * ) means the expectation of * ; q i and Q i are true mean and true covariance, respectively; δ is Kronecker delta function. The measurement process of SVO estimation can be as follows:
with the SVO position estimation result:
and
Because SVO is bootstrapped by a monocular camera, there is a factor s that denotes the scale from SVO estimation position to real scene. R I S ∈ SO(3) is rotation matrix from body frame to SVO frame S. t I C is the displacement vector from inertial frame I to SVO frame S. Scale s can be estimated by the height measurement, R I S and t I S can be estimated in SVO bootstrapping step. ν k denotes the SVO measurement noise, which is recognized as a zero-mean Gaussian distribution with covariance R k , i.e.,
where r i and R i are the true mean value and true covariance of SVO measurement, respectively. LetX k be a priori state estimation at step k, which is predicted by the measurement at the end of step k − 1, and VOLUME 6, 2018 letX k,k be the posteriori state estimation at step k given by measurement z k . Then the priori value, the posteriori estimation errors and their corresponding covariances are
, respectively. We can know from the Kalman filter algorithm in which there are two major parts:
Prediction step:
Correction step:
where K k denotes the Kalman gain matrix at step k. The measurement noise and process noise covariances are Q k and R k . They are usually considered as constant matrix which can be calibrated in experiment. In the prediction step, we get angular rate B and linear acceleration data a B in body frame from gyroscope and accelerometer. In the correction step, magnetometer is the orientation data provider, we can get rotation matrix R B I and quaternion q I from it. For more details one can refer to [36] .
VI. SLIDING MODE CONTROLLER
Consider the nonlinear system model below:
where x 1 , x 2 , u ∈ R n are vectors with n dimension, A, B ∈ R n×n are n dimension square constant matrices. m(x 2 ) denotes the part which is easy to model. d is the uncertain interference, which cannot be modeled in m(x 2 ). In the actual scenario, there are many uncertainties in quadrotor control, such as the influence of wind, flight vibration and velocity fluctuation. For the sake of designing an accurate and handy model, we make one constraint for d: we assume that d has an unknown upper bound.d is a unknown positive number, which is not less than the upper bound of d.
In traditional sliding model control, the chattering is difficult to eliminated, which may cause discontinuous virtual control. At the same time, the rapid change of input will damage the real system. Therefore, to solve the problem above, a continuous sliding mode control with norm switching function is utilized.
Here we consider two sliding surfaces:
In (31) and (32), z 1 , z 2 ∈ R 3 are the tracking errors of x 1 and x 2 . x 1d is the desired trajectory of the physical system, and x 2d is the virtual control signal, which is given by control system. We can get dynamic equations from (30) and (31) as follows:ż
Splitting x 2 into (z 2 + x 2d ), we get:
here, we construct the first Lyapunov function:
It can be easily checked that V 1 ≥ 0. It's differential is as follows:
Here we assign x 2d :
We can get the equation from (36) and (37):
where the positive constant k 1 can be adjusted according the specific model. We can guarantee that the first term of the right side of (38) is non-positive, next we try to deal with the second term z T 1 Az 2 . The second Lyapunov function is as follows:
It is obvious that V 2 ≥ 0. We compute the differential of V 2 :
We assign a positive constant parameter k 2 , we get
here,
Substituting (41) into (40), we get:
According to the assumption that the disturbance d is bounded, we set another unknown bounded term ρ to compensate the uncertain disturbance, and the upper bound of ρ isρ. Combining with (38) and (43), we get:
here we assign that:
Then (44) becomes:
Now we design the third Lyapunov function as follows:
It is obvious that V 3 ≥ 0. The differential of V 3 is:
With the adaptive regulation law, we get the estimation:
Combining with the three Lyapunov functions, we can get:
Since V 1 , V 2 , V 3 are nonnegative andV is nonpositive, then the above equality holds if and only if z 1 = 0 and z 2 = 0. So the system is stable according to Lyapunov stability theorem.
For our proposed controller, the controller can be described as follows:
x 2d is given by (37) . After the variable substitution we get:
here, v d is the desired velocity of the quadrotor. can be described as sign function of e v :
Compared with the traditional PID controller, we can find that additional compensation items m(v) and are added to the controller.ẋ 2d is added for the sliding mode controller.
VII. SIMULATIONS AND EXPERIMENTS
The adaptive sliding mode controller proposed in Section VI and traditional PID controller will be tested in the following simulation. Firstly, we will illustrate the simulation results of the two controllers with the help of MATLAB [39] , Gazebo simulations are applied to compare the performance of two controllers later.
A. SIMULATION RESULTS
In both traditional PID and the proposed sliding mode controller simulations, the parameters in model (30) are:
Here, m(x 2 ) means the aerodynamic fraction according to [37] , ρ a is the air density, C D (θ ) is the whole vehicle drag coefficient related to θ , we assume that θ maintains a small number, so we calculate the maximum of C D . S is the maximum cross-sectional area of quadrotor, we assume that S is no less than 0.03m 2 . External disturbance d = 0.1 sin(t) is added to the model. We add a random noise to the measurement of position, the amplitude of noise is 0.02. Considering the hardware limitation, we add an extra constraint u ≤ 3, which means that the input acceleration has a maximum value. The attitude control loop and the motor power distribution are essential for a standard control system. The output of the tracking controller is the input of attitude controller, we make an assumption that the pitch and the roll angle is small, so the accelerations along axis x and y are approximately proportional to the pitch and roll, respectively. For the controller we proposed in (41), the parameters are chosen as k 1 = 0.7, k 2 = 1.2. As for PID controller, we choose k p = 2.8 and k d = 1.5. The trajectory overshoot is larger when we choose a large k p , the response speed becomes slow when we decrease k p . The trajectory chattering becomes serious when k d is too small. A large k d will bring a slow response result. According to the above considerations, we choose k p as 2.8 and k d as 1.5 in the comparison.
In initial conditions, quadrotor is placed at the origin point [0 0 0] T . The desired trajectory is designed as x 1d = [2.6 sin(0.05t) 2.6 cos(0.05t) 3] T . A traditional proportion-integral-derivative (PID) controller is proposed for comparison. Figures 3-4 show the simulation results of the traditional PID and the sliding mode controller.
The simulation result shows that the designed controller in this paper can track the desired trajectory accurately. Proposed sliding mode controller has better performance than the traditional PID controller, both in reaction speed and tracking accuracy. It is clear that the proposed sliding mode controller has less overshoot, and a faster responding speed than the traditional PID controller does. The tracking result is quite similar.
B. GAZEBO SIMULATION RESULTS
Our platform is tested on a PC with Intel Core i7-7700 microprocessor, running at 3.60 GHz with 8G RAM. The operation system is Ubuntu 16.04 LTS. We choose ROS [38] , the version of which is kinetic, for message communication and Gazebo for sensor data capturing. We use rotor-simulator framework [22] for simulation. The simulation block diagram is shown in Figure 5 .
We record the desired trajectory, position in camera frame, and real position of virtual quadrotor. We test both the traditional PID controller and the proposed sliding mode controller on this platform. Real trajectory, desired trajectory and position in SVO frame in x−y plane are illustrated in Figure 6 . Figure 7 depicts more detail evolution about the tracking result.
From the two figures above, we can draw a conclusion that quadrotor can get its position by SVO, and there is no GPS signal in the simulation. The control scheme is as follows: First, the quadrotor takes off when the remote controller sends a takeoff command, then a fixed thrust is given, soon the quadrotor flies in the air. When it goes to the height of 0.5 meters, which is measured by barometer (laser may be a good choice as well), SVO system records the first two frames and starts bootstrapping. After the position in SVO frame is estimated, the quadrotor will be at the hover condition. Because the SVO we used here is a monocular vision odometry, the measurement of x and y is up-to-scale. Luckily, as height information can be obtained from barometer, we can estimate the scale from it. Then we get the position data from SVO. The desired trajectory is a circle, the center of which is at [0 0 3] T . When the tracking starts, quadrotor first moves towards the desired trajectory and will be captured by the desired trajectory. Here, real trajectory, desired trajectory and position in SVO frame in x − y plane are illustrated in Figure 6 . The tracking result is shown in Figure 7 .
When it is moving fast, many features will be lost, which may lead the localization to failure. Therefore, we slow down the speed of the quadrotor as compared to that in the simulation. It is clear that SVO is an effective visual odometry for positioning, eventually, for both controllers can achieve trajectory tracking. The most significant difference is that the sliding mode controller has less overshoot than PID controller does, which is similar to the first simulation. In every channel, the proposed sliding mode controller performs better performance than traditional PID controller.
VIII. CONCLUSION
The monocular SVO algorithm is applied to achieve the precise and fast location of quadrotor. A Kalman filter is applied for state estimation and data fusion. An adaptive sliding mode controller is designed using the backstepping technique. Compared with the traditional PID controller, the proposed sliding mode controller in both MATLAB and Gazebo simulations show better performance.
The results obtained will be extended to a real quadrotor in future work. IMU information can be used in feature tracking and position estimation in order to improve the accuracy of feature position. Because of the slow velocity both in numerical simulation and Gazebo simulation, more aggressive motion can be considered in future work. Furthermore, visual formation based on this method will be studied in the future.
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