The empirical relevance of models of competitive storage arbitrage in explaining commodity price behavior has been seriously challenged in a series of pathbreaking papers by Deaton and Laroque (1992 , 1995 , 1996 . Here we address their major criticism, that the model is in general unable to explain the degree of serial correlation observed in the prices of twelve major commodities. First, we present a simple numerical version of their model which, contrary to Deaton and Laroque (1992) , can generate the high levels of serial correlation observed in commodity prices, if it is parameterized to generate realistic levels of price variation. Then, after estimating the Deaton and Laroque (1995, 1996) model using their data set, model specification and econometric approach, we show that the use of a much finer grid to approximate the equilibrium price function yields quite different estimates for most commodities. Results are obtained for coffee, copper, jute, maize, palm oil, sugar and tin that support the specifications of the storage model with positive constant marginal storage cost and no deterioration as in Gustafson (1958a) . Consumption demand has a low response to price and, except for sugar, stockouts are infrequent. The observed magnitudes of serial correlation of price match those implied by the estimated model.
Introduction
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Indeed they find the failure in this respect to be a general feature of the competitive storage model, rather than a question of whether their specifications could yield high correlations that are consistent with the data (Deaton and Laroque, 1995, p. S28) .
In this paper we re-assess the relevance of speculative storage in explaining commodity price behavior. To do so, we must first address the claim that the inability to match the high correlations observed in commodity price data is a general feature of the models, regardless of the parameterization. One set of evidence presented by Deaton and Laroque consists of simulations of various numerical specifications of the model (Deaton and Laroque, 1992, p. 11) , all of which fail to generate sufficiently high autocorrelation. We demonstrate that even their high variance simulation model with linear consumption demand, like key illustrative examples in Gustafson (1958a,b) , Gardner (1979) , and Williams and Wright (1991) , fails to generate as much price variation as observed for the commodities they consider. With a less price-sensitive consumption demand curve, we show that storage can generate in their model levels of sample correlations and variation of price in the ranges observed for a number of major commodities. Thus the relevance of the storage model is re-established as an empirical question.
Our numerical examples assume no storage cost apart from interest. It is clear that very high decay rates for stored commodities, such as those estimated by Laroque (1995, 1996) (ranging from 6% to 18% per annum), would greatly reduce the correlations produced in our numerical examples, and make it less likely that storage would in fact induce the high correlations observed in price. A brief review of information on storage costs for some commodities and time periods yields no cases consistent with such high decay rates. Indeed the evidence in general points to a specification presented in Gustafson (1958a) , with positive constant marginal storage cost.
Using the econometric approach of Laroque (1995, 1996) and the same dataset of 13 commodity prices, 1 we move on to estimation. First, we re-evaluate the empirical results of the PML estimates of Laroque (1995, 1996) for the case of i.i.d. production. Using a model based on our understanding of their empirical model and its implementation, we replicate the results for most commodities quite accurately, including the very high decay rates estimated by Deaton and Laroque. However, investigation of their estimation procedure reveals their fit of the price function to be unsatisfactory, due to use of insufficient grid points in approximating the price functions through splines. Re-estimation with finer grids yields quite different estimates, with the estimated decay cost of storage reduced or eliminated when the number of grid points is substantially increased, for most commodities. Simulations based on the models estimated with the finer grids reveal that, for five commodities (coffee, copper, maize, palm oil and sugar), the observed value of first-order correlation of prices lies within their symmetric 90% confidence regions.
We then estimate a model that allows for a fixed positive marginal cost of storage, as well as for the possibility of positive deterioration of stocks, which therefore nests the model of Laroque (1995, 1996) . We obtain results for seven commodities: coffee, copper, jute, maize, palm oil, sugar, and tin. The estimates indicate a fixed positive marginal storage cost with no deterioration, providing empirical support to the specification used in Gustafson (1958a) . Simulations based on each of our estimates using this specification produce sample distributions of the first-and second-order autocorrelation that include observed values within the 90% symmetric confidence regions. Estimation using the alternate 2% real interest rate assumed by Gustafson (1958a) shows even better matches of mean prices, predicted autocorrelations, and coefficients of variation with the observed data.
Thus we have established that competitive storage can generate the high levels of autocorrelation observed for the prices of major commodities. Further, the application of Deaton and Laroque's econometric approach, modified to improve its numerical accuracy, using their own data set, can yield empirical results that are consistent with observed levels of price variation and autocorrelation for seven major commodities.
Can storage generate high serial correlation?
We begin by focusing on a preliminary question: can a simple storage model with i.i.d. production disturbances generate price autocorrelations that are similar to those observed in time series for major commodities? To address this question, we consider specifications of the storage model that are special cases of models presented in Gustafson (1958a) , and Deaton and Laroque (1992) .
Production is given by an i.i.d. sequence ω t (t ≥ 1) with bounded support. The available supply at time t is z t ≡ ω t + x t−1 , where x t−1 ≥ 0 are stocks carried from time t − 1 to time t.
Consumption c t is the difference between available supply z t and stocks x t carried forward to the next period. The inverse consumption demand F (c) is strictly decreasing. There is no storage cost apart from an interest rate r > 0. Storage and price satisfy the arbitrage conditions:
where p t represents the price at time t, and E t is the expectation conditional on information at time t. The above complementary inequalities are consistent with profit-maximizing speculation by risk-neutral price-takers. To investigate whether there exist, within the parameter space of the model, specifications that yield price behavior characteristic of observed commodity markets, one can solve the model for each of a set of parameterizations by numerical approximation of the equilibrium price function, and then derive by numerical methods the implications for time series of price behavior. In the numerical approximations of Deaton and Laroque (1992, Table 2, p. 11) , the highest autocorrelation of price that they report is produced by a specification that they denote the ''high-variance case'', which matches an example in Williams and Wright (1991, pp. 59-60), with no deterioration or other physical storage cost, r = 0.05, linear inverse consumption demand, F (c) = 600−5c, and production realizations drawn from a discrete approximation to the normal distribution (with mean 100 and standard deviation 10). This case implies a price autocorrelation of 0.48, far below the sample correlations calculated from the 88-year time series of prices of 13 commodities (bananas, cocoa, coffee, copper, cotton, jute, maize, palm oil, rice, sugar, tea, tin, and wheat as listed in Table 1 ) which are all in excess of 0.62. They conclude that perhaps the autocorrelation observed in commodity prices needs to be explained by phenomena other than storage (Deaton and Laroque, 1992, page 19) .
Our solution of the storage model for the same specification, when simulated for 100,000 periods, yields first-and second-order autocorrelations of prices, over this long sample, of 0.47 and 0.31. These values are close to those obtained by Deaton and Laroque (1992) for the invariant distribution (0.48 and 0.31, respectively).
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Fig. 1.
Price characteristics implied by the storage model with linear inverse consumption demand F (c) = 600 − 50c and production realizations drawn from a normal distribution with mean 100 and standard deviation 10, truncated at five standard deviations from the mean.
Table 1
Variation and correlation in the commodity price time series In order to assess the implications of the model for samples of the same length as those of the observed commodity price series used for this paper, we take successive samples of size 88 from the simulated series, the first starting from period t = 1, the second from period t = 2, and so on, and measure the autocorrelation and coefficient of variation for each of them. Fig. 1 shows histograms of simulated sample first-order correlations and coefficients of variation for this exercise. The median of the first-order autocorrelations is 0.45. The 90th percentile is 0.61, a little below the lowest value in the commodity price series, which is 0.62, for sugar. For all twelve others in Table 1 , the values are above 0.7, the 98.5 percentile of the distribution of simulated values; it is clear that the example does not match the data for these others at all well. The same criticism applies to many of the other examples in Wright and Williams (1982) , and Williams and Wright (1991) , with similar specifications.
However this ''high-variance case'' has another problem. It does not generate sufficient price variation to match the values for most of the commodities in the 88-year samples. The long run estimate of the coefficient of variation of price is 0.25, half its value when storage is not possible.
The coefficients of variation for the time series of prices of all the commodities in Table 1 but bananas and tea lie above the 98th percentile of the distribution of sample values generated from simulation of this numerical model. It is clear that this specification, and the others considered in Gustafson (1958a,b) , Gardner (1979) , Wright and Williams (1982) , Williams and Wright (1991) and Deaton and Laroque (1992, Table 2, p. 11) , in fact imply lower price variation than observed in major commodity markets. Although it is conceivable that variation in production has been substantially underestimated, it appears more likely that the consumption demand functions specified in the numerical models, with price elasticities (at consumption equal to mean production) in the range −0.5 to −0.1, are more sensitive to price than are consumption demands in the markets we consider.
2 Hence the simulations exhibit too little storage, too many stockouts, and consequently values for price variation and serial correlation that are too low to match those observed in the time series of prices of major commodities.
To increase the price variation in the model, we rotate the linear consumption demand around its mean, changing its price elasticity at that point from −0.2 to −0.067, not, a priori, an unreasonable value for the demand for a basic commodity. Once again we solve the model and generate a simulated sample of 100,000 periods. The results are presented in Fig. 2 .
The median of the sample coefficients of variation derived from this numerical exercise is 0.46, quite close to the observed values for many of the commodities. Only bananas and tea have values less than the 5th percentile of the generated sample distribution. The median of the distribution of sample first-order correlations generated by simulation is 0.60. The values for six commodities (coffee, jute, maize, palm oil, sugar, and tea) lie between 5th and the 95th percentiles.
Figs. 1 and 2 together show that tripling the price variation that would occur without storage leads to sufficiently greater arbitrage that the median price variation only doubles. The greater arbitrage is also reflected in much higher serial correlation.
The simulations discussed above favor storage and high serial correlation by assuming no storage cost other than interest charges. But physical storage costs are not in general zero. Before moving to a discussion of estimation of the model, we discuss the choice of storage cost specification for the estimated model.
2 Choice of the appropriate demand elasticity is a challenge, due to the difficulty in empirically distinguishing the consumption and storage demand responses. This problem is noted by Gardner (1979) in his discussion of the finding of Hillman et al. (1975) that the wheat demand elasticity is smaller at higher prices.
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Journal of Econometrics (2009) 3. The cost of storage Gustafson (1958a,b) and much of the subsequent literature (including Sumner, 1976, Newbery and Stiglitz, 1979, chapter 29; Wright and Williams, 1982; Helmberger, 1988 and Williams and Wright, 1991) focus on models where the marginal physical cost of storage is constant. In contrast, Samuelson (1971) and Deaton and Laroque (1992 , 1995 , 1996 specify the storage cost as a constant proportional deterioration or shrinkage of the stock. This implies that, since the price is decreasing in stocks, the marginal cost of storage is high when stocks are low.
The fees for storage in public warehouses might be considered to be upper bounds on annual storage costs. They furnish some evidence regarding the choice between these cost specifications. When a commodity such as a grain or a metal is deposited in a warehouse, the warehouse receipt specifies the grade and quantity, and the depositor receives the right to withdraw later an equal quantity of the same grade. Any shrinkage or other deterioration is implicitly covered in the storage fee. There is evidence for some commodities that, within the sample period, the fee for storing one unit of commodity per unit of time has remained constant and independent of price movements over substantial time intervals. 3 This suggests that the cost of deterioration, which is proportional to the value, might be too small to justify price-contingent storage fees. To allow for this possibility, in our empirical model we specify the cost of storage to include both a fixed marginal physical cost and non-negative deterioration. 1916 (Working, 1929 . A detailed analysis of the cost of storing a number of major commodities around the decade of the 1970s, when prices were highly volatile, is found in UNCTAD (1975) . The reported costs are not presented as contingent on the commodity prices. Where relevant, costs of rotation of stocks to prevent deterioration are explicitly recognized. Williams (1986, pp. 213-214) reports that for cocoa, which spoils more easily than major grains, warehouse storage fees in New York stayed around $ 5 per ton per month from 1975 through 1984 while the cocoa price fluctuated wildly, between $ 1063 and $ 4222 per ton. In Oklahoma, Texas, Arkansas and Kansas, public elevators charge the same fees per bushel for several grains, and these fees, which implicitly cover any shrinkage or deterioration, remain constant for considerable periods of time. For example, in Oklahoma, the grain storage cost per bushel was 2.5 cents per month from 1985 through 2000 (Anderson, 2005) .
4 Like Deaton and Laroque (1992 , 1995 , 1996 , we ignore the cost of initially placing the commodity in a warehouse, and the cost of withdrawal. Implications
The model and the estimation procedure
We model a competitive commodity market with constant, strictly positive marginal and average storage cost and proportional deterioration. All agents have rational expectations. Supply shocks ω t are i.i.d., with support in R that has lower bound ω ∈ R. Storers are risk neutral and have a constant discount rate r > 0. Stocks physically deteriorate at rate d, with 0 ≤ d < 1, and the cost of storing x t ≥ 0 units from time t to time t + 1, paid at time t, is given by kx t , with k > 0. The state variable z t is the total available supply at time t,
is continuous, strictly decreasing, with {z :
where E denotes the expectation taken with respect to the random variable ω t .
A stationary rational expectations equilibrium (SREE) is a price function p : Z → R which describes the current price p t as a function of the state z t , and satisfies, for all z t ,
where
Since the ω t 's are i.i.d., p is the solution to the functional
and
The existence and uniqueness of the SREE, as well as some properties, are given by the following theorem:
Theorem. There is a unique stationary rational expectations equilibrium p in the class of continuous non-increasing functions. Furthermore, for p
p is strictly decreasing. The equilibrium level of inventories, x(z), is strictly increasing for z > F −1 (p * ).
Our proof of this theorem follows the same structure as the proof of Theorem 1 in Deaton and Laroque (1992) . 5 We estimate the model described in this section assuming that the inverse consumption demand is F (c) = a + bc, where c is consumption, using the pseudo-likelihood maximization procedure of Laroque (1995, 1996) . 6 First, we choose values ω n t+1
and Pr(ω n t+1 ) to discretize the standard normal distribution, 7 so that condition (1) can be expressed as
Next, we solve (3) numerically by approximating the function p with cubic splines on a grid of points over a suitable range of values of z t , imposing the restriction represented by (2). Then, using the approximate SREE price function p, we calculate the first two moments of p t+1 conditional on p t :
To match the prediction of the model with the actual price data, we form the logarithm of the pseudo-likelihood function as
Keeping the interest rate fixed, we maximize the log pseudolikelihood function (4) (4) is not the true log-likelihood (in the presence of storage, prices will not be distributed normally), the estimates are consistent (Gourieroux et al., 1984) .
5 When there is a constant additive positive marginal storage cost, equilibrium price realizations can be negative. Recognition of free disposal avoids this problem. A proof of a version of the theorem for a model with positive marginal storage cost, possibly unbounded realized production, and free disposal is available from the authors.
6 We are grateful to Angus Deaton for sending us their estimation code. Based on this generous assistance, we developed our MATLAB code drawing on our interpretation of the original code, which was, quite understandably, not documented for third-party use. We added code for the estimation of standard errors.
7 In practice, as in Laroque (1995, 1996) , ω n t+1 is restricted to take one of the conditional means of N = 10 equiprobable intervals of the standard normal distribution, ±1.755, ±1.045, ±0.677, ±0.386, ±0.126. The restrictions of zero mean and unit variance for the distribution of the supply shocks are imposed to identify the model (see Deaton and Laroque, 1996 , Proposition 1, p. 906).
Table 2
Our replication of the estimates of Laroque (1995, 1996 For all commodities but cocoa and wheat, we use the same grid limits and sizes as in Deaton and Laroque (1995 , Table I ). For cocoa, we replicate Deaton and Laroque's estimates with 21 grid points instead of 20 and for wheat the lower limit is set at −5 rather than −3.
a Asymptotic standard errors in parentheses. PL is the value of the maximized log-pseudo-likelihood.
b Estimates for a grid of 20 points.
c Estimates for a lower limit of the grid of −3.
To estimate the variance-covariance matrix of the vector of original parameters θ ≡ {a, b, d, k}, we first obtain a consistent estimate of the variance-covariance matrix of the parametersθ by forming the following expression:
where the matrices J and G have typical elements
calculated by taking numerical derivatives 8 of the log-pseudolikelihood, ln L, and of its components, ln l t , all evaluated at the point estimates of the parametersθ (see Deaton and Laroque, 1996, Eq. 18) .
A consistent estimate of the variance-covariance matrix of the original parameters θ is obtained using the delta method as V =DṼD whereD is a diagonal matrix of the derivatives of the transformation functions: 
Data and empirical results
Our initial data set, which is identical to that reported by Deaton and Laroque (1995) , consists of a widely used set of commodity price indices, deflated by the United States Consumer Price Index, for bananas, cocoa, coffee, copper, cotton, jute, maize, palm oil, rice, sugar, tea, tin, and wheat for the period 1900-1987, with features summarized in Table 1 . 
Replication of the PML results of Deaton and Laroque
To check our estimation routine, we first estimate the model with k = 0, adopting parameterizations and grid specifications of Laroque (1995, 1996) , assuming the same interest rate, 5%. As shown in Table 2 , we essentially replicate the point estimates of the parameters for 10 of the 13 commodities. Like Deaton and Laroque, we were unable to obtain an estimate for bananas, and do not consider this commodity further. For another two commodities, maize and wheat, our estimates have higher pseudolikelihood values, and lower estimates of the rate of deterioration.
Estimation of the constant-decay model with a finer grid
In considering the estimation procedure, we have been concerned that the use of cubic splines to approximate the function p in the region of zero inventories might induce non-negligible errors if the grid is sparse, due to the fact that p is kinked (see Michaelides and Ng, 2000, p. 243; Cafiero, unpublished) . 10 To investigate the extent of the approximation error, we first solve the numerical model with the grid sizes and limits used by Deaton and Laroque (1995) , and then with a much finer grid of 1000 points with the same limits. In both numerical exercises we assume a linear inverse consumption demand, F (c) = a + bc, with parameters Notice that the fine grid of 1000 points allows for clear identification of the kink in the price function, which occurs at a price equal to p * , and that the inaccuracy of the approximation of the price function with a sparse grid is especially large around that point, within a range where many prices are observed. This affects the accuracy of the evaluation of the pseudo-likelihood function, which makes use of the approximated price function to map from the observed price to the implied availability (see for example Eqs. 41 and 43 in Deaton and Laroque (1995) ).
12
To assess the extent of the effect induced by the approximation error on the estimation, we experiment by estimating the model for various numbers of grid points, on the presumption that a finer grid would reduce the errors associated with the spline approximation of the price function. The results of this experiment are reported in Table 3 for cotton and sugar. The estimates appear to become robust to the number of grid points only when the grid is sufficiently fine; 1000 grid points appears to be adequate.
Using 1000 grid points, we are unable to obtain estimates for rice, tin and wheat, while for sugar we identify two maxima of the pseudo-likelihood (we report the maximum with the higher pseudo-likelihood value). For the other commodities, we find only one well-behaved maximum of the pseudo-likelihood. Increasing the number of grid points to 1000 decreases the point estimate of the depreciation rate substantially for every commodity, with the exception of tea (see Table 4 ).
11 These are the values obtained in our replication of the estimates of Deaton and Laroque for sugar, reported in Table 2 . 12 For prices above the kink point, the implied levels of stock, i.e. the difference between implied availability and consumption, should be zero. Use of the smoother function in Fig. 3 would predict negative stocks. The effect of this appears to be reflected in Fig. 7 , and in the dotted line of Fig. 9 of Deaton and Laroque (1995) Other than for 1000 points, from one step to the next the number of grid points has been changed to increase the number of grid nodes without affecting the position of the existing ones, to avoid introducing further instabilities in the pseudo-likelihood maximization routine. The previous estimates are used as starting values for the estimates using the next grid size. The effects of use of a finer grid for function approximation on the estimation results are illustrated in Fig. 4 , taking sugar as an example. With the finer grid, the model estimates a substantially steeper consumption demand (the slope of the inverse demand function changes from −0.6249 to −1.2661) and the estimated cutoff value p * increases from 0.6199 (87.3% of the mean price, located close to the 52nd percentile of the observed price distribution) to 0.9018 (127.1% of the mean price, located at the 74th percentile), that is, by an amount that is large relative to the distribution of observed prices. These changes in the estimated values imply much more storage (the average amount of stocks held over a long simulated series of 100,000 periods increases from 0.44, as predicted by the parameters estimated with the sparse grid, to 4.17, as predicted instead with the parameters obtained with the fine grid) and much higher price autocorrelations than reported in Laroque (1995, 1996) : the model estimated with the 1000 grid points implies a first-order autocorrelation of 0.647 in a simulation of 100,000 periods, as opposed to the values of 0.264, as reported by Deaton and Laroque (1996 , Table I ) and of 0.223, as implied by our replication of the Deaton and Laroque model reported in Table 2 .
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Estimation of the model with constant marginal storage cost
In this section, we set the number of grid points at 1000 and estimate the model allowing for a positive k, assuming initially an interest of 5%, as in Laroque (1995, 1996) and Gustafson (1958a) . The lowest value of the range of z over which the price function is approximated is lower than the lowest possible production. The upper bound of the range for approximation should be large enough to ensure that the approximated function would cover even the lowest price data point. Finding this required some experimentation for the various commodities, with results reported in Table 5 . Estimating the model presented in Section 4, we find maxima for the pseudo-likelihood function for seven commodities: coffee, copper, jute, maize, palm oil, sugar and tin. We are unable to locate well-behaved maxima for cocoa, cotton, rice, tea and wheat.
For each of the seven commodities for which we obtain estimates, the estimated value of d approaches zero, 13 while k is estimated to be strictly positive. Results given d = 0 are presented in Table 6 . The log-pseudo-likelihood values for our estimated Laroque (1995, 1996) , values reported in Deaton and Laroque (1995, Gustafson (1958a) , estimated with a dense grid of 1000 points. models are all higher than the corresponding values reported by Laroque (1995, 1996) for their storage model with i.i.d. shocks and proportional deterioration (see Table 8 ). They are also substantially higher than the log-likelihood values reported for the AR(1) model by Laroque (1995, 1996) and reproduced in Table 8 . Table 7 shows estimates of the constant marginal storage cost model using Gustafson's alternate interest rate of 2%. Other than for sugar, these latter had the highest maximized pseudo-likelihood values.
Empirical distributions of implied time series characteristics
To explore the characteristics of time series of prices implied by the econometric results, we simulate all of the estimated models to generate price series of 100,000 periods. 14 Table 9 shows the values of mean price, first-order auto correlation (a.c. 1), second-order auto correlation (a.c. 2), and coefficient of variation (CV) measured on the observed prices, . These values are then located within the empirical distributions of the same parameters generated from all possible samples of 88 consecutive periods drawn from each series of 100,000 prices. The table reports the corresponding percentiles.
Our replication of the estimates of Laroque (1995, 1996) , identified in Table 9 as ''proportional decay, sparse grid'' with the caveats noted in Table 2 , imply much too little price autocorrelation, consistent with their conclusions, for all commodities but maize. For maize, our estimation results (which differ from those of Deaton and Laroque) appear to imply sample distributions quite consistent with the observed mean, correlations, and coefficient of variation of maize price indexes.
With the finer grid, estimates of the same model imply symmetric 90% confidence intervals for coffee, copper, maize, palm oil and sugar which contain the observed values. Though the estimates for all of these commodities except palm oil present other problems, they cannot support rejection of the storage model for failure to reproduce observed levels of price autocorrelation.
Estimation of the constant marginal storage cost model with the 1000-point grid and, as above, a 5% interest rate, implies that the observed first-and second-order correlations lie within symmetric 90% confidence regions for seven commodities (coffee, copper, jute, maize, palm oil, sugar and tin), as shown in Table 9 . In this sense, the speculative storage model is consistent with observed autocorrelation of the prices of these commodities. However, for jute and coffee the empirical 90% symmetric confidence regions do not contain the observed coefficient of variation C. Cafiero et al. / Journal of Econometrics ( ) - of price. For four of the seven commodities, the observed mean price lies below its confidence interval. For jute in particular, our estimation of the Gustafson specification of the speculative model implies too much price variation, rather than too little correlation. Finally, simulation of the models estimated assuming Gustafson's alternate 2% interest rate provided the best match, for each commodity, of the estimated mean price, serial correlations, and coefficient of variation with the observed data.
A feature of the results is that, according to the estimated models, stockouts occurred over the sample interval only for sugar. For other commodities, the cutoff price for storage, p * , exceeds the highest price observed between 1900 and 1987. For all commodities but sugar, Table 10 shows that the probability of at least one stockout, in an 88-period sample drawn from the simulated series of 100,000 observations, is less than 0.88 at r = 0.05, and less than 0.63 at r = 0.02.
A stringent check on our results is to calculate the realized profits for a speculator who buys one unit of the commodity when the price is below p * , and resells the unit in the next period. For the observed time series for each commodity, we compare the realized profits from such strategy with the simulated sample distributions of profits for the 88-period sequences. Percentiles for realized average profits are presented in Table 11 . For all seven commodities, imputed profits lie within each corresponding 90% symmetric confidence interval.
Conclusion
Our numerical and empirical results offer a new, more positive assessment of the empirical relevance of the commodity storage model. The pathbreaking and influential work of Deaton and Laroque includes an empirical implementation that exhibits problems of accuracy of approximation, which we show lead to substantial errors in estimation of the consumption demand functions and decay rates. When a finer grid is used, Deaton and Laroque's model yields estimates that are consistent with observed levels of price autocorrelation, for five commodities.
Our estimates of the model that allows also for constant marginal storage cost in addition to proportional deterioration imply distributions of sample autocorrelations that generate 90% confidence intervals that include observed values for seven major commodities, coffee, copper, jute, maize, palm oil, sugar, and tin. The estimates imply constant marginal storage cost with no significant deterioration and lower price elasticities of consumption demand than assumed in most numerical storage models. Though no stockouts are indicated, except for sugar, over the 1900-1987 period, the average speculative profits implied by the model for those years are well within reasonable confidence regions for samples of that size.
Numerical models in the tradition of Gustafson have tended to assume higher sensitivity of consumption demand (as distinct from market demand) to price, and lower price variability, than indicated by our empirical results for the seven commodities we consider. With less flexibility of consumption than previously assumed, storage arbitrage is more active, and stockouts are less frequent, inducing the high levels of serial correlation observed in the prices of these commodities. Note that the implications of such price behavior for producer risk management are not straightforward. The short-run price variation is in general lower, but price slumps are more persistent, than in an equivalent market with the lower levels of price autocorrelation indicated in previous empirical estimates. These results open the way for further empirical exploration of the role of commodity storage in reducing the amplitude, and increasing the persistence, of price variations encountered in commodity markets.
