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The paper considers a generalization of the optimal redundancy 
problem. We consider any mixed series and parallel network consisting 
of N modules. The ith module has a reliability cost function of r,(d,) 
where d, is the investment in module i. The reliability investment 
functions are not required to be concave or continuous in the dynamic 
programming model. The objective is to maximize the system reliability 
subject to cost, weight, or volume constraints. The paper differs from 
others in that we permit modules in logical parallel to be of different 
designs, and investment in a module does not necessarily imply that 
redundant components will be used. Many previous models have been 
restricted to the parallel series situation which is a special case of this 
model. 
A dynamic programming model is presented for the problem. 
The application of the generalized decomposition operator is used to 
develop a set of recursive relations for any mixed series and parallel 
system of modules. An example and comments on generalizations are 
included. 
I. INTRODUCTION 
In this paper we consider a generalization of the optimal redundancy 
problem. Here, the problem is to determine the optimal investment in each 
of N modules1 to provide the maximum system reliability subject to a budget 
constraint. The system is composed of the N modules connected in such a way 
that each interconnection is either series or parallel.2 
Previous literature in this area has been directed to the optimal redundancy 
* Partially supported by the Office of Naval Research. 
i We use the term “module” to describe the smallest system element which we 
consider. Each module may itself be composed of numerous components or it may be a 
single component. 
a d and Y connections are discussed in Section VII. 
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problem and modifications thereof. The optimal redundancy problem can be 
stated as: 
Max fi 1 - (1 - rJj 
j=l 
subject to 
ni 3 1, j = l,..., N 
ni integer 
where N denotes the number of system stages in series, rj is the reliability of 
each component at stage j, cj is the unit cost of a component, and rzj is the 
number of components at stage j. The decision variables are nj , J’ = I,..., N. 
A pioneering article by Bellman and Dreyfus [I] gives a dynamic program- 
ming solution to the optimal redundancy problem. Also in the article, there 
is a suggested procedure for the consideration of alternative designs at each 
stage. Kettele [6], again using dynamic programming, developed a simple 
algorithm and a computer program for the problem and illustrated wide 
application for the model. Another dynamic programming model by 
Liittschwager [S] solves the problem of maximizing the reliability per unit 
of power used, subject to a cost constraint. The model also permits the selec- 
tion among design alternatives for each stage. Proschan and Bray [I l] 
consider a generalization of Kettelle’s [6] dynamic programming algorithm to 
include multiple constraints. 
Another approach to the problem is to formulate the problem as an integer 
linear programming model. A knapsack formulation for the optimal redund- 
ancy problem is given by v. Hees and v.d. Meerendonk [5]. Tillman and 
Liitschwager [12] formulate the problem as an integer linear program. 
Their model permits the inclusion of multiple constraints for the system, 
e.g., cost and weight. Furthermore, their model can be used to select the 
best alternative design at each stage. Kolesar [7] gives an integer linear 
programming model incorporating multiple constraints and he considers 
various failure modes. Also using the same general approach is Mizukami [9]. 
Federowicz and Mazumdar [4] solve the optimal redundancy problem for 
multiple constraints using geometric programming. Bodin [3] considers the 
parallel series problem, the series parallel problem, and the mixed problem 
and he gives an alternative method for solving such problems for more 
restrictive conditions than are necessary for the model presented here. In this 
paper, we show how dynamic programming can be used to solve mixed series 
and parallel problems. 
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II. MATHEMATICAL RIODEL 
Given a system consisting of N modules each of whose logical intercon- 
nections is either series or parallel, ( an example is presented in Section IV) 
let the reliability of the system be given by 
where ri(di) is the reliability which can be achieved in the ith module for an 
investment of di in the module. 
The basic problem is to find the optimal investment die in each module to 
max @ subject to the restriction that d = (dl ,..., dN) E K. 
A related problem in which redundant units provided for each module 
have zero probability of failure until they are actually put into service to 
replace a failed module will be discussed in Section V. 
III. ANALYSIS 
Since the system consists entirely of modules connected in series and paral- 
lel there is a succession of redunctions which can be performed to reduce the 
system to an equivalent single module. In fact it is exactly this succession of 
reductions which would be performed in writing an expression @(r, ,..., rN) 
for the reliability of the system. Let us assume that the modules are numbered 
such that module 1 and module 2 are first reduced to an equivalent single 
subsystem S, , then this subsystem is combined with module 3 to give an 
equivalent subsystem S, , etc. In general let Oi be the composition operator3 
which defines the way in which the reliability of module i + 1 is combined 
with the reliability si of subsystem Si to give the reliability of the composite 
system Si+l . If module i + 1 and Si are in series then 
%+l - - ri+lO,Si = Yi+l ’ Si . 
If modules i + 1 and Si are in parallel4 then 
si+1 = Yi+1O,S, = 1 - (1 - Ti+1) * (1 - Si). 
Using the above notation we can write the system reliability as 
s, = @(r, ,..., TN) = TNON-~~N-~ON-~TN-~ .** 01~1 . 
3 See Nemhauser [lo] for a discussion of generalized operators in dynamic 
programming models. 
4 It may not be possible to number the modules in such a way that module i + 1 
and subsystem Si are in parallel. This is discussed more fully in Section VI. 
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The constraints which we wish to consider are of the form5 
;E = (dl ,..., dN) E K where d 1 i ci(di) < C, di 2 0 . 
i=l I 
This constraint is most conveniently regarded as a limitation on the total 
investment in the N modules in which case ci(di) = di and C is the budget 
available. Another possible interpretation is that ci(di) is a function which 
relates the weight (or volume requirement) of module i to the investment di 
in that module. In this case the constraint is on total weight or volume.6 
We seek R(C) where 
This problem can be formulated as a dynamic programming problem. Let 
Ri(Xi) be the maximum reliability which can be obtained from subsystem 
Si when Xi units of resource are available for distribution among the modules 
1, 2,..., i. Thus, 
4(X1) = max r,(4), 
0 < dl < X,. 
If module i + 1 and subsystem Si are in series, the recursive relationship is 
&+1(X,+1) = maxir~+l(4+l) O&(W) = max{r~+&4+d - &(&)> 
d<+l E Ki+l 
Xi = ti+l(Xi+l 9 A+,) 
where ti+r is the transformation which defines the quantity of resource Xi 
available for allocation among the modules of Si given that Xi+1 was avail- 
able for Si+1 and di+l was allocated to rifl . In the case where the constraints 
are ckl di < C, di 3 0 we have 
and 
6 More general sets K are permitted. For example, 
6 Multiple constraints can be handled by our model but will not be discussed here. 
A multiple state variable dynamic programming approach can be used. State variable 
reduction methods such as the introduction of a Lagrange multiplier may be employed. 
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If module i -t 1 and subsystem Sj arc in parallel, the recursive relationship 
is 
4+&Ll) -= m=+f+d&d ~&(~~,)I 
= max{ 1 - [I --- Yi+r(di.;.r)] [l - &(X,)1; 
=. 1 - min{[l - ri+i(d~+i)] [l - &(/Vi)]] 
&,I E &,I 
where tj+l and K,+i are the same as in the series case. 
Thus, if the functions ri(dJ are given we can use these recursive relation- 
ships to determine the maximum system reliability R(C) given a budget of C. 
It is not required that the function ri(di) be concave nor continuous. If the 
functions are continuous, prior to using dynamic programming tabular 
computations, it will be necessary to approximate then by a discrete number 
of points. The solution obtained will be the global optimum for this approxi- 
mate problem whether ri(di) are concave or not. 
The above approach can be also used to solve for optimal module design. 
The design alternatives for each module may be determined in the same way 
for an arbitrary mixed series and parallel structure within the module. In the 
example in Section IV, we do not require identical redundant components 
for each module, as is frequently the case for other models. 
IV. AN EXAMPLE 
In order to illustrate the applicability of this approach to the reliability 
design of systems, we solve a small, but structurally complex problem. As 
noted in the previous development, we require that the general configuration 
of the system be given, but do not require (as other writers have) the 
configuration to be a pure series-parallel or parallel-series system. Further, 
we do not necessarily require that components in logical parallel be indentical. 
The problem of determining optimal reliability may involve the determina- 
tion of the optimal number of redundant components in a module, the design 
of a single component or module, the selection of both the number of com- 
ponent or it may involve the construction of a module from parallel redundant 
components of different reliabilities. This example illustrates all of these 
alternatives. The objective is to maximize the system reliability subject to a 
budget constraint for the system. 
The example we wish to consider might arise in the design of a communica- 
tions transmission system. Assume we wish to design a system for transmitting 
signals from Europe to the United States. 
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Consider the following system configuration as given in Figure 1 where 
the numbered circles represent modules. 
Module 4 represents an undersea cable system which is not yet installed. 
The reliability of this cable system is related to the investment in it by the 
function yq(d4) given below. The real change in the cable design might 
FIG. 1. 
involve choices in the cable, relay stations, power sources, etc. Modules 1, 2, 
and 3 comprise a radio satellite transmission system. Module 3 is the ground 
equipment. Here, the reliability can be increased by placing two kinds of 
ground transmitters and receivers in parallel and these transmitters and 
receivers may be of different types as discussed below. Modules 1 and 2 
are relay satellites which are to be put in orbit. Module 2 is a satellite whose 
design permits placing in parallel several identical relay stations. Module 1 
is to be a relay satellite of a different design which has a linear reliability cost 
function r,(d,) as given below. This data transmission system can work if 
module 4, or modules 1 and 3, or modules 2 and 3 function properly. Thus, 
we want to determine that system design which maximizes the probability 
that the system will transmit the signal for a given budget of C dollars. It 
should also be clear that there is no way to reduce this system to a pure series 
parallel or parallel series system, and thus to use previously proposed models 
to obtain the optimal system design. 
Let the functions ri(d,), i = 1,2, 3,4 be as shown in Figure 2. Assume a 
budget of C = 6 is available. 
r,(d) r,(d) 
0.0 0.0 0.0 0.0 
.2 .6 .5 0.0 
.4 .84 .75 .6 
.6 .936 .91 .7 
.8 .9744 .955 .75 
1.0 .98976 .9775 .79 
1.0 .995904 .9919 .80 
FIG. 2. 
409/28/z-10 
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In module 1 the linearity could arise because the module is composed of 
redundant components and the unit cost of the components decreases as the 
number of components purchased increases in such a way that the resulting 
~~(4) is linear. 
Module 2 is an illustration of the often-considered optimal redundancy 
problem. The problem is to select the optimal number na of redundant 
(identical) components for module 2. Each component has reliability r21 
and each component costs c2i . Then, the reliability for module 2 is 
Yz(d,) = 1 - (1 - YZpc”‘, a2 = 0, c2 ,2c, ,... . 
In the example we let r21 = .6 and car = 1. 
Module 3 involves the selection of the optimal number of components 
from two different types of components to be placed in parallel. It is not 
required for this module that the components be of one type or the other, 
they can be mixed.’ Components of type 1 have reliability r31 and unit cost of 
csl . Components of type 2 have reliability r32 and unit cost of caa . We assume 
r31 > r32 and c31 > ca2 . That is, the more reliable component costs more.* 
This situation arises when two components which perform the same activity 
but have different reliabilities are available. An industrial example is the 
situation where components which have been tested for burn- in failure are 
both more reliable and more costly. The designer is free to use any combina- 
tion of the components. 
Let da1 be the expenditure on components of first type and similarly let d32 
be the expenditure on components of type 2. 
The reliability of module 3 is given as: 
r3(ds1 , d32) = 1 - [( 1 - y31)d31’C31 (1 - Y~~)~“~‘~““] 
where 
41 = 0, c31 , 2C3, ,a.. and d32 = 0, c32 , 2c,, ,... . 
In the example we let c3r = 1, y31 = .5, c3a = 1.5, and y32 = .7. 
The following module design problem was solved to determine r3(d3). 
y3(d3) = ma y3(d31 , d32). 
41 + 42 G 4 
41,42 3 0. 
’ The situation where all the components must be of one type or another is suggested 
in Bellman and Dreyfus [l]. Tillman and Liittschwager [12] show how this situation 
can be incorporated into their all-integer zero-one linear programming model. The 
model here can also handle this situation without introducing any further complexities. 
* Our model can also handle the case where the more reliable component is the less 
expensive but the number of such components available is limited. 
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The reliability function r4(d4) for module 4 gives the highest reliability 
possible for an investment of d4 in the undersea cable system. Note that 
~~(1) = 0 implies a fixed charge, but this introduces no additional complica- 
tion. 
SOLUTION 
The system reliability is given by 
W, , 4 94 > 4) = 1 - [l - ~&4)1 
x U - y&4) [1 - [l - rd41 [1 - ~1(4)11~ 
= r,O,r,O,r,O,r, . 
We seek 
Note that 
Thus, for stage one we have 
d,O = X, , 4 G 5 
d,O = 5, x, > 5. 
For stages 2, 3, and 4 we have 
The tabular computations for stages 2, 3, and 4 follow: 
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X, 4 X, 1 - rp 1 - R, (1 - r4)( 1 - R3) R, 
6 0 6 1. .14824 .14824 
1 5 1. .2356 .2356 
2 4 .4 .31 .148 .852 
3 3 .3 .55 ,165 
4 2 .25 .70 .175 
5 I .21 1. .21 
6 0 .20 1. .20 
We have 
R(6) = R,(6) = .852 
and 
X4 = 6 d4” = 2 
x3 = 4 $” = 2 
x, = 2 d,o = 2 
Xl = 0 4” = 0. 
The design implications of this solution for the communications system are 
that module 1 should not be constructed and two units of the budget should 
be allocated to each of the other modules. Thus module 2 has two components, 
module 3 uses two of the less expensive components and none of the more 
expensive. 
V. A RELATED PROBLEM 
Black and Proschan [2] consider a related problem of optimal redundancy 
in which a certain system is assumed to work correctly over a fixed period of 
time to if every component works for its scheduled length of time. Redundancy 
is provided by standby units which do not fail in storage. In their model they 
let Pi(n,) be the probability that n, spares will be sufficient for component i, 
and they seek to maximize 
P(r2) = fi P&l,) 
i=l 
subject to a budget restriction. 
Our model can handle this same problem for the more general case where 
the system reliability is given by 
p(n) = pN(nN) ON-lPN-&N-l) ON-2 *‘* olPl(nl)- 
All that is required is that the functions Pi replace the functions ri in our 
model. 
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VI. FURTHER DISCUSSION OF RECURSIVE EQUATIONS 
Footnote 4 in Section 111 points out that it may not be possible to number 
the modules such that module i + 1 and subsystem Si are strictly in parallel. 
Consider the example of Figure 3. Modules 1 and 2 are in series and that 
subsystem, S, , in is parallel with the subsystem consisting of modules 3 
and 4. Thus S, is not strictly in parallel with module 3. In this case a slight 
modification to the recursive relations is required. 
We have for the system reliability 
sq = 1 - (I - r,r,) (1 - YaQ), 
and the following recursive equations are applicable: 
In this case the maximum system reliability can be obtained from 
Thus the approach is to find the optimal return for each of the parallel 
subsystems as a function of the resource expenditure in the subsystem and 
then to determine the optimal allocation among the parallel subsystems. 
VII. DISCUSSION OF d AND Y CONNECTIONS 
In Section I we pointed out that we consider only systems consisting of 
series and parallel connections. The reason for excluding A and Y connections 
is that the required separability condition for dynamic programming decom- 
OPTIMAL SYSTEM RELIABILITY 381 
position is not met.s Consider for example the system shown in Figure 4. 
It may be regarded either as the interconnection of two d’s or two Y’s. 
The reliability of this system is 
% = g(r, , f-4 > r3 > r2 9 f-1) 
= r,[l - (1 - ri) (1 - r3)] [l - (1 - ra) (1 - r4)] 
+ (1 - f-5) (1 - 11 - v,l [I - r3r4lI. 
FIG. 4. 
The separability condition requires that g be written as 
This condition can not be met since if we let 
g4(r4 > y3 7 r2 7 1 - r ) [l - (1 - r1) (1 - y3)l i-1 - (1 - 12) (1 - T*)l 
+ 1 - [l - r,r,] [ 1 - r3rJ 
then, 
g f E&5 3 g4). 
We can try to separate the returns in the opposite direction by writing 
gh 9 T2 Y r3 , y4 3 r5) = gk1 ! g2@2 7 r3 2 r4 > T5)). 
Rewriting s, to separate yl from the other reliabilities we have 
sg = - (1 - ri) (1 - Y3) r,[l - (1 - ra) (1 - TJ] + Y,[l - (1 - ra) (1 - r4)] 
+ v2( 1 - y5) [l - r3r4] + (1 - r&3r4 . 
Again we find that it is not possible to separate ss as required by 
g = gdr, 9 g2). 
It is pointless to try separating the returns in any other order because of the 
symmetry of the positions of modules 1, 2, 3, and 4. Thus we must conclude 
that the separability condition is not met. It is for this reason that the analysis 
of Section III is not directly applicable for systems containing d and Y 
connections. 
8 See Nemhauser [lo] page 35. 
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If the portion of the system containing A or 1’ connections can be treated 
as a single module, then of course the analysis of Section III is appropriate. 
For example, suppose we wish to determine the optimal investment in each 
of the modules shown in Figure 5 where the module labeled B consists of the 
entire configuration of Figure 4 which contains A and I’ connections. This 
can be done by the method described in this paper provided that the reliability 
function rB(dB) can be obtained from am,..., r,(dj). 
FIG. 5. 
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