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1. Introduction
Let p be a prime, and set ep(x) = exp(2π ix/p). In number theory, the trigonometric sums of the
form
S(a,b;m) =
m∑′
n=1
exp
(
2π i
an + bn
m
)
are called “Kloosterman sums”, where m is a positive integer, a and b are integers, n denotes the
multiplicative inverse (mod m), and the prime sign means that the sum is taken over the numbers n
coprime to m. And the sums
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∑′
nx
exp
(
2π i
an + bn
m
)
,
where x<m, are called incomplete Kloosterman sums.
As we all know, Kloosterman sums play an important role in number theory. It was ﬁrstly studied
by Kloosterman [8] in his reﬁnement of the Hardy–Littlewood method in 1926, which arose from the
problem of representing integers by a positive deﬁnite integral quadratic forms in four variables. And
in [8], he gave the non-trivial upper bound
S(a,b; p)  p 34 .
Afterwards, Salié [13] and Davenport [3] independently improved his upper bound to O (p
2
3 ) and
Weil [16] obtained the best possible bound (in his famous proof of the Riemann hypothesis for the
algebraic curves over ﬁnite ﬁelds):
∣∣S(a,b; p)∣∣ 2p 12 .
At the same time, due to the applications to arithmetic such as the problem of the asymptotic
behavior of
∑′
nx{ an+bnp } (just as Korolev said in [9] and so on), it is also necessary for people to
establish the non-trivial bounds of the incomplete Kloosterman sums. For that purpose, the below
bound is easily got by completing the sums and applying Weil’s bound (Hooley [5], for example),
which originally derived from Hua’s idea [7] of incomplete exponential sums:
S(a,b, x; p) =
∑
1nx
ep(an + bn)  p 12 log p.
And in [6], Hooley furthered to make the conjecture
S(a,b, x; p) =
∑
1nx
ep(an + bn) ε x 12 pε
for any ε > 0. In 2000, Korolev [9, Thm. 1] gave the upper bound of the incomplete Kloosterman
sums: ∣∣∣∣∑′
nx
exp
(
2π i
an + bn
m
)∣∣∣∣ x(d 12k1s1 (lgm)5 + 4(lg x)− 524 (lgm) 16 (lg lgm) 2524 ),
where the logarithm lg(·) means log10(·), d = (a,m)  1, k1 and s1 are deﬁned by the conditions
1
4m
1
2k1−1  14 exp((lg x)1−2γ ) <
1
4m
1
2k1−3 and 14m
1
2s1−1  14 exp(
lg x
4 lgm (lg x)
1−8γ ) < 14m
1
2s1−3 and satisfy
the inequalities:
lgm
2 lg x
(lg x)2γ + 1
2
 k1 <
lgm
2 lg x
(lg x)2γ + 3
2
,
2 lg2m
lg2 x
(lg x)8γ + 1
2
 s1 <
2 lg2m
lg2 x
(lg x)8γ + 3
2
,
where γ = 5 lg lg x−4 lg lgm−lg lg lgm−C24 lg lg x , and C > 1 is an absolute constant.
Moreover, after 1960s, the high-dimensional generalization of Kloosterman sums
Ks(a; p) =
p−1∑
n =1
· · ·
p−1∑
n =1
ep(a1n1 + · · · + asns + as+1n1 · · ·ns),
1 s
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maticians. Mordell [12] is the ﬁrst to establish the non-trivial bound O (p
m+1
2 ) for Ks(1; p), where
1 = (1, . . . ,1) ∈ Zs+1. And Deligne [4] proved the optimal bound:
∣∣Ks(1; p)∣∣ (m + 1)p m2 ,
as a consequence of his proof of Weil’s conjecture.
Recently, especially since 1990s, the high-dimensional Kloosterman sums have drawn greater at-
tention of large number of mathematicians, because of its excellent applications in number theory,
such as the estimation of the bounds of Fourier coeﬃcients of Maass cusp forms [1], the work on Sel-
berg’s eigenvalue conjecture [11], its connection with exponential sums (for example, the Heilbronn
sums [15]) and so on.
Correspondingly, the high-dimensional incomplete Kloosterman sums of the form
Ks(a,M,N; p) =
M1+N1∑
n1=M1+1
· · ·
Ms+Ns∑
ns=Ms+1
ep(a1n1 + · · · + asns + as+1n1 · · ·ns),
where the integer vectors a = (a1, . . . ,as+1) ∈ Zs+1, M = (M1, . . . ,Ms) ∈ Zs , N = (N1, . . . ,Ns) ∈ Zs
such that 0 Mν < Mν + Nν < p (ν = 1,2, . . . , s), have also led to huge interests of people. In 1999,
Luo [10] established the upper bound for the s-dimensional incomplete hyper-Kloosterman sums:
Ks
(
1,1′,x; p)s,r x1 · · · xs
p
+ p 12 (x1 · · · xs)1− 1r
(
p
1
4(r−1) log2 p
)s
, (1)
for integer vectors 1 = (1, . . . ,1) ∈ Zs+1, 1′ = (1, . . . ,1) ∈ Zs , x = (x1, . . . , xs) ∈ Zs and any positive
integer r  2. And this gives a non-trivial bound for large m and all p 14+δ  xi < p (1 i  s), which
is the effective range for Burgess’s bound of incomplete Gaussian sums, because of his utilization of
Burgess’s estimates. What’s more, he generalized the Hooley’s conjecture in the same paper [10] as
follows:
For any ε > 0, we have
∑
1n1x1
· · ·
∑
1nsxs
ep(n1 + · · · + ns + n1 · · ·ns) ε (x1 · · · xs) 12 pε.
And almost in the same year, Ye [17] established the identities between the incomplete hyper-
Kloosterman sums Ks(a,1′,x′; p) and incomplete classical Kloosterman sums S(1, z(2− s), x; c),
where the integer vectors a = (1, . . . ,1, z) ∈ Zs+1, 1′ = (1, . . . ,1) ∈ Zs , x′ = (x, p − 1, . . . , p − 1).
In 2007, I.E. Shparlinski [14, Thm. 1, Thm. 2] furthered to generalize and improve the previous
estimate of Luo [10], and obtained:
Ks(a,M,N; p)  N1 · · ·Ns
p
+ (N1 · · ·Ns)1− r+s−2rs p
1
2+ s−24(r−1) (log p)2s−4, (2)
for integers s 2 and the implied constant depending on s and r. Furthermore, he obtained:
Ks(a,M,N; p)  N1 · · ·Ns
p
+ (N1 · · ·Ns)1− s−4rs p−
1
2+ s−44(r−1) W (log p)2s−4, (3)
where W =∏sν=1(1+ p 1s N− 2sν log 2s p) (for integers s 4), the implied constant in the symbols  de-
pends on integer parameters r and s (just as the corresponding symbols in Luo [10]), and its effective
range is also for p
1
4+δ  Ni < p (1 i  s).
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the estimation of number of solutions of congruence instead of Burgess’s bounds for partial Gaussian
sums (which avoid the parameter r and extend the non-trivial range) and Cauchy–Schwarz inequality.
As a result, we could obtain the theorem as follows:
Theorem 1. Suppose that s  4 is an arbitrary integer satisfying s = 2k (k = 2,3, . . .), and a = (a1,a2,
. . . ,as+1) ∈ Zs+1 , N = (N1,N2, . . . ,Ns), M = (M1,M2, . . . ,Ms) ∈ Zs are integer vectors such that 0 
Mν < Mν + Nν < p (ν = 1, . . . , s) and (as+1, p) = 1, then for any ε > 0, we have
Ks(a,M,N; p) s,ε N1 · · ·Ns
p
+ (N1 · · ·Ns)p− 12 pε
s∏
ν=1
(
1+ N−
1
2
ν p
1
s
)
. (4)
Remark 1. Firstly, the bound obtained in Theorem 1 is trivial only when N1 · · ·Ns  p1+ε . And if we
suppose that N1, . . . ,Ns are not of different order magnitude just as Shparlinski’s argument in [14]
(otherwise, different conditions of order magnitude will lead to different stronger bounds), Theorem 1
provides non-trivial bound for p
1
s +ε  N1, . . . ,Ns < p because of avoiding Burgess’s bounds of partial
Gaussian sums.
Secondly, the upper bound obtained in Theorem 1 removes the parameter r. As a result, the im-
plied constant depends only on ε and s.
Furthermore, the upper bound given in Theorem 1 improves the corresponding result in some
situations no matter which number r we choose in [14] (for example, when s  8 and Nν (ν =
1,2, . . . , s) satisfying p
2
s  Nν < p
1
2 log p).
Theorem 2. Suppose that s  2 is an arbitrary integer satisfying s = 2k + 1 (k = 1,2, . . .), and a =
(a1,a2, . . . ,as+1) ∈ Zs+1 , N = (N1,N2, . . . ,Ns), M = (M1,M2, . . . ,Ms) ∈ Zs are integer vectors such that
0 Mν < Mν + Nν < p (ν = 1, . . . , s) and (as+1, p) = 1, then for any ε > 0, we have
Ks(a,M,N; p) s,ε N1 · · ·Ns
p
+ (N1 · · ·Ns)1− 12s pε
s∏
ν=1
(
1+ N
1−s
2s
ν p
1
2s
)
. (5)
In particular, when s = 3,
K3(a,M,N; p) s,ε N1N2N3
p
+ (N1N2N3) 56 pε
3∏
ν=1
(
1+ N−
1
3
ν p
1
6
)
. (6)
Remark 2. Also, Theorem 2 provides a non-trivial bound for p
1
s +ε  N1, . . . ,Ns < p. The implied con-
stant in Theorem 2 depends only on ε and s. And, the upper bound given in Theorem 2 still improves
the corresponding result in [10,14] no matter which number r we choose in [14] (for example, when
s 5 and Nν (ν = 1,2, . . . , s) satisfying p 1s−1  Nν < p 13+ε).
Moreover, when s = 3, the upper bound in Theorem 2 improves the estimate of K3(a,M,N; p)
in [14].
2. Notation and preliminaries
Let χ be a multiplicative character modulo p. Besides, we denote the incomplete Gaussian
sums Sa,χ (M,N; p) =∑M+Nn=M+1 χ(n)ep(an), and Gaussian sums Sa,χ (p) =∑pn=1 χ(n)ep(an) for which
we have the upper bound that |Sa,χ (p)| = √p provided that χ = χ0 and (a, p) = 1 (otherwise,
|Sa,χ (p)| = 1 for χ = χ0).
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set of solutions of the congruence x1 · · · xk ≡ xk+1 · · · x2k (mod p). Suppose k 2 is a positive integer, then for
any ε > 0, |B2k ∩ W | ε,k ( |B2k |p + |B2k|
1
2 )pε .
Proof. The course of the proof is analogue to the lemma in [2].
Without loss of generality, we can suppose
∏k
i=1 Ni 
∏2k
i=k+1 Ni . Then for every ﬁxed xi (k + 1
i  2k), we could get the only c satisfying c ≡ xk+1 · · · x2k (mod p) and 0 c  p − 1.
At this moment, for the element in B2k ∩ W , x1, . . . , xk satisfy: x1 · · · xk ≡ c (mod p), namely,
x1 · · · xk = c + lp, (7)
where the positive integer l has at most
∏k
i=1 Ni/p choices. Therefore, for each given values c and l,
the number of solutions of (x1, . . . , xk) in (7) is  (τ (c + lp))k ε,k pε , where τ (n) is the divisor
function and ε is an absolute constant depending on k.
Hence, |B2k ∩ V | ε,k (
∏k
i=1 Ni
p + 1)pε
∏2k
i=k+1 Ni  (
|B2k |
p + |B2k|
1
2 )pε . 
Lemma 2. For any positive integers 0  M < M + N < p, and an arbitrary integer a, then∑
χ (mod p) |Sa,χ (M,N; p)|2k  (N2k + Nkp)pε .
Proof.
∑
χ (mod p)
∣∣Sa,χ (M,N; p)∣∣2k
=
∑
χ (mod p)
M+N∑
m1,...,mk,n1,...,nk=M+1
ep
(
a(m1 + · · · +mk − n1 − · · · − nk)
)
χ(m1 · · ·mkn1 · · ·nk)
=
M+N∑
m1,...,mk,n1,...,nk=M+1
ep
(
a(m1 + · · · +mk − n1 − · · · − nk)
) ∑
χ (mod p)
χ(m1 · · ·mkn1 · · ·nk)

M+N∑
m1,...,mk,n1,...,nk=M+1
∣∣∣∣ ∑
χ (mod p)
χ(m1 · · ·mkn1 · · ·nk)
∣∣∣∣,
where the inner sum vanishes unless m1 · · ·mk ≡ n1 · · ·nk (mod p). So, by Lemma 1, we could get∑
χ (mod p) |Sa,χ (M,N; p)|2k  (N2k + Nkp)pε . 
Lemma 3. For any positive integers 0  M < M + N < p, and an arbitrary integer a, we have∑
χ (mod p) |Sa,χ (M,N; p)|2 = N(p − 1).
Proof. This is Lemma 4 of [14]. 
3. Proofs of Theorems 1 and 2
Proof of Theorem 1. As in [14],
∣∣Ks(a,M,N; p)∣∣= 1
p − 1
∣∣∣∣∣
∑
χ (mod p)
Sas+1,χ (p)
s∏
ν=1
Saν ,χ (Mν,Nν; p)
∣∣∣∣∣
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p
+ p
1
2
p − 1
∑
χ (mod p)
χ =χ0
s∏
ν=1
∣∣Saν ,χ (Mν,Nν; p)∣∣.
Let 	 =∑χ (mod p)
χ =χ0
∏s
ν=1 |Saν ,χ (Mν,Nν; p)|, by Hölder inequality, we have
	
(
s∏
ν=1
∑
χ (mod p)
∣∣Saν ,χ (Mν,Nν; p)∣∣s
) 1
s
.
When s = 2k (k = 2,3,4, . . .), applying Lemma 2, we get
	 
(
s∏
ν=1
((
Nsν + N
s
2
ν p
)
pε
)) 1s = (N1 · · ·Ns) s∏
ν=1
(
1+ N−
1
2
ν p
1
s
)
pε.
Therefore,
Ks(a,M,N; p) ε N1 · · ·Ns
p
+ (N1 · · ·Ns)p− 12 pε
s∏
ν=1
(
1+ N−
1
2
ν p
1
s
)
, (8)
where the absolute constant depends only on ε and s. 
Proof of Theorem 2. When s = 2k + 1 (k = 1,2, . . .), instead of using the upper bound of partial
Gaussian sums belonging to Burgess, we could get the bound from Theorem 1 and Lemma 3 by
Cauchy–Schwarz inequality.
Just as mentioned in Theorem 1,
	 =
∑
χ (mod p)
χ =χ0
s∏
ν=1
∣∣Saν ,χ (Mν,Nν; p)∣∣
(
s∏
ν=1
∑
χ (mod p)
∣∣Saν ,χ (Mν,Nν; p)∣∣s
) 1
s
.
We could denote Σs,ν =∑χ (mod p) |Saν ,χ (Mν,Nν; p)|s , then
Σs,ν  (Σ2,ν)
1
2 (Σ2s−2,ν)
1
2  N
1
2
ν (p − 1) 12
((
N2s−2ν + Ns−1ν p
)
pε
) 1
2
 N
1
2
ν p
1
2 Ns−1ν
(
1+ N1−sν p
) 1
2 pε = Ns−
1
2
ν p
1
2
(
1+ N
1−s
2
ν p
1
2
)
pε.
Therefore,
	 
(
s∏
ν=1
(
N
s− 12
ν p
1
2
(
1+ N
1−s
2
ν p
1
2
)
pε
)) 1s = (N1 · · ·Ns)1− 12s p 12 pε s∏
ν=1
(
1+ N
1−s
2s
ν p
1
2s
)
.
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Ks(a,M,N; p) ε N1 · · ·Ns
p
+ (N1 · · ·Ns)1− 12s pε
s∏
ν=1
(
1+ N
1−s
2s
ν p
1
2s
)
, (9)
where the absolute constant also depends only on ε and s.
In particular, when s = 3,
K3(a,M,N; p) ε N1N2N3
p
+ (N1N2N3) 56 pε
3∏
ν=1
(
1+ N−
1
3
ν p
1
6
)
.  (10)
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