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Ra´da bych zde podeˇkovala vedoucı´mu bakala´rˇske´ pra´ce Doc. RNDr. Radku Kucˇerovi, Ph.D. za
jeho ochotu, trpeˇlivost a cenne´ rady prˇi vzniku te´to pra´ce. Da´le bych ra´da podeˇkovala sve´ rodineˇ a
prˇa´telu˚m za mora´lnı´ podporu a v neposlednı´ rˇadeˇ i sve´mu prˇı´teli za pomoc, trpeˇlivost a psychickou
podporu.
Abstrakt
Tato pra´ce popisuje prˇesnost vy´pocˇtu˚ prova´deˇny´ch pomocı´ Gaussovy eliminacˇnı´ metody a Ne-
villovy eliminacˇnı´ metody. V prvnı´ch dvou kapitola´ch se veˇnujeme zavedenı´ za´kladnı´ch pojmu˚
a jejich definicı´m. Zavedeme si take´ pojem matice se zna´mou inverzı´. Trˇetı´ kapitola se veˇnuje
Gaussoveˇ eliminacˇnı´ metodeˇ a cˇtvrta´ kapitola se zaby´va´ Nevillovou eliminacˇnı´ metodou. Obeˇ
tyto kapitoly obsahujı´ rˇesˇenı´ konkre´tnı´ho prˇı´kladu, popis algoritmu, jeho strucˇny´ za´pis a zavedenı´
pojmu pivotizace u kazˇde´ metody.
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Abstract
This thesis describes accuracy of the computations, which are performed using Gaussian Eli-
mination Method and Neville Elimination. First two chapters are about introduction of elemen-
tary terms and their definitions. There is also introduced term Matrix With Known Inverse. Third
chapter is about Gaussian Elimination Method and fourth chapter describes Neville Elimination.
Both of these chapters contain solving of an concrete example, description of algorithm, brief
notation of this algorithm and introduction of term pivotization for each method.
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1 U´vod 1
Kapitola 1
U´vod
V te´to pra´ci se zaby´va´me prˇesnostı´ vy´pocˇtu˚ pomocı´ Gaussovy eliminacˇnı´ metody (GEM) a Ne-
villovy eliminacˇnı´ metody (NEM). GEM je klasicka´ metoda pro rˇesˇenı´ soustav linea´rnı´ch rovnic.
NEM je jı´ velmi podobna´, lisˇı´ se ale v organizaci vy´pocˇtu, cozˇ mu˚zˇe mı´t podstatny´ vliv na prˇesnost
vypocˇı´tany´ch vy´sledku˚.
V kapitola´ch 2 a 3 si zavedeme pojmy jako je soustava linea´rnı´ch rovnic, matice soustavy, deter-
minant matice, inverznı´ matice, podmı´neˇnost matice a uvedeme neˇktere´ matice se zna´mou inverzı´.
Kapitoly jsou zajisˇteˇny studijnı´mi materia´ly [1], [2] a [3].
Nezbytnou cˇa´stı´ te´to pra´ce je popis implementace GEM, GEM s pivotizacı´, NEM a NEM s pivoti-
zacı´. V kapitola´ch 4 a 5 si uka´zˇeme rˇesˇeny´ prˇı´klad, popis algoritmu a jeho za´pis v programovacı´m
jazyce. U kazˇde´ metody si uka´zˇeme, jak probı´ha´ vy´beˇr pivota, vy´pocˇet multiplika´toru a zı´ska´nı´
vy´sledne´ho vektoru. Litera´rnı´ opory jsou [1], [4] a [5].
V poslednı´ cˇa´sti te´to pra´ce otestujeme prˇesnost algoritmu˚ na maticı´ch se zna´mou inverzı´. Algo-
ritmy implementovane´ v Matlabu vcˇetneˇ testovacı´ch souboru˚ a zı´skany´ch vy´sledku˚ jsou soucˇa´stı´
prˇı´lohy.
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Kapitola 2
Soustavy linea´rnı´ rovnic s regula´rnı´
maticı´
Soustavy rovnic jsou zna´my´m proble´mem v mnoha ru˚zny´ch odveˇtvı´ch jako naprˇ. ve fyzice, v
elektrotechnice aj. Soustavy rovnic mohou by´t linea´rnı´, kvadraticke´, kubicke´ atd. nebo take´ naprˇ.
diferencia´lnı´. My se zameˇrˇı´me pouze na soustavy linea´rnı´ch rovnic s regula´rnı´ maticı´ pro vybrane´
matice se zna´mou inverzı´. V te´to kapitole je cˇerpa´no z [1].
2.1 Soustavy linea´rnı´ch rovnic
Obecnou soustavou linea´rnı´ch rovnic myslı´me:
a11x1 + . . . + a1nxn = b1
... · · ·
...
...
am1x1 + . . . + amnxn = bm
(2.1)
Prˇi obecne´m rˇesˇenı´ soustavy linea´rnı´ch rovnic mu˚zˇou nastat tyto mozˇnosti:
• Soustava ma´ pra´veˇ jedno rˇesˇenı´.
• Soustava ma´ nekonecˇneˇ mnoho rˇesˇenı´.
• Soustava nema´ rˇesˇenı´.
2.1.1 Ekvivalentnı´ u´pravy
Hlavnı´ a za´kladnı´ mysˇlenka rˇesˇenı´ soustavy linea´rnı´ch rovnic je nahrazenı´ dane´ soustavy jinou
soustavou, ktera´ ma´ stejne´ rˇesˇenı´, ale zı´skat jej bude jednodusˇsˇı´. Naprˇ. kdyzˇ budeme mı´t soustavu
dvou rovnic o dvou nezna´my´ch, ktera´ obsahuje alesponˇ jednu rovnici s jednou nezna´mou, bude
tato soustava rovnic vy´razneˇ jednodusˇsˇı´, protozˇe mu˚zˇeme takovou rovnici rˇesˇit neza´visle na druhe´
rovnici. Novou soustavu mu˚zˇeme zı´skat pouzˇitı´m tzv. ekvivalentnı´ch u´prav, ktere´ zvolı´me tak, aby
rˇesˇenı´ pu˚vodnı´ soustavy odpovı´dalo rˇesˇenı´ upravene´ soustavy.
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Ekvivalentnı´ u´pravy:
(E1) Vza´jemna´ vy´meˇna libovolny´ch dvou rovnic soustavy.
(E2) Na´sobenı´ obou stran neˇktere´ rovnice soustavy nenulovy´m cˇı´slem.
(E3) Prˇicˇtenı´ na´sobku neˇktere´ rovnice soustavy k jine´ rovnici.
Ekvivaletnı´ u´pravy majı´ specifickou vlastnost, zˇe s jejich pomocı´ mu˚zˇeme z upravene´ soustavy
zı´skat zpeˇt pu˚vodnı´ soustavu aplikova´nı´m u´prav v opacˇne´m porˇadı´.
Veˇta 2.1.1. Jsou-li dveˇ soustavy linea´rnı´ch rovnic ekvivalentnı´, potom majı´ stejne´ rˇesˇenı´.
2.1.2 Maticovy´ za´pis
Prˇi u´praveˇ rovnic je prakticˇteˇjsˇı´ pouzˇı´vat maticovy´ za´pis, tedy vynecha´va´me opisova´nı´ nezna´my´ch.
Soustava rovnic bude v maticove´m za´pisu vypadat na´sledovneˇ:

a11 · · · a1n
...
. . .
...
am1 · · · amn
∣∣∣∣∣∣∣∣
b1
...
bm

 (2.2)
Tuto tabulku nazy´va´me rozsˇı´rˇena´ matice soustavy. Leva´ cˇa´st tabulky bez poslednı´ho sloupce se
nazy´va´ matice soustavy, poslednı´ sloupec je prava´ strana soustavy. Pokud budeme mluvit pouze o
matici soustavy, tak jı´ budeme nazy´vat matice.
Ekvivaletnı´m u´prava´m soustavy rovnic odpovı´dajı´ operace s rˇa´dky rozsˇı´rˇene´ matice soustavy, ktere´
nazy´va´me elementa´rnı´ rˇa´dkove´ operace:
(e1) Vza´jemna´ vy´meˇna libovolny´ch dvou rˇa´dku˚.
(e2) Na´sobenı´ neˇktere´ho rˇa´dku nenulovy´m cˇı´slem.
(e3) Prˇicˇtenı´ na´sobku neˇktere´ho rˇa´dku k jine´mu rˇa´dku.
Ma´me-li dveˇ matice, z nichzˇ jedna vznikla z druhe´ pomocı´ elementa´rnı´ch rˇa´dkovy´ch operacı´,
budeme rˇı´kat, zˇe matice jsou rˇa´dkoveˇ ekvivalentnı´. Nynı´ si mu˚zˇeme veˇtu 2.1.1 vyja´drˇit pomocı´
novy´ch pojmu˚.
Veˇta 2.1.2. Majı´-li dveˇ soustavy linea´rnı´ch rovnic rˇa´dkoveˇ ekvivalentnı´ rozsˇı´rˇene´ matice, potom
majı´ stejne´ rˇesˇenı´.
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Kapitola 3
Za´kladnı´ pojmy a definice
V te´to kapitole si zavedeme za´kladnı´ pojmy a definice, ktere´ budeme potrˇebovat k pochopenı´
dalsˇı´ch kapitol. Informace jsou cˇerpa´ny z [1], [2], [3], [4].
3.1 Matice a jejı´ typy
Zı´ska´nı´ matice ze soustavy rovnic jsme si uka´zali v kapitole 2.1.2. Nynı´ si definujme pojmy, se
ktery´mi se budeme setka´vat.
Definice 3.1.1. Matice je sche´ma cˇı´sel tzv. prvku˚ matice. Obsahuje obecneˇ m rˇa´dku˚ a n sloupcu˚.
Tato matice se pote´ nazy´va´ matice typu m× n.
Rˇa´dky a sloupce matice jsou oznacˇeny indexy. Jejich kombinace pak prˇedstavujı´ pozice jednot-
livy´ch prvku˚ matice. Obecneˇ prvek v i-te´m rˇa´dku a j-te´m sloupci znacˇı´me aij .
Matice s obecny´mi prvky:


a11 · · · · · · · · · a1n
a21
. . .
. . .
. . . a2n
...
. . . aij
. . .
...
...
. . .
. . .
. . .
...
am1 · · · · · · · · · amn


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3.1.1 Cˇtvercova´ matice
Definice 3.1.2. Matici budeme nazy´vat cˇtvercovou, pokud je pocˇet rˇa´dku˚ a sloupcu˚ shodny´.
Prˇı´klady cˇtvercovy´ch matic:
A1 =
[
2 3
1 5
]
, A2 =

 1 1 52 5 2
3 7 4


3.1.2 Diagona´lnı´ matice
Definice 3.1.3. Cˇtvercova´ matice se nazy´va´ diagona´lnı´, pokud ma´ alesponˇ jeden nenulovy´ prvek
v diagona´le a vsˇude jinde nuly. Jinak Takovou matici budeme obvykle znacˇit D.
Prˇı´klady diagona´lnı´ch matic:
D1 =

 5 0 00 −2 0
0 0 6

, D2 =

 2 0 00 0 0
0 0 4


3.1.3 Jednotkova´ matice
Definice 3.1.4. Jednotkova´ matice je diagona´lnı´ matice, ktera´ ma´ na diagona´le vsˇechny prvky
rovny jedne´.
Prˇı´klad jednotkove´ matice:
I =

 1 0 00 1 0
0 0 1


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3.1.4 Hornı´ troju´helnı´kova´ matice
Definice 3.1.5. Matice se bude nazy´vat hornı´ troju´helnı´kova´ matice, pokud pod hlavnı´ diagona´lou
budou pouze nulove´ prvky. Takovou matici budeme obvykle znacˇit U .
Prˇı´klady matic typu U:
U1 =

 5 1 30 −2 4
0 0 6

, U2 =

 2 3 00 5 0
0 0 4


3.1.5 Dolnı´ troju´helnı´kova´ matice
Definice 3.1.6. Matice se bude nazy´vat dolnı´ troju´helnı´kova´ matice, pokud nad hlavnı´ diagona´lou
budou pouze nulove´ prvky. Takovou matici budeme obvykle znacˇit L.
Prˇı´klady matic typu L:
L1 =

 5 0 02 −2 0
1 3 6

, L2 =

 2 0 00 5 0
5 0 4


3.1.6 Symetricka´ matice
Definice 3.1.7. Symetricka´ matice je soumeˇrna´ podle hlavnı´ diagona´ly, tedy jejı´ prvky na pozicı´ch
aij a aji jsou shodne´.
Prˇı´klad symetricke´ matice:
A =

 5 2 12 −2 3
1 3 6


3.2 Determinant matice
Abychom zjistili, zda je matice regula´rnı´ nebo singula´rnı´, musı´me umeˇt spocˇı´tat determinant. Pro
determinant je nutny´ pojem zobrazenı´, ktery´ si prˇedem definujeme.
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3.2.1 Zobrazenı´
Zobrazenı´ je prˇedpis, ktery´ kazˇde´mu prvku z jedne´ mnozˇiny, prˇirˇadı´ pra´veˇ jeden prvek z jine´
mnozˇiny.
Definice 3.2.1. Zobrazenı´ f se znacˇı´ f : A −→ B, kde A,B jsou mnozˇiny.
Mnozˇineˇ A se rˇı´ka´ definicˇnı´ obor, obsahuje prvky zvane´ vzory a znacˇı´ se jako D(f), mnozˇineˇ
B se rˇı´ka´ obor hodnot, obsahuje prvky zvane´ obrazy a znacˇı´ se jako H(f). Jednoznacˇnost zobra-
zenı´ je du˚lezˇita´, znamena´, zˇe kazˇdy´ prvek z mnozˇiny A ma´ pra´veˇ jeden obraz v mnozˇineˇ B. Prvky
mnozˇiny B ovsˇem musı´ mı´t alesponˇ jeden vzor.
3.2.2 Determinant
Nynı´, kdyzˇ vı´me co je zobrazenı´, mu˚zˇeme si definovat pojem determinant matice:
Definice 3.2.2. V linea´rnı´ algebrˇe je determinant zobrazenı´, ktere´ prˇirˇadı´ kazˇde´ cˇtvercove´ matici
A cˇı´slo, ktere´ oznacˇujeme |A| nebo det A.
Determinanty lze pocˇı´tat neˇkolika zpu˚soby, neˇktere´ mozˇnosti vy´pocˇtu naleznete v [1].
Podle determinantu lze urcˇit, zda je matice singula´rnı´ nebo regula´rnı´.
Definice 3.2.3. Cˇtvercova´ matice A se nazy´va´ singula´rnı´, je-li jejı´ determinant nulovy´. Cˇtvercova´
matice A se nazy´va´ regula´rnı´, je-li jejı´ determinant nenulovy´.
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3.3 Inverznı´ matice
Definice 3.3.1. Inverznı´ matice A−1 k dane´ matici A je takova´ matice, ktera´ po vyna´sobenı´ s
pu˚vodnı´ matici da´ jednotkovou matici. Inverznı´ matice A−1 k matici A je urcˇena jednoznacˇneˇ.
Pro zı´ska´nı´ inverznı´ matice upravı´me soustavu [A|I] pomocı´ ekvivalentnı´ch u´prav na soustavu
[I|B], kde B je nasˇe hledana´ inverznı´ matice A−1.
Uka´zka vy´pocˇtu inverznı´ matice:[
1 3
2 4
∣∣∣∣ 1 00 1
]
−2r1
7→
[
1 3
0 −2
∣∣∣∣ 1 0−2 1
]
3
2r2 7→
[
1 0
0 −2
∣∣∣∣ −2 32−2 1
]
1
2r2
7→[
1 0
0 1
∣∣∣∣ −2 321 −12
]
K matici A =
[
1 3
2 4
]
tedy existuje inverznı´ matice A−1 =
[
−2 32
1 −12
]
.
Podrobneˇjsˇı´ na´vod, jak zı´skat inverznı´ matici naleznete naprˇı´klad v [1]. Algoritmus, ktery´ je zde
pouzˇit, si vysveˇtlı´me v kapitole 4.
3.4 Podmı´neˇnost matic
Pro urcˇenı´ cˇı´sla podmı´neˇnosti κ(A) matice A potrˇebujeme zna´t pojmy vektorovy´ prostor, norma
vektoru a norma matice.
3.4.1 Vektorovy´ prostor
Definice 3.4.1. Vektorovy´m prostorem nad mnozˇinou rea´lny´ch cˇı´sel R je nepra´zdna´ mnozˇina V ,
ktera´ ma´ definova´ny dveˇ operace.
• Scˇı´ta´nı´ vektoru˚: Kazˇde´ dvojici vektoru˚ a, b ∈ V prˇirˇadı´ vektor a+ b ∈ V .
• Na´sobenı´ vektoru cˇı´slem: Kazˇde´mu cˇı´slu k ∈ R a vektoru a ∈ V prˇirˇadı´ vektor ka ∈ V .
Tyto operace musı´ splnˇovat podmı´nky, ktere´ naleznete naprˇ. v [1].
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3.4.2 Norma vektoru
Definice 3.4.2. Norma vektoru ‖ · ‖ je funkce na vektorove´m prostoru V , ktera´ kazˇde´mu ne-
nulove´mu vektoru prˇirˇadı´ rea´lne´ kladne´ cˇı´slo. Norma vektoru musı´ pro dva libovolne´ vektory
x, y ∈ V a libovolne´ cˇı´slo k splnˇovat:
• ‖x‖ > 0, ‖x‖ = 0⇔ x = 0
• ‖x+ y‖ ≤ ‖x‖+ ‖y‖
• ‖kx‖ = |k| · ‖x‖
Nejzna´meˇjsˇı´m prˇı´kladem normy je tzv. Euklidovska´ norma definova´na na´sledovneˇ:
‖(x1, x2, · · · , xn)‖ =
√
x21 + x
2
2 + · · ·+ x
2
n
3.4.3 Norma matice
Definice 3.4.3. Norma matice ‖ ·‖ je funkce na prostoru vsˇech matic, ktera´ kazˇde´ nenulove´ matici
prˇirˇadı´ rea´lne´ kladne´ cˇı´slo. Norma matice musı´ pro dveˇ libovolne´ rea´lne´ matice A,B a libovolne´
cˇı´slo α splnˇovat:
• ‖A‖ > 0, ‖A‖ = 0⇔ A je nulova´ matice
• ‖αA‖ = |α|‖A‖
• ‖A+B‖ ≤ ‖A‖+ ‖B‖
Pozna´mka. Pro neˇktere´ maticove´ normy lze odvodit:
‖AB‖ ≤ ‖A‖ · ‖B‖ (3.1)
Frobeniova (neˇkdy take´ Euklidovska´) norma matice je definova´na na´sledovneˇ:
‖A‖ =
√∑
i
∑
j a
2
ij
3.4.4 Podmı´neˇnost matice
Prˇi rˇesˇenı´ soustav rovnic se setka´va´me s vy´sledky, ktere´ jsou velmi prˇesne´ i prˇes vliv zaokrouhlo-
vacı´ch chyb, ale i s vy´sledky, kde mohou mı´t zaokrouhlovacı´ chyby velky´ vliv. Lze soudit, zˇe to
bude zpu˚sobeno zvoleny´mi koeficienty matice. Podrobneˇjsˇı´ popis o stabiliteˇ vy´pocˇetnı´ch u´loh lze
nale´zt v [3].
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Definice 3.4.4. Cˇı´slo podmı´neˇnosti matice A, kde A ∈ Rn×n je cˇtvercova´ regula´rnı´ matice,
spocˇı´ta´me jako:
κp(A) = ‖A‖‖A
−1‖,
kde ‖ · ‖ znacˇı´ libovolnou maticovou normu (nejcˇasteˇji Euklidovu).
Veˇta 3.4.5. Meˇjme matici A, ktera´ je regula´rnı´ cˇtvercova´ matice rˇa´du n, a vektory b a x jsou
nenulove´ n-slozˇkove´ vektory. Necht’ platı´:
Ax = b
Da´le meˇjme vektory b˜ a x˜, ktere´ jsou take´ n-slozˇkove´ vektory a necht’ pro neˇ platı´:
Ax˜ = b˜
Potom
‖x− x˜‖
‖x‖
≤ κ(A)
‖b− b˜‖
‖b‖
(3.2)
Du˚kaz. Necht’ platı´
b = Ax resp. x− x˜ = A−1(b− b˜) (3.3)
pomocı´ (3.1) dostaneme:
‖x‖−1 ≤ ‖A‖‖b‖−1 resp. ‖x− x˜‖ ≤ ‖A−1‖‖b− b˜‖ (3.4)
Z teˇchto tvrzenı´ zı´ska´me (3.2).
Cˇı´slo podmı´neˇnosti nebo take´ cˇı´slo podmı´neˇnosti matice, je cˇı´slo, ktere´ do znacˇne´ mı´ry prˇedpovı´da´
chova´nı´ (zvla´sˇteˇ prˇesnost) rˇady numericky´ch maticovy´ch algoritmu˚.
Dobrˇe podmı´neˇnou soustavou linea´rnı´ch rovnic, budeme nazy´vat takovou soustavu, kde prvky v
hlavnı´ diagona´le matice A te´to soustavy dominujı´, tedy jsou v absolutnı´ hodnoteˇ veˇtsˇı´ nezˇ ostatnı´
prvky v prˇı´slusˇne´m rˇa´dku nebo sloupci. Take´ lze doka´zat, zˇe stejny´ vy´sledek dostaneme v prˇı´padeˇ,
ma´-li matice A a k nı´ inverznı´ matice A−1 prˇiblizˇneˇ stejne´ v absolutnı´ hodnoteˇ nejveˇtsˇı´ prvky.
Samozrˇejmeˇ determinant dobrˇe podmı´neˇne´ matice musı´ by´t nenulovy´!
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Sˇpatneˇ podmı´neˇna´ soustava rovnic ma´ rovneˇzˇ determinant nenulovy´, ale lisˇı´ se v absolutnı´ hod-
noteˇ nejveˇtsˇı´ prvky matic A a A−1 azˇ o rˇa´dy. Rˇesˇenı´ te´to soustavy, mu˚zˇe ve´st k vytvorˇenı´ rezidua.
Reziduum zı´ska´me z prˇedpisu:
r = Ax˜− b (3.5)
Pokud je r = 0, pak ma´me prˇesne´ rˇesˇenı´.
Cˇı´slo podmı´neˇnosti matice, lze zı´skat v MatLabu prˇı´kazem cond(A).
3.5 Klasifikace matice
Klasifikova´nı´ matic se prova´dı´ pouze pro cˇtvercove´ symetricke´ rea´lne´ matice. Abychom mohli
matici klasifikovat, je nutne´ ji upravit do diagona´lnı´ho tvaru.
Tuto u´pravu provedeme pomocı´ tzv. elementa´rnı´ch kongruencı´. Vı´ce o u´prava´ch v [1].
Veˇta 3.5.1. Pozitivneˇ definitnı´ matice je takova´ matice A, ktera´ v upravene´m diagona´lnı´m tvaru
ma´ na diagona´le pouze nenulova´ kladna´ cˇı´sla.
Dalsˇı´ vy´sledky klasifikace matic, se ktery´mi v te´to pra´ci nesetka´me, jsou negativneˇ definitnı´, pozi-
tivneˇ semidefinitnı´, negativneˇ semidefinitnı´ a indefinitnı´ matice. Vı´ce si o klasifikaci matic mu˚zˇete
prˇecˇı´st naprˇ. v [1].
3.6 Matice se zna´mou inverzı´
Pro neˇktere´ regula´rnı´ matice lze najı´t explicitnı´ prˇedpis pro spocˇı´ta´nı´ jejich inverze. Takove´ matice
se nazy´vajı´ matice se zna´mou inverzı´.
Mezi matice se zna´mou inverzı´ patrˇı´ naprˇı´klad Pascalova, Hilbertova nebo Vandermondova matice.
3.6.1 Pascalova matice
Pascalova matice je sˇpatneˇ podmı´neˇna´, cˇtvercova´, regula´rnı´, pozitivneˇ definitnı´ matice. Pascalova
symetricka´ matice vznikne soucˇinem dolnı´ troju´helnı´kove´ matice PLn a hornı´ trou´helnı´kove´ matice
PUn , ktere´ prˇedstavujı´ pascalu˚v troju´helnı´k.
Pascalovu matici zı´ska´me v MatLabu prˇı´kazem pascal(n), kde n je rozmeˇr cˇtvercove´ matice.
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Uka´zka vzniknutı´ Pascalovy matice o rozmeˇru n = 5:
PL5 =


1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1

 , PU5 =


1 1 1 1 1
0 1 2 3 4
0 0 1 3 6
0 0 0 1 4
0 0 0 0 1


P5 = P
L
5 P
U
5 =


1 1 1 1 1
1 2 3 4 5
1 3 6 10 15
1 4 10 20 35
1 5 15 35 70


3.6.2 Hilbertova matice
Tato matice je velmi sˇpatneˇ podmı´neˇna´, cˇtvercova´, regula´rnı´, pozitivneˇ definitnı´, symetricka´ ma-
tice, jejı´zˇ prvnı´ rˇa´dek je tvorˇen zacˇa´tkem harmonicke´ rˇady, tzn. prˇevra´ceny´mi hodnotami prˇirozeny´ch
cˇı´sel. Dalsˇı´ rˇa´dky matice vznikajı´ posunem v harmonicke´ rˇadeˇ o jednu pozici vpravo.
Hilbertovu matici zı´ska´me v MatLabu prˇı´kazem hilb(n), kde n je rozmeˇr cˇtvercove´ matice.
Pro prˇedstavu si uvedeme matice H3 a H5.
H3 =


1 12
1
3
1
2
1
3
1
4
1
3
1
4
1
5

, H5 =


1 12
1
3
1
4
1
5
1
2
1
3
1
4
1
5
1
6
1
3
1
4
1
5
1
6
1
7
1
4
1
5
1
6
1
7
1
8
1
5
1
6
1
7
1
8
1
9


3.6.3 Vandermondova matice
Vandermondova matice je sˇpatneˇ podmı´neˇna´, cˇtvercova´, regula´rnı´, pozitivneˇ definitnı´ matice. Van-
dermondovu matici zı´ska´me z rˇa´dkove´ho vektoru x = [x1, x2, · · · , xn]. Pro zajisˇteˇnı´ pozitivneˇ
definitnı´ matice, budeme matice generovat z vektoru [1, 2, 3, ..., n].
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Matice se vytvorˇı´ podle na´sledujı´cı´ho algoritmu:
Vn =


x01 x
1
1 · · · x
n−2
1 x
n−1
1
x02 x
1
2 · · · x
n−2
2 x
n−1
2
...
... · · ·
...
...
x0n x
1
n · · · x
n−2
n x
n−1
n


Pro prˇedstavu si uvedeme matice V3 a V5.
V3 =

 1 1 11 2 4
1 3 9

, V5 =


1 1 1 1 1
1 2 4 8 16
1 3 9 27 81
1 4 16 64 256
1 5 25 125 625


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Kapitola 4
Gaussova eliminacˇnı´ metoda
GEM je jedna z nejzna´meˇjsˇı´ch a nejpouzˇı´vaneˇjsˇı´ch metod prˇi rˇesˇenı´ soustav linea´rnı´ch rovnic.
Tato metoda vede k (teoreticky) prˇesne´mu rˇesˇenı´ v konecˇne´m pocˇtu kroku˚.
GEM se pouzˇı´va´ take´ pro vy´pocˇet inverznı´ matice nebo vy´pocˇet determinantu. Tato kapitola je
podporˇena studijnı´ literaturou [1].
4.1 Postup vy´pocˇtu
4.1.1 U´prava na schodovy´ tvar
Pomocı´ elementa´rnı´ch rˇa´dkovy´ch operacı´ mu˚zˇeme prˇeve´st matici (2.2) na tzv. schodovy´ tvar, tj.
na tvar, v neˇmzˇ jsou jako prvnı´ nenulove´ prvky rˇa´dku˚ zvane´ pivoty usporˇa´da´ny jako schody kle-
sajı´cı´ zleva doprava. Du˚lezˇity´ pozˇadavek je, aby pivoty nebyly nad sebou a aby vsˇechny prˇı´padne´
nulove´ rˇa´dky byly umı´steˇny dole.
Prˇı´klady schodovy´ch matic:
A =
[
2 0 2
0 0 0
]
, B =

 0 2 20 0 2
0 0 0

, C =

 0 3 20 0 0
0 0 0

, D =

 4 3 20 2 1
0 0 5


Prˇi u´praveˇ matice vyuzˇijeme pozorova´nı´, zˇe je-li v matici (2.2) prvek aij nenulovy´, pak vyna´sobı´me-
li i-ty´ rˇa´dek te´to matice cˇı´slem −akj/aij a prˇicˇteme-li ho ke k-te´mu rˇa´dku, bude mı´t upravena´
matice v k-te´m rˇa´dku a j-te´m sloupci prvek:
akj + (−akj/aij)aij = 0 (4.1)
Pokud je prvek a11 nenulovy´, lze takto upravit matici (2.1) na tvar

a11 a12 · · · a1n
0 a
(1)
22 · · · a
(1)
2n
...
...
. . .
...
0 a
(1)
m2 · · · a
(1)
mn
∣∣∣∣∣∣∣∣∣∣
b1
b
(1)
2
...
b
(1)
m

 (4.2)
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Pokud bude take´ prvek a
(1)
22 nenulovy´, mu˚zˇeme obdobneˇ dosa´hnout pomocı´ elementa´rnı´ch
rˇa´dkovy´ch operacı´, aby i pod nı´m byly v upravene´ matici nuly. Bude-li pokazˇde´ a
(i−1)
ii 6= 0,
dostaneme nakonec matici (4.3) ve schodove´m tvaru s nenulovy´mi prvky a11,a
(1)
22 ,· · · ,a
(k−1)
kk .

a11 a12 · · · a1k · · · a1n
0 a
(1)
22 · · · a
(1)
2k · · · a
(1)
2n
...
...
...
...
0 0 · · · a
(k−1)
kk · · · a
(k−1)
kn
0 0 · · · 0 · · · 0
0 0 · · · 0 · · · 0
...
...
...
...
0 0 · · · 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b1
b
(1)
2
...
b
(k−1)
k
b
(k)
k+1
0
...
0


(4.3)
Mu˚zˇeme si vsˇimnout, zˇe rozlozˇenı´ nenulovy´ch prvku˚ v leve´ cˇa´sti upravene´ matice soustavy
prˇipomı´na´ troju´helnı´k, proto rˇı´ka´me, zˇe matice je v troju´helnı´kove´m tvaru. U´pravu
na troju´helnı´kovy´ tvar lze prove´st, i v prˇı´padeˇ, kdy a
(i−1)
ii = 0, pokud je mozˇno najı´t prvek
a
(i−1)
ji 6= 0, j > i. Stacˇı´ vza´jemneˇ vymeˇnit prˇed u´pravou i-ty´ a j-ty´ rˇa´dek. Tato u´prava se nazy´va´
pivotizace a vı´ce si o nı´ rˇekneme v kapitole (4.3).
Kazˇdou matici vsˇak nelze elementa´rnı´mi rˇa´dkovy´mi u´pravami prˇeve´st na troju´helnı´kovy´ tvar.
Kdyby byl naprˇı´klad prvnı´ sloupec cely´ nulovy´, nebyli bychom zˇa´dnou rˇa´dkovou u´pravou schopni
zajistit, aby se do leve´ho hornı´ho rohu dostal nenulovy´ prvek. V takovy´ch prˇı´padech prˇeskocˇı´me
nulovy´ sloupec a zacˇneme pracovat s prvnı´m nenulovy´m sloupcem. Podobneˇ bychom pokracˇovali
s u´pravou dalsˇı´ch rˇa´dku˚. Nedospeˇli bychom vsˇak k matici ve tvaru (4.3), ale k obecneˇjsˇı´ matici ve
schodove´m tvaru.
4.1.2 Zpeˇtna´ substituce
Ted’ si uka´zˇeme, jak zı´skat rˇesˇenı´ soustavy linea´rnı´ rovnice s maticı´ ve schodove´m tvaru. Mu˚zˇou
nastat trˇi prˇı´pady, ktere´ jsme zmı´nili jizˇ v kapitole (2.1). Vzhledem k tomu, zˇe se budeme zaby´vat
soustavou linea´rnı´ch rovnic s regula´rnı´ maticı´, tak na´s zajı´ma´ pouze jeden mozˇny´ vy´sledek:
Definice 4.1.1. Rozsˇı´rˇena´ matice ma´ troju´helnı´kovy´ tvar (4.3) s k = n, b
(n)
n+1 = 0 a a
(i−1)
ii 6= 0,
i = 1, · · · , n. Pak n-ta´ rovnice ma´ tvar
a(n−1)nn xn = b
(n−1)
n (4.4)
ze ktere´ho snadno vypocˇteme xn. Po dosazenı´ do prˇedchozı´ch rovnic zbude v (n − 1)-nı´ rovnici
jedina´ nezna´ma´, kterou take´ snadno spocˇteme. Budeme-li takto da´le postupovat urcˇı´me rˇesˇenı´
soustavy.
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Prˇı´klad soustavy s jedinı´m rˇesˇenı´m:

 1 2 32 3 1
3 1 2
∣∣∣∣∣∣
10
13
13

 −2r1
−3r1
7→

 1 2 30 −1 −5
0 −5 −7
∣∣∣∣∣∣
10
−7
−17

 7→
−5r2

 1 2 30 −1 −5
0 0 18
∣∣∣∣∣∣
10
−7
18

 (4.5)
Nenı´ teˇzˇke´ z te´to soustavy dostat jejı´ rˇesˇenı´ pomocı´ zpeˇtne´ substituce. Z poslednı´ho rˇa´dku do-
staneme rovnici 18x3 = 18, tedy x3 = 1. Dosazenı´m do prˇedchozı´ho rˇa´dku zı´ska´me rovnici
−x2 − 5x3 = −7, tedy x2 = 2 a nakonec z prvnı´ho rˇa´dku zı´ska´me rovnici x1 + 2x2 + 3x3 = 10,
z cˇehozˇ po dosazenı´ a u´praveˇ zjistı´me, zˇe x1 = 3. Tato soustava ma´ skutecˇneˇ jedine´ rˇesˇenı´, a to
vektor x = [3, 2, 1]T
4.2 GEM bez pivotizace
GEM bez pivotizace je rˇesˇenı´ soustavy linea´rnı´ch rovnic bez za´meˇny porˇadı´ rˇa´dku˚. Prˇedpokla´da´me
tedy, zˇe prˇi u´prava´ch nikdy nenastane prˇı´pad a
(i−1)
ii = 0. Postupny´m aplikova´nı´m ekvivalentnı´ch
u´prav zı´ska´va´me schodovou matici a z nı´ pomocı´ zpeˇtne´ substituce vy´sledny´ vektor. Nynı´ si
zapı´sˇeme algoritmus.
4.2.1 Algoritmus
Algoritmus GEM je rozdeˇlen na dveˇ cˇa´sti - doprˇedny´ a zpeˇtny´ chod. Doprˇedny´ chod je u´prava, kdy
zı´ska´va´me ze zadane´ matice A hornı´ troju´helnı´kovou matici U, tedy soustavu Ax = b upravı´me
na soustavu Ux = y. Zpeˇtny´ chod je vy´pocˇet rˇesˇenı´ pu˚vodnı´ soustavy ze soustavy Ux = y.
Doprˇedny´ chod GEM
Popis algoritmu:
Vstupnı´mi parametry jsou matice A a vektor prave´ strany b. Vy´stupem je matice U a vektor prave´
strany y.
Algoritmus bude probı´hat na´sledovneˇ:
Vneˇjsˇı´ cyklus bude prova´deˇt tzv. fa´ze. V k-te´ fa´zi, 1 ≤ k ≤ n − 1, se prova´dı´ eliminace v k-te´m
sloupci matice. Prvky matice na zacˇa´tku k-te´ fa´ze oznacˇı´me jako a
(k)
ij a prvky vektoru prave´ strany
jako a
(k)
i(n+1), kde i,j urcˇujı´ aktua´lnı´ pozici. Tedy na zacˇa´tku 1.fa´ze je a
(1)
ij = aij a a
(1)
i(n+1) = bi.
Eliminace v k-te´m sloupci probı´ha´ pod jejı´m diagona´lnı´m prvkem a
(k)
kk , ktery´ se nazy´va´ pivot k-te´
fa´ze. Je nutne´, abychom si prvneˇ spocˇı´tali multiplika´tory k-te´ fa´ze, ktere´ zı´ska´me z prˇedpisu:
mik = −
a
(k)
ik
a
(k)
kk
, i = k + 1, ..., n (4.6)
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Na´sledneˇ prˇicˇteme mik-na´sobek k-te´ho rˇa´dku k rˇa´dku i-te´mu, tedy:
a
(k+1)
ij := a
(k)
ij +mija
(k)
kj , j = k + 1, ..., n+ 1 (4.7)
pro i = k + 1, ..., n+ 1.
Algoritmus:
Vstup: A = (aij), b = (bi).
a
(1)
ij = aij , a
(1)
in+1 = bi, i, j = 1, .., n.
Pro k = 1, ..., n− 1 proved’ k-tou fa´zi:
Pro i = k + 1, ..., n prˇicˇti mik-na´sobek k-te´ho rˇa´dku k i-te´mu rˇa´dku:
mik := −a
(k)
ik /a
(k)
kk
Pro j = k + 1, ..., n+ 1 proved’ prˇicˇı´ta´nı´ v j-te´m sloupci:
ak+1ij := a
k
ij +mika
k
ij
Polozˇ uij := a
(n)
ij pro i ≤ j, uij := 0 pro i > j, yi = a
(n)
in+1, i, j = 1, ..., n.
Vy´stup: U = (uij), y = (yi)
Zpeˇtny´ chod GEM
Popis algoritmu:
Vstupnı´mi parametry jsou matice U a vektor prave´ strany y. Vy´stupem je vy´sledny´ vektor x, ktery´
je rˇesˇenı´m dane´ soustavy.
Pracujeme se soustavou linea´rnı´ch rovnic Ux = y, kde U je hornı´ troju´helnı´kova´ matice,
U = (uij), uij = 0, i > j, a vektorem prave´ strany y = (yi).
Soustava ma´ nasledujı´cı´ tvar:
u11x1 + u12x2 + ...+ u1nxn = y1,
u22x2 + ...+ u2nxn = y2,
· · ·
unnxn = yn.
Vy´pocˇet zacˇı´na´me od poslednı´ rovnice, kde je pouze jedna nezna´ma´. Po zı´ska´nı´ promeˇnne´ xn ji
dosadı´me do prˇedchozı´ rovnice a spocˇı´ta´me nezna´mou xn−1. Takto budeme postupovat azˇ zı´ska´me
nezna´mou x1. Celkem vyrˇesˇı´me n rovnic a dostaneme vektor x = [x1, x2, ..., xn]
T .
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Algoritmus:
Vstup: U = (uij), y = (yi).
xn := yn/unn.
Pro i = n− 1, ..., 1 pocˇı´tej s i-tou nezna´mou:
xi := (yi − uinxn − ...− ui(i+1)xi+1)/uii.
Vy´stup: x = (xi)
4.3 GEM s pivotizacı´
4.3.1 Pivotizace u GEM
Vy´beˇr pivota mu˚zˇeme prove´st dveˇma algoritmy. Bud’ provedeme cˇa´stecˇnou pivotizaci nebo u´plnou
pivotizaci. U GEM budeme pouzˇı´vat pouze cˇa´stecˇnou pivotizaci.
Cˇa´stecˇna´ pivotizace
V kazˇde´m aktua´lneˇ eliminovane´m sloupci budeme postupovat na´sledujı´cı´m zpu˚sobem:
• Najdeme v absolutnı´ hodnoteˇ maxima´lnı´ prvek aij , kde i < j ≤ n.
• Zameˇnı´me rˇa´dek s nalezeny´m maxima´lnı´ prvkem s rˇa´dkem, kde pozˇadujeme pivot.
Pru˚beˇh te´to pivotizace je zna´zorneˇn na na´sledujı´cı´m prˇı´kladeˇ:

 2 2 31 3 1
3 1 2
∣∣∣∣∣∣
10
13
13

 r3
r1
7→

 3 1 21 3 1
2 2 3
∣∣∣∣∣∣
13
13
10


Pivotizace probeˇhla mezi rˇa´dky r1 a r3. Tı´mto zabra´nı´me mozˇnosti, kdy je pivot aii nulovy´.
Pro prˇedstavu si uka´zˇeme prˇı´klad rˇesˇenı´ soustavy linea´rnı´ch rovnic pomocı´ GEM s pivotizacı´.
Prˇı´klad soustavy s pivotizacı´
 2 1 −36 3 −8
2 −1 5
∣∣∣∣∣∣
0
0
−4

 r2r1 7→

 6 3 −82 1 −3
2 −1 5
∣∣∣∣∣∣
0
0
−4

 −26r1
−26r1
7→

 6 3 −80 0 −13
0 −2 233
∣∣∣∣∣∣
0
0
−4

 r3
r2
7→

 6 3 −80 −2 233
0 0 −13
∣∣∣∣∣∣
0
−4
0

 (4.8)
Z matice ve schodove´m tvaru zı´ska´me vy´sledny´ vektor pomocı´ zpeˇtne´ho chodu z kapitoly (4.2.1).
Vy´sledkem te´to soustavy je tedy vektor x = [−1, 2, 0]T .
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4.3.2 Algoritmus GEM s pivotizacı´
Algoritmus GEM s pivotizacı´ se lisˇı´ od algoritmu GEM bez pivotizace pouze ve vy´beˇru pivota,
ktery´ se prova´dı´ v doprˇedne´m chodu GEM 4.2.1 tak, zˇe na zacˇa´tek k-te´ fa´ze vsuneme tyto rˇa´dky:
• Najdi p, p ≥ k, takove´, zˇe |a
(k)
pk | = max{|a
(k)
ik |, i ≥ k};
• Zameˇnˇ p-ty´ a k-ty´ rˇa´dek matice v k-te´ fa´zi.
Algoritmus:
Vstup: A = (aij), b = (bi).
a
(1)
ij = aij , a
(1)
in+1 = bi, i, j = 1, .., n
Pro k = 1, ..., n− 1 proved’ k-tou fa´zi:
Najdi p, p ≥ k, takove´, zˇe |a
(k)
pk | = max{|a
(k)
ik |, i ≥ k}
Prohod’ p-ty´ a k-ty´ rˇa´dek matice v k-te´ fa´zi
Pro i = k + 1, ..., n prˇicˇti mik-na´sobek k-te´ho rˇa´dku k i-te´mu rˇa´dku:
mik := −a
(k)
ik /a
(k)
kk
Pro j = k + 1, ..., n+ 1 proved’ prˇicˇı´ta´nı´ v j-te´m sloupci:
ak+1ij := a
k
ij +mika
k
ij
Polozˇ uij := a
(n)
ij pro i ≤ j, uij := 0 pro i > j, yi = a
(n)
in+1, i, j = 1, ..., n.
Vy´stup: U = (uij), y = (yi)
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Kapitola 5
Nevillova eliminacˇnı´ metoda
Obdobneˇ jako u GEM zı´ska´me pomocı´ elementa´rnı´ch rˇa´dkovy´ch operacı´ matici ve schodove´m
tvaru (4.3). Je zde ovsˇem jedna za´sadnı´ zmeˇna. U GEM jsme eliminovali pomocı´ pivota, ktery´
byl pevneˇ vybra´n pro cely´ sloupec. U NEM se na´m bude pivot meˇnit v kazˇde´m rˇa´dku. Kapitola je
podporˇena studijnı´m materia´lem [5].
5.1 Postup vy´pocˇtu
5.1.1 U´prava na schodovy´ tvar
V matici (2.2) zacˇneme eliminaci od pozice an1, kterou budeme eliminovat pomocı´ prvku, ktery´ se
nacha´zı´ nad nı´, tedy pomocı´ prvku a(n−1)1. Pak eliminujeme prvek a(n−1)1 pomocı´ prvku a(n−2)1.
Takto pokracˇujeme azˇ provedeme eliminaci prvku a21 pomocı´ prvku a11.
Pokud budou vsˇechny prvky v eliminovane´m sloupci nenulove´, tak upravena´ matice bude vy-
padat na´sledovneˇ: 

a11 a12 · · · a1n
0 a
(1)
22 · · · a
(1)
2n
...
...
. . .
...
0 a
(1)
m2 · · · a
(1)
mn
∣∣∣∣∣∣∣∣∣∣
b1
b
(1)
2
...
b
(1)
m


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Budou-li po kazˇde´ dalsˇı´ u´praveˇ prvky v eliminovane´m sloupci nenulove´, zı´ska´me tuto matici:

a11 a12 · · · a1k · · · a1n
0 a
(1)
22 · · · a
(1)
2k · · · a
(1)
2n
...
...
...
...
0 0 · · · a
(k−1)
kk · · · a
(k−1)
kn
0 0 · · · 0 · · · 0
0 0 · · · 0 · · · 0
...
...
...
...
0 0 · · · 0 · · · 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b1
b
(1)
2
...
b
(k−1)
k
b
(k)
k+1
0
...
0


Vidı´me, zˇe jsme zı´skali schodovou matici (4.3) s nenulovy´mi prvky a11,a
(1)
22 ,· · · ,a
(k−1)
kk . V prˇı´padeˇ,
zˇe narazı´me v pru˚beˇhu eliminace na nulovy´ pivot je nutne´ prove´st pivotizaci (5.3.1).
5.1.2 Zpeˇtna´ substituce
Zpeˇtna´ substituce u NEM probı´ha´ stejneˇ jako u GEM. Jejı´ popis tedy naleznete v kapitole (4.1.2).
Lepsˇı´ prˇedstavu o NEM zı´ska´me z na´sledujı´cı´ho jednoduche´ho prˇı´kladu.
Rˇesˇenı´ soustavy rovnic pomocı´ Nevillovy eliminace
Vezmeme si prˇı´klad (4.5).
 1 2 32 3 1
3 1 2
∣∣∣∣∣∣
10
13
13


−32r2
7→

 1 2 32 3 1
0 −72
1
2
∣∣∣∣∣∣
10
13
−132

 −2r1 7→

 1 2 30 −1 −5
0 −72
1
2
∣∣∣∣∣∣
10
−7
−132


−72r2
7→

 1 2 30 −1 −5
0 0 18
∣∣∣∣∣∣
10
−7
18

 (5.1)
Kdyzˇ se podı´va´me na prˇı´klad (4.5) a (5.1) tak vidı´me, zˇe vy´sledna´ matice je stejna´. Je zrˇejme´,
zˇe Gaussovou eliminacˇnı´ metodou i Nevillovou eliminacˇnı´ metodou dojdeme ke stejne´mu rˇesˇenı´,
k vektoru x = [3, 2, 1]T .
5.2 NEM bez pivotizace
Prˇi u´praveˇ prˇedpokla´da´me, zˇe nenarazı´me na prˇı´pad, zˇe by pivot a
(j)
ij , j = 1, ..., n− 1, i = j, ..., n
byl nulovy´. Postupny´m aplikova´nı´m ekvivalentnı´ch u´prav zı´ska´me schodovou matici a z nı´ pomocı´
zpeˇtne´ substituce vy´sledny´ vektor, ktery´ je rˇesˇenı´m soustavy. Postup jsme si prˇedvedli na prˇı´kladeˇ
(5.1), nynı´ si popı´sˇeme algoritmus.
5.2.1 Algoritmus
Algoritmus NEM ma´ stejneˇ jako GEM dveˇ cˇa´sti - doprˇedny´ a zpeˇtny´ chod.
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Doprˇedny´ chod NEM
Popis algoritmu:
Vstupnı´mi parametry jsou matice A a vektor prave´ strany b. Vy´stupem je matice U a vektor prave´
strany y.
Algoritmus bude probı´hat na´sledovneˇ:
Algoritmus zacˇı´na´ vy´beˇrem k-te´ho sloupce, kde k = 1, ..., n − 1. Pote´ vybereme i-ty´ rˇa´dek,
i = n, ..., k + 1. Pro kazˇdy´ i-ty´ rˇa´dek si spocˇı´ta´me multiplika´tor pomocı´ prˇedpisu:
mik := −a
(k)
ik /a
(k)
(i−1)k (5.2)
Pote´ pro j-ty´ sloupec, kde j = k, ..., n + 1 provedeme prˇicˇtenı´ mik-na´sobku rˇa´dku s pivotem
a(i−1)j k rˇa´dku s pivotem aij , tedy:
a
(k+1)
ij := a
(k)
ij +mika
(k)
(i−1)j (5.3)
Algoritmus:
Vstup: A = (aij), b = (bi).
a
(1)
ij = aij , a
(1)
in+1 = bi, i, j = 1, .., n
Pro k = 1, ..., n− 1 proved’:
Pro i = n, ..., k + 1 prˇicˇti mik-na´sobek (i− 1)-nı´ho rˇa´dku k i-te´mu rˇa´dku:
mik := −a
(k)
ik /a
(k)
(i−1)k
Pro j = k, ..., n+ 1 proved’ prˇicˇı´ta´nı´ v j-te´m sloupci:
a
(k+1)
ij := a
(k)
ij +mika
(k)
(i−1)j
Polozˇ uij := a
(n)
ij pro i ≤ j, uij := 0 pro i > j, yi = a
(n)
in+1, i, j = 1, ..., n.
Vy´stup: U = (uij), y = (yi).
Zpeˇtny´ chod NEM
Postup je totozˇny´ s vy´pocˇtem zpeˇtne´ho chodu GEM.
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5.3 NEM s pivotizacı´
5.3.1 Pivotizace u NEM
Jizˇ drˇı´ve jsme zmı´nili dva zpu˚soby pivotizace - cˇa´stecˇnou a u´plnou pivotizaci. U NEM budeme
pouzˇı´vat u´plnou pivotizaci.
U´plna´ pivotizace
• V cˇa´sti sloupce, kde prova´dı´me eliminaci v k-te´ fa´zi, najdeme nerostoucı´ usporˇa´da´nı´ prvku˚
podle jejich absolutnı´ch hodnot.
• Zameˇnı´me porˇa´dı´ rˇa´dku˚ podle nalezene´ho usporˇa´da´nı´.
Prˇed popisem algoritmus NEM s pivotizacı´ si tento postup uka´zˇeme na prˇı´kladeˇ (4.8).
Prˇı´klad NEM s pivotizacı´
 2 1 −36 3 −8
2 −1 5
∣∣∣∣∣∣
0
0
−4

 r2r1 7→

 6 3 −82 1 −3
2 −1 5
∣∣∣∣∣∣
0
0
−4

 7→
−r2

 6 3 −82 1 −3
0 −2 8
∣∣∣∣∣∣
0
0
−4

 −16r1
7→

 6 3 −80 0 −13
0 −2 233
∣∣∣∣∣∣
0
0
−4

 r3
r2
7→

 6 3 −80 −2 233
0 0 −13
∣∣∣∣∣∣
0
−4
0

 (5.4)
Vy´sledek te´to soustavy je vektor x = [−1, 2, 0]T . Prˇi porovna´nı´ vy´sledku˚ z prˇı´kladu˚ (4.8) a (5.4)
vidı´me, zˇe jsme dosˇli ke stejne´mu rˇesˇenı´ jako prˇi pouzˇitı´ GEM s pivotizacı´.
5.3.2 Algoritmus
Doprˇedny´ chod NEM
Vy´pocˇet doprˇedne´ho chodu NEM s pivotizacı´ se lisˇı´ od NEM bez pivotizace pouze ve zpu˚sobu
vy´beˇru pivota, ktery´ se prova´dı´ v doprˇedne´m chodu NEM 5.2.1 tak, zˇe se na zacˇa´tek k-te´ fa´ze
vsunou tyto rˇa´dky:
• Najdi porˇadı´ prvku˚ |a
(k)
ik |, i = k, ...n takove´, zˇe budou serˇazeny od nejveˇtsˇı´ho po nejmensˇı´.
• Prohod’ porˇadı´ j-te´ho azˇ n-te´ho rˇa´dku podle nalezene´ho porˇadı´.
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Algoritmus:
Vstup: A = (aij), b = (bi).
a
(1)
ij = aij , a
(1)
in+1 = bi, i, j = 1, .., n
Pro k = 1, ..., n− 1 proved’:
Najdi porˇadı´ prvku˚ |a
(k)
ik |, i = k, ...n takove´, zˇe budou serˇazeny vzestupneˇ.
Prohod’ porˇadı´ k-te´ho azˇ n-te´ho rˇa´dku podle nalezene´ho porˇadı´.
Pro i = n, ..., k + 1 prˇicˇti mik-na´sobek (i− 1)-nı´ho rˇa´dku k i-te´mu rˇa´dku:
mik := −a
(k)
ik /a
(k)
(i−1)k
Pro j = k, ..., n+ 1 proved’ prˇicˇı´ta´nı´ v j-te´m sloupci:
a
(k+1)
ij := a
(k)
ij +mika
(k)
(i−1)j
Polozˇ uij := a
(n)
ij pro i ≤ j, uij := 0 pro i > j, yi = a
(n)
in+1, i, j = 1, ..., n.
Vy´stup: U = (uij), y = (yi).
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Kapitola 6
Numericke´ experimenty
Numericke´ experimenty s GEM a NEM budeme prova´deˇt na u´loha´ch s tota´lneˇ pozitivnı´ maticı´.
Definice 6.0.1. Tota´lneˇ pozitivnı´ maticı´ budeme nazy´vat matici rˇa´du n× n, pro kterou platı´:
det Ai > 0,
kde Ai je libovolna´ cˇtvercova´ submatice matice A.
Jiny´mi slovy, tota´lneˇ pozitivnı´ matice ma´ kladne´ minory (vı´ce o minorech v [1]). Mezi tota´lneˇ pozi-
tivnı´ matice patrˇı´ drˇı´ve zmı´neˇne´ matice se zna´mou inverzı´ - Pascalova, Vandermondova
a Hilbertova.
6.1 Neprˇesnosti prˇi pocˇı´ta´nı´
6.1.1 Cˇı´slo s plovoucı´ rˇa´dovou cˇa´rkou
Prˇi pouzˇitı´ pocˇı´tacˇe pro vy´pocˇty s pozˇadavkem na velkou prˇesnost se setka´va´me s na´sledujı´cı´m
proble´mem. Pocˇı´tacˇ nenı´ schopen zapsat nekonecˇny´ pocˇet cifer a je omezen datovy´mi typy. Nejveˇtsˇı´
cˇı´slo, ktere´ je tedy schopen vyja´drˇit mu˚zˇe mı´t azˇ 16 cifer. Proto se velmi cˇasto vyuzˇı´vajı´ cˇı´sla
s plovoucı´ rˇa´dovou cˇa´rkou. Cˇı´sla s plovoucı´ rˇa´dovou cˇa´rkou zapisujeme jako:
m× ze, (6.1)
kde
• m... je mantisa
• z... je za´klad soustavy (nejcˇasteˇji 2)
• e... je exponent
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6.1.2 Prˇesnost vy´pocˇtu na pocˇı´tacˇi
Prˇesnost pocˇı´tacˇe je da´na tzv. strojovy´m epsilon ǫ. Pro cˇı´sla s plovoucı´ cˇa´rkou se vyuzˇı´vajı´ dva
typy cˇı´sel:
Real float ... neboli jednoducha´ prˇesnost, ǫ = 2−23, cozˇ je v desı´tkove´ soustaveˇ prˇiblizˇneˇ rovno
hodnoteˇ 1.19× 10−7. Toto cˇı´slo je reprezentova´no zhruba 6 desetinny´mi mı´sty.
Double float ... neboli dvojita´ prˇesnost, ǫ = 2−52, cozˇ je v desı´tkove´ soustaveˇ prˇiblizˇneˇ rovno
hodnoteˇ 2.22× 10−16. Toto cˇı´slo je reprezentova´no zhruba 15 desetinny´mi mı´sty.
6.2 Chyby
K chyba´m vznikly´m z numericky´ch vy´pocˇtu˚ docha´zı´ aproximacı´ cˇı´sla, kde prˇi realizaci vy´pocˇtu
nahrazujeme rea´lnou (prˇesnou) hodnotu cˇı´sla x jeho prˇiblizˇnou hodnotou x˜. Tı´mto nahrazenı´m se
dopousˇtı´me zaokrouhlovacı´ch chyb, ktere´ mohou vy´razneˇ ovlivnit prˇesnost vy´sledku.
6.2.1 Zaokrouhlovacı´ chyby
Definice 6.2.1. Meˇjme prˇesnou hodnotu x a jejı´ aproximaci x˜.
Rozdı´l △x = x − x˜ nazy´va´me absolutnı´ chybou aproximace x˜. Hodnotu ǫ(x) ≥ 0 takovou, zˇe
|x− x˜| = |△x| ≤ ǫ(x˜) nazy´va´me odhadem absolutnı´ chyby.
Cˇı´slo △x
x
= x−x˜
x
, x 6= 0 nazy´va´me relativnı´ chybou aproximace x˜. Hodnotu δ(x) ≥ 0
takove´, zˇe |x−x˜
x
| ≤ ǫ(x˜)|x| = δ(x˜) nazy´va´me odhad relativnı´ chyby.
V te´to pra´ci budeme urcˇovat numericke´ chyby my eps1 a my eps2. Pro urcˇenı´ chyby my eps1
budeme potrˇebovat rˇesˇenı´ soustavy zı´skane´ pomocı´ zpeˇtne´ho lomı´tka v MatLabu, tedy y = A \ b
a rˇesˇenı´ soustavy pomocı´ mnou implementovane´ho algoritmu, kde rˇesˇenı´m je vektor x. Chybu
pote´ spocˇı´ta´me jako (6.2).
my eps1 =
‖y − x‖
‖y‖
, (6.2)
V druhe´m prˇı´padeˇ se obejdeme bez vestaveˇny´ch funkcı´ MatLabu. K urcˇenı´ chyby my eps2 bu-
deme potrˇebovat reziduum r, ktere´ zı´ska´me ze vzorce (3.5) a vektor pu˚vodnı´ prave´ strany b. Pote´
chybu spocˇı´ta´me jako (6.3).
my eps2 =
‖r‖
‖b‖
, (6.3)
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6.3 Testy
Testova´nı´ prˇesnosti vy´pocˇtu algoritmu˚ GEM a NEM prova´dı´me na soustaveˇ linea´rnı´ch rovnic
s tota´lneˇ pozitivnı´ maticı´, konkre´tneˇ na maticı´ch se zna´mou inverzı´, ktere´ jsme uvedli v kapi-
tole 3.6. Testy jsou zameˇrˇeny na porovna´nı´ vy´pocˇtu˚ mnou implementovany´ch algoritmu˚ GEM,
GEM s pivotizacı´, NEM a NEM s pivotizacı´. Podle [5] budeme ocˇeka´vat, zˇe nejprˇesneˇjsˇı´ch vy´sledku˚
dosa´hneme pomocı´ algoritmu NEM s pivotizacı´, o neˇco me´neˇ prˇesny´ by meˇl by´t GEM s pivoti-
zacı´, na´sledovany´ NEM a nejmensˇı´ prˇesnost ocˇeka´va´me u GEM. Ocˇeka´va´nı´ nejveˇtsˇı´ prˇesnosti
pro NEM s pivotizacı´ je zaprˇı´cˇineˇno tı´m, zˇe prˇi vy´pocˇtu multiplika´toru deˇlı´me velikostneˇ srovna-
telna´ cˇı´sla. Tı´m bychom meˇli docı´lit mensˇı´ch numericky´ch chyb.
Vy´sledky testu˚ pro soustavu linea´rnı´ch rovnic s urcˇitou maticı´ se zna´mou inverzı´ jsou vzˇdy rozdeˇleny
do dvou tabulek. Tabulky obsahujı´ tyto sloupce:
n - rozmeˇr matice A
cond(A) - cˇı´slo podmı´neˇnosti matice A vypocˇı´tane´ MatLabem
GEM - prˇesnost vy´sledku˚ dosazˇeny´ch pomocı´ GEM
GEMpiv - prˇesnost vy´sledku˚ dosazˇeny´ch pomocı´ GEM s pivotizacı´
NEM - prˇesnost vy´sledku˚ dosazˇeny´ch pomocı´ NEM
NEMpiv - prˇesnost vy´sledku˚ dosazˇeny´ch pomocı´ NEM s pivotizacı´
Prvnı´ tabulka u kazˇde´ho z testu˚ obsahuje hodnoty my eps1 vypocˇtene´ pomocı´ (6.2), v druhe´
tabulce naleznete hodnoty my eps2 vypocˇtene´ pomocı´ (6.3). Pro lepsˇı´ na´zornost je kazˇda´ tabulka
vynesena do grafu. Grafy jsou pouzˇity pro uka´zku chyby a mohou obsahovat neprˇesnosti.
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6.3.1 Testova´nı´ pro Pascalovu matici
n cond(A) GEM GEMpiv NEM NEMpiv
6 1.11e+005 3.55e-016 1.10e-013 8.89e-016 9.78e-016
9 2.91e+008 1.20e-015 1.23e-011 3.37e-014 3.75e-014
12 8.76e+011 2.12e-014 3.67e-007 2.15e-013 1.09e-010
15 2.84e+015 5.71e-013 9.84e-004 2.92e-013 2.72e-010
18 1.02e+019 1.64e-012 4.12e-001 2.31e-012 3.71e-006
21 8.37e+021 1.19e-011 1.00e+000 8.86e-012 1.55e-003
Tabulka 6.1: Vy´sledky testu my eps1 pro Pascalovu matici
Obra´zek 6.1: Chyba my eps1 pro Pascalovu matici
V tabulce 6.1 vidı´me, zˇe podmı´neˇnost matice je vysoka´, od rozmeˇru n = 18 vy´razneˇ prˇesahuje
hranici obra´cene´ hodnoty strojove´ho epsilon. Z tabulky lze vycˇı´st, zˇe nejprˇesneˇjsˇı´ch vy´sledku˚ jsme
dosa´hli pro NEM a se zanedbatelnou neprˇesnostı´ jej na´sleduje GEM. Rozmezı´ jejich prˇesnosti je
10−16 azˇ 10−11. S podstatny´m rozdı´lem v prˇesnosti, zhruba 10−16 azˇ 1, jsme zı´skali vy´sledky pro
NEMpiv a GEMpiv, prˇicˇemzˇ NEMpiv je nepatrneˇ prˇesneˇjsˇı´.
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n cond(A) GEM GEMpiv NEM NEMpiv
6 1.11e+005 2.52e-013 2.84e-013 1.04e-013 1.72e-013
9 2.91e+008 7.39e-012 8.14e-012 5.77e-012 8.77e-012
12 8.76e+011 8.50e-008 3.59e-007 5.71e-008 1.25e-005
15 2.84e+015 2.95e-004 3.47e-004 1.48e-004 4.57e-003
18 1.02e+019 6.68e-002 2.35e-001 1.44e-002 1.74e+003
21 8.37e+021 8.37e+002 6.31e-001 1.52e+003 2.43e+008
Tabulka 6.2: Vy´sledky testu my eps2 pro Pascalovu matici
Obra´zek 6.2: Chyba my eps2 pro Pascalovu matici
Z tabulky 6.2 je zrˇejme´, zˇe nejprˇesneˇjsˇı´ch vy´sledku˚ jsme dosa´hli pro GEMpiv. Druhy´
nejprˇesneˇjsˇı´ vy´sledek jsme zı´skali pro GEM a se zanedbatelnou odchylkou jej na´sleduje NEM.
Nejhorsˇı´ vy´sledky jsme dostali pro NEMpiv. Zde se chyba v za´vislosti na rˇa´du n velmi zvysˇuje,
jedna´ se zhruba o rozsah 10−13 azˇ 10−3 pro matice s prˇesneˇ vyja´drˇitelny´m cˇı´slem podmı´neˇnosti
cond(A).
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6.3.2 Testova´nı´ pro Hilbertovu matici
n cond(A) GEM GEMpiv NEM NEMpiv
6 1.50e+007 9.29e-011 1.10e-010 1.05e-010 1.05e-010
9 4.93e+011 1.47e-006 1.83e-006 2.04e-006 2.04e-006
12 1.68e+016 5.31e-003 3.07e-003 5.57e-002 5.57e-002
15 4.43e+017 5.23e-001 2.48e-001 7.45e-001 7.45e-001
18 6.33e+017 1.50e+000 9.34e+000 8.76e-001 8.76e-001
21 5.10e+018 1.43e+000 1.10e+000 2.01e+000 2.01e+000
Tabulka 6.3: Vy´sledky testu my eps1 pro Hilbertovu matici
Obra´zek 6.3: Chyba my eps1 pro Hilbertovu matici
Pro Hilbertovu matici jsme u vsˇech algoritmu˚ zı´skali te´meˇrˇ shodnou prˇesnost. Nepatrneˇ prˇesneˇjsˇı´
jsou GEM a GEMpiv, na´sledujı´ NEM a NEMpiv. Prˇesnost se zveˇtsˇujı´cı´m se n vy´razneˇ klesa´, jde
o rozdı´l v rˇa´du 10−10.
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n cond(A) GEM GEMpiv NEM NEMpiv
6 1.50e+007 2.70e-011 7.71e-011 7.48e-011 7.48e-011
9 4.93e+011 4.73e-007 7.52e-007 9.04e-007 9.04e-007
12 1.68e+016 7.44e-002 7.81e-002 9.11e-002 9.11e-002
15 4.43e+017 1.47e+000 1.09e+000 1.08e+000 8.66e-001
18 6.33e+017 6.78e+000 1.56e+002 2.69e+001 2.13e+001
21 5.10e+018 2.43e+000 1.20e+000 3.65e+000 3.02e+000
Tabulka 6.4: Vy´sledky testu my eps2 pro Hilbertovu matici
Obra´zek 6.4: Chyba my eps2 pro Hilbertovu matici
V tabulce 6.4 vidı´me, zˇe prˇesnost se vzru˚stajı´cı´m n klesa´. Rozmezı´ prˇesnosti je prˇiblizˇneˇ 10−11.
Pro konkre´tnı´ n jsou vy´sledky testu te´meˇrˇ stejne´. Nejprˇesneˇjsˇı´ jsou NEMpiv a NEM, se zanedba-
telnou chybu je na´sledujı´ GEMpiv a GEM.
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6.3.3 Testova´nı´ pro Vandermondovu matici
n cond(A) GEM GEMpiv NEM NEMpiv
6 7.31e+005 8.42e-014 8.39e-014 8.49e-014 8.55e-014
9 4.23e+010 3.60e-012 3.57e-012 3.60e-012 3.72e-012
12 6.98e+015 3.87e-008 1.14e-008 3.87e-008 3.86e-008
15 9.75e+019 1.29e-006 2.99e-006 1.29e-006 1.33e-006
18 2.31e+023 4.73e-004 1.93e-004 4.72e-004 1.64e-003
21 2.22e+028 9.31e-001 9.43e-001 9.31e-001 9.30e-001
Tabulka 6.5: Vy´sledky testu my eps1 pro Vandermondovu matici
Obra´zek 6.5: Chyba my eps1 pro Vandermondovu matici
S Vandermondovou maticı´ jsme dosa´hli pro urcˇite´ n prˇiblizˇneˇ stejne´ prˇesnosti pro vsˇechny algo-
ritmy. V tomto prˇı´padeˇ je teˇzˇke´ urcˇit, ktery´ z algoritmu˚ je prˇesneˇjsˇı´. Pro n = 15 je nejprˇesneˇjsˇı´
GEM a NEM, pote´ NEMpiv a nejhorsˇı´ GEMpiv. Chyba se s rostoucı´m n vy´razneˇ zvysˇuje. Prˇesnost
je v rozmezı´ 10−14 azˇ 10−1.
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n cond(A) GEM GEMpiv NEM NEMpiv
6 7.31e+005 8.60e-014 6.12e-014 3.33e-014 6.40e-014
9 4.23e+010 3.19e-011 6.75e-011 7.56e-011 7.31e-010
12 6.98e+015 4.42e-009 1.75e-008 8.39e-009 1.49e-006
15 9.75e+019 2.79e-006 8.40e-006 1.68e-006 1.04e-002
18 2.31e+023 5.41e-004 3.01e-003 9.99e-004 5.86e+002
21 2.22e+028 7.19e-001 1.14e+000 7.32e-001 1.12e+007
Tabulka 6.6: Vy´sledky testu cˇ.2 pro Vandermondovu matici
Obra´zek 6.6: Chyba my eps2 pro Vandermondovu matici
Z tabulky (6.6) vyply´va´, zˇe nejprˇesneˇjsˇı´ vy´sledek jsme zı´skali pro GEM a NEM. Trochu veˇtsˇı´
chybu vykazuje GEMpiv a nejhorsˇı´ prˇesnost ma´ NEMpiv. Chyba se pohybuje v rozmezı´ 10−14 azˇ
10−2 pro matice s vyja´drˇitelny´m cˇı´slem podmı´neˇnosti.
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Kapitola 7
Za´veˇr
Cı´lem te´to pra´ce bylo implementovat algoritmy pro rˇesˇenı´ soustavy linea´rnı´ch rovnic GEM, GEM
s pivotizacı´, NEM a NEM s pivotizacı´ v programovacı´m prostrˇedı´ MatLab a porovna´nı´ prˇesnosti
vy´pocˇtu pomocı´ teˇchto metod.
Testova´nı´ prˇesnosti vy´pocˇetnı´ch algoritmu˚ probı´halo na soustaveˇ linea´rnı´ch rovnic s maticı´ se
zna´mou inverzı´ - konkre´tneˇ s Pascalovou, Hilbertovou a Vandermondovou maticı´, cozˇ jsou
cˇtvercove´, regula´rnı´, symetricke´ a tota´lneˇ pozitivnı´ matice. Bohuzˇel jsou take´ tyto matice sˇpatneˇ
podmı´neˇny, cozˇ vy´razneˇ ovlivnˇovalo prˇesnost zı´skany´ch vy´sledku˚.
Ocˇeka´vala jsem, zˇe nejprˇesneˇjsˇı´ algoritmus bude NEM s pivotizacı´ a GEM s pivotizacı´ bude zhruba
se stejnou chybou. Na´sledovat by je meˇl algoritmus NEM a nejhorsˇı´ by meˇl by´t algoritmus GEM.
Tento vy´sledek jsem prˇedpokla´dala podle vy´sledku˚ z pra´ce [5].
Ze zı´skany´ch vy´sledku˚ lze rˇı´ci, zˇe pro Pascalovu matici byl nejprˇesneˇjsˇı´ algoritmus GEM a NEM,
na´sledoval GEM s pivotizacı´ a nejhorsˇı´ byl NEM s pivotizacı´. Pro Hilbertovu matici jsem dosˇla
k prˇiblizˇneˇ stejny´m vy´sledku˚m, kde nepatrneˇ prˇesneˇjsˇı´ byly NEM a NEM s pivotizacı´. Pro Van-
dermondovu matici byl nejprˇesneˇjsˇı´m algoritmem GEM a pote´ NEM. S vy´razneˇ veˇtsˇı´ chybou
na´sledovaly GEM s pivotizacı´ a NEM s pivotizacı´.
Kdyzˇ tyto vy´sledky shrnu, tak nejprˇesneˇjsˇı´m algoritmem vysˇel GEM a NEM, dalsˇı´ v porˇadı´ byl
GEM s pivotizacı´ a nejhorsˇı´ byl NEM s pivotizacı´. Zı´skane´ vy´sledky prˇekvapiveˇ neodpovı´dajı´
ocˇeka´va´nı´.
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Prˇı´lohy
CD prˇı´loha obsahuje soubory:
TabHilb.txt - tabulky pro testova´nı´ Hilbertovy matice
TabPascal.txt - tabulky pro testova´nı´ Pascalovy matice
TabVander.txt - tabulky pro testova´nı´ Vandermondovy matice
Da´le obsahuje MatLabovske´ soubory:
GaussElim.m - implementace Gaussovy eliminacˇnı´ metody
GaussElimPiv.m - implementace Gaussovy eliminacˇnı´ metody s pivotizacı´
NevilleElim.m - implementace Nevillovy eliminacˇnı´ metody
NevilleElimPiv.m - implementace Nevillovy eliminacˇnı´ metody s pivotizacı´
HilbTab.m - metoda zapisujı´cı´ vy´sledky testu˚ Hilbertovy matice do TabHilb.txt
PascalTab.m - metoda zapisujı´cı´ vy´sledky testu˚ Pascalovy matice do TabPascal.txt
Vander.m - metoda vracejı´cı´ Vandermondovu matici
VanderTab.m - metoda zapisujı´cı´ vy´sledky testu˚ Vandermondovy matice do TabVander.txt
