Abstract-The increasing deployment of wireless access technology, along with the emergence of high speed integrated service networks, such as ATM, promises to provide mobile users with ubiquitous access to multimedia information in the near future. One of the key problems in building connection-oriented ATM networks that support host mobility is designing mechanisms for rerouting virtual circuits to maintain data flow to and from mobile hosts. Ideally, VC rerouting must be done fast enough so as to cause minimal disruption to applications while minimizing the signaling overhead. In this paper, we evaluate the impact of several virtual circuit rerouting strategies on application performance. We initially identify the primitive operations required by any rerouting policy and use this to analytically quantify the cost of each rerouting policy in terms of wireless link disruption as a function of various network parameters. We then evaluate the effect of the VC rerouting policy on application-level performance using simulations. Our results show that the effect of rerouting policies are strongly dependent on the transport protocol policies and application QoS requirements, in addition to the network topology.
INTRODUCTION
HE increasing deployment of wireless access technology, along with the emergence of high speed integrated service networks, promises to provide mobile users with ubiquitous access to multimedia information in the near future. One of the more challenging problems in achieving this goal is how to redesign existing data network protocols to allow seamless end-to-end communication over both wireless and wired links. This requires a thorough understanding of how network and multimedia application performance is affected by the wireless link characteristics and the mobility patterns of hosts. As a mobile host roams geographically, it may move from the vicinity of one basestation to another and, thus, change the basestation with which it is registered. Supporting such mobile host roaming requires network protocols to track the location of a mobile host, and to maintain data flow to a mobile host as it is hands off from one basestation to another. Maintaining data flow to a mobile host, at a low level, requires the medium access control (MAC) protocol to ensure that the mobile host is able to acquire air bandwidth resources at the new basestation with minimal disruption in network connectivity. At a higher level, maintaining data flow to a mobile host in connection-oriented networks, such as ATM, requires rerouting of virtual circuits (VC). In this paper, we focus on the latter problem and, in particular, on the interaction of the VC rerouting algorithms with higher layer protocols and applications.
Ideally, VC rerouting must be done fast enough so as to cause minimal disruption to applications while minimizing the signaling overhead and maintaining the sequence of ATM cells at the end-points. However, VC rerouting mechanisms that minimize the disruption latency seen by an application may result in creation of suboptimal end to end paths, and vice-versa. Moreover, the disruption in communication caused by a hand-off implies that any attempt to minimize cell loss comes at the expense of an increase in the cell delay and cell delay variation. The various VC rerouting schemes that have been proposed in the literature 1 [1] , [4] , [5] , [8] , [12] , [15] , [20] , [30] make particular optimization choices based on specific assumptions about network parameters and topologies. However, the performance seen by an application in the presence of host mobility depends not only on the VC rerouting mechanism, but also on the manner in which higher layer protocols react to the service impairments, such as increased delay or losses, caused by VC rerouting. The few prior studies of such effects have either focused on the low level link disruption caused by rerouting [12] , [22] , [28] or have been confined to simple network scenarios [7] , [23] . Therefore, in this paper, we attempt to answer the following questions: 1) What is the effect of VC rerouting on the performance seen by real-time and non-real-time applications? 2) What functionality is required in the VC rerouting mechanism and higher layer protocols to minimize the effect of handoffs?
We take a two-step approach towards solving this problem. In Section 4, we analytically quantify the cost of each rerouting policy, measured in terms of the absolute wireless link disruption time and optimality of the end-to-end path, 1 . Similar schemes have also been proposed for use in connectionless IP networks [13] , [19] , [27] . as a function of various network parameters. This analysis provides expressions for the duration of time for which the flow of packets in either direction from a mobile host stops because of the latency associated with the rerouting protocol, and allows the effect of a rerouting policy to be quantified for general network topologies. We use these expressions to numerically illustrate the cost of various rerouting policies for a particular network topology. In Section 5, we use simulations to capture the interaction of the VC rerouting mechanism with the flow control and adaptive playout mechanisms in the higher layer protocols, and its consequent effect on the performance seen by two model applications that capture the attributes of a large class of applications.
Our results provide several important insights into how to extend network and transport layer protocols to handle mobility. We show that, for data traffic, it is desirable to use a simple but fast VC rerouting policy in combination with a selective acknowledgment-based retransmission policy. Implementing such rerouting policies requires minimal changes to existing network signaling and reduces the need for extra complexity and buffering at network switches. For real-time traffic, the average loss rates are reduced through the use of more complicated VC rerouting policies that buffer and salvage in-transit packets. However, as long as disruption times are small, dropping many contiguous packets during a handoff produces a perceptually insignificant effect. Hence, for this class of traffic, also, the appropriate design choice is to use a simple but fast VC rerouting policy. Fig. 1 shows a high level view of the network communication model used to derive and analyze the algorithms for VC rerouting. This model is distinguished from present day wireless data LANs in its use of end-to-end ATM connectivity, as opposed to connectionless mobile-IP. We envision a wired backbone network comprised of a hierarchy of wide-area and local-area ATM networks, with wireless links being used to provide last hop access. A wireless-only architecture for wide area mobile multimedia networking is likely to remain unattractive because of problems, such as spectrum cost, air bandwidth availability, and radio transceiver technology for portable devices. In addition to connecting conventional wired server hosts and client endpoints, the wired backbone also connects to special switching nodes called basestations. Functionally, basestations in our architecture are ATM switches equipped with one or more wireless radio port adapter cards, and act as gateways for communication between nearby mobile hosts (also equipped with wireless adapters) and the wired network. The geographical area for which a basestation radio port acts as the gateway is called its cell. Our focus is on an indoor office setting with the various basestations distributed in room-sized pico-cells. Several implementation scenarios are possible under this model. One example would be a multicell basestation consisting of multiple remote antenna units on walls and ceilings feeding to corresponding wireless radio port adapter cards in an off-the-shelf ATM switch associated with the basestation. Another example would be to leverage on VLSI technology to build single-cell basestation consisting of a radio port with antenna, wired port(s), and a simple ATM switch integrated in a single miniaturized package that can be hung off ceilings and walls or placed on table tops, and interconnected directly to the wired ATM network.
NETWORK MODEL
Network connectivity is continually maintained as users carrying a variety of mobile hosts roam from one cell to another. While there are no restrictions of any form on the mobility patterns, a mobile host is assumed to send and receive all its traffic through the basestation in its current cell. As a mobile host roams geographically, it may move from the vicinity of one basestation to another and, thus, change the basestation with which it is registered. This process is called a hand-off. Supporting mobile host roaming requires network protocols to track the location of a mobile host and to maintain data flow to a mobile host as it is hands off from one basestation to another. Maintaining data flow to a mobile host, at a low level, requires the medium access control (MAC) protocol to ensure that the mobile host is able to acquire air bandwidth resources at the new basestation with minimal disruption in network connectivity. Often, the geographical overlap region between the radio ranges of the two neighboring basestations is exploited to achieve a soft hand-off, whereby air and network resources are reserved at the new basestation before releasing them at the old basestation.
At a high level, maintaining data flow to a mobile host in connection-oriented networks, such as ATM, requires rerouting of virtual circuit (VC). VC routes need to be continually modified as hosts at either end move during the lifetime of a connection. The rerouting must be done fast enough so as to cause minimal disruption to applications while minimizing the signaling overhead. Also, any rerouting must maintain the sequence of ATM cells at the end-points. Clearly, there would appear to be "obvious" solutions to this problem from the analogous problem in the connection-oriented cellular or even the connectionless mobile-IP worlds. However, the scale of the problem here is different in many dimensions, introducing additional complexity. First, the hand-off frequency is much larger due to small cell size-imagine a person strolling down a hallway. This problem is only worsened when infrared (IR) transceivers are used instead of radio frequency (RF) transceivers, because IR has shorter range than RF, but is cheaper, allows higher data bandwidths, operates in a free unlicensed spectrum band, and can effectively use room walls to isolate cells. Second, each terminal can terminate a large number of VCs, leading to a large number of VC reroutes on each handoff. Third, the statistical multiplexing inherent in ATM and multimedia traffic requires a QoS renegotiation at the new basestation, compared to the relatively simple frequency or time slot allocation in cellular and PCS basestations.
OVERVIEW OF VARIOUS VC REROUTING STRATEGIES
Several VC rerouting schemes have been proposed in the literature [1] , [4] , [5] , [8] , [12] , [15] , [20] , [28] , [30] . These include variants of the following basic schemes (see Fig. 2 ): 1) Extension: Extend a VC from the old to the new basestation. 2) Extension with Loop Removal: In this enhancement to extension, one removes VC loops that might get formed when a mobile revisits a basestation. This requires tearing down a VC segment, and short circuiting the VC at the switch where the loop is formed. 3) Total Rebuild: Tear down the entire VC and establish a new one in its place. 4) Partial Rebuild to a Fixed Anchor Switch: Define a fixed known anchor switch through which all VCs must pass, both before and after rerouting. To reroute a VC, tear down the VC segment from the anchor switch to the old basestation, and establish a new segment from the anchor to the new basestation. As a special case of this scheme, the anchor switch may be the basestation at which the mobile host was located at the time of VC establishment. Fig. 2 . Some schemes for rerouting of virtual circuits: (a) MH at initial BS, (b) VC rerouting using extension to the new BS, (c) VC rerouting using total rebuild at the new BS, (d) VC rerouting using partial rebuild to the new BS.
5) Partial
Rebuild to a Dynamically Selected Cross-over Switch: Select a cross-over switch along the path of the current VC such that a path also exists from this switch to the new basestation. Tear down the VC segment from the cross-over to the old basestation, and establish a new segment from the cross-over to the new basestation. 6) Multicast to Neighboring Basestations: Create all VCs as multicast VCs, and configure them such that all neighboring basestations to which a receiving mobile host may move to are part of the multicast group for that VC. When the mobile host does move, the data is already available. The multicast group is modified after the move.
Moreover, these basic schemes need not be used alone. For example, [15] proposed a hybrid strategy whereby a fast, but less optimal, scheme (VC extension with optional loop removal) is used as the default, and a slow, but more optimal, scheme (Partial Rebuild to a Dynamically Selected Crossover Switch) is triggered on a per VC basis by the mobile hosts based on connection-level performance measurements. Whatever the scheme may be, one must emphasize that any rerouting scheme must maintain in-sequence delivery of cells as required by ATM.
Common Structure Underlying Rerouting Schemes
The study of the multiplicity of possible rerouting schemes can be considerably simplified if one were to classify them according to a common underlying structure. We have identified that all VC rerouting schemes have an underlying common structure as compositions of three primitive operations (see Fig. 3 ):
1) Selection of a suitable rebuild switch (or a basestation) SW rebuild , which may be selected based either on a static topological criterion (e.g., the ith switch from one end of the current VC, or a fixed known switch through which VC must pass), or on a dynamic criterion (to optimize some metric). While the rebuild switch selection must be the first step, the other two steps may take place in any order and may even overlap to give a pipelining effect. The tear-down operation may not be present in some schemes. The VC routing table at SW rebuild needs to be updated so that data flows between the mobile host and the peer host via SW rebuild and BS [0] . Since there are no global VC ids in current ATM networks, the discovery of which routing These basic rerouting schemes may be further augmented with two additional loss minimization operations: 1) Instead of throwing them away, salvage and deliver, in sequence, the ATM cells that are in transit on a VC segment that is to be torn down as part of the rerouting operation. This operation would likely require buffering cells in transit at selected switches and basestations. 2) Keep a small backlog of already transmitted packets at basestations to allow localized retransmission of packets lost during a hand-off.
To summarize, a unique instance of a rerouting protocol can be generated by customizing the general rerouting scheme along the various dimensions: 
Comparing the Rerouting Schemes
The rerouting schemes listed above have different strengths and weaknesses. Intuitively, the extension and Total Rebuild schemes are relatively simple in terms of signaling protocol complexity. On the other hand, dynamically discovering an appropriate rebuild switch every time a host moves, as required in the Partial Rebuild to Dynamically Selected Crossover Switch scheme, can add significant complexity, particularly in terms of the time taken to process signaling messages at the switches. Reducing this complexity by selecting the nearest common ancestor in a tree to be the crossover point, as proposed by some researchers, may cause suboptimal end to end paths to be formed. The Extension scheme results in a smaller hand-off latency, but causes the end to end path to be of suboptimal length. Conversely, the Total Rebuild scheme will likely generate short end-to-end paths but requires a long time to rebuild a VC. The Multicast schemes have the potential advantage of a near-zero latency hand-off, but only if mobility patterns can be accurately predicted. If this is not the case, then network bandwidth and basestation buffer capacity is wasted. The value of the loss minimization enhancements is not immediately obvious. For example, signaling operations needed in salvaging and in-sequence delivery of cells in transit on VC segments being torn down reduce the cell loss rate at the penalty of increasing the delay variance. Many application level control algorithms, such as adaptive audio and video stream synchronization, may better handle an increase in cell loss rate than an increase in delay variance. In such cases, simple cell discarding by the network would be a better option.
We have taken a two pronged analysis-cum-simulation approach to evaluate the performance of the various rerouting techniques. In the next section, we exploit the common structure underlying the various schemes to analytically derive the link disruptions caused by rerouting and compare them across a broad range of system scenarios and network topologies. In Section 5, we use simulations to study the impact on real application models in context of a specific, but representative, network topology.
Note that the disruption due to rerouting can be hidden to varying degrees if the mobile undergoes a soft hand-off when moving from the old to the new basestation. With soft handoff, the signal overlap region between two basestations is exploited to allow the mobile to communicate with the new basestation for some interval of time before the communication with the old basestation is terminated. Given a large enough overlap region, one can always hide the effect of any rerouting scheme by arranging in advance for new VC segments to be established and copies of relevant cells to be delivered to the new basestation a priori. Therefore, in our analysis and simulations, we consider only hard hand-offs, where the disruption due to rerouting cannot be masked.
ANALYSIS OF LINK DISRUPTION DUE TO REROUTING
The key metrics of interest in the latency disruption analysis are the upstream and downstream packet losses and hand-off latency (time for which link is dead) with the various schemes. There is an inevitable trade-off between the two because trying to reduce or eliminate cell loss increases signaling delays due to ATM requirement of in-order cell delivery and, thus, increases the hand-off latency and, therefore, the delay and jitter to which packets are subjected.
Applications react differently to this loss-latency trade-off. Our link disruption analysis uses the following assumptions and notations: Assumptions 1) There is no global VC identifier, as is the case with current ATM networks, where VC and VP ids are allocated on a per-link basis. The allocation and route decision itself, however, may be done by a central server.
2) The VCs are bidirectional. 3) Signaling messages are routed as datagrams on an overlay network of preprovisioned VCs. 4) The VC setup consists of three phases. In the first phase, the connection request CR signaling message from the initiator host is sent along the selected route to the peer host. The message is processed and forwarded by the intermediate switches, and the switch resources and VC ids for the forward path are allocated in this phase. In the second phase, the connection request acknowledgment CR.A signaling message from the peer host is processed and forwarded by the intermediate switches along the same path in the reverse direction. The switch resources and VC ids for the reverse path are allocated in this phase. Finally, in the third phase, a connection request confirm CR.C signaling message is sent from the initiator host to the peer host, and is simply forwarded by the intermediate switches along a path which may be different from the VC route selected in the first two phases. Note that, in the first two phases, the signaling messages move hop-by-hop along the selected VC route while being processed by the intermediate switches.
In the final phase, the signaling message is end-to-end with no processing at the intermediate switches. An alternative to this three-phase process-process-forward connection establishment scheme would be a twophase process-process connection establishment with a more complex VC id allocation scheme. 
Link Disruption During Partial Rebuilds
The detailed derivation of latency and loss expressions for the various cases is presented in the Appendix. In this subsection, we give a brief overview of the partial rebuild case only. The assumption is that signaling messages and newly established VC segments traverse the shortest path. Using these signaling diagrams, one can derive the expressions for cell loss and hand-off latency in both the upstream and the downstream directions, as shown in the Appendix. Table 1 summarizes the latency and cell loss expressions obtained from the analysis in the Appendix for selected VC rerouting schemes. MH is always assumed to buffer outgoing cells once it knows that it is no longer communicating with BS[-1]. Some of the conclusions that one can draw from the 
Analysis for a Representative Network Topology and Parameters
To give a real-life feel to the analytic expressions derived above, we use them to calculate numerical values for a representative network topology and network parameters. The LAN topology models an office corridor type layout with basestation radio ports laid out at regular distances. Each basestation may have multiple radio ports, but, for simplicity, here we only show transitions between radio ports belonging to different basestation. This simplification is reasonable because rerouting for hand-offs from one radio port to another of the same basestation can simply be handled at the basestation itself. Typically, nearby basestations (e.g., basestations in a department) would be clustered in daisy-chains, meshes, etc., and some of these basestations would be connected to higher level backbones. We assume a two-level switching hierarchy above the basestations, 2 with N switches, each of which connects to m basestations, as well as to other switches. For simplicity, we use an arrangements of the basestations in which the physical layout of the basestation matches their logical interconnection. The WAN is modeled as a linear backbone providing connectivity between different groups of LANs. The mobile host in Fig. 5 moves from Cell 1 to Cell 2 to Cell 3 ... and so on until it reaches Cell 8. It, therefore, undergoes seven hand-offs, Cell 1 → Cell 2, Cell 2 → Cell 3, Cell 3 → Cell 4, and so on, until Cell 7 → Cell 8. From the symmetry of the network topology, it is clear that Cell 4 → Cell 5 hand-off is in a class by itself, while all the other hand-offs are similar.
To calculate the rerouting latency for the various schemes, we use the results of the analysis of the previous subsections, modified to take into account the existence of two different types of wired links in the network of Fig. 5,   2 . A similar two level hierarchy is common in many organizations, with departmental machines on the same Ethernet segment and multiple Ethernet segments connected through a hub. The various network parameters for the network of Table 2 presents the numerical values obtained for transmit and receive latencies, and VC path lengths, for the various rerouting schemes when applied to the hand-offs in Fig. 5 . The trade-off between rerouting latency and VC path length that is enabled by the various rerouting schemes for individual connections is evident from the table. However, the impact of the VC rerouting policy on the long-term optimality of end-to-end routes depends on the duration of connections and the long-term user mobility patterns. To measure this effect, we used traces from the Active Badge 3 system that track the movement of individual users in a building over a period of several days [31] . Fig. 6 shows the distribution of average difference between the real path delay and the optimum path delay for a set of random calls of five minute duration. This is done for a typical user from the trace set using two different rerouting schemes: extension and partial rebuild to a fixed anchor (home agent). Fig. 7 shows the same distribution for call lengths of 50 minutes. From the figures, it is clear that for shorter duration calls using either of the policies gives comparable path delay degradations. However, for longer call durations, the degradation with extend policy is much worse. Fig. 8 plots   3 . We would like to thank Olivetti Research Limited for providing us access to Active Badge traces.
the increase in path delay with an extend policy for a call lasting about 500 minutes. This illustrates that there are periods during which the user does not move. This provides a window during which a total or partial rebuild may be initiated to restore end-to-end path optimality. 
EFFECT OF REROUTING ON APPLICATION PERFORMANCE
The analysis in the previous section provides insights into the approximate costs of various reroute policies, as measured by the disruption time (latency), cell loss, and the optimality of the data routes. In this section, we use simulations to quantify the effect of rerouting on user-level performance. The simulation results presented here were generated using Ethersim [17] , [24] , a tool designed to model integrated service networks with mobile hosts and wireless links.
Overview of the Ethersim Simulator
Ethersim [17] , [24] grew out of a need to model and study the performance of various alternative protocols and algorithms for SWAN, a wireless and mobile ATM based multimedia network built at AT&T Bell Laboratories [2] . At the core of the simulator is an efficient and generic discrete event kernel. The kernel manages the scheduling of events using an event queue. The core functionality is similar to any discrete event kernel-an entity can request an event to be sent to another entity at a future time (simulator time) and the kernel arranges for the delivery of the right event at the right time. The interesting part of the simulator consists of the built-in software modules in Ethersim that use the discrete event kernel core to provide standard services for user defined and instantiated simulation entities. These standard services take the form of predefined events and messages to be generated or handled by the user code. The map module is used to define a geographical region, and the placement of various wireless entities (basestations and mobile hosts) in it. The map specifies where the mobiles can be and the paths they can take. The mover is a behindthe-scene entity which moves the mobile hosts on the map. It does so, taking into account both the map parameters and the movement policy. Several movement policies are currently implemented. One is random movement, where the transition probabilities in the graph associated with the map determine where and when to move. Another policy is goal-directed movement, where a mobile host is given a goal cell, and it moves towards it via the shortest path (as defined by the distances associated with the map edges). The third policy is group movement, which is intended to model meeting room scenarios. A subset of mobiles are designated to belong to a group, and they all either move toward a common goal, such as a meeting room at the same time (converging mobiles) using a synchronized goal-directed movement, or all move away from a node in a mix of random and goal-directed movements (diverging mobiles).
Basestations are implemented in Ethersim as switches with radios on a subset of their ports. A basestation, however, has two enhancements. First, it has Connection Manager, a mobility aware signaling submodule that implements the generic virtual circuit rerouting scheme described previously. Second, a basestation also has MAC (medium access control) protocol submodules associated with each radio port.
The Air module is the key module responsible for the wireless aspects of Ethersim. Functionally, the Air module can be viewed as a giant MAC level switch. It receives submodules at various basestations and mobile hosts as input packets from the sending MAC, and routes them to appropriate receiving MAC submodules. Every incoming packet carries with it information about the frequency, spread-spectrum code (optional), and power with which it was transmitted. Every outgoing packet delivered to a receiver carries with it information about the signal strength at the receiver. Also, associated with the radios is the wireless link data rate from which the transmit duration of a packet is calculated by the Air module. In addition to the switch-like functionality, the air module also degrades packet signal strength to model large scale propagation loss, introduces noise errors to model white Gaussian noise, and detects and marks colliding packets on same frequency at each receiver location.
The VC rerouting protocols are implemented in Ethersim as Connection Manager modules running on the mobile hosts, basestations, and mobility-aware switches. In order to implement these rerouting protocols in Ethersim, we took a unique approach. Instead of implementing these schemes separately, we implemented a single parametrized Connection Manager module. This is based on an observation in Section 3 that a common structure underlies all rerouting schemes. Nevertheless, for ease of implementation, we employed a simplification that adversely affected the signaling delay in the case of VC extension. Specifically, in the simulator, the mobile host, after moving to the new basestation BS[0], sends a registration message. This, in turn, results in a reroute request message going from BS[0] to the old basestation BS[-1]. Depending on the choice of rerouting scheme, the Connection Manager at BS[-1] then initiates the rerouting process. This works fine for the rebuild type schemes, since the search process for SW rebuild must begin from BS[0] anyway. However, for extension, this approach incurs an unnecessary half roundtrip delay because an extension base rerouting can, in practice, be initiated directly from BS [0] . This extra delay in the case of extension is purely an artifact of Ethersim, but is responsible for simulation results being at variance from analysis. This simulation artifact is observed in Section 5.4.
Application Models
The effect of VC rerouting on the performance seen by a networking application depends on its traffic characteristics and QoS requirements. Therefore, we have designed two model applications with contrasting loss/delay requirements and traffic characteristics. The first model application attempts to capture the characteristics of a large class of applications that generate traffic according to some periodic pattern and require bounded-delay transmission. These applications can often tolerate a small amount of packet loss by employing loss-concealment techniques. Examples include packet telephony, teleconferencing, interactive video games, etc. The second model application attempts to capture the characteristics of traditional data networking applications, such as web-browsing, ftp, nntp, etc., that generate bursts of data which need to be transferred across a network as quickly as possible. Typically, these applications require zero-data loss and, therefore, use a transport protocol, such as TCP, that provides an end to end packet retransmission mechanism to mask the effect of packet losses in the network.
The first model application generates a Constant Bit Rate (CBR) data stream at the source and injects packets at periodic intervals into the network. The receiver implements a playout process that determines when an incoming packet is ready for presentation. The goal of this playout process is to compensate for delay jitter introduced by the network and restore the interpacket timing pattern as seen at the sender. Packets that arrive after their playout deadline are discarded. We use three policies for determining the playout time of packets. The simplest of these policies buffers the first arriving packet for a fixed time interval and then schedules a playout time for each subsequent packet at intervals of 1/r, where r is the transmission rate of the connection expressed in packets per unit time. Such a scheme is suitable for networks which guarantee bounds on the maximum variation in the transit delay suffered by packets. We also examine the effectiveness of two adaptive playout policies in which the playout time is varied over time using estimates of the mean and variance of the per-packet delay. Such policies have been successfully used in Internet type settings where the delay values vary over considerably over the lifetime of a connection, depending on the degree of network congestion [6] . The two adaptive schemes implemented by us were originally proposed in [21] and differ in how they estimate the delay of packets in transit.
The first scheme uses a low pass filter to estimate the mean delay and delay variance from the measured perpacket delay, n i . This scheme is identical to how retransmission timers are set in TCP and a slight variant of this scheme is used by the Internet voice tool vat [10] . 4 These schemes are typically designed to ignore noise in the meas- 
The second scheme is based on the empirical observation that there can sometimes be delay spikes in the transit time of packets going over multihop paths in the Internet. Therefore, this scheme tries to track delays more accurately by detecting the beginning and end of delay spikes and by using different delay estimation algorithms in the normal and spike modes. A delay spike is flagged when the difference in the transit delays of two consecutive packets exceeds a threshold value. In the normal mode, a low pass filter is used as in the previous scheme. However, in the spike mode, the estimator tracks the actual measured values exactly. The variance estimation and playout time computation is the same as in the previous scheme. We chose to 4 . Vat does not maintain a delay estimator. Instead, it updates the variance estimator in (1) by replacing d i by n i−1 . It also uses additional knobs to modulate the rate of change of the playout interval.
5. Most applications update the playout interval less frequently, e.g., audio applications do so only at talkspurt boundaries and video applications at frame boundaries. implement and study this scheme because, intuitively, the effect of a handoff would be to cause exactly such a delay spike if the network were to buffer (and/or salvage) packets during the VC rebuild. The composite scheme used for spike detection and playout delay computation is: The second model application mimics greedy source which always has data to send, for example a large file transfer. The rate at which packets are injected into the network is controlled by the congestion control mechanism at the transport layer-we use TCP as a representative transport protocol. The congestion control scheme in TCP is somewhat involved, but the basic idea is that window sizes are decreased when a packet loss is detected and are increased otherwise. When a packet loss is detected via a timeout, the window size is reset to one packet, and the algorithm operates in a Slow-Start mode. When a packet loss is detected via duplicate ACKs, the window size is set to half of the original value and the algorithm continues to operate in a Congestion-Avoidance mode. In the absence of packet losses, the window size is modified as follows: The TCP congestion control scheme is intertwined intimately with the error control scheme used to provide reliable data delivery. Existing implementations of TCP use a cumulative acknowledgment based error recovery scheme [26] , in which an acknowledgment only indicates the highest sequence number among all in-sequence packets that have arrived at the receiver. Cumulative acknowledgment schemes can cause a significant degradation in performance over paths where packet loss is more frequent, especially if there are multiple packet losses in a window [9] , [16] . Selective acknowledgment schemes in which receivers signal the sequence number of each successfully received packet provide better performance under these conditions, albeit at the price of slightly greater overhead in the reverse direction. Consequently, there has been a strong push recently to standardize the use of selective acknowledgment based error recovery in TCP [14] .
The proposed selective acknowledgment scheme works as follows: Receivers are required to generate a cumulative acknowledgment, as in the earlier scheme. In addition to this, when packets are lost, a receiver sends additional information about the packet blocks that have been successfully received and are being held in the receiver resequence queue. A packet block is a group of packets with consecutive sequence numbers and is characterized by the minimum and maximum sequence numbers of the packets in the block. The number of packet blocks that can be acknowledged is limited by available space in the TCP header-the current proposal is to identify three blocks in each ack packet. Due to this limitation, each new acknowledgment is supposed to provide information about the packet block that has been most recently modified, as well as two other previously modified blocks.
Network Topology and Parameters
The simulation configuration used in our experiments (Fig. 5 ) models an indoor wireless microcellular Local Area Network (LAN) connected through intermediate switches to a Wide Area Network (WAN). The LAN topology models an office corridor type layout with basestations laid out at regular distances. We use a two-level switching hierarchy, 6 with N switches, each of which connects to m basestations, as well as to other switches. For simplicity, we use an arrangement of the basestations in which the physical layout of the basestation matches the logical interconnection. The WAN is modeled as a linear backbone providing connectivity between different groups of LANs. We assume that all switches and basestations have a total buffer capacity of four Mbytes. In all of our simulations, we focus on the performance of a single stream, either CBR or greedy-TCP controlled, whose primary direction of data flow is from WH -> MH. 7 We have intentionally chosen to have only a single stream active over the slow wireless link, since contention between multiple streams for access to the wireless link can have a complex effect on the QoS seen by each stream, thereby obscuring the effect of hand-offs. The data rate of the CBR connection is 900 kbits/sec, while the data rate for greedy applications depends on the TCP congestion control mechanism. There is no dataflow in the reverse direction for CBR traffic, while for the greedy application, there is a flow of acknowledgments from the receiver to the sender. We generate Poisson cross traffic over links S9 -> S11 and S10 -> S11 so that the average link utilization on those links is about 90 percent. We model host mobility as consisting of quiescent periods followed by directed movement in which a host moves from one room to another (via a shortest hop path). In most of the simulations, the host is initially in room S1 and moves to room S8, via S2, S3 ... S7. The transit times to move from one cell to another is picked to be 3 seconds. The rerouting policies we examine are EX, EX_NB, RA, RA_FL, RA_NB, RF, RF_FL, and RF_NB. The correspondence of these labels to the various VC rerouting policies of the previous section is as follows: EX extension with buffering at BS[-1] EX_NB extension with no buffering at BS[-1] RA_FL rebuild to an intermediate SW rebuild discovered via 6 . A similar two level hierarchy is common in many organizations with departmental machines on the same Ethernet segment and multiple Ethernet segments connected through a hub.
7. The results are less interesting when the direction of data flow is reversed, since the mobile host is able to discover its lack of connectivity and stop packet transmission quickly. 
Effect of VC Rerouting on CBR Sources
The first set of simulations compares the effect of various VC rerouting policies when the direction of data flow is from WH -> MH. Fig. 9 shows the average throughput and Fig. 10 shows the per-packet delay values seen by the connection, while Table 3 shows the disruption time and the packet loss rates. For the sake of clarity, the graphs in the figures do not show the RA and RF policies, although the corresponding numbers are presented in tabular form later. The disruption time varies from 24 to 196 ms, depending on the rerouting policy. These disruption times match some of the experimental numbers reported in the literature [7] , [23] and provide a reasonable basis for studying the effect of VC rebuild policies on application performance. The lower disruption times obtained with the Rebuild Anchor policies compared to the Extend policies is at variance with what the analysis of Section 4 predicts. This is the result of two simulation artifacts. First, in our simulator implementation of the Extend policy, the extension process is initiated from the old base station, thereby adding an additional latency equal to the message propagation time between the new and the old basestations. Second, in the simulations, there is no cost for discovering the identity of a common ancestor. The effect of the disruption time manifests itself either in the form of packet loss or increased delays, depending on the choice of the rerouting policy. Fig. 10 shows that rerouting policies which buffer packets at the crossover switch or attempt to salvage packets from the VC segment to be torn down increase per-packet delays. The delay values stay elevated until the excess packets are flushed out of the network. The peak-delay value depends on the disruption time, while the salvage time depends on the excess bandwidth available to flush out the buffered packets. For this set of simulations, the CBR connection generates data at 900 kb/s, while the bandwidth of the bottleneck link (the wireless link to the mobile hosts) was 1 Mb/s. Hence, the time taken to salvage the excess packets is
, where T d is the disruption time. For those reroute policies in which the crossover switch does not buffer data, the delays do not increase at all, but there is a much higher level of packet loss, as shown by Table 3 . Even for those rerouting policies which buffer or salvage packets, a few packets may be dropped, depending on how long it takes to inform the previous basestation or the crossover switch; this accounts for the 0.4 percent packet loss rate observed with the EX, RA_FL, and RF_FL strategies. In our simulations, this interval is approximately 8 ms, causing two packets to be dropped after every host move. Due to the relatively large disruption times, the effect of the Salvage and Nobuffer options in trading off loss vs. higher delays is especially apparent with the RF policy. Fig. 10 also shows that, as one might expect, the per-packet delays with the Extend policy increase gradually over time because of the increased path lengths.
The previous set of results have been generated assuming that the playback time for a packet is infinitely large, i.e., the effect of delay jitter is completely ignored. However, as explained previously, limited buffering, or the need to limit the interactive delay, necessitates bounding the playback delays. Fig. 10 illustrates that rerouting polices which buffer or salvage packets can cause the delay to increase suddenly. If the receiver uses a static playout policy, any packets whose transit-delay exceeds the maximum playback delay value would be discarded at the receiver. The interaction between the rerouting and playout schemes is more interesting when adaptive playout policies, such as the ones presented earlier in this section, are used. Table 4 illustrates the effect of this interaction on application performance, as measured by the packet loss rate, mean playout delay, and maximum playout delay, for two values of the estimator parameter α. Table 4 shows that enabling the salvage or switch buffering options results in a fairly high rate of packet loss for Scheme 1 with α = 1/32. These packet loss rates could get further amplified if the playout intervals are recomputed periodically, e.g., only for a new talkspurt for audio or frame boundary for video. Scheme 2 does somewhat better for the same value of α because it switches to a spike detection mode. This is especially apparent for the RF policies for which the disruption times are the largest. Moreover, due to the spike detection mode, both the mean playout delays and max playout delays are much smaller with Scheme 2. Both schemes provide the same level of performance when used with reroute policies which discard packets during the disruption interval, as one would expect. For lower values of alpha, the loss rates are much lower because the estimator reacts more quickly. Also, for the same reason, both the mean and max playout delays are significantly lower. Unfortunately, such low values of alpha render the playout time computation more vulnerable to noise in the measurements of the per-packet delays. Our results suggest that using the salvage option is useful when disruption times are long-the aggregate loss rates are much lower even with a badly tuned playout time estimator compared to the aggregate packet loss rates without the salvage option.
Another observation is that, with Scheme 2, the algorithm used for detecting the end of a delay spike triggers too quickly, i.e., the algorithm switches to the normal mode before the end of the delay spike. This causes the average playout delay to be higher than necessary. This happens because the magic numbers proposed for use in Scheme 2 [21] were picked to match the delay-spike characteristics of Internet-style wired networks in which routers may temporarily stop forwarding packets, e.g., to process a routing update but, then, quickly flush the backlog of packets. In our environment, it takes longer to flush buffered packets because of limited wireless link bandwidth. This implies the need to do a more gradual estimation of the slope of the downward spike, as well as to pick a lower threshold for the interpacket delay threshold used to detect the end of a delay spike.
Effect of VC Rerouting on TCP Sources
The next set of results compares the effect of various rerouting policies with a greedy TCP controlled traffic source. The simulation configuration used is the same as in the previous set of simulations. The TCP window size is set to 64 kbytes and the MTU (packet) size is set to 500 bytes. The total amount of buffering available at the basestation is set to 4 Mb-this is large enough to ensure there are no packet losses due to buffer overflows. Table 5 and Figs. 11 and 12 show the throughput obtained using the Selective-ACK and Cumulative-ACK mechanisms, respectively, with each of the rerouting policies. Since the TCP congestion control policy causes the window size to be halved following a packet loss, the throughput temporarily reduces following a host move for all of the VC rerouting policies. However, this effect is relatively insignificant because it takes only a few round trip times to increase the window size to a large enough value to saturate the bottleneck (wireless) link. The dominant effect that determines the degradation in throughput is the number of packets dropped after each move and how effectively the error control policy (CACK/ SACK) recovers from these packet losses.
Clearly, using the SACK policy results in much higher throughput than with the CACK policy, with an average bottleneck utilization of more than 80 percent for all the rerouting policies. Also, as long as reroute times are on the order of tens of milliseconds, the SACK policy provides almost the same level of performance irrespective of whether the rerouting policy buffers/salvages packets, e.g., 941 kb/s with RA_FL vs. 930 kb/s with RA_NB. These observations may be explained as follows: At the maximum window size of 32 Kbytes and for a bottleneck rate of 1 Mb/s, it takes about 250 ms to transmit an entire window of packets. Therefore as long as the disruption time is less than 250 ms, it is very likely that at least one data packet, with a sequence number greater than that of all of the lost packets, will get through to the receiver. Since the corresponding ack packet carries the sequence number of successfully received packet blocks, the transmitter is able to immediately detect which packets have been lost and retransmit them. Hence, there is only a small reduction in the throughput due to the extra time taken to retransmit the multiple lost packets. However, if the disruption time is so large that all the packets in a window are lost, e.g., with the RF_NB policy, then the transmitter does not receive any acknowledgments. In this case, when the transmitter timer expires, the transmitter resets its window size to one packet and goes back to the Slow-Start mode. Since TCP timer granularities are very coarse, typically 500 ms or one second, this mode of error recovery results in a big reduction in throughput. Therefore, when disruption times are large, salvaging packets is useful even if the SACK policy is in use. In contrast, with the CACK policy, the reduction in throughput is much higher following each host move. This is especially apparent for the policies in which in-transit cells are not salvaged/buffered and occurs because, when there are multiple packets lost in a single TCP window, the CACK policy has to recover via a timeout [9] . For example, the average number of packets dropped following each host move ranges from 4(EX_NB) to 35(RF_NB) packets.
With the EX policy, the problem of throughput degradation is further exacerbated because the rate at which TCP increases its window size is directly proportional to the round-trip-time. Since the round-trip time with the EX and EX_NB policy keeps increasing after each host move, the rate at which the transmitter increases its window reduces steadily over time.
Discussion
These results provide several important insights into how to extend network and transport layer protocols to handle mobility. For data traffic, it is clearly desirable to use a simple but fast VC rerouting policy, such as EX_NB or RA_NB, in combination with a selective acknowledgment-based retransmission policy. Such rerouting policies require minimal changes to existing network signaling and reduce the need for extra complexity and buffering at network switches. Our results suggest that schemes which attempt to improve TCP performance by eliminating data loss completely, through additional buffering and/or link layer retransmission [7] , [23] , are completely unnecessary if TCP is extended to use SACK policy. It may sometimes be desirable to implement link-layer retransmissions to cope with noisy wireless links [18] , but migrating this link-layer state after a hand-off increases the disruption time and is unlikely to lead to a significant gain in throughput. For realtime traffic, the average loss rates are reduced when the VC rerouting policy buffers and salvages in-transit packets, provided that an appropriate adaptive playout scheme is used. However, our experience and studies by other researchers suggest that dropping many contiguous packets during a hand-off produces a perceptually insignificant effect, such as a flicker or a pop/click, as long as the disruption times are small, i.e., less than 100 ms [25] , [11] . Hence, here also the appropriate design choice is to use a simple, but fast, VC rerouting policy.
An issue related to the choice of protocol policies is that of the service model supported by the network. ATM networks are (eventually) supposed to support five service classes-CBR, rt-VBR, nrt-VBR, ABR, and UBR. The CBR and rt-VBR classes are supposed to provide guaranteed bandwidth along with bounds on delay jitter, cell loss rate, and the maximum delay [32] . The nrt-VBR class is supposed to provide guaranteed bandwidth along with bounds on the mean cell delay and the cell loss rate. It might be argued that these ATM layer service quality parameters, which are negotiated at connection setup time, should not be violated, even in the presence of host mobility. However, our results illustrate some of the pitfalls of this approach. For example, bounds on the loss rate or maximum delay now have to be derived taking into account the frequency of host moves during the lifetime of a connection and the disruption induced by each such transition. Also, as shown by Fig. 10 , the delay values or loss rates may change over the lifetime of the connection, depending on the characteristics of the end to end path generated after each reroute. Similarly, it may be difficult to maintain bandwidth guarantees as a host moves across cells, since the available bandwidth fluctuates depends on competing cross traffic in each cell. We argue that this suggests a somewhat less rigid service model in which applications that use these service classes are provided QoS guarantees but are expected to adapt their behavior over time depending on the quality of the end to end path [24] . This may include source adaptation techniques, e.g., to modify the bitrate [11] , receiver adaptation techniques, e.g., to adjust the playout interval [10] , etc. Such techniques have been successfully used in other network environments, such as the Internet, where it is considered difficult or undesirable to provide rigid service quality guarantees. This type of adaptation is facilitated if the network provides explicit indicators of the changes to the application, e.g., via a callback interface. Also, application might wish to control some of the network policy choices e.g., whether to buffer or salvage packets during VC rerouting. This implies the need for a richer API between the application and the network-an example of such an API is the one we have implemented for use in SWAN [3] .
RELATED WORK
There has been much recent work in extending network protocols to handle host mobility. This has included work related to channel assignment, power control, location, and tracking issues, as well as data rerouting. Several schemes for rerouting data to or from a mobile host have already been proposed in the literature both for connection-oriented networks such as ATM [1] , [5] , [12] , [15] , [20] , as well as for connectionless networks such as IP [27] , [13] , [19] .
Acampora and Naghshineh propose a footprint based approach in which data is multicast to all neighboring basestations that a mobile host is expected to visit [1] . Keeton et al. propose three schemes for VC rerouting: full rebuild, partial rebuild to a dynamically picked common anchor, and multicast based routing [12] . Biswas and Hopper propose a rerouting scheme in which paths are rebuilt to a statically chosen anchor switch [5] . We have, in earlier work, proposed a rerouting scheme based on using VC extend for fast hand-offs with performance-triggered route rebuilds to restore route optimality [15] . Rajagopalan [20] examines the signaling message flows for three schemes: full rebuild, partial rebuild to a dynamically picked anchor switch, and partial rebuild a fixed anchor (the fixed anchor is picked to be the first basestation through which a connection was established). Clearly, all of the above schemes use various combinations of the primitives described in Section 3.
A slightly different type of rerouting scheme is proposed in [29] . In this scheme, a VPI sink tree is created for each mobile host, with a unique virtual path being associated with this tree. This allows data forwarded to a mobile host via a basestation to always uses the same virtual path id. Such a scheme obviates the need for dynamically setting up (or tearing down) VCs. However, this comes at the cost of statically provisioning virtual paths based on projected traffic patterns at the time of network initialization.
There has been little study of the comparative performance of the various possible rerouting schemes, especially their effect on application-level performance. Keeton et al. discuss the costs of various rerouting schemes in terms of the handoff delays and signaling traffic using a simple analytic model [12] . Toh evaluates the latency of a partial rebuild VC rerouting protocol on the Cambridge Fairisle switch [28] and shows that disruption times are of the order of 7-10 ms. Ramjee and La Porta compute the costs of various rerouting strategies based on the time taken to by a remote host to modify routing table entries at an ATM switch [22] . They obtain disruption latencies between 4-35 ms. There has been a some work looking at the effect of mobility on application performance in the context of IP networks as well. Seshan et al. show that using a multicastbased rerouting scheme and forcing neighboring basestations to buffer the most recently received packets can reduce hand-off delays to fairly small values (8-25 ms) while completely eliminating loss [23] . This causes applications using either the TCP or UDP protocols to notice little or no degradation in performance. Caceres and Padmanabhan derive similar results using a path extension rerouting mechanism and keeping copies of recently transmitted packets at the current basestation [7] .
CONCLUSIONS
In this paper, we have evaluated the performance of several virtual circuit rerouting strategies. We have identified the primitive operations required by any rerouting policy and used this to analytically quantify the cost of each rerouting policy as a function of various network parameters. We have also evaluated the effect of the VC rerouting policy on application-level performance using simulations. The results of this paper provide several important insights into how to extend network and transport layer protocols to handle mobility. For data traffic, it is clearly desirable to use a simple, but fast, VC rerouting policy, such as Extend or Rebuild to a Fixed Anchor, in combination with a selective acknowledgment based retransmission policy. Implementing such rerouting policies requires minimal changes to existing network signaling and reduces the need for extra complexity and buffering at network switches. For real-time traffic, the average loss rates are reduced when the VC rerouting policy buffers and salvages in-transit packets, provided that an appropriate adaptive playout scheme is used. However, as long as disruption times are small, dropping many contiguous packets during a handoff produces a perceptually insignificant effect. Hence, here also the appropriate design choice is to use a simple but fast VC rerouting policy.
APPENDIX
In this section, we derive the expressions for link disruptions that were presented in Section 4. In the upstream direction, the MH can either discard the cells that need to be sent while MH is waiting for the rerouting to be finished, or can buffer them to eliminate cell loss using a buffer of size corresponding to the transmit latency L X . The preceding expression for C LX assumed the more typical latter approach. 
Extension

Extension with Loop Removal
In this scheme, presented in [15] , one eliminates the loop that gets formed whenever the mobile visits a basestation that is already on the path of a VC. Otherwise, in the common case of visiting a new basestation, the VC is simply extended as in the previous scheme. each switch and basestation to do a reverse mapping of VC and VP ids, and a tear-down of the VC. Clearly, this scheme only detects and removes loops when they are formed at basestations as opposed to ordinary switches in the network.
Expressions for various metrics associated with this rerouting scheme are shown below. 
Partial and Total Rebuild
In the rebuild with transit cell discard case, we get the following expressions for latency and cell loss for the upstream and downstream directions: L X = latency until MH is able to first transmit after moving 
