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Bevis, Charles (B.A., Physics)
Optical Second Harmonic Generation in the Si(001)/SiO2 Interface
Thesis directed by Professor Steven T. Cundiff
I present a method for the use of second-harmonic generation (SHG) as a means to probe
the buried interface between Si(001) and SiO2. I begin with a brief retelling of the history of SHG
and its development into a powerful technique to study the material properties of centrosymmetric
media and interfaces due to its unique dependence on a material’s symmetry. The theory behind
SHG is explored along with the relation between the second-order susceptibility tensor and crystal
point group symmetries. I show it is possible to separate the surface and bulk contributions to the
signal by the use of rotational-anisotropy SHG (RA-SHG) and polarization selection techniques.
Specifically, the symmetry properties of Si(001) and the Si(001)/SiO2 interface are explored and a
phenomenological theory predicting the intensity profile of the SHG signal is described. A method
for recovering the Fourier fit coefficients that describe the susceptibility tensor is demonstrated and
experimental implications discussed. The data presented demonstrates the effectiveness of SHG as
a tool to study the symmetry properties and surface/interface behavior of a substance.
Dedication
To my mom and dad, who encourage my early interests in engineering by exposing me to the
fascinating world of gate locking mechanisms. To my brother, who explored the physics of collisions
with me out on the lacrosse field. To my sister, who has repeatedly showed me the wonders of
culinary chemistry, only to find time and time again that I am not a chemist.
vAcknowledgements
I would like to thank my advisor Steve Cundiff for giving me the opportunity to participate
in this fantastic educational experience and allowing me the necessary resources to conduct such a
sophisticated experiment.
Hebin Li and Galan Moody have provided extremely valuable instruction and discussion into
the various techniques and theoretical background necessary to start and continue my project.
They are always willing to take time away from their projects to help me with mine and for that I
would like thank them. Also, I would like to thank Daniel Dessau for providing insight and clarity
into some of the more challenging concepts associated with this project.
I am grateful to the rest of Cundiff Group for providing me with a relaxed, positive, and
comfortable environment to conduct my research. Especially to Soobong Choi for the Carom
games and Korean barbecue.
Lastly, thank you to Deborah Jin and Daniel Dessau for allowing me to participate in the
summer 2011 REU program at CU Boulder. They gave me the opportunity to develop a range of
laboratory skills that will serve me on my path towards graduate school and beyond.
Contents
Chapter
1 Introduction 1
2 Theoretical Background 3
2.1 Optical Second Harmonic Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Development and Applications of SHG . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Crystal Symmetry Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Isolation of Surface and Bulk Contributions of SHG . . . . . . . . . . . . . . . . . . 10
2.5 Semiconductors and SHG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Experimental Apparatus 17
3.1 Titanium-Sapphire Laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1 Optical Gain Medium and Mode-Locking . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Dispersion Cancellation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.3 Cavity-Dumper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Dispersion Compensation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 SHG Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Focusing and Polarization Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Cryostat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 Photomultiplier Tube and Photon Counting . . . . . . . . . . . . . . . . . . . . . . . 28
vii
4 Results and Discussion 30
4.1 Isolation of Anisotropic Bulk SHG . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2 Surface SHG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.3 Sources of Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3.1 Error Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3.2 SHG Resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3.3 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5 Conclusion 38
Bibliography 40
Appendix
A Characterizing the Cryostat Windows 42
A.1 Jones Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
A.2 Method 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.3 Method 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
A.4 Method 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.5 Current Status and Future Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
viii
Figures
Figure
2.1 The first image of a second harmonic signal, generated by focusing a ruby laser on crystalline
quartz. The second harmonic signal which should be visible at 347nm has been removed.[3] . 3
2.2 Energy level diagram describing the SHG process. Reproduced from Boyd.[1] . . . . . . . . 4
2.3 Optical response of charge distribution of a dielectric in an applied sinusoidal electric field
(a) that induces a linear polarization (b) and a nonlinear polarization that is dependent on
the particular crystal symmetry of the medium (c), (d). Reproduced from Boyd.[1] . . . . . 6
2.4 The SHG intensity from (a) Si(111) and (b) Si(001). The three and four fold symmetries are
clearly visible. Reproduced from Tom et al.[16] . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 The relationship between s- and -p polarization directions is depicted. The sample rotation
direction, polarization orientation, and plane of incidence (x-z plane) are labeled. . . . . . . 11
2.6 A qualitative look at the valance and conduction energy band separation of conductors,
semiconductors, and insulators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 The geometry of SHG at an interface. Reproduced from Shen.[17] . . . . . . . . . . . . . . 14
2.8 Azimuthal dependence of SHG from a Si(001)/SiO2 interface with input (output) polariza-
tion set to (a) p(s) and (b) circular (s). The eight-fold symmetry form the bulk contribution
and four-fold from their interference are clearly visible. Reproduced from Li et al.[23] . . . . 15
3.1 A diagram of the experimental setup used to conduct this experiment. . . . . . . . . . . . 17
3.2 A diagram of the Ti:sapph laser cavity used in this experiment. . . . . . . . . . . . . . . . 18
ix
3.3 The Kerr lensing effect is demonstrated, showing how a Kerr medium will focus the Gaussian
intensity profile of the beam. Modified from Silverfield.[25] . . . . . . . . . . . . . . . . . 19
3.4 An AOM diffracting incident laser light. Modified from Goutzoulis.[27] . . . . . . . . . . . 21
3.5 Photosensitivity of GaAsP, peaking at 640nm before falling off completely just before 700
nm.[28] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 A simple schematic of the system used to test the GaAsP photodetector’s response to two-
photon absorption (bottom beam) against SHG (top beam). . . . . . . . . . . . . . . . . . 24
3.7 The GaAsP photodetector response to two-photon absorption (red) and SHG (blue). . . . . 25
3.8 A schematic of the CRYO Industries model 8CN cryostat. . . . . . . . . . . . . . . . . . . 27
3.9 A schematic of the PMT used in this experiment. The amplification of a single photon event
is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.1 Isolation of the bulk contribution to the SHG signal. . . . . . . . . . . . . . . . . . . . . . 31
4.2 The interference pattern between the surface and bulk SHG. The fit is limited to two Fourier
coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 The interference pattern between the surface and bulk SHG. The fit uses every term in
equation 2.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 The spectra of a0 and a4 as a function of two-photon energy. The resonance can be seen to
occur at near 3.40 eV for both coefficients. Reproduced from An.[13] . . . . . . . . . . . . 36
A.1 The first experimental setup used to characterize the cryostat windows. A rotating linear
polarizer is mounted inside the sample chamber of the cryostat. . . . . . . . . . . . . . . . 45
A.2 The intensity profile of circularly polarized light is shown. The deviation from the constant
fit value (red line) indicates some added birefringence by the cryostat windows. . . . . . . . 46
A.3 The second experimental setup used to characterize the cryostat windows. A mirror is
mounted inside the sample chamber of the cryostat. . . . . . . . . . . . . . . . . . . . . . 47
A.4 The third experimental used to characterize the cryostat windows. This apparatus is greatly
simplified by placing the light source inside the cryostat sample chamber. . . . . . . . . . . 48
Chapter 1
Introduction
Second-harmonic generation (SHG) was first discovered in 1961 and with its discovery came
a new branch of physics: nonlinear optics. Since its birth, many other nonlinear optical effects have
been discovered [1], leading this field of physics to develop into an essential area of research which
has lead to many technological breakthroughs. Within the many focuses of nonlinear optics, the
frequency doubling of light, or second-harmonic generation, plays an essential role.
Following a decade of development and growth in the 1960s, the 1970s proved to be a decade of
relatively little activity. However, the 1980s saw a renewed interest in the subject as new discoveries
led to new areas for applications of these nonlinear optical phenomenon. In fact, in a historical
review, Bloembergen draws a comparison between these three decades to the development of human
civilization by stating that one may think of the decade of the sixties as the period of “classical
antiquity”, the seventies as the Middle Ages, and 1980s as the beginning of the Renaissance.[2]
The renewed interest in nonlinear optics was sparked by the realization of the potential of
SHG as a method to probe surfaces and interfaces between two media to characterize various
chemical and physical properties. The use of this technique is based on the inherent relation that
the SHG signal displays to the symmetry properties of the material being studied. Because SHG
is an optical probe, it can be used to access buried interfaces if the top medium is transparent.
Thus, the significant advantages to using an SHG probe are its abilities to provide non-invasive,
non-contact, and in situ sampling of a material.
In this thesis, SHG is used as a probe to study the Si(001)/SiO2 interface. The character-
2ization of this interface is of extreme importance due to its use in the channel region of metal-
oxide-semiconductor field-effect transistors, which are the building blocks of integrated circuits,
themselves the building blocks of modern society. Chapter 2 delves into more detail regarding the
history, development, and theory behind SHG. Furthermore, techniques to separate the bulk and
surface components of SHG are discussed as well as their relation to the crystal symmetry group
of the material being studied. Finally, a phenomenological theory is presented to describe SHG
within semiconductor surfaces, focusing specifically on silicon to provide insight into the experimen-
tal techniques used to probe our samples. Chapter 3 focuses on the experimental apparatus used
to perform this study including details on the laser, dispersion compensation, signal normalization,
temperature control, and data collection. Chapter 4 is a discussion of the technique used to analyze
the data measured during this study and conclusions which can be drawn from them. Chapter 5
provides a summary of the motivation, technique, and results found during this study.
Chapter 2
Theoretical Background
2.1 Optical Second Harmonic Generation
Not long after the invention of the first laser in 1960, it was realized that the extreme
intensities of the laser light gave access to a new realm of physics: nonlinear optics. Franken et
al. were the first to generate a nonlinear optical effect when, in 1961, they successfully produced
a second-harmonic (SH) signal from a piece of crystalline quartz.[3] As a brief historical aside,
when this article was initially submitted, the small second-harmonic signal which was observed was
mistaken for a speck of dust and famously removed from the final publication.
Figure 2.1: The first image of a second harmonic signal, generated by focusing a ruby laser on crystalline
quartz. The second harmonic signal which should be visible at 347nm has been removed.[3]
These newly discovered nonlinear optical effects were quickly understood in terms of the
polarization felt by the dielectric medium excited by the laser. The electrons within this medium
can be approximated as simple harmonic oscillators which experience small displacements from
their equilibrium positions when under the influence of a weak oscillating electric field.[4] In this
case, the polarization of the medium is expressed as P = 0·χ·E, where 0 and χ are the vacuum
4permittivity and the linear susceptibility. This polarization can then be used with Maxwell’s
equations to determine the response of a medium to an external electromagnetic field. However,
if the intensity of the incident electric field becomes large, the response of the electric polarization
will be driven into the nonlinear regime.
In such a case, the approximation of simple harmonic oscillations no longer accurately models
the behavior of the bound electrons of a medium. Thus, the simple linear relation no longer describes
the behavior of the medium. Instead, the polarization may be written as a Taylor expansion with
each term containing an increasing electric field contribution, giving the polarization the form
P = 0·
(
χ(1)·E + χ(2)·E2 + χ(3)·E3 + ...
)
. Here, χ(1) is the linear susceptibility present in the
previous incarnation of this equation, but the later terms arise due to various nonlinear effects.
Specifically, second-harmonic generation (SHG) is a result of the first nonlinear term containing
the second-order susceptibility tensor, χ(2). A short year after the first discovery of SHG and the
explanation utilizing the nonlinear polarization, Maxwell’s equations were generalized by Armstrong
et al. and Bloembergen et al. to include these nonlinear media.[5][6]
Figure 2.2: Energy level diagram describing the SHG process. Reproduced from Boyd.[1]
Physically, the process of SHG can be thought of as an exchange of photons between the
different frequency components of the electric field. Boyd describes this as a single quantum-
mechanical process in which two photons having a frequency of ω are destroyed while a single photon
of frequency 2ω is created. During this process, electrons are not excited to energy eigenstates of
5the atom, but rather to what is a called a virtual state. This intermediate state occurs in a multi-
step process which allows otherwise forbidden transitions to occur. In the case of SHG, this virtual
state is an energy eigenstate of the atom combined with the energy of one or more photons from
the incident electric field, refer to Figure 2.2.[1]
2.2 Development and Applications of SHG
Since its discovery, the theoretical model of SHG has been expanded and improved upon.
Many studies were conducted with materials of varying symmetry properties and crystalline struc-
tures to determine the origins of SHG. Doing so led to an extremely useful property of SHG: the
SH signal depends on the particular structural symmetry, or lack there of, that a nonlinear medium
possesses.
To demonstrate, consider a nonlinear medium which is perfectly symmetric throughout, if
the electric field is reversed in sign, one would expect the polarization to follow suit. However,
focusing on the second-order term in the polarization expansion above, P (2) = 0·χ(2)·E2, the
second-order polarization is proportional to the square of the electric field negating the above claim
unless χ(2) vanishes for this material. Therefore, to have SHG, the nonlinear medium must have
broken inversion symmetry. In order for this to occur in the bulk of the material, the crystal
structure must be non-centrosymmetric. Inversion symmetry is necessarily broken at an interface
between two different crystal structures or at the surface of the sample.
Unfortunately, higher-order electronic contributions as well as a magnetic dipole contribu-
tion can still give rise to bulk SHG in a centrosymetric medium. Initial SHG experiments with
centrosymmetric materials were first done by Bloembergen et al.,[7] while bulk SHG in a medium
with inversion symmetry was described by Terhune et al.[8] The surface sensitivity of SHG was
revealed by experiments conducted by Chen et al. and Matsuoka and Brown.[9][10] This depen-
dence on symmetry led to many different experimental observations and theoretical predictions
which caused SHG to develop into a powerful technique for probing the properties of a material or
interface.
6Figure 2.3: Optical response of charge distribution of a dielectric in an applied sinusoidal electric field (a)
that induces a linear polarization (b) and a nonlinear polarization that is dependent on the particular crystal
symmetry of the medium (c), (d). Reproduced from Boyd.[1]
During the 1980’s, this symmetry dependence of SHG lead to its evolution as a surface probe.
Many experimentalists found it extremely useful due to its simplicity, non-invasiveness, and surface
specificity. However, the usefulness of SHG surface spectroscopy is constrained due to the presence
of the bulk SH signal. Separating the surface and bulk contributions to the total signal is often
difficult or impossible. Luckily, this effect can often be ignored as the surface contribution is much
stronger than the bulk.
Despite earlier experiment results, Guidotti et al. demonstrated that the SHG signal from
7centrosymmetric crystal structures depends on the orientation of the crystal.[11] The resulting
effect, rotational anisotropy SHG (RA-SHG), has grown to become an essential tool when study-
ing crystal point-group symmetries. By using this technique, combined with controlling specific
polarization parameters, it is sometimes possible to isolate and separate the surface and bulk con-
tributions to χ(2).
SHG has grown into an important tool to probe and characterize the surface properties of a
material due to its noninvasive characteristics. Many interesting material properties can be under-
stood through the use of SHG such as molecular orientation,[12] resonant transition frequencies at
interfaces,[13] charge transport,[14] and effects of surface roughness on χ2.[15]
2.3 Crystal Symmetry Groups
The SH polarization response of a material is commonly written as P 2ωi = χ
(2)
ijk·Eωj ·Eωk . The
indices i, j, and k can take three possible values: 1, 2, or 3 and may be the same or different. This
leads to six different possible permutations of the electric field, meaning that the χ
(2)
ijk tensor has 18
independent components forming a 3 x 6 matrix that relates the electric field to the second order
polarization. This tensor has the general form:
χ
(2)
ijk =

d11 d12 d13 d14 d15 d16
d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36
 (2.1)
It is also common to define the indices of the tensor elements above to relate the coupling
of the different components of the electric field to the components of the polarization. This is
done by defining the first subscript as 1 = x, 2 = y, 3 = z. While the second is 1 = xx, 2 =
yy, 3 = zz, 4 = yz = zy, 5 = xz = zx, 6 = xy = yx. Fortunately, the χ(2) tensor is subject to
symmetry conditions dependent on which point-group crystal class it belongs, which can couple and
eliminate certain tensor elements.[16] As an example, Boyd offers the following scenario: imagine
a crystalline material such that its structure is identical in both the x- and y- directions, but is
different in z-direction. If this crystal were to be rotated about its z-axis, this new orientation of
8the crystal structure would be identical to the old. Therefore, in such a case, one would expect the
optical response of the medium to be identical in the x- and y-directions, making χ
(2)
xxz and χ
(2)
yyz
tensor components identical, simplifying the tensor’s form ever so slightly.[1] The effect of different
point-group classes is further explored by table 2.1.
Table 2.1: The independent tensor elements of χ(2) for different surface symmetry classes. Reproduced
from Shen.[17]
These various surface crystal symmetry classes correspond to the observation of different
symmetric sinusoidal patterns when analyzed with RA-SHG. To demonstrate, consider two different
cuts of crystalline silicon. Here, the three bracketed numbers correspond to the Miller indices that
describe the crystal orientation in the various cuts. These numbers are used to define the normal
to a plane in which the crystal unit cells are all oriented in the same direction. Si(111), a member
9of the C3v class, displays a 3-fold symmetry when the SH response is observed when rotated about
its surface normal. In contrast, Si(001) possesses an isotropic surface symmetry; meaning that
when rotated about its normal, interference between surface and bulk SH contributions leads to an
observable 4-fold symmetry. Figure 2.4 depicts the RA-SHG signal for these two crystal orientations
for silicon.
Figure 2.4: The SHG intensity from (a) Si(111) and (b) Si(001). The three and four fold symmetries are
clearly visible. Reproduced from Tom et al.[16]
As shown, the cut direction of a given sample greatly effects the form that the χ(2) tensor
will take. Likewise, if a sample is cut such that the crystal growth direction is off axis from the
principal plane by some small angle, the RA-SHG signal observed from these samples will have some
trace amounts of other symmetry patterns; such samples are referred to as vicinal. Thus, an RA-
SHG scan can provide valuable insight into the properties of a crystal lattice, such as the crystal’s
10
point group class. Understanding various optical effects such as optical parametric conversion,
the Faraday effect, Pockels effect, and piezoelectricity is highly dependent on a material’s crystal
structure and symmetry.
The surface properties of a material can also be altered by defects and strain within a material.
Crystals can have point defects due to the addition of impurities or vacancies within a lattice. Strain
at an interface is caused by the two media at the interface having different lattice constants. For
example, thermally oxidized Si produces an elastic strain on the Si lattice caused by thin-film stress,
an effect which can be measured using SHG.[18]
2.4 Isolation of Surface and Bulk Contributions of SHG
The most difficult challenge to overcome when using SHG as a surface probe is to separate
the bulk and surface contributions to the total SH signal. One such technique is to carefully control
the input and output polarizations of the laser light used during an experiment.
There are three commonly used polarizations to analyze the properties of various crystal
structures: s-, p-, and circular. The polarizations s- and p- correspond to the direction of the elec-
tric field oscillation being perpendicular or parallel to the plane of incidence respectively. Circular
polarization refers to the scenario when perpendicular components of the electric field have a phase
of pi2 relative to one another. This phase shift leads to an apparent rotation of the electric field
vector in either a counter-clockwise (right-handed) or clockwise (left-handed) direction relative to
the beam propagation direction.
Allowing a sample to rotate about its normal permits the observation of the SH signal as
a function of azimuthal angle, or RA-SHG. By looking at the dependence of the SH signal over
a range of azimuthal angles, it is possible to observe phase shifts between resonances of the sur-
face and bulk SHG components as a function of crystal axis orientation. When used in tandem
with polarization selection techniques, certain χ(2) tensor elements can be isolated and measured.
Depending on crystal symmetries, it is sometimes possible to completely separate the bulk and
surface contributions; however, in general, no such polarization conditions exist to completely sep-
11
Figure 2.5: The relationship between s- and -p polarization directions is depicted. The sample rotation
direction, polarization orientation, and plane of incidence (x-z plane) are labeled.
arate these interfering contributions.[19] Thus, care must be taken when interpreting SHG results
as this interference can result in apparent shifts in SH resonances.
2.5 Semiconductors and SHG
At the heart of the modern world is transistor technology, small devices which are used
to switch and or amplify electronic signals. Though found individually, these devices are more
commonly components of integrated circuits, which form the building blocks of contemporary
computers. The bulk of a transistor’s usefulness stems from the unique properties of a class of
materials called semiconductors.
It is a well known physical phenomenon that atoms possess discrete eigenenergy levels. How-
ever, when many atoms come together to form a solid material, the various energy levels begin to
overlap and form continuous energy bands. These energy bands are separated by regions where
electrons are forbidden to occupy, know as band gaps. Energy levels are filled from the ground
state up to the Fermi energy of the material. All energy bands that are below the Fermi energy
12
are known as valence bands, where electrons are bound, those above are referred to as conduction
bands, where electrons are free to move.[20]
Figure 2.6: A qualitative look at the valance and conduction energy band separation of conductors, semi-
conductors, and insulators.
The separation of the valence and conduction bands gives rise to three different types of solids:
conductors, insulators, and semiconductors. A conductor is a solid in which the conduction and
valence bands overlap, allowing for the free movement of electrons within the material, making them
electrically conductive. Insulators are materials where a relatively large band gap exists between the
valence and conduction bands, preventing electrons from being promoted to the conduction band
and thus preventing conductivity. Semiconductors are the happy medium where a band gap exists
between the conduction and valence bands, but it is small enough that thermal excitations can
promote electrons to the conduction band. This small band gap gives these material an extremely
useful property: tunable conductivity. It is this property which allows semiconductors to give
transistors the ability to amplify or switch electronic signals.
Most of these semiconductor electronic devices transmit signals to one another through sur-
face contacts. Hence, the performance of these devices is extremely dependent on the geometry
and structure of the surface and interface made with the conducting contact. Understanding the
properties of these interfaces is extremely important to improve transistor technology, especially
as surface dimensions continue to shrink. These semiconductor interfaces have been studied us-
ing electronic characterization techniques such as capacitance-voltage and constant voltage stress
13
measurements.[21][22] However, SHG proves to be a powerful tool to characterize these interfaces
due to its noninvasive nature and surface specificity.
Shen explains SHG at an interface by considering a polarizable sheet with a dielectric constant
′. On either side of the sheet are dielectric media with dielectric constants 1 and 2. By applying
the wave equation describing the radiated field generated by the polarization sheet and by applying
boundary conditions, terms giving rise to SHG are found. When there is a surface or interface
between two media, there is a structural discontinuity which results in a surface nonlinearity that
can also be considered an electric dipole contribution to the SHG. If the two dielectric constants
are different, then the resulting electric field discontinuity is produced by the variation of the field
through the interface and is considered a quadrupole contribution.[17] Ultimately, the presence of
any or all of these terms depends on the specific form of the χ(2) tensor, and therefore on the
particular crystal symmetries of the medium under investigation.
2.6 Silicon
Silicon has risen to become the dominating material used in the construction of compound
metal-oxide semiconductor technology. This rise is due to the abundance and ease of manufacturing,
its relatively large band gap compared to other easily produced semiconductor materials, and its
ability to form an extremely good insulator by way of oxidizing. Silicon cut in the (001) direction is
often used during the construction of microelectronic circuits because the Si(001)/SiO2 interface is
smooth and contains minimal charge trapping sites when compared with the same interfaces with
different crystal growth directions.
Si(001) has a cubic, centrosymmetric crystal structure, preserving inversion symmetry within
the bulk of the material. Thus, χ(2) is forbidden and there is no electric dipole contribution from
the bulk of the material to the overall SHG signal. However, the bulk will still contribute an electric
quadrupole term to the SHG, so care must be taken to account for this additional signal. A field or
structural discontinuity at the Si(001)/SiO2 interface causes a necessary break in symmetry, giving
rise to an effective electric dipole contribution to SH signal. Si(001) contains an isotropic surface
14
Figure 2.7: The geometry of SHG at an interface. Reproduced from Shen.[17]
symmetry. Referring to figure 2.1, one can see that the functional form of the χ(2) tensor is greatly
simplified to only five components, only three of which are independent. The relation between the
second order polarization and the incident electric field is given below, note the six components of
the electric field correspond to the polarization dependence on the square of the field:
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(2.2)
Based on equation 2.2 it is possible to completely isolate the bulk and surface components
of the SHG signal. For example, given the axis orientation defined in figure 2.5, i.e. s-polarization
corresponds to a polarization in the y-direction and p-polarization is some combination of x and z,
setting the input polarization to p and the output to s the SHG from the surface will be completely
suppressed and the bulk contribution can be measured directly. However, if polarization parameters
are set to p-input/p-output, SHG from the surface and bulk will be allowed and interfere with one
another.[23]
Figure 2.8: Azimuthal dependence of SHG from a Si(001)/SiO2 interface with input (output) polarization
set to (a) p(s) and (b) circular (s). The eight-fold symmetry form the bulk contribution and four-fold from
their interference are clearly visible. Reproduced from Li et al.[23]
A phenomenological theory developed by Sipe et al. can be used to explain the symmetries
observed between the strength of the SHG and the azimuthal angle φ of the sample relative to the
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beam polarization. For example, when the bulk contribution of the SH signal is isolated using the
above method, it will vary as sin2(4φ), corresponding to an eight-fold symmetry pattern. However,
when both anisotropic and bulk contributions are permitted, the signal displays a relationship
proportional to (sin(4φ) + a)2, giving a four-fold symmetry. Sipe expresses the relation between
these symmetry patterns and the SHG intensity by a truncated Fourier series.
I(φ) =
(
4∑
n=0
ancos(nφ+ θn)
)2
(2.3)
Here, I is the intensity of the SH signal and φ is the azimuthal angle. The an and θn are empirically
determined fit coefficients and have direct relations to the nonzero elements of the χ(2) tensor.
The ans may be thought of as representing the contributions to the SH signal from its different
components (bulk or surface), while the φns correspond to a phase shift between the crystal axis of
the sample being studied and the coordinate system defined by the polarization of the beam used
to probe it.
From the symmetry relations discussed above, it can be seen that the coefficient a4 corre-
sponds to a term which leads to an eightfold symmetry pattern and is linked to the bulk quadrupole
contribution to the SHG.[19] Furthermore, if only a0 and a4 are nonzero, the expected four-fold
symmetry pattern is recovered. Because a4 is attributed to the bulk, a0 must describe the surface
contributions. The other coefficients a1, a2, and a3 correspond to one-, two-, and three-fold sym-
metry respectively. In an ideal Si(001)/SiO2 interface, these coefficients are identically zero, but
can sometime be seen in experimental results due to miscuts when preparing the sample.[24]
Chapter 3
Experimental Apparatus
SHG is used as a probe by focusing coherent laser light onto a material and then collecting
the generated second harmonic signal using a photomultiplier tube (PMT). In order to separate
the bulk and surface contributions, it is necessary to control the input and output polarization
states of the beam. The incident polarization is controlled using a linear polarizer, quarter wave
plate, and half wave plate. By using all three of these instruments in tandem, it is possible to
obtain any desired polarization state for the incident beam. Though not explored in this thesis, a
Figure 3.1: A diagram of the experimental setup used to conduct this experiment.
future goal of this project is to examine Si(001)’s material behavior as a function of temperature.
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Thus, it is necessary to have a setup where the temperature of the sample can be controlled, while
still providing access to the laser beam. This is accomplished with the use of a cryostat, a device
that provides a thermally insulated environment where the sample’s temperature can be precisely
controlled from a range of approximately 4K to above 300K. In addition, the sample is mounted
in such a way that it is free to rotate about an azimuthal axis, allowing for the use of RA-SHG
to further help resolve the surface and bulk components of the SHG signal. Figure 3.4 shows a
diagram of the experimental apparatus used to conduct this study, the numbers correspond to
numbered sections where each component will be thoroughly discussed.
3.1 Titanium-Sapphire Laser
A home-built titanium sapphire (Ti:sapph) laser is used to produce sufficiently high intensities
of laser light needed for SHG. The wavelength tuning range of the laser is approximately 800-850
nm. The repetition rate is 38 MHz, which is determined by the time it takes a pulse to complete a
round trip in the cavity, meaning the pulses within the cavity are separated by approximately 26
ns. Figure 3.2 shows a diagram of the laser cavity, the numbers correspond to subsections where
the numbered component is the focus.
Figure 3.2: A diagram of the Ti:sapph laser cavity used in this experiment.
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3.1.1 Optical Gain Medium and Mode-Locking
In order to achieve a sufficient intensity to drive the electron within the sample to oscillate
in the nonlinear regime, we use a cavity-dumped, mode-locked Ti:Sapph laser. This particular
laser uses a titanium doped sapphire crystal as its optical gain medium to generated a femtosecond
(10−15s) pulse train of coherent laser light, the crystal is pumped using a green Verdi solid state
laser. These extremely short pulses are created by using the method of Kerr lens mode-locking,
itself based on the optical Kerr effect, which introduces a fixed phase between the various modes
of the laser beam within the cavity. Interference between these modes gives rise to the pulse train
mentioned above.
Figure 3.3: The Kerr lensing effect is demonstrated, showing how a Kerr medium will focus the Gaussian
intensity profile of the beam. Modified from Silverfield.[25]
The Kerr effect describes the refractive index of a crystal as being dependent on the intensity
of the light incident on the medium. A typical laser beam profile is that of a Gaussian, thus the
refractive index seen by the beam will be greater at the beam’s center, making the crystal behave
as a nonlinear lens. This means that within the optical cavity, the femtosecond pulses are focused
differently than the less intense continuous wave modes. A hard aperture can then be used to make
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the continuous waves less stable than the pulsed mode, making the laser mode-lock.[25]
3.1.2 Dispersion Cancellation
Within the laser cavity, a prism pair and aperture slit are used to control dispersion and
spectral filtering. The dispersion compensation is determined by the tip-to-tip distance of the two
prisms along with the beam path through each prism. This distance may be adjusted such that the
negative dispersion of the prism pair will exactly match the positive dispersion introduced by the
optical components of the cavity to keep the beam from dispersing as it propagates. This prism
pair is also used in tandem with an aperture slit with an adjustable position and width to change
the bandwidth, beam profile, and central wavelength of the stable mode of the cavity.
3.1.3 Cavity-Dumper
To increase the peak power of pulses and maximize the SHG signal, a cavity-dumper is
employed. Higher pulse energy is obtained by allowing the pulses to complete more round trips
within the laser cavity, each time being amplified by the optical gain medium. Once a pulse has
reached a maximum intensity within the stability limits of the laser system, it is coupled out
using an optical switch. An acousto-optic modulator (AOM) provides this switching. This device
controls the direction of beam propagation through the acousto-optic effect, or the modification of
a medium’s refractive index by applying the oscillating mechanical pressure of a sound wave.[26]
An AOM consists of a transparent medium, in our case quartz, that is attached to a piezo-
electric transducer that injects a sound wave into the crystal. Light passing through the material
will experience Bragg diffraction due to the periodic refractive index grating induced by the sound
wave. The scattered light’s direction and power are controlled by the acoustic wave frequency and
power respectively.[26]
The task of synchronizing these sound waves with the laser pulses is extremely nontrivial.
This task is accomplished by using a fast photodetector to monitor the frequency of the pulse train
within the laser cavity. This signal is then used by the cavity-dumper driving electronics to fire the
21
Figure 3.4: An AOM diffracting incident laser light. Modified from Goutzoulis.[27]
acoustic wave at the appropriate time. The result is a reduction in the number of pulses leaving
the cavity per second. If the average output power of the cavity is kept at a constant and the
number of pulses decreases, then the energy per pulse must increase; however, the output power is
not constant because the loss of the cavity increases with the number of round trips a pulse spends
in the cavity. Fortunately, the loss increases slower than the peak power per pulse, giving a net
increase in the laser pulse energy.
During this experiment, the cavity dumper is adjusted such that one in every ten pulses was
removed from the cavity. The average power of the laser beam is 30 mW and the reduced repetition
rate is 3.8 MHz. A simple calculation shows that the pulse energy of the beam is approximately 10
nJ/pulse.
3.2 Dispersion Compensation
Because the laser pulses are extremely short in time, their frequency spectrum is very broad
due to the inherent uncertainty between these two domains. Because the refractive index is a
function of the frequency of the incident light, the different frequency components of the light will
travel at different speeds through a medium. The result is that the pulse will begin to temporally
spread along the optical path, leading to an increased pulse width. This larger pulse width leads to
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a reduction in the peak intensity of each pulse at the sample. Because SHG is directly proportional
to the peak intensity, itself proportional to the square of the electric field, this results in a weaker
signal. To compensate for this effect, a prism pair is inserted directly after the Ti:sapph laser to
provide dispersion pre-compensation for the inherent positive dispersion which is introduced by the
optical components of the system.
Most optical components possess a refractive index which increases with the frequency of
light incident on the medium, such materials are known as normally dispersive. In media such as
this, the Sellmeier equation is used to determine the refractive index of a medium as a function of
the wavelength:
n2 = 1 +
B1λ
2
λ2 − C1 +
B2λ
2
λ2 + C2
+
B2λ
2
λ2 − C2 . (3.1)
Where the coefficients B1, B2, B3, C1, C2, and C3 are empirically determined and specific to a
material.
When a pulse of light consisting of many different frequencies or wavelengths travels through
a dispersive medium, the components with higher frequencies will travel slower than those with
lower frequencies. The result is a spreading of the pulse in the temporal domain. The positive
dispersion introduced by a normally dispersive media is
∂2φ
∂ω2
=
λ3L
2pic2
∂2n
∂λ2
∣∣∣∣∣
λ
. (3.2)
Here, λ is the central wavelength of light, L is the thickness of the material, and n is the refractive
index as calculated by the Sellmeier equation above.[26] The total dispersion of the system is then
given by the sum of the dispersion introduced by each optical component.
In order to maintain a small pulse width, a prism pair is used to give negative dispersion and,
ideally, exactly cancel the positive dispersion of the system to second order. The prism pair works
by introducing angular dispersion into the system that causes the low frequency components of the
laser pulse to travel a longer optical path length between the prism pair. This longer path length
effectively pre-compensates for the temporal spreading that will occur as the pulse moves through
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the dispersive media. The angular dispersion provided by the prism pair is described by:
∂2φ
∂ω2
=
−4lλ3
2pic2
(
∂n
∂λ
∣∣∣∣
λ
)2
, (3.3)
where l is the distance between the tips of the two prisms.[26]
Using Equations 3.1, 3.2, and 3.3 it is possible to calculate the total dispersion within the
system and minimize the total second-order dispersion by adjusting the parameters of the L, the
amount of glass which the laser travels through in the second prism, and l, the separation distance
between the two prisms. In doing so, we have found that the dispersion is minimized when L is 5.2
mm and l is 301.2 mm.
3.3 SHG Normalization
Recall, the second-order polarization is P (2ω) = 0·χ(2)·E2. Here it is easily seen that the
second-order polarization is directly proportional to the square of the electric field which itself is
related to the intensity of the fundamental laser light. The SH electric field is controlled by this
polarization term in such a way that it is linearly proportional to the SH polarization. Finally, the
intensity of the SH signal is quadratically proportional to the second-harmonic electric field. Using
these three relations and the power of the transitive property of equality, it can been determined
that I(2ω) ∝ I(ω)2. This relation means that any fluctuation in the fundamental laser intensity will
be amplified when viewing the SH intensity.[1] Unfortunately, a physical laser is subject to small
changes in its output power and therefore intensity, resulting in added noise to the SH signal.
In order to account for these intensity fluctuations in the laser, it is necessary to normalize
the SH signal against a device which responds in the same way to the fundamental laser inten-
sity. To accomplish this, the beam path of the laser is split and one leg directed into a gallium
arsenide phosphide (GaAsP) photodetector. The optical response of this photodetector will simu-
late a second harmonic signal as this compound does not absorb light within the Ti:sapph laser’s
fundamental wavelength range, in our case this is between approximately 800-850 nm, see Figure
3.5.
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Figure 3.5: Photosensitivity of GaAsP, peaking at 640nm before falling off completely just before 700
nm.[28]
Due to this lack of sensitivity at 800 nm, any response seen in the detector will have to be due
to another nonlinear optical effect known as two-photon absorption. During this process, an atom
is excited from its ground state by the simultaneous absorptions of two photons from the incident
laser beam.[1] This process, like SHG, varies quadratically with the intensity of the laser light and
will be able to produce a response simulating the true SH signal generated from the sample.
Figure 3.6: A simple schematic of the system used to test the GaAsP photodetector’s response to two-photon
absorption (bottom beam) against SHG (top beam).
Figure 3.6 shows a simple experimental setup used to test the validity of this method. Laser
light of a fundamental wavelength of 800 nm is incident on a beam splitter which sends one leg
directly into a GaAsP photodetector. The other leg directs the laser light into a β-barium borate
25
(BBO) crystal. This crystal is commonly used in nonlinear optics for frequency mixing and other
nonlinear optical effects due to its wide transparency range and high nonlinear coefficient. In this
setup, it is used to create SH (400 nm) light from the fundamental laser beam. This SH light is
then filtered and routed into a GaAsP photodetector. Figure 3.7 shows the response of both of
these detectors as a function of fundamental laser power, a similar quadratic response can be seen
in both cases.
Figure 3.7: The GaAsP photodetector response to two-photon absorption (red) and SHG (blue).
3.4 Focusing and Polarization Optics
Separating the bulk and surface SHG depends on controlling the input and output polariza-
tion states of the laser light incident on the sample. The input polarization state is controlled by
several polarization optics that the beam propagates through directly after the prism pair. First,
the beam passes through a linear polarizer that is used to clean up the polarization of the beam and
ensure that it is set to a known value. The polarizer used is a Glan-Thompson polarizing prism.
This polarizer consists of two birefringent prisms cemented together and makes use of the birefrin-
gent properties of a material by splitting the incident beam into s- and p-polarized components.
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The p-polarized component is then totally internally reflected at the cement-prism interface and
only the s-polarized beam to be transmitted.[29]
Following the polarizer are a quarter wave-plate (QWP) and a half-wave plate (HWP) which
can be used to rotate the polarization state to any desirable value. A QWP can be used to transform
linearly polarized light to circularly polarized light by aligning the beam’s polarization vector to be
at a 45◦ angle, left-handed, or 135◦ angle, right-handed, with the fast axis of the QWP. Similarly,
the HWP can be used to rotate a linearly polarized state to another linear state by and angle of
2θ, where θ is the angle between the incident polarization vector and the angle of the fast axis of
the HWP.
Once the polarization is set, the beam propagates through a lens system designed to expand
the beam before being focused onto the sample through the use of a lens fabricated from a gradient
index material. By using a telescope stage to expand the beam diameter before the final focusing
lens, the entire clear aperture of the final lens is used which focuses the beam to a smaller spot
size. Because the profile of the beam is a Gaussian, it cannot be focused to an arbitrarily small
spot, but rather has some minimum beam waist ω0.[25] Because the SH signal is proportional to
the intensity of the beam, which is itself inversely proportional to the beam diameter, focusing to
a smaller ω0 will increase the SH signal.
To achieve this, a Light Path Technologies Gradium lens is used. A Gradium lens is different
from a conventional BK-7 plano-convex lens in that it possesses an axial refractive index gradient.
This varying refractive index minimizes spherical aberrations and leads to a smaller Airy disk,
producing a spot diameter approximately 45 times smaller than a BK-7 lens. Gaussian beam
propagation analysis shows that a spot size of 10 µm can be achieved.[30]
3.5 Cryostat
Though not discussed in this thesis, a long term goal of this project is to observe and char-
acterize the low temperature dependence of SHG from the Si(001)/SiO2 interface. To accurately
control the temperature of the sample, a cryostat is needed. Specifically, we use a CRYO Industries
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model 8CN optical cryostat. A brief schematic is given by figure 3.8.
Figure 3.8: A schematic of the CRYO Industries model 8CN cryostat.
This model of cryostat has a 4.0 L liquid nitrogen reservoir and a 4.5 L liquid helium reservoir.
The walls between the reservoirs are insulated by a high vacuum that must be pumped down to
approximately 10−7 torr at room temperature. The liquid helium is used as the cryogen to cool
the sample, the nitrogen simply helps to provide thermal insulation to slow the evaporation of the
liquid helium reservoir.
To cool the sample, liquid helium is pulled through a needle valve by a vacuum pump where
it will expand to become a cold gas absorbing and carrying heat away from the sample. The
temperature is more finely controlled through the use of two heaters within the sample chamber,
one above and one below the sample. Through the use of the needle valve and both heaters, the
temperature of the sample can be precisely controlled for temperatures ranging from 4 K to above
300 K.
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In order to take advantage of the benefits of RA-SHG, the sample must be able to rotate
about its azimuthal axis. This has been accomplished by making an important modification to
the drive shaft which runs down the center of the cryostat, which is now allowed to rotate using a
simple crown gear. An Aerotech Inc. stepper motor is used to accurately drive the rotation of the
sample and is calibrated such that 4800 steps are required per full revolution of the sample.
The beam enters the cryostat sample chamber through anti-reflective (AR) coated windows
sealed with o-rings and low temperature epoxy. The windows are mounted on strain-relieving
mounts to minimize the strain place on the windows as the cryostat cools. This reduces the
birefringence introduced by the windows into the system which can alter the input and output
polarization states of the beam and skew the expected sinusoidal dependence of the SH signal. The
sample is oriented such that its normal is 45◦ to the normal of input window. This orientation
allows the beam to strike the sample and be reflected out the output window, 90◦ relative to the
input. The input windows are AR coated for 800 nm light, while the output windows are AR
coated for 400 nm in order to maximize the transmission of the SH signal.
3.6 Photomultiplier Tube and Photon Counting
The incident beam strikes the sample and the fundamental as well as the radiated SHG is
specularly reflected through the output window. The signal is divergent due to the focusing lens
before the cryostat and must be collimated to keep the signal localized and detectable. A 7.5 cm
plano-convex lens is used to re-collimate the beam, sending it to the analyzer where the measured
output polarization state is selected. A UV Cold mirror that transmits the fundamental laser light
but reflects the SH is then used to route the SH signal through a spectral filter, further suppressing
any fundamental light, and into a photo-multiplier tube (PMT). The UV Cold mirror and spectral
filter are used to ensure that the signal seen by the PMT is strictly due to SHG.
When a photon strikes the photocathode within the PMT, the absorbed energy causes the
emission of an electron with some probability. This electron then travels through dynodes, a
series of anodes at successively higher voltages, which subsequently eject an increasing number of
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electrons (usually a factor of ten more) at each anode. The result of which is typically a 105 to
a 107 amplification of the initial photon resulting in this photon event being transformed into a
current.[31]
Figure 3.9: A schematic of the PMT used in this experiment. The amplification of a single photon event is
shown.
A small amount of current always flows within this device due to thermionic emissions from
the photocathode or dynodes; ionizing current from residual gas within the PMT; or even cosmic
ray events which can produce photons when interacting with the PMT and falsely trigger the
cascade of electrons. Because these events occur when the PMT is in a completely dark state, they
are called dark current. Controlling the amplitude of this current is essential for maximizing the
signal-to-noise ratio of the PMT as we need to detect minute amounts of light and current.[31] These
events are filtered out by using a voltage discriminator, a device which sets a minimum threshold
voltage below which the PMT will not trigger. Because the dark current events usually result in a
smaller current than those produced by a signal, the proper optimization of the discriminator will
eliminate a majority of the dark count noise in the system.
The signal from the PMT and photon counter is recorded by a computer using the LabVIEW
graphical programming language. The computer also controls the step motor used to rotate the
sample within the cryostat. Thus, the entire data taking process is entirely automated for a given
RA-SHG scan.
Chapter 4
Results and Discussion
The results presented in this section were all done under similar laser wavelength, power, and
polarization. The central wavelength of the laser pulse train is 815 nm with a bandwidth (FWHM)
of approximately 9 nm. The average power was set to 13.9 mW with a pulse repetition rate of
3.8 MHz, giving a pulse energy of 3.66 nJ/pulse. The polarization of the beam is set to have a
p-input and the analyzer is adjusted depending on the particular scan (s-output to isolate the bulk
contribution to the SHG and p-output to measure the interference between the bulk and surface
components).
4.1 Isolation of Anisotropic Bulk SHG
Before any insight can be gained into the behavior of the Si(001)/SiO2 surface, the bulk
contribution to the signal must be characterized so that it can be accounted for when the interference
between the bulk and surface SHG is measured. This method is derived from An, who found that
isolating the bulk Fourier coefficient a4 provides a more accurate calculation of the isotropic surface
Fourier coefficient a0 when examining the interference between the bulk and surface SHG.[32]
Referring to equation 2.2, setting the input/output polarization to p/s will completely suppress
the surface contribution to the SH signal.
From equation 2.3, and noting that the coefficients a1, a2, and a3 vanish for the Si(001)/SiO2
and a0 is suppressed through polarization selection, the truncated Fourier expansion describing the
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intensity of the SH signal will be simplified to
I(φ) = (a4cos(4φ+ θ4))
2 (4.1)
From equation 4.1, it can be seen that an eight-fold symmetry pattern is expected from the
anisotropic bulk contribution.[19] Figure 4.1 shows the expected eight-fold symmetry, the red line
correspond to a fit using equation 4.1.
Figure 4.1: Isolation of the bulk contribution to the SHG signal.
The above fit provides a reduced χ2 of 0.331 (not to be confused with χ(2), the second-
order susceptibility tensor). A reduced χ2 of one is desirable when fitting experimental data with
theoretical predictions. The discussion of this value of χ2 is provided in section 4.3. A value of a4
of 7.30 ± 0.17 was produced from this fit; however, it can be seen in figure 4.1 that there are weaker
symmetry components contributing to the signal. It is unclear exactly what the sources of these
components are, but it may be due to an improper alignment of the analyzer. This would allow a
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nonzero a0 component can give rise to a four-fold symmetry pattern which seems to be present.
Evidence for the presence of an a0 term is also supported by the offset of the data. The fit in
figure 4.1 was attained by adding an offset to equation 4.1 equal to the lowest data point recorded
during the scan. Ideally, equation 4.1 predicts the azimuthal intensity pattern to appear without
an offset, and, looking at the complete Fourier series of equation 2.3, it can be seen that the only
term which can provide one is the isotropic surface contribution a0.
Because of the presence of the added symmetry components, the a4 coefficient obtained from
figure 4.1 was not analyzed; however, a description of the process of doing so is given below. The
Fourier coefficients of equation 2.3 are dependent on the input and output polarization states of
the fundamental and SH signal. Thus, the a4 obtained from p/s scans is different than that from
a p/p scan used to measure the bulk and surface interference. This polarization dependence of the
coefficients arises from the geometry used to conduct this experiment. Fortunately, a transformation
exists for the a4 coefficient which allows for the calculation of a4 for any combination of input and
output polarization states once one is known. This relation is
a4,(g,h) = L(g,h)(ω)ζ(ω), (4.2)
where (g,h) represents an arbitrary input/output polarization state such that g and h = s or
p. L(g,h)(ω) is a function of frequency and relies on linear optical properties such as the dielectric
function of a material and the Fresnel factors which are known and can be calculated for a arbitrary
polarization state. The function ζ(ω) arises from the anisotropic component of the bulk SHG and
does not change with the polarization of the fundamental or SH beams. Thus, one can measure
a4,(p,s) and extract the value of ζ(ω) and then multiply by Lp,p(ω) to recover a4,(p,p).
4.2 Surface SHG
Once the value of a4(p,p) has been determined using the above method, it is possible to
calculate the a0 coefficient which represents the contribution that the isotropic surface gives to the
total SH signal. Again referring to equation 2.3, this Fourier series is reduced to the square of two
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terms, the interfering interface and bulk components:
I(φ) = (a0 + a4cos(4φ+ θ4))
2 (4.3)
This equation predicts a four-fold symmetry when the intensity of the SH signal is measured as a
function of azimuthal angle.[19] Figure 4.2 is a measurement of the bulk and surface interference
and displays the expected symmetry. The red line corresponds to a fit using equation 4.3. In this
fit, a4 is allowed to vary meaning that the result found for a0 is not as robust as it would be if a4
had been calculated separately.[32]
Figure 4.2: The interference pattern between the surface and bulk SHG. The fit is limited to two Fourier
coefficients.
This fit gives a reduced χ2 of 0.224, which like to fit of figure 4.1 is again less than one. The
fit also provides a magnitude of the isotropic surface coefficient a0 of 31.76 ± 0.04 and a value of a4
of 1.32 ± 0.06. This is somewhat in agreement with theory, in that it is predicted that the surface
contribution to the SHG should be larger than the bulk as the bulk arises from the higher order
quadrupole term while the surface is due to a dipole contribution.
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An improvement can be made to the fit if the values of a1, a2, and a3 are allowed to be
nonzero, as shown in figure 4.3, whose fit provides a reduced χ2 of 0.243. Ideally, these coefficients
are zero for Si(001)/SiO2. The fact that this fit is improved by their inclusion hints that the sample
is characterized by a slight miscut, meaning it does not azimuthally rotate within in the (001) plane
described by the crystal axes.
Figure 4.3: The interference pattern between the surface and bulk SHG. The fit uses every term in equation
2.3.
4.3 Sources of Error
The data presented in this thesis displays large uncertainties on each measurement. These
uncertainties make analysis of the data difficult as it is unclear whether the insights that can be
drawn truly reflect the physics at work. These large uncertainties are derived from a variety of
sources whose contributions will be discussed below.
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4.3.1 Error Estimation
Figures 4.1, 4.2, and 4.3 produced a reduced χ2 of 0.331, 0.224, and 0.243 respectively. A
reduced χ2 of one means that the fit between observation and theory is in accordance with the
given error variance. In addition, a reduced χ2 of greater than or less than one corresponds to
an underestimation or overestimation of the error on each measurement, respectively. Thus, the
low value calculated for these fits corresponds to an overestimation of the error at each point.
The source of this overestimation is unclear, but it may be due to the way in which this error is
computed.
The data recorded during this experiment should obey Poissonian statistics. At a large
number of counts, the Poisson distribution begins to approximate the normal distribution, in which
case the error is appropriately obtained by finding the standard deviation of each measurement.
This was the procedure used to compute the error on each measurement for the data discussed in
this thesis. However, it is possible that the number of counts was not large enough during this
experiment to make this a valid assumption, resulting in the large error bars displayed in figures
presented in this section.
4.3.2 SHG Resonance
The wavelength of laser light used to conduct this experiment may have also contributed to
the large error. SHG displays certain resonant frequencies within materials corresponding to a given
two-photon energy. The two-photon energy refers to the energy of the SH photon which is emitted
after the two fundamental photons interact with a nonlinear medium. This energy is related to the
photon’s frequency by E = hcλ , where h is Plank’s constant, c is the speed of light, and λ is the
wavelength of the light.[13] For the sample used in this experiment, thermally oxidized Si(001), this
resonance occurs at about 3.35 eV. Using the above relation, this photon energy corresponds to a
fundamental laser frequency of 740 nm. Due to experimental limitations, fundamental laser light of
815 nm was used in this experiment, corresponding to a two-photon energy of 3.04 eV. From figure
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Figure 4.4: The spectra of a0 and a4 as a function of two-photon energy. The resonance can be seen to
occur at near 3.40 eV for both coefficients. Reproduced from An.[13]
4.4, it can be seen that the magnitude of the Fourier coefficients is much weaker at this frequency.
Because the the maximum signal strength is limited, it is difficult to separate the signal from the
background noise, leading to the larger uncertainties seen in the data presented. To correct for
this, the central wavelength of the laser light can be shifted closer to the SHG resonance to provide
for a stronger signal.
4.3.3 Normalization
The normalization scheme used in this experiment, discussed in chapter 3, was not used when
taking the data presented in this thesis. The reason for this was again the SHG resonance. Because
the fundamental wavelength was so far from the resonance, the SH signal was extremely weak.
However, SHG is proportional to the intensity of the laser light, as discussed in chapter 3. Thus,
the beam splitter used to direct the beam into the normalizing GaAsP photodetector was removed
to provide added power and therefore intensity at the sample.
This had the intended outcome of boosting the SH signal, but also made our measurements
subject to the random intensity fluctuations displayed by the laser, adding noise into our system and
measurements. To correct for this, the output power of the laser must be increased so that the beam
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splitter can be replaced and adequate power can still be delivered to the sample. Alternatively, the
wavelength of the fundamental laser light can be tuned closer to the SH resonance at 740 nm.
Chapter 5
Conclusion
SHG is a powerful technique which can be used to probe surfaces and interfaces and can be
used to gain insight into the band structure as a function of adsorbate thickness, photon energy, and
temperature. The SH response is determined by the crystal structure of the material being studied
and under certain symmetry conditions, a combination of RA-SHG and polarization selection can
allow for the complete resolution of the surface and bulk contributions to the SH signal, as shown
in Chapter 4.
Generally, a fundamental difficulty exists in separating the bulk and surface components to
the SHG signal and can even be impossible in certain circumstances. This fact proves to be the
biggest limitation when using SHG as a probe to study a material’s surface or interface. Care must
be taken when examining SHG results as interference between these two components can lead to
apparent shifts in the SH resonances. Nonetheless, SHG has grown to be a versatile technique for
studying the surface properties of materials because of its non-invasive nature, surface specificity,
and simplicity.
The experimental setup described in this thesis can be used to study inversion asymmetric
samples or to probe the interfaces of centrosymmetric materials. The various components of the
experiment have been designed in such a way to create an environment where reliable and accurate
experimental conditions are maintained. From this design, the process of extracting the Fourier
fit coefficients using RA-SHG and polarization selection techniques has been described. These
coefficients are related to the second order susceptibility tensor elements and can give insight into
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the band structure of a material. Specifically, the Si(001)/SiO2 interface has been explored and the
versatility of SHG demonstrated by measuring and separating the surface and bulk contribution to
the SH signal.
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Appendix A
Characterizing the Cryostat Windows
As this experiment progressed, it was observed that it was difficult to obtain reasonable data
when isolating the bulk anisotropic component of the SHG signal. The reason for this is that the
cryostat windows possess birefringence, which alter the beam’s input and output polarization states
upon entering and exiting the sample chamber. Because the observed intensity profiles of the SH
signal is so sensitive to the beam’s polarization, this added birefringence prevented the acquisition
of reliable data.
Moreover, this birefringent effect changed as a function of both temperature and wavelength
of the fundamental laser light. The temperature dependence arises from strain placed on the
windows as the metal mounts holding the windows in place expand or contract as the temperature
varies. To lessen this effect, the cryostat was modified by JILA technical staff to include strain
relieving mounts for the inner set of cryostat windows. Once this modification was made and before
testing resumed, an effort was made to create a calibration chart for the windows as a function of
both temperature and wavelength of light to allow for the pre-compensation of the effect that the
windows would have on the polarization. Unfortunately, it proved difficult to uniquely determine
the properties of these windows while mounted on the cryostat. The following provides a brief
introduction to Jones calculus , a mathematical tool which was used to determine the polarization
state of the laser during the experiments, followed by a summary of three experimental methods
used to attempt to characterize these windows.
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A.1 Jones Calculus
In order to describe the polarization state of light as it enters or exits the cryostat windows,
Jones calculus is used. In this formalism, polarized light is represented by a Jones vector and
optical elements by Jones matrices. As an electric field propagates in the z-direction, the x and y
components of the complex amplitude can be expressed as Ex(t)
Ey(t)
 = E0
 E0xei(kz−ωt+φx)
E0ye
i(kz−ωt+φy)
 = E0ei(kz−ωt)
 E0xeiφx
E0xe
iφx
 . (A.1)
The Jones vector is given by
 E0xeiφx
E0xe
iφx
 and can be seen to represent the relative amplitude
and phase of the x and y components of the electric field. It is a common practice to constrain the
first component to be real valued and normalize the vector’s magnitude to 1.[29] Table A.1 gives
six common examples of normalized Jones vectors.
Polarization Jones Vector
Horizontal
(
1
0
)
Vertical
(
0
1
)
Linear polarization +45◦ from x-axs 1√
2
(
1
1
)
Linear polarization -45◦ from x-axis 1√
2
(
1
−1
)
Right Hand Circular 1√
2
(
1
−i
)
Left Hand Circular 1√
2
(
1
i
)
Table A.1: Six common polarization states and their corresponding Jones vectors.
Optical elements take the form of operators that act on a Jones vector to produce a new state
of polarized light. This resulting polarization is found by taking the product of the Jones matrix
of an optical component with the Jones vector of the incident light.[29] Table A.2 list the Jones
matrices of a polarizer at various orientations.
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Optical Component Jones Matrix
Linear polarizer with axis of transmission horizontal.
(
1 0
0 0
)
Linear polarizer with axis of transmission vertical.
(
0 0
0 1
)
Linear polarizer with axis of transmission at angle with the horizontal.
(
cos2(θ) cos(θ)sin(θ)
cos(θ)sin(θ) sin2(θ)
)
Table A.2: The Jones matrices of an optical polarization at various orientations.
When attempting to characterize the cryostat, the assumption was made that each pair of
windows could be treated as a single phase retarder with an unknown retardance and fast axis
orientation. As the name suggests, these optical components can be used to introduce a phase
difference between the various components of the electric field and therefore alter the polarization
state. Phase retarders, like polarizers, are represented as operators within the Jones calculus
formalism and can thus be expressed as matrices. The general form of a birefringent material is
given as  eiφxcos2(θ) + eiφysin2(θ) (eiφx − eiφy)cos(θ)sin(θ)
(eiφx − eiφy)cos(θ)sin(θ) eiφxsin2(θ) + eiφycos2(θ)
 . (A.2)
Here, the relative phase retardation induced between the x and y components of the electric field
is φy − φx and θ is the angle between the fast axis of the material and the x-axis of the coordinate
system. With this assumption, characterizing the cryostat windows is a matter of solving for both
the fast axis orientation as well as the retardance that the windows introduce to the experiment.
A.2 Method 1
The first method used to characterize the windows involved mounting a linear polarizer
within the sample chamber that was free to rotate azimuthally. Figure A.1 shows a diagram of this
experimental setup. The initial LP, QWP, and HWP allow the polarization of the light to be set to
any desired state. Passing through the first pair of windows will then alter the polarization state in
some unknown way which can be measured by having the light pass through the linear polarizer.
The light then moves through a second pair of windows where it exits the sample chamber and is
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Figure A.1: The first experimental setup used to characterize the cryostat windows. A rotating linear
polarizer is mounted inside the sample chamber of the cryostat.
collected by a photodetector. It should be noted that the second pair of windows does change the
polarization state of the light, but the photodector is only sensitive to the intensity of the light
which is unaffected by the change in the polarization state.
Jones calculus can be applied to this system to predict the expected output intensity profile
for a given input polarization state. First, assuming the windows introduce no birefringence into
the system, one finds that a linear initial polarization produces an expected intensity profile which
goes like cos2(θ) where θ is the angle between the x-axis and the axis of transmission of the LP
within the sample chamber. However, if a circularly polarized state is incident on the sample
chamber, then an intensity profile proportional to a constant is expected. Upon performing both of
these tests, it was observed that a linear initial polarization state produced the expected intensity
profile. However, when circularly polarized light was used, a sinusoidal dependence on the angle θ
was seen, as shown in figure A.2.
The sinusoidal dependence of the intensity indicates that there is some added birefringence to
the system by the cryostat windows. Unfortunately, it was determined that this method contains
a mathematical ambiguity when trying to solve for the retardance and orientation of the windows
which arises from the overall phase of the electric field. Due to this ambiguity, it is not possible
to uniquely determine the relative phase between the components of the Jones vector. Thus, other
methods to characterize the behavior of the windows were explored.
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Figure A.2: The intensity profile of circularly polarized light is shown. The deviation from the constant fit
value (red line) indicates some added birefringence by the cryostat windows.
A.3 Method 2
The next method explored to characterize the cryostat windows involved replacing the LP
within the sample chamber with a mirror. This apparatus is show in figure A.3. In this setup, the
beam’s initial polarization state is still set by directing it through a LP, QWP, and HWP; however,
instead of passing completely through the sample chamber, the beam is reflected back through the
initial windows via a mirror mounted in place of the rotating LP used in the previous method.
This reflected beam is then sent to a polarimeter, a device that measures the polarization state
of a beam incident on its detector. Unfortunately, this technique, like the one before it, cannot
uniquely determine the retardance or fast axis orientation of the cryostat windows.
Mathematically, this can be understood by again applying Jones calculus to the experimental
setup. The laser passes through the windows twice, once entering the sample chamber and another
upon leaving. This means that the operator representing the windows (a matrix) will be squared
when this system is analyzed. Thus, in order to determine the retardance and orientation of
the windows, it is necessary to compute the square root of a matrix. Unfortunately, in general,
47
Figure A.3: The second experimental setup used to characterize the cryostat windows. A mirror is mounted
inside the sample chamber of the cryostat.
there are an infinite number of solutions when taking a matrix square root.[33] Due to constraints
placed on the form of the window matrix from the assumption that the windows behave as a wave
plate, the amount of possible solutions was reduced to a finite, but still non-unique, number. This
ambiguity, like the one in the previous method, means this method does not allow for the complete
characterization of the birefringent properties of the cryostat windows.
A.4 Method 3
One final method was explored when attempting to characterize the cryostat windows which
tried to avoid the ambiguities of the previous methods by simplifying the technique. Here, a light
source was placed directly into the sample chamber of the cryostat. In this system, light produced
from an LED passes through a polarizer (both mounted inside the cryostat) then through the
windows to a focusing lens which directs the light onto the photodetector of a polarimeter.
Mathematically, this system consists of a single operator, that of the cryostat windows, acting
on the Jones vector of the initial polarization state of the light produced by the LED. Thus, it is
much easier (and more importantly possible) to uniquely determine both the birefringence and
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Figure A.4: The third experimental used to characterize the cryostat windows. This apparatus is greatly
simplified by placing the light source inside the cryostat sample chamber.
fast axis orientation of the windows. The trouble with this method arose when the temperature
dependence of the windows was explored. Upon cooling the cryostat to below 275 K, the LED
failed and was no longer able to produce the polarized light needed to conduct this experiment.
This lower limit on the operating temperature of the LED is far above that of the cryostat’s 4 K,
meaning that it is impossible to gain a complete understanding of how the windows change over
the full temperature range of the cryostat using this setup.
A.5 Current Status and Future Outlook
After attempting three different experimental techniques, the cryostat windows remain un-
characterized. The first two methods contained inherent mathematical ambiguities which prevented
the birefringence and fast axis orientation from being uniquely determined. The third method is
mathematically sound, but experimental limitations prevented the complete characterization of
the window’s behavior. A possible fourth method has been proposed which is very similar to the
third method involving the LED inside the cryostat. However, the issue of the low temperature
dependence of the LED is eliminated by no longer using this electrical component. Instead, light is
brought into the sample chamber using an optical fiber. This way, the source of the light remains
outside the cryostat and is not subject to large temperature changes that inhibited testing in the
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previous setup.
Currently, the focus of this experiment has shifted from the characterization of the cryostat
windows to the actual acquisition of SHG data from the Si(001)/SiO2 interface. Preliminary results
suggest that the strain relieving mounts used to secure the windows are reducing that effect that the
windows have on the polarization state of the beam. However, low temperature data has yet to be
obtained meaning the low temperature effect of the windows on the system has not been observed.
If a significant effect is observed, then the characterization of the windows will be revisited in the
future.
