Introduction
Linear combinations of independent nonnegative random variables arise naturally in statistics, operations research, reliability theory, computer science, economic theory, actuarial science and other fields. There are a large number of extensive studies on this topic in the literature. Some typical applications could be found in [1, 2, 8, 13, 20] and references therein. It should be remarked that most of the work in the literature is under some specific distribution assumptions such as exponential, Weibull, Pareto and gamma, etc.
Under the general framework, Karlin and Rinott [6] studied the linear combinations of nonnegative independent and identically distributed (i.i.d.) random variables X 1 , X 2 , . . . , X n with X p i having a log-concave density for 0 < p < 1. They showed that if 
where a = (a 1 , . . . , a n ) ∈ ℜ n + , b = (b 1 , . . . , b n ) ∈ ℜ n + , m means the majorization order, and ≥ st means the usual stochastic order (their formal definitions are given in Section 2).
Recently, Yu [20] further studied this problem and showed two very interesting results. For nonnegative i.i.d. random variables X 1 , X 2 , . . . , X n , if log(X i ) has a log-concave density, then (log a 1 , . . . , log a n ) m (log b 1 , . . . , log b n ) =⇒
(
1.2)
In contrast to the result (1.1) in [6] , Yu [20] proved that if X p i has a log-concave density for p > 1, then, for q > 1 and p
However, in practical situation, it is quite often that random variables may not be i.i.d., that is, i.i.d. seems to be a restrictive assumption; see [7, 9, 10, 21] and references therein. Xu and Hu [19] successfully extended (1.2) to the case of independent but not necessarily identically distributed random variables under some suitable conditions. This paper is a companion of [19] . In this paper, we will further study this topic. First, in Section 3, we unify the study of (1.1)-(1.3) by using some monotone transforms, and then extend the results to the case of independent but not necessarily identically distributed nonnegative random variables in Section 4. Some examples are highlighted as well.
Preliminaries
In this section, we recall the definitions of some stochastic orders and majorization orders, which will be used in the sequel. Definition 2.1. Let X and Y be two random variables with distribution functions F and G, density functions f and g (if exist), respectively. Then X is said to be smaller than Y
• in the usual stochastic order, denoted by
• in the likelihood ratio order, denoted by X ≤ lr Y , if g(x)/f (x) is increasing in x for which the ratio is well defined.
The likelihood ratio order is stronger than the usual stochastic order. For more discussions on stochastic orders, please refer to [16] .
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We shall also be using the concept of majorization in our discussion. For extensive and comprehensive details on the theory of majorization orders and their applications, please refer to [12] . Let x (1) ≤ x (2) ≤ · · · ≤ x (n) be the increasing arrangement of components of the vector x = (x 1 , x 2 , . . . , x n ). Definition 2.2. For vectors x, y ∈ ℜ n , x is said to be
• weakly supmajorized by y, denoted by x w y, if
y (i) for j = 1, . . . , n;
• weakly submajorized by y, denoted by x w y, if
A real-valued function h defined on a set A ⊆ ℜ n is said to be Schur-concave [Schurconvex] on A if, for any x, y ∈ A,
and h is log-concave on A if A is a convex set and, for any x, y ∈ A and α ∈ [0, 1],
To prove the main results in the next section, we recall the following two well-known lemmas. The first one gives the preservation properties of the weakly majorization orders under monotone transforms, while the second one states that the log-concavity is closed under integral. (i) For all increasing and convex functions g,
(ii) For all increasing and concave functions g,
(iii) For all decreasing and convex functions g,
(iv) For all decreasing and concave functions g,
Lemma 2.4 ( [4, 15] ). Suppose that h : ℜ m × ℜ k → ℜ + is a log-concave function and that
i.i.d. nonnegative random variables
In this section, we unify the study of linear combinations of i.i.d. nonnegative random variables under the general setup by using some monotone transforms.
Theorem 3.1. Let X 1 , X 2 , . . . , X n be i.i.d. absolutely continuous and nonnegative random variables, and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that, for all
Assume that ψ −1 (X 1 ) has a log-concave density function, where ψ −1 is the inverse function of ψ. If
Moreover, if φ is increasing (decreasing), the majorization order in (3.3) can be replaced by the submajorization (supmajorization) order.
Proof. First, we prove that (3.3) implies (3.4). To see it, suppose that (3.3) holds. Fix any t ∈ ℜ + , and define
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It suffices to show that h(c) is Schur-concave in c ∈ ℜ n + . Define
where
Next, we will discuss when
It is known that if the Hessian matrix for
That is, if (3.1) and (3.2) hold, then Φ(u, v) is convex and, hence, A is a convex set. This implies that 1 A (y, c) is log-concave on (y, c) ∈ ℜ 2n . Thus, g(y, c) is log-concave. By Lemma 2.4, h(c) is log-concave. Since h(c) is permutation symmetric, and the permutation symmetry and log-concavity imply Schur-concavity (see Fact 3.1 in [18] ), we conclude that h(c) is Schur-concave.
Next, suppose that φ is decreasing and (
Here, for two vectors s, t ∈ ℜ n , s ≥ t means componentwise ordering. Since φ is decreasing, we have a i ≥ φ(c i ) for each i and, hence,
Thus, we conclude (3.4). Finally, suppose that φ is increasing and ( 
The rest of the proof is similar and is hence omitted. This completes the proof.
Theorem 3.2. Let X 1 , X 2 , . . . , X n be i.i.d. absolutely continuous and nonnegative random variables, and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that, for all
and (3.2) hold. If ψ −1 (X 1 ) has a log-concave density function, then
Moreover, if φ is increasing (decreasing), the majorization order in (3.6) can be replaced by the supmajorization (submajorization) order.
Proof. The proof is similar to that of Theorem 3.1 by observing that, for any t ∈ ℜ + ,
is Schur-concave in c ∈ ℜ n + under conditions (3.2) and (3.5).
Remark 3.3. The results in Theorems 3.1 and 3.2 can be extended to permutation invariant random variables; see [11] . This was also pointed out by one of the referees.
Remark 3.4. Theorems 3.1 and 3.2 do not apply to the case that φ(x) = x or/and ψ(x) = x. One may wonder whether n i=1 a i X i and n i=1 b i X i are ordered in the usual stochastic order whenever a, b ∈ ℜ n + such that a m b under the assumption that X i has a log-concave density. However, this is not true. A counterexample is given by Diaconis and Perlman [3] as follows: For X i having a gamma distribution with shape parameter α ≥ 1 (whose density is log-concave) and n ≥ 3, if a and b differ in exactly two components, then the distribution functions of
and, hence, there cannot be a stochastic order between the two weighted sums unless there is equality in distribution.
Remark 3.5. For Theorem 3.1, conditions (3.1) and (3.2) imply that φ and ψ are both convex; while, for Theorem 3.2, (3.2) and (3.5) imply that φ and ψ are both concave. Some special choices of φ and ψ in Theorem 3.1 or 3.2 are as follows.
• φ(x) = ψ(x) = e x : Conditions (3.1) and (3.2) are satisfied. Theorem 3.1 reduces to Theorem 1 in [20] . That is, if log X i has a log-concave density, we have (log a 1 , . . . , log a n ) w (log
• φ(x) = x 1/q and ψ(x)
Choosing (p, q) ∈ A 1 , A 2 and A 3 , Theorems 3.1 and 3.2 reduce to Corollaries 3.6, 3.7 and 3.8, respectively. For more details, see Remark 3.10. Choosing (p, q) ∈ A 0 , from Theorem 3.1, it follows that
when p < 0, q < 0 and X p i has a log-concave density. Applying Lemma 2.3(iii) with g(x) = x β/q , we have
for any q < 0 and β > 0. Thus, (3.8) can be deduced from Corollary 3.6.
• φ(x) = x 1/q (q < 0) and ψ(x) = e x : Conditions (3.1) and (3.2) are satisfied. From Theorem 3.1, it follows that
when q < 0 and log X i has a log-concave density. It should be pointed out that (3.9) is implied by (3.7) because applying Lemma 2.3(iii) with g(x) = q −1 log x yields
. . , log a n ) w (log b 1 , . . . , log b n ).
• φ(x) = log(x + e) and ψ(x) = x 1/p (p ≥ 2): Conditions (3.2) and (3.5) are satisfied. Theorem 3.2 reduces to Corollary 3.9 below, which can be deduced from Corollary 3.8 by observing g(x) = (log(x + e)) q is increasing and concave on ℜ + and applying Lemma 2.3(ii). Corollary 3.6. Let p < 0 and 0 < q < 1 with p −1 + q −1 = 1, and let X 1 , X 2 , . . . , X n be i.i.d. random variables with density function f on ℜ + . If X p 1 has a log-concave density function, then, for a, b ∈ ℜ n + ,
Corollary 3.7 ([6]
). Let 0 < p < 1 and q < 0 with p −1 + q −1 = 1, and let X 1 , X 2 , . . . , X n be i.i.d. random variables with density function f on ℜ + . If X p 1 has a log-concave density function, then 
Corollary 3.9. Let p ≥ 2, and let X 1 , X 2 , . . . , X n be i.i.d. random variables with density function f on ℜ + . If X p 1 has a log-concave density function, then, for a,
Remark 3.10. In Theorems 3.1 and 3.2, the functions φ and ψ play an independent role. From Remark 3.5, it is seen that, for ψ(x) = e x , φ(x) = e x is better than φ(x) = x 1/q (q < 0). Two anonymous referees pointed out whether there is any meaning of considering the best possible φ for a given ψ. This interesting question is worth further investigation. We give a partial answer to this question. For given two pairs (φ 1 , ψ) and (φ 2 , ψ) satisfying the conditions of Theorem 3.1 (resp. Theorem 3.2), define g(
. By Lemma 2.3, φ 2 is better than φ 1 if either one of the following conditions holds: (i) φ 1 and φ 2 are increasing, and g(x) is convex; (ii) φ 1 is increasing, φ 2 is decreasing, and g(x) is concave; (iii) φ 1 is decreasing, φ 2 is increasing, and g(x) is convex; (iv) φ 1 and φ 2 are decreasing, and g(x) is concave.
For example, denote ψ p (x) = x 1/p and φ q (x) = x 1/q with (p, q) ∈ A 1 (resp. A 2 , A 3 ), where the A i 's are defined in Remark 3.5. Fix ψ p (x), and choose q * ∈ ℜ such that p −1 + q
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It is easy to see that, for (p, q) ∈ A 1 (resp. A 2 , A 3 ), g(x) is convex (resp. concave, concave). Thus, for fixed ψ p with (p, q) ∈ A i (i = 1, 2, 3), φ q * is better than φ q .
Non-i.i.d. nonnegative random variables
Before we prove the main results of this section, we give four lemmas. In the proofs of Theorems 3.1 and 3.2, we use an important fact that a permutation symmetric and logconcave function is Schur-concave. In Lemma 4.1 below, a sufficient condition is given for a log-concave function on ℜ 2 + to be Schur-concave on 
Proof. Suppose that (x 1 , x 2 ) m (y 1 , y 2 ). Then there exists α ∈ [1/2, 1] such that
where the first inequality follows from the log-concavity of h.
Lemma 4.2 ([17])
. Let X and Y be two independent random variables. Then X ≥ lr Y if and only if g(X, Y ) ≥ st g(Y, X) for all g ∈ C lr , where
Lemma 4.3. Let X 1 and X 2 be independent nonnegative random variables satisfying
and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that (3.1) and (3.2) hold. If ψ −1 (X i ) has a log-concave density for each i, then
Proof. From the proof of Theorem 3.1, it follows that, for fixed t ≥ 0,
are log-concave in (c 1 , c 2 ) ∈ ℜ 
(2) Suppose that φ is increasing. Again, by Lemma 4.2, it follows that
Then, by Lemma 4.1,
This completes the proof of the lemma.
Lemma 4.4. Let X 1 and X 2 be independent nonnegative random variables satisfying
and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that (3.2) and (3.5) hold. If ψ −1 (X i ) has a log-concave density for each i, then
Proof. From the proof of Theorem 3.2, it follows that, for fixed t ≥ 0,
are log-concave in (c 1 , c 2 ) ∈ ℜ Theorem 4.5. Let X 1 , X 2 , . . . , X n be independent nonnegative random variables satisfying
and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that (3.1) and (3.2) hold. Assume that ψ −1 (X i ) has a log-concave density for each i. If
Moreover, if φ is increasing (decreasing), the majorization order in (4.1) can be replaced by the submajorization (supmajorization) order.
Proof. By the nature of the supmajorization and submajorization orders (see the proof of Theorem 3.1), it suffices to prove that (4.1) implies (4.2). Suppose that (4.1) holds. Then, by Lemma 2.B.1 in [12] , there exists a finite number of vectors
where c Similarly, we can prove the next result by using Lemma 4.4.
Theorem 4.6. Let X 1 , X 2 , . . . , X n be independent nonnegative random variables satisfying
and let φ, ψ : ℜ + → ℜ + be two twice continuously differentiable and strictly monotone functions such that (3.2) and (3.5) hold. Assume that ψ −1 (X i ) has a log-concave density for each i. If
Moreover, if φ is increasing (decreasing), the majorization order in (4.3) can be replaced by the supmajorization (submajorization) order.
Combining Theorems 4.5 and 4.6 and Remark 3.5, we have the following corollaries, which extend some results in Section 3 from i.i.d. to non-i.i.d. nonnegative random variables.
Corollary 4.7 ([19]
). Let X 1 , X 2 , . . . , X n be independent nonnegative random variables satisfying X 1 ≥ lr X 2 ≥ lr · · · ≥ lr X n . If log X i has a log-concave density for each i, then,
Corollary 4.8. Let p > 1 and q > 1 with p −1 + q −1 = 1, and let X 1 , X 2 , . . . , X n be independent nonnegative random variables such that X 1 ≥ lr X 2 ≥ lr · · · ≥ lr X n . If X p i has a log-concave density function for each i, then, for a, b ∈ ℜ n + ,
Corollary 4.9. Let p ∈ (0, 1) and q < 0 with p −1 + q −1 = 1, and let X 1 , X 2 , . . . , X n be independent nonnegative random variables such that X 1 ≥ lr X 2 ≥ lr · · · ≥ lr X n . If X 
Corollary 4.10. Let p < 0 and 0 < q < 1 with p −1 + q −1 = 1, and let X 1 , X 2 , . . . , X n be independent nonnegative random variables such that X 1 ≥ lr X 2 ≥ lr · · · ≥ lr X n . If X where p > 0, α > 0 and λ > 0 (see [5, 14] ). This class of distributions includes the Weibull (α = 1), gamma (p = 1) and the generalized Rayleigh (p = 2) distributions as special cases. It is easy to see that
• for α ≥ 1, X p has a log-concave density; • for 0 < α < 1, X αp has a log-concave density; • for 0 < α 1 ≤ α 2 , F p,α1,λ ≤ lr F p,α2,λ ; • for 0 < λ 1 ≤ λ 2 , F p,α,λ2 ≤ lr F p,α,λ1 ;
• log X has a log-concave density.
Corollaries 4.8 and 4.9 can be applied to the above generalized gamma distribution. For example, let X 1 , X 2 , . . . , X n be independent nonnegative random variables having distributions F p,α,λ1 , F p,α,λ2 , . . . , F p,α,λn with 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n and α ≥ 1, or having distributions F p,α1,λ , F p,α2,λ , . . . , F p,αn,λ with α 1 ≥ α 2 ≥ · · · ≥ α n ≥ 1. Then Corollaries 4.8 and 4.9 hold for p > 1 and p < 1, respectively.
