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Abstract 
Letter to letter top-down tree transducers are investigated in this paper. Informally, trees which 
appear in the rules of such transducers are reduced to one letter in the right-hand side as in 
the let? one. With an encoding of the tree transformations induced by such transducers into 
recognizable forests, we recently established the decidability of equivalence for linear top-down 
transducers. Here, in order to capture the non-linearity of top-down transducers, we introduce 
new classes of tree automata with equivalence constraints between direct subterms for which 
equivalence is decidable. We then show that the equivalence problem for non-linear top-down 
transducers can be reduced to the equivalence problem of automata with equivalence constraints. 
@ 1998-Elsevier Science B.V. All rights reserved 
1. Introduction 
From a general point of view, tree automata and tree transducers model computations 
on structured objects. Consider a concrete algorithm A taking terms from T’ as input 
and producing terms of T,, where C and A are finite sets of operators. Abstracting 
from the meaning of the operators, A turns into a symbolic algorithm which is a tree 
transducer transforming elements of TZ into elements of rd. 
Finite state tree transducers, which are a generalization of generalized sequential 
machines in the word case, were introduced by Rounds and Thatcher [ 13, 161. This 
generalization to trees is interesting from the syntax-directed translation point of view. 
Let us give some examples. In compiler construction finite state transducers can be used 
to express simple transformations of abstract syntactical trees. Attribute grammars with 
only synthesized attributes correspond closely to deterministic top-down transducers. 
Also, subclasses of functional programs behave like tree transducers on their arguments. 
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Naturally, the question arises whether or not results obtained for transformations 
in the word case can be transferred to the tree case. The situation is more complex. 
First we have to distinguish two main classes of tree transducers: top-down transducers 
which process the input trees from the root to the leaves and bottom-up transducers 
for which, on the contrary, the computations begin at the leaves and finish at the 
root (a comparison between these two classes can be found in [7]). As noteworthy 
characteristics, let us point out that in the top-down case, since multiple occurrences 
of variables in patterns are allowed, a transducer is able to compute different images 
of a given subtree. In the bottom-up case, since some variables can be missing, the 
image of a correctly parsed subtree can be deleted. 
Two transducers are called equivalent if they define the same translation. It is well- 
known that equivalence is, in general, undecidable for non-deterministic tree transducers 
and that it is decidable for deterministic transducers, in the bottom-up case [ 171 as in 
the top-down one [9]. In [8], Engelfriet showed that it is decidable whether or not a 
tree transducer is functional. More recently, Seidl proved that this problem is decidable 
in polynomial time [ 151. As a corollary, equivalence is decidable for functional tree 
transducers. Using a decomposition of finite-valued bottom-up transducers into a finite 
number of single-valued transducers, Seidl established the decidability of equivalence 
for finite-valued bottom-up transducers [ 14, 151. 
This paper is devoted to the equivalence problem for non-deterministic letter-to-letter 
transducers. Informally, trees which appear in the rules of these transducers are reduced 
to one letter in the right-hand side as in the left one. Here, we prove the decidability 
of equivalence for non-deleting top-down transducers. In previous works [3,2], we 
obtained the decidability of equivalence for linear top-down transducers by encoding 
the tree translations into recognizable forests. To extend this result, we need to refine 
the encoding procedure and, moreover, in order to capture the non-linearity of the 
investigated transducers, we introduce new classes of tree automata. More precisely, 
equivalence constraints on direct subterms can be mixed to the transitions of these new 
automata. We follow, in this way, recent works of Bogaert and Tison [5], Lugiez and 
Moysset [12], and Caron et al. [6]. Especially, decidability of emptiness for these new 
classes is based on the decidability of emptiness for tree automata with equalities or 
disequalities on direct subterms [S]. 
2. Preliminaries 
In this section, we just recall definitions and properties used in the following. We 
refer the reader to [ 1 l] for tree rewriting systems and to [7, lo] for tree transducers. 
A ranked alphabet is a pair (C,p) where C is a finite alphabet and p is a mapping 
from 1 to N. Usually, we will write C for short. For any rs of C, p(o) is called the 
rank of u. 
For any integer n, C, denotes the subset of C of letters of rank n. For any k 3 1, 
Xk denotes the set of variables {xi,. . . , xk}. 
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Given a ranked alphabet C and a denumerable set X of variables, Tz(X) denotes the 
set of all terms (trees) over C and indexed by X. For any term t, we denote by V(t) 
the set of variables which appear in t. In the particular case Tz(@), we will write T,. 
For any tree t, the height of t, denoted by n(t), is defined by n(t) = 0 if t E Co or 
t gXP and n(t) = 1 + max{rc(ti ), , n(tn)} if t = a(tl,. , t,,). 
A tree to(xl,. . . ,xn) is a pre$fix of a term t if there exist tl,. . . , tn such that t = 
to(tl , . , t,, ). For any p E N, [p] denotes the set { 1,. . . , p}. A torsion 6 from [p] to 
[q] is a mapping from [p] to [q]. We denote it by (q; O(l),. . . ,0(p)). By id,,,] we 
denote the identity mapping on [n]. 
A rewriting rule over an alphabet G is a couple (I,r) of terms of Tz(X), usually 
denoted 1 -+ Y, such that either rr( I) 3 1 and Y(r) 2 ^I’-( I) or I and Y are elements of rz. 
A rewriting system Y over an alphabet C is a finite set of rewriting rules over C. 
A rewriting rule (l,r) is non-deleting if V(r) = V(l). A rewriting system Y is 
non-deleting if each rule of Y is non-deleting. 
A rewriting system Y over an alphabet C is letter-to-letter if, for each rule of 9, 
trees which appear in the left-hand side and in the right-hand side either are of height 
equal to 1 or are included in C. 
We write t +.v’ t’ if t is rewritten in t’ by using one rule of Y. By f,~ (respectively 
5.u) we denote the transitive (respectively reflexive and transitive) closure of ---) ‘,. 
A rewriting system Y over an alphabet Z is noetherian if there does not exist any 
infinite sequence to +.y tl +.y’ . t, being in Tz(X) for any i. 
A rewriting system Y is confluent if ‘v’x,‘d_y,Vz E Tz(X), (z 3~ x and z -fit,’ y) + 
3 E Tz(X) (x 5.~ t and y AC/ t). 
Let Y be a noetherian and confluent rewriting system. The unique irreducible form 
of any term t is denoted by Y(t) or 7 if there is no ambiguity about the considered 
rewriting system. 
A finite state top-down tree transducer is a 5-tuple T = (C, A,Q, I,R) where C and 
A are ranked alphabets of, respectively, input and output symbols, Q is a finite set of 
unary symbols called states, I is the subset of Q of initial states and R is a finite set 
of rules of the form q(a(xl,.. .,x,)) + t with q E Q, 0 E C, and t E Td(Q(X,)) (Q(X,) 
is the set of trees {q(x)lq E Q,x EX,}) or of the form q(o) ---) t with CJ E CO and t E T,. 
These rules will be denoted by q(o(xl, . . .,x,)) + 6(q1 (xg(] j), . . , qP(xo(P))) with CJ E 
C,, ~3 E Td(X,!), q, 41,. .,qP states of Q, and (9 torsion from [p] to [n] (if n =0 we 
write q(0) -+ 8). 
So the torsion 0 can express permutations, duplications or deletions of subtrees.’ 
A transducer is letter-to-letter if, for every rule, 6 belongs to A. 
The rules define patterns for rewriting trees, so we write t + u if t is rewritten in u 
in one step. By A we denote the reflexive and transitive closure of 4. A sequence 
of rewriting steps q(t) 5 u is called a computation. 
* For instance, by using the rule q(o(xl,x>)) i6(ql(xg(,)),q2(x~(z))) where 0= (2;2, I), a permutation 
of the two subtrees of CT is realized. For the rules q(a(xl,xz)) ifi(ql(xH(I)),q2(xH(I)),q3(xH(2))) where 
O= (2; I, 1,2) and q(c(xl,x2)) + 6(ql (x~(2))) where B = (2; 2), we have, respectively. a duplication and a 
deletion of the first subtree of CT. 
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For any state q of a top-down transducer, we denote by Fq the transformation realized 
from q. Formally, pq = {(t, U) E Tz x & 1 q(t) -r, u}. 
Let Y be a computation on a term t = o(tl , . . . , t, ) from a state q of a top-down 
transducer T: 
Y:q(a(t,,..., tn))-f6(41(ts(l)),...,%(te(p))) -r, &4,...,+). 
The initial transformation on t from state q is the triple (c, 6,0). 
6,0.0.,i, denotes the transformation realized from state q by using the initial transfor- 
mation (fr, 6, (3). 
For any top-down transducer T, for any set of states E, for any initial transformation 
(a, 6 0 %,,.,,,,, = UqEE ~~,~.o.i,, and FE = UqEE TV 
Finally, we denote by ^T the tree transformation associated with T: ^ r = ?I. 
Two sets of states E and F are globally equivalent if ?E = ?,c. Two transducers T 
and T’ are equivalent if ^T = ^T’. 
The domain of a tree transformation ^ T, denoted by dom(^T), is the set {t E Tz 1 3u E 
r,, (t,u)E ^r>. 
A state q of a transducer is injinitary if Fq is infinite. A transducer all states of 
which are infinitary is said to be injinitary. 
A top-down tree transducer is deterministic if the set of initial states is a singleton 
and there are no two rules with the same left-hand side. 
A transducer is linear (respectively non-deleting) if for each rule the torsion 8 is 
injective (respectively surjective). 
Property. For any letter-to-letter tree transducer T, for any couple of trees (t,u) of 
^T, we have n(t)= X(U) if T is non-deleting and z(t)ax(u) in the other cases. 
Example. Let Co = (0) and Z,=(S), do=(l), d,=(S) and A2={*}, Q={f,q} 
and I=(f). 
Consider the following set of rules R: 
i 
f (S(x)) + *(q(x), f (x)), f (S(n)) -+ 12 f (0) + 12 
q(W)) + S(q(x)), q(0) + 1. 
This transducer, by consuming an input tree of the form Y(0) (which can be inter- 
preted as the integer n) computes syntactical trees of Ai = n!/(n - p)! for p E [n]. This 
transducer is letter-to-letter and it is neither deterministic, nor linear, nor non-deleting, 
nor finite-valued (jnite-valued transducers are investigated in [ 141). 
Notation. We denote by NdT-LL the class of all non-deleting top-down letter-to-letter 
tree transducers. 
Remark. For easier exposition, we will restrict ourselves to letters of rank at most 2. 
It is the typical case from which constructions and results to be discussed below are 
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easily transferred to the general situation (with slight adaptations in the statement of 
some lemmas). 
3. Tree automata with equivalence constraints 
Non-linearity is an important phenomenon which appears very often in tree pro- 
cessing (in logic programming or in rewriting systems for instance). As the set of all 
ground instances of a non-linear term is not a recognizable forest, the classical notion 
of tree automaton has been extended in order to manipulate equalities or disequalities. 
In 1990, Bogaert and Tison introduced a class of bottom-up tree recognizers, for which 
equality and disequality tests between direct subterms are allowed [5]. So, they defined 
a class of tree languages, denoted by REC+, closed under boolean operators and for 
which emptiness is decidable. More recently, Lugiez and Moisset [12] extended the 
previous class by considering equality tests, modulo associativity and commutativity. 
In this paper, we propose an other extension by introducing equivalence tests between 
direct subterms. 
Informally, such automata have rules of the form a(ql (XI ), . . . , qn(xX))[d] + q where 
d is an equivalence constraint. For instance, if o(qI(x1),q2(x2))[ 1,2] + q is a rule 
of such an automaton, tl and t2 are equivalent trees and tl 5 41, t2 -T, q2 then 
dtl,tz) -T, 4. 
We show that, when the equivalence relation is induced by a noetherian, confluent 
and non-deleting letter-to-letter rewriting system r (two trees being equivalent if and 
only if their irreducible forms are equal), for the so defined class of tree automata, 
denoted by REC,, equivalence is decidable. 
3.1. The class REC, 
A good survey on “classical” tree automata can be found in [lo]. 
An equivalence description on n elements is a partition of [n]. Let s be an equiva- 
lence relation on Tr and let d be an equivalence description on [n]. A tuple of terms 
(ti)iE[n] satisjies the equivalence description d if and only if for any X Ed, for any i 
and j E X, ti E tj, and for any X and Y in d with X # Y, i E X, j E Y implies ti $ tj. 
A bottom-up automaton with equivalence tests between direct subterms is a 
4-tuple (C, Q,F, R) where C is a ranked alphabet, Q is a finite set of states, F is 
the subset of Q of final states and R is a finite set of rules. Rules are usually denoted 
by a(q 1,. . . , qn )[d] + q where d is an equivalence description on [n]. 
Let A be such an automaton, we have t--‘A t’ with t = to(a(ql(tl),. ..,q,,(t,))), 
t’ = to(q(a(tl, . , tn))) if there exists in R a rule of the form a(ql (x1 ), . , qn(xn))[d] ----f q 
such that (ti)iEml satisfies the equivalence description d. 
By 5$A we denote the reflexive and transitive closure of + A. 
A tree t is recognized by A if there exists a final state q such that t -r)~ q(t). The 
set of all trees recognized by automaton A is denoted by 9(A). 
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An automaton with equivalence constraints is deterministic (resp. complete) if and 
only if for any letter CJ E C,, for any n-tuple of states ql,, . . , q,, and for any equivalence 
description d there exists at most (resp. at least) one rule of the form o(ql, . . . , qn) 
[dl + 4. 
Using the method of Bogaert and Tison [5], we can compute a complete and deter- 
ministic automaton from any non-complete and non-deterministic one. Thus, we can 
show that, for any equivalence relation, the so-defined class of tree automata is effec- 
tively closed under union, intersection and complementation. 
Let z be a noetherian and confluent non-deleting rewriting system. We denote by 
REC, the class of automata with equivalence tests between direct subterms where the 
equivalence relation is defined so that t and t’ are said to be equivalent if and only if 
z(t) = z(t’) (by z(t) we denote the irreducible form of t). For convenience, the class of 
tree languages which are recognizable by an automaton of REC, will be also denoted 
by REC,. Furthermore, if z is letter-to-letter, the set of the irreducible forms of the 
trees recognized by an automaton of REC, is a forest of REC+. An automaton which 
recognizes this forest is called a normal forms automaton. To construct this automaton, 
we use a canonical form of z called l-reduced form. We first define a partial order 
relation over the set of rules of any letter-to-letter rewriting system such that a rule Y 
is said to be “more general” than a rule Y’ if everywhere the rule Y’ is applied, the 
rule Y can be used with the same result. 
Definition. Let Y : IT(x,~~ ), . . , x~(,,)) -+&-Q(I),...,xo(~)) and y’:~(x~~(l),...,x~,(~))-f 
@ey I), . . . 2 XH~(~)) be two rules of a letter-to-letter rewriting system. Y is more general 
than r’, or Y’ is less general than r, if there exists a mapping 4 such that 4 o p = 11’ 
and 4 o % = 8’. We write r 3 r’ (or r’ < r). 
Example. Let rl : 4&l 1, q(x2 1, q(m), qh )> 4 d&xl ,x1 ,x2,x3 >I, r2 : dq(xl 1, 4x2 ), q 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
We have r-1 + r2 but neither r-1 > r3 nor r-3 3 r-1. 
Definition. A rewriting system S over the alphabet C is l-reduced if it is letter-to 
letter, noetherian, confluent and the irreducible form ?= 6(&l), . . . ,&,,) in Tz(X) of 
any term t = a(tl, . . . , t,,) of Tz(X) is obtained as follows: 
1. For any i in [n], tj Ax. 
2. (a) First case: &I,. . . ,?“) + 8(&l, , . . . ,?&,) by using the less general rule of the 
form a(xP(l),.. ., +,cn)) + 5(x0(1),. .,xQ,,) that can be applied. 
(b) Second case: No rule can be applied on a(?~, . . . ,?j). 3 Then d = fl and T= o 
(?I). . . ,Q. 
That is to say, by using a bottom-up strategy of rewriting, we get the irreducible form 
and moreover each node is rewritten at most once. 
3 We have no rule of the form u(n,y) + u(y,x) because 5 is a noetherian rewriting system. 
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From now, we will only consider non-deleting rewriting systems. 
Property 3.1. For any noetherian, confluent and non-deleting letter-to-letter rewriting 
system r over an alphabet C, there exists a l-reduced rewriting system over C, denoted 
by rtr, such that, for any term t, z(t)=~l,.(t). 
Proof (Hint). Let r be a noetherian, confluent and non-deleting letter-to-letter ewriting 
system. We construct rrr as follows: 
_ For any letter r~ of rank 0, 046 is a rule of rt,, if and only if cr 2, 6 and 6 is 
irreducible. 
_ For any letter o of rank 1, CT(X) + I?(X) (resp. 5(x,x)) is a rule of ~1,. if and only if 
CT(X) 2, C?(X) (resp. 6(x,x)) and C(x) (resp. 6(x,x)) is irreducible. 
_ For any letter CJ of rank 2, C(XH(~ j,xn(z,) + ~.(xI,(ib-qf(2)) (rev. %+(I))) is a de of 
~~~ if and only if 4q1),q2)) 5, WIL(~),-q,(2)) (rev. W,l(~))) and C~,(I)J,~O)) 
(resp. 6(x1( 11)) is irreducible. 
By induction on the height of the terms we prove that, for any term t, t + ,,,? if and 
only if t :zT and that ~1,. is l-reduced. 0 
In the following, we will consider that, for any class REC,, the noetherian, confluent 
and non-deleting letter-to-letter ewriting system r which induce the equivalence relation 
is 1 -reduced. 
3.2. Normul form automaton 
In this section, we associate with any automaton A of REC, the automaton A, of 
REC+ such that ZRR(P(A)) = d(A,) ( w h ere IRR(S) denotes the set of the irreducible 
forms of the terms of S). 
Construction: Let r be a l-reduced non-deleting rewriting system defined on a finite 
alphabet C,. With any automaton A = (C, Q, F, R) of REC,, where C c C,, we associate 
the automaton A, = (C,, QT, F, R,) of REC+ constructed in two steps. 
3.2.1. First step: construction of Qo c QT and Ro CR,. 
Initially, for any state q in Q, we add q in Qs. 
In the following arrays, which summarize the cases that o is a nullary symbol and 
CJ is a unary symbol, rows are indexed by rules of r, columns are indexed by rules of 
R and the cells contain rules of Ro: 
case p(a) = 0 0 ---t q 
‘&I 
[*I A duplication turns into an equality constraint. 
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For the case that cr is a symbol of rank 2, we distinguish four disjoint subcases: 
There is no rule in r whose left-hand side contains the symbol 0, in this case, from 
o(q;,qi)[l], [2] -+ q (resp. o(qi,qj)[1,2] + q) rule of R we construct in Ro the rule 
a(qi,q,)[11,[21 + 4 [**I (rev. a(qi9qj)[1221 + 4 [**I). 
The only one rule of r whose left-hand side contains o has one of the following 
forms ~x,Y)-+%Y) or ~x,Y)--+~:(YJ), 
a(qi5 4j)[ll, I21 ---) 4 Q(qi,qj)[l921 + 4 
44Y)+8x3y) ~(Si,4j)[ll,Pl ---) 4C?4i,4j)[1,21 + 9 [**I 
0.(x2Y)--i6:(Y,X) 6(4j24i)[11,[21 + 4c(4j34i)[1,21 + 4 [**I 
The left-hand side of the only rule of r which transforms (T is of the form 0(x,x), 
O(qi3 4j)[ll, L21 + 4 @qitqj)[1,21 --+ 4 
0(x,x) -+qx,x) 0 6(4i,4j)[1,21 + 4 [**I 
a(x,x) + 6(x) 0 W{qi, 4jl) + 4, {4i, 4jl E Q04 
The two rules of r whose left-hand side contains the symbol cr are of the form 
a(x, y) + c?(x, y) or a(x, y) + #(y,x) and cr(x,x) -+ 6”(x,x) or a(x,x) -+ C?“(X): 
4qi,C?j)[lL L21 + 4 0(q19qj)[1,21 ---)4 
c(% Y) + e’(-% V) d’(qi, 4j)[l, I, I21 + 4[**1 0 
or 44.Y) + c’(.Y,X) ~‘(Si,4j)[1,1,[21 -+ d**l 0 
a(x,x) + #‘(x,x) 0 ~“(qi,CIj)[1,21 + 4[**1 
or @x,x) + c7”(x) 0 c”({qi>qj}) + q, {qi,qi} E QO 
[**I Equivalence between subterms turns into equality between their normal forms. 
We obtained, in the left-hand side of some rules, new states which are in fact 
subsets of Q but these new states are not reachable. In the second step, we construct 
the smallest set of rules R, which contains Ro, with these new states in the right-hand 
side of the rules and such that the following property is satisfied: 
Property. For any state (41,. ..,qP} of Qr, for any letter CJ of C,: 
_ a+{q1,..., qP} is a rule of R, if for any i in [p], CT --f qi is a rule of Ro 
- a(E) --f F is a rule of R, if for any state qi in F, there exists a subset Ei of E 
such that a(Ei)+qi is a rule of Ro 
_ o(E, E’)[d] --f F is a rule of R, if for any state qi in F, there exists a state ki in 
E, a state k,! in E’ such that O(ki, ki)[d] + qi is a rule of Ro. 
4 In the case qi = 4,. we obtain as new state {q,} which is different from qi 
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3.2.2. Second step: Algorithm of “completion” of Qo and Ro. 
begin 
R,+-RO; ItO; 
repeat 
I +Z+ 1; Qt +-QI-I; 
for any p-tuple of states (41,. . . , qP} of Q,-i do 
for any letter d of C, do 
[i] case 0 of rank 0: 
if ViE[p],a+qiER, then R,tR,U{a--t{q~,...,qP}}. 
[ii] case 0 of rank 1: 
For every E = UiE,pl Ei where Ei E et-1 and such that 
for any i E [p], o(Ei) + qi is a rule of Ro do 
& + & u (4.0-t {qt>...,qJ}; QI + Q/ u {E). 
[iii] case 0 of rank 2: 
For every E’ = /JiE,p, {ki} where k,! E Q, E” = Ui~,,l{k,‘l} where k,!’ E Q 
and such that for any i E [p], o(k,‘, k,“)[d] --) q; is a rule of Ro do 
& +R, U {o(E',E")[dl--t(q,,...,s,>>;Ql + Q/u {E',E"}. 
end of for 
end of for 
until Q, = Ql-i 
QT + QuQ/ 
end 
Remark. Note that at each step of this algorithm, the previous property is satisfied. It 
can be used to establish the correctness of the completion algorithm. 
So for any step of computation of a term ? in A,, from the applied rule we are able 
to determine the corresponding rule of A used in the computation of t. 
We have for this automaton of REC, the following fundamental property: 
Lemma 3.1. Let A be an automaton of REC,, with z a non-deleting l-reduced rewrit- 
ing system, and let A, be the normal form automaton associated with A. Let (41,. . , 
qP} be a state of A,. Then, for any t in Tz, t -TEA: (41,. . . , qr} if and only iJ’for any 
i in [p], t-rS~, qi. 
Proof. It is by induction on the depth of the trees. The property is obviously true for 
trees of depth 0. Suppose property is true up to the height n and let t be a tree of 
height n + 1. 
Case 1: t=o(t’). t:A,{q, ,..., qp}+3a({k, ,..., k,})+{ql,..., qp}ER, and 
t’ $A, {kl,. . , k,}. By construction (ii), o({kl,. . , k,}) ---f (41,. . . , qP} E R, + Vi E [p] 
3EiC{kl,...,km} such that o(Ei) + qi is a rule of R,. Now by the induction hypothesis 
t’ :A, { kl , . . , k,} ++ Vj E [m] t’ :A;kj and SO t’:A7{kl )..., k,}+VEiC{kl,..., k,}, 
tl AA, Ei. Thus Vi E [p], t >,+I, qi. 
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Conversely, Qi E [p]t AA, qi + Qi E [pIga + qi E R, and t’ :A, El. Let E = 
Up=, Ei, by construction (ii) we have a(E) +~,{ql,. . . ,qp}. Now by the induction 
hypothesis Qi E [p]t’ -TJA, Ei + t’ 5’~: E and so t -rSA, {q,, . . , qp}. 
&se 2: t = o(t’, t”). t :A, {q,, . , qp} + 3a(E’, E”)[d] i {ql,. . . , qp} E R,, t’ :A, 
E’, t” 5.4, E” and (t’, t”) satisfies d. By construction (iii), o(E’, E”)[d] --t {q,, . . . , q,,} E 
R, + Qi E [p], 3k; E E’, 3k;’ E E” such that a(k:, k,“)[d] + qi is a rule of R,. Now by the 
induction hypothesis, t’ AA, E’ ti Qkj E E’ t’ :A, kj and t” -TSA, E” H Qky E E” t” >Ai 
k,!‘. Thus, Qi E [p], g(t’, t”) :A7 qi. 
Conversely, Qi E [p] o(t’, t”) AA, qi =+ Qi E [p]%(k:, k/)[d] + qi E R,, t’ >A, k,!, 
t” AA, kr and (t’, t”) satisfies d. Let E’ = Uz?, k,! and E” = U1!‘, k:, by construction 
(iii) o(E’, E”)[d] + {q,, . . . , qp} E R,. By the induction hypothesis t’ :A7 E’, t” $A7 E” 
and so t5Ai {ql,...,qp}. •i 
Then, using the previous construction and Lemma 3.1, we state the following lem- 
mas, on which is based Property 3.2. 
Lemma 3.2. Let A be an automaton of REC,, with z a non-deleting, l-reduced rewrit- 
ing system, and let A, be the normal form automaton associated with A. For any term 
t in Tz, if t AA q then ?:j~, q. 
Proof. It is by induction on the height of the trees. The proof is obvious in the case 
t = o, with a a letter of rank 0. 
Suppose property is true up to the height n and let t = a(t,, t2) be a tree of height 
n + 1. t 3~ q+Ya(ql,q2)[d] --fq in the set of rules of A, tl 5~ 41, t2 2~ q2 and 
(tl, t2) satisfies d. If d = [l, 21 then ‘& =?2 else (d = [l], [2]) 7, #?2. By the induction 
hypothesis, tl :A ql and t2 :,A q2 imply ?i $A: q1 and 72 :A, q2. Because z is l- 
reduced, 7 is computed from a(?i,?2) by using at most one rule of z. 
According to the first step of the construction of A,, we distinguish the following 
cases: 
(a) If there is no rule of r with a as a left-hand side then a(qi, q2) [d] ---f q E R, (1. 
of construction 3.2.1). In this case ?= a(?,,&) and so ?>A, q. 
(b) The rule of z applied to obtain ‘? from a(?i,?z) is 
(a) ~(~~,X~)-)~(XU(I),XH(~)). In this case~=@&i),&)) and 8(qe(i),qe(2))[4+ 
q E R, (2. of construction 3.2.1), thus ?:A, q. 
(b) a&x)+6(x,x): Then?, =?2 (=?). In this case,?= 6(?,?), cY(q,,q2)[1,2] + 
q E R, (3. of construction 3.2.1) and so ‘?-f+~~ q. 
(c) a(x,x) + 6(x): Then?, =?2 (= t’). In this case ?= 6( t’) and 6({ql,q2}(x)) + 
q E R, (3. of construction 3.2.1). Now ‘?I :,A, q1,?2 AA, q2 and ?i =y2 = t? then 
t? -*)A, {ql,q2} (Lemma 3.1) and ?:j~, q. 
SO, in all cases, ?:A, q. The proof is similar in the case t = a(t’). 0 
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Lemma 3.3. Let A be an automaton of REC,, with z u non-deleting l-reduced rewrit- 
ing system, and let A, be the normal form automaton ussociuted btlith A. For cmy term 
7, $?:f~, {q,, . . ,qp) then for any qi in {qI , . . . . qp), there exists at least one term 
t, such thut t, $, 7 and ti :,4 q;. 
Proof. Let A = (C, Q, F, R) and A, = (C,, QT, F, R,j. The proof is by induction on the 
height of the trees. The case ?= 6, with ii a term of depth 0 is obvious and so we 
will only consider the other cases: 
Case 1: ‘?= 6(%,%). ?+,t, (41,. . ,qp} 3 3d(EI,&)[d] -+ (41,. . .,qp} E R, and 
71 :j;~: El,% :A, Ez. By the second step of construction of A, (iii): Vq, E { 41,. . , qp} 
3k E El and 1 E E2 such that 6(k, l)[d] + qi E Ro. 
By the induction hypothesis: ‘?I $t; El and k E El + 3t, such that tl LT 7, and 
tl L_)A k and 72 AA, E2 and 1 E EZ + 3t~ such that t2 ‘i,?z and t2 A+A 1. 
According to the construction of A,, the rule 6(k, l)[d] + qi of R, is associated with a 
rule of z and a rule of A. Let us consider the most significant cases: 
(a) There is no rule of z with G(x, y) as a right-hand side. In this case, 6(k, I)[d] + qi 
is a rule of R. Let ti = c?(tr, t2) then ti A, qi. 
(b) The rule of A, is obtained from o(x, v) -+ 6(x, y) E z and o(k, I)[d] -+ qi E R. 
In this case, let ti = o(tr , t2) then ti 5.4 qi. 
(c) The rule of A, is obtained from cr(x) +C(x,x)~r then k=l and d=[1,2], and we 
have o(k) ---f qi E R. 
In this case, let ti = o(tl) (or ti = 4~2)) then t, :A qi. 
Cuse 2: ?= @(?‘). 75~: (41,. . . , qp} =+ 36(E) -+ (41,. ,qp} E R, and ?’ 5,4: E. By 
the induction assumption: Vk E E 3t’ such that t’ 5, ‘? and t’ 5)~ k. By the second 
step of the construction of A, (Section 3.2.2), Vqi E {ql,. .,qp},3Ei c E such that 
6(E;) --f qi E Ro. 
(a) The rule of Ro is obtained from a(x) + C(X) of r and O(q) 4 qi. Then Ei = 4. Let 
ti = o(t’) then ti :j~ qt. 
(b) The rule of R, is obtained from 0(x,x) +a”(~) of r and o(q’,g”)[l,2]--+gi of R. 
Then Ei = {q’,q”}. In this case, let ti = o(t’, t’) then t, LA qi. 
In all cases, t’qi E (41,. . . ,qp}3ti such that t; -*i, ?’ and t; -PIA qi. q 
So, from Lemmas 3.2 and 3.3, we get immediately: 
Property 3.2. Let A be an automaton of REC,, with r a non-deleting, noetherian and 
confluent letter-to-letter rewriting system. The set IRR(B(A)), of the irreducible forms 
of the trees of 9(A), is recognized by an automaton of REC +. 
We now give two examples of tree automata with equivalence constraints with the 
construction of the normal form automata. 
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LC :t co = {ci,G}, c, = {a, a}, & = {C-J}. 
Tl ne equivalence relation on Tz is 
in duced by the rewriting system r. 
R1 ewriting system z 
i 
cT(x, ) + c?(x) 
a(x) -+ 5(x) 
a--+; 
Al 
A 
- 
_ 
utomaton of REC, 
= (C, Q, F, R) is defined by: 
Q = (4, dead}, F = (4) 
and R composed of the rules: 
i 
d%q)cL2l+q 
4q, q)[ 1 I, PI + dead 
u(q) -+ 4 
a-+q 
Ti ris automaton recognize trees all 
br anches of which have the same length. 
Fc )r instance, 0 is recognized by A 
/\ 
u a 
/\ I 
u a ff 
A I /\ 
CihiiZ ti 
ormal form automaton A, 
e obtain: d(q) -+ 4 
a”4q 
e get F(A,) = {~“(~) InEN}. 
Let Co = { 1}, Ct = {S} and C2 = {*}. 
Rewriting system z: *(x,x) -+ S(x) 
Automaton of REC, 
B = (2, Q, F, R) is defined by: 
- Q={q,qf,dead), F=(q) 
_ and R composed of the rules 
*(4>4f)[1,4+q 
*(a q)[ll, PI + dead 
s(q/)+q/ 
l+q 
1 +qr. 
The trees recognized 
form: 
* 
A 
S 
AI 
A i i 
* s s s 
/\ I I I 
1 1 1 1 1 
by B are of thi 
These trees can be interpreted as 
factorial of integers. 
Normal form automaton B, 
I 
WwH+4 
S(@) + 4f 
We obtain: 1 + q 
1 +qf 
*(q,q~Wl,Pl+dead 
The state {q,qf} is not reachable. 
By using the previous “completion” 
algorithm, we add the rules 
SC{q,qfH+& and l-{q&. 
Finally, we get P(BT) = {S”( l)ln~ N}. 
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3.3. Decidability of equivalence in WC, 
By means of the previous lemma and the decidability of emptiness in REC+ we 
prove the following lemma: 
Lemma 3.2. For any automaton A of REC,, the property “P(A) = 0” is decidable. 
Proof. 9(A) # 0 implies that there exist at least a final state q and a tree t such 
that t --*+A q. Using property 3.2.2, we obtain ?:A, q and so 9(A,) # 8. Conversely, 
we proceed in the same way. Thus, 9(A,) # 0 if and only if 9(A) # 0. Emptiness is 
decidable in REC+ [5] and so it is in REC,. 0 
Finally we get: 
Theorem 3.1. For any non-deleting, conjkent and noetherian letter-to-letter rewriting 
system z, equivalence in REC, is decidable. 
Proof. The class REC, is effectively closed under union, intersection and complemen- 
tation (part 3.1) and the property “9(A) = 0” is decidable (Lemma 3.4). 0 
This result will be used to establish the decidability of equivalence for non-deleting 
(and non-linear) top-down letter-to-letter tree transducers. 
4. Equivalence of letter-to-letter non-deleting tree transducers 
In this section, we show that the equivalence problem in NdT-LL can be reduced to 
the equivalence problem of tree automata. The main problem is that, even if T and T’ 
are equivalent transducers, for some trees, computations may not be realized with the 
same torsions in T and T’. 
We first prove that this phenomenon is of “bounded height”. 
4.1. Computations from equivalent states 
Lemma 4.1. Let T be a non-deleting infinitary top-down transducer. For any couple 
(E,F) of globally equivalent sets of states, for any (a, 6,19), the dtflerence ?E,,,,,,,,,, - 
jlF,,,,> //,is jinite. 
Proof. Let E and F be two globally equivalent sets of states of a non-deleting top- 
down transducer T. There are several cases, but we only consider two. 
Case 1: g is a letter of rank 1 and 6 is a letter of rank 2. In this case, 8 = (1; 1, 1) 
and %,N, is the set of all pairs of ground trees (o(t),d(tl, t2)) such that q(o(t)) 5 
6(t,, t2), for some q E E. A similar fact is true for F. Thus, since E and F are globally 
equivalent, it follows that TE,“,,,,,, = ?i;,,d,o,. 
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&se 2: (T and 6 are letters of rank 2. We consider the difference FE ,“,,,,,,) - ?F,~ .,,,, / . 
Let 0 = id,21 (the other case, 0 = (2; 2, I), is similar). 
(i) For any couple of trees (a(& t’), 6(u, u’)) E !?E = ?F, with rc(t) # rt(t’), because 7’ 
is non-deleting, we have n(u) = z(t), rc(u’) = rr(t’) (Section 2) and so n(u) # rr(u’). 
Consequently, (a(& t’), d(u, u’)) @ TE,,, ,.,,, - FP ,“,, ),I,). 
(ii) Now, we only consider couples of trees (o(t,t’),&u,u’)), with n(t) = n(t’). With 
every couple (a(t, 0, d(u, u’)) E FEDS,, .,,, - TF,~.,,,, we associate the sets Ct = {(kj,k,!) 
such that 3k E F, k(a(xl,xz))+ h(kj(xl), kj(x2)) is a rule of T and (t,u) 6 ?k,} and 
C2 = {(kj,kj) such that 3k EF,k(o(xI,x2)) -+ 6(kj(xl ), kJI(x2)) is a rule of T and (t’, 
u’) $?’ Tk;}. So, for any couple of sets Cr and C2, for any rule k(o(xl,xz))-+ G(kj(xl), kj 
(x2)), we have either (kj, kJ) E Cl or (kj, k,‘) E C2. Assume that ~~,,,~,,,, - ?F,,,,,~, is in- 
finite. Then because T is a finite states transducer, there exist (a(& t’), 6(u, u’)) and 
(40, r’), d(w, w’)) in FE,,,,.,,, - %,i;F,,.n ( ) 
_ computed from a state q of E with a same rule q(a(xl,xz)) ---f h(qi(xl), qi(x2)), 
_ associated with the same sets Cr and C2, 
- and such that z(t) # rc(r). 
Let us consider the couple (o(t,u’),6(u, w’)). 
It is computed from E by using the rule q(o(xI,xl)) + 6(qi(xl), qi(x2)) and so it is in 
%E,,<>.o,~ But it cannot be computed from any state k of F by using the “initial transfor- 
mation” (a, 6, 0), because for any rule k(g(xI,xz)) -+ h(kj(xl),kj(xz)), we have either 
(t, u) @ ?,,, or (v’, w’) $! ?k,. So (o(t, II’), 6(u, w’)) E FE{,,,, /) - !?F ,“,,,,,, / which contradicts 
(i) above and so the difference ?E,,,,,,,, - F,v,~,,) ,,,, is finite. 0 
Remark. Only letters of rank at most 2 are considered in this proof but there are 
no significant differences for the other cases. We obtain the same kind of lemma for 
letters of rank greater than 2 [l]. The following example illustrates the case 0 of rank 
2 and 6 of rank 3. 
Example. Let T and T’ be two transducers of NdT-LL defined by: 
T: q(& Y)) + &ql(x),qz(y)> 41 (x)> 
41(4x>) + 4q1 (x)) 41(4+5 
qz(@)) -+ a(q2G)) q2(Ci) + 5 
7”: k(a(x,y))i6(kl(x),k2(y),kl(x)) k(o(x, Y>> 4 Wl(x), k;(y), h(x)) 
k(a(x,y))i6(kl(x),k3(y),k4(y)) 
kl(4x))--t@l(x)) Ma(x)) + 4W>> 
k,(Z)--tci kz(i) + CL 
k:@(x)) -+ a(k;,(x)) k;@(x)) -+ c4k:,(x)) 
k:,@(x))--t4k;,(x)) k&4x)) -+ a(k:,(x)) 
k;,(ii)--,ci ki2(it) -+ ~2 
B(E) --f ii k4(ii) + ii 
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The difference L,,,,,, - ?I+ ,).,i,T - - with 0 = (2; 1,2, I), is reduced to the couple (@a, a), 
&a, cc, a)). 
Corollary 4.1. Let T be a non-deleting letter-to-letter top-down tree transducer. There 
exists a natural number, denoted by A, such that for any globally equivalent sets of’ 
states E and F, for any initial transformation (0,6, O), as soon as n(t)> A, we have 
(4u) E FE,“,,,,, @ (tyu)E %& ,/,’ 
Proof. From Lemma 4.1 we conclude that for any globally equivalent sets of states E 
and F of an infinitary transducer T of NdT-LL, for any initial transformation (a, 6, O), 
there exists a natural number 3 _~(E,F),(~,~,u) s ch that, as soon as n(t) > &E,F),(o.6,0), we 
have (t, u) E FE,~.,,.,,,,, @ (6 u) E TF,~ ,,.I,,. 
Now let 3. be an upper bound for these integers R~E,F),(,,J,~~) obtained for all globally 
equivalent sets of states and for all final transformations (a,d,H) and let NF be the 
number of finitary states of T. We define A as the natural number Sup(R,NF). 0 
In order to eliminate the differences FE,“,,,.,,, - ?F~~,,,,~,, (for E and F globally equivalent 
sets of states of a transducer T of NdT-LL) we will consider as atomic the rewritings 
of the trees of these finite sets. It is formalized by the following construction. We do 
not give an algorithm to compute this bound A but, even if the constructions are valid 
for any natural number A, the correctness of the results is connected to a large enough 
value of this integer. 
4.2. A-Semi-normalized forms 
For any natural number A, we associate with any non-deleting letter-to-letter top- 
down transducer T = (C, A, Q, F, R) its A-semi-normalized form T” = (C”, A”, Q”, F”, 
R”) and constructed as follows. 
In order to control the height of the trees which are computed, for any state q 
of T, we will find in T” the state q<“, from which only trees of height less than 
A (identified with new letters) are computed and the state q” for the other trees. So, 
Q” = {qCn, 4.’ 1 q E Q} and F” = {qCn,q” 1 q E F}. 
For every couple of trees (t, u) E Fq such that n(t)<A, we construct a new rule of 
the form qCn(t) + u if n(t) < A or of the form q”(t) 4 u if n(t) = A where the ground 
trees t and u are identified with new nullary symbols. We also adapt the “non-ground” 
rules of T and we get as rules of T”: 
- q”(o(x)) -, &q;(x)) for any rule q(o(x)) + G(qi(x)) of T, 
- #(o(x)) + &q?(x),q/(x)) for any rule 4(4x)) + &q,(x),qj(x)) of T, 
q”(~(xl~X*))--,~(qn(xu(l)),~:(xrr(2))) for any rule 
4n(a(xl,X2))~6(qi<n(xo(l)),q~(xo(2))) 4(“(xl,X2))~fi(qi(XO(I)),qj(XB(2))) 
q”(a(xl,X2))~S(qn(xH(,)),q,<“(xncz,)) of T 
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Computations in T and T” are nearly identical with the only slight difference that 
when computations of trees and subtrees of height less than LI are realized in several 
steps in T, they are realized in T” in one step. So we get: 
Proposition 4.1. Let T be a non-deleting letter-to-letter top-down tree transducer. 
For any natural number A, for any sets of states E and F, p~ = F,v @ ?t = ?,6. 
Moreover we have: 
Lemma 4.2. Let T be a non-deleting letter-to-letter top-down transducer. There exists 
a natural number A such that for any couple (E,F) of globally equivalent sets of 
states, for initial transformation (a, 6, O), F{,,,) _,,, = F{ “,*, (],. 
Proof (Hint). As a consequence of the construction of T”, each term t over C of 
height less than or equal to ,4 is now of height 0 over CA. Then with Corollary 4.1 
we immediately conclude. 0 
Remark. To avoid a multiplication of notations and because the context always allows 
to decide what transducer, among T and T “, is concerned, for any set of states E of 
a non-deleting letter-to-letter top-down tree transducer T, the set of states {q”,q<” 1 
q E E} of T” is also denoted by E. 
We now prove that, when /i is large enough, from two globally equivalent sets 
of states E and F, for each (t, u) E ?k = ? $, there exist computations of (t,u) in Tk 
and TFA such that each node of the input tree t is rewritten with the same torsion in 
both computations. In order to formalize this fact, we introduce a new form of the 
transducer for which the torsions applied in a computation are encoded in the node of 
the output tree. 
Construction of T A,d’ From T” = (C”, A”, Q”, F”, R”), non-deleting letter-to-letter top- . 
down transducer, we construct T A*d = (CA, AA,d, Q”, F”, RA,d) as follows: 
_ q(t)4 ujd is a rule of R”,d and uid E AA,d if and only if q(t) + u is a rule of R, 
with tEC* and UEA” 
- q(t(x1, . . . ,x,))-us(ql(xe(l)),...,qm(xB(m))), nE{L2), is a de of RA*d and USA 
A”jd if and only if q(t(xl,. . . ,x,)) + u(ql(xs(l)), . . . ,qm(xecm))) is a rule of R”. 
For any computation of (t, u) in ^r”, we denote by (t,ud) the corresponding couple 
of TA,d. So we can now state the following lemmas: 
Lemma 4.3. Let T be a non-deleting letter-to-letter top-down transducer and let E 
and F be two globally equivalent sets of states of T. There exists a natural number 
A such that for any couple of trees (t,u) of !?t (= F,!), for any prefix to of t, for 
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any q E E, for any computation 
q(to(tl,...,tn))~~~~.~~u;f(q,(tU(,))~.~.,q*(t~(M)))-TST’u~(u,,...,u,) 
there exist a state k E F and states kl, . . , k, such that 
k(to(t, ,...rtn))~.‘T”“u~(k,(tec,,),...,km(tt)(rn)))~T’U~(U,,...,U,). 
Proof. It is by induction on the prefix to of t. Let n be the natural number defined in 
Corollary 4.1. 
_ By lemma 4.2, it is obvious that for any (t,u), property is true when the prefix of 
t is a letter of C”. 
_ Assume now that for trees of the form to(t,, . . . , t,) in ?,$, property is true for the 
prefix to and let us show that it is true again for a larger prefix. 
For any j E [n], we consider the sets 
Qj={qj Iq(tdxl,.~~~xn)) ~T1.dU;l(ql(XB(1)),...)qj(XO(j)),...r4m(Xn(m))) 
with q E E and ‘di E [ml, pq, # 0) and 
Kj={kiIk(to(xl,...,x,)) -f)~‘“~;f(kl(Xg(l)),...,k/(Xg(j)),...,k,(Xg(m))) 
with k E F and Vi E [ml, ?k, # 8). 
First, let US show that, for any jE [ml, Qj and Kj are globally equivalent sets of 
states. In fact, if Qj and Fj were not globally equivalent, there would exist at least 
one couple (7, ii) in Ti - 7’6, that is to say a computation q(to(fl,. . ., 7,. . ,i,,))2rtd 
~~(qi,(?n~~)X...,q,(~),.~.,qi,,~(ln~m,)) and t eci)_T,,, Z.Q with qEE and qjEQj, when for 
any computation k( to( fl, . . , 7, ..,T,))~,~.,~~(ki,(tecl,),...,ki,(z),...,ki,,(t;(,))) with 
k E F and ki, E Kj, (7, ji) cannot be obtained from ki,. It contradicts the assumption 
that property holds for to and so the sets of states Qj and Kj are globally equivalent. 
Let to(,) = a(ti,. . ., t;>. so qCto(t1 , . . . , tn)) -fty,<.dUi(. . ,qi(O(ti . . . , ti)), . . .) -rST4 Ut(, . . , 
6(~‘, . . . u;),. . .) and k(to(tl,. ., tn)) :-ty~.~, u:(. . . ,ki(g(t{ , to),. . .)-fsr~ u{(. S(U’, . . . 
u;)...). We have qiEQi and kiEKi and (@ti ,..., ti),d(ui ,..., $,))EF~z=?~ as Qi 
and Ki are globally equivalent. Consequently, by Lemma 4.2, for any initial torsion ,M, 
9 
Qi 6. ,,. ,/ / 
_ ^r” 
K, ,“,,,. ),, = 0. Finally, we obtain 
q(to(t1,. . . > tn)) 5T1.0 24!(. ,qi(C(t{ . . .) tj)), . .) 
+ +& . ..) 6(q’l&,,) )...) q;&&) )... )-TsTlz&. .,6(24’, ..A&. .> 
and 
k(to(tj,. , tn)) +.d u$(. . . , k;(a(t; . . . , to), . . .) 
++&..., W:(t;&,. . , k;(t;cp,)),. . .> :,,t IL;<. .,6(u; . A;), . . .). 
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Thus, 
q(to(tl,~ . > tn))&.” u$(. . ,qj(o(t; . . . ,ti)),. . .) 
+ T,l l/L&. . .) BJq;(t;(,)), . . . ,q;(&,))), .)&A u;I(. . . ,6&d; . . . u;>, . . .) 
and 
k(to(tl> . . . ) t,)) &.” u;( . . . ,kj(o(t; , t;)), . . .) 
-~l.“~~(...,G,(kl(t:(,,), . . . . k;(&,,)) ,... )%u;( . . . . 6,(u; . ..u.) ,... )_ II 
Proposition 4.2. Let T be a transducer of NdT-LL. There exists a natural number 
A such that, for any sets of states E and F, ?/,d = ?,!‘d H ?E = ?F. 
Proof (Hint) By Proposition 4.1, we have, for any natural number A, ?i = ?,$ H 
?E = ?,c. Now, we have obviously ?$d = F$d + ?E = ?F. In the other direction, we 
apply the previous lemma (using as prefix of a tree the tree itself). 0 
Let us note that, if some input subtrees are duplicated in a computation of a couple 
(6~) of T, A,d, Proposition 4.2 allows us to claim that there exists a computation of 
(t, U) in TF n,d which duplicates the same subtrees. 
From these /l-normalized forms, for which the torsions are expressed in the nodes 
of the output trees, we now construct automata with equivalence constraints. 
4.3. Automaton associated with the A-normalized form of a transducer 
In this section, for any natural number A we associate with the A-normalized form 
T”,d of any non-deleting letter-to-letter top-down transducer T a bottom-up automaton 
with equivalence constraints, denoted by A”, which recognizes encodings of the couples 
of trees of Fn,d. 
As the torsions are expressed in the nodes of the output trees, it is no more useful 
to apply them. Because of the non-linearity, to build a “superposition” of a given input 
tree and of one of the output trees associated with it, whenever a non-linear rule is 
applied, each duplicated subtree will be “superposed” with its image. 
For instance, the couple ( a , b, ), (with 0 = ( 1; 1, 1 ) ), of a tree transformation 
I /\ 
7 A 4’” 
will be encoded in 
/ C3 
(af b,;’ 
( a, b, > (a,+> 
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Note that, because a non-linear transducer can duplicate an input subtree and then 
process the copies differently, we obtain, from the same input tree t, different couples 
of trees (t,ul), (t,u2), (t,u3). These couples are encoded into equivalent trees denoted 
by < t,uij, (t,4, (t>U3). 
For instance, the superpositions ( a, b, ) and ( a, uid ) are “equivalent”. 
(f.~-f>) ’ t, u2 ( 6 u3 > 
Using a noetherian and confluent non-deleting letter-to-letter rewriting system which 
associate with each superposition (t, u) the tree t, we can check whether or not two 
superpositions (t, u) and (t’, u’) are “equivalent”. 
So any non-linear rule can be translated into a transition with equivalence constraints. 
We now successively define the superposition and the construction of the automaton. 
Superposition: First of all, let us define the alphabet used in the superpositions. 
Definition. The product Z @ A of two ranked alphabets C and A is the subset of the 
Cartesian product C x A composed of couples of letters (CT, 6) where IJ E .Y, ~3 E A and 
p(a) <p(6). The rank of a letter of C ~8 A is defined as follows: 
Rank of (T E C Rank of 6 E A Rank of (IT, 6) 
” 
In order to encode every couple of trees (t, u) of r,l x Td I.., in a tree of T, I g d 1 ,I, 
denoted by [t,u], we define the following partial function superposition such that 
[t, u] = superposition( t, u ) 
Function superposition(t, u) 
begin 
if n(t) = 0 and u = 6id 
then return (t,u) 
else 
case: t = cx(tl) and u = &(~i) 
return (cI, &d)(superposition(tl, 241)) 
case: t = cr(tl) and u = &(u~,zQ), 0 = (1; 1,1) 
return (c(, &j)(superposition(t~, 241 ), superposition(tl, 242)) 
case: t = a(tl, t2) and u = &(ui, ~2) where 0 is a bijection on [2] 
return (cc, Gw)(superposition(tl, zqj(1 j),superposition(tz, 2442))) 
otherwise: no output 
end if 
end 
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Construction of the rewriting system z: We now define the l-reduced rewriting sys- 
tem r: 
By induction on the height of the trees, we easily prove that for any w E Tp B d~.d 
there exist t E T,.d and u E T,, d such that w = [t, U] and w 5, t. 
Construction of the automaton A . A From T”,d = (Z”, A”,d,QA,FA,RA,d), we construct 
the automaton A” = (C” @ AA*d, Q”, F”, 9P’) of REC, as follows: 
Lemma 4.4. Let A” be the automaton of REC, associated with the A-normalized 
form TA,d. We have q(t) AT.j.d u H [t, u] AsA,+ q.
Proof. The proof is by induction on the terms. There are several cases, but we only 
consider two. Some obvious adaptations are necessary for the other ones. 
Case 1: Let t=o(tl,tZ). q(o(tl,t2))3_tm.d ~id(ql(tl),q2(t2))-TSTn,d &(u1,u2) (we 
have a similar proof when the torsion 0 is the permutation (2; 2,1)) implies that 
(i) q(c(xr,x2)) + bid(ql(Xr ),qz(xz)) is a rule of TATd, 
(ii) ql(tl ) &.u UI and qz(t2) &d.d 242. 
By the induction hypothesis from (ii) we obtain that [tl,ul] A,p q1 and [t2,u2] :A~ q2. 
Now, by construction, from the rule q(o(xl ,x2)) -+ 8id(ql (x1 ), qz(x2)) of TAad, we obtain 
the rule (0, did)(ql, q2 > + 4 in A ‘. And so we conclude that (a, d)([t,, ul], [t2,uz]) 5SA~ q. 
Conversely [t, u] = (a, &d)([tl, ul], [tz, uz]) 5,~ q implies that 
(i) there exists a rule of the form (a,&)(ql,q2)+q in A”, 
(ii) and [tl,ul] $A~ q1 and [t2,u2] :A^ q2. 
By the induction hypothesis from (ii) we obtain that q,(tl) &,d UI and qz(t2) 
$T~.d 14. Now by the construction of A”, we know that the rule (a,&)(q~,qz) --f q in 
A” comes from the rule q(o(x,,x2)) -+ 6id(q1(x1),q2(x2)) of TA,d. So we conclude that 
q(c(tl,t2))-T)T^.d &d(ql(tl ),q2(t2))5ttr.d.d &d(ul,uZ). 
Case 2: Let t=a(t’). q(o(t’))$_TSTn,d &j(qf(t’),q2(t’))&4,d &(ul,u2)* 
6) q(4x)) + &(ql(x),&x)) is a rule of TATd, 
(ii) ql(t’) AT”,d UI and qz(t’) -&A,” 242. 
Y Andre, F. Bossut I Theoretical Computer Science 205 (1998) 207-229 221 
By the induction hypothesis from (ii) we obtain that [t’,ui] AsA, q1 and [t’, ~21 $A, qz. 
Moreover the superpositions [t’,ui] and [t’,~z] are equivalent. Now by construction, 
from the rule q(o(x)) + &(q,(x), qz(x)) of T”,d, we obtain the rule (a, 60) 
(ql,q2)[1,2] +q in A”. And so we conclude that (a,6s)([t’,ul],[t’,~2])~~~’ !I. Con- 
versely [t, U] = (a, &)([t’, ui], [t’, ~21) 5SA 1 q implies that 
(i) there exists a rule of the form (a, &)(ql, q2)[ 1,2] ---f q in A”, 
(ii) and [t’, ui ] 57‘A t q1 and [t’, ~21 :A t q2. 
By the induction hypothesis from (ii) we obtain that ql(t’) :r I d u1 and qz(t’) A~I.,, ~2. 
Now by the construction of A”, we know that the rule (a,&)(qi,q2)[1,2] + q in 
A” comes from the rule q(a(x)) -+ &(ql(x),q2(x)) of T”34. So we conclude that 
q(c(t’)Gj+ &(ql(tl ),q2(t2)G+T c’ &l(W?%). 0 
We can now state the following property: 
Proposition 4.3. Let T be a transducer of NdT-LL and let E and F be two sets 
of states of T. There exists a natural number A such that ?E = ?r % {[t, u] 1 3q E 
E [t, u] :A 1 q} = {[t, u] 1 3k E F[t, u] AA I k}. 
Proof (Hint). By Proposition 4.2, there exists an integer A such that ?$d = ?$d H 
?E = ?F. From Lemma 4.4, we have q(t):r,,,, uu[t,u] :Al q. So, p/3d =?$d ++ 
{[t,u]]3qEE[t,u]~TSA”q}={[t,u]13kEF[t,u]++rk}. 0 
From this result and the decidability of equivalence for automata with equivalence 
constraints, we get : 
Theorem 4.1. Equivalence of non-deleting top-down letter-to-letter transducers is de- 
cidable. 
Proof (Hint). From Proposition 4.3 and the decidability of equivalence in REC,, we 
deduce that equivalence of sets of states of a transducer T is semi-decidable; non- 
equivalence is obviously semi-decidable. So, equivalence is decidable. Now, two trans- 
ducers T = (C, A, Q,I,R) and T’ = (C, A, Q’, I’,R’) (with Q n Q’ = 0) are equivalent if 
and only if their sets of initial states I and I’ are globally equivalent. To conclude, we 
consider the transducer 5 = (Z, A, Q U Q’, I U I’, R U R') 0 
4.4. Other classes of letter-to-letter transducers 
The method used in the previous sections to establish the decidabi lity of equivalence 
for non-deleting top-down transducers is powerful enough to allow various extensions. 
In a previous work [2], we established the following result: 
Theorem 4.2. Equivalence of linear letter-to-letter top-down transducers is decidable. 
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On the other hand, our method does not allow to investigate the general (non-linear 
and deleting) top-down case because, as it is illustrated in the following example, 
Lemma 4.1 fails. 
Example. Let T and T’ be non-linear and deleting letter-to-letter top-down transducers 
defined by 
T: q(o(x,y))j6(ql(x),ql(y)) 
q(a(x, v)) + 6(Sl(X)> q2(x)) 
cd44 Y)) -+ &q2(.Y), 41(Y)) 
T’: N+,Y))+ &ql(x),qdx)) 
WQ(X> Y > + &qz(Yh 41(Y)) 
with 
{ 
41(@))+a(q1(x)) ql(a)--)a 
qz(@)) + a(qz(x)) 42(i) + a 
qz(@)) -+ a 
T and T’ are equivalent transducers: 
^r= F’= {(cr(a”(~),a”(~)),6(u”‘(~),u”‘(~))) 1 m’ and n’<Max{m,n}}. 
Couples of trees (a(~“($, u”(G)), &u”(Z), u”(Z))) obtained by the first rule of T, which 
is torsion-free, will be produced in T’ as follows: 
Wo(aYZ), a”(a))) 5 &ql (a”(Z)), q2(arn(4)) 
: G(u*(a), u”(a)) 
in the case n <m and 
k(fl(a”(G a”(i))) 5 J(q2(e4), 41 (MYi))) 
: 6(a”(fq,a”(E)) 
in the case m<n. 
To end, let us note that the general bottom-up case can be completely solved by our 
techniques [3]. 
5. Conclusion 
From Theorem 4.1, we can deduce a recursive procedure for testing equivalence of 
NdT-LL; this procedure is based on semi-decision algorithms. Thus, we cannot give 
an estimation of its complexity but surely it would be rather bad. So, some extensions 
of our work immediately arise: 
- designing an efficient decision procedure, 
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~ bounding the value of the integer A (the main difficulty comes from the fact that 
we consider differences between subsets of tree transformations). 
To end, as obvious applications of our results, let us quote for instance 
_ checking the relevance of a rule of a letter-to-letter transducer, 
- decision of equivalence for letter-to-letter transducers modulo commutativity of some 
operator symbols. 
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