Introduction
Many queueing problems may be formulated as random walks on multi-dimensional grids. There are several results on the equilibrium distributions for such random walks. Wellknown are the conditions for getting an equilibrium distribution with product form (see for instance the paper of Baskett et al. [7] ). For selected problems results have been obtained using generating function techniques. Well-known in this category are the papers of Kingman [20] and of Flatto and McKean [15] on the symmetric shortest queue problem. In these papers it is shown that the generating function for the equilibrium distribution of the lengths of the two queues is meromorphic. This result can be exploited for showing that the equilibrium probabilities can be written as an infinite linear combination of product forms. However, this approach does not lead to a tractable road for finding the explicit expressions apart from the first two terms which require already considerable effort. A similar approach has been used by Hofri for a multiprogramming queueing problem with two queues involved (see Hofri [17] and also Adan et al. [6] for some additional information).
There are more general results regarding the use of generating function techniques for random walks on two-dimensional grids which are relevant for queueing problems. The work of Iasnogorodski and Fayolle [12] , [13] , [19] and also of Cohen and Boxma [11] shows how the analysis can be reduced to the solution of a Riemann-Hilbert boundary value
In a couple of recent papers ( [3] , [1] ) the present authors have shown that the symmetric shortest queue problem and Hofri's multiprogramming problem can be treated quite elegantly by using a compensation approach. In fact, the authors have exploited the same ideas to solve the asymmetric shortest queue problem and the shortest queue problem with threshold jockeying ( [4] , [5] ). In each case the essence of the approach is to find a sufficiently rich class of product form solutions for the equilibrium equations away from the boundaries and use this class for the construction of a linear combination of product forms which also satisfies the boundary conditions. In three of the four cases this construction is of a compensation type. This implies that, after introducing the main term, product forms are added one by one in order to compensate for the error introduced by the preceding term on one of the boundaries. Of course, this approach only works if the successive terms converge sufficiently fast to zero. In all these cases a fast numerical method is obtained which provides the user with error bounds.
The goal of the present paper is to investigate whether it is possible to generalise this compensation approach as described in the last paragraph. Therefore, we will consider a continuous-time random walk on the two-dimensional grid of the positive quadrant and try to find under which conditions the compensation approach works. In order to keep the boundary conditions simple, we consider random walks with transitions to adjoining gridpoints only (horizontally, vertically and diagonally). Of course it is required that the random walk is ergodic. The other main condition that will appear is that for transitions starting in the inner region the sum of the coordinates is not increasing. However, it also appears that the approach as described above should be amended in the following way. Depending on the boundary conditions it is possible that more than one initial product form exists, each generating a series of compensating terms. Hence, the equilibrium probabilities are represented by a linear combination of series of product forms rather than just by one series of product forms. Moreover, as also encountered in the analysis of Hofri's multiprogramming problem [1] , we may have to cope with the fact that the series-representation for the solution diverges near the origin.
The paper is organised as follows. In the next section the model is introduced together with the equilibrium equations to be solved. In Section 3 the compensation method is introduced as a formal method leading to a formal solution. In Section 4 convergence conditions are investigated. Section 5 is devoted to the existence of feasible initial terms. Section 6 presents and proves the main result and, finally, Section 7 contains comments and conclusions.
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The model and the equilibrium equations
The main purpose of the paper is to explore the basic conditions for random walks on twodimensional grids to have equilibrium distributions which can be represented as infinite series of product forms. Therefore the model is kept as simple as possible.
We consider continuous time Markov processes on the pairs (m, n) of nonnegative integers which have the property that transitions can only take place to adjoining points (horizontally, vertically, and diagonally) in such a way that the rates for transitions starting at inner points do not depend on the starting point and similarly for both boundaries.
The transition possibilities and rates are depicted in Figure 1 . In fact, our Markov processes are continuous time random walks on a grid.
The rationale for this choice is the following. The symmetric shortest queue problem as well as Hofri's multiprogramming problem satisfy the conditions of this model, although the shortest queue problem needs a transformation first (see [2] ). For the shortest queue problem, m denotes the queue-length of the shortest queue, whereas n denotes the excesslength of the second queue (length second queue minus length first queue). We then have the grid m > 0, n free. The points with n < 0 can be eliminated exploiting the symmetry.
For the asymmetric shortest queue problem this last step is not possible, so in that case we keep a Markov process on the grid m > 0, n free, which behaves like a different random walk on each of the parts n > 0 and n < 0 with the line n = 0 as a kind of frontier in between. In [4] it has been proven that the solution on each of the two parts can be written as an infinite linear combination of product forms. This makes it clear that for more complex situations than the ones treated in this paper a compensation approach will work. Also the restriction to transitions to neighboring points does not seem to be essential, however, it facilitates the handling of boundaries in a similar way as the restriction to processes on one quadrant only.
We suppose that the equilibrium probabilities {Pm,n} exist for this Markov process, which we suppose to be irreducible from now on. The equilibrium probabilities satisfy the following relations, which are obtained by equating for each state the average Dumber of times per time unit the state is reached and the average number of times per time unit the state is left. The equilibrium equations for the states (0,0), (1,0), (0,1) and (1, 1) are left out because of their minor importance to the analysis.
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The compensation approach
In this section we will attempt to construct a formal solution to the set of equations Let us start by considering an arbitrary productform am (3n with (possibly complex) 0, (3 satisfying equation (3.1). Most likely, this form will not satisfy the vertical boundary equations (2.2) and (2.3). Therefore, the straightforward compensation idea would imply the adding of a compensating term rom f;n such that am (3n +romf;n satisfies (2.1)-(2.3). However, it will appe8.! that this choice does not provide sufficient freedom for an appropriate choice of c, &, (3. In fact, as we will see, (3 is forced to be equal to (3 and & should constitute together with a the roots of (3.1) for the given (3, only leaving c for fulfilling two requirements. Therefore, we immediately choose a compensation procedure which is slightly more complicated: for n > 1. Except when coefficients are equal to zero, this condition requires After exploiting (3.1), we find for A:
For B the same formula is obtained with (3 replaced by f; (note that also & and f; satisfy (3.1)). For C the q should be replaced by II and fJ by /3.
A is only equal to zero for two specific values of fJ or it is identical to zero. In order to avoid all sorts of special cases, at this moment we suppose for the time being that A, B, C and similar terms are not identical to zero:
(there is a rate component to the east);
(there is a rate component to the west);
(there is a rate component to the north)j
(there is a rate component to the south);
(reflecting m-axis).
Under this assumption, it may still happen that A, B or C is incidentally equal to zero, but we will first proceed in a formal way without taking that possibility into account and check this point later. Hence, we conclude that /3 and pshould be equal to (3. Since 0 and /3 have to satisfy (3.1), it follows that 0 must be the companion solution to a of (3 .1) given (3. Insertion of the formulae for Zm,n into equation (2.3) gives a similar equation as (3.2).
Altogether this gives two linear equations in C and e which can easily be solved.
For the horizontal boundary equations (2.4) +,Q + .
Xl "
c -
e -
Then Zm,n satisfies (£.1), (£.£) and (£.9), if c and e are chosen as follows:
(ii) Note that we did not introduce %0,0' The main reason is that the equilibrium equations in and around the origin have been deleted.
Below we will formula.te the recursion relations for ai, Pi, Ci, d i , ei, and fi.
For the initial roots ao and Po of the quadratic equation (3.1), the sequence /P-2, /P-l, / Po '" / PI", /".
•..
is generated such that for all i the numbers ai and ai+1 are the roots of (3.1) with fixed I' =Pi, and Pi and 13iH are the roots of (3.1) with fixed a =ai+1. 
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Ci, i~0, 
,.,,+1 ,." 12) and analogously d, and f'+1 for i < 0 can be obtained from d it1 by
This concludes the definition of zm,n(QO, (30)' For any pair of roots 00, /30 of equation 
Convergence results
Under favorable conditions Zm,n(OO, (30) reduces to a finite sum. This happens if C; or d i vanishes for some i~0 and for some i~0, which means that from there on no compensation is needed anymore (all succeeding coefficients vanish due to the recursion).
A simple example is that of two independent M I M II-queues, each with workload p, where for 00 = p and /30 = p no compensation is needed at all, so zm,n(P, p) reduces to Under unfortunate conditions compensation fails. This happens if for some value of i the equation (3.1) with fixed /3 = /31 or fixed a = 0i+1 reduces to a linear equation, so the necessary second root does not exist. If the second root is equal to the first one, then it can be verified that the compensation procedure constructs the null solution. Furthermore, compensation fails if for some value of i the denominator in the definition of the coefficients vanishes (cf. (3.11)-(3.13)).
Let us suppose in this section that for the initial Qo and /30 in at least one direction infinitely many compensation terms are needed and that compensation is always feasible.
We investigate under what conditions the infinite linear combination Zm,,, (Qo, (30) converges. For convergence of zm,,, (Qo, (30) for fixed m and n we will require that Qi and /3i tend to zero as i tends to plus or minus infinity. For convergence of the sum of zm,,, (Qo, (30) over all values m and n (necessary for normalization) we will require that 10il < 1, l,8il < 1 for all i.
Below we investigate the implications of these convergence requirements for the transition structure in the interior of the state space. Numerical experience suggests that the behaviour of Qi and /3, in case that ql,l + qO,l +ql,O > 0 is essentially different from the behaviour of Qi and fJ; in case that ql,l +qO,l +ql,O =O. In the first type of case, examples do not show convergence for 0" but rather a wild oscillating behaviour. However, in the second type of case, experiments show very fast convergence of Qi both for i -+ 00 and i -+ -00. Indeed, it is simple to prove that ql,l + qO,l + ql,O = 0 is necessary for convergence to zero of a, and p,. Therefore This condition says that for convergence to zero of OJ and (3i there may not be a northeast component in the transition rates for inner grid points. Luckily, the case of two independent M I M II-queues did not need any compensation at all, since Lemma 4.1 shows that compensation would not work in such a case. If we change the boundary conditions of two independent M I M I I-queues in such a way that an idle server may help a busy one, then compensation would be welcome, but it would not work according Lemma 4.1 and indeed the solutions are more complicated in these cases (cf. Fayolle, Iasnogorodski [13] and Konheim, Meilijson, Melkman [21] ). We will now investigate whether this condition guarantees that the convergence requirements are satisfied for any pair of roots (00, Po) of (3.1) satisfying 1001 < 1, 1. 801 < 1. Therefore we suppose that the condition is satisfied and moreover, to avoid exceptional situations, that there is a rate component to the south-west:
(there is no rate component to the north-east)
(there is a rate component to the south-west) Note that this assumption together with the assumption of Section 3 implies:
Part (i) of the assumption leads to a considerable simplification of the double-quadratic equation (3.1) for a and P which provides a solution to equilibrium equation (2.1) for inner grid points. This enables us to prove the following properties for the roots, where it is assumed that (3.1) has always two roots for a when Pis fixed (and the same of 0 Instead of trying to prove this lemma directly from the solutions of the quadratic equations, it is easier to first rewrite equation After renumbering the terms this amounts to the requirement that the initial product 0'0.8'0 fits the horizontal boundary conditions (d_ 1 = 0) if 1001 > 1.801 or otherwise the vertical boundary conditions (C1 =0). In such a case we have to generate compensation terms in the decreasing direction only. Pairs 00,.80 which satisfy these requirements will be called feasible pairs. That means, feasible pairs are roots of (3.1) satisfying 0 < 1001 < 1 and 0 < 1.801 < 1, such that 0'0. 8 
The result generalises lemma 3 in Kingman [20] and also the proof is a direct extension of Kingman's proof. 
Adding this relation for i and i +1 yields for i~0,
Similarly, we obtain for i~0 the analogy of (4.5) for l/fiil
Inserting that equality into (4.6) gives for i~0 that
This is a second order inhomogeneous recursion relation for :; I whose solution is given by (4.7) where A and~are given by (4.2) and (4.4) (note that by the assumption the denominator q2 -4ql,-lq-l,l is positive), and al and a2 are complex constants, which follow from the initial values 1/00 and 1/01' To establish (4.1) it remains to prove that al and a2 satisfy After having investigated, in Section 4, the convergence conditions, the question arises whether there really exist feasible pairs which generate a convergent series. And if so, how many feasible pairs do exist? In this section we will derive conditions for the existence of feasible pairs and show that the possible number of feasible pairs directly follows from the transition structure at the boundaries. We will also show that all feasible pairs are real. We will only treat feasibility with respect to the horizontal boundary, that is we only consider roots 00, Po of (3. kzm,,,(&o,'so) + kz m ,,,(&o,.8o) Because of the analogy between both cases, the details will be omitted. 0
The next question, of course, is: do such feasible pairs really exist if ho,l +hl,l +hl,o > 0, that means in the first two cases of the preceeding theorem. The following theorem states that in the case q-l,-l + qO,-1 + ql,-l~q-l,l indeed the maximal numbers of feasible pairs are found and that in the other case the same is true if an extra condition is satisfied. Later on in this section it will appear that this extra condition is exactly Neuts' mean drift condition (see [20] , Theorem 1.7.1). Proof The proof will not be given in full detail since it is rather lengthy but not very exciting. The proof essentially consists of a careful study of the behaviour of the 131 roots of equation (3.1) as function 0 (and vice versa). We will highlight the proof as far as necessary to make it clear how and why condition A enters. Equation (3.13) gives the definition of d i for i < 0 as a quotient. Therefore, for d_ 1 to be zero it requires that the numerator of (3.13) is zero and the denominator is unequal to zero: we get that ao has to be a root of the equation
Denote by LH(a) the left-hand side of (5.5) and by RH(a) the right-hand side. In The lemma easily follows once it has been shown that the square root in (5.4) is strictly concave for 0 < 0: < 1. The latter property can be derived by straightforward calculations.
It is easy to verify that at the boundaries 0: = 0 and 0: = 1,
RH(O+) > LH(O)
Hence, in case hl,l +hO,1 +hl,o > 0, there is a root of equation (5.5) in the interval (0,1) if q-l,-l + qO,-1 +ql,-l > q-l,l and otherwise the following extra condition is required: Condition A
RH'(l) > LH'(l).
Remark that the square root in (5.4) vanishes at 0: = 1 if q-l,-l +qO,-1 +ql,-l = q-l,l and thus the (left) derivative of this square root at 0: = 1 is -00. Consequently, in this case the derivative of RH at 0: =1 is +00, so Condition A trivially holds.
Combining all these results we can formulate: The left-hand side of (5.7) can be defined as the mean drift from level m to m +1, and the right-hand side as the mean drift from level m +1 to m, m > 0, where the mean is taken with respect to the distribution 1r. Then (5.7) states that the mean drift to the higher level should be less than the mean drift to the lower level, and therefore is called the mean drift condition.
In our case, the generator Q is also of the form (5.6), but all elements are infinite matrices and level m is the infinite set of states (m,O), (m,l), (m, 2), .... Hence, we cannot conclude that the mean drift condition (5.7) is a necessary and sufficient for ergodicity of Q. However, if we can show the equivalence of (5.7) and Condition A, then that indicates that Condition A in Theorem 5.2 is not an essential extra restriction which might be removed with some effort. Let us consider therefore the mean drift condition (5.7) in case ql,-l +qO,-l +q-l,-l > q-l,l (so X_(l) < 1) then the row vector 1r = (1ra, 1rl"") is given by
where C is the normalizing constant. The mean drift condition (5.7) then becomes
The interesting point is that the inequality RH'(1) > LH' (1) 
The finishing touch
In this section we will apply the results of the preceding sections for the derivation of the conditions under which the compensation approach really works. In order to do this, we first investigate under what conditions the construction of formal solutions with feasible initial pairs does not fail because of degenerating of the coefficients involved. Then we will prove that the formal solutions constitute absolute convergent series, except perhaps in a neighborhood around the origin. Finally, the results obtained are summarized in the main result of this paper.
In the previous sections we derived necessary and sufficient conditions for the existence of feasible pairs (00, .80) with which Xm,n(OO, .80) can be initialized so as to satisfy the convergence requirements. Let us consider those feasible pairs which fit the horizontal boundary condition (i.e. d_ 1 =0 and 1001 > 1.801 ). There can at most be two such pairs and we denote them as follows if they exist:
where 0+ is the unique root on (0,1) of equation (5.5), and 0_ is its unique root on (-1,0). Each formal solution x m ,n(00,.80) has its own sequence {oi,.8d, which depends on the initial values 00 and .80, and its own associated sequence of coefficients {Ci, d i , ei, Ii} (see The solution xm,n(o-) simplifies accordingly. We will investigate now whether the construction of xm,n(o+) can possibly fail because of a vanishing denominator in the definitions of the coefficients Ci+l, ei, di+l, fi+l (c.f. and therefore only the possibility OiH = 0+ is relevant here. However, from the monotonicity it is clear that 00 = 0+ implies Oi+l < 0+.
In the same way, by inserting 0i =Y+(,8i) (ef. Lemma (ii) The same formulation as (i) with 0+, P+ replaced by 0_,,8_.
By considering small perturbations of the boundary probabilities, it may be shown that violation of the conditions is exceptional. In fact, in Section 7 it will be argued by using a sequence of perturbed processes, that in the case of violation of the Condition the equilibrium probabilities may be obtained by a limiting procedure.
In the sequel of this section we suppose that the Condition and the symmetrical one with respect to the sequences {ai"~i}i:o associated with the series xm,n(t'+) and xm,n(t'-) are satisfied.
We now try to prove that the series (6.1) converges absolutely. We need absolute convergence to guarantee that rearranging of terms is feasible (see (6.2)). The series (6.1) however, possibly diverges in states near the origin of the state space, but we will prove: (ii) The series E:-oo eit'r, which defines XO,n(ao, Po) for n > 0, converges absolutely
We only prove Theorem 6.1 for (ao, .80) = (a+, X_(a+)). The proof is similar for the other potential feasible initial pairs. In two lemmas we will first formulate the limit behaviour of the sequence (ai, .8i):O and the associated sequence of coefficients {Ci, di, ei, fi}~o' With these results the proof of the theorem itself appears to be simple.
Lemma 6.1 Let IY11 > IY2! be the roots of (9.1) for fixed a with°< lal < 1 and let
where d and f satisfy (9.5) and (9.6). Then, as a -+ 0,
Proof Rewrite equation ( and by using the formula for the product of the two roots of a quadratic equation:
The limiting behaviour of the coefficients d and J can be directly obtained by letting 0:~0 in (3.5) and (3.6) and inserting (6.5) and (6.6).
0
By symmetry, we get the analogous result for the roots Xl and X2 with IXll > IX21 of (3.1) for fixed p. d and J have now to be replaced by C and e according to (3.3) and (3. As i~00, then Because 0 < Al < 1 and A 2 > 1, we can define N, mentioned in Theorem 6.1 as the smallest nonnegative integer such that IHVI(P. )N+l < 1.
It can be directly seen from this definitioX: and the limits (6.7) and (6.8) that N is the smallest integer which guarantees absolute convergence stated in Theorem 6.1(i)-(iii). We finally prove Theorem 6.1(iv). Inserting the series (6.1)- (6.4) since the ratio of successive terms in these series tends to IHVI(t-)N+l < 1 as i tends to infinity (whereas for the last two series the limit of that ratio is possibly smaller). This completes the proof of Theorem 6.1. 0 N may be zero, as is the case for the symmetric shortest queue problem (d. [3] ), but N can also be arbitrary large, which depends essentially on the behaviour of the Markov process in the interior of the state space.
Before summarizing the results, we state one other property of the solutions obtained so far: The proof is straightforward and exploits the fact that for each feasible pair 00, f30 the first term o' (ff3c; in the series xm,n(OO, (30) is dominating as m -+ 00 and fixed n > O. An alternative proof exploits Cauchy's theorem.
We now have all ingredients to prove our main result, stating that under certain drift conditions, the probabilities Pm,n can be expressed as a linear combination of the series of products xm,n(OO' (80), with (00, (80) running through the set of at most four feasible initial pairs, on a subset of the state space. Essentially, that subset is the set on which the series xm,n(OO' (80) converge absolutely. By Theorem 6.1 this set is given by Proof Take M at least equal to N, and strictly larger than 1. The latter inequality is only required to initially exclude possible complications in the states (0,0), (0,1), (1, 1) and (1,0), which would be due to the rates rij in the origin. Then, to prove the main theorem, we shall consider the Markov process restricted to the set A(M), that is, visits to states outside A(M) are not considered.
In all states with m +n > M the equilibrium equations, associated with the restricted process, are identical to the ones of the original process, that is, the equations (2.1)-(2.5). 
Conclusions and Comments
It has been proven in the preceding sections that the compensation approach which worked for some specific problems, can be extended to more general random walks on two-dimensional grids. For random walks on the first quadrant it appeared that the essential restriction for the method is constituted by the requirement q1,1 +q1,O +qO,1 =0 (Assumption of Section 4).
If there is a drift in north-east direction, then the compensation procedure does not work.
In some cases (like the two independent MIMI1-queues) no compensation is needed, but in other cases (like the case of two coupled MIMll-queues, d. [13] and [21] ) compensation would be necessary and the solution becomes essentially more complicated. The compensation method is a numerically oriented method and leads to efficient numerical procedures, not only for the equilibrium probabilities, but also for other processcharacteristics like the mean and variance of the waiting-time. Such procedures will not be worked out here for the general model of this paper. In papers on specific models (cf [1] , [3] ) the authors have worked out such procedures in more detail. It should be mentioned here that such specific models have some extra properties which can be exploited for the numerical analysis. In the symmetric shortest queue model as well as in Hoiri's multiprogramming model it appeared that only the pair (o+,X_(Q+» plays a role, so we don't get a linear combination of more series. In the asymmetric shortest queue problem, which does not fit into the structure of the Markov processes treated in this paper, it appeared that two series were essential (d. [4] ).
For the symmetric shorest queue problem, N was equal to zero, but, for Hofri's multiprogramming problem, N could be positive, depending on the parameter values.
As said before the non-existence of a north-east drift is apparently an essential restriction for the applicability of the compensation method. Other assumptions made in this paper seem either to be natural (like the drift conditions of Section 5) or non-essential. In the sequel of this section we comment on several technical aspects of the paper, mainly regarding such seemingly non-essential but convenient restrictions.
a. The state space was chosen as the first quadrant of the two-dimensional grid. In the opinion of the authors, the extension to higher dimensions should be feasible as well as the extension to other boundary structures. The case of three dimensions is investigated currently, but as yet without definitive results. The asymmetric shortest queue problem appears to represent a random walk on the grid of the right half plane with different properties for the upper and lower quadrant. So, the horizontal axis forms a kind of frontier between the two areas. The method appears to be well-extendable to this case (d. [4] ). Hence one might expect that extensions with regard to the form of the state space are quite well possible.
b. The restriction to random walks with transitions of at most one unit in either direction was made purely for convenience, since otherwise more states would generate nonstandard equilibrium equations. This restriction seems to be completely nonessential. However, a general treatment of the case with transitions of at most n units in either direction seems to be fairly complicated. For special cases the approach seems to be tractable as appears from the next comment.
c. The restriction to purely Markovian behaviour seems to be nonessential. In [2] , first attempts are described of treating E" I E r Ic queueing systems by the same approach.
It appears that only finitely many terms are necessary. By considering a customer as a set of phases, the process makes larger jumps. In this way we get very special examples of the extension mentioned in b. e. In Sections 3 and 4 assumptions were introduced requiring that for the interior points, rate components to the east, west, north, south, and south-west would be present, whereas (most essentially) no rate component to the north-east was allowed. These assumptions exclude the special case that all qij, except q-l,l and ql,-l are zero. The results are essentially still valid for this special case (except when q-l,l and ql,-l are equal), and often simplify. In particular, in this case equation (3.1) further simplifies to for which it is easy to prove, if Qo =Po, that for all i f. We will briefly discuss the special cases that are initially excluded by the assumption in Section 3. We will first treat the case that part (i) is violated, so ql,l +ql,O+ql,-l = 0 (there is no rate component to the east), where, to avoid trivialities, we also assume that can be fit on the horizontal boundary. Instead of the compensation approach there are several other ways to solve the longer queue model. In fact, that problem has been extensively studied by Zheng and Zipkin [23] and Flatto [14] , leading to the following result:
Pm.,.. = ..\nPm(n) ,
where Pm(n) is a polynomial in n of degree m. So, the probabilities do not have the geometric form.
We have assumed that jobs in the longer queue are treated with preemptive priority with respect to the jobs in the shorter queue. The longer queue model, where jobs in the longer queue are treated with nonpreemptive priority, has been studied by Cohen [10] . He treats the case of a general service time distribution and reduces the functional equation to a Riemann type boundary value problem.
g. The Condition of Section 6 was introduced to avoid the rather special cases that for one of the appropriate initial pairs the construction of the formal solution Finally we mention that the parts (iv) and (v) of the Assumption of Section 3 can be relaxed: it suffices if at least one of the axis is reflecting. The construction of a strategy for manpower planning problems.
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