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Abstract 
A large number of genomes have been sequenced and the number is growing rapidly. It is crucial to improve 
sequence annotation, including promoter prediction. Many aspects of DNA sequences have been examined and used 
in promoter prediction. In particular, the physical instability correlating GC content in the promoter region has been 
focus of many studies. To extract the GC signals of a promoter region in a genome sequence, we adopt a scheme 
combining wavelet analysis and a support vector machine (SVM). In this scheme, we take a simplified way to 
quantize and extract chemo-physical properties of a DNA sequence. Four types of DNA are converted to binary 
form with respect to G and C or not. The sequences are expanded to two dimensional spaces,  frequency and 
location, by discrete wavelet transformation (DWT). The fixed length of the promoter and randomly selected DNA 
segments are prepared as the positive and negative training data, respectively. The two types of data are converted 
by DWT and learned by a SVM. Then, previously unknown DNA segments are classified as promoter or non-
promoter by the trained SVM. 
© 2011 Published by Elsevier B.V. 
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1. Introduction 
In the last decade, computational promoter recognition was one of the major challenges in bioinformatics. It is 
important to not only detect genes that are similar to other genes but also find new genes that cannot be detected by 
similarity. Sequenced genomes produced by high-throughput genome sequencing are growing exponentially and it is 
essential to create more efficient and reliable promoter recognition methods. Several studies have been conducted on 
the aspects of DNA sequences used in promoter prediction. Many researches about this region have been challenged. 
The most common promoter prediction method is based on sequence similarity or motif finding algorithms. Their 
* Corresponding author. Tel.:+81-27-265-7333; Fax:+81-27-265-7333. 
E-mail address:maki@maebashi-it.ac.jp. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
286  Makihiko Sato / Procedia Computer Science 6 (2011) 285–290
performance has been previously evaluated (Das and Dai, 2007).  These recognition methods are rather specific to a 
particular genome or based on a relatively small amount of promoter data. Additionally, since the conservation of 
promoter regions are rather weak, the methods based on similarity need to introduce other insight for improvement. 
Recently, it was reported that promoter features are strongly correlated to the relative stability of the DNA 
(Rangannan and Bansal, 2010) or to DNA curvature signals (Jauregui et al, 2003). These features are directly and 
indirectly related to the GC content of the region (Hannenhalli and Levy, 2001). In this paper, we study the GC 
content of the promoter region, and attempt to establish a novel method to detect the GC signals of promoters by 
using wavelet analysis and a support vector machine (SVM). We assessed the method using various wavelet bases 
and SVM kernels to confirm the reliability of the method. 
2. Wavelet analysis 
A wavelet is a small packet wave that has some amplitude at a specific location, which rapidly becomes zero at 
both ends of this location. The wavelet transform is a mathematical operation that breaks up a signal into its 
constituent components, both frequencies and location. Unlike the Fourier transform, that utilizes sine and cosine 
functions, the wavelet function is localized in space and frequency.  The wavelet transform can be used to analyze a 
time series that contains highly variable power at wide range of frequencies (Daubechies, 1990 ).  Typically, 
wavelets are used for data compression, image compression, noise reduction, radar, earthquake prediction, and 
feature extraction. In recent years, wavelets have been applied to a large variety of biological signals (Aldroubi and 
Unser, 1996; Lio, 2003), including the detection of patterns in DNA sequences (Arneodo et al., 1998; Dodin et al., 
2000). Mathematically, wavelets are defined as continuous functions, and their analyses are defined by the 
continuous integration of multiple signals and the basis function of the wavelets. However, it is computationally 
impossible to handle continuous functions and values.  Thus, we need to discretize wavelet functions by using 
numerical sequences with specific scales and translation values, and also replace integration with summations of 
multiple wavelet sequences and sampling signals. Typically, the scales used are powers of two, which is referred to 
as a two-scale relation. Wavelet transforms do not have a single set of basis functions similar to the Fourier 
transform, that utilizes just the sine and cosine functions. Instead, wavelet transforms have an infinite set of possible 
basis functions.  
To find the best fit for the properties of the problem, we attempted three familiar wavelet basis functions, Haar 
basis (Daubechies 2), Daubechies 4, and Daubechies 6. The Haar basis is defined by two functions: Haar scaling and 
Haar wavelet. The two mother functions are defined as follows: 
The Haar scaling function: 
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The Haar wavelet function: 
The Daubechies 4 and Daubechies 6 basis functions are formulated by the recurrence relations used to generate 
progressively finer discrete samplings of an implicit mother wavelet function; therefore, simple equations of their 
mother wavelet function do not exist.  
The two-scale relation between the mother and child functions is described as follows: 
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3. Support Vector Machine 
  SVMs (Vapnik, 1995; 1998) are a set of related supervised learning methods for classification and 
regression. SVMs nonlinearly map input vectors to a higher dimensional space where a maximal separating hyper 
plane is constructed. The separating hyper plane maximizes the distance between different classes of training data. 
Cover’s theorem insists that complex pattern classification problems can be transformed into a new feature space 
where the patterns are more linearly separable, provided that the transformation itself is nonlinear and the feature 
space is in sufficiently high dimension (Ratsch et al., 2001).  
 For the classification SVM, the training data are labelled using the labels +1 and -1. The labels are assigned 
by determining whether the training data are positive or negative. The separation with a hyper plane stipulates that 
all training data sets must occur at some distance from the hyper plane in the mapped space. Once the training is 
completed, classification is based solely on the positions of the data relative to the separating hyper plane.  
4. Methods 
Our promoter recognition method has five steps.  First, we prepare positive and negative data sets for training and 
testings. These are fixed length DNA segments where each segment in the positive data includes one promoter. The 
negative data are selected randomly from raw DNA sequences. Second, all DNA segments are converted to 
numerical segments according to our coding described below. Third, the three types of discrete wavelet 
transformation (DWT) are carried out. Fourth, four types of SVMs with different kernel functions are trained with 
one positive and one negative training data set for each wavelet basis. Finally, the corresponding wavelet test data 
sets are classified by these trained SVMs to evaluate their performance.  
4.1 Data sets 
For creating data set, positive data is extracted from the Eukaryotic Promoter Database (EPD, 
http://www.epd.isb-sib.ch/, last update 11 Nov. 2099 version). The EPD is an annotated non-redundant collection of 
eukaryotic POL II promoters for which the transcription start sites (TSS) have been determined experimentally.  
First, we extract 2,202 segments of vertebrate promoters from a representative data set of not closely related 
sequences of EPD. These segments are 512 nt long, spanning from -256 to +255 nt, with respect to each TSS.  The 
length of the segments (512 nt) arise from the restriction of DWT; the length must be a power of 2, referred to as the 
two-scale relation. Segments that include an undefined character (“N”) are omitted from the 2,202 segments, thus 
leaving, 2,139 segments. We prepare three positive data sets from the remaining segments. Each positive data set 
includes 600 successively extracted entries from the remaining segments. These processes yield three data sets of 
600 segments as a test data set.  
Negative data are taken from the 21st chromosome of human origin from the DNA Data Bank of Japan (DDBJ, 
http://www.ddbj.nig.co.jp). 600 DNA segments with length 512 nt are successively selected from a randomly 
selected portion of the chromosome for one negative data set. Three negative data sets are prepared corresponding to 
positive data sets. Finally, we constructed three positive and three negative data sets; each data set includes 600 
segments for both training and performance testing. 
4.2 Wavelet Coding and Wavelet transformation 
Wavelets require a sequence of scalar (single) values as input data. DNA sequences have four bases, Adenine, 
Thymine, Guanine, and Cytosine, represented by the letters A, T, G, and C, respectively. The DNA sequence with 
these four characters has to be converted to a numeric sequence by assigning some coding rule for wavelets. In our 
previous work (Sato, 2010), we adopted a two-bit coding scheme as follows: T [1, 0], A [-1, 0], G [0, 1], and C [0, -
1]; this helped in distinguishing between G and C or A and T. In this paper, we focus on the GC contents of the 
promoter by coding G and C = 1 and A and T = 0 (or -1).  This follows the work of Lio and Vannucci (2000) who 
demonstrated wavelet variance decomposition of genome sequences. Using this coding, we convert each DNA 
sequence constructed in the previous section to a numerical sequence. Three mother wavelets, Haar, Daubechies 4, 
and Daubechies 6 are applied to the test data. For our experiments, we use the wavelet library in the GNU Scientific 
Library (GSL; http://www.gnu.org/software/gsl/). 
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4.4 SVM 
In SVM training, one positive data set and one negative data set are used as the training data. The segments in the 
positive data set are labeled +1, and those the negative data set -1. For the SVM, we applied SVMlight, which is a 
freely available implementation of SVM in C (Joachims, 2002; http://svmlight.joachims.org/). We used this SVM 
with default parameter settings and attempted to apply four kernel functions and “i option.” The four kernels are as 
follows: linear (t0); polynomial (t1):  (s a*b + c)^d; radial basis function (t2): exp (-gamma ||a-b||^2); and sigmoid 
(t3): tanh(s a*b + c). The “i option” excludes inconsistent training data and retrains the data sets. During the training 
process, t1 with i option, and t3 with and without i option did not converge. During a test run of the training SVM, 
t2 with and without i option produced unacceptable results, i.e., every value was the same. As a result, three SVM 
pattern kernels remained; t0 without i option, t0 with i option, and t1. 
5.  Results and Discussion 
Classification tests were performed on the remaining two positive and negative data sets; each including 1,200 
segments. The histograms in Figure 1 show the results of the Haar wavelet with different kernels. Figure 1 a), b), 
and c) show histograms of the positive and negative test data sets for the linear kernel, the linear kernel with i option 
(excluding inconsistent data), and the polynomial kernel, respectively. In these figures, the horizontal axis indicates 
the output value of the SVMs and the vertical axis indicates the frequency of each value with an interval of 0.2. 
Figure 2 shows the same results as Figure 1, but compares the three different kernels when separating the positive 
and negative results. Table 1 shows the summarized results of the three wavelets and three SVM kernels. The 
classification performances have considerably improved compared with those of our previous work.  
From these results, we see that different SVM kernels provide different output features, while the same kernel 
provides similar feature. Comparing a) and b), we can see that the peaks and tendency of histograms are better for 
the results of i option, however, the classification performances are better for the result of no i option. It is noticed 
that the training data sets were slightly different between the two results because of the exclusion of inconsistent 
data in i option. 
We have carried out three different wavelet transformations, Haar, Daubechies 4, and Daubechies 6. Of course, 
the transformed values of each wavelet for the same data are completely different. In addition, the output values of 
different SVMs are dissimilar. However, surprisingly, the output values of SVMs with the same kernel and different 
wavelets are highly similar, and the plotted histograms are indistinguishable. Because no difference can be seen, we 
have not shown the results for Daubechies 4 and Daubechies 6. All values of Table 1 are exactly the same between 
different wavelet transformations, except for the negative data set of the linear kernel with i option. Only the result 
for the case of  Daubechies 6 is different, however, the difference is extremely small (0.1%).  
Table 2 shows an example of the raw output of the SVM using same the kernel type for three wavelets. Each line 
of this table is the result of the same data; that are differently transformed and classified by differently tuned SVMs 
using the same linear kernel. Interestingly, although the data is processed differently, the output value for each data 
set is almost the same.  
 At present, we have no explanation for these agreements among the results. There are possibly some typical 
features that discriminate various promoters, and every wavelet extracts the feature in some way. Finally, the SVM 
using the same kernel classifies and evaluates every data set resulting in  almost the same value. Elucidation of the 
issue and detailed comparison with other methods will be future subjects of our research. 
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kernel type pos/neg Correctly classified Incorrectly classified 
linear  
pos 91.08% 8.92%
neg 98.08%   1.92%
linear with  
i option 
pos 88.00% 12.00%
neg 96.08%
͊(Daub-6 : 96.00%) 
 3.92%
͊(Daub-6 : 4.00%)
polynomial pos 85.25% 14.75%
neg 99.00%   1.00%
previous work 
 (eukaryote) 
pos 90% 10%
neg 82% 18%
Table 1. Fraction of classification of linear, linear with i option, and polynomial kernels. 
Almost all results for different wavelet transformations are the same, except in the case of 
linear with i option (†Daubechies 6 case). However, the difference is extremely small. 
 Haar Daubechies4 Daubechies6 
2.894789 2.89487 2.894871
1.793263 1.793389 1.79339
1.943428 1.943141 1.943139
2.671082 2.671165 2.671159
2.342251 2.342394 2.342391
- 0.93697 - 0.93689 - 0.93689
Table 2. Example of output values of the SVM 
with linear kernel for three wavelets. 
