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Abstract. In this paper, we derive discrete transparent boundary conditions for a class
of linearized Boussinesq equations. These conditions happen to be non-local in time
and we test numerically their accuracy with a Crank-Nicolson time-discretization on
a staggered grid. We use the derived transparent boundary conditions as interface
conditions in a domain decomposition method, where they become local in time. We
analyze numerically their efficiency thanks to comparisons made with other interface
conditions.
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1 Introduction
Among the main challenges faced in the mathematical framework of coastal engineer-
ing is the study of wave propagation in the nearshore area. One field of research in this
topic makes use of the Boussinesq equations for water of varying depth that describe
the nonlinear propagation of waves in shallow water. The work of Peregrine [19], Green
and Naghdi [11] laid the basis for many Boussinesq-type equations used nowadays. The
dispersion properties of these equations have then been improved by Nwogu [18] for
practical numerical simulation of ocean wave processes from deep to shallow water. In
this paper, we work on the equations derived by Nwogu [18] and that can be recalled
as follows. Consider a three-dimensional wave field with surface elevation η(x,y,t) over
a non-constant water depth h(x,y) and with speed u(x,y,z,t) = (u,v), respectively the
speeds along the x and y axis, defined at a reference depth z= z(x,y). Figure 1 provides
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a sketch where we represented these quantities. With τ being the bottom shear stress,
Nwogu [18] obtained (1.1), which consists of a continuity equation and a momentum
equation. These equations have been used in a C/Matlab program known as the Boussi-

































Figure 1: Definition of the quantities η, h, H, u.
To simplify the framework, we consider in this paper the 1D equations and ignore
the bottom shear stress τ. We also consider a constant flat bottom h= h0. Thus, the total
height H can be recovered by the relation H = h0+η. Then, we perform a linearization




















Using the value z =−0.53753×h0 (see [18]) and h0 = 1, we have that h̄ and h̃ are both
negative. Setting ū = 0, h̃ = 0, h̄ =−ε a small parameter, g = 1 and h0 = 1 leads to the
formulation of the linearized Green-Naghdi equations, for which discrete transparent
boundary conditions have been derived by Kazakova and Noble [15]. In this paper, we
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focus on the case where ū= 0 for the sake of simplicity, but the conclusions of section 3
remain the same for ū 6=0. The equations we are going to focus on in this paper are
{
ηt+h0ux+ h̃uxxx =0, (1.4a)
ut+gηx+ h̄uxxt =0. (1.4b)
The first objective of this paper is to derive transparent boundary conditions for equa-
tions (1.4a) – (1.4b). Indeed, this system is set on the whole space R and thus we need
to restrict the area of computation to a bounded domain for practical applications. This
requires to find suitable boundary conditions. We focus on transparent boundary condi-
tions in order to let waves escaping the domain without any reflection (a phenomenon
that we observe for instance with Dirichlet conditions). From a mathematical point of
view, we set the problem as follows: given a compactly supported initial data, one de-
rives suitable conditions at the boundaries so that the solution on the bounded domain
coincides with the restriction to this domain of the solution computed on the whole do-
main. In practice, this study can be done in either a continuous or discretized framework.
A review of these techniques can be found in [1] where the authors build such conditions
for the Schrödinger equation. In the linear case, the study in the continuous framework is
carried out by applying the Laplace transform in time and adapt boundary conditions to
keep solutions bounded. The Laplace-inverse transform of these conditions results into
non-local in time operators. The adaptation of this technique to the discretized frame-
work uses the Z-transform, which is the discrete equivalent of the Laplace transform.
Again, the numerical inversion of the obtained discrete conditions yields non-local oper-
ators.
The second and main objective of this paper is to test the efficiency of the discrete
transparent conditions as interface conditions in a domain decomposition method with
the alternating Schwarz method. The interest of this method lies in the possibilities, with
few modifications in the original code, to split the original computational domain and/or
couple different models (for instance farshore and nearshore). Our work in this paper can
be seen as a step towards more efficient coupling between different numerical models
in coastal engineering. The main difficulty is then to find suitable interface conditions
to exchange information between the different subdomains so that the convergence is
achieved as fast as possible.
The paper is organized as follows. In section 2, we apply the study from [3,5,15] to the
linearized Boussinesq equations and obtain discrete transparent boundary conditions.
Then, we provide some numerical tests to evaluate the accuracy of such conditions before
implementing them in a domain decomposition method. In section 3, we briefly recall
the idea of the additive Schwarz method that we are going to use before going on with
the adaptation of transparent boundary conditions as interface conditions. We conclude
with some numerical experiments to evaluate their efficiency.
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2 Derivation of transparent boundary conditions
First, we introduce the initial value problem that we seek to solve using transparent
boundary conditions (TBC):
ηt+h0ux+ h̃uxxx =0, ∀ x∈R, t>0,
ut+gηx+ h̄uxxt =0, ∀ x∈R, t>0,







The goal of TBC is to find boundary conditions for a finite domain (for instance [0,L])
such that the solution on this domain coincides with the restriction to this domain of the
solution of problem (2.1). Hence, the problem we will work on is
ηt+h0ux+ h̃uxxx =0, ∀ x∈ [0,L], t>0,
ut+gηx+ h̄uxxt =0, ∀ x∈ [0,L], t>0,
u(x,0)=u0(x), η(x,0)=η0(x), ∀ x∈ [0,L],
+ transparent boundary conditions at x=0 and x=L.
(2.2)
TBC
Figure 2: Transparent boundary conditions means that the solution we want to compute on [0,L] is a picture
of the solution on R restricted to [0,L].
Note that it is possible to decouple equations (1.4a) – (1.4b) to obtain an equation on
u only. Taking the cross derivatives of (1.4a) and (1.4b), we get
utt+ h̄uxxtt−gh0uxx−gh̃uxxxx =0. (2.3)
Thus, system (1.4a) – (2.3) is equivalent to (1.4a) – (1.4b). We can also note a fourth order
space derivative. Therefore, we will need to derive four conditions.
In this section, we follow the steps proposed in [3, 5, 15] to derive discrete TBC that
are adapted to the discretized problem. We end this section with some numerical tests to
analyze the efficiency of the obtained conditions.
2.1 Deriving discrete transparent boundary conditions
We introduce here the derivation of discrete TBC (DTBC) for the discretized problem.
These are boundary conditions directly derived from the discretized problem. We adapt
here the method used in [3] for the Schrödinger equation, in [5] for the KdV equation and
in [15] for the linearized Green-Naghdi equations. It follows four main stpdf:
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1. Discretize the equations (1.4a) and (1.4b).
2. Use the Z-transform on the problem on the complementary set.
3. Find the conditions at the two boundaries in the Z-space.
4. Use the inverse Z-transform to find the transparent boundary conditions.
Discretization
The first step is to find a discretization in time on a staggered grid. Let δx be the spatial-
step and δt be the time-step. We build this grid such that J=L/δx and xj = jδx:
0= x0< x1< x2< ···< xJ−1< xJ =L.
j<0 and j> J denote nodes that are out of the domain we want to work on. The time tn




























Note that the finite differences operator used for the third spatial derivative is centered
around j+ 12 .



























Problem on the complementary set
To solve the initial value problem (2.2), we assume that the initial conditions u0 and η0
are compactly supported in [0,L]. The derivation of the DTBC associated to our problem
can be done by studying the problem on the complementary set of [0,L]:
ηt+h0ux+ h̃uxxx =0, ∀ x∈R\[0,L], t>0,
ut+gηx+ h̄uxxt =0, ∀ x∈R\[0,L], t>0,
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Z-transform
The second step is to compute the Z-transform of (2.6). The Z-transform of the sequence
(un)n>0 is defined as a function of the complex variable z:
∀ |z|>R>0, û(z)=Z{(un)} := ∑
n>0
unz−n, (2.7)
where R is the convergence radius of the series. One important property of the Z-
transform is that
Z{(un+1)}= zû(z)−zu0. (2.8)
In our case, as ∀ j60, j> J, u0j =0 and η0j =0 (by compactness of the initial conditions in
[0,L]), we have









= zη̂j+ 12 (z). (2.9)











































Note that s(z) has a singularity at z=−1. For this reason, we will work only on C1 :=
{z∈C; |z|>1}. On this set, <(s(z))>0. Injecting (2.10a) in (2.10b) gives, in a similar way










































































Note that α is adimensional whereas β and γ are homogeneous to s2, resulting into the
coefficients of P being adimensional.
Solving the recurrence relation
Now, we are interested in the study of the polynomial P, and especially its roots as the
explicit formulation of ûj will rely on them.
Proposition 1. For all z∈C1, the roots of the polynomial P given in (2.14) verify (by ordering
them with |ri|6 |ri+1|, i=1,2,3)
|r4(z)|> |r3(z)|>1> |r2(z)|> |r1(z)|.
Proof. The proof of this proposition is inspired from [5]. First, let us specify that, as
the constant coefficient is equal to 1, we know that |r1(z)r2(z)r3(z)r4(z)|= 1. Moreover,
we can see in (2.14) that the coefficients of P are symmetric, in the sense that, as 0 is not a
root, P(r)=0⇔P(1/r)=0. From these two facts, we can say that
|r4(z)|> |r3(z)|>1> |r2(z)|> |r1(z)|,
where r2 =1/r3 and r1 =1/r4. Next, we show that there is no root of modulus 1. To this


























so that s(z)∈ iR. Hence, as z∈C1⇒<(s(z))>0, we reached a contradiction and P has no
root of modulus 1, which concludes the proof.
Now that we know the roots of the polynomial P, we can explicit û in both the right












j, ∀ j> J−2.
(2.19)
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As we are aiming at a bounded solution, we can eliminate two components in each region
(and drop the r and l): {
ûj =λ3r3(z)j+λ4r4(z)j, ∀ j62,
ûj =λ1r1(z)j+λ2r2(z)j, ∀ j> J−2.
(2.20)
Finding the discrete transparent boundary conditions
Let us recall that we need two relations at each interface, as mentioned at the beginning
of this section. It can be easily verified by a straightforward computation using (2.20)

























Before applying the inverse Z-transform , we define the nine following kernels:



























Finally, by applying the inverse Z-transform at j=2 and j= J−2, we find two condi-
















where Yni :=Z−1{ki(z)} for i=1,.. .,9 and ∗ denotes the discrete convolution:







It is possible to compute the convolution coefficients Yi with an inverse Fast Fourier trans-







where Cr denotes any circle of radius r>R. Applying this formula to the kernels ki and
discretizing gives


















where F−1 is the inverse discrete Fourier transform, N is the number of nodes to dis-
cretize the circle and ωN :=ei
2π
N . This results into non-local in time operators Γl,r1,2 but only
at some points near the boundaries and [3, 5] give techniques to transform the convo-
lution into recurrence relations that can be updated at each time-step. The goal of this
paper being to study the application of transparent boundary conditions to domain de-
composition methods, we will use the convolution coefficients as they are.
Remark 2.1. Some Yi are represented in figure 3. Instabilities can be observed on the
Yi for large n (they are not represented here). However, we will see when applying the
DTBC to domain decomposition techniques in section 3 that only the first coefficients Y0i
are needed. The interested reader can refer to [6], where a better sampling is introduced
to avoid these instabilities for large n.
Final numerical scheme
We now have all the tools in our hands to derive a global numerical scheme. To em-
phasize the fact that the operators at the boundaries Γl,r1,2 act on u, we decide to solve
numerically the decoupled equation (2.3), that we recall here:
utt+ h̄uxxtt−gh0uxx−gh̃uxxxx =0.
Using a Crank-Nicolson scheme, we get the scheme (2.39). Note that we get a 4th order
differential equation, which resulted into a 5-points stencil. As it is also a two time-stpdf
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n






















Figure 3: Coefficients Y1 and Y9 used in the convolution of the DTBC (2.26) and (2.27), with parameters from




. The behavior of the other coefficients is similar.
scheme, we need to specify how to compute u1j knowing only the initial conditions u0











































that we can discretize to compute u1. One may thus wonder what conditions to use so
that we also have TBC at the first time-step? The idea is to apply again the same method
and solve the problem on the complementary set (as ηx(·,0) is compactly supported in
[0,L]): {




Given the conditions at infinity, we have{
u(x)= c1e
1√
−h̄ x, ∀ x<0,
u(x)= c2e
− 1√−h̄ x, ∀ x>L,
(2.36)
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un−1j+2 −4un−1j+1 +6un−1j −4un−1j−1 +un−1j−2
δx4
)











Remark 2.2. Notice that (2.39) is equivalent to (2.4)-(2.5). Indeed, by writing (2.4) for two
consecutive time stpdf and two consecutive spatial positions, and (2.5) for two consecu-
tive time steps, we are able to obtain the equation (2.39) only on u. This procedure is the
discrete equivalent of taking the cross derivatives of (1.4a) and (1.4b) to obtain (2.3).
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Remark 2.3. The numerical scheme (2.39) can be used to find u only, as all our study
relied only on equations where we had eliminated the unknown η (except to perform the
first time-step). Note that at each iteration in time, we can recover η using (2.4). It is
also possible to solve the system (2.4) – (2.5) directly with the same transparent boundary
conditions (2.26) – (2.27) and find u and η simultaneously. The results are the same and
the main advantage is that, as it is a first order system in time, we don’t need to perform
the first step independently. Using Xn=(ηn,un)∈R2N−1, where N is the number of nodes

























2δx − 3h̃2δx3 h̃2δx3
− h̃2δx3 3h̃2δx3−
h0
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(0) − h̃2δx3 3h̃2δx3−
h0














































δt− 2h̄δtδx3 h̄δtδx3 (0)






























We present here some numerical results to analyze the efficiency of the conditions we just
derived. We used the following values for the different parameters we can vary (h̄ and h̃
resulted from h0 and z):
L=1m, g=9.81m·s−2, δt=0.001s, δx=0.01m,
h0=1m, z=−0.53753×h0, h̄=−0.39306m2, h̃=−0.05973m3. (2.41)









Finally, we used r=1.001 for the computation of the Yi in (2.30). The results are presented
in figure 4 and table 1. They are quite satisfying as the solution computed with DTBC
fits well the reference solution computed on a bigger domain. We used the error en as











We used a trapezoidal rule to compute the discrete l2-norm in space and the reference
solution is computed on a bigger domain, with the same transparent conditions. We also
encountered some conditioning issues when solving the linear system, but using a Jacobi
pre-conditioner is enough to get a correct solution. The error is expected to be small by
definition of the transparency of the conditions.
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Figure 4: Snapshot at different times of the reference solution uref (computed on a bigger domain with the







Table 1: en for different times and eT.
2.3 Partial conclusion
In this section, we generalized the work of Kazakova and Noble [15] to the case of the
linearized Boussinesq equations. The study is similar but what is new here is that the
additional dispersive term h̃uxxx yields a polynomial of higher order and more conditions
at the boundaries. The derived TBC revealed themselves, as expected, non-local in time.
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Then, we performed numerical experiments where we noticed that the conditions are
really satisfying. In the next section, we will focus on the application of these conditions
to domain decomposition methods.
3 Application to domain decomposition methods
The discrete boundary conditions (2.26) and (2.27) will be used in this section as inter-
face boundary conditions (IBC) in a domain decomposition method (DDM). We briefly
describe the DDM that we are going to use before presenting analysis and numerical
results.
3.1 The Schwarz method
Domain decomposition methods are used to split a domain Ω, on which we want to solve
a given problem, in multiple domains Ωi, that can possibly overlap. Then, we can solve
the problem in each domain. Hence, one must find functions that satisfy the PDE in each
domain and that match with its neighbours on the interfaces, in a sense that has to be
defined. The main difficulty of domain decomposition methods lies in the definition of









Figure 5: Decomposition of a domain Ω = Ω1∪Ω2 into two subdomains without overlapping. On ∂Ω =
∂Ωext1 ∪∂Ωext2 , we use the boundary conditions of the mono-domain problem. On Γ = ∂Ω1∩∂Ω2, interface
boundary conditions have to be defined.
The original DDM was developed by Schwarz in 1870 [21] for a stationary problem
and consists in an iterative method: the solution in the i-th subdomain Ωi is computed
as the limit of a sequence uki , k > 0. At each iteration k, we solve the problem in each
subdomain with boundary conditions at the interfaces imposed using functions from the
other subdomains. We will consider here the additive Schwarz method (ASM) in which
the interface conditions is always constructed using solutions uk−1j (j 6= i) from the pre-
vious iteration in the neighbour subdomains. Therefore, at each interface between two
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Note that it is possible to impose several interface conditions when Ωi has several neigh-
bours. Initially, the operators Bi were Dirichlet conditions: Bi(u)=u. For more details on
the Schwarz method, the reader can refer to [8, 16, 17].
We now look for an operator Bi inspired from the DTBC we derived in the previous
section. Without loss of generality, we consider the domain Ω= [0,L] divided into two
subdomains Ω1 (left subdomain) and Ω2 (right subdomain) that can possibly overlap (cf.
figure 6). Ω is discretized into N nodes, while Ω1 and Ω2 are discretized into N1 and
N2 nodes. The nodes in the subdomains coincide with the nodes in Ω. The interface
conditions B1 and B2 will have to be such that:
• At each Schwarz iteration k, there is a unique discrete solution un,ki , at each time-
step tn, in each subdomain Ωi.
• The solution in each subdomain will have to converge (in the sense of Schwarz) to
the solution on Ω restricted to this subdomain.
Note that, as problem (2.2) is a time-dependent problem, we will perform the Schwarz
method at each time-step. There are other approaches for solving time-dependent PDEs
with Schwarz methods, e.g. the Schwarz waveform relaxation method [9,12,13], in which
the communications between the subdomains are made after the full simulations in time.
Nevertheless, as shown here in the sequel, our local-in-time DDM has a very fast con-
vergence, making it unnecessary to use global-in-time approaches, which would be more
costly.
To avoid any confusion between the iteration in the Schwarz method and our time-
dependent problem, the word iteration and the integer k will refer to the Schwarz algo-
rithm whereas time-step and n, m will refer to the evolution in time of the problem we are
solving.
3.2 A Schwarz method with transparent conditions at the interface
From [14], we know that transparent boundary conditions are very good candidates for
interface conditions in DDM. Thus, the TBC we derived in the previous section might
inspire us to set up interface conditions in an additive Schwarz method. We recall that
we look for discrete interface conditions, so that all the future reasonings will be done
with the discrete equation and conditions (2.39). If we focus on the right interface of the













A first heuristic is to use the left-hand-side with un+1,k2 to provide a right-hand-side for the












where all the um1 for 06m6n
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Assuming we reached convergence at previous time-stpdf, we have um1 =u
m
2 at the nodes
in the interface zone for 06m6n. Hence, the values of um1 and u
m
2 cancel each other and





























where J2,1 =N1+N2−N−1 is the index such that the node J2,1 of the right domain coin-
cides with the node J1 = N1−1 of the left domain. The operator defined on each side of










It is worth noting that the operator (3.5) used in (3.4) is local in time, contrarily to the
operators Γr1,2. Similarly, the IBC for the left boundary of the right domain is














where J2=N2−1 and O1,2=N−N2 is the index such that the node O1,2 of the left domain










Remark 3.1. Let us notice in (3.4) and (3.6) that the interface conditions need at least 5
nodes in the overlap zone and that it does not allow a non-overlapping ASM. It is not
really an issue as the number of nodes required in the overlap zone is small and does not
depend on the mesh size.
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where fi stands for the discrete equation from the numerical scheme (2.39) applied to the




Figure 6: Decomposition of Ω into two domains with overlapping. Blue (green) nodes correspond to the left
(right) domain. A filled circle represents the TBC when they are used on the external boundary (non-local in
time) whereas an empty circle represents a TBC used at the interface between the two domains (local in time).
3.3 Numerical results
We end this paper with numerical results obtained with the implementation of an ad-
ditive Schwarz method to solve the linearized Boussinesq equations. We used the same
parameters than in the previous tests (2.41). What we are interested in here is the num-
ber of Schwarz iterations required by the DDM (3.8) to converge to the reference solution
(given by the solution computed on the domain Ω with discrete transparent conditions



















Again, O1,2 is the index on the mono-domain of the node corresponding to the first node
of the right domain. To study the efficiency of this method, we analyse its convergence at
fixed points in time and compare our conditions at the interface to the classical Dirichlet
conditions.
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Results are presented in figure 7 and table 2 for the minimum overlap size. They are
very satifying as we can see that our interface conditions make the Schwarz algorithm
converge in 2 iterations only, where the Dirichlet interface conditions require several hun-
dreds of iterations. As these conditions correspond to the fastest possible convergence (2
iterations), it is not necessary to study the influence of the size of the overlap zone nor the
efficiency of a global Schwarz algorithm as it will not converge in less than 2 iterations.
k











































Figure 7: Evolution of en,kDDM at different times. We used, for the subdomains, N1=88 and N2=18 so that the
overlap zone is of size 5 (we have N=101 from (2.41)).
Remark 3.2. We also tested conditions (2.26) – (2.27) (designed for ū = 0) to solve nu-
merically (1.2) when ū 6= 0. If they are not adapted when used as transparent boundary
conditions, they are still very efficient when used as interface conditions in a DDM: the
convergence of the Schwarz method with (3.4) – (3.6) and ū 6=0 is reached in 3 iterations.






Table 2: Number of iterations required for convergence in the ASM. We used, for the subdomains, N1=88 and
N2 =18 so that the overlap zone is of size 5 (we have N=101 from (2.41)).
4 Conclusion
In this paper, we have been using discrete transparent boundary conditions for a class of
Boussinesq equations. As expected these conditions (non-local in time) provide very sat-
isfying results with respect to the wave reflection at boundaries. When implemented in a
domain decomposition framework, the new conditions happen to be both very efficient
and local in time, which provides the best possible framework for the simulation in large
domains using decomposition techniques.
In future works, we shall both adapt these results to nonlinear and 2D Boussinesq-type
equations and study the extension of domain decomposition algorithms to coupling tech-
niques (e.g. to simulate a dispersive/non-dispersive transition).
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