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Abstract
In this paper we consider fourth order difference approximations of initial-boundary value problems for hyperbolic partial differential equations.
We use the method of lines ap- 
O_<x<oo, t_>0
(1)
where the initial data f(x) is assumed to have compact support.
We consider the quarter space problem for convenience; domains with two boundaries are handled analogously, cf. sec. 4. The standard L 2 scalar product and the corresponding norm are defined by _0°_ (,,,v) = _(_),(_:)dx, II_,ll 2 = (,_,_).
To arrive at an a priori estimate for eq. (1) we use the following tools.
(i) Integration by parts (assuming compact support): llu(.,t)ll 2q-lu(0,r)12dr --Ilfll 2.
It is also possible to derive an energy estimate for the nonlinear conservation law
provided F(u) satisfies a certain structural hypothesis.
The key to obtaining an energy estimate lies in splitting the flux derivative F_ into two parts,
where G = G(u) satisfies Euler's inhomogeneous differential equation
Hence, F_ can be written as F_ = (G'u )_ + a'u_ , which will be referred to as the canonical splitting of F,. The solution of eq. (3) then satisfies _lld l u 12---2(u, F,) ---2(u, (a'u)=) -2(u,G'u=) --2ua'u(O,t) , where Z"
Thus, in order to obtain an energy estimate we must confine ourselves to flux functions F such that the sign of F'(u) determines that of (4). This is true if, for instance, sgn(u) = sgn(F'(u)) or sgn(F'(u)) > (<) 0. Eq. (1) is then discretized as The step from the Kreiss condition to the stability estimate is not covered by existing theory. We shall use the same type of technique as used for explicit approximations in
[5], but it will be modified so as to apply to implicit operators.
We first consider the outflow problem
Let vj be the approximation of u_(x_, t). The standard fourth order implicit approximation used at inner points is
Since there is no boundary condition for u at x = 0, we use a one-sided approximation at
has a truncation error of order h a (for a systematic derivation of high-order approxima-
tions, see [10]).
Let the operators P, Q be defined by (Pu),= { 1(u°+2"')' j=o
where the boundary approximation has been normalized so that P is symmetric.
general problems, we solve for the approximation v of ux from (Pv),=(Ou)j, j=O, 1,..., and substitute v into the general approximation of the differential equation.
model problem, the approximation can be written as
For For our (1o)
We need to know that our approximation is solvable. Furthermore, the operator P is going to be used to define a norm. We have Lemrna 3.1 P is a symmetric positive definite operator in Co.
Proof:
The matrix representation of P shows that it is symmetric.
We have
For the purpose of deriving stability and error estimates, it is convenient to rewrite the approximation with the boundary scheme singled out. With inhomogeneous terms in the boundary approximation,
We prove
The solution satisfies the estimate // /:
The Laplace transformed approximation is 
where
The Kreiss condition is fulfilled if
Assume that this condition is not satisfied. of (Pu)j,(Qu3) , eq. (11), and that P is SPD, we have for some constants
j=O
The final estimate now follows by using (17).
We shall now prove that the approximation is strongly stable. auxiliary problem 
Yl --gi , gl "-1)1 --t/)l ,
We have y,(o) =0.
Lemma

3.3
The solution of (¢11) satisfiea the estimate Iv, c,))'e,_< ]o' j = 1,2, ....
Proof:
The Laplace transform of (21) is l .i( P_)_ = -_(_+, -_j_,), _=sh, j=2,3,..., 
Here R is a bounded operator, and accordingly, I1¢11,,_ -<.con_t.h-'ll/ll,,_.
We now use the same procedure as above to derive estimates for _. 
By the definition of z and by using Lemma 3.4 once again, we have proved 
When using the implicit difference operator to compute an approximation vj of u_(xj, t),
we need a boundary condition for vj. From the differential equation we get, after differentiating the boundary condition with respect to t,
u_(O,t)= -g'(t),
and the approximation becomes 
_,(0) = L.
where P is defined at inner points as in (9).
Here it is tacitly understood that the 
/. fo'
' lu_(r)12dr < co,st.
[g(r)[Zdr, j = 0,1, ....
Applying the energy method and using (26) together with the fact that P is SPD proves the lemma. I::]
Remark:
For the outflow problem there is a gain of one power of h in the estimate with respect to the boundary data.
For the inflow problem with a physical boundary condition, this gain does not occur. D
In order to prove strong stability, we use the same procedure as for the outflow problem;
it now becomes much simpler.
As our auxiliary problem we now take (Qw),, j = 1,2,..., 
At the boundary we prescribe u = 9 if the characteristic is ingoing. We will consider different implementations of the flux derivative F_. 
The flux F = F(u) is defined by ,(g(O) ).
Note that this expression is well-defined since F'(g (°) ) > O. Similarly, Wo approximates
Using g_O)
u_ = F,(a(o))
leads to the following boundary approximation for wo a'(¢°))_g_o) ,(g(O) ) ) .
Substituting these expressions into eq. (35) yields l l L 1 g_0) 
where v and w are the solutions of (Pv)j=(Qu)j+pj, (Pw)j=(Q(oer+j3G))j+qj, j=O, 1,...,N.
The explicit structure of the difference operators P and Q will be given shortly. ;_Gt(g(O}) ) -2_(_f(gc°)) + ZV(g{°)))+ g -F,(glol) 0 g_0} ifF_>0, otherwise, j--0, 09 j--1,2,...,N-1, 1 1 ( RGl(g(1)))g_l} ifF/_,<O (aF(g(')) + BG(gl'))) + -_ a + " F'(g(')) j-'N,
The numerical method (36) -(41) is discretized in time using an explicit 3rd order 1+ u(_}__L(u(_) )
where k is the time step; L is the (nonlinear) spatial operator implicitly defined by eqs. (36) -(41). Although the spatial accuracy is of order four we still use the above third-order TVD Runge-Kutta method because of its simplicity. It is possible to construct TVD Runge-Kutta methods of higher order of accuracy than three, but they are considerably more complicated. r, = IA+a_l + IA-_I] ' j = 1,2,...,N-1, Thus, the fourth order methods achieve the same level of accuracy as the second order method using only half (explicit) or one third (implicit) of the number of grid points. No artificial viscosity was used. We have set the CFL-number to 0.05 to suppress errors due to the time discretization.
To simulate contact discontinuities we again solve the linear advection equation The e-form of the fourth order methods was used, since it appears to be less oscillatory at the shock than the other forms. The filter was turned on in a neighborhood of the shock.
The fourth order methods generate almost as crisp a shock profile -albeit somewhat more oscillatory -as the 3rd order TVD scheme. It has been numerically verified that the fourth order methods studied in this paper are more efficient than the standard second order one. For the linear test problem, figures 1 -4 show that discontindities in the derivative and high frequency data are better resolved using the high-order difference methods. Also, they are more efficient to achieve a certain tGlerance level (figures 5 -7) . In the one-dimensional case we obtained a reduction of grid points by a factor of two for the explicit fourth order method, and by a factor of three for the implicit operator. This is true for each space dimension. Thus, in three dimensions one would obtain a reduction by a factor of eight or twenty-seven, respectively. Since the work grows linearly it is natural to assume that high-order methods would be even more efficient for multidimensional problems.
We emphasize that no artificial viscosity was used i,_ the previous test cases. In summary, there is a complete stability theory for the high-order methods that we have used. The theoretical properties have been verified through numerical experi-
ments.
For nonlinear conservation laws these high-order methods work as well as specially constructed high-order TVD schemes; for linear problems with high frequency solutions (or discontinuities in the derivative) the difference methods work better than the TVD schemes.
Another attractive feature of these difference methods is the simplicity of their computer implementation.
We anticipate that these methods will generalize well to systems of conservation laws, where all phenomena (shocks, contact discontinuities, etc.) may be present at the same time.
3O
.q
where f = 591223 + 146_/26116897.
In decimal form the elements d,j can be expressed as 
