ABSTRACT State encoding is one of the fundamental problems in the synthesis of asynchronous controllers. The requirement for a correct hazard-free implementation imposes severe constraints on the way encoding signals can be inserted in the specification of a controller. Even though some specification formalisms, such as burst-mode machines or signal transition graphs, enable the specification of behaviors at the event level, the state encoding methods that provide the best good-quality solutions work at the state level. This imposes a severe limitation on the size of the controllers that can be handled by these methods. This paper proposes a method to solve the encoding problem for large asynchronous controllers using state-based methods. It is based on an iterative process of projection and re-composition that reduces the size specification by hiding signals, partially solves the encoding problem at the state level, and re-composes the original specification using a synchronous product. The process iterates until all encoding conflicts have been solved. The method is proved to preserve the behavior of the specification (branching bisimilarity) and shown to be capable of providing good-quality solutions for controllers of more than 100 signals and 10 6 states.
I. INTRODUCTION
Asynchronous controllers dictate the sequencing of data computations and transfers between computational units in asynchronous dataflow circuits [1] . They can also be used as pure control devices in some application domains, such as interfacing between digital and analog components [2] . Asynchronous controllers are typically specified using state-based formalisms, such as Burst-Mode machines [3] , or event-based formalisms, such as Signal Transition Graphs (STGs) [4] . A typical specification describes the interaction of a set of control signals by defining the relationship between their rising and falling events. Such specifications must fulfill certain implementability properties to allow a correct circuit (e.g. hazard-free) to be derived.
When pursuing automatic logic synthesis, the most conventional algorithmic strategies resort to a low-level statebased representation of the behavior to derive the Boolean equations of the circuit [5] . This representation is often called State Graph and can be derived by explicitly enumerating the reachable states from higher-level representations.
One of the fundamental problems in the synthesis of asynchronous controllers is state encoding. In general, this requires the insertion of new internal signals to disambiguate encoding conflicts. What makes encoding difficult is the preservation of the implementability properties that ensure the absence of hazards after the insertion of new events. The problem is even more challenging when the controllers work under the input-output mode of operation targeting at the synthesis of speed-independent circuits [5] . Informally, the input-output mode allows the signals at the interface of the circuit to change concurrently even when the circuit has not reached a stable state. In this paper we will face the problem of state encoding for the input-output mode of operation.
A. PREVIOUS WORK
The existing methods to solve the state encoding problem can be divided into two categories: structural and state-based.
Structural methods have been proposed for STGs and exploit the properties of the underlying Petri nets to avoid an explicit enumeration of the state space [6] , [7] . In statebased methods, the state space is enumerated explicitly by representing all possible interleavings of concurrent events [8] , [9] . State-based methods enable a more accurate exploration of the space of solutions and can potentially lead to better circuits. However, they may suffer from the state explosion problem when the specification is highly concurrent.
The structural methods work directly on the graph representation of the specification (e.g., a Petri net) or some unfolded version. They have limitations about the type of acceptable representations, e.g., safe or free-choice Petri nets, and the locations where the new signals can be inserted. Even for structural methods, some controllers may be too large. For this reason, some techniques have been proposed to decompose a large controller into smaller ones that can be synthesized separately [10] .
One of the main problems for decomposition techniques is the appearance of irreducible conflicts that cannot be solved while preserving implementability. Solutions for that problem are suggested in [10] by introducing a structure called gyroscope that inserts new signals with a high degree of concurrency. However, this structure aims at solving conflicts without paying attention at the cost of implementing the circuit, e.g., the complexity of the Boolean equations.
B. CONTRIBUTIONS OF THIS WORK
After many years of experience with asynchronous controllers we have observed the following facts:
• State-based methods can be superior to structural methods for the state encoding problem. The main reason is that the exploration space for signal insertion is larger and better estimators for good-quality solutions can be used [9] .
• Most of the controllers are designed manually by humans and the largest specifications usually have no more than 10 7 states.
• The best-quality state-based methods for encoding can manage up to 10 3 states with an affordable runtime. Therefore, there is a gap of roughly 4 orders of magnitude between what is computationally affordable for state encoding and the size of large controllers.
In previous work, the decomposition into smaller subcontrollers has been proposed [10] . Besides the requirement to insert the gyroscope structures to avoid irreducible conflicts, the resolution of conflicts at each sub-controller is agnostic on the behavior of the other sub-controllers. This may have a negative effect in the quality of the solutions. This paper proposes a new approach that explicitly keeps track of the complete state space. The approach iteratively projects the behavior of the controller into subsets of relevant signals and partially solves the encoding problem on the projections. The new signals are incorporated into the original specification and the process is re-executed until all encoding conflicts have been solved.
Unlike other decomposition techniques, irreducible conflicts do not pose any hurdle for the proposed method. While a projection might cause these kind of conflicts, the iterative nature of the projection and re-composition allows for these conflicts to be solved in subsequent iterations.
An important aspect of the method is that the projections can be calculated efficiently. Algorithms with complexity O(m log n) 1 to minimize labelled transitions systems up to some criterion of behavioral equivalence (branching bisimilarity) can be used [11] . Thus, large controllers can still be manipulated and the state encoding problem solved in small controllers using SAT-based methods [9] .
The re-composition of the system with the new inserted signals can be done via synchronous products, which can have a quadratic runtime in the worst-case, but typically run in linear time due to the high similarity of the two components.
II. OVERVIEW
This section sketches the main features of the method proposed in this paper. The example shown in Fig. 1 will be used 1 n and m are the number of states and transitions, respectively. to illustrate the method. Fig. 1a shows an STG specifying the behavior of a parallelizer, which is a controller used in handshake circuits to fork the execution of two asynchronous processes.
Signals a (input) and b (output) are the handshake signals of the channel that triggers the activity of the parallel processes represented by the handshake signals c i (output) and
The controller can be represented by a Petri net in a very succinct way. Yet, due to the high level of concurrency, it suffers from the state explosion problem. This means that the number of valid markings, corresponding to states in a labeled transition system (LTS), grows exponentially with the number of channels. Fig. 1b shows the LTS representation of the same parallelizer. To quantify the state explosion, the following table shows the number of states needed to represent a parallelizer with n processes:
Let us now consider one of the channels, which follows the sequence c i +, d i +, c i −, d i − . The reader will notice that the states before c i + and after d i − have the same encoding. This conflict occurs at every channel. In this particular example, it is sufficient to focus on each channel individually to solve the corresponding encoding conflict. Thus, a channel can be freed from conflicts if a signal is inserted between d i + and c i −. This example suggests that not all the information is relevant to find a solution for certain encoding conflicts.
In order to exploit this feature, this paper proposes the following method: By hiding a well selected set of signals, an asynchronous controller can be simplified enough so that it is possible to use state encoding techniques that can handle the full state space.
In general, asynchronous controllers do not show behaviors as simple as the one of the parallelizer and the automation of the process requires smart strategies to calculate projections. This paper presents a method to simplify arbitrary asynchronous controllers and obtain small projections that can be manageable by encoding tools working at state level.
III. BACKGROUND
This section reviews some known concepts on Boolean functions, asynchronous LTSs and speed-independent circuits. Additionally, it revisits the notion of branching bisimilarity to characterize systems that are behaviorally equivalent.
A. BOOLEAN FUNCTIONS
An incompletely specified function (ISF) is a functional mapping F : B → {0, 1, −}, where B = {0, 1} and '−' represents the don't care (DC) value. The subsets of B n in which F has the 0, 1 and DC values are called the OFF-, ON-and DC-set, respectively.
Let F(x 1 , x 2 , . . . , x n ) be a Boolean function of n Boolean variables. The set X = {x 1 , x 2 , ..., x n } is the support of the function F. A variable x i ∈ X is essential for function F if there exist at least two elements of B n , v 1 and v 2 , that only differ on the value of x i , such that F(v 1 ) = 0 and F(v 2 ) = 1.
B. ASYNCHRONOUS LABELED TRANSITION SYSTEM
An Asynchronous Labeled Transition System (ALTS) is a 4-tuple A = (S, , T , s 0 ) where:
• S is a finite non-empty set of states.
• = In ∪ Out ∪ Int is the set of signals, with In, Out and Int being disjoint sets of input, output and internal signals, respectively.
-At most one transition (s, a, s ) ∈ T exists between s and s .
• s 0 is the initial state. Henceforth, we will also assume that all states in S are reachable from s 0 . The label τ is used to represent a silent (non-observable) event. A τ -free ALTS is an ALTS in which there is no transition with label τ . This is an important property for state-based encoding tools. These tools require either a τ -free ALTS or all τ transitions to be inert, i.e., hidable while preserving the behavior of the specification.
We 
C. BRANCHING BISIMILARITY
Milner proposed observational equivalence [12] (or weak bisimilarity) as a branching time semantics to classify systems according to their capability of being distinguishable by an external observer under the presence of unobservable events. Branching bisimilarity was later introduced as a stronger equivalence that preserves the branching structure of processes [13] . The difference between both equivalences is very subtle and irrelevant in most practical cases.
Given an ALTS A = (S, , T , s 0 ) we call a relation R ⊆ S × S a branching bisimulation relation if for all s, t ∈ S such that sRt, the following conditions hold for all a ∈ L τ ( ) [ → s , with b ∈ ∪ {τ }, for any b = a, then s(a) = s (a). An ALTS is said to be consistent if these rules can be applied to every signal and state without any contradiction. In a consistent ALTS with = {a 1 , a 2 , ..., a n }, a code can be assigned to every state: code(s) = (s(a 1 ), s(a 2 ), ..., s(a n )).
The 
An ALTS satisfies the Complete State Coding (CSC) property if the next-state function for any non-input signal is well defined, i.e.,
The CSC property is a necessary condition for a specification to be implementable as a circuit. If the previous condition does not apply for the states s, s and signal a, we say that there is a CSC conflict between s and s . Furthermore, we say that a has a CSC conflict in s, s when:
Finally, the number of CSC conflicts for signal a is defined as the number of pairs of states s, s such that a is in CSC conflict.
E. SPEED INDEPENDENCE AND CONFLICTS
From [12] , an ALTS A = (S, , T , s 0 ) is weakly deterministic if, for every state s ∈ S and for every sequence of events α ∈ L τ ( ) * , whenever s 1 α ⇒ s 2 and s 1 α ⇒ s 3 then s 2 ≈ s 3 . For the rest of the paper, the term determinism will refer to weak determinism.
A signal a triggers another signal b if there is a transition A Well-Formed ALTS (WF-ALTS) is an ALTS such that is deterministic, commutative and output persistent. An important result on speed independence is the following [8] :
A WF-ALTS that satisfies the CSC property is implementable as a speed-independent circuit. An additional important property is input-properness. An ALTS is input-proper if no internal signal triggers any input signal. This guarantees that the behavior of the environment does not depend on any unobservable signal of the circuit.
A signal a is said to be in conflict if there is another signal b such that either a disables b or b disables a. We say that σ is a conflict-free set of signals if every signal a ∈ σ is not in conflict.
Solving the state encoding problem is based on inserting new signals to disambiguate CSC violations. The insertion of new signals proposed in this paper preserves the conditions for speed-independence and input-properness. There are two signals in conflict, a and b, since they disable each other at state s 0 . The ALTS is a WF-ALTS since it is deterministic, output persistent and commutative.
IV. ALTS TRANSFORMATIONS
This section describes a collection of transformations over WF-ALTSs. The purpose of these transformations is to provide an infrastructure to insert/hide signals and recompose the original specification with new signals that solve the CSC conflicts. All these transformations must satisfy two properties:
• The behavior of the system must be preserved (branching bisimilarity).
• The implementatibility conditions must hold.
The most important result of this section indicates that the projections of the specification should never hide signals in conflict. This strategy allows to work with τ -free WF-ALTSs when inserting new signals to solve CSC conflicts.
A. SIGNAL INSERTION
The insertion of a new internal signal is now described. This transformation is always applied to a τ -free WF-ALTS. Signal insertion was proposed in [8] and [9] and proved to preserve trace equivalence when the new inserted signal is silent. Since WF-ALTS are also deterministic, signal insertion also preserves branching bisimilarity [16] .
Henceforth, the new inserted signal will be named x / ∈ , whereas the signals from the original ALTS will be named a, b ∈ . The signal insertion process requires all states in S to be partitioned into four sets 2 : ER + , ER − , QR + and QR − . These sets will determine the future ERs and QRs of x.
After inserting signal x, some transitions will be delayed (triggered) by x. These are the transitions that exit ER:
Some other transitions will become concurrent with x. These are transitions that will remain inside ER:
The set of new states created by the insertion of x is calledŜ. For every state s ∈ ER a new sibling stateŝ ∈Ŝ is added. New transitions are also added with the new states. In particular, the new sets of transitions are:
with T x referring to the transitions between siblings, T d to the delayed transitions and T c to the concurrent transitions.
The new ALTS (S , , T , s 0 ), obtained after the insertion of x in the original ALTS (S, , T , s 0 ) is defined as: A generic view of signal insertion is depicted in Fig. 4 . On the left, the partition of S into the four ER/QR regions of x is shown. On the right, the state space after adding the sibling states is shown.
B. HIDING SIGNALS
Given an LTS A = (S, , T , s 0 ), a set of signals σ can be silenced, denoted silence(A, σ ), if every event of every signal a ∈ σ is substituted by τ . Fig. 5b shows an example of the silence operation on Fig. 5a for signals a and b. We are now interested in removing the new τ transitions that appear after a silence operation. This will yield a smaller ALTS. One of the ways of achieving this is by using τ -priorization and τ -compression operations described in [17] .
The τ -priorization operation consists on the following: if there is a transition s τ − → s , then any other transition s a − → s is removed.
Intuitively, this operation assumes zero-delay τ -transitions and non-zero delay for the other transitions. This makes the model prioritize τ 's over other transitions. Fig. 5c shows the τ -priorization for the ALTS 5b.
The τ -compression is an operation aimed at removing sequences of τ transitions. If a state s has only one transition, and this transition is s τ − → s , then s is merged with s . An example for this operation can be seen in Fig. 5d .
Important results about these operations can be found in [17] . In particular, these operations preserve branch bisimilarity. If the τ transitions are persistent, then applying both operations yields a τ -free ALTS.
Finally, given an ALTS
We can now define the concept of branch bisimilarity with respect to a set of signals.
With these definitions and results we can now state that, given the τ -free WF-ALTS A 1 , and
On the other hand, hiding a signal in conflict does not yield a τ -free ALTS. Fig. 6a shows an ALTS with a non-persistent τ transition. In this case, τ -priorization cannot be applied without breaking branching bisimilarity. The τ transition can still be removed, as shown in Fig. 6b , but this ALTS only preserves trace equivalence, which is a weaker equivalence class. 
C. SYNCHRONOUS PRODUCT
The synchronous product of two LTSs can be defined as follows. Let
The synchronous product of A 1 and A 2 , denoted by A 1 × A 2 is another LTS (S, , T , s 0 ) defined by:
is the set of states reachable from s 0 according to the following definition of T :
• T ⊆ T is the set of transitions between states in S that belong to T .
See the proof in the appendix. Informally, the synchronous product of two ALTS that are branching bisimilar with respect to their common signals will also be branching bisimilar to the original ALTSs with respect to their common signals. This becomes important later to ensure that the approach presented in this paper preserves branching bisimilarity at all steps.
V. CSC RESOLUTION ALGORITHM
Intuitively, solving CSC conflicts is an iterative process with the following steps:
• Hide a subset of signals to reduce the size of the ALTS.
• Insert a new signal to solve some of the CSC conflicts of the remaining signals.
• Re-compose the ALTS by recovering the previously hidden signals.
• Reduce concurrency of the newly inserted signal. This process is repeated until all CSC conflicts have been solved. A high-level description of the algorithm is shown in Algorithm 1.
Algorithm 1 SOLVECSC(A)
input : An ALTS with CSC conflicts. output: An ALTS without CSC conflicts. The hidden signals are recovered by re-composing the original ALTS with the new inserted signal. This is achieved by computing a synchronous product (line 3) between the new ALTS (with the new inserted signal) and the original one.
Re-composition implicitly creates a high-degree of concurrency of the new inserted signal with the signals that were hidden by the projection. In particular, the CSC conflicts for the hidden signals are not solved by the new signal. To mitigate this effect, the concurrency of the new signal is reduced (line 4). As a side-effect, new CSC conflicts are solved and the size of the ALTS is also reduced.
An accurate description of concurrency reduction is out of the scope of this paper. An in-depth discussion can be found in [18] .
The following subsections describe more details about projection and re-composition. Afterwards a discussion about some of the properties of this algorithm is presented.
A. PROJECTION
The main objective of the projection step is to reduce the size of the ALTS by means of hiding signals. The only constraint is that none of the hidden signals can be in conflict. The reason is that τ events become inert if they are not in conflict [17] and, thus, they can be completely removed during state minimization. That means that any ALTS can become τ -free if no signals in conflict are hidden.
The set of signals to hide has an impact on the quality of the solution. Next, a set of concepts useful to define the criteria to select the signals are discussed:
• Concurrency: Hiding signals with high concurrency has a bigger impact on the size of the ALTS. It is thus convenient to hide signals with a large ER.
• Lock relation: Two signals a and b are in lock relation when, for every possible trace in the ALTS, there is a transition b between two transitions for signal a and vice versa. Fig. 7 shows an example of lock relation. Signals in lock relation are helpful to solve conflicts [19] . • Signals with CSC conflicts: Hiding signals with many CSC conflicts generate ALTSs with fewer conflicts. This gives less information to the signal insertion process. In general, preserving signals with many conflicts leads to more informed decisions and better solutions.
• Conflict collapse: A CSC conflict between the states s and s collapses when all the signals present in a path between s and s are hidden. Fig. 8 shows an example of a collapsing conflict. A collapsed conflict is not observed and cannot be solved in the projected ALTS. It is thus convenient not to hide signals that collapse conflicts, whenever possible. Algorithm 2 shows a high level description of the projection algorithm. The first step is to choose the signal a with the largest amount of CSC conflicts. This signal will be the anchor of the new ALTS and will not be hidden. The objective is to solve as many conflicts as possible for a. Next, signals are iteratively hidden until the size of the ALTS is below a threshold. At each iteration, the best candidate signal for hiding is obtained.
The criteria (in priority order) to select the best candidates is as follows:
• From the set of signals that do not collapse conflicts, and are not in lock relation with a, the best candidate is the one with the largest ER (highest concurrency).
Algorithm 2 PROJECT(A)
input : An ALTS with CSC conflicts. output: An ALTS with a size under thresholdSize begin a = signalWithLargestCSCconflictNumber(A)
• In case of a tie, the signal with the smallest number of CSC conflicts is selected.
• If no such signal exists, the lock relation constraint is dropped and the best candidate is selected.
• In case of a tie, the signal that collapses the smallest number of conflicts is selected.
B. RE-COMPOSITION
Re-composition aims to re-introduce the hidden signals after signal insertion. This is achieved by calculating the synchronous product of the original ALTS with the projection after solving CSC. The conflicts solved in the projected ALTS will also be solved in the re-composed ALTS, whereas the other ones will remain. If some conflicts were collapsed during signal hiding, they will also remain after re-composition.
Re-composition greatly increases concurrency, specially when a high number of signals were hidden during the projection. This may have the undesired effect of increasing the total number of CSC conflicts, thus precluding convergence of the algorithm. For this reason, concurrency reduction is an effective way of avoiding this effect.
C. CONCURRENCY REDUCTION
We resort to the concurrency reduction transformation proposed in [18] . A concurrency reduction operation over a signal a reduces the size of the ER for that signal and preserves commutativity, determinism and persistency. In particular, it also preserves branching bisimilarity with respect to a.
Concurrency reduction has two positive effects:
• The size of the ALTS is reduced.
• Additional CSC conflicts are solved. This operation makes some states unreachable and, as a by-product, CSC conflicts are reduced if some of these states are involved in the conflicts. Furthermore, the reduction of states also increases the DC-set of the logic functions and the opportunities to simplify the Boolean equations.
There are multiple ways of performing concurrency reduction, each one deriving a different solution. Fig. 9 shows an example with different valid reductions.
In this work, a greedy approach has been used to decide how concurrency must be reduced. At every state, the number of possible reductions may be potentially of the order of 2 k , with k being the number of enabled signals at the state. To avoid a worst-case exponential cost in the exploration of highly-concurrent controllers, a limit is defined for the maximum number of solutions that are evaluated.
The following criteria are taken into account to estimate the quality of each solution:
• The number of CSC conflicts that disappear.
• The number of states that become unreachable.
• The number of new trigger signals that appear/disappear. The number of CSC conflicts that disappear after the reduction is used to maximize the utility of the inserted signal. Furthermore, reducing the number of states as much as possible is important to prevent the size of the ALTS from growing excessively. Finally, the number of triggers is highly correlated with the number of essential literals. This is, at the same time, correlated with the number of literals after logic synthesis [9] . Ideally, the concurrency reduction operation would minimize the number of essential literals. This work proposes to use the trigger events as proxy for essential literals for the sake of performance.
D. PROPERTIES OF THE ALGORITHM
There are two main properties that this algorithm must have to be an effective and valid technique:
• The computational complexity must be affordable.
• It must preserve the behavior of the specification (branching bisimilarity).
1) COMPLEXITY
For projection, hiding a signal is done by a step of silencing, followed by τ -priorization and τ -compression.
Silencing can be trivially done in O(|T |), whereas τ -priorization and τ -compression can also be solved in O(|T |) [17] . The other important operation for the projection is selecting the signal to be hidden. The worst-case cost is dominated by the detection of pairs of conflicts that collapse. Theoretically, this operation is O(|C| + |S|), with |C| representing the number of CSC conflicts and |S| the number of states. Although a theoretical upper bound for |C| is |S| 2 , in practice |C| < |S| for realistic controllers. Since the projection step is repeated on the order of O(| |), the average complexity for projection is O(|S| × | |).
The complexity of the re-composition step is the one of the synchronous product. However this is a singular synchronous product A 1 ×A 2 in which A 2 is a projection of A 1 with a newly inserted signal. If A 1 has |S| states, the product will have at most 2|S| states, under the assumption that the new signal can be highly concurrent with the original specification. Thus, the synchronous product can run in linear time.
The cost of concurrency reduction is maintained as O(|S| × | |) and guaranteed by the heuristic that explores a small amount of options at each state in which the new signal is enabled (discussed in Section V-C).
In general, the average runtime for solving CSC of a large controller can be modeled as:
where |X | is the number of inserted signals. For every signal, the cost might be dominated by the projection/re-composition steps (O(|S| × | |)) or the runtime for solving CSC of the projected controllers. The dominating term will depend on the size of the projected controllers. If they are small, the effort will be dominated by the projection/re-composition. Conversely, a little effort in projection (hiding few signals) will result in larger controllers and a major effort in solving CSC. Defining the appropriate size of the projected controllers is a tuning parameter of the method.
2) BRANCHING BISIMILARITY
We need to show that the insertion of a new signal x through the following transformations preserves branching bisimilarity:
, with x / ∈ 1 , and
Proof: First note that the hiding operation and the insertion operation preserves branching bisimilarity, so A 1 ≈ σ A 2 and A 2 ≈ x A 3 . Since branching bisimilarity is transitive, A 1 ≈ σ ∪{x} A 3 . Then, by Theorem 1, A 4 ≈ σ A 3 and
From [18] it can be easily observed that the basic transformation for concurrency reduction (forward reduction) is equivalent to a τ -priorization assuming the new inserted signal x is silent and confluent. Thus, branching similarity is also preserved when applying concurrency reduction.
VI. RIP-OFF AND RE-ENCODE
Besides the basic algorithm previously described, there is an improvement that can be done as a post-processing step. The idea is very simple: hide one of the inserted signals (rip-off) and find a different solution (re-encode). This process is repeated until no further improvements are observed. This step improves the quality of the results, at the expense of a cost in execution time.
This technique exploits the fact that signals are inserted sequentially and some CSC conflicts might be resolved by more than one signal. Typically, the first inserted signals are eager to resolve a large amount of conflicts. But some of the conflicts may also be resolved later by new inserted signals. By ripping-off some of the first signals and re-encoding, the constraints are relaxed, i.e., the number of CSC conflicts is smaller, and better solutions can be found. In some rare cases, it may even occur that ripping-off some signal does not introduce any CSC conflict, thus detecting that the signal was redundant.
For a fast estimation of the quality of the solutions, this work uses a cost function based on the one proposed in [9] , which accounts for the number of essential literals, entry points and size of the excitation regions.
Algorithm 3 shows the strategy proposed in this work. The algorithm consists of two nested loops. The external loop repeats the process until no further improvements are found. The set of inserted signals (X ) is visited in descending order of essential literals, which is an estimation of the logic complexity of the signal. The rationale behind this order is that signals with more literals offer more opportunities for improvement after logic synthesis.
Algorithm 3 RIPOFFREENCODE(A)
input : An ALTS with CSC property. output: A re-encoded ALTS.
The inner loop stops when some improvement has been detected. After that, the cost of the signals is re-evaluated and the outer loop starts again. An algorithm for calculating essential literals is described at the appendix. VOLUME 6, 2018
VII. PREVIOUS ART
We next discuss the main differences with the most relevant approaches proposed for asynchronous controllers working in input/output mode. We can distinguish two main categories:
• Structural methods working at Petri net level, such as MPSAT [7] and structural methods using integer-linear programming [6] .
• State-based methods, such as Petrify [8] and PBASE [9] . Regarding the exploration of insertion points for the new signals, the main limitation of the structural methods is that the original specification acts as a corset. The new events must be anchored in existing nodes of the Petri net (or its unfolding). If two different Petri nets have the same reachability graph, the space of solutions is also different and a subset of the solutions available at ALTS level. Moreover, the insertion must be done in such a way that the causality relations can be expressed with the semantics of a Petri net. This has the disadvantage that many valid solutions are not explored. On the other hand, structural methods do not require to enumerate all possible markings, thus dealing effectively with the state explosion problem.
Petrify is a special case. The insertion of signals is done at state level, however the sets of states for insertion are built based on combinations of regions (that correspond to Petri net places). Petrify only uses simple combinations of regions that prevent the exploration of intricate solutions that could potentially be better.
PBASE, on the other hand, works exclusively at the state level. It uses a combination of SAT and pseudo-Boolean optimization in order to find high quality solutions. It requires to explicitly enumerate all states and encode a SAT formula that is satisfiable if and only if a solution is valid. A posterior pseudo-Boolean optimization step ensures that the solution returned is the optimum according to an heuristic. Since pseudo-Boolean optimization is NP-hard, this approach has the risk of falling into a worst-case scenario. This makes PBASE the most sensitive approach to the state explosion problem. On the other hand, its ability to encode any possible solution and the high quality heuristics used to find solutions allows it to often find solutions with the fewer number of literals than other approaches.
VIII. EXPERIMENTAL RESULTS
This section presents experimental results for the projection and recomposition technique, henceforth called SEPR (State Encoding using Projection and Re-composition). The signal insertion step is performed with PBASE, even though it is possible to use any other state graph based approach (like Petrify). Experimental results include a comparison of the method against PBASE as a baseline and MPSAT for large controllers. Versions with the rip-off and re-encode technique (SEPR-R) are also included.
In every case, the projection steps of the algorithm are performed until the ALTS satisfies all the following conditions:
• |S| × | | < 500.
• At least one signal has been hidden.
The last condition is included for the smallest controllers. Some of them are small enough to already satisfy the first condition. Hiding at least one signal guarantees that the technique is used in every instance.
The benchmarks are divided into three groups: small, medium and large. The following subsections present and discuss the results for the different groups, as well as experiments testing the scalability of the approach.
A. SMALL CONTROLLERS
Controllers in this group have been taken from [9] and have less than 1000 states (with the exception of c10). This experiment is performed to give a baseline comparison with PBASE, since it cannot be used for larger controllers due to the execution time. Additionally, a comparison with the rip-off and re-encode technique is included. Table 1 shows the results, with column Signals/Literals reporting the number of state signals that were inserted and the number of literals of the Boolean equations (in factored form) after logic synthesis. CPU(sec) reports the CPU time required to solve CSC. The number of states (|S|) and input/output signals (I/O) are also reported. The table compares PBASE (PB), SEPR (SP) and SEPR-R (RR). In some cases, PBASE was not able to solve CSC in less than 10 hours. This is denoted as Time in the table. A summary of the results for Table 1 can be found in Table 2 , which presents a pairwise comparison between different techniques. Row Solved reports the number of solved instances. The remaining data in the table only reports the total results for the benchmarks that were solved by both techniques under comparison (i.e. ignoring controllers not solved by both). Ratio reports the average ratio of literals between every pair of techniques.
The comparison between PBASE and SEPR shows a significant difference in execution time, without hardly sacrificing quality: the number of literals only increases by 1%. The addition of the rip-off technique has a very minor impact on quality, while increasing execution time. The main reason is because the number of inserted signals is small (less than 3 in most cases), giving few opportunities to explore different re-encodings. Thus, the rip-off technique is not well suited for small controllers. Nonetheless, all controllers were solvable with SEPR-R.
Although the work of this paper was not originally meant to be used for small controllers, the experiments show that the technique contributes to reduce runtime without having a significant impact on quality.
B. MEDIUM CONTROLLERS
In this experiment, the controllers have up to 14,000 states. This size is already out of the scope of the controllers manageable by PBASE. For this reason, MPSAT is used as reference.
The controllers come from different sources. Some of them (master-read versions) come from [9] . The art(m,n) are parameterized controllers from [20] . They model a synchronization of m pipelines, as shown by the STG depicted in Another set of parameterized controllers is PpArb(m,n), obtained from [21] . They model m pipelines synchronized with arbitration. Figure 11 shows an example for PpArb (2, 3) . These controllers are highly concurrent and have a large set of states, but a comparatively small number of signals. They can be solved with few signal insertions.
The ParMix(m,n) controllers are based on the ones presented in [20] . These controllers show a handshake of sequencers, parallelizers and mixers, as represented by Figure 12 . The original controllers in [20] did not have any CSC conflict. The ones presented here have been modified (by hiding internal signals) such that the sequencer and every parallelizer have conflicts. The result is a controller with a high number of signals and CSC conflicts.
Finally, the SeqPar(n) controllers are introduced in this work. Like the ParMix(m,n), they represent a handshake of smaller controllers. A SeqPar(n) controller represents an n-level tree of alternating handshakes of sequencers and controllers. Fig. 13 shows an example with three levels. Since every parallelizer and sequencer has CSC conflicts, this class of controllers also contains a high number of signals and CSC conflicts. Table 3 shows results for this experiment. The codeword Time is used when a controller could not be solved in less than 10 hours. The codeword Fail marks an instance in which a solution could not be found. A summary for Table 3 can be found in Table 4 .
The results show that SEPR generates slightly better results than MPSAT, even before the rip-off technique. In general, the execution time is slightly higher than MPSAT, with the exception of the controller ParMix (2, 4) . This controller biases the total execution time for MPSAT in Table 4 . Nonetheless, this result is important because it hints at a trend in the ParMix and SeqPar controllers: MPSAT takes too long to solve these classes of problems and hits the 10-hour timeout for most of them. A possible explanation is later discussed in Section VIII-D. Another singularity is the master-read controller. This controller is the original specification of master-read2, including the inputs and outputs (all signals in master-read2 are artificially declared as outputs). The presence of inputs reduces the space of valid solutions since the input properness property prevents the insertion of a signals triggering inputs. While MPSAT can solve master-read2, it fails to find a solution for master-read. This highlights the increased power of the state-based techniques to find intricate solutions in highly restrictive specifications.
Finally, the rip-off technique shows an overall reduction of 2% in the number of literals with respect to the base approach, at the cost of a higher execution time. The higher number of inserted signals with respect to the small controllers allows this technique to improve the SEPR solutions.
C. LARGE CONTROLLERS
The last experimental results are for large controllers, which was the main motivation for this work. These controllers can have up to several million of states. The aim of this experiment is to show the scalability of the approach presented in this paper.
The controllers in this test come from the same sources as the ones in the previous results. Table 5 reports the results for large controllers, which are summarized in Table 6 .
SEPR can solve problems up to 4.5 million states in a reasonable time. The rip-off technique significantly increases the execution time, even more than in previous results. This is because there are more candidates to rip-off, which also increases the opportunities to generate better results. This last approach allows for solutions with higher quality than those of MPSAT. Every instance can be solved with the SEPR and SEPR-R.
Even though MPSAT uses structural methods, it solves CSC using a SAT formulation of the problem [7] . The runtime highly depends on the size of the SAT formula, which is mainly determined by the size of the unfolding and the number of signals. Although the unfolding can grow exponentially under the presence of multiple choices in the specification, in practice the number of signals is the one that has the largest impact on MPSAT runtime. The following section discusses the scalability of different approaches.
It is also important to note that only examples suitable for MPSAT have been selected, which need to have an underlying safe Petri net. These constraints do not apply for state-based methods.
D. SCALABILITY
This section studies the scalability of SEPR with regard to MPSAT, with the goal of comparing a state-based method with a structural one. The experiments are performed with three suites of benchmarks: Sequencer(n), Art(m, n) and Parallelizer(n). The circuits have been scaled with the parameter n. In the case of Art(m, n), m has been set at 3. The following table shows how these circuits grow with n:
Signals grow linearly with n in all cases. The main difference is in the size of the set of states. For Seq, it grows linearly, whereas for Art and Par the growth is cubic and exponential, respectively.
Fig. 14 reports the execution time of these benchmarks for MPSAT, SEPR and SEPR-R. The x-axis represents n and the y-axis represents the execution time in seconds (log scale). Table 7 reports the total sum of literals after logic synthesis for all controllers of every class. The results for Art are reported in Fig. 14b . In this case, the dashed line is a cubic polynomial regression of SEPR, with R 2 = 0.988. This is consistent with the cubic polynomial growth of the number of states. MPSAT shows an exponential behavior, mostly dominated by the number of signals.
Finally, Fig. 14c shows results for Par. In this case, the complexity of the ALTS is dominated by the number of states, rather than the number of signals. The dashed line represents an exponential regresion of SEPR. 3 Clearly, MPSAT overtakes the state-based methods since the number of states 3 The regression is on the order of 4.5 n (states grow on the order of 5 n ). Given the small number of points and the dominance of the large values, the regression may not be sufficiently meaningful. However it helps to hypotesize the exponential relationship with the state space. grows much faster than the number of signals. Working with the unfolding of a Petri net, rather than its reachability set, is a clear advantage in this case.
MPSAT is more scalable for large state spaces that can be succinctly represented by a Petri net. However, the runtime grows exponentially with the number of signals. The main reason is the way that MPSAT estimates the logic complexity of the circuit, using a quadratic number of SAT variables to encode the trigger relations between pairs of signals [7] .
E. FINAL REMARKS
The results show a good picture of how SEPR scales. For small controllers, it reduces runtime while maintaining quality. For medium controllers, the quality of the solution and runtime are slightly better than the structural methods.
For controllers with a large number of signals, SEPR can go much beyond the complexity wall hit by other tools (e.g., MPSAT or petrify). The base version of the tool, SEPR, sometimes provides solutions with slightly lower quality than MPSAT, but the re-encoding strategy using rip-off gives an opportunity to improve the results, specially in those controllers that require a larger number of encoding signals. In fact, it generates the best results for most cases, with the exceptions of the PpArb class of controllers, which are solved with just one signal.
Finally, the strongest advantages of SEPR are in the number of problems solved and the scalability of the approach. Structural methods depend on the Petri net structure, which limits the solutions that can be found. In the case of MPSAT, for example, it cannot solve unsafe nets. But even when safe Petri nets are used (as in the case of the benchmarks presented here), some other limitations might arise. As for scalability, this approach grows linearly with the number of signals and states. In the case of state explosion typical of high concurrency, this limits the size of the controllers than can be solved (to the order of 10 6 states). But when the controllers have large number of signals, results show that SEPR still manages to grow linearly, as opposed to the exponential growth of MPSAT.
IX. CONCLUSIONS
This work has presented a novel technique to address the problem of state encoding for large asynchronous controllers. The approach allows to project a large specification onto a subset of signals and obtain a smaller one suitable to be handled by state-based encoding techniques. The complete asynchronous controller is recovered by re-composing the original specification with the projected solution.
Results show that asynchronous controllers of several million states are now within reach of state-based encoding techniques. Furthermore, it can speed up the encoding for controllers of smaller sizes. This allows state-based techniques to effectively compete with structural methods and handle controllers that can be generated from different formalisms for which no encoding tools exist yet. By symmetry, A 3 ≈ σ 1 A 2 can be proved identically.
APPENDIX B COMPUTATION OF ESSENTIAL LITERALS
A signal a is said to be an essential literal for a signal b if there exits a pair of states s, s ∈ S such that: Essential literals are important because they are guaranteed to be in the support of the Boolean function. In particular, if a is positive essential literal of b, a will be a literal for the function of b after synthesis. If a is a negative essential literal, then ¬a will be a literal for the function of b after synthesis. A more in-depth discussion about the correlation between essential literals and literals after synthesis can be found in [9] .
Given a signal a, it is possible to efficiently compute the set of signals for which a is essential. This can be accomplished by grouping all the states that have the same encoding (minus the code for signal a) and checking, for each non-input signal, which ones meet the condition for a to be essential. If the encodings are stored in a hash table, the worst-case complexity is in the order of O(|S| × | |). Nonetheless, by exploiting bitwise and vectorial instructions in actual hardware, a linear cost O(|S|) can be obtained, as long as | | is on the order of the word size.
Finally, to compute the essential literals for all signals, the previously described computation needs to be executed for every signal. The cost of finding all the essential literals is O(|S| × | | 2 ), or O(|S| × | |) if the size of | | is on the order of the word size.
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