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Traffic Prediction in 3G Mobile Networks Based on Multifractal
Exploration
Yanhua Yu , Meina Song, Yu Fu, and Junde Song
Abstract:

Traffic prediction plays an integral role in telecommunication network planning and network

optimization. In this paper, we investigate the traffic forecasting for data services in 3G mobile networks. Although
the Box-Jenkins model has been proven to be appropriate for voice traffic (since the arrival of calls follows a
Poisson distribution), it has been demonstrated that the Internet traffic exhibits statistical self-similarity and has to
be modeled using the Fractional AutoRegressive Integrated Moving Average (FARIMA) process. However, a few
studies have concluded that the FARIMA process may fail in modeling the Internet traffic. To this end, we conducted
experiments on the modeling of benchmark Internet traffic and found that the FARIMA process fails because of the
significant multifractal characteristic inherent in the traffic series. Thereafter, we investigate the traffic series of data
services in a 3G mobile network from a province in China. Rich multifractal spectra are found in this series. Based
on this observation, an integrated method combining the AutoRegressive Moving Average (ARMA) and FARIMA
processes is applied. The obtained experimental results verify the effectiveness of the integrated prediction method.
Key words: time series prediction; self-similar; Fractional AutoRegressive Integrated Moving Average (FARIMA)

1

Introduction

Traffic prediction plays an integral role in
telecommunication network planning and network
optimization. Several time series prediction techniques
exist that can be considered for traffic prediction,
such as linear and nonlinear modeling techniques. The
prediction technique should be selected on the basis of
the characteristics of the time series. For voice traffic
in traditional circuit-switched networks, the use of
the Box-Jenkins model yields reasonable prediction
performance; this is because the call arrivals follow a
Poisson distribution and the traffic series exhibits short Yanhua Yu is with the School of Computer, Beijing
Universityof Posts and Telecommunications, Beijing 100876,
China. E-mail: yuyanhua@bupt.edu.cn.
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range dependence[1, 2] . However, it has been shown that
the Internet traffic exhibits both long-range dependence
and statistical self-similarity with regard to local area
networks as well as wide area networks[3, 4] . The
origins of self-similarity in the Internet traffic have
been mainly attributed to the heavy-tailed probability
distributions of the transfer sizes and interarrival
[4-6]
times . However, since 2004, some innovative ideas
have been promulgated regarding traffic assumptions
within the Internet core. Karagiannis and his colleagues
reexamined the Poisson assumption by investigating
the traffic from a major backbone link belonging to
a Tier-1 Internet Service Provider (ISP); they found
that unlike the older data sets, network traffic in the
Internet core was effectively represented by a Poisson
model within the sub-second time scales[7] . With regard
to multi-second time scales, they found a distinctive
piecewise-linear non-stationarity along with the
evidence of long-range dependence. Terdik and Gyires
reexamined the study carried out by Karagiannis and
refuted the assumption of the Poisson distribution by
applying the Kolmogorov-Smirnov test[8, 9] . However,
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the simulation results obtained after employing a
new distribution called the Levy distribution have
shown that the backbone traffic of the Internet nearly
follows a Poisson distribution and closely resembles
a self-similar process at the same time. These studies
have indicated the weakness of bursts within the
backbone traffic of the Internet at high speeds and high
aggregation levels.
It is noteworthy that only a few studies have
investigated data traffic in the mobile Internet in the
era of 3G technology. In this paper, we analyze
the mobile Internet traffic series from a mobile
operator in China in 2012. We find that the traffic in
terms of continuous hour intervals cannot be suitably
modeled by the Fractional AutoRegressive Integrated
Moving Average (FARIMA) model because it exhibits
significant multifractal characteristics. Further, we
observed that during most of the hour intervals, the
traffic exhibits self-similarity with a certain Hurst value;
however, in the other hour intervals, they are closer to a
Poisson distribution.

2

Nature of Traffic in Mobile Internet

To select an appropriate model for forecasting
traffic in a mobile network, first, we need to
determine the nature of the time series. If the arrival
follows a Poisson distribution and the series exhibits
short-range dependence, linear techniques including
AutoRegressive Moving Average (ARMA) may be
sufficient[1, 2, 10] . If the arrival is self-similar or it exhibits
long-range dependence, more complex models such
as Neural Networks (NN), Support Vector Machines
(SVM), FARIMA models, and wavelet-based combined
[11-14]
models need to be employed
. According to us,
since SVM and NN mainly use data during a short range
of time near a predicted time point, they are not the
first choice to model a time series with self-similarity
or long-range dependence. Instead, the FARIMA model
provides the best option because of its ability to
eliminate long-range dependence by means of fractional
differencing.
Jiang et al. proposed the contradiction that FARIMA
might not be appropriate for modeling a traffic series
with self-similarity and long-range dependence by
assuming the Internet traffic data LBL-TCP-3 as an
example[15, 16] . However, they did not elaborate on the
reason for which FARIMA was unable to effectively
model the Internet traffic series. We conducted the
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same experiment in Ref. [15] and found the reason
for the failure of the FARIMA model with respect to
the LBL-TCP-3 data. The reason was that the traffic
data LBL-TCP-3 is not only self-similar but it also
exhibits significant multifractal properties. Figure 1
shows the rich multifractal spectra[17] in this Internet
traffic aggregated at the second scale.
In Fig.1, it can be observed that the singular exponent
ranges from 0.3 to 0.7, which implies that there are
different bursts in this series[17] . This characteristic
can explain the failure of the FARIMA model. In
conclusion, if the time series is purely fractal rather than
multifractal, FARIMA is appropriate; otherwise, more
complex techniques such as wavelet-based combined
models have to be employed. Therefore, first, we
investigate the nature of traffic in mobile Internet
services.
We collected traffic data during a period from a
serving GPRS support node in a province in China at
the Iu-PS interface. There are two distinct traffic series:
aggregation from the uplink and the downlink. In this
study we will take the downlink traffic as the example.
First, the Hurst exponent that represents selfsimilarity is calculated using the variance-time
plots[3] . In Fig. 2, the variance-time curve shows an
asymptotic slope that can be easily estimated for
ˇ D 0:2, resulting in the Hurst parameter estimation
ˇ
HO D 0:90 from the equation H D 1 C .
2
Next, we examine the existence of a multifractal
characteristic in this series. Figure 3 shows the
corresponding multifractal spectra. This figure shows
that the singular exponent ˛ spans from 0:1 to 0.7,

˛ ) of LBL-TCP-3 aggregated
Fig. 1 Multifractal spectra fG (˛
at the second scale with q = [ 40,40] where q denotes the
moment order.
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Fig. 2 Graphical variance-time plot for determining selfsimilarity and calculating Hurst parameter.

which implies that the multifractal property exists in the
downlink traffic series at the Iu-PS interface. Therefore,
this series might not be appropriately modeled using the
FARIMA process.
If the traffic series can be split into several branches
with a trivial spectrum comprising only one point
(or ˛ spans a short range) indicating that it has a
single burst (or approximately within the same burst),
this problem can be comprehensively resolved. A
few studies have introduced wavelet transformation
to resolve the above problem[11] ; however, its effect
has not been theoretically proven. Considering a 24hour periodicity both in voice and Internet traffic,
we split the original mobile Internet traffic into 24
branches corresponding to these 24 hours. The traffic
during the same hour interval on consecutive days

˛ ) of the downlink traffic
Fig. 3 Multifractal spectra f G (˛
with q = [ 40,40].
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can be viewed as one branch. The experiment verified
the effect of the above assumption. Furthermore, we
found that most of the branches exhibited self-similar
characteristics and the remaining branches followed a
Poisson distribution. Table 1 lists the calculated Hurst
parameters for 24 branches corresponding to 24-hour
intervals.
As shown in Table 1, the traffic during the hours
5:00-6:00, 6:00-7:00, and 7:00-8:00 is random
with no self-similarity; therefore, the traffic during
these hours can be appropriately modeled by
ARMA with periodicity. During the other hours,
the traffic exhibits self-similarity and long-range
dependence. Furthermore, for the hours showing
self-similarity, the multifractal spectra are almost trivial
since the singular exponent spans a very short range
(smaller than 0.1), as shown in Fig. 4. The multifractal
spectra for the remaining hours are similar to that
during 19:00-20:00. Constrained by the paper length,
these spectra will not be shown. Consequently, the
traffic during 19:00-20:00 can be effectively modeled
using the FARIMA process.
Table 1 The Hurst parameters calculated for 24 branches
corresponding to 24 hours of the day.
Time

H

Time

H

Time

H

Time

H

0:00

0.82

6:00

0.52

12:00

0.89

18:00

0.75

1:00

0.78

7:00

0.48

13:00

0.90

19:00

0.90

2:00

0.73

8:00

0.50

14:00

0.90

20:00

0.83

3:00

0.68

9:00

0.88

15:00

0.89

21:00

0.84

4:00

0.74

10:00

0.82

16:00

0.85

22:00

0.85

5:00

0.80

11:00

0.79

17:00

0.89

23:00

0.87

˛ ) of the 19:00-20:00 branch
Fig. 4 Multifractal spectra fG (˛
for the downlink traffic for q = [ 40,40] .
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3

Overview of ARIMA and FARIMA

Let the time series x1 ; x2 ;    ; xi ;    ; xn denote the
observations made at equidistant time intervals 0 C
h; 0 C2h;    ; 0 Cih;    ; 0 Cnh, where xi represents
the observations made at time 0 C ih if 0 is assumed
to be the origin and h, the time unit. Basically, the time
series prediction can be considered as a modeling issue:
a model is built between the input and the output. Then,
this model can be used to predict the future values based
on the past values.
The most commonly used Box-Jenkins’ ARMA
model is appropriate only for modeling linear and
stationary time series with short-range dependence,
and the Box-Jenkins’ ARIMA model can be used
for modeling nonstationary time series exhibiting a
homogenously upward or downward trend or with
periodicity[1, 4, 18] . When the time series shows statistical
self-similarity with long-range dependence, FARIMA
can be employed[14] . In this paper, both ARIMA and
FARIMA models are used in network traffic prediction.
Since FARIMA is a model that has evolved from
the ARMA and ARIMA models, they are introduced
sequentially in the following subsections.
3.1

Mixed ARMA process

The ARMA model can be represented using the
following expression:
q
p
X
X
j " t j
(1)
i x t i
xt D
j D0

i D1

or
.B/x t D .B/" t

(2)

where B denotes the backward shift operator
Bx t D x t

1,

B j xt D xt

j

(3)

and 1 ;    ; p and 1 ;    ; q denote the coefficients
determining the model. .B/ is a stationary
autoregressive operator and .B/ is a moving average
operator. " t ; " t 1 ;    ; " t q is a white noise process.
A process defined by Eq. (1) or (2) is called a
mixed ARMA process of order .p; q/, abbreviated as
ARMA.p; q/.
3.2

ARIMA process

The ARMA model is appropriate only for modeling
stationary processes. However, in practice, several time
series are nonstationary. For such nonstationary time
series exhibiting homogeneity, we can stationalize them
by a differencing operation. Let r D 1 B denote the
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differencing operator such that the ARIMA model can
be expressed as
.B/r d x t D .B/" t
(4)
where d denotes the order of the difference
operation. Therefore, we can conclude that the model
represented by Eq. (4) corresponds to an assumption
that the d -th differencing of the original series can
be modeled using a stationary ARMA process. The
process satisfying Eq. (4) is called an ARIMA process.
Similarly, if a nonstationary time series exhibits
periodical homogeneity with a period s, they can be
stationalized by seasonal differencing. The seasonal
operator is denoted as rs D 1 B s . If a time series
exhibits only seasonal nonstationarity, the model can be
represented as:
(5)
˚p .B s /rsD x t D Q .B s /w t
where
˚P B S D 1 ˚1 B S ˚2 B 2S    ˚p B PS
and
Q .B S / D 1 1 B S 2 B 2S    Q B QS :
If a time series exhibits both upward and downward
trends and also a seasonal part, by integrating Eqs. (4)
and (5), we get the following model representation:
.B/˚P .B S /r d rSD x t D .B/Q .B S /" t
(6)
The resulting multiplicative ARIMA process is of the
form ARIMA.p; d; q/  .P; D; Q/S with a seasonal
part.
3.3

FARIMA process

The only difference between FARIMA and ARIMA
is that in the former, the differencing degree d in
Eqs. (4) and (6) is not an integer but a fractional
1
value. The order d can be acquired by d D H
,
2
where H denotes the Hurst exponent of a selfsimilar process. H can be estimated by using several
techniques including variance-time plots, rescaled
range (R/S) analyses, Whittle estimators, and wavelet1
[19-21]
based estimators
. When H lies in the range . ; 1/,
2
the underlying process is self-similar with long-range
1
dependence; if H D , the process is random. When
2
the order d is fractal, the fractional difference operator
is defined by a binomial series[22] :
1
X
r d D .1 B/d D
k . B/k
(7)
kD0

where
k D

.k d /
.k C 1/ . d /

(8)
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and

4

.:/ is gamma function.

Time Series Prediction Based on ARIMA
and FARIMA Processes

Three steps are involved in time series prediction
using the ARIMA process. First, the ARIMA model
needs to be identified. Second, the coefficients
1 ;    ; p ; 1 ;    ; q need to be estimated for the
identified ARIMA models. Finally, future values need
to be predicted using the constructed ARMA model.
The difference between the FARIMA and ARIMA
processes is that with regard to the former, fractional
differencing is initially applied: y t D .1 B/d x t .
Therefore, the predicted value yOnC1 using the ARIMA
model is only for the innovation series fy t g. To obtain
the estimation for actual traffic xO nC1 , the integration of
P
k
yOnC1 and the differenced series 1
kD1 k B xn should
be determined.
These three steps listed above are discussed in detail
in the subsequent three subsections.
4.1

Model identification

For the ARIMA model to appropriately represent a
time series, the order of the ARIMA process with
the seasonal part, denoted as ARIMA.p; d; q/ 
.P; D; Q/, needs to be determined first. Therefore, an
appropriate subclass of models needs to be identified
from the general seasonal multiplicative ARIMA family
denoted by Eq. (5). This stage is usually called model
identification. By using an AutoCorrelation Function
(ACF), we can justify if the series exhibits a particular
trend or if the series shows a seasonal pattern with
periods. Then, we stabilize the series using the
difference operation or seasonal differencing. For a
stationary time series, several model identification
criteria exist, such as Akaike Information Criterion
(AIC), Bayesian Information Criterion (BIC), F-test,
etc.
4.2

steps ahead forecasting. To guarantee the precision of
forecasting, we adopt the one-step ahead forecasting
technique in this paper.
4.3

Traffic prediction using ARIMA and FARIMA
processes

Because the ARIMA process can be viewed as a
special kind of FARIMA process with an integer-type
d , we have only described the procedure of applying
FARIMA in this section.
Now, consider the hourly traffic series at 19:00 from
2012-3-7 to 2012-9-16 (total: 194 days).
As shown in Table 1, it can be seen that the mobile
network traffic during 19:00-20:00 is self-similar with
the Hurst parameter H D 0:9. The FARIMA model
needs to be applied. First, the long-range dependence
is eliminated using the fractional differencing equation
y t D .1 B/d x t .
Theoretically, although the order k in Eq. (7) is an
infinitely large integer, it can be realistically assumed
that k might not be greater than the length of the
collected traffic. Considering that the length of the
collected traffic, as denoted by fx t g, is 194, we select
the maximum k value as max .k/ D 150. The Hurst
exponent of the differenced traffic series represented
by fy t g is Hy D 0:45  0:5. This reveals that the
fractional differenced series is already without any
long-range dependence. Therefore, the ARIMA or
ARMA process should be applied to the traffic series
fy t g. We identify the model using ACF, as shown in
Fig. 5.
Figure 5 shows that significant periodicity exists
when S D 7. This is accordance with our experience
that there is a weekly periodicity in human behavior
as well as in communication behavior. Therefore,

Parameter estimation and prediction

After the appropriate ARIMA.p; d; q/  .P; D; Q/
model has been identified, the coefficients need to be
estimated. Several estimation algorithms exist, namely,
the Yule-Walker equation, Minimum Mean-Squared
Error (MMSE), and Maximum Likelihood Estimation
(MLE). We use the MLE algorithm in this paper. After
the model is obtained, it can be applied to forecast the
future data based on the past data. There are two types
of forecasting: one-step ahead forecasting and multi-

Fig. 5

ACF of fyt g:
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periodically differencing for S D 7 in rS D 1 B S is
carried out with the result w t D .1 B S /y t . The ACF
plots for w t are shown in Fig. 6.
From Fig. 6, it is evident that only short-range
dependence exists in the series fw t g and the seasonal
part has already been eliminated. Therefore, the
ARMA process can be employed and fw t g can be
forecasted. The model ARMA.4; 2/ is identified by
using the AIC criterion. The estimated coefficients are
listed in Table 2. The ACF of the residual is shown
in Fig. 7. From this figure, it can be seen that the
correlation coefficients for all the lags lie within double
the standard deviation (indicated by the blue line). This
reveals that the residual is a white noise process. The
result shows that ARMA.4; 2/ is suitable for modeling

the series fw t g.
Next, we determine the one-step ahead prediction
with wO nwC1 D 1 379 476. The actual downlink traffic
should be obtained by integrating it with yOny 6 and the
P
k
fractional differenced series 150
kD1 k B xn . Therefore,
the predicted traffic for 2012-9-17, 19:00, is xO nC1 D
63 263 746.
To forecast the traffic at the next time point, the
construction of a new model might not always be
necessary. Considering that during a rather long period,
if the traffic series is stable, a method for constructing
a dynamic model can be employed. When the actual
observation is collected for a particular time point,
we can again compute the Hurst parameter by adding
this new observation to the original traffic data. If the
new observation has no effect on the Hurst parameter,
we only apply a differencing operation to the newly
arrived observation. Simultaneously, a new residual
can be computed by adding this new prediction error
to the original residual. If the new residual is also a
white noise process, then the original ARMA model
can be reused. By using this method, the computation
efficiency can be significantly enhanced, which is
imperative for online prediction. The prediction results
are listed in Table 3 and shown in Fig. 8.
Table 3
19:00.

Fig. 6
Table 2
1
0:08

Estimated coefficients for ARMA (4, 2).
2
0:48

Fig. 7

ACF of fwt g.

3
0:25

4
0.34

1
0.32

ACF of the residual obtained from fwt g:

2
0.95
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Prediction from 2012-9-17, 19:00, to 2012-9-24,

Time

Actual

Prediction

2012-9-17
2012-9-18
2012-9-19
2012-9-20
2012-9-21
2012-9-22
2012-9-23
2012-9-24

62 757 470
64 105 980
66 660 080
66 777 310
67 595 360
60 598 900
61 790 950
64 112 568

63 263 746
61 738 229
67 199 746
65 082 606
67 023 169
60 880 885
57 017 372
64 815 039

Fig. 8
9-24.

Absolute
error
506 276
2 367 751
539 666
1 694 704
572 191
281 985
4 773 578
702 471

APE
(%)
0.81
3.69
0.81
2.54
0.85
0.47
7.73
1.09

MAPE
0.0225
0.0225
0.0225
0.0225
0.0225
0.0225
0.0225
0.0225

Predicted and actual values from 2012-9-17 to 2012-
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From Table 3 and Fig. 8, we can conclude that the
Mean Absolute Percent Error (MAPE) is approximately
2.25% and the largest Absolute Percent Error (APE)
is 7.73%. This is a fairly reasonable prediction;
generally, any prediction error below 10% is considered
reasonable.
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[2]

[3]

Conclusions

In this study, we have investigated data traffic
forecasting in 3G mobile networks. First, we investigate
the methods that can be used to forecast the traffic
series and select the most appropriate one. The BoxJenkins model has been proven to be appropriate
for voice traffic prediction since the arrival of calls
follows a Poisson distribution. However, Internet traffic
exhibits statistical self-similarity and has to be modeled
using the FARIMA process instead of the traditional
ARMA process. At the same time, some studies have
pointed out that the FARIMA process may fail in
the modeling of Internet traffic. We have conducted
experiments by modeling benchmark Internet traffic
data and found that the FARIMA process fails because
of the significant multifractal characteristic inherent in
the Internet traffic. Thereafter, traffic series of data
services in 3G mobile networks from a province in
China was studied. Rich multifractal spectra are found
to exist in this series. Based on this observation, an
integrated method combining the ARMA and FARIMA
processes is proposed and applied. The obtained
experimental results verify the effectiveness of the
integrated prediction method.
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