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1. INTRODUCTION 
Let L be the second-order hyperbolic operator 
and suppose u is a solution of the differential inequality 
I Lu I G WY t> I * I + &2z(% t> I vu I- (l-2) 
In recent papers, Murray [l, 21 has established lower bounds and unique 
continuation theorems at infinity for solutions of (1.2) on domains that 
expand at least as fast as wave-fronts for L. Her technique is based on the 
derivation of appropriate weighted L2 estimates for a function v  and its 
gradient in terms of Lw. 
If  b(t) denotes the energy at time t, 
(1.3) 
Murray’s principal result is a lower bound of the form 
E(t) > Ce-~f(w(t,) U-4) 
for t > t,, , where C and y  are positive constants and, depending on the 
behavior of Fzr , K, and (a& , f(t) = log(t), f(t) = t or f(t) = tC with c > 1. 
In this paper, we will give conditions for a bound like (1.4) to be satisfied for 
any monotone increasing function f. Furthermore, we will show that analogous 
bounds are valid for solutions of symmetric hyperbolic inequalities. 
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Our technique involves a modification of the energy integral method of 
[3] to noncylindrical domains. The condition u = 0 on the lateral boundary 
of the cylinder that was imposed in the earlier work is replaced by the 
requirement that the boundary be either spacelike or characteristic. 
2. PRELIMINARIES 
Let 0 < T < co. We will study the behavior of solutions of hyperbolic 
inequalities on domains D in RN x (0, T) which have bounded cross-sections 
D, = ((x, t) E 9: t = T), 
for each T E (0, T). The lateral boundary Z of J2 (i.e., the part of a52 swept out 
by the boundaries in RN of the cross-sections Dt , 0 < t < T) is assumed to 
be a smooth hypersurface which is nowhere tangent to a hyperplane t =const. 
We will need an expression for the derivative of integrals over Dt . 
LEMMA. Let v be any function such that v and vt are continuous on D, the 
closure of Q. If  
then 
G(t) = j,, v(x, t) dx, (2.1) 
G’(t) = j q(x, t) dx - s aD, in”,, 
___ v(x, t) dS, 
Dt 
P.2) 
where n = (n, ,..., nN, t n ) is the unit outer normal to L: and 
1 n, 1 = (g q2 = (1 - ?2#‘2. 
i=l 
Proof. Let 0 < t < T and choose h so small that 0 < t -j- h < T. We 
denote by &, and J& the parts of Q and .Z, respectively, whose time coor- 
dinates are between t and t + h. Then, by Green’s theorem 
J, h vt(x, T> do dT = sgn(h) [ JDitnv(xY t + h) dx - S,,v(xy t) dx] 
V(X, T)  ?t, dzl. 
%,h 
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It follows that 
; [G(t + h) - G(t)] = ; jl’” jDT z+(x, T) dx dT 
1 t-i-h -- s s h t ao, 
and passage to the limit h = 0 yields the formula (2.2). 
3. SECOND-ORDERINEQUALITIES 
We will be concerned with solutions zl E C2(a) of the differential inequality 
IlLu II < 9)1(t) II @ II + 920) II Ut II + 9)3(t) II % IL (3-l) 
where the operator L is given by (1.1) and vpi E C(0, T), i = 1,2,3. The 
norms are defined as follows: for a scalar function V, 
II -iv II2 = ID, v2(x, t) dx, 
while for u, , the gradient vector of u with respect to the N space variables, 
We assume the coefficients of L satisfy aij = aji E Cl(D) and 
jl a& t> && 2 m2(t> I 4 12, (3.2) 
for some positive function m E C(0, T) and all E E RN, (x, t) E a. Furthermore, 
suppose there is a function z+S E C(0, T) such that 
(3.3) 
The behavior of the solution u will be measured in terms of a somewhat 
more general energy integral than (1.3). N amely, for any function k E Cl(O, T) 
such that k is positive and monotone, set 
E(k; 0 = j,& (f%” + ut2 + 5 a,u,psj dx. 
i,j=l 
(3.4) 
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To obtain an expression for the derivative of E(k; t) we apply (2.2) and 
Green’s theorem. Thus, 
- s (k2u2n, + B) dS, an, 
where 
B = utBnt + f aii(u,,u,pt - 2utu,pj). 
i&l 
(3.6) 
In [3], the boundary integral of (3.5) vanished by virtue of the boundary 
condition u = 0 on a cylindrical boundary .Z. Here we will take care of the 
boundary integral by making the assumption that D, expands at least as fast 
as wave-fronts for L. That is, we suppose 
nt < 0, (3.7) 
THEOREM 1. Let u be a solution of (3.1) on 9, under the kypotheses (3.2), 
(3.3) and (3.7). For 0 < t, < t < T, set 
F(t, > t) = I:, (k + T + 293 + 2 + $) dr. (34 
Then, either 
E(k; t) > E(k; t0)[k2(t)/k2(t0)] e-F(tOSt’ if k’(t) < 0, 
E(k; t) 3 E(k; to) e--F@‘+) if K’(t) 2 0. (3.10) 
Proof. We begin by showing that the surface integral in (3.5) is non- 
positive. Since nt < 0, it suffices to prove that B is nonpositive. From (3.6) 
and (3.7), we have 
1 N 
Hence, the nonpositivity of B is a consequence of the ellipticity condition (3.2) 
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Using (3.1) and (3.3), we may bound the right side of (3.5) from below to 
obtain 
d-W 2 @“>‘I1 uII2 - 2k2/l u II II at II 
- 4 ut Ilhl u II + P2ll ut II + 9)3ll Kz II> - $41 % I?* 
Application of the inequalities 
211 24 II II % II G WI u II2 + W4Il % II27 
211 % II II % II G U/~)ll at II2 + 41 % IP, 
leads to the estimate 
dEidt 2 (k2)’ II u II2 - (A3 + h4 II u II2 
- P + (T-d4 + 2912 + cPh41 II ut II2 - bv3 + +> II % 112* 
It follows that 
dE/dt 2 (k2)’ II u II2 -f(~2ll u II2 + II ut II2 + 4 u, 112>, (3.11) 
where we have set 
The condition (3.2) implies that the term multiplyingf in (3.11) is bounded 
above by the energy E. Consequently, E satisfies the ordinary differential 
inequality 
dE/dt > (k2)’ II u iI2 - fE. (3.12) 
If  k is a nondecreasing function, the term (k2)’ II u jj2 in (3.12) may be dropped. 
On the other hand, if k is a nonincreasing function, the inequality, 
dE/dt > [(2k’/k) - f]E, 
holds. In either case, a simple integration yields the desired lower bounds. 
Consider the Cauchy problem for the nonlinear hyperbolic equation, 
Lu = g(x, t, 24, Vu), 
on Sz, with data prescribed on D, (T < a). I f  g satisfies a uniform Lipschitz 
condition in u and Vu, then Theorem 1 provides a uniqueness theorem for 
the problem. 
In the case T = cc, one obtains unique continuation theorems which give 
maximal decay rates for nontrivial solutions of (3.1). The type of decay 
naturally depends on the function k, as well as on the coefficients aij . Indeed, 
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we state, as a corollary to Theorem 1, a result which includes as special cases 
the theorems of Murray [Z]. 
COROLLARY. If the hypotheses of Theorem, 1 are satisfied and if v1 = O(k2), 
9, = O(k), q3 = O(km) and+ = O(k m “) as -+ GO, then the lower bounds (3.9) t 
and (3.10) hold with 
%I, 0 = Y ?^b w dT, 
where y  is a positive constant. 
4. SYMMETRIC HYPERBOLIC INEQUALITIES 
In this section, L will denote the symmetric hyperbolic operator 
(4.1) 
where the A,, i = 0, l,..., N, are symmetric v x Y matrices with elements 
in C?(a) and A, is positive definite. Letting (*, ,) and 1 - 1 denote, respectively, 
the Euclidean inner product and norm in KY, and 
we consider solutions u = (ul,..., 2~“) E Cl(Q; R?) to differential inequalities 
of the form 
II Lu II < g?(t) II u //I (4.2) 
with q E C(0, T). 
The following assumptions are analogs of (3.2), (3.3) and (3.7): 
(i) There is a positive function m E C(0, T) such that 
WS, 0 3 f-40 I f 12? 
for all (x3 t) E a and f E BP. 
(ii) Define 
Then there exists a function zj E C(0, 2’) such that 
1 f 
Dt 
((div A) u, 4 dx 1 < #(t> II u l12. 
(4.3) 
390 OGAWA 
(iii) The matrix 
is negative semidefinite at each point of Z. 
As in [3], a lower bound will be found for the integral 
Then 
Proof. By (2-Z), 
dE 
dt= D, f [ 2(/l,u,u,)+(~.,,)]dx-Sao,~(A0.,u)dS. 
Applying Green’s theorem and using (4.1) and (4.3), we then obtain 
dE 
dt= j,, [Wu, 4 + ((div A)@, u)] dx 
- 
s an, 
-.w!- [(A,u, u) n, + =$ (Alp, u) B<] dS. 
I % I i=l 
Thus, from the assumptions, we conclude that 
d-W 2 -(29, + 4) II u /Is. 
Since /j 26 112 < E/m, it follows that E satisfies a differential inequality with 
solution (4.4). 
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