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Temperature Estimation for a Plasma-Propelled Rocket Engine
The vast majority of rocket engines rely exclusively on chemical combustion to achieve thrust in the vacu-um of space. However, a new generation of electri-
cally mediated propulsion systems for spacecraft produce 
thrust from a fuel propellant using electric energy. For ex-
ample, in ion thrusters, neutral gas is fi rst ionized, and the 
ions are accelerated using either the Coulomb force or the 
Lorentz force, based on electric or magnetic fi elds, respec-
tively. The acceleration of ions away from the spacecraft 
propels the craft in the opposite direction by Newton’s 
third law of motion. 
The variable specific impulse magnetoplasma rocket 
(VASIMR) is an electric propulsion technology being devel-
oped by the Ad Astra Rocket Company at its facilities in 
Houston, Texas, USA, and in Liberia, Costa Rica. To produce 
thrust, the VASIMR engine uses a highly ionized plasma 
(see “What Is a Plasma?”) accelerated with magnetic fields 
to produce thrust. In VASIMR, plasma is generated with a 
helicon antenna using radio frequency waveforms at the 
frequency 13.56 MHz. Helicon discharges are known to be 
efficient methods for plasma production [1]. Initially, elec-
tromagnetic waves from the antenna energize free electrons 
present in a neutral gas fuel. These electrons then ionize 
atoms in the gas through energetic collisions to create a 
plasma. Charged particles in the plasma follow helical paths 
along magnetic field lines due to the Lorentz force, which is 
proportional to the charge on the particle, the velocity of 
the particle, and the strength of the magnetic field. Care-
fully designed electromagnets form magnetic field patterns 
that confine the plasma and move it from the helicon to the 
ion cyclotron resonant heating (ICRH) section of the rocket. 
In the ICRH section, a second helicon antenna excites the 
ions at precisely their gyrofrequency, further energizing the 
propellant gas [2]. The gyrofrequency of a charged particle 
is the frequency of rotation of the particle as it spirals in 
a magnetic field. This frequency is directly proportional to 
the charge of the particle and the magnetic field strength 
and inversely proportional to the mass of the particle. In the 
last portion of the rocket, a final group of magnets, compris-
ing the magnetic nozzle, accelerate the plasma away from 
the craft along expanding magnetic field lines. The ener-
gized plasma physically detaches from the engine and its 
magnetic field, thus creating thrust. The exhaust velocities 
from VASIMR are expected to reach as high as 120 km/s [3] 
in final prototypes. For near-term applications of VASIMR, 
large solar arrays are expected to generate electric power for 
the rocket [4]. The VASIMR engine is depicted in Figure 1. 
Compared to alternative electric propulsion technologies, 
VASIMR has many advantages as a potential space propul-
sion system. Plasma is produced inductively in the engine, 
negating the requirement for electrodes to be in contact with 
the plasma. This electrodeless design allows greater power 
densities to be reached for longer periods of time than con-
ventional magnetoplasma or ion engines, without fear of 
electrodes becoming damaged or wearing out. This design is 
essential for missions requiring months or years of continu-
ous rocket operation. The propellant gas, which is argon, is 
inexpensive, chemically inert, and widely available. 
The greatest advantage of VASIMR is that it produces 
thrust very efficiently compared to chemical rockets. The effi-
ciency of a jet or rocket engine is measured by the momen-
tum change per unit weight of consumed propellant. This 
characteristic, which is measured in seconds, is termed the 
specific impulse of the engine. Used as a measure of economy 
between rocket engines, specific impulse is comparable to 
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FIGURE 1 Schematic of the variable specific impulse magneto-
plasma rocket (VASIMR) engine. The VASIMR consists of three 
main sections, namely, a helicon plasma source, an ion cyclo-
tron resonance heating (ICRH) plasma accelerator, and a mag-
netic nozzle that accelerates the plasma away from the craft to 
produce final thrust [2]. For prototypes on Earth, a 5-m3 vacuum 
chamber is used to simulate the vacuum of outer space. Image 
courtesy of NASA.
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a miles- per-gallon, or liters-per-100 km rating for a motor 
vehicle. Chemical rockets used in spacecraft typically pro-
duce thrusts of 60,000–70,000 N at a specific impulse of 300 
s [5]. High thrusts from chemical rockets provide a large 
acceleration but with a quick consumption of fuel. VASIMR 
produces relatively low thrusts of 5–10 N, but, with a high 
specific impulse of between 5000–15,000 s [6] and the ability 
to sustain thrust for prolonged periods, the relatively small 
acceleration ultimately achieves higher spacecraft velocities 
for a given fuel supply. As shown in Figure 2, over the vast dis-
tances involved in interplanetary travel, a VASIMR-equipped 
spacecraft can reach distant destinations in less time using 
the same quantity of fuel. VASIMR gets its name from its 
capability to vary its  specific impulse performance in order to 
What Is a Plasma?
First identified by Sir William Crookes in 1879, plasma, of-ten referred to as the fourth state of matter, is essentially a 
super-heated gas. Plasma is the most abundant state of matter 
in the universe. The aurora borealis, the sun’s corona, the tails 
of comets, and the solar wind are all examples of plasmas that 
exist in space. 
At high temperatures, the atoms and molecules of a gaseous 
substance become ionized as a result of the high levels of en-
ergy that the particles obtain. The process of ionization of atoms 
is the removal of one or more electrons from their outer shells. 
Plasmas are often characterized by their degree of ionization, 
which can vary depending on the application in question. Many 
plasmas used in plasma processing may have a 1–10% degree 
of ionization whereas plasma used in nuclear fusion may become 
fully ionized. With sufficient power, plasma in the VASIMR engine 
approaches 100% ionization. Since only the ionized particles can 
be accelerated magnetically to produce thrust, a high ionization 
percentage is desirable. Increasing the efficiency of the ionization 
process is a key challenge to the VASIMR project. 
Hence plasma is made up of ions, electrons, and neutral 
atoms that move as interpenetrating liquids, constantly inter-
acting and colliding with each other. Overall, the plasma is 
electrically neutral. Plasmas luminesce due to the constant 
excitation and relaxation processes that occur within their mol-
ecules (see “What Is Optical Emission Spectroscopy?”) with a 
color that is characteristic of its constituent gases and their 
level of excitation. The purple glow of VASIMR’s argon dis-
charge is shown in Figure S1. 
Plasmas are generated by encouraging ionization of atoms 
in a neutral gas. Ionization can be achieved by forcing energetic 
collisions between particles, bombardment with ionizing radia-
tion, or using strong electric fi elds on atom’s valence electrons. 
In a capacitively coupled plasma, two electrodes are placed 
close together and one is driven with an electric voltage. Free 
electrons move in response to the resulting electric fi eld and 
cause ionization through collisions with neutral particles. These 
new collisions free more electrons, leading to an avalanche 
effect. A plasma quickly forms between the electrodes. These 
sources generate capacitively coupled discharges, since power 
is capacitively transferred to the neutral gas. Power can also be 
coupled inductively, leading to an inductively coupled plasma. 
The supplied voltage can be either dc or ac to create a plasma. 
DC discharges are simpler and have a defi nite structure as 
shown in Figure S2. 
The charged particles in plasmas are manipulated in many 
applications for a variety of purposes including semiconductor 
processing, display technology, plasma spraying, power sys-
tems, and waste disposal [S2]. 
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FIGURE S1 View of helicon source from rear of vacuum cham-
ber. The purple hue of the plasma is a result of the photons 
released from the excitation and relaxation of argon ions.
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FIGURE S2 DC plasma discharge. A dc plasma is formed by 
generating a dc voltage between two electrodes in a neutral 
gas at low pressure. Electrons move in response to the result-
ing electric field to create ions and form the labeled discharge 
regions. For a full description of these regions see [S1].
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produce more or less thrust. Extra thrust can be produced by 
the engine, but at the expense of a lower specific impulse. 
Although significantly more than 10 N of thrust is 
required to produce a substantial fraction of the gravitational 
force felt on Earth, the constant acceleration from continu-
ous VASIMR operation results in an artificial gravity effect 
on board spacecraft, reducing the physiological effects that 
weightless environments have on the human body. 
Heat is an undesirable by-product of helicon plasma 
production. The helicon stage of VASIMR is comprised 
of a ceramic gas containment tube surrounded by a heli-
con antenna. Since the ionization mechanisms are not 
completely efficient, some neutral atoms do not acquire 
sufficient energy from collisions to expel electrons into 
the plasma. Although neutrals might achieve an excited 
state temporarily from such collisions, neutrals eventu-
ally return to their base configuration, releasing energy as 
photons in the visible and UV spectra. This energy radi-
ates away and is absorbed by the gas tube and other nearby 
engine elements. In addition, high velocity neutrals can be 
created as a result of energetic collisions between particles. 
These newly formed neutral atoms are not affected by the 
magnetic field lines and continue on their original paths 
at high velocities, ultimately colliding with other particles 
or the gas containment tube. Furthermore, since the tube 
is not completely transparent to radio-
frequency energy, it absorbs part of the 
energy transmitted by the antenna. 
All of these effects produce significant 
and rapid heating of the gas tube as 
shown in Figure 3. 
Temperature control of the gas tube 
is critical to the VASIMR design since 
the quartz tube can reach absolute 
temperatures and achieve temperature 
gradients beyond its allowable limits. 
The VASIMR prototype uses supercon-
ducting magnets located close to the 
gas tube to produce magnetic fields. 
These magnets operate at cryogenic 
temperatures that must not be affected 
by the gas tube temperature. Although 
laboratory prototypes of the rocket use 
thermocouples to monitor heating of 
the gas containment tube, these sensors 
cannot be used in the final flight design 
because they would obstruct cooling 
designs that are in development. Ther-
mocouple temperature signals are also 
subject to electromagnetic interference 
from the helicon antenna and, further-
more, the thermocouples themselves 
are physically fragile. 
The goal of this work is to develop 
a prediction system for estimating 
the temperature distribution on the gas containment tube 
in the helicon section of VASIMR, in the absence of direct 
temperature measurements using thermocouples. In par-
ticular, we use a state-space prediction model along with 
optical emission spectroscopy (OES) (see “What Is Optical 
Emission Spectroscopy?”) measurements from the plasma 
for temperature-estimate correction. Since OES readings di-
rectly correlate to the excitation of non- ionized neutrals in 
the plasma, and since these neutrals contribute to the heat-
ing of the gas containment tube, we believe that OES can be 
used to assist in temperature estimation. 
This article demonstrates a temperature-estimation strat-
egy for a plasma-rocket engine. In particular, we estimate 
spatially distributed temperatures from OES mea-
surements. The estimator model is built using a state-space 
realization for which direct-state measurements are used to 
identify the state-space model parameters. However, such 
direct state measurements are not available in the operational 
system, requiring the development of a state estimator. Exper-
imental results demonstrate the effectiveness of the scheme. 
HELICON SYSTEM
In the VASIMR engine, high-density plasma is produced 
using a helicon wave source. The helicon section of the 
engine, which is depicted in Figure 4, consists of a helicon 
0 1 2 3 4 5 6
0
1000
2000
3000
Time (Days)
Ve
lo
ci
ty
 (m
/s)
0
3
6
9
× 105
D
is
ta
nc
e 
(km
)
VASIMR Velocity Chemical Rocket Velocity
VASIMR Distance Chemical Rocket Distance
VASIMR can continue to accelerate for
28 days using the initial 500 kg of fuel,
reaching a final velocity of 12.3 km/s.
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final velocity after 25
second burn of 500 kg
fuel.
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up with the chemical rocket and is
traveling twice as fast, still having
used only 61 kg of fuel.
FIGURE 2 Example performance of a variable specific impulse magnetoplasma rocket 
(VASIMR) propelled spacecraft compared to a chemical rocket propelled spacecraft. This 
figure compares the velocity and distance profiles for a hypothetical 2000 kg mass accel-
erated using a thrust of 60,000 N from a chemical rocket with specific impulse of 300 s and 
a thrust of 10 N from VASIMR with a specific impulse of 5000 s. Both spacecraft start with 
zero initial velocity and 500 kg of fuel.
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antenna wrapped around a quartz tube through which neu-
tral gas is flowing. Electromagnetic coils, which maintain a 
magnetic field parallel to the gas flow, surround the quartz 
tube. Helicon discharges are a form of inductively coupled 
plasmas where a magnetic field is used to assist in the pro-
duction of high-density plasma. The magnetic field has 
three main functions. First, it increases how far an electro-
magnetic wave penetrates into the plasma, also known as 
the skin depth. With the magnetic field in place in a helicon 
discharge, the electromagnetic waves can penetrate into the 
entire plasma. Second, the magnetic field helps to confine 
the electrons in the plasma for an extended time. Finally, 
the magnetic field gives the operator the ability to vary 
plasma parameters such as the plasma density uniformity 
[7]. The magnetic field confines the plasma to the center of 
the quartz tube and guides the plasma flow to the next sec-
tion of the engine. 
A helicon wave is defined as a right-handed polarized 
wave that propagates in a radially confined magnetized 
plasma for frequencies vciV v V vce,  where vci  is the ion 
gyrofrequency, v  is the frequency of the helicon wave, and 
vce  is the electron gyrofrequency [8]. A detailed review of 
the discovery and advances in helicon research is provided 
in [8] and [9]. 
When helicon input conditions such as pressure, power, 
and magnetic field strength are varied over a broad range, 
helicon discharges are seen to have several distinct modes 
of operation, separated by discontinuous jumps [10]. 
Capacitive, inductive, and helicon-wave modes can occur 
[11]. Jumps between modes, which are accompanied by dra-
matic changes in plasma density (by factors of two or three), 
can arise during smooth variations in input variables. The 
experiments described in this work have power settings 
of  0.8–1.4 kW, where the system operates in an inductive 
mode. Within each operational mode, the use of a linear 
estimator model is justified, while multiple linear models 
could be employed to cover a range of modes. 
For the purposes of this article, the helicon plasma 
source is visualized as a standalone system. The flow 
of argon gas into the quartz tube, the dc current in the 
electromagnets, and the power delivered to the helicon 
antenna can all be varied independently. Changes in these 
What Is Optical Emission Spectroscopy?
O ptical emission spectroscopy (OES) measures light emit-ted from a plasma as a function of wavelength, time, and 
location and is one of the most commonly used plasma diag-
nostic probes [7]. 
In a plasma, particles are continuously undergoing the pro-
cesses of excitation from the sustaining external energy source 
and relaxation, which is the loss of the previously gained en-
ergy. According to the Bohr model of atomic structures [S3], 
electrons orbit the nucleus of an atom in fixed quantized ener-
gy levels. When an atom gains energy, electrons move farther 
away from the nucleus to higher energy levels. In a random 
fashion, electrons eventually fall from this unstable position to 
a de-energized state, releasing the previously gained energy 
in the form of a photon of light. The wavelength of the released 
photon is inversely proportional to the energy gap between the 
two energy levels that have been crossed. The energy of the 
photon is given by 
 E5 hc
l
,  (S1) 
where h  is Planck’s constant, c  is the speed of light in a vacu-
um, and l  is the wavelength of the photon. The excitation and 
relaxation processes are depicted in Figure S3. 
Since each species has an individual electron configuration, 
and as energy levels are quantized allowing only certain transi-
tions, the luminescence from plasma is a characteristic of its 
gaseous composition and the excitation level of its molecules. 
In an optical emission spectrometer, light received from a 
luminescent source is first dispersed into its constituent wave-
lengths using a diffraction grating, prism, or set of filters. The dis-
persed light is then focused on a photodetector that records the 
intensity of each individual wavelength in every sample. Various 
photodetector technologies are available, including photomulti-
plier tubes, photodiodes, and charged coupled devices [7]. 
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FIGURE S3 Photon emission from an atom. (a) Atom in neutral 
state. All electrons are in the lowest orbits available. (b) The exci-
tation process. Energy is introduced to the atom from an outside 
source to excite electrons to higher energy orbits. (c) Relaxation. 
Excited electrons fall from their unstable outer orbits and release 
energy in the form of photons in the process.
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input variables result in variations in the plasma gener-
ated, with consequent variations in the optical emission 
from the plasma and heat distribution on the surface of 
the quartz tube. 
OPTICAL DATA PREPROCESSING
OES data are collected from the plasma downstream from 
the helicon section, as depicted in Figure 4. Several steps 
are undertaken to extract the features of interest, and 
to restructure the optical data into a form that is useful 
for estimation. 
An Ocean Optics S2000 spectrometer, sampled once 
per second, is used to collect the OES data. At each sam-
pling instant, the intensity of the plasma optical emission is 
recorded at 2047 wavelengths between 200–850 nm with an 
integration time of 200 ms. Analysis of the spectral inten-
sity lines reveals that many lines are highly correlated in 
time, with correlation coefficients greater than 0.75. Due 
to the high levels of correlation between the time series of 
intensity measurements at each wavelength, principal com-
ponent analysis (PCA) is used to identify the main uncor-
related, or independent, components that contribute to the 
variance in these time series. 
Before PCA is performed on the set of data X [ Ra3b,  
made up of a  samples (rows) of b  variables (columns), 
we offset each variable to have zero mean. Typically, nor-
malization to unit variance is also performed when the 
original data has multiple scales to give all variables equal 
initial importance for the analysis. However, unit variance 
normalization is not needed in our studies since all OES 
wavelengths are recorded on the same intensity scale. The 
VASIMR data matrix X  is made up of 2047 wavelengths 
that correspond to the columns of X,  sampled 15,000 
times. Hence, for the PCA calculations, X  has dimensions 
15,000 3 2047. PCA performs an eigenvalue decomposi-
tion of the covariance matrix of X,  which decomposes X  as 
the sum of the outer product of the column vectors ti  and pi  
plus a residual matrix E  [12]. We thus have 
  X5 t1p1T1 t2p2T1c1 tlplT1 E (1)
  5 TPT1 E,  (2)
The duration of time for which photons of light are ac-
cumulated in the photodetector is the integration time. The 
integration time effectively serves as a lowpass filter for the 
light intensity signals, where a longer integration time corre-
sponds to a lower bandwidth, while also affecting the signal-
to-noise (S/N) ratio of the measured light intensity. Since the 
noise level is constant, increases in integration time produce 
a roughly proportional increase in S/N ratio. The choice of in-
tegration time is therefore a tradeoff between S/N and band-
width of the OES signals. Since a single integration time for 
the photodetector must be specified and mean intensities of 
the spectral lines vary with wavelength, care must be taken 
to ensure that weaker spectral lines appear above the noise 
threshold, while stronger lines do not saturate the photode-
tector. Figure S4 shows the OES spectrum from the VASIMR 
engine. Note that a large number of spectral lines arise from 
the argon discharge, each one corresponding to an energy 
level transition in the excited argon atoms. 
Absolute concentrations of constituent gases of a plasma 
are difficult to obtain from OES measurements as spectral line 
intensities can only be compared relative to each other. Ab-
solute concentrations are sometimes obtained using actinom-
etry [S4]. In actinometry, a measured amount of an inert gas is 
added to the discharge, and intensities of known OES lines are 
compared to those present in the plasma, allowing absolute 
concentrations to be calculated. 
OES is nonintrusive, inexpensive, and simple to install on sys-
tems where visual access to the plasma is available. OES is com-
monly used in semiconductor processing to monitor the status of 
plasma-based processes such as semiconductor etch [S5]. 
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FIGURE S4 Argon spectrum from the variable specific impulse 
magnetoplasma rocket. Two distinct groups of emission lines 
can be seen on the plot. Ar I denotes the first ionization level 
of an argon atom. Ar II has higher energy, and hence a lower 
emission wavelength, as shown in the figure.
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where 
  T5 3t1 t2 c tl 4, P5 3p1 p2 c pl 4,  (3)
and l  is the number of principal components. The vectors 
ti [ R
a31 are the scores and T [ Ra3 l  the score matrix; the 
vectors pi [ Rb31 are the loadings, and P [ Rb3 l  is the load-
ings matrix. For PCA, the decomposition of X  is such that 
the columns of the loading matrix P  are orthonormal to each 
other, and the columns of the score matrix T  are orthogonal 
to each other. The first principal component is the linear 
combination of the m  original variables that explains the 
greatest amount of variability (t15Xp1). For the VASIMR 
data, this first principal component is the variable created 
from a linear combination of recorded wavelength intensi-
ties that explains the greatest portion of the variance in the 
OES data. In the m-dimensional variable space, the loading 
vector p1 defines the direction of the greatest variance in 
space spanned by the OES data matrix X  [13]. The com-
ponents are arranged in descending order, consistent with 
the amount of variance explained in the original data set by 
each component [14]. 
Overall, the loadings represent how the original 
 wavelengths are combined to form the principal compo-
nents, the scores are the principal component variables 
modeling the original OES data, and, finally, the residual E  
represents the data that is left unrepresented by the model. 
For a matrix X  of rank r,  r  principal components can be 
calculated.  However, the first k (k , r ) of the  principal 
components may be sufficient to explain the majority of 
the variance in the data. If k5 dim(X ) ,  then E5 0, 
and the representation of the data is exact using the prin-
cipal components. 
For the OES data recorded during the VASIMR experi-
ments, it is found that just three principal components 
are capable of representing 97% of the original data vari-
ance. Reducing the OES data set from 2048 correlated 
variables to only three orthogonal principal components 
significantly reduces computational requirements during 
estimation and shows that the underlying process driving 
OES variation can be adequately described by three inde-
pendent time series. 
MODEL IDENTIFICATION
The VASIMR helicon section has three manipulated 
inputs, namely, the gas flow rate, the electromagnet cur-
rent, and the radio-frequency antenna power. The out-
puts y  of the system are the three principal components 
arising from the PCA analysis of the OES data. The states 
x  of the system are temperatures at 18 locations on the 
gas containment tube, which are measured using ther-
mocouples bonded to the outside surface of the tube. 
Fifteen thermocouples are arranged along three longi-
tudinal lines of five thermocouples, at angular locations 
0,  2p/3, and 4p/3 rad, while three thermocouples are 
positioned at intermediate angles between the longitudi-
nal lines. Figure 5 shows the layout of the thermocouple 
array on the gas containment tube. Figure 6 shows tem-
peratures recorded from the thermocouples arranged in 
longitudinal lines. The hottest part of the gas tube is in 
the center, in the region surrounding the helicon antenna, 
corresponding to the area of plasma production. Ther-
mocouples are sampled at 1 Hz using a National Instru-
ments analog-to-digital convertor interfaced with a 
LabView control system for the VASIMR. A state-space 
model of the form 
  xk115Axk1 Buk,  (4) 
  yk5Cxk,  (5) 
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FIGURE 3 Gas tube temperatures during plasma startup. Temper-
atures rise quickly after a stable plasma is established. Note the 
large variability in temperatures around the tube in steady state. 
The nonuniform distribution occurs since the heat deposited by 
the plasma varies with position due to the mechanisms of energy 
transfer to the plasma by the helicon antenna.
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FIGURE 4 Helicon section of the variable specific impulse mag-
netoplasma rocket (VASIMR). A helicon discharge uses a right-
hand circularly polarized wave to efficiently ionize a neutral gas to 
plasma state. The helicon is surrounded by electromagnetic coils 
that maintain a magnetic field along the axis of the antenna to as-
sist in high-density plasma production.
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is used to model the system, where x [ R18  represents 
the measured temperatures, u [ R3  corresponds to the 
inputs to the helicon, and y [ R3  denotes the outputs of 
the system, that is, the first three principal components 
of the OES spectra. Hence, A [ R18318,  B [ R1833,  and 
C [ R3318.  
For model identification, data records for u,  y,  and x  are 
available for various system excitations. We determine the 
model parameters by first expanding (4) as 
 ≥ x1 (k1 1)x2 (k1 1)
(
xn (k1 1)
¥ 5 ≥ a11 a12 c a1na21 a22 c a2n
( ( c (
an1 an2 c ann
¥ ≥ x1 (k )x2 (k )
(
xn (k )
¥
  1 ≥ b11 b12 c b1mb21 b22 c b2m
( ( c (
bn1 bn2 c bnm
¥ ≥ u1 (k )u2 (k )
(
um(k )
¥ .  (6) 
We can write out the first row of (6) for k1 1, k1 2, . . . ,
k1N  as shown in (7) at the bottom of the page. Equation 
(7) is of the form 
 Y5FU,  (8) 
which has the least squares solution [15] 
 U^ 5 (FTF )21FTY.  (9) 
A total of n  least-squares problems are solved to obtain all 
rows of the estimates A^  and B^  of A  and B.  A similar for-
mulation is used to estimate C^.  
STATE ESTIMATION
Measurements of only u  and y  are available during normal 
VASIMR operation, where thermocouples are not available. 
We use these measurements to estimate the state vector x  
of gas tube temperatures. In both operational and experi-
mental modes of VASIMR, the components of the input 
vector u,  which are the gas flow rate, the electromagnet 
current, and the radio-frequency antenna power, are pre-
determined before operation. With the model (4), (5), we 
can predict the state vector for a known input sequence uk,  
assuming knowledge of the initial system state x^0.  How-
ever, due to inaccuracies in both the model structure and 
parameters, and with significant uncertainty in the initial 
system states, state estimates from such a model are rarely 
≥ x1 (k1 1)x1 (k1 2)
(
x1 (k1N )
¥ 5 ≥ x1 (k ) c xn (k )x1 (k1 1) c xn (k1 1) c
( ( ( c
x1 (k1N2 1) c xn (k1N2 1)
   
 u1 (k ) c um(k )
c u1 (k1 1) c um(k1 1)
 ( ( (
c u1 (k1N2 1) c um(k1N2 1)
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FIGURE 6 Sample temperature values recorded from thermocou-
ple array. The region at the center of the tube, near thermocouple 
positions 2, 3, and 4, corresponds to the region inside the helicon 
antenna, where plasma is produced and, consequently, where the 
highest temperatures are recorded.
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FIGURE 5 Thermocouple positions on the gas containment tube. 
An array of 18 thermocouples is used to record temperature in-
formation from the outside surface of the gas tube. The thermo-
couples are arranged in three longitudinal lines of five sensors, 
with three extra thermocouples placed in intermediate positions 
between these lines.
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of practical value [16]. To decrease sensitivity to inaccurate 
or unknown initial conditions, a Luenberger observer is 
used to asymptotically estimate the state. The Luenberger 
observer [17] incorporates a correction term, based on the 
error between the modeled system output Cx^k  and the 
measured output yk  as 
 x^k115 A^x^k1 B^uk1 L(yk2Cx^k),  (10) 
where x^k  are the estimated states, and L [ Rn3m  is a gain 
matrix, adjusted to achieve satisfactory error dynamics. 
The estimator structure is shown in Figure 7, where x^p  is 
used to denote the state estimate before correction, that is, 
 x^p5 A^x^k1 B^uk.  (11)
With the error defined as ek ; xk2 x^k,  the error dynam-
ics are found by subtracting the estimate of (10) from the 
state shown in (4) to give [16] 
 ek115 (A^2 LC^ )ek.  (12) 
Assuming that the estimates A^,  B^,  and C^  are sufficiently 
close to A,  B,  and C,  a suitable matrix L  can be determined 
using standard pole placement techniques, such as Acker-
mann’s formula [16]. 
EXPERIMENTATION
A series of 18 experiments are carried out to perform model 
identification. The experiments are designed such that the 
helicon remains in the same operational mode. Small per-
turbations in antenna power, gas flow, and magnet current 
are introduced as described in Table 1. Each experiment 
uses a different combination of input-variable values, and 
the resultant gas tube temperatures, monitored using the 18 
thermocouples, are allowed to reach steady state where 
possible. Four of the experiments are repeated to ensure 
that consistent temperature and OES readings are recorded 
for repeated input conditions. 
The transients in the OES principal components are 
found to be faster than those of the thermocouples. This 
difference in response time is attributed to the fact that the 
plasma reacts instantly to changes in the system inputs, 
while the gas tube temperatures reach steady state at a 
much slower pace. This discrepancy leads to difficul-
ties in determining a satisfactory output matrix C  for 
the model. To assist this effort, the dynamic response of 
the spectral data is slowed down using an exponentially 
weighted moving average filter. In this way, the output 
time constants are changed to have similar time constants 
to those of the states, allowing consistent estimation of a 
constant output matrix to be found. The filtered signal is 
denoted Sk,  and 
 Sk115aSk1 (12a )yk,  (13) 
where yk  is the original OES principal component signal, and 
the filter coefficient a  is set to 0.995. The effect of the filter on 
the OES principal components is depicted in Figure 8. 
The experimental data set is used to create the state-
space model, which is configured in closed-loop estima-
tor form as shown in Figure 7. The estimator transient 
Value  Low Mid High
Antenna power (W)  800 1100 1400
Magnets (A)  800 1000 1200
Gas flow rate (sccm) 100 N/A 300
sccm:  standard cubic centimeter per minute
TABLE 1 Table of experiment input levels. Experimental 
levels for antenna power, magnet current, and gas flow are 
shown. The variations in experimental inputs are deliberately 
kept small to avoid helicon mode jumps. All combinations of 
the levels shown are explored, requiring 18 experiments in 
total. No mid value is used for the argon gas flow rate.
xk
∧
(Temps)
Axk + Buk
∧
xk + 1
∧
xk + 1
∧
uk
(Inputs)
yk
(OES)
1/z
State-Space Model
p
xk + 1
∧ p
=
Cxk
∧
yk
∧
= Cxk
∧
yk
∧
=
+
+
+
−
L
FIGURE 7 State-space model with estimation feedback. Errors be-
tween the estimated outputs and the measured outputs are used 
to update the estimated state vectors. In this diagram, x^ p  denotes 
the state estimate before correction.
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FIGURE 8 Application of exponentially weighted moving aver-
age filter on optical emission spectrometer (OES) data. The filter 
serves to slow the transients of the OES data, providing a linear 
relationship between OES and the temperature data.
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response is set to be slightly faster than the transients 
found in the model state matrix A.  
PERFORMANCE AND RESULTS
Output Model Validation
To validate the model derived, the output equation (5) of 
the state-space model is driven with the recorded tempera-
ture data xk.  Figure 9 compares the predicted principal 
components produced by the model to the real principal 
components of the OES data recorded. Two of the three 
OES principal components are shown in this diagram. 
The relationship between the states and the components is 
adequately represented by the linear relationship yk5Cxk,  
given the quality of the model/data match. The agreement 
between the model output and the real data confirms the 
existence of a linear relationship between the gas tube tem-
peratures and the OES principal components. 
Multistep Prediction Performance
As a further test of state-space model performance, the 
model is configured in an open-loop manner. In this con-
figuration, no feedback term is included to correct the state 
and output estimations, corresponding to L5 0 in (10). 
We can see that the state estimate x^k  is independent of the 
measured output yk.  When configured in an open-loop 
manner, and given accurate initial conditions, the state-
space model can predict future temperatures with root 
mean squared errors of 2.1%. In the case of precise initial 
conditions x^05 x0 the estimates remain reasonably accurate 
with changes in inputs for all k . 0. In a real application, 
however, the precise initial temperatures of the system are 
not known since no absolute measurement of temperature 
is available. To simulate a situation with unknown initial 
conditions the model is tested with a random initialization 
of x^0 to investigate the evolution of the state estimates over 
time. Larger errors are observed as expected for unknown 
initial conditions, with temperature predictions remaining 
inaccurate for the duration of the test. The two conditions 
are demonstrated in Figure 10, which shows the evolution of 
two system states as examples, representing two tempera-
ture measurements on the gas containment tube. Figure 11 
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FIGURE 9 Comparison of model outputs in response to real state 
vectors with actual system outputs. The system outputs are 
defined to be the principal components of the optical emission 
spectroscopy data. It can be seen that the model output equa-
tion yk5Cxk  emulates the optical emission principal component 
scores when driven by the real system states.
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FIGURE 10 Evolution of the estimated state vectors for the state-
space model with various initial conditions. Greater errors are 
observed for cases with inaccurate initial conditions. These inac-
curacies are expected since no error feedback exists in this con-
figuration, leaving estimates uncorrected.
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FIGURE 11 Evolution of the estimated outputs for the state-space 
model with various initial conditions. With inaccurate initial condi-
tions, the output of the model does not follow the real output. Feed-
back is commonly used to compensate for this problem.
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shows the open-loop behavior of the system outputs sub-
jected to the same tests, depicting two of the three OES prin-
cipal components on the same axis. As is the case with the 
state evolution, the output predictions are inaccurate with 
unknown initial conditions. 
Closed-Loop Estimation
To accurately correct the state estimates when the ini-
tial states of the system are unknown, feedback of the 
measured system outputs is introduced. Equation (10) 
is used to update the state estimate x^k  in response to 
the system output prediction error. Figure 12 shows the 
evolution of the predicted state vector with the model 
configured in closed-loop estimator form. A random ini-
tial condition is used to illustrate the scenario where the 
temperature is unknown at estimator startup. The open-
loop performance is also shown on Figure 12 for compar-
ison. Figure 13 shows the corresponding output behavior 
of the system for this configuration. It can be seen that 
both the estimated outputs and the estimated states, 
although starting with unknown initial conditions, 
converge toward the true values over time as a result 
of the error feedback implementation. The provision of 
feedback correction removes the open-loop requirement 
of exact initial conditions for estimator accuracy and 
gives root mean squared errors of ,2% after the estima-
tor converges. 
CONCLUSIONS
The VASIMR propulsion system is an ion propulsion 
system for spacecraft that uses magnetic fields to acceler-
ate plasma to produce thrust. Undesired heat produced 
in the helicon section of VASIMR must be monitored and 
removed safely to avoid damage to system components, 
especially when higher power operating regimes are 
explored. This article demonstrates a strategy for distrib-
uted temperature estimation, based on OES measurement, 
and a model where the states represent the distributed 
temperature profile. OES provides a noninvasive measure-
ment technique, which can be used as an output “correc-
tion” term for a state-estimation scheme. 
In this application, it is shown that the 2048 OES chan-
nels recorded can be accurately represented by only three 
principal components for temperature estimation. 
Use of the principal components as corrector terms in the 
state-space model dramatically improve model accuracy 
and the capability of the model to recover from unknown 
initial conditions and multiple system input changes. 
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