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Abstract
A graph G is k-divisible if for each induced subgraph H of G with at least one edge, there is
a partition of the vertex set of H into sets V1; : : : ; Vk such that no Vi contains a maximum clique
of H . We show that a claw-free graph is 2-divisible if and only if it does not contain an odd
hole: we conjecture that this result is true for any graph, and present further conjectures relating
2-divisibility to the strong perfect graph conjecture. We also present related results involving
the chromatic number and the stability number, with connections to Ramsey theory. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
A k-division of a graph G = (V; E) is a partition of the vertex set V into k sets
V1; : : : ; Vk such that no Vi contains a clique of size !(G), where !(G) denotes the
number of vertices in a largest clique of G. If we consider the hypergraph on V with
edges the sets of vertices forming maximum cliques, then a k-division is a k-colouring
of the hypergraph with no monochromatic edges. We call a graph G k-divisible if each
induced subgraph of G with at least one edge has a k-division. The least such k is the
divisibility number div(G). If G has no edge, we let div(G) = 1. We are interested in
particular in the 2-divisible case.
Observe that k-divisible graphs are ‘
-bounded’ (see [7]) for Dxed k; that is, the
chromatic number 
 is bounded in terms of the clique number !: indeed, we have

6 k!−1 by an easy induction on !. Conversely, if a graph satisDes 
6 k(! − 1),
then it has a k-division. Thus a cycle is 3-divisible, and is 2-divisible if and only
if it is either a triangle or has even length. Also, any line-graph of a simple graph
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is 3-divisible, since it satisDes 
6! + 1 by a theorem of Vizing [18]. Indeed in
Section 4, we shall see that a line-graph of a connected multigraph H has a 2-division
unless H is a chordless odd cycle with at least Dve vertices.
A triangle-free graph G satisDes 
(G) = div(G). For any Dxed k at least 3, it is
NP-hard to tell if a triangle-free graph is k-colourable [13], so it is NP-hard to tell if a
graph is k-divisible. It is not known how diMcult it is to tell if a graph is 2-divisible.
For related results see [3].
A hole is an induced cycle with at least four vertices. A hole is odd if it has an
odd number of vertices. Clearly a 2-divisible graph cannot contain an odd hole (as
an induced subgraph). The above observations show that a 4-colourable graph with
!¿ 3 has a 2-division; and it follows easily that a 4-colourable graph is 2-divisible
if and only if it contains no odd holes. Similarly a 6-colourable graph with !¿ 4 has
a 2-division. But it has recently been shown by Robertson, Seymour and Thomas [17]
that if a graph contains no odd holes and has !6 3 then it is 4-colourable. It follows
that if a graph is 6-colourable, then it is 2-divisible if and only if it contains no odd
holes.
A claw is the graph with vertices a; b; c; d and edges ab; ac; ad. In the next section
we shall show that a claw-free graph (that is, a graph which does not contain a claw as
an induced subgraph) is 2-divisible if and only if it contains no odd holes. We would
like to propose a conjecture on the characterization of 2-divisible graphs.
Conjecture 1. A graph contains no odd holes if and only if it is 2-divisible.
Recall that a graph G is perfect if for each induced subgraph H of G, we have

(H) =!(H). Perfect graphs are clearly 2-divisible. Let us call a graph Berge if neither
it nor its complement contains an odd hole. The Strong Perfect Graph Conjecture
(SPGC), proposed by Berge [1] in 1960, may be stated as asserting that a graph is
perfect if and only if it is Berge. A weaker form of the SPGC was proved by Lov$asz
[12]: a graph is perfect if and only if its complement is. This result is nowadays known
as the perfect graph theorem (PGT).
It is easy to see that Conjecture 2 below is a common weakening of Conjecture 1
and the SPGC.
Conjecture 2. A graph is Berge if and only if it and its complement are 2-divisible.
There is one further natural conjecture in this series.
Conjecture 3. A graph is perfect if and only if both it and its complement are 2-divisible.
Clearly, the SPGC implies both Conjectures 2 and 3—indeed in this case Conjectures
2 and 3 are essentially the same—and each of these conjectures in turn implies the
PGT. Conversely, Conjectures 2 and 3 together immediately imply the SPGC. However,
it is not hard to show that Conjecture 3 by itself implies the SPGC and so is in fact
equivalent to it, as we shall see now.
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Suppose that Conjecture 3 is true: we must show that the SPGC is true. Suppose that
G is a graph containing no odd hole and no odd antihole which is not perfect. Without
loss of generality, we may assume that G is minimal imperfect and that !(G) = k¿ 3.
The graph H =G − x obtained by deleting some vertex x is perfect and so H is
k-colourable. Consider a corresponding colouring of H with colour classes C1; : : : ; Ck .
Then G has a 2-division V1; V2 with V1 =C1 ∪ {x} and V2 =C2 ∪ · · · ∪ Ck . Similarly,
the complement PG of G also has a 2-division (here, we may assume without loss of
generality that !( PG)¿ 3), and so by Conjecture 3, G is perfect, a contradiction.
2. Claw-free graphs
In this section we shall prove
Theorem 1. A claw-free graph is 2-divisible if and only if it contains no odd holes.
A strong k-division of a graph G is a partition of the vertex set V into k sets
V1; : : : ; Vk such that no Vi contains a maximal clique of G. Here, as usual, ‘maximal’
is meant with respect to set-inclusion and not size. We shall say that a graph is strongly
k-divisible if each induced subgraph with no isolated vertices has a strong k-division.
Obviously, every strongly k-divisible graph is k-divisible.
A graph with vertices a; b; c; d and edges ab; ac will be called a co-paw (the comple-
ment of such a graph is called a paw in the literature, [14] gives a structural theorem
on paw-free graphs). We need to prove one lemma.
Lemma 1. Suppose that a graph G contains no induced 5-cycle and no co-paw. Then
G is strongly 2-divisible.
Proof. For any vertex x of G, let N (x) and M (x) denote, respectively, the set of
neighbours and non-neighbours of x (not including x itself). We shall use induction
on the number of vertices. We only need prove that G has a strong 2-division and we
may assume that G is connected. Consider any vertex x of G. We claim that
any component of M (x) is a clique: (1)
If (1) was false for some component C of M (x) then C would contain a chordless
path on three vertices, thus this path and x would form a co-paw, a contradiction.
Next, we may assume that
there must be a component C of M (x) which is a maximal clique of G: (2)
If (2) was false then G has a strong 2-division A; B with A= {x}∪M (x) and B=N (x).
Now consider a component C of M (x) which is a maximal clique of G. Since G
is connected there is a vertex y in N (x) that is adjacent to some vertices of C. Write
H =C − N (y) and F =N (x) − (N (y) − {x}) − {y}. Since C is a maximal clique, H
is non-empty.
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Suppose that F is empty. Then every neighbour of x (diQerent from y) is a neighbour
of y. Thus any maximal clique of G that contains x must contain y. Let A; B be a
strong 2-division of G−x such that y∈A. Then A; B∪{x} is clearly a strong 2-division
of G.
So, we may assume that F is not empty. Let f be a vertex in F and h be a vertex
in H . The vertex h must be adjacent to f for otherwise {h; f; x; y} induces a co-paw.
Since C is a maximal clique, f is not adjacent to some vertex u∈N (y) ∩ C. (We
have already seen that f is adjacent to each vertex in H =C−N (y).) Now x; y; u; h; f
induce a 5-cycle in G.
The following lemma was proved by Ben Rebea (see [4]). An antihole is the com-
plement of a hole. (G) denotes the number of vertices in a largest stable set of G.
Lemma 2. Let G be a connected claw-free graph G with (G)¿ 3. If G contains an
odd antihole then G contains an odd hole.
Proof of Theorem 1. We only need prove the ‘if’ part. Suppose the result is false and
let G be a smallest counter-example. We may assume that G is connected and, by
Lemma 1 we have (G)¿ 3. By Lemma 2, G must contain no odd antihole. But then
G is perfect by a theorem in [15] and thus 2-divisible.
3. More on divisibility
In this section, we study the relationship between the divisibility of a graph and
its stability number  and clique number !. Note that the graph C5 has = 2 and is
3-divisible but not 2-divisible.
Theorem 2. If S is a maximal stable set in G then G is strongly (|S| + 1)-divisible;
and so every graph is strongly (+ 1)-divisible. Every C5-free non-complete graph is
strongly -divisible.
Proof. For each vertex s∈ S let N (s) denote its set of neighbours in G. Then these
sets N (s) together with the set S itself cover all the vertices of G, and none contains
a maximal clique, assuming that G has no isolated vertices.
We prove the second part of the theorem by induction on . For the base case,
note that a C5-free graph with = 2 is strongly 2-divisible by Lemma 1. Suppose
now that (G)¿ 3 and the result holds for all smaller values. Let x be a vertex in a
largest stable set of G, and deDne N (x) and M (x), respectively, as before to be the
set of neighbours and the set of non-neighbours of x. By the induction hypothesis,
M (x) is strongly ((G)− 1)-divisible since (M (x)) = (G)− 1. Consider a strong di-
vision V1; V2; : : : ; V(G)−1 of M (x). DeDne V(G) =N (x). Then we see that G is strongly
(G)-divisible, with the strong division V1 ∪ {x}; V2; : : : ; V(G).
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We could seek a strong k-division of a graph G as follows. Consider the vertices
in order, and assign a vertex to a set arbitrarily as long as no maximal clique of G is
formed within that set, opening a new set only if necessary to avoid this. Let us call
this the sequential method.
Theorem 3. For a claw-free graph with no isolated vertices; the sequential method
yields a strong (! + 1)-division.
Proof. Suppose that we have opened !+ 1 sets, and we cannot insert the next vertex
v. Then there are ! + 1 disjoint cliques A1; : : : ; A!+1 of G such that Ai ∪ {v} is a
maximal clique of G for i= 1; : : : ; ! + 1. Thus, v is adjacent to each vertex appearing
in any of these cliques. Let x be a vertex in A!+1. For each i= 1; : : : ; !, there is a
vertex xi ∈Ai to which x is not adjacent, since otherwise Ai∪{x; v} would form a clique
contradicting the maximality of Ai ∪ {v}. Now each pair xi; xj must be adjacent, for
otherwise {v; x; xi; xj} forms a claw. But then {v; x1; : : : ; x!} forms an (! + 1)-clique,
contradiction.
4. ; ! and 
Theorem 4. Suppose that the graph G contains no induced 5-cycle; and no co-paw.
Then 
6!
3
2 .
Proof. We shall prove the theorem by induction on the number of vertices. Suppose
there is a function g(!) such that 
(H)6 g(!(H)) for every proper induced subgraph
H of G. The function g will be deDned below.
We may assume that ¿ 2 for otherwise the theorem holds trivially. Let x be a
vertex in the largest stable set of G. DeDne N (x) and M (x), respectively, to be the
set of neighbours and the set of non-neighbours of x. Let B be the set of vertices in
N (x) that are adjacent to all vertices of M (x) and let A=N (x) − B. As in the proof
of Lemma 1, we can see that
each component of M (x) is a clique:
We now show that if A is not empty then it is a clique. Suppose that there are
non-adjacent vertices u; v in A. By deDnition, there are vertices u′ and v′ in M (x)
that are not adjacent to, respectively, u and v. The vertex u′ must be adjacent to v for
otherwise {u′; u; x; v} is a co-paw. Similarly, v′ must be adjacent to u. This also implies
that u′ and v′ are distinct. The vertex v′ must be adjacent to u′ for otherwise {v′; u′; v; x}
is a co-paw. Now, the Dve vertices x; u; v′; u′; u induce a C5 in G, a contradiction.
Thus we may assume A is a clique. Now, let H be the subgraph of G induced by
A ∪ {x} ∪M (x). We shall show that
H is perfect: (3)
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Let the components of M (x) be C1; : : : ; Ck . If k = 1 then H is the complement of a
bipartite graph and (3) holds. So we may assume that k¿ 2. Now we claim that
each vertex a in A has no neighbour in M (x): (4)
Suppose that there is a vertex a in A that is adjacent to some vertex y in some Ci.
By deDnition, a is non-adjacent to some vertex z in some Cj. If i 	= j then z is not
adjacent to y and so {z; y; a; x} induces a co-paw in G. Thus, we have i= j and so
z is adjacent to y. Consider a vertex u in some Ct with t 	= i. If u is not adjacent to
a then {u; y; a; x} induces a co-paw, otherwise {z; u; a; x} induces a co-paw. Thus (4)
holds.
From (4), it follows that H is the union of vertex-disjoint cliques, thus H is perfect.
We have established (3).
Now, we shall use two diQerent methods for colouring G. Write !=!(G) and
!′ =!(M (x)). First, we have 
(G)6 g1 = 
(N (x)) + 
(M (x))6 g(!− 1) + !′ since
the induction hypothesis implies that 
(N (x))6 g(!− 1).
Since H is perfect, it satisDes 
(H) =!(H)6!; we have 
(G)6 g2 = 
(H) +

(B)6! + g(!− !′) since !(B)6!(G) − !′.
By setting g(!) =!3=2 we have min(g1; g2)6 g(!) =!
√
!. Indeed, if !′6
√
!
then g16 (!−1)
√
!+
√
!6 g(!); and if !′¿
√
! then g26!+(!−
√
!)
√
!6 g(!).
Thus we have 
(G)6 g(!) =!
√
!.
Given a class G of graphs, let us deDne the G-Ramsey number RG(a; b) to be the
least integer n such that any graph in G with at least n vertices has ¿ a or !¿ b.
Thus when G contains all graphs we have the usual Ramsey number. It is well known
that R(3; b) = R(b2=log b) [11]. It follows from Theorem 4 that RG(3; b)¡ 2b3=2 when
G is the class of graphs with no induced C5. For, suppose that G has no C5; (G)6 2
and !(G)¡b. Then G has no co-paw and so |V (G)|6 2
(G)¡ 2b3=2.
Theorem 3 above does not give a good estimate of the divisibility number div(G)
for a claw-free graph G. Indeed, Theorem 2:2 of [7] shows that, for a claw-free graph
G, 
(G) is at most the Ramsey number R(3; !): hence 
(G) = O(!2=log!) and thus
G has an O(!=log!)-division. But this holds for each induced subgraph of G, and so
div(G) = O(!=log!). Indeed, perhaps the bound is far too big (if the conjecture below
is true).
In [7], it was conjectured that for any forest F , any F-free graph is 
-bound. In this
connection, we would like to propose a stronger conjecture.
Conjecture 4. Let F be any forest on k vertices. Then any graph G that does not
contain F as induced subgraph is k-divisible.
It would be interesting to solve the above conjecture for F being a claw. Note that
the statement of Conjecture 4 fails with ‘divisible’ replaced by ‘strongly divisible’.
We shall show that there is no Dxed k such that every claw-free graph is strongly
k-divisible. Let C be any clique and let L(C) be the line-graph of C. Thus, L(C) is
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claw-free. A triangle of C corresponds to a maximal clique of L(C) (which is also
a triangle). It is well known that there can be no Dxed k such that every clique can
be k-edge-coloured in such a way that there is no monochromatic triangle. Thus there
cannot be a constant k such that every L(C) is strongly k-divisible.
Theorem 2 gives 
6 ( + 1)!−1. We can give a better bound on 
 in terms of
 and !. Let f(; !) be the maximum value of 
(G) for a graph G with (G) = 
and !(G) =!. Clearly, we have f(1; !) =! and f(; 1) = 1. We may give an upper
bound on f(; !) by arguing as for Ramsey numbers.
Theorem 5. For any positive integers ; and !, f(; !)6
(
+!−1

)
:
Proof. We use induction on the number of vertices. We may assume ¿ 2. Let x be
a vertex in a largest stable set of G. DeDne N and M , respectively, to be the graphs
induced on the set of neighbours and the set of non-neighbours of x. By the induction
hypothesis 
(M)6f(− 1; !) and 
(N )6f(; !− 1). Since we can give x a colour
that appears in M , we have

(G)6 
(M) + 
(N )6f(− 1; !) + f(; !− 1):
But (
 + !− 2
− 1
)
+
(
 + !− 2

)
=
(
 + !− 1

)
;
and the result follows.
The number f(; !) is clearly related to the Ramsey number R(+1; !+1). Indeed,
we have
(R( + 1; ! + 1) − 1)=6f(; !)6R( + 1; ! + 1) − 1:
Gy$arfas [7] has conjectured that odd-hole-free graphs are ‘
-bound’, that is there is
a function f such that for any such graph we have 
6f(!). We shall see that
there is no linear bounding function. The following result, apart from the condition of
2-divisibility, has been obtained independently by Randerath and Schiermeyer [16].
Theorem 6. For any constant c; there is a 2-divisible graph G with no holes of length
greater than four such that 
(G)¿c!(G).
Proof. Let G; F be two vertex-disjoint graphs and let x be a vertex of G. We say that
a graph H is obtained from G by substituting F for x if H is obtained by replacing x
by F in G and adding the edge ab for any a∈V (G) − {x}, and any b∈F whenever
ax is an edge of G. Let Ck denote the induced k-cycle.
Lemma 3. Suppose that a graph H is obtained from a graph G by substituting some
graph F for some vertex x∈G. If for some i¿ 5, G and F contain no induced i-cycle
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then H contains no induced i-cycle. If for some k¿ 2, G and F are k-divisible then
so is H.
Proof. The vertices in V (H) − V (F) can be partitioned into two sets A; B such that
each vertex in A is adjacent to every vertex in V (F) and each vertex in B is adjacent
to no vertex in V (F). For any vertex u∈V (F), the subgraph of H induced by V (G)−
{x} ∪ {u} is clearly isomorphic to G.
Suppose that H contains a Ci; i¿ 5 but both G and F do not. Then this Ci must
contain at least two vertices, say a; b, in V (F) and at least one vertex, say u, in
(V (G)−{x})∩A. Since u is adjacent to both a and b, we must have Ci∩V (F) = {a; b}.
It follows that |Ci ∩ A|¿ 2, but then we must have i= 4, a contradiction.
Suppose that G and F are k-divisible. We only need to show that H has a k-division.
Suppose that G − x, respectively F , has k-division G1; : : : ; Gk , respectively F1; : : : ; Fk .
Write Hi =Gi ∪ Fi for i= 1; : : : ; k. We claim that H1; : : : ; Hk is a k-division of H .
Observe that !(H)¿max(!(G); !(F)). Suppose some Hi contains a largest clique
K of H . K cannot lie entirely in Gi ⊂ V (G) − x or entirely in Fi ⊂ V (F), therefore
we have K ∩ V (F) 	= ∅; K ∩ A 	= ∅; K ∩ B= ∅. Since there are all edges between A and
V (F), any largest clique C of H that contains some vertex in A and some vertex in
V (F) must have the property that C ∩ V (F) is a largest clique of F . Thus K ∩ V (F)
is a largest clique of F that lies entirely in Fi, a contradiction.
We continue the proof of the theorem. Let G be a graph with vertices v1; : : : ; vn, and
let G1; : : : ; Gn be graphs. Form the graph H by substituting Gi for vi for each i. Thus
for distinct i and j, a vertex in Gi and a vertex in Gj are adjacent exactly when vi and
vj are adjacent in G.
From Lemma 3, we can see that if for some i¿ 5 all the initial graphs G;G1; : : : ; Gn
are Ci-free then so is H . In particular, if none of the initial graphs contains a hole
of length greater than four then neither does H . Similarly, if all the initial graphs are
2-divisible, then so is H .
Suppose that we perform the above operation with G as PC7 and each Gi as some
graph K . Then it is easy to see that !(H) = 3!(K). Also, in any colouring of H , we
must give each copy of K a set of at least 
(K) colours. Thus we must specify 7 sets
of at least 
(K) colours. But each colour can appear on at most 2 of these sets, since
( PC7) = 2. Hence 
(H)¿ 72
(K). (In fact, 
(H) =  7
(K)2 , but we do not need this
here.)
So if we start with H1 as PC7, and iterate forming Hi+1 using G as PC7 and K as
Hi, we Dnd that !(Hi) = 3i and 
(Hi)¿ ( 72 )
i = ( 76 )
i!(Hi). Thus we have found graphs
which are 2-divisible and have no hole of length at least Dve, but 
=! can be arbitrarily
large.
In the introduction, we mention that line-graphs of simple graphs have 
6!+1, and
so are 3-divisible. It follows from Lemma 3 above that the line graph of a multigraph
must also be 3-divisible. Actually, we have
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Theorem 7. If H is a connected multigraph that is not an odd cycle with at least
<ve vertices; then the line-graph of H has a 2-division.
Proof. Let L(H) denote the line-graph of H . First, suppose H is a connected simple
graph with maximum degree ). Since the case )6 2 is trivial, we may assume )¿ 3.
Consider a )+ 1-colouring of the edges of H (Vizing’s theorem). Let A be the union
of the Drst two colour classes and B the union of the remaining ) − 1 classes. Then
(A; B) is a 2-division of L(H).
Now, suppose H is a connected multigraph with some multiple edges e1; : : : ; et having
the same two endpoints. Then L(H) is the graph obtained from L(H − {e2; : : : et})
by substituting a clique C (corresponding to the multiple edges e1; : : : ; et) for some
vertex (corresponding to the edge e1). By induction, we may assume that both C and
L(H−{e2; : : : et})) have a 2-division. By Lemma 3, L(H) has a 2-division. To complete
the proof, observe that if H is an odd hole with an edge having multiplicity at least
two, then L(H) has a 2-division.
5. More conjectures and questions
We have already put forward a number of conjectures concerning divisibility. In this
section, we would like to propose some further conjectures and questions that we hope
will be of interest to the reader. These are arranged under three headings.
5.1. Graphs without long holes
Conjecture 5. There is a constant c such that if G is any graph with at least one hole
and h¿ 4 is the length of its longest hole then G is (h + c)-divisible.
Note that the hole-free graphs are precisely the triangulated (chordal) graphs and so
they are perfect and therefore 2-divisible. A stronger version of the last conjecture is
Conjecture 6. There is a constant c such that if G is any graph with at least one odd
hole and t is the length of its longest odd hole, then G is (t + c)-divisible.
We think the right value for c in these two conjectures is c=− 2. If this is correct
then the following particular and interesting case of Conjecture 5 should have a positive
answer.
Conjecture 7. If G is a triangle-free graph with at least one hole and h is the length
of its longest hole then 
(G)6 h− 2.
Randerath and Schiermeyer [16] proved Conjecture 7 for h= 5 (actually, they proved
a more general theorem on triangle-free graphs).
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In [5] (see also [9]) it was proposed that there is a constant k such that every perfect
graph has a strong k-division. It is conceivable that the statements of Conjectures 5
and 6 would hold with ‘divisible’ replaced by ‘strongly divisible’.
5.2. Extremal behaviour
How large can the divisibility number div(G) be for a graph G with n vertices?
Denote this maximum value by div(n). We shall see below that
div(n) = T((n=log n)1=2) and div(n) = o(n1=2): (5)
Thus the order of div(n) is quite well determined. Is the lower bound the right order,
that is, is div(n) = R((n=log n)1=2)?
To prove the lower bound result in (5), let 
3(n) denote the maximum chromatic
number of a triangle-free graph with n vertices. Then div(n)¿ 
3(n). But since the
Ramsey number R(3; b) = T(b2=log b) [11], there are triangle-free graphs Gn with n
vertices such that (Gn) = O((n log n)1=2), and so

3(n)¿ 
(Gn)¿ n=(Gn) = T((n=log n)1=2):
[In fact, 
3(n) = R((n=log n)1=2). This follows after a little computation from the fact
that the bound above for the Ramsey number is tight.]
In order to prove the upper bound result in (5), we Drst show a result of inde-
pendent interest, namely that div(G) grows more slowly than )(G). Note Drst that
div(G)6 
(G)6)(G) + 1. We shall show that for any +¿ 0; there exists a constant
K such that
div(G)6K + +)(G) (6)
for every graph G.
We use a result which follows easily from work of Johansson [10]. For any +¿ 0
there exists a constant K¿ 2 such that, for any graph G, if !(G)6 1 + 1=+ then

(G)6K + +)(G). We may assume that +6 1. If !(G)¿ 1 + 1=+ then G has a
k-division where
k6 
(G)=(!(G) − 1) + 16 +()(G) + 1) + 16 +)(G) + 2:
If !(G)6 1 + 1=+, then by the result from [11] quoted above,
div(G)6 
(G)6K + +)(G):
This completes the proof of (6).
We are now ready to complete the proof of the upper bound result in (5). Let ,¿ 0.
Let += ,2=2 and let K =K(+) as for (6) above. We shall show that for any graph G
we have
div(G)6K + ,n1=2; (7)
by induction on the number n of vertices of G. This is clearly true if n6K . Sup-
pose then that G has n¿K vertices and the result holds for all smaller values.
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If )(G)6 (2=,)n1=2 then by (6) we have
div(G)6K + (,2=2)(2=,)n(1=2) =K + ,n1=2;
and we are done, so we may assume that this is not the case. Pick a vertex of maximum
degree, and let S be the set of its neighbours. Then S contains no maximal clique of
G; and n¿ |S|¿ (2=,)n1=2 so 2=(,n1=2)6 1. Hence
div(G)6 1 + div(G − S)
6 1 + div(n− |S|)
6 1 + K + ,(n− (2=,)n1=2)1=2;
by the induction hypothesis. But
,(n− (2=,)n1=2)1=2 = ,n(1=2)(1 − 2=(,n1=2))1=26 ,n1=2 − 1;
since (1 − x)1=26 1 − x=2 for x6 1, and the required result (7) follows.
5.3. Typical behaviour
What is the typical behaviour of graphs with respect to divisibility? Let us note
Drst that almost all graphs have a 2-division; that is, the random graph Gn;1=2 has a
2-division with probability → 1 as n→∞.
This result follows from the strongly concentrated behaviour of the clique number
!. Let
r = r(n) = 2 log2 n− 2 log2 log2 n + 2 log2 e − 1:
Then almost all graphs Gn;1=2 have clique number either r(n)− 13 or r(n)+ 13, see for
example [2,8]. But r(n)−r(n=2) → 2 as n→∞. Hence both P(!(Gn;1=2)¿ r(n)− 43 )
and P(!(Gn=2; 12
)¡r(n)− 43 ) tend to 1 as n→∞. It follows that for almost all graphs,
dividing the vertex set into the Drst n=2 vertices and the last n=2 vertices yields a
2-division.
Thus almost all graphs have a 2-division, but of course it does not follow that
they are 2-divisible. Indeed, for any constant k, almost all graphs have divisibility
number ¿k. To see this, for each t = 1; 2; : : : ; let Ht be a graph on t vertices with
div(Ht) = div(t). A standard second moment method shows that almost all graphs Gn;1=2
contain an induced copy of Ht for t about 2 log2 n, and thus have divisibility number
at least
div(t) = T((log n)1=2(log log n)−1=2);
by (5) above. Hence there is a constant c¿ 0 such that
div(Gn;1=2)¿ c(log n)1=2(log log n)−1=2
with probability tending to 1 as n→∞.
To obtain an upper bound, note that in Gn;1=2 with high probability, the greedy
algorithm Dnds a maximal stable set of size (1 + o(1)) log2 n, see [6] or [2,8]. Hence
156 C.T. Ho+ang, C. McDiarmid /Discrete Mathematics 242 (2002) 145–156
by Theorem 2 almost all graphs Gn;1=2 have divisibility number at most about log2 n
(and indeed have a strong division of this size). There is a considerable gap between
our lower and upper bounds for the typical size of div(Gn;1=2). Perhaps the upper bound
is closer to the truth?
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