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The primary driving force behind the monumental accumu- 
lation of experimental results that has occurred in the past 
two decades in the field of long-term potentiation (LTP) 
has been the hypothesis that this artificially induced phe- 
nomenon reflects the activation of processes that are actu- 
ally used for the encoding of memory. The fact that LTP 
was discovered in the hippocampus (Bliss and L~mo, 
1973), a structure known to be critical for learning, gave 
particular credence to this notion. Furthermore, the hippo- 
campus has the advantage, owing to its anatomical regu- 
larity, of exhibiting readily interpretable voked field re- 
sponses, from which inferences about synaptic events can 
be made with some confidence. This factor made it possi- 
ble to study LTP in intact, and even awake, behaving ani- 
mals. The theoretical importance of a process of durable 
synaptic weight change in the mammalian ervous system 
(Hebb, 1949) was foremost in the minds of the discoverers 
of long-lasting potentiation. Subsequent experiments on 
LTP resulted in the verification of Hebb's principal of asso- 
ciation (McNaughton et al., 1978; Bliss and Lynch, 1988) 
as well as in support for the existence of a number of 
features demanded by models that had been proposed 
for information storage (e.g., Marr, 1971). Thus, the LTP 
phenomenon provided a forum in which to sharpen theo- 
retical predictions concerning the computations the brain 
might make to store information and an opportunity, at 
least in principle, to test whether the brain actually does 
use these mechanisms for learning. 
The purpose of this minireview is to focus on the central 
issues of whether LTP is a mechanism of associative mem- 
ory, how close past investigations have come to an ade- 
quate demonstration of this, and what sorts of experiments 
will ultimately be required before this issue can be laid to 
rest. Some of the problems that have impeded progress 
in this area include how to define clearly what LTP is, how 
to measure it, and how to tease apart changes that may 
occur as a result of the behavior equired to express learn- 
ing from changes that occur as a result of the learning 
itself. Finally, an answer to the following question will be 
proposed: what would constitute proof that LTP is a learn- 
ing mechanism? 
Which L TP Is Being Induced? 
One cause of confusion in the LTP literature is that this 
term has been used to describe numerous forms of plastic 
change following repetitive lectrical stimulation or chemi- 
cal activation. While LTP induced in vivo at the perforant 
path-granule cell synapse in the hippocampus (where 
LTP was initially discovered) has a well-defined set of prop- 
erties, these do not completely overlap with all LTP-related 
phenomena in different preparations. For example, in in 
vitro preparations a number of experimental factors affect 
the form of plasticity expressed: studies conducted at dif- 
ferent temperatures or using different stimulation parame- 
ters can yield different forms and persistence of LTP; ex- 
periments using animals at different developmental 
stages or using tissue culture can lead to different conclu- 
sions concerning the mechanisms underlying LTP; slices 
taken from areas other than the hippocampus can show 
different properties; and, of course, the physical and 
chemical characteristics of the in vitro environment can 
critically alter experimental outcomes. 
In hindsight, it is not surprising that multiple xpressions 
of cellular change are evoked under different experimental 
conditions and that there may exist a host of different plas- 
ticity mechanisms, each of which may be of interest in its 
own right. This plethora of mechanisms greatly compli- 
cates the problem, however, because each is likely to play 
a different role in brain function, possibly entirely unrelated 
to associative memory. Moreover, given the multiplicity of 
possible synaptic plasticity mechanisms and brain sys- 
tems for different ypes of learning, it might not be surpris- 
ing to find that different mechanisms are expressed in 
different brain regions. Nevertheless, the central issue is 
whether the particular form of LTP in question ever occurs 
in the brain as a consequence of learning. This question 
has yet to be answered for any of the various experimen- 
tally induced forms of LTP. It seems reasonable to pro- 
pose, therefore, that the optimal experimental conditions 
for addressing the role of LTP in learning will be those that 
are as close to the normal physiological state as possible. 
Which L TP is Being Measured? 
Definitive answers to the question of whether LTP mecha- 
nisms are used by the brain to store information will most 
likely require recording from intact animals engaged in 
learning. Because of the specific demands of such experi- 
ments, numerous methodological problems arise. For ex- 
ample, intracellular recording is exceedingly difficult in be- 
having animals, and thus extracellular recording has been 
the major tool. If inferences are to be made about synaptic 
events, then the experimental system from which extracel- 
lular recordings are obtained must be one in which the 
components of the response are well understood. This is 
true whether the animal is awake and freely behaving or 
under conditions in which control of learning is achieved 
in an intact but restrained state. The important issue is 
what can be taken as an appropriate measure of synaptic 
weight changes following LTP-inducing stimulation. 
One of the major areas of confusion in this field has been 
a tendency for different researchers to measure different 
components of field potentials, which are known to be 
capable of changing independently, and to refer to all 
changes as LTP. Unfortunately, the plea by Bliss and 
Lynch (1988) for an awareness that measurements of dif- 
ferent components of these field responses are not all 
created equal with respect to the inferences that can be 
made about synaptic events has not been uniformly ap- 
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preciated. Indeed, in the case of experiments designed 
to determine whether LTP occurs during learning, it is 
necessary to show that one is measuring a synaptic re- 
sponse and to rule out changes that might occur upstream 
of it, such as increased excitability of afferents, or down- 
stream of it, such as altered postsynaptic excitability. With 
extracellular recording, it is also essential to employ some 
additional controls, such as a second input to the same 
postsynaptic ells, which should not undergo the change 
in question. This control can rule out generalized postsyn- 
aptic changes, which might change synaptic field poten- 
tials in a nonselective manner. If these factors are not 
incorporated into the experimental design, one must resort 
to indirect arguments, and the interpretation of the results 
is correspondingly weakened. 
Most of the experiments conducted in intact animals 
for the investigation of experience-dependent, persistent 
changes in hippocampal evoked responses have found 
changes only in the population spike component of the 
response, with no reliable effects on the synaptic re- 
sponse. In auditory conditioning tasks, however, Dead- 
wyler and colleagues have shown behavior-induced 
changes in the amplitude of auditory evoked potentials 
recorded in the hippocampus, which parallel changes in 
the amplitude of perforant path evoked responses (Dead- 
wyler, 1985). These alterations are dependent on chang- 
ing sequences of responses required of the behaving ani- 
mal, and thus are not long-lasting Nevertheless, it is 
possible that the acoustically elicited response increases 
may arise from the same mechanisms that produce alter- 
ations in the perforant path input during the experimental 
induction of LTP. The changes are restricted to synapses 
of the outer molecular layer, which would satisfy the speci- 
ficity requirement. 
In the amygdala, evidence of shared pathways for 
acoustically elicited responses and electrically evoked re- 
sponses have also been reported recently (Rogan and 
LeDoux, 1995). In this experiment, the anesthetized ani- 
mals were not specifically learning a task. Following high 
frequency stimulation of medial geniculate afferents to the 
lateral amygdala, there were increased electrically and 
acoustically elicited responses in the amygdala, which 
persisted for at least an hour. Although this experiment 
suggests that the auditory evoked potential is mediated 
by the geniculate pathway, it does not directly address 
the question of whether LTP is involved in learning. Such 
a conclusion would require, at the least, demonstration 
that the auditory potential is a synaptic response as op- 
posed to a population spike, that it is modified by learning, 
and that the modification is mediated through the same 
mechanism as the electrically induced change. These 
studies are certainly a first step, but there is a considerable 
distance yet to go. 
Is It Reasonable to Expect a Measurable Change 
in a Population Response? 
A major issue surrounding the use of field potentials to 
investigate experience-dependent LTP is whether during 
learning it is realistic to expect synaptic change of the 
magnitude necessary to be detectable in an evoked field 
potential. If no synaptic change is observed during an ex- 
periment in which a specific behavior is learned, a number 
of explanations are possible. First, the synapses examined 
may not be those involved in learning the event. Another 
possibility is that both LTP and long-term depression may 
work simultaneously to keep total synaptic weights con- 
stant in the system. If this were true, then no population 
change would ever be recorded, in spite of the fact that 
weight changes critical to information storage were actu- 
ally taking place. It is also possible that the proportion of 
synapses undergoing weight changes during a learning 
experience may be so small that it would be difficult to 
detect them using these methods. This is, in fact, the pre- 
diction of most theories of distributed associative memory 
(e.g., Marr, 1971), which suggest that if a small amount 
of learning leads to a durable modification of a significant 
proportion of the synapses, then the storage capacity of 
the network would be very low. Detection of a learning- 
dependent LTP in a hippocampal field potential, for exam- 
ple, would be inconsistent with the theory that it is a high 
capacity associative memory system. There may be sys- 
tems, however, that are designed to trade capacity for 
robustness and speed of a particular association. For ex- 
ample, the amygdala appears to be designed to generate 
robust, short-latency responses to a small number of expe- 
riential elements that are of high adaptive significance. 
In such a case, large synaptic weight changes may be 
beneficial for appropriate rapid reactions to aversive situa- 
tions. Thus, on theoretical grounds it may actually be 
easier to detect these kinds of changes in the amygdala 
than in other structures; recent progress toward these 
goals (Rogan and LeDoux, 1995) appears particularly 
promising. 
Although it is difficult o imagine that long-term storage 
of a given item of information would be reflected in a hippo- 
campal evoked field potential, the constraint of sparse 
coding may not apply if the system is to be used for short- 
term storage of information or "working memory." In this 
case, capacity is not such an issue; it is conceivable that 
a detectable proportion of synapses might be devoted to 
the storage of a few items of information~ This was the 
cause of the initial excitement at the discovery of just such 
a short-lived (20-30 min) large increase (up to 50%) in the 
hippocampal field excitatory postsynaptic potential that 
was noted in rats engaged in attentive or exploratory be- 
haviors, referred to as short-term exploratory modulation 
or STEM (Sharp et al., 1989). This phenomenon, however, 
has turned out to be a classic example of the confound 
that may occur between the effects of learning per se and 
the effects of the accompanying behavior. It is now known 
that the activity-dependent changes that lead to STEM 
result largely from changes in the evoked response wave- 
form caused by an elevation in brain temperature (Moser 
et al., 1993a; Erickson et al., 1995). It has been reported, 
however, that there may be a small component of STEM 
that is due to a change in synaptic efficacy (Moser et al., 
1993b). This finding is promising; however, observation 
of a behaviorally induced, LTP-like change in a population 
excitatory postsynaptic potential is only the first step in 
determining whether the process reflects a memory mech- 
anism. The next steps will need to include verification 
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synapse specificity and selective blockade of learning 
when the process is blocked. 
Attempts to Disprove the Hypothesis That LTP 
and Learning Are Belated 
A direct approach to the issue of whether LTP is behavior- 
ally relevant is to attempt o observe endogenously gener- 
ated LTP in animals engaged in learning. There are, how- 
ever, other less direct ways to address this question. 
Experiments in this latter category are constructed in such 
a way that failure to observe the predicted results would 
cast serious doubt on the involvement of LTP in learning, 
provided of course that the acceptance of the null hypothe- 
sis is warranted statistically, which can be a thorny issue. 
Moreover, if the predicted result is observed, this merely 
constitutes a failure to disprove the hypothesis and does 
not constitute proof that LTP is involved in learning. Never- 
theless, if many such failures to disprove the hypothesis 
accumulate, this would constitute an increasing weight of 
indirect support for the notion that LTP does actually play 
a rote in learning. 
Numerous experiments have contributed to this indirect 
approach, and in fact, there are no compelling experimen- 
tal data that rule out the hypothesized role for LTP in learn- 
ing. In particular, progress has been made in demonstra- 
ting that LTP possesses a number of features that would 
be expected of a computational device used to store infor- 
mation. Among these are the fact that LTP meets the dura- 
bility requirement for longer lasting memories and the fact 
that repetition of LTP induction procedures produces 
longer lasting LTP (Barnes, 1979), just as practice im- 
proves behavioral retention. Both pre- and postsynaptic 
specificity have been demonstrated under certain condi- 
tions, as has the characteristic of cooperativity/associativ- 
ity. Moreover, consistent with theoretical predictions, the 
persistence of hippocampal LTP has been correlated with 
behaviors that depend on the integrity of the synapses 
involved (Barnes, 1979). In addition, transgenic mice, which 
carry mutant forms of molecules necessary for normal hip- 
pocampal plasticity, also possess deficits in hippocampal- 
dependent behaviors (e.g., Bach et al., 1995; Sakimura et 
at., 1995). Finally, treatments leading to pharmacological 
blockade of LTP (e.g., Morris et al., 1986) or to LTP satura- 
tion (e.g., Barnes et al., 1994) both can lead to the pre- 
dicted impairments of memory. The extension of recent 
demonstrations of the erasability of LTP (Staubli and 
Lynch, 1990; Stevens and Wang, 1993) to the appropriate 
behavioral studies would provide the third leg of this stool. 
Nevertheless, the failure-to-disprove strategy will not 
satisfy the LTP skeptics, nor does it fully please the LTP 
faithful, tn the cases in which hippocampal plasticity has 
been disrupted (i.e., N-methyl-D-aspartate [NMDA] block- 
ade, LTP saturation, and transgenics), there has not been 
adequate demonstration that the effect of the treatment is 
restricted to plasticity mechanisms. Interpretation of these 
experiments depends on the assumption that the effect 
is restricted to a blockade of, or interference with, LTP 
mechanisms, and that normal mechanisms of information 
transmission are intact. Demonstration of intact signal 
transmission throughout he relevant system is a difficult 
undertaking; without it, however, the behavioral deficits 
that arise from such treatments could be attributed to a 
change in the way the brain processes information, rather 
than to altered functional plasticity. In the transgenic ex- 
periments, a special set of confounds arises from the pos- 
sibility of developmental adaptations. Moreover, this ap- 
proach shares the interpretation difficulties encountered 
by other types of systemic treatments in which altered 
plasticity in brain regions other than the one under study 
cannot be ruled out as participants in the observed behav- 
ioral change. 
It has been equally difficult o construct an experiment 
that unambiguously rejects the hypothesis that LTP is a 
learning mechanism. The saturation experiments are a 
good example of a category of technical problems that 
can arise in such attempts. Following the first demonstra- 
tions that LTP saturation leads to the expected deficits in 
spatial behavior, other laboratories conducted experiments 
that failed to replicate the early findings, thus placing them 
in the category of experiments that had the potential to 
reject the hypothesis of LTP's role in learning. There is 
now ample evidence that these failures to find behavioral 
disruption were primarily due to a failure to achieve ade- 
quate saturation of hippocampal synaptic weights, and 
that the proportion of saturated synapses necessary to 
produce a behavioral deficit may be different for different 
behavioral tasks (Barnes et al., 1994). The same category 
of possible confound could arise in the NMDA receptor 
blockade experiments ifthe exact distribution of the agent 
is unknown and LTP is not measured at multiple sites. 
That is, if the behavior is not altered following a given 
blockade treatment, the distribution and action of the 
agent must be verified before the LTP/learning hypothesis 
can be rejected. Even then, the assumption remains un- 
tested that the concentration of a drug sufficient o block 
electrically induced LTP is also sufficient o block LTP that 
may occur naturally. For example, electrical stimulation 
may result in a higher LTP threshold owing to concurrent 
activation of inhibitory neurons. 
Recently, Morris and his colleagues (Bannerman et al., 
1995) have provided evidence that, under some circum- 
stances, LTP may not be necessary to learn the solution 
to a spatial problem. They used the Morris swim task in 
which rats learn the location of a submerged escape plat- 
form in a circular pool of water. Normally, acquisition of 
this problem is prevented by hippocampal NMDA receptor 
blockade; however, if rats are pretrained in the same appa- 
ratus in a different room, acquisition is essentially normal 
under NMDA receptor blockade but is nevertheless pre- 
vented by hippocampal esions. It is assumed that rats 
solve the swim task by learning the relationships between 
the remote visual cues and the hidden escape platform. 
If this were true, one might conclude that hippocampal 
LTP was unnecessary for this form of learning. Two other 
possibilities include the uncertainty of whether NMDA re- 
ceptor blockade is sufficiently complete and the possibility 
that the rats do not always use a spatial strategy to solve 
the problem. For example, rats possess an efficient inertial 
compass, which can be calibrated on the basis of land- 
marks but which is otherwise largely independent of visual 
input. Inertial heading information and familiar landmarks 
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can be used to navigate to a hidden goal (e.g., McNaugh- 
ton et al., 1995, and references therein). A correct com- 
pass setting might be all that is necessary for the animals 
to navigate in the circular pool. Establishing the correct 
relative heading and distance from the pool center might 
depend on hlppocampal LTP, but relearning the problem 
in a different room might require only recalibration of the 
inertial compass. This may not be dependent on hippo- 
campal LTP. 
Recent observations by Sutherland and colleagues 
(Weisend et al., 1995, Soc. Neurosci., abstract) support 
this alternative xplanation. Rats were first trained in the 
swim task. The entire pool was then shifted by one-half 
its diameter, and the animal's search pattern was exam- 
ined on a probe trial in which there was no platform pres- 
ent. Rats trained for 20 trials focused their search in the 
location of the pool that was at the correct compass bear- 
ing from the pool center, rather than the location in the 
pool that was correct in terms of its relationship to the 
distal visual cues of the room. The Bannerman et al. (1995) 
study may thus be explained by inertial navigation within 
the already familiar framework of the pool itself, which 
may not require learning any new metric relationships be- 
tween landmarks and the goal. These results do, however, 
strongly suggest that normal information transmission in 
the hippocampus must be intact during NMDA receptor 
blockade. Nonetheless, these data cannot be considered 
to constitute disproof of the LTP hypothesis (nor do Ban- 
nerman et al. make this claim). Similar explanations can 
be given for the results of Cain et al. (1995), in which water 
pool pretraining eliminated gluatmate receptor blockade 
deficits. 
What Would Constitute Proof? 
No one would disagree that the definitive experiment o 
link LTP and learning has yet to be done, nor is there 
disagreement that assembling the required components 
in a single study will be difficult. Some experiments are 
getting closer to having many of the desired characteris- 
tics, such as behavior-induced synaptic change combined 
with stimulation-induced synaptic alterations that occur in 
one input to the postsynaptic ell but not in another input 
to the same cell. For the purpose of stimulating thought, 
it may be helpful to propose an entirely hypothetical experi- 
ment that is not yet technically feasible. Results from such 
an experiment would provide conclusive evidence to de- 
termine whether LTP is a learning mechanism. The key 
to this particular fictitious experiment is a new "designer 
drug," agent X, that selectively erases LTP in an activity- 
dependent manner. Agent X has the additional beneficial 
features of producing neither sensorimotor impairment nor 
illness, which might otherwise interfere with the interpreta- 
tion of the behavioral outcome of the experiment. In the 
presence of agent X, the stim ulation that normally induces 
LTP should result in the erasure of any preexisting LTP, 
without affecting either any baseline component of trans- 
mission or the LTP on an orthogonal set of synapses that 
remain unstimulated while agent X is present. Having es- 
tablished the physiological selectivity of agent X, the com- 
plementary behavioral experiment would involve training 
the animal on two discrimination problems (e.g., two differ- 
ent spatial memory tasks). After learning is complete, the 
animal is given agent X and then reexposed to one of the 
problems. Performance on this problem should deterio- 
rate rapidly. After the drug has worn off, the animal is 
retested on both tasks. A persistent performance deficit 
is observed on the experimental task, but perfect retention 
is found on the control task that was not attempted in the 
presence of agent X. Retraining on the experimental task 
in the absence of agent X should proceed as in naive rats. 
Perhaps the foregoing will spur the neurochemistry com- 
munity to further heights of creativity and thus save the 
rest of us from what otherwise appears to be a continued 
technological and conceptual struggle with only slight 
glimmers of light at the end of the tunnel 
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