A directional Halley method for functions f of n variables is shown to converge, at a cubic rate, to a solution. To avoid the second derivative needed in Halley method we propose a directional quasi-Halley method, with one more function evaluation per iteration than the directional Newton method, but with convergence rates comparable to the Halley method.
Introduction
When describing iterations such as 
we sometimes denote the current point by x, the next point by x + , and the previous point by x − , so that (1) is written simply as
Consider a single equation in n unknowns,
Under standard assumptions on f and the initial approximation, the directional Newton method
converges to a solution at a quadratic rate, for certain directions d related to the gradient ∇f (x), see [6, . An important special case of (3) is when d is along the gradient ∇f (x), giving
For n = 1, method (3) reduces to the scalar Newton method
with which it shares quadratic convergence. Applying (5) to the function f (x)/ f (x) we get
the (scalar) Halley method with cubic rate of convergence. The quasi-Halley method of [1] replaces the second derivative in (6) by a difference (f (x) − f (x − ))/(x − x − ),
without losing much in convergence rate, see [1, Theorem 3] where (7) was shown to have order 1 + √ 2, and [1, Theorem 5] where the Halley step h and quasi-Halley step q were shown to satisfy
) where u − is the previous Newton step. This shows that sufficiently close to a solution, the Halley and quasi-Halley methods are indistinguishable, as confirmed by numerical experiments.
A Halley method for solving operator equations in Banach space was given by Safiev [7] and Yao [9] . They assume three times differentiable mappings, with bijective first derivatives. Specializing to functions f : R n → R n , where the second derivative f is a tensor, the Halley method of [7] and [9] is of theoretical interest, but difficult to implement.
On the other hand, a Halley method for solving (2) , a single equation in n unknowns, is practical. For f : R n → R we define, in analogy with the directional Newton method (3), the directional Halley Method as:
where f is the Hessian matrix of f . For n = 1, (8) reduces to the scalar Halley method (6) . We establish cubic convergence for the method (8) for the directions d in two cases:
• directions d nearly constant throughout the iterations, see § 2, Theorem 1, and
• directions d along the gradient ∇f (x), in which case (8) becomes
see § 3, Theorem 2.
In § 4 we propose the following directional quasi-Halley method
obtained by approximating the term involving the second derivative in (9) f (x) 2 ∇f (x) 2 ∇f (x) · f (x) ∇f (x) by
The advantages of the directional quasi-Halley method (10) include:
• it avoids the second derivative needed in (9) , requiring only one more function evaluation per iteration than the directional Newton method (4),
• if both methods (9) and (10) converge, their steps near a solution are approximately equal, see Theorem 3.
In § § 5-6 we study three directional methods, along the direction of the gradient:
• the directional Newton method (4),
• the directional Halley method (9) , and
• the directional quasi-Halley method (10).
We will drop the adjective "directional" when referring to these methods. The corresponding steps, along the gradient ∇f (x),
Halley step ,
∇f (x) , and (11b)
are compared in § 5. In numerical experiments, reported in § 6, the three methods were applied to randomly generated test problems with polynomials in several variables. In terms of average number of iterations, the Halley and quasi-Halley methods are comparable, and both are superior to the Newton method (4).
The directional Halley method (8) with nearly constant directions
In this section we study the convergence of the method (8), for directions {d i : i = 0, 1, · · · } that are nearly constant in the sense of condition (16) below. We use the following result, a consequence of the Mean Value Theorem,
The main tool for proving convergence is the majorizing sequence, due to Kantorovich and Akilov [5] , see also [4, Chapter 12.4] and [9] , where a majorizing sequence was used to prove cubic convergence for Halley's method in Banach space. 
To prove the convergence of (8), we write that iteration as
, and assume that
where X 0 is defined as
for q and B given in terms of constants L, T, C that are assumed to satisfy
is the initial direction, and all directions satisfy
Then: (a) All the points Note: We use condition (16) in its equivalent form
Proof. We construct a majorizing sequence for x k in terms of the auxiliary function
The quadratic equation ϕ (y) = 0 has two roots r 1 = (1 + q) B, r 2 = 1 + 1 q B, and 0 < r 1 < r 2 .
((y − r 1 ) + (y − r 2 )), and ϕ (y) = C . Starting from y 0 = 0, apply the scalar Halley iteration (6) to the function ϕ(y) to get
Next we prove that the sequences x k and {y k }, generated by (8) and (19) respectively, satisfy for k = 0, 1, . . . , Verification for k = 0:
,
Proof of (20a) for n + 1:
So, by induction
The following result is analogous to (21), and is proved the same way
For any y ∈ [0, r 1 ] the function
Consequently,
Proof of (20b) for n + 1:
.
Proof of (20c) for n + 1:
, by (20a) and (20b).
Proof of (20d) for n + 1:
, by (20a), (20b) and (20c). The scalar Halley method has a cubic rate of convergence, [8] , and as shown in [9] , y 
in which case, (8) reduces to the scalar Halley method (6) for the function
The scalar quasi-Halley method (7) can also be used for F (t) along L.
A gradient-directional Halley method
To prove the convergence of (9), we write that iteration as
2 , and (25b)
The following theorem is analogous to Theorem 1. The proof is given in Appendix A.
where X 0 is defined in (27d) below. Let there exist constants B, L such that
and finally let X 0 :
Then: (a) All the points
(c) The order of convengence of the Halley method (9) is cubic.
Directional Quasi-Halley Iteration
Consider the Taylor expansion of f (
)| is sufficiently small. Substituting this approximation to (9), we get the following iteration
This quasi-Halley method does not reduce to its scalar counterpart (7) for n = 1.
Comparison of steps
We use the Taylor expansion of f , see [2, (8. 14.
3)],
, for some ξ betwee x and x + u, that we write as
Two iterative methods are comparable locally if at a given point they produce comparable steps. We will compare the steps in terms of length.
We first compare the steps of the Newton and Halley methods, assuming both steps emanate from the same point x 
The next lemma gives a condition for the Newton Halley steps to have the same sign. 
in which case
Proof. The steps u 
The point x k where the steps u k and h k are compared is arrived at by the Newton method. It is therefore reasonable to assume that the following conditions hold, see [6, eq. 10a-10b] 
Proof.
, by (32a).
Therefore ( 
From (32a) and (32b) it follows that
, k = 0, 1, 2, . . . , which substituted in (34) gives
proving (33).
The Halley step h k therefore lies in the interval with endpoints 
evaluated at the same point x k where f (x k ) = 0. Numerical experience shows that, close to a root to which both methods converge, the Halley step and the quasi-Halley step are very close. This is explained by the the following theorem.
Theorem 4. Let f have continuous third derivative in the interval X 0 , and let
sup x∈X 0 f (x) = N.
If conditions (32a) and (32b) hold, then
i.e. the difference between the Halley step h 
Proof. Let g
The comparison (36) between the Halley step h 
Example 1. As in [6] , an arbitrary system of m equations in n unknowns:
can be replaced by an equivalent single equation
which can be solved by both the Halley and the quasi-Halley methods. An example is given in the Appendix A.5.
Numerical experience
The Halley method (9) , with an upper bound of 30 iterations. The average numbers of iterations of the directional Newton, Halley and quasi-Halley methods, for 100 random polynomials with degree d = 2, · · · , 10 and n variables, n = 2, · · · , 9 are tabulated in Table 1 .
Figures 1-2 illustrate two typical sections of Table 1 .
In Figure 1 the number of variables is fixed at 5. For each degree from 2 to 10, 100 random polynomials were generated and solved by the three methods, recording the average number of iterations as a function of the degree. In Figure 2 the polynomial degree is fixed at 5. For each number of variables from 2 to 10, 100 random polynomials were generated and solved by the three methods, recording the average number of iterations as a function of the number of variables. Table 1 Comparison of the directional Newton (N), Halley (H) and quasi-Halley (q-H) methods in terms of the average number of iterations for 100 random polynomials with the given degree and number of variables. 
Conclusions
Three methods for solving a single equation in n unknowns are discussed here:
• the Newton method (4),
• the Halley method (9) , and
• the quasi-Halley method (10).
The Newton method is of order 2, see [6, Theorem 1] , and requires the evaluation of f (x) , ∇f (x) (the Newton data) at each iteration. We use this method as our basis for comparison.
The Halley method is of order 3, see Theorem 1 above, but requires the Hessian f (x) in addition to the Newton data.
The order of the quasi-Halley method is unknown (the related scalar quasi-Halley method (7) has order 1 + √ 2, see [1] ), however in practice it performs similarly to the Halley method, see the comparison of steps in Theorem 4, and the numerical experience reported in § 6. In terms of work per iteration, the quasi-Halley method requires one more function evaluation than the Newton method, f (x + u) where u is the next Newton step. Another advantage of the quasi-Halley method is that it is amenable for parallel implementation, since the matrix f (x) is avoided.
The proof is by induction. Verification for k = 0:
Proof of (A.1a) for n + 1:
) can be represented as
LB)
Proof of (A.1b) for n + 1:
Proof of (A.1c) for n + 1:
Proof of (A.1d) for n + 1:
, by (20a), (20b) and (20c). 
11.860000000
Quasi-Halley 7.870000000 obtaining the first comparison in Table 1 .
B.5. Systems of equations.
The function SOS(x) computes the sum of squares of the components of the vector x. It is used in some of the functions below, and works better than the MAPLE function norm(x,2) 2 which is not differentiable if any x i = 0. 
