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1. INTRODUCTION
In his Chicago lecture notes [5], I. Kaplansky set up a series of ten con-
jectures on Hopf algebras that he considered as important problems of this
theory. Nearly all of these conjectures turned out to be puzzling as well as
fundamental, and therefore have stimulated a lot of research in the area.
Recently, important progress has been made on the first (cf. [17]), the sixth
(cf. [18, 14]), the eighth (cf. [4, 35, 11]), and the tenth (cf. [31]) of these
conjectures. The reader is referred to [16, 30] for more precise information
on the status of these conjectures. Closely related to the eighth conjecture
is the classification problem for semisimple Hopf algebras, where A. Ma-
suoka has contributed important results (cf. [12] and the references there).
Kaplansky’s fifth conjecture states that the antipode of a semisimple Hopf
algebra is an involution. This was proved by R. Larson and D. Radford in
two closely related papers (cf. [7, 8]) in the case of a base field of charac-
teristic zero. Their proof is carried out in two steps, the first one being to
show that the Hopf algebra under consideration is also cosemisimple; the
second one being to prove that the antipode of a semisimple and cosemisim-
ple Hopf algebra is an involution. Their methods used for the second step
were also powerful enough to prove Kaplansky’s seventh conjecture. In the
first step, their proof rests on the observation that a complex number times
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its conjugate yields a nonnegative real number, and therefore does not eas-
ily generalize to fields of positive characteristic. In the present paper, we
improve on this step and give a proof of the conjecture in the case of a fi-
nite dimensional Hopf algebra over a field of large positive characteristic.
More precisely, we prove that the antipode of a semisimple Hopf algebra
is an involution if the characteristic p of the base field satisfies the inequal-
ity p > mm−4 where m D 2 dimH2. Our techniques rely on the analysis
of the structure of the character ring of H, as do the techniques used by
G. I. Kac, Y. Zhu and M. Lorenz to prove Kaplansky’s eighth conjecture
in characteristic zero and the techniques used by W. D. Nichols and M. B.
Richmond to prove results on Kaplansky’s sixth conjecture.
The article is organized as follows: In Section 2, we discuss a technique
to adjoin a grouplike element in such a way that the square of the antipode
becomes the conjugation with the adjoined grouplike element. In Section 3,
we study the character of the adjoint representation in order to prove that
the character ring of a semisimple Hopf algebra is itself semisimple if the
characteristic is sufficiently large. The results of both sections are combined
in the final section to prove the stated result on Kaplansky’s fifth conjecture.
All vector spaces are defined over a base field that is denoted by K. We
assume familiarity with the basic notions of Hopf algebra theory that can
be found for example in [13, 21, 30, 33].
2. INNER AUTOMORPHISMS AND THE SQUARE OF
THE ANTIPODE
2.1. In this section, H denotes a finite dimensional Hopf algebra.
We denote the coproduct, counit, and antipode of H by 1H , H , and SH ,
respectively. We shall use the following variant of the Heyneman–Sweedler
sigma notation for the coproduct:
1Hh D h1 ⊗ h2:
The square of the antipode of H is a Hopf algebra automorphism of H.
It is known that in general this is not an inner automorphism (cf. [25; 28,
p. 598), although it is an inner automorphism if H is semisimple (cf. [20,
Folgerung 3.3.2, p. 13] and Subsection 3.2). Here an inner automorphism
is understood to be the conjugation by an invertible element. It would be
another step to the proof of the general case of Kaplansky’s fifth conjec-
ture if it could be shown in the semisimple case that the square of the
antipode is given by conjugation with a grouplike element. In this section,
we prove that every finite dimensional Hopf algebra H can be embedded
into another finite dimensional Hopf algebra, denoted by EH, in which
the square of the antipode is the conjugation with a grouplike element. We
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do not consider the obvious generalization to an arbitrary Hopf algebra
automorphism because it will not be needed in the sequel.
2.2. Define n xD 2 dimH and denote by G D =n the cyclic group
of order n. We denote the generator N1 of G by g. We know from [26, Propo-
sition 6, p. 347] that the fourth power of the antipode is the composition
of the conjugation with a grouplike element, namely the modular element
of H, and the coconjugation with a character of H, namely the modular
function. Both mappings commute. Since the order of a grouplike element
obviously divides the order of the group GH of all grouplike elements,
and this order in turn divides the dimension of H by the Nichols–Zoeller
theorem (cf. [17, Theorem 7, p. 384], see also [13, Theorem 3.1.5, p. 30]),
we conclude that S2nH D idH . Therefore it is possible to turn H into a left
module over the group ring KG by specifying the action of the generator
as
g! h xD S2Hh:
We also turn H into a left KG-comodule via the trivial coaction:
H :H ! KG ⊗H; h 7! 1⊗ h:
In this way, H becomes a left Yetter–Drinfel’d module. (See [13, Defini-
tion 10.6.10, p. 213] for the definition of Yetter–Drinfel’d modules, which
were introduced in [34].) It is easy to see that H is even a Hopf algebra in-
side the category of Yetter–Drinfel’d modules (cf. [13, Sect. 10.5]). We can
therefore form the Radford biproduct (cf. [27; 13, Theorem 10.6.5]):
Definition. Define the Hopf algebra EH to be the Radford biprod-
uct of the group ring KG and the Hopf algebra H:
EH xD H ⊗KG:
It is a Hopf algebra with multiplication
h⊗ gkh0 ⊗ gl D hS2kH h0 ⊗ gkCl;
tensor product comultiplication
1EHh⊗ gk D h1 ⊗ gk ⊗ h2 ⊗ gk;
unit 1EH D 1H ⊗ 1KG, counit EH D H ⊗ KG and antipode
SEHh⊗ gk D 1H ⊗ g−kSHh ⊗ 1KG.
It is obvious that the dimension of EH is dimEH D 2 dimH2.
2.3. Inside EH, the square of the antipode is the conjugation
with a grouplike element:
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Proposition. (1) Define gE xD 1H ⊗ g. Then gE is a grouplike element
of EH that satisfies S2EHe D gEeg−1E for all e 2 EH.
(2) EH is semisimple if and only if H is semisimple and the charac-
teristic p of the base field K does not divide n D 2 dimH.
(3) EH is cosemisimple if and only if H is cosemisimple.
Proof. It is obvious that gE is a grouplike element. Now, on the one
hand we have
S2EHh⊗ gk D S2EHh⊗ 1KG S2EH1H ⊗ gk D S2Hh ⊗ gk
and on the other hand we have
gEh⊗ gk D S2Hh ⊗ gkC1 D S2Hh ⊗ gkgE:
This implies S2EHh⊗ gk D gEh⊗ gkg−1E :
To prove the second statement, observe that it follows easily from [27,
Proposition 3, p. 333] and the Larson–Sweedler–Maschke theorem (cf. [9,
Proposition 3, p. 84; 13, Theorem 2.2.1, p. 20],) that EH is semisimple
if and only if H and KG are both semisimple. Since KG is semisim-
ple if and only if p¦n, the assertion follows. The third assertion follows
similarly from [27, Proposition 4, p. 335] and the fact that KG is always
cosemisimple (cf. [13, Examples 2.1.2, p. 17; 13, Theorem 2.2.1, p. 20]).
3. CHARACTERS AND ORDERS
3.1. In this section, H denotes a semisimple Hopf algebra. H is
therefore finite dimensional (cf. [32, Corollary 2.7, p. 330] or [33, Chap. V,
Ex. 4, p. 108]). We shall assume throughout the whole section that the base
field K is algebraically closed. By Wedderburn’s theorem, H is therefore
isomorphic to a finite product of full matrix rings. We denote the simple
components of H by I1; : : : ; Ik:
H D
kM
iD1
Ii:
Choose a system V1; : : : ; Vk of irreducible modules of H such that Ii is
isomorphic to EndVi, and denote the corresponding representation by
i:H ! EndVi; i D 1; : : : ; k:
The dimension of Vi as a K-vector space will be denoted by dim Vi D ni.
For every i D 1; : : : ; k, we introduce the character i of Vi as the function
on H defined by
i:H ! K; h 7! Trih:
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We can assume that V1 D K, the base field, regarded as a trivial H-module
via H , which implies that 1 D H . The subspace of H generated by the
characters 1; : : : ; k is called the character ring of H and is denoted by
ChH. It is easy to see that it really is a subalgebra of H which consists
precisely of the cocommutative elements of H.
3.2. We summarize some known properties of the character ring
that will be needed in the sequel. For every module Vi, the dual vector
space V i is again an irreducible module, and therefore is isomorphic to one
of these modules, which is denoted by VNi. We know that separable algebras
are symmetric Frobenius algebras (see Subsections 3.4 and 3.8 for defi-
nitions and references). Therefore, we can conclude from [20, Folgerung
3.3.2, p. 13] that the square of the antipode is an inner automorphism. This
implies that Vi D V i which means that the map i 7! Ni is an involution.
Since we have SHi D Ni, where SH is the transpose of SH , we see that
the transpose of the antipode restricts to an involution of the character
ring.
It is important to note that the character ring is in fact defined over .
This -form is called the Grothendieck ring and will be denoted by G0H.
It is also called the representation ring in K-theory or the fusion ring in
conformal field theory. It is defined as follows: The tensor product of two
irreducible modules decomposes into a direct sum of irreducible modules:
Vi ⊗ Vj D
kM
lD1
V
Nlij
l :
The number Nlij is called the multiplicity of Vl in Vi ⊗ Vj . Now define the
Grothendieck ring G0H to be the free -module with basis O1; : : : ; Ok
and the multiplication which is defined on the basis elements by
Oi Oj D
kX
lD1
Nlij Ol:
This turns G0H into a ring with unit O1. The map Oi 7! ONi extends to a
ring antihomomorphism
N:G0H ! G0H; O 7! NO:
Similarly, we have a ring homomorphism
D:G0H ! ; Oi 7! ni
which will be called the dimension character. We shall refer to the elements
of the Grothendieck ring as virtual characters.
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The character ring can be obtained from the Grothendieck ring by change
of scalars: Namely, the map
K ⊗ G0H ! ChH; 1⊗ Oi 7! i
is a ring isomorphism. Under this isomorphism, the above antihomomor-
phism corresponds to the transpose of the antipode of H, whereas the
dimension character corresponds to the evaluation at 1H , i.e., the counit of
H restricted to ChH.
3.3. Two characters will play an exceptional role in the sequel: The
character of the regular representation and the character of the adjoint
representation. Define the left regular representation to be
rgH :H ! EndH; h 7! h0 7! hh0:
The character of the left regular representation will be denoted by R:
Rh D TrrgHh.
On the other hand, we have the left adjoint representation, which is
defined as
adH :H ! EndH; h 7! h0 7! h1h0SHh2:
We shall denote the character of the adjoint representation by A: Ah D
TradHh.
We now want to express the characters of the regular representation and
the adjoint representation in terms of the irreducible characters. First of
all it is clear that the two-sided ideals I1; : : : ; Ik are invariant subspaces
for both representations. The restriction of the regular representation to
the ideal Ii corresponds via i after a choice of a basis in Vi to the left
multiplication with a matrix inside a matrix ring MKni  ni. Here, the
space of matrices with arbitrary entries in some column and zero entries in
all other columns forms again an invariant subspace, and the whole matrix
ring is the direct sum of ni invariant subspaces of this form. Stated in terms
of ideals, we have
Ii D V nii
if Ii is considered as a submodule of the left regular representation. This
implies
R D
kX
iD1
nii:
On the other hand, if Ii is regarded as submodule of the adjoint represen-
tation, then it is easy to see that the map
Ii ! EndVi ! Vi ⊗ V i
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which is the composition of i and the inverse of the canonical isomorphism
Vi ⊗ V i ! EndVi, v ⊗  7! v0 7! v0v is the composition of two H-
linear isomorphisms and therefore itself an H-linear isomorphism. This
implies
A D
kX
iD1
iNi:
These calculations provide the motivation for defining the following two
elements in the Grothendieck ring
OR xD
kX
iD1
ni Oi; OA xD
kX
iD1
Oi ONi:
The elements OR and OA will be called the virtual characters of the regular
and of the adjoint representation, respectively. Note that both elements
have been studied before, mostly in their dual form. For example, in [7, 8],
the analogue of R is denoted by x, whereas in [19] the analogue of A
is denoted by z. The basic properties of these two elements are stated in
the next proposition. The first statement and its proof are taken from [30,
Lemma 3.12, p. 35]. The dual of the second statement also appears in [19,
Remark 21].
Proposition. (1) For all virtual characters O 2 G0H, we have O OR D
OR O D D O OR.
(2) For all virtual characters O 2 G0H, we have O OA D OA O.
Proof. We shall denote H by Hrg if it is viewed as an H-module via the
left regular representation, and by Had if viewed as an H-module via the
left adjoint representation. If V is an arbitrary H-module, we denote by
VH the H-module that is obtained by regarding the vector space V as a
trivial H-module via H . Consider the map
f :Hrg ⊗ VH ! Hrg ⊗ V; h⊗ v 7! h1 ⊗ h2 ! v;
where the arrow denotes the module action. This map is an H-linear iso-
morphism with inverse
f−1:Hrg ⊗ V ! Hrg ⊗ VH ; h⊗ v 7! h1 ⊗ SHh2 ! v:
Therefore, the virtual characters of both modules are equal, which implies
OR O D D O OR, which proves the second equality. Since ni D dim Vi D
dim V i D nNi, we see that OR is invariant under the antihomomorphism.
Applying the antihomomorphism to the second equality yields the first
equality.
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To prove the second assertion, look at the map
g:Had ⊗ V ! V ⊗Had; h⊗ v 7! h1 ! v ⊗ h2:
We prove that g is H-linear:
g
(
h! h0 ⊗ v D g(h1h0SHh2 ⊗ h3 ! v
D (h1h01SHh4h5 ! v⊗ h2h02SHh3
D h! gh0 ⊗ v:
Obviously, g is invertible with inverse
g−1:V ⊗Had ! Had ⊗ V; v⊗ h 7! h2 ⊗
(
S−1H h1 ! v

:
Therefore, the virtual characters of the modules Had ⊗ V and V ⊗Had are
equal, which proves the second assertion.
We remark that the module Had ⊗ V contains the module V with at least
multiplicity 1 since the map
Had ⊗ V ! V; h⊗ v 7! h! v
is an H-linear surjection. This observation will be improved in Subsec-
tion 3.7.
3.4. Some properties of the character ring can be better understood
by looking at it as a symmetric Frobenius algebra. Recall that a Frobenius
algebra is a finite-dimensional algebra A which admits a nondegenerate
bilinear form ;  x A⊗A! K which is associative in the sense that we
have aa0, a00 D a, a0a00 for all a, a0 and a00 2 A. Such a form obviously
can be written as
a; a0 D f aa0
for some linear form f :A! K which is determined by the bilinear form
via f a D a, 1 D 1, a. This linear form is called the Frobenius homo-
morphism. (This notion is not related to the same notion used in Galois
theory.) A Frobenius algebra is called symmetric if the bilinear form above
is symmetric.
The following proposition was explained to me by H.-J. Schneider (cf.
also [26, Proposition 3, p. 340]):
Proposition. Suppose that A is a Frobenius algebra which is augmented
by :A! K. Then the space of left integrals x 2 A  8a 2 A: ax D ax
and also the space of right integrals x 2 A  8a 2 A:xa D ax is one-
dimensional.
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Proof. Consider the left coregular action of A on A: An element a of
A acts on an element g of A yielding the element a ! g of A which
is defined as a ! ga0 D ga0a. One can restate the definition of a
Frobenius algebra by saying that the mapping
A! A; a 7! a! f 
is bijective, that is, A is a free cyclic A-module generated by the Frobenius
homomorphism f . Our assertion will be proved if we can show that x is a
left integral if and only if x! f is a multiple of . But observe that
9 2 K:x! f D , 9 2 K 8a 2 A: f ax D a
, 8a 2 A: f ax D f xa
, 8a; a0 2 A: f aa0x D f xaa0 D f xaa0
, 8a; a0 2 A: f aa0x D f aa0x
, 8a0 2 A: a0x D a0x:
The assertion on right integrals follows by considering the opposite algebra
Aop instead of A.
Since the form ;  is nondegenerate, we can choose dual bases
x1; : : : ; xn and y1; : : : ; yn satisfying yi; xj D ij . From linear algebra we
know that we have a D PniD1a; xiyi D PniD1yi; axi for all a 2 A. This
implies that we have
nX
iD1
axi ⊗ yi D
nX
iD1
xi ⊗ yia:
The element
Pn
iD1 xi ⊗ yi is therefore called the Casimir element of A. It
does not depend on the choice of the dual bases, but of course it does
depend on the bilinear form. It is clear that
Pn
iD1 xiyi is a central element
of A. This element is sometimes called the Casimir element, too (cf. [1,
Sect. 5]).
3.5. Now, it turns out that the character ring is a symmetric Frobe-
nius algebra. This fact is also observed in [11], and similar statements can
be found in several references in conformal field theory (cf., for example,
[1, Sect. 5.8, p. 13]). Essentially, this is equivalent to the well-known or-
thogonality relations for the characters, which in turn follow easily from
Schur’s Lemma. Note first that it is clear that the character i vanishes on
Ij if i 6D j. In particular, since I1 is precisely the one-dimensional subspace
of integrals, we have for some integral 3H that i3H D 0 if i 6D 1, that is,
i 6D H . If we assume that H3H D 1, then, since the component of the
trivial representation inside the H-module HomKVi; Vj D Vj ⊗ V i is the
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space of H-linear maps HomHVi; Vj which has dimension one or zero by
Schur’s Lemma, we have
jNi3H D ij:
These are the orthogonality relations for the characters which appear in a
dualized form for arbitrary Hopf algebras in [6].
Proposition. ChH is a symmetric Frobenius algebra with respect to the
Frobenius homomorphism
tC : ChH ! K;  7! 3H:
The corresponding Casimir element is
Pk
iD1 i ⊗ Ni: The space of integrals for
the character
C : ChH ! K;  7! 1H
is spanned by R.
Proof. We have to prove that the bilinear form
; : ChH  ChH ! K; ;0 7! tC0
is nondegenerate. But this is obvious since we have already found dual
bases with respect to this form, since we have i;  Nj D ij . Since this
expression is symmetric in i and j, the form is also symmetric. The form
of the Casimir element follows from the definition and the form of the
integrals from Proposition 3.3. Note that R 6D 0 since R3H D 1.
This also gives us another proof for the fact that A is central in
ChH which we observed in Proposition 3.3, since we now see that
A D
Pk
iD1 iNi comes from a Casimir element via multiplication of the
tensorands. We note that all the structures considered above are already
defined over , that is, on the level of the Grothendieck ring, since if we
define
tG:G0H ! ; Oi 7! i1;
then by the same proof we have tG Oi O Nj D ij , and C and R are also
defined on the level of the Grothendieck ring.
3.6. The question that we study next is the question under which
circumstances the element A 2 ChH is invertible, because this will imply
that the character ring is separable. For this purpose, it is useful to intro-
duce some more notation. First of all, we shall use a modification of the
bilinear form arising from the Frobenius homomorphism tG. Define
; :G0H G0H ! ;  O; O0 7!  O; O0 xD tG O O0:
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We shall use the same notation for the bilinear form on G0H ⊗  which
is obtained by extension of scalars. This modified bilinear form has the
advantage that it puts the orthogonality relations for the characters into
the more symmetric form  Oi; Oj D ij . This equation shows in particular
that this bilinear form is symmetric and positive definite. We shall also use
the convention to denote the left regular representation of the character
ring or the Grothendieck ring by L resp. L O, that is, we define
L: ChH ! ChH; 0 7! L0 xD 0:
The adjoint of L O with respect to our scalar product then is L NO, that is,
we have L O O0; O00 D  O0; L NO O00. This holds because of the simple
calculation, which of course is well known in the representation theory of
groups and is carried out similarly in [1, Sect. 5; 19, Theorem 8],
 O O0; O00 D tG O O0 O00 D tG O0 O00 O D tG O0 O O00 D  O0; NO O00:
Besides these, we have a third bilinear form on G0H, namely the trace
form
G0H G0H ! ;  O; O0 7! TrL O O0 :
These three bilinear forms are linked as follows (cf. [1, Sect. 5, Eq. (5.8)]):
Proposition. For all O; O0 2 G0H, we have
TrL O O0  D tG OA O O0 D  OA O; O0:
Proof. The second equality follows directly from the definitions. For the
first equality, it obviously suffices to prove TrL O D tG OA O. Now, since
O1; : : : ; Ok is an orthonormal basis with respect to ; , we know from
linear algebra that L O Oj D
Pk
iD1 L O Oj; Oi Oi. This implies
TrL O D
kX
jD1
 O Oj; Oj D
kX
jD1
tG O Oj O Nj D tG O OA
which proves the assertion since OA is central.
3.7. We now introduce a major object of our investigation, namely
the matrix representation of the left multiplication by OA:
Definition. Define M D miji;jD1;:::;k to be the matrix representation
of the left multiplication by OA with respect to the basis O1; : : : ; Ok, that
is, we have
OA Oj D
kX
iD1
mij Oi:
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Note that since O1; : : : ; Ok is an orthonormal basis with respect to ; ,
we have OA Oj D
Pk
iD1 OA Oj; Oi Oi. The matrix elements mij therefore can
be expressed as
mij D  OA Oj; Oi D tG OA Oj ONi D TrL Oj ONi:
We now summarize the basic properties of the matrix M in the following
theorem:
Theorem. The matrix M has the following properties:
(1) The diagonal elements of M satisfy dim ChH  mii  dimH,
where m11 D dim ChH.
(2) M is symmetric and positive definite.
(3) The eigenvalues of M are positive real algebraic integers.
(4) dimH is the greatest eigenvalue of M .
(5) dimH divides detM .
Proof. Although most of the statements are obvious, we proceed in
steps.
(1) We have that tG OA D TrL O1 D dim ChH D k. This means
that we have for some nonnegative integers q2; : : : ; qk,
OA D k O1 C
kX
iD2
qi Oi
and this implies OA Oj D k Oj C
Pk
iD2 qi Oi Oj and therefore mjj  k. On
the other hand, it is clear from dimension considerations that the module
Had ⊗ Vj cannot contain the module Vj with a multiplicity which is greater
than dimH. This proves the first statement.
(2) To prove the symmetry of M , we calculate
mij D  OA Oj; Oi D  Oj; NOA Oi D  Oj; OA Oi D  OA Oi; Oj D mji:
To prove definiteness, we observe that M is the fundamental matrix of the
bilinear form  O; O0 7!  OA O; O0 on G0H with respect to the basis
O1; : : : ; Ok. The definiteness of M therefore follows from the definiteness
of this bilinear form which in turn follows from the definiteness of ; :
 OA O; O D
kX
iD1
 Oi ONi O; O D
kX
iD1
 ONi O; ONi O  0
and  OA O, O D 0 implies ONi O D 0 for all i D 1; : : : ; k, which for i D 1
implies O D 0.
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(3) The eigenvalues of a symmetric positive definite matrix are real
and positive. On the other hand, since M has integer entries, the character-
istic polynomial of M is a monic integral polynomial. Since the eigenvalues
satisfy the characteristic equation, they are algebraic integers.
(4) First of all, we observe that dimH really is an eigenvalue of M ,
since we have by Proposition 3.3 that OA OR D dimH OR. We now proceed
to prove that this is the greatest eigenvalue of M . Since M is symmet-
ric, we can achieve by changing the enumeration of the virtual characters
O1; : : : ; Ok that M attains a block form
M D
0BBBBB@
M1
M2 0
: : :
0 Ml−1
Ml
1CCCCCA ;
where M1; : : : ;Ml are indecomposable matrices (in the sense of [3, Def-
inition 2, p. 395]) and the entries outside these blocks are zero. Now we
know from the Perron–Frobenius theorem (cf. [3, Sect. 13.2, p. 398]) that
each Mi has a unique greatest eigenvalue i which is strictly positive, whose
algebraic multiplicity is one, i.e., which is a simple root of the characteris-
tic polynomial of Mi, and whose corresponding eigenvector of Mi can be
chosen with strictly positive coordinates. For every Mi, we can enlarge this
eigenvector to an eigenvector of M by filling up with zeros. In this way
we see that, for every i D 1; : : : ; l, M has a strictly positive eigenvalue i
such that the corresponding eigenvector xi D xijjD1; : : : ;k has nonnegative
coordinates. Define
O D
kX
jD1
xij Oj:
The equation Mxi D ixi then yields OA O D i O. Applying the dimension
character to this equation we get
dimHD O D D OAD O D iD O:
Since D O D
Pk
jD1 xijnj 6D 0, we conclude that i D dimH. Obviously,
the greatest eigenvalue of M is the greatest eigenvalue of some Mi, and
therefore is equal to dimH. Note that we have proved in addition that the
algebraic multiplicity of the eigenvalue dimH of M equals the geometric
multiplicity, i.e., the multiplicity of dimH as a root of the characteristic
polynomial equals the dimension of the eigenspace belonging to dimH,
and this equals l, the number of indecomposable blocks of M .
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(5) Denote the eigenvalues of M by 1; : : : ; k, where k D dimH.
Then we see that
detM
dimH
D
k−1Y
iD1
i
is on the one hand a rational number and on the other hand an algebraic
integer. Since  is integrally closed, it must be an integer.
3.8. Recall that a finite dimensional algebra A is called separable
if there is an element
P
i xi ⊗ yi 2 A⊗A, called the separability element,
such that
P
i xiyi D 1 and
P
i axi ⊗ yi D
P
i xi ⊗ yia for all a 2 A. In
this case, A is semisimple. A separable algebra is a symmetric Frobenius
algebra (cf. [2, Chap. X, Theorem (71.6), p. 482]). This is particularly easy
to prove in the case where the base field is algebraically closed, because
in this case the ordinary trace function yields a Frobenius homomorphism
for every simple component. With our preparations, we can now prove that
the character ring is a separable algebra if the characteristic of the base
field is large enough. In characteristic zero, this is of course well known,
see for example, [35; 1; 19, Theorem 9], where in all cases the proof is
based on the fact that the positive definiteness of the bilinear form ; 
contradicts the existence of a nilpotent ideal. We exclude from the first
assertion in the following theorem the following three cases: dimH D 2
and charK D 2, dimH D 3 and charK D 3, dimH D 4 and charK D 2. In
the first case we have the counterexample H D K2, in the second case
we have the counterexample H D K3, and in the third case we have
the counterexamples H D K4 and H D K2 2. Note that K2,
K3, K4 and K2  2 are the only semisimple Hopf algebras
of dimension  4 over an algebraically closed field, since by dimension
considerations H must be commutative, and therefore [13, Theorem 2.3.1,
p. 22] applies.
Theorem. (1) Suppose that we do not have: dimH D 2 and charK
D 2, dimH D 3 and charK D 3, dimH D 4 and charK D 2. If the charac-
teristic p of K is zero or greater than dimHdimH−4, then the characteristic
of K does not divide the determinant of M .
(2) The character A 2 ChH is invertible in ChH if and only if
charK does not divide detM .
(3) If A is invertible, then ChH is a separable algebra with separa-
bility element
Pk
iD1 i ⊗ −1A Ni.
(4) If the characteristic of K does divide the dimension of H, then A
is not invertible and ChH is not semisimple.
Proof. First observe that the second statement is obvious, because A
is invertible if and only if the left multiplication LA with A is invertible,
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and the matrix representation of LA is the matrix M reduced modulo p.
So LA is invertible if and only if its determinant is nonzero, that is, charK
does not divide detM .
To prove the first statement, we first rule out the trivial case that H is
commutative. In this case, the adjoint representation is the trivial repre-
sentation with multiplicity dimH. Therefore, M is dimH times the identity
matrix, and the determinant of M is dimHk. Since under our assumptions
charK does not divide dimH, it does also not divide detM .
We now turn to the more interesting case where H is not commutative.
In this case, one of the simple components I1; : : : ; Ik has dimension at
least 4; therefore we have k  dimH − 3. We assume on the contrary that
p divides detM . If dimH D 1  2  : : :  k are the eigenvalues of M ,
then detM is the product of the two integers dimH and
Qk
iD2 i. Since p
does not divide dimH, it must divide
Qk
iD2 i. But this is not possible since
every eigenvalue i is smaller than or equal to dimH, and therefore we
see that:
kY
iD2
i  dimHk−1  dimHdimH−4 < p:
This implies that LA , and therefore A, is invertible. Now the fact that
the element
Pk
iD1 i ⊗ −1A Ni is a separability element follows from Propo-
sition 3.5.
The third assertion follows directly from Proposition 3.5.
To prove the fourth statement, we observe that A
−1
A D H implies
dimH−1A 1 D A1−1A 1 D 1
and therefore p¦ dimH. On the other hand, assume that ChH is
semisimple. Then we have that ker C D  2 ChH 1H D 0 is a
two-sided ideal of codimension one which is therefore complemented by
a one-dimensional ideal spanned by some nonzero element C . Now, if
 2 ChH is arbitrary, then we have − CH 2 ker C and therefore
− CHC D 0. This implies
C D CC;
i.e., C is a nonzero left integral with respect to the character C . Since
we already know from Proposition 3.5 that R is also a left integral with
respect to C , and the space of left integrals is one-dimensional by Proposi-
tion 3.4, we can assume that C D R. But this means that R =2 ker C , and
therefore dimH D CR 6D 0 2 K, which means that the characteristic p
does not divide dimH.
3.9. The Grothendieck ring of a semisimple Hopf algebra has
strong similarities with the ring of integers in an algebraic number field:
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Both are orders in the sense of [29]. In this subsection, we comment briefly
on the interrelation of the properties of orders and the properties of the
matrix M considered above. A more detailed analysis of the interrelation
of the theory of orders and the representation theory of Hopf algebras will
be carried out in the complete version of the author’s Dissertation.
Suppose that R is a Dedekind ring and denote by L its field of fractions.
Define A xD G0H ⊗ L. If the characteristic of L is zero, it follows from
the preceding discussion that A is a separable algebra. (As we have already
pointed out, similar statements also appear in [35, 30, 10, 19, 11].) Define
B xD G0H ⊗ R  A. It is obvious that B is an R-order in A, that is, a
subring which is finitely generated as an R-module such that LB D A (cf.
[29, Sect. 8, p. 108]). We shall use the following notation for the images of
the virtual characters in B:
xi xD Oi ⊗ 1; xH xD OH ⊗ 1; xA xD OA ⊗ 1:
The following proposition should be compared with [29, Theorem (41.1),
p. 379]:
Proposition. (1) If C is another R-order in A that contains B, then we
have xAC  B.
(2) If detM is invertible as an element of R, then B is a maximal R-
order.
(3) If B is a maximal R-order in A, then dimH is invertible in R if it
is invertible in L.
Proof. To prove the first statement, suppose we are given x 2 C. By
elementary properties of integral ring extensions (cf. [24, Theorem 8.5,
p. 104]), the element xxNi 2 C is integral over R. Therefore, the eigen-
values of the left multiplication LxxNi also satisfy an integral equation, and
their sum, the trace of LxxNi , is an integral element of L which is therefore
contained in R. But by Proposition 3.6, we have that TrLxxNi D xAx; xi,
where we have extended the bilinear form ;  to an L-bilinear form on
A. With respect to this form, x1; : : : ; xk form an orthonormal basis, and
therefore we have
xAx D
kX
iD1
xAx; xixi 2 B:
To prove the second statement, observe that the matrix represention of the
left multiplication with xA with respect to the basis x1; : : : ; xk is of course
M , regarded as a matrix with entries in R. The adjoint of M therefore
also has entries in R. If detM is invertible in R, then M−1 has entries in R,
which means that LxA is invertible as an endomorphism of B, which implies
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that xA is invertible in B. It therefore follows from the first statement that
for every order C that contains B we have C D x−1A xAC  x−1A B  B.
To prove the third statement, observe that e xD xH= dimH is a central
idempotent in A since we have x2H D dimHxH by Proposition 3.3. It is
clear that Be and B1− e are R-orders in Ae resp. A1− e, and therefore
BeCB1− e is an R-order in A. But B  BeCB1− e, and therefore we
conclude from the maximality of B that B D BeC B1− e, which implies
e 2 B. But since
e D 1
dimH
x1 C
kX
iD2
ni
dimH
xi;
we can conclude that 1= dimH 2 R.
In particular, if p is a prime number that does not divide detM , then
we see that G0H ⊗ p is a maximal p-order in G0H ⊗ , where
p denotes the localization of  at the prime ideal p.
3.10. We proceed to interrelate the matrix M and the element xA
with the discriminant and the different of B. Differents and discriminants
are defined for arbitrary orders, cf. [29, Sects. 10 and 25]. There, differents
and discriminants are defined via the reduced trace map (cf. [29, Sect. 9]).
We shall adopt here a different version of these notions via the unreduced
trace map already considered in Subsection 3.6. For the sake of clarity, we
make this explicit in the following definition:
Definition. (1) The unreduced discriminant DB of B over R is the
ideal of R which is generated by the elements detTrLyiyj i; jD1;:::;k for all
possible k-tuples y1; : : : ; yk 2 B.
(2) The unreduced inverse different $0B of B over R is defined as
$0B D x 2 A  8y 2 B: TrLxy 2 R}:
(3) The unreduced different $B of B over R is defined as
$B D x 2 A  8y; z 2 $0B: yxz 2 $0B}:
The unreduced discriminant and the unreduced different can be ex-
pressed as follows:
Theorem. Suppose that the characteristic of L is zero or does not divide
detM .
(1) The unreduced discriminant is the principal ideal of R generated by
detM: DB D detM
(2) The unreduced different is the principal ideal of B generated by xA:
$B D xA xD xAB
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(3) $B is a two-sided ideal of B. If L is an algebraic number field
and R is its ring of integers, then the order of the quotient ring is finite and
given explicitly as cardB=$B D detMLx.
Proof. As in [29, Theorem (10.2)] it can be shown that, since B is a free
R-module with basis x1; : : : ; xk, DB is the principal ideal of R generated
by detTrLxixj . But this determinant is equal to detTrLxix Nj , up to a
sign which is equal to the the determinant of the permutation matrix that
describes the change of basis from x1; : : : ; xk to xN1; : : : ; x Nk. Now we know
from Subsection 3.7 that this is precisely the determinant of the transpose
of M .
To prove the second statement, we first calculate the unreduced inverse
different. We have x 2 $0B if and only if TrLxy 2 R for all y 2 B. Since
B is a free R-module with basis xNi; i D 1; : : : ; k, this will happen if and
only if we have TrLxxNi 2 R for all i D 1; : : : ; k. But we have TrLxxNiD xAx, xi by Proposition 3.6, and since x1; : : : ; xk is an orthonormal
basis with respect to this form, we have: xAx D
Pk
iD1 xAx, xixi. This
implies that x 2 $0B if and only if xAx 2 B.
Now, if charL is zero or does not divide detM , the same argument as in
Subsection 3.8 proves that xA 2 A is invertible. We therefore have $0B D
x−1A B. By definition, we see that x 2 $B if and only if x−1A yxx−1A z 2 x−1A B
for all y; z 2 B, which is, since xA is central, equivalent to yxz 2 xAB.
Therefore, we see that $B D xAB.
We now prove the third statement. The fact that $B is a two-sided
ideal follows from the fact that xA is central. Consider the exact sequence
0! G0H
L OA−!G0H ! G0H= OA ! 0:
By the Weierstrass elementary divisors theorem, there exist -bases
y1; : : : ; yk and z1; : : : ; zk of G0H such that we have
L OAyi D dizi; i D 1; : : : ; k;
where d1d2 : : : dk. This implies that
G0H= OA D
kY
iD1
=di
and therefore we have that cardG0H= OA D d1  : : :  dk. But now, if Q
denotes the matrix of the base change from y1; : : : ; yk to O1; : : : ; Ok, and
P the matrix of the base change from z1; : : : ; zk to O1; : : : ; Ok, we have for
D D diagd1; : : : ; dk,
M D PDQ−1:
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Since P , Q 2 GLk;, their determinants are units in , and therefore we
have detM D d1  : : :  dk. Since M is positive definite, detM is positive,
and therefore the positive sign in the last equation is correct.
Now consider the commutative diagram
G0H ⊗ R
L O
A
⊗ id
−! G0H ⊗ R ! G0H= OA ⊗ R
# # #
B −! B ! B=$B
LxA
From the diagram we conclude that B=$B D G0H= OA ⊗ R. Since
R is a free -module of rank L x  (cf. [15, Satz (2.10), p. 13]), we
have that G0H= OA ⊗ R D G0H= OALx, which implies that
cardB=$B D detMLx.
The proof shows that without the assumption on the characteristic of L,
the first statement still holds, while from the proof of the second statement
we get that $0B D x 2 A  xAx 2 B. It is easy to see that this implies at
least that xAB  $B. The third statement allows the following analogy
with algebraic number theory: By a theorem of Dedekind, the norm of
the different is the discriminant (cf. [29, Theorem (25.2), p. 218]), and in
addition the norm of a principal ideal is the norm of the generating element
(cf. [15, Kap. I, Sect. 6, p. 37]), i. e. xA, which is precisely detMLx. We
shall call the ring G0H= OA the adjunction quotient ring of H.
3.11. To conclude this section, we change our viewpoint and inves-
tigate what can be said about the eigenvalues of M if the conclusions we
want to derive are satisfied. We shall see that over fields of characteristic
zero, the eigenvalues are actually integers. In order to formulate the result,
we introduce some notation.
In this subsection, we shall assume that the antipode of H is an involution
and that the character ring ChH is semisimple. Suppose that U1; : : : ; Ul is
a system of irreducible ChH-modules of dimensions m1; : : : ;ml such that
every irreducible ChH-module is isomorphic to precisely one of these.
We denote the representation and the character corresponding to Uj by j
resp. j:
j D Trj:
Every H-module can be restricted to a ChH-module. In particular, the
left regular representation of H restricts to a ChH-module, and we get
a decomposition
H D
lM
jD1
U
qj
j :
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We refer to the integer qj as the multiplicity of the module Uj in the
(restricted) left regular representation of H.
As in Subsection 3.9, we denote by p the localization of  at the prime
ideal p, where p D charK. In particular, we have 0 D . We denote
by p xD =p the field that contains p elements (and not the ring of
p-adic integers), for p D 0 we define 0 D . By the universal property
of localizations (cf. [24, Theorem 7.8, p. 81]), we have a canonical map
p ! p, which is the identity in the case p D 0. If we apply this map
to all entries of M , we get a matrix Mp which we call the reduction of M
modulo p. Now it turns out that often the eigenvalues of Mp are contained
in the prime field p.
Theorem. Suppose that SH is an involution and that ChH is semisim-
ple. Suppose furthermore that, if p > 0, the dimensions m1; : : : ;ml of the irre-
ducible ChH-modules are not divible by p. Then the multiplicities q1; : : : ; ql
are also not divisible by p. The eigenvalues of Mp are contained in the prime
field p, they are given explicitly as the images of the rational numbers
dimH
m1
q1
; : : : ; dimH
ml
ql
under the canonical map p ! p, occurring with multiplicitiesm21; : : : ;m2l .
Proof. We have seen that A is a central element of ChH. If f1; : : : ; fl
are the primitive central idempotents of ChH, we can write
A D
lX
jD1
jfj:
Since Mp is the matrix representation of the left multiplication by A, it
is obvious that 1; : : : ; l are the eigenvalues of Mp, occurring with multi-
plicities m21; : : : ;m
2
l .
We know from [8, Theorem 4.4, p. 279] that for ’ 2 H, we have R’ D
dimH ’3H, where 3H is a (two-sided) integral of H satisfying H3H
D 1 and R denotes the character of the left regular representation of H.
If ’ D  2 ChH, this equality reads
dimH tC D
lX
jD1
qjj:
Inserting  D Afi D ifi, we can conclude from Proposition 3.6 that
dimHm2i D dimH TrLfi D dimH tCAfi D iqiifi D iqimi:
Since we have assumed that ChH is semisimple, we can conclude from
Theorem 3.8 that dimH is not divisible by p. Therefore the left hand side in
the last equality is nonzero in p, which means that i and qi are nonzero
in K. This implies the assertion.
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If the characteristic of the base field is zero, the above theorem asserts
that the eigenvalues of M are rational numbers. Since we have already
seen in Theorem 3.7 that they are algebraic integers, they must be natural
integers. In his very interesting recent article [11], M. Lorenz derives a
method which can be used to give a rather different proof of the above
theorem for fields of characteristic zero. His method, which is only slightly
more complicated than the one above, yields the refined result that already
the number dimH=qj is an integer, which is the main assertion in the so-
called class equation for Hopf algebras first proved by G. I. Kac and Y. Zhu
(cf. [4, 35]).
4. KAPLANSKY’S FIFTH CONJECTURE
4.1. We now combine the results of the two preceding sections to
obtain a proof of Kaplansky’s fifth conjecture over fields of large positive
characteristic. In this section, H continues to denote a semisimple Hopf
algebra, but we do no longer assume that the base field is algebraically
closed, since the more general case does not offer any additional difficulty.
We summarize the technical work in the following proposition. Note that we
have already seen in Subsection 3.8 that the antipode of a semisimple Hopf
algebra of dimension  4 is an involution, even if H is not cosemisimple.
Proposition. Suppose that dimH  5. Suppose that the characteristic p
of K is zero or satisfies p > nn−4 where n D dimH. Suppose that H contains
a grouplike element g that induces the square of the antipode:
S2Hh D ghg−1:
Then H is cosemisimple and the antipode is an involution.
Proof. Because H is separable, we can assume that K is algebraically
closed. Pick right integrals 0H 2 H and H 2 H satisfying H0H D 1. We
know from Theorem 3.8 that A is invertible: A
−1
A D H . This implies
Ag−1A g D 1 and therefore
TrS2H D TradHg D Ag 6D 0:
But by [8, Theorem 2.5, p. 274] we know that TrS2H D H0HH1H
and therefore we have H1H 6D 0, that is, H is cosemisimple. If dimH
 6, we now conclude from [7, Theorem 3, p. 194] that the antipode is an
involution. If dimH D 5, we conclude from the Nichols–Zoeller theorem
(cf. [17, Theorem 7, p. 384], see also [13, Theorem 3.1.5, p. 30]) that the
set of grouplike elements GH has order 1 or order 5. In the second case,
we have H D K5 and therefore S2H D id; in the first case we have g D 1
and therefore S2H D id. In both cases, we have H0HH1H D TrS2H D
5 6D 0 and therefore H is cosemisimple.
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4.2. The proof of the main theorem is now trivial:
Theorem. Suppose that H is a semisimple Hopf algebra. Suppose that
the characteristic p of K is zero or satisfies p > mm−4 where m D 2dimH2.
Then H is cosemisimple and the antipode of H is an involution.
Proof. We can assume that dimH  2. We then have that dimEH D
2dimH2  8 and that p > 2dimH. Therefore, EH is semisimple by
Proposition 2.3. Now Proposition 4.1 implies that EH is cosemisimple
and that SEH is an involution. This implies by Proposition 2.3 and the
form of SEH that H is cosemisimple and that SH is an involution.
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