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Abstract
We present a thorough analysis of symmetry breaking observed in Hartree-Fock
(HF) solutions of fullerenes C60, C36, and C20 in order to characterize the nature of
electron correlation in them. Our analysis is based on (1) the critical regularization
strength to restore symmetry breaking in the recently developed regularized orbital
optimized second-order Møller-Plesset perturbation theory (κ-OOMP2), (2) singlet-
triplet gaps from various MP2 methods, and (3) natural orbital occupation numbers
from restricted coupled-cluster with singles and doubles (RCCSD) and coupled-cluster
valence bond with singles and doubles (CCVB-SD). Based on these three independent
probes, we conclude that C36 (D6h) exhibits genuine strong correlation and symmetry
breaking whereas C60 exhibits artificial HF symmetry breaking and is not strongly
correlated. Investigating the critical regularization strength, we discuss strong cor-
relation in C20 at the Jahn-Teller distorted geometries (C2h, D2h, Ci, and D3h) and
the Ih geometry. Only C20 (Ih) was found to be strongly correlated while others ex-
hibit artificial HF symmetry breaking. This analysis highlights a useful feature of
the recommended κ-OOMP2 method. It is an electronic structure method that de-
scribes dynamic correlation, and attenuates strong correlation in MP2 towards zero by
regularization. Therefore, κ-OOMP2 will exhibit symmetry breaking in its reference
determinant only when correlation is strong (i.e., essential symmetry breaking). Arti-
ficial symmetry breaking (arising in HF due to neglect of dynamic correlation) is thus
removed in κ-OOMP2.
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1 Introduction
.(a) (b)
Figure 1: (a) Bond dissociation of N2 in the cc-pVTZ basis set and (b) a phenalenyl radical.
In (a), RHF stands for spin-restricted Hartree-Fock and UHF stands for spin-unrestricted
Hartree-Fock. The Coulson-Fischer point is located at 1.16 A˚.
The conventional wisdom in quantum chemistry is that spin symmetry-breaking is often
necessary for describing strongly correlated systems that are beyond the scope of single-
reference wavefunctions with spin-restricted orbitals.1,2 A familiar example, illustrated in
Figure 1 (a) is the spin-polarization that occurs in homolytic bond-breaking at the Coulson-
Fischer point,3 leading to spin-unrestricted fragments at separation. We can say that this is
essential symmetry-breaking, because without it, the character of a one-determinant wave-
function is fundamentally wrong (it has ionic character at dissociation). This is analogous
to the fact that the exact wavefunction in this recoupling regime has essential multiconfigu-
rational character, and is not qualitatively similar to a single determinant of spin-restricted
orbitals. In other words, essential symmetry-breaking yields qualitatively better energies
because it captures some aspects of electron correlation relative to a spin-restricted deter-
minant.
However, artificial symmetry breaking has appeared in numerous systems including open-
shell systems and polyaromatic hydrocarbons.4–11 It is “artificial” in the sense that these sys-
tems are not strongly correlated and a single Slater determinant wavefuction with restricted
orbitals should be a faithful representation. However, employing unrestricted Hartree-Fock
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(UHF) wavefunctions often yields significantly spin-contaminated results, which then gener-
ally give poor energetics. An example is the doublet phenalenyl radical, shown in Figure 1
(b), which is quite stable, with known solution chemistry.12,13 Yet UHF/6-31G* calculations
lead to 〈Sˆ2〉 = 2.08 rather than 0.75,14 even though there is no obvious “essential” electron
correlation effect that is captured by this extensive spin symmetry-breaking. Rather we
might say that this “artificial” symmetry-breaking is lowering the energy by recovering a bit
of the dynamical correlation.
It is another difficult symmetry dilemma as to how to distinguish a genuine symmetry
breaking from an artificial one.15 At the mean-field level, spontaneous symmetry breaking
occurs to lower the mean-field electronic energy. Broken symmetry solutions are variationally
preferred due to the very limited form of a single deteminant wavefunction. However, sub-
sequent correlated wavefunction calculations (particularly those that include perturbative
corrections) on top of broken symmetry orbitals often yield qualitatively incorrect energetics
and properties.6,7,10,16–20
To mitigate this problem, it is often preferred to employ approximate Bru¨ckner or-
bitals.21–24 The exact Bru¨ckner orbitals may be obtained from an exact wavefunction by
enforcing the zero singles constraint (i.e. the defining property of Bru¨ckner orbitals).25,26
Having an exact wavefunction is not a realistic assumption so, in practice, one may uti-
lize coupled-cluster doubles (CCD) to obtain so-called Bru¨ckner doubles (BD).24 Our group
proposed a variational formulation of BD, called orbital-optimized doubles (OD), which op-
timizes orbitals in the presence of the CCD correlation energy.27,28
One major drawback of OD (or BD) is that its computational complexity scales sextically
with system size. A more economical way to obtain approximate Bru¨ckner orbitals with fifth-
order complexity is to use orbital-optimized second-order Møller-Plesset theory (OOMP2).14
OOMP2 has been successfully applied to shed light on artificial spin-symmetry breaking
problems.29,30 It also improves energetics of radical-involving systems drastically compared
to regular MP2.31,32
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Although OOMP2 has shown its utility in the aforementioned examples, it also has two
disturbing features.33,34 First, its potential energy surface often exhibits a first-order deriva-
tive discontinuity even though the electronic energy is minimized with respect to orbitals
which should give only a second-order derivative discontinuity. This is a consequence of the
disappearance of Coulson-Fischer points.3 Second, it often finds a divergent energy solution
(i.e. E = −∞) by preferring a unphysical zero-gap restricted solution. We argue that these
two drawbacks were satisfactorily solved and thoroughly analyzed in our previous work where
we employed an orbital energy dependent regularizer.35
Fullerenes have attracted great attention in physical chemistry and interested readers are
referred to ref. 36, an excellent textbook which summarizes the history of fullerenes in physi-
cal chemistry, and references therein. Starting from the smallest fullerene C20,
37 fullerenes are
made solely of carbon and exhibit uncommon cage geometries. These extraordinary features
of fullerenes are interesting on their own. What is surprising from an electronic structure
standpoint is that many of these fullerenes exhibit complex generalized Hartree-Fock (cGHF)
solutions as discovered by Jime´nez-Hoyos et al.38 These symmetry-broken cGHF solutions
were interpreted as an indicator of polyradicaloid character of fullerenes. This is unexpected
because experimentally synthesized fullerenes are quite stable and thus these stable ones are
likely closed-shell in character.
The most striking conclusion of Jime´nez-Hoyos and co-workers’ work is that buckmin-
sterfullerene, C60, is polyradicaloid because of the existence of a cGHF solution. This con-
tradicts with our group’s previous attempt at characterizing the electron correlation of C60.
Our group discovered a restricted (R) to unrestricted (U) instability in C60 at the HF level.
29
We carefully assessed the nature of spin-symmetry breaking in comparison with C36 which
is known to be strongly correlated. For C60 RMP2 yielded a more reasonable single-triplet
gap than UMP2 and scaled opposite spin OOMP2 restored the spin-symmetry. For these
reasons, our conclusion was that C60 is not strongly correlated and should be described as a
closed-shell molecule.
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In this work, we address this controversy on symmetry breaking of C60 and characterize
the electron correlation of related molecules (i.e., C20 and C36) using the recently devel-
oped regularized OOMP2 (κ-OOMP2)35 and coupled-cluster valence bond with singles and
doubles (CCVB-SD) methods.39,40
2 Theory
We will use i, j, k, l, · · · to index occupied orbitals, a, b, c, d, · · · to index virtual orbitals, and
p, q, r, s, · · · to index either of those two. nα denotes the number of α electrons, nβ denotes
the number of β electrons, nσmo is the number of molecular orbitals of spin σ, and nso is the
number of spin orbitals.
2.1 Classification of HF Solutions
Fukutome pioneered the group-theoretic classification of non-relativistic HF solutions.41
There are a total of eight distinct classes based on the symmetry of the electronic Hamiltonian
(complex conjugation (Kˆ), time-reversal (Θˆ), and spin-operators Sˆn where n is a collinear
axis and Sˆ2). We will follow the classification by Stuber and Paldus,42 which is identical
to Fukutome’s classification with a different name for each class. The eight different classes
are: restricted HF (RHF), complex RHF (cRHF), unrestricted HF (UHF), complex UHF
(cUHF), generalized HF (GHF), and complex GHF (cGHF) along with paired UHF (pUHF)
and paired GHF (pGHF). For the purpose of this work, we discuss symmetry breaking of
Kˆ, Sˆn, and Sˆ
2 and do not discuss Θˆ. Therefore, there is no distinction between complex
solutions and paired solutions since they differ only by time-reversal symmetry. We will thus
discuss a total of six classes of HF solutions of each fullerene presented below.
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2.2 Generalized MP2
GHF eliminates the distinction between α and β spin orbitals characteristic of UHF.41–46
Instead each electron occupies a spin-orbital that can be an arbitrary linear combination of
α and β basis functions. We refer to such an orbital as a generalized spin-orbital (GSO).
The usual spin-orbital MP2 energy expression reads,
EMP2 = E0 −
1
4
∑
ijab
|〈ij||ab〉|2
∆abij
, (1)
where E0 is the energy of the reference HF determinant the remainder is the MP2 correlation
energy. ∆abij is a non-negative orbital energy gap defined as
∆abij = a + b − i − j, (2)
and a two-electron integral (ia|jb) is
(ia|jb) =
∫
r1,r2
φi(r1)
∗φa(r1)φj(r2)
∗φb(r1)
||r1 − r2||2
. (3)
and an antisymmetrized integral is
〈ij||ab〉 = (ia|jb)− (ib|ja) (4)
The evaluation of a two-electron integral with GSOs can be achieved in the following way:
(ia|jb) = (iαaα|jαbα) + (iαaα|jβbβ) + (iβaβ|jαbα) + (iβaβ|jβbβ) (5)
where we used the fact that each GSO, |φp〉, has an α and a β component
|φp〉 =
 φαp
φβp
 . (6)
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Having expanded out the two-electron integral this way, the implementation of GMP2 is (at
least conceptually) trivial on top of an existing MP2 program.
The resolution of the identity approximation can be also applied to Eq. (5) using47,48
(iσ1aσ1|jσ2bσ2) =
∑
PQ
(iσ1aσ1|P )(P |Q)−1(Q|jσ2bσ2) (7)
where (iσ1aσ1|P ) represents a 2-electron 3-center Coulomb integral and (P |Q) is the metric
matrix of the above decomposition which is a 2-electron 2-center Coulomb integral among
auxiliary basis functions.
The scaling of RI-cGMP2 is the same as RI-RMP2 or RI-UMP2 (i.e., O(N5)). However,
it carries a large prefactor compared to RI-RMP2 or RI-UMP2. The bottleneck of RI-
MP2 is forming two-electron integrals in Eq. (7). In the case of RI-RMP2 this step scales
O(n2α(nαmo−nα)2naux) whereas RI-UMP2 scalesO((n2α(nαmo−nα)2+n2β(nβmo−nβ)2+nαnβ(nαmo−
nα)(n
β
mo − nβ))naux). Assuming nα = nβ, RI-UMP2 is three times more expensive than RI-
RMP2. In the case of RI-GMP2, we have a scaling of O(n2elec(nso − nelec)2naux). Assuming
nelec = 2nα and nso = 2n
α
mo, we conclude that RI-GMP2 is 16 times more expensive than
RI-RMP2. RI-cGMP2 carries an extra factor of four due to complex arithmetic operations.
Overall, RI-cGMP2 is 64 times more expensive than RI-RMP2. Since we will be studying
reasonably large systems, this non-negligible prefactor will limit the applicability of RI-
cGMP2 in this study.
We will use the RI approximation throughout this work so we shall drop “RI” and refer
to “RI-MP2” as “MP2”.
2.3 Regularized Orbital-Optimized MP2
When orbital-optimizing Eq. (1), it is commonly observed that the energy tends to −∞.
This divergence is attributed to the development of a small denominator, ∆abij → 0 for some
i, j, a, b. While simple level shift were first explored33,34 they proved inadequate. To better
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mitigate this problem, we proposed a regularized MP2 method whose energy reads
EMP2(κ) = E0 −
1
4
∑
ijab
|〈ij||ab〉|2
∆abij
(
1− e−κ∆abij
)2
(8)
where κ > 0 is a single empirical parameter that controls the strength of regularization.
The exponential damping function ensures that small denominators cannot contribute to
the final energy. Orbital-optimizing Eq. (8) yields κ-OOMP2 which we thoroughly analyzed
and benchmarked in our previous work.35 κ = 1.45 E−1h was recommended as it appeared
to combine favorable recovery of Coulson-Fischer points with good numerical performance.
We will also employ its scaled correlation energy variant, κ-S-OOMP2, where the optimal
scaling parameter, c, for each κ ∈ [0.05, 4.0] was determined in our previous work.35
2.4 Classification of OOMP2 Solutions
The classification of OOMP2 solutions can be done in the same way as that of HF solutions.
The classification needs to incorporate the MP2 correction to the one-particle density matrix
(1PDM) and the first-order correction to the spin expectation values.
The norm of the imaginary part of the 1PDM, ξ, diagnoses the fundamental complexity
of a wavefunction at the one-body level.49 This was sufficient for testing the fundamental
complexity of OOMP2 solutions studied in this work. In principle, one may consider a more
sophisticated diagnostic tool that involves higher order density matrices.
The first-order correction to the spin expectation values are needed to compute the first-
order correction to a spin covariance matrix A defined as
Aij = 〈SˆiSˆj〉 − 〈Sˆi〉〈Sˆj〉 (9)
The nullity of this matrix determines the collinearity of a given wavefunction as noted by
Small et al.45 If there is a zero eigenvalue associated with an eigenvector n, the wavefunction
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is collinear along this axis n. The real part of A is a positive semidefinite matrix and the
smallest eigenvalue, µ0, can be used to quantify the non-collinearity of a given wavefunction.
This applies to not only non-interacting wavefunctions such as HF states but also correlated
states such as MP1 wavefunctions. We present the formula for computing the first-order
correction to A in the Appendix.
As a side note, during the course of finishing this work, we found that the expression for
the first-order correction to 〈Sˆ2〉 presented in ref. 14 is off by a factor of two and the one in
ref. 32 is off by a factor of four from the correct expression. This is clear from looking at a
more general expression given in the Appendix.
2.5 Coupled-Cluster Methods
Restricted CC with singles and doubles (RCCSD) generally fails to describe strongly corre-
lated systems and often exhibits non-variationality in such systems. Recently, we proposed
coupled-cluster valence bond with singles and doubles (CCVB-SD) as a simple alternative
that modifies the parametrization of quadruple excitations in RCCSD.39 CCVB-SD is better
than RCCSD at handling strong correlation as it can describe bond dissociations exactly
within a valence active space as long as UHF (or UCCSD) can. This property is inherited
from a much simpler correlation model, CCVB.50–55 Furthermore, CCVB-SD was success-
fully applied to oligoacenes which exhibit emergent strong correlations while RCCSD showed
non-variationality.40 It is clear from our experience that strong correlation is present when
we observe qualitative differences between CCVB-SD and RCCSD. This can be shown in
terms of working equations. CCVB-SD modifies the quadruples in RCCSD which plays
a crucial role in describing strong correlation. This modification becomes negligible if no
substantial connected quadruples are needed and therefore in such cases there is no strong
correlation. Comparing those CC methods will shed light on the electron correlation effects
in the fullerenes.
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3 Probes for Artificial Symmetry Breaking
3.1 Probe 1: Symmetry Breaking Landscape from κ-S-OOMP2
One way to address the problem of distinguishing between essential symmetry breaking
(driven by missing static correlation effects) and artificial symmetry breaking (driven by
missing dynamical correlation effects) in HF calculations is to apply a method that optimizes
the orbitals including only dynamical correlation but not the static or essential correlation.
With such an approach, artificial symmetry breaking will be virtually eliminated because
dynamic correlation effects are explicitly included and are therefore removed as a driving force
for symmetry breaking. Essential symmetry breaking remains because no static correlation
is included to handle strong correlation problems.
!=0 !=1
artificial & 
essential 
SB
 only 
essential 
SB
!=2
regularization 
strength stronger weaker
!→∞
too little 
SB
Figure 2: Illustration of artificial and essential symmetry breaking (SB) in κ-S-OOMP2 as
a function of κ. κ ∈ [1.0, 2.0] exhibits only essential SB.
The κ-S-OOMP2 method is such a theory for reasons that are summarized in Figure 2.
Varying the regularization parameter over the range [0.5, 4.0] for which this method has
been parameterized yields a survey of how symmetry breaking depends on regularization
strength. Regularization that is weak (κ > 2) defines methods that strongly favor symmetry-
restoration, and will often be below the true energy. For example, in bond-breaking, Coulson-
Fischer points are pushed to very long bond-lengths, and eventually are even lost. This
arises because weak regularization includes part of the exaggerated MP2 description of the
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(potentially strong) paired correlations associated with small promotion energies. Thus the
limit of very weak regularization (κ→∞) may not even admit essential symmetry breaking
for strongly correlated systems.
By contrast regularization that is strong (κ < 1) will potentially admit both essential and
artificial symmetry breaking, because part of the dynamical correlation is also attenuated.
This is most clearly seen by considering κ-OOMP2 without scaling, where the limit as
κ→ 0 recovers HF theory, with all its symmetry breaking characteristics. Using the scaled
method, κ-S-OOMP2, yields methods that have a somewhat lower driving force for symmetry
breaking with small κ. Finally, the intermediate regime, which we view here as roughly
κ ∈ [1.0, 2.0], presents a transition between strong and weak regularization. The value of
κ = 1.45 which was selected to yield useful accuracy and restore Coulson-Fischer points, as
discussed previously,35 lies in this region.
We can use the κ-dependence of symmetry breaking in κ-S-OOMP2 to characterize its
nature. For an even electron system that exhibits symmetry breaking at the HF level, using
κ-S-OOMP2 at a fixed geometry as a function of κ will yield a critical value, κc above
which symmetry restoration is complete. If κc is large enough (weak regularization, for
instance κc > 2), so that Coulson-Fischer points are not properly restored in bond-breaking,
then we conclude that the HF symmetry breaking was essential in character, since so too
is that of κ-S-OOMP2. On the other hand, if κc is small enough (strong regularization, for
instance κc < 1) then we are well into the regime where Coulson-Fischer points exist, and we
must therefore conclude that the HF symmetry breaking was artificial in character, because
symmetry breaking is readily quenched in κ-S-OOMP2, even with strong regularization.
3.2 Probe 2: Singlet-Triplet Gap
A singlet-triplet gap measures the energy cost for breaking a pair of electrons that are singlet
coupled. This would be much smaller than a usual single bond energy if two electrons are
spatially well separated and singly occupying each orbital. This is the case for biradicaloids
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where singlet-triplet gaps less than 10 kcal/mol are commonly observed.56 On the other
hand, if the gap is large then the molecule is best described as a closed-shell molecule. A
precise experimental value for this gap is available for C60 and therefore this is a good probe
especially for C60.
3.3 Probe 3: Correlated 1PDM
We will investigate two quantities that can be obtained from the correlated 1PDM of CC
wavefunctions (RCCSD and CCVB-SD). The first one is natural orbital occupation numbers
(NOONs) which are eigenvalues of the 1PDM. For a perfect closed-shell molecule, the NOONs
would be either 0.0 (empty) or 2.0 (doubly occupied). For a perfect biradical system, there
should be two eigenvalues of 1.0 as well. In general, the NOONs will be distributed between
0.0 and 2.0. A polyradicaloid must have multiple eigenvalues that significantly deviate from
0.0 and 2.0.
The second quantity that we will report is Head-Gordon’s number of unpaired electrons
(NUE),57
NUE =
∑
i
min(2− ni, ni) (10)
where i is summed over all natural orbitals and ni is the occupation number of the i-th
natural orbital. This takes the entire spectrum of NOONs and reduces it to a single scalar
value that quantifies strong correlation. In the case of a perfect closed-shell molecule, NUE
is zero. Molecules with open-shell character will exhibit larger NUE values. When these
quantities show a qualitative difference between RCCSD and CCVB-SD for a given system,
we conclude that the system is strongly correlated and vice versa.
4 Results
We investigated the C60, C36, and C20 fullerenes. We studied a total of five different ge-
ometries of C20 whereas only one conformation for other fullerenes was studied. All HF
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calculations were performed with wavefunction stability analysis to ensure the local stabil-
ity of solutions. The pertinent cGHF electronic Hessian is provided in the Appendix. All
calculations were carried out with a development version of Q-Chem.58 All correlation calcu-
lations employed the frozen core approximation for the sake of computational efficiency. All
the plots were generated with Matplotlib59 and all the molecular figures were generated
with Chemcraft.60
Obtaining quantitatively accurate answers with CC methods is very computationally
intensive for fullerenes so we look for qualitative answers by comparing them to various
OOMP2 methods. We will employ the STO-3G basis set in order to exaggerate the effect of
strong correlation and discuss the implication within this basis set. We only present the CC
data for C60 and C36 here; the CC data for C20 showed the same conclusions as the other
analyses based on OOMP2 we present below.
4.1 The Nature of Electron Correlation in C60
Figure 3: The Ih molecular structure of C60.
C60 is a well-known electron paramagnetic resonance silent molecule
61 and its geometry
is shown in Figure 3. Therefore, it is undoubtedly a molecule with a singlet ground state.
Furthermore, its stability has suggested that it is a closed shell molecule.62 This is why
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it was surprising to observe the existence of R to U symmetry breaking of C60 at the HF
level.29 This R to U symmetry breaking was in the end characterized as artificial based on
analyses using OOMP2 and the single-triplet gap. Later, Jime´nez-Hoyos et al. found a cGHF
solution for C60 and concluded that C60 is strongly correlated (or polyradicaloid) based on
this broken-symmetry HF solution.38 This was surprising to us because C60 has been hardly
suggested to be polyradicaloid and is also very stable in experiments. Therefore, we revisit
this problem with κ-OOMP2 and CC methods and try to determine whether C60 is strongly
correlated.
4.1.1 Symmetry Breaking Landscape
Due to limited computational time, we could obtain the symmetry breaking landscape of
this molecule only within a minimal basis set, STO-3G.63 We took the cGHF optimized
geometry of C60 from Jime´nez-Hoyos and co-workers’ work. As it is well known, the STO-
3G basis set exaggerates strong correlation and facilitates symmetry breaking. The critical
κ values obtained from minimal basis set calculations would therefore be a good estimate on
the upper bound of κc.
In Figure 4, we present the symmetry breaking landscape of C60. For κ < 1.0, 〈S2〉0,
ξ0, and µ0 exhibit a steep increase as κ decreases. Eventually, the curve reaches the cGHF
solution at the limit of κ → 0. κ = 1.0 is enough to restore all symmetries that were
broken at the HF level. This critical value is not in the range of essential symmetry breaking
illustrated in Section 3.1. Therefore we conclude that the symmetry breaking at the HF
level is artificial. We also confirmed the symmetry restoration at κ = 1.45 with κ-OOMP2
within the VDZ (i.e., cc-pVDZ64 without polarization) basis set. Therefore, we believe that
the basis set incompleteness error will not affect this qualitative conclusion.
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Figure 4: Measures of symmetry breaking (〈S2〉0, ξ0, and µ0) as a function of the regular-
ization strength κ for C60 (Ih). It should be noted that these plots are obtained with a scaled
correlation energy variant of κ-OOMP2 (i.e., κ-S-OOMP2). These quantities do not include
correlation corrections: in other words, the plots characterize symmetry-breaking/restoration
in the reference determinant.
Table 1: The singlet-triplet gap ∆ES-T (kcal/mol) of C60 from various methods. The expec-
tation values of 〈Sˆ2〉 for MS = 0 and MS = 1 states are presented as well. Note that these
values include correlation corrections to 〈Sˆ2〉.
Method ∆ES-T 〈Sˆ2〉MS=0 〈Sˆ2〉MS=1
RHF 65.63 0.000 2.000
RMP2 50.19 0.000 2.000
SCS-RMP2 52.21 0.000 2.000
SOS-RMP2 53.22 0.000 2.000
UHF 45.23 6.708 8.560
UMP2 77.39 5.566 7.401
UOOMP2 19.48 0.000 2.043
SCS-UOOMP2 28.53 0.000 2.002
SOS-UOOMP2 35.72 0.000 1.995
κ-UOOMP2 49.23 0.000 2.002
Experiment65 36.95 ± 0.02
4.1.2 Singlet-Triplet Gap
In Table 1, we present the singlet-triplet gap of C60 computed with various MP2 methods.
Here, we used the cc-pVDZ basis set64 along with the corresponding auxiliary basis set.66 For
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OO methods, we performed orbital optimization starting from stable UHF solutions. The
results presented in Table 1 generally agree with what Stu¨ck and Head-Gordon reported.29
The singlet-triplet gap predicted by HF is better with UHF (45.23 kcal/mol) than with
RHF (65.63 kcal/mol) in comparison to the experimental value (36.95± 0.02 kcal/mol). UHF
exhibits striking spin-contamination and this is improved to a small extent with UMP2. The
singlet-triplet gap of UMP2 is much worse than that of UHF, going from 45.23 kcal/mol
to 77.39 kcal/mol whereas RMP2 improves the gap by 15 kcal/mol compared to RHF. It is
clear that a better reference for subsequent correlation calculations is RHF not UHF. We
also compare RMP2 with spin-component scaled MP280(SCS-MP2) and scaled opposite-
spin MP281 (SOS-MP2). The singlet-triplet gap is quite insensitive to the choice of scaling
factors.
OOMP2 methods successfully remove heavy spin-contamination observed at the HF level.
While in terms of 〈Sˆ2〉 unregularized OOMP2 and its scaled variants are desirable, a striking
underestimation of the gap is alarming. In particular, compared to their non-OO variants
these gaps are severely underestimated. We suspect that this is due to overcorrelating the
MS = 1 state via OO. Unlike the non-OO variants, unregularized (i.e., κ→∞) OO methods
are sensitive to the scaling parameters. We observe that the gap from SOS-UOOMP2 is only
off by 1 kcal/mol from the experimental value. This is likely a fortuitous outcome.
It is interesting that this unphysical overcorrelation of the triplet state seems to be
successfully resolved with κ-UOOMP2. κ-UOOMP2 yields more or less the same singlet-
triplet gap as that of RMP2. κ-UOOMP2 exhibits an error of 12 kcal/mol which is likely due
to the limited treatment of electron correlation. It will be interesting to resolve this remaining
error using higher order perturbation theory or, perhaps, coupled-cluster methods.
4.1.3 Correlated 1PDM
We then obtain NOONs from OOMP2 methods and analyze them. We will discuss three
unregularized OOMP2 methods, OOMP2, SCS-OOMP2,31 and SOS-OOMP214 along with
17
(a) (b)
(c) (d)
OOMP2 SCS-OOMP2
SOS-OOMP2 𝜿-OOMP2
Figure 5: Natural orbital occupation numbers of C60 within a valence active space from (a)
OOMP2, (b) SCS-OOMP2, (c) SOS-OOMP2, and (d) κ-OOMP2. Note that there were no
unrestricted solutions found for any of these methods.
κ-OOMP2. In Figure 5, different OOMP2 methods exhibit more or less identical NOONs.
We could not find unrestricted solutions for any of these methods. This reflects the simplicity
of the electronic structure of C60. A slight reduction in open-shell character is observed in
κ-OOMP2 compared to other OOMP2 methods. These NOONs are far from the usual
values for orbitals with open-shell character in strongly correlated wavefunctions (i.e., values
between 1.30 and 0.70).
Likewise, the NOONs from CC methods presented in Figure 6 strongly suggest that
this molecule is not strongly correlated. RCCSD and CCVB-SD exhibit visually identical
distributions. Indeed, the NOONs of the highest occupied NO (HONO) and the lowest
18
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Figure 6: Natural orbital occupation numbers of C60 within the minimal basis set, STO-3G,
from RCCSD and CCVB-SD. Two sets of data points are very close to each other so the
blue circles lie right below the red triangles.
unoccupied NO (LUNO) are (1.87, 0.14) for both methods. These values are comparable to
naphthalene’s NOONs computed with CCVB-SD. Evidently, naphthalene is not a strongly
correlated system, which implies that neither is C60.
Table 2: Number of unpaired electrons (NUE) of C60 computed from various methods. The
numbers in parentheses are NUE per carbon atom.
Method STO-3G cc-pVDZ
OOMP2 16.07 (0.27) 13.99 (0.23)
SCS-OOMP2 15.32 (0.26) 12.59 (0.21)
SOS-OOMP2 13.82 (0.23) 10.99 (0.18)
κ-OOMP2 12.93 (0.22) 11.61 (0.19)
RCCSD 9.48 (0.16)
CCVB-SD 9.19 (0.15)
In Table 2, we present NUEs (Eq. (10)) of C60 computed by various methods. With
a larger basis set (cc-pVDZ), NUEs are smaller than those of STO-3G. This reflects the
reduction in strong correlation with the increase in the basis set size. We once again observe
almost no differences between RCCSD and CCVB-SD. Overall, there are about 0.20 unpaired
electrons per C atom in C60. As each C atom has four valence electrons, this amounts only
5% of the total number of electrons. Therefore, the polyradicaloid character in C60 is only
marginal from the global electronic structure viewpoint.
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Based on these analyses, we conclude that C60 should be considered a closed-shell molecule
and not strongly correlated. Thus the very interesting cGHF solution reported previously38
should be considered as an artificial rather than an essential symmetry breaking. This conclu-
sion will be also supported by comparing with our next molecule, C36 which is a well-known
biradicaloid.
4.2 The Nature of Electron Correlation in C36
Figure 7: The D6h molecular structure of C36.
The D6h structure of C36 shown in Figure 7 has been known to exhibit strong biradicaloid
character.67 This has been of great interest both experimentally68 and theoretically.67,69–75
The D6h structure is supported by the
13C NMR spectrum exhibiting a single peak.68 Differ-
ent computational methods suggested different structures and even different multiplicities.
There is no doubt that C36 exhibits complex electronic structure and is a strongly correlated
system.
Stu¨ck and Head-Gordon studied this prototypical strongly correlated system using unreg-
ularized SOS-OOMP2 before. Fortunately, unregularized OOMP2 did not diverge even with
this substantial biradicaloid character. What was not explicitly mentioned in this previous
work is that OOMP2 in fact yields a restricted solution when starting from an unrestricted
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solution. Since unregularized OOMP2 unphysically prefers restricted solutions (closely con-
nected to its singularity problem), this is not unexpected. This also suggests that whether
unregularized OOMP2 restores broken symmetry is not a definitive probe to characterize
strong electron correlation in a given system (it is the κ → ∞ limit shown in Fig. 2). We
will see how κ-OOMP2 resolves this artifact and can be used to probe strong correlation in
this system.
We obtained the D6h molecular structure of C36 via geometry optimization with restricted
density functional calculations using the BLYP exchange-correlation functional76,77 and the
6-31G(d) basis set.78 The geometry optimization was performed with a D6h geometric con-
straint so the optimization was not allowed to break this spatial symmetry. We do not think
that this geometry is quantitatively accurate but for the purpose of this work, it should be
sufficient.
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Figure 8: Measures of symmetry breaking (〈S2〉0, ξ0, and µ0) as a function of the regulariza-
tion strength κ for C36 (D6h). It should be noted that these plots are obtained with a scaled
correlation energy variant of κ-OOMP2 (i.e., κ-S-OOMP2). These quantities do not include
correlation corrections: in other words, the plots characterize symmetry-breaking/restoration
in the reference determinant.
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4.2.1 Symmetry Breaking Landscape
We computed a landscape of symmetry breaking as a function of κ within the 6-31G basis
set79 along with the cc-pVDZ auxiliary basis set.66 This may not be quantitatively accurate,
but it should be enough to draw qualitative conclusions. Figure 8 shows that C36 exhibits
multiple classes of one-particle wavefunctions as a function of κ. As noted by Jime´nez-Hoyos
et al,38 at the HF level there exists a cGHF solution. This is clearly evident in Figure 8 for
κ < 0.95, since we have nonzero 〈S2〉0, ξ0, and µ0. ξ0 and µ0 vanish at their critical value
κc = 0.95 and only unrestricted solutions were obtained for κ ∈ [0.95, 2.85]. For κ > 2.85,
only restricted solutions were found. This is consistent with Stu¨ck and Head-Gordon’s work
which used SOS-OOMP2.29 This landscape has more structure than that of C60 (see Fig. 4)
which reflects the increased complexity of the electronic structure of C36.
The κ value within the essential symmetry breaking region exhibits only unrestricted
solutions. Therefore, complex generalized and restricted solutions reflect artificial symmetry
breaking. Since C36 is a well-known singlet biradicaloid, one would expect an unrestricted
solution with an 〈S2〉0 value between 0.0 and 2.0 (i.e., there is only triplet contaminant).
Interestingly, this is what was obtained from κ-S-OOMP2 with κ ≈ 1.5 and also from κ-
OOMP2 with κ = 1.45 (see below). Based on the existence of this essential symmetry
breaking, we conclude that C36 is strongly correlated.
4.2.2 Singlet-Triplet Gap
We will focus on determining whether unscaled κ-OOMP2 with κ = 1.45 (i.e., the recom-
mended default κ-OOMP2 method35) works quantitatively well compared to other MP2
approaches. We observed the same cG to U partial symmetry restoration with κ = 1.45
within the cc-pVDZ basis set. Therefore, due to limited computational resources, for the
cc-pVTZ basis set64,66 we only ran unrestricted calculations. In Table 3, we present the
singlet-triplet gap (∆ES-T) computed with various MP2 approaches. Since there is no reli-
able experimental gap available, we shall compare our results against multi-reference MP2
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Table 3: The singlet-triplet gap ∆ES-T (kcal/mol) of C36 from various methods. The ex-
pectation values of 〈Sˆ2〉 for MS = 0 and MS = 1 states are presented as well. Note that
these values include correlation corrections to 〈Sˆ2〉. All but MRMP2 results were obtained
with the cc-pVTZ basis set.64 MRMP2 results in ref. 67 were obtained with a D6h geometry
within the 6-31G(d) basis set. MRMP2 was performed on a CASSCF solution with a (2e,
4o) active space.
Method ∆ES-T 〈Sˆ2〉MS=0 〈Sˆ2〉MS=1
RHF -19.69 0.000 2.000
RMP2 14.46 0.000 2.000
SCS-RMP2 9.75 0.000 2.000
SOS-RMP2 7.40 0.000 2.000
UHF 32.29 7.448 8.793
UMP2 42.73 6.428 7.795
UOOMP2 15.85 0.000 2.070
SCS-UOOMP2 30.76 0.000 1.978
SOS-UOOMP2 22.91 0.000 2.002
κ-UOOMP2 4.42 0.959 2.008
AP+κ-UOOMP2 8.46
MRMP267 8.17
(MRMP2) results.67 The MRMP2 results were obtained with the 6-31G(d) basis set and a
small active space, (2e, 4o), complete active space self-consistent field (CASSCF) reference
state. These might not be a highly accurate reference result, but it can serve as a qualitative
answer.
RHF predicts a triplet ground state, a qualitatively wrong result. RMP2, SCS-RMP2,80
and SOS-RMP281 correct the sign of the gap. They are also not too far away from the multi-
reference MP2 (MRMP2) result and this is a fortuitous result given the singlet biradicaloid
character of the true ground state cannot be captured by doubly occupying restricted orbitals.
UHF and UMP2 are heavily spin-contaminated and predict significantly large gaps. We note
that the MP2 treatment cannot clean up heavy spin-contamination present at the UHF level.
As a result, these gaps are qualitatively incorrect as they are too large to support the singlet
biradicaloid character.
Spin-contamination is successfully removed with unregularized OOMP2 methods. The
UOOMP2 gap is quantitatively close to RMP2. However, SCS- and SOS-MP2 methods pre-
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dict much larger gaps with OO than those without OO. This is likely due to overcorrelating
the singlet state. This is the case where OOMP2 (or κ-OOMP2 for κ→∞) yields too little
symmetry breaking as explained in Section 3.1.
κ-UOOMP2 yields a broken-symmetry solution for MS = 0 and 〈Sˆ2〉 is 0.959. This is of
a strong singlet biradicaloid character and serves as a good candidate for Yamaguchi’s ap-
proximate spin-projection (AP)82 to obtain better energetics. The use of AP in conjunction
with κ-UOOMP2 was first discussed in ref. 35. Without AP, the gap was predicted to be
4.42 kcal/mol. This is small enough to conclude that C36 is a singlet biradicaloid, but the
gap is underestimated due to spin-contamination. Applying AP lowers the singlet energy by
4 kcal/mol which yields a gap of 8.46 kcal/mol. This is quite close to the reference MRMP2
energy. However, a more precise benchmark is highly desirable in the future to draw a more
definitive conclusion. Nevertheless, the result suggests that C36 is strongly correlated which
agrees with the conclusion drawn based on the symmetry breaking landscape.
4.2.3 Correlated 1PDM
In Figure 9, we discuss NOONs of C36 from the various OOMP2 methods that were used
in the previous sections. For STO-3G, OOMP2, SOS-OOMP2, and κ-OOMP2 exhibit clear
emergent singlet biradicaloid character. It is clear that NOONs exhibit more open-shell
character than those of C60 Interestingly, we could isolate an unrestricted STO-3G solution
with SOS-OOMP2 by reading in an unrestricted κ-OOMP2 solution. We could not isolate
such a solution with the cc-pVTZ basis set. The R to U symmetry breaking of SOS-OOMP2
is interesting in that the unrestricted solution seems to have more closed-shell orbitals than
the restricted solution. Moreover, the unrestricted solution is 21 mEh higher in energy than
the restricted one. Within the cc-pVTZ basis set, OOMP2, SCS-OOMP2, and SOS-OOMP2
all predict very similar NOONs and they exhibit only slight singlet biradicaloid character.
On the other hand, κ-OOMP2 exhibits very strong biradicaloid character characterized by
an unrestricted solution. HONO and LUNO for this unrestricted solution have NOONs of
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(a) (b)
(c) (d)
OOMP2 SCS-OOMP2
SOS-OOMP2 𝜿-OOMP2
Figure 9: Natural orbital occupation numbers of C36 within the valence space from (a)
OOMP2, (b) SCS-OOMP2, (c) SOS-OOMP2, and (d) κ-OOMP2. Note that there were no
unrestricted solutions found for OOMP2 and SCS-OOMP2. Furthermore, the solution from
κ-OOMP2 with cc-pVTZ is unrestricted.
1.28 and 0.69, respectively. The true ground state would have less polarized NOONs than
κ-OOMP2.
In Figure 10, we show NOONs from two CC methods, RCCSD and CCVB-SD. As
was noted before, RCCSD and CCVB-SD show qualitative differences when the system
is strongly correlated.39,40 In particular, RCCSD clearly overcorrelates and likely exhibits
non-variationality.40 These trends are well reflected in Figure 10. The NOONs of the HONO
and the LUNO are (1.35, 0.65) and (1.68, 0.32) for RCCSD and CCVB-SD, respectively.
These two sets of NOONs show clear differences in that RCCSD exhibits far more open-shell
character than does CCVB-SD. In passing we note that the CCVB-SD value (1.68, 0.32) is
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Figure 10: Natural orbital occupation numbers of C36 within the minimal basis set, STO-3G,
from RCCSD and CCVB-SD.
comparable to NOONs of an acene of length 12 we studied in ref. 40. This is quite substantial
strong correlation.
Table 4: Number of unpaired electrons (NUE) of C36 computed from various methods. For
SOS-OOMP2 and κ-OOMP2 with STO-3G, we present NUE for both restricted and unre-
stricted solutions. The first value corresponds to the restricted one and the second corre-
sponds to the unrestricted one. The numbers in parentheses are NUE per carbon atom. STO-
3G/R indicates restricted calculations with STO-3G while STO-3G/U indicates unrestricted
calculations with STO-3G. The cc-pVTZ calculations are done with spin-unrestricted calcu-
lations and broken symmetry solutions are indicated by a superscript 1. 1 Spin-unrestricted
solutions.
Method STO-3G/R STO-3G/U cc-pVTZ
OOMP2 12.88 (0.36) N/A 10.66 (0.30)
SCS-OOMP2 6.24 (0.17) N/A 9.66 (0.27)
SOS-OOMP2 11.31 (0.31) 6.17 (0.17)1 8.44 (0.23)
κ-OOMP2 8.93 (0.25) 6.95 (0.19)1 9.25 (0.26)1
RCCSD 8.23 (0.23) N/A
CCVB-SD 6.65 (0.18) N/A
We present the NUEs computed from the various methods examined here in Table 4.
SOS-OOMP2 and κ-OOMP2 exhibit smaller NUE with unrestricted solutions than with
restricted solutions. This suggests that the spin polarization occurs within a few orbitals
which in turn reduces the global correlation. This is in agreement with Figure 9. Compared
to Table 2, all the NUEs are smaller with C36 than with C60. However, this is simply due to
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the fact that there are more electrons in C60. With a proper normalization (i.e., NUE per C
atom), it is clear that C60 exhibits less open-shell character than C36.
For OOMP2 and SOS-OOMP2 (restricted), increasing the basis set size decreases the
NUE values. The minimal basis set we used indeed provided more prominent open-shell
character than cc-pVTZ in these methods. For κ-OOMP2 (unrestricted) and SCS-OOMP2,
the open-shell character increases going from STO-3G to cc-pVTZ. Although HONO and
LUNO exhibit less polarization, the other orbitals exhibit more open-shell character with
a larger basis set. This can be understood as having more dynamic correlation effects and
smaller correlation within a valence space in the cc-pVTZ basis set.
Comparing NUEs of RCCSD and CCVB-SD clearly suggests that RCCSD overcorrelates
the system. Therefore, this also suggests that C36 is strongly correlated.
4.3 The Nature of Electron Correlation in C20
Lastly, we obtain the landscape of symmetry breaking of a smaller fullerene, C20. We have
established that all three probes we used yield a consistent conclusion for C60 and C36.
Therefore, we believe that it is sufficient to use this single probe to obtain an answer to a
qualitative question: is C20 strongly correlated?
4.3.1 Jahn-Teller distorted structures
C20 has attracted a lot of attention since it is the smallest possible fullerene suggested by
graph-theoretic analyses.83 The existence of its cage geometry was controversial for some
time,84–91 but eventually it was experimentally observed in 2000.37 Since then, there have
been a lot of quantum chemistry studies of C20 which focus on relative energetics of differ-
ent conformers such as bowl, cage, and ring.75,92–97 Here we focus on multiple Jahn-Teller
distorted conformations of the cage geometry (C2h, D2h, Ci, and D3h).
Manna and Martin carried out a careful study of relative energies among the Jahn-
Teller distorted conformers of C20.
97 They used state-of-the-art wavefunction methods in
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Figure 11: Four Jahn-Teller distorted isomers of C20: (a) C2h, (b) D2h, (c) Ci, and (d) D3h.
conjunction with high-quality density functional theory calculations. We took molecular
geometries of C20 from ref. 97 which were optimized with PBE0 and the cc-pVTZ basis
set. These geometries are shown in Figure 11. Our focus in this section is on the artificial
symmetry breaking in these molecules. We studied these within the cc-pVDZ basis set64
along with the appropriate auxiliary basis set.66 In Table 5, we present the classification
of HF solutions of these molecules. Since they are commonly thought of as closed-shell
molecules, it is striking that RHF is always unstable under spin-symmetry breaking for
these molecules.
Table 5: Classification of HF solutions of C20 isomers along with the corresponding 〈S2〉0,
ξ0, and µ0. The subscript 0 denotes that these properties are computed at the HF level.
Geometry Kˆ Sˆ2 Sˆn Stuber-Paldus 〈S2〉0 ξ0 µ0
C2h Broken Broken Broken cGHF 5.395 1.117 0.816
D2h Broken Broken Broken cGHF 5.397 1.626 0.818
Ci Broken Broken Conserved cUHF 5.101 1.074 0.000
D3h Broken Broken Conserved cUHF 5.100 1.247 0.000
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We will first discuss the cGHF solutions found in C2h and D2h. Although the two geome-
tries differ by 29 mEh in terms of the nuclear repulsion energy, the cGHF energies differ only
by 10 µEh. While this accidental electronic near-degeneracy is surprising, the appearance
of non-collinear solutions is also striking since this molecule should be considered closed-
shell.75,84,89,98 We will now see how regularized OOMP2 restores this artificial symmetry
breaking starting from these broken symmetry solutions as a function of the regularization
strength.
(a) (b)
Figure 12: Measures of symmetry breaking (〈S2〉0, ξ0, and µ0) as a function of the reg-
ularization strength κ for (a) C20 (C2h) and (b) C20 (D2h). It should be noted that these
plots are obtained with a scaled correlation energy variant of κ-OOMP2 (i.e., κ-S-OOMP2).
These quantities do not include correlation corrections: in other words, the plots characterize
symmetry-breaking/restoration in the reference determinant.
In Figure 12, 〈S2〉0, ξ0, and µ0 are plotted as a function of κ for C2h and D2h geometries.
Although two cGHF solutions exhibit quantitative similarity in 〈S2〉0, ξ0, and µ0 as shown
in Table 5, κc values for each quantity shows a qualitative difference.
In the case of the C2h geometry (Figure 12 (a)), κc values are 0.95, 0.70 and 0.70 for 〈S2〉0,
ξ0, and µ0, respectively. This suggests that for κ ∈ [0.70, 0.95] there are unrestricted solutions
for this system. Moreover, the symmetry restoration of complex and non-collinearity occurs
at the same time. The 〈S2〉0 restoration requires stronger MP2 correlation energies than ξ0
and µ0. The D2h geometry exhibits a different behavior. The κc values for 〈S2〉0, ξ0, and
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µ0 are 0.95, 0.95, and 0.70, respectively. In this case, for κ ∈ [0.70, 0.95] there are complex,
unrestricted solutions. The U to G symmetry breaking is easier to restore than complex
and unrestriction based on the relative magnitude of κc values. These κc values are in the
artificial symmetry breaking range discussed in Section 3.1. Therefore, we conclude that this
symmetry breaking is artificial.
(a) (b)
Figure 13: Measures of symmetry breaking (〈S2〉0, ξ0, and µ0) as a function of the reg-
ularization strength κ for (a) C20 (Ci) and (b) C20 (D3h). It should be noted that these
plots are obtained with a scaled correlation energy variant of κ-OOMP2 (i.e., κ-S-OOMP2).
These quantities do not include correlation corrections: in other words, the plots characterize
symmetry-breaking/restoration in the reference determinant.
There are a total of two cUHF solutions in the Ci and D3h geometries. The nuclear
repulsion energies of these molecules differ by 29 mEh and the cUHF solutions differ only
by 10 µEh. This appearance of electronic degeneracy is similar to the two cGHF solutions
of the same molecule. In Figure 13, the three measures of symmetry breaking is shown as
a function of κ for these two geometries. Clearly, µ0 is zero at every regularization strength
so there is no generalized solution for these geometries. Although there were qualitative
differences in κc between C2h and D2h, Ci and D3h show identical κc values for 〈Sˆ〉0 and
ξ0. The κc values are 0.95 for both of the symmetries, which is in the artificial symmetry
breaking range. Therefore, this symmetry breaking should also be considered artificial.
We emphasize these findings about four different geometries of C20 agree with previ-
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ous studies by others75,84,89,98: C20 is a singlet closed-shell molecule and there is no strong
correlation in this molecule as long as the geometry is Jahn-Teller distorted.
4.3.2 Dodecahedral (Ih) Structure
Figure 14: The dodecahedral molecular structure of C20.
It is possible to force strong correlation by enforcing a higher symmetry. It is very likely
that small fluctuations would be sufficient to break any degeneracies present in a higher
symmetry and results into a more stable and lower symmetry geometry. This is the origin
of commonly observed Jahn-Teller distortions. It is very surprising that a dodecahedral
geometry (Ih) was found to be the global minimum with cGHF in the work by Jime´nez-
Hoyos et al.38 We took the geometry from their work (shown in Figure 14) and ran the same
analysis to see how symmetry breaking plays a role in describing the electron correlation of
this molecule.
In Figure 15, we present a symmetry breaking landscape of the dodecahedral geometry. It
has more structure than other previous cases. There is a discontinuous jump in µ0 going from
κ = 1.00 to κ = 1.05. This is due to the existence of two distinct low-lying solutions: complex,
generalized and complex, unrestricted solutions. The gap between these two competing
solutions is controlled by κ and around κ = 1.00 the relative energetics becomes reversed.
For κ > 1.00, cU solutions are found to be the lowest energy solution.
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Figure 15: Measures of symmetry breaking (〈S2〉0, ξ0, and µ0) as a function of the regu-
larization strength κ for C20 with a dodecahedral geometry. It should be noted that these
plots are obtained with a scaled correlation energy variant of κ-OOMP2 (i.e., κ-S-OOMP2).
These quantities do not include correlation corrections: in other words, the plots characterize
symmetry-breaking/restoration in the reference determinant.
〈Sˆ〉0 suggests that a triplet state (with complexity) is the ground state of this system
for reasonable κ values. At κ = 1.45, we examined the energy lowering from complexity
by comparing the energy between U and cU solutions. We found that these solutions are
degenerate as well.
This intricate landscape of symmetry breaking indicates that the system is likely strongly
correlated under this geometry. Furthermore, a definitive answer to this question was ob-
tained from equation-of-motion spin-flip coupled-cluster with singles and doubles (EOM-SF-
CCSD) within the cc-pVDZ basis set starting from an MS = 1 κ-OOMP2 orbitals. The
MS = 1 unrestricted CCSD calculation has 〈Sˆ2〉 = 2.02 which should serve as a good refer-
ence state for a subsequent spin-flip calculation. The EOM-SF-CCSD99 calculation yielded
a near-exact degeneracy between singlet and triplet states (i.e., near-zero singlet-triplet gap)
and this strongly suggests that the system is strongly correlated. This is also consistent with
the prediction by molecular orbital theory.100
Therefore, we confirm that the claim by Jime´nez-Hoyos et al. is correct that C20 at
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the Ih geometry is strongly correlated. The next question is then whether this geometry
is the actual ground state conformation of C20. Given the near-zero singlet-triplet gap of
the Ih geometry, C20 would be quite reactive and unstable. However, experimental findings
suggest that C20 is not as reactive as a pure biradical.
101 It is likely that the global minimum
structure would be one of the Jahn-Teller distorted structures or other structures such as
bowl suggested in literature. Providing an answer to this question would require geometry
optimization with κ-OOMP2 and this would be an interesting research direction to pursue
in the future.
5 Summary
We have presented an unbiased analysis to determine whether fullerenes, C20, C36, and C60,
are strongly correlated. At the Hartree-Fock level, this was already done based on the
existence of complex, generalized Hartree-Fock (cGHF) solutions in the work by Jime´nez-
Hoyos et al. As it is common to observe artificial symmetry at the HF level in innocent (i.e.,
not strongly correlated) systems, we analyzed these solutions beyond the HF level. This was
achieved with three different probes.
First, we used the recently developed regularized orbital-optimized second-order Møller-
Plesset perturbation theory (κ-OOMP2) to obtain landscapes of symmetry breaking param-
eters for spin operators Sˆ2 and Sˆn and complex operator Kˆ as a function of the regularization
strength κ. The critical strength κc was then used to determine whether a given fullerene
is strongly correlated. If κc is around 1.0, which is far stronger than the optimal κ we de-
termined in our previous work, we concluded that the symmetry breaking at the HF level is
artificial.
Second, we obtained the singlet-triplet gaps of these fullerenes and quantified strong
correlation in them. A singlet-triplet gap measures an energy cost of unpairing an electron
pair and this energy cost should be small if the system has strong biradicaloid character.
33
Lastly, we studied strong correlation within a minimal basis using two coupled-cluster
(CC) methods along with various unregularized OOMP2 methods and κ-OOMP2. The two
methods used in this work are restricted CC with singles and doubles (RCCSD) and CC
valence-bond with singles and doubles (CCVB-SD). Based on our previous work,40 it is well
understood that there is a qualitative difference between RCCSD and CCVB-SD when strong
correlation is present. This qualitative difference was probed with natural orbital occupation
numbers (NOONs). NOONs from CCVB-SD were in general qualitatively consistent with
NOONs from κ-OOMP2 for the systems we considered in this work. Based on these three
independent probes, we reached the following conclusions.
C60 is not strongly correlated and the symmetry breaking present in its cGHF solution is
artificial based on all three probes. The critical κ values for each symmetry breaking is in the
range of artificial symmetry breaking. Its singlet-triplet gap is large in both experiments and
computations. Furthermore, RCCSD and CCVB-SD show nearly identical behavior. There-
fore, the molecule should be described as a closed shell molecule. This is not surprising due
to the fact that it is electron paramagnetic resonance silent and found stable in experiments.
This then contradicts with the conclusion drawn by Jime´nez-Hoyos and co-workers.
On the other hand, C36 within the D6h point group is strongly correlated. In particular,
it is a singlet biradicaloid where unrestricted treatment in conjunction with Yamaguchi’s
approximate projection can be used to obtain a qualitatively (and even quantitatively) cor-
rect answer. The cGHF solution found by Jime´nez-Hoyos et al is likely an artifact due to
the limited treatment of electron correlation: the complex and 〈Sˆn〉 symmetry breakings are
artificial. However, since breaking 〈Sˆ2〉 symmetry was found to be essential, we conclude
that this system is strongly correlated. The singlet-triplet gap of this molecule was found
to be small and a qualitative difference between the NOONs of RCCSD and CCVB-SD was
observed. All three probes indicate that the symmetry breaking in C36 is essential and C36
is strongly correlated.
Lastly, we applied the first probe to the smallest fullerene C20. A total of five geometries
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of C20 considered in this work all exhibit symmetry breaking. All of the Jahn-Teller distorted
geometries (C2h, D2h, Ci, and D3h) were found not to be strongly correlated and the under-
lying Hartree-Fock symmetry breaking is therefore artificial. On the other hand, the fully
symmetric dodecahedral geometry (Ih) was found to be strongly correlated. In particular, it
exhibits a near-zero singlet-triplet gap.
It is the central message of this paper that not every symmetry breaking in a HF solution
indicates strong correlation. Many symmetry breakings in Hartree-Fock are simply due to
its lack of dynamic correlation, which can be properly recovered by perturbation theory such
as MP2. κ-OOMP2 emerges as a method that captures dynamic correlation, and attenuates
all strong correlation. As a result, κ-OOMP2 removes artificial symmetry breaking in its
reference determinant. However, essential symmetry breaking due to lack of static (or strong)
correlation remains. The analyses we presented here can be used to probe strong correlation
in numerous chemical systems especially when one is unsure about using single-reference
methods.
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7 Appendix
7.1 Non-Collinearity Test of MP1 Wavefunctions
In order to perform the non-collinearity test on an MP1 wavefunction, one needs first-order
corrections to 〈Sˆi〉 and 〈SˆiSˆj〉 where i, j ∈ {x, y, z}. The first-order correction to 〈Oˆ〉 for an
operator Oˆ is defined as follows:
〈Oˆ〉1 = 〈Ψ1|Oˆ|Ψ0〉+ 〈Ψ0|Oˆ|Ψ1〉. (A1)
This can be derived from the derivative with respect to λ of the first-order MP energy
expression E(1) with a modified Hamiltonian, Hˆ + λOˆ. We enumerate the expectation value
of each spin operator using this formula. For 〈Sˆ2〉, one may use the following identity:
Sˆ2 = Sˆz + Sˆ
2
z + Sˆ−Sˆ+, (A2)
where
Sˆz =
1
2
∑
p
(
aˆ†pα aˆpα − aˆ†pβ aˆpβ
)
(A3)
Sˆ+ = Sˆx + iSˆy =
∑
p
aˆ†pα aˆpβ (A4)
Sˆ− = Sˆx − iSˆy =
∑
p
aˆ†pβ aˆpα (A5)
One can evaluate 〈SˆiSˆj〉 for i, j ∈ {x, y} using 〈SˆiSˆj〉 for i, j ∈ {+,−}. We choose to work
with these ladder operators for simplicity.
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With a cGHF reference, the zeroth order expectation values are as follows:45,46
〈Sˆz〉0 =
1
2
∑
i
(〈iα|iα〉 − 〈iβ|iβ〉) (A6)
〈Sˆ+〉0 =〈Sˆ−〉∗0 =
∑
i
〈iα|iβ〉 (A7)
〈Sˆ2z 〉0 =
1
4
∑
i
(〈iα|iα〉+ 〈iβ|iβ〉)
+
1
4
∑
ij
∑
σ∈{α,β}
(〈iσ|iσ〉〈jσ|jσ〉 − 〈iσ|jσ〉〈jσ|iσ〉)
+
1
4
∑
ij
(〈iβ|jβ〉〈jα|iα〉 − 〈iα|iα〉〈jβ|jβ〉+ h.c.) (A8)
〈Sˆ−Sˆ+〉0 =
∑
i
〈iβ|iβ〉+
∑
ij
(〈iα|iβ〉〈jβ|jα〉 − 〈iβ|jα〉〈jα|iβ〉) (A9)
〈Sˆ+Sˆ−〉0 =
∑
i
〈iα|iα〉+
∑
ij
(〈iα|iβ〉〈jβ|jα〉 − 〈iβ|jα〉〈jα|iβ〉) (A10)
〈Sˆ−Sˆ−〉0 = 〈Sˆ+Sˆ+〉∗0 =
∑
ij
(〈iβ|iα〉〈jβ|jα〉 − 〈jβ|iα〉〈iβ|jα〉) (A11)
〈Sˆ+Sˆz〉0 = 〈SˆzSˆ−〉∗0 =−
1
2
∑
i
〈iα|iβ〉+
1
2
∑
ij
(〈iα|iβ〉〈jα|jα〉 − 〈jα|iβ〉〈iα|jα〉)
− 1
2
∑
ij
(〈iα|iβ〉〈jβ|jβ〉 − 〈iβ|jβ〉〈jα|iβ〉) (A12)
〈Sˆ−Sˆz〉0 = 〈SˆzSˆ+〉∗0 =
1
2
∑
i
〈iβ|iα〉+
1
2
∑
ij
(〈iβ|iα〉〈jα|jα〉 − 〈iα|jα〉〈jβ|iα〉)
− 1
2
∑
ij
(〈iβ|iα〉〈jβ|jβ〉 − 〈iβ|jβ〉〈jβ|iα〉) (A13)
where we used the fact that each orbital is of the spinor form in Eq. (6) and we define
〈pσ1 |qσ2〉 =
∫
r
(φσ1p (r))
∗φσ2q (r). (A14)
We note that there is no spin integration in Eq. (A14). These are used to compute the co-
variance matrix Aij = 〈SˆiSˆj〉−〈Sˆi〉〈Sˆj〉. As noted before, the eigenspectrum of A determines
whether the GHF wavefunction is genuinely non-collinear. The wavefunction is collinear if
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and only if there is a zero eigenmode.
Similarly, the first-order corrections to these expectation values can be obtained from
〈Oˆ〉1 =
1
4
∑
ijab
(
tabij
)∗
〈Ψabij |Oˆ|Ψ0〉+
1
4
∑
ijab
〈Ψ0|Oˆ|Ψabij 〉tabij (A15)
This can be easily computed as follows:
〈Sˆz〉1 = 〈Sˆ+〉1 = 〈Sˆ−〉1 = 0 (A16)
〈Sˆ2z 〉1 =
1
4
∑
i<j
a<b
(
tabij
)∗ ∑
σ∈{α,β}
(2〈aσ|iσ〉〈bσ|jσ〉 − 2〈aσ|jσ〉〈bσ|iσ〉)
+
1
4
∑
i<j
a<b
(
tabij
)∗
(−2〈aα|iα〉〈bβ|jβ〉+ 2〈aβ|jβ〉〈bα|iα〉
− 2〈aβ|iβ〉〈bα|jα〉+ 2〈aα|jα〉〈bβ|iβ〉) + h.c. (A17)
〈Sˆ−Sˆ+〉1 = 〈Sˆ+Sˆ−〉1 =
∑
i<j
a<b
(tabij )
∗(〈aβ|iα〉〈bα|jβ〉 − 〈aα|jβ〉〈bβ|iα〉
+ 〈aα|iβ〉〈bβ|jα〉 − 〈aβ|jα〉〈bα|iβ〉) + h.c. (A18)
〈Sˆ−Sˆ−〉1 = 〈Sˆ+Sˆ+〉∗1 =
∑
i<j
a<b
(tabij )
∗ (2〈aβ|iα〉〈bβ|jα〉 − 2〈aβ|jα〉〈bβ|iα〉)
+
∑
i<j
a<b
(tabij )
(
2〈iβ|aα〉〈jβ|bα〉 − 2〈jβ|aα〉〈iβ|bα〉
)
(A19)
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〈Sˆ+Sˆz〉1 = 〈SˆzSˆ−〉∗1 =
1
2
∑
i<j
a<b
(tabij )
∗(〈aα|iβ〉〈bα|jα〉 − 〈aα|jα〉〈bα|iβ〉
+ 〈aα|iα〉〈bα|jβ〉 − 〈aα|jβ〉〈bα|iα〉 − 〈aα|iβ〉〈bβ|jβ〉
+ 〈aβ|jβ〉〈bα|iβ〉 − 〈aβ|iβ〉〈bα|jβ〉+ 〈aα|jβ〉〈bβ|iβ〉)
+
1
2
∑
i<j
a<b
tabij (〈iα|aα〉〈jα|bβ〉 − 〈jα|aβ〉〈iα|bα〉
+ 〈iα|aβ〉〈jα|bα〉 − 〈jα|aα〉〈iα|bβ〉 − 〈iβ|aβ〉〈jα|bβ〉
+ 〈jα|aβ〉〈iβ|bβ〉 − 〈iα|aβ〉〈jβ|bβ〉+ 〈jβ|aα〉〈iα|bβ〉) (A20)
〈Sˆ−Sˆz〉1 = 〈SˆzSˆ+〉∗1 =
1
2
∑
i<j
a<b
(tabij )
∗(〈aβ|iα〉〈bα|jα〉 − 〈aα|jα〉〈bβ|iα〉
+ 〈aα|iα〉〈bβ|jα〉 − 〈aβ|jα〉〈bα|iα〉 − 〈aβ|iα〉〈bβ|jβ〉
+ 〈aβ|jβ〉〈bβ|iα〉 − 〈aβ|iβ〉〈bβ|jα〉+ 〈aβ|jα〉〈bβ|iβ〉)
+
1
2
∑
i<j
a<b
tabij (〈iα|aα〉〈jβ|bβ〉 − 〈jβ|aα〉〈iα|bα〉
+ 〈iβ|aα〉〈jα|bα〉 − 〈jα|aα〉〈iβ|bα〉 − 〈iβ|aβ〉〈jβ|bα〉
+ 〈jβ|aα〉〈iβ|bβ〉 − 〈iβ|aα〉〈jβ|bβ〉+ 〈jβ|aβ〉〈iβ|bα〉) (A21)
7.2 Complex Generalized HF
The variation in the energy expression reads
δE =
∑
ia
(−haiδΘia − hiaδΘ∗ia)−
1
2
∑
ija
(〈ij ‖ aj〉 δΘ∗ia + 〈ij ‖ ia〉 δΘ∗ja + 〈aj ‖ ij〉 δΘia + 〈ia ‖ ij〉 δΘja)
where δΘia is an infinitesimal orbital rotation. This energy variation can be used to compute
orbital gradient and similarly orbital hessian.
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7.2.1 Orbital Gradient
We compute the gradient of E with respect to the real and imaginary part of Θ,
∂E
∂Re(Θia)
= − [hai + Jai −Kai] + h.c. = −hai −
∑
k
〈ak||ik〉 − hia −
∑
k
〈ik||ak〉
∂E
∂iIm(Θia)
= − [hai + Jai −Kai]− h.c. = −hai −
∑
k
〈ak||ik〉+ hia +
∑
k
〈ik||ak〉
7.2.2 Orbital Hessian
The variation of orbital gradient reads
δ
∂E
∂Re(Θia)
=
∑
j
(−hjiδΘ∗ja + habδΘ∗bi)+∑
k
(
−
∑
j
δΘ∗aj〈jk||ik〉+
∑
b
δΘ∗bi〈ak||bk〉
)
+
∑
kb
δΘ∗bk〈ak||ib〉+
∑
kb
δΘbk〈ab||ik〉+ h.c. (A22)
and
δ
∂E
∂iIm(Θia)
=
∑
j
(−hjiδΘ∗ja + habδΘ∗bi)+∑
k
(
−
∑
j
δΘ∗aj〈jk||ik〉+
∑
b
δΘ∗bi〈ak||bk〉
)
+
∑
kb
δΘ∗bk〈ak||ib〉+
∑
kb
δΘbk〈ab||ik〉 − h.c. (A23)
These are then used to obtain orbital hessian:
∂2E
∂Re(Θia)∂Re(Θjb)
=
[
−δab
(
hji +
∑
k
〈jk||ik〉
)
+ δij
(
hab +
∑
k
〈ak||bk〉
)
+ 〈aj||ib〉+ 〈ab||ij〉
]
+ h.c
(A24)
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∂2E
∂iIm(Θia)∂iIm(Θjb)
=
[
δab
(
hji +
∑
k
〈jk||ik〉
)
− δij
(
hab +
∑
k
〈ak||bk〉
)
− 〈aj||ib〉+ 〈ab||ij〉
]
+ h.c
= − ∂
2E
∂Im(Θia)∂Im(Θjb)
(A25)
∂2E
∂Im(Θia)∂Re(Θjb)
=i [−〈aj||ib〉+ 〈ab||ij〉 − h.c.] (A26)
∂2E
∂Re(Θia)∂Im(Θjb)
=− i [−〈aj||ib〉+ 〈ab||ij〉 − h.c.] (A27)
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