Here we introduce a new Multi-Stack (MS) based phylogenetic tree building method. The Multi-Stack approach organizes the candidate subtrees (i.e. those having same number of leaves) into limited priority queues, always selecting the K-best subtrees, according to their distance estimation error. Using the K-best subtrees our method iteratively applies a novel subtree joining strategy to generate candidate higher level subtrees from the existing low-level ones. This new MS method uses the Constrained Least Squares Criteria (CLSC) which guarantees the non-negativity of the edge weights.
Introduction
The reliable reconstruction of a tree topology from a set of homologous sequence data is one of the most important goals in system biology. A major family of the phylogenetic tree building methods is the distance-based or distance matrix methods. The general idea behind them is to calculate a measure for the distance between each pair of taxa, and then find a tree that predicts the observed set of distances as closely as possible. There are quite a few heuristic distance-based algorithms with a fixed criterion available for estimating phylogeny, and their strengths and weaknesses are familiar to everyone in the field. The distance-based methods, like the Unweighted Pair-Group Method using Arithmetic averages (UPGMA) [1] and Neighbor-Joining (NJ) [2] , work similarly: they iteratively form clusters, always choosing the best possibility based on a given criterion. We can call these methods greedy in a certain sense, because they always work on the current best candidate subtrees. The NJ method produces additive trees, while UPGMA assumes that the evolutionary process can be represented by an ultrametric tree. These restrictions may then interfere with the correct estimation of the evolutionary process.
The chief aim of this paper is to develop a good distance-based method that closely approximates to the true tree for any available evolutionary (not just for ultrametric or additive) distance. To achieve this we apply a special form of the Least Square Criteria (LSC) to phylogenetic trees [4] . The LSC will guarantee a minimal deviation between the evolutionary distances and the leaf distances in the phylogenetic tree. It is fortunate that the LSC weighting for a phylogenetic tree can be computed in O n 2 time. The original LSC was introduced by Fitch and Margoliash, and nowadays several forms of it are in use in the literature, like the Weighted LSC [5] , Unweighted and Generalized LSC [6] . We applied the constrained version of LSC (CLSC) here to evaluate phylogenetic trees because the weights of the edges have to be non-negative. The solution of the problem retains its simplicity because the Constrained LSC can easily be handled by the Levenberg-Marquardt method [7] .
Since finding the least squares tree (whether it is constrained or not) is an NPcomplete problem [8] , a polynomial-time algorithm to solve it is unlikely to exist. Many meta-heuristics have been applied in phylogenetic tree-building. We now propose a novel heuristic, based on the so-called Multi-Stack (MS) construction [10] . The MS heuristic organizes the candidate subtrees having the same number of leaves into a priority queue according to their distance estimation error, and generates newer candidate trees by joining the existing trees via a novel tree joining strategy. It may happen however that there are many trees within a priority queue that have a non-disjunct set of leaves, and it is not possible to join them. The Closest-Neighbourhood Tree Joining (CNTJ) strategy introduced here always provides a tree topology based on all of the subtrees, swapping their common taxa with their closest neighbour. Our method was tested on artificial as well as on real-life datasets.
Background

Phylogenetic Trees
A tree is a connected acyclic graph. First we denote the vertex set and the edge set of a tree T by V (T ) and E (T ), respectively. Furthermore, let us denote the non-negative weights of the edges by w : E (T ) → R ≥0 . A weighted tree assigns a distance for each pair of leaves (which can be calculated by summing the weight of the edges on the path between them) that is called the leaf distance of T , and will be denoted by D T . A phylogenetic tree is represented as a leaf-labelled weighted binary tree. The labels of the leaves of phylogenetic tree T correspond to the set of taxa T T . The inner nodes represent the hypothetical ancestors, and the weighting of the phylogenetic tree represents the evolutionary distance defined by T . If we regard T as a rooted tree, then there is only one internal node of degree 2; the degrees of the other internal nodes are 3. Here we will only deal with rooted phylogenetic trees. The subset of the descendants of an internal node is called a cluster, and the internal nodes are the most recent common ancestors of the monophyletic group or cluster. Thus the internal nodes of a phylogenetic tree and clusters are equivalent concepts. This way each phylogenetic tree corresponds to a set of compatible clusters C (i.e. for all A, B ∈ C either A ⊆ B, or B ⊆ A, or A ∩ B = ∅). This construction is also called a Linnean Hierarchy. Here we will denote the clusters of T by T C . The Robinson-Foulds (RF) distance or symmetric difference for rooted trees [11] is based on this approach as well. Because the RF distance of two rooted phylogenetic trees T 1 and T 2 is the cardinality of the symmetric difference of their cluster sets, T
There is also an extension of the RF distance introduced by Kuhner and Felsenstein [12] , and it is known as the Branch Score Distance (BSD).
Constrained Least Squares Criterion
There are many criteria in use for phylogenetic trees that can be applied to the distance data, like Minimum Evolution Length and Least Squares (LSC) Criterion. There are many forms of Least Squares Criteria available, and all of them require the optimization of a quadratic function. Before we formally describe these criteria, let us denote the path-edge incidence or topology matrix of a phylogenetic tree T by P T . The matrix P T is a binary matrix whose columns correspond to the edges of T , while the rows correspond to the paths between the leaves of T . This representation of a tree requires a space of O n 3 because it has n − 1 columns and n 2 rows, even though it has just a few non-zero elements. Hence it is worth exploiting the sparsity of the topology matrix for an efficient implementation.
Next, we will denote a distance matrix by D defined on the taxon set of T . We can rewrite D using its vector form d (i.e. turning the upper triangular of D into a vector). The arrangement according to the topology matrix P T determines an unambiguous ordering among the n 2 entries of the vector d. Introducing the necessary notations, we can write, in a simple way, the Unweighted Least Square Criteria (LSC) for a given T phylogenetic tree. The edge weighting of a tree T satisfies the LSC criteria if it satisfies the following optimisation task:
where the elements of x may have any real value, including zero or negative values. The solution of the problem defined by Eq. (1) results in an optimal edge weighting for a phylogenetic tree T and a minimal Frobenius norm for D T − D F . This means that the deviation between the calculated weighting D T and D is minimal. The problem can be solved in O n 2 time for a given phylogenetic tree [5] . We also require that a weighting always be positive because a negative evolutionary distance has no physical sense. That is why we will restrict ourselves here to the following minimization problem:
The Constrained Least Squares Criteria (CLSC) defined above results in a nonnegative weighting for a phylogenetic tree T . CLSC also retains the property of the original LSC that it can be solved in O n 2 time, because the algorithm introduced by Bryant & Waddell [5] can handle the Levenberg-Marquardt method as well. Here D T − D F is the distance estimation error (DEE), and
is the normalized distance estimation error (NDEE) of the phylogenetic tree and will be denoted by e T .
Materials and Methods
Multi-Stack Approach
To solve problems which have enormous solution spaces we need to apply an efficient search technique. That is why we decided to adopt a heuristic approach for phylogenetic tree-building which is also used in speech recognition [13] . To describe the method we first have to give a definition. A stack is a structure for keeping candidate solutions in. Furthermore, we use limited-sized stacks: if there are too many candidates in a stack, we prune the ones with the highest fitness value. In the MS algorithm we assign a separate stack to the trees having the same number of leaves and store the K-best candidate subtrees in the stack according to their DEEs. In the initial step the algorithm generates the lower level subtrees only, and then it pops each pair of candidate subtree from the stacks, joins them in every possible way, and afterwards puts the new candidate subtrees into the stack according their leaf numbers associated with their new DEE. Applying this heuristic to phylogenetic tree building, we obtain an iterative tree-building procedure.
The pseudocode of the MS algorithm is presented in Table 1 , where the Q n elements denote the limited priority queue which contains at most K trees, and each tree has exactly n leaves in it. The initial step of the method includes the exploration of all tree topologies with at most three leaves. This step makes sense because there are only n + n 2 + n 3 phylogenetic trees when |T | = n, so during this initial step we can explore the whole space of trees. In the next steps MS generates the possible subtrees, and it always keeps the best K subtrees based on their distance estimation error.
The complexity of the MS method naturally depends on the variable K because we are exploring an n 2 K 2 tree topology. Since CLSC requires a quadratic Output: Rooted phylogenetic tree T with n leaves time complexity (O n 2 ), it becomes the most time-consuming step of the MS. Due to this features the MS tree building method has a time complexity of O K 2 n 4 overall. This computation also includes the time requirements of the joining step which will be introduced in the next section.
Closest Neighborhood Tree Joining Operator
With the Multi-Stack tree building approach it may happen that we want to join two candidate trees that have some common taxa. The simplest idea is the naive approach: let us replace the common taxon set of the candidate trees that interferes the tree joining in every possible way with those taxa that do not occur in the taxon set of candidate trees. After we have carried out and evaluated all possible replacements, let us choose the best replacement. But it can be easily seen that this will lead to a very high computational burden, because the number of possible replacement grows exponentially with the number of the common taxon set. Instead here we suggest a tree joining strategy as a way of avoiding this problem.
We need to join two candidate subtrees T 1 , T 2 having n 1 and n 2 leaves respectively, and we need to determine a strategy for the elimination of the duplicated taxa of the candidate trees: |T T1 ∩ T T2 | = k. From the solution of this problem we also require that the distance estimation errors e T1 and e T2 with respect to the applied distance matrix D remain or grow as little as possible. Thus the goal here is to determine a strategy for the replacement of common taxa that produce the least variation in the tree estimation errors of the candidate trees in question.
For the formal description let us denote the cost of the replacement for a taxon t ∈ T T by c(t, t ), where t ∈ T − T T . This leads to a change in the e T value after the replacement, which can be a negative real number as well. We can readily determine an upper bound for this cost, because using the weights of T before the replacement, the following proposition always hold.
Proposition 1. Let T be a phylogenetic tree with a taxon set T T ⊂ T , and let e T be its distance estimation error. A distance on T will be denoted by D,
and the leaf distance will be denoted by D T . Now let t ∈ T T and t ∈ T − T T be two taxons. Then the following inequality will hold for the c(t, t ) cost of the replacement:
where
Proof. If we use the CLSC for T , then we get an optimal edge weighting w using the taxon set T T and distance matrix D. Equation 3 corresponds to the rows in Equation 2 , that is, it is represents the path between t and T − t. Thus if we replace this taxon, the change of the optima will vary according to the magnitude when we use the weighting w. So Equation 3 will hold apart from the choice of t ∈ T .
Summarizing the above points, Proposition 1 allows us to determine an upper bound for a replacement of a taxon. That is why we suggest here that the common taxon set |T T1 ∩ T T2 | should be replaced iteratively, taxon by taxon, always choosing the pair of taxons that have the lowest bound in accordance with Proposition 1.
Distances and Similarities
Evolutionary distances. The global alignment of protein sequences can be performed using the well-known Needlemann-Wunsch [14] algorithm with the BLOSUM70 [15] matrix. The simplest evolutionary distance between a pair of aligned sequences is usually measured by the number of sites where a substitution occurs. Many models have been proposed to describe the true evolutionary process. There are many corrections of this measure which try to fine tune the evolutionary rate. Some of them were used here when we performed our tests on different real-life datasets. These include the Gamma, Poisson and Jukes-Cantor corrections [16] .
Compression-based similarity measures. The information theoretical distance functions are based on a comparison of how many information sequences there are relative to each other. This approach originated from Kolmogorovcomplexity theory. The Conditional Kolmogorov complexity K (X|Y ) is defined as the length of the shortest program computing X on an input Y [19] . The Kolmogorov complexity K (X) of a sequence X is a shorthand notation for K (X|λ), where λ is an empty sequence. The corresponding distance function uses the relative decrease in complexity or conditional complexity as a measure of sequence similarity, that is
Kolmogorov complexity is a non-computable notion, so in practical applications it is approximated by the length of a compressed sequence calculated with a compression algorithms like LZW [20] or Sequitur [21] . The formula for calculating compression-based similarity measures (CBM) using the length values of compressed sequences can be derived from Equation 4. It takes the form
where C (.) denotes the length of a compressed sequence, compressed by a particular compressor C. We will focus on two well-known compressor algorithm in our experiments, namely LZW [20] and Sequitur [21] .
Generation of Model Populations
Since the correct phylogeny for a set of taxa is usually unknown, we first carried out our tests on randomly generated model populations having 10 − 20 − 30 − 40 members. For each population 100 independent and identically-distributed and and non ultrametric model trees were generated from the tree-space. In order to calculate the leaves of these trees, pseudo random sequences of 600 amino acids were used as ancestor sequences. The sequence was then assumed to evolve according to the predetermined branching pattern of the randomly generated model tree. The edge lengths of the generated tree correspond to the expected number of amino acid substitutions per site. We varied this value between 0−0.1, and the number of amino acid substitutions at each site was assumed to have a Poisson distribution [17, 18] , were also used to mimic the mutations. Using this rate we carried out point mutations according to the BLOSUM70 matrix. Hundred different set of sequences (model populations) were generated for each (10-20-30-40) member number.
Description of Real-Life Datasets
We utilized three different datasets of various size to compare and test the methods. Primates consist of mitochondrial DNA, while hydrogenases and myoglobins are distinct protein families, hence they are very suitable objects for statistically testing different tree building and distance (similarity) calculating procedures. The set of primates is quite small (12 sequences), and it was borrowed from Ovchinnikov et al. [22] . This dataset contains the mitochondrial DNA of two Neanderthals, the modern human species and other vertebrates. The second set we used for testing is a typical set of sequences of myoglobins. It contains 27 proteins from different organisms. The third set is the group of 75 [NiFe] hydrogenases. Hydrogenases are metalloenzymes that catalyze the reaction H 2 2H + + 2e − . They can be found in bacteria, archae and cyanobacteria. The [NiFe] hydrogenases are usually placed into 4 different taxonomic groups [23] . In the rest of the paper these datasets will be called primates, myoglobins and hydrogenases respectively.
Experiments
Evaluation of the Model Populations
The evolutionary distances (Poisson distance and CBM similarity measure with the Sequitur compressor method [21] ) were calculated for the model populations, and phylogenetic trees were built over these model populations using four different tree-building methods: Unweighted Pair Group Method with Arithmetic Mean (UPGMA) [1] , Neighbour-Joining (NJ) [2] , Maximum Likelihood method for proteins (ML) [24] and the Fitch-Margoliash (FM) [4] method, all of which were implemented in the Phylip package [25] , and our newly developed MultiStack method (MS). The parameter K for the MS method was set to 20 for the populations having 10 and 20 members (leaves) and to 40 for the populations with 30 and 40 members (leaves).
The BSD distance between the randomly-generated model tree and the built phylogenetic tree along with the distance estimation error (DEE) were calculated after building the phylogenetic tree. The test was repeated 100 times on 100 similar model populations and the average of BSD distance and DEE was calculated. The results of this are summarized in Table 2 . It is striking that the MS method is superior to all other methods tested. Both the BSD and the DEE values are smaller in every case when the MS method was applied. The UPGMA approach in contrast proved to be the least efficient method in reconstructing phylogenetic trees. The performances of the NJ and the FM method are quite similar, and the means of the BSD distance are equal to each other in many test cases. The mean of the Normalized DEE and BSD distances for NJ and FM only lags behind the results of the MS method by a small amount when the leaf number is set to 40. 
Real-Life Datasets
The newly developed MS method was tested on real-life datasets as well. To evaluate the trees we used the distance estimation error values (DEE). The properties of the MS method were investigated and the results were again compared with other tree building algorithms. In this case we applied them on six evolutionary distances (similarities) (Jukes-Cantor, Gamma, Poisson, LZW, Sequitur and alignment score). The only tunable parameter for the MS method is K (the size of the limited priority queue). When evaluating our MS trees we always chose the best tree in the last stack, i.e. the one which had the lowest DEE value. It is interesting to see the "goodness" of different trees in the last stack i.e. how much the "best tree" was better than the others. We set the value of parameter K to 30 and plotted the DEE value of the trees in the last stack ( Figure 1 ) for primates, myoglobins and hydrogenases. The DEE for the trees grew slightly at the beginning of the stack, but the first few trees were almost as good. There was a pronounced jump after this nearly constant level. The position of the jump depends on the evolutionary distance used, but correlates with the number of leaves on the tree when the number of leaves is small (< 30). For hydrogenases the jump was around K = 30. In order to investigate the effect of the K parameter on the "goodness" of trees we also built trees for each dataset using different K values. The DEE value of the best tree (which has the smallest DEE) in the last queue was plotted against the K in Figure 2 for different phylogenetic distances and datasets. As can be seen, the DEE decreased while the limits of the priority queues rose to 60. Moreover there is threshold (about 30 − 40), after which the DEE of the best trees remains practically constant.
As a rule of thumb these points give us a good estimation of what the parameter setting for K should be. According to this rule, K should be around the number of leaves if it is smaller than 30. For bigger trees K = 40 seems to be a good estimate. Applying this rule we built trees with different tree building methods using various distances on the three real-life datasets. The results are summarized in Table 3 . It is evident that DEE in most cases is the smallest for our new MS based tree building method. The performance of the UPGMA was not as good as the others when compared with the model populations, but the Normalized DEE for the FM and NJ methods are very similar here. Interestingly these two methods (NJ, FM) outperform the MS method in terms of a Normalized DEE when we used alignment-based evolutionary distances. Otherwise the MS method achieved better results. We also compared the methods in terms of their BSD values. In Figure 3 the labels along the axis represent the tree building methods and the evolutionary distance/similarity measure we applied and are separated by a hyphen. Comparing the tree topologies of different trees that employ the BSD, we see that the performance of the MS method is very similar for all datasets (note the plateau in Figure 3 ). It is also apparent from the evaluations that distance-based methods (UPGMA, NJ and FM ) produce trees with very similar topologies (note the wide valley in the middle of the diagrams). The topology of the trees built by the MS method are different for these trees (notice the higher regions of the diagram in Figure 3 ). The MS method, however, produced similar topologies regardless of the evolution distance used for tree building, but we can still say that the MS trees brought an improvement in the Normalized DEE for the trees as Table 3 quite clearly indicates.
Conclusion
In this paper we have presented a novel distance-based and iterative tree building algorithm for analysing the lineage of taxa in structural biology and then compared it with other tree building methods using a new phylogenetic benchmark. Next we showed for simulated, model datasets and for three distinct real-life datasets that it is an efficient tool for building phylogenetic trees. The new method is superior on distance estimation and produces robust trees as the tests on model trees shows. The "goodness" of the resultant trees, however, strongly depends on the parameter K. As it follows from the nature of the method, if K is big enough the MS method approximates the exhaustive search. On choosing a proper K value, MS successfully and quickly searches in a previously unexplored region of the possible tree topologies, hence it produces slightly different topologies than those with the algorithms used previously. This allows us to gain a deeper insight into protein and DNA evolution, relationships and lineage, and we hope that the MS method and the phylogenetic benchmarking we introduced here will become widely used tools for tackling phylogenetic problems.
