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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Synopsis
　　　Amethod　of　detecting　non．stationary　random　signals　s（t）is　established，　which　is
given　by　cross・correlation　9・x（t，　t十τ）between　random　local　inputs　z（t）and　Ieceived
inputs　x（の，　where　z（のrepresents　the　output　of　linear　time　varying丘lters　w三th　impulse
response　h（ちσ）：
　　　　　　　　・（の一∫診（ち・）・（t－・）・・
and　x（の　is　nonlinearly　coupledユnput，ノ［s（の，　n（t）］．
　　　As　the　result，　it　is　shown　that
　　1）　If　h（ちσ）　is　arbitrarily　given，　the　detection　of　5（の　is　established　based　on　the
　　　　　auto．correlation　of　x（t），　whose　simple　but　best　model　is　the　case　in　which乃（t，σ）
　　　　　belongs　to　unit　operator：where
　　　　　　　　～Pzx（t，　t十τ）＝ψxx（t，　t十τ）　　（auto・correlation）
　　2）If　h（ちσ）三s　given　as　the　optimum五lter　under　the　least　R．　M．　S　error　condition，
　　　　　the　detection　is　established　not　directly　cocerned　with　the　property　that　the　auto．
　　　　　correlation　of　noises　vanishes　in　a　large　correlation　time．
　3）　The　detection　is　more　effective　with　the　use　of　the　optimums　nonlinear五lters．
　　　These　discussions　have　been　made　under　the　condition　that　signals　and　noises　are
not　correlated．
　　1．　ま　え　が　き
　筆者は，ランダム信号がランダム雑音によって広義の変調（非線形結合）を受けて，ひとつ
の混合受信入力を生じている場合の相互相関法によるランダム信号の検出問題を論じた1）。し
かしながら，このような手法はランダム信号がエルゴード性（より一般に定常性）を保持しつ
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つ，充分その周期性が認められる場合に（あるいは波形に関する何等かの性質）始めて可能と
なる。とくに周期性が認められる場合にはごく自然に可能となるが，それ以外の波形に関する
性質を利用する場合にはきわめて困難になる（雑音との相違をたくみに利用できない）。
　送信信号（通常の関数で表わされる波形）が伝送経路において様々な変調を受けると，しだ
いに雑音化されてランダム信号と見なされるのではあるが，ひとたびその非定常性を仮定して
しまうと，上述のような周期性，あるいはその他の性質はもはや利用できない。というのは，
もともと相互相関法は，ランダム信号に関する利用しうる性質を保持させたランダム局部信号
を作り出してやり，それと，受信入力との相互相関をとるということであって，非定常性のも
とでは，上述のランダム局部入力を作ることでさえ，一般には困難となる。そこで他の方法で
検出問題が考えられている2），3）。
　しかしながら，その後若干考察を加えた結果，ラソダム局部入力を，たとえ非定常性の場合
にでさえも，もとのランダム信号に関する性質には直接手をふれずに作りだす一手法をえたの
で報告する。
　検出問題は，レーダ・一・，ソーナー，あるいはパルス通信のように雑音に埋もれた信号波の有
無を論じるのではあるが，多くの場合は受信入力は信号と雑音との和として取扱われている
が，このような場合は，たとえばレーダーにおいては目標物が固定していてフェージング等の
影響がない場合に相当している。しかしながらひとたび目標物が移動したり，あるいはフェー
ジソグが現われたりした場合には，一般に送信信号は他の信号（雑音）により複i雑な変調を受
けることになる。多くの場合信号をs（の，雑音をn（のと記せぽそれらを2変数関数とする解
析的な非線形結合関数として表わすことができると思われる。ひとたびこのような仮定を設け
ると，この非線形結合形にしたがって混合受信入力を生じている場合，それをある形で観測す
ることによって，もとの信号S（のの有無を論じる問題に帰着される。
　たとえぽ音声波の問題に関して，いま人間の，のどの励振波をS（t）としたとき，何等かの
他の励振波n（ので変調されている場合に，のどの励振によって，実際に口から出る音声波を
ある形で観測することによって，実際にもとの励振波S（t）が存在するか否かを検出する問題
は，上述の検出問題を応用することによって解決されるように思われる。いいかえればS（t）
のある種の認識問題である。
　通常，信号と雑音とはしばしば独立と見なされるという理由で本論文においては，それらの
非定常性と共に独立性を仮定する。一般に信号S（の，雑音n（のは，一般性を失わずに平均値
零としても良いから，この意味においては結局，信号と雑音は互いに無相関であることを仮定
したことになる。
2．周期的信号の検出
　ランダム雑音の中から周期的信号を検出する問題は既噂知られている4）。　これは相関法と言
われているものであって，受信信号x（t）は
　　　　X（t）＝S（の十n（t）＝αcos（ω’十θ）十n（の　　＿＿・＿＿＿．＿＿．・＿＿＿＿．．・．・（1）
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の形を仮定した上で，その自己相関関数g（τ）は
　　　　9（τ）－P、s（τ）＋9nn（τ）．．．＿．＿＿＿．＿＿．．＿．＿＿＿……・……・…・………・（2）
となる。ただし9ss（τ），　g。n（τ）はそれぞれ信号と雑音の自己相関関数であって，信号，雑音
は互いに無相関なる性質を用いている。したがって（1｝で与えられる信号s（t）＝a・cos（ω’＋θ）の
自己相関関数を計算し，さらに雑音の自己相関9nn（τ）はτの増加とともにしだいに0になる
という性質から②は次式となる。
　　　　・・’（・）一・穿…ω・…・・………・………・・…・……・…一…・……………一・（・）
したがって相関出力はもとの送信信号s（のと同一の周期T－2π／ωを持っているから，これに
よって検出されたことになる。いま，S（のの周期が既知の場合には，同一の周期を持った局部
信号（正弦波）との相互相関をとることによりS／V比をさらに改善することができる。い
ま，相互相関関数をT（τ）とすれば時間平均を一で示すことによって
　　　　T（τ）＝z（t）［s（t十τ）十n（t十τ）］＝＝・2（t）s（t十τ）　・…　。・・・・・・・・・・・・・・・・・・・・・・・・・・・・…　（4）
で与えられるが（4）の最後の項はz（のとs（t）との相互相関であってその結果はまた同一周期で
振動する関数となる性質によって検出されることになる。以上は雑音はすべて定常的と仮定さ
れている。
　そこで，さらに筆者は，上の送信信号S（彦）にラソダム性を与えた場合（ただしエルゴード
性を仮定）に，受信信号が
　　　　x（の＝f［s（t），n（t）］　　．．．，．．．．。．．．．．．．．．，．．．，．．．．．．．．．．．．．・・・・・…　。・・・・・・・・・・・・・・・・・・・…　一（5）
なる解析関数にしたがって与えられたとして，S（t）と同一の周期（あるいは可能ならば他の性
質）をもつランダム局部入力との相互相関をとることによって信号の検出がやはり可能となる
ことを理論的に示した1）。ただしS（t），n（t）は互いに無相関でしかも，定常且つエルゴード的
確率過程に属するものと仮定した。
　しかしながら，S（のに周期性と共にエルゴード性をもはずして一般的に非定常性を与えて
しまうと，上述のような意味におけるラソダム局部入力を発生させることはほとんど不可能と
なる。
3．　ランダム局部入力
　このようにもとの送信信号に関して利用されうる性質と同一の性質をもったラソダム局部入
力を発生することはむずかしいけれども，いま現実に観測されうるものは受信入力X（のであ
って，これのみが現実に利用しうる唯一の手がかりであることに着目してみよう。そこで，い
ま可変系のインパルス応答h（t，τ）を持ったフィルタに受信入力X（のを通過させたときの出力
をZ（t）とかくことにすれば，信号S（t），ge音　n（t）は非定常性，したがってX（t）も一般に非
定常性をもっているから，その入出力関係は次式で与えられる5）。
　　　　・（t）一∫1・（t・・a）・（t－・）伽一∫藷（ち・）f［・（t－・）・・n（t－・）］da・…・・……（・）
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　そこでこの出力波Z（彦）をランダム局部入力と考えようとするわけである。
　4．相互相関による非定常ランダム信号の検出
　混合受信入力X（t）とランダム局部入力2（t）との相互相関出力，すなわち相互相関関数を
gO・X（t，τ）と記せば，集合平均，すなわち期待値Eによって
　　　　ρ・x（ち’＋τ）－E［z（’）x（t＋τ）］
　　　　　　　　　一∫♪（ちσ）EV［・（t－・），・n（・一・）］f［・（t＋・）n（t＋・）］｝・・……（・）
で定められる。
　上式は，混合受信入力の自己相関入力を可変系フィルタに通した出力として相互相関
g・x（ちτ）が与えられることを示している。
　さて，以下の議論を統一的に論じる為に，シュミットの方法による正規直交関数展開形を採
用することにする6）s7）。
　　　　　　　　　　　　　　oo　　　co　　　　x（t）＝・f［5（の，n（t）］＝ΣΣAi）Ui　｛s（t）｝V」　｛n（の｝　．．．．＿＿＿＿＿＿．＿．＿（8）
　　　　　　　　　　　　　　t＝Oノ’＝o
ここでUi　［s（の｝，　vゴ｛n（t）｝σ，ノ＝0，1．2＿＿。。）と，それぞれs（の，　n（t）の確率密度関数を
P〔S（の｝，q｛n（t）｝と記すことによって
　　　　∫：ぷ｛・（の｝u・｛s（の｝P・｛s（の｝d・（t）一∫ン｛・（t）｝・Vm〔n（t）｝・q｛n（t）｝・dn（t）
　　　　　　　　　　　　　　　　　　一醜・仁1：㌶…・……・・……・……・・（・）
なる性質を持っている。ただしδimはクロネッカーのデルタ記号である。また上式はいつれも
ある固定された時刻tに対しての積分を意味している。展開係数　A，」は
　　　　A，ゴ＝E｛f［s（t），n（の］観［s（彦）］びゴ［n（t）］｝
　　　　　　一∫：．．∫：9［・（’）・・（の］観｛・鯛・（の｝P2｛・（の，・（’）｝・・（の伽（の
　　　　　　　　　　　　　　σ，ノー0，1，2＿＿○。）　　　　　　　　．．．＿＿＿＿（10）
で与えられる。したがって（8｝を（7）の被積分項の中の期待値の演算部分に適用する。この部分は
もともとx（t）の自己相関を示しているのでそれを9xx（tl，　t2）で示すことにすると次式をうる。
ただし時刻t・，t2は，　ti＝t一σ，　t2　・・　t＋τを示し，さらに以下
　　　　S・－S（t一σ）S・－S（t＋τ）　nl－n（t一σ）n2・…n（t＋τ）
と記すことにする。
　　　　9xx（t・，　t2）－E｛ア［Sl，　nl］f［S2，〃2］｝
　　　　　　　　　義萬蕊塁んん・∫雲．．∫：。，∫：．．∫二斡鰍勿
　　　　　　　　　・Uk（S2）Vl（n2）P・（Sl，　S21t1，　t2）・P2（ni，　n21ti，　t2）・dSidS2dnidn2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＿．＿．＿＿（11）
ここで2次の結合確率密度関数　P2（Sl，　s21t，，　t2）は一般に次式のように直交展開可能である8）。
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　　　　　　　　　　　　co　　co　　　　　P2（Sl，　s21tl，　t2）＝ΣΣρ。βω（t1，　t2）u。（Sl）κP（s2）P（Sl）P（s2）　＿＿，．＿＿（12）
　　　　　　　　　　　　a＝Oβ＝0
ただしP（Sl）P（s2）は確率密度関数を示す。また展開係数は
　　　　　ρ・βω（tl，t2）－E［Ua（∫1）Up（32）］
　　　　　　　　　　一∫：．．∫：瀞（・1）・・（s2）P・（Sl，・・1・，，・t・）d・lds2…………・一．（13）
で与えられる。同様にして雑音に関しての2次の結合確率密度関数P2（nl，　n21ti，あ）は，雑音
の性質から多くの場合次のような単一級数展開ができることが知られている8）。
　　　　　　　　　　　　co　　 P2（nl， n21tl，　t2）＝Σρr（n）（tl，　t2）Vr（nl）Vr（n2）q（ni）q（n2）　　．＿＿．＿。＿＿（14）
　　　　　　　　　　　　r＝O
ここでq（ni），　q（n2）は確率密度関数で，展開係数は
　　　　P・‘・）（tl・・t2）－E［Vr（鵬（n2）］一∫ll．．∫ン（鵬（n2）P・（・1，・・1・，，・t・）輪
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．．．．．．，．．＿．．．．．．．．．．（15）
で与えられる。たとえば雑音のモデルとしてしばしばガウス分布が採用されているがこの場合
には
　　　　P・＠1・嗣一・。》、≒（t、，t，）卿一［”11’：・Sillf2＋：212…芸辮1π鯉1
　　　　　　　　　　　一ゆ（妻吉n22）恥）姻・（禦…一．．（、6）
となる。ここでHrはエルミートの多項式を示している。よってこの場合には
　　　　Vr（の一弓γ警）　　…………・・…………一・…・……………・…・・一…（・7）
　　　　q（n）一意・・ρ（一誓）・……・……・…………・・……・………・…・…………．（・8）
　　　　ρr（n）（tl，t2）＝＝tC，（tl，　t2）r　　…　。・・…　一・・・・・・・・・…　．・．．．．．，．一．．．．．．。．．．．．．。．．．．．．．．．．．．．．．．鱒．（19）
上式でρ（ti，　t2）は雑音に関する相関係数，いいかえれば正規化された自己相関関数である。
　したがって（12），（14）を（11）に代入すれば
　　　　　　　　　くめ　　co　　　　　　co　　　　　　　　　　　　　co　　co　　　　　　　　　　　　　　　　　co
　　　　gxx（t’・　t2）＝顯認。1￥。　A・’　Akt°漂診・ω（tl・・t・）°鳥・・（n）（‘…t2）
　　　　　　　　・∫：謹ω砺（Sl）ρ（・・）4S1・r許（・・）嚇（S2）…
　　　　　　　　　心（鵬ω・（勿・〃・・srgt（蝋廟（n2）・〃・
　　　　　　　　　co　　co　　co　　　　　　　　、混、混属んんρ・ω（tl・あ）ρ・ω（tl・あ）…・・………一……（2・）
　また信号に関して（12）の左辺が単一級数展開材能なクラスに属しているならば
　　　　　　　　　　　co　　 P・（s1・s・1‘，・ t2）＝濯。P・‘s’（tl・・t2）ua（・・）ua（・・）P（・1）P（・・）・…………・・……（21）．
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と展開すれば同様にして
　　　　　　　　　　oo　　　くカ　　　co　　　co　　　　　　　　　　　　　　　co　　　　　　　　　　　　　　　　　co
　　　　gxx（t・，　t2）＝ΣΣΣΣA・ゴAkt・Σρα（S）（t・，　t2）Σρr（n）（tl，　t2）
　　　　　　　　　i＝Ol’＝Oh＝Ol＝＝O　　　　α＝O　　　　　r＝0
　　　　　　　　　・jllgi（Sl）Ua（s・）P（s，）…∫：紳）Ua（s・）q（s・）ds2
　　　　　　　　　・∫：認・（nl）Vk（n・）q（n・）…∫：3（n2）Vr（n2）q（n2）dn2　　1
　　　　　　　　　　co　　　co　　　　　　　　＝ΣΣAo’2　pi（s）（ti，　t2）ρ’（n）（tt，　t2）　　・…・……・…………・……・・（22）
　　　　　　　　　‘富0ゴ＝0
となる。
　さて，雑音の性質から
　　　　ρゴ（n）（tl，t2）＝ρゴ（n）（t一σ，t十τ）　　　　．．．．．．．．．．．．．＿・・…　。・…　。・・・・・・・・・・・・…　9・。。。・…　一。・（23）
　」－0を除いて相関時間τが増加していくにつれて次第に零になることが知られている。た
とえば雅音が定常的な1場合摩　　＿、　一　　　　．．　一一　　　　　．　　一一　　一
　　　　ρゴ（n）（t一σ，彦十τ）＝～ρノ（n）（σ十τ）　　　．。．＿．．．．．．．．．．。．・・一・・・・…　■■■■。・一・・・・・・・・・・・・・・…　（24）
とかくことができて，σはある固定された定数であるから有限周波数帯域Bの白い雑音等の時
には（19）から　　　　　　　　　　　　　　　　　　　　、
　　　　卿…（・＋T）一｛B＆si篇鵠）｝n………………一・…一…………・（25）
　　　　　　　　　　（Soは定数）
したがって，一σからはずれると急速に零になることが分かる。
　非定常の場合には（23）において，tに関しては一般に有界性をもつから同様にτが充分大き
くなると零になることがうなづける。したがって，ブー0に対しては（15）から
　　　　ρチ量乙α1，t2）＝E［Vo（nl）Vo（n2）］＝1　　　　＿．．＿．．，．．。，．＿．■t．．＿．．．．．．．．．．．．．．．．．．．．，．．．．．（26）
（なぜなら，直交関数系の性質から6）
　　　　　　v。＠）－1
となるから）
となる。よって，（20）は
　　　　　　　　　　co　　　oo　　　　gxx（tl，　t2）＝ΣΣAiO　AkOρiiC（s）（tl，　t2）　　……………………………………（27）
　　　　　　　　　　ゴ暑0海＝0　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　、
また（22）の場合には　　　　　　　　　　　．
　　　　　　　　　　co　　伽（t1，t・）一Σ・Aゴ・2ρ・（s）（t・，・t2）・…………・・……………・…・・………………（28）
　　　　　　　　　　i＝o
　明らかに（21）の展開係数は
　　　　P…）（tl，・t2）－E［Ua（Sl）・・（s2）］一∫2．。∫：き（s・）Ua（s・）P2（s・・　s・1・…t2）d・・ds2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．．．．．．．．．．．曹．．．．．．（29）
で与えられる。
　いつれにしても，相関時間τが増加するにつれて（27），（28）によって雑音の影響が全くなく
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なってしまう。したがって与えられた可変系回路の出力g、x（t，τ）によって信号の検出が可能
となる。
　5・例　　　　　題
　いまたとえば
　　　　　f［s・・n］一・＋n　………・……＿＿＿＿＿．．＿＿＿．＿＿＿．．＿＿＿＿＿（30）
の場合には（10）から
　　　　　A・」－E［（・＋・）・・（・）・・（n）］一｛鋸讃ブー一一⑳
となる。ただしS，nは互いに独立で且つ一般性を失わずに平均値零なる仮定を適用している。
よって（20）から
　　　　　gxx（tl・t・）－A・，　A・・ρ・・（s’（tl，あ）ρ1（”’（tl，t・）＋A・・A・・ρ（・・（tl，t2）ρ、、（・・（t、，あ）ρ。・n・（tl，t，）
　　　　　　　　　一・・2ρ・・（s）（t・，t・）＋・・2ρ・（n）（tl，　t・）　…＿．．．．＿＿＿＿＿．＿．＿＿（32）
　同様に（22）を求めれば
　　　　　gxx（tl・t2）＝σs2ρi（s）（tl，　t2）十σn2ρ1（n）（tl，t2）　　　　．．．．．．．■■．．．．．．．．．．．，．．．．．．．．．．．．．．．（33）
をうる。明らかに（13），（29）から
　　　　　ρll（s）（tl・・t2）一ρ1（s）（t・，・t2）　……………・＿＿＿＿＿＿．．＿＿＿＿＿＿．．．（34）
であるから（32），（33）は全く一致している。
　また
　　　　f［s・・n］－s（1＋n）　・……………………＿，＿＿＿＿＿＿．＿＿＿．＿＿＿（35）
なる場合，すなわち，雑音によって振幅変調を受けている場合には，上ξ同様にして
　　　　　　　　　　　　　　　　　　　σ・；i－1，ノーO　　　　Aw－E［・（1＋n）Ui（鋤（n）］一　　．　．　．．＿＿＿＿＿＿．＿（36）
　　　　　　　　　　　　　　　　　　　σ・σ・；z＝1，ノー0
　よって，（20）は
　　　　pxx（tl・t2）＝σs2ρio（s）（tl，t2）十σs2σn2ρn（s）（tl，t2）ρ1（n）（tl，t2）　　　．，．．．．．．．．，．．．．．．．（37）
（22）は
　　　　9・・（tl・t・）一・・2ρ・（s）（t・，　t・）＋・s2σ・2ρ・（s）（ti，t2）ρ・（・）（t・，・t2）　．＿．＿＿＿＿（38）
となって，（ユ3），（29）から
　　　　t…（s）（t…t2）＝・ρ1（S）（t・，・t2）　……………・…＿＿＿＿．＿．＿＿＿＿＿．．＿．．．（39）
なる性質と（34）とから，この場合も（37）。（38）は全く一致する。
　したがって，これらの諸論から
　　　　　　　　　　　　　　　　　　　E［Sls2］　　　　ρ・（8）（tl，　t2）＝E［Ul（Sl）n1（S，）］一　　　　　　　　　　　　　　　　　　　　σ32　　　　　　　　・・…　。一・・・・・・…　。。・・一・・。…　。・・・…　（40）
なる関係を用いることによって，（30），（35）の入力形に対しては，この場合には，相関時間τ
を十分大きくとると雑音に関する項は次第に零となるので
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　　　　9xx（tl，t2）＝E［s1，　s2］　　　　（相関時間充分大）
をうる。ここでE［s1，s2］は信号の自己相関関数そのものであって，結局その状態においては
　　　　　　　　　　　　　　　　　　　　　　　　　　　　1相関出力は
　　　　・・x（t’・t＋・）一∫診（ち・）E［・（t－・）・（t＋・）］d・………・・……・………・…・・（・・）
の形で観測されることになる。ここで注意しなくてはならないのは信号の自己相関関数におい
て，
　　　　s（t十τ）＝s（t一σ十σ十τ）　　　　．．．．．．＿．．．・・・・・・・・…　。・・・…　。・・一一・・。・・・・・・・・・…　一…　（42）
と変形してみれば分かるように相関時間はσ＋τと考えられる。σは0とTを含んでその間の
値をとるから，有限であって，雑音の相関が零に近づくのは
　　　　ρ1（・・（t、，t・）一｛E［n（t－・）n（t＋・）］｝n　………………………・…・…・………（43）
なる性質から結局σ＋τを充分大にとらねばならない。いま雑音のみが応義の定常確率過程に
属するものとすれば上式は
　　　　ρ1（n・（tl，・t2）－P・（・）（t・－t・）一　｛P（n）（・＋・）｝n…………………………………（44）
ただしρ（n）（σ＋τ）＝E［n（t一σ）n（t＋τ）］のように2時刻tl，　t2との差の関数となる。
6．　ランダム局部入力を発生する可変系フィルタ
　さて，このような議論を更に考察してみる。前述のように相関時間を充分大にしなければ雑
音の影響を取り除くことはできなかった。これはもともと混合受信入力X（のの自己相関
9xx（tl，t2）にもとつくものであるからであって（6）において作用素Lを
　　　　L・・∫9h（t’・）・d・………・一一………………・一……………………………（45）
と定義すれば，Lが単位の作用素，すなわち入力X（のにLが作用した結果もX（のであるよ
うな作用素を仮定すれば，相関出力g・x（tl，　t2）は9xx（tl，　t2）と一致することは（7）から明らで
あって，この場合は，ランダム局部入力Z（t）は入力X（の自身であって，全体としてみれば
自己相関による検出法ということができる。したがって（7）による相関法は入力の自己相関を
フィルタh（t，σ）に通した出力として相互相関の形で信号を検出することになる。
　しかしながら，それだけならば，このようなフィルタをわざわざ作って，その出力Z（t）と
入力X（のの相互相関をとらなくても，単に入力X（のの自己相関をとれば良いと思われる。こ
れまでの議論では，フィルタh（t，σ）は任意のフィルタでよかったけれども，そのように定め
たとすれば，ますます実際的には無意味なように思われる。
　しかしながら，いま一度（7）を書きなおすと次式となる。
　　　　9・・x（t・　・＋・）一∫詳（t’・）・xx（t－a・t＋・）d・……………・……・……・……・一（46）
ただしフィルタは一般に物理的実現可能条件
　　　　h（…a）一（li二：謡㈲…・・……・………・…・……一…・…・……・（47）
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を満足しているものとする。
　さて，上式でτの代りに一τとおいてみると
　　　　　9・x（t・・t－・・）一∫♪（ち・）Pxx（t－a・t－T）da…………・・……・………………（娼）
となる。
さて，一方において，非定常入力X（彦）を可変系フィルタh（t，σ）に通過させたときの出力を
y（のとしたとき，その間に
　　　　　・（の一∫藷（t’・）・（励
なる形式の関係があるとき，誤差e（t）を必ずしも実現可能でなくても良い可変フィルタ
k（ちσ）（インパルス応答）に入力X（のに含まれる信号成分S（のを通過させたときの理想出力
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ　　　　　・（の一∫詳（ち・）・（t－・）d・・1……………………一………・…．…………．（・9）
に対して
　　　　　e（彦）＝＝・2（t）一夕（t）　　　　　・。。・・・・・・・・…　。。・．．．．．．。．．．．．．．．．．．．．。．．．，．．．．．．．．．，．．．．．．，，．．．．．．．．．（50）
で定義したとき，e（t）のパワ”一，すなわち自乗平均E［e（の2］を最小にするための必要十分条
件として次の積分方程式をうることが知られている5）。すなわち
　　　　・・x（…t－・）一∫診（t’・）・xx（・一・・t－r）da・一・一…・…………一（・・）
　　　　　　　　　　　　　　T≧τ≧0
　また誤差の最小自乗平均は
　　　　E［・（t）2］・in－E［・（t）2］一∫診（ち・）s・・x（t’・t－・）da………・………・…・……（52）
で与えられる。ただしep、xはZとXの相互相関，9xxはXの自己相関を示す。
　よって（51）でh（t，σ）を求めることによって最適なフィルタがえられるが，これを通過した
出力y（のがz（のに最小自乗平均の意味で最も近いというわけである。そのときの誤差が（52）
で与えられている。
　そこで（48）において，付加条件
　　　　　　　　　　　　　　T≧τ≧0
を与えると正に形式が（51）と一致することになる。
　したがって（7）においては一一maに相関時間は一。。＜τ〈＋。。なる全ての範囲にわたるけれ
ども，（7）の定義で相関時間を一T≦τ≦0いいかえればT≧一τ≧0の範囲のみでの相関値を
とることに相当している。よって，実際問題として，このようにして得られた最適フィルタ
を，先に任意に与えればよかったフィルタとして採用すれば，入力X（t）をそのまま最適フィ
ルタに通した出力によって（52）で与えられる誤差にもとついて実は信号の検出を行っているこ
とになる。前述の理想出力としての2（のと区別するために，実際の出力，すなわち，上で求
めた最適フィルタの出力を2（彦）と記せぽ，ランダム局部入力が実際には？（t）であって，2（の
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を観測すれば，それによって（52）の誤差を許して注，信号z（t）を検出しているということが
できる。事実，いまあらかじめ設定した理想出力z（t）に対してg、x（t，t一τ）－0となるときに
は（51）に因果律を適用することによって，h（彦，σ）－0，すなわち応答は無いこととなる。よっ
て実際の出力2（のは零となって，z（t）に関する情報は全く検出不能となる。このとき（52）は
　　　　　E［・（の2］…＝．、1＿＿．．＿＿．＿＿＿＿．．＿．＿＿＿＿＿．．．＿＿＿＿＿＿．．．（53）
　　　　　E［z（t）2］
となる。しかし実際の信号の検出の判定は次のようにすれば良い。（52）において
　　　　　響li為匹・－E［、翻診（ち・）・・x（t’・t－・）d・………・・…・………（54）
と変形する6左辺は明らかに非負であるからかんたんのためにくとおくと
　　　　　〈－1　　のとき信号の検出と判定しない｛　　　　　　　　　　　　　　　　　　　　　　　　　．．．．，．．，．．．．．．．．．齢．．．，．．．．．．．．．．．．．．（55）
　　　　　1＞〈≧0　のとき信号の検出と判定
によって判定すれば良い。〈の実際の計算は（55）の右辺によれ良い。
　もとも〒と検出問題においては最初に送られた信号ほ与えられているから，理想出ガとrしで
Z（のを仮定することは自然である。‘
　このように最適フィルタh（t，σ）を採用することによって，どのようなメリットがあるであ
ろうか。
　いまh（ちσ）を任意のフィルタにとれば（7）によって検出をするためには雑音の影響を消去
するのには前述のように充分長い相関時間をとる必要がある。また，もしも雑音n（t）が，通
常の雑音からはずれて充分信号性を持っている場合には相関時間を長くとってもその影響を取
り除くことは出来ない。しかし最適フィルタとしてh（t，のを採用すれば，相関時間に直接関
係なくジ’むしろ波形にもとついて信号に関する情報を検出してしまう。このとき，むしろ，
（14），　（15）をま
　　　　　　　　　　　　　co　　　　　　　　　P2＠、，　n21t、，　t2）一ΣΣρ，δ（π）（t・，　t2）V，（n・）V・＠2）q（ni）q（nz）
　　　　　　　　　　　　r＝Oδ＝0
　　　　　・rb・・）（t・，・t2）－E［Vr（nl）Vb（n2）］一∫：．．悔（n・）・・（n2）P・（nl，　n21tl，　t2）d・・d・n
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．．．曾．．．．．．．．．．．．＿．。．（56）
なる2重級数展開形を採るのが自然である。このとき9xx（t・，　t2）は
　　　　　　　　　　　　　　co　　　co　　　co　　　　　ePxx（tl，あ）＝ΣΣΣΣAiゴAklρik（s）（tl，　t2）ρゴ‘（n）（t1，あ）……・・…・………（57）
　　　　　　　　　　f30ゴ＝Ok＝Ol＝0
となる。また最適フィルタとしてh（ちσ）を採用するなら，周知のごとく線形フィルタよりも，
もともと入力自身は信号と雑音の非線形結合形を仮定しているから（6）よりも，
　　　　　・（t）　一　1，’K　［・・　・・　・（t－・）］d・……・……………・・…………・……・……・…・…（58）
なる非線形系フィルタを論じた方が信号に関連する情報をとり出すのに有利である7）。核関数
の直交展開すること等によつて種々検討されている7）・8）。
注’ 繽qするように（52）のz（t）の代わりに2（のを代入したもの
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7．　む　　す　　び
　ランダム信号がなお周期性を持っている場合のように，雑音との著しい相違を利用して自己
相関あるいは相互相関によって検出する問題に関する手法は，非定常性を信号に与えた場合，
あるいは定常性（エルゴード性を除く）を与えた場合には一一reに適用することはできない。そ
こで（6）なるランダム局部入力z（t）を発生させてみると
（1｝i雑音の通常の性質を利用することによって相問時間を長くとれば（20），（22）によって検出
　可能となる。この場合にはh（t，σ）は任意で良い。しかし意味のある，しかもかんたんなモ
　デルはこのようなフィルタを通さないで，ランダム局部入力を入力自身に採用する場合で，
　自己相関による検出となる。
②上の場合には相関時間を充分長くとらねぽいけなかったが，これは余り実際的ではない。
　そこで，フィルタh（ちσ）として，（51）の積分方程式の解，すなわち最適フィルタを採用す
　れば，相関時間とはことなった立場から検出可能である。この場合，実際の検出出力は
　g、x（t，　t一τ）（ただしT≧τ≧0）ではなくてランダム局部入力として実際にえられたをα）と
　の相互相関出力蛾。（ちt一τ）である。そうすると，あらかじめ定められた理想出力2（t）に
　関する情報の検出は
　　　　　〈　　　　　　　　　1＝1－　　　　　　E［を（t）2］∫詳（ち・）・・x（t’・t－・）d・……………・……・……・………（59）
　を求めて
　　　　　　　　　　　｛　　 　λ一1　　　のときは検出できない
　　　　　　　　　　　1＞λ≧0　　のときは検出できる
　と判定することに定める。このような最適フィルタh（t，σ）は理想出力Z（のに対しての広義
　のmatched丘1terと考えられる。
（3）最適フィルタh（t，σ）については線形よりもむしろ（58）で与えられるような非線形フィル
　タによる場合の方が与えられた信号，すなわち理想出力Z（t）により近づけさせることが可
　能なることが知られている7）。
（4）しかしながら，可変系の場合に最適フィルタを求めるのはきわめて困難であって，積分方
　程式の解として求めるよりも，むしろ状態ベクトル法によって微分方程式に帰着させる方が
　より得策であることが知られている9）10）。
　このように相互相関法による考え方を手がかりにして，以上の性質にもとついて，ランダム
信号（一般に非定常）の検出法の一手法を示した。
　なお，本研究は文部省科学研究費によることを付記すると共に，種々御討議をいただいてい
る本学教授，小川康男先生に感謝する。
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