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ABSTRACT
ANTARCTIC ICE SHEET STABILITY DURING WARM PERIODS:
INTEGRATING NUMERICAL MODELING WITH GEOLOGIC DATA
MAY 2022
ANNA RUTH WESTON HALBERSTADT, B.S., RICE UNIVERSITY
M.S., RICE UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Robert M. DeConto

Sea level rise is one of the major social and environmental challenges that
threatens modern civilization, yet the response of polar ice sheets to future warming is
deeply uncertain. Mass loss from the Antarctic Ice Sheet is projected to dominate global
sea level rise in the near future, but how much, and when, remains a key unknown. The
challenges associated with projecting Antarctica’s future sea level contribution are
derived from a knowledge gap of physical ice sheet processes in a world warmer than
today, and a lack of understanding of climatic thresholds that drive potentially
irreversible retreat.
Future and even modern climatic conditions are unprecedented within the last few
million years; therefore, we must look to the geologic record for a glimpse of prospective
Earth landscapes and climates. Past ‘warm periods’ (characterized by elevated
atmospheric CO2 and surface temperatures) can provide a window into the feedbacks and
instabilities that govern ice sheet dynamics under a fundamentally different climatic state.
In this work, I integrate process-based ice sheet modeling, climate modeling, and remote

vi

sensing observations along with geologic data to explore the stability and behavior of the
Antarctic Ice Sheet during past warm periods.
In Chapter 3, I investigate Antarctic ice sheet and climate evolution during the
mid-Miocene, a time period about 17 to 14 million years ago characterized by an epoch
of peak global warmth followed by glacial expansion. Coupled ice sheet and climate
model scenarios under varying boundary conditions provide continent-wide context for
localized geologic paleoclimate and vegetation records. I combine model simulations
with geologic constraints to make inferences about past CO2, tectonic uplift, and ice sheet
fluctuations across this key time period. Chapter 3 has been published in EPSL
(Halberstadt et al., 2021), with coauthors H. K. Chorley, R. H. Levy, T. Naish, R. M.
DeConto, E. Gasson, and D. E. Kowalewski.
In Chapter 4, I employ a similar modeling approach to address a long-standing
data-based discrepancy regarding the stability of the Antarctic Ice Sheet during past
warm periods. Marine data reconstruct periodic large-scale marine ice sheet fluctuations
since the mid-Miocene (suggesting a dynamic ice sheet response to past increases in
temperature and atmospheric CO2) while preserved terrestrial landforms reflect persistent
cold conditions (implying that the Antarctic Ice Sheet was largely insensitive during past
warm periods). I use high-resolution climate modeling under warm interglacial boundary
conditions to reconcile terrestrial persistent cold conditions with receded or collapsed ice
sheets during past warm periods. Chapter 4 will be published in Geology, with coauthors
D. E. Kowalewski and R. M. DeConto.
In Chapter 5, I focus on the modern ‘warm period’ using the satellite
observational record. Increased surface meltwater generated on ice shelves fringing the
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Antarctic Ice Sheet can drive ice shelf collapse, so it is crucial to quantify the historical
and current evolution of surface melt to better understand vulnerability of ice shelves.
Because in situ observations of surface melt are very sparse given the vast size of
Antarctica, I use remotely sensed data to map surface meltwater features from the
satellite record. I developed a new methodology to identify meltwater from multispectral
satellite images, using Google Earth Engine to train supervised image classification
algorithms and identify surface lakes. This work paves the way for automating lake
identification at a continental scale throughout the satellite observational record. Chapter
5 is published in Remote Sensing (Halberstadt et al., 2020), with coauthors C. J. Gleason,
M. S. Moussavi, A. Pope, L. D. Trusel, and R. M. DeConto.
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CHAPTER 1
INTRODUCTION

1.1 Motivation
Sea level rise is one of the most impactful and irreversible consequences of
anthropogenic CO2 emissions. Over 160 million people currently living along global
coastlines are at risk of permanent inundation by the year 2300; that number increases to
~950 million people (or 14% of the world population) displaced by sea level rise if
greenhouse gas emissions continue unabated (Kopp et al., 2017). Like most facets of
climate change, sea level rise will disproportionately affect low-income communities and
people of color (Hardy et al., 2017) and exacerbate economic inequalities and
environmental justice issues globally (IPCC, 2019). The fate of Antarctica – which is
intimately linked to the amount, rate, and distribution of future sea level rise – shapes
global coastlines and therefore has wide-ranging social and political ramifications.
Sea level rise is accelerating. Modern rates of sea level rise are nearly triple the
rates measured at the beginning of the observational period (IPCC, 2019; Hay et al.,
2015; Kopp et al., 2016). Observed 20th century sea level rise is attributed primarily to
thermal expansion of warming oceans combined with melt from the Greenland Ice Sheet
along with alpine glaciers and ice caps (IPCC 2021). The Antarctic Ice Sheet has a
delayed response to warming atmosphere and ocean temperatures; although it has
contributed a small percentage of historical sea level rise, Antarctic mass loss is currently
accelerating (Rignot et al., 2019) and is projected to dominate global sea level rise in the
coming centuries (Kopp et al., 2017).
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The future contribution of Antarctica to global sea level rise depends on
greenhouse gas emission pathways this century (DeConto et al., 2021). Apart from future
emissions scenarios, the largest uncertainties in future sea level projection derive from
Antarctic ice sheet dynamics. As air temperatures begin to generate significant meltwater
on the surface of the ice sheet (e.g., Bell et al., 2018), and warming ocean currents shift
and alter the patterns of heat transport to the ice sheet margin (e.g., Schmidtko et al.,
2014), Antarctica’s response to these perturbations is unprecedented yet critical to
constrain.
The past is the key to the future. To understand what the Earth will look like by
the end of the century and beyond, we must delve into the geologic record to past time
periods that resemble future climatic conditions. Therefore, this work reconstructs
Antarctic ice sheet dynamics during past warm periods and the modern satellite era to
explore the mechanisms that govern ice sheet stability under a fundamentally different
‘warm-world’ climatic state.

1.2 The Antarctic Ice Sheet
The Antarctic Ice Sheet (AIS) is a crucial component of Earth’s climate system.
Ice sheet dynamics impact global ocean volume and circulation, large-scale atmospheric
patterns, carbon cycling, and even Earth’s gravity field. In addition to shaping global
climate, the AIS also archives it: the sediment and rock record reveals past ice sheet
fluctuations, glacial ice encloses bubbles with fragments of old atmospheres, and the
crystallized ice itself contains isotopic information about global ice volume and climate
evolution across hundreds of thousands of years.
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Snow that falls on the dome-shaped ice sheet surface is slowly compacted into ice
that spreads out to the ice sheet margin as it deforms under its own weight. This slowly
spreading ice is outpaced, however, by corridors of fast-moving ice flow (aptly named ice
streams) that drain the majority of ice from the interior of continent to the margins
through dendritic networks of flow (Fig. 1.1). Most AIS mass loss occurs through melting
or calving of icebergs at the ice sheet margins where these ice streams meet the ocean
(the point where marine-terminating ice begins to float is called the ‘grounding line’).
Converging ice streams form large floating ‘ice shelves’ seaward of the grounding line;
many of these ice shelves provide buttressing back-forces that slow the flow velocity of
their ice stream tributaries (Dupont and Alley, 2005; Fürst et al., 2016).
The AIS is divided into two different regions, the West Antarctic Ice Sheet
(WAIS) and East Antarctic Ice Sheet (EAIS). Much of the WAIS and portions of the
EAIS sit on bedrock below sea level (i.e., ‘marine-based’), with grounding lines
submerged by as much as a kilometer (Fig. 1.1). Because so much of the AIS is marinebased, ice-ocean interactions play a crucial role in dictating ice sheet stability in addition
to surface mass balance feedbacks (see section 1.3).
The AIS contains the vast majority of Earth’s freshwater. If all ice currently
sequestered in the AIS was instantaneously added to the ocean, the equivalent global
mean sea level rise would be almost 200 ft (58 m; Fretwell et al., 2013). Antarctica’s sea
level contribution does not fill the global oceans like a bathtub, however; as mass is
shifted off the continent and into the oceans, Earth’s gravitational field adjusts
accordingly (Mitrovica et al., 2011) which produces spatially variable sea level change
(Fig. 1.2). Antarctica therefore plays a key role in shaping past and future global
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coastlines by controlling both the magnitude and the distribution of water in Earth’s
oceans.
In addition to directly controlling sea level, the AIS also plays a key role in
shaping global climate patterns. Modern ‘conveyor belt’ ocean circulation is driven by
deep water formation in polar regions (the North Atlantic and around the margins of
Antarctica; e.g., Heuzé, 2021). Through ocean – sea ice – ice shelf interactions, surface
waters become cold and dense, and sink to form deep water masses. The AIS therefore
regulates deep ocean convection. This global ‘conveyor belt’ ocean circulation pattern
currently serves to redistribute heat around the globe (Caesar et al., 2018), but may have
weakened or shut down entirely during past warm periods (Rahmstorf, 2002); indeed, it
is predicted that this overturning circulation will weaken in the future (‘very likely’; FoxKemper et al., 2021) due to changes in the polar regions. Weakening ocean circulation is
generally attributed to significant freshwater input in the North Atlantic or Antarctic
margin, as large-scale ice sheet mass loss produces a fresh (low salinity) surface layer in
the ocean that inhibits the vertical movement of water masses (e.g., Sadai et al., 2020).
The AIS also influences global climate by its vast size. With surface elevations of
the East Antarctic plateau reaching almost 5,000 m (~ 3 miles; Fig. 1.1) above sea level,
the AIS is one of the highest regions on Earth, and therefore impacts atmospheric
circulation. Changes in topography as the ice sheet loses or gains mass impacts the global
energy budget as well as rainfall patterns (Tewari et al., 2021). Global atmospheric and
oceanic circulation patterns are inherently linked to AIS freshwater input and ice-ocean
interactions (Berk et al., 2021); for example, Southern Ocean sea ice cover, ocean
circulation, and the strength and position of the Southern Hemisphere westerlies are all

4

intimately coupled (e.g., Toggweiler and Russell, 2008; Menviel et al., 2010; Levy et al.,
2019). The AIS even influences the global carbon cycle through biogeochemical and
physical weathering processes as well as storage and cycling of nutrients (Wadham et al.,
2019).
Reconstructing AIS evolution during past warm periods is therefore crucial for
understanding Earth’s climate on many levels, although the work presented here focuses
mainly on AIS configuration and contribution to global sea level.

1.3 Ice sheet dynamics and feedback mechanisms
Much of the Antarctic Ice Sheet (AIS) rests on submarine bedrock up to 1 km
below sea level (Fig. 1.1), which often slopes downward towards the center of the
continent (a ‘reverse bed slope’). These marine-based sectors of the AIS are especially
vulnerable to ocean warming. Warm water masses at depth flow onto the continental
shelf, destabilizing ice shelves by melting from below (Shepherd et al., 2004; Pritchard et
al., 2012; Smith et al., 2020), prompting ice stream acceleration that leads to ice mass
loss (Fürst et al., 2016; Reese et al., 2017; Gudmundsson et al., 2019). Today, the
Southern Ocean is warming faster than most other parts of the global ocean (Levitus,
2012) with wide-reaching implications for future global temperature change (Zhou et al.,
2021).
Reverse bed slopes in deep marine basins are susceptible to two hypothesized
positive feedback mechanisms that can drive rapid ice sheet mass loss. ‘Marine ice sheet
instability’ (Fig. 1.3) describes how initial grounding-line retreat on a reverse bed slope
triggers a nonlinear grounding-line retreat because ice flow across the grounding line is
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strongly dependent on ice thickness (Schoof, 2007; see section 2.1). Ice thickness
increases upstream over a reverse bed slope, so retreat will continue until the grounding
line reaches a pinning point or change in bed slope, causing a reduction of ice thickness.
This process is thought to have already begun in sensitive areas where warm water
masses have generated subsurface melt near the grounding line and prompted initial
grounding-line retreat (Favier et al., 2014).
In addition to sub-ice-shelf ocean melting, surface processes can also destabilize
ice shelves. As warmer air temperatures begin to produce significant surface meltwater
on the ice shelves that fringe the ice sheet margin (Fig. 1.1), water-filled crevasses can
hydrofracture through the full ice shelf thickness and cause it to break apart (e.g.,
Banwell et al., 2013; Pollard et al., 2015; see section 1.5 for further discussion of the
surface meltwater and its role in destabilizing ice shelves). The removal of a buttressing
ice shelf can trigger marine ice sheet instability as described above, but also can produce
very tall ice cliffs that are inherently unstable and fail structurally (‘marine ice cliff
instability’, Fig. 1.3; Bassis and Walker, 2012) leading to runaway grounding-line retreat.
The marine ice cliff instability mechanism is sensitive to air temperature and has the
potential to become a significant source of Antarctic mass loss (i.e., contribution to global
sea level), with faster rates of mass loss than marine ice cliff instability (DeConto et al.,
2021).
Previously, process-based ice sheet models had been unable to reproduce the
magnitude of sea level rise during past warm periods: despite warm air and ocean
temperatures, the AIS mass loss that was reproduced by ice sheet models underestimated
the amount of past sea level rise inferred from geologic records. With the inclusion of
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marine ice cliff instability, models can now simulate large-scale deglaciation of deep
marine basins that produce enough mass loss from the AIS to satisfy the geologic paleosea-level record (DeConto and Pollard, 2016).
Marine ice sheet and ice cliff instability mechanisms can trigger large sectors of
the ice sheet to ‘collapse’ (i.e., lose mass rapidly), discharging significant quantities of
freshwater and icebergs into the Southern Ocean. This freshwater input drives additional
positive and negative feedback loops: model studies of oceanic response to surface
freshwater input (Bronselaer et al., 2018; Golledge et al., 2019; Sadai et al., 2020) show
inhibited ocean stratification leading to extensive sea ice growth and decreasing surface
air temperatures (a negative feedback, suppressing further ice sheet mass loss via
increased albedo and reduced surface meltwater production on ice shelves), while
subsurface heat accumulates (a positive feedback, enhancing further ice sheet mass loss
via enhanced sub-ice-shelf melt).
Another mechanism that influences ice sheet growth and decay is the ‘massbalance elevation feedback’ (Weertman, 1961) regarding how temperature and
precipitation change with elevation. This process acts on the ice sheet surface, rather than
at marine grounding lines, and therefore influences both terrestrial and marine-based ice
sheets. During past warm conditions, for example, the ice sheet surface elevation is
lowered as it loses mass. The ice sheet can experience a positive surface mass-balance
feedback as the ice surface encounters the warmer air temperatures that exist at lower
elevations (following the atmospheric lapse rate) which drives additional mass loss. At
the same time, the enhanced moisture capacity of warmer air can drive a negative surface
mass-balance feedback due to increased precipitation. These temperature- and
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precipitation-driven negative and positive feedback mechanisms can operate not just
dynamically due to surface lowering but also due to a shift in background climate. During
past (and current/future) warm periods, increased insolation and elevated greenhouse gas
concentrations produce warmer air masses regardless of elevation, and the resulting
increase in moisture capacity can similarly increase precipitation across the Antarctic
continent.
These feedback mechanisms influence ice sheet stability during past warm
periods, as well as into the future. Process-based ice sheet and climate models represent
these physical feedbacks through mathematical expressions and simplified
parameterizations (see section 2.1) in order to perform realistic and robust yet
computationally feasible simulations of ice sheet evolution.

1.4 Past warm periods
Past warm periods provide useful analogues for Earth’s future. During the last
two centuries, atmospheric CO2 concentrations have risen well above preindustrial levels
(~280 ppm) and exceeded even the highest Pleistocene interglacial CO2 levels (Fig. 1.4).
Therefore, to identify a past time period that might serve as an analogue, is necessary to
look back in time millions of years ago when CO2 and global temperatures were similar
to modern and future projected values (Burke et al., 2018). The early Eocene, midMiocene, mid-Pliocene, and Last Interglacial time periods are all possible analogs for
modern and future climate due to elevated surface temperature and CO2 and have
therefore been targeted by the scientific community for systematic study (e.g., Dowsett et
al., 2016; Burke et al., 2018; Steinthorsdottir et al., 2020).
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As evident in Figure 1.4, the warmest past climatic conditions occurred in the
early Eocene, prior to the initiation of the continental-scale AIS at ~34 Ma (Kennett,
1977; although Gulick et al., 2017 reconstruct periodic Eocene alpine glaciation of the
East Antarctic Ice Sheet). The early Eocene is characterized by extremely high CO2
concentrations and an absence of continental ice sheets, thereby presenting a dire warning
about future climates under unmitigated emissions pathways. However, its utility as a
future analog is limited due to a differing tectonic configuration; modern circumpolar
ocean circulation around Antarctica was not yet established (with the opening of the
Drake and Tasman ocean gateways; Lawver and Gahagan, 1998; Exon et al., 2000).
Thermal insulation of Antarctica by circumpolar currents played a secondary yet
influential role in ice sheet buildup and therefore stability (e.g., Kennett, 1977; DeConto
and Pollard, 2003).
The Last Interglacial is the most recent past warm period, so tectonic boundary
conditions were the most similar to today. However, modern CO2 concentrations have
already exceeded the highest Last Interglacial concentrations (~290 ppm; Köhler et al.,
2017), so this time period is not usually considered an analog for future climate. It should
be noted, however, that the stability of marine-based portions of the AIS during the Last
Interglacial is still unknown (e.g., Dutton et al., 2015; Bamber et al., 2009; Joughin and
Alley, 2011). The possibility of Last Interglacial ice sheet collapse under CO2
concentrations much lower than today reflects the importance of considering time scale
and duration of warm climatic conditions rather than just peak values. Centennial-scale
response times of various components of the Earth system, especially the cryosphere,
cause a lag between the CO2 forcing and the ensuing global climate response (such as ice
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sheet collapse) by hundreds of years. In other words, the modern ice sheet is not in
equilibrium, and historical CO2 emissions may have already committed us to future ice
sheet collapse (e.g., Golledge et al., 2015; DeConto et al., 2021). Reconstructing ice sheet
behavior during the Last Interglacial can therefore provide important information about
the amount of sea level rise that is already unavoidable (‘committed’ sea level rise).
This work, however, investigates the mid-Miocene warm period (Chapter 3) when
CO2 and surface temperatures were similar to future emission scenarios (Burke et al.,
2018; Meinshausen et al., 2020; Steinthorsdottir et al., 2020). We also investigate ice
sheet dynamics during subsequent past warm periods with elevated CO2 and surface
temperatures (Chapter 4). Although these epochs occurred millions of years ago,
continental positions were approximately similar, supporting generally modern ocean and
atmospheric patterns. AIS bed topography was slightly different, especially on the
continental shelf: cyclic advance and retreat of marine ice sheets slowly eroded the outer
shelf throughout the Plio-Pleistocene and overdeepened the continental shelf (e.g.,
Anderson et al., 2018; Colleoni et al., 2018; Hochmuth et al., 2020; which facilitates the
marine ice sheet instability mechanism, see section 1.3). Tectonic and thermal evolution
of the continent has driven mountain uplift since the mid-Miocene (e.g., Fitzgerald, 2002;
Paxman et al., 2019a) and controls the geothermal heat flux at the base of the ice sheet.
These factors must be taken into consideration when using past reconstructions of ice
sheet behavior to infer future dynamics.
Future work will also explore the mid-Pliocene warm period. By this time,
Antarctica’s tectonic configuration and continental shelf profiles were similar to modern
(Lawver and Gahagan, 2003; Colleoni et al., 2018; Hochmuth and Gohl, 2019). During
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the Pliocene, global mean sea level fluctuated as much as ~25 meters between glacial and
interglacial periods (Grant et al., 2019), suggesting that both AIS and Northern
Hemisphere ice sheets waxed and waned. A major effort of the scientific community
entails disentangling the global sea level contributions from Antarctica, Greenland, and
other Northern Hemisphere ice sheets during this key time period.

1.5 The modern “warm period”: surface meltwater and ice shelf vulnerability
This work integrates the study of ice sheet dynamics during past warm periods
with ice sheet processes observable during the modern “warm period” (i.e., recent
decades characterized by increasing atmospheric CO2 concentrations). Studying the
modern warm period leverages the high spatial and temporal scales of available datasets,
which are orders of magnitude higher resolution than the geologic record of past warm
periods. However, these rich datasets capturing Earth surface processes are only available
since the large-scale sensor deployment of the satellite era, and do not have the benefit of
context on geologic timescales. Integrating studies of past warm periods with a robust
understanding of modern processes is key: reconstructing ice sheet dynamics during past
warm periods provides crucial context for modern changes and aids in projections of
future ice sheet evolution, while a sophisticated understanding of ice sheet stability based
on modern processes is required to explore possible dynamic instabilities operating in the
past. For example, from geologic data we infer that marine ice cliff instability occurred
during past warm periods based on high global sea levels (Dutton et al., 2015) and deep
iceberg gouges on the seafloor (Wise et al., 2017), but only in recent decades can we
observe relevant processes that destabilize the AIS occurring in real-time, and use this
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information to build a more robust prediction of when and how marine ice cliff instability
might be triggered in the future.
The future stability of Antarctica’s ice shelves is of particular concern (e.g., FoxKemper et al., 2021). Ice shelves can be destabilized at their bases as rising ocean
temperatures drive sub-ice-shelf basal melt (Pritchard et al., 2012), and they can also be
destabilized at their surfaces as rising air temperatures drive surface meltwater production
(van den Broeke, 2005; Gilbert and Kittel, 2021).
Surface meltwater on ice shelves (explored in Chapter 5) has the potential to
trigger hydrofracture and drive ice shelf collapse (section 1.3). Warm air temperatures as
well as katabatic winds produce melt along the fringes of the AIS (Trusel et al., 2015;
Lenaerts et al., 2017; Wille et al., 2019); this liquid water can percolate into the ice
matrix (firn) if pore spaces are unsaturated, or pond in surface depressions underlain by
less permeable ice. Surface lakes, streams, and slush (saturated firn) evolve complex
drainage systems and transport meltwater across the ice shelf surface (e.g., Kingslake et
al., 2017; Dell et al., 2020). These surface meltwater features can impact ice shelf
stability by causing stress variations due to the movement of liquid water on the ice shelf
surface (e.g., Scambos et al., 2000; MacAyeal et al., 2003; Banwell et al., 2013, 2014),
and also by driving firn densification which increases ice shelf vulnerability through
surface meltwater ponding and subsequent hydrofracture (Hubbard et al., 2016).
Hydrofracture occurs when the hydrostatic pressure in a water-filled crevasse under a
tensile stress regime exceeds the crysostatic pressure and drives rift propagation (Nick et
al., 2010; Pollard et al., 2015).
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Recent decades have seen progressive ice shelf disintegration along the Antarctic
Peninsula largely driven by atmospheric warming; the -9° air temperature isotherm is
thought to represent a threshold for ice shelf viability (Cook and Vaughn, 2010).
Specifically, the high-profile, rapid, and extensive collapse of the Larsen B Ice Shelf in
2002 is attributed to an increase in surface melt on the ice shelf surface (Scambos et al.,
2003; Sergienko and MacAyeal, 2005). Prior to collapse, the Larsen B Ice Shelf was
covered by surface meltwater lakes, which drained rapidly and triggered disintegration
(Banwell et al., 2013, 2014). Since then, an increasing number of studies have
investigated ice shelf surface hydrology and its impact on ice shelf stability (e.g., Bell et
al., 2017; Kingslake et al., 2017; Stokes et al., 2019). Remote sensing analyses have
revealed widespread and pervasive surface meltwater drainage systems across the AIS;
the impact of these features on ice shelf stability remains a key research question.
The degree to which future atmospheric warming can drive AIS mass loss
depends on (a) the accumulation of surface meltwater on each ice shelf; (b) the
vulnerability of each ice shelf to hydrofracture if inundated with meltwater; and (c) the
buttressing effect provided by each ice shelf (Lai et al., 2020). Using this framework,
approximately 60% of the modern ice shelves that fringe the AIS and buttress interior ice
are vulnerable to hydrofracturing (e.g., in a tensile stress regime; Lai et al., 2020).
Therefore, investigating surface meltwater evolution in the recent past (Chapter 5) is
crucial for building an understanding of future melt production, with direct implications
for future AIS mass loss via collapse of vulnerable ice shelves.
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Figure 1.1 Fast-flowing ice streams drain interior ice at velocities that can exceed 1 km/year (left
panel from Rignot et al., 2011). Ice streams converge to form floating ice shelves; the grounding
line delineates these floating ice shelves from inland (grounded) ice. The West Antarctic Ice Sheet
(WAIS) and portions of the East Antarctic Ice Sheet (EAIS) are grounded well below sea level.
The ice sheet surface and bed topography data plotted here are from Fretwell et al. (2013).
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Figure 1.2 Spatially variable sea level rise patterns occur from melting of the West Antarctic Ice
Sheet (WAIS; left panel) and East Antarctic Ice Sheet (EAIS; right panel). Shading represents the
fraction of global mean sea level (GMSL) that results from ice sheet melt (figure modified from
Douglas et al., 2016, who used ice sheet ‘fingerprints’ produced by Mitrovica et al., 2011). For
example, Boston, MA, denoted by a star, is particularly vulnerable to melting of the WAIS; if the
WAIS contributed 1 meter to global mean sea level, Boston would experience 125% of the
expected sea level rise (e.g., 1.25 m). When ice is lost from the WAIS or EAIS, regional sea level
drops near the area losing mass (dark blue shading).
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Figure 1.3 Marine ice sheet instability (MISI) and marine ice cliff instability (MICI) feedback
mechanisms (schematic from DeConto and Pollard, 2016). MISI occurs when a perturbation, in
this case warm ocean water generating sub-ice-shelf melt (a) triggers initial grounding-line
retreat (b). As the grounding line retreats on the reverse-sloping bed, increasing ice thickness at
the grounding line drives correspondingly increased ice flux (c) which creates a positive feedback
loop on a reverse-slope bed. MICI occurs when surface water (d) drives crevasse penetration
(hydrofracture) and ice shelf disintegration (d,e). The removal of buttressing forces provided by
the ice shelf creates an unstable cliff face that undergoes brittle fracture and triggers rapid
grounding line retreat (f).
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Figure 1.4 Atmospheric CO2 concentrations and surface temperature anomalies reconstructed
for the past 60 Myr (million years) and into the future; modified from Burke et al. (2018). Past
warm periods are labeled in red, along with the ‘preindustrial’ period and the modern ‘warm
period’ (the satellite era).
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CHAPTER 2
METHODS

2.1 Ice sheet modeling
The Penn State University Ice Sheet Model (ISM; fully described in Pollard and
DeConto, 2012a) is an established three-dimensional thermomechanical ice sheet-shelf
model. Ice behaves as a non-Newtonian viscoelastic fluid; the nonlinear relationship
between strain (𝜀𝜀) and stress (𝜏𝜏) is dependent on temperature (T) and represented by
Glen’s Flow Law:
𝜀𝜀 = 𝐴𝐴(𝑇𝑇)𝜏𝜏 𝑛𝑛

(1)

Three-dimensional representation of ice flow is complex and computationally expensive,
so the ISM employs a series of approximations and parameterizations to make large-scale
and long-term simulations feasible. These simplifications enable us to perform the
continent-wide simulations across thousands to millions of years that are described in this
work.
One major simplification is the hybrid combination of the scaled Shallow Ice
Approximation (SIA) and Shallow Shelf Approximation to simplify the physics of
stresses and strains within the ice sheet. The SIA is used when large-scale grounded ice
flow is dominated by vertical shear, so that the lateral movement of the ice is small
compared to its thickness, and driving stresses are balanced by basal friction. The SSA
applies to ice shelves and fast flowing ice streams where basal friction approaches zero;
here, flow is dominated by horizontal stretching. In regions where both horizontal and
vertical stresses are significant, the ISM solves both SIA and SSA equations for each grid
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cell and scales the contribution of both flow laws based on the magnitude of the basal
sliding coefficient 𝐶𝐶(𝑥𝑥, 𝑦𝑦). This approach is widely used and is generally considered a
robust representation of the computationally prohibitive full Stokes equations.

The spatially variable basal sliding coefficient 𝐶𝐶(𝑥𝑥, 𝑦𝑦) is inferred from the modern

ice configuration using inverse methods (Pollard and DeConto, 2012b), and is also used
to determine how basal stress 𝜏𝜏𝑏𝑏 affects ice flow velocity 𝑢𝑢𝑏𝑏 via the basal sliding law:
𝑢𝑢𝑏𝑏 = 𝐶𝐶(𝑥𝑥, 𝑦𝑦) |𝜏𝜏𝑏𝑏 |𝑚𝑚−1 �
𝜏𝜏𝑏𝑏

(2)

Near the grounding line, where grounded ice transitions to a floating ice shelf, all
stresses are important for capturing ice dynamics and grounding-line migration. Rather
than attempting to resolve the grounding-zone boundary layer at a sufficiently high
resolution, the ISM instead applies an analytic constraint on the flux of ice across a
migrating grounding line. The Schoof (2007) grounding-line parameterization takes the
SIA-SSA solution and calculates ice flux across the grounding line 𝑞𝑞𝑔𝑔 as a function of ice
thickness ℎ𝑔𝑔 :
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The middle term accounts for back-stress at the grounding line due to buttressing (for
example, by pinning points downstream, or side shear). Most notable in Equation (3) is
that ice flux across the grounding line scales exponentially with ice thickness at the
grounding line (to the power of about 5). The one-dimensional Schoof (2007)
parameterization has been modified to represent two-dimensional ice flow using an
additional buttressing factor, to account for lateral buttressing forces acting at the
grounding line (Pollard and DeConto, 2020).
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These computational simplifications allow for simulations spanning entire ice
sheets over long timescales while still producing results similar to more computationally
intensive numerical schemes. The ISM grounding-line dynamics compare favorably in
idealized model intercomparison studies (Pattyn et al., 2012, 2013), although differences
are more pronounced at smaller spatial and temporal scales (Pattyn and Durand, 2013).
Prescribed boundary fields include equilibrium bedrock topography, load
conditions, basal sliding coefficients, geothermal heat flux, and sea level. Ice velocities
are calculated, and prognostic equations solved for the evolution of ice thickness, ice
temperature, and subglacial bedrock deformation. Isostatic adjustment to ice load changes
is modeled as an elastic lithospheric plate above local time-lagged mantle relaxation.
Surface air temperature and precipitation fields are input into the ISM and used to
calculate surface mass-balance; monthly climatology can be parameterized or provided to
the ISM from climate model output (as in Chapters 3 and 4). Climate model air
temperature and precipitation fields are modified as necessary based on the elevation
dependence of precipitation and temperature. For ice shelves, calving rates and sub-iceshelf oceanic melting rates are parameterized based on an ocean temperature field while
considering the depth-dependence of melting/freezing temperatures.
More recently, warm-world model physics have been incorporated into the ISM.
As air temperatures increase, surface meltwater production destabilizes ice shelves
through liquid-water-driven crevasse propagation and cliff failure (hydrofracturing;
Pollard et al., 2015; see section 1.3). With these meltwater-driven physically based
parameterizations, ISM simulations of past warm periods can reproduce the large
Antarctic sea level contributions (Pollard et al., 2015; DeConto et al., 2021) which have

20

been inferred from the geologic record (e.g., Dutton et al., 2015) but models have
previously failed to capture.

2.2 Climate modeling
Climate models are used to provide surface climatology to the ISM, as well as
simulate paleoenvironments (Chapters 3 and 4). Although the ISM can accommodate
coarse resolution climatologies such as produced by a global climate model (GCM), lowresolution model output poorly captures ablation zones at the edge of the ice sheet where
elevation gradients are steep (Goosse et al., 2012), despite the ISM lapse rate corrections
for temperature and precipitation. Therefore, in this work we use a regional climate
model (RCM) to downscale GCM output over just Antarctica and provide a higher
resolution (10 – 40 km) climatology to the ISM.
GENESIS (version 3.0) is a GCM with 18 vertical layers and a spectral T31
model resolution. The atmospheric component of the GCM considers large-scale
dynamics, convection, solar and infrared radiation, clouds, and precipitation, and includes
a diurnal cycle. The land surface is modeled at a higher resolution of 2° x 2°. A land
surface transfer model is used to account for the physical effects of vegetation
(BIOME4). Radiant and turbulent fluxes are calculated between the atmospheric GCM,
vegetation at the surface of the Earth, and the soil or snow surface below the vegetation
layer. A six-layer soil model below the land surface tracks the evolution of heat and
moisture, with an additional three-layer snow model for soil, ice sheet, and sea ice
surfaces. A six-layer thermodynamic sea ice model computes the local freezing and
melting of ice on the ocean surface. In this work, we use the GENESIS slab ocean model
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rather than prescribing surface ocean temperatures. The 20-layered coupled oceanic
GCM predicts horizontal and vertical velocity, temperature, and salinity fields; it receives
surface forcing fields from the atmospheric GCM, and heat flux and momentum transfers
are calculated between the two models. Additional details about the GENESIS GCM can
be found in Alder et al. (2011).
Meteorological boundary conditions from the GCM, saved at intervals of 6 model
hours, are used to drive the RCM RegCM3 (Pal et al., 2007) at a higher resolution over
Antarctica. RegCM3 is a dynamical-downscaling climate model with interactive
components of radiative transfer, dynamic and convective precipitation, a biosphere, and
a representation of ocean and lake water bodies. The BIOME4 vegetation model from the
GCM is used to dictate surface type in the RCM. RCM output is then analyzed and
compared to paleoenvironmental conditions, and/or integrated into the ISM to determine
surface mass balance and ice sheet thermodynamics.

2.3 Remote sensing techniques and meltwater detection
A major challenge associated with reconstructing past climates many millions of
years ago is that geologic datasets to constrain ice sheet and climate model simulations
are sparse and have large uncertainties. Therefore, an advantage of studying the modern
‘warm period’ is the increasing availability of remotely sensed information about the
Earth’s surface. Remote sensing uses a range of tools, sensors, data and techniques to
study the surface processes by recording the amount of energy emitted or reflected by a
target object. Human eyes are capable of registering solar light that is reflected by a target
object within the 400 to 700 nm range of the electromagnetic spectrum (Sliney, 2016),
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but remote sensing tools can visualize electromagnetic radiation outside of this range.
While early remote sensing methods were developed from flight photography (e.g.,
Cohen, 2000), most modern remotely sensed observations are made from satellites
orbiting the Earth. Landsat 1 was the first multispectral satellite to be deployed, with
successive launches every 3-4 years. In this work (Chapter 5), we employ imagery from
Landsat 8, the most recent and highest-resolution sensor in the Landsat series. The
Landsat series are passive remote sensing instruments; they rely on naturally reflected
radiation from the target body (rather than an active sensor that transmits signals from the
instrument itself and records the signal returned by the target body). This presents one of
the many unique challenges of data collection over Antarctica; because Landsat relies on
passive radiation, optical imagery is unavailable during the dark (austral) winter months.
The Landsat 8 satellite operates on a 16-day repeat cycle, with each scene 185 km
x 180 km. Two instruments aboard Landsat 8 produce the multispectral data used in
Chapter 5: the Operational Land Imager sensor collects data for 9 spectral bands, and the
Thermal Infrared Sensor collects thermal data for 2 bands (Table 2.1).
Throughout the last few decades, the extensive development and deployment of
satellite based observational systems have produced datasets that are exponentially
increasing in size. With petabytes of data freely available, the limiting factor in
investigating our rapidly changing environment with remotely sensed information is the
research time to load, process, store, and analyze these large datasets. It is therefore
imperative that automatic and semi-automatic workflows are developed in order to
process and interpret large datasets quickly. Machine learning, when applied carefully
and systematically, can parse large amounts of data and produce meaningful information.
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These techniques are especially powerful when applied within cloud computing platforms
such as Google Earth Engine (GEE; https://earthengine.google.com) that are designed to
store and process large datasets. GEE is a freely available platform that facilitates access
to high-performance computing resources for anyone with internet access. In Chapter 5,
we use GEE to load and process very large geospatial datasets (specifically, Landsat 8
imagery) and utilize the supervised and unsupervised classification algorithms that are
made available in the built-in GEE library of functions.
Remote sensing techniques are becoming increasingly popular to investigate
surface meltwater features on the Antarctic Ice Sheet. Single- or multi-band thresholds
have been used to classify pixels based on their spectral properties (e.g., Box and Ski,
2007; Yang and Smith, 2013; Banwell et al., 2014; Pope et al., 2016). Many studies using
band thresholding methods employ the normalized ratio of red and blue bands to identify
meltwater, because red wavelengths are more attenuated than blue wavelengths within a
liquid water column (e.g., Yang and Smith, 2013). Thresholding methods have been
increasingly refined, such as with a dynamic moving window approach (comparing each
pixel to the mean of surrounding pixels; Williamson et al., 2017) or the incorporation of
more bands (Moussavi et al., 2020). Recently, machine learning techniques have been
applied to the problem of surface meltwater detection (Dirscherl et al., 2020, 2021;
Halberstadt et al., 2020; Dell et al., 2021). Compared to traditional (threshold-based)
classification methods, machine learning can better handle complex datasets with more
predictor variables (Maxwell et al., 2018). Furthermore, machine learning utilizes the full
spectral diversity of input data, which a human user could not fully interpret. See Chapter
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5 for a review of previous efforts to map surface meltwater and further discussion of
remote sensing and machine learning techniques.
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Table 2.1 Landsat 8 band designations (usgs.gov)

Bands
Band 1 - Coastal aerosol
Band 2 - Blue
Band 3 - Green
Band 4 - Red
Band 5 - Near Infrared
Band 6 – Shortwave Infrared 1
Band 7 - Shortwave Infrared 2
Band 8 - Panchromatic
Band 9 - Cirrus
Band 10 - Thermal Infrared 1
Band 11 - Thermal Infrared 2
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Wavelength Resolution
(micrometers) (meters)
0.43-0.45
30
0.45-0.51
30
0.53-0.59
30
0.64-0.67
30
0.85-0.88
30
1.57-1.65
30
2.11-2.29
30
0.50-0.68
15
1.36-1.38
30
10.6-11.19
100
11.50-12.51
100

CHAPTER 3
CO2 AND TECTONIC CONTROLS ON ANTARCTIC CLIMATE AND ICESHEET EVOLUTION IN THE MID-MIOCENE
Halberstadt, A. R. W., Chorley, H., Levy, R. H., Naish, T., DeConto, R. M., Gasson, E.,
& Kowalewski, D. E. (2021). CO2 and tectonic controls on Antarctic climate and icesheet evolution in the mid-Miocene. Earth and Planetary Science Letters, 564, 116908.
3.1 Abstract
Antarctic ice sheet and climate evolution during the mid-Miocene has direct
relevance for understanding ice sheet (in)stability and the long-term response to elevated
atmospheric CO2 in the future. Geologic records reconstruct major fluctuations in the
volume and extent of marine and terrestrial ice during the mid-Miocene, revealing a
dynamic Antarctic ice-sheet response to past climatic variations. We use an ensemble of
climate - ice sheet - vegetation model simulations spanning a range of CO2
concentrations, Transantarctic Mountain uplift scenarios, and glacial/interglacial climatic
conditions to identify climate and ice-sheet conditions consistent with Antarctic midMiocene terrestrial and marine geological records. We explore climatic variability at both
continental and regional scales, focusing specifically on Victoria Land and Wilkes Land
Basin regions using a high-resolution nested climate model over these domains. We find
that peak warmth during the Miocene Climate Optimum is characterized by a thick
terrestrial ice sheet receded from the coastline under high CO2 concentrations. During the
Middle Miocene Climate Transition, CO2 episodically dropped below a threshold value
for marine-based ice expansion. Comparison of model results with geologic data support
ongoing Transantarctic Mountain uplift throughout the mid-Miocene. Modeled ice sheet
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dynamics over the Wilkes Land Basin were highly sensitive to CO2 concentrations. This
work provides a continental-wide context for localized geologic paleoclimate and
vegetation records, integrating multiple datasets to reconstruct snapshots of ice sheet and
climatic conditions during a pivotal period in Earth’s history.

3.2 Introduction
The mid-Miocene was significantly warmer than present and was characterized by
a dynamic Antarctic Ice Sheet (AIS), with major fluctuations in the volume and extent of
terrestrial and marine-based ice sheets (Gasson et al., 2016a; Levy et al., 2016; Sangiorgi
et al., 2018; Miller et al., 2020). Based on deep-ocean oxygen isotope sediment records,
the Miocene Climatic Optimum (MCO; ~17-14.8 Ma) was identified as a period of
unusual global warmth punctuating a long term cooling trend, during which the AIS was
highly dynamic and fluctuated on orbital timescales (Shevenell et al., 2008; Liebrand et
al., 2011; Holbourn et al., 2013). The subsequent Middle Miocene Climate Transition
(MMCT; 14.8-13.85 Ma) was characterized by interglacials that remained warm but
glacials that increasingly intensified, culminating in one of the major cooling and ice
expansion events during the Cenozoic evolution of the AIS. These prominent climatic
variations have been attributed to atmospheric CO2 drawdown, orbitally driven
temperature and precipitation variations, ocean circulation changes, and/or ocean
gateway reconfiguration (Flower and Kennett, 1994; Shevenell et al., 2008; Badger et al.,
2013; Holbourn et al., 2015; Levy et al., 2019). However, considerable uncertainty
surrounds the climate and tectonic boundary conditions throughout the Miocene.
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Geological data from a range of different proxies indicate that atmospheric CO2
concentrations were higher than preindustrial levels during the MCO and decreased
across the MMCT (Fig. 3.1). Various methods have been used to reconstruct past CO2
through the mid-Miocene, together producing a wide range of estimates with values that
range from 280 to over 800 ppm (Fig. 3.1), although work is ongoing to determine the
most reliable proxy estimate for this time period.
The Transantarctic Mountains (TAM; Fig. 3.2), are a mountain chain over 5000
km long that divides the West Antarctic Rift System from the East Antarctic craton.
Many of the key terrestrial geologic datasets spanning the Miocene are in or near the
TAM (Fig. 3.2), and the reconstructed climate and ice-sheet implications of these records
are highly sensitive to elevation. The northern and central TAM, at present-day peak
elevations of >4000 m, have undergone a spatially and temporally complex uplift since
the Cretaceous (ten Brink et al., 1997; Kerr et al., 2000; Fitzgerald, 2002; Lisker et al.,
2014; Paxman et al., 2019a). Glacial erosion and resulting isostatic uplift have further
modified TAM elevations since ice-sheet inception at 34 Ma (Paxman et al., 2019b). The
timing and interplay of thermal, tectonic, and erosional drivers of TAM uplift are
relatively poorly constrained (Stern et al., 2005; Paxman et al., 2019a). Despite
uncertainty over the style and timing of uplift, the TAM has played a significant role in
the growth and stability of the East Antarctic Ice Sheet (EAIS), acting to buttress growth
and limit ice flow through to the coast, but also as a focus of ice sheet nucleation (Gasson
et al., 2016a).
We explore the large uncertainties in CO2 and TAM uplift by modeling the range
of possible boundary conditions that could have produced the paleoenvironments
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reconstructed from geologic data. We investigate Antarctic climate and ice-sheet
configuration under a range of past CO2 concentrations, TAM uplift scenarios, and
glacial/interglacial climates using coupled climate and ice-sheet models. Our work
expands on previous model investigations of the mid-Miocene (e.g., Langebroek et al.,
2009; Gasson et al., 2016a) by including modeled CO2 and topographic boundary
conditions and implementing a detailed and systematic model/data comparison to
evaluate our novel results.

3.3 Methods
Our model approach asynchronously couples an ice-sheet model (10 km
resolution) with a global climate model (2° resolution) downscaled to a regional climate
model over Antarctica (60 km resolution) and includes interactive vegetation. Nested
climate models (Fig. 3.2a,b) are conducted at a 15 km resolution. To encompass all
possible warm worlds throughout the Miocene, our model ensemble spans 280 ppm to
1140 ppm CO2. We use a 14 Ma Antarctic topographic reconstruction (Paxman et al.,
2019b) that places the TAM at near-modern elevation with partial incision of TAM
valleys. We hinged TAM elevations following a flexural cantilever model for TAM uplift
(Stern and ten Brink, 1989), lowering the free end by 300m, 500m, and 800m, and raising
it by 300m, to encompass all possible uplift histories. In addition to varying topography
and CO2, we simulate a ‘glacial’ or ‘interglacial’ climate that is independent of the
prescribed atmospheric CO2 concentration. ‘Interglacial’ climates are represented with an
austral astronomical configuration favorable for Antarctic deglaciation and an additional
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Southern Ocean heat flux (Gasson et al., 2016a); ‘glacial’ climates are represented with a
cold austral astronomical configuration and no added heat flux.
We note that the CO2 concentrations reported here are dependent on climate
model physics, and should be placed into context within a long-standing challenge to
model the reconstructed mid-Miocene warmth under relatively low CO2 concentrations
(Langebroek et al., 2009; Gasson et al., 2014; Steinthorsdottir et al., 2020). The climate
models used in this study (GENESIS, downscaled with RegCM3) have a climate
sensitivity of 2.9°C warming per CO2 doubling(DeConto et al., 2012b); for context,
climate sensitivity in the most recent climate model intercomparison project ranges from
1.8°C to 5.6°C (Meehl et al., 2020). A climate model with higher climate sensitivity or
increased polar amplification could satisfy the same geological constraints at lower
modeled CO2; therefore, CO2 concentrations should be considered relative and not
absolute.

3.3.1 Model setup
For each combination of boundary conditions, we asynchronously coupled a
global climate model (GCM), regional climate model (RCM), and an ice sheet model
(ISM), following the approach of Gasson et al. (2016a). The RCM downscaled the global
GCM output, providing an Antarctic-wide climatology input to the ISM. The ISM
calculated ice sheet change resulting from the input climatology, producing an updated
topography for the GCM-RCM, which then re-calculated a new climatology to the ISM.
This asynchronous coupling proceeded until there was negligible ice-sheet topographic
change (i.e., the climate forcing was in equilibrium with the ice sheet; Fig. 3.3).
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We began with a 50-model-year spin-up using the GENESIS version 3.0 GCM
(Thompson and Pollard, 1997) for each prescribed climatology. The atmospheric model
was coupled to multi-layer surface models of vegetation, snow, soil, ice, and sea ice on a
2°×2° surface grid, and an interactive vegetation module BIOME4 (Kaplan et al., 2003).
The GCM also included a mixed-layer slab ocean with dynamical sea ice and diffusive
horizontal heat transport. We increased ocean heat flux in the Southern Ocean (DeConto
et al., 2012b; Gasson et al., 2016a) to maintain ice-free conditions during warm periods
with no West Antarctic Ice Sheet, in accordance with geologic records (Naish et al.,
2009). To best represent the maximum possible glacial/interglacial variability, we applied
this additional ocean heat flux to our warm orbit runs only. At each coupling step, the
GCM was run for 10 model years and produced boundary conditions (6-hour
meteorological saves) that were subsequently used for downscaling with the RegCM3
RCM (Pal et al., 2007). We averaged 10 model years of RCM output (at 60 km
resolution) to produce the climatology forcing that was input to the ISM.
The ISM (Pollard and DeConto, 2012a) is a hybrid shallow ice/shallow shelf
approximation model with a grounding-line parameterization (Schoof, 2007) and an iceshelf hydrofracture mechanism (Pollard et al., 2015). Initial conditions for the first
coupling step were provided by Gasson et al. (2016a) for a warm Miocene world (840
ppm); all model members regrew ice from this minimal configuration, so our resulting ice
sheet configurations represent stable regrowth after a retreated period. The ISM
prescribes basal conditions following Gasson et al. (2016a). We ran the ISM at a 10-km
grid resolution. Subsurface ocean temperatures are required to calculate basal melt rates;
we supplied modern high-resolution ocean subsurface temperatures (Levitus et al., 2012)
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to the ISM, uniformly scaled by a warming factor (DeConto and Pollard, 2016; Gasson et
al., 2016a). For each prescribed climatology, this subsurface ocean scaling factor was
based on the Southern Hemisphere sea surface temperature anomaly between the
experimental GCM and a modern GCM (Golledge et al., 2015). This ‘control’ GCM was
run with 280 ppm, a modern orbital configuration, and no additional Southern Ocean heat
flux, and produced similar global sea surface temperatures to the modern ocean dataset
(Levitus et al., 2012). Ocean temperatures do not significantly impact the dynamics of a
terrestrial ice sheet within the ice-sheet model, so for warm-orbit runs with Southern
Hemisphere sea surface temperature anomaly greater than 2°C, we prescribed a
subsurface ocean scaling factor of +2° C (Gasson et al., 2016a). The climate forcing to
the ISM, provided by RCM model output, included a uniform correction of +2°C applied
to RCM temperatures due to a cold bias in control simulations compared with modern
temperatures. The ISM input climatology was updated every 10 kyr until additional
coupling steps did not drive significant ice volume change (Fig. 3.3).
For each ensemble member, we nested the final RCMs over the TAM and Wilkes
Land Basin (Fig. 3.2a,b) to investigate smaller-scale patterns at a higher resolution
(15km) not feasible for the entire continent. These nested domains were determined
based on the locations of paleo-records (Fig. 3.2), to investigate regional modeled
temperatures and ice configuration at a higher resolution for model-data comparison.
Although we primarily investigate the EAIS, we also note that many of our
equilibrated model members reconstruct a smaller than modern West Antarctic Ice Sheet
even under preindustrial conditions (280 ppm CO2, with an approximately modern
rebounded topography). The difference between our results and the modern ice sheet can
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be attributed to a difference in ice history; rather than experiencing the last deglaciation,
our modeled ice sheets are representative of a generic glacial or interglacial with constant
climate and ocean boundary conditions, growing from minimum-ice initial conditions.

3.3.2 Model boundary conditions
We employed the model strategy of using ‘effective’ CO2 (the level of CO2 that
drives all extra radiative forcing while holding N2O and CH4 at their preindustrial levels)
to improve climate model representation of warm worlds (Huber and Caballero, 2011;
DeConto et al., 2012a). To encompass all possible warm worlds throughout the Miocene,
our model ensemble spans 280 ppm to 1500 ppm effective CO2.
Global mid-Miocene paleo topography was provided from Herold et al. (2008),
overlain by 14 Ma median Antarctic topography (Paxman et al., 2019b). Paxman et al.
(2019b) used a back-stripping method to estimate and restore glacially eroded material to
the topography based on the history of sediment deposition from drill core records from
the Wilkes Land Margin and western Ross Sea, and adjusted elevations for flexural
isostatic responses in response to increased loading. This topography was then modified
according to the chosen TAM uplift scenario (Fig. 3.4). We hinged TAM elevations
following a flexural cantilever model for TAM uplift (Stern and ten Brink, 1989). To
reverse the hypothesized flexural cantilever-style uplift, we treated the central and
northern TAM as a plate hinged along the lowest point in Wilkes Basin with a free edge
at the modern coastline, and we lowered the free end by 300m, 500m, and 800m. This
large range aims to encompass all possible uplift histories. We also experimented with
higher TAM elevation by raising the free end by 300m to represent an extreme scenario
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of isostatic uplift caused by early erosion of TAM glacial valleys, or possibly reflecting a
more dynamic uplift process.

3.4 Results

3.4.1 Antarctic Ice Sheet reconstructions
Our model ensemble spans a wide range of boundary conditions, providing a
comprehensive picture of possible Miocene ice sheet configurations (Fig. 3.5). The
largest ice sheet was produced by the lowest modeled CO2 concentration (280 ppm)
under a glacial climate; under these conditions, marine ice expanded out onto the
continental shelf in a configuration with 135% volume of the modern ice sheet,
accompanied by extensive perennial sea ice. Winter sea ice is prevalent around the ice
sheet margin under 280 ppm CO2 and an interglacial climate but does not persist yearround. During 460 ppm glacials, small-scale marine ice advance coincides with
widespread winter sea ice that persists only regionally throughout the summer.
Interglacial climates with 460 ppm CO2 (and glacial climates with higher CO2
concentrations) produce regional winter sea ice only. The smallest ice sheet was
produced by our warmest ensemble member, a 1140 ppm CO2 interglacial. Despite this
high atmospheric CO2 concentration and warm interglacial ocean temperatures, the EAIS
persists at ~75% of modern volume. Within our model ensemble, this ice sheet has the
smallest footprint, with margins receded far from the coastline, but grows the thickest
EAIS due to increased precipitation (central plateau elevations increase by about 800 m
from 280 to 1140 ppm CO2 under an interglacial climate).
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Ice volume trends independent from the orbital glacial/interglacial cycle are
influenced by an interplay of CO2 concentration and TAM elevation. Unsurprisingly,
elevated CO2 concentrations lead to smaller ice volumes; lower TAM elevations are also
associated with smaller ice volumes throughout the model ensemble, in part due to their
buttressing effect on East Antarctic ice flowing toward the Ross Sea.
Some ice-free areas of the Antarctic continent were likely colonized by vegetation
prior to the terminus of the MMCT; vegetation existed in the Ross Embayment during the
mid-Miocene (Lewis et al., 2008). Our interactive vegetation model reproduced the
unique biomes that develop under each set of boundary conditions within our model
ensemble (Fig. 3.6). Tundra and boreal-like high latitude forests (taiga) are the most
prevalent vegetation types, with interspersed desert and shrubland, and forest vegetation
at the coastline in the warmest interglacial worlds. With increasing CO2 concentrations,
the dominant biome transitions from tundra to taiga. Topographies with lower TAM
elevations are warmer, initiating this biome shift at lower CO2 concentrations.

3.4.2 Comparing model results with geologic data
Terrestrial and offshore paleo-environmental records can be used to constrain past
CO2 and TAM uplift boundary conditions through comparison with our model results.
We compile terrestrial and marine datasets from the mid-Miocene (Table 3.1). In the
McMurdo Dry Valleys (MDVs), local temperature and paleo-environment has been
reconstructed from fossil assemblages including pollen, beetles, diatoms, and mosses
(Lewis et al., 2008; Lewis and Ashworth, 2015). In addition to the terrestrial record,
offshore marine drill cores provide a valuable record of regional ice dynamics and coastal
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temperatures; we complement the paleo-environmental record from the MDVs with
marine drill core data located adjacent to the TAM and offshore Wilkes Land Basin
(WLB; Fig. 3.2). At each site, data-based paleoenvironmental reconstructions are
compared to our ice sheet and climate model outputs to identify the range of past CO2
and tectonic uplift scenarios that are consistent with the geologic record at that specific
location (Fig. 3.7).
The Friis Hills and Mt. Boreas are single locations in the MDVs where fossil
assemblages provide paleo-temperatures. Within our model ensemble, both locations are
covered by an expanded EAIS under all glacial climates and under all interglacials with
280 - 460 ppm modeled CO2 (Fig. 3.7a,b). An ice cap covers the MDVs under many
remaining boundary conditions. Ice-free interglacials for both locations require a
modeled CO2 concentration of 690 ppm with low TAM elevations, and higher CO2 at
higher TAM elevations. However, we note that under some boundary conditions these
locations are modeled as ice-covered but adjacent to an ice-free grid cell (Fig. 3.7a,b),
which partly reflects the limitations of model resolution relative to point-sourced data
locations. At the Friis Hills, reconstructed interglacial Mean Summer Temperatures
(MSTs) of 6-7°C (Lewis and Ashworth, 2015) are reproduced by a range of boundary
conditions in the model, with modeled CO2 ≥ 690 ppm (Fig. 3.7a). Mt Boreas similarly
requires ≥ 690 ppm CO2 and TAM elevations lower than modern (Fig. 3.7b) to
reconstruct interglacial MSTs ≥ 5°C (Lewis et al., 2008) but cooler conditions than the
Friis Hills. Many model members grow ice over Mt. Boreas under boundary conditions
that produce ice-free conditions at the nearby Friis Hills; because of the topographic and
climatic complexity of the MDVs, it is likely that a higher model resolution would reveal
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that these same boundary conditions produce ice-free conditions (and relatively lower
MSTs) at Mt. Boreas. Tundra paleo-environment has been inferred at both locations,
ruling out model members with high CO2 (≥ 930 ppm; Fig. 3.6).
We integrate these terrestrial data with information from marine drill core data.
Only a few hundred kilometers from the MDVs, the ANDRILL-2A drill core preserves a
sedimentary record in the Ross Sea spanning the early to middle Miocene (Passchier et
al., 2011; Levy et al., 2016). This marine dataset reveals cyclical changes in coastal
environments where ice occasionally advanced and retreated over the drill site and the
surrounding TAM region, periodically allowing coastal tundra vegetation to flourish. We
match each model member with one of the four environmental motifs described by Levy
et al. (2016) to characterize the wider glaciological setting (Table 3.2; Fig. 3.8) and
compare modeled glacial flowlines with paleo-ice-sheet flow reconstructions (Fig. 3.9).
Modelled terrestrial coastal temperatures near the ANDRILL-2A site generally
remain below 0°C during glacial periods (Fig. 3.7c). ANDRILL-2A palynological
analysis suggests interglacial temperatures of <10°C, with brief peak warmth episodes
potentially reaching or exceeding 10°C (Warny et al., 2009). These temperature ranges
(7-10°C and 10-11°C) match modeled interglacials with high CO2 concentrations at all
TAM elevations (Fig. 3.7c).
Geological drilling off the coast of Wilkes Land at site U1356 recovered a record
of EAIS dynamics and paleoenvironment throughout the Miocene. Peak Miocene warmth
is characterized by soil formation on extensive ice-free coastal lowlands, followed by
episodic growth of marine-terminating ice (Sangiorgi et al., 2018). Our model ensemble
reproduces a dynamic record of glaciation: the WLB is ice-covered during all modeled
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glacials, but ice-free conditions prevail during interglacials under modeled CO2
concentrations of 690 ppm and greater. Terrestrial fossil pollen assemblages from U1356
suggest MSTs >10°C (Sangiorgi et al., 2018), consistent with interglacial climates with
CO2 concentrations of 690 ppm and greater (Fig. 3.7d). In addition to MST, reconstructed
mean annual temperatures from organic and inorganic chemistry are consistent with the
same model members (Fig. 3.10), despite the uncertainties associated with both proxy
and model approaches.
Sea ice was mostly absent throughout the MCO, appearing again across the
MMCT (Levy et al., 2016; Sangiorgi et al., 2018). A lack of sea ice corresponds to
modeled CO2 concentrations ≥ 780, while increased sea ice post-MCO suggests that CO2
remained below 780 ppm at that time (Fig. 3.5). After the MCO, cooler marine and
terrestrial temperatures and episodic ice-rafted debris suggest ice expansion punctuated
by episodes of ice-sheet retreat leading to a reduced margin compared to the present day
(Pierce et al., 2017; Sangiorgi et al., 2018), conditions which correspond to our
interglacial worlds at 460 ppm CO2 (Fig. 3.5).

3.5 Discussion

3.5.1 Implications for Miocene AIS evolution
Marine ice expansion and widespread perennial sea ice has been linked to
systematic changes in ocean circulation and cryosphere development (Flower and
Kennett, 1994; DeConto et al., 2007; Shevenell et al., 2008; Levy et al., 2019). We
reconstruct expanded marine ice only under the coldest model boundary conditions
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(glacial climate with 280 ppm CO2) and note that this expanded ice configuration is the
only ensemble member characterized by significant ice shelves and perennial sea ice
fringing the continent (Fig. 3.5). This large marine-based ice sheet is consistent with
geological observations of expanded Miocene marine ice sheets in the Ross Sea during
and after the MMCT (De Santis et al., 1999; Chow and Bart, 2003; Passchier et al.,
2011). However, 280 ppm is also the hypothesized threshold for the onset of large-scale
Northern Hemisphere glaciation (DeConto et al., 2008; Willeit et al., 2015). Given the
lack of compelling evidence for Northern Hemisphere glaciation during the Miocene, and
our reconstruction of small-scale marine advance around the fringes of our modeled 460
ppm glacial ice sheet, we suggest that the threshold for large-scale marine-based ice
growth in our models is below 460 ppm but higher than 280 ppm. Model CO2 values
depend on model climate sensitivity, however (Methods); this marine ice threshold can
also be represented by a global mean land surface temperature increase of 2.4°C (from
13.7°C to 16.1°C between our 280 and 460 ppm glacial model members).
Although subject to model uncertainties, our process-based model results support
inferences from previous stratigraphic studies of a marine ice threshold of approximately
400 ppm CO2 (Naish et al., 2009; Badger et al., 2013; Levy et al., 2016, 2019), a key
uncertainty in reconstructing past AIS dynamics.
We also note that our coldest ensemble member (glacial climate and 280 ppm
CO2, representing an expanded marine ice sheet with 135% of modern volume) can still
support vegetation refugia; isolated patches of tundra vegetation survive at the edge of
the ice sheet (Fig. 3.6).
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At the other climatic extreme, atmospheric warming under elevated CO2
concentrations drives recession of the terrestrial ice-sheet margins (Fig. 3.5) but warmer
air temperatures also facilitate greater precipitation. Although strong orographic
precipitation patterns over large ice sheets concentrate moisture at the margins with
interior desert-like conditions, the greater moisture capacity of warmer air allows
relatively more precipitation to reach the EAIS interior. EAIS growth during past warm
periods has been linked to ocean transfer of heat and moisture from the low- and midlatitudes (Schnitker, 1980; DeConto et al., 2007; Shevenell et al., 2008), as well as albedo
and cloud feedbacks (Goldner et al., 2013). Accordingly, our model produces thicker ice
sheets in higher-CO2 worlds (Fig. 3.5), highlighting the significance of relatively small
precipitation changes integrated over the expansive polar plateau. These observations
support the hypothesis that ice mass losses from future retreat of the EAIS margin onto
land could be partially offset by thickening in the interior.
Our results indicate that increased precipitation in warmer worlds supports a thick
EAIS plateau significantly receded inland from the coast (Fig. 3.5). These model
reconstructions are consistent with proximal geologic data that suggest the ice sheet
receded from the coastline during peak Miocene warmth (Passchier et al., 2011; Levy et
al., 2016; Sangiorgi et al., 2018), although these records cannot constrain the inland
extent of the EAIS. Our work reproduces large changes in ice volume at lower CO2
concentrations (280 – 460 ppm) but the EAIS remains insensitive to CO2 at higher
concentrations, which is broadly consistent with the relationship between CO2 and sea
level documented by (Pollard and DeConto, 2005; Foster and Rohling, 2013; Greenop et
al., 2019). These studies suggest that full EAIS deglaciation occurs at CO2 concentrations
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of ~700 – 1000 ppm. The higher CO2 threshold of EAIS stability in our results is
concordant with previous ice-sheet modeling (Pollard and DeConto, 2005), and is also
influenced by model climate sensitivity; at a higher equilibrium climate sensitivities,
enhanced polar amplification may contribute to EAIS deglaciation at lower model CO2
concentrations. Regardless of the model climate sensitivity, these model results are
inconsistent with far-field sea level records indicating complete EAIS deglaciation during
the MCO (Miller et al., 2020). This discrepancy reinforces the need for integrating
proximal glacial records, process-based modeling, and far-field sea level records to fully
reconstruct ice-sheet stability during past warm periods.
Our model ensemble design explores the interplay between climate, tectonic
forcings, and ice sheet evolution. Increasing CO2 above preindustrial levels exerts a
greater influence on modeled ice-sheet volume than TAM elevation, although the TAM
uplift scenario does impact the resulting ice sheet (Fig. 3.5). In cooler worlds with a full
EAIS (e.g., 280 ppm), higher TAM elevations provide less vertical accommodation for a
thick EAIS, but they serve to buttress EAIS growth and promote greater ice volume. In
warm worlds where the TAM is mostly deglaciated, higher elevations remain cooler and
can support larger ice caps, so ice volume is also greater. Therefore, we suggest that
TAM uplift throughout the Miocene could have increased the capacity for continental ice
growth under all CO2 concentrations.
Our reconstructions of large glacial/interglacial fluctuation of grounded ice across
the WLB are consistent with geologic evidence of deglaciation of the WLB during warm
periods (Cook et al., 2013; Pierce et al., 2017). With modeled CO2 concentrations of 460
ppm or greater, the WLB is deglaciated during interglacials. Under 460 ppm boundary

42

conditions, the shape of the WLB ice embayment is modulated by TAM elevation; at
higher CO2 concentrations, the receded eastern margin remains consistent across all
topographies and only the TAM ice cap on the western side is influenced by TAM
elevation. During glacial periods under all CO2 concentrations, ice regrows over the
WLB (Fig. 3.5). We note that grounded marine ice in the Ross Sea (280 ppm glacials,
and 460 ppm glacials to some extent) occurs only when the WLB is fully glaciated.
Although the WLB remains exposed at relatively low-CO2 interglacials, the Aurora
Subglacial Basin appears to be less sensitive; we only reproduce significant deglaciation
of this region under 1140 ppm CO2.

3.5.2 Terrestrial records
Temperatures and ice configurations in the MDVs are highly sensitive to TAM
uplift. Reconstructed temperatures at Friis Hills and Mt. Boreas are reproduced by our
model under a range of boundary conditions (Fig. 3.7a,b), but these results must be
carefully considered in light of model resolution issues. Despite the computational
achievement of running an ensemble of nested climate models at 15km resolution, this
resolution is too coarse to fully capture the highly variable microclimates of the MDVs
and small ice cap fluctuations across the complex and variable TAM topography. Nearby
ice caps can insulate adjacent ice-free areas year-round; therefore, local topographic
highs with small ice features may not be resolved in our model setup but could have a
significant impact on local temperatures. The Friis Hills and Mt. Boreas were ice-covered
during glacials and ice-free but located near the ice margin during interglacials (Lewis et
al., 2008; Lewis and Ashworth, 2015), implying small scale glacial fluctuations
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potentially below the resolution of the nested climate model (15 km) or the ice-sheet
model (10 km). Given the relatively coarse model resolution and complex topography of
the MDVs, it is likely that a much wider range of boundary conditions can produce icefree conditions at these sites (especially Mt. Boreas) but is not represented in our model
approach. We acknowledge that that MSTs of 5-6°C at Mt. Boreas and 6-7°C at Friis
Hills may be achieved under a wider range of boundary conditions than shown in Fig.
3.7b, but our necessary model resolution masks these subtle variations in ice cover.
Another source of uncertainty derives from the use of modern analogues to assign
temperature ranges to fossil pollen assemblages; in addition to paleo-geographic
differences, modern species may no longer mirror their fossil counterparts. We therefore
recognize that the temperatures at Mt. Boreas and Friis Hills may not be significantly
different from each other.

3.5.3 Marine records
Marine drill cores can record detailed regional information on past ice dynamics
through time. Here, our ensemble of ice-sheet model reconstructions provides spatial
context for the environmental facies identified at ANDRILL-2A (Fig. 3.8). Paleotemperature reconstructions at this site match modeled coastal temperatures in our
moderate to high-CO2 interglacial simulations (Fig. 3.7c).
Grounded ice across the ANDRILL-2A drill site does not necessarily require the
presence of the WAIS; both our modeled 280 and 460 ppm glacial worlds produce ice
advance over the drill sites. However, an expanded marine-based ice sheet across the
Ross Sea (‘maximum ice’ environmental motif, EM I) requires modeled CO2 to fall
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below 460 ppm; the 460 ppm glacial model is characterized by small-scale localized
advance of marine ice sourced from the TAM (Fig. 3.9). The ‘cold polar’ environmental
motif (EM II), interpreted as ice grounded at the coastline or slightly expanded into
coastal marine environments and possibly forming an ice shelf, is produced only by the
overriding of the EAIS through the TAM (Fig. 3.9). The ‘cold temperate’ motif (EM III),
representing tidewater glaciation, is achieved in our model both with a full EAIS as well
as a TAM ice cap (Fig. 3.9). EM III model members where the EAIS overrides the TAM
have lower CO2 concentrations and higher TAM elevations, because lower CO2 supports
the growth of a large EAIS but high TAM elevations prevent ice from fully reaching the
coast (EM II). At higher CO2 concentrations, we reconstruct EM III tidewater glaciation
with a TAM ice cap expanded towards the coast.
Our model results provide valuable process-based context for ANDRILL-2A
interpretations. Levy et al. (Levy et al., 2016) divided their EM III motif into cooler (EM
IIIa) and warmer (EM IIIb) environments. Here we also reconstruct diverging glacial
environments within the EM III tidewater glaciation motif (TAM ice cap versus full
EAIS); we add to their interpretation by suggesting that EM IIIa occurs at lower CO2
concentrations with a full EAIS overriding the TAM, while EM IIIb is characterized by a
local TAM ice cap. We also note that significant ice flow through the outlet glaciers north
of Byrd Glacier occurs only when a full EAIS is connected to the TAM (Fig. 3.9);
therefore, based on these results, sediments linked to Mulock or Skelton Glaciers could
potentially interpreted as representative of EAIS overriding the TAM. This observation is
borne out in the mineral provenance data at ANDRILL-2A; Mulock and Skelton glaciers
contribute more sediment to the drill site during the cooler EM IIIa (Levy et al., 2016),
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when our model results would indicate a full EAIS. Generally, our modeled ice flowlines
match mineral provenance reconstructions (Talarico et al., 2011) for interglacial
conditions. Model flowlines (Fig. 3.9) indicate that Byrd Glacier was a significant EAIS
outlet under all model boundary conditions used within our ensemble, and thus could
have sourced sediment to the ANDRILL-2A site throughout the Miocene. This is
consistent with the observation of coarse iceberg-rafted sediment delivered to the drill
site even during warm environments (Levy et al., 2016).
Off the coast of Wilkes Land, pollen records captured in the U1356 marine drill
core suggest that the WLB was characterized by warmer conditions than the TAM region,
based on high pollen percentages of conifers and woody taxa diversity (Sangiorgi et al.,
2018). Our model results uphold this interpretation; the high-resolution regional climate
model over the TAM domain is consistently cooler than WLB and is accentuated by
higher TAM elevation adjustments. This temperature difference derives from
topographical differences between the elevated TAM and lower, more coastal
WLB/Adelie Coast, as well as a latitudinal difference between the two regions.
The U1356 site lacks evidence for marine ice or sea ice throughout the MCO
(Sangiorgi et al., 2018). At higher CO2 concentrations (780 ppm or greater), our modeled
glacial ice sheets leave a very thin ice-free zone at the coast, likely due to relatively warm
ocean temperatures, which could have minimized marine-terminating glaciation and
explain the lack of ice-rafted debris at the drill site during warmer glacial periods.
Sangiorgi et al. (2018) reconstruct episodic marine ice advances during the
MMCT, accompanied by sea ice. Under glacial climates, our models produce ice
expanded over the WLB to the coastline, with perennial sea ice under CO2 concentrations
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< 690ppm. Our coldest model member, characterized by marine ice-sheet expansion
elsewhere around the continent, does not produce grounded ice across the Wilkes Land
continental shelf. Instead, our model shows large-scale marine-terminating glacial
systems, capable of producing the ice-rafted debris pulses that reached site U1356 (Pierce
et al., 2017; Sangiorgi et al., 2018) (Fig. 3.5). This configuration is consistent with the
conclusions of Pierce et al. (2017) who use provenance data from ice-rafted debris at site
U1356 to conclude that the MMCT ice sheet expanded over the WLB but remained
inland of its present location.

3.5.4 Characterizing the mid-Miocene
We constrain our ice-sheet and climate model results with available Miocene
paleo-data from the TAM and WLB regions (Table 3.1) to highlight possible climatic and
solid-Earth boundary conditions across major climatic events. Based on our model/data
comparison approach, we investigate the evolution of atmospheric CO2, TAM uplift, and
ice-sheet dynamics during glacial and interglacial cycles throughout the Miocene. We
provide potential model ‘snapshots’ of MCO and MMCT time periods that are consistent
with the sparse geologic data (Fig. 3.11). Because the CO2 values in our models are
conditional on the model climate sensitivity, we consider our results to indicate
approximate ‘model CO2’ values rather than absolute values.
The Early Miocene (‘pre-MCO’; Table 3.1) encompassed both warm interglacials
as well as episodes of marine ice advance. The ANDRILL-2A record identifies shortlived intervals of the ‘minimum ice’ environment with proximal tundra vegetation; based
on our model results, this would imply that CO2 concentrations periodically exceeded
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690 ppm (Fig. 3.8b,c). Moderately warm conditions (characterized by ‘cold temperate’
tidewater glaciation) imply a wide range of CO2 concentrations (Fig. 3.8b,c) that are
consistent with the Friis Hills record of an ice-free interglacial period (Fig. 3.7a). Marine
ice occasionally advanced around the continent during early Miocene glacial periods
(Williams and Handwerger, 2005; Passchier et al., 2011; Levy et al., 2016) (Fig. 3.8b),
consistent with our modeled 460 ppm glacial world and therefore implying a CO2 drop
below approximately 460 ppm.

3.5.4.1 Miocene Climatic Optimum (MCO)
The MCO was an unusually warm time period (~17-14.8 Ma). The ANDRILL-2A
record reconstructs warm episodes across the MCO varying from ‘cold temperate’
tidewater glaciation to ‘minimum ice’ with coastal tundra vegetation associated with peak
warmth (suggesting CO2 greater than 690 ppm and TAM elevations lower than modern;
Fig. 3.8). ‘Cold polar’ conditions rarely occurred, suggesting that CO2 remained well
above 460 ppm (Fig. 3.8). ANDRILL-2A temperatures match modeled interglacials at
690 ppm CO2 or greater; peak warmth reconstructions suggest CO2 concentrations of 780
ppm or greater (Fig. 3.7c). MCO paleotemperatures at site U1356 also suggest relatively
high CO2 concentrations (Fig. 3.7d). Based on the temperature constraints for the MCO
(Fig. 3.7) and reconstructed environmental motifs (Fig. 3.8), our 690 and 780 ppm model
simulations best capture MCO interglacial temperatures and MCO peak warmth,
respectively, with TAM elevations at least below modern (Fig. 3.8c). At the Friis Hills,
matching the reconstructed ice-free interglacial conditions for the late MCO under these
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elevated CO2 concentrations requires a TAM elevation adjustment of -500m or greater
(Fig. 3.7a).
We also constrain possible boundary conditions during the MCO using vegetation
records, with the caveat that the coarse resolution of our vegetation model does not fully
capture the regional topographic variability in the TAM. Vegetation reconstructions
mainly consist of tundra (Lewis et al., 2008; Warny et al., 2009; Sangiorgi et al., 2018);
Sangiorgi et al. (2018) suggest that the WLB was characterized by a higher percentage
and greater diversity of woody taxa than MDV records. Modeled 690 and 780 ppm
interglacials generally satisfy these conditions, although the taiga biome begins to
dominate over tundra at lower TAM elevations under 780 ppm CO2 (Fig. 3.6).
To incorporate model/data comparisons of paleo-temperature, glacial
environment, and vegetation, we suggest that MCO interglacials were characterized by
elevated CO2 and TAM elevations at least 300 m lower than modern. We therefore infer
that MCO peak warmth was characterized by receded ice caps and tundra along the
TAM, widespread deglaciation of the WLB, and a substantial interior EAIS (Fig. 3.11).
During glacials, the EAIS expanded to the coast.

3.5.4.2 Mid-Miocene Climatic Transition (MMCT)
During the MMCT, a large-scale climate transition from 14.8 – 13.8 Ma, glacial
expansion appears to have successively intensified (Shevenell et al., 2008) (Fig. 3.1). The
Friis Hills and Mt. Boreas sites record late MMCT interglacials with similar fossil
assemblages as MCO interglacials (indicating relative warmth and characterized by
tundra vegetation and ice-free but ice-proximal conditions), suggesting CO2 > 460 ppm
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(Fig. 3.7a,b). ‘Cold temperate’ conditions characterized by tidewater glaciation are
inferred at the ANDRILL-2A site during MMCT warm intervals, consistent with CO2 ≥
460 ppm (Fig. 3.8). At site U1356, the MMCT was characterized by greater continental
ice cover compared to the MCO, but interglacial episodes of warm water incursions
drove smaller WLB ice configurations than modern with shrub tundra growing on the
continent (Sangiorgi et al., 2018). These conditions are most compatible with our
modeled 460 ppm CO2 interglacial simulation, in which our ice-sheet model produces an
interglacial WLB ice embayment configuration that matches the locations of inland
bedrock erosion suggested by provenance of MMCT ice-rafted debris (Pierce et al.,
2017). However, temperature constraints from the MDVs (Fig. 3.7a,b) are more
consistent with our modeled simulations at 690 ppm CO2 (or greater at lower TAM
elevations).
Glacial periods across the MMCT increasingly intensified and expanded across
the Ross Sea beginning around 14.6 Ma (Passchier et al., 2011; Levy et al., 2016). At the
maximum ice extent, the EAIS overrode the MDVs (Lewis et al., 2007, 2008; Lewis and
Ashworth, 2015), advanced across the Ross Sea (De Santis et al., 1999; Chow and Bart,
2003; Passchier et al., 2011) and expanded over the WLB (Sangiorgi et al., 2018). These
reconstructions are satisfied by our coldest modeled glacial simulation, with CO2
concentrations below the threshold for marine ice advance (which we place slightly lower
than 460 ppm). In our model, this marine ice threshold must be exceeded to grow ice over
Prydz Bay, which is consistent with geologic data implying a prominent marine ice
excursion during the MMCT (Florindo et al., 2003). We show that large-scale marine ice
advance at the MMCT was accompanied by widespread perennial sea ice, which has been
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reconstructed by Levy et al. (2016) and Sangiorgi et al. (2018). Despite marine ice-sheet
expansion elsewhere across the continent, grounded ice did not advance across the WLB
continental shelf; instead, our model produces large-scale marine-terminating glacial
systems capable of sourcing the ice-rafted debris at site U1356 (Pierce et al., 2017;
Sangiorgi et al., 2018).
We suggest that CO2 concentrations across the MMCT reached 460 – 690 ppm
during warm interglacials but periodically dropped below 460 ppm to produce marine ice
excursions and may have dropped to 280 ppm during maximum ice sheet expansion. An
overall trend of declining CO2 across the MMCT produced relatively cool interglacials
characterized by a smaller-than-modern terrestrial ice sheet, punctuated by glacial periods
when EAIS expanded to the coast, overriding the TAM and growing into the marine
realm (Fig. 3.11). Although the growth of a large-scale marine ice sheet can be attained in
our simulations by simply lowering CO2 concentrations below 460 ppm, MMCT marine
ice expansion was likely a response of the interplay between CO2 drawdown, glacial
feedbacks, and the significant changes in Southern Ocean circulation reconstructed at ~14
Ma.

3.5.4.3 TAM uplift
Estimates of TAM uplift throughout the Miocene vary. Rates of up to 100 m per
million years are inferred from fission-track thermochronology (Fitzgerald, 1992),
implying that mid-Miocene elevations could have been over 1 km lower than modern.
Others have suggested that uplift since ~14 Ma was 300 – 800 m based on
thermochronology and geomorphology (Miller et al., 2010), 300 – 400 m since the late
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Miocene based on diatom assemblages (Webb, 1974; Prentice and Krusic, 2005; Levy et
al., 2012), less than 300 m since the Pliocene based on subaerial volcanic outcrops
(Wilch et al., 1993), 250 m since the Pliocene based on changes in dynamic topography
(Austermann et al., 2015). Geomorphological studies suggest that modern elevations
were attained by the end of the MMCT (Sugden et al., 1993) but that 400 m of
subsidence occurred in the Miocene and was followed by 300 m of uplift in the Pliocene
(Sugden et al., 1995). Clearly, TAM uplift history remains a topic of ongoing research.
Although our model approach represents mountain uplift with a simple hinged cantilever
(Stern and ten Brink, 1989), uplift was spatially and temporally complex and resulted
from a complex and variable interplay of processes such as thermal uplift accompanying
early rifting of the passive margin, thermal subsidence as the rift widened, and fluvial
downcutting driving isostatic uplift (e.g., Stern and ten Brink, 1989; Kerr et al., 2000).
Different regions of the TAM have unique uplift histories; our model/data comparison is
mainly based on paleoenvironmental records from the MDVs, so our results apply to
primarily to the Dry Valleys block of the TAM which is thought to have been uplifted as
one unit since the Early Tertiary (Fitzgerald, 2002).
Our model/data comparison of the MCO and MMCT time periods provides
support for TAM uplift throughout the mid-Miocene. Across the MCO, modeled TAM
elevations of at least 300 m below modern are consistent with geologic
paleoenvironmental records. Modeled TAM elevations lowered by -300, -500 and -800 m
can reproduce the reconstructed summer temperatures at the Friis Hills, the minimum-ice
glacial environment reconstructed at the ANDRILL-2A site, and tundra vegetation along
the TAM and WLB at lower (690 ppm) CO2. Our model-based inference of at least 300
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m of TAM uplift through the mid-Miocene is consistent with geological studies
reconstructing post-mid-Miocene uplift (e.g., Webb, 1974; Miller et al., 2010;
Austermann et al., 2015).
As glacial periods intensified across the MMCT, ice sheet overriding events likely
drove valley erosion and corresponding isostatic rebound. We note that lower TAM
elevations support more warm-based ice (Fig. 3.9), which could have driven additional
erosion of these valleys as glaciers exploited the pre-existing fluvial landscape (e.g.,
Jamieson and Sugden, 2008). Thus, rising TAM elevations across the mid-Miocene could
have contributed to a shift from wet-based to cold-based glaciation (Behrendt and
Cooper, 1991) that is widely observed across the TAM at the same time (Lewis et al.,
2007). Our model/data comparison suggests that isostatic response to sediment removal
may have contributed to 800 m of uplift across the MMCT (our lowest modeled TAM
elevation, which is still consistent with the paleoenvironmental record), causing the shift
in basal thermal character inferred to have occurred between 14 and ~12 Ma.

3.5.4.4 Post-MMCT
Geologic records clearly show the extinction of vegetation from high elevations
of the TAM at the end of the MMCT (Lewis et al., 2008; Lewis and Ashworth, 2015),
which could have occurred due to a cooling climate driven by rising TAM elevations and
decreasing CO2 concentrations that we reconstruct from our model/data comparison.
However, the presence of localized tundra vegetation in our model results suggest that
despite extinction at high elevations, vegetation could have persisted in coastal lowlands
beyond the MMCT. This is corroborated by geologic data from the DVDP-10 and -11
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cores indicating that plants persisted at lower elevations in Taylor Valley until the Early
Pliocene (Fielding et al., 2012), and palynological evidence for woody vegetation after
the MMCT (Sangiorgi et al., 2018).

3.6 Summary and conclusions
We use asynchronously coupled ice-sheet and climate models under a range of
different boundary conditions to reproduce mid-Miocene glacial and paleoenvironmental
reconstructions across the TAM and WLB. Our model ensemble design explores the
interplay between climate, mountain uplift, and ice sheet evolution.
Our results provide model-based support for geological reconstructions of largescale marine ice expansion in the mid-Miocene at approximately 400 ppm CO2, and was
associated with the formation of perennial sea ice fringing the continent. Based on
geologic evidence of marine-based ice sheets, CO2 concentrations dropped below
approximately 400 ppm several times during the early and mid-Miocene, and must have
done so consistently across the MMCT. Even during these episodes of marine ice
expansion, isolated patches of tundra vegetation survived at the edge of the ice sheet.
With increasing CO2 concentrations (above 280 ppm), we model dynamic ice-sheet
behavior over WLB, with a full cycle of advance and retreat between glacials and
interglacials, consistent with geologic evidence for vulnerability of this region. We match
model ensemble members with ANDRILL-2A environmental motifs, providing processbased spatial context to extrapolate drill core interpretations.
Model climate under a range of boundary conditions can be directly compared to
mid-Miocene paleoenvironmental conditions to characterize glacial and interglacial
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periods across the MCO and MMCT and to extrapolate wider glacial conditions from
reconstructed paleoenvironment at limited locations. We suggest that MCO peak warmth
is most consistent with our modeled interglacial simulations at 690 – 780 ppm CO2,
characterized by small TAM ice caps surrounded by tundra and widespread deglaciation
of the WLB. During peak Miocene warmth, we model a thick EAIS receded from the
coastline (~85-90% modern volume), driven by greater moisture delivery in a warmer
atmosphere.
During MMCT interglacials, ice cover over the WLB was greater than during
MCO interglacials but smaller than present. The TAM was characterized by tidewater
glaciation and tundra vegetation, with ice-free but ice-proximal conditions at the Friis
Hills and Mt. Boreas sites. Reconstructed paleoenvironment and temperatures are most
consistent with our modeled interglacial simulations at 460 – 690 ppm CO2. Declining
CO2 across the MMCT exceeded the threshold for marine-based ice sheet growth during
some glacial periods, driving the expansion of grounded ice into marine embayments
around the continent. Grounded ice did not advance across the WLB continental shelf,
instead forming large marine-terminating systems at the coastline.
We hypothesize that TAM uplift was ongoing throughout the mid-Miocene; modeled
TAM elevations of at least 300 m below modern are consistent with geologic
paleoenvironmental records across the MCO. Lower modeled TAM elevations (500 –
800 m below present) produce modeled climates that better satisfy the reconstructed
glacial conditions and temperature around the TAM but are less consistent with our
vegetation reconstructions. As the TAM uplifted, rising elevations could have supported
the growth of greater ice volumes under all CO2 concentrations. Progressive valley
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erosion during intensifying glacial advances across the MMCT likely contributed to
isostatic uplift of the valleys and may have driven the shift from wet-based to cold-based
glaciation across this transition.

56

Figure 3.1 (a) Middle Miocene atmospheric CO2 concentrations based on geologic proxies:
boron/calcium, orange diamonds (Badger et al., 2013); boron, blue triangles (Foster et al., 2012;
Greenop et al., 2014; Sosdian et al., 2018; Raitzsch et al., 2020) with plotted δ11Bsw-L02,
δ11Bsw-RH13, and δ11Bsw-G17 reconstructions using 'Pälike' and 'fluid inclusions' scenarios at
66% confidence intervals); phytoplankton, green circles (Badger et al., 2013; Zhang et al., 2013;
Super et al., 2018; Stoll et al., 2019); stomata, red squares (Royer et al., 2001; Kürschner et al.,
2008) updated by (Beerling et al., 2009); paleosols, blue crosses (Ekart et al., 1999; Retallack,
2009; Ji et al., 2018); and phytane, grey diamonds (Witkowski et al., 2018). (b) Oxygen isotope
data (De Vleeschouwer et al., 2017). (c) Time intervals captured in the geologic record; MB: Mt.
Boreas.
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Figure 3.2 Location of regions mentioned in Chapter 3, along with paleo records used for
model/data comparison (A2A: ANDRILL-2A, MB: Mt. Boreas, FH: Friis Hills), shown with
modern ice thickness and bathymetry. For each model, we initiate 15-km-resolution nested RCMs
across smaller domains: (a) Transantarctic Mountains region, to provide context for ANDRILL2A and McMurdo Dry Valleys (MDVs) paleo records; and (b) offshore Wilkes Land Basin, to
provide context for the U1356 drill core.
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Figure 3.3 Asynchronous coupling of GCM/RCM/ISM proceeds until equilibrium is reached. The
climate provided to the ISM is updated at every coupling step (represented by a white circle).
Here we show the evolution of model members with default topography under glacial and
interglacial conditions (ecc: eccentricity; obliq: obliquity; prec: precession, reported here as the
prograde angle from perihelion to the Northern Hemisphere vernal equinox). Initial conditions
are provided by Gasson et al. (2016a) for a warm Miocene world.
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Figure 3.4 We use the Paxman et al. (2019b) median 14 Ma topography, and vary TAM
elevations to recreate various stages of TAM uplift by applying a corresponding cantilever-style
hinged deflection (Stern and ten Brink, 1989). Here we show our -800m end-member, hinging the
TAM by -800m at the free end to represent an early stage of TAM uplift.
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Figure 3.5 Model ensemble results: equilibrated ice sheet configurations under varying
astronomical orbits (‘glacial’ and ‘interglacial’), topography, and CO2 boundary conditions.
Initial model topography (Paxman et al., 2019b) has an additional TAM elevation adjustment.
Yearly sea ice variability is represented by plotting sea ice extent for the month where sea ice is
at a minimum and the month where sea ice is at a maximum. On the upper rows, ‘interglacial’
climates are represented with an austral astronomical configuration favorable for Antarctic
deglaciation and an additional Southern Ocean heat flux (Gasson et al., 2016a); on the bottom
row, ‘glacial’ climates are represented with a cold austral astronomical configuration and no
added heat flux. Modeled ice sheets represent generic glacial or interglacial periods with
constant boundary conditions.
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Figure 3.6 Vegetation over the TAM region modeled using the BIOME4 interactive vegetation
module (model resolution is 2°x2°; black line shows 10km-resolution ISM grounding line). The
colorbar groups together biome outputs by vegetation type. Model runs under glacial conditions
are shown in the bottom row; upper rows show runs under interglacial conditions.
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Figure 3.7 Model temperatures at paleodata locations shown in Fig. 3.2. At each location (or, for
the marine drill cores, an average of nearby coastal locations), we show mean summer
temperature (MST) climate model output under each set of boundary conditions. Grey boxes
indicate that the location is ice-covered, either by the East Antarctic Ice Sheet (EAIS; light grey)
or an ice cap (dark grey). Thick black box outlines and contour lines indicate ensemble members
and extrapolated boundary conditions, respectively, that satisfy the paleo-temperature
constraints (Table 3.1). (a-b) MSTs at terrestrial locations (Friis Hills and Mt. Boreas); stippling
indicates that the site is ice-covered but located <10km from the ice margin. (c-d) MSTs for
marine locations (ANDRILL-2A and U1536) are averaged from proximal coastal grid cells near
the drill core site, representing the source of terrestrial pollen to the drill core. At ANDRILL-2A,
black outlines denote temperatures 7-10°C, and grey outlines denote temperatures 10-11°C
(interglacial temperatures and peak warmth, respectively; Warny et al., 2009). (d) At site U1356,
offshore Wilkes Land Basin, we show only the original reconstructed topography because the
TAM hinging region does not extend across this area (Fig. 3.4).
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Figure 3.8 (a) Model representation for each of the environmental motifs identified at the
ANDRILL site (Levy et al., 2016), indicated by a red dot. EM I is ‘maximum ice’ (grounded ice);
EM II is ‘cold polar’ (coastal ice); EM III is ‘cold temperate’ (tidewater glaciation); and EM IV
is ‘minimum ice’. (b) Drill core recovery is represented with environmental motifs through time.
(c) We assign an environmental motif for each ensemble model member (Table 3.2).
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Figure 3.9 Ice sheet configuration and flowlines across the TAM region, with the ANDRILL-2A
drill site indicated by a green dot, as well as the environmental motif interpreted for each model
member (also see Fig. 8c). Grounded ice is colored according to the modeled basal frozen
fraction. Reconstructed interglacial paleo-flowlines (Talarico et al., 2011) are shown for
comparison.
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Figure 3.10 Modeled mean annual temperature for the Wilkes Land U1356 drill core, compared
to paleodata reconstructions. The reconstructed temperature ranges that are based on organic
geochemistry (calibrations of branched tetraether lipids; 10 - 12°C ±5°C; Sangiorgi et al., 2018)
could either reflect (a) mean annual air temperatures (MAT), or (b) only the mean annual air
temperatures of the positive-degree-day growing period (MAT PDD). A pollen-based MAT
reconstruction (5.8 - 13°C) is also shown for comparison, along with a MAT reconstruction
based on inorganic geochemistry (6 - 8°C ±4°C; Passchier et al., 2013). Model results show that
both reconstructed MSTs and MAT PDDs are consistent with the same model ensemble members
(b).
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Figure 3.11 Possible configurations for Middle Miocene Climatic Transition (MMCT) and
Miocene Climate Optimum (MCO) worlds, where ‘G’ and ‘IG’ denote glacial and interglacial
periods. The MCO interglacial snapshot represents peak warmth; the MMCT glacial snapshot
reflects maximum ice extent. Locations of the relevant paleo-data records are shown for each
time period (Fig. 3.2; Table 3.1).
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Table 3.1 List of paleo records used for model/data comparison, recording (a) interglacial and
(b) glacial epochs through the Early to Middle Miocene.
Temp (°C)

Age (Ma)

Episodes of minimum ice EM IV at ~20.1 and
19.4 Ma, otherwise EM III cold temperate
conditions with tidewater glaciation; tundra
vegetation (Fielding et al., 2011; Levy et al.,
2016)

-

21-17

-

Ice-free (Lewis and Ashworth 2015)

~10

17-15

MST; pollen (Warny et al., 2009)

MST>10

MST (Sangiorgi et al., 2018); MAT
5.8-13°C and 10-12°C ± 5°C
(Sangiorgi et al., 2018), MAT 6-8
± 4°C (Passchier et al., 2013)

Extensive terrestrial ice-free regions, tundra
vegetation with boreal forests in sheltered
coastal lowlands; absence of sea ice (Sangiorgi
et al., 2018)
Ice-free but site located near ice margin
(Chorley et al., in review); tundra vegetation
(Lewis and Ashworth, 2015)

5-6

14.07 +/0.05

6-7

~15-14

>10

-

~14.5

MST; pollen, insect remains
(Lewis and Ashworth, 2015)

Peak warmth indicated by EM IV minimum ice
with open ocean and receded ice caps; also EM
III cold temperate conditions with tidewater
glaciation; tundra vegetation (Levy et al.,
2016)

14.8-14.2

6-7

17-15

135.59
161.30

165.16

135.59
161.30
161.11

-77.45

-63.18

U1356

-77.48

Paleoenvironment

Greater continental ice cover compared to
MCO but a receded ice configuration compared
to modern; tundra vegetation; sea ice
indicators (Sangiorgi et al., 2018)

Friis Hills

MMCT

Temp Proxy; Reference

Cold temperate conditions (EM III) with
tidewater glaciation; sea ice evidence (Levy et
al., 2016)

Mt. Boreas

-77.45

ANDRILL-2A

-77.45

-63.18

U1356
Friis Hills

MCO

-77.45

165.16

-77.45

161.30

165.16

19.76

Longitude

Latitude

Site

ANDRILL2A
-77.45
Friis Hills
ANDRILL-2A

Pre-MCO

Period

(a)

Sangiorgi et al., 2018
MST; pollen, insect remains
(Lewis and Ashworth, 2015)
MST; pollen, insect remains
(Lewis et al., 2008)
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Ice-free but site located near ice margin
(Chorley et al., in review); tundra vegetation
(Lewis and Ashworth, 2015)

Ice free but site located near ice margin; moss
tundra (Lewis et al., 2008)

Age (Ma)

Longitude

19.76

21-17

165.16
161.30
165.16

15.1

17-15

161.30

Ice covered (Chorley et al., in review)

EM I maximum ice sheet advance, with grounded ice over
drill site; EM II cold polar conditions (Levy et al., 2016);
correlates with major unconformities that extend across the
continental shelf

14-13.8

14.6

165.16

135.59
161.30

~15-14

Marine terminating ice (Passchier et al., 2013; Pierce et al.,
2017; Sangiorgi et al., 2018)

14.07 +/0.05

-77.45

-63.18

-77.45

161.11

-77.45

-63.18

U1356
Friis Hills
ANDRILL-2A
U1356
Friis Hills
Mt. Boreas

-77.48

Advance of wet-based alpine temperate glaciers (Lewis and
Ashworth, 2015)

17-15

-77.45

-77.45

-77.45

135.59

Latitude

Site

ANDRILL-2A
Friis Hills
ANDRILL-2A

EM II cold polar conditions, with ice grounded at coast and
calving into Ross Sea or possibly forming an ice shelf; also
EM I maximum ice with marine ice advance over drill site,
final pre-MCO ice sheet advance at ~17.8 Ma (Fielding et al.,
2011; Levy et al., 2016)

Absence of sea ice or marine-terminating ice (Sangiorgi et
al., 2018)

MCO
MMCT

Paleoenvironment

EM II cold polar conditions with ice grounded at coast, sea
ice indicators (Levy et al., 2016)

Pre-MCO

Period

(b)

Ice covered (Chorley et al., in review)
Ice covered (Lewis et al., 2008)
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Table 3.2 ANDRILL-2A environmental facies and model representation
Levy et al. (2016)
environmental motif

Sedimentologic evidence

Environmental
interpretation

Model representation

EM I Maximum ice

Glacial erosional surface

Grounded ice
covering drill site;
full EAIS

Grounded ice covering drill
site

EM II Cold polar

Proximal glacial marine
sediments

Ice grounded at
TAM coast; ice shelf
is present; TAM ice
caps

Ice grounded within one
model grid cell (10km) of
coast, with or without the
presence of an ice shelf

EM III Cold temperate

Some iceberg-rafted
debris

EM IV Minimum ice

Abundant diatoms

Grounded ice reaches the
Outlet glaciers with
icebergs calving into coast in some locations but not
the ocean
everywhere

Open ocean; ice
grounded on land
only
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No grounded ice occurs within
one model grid cell (10km) of
coast

CHAPTER 4
RECONCILING MARINE ICE SHEET FLUCTUATIONS WITH PERSISTENT
COLD TEMPERATURES IN THE MCMURDO DRY VALLEYS, ANTARCTICA
Halberstadt, A. R. W., Kowalewski, D. E., & DeConto, R. M. Reconciling marine ice
sheet fluctuations with persistent cold temperatures in the McMurdo Dry Valleys,
Antarctica. Geology, in press.
4.1 Abstract
In the Ross Sea sector of Antarctica, periodic large-scale marine ice sheet
fluctuations since the mid-Miocene are recorded by drill core and seismic data, revealing
a dynamic ice sheet response to past increases in temperature and atmospheric CO2. In
the adjacent predominantly ice-free McMurdo Dry Valleys (MDVs), preserved terrestrial
landforms reflect persistent cold conditions and have been interpreted as indicators of a
stable polar ice sheet, implying that the Antarctic Ice Sheet was largely insensitive during
past warm periods. These disparate data-based perspectives highlight a long-standing
debate around the past stability of the Antarctic Ice Sheet, with direct implications for the
future ice-sheet response to ongoing climate warming.
Here we reconcile marine records of dynamic ice-sheet behavior and episodic
open-marine conditions with nearby ancient terrestrial landforms recording consistent
cold-polar conditions. Coupled ice sheet and regional climate models nested at a high
resolution are used to investigate surface temperatures in the MDVs during past warm
periods. We find that high-elevation regions of the MDVs remain below freezing, even
when ice-free conditions prevail in the nearby Ross Sea. We compare observed
landforms with the spatial extent of modeled persistent cold conditions required for
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preservation of these ancient features, demonstrating that frozen MDVs landscapes can
coexist with receded or collapsed ice sheets during past warm periods.

4.2 Introduction
Drill core reconstructions and seismic surveys record dynamic ice-sheet behavior
throughout the late Miocene and Plio-Pleistocene. In the Ross Sea, episodic marine ice
expansion created large-scale unconformities across the continental shelf (e.g., Anderson
and Bartek, 1992; Brancolini et al., 1995; de Santis et al., 1995; Bart et al., 2000),
alternating with ice-free periods during warm interglacials. At the ANDRILL-1B core
site (A1B; Fig. 4.1c), multi-proxy sedimentary and micropaleontology investigations
reconstruct periodic open-marine hemipelagic and pelagic sedimentation within a
productive ice-free ocean environment (Fig. 4.1a; Naish et al., 2009; Rosenblume and
Powell, 2019). Although glacial sedimentation at A1B is primarily sourced from East
Antarctic Ice Sheet (EAIS) outlet glaciers, numerical modeling suggests that open marine
conditions at the drill site reflect a receded or even collapsed West Antarctic Ice Sheet
(WAIS; Pollard and DeConto, 2009). The combination of drill core data, seismic records,
and ice-sheet modeling demonstrates that the Antarctic ice sheets are sensitive to
relatively small CO2 and temperature fluctuations and receded during past warm periods
(Bart and Anderson, 2000; Naish et al., 2009; Pollard and DeConto, 2009; Gasson et al.,
2016a; Levy et al., 2016).
Less than one hundred kilometers away from the A1B site, along the coast of the
Transantarctic Mountains, the McMurdo Dry Valleys (MDVs; Fig. 4.1c) are a primarily
ice-free region bounded to the west by the EAIS and to the east by the Ross Sea and the
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seasonally open waters of the McMurdo Sound. The MDVs are characterized by high
local relief (elevations range from sea level to ~2800 m) and are dominated by large eastwest trending valleys that once hosted outlet glaciers draining the EAIS into the
McMurdo Sound. Numerous studies have documented the presence of well-preserved
cold-climate landforms in the MDVs (Fig. 4.1b). These features lack evidence for surface
modification from glacial advance or cryoturbation, suggesting that hyper-arid colddesert conditions have persisted in sectors of the MDVs since the Pliocene (Sugden and
Denton, 2004; Marchant and Head, 2007) or possibly mid-Miocene (Lewis et al., 2007).
These relict terrestrial features have prompted the inference that a stable EAIS persisted
across multiple past warm periods (e.g., Sugden et al., 1993), and therefore may be less
susceptible to climate perturbations in the future.
Here we attempt to reconcile these conflicting perspectives on large-scale icesheet behavior by revisiting the terrestrial and marine records underpinning these
assumptions about the stability of past ice sheets and their imprint on the terrestrial
geomorphic record. We employ coupled ice-sheet and climate models, quasi-equilibrated
under warm boundary conditions such as those reconstructed at A1B, to reproduce
surface temperatures in the MDVs. We identify the environmental conditions that could
have preserved these ancient terrestrial landforms while also remaining compatible with
the dynamic marine geologic record.

4.3 Nested climate modeling
We use numerical modeling to reconcile perpetually frozen temperatures in the
MDVs with periodic open water in the adjacent McMurdo Sound during past warm
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periods. Multiple simulations produce representative snapshots of ice sheets and climate
under warm interglacial boundary conditions. We perform nested regional climate model
simulations at 10 km grid resolution over the MDVs region, based on the quasiequilibrated ice sheet and climate model output from Halberstadt et al. (2021) with an
imposed modern MDVs ice-free configuration (Fig. 4.2b; Appendix A.1). Model CO2
concentrations (280 and 460 ppm) fall within the range of geologic proxies for the
Miocene and Plio-Pleistocene (Rae et al., 2021, and references therein). The absolute
value of CO2 in our modeling approach is dependent on climate model physics, so CO2
concentrations should be considered relative and not absolute; we interpret our 280 and
460 ppm simulations as representative of two possible warm interglacials during this time
period. We also include an additional 690 ppm simulation as a ‘high- CO2’ scenario.
Comparison with modern meteorological observations provides confidence that our
modeling approach can robustly represent the complex climatology of the MDVs
(Appendix A.1).

4.4 Relict landscapes and paleoclimatic implications
Ancient landscapes can serve as paleoclimate indicators, reflecting environmental
conditions at the time of formation as well as subsequent temperature and precipitation
patterns. In the MDVs, past conditions can be interpreted from diagnostic landforms that
reflect geomorphic processes.
Across the highest elevations in the MDVs, in the Upland Frozen Zone (UFZ),
cold and dry winds sustain mean daily maximum summer air temperatures and soil
temperatures that remain well below freezing with very low humidity (Marchant and
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Head, 2007). Unique features that form and remain intact under UFZ conditions include
cold-based drift deposits and sublimation tills associated with cold-based glaciation, as
well as stable rectilinear ice-cemented slopes.
Cold-based glaciers and the resultant cold-based drift lack the glacial abrasions,
striations, and polishing that are commonly associated with wet-based basal conditions.
Post-depositional wet-based or supraglacial conditions with significant melt production
would result in stratified outwash deposits and reworking of cold-based drift deposits,
which is not observed in the MDVs. Sublimation of cold based glaciers in the UFZ
produces a mantle of sublimation till often superimposed by sublimation polygons
formed from the thermal contraction of massive ice beneath the till. Long-term
preservation of sublimation polygons requires climatic conditions that prohibit the
formation of a true active layer characterized by percolation of liquid water into the
thermal contraction crack (Sugden et al., 1993; Marchant et al., 2002; Marchant and
Head, 2007). Mean summer atmospheric temperatures below -3°C are required to prevent
modification of these landscapes via supraglacial melt (Lewis et al., 2008).
Stable rectilinear ice-cemented slopes have also been identified throughout the
MDVs. The top 10-50 cm of unconsolidated deposits typically overlie an ice cemented
layer. Sufficient thawing of this layer or surface meltwater production upslope would
likely induce sliding and is estimated to occur if modern mean summer soil surface
temperatures increase to a range between -5°C to -1°C (Swanger and Marchant, 2007).
The pristine preservation and ancient ages of these UFZ landforms preclude
active cryoturbation, supraglacial melt, and slope destabilization, which are associated
with mean summer surface temperatures above approximately -3°C. UFZ landscapes
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have thus been used to support arguments for Antarctic ice-sheet stability since the midMiocene (e.g., Sugden et al., 1993).

4.5 Landscape preservation during past warm periods
Under warm boundary conditions, our model simulates frozen high-elevation
regions of the MDVs at CO2 levels consistent with proxy reconstructions, despite open
marine conditions in the nearby McMurdo Sound (Fig. 4.2c,d).
The modeled relationship between summer temperature and elevation under past
warm conditions resembles that of a present-day climatology translated to a warmer mean
state, regardless of:
a) Large-scale prevailing wind patterns. Despite the intermixing of onshore and
offshore winds across the MDVs, a generally linear relationship is observed
between summer temperature and elevation (Fig. 4.3; Appendix A.2).
b) Microclimate variability. Complex topography and intermixing winds in the
MDVs create microclimate zones observed today. Although modern
microclimate variability generally occurs below the resolution of our 10 km
simulations (Doran et al., 2002), nested climate modeling under modern
boundary conditions is able to adequately replicate modern meteorological
measurements (Fig. A.2). We therefore conclude that our modeled elevationdependent summer temperature pattern is robust.
c) Ice configuration surrounding the MDVs. Sensitivity experiments with and
without a surrounding ice mass over the TAM (Appendix A.3) show that
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glacial proximity does not exert a primary control on maintaining persistently
cold upland regions.
We leverage the observed elevation-dependent summer temperature pattern to
extrapolate model results onto the modern topography at an even higher resolution. For
each modeled climate, we identify a representative elevation characterizing the -3°C
isotherm (Fig. 4.3). Isotherm elevations are used to identify the spatial extent of modeled
cold zones (Fig. 4.3) where air temperatures remain below -3°C throughout the summer
during past warm interglacials, precluding landscape modification.
Relict landscapes in the MDVs are generally observed only at high elevations
(Fig. 4.4), indicating that climatic conditions supporting landform preservation were
restricted to MDVs uplands during the warmest interglacials (Marchant and Head, 2007).
Model results are consistent with an elevation-based stability transition across the MDVs,
separating regions of landscape modification from landscape preservation; persistently
cold temperatures existed at high elevations while valley floors experienced summer
thaw (Fig. 4.4). A spatial comparison between modeled cold zones and a compilation of
mapped MDVs landforms (Appendix A.4) underscores the climatic sensitivity of these
features to warm conditions (Fountain et al., 2014). We find that oldest landforms are
broadly situated along the fringes of modeled cold zones and are not preserved at
elevations significantly below the modeled -3°C isotherm under 280 and 460 ppm CO2
boundary conditions. We do recognize that UFZ features may be found at slightly lower
elevations on south-facing slopes compared to north-facing slopes due to differences in
insolation (e.g., Swanger and Marchant, 2007). Under the ‘high- CO2’ scenario (690 ppm

77

CO2), the -3°C isotherm occurs significantly higher than all relict landforms, suggesting
that those conditions have not been experienced since the mid-Miocene (Fig. A.4).

4.6 Reconciling high-elevation landform preservation with dynamic ice-sheet
behavior
Terrestrial landscapes within the MDVs, while not spatially or temporally
continuous, require enduring cold polar desert conditions based on the pristine conditions
of ancient landscapes. These observations have been interpreted to reflect long-term
Antarctic ice sheet stability. Here we find that persistent cold conditions in upland frozen
zones of the MDVs can coexist with a receded or collapsed WAIS and ice-free Ross Sea,
resulting in limited landscape modification under warm boundary conditions. If we
extrapolate this finding to other ice-free regions around Antarctica, we can similarly
reconcile large-scale ice mass loss during past warm periods with persistent polar desert
conditions at other high elevation ice-free locations since the mid-Miocene across
Antarctica (Bibby et al., 2016; Spector and Balco, 2020).
We note that landform preservation does not require a present day EAIS
configuration during past warm periods; our 460 ppm model member is characterized by
substantial ice loss in the Wilkes Subglacial Basin (Fig. 4.2a). Rather than reflecting
EAIS configuration, we therefore suggest that relict frozen landscapes in the MDVs
instead provide a valuable paleoclimatic constraint on past warm periods. Because
temperature patterns are primarily controlled by elevation, climate across the MDVs
warms uniformly with elevated atmospheric CO2 and coastal warmth, and the zone of
persistently cold temperatures migrates upland (Fig. 4.3, Fig. 4.4). We can therefore use
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the distribution of relict landforms to establish an upper limit of climate warming during
past warm periods. For example, the extreme ‘high- CO2’ scenario (690 ppm CO2; Fig.
4.2e) restricts persistent cold conditions to the very tops of mountain peaks and would
have exposed relict landforms to potential thaw (Fig.4.4).
We have demonstrated that a dynamic EAIS during past warm periods is
compatible with the geologic record in the MDVs; this finding reconciles previously
contradictory datasets, but does not conclusively rule out a large and stable EAIS during
past warm climates. To better understand EAIS stability, potentially divergent responses
of the WAIS and EAIS to environmental forcings should be considered. For example,
increased precipitation during past warm periods may have contributed to positive
surface-mass balance over the EAIS (Hall et al., 2015), while warming ocean
temperatures, global sea level rise, and surface melt on ice shelves may have destabilized
the WAIS and marine-based sectors of the EAIS (e.g., DeConto and Pollard, 2016;
Gomez et al., 2020). Although terrestrial and marine ice sheets can be susceptible to
divergent feedbacks under warm climates, increasing geologic evidence suggests that
large portions of the EAIS likely deglaciated during past warm periods (e.g., Cook et al.,
2013; Grant et al., 2019) while still preserving ancient landscapes in high-elevation
regions of the MDVs.

4.6 Summary
High-elevation landform preservation in the MDVs indicates sustained cold-polar
desert conditions; these data have been used to infer EAIS stability since the midMiocene. By demonstrating that frozen MDVs landscapes can coexist with open marine
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conditions in the nearby McMurdo Sound during past warm periods, we reconcile the
possible preservation of ancient MDVs landforms with dynamic marine and terrestrial
ice-sheet fluctuations.
Nested high-resolution climate modeling of the MDVs under past warm
interglacial conditions reveals elevation-based cold zones characterized by persistent subzero temperatures. Modeled cold zones overlap with mapped MDVs landforms, but only
within the proxy-constrained range of CO2 concentrations throughout the Miocene and
Plio-Pleistocene. Thus, rather than definitively constraining the stability of the EAIS, we
suggest that relict frozen landscapes in the MDVs instead provide a valuable constraint
on Antarctic warming in the geologic past.
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Figure 4.1 Dynamic glacial variability in McMurdo Sound and landform preservation in the
MDVs. (A) Facies variability at the A1B site (-77.89, 167.09). Environmental conditions range
from full glaciation to warm ice-free interglacials; glacial proximity varies between ice-contact
(i), ice-proximal (p), ice-distal (d), and marine (m) environments, reflecting dynamic Ross Sea
ice-sheet behavior (Naish et al., 2009; Rosenblume and Powell, 2019). (B) Minimum ages of
relict MDVs landforms across the same time period. Locations of features a-h are shown in Fig.
A.5 and described further in Table A.1. (C) Location of the A1B and MDVs landforms (black
diamonds).
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Figure 4.2 Nested high-resolution climate modeling of the MDVs. A star denotes the location of
the ANDRILL-1B site, which was ice-free during past warm periods. (A) Continent-wide ice-sheet
configurations during the past warm interglacials (Halberstadt et al., 2021) used as boundary
conditions for our nested climate models. (B) Ice-free MDVs mask (white) imposed in our 10-kmresolution paleoclimate model simulations, shown relative to the modern ice sheet configuration
(Morlighem et al., 2019). (C-E) Modeled mean summer temperatures across the MDVs under 280
ppm, 460 ppm, and 690 ppm CO2, respectively.
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Figure 4.3 Mean summer temperature vs. elevation under past warm boundary conditions. To
compare similar regions across different CO2 levels, we plot only the grid cells contained by the
modern ice-free mask. Modern climate model results are similar to a high-resolution weather
prediction model output over the MDVs (grey; Antarctic Mesoscale Prediction Model at 0.89 km
resolution, AMPS; Powers, 2007) that is averaged across three different days (12-15-2017, 0115-2018, 02-15-2018) to approximate DJF average temperature. Isotherm elevations are
identified where the least-squares fit lines intersect -3°C degrees.
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Figure 4.4 Spatial comparison between modeled cold zones and mapped relict landforms (see
Appendix A.4 for landform compilation and explanation of confidence rankings).
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CHAPTER 5
ANTARCTIC SUPRAGLACIAL LAKE IDENTIFICATION USING LANDSAT-8
IMAGE CLASSIFICATION
Halberstadt, A. R. W., Gleason, C. J., Moussavi, M. S., Pope, A., Trusel, L. D., &
DeConto, R. M. (2020). Antarctic Supraglacial Lake Identification Using Landsat-8
Image Classification. Remote Sensing, 12, 1327.
5.1 Abstract
Surface meltwater generated on ice shelves fringing the Antarctic Ice Sheet can
drive ice-shelf collapse, leading to ice sheet mass loss and contributing to global sea level
rise. A quantitative assessment of supraglacial lake evolution is required to understand
the influence of Antarctic surface meltwater on ice-sheet and ice-shelf stability. Cloud
computing platforms have made the required remote sensing analysis computationally
trivial, yet a careful evaluation of image processing techniques for pan-Antarctic lake
mapping has yet to be performed. This work paves the way for automating lake
identification at a continental scale throughout the satellite observational record via a
thorough methodological analysis. We deploy a suite of different trained supervised
classifiers to map and quantify supraglacial lake areas from multispectral Landsat-8
scenes, using training data generated via manual interpretation of the results from kmeans clustering. Best results are obtained using training datasets that comprise
spectrally diverse unsupervised clusters from multiple regions and that include rock and
cloud shadow classes. We successfully apply our trained supervised classifiers across two
ice shelves with different supraglacial lake characteristics above a threshold sun elevation
of 20°, achieving classification accuracies of over 90% when compared to manually
generated validation datasets. The application of our trained classifiers produces a
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seasonal pattern of lake evolution. Cloud shadowed areas hinder large-scale application
of our classifiers, as in previous work. Our results show that caution is required before
deploying ‘off the shelf’ algorithms for lake mapping in Antarctica and suggest that
careful scrutiny of training data and desired output classes is essential for accurate results.
Our supervised classification technique provides an alternative and independent method
of lake identification to inform the development of a continent-wide supraglacial lake
mapping product.

5.2 Introduction
Both the Greenland and Antarctic ice sheets are losing mass at an increasing rate
(e.g., Harig and Simons, 2012; Shepherd et al., 2012; Vaughan et al., 2013; Velicogna et
al., 2014; Noël et al., 2016; Van Den Broeke et al., 2016; Mouginot et al., 2019; Rignot et
al., 2019). The Greenland Ice Sheet is projected to contribute up to ~25 cm of global
mean sea level by the year 2100 under 'worst case' greenhouse-gas emissions scenarios
(Church et al., 2013). In contrast, mass loss from the Antarctic Ice Sheet has the potential
to raise global mean sea level by tens of meters in future centuries (e.g., Golledge et al.,
2015; Winkelmann et al., 2015; Clark et al., 2016; DeConto and Pollard, 2016) and is
projected to dominate global sea level rise in the near future (Kopp et al., 2014, 2017).
Surface meltwater plays a central role in ice sheet contributions to sea level through both
direct surface meltwater runoff and indirect ice dynamical impacts. Liquid meltwater
produced on the surface of an ice sheet can pool into bodies of water, such as lakes or
streams, if underlain by an icy surface that is sufficiently impermeable. The influence of
supraglacial hydrology on ice-sheet dynamics has been extensively explored for the
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Greenland Ice Sheet, where rapid drainage of surface lakes via hydrofracture to the icesheet bed during the early melt season and the development of perennial river networks
that drain into moulins during the mid to late season influence subglacial effective
pressures and ice flow velocities on short and longer timescales (e.g., Zwally et al., 2002;
Das et al., 2008; Shepherd et al., 2009; Bartholomew et al., 2010, 2012; Schoof, 2010;
Hoffman et al., 2011; Sundal et al., 2011; Joughin et al., 2013; Tedesco et al., 2013; Chu,
2014; Doyle et al., 2014; Smith et al., 2015).
Supraglacial lakes are of particular importance in Antarctica, where their presence
has been shown to induce ice-shelf collapse (Scambos et al., 2000, 2003; Sergienko and
Macayeal, 2005; van den Broeke, 2005; Banwell et al., 2013), which impacts the flow of
upstream ice (e.g., Rignot et al., 2004; Scambos et al., 2004; Glasser et al., 2011; Rott et
al., 2011; Shuman et al., 2011) and can trigger dynamic instabilities (Weertman, 1974;
Schoof, 2007; Bassis and Walker, 2012; Pollard et al., 2015; Robel and Banwell, 2019).
As Antarctic air temperatures increase, supraglacial lakes will become an increasingly
important component of ice sheet mass balance through both direct export via drainage
by surface streams (Bell et al., 2017, 2018) and meltwater-induced hydrofracturing that
can trigger ice-shelf collapse and rapid sea-level rise due to associated dynamic
acceleration of interior ice (DeConto and Pollard, 2016). Supraglacial lakes are generally
visually distinct in satellite images; dark blue lakes generally stand out against a white
background of snow and ice. Individual lakes are relatively easy to identify manually, but
mapping lakes reliably, repeatably, and efficiently across large spatial and temporal
scales requires a systematic remote sensing approach.
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Previous efforts to identify supraglacial lakes from multispectral satellite data
have primarily focused on the Greenland Ice Sheet. A threshold-based approach (i.e.,
classifying lakes by whether or not reflectances exceed a threshold) has been successful
for delineating supraglacial lakes using multispectral satellite data across multiple
instruments. Regionally-varying thresholds have been applied to individual band
reflectance values as well as the ratios between bands, such as the normalized difference
water index, in order to identify supraglacial lakes (e.g., Xu, 2006; Box and Ski, 2007;
Sundal et al., 2009; Doyle et al., 2013; Johansson and Brown, 2013; Leeson et al., 2013;
Morriss et al., 2013; Yang and Smith, 2013; Arnold et al., 2014; Banwell et al., 2014;
Fitzpatrick et al., 2014; Smith et al., 2015; Moussavi et al., 2016; Pope, 2016; Pope et al.,
2016; Miles et al., 2017). Another approach, dynamic band thresholding, compares the
red reflectance of each pixel to the mean red value within a moving window surrounding
the pixel (e.g., Selmes et al., 2011; Everett et al., 2016). Williamson et al. (2017, 2018)
incorporate this technique into their Fully Automated Supraglacial lake Tracking (FAST)
algorithm for capturing lake drainage events. A dynamic moving window approach has
also been successfully applied using histograms rather than a pixel mean (Liang et al.,
2012; Howat et al., 2013). Lake boundaries can be refined by assuming a bimodal
distribution of band ratios (Yang and Smith, 2013), and textural analysis has been used to
identify supraglacial lakes based on a maximum-likelihood algorithm (Lettang et al.,
2013). Finally, object-oriented classification incorporates size and shape criteria in
addition to band reflectance thresholds (Johansson and Brown, 2013).
Although Antarctic lakes are smaller and shallower than Greenland lakes
(Banwell et al., 2014), they can potentially exert a much larger influence on ice-sheet
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stability and global sea level, because most of the Antarctic Ice Sheet is marineterminating and surrounded by large floating ice shelves (covering 1.6 million km2,
Depoorter et al., 2013) that are vulnerable to hydrofracturing (Scambos et al., 2000, 2003;
Sergienko and Macayeal, 2005; van den Broeke, 2005; Banwell et al., 2013). Antarctic
supraglacial lakes have been mapped on individual ice shelves using band thresholding
methods (Banwell et al., 2014; Langley et al., 2016; Bell et al., 2017; Lenaerts et al.,
2017a) but have only recently gained wide appreciation. Kingslake et al. (2017) were the
first to note widespread surface lakes across Antarctica by manually mapping meltwater
features across a temporal composite of cloud-free Landsat imagery. Stokes et al. (2019)
also mapped lakes in East Antarctica from a composite of cloud-free Landsat imagery
and provided a minimum estimate of lake area during one month of a high-melt summer
(January 2017) using a normalized difference water index threshold. Both of these
spatially widespread mapping approaches employ image mosaics that merge scenes from
different time periods, and therefore capture a time-integrated snapshot of lakes rather
than providing detailed information about lake evolution through time. These mosaics use
only imagery acquired under ideal conditions (i.e., cloud-free, high sun elevation) which
is not representative of the majority of imagery available over Antarctica.
In Antarctica, a high degree of user intervention and effort (i.e., manual
interpretation of images) has been required to identify and map supraglacial lakes from
individual images, prohibiting broad spatial and temporal coverage. Our goals for this
study are to: (1) develop a method for accurate lake identification that is broadly
applicable in space and time and is robust for different ice environments; (2) assess the
sensitivity of lake identification to training data and especially training classes; (3) assess
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the sensitivity of lake identification to classification algorithms; and (4) investigate the
transferability of our classification scheme across two ice shelves. Specifically, we
develop a completely automated method to identify and map lakes in Google Earth
Engine, using a combination of unsupervised and supervised image classification
techniques to eliminate much of the manual input required. We first run unsupervised kmeans clustering, which honors the full spectral diversity present in supraglacial settings
and accounts for spectral information a user cannot interpret. We then interpret this
output and use these interpreted classes as training data to generate trained supervised
classifiers. To our knowledge, this approach has not been previously applied. Ultimately,
we exhaustively test six different combinations of training classes across two different ice
shelves. We describe the process of creating this classification scheme and test the
sensitivity of this method to the user’s choice of training data and classification
algorithm. We compare lake areas produced by our method with lake areas produced by
previously published classification algorithms and assess the spatial and temporal
transferability of our classification scheme.

5.3 Methods

5.3.1 Overview and study area
We developed our method for two areas in East Antarctica: Amery Ice Shelf and
Roi Baudouin Ice Shelf (Fig. 5.1). Amery Ice Shelf is fed by the largest ice stream in the
world (Lambert Glacier; Rignot and Thomas, 2002), discharging about 16% of grounded
ice in East Antarctica (Fricker et al., 2000). Surface meltwater features have been
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documented on Amery Ice Shelf for many decades (e.g., Mellor and McKinnon, 1960;
Swithinbank, 1988; Phillips, 1998; Kingslake et al., 2017), and meltwater has also been
observed on the surface of Roi Baudouin Ice Shelf (Trusel et al., 2013; Kingslake et al.,
2017; Lenaerts et al., 2017b).
From these study area locations, we selected 20 training scenes and 52 application
scenes from the available Landsat imagery to represent a wide range of sun elevations
and acquisition dates and therefore spectral characteristics (Table B.1). All processing
was implemented within the Google Earth Engine cloud computing platform
(http://code.earthengine.google.com) using scenes collected during the austral summers
of 2013-2014 to 2017-2018.
Although mapping the plethora of ice surface types is not the focus of this study,
successful classification of lakes relies on accurately identifying multiple ice surface
characteristics (Table 5.1). Much of the spectral variability on the surface of the Antarctic
Ice Sheet results from spatial variability in the physical properties of the ice sheet surface.
We distinguish the fast-flowing ice stream environment (“flowing ice”, transported from
the continent interior out to the marine margin at velocities of many meters per year),
from “firn” where snowfall gradually densifies with depth. “Blue ice” occurs where the
white upper layer of snow has been removed, often scoured by wind, revealing a blueish
ice surface. Instead of pooling into lakes, surface meltwater can also saturate firn to form
“slush”. The delineations between these supraglacial features are sometimes difficult to
interpret; slush can appear very similar to shallow lakes or to wind-scoured “blue ice”
regions. Additional features imaged across the Antarctic Ice Sheet surface include rock
outcrops, clouds, and cloud shadows. Our supervised classification approach was built to
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optimize lake identification; non-lake classes were carefully curated to avoid commission
errors with lakes, but accurate classification of other environments (e.g., slush, blue ice,
rocks, clouds, and cloud shadows) was not the focus of this work. Throughout this work,
we evaluate only the lake class product from supervised classification.

5.3.2 Training data generation
Our approach was to use an unsupervised clustering algorithm to generate
statistically differentiable classes and then interpret this output as meaningful inputs into
a supervised classification algorithm. Specifically, we used an unsupervised k-means
clustering algorithm (Arthur and Vassilvitskii, 2007) with efficient estimation of the
number of clusters (Pelleg and Moore, 2000) to first identify spectrally unique clusters.
We specified a minimum and maximum number of resultant clusters (5 and 80,
respectively) for the unsupervised k-means algorithm, which generally produced 30-40
unique clusters. We manually interpreted and consolidated these k-means clusters to
generate specific classes of interest (Fig. 5.2; Table 5.1).
Since meltwater features can be spectrally ambiguous, we tested the sensitivity of
our lake mapping algorithm to different numbers of input classes. We randomly sampled
1500 pixels from each class to form training datasets (Table 5.1) that were named
according to the number of training classes and the location of training images. An initial
6-class scheme was based on visual categorization of spectrally unique k-means clusters
that represent important drivers of ice sheet process (lake, slush, blue ice, two kinds of
flowing ice, firn). We observed that some k-means clusters contained pixels from very
shallow lake environments along with slush pixels or non-lake pixels, so we tested
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splitting the ‘lake’ class into two classes ('deep lake’ and ‘shallow/frozen lake’) to form a
7 class training dataset. Liquid water pooling in lakes over an ice shelf or ice sheet can refreeze at the lake surface (e.g., Hubbard et al., 2016; Langley et al., 2016), creating a
transitional meltwater environment that has been omitted from most classification
schemes (Johansson and Brown, 2013). We grouped these frozen lake environments into
the ‘shallow/frozen lake’ training class. Two cloud shadow classes and two rock classes
were added to form a 9 and 11 class training dataset, respectively; we manually mapped
cloud-shadowed regions to form the cloud shadow classes, and for the rock classes, we
deployed the Antarctic-wide rock mask (produced by Burton-Johnson et al., 2016,
accessed through the Antarctic Digital Database, and buffered by 1 km to ensure
complete rock coverage). Table 5.1 provides a summary of these training schemes.
We aim to develop an automated mapping procedure broadly applicable in space
and time. Therefore, we investigate spatial transferability of supervised classifiers across
both Amery and Roi Baudouin ice shelves. We supplemented the full 11-class training
dataset from Amery Ice Shelf (t11A) with an additional training dataset created from Roi
Baudouin Ice Shelf (t11B). A combination dataset (t11AB) contains training data from
both regions (Table 5.1). Finally, we also explored object-based (rather than pixel-based)
image analysis by constructing a training dataset that includes shape parameters (cluster
area, perimeter, compactness, and elongation) in addition to the spectral properties of the
individual pixels. We resampled our 11-class training dataset with this extra information
about cluster shape produced through image segmentation (tOB11A and tOB11B)
(Achanta and Susstrunk, 2017).
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5.3.3 Supervised classification
With our training datasets in hand, we proceeded to supervised classification (Fig.
5.2). We generate a suite of different trained supervised classifiers by using each training
dataset in Table 5.1 as input to a supervised classification algorithm. To develop an
approach that can be easily upscaled in space and time, we used a suite of established
classification algorithms accessible within the Google Earth Engine cloud computing
platform. These algorithms include Random Forest, Minimum Distance, Classification
and Regression Trees, Naive Bayes, Maximum Entropy, and Support Vector Machine
algorithms. We then tested all possible combinations of training datasets and supervised
classification algorithms (Table B.3).
We compare classification results across a set of application images for both
Amery and Roi Baudouin ice shelves (Fig. 5.2). Rock outcrops were masked, and we also
manually removed cloudy and cloud-shadowed regions from images prior to applying the
unsupervised clustering algorithm, as these can introduce classification ambiguities.
Comparing classification results across these heavily curated scenes reflects classifier
performance under idealized conditions, without the confounding effect of clouds, cloud
shadows and rock. However, individual scene preparation is not feasible at large spatial
and temporal scales. Thus, to lay the groundwork for large-scale application of this
approach, we also applied all of our 11-class supervised classifiers (including rock and
cloud-shadow classes) to scenes with only automated cloud removal based on a multiband cloud threshold developed by Moussavi et al. (2020).
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5.3.4 Validation
By necessity, classification error was quantified from limited validation data
because in-situ measurements are not available for validation. We therefore constructed
two validation datasets: manually mapped high-confidence lake polygons that allows us
to assess only the lake/no lake areas that can be clearly interpreted visually, and a pixellevel dataset that was randomly sampled and then manually interpreted as lake or nonlake.
For the first validation dataset, we constructed high confidence lake polygons
instead of a traditional shoreline trace; tracing lake outlines requires visual distinction of
an often gradual transition between slush and ponded meltwater using just true-color
images, a task with inherent subjective variability (e.g., Paul et al., 2013). Thus, we
instead used only the centers of lakes to ensure that any error is due to classification and
not validation data. We selected potentially ambiguous areas (slush, cloud shadow, blue
ice) to comprise non-lake high-confidence polygons.
To construct our second validation dataset, we manually interpreted individual
pixels. We generated 200 randomly sampled pixels within each of 6 scenes, and manually
labelled each pixel as either a lake or non-lake pixel. Some of these pixels were visually
ambiguous and could not be interpreted as lake or non-lake with certainty. Instead of
discarding these pixels, which would create a sampling bias in our validation dataset by
disproportionately representing high confidence pixels and ignoring lake margins that are
difficult to classify, we included these ambiguous pixels in the dataset with our best guess
at interpretation. We report the percent of pixels with low-confidence interpretations to
quantify the amount of uncertainty associated with visual interpretation.
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We compared lake identification across a set of 52 application scenes: 33 over the
Amery Ice Shelf and 19 over the Roi Baudouin Ice Shelf, spanning a range of sun
elevation and collection dates (Table B.1). The goal of this manuscript is to reliably map
Antarctic lakes, so we also compared our lake identification against lakes identified
through multi-band thresholding presented in companion paper Moussavi et al. (2020)
and previously published lake thresholds from polar regions.

5.4 Results

5.4.1 Error assessment
We evaluate classifier accuracy against our two manually interpreted lake
validation datasets: first, the high-confidence lake polygons assessing only the lake/nonlake areas that can be clearly interpreted visually; and second, the lake pixel dataset,
which was randomly sampled prior to visual interpretation, representing the full
variability of the scene. These validation datasets are used to assess the performance of
classifiers generated from different combinations of classification algorithm and training
dataset.
Many of the tested supervised classification algorithms produced high accuracies
(Table B.2; Table B.3). When the Random Forest algorithm was used to generate
supervised classifiers, those classifiers consistently produced the highest accuracies (e.g.,
94.9% and 89.5% for t11AB on Amery and Roi Baudouin ice shelf validation pixels,
respectively; Table B.3), so we selected this algorithm as the best supervised algorithm
and refer to our results using this algorithm from now on unless specified otherwise. Full
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description of the intercomparison of 11 classification algorithms is given in Section B.1,
which therefore achieves aim (3) of the paper. This allows us to focus on aims (1), (2),
and (4), rather than tediously report differences in classification algorithm performance.
We assess the accuracy of classifiers generated from different training classes
using our two validation datasets. Classifier accuracy tends to be very high when the
high-confidence lake and non-lake polygons were used as the validation dataset (Table
5.2), demonstrating that our classification scheme is correctly identifying distinct lake
and non-lake environments reliably. Manually constructed lake polygons encompass
mostly deep centers of large lakes, because these environments can be more easily
visually interpreted with high confidence. This presents a possible bias towards assessing
accurate classification of deep lakes over shallow lakes.
For the pixel-level validation dataset, all pixels are assigned as either lake or nonlake, and we report the number of low-confidence pixels where this labeling was difficult
(Table 5.3). Low confidence pixels range from only 3.5 to 12.0% of the total validation
pixels, so we believe the overall accuracies in Table 5.3 are a good representation of
image processing accuracy. Table 5.3 shows that with more training classes, classifier
accuracy generally increases, although the object-based classifiers (cOB11A and
cOB11B) produce lower accuracies than the pixel-based classifiers with the same training
classes (c11A and c11B). Accuracy varies across the six sampled Landsat scenes in Table
5.3 due to differing characteristics (i.e., sun angle, cloud cover); for example, the 201612-26 Amery Ice Shelf scene includes more clouds and cloud shadows than the other
scenes. Our classifier c11AB, generated from training data from both ice shelves,
produces high accuracies over both regions.
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Comparing the two validation datasets, we find that the polygon dataset produces
higher accuracies than the pixel-based dataset. Mean accuracy for the polygon dataset is
98.6% (standard deviation 2.1%) for all training datasets applied to the corresponding ice
shelf, while mean and standard deviation accuracy for the pixel dataset are 92.9% and
6.9%, respectively. In addition, average overall accuracy is much higher for Roi
Baudouin than Amery for the pixel dataset, while the polygons show similar accuracy
across both environments.

5.4.2 Lake areas from supervised classification
Following our stated aims, we investigated the sensitivity of classified lake areas
to different choices a user could make in mapping Antarctic lakes. In addition to the
supervised classification algorithm (discussed in Section B.1), these choices include the
number of training classes and the locations of training classes. Figure 5.3a shows
differences in lake area across training datasets for the Amery Ice Shelf application
images. The initial 6-class classifier over Amery Ice Shelf (c6A: lake, slush, blue ice, two
kinds of flowing ice, firn; Table 5.1) often misclassified large swaths of visually slushy or
frozen regions as lake (Fig. 5.4), producing relatively high lake areas (Fig. 5.3a). With a
distinction between shallow/frozen lakes and deeper lakes, the c7A classifier produced
lower lake areas than c6A (Fig. 5.3a; Fig. 5.4). Two cloud shadow classes added to the
c9A classifier led to even lower lake areas (Fig. 5.3a; Fig. 5.4). Figure 5.3a also
demonstrates a strong control of sun angle on identified lake area: the shaded grey
regions, denoting sun elevations < 20°, contain lake areas that vary widely across training
classes or produce much larger lake areas than are physically possible. The confidence
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intervals on each bar in Figure 5.3 reveal that while each set of training data produces
high-confidence lake areas, the resulting areas are sometimes quite different.
Throughout the melt season, all classifiers produced a consistent lake evolution
pattern: a gradual increase in lake area, peaking during the late season, which matches the
melt pattern observed at Larsen Ice Shelf (van den Broeke, 2005). Early melt season
scenes (e.g., November and December) recorded zero or very low lake areas; scenes with
a small number of identified lakes often captured a few meltwater ponds, or small
amounts of cloud shadow misclassification. Classifiers generated from different training
datasets diverged in their ability to classify low-sun-elevation scenes; with increasing
number of training classes, lake area decreased for these scenes although significant
misclassification remains. We obtained the lowest amount of misclassification for lowsun-elevation scenes by combining training data from both Amery and Roi Baudouin Ice
Shelf (c11AB; Fig. 5.3b).
Figure 5.3 shows total lake area across entire scenes, but we are also interested in
a more controlled experiment. Thus, we calculate lake area across all our validation
polygons, applying each classifier only within the bounds of these high-confidence
lake/non-lake areas to test the effect of training data on lake area calculation. In theory, a
correct classification should have the same lake area as our manual lake polygons. Figure
5.5 compares the summed area of our lake polygons with results from supervised
classifiers applied to both lake/non-lake polygons. Two date-specific patterns emerge: a
pattern where classifiers match lake area better as more classes are added (21 Dec 2014,
25 Feb 2017) and a pattern where the results are relatively insensitive to the number of
training classes (26 Dec 2016, 16 Jan 2014, 04 Feb 2014). Total lake area difference
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across training data ranged from 8.4 x 107 m2 (87% percent of true area) in 25 Feb 2017
to 0.2 x 107 m2 (1% percent of true area) on 04 Feb 2014.
We also investigated adding object-based classification to our supervised
classification scheme. With shape parameters added as training classes, cOB11A
produced lower lake areas compared to the otherwise identical pixel-based c11A
classifier (Fig. 5.3a; note that higher lake areas from cOB11A in the 25-Feb-2017 scene
shown in Fig. 5.5 represent cloud shadow commission error). With object-based
classification, image segmentation creates coherent lake regions, ensuring that large
numbers of isolated lake pixels do not artificially inflate the calculated lake areas, but it
misses some detailed lake patterns evident in the ‘noisy’ pixel-by-pixel classification
(Fig. 5.6).

5.4.3 Classification transferability across ice shelves
An aim of this paper is to investigate the transferability of our classification
scheme across ice shelf locations. Lakes on Amery Ice Shelf are deeper and larger than
on Roi Baudouin Ice Shelf, and this physical difference is important to classify correctly.
First we compare a classifier generated from Amery Ice Shelf training data (c11A) with a
classifier generated from Roi Baudouin Ice Shelf data (c11B) and a combination
classifier generated from both regions (c11AB), by applying these classifiers to both
Amery and Roi Baudouin Ice Shelf application images (Fig. 5.7a). We observe that the
combination classifier (c11AB) produces similar lake areas to both regionally trained
classifiers with the same number of training classes (c11A or c11B; Fig. 5.7a). On Roi
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Baudouin Ice Shelf, c11B identifies more shallow lake extents than c11AB (Fig. 5.7b),
although both capture deep lake environments.
Second, we investigate the spatial transferability of supervised classifiers by using
training data from one ice shelf as validation data for the other (which renders them
independent from one another; for example, a c6A trained classifier was generated from
the t6A training dataset and is therefore independent from the t9B training dataset; Table
5.4). Classifiers generated from Amery Ice Shelf training datasets are relatively
unsuccessful when applied to a dataset of interpreted pixels sampled from Roi Baudouin
Ice Shelf (i.e., our Roi Baudouin training data), and vice versa. When faced with a
combination 11-class dataset containing pixels from both regions, the best-performing
regional classifiers (c11A from Amery and c11B from Roi Baudouin) only achieved
accuracies of 78% and 66%, respectively. Conversely, the combination classifier c11AB
was able to correctly classify the 11-class training datasets from both regions with an
accuracy of at least 99%.

5.5 Discussion

5.5.1 Sensitivity of lake area results to user choices and training data
We are ultimately interested in accurate supraglacial lake mapping. Our results
indicate that seemingly trivial user choices can have significant impacts on calculated
lake areas, which, in turn, could lead to erroneous scientific conclusions. Our experiment
design has made the effect of each of these choices explicitly clear. Principally, the
number of training classes significantly impacts the lake areas identified by trained
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supervised classifiers (Fig. 5.3a; Fig. 5.4), and more accurate lake areas are obtained by
distinguishing deep lakes from shallow or frozen lakes (Fig. 5.5). The addition of cloud
shadow classes further improves accuracy of the classifiers; Figure 5.4 demonstrates how
the addition of cloud shadow classes can decrease lake misclassification (commission
error). Calculated lake area is relatively insensitive to classification algorithm; similar
lake areas are produced across a handful of the best-performing algorithms (Fig. B.1),
although we use Random Forest exclusively throughout this study. Elucidating these
impacts required the extensive investigation that we provide here and would not be
apparent if we had selected an ‘off the shelf’ classification method and proceeded without
further analysis.
Our approach separates shallow/frozen lakes and deep lakes into different training
classes (Table 5.1), using only the deep lake class to calculate lake area. This approach
increases confidence in (deep) lake area calculations but possibly introduces omission
errors for shallow lakes. Thus, the user decision regarding what constitutes a ‘lake’ can
lead to significant classified lake area discrepancies. This is clear in Figure 5.3a, where
the use of different training classes led to widely different lake areas despite the relatively
high accuracy of each classifier (Table 5.2, Table 5.3). In other words, our classifiers are
accurately detecting what they have been trained to detect, but they may not have been
trained to classify the same lake environment. This is especially important in areas with
mostly shallow lakes, such as Roi Baudouin Ice Shelf. Furthermore, the inclusion of
frozen or partially frozen lakes can significantly impact meltwater volume calculations.
The definition of when ‘slushy’ or ‘shallow/frozen lake’ pixels become ‘deep lake’ pixels
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has implications for the wider community use of a lake mapping product and should be
explicit in a final product.
Our results also show that classifiers generated from training datasets that contain
only one lake class (c6A, c6B) can produce lake areas that are much too large (see c6A in
Fig. 5.3a), despite generally high classification accuracy (Table 5.2, Table 5.3). Thus,
classification accuracy by itself can be misleading; high accuracy may not reflect
improved understanding of the supraglacial environment, as in this example the high
image classification accuracy would have badly misrepresented lake area. We assert that
training classes must therefore be curated to best capture the desired lake environment,
but this does not mean that adding more classes is always desirable. We argue that there
are diminishing returns on addition of further classes; we have split rocks, cloud
shadows, and flowing ice into two sub-classes each, but further division of classes blurs
their statistical differentiability. Future work should explicitly seek to determine if there
is an optimal number of classes for pan-Antarctic study.
The object-based classifier is less accurate compared to the pixel-by-pixel
classifier. We hypothesize that our addition of shape parameters reduces classifier
accuracy by placing less emphasis on reflectance differences. The four shape parameters
we incorporate (area; perimeter; the ratio of area to perimeter; and ratio of width to
height) are not unique to lake clusters; many other glacial features exhibit similar shapes
as lakes (e.g., patches of blue ice, snow, and cloud shadows). Furthermore,
c11A/c11B/c11AB omission error is low for high-confidence lake polygons, suggesting
that pixel-based classification is already producing coherent lake areas without the extra
step of image segmentation. The success of object-based classification relies on the
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image segmentation methodology. The initial spacing for image segmentation is set at 5
pixels, and superpixel clusters ‘grow’ from the seeded locations (Achanta and Susstrunk,
2017). This spacing is comparable to the minimum lake size for the pixel-based
classification method; there is no size threshold for pixel-based classification, but lakes
are generally comprised of more than one pixel. The size and clustering method for
creating polygons during image segmentation may significantly impact object-based
classification results, but further exploration is beyond the scope of this work. As Google
Earth Engine tools continue to improve, future incorporation of supervised image
classification should explore more sophisticated object-based image analysis as part of
the training data production and supervised classification process. Object-based
classification provides a valuable minimum estimate of lake area, which could form an
important baseline when upscaling lake identification spatially and temporally across
Antarctica.

5.5.2 Spatial and temporal upscaling
In this work, we investigated the wider spatial and temporal application of our
classification method. We tested the spatial robustness of our classification method by
comparing classifier performance across Amery and Roi Baudouin ice shelves. The
regional classifier generated from only Roi Baudouin scenes (c11B) is less susceptible to
shadow misclassification than the regional Amery classifier (c11A) but misses a few deep
lake areas. By incorporating training data from both locations, the combination classifier
(c11AB) may underestimate lake area by ignoring some shallower lakes (Fig. 5.7b) but
ensures that deeper lakes are included. Combining training datasets leads to better
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performance for low-sun-elevation scenes (c11AB in Fig. 5.3a) and improves classifier
accuracy for cloudy scenes (e.g., scene 2016-12-26 in Table 5.3).
Across both ice shelves, the combination classifier c11AB performed similarly to
the regionally trained classifiers c11A and c11B (Fig. 5.7a) with generally similar
accuracy despite the differences in lake characteristics (Table 5.2; Table 5.3). Crossvalidation of trained classifiers with training datasets for both Amery and Roi Baudouin
ice shelves (Table 5.4) reveals that regionally trained classifiers perform poorly when
applied to another ice shelf, but the combination classifier c11AB is accurate across both
regions. These observations support the assertion that spatially integrated training data
produces more robust lake area identifications. This is encouraging for broad spatial
application, as we would otherwise expect that regionally trained classifiers would
outperform a multi-region training set. Because c11AB performs well, we have
confidence for future broader training data generation.
Removing scenes with sun elevations less than 20° prevents early-season cloud
shadow misclassifications. This produces a consistent seasonal lake evolution pattern,
evident across both Amery and Roi Baudouin ice shelves (Fig. 5.3, Fig. 5.7a). However,
this sun elevation filter can also remove high-melt late-season scenes from analysis,
which may be problematic for capturing the full seasonal evolution of surface meltwater.
Adding training data from more locations may continue to improve a classifier’s ability
to correctly identify lakes in low-sun-elevation scenes. Alternatively, we could envision
adding a specific ‘low angle’ set of classes to be applied only during low angle scenes.
This partition into two datasets (based on image date) might allow lakes to be mapped
reliably throughout the season but requires difficult analysis of early season scenes to
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generate training data. To continue to successfully upscale across the Antarctic continent,
classification techniques will need to be applicable across more variable environments,
not only encompassing different lake characteristics but also regions of extensive dirty
ice and different rock outcrop lithologies.

5.5.3 Comparison with threshold-based lake identification
We compare our 11-class supervised classifier (c11AB) lake results to a suite of
previously published spectral thresholding algorithms that have been developed for
specific glacial regions on the Antarctic or Greenland Ice Sheet. These methods work by
selecting single band or multi-band index thresholds to differentiate lakes. These methods
are computationally efficient and easily applied at massive scale and form a status quo in
Antarctic lake mapping. Some of the spectral thresholding methods produce roughly
similar lake areas as the supervised classifiers developed here, while others diverge
significantly (Fig. 5.8), which is unsurprising given the diversity in lake characteristics
across polar regions and the different regions of intended application. The advent of
Google Earth Engine has enabled our more computationally intensive methods to be used
on the same data volumes as these threshold methods. It is not our intent to explicitly
compare and evaluate these methods; rather, we highlight the widely varying lake areas
that result from applying different ‘off-the-shelf’ classifiers, adding weight to our
assertion that a careful treatment of supraglacial training data is crucial for the correct
identification of lake area.
We compare our lake results to the multi-band spectral lake identification
thresholds developed by Moussavi et al. (2020) (Table 5.2; Table 5.3; Fig. 5.8). Both
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methods calculate similar lake areas throughout the melt season and produce a consistent
pattern of lake evolution across the melt season (Fig. 5.8a). General similarity of lake
areas calculated by the two methods confirms that the spectral signature of lakes
established through our supervised classification method is independently consistent with
the multi-band spectral thresholds manually derived in Moussavi et al. (2020). The
Moussavi et al. (2020) spectral thresholds capture more shallow or partially frozen lake
environments than our supervised classifier (Fig. 5.8g). The manually interpreted
validation datasets (Table 5.2; Table 5.3) reveal that our 11-class supervised classifier
c11AB is more accurate than multi-band thresholded lakes (Moussavi et al., 2020) for
three of the four Amery scenes (lower c11AB accuracy is achieved across the cloudiest
Amery scene, 2016-12-26, due to cloud shadow commission error). Both methods used
together provide critical information about the range of possible lake areas.

5.5.4 Classification of non-lake environments and commission error

4.4.1 Rock Outcrops
Sunlit rock outcrops emerging from snow- and ice-covered regions have distinct
spectral characteristics, but shaded rocks can appear similar to lakes. For many of the
application scenes presented here, rock outcrops have been clipped out using the static
rock mask. This approach ensures complete rock removal but may omit meltwater
generated around exposed rock. Also, rock areas may fluctuate annually as snow cover
changes over time, so a flexible rock classification is valuable. The incorporation of two
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rock classes in our training dataset eliminates the need to use a static rock mask on
Landsat scenes prior to classification.
We investigate possible classifier confusion between lakes and shaded rocks by
comparing our 9-class and 11-class supervised classifier results (c9A and c11A). We find
that c9A and c11A produce very similar lake area calculations when a rock mask is
applied (Fig. B.2), verifying that the c11A classifier does not misclassify deep lakes as
rocks; similarly, resubstitution accuracy of the c11A classifier produces virtually zero
commission/omission error between rock classes and lake classes. The difference
between lake areas classified by c11A with and without the rock mask (Fig. B.2) reveals
the presence of lakes near rock outcrops that are clipped out by the 1-km rock buffering
procedure. The successful incorporation of rock classes into our supervised classification
scheme suggests that static rock masking is not a necessary procedure for producing
consistent supervised lake area classifications.

4.4.2 Cloud Shadows
Especially at low sun elevations, clouds project shadows onto ice that can be
mistaken for lakes. We find that scenes with cloud shadows can have significant
classification errors. The inclusion of two unique cloud shadow training classes (and two
rock training classes) improve these errors but do not eliminate them (for example, Fig.
B.3). Classification error is generally via commission, where shadowed areas are
mistakenly identified as lakes. The addition of two cloud shadow classes improves
commission error; classifiers with cloud shadow classes (c9A and c11A) correctly
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calculate smaller lake areas than without explicit cloud shadow classes, although some
cloud shadowed regions are still misclassified as lakes (e.g., Fig. B.3).
Our pixel validation dataset highlights the difficulty of classifying lakes that are
visible but shadowed by clouds; the 12-26-2016 Amery Landsat scene (Table 5.3) is
characterized by clouds and cloud shadows, leading to relatively lower accuracies in
Table 5.2 and Table 5.3. Even the 9- and 11-class supervised classifiers, with cloud
shadow training classes, are only able to capture some of the lake areas that appear to
underlie cloud shadow. Generally, the confounding effect of cloud shadow can lead to
both omission as well as commission errors by our trained supervised classifiers.
Supervised classifiers can also be confounded by lake areas shadowed by clouds, because
these regions are characterized by both lake and cloud shadow environments. Trained
supervised classifiers generally split these areas as partially lake and partially cloud
shadow, because a pixel can only belong to one class. Cloud shadow commission error
remains an obstacle to large-scale application of supervised classification techniques; best
results are achieved through user intervention with careful scene selection and postclassification quality control.

5.6 Conclusions
Mapping the extent and evolution of surface meltwater is crucial for
understanding the role of supraglacial hydrology in Antarctic ice-sheet stability, and it
provides important boundary conditions for assessing the stability of the Antarctic Ice
Sheet. Our goals for this manuscript were to: (1) present a method for accurate lake
identification that is broadly applicable in space and time and is robust for different ice
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environments; (2) assess the sensitivity of lake identification to training data and training
classes; (3) assess the sensitivity of lake identification to classification algorithms; and
(4) explore the transferability of our classification scheme across two ice shelf locations.
In this work, we developed a method that interprets unsupervised clustering to generate
training data for a scalable supervised classification. We extensively iterated our
approach across numerous supervised classification algorithms and training datasets to
provide a complete analysis of Antarctic lake classification.
We draw the following principle conclusions. For scenes collected with sun
elevation greater than 20°, accurate supervised classification of lakes is demonstrated
across multiple training datasets and classification algorithms using our method.
Although misclassification of cloud shadows remains a hindrance to large-scale
application of supervised classifiers, our trained classifiers achieve lake/non-lake
classification accuracies of over 90% based on manual lake validation datasets. We show
that trained supervised classifiers can be applied across two ice shelf environments and
produce a coherent melt season signal in lake area (Amery and Roi Baudouin Ice
Shelves), despite differences in lake characteristics across the two regions. We also tested
the sensitivity of our classification method to the choice of training dataset and
classification algorithm. We found that the best classification is achieved using training
datasets that distinguish deep lakes from shallow/frozen lake environments and includes
unique training classes for cloud shadows. The Random Forest classification algorithm
performed best, although lake area results are similar for other high-performing
algorithms. This work represents a successful step towards building supervised classifiers
that can be fully upscaled across the Antarctic Ice Sheet. Our method is computationally
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feasible at large scales and can be easily ported across the entire continent within the
Google Earth Engine platform. These results provide a valuable comparison point for
informing and cross-validating other methods of lake identification, ultimately geared
towards creating and improving Antarctic-wide continental lake maps of surface
meltwater evolution throughout the satellite observational record.
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Figure 5.1 Amery Ice Shelf and Roi Baudouin Ice Shelf locations, with the grounding line
(separating floating and grounded ice) shown in black. Imagery is from the Landsat Image
Mosaic of Antarctica (Bindschadler et al., 2008).
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Figure 5.2 Schematic workflow for creating training data (green), generating trained supervised
classifiers (orange) and applying the classifiers over Amery and Roi Baudouin ice shelves (blue).
Landsat product ID and sun elevation for each training and application scene used in this study
are provided in Table B.1. An example of the training process is shown for scene
LC08_L1GT_128111_20140211. In this example we show results from an 11-class training
dataset, although we test numerous training datasets with different training classes in this study
(Table 1). In this scene subset, only 4 of the 11 classes are depicted (‘Deep lake’, two types of
'Flowing ice’, and ‘Firn’).
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Figure 5.3 Lake areas are identified across a set of application scenes across the Amery Ice
Shelf, categorized by date of image acquisition. Classifiers were generated from different training
datasets. Manual cloud/cloud shadow polygons and the rock mask were applied prior to
classification. (a) Grey shading indicates scenes with sun elevation below 20°. Note the upper
scale is compressed to show the exceedingly high (misclassified) lake areas for some low-sunelevation scenes. Error bars reflect the validation accuracy of each classifier (Table 5.3). (b)
c11AB classifier results with low-sun-elevation scenes removed. For the final scene (April 3,
2015) the c11A, cOB11A, and c11AB classifiers produced zero lake area.
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Figure 5.4 Results for different trained classifiers (described in Table 5.1), applied to scene
LC08_L1GT_128111_20170118. A rock mask was applied prior to classification when using the
c6A, c7A, and c9A classifiers but not for c11A or cOB11A.
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Figure 5.5 For the five scenes with manual high-confidence lake/non-lake polygons, we compare
the sum of the lake polygon areas with classified lake areas results across both lake and non-lake
polygon areas.
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Figure 5.6 A subset of Landsat scene LC08_L1GT_127111_20140204 is shown in true color (a),
alongside results from pixel-based (b) and object-based (c) classifiers.
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Figure 5.7 (a) Classified lake areas from c11A, c11B, and c11AB classifiers applied to both
Amery Ice Shelf and Roi Baudouin Ice Shelf. Scenes were filtered to remove imagery with sun
elevations less than 20°. (b) An example of classifier difference is shown across shallow lakes on
the Roi Baudouin Ice Shelf (scene LC08_L1GT_153109_20160303).
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Figure 5.8 (a) Comparison of our supervised classifier with published band thresholding methods
developed for other polar regions, applied to Roi Baudouin Ice Shelf application scenes following
automated cloud removal. Grey shading indicates scenes with sun elevation below 20°. Note the
upper scale is compressed to show the exceedingly high (misclassified) lake areas for some lowsun-elevation scenes. (b) The true-color image shows a subset of scene
LC08_L1GT_154109_20170225 with enhanced contrast to highlight lakes partially visible
beneath cloud shadows. Lakes identified by our c11AB classifier (c) are compared to previously
published lake identification methods based to the ratio of red to blue reflectance: (d) multi-band
thresholding by Moussavi et al. (2020); (e) Red/blue (‘R/B’) thresholds from Banwell et al (2014)
for the Larsen B Ice Shelf, Antarctica, and Pope et al.(2016) for West Greenland; (f) Normalized
Difference Water Index (‘NDWI’) thresholds from Williamson et al. (2017) for West Greenland,
Yang & Smith (2013) for southwestern Greenland, and Miles et al. (2017) for West Greenland.
(g) Lake results from c11AB are compared to multi-band thresholding for scene
LC08_L1GT_128111_20141228.
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Table 5.1. Names and descriptions of training datasets. The corresponding trained supervised
classifiers are generated using each training dataset as input to a Random Forest classification
algorithm.
Training
dataset

Supervised
classifier

Classes

Description of training dataset

6

Lake (blue regions with distinct boundaries); slush (blue
regions with diffuse boundaries); blue ice (slightly blue areas
with homogenous appearance over large areas, often on the
edge of the ice stream), two different kinds of flowing ice
(whiter- and darker-colored ice that appears similar to slush
or blue ice but covers large regions across the ice stream); and
firn (white non-ice-stream areas). Training data selected from
Amery Ice Shelf.

c6A

7

Uses the t6A classes, but ‘lake’ class is separated into shallow
lakes (k-means clusters that group areas of high confidence
lake interpretation together with uncertain or frozen/lidded
lake areas) and deep lakes (high-confidence lake areas only).
Training data selected from Amery Ice Shelf.

c7A

t9A

9

Uses the t7A classes, with the addition of two cloud shadow
classes (more opaque and less opaque cloud shadows).
Training data selected from Amery Ice Shelf.

c9A

t11A

11

Uses the t9A classes, with the addition of two rock classes
(sunlit and shadowed rock outcrops). Training data selected
from Amery Ice Shelf.

c11A

tOB11A

11

Uses the t11A classes, but this object-based (“OB”) training
dataset also includes shape parameters (area, perimeter, area
to perimeter ratio, width to height ratio) in addition to band
reflectance. Training data selected from Amery Ice Shelf.

cOB11A

t6B

6

Uses the t6A classes, with training data from Roi Baudouin
Ice Shelf.

c6B

t7B

7

Uses the t7A classes, with training data from Roi Baudouin
Ice Shelf.

c7B

t9B

9

Uses the t9A classes, with training data from Roi Baudouin
Ice Shelf.

c9B

t11B

11

Uses the t11A classes, with training data from Roi Baudouin
Ice Shelf.

c11B

t6A

t7A
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tOB11B

11

Uses the t11B classes and shape parameters (area, perimeter,
area to perimeter ratio, width to height ratio) with training
data from Roi Baudouin Ice Shelf.

t11AB

11

Uses the t11A classes, but combining training data from both
Amery and Roi Baudouin ice shelves.
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cOB11B

c11AB

Number of
traced lakes;
traced lake area
c11AB
c11A
cOB11A
c9A
c7A
c6A
c11B
cOB11B
c9B
c7B
c6B
Moussavi et al.

Amery

Roi Baudouin
Average

Feb-25-2017

Jan-16-2014

Amery
Average

Dec-21-2014

Dec-26-2016

Feb-04-2014

Landsat-8 scene

Table 5.2 High-confidence manual lake and non-lake polygons are produced for five Landsat
scenes. The pixels contained by manually traced polygons are classified to calculate the lake/nonlake accuracy assessments shown here. Percentages are classifier lake/non-lake overall accuracy
applied to the lake/non-lake polygon dataset. Validation scenes are identified by date (yearmonth-day); full names are listed in Table B.1-C.

Roi Baudouin

47;
39.3 km2

237;
70.5 km2

15;
1.1 km2

99.5%
99.0%
99.1%
99.0%
99.3%
99.6%
91.5%
92.8%
91.5%
99.3%
93.3%
97.9%

98.8%
97.7%
98.0%
98.0%
98.9%
99.5%
87.2%
84.9%
87.2%
98.8%
95.6%
99.0%

99.9%
99.9%
99.7%
99.9%
99.5%
97.3%
98.7%
95.8%
98.7%
97.9%
79.7%
99.9%
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99.4%
98.9%
98.9%
99.0%
99.2%
98.8%
92.5%
91.2%
92.5%
98.7%
89.5%
98.9%

35;
8.5 km2

32;
31.6 km2

99.3%
96.7%
97.2%
97.2%
98.1%
99.1%
99.6%
97.9%
99.6%
99.7%
98.1%
98.8%

98.8%
96.7%
93.6%
92.8%
88.0%
86.1%
99.9%
99.7%
99.9%
88.9%
93.1%
99.9%

99.1%
96.7%
95.4%
95.0%
93.1%
92.6%
99.8%
98.8%
99.8%
94.3%
95.6%
99.4%
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6.0%
98.0%
99.0%
95.0%
98.0%
99.0%
99.5%
84.5%
84.0%
84.5%
98.5%
98.0%
95.5%

94.8%
92.0%
89.6%
93.3%
91.6%
91.4%
78.4%
78.4%
78.4%
92.4%
88.6%
92.8%

Roi Baudouin
Average

Feb-25-2017

Jan-16-2014

Amery
Average

3.5%
90.0%
77.5%
77.5%
86.5%
76.5%
75.0%
82.5%
75.5%
82.5%
76.0%
68.0%
94.5%

Amery
6.5%
94.5%
94.5%
92.0%
93.5%
94.0%
94.0%
72.5%
75.5%
72.5%
96.5%
92.5%
89.5%

Jan-02-2017

Dec-21-2014

4.0%
96.5%
97.0%
94.0%
95.0%
97.0%
97.0%
74.0%
78.5%
74.0%
98.5%
96.0%
91.5%

Dec-26-2016

Low-confidence pixels
c11AB
c11A
cOB11A
c9A
c7A
c6A
c11B
cOB11B
c9B
c7B
c6B
Moussavi et al.

Feb-04-2014

Landsat-8 scene

Table 5.3 We use a visually interpreted dataset of individual pixels to validate trained classifiers
(Table 5.1), as well as the multi-band thresholding method from Moussavi et al. (2020). We also
report the percentage of low-confidence pixels within our validation dataset, reflecting the
potential inaccuracies associated with visual interpretation (Section 5.3.4 Validation).
Percentages are classifier lake/non-lake overall accuracy applied to the lake/non-lake pixels.
Validation scenes are identified by date (year-month-day); full names are listed in Table B.1-C.

Roi Baudouin
12.0% 9.5%
91.5% 87.5% 89.5%
68.5% 85.0% 76.8%
63.0% 74.5% 68.8%
69.0% 90.0% 79.5%
73.0% 87.5% 80.3%
99.0% 92.0% 95.5%
99.5% 97.0% 98.3%
81.5% 90.0% 85.8%
99.5% 97.0% 98.3%
99.0% 95.5% 97.3%
98.5% 95.5% 97.0%
99.0% 96.5% 97.8%

Trained Classifier

Table 5.4 Cross-over classification accuracy for Amery and Roi Baudouin ice shelf trained
classifiers, using training datasets as validation. Bold text denotes resubstitution accuracy (after
the classifier is generated, it is then applied to the original training dataset). Red text highlights
the ability of the combination classifier, generated from training data from both ice shelves, to
accurately classify training data from both locations.

c6A
c7A
c9A
c11A
c6B
c7B
c9B
c11B
c11AB

t6A
99.3
93.0
81.1
80.7
30.6
33.9
22.5
23.4
81.4

t7A
85.0
99.2
81.6
81.6
28.8
31.7
20.7
21.5
82.0

t9A
63.7
74.2
99.2
99.2
21.5
23.9
32.1
32.2
99.1

Training Dataset
t11A
t6B
t7B
50.2
23.8 25.1
58.4
17.2 21.8
77.0
15.3 19.7
99.3
15.2 19.7
17.4
99.7 82.7
19.4
89.8 99.6
25.9
89.8 99.6
44.0
89.8 99.6
99.3
89.9 99.7
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t9B
18.8
16.3
25.5
25.1
62.0
74.7
99.6
99.6
99.7

t11B
13.7
11.9
18.6
45.3
45.1
54.3
72.5
99.4
99.6

t11AB
35.6
39.8
53.6
77.7
28.0
33.4
44.6
66.2
99.4

CHAPTER 6
SUMMARY AND FUTURE WORK

These chapters explore the stability and behavior of the Antarctic Ice Sheet during
past and current warm climates using ice sheet and climate modeling alongside remote
sensing observations and geologic data.
In Chapter 3 (Halberstadt et al., 2021), we reconstructed Antarctic ice sheet and
climate evolution during the mid-Miocene. Coupled ice sheet and climate model
scenarios were benchmarked with geologic paleoclimate and vegetation records to make
inferences about past CO2, tectonic uplift, and ice sheet fluctuations during this time. We
concluded that Transantarctic Mountain uplift was still ongoing across the mid-Miocene,
because models with lower mountain elevations provided better model/data agreement.
Our model ensemble results suggested that ice advanced during glacial periods and
retreated during interglacials over the Wilkes Land Basin, a region thought to be
particularly sensitive to future warming. We reconstructed marine-based expansion of the
West Antarctic Ice Sheet at lower CO2 concentrations, consistent with geologic data on
the continental shelf that reveal large-scale marine ice advances during the early and
middle Miocene (most recently, Pérez et al., 2021). Future work could employ a similar
model ensemble approach to further explore thresholds for marine-based ice sheet
expansion using a robust paleobathymetry reconstruction (such as Hochmuth et al., 2020)
and systematic consideration of continental shelf progradation and overdeepening across
the Miocene.
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During peak Miocene warmth, we inferred a thick East Antarctic Ice Sheet with
receded margins that was stabilized by increasing precipitation under warm climatic
conditions. This finding is consistent with proximal geologic evidence for a dynamic ice
sheet at this time (e.g., Sangiorgi et al., 2018) but is at odds with global oxygen isotope
records that imply a completely deglaciated Antarctic continent during the mid-Miocene
(Miller et al., 2020). This discrepancy is important to resolve, because it suggests large
error in either model-based reconstructions (e.g., this work) or oxygen isotope
measurement or interpretation (Gasson et al., 2016b). Future work will place model
results into context with these far field records, exploring wider implications for climate
evolution through the Miocene based on model reconstructions from Chapter 3.
Model results from Chapter 3 are also currently being used to drive smaller-scale
ice sheet modeling across the Dry Valleys as part of an ongoing collaboration. This work
will explore the sensitivity of regional glacier and ice sheet dynamics to CO2 and
topographic boundary conditions, taking a similar methodological approach as Chapter 3
but using a different ice sheet model and specifically exploring mid-Miocene valley
incision and glacial overriding events in the McMurdo Dry Valleys.
In Chapter 4 (Halberstadt et al., in press), we reconciled persistent cold terrestrial
conditions in the McMurdo Dry Valleys with receded or collapsed ice sheets during past
warm periods, addressing a long-standing data-based discrepancy regarding the stability
of the Antarctic Ice Sheet. We extrapolated model results from Chapter 3 to PlioPleistocene warm periods by selecting model scenarios with plausible CO2 and tectonic
configurations for later epochs. These climate and ice sheet model snapshots represented
past warm interglacial conditions when no ice sheet filled the Ross Sea, consistent with
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marine geologic reconstructions (Naish et al., 2009). Under these boundary conditions,
nested climate models over the McMurdo Dry Valleys region produced zones of belowfreezing temperatures that persist at high elevations and could therefore have preserved
ancient terrestrial landforms despite warm-world climates. However, only models with
atmospheric CO2 concentrations within the proxy-constrained range were able to produce
‘cold zones’ that supported high-elevation landform stability. We therefore suggested that
relict frozen landscapes in the Dry Valleys provide a valuable constraint on Antarctic
warming in the geologic past.
Our model reconstructions of Dry Valleys climatology during past warm periods
can support further detailed investigations of landform stability. For example, in Chapter
4 we considered only elevation-dependent temperature thresholds as a broad
investigation, but many of the ancient preserved landforms in the Dry Valleys are highly
sensitive to precipitation as well as temperature. Additionally, climate model output
could be further explored to tease out the interactions between warm easterly coastal
winds from the Ross Sea and cold katabatic winds flowing westward off the East
Antarctic Ice Sheet.
Transitioning from past warm periods to the modern warm period, in Chapter 5
(Halberstadt et al., 2020) we explored ‘warm world’ processes occurring today.
Specifically, surface meltwater production on Antarctic ice shelves can drive ice shelf
collapse, so it is crucial to quantify the historical and current evolution of surface melt to
better understand vulnerability of ice shelves. We therefore developed a new
methodology to identify meltwater from multispectral satellite images, using Google
Earth Engine to train supervised image classification algorithms and identify lakes. This
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work is part of a broader community effort to automate lake identification at a continental
scale throughout the satellite observational record using various techniques.
In Chapter 5 we identified surface meltwater features using supervised and
unsupervised classification; in a companion paper to Halberstadt et al. (2020), we
simultaneously developed a multi-band thresholding technique for identifying meltwater
(Moussavi et al., 2020). Ongoing collaboration has combined these band thresholding and
supervised classification methods to include slush as well as ponded meltwater (Dell et
al., 2021) and works towards wider application of these techniques across Antarctica.
Continental upscaling of this methodology will need to address significant cloud-shadow
misclassification errors, as well as regional transferability of band thresholds and training
data.
In summary, Chapters 3 and 4 explore large scale processes controlling Antarctic
stability during past warm periods, reconstructing an ice sheet with margins receded onto
land during warm interglacials. These studies investigate ice dynamics broadly, over
many thousands of years; Chapter 5 zooms in both spatially and temporally to investigate
to a specific warm-world process (meltwater generation on ice shelves) that evolves
seasonally and annually. This process heralds the onset of a future warm period
analogous to the past warm conditions considered in the previous chapters. Chapter 5
paves the way for improved understanding of which warm world (e.g., Figure 3.5)
reflects the long-term future of the Antarctic Ice Sheet.
My research integrates numerical modeling and geologic data to explore the
stability and behavior of the Antarctic Ice Sheet, with a focus on past and current warm
periods. Future work will continue exploring the interactions between ice sheets and
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global climate to improve future sea level projections using the lens of past warm
periods.
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APPENDIX A
CHAPTER 4 SUPPLEMENTARY INFORMATION

A.1 Numerical climate and ice-sheet modeling

A.1.1 Model initialization
Our simulations are initiated from equilibrated ice sheet and climate model output
from (Halberstadt et al., 2021), performed under 280 and 460 ppm CO2 boundary
conditions with no topographic alteration (Fig. 4.2a). Halberstadt et al. (2021)
asynchronously coupled an ice-sheet model (10 km resolution; Pollard and DeConto,
2012a) with a global climate model (2° surface resolution and T31 atmosphere;
GENESIS; Alder et al., 2011) downscaled to a 60 km resolution regional climate model
over Antarctica (RegCM3; Pal et al., 2007) and further downscaled at a 10 km resolution
over the McMurdo Dry Valleys (MDVs). Warm interglacial climates are represented by
an astronomical configuration favorable for Antarctic deglaciation (warm austral
summer) and an additional Southern Ocean heat flux (DeConto et al., 2012).
Although Halberstadt et al. (2021) focused on the mid-Miocene, we extend their
approach to the late Miocene through Plio-Pleistocene by selecting appropriate model
boundary conditions; model CO2 concentrations (280 and 460 ppm) are consistent with
the geologic reconstructions across the Miocene and Plio-Pleistocene (e.g., Pagani et al.,
2010; Seki et al., 2010; Martínez-Botí et al., 2015; Badger et al., 2019; Stoll et al., 2019;
Rae et al., 2021). We further represent post-mid-Miocene interglacial conditions by
imposing a semi-desert land use type in the regional climate model, based on hyper-arid
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conditions implied by terrestrial landforms (Marchant et al., 1996; Marchant and Head,
2007)

A.1.2 Topographic boundary conditions for model simulations
We use a 14 Ma Antarctic topographic reconstruction (Paxman et al., 2019b) that
places the Transantarctic Mountains (TAM) at near-modern elevation (see below).
Because East Antarctic topography is roughly similar to present-day over our model
domain (Paxman et al., 2019b), model results can be considered representative of midMiocene-to-present-day conditions because the 14 Ma topography within our modeled
region experienced relatively minimal modification after the mid-Miocene (Fig. A.1).
Paxman et al. (2019b) reconstruct the majority of erosion and landscape formation across
East Antarctica prior to 14 Ma, including valley incision of the outlet glaciers bisecting
the TAM (although West Antarctica experienced more recent landscape modification; see
Paxman et al., 2019b, Fig. 7).
Preserved ancient landforms in the MDVs preclude significant glacial valley
erosion during the Plio-Pleistocene, so we assume that topographic relief during past
warm periods was similar to today. However, the uplift history of the TAM is still under
investigation; Paxman et al. (2019b) assume that the majority of TAM uplift had already
occurred by 14 Ma, although other geological studies reconstructing post-mid-Miocene
uplift (e.g., Webb, 1974; Miller et al., 2010; Austermann et al., 2015). Ongoing TAM
uplift throughout this time period would impact our modeled distributions of persistently
cold temperatures.
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A.1.3 Climate model validation using a present-day nested simulation
We additionally perform a present-day simulation under modern boundary
conditions, and compare model climatology to modern meteorological observations. The
MDVs are characterized by high-relief valleys and peaks, with significant microclimate
variability (Doran et al., 2002). We therefore conducted a present-day model experiment
to assess the ability of our climate model to robustly represent temperature patterns
across the topographically and climatically complex MDVs. This additional simulation
used ‘modern’ orbital configuration, bathymetry, and other boundary conditions, with the
same domain and grid resolution (10 km) as the paleo-warm-world simulations. The
resulting climate model output successfully captures broad climatic trends across the
MDVs when compared with modern high-resolution weather prediction modeling over
the MDVs (Fig. 4.3) as well as meteorological measurements at specific locations (Fig.
A.2). Generally, model/data agreement is highest during the austral summer, despite
smaller measured temperature variability. This is consistent with the observation that
summer temperatures are more predictable (Doran et al., 2002) and less influenced by
katabatic winds (Nylen et al., 2004), and supports the robustness of the summer
temperatures we model during past warm periods.

A.2 Impact of prevailing wind patterns on MDVs temperatures
Under past warm conditions, summer westerly winds carried warmth and
moisture from the open marine Ross Sea onto the MDVs coast and low-elevation regions,
mixing with cold and dry winds flowing off the ice sheet across high-elevation MDVs
uplands (Fig. A.3a). Generally similar prevailing wind patterns occur today, whereby
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westerly coastal winds bring warmth and moisture to lower-lying coastal regions,
although complex smaller-scale climatic processes such as up-valley warming add spatial
variability to this broad trend (Doran et al., 2002; Obryk et al., 2020). These large-scale
prevailing winds, along with storm events, influence precipitation patterns over the
MDVs (Fig. A.3b): precipitation is therefore highest along the coast and lowest in the
cold uplands, although our modeled precipitation rates exceed past hyper-arid conditions
estimated from geomorphic landforms. Despite these intermixing winds, summer
temperatures generally follow elevation contours (Fig. A.3c). A linear relationship is
observed between modern summer temperature and elevation (Fig. 4.3).

A.3 Temperature dependence on regional ice sheet geometry
We investigate whether the proximity of a nearby ice sheet produces a cooling
effect on high-elevation MDVs uplands. In the high- CO2 scenario, our 690 ppm
equilibrated model ensemble member simulates only a small TAM ice cap over the
MDVs region, with much of Wilkes Subglacial Basin deglaciated (Fig. 4.2a); the
imposition of modern ice-free conditions onto these original boundary conditions leaves
limited ice cover across the region (Fig. A.4a). With this glacial configuration, only small
and sparse ice caps exist over the TAM. We perform additional model experiments to
isolate the impacts of atmospheric CO2 and ice configuration by applying 460 ppm
climate boundary conditions over this sparsely glaciated 690-ppm-equilibrated ice sheet
configuration, and vice versa. Although slight cooling seems to occur within ~10 km (one
model grid cell) from the ice-sheet margin, we find no significant impact of ice
configuration on temperature distribution in the MDVs at a regional scale (Fig. A.4b).

133

Under 690 ppm, the presence of ice surrounding the MDVs seems to exert a slight
cooling at high elevations, but under 460 ppm, the effect is in the opposite direction (the
simulation using a 690-ppm equilibrated ice sheet configuration is actually cooler than
the simulation with ice surrounding the MDVs, possibly because bedrock elevations in
this configuration are slightly higher due to isostatic rebound). We therefore conclude
that ice-sheet proximity is not a first-order influence on temperatures in the MDVs.

A.4 Compilation of MDVs landforms
Terrestrial geomorphic surveys of the MDVs have been used to categorize unique
landscapes into three climatic zones (Marchant and Head, 2007) that capture the large
spatial variability in temperature and precipitation influenced by high relief and
proximity to the coast (Doran et al., 2002). Proximal to the coast, maximum modern
summertime air temperatures and soil temperatures can spike above 0°C, and high
atmospheric moisture and precipitation are sourced from southeasterly winds from the
Ross Sea. These conditions result in sufficient meltwater to produce a saturated active
upper soil layer promoting landscape evolution and prohibiting the preservation of relict
landforms. Temperature and atmospheric moisture generally decrease with distance from
the coast as southeasterly winds from the Ross Sea intermix with cool and dry winds
flowing off the EAIS. In the Upland Frozen Zone (UFZ), across the highest elevations in
the MDVs, mean daily maximum summer air temperatures and soil temperatures remain
well below freezing with very low atmospheric moisture and lower precipitation
(Marchant and Head, 2007).
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Here we present a compilation of unique landforms that form and remain intact
under UFZ conditions. We surveyed published studies of cold-based drift deposits,
sublimation tills, cold-based glaciers, and stable rectilinear ice-cemented slopes (Table
S1). These specific landforms were chosen as the most robust indicators for past warming
above freezing, given the sensitivity of these landforms to above-freezing
paleotemperatures as well as the likelihood that these landforms capture warmer
environmental conditions in the geomorphic record. The confidence ratings in Fig. 4.4,
Fig. A.5, and Table A.1 reflect (a) how sensitive the landforms are to a specific thermal
threshold, (b) whether landform evolution is dependent solely on temperature change,
and (c) the likelihood that landforms could record or survive an increased thermal regime.
Sublimation till and sublimation polygons are considered the highest-confidence
paleoclimate indicators due to the strong likelihood that warmer environments will be
captured and preserved in the geomorphic record. These landforms respond in multiple
ways to above-freezing temperatures, some of which are independent of moisture and
precipitation. Long-term preservation of sublimation till (and the sublimation polygons
that form in the layer of sublimation till) requires preservation of the underlying coldbased ice mass, with mean summer temperature remaining below freezing. Abovefreezing temperatures would propagate through the till to the massive buried ice,
resulting in secondary ice or evidence for subsurface cold-based ice melting which is not
observed (Kowalewski et al., 2011). Additionally, a warmer temperature regime where
surface temperatures rise above freezing would result in water percolating into the sand
wedge in between the high-centered sublimation polygons (Marchant et al., 2002; Levy et
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al., 2010). Such a process would be readily apparent in the geomorphic record and result
in a composite polygon.
Rectilinear ice cemented slopes have medium paleoclimate confidence: while
stability of such slopes reflect persistent dry and sub-zero temperatures, slope failure is
highly sensitive to environmental factors such as moisture and precipitation in addition to
temperature. Slope failure occurs with increased pore pressure, which is influenced by
conditions such as slope angle, soil texture, ice-cement content, and precipitation. Abovefreezing temperatures would prompt melting events, which would result in loss of such
landforms (Swanger and Marchant, 2007).
Cold-based glaciers and cold-based drift are robust modern paleoclimate
indicators, but we consider them the lowest-confidence landforms due to chronological
constraints. Age control is limited due to a dearth of sampling and often large errors in
cosmogenic dating. As a result, only a minimum age can typically be applied as a coldbased constraint on only a subset of cold-based glaciers. We include them in our analysis
because they provide an indication of sub-zero temperatures that is independent of
precipitation, and the high likelihood that surface meltwater or a transformation to a wetbased regime would be readily captured in the geomorphic record.
Table S1 includes published ages of these landforms where available. These dates
represent a minimum age of landform stability: tephrachronology dates ash that has fallen
within pre-existing landforms, and cosmogenic ages in these examples represent
exposure ages of landforms and may not account for erosion or shielding. Only landform
ages dated to > 1 Ma are included in Fig. 4.1 (and Fig. A.5) for illustrative purposes.
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Figure A.1 Landscape evolution reconstructed by Paxman et al. (2019b) over the study region
(same domain as in Fig. 4.1c). The mid-Miocene topography (14 Ma) is used in this study. MidMiocene, mid-Pliocene (3.5 Ma), and modern topographies are isostatically relaxed. Elevation
change across East Antarctica after 14 Ma was minimal. See Paxman et al. (2019b) Fig. 6 and
Fig. 7 for continent-wide topographies and elevation change plots.
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Figure A.2 Model validation based on meteorological observations. Modern modeled
temperature (solid circles connected by a dotted line) is compared to meteorological data from
Long Term Ecological Research stations in the MDVs (averaged monthly temperature plotted as
a solid line, with minimum and maximum temperatures for each month shown as a shaded
range). Model climatology was averaged across a 10-year simulation, and monthly mean
temperatures were queried at the location of each meteorological station. The elevation of each
meteorological station is displayed next to the station name; both modeled and measured
temperatures are corrected to sea level using the summer adiabatic lapse rate of 0.1°C km-1
(Doran et al., 2002) in order to appropriately compare modeled temperature within a 10-km grid
cell to a pinpoint meteorological measurement at a specific elevation. Meteorological station
data were acquired by Doran and Fountain (2019a-p).
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Figure A.3 Modeled MDVs climatology under 460 ppm CO2. (A) Summer temperature and
prevailing surface-level winds (grey arrows), (B) annually averaged precipitation, and (C)
surface elevation.
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Figure A.4 Impact of ice-sheet geometry on MDVs temperature patterns. (A) Modeled summer
temperatures under different combinations of CO2 and glacial configuration boundary
conditions. (B) Summer temperature vs. elevation for ice-free grid cells, with least-squares fit
lines shown. For consistency in our comparison, we plot only the grid cells that are ice-free in the
460-ppm ice sheet configuration.
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Figure A.5 Location of dated landforms with respect to modeled cold zones. Labels a-h
correspond to published ages of individual landforms in Fig. 4.1.
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Latitude

Longitude

Morphological feature
(confidence rating)

Minimum age

Location

Reference

Label corresponding
to Fig. 4.1, Fig. A.5

Table A.1 Compilation of UFZ landforms across the MDVs

-77.91

160.52

Debris covered cold-based
glaciers / Sublimation
polygon (1)

2.1 Ma

Friedman Glacier

Shean and Marchant, 2010

a

-77.85

160.57

Debris covered cold-based
glaciers / Sublimation
polygon (1)

8.1 Ma

Beacon Valley

Sugden et al., 1995

b

-77.75

160.44

Debris covered cold-based
glaciers / Sublimation
polygon (1)

284 +-11ka

Kennar Valley

Swanger et al., 2017

-77.71

161.89

Debris covered cold-based
glaciers / Sublimation
polygon (1)

382 +- 10ka

East Stocking

Swanger et al., 2010

-77.76

160.42

Cold-based drift (3)

3.1 Ma

Kennar K8

Swanger et al., 2011

c

-77.84

160.96

Cold-based drift (3)

2.2 Ma

Arena Valley

Marchant et al., 1994

d

-77.48

160.82

Cold-based drift (3)

Lewis et al., 2007

e

-77.58

163.32

Cold-based glacier (3)

Commonwealth
Glacier

Hatton et al., 2020

-77.53

162.33

Cold-based glacier (3)

Hart Glacier

Denton et al., 1993

-77.59

161.55

Cold-based glacier (3)

West Asgard

Marchant et al., 1993

-77.71

161.72

Cold-based glacier (3)

Catspaw Glacier

Swanger et al., 2011

-77.76

160.69

Cold-based glacier (3)

Turnabout Glacier

Lewis et al., 2008

-77.8

160.74

Cold-based glacier (3)

Taylor Lobe (Beacon)

Lewis et al., 2008;
Kowalewski et al., 2012

-77.84

160.94

Rectilinear slope (2)

Upper Arena

Marchant et al., 1996

13.52 +/- 0.09
Circe Rude Valley
Ma

7.42 +/- 0.31
Ma
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f

-77.82

160.98

Rectilinear slope (2)

11.28 +/- 0.05
Ma

Lower Arena

Marchant et al., 1996

g

-77.86

160.57

Rectilinear slope (2)

10.66 Ma

Beacon

Marchant et al., 1996;
Swanger and Marchant,
2007

h
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APPENDIX B
CHAPTER 5 SUPPLEMENTARY INFORMATION

B.1 Supervised Classification Algorithms
We assess the sensitivity of classified lake areas to classification algorithm using
resubstitution accuracy and our pixel-level validation dataset (Table B.2 and Table B.3,
respectively). Resubstitution accuracy was computed by blindly applying the trained
classifier to the original training dataset and calculating classification accuracy compared
to a known input (i.e., the training data). This analysis allowed us to evaluate the
sensitivity of our training data and ensure that classes are spectrally distinct (Table B.2).
In Figure B.1, we show the best-performing algorithms (those with validation accuracy
greater than 91% for training dataset t11AB; Table B.3), all generated from the same
training dataset and applied across Amery Ice Shelf. The Random Forest (RF) and
Classification and Regression Trees (CART) classifiers generally produce similar lake
areas and have the highest resubstitution accuracies (Table B.2); the Minimum Distance
(MDM) classifier has lower validation and resubstitution accuracies, and can produce
significantly higher lake areas through misclassification of some application scenes. The
Support Vector Machine (SVM) classifier has the same validation accuracy as RF; we
note that SVM is slightly better than RF at reducing cloud shadow commission and
correctly identifying lakes under cloud shadows and in low-sun-elevation scenes.
However, SVM produces slightly lower resubstitution accuracy, and misses some
shallow lake areas compared to RF.
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We therefore selected the RF algorithm (with 50 Rifle decision trees) to generate
our trained supervised classifiers shown in this work based on its high resubstitution
accuracy (Table B.2), high accuracy based on our pixel lake validation dataset (Table
B.3), and consistently accurate visual lake identification (for example, across the set of
Amery Ice Shelf application scenes, Fig. B.1).
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Figure B.1 Lake areas identified across a set of application scenes across the Amery Ice Shelf,
categorized by date of image acquisition. Classifiers were generated from the t11AB training
dataset, using different high-performing classification algorithms. Manual cloud/cloud shadow
polygons and the rock mask were applied prior to classification. Grey shading indicates scenes
with sun elevation below 20°. Note the upper scale is compressed to show the exceedingly high
(misclassified) lake areas for some low-sun-elevation scenes. Algorithm acronyms shown in
legend: ‘CART’ is Classification and Regression Trees; ‘RF50’ and ‘RF20’ are Random Forest
with 50 and 20 Rifle decision trees, respectively; ‘MDM’ is Minimum Distance with mahalanobis
distance metric; and ‘SVM’ is Support Vector Machine. Error bars reflect the validation
accuracy of each classifier (Table B.3).
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Figure B.2 Supervised classifier results compared across the Amery Ice Shelf application scenes
to investigate the effect of pre-classification rock masking versus including rock training classes.
Lake areas were produced by c9A and c11A from rock-masked scenes with automated cloud
removal; c11A was also applied to scenes without rock masking. Gray shading indicates scenes
acquired under sun elevations < 20°. Note the upper scale is compressed to show the exceedingly
high (misclassified) lake areas for some low-sun-elevation scenes.
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Figure B.3 Supervised classifiers generated from different numbers of training classes are
applied to Amery Ice Shelf scene LC08_L1GT_128111_20170118, following automated cloud
removal.
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Table B.1 Landsat product ID and sun elevation for each training and application scene.
Training scenes are denoted by red and application scenes are shown in black. Date of image
collection is included in the product ID naming convention. Scenes are separated by location; (a)
from Amery Ice Shelf and (b) from Roi Baudouin Ice Shelf. (c) Scenes used for manual polygon
and pixel validation datasets.
A. Amery Ice Shelf
Sun Elevation (°)

B. Roi Baudouin Ice Shelf

Landsat Product ID

Sun Elevation (°)

Landsat Product ID

5.3

LC08_L1GT_128111_20150403

10.3

LC08_L1GT_155110_20180323

5.3

LC08_L1GT_128111_20150403

11.3

LC08_L1GT_155110_20170320

5.5

LC08_L1GT_126111_20140909

11.9

LC08_L1GT_153109_20170322

5.6

LC08_L1GT_126111_20140402

14.0

LC08_L1GT_154109_20180924

7.4

LC08_L1GT_129111_20140914

15.1

LC08_L1GT_154109_20170313

10.5

LC08_L1GT_126112_20140925

16.5

LC08_L1GT_153109_20170930

11.8

LC08_L1GT_126111_20140925

18.6

LC08_L1GT_153109_20160303

12.3

LC08_L1GT_129111_20170314

20.8

LC08_L1GT_154109_20170225

12.9

LC08_L1GT_126112_20170309

23.2

LC08_L1GT_154109_20151018

13.1

LC08_L1GT_126111_20180312

23.5

LC08_L1GT_155110_20160214

14.8

LC08_L1GT_129111_20151003

24.9

LC08_L1GT_153109_20150213

17.3

LC08_L1GT_127111_20170228

26.1

LC08_L1GT_154109_20181026

17.9

LC08_L1GT_128111_20140227

27.7

LC08_L1GT_154109_20150204

19.5

LC08_L1GT_128111_20180222

29.3

LC08_L1GT_154110_20170124

21.4

LC08_L1GT_128111_20160217

31.2

LC08_L1GT_154109_20160122

22.5

LC08_L1GT_129111_20180213

31.3

LC08_L1GT_154110_20140116

23.2

LC08_L1GT_128111_20140211

32.2

LC08_L1GT_154110_20180111

24.7

LC08_L1GT_128111_20180206

32.5

LC08_L1GT_154109_20140116

25.5

LC08_L1GT_128111_20170203

32.7

LC08_L1GT_154109_20151119

26.3

LC08_L1GT_128111_20160201

33.3

LC08_L1GT_154109_20180111

27.0

LC08_L1GT_128111_20150129

33.4

LC08_L1GT_154110_20150103

27.3

LC08_L1GT_126112_20180123

33.5

LC08_L1GT_155110_20180102
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27.4

LC08_L1GT_128111_20131107

34.3

LC08_L1GT_155110_20141225

27.4

LC08_L1GT_127111_20170127

34.8

LC08_L1GT_153109_20170101

27.6

LC08_L1GT_127112_20150122

35.1

LC08_L1GT_153109_20151230

27.8

LC08_L1GT_128112_20180121

35.4

LC08_L1GT_154109_20171226

27.8

LC08_L1GT_128111_20140126

28.1

LC08_L1GT_129112_20150120

28.8

LC08_L1GT_128111_20151113

29.0

LC08_L1GT_128111_20180121

29.4

LC08_L1GT_128111_20161115

20.8

LC08_L1GT_154109_20170225 *

29.6

LC08_L1GT_128111_20170118

25.4

LC08_L1GT_127111_20140204

30.0

LC08_L1GT_128111_20171118

32.4

LC08_L1GT_128111_20170102

30.8

LC08_L1GT_128112_20180105

32.5

LC08_L1GT_154109_20140116 *

31.1

LC08_L1GT_128111_20131123

33.0

LC08_L1GT_127111_20161226

31.2

LC08_L1GT_126112_20160102

33.2

31.3

LC08_L1GT_128111_20140110

32.3

LC08_L1GT_128111_20161201

32.3

LC08_L1GT_128111_20170102

32.9

LC08_L1GT_128111_20141228

33.0

LC08_L1GT_127111_20161226

33.0

LC08_L1GT_126111_20131227

33.1

LC08_L1GT_129111_20161224

33.1

LC08_L1GT_128111_20131209

33.2

LC08_L1GT_128111_20151215

33.2

LC08_L1GT_128111_20171220
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C. Manual polygon and pixel validation scenes
(Amery and Roi Baudouin(*) ice shelves)

LC08_L1GT_127111_20141221

Table B.2 Resubstitution accuracy for supervised classifiers generated from the 11-class training
dataset (t11) using different classification algorithms. Default Google Earth Engine algorithm
settings were used if not specified otherwise. Percentages are reported as total (11-class)
resubstitution accuracy / lake versus non-lake resubstitution accuracy (in bold).
Supervised classification algorithm

Naive
Bayes

Minimum
Distance

Random
Forest

Classification and Regression Trees

Resubstitution accuracy (t11AB)
88.9% / 98.8%

50 Rifle decision trees per class

99.3% / 99.9%

20 Rifle decision trees per class

98.4% / 99.8%

1 Rifle decision trees per class

87.0% / 98.0%

Cosine distance from the class mean

46.8% / 91.8%

Mahalanobis distance from class mean

74.4% / 96.7%

Euclidean distance from class mean

19.3% / 87.6%

default

61.5% / 94.5%

continuous

62.6% / 94.9%

Maximum Entropy

53.2% / 93.8%

Support Vector Machine

70.1% / 96.3%
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Table B.3 Validation accuracy assessed using the manual pixel lake dataset for every
combination of training dataset and classification algorithm: Classification and Regression Trees
(CART); Random Forest with 50, 20, and 1 Rifle decision trees (‘RF 50’, ‘RF 20’, ‘RF 1’);
Minimum Distance with cosine, mahalanobis, and Euclidean distance metrics (‘MDC’, ‘MDM’,
‘MDE’); Naive Bayes (‘Bayes’ and continuous ‘Bayes C); Maximum Entropy (‘Max Ent’); and
Support Vector Machine (SVM).

tOB11A

t11AB

t6B

89.0
93.3
93.0
87.0
90.1
93.8
63.1
92.1
89.8
89.9
91.9

89.3
92.0
91.4
87.9
90.3
93.9
63.4
91.4
88.9
89.8
92.0

84.0
89.4
89.6
80.0
57.4
80.0
57.4
57.4
74.8
42.6
54.0

91.4
94.9
94.6
88.1
90.4
93.8
59.1
90.1
88.5
90.8
94.9

88.3
88.6
88.4
85.5
89.4
80.9
57.8
91.9
88.5
89.1
87.0

CART
RF 50
RF 20
RF 1
MDC
MDM
MDE
Bayes
Bayes C
Max Ent
SVM

94.3
95.5
95.5
81.5
96.0
95.5
64.0
96.0
91.3
95.0
96.5

77.8
80.3
80.5
78.8
91.0
85.5
51.8
82.0
89.0
88.0
72.8

tOB11B

t11A

90.3
91.6
91.8
90.1
89.6
88.9
68.1
91.8
91.0
89.1
89.5

t11B

t9A

91.4
91.4
90.9
88.5
90.3
90.8
66.1
91.8
90.8
90.6
90.8

t9B

t7A

CART
RF 50
RF 20
RF 1
MDC
MDM
MDE
Bayes
Bayes C
Max Ent
SVM

t7B

t6A

Amery Ice Shelf validation pixels

90.1
92.4
91.9
92.3
92.4
87.3
67.0
93.8
89.5
92.1
94.4

72.6
78.4
78.4
76.9
91.8
94.0
67.0
93.6
67.4
90.0
83.0

72.6
79.3
80.6
82.1
91.8
87.9
67.0
84.9
67.4
90.4
83.0

80.9
78.4
89.6
80.0
58.3
77.4
57.4
57.4
59.9
43.4
71.4

78.5
98.3
97.5
94.5
88.3
91.8
65.3
92.0
75.8
87.0
91.0

90.3
97.3
95.8
93.3
88.3
91.3
65.3
90.5
75.8
91.3
91.0

74.5
85.8
69.5
64.0
53.3
64.8
51.0
53.0
63.8
53.5
74.5

Roi Baudouin Ice Shelf validation pixels
74.5
79.5
79.0
77.3
90.1
85.8
50.3
82.0
82.3
81.0
75.0

76.0
76.8
78.5
76.3
85.8
86.5
50.3
81.0
80.8
81.3
74.8

65.3
68.8
69.5
64.0
51.3
71.3
51.0
51.3
73.3
47.3
49.0
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85.3
89.5
88.5
78.5
87.0
92.3
51.0
86.3
88.0
88.0
87.5

86.8
97.0
96.8
90.5
95.0
93.0
51.8
97.0
96.0
95.3
94.5

91.0
97.3
96.8
94.0
89.8
91.5
65.3
91.5
91.3
90.3
92.3
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