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CONSTRUCTIONS USING GALOIS THEORY
CLAUS FIEKER AND NICOLE SUTHERLAND
Abstract. We describe algorithms to compute fixed fields, minimal
degree splitting fields and towers of radical extensions using Galois group
computations. We also describe the computation of geometric Galois
groups and their use in computing absolute factorizations.
1. Introduction
This article discusses some computational applications of Galois groups.
The main Galois group algorithm we use has been previously discussed
in [FK14] for number fields and [Sut15, KS21] for function fields. These
papers, respectively, detail an algorithm which has no degree restrictions on
input polynomials and adaptations of this algorithm for polynomials over
function fields. Some of these details are reused in this paper and we will
refer to the appropriate sections of the previous papers when this occurs.
Prior to the development of this Galois group algorithm, there were a
number of algorithms to compute Galois groups which improved on each
other by increasing the degree of polynomials they could handle. The lim-
itations on degree came from the use of tabulated information which is no
longer necessary.
Galois Theory has its beginning in the attempt to solve polynomial equa-
tions by radicals. It is reasonable to expect then that we could use the
computation of Galois groups for this purpose. As Galois groups are closely
connected to splitting fields, it is worthwhile to consider how the computa-
tion of a Galois group can aid the computation of a splitting field. In solving
a polynomial by radicals we compute a splitting field consisting of a tower
of radical extensions. We describe an algorithm to compute splitting fields
in general as towers of extensions using the Galois group. This algorithm
can be used to compute a minimal degree splitting field as a tower as well
as a splitting field as a tower of radical extensions if the Galois group of the
given polynomial is soluble.
First we consider the computation of fixed fields of subgroups of Galois
groups in Section 3. A minimal degree splitting field as a single extension can
be computed as a fixed field however, we go further and state an algorithm
which computes a minimal degree splitting field as a tower of extensions of
the coefficient field of a polynomial in Section 4. The use of part of this
algorithm to compute a splitting field as a tower of radical extensions is
described in Section 5.
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Another Galois group computation is that of computing a geometric Ga-
lois group, the Galois group of a polynomial over Q(t) considered as a poly-
nomial over C(t), which we discuss in Section 6. These geometric Galois
groups help us compute the absolute factorization of a polynomial over Q(t),
as described in Section 7.
The computations mentioned are available in Magma [CBFS19] for some
coefficient rings. Examples in this paper are illustrated in Magma.
We begin with some definitions.
Definition 1. A splitting field Sf of a polynomial f is a field over which f
can be factorized into linear factors.
Definition 2. The Galois group, Gal(f), of a polynomial f over a field F
is the automorphism group of Sf/F where Sf is a minimal degree splitting
field of f over F .
Elements of the Galois group of a polynomial will permute the roots of
that polynomial. Therefore we can consider the groups which arise in these
computations as groups of permutations.
Invariants and resolvents are an important part of our algorithms and
which invariants to use is discussed extensively in [FK14, Sut15]. Let R be
a commutative unitary domain and I(x1, . . . xn) ∈ R[x1, . . . xn]. A permu-
tation τ ∈ Sn acts on I by permuting x1 . . . , xn and we write I
τ for this
action.
Definition 3. A polynomial I(x1, . . . , xn) ∈ R[x1, . . . , xn] such that I
τ = I
for all τ ∈ H for some group H ⊆ Sn is said to be H-invariant.
A H-invariant polynomial I(x1, . . . , xn) ∈ R[x1, . . . , xn] is a G-relative
H-invariant polynomial if Iτ 6= I for all τ ∈ G \ H,H ⊂ G ⊆ Sn, that is,
for the stabiliser in G we have StabG I = H.
For a G-relative H-invariant polynomial I we can compute a G-relative
H-invariant resolvent polynomial
Q(G,H)(y) =
∏
τ∈G//H
(y − Iτ (x1, . . . , xn)),
where G//H denotes a right transversal, a system of representatives for the
right cosets Hτ = {hτ : h ∈ H}, τ ∈ G, of G/H. If G = Sn then we call Q
an absolute resolvent, otherwise we call Q a relative resolvent.
To ensure, when necessary, that a resolvent polynomial has a root in F
which is a single root, as used in [Sta73, Theorem 5], a suitable Tschirn-
hausen transformation can be applied to all variables of the invariant we are
using, giving a change of variable ([Tig01] Section 6.4). For more informa-
tion see [Sut15, Section 3.7].
2. Galois Group Computation
All our algorithms here depend on the infrastructure constructed to com-
pute Galois groups in the first place. Here we summarize the results we are
going to use: Starting with a polynomial f ∈ F [x] for a field F where we
can do computations, we assume
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(1) an oracle to compute approximations to the roots of f in a construc-
tive field, e.g. for F = Q, this will be an unramified extension of a
p-adic field, for F = Fq(t) this will be a Laurent-series field over an
extension of Fq. In general, this is a completion for a finite place.
(2) an oracle that bounds the size of all roots in a “canonical” field
corresponding to the completions at the infinite places
(3) an oracle to “lift” or reconstruct elements in F from elements in the
finite completions and a bound on the size in the infinite completions.
(4) given any subgroup U of the Galois group and any maximal subgroup
H of U , find a U -relative H-invariant with integral coefficients.
(5) given any invariant find a bound on the size of the evaluation at the
roots in the infinite completions in any ordering
Those oracles are readily available from the implementation in Magma and
described in [FK14, Sut15, KS21].
3. Fixed Fields
The Fundamental Theorem of Galois Theory displays a correspondence
between subgroups of Galois groups and their fixed fields. We state the
following algorithm to compute fixed fields of subgroups U of these Galois
groups.
The computation is similar to the computation of the Galois group. We
compute an invariant and roots to some useful precision and from this we
can compute a polynomial with at least one root fixed by U and with degree
that of the index of U in G. If U is smaller than the Galois group then none
of the roots will lie in the coefficient ring of f . This polynomial will define
the fixed field of the given subgroup and can be mapped back to be over the
coefficient ring of the original polynomial.
Algorithm 1 (Compute a Fixed Field of a subgroup of a Galois group
([FK06]). Given a subgroup U ⊆ G = Gal(f), f ∈ F [x], where F may be
Q,Q(α),Fq(t),Fq(t)(α) or Q(t), compute the subfield of Sf/F fixed by U .
(1) Compute a G-relative U -invariant polynomial I.
(2) Compute the right transversal G//U .
(3) Compute a bound B on the evaluation of I at the roots {ri}
n
i=1 and
compute the roots to a precision that allows the bound B to be used.
(4) Compute the polynomial g with roots {Iτ (r1, . . . , rn) : τ ∈ G//U}.
(5) Map the coefficients of g back to the coefficient ring of f using B.
The resulting polynomial defines the fixed field of U .
For more information on Step 3 and 5 see [Sut15, Sections 3.8 and 3.2.1].
Note, here and in subsequent algorithms, we want to reconstruct a polyno-
mial from its roots. Given that the roots are only known in approximation,
we need to find a size–bound in order to deduce a precision so that the above
oracles can recover the exact data. Using the fact that the coefficients are
elementary symmetric functions in the roots, bounds are immediate. The
bounds depend on the degree and, in characterstic zero, the number of
monomials to be added.
Theorem 4. Algorithm 1 computes the fixed field of a subgroup U ⊆ Gal(f), f ∈
F [x] where F may be Q,Q(α),Fq(t),Fq(t)(α) or Q(t).
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Proof. Let UF be the fixed field of U . Each element γ ∈ Sf can be written
as some polynomial in the roots of f , that is, as γ = I(r1, . . . , rn) for some
polynomial I. Let σ ∈ U , then σ(γ) = Iσ(r1, . . . , rn) so that σ(γ) = γ and
γ ∈ UF when I is U -invariant. If I is not U -invariant then I 6= Iσ and
σ(γ) 6= γ and so γ 6∈ UF .
Now let I be aG-relative U -invariant polynomial and UF ∋ β = Iτ (r1, . . . , rn)
be a root of g. Since I is U -invariant at least the identity coset will corre-
spond to an element fixed by U . Either β generates UF and g is its minimal
polynomial and is therefore irreducible or β generates a subfield of UF and
g is reducible. Suppose β generates a subfield of UF , then β is an element
of that subfield which is contained UF . But this subfield will be a fixed field
for a group containing U and I will be invariant outside of U and hence not
a G-relative invariant. Therefore, β does not generate a subfield of UF and
generates UF itself.
Theorem 4 of [Sta73] guarantees that g can be mapped back to F .
The correct bound and precision as discussed in [Sut15, Section 3.8] en-
sures the accuracy of the polynomial g.

Example 1. We see that a defining polynomial for a fixed field can be
computed fairly quickly.
> Fqt<t> := FunctionField(GF(101));
> P<x> := PolynomialRing(Fqt);
> f := x^6 + 98*t*x^4 + (2*t + 2)*x^3 + 3*t^2*x^2 +
> (6*t^2 + 6*t)*x + 100*t^3 + t^2 + 2*t + 1;
> time G, _, S := GaloisGroup(f); G;
Time: 0.280
Permutation group G acting on a set of cardinality 6
Order = 12 = 2^2 * 3
(2, 3)(5, 6)
(1, 2)(4, 5)
(1, 4)(2, 5)(3, 6)
> subg := NormalSubgroups(G : IsTransitive);
We take a normal subgroup of G in a conjugacy class with C6.
> TransitiveGroupDescription(subg[1]‘subgroup);
C(6) = 6 = 3[x]2
> time Polynomial(Fqt, a), b where
> a, b := GaloisSubgroup(S, subg[2]‘subgroup);
x^2 + 93*t^3 + 85*t^2 + 93*t
((((x2 + x5) - (x3 + x6)) * (((x1 + x4) - (x2 + x5)) *
((x1 + x4) - (x3 + x6)))) * ((x1 + (x2 + x3)) - (x4 + (x5 + x6))))
Time: 0.010
3.1. Galois Quotients. Given a quotient Q of Gal(f), f ∈ F [x],, by a
subgroup, the above algorithm can be used to compute all subfields of Sf
which have Galois group isomorphic to Q. This can be done by
(1) computing all subgroups of Gal(f) with order equal to the quotient
of the order of Gal(f) and the degree of Q.
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(2) determining for which of these subgroups U the permutation action
of Gal(f) on the cosets Gal(f)/U is isomorphic to Q and
(3) applying Algorithm 1 to these subgroups.
Example 2. We illustrate the use of the quotients by continuing Example 1.
> time GaloisQuotient(S, quo<G | subg[1]‘subgroup>);
[
$.1^2 + 93*t^3 + 85*t^2 + 93*t,
$.1^2 + 92*t,
$.1^2 + 11*t^2 + 22*t + 11
]
Time: 0.010
> [IsIsomorphic(quo<G | subg[1]‘subgroup>, GaloisGroup(g)) :
> g in $1];
[ true, true, true ]
> time GaloisQuotient(S, quo<G|>);
[
x^6 + (12*t + 24)*x^5 + (60*t^2 + 38*t + 38)*x^4 + (59*t^3 +
49*t^2 + 98*t + 66)*x^3 + (38*t^4 + 97*t^3 + 70*t^2 +
52*t + 79)*x^2 + (91*t^5 + 50*t^4 + 62*t^3 + 83*t^2 +
79*t + 89)*x + 64*t^6 + 73*t^5 + 21*t^4 + 64*t^3 +
23*t^2 + 38*t + 30,
x^6 + 98*t*x^4 + (99*t + 99)*x^3 + 3*t^2*x^2 + (95*t^2 +
95*t)*x + 100*t^3 + t^2 + 2*t + 1
]
Time: 0.000
> [IsIsomorphic(quo<G | >, GaloisGroup(g)) : g in $1];
[ true, true ]
4. Splitting Fields
There are at least 3 ways a splitting field can be constructed from a known
Galois group. The field fixed by only the trivial subgroup will be a splitting
field of minimal degree. Using Algorithm 1 above to compute a fixed field,
a splitting field will be computed as a single extension of the coefficient field
of the polynomial.
We can also compute a splitting field as a tower of algebraic extensions
of the coefficient field. We first compute a chain of subgroups from the
Galois group and then compute their fixed fields but we need to find defining
polynomials over a field in the tower rather than over the coefficient field of
the original polynomial.
The solution of a polynomial by radicals discussed in Section 5 gives a
third way to construct a splitting field — although not of minimal degree
due to the necessity of adjoining roots of unity.
In each approach we compute polynomials g with roots {Iτ (r1, . . . , rn) :
τ ∈ H//U} for some subgroups H and U of a Galois group.
Before we discuss our approach we will first give an example of computing
a splitting field using repeated factorization over extensions so we can see
6 CLAUS FIEKER AND NICOLE SUTHERLAND
what we are improving on and also an example of using the fixed field of the
trivial subgroup to compute a splitting field as a single extension.
Example 3. We continue with Example 1.
> tt := Cputime();
> F := ext<Fqt | f>;
> time fact := Factorization(Polynomial(F, f)); fact;
[
<$.1 + 100*F.1, 1>,
<$.1 + 26*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 +
(66*t + 66)/ (t^3 + 2*t^2 + 4*t + 2)*F.1^4 + ....
<$.1^2 + (13*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 + (33*t +
33)/(t^3 + 2*t^2 + 4*t + 2)*F.1^4 + 24*t^2/(t^3 +
2*t^2 + 4*t + 2)*F.1^3 + ....
<$.1^2 + (62*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 + (2*t + 2)/
(t^3 + 2*t^2 + 4*t + 2)*F.1^4 + ....
]
Time: 0.020
> FF := ext<F | fact[3][1] : Check := false>;
> time Factorization(Polynomial(FF, DefiningPolynomial(FF)));
[
<$.1 + 100*FF.1, 1>,
<$.1 + FF.1 + 13*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 + .....
]
Time: 2.050
> time Factorization(Polynomial(FF, $2[4][1]));
[
<$.1 + 100*FF.1 + 75*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 + ....
<$.1 + FF.1 + 88*t/(t^3 + 2*t^2 + 4*t + 2)*F.1^5 + ....
]
Time: 2.050
> Cputime(tt);
4.130
Example 4. In contrast, we see here the splitting field computed much
quicker as a direct extension of F101(t) which is the coefficient field of the
polynomial.
> time G, _, S := GaloisGroup(f); G;
Time: 0.110
Permutation group G acting on a set of cardinality 6
Order = 12 = 2^2 * 3
(2, 3)(5, 6)
(1, 2)(4, 5)
(1, 4)(2, 5)(3, 6)
> time FunctionField(GaloisSubgroup(S, sub<G | >));
Algebraic function field defined over Univariate rational
function field over GF(101) by
x^12 + 47*t*x^10 + 3*t^2*x^8 + (65*t^3 + 54*t^2 + 7*t
+ 54)*x^6 + (41*t^4 + 18*t^3 + 36*t^2 + 18*t)*x^4 +
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(14*t^5 + 61*t^4 + 21*t^3 + 61*t^2)*x^2 + 80*t^6 +
77*t^5 + 75*t^4 + 64*t^3 + 31*t^2 + 88*t + 22
Time: 0.030
We will now present an algorithm to compute a splitting field of a poly-
nomial given a chain of subgroups of its Galois group. This algorithm can
be used to compute a minimal degree splitting field as well as a splitting
field which is a tower of radical extensions.
Algorithm 2 (A splitting field of a polynomial using a chain of subgroups
of its Galois group). Given
• a polynomial f ∈ F [x], where F is Q,Q(α) or Fq(t), of degree n with
G = Gal(f), and
• a chain C of subgroups of G ending with the trivial subgroup with
• corresponding invariants in I
compute a splitting field for f of degree #G over F as a tower of algebraic
extensions of F .
(1) Set K = F,B = {1} and P = {Id(G)}.
(2) for each Ck 6= G in the chain C in descending order find the minimal
polynomial of a relative primitive element by
(a) Compute the right transversal Tk = Ck−1//Ck.
(b) Compute a resolvent polynomial
g =
∏
τ∈Tk
(x− Iτk (T (r1), . . . , T (rn))) ∈ K[x]
using Algorithm 4 with input f,K, Tk, Ik, B and P to define the
next extension K ← K[x]/g(x) in the tower.
(c) Set B ← [αib : b ∈ B, 1 ≤ i < #Tk] where α is the primitive
element of the extension in the tower defined by the resolvent
polynomial in Step 2b.
(d) Set P ← [τpi : pi ∈ P, τ ∈ Tk].
(3) return K as the splitting field of f corresponding to C.
The approach in Algorithm 1 uses the functionality from the computa-
tion of the Galois group of mapping back from a local splitting field to F ,
for example, [Sut15, Section 3.2.1]. However, when computing a tower of
extensions the defining polynomial will be over the current top field in the
tower so the coefficients need to be expressed with respect to an absolute
basis to allow those coefficients to be mapped into F by our oracles. This
can be achieved using Algorithm 4.
Before considering the details of computing the resolvent polynomial, we
first describe the preparation of the chain of subgroups necessary to compute
a minimal degree splitting field as a tower of extensions.
Algorithm 3 (A minimal degree splitting field of a polynomial using its
Galois group). Given
• a polynomial f ∈ F [x] of degree n, where F is Q,Q(α) or Fq(t),
compute a splitting field for f of absolute degree the order of Gal(f), as a
tower of algebraic extensions of F .
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(1) Compute G = Gal(f).
(2) If G is the trivial group then f splits over F . Stop.
(3) Compute a descending chain of subgroups Ck of G and matching
invariants Ik starting with C0 = G and I0 = 0 by setting d =
{1, . . . , n}, e = [] and
(a) for the stabilizer StabG(e∪{di}) having smallest size (to fix the
largest field) over all i move the corresponding di from d to e. If
this stabilizer is not the last group in the chain C then append
it to C and the invariant xdi to I,
until d is empty.
(4) Compute the splitting field using Algorithm 2 given f,C and I.
We will now discuss the details necessary to compute a resolvent polyno-
mial over a field in a tower which will be the defining polynomial of the next
extension in the tower.
Algorithm 4 (A resolvent polynomial over a field in a tower). Given
• a polynomial f ∈ F [x] of degree n, where F is Q,Q(α) or Fq(t),
• a tower K of extensions of F corresponding to a chain of subgroups
of Gal(f) of length k + 1,
• a transversal Tk = Ck−1//Ck, and a Ck−1-relative Ck-invariant Ik,
• an absolute basis B of K, formed by taking the product of power bases
{αji} of K and its coefficient fields, and a set P containing all prod-
ucts of permutations in all transversals for the pairs of consecutive
groups in the chain already used,
compute the resolvent polynomial g ∈ K[x] which will define the next exten-
sion in the tower corresponding to this transversal and invariant.
(1) Compute the roots {ri}1≤i≤n of f in a local splitting field to enough
precision [Sut15, Sections 3.2 and 3.8.1] to find a Tschirnhausen
transformation T such that Iτk (T (r1), . . . , T (rn)) is unique for each
τ ∈ Tk.
(2) Compute the necessary bounds for recognizing the coefficients we
compute with respect to the absolute basis of K as elements of F
and the roots {ri}1≤i≤n of f in a local splitting field to the necessary
precision to use these bounds.
(3) Evaluate the invariant Ik at permutations of {T (ri)}1≤i<n to gain
the conjugates
[[cτpi : τ ∈ Tk] : pi ∈ P ] = [[I
τpi
k (T (r1), . . . , T (rn)) : τ ∈ Tk] : pi ∈ P ]
of the primitive element β of the extension being constructed with
respect to the extension K/F .
(4) Compute all the conjugates of all the non leading coefficients gi of g
as elementary symmetric functions [ei,pi : 1 ≤ i ≤ #Tk] in [cτpi : τ ∈
Tk] for each pi ∈ P .
(5) Compute the conjugates of the dual basis di/h
′(α) where h is the
relative defining polynomial of K over the next largest coefficient
field in the tower, d(x) = h/(x − α) with coefficients di and α is a
root of h, a primitive element for K [Mar77]. This is trivial when
K = F .
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(6) For each non leading coefficient gi of g, compute the coefficients with
respect to the absolute basis of K by multiplying the ith vector of
conjugates [ei,pi : pi ∈ P ] by the dual basis matrix [mpij ]pi∈P,1≤j≤#P .
(7) For each non leading coefficient gi the resulting vector of coefficients
can be mapped into F degK/F using the techniques of the relevant
Galois group computation, for example [Sut15, Section 3.2.1], and
these images can be used in a linear combination with the absolute
basis B of K to gain the coefficient gi ∈ K. The leading coefficient
of g is 1.
Assuming our input polynomial f was monic with integral coefficients, all
roots ri of f are algebraic integers or integral algebraic functions. Since all
our invariants are in R[x1, . . . , xn], where R = Z,Fq[t], all quantities com-
puted in the algorithm are algebraic integers or integral algebraic functions.
The algorithm recursively constructs an absolute basis by forming products
of the basis elements of each level, thus obtaining a field basis for the split-
ting field (and the relevant subfields). However, the integral elements we
need do not necessarily have integral coefficients with respect to this basis.
In order to overcome this, we use a different basis: For any equation order
R[x]/f for an integral monic irreducible f , we have that the integral closure
is contained in 1/f ′(x)R[x]/f , thus scaling the product basis by 1/f ′(x) ren-
ders the coefficients integral. When computing the bounds, this additional
multiplication has to be dealt with.
4.1. Bounds. As in [Sut15, Section 3.8] it is necessary to have bounds in
order to recognize integral elements of F from the preimages mapped back
from the completion which could have been of a truncation, rather than
an exact element. In the splitting field case we are not making decisions
based on these bounds as we do when computing a Galois group but these
bounds are necessary to compute a precision to use for the computation of
the roots such that the computations of the resulting defining polynomials
are accurate.
We describe the computation of these bounds here. Over characteristic
0 fields it is useful to consider power sums of the roots in order to obtain
better bounds. By the theorem on elementary symmetric functions, we can
compute the power sums first and then use Newton relations to obtain the
elementary symmetric functions. While bounds obtained this way still have
the same dependence on the degree, the number of terms involved is much
smaller, hence in characterstic 0 the bounds obtained this way are better
(smaller).
Express the conjugates as
Iτ (T (r1), . . . , T (rn)) =
∑
j
cj
∏
i
T (ri)
dij
(in which form any invariant can be written), remembering that the invari-
ants may have coefficients cj ∈ Fq[t] and not only in Z when the characteris-
tic is not 0 [Sut15, Section 3.7]. The defining polynomial we are calculating
is ∏
τ∈Tk
(x− Iτ (T (r1), . . . , T (rn)))
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but we need bounds on coefficients with respect to an absolute basis.
When f is over a number field its roots can be embedded in the complex
field and as such we can measure their complex modulus. When f is over a
function field we can instead bound the degrees of the roots [Sut15, Section
3.8]. Over a characteristic 0 function field we require both types of bounds
on the degree and the coefficients as described in [KS21].
We will consider these bounding and precision computations for each type
of arithmetic field.
4.1.1. Number fields. When F is the rational field or a number field we can
compute a bound on the complex modulus of the roots of f and evaluate
any transformations used at this bound and Ik at these evaluations. This
gives us a boundMk on the cτpi. Since we compute power sums of the cτpi we
can bound these power sums by #TkM
#Tk
k with the exponentiation covering
the powers of cτpi computed and the product with #Tk covering the sum of
such powers.
We can then use Hadamard’s inequality to bound the determinant of the
dual basis matrix by
⌈2 deg(K/F )(deg(K/F ) − 1)(deg(K/F )−1)/2
k−1∏
j=1
M
∏k−1
i=j #Ti
j /disc(K/F )
1/2⌉
where the 2 takes sign into account.
Coefficients are computed from power sums at the end of Step 7 of Algo-
rithm 4 so that the mapping back from the local splitting field applies to the
power sums rather than the coefficients themselves, hence we have bounds
on the power sums instead of the coefficients.
4.1.2. Global Function Fields. There are several parts to a bound for these
coefficients mapped back to K.
Bounding the degrees of the elementary symmetric functions:
(#TkMk) We can bound the degrees of the roots of f . To bound
the evaluation of a transformation at these roots we multiply this
degree bound by the degree of the transformation and to bound the
evaluation of Ik we multiply by the total degree of Ik. The details
of this bound when cj ∈ Fq(t) rather than in Fq are given in [Sut15,
Section 3.8]. This gives us a bound Mk on the cτpi. The elementary
symmetric functions in these conjugates will have degree at most
#TkMk since there are #Tk many conjugates all bounded by Mk.
Compensating for denominators ((#Tk − 1)Mk): Since we map in-
tegral elements back from the local splitting field we need to multi-
ply by denominators before applying the map and divide afterwards.
These denominators are the product of the evaluation of the deriva-
tives of the defining polynomials in the tower of which K is the top
field, at the root of the defining polynomial used as the primitive
element of each extension in the tower. The denominators in the
local splitting fields are multiplied with the coefficients before mul-
tiplying by the dual basis matrix in Step 6 of Algorithm 4. As they
are evaluations of the derivatives of polynomials of degree #Tk at
conjugates they are bounded by (#Tk − 1)Mk.
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Bounding the result of the matrix multiplication: (#TkMk) As
Hadamard’s inequality applies only to matrices over the complex
numbers we cannot use this over function fields. However, a degree
bound for each∑
pi∈P
(
∑
τ∈Tk
cjτpi)mpii, i ∈ [1, . . . ,#P ]
will be the sum of the bound for (
∑
τ∈Tk
cjτpi), which we have already
computed and the bound for thempii. So we now only need to bound
the entries of the matrix [mpii] in Step 6.
The matrix contains coefficients computed from conjugates bounded
byMk and as above for the elementary symmetric functions we have
a bound of #TkMk.
The final bound: The product of an elementary symmetric function
by a denominator is bounded by #TkMk + (#Tk − 1)Mk. The de-
grees of the entries of the product matrix resulting from Step 6 are
bounded by #TkMk + (#Tk − 1)Mk +#TkMk.
4.1.3. Characteristic 0 Function Fields. Bounds for calculations of polyno-
mials over Q(t) will be a combination of the bounds for number fields and
characteristic p function fields. Bounds will be on degrees as for the char-
acteristic p function fields and on coefficients of these functions as for the
number fields. Using power sums should be the more efficient approach in
this case.
4.2. The rest. The invariants and local splitting fields of f available for
use with number fields are mostly described in [FK14], those for use with
characteristic p function fields are mostly described in [Sut15] and those for
characteristic 0 function fields in [KS21].
Theorem 5. Algorithm 4 computes the resolvent polynomial
g =
∏
τ∈Tk
(x− Iτk (T (r1), . . . , T (rn))) ∈ K[x]
required by Algorithm 2 Step 2b.
Proof. In Step 3 we have computed cτpi = I
τpi
k (T (r1), . . . , T (rn)) in the local
splitting field. The leading coefficient of the resolvent polynomial g is set to
1. The conjugates of the remaining coefficients are computed as elementary
symmetric functions in the cτpi for each pi.
The necessary bounds have been explained above in Section 4.1 and the
roots of f are computed to enough precision to use these bounds as explained
in [Sut15, Section 3.8.1] for example.
In Steps 5 to 7 we convert from the conjugates of the coefficients to the
coefficients themselves. Since {dj/f
′(α)}0≤j<n is a basis dual to {α
i}0≤i<n,
Tr
(
αi
dj
f(α)
)
=
{
1, j = i
0, j 6= i
.
But this trace is the dot product of the matrix A whose columns contain
conjugates of powers of α with the matrix whose rows are the conjugates
of the elements of the dual basis so that these matricies are inverse to each
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other. For α ∈ K, β in the coefficient ring of K, {γk} a dual basis for {α
i}
and {ωl} a dual basis for {β
j}
Tr(Tr(αiβjγkωl)) = Tr(β
jωlTr(α
iγk))
=
{
0, i 6= k
Tr(βjωl), i = k
=
{
0, j 6= l or k 6= i
1, j = l and k = i
the product of the dual bases is a dual for the product basis and the corre-
sponding matrices for the product basis and the product of the dual bases
will also be inverse.
The coefficients of g will be given by the solution of xA = b where b is
the vector [
∑
i xiα
i, . . .
∑
i xi(α
i)(n)] of conjugates. We solve this system by
multiplying by the dual basis matrix which is the inverse of A to obtain the
xi in a local splitting field. Mapping these xi back to F we then compute
the coefficients
∑
i xiBi using the absolute basis B = {Bi}.

Theorem 6. Algorithm 2 computes a splitting field of a polynomial f ∈ F [x]
where F = Q,Q(α),Fq(t) if the chain C of subgroups ends with the trivial
group and Algorithm 3 computes a minimal degree splitting field of such
polynomials.
Proof. The kth extension will have degree #Tk as in Theorem 4, as I being
a Ck-relative Ck+1-invariant guarantees the roots of g are not in a subfield
of K[x]/g, so the field extension computed by Algorithm 2 will have degree∏
k
#Tk = #G/#C1 × · · · ×#Cl/1 = #G
over F , the same degree as a splitting field. Let Sf be a splitting field for f
over F so that G is the Galois group of Sf/F .
By Theorem 5 the polynomials computed by Algorithm 4 are the resolvent
polynomials needed for defining the extensions in the tower.
By the Galois correspondence, each subgroup Ck in the chain is the Galois
group of Sf as an extension of the fixed field of Ck. We know that the fixed
field of C1 is given by such a resolvent polynomial g by Theorem 4. Since
Ck+1 ⊂ Ck and Ck is a Galois group over the fixed field of Ck we can
compute the fixed field of Ck+1 similarly as an extension of the fixed field
of Ck. Finally we compute the fixed field of {1} as an extension of the
fixed field of Cl but the fixed field of the trivial group is Sf . Therefore,
Algorithm 2 computes a splitting field of f .
Algorithm 3 returns a splitting field of degree the order of the Galois
group so this splitting field will have minimial degree. 
Example 5. Continuing Example 4, below the splitting field is computed as
a tower of extensions over K using Algorithm 3 above. We can see the field
defined by the input polynomial as well as the further extensions required to
find the splitting field. While the time taken is more than in Example 4 it is
also significantly less than in Example 3.
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> time GSF := GaloisSplittingField(f : Roots := false);
Time: 0.290
> Fqta<aa> := CoefficientField(GSF);
> _<y> := PolynomialRing(Fqta);
> GSF:Maximal;
GSF
| y^2 + (62*t/(t^3 + 2*t^2 + 4*t + 2)*aa^5 + (2*t + 2)/
| (t^3 + 2*t^2 + 4*t + 2)*aa^4 + 29*t^2/(t^3 + 2*t^2
| + 4*t + 2)*aa^3 + (50*t^2 + 50*t)/(t^3 + 2*t^2 + 4*t
| + 2)*aa^2 + (8*t^3 + 4*t^2 + 8*t + 4)/(t^3 + 2*t^2 +
| 4*t + 2)*aa + (92*t^3 + 92*t^2)/(t^3 + 2*t^2 + 4*t +
| 2))*y + (2*t + 2)/(t^3 + 2*t^2 + 4*t + 2)*aa^5 + ....
Fqta<aa>
| x^6 + 98*t*x^4 + (2*t + 2)*x^3 + 3*t^2*x^2 +
| (6*t^2 + 6*t)*x + 100*t^3 + t^2 + 2*t + 1
Univariate rational function field over GF(101)
5. Solution of polynomials by radicals
Not only can we determine whether a polynomial can be solved by radicals
we can also compute a splitting field consisting of radical extensions for a
polynomial which can be solved by radicals.
In order to check whether a polynomial can be solved by radicals, we first
compute the Galois group and check it is solvable. If so, since a solvable
finite group is a group with a composition series C all of whose quotients
are cyclic groups of prime order, we can use this series C of subgroups in
Algorithm 2 to compute a splitting field as a tower of cyclic extensions which
we can then convert to radical extensions. This conversion requires handling
the necessary roots of unity. We now detail the steps of this algorithm.
Algorithm 5 (A splitting field as a tower of radical extensions). Given
a polynomial f of degree n over F = Q,Q(α) or Fq(t) compute a tower
of radical extensions of F , of minimal degree over which f splits using the
Galois group of f .
(1) Choose a prime which is good for the computation of the Galois group
of the product of f and the cyclotomic polynomials for mth roots of
unity for m < n.
(2) Compute Gal(f) and check it is solvable. If not return.
(3) Determine which roots of unity are needed and compute the Galois
group G of the product of f and the associated cyclotomic polynomi-
als divided by their GCD with f .
(4) Compute a chain C of subgroups, starting with G, then those which
stabilize an increasing number of roots of unity and ending with the
composition series of the current last subgroup in the chain C.
(5) Compute the tower of cyclic fields from C using Algorithm 2.
(6) Transform cyclic extensions to radical extensions using Algorithm 6.
Note that Step 2 requires the computation of a Galois group of a reducible
polynomial which has been discussed in [Sut15, Section 4]. The computation
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of a good prime for this computation of a Galois group is also described in
that section.
To determine which roots of unity are necessary in Step 3 we consider the
p-th roots of unity for those p dividing the order of G. We also consider the
qth roots of unity for those q dividing the p−1 and the rth roots of unity for
those r dividing the q − 1 and so on. We compute GCDs of the cyclotomic
polynomials for these roots of unity with f and so remove any roots of unity
which are already included using f from the cyclotomic polynomials.
For function fields in any characteristic the cyclotomic polynomials which
are used to handle adjoining necessary roots of unity define constant field
extensions so instead of using the extension Fq(t)(α) where α is a root of
a polynomial of degree r over Fq we can instead use the field Fqr(t) ∼=
Fq(t)(α). Making the constant field extension an extension of the constant
field makes the function field extensions smaller and improves the efficiency
of Algorithm 5.
It is also possible for global function fields that the cyclotomic polynomials
are reducible over the constant field as the constant field already contained
those roots of unity, unlike the rational field which only contains 2nd roots
of unity. Roots of unity which are already included in the constant field do
not need to be adjoined.
Note that we could just use the composition series ofG to compute a tower
of radical extensions. However, by computing subgroups which stabilise
the roots of unity we put these extensions at the base of the tower and
for function fields this simplifies the construction of these constant field
extensions.
We now state the algorithm we use for Step 6.
Algorithm 6 (Convert a cyclic extension to a radical extension). Given
a cyclic extension K ′/K of prime degree d compute an isomorphic radical
extension.
(1) Compute an automorphism σ which generates the automorphism
group of K ′/K.
(2) if d is equal to the characteristic p of K: Return
K[x]/(xd − x− (bp − b))
where
b = 1/Tr(θ)
p−1∑
i=1
iσi(θ), θ ∈ K ′,Tr(θ) 6= 0.
if d = 2: Let K ′/K be defined by x2 + a1x+ a0. Return
K[x]/(x2 + a0 − a1/4).
if d > 2: Return K[x]/(xd − bd) where b =
∑
i ζ
iσ(n−i)(a) ∈ K ′
and ζ is a dth root of unity.
There are algorithms available for computing automorphisms of number
fields [AK99, Klu¨97] and function fields [Heß04]. While computing automor-
phisms of large towers of extensions of number fields appears to be efficient
for the extensions K ′/K encountered in computing a splitting field by radi-
cal extensions, the computation of automorphisms of large towers of radical
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function field extensions appeared prohibitive. From the Composition series
and the Galois correspondence we know that the Galois group of K ′/K is
a cyclic group of order d which is prime. Such groups can be generated by
each of their non identity elements so any non identity automorphism can
be used as the generating automorphism σ in the calculation of a radical
generator. The cost of this though is the computation of roots of the defin-
ing polynomial of K in K as we need an image under the chosen generating
automorphism σ.
Theorem 7. Algorithm 5 computes a tower of radical extensions of minimal
degree over which the polynomial f splits.
Proof. From Theorem 6 we have that Algorithm 5 Step 5 computes a split-
ting field for f
∏
j cpj where cpj are cyclotomic polynomials whose roots are
the primitive pjth roots of unity.
If a prime q divides the order of Gal(f) then there will be an extension
defined by xq − a for some a appearing in a tower of radical extensions over
which f splits. The roots of this defining polynomial in the splitting field
will be {ζ iqa
1/q}0≤i<q and so we need to include ζq in the radical tower to
ensure this tower is a splitting field. However, the minimal polynomial of
ζq is a cyclotomic polynomial of degree φ(q) = q − 1 so we also will have
extensions defined by xr − br in the radical tower for r | q − 1 and some br.
Hence we must include such ζr and so on. For primes which do not divide
#Gal(f) or any such q − 1, there will be no extension of this prime degree
in the radical tower and such roots of unity are not necessary.
In order to ensure that all quotients of consecutive groups in the chain
C are of prime order, we refine the chain C of subgroups which stabilize an
increasing number of roots of unity. Since the stabilisers are subgroups of
a soluble group they are soluble also [Ste89, Theorem 13.2(1)]. If H ⊆ G
stabilises a set {zi} of roots of unity and h ∈ H stabilises zi, g
−1hg also
stabilises zi since gzi = z
r
i for some r. Therefore, these stabilisers are all
normal subgroups of G and the larger stabilisers. The quotient q of a sta-
biliser si by the next stabiliser si+1 in this chain is therefore soluble [Ste89,
Theorem 13.2(2)] and so q has a composition series consisting of normal
subgroups with prime index. The preimages of the subgroups in this series
are also normal subgroups of prime index because of the 1-1 correspondence
between subgroups containing si+1 and the subgroups of q. These preim-
ages are included in the subgroup chain C resulting in a chain of normal
subgroups having prime index at each step.
Since the chain of subgroups passed in to Algorithm 2 consists of groups
whose quotients with consecutive groups are cyclic of prime order from the
composition series and as above from the roots of unity, the field extensions
in the tower will be cyclic of prime degree.
To see that Algorithm 6 returns a radical extension isomorphic to a given
cyclic extension,
if d is equal to the characteristic p of K: For degree p extensions
in characteristic p, a wider definition of solvability by radicals can
be used [Ste89, p 129]. Essentially instead of computing a Kum-
mer generator we compute an Artin–Schreier generator, a root of an
Artin–Schreier polynomial [Ste89, Remark p 147]. Artin–Schreier
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generators exist in the same way Kummer generators exist [Sti93].
In characteristic p we have
• xp− a is inseparable. It only has one distinct root, not p roots,
and its derivative is zero.
• In a cyclic degree p extension K ′/K there exists β such that
βp − β ∈ K [Sti93, A13]. In this case xp − x − a =
∏p−1
i=1 (x −
(β + i)) defines an Artin–Schreier extension.
From [Lan02, Theorems 6.3 and 6.4], β = 1/Tr(θ)
∑p−1
i=1 iσ
i(θ), θ ∈
K ′,Tr(θ) 6= 0 is a primitive element such that bp − b ∈ K.
if d = 2: Completing the square reveals that α+a1/2 is a zero of x
2+
a0 − a1/4.
if d > 2: From [vdW49], b =
∑
i ζ
iσ(n−i)(a) ∈ K ′, where ζ is a dth
root of unity, is a primitive element such that bd ∈ K.

Example 6. Below is a degree 6 polynomial which can be solved by radicals,
many cannot be. Computing the GaloisSplittingField of this polynomial
as shown in Example 5 above results in a degree 2 extension of the degree
6 extension defined by this polynomial. Solving by radicals results in this
splitting field being expressed as 3 extensions, the lowest one being a constant
field extension hidden in F1012 . The difference comes from the chain of
subgroups used — in this case using the composition series we used more
subgroups and so there are more extensions.
> Fqt<t> := FunctionField(GF(101));
> P<x> := PolynomialRing(Fqt);
> f := x^6 + 98*t*x^4 + (2*t + 2)*x^3 + 3*t^2*x^2 +
> (6*t^2 + 6*t)*x + 100*t^3 + t^2 + 2*t + 1;
> S := SolveByRadicals(f);
> CS<cs> := CoefficientRing(S);
> _<t> := CoefficientRing(CS);
> S:Maximal;
S
|
| $.1^2 + 100*t
|
CS<cs>
|
| $.1^3 + 8*t + 8
|
Univariate rational function field over GF(101^2)
Variables: t
> DefiningPolynomial(ConstantField(S));
t^2 + 26
> _<w> := ConstantField(S);
> Roots(Polynomial(S, f));
[
<S.1 + (51*w + 25)*cs, 1>,
<100*S.1 + (51*w + 25)*cs, 1>,
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<S.1 + (50*w + 25)*cs, 1>,
<100*S.1 + (50*w + 25)*cs, 1>,
<S.1 + 51*cs, 1>,
<100*S.1 + 51*cs, 1>
]
Example 7. An example with a degree characteristic extension
> F<t> := FunctionField(GF(5));
> P<x> := PolynomialRing(F);
> f := x^5 - x + t;
> GaloisGroup(f);
Permutation group acting on a set of cardinality 5
Order = 5
(1, 2, 5, 4, 3)
> IsSoluble($1);
true
> SolveByRadicals(f);
Algebraic function field defined over Univariate rational
function field over GF(5) by x^5 + 4*x + t
Example 8. An interesting example with a degree characteristic extension.
> f := x^5 + x^4 + t;
> G := GaloisGroup(f);
> TransitiveGroupDescription(G);
F(5) = 5:4
> IsSoluble(G);
true
> S := SolveByRadicals(f);
> CS<cs> := CoefficientRing(S);
> CCS<ccs> := CoefficientRing(CS);
> S:Maximal;
S
|
| $.1^5 + 4*$.1 + 2/t^2*ccs*cs
CS<cs>
|
| $.1^2 + 2*ccs
CCS<ccs>
|
| x^2 + 4*t^3
Univariate rational function field over GF(5)
Variables: t
> Roots(f, S);
[ <S.1^4 + S.1^3 + S.1^2 + S.1, 1>,
<S.1^4 + 3*S.1^3 + 4*S.1^2 + 2*S.1, 1>,
<S.1^4 + 2*S.1^3 + 4*S.1^2 + 3*S.1, 1>,
<S.1^4 + 4*S.1^3 + S.1^2 + 4*S.1, 1>,
<S.1^4 + 4, 1>
]
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> Roots(f, FunctionField(f));
[
<$.1, 1>
]
From the roots we can see that f does not split over F5(t)[x]/f .
6. Geometric Galois groups
Geometric Galois groups have connections to inverse Galois theory and
are an alternate approach to computing absolute factorizations.
We present below an algorithm we have developed to compute geometric
Galois groups of polynomials f ∈ Q(t)[x]. Further we consider the use of this
algorithm to compute the absolute factorization of polynomials f ∈ Q(t)[x].
This algorithm has been available in Magma [CBFS17] since V2.24.
First we make the necessary definitions.
Definition 8. The geometric Galois group, GeoGal(f), of a polynomial
f ∈ Q(t)[x] is the Galois group of f considered as a polynomial over C(t),
Gal(f/C(t)).
Definition 9. Given a function field F/k(t), the algebraic closure of k in
F , K = {z : z ∈ F | z is algebraic over k}, is the full or exact constant field
of F .
6.1. Connections to Inverse Galois Theory. Computations of geomet-
ric Galois groups have links to Inverse Galois Theory. We summarise below
the relevant information from [MM99, Chapter I] to which the references
below refer.
• Every finite group occurs as a Galois group over C(t) (Corollary 1.5)
and as a geometric Galois group over R(t) (Corollary 1.7) and Q¯(t)
(Corollary 2.3) so that the inverse Galois problem is solved over all
rational function fields k¯(t) of characterstic 0.
• A finite extension Γ/k(t) is geometric if k is algebraically closed in
Γ (Section 1). This occurs when k is the full constant field of Γ.
• If H is a Galois group H = Gal(Γ/k(t)) then this realization is a
G-realization of H over k if Γ/k(t) is a geometric Galois extension
with Galois group H over a rational function field k(t) (Section 5.1).
Hence any Γ/C(t) is a geometric extension and the geometric Galois group
Gal(Γ/C(t)) is a G-realization over C. Since every finite abelian group has a
G-realization over Q (Theorem 5.1), there are geometric extensions Γ/Q(t)
whose geometric Galois groups are equal to Gal(Γ/Q(t)).
6.2. Previous Work. Numerous polynomials whose geometric Galois groups
are equal to their Galois groups have been computed by hand by Ju¨rgen
Klu¨ners.
6.3. Algorithm. Since Q is a subfield of C, GeoGal(f) will be a subgroup
of Gal(f/Q(t)) — as the field C is larger than Q the group is smaller.
Therefore again start with computing a Galois group G — this time over
Q(t). Using Hilbert’s Irreducibility Theorem we can find t1, t2 at which the
specializations of the polynomial have Galois group isomorphic to G
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compute the Galois group over Q of the product of the specializations, a
subgroup of the direct product of Gal(f/Q(t)) with itself.
Using inexact fields such as C often leads to problems with precision, so
we avoid computing in C altogether and instead find the largest algebraic
extension of Q which contains the algebraic numbers we require : the alge-
braic closureK of Q in the splitting field Sf/Q(t) which is the exact constant
field of Sf . All the constants of Sf/Q(t) will be in K since K = Sf ∩C. We
compute the geometric Galois group of f as the Galois group of f consid-
ered as a polynomial over K(t), although computations over K(t) are also
unnecessary. The task then is to determine K and which normal subgroup
X of Gal(f) fixes K(t). We compute K at the same time as the geometric
Galois group.
There are some bounds on the index of the geometric Galois group in
Gal(f/Q(t)). Also, since the degree of the fixed field of the geometric Galois
group,K(t), is divisible by the degree of the exact constant field of Q(t)[x]/f ,
the order of the geometric Galois group must divide the quotient of #G by
the degree of the exact constant field.
We need only consider the normal subgroups which satisfy these con-
straints, compute their fixed fields and look at which of these is a rational
function field over an extension of the constant field. This gives subgroups
of G which contain the geometric Galois group and the coefficient rings of
their fixed fields which are contained in the algebraic closure of Q in the
splitting field of f over Q(t).
We summarise the algorithm as follows and then make some notes :
Algorithm 7 (Compute the geometric Galois group of f ∈ Q(t)[x]).
Given a polynomial f ∈ Q(t)[x] compute GeoGal(f) as well as the algebraic
closure K of Q in Sf .
(1) Compute G = Gal(f).
(2) Specialise t at small integer values. Choose t = ti, i = 1, 2 such that
Gal(f(ti, x)) = G.
(3) Compute H = Gal(f(t1, x)f(t2, x)).
(4) For normal subgroups X of G having index less than [G × G : H]
and index divisible by c where c is the degree of the full constant field
of Q(t)[x]/f ,
(a) Compute the defining polynomial of the field K ′ fixed by X using
Algorithm 1.
(b) Check whether this is a polynomial over Q or whether this de-
fines a constant field extension. If so X contains GeoGal(f)
and K ⊇ K ′.
(5) The subgroup X containing GeoGal(f) with the largest index in G
and smallest order corresponds to the largest constant field extension
in Sf which is the algebraic closure K of Q in Sf , and is GeoGal(f).
Let X = Gal(Sf/K(t)). The fields and groups we are considering are
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Sf/C(t)
C(t)
Q(t)
Sf
K(t)
(ECF (Q(t)[x]/f))(t)
Q(t)
Sf i
Ki
Q
GeoGal(f) X
deg c
G
where Ki is the residue field of Sf at t − ti, defined by f(ti, x) since 0 =
f(t, α) ≡ f(ti, α) where α is a root of f(t, x), and K ⊆ Ki since all constants
have valuation 0 at all primes and so are in all residue fields.
We can narrow down the possible subgroups to consider by deriving con-
straints on the index of GeoGal(f) in Gal(f). Using Hilbert’s Irreducibility
Theorem [Ser92, Lan83] we have
G = Gal(f) = Gal(Sf ) = Gal(f(ti, x)) = Gal(Sfi)
for infinitely many ti ∈ Q. Choose t1, t2 such that G = Gal(f(t1, x)) =
Gal(f(t2, x)). Let H = Gal(f(t1, x)f(t2, x)), the Galois group of a reducible
polynomial over Q. As computed by [Sut15, Section 4] H ⊆ G×G and since
#(G × G) = deg(Sf1) deg(Sf2) = deg(Sf )
2 and #H = deg(Sf1f2) and the
difference in these degrees is determined by the intersection of Sf1 and Sf2 ,
[G×G : H] = [Sf 1 ∩ Sf 2 : Q]. As K ⊆ Sf 1 ∩ Sf 2,
[G×G : H] ≥ [K : Q] = [G : X].
This is our first bound on the index of X in Gal(f).
Since K will contain all the constants of Q(t)[x]/f ⊆ Sf the degree of the
exact constant field of Q(t)[x]/f as an extension of Q must divide [K : Q].
This narrows down the number of subgroups which are candidates for X to
those whose index is at most our bound and divisible by this field degree.
Lastly we know that the fixed field K(t) of the subgroup X ⊆ G is
contained in C(t) so we can discount any subgroups whose fixed fields are
not isomorphic to rational function fields over algebraic extensions of Q.
Theorem 10. Algorithm 7 computes the geometric Galois group of f ∈
Q(α)(t)[x].
Proof. Algorithm 7 computes the Galois group X of the largest constant
field extension K(t) = Q(α)(t) ⊆ Sf . We have discussed above that c | [K :
Q] = [G : X] ≤ [G×G : H] so that these restrictions only improve efficiency
and do not remove this answer from consideration.
SinceK(t) ⊂ C(t) we know that GeoGal(f) = Gal(f/C(t)) ⊆ Gal(f/K(t)).
Let g ∈ Gal(f/K(t)) so that g is an automorphism which permutes the roots
of f . If g fixes C(t) then g ∈ Gal(f/C(t)). Let y ∈ C(t), if y ∈ K(t) then
g(y) = y otherwise y 6∈ Sf/Q(t). But all roots of f are in Sf/Q(t) so y can-
not be written as an algebraic combination of roots of f , therefore g(y) = y.

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6.4. A Non-Trivial Example. Most geometric Galois groups are equal to
the Galois group of the polynomial but we show here an example where that
is not the case.
We identify transitive groups in the form dTn, the nth transitive group of
degree d ≤ 32 according to the ordering in the database of transitive groups
in Magma [CBFS10]. This is the same numbering used in GAP [GG02]
when d < 32 where the groups have been either confirmed or provided by
Hulpke [Hul05]. The transitive groups of degree 32 were provided by [CH08].
Example 9. Let
f = x9 − 3x7 + (−6t+ 6)x6 + 3x5 + (12t+ 6)x4 + (12t2 + 84t+ 11)x3+
(−6t+ 6)x2 + (−12t2 − 12t+ 24)x − 8t3 + 24t2 − 24t+ 6 ∈ Q(t)[x]
be a polynomial over Q(t). This polynomial was computed as a defining
polynomial of (Q(t)[x]/〈x3 − 2〉)[y]/〈y3 − 2t− y〉 over Q(t).
This geometric Galois group and the algebraic closure of the constant field
in the splitting field can be computed in Magma by
> F<t> := FunctionField(Rationals());
> P<x> := PolynomialRing(F);
> f := x^9 - 3*x^7 + (-6*t + 6)*x^6 + 3*x^5 + (12*t + 6)*x^4 +
> (12*t^2 + 84*t + 11)*x^3 + (-6*t + 6)*x^2 +
> (-12*t^2 - 12*t + 24)*x - 8*t^3 + 24*t^2 - 24*t + 6;
> time GeometricGaloisGroup(f);
Permutation group acting on a set of cardinality 9
Order = 6 = 2 * 3
(2, 4)(3, 5)(7, 8)
(1, 5, 3)(2, 9, 4)(6, 8, 7)
x^6 + 78732
GaloisData of type Q(t)
Time: 1.160
The steps taken to compute this geometric Galois group are detailed below.
(1) We compute the Galois group over Q(t),Gal(f) as 9T8, equivalently,
S3 × S3 of order 36.
> G := GaloisGroup(f); G;
Permutation group G acting on a set of cardinality 9
Order = 36 = 2^2 * 3^2
(2, 7)(4, 8)(6, 9)
(2, 4)(3, 5)(7, 8)
(1, 2)(3, 9)(4, 5)(6, 7)
> TransitiveGroupIdentification(G);
8 9
> TransitiveGroupDescription(GaloisGroup(f));
S(3)[x]S(3)=E(9):D_4
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(2) Specialising f at t = 1, 2 gives
f1 = x
9 − 3x7 − 12x6 + 3x5 + 6x4 − 61x3 − 12x2 + 24x− 62,
f2 = x
9 − 3x7 − 18x6 + 3x5 + 18x4 − 109x3 − 18x2 − 214
with Gal(f1),Gal(f2) conjugate to 9T8.
(3) H = Gal(f1f2) is an intransitive group of order 216.
> f1 := Polynomial([Evaluate(x, 1) : x in Coefficients(f)]);
> f2 := Polynomial([Evaluate(x, 2) : x in Coefficients(f)]);
> H := GaloisGroup(f1*f2); H;
Permutation group H acting on a set of cardinality 18
Order = 216 = 2^3 * 3^3
(11, 15)(12, 17)(13, 14)
(1, 7, 6)(2, 5, 4)(3, 9, 8)(10, 16, 18)(11, 13, 17)
(12, 15, 14)
(2, 9)(3, 4)(5, 8)
(1, 5, 8)(2, 9, 6)(3, 7, 4)
(2, 4)(3, 9)(6, 7)(12, 14)(13, 17)(16, 18)
(10, 11, 15)(12, 18, 17)(13, 14, 16)
(4) We compute a bound using the order 36 of G and the order 216 of
H to give us an index bound for GeoGal(f) of 36× 36/216 = 6. We
also know that the exact constant field of the splitting field of f must
contain the exact constant field of Q(t)[x]/f which has degree 3 so
the order of GeoGal(f) must divide 36/3 = 12.
> #DirectProduct(G, G)/#H;
6
> ExactConstantField(ext<F | f>);
Number Field with defining polynomial x^3 +
847813960/821097*x^2 +
655877533925420992/2022600850227*x +
357337502918317868824361728/14946763412869551171
over the Rational Field
(a) There are 2 normal subgroups of Gal(f), both isomorphic to S3
of order 6, which satisfy this index and order restriction.
> subgroups := NormalSubgroups(G : IndexLimit :=
> (36*36) div 216, OrderDividing :=
> #G div 3);
> [IsIsomorphic(Sym(3), x‘subgroup) : x in subgroups];
[ true, true ]
(b) The corresponding fixed fields are defined by x6 + 78732 and
x6 − 54x4 + 729x2 + 78732t2 − 2916.
> GaloisSubgroup(f, subgroups[1]‘subgroup);
$.1^6 - 54*$.1^4 + 729*$.1^2 + 78732*x^2 - 2916
((x2 + (x7 + x3)) + (2 * ((x9 + x6) + x1)))
> GaloisSubgroup(f, subgroups[2]‘subgroup);
x^6 + 78732
((2 * (x1 + (x3 + x5))) + (x2 + (x9 + x4)))
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Only one of the fixed fields has a defining polynomial over Q : x6+78732.
The other fixed field, which is defined by x6−54x4+729x2+78732t2−2916,
is not isomorphic to its exact constant field, which is Q. Therefore the
first fixed field is the exact constant field of the splitting field of f and the
corresponding group, isomorphic to S3, is the geometric Galois group of f .
> ExactConstantField(ext<F | $2>);
Rational Field
Mapping from: FldRat: Q to Algebraic function field defined over
Univariate rational function field over Rational Field by
x^6 - 54*x^4 + 729*x^2 + 78732*t^2 - 2916
7. The Absolute Factorization
We can use the information gained about the full constant field of the
splitting field using Algorithm 7 to compute an absolute factorization. Thus
we can compute the absolute factorization of f ∈ Q(t)[x] without using
calculations over C by factoring f ∈ K(t)[x]. This approach is different to
those described in [CG05].
Definition 11. The absolute factorization of a polynomial f ∈ Q(t)[x] is
the factorization of f as a polynomial over C(t).
Example 10. Continuing Example 9 we compute the absolute factorization
of
f = x9 − 3x7 + (−6t− 6)x6 + 3x5 + (12t− 6)x4 + (12t2 − 84t+ 11)x3
+ (−6t− 6)x2 + (−12t2 + 12t+ 24)x− 8t3 − 24t2 − 24t− 6 ∈ Q(t)[x],
by computing a factorization of f over Q(t)[α] = Q(t)[x]/〈x6 + 78732〉, the
exact constant field of the splitting field of f computed whilst calculating the
geometric Galois group of f . There are 3 cubic factors of f over Q(t)[α] :
y3 − 1/486α4y2+(−1/9α2 − 1)y + 1/1458α4 − 2t+ 2
y3 + (−1/972α4 − 1/2α)y2+(1/2916α5 + 1/18α2 − 1)y + 1/2916α4 + 1/6α − 2t+ 2
y3 + (−1/972α4 + 1/2α)y2+(−1/2916α5 + 1/18α2 − 1)y + 1/2916α4 − 1/6α − 2t+ 2
> K := ext<F | x^6 + 78732>;
> _<y> := PolynomialRing(K);
> Factorization(Polynomial(K, f));
[
<y^3 + (-1/972*K.1^4 - 1/2*K.1)*y^2 +
(1/2916*K.1^5 + 1/18*K.1^2 - 1)*y +
1/2916*K.1^4 + 1/6*K.1 - 2*t + 2, 1>,
<y^3 + (-1/972*K.1^4 + 1/2*K.1)*y^2 +
(-1/2916*K.1^5 + 1/18*K.1^2 - 1)*y +
1/2916*K.1^4 - 1/6*K.1 - 2*t + 2, 1>,
<y^3 + 1/486*K.1^4*y^2 + (-1/9*K.1^2 - 1)*y -
1/1458*K.1^4 - 2*t + 2, 1>
]
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In this case, we can verify as follows that splitting these factors results in
no further constant field extension and thus this factorization is the absolute
factorization of f .
The extension of Q(t)[α] by the last factor above is a field F18 of degree 18
over Q(t) whose exact constant field is of degree 6 over Q; hence F18 ∩C =
Q[α]. Over F18 f factors into linear and quadratic factors. Extending F18
by one of the quadratics gives a degree 36 field which must be a splitting field
of f as the degree matches the order of Gal(f).
Therefore the factorization of f into the three cubics above is the ab-
solute factorization of f , as the other field extensions necessary to fac-
torize f further, F18 and Sf , are not contained in C(t), which Q(t)[α] =
Q(t)[x]/〈x6 + 78732〉 ∼= (Q[x]/〈x6 + 78732〉)(t) is.
The work in the last paragraph was a verification for illustrative purposes
only and is not necessary for the computation of the absolute factorization.
These calculations were performed after computing the geometric Galois
group in a little over 1s, in 0.08s for the absolute factorization and 25 min
for the further factorizations, construction of extensions and mostly for com-
putations of algebraic closures of Q.
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