A Comparison between applying two Techniques that compress document data in both languages Arabic and English is introduced. In order to compress the data document, two or more constituent's data documents in both languages are identified. The comparison takes to its consideration, for the first time to the best of our knowledge, the Arabic data compressing. The problem is solved using an efficient language that uses Borland C++ builder to ensure compression for any documents. Our numerical experiments show that Huffman technique can be better used for Arabic Documents. LZW algorithm is better to use for TIFF, GIF and English textual files.
Introduction
Data compression is the removal of redundant data. This, therefore, reduces the number of binary bits necessary to represent the information contained within that data<. Thus a compressor is made of at least two different tasks: predicting the probabilities of the input and generating codes from those probabilities, which is done with a model and a coder respectively [3] . A compressor can be either lossy or lossless. A lossless compressor makes files smaller by finding redundant patterns of data and then replacing them with tokens or other symbols that take up less space. With a lossless compressor and decompressor, the original and decompressed files are identical bit per bit. If an image is compressed using lossless compression, after decompressing, it will be an identical image. No data is lost or changed in any way. It's like a sponge you can squeeze it down, and when you let go it reverts to its original form. A Lossy compressor makes files smaller by removing ostensibly less important data from a file. This type, actually removes information in the process of squeezing the data. Individual lossy compression methods work only on specific kinds of images, and typically yield much smaller file sizes than lossless compression methods. Good lossy schemes drop out data in a very intelligent manner to minimize the noticeable effect of lost pixels. To do so, they start with assumptions about what kinds of data are most important. For instance, JPEG thinks that coarse tonal details are most important and fine color details have the least value [2, 6, 14, 15, 17] . We may want to compress different kinds of data such as text, data bases, binary programs, sound, image and video. In practice text compression and signal compression are distinguish about. This separation is done because data bases and binary programs have the same characteristic as text. Likewise sound, image and video are signals and thus share properties. In the other hand text and image data have nothing in common, and that's what they don't belong to the same group. Text documents can be introduced with different languages, in this research we focused on Arabic language, where Arabic is the mother language of millions of people all over the world. It is a highly inflected language, it has much richer morphology than English [19] . Among several sources that discussed the difficulty of Arabic text classification, the following are some of the challenges in Arabic text classification [5] :
• Arabic language differs syntactically, morphologically and semantically from other Indo-European languages.
• Compared to English, Arabic language is sparser, which means that English words repeated more often than Arabic words for the same text length.
• In written Arabic, most letters take many forms of writing. Moreover, there is a punctuation associated with some letters that may change the meaning of two identical words.
• The omission of diacritics (vowels) in written Arabic "altashkiil".
• Comparing to English roots, Arabic roots are more complex.
Huffman Compression
Also known as Huffman encoding was invented by David Huffman back in 1952. It is one of many compression techniques in use today and is used as part of a number of other compression schemes, like CCITT and JPEG. One of the main benefits of Huffman Compression is how easy it is to understand and implement yet still gets a decent compression ratio on average files. The Huffman encoding assumed data files consist of some byte values that occur more frequently than other byte values in the same file. This is very true for text files and most raw gfx images, as well as EXE and COM file code segments. Huffman encoding is a technique that takes a set of symbols, like the letters in a text file, and analyzes them to determine the frequency of each symbol. It then uses the fewest possible bits to represent the most frequently occurring symbols. For instance, is the most common letter in Standard English text [8] . Huffman encoding might represent it in as few as 2 bits (1 followed by 0) instead of the 8 bits needed to signal in ASCII, which is used to store and transmit virtually all text on and between computers. On the other hand, a little used letter like x or y might require 11 or 12 bits to represent [11, 16] .
Huffman Compression Algorithm
The algorithm steps are: 1. For each byte value within the file, calculate the number of occurrences, and build a "Frequency Table" . 2. Build a binary tree which represents the bytes of the file. 3. In the binary tree, the highest occurrence must be in the most left, the lowest occurrence must be in the most right 4. To scan the tree: for each byte when you go left fill zero, for each right fill one; so the byte can be represented by one bit or 2 bits or…instead of 8 bits.
By analyzing the algorithm, it can be noticed that Huffman encoding builds a "Frequency Table" for each byte value within a file. With the frequency table the algorithm can then build the "Huffman Tree" from the frequency table.
The purpose of the tree is to associate each byte value with a bit string of variable length. The more frequently used characters get shorter bit strings, while the less frequent characters get longer bit strings. Thusly the data file may be compressed. To compress the file, the Huffman algorithm reads the file a second time, converting each byte value into the bit string assigned to it by the Huffman Tree and then writing the bit string to a new file [1, 3, 11, 13, 15, 16] .
LZW Compression (Abraham Lempel, Jakob Ziv and Terry Welch)
LZW is named after Abraham Lempel, Jakob Ziv and Terry Welch, the scientists who developed this compression algorithm. It is a lossless 'dictionary based' compression algorithm. Dictionary based algorithms scan a file for sequences of data that occur more than once. These sequences are then stored in a dictionary and within the compressed file, references are put where ever repetitive data occurred. Their first algorithm was published in 1977, hence its name: LZ77. This compression algorithm maintains its dictionary within the data themselves [21] . Suppose the following string of text to be compressed: "the quick brown fox jumps over the lazy dog". The word 'the' occurs twice in the file so the data can be compressed like this: "the quick brown fox jumps over << lazy dog". in which "<<" is a pointer to the first 4 characters in the string. In 1978, Lempel and Ziv published a second paper outlining a similar algorithm that is now referred to as LZ78. This algorithm maintains a separate dictionary. Suppose the following string of text to be compressed again: "the quick brown fox jumps over the lazy dog". The word 'the' occurs twice in the file so this string is put in an index that is added to the compressed file and this entry is referred to as *. The data then look like this: "* quick brown fox jumps over * lazy dog". In 1984, Terry Welch was working on a compression algorithm for high-performance disk controllers. He developed a rather simple algorithm that was based on the LZ78 algorithm and that is now called LZW [18, 20, 21] .
LZW Compression Algorithm
LZW compression replaces strings of characters with single codes. It does not do any analysis of the incoming text. Instead, it just adds every new string of characters it sees to a table of strings. Compression occurs when a single code is output instead of a string of characters. The code that the LZW algorithm outputs can be of any arbitrary length, but it must have more bits in it than a single character. The first 256 codes (when using eight bit characters) are by default assigned to the standard character set. The remaining codes are assigned to strings as the algorithm proceeds. The algorithm below uses 12 bit codes for output codes. This means codes 0-255 refer to individual bytes, while codes 256-4095 refers to substrings [4, 9, 18] .
Compression ratio
Compression ratio is used to determine how much a file has been compressed after applying a specific compression algorithm on it. Compression ratio is measured in several ways that will be discussed next, and compression ratios for examples in previous parts: (Huffman Algorithm) & (LZW Algorithm) parts will be calculated in this part. Compression ratio is also used to compare between different compressions algorithms when applied on the same file. A study to compare between Huffman and LZW algorithms using compression ratio is performed in part. Measuring the Compression Ratio:
Bits Per Byte (bpb):
bpb is the most used way of measuring the compression achieved by a program. It is computed as:
(compressed length / original length)*8
If a 400 bytes file is compressed down to 100 bytes, then bpb ratio is: (100/400)*8 = 2bpb, which means that only 2 bits are needed to represent one byte. This measure is accurate enough, for example: (47/134)*8 = 2.805970149254 bpb, though usually three digits are used, like 2.806 bpb (no rules concerning rounding). Note that when the expected compression of a given algorithm is known then the supposed length of the output can be known: (input length / 8) * bpb = output length. This kind of measurement is recommended to be used.
Percentage Compression Ratio (%):
Compression ratio can also be measured using % as:
(Compressed length / original length)*100 (2)
For example if a file with a size of 400 bytes is compressed down to 100 bytes, the ratio will be (100/400)*100 = 25% so the output compressed file is only 25% of the original. However there's other method:
(1-(compressed length/original length))*100 (3)
In this case the ratio is 75% meaning that 75% of the original file is subtracted. In both cases the compression is the same, but the ratios are different. Here, one need to determine which form of the percentage compression ratio is used ( (2) or (3)). Form (2) will be used in calculations during this part [7, 10, 12 ].
Results
We tested our algorithm on Arabic dataset, which has been in-house collected corpus from online Arabic newspapers archives, including Al-Jazeera, Al-Hayat, Al-Ahram and Addostour as well as a few other specialized web sites. In this Arabic dataset, each document was saved in a separate file within the directory for the corresponding category, i.e., the documents in this dataset are single-labeled. The code was written using C++ builder, this language uses C++ codes to write program, added to that it is a GUI (Graphical User Interface) programming language. C++ was the choice because of the facilities and data structures it offers for writing programs such as programs for Huffman and LZW algorithms Under the title (Group 1 Results) both LZW and Huffman will be used to compress and decompress different types of files, tries and results will be represented in a table, then figured in a chart to compare the efficiency of both programs in compressing and decompressing different types of files, conclusions and discussions are given at the end. Study the following table and chart to see the results. Figure 1 shows the results of using the program in compressing different types of files. In the chart, the dark line curve represents the input files sizes, the grey curve represents the output files sizes when compressed using LZW and the white curve represents the output file sizes when compressed using Huffman. From the table and the chart above, the following discussions can be listed: LZW and Huffman give nearly results when used for compressing document or text files, as appears in the table and in the chart. The difference in the compression ratio is related to the different mechanisms of both in the compression process; which depends in LZW on replacing strings of characters with single codes, where in Huffman depends on representing individual characters with bit sequences. When LZW and Huffman are used to compress a binary file (all of its contents either 1 or 0), LZW gives a better compression ratio than Huffman. If you tried for example to compress one line of binary (00100101010111001101001010101110101….) using LZW, you will arrive to a stage in which 5 or 6 consecutive binary digits are represented by a single new code (9 bits), while in Huffman you will represent every individual binary digit with a bit sequence of 2 bits, so in Huffman the 5 or 6 binary digits which were represented in LZW by 9 bits are represented now with 10 or 12 bits; this decreases the compression ratio in the case of Huffman. LZW and Huffman are used in compressing bmp files; bmp files contain images, in which each dot in the image is represented by a byte, as appears in the chart for compressing bmp files, the results are somehow different. LZW seems to be better in compressing bmp files than Huffman; since it replaces sets of dots (instead of strings of characters in text files) with single codes; resulting in new codes that are useful when the dots that consists the image are repeated, while in Huffman, individual dots in the image are represented by bit sequences of a length depending on its probabilities. Because of the large different dots representing the image, the binary tree to be built is large, so the length of bit sequences which represents the individual dots increases, resulting in a less compression ratio compared to LZW compression ratio.
• When LZW or Huffman is used to compress a file of type gif or type jpg, you will notice as in the table and in the chart that the compressed file size is larger than the original file size; this is due to being the images of these files are already compressed, so when compressed using LZW the number of the new output codes will increase, resulting in a file size larger than the original, while in Huffman the size of the binary tree built increases because of the less of probabilities, resulting in longer bit sequences that represent the individual dots of the image, so the compressed file size will be larger than the original. But because of being the new output code in LZW represented by 9 bits, while in Huffman the individual dot is represented with bits less than 9, this makes the resulting file size after compression in LZW larger than that in Huffman.
• Decompression operation is the opposite operation for compression; so the results will be the same as in compression. As we see in the table 2 and when applying the two methods with same Document sizes in Arabic language, we find that Huffman better than LZW in Arabic Language so we should enhance LZW method to give better results for Arabic Documents this can be done by change the dictionary method to be suitable with Arabic.
Conclusion
A comparison in between Huffman and LZW Techniques on has been applied on Arabic and English documents with identical sizes in both Arabic and English, we found that Huffman get better and efficient results in Arabic document and LZW techniques is better in English documents specially when it is converted to a binary file. It seems that LZW need to be improved, because it is based on English language, also Huffman need to be developed so it can suite other language.
