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This paper provides a study of adaptive phase recovery in quadrature amplitude modulation (QAM) based 
communication systems. Here, we modify the traditional fourth-power phase recovery algorithm (FP-PRA) 
to propose three improved algorithms, and analyze their performances in the presence of additive white 
Gaussian noise, phase noise, frequency-offset, and inter-symbol interference. We demonstrate that it is 
possible to obtain the optimal values of step-sizes (or loop-gains) in closed-form in the presence of 
phase noise and/or frequency-offset. In particular, we discuss two methods to improve FP-PRA. The ﬁrst 
method involves utilizing the idea of partitioning the QAM constellation into QPSK-like and not-QPSK-like 
annular regions. The phase synchronizer is allowed to update only when a derotated QAM symbol lies 
in QPSK-like region; otherwise, the update process is stopped. The second method exploits an evolving 
idea of QAM-to-QPSK transformation, and uses transformed symbols to estimate phase mismatch. We 
provide a new interpretation of this transformation method and relate it to the quadrant-wise centroid 
of the rotated constellation. Furthermore, we discuss the feasibility of this method for both square and 
cross-QAM, and, identify and verify numerically the existence of false-locks in the case of cross-QAM. To 
the best of our knowledge, the ideas of constellation partitioning and constellation transformation have 
not appeared earlier in the context of adaptive phase recovery. We discuss adaptive blind estimation 
of optimal step-sizes in the presence of phase noise and frequency-offset. Finally, we discuss the 
modiﬁcation of the proposed stochastic gradient methods to transform them into batch processing 
algorithms so as to make them more suitable for higher data rate systems. Numerical experiments 
indicate that the proposed algorithms can outperform the traditional FP-PRA algorithm for a number 
of practical QAM sizes under different mismatch conditions, and that our analytical ﬁndings are in close 
agreement with the simulation results.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The recovery of digital transmissions without resorting to train-
ing signals is an important problem due to the increasing inter-
est in digital broadcasting and communications. In the literature, 
this is commonly referred to as blind adaptive receiver since it in-
volves blind equalization, i.e., removing inter-symbol interference, 
as well as carrier phase tracking, time recovery, and gain con-
trol [1]. A quadrature amplitude modulation (QAM) based digital 
communication is a bandwidth eﬃcient transmission technique. 
It makes use of multiple signal phase and amplitude levels to 
carry multiple bits per symbol. However, it requires accurate car-
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need of successful signal demodulation and data detection. These 
parameters, for eﬃciency reasons, often have to be estimated with 
no knowledge of the transmitted preamble sequence [2].
This work aims to discuss adaptive recovery of carrier-phase 
in QAM-based digital communication systems. This is organized 
as follows: Section 2 presents the baseband model of the system, 
the basic properties of sensitivity (error) function for phase-offset 
detection, and a generic adaptive synchronizer for the correction. 
Section 3 revisits the well-known adaptive decision-directed and 
the fourth-power phase recovery algorithms, and also sheds some 
light on the stationary points. Section 4.1 presents the ﬁrst pro-
posal to partitioning the QAM constellation into QPSK-like and 
not-QPSK-like regions to enhance the phase recovery capability, 
and which allows the update only when the derotated symbols 
lie in QPSK-like regions (a stop-and-go policy). Section 4.2 presents 
the second proposal to transforming the QAM constellation into 
a QPSK constellation so that the phase update is made for every  under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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has to be estimated from zk . The μ is the loop-gain.
QAM alphabet by simply estimating the angular distance of the 
transformed symbol from the diagonal of the respective quadrant 
or fourth-power phase estimate (an always-go policy). This sec-
tion also discusses the admissibility of the transformation method 
for phase recovery in square/cross-QAM systems. Section 5 eval-
uates the proposed algorithms for both steady-state acquisition 
and tracking abilities in the presence of phase noise, frequency-
offset, and inter-symbol-interference. Section 6 discusses adaptive 
methods to obtain optimal values of loop-gain (step-size) for a 
system suffering with phase noise and frequency-offset. Section 7
discusses an adaptive but a batch processing algorithm for phase 
recovery. Simulation results and conclusions are presented in Sec-
tions 8 and 9, respectively.
2. Problem formulation
Consider a baseband QAM communication system in which xk
represents the transmitted data and yk indicates the received sig-
nal. We assume that xk is an independent identically distributed 
(i.i.d.) sequence, and its in-phase and quadrature components are 
of identical and symmetrical distributions. Furthermore, we as-
sume initially that the system is already equalized and frequency 
synchronized, and the timing recovery has been established; so we 
focus solely on carrier phase recovery.2
Under the said assumptions, the baud-rate samples of the out-
put of the matched ﬁlter (at the receiver end) are described by
yk = exp(iθ)xk + wk, k = 1,2,3, · · · (1)
where k is the discrete index denoting the time kT , 1/T is the sig-
naling rate, θ denotes the unknown phase to be estimated and wk
is circularly symmetric i.i.d. zero-mean Gaussian random variable 
with independent real and imaginary parts [3]. The blind detec-
tion problem is to ﬁnd an estimate of θ , without actually detecting 
the data xk . Let φk be an estimate of θ available at the receiver, 
then an estimate of the original signal xk is given by
zk = exp(−iφk)yk. (2)
As the actual input xk is unavailable, different minimization cri-
teria are usually explored. Such minimization cost functions do 
not directly involve the input signal xk but still reﬂect the resid-
ual phase-offset in the synchronizer output. Deﬁne the mean cost 
function as
J (φ) =min
φ
EJ (zk), (3)
where J (zk) is a scalar function of zk . Thus the design of the 
blind synchronizer translates into the selection of a suitable func-
tion J (zk) such that the local minima of J (φ) corresponds to a 
signiﬁcant or complete removal of the phase-offset from zk . Refer 
to Fig. 1 for an architecture of a feedback (adaptive) phase-offset 
synchronizer.
2 The adverse effects of residual inter-symbol interference (due to imperfect 
equalization), phase noise (due to the instability of oscillators) and frequency-offset 
(due to mismatch in local oscillators) on the performance of phase-recovery loop 
are addressed as special cases in Section 5.Deﬁning θ = φ+ψ , where ψ is the estimation error (or residual 
phase offset), we obtain
zk = yk exp(−iφk) = xk exp(iψk) + ek, (4)
where ek has similar statistical properties as those of additive 
noise wk; refer to (1). Let S(ψ) be the sensitivity function (also 
called phase detector characteristics [4] or loop S-curve [5]), de-
ﬁned as3
S(ψ) = −∂ J (ψ)
∂ψ
= −Ex,e
[
∂J (ψ)
∂ψ
∣∣∣∣ψ] , (5)
where Ex,e[·] denotes the statistical average over the data and 
noise. Using (3)–(5), the stochastic-approximation gradient-descent 
(minimization) algorithm is easily derived as
φk+1 = φk −μ∂J (zk)
∂φ
∣∣∣∣
φ=φk
= φk +μS(ψk), (6)
where 0 < μ  1 is a constant usually termed as the step-size or 
the loop-gain. S(ψ) should satisfy the following properties [4]:
1. S(ψ) = S (ψ + nπ2 ) , n ∈ Z
2. S(−ψ) = −S(ψ)
3. ψ = 0 is the only stable solution of S(ψ) = 0 over [0, π2 ].
Property 1 arises from the quadrant symmetry of QAM signal sets 
(ambiguity due to this symmetry can be resolved with differen-
tial encoding). Property 2 is required as a suﬃcient condition for 
having a stable equilibrium at the origin (ψ = 0). Property 3 is 
required to avoid false lock points (or spurious minima). A corol-
lary of Property 3 is that S(ψ) should be unimodal in −π/4 <
ψ ≤ π/4, which implies that it is only possible to recover θ in the 
range |θ | ≤ π/4. In the light of these properties, an ideal sensi-
tivity function S(ψ) or the corresponding ideal cost J (ψ) should 
exhibit following properties:
4. J (ψ) should have the following stationary points and no sad-
dle points:
Local minima at ψ = nπ
2
, n = 0,±1,±2,±3, · · ·
Local maxima at ψ = n′ π
4
, n′ = ±1,±3,±5, · · ·
Sensitivity is zero at these stationary points.
5. For all ψ , other than the stationary points, S(ψ) should be 
proportional to ψ , that is S(ψ) = cxψ , where cx is constant of 
proportionality which possibly depends on the statistics of the 
signal.
Property 4 is a generalization of Property 1 and 3 to incorporate 
local minima and maxima. Property 5 is based on experimen-
tal evidence that, irrespective of the target phase to acquire, the 
higher the value of sensitivity in proportion to the phase-offset, 
the higher is the rate of convergence with minimum steady-state 
error. Property 5 is based on the ﬁndings of reference [6]. Satis-
fying Properties 1–5, a possible candidate for an ideal sensitivity 
function could be the one as illustrated in Fig. 2.
However, an ideal sensitivity function is closely possible to at-
tain only for QPSK signal where we have one alphabet on the 
3 We borrow from [6] that the sensitivity function of an adaptive element is de-
ﬁned to be the negative of derivative of the minimizing cost with respect to the 
parameter of interest. If Sζ = −∂ J (ζ )/∂ζ is the sensitivity function for ζ then ζ can 
be updated as ζk+1 = ζk + μSζ . Since ζ is updated proportionally to μSζ , where 
Sζ determines the speed at which ζ can change.
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diagonal of each quadrant. In the presence of non-zero phase-
offset, the angular deviation of the given alphabet away from the 
respective diagonal can yield an estimate of the unknown phase-
offset; the resulting estimate would be proportional to sin(ψk) for 
|ψk| ≤ π/4, refer to [7,8] for details.
3. Existing adaptive phase recovery algorithm
The earliest adaptive phase recovery algorithms were decision-
directed in nature. Like Kobayashi [9], Simon and Smith [10] de-
vised (independently) the following adaptive algorithm in the year 
1971 and 1974, respectively:
φk+1 = φk +μ[zk̂x∗k ], (7)
where x̂k is the decision made on zk and [·] is used to denote 
imaginary part of the enclosed complex entity. The resulting sensi-
tivity function of (7) is linear only if |ψk| < θc , where θc is the crit-
ical angle beyond which a QAM receiver mostly makes erroneous 
decisions. Owing to Mathis [11], the critical angle is obtained as:
θc = tan−1
(
d
(2LM − 1)d
)
= tan−1
(
1
2LM − 1
)
, (8)
where LM denotes the number of unique positive voltage levels of 
QAM, d and (2LM − 1)d are the smallest and highest amplitude 
in the constellation, respectively (usually, we consider d = 1). The 
LM is obtained as 
√
M/2 and 3
√
M/32 for square- and cross-QAM, 
respectively. Beyond θc, the sensitivity function of (7) is found to 
exhibit deep false-locks. To reduce the depth of false-lock, Falconer 
suggested the following improved update [12] in the year 1976:
φk+1 = φk +μ
[zk̂x∗k ]
|zk| |̂xk| . (9)
However, both updates suffered with deep false-locks for cross-
QAM signals. During 80’s, Leclert and Vandamme [4], and Moridi 
et al. [13–15] came up with a plethora of decision-directed sen-
sitivity functions for adaptive phase recovery, some of those 
were4 [zkcsign[̂xk − zk]∗], [csign[zk](̂xk − zk)∗], [̂xkcsign[̂xk −
zk]∗], [csign[zk]csign[̂xk − zk]∗], [̂xk (̂xk − zk)∗], [csign[̂xk](̂xk −
zk)∗], and [csign[̂xk]csign[̂xk − zk]∗]. However, all of these sen-
sitivity functions suffered with the existence of false-locks, and do 
not happen to exhibit global convergence.
During the same period, some researchers investigated decision-
free sensitivity functions admissible enough to ensure global con-
vergence. An admissible decision-free update is characterized by 
the following update:
φk+1 = φk +μ
(
z2k,I − z2k,R
)
zk,I zk,R = φk − 14μ[z
4
k ], (10)
4 For a complex-valued z, csign[z] = sign[	[z]] + i sign[[z]].where zk,I and zk,R are the quadrature and in-phase components 
of zk , respectively. It is the ﬁrst globally convergent blind algo-
rithm for carrier-phase recovery in QAM systems. We refer to it as 
(adaptive) fourth-power phase recovery algorithm (FP-PRA).
Historically, the update (10) was ﬁrst proposed by Vandamme 
et al. in the year 1979 [16]. In 1980, the feasibility of fourth-order 
statistics for phase recovery in QAM was addressed by Frank [17]. 
However, these two works failed to attract attention from adaptive 
ﬁltering and communication communities until it appeared in a 
monograph by Benveniste and Metivier [18]. During 1990’s, under 
the framework of adaptive blind source separation, the same algo-
rithm was rediscovered independently by a number of researchers 
including Macchi and Moreau [19,20], Mathis [11], Belouchrani 
and Ren [21], and Zarzoso and Nandi [22]. During the same pe-
riod, under the context of carrier phase recovery, the fourth-order 
statistics appeared as an adaptive solution for phase recovery in 
[7,23–25]. More recent work (during 2000–2010) can be found 
in [26–32] where similar fourth-order statistics are presented for 
adaptive phase recovery in VSB systems. As far as the analysis is 
concerned, the link between the steady-state estimates of FP-PRA 
and decision-directed loop is established in [18]. In [33], authors 
discussed the second-order realization of FP-PRA. In the year 2010, 
the mean-time-to-loose-lock of FP-PRA is discussed in [34] using a 
rigorous stochastic differential equation framework. The latest ap-
pearance is [35] where the update (10) is used to track phase noise 
in coherent optical QAM-based OFDM systems.
The update (10) results by the minimization of J (zk) =
minφk E
∣∣z4k + 1∣∣2 [18].5 In [36], it was shown that FP-PRA can be 
obtained by minimizing a relatively simpler cost6
J (zk) =min
φk
E
(
z4k,R + z4k,I
)
, (11)
while in [37], Abrar showed that FP-PRA can be obtained equiva-
lently from the following cost function7:
J (zk) =min
φk
E
(
z2k,R − z2k,I
)2
. (12)
Ignoring noise, (12) leads to
5 Exploiting the fact ∂
∂φk
znk = −inznk for n ∈ Z, we obtain
∂
∂φk
J (zk) = ∂
∂φk
∣∣z4k + 1∣∣2 = ∂∂φk (z4k + 1)(z4k + 1)∗
= (z4k + 1)∗ ∂∂φk (z4k + 1)+ (z4k + 1) ∂∂φk (z4k + 1)∗
= (z4k + 1)∗(− i4z4k )+ (z4k + 1)(i4(z4k )∗)
= 8
(
z4k − (z4k )∗
i2
)
= 8
[
z4k
]
= 32(z2k,R − z2k,I )zk,I zk,R
Merging the coeﬃcient with μ, and substituting the gradient in φk+1 = φk −
μ ∂
∂φk
J (zk), we obtain (10).
6 The (stochastic approximate) gradient descent update is given by φk+1 = φk −
μ ∂
∂φk
(
z4k,R + z4k,I
)
. Exploiting the facts: ∂
∂φk
zk,R = +zk,I and ∂∂φk zk,I = −zk,R , the 
update (10) is immediately obtained.
7 Integrating the additive inverse of sensitivity function with respect to φk gives 
the cost function:∫
(z2k,R − z2k,I )zk,I zk,R dφk
= 1
4
∫
(z2k,R − z2k,I )(4zk,I zk,R )dφk
= 1
4
∫
(z2k,R − z2k,I )d(z2k,R − z2k,I )
= 1
8
(z2k,R − z2k,I )2 + constant.
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(
z2k,R − z2k,I
)2
= E[0.5|x|4 − (3x2I x2R − 12 x4R − 12 x4I ) cos(4ψ)]. (13)
The ﬁrst and second derivative of J (ψ) are given as
J (1)(ψ) = 4E[3x2I x2R − 12 x4R − 12 x4I ] sin(4ψ),
J (2)(ψ) = 16E[3x2I x2R − 12 x4R − 12 x4I ] cos(4ψ). (14)
Observe that J (ψ) has the following stationary points:
Local Minima: ψ = 0,±π/2,±π, · · ·
Local Maxima: ψ = ±π/4,±3π/4,±5π/4, · · · (15)
Observe that J (ψ) has the same number of local minima and max-
ima and no saddle points. It yields a desirable local minimum at 
ψ = 0, but with a possible ambiguity of 90◦ . Also notice that, as 
required, the estimator is unimodal in −π/4 < ψ ≤ π/4. Notice 
that, however, it requires E[3x2I x2R − x4R ] =: −κ > 0, which is true 
for practical QAM sources due to their sub-Gaussian nature.8
With noise, zk = xk exp(iψk) +ek , we have J = E[ 12 x4I (cos(4ψ) +
1) + 12 x4R cos(4ψ) + e4I + e4R + x2I (4e2I cos(2ψ) − 4e2R cos(2ψ) −
3x2R cos(4ψ) + 2e2I + 2e2R + x2R) + 12 x4R − 2e2I e2R + 2e2I x2R + 2e2Rx2R −
4e2I x
2
R cos(2ψ) + 4e2Rx2R cos(2ψ)]. For Ee2R = Ee2I , we obtain J =
E[ 12 x4I (cos(4ψ) +1) + 12 x4R cos(4ψ) +e4I +e4R +x2I (x2R −3x2R cos(4ψ) +
2e2I +2e2R) + 12 x4R −2e2I e2R +2e2I x2R +2e2Rx2R ]. Exploiting Ee2I = Ee2R =
σ 2e and Ee
4
I = Ee4R = 3σ 4e , and simplifying we obtain
J (ψ) = (Ex2R)2 +Ex4R −
{
3(Ex2R)
2 −Ex4R
}
cos(4ψ)
+ 4σ 2e
(
σ 2e + 2Ex2R
)
(16)
which clearly indicates that the locations of minima/maxima are 
unaffected with the presence of noise. So, even in noisy environ-
ment, the FP-PRA exhibits globally convergent property.
4. Modiﬁed phase recovery algorithms
In this section, two methods are suggested and implemented 
to enhance the performance of basic FP-PRA synchronizer. These 
methods rely largely on the observation that, in the absence of 
phase-offset, the (complex-valued baseband) data symbol residing 
on the π/4-diagonal contribute zero update.
In the ﬁrst method, which will be termed as QPSK-like parti-
tioning of QAM, we consider ﬁxing phase-offset in only those QAM 
symbols which reside originally on the diagonal and for which no 
other non-diagonal symbol exhibits the similar modulus. Like in 
64-QAM, the data symbols ±1 ± i1, ±3 ± i3, and ±7 ± i7 reside 
on the π/4-diagonal and no other non-diagonal data symbol ex-
hibit similar modulus; they are QPSK-like. On the other hand, say 
in the ﬁrst quadrant, the modulus of 5 + i5 is similar to those of 
two other non-diagonal symbols 1 + i7 and 7 + i1; so 5 + i5 is not 
QPSK-like. Therefore, under the assumption of perfect gain control, 
any phase rotation in QPSK-like data symbols can be detected by 
measuring their positions with respect to their respective diago-
nals, and corrected accordingly.
8 For square-QAM, we have Ex2I x
2
R = Ex2I Ex2R (independency), and Ex2I = Ex2R
(symmetry). Based on which κ = Ex4R − 3(Ex2R )2 becomes a measure of (unnor-
malized) kurtosis of the in-phase component, and which is negative due to uniform 
(sub-Gaussian) distribution of xR (and this is also true for xI ). A similar discussion 
for cross-QAM is not straightforward due to lack of the independency. Numerically, 
however, we can show that the value of κ is negative for all practical QAM like 
it is equal to −34, −113, −546, −1810, and −8738 for 16-, 32-, 64-, 128-, and 
256-QAM, respectively. If κ is normalized by (Ex2R )
2, then we obtain κ/(Ex2R )
2 to be 
equal to −1.3600, −1.2381, −1.2094, −1.2023 for 16-, 64-, 256-, and 1024-QAM, 
respectively, which can be seen to approach −1.2000 – a theoretical limit of kurto-
sis for uniform distribution.Fig. 3. Transformation of 16-QAM to QPSK.
In the second method, the QAM symbols are transformed to 
correspond a QPSK constellation. Consider a 16-QAM constella-
tion, where coordinates are xk ∈ {±1 ± i, ±3 ± i, ±1 ± i3, ±3 ± i3}. 
The following QAM-to-QPSK transformation is suggested in [38] for 
16-QAM:
sk =
[
xk,R − sign
(
xk,R − 2sign(xk,R)
)]
+ i[xk,I − sign(xk,I − 2sign(xk,I ))] (17)
where sign is standard signum function. The four transformed 
symbols (sk) now appear on the (dotted) constant modulus as de-
picted in Fig. 3. In the sequel, we discuss in detail the feasibility of 
such transformation for square/cross-QAM in the presence of phase 
imperfections.
4.1. QPSK-like partitioning of QAM
QPSK-like partitioning of QAM constellation has been exploited 
in a number of recent articles including [38–49] and they have 
been studied largely for 16- and/or 64-QAM. Historically, the idea 
of QPSK partitioning of QAM signal ﬁrst appeared in the work of 
Horikawa and Saitos in the year 1980 [50]. According to which 
only a subset of diagonal QAM symbols (which resemble QPSK) 
are used for phase/frequency-offsets recovery and the rest of the 
non-diagonal symbols are discarded.
In the year 1988, Sari and Moridi [15] revisited the Horikawa–
Saitos’s idea and described the partitioning based stop-and-go 
scheme in the following words: “some windows are drawn around 
the diagonal points, and the measured phase error is fed to the 
loop ﬁlter only when the received signal point falls within one 
of these windows. The previous phase detector output is held in 
memory and used as the current input to the loop ﬁlter other-
wise”. So they suggested to make windows (depicted as square 
decision boxes in Fig. 4) representing reliable zones around QPSK-
like diagonal symbols and they used the following expression as a 
measure to obtain an estimate of phase-offset:
zk,I sign(zk,R − âk,R) − zk,R sign(zk,I − âk,I ), (18)
where âk,R and âk,I are the decisions made on zk,R and zk,I , re-
spectively, only when the symbol zk falls in the square decision 
box.
4.1.1. Proposed modiﬁcations
Here we suggest two modiﬁcations in the work of Sari and 
Moridi. First, instead of square windows, we suggest annular re-
gions to be used as reliable zones where phase recovery may be 
carried out.9 Secondly, unlike (18), we suggest updates which are 
not dependent on decision symbols.
9 The use of annular regions has appeared in [7] under the context of maximum 
likelihood based estimator for phase recovery so that the symbols falling in speciﬁc 
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Fig. 5. Stop-and-go regions for (a) 16-QAM, (b) 64-QAM.Refer to Fig. 5 for QPSK partitioning of two square-QAM sig-
nals where only one quarter of the signal constellation is shown 
for convenience. Symbols depicted as ﬁlled markers (•) are those 
which are not used in phase recovery process while a subset of 
symbols depicted as unﬁlled markers (◦) are those QPSK-like sym-
bols which are used in phase recovery process. The grey annuli 
regions (toroidal regions) are those windows where the update is 
allowed and we label them as Go regions while the rest of the 
space (the white space) is Stop region where the update is not al-
lowed. Note also that not all diagonal symbols are qualiﬁed to be 
designated as QPSK-like symbols rather only those which do not 
share their respective annuli (with any other distortion-free sym-
bols) are classiﬁed as QPSK-like.
Let SG and S S denote the Go and Stop regions, respectively. Re-
ferring to Fig. 5(a), the thresholds (T (i)l and T
(i)
u ) which are used to 
decide annuli (SG ) can be set to some optimum values which may 
depend on the operating conditions [39]. In our simulations, how-
ever, we have obtained pair of thresholds for each QPSK-like sym-
bol by simply bi-partitioning the annuli. This stop-and-go strategy, 
however, strictly requires the recovery of true energy of the sig-
nal constellation in order to distinguish between signal points with 
amplitude variation. In practice, this can be achieved by using au-
tomatic gain control and digital signal processing methods [39].
The diagonal dk can be related to zk as follows:
annular regions were used and others were discarded. Here, however, these regions 
are used to devise a stop-and-go strategy for an adaptive phase-recovery scheme.dk = sign(zk,R) + i sign(zk,I ) =: csign(zk). (19)
Given zk = yk exp(−iφk), let zk ∈ SG lie in the ﬁrst quadrant. The 
angle between zk = |zk| exp(i(ψk+π/4)) and the diagonal dk is the 
residual phase-offset ψk , where ψk could be positive- or negative-
valued depending on whether zk lies above or below the diagonal 
line, respectively. So an estimate of ψk can be obtained as
zk csign(z
∗
k ) =
√
2 |zk|exp(iψk). (20)
Thus, given zk , an estimate of ψk can be obtained as follows:
ψk = sin−1
⎛⎜⎝
[
zk csign(z∗k )
]
√
2 |zk|
⎞⎟⎠= cos−1
⎛⎜⎝	
[
zk csign(z∗k )
]
√
2 |zk|
⎞⎟⎠ ,
(21)
where 	[zk csign(z∗k )] = |zk,R | + |zk,I | and [zk csign(z∗k )] =
zk,I sign(zk,R) − zk,R sign(zk,I ). Assuming a small ψ , i.e., sin(ψ) ≈ ψ , 
and ignoring the denominator, we obtain stop-and-go diagonal-
based phase recovery algorithm (SGD-PRA) as follows:
SGD-PRA:
φk+1 =
⎧⎨⎩ φk +μ
[
zk csign(z∗k )
]
,
if zk ∈ SG (Go).
φk, if zk /∈ SG (Stop),
(22)
where the factor 
√
2 has been merged with the step-size μ. An-
other possibility is to exploit stop-and-go strategy in FP-PRA lead-
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ing to stop-and-go fourth-power phase recovery algorithm (SGFP-PRA)
as follows:
SGFP-PRA:
φk+1 =
⎧⎨⎩
φk +μ(z2k,I − z2k,R)zk,I zk,R ,
if zk ∈ SG (Go).
φk, if zk /∈ SG (Stop).
(23)
4.1.2. Remarks
1. Unlike [38–42,44,47], where the authors have exploited differ-
ent variants of (maximum-likelihood-based [51]) feed-forward 
estimators, our proposed algorithms SGD-PRA and SGFP-PRA
are adaptive (feedback) in nature. Moreover, unlike [50] and 
[15], the proposed algorithms do not rely on decision symbols 
and exploit solely the derotated symbol zk .
2. It can be noted that the sensitivity of SGD-PRA is proportional 
to sin(ψ) for |ψ | ≤ π/4. On the other hand, the sensitivity 
of SGFP-PRA is proportional to sin(4ψ) for |ψ | ≤ π/4. So the 
sensitivity of SGD-PRA is larger than SGFP-PRA, and we expect 
to notice faster convergence to be exhibited by SGD-PRA than
SGFP-PRA.
3. For QAM constellations, larger than 64, there exist very few 
QPSK-like symbols and thus very little reliable region is avail-
able to facilitate the recovery of phase. Consider the 256-QAM 
signal in Fig. 6. The situation becomes even worse when the 
SNR is not high enough. A possible solution for higher order 
constellations is to somehow increase the reliable regions or 
increase the number of reliable symbols. In the next section, 
we discuss how to make all QAM symbols transformed into QPSK-
like symbols yielding an always-go phase recovery mechanism.
4.2. QAM-to-QPSK transformation
In the year 2012, Cartledge and his colleagues came up with 
a novel idea to transform a 16-QAM constellation into a QPSK 
constellation [38,44]. Just recently, the idea has been extended 
to 32-/128- (cross) and 64-QAM (higher-order square) in [52]
and [53], respectively. The main idea was to transform QAM al-
phabets into QPSK alphabets such that, in the absence of any 
phase/frequency-offset, the true alphabets of each quadrant gets 
mapped nearly in the middle and on to the diagonals of their 
respective quadrants. In the presence of any phase imperfection, 
however, it has been shown numerically that the (majority of) 
transformed alphabets of QAM lie above and below the diagonal 
for positive and negative values of phase-offset, respectively (say Fig. 7. The square disc (dotted line) and its rotated copy (solid line). The angle of 
rotation is ψ (anti-clockwise), and the centroid moves by the angle χ . The marker 
◦ denotes positions of quadrant-wise centroids during correct orientation, while 
marker • denotes the positions after rotation.
for ﬁrst quadrant). The idea was heuristically presented and exper-
imentally (as well as numerically) justiﬁed to be effective. In this 
work, we examine the idea analytically and discuss its feasibility 
for both square- and cross-QAM.
In the physical sense, the transformed four complex-valued 
QAM-to-QPSK symbols can be understood as the centroids (centers 
of masses) of signal constellation in each of the four quadrants. 
Under no phase-offset, the number of QAM symbols (in all four 
quadrants) above and below the diagonal is same, it makes the 
centroid of each quadrant lie onto the diagonal, and the synchro-
nizer is ideally required to make no update. However, when the 
constellation is subjected to rotation, due to non-circular geometry 
of QAM (and speciﬁcally due to the corner points), the centroid of 
each quadrant moves in the direction of rotation.
4.2.1. Square-QAM
To quantify the movement of centroid of a square-QAM, con-
sider a uniform square (disc), lying on [−1, 1] × [−1, 1], which is 
subjected to rotation with phase residual ψ ∈ (−π/4, π/4] (refer 
to Fig. 7). Let (aC, bC) denote the coordinates of centroid of the ro-
tated square in the ﬁrst quadrant. It is noticed numerically that 
the clockwise or anticlockwise rotation in the square makes the 
centroid (say in the ﬁrst quadrant) move above and below the di-
agonal, respectively. If ψ = 0, ±π/4 then centroid is at an angle χ
away from the diagonal. It is easy to show that (see Appendix A)
χ = tan−1
(
tan(ψ)
2cos(ψ)2 − 1
2cos(ψ)2 + 1
)
. (24)
So the movement of the location of centroid captures the amount 
of rotation. Refer to Fig. 8(a) where the loci of the centroid of a 
uniform square is depicted for the ﬁrst quadrant when ψ changes 
from −π/4 to π/4. Further, using Taylor’s series expansion of (24)
in Mathematica , we can show that χ = 13ψ − 2881ψ3 − 52243ψ5 −
1352
10,935ψ
7 + O [ψ9]. For small ψ , we can see that χ ≈ ψ/3; so χ is 
related directly with ψ , and can be used as an admissible estimate 
of ψ . In order to compare the sensitivities of fourth-power (FP) 
and centroid-steering (CS) methods, we expand (24) as a factored 
power-series, we obtain
χ ≈
(
1
12 + 429ψ2 + 160412,615ψ4 + · · ·
)
sin (4ψ) . (25)
Due to all positive higher-order terms, it is apparent from (25) that 
any synchronizer based on the information of centroid can prove 
to be more sensitive than the fourth-power method.
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Now we consider a uniform cross (disc). Unlike a uniform 
square, the centroid of a uniform cross, however, is not always 
above and below the diagonal, respectively, for a clockwise or 
anticlockwise rotation. For a uniform cross, when subjected to a 
clockwise rotation, it can be noticed that the centroid is above the 
diagonal provided the phase error is less than tan−1(2/3) radian. 
Beyond this value, in the range ψ ∈ (tan−1(2/3), π/4], the centroid 
moves below the diagonal and creates a false-lock; this behav-
ior is depicted in Fig. 8(b). Similarly, for an anticlockwise rotation, 
false-lock is found in the range ψ ∈ (−π/4, −tan−1(2/3)). It is im-
portant to understand that why the mapping-to-the-centroid fails 
to yield a good sensitivity function for a cross-QAM. To understand 
this phenomenon, we should look into the geometrical differences 
between a square- and cross-QAM; cross differs from square due 
to having no corners on the diagonals. For a uniform cross, before 
the false lock, we have (see Appendix B)
tan(χ) = tan(ψ)13cos(ψ)
2 − 9
13cos(ψ)2 + 9 , (26)
while during the false lock, we have (see Appendix B)
tan(χ) =
{
cot(ψ)
(
30 sin(2ψ)2 + 30 sin(2ψ)
− 120 sin(ψ)2 − 23 sin(4ψ)
)}
30 sin(2ψ)2 + 62 sin(2ψ) − 23 sin(4ψ) . (27)
The relation between χ and ψ is depicted in Fig. 9 for both uni-
form square and cross, where the sensitivity of the fourth-power 
(S(ψ) = sin(4ψ) with appropriate scaling factor) is also plotted for 
the sake of comparison. Clearly the use of the knowledge of χ for 
the estimation of unknown phase-offset residual (ψ ) is likely to be 
admissible for square-QAM. For a uniform cross, however, there ex-
ist possible false locks; more discussion on this issue for practical 
cross-QAM is provided in Section 8.1.
4.2.3. Obtaining centroid
In a block processing scenario, the computation of centroid is 
simple; symbol points in quadrants two, three and four are ﬁrst 
needed to get mapped in quadrant one. It can easily be done by 
swapping the abscissa with ordinate (or not), with proper change 
in polarities. Then, by computing the mean of the symbol points, 
we can locate the centroid and determine the resulting angle χ . 
However, in an adaptive scenario, where we need to process on Fig. 9. Relation between ψ and χ .
symbol-by-symbol basis, alternative methods are required to di-
rectly compute the position of centroid. In [38,44], authors have 
suggested a QAM-to-QPSK mapping method for 16-QAM where the 
transformed QPSK is a good representation of the centroid. In this 
work, we generalize the existing art for any order of square- or 
cross-QAM (and which, to the best of our knowledge, is neither 
available nor properly discussed in open literature).
For an M-ary constellation, we have p unique positive levels for 
each of the quadrature components,
p =
⎧⎨⎩
√
M
2 , (Square-QAM)
3
√
2M
8 , (Cross-QAM)
(28)
Note that 1 and (2p − 1), respectively, are the smallest and the 
largest positive levels. The center of the correctly-oriented signal 
constellation in the ﬁrst quadrant (as an estimate for the posi-
tion of centroid) can be obtained as ( q+12 , 
q+1
2 ) = (p, p), where 
q := (2p − 1). Since the quadrature amplitude levels of adjacent 
alphabets differ by 2 units, we require at most (p − 1) iterations 
to drag the farthest point to the center (at p) where each itera-
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algorithm is summarized below:
z˜k = qam2qpsk
(
zk, p
)
s(0)R ← 	[zk]
s(0)I ← [zk]
for n = 1 : p − 1 do
s(n)R ← s(n−1)R − sign
(
s(n−1)R − p · sign
(
s(n−1)R
))
s(n)I ← s(n−1)I − sign
(
s(n−1)I − p · sign
(
s(n−1)I
))
end for
z˜k ← s
(p−1)
R + i s(p−1)I
p
return (29)
The algorithm (29) is not fully optimized in the sense that it it-
erates for all (p − 1) times even if the symbol lies right at the 
middle; however, it ensures admissibly that a symbol, say resid-
ing above the diagonal (in a correctly oriented constellation), does 
not go below the diagonal during intermediate steps of transfor-
mation, and vice versa. This is demonstrated in Fig. 10(a) and (b) 
for 128- and 256-QAM, respectively, where symbols only in the 
upper-half of the constellation in the ﬁrst quadrant are depicted 
for the purpose of clarity. It can be observed clearly that trans-
forming symbols not only maintain the geometrical shape of the 
constellation during the course of transformation but (as required) 
reside in their upper-half region. The effect of noise and rotation 
on the performance of algorithm (29) is diﬃcult to analyze ana-
lytically due to its iterative form and highly nonlinear structure. 
Empirically, however, we can examine its behavior in the presence 
of noise and rotation for different QAM sizes.
Under the presence of non-zero phase-offset ψ , we expect that 
the algorithm maps all (or majority of) symbols above or below the 
diagonal for anti-clockwise or clockwise rotation, respectively. Us-
ing the transformation method, we thus suggest an adaptive syn-
chronizer, which we term as centroid-steering fourth-power phase 
recovery algorithm (CSFP-PRA), as given by:
CSFP-PRA:
z˜k = qam2qpsk
(
zk, p
)
φk+1 = φk − 14μk[˜z
4
k ]
(30)CSFP-PRA is similar to FP-PRA except that it uses transformed sym-
bols to estimate the residual offset ψ .
5. Performance analysis
A good measure for the performance of synchronizer is the 
steady-state deviation (or variance). We deﬁne mean square devi-
ation as MSD =: σ 2 = Eψ2∞ (rad2) and compute it for (10). Let 
ψk = θ − φk be the parameter error at time instant k, we have
ψk+1 = θ − φk+1 = ψk −μSk, (31)
where Sk is some generic sensitivity function. Squaring and av-
eraging the update, we get Eψ2k+1 = Eψ2k + μ2ES2k − 2μEψkSk .
During steady state, as k → ∞, note that Eψ2k+1 = Eψ2k ; this yields 
the following expression to solve for the expression for MSD (for 
any given phase recovery algorithm):
lim
k→∞
μES2k = limk→∞2EψkSk (32)
which is true for any adaptive phase recovery algorithm with sen-
sitivity function Sk . It should be noted that we have not made any 
approximation in (32); it is an exact expression for the evalua-
tion of MSD. There are two random variables (xk and ψk) involved 
in (32), so we require conditional means for the evaluation of 
moments as given by: ES2k = Eψ [Ex[S2k | ψk]] =: c2Eψ2k + c3, and 
EψkSk = Eψ [ψkEx[Sk | ψk]] =: c12 Eψ2k .
Evaluating these expectations, we obtain the following expres-
sion for its MSD:
MSD= Eψ2∞ =
c3μ
c1 − c2μ =: σ
2, (33)
where the constants are obtained for FP-PRA as given by (see Ap-
pendix C):
c1 := E[12x2I x2R − 2x4I − 2x4R ], (34a)
c2 := E[2x8R − 56x6Rx2I + 70x4Rx4I ], (34b)
c3 := E[2x2I x6R − 2x4I x4R + 18σ 4e x4R + 12σ 8e + 2σ 2e x6R
+ 48σ 6e x2R + 6σ 2e x2I x4R + 18σ 4e x2I x2R ]. (34c)
These values are applicable to SGFP-PRA and CSFP-PRA as well. In 
SGFP-PRA, however, we evaluate these constant considering only 
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we consider only four transformed alphabets, that is, ±1 ± i.
The values of statistical constants ci ’s for SGD-PRA are obtained 
as (see Appendix D):
c1 := 4E|xR |, (35a)
c2 := 2E|xRxI |, (35b)
c3 := E|x|2 + 2σ 2e − 2E|xRxI |. (35c)
By rearranging Equation (33), we can obtain the value of loop-
gain for the required MSD and given signal statistics as given by 
μ = c1σ 2/
(
c3 + c2σ 2
)
.
Denote Eψ2k as the instantaneous mean squared deviation at time 
index k. Assume that the estimator is initialized with φ0, which 
provides Eψ20 = E(φ0 − θ)2 = (φ0 − θ)2. Next, substituting the val-
ues of moments E[S2k |ψk] and E[Sk|ψk] in (32), we obtain
Eψ2k = (1− c1μ+ c2μ2)Eψ2k−1 + c3μ2
⇒ Eψ2k − σ 2 = (1− c1μ+ c2μ2)Eψ2k−1 + c3μ2 − σ 2
= (1− c1μ+ c2μ2)
(
Eψ2k−1 − σ 2
)
= (1− c1μ+ c2μ2)k
(
Eψ20 − σ 2
)
. (36)
Denoting and substituting ρ = Eψ20 and τσ = − ln(1 − c1μ +
c2μ2), we obtain the dynamics of metric MSD as follows:
Eψ2k = σ 2 +
(
ρ − σ 2
)
exp(−kτσ ). (37)
Note that the parameter ρ is the initial value of MSD and τ
determines the convergence speed of the adaptive synchronizer 
in the mean square error sense. Similarly, taking expectation of 
ψk = ψk−1 − μSk−1, we can obtain Eψk = (θ − φ0) exp(−kτμ), 
where τμ = − ln
(
1−μ c12
)
and it helps us to readily obtain
Eφk = θ
(
1− exp(−kτμ)
)+ φ0 exp(−kτμ) (38)
which gives the dynamic convergence of φk .
Deﬁne the convergence time as the number of iterations, K , that 
is needed by Eψ2k to reach (1 + ε) times its steady-state value 
σ 2 = Eψ2∞ , for some ε > 0. That is, it is the time k = K at which 
we have Eψ2K = (1 + ε)σ 2. At k = K , introducing (36), we get
K =
ln
(
εc3μ
(c1 − c2μ)(φ0 − θ)2 − c3μ
)
ln(1− c1μ+ c2μ2) = ln
(
εσ 2
ρ − σ 2
)− 1τσ
.
(39)
5.1. Performance in the presence of frequency-offset
Due to the mismatch in the frequencies of local oscillators at 
the transmitter and the receiver ends, the resulting frequency-
offset makes phase drift over time. Assume that the phase is 
drifting linearly at the (normalized) rate , i.e., the true phase 
at the kth update is given by10 φk = θ + k. The deviation of 
the estimated parameter φk from the true phase θ is thus given 
by: ψk = θ + k − φk , using which we obtain ψk+1 = ψk +  −
μSk . Taking ensemble average, the steady-state system satisﬁes 
limk→∞Eψk+1 = limk→∞Eψk . Under the assumption ψk  1, we 
obtain the tracking error as given by Eψ∞ ≈ 2
/
(μc1). In the 
10 The normalized frequency-offset  is deﬁned as  = 2π f/Rs , where Rs is 
the symbol-rate and f is the difference between transmitter and receiver local-
oscillator frequencies in Hertz.presence of frequency-offset, the MSD can be obtained by com-
bining the distortion contributed by acquisition and tracking phe-
nomenon, which gives
MSD := c3μ
c1 − c2μ +
42
μ2c21
(rad2). (40)
Notice that the ﬁrst and the second term in (40) increases and de-
creases monotonically with the loop-gain μ, respectively. The op-
timal loop gain, μopt is obtained by seeking the minimum of (40). 
We need to solve ∂MSD/∂μ = 0, which gives c31c3μ3 − 8c222μ2 +
16c1c22μ = 8c212. Solving for the positive (real-valued) root, we 
get the following optimum value of μ:
μopt = (4c4)
1
3
3c3c31
− 
2c24
5
3
(
3c3c41 − 42c32
)
3c3c31c
1
3
4
+ 8
2c22
3c3c31
, (41)
where
c4 = −1444c32c3c41 + 27c23c812 + 1286c62
+ 3 32 2c23c61
√
27c3c41 − 322c32
c3
. (42)
The optimum loop-gain depends on the statistics of the QAM sig-
nal and the frequency-offset ; note that, μopt increases with .
5.2. Performance in the presence of phase noise
Consider a time-varying phase θk which varies according to the 
random-walk model
θk = θk−1 + qk, Eq2k = σ 2q , (43)
where qk is a zero-mean Gaussian distributed i.i.d. sequence with 
variance σ 2q . Assume further that θk is independent of {xm} and {ym} for all m < k. Denoting ψk = θk − φk , the following variance 
relation holds:
2EψkSk = μES2k +μ−1σ 2q . (44)
For proof, refer to [54] for the energy conservation based argu-
ments for adaptive ﬁlter operating in the non-stationary environ-
ment. Considering the variance relation (44) and statistics ci from 
(34a)–(34c), we have
Eψ2∞ =
c3μ+μ−1σ 2q
c1 − c2μ . (45)
The optimal step-size μ that tracks the phase noise is obtained by 
minimizing (45) with respect to μ, as given by
μopt =
√
c3c21σ
2
q + c22σ 4q − c2σ 2q
c1c3
≈
√
1
c3
σq, (46)
yielding the minimum MSD
(Eψ2∞)min =
c3μopt +
(
μopt
)−1
σ 2q
c1 − c2μopt ≈
2σqc3
c1
√
c3 − c2σq ≈
√
4c3
c21
σq,
(47)
where approximations are based on the assumption that c3c21 
c22σ
2
q . Note that both minimum MSD and optimal step-size are pro-
portional to standard deviation of the phase noise, σq . So larger the 
deviation, the larger the optimum step-size to track with minimum 
MSD.
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In the presence of both frequency-offset and phase noise with 
residual ψk = θk +k − θ̂k , and assuming ﬁlter operation in steady-
state, the MSD is given as
MSD= μγ +μ
−1σ 2q
2α −μβ +
2
μ2α2
. (48)
Minimization of which yields an optimal step-size:
μopt = ζ
2
3
√
δ
− η
3
√
δ
+ 3√δ + ζ, (49)
where δ = ζ 3+ 22αγ − 32 ζη+
√(
ζ 3 + 22αγ − 32 ζη
)2 − (ζ 2 − η)3, ζ =
2β2−α2βσ 2q
3α3γ
, and η = 42αβ−α3σ 2q
3α3γ
.
5.4. Performance with imperfect equalization
Now we discuss the effect of residual inter-symbol interfer-
ence (ISI) on the performance of FP-PRA. We assume that the 
(equalized) input to the phase synchronizer is given as yk =
exp(iθ) 
∑∞
l=−∞ hl xk−l + wk , where the elements in the sequence {hl}∞−∞ are coeﬃcients of overall channel-equalizer impulse re-
sponse. Ignoring additive noise, the FP-PRA update may be ex-
pressed as:
φk+1 = φk −μ
[
z4k
]= φk −μ[(yk exp(−iφk))4] (50a)
Eφk+1 = Eφk −μ
[
Eexp(i4ψk)
(∑
l hl xk−l
)4]
(50b)
Under the assumptions that the data sequence {xk} is uncorrelated 
and zero-mean, we obtain (conditioned on ψk)
Eexp(i4ψk)
(∑
l hl xk−l
)4 = exp(i4ψk)E(∑l hl xk−l)4
= exp(i4ψk)∑l∑m∑n∑r hlhmhnhr Exk−lxk−mxk−nxk−r
= exp(i4ψk)
((
Ex4k
)∑
l h
4
l + 3
(
Ex2k
)2((∑
l h
2
l
)2 −∑l h4l ))
= (exp(i4ψk)∑l h4l )Ex4k , 11 (51)
where we exploit the property Ex2k = 0 owing to four-quadrant 
symmetry of QAM constellation. Further note that
Ex4k = E
(
x4k,R + x4k,I − 6x2k,Rx2k,I
)︸ ︷︷ ︸
<0
+i4Exk,Rxk,I
(
x2k,R − x2k,I
)︸ ︷︷ ︸
=0
, (53)
where the sub-Gaussian nature of QAM alphabets dictates c :=
Ex4k ∈ R, c < 0. Combining these ﬁndings, we obtain (below c =−|c|)
lim
k→∞
(
Eφk+1 −Eφk
)= μ |c| [exp(i4ψk)∑l h4l ]= 0. (54)
During steady-state, if the jitter due to non-zero step-size is ig-
nored, then it is needed to ensure limk→∞ 
[
exp(i4ψk) 
∑
l h
4
l
]→ 0
in the vicinity of equilibrium point, which implies that 
(
4ψ∞ +
arg
(∑
l h
4
l
)
mod π2
)= 0. These considerations lead to an interest-
ing result as follows:
11
Exk−l xk−mxk−nxk−r
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ex4k , for l =m = n = r.(
Ex2k
)2
for l =m = n = r,
and l = n =m = r,
and l = r =m = n.
0 otherwise.
(52)φ∞ = θ + 1
4
arg
(∑
l h
4
l
)
mod π2 (55)
Clearly in the presence of ISI, the steady-state estimate may de-
viate from the target θ . It is mentioned in [18, p. 117] that the 
steady-state estimate of FP-PRA is insensitive to the additive noise 
and depends only on the residual ISI, so the above result is valid 
even with the consideration of AWGN noise. The proof is easy and 
the steps involve assuming that the AWGN is zero-mean, circular, 
zero-kurtosis, and uncorrelated with QAM alphabets.
Further assume that the residual ISI (after equalization process) 
is mild and satisﬁes the (open-eye) condition hδ ∑l =δ |hl| and 
hδ ∈ R (where δ denotes the overall channel-equalizer processing 
delay). The update (55) can be expressed as:
φ∞ = θ + 1
4
tan−1
[∑l h4l ]
	[∑l h4l ] mod π2 (56)
Note that 	[∑l h4l ]≈ h4δ , and [∑l h4l ]= [∑l =δ h4l ]. Further as-
suming small argument, tan−1(z) ≈ z, and |z|  π/4, we get
tan−1
[∑l h4l ]
	[∑l h4l ] ≈ tan−1
[∑l =δ h4l ]
h4δ
≈
∑
l =δ |hl|4 arg(4hl)
h4δ
= 4
∑
l =δ |hl|4 arg(hl)
h4δ
.
(57)
Denoting ω := h−4δ
∑
l =δ |hl|4 arg(hl), we summarize the ﬁnding as 
follows:
φ∞ ≈ θ +ω mod π2 (58)
So the residual interfering paths (l = δ) contribute an additional 
phase-offset, ω, which is directly proportional to their arguments 
(phases) and the fourth-power of their gains, and inversely propor-
tional to the fourth-power of largest spike hδ .
6. Adaptive estimation of the optimal step-size
In the last section, we evaluated closed-form expressions for 
the optimal step-sizes in the presence of frequency offset (FO) and 
phase noise (PN). However, it required a priori information of 
and σ 2q , which is not always known or may be changing over time. 
A possible solution is to ﬁnd these optimal values blindly. The op-
timal value of step-size may be obtained adaptively by minimizing 
the fourth-power cost function (12) as the cost is sensitive to both 
FO and PN. The cost function is thus minimized (with respect to 
the variable step-size μk) only when the FO and PN are perfectly 
mitigated.
The step-size μk is known a priori to be small with high likeli-
hood, therefore we may prefer to use sparse optimization method 
over traditional gradient based optimization [55]. Since it is also 
known that the step-size is positive real-valued, therefore, we can 
use Kivinen–Warmuth natural exponential gradient optimization 
method [56,57] for μk to minimizing the fourth-power phase-
recovery cost function J (zk) as follows:
μk+1 = exp
(
ln(μk) − αμk4
∂J (zk)
∂μk
)
= μk exp
(
−αμk
4
∂J (zk)
∂μk
)
(59)
where J (zk) := z4k,R + z4k,I , and α is a positive step-size. Using Tay-
lor’s series (ﬁrst-order) expansion, we can obtain an approximate 
natural gradient version of (59) as follows:
μk+1 ≈ μk − α (μk)2 ∂J (zk) (60)4 ∂μk
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∂J (zk)
∂μk
= ∂J (zk)
∂φk
∂φk
∂μk
= [z4k ]k, (61)
k := ∂∂μk φk , and [z4k ] = 4
(
z2k,R − z2k,I
)
zk,R zk,I . Differentiating FP-
PRA update with respect to μk gives an update for k (below 
∂
∂φk
[z4k ] = −4	[z4k ])
k+1 = k − μk4
∂[z4k ]
∂μk
− 1
4
[z4k ]
= k − μk4
∂[z4k ]
∂φk
∂φk
∂μk
− 1
4
[z4k ]
= k
(
1+μk	[z4k ]
)
− 1
4
[z4k ]. (62)
Finally, we obtain the following variable step-size variant of FP-PRA, 
that is VSSFP-PRA:
VSSFP-PRA:
φk+1 = φk − 14μk[z
4
k ]
k+1 = k
(
1+μk	[z4k ]
)
− 1
4
[z4k ]
μk+1 =
[
μk
(
1− α
4
μkk[z4k ]
)]μmax
μmin
(63)
where μmin and μmax are used appropriately for the purpose of 
squashing so that to avoid stuck-at-zero and divergence, respec-
tively. This VSS method may easily be extended to other algorithms 
like CSFP-PRA. Care will be required as the step-size of CSFP-PRA 
happens to be relatively large. So to ensure stability, either we 
need to select very small value of α or limit (somehow) the magni-
tude of k[z4k ] which appears in the error term of μk update. We 
have found numerically that squashing the magnitude of k[z4k ]
gives stable results. Thus, we suggest the following VSS variant of 
CSFP-PRA, that is VSSCSFP-PRA:
VSSCSFP-PRA:
z˜k = qam2qpsk
(
zk, p
)
φk+1 = φk − 14μk[˜z
4
k ]
k+1 = k
(
1+μk	[˜z 4k ]
)
− 1
4
[˜z 4k ]
μk+1 =
[
μk
(
1− α
4
μk sign
[
k[˜z 4k ]
])]μmax
μmin
(64)
The aforementioned VSS algorithms are suitable for estimating 
optimal step-sizes in phase noise scenario. In the presence of 
frequency-offset, however, we would need a second-order algo-
rithm, guidelines for which can be found in [7,8,58], and is not 
being described here due to the shortage of space.
7. Batch processing algorithms
Adaptive ﬁltering is not always done on a symbol-by-symbol 
basis. In high-speed processing, we need to process several sym-
bols in batch (or parallel) and the sequential algorithms need to 
be adjusted accordingly. The batch algorithms are known to be 
more robust to misadjustment which allows setting their step-sizes 
to higher values for faster convergence. Below we discuss how to 
realize the traditional FP-PRA in a batch manner by processing sev-
eral received input symbols at a time.
Denoting rk = exp(iφk), we have zk = r∗k yk . So the phase syn-
chronizer behaves like a one-tap equalizer. For the estimation of 
complex exponential rk; consider the following problem:min
rk
E
∣∣z4k + 1∣∣2, subject to |rk| = 1 (65)
By conditioning on the present value of rk , considering |rk| = 1, 
and exploiting the fact ∂
∂r∗k
rk = 0, we get
∂
∂r∗k
E
∣∣z4k + 1∣∣2 = ∂∂r∗k E
(
|yk|8 + (r∗k )4 y4k + r4k (y∗k )4 + 1
)
= 4(r∗k )3Ey4k , (66)
where the statistic Ey4k may be computed from the last Nb num-
ber of received and stored symbols, and thus this computation will 
be required to be evaluated after every Nb number of received 
symbols. We suggest
Ey4k := 1Nb
∑k
i=k−Nb+1 y
4
i (67)
where k = Nb, 2Nb, 3Nb, · · · . These considerations lead to the fol-
lowing forward driving iterative12 batch processing algorithm:
for k = Nb : Nb : · · · do
ξ ← 1Nb
∑k
i=k−Nb+1 y
4
i
for n = 1 : Ni do
r˜n ← rn −μ (r∗n)3 ξ
rn+1 ← r˜n/|˜rn|
end for
end for (68)
where a new time index n is introduced to show that the update 
is not being carried out for each k but only for few (Ni) iterations 
once a batch of received data is available in memory. This new 
update no longer requires the phase synchronizer output zk . In-
stead, the input statistic Ey4k is estimated from available received 
batch of stored data. The normalization in the second step is re-
quired to ensure the constraint |rn| = 1, ∀n. The selection of Ni in 
(68) depends upon how large is the step-size, so for a large step-
size, a small Ni is suﬃcient. This steepest gradient algorithm now 
works without ﬁltering to generate intermediate synchronizer out-
put at each step. As long as the total processing time does not 
exceed the time it takes to collect the buffered data frame, this 
forward driving synchronizer will only introduce a ﬁxed processing 
delay in signal processing pipeline, making it well suited not only 
for high data rate systems but for both ﬁxed and variable length 
packet transmissions. The batch processing is highly preferable if it 
can support admissible performance for Ni  Nb. Likewise, we can 
obtain batch processing versions of those adaptive synchronizers 
which we introduced in Section 4.
It is interesting to note that by dropping the expectation opera-
tor in (68) and exploiting zk = r∗k yk , we can obtain a variant of the 
standard FP-PRA (10) as follows:
r˜k = rk −μ z3k yk
rk+1 = r˜k/|˜rk|
(69)
The convergence performance of the complex-valued update (69) is 
a little better than that of the standard real-valued FP-PRA (10). 
Due to the lack of space, however, we leave this discussion to be 
addressed elsewhere.
8. Numerical simulations
8.1. Admissibility of transformation based phase recovery
In Section 4, we have shown analytically that the centroid of a 
uniform square moves in the direction of phase-offset under the 
12 The idea of forward driving based batch processing to realizing an iterative 
steepest descent algorithm is relatively new and appeared recently in the year 2012 
in [59].
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for square-QAM. It can be noticed that all three square-QAM have this probability higher than 0.5 for all values of phase-offset.condition |ψ | ≤ π/4 radian. The movement of centroid of a uni-
form cross, however, creates a false lock when the phase-offset is 
in the range ψ ∈ {(tan−1(2/3), π/4] ∪ (−π/4, −tan−1(2/3)]} ra-
dian. In this numerical simulation, we aim to observe this behavior 
for practical square- and cross-QAM of different sizes when the 
QAM are transformed to QPSK (that is mapping to centroid) using 
the algorithm (29).
Consider the introduction of an anti-clockwise phase-offset (0 <
ψ < π/4) to a noisy QAM constellation, and its transformation to 
QPSK (that is obtaining ˜zk from zk for a range of values of ψ ). After 
the transformation, due to the presence of noise, QAM alphabets 
do not get mapped exactly onto the ideal four-symbol QPSK con-
stellation rather they happen to form a cluster of points around 
the desired QPSK symbols (or centroid in other words). Now con-
sider the rotated symbols {zk} which belong to the ﬁrst quadrant, 
zk ∈ Q 1; denote this subset as {zk(Q 1)}. Now consider the trans-
formed symbols, denoted as {˜zk(Q 1)}, obtained from {zk(Q 1)}; 
note that qam2qpsk(zk(Q 1)) ∈ Q 1. Since we are considering a pos-
itive phase-offset (an anti-clockwise rotation), therefore, we are 
interested in those transformed symbols {˜zk(Q 1)} which lie above
the diagonal, let us denote these symbols as {˜zk(Q +1 )}. Based on 
inspection and numerical evidences, it is found that when the 
cardinality of {˜zk(Q +1 )} is higher than half of the cardinality of {˜zk(Q 1)} then the centroid of the cluster lies above the diagonal 
(that is in the correct direction), and the proposed phase tracker 
detects and corrects the phase-offset successfully. Deﬁne a ratio 
P ≡P(ψ)
P = | {˜zk(Q
+
1 )} |
| {˜zk(Q 1)} | , (70)
where | · | denotes cardinality. For a given value of ψ , if P(ψ) >
50%, then the algorithm is capable of detecting the true direction 
of phase-offset. On the other hand, the algorithm may get trapped 
into a false lock if P(ψ) happens to be less than 50%. Similarly, if 
P(ψ) = 50%, then the transformed symbols are incapable of giving 
any clue about the unknown phase-offset. Note that we have men-
tioned and described in the context of ﬁrst quadrant to explain the 
concept, but as a matter of fact, we have evaluated the percentage 
(70) for all four quadrants by calculating appropriately the cardi-
nalities |{˜zk(Q +i )}|, i = 1, 2, 3, 4. The percentage P(ψ) is depicted 
in Fig. 11 for both square- and cross-QAM which are obtained for 
30 dB SNR value. Note that1. P(0◦) = P(45◦) = 50%, which is a desirable property. Not 
shown here (due to the lack of space) but P(−ψ) = P(ψ) is 
true for all square- and cross-QAM.
2. P(ψ) is found to be larger than 50% for the three addressed 
square-QAM. Though, for 64- and 256-QAM and for ψ > 20◦ , 
P(ψ) gets close to 50% but it is not less than or equal to 50%. 
Also note that the range of ψ , for which the P(ψ) is close 
to 100%, gets smaller with larger QAM-sizes. Conclusively, it is 
admissible to apply QAM-to-QPSK transformation on the prac-
tical square-QAM receiver for the sake of carrier recovery. This 
is in accordance to the analysis presented in Section 4.2.1.
3. P(ψ) is not always larger than 50% for the three addressed 
cross-QAM. In the whereabout of the range 30◦–44◦ , the plots 
of P(ψ) are below 50% which clearly indicates that centroid 
has moved below the diagonal and introducing a false lock. 
Compare these results to the analysis we carried out in the 
previous section in relation to the position of centroid of uni-
form cross – the analysis presented in Section 4.2.2 supports 
this observation. It appears that a QAM-to-QPSK transforma-
tion is not an admissible technique for detecting phase-offset 
in a cross-QAM receiver. However, owing to ﬂuctuations due to 
additive noise and using a relatively larger step-size, it is pos-
sible for phase-tracker to escape such false locks as we have 
evidenced numerically.
In Fig. 12, we demonstrate (for the sake of further clariﬁcation 
that) how transformed symbols retain (on the whole) the true di-
rection of rotation. The 16-QAM symbols lying in the ﬁrst, second, 
third and fourth quadrants are depicted using markers , , ♦, 
and , respectively (refer to Fig. 12(a)). In Fig. 12(b), the noisy 
constellation (of Fig. 12(a)) is subjected to clockwise 30 degree ro-
tation. Fig. 12(c) depicts the result of QAM-to-QPSK transformation. 
Since the rotation is clockwise, we expect more symbols above the 
diagonal considering the ﬁrst quadrant. Clearly, in the ﬁrst quad-
rant in Fig. 12(c), some symbols (denoted by ) which entered 
from the fourth quadrant have all been mapped below the diag-
onal. Similarly, some of the symbols which happened to get 
clustered around the diagonal (see in Fig. 12(b)) have been mapped 
below the diagonal. These two set of symbols, lying below the di-
agonal, contribute wrong information about the rotation. However, 
there also exist three clusters of symbols which are lying above 
the diagonal, and they are larger in number than those lying be-
low the diagonal. Due to which, the CSFP-PRA is able to detect the 
true direction of rotation and correct the amount of phase-offset 
successfully.
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to demonstrate that it is possible for CSFP-PRA to escape false locks 
by using relatively larger step-sizes. When the phase synchronizer 
is trapped in a false lock, the MSD exhibits higher values and there 
is a sudden drop in its values when the phase tracker happens to 
Fig. 12. Demonstrating the effect of transformation on a rotated square-QAM.
Fig. 13. Plots of escape probabilities.escape. So we compute the probability of escape versus iterations 
by observing the converging values of MSD for a number of in-
dependent runs. In Fig. 11(b), we can see that a 32-QAM, when 
transformed to QPSK, exhibits a false lock when 36.7◦ ≤ ψ ≤ 43.6◦ . 
So by initializing (φ0 = 0) and selecting a θ somewhere in the 
middle of the range (36.7◦, 43.6◦), we can ensure a trap for syn-
chronizer. Next, we observe convergence of escape probabilities 
with two step-sizes, 8 × 10−2 and 5 × 10−2, for two different SNR 
values as shown in Fig. 13. Note that, at 30 dB SNR value, the 
synchronizer is able to escape earlier with (μ = 8 × 10−2) than 
(μ = 5 × 10−2); see cases (a) and (b). Also note that, at a lower 
SNR value, say 20 dB, due to the presence of higher amount of 
noise, the synchronizer is able to escape even earlier; see case (c).
8.2. Transient performance in AWGN environment
In this numerical simulation, we obtain simulated instanta-
neous MSD (Eψ2k ) and instantaneous phase estimate (Eφk) and 
compare with their analytical counterparts for 16-QAM signaling
for FP-PRA and CSFP-PRA (SGFP-PRA and SGD-PRA are skipped 
due to the shortage of space). In Fig. 14 and 15, we show re-
sults obtained for FP-PRA and CSFP-PRA, respectively, with 30 dB 
SNR value in a stationary environment (σq = 0) with no frequency 
mismatch ( = 0). It can clearly be seen that the simulated and 
analytical traces exhibit good conformation. Also notice that, for 
the same number of iterations required for the convergence, CSFP-
PRA performed far better than the standard FP-PRA.
8.3. Steady-state performance in AWGN environment
In this numerical simulation, we obtain simulated steady-state 
MSD and compare with their analytical counterparts with both 
square- and cross-QAM signaling for FP-PRA, SGD-PRA, SGFP-PRA, 
and CSFP-PRA. In Fig. 16, we show results obtained for 16-, 
and 64-QAM for different SNR values in stationary environment 
(σq = 0) with no frequency mismatch ( = 0).
1. The step-size for CSFP-PRA is selected to be 8 × 10−3 for all 
QAM sizes. The step-sizes of other two algorithms, FP-PRA and 
SGFP-PRA, have been selected such that all three algorithms 
converge requiring similar number of iterations. The conver-
gence time (at SNR = 30 dB) is noted to be nearly 380, and 
800 iterations for 16-, and 64-QAM, respectively.
2. For the evaluation of statistical parameters c1, c2 and c3 (for 
the given values of SNR and step-size), we consider all QAM 
alphabets for FP-PRA, selected alphabets (belonging to go-
region) for SGFP-PRA, and four alphabets ±1 ±1i for CSFP-PRA.Fig. 14. FP-PRA: Analytical and simulated MSD convergence and phase acquisition traces for two different step-sizes.
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Fig. 16. MSD versus SNR for 16- and 64-QAM.3. The performance of FP-PRA is not improved at higher values of 
SNR and it attempts to attain an MSD ﬂoor. On the other hand, 
SGFP-PRA and CSFP-PRA, are demonstrating improved perfor-
mance with an increase in SNR, which is a desirable property.
4. Note that CSFP-PRA is performing better than the standard FP-
PRA for all values of SNR (i.e., 10 dB and above). The SGFP-PRA, 
however, exhibits relatively inferior performance (to CSFP-PRA) 
at higher QAM sizes due to the availability of very few go-
regions to detect phase-offset and update the tracking algo-
rithm.
5. The analytical MSD are very close to numerical ones for all 
SNR values for FP-PRA. For SGFP-PRA and CSFP-PRA, however, 
analytical and numerical MSD are close only when SNR values 
are greater than 20 dB.
Similarly, in Fig. 17, we provide plots of MSD versus SNR for 
(cross) 32- and 128-QAM for the four addressed algorithms. We 
ﬁrst notice that the simulated and analytical results are close only 
when SNR values are at higher side (say above 20 dB) for 32-QAM. 
For 128-QAM, on the other hand, the simulated and analytical MSD 
plots are close only for FP-PRA. So unlike square-QAM, where we 
have seen a close agreement between analytical ﬁndings and sim-
ulation results, the analytical and the simulated MSD values for 
cross-QAM are far apart from each other. A major reason behind 
this behavior is that, unlike the square-QAM, the cross-QAM do not have independent in-phase and quadrature components.13 Fur-
ther note that CSFP-PRA outperforms FP-PRA when SNR is greater 
than 20 dB for both 32- and 128-QAM. For 128-QAM with SNR 
value than 20 dB, the performance of SGFP-PRA and SGD-PRA de-
teriorates very much as compared to FP-PRA. A strong reason for 
the failure of SGFP-PRA and SGD-PRA is the poor availability of ‘go’ 
zones for reliable updates at lower SNR values.
8.4. Performance evaluation with FO and/or PN
In this set of numerical simulations, we ﬁrst evaluate the per-
formances of FP-PRA and CSFP-PRA in the presence of FO for 16-
and 64-QAM at 30 dB SNR value. So we obtain the values of MSD 
(analytically as well as numerically) by changing  from 1 × 10−5
to 1 × 10−1. Results are depicted in Fig. 18. Both algorithms are 
run using optimal values of step-size as speciﬁed in (41). Note that 
both theory and simulation are in good conformation. Secondly the 
13 The problem of blind phase recovery has close aﬃnity with independent com-
ponent analysis (ICA) [60]. From the theory of ICA, we understand that when 
complex-valued sources have dependent or correlated in-phase and quadrature 
components, then the fourth-order statistics in the cost function must also include 
correlation- and improperness-sensitive terms; see [60, Section 6.10.7.3] and refer-
ences therein. Since, a cross-QAM has dependent quadrature components, therefore, 
the ICA methods for dependent complex-valued sources, as in [61–64], may help in 
designing improved phase recovery algorithms for cross-QAM. We leave this discus-
sion to be explored elsewhere.
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Fig. 18. Minimum MSD versus FO for 16- and 64-QAM obtained with the optimal step-sizes.MSD of CSFP-PRA is lower by nearly 13 dB as compared to that of 
FP-PRA. Thirdly CSFP-PRA can be seen to be able to tolerate much 
higher FO. Like for 16-QAM, the maximum FO which is tolerated 
by FP-PRA and CSFP-PRA (beyond which they diverged) is 0.0056
and 0.0562, respectively. Similarly, for 64-QAM, the maximum FO 
which is tolerated by FP-PRA and CSFP-PRA is 0.004 and 0.01, re-
spectively.
In the second set of numerical simulations, we evaluate the per-
formances of FP-PRA and CSFP-PRA in the presence of PN for 16-
and 64-QAM at 30 dB SNR value. We obtain the values of MSD (an-
alytically as well as numerically) by changing σ 2q from 1 × 10−5 to 
1 × 10−2. Results are depicted in Fig. 19. Both algorithms are run 
using optimal values of step-size as speciﬁed in (46). Note that 
both theory and simulation are in good conformation.14 Secondly 
the MSD of CSFP-PRA is lower by nearly 10 dB as compared to 
that of FP-PRA. Thirdly CSFP-PRA can be seen to be able to track 
PN with much larger variance like, for 16-QAM, the maximum σ 2q
which can be tracked by FP-PRA and CSFP-PRA (beyond which they 
diverged) is 1.77 ×10−4 and 3.20 ×10−3, respectively. For 64-QAM, 
14 For QPSK, we have found that the simulated and the analytical MSD values of 
FP-PRA differ signiﬁcantly for higher values of phase noise variance (PNV); results 
of which are omitted here due to the lack of space. Since CSFP-PRA transforms 
any given QAM constellation into QPSK, therefore, its simulated and analytical MSD 
values happen to differ from each other at higher PNV as shown in Fig. 19.the maximum σ 2q which can be tracked by FP-PRA and CSFP-PRA 
is close to 7.94 × 10−4.
In the next numerical simulation, we demonstrate that, in the 
presence of FO and/or PN, the MSD is a convex downward func-
tion of the step-size (loop gain) and there exists an optimal value 
of step-size for which MSD is minimized, which depending on the 
scenario, can be obtained from (41), (46), or (49). We consider sig-
naling of 16- and 64-QAM at 30 dB SNR each under two scenarios 
of PN and FO using synchronizers FP-PRA and CSFP-PRA. The re-
sults are depicted in Fig. 20, where it can been that our analytical 
ﬁndings are in good conformation with simulation results. Note 
that each simulation point is obtained as an average of 1000 inde-
pendent runs with random initialization of phase-offset, noise and 
signal points. The steady-state MSD is evaluated, in each run, by 
averaging estimated MSD values for 100,000 iterations once the 
convergence is achieved.
At this stage, we would like to quote from [38]:
If there is a residual frequency-offset or large amount of phase 
noise, the constellation would be misaligned with the transforma-
tion boundaries. Some of the symbols would then be transformed in 
the wrong direction and result in an incorrect phase noise estimate. 
Therefore, this QPSK transformation algorithm can only be used after 
compensation for the residual frequency-offset between the transmit-
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Fig. 20. Minimum MSD versus step-size for 16- and 64-QAM subjected to FO and PN.ter and local oscillator lasers and an initial correction for the laser 
phase noise using a coarse estimate.
In contrast, we have seen that our addressed adaptive synchroniz-
ers (FP-PRA and CSFP-PRA) have acquired successfully the phase-
offset in the presence of frequency-offset and phase noise.
8.5. Performance evaluation with ISI
In this numerical simulation, we evaluate the performances of 
FP-PRA for 16-QAM in the presence of ISI (but no noise), and 
θ = π/300 rad. We assume that the joint channel-equalizer im-
pulse response contains two taps: hδ = 1, and hδ+1 = 0.21 + i0.12, 
(where δ is arbitrary), and for which we have ω = 7.5 × 10−4 rad. 
Results are depicted in Fig. 21 which shows that φk converges to 
θ + ω thus incorporating the effects of both ﬁxed rotation θ as 
well as the rotation caused by the interfering path. The ﬁgure also 
illustrates the constellation of the received signal in the presence 
of ISI. Note that the traces are obtained as an ensemble average of 
8000 independent runs.
8.6. Adaptive estimation of optimal step-size
In this numerical simulation, we demonstrate the performances 
of VSSFP-PRA and VSSCSFP-PRA for 16-QAM at SNR equal to 30 dB Fig. 21. Effect of ISI on the steady-state convergence of FP-PRA (left). ISI distorted 
constellation (right).
Table 1
Parameters for VSS simulation.
VSSFP-PRA VSSCSFP-PRA
α 1/40 1/10
μmin 2× 10−6 3× 10−4
μmax 2× 10−3 1
in the presence of phase noise. We assume that the phase noise 
follows the model (43) with σ 2q = 1 × 10−5 for which the optimal 
step-sizes, realizing FP-PRA and CSFP-PRA, are given as 1.78 ×10−4
and 3.29 × 10−2, respectively. Both algorithms, VSSFP-PRA and 
VSSCSFP-PRA, are initialized as μ0 = 0 = 0. The values of α, μmin
and μmax are summarized in Table 1. To assess the performance, 
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we use the following normalized mean squared error (NMSE) met-
ric for the estimated μk:
NMSEk = 1Nrun
Nrun∑
j=1
(
μk( j) −μopt
μopt
)2
, (71)
where NMSEk is the value of NMSE at the kth iteration which is 
obtained as an ensemble average of Nrun independent runs, and 
μk( j) is the value of variable μ in kth iteration of the jth run. 
Here, we consider Nrun = 1000, and obtain the traces of μk and 
NMSEk for both VSSFP-PRA and VSSCSFP-PRA as depicted in Fig. 22. 
Clearly, both algorithms can be noticed to converge successfully in 
the vicinity of their optimal values, where the steady-state NMSE 
ﬂoor of VSSCSFP-PRA is lower than that of VSSFP-PRA.
In this numerical simulation, VSSFP-PRA is found to have con-
verged to 1.6 × 10−4 with standard deviation ±1.89 × 10−5 while 
the true optimum value is 1.78 × 10−4. Similarly, VSSCSFP-PRA 
converges to 0.0289 with standard deviation ±0.0016 while the 
true optimum is 0.0329. These results show that the steady-state 
values of adaptive step-sizes are slightly smaller than the true val-
ues. At this stage, however, it is not completely clear to us whether 
the sparse optimization is responsible for this bias. A possible rea-
son, which we have ﬁgured out, is stuck-at-μmin problem, i.e., both 
VSSFP-PRA and VSSCSFP-PRA have the tendency to get stuck at 
μmin with a non-zero probability. Like, in the above numerical 
simulation, in one or two out of 1000 independent trials, the algo-
rithms have been found to get stuck at μmin. Possible remedies to 
this problem include re-initialization, not to select very small μmin, 
or use ordinary gradient method at the start-up and move gradu-
ally towards natural gradient (sparse) method during the course 
of convergence. Such a convex combination is possible and is ex-
pected to resolve the matter. Convex combinations of two adaptive 
ﬁlters are well understood [65] and have been employed recently 
in the similar (i.e., sparse ﬁltering) context in [66].
8.7. Performance of batch FP-PRA
In this section, the performances of standard FP-PRA and its 
batch version (67)–(68) are presented. Simulated MSD traces for Fig. 23. Comparison between the standard and the batch FP-PRA.
16-QAM signaling at 30 dB SNR value with θ = π/4 by Monte-
Carlo method using 1000 independent runs are obtained. The ob-
tained results are shown in Fig. 23, where batch FP-PRA can be 
seen to be performing slightly better than FP-PRA when allowed to 
reach same steady-state MSD ﬂoor. Most importantly, at each stage, 
i.e., after every Nb number of received symbols, the batch FP-PRA 
(equipped with relatively larger step-size) required only three it-
erations (i.e., Ni = 3) in a forward driving manner while using the 
statistics obtained from last ﬁfty received symbols (i.e., Nb = 50). 
Noticeably, the batch processing can be seen to have the potential 
to offer considerable saving in computations.
9. Conclusions
In this work, we revisited the fourth-power adaptive phase re-
covery (FP-PRA) algorithm to develop three new variants for im-
proved performance in situations suffering with phase mismatch, 
frequency mismatch, and phase noise for QAM based communica-
tion systems. We analyzed the dynamic, steady-state and tracking 
performances of all four addressed algorithms, and obtained the 
optimal values of step-size (loop gain) for the given scenarios. The 
effect of imperfect equalization on phase synchronization was also 
studied. Simulation results were found to be in good conformation 
with the analytical ﬁndings.
Speciﬁcally, one of the proposed algorithms, CSFP-PRA, was 
based on the transformation of QAM symbols so that they are 
mapped onto a QPSK constellation. We discussed this existing 
transformation idea with a new interpretation which relates the 
process of mapping to ﬁnding the quadrant-wise centroid of the 
QAM constellation, and how the movement of centroid helped in 
determining the unknown rotation. Based on our analysis, we have 
been able to show that QAM-to-QPSK transformation is an admis-
sible strategy for ﬁnding the unknown phase rotation in square-
QAM. In the case of cross-QAM, however, we have discovered exis-
tence of false locks. Using numerical simulations, we demonstrated 
how a larger step-size can help escape such false locks (in cross-
QAM). A generic iterative method for the transformation of given 
QAM into QPSK was also presented.
The other two proposed algorithms, SGD-PRA and SGFP-PRA, 
used different sensitivity functions in their updates but shared a 
similar stop-and-go strategy. Such update was allowed only when 
rotated QAM symbols fall in speciﬁc annular regions; otherwise, 
the update process was stopped. These annular regions in (rota-
tion free) QAM constellation were selected such that they con-
tained QPSK-like symbols. For successful operation of these algo-
rithms, however, it was required to ensure the perfect recovery of 
true energy of the signal (which can be facilitated easily by DSP 
82 S. Abrar et al. / Digital Signal Processing 49 (2016) 65–85based automatic gain control). The relative performance of CSFP-
PRA has been found to be better than the other three algorithms, 
i.e., FP-PRA, SGFP-PRA, and SGD-PRA, for all sizes of square-QAM 
and large cross-QAM. For 32-QAM, the SGD-PRA is found to be 
outperforming the others. For 256- and higher square/cross-QAM, 
the performance of SGFP-PRA, and SGD-PRA deteriorated signiﬁ-
cantly due to very small reliable zones available for the update 
(results for 256- and higher QAM have been skipped due to the 
lack of space). Moreover, detailed numerical simulations revealed 
that CSFP-PRA can tolerate larger frequency-offset and phase noise 
variance (with far lower MSD) than FP-PRA.
We also presented an adaptive (variable) procedure to obtain 
optimal values of step-size for the standard FP-PRA and CSFP-PRA, 
which resulted in two variable step-size algorithms VSSFP-PRA 
and VSSCSFP-PRA for systems exhibiting phase noise. The Kivinen–
Warmuth method for sparse optimization has been exploited to 
obtain approximate natural gradient update for variable step-sizes. 
Simulation results showed good convergence in the vicinity of op-
timal values without requiring statistical knowledge of phase noise. 
The second-order realization of these algorithms for the compen-
sation of frequency-offset was considered straightforward and has 
been left for others to explore.
The last part of this work presented a batch processing realiza-
tion of adaptive phase recovery. It exploited the idea of forward 
driving and modiﬁed the existing stochastic gradient real-valued 
update into an iterative steepest descent type complex-valued up-
date. Simulation results showed that the proposed batch process-
ing can offer a hardware eﬃcient solution for synchronization in 
higher data rate systems.
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Appendix A. Evaluation of centroid for uniform square
Consider a clockwise rotation by an angle ψ < π/4, note that
tan
(
χ + π
4
)
= bC
aC
⇒ χ = tan−1
(
bC − aC
bC + aC
)
. (72)
For a uniform square, we obtain:
aC =
cos(ψ)−sin(ψ)∫
0
xSx,1dx+
sec(ψ)∫
cos(ψ)−sin(ψ)
xSx,2dx
= 2
(
cos (ψ)3 + sin (ψ)3)+ cos (ψ) − sin (ψ)
6cos (ψ)2
(73)
where the boundaries Sx,1 and Sx,2, as illustrated in Fig. 24(a), are 
expressed as:
Sx,1 = cos (ψ) + sin (ψ) − sec (ψ)
cos (ψ) − sin (ψ) x+ sec (ψ) , (74a)
Sx,2 = (cos (ψ) + sin (ψ)) (x− sec (ψ))
cos (ψ) − sin (ψ) − sec (ψ) . (74b)
Next bC is obtainedFig. 24. Geometries of rotated square and cross.
bC = 12
∫ cos(ψ)−sin(ψ)
0
S2x,1dx+ 12
∫ sec(ψ)
cos(ψ)−sin(ψ)
S2x,2dx,
= 2
(
cos (ψ)3 − sin (ψ)3)+ cos (ψ) + sin (ψ)
6cos (ψ)2
. (75)
Combining the above ﬁndings, we obtain a closed form relation 
between phase error ψ and angle of centroid χ (as measured from 
diagonal) as speciﬁed in (24).
Appendix B. Evaluation of centroid for uniform cross
Before false-lock, we have for a uniform cross
aC = 98
∫ 2
3 cos(ψ)−sin(ψ)
0
xSx,1dx+ 98
∫ 2
3 (cos(ψ)−sin(ψ))
2
3 cos(ψ)−sin(ψ)
xSx,2dx
+ 98
∫ cos(ψ)− 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ))
xSx,3dx+ 98
∫ sec(ψ)
cos(ψ)− 23 sin(ψ)
xSx,4dx
= 13cos (ψ)
3 + 9cos (ψ) + 13 sin (ψ)3 − 4 sin (ψ)
48cos (ψ)2
(76)
where the boundaries Sx,1, Sx,2, Sx,3 and Sx,4, as illustrated in 
Fig. 24(b), are expressed as:
Sx,1 = cos (ψ) +
2
3 sin (ψ) − sec (ψ)
2
3 cos (ψ) − sin (ψ)
x+ sec (ψ) , (77a)
Sx,2 = cot (ψ)
(
2
3 cos (ψ) − sin (ψ) − x
)
+ cos (ψ) + 23 sin (ψ) , (77b)
Sx,3 = tan (ψ)
(
x− 23 (cos (ψ) − sin (ψ))
)
+ 23 (cos (ψ) + sin (ψ)) , (77c)
Sx,4 =
(
2
3 cos (ψ) + sin (ψ)
)
(x− sec (ψ))
cos (ψ) − 23 sin (ψ) − sec (ψ)
. (77d)
Next we obtain bC as follows:
bC = 916
∫ 2
3 cos(ψ)−sin(ψ)
0
S2x,1dx+ 916
∫ 2
3 (cos(ψ)−sin(ψ))
2
3 cos(ψ)−sin(ψ)
S2x,2dx
+ 916
∫ cos(ψ)− 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ))
S2x,3dx+ 916
∫ sec(ψ)
cos(ψ)− 23 sin(ψ)
S2x,4dx
= 13cos (ψ)
3 + 9cos (ψ) − 13 sin (ψ)3 + 4 sin (ψ)
48cos (ψ)2
(78)
During the false-lock, the geometry follows Fig. 24(c); we obtain
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∫ 2
3 (cos(ψ)−sin(ψ))
0
xSx,2dx+ 98
∫ cos(ψ)− 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ))
xSx,3dx
+ 98
∫ cos(ψ)+ 23 sin(ψ)
cos(ψ)− 23 sin(ψ)
xSx,4dx
− 98
∫ cos(ψ)+ 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ)) cot(ψ)
+ 23 (cos(ψ)+sin(ψ))
xSx,5dx
= −19cos (ψ)
3 + 17cos (ψ) + 4 sin (ψ)3 + 2 sin (ψ)
36 sin (ψ)2
(79)
where Sx,2, Sx,3 and Sx,4 are as speciﬁed in (77a)–(77d), while Sx,5
is deﬁned as follows:
Sx,5 = tan (ψ)
(
x− 23 (cos (ψ) + sin (ψ))
)
+ 23 (sin (ψ) − cos (ψ)) . (80)
Next we obtain bC as follows:
bC = 916
∫ 2
3 (cos(ψ)−sin(ψ))
0
S2x,2dx+ 916
∫ cos(ψ)− 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ))
S2x,3dx
+ 916
∫ cos(ψ)+ 23 sin(ψ)
cos(ψ)− 23 sin(ψ)
S2x,4dx
− 916
∫ cos(ψ)+ 23 sin(ψ)
2
3 (cos(ψ)−sin(ψ)) cot(ψ)
+ 23 (cos(ψ)+sin(ψ))
S2x,5dx
= 4cos (ψ)
3 − 2cos (ψ) + 19 sin (ψ)3 + 2 sin (ψ)
36 sin (ψ)2
. (81)
Appendix C. MSD of FP-PRA
Equating odd-order moments to zero, we obtain E[S2k |ψk] =
E
[
x4I (e
4
I cos(2ψ) − 178 e4I cos(4ψ) − e4R cos(2ψ) − 178 e4R cos(4ψ) −
35
16 x
4
R cos(8ψ) + 98 e4I + 98 e4R + 316 x4R + 94 e2I e2R + 32 e2I x2R + 32 e2Rx2R +
51
4 e
2
I e
2
R cos(4ψ) + 38 e2I x2R cos(2ψ) + 1058 e2I x2R cos(6ψ) − 38 e2Rx2R ×
cos(2ψ) − 1058 e2Rx2R cos(6ψ)) − 132 x8R cos(8ψ) − x8I ( 132 cos(8ψ) −
1
32 ) + 132 x8R + x6I ( 38 e2I cos(2ψ) − 78 e2I cos(6ψ) − 38 e2R cos(2ψ) + 78 e2R ×
cos(6ψ) + 78 x2R cos(8ψ) + 12 e2I + 12 e2R + 18 x2R) + e2I e6R − 2e4I e4R +
e6I e
2
R + 12 e2I x6R + 98 e4I x4R + 12 e6I x2R + 12 e2Rx6R + 98 e4Rx4R + 12 e6Rx2R +
x2I (
1
2 e
6
R cos(2ψ) − 12 e6I cos(2ψ) + 78 x6R cos(8ψ) + 12e6I + 12 e6R + 18 x6R +
3
2 e
2
I e
4
R + 32 e4I e2R + 32 e2I x4R + 94 e4I x2R + 32 e2Rx4R + 94e4Rx2R − 272 e2I e4R ×
cos(2ψ) + 272 e4I e2R cos(2ψ) − 38 e2I x4R cos(2ψ) + 514 e4I x2R cos(4ψ) −
105
8 e
2
I x
4
R cos(6ψ) + 38 e2Rx4R cos(2ψ) + 514 e4Rx2R cos(4ψ) + 1058 e2Rx4R ×
cos(6ψ) + 92 e2I e2Rx2R − 1532 e2I e2Rx2R cos(4ψ)) − 38 e2I x6R cos(2ψ) −e4I x4R ×
cos(2ψ) + 12e6I x2R cos(2ψ) − 178 e4I x4R cos(4ψ) + 78 e2I x6R cos(6ψ) +
3
8 e
2
Rx
6
R cos(2ψ) +e4Rx4R cos(2ψ) − 12 e6Rx2R cos(2ψ) − 178 e4Rx4R cos(4ψ) −
7
8 e
2
Rx
6
R cos(6ψ) + 94 e2I e2Rx4R + 32 e2I e4Rx2R + 32 e4I e2Rx2R + 272 e2I e4Rx2R ×
cos(2ψ) − 272 e4I e2Rx2R cos(2ψ) + 514 e2I e2Rx4R cos(4ψ)
]
.
After some algebra, we obtain
E[S2k |ψk] = (2Ex8R + 70Ex4I x4R − 56Ex6I x2R)ψ2k + 12σ 8e + 2Ex2I x6R
−2Ex4I x4R + 18σ 4e Ex4R + 2σ 2e Ex6R + 48σ 6e Ex2R
+6σ 2e Ex2I x4R + 18σ 4e Ex2I x2R ,
(82)
where we exploit Taylor’s series simpliﬁcations sin(ψ) ≈ ψ and 
cos(ψ) ≈ 1 − 0.5ψ2, and statistics Ee2 = σ 2e , Ee4 = 3σ 4e , and R REe6R = 15σ 6e for the quadrature components of additive Gaussian 
noise. Similarly, assuming sin(ψ) ≈ ψ , and cos(ψ) ≈ 1, we obtain
E[Sk|ψk] = ψkE[6x2I x2R − x4R − x4I ]. (83)
Substituting the values of moments E[S2k |ψk] and E[Sk|ψk] in (32), 
we obtain the MSD expression for FP-PRA.
Appendix D. MSD of SGD-PRA
Here we evaluate MSD expression for the algorithm (22) whose 
sensitivity function is given by
Sk = 
[
zk csign(z
∗
k )
]= zk,Isign[zk,R ] − zk,Rsign[zk,I ] (84)
Owing to variance relation (32), the MSD may be obtained by 
solving the expression: limk→∞ES2k = 2μEψkSk . We start with 
EψkSk = E[ψkE[Sk|ψk]] as follows (in the sequel, dropping the 
subscript k for the sake of brevity):
E[zIsign[zR ] − zRsign[zI ] |ψ]
≈ E [(xI cos(ψ) + xR sin(ψ))sign[xR cos(ψ) − xI sin(ψ)]
− (xR cos(ψ) − xI sin(ψ))sign[xI cos(ψ) + xR sin(ψ)] |ψ]
{using Taylor’s series approximations, below we ﬁnd}
≈ E [(xI + xRψ)sign[xR − xIψ]− (xR − xIψ)sign[xI + xRψ]|ψ]
{assuming (xRψ  xI ) and (xIψ  xR)}
≈ ψ E[|xI | + |xR |] = 2ψ E|xR |. (85)
Next we require to evaluate E[S2 | ψ] = E|z|2 −2 E[|zR zI | | ψ]. Due 
to independency between signal and noise, we obtain E|z|2 =
E|x|2 + 2σ 2e . Ignoring noise and assuming again a small offset, we 
easily obtain E[|zR zI | | ψ] ≈ (1 − ψ2)E|xR xI |.
E[|zR zI | |ψ]
= E[∣∣(xR cos(ψ) − xI sin(ψ) + eR)(xI cos(ψ)
+ xR sin(ψ) + eI )
∣∣∣∣ψ]
= E[∣∣(xRxI (cos(ψ)2 − sin(ψ)2) + (x2R − x2I ) cos(ψ) sin(ψ)
+ eReI + (xR cos(ψ) − xI sin(ψ))eI
+ (xI cos(ψ) + xR sin(ψ))eR
∣∣∣∣ψ]
{assuming cos(ψ) ≈ 1, sin(ψ) ≈ ψ,and (x2R − x2I )ψ ≈ 0}
≈ E[∣∣xRxI (1− ψ2) + (xR − xIψ)eI + (xI + xRψ)eR + eReI ∣∣ |ψ]
{assuming (xRψ  xI ) and (xIψ  xR)}
≈ E[∣∣xRxI(1− ψ2)+ xReI + xIeR + eReI ∣∣ |ψ]
≈ (1− ψ2)E∣∣xRxI ∣∣. (86)
Substituting these statistics E[S2 | ψ] and E[S | ψ] in the variance 
relation (32), we obtain the MSD expression for SGD-PRA.
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