The use of multiple antennas in two-hop amplify-and-forward relay selection is analysed, where the source, relay and destination are each equipped with multiple receive but single transmit antennas. Since relay switching is based upon fed back information which is delay-limited, channel power prediction is employed to mitigate against the effect of outdated channel state information being used to make switching decisions. During transmission, a source selects a best relay on the basis of predicted SNR (signal to noise ratio) over all available links. A chosen relay then employs maximal ratio combining at its receiver, and applies a variable gain to the received signal before forwarding to the destination. Closed form outage probability and bit error rate solutions are found for arbitrary numbers of relays and receive antennas, and used to explore trade offs between number of relays and number of antennas compared to single antenna alternatives. To assess predictor performance in combatting switching delay, comparison is made to non-predictive systems.
Introduction
Co-operative relay technology appears to be a promising solution for future 4G (fourth generation) advanced wireless systems such as the 3GPP (Third Generation Partnership Program) LTE (Long Term Evolution) that aim to provide very high data rates and increased network coverage area [1] [2] [3] . Several information theoretic studies on MIMO-enabled (multi-input, multi-output) relaying, show improvements are possible in link reliability and spectral efficiency [4, 5] . Infrastructure-based (fixed) multi-antenna relays have been found beneficial in providing diversity and capacity improvements for wireless terminals with limited number of antennas [2, 6] . However, to achieve high performance, at least two receive antennas are generally recommended for future wireless system terminals [3] . In practical terms, source-directed relay selection, where a single best relay forwards the signal to the destination, overcomes multiple transmission needs, synchronisation issues, and excess bandwidth usage, in contrast to distributed/centralised relay selection schemes which can be time sensitive [7] . Furthermore, relay systems tend to have much lower implementation complexity [8] than full space-time coded alternatives. Fixed gain amplifyand-forward (AF) relay selection is particularly simple to implement compared to decode-and-forward, and has been well studied for single antenna devices [7, [9] [10] [11] [12] . Non-selective beamforming for single antenna relay or destination devices is an alternative strategy [13] , and Da Costa and Aissa [14] had explored a hybrid approach of multi-antenna source and destination communication with a single antenna relay. In general, published results reveal that partial selection performance does not improve much when more than two relay nodes are available for selection, and performance is limited by the gain of the second hop. This paper extends these analyses further to consider source, destination, and relay nodes equipped with multiple receive antennas, but using single transmit antennas. This is a source-directed arrangement with no direct path from source to destination.
In a source-selected arrangement like this, channel state information (CSI) measured at the relays is fed back on a frame-by-frame basis and used for relay selection at the transmitter (source). In general, the performance degrades as the fed back information becomes more outdated. In fact, any such system relying upon fed back information will experience a delay between obtaining the information and being able to act upon it. CSI becomes outdated due to phenomena such as Doppler changes, with the consequence of reduced selection accuracy. This effect has been explored in single antenna systems [15] . In general, the impact of delayed feedback on relay systems has been analysed [16] , and recently the impact of outdated feedback information on relay selection has been considered [10, 17] . Performance limits tend towards accurate selection with perfect knowledge at zero feedback delay, and the performance of a non-selective system (i.e. without CSI knowledge at the source) when feedback delays are greater than the channel fading time or coherence limit. This effect has also been explored in transmit antenna selection (i.e. non-relay) systems, where channel prediction has been shown to be a viable method of mitigating against degraded CSI [18] .
This paper aims to (a) investigate performance improvement for multiple antennas over a single antenna for source-selected AF relays, (b) investigate the dual-hop AF relay system impact due to feedback delay, (c) to mitigate against the effect of degraded CSI by introducing a predictor able to exploit temporal channel correlation.
Closed-form solutions will be derived to characterise the system, which is also explored through simulation. Results will show that first hop quality improves with additional relays (or number of antennas), while second hop improvement comes about primarily as a result of increased receive diversity. The variable gain AF used in this system naturally exploits CSI, estimated at the relays (note that the performance of fixed and variable gain relay selection has been explored in [15] ). Accurate channel estimates are assumed for the purpose of MRC combining and demodulation -justifiable since the effect of channel estimation error is often much less than that of using outdated CSI to make selection decisions. First hop bit error rate (BER) and probability density function (PDF) equations were derived in our previous work, on non-relayed channel prediction for point-to-point (PtP) linking [19] and thus not re-derived here.
System model and assumptions
Consider an AF relay network of physically identical nodes equipped with single transmitter and multiple receivers. Mobile source MS communicates to Nt relay nodes R1, R2, ..., RN t each with Nrr receive antennas. A selected best relay R l , l: 1 ≤ l ≤ Nt, chosen based on received SNR, forwards the amplified signal to mobile destination MD which has N rd receive antennas. No direct link exists between MS and MD, and information is conveyed half duplex with transmission in two phases, MS → R l → MD. The structure of the system is illustrated in Fig. 1 . Block fading, with block length L b and symbol rate Ts, is assumed. Thus the channel matrix for the first hop at instant k is H(k) = [hij(k)]N rr ×N t 1 ≤ j ≤ Nrr, 1 ≤ i ≤ Nt, with channels hij characterised as spatially independent and identically distributed (i.i.d) complex Gaussian random variables with distribution CN (0, 1). Channels are temporally correlated and change slowly over transmission blocks -the well known Jakes fading model is used, with f d as Doppler frequency. To obtain feedback information about the SNRs at the relays, MS can broadcast pilot channel information as well as data using pilot symbol aided modulation (PSAM). The estimated channel matrix between MS and relays is then
, (assuming estimation and channel noise to be independent) with σ 2 v = N0/Ep as variance of estimation error, Ep being the power of the pilot symbol and N0 the AWGN (additive white Gaussian noise) variance, assumed to be the same for each transmit-receive chain. To compensate for known feedback delay D, each relay Ri independently predicts combined branch power for a future transmission slot using a Wiener-Hopf filter based on noisy estimated CSI at its receiver. This is conveyed to the source through a feedback link.
The predicted SNR at the i th relay is then given as;
where E1 is the power of the transmitted signal at MS andĥij (k + D) = w H opt h ij is the D block ahead predicted channel coefficient. hij is the complex vector of estimated fading amplitudes corresponding to prediction length L.
and wopt is the Wiener optimal complex coefficient vector wopt H denotes the Hermetian transpose. Based upon computedγi fed back to MS, a single best relay offering best predicted instantaneous SNR, with index l, is selected for the current interval:
. This relay combines the received signal using MRC. The same initial PSAM estimates are used for channel smoothing, but will yield a cleaner channel estimate, so for MRC combining at the selected relay we
This will be the first hop path MS → R l , with instantaneous MRC weight vector;
The signal is then boosted by variable gain G and conveyed to the destination over the second hop
also assumed correctly estimated for signal demodulation at MD (I is an identity matrix) and
gives the MRC weight vector. The final combined output SNR at the MD is then
where s is the transmitted symbol, nR l and nM D are noise vectors at relay and destination, characterised as CN (0, N0IN rr ) and CN (0, N0IN rd ). After simplification of (5) [20] , the equivalent SNR at MD can then be calculated as γeq =
and where
and γ2 = E2h
are the instantaneous SNRs of each hop respectively. Average receive SNR per symbol per path for first and second hop isγ1 = E1/N0 andγ2 = E2/N0 respectively, with E2 being the power of the transmitted signal at R l . In the next section we will formulate fading statistics for the two hops in order to derive the important outage probability and SER metrics.
Performance metrics
The outage probability Pout is defined as the probability that instantaneous SNR is less than a given threshold γ T [20] , a useful measure of real-world system performance.
In a variable AF relay system this is generalised as:
The above can also be rearranged into a complementary form which will be more convenient for later manipulation:
where Fγ 1 (·) is the CDF (cumulative distribution function) of γ1. We now need to obtain an expression for Fγ 1 (·)by first deriving its PDF, fγ 1 (γ). Let fγ i (γ) be the PDF of the i.i.d random variables corresponding to the predicted SNRs of S → Ri=1...,N t links. Each fγ i (γ) is a gamma PDF [19] γi ∼ G(Nrr,γ) withγ =γ1r H R −1 r. Arranging the random variables asγ (1) ≤γ (2) ≤ · · · ≤γ (N t ) , the relay corresponding to the N th t order statistic will be selected. Sinceγi are assumed to be i.i.d, then according to order statistics the PDF of the predicted maximum SNR orγ l , is 1 fγ [19] . Fγ(γ) is the CDF ofγ and can easily be shown to be:
The PDF of γ1 is given as:
where the corresponding true SNR γ has PDF γ ∼ G(Nrr, γ 1 ) and the conditional density f γ|γ (γ|γ)=f γ,γ (γ,γ)/fγ(γ) where f γ|γ (γ,γ) is a bi-variate gamma PDF [19] GB(Nrr,γ1,γ, ρp) with ρp = r H R −1 r. Using multinomial and binomial expansions along with [21, eqn.(6.643.4)], a closed form solution of fγ 1 (γ) can be obtained in terms of Laguerre polynomials [21] . Fγ 1 (z) is then found as Fγ 1 (z) = z 0 fγ 1 (γ)dγ using [21, eqn.(8.350) ]. After rearrangement, it is then advantageous to cast Fγ 1 (z) in complementary CDF form to match (10) as:
where ηN rr (i, j) [21, eqn.(0.314)] is the coefficient of λ j , j = 0, 1, ...i(Nrr − 1), in the expansion of (
The PDF of the second hop R l → D, fγ 2 (γ), is a well known gamma PDF, which is G(N rd ,γ2):
Changing variables in (10) enables changing limits from 0 to ∞. Using fγ 2 (γ2) and (13) in (10), we expand out inner binomial terms containing γ T . Simplifying, and evaluating the integral using [21, eqn.(3.471.9)], an exact expression for Pout becomes a function of Kv(.), the v th order modified Bessel function of the second kind [21] .
Next, the average SER for coherent demodulation in a slow fading channel is found utilizing the CDF Fγ eq (·) (or Pout(·)) [9] :
where α, β are chosen to define specific modulation formats [9] . By approximating γ T ≈ γ T + 1 in (15) setting γ T = x 2 /β, the above integral can be solved using [21, eqn.(6.621.3) ] to obtain a closed form solution forPs;
where Γ[·] denotes the Gamma Function, and 2F1(·, ·, ·; ·) is the Gauss hypergeo-metric function [21] with
This approximation implicit in this closed form solution holds good in the moderate to high SNR regions.
Numerical and simulation results
BER performance is evaluated and verified through simulation. Pout(γT ) in (15) is directly verified by this (since BER is derived using it), but not plotted here due to space constraints. In Fig. 2 , BER for BPSK (α = 1, β = 2) in different relay configurations, denoted as (Nt, Nrr, N rd ) are shown againstγ1 for correlations 2 of ρp = 1, 0.9, 0.7, where ρp = 1 implies no delay or near perfect prediction. We set γ1 = 5γ2 to simulate a disparity between first and second hop channel gains. This is realistic since it would be rare that a deployed system experiences identical gains over both hops.
In general, it is known that using multiple antennas and relays can lead to large performance improvements, however this is not necessarily true in every case since performance can be limited by channel strength over one particular hop (as discussed below). As seen for any givenγ1 in the selection plots, BER degrades, as ρp decreases. For large delays, correlation tends to zero and diversity gains from relay switching drop to zero, just like a single relay system. For example the (3, 1, 1) and (2, 2, 2) results tend towards (1, 1, 1) and (1, 2, 2) respectively, as ρp → 0, meaning that any gain obtained through having multiple relays is lost because the system no longer has the capability of selecting a best relay. The (2, 2, 2) scheme has a diversity order 3 of 2 for large SNRs, determined by the minimum diversity order of the first and the second hop (the result follows from Lemma 3 in [5] ). In other words, if the first hop channel strength is greater than the second, then increasing N rd will be beneficial. By contrast, if second hop diversity gain is strong, then increasing Nrr or Nt will improve performance. We can see that the (1, 3, 1) system is better than the delaylimited (3, 1, 1) scheme at low SNRs, but both converge at large SNRs. It means that in an SNR-constrained system, it may be better to have just one relay with multiple antennas, rather than multiple relays with single antennas. Also, note one practical consideration: the feedback bandwidth of the (3, 1, 1) scheme is 3 times that of (1, 3, 1) and 1.5 times more than either (2, 2, 2) or (2, 2, 3) . Similarly, the (2, 2, 3) result tends toward (1, 2, 3) at a faster rate, since its diversity order now reduces from 3 for no delay to 2 when delayed. This is expected because again the loss of switching accuracy negates the benefit of having multiple relays. Fig. 3 highlights this loss due to delay more clearly, where BER for various setups withγ1 = 8, 15 dB is plotted. Normalised delay f d τ , with τ = DL b Ts, ranges from a very low 10 −2 to a large value of 3. The plot shows the effect of each setup. Note for the non-predictive case, it can be shown that eqn. (15) and (17) hold true, with ρp = J 2 0 (2πf d τ ). Firstly, the predicted case is evidently superior than the conventional case, tolerating larger values of f d τ . For very large f d τ , both predicted and non-predictive schemes converge to their corresponding configurations as if just one relay is used. For example, (2, 1, 1) and (7, 1, 1) both tend towards (1, 1, 1) under high delay conditions while (2, 2, 2), (3, 2, 2) and (4, 2, 2) tend towards (1, 2, 2). We can thus see that prediction can be very beneficial in preserving spatial diversity gains realised through relay selection. As seen at lower f d τ , not much improvement is seen going from (2, 1, 1) to (7, 1, 1) with most gains coming from just two relays (a previously published result, mentioned in Section 1), however we can see something additional here: the former is more delay sensitive than the latter. Thus an important result is that adding relays improves delay tolerance in both predictive and nonpredictive cases. Interestingly, increasing Nrr is also effective in lowering BER and tolerating delay (see (2, 3, 2) and (2, 4, 2) at high SNR where little degradation is seen). Note that, at low f d τ or no delay, andγ1, while increasing Nt, Nrr lowered BER in general, saturation occurred quickly at high SNRs: performance can then be improved only through increasing N rd or G (to strengthen the second hop). At high f d τ , increasing Nt, Nrr counters degradation due to delay -increasing N rd improves BER, but makes the system more delay sensitive. Fig. 2 showed this for (2, 2, 2) and (2, 2, 3). Also, fig. 3 shows that BER does not improve when N rd exceeds the first hop diversity order: in delay limited cases, saturation occurs earlier. However, sensitivity to increasing resources, such as Nt and Nrr or N rd , depends on the ratiō γ1 :γ2, i.e. the relative hop strengths. A higher ratio decreases sensitivity to Nt, Nrr but increases sensitivity to Nrr. In an implementation of a dual-hop AF relaying system such as the one described, careful balancing of resources including antennas, number and placement of relays, along with transmit power adjustment, would be necessary to maximise performance. The closed-form solutions derived here aid in such system balancing and performance trade-off optimisation.
Conclusion
Closed form BER and outage probability expressions were derived and explored for a dual-hop multi-antenna relay selection system experiencing various degrees of CSI feedback delay. Results have shown that while adding a small number of antennas or relays into the system can improve performance, a careful distribution of antenna resources is needed to realise substantial gains over a single antenna relay system. In terms of switching delay, increasing the number of relays or relay receive antennas can overcome some of the loss due to moderately outdated switching information. However, prediction was shown to be particularly beneficial in preserving the spatial diversity gains that are promised by the provision of multiple relays when performing relay selection under delay-limited feedback conditions (or across quickly-changing channels). 
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