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Tato práce se zabývá skládáním nepřekrývajících se obrazů s dílky ve tvaru čtverce. 
Cílem práce je navržení algoritmu pro skládání obrazů na základě barevné podobnosti hran 
dílků. Pro skládání obrazu byl zvolen genetický algoritmus. V první části práce je uvedena 
teorie pro zpracování obrazů a genetické algoritmy. Druhá část se zabývá aplikovanými 
postupy pro zpracování obrazu a návrhem genetického algoritmu. Poslední část 
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The thesis deals with coupling of non-overlapping images with square parts. 
The target of this thesis is a design of an algorithm for coupling of images based on color 
similarity of individual parts edges. A genetic algorithm has been chosen for coupling 
of images. The first part of this thesis lists the theory of image processing and genethic 
algorithms. The second part deals with applied procedures for image processing 
and with design of genetic algorithm. The last part is devoted to an evaluation of results 
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Zpracování obrazu dnes tvoří nedílnou součást počítačových věd. Jedná se o velmi 
rychle se rozvíjející odvětví, které v dnešní době nalézá uplatnění v mnoha situacích, 
v nichž by člověk bez pomoci strojů jen těžko uspěl nebo v prostorech, kde by člověk mohl 
být ohrožen na životě a zdraví. Najdeme ho ve velkém množství aplikací, počínaje 
kontrolou v průmyslu a dopravě a konče například navigací záchranářských 
nebo vojenských robotů. 
Počítače se od lidí zásadně liší ve způsobu a rychlosti zpracování informací. 
Je tudíž velmi důležité, věnovat značnou pozornost způsobu, jakým budou data 
zpracovávána. Člověk má na řešení daných problémů, na rozdíl od počítačů, komplexní 
pohled, ovšem počítače dokáží zpracovávat data v daleko větším množství a také rychleji, 
než by to kdy mohl dokázat člověk. Mnoho aplikací se tedy snaží využívat rychlost 
počítačů a zároveň při zpracování dat napodobovat postupy, které by pro řešení problémů 
volil člověk. 
Tato práce se zabývá skládáním nepřekrývajících se 2-D obrazů pouze na základě 
barevných podobností mezi hranami jednotlivých dílků. Jedná se v podstatě o skládání 
puzzle, ovšem dílky neobsahují charakteristické zámky. 
Cílem práce je navržení a implementace vhodných algoritmů, které budou schopny 
poskládat dílky do podoby vstupního obrazu. Jako vstupní obraz slouží libovolná barevná 
fotografie či obrázek, který je aplikací rozřezán na čtvercové dílky. Dílky jsou poté 
náhodně zamíchány a rotovány. Takto zamíchané dílky jsou skládány do původní podoby, 
k čemuž je využit genetický algoritmus. 
V práci jsou nejdříve rozebrány teoretické poznatky vztahující se k problematice 
dané části počítačového vidění a genetických algoritmů. V další části práce jsou popsány 
zvolené metody zpracování obrazu a navržené algoritmy. Závěr práce je věnován 





1 Barevné modely 
V dnešní době jsou barvy a barevné systémy [4] neodmyslitelnou součástí počítačové 
grafiky. Fyzikální podstatu barvy lze vyjádřit ověřeným matematickým popisem, pomocí 
hodnot jednotlivých barevných složek. Je známo mnoho barevných modelů, s jejichž 
pomocí lze barvu interpretovat. Nejznámější jsou například RGB a HSV model, jako další 
lze uvést HLS nebo CMY barevné modely. Lidské vnímání barvy je velmi individuální 
a dodnes zkoumané. 
 Rozsah barev je dán viditelnou částí elektromagnetického vlnění, přičemž toto 
spektrum lze rozdělit do šesti částí (barev) – purpurové, modré, modrozelené, zelené, žluté 
a červené. 
 
1.1 RGB barevný systém 
Téměř všechny reálné barvy, které odpovídají určitým vlnovým délkám světla, lze 
vyjádřit váhovým součtem základních barev. Těmito základními barvami jsou červená 
(R) - 780,0 nm, zelená (G) – 546,1 nm a modrá (B) – 435,8 nm. Systém RGB [4] je 
znázorněn na obrázku (Obrázek 1). 
 
Obrázek 1: RGB barevný model [12] 
 
1.2 HSV barevný systém 
Tento barevný systém [4] je na rozdíl od předešlého RGB barevného systému 
orientován uživatelsky. Vyjádření barvy v tomto systému by mělo pro běžného uživatele 
být daleko intuitivnější než v systému RGB. Barva v tomto barevném systému se skládá 
ze tří složek. Jsou jimi barevný tón (H), sytost barvy (S) a jas (V). Přepočet ze systému 
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Odstín barvy v tomto systému není lineárně závislý na odstínu v systému RGB 
a jeho změna není spojitá. Toto představuje nevýhodu tohoto barevného systému. Systém 
HSV je znázorněn na obrázku (Obrázek 2). 
 
 




2 Obrazové transformace 
Nedílnou součástí dnešního zpracování audio a video signálu je transformační 
kódování. Transformační kódování funguje na principu korelace obrazových bodů 
s obrazovými body ležícími kolem nich.  
Využití lze nalézt při kompresi signálu a tím snížení jeho datového objemu. 
Zde se využívají integrální transformace, nejznámějšími a nejpoužívanějšími jsou 
například diskrétní Fourierova transformace (výstupem jsou komplexní koeficienty), 
diskrétní kosinová transformace (výstupem jsou reálná čísla) nebo například diskrétní 
vlnková transformace (výstupy jsou rozdíly vedle sebe ležících vstupních hodnot a jeden 
jejich součet). 
Dalším využitím může být například detekce hran, případně geometrických 
objektů, kde nalézá uplatnění například Houghova transformace. 
Pro potřeby této práce se budeme zabývat integrálními transformacemi, především 
diskrétní Fourierovou a diskrétní kosinovou transformací, které jsou využívány za účelem 
datové komprese a tím ke snížení výpočetních nároků aplikovaných algoritmů. 
 
2.1 Diskrétní Fourierova transformace 
Diskrétní Fourierova transformace (dále jen DFT) [3] vychází z Fourierovy 
transformace diskrétního systému a je definována pro posloupnosti konečné délky. 
Tato transformace provádí mapování signálu z oblasti časové do oblasti frekvenční. 
Výstupem této transformace jsou komplexní koeficienty (komplexní čísla) a je zároveň 
nejpoužívanější integrální transformací. DFT lze vypočítat dle vzorce (2) 
 () = * +,-./012344.5167  (2) 
m = 0,1,2,...,N-1 
N délka posloupnosti 
m pořadové číslo diskrétní frekvence 
k časový okamžik. 
 
2.2 Diskrétní kosinová transformace 
Diskrétní kosinová transformace (dále jen DCT) [5][7] je velmi podobná 
Fourierově transformaci s tím rozdílem, že koeficienty DCT jsou reálná, nikoli komplexní 
čísla. Stejně jako DFT i DCT provádí mapování signálu z oblasti časové do oblasti 
frekvenční. Díky tomu, že reálné obrazy signálů neobsahují velké množství energie 
ve vyšších frekvencích, lze největší relevanci přikládat prvním koeficientům transformace 
a snížit tak velikost ukládaných dat odstraněním koeficientů vysokých frekvencí. 
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DCT je v posledních letech využívána především k obrazovým transformacím 
v mnoha systémech a aplikacích, především pak pro kompresi obrazu (JPEG) nebo videa 
(MPEG). 
 Nejčastěji používaná forma transformace vektoru je dána vzorcem (3) 
 89 = :9* +;<=> ?@2; + 192A B
4.5
C67  (3) 
u = 0,1,2,...,N-1 
N délka vektoru :9 dán vzorci (4). 
 
:9 = 	D1A 	EF=	9 = 0 
:9 = 	D2A 	EF=	9 ≠ 0 
(4) 
 
 89 = 0 = 1A* +;
4.5
C67  (5) 
Ze vzorce pro výpočet prvního koeficientu (5) vyplývá, že první koeficient transformace 
je roven hodnotě průměru dané sekvence. První koeficient bývá označován jako 





3 Genetický algoritmus 
Genetické algoritmy [2] jsou stochastické optimalizační metody založené 
na evolučním principu publikovaném v roce 1859 Charlesem Darwinem. Tento princip 
je založen na vývoji populací po mnoho generací, přirozeném výběru a přežití těch 
nejschopnějších jedinců. Počátky genetických algoritmů spadají do konce 50. let minulého 
století, ovšem výraznější rozvoj tyto metody zaznamenaly až zhruba o 30 let později, 
společně se zvýšením výpočetního výkonu počítačů a odstraněním nedostatků jednotlivých 
přístupů. Genetické algoritmy spadají pod obecný pojem evoluční algoritmy, mezi které 
se dále řadí například evoluční strategie, evoluční programování a genetické programování.  
Za průkopníka v oblasti genetických algoritmů je považován John Holland. 
Navrhl genetický algoritmus na základě studia elementárních procesů v populacích, které 
jsou z hlediska evoluce nepostradatelné. Jedinci v rámci dané populace soupeří o zdroje, 
stojí proti predátorům a usilují o možnost reprodukce s vhodným partnerem. 
Lépe vybavení jedinci takto dosahují většího množství potomků a tím pádem většího 
rozšíření své genetické výbavy, navíc vhodně kombinované od obou rodičů. 
Je napodobován náhodný proces přírodního výběru. Jsou k tomu využity operátory křížení 
a mutace. 
Algoritmus pracuje s populací jedinců, ve které formou soutěže mezi jedinci probíhá 
hledání optimálního nebo alespoň dostatečně vyhovujícího řešení. Jedince představují 
chromozómy, do nichž je zakódováno řešení problému. K rozlišení kvality jednotlivých 
jedinců se využívá nezáporné ohodnocení (fitness) jejich genetické výbavy. Cílem je poté 
hledání maxima (nebo minima) hodnoty ohodnocení. Na vytváření následující generace 
mají jednotliví jedinci tím větší vliv, čím je hodnota jejich ohodnocení lepší. 
Následující generace jsou tvořeny pomocí operátorů křížení, které do potomků přenáší 
genetickou výbavu rodičů Pomocí operátorů mutace jsou potomci náhodně ovlivňováni. 
Po dostatečném počtu opakování evolučního cyklu tak vznikají jedinci s ohodnocením, 
které odpovídá optimálnímu (globálnímu minimu nebo maximu fitness) 
nebo suboptimálnímu řešení. Vzhledem ke značné náhodnosti celého evolučního procesu 
se každý běh procesu odvíjí jiným způsobem a po určité době běhu algoritmu může nastat 
situace, kdy celá populace zdegeneruje k jednomu jedinci. V takovém případě může 
představovat ohodnocení tohoto jedince v poslední populaci lokální (nikoli globální) 
optimum fitness, ve kterém celé řešení uvázne. 
Základní genetický algoritmus (bez modifikací) je velmi univerzální a obecný přístup, 
ale využívá pouze ohodnocení jedinců v populaci a nevyužívá žádné konkrétní znalosti 
o problému, na který je nasazen. Je tedy vhodný pro aplikace na problémy, pro něž 
neexistují konvenční algoritmy a problémy, u kterých není znám postup řešení. Na druhou 
stranu konvenční algoritmy, využívající konkrétní znalosti problému na které jsou 




3.1 Kódování chromozómů 
Pro úspěch genetického algoritmu je velmi důležité, jakým způsobem jsou jednotlivé 
geny v chromozómu kódovány. Existuje několik základních typů kódování, přičemž jejich 
použití závisí na konkrétní řešené úloze. Pro některé úlohy je nutné tyto základní typy 
upravit nebo navrhnout speciální kódování přímo pro daný problém. 
Chromozómy jsou tvořeny zakódovanými řetězci genů, přičemž každá hodnota 
v řetězci kódu představuje jeden konkrétní gen. Pořadí genů v zakódovaném řetězci 
je pro všechny chromozómy stejné.  
 
3.1.1 Binární kódování 
Nejstarším a dosud velmi často využívaným kódováním je kódování binární, které 
vyniká především svojí jednoduchostí. Chromozóm je zde tvořen řetězcem binárních 
hodnot. 
U binárního kódování může být na rozdíl od ostatních typů kódování narušen 
předpoklad, kdy malá změna chromozómu, například změna jednoho bitu v řetězci vlivem 
mutace, znamená malou změnu celého jedince. Pokud binárně zakódujeme například číslo 
pomocí doplňkového kódu, může se změna jednoho bitu projevit velkou změnou hodnoty 
čísla a naopak, malá změna čísla může být téměř neproveditelná vlivem nutnosti změny 
velkého počtu bitů. Pro tyto případy je vhodné využít modifikace doplňkového kódu 
na Grayův kód. 
V tabulce (Tabulka 1) jsou znázorněny binárně kódované chromozómy obsahující 
6 genů. 
Tabulka 1: Binární kódování 
jedinec č. chromozóm 
1 0 1 1 1 0 0 
2 1 1 0 1 1 1 
 
3.1.2 Permutační kódování 
Permutační kódování zajišťuje, aby každý gen chromozómu byl v řetězci právě 
jednou, přičemž je hledána nejvhodnější kombinace posloupnosti genů. Velmi často 
je využíváno pro kombinatorické nebo plánovací úlohy. Cílem je hledání takové permutace 
hodnot, jejíž hodnocení se nejvíce blíží optimálnímu. Typickým příkladem využití 
permutačního kódování je problém obchodního cestujícího, kde jsou kódovány 
identifikátory jednotlivých měst. Každá permutace potom popisuje trasu obchodního 
cestujícího od začátku cesty do jejího konce. 
V tabulce (Tabulka 2) jsou znázorněny permutačně kódované chromozómy 





Tabulka 2: Permutační kódování 
jedinec č. chromozóm 
1 B F A C E D 
2 C D B F A E 
 
3.1.3 Kódování výčtem hodnot 
Kódování výčtem hodnot představuje charakteristiku genů volenou z předem 
definované množiny. Každý gen pak nabývá právě jedné takové hodnoty, která konkrétní 
gen charakterizuje a plyne z vlastností řešeného problému. 
V tabulce (Tabulka 3) jsou znázorněny výčtem kódované chromozómy obsahující 
4 geny. 
Tabulka 3: Kódování výčtem 
jedinec č. chromozóm 
1 (piky) (srdce) (kříže) (káry) 
2 (červená) (zelená) (žlutá) (modrá) 
 
3.2 Fitness funkce 
Fitness funkce přiřazuje každému chromozómu číselnou hodnotu, charakterizující 
jak je dané řešení kvalitní a jak se blíží globálnímu optimu. Tato ohodnocující funkce musí 
být vhodně volena vzhledem k řešené úloze tak, aby uspořádání číselných hodnot jedinců 
odpovídalo jejich uspořádání podle kvality řešení.  
Vzhledem k tomu, že chromozómů vzniká za běhu genetického algoritmu velké 
množství a výpočty jejich ohodnocení mohou být výpočetně velice náročné, je výpočet 
fitness funkce kritický pro čas běhu genetického algoritmu. Bývá proto často 
optimalizován a paralelizován. 
 
3.3 Reprodukce 
Reprodukce je nezbytnou součástí genetického algoritmu. Je to proces, při němž jsou 
vybráni rodiče, ze kterých křížením vzniká potomek. Potomek může být náhodně mutován 
a poté je umístěn do nové generace, která po dosažení určeného počtu jedinců nahradí 
populaci předcházející. 
Genetické operátory křížení a mutace jsou vázány na způsob kódování chromozómů. 
Vedle obecných, běžně užívaných operátorů křížení a mutace je možné používat i speciální 
genetické operátory, například inverze. 
 
3.3.1 Selekce 
Selekce je proces výběru rodičů, ze kterých vznikne potomek. Vzhledem k potřebě 
přenosu kvalitního genetického materiálu do další generace, je vhodné jako rodiče volit 
jedince s co nejlepším hodnocením fitness funkce. 
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Parametrem, popisujícím způsob selekce, je selekční tlak. Selekční tlak udává 
pravděpodobnost, s jakou bude zvolen jako rodič chromozóm s vyšším ohodnocením 
a je určován mnoha faktory genetického algoritmu. Pokud je selekční tlak příliš vysoký, 
konverguje algoritmus příliš rychle a může snadněji uváznout v lokálním optimu. Oproti 
tomu, pokud je selekční tlak příliš nízký, může algoritmus pouze slepě prohledávat prostor 
a k optimálnímu řešení se přibližovat velmi pomalu. Je tedy nutné věnovat značnou 
pozornost velikosti selekčního tlaku a přizpůsobovat jeho velikost řešení daného problému. 
Existuje několik základních typů výběru jedinců, kteří budou využiti jako rodiče 
v další generaci. 
 
Náhodný výběr 
Rodičovské páry jsou z původní populace voleny zcela náhodně, bez ohledu 




Ruletový výběr je volba rodičů založená na podobnosti s ruletovým kolem. 
Ruletové kolo je rozděleno na kruhové výseče, jejichž velikost vychází z poměrů 
ohodnocení fitness funkce chromozómů v populaci. Chromozómy s lepší hodnotou fitness 
funkce zaujímají v ruletovém kole větší úseky na úkor chromozómu s horší hodnotou 
fitness. Následně je náhodně určen jeden bod na obvodu ruletového kola a vybrán jedinec, 
jehož kruhové výseči tento bod náleží. Pravděpodobnost výběru jedince je dána 
vzorcem (6). 
 
EG = +G∑ +/4/65  (6) 
j = 1,2,...,N 
N počet jedinců v populaci 
pi pravděpodobnost výběru i-tého jedince 
fi hodnota fitness funkce i-tého jedince 
 
Turnajový výběr 
Výběr rodičů turnajem je založen na náhodném výběru minimálně dvou 
chromozómů z populace. Mezi těmito chromozómy je následně proveden simulovaný 
souboj v podobě srovnání hodnot fitness funkce. Vítězem se stává ten chromozóm, 
který má lepší hodnotu fitness. Tímto způsobem jsou zvoleni oba rodiče. 
Volba počtu náhodně volených chromozómů má výrazný vliv na selekční tlak. Čím 
více chromozómů náhodně vybereme a následně mezi nimi uspořádáme souboj, tím větší 





Křížení je operátor, který kombinuje geny rodičů a vytváří z nich potomka. 
Tento operátor je vázán na konkrétní typ problému a podle něj musí být také navrhován. 
Je aplikován s určitou pravděpodobností (například 70-90 %). Pokud aplikován není, 
je potomek kopií jednoho z rodičů. 
 
Jednobodové křížení 
Jednobodové křížení nalézá uplatnění především při aplikaci binárního kódování 
chromozómu. Oba rodiče jsou rozděleni na dvě části a potomek vzniká spojením jedné 
části prvního rodiče a druhé části druhého rodiče (Tabulka 4). 
Tabulka 4: Jednobodové křížení 
rodič 1 0 1 1 1 0 0 
rodič 2 1 1 0 1 1 1 
potomek 0 1 1 1 1 1 
 
K-bodové křížení 
Jedná se o obdobu jednobodového křížení s tím rozdílem, že rodiče jsou rozděleni 
ne jedním bodem křížení, ale k body křížení (Tabulka 5). 
Tabulka 5: k-bodové křížení 
rodič 1 0 1 1 0 1 0 0 1 0 0 1 1 0 
rodič 2 1 1 0 1 0 1 1 0 1 1 0 0 1 
potomek 0 1 1 1 0 0 0 1 1 1 0 0 0 
 
Order crossover 
Order vrossover [8] nalézá uplatnění při užití permutačního kódování chromozómu. 
Zde je totiž na rozdíl od binárního kódování nutné zajistit, aby každá hodnota zůstala 
i po křížení v chromozómu právě jedenkrát. 
Z prvního rodiče je náhodně vybrán úsek genů, které jsou na stejnou pozici 
přeneseny do potomka. Potomek je následně doplněn geny z druhého rodiče (Tabulka 6). 
Tabulka 6: Order crossover 
rodič 1 A C D F E B H G 
rodič 2 C H E D G A B F 
potomek C H D F E B G A 
 
3.3.3 Mutace 
Mutace je na rozdíl od křížení, které pouze kopíruje už existující genetický materiál, 
operace, která přináší do chromozómů genetický materiál nový. Jejím účelem je zabránit, 
aby genetický algoritmus uváznul v lokálním optimu. 
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Po každém potencionálním křížení je na potomka s určitou pravděpodobností 
(například maximálně jednotky procent) aplikován operátor mutace, který náhodně změní 
malou část genetické výbavy daného jedince. 
 
3.4 Tvorba populace 
Populace je tvořena jednotlivými chromozómy. Její velikost se stanovuje na základě 
konkrétního problému, přičemž je nutné vytvořit první populaci dostatečně rozmanitou. 
První populace bývá ve většině případů tvořena zcela náhodně. Lze ji ovšem tvořit 
i na základě předem definovaných parametrů.  
Následující populace je možné tvořit například inkrementálně, nahrazením části staré 
populace stejným počtem nových jedinců. Další variantou je generační reprodukce, 




V případech, kdy je použit generační model reprodukce, lze využít elitismus. 
Jedná se o způsob zajištění přežití nejlepšího (jednoho či více) chromozómu 
z předcházející generace. Takto je zajištěno, že v nové generaci nepřijdeme o nejlepší 
řešení z generace minulé. 
 
3.5 Ukončovací podmínka 
Způsob ukončení běhu genetického algoritmu je vázán na konkrétní řešený problém 
a podmínek pro ukončení může být celá řada. 
Lze zde pracovat s hodnotami fitness funkce nejlepšího jedince v populaci, 
s průměrem fitness funkcí celé generace jedinců nebo s časovými omezeními. 
Běžně jsou užívány ukončovací podmínky, jako například omezení maximálního 
počtu generací nebo časový limit pro běh algoritmu, po jejichž splnění je genetický 
algoritmus ukončen i přesto, že nenašel optimální řešení. Dále je možno využívat 
podmínky dosažení určité hodnoty fitness funkce nejlepšího jedince (typicky hodnoty, 
která odpovídá optimálnímu řešení) nebo například podmínky přiblížení hodnoty průměru 




4 Algoritmus řešení 
Vzhledem k tomu, že je nutné ověřit funkčnost aplikace, je vstupem známý barevný 
obraz. Tento je pro další běh aplikace zapotřebí nejdříve rozdělit na jednotlivé dílky, 
případně provést další nutné úpravy, jako například převod obrazu do jiného barevného 
prostoru.  
V této kapitole je podrobně rozebrán postup řešení a jednotlivých výpočtů. Celý 
algoritmus je rozdělen do tří částí: 
1. Příprava vstupního obrazu 
• Dělení vstupního obrazu 
• Míchání dílků 
2. Ohodnocení odlišnosti hran dílků 
• Výpočet DCT z vektorů hran 
• Výpočet koeficientů odlišnosti hran dílků 
3. Skládání obrazu 
• Genetický algoritmus 
 
4.1 Příprava vstupního obrazu 
Vstupem této části aplikace je barevný obraz a uživatelem zadaná velikost dílku. 
Výstupem je matice dílků, na něž je vstupní obrázek rozdělen. S obrazem se pracuje 
v barevném prostoru RGB nebo HSV, přičemž zobrazované dílky obrazu jsou vždy 
ponechány v RGB barevném prostoru proto, aby se zamezilo degradaci kvality obrazu 
při převodech mezi RGB a HSV prostorem. Do HSV barevného prostoru jsou převáděny 
pouze separované vektory jasových hodnot hran dílků, podle kterých je posuzována 
odlišnost dílků. 
  
4.1.1 Dělení vstupního obrazu na dílky 
Vstupní obraz je rozdělen na jednotlivé čtvercové matice dílků M(i,j,k) 
o rozměrech NxN. Index i =1,2,...,N značí počet řádků matice, index j = 1,2,...,N potom 
počet sloupců matice a k = 3 je počet barevných kanálů. Vzhledem k tomu, že jsou dílky 
obrazu čtvercové, platí i = j. Rozdělení je patrné z obrázku (Obrázek 3) a probíhá 
od levého horního rohu. Zbytek obrazu, který již nesplňuje podmínku dostatečné velikosti 
pro dílek, je zahozen.  
Je vytvořena matice N(x,y), jejíž prvky jsou jednotlivé matice dílků M(i,j,k). 
Index x značí počet řádků matice, jenž je roven počtu dílků, na které byl rozdělen vstupní 
obraz ve vertikální ose, a y je počet jejích sloupců, který je roven počtu dílků, na něž byl 
rozdělen vstupní obraz v horizontální ose. Prvky matice N(x,y) jsou jednotlivé matice dílků 
M(i,j,k).  
  
4.1.2 Poškození hran dílků
Při řešení je možno um
toto poškození odpovídá př
od každé hrany dílku, které jsou p
je posuzována odlišnost, je poté uvažován následující nepoškozený 
jasových hodnot dílku obrazu.




4.1.3 Míchání dílků 
Každý prvek matice 




Vstupem algoritmu ohodnocení je matice 
popisující míru odlišnosti hran všech dílk
Nejdříve jsou separovány vektory jasových 
je za účelem komprese a snížení 
vypočítána DCT. DCT byla oproti DFT zvolena 
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Obrázek 3: Dělení vstupního obrazu 
 
ěle poškodit hrany jednotlivých dílků (Obrázek 
edem definované velikosti a je udáváno v poč
řepsány černou barvou. Jako vektor hrany, dle kterého 
řádek nebo sloupec 
 Toto poškození je možno volit jako maximáln
 procentech, které je následně př
 v závislosti na velikosti dílku obrazu. 
 
4: Dílek obrazu – poškození 25 % 
N(x,y) je vyměněn s jiným náhodně zvoleným prvkem. 
( každá matice M(i,j,k) ) otočen o náhodný násobek 90° kolem 
odlišnosti hran dílků 
N(x,y), výstupem potom struktura 
ů této matice.  
hodnot hran dílk
časové náročnosti pozdějších výpočtů





epočítáno na počet 
ů a následně 




koeficientů odlišnosti hran nutné porovnávat velikosti jejích koeficientů. 
Komplexní koeficienty je sice možné uspořádat různými metodami (například porovnáním 
jejich modulů), ovšem nelze do oblasti komplexních čísel přenést relace <, >, ≤, ≥ tak, 
aby jejich vlastnosti byly stejné jako v oblasti čísel reálných [6]. Z toho důvodu 
je výhodnější využít koeficienty reálné a nikoliv komplexní. 
Je možno volit mezi výpočty v RGB a HSV barevném prostoru. 
 
4.2.1 Výpočet koeficientů DCT z hran dílků 
V každé matici dílku M(i,j,k) jsou separovány vektory jasových hodnot horní, 
pravé, spodní a levé hrany. Tyto vektory jsou určeny vzorci (7). 
 
I, , = J1 + K, : , :  MI, , = J: , N − K, :  I, , = JO − K, : , :  PI, , = J: ,1 + K, :  
(7) 
M(i,j,k) matice dílku obrazu 
i  počet řádků matice M 
j  počet sloupců matice M 
k  počet barevných kanálů 
d  počet poškozených řádků/sloupců (pokud poškození není aplikováno d = 0) 
H(l)  vektor horní hrany 
P(l)  vektor pravé hrany 
S(l)  vektor spodní hrany 
L(l)  vektor levé hrany 
l  délka vektorů H, P, S, L 
Platí i = j = l, dvojtečka vždy značí všechny prvky v daném rozměru matice. 
 Z vektorů jasových hodnot hran jsou v každém barevném kanálu zvlášť vypočítány 
koeficienty DCT podle vzorce (3). Z těchto koeficientů jsou následně počítány koeficienty 
odlišnosti hran, jimž náleží. 
 
4.2.2 Výpočet koeficientů odlišnosti hran 
Při výpočtu koeficientů odlišnosti hran je porovnáván každý vektor koeficientů 
DCT všech dílků se všemi ostatními vektory koeficientů DCT dílků v celém obraze. 
Tímto postupem je zajištěno, že ve chvíli, kdy program začne se skládáním obrazu, jsou již 
všechny odlišnosti známy. 
Jak již bylo řečeno, výpočet probíhá samostatně na každém barevném kanálu 
daného barevného prostoru dle vzorce (8) a výsledná hodnota charakterizuje součet hodnot 
odchylek koeficientů DCT v jednotlivých vektorech. 
 
PQR, S =*|RQN − SQN|4/65  (8) 
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X barevný kanál (R, G, B nebo H, S, V) 
a, b vektory koeficientů DCT 
j = 1,2,...,N velikost vektorů a, b 
Koeficient odlišnosti v RGB prostoru je počítán dle vzorce (9), v HSV prostoru jsou 
jednotlivé barevné složky váhovány a koeficient odlišnosti je počítán podle vzorce (10). 
 UR, S = PVR, S + PWR, S + PXR, S (9) 
 UR, S = PYR, S ∗ 0,5 + P\R, S ∗ 0,3 + P^R, S ∗ 0,2 (10) 
Platí UR, S = 	US, R. 
Pokud zvolíme jen určitý počet prvních koeficientů DCT, v nichž je obsaženo 
největší množství energie signálu, lze následné výpočty urychlit. Takovouto volbou 
koeficientů lze také určovat přesnost výpočtu koeficientů odlišnosti hran (zpřesnění má 
význam především u matic dílků malých velikostí). Množství využívaných koeficientů 
DCT bylo experimentálně určeno na 20 %. 
 
4.2.3 Simulace ohodnocení hran v Matlabu 
 Ověření funkčnosti výpočtu ohodnocení probíhalo v prostředí Matlab. 
Byly porovnávány sloupce matic několika zvolených obrazů tak, že referenční sloupec byl 
určen jako sloupec uprostřed matice obrazu z důvodu eliminace nežádoucích částí obrazu 
(obloha, voda, tráva, atd. s totožnými sloupci obrazových bodů) kolem okrajů. Následovalo 
porovnání referenčního sloupce se všemi zbývajícími sloupci obrazových bodů směrem 
vpravo ke konci obrazu a výpočet koeficientů odlišnosti mezi referenčním sloupcem 
a ostatními testovanými sloupci. Takto vypočítané koeficienty odlišnosti, pro testovací 
obrázek (příloha C-2), byly vyneseny do grafu (Graf 1). Lze snadno kontrolovat, 
zda nejmenší koeficient odlišnosti má právě sloupec obrazových bodů ležící vedle sloupce 




Graf 1: Koeficienty odlišností hran jednoho z testovaných obrazů, vypočítány z 20 % koeficientů 
DCT, RGB barevný prostor 
 
Jak je z grafu patrné, hodnota prvního koeficientu odlišnosti je podle předpokladů 
skutečně nejmenší. 
 
4.3 Skládání obrazu 
Vstupem této části algoritmu je zamíchaná matice dílků N(x,y) a struktura popisující 
míru odlišnosti hran všech dílků této matice. Výstupem je celistvý obraz, totožný 
se vstupním obrazem. 
Při skládání dílků do podoby vstupního obrazu je nutné posuzovat scénu globálně, 
jako celek. Při posuzování a skládání scény lokálně může snadno dojít k uváznutí 
algoritmu v lokálním optimu řešení z toho důvodu, že ohodnocení hran dílků pouze podle 
barvy není jednoznačné. Nelze například zjistit, které hrany dílků byly původně na okrajích 
vstupního obrazu a nelze správně rozeznávat podobnost hran dílků pokrytých souvislou 
vrstvou jedné barvy. Při lokálním skládání dílků by tak snadno docházelo k situacím, 
kdy se například hrana, která má být na okraji obrazu, vloží doprostřed scény a k ní jsou 
následně přiřazovány dílky, jejichž hrany jsou této hraně nejpodobnější. Toto je patrno 





Obrázek 5: Složené čtyřokolí dílku X s přimknutím dílku Y k okrajové hraně obrazu 
 
 Z těchto důvodů byl ke skládání obrazu zvolen genetický algoritmus, který scénu 
posuzuje globálně a dokáže tedy výše zmíněné problémy eliminovat. 
 
4.3.1 Chromozómy 
Chromozóm reprezentuje matici dílků N(x,y), kde jeden gen odpovídá jednomu 
dílku této matice. Je použito permutační kódování do vektoru kvůli potřebě zachovat fixní 
počet dílků ve vektoru a jejich pořadí. Takto vznikne vektor genů V(n), kde n je celkový 
počet dílků matice dílků N(x,y) a platí n = x*y. Na indexy vektoru lze přistupovat také 
pomocí mapovací funkce, která převádí indexy vektoru na indexy matice genů G(x,y) 
stejné velikosti, jako matice dílků N(x,y). 
 
4.3.2 Fitness funkce 
Fitness funkce je počítána na základě ohodnocení odlišnosti jednotlivých hran dílků 
podle vzorce (11). Hodnota funkce představuje součet všech koeficientů odlišnosti 




 +A;, _ = **U`AaO, N, AbO + 1, NcC/65
d.5




G65  (11) 
Kde x je počet řádků matice dílků G(x,y) a y je počet jejích sloupců. K(a,b) je koeficient 
podobnosti hran a a b. Index P značí pravou hranu dílku, L levou hranu, S spodní hranu 
a H horní hranu dílku. 
 
4.3.3 Genetické operátory 
Pro řešení skládání dílků do původního obrazu byly navrženy speciální operátory 
křížení a mutace. Tyto operátory byly navrhovány v průběhu vývoje postupně dle potřeb, 
chyb a vlastností algoritmu tak, aby přispěly k co nejlepším výsledkům. 
 
Křížení 
Pro křížení byl využit algoritmus Order Crossover, který byl zpracován jak 
pro jednorozměrné křížení (pro vektor genů V(n)), tak pro dvourozměrné křížení 
(pro matici genů G(x,y)). 
Jako výchozí byla zvolena pravděpodobnost křížení 80 %, přičemž typ křížení 




Operátor mutace byl s ohledem na řešený problém zpracován ve třech variantách, 
kdy je na základě pravděpodobnostních kritérií rozhodnuto, která z variant bude využita. 
První variantou je náhodná výměna pozic dvou dílků ve vektoru. Tato operace 
je opakována náhodně 1,2,...,N/2 krát pro sudé počty genů a 1,2,...,(N-1)/2 krát pro liché 
počty genů, kde N je celkový počet genů. 
Druhou variantou je náhodný výběr submatice S(u,v) náhodných rozměrů z matice 
genů G(x,y), kde u = 1,2,...,x a v = 1,2,...,y. V případě, že je S(u,v) čtvercová, tedy platí 
u = v, jsou geny v submatici jako jeden celek rotovány o náhodný násobek 90°. V případě, 
kdy je submatice S(u,v) obdélníková, tedy u ≠ v, jsou geny v submatici jako celek rotovány 
o náhodné násobky 180°. 
Poslední variantou operátoru mutace jsou posuny řádků a sloupců matice G(x,y). 
Řádky matice mohou být posunuty o jeden nahoru nebo dolů, sloupce pak o jeden doleva 
nebo doprava. Vždy je náhodně provedena pouze jedna z těchto operací, každá se stejnou 
pravděpodobností. Řádky a sloupce, které by takto byly vysunuty mimo rozměry matice 
G(x,y),  jsou přesunuty na opačnou stranu matice, kde vznikl volný řádek nebo sloupec. 
Výchozí pravděpodobnost mutace je 20 %. Následně je s pravděpodobností 40% 
zvolena náhodná výměna dílků nebo s pravděpodobností 40 % zvolena náhodná rotace 





Velikost populace je stanovena jako součin počtu genů matice G(x,y), tedy počtu 
dílků obrazu a předem definovaného nezáporného koeficientu. Tento koeficient je nutné 
volit s ohledem na to, že příliš velká populace by zbytečně prodlužovala dobu výpočtu 
a příliš malá populace by nebyla dostatečně rozmanitá a zhoršovala by řešení.  
Koeficient velikosti populace byl experimentálně stanoven na 200. 
 
Selekce rodičů 
Rodiče jsou voleni turnajovým výběrem ze dvou náhodně vybraných jedinců. 
Vzhledem k tomu, že tento typ výběru rodičů vykazuje značný selekční tlak, lze 
jej v případě nutnosti snížit tím, že s určitou pravděpodobností budou rodiče voleni zcela 
náhodně. Čím je větší pravděpodobnost náhodné volby rodičů, tím je selekční tlak menší. 
Jako výchozí je zvolen pouze turnajový výběr rodičů. 
 
Nahrazení staré populace 
První generace je generována zcela náhodně a každá následující populace obsahuje 
stejné množství jedinců jako předchozí. Je uplatněn princip elitismu, tedy nejlepší jedinec 
přechází do nové populace beze změny. 
Stará populace je vždy kompletně nahrazena populací novou. 
 
4.3.5 Ukončovací podmínka 
Ukončovací podmínka sestává ze dvou dílčích podmínek. Pokud je jedna z nich 
splněna, je genetický algoritmus ukončen. 
První z těchto podmínek stanovuje maximální počet generací, které mohou 
proběhnout. Jedná se tedy o omezení maximální délky běhu genetického algoritmu. 
Toto omezení je experimentálně stanoveno na maximálně 1000 generací. 
Druhá podmínka stanovuje, kolik maximálně generací může proběhnout, aniž 
by se zlepšilo nejlepší řešení, tedy aniž by se snížila hodnota fitness funkce nejlepšího 




5 Návrh a implementace aplikace 
Aplikace je rozdělena do tří částí. První částí je přípravný algoritmus pro dělení 
vstupního obrazu a jeho následné míchání. Druhou je algoritmus pro výpočet a vytvoření 
struktury ohodnocení odlišnosti hran dílků. Poslední a nejdůležitější částí je samotný 
algoritmus pro skládání dílků do podoby původního obrazu.  
 
5.1 Knihovna OpenCV 
OpenCV (Open Source Computer Vision Library) [9] je knihovna programovacích 
funkcí, vyvinutá společností Intel a uvolněná pod BSD licencí. BSD licence umožňuje 
jak akademické, tak například i komerční využití.  
Knihovna je zaměřena na real-time zpracování obrazu a usnadnění práce 
programátorů, zabývajících se počítačovým viděním a strojovým učením. Využívá MMX 
a SSE instrukce. V součastné době je ve vývoji využití CUDA rozhraní. Knihovna 
obsahuje zhruba 2500 optimalizovaných algoritmů, zaměřených například na identifikaci 
objektů, detekci tváře, sledování pohybu kamery, sledování pohybujících se objektů, 
vyhledávání podobných obrazů v databázi, odstranění efektu červených očí ze snímků 
pořízených pomocí blesku nebo například vyhledání značek pro překrytí obrazů. 
Dnes je knihovna OpenCV využívána mnoha soukromými firmami, vládními 
organizacemi, či výzkumnými skupinami. OpenCV v praxi využívá například StreetView 
od společnosti Google. 
Knihovnu OpenCV lze použít v jazycích C, C++, Python, Java, Matlab (od verze 
2.5) a podporuje Windows, Linux, Mac OS, iOS a Android.  
 
5.2 Objektový návrh aplikace 
Aplikace je implementována v jazyce C++, s pomocí knihoven STL [10] 
a OpenCV [9]. Pro grafické uživatelské rozhraní je využito knihovny Qt [11]. 
UML diagram tříd je přiložen v příloze. 
 
5.2.1 Dělení obrazu a míchání dílků 
 Tato část se sestává ze tříd Matrix, Piece a Edge. Třída Edge slouží 
pro uchování vypočítaných koeficientů diskrétní kosinové transformace. Do objektu 
se uloží takový počet koeficientů, který odpovídá uživatelem zadané hodnotě v procentech 
z celkového počtu koeficientů zaokrouhleného dolů. Třída Piece obsahuje samotnou 
matici dílku obrazu a čtyři objekty typu Edge odpovídající jeho hranám. Třída Matrix 
zastřešuje celkovou strukturu obrazu a uchovává jednotlivé dílky. Obsahuje tolik objektů 




5.2.2 Ohodnocení odlišnosti hran dílků 
O ohodnocení odlišnosti hran dílků se stará třída Evaluation_ga. Tato třída 
vypočítá koeficient odlišnosti hran dílku na základě koeficientů diskrétní kosinové 
transformace uložených v objektech Edge a vytvoří datovou strukturu ohodnocení, 
do které uloží ukazatele na hrany, mezi nimiž bylo ohodnocení počítáno a k nim příslušný 
koeficient odlišnosti. K ohodnocení je možno přistupovat pomocí ukazatelů na dvě hrany, 
mezi nimiž zjišťujeme podobnost. 
 
5.2.3 Skládání obrazu 
Samotný genetický algoritmus je obsažen ve třídě Solver_GA. Tato třída obsahuje 
vektor objektů typu Chromosome, které tvoří jedince genetického algoritmu. 
Třída Solver_GA přijímá jako parametry objekty Matrix a Evaluation_ga. 
Ze třídy Matrix jsou tvořeni jednotliví jedinci, objekty třídy Chromosome. 
Každý objekt třídy Chromosome obsahuje tolik objektů třídy Gene, kolik je v obraze 
dílků. Objekty třídy Gene představují jednotlivé geny a každý z nich obsahuje jeden 
konkrétní objekt Piece, v němž je uložen dílek obrazu. 
Při každém křížení a vytvoření jedince a jeho případné úpravě operátorem mutace 
je tomuto jedinci na základě struktury ohodnocení v objektu Evaluation_ga fitness 
funkcí vypočítáno ohodnocení. Vzhledem k velké výpočetní náročnosti fitness funkce 
jsou výpočty ohodnocení implementovány vícevláknově.  
Po nalezení optimálního řešení nebo ukončení genetického algoritmu je nejlepší 
jedinec převeden zpět na objekt třídy Matrix a z něj je následně vytvořen výstupní obraz. 
 
5.2.4 Testovací ohodnocení odlišnosti hran a skládání čtyřokolí 
dílku 
O ohodnocení odlišnosti hran dílků se stará třída Evaluation. Tato třída provádí 
totožné operace jako třída Evaluation_ga pouze s tím rozdílem, že struktura 
ohodnocení je řazena vzestupně dle koeficientu odlišnosti a vrací ukazatel na hranu, 
která se dle koeficientu odlišnosti nejvíce podobá hraně, ke které hledáme druhou 
nejvhodnější. 
Skládání čtyřokolí provádí třída Solver, která k dílku na předem definované pozici 
umístí dílky, jejichž hrany se nejvíce podobají hranám tohoto dílku. 
Tyto algoritmy byly navrženy pro testování v průběhu vývoje aplikace a ve výsledné 






5.3 Grafické uživatelské rozhraní 
Grafické uživatelské rozhraní (Obrázek 6) je implementováno pomocí knihovny Qt. 
Umožňuje uživateli nastavovat parametry aplikace a genetického algoritmu a řídit jeho 
běh. Zároveň přehledně zobrazuje informace o každé proběhlé generaci řešení, včetně 
obrazové podoby jejího nejlepšího jedince. 
Manuál k aplikaci je přiložen v příloze. 
 




6 Testování aplikace a experimenty 
Pro testování algoritmů bylo vybráno několik testovacích obrázků, které jsou 
přiloženy v příloze C (dále jen TOx, kde x značí číslo obrázku). Všechny testy probíhaly 
na PC s procesorem Intel Core i3 M330 se 4 GB RAM. 
Nejdříve byla otestována funkčnost výpočtu ohodnocení hran dílků a následně byly 
prováděny experimenty s genetickým algoritmem a byla srovnána jeho účinnost 
na jednotlivých testovacích obrázcích. 
 
6.1 Ověření funkčnosti výpočtu ohodnocení 
 Pro případ, kdy bude vstupní obraz (TO 1) rozdělen pro přehlednost a snadnou 
kontrolu pouze na dva dílky o velikosti hrany 900 obrazových bodů se lze vypsáním 
struktury ohodnocení do přehledné tabulky přesvědčit o funkčnosti implementovaného 
výpočtu. Pro srovnání koeficientů odlišnosti vycházejících z výpočtu na základě 20 % 
koeficientů DCT a 100 % koeficientů DCT jsou přiloženy tabulky (Tabulka 7 a Tabulka 8). 
 Pokud dílek vlevo označíme L a dílek vpravo P lze předpokládat, že nejmenší 
koeficient odlišnosti by měl být mezi hranami dílku L - pravou hranou a dílku P – levou 
hranou (v tabulce vyznačeno žlutou barvou). S ohledem na vstupní testovací obraz lze také 
předpokládat, že vysokou podobnost budou vykazovat také hrany dílku L – horní hrana 
a dílku P – horní hrana (v tabulce vyznačeno zelenou barvou), tedy hrany charakterizující 




Tabulka 7: Vypočítané koeficienty odlišností hran pro dva dílky, velikosti hrany 900px, 20 % 
koeficientů, RGB barevný model 
koef. ohodnocení porovnávaná hrana koef. ohodnocení porovnávaná hrana 
        
dílek L - horní hrana dílek L - pravá hrana 
596 dílek P - horní hrana 11603 dílek P - levá hrana 
37010 dílek P - spodní hrana 39018 dílek P - pravá hrana 
38990 dílek P - pravá hrana 41332 dílek P - horní hrana 
41816 dílek P - levá hrana 43133 dílek P - spodní hrana 
dílek L - spodní hrana dílek L - levá hrana 
44622 dílek P - spodní hrana 35216 dílek P - horní hrana 
48443 dílek P - levá hrana 37114 dílek P - pravá hrana 
48707 dílek P - horní hrana 38642 dílek P - levá hrana 
48966 dílek P - pravá hrana 42004 dílek P - spodní hrana 
        
dílek P - horní hrana dílek P - pravá hrana 
596 dílek L - horní hrana 37114 dílek L - levá hrana 
35216 dílek L - levá hrana 38990 dílek L - horní hrana 
41332 dílek L - pravá hrana 39018 dílek L - pravá hrana 
48707 dílek L - spodní hrana 48966 dílek L - spodní hrana 
dílek P - spodní hrana dílek P - levá hrana 
37010 dílek L - horní hrana 11603 dílek L - pravá hrana 
42004 dílek L - levá hrana 38642 dílek L - levá hrana 
43133 dílek L - pravá hrana 41816 dílek L - horní hrana 





Tabulka 8: Vypočítané koeficienty odlišností hran pro dva dílky, velikosti hrany 900px, 100 % 
koeficientů, RGB barevný model 
koef. ohodnocení porovnávaná hrana koef. ohodnocení porovnávaná hrana 
        
dílek L - horní hrana dílek L - pravá hrana 
600 dílek P - horní hrana 31058 dílek P - levá hrana 
63694 dílek P - spodní hrana 63555 dílek P - pravá hrana 
65437 dílek P - pravá hrana 72603 dílek P - horní hrana 
77745 dílek P - levá hrana 89439 dílek P - spodní hrana 
dílek L - spodní hrana dílek L - levá hrana 
85904 dílek P - spodní hrana 58228 dílek P - horní hrana 
91702 dílek P - levá hrana 69165 dílek P - pravá hrana 
95458 dílek P - horní hrana 72680 dílek P - levá hrana 
101057 dílek P - pravá hrana 88695 dílek P - spodní hrana 
        
dílek P - horní hrana dílek P - pravá hrana 
600 dílek L - horní hrana 65437 dílek L - levá hrana 
58228 dílek L - levá hrana 72603 dílek L - horní hrana 
63555 dílek L - pravá hrana 72680 dílek L - pravá hrana 
85904 dílek L - spodní hrana 95458 dílek L - spodní hrana 
dílek P - spodní hrana dílek P - levá hrana 
77745 dílek L - horní hrana 31058 dílek L - pravá hrana 
88695 dílek L - levá hrana 63694 dílek L - levá hrana 
89439 dílek L - pravá hrana 69165 dílek L - horní hrana 
101057 dílek L - spodní hrana 91702 dílek L - spodní hrana 
 
Z tabulek je patrné, že závislost počtu koeficientů na přesnosti určení 
nejpodobnějších hran je vzhledem k velikosti strany nízká. Tato závislost se bude zvyšovat 
při malé velikosti hrany dílku (např. 20 obrazových bodů). Je ovšem také zřejmé, 
že podobnost hran charakterizujících oblohu je určena jako větší než hran, které k sobě 
skutečně patří.  
 
6.2 Experimenty s genetickým algoritmem 
Při všech experimentech byly nastaveny výchozí parametry aplikace: 
Procento koeficientů DCT: 20 % 
Procento poškození hran: 0 % (pokud není uvedeno jinak) 
Pravděpodobnost křížení: 80 % 
Pravděpodobnost mutace: 20 % 
Koeficient velikost populace: 200 
Elitismus: ANO 




V tabulkách (Tabulka 9, Tabulka 10) jsou uvedeny zvolené velikosti dílků a jim 
odpovídající počet dílků, na něž byl vstupní obraz rozdělen. Dále je uveden počet řádků 
a počet sloupců matic dílků pro jednotlivé testovací obrázky. 
 
Tabulka 9: Dělení obrázku na dílky pro TO1, TO2, TO3 při rozlišení 1920x1200 px 
Počet dílků 12 24 28 40 54 60 77 84 
Velikost dílku [px] 400 300 250 230 200 180 170 160 
Počet řádků matice dílků 3 4 4 5 6 6 7 7 
Počet sloupců matice dílků 4 6 7 8 9 10 11 12 
 
Tabulka 10: Dělení obrázku na dílky pro TO4 při rozlišení 1200x1200 px 
Počet dílků 9 16 25 36 49 64 81 
Velikost dílku [px] 400 300 220 180 160 140 130 
Počet řádků matice dílků 3 4 5 6 7 8 9 
Počet sloupců matice dílků 3 4 5 6 7 8 9 
 
Vzhledem k velké výpočetní a časové náročnosti algoritmů bylo nutné při tvorbě 
statistických údajů volit maximální počet dílků kolem hodnoty 80. Testování pro vyšší 
počty dílků již vzhledem k úspěšnosti řešení nepřinášely užitek a neúměrně prodlužovaly 
dobu výpočtů. Při tvorbě statistiky bylo pro každý počet dílků a dané nastavení prováděno 
30 opakování a z nich následně vypočítán průměr. Větší počet opakování nebylo možné 
volit vzhledem k tomu, že doba výpočtu na jednom testovacím obrázku pro všechny počty 
dílků při 30-ti opakováních se pohybovala kolem 10-ti hodin. 
 
6.2.1 Úspěšnost skládání obrazu a časová náročnost řešení 
Úspěšnost skládání různých obrazů je znázorněna grafem (Graf 2). Úspěšnost 
s rostoucím počtem dílků klesá. U testovacích obrazů 1 a 3 je zhruba do 40-ti dílků 
úspěšnost vyšší než 80 %. U TO4 úspěšnost výrazněji klesá při množství zhruba 30-ti 
dílků. Při porovnání jednotlivých testovacích obrázků s tímto grafem je patrné, 
že na úspěšnost řešení má velký vliv volba testovacího obrázku. Testovací obrázky, 
v nichž se vyskytují větší oblasti jednolité barvy, vykazují horší hodnoty úspěšnosti, 




Graf 2: Průměrná úspěšnost řešení, 30 opakování, RGB barevný prostor 
 
Průměrná časová náročnost algoritmu je znázorněna grafem (Graf 3). 
Doba výpočtu exponenciálně roste při zvyšujícím se počtu dílků. Průběhy pro jednotlivé 
testovací obrázky jsou velice podobné. Čas výpočtu není na rozdíl od úspěšnosti řešení 
tolik závislý na vstupním obraze. Lze zde ovšem vysledovat, že při horších výsledcích 
úspěšnosti je časová náročnost vyšší. Na tento fakt mají vliv především zvolené 
ukončovací podmínky genetického algoritmu. 
Maximální časová náročnost je potom zobrazena v grafu (Graf 4). Průběh je stejně 
jako u průměrné časové náročnosti exponenciální. Čas je pak mírně větší, rostoucí 
exponenciálně s počtem dílků, maximální rozdíly dosahují zhruba 10 %. 
Grafy (Graf 2, Graf 3) průběhů pro RGB barevný prostor je možné srovnat s grafy 













V grafu (Graf 5) je znázorněna četnost úplného složení obrázku v závislosti 
na počtu dílků při 30-ti opakováních. Z grafu je patrné, že algoritmus dokáže obraz 
kompletně složit do 40-ti dílků. 
 
 
Graf 5: Četnost kompletního složení obrazu, 30 opakování, RGB barevný prostor 
 
Jak v grafu úspěšnosti řešení (Graf 2), tak v grafu četnosti kompletního složení 
obrazu (Graf 5) jsou u některých hodnot počtu dílků patrné výrazné propady kvality řešení. 
U TO1 a TO3 je to především u 24 a 54 dílků, což odpovídá poměru stran matice dílků 2:3, 
u TO4 pak u 16 dílků. Tyto propady jsou způsobeny především nevhodným rozdělením 
vstupního obrázku na dílky. Jak je patrné z obrázku (Obrázek 7) toto nevhodné rozdělení 
způsobuje, že dílky nejsou správně přiřazeny k sobě vlivem nejednoznačnosti ohodnocení 
podobnosti hran, především pak těch hran dílků, které spadají do oblastí jednolitých barev. 
Tento problém s malými koeficienty odlišnosti hran spadajících do oblastí jednolité barvy 





Obrázek 7: Nevhodné rozdělení obrázku, TO4, 16 dílků 
 
6.2.2 Vliv barevných modelů na výsledky řešení 
Byl testován vliv použití barevných modelů na úspěšnost a časovou náročnost 
řešení. Graf (Graf 6) znázorňuje porovnání úspěšnosti algoritmu při využití RGB a HSV 
barevných modelů pro různé počty dílků u TO1. Je možné ho srovnat s grafy z přílohy D 
(Graf D12, Graf D14), pro TO3 a TO4. Ze všech tří grafů je patrné, že při využití RGB 
barevného modelu bylo průměrně dosaženo lepších výsledků, oproti HSV modelu, 
průměrně o 25 %. 
Graf (Graf 7) znázorňuje průměrnou časovou náročnost při porovnání RGB a HSV 
průběhu pro TO1, lze ho srovnat s grafy z přílohy D (Graf D13, Graf D15), pro další 
testovací obrázky. Z grafů je patrné, že průběhy jsou opět exponenciálně stoupající, 
přičemž výpočet řešení v HSV barevném prostoru, byl časově náročnější Vliv zde mají 












6.2.3 Vliv poškození okrajů dílků na výsledky řešení 
Pro testování vlivu poškození okrajů dílků na úspěšnost řešení byly pro srovnání 
zvoleny hodnoty poškození hran 0 %, 2 % a 4 %. Vliv poškození okrajů dílku na úspěšnost 
řešení je značný, jak znázorňuje graf (Graf 8), pro TO1 s využitím RGB barevného 
prostoru. Pro srovnání jsou v příloze D grafy (Graf D16, Graf D18) pro TO3 při využití 
RGB a HSV barevného prostoru. 
Při poškození hran 2% je úspěšnost průměrně o 30 % horší, oproti úspěšnosti 
bez poškození hran. Poškození hran 4% vykazuje ještě o zhruba 10 % horší výsledky 
než poškození 2 %. 
 
Graf 8: Průměrná úspěšnost řešení při poškození hran pro TO1, 30 opakování, 
RGB barevný prostor 
 
Graf (Graf 9) znázorňuje časovou náročnost algoritmu při poškození hran pro TO1. 
Je z něj opět patrné, že výsledky s horší úspěšností mají vyšší časovou náročnost. 
Lze si také všimnout, že u průběhů úspěšnosti horších než 50 % již časová náročnost 
algoritmu dále neroste. V příloze D (Graf D17, Graf D19) jsou pro porovnání uvedeny 











Práce se zabývá skládáním nepřekrývajících se obrazů podle barevné podobnosti 
na hranách dílků. Byly navrženy algoritmy pro rozdělení vstupního obrazu na jednotlivé 
dílky, výpočet podobnosti hran s využitím datové komprese a genetický algoritmus 
pro skládání dílků do podoby vstupního obrazu. 
Vstupní obraz je nejdříve rozdělen na jednotlivé čtvercové dílky. Podobnost hran dílků 
je následně ohodnocena. K ohodnocení jsou využívány koeficienty diskrétní kosinové 
transformace. Takto vznikne struktura ohodnocení, která je předána genetickému 
algoritmu. 
Genetický algoritmus je využit k optimalizaci počátečních řešení, která jsou náhodně 
generována z dílků, na které byl rozdělen vstupní obraz. Hodnocení kvality jednotlivých 
řešení, výpočet fitness funkce, probíhá na základě struktury ohodnocení. Cílem je s pomocí 
navržených genetických operátorů křížení a mutace nalézt co nejlepší řešení. 
Genetický algoritmus byl otestován na různých testovacích obrázcích. Z výsledků 
plyne, že do 40-ti dílků jsou výsledky algoritmu dobré (nad 80 %) a algoritmus dokáže 
obraz kompletně poskládat. Při větších počtech dílků úspěšnost klesá. 
Časová náročnost je závislá na počtu dílků obrazu a s rostoucím počtem dílků 
exponenciálně stoupá. Dalším faktorem ovlivňujícím časovou náročnost výpočtu je volba 
ukončovacích podmínek genetického algoritmu, které způsobují závislost na úspěšnosti 
řešení. Rozdíl mezi maximální a průměrnou časovou náročností je zhruba 10%. 
Při srovnání využití RGB a HSV barevného prostoru vykazuje lepší výsledky RGB 
barevný prostor, a to průměrně o 25 %. 
Na kvalitu řešení má výrazný vliv poškození hran dílků. Například poškození hran 
2 % zhoršuje výsledky oproti výpočtům bez poškození hran průměrně o 30 %, poškození 
4 % je pak horší, oproti výsledkům bez poškození hran, průměrně o 40 %. 
Prostor pro další vylepšení a rozšíření práce vidím především v další optimalizaci 
genetických operátorů a hledání jejich dalších variant, které by přispěly ke zkvalitnění 
řešení. Další možností je návrh vhodné heuristické funkce schopné generovat část 
počáteční populace genetického algoritmu za účelem vylepšení řešení. Tato funkce 
by mohla být založena na částečném seskupení dílků podle ohodnocení hran 
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A. Obsah CD 
B. Manuál k aplikaci 
C. Testovací obrázky 




A. Obsah přiloženého CD 
Na přiloženém CD se nachází následující adresářová struktura: 
 
dokumenty 
 UML_diagram.svg UML diagram tříd 
 Novacek_Petr_2013.pdf text práce ve formátu pdf 
 
src zdrojové kódy aplikace 
 
vysledky_statistik  vybrané soubory s podrobnými daty, 




 TO1.jpg Testovací obrázek 1 
 TO2.jpg Testovací obrázek 2 
 TO3.jpg Testovací obrázek 3 





B. Manuál k aplikaci 
 
Potřebné nástroje 
Ke kompilaci aplikace jsou nutnné následující nástroje: 
• GCC 4.6.3-1 nebo kompatibilní překladač s podporou C++11 
• knihovna OpenCV verze 2.3.1-7 nebo novější 




Aplikace byla vyvíjena a testována v distribuci Ubuntu verze 12.04 s jádrem Linux. 
 
Překlad aplikace 
  K přeložení aplikace je nutné zkopírovat obsah adresáře src z přiloženého CD 






Ovládání aplikace - GUI 
Po spuštění aplikace lze z grafického uživatelského rozhraní (Obrázek 6) 
nastavovat jednotlivé parametry genetického algoritmu, načítat vstupní obraz (tlačítko 
Otevri obraz), dělit jej na dílky a míchat (tlačítko Rozdelit/Zamichat). 
Genetický algoritmus je možno spustit (tlačítko Start GA) a kdykoli jej ukončit (tlačítko 
Stop GA). Po ukončení algoritmu lze pokračovat v řešení úlohy opětovným spuštěním 
(tlačítko Start GA). Je také možné resetovat vstupní obraz a znovu jej načíst 























D. Grafy úspěšnosti řešení 
 


























Graf D16: Průměrná úspěšnost řešení při poškození hran pro TO3, 30 opakování, 
RGB barevný prostor 
 
 





Graf D18: Průměrná úspěšnost řešení při poškození hran pro TO3, 30 opakování, 
HSV barevný prostor 
 
Graf D19: Průměrný čas řešení při poškození hran pro TO3, 30 opakování, HSV barevný 
prostor 
