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iABSTRACT
Accurate and reliable component life prediction is crucial to ensure both the
safety and economics of gas turbine operations. In the pursuit of improved accuracy
and reliability, current model-based creep life estimation methods have become more
and more complicated and therefore demand huge amounts of work and significant
amounts of computational time.
Because of the underlying problems arising from current life estimation methods,
this research aims to develop an alternative performance-based creep life estimation
method that is able to provide a quick solution to creep life prediction while at the same
time maintaining the achieved accuracy and reliability as that of the model-based
method. Using an artificial neural network, the existing creep life prediction sub-
processes and secondary inputs are ‘absorbed’ into simple parallel computing units
that are able to create direct mapping between various gas turbine operating and
health conditions or gas path sensors and creep life. The outcome of this research is
the creation of three proposed neural-based creep life prediction architectures known
as the Range-Based, Functional-Based and Sensor-Based.
An integrated creep life estimation model was first developed and incorporated
into an in-house performance simulation and diagnostics software. Using the integrated
model, the effects of several operating and health parameters on a selected turbo-shaft
engine model turbine blade’s creep life was initially performed using an introduced
Creep Factor approach. The outcomes of this investigation were then used to populate
input-output samples to train and validate the neural-based creep life prediction
architectures. To ensure that the proposed neural architectures are able to achieve
generalisation and produce accurate creep life prediction for both clean and degraded
engine conditions, four-stage assessments were carried out. Finally, the effects of input
uncertainties on the creep life prediction were investigated to assess how sensitive the
proposed architectures are to different levels of uncertainty.
The results show that all of the proposed neural architectures were able to
produce accurate creep life predictions for both clean and degraded engine conditions.
When comparing the three proposed architectures, the Sensor-Based architecture was
found to be the most accurate in both conditions. Despite the accurate creep life
prediction, it was also found that all of the proposed architectures were sensitive to
input uncertainties with the Functional-Based architecture being the least sensitive to
the uncertainty.
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11 INTRODUCTION
Since the first jet engine was put into service, the gas turbine has progressed
considerably. In today’s world, the gas turbine has become one of the most popular
choices of power plant especially for power generation, aviation and in the oil and gas
industries. Having the benefit of being designed in a modular and flexible fashion, the
utilisation of gas turbines can vary from the small scale 200 kilowatt unit that powers
schools and shopping malls to the large scale 200 megawatt unit that powers an entire
city [1]; from land based, marine based to air based application; and from civil to
military purposes.
Figure 1-1: World primary energy consumption (PEC) trend by region (reference
year 1990) [2]
The overall market for gas turbines has witnessed steady growth in recent
decades as the primary energy consumption has rapidly increased, especially in the
Asia & Pacific, Middle East, and Central & South American regions, as shown in Figure
1-1. Bhargava [2] suggested that one of the possible reasons for the observed trends is
the overall increase in world energy demand. Wood [3] explained that the rise in
demand is mainly caused by the economic development across the globe. Langston [4]
wrote that in 1999, the value of gas turbine production was estimated to reach $34
billion worldwide, 21% more than the value estimated for 1998. In addition, it was
estimated that from 2002 to 2011, the global production of all types of gas turbine
engine may reach a staggering value of $414.5 billion (in 2002 US dollars) [5].
Besides the steady growth of the gas turbine market, the technological aspects of
the gas turbine have also improved considerably. There are several contributing factors
that have made these improvements possible. Advancement in materials such as the
2introduction of high performance super alloys, improved manufacturing techniques, and
superior thermal resistance coating mechanisms have paved the way for lightweight,
super strength and high-temperature resistance materials to be extensively used as
engine components. As a result, this reduces the component weight, increases the
thrust to weight ratio and specific thrust. Figure 1-2 depicts the improvement of the
thrust to weight ratio from 1940 to 2003. From the figure, it can be seen that up to
2003, thrust to weight ratio has increased approximately sevenfold.
Figure 1-2: Thrust to weight ratio advancement for aero engine [5]
Advancement in computational capability to perform assisted structural design
and three-dimensional (3D) numerical analyses are other aspects that also contribute
to the technological progress. Geometrical blade optimisation, with improved design
using finite element (FE) structural analysis and computational fluid dynamics (CFD),
has improved blade aerodynamics which has therefore increased the compressor
pressure ratio. Hence, it has improved the engine’s thermal efficiency and specific fuel
consumption, reduced the compressor stages, and the amount of blades required for
each compressor stage. Figure 1-3 illustrates the historical improvement in compressor
pressure ratio which shows the rise up to 40-fold.
Enhancement in turbine blades’ cooling technology from a fully solid blade with
convectional cooling, to the use of film and transpiration cooling has facilitated the rise
in turbine entry temperature (TET) by improving the blade’s cooling effectiveness, as
shown in Figure 1-4. Also shown in the figure, as cooling effectiveness (measurement
of how well the blades are being cooled between the incoming hot gas and the cooling
air) increases, higher TET can be applied, resulting in a rise in the engine’s thermal
efficiency. Based on Figure 1-4, it was predicted that with the advanced cooling
technology of the future, the cooling effectiveness can reach up to 0.8, thus is able to
endure incoming gas temperatures up to 4200F (2316C).
3Figure 1-3: Compressor growth in pressure ratio [6]
1.1 Importance of Component Life Prediction
Although today’s gas turbine can produce more power, use less fuel, provide higher
thermal efficiencies, and reduce emission levels [7], the advantages have been
eclipsed by several major problems such as lower availability (up to 10% lower), lower
life of blades and vanes (averaging 15,000 hours), and higher degradation rates (5% to
7% in the first 10,000 hours of operation). Since it is running at higher TET, the blades
and vanes are being operated near to its melting temperature despite the intricate and
sophisticated blade cooling system [8].
Figure 1-4: Blade cooling technology improvement [6]
4Moreover, the trend for both compressor and turbine designs these days is
towards fewer, larger, 3D airfoils with smaller clearance and higher pressure or
expansion ratio [9]. As a result, both of these highly rotated components will need to
tolerate higher mechanical loading, especially at higher rotational speeds. These
mechanical loadings, normally in the form of large centrifugal loads and aerodynamic
forces, will produce huge amounts of centrifugal and bending stresses.
When operating at this level of stress and temperature, gas turbine components,
especially the hot section components such as the turbine blades and vanes, will
become vulnerable to creep deformation. The presence of such deformation will cause
a reduction in the components’ useful life. It has been reported that an increase of 10 to
15C in a component’s metal temperature will significantly reduce by a half the
component’s useful life [10], [11].
Under varied gas turbine operating conditions, such as different rotational
speeds, TETs, ambient conditions, and Mach numbers, the levels of stress and
temperature endured by the components will vary, hence dictating the behaviour of the
components’ life consumption. For this reason, estimation of the gas turbine
components’ useful life has become increasingly important over the years. Both safety
and economic reasons have driven the gas turbine manufacturers and operators to
seek better estimation techniques that can accurately predict the gas turbine
components’ useful life.
The implication of overestimating the components’ life can be devastating,
especially when the component fails during operation. As an example, in July 1989, a
tragic accident of a DC10-10 in Sioux City, Iowa killed 112 passengers due to in-flight
separation of the stage 1 fan disc on the no 2 CF6 engine. It is reported that the fan life
limit was estimated at 18,000 cycles but failed at 15,503 cycles [12]. Tragic events like
this will not only impact on the operator financially, but can distort the operator’s
management and operations. Based on the report published by the Department of
Transport and Regional Services [13], the cost due to aviation accidents can be divided
into several categories, such as fatality costs which covers medical costs prior to death,
productivity losses in the workplace and etc.; non-fatality injury costs which cover
medical costs, rehabilitation costs and etc.; and common costs which cover property
damage costs, legal costs, insurance administration costs, investigation costs etc.
On the other hand, underestimating the gas turbine components’ useful life could
also be costly to gas turbine operators. The greatest loss comes from maintenance
cost which becomes a major part of the total operating cost [14]. The hefty safety
5margin imposed by the original equipment manufacturer (OEM) to ensure safety,
makes the components’ life estimation too conservative [15], [16]. As a result, parts are
removed prematurely during scheduled maintenance. It is reported that the cost of one
HP turbine blade can be as much as $10,000; implying a total of $600,000 to $800,000
for a set of 60 to 80 blades [17].
In order to prevent such horrific incidents and to reduce the probability of
premature parts removal, engine manufacturers and gas turbine operators spend huge
amounts of money investing in research and development. Rolls Royce for example
spent a gross average of £600 million annually from 1997 to 2006 [18]. This large
amount of spending reflects the importance of expertise investment to an engine
manufacturing organisation. Also, using OEM’s maintenance guidelines as a starting
point, operators also are striving to develop a more precise programme to ‘individually’
optimise service intervals, reduce maintenance costs and at the same time maintain or
improve the reliability of their fleet [19].
1.2 Underlying Problems
As mentioned in the previous paragraphs, gas turbine hot section components’ life
estimation has becoming crucial for both safety and economic reasons. With the desire
to always increase the gas turbine performance, the hot section components, in
particular the high pressure turbine blades have to endure extremely high mechanical
and thermal loadings. For this reason the high pressure turbine blades are often
considered as the life limiting component of the gas turbine [20], [21] and often so
influenced the inspection and maintenance interval of the gas turbine. Hence accurate
prediction of the component life will assist the gas turbine operators in making informed
maintenance decisions.
In pursuit of better outcomes, component life estimation methods today have
become interdisciplinary. In an overall life estimation framework it requires the
integration of aero-thermal dynamics, mechanical design, material sceince and failure
mechanics.
In addition, the life estimation method has become multi-tasking. Depending on
the approach selected, several analyses need to be carried out before the life of the
component can be estimated. For example, the performance of the gas turbine
corresponding to the gas turbine operating conditions need to be simulated in order to
obtain the aero-thermal properties of the gas turbine. If the gas turbine has degraded,
component diagnostics need to be applied first in order to obtain the health status of
6the gas turbine. Next mechanical, thermal and microstructural analyses need to be
performed in order to determine all of the functional parameters important to carry out
the life estimation. Depending on the life estimation technique used, the life of the
component will be assessed.
With so much complexity, the lifing assessment requires extensive work and a
significant amount of computational time to obtain a solution. Because of this, in most
cases the significant contributions in this area have been conducted at the technical
lifing group of major OEMs [22]. Also, the complexity of the life estimation method
places constraints on those who possess moderate levels of expertise and skills in this
area, such as the performance engineers, maintenance engineers, supervisors, and
technicians.
The complexity of the assessment also provides restrictions on the incorporation
of the lifing methodology in the early design stages. Marcus [23] in his thesis explains
that because the assessment is only possible towards the end of the design process,
any errors or changes will cost the engine manufacturer a significant amount of money,
which could be saved if a more comprehensive creep lifing prediction were possible in
the early stages.
Because of the underlying problems arising from the current estimation method,
there is a need to find alternative solutions. In principle, if all of the complex
calculations previously done can be replaced or embedded into an alternative model
while maintaining the current estimation accuracy, then the current complexity can be
‘taken away’ thus creating an accurate and rapid form of estimation technique.
In this research, a soft computing technique – the Artificial Neural Network (ANN)
– is used to create neural-based component life estimation methods suitable to perform
component life prediction under various operating and health conditions of gas
turbines. Several questions will be answered as the research is being pursued:
a. Can the introduced neural-based component life estimation method reduce
the complexity of the existing method?
b. To what extent can the previous complex calculations be embedded into
the neural-based component life estimation?
c. What kind of network structure or architecture should be constructed in
order to maintain the existing component life prediction accuracy?
d. Would it be possible to have a direct linkage between the gas turbine
operating and health conditions with the components’ corresponding life?
e. What sort of data are required as input to the alternative model?
71.3 Research Aim and Objectives
Life assessment of a particular gas turbine component depends on the failure modes
acting on it. For components that are exposed to high mechanical and thermal
loadings, fatigue and creep deformation are often considered as the dominant failure
modes. However, in this research, only creep deformation will be considered.
Therefore, all of the questions posed earlier will be tailored to create a neural-based
creep life estimation method.
Based on the questions posed earlier, the research aims to develop an
alternative creep life estimation model which will satisfy four important criteria:
a. The method will be based on the performance of the gas turbine.
b. The method will reduce the complexity of the current estimation framework.
c. The method should be able to perform rapid computation.
d. The method should maintain certain levels of accuracy.
In order to achieve this aim, several objectives have been laid out, and are summarised
as follows:
a. To create an integrated creep life estimation model that enables the
prediction of component creep life under different operating and health
conditions.
b. To study the effects of different operating and health conditions on
component creep life consumption using a simple relative analysis
technique.
c. To construct an alternative neural-based creep life estimation model that
enables a direct link between the gas turbine operating and health
conditions and the components’ corresponding life
d. To study the impact of input uncertainties on the creep life prediction
accuracy obtained using the alternative creep life estimation method.
1.4 Research Scope
To ensure that the research can be completed within a reasonable time, certain
boundaries need to be defined. For this reason, the scope of the research will be as
follows:
a. Creep deformation is only considered in the research component of the life
assessment.
8b. The integrated creep life estimation model is developed for the calculation
of high pressure turbine blade creep life.
c. ANN is used to construct the alternative creep life estimation model where
the reduction of the complexity will be done at a macro level.
d. A turboshaft engine performance model is used to show the application of
the alternative creep life estimation method.
1.5 Research Contribution
This thesis focuses on proposing alternative solutions to the presently complex creep
life estimation method and therefore makes several contributions to knowledge. The
main contribution of this work will be the development of several neural-based
architectures that are able to provide good creep life prediction for gas turbine high
pressure turbine blade’s creep life under various gas turbine operating and health
conditions.
In addition, a generic systematic approach used in designing the neural-based
architectures is also proposed. Using this generic approach, readers will be able to
form new and improved architectures not only for creep life estimation but also other
forms of damage mechanism life prediction.
Apart from creating the neural-based life estimation model, the present model-
based approach is also investigated and contribution to knowledge is also made. An
improved integrated creep life estimation model is developed and incorporated with
existing in-house performance simulation and diagnostics software in order to produce
a newer version of the program with creep life prediction capability. In this integrated
model, new parameters called Creep Factor and Mission Creep Factor are introduced
to allow investigations into the effects of different operating and health conditions, and
the effects of a particular mission/operation profile on component creep life
consumption to be done using a simple relative analysis technique via the Creep
Factor Approach.
1.6 Thesis Structure
The thesis is structured into nine chapters. As the first chapter is written to provide the
overall picture of the research while defining its aim, objectives and scopes, the
following chapters will discuss the work conducted in a progressive manner:
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In this chapter, the theory of creep deformation is given. In addition, the majority of the
contents focus on providing an overview of the existing creep life estimation methods.
Towards the end, the chapter focuses more on the application of soft computing
techniques used in the field of component life estimation.
Chapter 3: Methodological Approach
This chapter presents the overall methodology of the research. It covers the idea
implemented in this research and provides a research methodology diagram that
summarises the research. In addition, a description of the method used to construct the
alternative creep life estimation is presented.
Chapter 4: Integrated Creep Life Prediction Model
This chapter provides a thorough explanation regarding the integrated lifing system
developed by the author. It includes a discussion on the system architecture and its
corresponding sub-models. For each sub-model, the chapter provides the full algorithm
including the equations and their corresponding assumptions. The chapter also
describes how the sub-models are integrated with an in-house performance simulation
software called PYTHIA to form an improved version of the software. In addition, a new
form of relative analysis called the Creep Factor is introduced in order to provide a
more meaningful representation of high pressure (HP) turbine blades’ creep life
consumption.
Chapter 5: Artificial Neural Network Based Creep Life Estimation
This chapter outlines the development of the alternative creep life estimation method
proposed by the author using the ANN approach. At the beginning of the chapter the
theoretical background of the ANN approach is given. The chapter then touches on the
architecture design concept and explains how the proposed architectures are built
using a process analysis. Also the general procedure developed by the author to create
the architecture will be presented.
Chapter 6: Application of the Integrated Creep Life Prediction Model: Effects of
Operating and the Health Conditions of HP Turbine Blades’ Creep Life
In the first part of the chapter, the development of the selected engine performance
model used as a test case in this research will be reported. This also covers the
process undertaken by this research to ensure good performance prediction at both the
design point (DP) and the off-design (OD) point. In the next part of the chapter, the
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impact analysis of gas turbine operating and health conditions on the HP turbine blades
creep life using the introduced Creep Factor is presented.
Chapter 7: Application of the Neural-Based Creep Life Prediction Method on the
Aero-engine
The chapter discusses the implementation of the proposed architectures to the
selected engine model in both clean and degraded conditions. At the end of the
chapter, a comparison analysis between all the proposed architectures is given.
Chapter 8: Influence of Input Uncertainties on Creep Life Prediction
This chapter provides the results of the study conducted to investigate the effects of
input uncertainties on the creep life prediction accuracy applied on the three clean
engine neural network creep life prediction architectures. In this chapter, readers will be
provided with the method used to perform the analysis and how the architectures
respond to different levels of input uncertainties
Chapter 9: Conclusions and Future Work
This chapter summarises the key findings of the research, evaluates the research
accomplishments and suggests suitable areas for future work.
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2 LITERATURE REVIEW
2.1 Common Failure in the Gas Turbine Hot Section
The failure of metal parts is a complex phenomenon that depends on material,
temperature, deformation, and the rate at which strain is applied [24]. When a metal
component breaks, two major questions need to be answered; what are the modes of
the failure and what is the origin of the damage; hence examination of the ‘how’ is
essential to understand the deterioration phenomena [25].
When gas turbine hot section components are being operated at extreme
operating conditions, several damage mechanisms such as fatigue, high temperature
corrosion/oxidation, and creep deformation will inevitably emerge. The presence of
such mechanisms will cause the component to lose its ability to sustain its intended
function, increase its life consumption rate, and to some extent, will cause the
component to fail prematurely.
2.1.1 Fatigue
Fatigue, broadly speaking, is caused by repetitive loads that produce fluctuations in the
components’ stress, ߪ, hence if large enough, will cause the component to fail even
though the ߪ is much lower than that required for failure on single load application [26–
28]. Consequently, it will lead to crack initiation and propagation which ends with a
fracture.
Fatigue, in this context, can be either mechanical or thermal-mechanical fatigue
(TMF). Mechanical fatigue is a failure occurring under cyclic loading which is, for
example, caused by vibrational ߪ on turbine blades during gas turbine start-stop cycle
and power change. Mechanical fatigue can be further divided into two: high cycle
fatigue (HCF), and low cycle fatigue (LCF). The distinction between them is where the
repetitive application of load is taking place. HCF is categorised by high frequency and
low amplitude elastic strain. An example of HCF will be when the turbine or the
compressor blade is subjected to repeated bending, such as when the blade passes
behind a stator vane, hence emerges into the gas path which will bend the blade due to
high velocity gas pressure. This will force the blades to vibrate and the excitation at
some point will match the blade’s resonant frequency causing the amplitude of
vibration to increase significantly.
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LCF on the other hand is categorised by low frequency and high amplitude plastic
strain. When dealing with LCF, the yield limit of the material is often exceeded and the
material becomes plastic; therefore, repetitive plastic deformation is the main cause of
LCF [29]. Although there is no distinct border between the two types of failure, the
traditional approach is to classify failures occurring above 104 cycles as HCF and those
occurring below that value as LCF [28],
TMF on the other hand occurs when the component is not only exposed to cyclic
loads but is also experiencing variations in temperature gradient, resulting in significant
thermal expansion and contraction. According to Jacobsson [30], turbine blade cooling
which is used to lower the turbine blade’s temperature will induce high temperature
gradients between the blades high and cold regions thus generating ߪ; and during
service, the effect of variation results in TMF.
2.1.2 High Temperature Corrosion/Oxidation
Both turbine and compressor are exposed to aggressive corrosive and oxidising
conditions that may be caused by several factors [31]:
a. Ingested air which contains sodium and chloride in the form of salt from the sea
or from runaway de-icing treatment or marine environments.
b. Atmospheric contaminants resulting from pollutions from industry or forest fires
which usually contain sulphur and sodium.
c. Volcanic activity which can generate significant levels of pollutants particularly
sulphur.Gaseous combustion products which contain elements such as sulphur,
vanadium or even lead and bromine from fuel at higher temperatures.
Although the blades have a protective coating, corrosive and oxidation attacks
are unavoidable, especially when the blades are exposed to sufficiently contaminated
surroundings or too much harmful fuel element.
2.1.3 Creep Deformation
Creep is a time dependent, thermally assisted deformation caused by prolonged high
operating temperatures coupled with constant mechanical loading (below the yield
stress of the material). Creep will cause the gas turbine hot section components to
‘stretch’ or elongate. Taking turbine blades for example, in the event of severe creep
deformation, the physical shape of the blades will change and hence can no longer
function properly. In addition, the elongation will cause the blades to be in contact with
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the casing, causing the blades to fracture and finally lead to engine failure. Figure 2-1
depicts several deformed turbine blades under creep attack. Note that the blades have
already lost their original features at the tip, indicating a severe creep attack.
Figure 2-1: Deformed turbine blades under creep attack [32]
Although different materials have different strengths to resist creep deformation, it
can generally be said that creep becomes significant when the homologous
temperature (ratio between the material temperature and its melting temperature) is
more than 0.5 but it can be in the range of 0.4 to 0.6 [8], [33–35].
2.1.4 Competition among Damage Mechanism
Table 2-1and Table 2-2 indicate how different components and applications have
different influences on damage mechanisms. Compressor blading, for example, is
prone to wet corrosion, LCF and HCF. According to Brun et al. [36], during engine
shutdown, compressor cold surfaces can condense water where chemical species,
such as salts or sulphur compounds, can be absorbed in the water producing an acidic,
corrosive liquid resulting in wet corrosion. Moreover, since the compressor is being
operated at much lower temperatures (low homologous temperature) creep is not
significant compared to LCF or HCF.
Land-based power generations, the majority of the time, are being operated at
uniform operating conditions and hence produce long periods of constant load
conditions coupled with a high temperature environment. For this reason, creep
becomes dominant compared to fatigue and oxidation. However, when compared with
an aircraft engine, frequent stop-start cycles and changing of the throttle create cyclic
loading which makes fatigue more dominant than creep. For marine engines, air
ingested into the engine contains higher concentrations of sodium and chloride in the
form of salt. During combustion in the gas turbine, sulphur from the fuel reacts with
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high concentrated sodium chloride to form sodium sulphate which will then deposit on
the hot section components resulting in accelerated corrosion attack [37].
Table 2-1: Life expenditure effects on gas turbine components [38]
Design criteria and life expenditure effects
Time dependent life expenditure Cyclic life expenditure
Components Oxidation,
corrosion, erosion
Wet
corrosion
Creep LCF HCF Crack
Propagation
Turbine blading  X    X
Compressor blading X  X   X
Inner casing, mixing
chamber, exhaust liner  X    X
Rotor parts (excluding
blading) X X X  X 
Pressure-tight casing X X X  X X
Piping X  X   X
 Significant contribution  Affects only locally X Irrelevant
Table 2-2: Comparison of problems for gas turbine applications [39]
Oxidations Hot corrosion Creep Fatigue
Aircraft engines Severe Moderate Moderate Severe
Land-based
power
generation
Moderate Severe Severe Light
Marine engines Moderate Severe Moderate Moderate
Figure 2-2: Factor influencing the turbine-component’s life [40]
Figure 2-2 graphically summarises how different damage mechanisms exhibit
different dominancies at different temperature regions. At lower metal temperatures,
ெܶ approximately below 830C, mechanical fatigue is more dominant than others.
However, between 830C and 1000C, thermal fatigue becomes superior, although
creep becomes a major threat as the temperature exceeds 1000C.
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2.2 Understanding Creep
Creep, as discussed in earlier sections is a natural progressive permanent deformation
that is thermally activated and becomes significant at higher temperatures. Creep
manifests itself as a progressive accumulation of plastic strain known as creep strain
over a period of time. Because of such deformation, unacceptable dimension changes
ending in rupture can occur.
Although creep deformation becomes significant as the metal homologous
temperature is more than 0.4 to 0.6 (depending on the material), creep deformation can
also happen at low temperatures. Figure 2-3 provides an illustrative comparison
between the changes in material length due to creep deformation at two different
homologous temperatures. From the figure it can be seen that at higher ெܶ , the change
in length will be considerable as the metal will eventually fail due to creep rupture. In
contrast, at lower temperatures, elongation will happen at a slower rate and it is
unusual for failure to take place.
Figure 2-3: Creep curve at different metal temperature [8]
At higher homologous temperatures, the strength of the material will decrease,
resulting in greater mobility of dislocation [41]. In addition, the high temperature causes
the material’s slip system to change and in some circumstances an additional slip
system is created. With the additional slip system, which creates new ‘routes’ for
dislocation to take place and higher mobility of dislocation, the creep strain at higher
homologous temperatures will be considerably more than at low temperatures.
Webster and Ainsworth [35] mention that creep in polycrystalline materials occurs
as a result of dislocations, grain boundary sliding and diffusion. As the material
temperature increases, the atom will have enough thermal energy to jump from its
original position to another while transmitting the energy to the adjacent atom. As a
consequence, this diffusional process will alter the atomic arrangement and force the
grain to extend with time.
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The loss of metal strength can also happen due to irregular growing of the metal
gamma prime phase ߛᇱparticles (ߛᇱprecipitation is used to strengthen the gas turbine
blade) and carbide along metal grain boundaries [42–46]. These microstructural
degradations will gradually decrease the total blade life [47–49]. A study conducted by
Daleo et al. [46], [50] on GTD111 turbine buckets discussed the degradation process at
a micro level. Figure 2-4(a) shows the virgin alloy with evenly distributed, ߛᇱhaving an
average size of 0.86 microns added with a very thin carbide layer. After 5,000 hours of
thermal exposure at 900C, the cubic shaped particles have transformed to a rounded
morphology as shown in Figure 2-4(b); the size of ߛᇱ grew to 1.16 microns and the
thick layer of carbide film was formed.
Figure 2-4: GTD 111 (a) virgin alloy (b) at 5,000 hours of exposure and (c) at
23,000 hours of exposure [46]
Figure 2-4(c) depicts the severe microstructure degradation as the bucket is
exposed after 23,000 hours. Note that the carbide film along the boundaries has
coarsened. Daleo et al. stressed that if the film continues to grow, the boundary will
become brittle, notch-sensitive and prone to cracking.
2.2.1 Creep Curve and Stress Rupture Curve
The behaviour of creep is determined by means of laboratory tests in which a constant
uniaxial load or ߪ is applied at a constant temperature. The resulting creep strain, ߝ஼ is
recorded as a function of time, ݐ, and the creep curve, which plots ߝ஼ against ݐ, as
illustrated in Figure 2-5, is generated.
After the instantaneous plastic strain, eை caused by the application of load, ߝ஼ will
continue to increase with ݐ. During the first stage, known as the primary creep, the
creep rate/plastic strain rate, ė஼ will initially increase due to the higher dislocation
motion of the material. As more material is dislocated, the density of the dislocation will
increase until it becomes saturated. This will prevent more dislocation taking place,
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thus creating strain hardening that will reduce the creep rate until it reaches a constant
rate.
Figure 2-5: High Temperature Creep Curve
The secondary creep, known as the steady-state creep, will possess a fairly
constant creep rate. The strain hardening rate will become proportional to the
deformation rate which provides the balance between both, causing the rate to become
steady. Figure 2-5 shows that the minimum creep rate will occur at this stage.
The final stage is termed tertiary creep. This is a period that will lead to fracture.
It can be caused by a number of factors such as [8]:
a. mechanical instability, such as the occurrence of necking which results in a
localised reduction in cross-sectional area,
b. microstructural instability, including grain growth or re-crystallisation with
single-phase material or the gradual loss of creep strength as over-ageing
occurs during creep of precipitation-hardened alloys; and/or
c. nucleation and growth of internal micro cracks which develop until the
number and sizes of the micro cracks are sufficient to cause the creep rate to
increase.
Figure 2-6 provides an example of a creep test result of Fe-Mn-Al Alloy at 600C.
As higher ߪ is applied, the minimum creep rate will increase. From the figure, 340MPa
was required to achieve the minimum creep rate of 0.084%/hour while 180MPa was
required for 0.0028%/hour.
Besides the creep curve, the creep behaviour of the material can also be
represented using the stress rupture curve which provides the relationship between a
specified applied ߪ and ெܶ to time to failure, ݐ௙ The test can be conducted either at
specifiedܶெ , with different values of ߪ or vice versa. Typical stress rupture curves are
shown in Figure 2-7 generated at specified ெܶ with a variation of appliedߪ. As shown in
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the figure, at the same ெܶ , the ݐ௙ of the steel reduces when the level of ߪ increases.
Similarly, at the same ߪ level, a higher ெܶ has shortened the life of the steel.
Figure 2-6: Creep curve of Fe-Mn-Al Alloy at 600C during creep test [51]
Figure 2-7: Creep rupture data for a 2.25Cr-1Mo steel [52]
2.2.2 Factors Affecting Creep Deformation
Creep characteristics depend on several factors such as ߪ, metal temperature, period
of exposure, and material properties [15], [16], [31], [53–57]. Since creep is a time
dependent, thermally assisted deformation, the longer the component is exposed to
elevated temperature, the more deformed the component will become.
Different materials for instance will have a different creep resistance due to
different microstructural arrangement, activation energy, grain size, and vacancy
concentration within the materials. Figure 2-8 shows the variations of materials’ creep
resistance at 100 hours of creep rupture. Tungsten and Niobium alloys, for example,
have higher temperature resistance than Nickel alloy but show lower stress resistance.
12%CrMoV steels in contrast have better stress resistance but can easily fail at lower
temperatures.
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Figure 2-8: Stress and temperature to produce creep rupture in 100 hours in
various alloys [35]
Since creep is a thermally activated process, higher temperature exposure will
weaken the material due to increase in dislocation, grain boundary sliding, creep cavity
nucleation, etc. [57]. As a result, ė஼ will increase and hence shorten the ݐ௙. Figure 2-9
illustrates the variation in the creep curve when the material ெܶ is increased at a
constant applied load. The figure shows that when ெܶ is increased, ݐ௙ is shortened and
the secondary creep rate, ߝሶ஼ௌ also increases. In addition, the elongation of the material
is also higher at the higher ெܶ although the time of exposure is shortened.
Figure 2-9: Schematic diagram of creep curves at different temperatures
ė஼ is also sensitive to the level of applied ߪ. Figure 2-10 schematically shows how
different levels of applied ߪcan influence the ė஼ at constant temperature exposure.
From the figure it can be seen that with the increase in ߪ, the primary and secondary
creep stages are shortened or even eliminated, hence reducing the ݐ௙. Similarly, the
elongation of the material is also higher at the higher ߪ level, although time of exposure
to the applied ߪ is shortened.
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Figure 2-10: Schematic diagram creep curves at different levels of applied stress
2.2.3 Modelling the Creep Curve
Power law, Nabarro-Herring, Coble Creep, and Harper-Dorn Creep relations, which
have been fully described in [33], have proposed some equations describing the
secondary creep phenomena. Empirical relations such as the Monkman-Grant [58],
Dobes-Milicka [59] and Koul [60] relations have also been valuable in providing
relations between the ߝሶ஼ௌ and ݐ௙. Yet while the knowledge of ݐ௙ identifies the point of
failure, analysis using only the secondary creep phenomena has disregarded the
primary and tertiary creep stages in which the major proportion of the creep curve has
been left out.
The Theta projection model has mathematically described the entire creep curve
based on the concept of shape function obtained from constant stress creep curves.
Beginning with 4 Theta [61], later improved to 6 Theta projection [62], the creep strain
at a given time, ߝ஼௧ can be defined as Equations (2-1) and (2-2) for the 4 Theta and 6
Theta models respectively.
ߝ஼௧ = ߠଵ൫1− ݁ିఏమ௧൯+ ߠଷ൫݁ ఏర௧− 1൯ (2-1)
ߝ஼௧ = ߠଵ൫1− ݁ିఏమ௧൯+ ߠଷ൫݁ ఏర௧− 1൯+ ߠହ൫1− ݁ିఏల௧൯ (2-2)
where ߠଵ to ߠ଺ denote the Theta projection parameters which are obtained using non-
linear optimisation algorithms based on the constant load experimental data. The first
term in Equations (2-1) and (2-2) represents the decaying primary creep while the
second term in both equations represents the accelerating tertiary creep. In order to
cope with poor modelling of the creep curve at low ߝ஼ and ݐ, the third term in Equation
(2-2) was introduced.
Once the ߠs are determined, various engineering analyses such as estimating
the ߝ஼௧, ߝሶ஼ௌ, and ݐ௙ can be done. The ė஼ for example can be estimated by differentiating
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Equations (2-1) and (2-2) while ݐ௙ can be obtained by replacing ߝ஼௧ in both equations
with the rupture strain and solving numerically for ݐuntil the value of the rupture strain
is obtained.
Figure 2-11: Creep curves of 1CrMoV modelled by 4 and 6 Theta models
compared with experimental data measured at 863K and 165MPa [62]
Figure 2-11 depicts the creep curves of 1CrMoV modelled by both 4 and 6 Theta
models compared to the experimental strains measured at specific ெܶ and ߪ. It can be
seen how both Theta models are able to provide a good representation of actual creep
behaviour over ݐwith the 6 Theta model being more accurate at low ߝ஼ andݐ.
Besides the Theta projection model, the Omega method proposed by the Material
Properties Council (MPC) can also be used to model creep curve, especially when the
primary and secondary creep stages are minimal [63]. ߝሶ஼ in the method is expressed
as ln ̇ߝ஼ = ln ̇ߝ௢ + Ωߝ஼ (2-3)
where ߝሶ௢ and Ω are the imaginary initial plastic strain rate and Omega method
parameters. Integrating Equation (2-3) will give
ߝ஼௧ = ൬1
Ω
൰ln൤ 11− Ω̇ߝ௢ݐ൨ (2-4)
Both ߝሶ௢ and Ω are determined empirically when ߝሶ஼ against ߝ஼ is plotted with ߝሶ௢ is
obtained at ߝሶ஼ = 0 and Ω is obtained from the slope of the plot. In addition, ݐ௙ can be
obtained using Equation (2-5).
ݐ௙ ≈
1
Ω̇ߝ௢
(2-5)
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2.2.4 Time Temperature Parameter
Data recorded from creep curves either by experiment or using the Theta or Omega
method will not necessarily provide the most appropriate forms of creep life estimation.
The experimental method is often insufficient to cover various ߪand ெܶ hence
extrapolation or interpolation to the required ߪor ெܶ needs to be carried out.
The use of time temperature parameters provides another alternative solution.
Time temperature parameters are correlated parameters which allow results obtained
from the stress rupture test over a range of temperatures to be superimposed onto a
single master curve. Although there are a number of time temperature parameters, only
a few are widely used, such as the Larson Miller parameter (LMP), Orr-Sherby-Dorn
parameter (OSD), Manson-Haferd parameter (MHP) and Manson-Succop parameter
(MSP).
2.2.4.1 Orr-Sherby-Dorn Parameter (OSD)
OSD assumes  ݐ௙ forms a linear function with ͳȀܶ ெ and can be expressed aslogݐ௙ = ܱ ܵܦ + ܳܿ
ܴ௢ ெܶ
(2-6)
with ܳܿ and ܴ௢ being the material’s activation energy and universal gas constant
respectively. If ܳܿ is assumed to be constant and taking ܣைௌ஽ as ܳ Ȁܴܿ ௢, Equation (2-6)
can be expressed as Equation (2-7)logݐ௙ = ܱ ܵܦ + ܣ
ெܶ
(2-7)
Figure 2-12: Schematic illustration of plot ܔܗ܏࢚ࢌ versus ૚Ȁࢀࡹ using OSD
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Using Equation (2-7), data from the same ߪbut different ெܶ can be superimposed and
plotted on  ݐ௙ versus ͳȀܶ ெ to build iso-stress lines which are going to be parallel to
each other as shown in Figure 2-12. When the values of OSD are obtained, a master
curve can be generated. Later, for any given ߪ, OSD can be interpolated or
extrapolated and ݐ௙ can be determined using Equation (2-7). The value of the ܣைௌ஽
used in OSD formulation depends on the material. Figure 2-13 provides the master
curve of ½Cr ½Mo¼V steel with ܣைௌ஽ being 17,300.
Figure 2-13: The OSD master curve of ½Cr ½Mo¼V steel [8]
2.2.4.2 Larson Miller Parameter (LMP)
The LMP equation is expressed aslogݐ௙ = ܮܯܲ
ெܶ
− ܥ௅ெ ௉ (2-8)
where ܥ௅ெ ௉ is the LMP constant. Plotting  ݐ௙ against ͳȀܶ ெ (Figure 2-14) will create
iso-stress lines which will converge to a point (constantܥ௅ெ ௉) on the  ݐ௙ axis.
Similarly, the master curve for different values of ߪcan be generated. Figure 2-15
shows a Nimonic 105 master curve with ܥ௅ெ ௉ taken as 20. It is reported in most
literatures that ܥ௅ெ ௉ can be in the range of 17-23, but it is normally generalised to 20.
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Figure 2-14: Schematic illustration of plot ܔܗ܏࢚ࢌ versus ૚Ȁࢀࡹ using LMP
Figure 2-15: The LMP master curve for Nimonic 105 [35]
2.2.4.3 Manson-Haferd Parameter (MHP)
MHP is an improvement on LMP with the purpose of eliminating errors of using a ܥ௅ெ ௉
of 20 for any materials. MHP assumes that when  ݐ௙ is plotted against ெܶ (Figure
2-16), the convergence of the iso-stress line will happen at ( ெܶ ஺ǡݐ஺) and will not
intersect the axis of ݐ௙. MHP introduces two more constants, ெܶ ஺ and ݐ஺ which are
the Manson-Haferd temperature and time constant respectively. Both constants can be
identified by analysing the pattern of the iso-stress lines which indicate the converging
point. The MHP equation can be written as
ܯܪܲ = ெܶ − ெܶ ஺logݐ௙ − logݐ஺ (2-9)
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Figure 2-16: Schematic illustration of plot ܔܗ܏࢚ࢌ versus ࢀࡹ using MHP
The MHP master curve for ASTAR 811C is shown in Figure 2-17.
Figure 2-17: MHP master curve for ASTAR 811C [51]
2.2.4.4 Manson-Succop Parameter (MSP)
The MSP is similar to OSD which is based on the parallelism of iso-stress lines. MSP
assumes that parallel iso-stress line can be achieved when graph  ݐ௙ against ெܶ is
plotted (Figure 2-18). The MSP equation can be written aslogݐ௙ = ܯ ܵܲ − ܤெ ௌ௉ ெܶ (2-10)
where ܤெ ௌ௉ is the MSP constant. Similarly, the master curve can be generated for
differentߪ. Figure 2-19 shows the master curve of 2.25Cr-1Mo steel extrapolated from
the stress rupture test. Note that from the figure, the constant for the steel is taken as
0.02519.
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Figure 2-18: Schematic illustration of plot ܔܗ܏࢚ࢌ versus ࢀࡹ using MSP
formulation
Figure 2-19: MSP master curve for 2.25Cr-1Mo Steel [52]
2.2.4.5 Selecting the Suitable Parameters
Selecting the most suitable time temperature parameter is still the subject of debate
among researchers. One of the reasons is that the suitability of the parameters
depends on the materials, ெܶ or ߪrange. Attempts have been made to compare these
parameters in seeking the best and most accurate correlation.
Pink [64] compared both LMP and MHP in terms of their physical significance
and reliability using the theoretical stress dependence which takes into account
temperature difference and shear force. It was concluded that both parameters are in
agreement with the theoretical equation for low temperature deformation. Furthermore,
MHP was found to be more reliable at moderately high and high temperatures. Pink
also added that LMP is widely accepted because it provides a fairly accurate
description of rupture properties at the lower part of the high temperature range.
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Nickel et al. [65] studied the creep rupture properties of chromium steel E911,
P92 and P91 and the influence of oxidation on strength. From experimental works, the
creep data were fitted using LMP, OSD and MHP before they were extrapolated at
higher temperatures. It was found that MHP provides a slightly higher estimation when
compared with the other parameters.
Sobrinho and Bueno [52] also made a comparison when they studied the
correlation between creep and the hot tensile behaviour of Cr-Mo. Data from the
experimental work were fitted using five parameters which are Goldhoff-Sherby (GSP),
LMP, OSD, MHP, and MSP. The results revealed that the best fit was achieved using
MHP followed by OSD, MSP, LMP, and GSP. The work was continued by Bueno and
Sordi [66] who compared three different parameters which are LMP, MSP and OSD
when they examined the behaviour of Fe-Mn-Al steel. They discovered that the best
fitting was achieved using MSP, followed closely by LMP and then OSD.
Eno [67] compared Mandelson-Roberts-Manson (MRM), LMP, OSD, MHP, and
MSP using two materials creep data for Alloy 617 and HAYNES® 230 alloy. For Alloy
617, the best fit was achieved using the MRM, followed by LMP, MHP MSP and OSD,
whereas for Alloy 230, the best fit was achieved using MRM followed by MHP, LMP,
MSP and OSD.
The works discussed in earlier paragraphs indicate that the parameters are
unique and can be treated as special cases in a common general framework. Among
all parameters, LMP is still considered to be the most favourable because of its ease of
method and its widespread application [45], [48], [67], [68].
2.3 CREEP LIFE ESTIMATION APPROACHES
When a hot section component is put into service and operates at a creep regime, its
life will be consumed progressively as shown in Figure 2-20. This is due to the fact that
both the deformation and fracture are becoming time-dependent. The rate of useful life
consumption will depend on the ability of the material to resist creep deformation and
also the gas turbine operating condition. The more volatile the operating condition, the
faster the material will be degraded thus the quicker the useful life will be consumed.
As the material degrades progressively, micro-cracks will start to initiate on the surface
and will propagate. According to Betten et al. [69], the influence of micro-cracks on
creep behaviour begins even at the primary stage and the cracks become visible at the
tertiary creep stage when the linkage of blunted micro-cracks into macro-crack occurs.
The macro-cracks will propagate before the final creep fracture takes place.
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Figure 2-20: Life span of hot section component due to creep deformation [70],
[71]
There are several methods for estimating creep life. In general, these methods
can be classified into four broad approaches:
a. Model-Based approach
b. Service-Based approach,
c. Statistical/Probabilistic-Based approach, and
d. Soft Computing approach
It is important to note that in later sections of this thesis, some of the works related to
the life estimation of turbine blades will be given for each approach. Nevertheless some
works relating to the life estimation of other components are given as well.
2.3.1 Model-Based Approach
The model-based approach involves empirical, analytical or numerical model creation
in order to calculate the component’s creep life. Depending on how the model is
created, external sources are needed to accompany the estimation such as the
component’s geometrical, material data, and engine operating and health conditions.
According to Wood [72], non-destructive test (NDT) and destructive test (DT) should be
carried out using conventional techniques when the life fraction is greater than 0.5
(50%).
The model-based approach can further be classified into two sub-approaches
which are the total life approach and the damage tolerance approach. In the total life
approach, the life span of the component is predicted prior to the failure of the
component or at the time failure occurs. On the other hand, the damage tolerance
approach focuses on modelling the crack initiation and propagation processes. It is
important to note that in this section, only the total life approach will be discussed since
the development of the author’s integrated creep life prediction model is based on this
approach.
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Creep life estimation using the total life approach can be done by using either a
life-based model, a strain-based model, or a damage-based model.
2.3.1.1 Creep Life Estimation Using the Life-Based Model
When predicting the creep life estimation using the life-based model, ݐ௙of the
component is directly predicted when the ߪand ெܶ are presented. This can be done
through the utilisation of the time temperature parameters, as discussed in Section
2.2.4. Although the time temperature parameters were established almost six decades
ago, the empirical parametric method is still being widely used. Often these empirical
parameters are being incorporated into an integrated, analytical or numerical thermal
and stress model in order to perform creep life estimation based on various operating
and health conditions.
Dedikin [73] incorporated the LMP into a non-linear FE code. In his method, CFD
was first utilised to obtain convection boundary conditions over the external and
internal surfaces of cooled turbine blades. The stresses and temperatures were then
obtained using the non-linear FE method. By incorporating LMP into the FE code,
ݐ௙ were computed, hence by using a linear damage parameter, the current damage due
to creep deformation was displayed.
An integrated lifing analysis was also proposed by [74], [75]. The algorithm and
system models which are comprised of an in-flight engine data acquisition, gas turbine
performance simulation model, CFD model, FE model, and lifing model, were
developed and integrated. The flight data were captured and stored using flight and
engine data monitoring software and then downloaded into one dimensional
performance simulation software where the entire transient of the aero-thermal
properties from the flight profile were modelled and sent for further processing using
the CFD and FE models. Then, the stress, strain and temperature distribution were
estimated before the life was estimated.
Rosario et al. [76] utilised a window-based standalone creep life assessment
called Creep-Fatigue Pro3 developed by the Electrical Power Research Institute (EPRI)
for power plant application. The assessment consists of three main models which are
the Stress Transfer Function model that receives measurements from existing plant
data acquisition systems and converts the inputs into the component stress, Damage
model which performs linear damage accumulation where the ݐ௙ is predicted using
LMP, and crack model to calculate the fatigue crack growth.
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[34], [77–83] also developed their own creep life prediction model by
incorporating LMP. Except for [79], the inputs used to perform both thermal and stress
analyses were obtained from a gas turbine performance simulation model. However, in
[79], the temperature and gas pressure were determined using the thermodynamics
relations of a Bryton cycle. Moreover, in [34], [77], [80], [82], 0D thermal analysis was
used to predict the component bulk metal temperature compared to [78], [81], [83], who
used 1D thermal analysis to obtain metal temperature variation across the blade span.
The stress models created by these authors also differ in terms of what sort of stresses
contribute to the total blade stress. In [34], [77], [82], only centrifugal stress is
considered as the main contributing stress factor; in [81], [83], both centrifugal stress
and bending moment stresses are considered; in [78], centrifugal, bending moment,
and thermal stresses are considered; while in [79], centrifugal, bending moment and
shear stresses are considered.
DiCristoforo et al. [84] also utilised LMP, when they reviewed the design of the
second stage turbine blade of the GE MS6001 in order to achieve low stress
distribution in a high temperature region. In their method, the reduction of the creep
deformation was reduced by iteratively redesigning the airfoils by shifting the blade
section’s centre of gravity, so that a favourable bending moment is imposed at the
radial location of the highest temperature. In each iterative process, the blade stresses
were minimised using a parametric 3D FE model. Detailed geometry was acquired
through reverse engineering while operating parameters were obtained from the user’s
operating database. 3D FE heat transfer analyses were then made for the original and
restacking designs. Based on both thermal and stress analyses, the ݐ௙ for each design
was evaluated using LMP.
2.3.1.2 Creep Life Estimation Using the Strain Based Model
When using the strain based model, the life span of the material is predicted either by
direct calculation the ݐ௙ via the ߝሶ஼/ ߝ஼or by modelling the ߝ஼௧until certain critical creep
strain is achieved or certain desired time is required.
Classical Monkman-Grant empirical relation [58] for example provides the means
to compute the ݐ௙ based on the ߝሶ஼ௌ obtained at a given component ெܶ andߪ.
Monkman-Grant assumes that the ݐ௙ increases linearly as the ߝሶ஼ௌ decreases, thus
defining an empirical relation as given in Equation (2-11), with ெ݇ ீ and ݉ ெ ீ denoting
the empirically determined Monkman-Grant constants. Once both constants have been
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determined, ݐ௙ can be estimated when ߝሶ஼ௌ is input for any given stress and
temperature.
ݐ௙ = ெ݇ ீ
̇ߝ஼ௌ
௠ ಾ ಸ
(2-11)
In [85–87], experimental works were conducted on IN738C, Rene 80, and MAR-
M-002 at different ߪand ெܶ regimes. For each ߪand ெܶ , creep tests were carried out
and the ݐ௙, ߝ஼etc. were recorded before the log ߝሶ஼ௌ against log ݐ௙ graph were plotted.
Their findings showed that the Monkman-Grant relation was suitable for creep life
assessment.
Empirical curve fitting models, such as the Theta projection model and Omega
method (see Section 2.2.3), have been successfully used in component creep
prediction. Recently Evans [88], Ibanez et al. [89], Bagnoli et al. [90] and Baldan et al.
[91] separately performed evaluations on the utilisation of the Theta projection model in
providing accurate creep predictions for 1CrMoV rotor steel, NI100 and GTD111
superalloys. Based on their results, it was found that the ݐ௙ for any creep test at any
combination of ߪand ெܶ in the range studied can be accurately predicted.
In 2003, Yeom [92] used the Omega method to perform the creep life prediction
of Alloy 718 which is widely used for turbine disc application. In his research, the
Omega method was expressed by the hyperbolic sine law where the ߝሶ௢ and Ω were
expressed as a function of component ߪand ெܶ and the constants used in the
expressions were determined empirically. The results showed that the creep life
predicted using the Omega method expressed by the hyperbolic sine law provides
good agreement with experimental data.
A strain-based model that considers the properties of individual phases has been
modelled to reduce the use of empirical properties (i.e. stacking fault energy, material
constants, and the modulus) in order to perform creep life estimation. Miodownik et al.
[93] used JMatPro (Java-based Materials Properties), a software developed by Sente
Software Limited to obtain the ߝሶ஼ௌ and ݐ௙ for multi-component commercial nickel based
alloys, In their work, the overall properties of the component are obtained through
computation and integration of the properties of individual phases such as
thermodynamic properties, mechanical properties, stacking fault energy etc. Access to
individual phase properties allow self-consistent calculation of the respective
parameters required for ݐ௙ computation.
32
A more advanced strain based model has been developed by taking into account
the creep deformation at a micro-level. This was done by developing a numerical
strain-based model that considers the anisotropic behaviour of the material and
modelling the creep deformation at slip system level to determine the resolved shear
stress and the local shear creep strain accumulation.
Such work has been reported by Harrison et al. [94] and Shepherd et al. [95] in
which they assume that the creep deformation occurs at 12 octahedral and 6 cuboidal
slip systems. When a uniaxial load is applied for each slip system, the resolved shear
stress was determined before the shear creep strain was calculated using a modified
Graham-Walles equation to obtain the shear creep strain for a given increment of time.
The contribution of shear creep strain for every slip system was then resolved to give
the total creep strain on the global axis of the model. Determination of the creep life is
done by investigating the time required to achieve a certain limiting strain.
Apart from those authors, there are also several other models that are similar,
such as in [22], [96], [97]. However, all of the works also incorporated damage
parameters in their models which will be discussed in a later section.
2.3.1.3 Creep Life Estimation Using the Damage Based Model
The progress of creep deformation can be viewed as a progressive damage occurring
in a material which in time will lead to material failure. In view of this, the two most
prominent damage theories, which are the linear damage accumulation (LDA) theory
and the continuum damage mechanics (CDM), have often been used in component
lifing models.
In LDA, the damage accumulation is assumed to be a linear process with
damage, ܦ௅஽஺ beginning from zero (for undamaged material) and increasing linearly
during the creep deformation until ܦ௅஽஺ reaches unity when the material fails. The most
widely used LDA equation is given by Robinson [98] which defines the ܦ௅஽஺ as
ܦ௅஽஺ = ෍ ݐ௜
ݐ௙௜
(2-12)
where ݐ௜ and ݐ௙௜ denote the time spent and time to failure under condition ݅
respectively. According to him, the life consumption of each particular fraction of the life
span, at an elevated temperature, is independent of and without influence upon the
expenditure of all other fractions of the rupture life [98]. Equation (2-12) in some other
literatures is also known as the Robinson rule or the life fraction rule.
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Equation (2-12) allows the computation of damage when the material is exposed
under various mechanical and thermal loadings such as when the gas turbine is being
operated under different operation or mission profiles. Under these conditions, different
ݐ௙௜will be calculated with higher ߪ and ெܶ exhibit the lowest ݐ௙௜.
The ݐ௙௜ in Equation (2-12) can be done either by using creep rupture data
obtained from various recorded experiments or by using the life-based models or
strain-based models as discussed in the previous section. Works as such as [22], [34],
[73–77], [99], [100] have incorporated the LDA in their component creep life
assessment.
In CDM, damage accumulation occurring in a material is done by introducing a
damage state variable,߱ ஼஽ெ that describes the irreversible evolution of the material
damage withݐ. Similar to LDA, in CDM, ߱஼஽ெ changes progressively from zero
(undamaged material) to unity at which failure occurs. The theory was developed by
Kachanov and Rabotnov in the 1960s and has found widespread application in the
analysis of stress rupture and creep [101]. Generally, the damage rate, ߱ሶ஼஽ெ or
݀߱஼஽ெ ݀ݐ/ is defined as a function ofߪ, ெܶ and ߱஼஽ெ (߱ሶൌ ݂ሺߪǡܶ ǡ߱ ሻ̇ ) and can be
written as
߱̇஼஽ெ = ܥ஼஽ெ ൬ ߪ1− ߱஼஽ெ ൰௩಴ವಾ (2-13)
where ܥ஼஽ெ and ݒ஼஽ெ are constants of the constitutive equation. Integrating Equation
(2-13) between the limits ߱஼஽ெ = 0 at ݐൌ Ͳ and ߱஼஽ெ = 1 at ݐൌ ݐ௙ will give Equation
(2-14). Also, integrating Equation (2-13) between the limits ߱஼஽ெ = 0 at ݐൌ Ͳ and
߱஼஽ெ = 1 at ݐൌ ݐwill give the relation of damage evolution as given in Equation (2-15)
ݐ௙ = [ܥ஼஽ெ (ݒ஼஽ெ + 1)ߪ௩಴ವಾ ]− 1 (2-14)
߱஼஽ெ = 1− ቆ1− ݐ
ݐ௙
ቇ
ଵ
௩಴ವಾ ାଵ (2-15)
The creep life prediction using the CDM approach has shown remarkable
progress since it was first introduced. The work involves incorporating several damage
mechanisms into the CDM formalism, re-formulation of the classical CDM constitutive
equations, applying the CDM into complex 3D FE analysis with consideration of the
material’s anisotropic behaviour, hence turning CDM into more complex creep life
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modelling and estimation approach. Some of the recent work involving creep life
modelling and life estimation is given below.
Betten et al. [69] developed a 3D creep damage model for polycrystalline
materials with parallel flat micro-cracks. In their work, they assumed that the creep
damage is related to the degradation properties of surface discontinuities with a
coinciding orientation of parallel planar micro-cracks. By taking the coinciding
orientation as a unit vector, a damage vector was introduced as a function of ߱஼஽ெ and
the coinciding orientation unit vector. In their model, ߱஼஽ெ was defined as the integral
product of specific energy dissipation rate with ݐǢwhere the specific energy was
calculated by multiplying the equivalent creep strain rate and equivalent stress.
Qi and Bertram [102] have also developed a 3D anisotropic creep damage model
for face-centred cubic (FCC) single crystals. The scalar form of ߱஼஽ெ is converted into
a damage tensor to describe the anisotropic nature of the material. The model
accounts for the initial anisotropy of the crystal in the evolution function of the creep
and damage variables, and the crack-opening/closure behaviour due to micro-voids
and micro-cracks via the activation and deactivation mechanism of the damage. The
model has been applied to monotonous creep tests at an elevated temperature in
different orientations. The results show that the proposed model is capable of
describing both the strong orientation dependence and the non-linearity with respect to
the applied load of the entire creep process.
The capability of the model was further tested for the case of multi-dimensional
non-proportional loading conditions using the single crystal SRR99 as a case study and
has been reported in [103]. Additionally, the model has been coupled with the unified
model of Chaboche by replacing the stress tensor in the Chaboche model – this work
has been reported in [104].
MacLachlan et al. [105], [106] have investigated the creep behaviour of the single
crystal superalloy. In their model, the damage mechanics and the strain rate functions
of Kachanov-Rabotnov were revised to include the ultimate tensile strength, ܷܶܵ as
given in Equations (2-16) and (2-17) where ݑ஼஽ெ denotes the functions’ constant and
ߪ௘௙௙ denotes the effective stress respectively.
߱̇ = ܥ஼஽ெ ൬ ߪ௘௙௙
ܷܶܵ− ߱஼஽ெ
൰
௩಴ವಾ
(2-16)
̇ߝ஼ = ܧ௢ቆ ߪ௘௙௙
ܷܶܵ− ߪ௘௙௙
ቇ
௨಴ವಾ
(2-17)
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Integrating Equation (2-16) while specifying ߪ௘௙௙ as ߪ (ͳെ ߱஼஽ெ )/ gave ݐ௙ as
ݐ௙ = (ܷܶܵ− ߪ)௩಴ವಾ ାଵ
ܥ஼஽ெ (ݒ஼஽ெ + 1)ܷܶ ܵߪ௩಴ವಾ (2-18)
and damage profile as
߱஼஽ெ = 1− ߪ
ܷܶܵ
− ൬
ܷܶܵ− ߪ
ܷܶܵ
൰ቆ1− ݐ
ݐ௙
ቇ
ଵ (௩಴ವಾ ାଵ)/ (2-19)
It was found that by incorporating the ܷܶܵ into the revised damage mechanism
formulations, the curvature of the stress rupture data can be modelled more accurately.
The MacLachlan model has been utilised by Karaivanov et al. [107] when they
developed a 3D FE-based damage mechanism creep modelling for an advanced
hydrogen fired turbine system. They used Fluent and ANSYS to perform thermo-
mechanical analyses and developed a creep user routine (with the incorporation of the
MacLachlan model) for ANSYS to simulate the creep strain, damage equivalent stress,
damage parameter and their evolution simultaneously. A solid model of the NASA E3
blade was created using Pro/Engineering and the airfoil was modelled as a single
crystal with material parameters taken from CMSX-4. Using their model, the creep
damage distributions were obtained for various projected operating times while the
critical regions were identified.
MacLachlan et al. [108], [109] and Knowles and MacLachlan [110] have also
developed an FE slip system-based damage mechanism creep model by considering
the effects of rigid body rotation, slip system softening, strain rate hardening, threshold
behaviour and high temperature rafting. In their model, the slip was considered on the
two most activated families of the slip system occurring on modern single crystal
superalloys. The model was implemented as an ABAQUS User Material (UMAT) and
the framework was based on established theory of crystal plastic. The implementation
of the model to analyse the creep deformation on a cooled HP turbine blade has been
reported in [109]. A constant cross section blade design was constructed using
ABAQUS. Using the model, several contour plots, such as the blade temperature
profile, elastic thermal stresses, damage for both activated slip system and angle of
rigid body rotation were simulated.
Vladimirov et al. [111] have also developed an FE slip system-based damage
mechanism creep model by using the single crystal plastic model developed by
Cailletaud [112] and combining the CDM approach by introducing ߱஼஽ெ for each slip
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system in order to provide accurate anisotropic creep modelling at all three creep
stages. The work differs from that of MacLachlan et al. [108] who also used single
crystal plasticity theory in their model in the way ߱஼஽ெ is incorporated into the model.
For the MacLachlan model, ߱஼஽ெ was incorporated in the ߪ௘௙௙ formulation while in the
Vladimirov model, ߱஼஽ெ was included in the resolved shear stress formulation (for each
slip system).
Yu et al. [113] have also developed an FE slip system-based damage
mechanism creep model using a modified form of the Kachanov-Rabotnov damage
law. The creep damage equations developed were based on the relationship between
shear creep strain rate, damage rate and the resolved shear stress. Similar to the
MacLachlan model [108], the resolved shear stress was calculated via the slip plane
normal and slip direction. The proposed constitutive equations have been implemented
into UMAT of ABAQUS.
Esposito and Bonora [114] have proposed a new formulation of damage
mechanism by defining the damage evolution based on the accumulated creep strain
rather than time. By incorporating ߱஼஽ெ in the Norton Law relation, ߝሶ஼ was defined as
Equation (2-20) with ܣ஼஽ெ denoting the equation constant and ݊ denoting the stress
exponent.
̇ߝ஼ = ܣ஼஽ெ ൬ ߪ1− ߱஼஽ெ ൰௡ (2-20)
In their model, ߱஼஽ெ used in Equation (2-20) is defined as
߱஼஽ெ = ߱஼ோ ൜1− ൤1− ୪୬(௣೎ ఌ೟೓/ )
୪୬൫ఌ೑ ఌ೟೓/ ൯ܴ௩൨ఈ಴ವಾ ൠ (2-21)
where ߱஼ோ is the critical damage, ݌௖ is the effective accumulated equivalent creep
strain, ߝ௧௛ is the damage threshold strain at which creep damage initiates, ߝ௙ is the
failure strain at which failure occurs, ߙ஼஽ெ is the damage exponent that determines the
shape of the damage evolution and ܴ௩ is the triaxial coefficient that accounts for the
stress triaxiality effect.
ܣ஼஽ெ and ݊ in Equation (2-20) were determined empirically using available creep
data. Using the plot of  ߝ஼ and ߝ஼, ߝ௧௛ was determined as a point at which the slope
of the plot changes at the end of the secondary and the beginning of the primary creep,
while both ߱஼ோ and ߙ஼஽ெ were determined by an iterative numerical solution fitting
procedure. The application of the model was done by investigating the creep damage
evolution of IMI834 Titanium alloy (widely used in HP parts of axial compressors).
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Ashby and Dyson [115] have introduced a physically-based CDM in recognition
of the in-service material microstructural degradation. The effort was to place published
knowledge relating to the mechanism of microstructural degradation within the
mathematical framework provided by CDM. According to Dyson [116] if the material
damage can be categorised based on the kinetics of the damage evolution, then broad
categories will emerge which are Strain induced damage such as the mechanism of
grain boundary cavitation, sub-grain coarsening, and mobile dislocation; Thermally
induced damage such as particle coarsening and solid solution elements and
Environmentally induced damage in which the damage rate follows either the strain
induced or thermally induced damage with the additional incorporation of chemical
interaction with containment fluid.
Dyson had summarised (see Table 1 in his paper) the equations used to relate
the above mentioned damage mechanisms with,߱஼஽ெ ,߱ሶ஼஽ெ , and ߝሶ஼. For example, the
߱஼஽ெ ,߱ሶ஼஽ெ , and ߝሶ஼ for multiplication of mobile dislocation are written in Equations
(2-22), (2-23), and (2-24) with ߩௗ, ܥ, and ܪ denoting the dislocation density, material
constant and hardening parameter respectively.
߱஼஽ெ = 1− ߩௗ೚
ߩௗ
(2-22)
߱̇஼஽ெ = ܥ(1− ߱஼஽ெ )ଶ̇ߝ஼ (2-23)
̇ߝ஼ = ̇ߝ஼೚(1− ߱஼஽ெ ) sinhቆߪ(1− ܪ)ߪ௢ ቇ (2-24)
The equations described by Dyson have been recently used by Djakovic et al.
[117] when they developed a CDM model to predict the creep deformation of
aluminium alloy 2650-T8. The model developed considers several microstructural
degradation mechanisms such as the hardening defined by the ܪ , multiplication of
mobile dislocation with damage parameter given in Equation (2-22), particle coarsening
with ߱஼஽ெ as defined in Equation (2-25) and grain boundary cavity growth.
߱ = 1− ݎ௢
ݎ
(2-25)
where ݎ௢ and ݎ denote the average effective particle radius at ݐൌ Ͳ and at ݐൌ ݐ. By
combining all the damage mechanisms, the total creep strain was computed. Although
aluminium alloy 2650-T8 is not used for gas turbine components (it is mainly used for
supersonic aircraft fuselage skin), the method used by Djakovic can be applied to other
materials.
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2.3.2 Service-Based Approach
The service-based approach involves damage evaluation and remaining life
assessment of the service exposed component, which requires direct access to the
components. The present status of the component’s material is positioned within the
standard scatter band either by measuring its properties, hence providing a refined
prediction or direct assessment of the extent of the damage experienced by the
component as a result of actual service exposed [55].
The main methods of assessing the remaining life will involve both non-
destructive tests (NDTs) and destructive tests (DTs).
2.3.2.1 Remaining Life Assessment Using the NDT technique
NDT is a non-invasive technique used to assess or predict the performance and
service life of a component [118]. Although there are numbers of NDTs reported in
[118], several techniques are found to be favourable in assessing the anomalies of the
gas turbine blades such as visual inspection using tools such as a fiberscope or
boroscope to perform surface inspection, dye penetrant testing to examine surface
opening cracks, eddy current technique for detecting and sizing of a crack, ultrasonic
technique to detect cracks in the shoe of the blade, and radiographic technique
normally through wall measurement with film or real time radioscopy, X-ray diffraction
method, X-ray tomography, neutron tomography and neutron radiography [119–123]
Metallographic analysis by means of replication technique [124], [125] is another
form of NDT often used to assess the microstructural degradation of the material.
Using the replica sample, qualitative and quantitative assessments are done to relate
the levels of microstructural damage to life usage. Neubauer and Wedel [126] have
classified creep damage due to creep cavitation into different stages (undamaged, A,
B, C and D) and for each stage remedial action is prescribed, as shown in Figure 2-21.
When non-destructive metallographic analysis is performed, the present level of
damage can be classified according to the proposed classification, hence proper
remedial action can be taken.
According to Viswanathan [127], the damage classification made by the
Neubauer and Wedel scheme can be correlated with the component life fraction,ܮܨ.
Figure 2-22 provides an example of the correlation between cavity classification and
life fraction for 1Cr-0.5Mo tested at 570C.
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Figure 2-21: Classification of creep damage [127]
Similarly, when non-destructive metallographic analysis is performed, ܮܨ can be
determined hence the component remaining life, ݐ௥௘௠ can be calculated using Equation
(2-26).
ݐ௥௘௠ = ݐ௦௣௘௡௧൬1
ܮܨ
− 1൰ (2-26)
where ݐ௦௣௘௡௧ denotes the time already spent in service.
A similar technique has also been used in correlating other microstructural
degradation with ܮܨ, service time or temperature exposure time. Such correlations
have been reported in [128], [129].
Figure 2-22: Correlation between cavity classification and life fraction of 1Cr-
0.5Mo
2.3.2.2 Remaining life assessment using DT technique
Although the NDT life assessment techniques provide invaluable evidence as to the
condition of a component, the most reliable method of life prediction is that of direct
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creep testing of material removed from service [128]. Using the removed component, a
standard sized creep specimen will be tested using the DT technique. A typical
destructive evaluation includes metallography to identify cracks, cavities, coating
degradation and grain boundary carbide particles, tensile tests to determine the
strength or ductility degradation, impact tests to determine the extent of toughness
degradation, hardness test, stress rupture test, and creep test. Using the destructive
evaluations, the remaining life of the component will be determined.
Maraleh et al. [45] conducted a creep life prediction for a service exposed nickel-
based superalloy IN738 turbine blade. A stress rupture test at 850C with different
applied stresses was conducted using four turbine blade samples from different service
lives (30,000 hours, 45,000 hours, 60,000 hours and 80,000 hours) and compared with
an unexposed sample from the same material. Based on the test data, the residual life
of each service exposed turbine blade was calculated using LMP and life fraction rule
and plotted, as shown Figure 2-23.
Similar work has been carried out by Vaezi and Solaymani [130] when they
investigated the remaining life of an ABB-130 gas turbine blade which had been in
service for 61,000 hours. Three DT techniques, i.e. metallographic assessment, creep
test and hardness test, were first used to investigate the damage level of the blade.
Then, using LMP relationship, ݐ௙ was determined. Based on the calculation, it was
found that despite the blade being in service for 61,000, the remaining life of the blade
was approximately 32,000 hours.
Figure 2-23: Relationship between the actual service and residual life [45]
41
2.3.3 Statistical / Probabilistic Approach
Although a statistical approach has been partially used in some of the approaches
discussed earlier, most of the approaches (empirical-based model, such as the time
temperature parameter, Omega method, Theta projection method, etc.) used statistics
in order to assist the model development which in general is deterministic in nature.
In a statistical/probabilistic approach, statistical/probabilistic theory is used as the
main lifing method. This approach is used either as a means to substitute the existing
model, or as a means to account for uncertainties in the influencing parameters or
variables that will affect the creep life behaviour, or to provide the basis of performing
failure risk analysis. In this section, some works relating to this approach are
discussed.
Holdsworth and Davies [131] reported a new procedure for the assessment of
creep rupture data developed in the UK under BSI PD 6605 [132], [133]. In the new
procedure, three classical algebraic models and four time temperature parameters
were substituted with 18 statistical fitting models. Some of the proposed statistical
fitting models are given in Equation (2-27) and (2-28) for substituting LMP and OSD.
The other forms of the fitting models suggested by the standard can be seen in [131–
133]. In both equations, ߚ௞ is known as the statistical fitting constant.logݐ௙ = {∑ ߚ௞ log[ߪ]௞௡௞ୀ଴ } ெܶ/ + ߚହ (݊= 2,3,4) (2-27)logݐ௙ = {∑ ߚ௞ log[ߪ]௞௡௞ୀ଴ }ߚହ ெܶ/ (݊ = 2,3,4) (2-28)
In BSI PD 6605, the initial 18 fitting models were all fitted to a given material
creep data using maximum likelihood statistics where, by using this method, ߚ௞s were
numerically estimated. The most suitable fitting model was then selected on the basis
of its deviance and the results of several post assessment tests suggested by the
standard. The application of BSI PD 6605 on Alloy 617 can be found in [134], and on
12Cr alloy steel, with two improved fitting models designated as ADA and SDS models,
can be found in [135]. In addition, similar work has also been done by Eno and Young
[67] using similar forms of statistical fitting models for Alloy 617 and HAYNES® 230.
Uncertainties in measurements and influencing parameters can be investigated
using the statistical/probabilistic approach. Koul et al. [136] had performed a Weibull
probabilistic analysis in order investigate the variation in some microstructural
parameters such as grain size, grain boundary precipitate size and inter-particle
spacing. Prior to conducting the probabilistic analysis, a deterministic analysis was
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initially performed using the numerical damage-based creep model (model-based
approach) [137] in order to obtain the critical nodes. By randomising the microstructural
parameters, a three-parameter Weibull distribution was formed. Then the critical nodal
creep lives at a cumulative probability failure of 0.1% were estimated.
Koul et al. [138] extended their work when they performed a probabilistic analysis
on an F5001P turbine disc. Using a 3D FE damage-based model which constituted a
combined creep and oxidation damage, fracture critical locations were initially
determined. By randomising the grain size, a Log-normal plot was constructed before
the combined creep life at the fracture critical location at a cumulative probability failure
of 0.1% was estimated.
Liu et al. [139], [140] have proposed a simplified model of creep life assessment
using the statistical-based Response Surface Method (RSM) in order to reduce the
complexity and computational burden of the current creep life prediction. Log creep life
was taken to be the response, ܴ while several variables were taken as independent
variables. In [139], only gas temperature and rotational speed were considered while in
[140], seven variables were considered before four of them were finalised. Relationship
between the independent variables and creep life was developed using a Response
Surface Equation (RSE), as given in Equation (2-29), with ܾ and ݔ denoting the RSE
coefficient and independent variable respectively. To obtain the creep life 3D-FE based
creep models (model-based approach) were used as inputs to generate RSE. The final
RSE for [139] is given in Equation (2-30) with ௚ܶ and ܰ denoting the gas temperature
and rotational speed.
ܴ = ଴ܾ + ෍ ௜ܾݔ௜௞
௜ୀଵ
+ ෍ ௜ܾ௜ݔ௜௜ଶ௞
௜ୀଵ
+ ෍ ෍ ௜ܾ௝ݔ௝௞
௝ୀ௜ାଵ
௞
௜ୀଵ
(2-29)
logݐ௙ = 5.31− 0.592 ௚ܶ − 0.172ܰ + 0.00011 ௚ܶܰ + 0.263 ௚ܶଶ + 0.009ܰଶ (2-30)
Once the RSE has been established, probabilistic analysis is done by using
Monte Carlo simulation [140] where, for a given constant operating condition, variations
of the independent variables were specified according to normal distribution hence the
distribution of ܴ was formed. Based on their results, they discovered that the
component could be in service for 129,526 hours, some 97,918 hours longer than the
traditional method. Lui et al. [141] expanded the utilisation of RSM and Monte Carlo
simulation to develop a computationally efficient probabilistic creep-fatigue life
assessment by integrating a historical operational profile and forecasting a future
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operating profile. Similarly, for each segment of the operational profile, a probabilistic
distribution of independent variables were fed into the RSE and accumulative
probabilistic distribution of the ܴ was computed. Some works that also used RSM and
Monte Carlo simulation for probabilistic analysis on gas turbine blades can also be
found in [142] and [143].
2.3.4 Soft Computing Approach.
Although the model-based and service-based approaches have been successfully
used over the years, limitations and complexity of the approaches have driven
researchers to use another form of creep life estimation approach. For this reason, soft
computing techniques such as ANN, fuzzy logic and evolutionary algorithm have been
used. Among these soft computing approaches, ANN has been predominantly used. In
this section some of the works which involve the application of ANN in creep modelling
and life prediction will be given.
The majority of the works at present involve creating an ANN model that is
capable of predicting ݐ௙ when different combinations of influencing parameters are
used as inputs to the ANN model. Sourmail et al. [144] have used the Bayesian neural
network in order to express ݐ௙ and creep rupture strength (stress required to cause
failure) of austenitic stainless steel as a function of chemical composition, test
condition, stabilisation ratio, and solution treatment temperature. In their work, samples
used to train and test the network were obtained from a gathered material database
which contains a wide range of composition of the material group. Similar work was
done by Maritza et al. [145]. In their work, chemical composition and operating
condition were used as inputs to predict ݐ௙, creep rupture strength, yield stress and
ܷܶ ܵof a new iron-based superalloy. The database of the material group was also used
to train and test the network. In both works, predicted outputs were in agreement with
outputs obtained from the database.
Yoo et al. [146] have also used the Bayesian neural network to predict ݐ௙ of a
single crystal Nickel-based superalloy with alloy composition, creep stress and
temperature used as inputs. However, in their work, the Markov-Chain Monte Carlo
training algorithm was used to train the network. It was found that the network is able to
produce good ݐ௙ prediction with a correlation coefficient of 0.932.
Both Ibanez et al. [147] and Frolova et al. [148] have used a multilayer
feedforward back propagation (MFBP) neural network in predicting the ݐ௙ of GTD 111
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superalloy and 9%Cr Steel respectively. However, in the work of Frolova et al., the
creep rupture strength was also predicted. Inputs to perform the prediction were
different between the two works. In the work of Ibanez et al., temperature, stress,
orientation of how the specimen is machined and batch number were used as inputs
while in the work of Frolova et al., chemical composition, heat treatment parameters
and product form were used as inputs. In addition, samples used to train and test the
network in the work of Ibanez et al. were taken from the creep testing conducted by
them while in the work of Frolova et al., samples came from the material database.
Gupta et al. [149] have also used an MFBP neural network to predict the creep
properties of a rotating composite disc. In their work, a mathematical model of steady
state creep behaviour has been developed in order to provide the inputs-outputs
samples to train and test the network. Radial and tangential stress, radial and
tangential strain rates were selected as the network outputs while particle size, particle
content, operating temperature, and radial distance have been specified as the network
inputs. A 4-30-30-4 sized network was created and trained using the training samples
obtained from the mathematical model. Once training was completed, the network was
tested using unseen samples and comparison between the output produced by the
network and the mathematical model was made. It was found that excellent agreement
was achieved especially near the inner radius of the disc. Maximum variations,
however, were observed in radial and tangential strains with values reaching 16 to
13%.
Besides using the ANN to predict the material ݐ௙ for a given set of inputs, ANN
has also been used to predict the influencing parameter(s) prior to creep assessment.
Jeong and Kim [150] have used ANN to predict the porosity content in a material in
order to develop an NDT technique for the quantitative estimation of creep damage.
Based on the experimental results obtained at different creep life fractions, ultrasonic
velocities and material porosity were measured; the material void aspect ratio was then
calculated using a micro-mechanical equation. Two types of network (Types 1 and 2)
were constructed using MFBP. In Type 1 network, ultrasonic velocities and material
porosity were selected as model inputs and output respectively. On the other hand, in
Type 2 network, ultrasonic velocities and void aspect ratio were used as model inputs
while material porosity was selected as model output. In addition, in the Type 2
network, an additional MFBP network was constructed in order to predict the void
aspect ratio for given ultrasonic velocities. It was found that both networks were able to
give good porosity prediction with Type 2 network being better than Type 1.
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Zarrabi et al. [151] incorporated ANN into their proposed creep damage model in
order to obtain the creep internal energy which they assumed to be proportional to the
material creep damage. MFBP neural network was used in their study where the output
and input to the model are the creep internal energy and time respectively. The
predicted internal energy using the ANN model was further used to obtain the creep life
of the component. Validation was carried out on 2.25%Cr1%Mo steel and the predicted
and experimental creep lives were then compared.
Parthasarathy et al. [15] used a dynamic neural network to predict the critical
location metal temperature of a given mission profile based on the inputs of rotational
speed, near-critical location gas temperature and mass flow. Once training had been
completed, an unseen mission profile was then used to test the performance of the
network. The neural network predicted temperature for the given unseen mission
profile was found to be in good agreement with the FE predicted temperature with
maximum prediction error to be around 10%.
The works discussed in the previous paragraphs have shown the capability of
ANN as an approximator to approximate creep properties. Beside its approximating
function, ANN has also been used to perform creep damage classification. Dobrzanski
et al. [152] have used a self-organising neural network to perform damage
classification of different levels of microstructural damage by means of image
recognition. In their work, five classes of damage level: Class I – structure close to
initial stage, Class II – possibly of singular void, Class III – oriented voids, chains of
voids, linking of voids, Class IV – micro-fractures, and Class V – macro-fractures, were
defined. Images taken from the scanning electron microscope (SEM) for each class of
damage level were digitally processed, hence features defining each class of damage
level were defined and used as input vectors. The output of the network is the
classification of the defined damage level. Several sizes of network were created and
the best network was chosen based on the classification efficiency. Using unseen
samples of different damage levels, classification efficiency was measured. It was
found that the efficiency of the classification was 92%.
Dobrzanski et al. [153] further extended his damage classification method by
replacing his previous self-organising network with an MFBP neural network. In this
work, although the same damage classes were used to classify the damage level of
13CrMo4-5 low alloy steel, different features were used to define each class of damage
level.
46
2.3.5 Summary of the Creep Life Estimation Approach
Figure 2-24 provides a visual summarisation of the creep life estimation approaches
discussed in Section 2.3 which in general can be classified into four broad approaches
which are the Model-Based approach, Service-Based approach, Statistical
/Probabilistic-Based approach and Soft Computing approach.
Figure 2-24: Summary of creep life estimation approach
The model-based approach which involves model creation for creep behavioural
representation and life prediction can be further classified into two sub-approaches:
which are the total life approach and damage tolerance approach. The main features
and methods of different models in the total life approach are given in Table 2-3.
The utilisation of time temperature parameters provides the simplest form of
creep life estimation. Because of the simplicity of the approach and the ease of
obtaining the parameter master curves in the open literature, this method is still widely
accepted. The challenge with this approach is how the external analytical or numerical
models (i.e. the performance, diagnostic, thermal and stress models) are developed
and coupled to form an integrated lifing framework.
When dealing with an analytical model in order to perform thermal or stress
analyses, the accuracy of the analyses will depend on the decision whether to perform
the analysis in 1D, 2D or 3D; it also depends on how many contributing elements are
included in the models (i.e. incorporation of bending stress, centrifugal stress, thermal
stress, uniform or non-uniform gas temperature distribution, type of cooling technology
etc.). As more elements are considered, the complexity of the model and the amount of
information required for the model will increase.
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Table 2-3: Features and method of different models in total life approach
Main Features Method
Life-based
model
ݐ௙ is directly predicted by form
influencing parameters.
Utilisation of time temperature parameter
Strain-based
model
ݐ௙ is directly predicted via ̇ߝ஼ or
ߝ஼ or modelling ߝ஼ until critical
state.
 Utilisation of Monkman-Grant, Dobes-Milicka
or Koul relation.
 Utilisation of fitting model such as Theta
projection and Omega method
 Inclusion of material individual phase
 Consideration of a material anisotropic
behaviour
Damage-
based model
Damage is accumulated until
material fail. Fractional life span
and damage parameter is
introduced.
 Utilisation of LDA theory by accumulating
fractions of life span until it reaches unity.
 Utilisation of CDM to account for irreversible
evolution of material damage with time
Accuracy of the thermal and stress FE analyses on the other hand will depend on
the complexity of the constructed model (2D or 3D), mesh density, types of element,
determination of boundary conditions, and also how creep constitutive equations
should be incorporated in the code. Often CFD analyses are performed in order to
obtain proper boundary conditions of the internal and external surfaces. In addition, as
the complexity of the current approach increases, the computational time also
increases.
Both numerical and analytical models used to perform the thermal and stress
analyses require inputs from a performance simulation model. Input for the
performance model, however, can come from either a data acquisition system or be
manually input.
A strain-based empirical model, such as the Monkman-Grant, Dobes-Milicka and
Koul relationships, also offer the simplest solution to creep life estimation. More
complicated empirical models are those of empirical curve fitting models such as the
Theta projection or Omega method. These methods, although relatively simple, require
the determination of respective constants via creep test data, manipulation of natural
logarithm/logarithmic plots or non-linear optimisation algorithms.
A strain-based model that considers detailed analysis of individual phases of the
material, modelling the anisotropic behaviour of the material and developing
constitutive creep equations at a micro-level, provide a more advanced solution. These
models minimise the dependency on empirical data and provide a more realistic
investigation of creep deformation, thus improving the creep life estimation.
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LDA theory provides the simplest form of damage-based life assessment. Due to
the underlying principle that discounts the historical influence of the progressing
damage, the damage calculation becomes rather crude and less accurate. A better
damage-based life assessment that accounts for damage evolution of the material has
been developed using the CDM approach. Within recent decades, improvements to the
CDM approach have been made in several ways. These involve modification of the
classical CDM constitutive equations at a macro or micro level, consideration of in-
service microstructural degradation and different creep damage mechanisms,
performing creep damage assessment via 3D FE analysis, incorporating CDM in slip
systems deformation through FE analysis, and proposing new formulation of CDM by
defining the damage evolution based on the accumulated creep strain rather than time.
Life assessment using a service-based approach requires direct access to the
service exposed component through NDT or DT. NDT techniques such as visual
inspection, dye penetrant testing, eddy current testing, radiographic testing are often
used to detect anomalies in gas turbine blades. In addition, metallographic analysis by
means of a replication technique provides another way to access the state of
microstructural damage, hence by using a correlated component life fraction, the
remaining life of the component can be assessed.
The DT technique is seen as the most reliable method of creep life prediction and
is done by removing the components from service. Using the removed component,
several destructive evaluations such as metallography examination, impact test,
hardness test, stress rupture test and creep test can be performed; the remaining life is
then determined using any parametric method such as LMP and the life fraction rule.
The statistical fitting model used in the statistical/probabilistic-based approach
provides another form of creep rupture data assessment. The fitting model can be
derived either from the existing classical algebraic models or time temperature
parameters. In addition to that, statistical RSM can also be used to simplify the existing
complex model-based approach by creating a functional relationship between the
creep life and several functional parameters.
Apart from that, statistical/probabilistic theory has also been used to account for
variations in the microstructural parameters and their effect on creep life prediction.
Weibull and log-normal distributions are often used in the analysis. Additionally, the
probabilistic analysis can also be done using Monte Carlo simulation. In some work,
both Monte Carlo simulation and RSM have been incorporated to develop a
computationally efficient probabilistic analysis.
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A soft computing approach by means of ANN has formed another dimension in
creep modelling and life estimation due to the limitations and complexities of both
model-based and service-based approaches. In the majority, ANN has been used to
create a direct mapping between the material ݐ௙ and different combinations of the
influencing parameters using different types of network. In addition, ANN has also been
used to predict influencing parameter(s) prior to creep assessment. The capabilities of
ANN to perform image recognition and classification have also been used to create
damage classification techniques in order to assess material.
The application of ANN in creep properties’ prediction and classification has
been, in the main, material oriented. What this means is that most of the inputs
selected for the network construction are material featured parameters (i.e. material
chemical compositions, stabilisation ratio, heat treatment parameters, and particle
size). So far only Parthasarathy et al. [15] have used engine performance parameters
(i.e. mass flow, rotational speed and hot gas temperature) as inputs to ANN in order to
predict ெܶ which has been considered to be one of the most influencing factors in
changing creep life consumption. The work of Parthasarathy et al. has opened another
door to how another form of functional relationship that ties creep life prediction to gas
turbine performance parameters in ANN formalism can be created. The success of
their work means that it is possible to use ANN as a tool to create a performance-
based creep life prediction that could simplify the overall process of creep life prediction
for gas turbine application which, at the moment, is complex and multi-disciplinary.
2.4 Chapter Conclusion
The writing in this chapter is divided into three parts. In the first part, a broad discussion
regarding different damage mechanisms in gas turbine hot sections is presented. This
includes a discussion of HCF, LCF, TMF, high temperature corrosion/oxidation and
creep. Also, discussions on how different component functions and applications can
influence the dominancy of one particular damage mechanism over another are also
given.
In the second part of the chapter, discussion regarding creep deformation is
given in a more detailed manner. This includes a discussion on the impact of elevated
temperature exposure to microstructural degradation, the phenomena of creep
deformation, the creep curve and stress rupture curve, the factors affecting creep
deformation, the different methods to model the creep curve, and time temperature
parameters.
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The last part of the chapter provides an overview of the existing methods in
performing component creep life estimation. In this part, the existing methods are
classified into different categories and for each category examples of several recent
works are provided and discussed. At the end of the chapter, a summary of the creep
life estimation approach is given.
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3 METHODOLOGICAL APPROACH
This chapter provides the fundamental ground on which the research will be built. In
the first part of the chapter, the idea implemented in this research is provided before
the research methodology diagram is presented. In the later part of the chapter,
explanations are given regarding major research works conducted in order to develop
the alternative creep life estimation model. At the end of the chapter, a description of
the evaluation process of the proposed model is given.
3.1 Research Idea
Figure 3-1: Illustration of research idea
As mentioned in the first chapter, the aim of this research is to develop an alternative
creep life estimation model that is able to ‘absorb’ the complexity of the existing creep
life estimation methods at a macro level using the ANN technique. The idea of this
research is illustrated in Figure 3-1. The existing method shown in Figure 3-1 is an
example of a typical integrated creep life estimation process based on the model-based
approach which requires both primary and secondary inputs and many complicated
sub-processes. Primary inputs are the user’s main inputs on which the estimations of
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the component creep life are based, such as the operation profile input and the health
status of the engine. On the other hand, secondary inputs are those used for sub-
processes such as component geometry, material property and thermal characteristics.
These inputs remain unchanged and are considered as one-off data entries.
In principle, when the alternative neural-based model is developed, the existing
sub-processes and secondary inputs will be absorbed, thus creating a simple
alternative solution that can meet the criteria defined in the first chapter. By
incorporating the existing sub-processes and secondary inputs, a direct link between
the user’s desired inputs and the component’s estimated creep life can be established.
This will permit rapid calculation while maintaining prediction accuracy.
3.2 Research Methodology Diagram
The research methodology diagram depicted in Figure 3-2 provides a summary of how
the research was being carried out in order to develop the alternative neural-based
model. As shown in Figure 3-2, an integrated creep life prediction model was first
developed and integrated with existing in-house performance simulation software
called PYTHIA [154]. Then, using the developed integrated model, the neural-based
prediction model was constructed. Note also that prior to the development of the
neural model, several tasks were performed. These include performing parameter
impact analysis on blades’ creep life, populating training samples for the construction of
the neural-based model, performing a process analysis etc.
Creep lives predicted by both models (integrated and neural) were then
compared in order to investigate the performance of the neural model. In addition, a
comparison between different proposed architectures developed within the neural
model was made. Finally, uncertainty analysis was carried out to measure how well the
neural model responds to different levels of noisy or uncertain inputs.
3.3 Development of an Integrated Creep Life Estimation Model
Before the model was developed, several important decisions needed to be made
regarding how it should be built. This involved decisions on:
a. the main lifing approach that is going to be implemented;
b. the number of sub-models required and how data will be transfer from one sub-
model to another;
c. the governing equations that are required for each sub-model;
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d. whether to use analytical, numerical or empirical method for each sub-model
created;
e. whether to use a parametric model, damage model or crack model for
predicting the blade’s creep life;
f. the extent of the model created, i.e. whether to apply the life prediction model to
all the major gas turbine components or should the model focus on the most
critical one; and
g. the level of improvement that the model will offer.
Figure 3-2: Research methodology diagram
Once the decision was made, the integrated creep life estimation model was
developed. Using PYTHIA as the main platform, the model was then incorporated to
produce a new version of the program with a creep life prediction capability. Several
new interfaces were created to tailor the functionality of the developed integrated
model. This enabled the user to perform single or multiple stage, cooled or uncooled
HP turbine blades’ creep life prediction under any given operating and health
conditions, either for a single operation point or for any given mission profile,
automatically.
In order to perform the parameter impact analysis, as shown in Figure 3-2, a
simple relative parameter called Creep Factor was introduced. Using the Creep Factor,
the influence of selected operating (i.e. altitude, ambient temperature, rotational speed
etc.) and health parameters (i.e. compressor fouling and turbine erosion index) were
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quantified. This is necessary as the outcomes of the analysis are used in designing the
neural-based model.
Using the developed model, training samples for the development of the neural-
based model were also populated; these consist of input parameters at different engine
operating and health conditions together with their corresponding creep life. In addition,
the model was also used to generate post test samples in the form of either a single
operating point or multiple operating points (mission/operation profile) so that
comparison analyses between the two integrated and neural-based models could be
done.
3.4 Impact Analysis of Different Operating and Health Conditions on the
Blade’s Creep Life
The analysis aims to investigate how several selected operating and health parameters
can have an influence on changing the HP turbine blade’s creep life. Using the Creep
Factor, the analysis was divided into two parts. In the first part, an impact analysis of
several selected parameters on the blade’s creep life was individually executed in order
to quantify individual impact weight when a unit of the corresponding parameter
deviates from a reference operating condition. Having to calculate the impact weight,
the sensitivity of each parameter in changing the HP turbine blade’s creep life was
assessed. This is crucial as the results provide some insights on how samples should
be populated via the integrated creep life estimation model in order to construct the
neural-based creep life model.
In the second part of the study, the influence of a given mission profile on the HP
turbine blade’s creep life was investigated with the inclusion of component
degradations such as compressor fouling and turbine erosion. The given mission
profile was simulated using a clean engine before the same mission profile was
simulated using a degraded engine. Using the Creep Factor approach, the impact of
both the clean and degraded engines on the HP turbine blade’s nominal creep life will
be measured.
3.5 Development of a Neural-Based Creep Life Estimation Model
The work focuses on proposing several architectures that can be used to construct a
neural-based creep life estimation model suitable to predict the HP turbine blade’s
creep life in a clean and degraded engine. But before the architectures can be
proposed, several considerations need to be made. One of the processes in
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determining how the architectures can be moulded is to understand the requirements
and the procedures of the existing creep life method which can be called the process
analysis, as shown in Figure 3-2. In this analysis, an output-input process tree was
constructed. As the neural-based model is treated as an alternative solution to the
existing estimation process, the focus of the analysis was to provide a process tree
representing the developed integrated creep life prediction model. The outcome of the
process analysis was several proposed architectures for both a clean and degraded
engine.
Another consideration during the development of the neural-based model is how
the sample should be populated. The concern during this stage is what should be
made as the inputs and outputs to the proposed architectures. As the proposed
architecture is different from one to another, the topology of the neural network for each
proposed architecture was decided as well.
Another consideration that is also crucial in implementing the proposed
architecture to a specific engine model, is the size of the samples required to train the
network. This is dictated by how sensitive each input parameter is in changing the
blade’s creep life. The outcome from the impact analysis performed using the Creep
Factor approach, via the integrated model in this case, is important as the comparison
of the impact weight provides a good understanding of how one parameter is different
from another. Also, issues such as the appropriate size of the network and the types of
training algorithm used to train the network are important when the proposed
architectures were applied to the selected engine model.
3.6 Evaluations of the Proposed Architecture
Evaluation of the neural-based model is divided to two parts. The first part looked at the
prediction accuracy of the neural-based model when the predicted creep life was
compared with the integrated model. Prediction errors were calculated and the overall
performance of the proposed architectures was quantified. After having performed the
analysis, a comparison between the different proposed architectures was made. In
addition, the performance of the proposed architectures was again assessed using the
same clean and degraded mission profiles previously used in Section 3.4. Using the
integrated and neural-based creep life estimation methods, the mission segment and
the nominal turbine blade’s creep lives were compared.
The second part evaluates the effects of input uncertainties on the creep life
prediction accuracy when different levels of input uncertainty were applied to each
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clean engine proposed architecture. Several operating points within the gas turbine
operating envelope were randomly selected and treated as the reference operating
points. Then for each reference point, random input samples with different levels of
uncertainty were populated before they were input into each clean engine’s proposed
architecture. The predicted creep lives (at each level of input uncertainty and at each
reference operating point) were then compared with their corresponding creep lives
predicted using their corresponding ‘uncertain-free’ inputs.
3.7 Chapter Conclusion
This chapter reports the methodology used to carry out the research. The first part of
the chapter discussed the idea of the research. By implementing the research idea, the
methodological approach is designed and the major tasks involved in this research are
clustered, specified and linked to each other which include the development of an
integrated creep life estimation model, the impact analysis of different operating and
health conditions on the blade’s creep life, development of the neural-based creep life
estimation model, and evaluation of the proposed neural-based creep life estimation
architectures. Later, a description of each major task is given.
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4 INTEGRATED CREEP LIFE PREDICTION MODEL
This chapter discusses the overall structure of the integrated creep life prediction
model before a detailed algorithm for each sub-model is presented. In addition, it
depicts the samples of the program interfaces when the prediction model is
incorporated with the existing in-house gas turbine performance and diagnostic
software, PYTHIA.
As mentioned in Chapter 3, this integrated model serves several purposes:
a. It is used to generate training samples for the construction of the proposed
neural-based creep life prediction architectures
b. It is also used to generated post test samples in order to assess the
performance of each suggested neural-based creep life prediction
architecture
c. It is used to study the effects of different operating and health conditions on
a selected engine model HP turbine blade’s creep life.
Although the engine selected for this research is a turboshaft engine, as outlined in the
research scope, a generic integrated model is constructed. This is to allow future
studies to be carried out using different engines with a different turbine design and
cooling technology.
4.1 Model Consideration
Before the model is constructed, several important decisions need to be made. The
decisions involve whether to use a model-based approach, a service-based approach,
or a statistical/probabilistic-based approach as the main lifing approach; whether to use
an analytical, numerical or empirical method for each sub-model created; or whether to
use a parametric, damage or crack model for the prediction of creep. Also the research
needs to decide whether to apply the life prediction model to all the major gas turbine
components or if the model should focus on the most critical one.
It was decided to choose the model-based approach, as discussed in Chapter 2,
as the main lifing approach. The main reason for selecting the model-based approach
is to reduce any complications when the integrated model is incorporated with PYTHIA
which has been constructed using the model-based approach. Moreover, other
approaches, such as the service-based approach, were deemed unsuitable for this
research as no facilities were available in the Department to perform the necessary
testing.
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In addition, an analytical approach is selected to perform all of the preceding
analyses used to estimate the HP turbine blade’s creep life. The decision to use an
analytical approach is similar to why the model-based approach was chosen, which
was to ensure that integration with PYTHIA could be made easily. Furthermore, the
research was looking for a flexible and inexpensive approach that was capable of
generating different sizes of training samples to construct the neural-based creep life
estimation models.
Despite having several options in hand from which to choose, LMP parametric
method was chosen to estimate the HP turbine blade’s creep life. Among the reasons
for selecting this method is that the method has been applied successfully for a variety
of metals over many years [155]. In addition, the master curves are easily accessible in
open literature. Also, compared to other methods, the parametric method is relatively
easy and covers a wide spread of applications [34], [45], [46], [68].
The life estimation model focuses only on the HP turbine blades. The selection of
HP turbine blades is due to the fact that by comparison with other major gas turbine
components, HP turbine blades are exposed to the most volatile conditions (high
thermal and mechanical loading) which make them vulnerable to creep damage. For
this reason, HP turbine blades are considered to be the life limiting component and
often influence the inspection and maintenance interval [20],[21].
It was also decided that the model should be flexible enough to perform the life
prediction for both single stage and multi-stage HP turbine design with either cooled or
uncooled blades coated with thermal barrier coating (TBC). However, at this stage, the
model is capable of performing the creep life prediction for up to a 3-stage HP turbine
design.
4.2 Overall Structure of the Model
Since the prediction of HP turbine blades’ creep life can be computationally very
expensive, especially if the most elaborate and time-consuming finite element
procedures are applied, the model developed was simplified using a zero(0D) and one
dimensional (1D) analytical approach. The overall structure of the integrated creep life
prediction model is shown in Figure 4-1. The figure indicates the sub-models created
by the author and how the models relate to one another. The figure also depicts the
input required for each model before output is delivered from the life usage model and
the life estimation model respectively.
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Figure 4-1: Overall structure of the integrated creep life prediction model
From Figure 4-1, it can be seen that there are five sub-models created by the
author in order to construct the integrated creep life estimation model which are:
a. The Operation/Mission Profile Model that simulates the performance of a model
engine for a given operation/mission profile, a single operating point or a user-
defined reference operating condition
b. The Blade Stress Model that calculates the blades stresses
c. The Blade Thermal Model that performs the blade thermal analysis
d. The Life Estimation Model that calculates the blade’s creep life; and
e. The Life Usage Model that provides the percentage of blade creep life usage for
a given operation history.
4.3 Operation/Mission Profile Model
This model enables the research to carry out performance simulation for a single point
or for a given operation or mission profile. This can be done for both clean and
degraded engines. Figure 4-2 illustrates the flow diagram of the model.
Figure 4-2: Flow diagram for the Operation/Mission Profile Model
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When the users define the inputs, as shown in Figure 4-2, the operating
parameters, such as the altitude, ambient temperature, rotational speed, calibrated air
speed and Mach number, and the health parameters, such as isentropic efficiency and
flow capacity indices, are input into the model.
If calibrated air speed (CAS) is defined by the user, the value is sent to the
Atmospheric and Air Speed Model to calculate the corresponding Mach number. The
reason for calculating the Mach number is because PYTHIA only recognises Mach
numbers as the mean of speed. Thus any form of speed, such as the CAS or the true
air speed (TAS), need to be converted to a Mach number.
For this model, CAS is used as one of the user’s inputs. CAS is the speed shown
by a conventional airspeed indicator after correction for position error (the amount by
which the local static pressure at a given point in the flow field differs from free-stream
static pressure is called the position error of the installation [156]) and instrument error
[157]. Hence to calculate the Mach number, CAS needs to be converted to TAS. The
procedure to perform the CAS to TAS conversion was adapted from [158] and the
algorithm is given in Appendix A.1.
Once the Mach number is calculated, the value will be sent back to the
Operation/Mission Profile Model. Together with the other operating and health
parameters, a performance input file is generated in order to execute the performance
simulation in PYTHIA. The output of the simulation, in the form of a performance output
file is sent back to the Operation/Mission Profile Model before the corresponding aero-
thermal properties needed for subsequent analysis are extracted.
If a mission/operation profile is inputted, each profile segment (take-off, cruise
etc.) operating parameters and the respective operating hours (time spent for each
segment) will be divided into smaller segments. The division of the segments will
depend on the step size defined by the user. The reason for having smaller step sizes
is to allow a rapid-change segment to be included in the life estimation process.
Similarly, a performance input file accounting for all profile segments is then generated
for subsequent performance simulation in PYTHIA.
4.4 Blade Stress Model
This model considers the effects of centrifugal loading and gas bending moment as its
main sources of stress. Once the engine aero-thermal properties have been simulated,
the values are inputted into the stress model to calculate the blade’s stresses due to
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the centrifugal load caused by engine rotation and the gas bending moment caused by
the change in gas momentum and the presence of a static pressure difference.
A pseudo 2D analytical approach is applied where the variations of the blade
stresses are predicted at several specified locations along the blade span and the
blade chord. Along the blade span, four locations which are at the blade root, 25%
distance from the blade root, mid span, and 75% distance from the blade root are
specified. For the blade chord, three locations which are the blades trailing edge (TE),
leading edge (LE), and the furthest point at the back of the blade are also specified.
The reason for calculating the blade stresses only at the three locations is because
these locations are most likely to have the highest tensional or compressible stress.
The aim of the Blade Stress model is to obtain the maximum stresses
(combination of all sources of stress) at all of the specified blade span locations.
However, in order to reduce the amount of input required for the blade stress model,
the blade is divided into two sections which are the root to mid section and mid to tip
section. By having the two sections, the maximum stress for the blade root, mean and
tip are calculated. Once these maximum stresses are obtained, the maximum stresses
at 25% and 75% distance from the blade root will be approximate.
The stresses calculated at the blade root, mean and tip are based on the
summation of the centrifugal stress and the bending moment stresses. Since there are
three chord-wise locations (TE, LE and the back of the blade) specified for the blade
root, mid and tip, three blade stresses are computed. Thus the maximum stress would
be the highest blade stresses of the three chord-wise locations.
Figure 4-3: Flow diagram of the Blade Stress Model
The Blade Stress Model consists of five sub-models (see Figure 4-3) which are
the Centrifugal Stress Model, the Pressure Bending Moment Model, the Axial Velocity
Model, the Momentum Bending Moment Model, and the Maximum Stress Model. The
62
model receives simulated aero-thermal properties from PYTHIA together with rotational
speed (either defined by the user or simulated by PYTHIA) and the blade input
specified by the user. The user blade inputs required by the Blade Stress model are
listed in Table 4-1 while the outputs predicted for each sub-model are listed in Table
4-2.
Table 4-1: Blade inputs used for the Blade Stress Model
Blade input
1 Blade density 2 Number of blades
3 Shroud mass 4 Absolute rotational speed
5 NGV and blade cooling effectiveness 6 Stager angle at blade root at mid
7 Maximum second moment of area for
blade root and mid
8 Minimum second moment of area for
blade root and mid
9 NGV pressure recovery 10 NGV coolant stage mass fraction
11 Cross sectional area of blade root,
mid and tip
12 Distance to blade section CG for
blade root and mid
13 LE radius for blade tip and root 14 TE radius for blade tip and root
15 Stage temperature drop percentage
Table 4-2: Outputs for Blade Stress Sub-Model
Sub-Model Model Output
Centrifugal Stress Model Centrifugal stresses on the tip, mean and the root of
the blade
Pressure Bending Moment Model Pressure bending moment about the blade root and
blade mid height
Axial Velocity Model Turbine blade inlet and outlet axial velocity
Momentum Bending Moment Model Momentum bending moment about the blade root
and blade mid height
Maximum Stress Model Total stress at LE, TE and the back of the blade at
blade root and mid, maximum stress at the blade
root, mid, 25% and 75% distance from the blade root
4.4.1 Centrifugal Stress Model
This model calculates the centrifugal stress acting on the tip, mean and root of the
blade. In order to calculate the centrifugal stress, the centrifugal force acting on each
blade section is calculated first using Equation (4-1). It is assumed that for each blade
section, the centrifugal force acts on the blade section’s centre of gravity (CG) as
shown in Figure 4-4.
ܥܨௌ௘௖ = ݉ ௌ௘௖ × ߱ଶ × ݎ஼ீ (4-1)
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where ݉ ௌ௘௖ is the mass of a specified blade section or shroud, ߱ is the blade angular
velocity, ݎ஼ீ denotes the radius between the rotation axis and the specified blade
section centre of gravity or the shroud centre of gravity.
Once the blade section centrifugal forces are calculated, the centrifugal forces
acting on the blade tip, mid and root are calculated. As shown in Figure 4-4, the
centrifugal force at the tip of the blade is caused by the centrifugal force of the shroud
mass, while the centrifugal force acting at the mid of the blade is the summation of the
centrifugal forces acting on the shroud and the blade mid-tip section. Similarly, the
centrifugal force acting at the root of the blade is the summation of centrifugal forces
acting on the shroud and the two blade sections (mid-tip section and root-mid section).
Figure 4-4: Blade sketch with centrifugal loading
The centrifugal stresses at the blade tip, mid and root, ߪ஼ிௌ௣ are then calculated
using Equation (4-2) with ܥܨௌ௣ being the centrifugal force acting at each of the blade’s
tip, mid or root, and ܣ஼ௌௌ௣ the corresponding cross sectional area.
ߪ஼ிௌ௣ = ܥܨௌ௣
ܣ஼ௌௌ௣
(4-2)
The algorithm of this model was adapted from [26] and is given in Appendix
A.2.1.
4.4.2 Pressure Bending Moment Model
As the gas travels across the blade, the static pressure changes accordingly. The
difference between the inlet and outlet static pressure will produce a resultant pressure.
Consequently, the resulting pressure will produce a pressure force that is able to
generate a bending moment about the specified locations along the blade span.
Similar to the Centrifugal Stress Model, the Bending Moment model assumes that
the pressure force, ܲܨௌ௘௖ acting on each blade section calculated using Equation (4-3),
acts on the blade section’s CG as shown in Figure 4-5. From Equation (4-3), ܣ஺௡ௌ௘௖ is
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the blade section annulus area, ο݌஺௩ௌ௘௖ is the average static pressure difference for
each section (averaged between pressure static difference at the top of the section and
the bottom of the section), and ܰ௕ is the number of blades.
Figure 4-5: Blade sketch of the pressure force acting on the blade section
ܲܨௌ௘௖ = ܣ஺௡ௌ௘௖ × ∆݌஺௩ௌ௘௖
ܰ௕
(4-3)
Once the pressure forces are calculated, the bending moment about the blade
mid and root, ܤܯ ௌܲ௣ can be calculated using Equation (4-4) with ௌ݀௣ denoting the
distance between the section CG and the respective blade mid or root. Figure 4-5
depicts the two ௌ݀௣ measured from both blade section CD to the blade root in order to
calculate the bending moment about the blade root.
ܤܯ ௌܲ௣ = ෍ ൫ܲ ܨௌ௘௖ × ௌ݀௣൯ (4-4)
Since PYTHIA only provides the inlet and outlet properties of the turbine blade as
a whole, the model also calculates the intermediate properties of a multi-stage turbine if
a multi-stage turbine design is used. The model assumes that the polytropic efficiency,
ߟ௉ remains constant across the turbine stages [159] and the value can be calculated
using Equation (4-5). In this equation, ௢ܲேீ௏ and ௢ܲை௨௧ are the turbine inlet and outlet
stagnation pressures simulated by PYTHIA respectively, ߛ௛௢௧ is the specific heat ratio
of hot gas, and ߟ௧ is the turbine isentropic efficiency.
ߟ௉ = ݈݊ ቌ1− ߟ௧൭1− ቀ ௢ܲேீ௏௢ܲை௨௧ቁ
ఊ೓೚೟ି ଵ
ఊ೓೚೟
൱ቍ
ߛ௛௢௧− 1
ߛ௛௢௧
݈݊ ቀ
௢ܲேீ௏
௢ܲை௨௧
ቁ
(4-5)
The outlet total pressure of the turbine stage, ௢ܲை௨௧ௌ௧௔௚௘ can then be calculated
using Equation (4-6) where ௢ܶை௨௧ௌ௧௔௚௘ is the outlet static temperature and is calculated
using Equation (4-7) with Ψ ௗܶ௥௢௣ denoting the temperature drop percentage of each
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turbine stage defined by the user, and ௗܶ௥௢௣ being the overall temperature drop across
the turbine. Note that, for the subsequent stage analysis (second stage of the blade
and so on), ௢ܲேீ௏ in Equation (4-6) and ௢ܶேீ௏ in Equation (4-7) are replaced with
௢ܲை௨௧ௌ௧௔௚௘ and ௢ܶை௨௧ௌ௧௔௚௘ from the previous stage.
௢ܲை௎்ௌ௧௔௚௘ = ௢ܲேீ௏ ൬ ௢ܶை௎்ௌ௧௔௚௘
௢ܶேீ௏
൰
ఊ೓೚೟
ఎು(ఊ೓೚೟ି ଵ) (4-6)
ைܶ௨௧ௌ௧௔௚௘ = ௢ܶேீ௏ − ൫% ௗܶ௥௢௣ × ௗܶ௥௢௣൯ (4-7)
Since the focus of creep life prediction is on the HP turbine blade, it is necessary
to calculate the gas properties at the inlet of the turbine blade (NGV exit properties).
This is because as the gas flows across the NGV, there is a reduction in the gas
properties, especially when NGV cooling is present. The calculation process is divided
into two parts. In the first part, the NGV exit temperature ௠ܶ ௜௫௜௡௚ is calculated using an
energy balance equation given in Equation (4-8) and shown in Figure 4-6.
ெܶ ௜௫௜௡௚ = ௢ܶேீ௏ − ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧ܥ ௖ܲ௢௟ௗ
݉௚௔௦ܥ ௛ܲ௢௧
( ஼ܶ௢௢௟௔௡௧ா௫௜௧− ஼ܶ௢௢௟௔௡௧ூ௡) (4-8)
where ܰܩ ௠ܸ ௔௦௦௙௥௔௖ is the mass fraction of coolant flow that enters the NGV input by
the user, ݉ ௖௢௢௟௔௡௧ and ݉௚௔௦ are the coolant and gas mass flow simulated by PYTHIA
respectively, ܥ ௖ܲ௢௟ௗ and ܥ ௛ܲ௢௧ are the specific heats for cold and hot gas, ஼ܶ௢௢௟௔௡௧ா௫௜௧ is
the coolant exit temperature obtained from the Blade Thermal Model, and ஼ܶ௢௢௟௔௡௧ூ௡ is
the coolant inlet temperature, also simulated by PYTHIA.
Figure 4-6: Imaginary mixing chamber to calculate blade inlet temperature
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In the second part, an imaginary mixing chamber, as shown in Figure 4-6, is
introduced to measure the blade inlet gas temperature with the effect of coolant gas
entering the system. It is assumed that all the coolant flow that leaves the NGV will mix
together with the core gas flow݉ ௚௔௦. From the thermodynamics mixing chamber
relation, the blade inlet gas temperature, ைܶூே is calculated using Equation (4-9).
ைܶூே = ݉௚௔௦ܥ ௛ܲ௢௧ܶ ெ ௜௫௜௡௚ + (ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧)ܥ ௖ܲ௢௟ௗ ஼ܶ௢௢௟௔௡௧ா௫௜௧
൫݉ ௚௔௦+ (ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧)൯ܥ ௛ܲ௢௧ (4-9)
To be able to calculate the static pressure difference, the absolute velocities
஺ܸ௕௦of the gas at the inlet and outlet of the blade need to be calculated by applying
Equation (4-10);
஺ܸ௕௦ = ට ஺ܸ௫ଶ + ்ܸ ௔௡ଶ (4-10)
where ஺ܸ௫ is the blade inlet and the outlet gas axial velocity calculated from the Axial
Velocity Model, and ்ܸ ௔௡ is the blade gas tangential velocity calculated using Equation
(4-11) for blade inlet and Equation (4-12) for blade outlet.
்ܸ ௔௡ = ஺ܸ௫ × ܽݐ ݊ߙ௢ (4-11)
்ܸ ௔௡ = ܷ − ܹ ்௔௡ (4-12)
where ߙ௢ is the NGV outlet angle, ܷ is the blade speed, and ܹ ்௔௡ is the outlet gas
relative tangential velocity calculated using Equation (4-13) where ߙଶ is the blade outlet
angle [160].
ܹ ்௔௡ = ஺ܸ௫ × ܽݐ ݊ߙଶ (4-13)
Once the velocities are determined, the static temperature ݐand pressure ݌are
calculated using Equations (4-14) and (4-15) respectively. Note that ௢ܶ and ௢ܲ used in
Equations (4-14) and (4-15) will depend on whether the calculation is made for the inlet
or the exit of the blade. If it is for the inlet of the blade, ௢ܶ and ௢ܲ will be ௢ܶூே andܲ௢ூே .
However, if the calculation is made for the outlet of the blade, ௢ܶand ௢ܲ will be
௢ܶை௨௧ௌ௧௔௚௘ and ௢ܲை௨௧ௌ௧௔௚௘ respectively.
ݐ= ௢ܶ − ஺ܸ௕௦ଶ2ܥ ௛ܲ௢௧ (4-14)
݌= ௢ܲ൬ݐ
ܶ
൰
ఊ೓೚೟
ఊ೓೚೟ି ଵ (4-15)
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The detail of the algorithm is given in Appendix A.2.2.
4.4.3 Axial Velocity Model
The axial velocity model is used to calculate both the inlet and outlet axial gas
velocities of the blade. From the mass flow continuity [159], we know that the term ௠ ඥ ೚்
஺௉೚
and ௏
√்
can be expressed in relation to the Mach number, stagnation and static
temperature as given Equations (4-16) and (4-17).
݉ඥ ௢ܶ
ܣ ௢ܲ
= ܯ ටߛ
ܴ
൬
௢ܶ
ݐ
൰
ି(ఊ೓೚೟ାଵ)
ଶ(ఊ೓೚೟ି ଵ) (4-16)
ܸ
ඥ ௢ܶ
= ܯ ඥܴߛ ൬ ௢ܶ
ݐ
൰
ିଵ ଶൗ (4-17)
where ܸis the velocity, ܯ is the Mach number, ܴ is the ideal gas constant and ܣ is the
cross sectional area where the gas travels.
In this model, the term ݉ඥ ௢ܶ (ܣ ௢ܲ)ൗ is denoted as ܳ and for each blade inlet and
outlet ܳݏ are obtained from the Pressure Bending Moment Model where݉ ,ܶ௢,ܣ, and
ܲgiven in Equation (4-16) are taken as ݉௚௔௦, ௢ܶூே (for inlet) or ௢ܶை௨௧ௌ௧௔௚௘ (for outlet),
ܣூ௡(for inlet) or ܣை௨௧(for outlet) and ௢ܲூே (for inlet) or ௢ܲை௎்ௌ௧௔௚௘ (for outlet). Note that
ܣூ௡ and ܣை௨௧are the blade inlet and outlet annulus area.
Taking the ܳ values from Pressure Bending Moment Model as target
valuesܳ ்௔௥௚௘௧, the inlet and outlet ܯ are guessed and changed iteratively until the
values of ܳீ௨௘௦௦ calculated using Equation (4-16) are similar. This is done by observing
the error value, ܧ calculated using Equation (4-18) and letting the iteration process stop
when the threshold margin error is achieved which is െͲǤͲͲͷΨ൏ ܧ ൏ ͲǤͲͲͷΨ . Once
the values of inlet and exit Mach numbers are determined, using Equation (4-17), the
axial velocities are calculated.
ܧ = ்ܳ௔௥௚௘௧− ܳீ௨௘௦௦
ܳீ௨௘௦௦
× 100 (4-18)
The algorithm of the Axial Velocity Model is given in Appendix A.2.3.
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4.4.4 Momentum Bending Moment Model
When the gas traverses the blades, there exist forces acting on the blades due to the
velocity difference between the inlet and the outlet. These forces are produced by the
momentum change of the gases in both axial and tangential directions. In this model,
the blade section momentum forces for both axial, ܸܨ஺௫ௌ௘௖and tangential direction,
்ܸܨ ௔௡ௌ௘௖ are computed using Equations (4-19) and (4-20) respectively
ܸܨ஺௫ௌ௘௖ = ݉஺௥௘௔ × ܣ஺௡ௌ௘௖ × ∆ ௔ܸ௫௜௔௟
ܰ௕
(4-19)
்ܸܨ ௔௡ௌ௘௖ = ݉஺௥௘௔ × ܣ஺௡ௌ௘௖ × ∆்ܸ ௔௡஺௩ௌ௘௖
ܰ௕
(4-20)
where ݉஺௥௘௔ is the mass flow per unit area, ܣ஺௡ௌ௘௖ is the blade section annulus area,
ο ௔ܸ௫௜௔௟ is the axial velocity difference and ο்ܸ ௔௡஺௩ௌ௘௖ is the blade section average
tangential velocity difference.
Note that the velocity difference calculated in the axial direction (Equation (4-19))
and the tangential direction (Equation (4-20)) is different. This is because in the axial
direction, the axial velocity along the blade span is constant. Because of this, the
difference in the axial velocity for each blade section is similar, hence does not require
any averaging. However, for the tangential direction, velocity at the tip, mid and root is
different. As a result, the velocity difference for each blade section is taken as the
average of the velocity difference of the top and the bottom of the blade section. For
example, the velocity difference at the root-mid section is the average of the velocity
difference at the blade mid and blade root.
Equations (4-21) and (4-22) are then used to compute the axial and tangential
momentum bending moment, ܤܯ ஺ܸ௫ௌ௣ and ܤܯ ்ܸ ௔௡ௌ௣about the blade mid and root,
with ௌ݀௣ denoting the distance between section CG and the respective blade mid or
root. The algorithm of the model is given in Appendix A.2.4 and most of the equations
used in this model are adapted from [26].
ܤܯ ஺ܸ௫ௌ௣ = ෍ ൫ܸ ܨ஺௫ௌ௘௖ × ௌ݀௣൯ (4-21)
ܤܯ ்ܸ ௔௡ௌ௣ = ෍ ൫ܸ ்ܨ ௔௡ௌ௘௖ × ௌ݀௣൯ (4-22)
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4.4.5 Maximum Stress Model
Before the maximum stress can be computed, the resulting moment about the blade
direction, as shown in Figure 4-7, is calculated using Equations (4-23) and (4-24) for
the blade root and mid.
ܯ௑௑ௌ௣ = ൫ܤܯ ௌܲ௣ + ܤܯ ஺ܸ௫ௌ௣൯݅ݏ݊ߠௌ௣ + ܤܯ ்ܸ ௔௡ௌ௣ cosߠௌ௣ (4-23)
ܯ௒௒ௌ௣ = ൫ܤܯ ௌܲ௣ + ܤܯ ஺ܸ௫ௌ௣൯ ݋ܿݏߠௌ௣ − ܤܯ ்ܸ ௔௡ௌ௣ ݅ݏ݊ߠௌ௣ (4-24)
where ܯ௑௑ௌ௣ and ܯ௒௒ௌ௣ are the resulting bending moments about the X-X direction and
Y-Y direction at a specified location along the blade span; and ߠௌ௣ is the blade stager
angle at a specified location along the blade span.
The conversion of the resulting bending moment from the engine direction (axial
and tangential) to the blade direction (X-X and Y-Y) is to allow the calculation of the
resulting bending moment stress,ߪ(௟)ௌ௣ at three different chord-wise locations which
are at the leading edge (LE), trailing edge (TE), and the farthest location at the back of
the blade section for blade root and mid. This is done by applying Equation (4-25).
ߪ(௟)ௌ௣ = ܯ௑௑ௌ௣ (ܻ௟)
ܫ௠ ௜௡ௌ௣
+ ܯ௒௒ௌ௣ (ܺ௟)
ܫ௠ ௔௫ௌ௣
(4-25)
where ሺܻ௟ሻ and ܺሺ௟ሻ are the Y and X distances between the corresponding chord-wise
location to the blade’s root or mid CG, as illustrated in Figure 4-7; and ܫ௠ ௜௡ௌ௣ and
ܫ௠ ௔௫ௌ௣ are the minimum and maximum second moment of area respectively.
Figure 4-7: Schematic diagram of the blade and gas flow directions
70
The total stresses, ்ߪ ௢௧ሺ௟ሻௌ௣ at the three chord-wise locations are then calculated
by summing the respective bending moment stress and the centrifugal stress
calculated in the Centrifugal Stress Model. This is done for both the blade root and mid
using Equation (4-26). Thus the maximum stress at the blade root and mid would be
the highest blade stresses of the three chord-wise locations. It is worth noting that the
maximum stress at the blade tip is the blade tip centrifugal stress since there is no
bending moment present at the tip of the blade.
்ߪ ௢௧(௟)ௌ௣ = ߪ஼ிௌ௣ + ߪ(௟)ௌ௣ (4-26)
Finally the maximum stresses at the 25% and 75% distance from the blade root
are approximated by taking the average of the corresponding lower and upper location
along the blade span (i.e. the maximum stress at 25% is the average of the maximum
stress at the blade root and mid). The algorithm for the Maximum Stress Model is given
in Appendix A.2.5 and is adapted from [26].
4.5 Blade Thermal Model
The purpose of the Blade Thermal Model is to predict the blade’s metal temperature. In
general, 0D and pseudo-1D thermal models have been developed for cooled and
uncooled blades as illustrated in Figure 4-8.
Figure 4-8: Blade Thermal Model Diagram
The difference between the 0D and 1D model is that for the 0D model, the bulk
metal temperature will be calculated and the temperature is assumed to be uniform at
both chord-wise and span-wise [34], [80], [82], [161]. Since temperature variation
across the blade span is not included, the minimum creep life will always be located at
the blade root due to the fact that the metal temperature is the same at all points on the
blade while the maximum stress occurring at the blade is at the blade root (highest
centrifugal stress).
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However, the 0D thermal model can be very flexible as different cooling
technology can be applied in order to predict the metal temperature. In addition, the
model is simple and is helpful to users who have limited information regarding the
blade geometry and thermal properties of the gas.
The variation of metal temperatures predicted by the 1D model is useful to
determine the location of the minimum creep life. This provides useful information to
users as it can show the effects of creep life variation along the blade span when
different combinations of blade stresses and temperatures are applied to the HP
turbine blades.
The Blade Thermal Model receives simulated aero-thermal properties from PYTHIA
together with some inputs specified by the user. Table 4-3 summarises the user inputs
required by the model.
Table 4-3: Thermal model inputs required from users
Model User’s Inputs
1 NGV and blade cooling effectiveness 2 NGV and blade coolant mass fraction
3 Blade radii, chords and perimeter 4 Ratio of wall to gas temperature
5 Blade angles 6 Radial temperature distribution
7 TBC properties
4.5.1 Cooled Blade 0D Thermal Model
The model calculates the bulk metal temperature where it is assumed that the
temperature is uniform throughout the blade. Equation (4-27) is used to calculate the
bulk metal temperature, ஻ܶ௟௔ௗ௘ where ߝோ denotes the blade cooling effectiveness
specified by the user.
஻ܶ௟௔ௗ௘ = ௢ܶூே − ߝோ( ைܶூே × ஼ܶ௢௢௟௔௡௧ூ௡) (4-27)
The coolant inlet temperatureܶ஼௢௢௟௔௡௧ூ௡ is simulated by PYTHIA while the blade
inlet temperature ௢ܶூே is obtained from the Pressure Bending Moment model using
Equation (4-9). In Equation (4-9), the NGV coolant exit temperature, ஼ܶ௢௢௟௔௡௧ா௫௜௧ is
calculated using Equation (4-28).
஼ܶ௢௢௟௔௡௧ா௫௜௧ = ஼ܶ௢௢௟௔௡௧ூ௡ିߟ௖௢௡௩( ேܶீ௏ × ஼ܶ௢௢௟௔௡௧ூ௡) (4-28)
Where ߟ௖௢௡௩ and ேܶீ௏ are the convection efficiency and the NGV bulk metal
temperature calculated using Equations (4-29) and (4-30) respectively [162].
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ߟ௖௢௡௩ = ߝேீ௏
݉ ேீ௏
∗ − (݉ ேீ௏∗ × ߝேீ௏) (4-29)
ேܶீ௏ = ௢ܶேீ௏ − ߝேீ௏( ௢ܶேீ௏ × ஼ܶ௢௢௟௔௡௧ூ௡) (4-30)
where ߝேீ௏ and ݉ ேீ௏∗ are the NGV cooling effectiveness and the NGV non-
dimensional coolant mass flow respectively. Similar toߝோ, the ߝேீ௏ is also specified by
the user while ݉ ேீ௏∗ is assumed to be around 1 2.5ൗ of the NGV coolant mass
percentage [163].
4.5.2 Cooled Blade 1D Thermal Model
In order to create variation in the metal temperatures, the blade inlet gas temperature is
varied. This is done by defining the gas radial temperature distribution factor, ܴܶܦܨ.
The ܴܶܦܨ is the ratio of the difference between the circumferentially peak gas
temperature, ௠ܶ ௔௫ and gas mean temperature, ௠ܶ ௘௔௡ to the combustor temperature
rise, ௥ܶ௘௙ given in Equation (4-31). In this model the blade inlet temperature ௢ܶூே is
taken asܶ௠ ௘௔௡. Having to define theܴ ܶܦܨ, ௠ܶ ௔௫ can be obtained as ௥ܶ௘௙ is obtained
from PYTHIA.
௠ܶ ௔௫ = ௢ܶூே + ൫ܶ ோ௘௙ × ܴܶܦܨ൯ (4-31)
Figure 4-9: High and low radial temperature profile [81]
ܴܶܦܨ identifies the profiles of the temperature distribution on the turbine blade. A
higher ܴܶܦܨ value will produce a distorted profile, as shown in Figure 4-9, with a
substantial difference between the maximum and the minimum gas temperature along
the blade radius. In contrast, a lower ܴܶܦܨ value will produce a uniform distribution
with small temperature variation along the blade span. As the profile of the gas
temperature changes, the metal temperature at the designated blade section will also
change accordingly, thus creating a profile of the turbine metal temperature. In the
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model, the user is able to change the ܴܶܦܨ value although it is recommended that the
value should be less than 0.2 [163].
Five gas temperature points are created along the blade span which characterise
the gas temperature profile defined as ܶீ ௧௜௣, ܶீ ெ ௜ௗ, and ܶீ ோ௢௢௧ for the gas temperature
at the blade tip, mid and root respectively; and ܶீ ଻ହΨ and ܶீ ଶହΨ for the gas temperature
at 75% and 25% distance from the blade root respectively. In having to define those
gas temperature points, several assumptions were made:
a. The maximum temperature, ௠ܶ ௔௫ occurs at 75% height from the blade root.
The assumption is based on the explanation given in [164] which states
that due to the rotation of the turbine blade, the peak temperature will shift
from the mid blade towards the tip region.
b. The minimum gas temperature, ௠ܶ ௜௡ occurs at the tip and the root of the
blade ( ௠ܶ ௜௡ ൌ ܶீ ௧௜௣ ൌ ܶீ ோ௢௢௧).
c. The reduction in gas temperature from the maximum temperature, ܶீ ଻ହΨ to
the tip of the blade, ܶீ ௧௜௣ is linear.
d. The rise in gas temperature from the root,ܶீோ௢௢௧ to ܶீ ଻ହΨ is also linear.
e. The average of those defined temperature points should equal to the blade
inlet temperature,ܶைூே
By extrapolating those gas temperature points, the minimum temperature can be
derived as shown in Equation (4-32).
௠ܶ ௜௡ = (5 ௢ܶூே − 2 ௠ܶ ௔௫)3 (4-32)
Figure 4-10: Blade section used in the 1D Thermal Model
In order to predict the metal temperature, the blade is divided into four sections
as shown in Figure 4-10. Each blade section is treated as an individual blade where the
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metal temperature is assumed to be constant both chord-wise and span-wise. It is also
assumed that all blade sections have the same cooling effectiveness and the inlet
coolant temperatures for the blade section are the coolant exit temperature of the
section below it (i.e. blade section at the root will take the blade coolant inlet
temperature as its coolant inlet temperature) as shown in Figure 4-11. Further, the
model also treats the cooling in the blade as a single-passage cooling where the
cooling air passes through the blade from the blade root to the tip.
The section metal temperatures ெܶ ௌ௘௖ are calculated using Equation (4-33) where
ܶீ ௌ௘௖ and ஼ܶ௜ௌ௘௖ denote the average gas temperature of each blade section and blade
section inlet coolant temperature respectively.
ெܶ ௌ௘௖ = ܶீ ௌ௘௖− ߝோ(ܶீ ௌ௘௖− ஼ܶ௜ௌ௘௖) (4-33)
Figure 4-11: Relationship of coolant temperature between each blade section
Note that ஼ܶ௜ௌ௘௖ for each subsequent section is taken as the coolant exit temperature,
஼ܶ௢ௌ௘௖ of the lower section, as shown in Figure 4-11, while for blade Section 1, ஼ܶ௜ௌ௘௖ =
஼ܶ௢௢௟௔௡௧ூ௡. Furthermore, ܶீ ௌ௘௖ is calculated by taking the average of the gas
temperature point at the bottom and the top of the corresponding blade section (i.e.
ܶீ ௌ௘௖ for Section 1 is the average value of ܶீ ோ௢௢௧ and ܶீ ଶହΨ ).
The section coolant exit temperature ஼ܶ௢ௌ௘௖ is determined using Equation (4-34)
where ܪௌ௘௖ is the blade section convective heat transfer coefficient, ݏௌ௘௖ is the average
perimeter of each blade section, ℎௌ௘௖ is the height of the blade section, and
ܴ݋ݐ݋ݎ௠ ௔௦௦௙௥௔௖ is the blade mass fraction.
஼ܶ௢ௌ௘௖ = ஼ܶ௜ௌ௘௖ + ൦ܪௌ௘௖ݏௌ௘௖ℎௌ௘௖ߝோ(ܶீ ௦௘௖− ஼ܶ௜ௌ௘௖)
൬
݉ ௖௢௢௟௔௡௧ܴ ݋ݐ݋ݎ௠ ௔௦௦௙௥௔௖
ܰ௕
൰ܥ ௖ܲ௢௟ௗ
൪
(4-34)
Equation (4-34) is formed based on the energy balance between the energy released
by the gas and the energy absorbed by the coolant given in Equation

coolant massfrac
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 
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will give Equation (4-34).
The blade section convective heat transfer coefficient
calculated using Equation
Nusselt number, thermal conductivity for
blade section respectively.
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Figure 4-12: Heat transfer data for conventional blade profile
Both the values of Nug*
Conventional Blade Profile plot obtained from
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– TCiSec), then arranging Equation (4-35) with this equation
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(4-36) where NuSec , kGSec and cSec are the
gas temperature, and average
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nominal Nusselt number and average Reynolds number
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important to note that the value of ߚଶ ߚଷ/ given in [165] is equal to ߙଵ ߙଶ/ in this thesis
where ߙଵ is the blade inlet angle while ߙଶ is the blade outlet angle.ReSec in the equation is calculated by taking the average of the bottom and the top
outlet Re of the respective blade section which individually is calculated using Equation
(4-38) [165].
Re


 

g AbsOut
Sec
V c (4-38)
where g and  are the gas density, blade chord, and gas viscosity respectively. In this
model, both g and  are calculated using Equations (4-39) and (4-40) respectively.
Note that the values of p and t presented in Equation (4-39) are the static temperature
and pressure obtained from the Pressure Bending Moment Model.
g
p
R t
 

(4-39)
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  
(4-40)
where ߤ௢ is the reference viscosity, ܵݑ݄ݐ is the Sutherland constant, and ௜ܶ௢ is the
reference temperature. Gas viscosity ߤ in Equation (4-40) is known as the Sutherland
Equation [166] where for air ߤ௢ is 0.00001827 ே௦௘௖
௠ మ
, ௜ܶ௢ ൌ ͷʹ ͶǤͲ͹ܭ and ܵݑ݄ݐ ൌ ͳʹ Ͳ.
Once all the blade section metal temperatures, ெܶ ௌ௘௖ are computed, the blade
metal temperature,ܶெ at the blade root, 25% distance from the root, mid, 75% of the
blade root and blade tip is calculated by taking the average of the corresponding upper
and lower blade sections (i.e. metal temperature at the blade mid is the average of the
blade section metal temperature of Sections 2 and 3)
The algorithm for this model is given in Appendix A.3.2.
4.5.3 Uncooled Blade 1D Thermal Model
The aim of this model is to predict the variation of metal temperatures along the blade
for an uncooled turbine blade which has been coated with TBC. Most of the
calculations in this model are similar to the previous thermal model. The blade is
divided into four sections, as shown in Figure 4-10, and five gas temperature points are
also created along the blade span to characterise the gas temperature profile. Also, the
properties at the exit of the NGV are determined in the same way those properties are
determined in the previous thermal models.
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However, since no blade cooling is present, Equation (4-33) in the previous
model cannot be used, hence a different form of metal temperature and gas relation is
needed. In order to establish the relation, energy balance is applied. The energy
released from the gas to the outer wall of the TBC for each blade section is equal to the
energy transferred from the wall to the section blade’s metal. This can be
mathematically written as Equation (4-41).
ܪௌ௘௖ܣ௪௔௟௟(ܶீ ௌ௘௖− ௪ܶ ௔௟௟ௌ௘௖) = ்݇஻஼ܣ௪௔௟௟( ௪ܶ ௔௟௟ௌ௘௖− ெܶ ௌ௘௖)
ܶℎ்஻஼
(4-41)
where ܣ௪௔௟௟ denotes the blade wall area, ௪ܶ ௔௟௟ௌ௘௖ is the TBC outer wall temperature,
்݄ܶ஻஼ is the TBC coating thickness and the ்݇஻஼ is the TBC thermal conductivity.
Taking ܴ௞ as the ratio between the blade section wall temperature and the section gas
temperature (ܴ௞ ൌ ௪ܶ ௔௟௟ௌ௘௖Ȁܶ ீௌ௘௖), hence Equation (4-41) can be re-written as:
൬
ெܶ
ܶீ
൰
ௌ௘௖
= ܴ௞ − ൤ܪௌ௘௖ × ܶℎ்஻஼
்݇஻஼
(1− ܴ௞)൨ (4-42)
Equation (4-42) provides the ratio between the metal temperature and the gas
temperature for each blade section. Using this relation, the blade section metal
temperature, ெܶ ௌ௘௖ can be calculated using Equation (4-43).
ெܶ ௌ௘௖ = ܶீ ௌ௘௖൬ ெܶ
ܶீ
൰
ௌ௘௖
(4-43)
This model assumes that the ܴ௞ value remains constant, hence can be determined if
the heat transfer across the blade can be calculated. However, if the heat transfer
across the blade cannot be determined, ܴ௞ can also be inversely determined using
other experimental or numerical methods.
The blade convective heat transfer coefficient ܪௌ௘௖ in Equation (4-42), is
calculated using Equation (4-36) given in the previous thermal model. However, in this
model, the blade section Nusselt number ܰݑௌ௘௖ is determined using a flat plat empirical
relation as given in Equation (4-44) [167] where ܲݎdenotes the Prandtl number and is
taken to be 0.71[165]
ܰݑ = 0.037ܴ݁ସ ହൗ ܲݎଵ ଷൗ (4-44)
Similar to the previous thermal model, once all the blade section metal
temperatures,ܶெ ௌ௘௖ are computed, the blade metal temperature at the blade root, 25%
distance from the root, mid, 75% of the blade root and blade tip is calculated by taking
the average of the corresponding upper and lower blade section (i.e. metal temperature
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at the blade mid is the average of the blade section metal temperature of Sections 2
and 3).
The algorithm of the 2D thermal model for the uncooled blade with TBC is given
in Appendix A.3.3.
4.6 Life Estimation Model
In the life estimation model, new parameters named Creep Factor and Mission Creep
Factor are introduced as improvements to the existing life estimation model. Using both
parameters, investigation into the impacts of different operating and health conditions
and the effects of a particular mission/ operation profile on the HP turbine blade’s creep
life consumption can be done using a simple relative analysis technique via the Creep
Factor Approach.
4.6.1 Creep Factor and Mission Creep Factor
In order to perform an impact analysis, comparison to a certain reference value that will
act as a ‘yardstick’ needs to be done. In the case of blades’ creep life assessment,
knowing only the creep life of, say 17,000 hours, would not be sufficient as it does not
reflect how well the engine is being used. Instead, if we could also quantify that the
17,000 hours is actually 40% shorter than it is supposed to be, this will indicate that the
engine, under present operating condition has experienced more severe mechanical
and thermal loading. The value of 40% in this case indicates the magnitude of impact
that an operating condition has when the engine is being operated away from the
normal operating condition. Possessing this information will allow users to seek a better
solution, optimise the mission profiles or establish an effective maintenance planning
that will reduce the operating and maintenance costs.
To represent such an impact on the deviation of operating conditions or even
the deviation in the components’ health conditions, a relative creep life parameter
defined as the Creep Factor, ܥܨis used in this model. The ܥܨcan measure how
quickly the creep life is being consumed relative to a specific operating condition
desired by the user. It is defined as a ratio between the actual blade’s creep life, ܮ஼ெ ௜௡
calculated at the corresponding operating condition and the reference blade’s creep
life, ܮோ௘௙ at a user-defined condition, as given in Equation (4-45) . This reference
condition can either be the nominal operating condition, baseline operating condition,
cruise condition or the design point condition.
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ܥܨ = ܮ஼ெ ௜௡
ܮோ௘௙
(4-45)
By using ܮோ௘௙ which is desirable to users, will allow those users to choose a
suitable yardstick in order to perform a realistic impact analysis, as the value of
ܥܨhelps the user to quantify the change in the component’s creep life when the
operating condition deviates from the normal users’ operating condition. Furthermore,
the ܥܨ will eliminate the dependency on the given OEM baseline operation which
sometimes is not achievable when the user-defined normal operating conditions are far
from the suggested baseline operation. In general when:
a. ܥܨ = 1, the engine is being operated at a similar creep life as the life at the
reference condition with ܮ஼ெ ௜௡ = ܮோ௘௙
b. ܥܨ < 1, the engine is being operated in a much worse condition than its
reference condition hence reducing the blades’ creep life
c. ܥܨ > 1, the engine is being operated at a better condition thus increasing
the blades’ creep life
d. ܥܨ ൌ Ͳ, the blade will fail as ܮ஼ெ ௜௡ = 0.
For example, a ܥܨ value of 0.7 will indicate a 30% reduction of the component’s creep
life from its reference operating condition, whereas a ܥܨ of 2 will indicate that the creep
life has increased twofold from its reference operating condition.
The concept of Mission Creep Factor, ܥܨெ is similar to ܥܨ. Just as the ܥܨ is used
to quantify the impact of an individual operation segment, ܥܨெ is used to quantify the
impact of a given mission/operation profile. The steps to calculate ܥܨெ will be
described in Section 4.6.4. Having to combine both ܥܨ and ܥܨெ , for a given
mission/operation profile, users will be able to examine individual profile segments by
observing the respective values of ܥܨ while at the same time examining the overall
impact of the mission/operation profile on the blade’s nominal creep life by observing
the value of ܥܨெ .
To illustrate the use of both ܥܨ and ܥܨெ , Figure 4-13 illustrates four operating
profiles denoted as Case I, II, III and IV. For each case, the same reference operating
condition (TET = 1,000K) is applied where the life at that condition is assumed to be
4,500 hours. The ܥܨெ calculated using the steps in Section 4.6.4 are listed in Table
4-4.
From Table 4-4, it can be seen how different operating profiles can be assessed
using the ܥܨapproach. The individual ܥܨ for each profile segment (given in Figure
4-13) will indicate the magnitude of impact when the operating condition deviates from
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the reference operating condition. For example, in Case II it can be seen that profile
segment 2 has a lower creep life than segment 1. The creep life reduction relative to
the reference operating condition in Segments 1 and 2 are 11% and 16% respectively.
Since the profile segment 3 in Case IV has a ܥܨvalue that exceeds unity, this tells us
that the the engine has been operated at a better condition thus increases the blades’
creep life.
Figure 4-13: Different operating profiles with increase in TET
Table 4-4: Summary of the creep life analysis
Mission Creep Factor ܥܨெ
Case I 0.89
Case II 0.866
Case III 0.754
Case IV 1.01
By comparing all the cases depicted in Figure 4-13, it can be seen that the
operation profile given in Case III has the highest threat in reducing the blade’s creep
life since the ܥܨெ value is the lowest.
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4.6.2 Creep Life Prediction Using Time Temperature Parameter
To obtain a reasonably conservative estimate of creep life, the LMP [168] which has
been expressed in Equation (2-8) in Section 2.2.4.2, is used in this model hence ݐ௙
can be written as:
ݐ௙ = 10ቀଵ଴଴଴௅ெ ௉்ಾ ି஼ಽಾ ುቁ (4-46)
For a known turbine blade material, stress and metal temperature obtained from
the previous models, the blade ݐ௙ can be estimated. It is important to note that since at
different blade sections, the amount of stresses and metal temperatures are different
(1D thermal analysis), creep life at different blade sections will be different as well. The
minimum creep life calculated will be taken as the value which represents the blade’s
creep life. Depending on the design and operating conditions, the location of the
minimum creep life will vary. For a 0D thermal model, since the metal temperature is
assumed to be constant and the maximum stress will occur at the blade root, the
minimum creep life will be seen at the blade root.
The Life Estimation Model is divided into two sub-models. The first model is used
to predict the blade minimum creep life of a single operating point; while the later model
is used to predict the minimum nominal and mission/operation profile creep life for a
given mission/operation profile.
4.6.3 Single Operating Point Creep Life Prediction Model
As the operating condition is input into the model, the blade maximum stress and metal
temperature at each specified location along the blade span are computed using the
Blade Stress and Thermal Models respectively. Based on the turbine blade material,
the ܮܯܲ value is obtained from the material ܮܯܲ master curve at the corresponding
maximum stress. Hence ݐ௙ at each specified location along the blade span is estimated
using Equation (4-46).
In this model, the predicted blade creep life, ܮ஼ is determined by dividing each
estimated ݐ௙ with a safety factor, ܵܨ௔௖ as given in Equation (4-48).
ܮ஼ = ݐ௙
ܵܨ௔௖
(4-47)
As the ܵܨ௔௖ becomes larger, the ܮ஼ will reduce even more. The values of ܮ஼ at the
specified locations along the blade span are then compared and the minimum creep
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life will be taken as the value which represents the blade’s creep life,ܮ஼ெ ௜௡. Once this
is determined, ܥܨis calculated using Equation (4-45).
The algorithm of this model is given in Appendix A.4.1.
4.6.4 Mission/Operation Profile Creep Life Prediction Model
The model is generally an extension of the Single Operating Point Creep Life
Prediction Model whereby multiple single-operation point creep life predictions are
estimated to form a complete mission/operation creep life assessment. The Robinson
Life Fraction rule [98] is used in this model to compute the nominal creep life when a
mission/operation profile is input by the users.
For a given profile, the life fraction ܮܨ, calculated using Equation (4-48), is
obtained for each profile point. In Equation (4-48) ܱܪ denotes the profile point’s
operating hour.
ܮܨ = ܱܪ
ܮ஼ ெ ௜௡
(4-48)
The mission/operation blade nominal creep lifeܮ஼ெ is then calculated using Equation
(4-49) where ܱܪ்௢௧ and ܮܨெ are the total operating hour and mission/operation life
fractions respectively. Note that both ܱܪ்௢௧ and ܮܨெ are the summation of the
individual profile points ܱܪ and ܮܨ respectively.
ܮ஼ ெ = ܱܪ்௢௧
ܮܨெ
(4-49)
Finally ܥܨெ is calculated using Equation (4-50).
ܥܨெ = ܮ஼ ெ
ܮோ௘௙
(4-50)
The algorithm for this model is given in Appendix A.4.2.
4.7 Life Usage Model
The life usage model is used to estimate the blade nominal creep life when multiple
mission/operation profiles are inputted. Similar to the previous model, the Robinson
Life Fraction rule is used to calculate the overall nominal creep life and the blade life
usage percentage when those profiles are specified.
Each mission/operation profile blade life fraction, ܮܨெ and total operating hour,
ܱܪ்௢௧ are individually added to produce the overall life fraction, ܮܨை௩௘௥௔௟௟and ܱܪை௩௘௥௔௟௟.
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Using both values, the overall blade nominal creep life ܮ஼ை௩௘௥௔௟௟ is computed using
Equation (4-51).
ܮ஼ ை௩௘௥௔௟௟= ܱܪை௩௘௥௔௟௟
ܮܨை௩௘௥௔௟௟
(4-51)
Besides the overall nominal creep life, the life usage percentage is also
presented. As the overall life fraction represents the portion of the blade creep life that
has already being consumed relative to the total available life, the life usage
percentage, ܷܮ Ψ is another way of representing the life fraction in a percentage
manner. In addition, the blade’s remnant creep life ܮோ௘௠ is also calculated using
Equation (4-52) with ܥܨெ ை௩௘௥௔௟௟ denotes the overall Mission Creep Factor which is
calculated using Equation (4-53).
ܮோ௘௠ = ൫ܥܨெ ை௩௘௥௔௟௟× ܮோ௘௙൯− ܱܪை௩௘௥௔௟௟ (4-52)
where
ܥܨெ ை௩௘௥௔௟௟= ܮ஼ ை௩௘௥௔௟௟
ܮோ௘௙
(4-53)
The algorithm of the model is given in Appendix A.5.
4.8 Model Integration with PYTHIA
Figure 4-14: PYTHIA Engine Design Interface with links to the model interfaces
The Integrated Creep Life Prediction Model has been incorporated in the existing
PYTHIA. Four main interfaces have been created:
a. Initial Blade Setting Interface
b. Flight Segment Setting Interface
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c. Life Estimation Analysis Interface
d. Overall Life Calculation Interface.
From the main PYTHIA Engine Design Interface, given in Figure 4-14, the user is able
to define the blade and the flight segments which are available in the main menu.
4.8.1 Initial Blade Setting Interface
In the Initial Blade Setting Interface, users are able to input the engine’s blade data, as
shown in Figure 4-15. In addition, users are able to define the stages of the HP turbine.
The input data are saved automatically as a text file once the user exits the interface.
Once the data are stored, users will be able to automatically restore the blade
setting when the engine model is uploaded. This will prevent the needs to enter the
blade data each time the blade’s creep life needs to be predicted . Note also during this
stage, that users can choose either to perform the 0D or 1D thermal analysis.
Figure 4-15 Initial blade setting interface
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4.8.2 Flight Segment Setting Interface
The Flight Segment Setting Interface allows users to define up to 30 flight segments or
operation segments. From the main menu (Figure 4-16) users can choose either to
simulate a clean or a degraded mission profile. Figure 4-17 depicts the Flight Segment
Interface for a clean engine mission profile simulation. From Figure 4-17, it can be
seen that for each flight segment, users will be able to select up to three OD
parameters that can define the flight characteristics. The OD parameters, such as the
TET, relative compressor rotational speed PCN, altitude, shaft power, ambient
temperature deviation, operating hours and many others, can be selected from the
flight segment setting frame. The model will then simulate the mission/operation
segments automatically once the flight segment data are saved.
Figure 4-16: Clean and degraded mission/operation profile simulation option
Figure 4-17: Flight Segment Interface for mission/operation with a clean engine
Figure 4-18 illustrates the Flight Segment Interface for a degraded engine
mission/operation profile simulation. When users choose to simulate a
mission/operation profile with a degraded engine, an additional degradation parameters
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frame will be visible from which users will be able to define what component is
degrading and the magnitude of that degradation. Figure 4-18 shows an example of a
compressor degradation defined by the user with 3% degradation on efficiency, 1.5%
flow capacity and 1.5% on pressure ratio. Once the degradation is defined, users can
define the mission/operation segment in the same way the mission/operation segment
for a clean engine is defined.
Figure 4-18: Flight Segment Interface for mission/operation profile with a
degraded engine
4.8.3 Life Estimation Analysis Interface
After the blade data and the mission/operation segments are defined, the blade’s creep
life assessment can be carried out using the Life Assessment Analysis Interface as
shown in Figure 4-19. As mentioned in Section 4.6, the results from the Life Estimation
Model are divided into two parts. The first part provides the creep life assessment of
each mission/operation segment while the second part provides the assessment for the
entire mission/operation. This can be clearly seen in Figure 4-19, where on the left part
of the interface, several columns are created to give the profile segment maximum
stresses, rotor metal temperatures, LMP, blade’s creep life, locations of the minimum
creep life occurrence, life fractions, and Creep Factor, while next to it, the
mission/operation blade’s life assessment, which includes the mission life fraction,
nominal creep life, Mission Creep Factor and the total operated hours, is provided. In
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addition, users can also upload the material data which are already available in the
system, or manually define the material during run time.
The output of the estimation is then automatically plotted, together with some operating
parameters defined by users. Figure 4-20 depicts a glimpse of the plots automatically
plotted by the system.
Figure 4-19: Life Assessment Analysis interface
Figure 4-20: Estimation outputs are plotted against operating time
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4.8.4 Overall Life Calculation Interface
The blade’s life usage can be calculated after the single mission life assessment is
carried out. Using the Overall Life Calculation interface, as shown in Figure 4-21, the
summation of the mission’s life fraction will be calculated using Equation (4-51) to form
the life usage percentage, LU%. Not only that, this interface will also provide the
overall Creep Factor and the overall operating hours. From Figure 4-21 it can be seen
that the engine has been through 145 hours of operation by which time the turbine
blade’s creep life has already being consumed by as much as 3.93% of the blade’s
useful life. The overall Creep Factor also indicates that the life of the blade is 31.3%
better than the life predicted at the reference operating condition.
Figure 4-21: Overall Life Calculation interface
4.9 Benefits of the Developed Model
The benefits of the Integrated Creep Life Prediction Model developed by the author are
as follows:
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a. Flexibility to change and update turbine design features: The performance
model used in PYTHIA is a 0D model which means the model will only
simulate the gas path values at the inlet and outlet of the overall turbine
design. It could never estimate the gas path conditions within the stages of
the turbine. The model created is able to inversely predict the gas path
values as the user defines the number of stages of the turbine.
b. Able to calculate the tangential and axial velocity and loading: Using a
minimal set of geometrical data, the model is able to calculate the gas
tangential and axial velocity, total and static temperature and pressure for
each blade section, and at each stage. This allows the model to calculate
the detailed gas bending moment due to momentum change and static
pressure change.
c. Able to calculate the drop in gas temperature at the inlet of the blade due to
the presence of cooling in the nozzle guide vane.
d. Able to predict the metal temperature variation across the blade span:
Variation of the creep life across the blade span can be investigated. This is
useful as the location where the blade might fail can be known.
e. Able to simulate an individual mission/operation segment or the entire
mission/operation profile for both a clean and degraded engine.
f. Able to perform impact analysis for an individual flight/operation segment or
the entire mission/operation profile: Both Creep Factor and Mission Creep
Factor will provide additional information on how the engine is being
operated. In addition, users will be able to know how individual
flight/operation segments can influence the life consumption of the blade.
g. The model is relatively simple and requires only one person to perform the
predictions: To some extent, as the current prediction becomes very
complex, several people are required to perform individual analyses
(thermal, stress, and creep). This model will require only one person to run
the life estimation.
4.10 Chapter Conclusion
In this chapter, the Integrated Creep Life Prediction Model developed by the author has
been reported. This includes the model design consideration and the overall structure
of the model. Next, the chapter discusses each sub-model developed and a detailed
algorithm for each sub-model has been presented in Appendix A. The chapter also
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explains how the model is incorporated in PYTHIA and provides figures to show the
reader the interfaces created. At the end of the chapter, the benefits of the developed
model are given.
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5 ARTIFICIAL NEURAL NETWORK BASED CREEP LIFE
ESTIMATION
In this chapter, the development of the alternative creep life estimation method
proposed by the author using the ANN approach is discussed. But before the
discussion can begin, the theoretical background of the ANN approach is given in order
to provide some understanding for readers.
5.1 Theoretical Background of ANN
In recent years, neural computing has emerged as a practical technology with
successful applications in many field [169] such as in image processing and computer
vision, signal processing, medicine, military systems, financial systems, power systems
[170], material science [171–175], etc. ANN has evolved from a biologically inspired
layer network connected by neurons into various categories of computational models
with different algorithms and a large variety of architectural design [176].
ANN uses different approaches to solving problems than conventional
computers. Computers use an ‘algorithmic’ approach which solves a particular problem
by following sets of procedures and instructions. The approach, in a way, has restricted
the problem solving capability, especially when the specific procedures required are
unavailable. ANN on the other hand processes information similarly to the way the
human brain does by using a large amount of interconnecting process units called
neurons; these neurons work in parallel in order to solve a particular problem. Similarly
to the brain, the ANN learns by example and finds its own way to solve the problem
which sometimes can be unpredictable.
Because of the similarity it has with how the brain functions, it will be easier to
understand how it functions first, i.e. before the mathematical model of the ANN can be
discussed.
5.1.1 Biological Neural Units
In this section, the actual building block of the biological neural system is discussed.
Neurobiologists estimate that the human brain consists of one hundred billion nerve
cells or neurons [177] which in general act as a small processing unit, encoding their
outputs as a series of brief voltage pulses. According to Kandel [178], a typical
biological neuron found in vertebrates has three major morphologically defined parts
(see Figure 5-1) which are:
92
a. The processing part: The cell body or soma, which consists of a cell nucleus
typically 50m in diameter.
b. The transmission part: The axon, a tubular construct with a diameter ranging
from 0.2 to 20m in width and with length up to 1m. The axon begins at the
axon hillock which generates the cell action potential and is considered to be
the main conduction mechanism of the neuron.
c. The receptive part: Dendrites, which branch out in a treelike fashion. Most
neurons have multiple dendrites where the dendrite of one neuron is connected
to the axons of other neurons via synaptic terminals. This is how the biological
networks are formed.
Figure 5-1: A typical biological neuron
Synaptic transmission involves complicated chemical and electrical processes. When
one of the neurons fires, the voltage pulses are received by one of the other dendrites.
The strength of the pulses given by the dendrite, together with other received pulses
from other dendrites, forms an input signal to the soma. If the signal is below the axon
hillock’s threshold, no output signal is fired. However, if the input signal surpasses the
axon hillock’s threshold, regardless of how much above it is, the same output signal will
be fired though the axon.
5.1.2 Models of a Neuron
A neuron is an information-processing unit that is fundamental to the operation of ANN.
Figure 5-2 illustrates the model of a neuron which provides the basis for the ANN
design. From the figure, it can be seen that there are three basic elements in a neuron
model [179]:
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a. A set of synapses or connecting links: Each synapse is categorised by a weight
of its own. This weight ݓ௞௝, is multiplied by a signal ݔ௝ at the input of synapse ݆
connected to neuron .݇
b. An adder ݑ௞ which acts as a linear combiner that sums the input signals.
c. An activation function, ߮ሺǤሻused to limit the amplitude of the output.
From the figure it can be seen that the neuron model also has an externally applied
bias denoted as ௞ܾ which increases and decreases the net input of the activation
function.
Figure 5-2: Model of a neuron [179]
Mathematically, adder, ݑ௞ and the output, ݕ௞ of neuron ݇ can be written as Equations
(5-1) and (5-2):
ݑ௞ = ෍ ݓ௞௝௠
௝ୀଵ
ݔ௝
(5-1)
ݕ௞ = ߮(ݒ௞) (5-2)
with ݔ௝, ݓ௞௝ denoting the input and its corresponding synaptic weight, ߮(. ) denotes the
activation function, while ݒ௞ denotes the activation potential of neuron ݇ written as
Equation (5-3).
ݒ௞ = ݑ௞ + ௞ܾ (5-3)
By comparing the ANN neuron model and the biological neural unit, the synapses in
the ANN model have the same function as the dendrites on the neural unit. The
computation of the input using the adder and activation function follows the function of
the soma. The ݕ௞ produced by the ANN neuron acts in the same fashion as the output
signal fired through the axon of the biological neural unit.
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5.1.3 Activation Function
The activation function, ߮(. ) dictates how the output is being represented based on the
values of activation potential, ݒ௞. According to Haykin [179], there are three basic types
of activation function:
a. Threshold function: The function can be visually represented in Figure 5-3. For
this function,߮ (ݒ௞) will take the corresponding argument:
߮(ݒ௞) = ൜1 ݂݅ ݒ௞ ≥ 00 ݂݅ ݒ௞ < 0 (5-4)
The function limits the neuron output to either 1 or 0, according to the values of
ݒ௞. From Equation (5-4), it can be seen that the neuron will take the value of 1
when ݒ௞ is non-negative or 0. As a result, the output of neuron ݇will be:
ݕ௞ = ൜1 ݂݅ ݒ௞ ≥ 00 ݂݅ ݒ௞ < 0 (5-5)
Figure 5-3: Threshold function
b. Piecewise-Linear Function: The function can have a value ݕ௞ of 0 to 1, but can
also take on values between them depending on the amplification inside the
linear region, as shown in Figure 5-4. Based on the figure, ݕ௞ will take the
following argument:
ݕ௞ = ൝ 1 ݒ௞ ≥ 0.5ݒ௞ 0.5 > ݒ௞ > −0.50 ݒ௞ ≤ −0.5  (5-6)
Again, this function can take on the values of 0 or 1, but can also take on values
between, depending on the amplification factor in a certain region of linear
operation.
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Figure 5-4: Piecewise-Linear function
c. Sigmoid Function: This function is by far the most common function used in the
ANN design. The function can have ݒ௞ in a range of −∞ to +∞ and squash
them into the range of 0 to 1 for a Log-Sigmoid Function (Figure 5-5) or -1 to 1
for a Hyperbolic-Tangent Function (Figure 5-6). The equations used for Log-
Sigmoid and Hyperbolic-Tangent Functions are given in Equations (5-7) and
(5-8) respectively.
߮(ݒ௞) = 11 + exp (− ௞ܽݒ௞) (5-7)
߮(ݒ௞) = tanh(ݒ௞) (5-8)
In Equation (5-7), ௞ܽ denotes the slope parameter. As shown in Figure 5-5, as
௞ܽ increases, the slope of the function also increases.
Figure 5-5: Log-Sigmoid Function Figure 5-6: Hyperbolic-Tangent Function
5.1.4 Classes of Network Design
There are various designs of ANN currently available. However the designs can be
classified into three:
a. Single-layer Feed Forward Network: It has the simplest form of a layered
network where the output neurons are organised into a single layer connected
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by an input layer, as shown in Figure 5-7. Note that the direction of the signal is
only in a forward direction. Due to this the network is called the feed forward
network. The term ‘single layer’ is referring to the output layer of computation
nodes. Since the input layer does not perform any computation, the input layer
is not counted as a ‘layer’ in the ANN design.
b. Multilayer feedforward network: The multilayer network distinguishes itself by
having one or more hidden layers, as shown in Figure 5-8. From the input layer,
the signals are sent to the respectively hidden layers for computation before the
outputs of the hidden layer are sent to the next layers. Note that the outputs of
the previous layer are taken as the inputs of the current layer. The process of
forwarding the signals will continue until the signals reach the output layer. The
output signals of the neurons in the output layer represent the overall response
of the network towards the inputs given in the input layer.
Figure 5-7: Single layer feedforward network
Figure 5-8: Multilayer feedforward network
The presence of the hidden layers enables the network to deal with higher
complexity problems and is particularly valuable when the size of the input layer
is large. The reason is that the hidden layers provide extra sets of synaptic
connection and the extra dimension of neural interactions [180]. The network
given in Figure 5-8 can be written as having a network size of 3-4-4-2 with 3
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source nodes, 4 neurons in the first hidden layers, 4 neurons in the second
hidden layers and 2 output neurons.
c. Recurrent Network: This network differs from the two previous feedforward
networks in its feedback loop, with the outputs from particular neurons feeding
its output back to the input of particular neurons. Figure 5-9 shows an example
of a recurrent network with two hidden layers feeding back its output signals
into two of its source nodes. The feedback is done using unit delay
elements,ݖିଵ. This produces a dynamic behaviour where layers are updated
from both the external inputs and the activation from the previous forward
propagation.
Figure 5-9: Recurrent Network
5.1.5 ANN Learning Process.
One of the most significant advantages of ANN is the ability to evolve while learning
from its environment. The term ‘evolve’ refers to the iterative or repetitive process of
adjusting its synaptic weights and bias hence improving its performance. Because of
the adjustment it had experienced ‘internally’, the way the networks responded to its
environment will change. Through this iterative process, the network becomes more
familiar with its environment hence becoming more knowledgeable.
The types of learning dictate how the adjustments of both the synaptic weights
and bias take place. Basically there are two types of learning paradigm which are
unsupervised learning and supervised learning. Unsupervised learning can be
considered as independent learning, where the network learns to represent particular
inputs in a way that reflects the statistical structure of the overall collection input pattern
[181]. Once the network has become tuned into the statistical structure of the input
data, it will develop the ability to create new classes automatically [182].
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Another form of learning paradigm is supervised learning which can be
considered as assisted learning. In order to assist the network during the learning, the
network requires training samples consisting of sets of inputs coupled together with
their respective outputs. These outputs are taken as the targeted outputs which the
network needs to achieve during the iterative learning process. The adjustments of the
synaptic weights and bias can be done either by performing the adjustment while
sequentially inputting the training sample at each learning iteration, or by performing
the adjustment after all of the training samples are input in each iteration. The second
method of inputting the training samples is called batch training and the learning
iteration is called an epoch. 150 epochs means that the adjustments of weights using
the same batch of training samples have been iterated 150 times.
One of the most commonly used learning rules in supervised learning is the error-
correction learning. Using the error-correcting learning, as illustrated in Figure 5-10, the
adjustments of the synaptic weights and bias (in each iteration) are in the direction of
minimising the error signal,݁(௡) between the targeted outputs and the outputs predicted
by the output neurons which can be defined as(݁௡) = (݀௡) − ݕ(௡) (5-9)
where (݀௡) and ݕ(௡) are targeted and predicted outputs at a given learning iteration .݊
Figure 5-10: Illustration of error-correction learning
The (݁௡) acts as a controlling mechanism purposely to apply a sequence of
adjustments to the synaptic weights and bias. However, the rate of the adjustment will
depend on the training algorithm utilised. There are various parameter updating
algorithms available from the simplest one, such as the Gradient Descent algorithm, to
more sophisticated algorithms such as the Scaled Conjugate Gradient or the
Levenberg-Marquardt algorithms. These will be discussed in a later section.
5.1.6 Learning Task
With the choice of having a single or multilayer network, and a supervised or
unsupervised learning process with different training algorithms, ANN can be used to
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perform several tasks such as pattern association, pattern recognition, function
approximation, control, filtering, and beam forming. However, in this thesis, only pattern
recognition and function approximation will be discussed. Descriptions of other learning
tasks can be obtained in [179].
5.1.6.1 Pattern Recognition
Pattern recognition encompasses a wide range of information processing problems of
great practical significance, from speech recognition and the classification of
handwritten characters, to fault detection in machinery and medical diagnosis [169]. It
is basically a process assigning a particular label or value to a given pattern or signal.
One of the forms of pattern recognition is classification where data are assigned to a
discrete class.
ANN performs pattern recognition by first learning the features extracted from a
given input pattern during the training period before assigning the pattern to a
designated class. According to Tou [183], features are defined as significant attributes
which are to be used as the basis of classification. Chinese characters for example
might have several discriminating features such as vertical stroke, horizontal stroke,
dot, closed bottom and open bottom [183]. By learning these features during the
training period, ANN will be able to distinguish one designated class from another.
Later, when a new unseen pattern is presented, ANN will be able to identify the class of
the pattern because of the information it has already learned during training.
In a multilayer feedforward network using a supervised learning algorithm, the
task of feature extraction is performed by the computational units in the hidden layer(s)
while the output layers allocate the pattern into the designated class [179]. The type of
ANN that performs pattern recognition is known as a classifier.
5.1.6.2 Function Approximators
Function approximation is a process of finding the underlying relationship from a given
finite input-output data and has been considered as the fundamental problem in a vast
majority of real world applications [184]. According to Cybenko [185] and Hornik [186],
a multilayer neural network has been proved to be capable of estimating any arbitrary
non-linear function.
When ANN is used as a function approximator, the unknown functional
relationship between the input and output is learned during the training period. This is
done when sets of data or samples containing inputs and targeted outputs are
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presented. During the training period, the synaptic weights and bias will be tuned in
order to minimise the error between the approximated output and the targeted output.
Later, when new unseen data are presented, the ANN will be able to provide
good approximations since the functional relationship between the input and output has
been acquired during the training period. In general, the learning process of a function
approximator network uses the error correction learning, as discussed in Section 5.1.5
and illustrated in Figure 5-10. The type of ANN that performs a function approximator is
known as an approximator.
5.1.7 Multilayer Feedforward Back Propagation (MFBP) Network in
Supervised Learning
According to Rumelhart et al. [187], the most widely used and successful supervised
learning for multilayer feed forward networks is back propagation. The terms ‘feed
forward’ and ‘back propagation’ used in MFBP network indicate that the network has
two processing elements, as shown in Figure 5-11:
a. Element 1: The feeding of the input signals in a forward direction,
b. Element 2: The propagation of error signals in a backward direction.
In the first processing element, the input signals received from the input layer
propagate forward from one hidden neuron to another until they reach the output
neuron. In each forwarding movement, the input signals are processed as a function of
both the neuron’s associated synaptic weights and the input before transforming the
signal into output signals at the end of the network. Based on the output signal, the
error signals are calculated.
Figure 5-11: Illustration of the two processing elements in the MFBP network
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In the second processing element, the error signals propagate backwards from
the output neuron to the hidden neuron of the first hidden layer. As the error signals
propagate from one neuron to another, the free parameters of the neurons (synaptic
weights and bias) are changed or updated in the direction of minimising the error
signals.
Once the free parameters are updated, in the next epoch, the input signals will
again propagate from the input to the output layer, thus creating updated output signals
and also reduced error signals. The signals will again propagate backwards in order to
update the free parameters. The process of updating the free parameters will continue
until the training process stops.
5.1.8 Parameter Updating Algorithm
The process of updating the free parameters depends largely on the parameter
updating algorithm used. The simplest and most classical parameter updating
algorithm is the Gradient Descent algorithm. In fact, in 1986 when Rumelhart et al.
[187] first introduced back propagation in a neural network, a Gradient Descent
algorithm was utilised. Today, more advanced numerical optimisation parameter
updating algorithms have been developed such as the Conjugate Gradient, Quasi-
Newton and Levenberg-Marquardt algorithms. In the subsequent sections, descriptions
of several parameter updating algorithms will be discussed.
5.1.8.1 Gradient Descent Algorithm
Gradient Descent algorithm in neural network works on the principle of adjusting the
free parameters in the direction opposite to the gradient of an error function ℰ. If the
error function can be visualised as a surface located somewhere above a weight
space, as shown in Figure 5-12, the movement of the weight updating will move until it
reaches a point where ℰ is minimum.
Looking at the neural network as a whole, the error signal given by output neuron
݆ for each iteration ݊ follows the same equation as Equation (5-9) which is ௝݁(௡) =
௝݀(௡) െ ݕ௝(௡). If an instantaneous error energy can be defined as 1 2ൗ ݁ଶ௝(௡),
correspondingly the summation of the instantaneous error energy can be taken as the
error function which can be written as Equation (5-10) where set ܥ includes all the
neurons. Note that the parenthesis ሺ݊ ሻ indicates the error function ℰ calculated at
iteration .݊
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ℰ(݊) = 12෍ ݁ଶ௝(௡)
௝∈஼
(5-10)
Figure 5-12: Error surface of an error function
In having to define the error function, the adjustment of the weight connecting
neuron ݆ to the preceding neuron, οݓ௝௜ሺ௡ሻ can be calculated using Equation (5-11)
where ߟ denotes the learning rate parameter and డࣟ(௡)
డ௪ ೕ೔ሺ೙ሻ
denotes the gradient of error
function with respect to ݓ௝௜. Note that the negative sign shows that the direction of the
weight updating is opposite to the direction of the gradient, as discussed in the earlier
paragraph.
∆ݓ௝௜(௡) = −ߟ ℰ߲(݊)
߲ݓ௝௜(௡) (5-11)
Figure 5-13: Illustration of neuron ࢐with several preceding neurons
Consider Figure 5-13 which illustrates neuron ݆ being fed by output signal,
ݕcoming from the several preceding neurons. Note that the bias is treated as weight
ݓ௝଴ with input signal ݕ଴=1. From the figure, the output signal of neuron ݆can be written
as
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ݕ௝(௡) = ߮൫ݒ௝(௡)൯ (5-12)
with
ݒ௝(௡) = ෍ ݓ௝௜(௡)ݕ௜(௡)௠
௜ୀ଴
(5-13)
By applying the chain rule,
ℰ߲(݊)
߲ݓ௝௜(௡) = ℰ߲(݊)߲ ௝݁(௡) × ߲ ௝݁(௡)߲ݕ௝(௡) × ߲ݕ௝(௡)߲ݒ௝(௡) × ߲ݒ௝(௡)߲ݓ௝௜(௡) (5-14)
Thus giving
ℰ߲(݊)
߲ݓ௝௜(௡) = − ௝݁(௡) ߮'൫ݒ௝(௡)൯ݕ௜(௡) (5-15)
The use of Equation (5-15) in (5-11) yields
∆ݓ௝௜(௡) = ݁ߟ ௝(௡) ߮'൫ݒ௝(௡)൯ݕ௜(௡) (5-16)
Taking ௝݁(௡)߮ Ԣ൫ݒ௝ሺ௡ሻ൯ as the local gradient of neuron ,݆ ߜ௝ሺ௡ሻ, Equation (5-16) can be
written as
∆ݓ௝௜(௡) = ߟߜ௝(௡)ݕ௜(௡) (5-17)
The computation of ߜ௝ሺ௡ሻ will depend on the functionality of neuron .݆ If neuron ݆ is an
output neuron, Equation (5-18) can be used. However, if neuron ݆is a hidden neuron, a
representation ofߜ௝ሺ௡ሻneeds to be formulated.
ߜ௝(௡) = ௝݁(௡) ߮'൫ݒ௝(௡)൯ (5-18)
Let us consider neuron ݆as a hidden neuron feeding an output signal ݕ௝ሺ௡ሻ to an output
neuron݇ . From Equation (5-18), ߜ௝ሺ௡ሻ can be re-written as Equation (5-19). Using the
chain rule, Equation (5-19), can be written as Equation (5-20).
ߜ௝(௡) = − ℰ߲(݊)
߲ݒ௝(௡) (5-19)
ߜ௝(௡) = − ℰ߲(݊)
߲ݕ௝(௡) × ߲ݕ௝(௡)߲ݒ௝(௡) (5-20)
Using Equation (5-12), Equation (5-20) can be written as
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ߜ௝(௡) = − ℰ߲(݊)
߲ݕ௝(௡) ߮'൫ݒ௝(௡)൯ (5-21)
Since neuron ݇ is now an output layer,
ℰ(݊) = 12෍ ݁ଶ௞(௡)
௞∈஼
(5-22)
Again, using the chain rule,
ℰ߲(݊)
߲ݕ௝(௡) = ℰ߲(݊)߲ ௞݁(௡) × ߲ ௞݁(௡)߲ݕ௝(௡) (5-23)
Using Equation (5-22), Equation (5-23) can be written as Equation (5-24) hence
expended to be Equation (5-25)
ℰ߲(݊)
߲ݕ௝ሺ௡ሻ
= ෍ ௞݁(௡)
௞∈஼
× ߲ ௞݁(௡)
߲ݕ௝ሺ௡ሻ
(5-24)
ℰ߲(݊)
߲ݕ௝ሺ௡ሻ
= ෍ ௞݁(௡)
௞∈஼
× ቆ߲ ௞݁(௡)
߲ݒ௞ሺ௡ሻ
× ߲ݒ௞(௡)
߲ݕ௝ሺ௡ሻ
ቇ (5-25)
At neuron ݇ǡboth ௞݁ሺ௡ሻand ݒ௞ሺ௡ሻ can be written as
௞݁(௡) = ௞݀(௡) − ݕ௞(௡) = ௞݀(௡) − ߮൫ݒ௞(௡)൯ (5-26)
ݒ௞(௡) = ෍ ݓ௞௝(௡)ݕ௝(௡)௠
௜ୀ଴
(5-27)
Differentiating both equations and using them with Equation (5-25) yields
ℰ߲(݊)
߲ݕ௝ሺ௡ሻ
= ෍ ௞݁(௡)
௞∈஼
ቀ−߮'൫ݒ௞(௡)൯ቁݓ௞௝(௡) (5-28)
Which can be simplified as
ℰ߲(݊)
߲ݕ௝ሺ௡ሻ
= −෍ ߜ௞(௡)
௞∈஼
ݓ௞௝(௡) (5-29)
The use of Equation (5-29) in Equation (5-21) yields Equation (5-30). Once ߜ௝ሺ௡ሻ has
been formulated, then οݓ௝௜ሺ௡ሻ can be determined using Equation (5-17).
ߜ௝(௡) = ߮'൫ݒ௝(௡)൯෍ ߜ௞(௡)
௞∈஼
ݓ௞௝(௡) (5-30)
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From the algorithm presented, it can be said that when the Gradient Descent
algorithm is used to update the free parameters, the weight adjustment for each
synapse connecting the output neuron is determined by the learning rate, local gradient
of the neuron and also the input signal of the respective weight. However, for a hidden
neuron, the weight adjustment will not only depend on the learning rate and the input
signal of the respective weight, but also the weighted sum of the local ߜs and the
associate derivative of ߮Ԣ൫ݒ௝ሺ௡ሻ൯. In having to calculate the weight adjustment, the new
updated weight can be calculated using Equation (5-31)
ݓ௨௣ௗ௔௧௘ = ݓ௢௟ௗ + ∆ݓ (5-31)
with ݓ௨௣ௗ௔௧௘, and ݓ௢௟ௗ denoting the updated weight and weight of the previous
iteration.
The calculation of the local gradient requires the derivation of activation function.
In order for the derivative to work, the activation function must be continuous. For this
reason, activation functions such as the Log-Sigmoid and Hyperbolic-Tangent Function
are commonly used in MFBP.
5.1.8.2 Levenberg-Marquardt (LM) Algorithm
In the Gradient Descent algorithm, ߲ࣟ ߲ݓ/ determines how the free parameters are
being adjusted. This method is known as the first order method of error minimisation
since only the first order derivative of the error function which describes the rate of the
error function is considered. However, in the second order method of error
minimisation, such as the LM algorithm, extra consideration is given by also including
the deceleration of the error function which determines the curvature of the error
surface [188]. According to Samarasinge [188], the deceleration of the error function at
a given point in an error surface can be expressed by differentiating the error derivative
i.e. ߲ଶࣟ ߲ݓ ଶ/ with respect to a weight. Consideration of both the gradient and also the
deceleration of the error function, will not only help improve the performance of the
network but also improve the training time by reducing the number of iterations
required to achieve the optimal solution.
Different second order methods have different ways of utilising ߲ଶࣟ ߲ݓ ଶ/ in order
to adjust the free parameters. The LM algorithm adjusts the free parameter by
modifying Newton’s method which uses Equation (5-32), written in matrix form to
perform the weight adjustment.
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∆࢝ = −[∇ଶℰ(࢝ )]ିଵ∇ℰ(࢝ ) (5-32)
where ∇ଶℰ(࢝ ) and ∇ℰ(࢝ ) are the Hessian matrix, ܪ and the gradient of the error
function respectively. Note that the term (࢝ ) in ℰ(࢝ ) means that the error function is at
some weight vector.
Taking the sum square error (Equation (5-33)) as the error function, both ∇ℰ(࢝ )
and ∇ଶℰ(࢝ ) can be written as Equations (5-34)and (5-35) respectively.
ℰ(࢝ ) = ෍ ݁ଶ௜(࢝ )ே
௜ୀଵ
(5-33)
∇ℰ(࢝ ) = ܬ்(࢝ )ࢋ(࢝ ) (5-34)
∇ଶℰ(࢝ ) = 2ܬ்(࢝ )ܬ(࢝ ) (5-35)
Where ܰ denotes the number of training patterns presented and ܬ(࢝ ) is the Jacobian
matrix at some synaptic weight vector written as Equation (5-36) with ݊ denoting the
number of synaptic weights available in the network.
ܬ(࢝ ) =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
߲ ଵ݁(࢝ )
߲ݓଵ
߲ ଶ݁(࢝ )
߲ݓଵ
⋮
߲ ே݁ (࢝ )
߲ݓଵ
߲ ଵ݁(࢝ )
߲ݓଶ
߲ ଶ݁(࢝ )
߲ݓଶ
⋮
߲ ே݁ (࢝ )
߲ݓଶ
… ߲ ଵ݁(࢝ )
߲ݓ௡… ߲ ଶ݁(࢝ )
߲ݓ௡
⋱                    … ߲ ே݁ (࢝ )
߲ݓ௡ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤
(5-36)
The LM algorithm modified the Newton method given in Equation (5-32) by
incorporating a scaling parameter ߣ (Equation (5-37)) which is (i) multiplied by factor
ߴ>1 if a step would result in an increase in the error function or (ii) divided by ߴ>1 when
the error function is decreasing.
∆࢝ = −[ܬ்(࢝ )ܬ(࢝ ) + ߣܫ]ିଵܬ்(࢝ )ࢋ(࢝ ) (5-37)
where ߣ, ߴ and ܫdenote the scaling parameter, multiplication or division factor of the
Levenberg-Marquardt parameter and identity matrix respectively.
To apply the algorithm to MFBP, a suitable Jacobian matrix needs to be
formulated by means of modifying the previous back propagation method. This is done
by considering the error instead of the sum squares of error. Consider a multilayer
network, as shown in Figure 5-14, with ܴ inputs, ܵ neurons for each layer, and ܯ layers
being presented with ܰ training patterns. Hence the error function vector at the output
layer (layer ܯ ) can be written as
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ए் = [ए૚ ए૛ … एࡺ ] ≈ ൣ݁ ଵ,ଵ ଶ݁,ଵ … ௌ݁ಾ ,ଵ ଵ݁,ଶ ଶ݁,ଶ … ௌ݁ಾ ,ே൧ (5-38)
Note that the term ݁ଶǡଵ represents the error obtained from the second output neuron
calculated using the first training pattern. Additionally the free parameter vector can
also be written as
ൣݓଵଵ,ଵ ݓଵଵ,ଶ … ݓଵௌభ,ோ ܾଵଵ … ܾଵௌభ ݓ ଶଵ,ଵ ݓଶଵ,ଶ … ݓ ଶௌమ,ௌభ ܾଶଵ … ܾெ ௌಾ ൧ (5-39)
Figure 5-14: Schematic diagram of a multilayer network
Also the term ݓଵଵǡଶ represents the weight of the first layer neuron 1 connected by the
previous input 2. In addition ܾଶଵ represents the bias of neuron 1 in layer 2. Imitating the
Jacobian matrix for Equation (5-36) will give
ܬ(࢝ ) =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
߲݁ ଵ,ଵ
߲ݓଵଵǡଵ
߲݁ ଶǡଵ
߲ݓଵଵǡଵ
⋮
߲݁
ௌಾ ǡଵ
߲ݓଵଵǡଵ
⋮
߲݁ ଵǡଶ
߲ݓଵଵǡଵ
⋮
߲݁ ଵǡே
߲ݓଵଵ,ଵ
߲݁ ଵ,ଵ
߲ݓଵଵǡଶ
߲݁ ଶǡଵ
߲ݓ
ଵ
ଵǡଶ
⋮
߲݁
ௌಾ ǡଵ
߲ݓଵଵǡଶ
⋮
߲݁ ଵǡଶ
߲ݓଵଵǡଶ
⋮
߲݁ ଵǡே
߲ݓଵଵ,ଶ
… ߲݁ ଵ,ଵ
߲ݓଵௌభǡோ… ߲݁ ଶǡଵ
߲ݓଵௌభǡோ
⋮… ߲݁ ௌಾ ǡଵ
߲ݓଵௌభǡோ
⋮… ߲݁ ଵǡଶ
߲ݓଵௌభǡோ
⋮… ߲݁ ଵǡே
߲ݓଵௌభ,ோ
߲݁ ଵ,ଵ
߲ܾ ଵଵ
߲݁ ଶǡଵ
߲ܾ ଵଵ
⋮
߲݁
ௌಾ ǡଵ
߲ܾ ଵଵ
⋮
߲݁ ଵǡଶ
߲ܾ ଵଵ
⋮
߲݁ ଵǡே
߲ܾ ଵଵ
… ߲݁ ଵ,ଵ
߲ܾ ଵௌభ… ߲݁ ଶǡଵ
߲ܾ ଵௌభ
⋮… ߲݁ ௌಾ ǡଵ
߲ܾ ଵௌభ
⋮… ߲݁ ଵǡଶ
߲ܾ ଵௌభ
⋮… ߲݁ ଵǡே
߲ܾ ଵௌభ
߲݁ ଵ,ଵ
߲ݓ ଶଵǡଵ
…
߲݁ ଶǡଵ
߲ݓ ଶଵǡଵ
…
⋮
߲݁
ௌಾ ǡଵ
߲ݓ ଶଵǡଵ
…
⋮
߲݁ ଵǡଶ
߲ݓ ଶଵǡଵ
   ⋯
⋮
߲݁ ଵǡே
߲ݓ ଶଵ,ଵ … ⎦⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
(5-40)
The terms ߲݁ ߲ݓ/ and ߲݁ ߲ܾ/ in the element of the Jacobian matrix were
computed by defining the Marquardt sensitivity, ܵ̅. For element containing ߲݁ ߲ݓ/ ,
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[ܬ]௥௢௪ ,௖௢௟௨௠ ௡ = ߲ ௞݁,௤
߲ݓ ௠ ௜,௝ = ܵ̅௠ ௜,௤ × ݕ௜,௤௠ ିଵ (5-41)
and for element containing ߲݁ ߲ܾ/[ܬ]௥௢௪ ,௖௢௟௨௠ ௡ = ߲ ௞݁,௤
߲ܾ ௠ ௜
= ܵ̅௠ ௜,௤ (5-42)
The term ௞݁ǡ௤ represents the error at any neuron ݇ calculated by presenting training
pattern ݍ. ߲ݓ ௠ ௜ǡ௝ indicates the weight at any layer ݉ , connecting any neuron ݅with
input .݆ Also ܵ̅௠ ௜ǡ௤ represents the sensitivity at any neuron ݅of layer ݉ calculated when
pattern ݍ is presented while ݕ௜ǡ௤௠ ିଵ represents the output produced by the previous layer
of neuron ݅when pattern ݍ is presented.
The sensitivity ܵ̅௠ ௜ǡ௤ either for the weight and bias is almost similar to the local
gradient defined in the previous back propagation algorithm. Because of that, when the
neuron is the output neuron ܵ̅௠ ௜ǡ௤can be calculated using Equation (5-43).
ܵ̅௠ ௜,௤ = ߮'ெ ൫ݒ௜,௤ெ ൯ (5-43)
Instead, when the neuron is the hidden neuron, ܵ̅௠ ௜ǡ௤can be calculated using Equation
(5-44)
ܵ̅௠ ௜,௤ = ߮'௠ ൫ݒ௜,௤௠ ൯(࢝௠ ାଵ)்ࡿഥ௤௠ ାଵ (5-44)
Once the Jacobian matrix is computed, Equation (5-37) can be used to calculate
ο࢝ . The iterative process can be summarised as follows [Hagan]:
1. Present all input and compute all the corresponding output.
2. Calculate the error ଵ݁ǡଵ݁ଶǡଵǥ ଵ݁ǡଶǥ ଵ݁ǡே … and obtain the sum square error of all
input.
3. Compute the Marquardt sensitivity using Equation (5-43) for output neurons and
(5-44) for hidden neurons.
4. Build the Jacobian matrix using Equation (5-40).
5. Compute ο࢝ using Equation (5-37).
6. Compute the updated weight using Equation (5-31).
7. Re-compute the sum square error using the updated weight. If the sum square
error is smaller than in Step 2, divide ߣ by ߴ and go back to step 1.However, if
the sum square is larger, then multiplyߣwith ߴ and go back to step 6.
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5.1.8.3 Conjugate Gradient (CG) Algorithm
The CG algorithm is another form of second order method of error minimisation. The
purpose of introducing this algorithm is not only to improve the performance of the
network but to improve the training time by reducing the number of iterations required
to achieve the optimal solution. In this method the adjustment of the weights is
determined by utilising search direction vectors that are directionally conjugated with
each other.
For a brief understanding, consider a quadratic error function ࣟሺ࢞ሻ as given in
Equation (5-45) where ࢝ is the weight vector, ࡴ is the symmetric, positive definite
Hessian matrix, ࢈ is a vector, and c is a scalar.
ℰ(࢝ ) = 12்࢝ࡴ࢝ + ࢈்࢝ + ܿ (5-45)
The gradient of the quadratic function, ࢍ can be written as
ࢍ = ℰ(࢝ ) = ࡴ࢝ + ࢈ (5-46)
Therefore the change in the gradient at iteration ݊൅ ͳ can be written as
∆ࢍ࢔ = ࢍ௡ାଵ− ࢍ௡ = ( ࡴ࢝࢔ା૚ + ࢈) − ( ࡴ࢝࢔ + ࢈) = ࡴ∆࢝௡ (5-47)
Consider ࢖௡ as a search direction vector, the change in ࢝ can be written as
∆࢝௡ = ࢝࢔ା૚− ࢝௡ = ߟ௡࢖௡ (5-48)
When the steepest descent is used to determineο࢝௡, ࢖௡ will be in the direction of the
opposite gradient of the quadratic function. Additionally ߟ௡ can be computed using
Equation (5-49).
ߟ௡ = − ࢖௡்ࢍ௡
࢖௡
்ࡴ࢖௡
(5-49)
Since in the CG algorithm, the search direction vectors are taken to be directionally
conjugate to each other, the search direction vector for ݊൅ ͳ should satisfy the
conjugacy rule as given in Equation (5-50).
ߟ௡࢖௡
்ࡴ࢖௡ାଵ = ∆࢝௡ࢀࡴ࢖௡ାଵ = ∆ࢍ௡்࢖௡ାଵ = 0 (5-50)
From Equation (5-50) it can be seen that the search direction will be conjugate when
the ࢖௡ାଵis orthogonal to the change in the gradient.
Having understood this condition, the first search direction ࢖଴ can be taken as
directly opposite to its gradient with ࢖଴ ൌ െࢍ଴. Then at each iteration, ࢖௡ which is
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orthogonal to the change in the gradient, can be constructed using Equation (5-51) with
ߚ௡ known as the scaling factor at iteration .݊
࢖௡ = −ࢍ࢔ + ߚ௡࢖௡ିଵ (5-51)
There are several methods that can be used to find ߚ௡ such as given by
Hestenes and Steifel (Equation (5-52)), Fletcher and Reeves (Equation (5-53)), and
Polak and Ribiere (Equation (5-54)).
ߚ௡ = ∆ࢍࢀ࢔ି૚ࢍ࢔
∆ࢍࢀ
࢔ି૚
࢖௡ିଵ
(5-52)
ߚ௡ = ࢍࢀ࢔ࢍ࢔
ࢍࢀ
࢔ି૚
ࢍ࢔ି૚
(5-53)
ߚ௡ = ∆ࢍࢀ࢔ି૚ࢍ࢔
ࢍࢀ
࢔ି૚
ࢍ࢔ି૚
(5-54)
The CG algorithm cannot be directly applied to MFBP since the error function
used in MFBP is not quadratic. For this reason, Equation (5-49) cannot be used.
Secondly the exact minimum cannot be reached in a definite number of iterations.
To overcome these constraints, the previous method of calculating Equation
(5-49) is replaced using the iterative interval location and reduction method as
described in [189]. Using these methods, ο࢝௡ and ࢝࢔ା૚ can be computed. In addition,
since no exact minimum can be obtained in a definite number of iterations, the search
direction is reset to the steepest gradient direction after ݊ directions.
With MFBP, the computation of gradient ࢍ is computed using Equation (5-15).
However the adjustment of the free parameter is determined using the CG algorithm
via Equation (5-51).
5.1.8.4 Scaled Conjugate Gradient (SCG) Algorithm
In the previously discussed CG algorithm, it has been shown how the line search is
used to adjust the synaptic weight. However, when the algorithm is implemented into
the MFBP, the iterative process used in the interval location and reduction in each line
search causes the implementation to be computationally expensive.
To overcome this problem, Moller [190] introduced the SCG algorithm as a way
of avoiding the line search procedures of the CG algorithm. Referring to Equation
(5-49), the determination of the ߟ for each ݊ iteration is influenced by the Hessian
matrix, ࡴ . As the error function can also be non-quadratic, ࡴ does not need to be
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positive definite [169]. In order to ensure that ࡴ can be positive definite, modification on
ࡴ needs to be done in the form of the Levenberg-Marquardt approach as given in
Equation (5-55).
ࡴ + ߣࡵ (5-55)
This modifies Equation (5-49) to
ߟ௡ = − ࢖௡்ࢍ௡
࢖௡
்ࡴ࢖௡ + ߣ௡‖࢖௡‖ଶ (5-56)
Equation (5-56) shows that when ߣ௡ has large values, ߟ௡ will become small,
hence reducing the step size of the weight adjustment. According to Bishop [169], the
technique is also known as the model trust region method because the model is
effectively only trusted in a small region around the current search point which is
governed by ߣ௡, i.e. a larger ߣ௡ will have smaller trust region and vice versa.
Consider now the denominator of Equation (5-56) which is
ߞ௡ = ࢖௡்ࡴ࢖௡ + ߣ௡‖࢖௡‖ଶ (5-57)
for a positive definite Hessian, ߞ௡> 0. However in the case of ߞ௡< 0, ߣ௡ needs to be
increased to ߣም௡ so that ߞ௡> 0. When Moller [190] set ߣም௡ to be
ߣም௡ = 2൬ߣ௡ − ℰ௡
‖࢖௡‖
ଶ
൰ (5-58)
The rise in ߞም௡ becomes
ߞም௡ = −࢖௡்ࡴ࢖௡ (5-59)
Since the size of the trust region depends on ߣ௡, the decision to increase or
decrease ߣ௡ାଵ is determined using a comparison parameter Δc௡ defined by
Δc௡ = 2{ℰ௡ − ℰ௡ାଵ}
ߟ௡࢖௡
்ࢍ௡
(5-60)
When Δc௡ is close to unity, it shows that the current approximation is good hence ߣ௡
should be reduced in order to reduce the step size of the weight adjustment. However,
if Δc௡ has a low value, the current approximation needs to be improved hence ߣ௡
should be increased in order to increase the step size of the weight adjustment. The
following rules are then applied to change ߣ௡ାଵ
If Δc௡>0.75 then ߣ௡ାଵ = ߣ௡/2
If Δc௡<0.25 then ߣ௡ାଵ = 4ߣ௡ (5-61)
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The SCG algorithm can be summarised as follows:
1. Initialise the weight vector, ߣand set ߣም=0.
2. Find the initial ࢍ, ࡴ and ࢖.
3. Calculate ߞusing Equation (5-57). If ߞ൏ Ͳ, then calculateߞም.
4. Calculate the ߟ using Equation (5-56).
5. Update ࢝ using Equation (5-48) and set ߣም=0.
6. Find the ࢍǡࡴ using the updated ࢝ .
7. Calculate ߚ using either Equation (5-52), (5-53) or (5-54).
8. Calculate ࢖ using Equation (5-51).
9. Calculate Δc using Equation (5-60) and, depending on the rules given in
Equation (5-61), adjust ߣ for the use of the next iteration.
10. In the next iteration, use the adjusted ߣand repeat steps 3 to 10.
11. When ࢍ ൌ Ͳ, then stop the process.
5.1.9 Performance Improvement and Generalisation in MFBP
There are many factors that can influence the performance (reduction in error function)
of a created network, such as the complexity of the problem in hand, the quality of the
training samples, the selection of architecture and the application of the training
algorithm. Nevertheless, there are some measures that can be taken in order to
improve the performance of the network. Some of these are:
a. Selecting a proper input set to train the network: The inputs selected to form the
input set should be good enough to provide significant change to the output
response. The input pattern for pattern recognition, for example, should provide
good features so the network can differentiate the pattern from one class to
another. Sensitivity analysis can be a good way of accessing how strongly an
input element can affect the predicted output. By knowing the strength of each
input in changing the predicted output, not only does it help users to eliminate
the unnecessary weaker inputs, it also ensures that the stronger inputs are not
left behind. Methods used by Li et al. [191] and Ogaji et al. [192] can be used in
performing the sensitivity analysis.
b. Selecting suitable activation function: MFBP in general will learn faster when
the sigmoidal activation function used is antisymmetric than when it is
nonsymmetric [193]. Antisymmetric function are functions that satisfy
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߮(−ݒ) = −߮(ݒ) (5-62)
This condition can be achieved when the Hyperbolic-Tangent Function is used.
This can be clearly seen when the outputs of the activation function produced
by both the Hyperbolic-Tangent and Log-Sigmoid Function are tested using the
condition given in (5-62). Taking ݒ as 5, the output of the Hyperbolic-Tangent
Function (Equation (5-8)) is:
߮(−5) = −0.9991 and െ߮(5) = -0.9991
while for the Log-Sigmoid Function (Equation (5-7)) is
߮(−5) = 0.006693 and െ߮(5) = -0.9933
For this reason, the Hyperbolic-Tangent Function should be more preferable in
ensuring faster learning.
c. Pre-processing the inputs and targeted outputs: Neural network training can be
made more efficient if certain pre-processing on the network inputs and outputs
is performed [169], [194]. This can be done by normalising both inputs and
outputs to a specific range. Scaling of a particular input or output can be done
using Equation (5-63)
ܸ݈ܽ ே = ܸ݈ܽ ܯ ݅݊ ே + (ܸ݈ܽ ܯ ܽݔே − ܸ݈ܽ ܯ ݅݊ ே )൬ ܸ݈ܽ − ܸ݈ܽ ܯ ݅݊
ܸ݈ܽ ܯ ܽݔ− ܸ݈ܽ ܯ ݅݊
൰ (5-63)
where ܸ݈ܽ ே , ܸ݈ܽ ܯ ݅݊ ே and ܸ݈ܽ ܯ ܽݔே denote the normalised value, minimum
and maximum range of normalised value while ܸ݈ܽ , ܸ݈ܽ ܯ ݅݊ and ܸ݈ܽ ܯ ܽݔ denote
the input/output present, minimum and maximum value respectively. For
example, if the input has the maximum and minimum values of 3,000 and 100,
the normalised value for input of 1,715 within the specified normalised range of
-1 to 1 will be
ܸ݈ܽ ே = −1 + ൫1 − (−1)൯൬1715− 1003000− 100൰ൌ ͲǤͳͳ͵ ͹ͻ
The specified range is often influenced by the activation function used. For
example, if the Hyperbolic-Tangent Function is used, than the suitable range for
normalisation is -1 to 1. This is to ensure that all of the input within the minimum
to maximum values can be properly activated within the limit of the activation
function. Apart from that, the normalisation will also ensure that the speed of the
free parameter adjustment can be done at the same rate.
Besides possessing good network performance, achieving good generalisation is
also crucial. The network is said to achieve good generalisation when it is able to retain
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its performance when unseen inputs (inputs never seen before) are presented. The
network learning can be viewed as a ‘fitting’ process between the behaviours of
predicted and targeted outputs. When too many input-output examples are presented
during the learning, ‘overfitting’ will occur. This means that instead of understanding the
behaviour of the outputs for given inputs, the network will end up memorising the
examples and hence lose the ability to generalise.
Figure 5-15(a) and (b) depict a comparison between a properly fitted data and an
overfitted data respectively. From the figure it can be seen that when overfitting occurs,
the output of the unseen input predicted by the network deviates from its true value.
However, when good generalisation is achieved, the true output behaviour is learnt,
hence accurate prediction is also achieved.
According to Hagan [189], for a network to be able to generalise, the amount of
free parameter should be less than the data used in the training. Clearly here both the
amount of sample and free parameters play an important role in determining the
success of achieving good generalisation.
Figure 5-15: (a) Properly fitted data (good generalisation) (b) Overfitted data
(poor generalisation)
One way of preventing overfitting is to use the early stopping method. According
to Sarle [195], the early stopping method can be done by splitting the input samples
into training samples and validation samples. The training samples will be used to
perform the free parameter updates while the validation samples will be used to decide
when to stop. When both samples are simultaneously used during the training, the
error function of the validation samples is observed and the training is stopped when
the error function begins to rise. Hagan et al. [189] added that additional test samples
can also be taken from the input samples. When the test samples are used together
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with the training and validation samples, they act as a mean to compare the
performance between different networks.
5.1.10 Advantages and Disadvantages of ANN
It is obvious that by imitating the biological neural system, ANN originates its computing
ability through its huge parallel distribution computing neurons and the ability to evolve
while learning from its environment. This makes it possible to solve complex, large
scale problems. Some of the advantages of ANN are:
a. Ability to solve non-linear problems. Since ANN is constructed using
interconnected non-linear neurons, solving problems which are non-linear is not
a problem.
b. ANN has the ability to adapt to its environment through the adjustment of free
parameters during the learning period. This makes the network dynamic and
can always be continuously improved.
c. By understanding the behaviour between the input and the output, the non-
explicit relationship between both can be mapped, hence producing a model-
free estimation.
d. Since the complexity of the problems is distributed among layers of computing
neurons, computation is significantly shortened once the network has been
trained, especially when the computation is done in parallel.
e. The ability to distribute the complexity of the problem ensures that ANN can
work with large numbers of variables.
f. Because ANN can be trained to suit a particular unique system, it can be
tailored to the condition of that system, hence provide a better representation of
the system.
g. By using the multilayer network, ANN has the ability to approximate any
arbitrary non-linear function.
h. ANN has the ability to carry out different learning tasks from pattern association,
pattern recognition, control, function approximation etc.
Despite numerous advantages, there are also weaknesses in ANN. Some of the
weaknesses are:
a. ANN is unable to retain its performance when it has to perform outside the
range of data used during the training. As a result, massive data are required to
ensure that the range exceeds the requirement of the estimation capability.
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b. The amount of time required to train the network increases if the size of the
samples or the complexity of the problems increases.
c. Its ‘black box’ nature makes it difficult to access the network ’reasoning’. Apart
from defining the architecture and setting up the network parameters, users
have no other role than presenting the input, watching it train and providing the
output.
5.2 Developing ANN-Based Creep Life Prediction
In this section the development of the alternative neural-based creep life prediction,
suitable to predict HP turbine blade’s creep life is presented.
5.2.1 Analysing the Process of the Current Model-Based Creep Life
Prediction Approach
As mentioned in Section 3.5, since the proposed neural-based creep life prediction
approach serves as an alternative to the existing prediction process, the focus of the
study is to develop suitable architectures that are able to absorb the complexity of the
developed Integrated Creep Life Prediction model. But before this can be done, the
process of how the integrated model performs the creep life prediction needs to be
analysed.
In this process analysis, an output-input process tree which imitates the decision
tree used in operational research is first constructed. The process tree would
graphically provide sufficient information on how data are being manipulated and linked
from the final output (minimum creep life, ܮ஼௠ ௜௡) to the preceding sub-processes; and
how data are transferred from one preceding variable to another until the model inputs
are met at the end of the process tree.
Appendix B provides the output-input process tree of the Integrated Creep Life
Prediction model for the case of an engine with a single stage HP turbine with the
blades being analysed using the Uncooled Blade 1D Thermal Model. From Appendix
B, it can be seen how the overall process of predicting the minimum creep life can be
visualised using the process tree. The process tree can be divided into two major
divisions where the first sub-process mainly calculates the blade’s metal temperature,
ெܶ while the second calculates the ܮܯܲ through the determination of the blade’s
maximum stress, ߪ௠ ௔௫. The linking from one sub-process to another helps to identify
which variables are being manipulated in order to obtain the output of the sub-
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processes. It was found that the entire creep life prediction requires two main
parameters and two main inputs which are
a. Calculated parameters: Parameters that are being calculated during the
prediction process.
b. Simulated parameters: Parameters that are simulated using PYTHIA.
c. Primary input: User’s main inputs on which the estimations of the component
creep life are based.
d. Secondary inputs: One-off inputs that remain unchanged through the entire
prediction process.
Note that the gas turbine sensors used to isolate and quantify the engine health
conditions, together with the operating and health conditions, were categorised as
primary inputs. To explain this decision, consider two scenarios which are scenario 1
where engine health conditions are known and scenario 2 where engine health
conditions are unknown. In scenario 1, since engine health conditions are known,
inputs from the sensors are not needed. However in scenario 2, since health condition
are unknown, sensors’ inputs become vital in order to perform the isolation and
quantification. For this reason both the sensors and engine conditions are considered
to be primary inputs.
LCMin
LMP
max TM
Simulated parameters
Engine Operating Conditions
Engine Health Conditions
Gas Turbine Sensors
Cluster 1
Cluster 2
Cluster 3
Cluster 4
Figure 5-16: Clustering of analysed parameters
Based on the process tree, clustering of the parameters was done, as shown in
Figure 5-16. The clustering of the parameters will become the basis of deciding how
the proposed architectures should be designed to map those clusters. As shown in the
figure, Cluster 1 clusters the two parameters that condition a Larson-Miller master
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curve. Cluster 2 contains the parameters used to compute different forms of stresses,
temperatures, pressures etc. in order to calculate the blade’s metal temperature and
maximum stress. Clusters 3 and 4 contain both primary inputs; Cluster 3 groups the
parameters that define the engine operating and health conditions, while Cluster 4
groups all the gas turbine sensors.
Note also that the secondary inputs were not grouped into any clusters. This is
because the inputs are not changing through the entire prediction process hence do
not provide any sensitivity in changing the behaviour of the blade’s creep life when the
engine operating and health conditions are changed.
5.2.2 Conceptual Designs of the Neural Architectures
Using the clustered parameters, different mappings that link the clustered parameters
were created. These mappings become the conceptual designs of the neural-based
architectures.
Figure 5-17 Different mappings between the cluster parameters
Four mappings (1 to 4) as shown in Figure 5-17(a) to (d) were created. In
Mapping 1, a direct link from Cluster 3 to Cluster 1 was proposed with both Cluster 2
and 4 were left out. In Mapping 2, linking between Cluster 3 and 1 was proposed by
introducing intermediate linkages that link Cluster 3 to Cluster 2 before linking Cluster 2
to Cluster 1. However in Mapping 2, Cluster 4 was left out. In Mapping 3, intermediate
linkages were also used. However the aim is to connect Cluster 4 to Cluster 1 by first
linking Cluster 4 to 2 before linking Cluster 2 to 1. In Mapping 3, Cluster 3 was left out.
Finally in Mapping 4, direct mapping between Cluster 4 and 1 was proposed with
Clusters 2 and 3 were left out.
Once the mapping was established, the parameter(s) for each cluster were
finalised, as shown in Table 5-1. These finalised parameters were then used to
construct the input and output of individual neural networks that form the proposed
architecture.
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Table 5-1: Finalised parameter(s) for each cluster
Cluster Finalised parameter(s)
1 ܮ஼ெ ௜௡
2 ߪ௠ ௔௫ and ெܶ
3 Engine operating and health conditions
4 Gas turbine sensors
5.2.3 The Proposed Neural-Based Architectures
Based on the conceptual design, the neural-based architectures were formed. Although
four conceptual designs were created, only three designs were pursued which are
Mappings 1, 2 and 3 in order to developed three neural-based architectures. The main
reason Mapping 4 was left out was because of the limited amount of time available to
test all of the proposed architectures. For this reason, the construction of the neural-
based architecture based on Mapping 4 will be done in future work.
As discussed in Section 5.1.9, the complexity of the problem in hand dictates the
performance of the neural network created. For this reason two scenarios are
considered:
a. Scenario 1: Low complexity problems
b. Scenario 2: High complexity problems.
5.2.3.1 Neural-Based Architecture for Low Complexity Problems
When dealing with low complexity problems, simple neural architecture can be used in
order to realise the mappings created during the conceptual design. The architecture
using conceptual design Mapping 1 is given in Figure 5-18. Based on the figure, it can
be seen that only one approximator network (Creep Life Approximator) is needed to
map the finalised parameters. This architecture is known as the Range-Based (RB)
architecture where inputs from the engine operating conditions and known engine
health conditions are sent to the approximator network in order to predict the blade’s
creep life within a certain user defined range.
It can be seen from Figure 5-18, the RB architecture creates a direct mapping
between the selected inputs and the engine model HP turbine blade’s creep life. In
situations where users want to create an alternative neural-based solution for a clean
engine case only, then the engine health conditions inputs can be excluded.
120
Figure 5-18: Range-Based architecture based on Mapping 1
The second architecture, as shown in Figure 5-19, is called the Functional-Based
(FB) architecture and is proposed based on the second conceptual design, Mapping 2.
From the figure it can be seen that the architecture uses two intermediate approximator
networks known as the Blade Metal Temperature Approximator and the Blade Stress
Approximator and one output approximator known as the Creep Life Approximator. The
inputs, which are the engine operating conditions and known engine heath conditions,
are sent to individual intermediate approximators in order to predict the two functional
parameters which are the blade’s metal temperature and stress before the predicted
values are sent to the Creep Life Approximator to predict the blade’s creep life.
Figure 5-19: Functional-Based architecture based on Mapping 2
The proposed FB architecture in a way forms a cascade network where the
networks are arranged in a successive manner with the intermediate approximators,
which not only provide the outputs to the main inputs but also provide inputs to the
network that produces the final output. Similarly to the previous architecture, when only
a clean engine case is considered, the engine health conditions inputs can be
excluded.
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Figure 5-20: Sensor-Based architecture based on Mapping 3
The Sensor-Based (SB) architecture forms the final neural architecture created
based on the third conceptual design, Mapping 3, as shown in Figure 5-20. The
cascaded type of network receives inputs from selected gas turbine sensors and
classifies the input patterns into different classes of engine health condition (i.e. Class
1 for clean engine, Class 2 for compressor degradation etc.) via the Component Health
Classifier. Then the classed inputs are sent to the respective intermediate
approximators to predict the blade’s metal temperature and stress. Finally, using the
predicted values, the blade’s creep life is predicted using the output approximator.
Figure 5-21: Simplified Sensor-based architecture for clean engine case
In dealing with only the clean engine case, the SB architecture can be simplified
by utilising only three approximators, as shown in Figure 5-21. The simplified version of
the architecture receives inputs from the sensors before predicting both the functional
parameters and uses the predicted values to predict the blade’s creep life.
5.2.3.2 Neural-Based Architecture for High Complexity Problems
There are several reasons why the complexity of creep life prediction using the
alternative neural solution increases, including wider engine operation envelope,
increase in the component degradation magnitudes, or because the engine
performance becomes too non-linear. Consequently these create a complicated non-
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linear error surface (in a synaptic weight space as shown in Figure 5-12) with many
local minima. Hence it becomes difficult for the neural network to optimise the free
parameters.
In order to improve the prediction capability, several actions can be taken:
a. The blade’s creep life range can be divided into several smaller ranges with
each smaller range having its own approximators.
b. The engine operation envelope can be divided into smaller divisions with each
division having its own approximators.
c. If the engine health conditions are known, separate architecture can be
constructed for each degraded component.
d. If the degradation magnitudes are too big, then magnitudes of the degradation
can be divided into smaller divisions with each division having its own
approximators.
Figure 5-22 provides an example of how the creep life prediction range can be
divided into smaller ranges by first introducing a Range Classifier to classify the input
pattern into the desired creep life range. Once the input has been classified, the input
will be sent to the respective Class Range Approximator in order to predict the blade’s
creep life.
Figure 5-22: RB architecture with different ranges of creep life prediction
Figure 5-23 shows another example of how the degradation magnitude is divided
into three levels (low, medium and high) before the operational envelope is divided into
several divisions. Since in the example, the engine health condition is already known,
different FB architectures can be built accordingly, i.e. FB architecture for compressor
degradation, FB architecture for turbine degradation etc. According to Figure 5-23, the
component degradation magnitude will be assessed first in order to determine the
levels of degradation. Then using the engine operating input, the input will be assessed
and then sent to the corresponding operation division. Here, the input will be presented
to both intermediate approximators to estimate the blade’s metal temperature and
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stress before both estimated values are sent to the output approximators to estimate
the blade’s creep life.
Figure 5-23: FB architecture with degradation levels and operation divisions
Figure 5-24 provides another example of how the SB architecture can be used with the
incorporation of different levels of operation and degradation magnitude. Note that in
Figure 5-24, altitude is chosen as a dividing criterion to divide the operating envelope
into three levels of altitude. When the gas turbine sensors and altitude are input, the
corresponding altitude is assessed. Then the sensor input is sent to the respective
Component Health Classifier in order to classify the input into the corresponding engine
health condition. Since the degradation magnitude is also divided into several levels, a
Degradation Level Classifier is used to classify the input into the corresponding
degradation level. Finally the input will be sent to the intermediate approximators
before the blade’s creep life is predicted using the output approximator.
Figure 5-24: SB architecture with operation and degradation levels
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The choice of what classes of network design (single layer or multi-layer) should
be used, what learning paradigm should be applied (supervised or unsupervised) or
even what type of training algorithm (first order or second order) for each proposed
architecture will depends on the user. However, in this thesis, the application of the
architecture was done using an MFBP network with a second order training algorithm.
The implementation of the architecture is discussed in Chapter 7.
5.2.3.3 Advantages and Disadvantages of Each Proposed Architecture
Table 5-2: Advantages and disadvantages of the proposed architectures
Architecture Advantages Disadvantages
RB 1. Only one approximator network is
needed to map the input to the
main output.
2. Time required to train the network
is less if one network is used.
3. Computational time is faster when
one network is used.
4. Can cater for a much wider creep
life range since the life range can
be split into smaller divisions to
maintain prediction accuracy.
1. Time required to train the network
can increase if the smaller
division of creep life range is
required.
2. Becomes rigid to changes if
functional parameters require any
changing.
3. If classifier network is used, there
will be a chance of
misclassification.
4. Needs to know degradation
magnitude prior to life prediction.
FB 1. Flexible to changes since
separate networks are used to
represent the intermediate and
output parameters.
2. Easy to train when one network
needs more training.
3. Can change one functional
parameter to another without
disrupting the whole architecture.
4. No need for classifier networks to
perform any classification, hence
eliminates the possibility of
misclassification.
1. Requires more networks to map
the input to the main output.
2. Requires more training since
more networks are needed even
in uncomplex situations.
3. Needs to know degradation
magnitude prior to life prediction.
SB 1. Does not require any component
diagnostics prior to life estimation
2. Flexible to changes since
separate networks are used to
represent the intermediate and
output parameters.
3. Easy to train when one network
needs more training.
4. Can change one functional
parameter to another without
disrupting the whole architecture.
1. Requires more networks to map
the input to the main output and
also to isolate component
degradation.
2. Requires more training since
more networks are needed even
in uncomplex situations.
3. Misclassification can occur.
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Since different neural architectures have different network arrangements, one
architecture should have advantages over the other and vice versa Table 5-2 provides
the advantages and the disadvantages of the RB, FB and SB architectures.
5.3 Chapter Conclusion
The aim of the chapter was to discuss the development of the alternative creep life
estimation method using the ANN approach. However, in the first part of the chapter,
the theory of the ANN was given. This covers:
a. explanation of how the ANN was modelled based on the functionality of the
biological neural unit
b. descriptions of several activation functions commonly used in ANN design
c. descriptions of different classes of ANN design
d. description of ANN learning process and tasks
e. discussion on the functionality of the MFBP network
f. detailed discussions on several commonly used first and second order training
algorithms
g. discussion on how to improve the network performance and generalisation
h. the advantages and disadvantages of ANN.
In the second part of the chapter, the development of the neural-based creep life
prediction was discussed. Using an output-input process tree, the process of the
current model-based creep life prediction approach was analysed. It was found that the
entire creep life prediction requires two main parameters and two main inputs which
are the calculated parameters, simulated parameters, primary inputs and the
secondary inputs.
Based on the process tree, clustering of the parameters was done. Using the
clustered parameters, four conceptual designs with different forms of mapping between
the cluster parameters were proposed. Once the mapping was established, the
parameter(s) for each cluster were finalised. These finalised parameters were then
used to construct the input and output of individual neural networks that form the
proposed architectures.
Three neural-based architectures known as the RB, FB and SB architectures
were then finalised. In the RB architecture, the prediction of the blade’s minimum creep
life is done using the Creep Life Approximator network that receives inputs from the
engine operating conditions and known engine health conditions. In both the FB and
SB architectures, intermediate approximators known as the Blade Metal Temperature
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Approximator and the Blade Stress Approximator networks were introduced to predict
the blade’s metal temperature and stress. However, both the FB and SB architectures
use different inputs with the FB architecture uses the engine operating conditions and
known engine health conditions, while the SB architecture uses the gas turbine
sensors.
In this chapter, the evolution of the proposed architectures was also given from
low to high complex prediction problems. Several actions such as dividing the creep life
into several ranges or dividing the operational space into smaller divisions were also
given. Finally the advantages and disadvantages of each proposed architecture were
presented.
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6 APPLICATION OF THE INTEGRATED CREEP LIFE
PREDICTION MODEL: EFFECTS OF OPERATING AND
HEALTH CONDITIONS ON HP TURBINE BLADE’S CREEP
LIFE
This chapter presents the application of the developed Integrated Creep Life Prediction
Model in order to investigate the effects of several selected operating and health
parameters on a selected engine model HP turbine blade’s creep life. In this analysis,
the introduced Creep Factor, as discussed in Section 4.6.1, is used to assess the
impact of individual selected parameters when the parameters deviate from a user-
defined reference operating condition.
In addition, the influence of a given mission profile on the HP turbine blade’s
creep life is investigated. This is done for two conditions:
a. When the engine is clean, and
b. When the engine is degraded due to compressor fouling and turbine erosion.
Using the Creep Factor approach, the impact of both clean and degraded engines on
the HP turbine blades’ nominal creep life is measured.
6.1 Engine Model Construction
Figure 6-1: Engine model configuration
In order to perform the investigations, a helicopter turbo-shaft engine model is used.
The configuration of the engine is given in Figure 6-1 which consists of a three axial-
one centrifugal stage compressor, a reverse flow annular combustion chamber, a
single stage compressor turbine (HP turbine) and a two-stage power turbine (LP
turbine). Based on the engine configuration, an engine performance model was
constructed using PYTHIA. It is important to note that the data used to construct the
engine model are based on a newly designed helicopter engine given by an engine
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manufacturer. However, for confidentiality reasons, the engine data will not be given in
this thesis.
6.1.1 Design Point Performance Adaptation
Although most of the data are given by the engine manufacturer, some data are
reasonably assumed. Consequently, the assumed data can lead to prediction errors.
To reduce the DP performance prediction errors, non-linear DP performance
adaptation was carried out using PYTHIA where the method was proposed and coded
by Li et al. [191]. In their method, the parameters which are defined as the to-be-
adapted parameters will be modified until the targeted performance parameters are
met. Figure 6-2 provides a schematic diagram of the adaptation procedure which was
used in the research. The theoretical and mathematical model used in this approach
will not be discussed in this thesis as it has been reported in [191].
Figure 6-2: Schematic Diagram of the Non-Linear Adaptation Procedure
As shown in Figure 6-2, there are two parameters (shaded text boxes) that need to be
specified [191]:
a. The to-be-adapted parameters which are parameters that will be changed
during the adaptation. These parameters are also called the independent
parameters or gas turbine component parameters, such as mass flow rates,
compressor pressure ratios and isentropic efficiencies, turbine entry
temperature, and turbine isentropic efficiencies. These parameters are
independent of each other and determine the engine performance at DP.
b. The targeted parameters, which are also called the dependent performance
parameters or measurable parameters, such as thrust or shaft power, specific
fuel consumption or thermal efficiency, and gas path pressures and
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temperatures. The quantity of these parameters is determined by the quantity of
the independent component parameters or the to-be-adapted parameters.
Table 6-1 lists the targeted performance parameters and the to-be-adapted
parameters selected in the research. It is worth mentioning that the targeted
performance parameters were obtained from the engine DP performance data given by
the engine manufacturer.
Table 6-1: Parameters selected of the DP performance adaptation
To-be-adapted parameters Targeted parameters
Intake pressure recovery Compressor inlet total pressure
Intake mass flow Compressor outlet total pressure
Compressor pressure ratio Compressor outlet total temperature
Compressor isentropic efficiency Power turbine inlet total temperature
Compressor bleed pressure ratios Power turbine outlet total pressure
Mass fractions extracted from the core flow Fuel flow
Turbine entry temperature
HP Turbine isentropic efficiency
Power Turbine isentropic efficiency
After the to-be-adapted parameters were chosen, performance adaptation was
undertaken. As shown in Figure 6-2, during the adaptation process, the deviations
between the targeted and the simulated parameters (based on the existing component
parameters) are calculated. The to-be-adapted parameters are then changed iteratively
until the adaptation criterion is achieved. The adaptation criterion used in [191] is that
the root mean square, ܴܯܵ of the difference between the targeted and simulated
parameters calculated using Equation (6-1) must be smaller than 0.001.
ܴܯܵ= ඩ∑ ൬̂ݖ௜− ݖ௜ݖ௜ × 100൰ଶீ௜ୀଵ
ܩ
(6-1)
where ݖƸand ݖ are the simulated and specified targeted parameters respectively and ܩ
is the number of targeted parameters specified for the adaptation.
Figure 6-3 depicts the prediction errors percentage, ܧ, calculated using Equation
(6-2) before and after the performance adaptation was carried out.
ܧ = ̂ݖ௜− ݖ௜
ݖ௜
× 100 (6-2)
From Figure 6-3, it can be seen that the prediction errors of all the targeted
measurements have significantly reduced from the average errors of 0.998% to 5.08E-
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5%. Also, two of the parameters, which are the compressor outlet total pressure and
power turbine inlet total temperature, have no prediction errors while the highest
prediction error is given by the power turbine total pressure which drops from 4.78% to
0.0002%. Based on the figure, it can be clearly seen that after DP performance
adaptation was performed, an accurate engine model was achieved at DP.
Figure 6-3: Prediction errors before and after the performance adaptation
6.1.2 Off-Design Performance Adaptation
Even though an accurate engine model has been accomplished at DP, prediction
accuracy at OD conditions must also be realised. Therefore OD performance
adaptation needs to be carried out. Since the accuracy of the engine performance
model at OD conditions depends very much on the component characteristic maps in
use, performance adaptation can be done by either scaling the characteristics map
using a set of scaling factors [196–201] or by generating new component characteristic
maps based on the engine test bed data [202], [203].
A typical turbine map is illustrated in Figure 6-4, where the initial map is
represented in solid speed lines and a typical point on a speed line is denoted as A
having characteristic parameters ܹ ܣܥ஺, ܧܶܣ஺ and ܦܪ஺. In the figure, ܹ ܣܥ, ܧܶܣ and
ܦܪ are the corrected mass flow rate, isentropic efficiency, and enthalpy drop ratio
respectively. When the map is scaled, point A moves to A* and its corresponding
characteristic parameters are changed to ܹ ܣܥ஺∗, ܧܶܣ஺∗ and ܦܪ஺∗ If the scaling factors
used to scale the corresponding characteristic parameters are ܵܨௐ ஺஼, ܵܨா்஺, ܵܨ஽ு ,
then ܹ ܣܥ஺∗, ܧܶܣ஺∗ and ܦܪ஺∗ can be determined using Equations (6-3), (6-4) and (6-5)
respectively.
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Figure 6-4: OD scaling of a turbine map
ܹ ܣܥ஺∗ = ܵܨௐ ஺஼ × ܹ ܣܥ஺ (6-3)
ܧܶܣ஺∗ = ܵܨா்஺ × ܧܶܣ஺ (6-4)
ܦܪ஺∗ = ܵܨ஽ு × ܦܪ஺ (6-5)
In this research, OD performance adaptation was carried out using the method
proposed by Li et al. [204] which is already available in PYTHIA. A non-linear form of a
quadratic scaling factor function given in Equation (6-6) is introduced to relate the
scaling factors to the operating condition. By having to use the scaling factor function, a
unique value of scaling factor can be applied as the operating condition changes.
ܵܨ௑ = 1 + ܾ൬ฬܮ஽௉ − ܮை஽
ܮ஽௉
ฬ൰+ ܿ൬ฬܮ஽௉ − ܮை஽
ܮ஽௉
ฬ൰
ଶ
(6-6)
In Equation (6-6), ܵܨ denotes a scaling factor for a typical characteristic parameter with
coefficients ܾ and ܿdenoting two scaling factor function coefficients. In addition,
subscript ܺ represents a general characteristic parameter where for the compressor
and turbine ܮ஽௉ and ܮை஽ represent the relative non-dimensional rotational speed, ܥܰat
OD point and DP respectively while for the burner, ܮ஽௉ and ܮை஽ represent the burner
inlet pressure, ܤܲܫ for OD point and DP, respectively.
The search of the optimum coefficients ܾand ǡܿin [204] is done using the genetic
algorithm (GA) and the effectiveness of the adaptation process is measured using an
objective function (OF) given in Equation (6-7). In Equation (6-7), ܲ(௣௥௘ௗ௜௖௧) is the
predicted measurements obtained using the initial or adapted component characteristic
maps, ܲ(௔௖௧௨௔௟) is the targeted measurements obtained from real engine tests, ݉
denotes the number of measurements used for each OD point included, and ݇ denotes
the number of OD points included in the adaptation process. From Equation (6-7), it
can be seen that the effectiveness of the adaptation increases if the value of the ܱܨ
reduces.
ܱܨ = 1݇ 1݉ ቎෍ ෍ ቤܲ(௣௥௘ௗ௜௖௧)௜,௝− ܲ(௔௖௧௨௔௟)௜,௝
ܲ(௔௖௧௨௔௟)௜,௝ ቤ
௠
௜ୀଵ
௞
௝ୀଵ
቏× 100 (6-7)
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measurements, an objective function, as in Equation (6-7), is calculated. If none of the
strings can lead to the desired objective function, the GA reproduction process will
continue until the fittest string is found or the maximum allowable generation is
reached. Note that if the adaptation outcome is not desirable, scaling factor function
coefficients ܾ and ܿ search ranges will be changed once again heuristically and the
search for the fittest string will be repeated.
For this research, test rig data were used. The test data of the engine were
obtained from the engine manufacturer who conducted the engine performance tests at
various OD points. Using the engine performance model, a set of generic component
characteristic maps were initially applied to the engine model to start the performance
simulation. In this research, three component characteristic maps for the compressor,
compressor turbine and power turbine were chosen as the to-be-adapted maps while
the burner map remains unchanged.
Table 6-2: Operating points available from the test rig data
No. PCN Status
1 0.9981 Testing
2 0.98273 Adaptation
3 0.97862 Adaptation
4 0.96713 Adaptation
5 0.95442 Testing
6 0.9268 Adaptation
Based on the test rig data, six operating points, as listed Table 6-2, were
available for analysis. “Adaptation” in the table implies that the data at these points
were used for adaptation where “Testing” implies that the points were used to test the
model accuracy after adaptation was performed. In addition, ܲܥܰ in the table denotes
the relative compressor rotational speed. The value of 0.9981 indicates that the
compressor rotational speed at this point is 99.81% of its absolute design speed. In
addition, for each point listed in Table 6-2, seven measurements, as listed in Table 6-3,
were used as the targeted measurement.
Before the adaptation was conducted, the performances of the engine model
using the to-be-adapted (generic) component characteristic maps were simulated
according to the OD points and measurements listed in Table 6-2 and Table 6-3
respectively. Then, the ܧ, for each measurement at each operating point was
calculated using Equation (6-2).
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Table 6-3: Measurements selected as targeted measurements
Measurement Symbol Unit
Compressor outlet total pressure P3 atm
Compressor outlet total temperature T3 K
Power turbine inlet temperature T12 K
Power turbine outlet total pressure P15 atm
Power turbine outlet total temp T15 K
Fuel flow FF kg/s
Shaft power SP W
Table 6-4: Initial prediction error (%) at different ࡼ࡯ࡺ࢙
Prediction error (%)
PCN 0.998 0.9827 0.97862 0.96713 0.9544 0.9268
P3 0.0 0.83 1.65 3.82 5.64 13.29
T3 0.0 0.26 0.11 0.36 0.78 0.89
T12 0.0 0.96 1.33 2.35 3.04 5.64
P15 0.0 1.58 0.93 0.23 0.0035 0.47
T15 0.0 0.1 0.12 1.21 1.68 0.38
FF 0.0 1.45 2.99 5.88 8.07 20.5
SP 0.0 3.01 5.23 10.83 17.20 47.27
The initial engine model prediction errors are shown in Table 6-4 where several
observations can be made. As ܲܥܰ reduces from 0.9827 to 0.9268, the prediction
errors for most measurements increase. P3, FF and SP have considerably higher
prediction errors, especially at lower speeds, with the highest error reaching around
48%. It can also be seen that the errors vary non-linearly with ܲܥܰ (refer to Figure 6-6
to Figure 6-11) suggesting that variable scaling factors for each operating point and
component characteristic parameter are required to ensure minimal prediction errors
across the operating envelope.
Figure 6-6 to Figure 6-11 represent the prediction errors calculated using
Equation (6-2) for different measurements before and after the adaptation was carried
out. In general, significant improvement has been achieved as the majority of the
prediction errors (after the adaptation) for the OD points used in the adaptation or
testing have fallen below the specified threshold which is ܧ=2%. This can be seen in
Figure 6-6 and Figure 6-7 where both SP and FF which initially possess considerably
higher prediction errors (see Table 6-4) have been reduced significantly, especially at
the lowest ܲܥܰ with reductions from 45% to 0.07% for SP and 20% to 0.67% for FF.
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Figure 6-6: Prediction errors for SP before and after adaptation
From the initial simulation (before adaptation), the prediction errors for most
measurements except for P15 (see Figure 6-8) and T15 (see Figure 6-9) are seen to
increase when ܲܥܰis reduced. This indicates that if the rotational speed is further
reduced, the prediction accuracy will deteriorate even more.
Figure 6-7: Prediction errors for FF before and after adaptation
Figure 6-8: Prediction errors for P15 before and after adaptation
However, for both P15 and T15, the initial prediction errors are seen to fluctuate
as ܲܥܰ changes. Despite the fluctuations, the prediction errors were well below the
threshold value (2% error) indicating that the occurrence of the fluctuation did not
cause significant change in the accuracy of the prediction.
After performance adaptation was completed, only three measurements were
found to exceed the threshold value, which were T15 (4.5%), T3 (3%), and T12
(2.67%) as shown in Figure 6-9 to Figure 6-11 respectively. Note that the prediction
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errors of these three measurements during the initial simulation were well below the
threshold. This demonstrates that in order to reduce huge initial errors produced by
other measurements, accuracy of some measurements needs to be compromised.
Figure 6-9: Prediction errors for T15 before and after adaptation
Figure 6-10: Prediction errors for T3 before and after adaptation
Figure 6-11: Prediction errors for T12 before and after adaptation
Table 6-5 lists the average errors for individual measurements for all operating
points listed in Table 6-2, ܧ஺௏ா, and the total average errors for all measurements,
ܧ஺௏ா்ை்஺௅, before and after adaptation, calculated using Equations (6-8) and (6-9).
ܧ஺௏ா = 1݊෍ ̂ݖ௝− ݖ௝
ݖ௝
× 100௡
௝ୀଵ
(6-8)
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ܧ஺௏ா்ை்஺௅ = 1݊݉ ෍ ෍ ̂ݖ௜,௝− ݖ௜,௝
ݖ௜,௝ × 100௠
௝ୀଵ
௡
௜ୀଵ
(6-9)
where ݉ is number of measurements defined for each specified OD point, ݊ denotes
the number of operating points used for this study including all points for adaptation
and testing, z is the measurement taken from the test rig while ො is the measurement
simulated using the to-be-adapted map at the same operating point.
Table 6-5: Summary of average errors before and after adaptation
Average Error (%)
Measurement Before adaptation After adaptation
P3 4.2 0.34
T3 0.4 1.42
T12 2.22 0.85
P15 0.53 0.6
T15 0.58 1.42
FF 6.49 0.36
SP 13.92 0.29
Total Average Error (%) 4.05 0.75
Number of measurements
exceeding the threshold
15 3
From Table 6-5, it can be seen that after the adaptation, the ܧ஺௏ா of all the
measurements selected for this study were significantly reduced. The average errors of
all the measurements fall below the specified threshold, although measurements T3
and T15 are seen to have relatively higher errors compared with the others. Note that
for both T3 and T15, their final average errors are higher than their initial simulated
values. As explained earlier, the increase in those errors is due to the compromise
made to reduce the high initial errors caused by both SP and FF.
The overall improvement is indicated by the ܧ஺௏ா்ை்஺௅ given in Table 6-5. It can
be seen that ܧ஺௏ா்ை்஺௅ has reduced considerably from 4% to around 0.75%.
Furthermore, the number of measurements having prediction errors that exceed the
specified threshold were reduced noticeably from 15 to only 3.
From the results shown in the previous paragraphs, it can be concluded that after
performing both DP and OD point performance adaptations, the prediction accuracy of
the engine model has been improved significantly. This is crucial for the research, as
an accurate engine model can give the correct ‘picture’ on how different engine
operating and health conditions can affect the behaviour of the blade’s creep life
consumption.
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6.2 Method of Performing the Impact Analysis
The first part of the study investigates the effects of different operating and health
parameters on the engine model HP turbine blade’s creep life. The method of the
analysis for the first part of the study is summarised in Figure 6-12. Each selected
parameter within the specified range was simulated using the developed Integrated
Creep Life Prediction Model. The aim is to obtain its corresponding Creep Factor, ܥܨǡ
calculated using Equation (4-45). The obtained ܥܨݏ were then plotted against its
respective parameter. This is to analyse the trend of the change on the blade’s creep
life. If the behaviour is exponential, a log ܥܨ against its corresponding parameter will
be plotted to obtain a linear relation. The linear relation permits a specific impact
weight, defined as the slope of the plot to be calculated which, in general, represents
how much the blade’s creep life will be affected when a unit of the parameter deviates
from its reference value. Higher impact weight will indicate higher creep life
consumption; thus having this value compared from one parameter to another can
indicate which parameter is more sensitive in changing the blade’s creep life.
Figure 6-12: Method diagram for the first part of the impact analysis
The second part of the study examines the influence of clean and degraded
mission profiles on the HP turbine blade’s creep life. The degraded mission profiles
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consider degradations in the engine model compressor due to compressor fouling and
also degradations in both engine model turbines due to turbine erosions.
For each given mission profile, each mission segment creep life was first
calculated using Equation (4-45). Then the life fraction ܮܨ of each mission segment
was calculated using Equation (4-48) before the mission nominal creep life was
calculated using Equation (4-49). Finally the mission Creep Factor ܥܨெ was computed
using Equation (4-50). Note that since some mission segments can have continuously
changing performance parameters, these segments were divided into smaller
segments in order to create a sequential step of continuously constant operating
conditions.
By having to calculate each mission segment, ܥܨ and ܥܨெ , the effects of each
mission segment and the overall mission profile on the blade’s creep life can be
quantified relative to the reference operating conditions. By comparing the ܥܨݏ of the
mission segments, ‘critical’ mission segments can be identified.
6.3 Application
The study was conducted using the developed engine model. The hot section
component selected for the study is the uncooled single stage unshrouded HP turbine
blades coated with thermal barrier coating (TBC). Some of the inputs used in the
integrated model are obtained from the engine manufacturer while some are
reasonably assumed or calculated. Table 6-6 summarises the inputs used in the
integrated model. For confidentiality reasons, those inputs provided by the engine
manufacturer are not given in this thesis.
Since some of the values are reasonably assumed, these values are given in this
thesis. For this study, the ܴܶܦܨ value was set to 0.1. The chosen value of ܴܶܦܨ was
considered to be moderate (ܴܶܦܨ value should be kept at not more than 0.2 [205]) as
this value was found to be used in other literatures [162], [206], [207]. Also, the
thickness and thermal conductivity of the TBC were assumed to be 150ߤm and
2ܹ ݉Ǥܭ/ respectively [208].
The value of ܴ௞ which is the ratio between the blade section wall temperature
and the section gas temperature was inversely determined by comparing the results of
a numerical critical blade temperature analysis conducted by the engine manufacturer
and the predicted metal temperature obtained from the Blade Thermal Model. The ܴ௞
value was initially guessed in order to predict the blade’s metal temperatures
(corresponding to the location of minimum creep life along the blade span) at the same
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operating conditions used by the engine manufacturer. The predicted blade’s metal
temperatures were then compared to the critical blade metal temperatures provided by
the engine manufacturer. ܴ௞ was then changed progressively until the prediction errors
were minimised. The prediction errors, ܧ were calculated using Equation (6-10).
ܧ = ቤ ௖ܶ௥(௣௥௘ௗ௜௖௧) − ௖ܶ௥(௚௜௩௘௡)
௖ܶ௥(௚௜௩௘௡) ቤ× 100 (6-10)
where ௖ܶ௥(௣௥௘ௗ௜௖௧) and ௖ܶ௥(௚௜௩௘௡)are the predicted and the given critical blade metal
temperature respectively.
Table 6-6: Summary of the inputs used in the integrated model
No Input Data Acquisition
1 Absolute rotational speed Engine manufacturer
2 Number of blade Engine manufacturer
3 NGV cooling effectiveness Engine manufacturer
4 Blade chords Engine manufacturer
5 Blade LE and TE radii Engine manufacturer
6 Blade cross sectional areas Engine manufacturer
7 Blade and NGV angles Engine manufacturer
8 Blade density Engine manufacturer
9 Blade LMP master curve Engine manufacturer
10 Radial temperature distribution factor, ܴܶܦܨ Assumed
11 NGV pressure recovery Assumed
12 Blade TBC thickness Assumed
13 Blade TBC thermal conductivity Assumed
14 X and Y distances between the corresponding chord-
wise location to the respective blade’s cross section
CG
Calculated
15 Blade cross section minimum and maximum second
moment of areas
Calculated
16 ܴ௞ Calculated
Table 6-7 provides the critical metal temperature prediction errors, ܧǡat different
operating conditions (PCN from 1.0 to 0.945) when different values of ܴ௞ were applied.
PCN, as mentioned in Section 6.1.2, is the ratio between the engine compressor
rotational speed and its absolute design speed. It can be seen from the table that the
optimised value of ܴ௞ is 0.885 with the average prediction error, ܧ at 1.3844%. Hence
an ܴ௞ value of 0.885 was applied to the engine model.
Apart from the ܴ௞, the X and Y distances between the corresponding chord-wise
locations (LE, TE and the back of the blade) to the respective blade’s cross section CG
(refer to Figure 4-7 in Section 4.4.4), and the blade cross section minimum and
maximum second moment of areas, were determined by the author. The determination
of the values was based on the given 3D computer aided design (CAD) blade model.
141
Using commercial CAD software, the X and Y distances were measured and the
second moment of areas were calculated.
Table 6-7: Prediction error at different ࡾ࢑
Critical Metal Temperature Prediction Error (%)
ܲܥܰ ܴ௞ = 0.89 ܴ௞ = 0.887 ܴ௞ = 0.885 ܴ௞ = 0.88
1.0 1.3673 0.9319 0.6415 0.0843
0.9910 0.8589 0.4236 0.1334 0.5921
0.9820 0.3010 0.1342 0.4243 1.1496
0.9778 1.0529 0.6133 0.3203 0.4124
0.9711 1.0397 0.5979 0.3033 0.4331
0.9600 2.0520 2.4839 2.7718 3.4915
0.9550 1.6821 2.1173 2.4075 3.1329
0.9450 3.3534 3.7853 4.0732 4.7929
Average
Error (%) 1.4634 1.3859
1.3844 1.7611
Table 6-8: Operating and health parameters selected for the study
Selected parameter Test range
Operating condition
ܲܥܰ 0.9981 to 0.96
Altitude 0 to 1000 m
Ambient temperature (deviation in temperature
from ISA)
36.1 C to ISA
(21.1 to 0C)
Health conditions
Compressor fouling 0 to 5 ܨܫ
HP turbine erosion 0 to 5 ܧܫ
LP turbine erosion 0 to 5 ܧܫ
Operating and health parameters, together with their variations used in the first
part of the study, are listed in Table 6-8. For all the tests, the ܲܥܰwas chosen as the
engine handle. Also two indices, the fouling index (FI) and erosion index (EI) were also
used which hypothetically describe the magnitude of degradations [40]:
a. 1% of EI is defined as 1% decrease in efficiency accompanied by a 0.5%
increase in flow capacity
b. 1% of FI is defined as 1% decrease in efficiency accompanied by a 0.5%
reduction in flow capacity
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The efficiency and flow capacity are health parameters of compressors and turbines
and details are given in [209].
Clean engine running at a ܲܥܰ of 0.98, zero altitude, Mach number equal to zero,
with an ambient temperature of 36.1 C (21.1 T from ܵܫ ܣ sea level) was chosen as
the reference operating condition. The reference condition chosen for this study was
arbitrarily selected in order to show the effect of increase and decrease of the Creep
Factor when the rotational speed was changed from 0.9981 to 0.96. It is important to
note that when each parameter was changed, according to their specified variations as
given in Table 6-8, other parameters remained at the reference condition. For example,
when the altitude was simulated from 0 to 1000m, the PCN and ambient temperature
were fixed at 0.95 and 36.1C respectively.
Table 6-9: Mission profile created for the second part of the study
Mission Segment Altitude (m) ܲܥܰ Power
level %
(approx.)
CAS
(knot)
Time
(min)From To From To
F1 Hover-taxi 0 0 0.966 0.966 71 5 5
F2 Take off from base 0 1500 0.985 0.991 88 100 10
F3 Cruise flight 1500 1500 0.964 0.964 66 150 10
F4 Land at training site 1500 1200 0.971 0.969 72 100 2
F5 Conduct training 1200 1200 0.977 0.977 78 0 50
F6 Depart training site 1200 1800 0.989 0.993 88 100 4
F7 Cruise flight 1800 1800 0.964 0.964 65 150 12
F8 Land at base 1800 0 0.965 0.959 66 100 6
F9 Hover-taxi 0 0 0.966 0.966 71 5 5
Figure 6-13: Graphical representation of the mission profile
As mentioned earlier, the second part of the study investigates the influence of a
given mission profile on the blade’s creep life with the inclusion of degradation. For this
reason, a mission profile used for both the clean and degraded engine was created.
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The mission profile created was adapted from [210] and the operating parameters and
operating hours for each mission segment were reasonably assumed. The description
of the mission profile is listed in Table 6-9 and the graphical representation of the
mission is given in Figure 6-13. For the degraded engine, three cases will be
considered which are the presence of compressor fouling with 2% ܨܫ, and ܪܲ and ܲܮ
turbines’ erosion with 2% ܧܫݏ respectively.
6.4 Effect of Engine Operating and Health Conditions on the Blade’s
Creep Life
6.4.1 Effect of Engine Rotational Speed
As the engine rotational speed was used as the handle of the engine, the level of the
handle represents the level of engine speed. Figure 6-14 illustrates the effect of engine
rotational speed on the creep life of the HP turbine blades. It can be seen from the
figure that when the engine’s rotational speed, ܲܥܰwas reduced from its reference
value to 0.96, the Creep Factor, ܥܨǡincreased substantially from 1.0 to around 20. This
indicates that a 2% reduction in rotational speed from its reference operating condition
will extend the blade life up to nearly 20 fold. In contrast, as the speed was increased
from its reference operating condition to 0.9981, the ܥܨdropped dramatically to a
value of 0.12, indicating an 88% reduction in the blade’s creep life from its reference
life.
Figure 6-14: Plots of ࡯ࡲ against rotation speed ࡼ࡯ࡺ
Figure 6-14 also indicates that ܥܨvaries exponentially with the engine rotational
speed. A plot of log ܥܨagainst the speed, as shown in Figure 6-15, depicts a linear
relation between the log ܥܨ and the engine rotational speed and such a plot provides a
much clearer representation of the relationship. Note that since the value of ܥܨ is unity
at the reference condition, the log ܥܨ is zero. The impact weight which is the slope of
the curve was found to be around -0.591 of log ܥܨ value. This means that for every 1%
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increase in ܲܥܰ from its reference condition, there will be a 0.591 drop in the value of
the logܥܨ.
The change in the ܥܨresulted from a substantial change in both blade stresses
and metal temperatures. Figure 6-16 illustrates the deviations of the blade stresses
from their reference value. Delta stress represents the difference between the blade
stress at the current operating condition and the blade stress at the reference operating
condition. A negative trend as the engine rotational speed reduces indicates
reductions in the blade stress values. This shows that when the engine speed reduces,
the blade stresses are reduced due to the reduction in centrifugal forces, thus changing
the maximum stresses. It is important to note that the stresses due to the bending
moment also change but are relatively small compared with the stress resulting from
the centrifugal force.
Figure 6-15: Plots of log ࡯ࡲ against rotation speed ࡼ࡯ࡺ
Figure 6-16: Deviations of metal temperatures and stresses from their reference
values vs. engine speed
In addition, the reductions in rotational speeds will reduce the non-dimensional
speeds. As the non-dimensional speed reduces, the non-dimensional mass flow in the
compressor map will reduce. Since the inlet compressor remains unchanged due to the
unchanged ambient conditions, the inlet mass flow of the compressor will reduce
causing a reduction in the compressor work, hence reducing the TET. This can be
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clearly seen in Figure 6-17 where the percentage deviations of mass flow, compressor
power, and TET from the reference value are depicted. The negative trends of the plot
as the rotational speeds were reduced show reductions of those parameters. As a
result, the blade’s metal temperatures will be brought down. This can be seen in Figure
6-16 where the negative trend as the engine rotational speed reduces indicates a
reduction in the blade’s metal temperatures.
Figure 6-17: Percentage deviations of mass flow, compressor power and TET
from its reference values vs. engine speed
6.4.2 Effect of Altitude
With the increase in altitude, the ambient static temperature falls linearly and so does
the static pressure and air density, hence reducing the mass flow rate into the engine.
Consequently this will result in a decrease in the compressor work, despite having an
increase in pressure ratio due to an increase in non-dimensional speed. However, in
seeking for continuity between the compressor and the high pressure turbine, the
engine performance model was seen to produce a higher burner temperature rise as
the altitude increases, resulting in a slight increase in TET. This can be seen in Figure
6-18. Consequently this will increase the blade metal temperature, as shown in Figure
6-19.
Figure 6-18: Percentage deviations of pressure ratio, compressor work, and
burner temperature rise and intake mass flow from reference value vs. altitude
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The increase in altitude also changes the blade stresses. As shown in Figure
6-19, although the metal temperature is rising as the altitude rises, the blade stress
reduces slightly. The slight reduction in blade stresses is due to the reduction in the
gas bending moment from the pressure and momentum difference between the inlet
and outlet of the blade. This can be clearly seen in Figure 6-20, where in the figure the
deviations of forces, due to momentum, change at the axial and tangential directions,
and also deviation of forces, due to static pressure, change at the axial direction from
its reference value. As shown in the figure, the negative trends depicted in all forces
indicate reductions in the forces, hence reducing the gas bending moment stresses.
Figure 6-19: Deviation of metal temperature and stress from reference value vs.
altitude
Figure 6-20: Percentage deviation between the forces from its reference value at
different altitudes
Despite having an increase in metal temperature while at the same time a
decrease in blade stress, the change in the blade stress is small since the centrifugal
force which acts as the main stress contributor does not change. This can be clearly
seen when comparing the stress deviation shown in Figure 6-19 with that in Figure
6-16. Because of this, the temperature is seen to be dominant in changing the HP
turbine blade’s creep life. This can be clearly seen when the ܥܨݏ are plotted against
-4
-2
0
2
4
6
8
0 200 400 600 800 1,000De
vi
at
io
n
fr
om
re
fe
re
nc
e
va
lu
e
(M
Pa
/
K
)
Altitude (m)
Delta stress
Delta temperature
Reference condition
-8
-6
-4
-2
0
0 200 400 600 800 1000
Pe
rc
en
ta
ng
e
de
vi
at
io
n
of
fo
rc
es
fr
om
re
fe
re
nc
e
va
lu
e
(%
)
Altitude (m)
Pressure force
Momentum force (axial)
Reference
condition
147
the altitudes in Figure 6-21. The reduction in ܥܨ is in accordance with the increase in
metal temperature due to the fact that a higher metal temperature will cause lower
blade creep life, thus lower ܥܨ.
Figure 6-21 illustrates the behaviour of the ܥܨwhen the altitude was increased
from its reference value 0 to 1000m. The figure shows that when the altitude increases,
the ܥܨ reduces fairly linearly from 1.0 to around 0.8 indicating a 20% reduction in the
blade’s creep life. Treating the changes as linear, the impact weight for the increase in
altitude is found to be -0.0002 of ܥܨ value. What this means is that for every 1m
increase in the altitude, there will be a -0.0002 drop in the ܥܨ value.
Figure 6-21: Plot of ࡯ࡲ against altitude
6.4.3 Effect of Ambient Temperature
In this study, the ambient temperature was increased from ISA sea level condition to
the reference ambient temperature 36.1C (21.1 temperature deviation for ISA). When
the engine performance was simulated, it was found that the compressor delivery
temperature was increasing, despite having a reduction in the compressor pressure
ratio, due to the reduction in the non-dimensional speed. At the same time, it was also
observed that the burner temperature rise remained fairly constant as the ambient
temperature was increased. This resulted in an increase of the TET (constant burner
temperature rise + increase in compressor delivery temperature), as shown in Figure
6-22. The increase in TET consequently will increase the blade metal temperature, as
shown in Figure 6-23.
The change in the ambient temperatures also changes the blade stresses. From
Figure 6-23, it can be seen that as the ambient temperatures were increasing, the
blade stresses were reducing. The trends of the blade stresses in Figure 6-23 are seen
to be similar to the trends of blade stresses depicted in Figure 6-19. Since the
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centrifugal stress remains unchanged, due to constant engine rotational speed, the
change in the blade stresses is due to the change in the gas bending moment stresses.
This can be clearly seen in Figure 6-24 where the deviations in the forces, due to
momentum and static pressure change, have negative trends which hence reduces the
gas bending moment stresses.
Figure 6-22: Percentage deviation of pressure ratio, burner temperature rise,
compressor delivery temperature
Figure 6-23: Deviation of metal temperature and stress from reference value vs.
ambient temperature deviation from ISA
Figure 6-24: Percentage deviation between the forces from reference value at
different ambient temperatures
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Despite having an increase in metal temperature while at the same time a
decrease in blade stress, the change in the blade stresses is small since the centrifugal
force which acts as the main stress contributor does not change. Similar to the
previous case, temperature is seen to be the most influential factor in changing the
creep life of the HP turbine blades. A plot of ܥܨ against the ambient temperature
deviation for the ISA, as shown in Figure 6-25, can validate the argument as the
reductions of ܥܨݏare in agreement with the increase in the blade’s metal temperature,
as shown in Figure 6-23.
The effect of ambient temperature change on the blade’s creep life is shown in
Figure 6-25. It can be seen from the figure that as the ambient temperature was
increased from the ISA sea level to the reference condition, ܥܨreduced 1.7 times from
its initial value indicating a 70% decrease in the blade’s creep life. In addition the
behaviour of the creep life change was seen to be fairly linear suggesting that a 1
degree increase in the ambient temperature deviation from the ISA will cause a 0.0292
drop in the ܥܨ value.
Figure 6-25: Plot of ࡯ࡲ vs. ambient temperature deviation from ISA
6.4.4 Effect of Mach Number
When the Mach number was increased from 0 to 0.3, the compressor inlet pressure
and temperature, and mass flow were seen to increase. This is due to the fact that the
increase in Mach number increases the nozzle ram pressure, hence increases the
outlet temperature [211]. In addition, as the Mach number increases, the amount of gas
that can enter the engine increases and thus increases the mass flow.
The increase in the compressor inlet temperature means that the non-
dimensional speed of the compressor will drop, thus reducing the compressor pressure
ratio. Despite having a reduction in the pressure ratio, the increases in compressor inlet
pressure and temperature were seen to be dictating the increase in the compressor
outlet pressure and temperature.
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However, the performance simulation results also indicate that despite having an
increase in both temperature and pressure at the outlet of the compressor, the burner
temperature rise was seen to be reducing in order to reach the continuity between the
turbine and the compressor. Consequently this will produce a slightly lower TET as the
Mach number was increased. The deviations of those parameters from their
corresponding reference value are depicted in Figure 6-26.
Figure 6-26: Percentage deviation of the dependent parameters with its reference
value
The drop in the TET, as shown in Figure 6-26, has resulted in a reduction in the
metal temperature as the Mach number was increased. This can be clearly seen in
Figure 6-27 where the negative trend shows the reduction of the metal temperature as
the Mach number was increased. From the figure, it can also be seen that the blade
stress changes as the Mach number is changed. However, such change is relatively
small since the centrifugal force which acts as the main stress contributor does not
change. For this reason, the drop in the TET was seen to be the dominant effect in
dictating the blade’s creep life.
Figure 6-27: Deviations of metal temperatures and blade stresses from reference
value vs. ambient temperature deviation from ISA
-4
-3
-2
-1
0
1
2
3
0.00 0.05 0.10 0.15 0.20 0.25 0.30
Pe
rc
en
ta
ge
de
vi
at
io
n
fr
om
re
fe
re
nc
e
va
lu
e
(%
)
Mach number
Pressure ratio
Compressor outlet temp.
Compressot outlet pressure
Burner Trise
TET
Reference
condition
-8
-6
-4
-2
0
2
0.00 0.05 0.10 0.15 0.20 0.25 0.30
D
ev
ia
ti
on
fr
om
re
fe
re
nc
e
va
lu
e
(M
Pa
/
K)
Mach number
Delta stress
Delta temperature
Reference condition
151
The effect of the Mach number change on the blade’s creep life is shown in
Figure 6-28. It can be seen from the figure that as the Mach number was increased
from the reference condition to 0.3, the ܥܨincreased 1.25 times from its initial value,
indicating a 25% increase in the blade’s creep life. In addition, the behaviour of the
creep life change was seen to be fairly linear suggesting that a 1 unit increase in Mach
number can cause a 0.8953 increase in the ܥܨ value
Figure 6-28: Plot of ࡯ࡲ against the Mach number
6.4.5 Effects of Component Degradation
In this section, the effects of the engine health conditions on Creep Factor are
discussed. The aims are to understand how much influence each individual component
has on the HP turbine blades’ creep life, and which components have the highest
impact when they are being degraded. Figure 6-29 illustrates the effects of compressor
fouling, and HP and LP turbines’ erosions on ܥܨ. From the figure it can be seen that
the ܥܨݏwere reduced when the erosion and fouling indices were increased. At an
index of 5.0, the ܥܨݏ for compressor fouling, HP and LP turbine erosion are 0.28, 0.33
and 0.62 respectively. This means that the blades’ creep life has reduced significantly
to 72%, 67% and 38% respectively.
Figure 6-29: Effect of component degradation on ࡯ࡲ
The main reason behind this is that the degradation on each component has
different effects on the drop in the blades’ metal temperature. Figure 6-30 shows the
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change in the metal temperature as the fouling and erosion indices are changed. As
can be observed, the highest rise in the blades’ metal temperature is obtained when
the compressor is fouled, followed by the HP turbine erosion and then LP turbine
erosion.
Figure 6-30: Deviation in metal temperature from its reference value
Similar to the previous cases, the blade stresses did not change significantly due
to engine degradation as the engine rotational speed was the same. In the case of
single component degradation, the main contributor to the deterioration of the blade’s
creep life is the change of blade metal temperature.
Figure 6-31: Log ࡯ࡲ vs. degradation indices
The trend of the plotted graph in Figure 6-29 shows that ܥܨݏchange
exponentially with components’ degradation. A plot of a log of ܥܨagainst the fouling
and the erosion indices (Figure 6-31) shows linear relations between them. Based on
these relations, the impact weight for each degradation case can be calculated. It can
be seen that a unit increment of fouling or erosion index will produce 0.1124, 0.095 and
0.0477 reductions in the value of the log ܥܨfor the compressor, HP turbine and LP
turbine respectively from its reference value.
By comparing the impact weights, compressor fouling is seen to give the highest
impact in reducing the blade’s creep life. The value also indicates that the impact of
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compressor fouling on the blade’s creep life is 1.183 and 2.36 times ‘exponentially’
higher than HP and LP turbines erosion respectively.
6.4.6 Summary of the Results
The summary of the results obtain from Sections 6.4.1 to 6.4.5 is given in Table 6-10.
Having compared the calculated impact weight, the sensitivity of each operating and
health parameter can be assessed. By comparing all of the operating parameters, it
can be seen that engine rotational speed is the most sensitive in changing the blade’s
creep life. Not only is the magnitude of the impact weight the highest, the logarithmic
term indicates that the reduction in the blade’s creep life is accelerating. On the other
hand, altitude is the least sensitive as the impact weight, compared to the other
operating parameters, is the lowest.
Table 6-10: Summary of the impact analysis
Trend Relation Unit
increase
Impact weight
Operating parameters
Rotational speed exponent ܲܥܰ , ܥܨ  1% -0.591 Logܥܨ
Altitude linear Altitude , ܥܨ  1m -0.0002 ܥܨ
Ambient temperature linear Temperature , ܥܨ  1 degree -0.0292 ܥܨ
Mach number linear M  , ܥܨ  1 unit 0.8953 ܥܨ
Health parameters
Compressor fouling exponent FI , ܥܨ  1% FI -0.1121 Logܥܨ
HP turbine erosion exponent EI , ܥܨ  1% index -0.095 Logܥܨ
LP turbine erosion exponent EI , ܥܨ  1% index -0.0477 Logܥܨ
Although it is a little ‘unfair’ to compare the impact weight in this manner since the
unit increment used in each operating parameter is different, it still provides a useful
indicator of the sensitivity of the parameter to the blade’s creep since in all cases a unit
change is considered throughout the entire analysis.
By comparing the impact weight of different health parameters, it can be seen
that compressor fouling has the highest impact weight. The highest value of the impact
weight means that compressor fouling possesses the highest threat in reducing the
blade’s creep life compared to turbine erosions. On the other hand, the LP turbine
erosion is seen to have the lowest threat as the value of the impact weight is the lowest
among the three degradations.
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6.5 Effects of Both a Clean and Degraded Mission Profile on the Nominal
Blade’s Creep Life.
In this study, the effects of a given mission profile (see Table 6-9) on the blade’s
nominal creep life were quantified. For the degraded engine, three cases were included
which are compressor fouling with 2% FI, HP and LP turbines erosion, with 2% EIs
respectively.
Figure 6-32 plots each mission segment ܥܨ against its respectiveܱ ܪ . In addition,
Table 6-11 provides the summary of the change in ܥܨ for each mission segment. From
Table 6-11, it can be seen that for mission segments that have no constant operating
condition, such as F2, F4, F6, and F8, several mission points were created to construct
sub-mission segments. As shown in the figure, from the nine specified mission
segments, 54 sub-mission profiles were generated. It is worth noting that the notation
F2-18 means that the number ‘2’ represents the second defined mission segment and
‘18’ represents the accumulated segments created for the entire mission profile.
Figure 6-32: ࡯ࡲ variation for a given mission profile
The variations in ܥܨ as shown in Figure 6-32 or Table 6-11 are caused by the
change in the operating and health parameters which define the mission profile. The
change in the parameters, as a result, leads to the change in the blade’s metal
temperatures and stresses which alters the blade’s creep life.
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The plot of individual mission segment ܥܨ with its respective ܱܪ provides insight
on how each mission segment could influence the blade’s creep life relative to a user
defined reference condition. This can be very useful as the plot could visually indicate
the impact of each mission segment on the blade’s creep life. In addition, the different
effects of component degradation can be easily observed.
Table 6-11: Summary of ࡯ࡲ for each mission segment
Mission segment
Sub-mission
created
Creep Factor, ܥܨ of each sub-mission segment
Clean Compressor
fouling
HP turbine
erosion
LP turbine
erosion
F1 Hover-taxi F1-1 8.22 3.99 4.36 5.80
F2 Take-off from base F2-2 to F2-18 0.72 to 0.29 0.37 to 0.18 0.40 to 0.19 0.51 to 0.23
F3 Cruise flight F3-19 19.05 6.21 6.45 10.88
F4 Land at training site 4-20 to F4-23 3.23 to 5.26 1.83 to 2.33 1.91 to 2.43 2.56 to 3.31
F5 Conduct training F5-24 1.20 0.72 0.77 0.99
F6 Depart training site F6-25 to F6-32 0.28 to 0.24 0.18 to 0.17 0.2 to 0.17 0.27 to 0.20
F7 Cruise flight F7-33 17.75 5.54 5.69 9.76
F8 Land at base F8-34 to F8-53 8.9 to 35.3 4.04 to 11.84 4.16 to 12.91 5.76 to 20.43
F9 Hover-taxi F-54 8.02 3.90 4.26 5.66
From the results, several observations can be made. Figure 6-32 shows that the
clean engine possesses higher ܥܨݏ compared to the degraded engine over the entire
mission. This is to be expected since the presence of degradation, as discussed in the
first part of the study, will produce a lower blade’s creep life compared to a clean
engine.
With the degraded engine, compressor fouling is seen to give the lowest ܥܨݏ at
all mission segments followed then by HP turbine erosion and LP turbine erosion. This
is consistent with the results obtained in Section 6.4.5 which identifies compressor
fouling as the main threat in changing the blade’s creep life followed by HP turbine
erosion and then LP turbine erosion.
For both the clean and degraded engine, three mission segments which are F2,
F5 and F6 have low ܥܨݏ relative to the others. However, by comparing the ܥܨ between
the three mission segments, as given in Table 6-11, F6 has the lowest ܥܨ overall. This
is due to the fact that during the entire mission segment, the power level is kept at the
highest (highest rotational speed with ܲܥܰ from 0.989 to 0.993) while operating at
higher altitudes. Note that from the first part of the study, higher rotational speed and
higher altitude will cause the blade’s creep life to reduce.
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From Figure 6-32, it can be seen that for both the clean and degraded engine,
the highest creep life occurs at the end of mission segment 8 (F8). This is also to be
expected as at that point, the rotational speed is lowest (ܲܥܰ 0.959) and the engine is
being brought down from 1800m to the ground.
The plot of ܥܨ in Figure 6-32, directly measures the impact of each mission
segment on the blade’s creep life. Taking mission segment F3 as an example, the ܥܨ
for the clean engine, as given in Table 6-11, shows that the blade’s creep life is 19
times higher than the life at its reference condition. However, due to compressor
fouling, the blade’s creep life has been shortened by six times of the life predicted at its
reference operating condition.
The ܥܨெ , as listed in Table 6-12, provides the overall weight of the impact
relative to its reference condition. The table shows that the clean engine’s nominal
creep life is 46% higher than the life predicted at its reference condition. However, due
to compressor fouling, the nominal creep life has fallen by 29% ൫(1.0− 0.71) × 100%൯
from its reference value which gives a total drop of almost 39%((1.17− 0.71) 1.17 × 100%/ ) from its clean engine value. The engine with HP turbine
erosion has a slightly higher ܥܨெ which is 0.76. This means that the presence of HP
turbine erosion has reduced the blade’s nominal creep life by as much as 24% from its
reference value. This provides a total drop of almost 35% from its clean engine value.
On the other hand, the reduction of the blade’s creep life due to the LP turbine erosion
is not as severe as both compressor fouling and HP turbine erosion. This is again
consistent with the results obtained in the first part of the study.
Table 6-12: Mission life assessment
ܥܨெ
Clean Engine 1.17
Engine with compressor fouling 0.71
Engine with HP turbine erosion 0.76
Engine with LP turbine erosion 0.96
6.6 Chapter Conclusion
In this chapter the investigations of the effects of several selected operating and health
parameters on a helicopter turbo-shaft engine model HP turbine blade’s creep life
using the developed Integrated Creep Life Prediction Model are reported. The
investigations were divided into two parts where in the first part, the influence of
individual operating and health parameters were quantified using the introduced Creep
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Factor. In the second part of the study, the effects of clean and degraded mission
profiles on the nominal blade’s creep life were investigated using the same Creep
Factor approach.
Prior to the investigations, the selected engine model was constructed using
PYTHIA. In order to improve the engine performance prediction accuracy at both DP
and OD conditions, DP and OD performance adaptations were carried out. Based on
these results, it can be concluded that both DP and OD performance adaptations have
significantly reduced the initial performance prediction errors at both conditions. At DP,
the average error of the targeted parameters has been reduced from 0.998% initially to
5.08E-5% after DP performance adaptation was performed. Also, at OD, the overall
performance prediction error has been reduced from a total average error of 4% to
around 0.75%. Furthermore, the number of measurements having prediction errors that
exceed the specified threshold are noticeably reduced, from 15 to only 3.
In the first part of the study, the effects of engine rotational speed, altitude,
ambient temperature, Mach number and component degradation due to compressor
fouling and turbine erosions on the blade’s creep life have been quantified by
measuring the impact weight as one unit of each parameter deviates from a defined
reference operating condition. By comparing the impact weight, it was found that, for a
clean engine, engine rotational speed is the most sensitive in changing the blade’s
creep life. On the other hand, altitude is the least sensitive as the impact weight
compared with the other operating parameters is the lowest. By comparing different
health parameters, it was found that compressor fouling possesses the highest threat
in reducing the blade’s creep life compared to turbine erosions. However, LP turbine
erosion is seen to have the lowest threat as the value of the impact weight is the lowest
among the three degradations.
By applying the same mission profile on a clean and degraded engine, the effects
of clean and degraded mission profiles on the blade’s creep life were quantified. For
the degraded engine, three cases were investigated which were compressor fouling
with 2% FI, HP and LP turbines erosion with 2% EIs respectively. Based on the plot of
mission segment Creep Factors against its respective operating hours, the effect of the
individual mission segment on the blade’s creep life was assessed. It was found that,
due to the variations in the operating and health parameters, difference impacts on the
blade’s creep life were encountered. However, the outcome of the analysis was always
in agreement with the findings obtained in the first part of the study.
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Finally, the ܥܨெ for both clean and degraded mission profiles was calculated in
order to assess the overall weight of the impact of the mission profiles relative to the
defined reference condition. It was found that for the clean engine, the nominal blade’s
creep life is higher than the life predicted at the reference condition. However, the
presence of component degradations have significantly reduced the nominal blade’s
creep life to values lower than the life predicted at the reference condition.
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7 APPLICATIONS OF THE NEURAL-BASED CREEP LIFE
PREDICTION METHOD ON THE AERO-ENGINE
This chapter reports the applications of the proposed neural-based creep life
architectures on the developed engine model. The chapter is divided into three parts.
The first part of the chapter will discuss the methods of implementing the architectures
including the assessments conducted to evaluate the performance of the implemented
architectures. The second part of the chapter then discusses the application of the
proposed neural-based creep life architectures at clean engine conditions, before the
application of the architecture at degraded engine conditions is presented.
7.1 Methodology of Implementing the Proposed Architectures
The general method used to implement the proposed neural architectures for the
developed engine model at both clean and degraded engine conditions is given in
Figure 7-1. Using the Integrated Life Estimation Model, samples are generated. For
each sample, there will be a set of inputs coupled with its corresponding targeted
outputs. For the approximator type of network, the corresponding targeted outputs will
be the values that the network should be predicting, such as the blade’s creep life,
metal temperature or stress. On the other hand, if a classifier type of network is used,
than the targeted outputs will be the desired class in which the network should be
classified, such as to classify whether the engine is clean or degraded etc.
The amount of samples populated to train the network were determined by
considering the sensitivity of each of the selected operating and health parameters
obtained in Section 6.4. This was then translated into step sizes that dictate how the
samples were being spaced when they were being populated. For example, in Section
6.4, it has been proved that for a clean engine condition, the rotational speed is most
sensitive in changing the blade’s creep life followed by Mach number, ambient
temperature, and altitude. Thus the step size for rotational speed is smallest to allow
more samples to be taken at smaller intervals while the step size for altitude is the
largest. If ݊ operations or health parameter ܴ are chosen as the input, ܴଵǡܴ ଶǡܴଷ,
ǤǤǤܴ ௡ and the step size corresponding to each ܴ is ݏݏ, then the size of the samples
can be calculated using Equation (7-1).
160
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௦௦
+ 1ቃ
ோభ
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௦௦
+ 1ቃ
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+ 1ቃ
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(7-1)
Figure 7-1: General method used to train the proposed neural architectures
Once the samples were generated, they were divided into three sets. The first
set, known as the training samples, which contains 60% of the generated samples was
used to train the network. These were samples that were used to change the neural
network synaptic weights during the training process. Another set of samples
containing 20% of the generated samples was used as validation samples. The
validation samples were used to stop the training process before overfitting occurs.
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Finally the last 20% of the samples were used as test samples which provided
independent tests of network generalisation to data that the network has never seen.
In order to improve network generalisation, each sample input and output were
normalised within the range of -1 (lowest input or output value) to 1 (highest input or
output value). Then the size of the hidden layers was specified. In general, a smaller
size was initially set and was progressively increased by the author when
unsatisfactory results (high prediction errors) were obtained. In addition, the initial
training parameters were also set. This involved specifying the number of maximum
epochs, defining minimum performance gradient, maximum validation failure etc.
In this study, MFBP neural network was used as the basis to construct the
network. The decision to use MFBP was because of the success the approach has in
obtaining accurate approximation and classification. When an approximator type of
network was used to approximate any forms of value, such as the blade’s creep life or
the blade’s metal temperature, an LM training algorithm was used. However, when a
classifier type of network was used to classify any output from a given input, an SCG
algorithm was applied. In addition, the study used Hyperbolic-Tangent Function as the
activation function for its hidden neurons while Linear Function for its output neurons.
The selection of both LM and SCG training algorithms was based on the fact that
both training algorithms can provide fast convergence while maintaining high prediction
or classification accuracy when the individual training algorithm was used for the
desired purpose. The construction of the neural-based models was done using
MATLAB Neural Network ToolboxTM.
Figure 7-2: Observed ࡹ ࡿࡱ࢙of training, validation and test samples during
network training
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During the training of the approximator type network, the mean squared errors
(ܯ ܵܧݏ) of the three sets of samples were observed, as shown in Figure 7-2. It can be
seen that the ܯ ܵܧݏwhich start from large values were decreasing at each epoch until
the training was stopped either when the specified maximum epoch was reached or
when the observed validation samples’ ܯ ܵܧbegan to increase. From Figure 7-2, the
training was stopped at epoch 170 (validation sample ܯ ܵܧ is 0.000184) just when the
validation sample ܯ ܵܧbegan to increase. This approach is very helpful in preventing
overfitting from occurring. Note that the ܯ ܵܧݏ observed during training are calculated
using Equation (7-2),
ܯ ܵܧ = ∑ (̂ݖ௡௢௥௠ − ݖ௡௢௥௠ )௜ଶேೞ௜ୀଵ
ܰ௦
(7-2)
where ܰ௦ denotes the number of samples in each training, validation and test sample,
with ݖƸ௡௢௥௠ being the normalised predicted output predicted by the neural network and
ݖ௡௢௥௠ is the normalised targeted output which is taken from the normalised generated
samples discussed in the previous paragraph.
Trend and value of the ܯ ܵܧݏ during the network training were also observed in
order to ensure the trained network can provide good generalisation. Low ܯ ܵܧ will
indicate that error between the predicted and targeted output is small. From Figure 7-2,
it can be seen that the trend of ܯ ܵܧݏ produced using test and validation samples are
very close to each other while the trend of ܯ ܵܧݏ of the training samples is slightly
lower. This shows that the errors between the test and validation samples will be
similar while for the training sample, it will be slightly lower.
Figure 7-3: Sample of the regression plot [194]
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Apart from the observed ܯ ܵܧ, for the approximator network, linear regression
plots between the normalised predicted and targeted outputs for each validation,
training, and test samples were also observed. The sample of the regression plot is
illustrated in Figure 7-3. The plot given in Figure 7-3 provides a graphical
representation of how the predicted output is correlated to the targeted output. A well
trained network will produce outputs that will scatter closely to the Y=T line, thus
producing regression coefficient ܴ close to unity. It is worth mentioning the Y=T line is
the line when the network output is equal to the targeted output. In the MATLAB Neural
Network ToolboxTM, Y and T denote the network predicted and targeted output
respectively.
Once the training of the approximator network had been stopped, the normalised
outputs predicted by the network (for all of the three sets of samples) were de-
normalised to obtain the true outputs. Then each true predicted output was compared
with the respective targeted output and the absolute prediction error percentage,ܧ஺௕௦,
was calculated using Equation (7-3) with ݖƸand ݖ denoting predicted and targeted
outputs respectively.
ܧ஺௕௦ = ฬ̂ݖ− ݖ
ݖ
ฬ× 100 (7-3)
Here, the average absolute prediction error percentage, ܧ஺௕௦஺௩௘ was calculated using
Equation (7-4) with ܰ denoting the number of samples generated.
ܧ஺௕௦஺௩௘ = ∑ (ܧ஺௕௦)௜ே௜ୀଵ
ܰ
(7-4)
The observation of the classifier network is similar to the approximator network.
The trends and the values of the ܯ ܵܧ were also observed. However, the focus of the
observation was directed to the classifying ability of the classifier. This was done by
observing the confusion matrices of the three samples. An example of the confusion
matrix is depicted in Figure 7-4. The diagonal cells in the figure show the number of
samples that were correctly classified while the off-diagonal cells show the
misclassified samples. In addition, the blue cell in the bottom right of the figure shows
the total percentage of the correctly classified samples (in green) and the total
percentage of the misclassified samples.
During the training of the network, the value in the cells will change from a low
percentage to a high percentage of correct classification. Similar to the approximator
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network, the training was stopped either when the maximum epoch was reached or
when overfitting started to happen.
Figure 7-4: Example of the confusion matrix observed during network training
[194]
In order to assess the performance of the trained network, several criteria were
observed, as listed in Table 7-1. If the criteria were not satisfied, the training was
repeated using the same, or with the new, hidden layers size. If the criteria were
satisfied, then the network was stored for further applications.
Table 7-1: Criteria used to finalise the size of the network
Network Criteria Used
Approximator a. The value of ܧ஺௕௦஺௩௘ should be small.
b. The maximum ܧ஺௕௦ should be less than 10% (if possible)
c. No negative value of creep life prediction by the network (in
some cases, in order to find the optimum synaptic weights,
negative creep life value is predicted)
d. Number of samples exceeding the maximum ܧ஺௕௦ should be
minimised.
Classifier a. The overall percentages of correct classification of the
training, validation, and test samples should be close to
100%.
b. The overall percentage of correct classification should be
more than 99% (if possible)
7.2 Evaluation of the Performance of the Proposed Architectures
Once the training was completed and the network stored, further assessments were
carried out in four stages for both the approximators and classifiers. In the first stage,
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assessment was done using the previously used populated samples. For the
approximators, since absolute forms of error were used to find the suitable sizes of
hidden layers, how the errors were distributed above and below the average value is
not described. For this reason, the aims of the assessment at this stage are threefold:
a. to see how many samples there are that are able to produce a predicted
blade’s creep life with errors that fall within a given range;
b. to know what would be the representative overall deviation between the
prediction errors from its average value.
In order to achieve the first aim, the prediction error percentage, ܧof each de-
normalised output (the predicted creep life prediction errors) was calculated using
Equation (7-5).
ܧ = ̂ݖ− ݖ
ݖ
× 100 (7-5)
Additionally, six ranges of a blade’s creep life ܧ were specified and are listed in Table
7-2. Based on the specified ranges, the percentages of samples that could produce ܧ
within the given range were counted and tabulated. The results will show into what
error range most samples would fall. If a high percentage of samples is encompassed
at a lower error range, it will suggest that accurate approximators have been
established.
Table 7-2: Error ranges used to assess the performance of the trained
approximators
Error Range Description
T1 −1% ≤ ܧ ≤ 1%
T2 −2% ≤ ܧ ≤ 2%
T3 −3% ≤ ܧ ≤ 3%
T4 −4% ≤ ܧ ≤ 4%
T5 −5% ≤ ܧ ≤ 5%
T6 −6% ≤ ܧ ≤ 6%
To achieve the second aim of the first stage evaluation, the ܧݏ of the de-
normalised outputs were averaged using Equation (7-6) with ܧ஺௩௘ as the average
prediction error percentage. In addition, the prediction error standard deviation, ܵܦா
was also calculated using Equation (7-7). If the ܧ஺௩௘ is very near to zero, then it
indicates that the distributions of ܧݏare unbiased. Furthermore, a low ܵܦா will indicate
that most of the ܧݏare close to ܧ஺௩௘ hence minimising the variance of ܧ.
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ܧ஺௩௘ = ∑ (ܧ)௜ே௜ୀଵ
ܰ
(7-6)
ܵܦா = ඩ 1ܰ ෍ (ܧ௜− ܧ஺௩௘)ଶே
௜ୀଵ
(7-7)
Since during the training, the overall classification accuracy was used to find the
suitable size of the hidden layers, the assessment of the classifier network was done
by further investigating the classification accuracy of each class via the confusion
matrix. By using the confusion matrix, several observations will be made. These will
include observing:
a. how many samples have been correctly predicted for each class,
b. how many extra samples being predicted as the observed class come from
different classes, and
c. how many samples that are supposed to be classed in the observed class
‘jumped’ into different classes.
If the amount of misclassification relative to the correct classification is very small, it will
suggest that a good classifier has been established.
Additionally, in order to investigate the effects of the misclassification on the
prediction accuracy given by an incorrect class approximator, the misclassified
samples were input into the wrongly classed approximator. Then the ܧ of each
misclassified sample was measured before ܧ஺௩௘ and ܵܦா were computed.
The second stage of assessment acts as post evaluation, aimed at providing
validation to the generalisation of either the approximators or the classifiers. In order to
do so, two sets of unseen samples were generated using the Integrated Creep Life
Estimation Model and tested independently. It is worth noting that the unseen samples
contain a set of inputs to the network coupled with their respective targeted unseen
outputs.
For each set of unseen samples, the inputs were inputted into the trained network
and the outputs were predicted, using the trained approximator or classifier
respectively. For the approximator, the output ܧ were computed before the percentage
of samples that are capable of producing a predicted creep life within a specified range
of ܧ (given in Table 7-2) were plotted or tabulated. If generalisation has been achieved,
the behaviour of the two unseen samples should be similar, thus validating the trained
network. As for the classifier, the classification accuracy between the two unseen
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samples will be compared via the confusion matrix. If the accuracies between the two
unseen samples are similar, it will suggest that the classifier possesses good
generalisation.
The second stage assessment can be seen as a very useful method in showing
how consistently the trained networks responded when two different unseen samples
were inputted. However, in order to obtain the overall picture of how the trained
networks responded, suitable statistical distribution needs to be searched. This is to
measure the realistic probability of obtaining a specific range of prediction error as
given in Table 7-2.
In order to do so, in the third stage of evaluations, distribution fitting software
called EasyFit 5.5 developed by MathWave Technologies [212] was used. Using the
software, the calculated ܧ for the combined sets of unseen samples were inputted and
the best fitted distributions were searched from ten unbounded statistical distributions,
as listed in Table 7-3. Note that in EasyFit 5.5, there are also bounded and non-
negative distributions but only the unbounded distributions were selected because the
calculatedܧ are not restricted to any limits and can have both a positive and negative
value withെλ ൏ ܧ ൏ ൅λ .
Table 7-3: Unbounded statistical distribution used for the analysis
No. Statistical Distribution No. Statistical Distribution
1 Cauchy 2 Error
3 Error Function 4 Gumbel Max
5 Gumbel Min 6 Hyperbolic Secant
7 Johnson SU 8 Laplace
9 Logistic 10 Normal
11 Student’s t
Based on the selected distributions, the software will then rank all the selected
distributions by means of a Kolmogorov-Smirnov test [212] where the distribution that
possesses the lowest Kolmogorov-Smirnov statistic parameter, D is taken as the best
fitted distribution. It is worth noting that the statistic parameter D in the Kolmogorov-
Smirnov test provides the magnitude of discrepancy between the empirical cumulative
distribution function (based on the given sample) with the fitted theoretical cumulative
distribution function (CDF). If the discrepancy between them is large, the degree of
unsuitability will be higher and vice versa.
Once the best fitted distribution was obtained, the theoretical probability density
function (PDF) and the CDF of the fitted distribution were plotted using the software. By
plotting the corresponding PDF, ݂ሺݔሻagainst its respective values of ܧ, the density of
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the probability was visualised. In EasyFit, the plot of the theoretical PDF was
accompanied by the empirical PDF (based on the given samples) displayed as a
histogram consisting of equal-width vertical bars where each represented the number
of sample data values (falling into the corresponding interval), divided by the total
number of data points. An example of the PDF plotted in EasyFit is given in Figure 7-5.
Having to plot both theoretical and empirical PDF is not sufficient as it does not
represent the probability of the network obtaining a certain range of the blade’s creep
prediction error, such as the one given in Table 7-2. In order to calculate the probability
at a given range, the theoretical CDF, ܨ(ݔ) was plotted. In this study, the theoretical
CDF describes the probability that ܧ takes on a value less than or equal to the value.
For example theܨ(ݔ) at ܧ = 1% will provide the probability of ܧ having a value less
than or equal to 1%.
Figure 7-5: Sample PDF plot against the prediction error, ࡱ
Figure 7-6: Sample of a plotted CDF for a given ࢞
The general equation to calculate the CDF at any given value of ݔ is given in
Equation (7-8) and the plot of the CDF is illustrated in Figure 7-6. From Equation (7-8)
it can be seen that the CDF is the integral of a given PDF. Therefore for a given
prediction error range, the probability of obtaining ܧ within the specified range can be
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obtained by integrating the PDF within the upper, ܷܮ, and lower limit, ܮܮǡof the
specified range, as given in Equation (7-9).
ܨ(ݔ) = න (݂ݔ)௫
ିஶ
(7-8)
ܨ(ݔ) = න (݂ݔ)௎௅
௅௅
(7-9)
In this third evaluation stage, the probabilities of achieving the specified error
range given in Table 7-2 were computed and tabulated. If high probability can be
achieved at a lower error range, it indicates that the network has a high tendency to
provide an accurate blade’s creep life prediction.
The last stage of the assessments looked at how well the proposed architectures
responded to given mission profiles. Since the previous stages of the assessments
focused on a single operating condition, the given mission profiles can determine the
accumulation effects of the prediction accuracy when the individual operation
conditions are tied together to form a continuous operation.
The mission profiles used in Section 6.5 were applied to the proposed network.
Based on the mission profiles, the blade’s creep lives were predicted before the ܥܨ and
ܮܨ for each mission segment or mission sub segment were computed. Finally, as an
overall assessment, the ܮܨெ and ܥܨெ were computed. Comparisons of the ܥܨݏǡܮܨெ
andܥܨெ between the proposed architectures and those obtained from Section 6.5 were
then made before conclusions were drawn regarding the performance of the proposed
architectures.
7.3 Implementation of the Proposed Neural Architectures on the
Developed Engine Model at Clean Condition
The implementation of the proposed neural-based creep life prediction architectures on
the selected engine model was first done using the RB architecture, followed by the FB
architecture and finally the SB architecture. But before the implementation could even
begin, the operational ranges covered by the developed architectures were first defined
and are given in Table 7-4. In the table, the lower and upper limits were specified in
accordance with the engine operating envelope (altitude and Mach number) given by
the engine manufacturer. For the rotational speed, the lower rotational limit was set to
ܲܥܰ 0.94. It is worth noting that the value is arbitrarily selected to provide a reasonable
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range of operation which creep life range could be between 1 to 1500 times the life
predicted at design point (DP).
Table 7-4: Range covered by the developed neural-based model
Parameters Lower limit (LL) Upper limit (UP)
Altitude (m) 0 5000
PCN 0.94 1
Mach number 0 0.3
Ambient temperature deviation from ISA (K) 0 30
7.3.1 Implementation of RB Architecture
In this section the implementation of the proposed RB architecture on the selected
engine model is reported.
7.3.1.1 Design Considerations and Realisation
The RB architecture creates a direct mapping between the selected operating
parameters and the engine model HP turbine blade’s creep life. Here, a multi-class
network was implemented (as proposed in Section 5.2.3.2) where the predicted creep
life was classed into several ranges, as shown in Figure 7-7. In the figure, it can be
seen that the implemented architecture used six classes:
a) Class 1: Creep life predicted less than 3 times the life predicted at DP.
b) Class 2: Creep life predicted between 3 and less than 30 times of the life
predicted at DP.
c) Class 3: Creep life predicted between 30 and less than 150 times of the life
predicted at DP.
d) Class 4: Creep life predicted between 150 and less than 300 times of the life
predicted at DP.
e) Class 5: Creep life predicted between 300 and less than 850 times of the life
predicted at DP.
f) Class 6: Creep life predicted between 850 and 1500 times of the life predicted
at DP.
The decision to use only up to six classes was based on two reasons. First, an
initial investigation done by the author regarding the material’s homologous
temperature corresponding to the blade’s creep life exceeding by 1500 times the creep
life value at DP was found to be less than or close to 0.6. This shows that although
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creep was present, the influence of creep deformation was less significant compared to
the homologous temperature at DP which was above 0.75.
Figure 7-7: Implemented RB Neural Creep Life Estimation Architecture
Secondly, considerably high creep life will have considerably smaller ܮܨthus
becoming less crucial when the creep damage is accumulated. For example, if the
creep life at DP is taken to be 10,000 hours, then the life when it is 1500 times greater
would be 15,000,000 hours. If the engine has been operated for 1000 hours, the ܮܨ at
DP is 0.1 (10%) while in the latter case it is 0.00006667 (0.006667%).
In addition, the range selected for each class was determined progressively. In
an earlier stage of the architecture development, three classes were specified.
However, the prediction accuracy obtained using the three-class architecture was
unsatisfactory. Consequently, the division of classes was increased in order to improve
the accuracy, hence it was found that with a six-class architecture, the prediction
accuracy improved significantly.
From Figure 7-7, it can be seen that the classification of the classes was done
using a single Range Classifier. Furthermore, since six classes were specified, the
implemented architecture used six approximators to predict the blade’s creep life. Also
the figure indicates that four operating inputs, which are altitude,ܲ ܥܰ , ambient
temperature deviation from ISA and Mach number, were used to predict a single output
which is the engine model HP turbine blade’s creep life.
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7.3.1.2 Number of Samples to Train the Classifier and Approximators
The number of samples generated depends on the step size specified for each input
parameter which is listed in Table 7-5. From the table, it can be seen that altitude has
the highest step size due to the fact that the parameter was found to be the least
sensitive in changing the blade’s creep life. On the other hand, rotational speed has the
smallest step size to ensure that the non-linearity nature of the parameter is captured
within the populated samples.
Table 7-5 also indicates that, despite having initial samples of 27,456, the
finalised samples used to create the training, validation and test samples are 21,427.
The reduction of the samples is caused by the removal of the samples which possess
an unconverged simulated performance output and also samples with creep life more
than 1500 times the life predicted at DP.
It is worth mentioning that the unconverged simulated performance output
happened when the matching between the compressor and the turbine during the
engine performance simulation at OD condition could not be achieved after 20
iterations (20 iterations is the maximum iteration that PYTHIA will perform before the
final unconverged output is displayed). Because the unconverged performance output
given does not resemble the true performance of the engine at that particular OD
condition, the data must be removed from the populated samples.
Table 7-5: Step size used for each parameter and the distribution of samples for
classifier and approximators
Parameter LL UL Step
size
Parameter LL UL Step
size
Altitude 0 5000 200 Mach number 0 0.3 0.06
PCN 0.94 1 0.006 Ambient
temperature
deviation from ISA
0 30 2
Initial samples generated 27,456 Finalised samples 21,427
Distribution of finalised sampled
Class 1 approximator 1,410 Class 2 approximator 7,507
Class 3 approximator 5,364 Class 4 approximator 2,118
Class 5 approximator 3,472 Class 6 approximator 1,556
Range classifier 21,427
Based on the finalised samples, the samples were then distributed according to
the range specified in each class before the allocated samples were divided into
training, validation and test samples, as listed in Table 7-6.
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Table 7-6: Size of training, validation and test samples
Samples
Approximator Range
classifierClass 1 Class 2 Class 3 Class 4 Class 5 Class 6
Training 862 4,460 3,201 1,282 2,098 954 12,857
Validation 282 1,508 1,097 402 695 301 4,285
Test 266 1,539 1,066 434 679 301 4,285
7.3.1.3 Training of the Approximator and Classifier Network
The final sizes of each approximator and classifier are listed in Table 7-7. It can be
seen that most of the networks created for the RB architecture used two hidden layers
except for the Class 3 and Class 5 Approximators which used three hidden layers. This
indicates that both of the classes require a more optimised synaptic weight in order to
achieve good generalisation during the training.
To demonstrate how the final sizes were obtained, Class 6 Approximator and
Range Classifier were used as examples.Table 7-8 and Table 7-9 provide the results of
each attempt made before the final Class 6 Approximator and Range Classifier sizes
were obtained respectively. From Table 7-8 it can be seen that seven attempts were
made before the size of the Class 6 Approximator was finalised. From Table 7-9, ten
attempts were made before attempt six was finally chosen (highlighted row) as the
Range Classifier.
Table 7-7: Finalised sizes of classifier and approximator networks
Network Size of the network
Class 1 Approximator 4-15-15-1
Class 2 Approximator 4-15-25-1
Class 3 Approximator 4-15-15-15-1
Class 4 Approximator 4-20-20-1
Class 5 Approximator 4-15-15-15-1
Class 6 Approximator 4-30-30-1
Range Classifier 4-30-30-6
Table 7-8: Attempts made to achieve the final Class 6 Approximator network size
Attempt Network size ܧ஺௕௦஺௩௘ (%) Maximum
ܧ஺௕௦ (%)
Number of
negative
predicted
creep life
Number of
ܧ஺௕௦
exceeding
10%
1 4-10-10-1 1.32 9.99 0 0
2 4-15-15-1 0.87 11.84 0 1
3 4-17-17-1 0.93 15.25 0 3
4 4-15-20-1 1.07 14.07 0 5
5 4-20-20-1 1.35 39.37 0 32
6 4-25-25-1 1.01 24 0 8
7 4-30-30-1 0.77 8.79 0 0
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The observed ܯ ܵܧ during the training of the class approximator networks and the
corresponding final regression plots are given in Appendices C.1 and C.2 respectively.
However, the summary of the final ܯ ܵܧ and ܴ is given in Table 7-10. From the plots of
the ܯ ܵܧݏ in Appendix C.1, it can be seen that the training of the networks was stopped
when the ܯ ܵܧ of the validation samples starts to increase. Also, the ܯ ܵܧplots for all
the samples have similar trends although the ܯ ܵܧݏof the training samples are lower in
each epoch. Apart from that, the trends of the ܯ ܵܧݏ for the validation and test samples
are close to each other suggesting that good generalisation may have been achieved
during the training. Furthermore the low values of the final ܯ ܵܧ for each training,
validation and test sample (as shown in Table 7-10) also suggest that the optimised
synaptic weights may able to provide low prediction error.
Similarly, the plots of the final regressions, as shown in Appendix C.2, also show
that the scattering of the data plotted was very close to the Y=T line, hence producing a
high value of ܴ. The high value of ܴ indicates that the predicted and targeted
normalised outputs were highly correlated.
Table 7-9: Attempts made to achieve the final Range Classifier
Attempts Size Training Validation Testing Overall
1 4-20-20-6 97.9 97.5 96.4 97.5
2 4-20-20-6 97.6 96.9 96.8 97.3
3 4-20-20-6 98.3 97.7 97 97.9
4 4-20-20-6 98.4 97.1 97.1 97.9
5 4-25-25-6 99 97 97.5 98.4
6 4-30-30-6 99.7 98 97.8 99.1
7 4-40-40-6 99.6 98 97.6 98.9
8 4-15-15-15-6 97.7 97 97 97.4
9 4-20-20-20-6 99 97.7 97.5 98.4
10 4-25-25-25-6 92.6 91.4 91.4 92.2
Table 7-10: Summary of the final ࡹ ࡿࡱ and R for each class approximator
Class Approximator
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
Training samples:
ܯ ܵܧ 5.49E-05 3.56E-5 6.97E-05 5.44E-04 1.67E-04 9.2E-04
ܴ 0.99991 0.99994 0.99989 0.99924 0.99975 0.99865
Validation samples:
ܯ ܵܧ 1.63E-04 5.25E-05 1.84E-04 2.54E-03 1.19E-03 3.56E-03
ܴ 0.99967 0.99992 0.99971 0.99662 0.99762 0.9942
Test samples:
ܯ ܵܧ 2.4E-04 7.77E-05 1.55E-05 1.90E-03 7.34E-04 3.6E-03
ܴ 0.9996 0.99985 0.99974 0.99714 0.9986 0.99554
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7.3.1.4 Assessment of the Performance of the Networks Using the Populated
Samples
Based on the error ranges specified in Table 7-2, the percentages of samples that
could produce ܧ within the specified ranges were counted. The results of the analysis
are given in Table 7-11. It can be seen that as the error range increases, the
percentage of samples that can produce ܧ within the range also increases. From Table
7-11, it can be seen that on average, around 97% of the samples are able to produce a
predicted blade’s creep life with ܧwithin -3 to 3% while most of the networks were
seen to have 99% of the samples producing ܧ within -5 to 5%. By comparison between
the class approximators, Class 1 Approximator is seen to provide the most accurate
approximation with 99% of the samples able to produce a predicted blade’s creep life
with ܧ within -3 to 3%.
The calculated ܧ஺௩௘ and ܵܦா are given in Table 7-12. From the table it can be
seen that the sample’sܧ஺௩௘ was found to be very close to zero with ܵܦா in the range
between 0.84 to 1.3%. This shows that despite having a good ܧ஺௩௘, the prediction
errors were spreading out, hence producing a diverse distribution with 99% of the data
able to produce a predicted creep life with ܧ within -5 to 5%.
Table 7-11: Percentage of samples within the specified error range
Level of Error
Range
% of Samples Within the Specified Level of Range
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Average
T1 86.03 84.01 81.91 73.04 71.43 74.48 78.48
T2 96.31 95.70 94.03 91.17 91.01 93.89 93.69
T3 99.00 98.45 97.42 96.27 96.00 97.56 97.45
T4 99.50 99.29 98.77 98.21 98.36 98.97 98.85
T5 99.78 99.71 99.29 98.90 98.90 99.23 99.30
T6 99.85 99.89 99.51 99.30 99.30 99.61 99.58
Table 7-12: ࡱ࡭࢜ࢋ and ࡿࡰࡱ of each trained network
Class Approximator
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
ܧ஺௩௘(%) -0.02681 0.01535 0.01923 0.03273 0.02401 -0.00802
ܵܦா (%) 0.83785 0.91782 1.0904 1.2906 1.245 1.2282
The performances of the Range Classifier using the training, validation and test
samples are given in Appendix C.3 and the summary is given in Table 7-13. From the
176
results given in Table 7-13, the Range Classifier was found to have good classifying
capabilities producing around 98% classification accuracy. In addition, although there
were drops in the accuracy for both validation and test samples, the drops are relatively
small and the Classifier is still able to produce a good classification.
Table 7-13: Summary of the classification results
Training
samples
Validation
samples
Test samples
Overall classification accuracy 99.7% 98.0% 97.8%
Class 1 (C1):
Samples correctly predicted 861 277 262
Extra samples predicted as C1 3 from C2 7 from C2 4 from C2
Samples that jumped to other class 1 to C2 5 to C2 4 to C2
Class 2 (C2):
Samples correctly predicted 4457 1494 1529
Extra samples predicted as C2 1 from C1 5 from C1
8 from C3
4 from C1
16 from C2
Samples that jumped to other class 3 to C1 7 to C1
7 to C3
4 to C1
6 to C3
Class 3 (C3):
Samples correctly predicted 3197 1077 1041
Extra samples predicted as C3 8 from C4 7 from C2
8 from C4
6 from C2
9 from C4
Samples that jumped to other class 4 to C4 8 to C2
12 to C4
16 to C2
9 to C4
Class 4 (C4):
Samples correctly predicted 1270 383 412
Extra samples predicted as C4 4 from C3
9 from C5
12 from C3
9 from C5
9 from C3
13 from C5
Samples that jumped to other class 8 to C3
4 to C5
8 to C3
11 to C5
9 to C3
13 to C5
Class 5 (C5):
Samples correctly predicted 2086 674 657
Extra samples predicted as C5 4 from C4
7 from C6
11 from C4
8 from C6
13 from C4
11 from C6
Samples that jumped to other class 9 to C4
3 to C6
14 to C4
7 to C6
13 to C4
9 to C6
Class 6 (C6):
Samples correctly predicted 947 293 290
Extra samples predicted as C6 3 from C5 7 from C5 9 from C5
Samples that jumped to other class 7 to C5 8 to C5 11 to C5
Further investigation into the misclassified samples reveals that most of the
misclassifications occurred when the estimated creep lives (at the corresponding
operating condition) were located very close to the class upper and lower limits. The
effects of the misclassification on the prediction accuracy given by an incorrect class
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approximator are shown in Table 7-14. From the table it can be seen that although
incorrect approximators were used to estimate the blade’s creep life, the prediction
errors were still at the acceptable level with small ܧ஺௩௘ and ܵܦா. In addition the highest
maximum errors encountered during the analysis are around 8.5% (only three samples
were seen to produce errors around this value) while the lowest minimum errors were
around -6.2%.
Table 7-14: Summary of the prediction using a misclassified class approximator
Class Approximator
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
ܧ஺௩௘(%) 0.13 -0.02 -0.03 0.13 -0.13 0.31
ܵܦா (%) 1.08 1.87 2.66 2.30 2.56 2.53
Min error (%) -2.31 -6.22 -6.28 -5.77 -8.52 -5.81
Max error (%) 2.34 3.00 6.56 8.54 8.45 4.49
7.3.1.5 Assessment of the Performance of the Network Using Unseen Post Test
Samples
The step size for each input parameter and the distributions of samples for both sets of
unseen samples are given in Appendix D. From the appendices, it can be seen that
around 8,000 new unseen samples were generated for the post test. Based on the
unseen samples, plots of the percentages of samples encompassed within the
specified error ranges (Table 7-2) were constructed and are given in Figure 7-8 while
the data used to generate the plots are available in Appendix E.
From Figure 7-8, it can be clearly seen that the distribution of samples able to
produce a predicted creep life with ܧ within the specified error range for both unseen
samples are almost identical, thus producing patterns that are overlapping each other.
The overlapping of the patterns has validated that good generalisation has been
achieved in all of the trained networks.
Based on data given in Appendix E, it can be seen that on average,
approximately 96% of their respective unseen samples were able to produce a
predicted creep life with ܧwithin -3 to 3% while most of the networks were seen to
have approximately 98% of the unseen samples producing ܧ within -5 to 5%. In
addition, by comparing the class approximators, Class 1 Approximator provides the
most accurate approximation with 99% of the samples able to produce a predicted
creep life with ܧ within -3 to 3%. This is very beneficial as the Class 1 Approximator is
most significant in producing a bigger life fraction (for given operating hours) as the
predicted creep life within Class 1 is relatively close to the life at DP.
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(a) Class 1 (b) Class 2
(c) Class 3 (d) Class 4
(d) Class 3 (e) Class 4
Figure 7-8: Percentage of samples within the specified range for all the class
approximators
Having compared the sample’s prediction error distribution analysis given in
Appendix E, it can be seen that the Class Approximators, in general, were able to
retain their performances, despite having small discrepancies in the average values
when compared with the results obtained using the training samples (refer to Table
7-11). This was to be expected since most of the samples used to train the
approximators were suited to provide the optimisation of the network’s synaptic
weights. Also, as mentioned in an earlier paragraph, the observed ܯ ܵܧ of the training
samples used to change the synaptic weights is lower than the validation and test
samples. As a result, lower errors were going to be encountered when the three
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samples were combined in the samples error distribution analysis as given in Table
7-11.
The post test results using both sets of unseen samples of the Range Classifiers
are given in Table 7-15 and Table 7-16. From both tables it can be seen that the
percentages of the correct classification across all of the classes are very similar with a
small percentage of deviations, hence validating that the Range Classifier is able to
provide good generalisations. Overall it can be said that the trained classifier is able to
produce good classifying ability with accuracy around 98.7%.
Table 7-15: Confusion matrix constructed using the first set of unseen samples
Table 7-16: Confusion matrix constructed using the second set of unseen
samples
In order to perform the third stage evaluation, both unseen samples were
combined and then by using the combined samples, the suitable statistical distribution
for each class approximator was fitted and probabilities of obtaining ܧ within the
specified ranges were obtained. The summary of the evaluation is given in Table 7-17.
In addition, the PDF and CDF plots of the best fitted distribution for each class
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approximator are given in Appendix F. To provide further information regarding how the
unbounded distributions were ranked using the Kolmogorov-Smirnov test, Table 7-18
provides the statistical parameter D and the rank of each distribution selected. From
the table it can be seen that the highest distribution ranking that is chosen as the best
fitted distribution listed in Table 7-17 is based on the lowest value of the Kolmogorov-
Smirnov statistical parameter D.
From Table 7-17, several observations can be made. As the level of prediction
error increases, the probability of getting the prediction error within the range increases
as well. This is logical since the wider the error range, the more samples that produce
the prediction errors within the range will increase, which increases the probability. In
addition, different distributions were found to be the best fitted distribution for ܧ of each
class approximator. This was expected as the optimisation of the synaptic weights
during the training of the networks to obtain the optimised ܯ ܵܧ is different, thus
producing different responses and prediction error behaviour
Class Approximators 1, 2 and 5 possess high prediction accuracy since the
probability of getting the prediction error between -3 to 3% is more than 0.97. However,
by comparison of the three class approximators, Class Approximator 1 is the most
superior. This can be clearly seen from Table 7-17 where the probability of having a
prediction error between -3 to 3% is almost 1.0. On the other hand, Classes 4 and 6
were seen to possess relatively low probability in maintaining good prediction accuracy
compared to the other class approximators. This can also be clearly seen from Table
7-17, as the probability of obtaining predictions between -6 to 6% is around 0.93 for
both approximators.
Table 7-17: Summary of the probabilistic analysis of ࡱ for each class
approximator
Class Approximator
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
Best fitted
distribution Logistic JSU Cauchy Cauchy JSU Cauchy
Probability
Le
ve
lo
f
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rr
an
ge
T1 0.8299 0.8195 0.7565 0.6440 0.7551 0.5720
T2 0.9829 0.9678 0.8739 0.8067 0.9308 0.7713
T3 0.9984 0.9923 0.9153 0.8689 0.9744 0.8462
T4 0.9999 0.9977 0.9364 0.9011 0.9887 0.8843
T5 1.0000 0.9992 0.9490 0.9207 0.9944 0.9074
T6 1.0000 0.9997 0.9575 0.9338 0.9970 0.9228
By comparing the probabilistic values (converted to percentages) given in Table
7-17 and the percentage of samples encompassed within the specified range as given
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in Figure 7-8, the magnitudes of deviation between them (taken as absolute values)
were calculated and are given in Table 7-19. From the table, it can be seen that the
deviation between the two analyses for Classes 1, 2 and 5 are small, especially
Classes 1 and 2, with average values of 0.66, 0.59, and 1.64 respectively. This
indicates that good agreement between the two analyses was obtained for the three
classes. Classes 4 and 3 are found to have slightly higher deviation values indicating
that acceptable agreement between the two analyses was obtained. In contrast, the
deviation values for Class 6 are found to be considerably higher than the rest of the
classes, indicating poor agreement is obtained between the two analyses.
Table 7-18: Rank of the selected distributions generated by EasyFit 5.5
Class Approximator
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
Distribution D Rank D Rank D Rank D Rank D Rank D Rank
Cauchy 0.069 8 0.050 5 0.032 1 0.032 1 0.048 4 0.084 1
Error 0.055 4 0.034 2 0.080 4 0.090 4 0.046 3 0.104 7
Error Function 0.057 7 0.084 8 0.159 9 0.150 8 0.132 10 0.109 9
Gumbel Max 0.098 10 0.105 9 0.175 11 0.198 11 0.125 9 0.161 11
Gumbel Min 0.097 9 0.121 10 0.173 10 0.182 10 0.146 11 0.084 2
Hypersecant 0.034 2 0.042 4 0.103 5 0.118 6 0.070 5 0.092 5
Johnson SU 0.037 3 0.030 1 0.076 2 0.090 5 0.043 1 0.091 4
Laplace 0.056 6 0.034 3 0.080 3 0.090 3 0.046 2 0.104 8
Logistic 0.034 1 0.057 6 0.119 6 0.132 7 0.085 6 0.091 3
Normal 0.056 5 0.079 7 0.141 8 0.151 9 0.107 7 0.097 6
Student's t No fit No fit 0.137 7 0.059 2 0.114 8 0.116 10
Table 7-19: Magnitude of deviation between two of the analyses
Class Approximator
Error range Class 1 Class 2 Class 3 Class 4 Class 5 Class 6
T1 2.86 2.02 4.17 2.48 6.60 1.86
T2 0.24 0.93 3.77 1.15 1.96 8.37
T3 0.82 0.48 4.34 2.54 0.70 10.04
T4 0.02 0.09 4.34 3.74 0.27 7.75
T5 0.00 0.01 4.33 3.75 0.16 6.97
T6 0.00 0.03 3.87 3.92 0.13 6.96
Average Deviation 0.66 0.59 4.14 2.93 1.64 6.99
The reason for the poor agreement occurring in Class 6 is because the best fitted
distribution was unable to provide good fitting at some of the data points, causing large
differences between the theoretical and the empirical (observed unseen samples)
probability. This can be clearly seen when the probability difference is plotted against
the prediction error,ܧ as shown in Figure 7-9. From the figure it can be seen that the
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discrepancy of the theoretical and empirical CDFs causes the plot to have data located
at a distance from zero.
The effect of the discrepancy between two CDFs can be better seen when the
probability difference plot of Class 6 in Figure 7-9 is compared with the plot of Class 5
as given in Figure 7-10. It can be seen that when good agreement is achieved between
the empirical and theoretical CDFs, as shown in Figure 7-10, the majority of the data
points in the plot will be located very close to zero.
Figure 7-9: Probability difference against ࡱ for Class 6 Approximator
Figure 7-10: Probability difference against ࡱ for Class 5 Approximator
It is worth noting that the probability difference graph is a plot of the difference
between the empirical CDF calculated using Equation (7-10) and the theoretical CDF
calculated using Equation (7-8) at a given ܧ ൌ ݔ. In Equation (7-10),ܨ௡(ݔ) denotes the
empirical CDF, ௢݊௕௦ denotes the observed samples that haveܧ ൑ ݔ, while ௧݊௢௧௔௟
denotes the total samples.
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ܨ௡(ݔ) = 1
௧݊௢௧௔௟
[ ௢݊௕௦ ≤ ݔ] (7-10)
7.3.1.6 Assessment of the Performance of the Network on a Given Mission Profile
Based on the specified mission profile given in Table 6-9 in Section 6.3 , the mission
segments or mission sub-segments (for non-constant operation) operation parameters
(altitude, ܲܥܰ etc.) were inputted into the architecture. Since the architecture uses both
classifier and approximators, the mission segments were first applied to the Range
Classifier in order to classify the segments into different classes of creep life range.
Then each of the classified mission segments (both correct and incorrect) was inputted
into its respective Class Approximator to approximate the mission segments’ or sub-
segments’ creep lives. Using the same reference conditions as specified in the
previous analysis (refer to Section 6.3), the ܥܨ and ܮܨ of each mission segment or sub
segment together with the ܥܨெ were computed respectively.
The classification outputs of the Range Classifier are summarised in Table 7-20.
From the table it can be seen that only one mission sub-segment was not correctly
classified which is F2-10. The results again show how good the trained classifier is in
providing correct classification.
Table 7-20: Summarised classification output
Sub-
segment
Correct class Sub-
segment
Correct class Sub-
segment
Correct class
Yes No Yes No Yes No
F1  F2-2  F2-3 
F2-4  F2-5  F2-6 
F2-7  F2-8  F2-9 
F2-10  F2-11  F2-12 
F2-13  F2-14  F2-15 
F2-16  F2-17  F2-18 
F3-19  F4-20  F4-21 
F4-22  F4-23  F5-24 
F6-25  F6-26  F6-27 
F6-28  F6-29  F6-30 
F6-31  F6-32  F7-33 
F8-34  F8-35  F8-36 
F8-37  F8-38  F8-39 
F8-40  F8-41  F8-42 
F8-43  F8-44  F8-45 
F8-46  F8-47  F8-48 
F8-49  F8-50  F8-51 
F8-52  F8-53  F9-54 
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Figure 7-11 provides a comparison between the ܥܨݏ calculated from the creep
lives predicted using the implemented architecture and the integrated model (extracted
from clean engine ܥܨݏ in Figure 6-32). From the figure it can be clearly seen that the
ܥܨݏbetween both model and architecture are similar, causing the plots to overlap each
other. The figure also shows that the effects of misclassification in this case study are
found to be insignificant as the misclassified approximator is able to provide good
creep life prediction.
The comparisons of the calculated ܮܨெ and ܥܨெ produced by the integrated
model and the implemented architecture are given in Table 7-21. The table shows that
the ܮܨெ and ܥܨெ produced by both model and architecture are similar with errors
between them around 2.6 to 2.7%. The low prediction errors were expected since the
previous assessments conducted using the training and the unseen samples also
demonstrate the ability of the architecture to provide good creep life prediction.
Figure 7-11: ࡯ࡲ࢙ for the given mission profile produced by both the integrated
model and the neural architecture
Table 7-21: ࡸࡲࡹ and ࡯ࡲࡹ produced by the integrated model and neural
architecture
Model Architecture Error (%)
ܮܨெ 5.07E-05 5.20E-05 -2.68
ܥܨெ 1.167 1.136 2.61
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7.3.2 Implementation of FB Architecture
In this section, the implementation of the FB neural architecture on the selected engine
model is reported.
7.3.2.1 Design Considerations and Realisation
The FB architecture creates mapping between the selected engine operating
parameters and individual creep life functional parameters (blade metal temperature
and stress) before these functional parameters are mapped to the selected engine
model HP turbine blade’s creep life. A cascade type of network is applied, as shown in
Figure 7-12.
Figure 7-12: Implemented FB Neural Creep Life Estimation Architecture
From the figure, it can be seen that three approximator networks were created
which are the Blade Metal Temperature Approximator to predict the blade’s metal
temperature, the Blade Stress Approximator to predict the blade’s maximum stress,
and the Creep Life Approximator to predict the blade’s creep life. Both the Blade Metal
Temperature and Blade Stress Approximator are known as intermediate approximators
while the Creep Life Approximator is known as the output approximator.
It is important to emphasise at this stage that the predicted blade’s metal
temperature and maximum stress are values predicted at the blade’s critical location
which provides the minimum creep life; therefore the blade’s predicted creep life is the
blade’s minimum creep life along the blade span.
7.3.2.2 Number of Samples to Train the Approximators
Table 7-22 provides the step size used for each parameter and the amount of the initial
and final generated samples. Similarly, 60% of the finalised samples were used as
training samples, 20% were used for validation samples and the other 20% were used
as test samples.
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Table 7-22: Step size used for each parameter and the amount of generated
samples for the approximators
Parameter LL UL Step size
Altitude 0 4,800 300
PCN 0.94 1 0.006
Mach number 0 0.3 0.06
Ambient temperature deviation from ISA 0 30 3
Initial samples generated 12,342
Finalised samples 9,742
Although the same amount of samples was used in each network, the inputs and
outputs of individual networks are different. The inputs for the Blade Metal Temperature
and Blade Stress Approximators were similar which were the selected parameters
listed in Table 7-22, but the targeted outputs were different. For the Blade Metal
Temperature Approximator, the targeted output was the blade metal temperature while
for the Blade Stress Approximator, the output was the maximum blade stress. Similarly,
the inputs for the Creep Life Approximator were both the blade’s metal temperature
and blade’s stress while the targeted output was the blade’s minimum creep life.
Extractions of different information from the same generated samples were easy
as each sample simulated, by using the Integrated Creep Life Estimation model,
contains not only the blade’s creep life but also both the blade’s metal temperature and
blade stress along the blade span.
7.3.2.3 Training of the Approximator Networks
The final sizes of the three approximators are given in Table 7-23. It can be seen from
the table that all of the approximators used two hidden layers in order to achieve the
best optimised synaptic weights, although the Blade Metal Temperature Approximator
used more hidden neurons compared to the other approximators.
Table 7-23: Final sizes of approximator networks
Network Size of the network
Blade Metal Temperature Approximator 4-30-30-1
Blade Stress Approximator 4-10-10-1
Creep Life Approximator 2-20-20-1
The observed ܯ ܵܧ during the training and the corresponding final regression
plots before the training was stopped are given in Appendix G while the summary is
given in Table 7-24.
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Table 7-24: Summary of the final ࡹ ࡿࡱ and ࡾ for each approximator
Blade Metal
Temperature
Approximators
Blade Stress
Approximators
Creep Life
Approximators
Training samples:
ܯ ܵܧ 1.10E-05 5.79E-07 1.002E-9
ܴ 0.99997 1 1
Validation samples:
ܯ ܵܧ 2.53E-05 6.67E-07 1.038E-09
ܴ 0.99994 1 1
Test samples:
ܯ ܵܧ 2.78E-5 6.58E-07 1.096E-09
ܴ 0.99993 1 1
From the summarised table, it can be clearly seen that the ܯ ܵܧݏof the networks
are significantly low, suggesting that the error between the normalised predicted and
targeted outputs is quite small. In addition, the trends of the ܯ ܵܧݏgiven in Appendix G
(Blade Stress Approximator and Creep Life Approximator) are not only similar but the
location between them implies a good generalisation. In addition, the table also shows
that the ܴ values are unity, suggesting that both predicted and targeted outputs are
highly correlated.
7.3.2.4 Assessment of the Performance of the Networks Using the Populated
Samples
Table 7-25 provides the ܧ஺௩௘ and ܵܦா produced by individual networks. It can be seen
that the predicted outputs produced by the networks possess ܧ஺௩௘ very close to zero
and smallܵܦா. These indicate that, individually, all networks are able to produce
accurate predictions with small variations of prediction error.
Table 7-25: The predicted outputs ࡱ࡭࢜ࢋ and ࡿࡰࡱ of each trained network
Blade Metal Temperature
Approximator
Blade Stress
Approximator
Creep Life
Approximator
ܧ஺௩௘ (%) -6.52E-04 -1.38E-04 -3.03E-04
ܵܦா (%) 0.03487 0.00902 0.02074
Having to evaluate the performance of individual networks does not provide the
overall picture of how the implemented architecture responds to a given input when
those networks are put together to form a cascade system. This is because in the
cascade system, the output prediction errors of the intermediate networks will
propagate into the Creep Life Approximator, thus increasing the blade’s creep life
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prediction errors. For this reason, the overall performance of the implemented
architecture must be evaluated.
To evaluate the overall performance of the FB architecture, the blade’s metal
temperatures and stresses, predicted by the Blade Metal Temperature and Blade
Stress Approximators respectively, are inputted into the Creep Life Approximator.
Then, the predicted blade’s creep lives were compared with the targeted creep lives
used during the training of the Creep Life Approximator. The blade’s creep life ܧ஺௩௘ and
ܵܦா were recalculated and are given in Table 7-26.
Table 7-26: The blade’s creep life ࡱ࡭࢜ࢋ and ࡿࡰࡱ produced by the Creep Life
Approximator
Creep Life Approximator
ܧ஺௩௘(%) 0.04133
ܵܦா (%) 1.574
It can be seen from the table that when the predicted values were used as inputs
to the Creep Life Approximator, both ܧ஺௩௘ and ܵܦா have increased substantially. It was
found that the magnitudes of the blade’s creep life ܧ஺௩௘ and ܵܦா have increased 136
(0.04133 /-3.03E-04) and 76 (1.574/0.02074) times from their initial values (refer to
Table 7-25) respectively. Although the increments appear to be appalling, the increase
in ܧ஺௩௘ is not crucial since the value is still close to zero. However, the increase in ܵܦா
does indicate that the variation of ܧ has become bigger, although was still at an
acceptable level.
Table 7-27: Percentage of samples encompassed within the specified error
ranges
Error Range % Sample encompassed
T1 65.048
T2 86.15
T3 94.625
T4 97.03
T5 98.39
T6 98.97
Using the same error range specified in Table 7-2, the study further investigated
how many samples are able to produce a predicted creep life with a prediction error
that falls within a given range ofܧ. The results of the investigation are presented in
Table 7-27. From the table it can be seen that almost 95% of the samples are able to
produce a predicted creep life with ܧ within -3 to 3% while most of the samples (99%)
were able to produce ܧ within -6 to 6%.
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7.3.2.5 Assessment of Performance of the Network Using Unseen Post Test
Samples
The step size for each input parameter and the distribution of samples for both first and
second unseen data is given in Appendix H. From the appendix it can be seen that
around 13,300 new samples were generated. Using the same prediction error range
specified in Table 7-2, the percentage of the unseen samples able to produce a
predicted creep life with ܧ within the specified range was independently counted. The
plots of the results are given in Figure 7-13.
Figure 7-13: Percentage of samples encompassed within the specified error
range
The plots of both unseen data given in Figure 7-13 are seen to be overlapping
each other, confirming that good generalisation was achieved during the training of the
networks. The figure also indicates than almost 96% of the both unseen samples are
able to produce a predicted creep life with ܧwithin -4 to 4% while almost 99% of both
unseen samples are able to produce ܧwithin -6 to 6%.
When the results plotted in Figure 7-13 were compared with the results tabulated
in Table 7-27, it can be seen that at error range lower than T4, the discrepancies of the
values between them is around 2% before they improve considerably at the later
ranges.
Table 7-28: Probability of obtaining ࡱ within the specified error ranges
Best fitted
distribution Student’s t
Probability
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T1 0.609
T2 0.861
T3 0.942
T4 0.972
T5 0.985
T6 0.991
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Table 7-28 provides the summary of the third stage assessment while Figure
7-14 and Figure 7-15 depict the PDF and CDF of the best fitted distribution. From the
results, several observations can be made. The best fitted distribution obtained from
the combined unseen data is the Student’s t distribution. In addition, both the
theoretical and empirical PDF plotted in Figure 7-14 shows that the distribution is
symmetrical with the highest occurrence at the average, which is at ܧ ൎ ͲΨ . Also,
Table 7-28 indicates that as the level of error range increases, the probability of getting
the error within the range also increases. It can be seen that the probability of obtaining
ܧ within -4 to 4% is 0.97 while a 0.99 probability is achieved when ܧ is within -6 to 6%.
Figure 7-14: PDF of the best fitted distribution Figure 7-15: CDF of the best fitted distribution
Importantly, it was found that the probabilities calculated at different error range
are consistent with the percentage of samples encompassed within the specified range
given in Figure 7-13. This can be clearly seen when the magnitudes of the deviation
(specified in absolute form) between both of them were calculated; these are given in
Table 7-29. The small magnitudes of deviation suggest that the probabilistic analysis is
in agreement with the sample distribution analysis
Table 7-29: Magnitude of deviation between the two analyses
Error range Deviation
T1 2.31
T2 1.75
T3 2.0
T4 1.65
T5 0.291
T6 0.39
Prediction Error (%)
6420-2-4-6
f(x
)
0.18
0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0
Prediction error (%)
6420-2-4-6
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
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7.3.2.6 Assessment of Performance of the Network on a Given Mission Profile
Figure 7-16 provides the comparison between the ܥܨݏ calculated using the FB
architecture and the integrated model (extracted from clean engine ܥܨݏ in Figure 6-32).
The figure clearly shows that the plots of the ܥܨݏ are overlapping each other,
demonstrating the architecture’s ability to produce good predictions. As a
consequence, the accumulated effect of the prediction errors is minimised, hence
producing a good overall mission prediction as given in Table 7-30. The table shows
that when both ܮܨெ and ܥܨெ given by the integrated model and architecture are
compared, the prediction errors are found to be around 0.9%.
Figure 7-16: ࡯ࡲ࢙ for the given mission profile predicted by FB architecture and
the integrated model
Table 7-30: ࡸࡲࡹ and ࡯ࡲࡹ produced by the integrated model and FB architecture
Model Architecture Error (%)
ܮܨெ 5.07E-05 5.201E-05 -0.911
ܥܨெ 1.167 1.178 -0.92
7.3.3 Implementation of SB Architecture
This section reports the implementation of the proposed SB architecture on the
selected engine model HP turbine blade’s creep life estimation.
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7.3.3.1 Design Considerations and Realisation
The implemented SB architecture for the selected engine model is illustrated in Figure
7-17. From the figure, it can be seen that eight sensors were selected as the inputs to
the cascade network. The selection of the sensors was based on the available engine
test rig measurements obtained from the engine manufacturer during the course of the
research.
Similar to the FB architecture, three approximator networks were created: the
Blade Metal Temperature Approximator, the Blade Stress Approximator, and the Creep
Life Approximator. However, during the implementation of the architecture, only the
Blade Metal Temperature and Blade Stress Approximators were trained while the
Creep Life Approximator was taken out of the FB architecture.
Figure 7-17: Implemented SB Neural Creep Life Estimation Architecture
7.3.3.2 Number of Samples to Train the Approximators
Samples used to train the FB Architecture were taken as the samples to train both
approximator networks. Again, extraction of the information was easy as each sample
simulated using the Integrated Creep Life Estimation model also contained all of the
measurements needed for this architecture.
7.3.3.3 Training of the Approximator Networks
Table 7-31 provides the final sizes of the Blade Metal Temperature and Blade Stress
Approximator networks. The table shows that both approximators required two hidden
layers in order to achieve the best optimised solution, although the Blade Stress
Approximator used more hidden neurons compared to the other approximator.
The plots of the observed ܯ ܵܧ and the corresponding final ܴ for the training,
validation and test samples are given in Appendix I while the summary is given in Table
7-32. The low ܯ ܵܧݏ for both samples again indicate that the errors between the
normalised predicted and targeted outputs are minimised. Also the location of the
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trends of the ܯ ܵܧ given in Appendix I between the three samples are extremely close
indicating that the good generalisations have been achieved for both approximators.
Also from Table 7-32, the ܴݏ are unity, indicating that both predicted and targeted
outputs are considerably correlated.
Table 7-31: Final sizes of the two approximator networks
Network Size of the network
Blade Metal Temperature Approximator 8-10-10-1
Blade Stress Approximator 8-15-15-1
Table 7-32: Summary of the final ࡹ ࡿࡱ and ࡾ for each approximator
Blade Metal Temperature
Approximators
Blade Stress
Approximators
Training samples:
ܯ ܵܧ 1.90E-07 2.41E-07
ܴ 1 1
Validation samples:
ܯ ܵܧ 1.99E-07 3.22E-07
ܴ 1 1
ܯ ܵܧ 210E-7 3.72E-07
ܴ 1 1
7.3.3.4 Assessment of the Performance of the Networks Using the Populated
Samples
Similar to the previous implemented architectures, the true prediction errors were
obtained when the normalised predicted and targeted outputs for each approximator
were de-normalised. Table 7-33 depicts the predicted outputs ܧ஺௩௘ and ܵܦா of
individual, trained approximators. From the table it can be seen that the performances
of the individual network were very good, with the predicted outputs ܧ஺௩௘ very close to
zero and its corresponding ܵܦா extremely small.
Table 7-33: ࡱ࡭࢜ࢋ and ࡿࡰࡱ of each trained network
Blade Metal Temperature
Approximator
Blade Stress
Approximator
ܧ஺௩௘ (%) 3.30E-05 9.37E-05
ܵܦா (%) 0.00375 0.00607
By comparing the performances of the individual networks between the SB (refer
to Table 7-33) and the FB architectures (refer to Table 7-25), it was found that the
performances of the SB architecture are much better, especially that of the Blade Metal
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Temperature Approximator. The magnitudes of both predicted output ܧ஺௩௘ and ܵܦா of
the SB Blade Metal Temperature Approximator were found to be 20 and 10 times
lower, respectively, than the FB architecture.
The reductions in the predicted output ܧ஺௩௘ and ܵܦா in both approximators,
especially the Blade Metal Temperature Approximator, have reduced the effects of the
propagating errors coming from the intermediate approximators to the output
approximator, hence improving the overall performance of the implemented
architecture. This can be clearly seen when the predicted outputs ܧ஺௩௘ and ܵܦா
produced by the Creep Life Approximator between the FB (refer to Table 7-26) and the
SB architectures are compared in Table 7-34. From Table 7-34, it can be seen that the
predicted output ܧ஺௩௘ and ܵܦா of the SB architecture are significantly lower than the
FB architecture with both giving values of -0.0022% and 0.17691% respectively.
Table 7-34: Comparison of the Creep Life Approximator predicted output ࡱ࡭࢜ࢋ
and ࡿࡰࡱ between two implemented architectures
FB architecture SB architecture
ܧ஺௩௘ 0.04133 -0.0022
ܵܦா 1.574 0.17691
It is worth remembering that the predicted outputs ܧ஺௩௘ and ܵܦா at this stage
were calculated when the predicted blade’s metal temperatures and stresses were
inputted into the Creep Life Approximator and the predicted and targeted outputs
compared.
The percentages of the samples able to produce a predicted creep life with ܧ
within the specified ranges were counted and these are given in Table 7-35. From the
table it can be seen that all of the samples were able to produce a predicted creep life
with ܧ even at the lowest range (-1 to 1%). This shows how superior the SB
architecture is in producing accurate creep life prediction. For this reason, lower blade’s
creep life prediction error ranges were specified in Table 7-36 so that the distribution of
samples producing different ranges of ܧ could be further investigated.
Table 7-35: Percentage of samples encompassed within the specified levels of
error range
Level of Error
Range
%Sample
encompassed
Level of Error
Range
%Sample
encompassed
T1 100 T2 100
T3 100 T4 100
T5 100 T6 100
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Table 7-36: Lower levels of error range used to assess the performance of the
trained network
Level of Error Range Description
T0.2 −0.2% ≤ ܧ ≤ 0.2%
T0.4 −0.4% ≤ ܧ ≤ 0.4%
T0.6 −0.6% ≤ ܧ ≤ 0.6%
T0.8 −0.8% ≤ ܧ ≤ 0.8%
The results of the investigations using the new specified ranges are given in
Table 7-37. From the table, it can be seen that 98% of the samples were able to
produce a predicted blade’s creep life with ܧ within -0.4 to 0.4%. In addition, almost all
of the samples were able to produce ܧ within -0.8 to 0.8%.
Table 7-37: Percentage of samples encompassed within the new specified levels
of error range
Level of Error Range % Sample encompassed
T0.2 73.78
T0.4 98.17
T0.6 99.83
T0.8 99.99
7.3.3.5 Assessment of the Performance of the Network Using Unseen Post Test
Samples
Two unseen samples used to perform the post test for the FB architecture were used in
the post test of the SB architecture. Using the new specified levels of error range given
in Table 7-36, the percentage of the two unseen samples able to produce a predicted
creep life with ܧ within the specified range were independently counted. The plots of
the results are given in Figure 7-18.
From Figure 7-18, it can be clearly seen that good generalisation is achieved
during the training of the networks since both plots of the two unseen samples are
overlapping each other. It can also be seen that almost 98% of the two unseen
samples are able to produce an estimated creep life with ܧ within -0.4 to 0.4%. Also at
the highest level of range specified, almost no samples are seen to have a prediction
error that exceeds the value.
By combining the two unseen samples, the statistical distribution fitting was
performed and Table 7-38 summarises the results of the distribution fitting and the
probabilities of achieving the specified levels of error range given in Table 7-36. Using
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the best fitted distribution, both PDF and CDF were plotted and are given in Figure
7-19 and Figure 7-20 respectively.
Figure 7-18: Percentage of samples encompassed within the newly specified
error ranges
Table 7-38: Probability of obtaining ࡱ within the specified range
Best fitted
distribution Normal
Probability
Le
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r
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e
T0.2 0.7345
T0.4 0.9741
T0.6 0.9992
T0.8 0.9999
Figure 7-19: PDF of the best fitted distribution Figure 7-20: CDF of the best fitted distribution
From the table it can be seen that the best distribution that can fit the unseen
samples is the normal distribution. Looking at the empirical PDF plotted in Figure 7-19,
it can also be seen that the blade’s creep life prediction errors were distributed evenly
with the highest occurrence located at the mean of the distribution which is at ܧ ൎ ͲΨ .
Also, the probability of obtaining ܧ within the lowest specified range is around 0.73
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before it increases substantially to 0.97 at the next level. Additionally, the probability
reaches unity when the range is between -0.8 to 0.8%.
The calculated probabilities were found to be consistent with the percentages of
samples encompassed within the specified range given in Figure 7-18. This can be
clearly seen when the magnitudes of deviation between the calculated probabilities and
the percentages of samples were calculated, as shown in Table 7-39. From the table it
can be seen that the small magnitudes of deviation suggest that the probabilistic
analysis is in agreement with the sample distribution analysis.
From the results it can be concluded that the SB architecture possesses high
probability for obtaining a substantially good blade’s creep life prediction accuracy.
Table 7-39: Magnitude of deviation between the two analyses
Error Range Deviation
T0.2 0
T0.4 0.64
T0.6 0.22
T0.8 0.005
7.3.3.6 Assessment of the Performance of the Network on a Given Mission Profile
Figure 7-21 plots the ܥܨݏ of each mission segment against their respective operating
hour predicted by both the integrated model and the implemented architecture.
Similarly to the previous architectures, the overlapping of both plots indicates that the
architecture is able to produce good creep life prediction.
Figure 7-21: ࡯ࡲ࢙ for the given mission profile produced by the integrated model
and SB architecture
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The accumulated effect of the prediction errors when the mission profile was
formed can be seen in Table 7-40 where the errors of both ܮܨெ and ܥܨெ between the
architecture and the integrated model are around 0.45%. The low errors result from the
accurate prediction of the blade’s creep life at an individual operating point which has
been proved in the previous assessments to be accurate.
Table 7-40: ࡸࡲࡹ and ࡯ࡲࡹ produced by the integrated model and SB architecture
Model Architecture Error (%)
ܮܨெ 5.07E-05 5.04E-05 -0.449
ܥܨெ 1.167 1.172 -0.45
7.3.4 Comparison between the Three Implemented Architectures at Clean
Engine Condition
Although the engine operational ranges covered during the implementation of the
network (refer to Table 7-4) are similar, the way individual networks are arranged is
different, and the number of samples used to train the network is not the same. Figure
7-22 depicts the ratio between the samples used to train the networks for the three
implemented architectures, with the samples used for the SB architecture. Figure 7-22
also shows that the RB architecture used twice as many samples as in the other two
architectures (samples used in the other two architectures are similar) in order to
achieve a similar performance. This was expected since the RB architecture used more
networks (six approximators + one classifier) compared to the architectures that used
only three approximators.
Figure 7-22: Ratio of samples used during network training.
During the post test, when two new unseen samples were generated and tested
independently, it can be seen that all three architectures were able to have good
generalisations. This can be clearly seen when the plots of the percentage of samples,
that are able to provide creep life estimates with ܧ fall within the given ranges for both
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unseen samples, are overlapping each other (refer to Figure 7-8, Figure 7-13 and
Figure 7-18).
Although all of the architectures were able to provide good generalisations, the
SB architecture was found to be more superior compared to the other two in terms of
providing accurate creep life predictions. This can be clearly seen in Figure 7-23 when
the probabilities of achieving the specified blade’s creep life prediction error range for
the three architectures were compared.
As shown in Figure 7-23, the SB architecture has reached the probability of unity
when ܧ is within -0.6 to 0.6% compared to others where the best probability is given by
one of the RB Class Approximators which is a probability of 0.62.
Figure 7-23: Probability of obtaining specified range of ࡱ
Comparing the probability trends of both RB and FB architectures, it can be seen
that RB Classes 1, 2 and 5 approximators are able to provide higher creep life
prediction accuracies than the FB architecture. However, for the RB architecture,
Classes 3 and 4, the two approximators are found to be more accurate at the lower
range prediction error (-2 to 2%) before the FB architecture takes over at the higher
ranges.
When the same mission profile at clean engine condition was inputted into the
three architectures, it can be seen that all of the architectures were able to provide
good prediction creep life. This can be seen when the plotted ܥܨݏ predicted by the
architectures, as previously shown in Figure 7-11, Figure 7-16 and Figure 7-21, were
individually compared with the plotted ܥܨݏ predicted by the Integrated Creep Life
Estimation Model. The plots of the ܥܨݏ were seen to be overlapping each other,
suggesting that the creep lives predicted by the architectures were close to the values
predicted by the integrated model. In addition, the good creep life prediction of the
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individual mission segment or sub-segment has ensured that the overall prediction
errors of the ܥܨெ and ܮܨெ were significantly minimised.
By comparing the mission profile analysis between the three architectures, the
SB architecture is found to be more superior than the other architectures in providing
accurate mission creep life assessment. This can be clearly seen when the prediction
errors (%) of both ܮܨெ and ܥܨெ between the architectures and the integrated model are
summarised in Table 7-41. As shown in the table, the prediction errors produced by the
SB architecture are six times and two times lower than the RB and the FB architectures
respectively.
Table 7-41: Prediction errors of ࡸࡲࡹ and ࡯ࡲࡹ between the architectures and the
integrated model
Prediction error (%)
RB FB SB
ܮܨெ -2.68 -0.911 -0.449
ܥܨெ 2.61 -0.92 -0.45
By comparing both RB and FB architectures, the superiority of both architectures
will depend on the location of the operation points in the operation envelope. At the
lower creep life operational range, RB architecture is found to be more superior than
the FB architecture and vice versa. The mission analysis conducted using both
architectures shows that FB architecture is better than the RB architecture, suggesting
that the operational points in the mission profile have a strong influence in determining
which architecture is better than the other.
7.4 Implementation of the Proposed Neural Architectures on the
Developed Engine Model at Degraded Engine Condition
The implementation of the proposed neural architectures was extended to the
degraded engine conditions using two of the proposed architectures, which are the FB
and SB architectures. The decision to implement only two architectures instead of three
was because of time constraints in finishing the research.
The operational ranges covered by the developed architectures were first defined
and are given in Table 7-42. It can be seen that the upper limits of the operational
range in ambient temperature and altitude were lower than those used at the clean
engine condition (refer to Table 7-4). In addition, the lower limits of the ambient
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temperature was also increased. The decision to lower the upper limits was to simplify
the complexity of the current problem thus reducing the number of networks created.
Table 7-42: Range covered by the developed neural-based model
Parameters Lower limit (LL) Upper limit (UP)
Altitude (m) 0 4500
PCN 0.94 1
Mach number 0 0.3
Ambient temperature deviation from ISA (K) 10 25
Additionally, the implementations of the proposed architectures were limited to
single component degradation with the presence of compressor fouling, and HP and
LP turbine erosions. The ranges of the health parameters are presented in Table 7-43.
Again, the decisions to consider only single component degradation and limit the
degradation magnitudes were to simplify the complexity of the problem. Further, if
multiple component degradations are needed to be included later with larger
degradation magnitudes, additional approximator networks can be added with some
retraining to the classifiers (if used in the architecture).
Table 7-43: Degradation magnitudes covered in this study
Health parameters Compressor Turbine
Isentropic efficiency (ܧܶܣ) 0 to 6% reduction 0 to 6% reduction
Flow capacity (ܨܥ) 0 to 6% reduction 0 to 6% increment
7.4.1 Implementation of FB Architecture
In this section the implementation of the FB architecture on the selected engine model
at degraded engine condition is explained.
7.4.1.1 Design Considerations and Realisation
The implementation of the architecture was carried out for the case where prior to the
estimation of the blade’s creep life, the engine component degradation has been
isolated and the magnitudes of both health parameters have been quantified. By
having that information, three individual FB architectures were built to cater for the
three component degradations.
The inputs to the intermediate approximators have two known additional health
parameters, as listed in Table 7-43. Since the presence of the two health parameters
have added complexity into the network, the degradation magnitude and the
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operational space were divided into smaller divisions. For this study, the degradation
magnitudes were divided into three successive levels:
a. Low level (LL): <2% degradation
b. Medium level (ML): 2% to 4% degradation,
c. High level (HL): >4% to 6% degradation.
For each degradation level, the altitude was divided into several levels which are given
in Table 7-44. Note that for compressor degradation, four altitude levels were specified
compared to the rest which used only three altitude levels. The reason to change from
four to three levels was because it was found that during the implementation of the
architecture, splitting the operational space into three levels was sufficient to produce
good prediction accuracy.
Table 7-44: Altitude level for each degradation level of each component
degradation
Component
degradation
Degradation
level
Altitude
level
Tag Range of altitude (m)
Compressor LL Level 1 LL1 0 to 1000
Level 2 LL2 1000 < Altitude ≤ 2000
Level 3 LL3 2000 < Altitude ≤ 3000
Level 4 LL4 3000 < Altitude ≤ 4500
ML Level 1 ML1 0 to 1500
Level 2 ML2 1500 < Altitude ≤ 3000
Level 3 ML3 3000 < Altitude ≤ 4500
HL Level 1 HL1 0 to 1500
Level 2 HL2 1500 < Altitude ≤ 3000
Level 3 HL3 3000 < Altitude ≤ 4500
HP and LP
turbines
LL Level 1 LL1 0 to 1000
Level 2 LL2 1000 < Altitude ≤ 2000
Level 3 LL3 2000 < Altitude ≤ 3000
ML Level 1 ML1 0 to 1500
Level 2 ML2 1500 < Altitude ≤ 3000
Level 3 ML3 3000 < Altitude ≤ 4500
HL Level 1 HL1 0 to 1500
Level 2 HL2 1500 < Altitude ≤ 3000
Level 3 HL3 3000 < Altitude ≤ 4500
Figure 7-24 depicts an example of the FB architecture constructed for the
compressor degradation. Note that for both HP and LP turbines, similar architectures,
as given in Figure 7-24, were applied. From Figure 7-24, it can be seen that only
approximator networks were used to construct the architecture for compressor
degradation. Based on the operational inputs, degradation level and altitude level, the
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blade’s metal temperature and maximum stress were predicted by the respective
intermediate approximators before the predicted blade’s creep life was obtained from
the output approximators.
7.4.1.2 Number of Samples to Train the Approximators
Appendix J provides the step sizes used for each input and the final amount of
generated samples used to train the approximators for the three component
degradation architectures. Note that the step sizes for ܧܶܣ and ܨܥ given in Appendix J
were not fixed. The reason for this was that during the samples generation, it was
found that at some fixed ܧܶܣ and ܨܥ operational points, PYTHIA was unable to
provide the performance simulation outputs either by producing significant
unconverged samples or because PYTHIA crashed during simulation. For these
reasons these values were changed accordingly (added at different values or totally
deleted without being replaced by new values).
Low Level
Degradation
(LL)
Medium Level
Degradation
(ML)
High Level
Degradation
(HL)
Altitude
Level 4
Altitude
Level 1
Altitude
Level 1
Altitude
Level 3
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
Approximator
HP turbine blade’s
creep life
Altitude
PCN
Mach No
Tamb Dev
% Drop in ETA
% Drop in FC
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
Approximator
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
Approximator
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
Approximator
Altitude
Level 1
Altitude
Level 3
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
Approximator
Blade Metal Temperature
Approximator
Blade Stress Approximator
Creep Life
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Figure 7-24: FB architecture for compressor degradation
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Similarly, 60% of the finalised samples were used as training samples, 20%
were used for validation samples and the other 20% were used as test samples. From
the appendices it can be seen that samples used for each magnitude and altitude level
are around 21,000 to 23,000 for compressor degradation and 28,000 to 30,000 for both
turbines’ degradation respectively.
7.4.1.3 Training of the Approximator Networks
The final sizes of the approximators for the compressor, HP and LP turbines
degradations are given in Appendix K. From the appendix it can be seen that all of the
trained approximators for Compressor Degradation were constructed using two hidden
layers. The Blade Metal Temperature Approximators were found to use more hidden
neurons compared to the other two approximators in order to obtain the final optimal
solution.
Similar observations were seen for both the HP and LP turbines’ degradation. All
of the trained approximators used two hidden layers while the Blade Metal
Temperature Approximators were found to have used more neurons than the other
approximators.
The final ܯ ܵܧݏand ܴݏ for each approximator of the compressor, and HP and LP
turbines degradations are given in Appendices L.1, L.2, and L.3 respectively. From the
appendices, it can be seen that all of the approximators were able to produce low
ܯ ܵܧݏ indicating that the errors between the normalised predicted and targeted outputs
are quite small.
Besides having low values of ܯ ܵܧݏǡthe appendices also show that the ܯ ܵܧݏ
between the training, validation and test samples were similar although the majority of
training samples have lower ܯ ܵܧݏ than validation and test samples. This provides an
early indication that good generalisation may have been achieved during the training.
The slightly higher value in the training samples’ ܯ ܵܧݏ also suggests that for any
unseen inputs given into the architectures, the prediction error will be slightly higher
than the one used during the training. The appendices also show that ܴ values are
unity, suggesting that both predicted and targeted outputs are highly correlated for all
the approximators.
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7.4.1.4 Assessment of the Performance of the Networks Using the Populated
Samples
Both the ܧ஺௩௘ and ܵܦா produced by individual networks of each compressor, HP and
LP turbine degradations under different levels of degradation and altitude were
calculated and tabulated in Appendix M. The values of ܧ஺௩௘ very close to zero with
small ܵܦாǡas depicted in the appendices, show that individually, all networks were able
to predict outputs with small variations of error. By comparing both ܧ஺௩௘ and ܵܦா
between the three approximators (intermediates and output approximators) of each
compressor, HP and LP turbine degradation, it was found that although the values of
ܧ஺௩௘ between them are similar, the lowest overall variation of ܧ being produced by the
Blade Stress Approximator.
The effects of error propagation were also assessed when the predicted blade’s
metal temperatures and stresses produced by the intermediate approximators were
inputted into the Creep Life Approximator, hence the ܧ஺௩௘ and ܵܦா were recalculated
and are shown in Table 7-45. By comparing the initially calculated ܧ஺௩௘ and ܵܦா of the
Creep Life Approximators given in Appendix M with the ܧ஺௩௘ and ܵܦா given in Table
7-45, it can be seen that both the ܧ஺௩௘ and ܵܦா have increased significantly. Note that
similar effects were seen when the FB architecture was implemented for the clean
engine case, as discussed in Section 7.3.2.4.
Table 7-45: The blade’s creep life ࡱ࡭࢜ࢋ and ࡿࡰࡱ produced by the Creep Life
Approximator
Level
Compressor degradation
HP turbine
degradation LP turbine degradation
ܧ஺௩௘(%) ܵܦா(%) ܧ஺௩௘(%) ܵܦா(%) ܧ஺௩௘(%) ܵܦா(%)
LL1 4.21E-02 0.6120 9.33E-03 0.7201 -4.83E-05 0.5695
LL2 4.90E-02 0.8000 -1.20E-03 0.7002 6.63E-03 0.6819
LL3 2.47E-02 0.6958 2.77E-03 0.6336 4.45E-03 0.4938
LL4 -4.00E-03 0.7620 - - - -
ML1 -8.90E-03 0.6177 1.30E-02 0.4479 -5.16E-04 0.3412
ML2 -1.80E-02 0.4000 7.34E-04 0.3857 5.79E-04 0.5271
ML3 1.80E-03 0.4460 -3.46E-03 0.3776 -2.42E-03 0.3437
HL1 -1.10E-01 0.8790 -3.32E-03 0.2905 -5.76E-06 0.2201
HL2 -9.60E-02 0.8610 8.03E-04 0.4446 -1.21E-04 0.2377
HL3 1.23E-02 0.5980 2.40E-03 0.2857 -6.04E-03 0.3075
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Despite having a considerable increase in both ܧ஺௩௘ and ܵܦா, the increase in ܧ஺௩௘
is not essential since the values, as shown in Table 7-45, are still close to zero. On the
other hand, the increase in ܵܦா in all of the Creep Life Approximators is considered
significant because it indicates that the variation of ܧݏ has become higher. Table 7-46
compares the initially calculated ܵܦா (extracted from Appendix M) and the recalculated
ܵܦா (from Table 7-46) together with the ratio between the recalculated and the initially
calculated ܵܦா. From the table, the effects of the propagating error can be clearly seen
as the increase in ܵܦா is between two and 150 times the initial values. Although the
increase of the ܵܦா is large, the values are still within an acceptable level with the
highest recorded ܵܦா at 0.879%.
Using the same error range specified in Table 7-2, the percentage of samples
able to produce ܧ within the specified range in the case of the compressor, HP and LP
turbine degradation are given in Appendix N. From the appendix, several observations
can be made. In general, all of the output networks were able to produce accurate
predictions with a high percentage of samples possessing low prediction error. As the
error range is increased, the percentage of samples encompassed within the range
also increased.
Table 7-46: Comparisons between the initial and the recalculated ࡿࡰࡱ
Level
Compressor degradation HP turbine degradation LP turbine degradation
Initial ܵܦா ܵܦா Ratio Initial ܵܦா ܵܦா Ratio Initial ܵܦா ܵܦா Ratio
LL1 0.022 0.612 27.407 0.043 0.720 16.939 0.016 0.570 35.090
LL2 0.021 0.800 38.223 0.025 0.700 27.862 0.020 0.682 34.197
LL3 0.005 0.696 150.602 0.006 0.634 101.051 0.005 0.494 108.756
LL4 0.012 0.762 65.917 - - - - - -
ML1 0.052 0.618 11.946 0.048 0.448 9.397 0.019 0.341 18.148
ML2 0.024 0.400 16.618 0.014 0.386 26.746 0.022 0.527 23.456
ML3 0.011 0.446 38.918 0.015 0.378 24.374 0.012 0.344 28.479
HL1 0.036 0.879 24.122 0.020 0.291 14.198 0.032 0.220 6.856
HL2 0.020 0.861 43.158 0.249 0.445 1.786 0.017 0.238 13.740
HL3 0.006 0.598 101.356 0.055 0.286 5.188 0.013 0.308 22.796
For compressor degradation architecture, on average, 95% of the samples are
able to have ܧ within -1 to 1%. A significant increment was witnessed afterwards with
99% of the samples on average able to have ܧ within -3 to 3%. By comparing the
distribution of samples between different levels of degradation magnitude, it can be
seen that both medium and high levels of degradation magnitude have similar
prediction capabilities while the low levels of degradation magnitude are found to be
slightly lower.
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Similar observations were obtained for both the HP and LP turbines’ degradation
architectures. At the lowest specified range, both architectures were able to
encompass around 96 to 97% of their respective total samples producing ܧ within the
range. A significant increment was also witnessed afterwards with both architectures
achieving 99% of their respective total samples producing ܧ within -3 to 3%. It was also
found that both architectures have better prediction capabilities at medium and high
degradation magnitudes.
Figure 7-25: Average sample distributions at different error range
Figure 7-25 provides the comparison of average sample distributions at different
error range predicted by the three component degradation architectures. From the
figure, it can be seen that LP turbine degradation architecture has the best trained
approximators able to produce accurate predictions followed by HP turbine degradation
architecture and compressor degradation architecture.
7.4.1.5 Assessment of Performance of the Network Using Unseen Post Test
Samples
In order to simplify the sample generation process, using the step sizes given in
Appendices O.1,and O.2, a large set of samples was first generated for every
magnitude and altitude level before the samples were divided randomly into two sets.
Note that the information in the appendices contains the step size for each input and
the amount of final generated samples used to perform the post test. From the
appendices it can be seen that samples used for each magnitude and altitude level are
around 14,000 to 27,000 for compressor degradation and 24,000 to 28,000 for both
turbines’ degradation respectively.
Using the same prediction error range specified in Table 7-2, the percentage of
the unseen samples able to produce a predicted creep life with ܧ within the specified
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range was independently counted. The plots of the results are given in Appendix P.
From the appendix, it can be seen that the plots of both unseen data at all three
component degradation architectures were seen to be overlapping each other,
validating that good generalisation was achieved during the training of the networks.
Figure 7-26 depicts the average sample distributions at different error range of
one of the set of unseen samples. When unseen samples were inputted, it can be seen
that the output approximators can still retain the ability to produce good prediction
although when compared with the average distribution of samples obtained during the
training of the approximators (refer to Figure 7-25), the accuracy of the prediction
dropped slightly at the first two error ranges.
Figure 7-26 also shows that the performance of the trained approximators for the
HP and LP turbine degradation architectures are similar and slightly higher than the
compressor degradation architectures, especially at the first two ranges of error. At
error level T1, both turbines’ approximators were able to encompass around 93 to 94%
of their respective total samples compared to the compressor with only 91%.
Significant increments were seen afterwards for all the three component approximators
achieving 99% samples able to produce prediction with ܧ within -3 to 3%.
Figure 7-26: Average sample distributions at different error range of one set of
unseen data
Appendix Q summarises the results of the stage three assessment for the
compressor, HP and LP turbines while the plots of PDFs and CDFs are given in
Appendix R. From Appendix Q, several observations can be made. It can be seen that
the best fitted distribution for most of the compressor degradation approximators is
Johnson SU (six approximators) followed by Cauchy distribution (four approximators).
For HP turbine degradation, all of the approximators were seen to fit well with the
Johnson SU distribution. For the LP turbine degradation, seven out of nine
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approximators were found to fit well with the Johnson SU distribution while the other
two approximators were found to fit well with the Cauchy and Hypersecant distribution.
Appendix Q also shows that for compressor degradation, eight out of ten
approximators are able to provide a 0.89 to 0.97 probability of obtaining a prediction
error within -1 to 1%. The probability increases significantly then where six out of ten
approximators are able to produce a probability of 0.97 to 0.99 in producing the
prediction error between -2 to 2%. It was also found that all approximators were able to
produce a 0.98 probability of producing the prediction error between -5 to 5%.
The probabilistic analysis of the compressor degradation in general is found to be
in agreement with the sample distribution analysis given in Appendix P, especially at
the higher error range. This can be clearly seen when the magnitude of the deviations
between the percentage of samples and the probability of achieving prediction error
within the range are calculated, as shown in Table 7-47. From the table it can be seen
that the deviations in the majority of the magnitude and altitude levels across the error
range are small.
Table 7-47: Deviation magnitude between the sample distribution and
probabilistic analyses for compressor degradation
LL1 LL2 LL3 LL4 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T1 2.24 0.32 0.20 5.38 6.19 5.94 0.51 6.21 2.67 0.40
T2 0.74 1.21 3.76 0.44 4.57 4.27 0.01 0.31 3.17 0.25
T3 0.29 0.94 3.23 0.15 3.02 3.31 0.08 0.72 1.56 0.18
T4 0.11 0.69 2.70 0.19 2.37 2.57 0.03 0.14 1.82 0.07
T5 0.03 0.30 1.02 0.10 1.93 2.07 0.01 0.02 1.77 0.03
T6 0.09 0.15 1.99 0.15 1.76 1.82 0.00 0.16 1.62 0.03
The higher deviations at some magnitude and altitude levels, as shown in Table
7-47, occur when the difference between the empirical (using sample data) and the
theoretical (fitted model) probability is significant. Taking LL4 for example, when the
difference between the empirical and the fitted model probability is plotted against the
error range, as given in Figure 7-27, the 5.38% deviation occurring at error range T1
coincides with the peaking occurring at the plotting of the same error range.
For HP turbine degradation, Appendix Q indicates that six out of nine
approximators were able to produce a probability of 0.9 to 0.99 at error range -1 to 1%.
Similar to compressor degradation, the probability increases significantly where seven
out of nine approximators were able to produce prediction errors with a probability of
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0.98 to 0.999 at error range -2 to 2%. Moreover, it can be seen that all of the
approximators were able to produce a 0.99 probability of getting a prediction error
between -3 to 3%.
Figure 7-27: Probability difference between empirical data and the fitted model at
LL4
From the calculated magnitude of the deviations between the sample distribution
analysis and the probabilistic analysis given in Table 7-48, it can be seen that the
probabilistic results are in agreement with the sample distribution analysis since the
deviations between them are small.
Based on Appendix Q, it can be seen that for LP turbine degradation, six out of
nine approximators are able to produce a probability of 0.88 to 0.99 at error range -1 to
-1%. In addition, eight out of nine approximators are able to produce a 0.99 or higher
probability of getting a prediction error between -3 to 3%.
Table 7-48: Deviation magnitude between the sample distribution and
probabilistic analyses for HP turbine degradation
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T1 1.61 2.69 3.69 0.66 0.16 0.43 0.64 0.83 0.69
T2 0.59 0.20 1.48 0.29 0.03 0.14 0.29 0.49 0.12
T3 0.21 0.24 0.26 0.22 0.02 0.03 0.26 0.22 0.01
T4 0.08 0.32 0.22 0.09 0.03 0.03 0.11 0.16 0.00
T5 0.08 0.23 0.13 0.00 0.02 0.01 0.04 0.05 0.00
T6 0.01 0.11 0.13 0.02 0.00 0.01 0.03 0.03 0.00
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From the deviations between the sample distribution analysis and the
probabilistic analysis given in Table 7-49, it can be seen that the values of deviation are
small across the error ranges, suggesting that good agreement is achieved between
the two analyses.
Table 7-49: Deviation magnitude between the sample distribution and
probabilistic analyses for LP turbine degradation
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T1 0.18 2.51 6.12 0.54 2.09 0.47 0.10 0.80 0.38
T2 0.02 0.01 4.25 0.16 0.25 0.33 0.04 0.10 0.21
T3 0.07 0.12 3.13 0.07 0.11 0.10 0.00 0.00 0.02
T4 0.04 0.32 2.56 0.04 0.18 0.06 0.00 0.07 0.01
T5 0.01 0.24 2.18 0.02 0.20 0.05 0.00 0.00 0.01
T6 0.01 0.15 1.67 0.01 0.15 0.04 0.00 0.00 0.00
7.4.1.6 Assessment of the Performance of the Network on a Given Mission Profile
Mission profiles of the three cases of component degradation specified in Section 6.5
were used as inputs to the implemented component degradation architectures. For all
the cases of degradation, the mission operating conditions, together with the known
health parameters, were inputted into the architectures before the predicted creep lives
were estimated. Similar to the clean engine case, using the same reference conditions
as specified in the previous chapter (refer to Section 6.3)ܥܨ, ܮܨ, ܮܨெ and ܥܨெ were
then calculated.
Appendix DD.1 compares the plots of the ܥܨݏ produced by the implemented
component degradation architectures with the integrated model. From the figures it can
be seen that for all of the degradation cases, the plots of the ܥܨݏ of both model and
architecture are overlapping each other, demonstrating the capability of FB architecture
to produce accurate predictions of creep lives, thus minimising the accumulated effects
of error prediction for the given mission profiles. This can be clearly seen in Table 7-50
where the prediction errors of both ܮܨெ and ܥܨெ are between -0.3 to 0.3%.
By comparing the errors produced by different degradation cases, it can be seen
from Table 7-50 that the compressor degradation case was better predicted, compared
to the other two cases, with errors that are three and four times lower than the HP and
LP turbine degradation cases respectively.
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Table 7-50: ࡸࡲࡹ and ࡯ࡲࡹ produced by the integrated model and component
degradation neural architectures
Degradation
Case ࡸࡲࡹ ࡯ࡲࡹ
Compressor Model 8.35E-05 0.708
Architecture 8.36E-05 0.707
Error (%) -0.064 0.064
HP turbine Model 7.82E-05 0.756
Architecture 7.84E-05 0.754
Error (%) -0.213 0.213
LP turbine Model 6.18E-05 0.957
Architecture 6.20E-05 0.954
Error (%) -0.284 0.283
7.4.2 Implementation of SB Architecture
In this section the implementation of the proposed SB neural Creep Life architectures
on the selected engine model at degraded engine condition is presented.
7.4.2.1 Design Considerations and Realisation
The implementation of the architectures follows the same operational ranges specified
in Table 7-42. Similarly, only single component degradation, with the ranges given in
Table 7-43, is considered in the implementation.
The SB architecture serves the condition where the information regarding the
health status of the engine model is unknown prior to the estimation of the blade’s
creep life. For this reason, the architecture was designed so that prior to the estimation
of the blade’s creep life, the health status of the engine was determined by means of
the Component Health Classifiers which will classify the input pattern into the clean
engine case (Class 1), compressor degradation case (Class 2), HP turbine erosion
case (Class 3) and LP turbine erosion case (Class 4).
For this implemented architecture, three altitude levels were specified:
a. Level 1: 0 to 1500m,
b. Level 2: 1500m < Altitude ≤ 3000m
c. Level 3: 3000m < Altitude ≤ 4500m.
In addition, for each altitude level, the degradation was divided into three levels:
a. Low level (LL): < 2% degradation,
b. Medium level (ML): 2% to 4% degradation
c. High level (HL): <4% to 6% degradation.
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Figure 7-28: Implemented FB Architecture
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The tags used for the combined altitude and degradation levels are given in Table
7-51.
Since the degradation is divided into several levels, Degradation Level Classifiers
were used in the implemented architecture to classify the input pattern into LL (Class
1), ML (Class 2), and HL (Class 3). Once the input had been classified, the respective
outputs were predicted using the approximators.
Table 7-51: Tags used for the combined altitude and degradation levels
Tag Altitude level Magnitude level
LL1 Level 1 LL
ML1 Level 1 ML
HL1 Level 1 HL
LL2 Level 2 LL
ML2 Level 2 ML
HL2 Level 2 HL
LL3 Level 3 LL
ML3 Level 3 ML
HL3 Level 3 HL
Figure 7-28 depicts the implemented SB. From the figure it can be seen that
measurements from the selected sensor and corresponding altitude were used as
inputs to the architecture. Based on the corresponding altitude, the measurements
were inputted into the Component Health classifiers where the engine health status will
then be identified.
If clean engine status is identified, than the measurements will be inputted into
the previously developed clean engine SB architecture (reported in Section 7.3.3). On
the other hand, if degraded engine status is identified, the measurements will be
inputted into the Degradation Level classifier before the measurements are inputted
into the respective intermediate and output approximators.
Two sets of sensors were used as inputs to the classifiers and approximators as
shown in Table 7-52. During the initial stage of implementation, Altitude Level 1 with
low level degradation (LL1) classifiers and approximators for both HP and LP turbines’
degradation were first developed using the first set of sensors. However, during the
development of the compressor degradation LL1 classifier, the efficiency of the
classifier was found to be significantly low with 85% correct classification (HP and LP
turbine classifiers have around 98% efficiency). As a result, two additional sensors (P2
and T2) were included to form the second set of measurements. From that instant, the
second set of measurements was applied to the rest of the approximators and
classifiers. It is worth noting that both P2 and T2 are the available engine test rig
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measurements obtained from the engine manufacturer during the course of the
research.
Table 7-52: Sets of measurements for the approximators and classifiers.
Set Sensors Approximators
Involved
Classifiers Involved
1 Compressor outlet pressure (P3)
Compressor outlet temperature (T3)
Power turbine inlet pressure (P12)
Power turbine inlet temperature (T12)
Power turbine outlet pressure (P13)
Power turbine outlet temperature (T13)
Fuel flow (FF)
Shaft power (SP)
HP and LP turbines LL1
approximators which
includes:
 the Blade Metal
Temperature
approximator
 the Blade Stress
approximators
HP and LP turbines
LL1 Degradation Level
Classifiers
2 Compressor inlet pressure (P2)
Compressor inlet temperature (T2)
Compressor outlet pressure (P3)
Compressor outlet temperature (T3)
Power turbine inlet pressure (P12)
Power turbine inlet temperature (T12)
Power turbine outlet pressure (P13)
Power turbine outlet temperature (T13)
Fuel flow (FF)
Shaft power (SP)
All of the other
approximators except for
Creep Life
approximators
All of the other
Classifiers which
includes:
 Degradation Level
Classifier
 Component Health
Classifier
7.4.2.2 Number of Samples to Train the Approximators and Classifiers
Samples used to train the previously implemented FB Architecture were taken as the
samples to train the SB Architecture approximators. Again, the extraction of the
information is easy as each sample simulated using the Integrated Creep Life
Estimation model also contains all of the measurements needed for this architecture.
Not all the samples generated for the FB architecture were used. Since for
compressor degradation, four levels LL1 to LL4 were specified in the previous
architecture, the samples used to train the approximators for compressor degradation
LL1, LL2 and LL3 of the SB architecture were generated. In addition, since no
classifiers were used in the previous architecture, all the samples used to train the
classifiers were also generated.
Appendix S provides the step sizes used for each input and the final amount of
generated samples. Similar to the FB architecture, the step sizes for ܧܶܣ and ܨܥ given
in Appendix S were not fixed. Also 60% of the finalised samples were used as training
samples, 20% were used for validation samples and the other 20% as test samples.
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As shown in Appendix S.1, around 27,000 to 29,000 samples were used to train
the compressor degradation approximators. The amount of samples increased as the
Degradation Level classifiers were trained which used around 34,000 samples as
shown in Appendix S.2. This was necessary as the classifiers require measurement
patterns from all of the three degradation levels (LL, ML and HL). Similarly, the amount
of samples needed to train the Component Health classifiers is larger than the
Degradation Level classifiers averaging around 43,000 samples. This was again
expected as the classifiers require measurement patterns not only from different levels
of degradation magnitude but also from different component degradation.
7.4.2.3 Training of the Approximators and Classifiers
For all of the component degradations, the final sizes of the trained approximators and
classifiers at different altitude levels are given in Appendices T.1 and T.2 respectively.
From both appendices, it can be seen that all of the trained approximators and
classifiers were constructed using two hidden layers. For the approximators, it was
found that the Blade Metal Temperature approximators required more hidden neurons
in order to obtain the final optimal solution. Note also that most of the Creep Life
approximators given in Appendix T.1 were taken from the previous FB architecture,
except for compressor degradation at LL1, LL2 and LL3. This is again because of the
different levels of altitude that were being specified in the previous architectures which
were LL1 to LL4.
Appendix U provides the final ܯ ܵܧݏ and ܴݏ for each approximator of the
compressor, HP and LP turbines’ degradations at different Altitude Levels. From the
appendix it was found that all of the approximators were able to produce low ܯ ܵܧݏ
indicating small errors between the normalised predicted and targeted outputs. In
addition, the magnitude of the ܯ ܵܧݏ between the training, validation and test samples
were similar, suggesting that good generalisation had been achieved during the
training for all of the approximators. Also the ܴ values given in the appendices suggest
that high correlation between the predicted and targeted outputs was obtained.
7.4.2.4 Assessment of the Performance of the Networks Using the Populated
Samples
Appendix V summarises the ܧ஺௩௘ and ܵܦா at different altitude levels. Note that the ܧ஺௩௘
and ܵܦா of the prediction errors for most of the Creep Life Approximators were not
included in the tables except for the compressor degradation LL1, LL2 and LL3. This is
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because most of the Creep Life Approximators were taken from the previous FB
architecture.
From the appendix it can be seen that for all of the trained approximators, the
ܧ஺௩௘ values are very close to zero and the ܵܦா calculated are very small. However, if
the two intermediate approximators (Blade Metal Temperature and Blade Stress
Approximators) are compared, it is found that despite having similar ܧ஺௩௘, for
compressor degradation, the lowest overall variation of ܧ is being produced by the
Blade Metal Temperature Approximator, while for both the HP and LP turbine
degradations it is the Blade Stress Approximators.
In order to assess the performance of the cascaded system, the predicted blade’s
metal temperatures and stresses produced by the corresponding approximators were
inputted into the Creep Life Approximator hence the ܧ஺௩௘ and ܵܦா were recalculated.
Table 7-53 provides the recalculated values of both ܧ஺௩௘ and ܵܦா for the component
degradations at different degradation and altitude levels.
By comparing the initially calculated ܧ஺௩௘ and ܵܦா of the Creep Life
Approximators (for compressor degradation LL1 to LL3, refer to Appendix V and for the
rest of the approximators, refer to Appendix M), it can be seen that both the ܧ஺௩௘ and
ܵܦா have increased significantly. This again is due to the effect of error propagating
from the intermediate networks to the Creep Life Approximators.
Table 7-53: The blade’s creep life ࡱ࡭࢜ࢋ and ࡿࡰࡱ produced by the Creep Life
Approximator
Level
Compressor degradation HP turbine degradation LP turbine degradation
ܧ஺௩௘(%) ܵܦா(%) ܧ஺௩௘(%) ܵܦா(%) ܧ஺௩௘(%) ܵܦா(%)
LL1 -0.00252 0.17506 -0.00192 0.2116 -0.00055 0.15091
LL2 0.00402 0.25564 0.00113 0.1444 0.000744 0.14338
LL3 0.00203 0.17997 -0.00161 0.14946 0.00944 0.14852
ML1 -0.01139 0.21801 0.000273 0.16789 -0.00011 0.02067
ML2 0.000123 0.22776 -0.00065 0.14214 -0.00125 0.14238
ML3 0.00525 0.16963 0.00435 0.14712 -0.0002 0.14875
HL1 0.00184 0.14121 -0.00057 0.15287 -0.00034 0.14394
HL2 -0.00167 0.20491 -0.00283 0.28602 -0.00017 0.14043
HL3 0.000165 0.25611 -0.00388 0.15725 -0.00075 0.14614
Although significant increases were seen in both the ܧ஺௩௘ and ܵܦா , the
increases in ܧ஺௩௘ are not crucial since they are still near to zero. However, the
increases in ܵܦா due to the error propagation become important as they can dictate the
final predicted outputs since the variation of the error has becoming higher. Table 7-54
compares the initially calculated ܵܦா (extracted from Appendix V for compressor
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degradation LL1, LL2 and LL3; and from Appendix M for the rest of the approximators)
and the recalculated ܵܦா (from Table 7-53) together with the ratio between the
recalculated and the initially calculated ܵܦா. It can be clearly seen that the increase in
ܵܦா varies considerably between each approximator ranging between 1.0088 to 42.69
times the initial values. Although the increase of the ܵܦா is large, the values are still
within an acceptable level with the highest recorded ܵܦா being 0.286%.
Table 7-54: Comparisons between the initial and the recalculated ࡿࡰࡱ
Level
Compressor degradation HP turbine degradation LP turbine degradation
Initial ܵܦா ܵܦா Ratio Initial ܵܦா ܵܦா Ratio Initial ܵܦா ܵܦா Ratio
LL1 0.015 0.175 11.812 0.043 0.212 4.921 0.016 0.151 9.432
LL2 0.090 0.256 2.837 0.025 0.144 5.776 0.020 0.143 7.169
LL3 0.012 0.180 15.568 0.006 0.149 24.910 0.005 0.149 29.704
ML1 0.052 0.218 4.193 0.048 0.168 3.498 0.019 0.021 1.088
ML2 0.024 0.228 9.490 0.014 0.142 10.153 0.022 0.142 6.472
ML3 0.011 0.170 15.421 0.015 0.147 9.808 0.012 0.149 12.396
HL1 0.036 0.141 3.923 0.020 0.153 7.644 0.032 0.144 4.498
HL2 0.020 0.205 10.246 0.249 0.286 1.149 0.017 0.140 8.261
HL3 0.006 0.256 42.685 0.055 0.157 2.859 0.013 0.146 11.242
Using the error range specified in Table 7-55, the percentage of samples able to
produce ܧ within the specified range for the case of compressor, and HP and LP
turbine degradation are given in Appendix W. From the appendix, several observations
can be made. All the output approximators were found to be able to produce high
prediction accuracy at lower error range. This can be clearly seen as high percentages
of samples possessed low prediction error. For compressor degradation
approximators, on average, 97% of the samples were able to have ܧ within -0.4 to
0.4%. Improvements in the approximators’ performance were witnessed afterwards
with 99% of the samples on average able to have ܧ within -0.8 to 0.8%.
Table 7-55: Error ranges used to assess the performance of the trained networks
Error Range Description
T0.2 −0.2% ≤ ܧ ≤ 0.2%
T0.4 −0.4% ≤ ܧ ≤ 0.4%
T0.6 −0.6% ≤ ܧ ≤ 0.6%
T0.8 −0.8% ≤ ܧ ≤ 0.8%
T1 −1% ≤ ܧ ≤ 1%
T2 −2% ≤ ܧ ≤ 2%
T3 −3% ≤ ܧ ≤ 3%
T4 −4% ≤ ܧ ≤ 4%
T5 −5% ≤ ܧ ≤ 5%
T6 −6% ≤ ܧ ≤ 6%
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Better average performances are seen in HP turbine degradation approximators
where on average, 98.76% of the samples are able to produce ܧ within -0.4 to 0.4%
while 99.71% of the samples on average were able to have ܧ within the next error
range.
LP turbine degradation approximators have the best average performance
compared with the two other component degradation approximators where at error
range T0.4, 99.86% of the samples were able to produce ܧ within the given range
while almost all of the samples were able to produce ܧ within -0.6 to 0.6%.
Figure 7-29: Average sample distributions at different error range
Figure 7-29 provides the comparison of average sample distributions at different
error range. It can be clearly seen that the LP turbine degradation architecture has the
best trained approximators, followed by HP turbine degradation approximators and
compressor degradation approximators.
The performances of the trained classifiers were also evaluated by observing the
classification accuracy via the confusion matrices of the training, validation and test
samples of each component degradation classifier. The confusion matrices of the
Degradation Level Classifiers of the three component degradations at different altitude
levels are given in Appendices X.1 to X.9. Also the confusion matrices of the
Component Health Classifiers at different altitude levels are given in Appendices X.10
to X.12. The overall classification accuracies for the training, validation and test
samples (given in Appendices X.1 to X.12) are summarised in Table 7-56.
From the table it can be seen that the overall classification accuracies of all the
trained classifiers are high with the lowest accuracy of 99.5% given by the HP turbine
Degradation Level Classifier at altitude level 1. In addition, it can be seen that all of the
compressor degradation classifiers were able to produce 100% correct classification
overall. This shows that the additional two measurements P2 and T2 are able to
significantly improve the classifying ability. This can be clearly seen as the training
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samples’ confusion matrix of the compressor degradation level classifier at altitude
level 1 using the first set of measurements (as listed in Table 7-52) is given in Figure
7-30. By comparing the overall classification accuracies between the three samples, it
can be clearly seen from the table that all of the samples have similar accuracies
indicating good generalisations have been achieved during the training of the
classifiers.
Table 7-56: Overall classification accuracy of the trained classifiers
Classification Accuracy (%)
Component
Degradation
Classifier Altitude
Level
Training
Samples
Validation
Samples
Test
Samples
Compressor Degradation level Level 1 100 100 100
Level 2 100 100 100
Level 3 100 100 100
HP turbine Degradation level Level 1 99.6 99.5 99.5
Level 2 100 99.9 99.9
Level 3 99.9 99.7 99.8
LP turbine Degradation level Level 1 100 100 100
Level 2 100 99.9 99.9
Level 3 100 100 100
Component Health Level 1 99.9 99.9 99.9
Level 2 99.9 99.8 99.9
Level 3 99.9 99.8 99.8
Figure 7-30: Confusion matrix of the compressor degradation level classifier
using 1st set of measurements
7.4.2.5 Assessment of Performance of the Network Using Unseen Post Test
Samples
To validate the generalisation of the output approximators, two sets of unseen samples
generated during the post test of the FB architectures were utilised. However, for
compressor degradation, two new sets of unseen samples were generated for levels
LL1, LL2, and LL3. The new sets were randomly divided from a pool of samples,
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generated using the step sizes given in Appendix Y.1. In addition, new unseen samples
were also generated to validate the Degradation Level Classifiers and the Component
Health Classifiers. The step size of each parameter and the finalised samples used to
test the corresponding classifiers are given in Appendices Y.2 and Y.3 respectively.
From the appendices it can be seen that around 26,000 new samples were
generated to validate the compressor degradation approximators. Also around 29,000
samples were generated for each Degradation Level Classifier and around 177,000 to
210,000 samples were used to test the Component Health Classifiers.
Using the same prediction error range specified in Table 7-55, the percentages of
unseen samples able to produce a predicted creep life with ܧ within the specified range
were independently counted. The plots of the results are given in Appendix Z. From the
appendix, it can be seen that the plots of both unseen data for the three component
degradation approximators were seen to be overlapping each other hence validating
that good generalisations have been achieved during the training.
Figure 7-31 depicts the average sample distributions at different error range of
one of the set of unseen samples predicted by the three component degradation
approximators. Several observations were made. When unseen samples were inputted
into the approximators, both the HP and LP turbine degradation approximators were
able to retain the ability to produce good prediction. However, when the sample
distributions of both the HP and LP turbines were compared with the distributions
obtained during the training of the approximators (Figure 7-29), the HP turbine
approximators produced similar sample distributions as opposed to the LP turbine
approximators that experienced slight drops at error range T0.8 and below. Further
investigation (refer to Appendix Z.3 (a), (d), and (g)) revealed that the slight drops were
contributed by the approximators at LL1, ML1, and HL1. As a result, HP turbine
degradation is seen to have better approximators compared to LP turbine degradation.
Figure 7-31: Average sample distributions at different error range of one set of
unseen data
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Although good prediction accuracies were achieved during the training of the
compressor degradation approximators, it can be seen from Figure 7-31 that the
prediction accuracies of the approximators reduced substantially at lower parts of the
error range. This can be clearly seen when both average sample distributions during
the training and post test are compared in Figure 7-32. The figure shows that at error
range of T2 and below, the deviations between the training and the post test sample
distributions are relatively large. However, after error range T2, the deviation reduced
significantly with the highest deviation found to be around 2% at T2.
Figure 7-32: Average sample distributions of compressor degradation
approximators during training and post test
Figure 7-31 also shows that for compressor degradation, on average, 90% of the
samples were able to have ܧ within -0.6 to 0.6%. Significant improvements were seen
afterwards as 97% of the samples were able to have ܧ within -2 to 2% before achieving
99% at ܧ within -4 to 4%.
As for HP turbine degradation approximators, since the performance of the
approximators were retained, it can be seen that averagely, 98.76% of the samples
were able to produce ܧ within -0.4 to 0.4% while 99.71% of the samples were able to
have ܧ within the next error range.
Since the performance of the LP turbine degradation approximators dropped
slightly, it was found that at error range T0.4, 97% of the samples were able to produce
ܧ within the given range while 99% of all the samples were able to produce ܧ within -1
to 1%.
The summary of the results of the third stage assessment is given in Appendix
AA and the plots of individual PDF and CDF are given in Appendix BB. From the
summarised results, several observations can be made. The best fitted distribution for
most of the compressor degradation approximators is Cauchy distribution (seven
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approximators) while the other two approximators are Johnson SU (one approximator)
and Hypersecant (one approximator). Looking at HP turbine degradation, the majority
of the approximators (eight approximators) are best fitted with Normal distribution while
only one is best fitted with Cauchy distribution. For the LP turbine, six out of nine
approximators are found to be best fitted with Normal distribution, followed by Cauchy
distribution (two approximators) and Johnson SU distribution (one approximator).
For compressor degradation it can be seen that seven out of nine approximators
are able to provide 0.85 to 0.97 probability of obtaining prediction error within -0.6 to
0.6%. The probability increases as the error range is widened, where eight out of nine
approximators are able to produce 0.95 to 0.99 probabilities in obtaining the error
between -2 to 2%. Further at T4, eight out of nine approximators have around 0.98 to 1
probability of obtaining ܧ within -4 to 4%.
Table 7-57 provides the percentage deviation between the sample distribution
(Appendix Z.1) and the probabilistic analyses (Appendix AA) for compressor
degradation approximators. From the table it can be seen that the probabilistic analysis
conducted on the compressor degradation is in good agreement at error range T1 and
higher as the deviations at that range are found to be small. However, at the lower
error range, the deviations between the two analyses are relatively high indicating that
at the lower range, the chosen distribution models are unable to fit well with the
empirical unseen samples. This can be clearly seen when the difference between the
empirical and the fitted model probability for HL1 is plotted against the error range as
given in Figure 7-33. The peaking of the plot occurring between -1 to 1% shows that at
that interval, poor fitting happens, thus increasing the deviations between the sample
distribution and the probabilistic analyses.
Table 7-57: Deviation magnitude between the sample distribution and
probabilistic analyses for compressor degradation
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T0.2 5.0 3.1 2.6 2.2 7.2 3.2 11.0 10.0 2.4
T0.4 5.4 8.9 0.3 4.6 13.5 8.2 12.6 6.1 5.7
T0.6 1.5 6.2 4.5 0.9 9.5 5.4 8.0 0.9 2.9
T0.8 1.0 4.7 5.4 0.3 7.5 4.9 5.2 0.3 1.3
T1 0.4 3.7 5.4 1.0 6.1 3.6 4.3 0.5 0.9
T2 0.1 4.1 3.5 1.2 3.2 2.7 0.8 0.2 0.3
T3 0.0 1.7 3.3 2.5 2.2 2.5 1.9 0.0 0.6
T4 0.0 1.6 1.6 2.4 1.7 1.9 1.1 0.0 0.5
T5 0.0 1.6 1.2 1.9 1.4 1.7 1.0 0.0 0.5
T6 0.0 1.4 1.9 1.6 1.2 1.0 0.8 0.0 0.1
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Figure 7-33: Probability difference between empirical data and the fitted model at
HL1
For HP turbine degradation, Appendix AA indicates that seven out of nine
approximators were able to produce a probability of 0.98 to 0.99 at error range -0.4 to
0.4%. As the error ranges are widened, the probability increases as well, where eight
out of nine approximators are able to produce a 0.99 to 1.0 probability of obtaining the
error between -0.6 to 0.6%. Further, at T0.8, eight out of nine approximators have a 1.0
probability of obtaining ܧ within -0.8 to 0.8%.
Table 7-58: Deviation magnitude between the sample distribution and
probabilistic analyses for HP turbine degradation
LL1 LL2 LL4 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T0.2 0.5 1.6 1.8 1.3 1.2 1.5 0.6 13.6 1.7
T0.4 0.0 0.6 0.7 0.3 0.5 0.8 0.0 12.0 0.7
T0.6 0.2 0.0 0.0 0.3 0.0 0.0 0.2 7.7 0.0
T0.8 0.0 0.0 0.0 0.0 0.0 0.0 0.1 2.1 0.0
T1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 0.0
T2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.0
T3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.0
T4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.0
T5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0
T6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
From the calculated magnitude of the deviations between the sample distribution
analysis and the probabilistic analysis given in Table 7-58, it can be seen that good
agreements are achieved between the two analyses in the majority of the
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approximators. However, for approximator HL2, good agreement is achieved at error
range T0.8 and above. Similarly the high deviations at the lower error range are caused
by poor fitting between the empirical data and the chosen distribution model at that
particular range.
Appendix AA also shows that for the LP turbine degradation, seven out of nine
approximators were able to produce a 0.98 to 1.0 probability at error range -0.8 to
0.8%. The probability increase afterwards where seven out of nine approximators are
able to produce 1.0 probability at error range T2.0.
When the percentage deviation between the sample distribution and the
probabilistic analyses were measured, as provided in Table 7-59, it was found that
good agreement was achieved between the two analyses. Despite that, approximators
at LL1 and HL1 depict relatively higher deviations compared to the other approximators
at the lower end of the error range before reducing to less than 4% at error range T2.
Validation of the generalisations of the classifier was done by observing the
classification accuracy via the confusion matrices of the two unseen samples. Both of
the matrices are given in Appendix CC. However, the summary of the overall
classification accuracies is given in Table 7-60.
Table 7-59: Deviation magnitude between the sample distribution and
probabilistic analyses for LP turbine degradation
LL1 LL2 LL4 ML1 ML2 ML3 HL1 HL2 HL3
Error
Level Deviation in percentage between the sample distribution and the probability (%)
T0.2 1.7 1.8 1.6 3.7 1.1 1.1 8.4 0.8 1.2
T0.4 6.7 0.7 0.8 2.5 0.6 0.9 13.7 0.5 0.6
T0.6 5.9 0.0 0.0 0.4 0.0 0.0 8.7 0.0 0.0
T0.8 6.9 0.0 0.0 1.0 0.0 0.0 7.6 0.0 0.0
T1 4.8 0.0 0.0 0.4 0.0 0.0 4.9 0.0 0.0
T2 3.4 0.0 0.0 0.0 0.0 0.0 2.6 0.0 0.0
T3 2.0 0.0 0.0 0.0 0.0 0.0 2.3 0.0 0.0
T4 1.4 0.0 0.0 0.0 0.0 0.0 1.8 0.0 0.0
T5 1.3 0.0 0.0 0.0 0.0 0.0 1.4 0.0 0.0
T6 1.5 0.0 0.0 0.0 0.0 0.0 1.2 0.0 0.0
From Table 7-60, it can be seen that the classification accuracy between the two
sets of unseen samples were similar with small deviations, hence validating the
generalisation of the trained classifiers. If the classification accuracies of the first set of
unseen samples (Table 7-60) are compared with the accuracies measured using the
training samples (Table 7-56), as shown in Table 7-61, the absolute percentage
deviations are small, averaging at 1% deviation. This suggests that the classification
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accuracy can still retain its ability to produce good classification, despite having a large
size of unseen samples being inputted into the classifiers.
Table 7-60: Overall classification accuracy of the trained classifiers using sets of
unseen samples
Classification Accuracy (%)
Component
Degradation
Classifier Altitude
Level
First set unseen
samples
Second set unseen
samples
Compressor Degradation level Level 1 99.5 99.6
Level 2 98.5 98.3
Level 3 97.5 97.3
HP turbine Degradation level Level 1 98.7 98.4
Level 2 98.9 98.8
Level 3 99 99.3
LP turbine Degradation level Level 1 98.8 98.9
Level 2 98.2 98.3
Level 3 98.5 98.7
Component Health Level 1 99.8 99.8
Level 2 99.7 99.7
Level 3 99.7 99.7
Table 7-61: Comparison of classification accuracy between the training samples
and the first set of unseen samples
Classification Accuracy (%) Absolute
Deviation
(%)
Component
Degradation
Classifier Altitude
Level
Training
samples
First set unseen
samples
Compressor Degradation level Level 1 100 99.5 0.5
Level 2 100 98.5 1.5
Level 3 100 97.5 2.5
HP turbine Degradation level Level 1 99.6 98.7 0.9
Level 2 100 98.9 1.1
Level 3 99.9 99 0.9
LP turbine Degradation level Level 1 100 98.8 1.2
Level 2 100 98.2 1.8
Level 3 100 98.5 1.5
Component Health Level 1 99.9 99.8 0.1
Level 2 99.9 99.7 0.2
Level 3 99.9 99.7 0.2
Average 1.03
The effects of the misclassification on the prediction accuracy given by incorrect
Degradation Level approximators are shown in Table 7-62. From the table it can be
seen that although incorrect approximators were used to estimate the blade’s creep
life, the prediction errors were still at the acceptable level with small ܧ஺௩௘ and ܵܦா.
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From the table, it was found that if misclassified inputs were inputted into any of the HP
and LP turbine approximators, the prediction error would still be acceptable with
maximum and minimum errors seen to be around 2.3% and -2%. However, if the
misclassified inputs were inputted into any of the compressor degradation
approximators, prediction errors depicted in the table will be relatively higher with the
maximum and minimum errors reaching 7% and -9% respectively.
Table 7-62: Summary of the prediction using misclassified Degradation Level
approximators
Component
Degradation
Altitude Level ࡱ࡭࢜ࢋ(%) ࡿࡰࡱ (%) Max error
(%)
Min error
(%)
Compressor Level 1 -0.68 1.73 0.33 -8.96
Level 2 -1.7 2.5 1.3 -8.5
Level 3 -0.2 2.0 7.1 -9.4
HP turbine Level 1 0.03 0.25 2.31 -0.95
Level 2 -0.01 0.14 0.37 -0.33
Level 3 0.01 0.15 0.39 -0.32
LP turbine Level 1 0.03 0.33 1.05 -1.99
Level 2 0.0 0.1 0.4 -0.4
Level 3 -0.01 0.15 0.37 -0.42
7.4.2.6 Assessment of the Performance of the Network on a Given Mission Profile
Similar to the FB architectures, the three cases of component degradations’ mission
segment or sub-segment inputs were then inputted into the implemented SB
architecture. Since two types of classifier were used, the Component Health classifiers
were first utilised to isolate the component degradation. Table 7-63 provides the
summary of the classification outputs for all the respective altitude levels of the
component degradation cases. As shown in the table, 100% correct classification was
obtained for each of the degradation cases, which exhibits the capability of the
classifiers to isolate the correct component degradations.
Table 7-63: Summary of Component Health classifier outputs
Component
degradation
% of correct
classification
% of
misclassification
Compressor 100 0
HP turbine 100 0
LP turbine 100 0
Based on the classification outputs, each mission segment was inputted into the
corresponding Degradation Level classifiers and the summary of the classification
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outputs is presented in Table 7-64. Similar to the previous classifiers, the Degradation
Level classifiers for all the degradation cases are able to provided 100% correct
classification thus proving the capability of the classifiers to provide accurate
classification.
Table 7-64: Summary of Degradation Level classifier outputs
Component
degradation
% of correct
classification
% of
misclassification
Compressor 100 0
HP turbine 100 0
LP turbine 100 0
From the classification output, the mission inputs were inputted into the
respective approximators in order to obtain the blade’s metal temperatures, maximum
stresses and hence the blade’s creep lives. Finally the ܥܨ, ܮܨ, ܥܨெ and ܥܨெ were
calculated. Appendix DD.2 provides the plots of the ܥܨݏproduced by the implemented
component degradation architectures with the integrated model for the compressor, HP
turbine and LP turbine degradations. Similar to the FB architecture, it can be seen from
the figures that the plots of the ܥܨݏ of both model and architecture for all of the
degradation cases are overlapping each other suggesting that the values of creep life
predicted by both model and architecture are very similar, hence demonstrating the
ability to produce accurate creep lives’ prediction.
The effect of error accumulation in the given mission profile creep life prediction
can be observed in Table 7-65. From the table it can be seen that the errors between
the architecture and the model for both ܮܨெ and ܥܨெ are between -0.3 to 0.3%. This
suggests that if the prediction accuracy of an individual mission segment or sub-
segment is high, then the effect of accumulated errors in a given mission profile would
be insignificant.
Table 7-65: ࡸࡲࡹ and ࡯ࡲࡹ produced by the integrated model and SB architecture
Degradation
Case ࡸࡲࡹ ࡯ࡲࡹ
Compressor Model 8.35E-05 0.708
Architecture 8.36E-05 0.7077
Error (%) -0.036 0.036
HP turbine Model 7.82E-05 0.756
Architecture 7.84E-05 0.754
Error (%) -0.267 0.2665
LP turbine Model 6.18E-05 0.957
Architecture 6.19E-05 0.956
Error (%) -0.108 0.108
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Comparison of both errors (ܮܨெ and ܥܨெ ) between the three degradation cases
will reveal that the compressor degradation case was better predicted compared to the
other two cases. It can be seen from Table 7-65 that the errors for predicting the
compressor degradation are seven and three times lower than the HP and LP turbine
degradation cases respectively.
7.4.3 Comparison Analysis between the Two Implemented Neural-Based
Creep Life Estimation Architectures at Degraded Engine Condition
In this section, comparison between the FB and SB architectures will be discussed.
The most obvious difference between the two architectures lies with why these
architectures are supposed to be used. FB architectures were implemented for the
case where prior to the creep life estimation, the engine component degradation has
been isolated and the magnitudes of both health parameters have been quantified. On
the other hand, the SB architecture was implemented for the case where the health
status of the engine is unknown thus embedding the process of isolating the
degradation within the architecture itself.
Because of different functionality, different inputs were required. FB architectures
required six inputs (operating and health parameter) while for SB architecture eight to
ten inputs (selected sensors) were utilised in order to train the networks. Despite using
the same cascaded system, FB architectures require only approximator networks to
approximate the desired outputs. However, since the engine health status is unknown,
for SB architecture, classifier networks are also utilised to isolate the component
degradation and also to classify different magnitudes of degradation.
To ensure accurate creep life prediction, FB architectures used 84 approximators
while for SB architecture, 81 approximators and 12 classifiers were created. In addition,
around 21,000 to 23,000 samples for compressor degradation and 28,000 to 30,000
samples for both turbines’ degradation were populated to train each FB architecture
approximator. The sizes used to train the SB architecture were found to be similar –
around 27,000 to 30,000 samples for each approximator. However, additional samples
were required for the SB architecture in order to train the classifiers.
Both architectures used two hidden layers in each of their approximators in order
to obtain the optimised solution. Additionally, for the majority of the training, the blade’s
metal temperature approximators were found to require more neurons than the other
approximators. Using the two-hidden-layer network, both architectures were able to
possess low ܯ ܵܧݏ either for their training, validation or test samples. Apart from that
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both architectures possess a strong correlation between their predicted and the
targeted output with ܴ to be so close to unity.
When tested with two sets of unseen sample, both architectures were found to
possess good generalisations in their approximators with both sets having the same
percentage of samples able to provide ܧ within the specified error range. Although
good generalisations were obtained for both architectures, the HP turbine degradation
approximators were found to be better than the other two component degradation
approximators.
By using statistical distribution fitting software, it was found that the distributions
of creep life prediction errors of both architectures are different. For FB architecture,
the Johnson SU distribution is seen to be the most suitable for the three component
degradations’ approximators. On the other hand, for SB architecture, the Cauchy and
Normal distributions are the two most suitable for compressor degradation and both
turbines respectively.
Appendices EE.1, EE.2, and EE.3 provide the comparison of the probabilities of
achieving the specified blade’s creep life prediction error range between both
architectures’ approximators for compressor, HP and LP turbines’ degradations
respectively. Several observations can be made:
a. Compressor degradation approximators: From Appendix EE.1, it can be
seen that at low degradation magnitude, FB approximators are more superior
in producing accurate creep life prediction except for the approximator at
LL1. On the other hand, at medium level degradation, SB approximators are
found to be better than FB approximators except for the approximator at
ML3. At high level degradation magnitude, the FB approximator is more
accurate at H3 while the SB approximator is more accurate at HL2. For HL1,
it can be seen that the SB approximator is better at error range lower than
T2.
b. HP turbine degradation approximators: As shown in Appendix EE.2, it was
found that the SB approximators are better than the FB approximators at all
degradation and altitude levels.
c. LP turbine degradation approximators: It can be seen from Appendix EE.3
that at low degradation magnitude, SB approximators are better at all LL2
and LL3. However for LL1, the FB approximators become more accurate at
error range higher than T1. Superiority of the SB approximators continues at
medium level degradation with all approximators being more accurate than
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the FB approximators. At high level degradation, again SB approximators are
seen to be better than the FB approximators at HL2 and HL3.
When the results from the probabilistic analyses were compared with the sample
distribution analyses, it was found that the majority of the approximators for both
architectures achieved good agreement with each other. However, there was also
evidence that some approximators were found to have better distribution fitting when
they surpassed certain a specified error range.
The mission profile analyses of both architectures provide the same
observations. Both architectures depict good prediction accuracy for each mission
segment or sub-segment, thus creating overlapping plots of ܥܨݏ between those
predicted by both architectures and the one predicted by the Integrated Creep Life
Estimation Model. Also the prediction errors of ܮܨெ and ܥܨெ between both
architectures and the integrated model were found to be very small, hence minimising
the effects of error accumulation on a given mission profile, especially the compressor
degradation case.
The above comparison analysis is summarised in Table 7-66.
7.5 Chapter Conclusion
In this chapter, the implementations of the proposed neural-based creep life
architectures on the developed engine model for both clean and degraded engine
conditions are summarised.
The study looks at the implementation of the neural architectures for clean engine
condition first before extending the work to degraded engine condition. For the clean
engine condition, all of the three proposed architectures, RB, FB and SB were
implemented. However for degraded engine condition, only FB and SB architectures
were implemented.
Using the Integrated Life Estimation Model, samples were generated and were
used to train each created approximator or classifier network. The amount of samples
were determined by considering the sensitivity of each of the selected operating and
health parameters obtained in Section 6.4 which were then translated into step sizes
that dictate how the samples were being spaced.
For all of the networks created, MFBP neural network was used together with
Levenberg-Marquardt and Conjugate-Scaled-Gradient training algorithms. As tools to
initially determine the accuracy and the generalisation of the train approximators, both
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ܯ ܵܧ and ܴ were observed during the training. Similarly, confusion matrices were used
to observe both accuracy and generalisation of the trained classifiers.
Table 7-66: Summary of the comparison analyses
No Comparison parameters FB Architecture SB Architecture
1 Utilisation of architecture When status of engine
health parameters are
known
When status of engine
health parameters are
unknown
2 Type of network utilised Approximator network only Approximator and classifier
networks
3 Number of inputs 6 8-10
4 Number of network created 84 93
5 Samples used to train each
approximator:
Compressor degradation 21,000 to 23,000 27,000 to 28,000
HP and LP turbines degradation 28,000 to 30,000 28,000 to 30,000
6 Size of hidden layers 2 layers 2 layers
7 ܯ ܵܧ of each approximator:
Blade Metal Temperature ≈ × 10ି଺ ≈ × 10ି଻
Blade Stress ≈ × 10ି଻ to 10ି଼ ≈ × 10ି଺ (compressor)
≈ × 10ି଼ (turbines)
Creep Life ≈ × 10ିଵଶ ≈ × 10ିଵଶ
8 ܴ of each approximator ≈ 1 ≈ 1
9 Generalisation of the approximators Achieved Achieved
10 Best output approximators HP turbine degradation HP turbine degradation
11 Distribution of prediction errors:
Compressor degradation Johnson SU distribution Cauchy distribution
HP turbine degradation Johnson SU distribution Normal distribution
LP turbine degradation Johnson SU distribution Normal distribution
12 Probabilistic analysis comparison:
Compressor degradation Better in LL2,LL3, LL4
Better in ML3
Better in H3 and HL1(above
error range T2)
Better in LL1
Better in ML1, ML2
Better in H2 and HL1(below
error range T2)
HP turbine degradation Better in all LLs, MLs and
HLs
LP turbine degradation Better in LL1 for error range
above T1
Better in HL1
Better in all LLs except LL1
(range below T1)
Better in all MLs
Better in HL2 and HL3
13 Agreement between probabilistic and
sample distribution analyses:
Compressor degradation Good agreement especially
above error range T3
Good agreement especially
above error range T2
HP turbine degradation Good agreement at all error
range
Good agreement at all error
range
LP turbine degradation Good agreement at all error
range except LL3 above T3
Good agreement at all error
range except LL1 and HL1
above T2
14 Mission profile prediction accuracy Good prediction with low
prediction errors especially
compressor degradation
case
Good prediction with low
prediction errors especially
compressor degradation
case
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Several criteria were introduced for both approximators and classifiers to assist
with the search for the best trained networks. During the training, the size of the
network was changed repeatedly until those criteria were met.
Evaluations regarding the performance of the trained networks were done in four
stages. In the first stage, assessment was done using the previously used populated
samples, aiming to observe the samples distribution in obtaining several specified error
ranges together with assessing the average and standard deviation of the prediction
errors given by the trained approximators. For classifiers, further investigation
regarding the classification accuracy was done for each class via confusion matrices.
The second stage of the evaluation involved the generation of two sets of new
unseen samples used to validate the generalisation of the trained approximators and
classifiers independently. Sample distribution analysis was conducted using the
approximators in order to evaluate the consistency of the predicted outputs hence
validating the networks if consistency were observed during the analysis. For
classifiers, consistency of the classification efficiencies was observed via the confusion
matrices for both sets of unseen samples. If consistency were attained, then the trained
classifiers are said to achieve generalisation.
Statistical analysis was performed in the third stage, aiming to obtain the overall
picture of how the trained networks responded to given unseen inputs. Using EasyFit
5.5, the best fitted distributions were searched in order to provide realistic probability of
obtaining specific ranges of prediction error. Based on the fitted distribution, the
theoretical PDF and CDF were constructed hence the probability of obtaining the
specified prediction error ranges were calculated. In this stage, the results obtained
from the statistical analysis were compared with the previous sample distribution
analysis with the intention of assessing the suitability of the fitted distribution with the
empirical data.
The final stage of the evaluation was conducted to see the effects of
accumulated predicted errors on a given mission profile. Using the previously created
mission profiles, the mission segments or sub-segments were inputted into the trained
network before the ܥܨǡܮܨǡܥܨெ and ܮܨெ were computed.
All of the implemented architectures whether for clean or degraded engine
conditions have almost the same observations. Good generalisations with good
prediction accuracy were observed in the entire trained network across all
architectures. In the first evaluation stage, all of the trained networks have low ܯ ܵܧ
with ܴ closed to unity. Not only that, the ܧ஺௩௘ of the creep life prediction errors for each
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trained approximator was very close to zero with some degree of variation. Moreover,
the classification networks were able to produce good classification.
In the second stage of the evaluation, the implemented architectures were seen
to be able to retain their creep life prediction accuracy or classification accuracy when
two sets of unseen data were inputted into them independently. From the sample
distribution analysis or confusion matrix, there was evidence that some approximators
or classifiers were experiencing a slight drop in accuracy, although the majority of the
networks across the architectures did not. Nevertheless, it was observed that the
consistencies of the predicted outputs or classifications, when both sets of unseen
samples were inputted, have validated that the trained networks are producing good
generalisations.
The statistical analysis conducted in the third stage of the evaluation revealed
that the distributions of the prediction errors produced by the approximators are
different between architectures. However, the three most common distributions
observed were Johnson SU, Cauchy and Normal distributions. When the results of the
statistical analysis were compared with the sample distribution analysis (conducted in
the second stage of the evaluation), small discrepancies between the two analyses
were observed. The small discrepancies show that both analyses are in agreement
with each other. However, there was also evidence that some approximators were
found to achieve good agreement only when they surpassed a certain specified error
range.
Using the mission profiles created in the previous study for both clean and
degraded engine conditions, the effects of accumulated errors on the mission profile
were investigated. Based on the calculated mission segments or sub-segments’ ܥܨ
and the comparison with the ܥܨݏ predicted using the Integrated Creep Life Estimation
Model, it was observed that both ܥܨݏwere very similar, producing overlapping trends
when they were plotted together. As a result of this, it was found that the effects of the
accumulated errors on the mission profile were minimal thus producing low errors in
both ܮܨெ and ܥܨெ .
For clean engine condition, SB architecture is seen to be most superior in
producing accurate creep life prediction with a probability of unity at error range
between -0.6 to 0.6%. In addition, the prediction errors of both ܮܨெ and ܥܨெ during the
mission profile analysis are six times and two times lower than the RB and the FB
architectures respectively.
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When both RB and FB architectures were compared, it was found that the
superiority of both architectures will depend on the location of the operation points in
the operation envelope. At lower creep range operation points, the RB architecture was
found to be superior to the FB architecture and vice versa. Both Classes 1 and 2 of the
RB architecture were able to have probabilities of near unity at error between -3 to 3%
compared to the FB approximator with only 0.942.
Despite having the chance of being misclassified to the wrong class, it has been
observed that the misclassifications in the Range Classifiers of the RB architecture
occur at the operation points that produce creep lives located very close to the class
upper and lower limits. Because of the closeness of the values to the limits, the creep
life prediction errors were still at the acceptable level with small ܧ஺௩௘ and ܵܦா.
For the degraded engine condition, it was found that the SB approximators, in the
majority, are able to offer better creep life prediction than the FB architectures,
especially in predicting the blade’s creep life of degraded HP and LP turbines. By
comparing the three component degradation approximators, it was found that for both
architectures, HP turbine degradation approximators were better than the other two
component degradation approximators. For the FB architecture, seven out of nine HP
turbine degradation approximators were able to produce prediction errors with a
probability of 0.98 to 0.999 at error range -2 to 2%. For the SB architecture, seven out
of nine HP turbine degradation approximators were able to produce prediction errors
with a probability of 0.98 to 0.99 at error range -0.4 to 0.4%
Similarly, with the clean engine conditions, the effects of accumulated errors in
the respective degraded mission profiles can also be neglected. Good prediction
accuracy of ܥܨ in each mission segment or sub-segment was observed, hence
reducing the prediction errors of both ܮܨெ andܥܨெ , especially for the compressor
degradation case.
Overall, it can be concluded that the implementations of the proposed
architectures have been done successfully for both clean and degraded engine
conditions.
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8 INFLUENCE OF INPUT UNCERTAINTIES ON CREEP LIFE
PREDICTION
In Chapter 7, the capabilities of the implemented neural architectures in producing
good creep life prediction, either for single or multiple point operations, have been
shown. Since during the implementation of the architectures, only ‘true’ values of the
input (input with no uncertainty/noise) were used to train and hence test the
architectures, the effects of input uncertainties on the accuracy of the creep life
prediction need to be carried out.
In this chapter, the influence of input uncertainties on creep life prediction
accuracy using the implemented neural-based architectures is reported. This will
include discussions on the objectives and methodology, assumptions and
considerations, results and discussions. At the end, the conclusion is given.
8.1 Objectives and Methodology of the Input Uncertainty Analysis
The objectives of the input uncertainty analysis are as follows:
a) To obtain the behaviour of the architectures’ prediction and classification
accuracies at different levels of input uncertainty.
b) To determine which of the two intermediate approximators (Blade Metal
Temperature Approximator or Blade Stress Approximator) is more sensitive to
input uncertainty for both FB and SB architectures.
c) To measure the impact of obtaining creep life prediction error within the
assigned error range at different input uncertainty levels.
d) To determine which of the implemented architectures is more sensitive to input
uncertainty.
In order to achieve the objectives in a ‘timely’ manner, the study was limited to
the three implemented architectures for the clean engine condition. The reason for this
is because the architectures for the degraded engine condition possess the same
network arrangement as the clean engine condition, hence the influence of the input
uncertainty on the creep life prediction accuracy will be similar.
The methodology of performing the study is summarised in Figure 8-1.
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Figure 8-1: Methodology to perform the input uncertainty study
8.1.1 Defining Different Levels of Uncertainty Input
The levels of uncertainty were defined based on typical errors of the respective inputs
as shown in Table 8-1. From Table 8-1 it can be seen that most of the typical errors
listed were obtained from typical measurement error or allowable tolerance published
in the open literatures or from PYTHIA. However, for the Mach number, the typical
error has been reasonably assumed.
The typical errors provide the upper and lower bounds of the respective input. In
this study it is assumed that the uncertainty of the inputs follows a Normal distribution
with the upper and lower bounds, as given in Table 8-1, taken as the limits of the ‘ʹ ߪ’ of
the Normal distribution. This enables the study to randomly generate normally
distributed samples when the mean value, ߤ and the standard deviation, ߪ are
specified.
Eight levels of input uncertainty were defined, as listed in Table 8-2. From the
table it can be seen that the uncertainty levels represent the degree of uncertainty
when the typical error or ʹ ߪ is multiplied by a certain percentage of level multiplier. The
higher percentage of level multiplier means the higher the degree of input uncertainty.
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Table 8-1: Typical errors of the respective neural architecture input
Input Typical Error Source
PCN ± 0.1% Obtained from [213]
T2, T3, T12, and T13 <290C : ±3.3C,
290-1000C: ± ඥ2.5ଶ + (0.0075ܶ)ଶ
1000-1300C: : ± ඥ3.5ଶ + (0.0075ܶ)ଶ
Obtained from [213]
P2, P3, P12, and
P13
± 0.5% Obtained from [213]
Fuel Flow Up to 0.0694 kg/s: ±0.01153 kg/s
Up to 0.125 kg/s: ±0.00952 kg/s
Up to 0.25 kg/s: ±0.00817 kg/s
Up to 0.378 kg/s: ±0.00658 kg/s
Up to 0.504 kg/s: ±0.00578 kg/s
Up to 0.63 kg/s: ±0.00639 kg/s
Up to 0.757 kg/s: ±0.00719 kg/s
Up to 1.008 kg/s: ±0.01006 kg/s
Up to 1.5139 kg/s: ±0.0176 kg/s
Up to 3.406 kg/s: ±0.03964 kg/s
Obtained from [213]
Altitude Up to 304.8 m : ±6.096 m
Up to 457.2 m: ±7.62 m
Up to 914.4 m: ±9.144 m
Up to 1219.2 m: ±10.668 m
Up to 1828.8 m: ±12.192 m
Up to 2438.4 m: ±18.288 m
Up to 3048 m: ±24.384 m
Up to 3657.6 m: ±27.432 m
Up to 4267 m: ±30.48 m
Up to 4876.8 m: ±33.528 m
Up to 5486.4 m: ±36.576 m
Obtained from [214]
Shaft Power ±0.5% PYTHIA
Ambient Temp 0.1% PYTHIA
Mach No ±0.5% Assumed value
Table 8-2: Level of uncertainty used in this study
Uncertainty Level Magnitude of
Uncertainty
Uncertainty Level Magnitude of
Uncertainty
Level 1 5% of 2ߪ Level 5 50% of 2ߪ
Level 2 10% of 2ߪ Level 6 100% of 2ߪ
Level 3 15% of 2ߪ Level 7 150% of 2ߪ
Level 4 20% of 2ߪ Level 8 200% of 2ߪ
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8.1.2 Selecting Five Different Operating Points
Five different operating points, with each of them being randomly selected from
different creep life range classes (Classes 1 to 5) of the RB architecture, were specified
as case studies. This is to allow different approximators being assessed during the
study. The lists of the specified operating points are given in Table 8-3.
Table 8-3: Operating points selected in the study
Point Altitude PCN Mach Number Ambient Temperature
Deviation from ISA
1 1000 0.99 0.1 18
2 2100 0.982 0.2 13
3 3200 0.958 0.15 22
4 4500 0.97 0.27 13
5 4800 0.964 0.24 10
For each of the operating points, a performance simulation of the selected engine
model was carried out using PYTHIA to obtain the gas path measurements. Then the
measurements which have been selected as inputs to the SB architecture (T3, P3,
T12, P12, T13, P13, FF and SP) were recorded.
These measurements, together with the altitude, PCN, Mach number and
ambient temperature deviations, were treated as ‘true’ inputs. The term ‘true’ used in
this context represents inputs predicted when no uncertainty is present. These ‘true’
inputs were then inputted into the implemented architectures to predict the blade’s
metal temperatures, stresses and creep lives. These predicted outputs were taken as
the reference outputs,ݖ௥௘௙ which were later used to quantify the effect of input
uncertainty on the prediction accuracy.
8.1.3 Generating Random Samples for Each Uncertainty Level
15,000 samples which consist of a set of inputs suited to different implemented
architecture were then generated for each uncertainty level (Table 8-2) at each
specified operating point (Table 8-3). This was done using a normal distribution random
number generator available in Microsoft Excel which requires the input of:
a) the input mean value which is taken from the true input value, and
b) the magnitude of uncertainty (Table 8-2) which is the by-product of the
multiplication of the percentage of level multiplier with the input ʹ ߪ .
241
Figure 8-2 and Figure 8-3 show examples of the randomly recorded simulated
altitude (1000m mean value) of the first 100 points at four different uncertainty levels
and the PDF generated at 150% uncertainty multiplier plotted using EasyFit. As shown
in Figure 8-2, as the uncertainty level increases, the fluctuation of altitude also
increases. Additionally, Figure 8-3 indicates that the random generator used by the
author was able to provide a normally distributed input.
Figure 8-2: First 100 points generated by the normal distribution random for
mean altitude of 1000m
Figure 8-3: PDF of the generated altitudes at 150% uncertainty level
8.1.4 Performing Descriptive Statistics and Sample Distribution Analysis
Once the entire samples have been generated, the samples were inputted into the
three implemented architectures in order to predict the corresponding creep lives. For
the FB and SB architectures, the blade’s metal temperatures and the maximum blade
stresses were also predicted. Then the error ܧ between each predicted output,
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ݖƸ௎௡௖௘௥௧௔௜௡ (creep life, blade’s metal temperature or stress) with its reference output,
ݖ௥௘௙ was calculated using Equation (8-1).
ܧ = ̂ݖ௎௡௖௘௥௧௔௜௡ − ݖ௧௥௨௘
ݖ௧௥௨௘
× 100% (8-1)
Using the calculated ܧݏǡdescriptive statistics, which basically describe the main
features of the generated samples [215], were performed. In this study, three
descriptive statistics parameters or test parameters were used to describe the features
of the calculated ܧݏ which are the standard deviationܵܦா, minimum and maximum
values. The ܵܦா describes how diverse the ܧݏwill be from its mean value. If the ܵܦா is
large, the variations of the ܧݏare significant thus reducing the prediction accuracy. The
maximum and the minimum values, ܧ௠ ௜௡ and ܧ௠ ௔௫, will indicate to what extent the
uncertain inputs can affect the prediction accuracy at both the positive and negative
sides of the error.
Having to perform the descriptive analysis enables the study to measure the
effect of the input uncertainty on the prediction accuracy. In addition, it helps to
determine which of the two intermediate approximators (Blade Metal Temperature
Approximator or Blade Stress Approximator) is more sensitive to input uncertainty for
both FB and SB architectures.
Apart from the descriptive analysis, sample distribution analysis was also carried
out. This analysis was divided into two parts. In the first part, the percentage of
samples able to produce ܧ within the error range of -5 to 5% is calculated for each
given uncertainty level. The error range specified acts as a yardstick to assess the
effect of the input uncertainty on the creep life prediction accuracy. If the sample
percentage calculated is high throughout the entire uncertainty levels, then it shows
that the architecture is insensitive to input uncertainty or vice versa.
In the second part of the sample distribution analysis, the percentage of the
sample able to produce correct classification via the use of the Range Classifier was
calculated. This part of the analysis was only applied to the RB architecture since only
this architecture uses a classifier to classify the predicted creep life into the several
creep life ranges. Similarly, if high classification efficiency is obtained throughout the
entire uncertainty levels, the classifier is said to be insensitive to input uncertainty and
vice versa.
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8.1.5 Performing the Comparison Study between the Three Implemented
Architectures
The comparison study between the three implemented architectures was done by
comparing the sample distribution analysis of the individual architecture. The
architecture which possesses the lowest sample percentages able to produce ܧ within
the specified error range will be the most sensitive to input uncertainty or vice versa.
8.2 Results and Discussions
In this section, the results obtained from the study will be presented and discussed.
8.2.1 RB Architecture
Figure 8-4 provides the plots of creep life ܵܦா against the uncertainty multiplier at
different operating points. From the figure it can be seen that as the uncertainty
multiplier was increased, the ܵܦாݏ increased linearly. The increase shows that the
presence of the input uncertainty has caused the creep life prediction errors to spread
even more, hence reducing the creep life prediction accuracy. Furthermore, although
the behaviours of the ܵܦா are similar, the magnitudes of the ܵܦா at most of the
operating conditions are different. At 200% uncertainty multiplier, the ܵܦாݏ for operating
points 1 to 5 are 8.0%, 3%, 17.8% , 8.3% and 10% respectively. This was expected
since during the optimisation of the synaptic weights, the minimisation of error for
points at different operating spaces is different which affects the way the points will
behave when uncertainty is present.
Figure 8-4: Plots of ࡿࡰࡱ against uncertainty multiplier produced by the RB
architecture
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Figure 8-5: Plots of ࡱ࢓ ࢇ࢞ against uncertainty multiplier produced by the RB
architecture
The increase in the uncertainty has also caused both the ܧ௠ ௔௫ and ܧ௠ ௜௡ to
increase fairly linearly. This can be clearly seen when both parameters are plotted
against the uncertainty multiplier, as shown in Figure 8-5 and Figure 8-6 respectively.
From both figures, it can be seen that at 200% uncertainty multiplier, the ܧ௠ ௔௫ at points
1 to 5 have increased significantly to around 52%, 11%, 53%, 31% and 43% while the
ܧ௠ ௜௡ at the same points have increased negatively to -8%, -11%, -53%, -28%, and -
33% respectively. Also, the magnitude of increase between the ܧ௠ ௔௫ and ܧ௠ ௜௡was
different, especially at point 1, indicating that the distribution of the ܧ has a longer tail
on the positive side than the negative side.
Figure 8-6: Plots of ࡱ࢓ ࢏࢔ against uncertainty multiplier produced by the RB
architecture
As the ܵܦாǡܧ௠ ௔௫ and ܧ௠ ௜௡ increase, the amount of samples able to produce low
prediction error will consequently reduce. This can be clearly seen when the
percentage of the samples able to produce ܧ within -5 to 5% is plotted in Figure 8-7.
From the figure it can be seen that except for operation point 2, the amount of sample
encompassed reduced exponentially after reaching 50% (points 1, 4 and 5) and 20%
(point 3) of uncertainty multipliers. At 200% uncertainty multiplier, the percentages of
samples encompassed within -5 to 5% of error for points 1 to 5 are 46.7%, 90.4%,
20.7%, 44.0% and 37.4% respectively.
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Figure 8-7: Percentage of samples encompassed within the specified error range
By comparing all of the operating points, point 2 was found to be more resilient to
input uncertainty with the sample percentage being maintained above 90% throughout
the test. This was again expected since the ܵܦா, ܧ௠ ௔௫ and ܧ௠ ௜௡of point 2 were the
least of all the selected operating points. On the other hand, point 3 was seen to be
most vulnerable to input uncertainty due to the fact that the ܵܦா, ܧ௠ ௔௫ and ܧ௠ ௜௡ of point
3 were the highest among all of the selected operating points.
The overall effect of input uncertainty on the sample distribution can be seen
when the prediction error PDF of the generated samples were plotted. Figure 8-8
provides an example of the prediction error PDF at operating point 1 for several
uncertainty multipliers. From the figure, it can be seen that the width of the PDF
increases as the input uncertainty increases, suggesting a rise in the prediction error
variation, hence reducing the probability of obtaining good prediction accuracy. Similar
trends were observed in other operating points as shown in Appendix FF.1.
Figure 8-8: Prediction error PDF of the generated samples at point 1 for several
uncertainty multipliers
Figure 8-9 plots the classification accuracy of the Range Classifier against the
uncertainty multiplier. The figure shows that points 2, 3 and 4 are able to maintain good
classification accuracy throughout the uncertainty multiplier. However, for points 1 and
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5, classification accuracies were seen to reduce after surpassing the 20% uncertain
multiplier. At 200% multiplier, classification accuracies of both points are 59% and 62%
respectively.
Figure 8-9: Classification accuracy against uncertainty multiplier
Further investigation reveals that the classification accuracy depends very much
on the operating point. If the operating point produces a predicted creep life very close
to the respective upper or lower limits of the creep life class range, reduction in the
classification accuracy is seen. In contrast, if the predicted creep life is far from the
limits, then the variation of the inputs from its true value will not change the
classification output thus maintaining its classification ability.
This can be clearly seen when the percentage deviation between the operating
point’s reference creep life and its corresponding class range upper limit is calculated
and graphed in Figure 8-10. From the figure it can be seen that both points 1 and 5
have low percentage deviation. This indicates that the reference creep lives at both
points are close to the upper limits, thus causing the classification accuracy to
deteriorate.
Figure 8-10: Percentage deviation of operating point’s reference life with its
respective class range upper limit.
Overall, the RB approximators are found to be sensitive to input uncertainty. As
input uncertainty increases, the ܵܦாǡܧ௠ ௔௫ and ܧ௠ ௜௡ increase as well. Consequently, the
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ability to provide good creep life prediction is degraded. This can be seen as the
percentage of samples able to produce a prediction error within -5 to 5% reduces
exponentially after a certain percentage of uncertainty multiplier. The magnitude of the
accuracy reduction is also found to be a function of the engine operational envelope.
This can be seen as different selected points having different resistance towards input
uncertainty.
8.2.2 FB Architecture
Before the effect of input uncertainty on the creep life prediction accuracy was
investigated, the effects of input uncertainty on the blade’s metal temperature and
stress prediction accuracies were studied. Figure 8-11 and Figure 8-12 depict the ܵܦா
of the blade’s metal temperature and stress respectively. From the figure it can be seen
that both ܵܦாݏ increase linearly when the input uncertainty increases. At 200%
multiplier, the ܵܦாݏ for the blade metal temperature at points 1 to 5 are 0.05%, 0.037%,
0.246%, 0.12% and 0.19% respectively. Similarly, ܵܦாݏ for the blade stress at the
same points are seen to be 0.22%, 0.2%, 0.3%, 0.2% and 0.21% respectively.
Figure 8-11: Plots of the blade’s metal temperature ࡿࡰࡱ produced by the FB
architecture
Figure 8-12: Plots of the blade’s stress ࡿࡰࡱ produced by the FB architecture
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By comparing the behaviour of ܵܦாݏbetween the blade’s metal temperature and
stress, it can be seen that the magnitude of the ܵܦாݏ for the blade’s metal temperature
is strongly influenced by the operation point compared to the blade stress which in
contrast shows similarity to the ܵܦா௦ݏ for the majority of the operating points.
Despite having a consistent increase in the ܵܦா௦ݏ, the magnitudes of the ܵܦா௦ for
the blade stress are seen to be higher than the blade’s metal temperature. This can be
clearly seen when both ܵܦா௦ݏ are compared, as shown in Appendix GG.1 for each
selected operating point. From the appendix it can be seen that all of the plots of the
ܵܦா௦ݏfor the blade’s stress are higher than the blade’s metal temperature.
The effect of input uncertainty on the blade’s creep life was then investigated.
Using the predicted blade’s metal temperatures and stresses, the blade’s creep lives
were then predicted. The creep life ܵܦாݏwere then calculated and plotted as shown in
Figure 8-13. From the figure it can be seen that as the uncertainty multiplier was
increased, the ܵܦாݏ increased linearly. Although the behaviour of the ܵܦா is similar for
each operating point, the magnitudes are found to be different from one operating point
to another. For example, at 200% uncertainty multiplier, the ܵܦாݏ for points 1 to 5 are
3.2%, 2.7%, 17.1%, 7.1% and 10.13% respectively. This significant difference in the
magnitude suggests that for this architecture, the effect of input uncertainty has a
strong influence on the operating points selected in this study.
Figure 8-13: Plots of ࡿࡰࡱ of the blade’s creep life produced by the FB
architecture
Similar effects were seen on ܧ௠ ௔௫ and ܧ௠ ௜௡. As the ܵܦா increases linearly, the
spreading of the errors has caused the ܧ௠ ௔௫ and ܧ௠ ௜௡ to increase linearly as well. This
can be clearly seen in Figure 8-14 and Figure 8-15 as ܧ௠ ௔௫ and ܧ௠ ௜௡ were plotted
against the uncertainty multiplier. At 200% uncertainty multiplier, the ܧ௠ ௔௫ݏat points 1
to 5 have increased to around 21%, 11%, 81%, 32%, 53% respectively while the ܧ௠ ௜௡ݏ
at the same points have dropped to -5%, -11%, -50%, -22% and -32% respectively.
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Figure 8-14: Plots of ࡱ࢓ ࢇ࢞against uncertainty multiplier produced by the FB
architecture
Figure 8-15: Plots of ࡱ࢓ ࢏࢔against uncertainty multiplier produced by the FB
architecture
Figure 8-16: Percentage of samples encompassed within the specified error
range
Figure 8-16 depicts the outcomes of the sample distribution analysis. As the input
uncertainty increases, the percentage of samples able to produce ܧ within -5 to 5%
drops exponentially, especially at operating point 3. The drops were seen to happen
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only when the uncertainty multiplier was increased beyond 100% for points 1 and 2,
50% for points 4 and 5 or 20% for point 3. This was expected since the ܵܦா, ܧ௠ ௔௫ and
ܧ௠ ௜௡ were found to be increasing as the input uncertainty increased. At 200%
uncertainty multiplier, the percentages of samples encompassed within -5 to 5% of
error for points 1 to 5 are 90%, 93%, 22%, 52% and 39% respectively.
Both points 1 and 2 were found to be the most resilient to input uncertainty when
their samples’ percentages were compared to the other operating points. Both points
were able to retain 90% of their samples producing ܧ within -5 to 5%. This was, again,
expected since the ܵܦாݏ, ܧ௠ ௔௫ݏand ܧ௠ ௜௡ݏof both points were the smallest. In contrast,
point 3 was the most sensitive to input uncertainty. Not only was the point only able to
retain its prediction accuracy up to 20% uncertainty multiplier, the samples’
percentages producing ܧ within -5 to 5% were the lowest among all other points
throughout the entire test. This is because the ܵܦா, ܧ௠ ௔௫ and ܧ௠ ௜௡ of point 3 were the
highest among all of the selected operating points.
Figure 8-17 depicts the prediction error PDFs created using the generated
samples of several uncertainty multipliers at operating point 1. The plot provides a
good visual representation of how the overall generated samples were distributed when
different levels of input uncertainty were applied. The trends of the PDF are found to be
similar to the trends plotted for the RB architecture with the width of the PDF increases,
thus reducing the probability of obtaining good prediction accuracy as the input
uncertainty increases. Similar behaviours have been observed at other PDFs plotted at
different operating points, as shown in Appendix FF.2.
Figure 8-17: Prediction error PDF of the generated samples at point 1 for several
uncertainty multipliers
In general, the study conducted on the implemented FB architectures shows that
the effect of input uncertainty on the blade’s metal temperature, stress and creep life
prediction accuracies is significant. By comparing the ܵܦாݏ of blade’s metal
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temperatures and stresses, the blade stresses were found to be more sensitive than
the blade metal temperatures to input uncertainty. Also the magnitude of the ܵܦாݏ for
the blade’s metal temperatures is strongly influenced by the operation point compared
to the blade stresses which show consistency in the ܵܦாݏ for the majority of the
operating points.
As the input uncertainty increases, the creep life ܵܦா,ܧ௠ ௔௫ and ܧ௠ ௜௡ increase as
well. The effects of the reductions in these test parameters are translated into the loss
of the architecture’s ability to retain good prediction accuracy beyond a certain level of
uncertainty multiplier. The magnitude of the accuracy reduction is also dictated by the
location of the engine operation point. Based on the sample distribution analysis, it can
be seen that different selected points have different resistance towards input
uncertainty.
8.2.3 SB Architecture
Since the SB architecture has the same network arrangement as the FB architecture, a
similar procedure was used to perform the test. Figure 8-18 plots the creep life ܵܦா
against the uncertainty multiplier at all of the selected operating points. From the figure
it can be seen that only up to 20% uncertainty multipliers were applied. The restriction
imposed on the test was because the architecture can no longer function beyond this
uncertainty multiplier. It was found that beyond 20%, the prediction errors not only
exceed 600%, but that some of the predicted creep lives have negative values.
Figure 8-18: Plots of the creep life ࡿࡰࡱ࢙produced by the SB architecture
In addition, if the values of the ܵܦாݏgiven in Figure 8-18 are compared with both
the RB (Figure 8-4) and FB (Figure 8-13) architectures, the ܵܦாݏ produced by the SB
architecture are considerably higher than the other two architectures. At 20%
uncertainty multiplier, the ܵܦாݏ recorded are 57.7%, 39.6%, 61.6%, 42.1% and 55.9%
for operating points 1 to 5 respectively. Taking point 3 as an example, at 20%
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multiplier, creep life ܵܦா for the SB, FB, and RB architectures are 61.6%, 1.68%, and
1.44% respectively. From these values it can be seen that the creep life ܵܦா for the SB
is approximately 40 times higher than the values produced by both the FB and RB
architectures at the same operating point.
The high creep life ܵܦாݏ mean that the distribution of the prediction errors are
highly scattered hence increase the variations of the errors from their mean values. It
also increases the ܧ௠ ௔௫ and ܧ௠ ௔௫ as shown in Figure 8-19 and Figure 8-20
respectively. Since the creep life ܵܦா increases as uncertainty increases, both figures
show the same trends with an increasing of both values and with increasing
uncertainty. At 20% uncertainty multiplier, the ܧ௠ ௔௫ݏat points 1 to 5 have increased to
around 169.1%, 75.8%, 133.3%, 77.7%, and 104.7% respectively while the ܧ௠ ௜௡ at the
same points have reduced to -121.4%, -98.8%, -99.94%, and -99.98% respectively.
Figure 8-19: Plots of ࡱ࢓ ࢇ࢞ against uncertainty multiplier produced by the SB
architecture
Figure 8-20: Plots of ࡱ࢓ ࢏࢔ against uncertainty multiplier produced by the SB
architecture
Figure 8-21 depicts the results of the sample distribution analysis. From the figure
it can be seen that when the input uncertainty increases, the amount of samples able to
produce ܧ within -5 to 5% are reduced exponentially. At 20% uncertainty multiplier, the
percentages of samples encompassed within the error range for points 1 to 5 are 5.5%,
5.3%, 4.35%, 4.66% and 3.47% respectively. The significantly low sample percentages
0
50
100
150
200
5 10 15 20
M
ax
im
um
er
ro
r(
%
)
Uncertainty multiplier (%)
Operating point 1 Operating point 2
Operating point 3 Operating point 4
Operating point 5
-150
-100
-50
0
5 7 9 11 13 15 17 19
M
in
im
um
er
ro
r
(%
)
Uncertainty multiplier (%)
Operating point 1 Operating point 2
Operating point 3 Operating point 4
Operating point 5
253
suggest that the effects of input uncertainty on the architecture were so detrimental that
even with the smallest input uncertainty, the architecture was unable to retain good
creep life prediction.
Figure 8-21: Percentage of samples encompassed within the specified error
range
The detrimental effect of the input uncertainty is visually represented in Figure
8-22 when the prediction error PDFs created using the generated samples at point 1
were plotted. From the figure it can be seen that although the mean of the distribution
(the peak of the PDF) is located very close to zero, the increase in the variation of the
prediction error has caused the PDF to be ‘stretched’ to a bigger range of error, hence
creates fatter and shortened distributions. Similar behaviours are observed at other
PDFs plotted at different operating points, as shown in Appendix FF.3. However, for
both point 3 and point 4, some distributions were seen to have negative bias as the
means value moved slightly to the negative side of the error.
Figure 8-22: Prediction error PDF of the generated samples at point 1 for
different uncertainty multipliers
The effects of input uncertainty on the blade’s metal temperatures and stresses
can be seen in Figure 8-23 and Figure 8-24 in which the ܵܦாݏ of both outputs were
calculated and plotted. Several observations were made. The trends of the ܵܦாݏ of
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both outputs are different with linear increments seen in the metal temperature and
exponential increments in the blade stress.
When both values are compared with those obtained using the FB architecture
(Figure 8-12), it can be seen that the SB architecture possesses considerably higher
ܵܦாݏ for both the temperature and stress. For example, at point 1 the ܵܦாݏ of the SB
blade’s metal temperature and stress are 1.1% and 4.5% respectively. Meanwhile for
the FB blade’s metal temperature and stress, the ܵܦாݏ are 0.00388% and 0.02167%
respectively. Based on these values, the ܵܦாݏof the SB blade’s metal temperature and
stress at point 1 are found to be 283 and 208 times larger than the FB values.
By comparing Figure 8-23 and Figure 8-24, it can be seen that the magnitudes of
the ܵܦாݏof the blade stress are higher than the blade’s metal temperature. The
difference between the two ܵܦா௦ݏ can be much clearer when both ܵܦா௦ݏ are
compared, as shown in Appendix GG.2.
Figure 8-23: Plots of the blade’s metal temperature ࡿࡰࡱ produced by the SB
architecture
Figure 8-24: Plots of the blade’s stress ࡿࡰࡱ produced by the SB architecture
The substantial increase in ܵܦா௦ݏ for both metal temperatures and stresses are
seen as the main cause why the architecture is so sensitive to the input uncertainty. It
has already been established in a previous chapter that by utilising a cascaded type of
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network arrangement, error propagation from the intermediate networks to the output
network can never be avoided. Since both metal temperatures and stresses have high
prediction error variations shown as highܵܦா௦ݏ, the effects of error propagation
becomes more significant.
The root cause of this problem lies at how the architecture was being developed.
Because the SB architecture uses twice the inputs as the other architectures, the
amount of synaptic weights available in the SB architecture increases. These additional
synaptic weights help the training process to reduce the ܯ ܵܧݏ even more since more
weights can be adjusted in the search for the best optimised solution.
On the other hand, because more inputs were used in the SB architecture, the
collective input uncertainties were larger than the other architectures. The increase in
the collective uncertainties will create a bigger disturbance to the larger sized synaptic
weights hence creating bigger output variations in both of the intermediate
approximators. Consequently this will create situations where the outputs produced by
the intermediate approximators will be much larger than the input limits used to train
the output approximators. Table 8-4 and Table 8-5 provide the percentages of samples
that produced the predicted blade’s metal temperatures and stresses exceeding the
temperature and stress limits of the trained Creep Life Approximator. From both tables
it can be seen that for the blade’s metal temperature, only point 5 has samples that
exceed the temperature limits. However, the effect of uncertainty is more significant in
the blade’s stress. Almost all of the points possess samples that produced stresses
exceeding the limit beyond the 5% multiplier.
Table 8-4: Percentages of samples exceeding the blade’s metal temperature
limits of the trained Creep Life Approximator
Uncertainty
Multiplier
% of samples exceeding blade’s metal temperature limit
Point 1 Point 2 Point 3 Point 4 Point 5
5% 0.00 0.00 0.00 0.00 0.00
10% 0.00 0.00 0.00 0.00 0.52
15% 0.01 0.00 0.00 0.00 4.53
20% 0.13 0.00 0.00 0.00 9.73
The effect of error propagation from the intermediate approximators to the output
approximator has also worsened the situation. The error propagation has amplified the
existing output variation to bigger values causing the architecture to fail even at a small
fraction of uncertainty.
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Table 8-5: Percentages of samples exceeding the blade’s stress limit of the
trained Creep Life Approximator
Uncertainty
Multiplier
% of samples exceeding blade’s stress limit
Point 1 Point 2 Point 3 Point 4 Point 5
5% 0.00 0.00 0.00 0.00 0.00
10% 0.02 0.01 0.04 0.13 0.06
15% 1.19 1.14 1.81 1.56 1.83
20% 5.83 4.52 7.96 6.96 6.99
Overall, the study has shown that the effects of the input uncertainty on the SB
architecture prediction accuracies were unacceptable. The high ܵܦாݏ in both blade’s
metal temperatures and stresses have created a massive impact on the functionality of
the Creep Life Approximator. Based on the test conducted, it can be seen that as the
creep life prediction accuracy significantly degraded, the Creep Life Approximator failed
to function properly beyond 20% of the uncertainty multiplier.
Moreover, it was found that the magnitude of the ܵܦா, ܧ௠ ௜௡, ܧ௠ ௔௫ and the
percentages of samples encompassed within the specified range have strong relations
with the selected operating points. It can be clearly seen that, although the behaviours
of those mentioned parameters are similar, the magnitudes of those parameters are
different at different operating points.
8.2.4 Comparison Analysis between the Three Implemented Architectures
The results and discussions given in this Chapter have so far focused on the effects of
input uncertainty on individual implemented architecture prediction accuracy. However,
in this section a comparison between the three implemented architectures is given.
When the inputs were inputted into the architectures at different uncertainty
levels, several similar outcomes were observed. Firstly, all of the architectures were
found to be significantly affected by uncertainties. For both the RB and FB
architectures, the ability to retain their prediction accuracies were limited to certain
levels of input multipliers. The results show that most of the operating points selected
were able to provide good creep life prediction up to 50% uncertainty multiplier. On the
other hand, the SB architecture was seen to be the most vulnerable to input uncertainty
with the architecture failing to function after the uncertainty multiplier goes beyond
20%.
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Secondly, most of the test parameters and percentage of samples able to
produce ܧ within the specified error range were strongly influenced by the operating
points selected. This can be clearly seen as different operating points were seen to
have different magnitudes of test parameters and samples’ percentage.
Thirdly, for both the RB and SB architectures, the variations of the blade’s stress
prediction error were seen to be higher than the blade’s metal temperature. This can be
clearly seen when the ܵܦா of both temperature and stress were plotted together for
each selected operating point.
Figure 8-25 provides the comparison of the results of the sample distribution
analysis between the three architectures at operating point 1. It can be seen that at
operating point 1, the FB architecture has the highest percentage of samples able to
produce ܧ within -5 to 5% followed by the RB architecture and the SB architecture.
When the results of the sample distribution analysis of the other points are plotted in
Appendix HH, similar outcomes were observed. Collectively it can be said that the FB
architecture is the least sensitive to input uncertainty, followed by the RB architecture
and the SB architecture.
The study conducted on the three implemented architectures for the clean engine
condition shows the need to treat the incoming inputs before the inputs can be used to
predict the blade’s creep life. By treating the inputs, the existing uncertainty could be
eliminated or minimised, hence retaining the ability to produce good prediction
accuracy.
Figure 8-25: Comparison of the sample distribution analysis results between the
three architectures at operating point 1
8.3 Chapter Conclusion
This chapter reports on the study conducted by the author in order to investigate the
effects of input uncertainty on the accuracy of the creep life prediction using the three
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implemented neural architectures for clean engine condition. Four objectives have
been laid out which are:
a) To obtain the behaviour of the architectures’ prediction and classification
accuracies at different levels of input uncertainty.
b) To determine which of the two intermediate approximators (Blade Metal
Temperature Approximator or Blade Stress Approximator) is more sensitive to
input uncertainty for both FB and SB architectures.
c) To measure the impact of obtaining creep life prediction error within the
assigned error range at different input uncertainty levels.
d) To determine which of the implemented architectures is more sensitive to input
uncertainty.
The uncertainties of the inputs are based on typical errors which provide the
upper and lower limits of the respective input. By taking the Normal distribution as the
basis to generate the uncertain inputs, 15,000 samples were randomly generated for
each of uncertainty levels. Five different operating points were selected as case
studies, with each one of them being randomly selected from each creep life range
class of the RB architecture.
Once the samples for each uncertainty level at each operating point were
generated, the samples were inputted into the three implemented architectures in order
to predict the corresponding blade’s metal temperatures, stresses and creep lives.
Descriptive statistical and sample distribution analyses were then performed in order to
assess the effects of the input uncertainty on the prediction accuracy of each
implemented architecture before a comparison study was conducted to compare the
three implemented architecture.
Based on the analyses conducted, several observations were made:
a) All of the architectures were found to be significantly affected by uncertainties.
As the uncertainty level increases, the test parameters such as the ܵܦாǡܧ௠ ௔௫
and ܧ௠ ௜௡ increases, indicating an increase in the effects of the input
uncertainty.
b) For both the RB and FB architectures, the ܵܦாݏǡܧ௠ ௔௫ݏand ܧ௠ ௜௡ݏchange fairly
linearly to the change of the input uncertainty.
c) The behaviour of the test parameters of the SB architecture is found to be
slightly different from the previous two architectures. The trend of the ܵܦா is
found to be increasing fairly linearly as the levels of input uncertainty are
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increased. However for both the ܧ௠ ௔௫ and ܧ௠ ௜௡, the trends of both parameters
are found to be changing non-linearly.
d) The classification accuracy of the Range Classifier depends very much on the
locations of the operating point. If the location of the operating point that
produces a predicted creep life is very close to the respective upper or lower
limits of the creep life class range, than the classification accuracy will degrade.
Nevertheless, if the location is far from the limits, the variation of the inputs will
not change the classification outcome hence maintaining its classification
ability.
e) For both FB and SB architectures, the blade’s stress was found to be more
affected by input uncertainty at all the selected operating points.
Table 8-6: Summary of the conclusions
No Observable item Implemented Neural Architecture
RB FB SB
1 Prediction accuracy in the presence
of input uncertainty
Reduce Reduce Reduce
2 Behaviour of the test parameters:
Creep life ܵܦா Linear Linear Linear
Prediction error maximum and
minimum values
Linear Linear Non-linear
Classification accuracy Operating point
dependent
- -
3 Blade temperature vs. stress - Stress is more
sensitive
Stress is more
sensitive
4 Trend of the sample’s percentage
drop
Exponential after
exceeding
certain
uncertainty level
Exponential after
exceeding a
certain
uncertainty level
Exponential
5 Impact of obtaining creep life within
the assigned error range
Operating point
dependent
Operating point
dependent
Operating point
dependent
6 Sensitivity to input uncertainty Rank 2 Rank 3 Rank 1
f) For all of the architectures, the percentage of the samples able to produce ܧ
within the error range of -5 to 5% dropped exponentially as the levels of input
uncertainty were increased. However, for both the RB and FB architectures, the
drop in the percentages only occurs when a certain level of uncertainty is
surpassed. Although the behaviours of the percentage drop are observed to be
similar across all operating points, the magnitude of the drop differs from one
point to another suggesting that the engine operating envelope has a strong
influence in dictating the ability to retain a good creep life prediction.
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g) It was observed that the FB architecture is the least sensitive to input
uncertainty, followed by the RB architecture and the SB architecture.
Table 8-6 provides the summary of the conclusions that have been discussed in
the previous chapters.
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9 CONCLUSIONS AND FUTURE WORK
9.1 Conclusions
The aim of this research is to develop an alternative creep life estimation model that is
able to reduce the complexity of the current estimation framework, perform rapid
calculation while maintaining a certain level of accuracy. In order to achieve this aim,
four objectives have been laid out:
a. To create an integrated creep life estimation model that enables the prediction
of component creep life at different operating and health conditions.
b. To study the effects of different operating and health conditions on component
creep life consumption using a simple relative analysis technique.
c. To construct an alternative neural-based creep life estimation model that
enables a direct link between the gas turbine operating and health conditions
with the components’ corresponding life
d. To study the impact of input uncertainties on the creep life prediction accuracy
obtained using the alternative creep life estimation method.
In order to achieve the research objectives, a research methodology has been
proposed. Tasks required to complete the research objectives have been detailed and
the links between one specific task and the others have been established. Based on
the research objectives and the proposed methodology, the conclusions are given in
the next sections.
9.1.1 Creating an Integrated Creep Life Estimation Model
An integrated creep life estimation model has been developed and incorporated in the
existing Cranfield University performance simulation and diagnostics software called
PYTHIA in order to produce a new version of the program with a creep life prediction
capability. This enables users to perform single or multiple stage, cooled or uncooled
HP turbine blade’s creep life prediction under any given operating and health
conditions either for a single operation point or for any given mission profile
automatically. In addition, a new impact analysis parameter called Creep Factor has
been introduced. Using the new parameter, performance parameter impact analysis
can be done using the proposed Creep Factor approach.
This integrated model serves several purposes of the research work which
includes:
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a. generation of training samples for the construction of the proposed neural-
based creep life prediction architectures
b. generation of post test samples to validate each proposed neural network
architecture,
c. studying the effects of different operating and health conditions on a selected
engine model HP turbine blade’s creep life.
The integrated model consists of five sub models:
a. Operation/Mission Profile Model that simulates the performance of a model
engine for a given operation/mission profile, a single operating point or a user-
defined reference operating condition
b. Blade Stress Model that calculates the blades stresses
c. Blade Thermal Model that performs the blade thermal analysis
d. Life Estimation Model that calculates the blade’s creep life
e. Life Usage Model that provides the percentage of blade creep life usage for a
given operation history.
Using the PYTHIA platform, four program interfaces have been created in order
to incorporate the developed integrated model with PYTHIA:
a. Initial Blade Setting Interface to input the engine’s blade data and choose the
mode of thermal analysis
b. Flight Segment Setting Interface which allows users to define a single or
multiple mission/operation segment of clean and degraded engine model
c. Life Estimation Analysis Interface to carry out the blade’s creep life assessment
for each mission/operation segment or for the entire mission/operation
d. Overall Life Calculation Interface to calculate the blade’s life usage.
The benefits of the developed integrated model include:
a. flexibility to change and update turbine design features
b. ability to calculate the tangential and axial loading
c. ability to calculate the drop in gas temperature at the inlet of the blade due to
the presence of cooling in the NGV
d. ability to predict the metal temperature variation across the blade span
e. ability to simulate individual a mission/operation segment or the entire
mission/operation profile for both a clean and degraded engine
f. ability to perform impact analysis for an individual flight/operation segment or
the entire mission/operation profile
263
g. the model is relatively simple and requires only one person to perform the
predictions
Having successfully developed the integrated model, it can be said that the first
research objective has been successfully accomplished.
9.1.2 Investigation into the Effects of Different Operating and Health
Conditions on Component Creep Life Consumption Using a Simple
Relative Analysis Technique
Using a helicopter turbo-shaft engine model, impact analyses of several selected
operating and health parameters on the blade’s creep life consumption have been
investigated. The impact study was divided into two parts where in the first part, the
influence of engine rotational speed, altitude, ambient temperature, Mach number,
compressor fouling, HP and LP turbine erosions were quantified using the introduced
Creep Factor which forms a simple relative analysis technique. In the second part of
the study, the effects of clean and degraded mission profiles (with the inclusion of
compressor fouling and turbine erosion) on the nominal blade’s creep life were
investigated using the same Creep Factor approach.
Prior to the impact analyses, the engine model was constructed in PYTHIA. In
order to improve the engine performance prediction accuracy at both DP and OD
conditions, DP and OD performance adaptations were carried out. After the
adaptations, at DP the average error of the targeted parameters reduced from 0.998%
initially to 5.08E-5% while at OD conditions, the overall performance prediction error
reduced from a total average error of 4% to around 0.75%.
When the calculated impact weight of the operating parameters were compared,
it was found that for the clean engine condition, the engine rotation speed is the most
influential in changing the blade’s creep life. Not only that the magnitude of the impact
weight is the highest (-0.591 ܥܨ); the logarithmic term indicates that the reduction in
the blade’s creep life is accelerating. On the other hand, altitude is the least sensitive
as the impact weight compared to the other operating parameters is the lowest (-
0.0292ܥܨ). By comparing the impact weight of different health parameters, it can be
seen that compressor fouling has the highest threat in reducing the blade’s creep life
with an impact weight of -0.1121 ܥܨ. On the other hand, the LP turbine erosion is
seen to have the lowest threat as the value of the impact weight is the lowest at -
0.0477 Logܥܨ. In addition, the logarithmic terms used in the impact weight indicate that
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component degradation will have an accelerated impact on the consumption of the
blade’s creep life.
Investigations into the effects of clean and degraded mission profiles on the
nominal blade’s creep life were done by calculating each mission segment ܥܨ and ܥܨெ .
By comparing each mission segmentܥܨ, it was found that the clean engine possesses
higher ܥܨݏ, compared to the degraded engine, over the entire mission. With the
degraded engine, compressor fouling is seen to give the lowest ܥܨݏ at all mission
segments followed by HP turbine erosion and LP turbine erosion. Moreover, for both
the clean and degraded engine, the calculated mission ܥܨs were able to identify which
mission segments have a relatively lower creep life. The calculated ܥܨெ ݏof the clean
and degraded mission profiles provide the overall weight of the impact. The ܥܨெ for the
clean, compressor fouled, HP turbine eroded and LP turbine eroded mission profiles
are 1.17, 0.71, 0.76, and 0.96 respectively which indicate that the nominal creep lives
are 17% more, 29% less, 24% less and 4% less than the life calculated at reference
condition respectively.
The impact analysis has been very useful in recognising the sensitivity of each
operating and health parameter in changing the blade’s creep life. The results obtained
have been used to determine the samples required to train the proposed neural
network model.
Having successfully performed the impact analyses using the Creep Factor
approach, the second research objective has been achieved.
9.1.3 Construction of the Alternative Neural-Based Creep Life Estimation
Models
The construction of the alternative neural-based creep life estimation models started by
analysing the process of the author’s integrated creep life estimation prediction model
via the use of an output-input process tree. Using the process tree, the overall process
of predicting the minimum creep life can be visualised. It was found that the entire
creep life prediction requires two main parameters and two main inputs which are the
calculated parameters, simulated parameters, primary input and secondary input.
Based on the process tree, clustering of the parameters and inputs was done.
Using the clustered parameters, four mappings that linked the clustered parameters
were created. Once the mappings were established, the parameter(s) for each cluster
were finalised hence three neural-based architectures were formed which are the RB,
FB and SB architectures.
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The application of the proposed architecture for a clean and degraded engine
was done using the same helicopter turbo-shaft engine model. For the clean engine
case, all the three proposed architectures were applied while for the degraded engine
case, only the FB and SB architectures were implemented.
Using the author’s integrated creep life estimation model, both training and post
test samples were generated. The amount of samples populated to train the proposed
architectures were determined by considering the sensitivity of each of the selected
operating and health parameters obtained from the impact analyses.
In this study, an MFBP neural network was used as the basis to construct the
neural-based model. When an approximator type of network was used to approximate
any form of value, such as the blade’s creep life or the blade’s metal temperature, the
Levenberg-Marquardt training algorithm was used. However, when a classifier type of
network was used to classify any output from a given input, the Scaled-Conjugate-
Gradient algorithm was applied. In addition, the study uses the Hyperbolic-Tangent
Function as the activation function for its hidden neurons and the Linear Function for its
output neurons.
As tools to initially determine the accuracy and generalisation of the trained
approximators, both ܯ ܵܧ and ܴ were observed during the training. Similarly, confusion
matrices were used to observe both accuracy and generalisation of the trained
classifiers. Several criteria were then specified and observed. If the criteria were met,
the network would be selected. Otherwise training would be repeated using either the
same, or with the new hidden layer size.
Evaluations of the performance of the proposed architectures were done in four
stages. In the first stage, assessments were done via the sample distribution analyses
and the confusion matrices, to see how accurate the prediction and classification of the
trained networks are when the training samples are presented. In the second stage,
validations of the networks were done using two sets of new, unseen samples. These
were again done via the sample distribution analyses and the confusion matrices. In
the third stage, statistical analysis was performed, in order to obtain the overall picture
of how the trained networks responded to given unseen inputs. In the final stage,
evaluations were conducted to see the effects of accumulated predicted errors on
given mission profiles.
All of the implemented architectures, whether for clean or degraded engine
conditions have almost the same observations. Good generalisations with good
prediction accuracy were observed in the entire trained network across all
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architectures. In the first stage of evaluation, the trained networks produced low ܯ ܵܧ
with ܴ closed to unity. Not only that, ܧ஺௩௘ for each trained approximator was very close
to zero with some degree of variations. Additionally the classification networks were
able to produce good classification.
In the second stage of the evaluation, the implemented architectures were seen
to be able to retain their creep life prediction accuracy or classification accuracy when
two sets of unseen data were inputted into them independently. However, there was
also evidence that some approximators or classifiers were experiencing a slight drop in
accuracy although the majority of the networks across the architectures did not.
The statistical analysis conducted in the third stage of the evaluation reveals that
the distributions of the prediction errors produced by the approximators are different
between architectures with Johnson SU, Cauchy and Normal distributions being among
most common. When the statistical analysis was compared with the sample distribution
analysis, small discrepancies between the two analyses were observed indicating good
agreement was achieved between the two analyses. However, there was also
evidence that some approximators were found to achieve good agreement only when
they surpassed a certain specified error range.
In the fourth stage assessment, when the same mission profiles (both clean and
degraded missions) were presented to the proposed architectures, the mission
segment ܥܨs were very similar to the ܥܨs predicted using the Integrated Creep Life
Estimation Model.
By comparing the proposed architecture, it was found that the SB architecture for
both clean and degraded engines were able to offer a better creep life prediction.
Similarly, with the clean engine conditions, there was good prediction accuracy for
each mission segment ܥܨ, especially for the compressor degradation case.
Overall, it can be concluded that the implementations of the proposed
architectures have been done successfully for both clean and degraded engine
conditions, hence achieving the third research objective.
9.1.4 Investigation of the Effects of Input Uncertainties on Creep Life
Prediction Accuracy Obtained Using the Alternative Creep Life
Estimation Method
In this investigation, only the clean engine case was considered. The uncertainties of
the inputs are based on typical errors of the respective inputs. By assuming that the
input uncertainties are normally distributed, 15,000 samples were randomly generated
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for each of the uncertainty levels. Five different operating points were randomly
selected as case studies. The generated samples were inputted into the three
implemented architectures in order to predict the corresponding outputs ( ெܶ , ߪ, or
ܮ஼ெ ௜௡). Descriptive statistical and sample distribution analyses were performed to
assess the input uncertainty effects on the prediction accuracy before a comparison
study was conducted to compare the three proposed architectures.
Based on the analyses conducted, several observations were made. All of the
architectures were found to be significantly affected by input uncertainties. As the level
of uncertainty increases, the test parameters (i.e. ܵܦாǡܧ௠ ௔௫ and ܧ௠ ௜௡) increases. The
ܵܦாݏǡܧ௠ ௔௫ݏ and ܧ௠ ௜௡ݏ were found to change linearly for both the RB and FB
architectures while for the SB architecture, only ܵܦா was found to change linearly.
The classification accuracy of the RB architecture was found to be a function of
the location of the operating point. If the location of the operating point that produces a
predicted creep life is very close to the respective upper or lower limits of the creep life
class range, then the classification accuracy will degrade or vice versa.
For both the FB and SB architectures, the blade’s stress was found to be more
affected by input uncertainty than the blade’s metal temperature at all the selected
operating points.
For all of the architectures, the percentage of the samples able to produce ܧ
within the error range of -5 to 5% dropped exponentially as the levels of input
uncertainty were increased. However, for both the RB and FB architectures, the drop
occurred only when a certain level of uncertainty was surpassed. Although the
behaviours of the percentages drop were observed to be similar across all operating
points, the magnitude of the drop differed from one point to another suggesting that the
engine operating envelope has a strong influence in dictating the ability to retain good
creep life prediction.
Based on all the results, it was found that the FB architecture is the least
sensitive to input uncertainty, followed by the RB architecture and the SB architecture.
Having successfully completed the uncertainty analysis, the fourth research
objective has been achieved.
9.1.5 Significant Contributions of the Research
As all of the objectives outlined in this research have been successfully achieved, the
research has produced several significant contributions. In the development of the
model-based creep life estimation approach as discussed in Chapter 4, a new relative
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creep life analysis approach called the Creep Factor approach has been introduced.
Using the Creep Factor approach, the impact of the operating and health conditions on
changing the blade’s creep life can be individually quantified. The impact weight
calculated via the Creep Factor value will enable the users to assess how much has
the blade’s creep life changes when the engine operating and health conditions
deviates from a user defined reference condition. Thus will produce a realistic impact
analysis and eliminate the dependency on the given OEM baseline operation estimated
creep life which sometimes is not reachable when the engine operating conditions are
far from the suggested baseline operation.
In addition, using the Creep Factor approach, the impact of a given mission
profile in changing the blades creep life can also be measured. The calculated
individual mission segment Creep Factor will provide insight on how each mission
segment could influence the blade’s creep life while the introduced Mission Creep
Factor will provide the overall impact weight of the given mission relative to a user
defined reference condition.
The research has also developed a generic Integrated Creep Life Estimation
model which is capable of performing 0D and 1D creep life analyses, for both cooled
and uncooled turbine blades. Using the model, the blades creep life of single and
multiple operating conditions for both clean and degraded engine can be estimated. As
the model is able to predict variations of creep life along the blade span, users will be
able to know where the minimum creep life is occurring along the blade span hence
producing a realistic creep life assessment.
Another significant contribution produced by this research is the introduction of an
alternative creep life estimation method that is capable of reducing the complexity of
the present model-based creep life estimation method using an ANN approach. Such
alternative will be very useful for creep life consumption estimation of production
engines in operation where relatively simple and quick solutions are desired.
Although ANN has been used by some researchers to perform material creep life
analysis, the research is the first to implement ANN in a large-scale component creep
life prediction by replacing all of the complicated analyses required to perform the
prediction for aero-engine applications. With different forms of proposed architecture,
the research provides options to those who decided to implement the new alternative
method in component creep life prediction. In addition to that, the systematic approach
of designing the architecture as reported in this thesis will guide readers in creating
269
new and improved architectures not only suitable for the creep life prediction but also
other forms of damage mechanism prediction as well.
9.2 Future Work
Although the works conducted have successfully achieved their objective, there is
plenty of room for improvements to be considered in future work. In this section, the
recommendations for future work are divided into two categories:
a. future work for improving the integrated life estimation model
b. future work for improving the alternative neural-based life estimation model.
9.2.1 Future Work for Improving the Integrated Life Estimation Model
a. Improvement to the blade stress model by including the thermal stress effects:
In the current blade stress model, centrifugal stress, bending moment stress
due to pressure and velocity different have been considered. In order to
improve the prediction accuracy, thermal stress should also be considered
since variation in the metal temperature can be predicted using the present
model.
b. Improvement to the thermal model by considering 2D thermal analysis: In the
present model, 1D thermal analysis has been utilised. For further improvement,
a 2D thermal analysis model should be considered.
c. Inclusion of other component life assessment: The current model has been
developed for HP turbine blade creep life estimation. For future work,
consideration of including other components for life estimation should be done,
such as the LP turbine blades, turbine disc and burner.
d. Inclusion of other damage mechanisms: The work at present only focuses on
creep life estimation. It is recommended that other damage mechanisms such
as LCF, HCF, TMF etc. should be considered in future work.
e. Expanding the uses of the Creep Factor approach: In the present work, the
Creep Factor has been successfully used to perform impact analysis of a single
performance parameter. For future work it is recommended that the Creep
Factor approach is used to perform multiple parameter impact analysis. In
addition, the application of the approach for optimisation purposes should be
looked into, such as including the Creep Factor in optimising the operation
condition or flight trajectory. The application of the Creep Factor as a decision
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parameter can also be examined, such as using the Creep Factor for gas
turbine selection.
9.2.2 Future Work for the Alternative Neural-Based Life Estimation Model
a. Implementation of mapping 4: In Section 5.2.2: Conceptual Design of the
Neural Architecture, four mappings that linked the clustered parameters created
from the process analysis have been proposed. However, due to the limited
amount of time available to test all of the proposed architectures, mapping 4
has been left out. For future work, implementation of mapping 4 should be done
in order to assess its prediction capability and then compare it with the other
three (RB, SB, and FB) implemented architectures.
b. Implementation of RB architecture on the developed engine model at degraded
engine condition: In this present work, the implementation of the proposed
neural architectures has been extended to the degraded engine conditions
using two of the proposed architectures, i.e. FB and SB. For future work, the
implementation of the RB architecture to the degraded engine condition should
be considered.
c. Solving the problems with input uncertainties: Chapter 8 in this thesis acts as a
bridge for continuation of the existing work. At present, although the proposed
neural architectures can provide good creep life prediction, Chapter 8 has
proved that the proposed architectures are vulnerable to input uncertainties. For
future work, the vulnerability of the input uncertainty needs to be addressed
either by incorporating the model with measurement noise reduction algorithm
or retraining the output approximators and classifiers by including tolerance in
the network.
d. Reduction in the training samples to train the network: In order to make the
approach more effective, an improved method is needed to ensure that minimal
training samples can be used to train the network while maintaining or
improving the prediction accuracy.
e. Implementation of the neural-based approach to other gas turbine applications:
Implementation of the proposed neural architectures was carried out using a
helicopter turbo-shaft model. For future work, implementation of the proposed
architecture can be done using an aircraft gas turbine model or industrial gas
turbine model.
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f. Implementation of the neural-based approach as an alternative to other creep
life estimation approach: The scope of the present work is limited to developing
an alternative model for the present complex integrated creep life estimation
model. For future work, the same approach can be applied to build an
alternative neural-based model for other forms of life estimation approach.
g. Utilisation of other neural network type: The present work uses MFBP to create
both a classifier and approximator network. In order to improve the current
model, different types of network can be considered.
h. Creating a dynamic neural-based creep life estimation approach: At present,
the proposed architectures already have the capability to predict the blade’s
creep life for a single or multiple operation point without consideration of time
spent for each operation point since linear damage accumulation theory has
been used to account for the progressive damage or to calculate the mission’s
nominal creep life. For future work, the progressive damage can be
incorporated to form a dynamic neural-based creep life estimation.
i. Application of the neural-based approach to other damage mechanism: At
present the development of the neural-based approach focuses on the creep
deformation mechanism. For future work, a neural-based approach can be
developed for other damage mechanisms such as LCF, HCF, TMF, etc.
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Appendix A : Algorithm for the Integrated Creep Life Prediction Model
LIST OF SYMBOLS
% ௗܶ௥௢௣ Temperature drop percentage of each turbine stage
∆ ூܶௌ஺ Ambient temperature deviation from ISA condition
∆ ஺ܸ௫௜௔௟ Blade axial velocity difference
∆்ܸ ௔௡ெ ௜ௗ Tangential velocity difference at blade mid
∆்ܸ ௔௡ோ௢௢௧ Tangential velocity difference at blade root
∆݌ெ ௜ௗ Blade mid static pressure difference
∆݌் ௜௣ Blade tip static pressure difference
ܣ஺௡஺௩௘ Blade average annulus area
ܣ஺௡ௌ௘௖ଵ/ଶோ஽ௌ Root-mid blade section annulus area
ܣ஺௡ௌ௘௖் ஽ௌଵ/ଶ Mid-tip blade section annulus area
ܣ஼௥௢௦ௌ௘௖ଵ/ଶோ஽ௌ Average cross section area for root-mid blade section
ܣ஼௥௢௦ௌ௘௖் ஽ௌଵ/ଶ Average cross section area for mid-tip blade section
ܣூ௡ Annulus area at inlet of blade
ܣை௨௧ Annulus area at outlet of blade
ܣܴ Blade angle ratio
ܤܯ ோܲ௢௢௧ Pressure bending moment about blade root
ܤܯ ௠ܲ ௜ௗ Pressure bending moment about blade mid
ܤܯோ௘௦஺௫ெ ௜ௗ Blade mid resulting bending moment at axial direction
ܤܯோ௘௦஺௫ோ௢௢௧ Blade root resulting bending moment at axial direction
ܤܯோ௘௦் ௔௡ெ ௜ௗ Blade mid resulting bending moment at tangential direction
ܤܯோ௘௦் ௔௡ோ௢௢௧ Blade root resulting bending moment at tangential direction
ܤܯ ஺ܸ௫ெ ௜ௗ Axial momentum bending moment about blade mid
ܤܯ ஺ܸ௫ோ௢௢௧ Axial momentum bending moment about blade root
ܤܯ ்ܸ ௔௡ெ ௜ௗ Tangential momentum bending moment about blade mid
ܤܯ ்ܸ ௔௡ோ௢௢௧ Tangential momentum bending moment about blade root
ܥ Larson Miller constant
ܥܨଵ/ଶு௘௜௚௛௧ Accumulated centrifugal force at blade mid
ܥܨଵ/ଶோ஽ௌ Centrifugal force for root-mid blade section
ܥܨெ Mission Creep Factor
ܥܨெ ை௩௘௥௔௟௟ Overall mission Creep Factor
ܥܨோ஽ௌ Accumulated centrifugal force at blade root
ܥܨௌ௛௥௢௨ௗ Centrifugal force of the shroud
ܥ்ܨ ஽ௌ Accumulated centrifugal force at blade tip
ܥ்ܨ ஽ௌଵ/ଶ Centrifugal force for mid-tip blade section
ܥ ௛ܲ௢௧ Specific heat at constant pressure for hot gas
ܥ ௖ܲ௢௟ௗ Specific heat at constant pressure for cold gas
ܥ ௖ܲ௢௟ௗ Specific heat of cold gas
ܪ Blade convective heat transfer coefficient
ܪௌ௘௖ Blade section convective heat transfer coefficient
ܫ௠ ௔௫ெ ௜ௗ Blade maximum mid-section second moment of area
ܫ௠ ௔௫ோ௢௢௧ Blade maximum root-section second moment of area
ܫ௠ ௜௡ெ ௜ௗ Blade minimum mid-section second moment of area
ܫ௠ ௜௡ோ௢௢௧ Blade minimum root-section second moment of area
ܮ஼ Predicted creep life
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ܮ஼ ଶହ% Predicted creep life at the 25% distance of the blade root
ܮ஼ ଻ହ% Predicted creep life at the 25% distance of the blade root
ܮ஼ ெ Mission/operation nominal creep life
ܮ஼ெ ௜ௗ Predicted creep life at the blade mid
ܮ஼ ெ ௜௡ Minimum predicted creep life
ܮ஼ோ௢௢௧ Predicted creep life at the blade root
ܮ஼ ை௩௘௥௔௟௟ Overall nominal creep life
ܮோ௘௙ User defined reference point minimum predicted creep life
ܮோ௘௠ Blade remnant life
ܮܨ Life fraction
ܮܨெ Mission/operation life fraction
ܮܨை௩௘௥௔௟௟ Overall life fraction
ܮܯ ܲ Larson-Miller parameter
ܴܮ Lapse rate
ܷܮ % Life usage percentage
ܯ Mach number
ܯ௑௑ெ ௜ௗ Blade mid bending moment about blade direction X
ܯ௑௑ோ௢௢௧ Blade mid bending moment about blade direction Y
ܰ Rotational speed
ܰ௕ Number of blade
ܰௗ௘௦௜௚௡ Absolute rotational speed
ܰܩܸ Nozzle guide vane
ܰܩ ௉ܸோ NGV pressure recovery
ܰܩ ௠ܸ ௔௦௦௙௥௔௖ NGV coolant stage mass fraction
ܰݑ Blade Nusselt number
ܰݑௌ௘௖ Blade section Nusselt number
ܰݑ௚
∗ Nominal mean Nusselt number
ܰݑ௚
∗
ௌ௘௖
Average nominal mean Nusselt number of each blade section
ܰݑ௚
∗
௕௢௧௧௢௠
Blade section bottom nominal mean Nusselt number
ܰݑ௚
∗
௧௢௣
Blade section top nominal mean Nusselt number
ܱܪ Operating hour
ܱܪை௩௘௥௔௟௟ Overall operating hour
ܱܪ்௢௧ Total operating hour
௛ܲ௭ Pressure at the given altitude
௢ܲூேௌ௧௔௚௘ Blade inlet stagnation pressure
௢ܲேீ௏ NGV inlet stagnation pressure
௢ܲை௎் Blade outlet stagnation pressure
௢ܲை௎்ௌ௧௔௚௘ Blade outlet stagnation pressure
௧ܲ௥௢௣ Pressure at the corresponding Tropopause temperature
ܲܥܰ Relative compressor rotational speed
ܲܨଵ/ଶோ஽ௌ Root-mid blade section pressure force
்ܲܨ ஽ௌଵ/ଶ Mid-tip blade section pressure force
ܲݎ Prandtl number
ܳீ௨௘௦௦ Guess value of ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ
ܳோ௢௧௢௥ூ௡ Blade inlet ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ
ܳோ௢௧௢௥ை௨௧ Blade outlet ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ
்ܳ௔௥௚௘௧ ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ obtained from Pressure Bending Moment Model
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ܴ Idea gas constant
ܴܶܦܨ Radial temperature distribution factor
ܴ ௌ݁௘௖ Average Reynolds number of each blade section
ܴ݁ Reynolds number
ܴ ௕݁௢௧௧௢௠ Blade section bottom Reynolds number
ܴ ௧݁௢௣ Blade section top Reynolds number
ܴ௞ Ratio between the blade section wall temperature and the gas temperature
ܴ݋ݐ݋ݎ௠ ௔௦௦௙௥௔௖ Blade mass fraction
ܵܨ௔௖ Safety factor
ܵݑݐℎ Sutherland constant
ܶℎ்஻஼ Thickness of thermal barrier coating
௛ܶ௭ Temperature at a given altitude
஻ܶ௨௥ூ௡ Burner inlet temperature
஼ܶ௜ௌ௘௖ Blade section inlet coolant temperature
஼ܶ௢ௌ௘௖ Blade section coolant exit temperature
஼ܶ௢௢௟௔௡௧ா௫௜௧ Coolant exit temperature
஼ܶ௢௢௟௔௡௧ூ௡ Coolant inlet temperature
ܶீ Blade gas temperature profile
ܶீ ଶହ% Blade gas temperature profile at 25% distance from root
ܶீ ଻ହ% Blade gas temperature profile at 75% distance from root
ܶீ ோ௢௢௧ Blade gas temperature profile at blade root
ܶீ ௌ௘௖ Average gas temperature of each blade section
ܶீ ்௜௣ Blade gas temperature profile at blade tip
ܶீ ௕௢௧௧௢௠ Blade section bottom gas temperature
ܶீ ௠ ௜ௗ Blade gas temperature profile at blade mid
ܶீ ௧௢௣ Blade section top gas temperature
ூܶௌ஺ Temperature at ISA condition
ெܶ Metal temperature
ெܶ ௌ௘௖ Blade section metal temperature
ெܶ ௌ௘௖்௢௣ Upper blade section metal temperature
ெܶ ௌ௘௖஻௢௧௧௢௠ Lower blade section metal temperature
ெܶ ௜௫௜௡௚ௌ௧௔௚௘ Blade inlet stagnation temperature before mixing
ேܶீ௏ NGV metal temperature
ைܶூே௦௧௔௚௘ Blade inlet temperature after mixing
ோܶ௘௙ Combustor temperature rise
ௌܶ௅ Sea level temperature
ௗܶ௥௢௣ Temperature drop across the turbine
௜ܶ௢ Reference temperature used in the Sutherland equation
௠ܶ ௔௫ Maximum gas temperature
௠ܶ ௜௡ Minimum gas temperature
௢ܶேீ௏ NGV inlet stagnation temperature
௢ܶேீ௏ௌ௧௔௚௘ Stage NGV inlet stagnation temperature
௢ܶை௎் Turbine outlet stagnation temperature
௢ܶை௎்ௌ௧௔௚௘ Blade outlet stagnation temperature
௧ܶ௥௢௣ Tropopause temperature
ܷଶହ%ூ௡ Blade speed at 25% root of the blade inlet
ܷଶହ%ை௨௧ Blade speed at outlet of 25% distance from root
ܷ଻ହ%ூ௡ Blade speed at 75% root of the blade inlet
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ܷ଻ହ%ை௨௧ Blade speed at outlet of 75% distance from root
ܷெ ௜ௗூ௡ Blade speed at the mid of the blade inlet
ܷெ ௜ௗை௨௧ Blade speed at the tip of the blade outlet
ܷோ௢௢௧ூ௡ Blade speed at the root of the blade inlet
ܷோ௢௢௧ை௨௧ Blade speed at the tip of the blade outlet
்ܷ௜௣ூ௡ Blade speed at the tip of the blade inlet
்ܷ௜௣ை௨௧ Blade speed at the tip of the blade outlet
஺ܸ௕௦ଶହ%ூ௡ Blade absolute inlet velocity at 25% distance from root
஺ܸ௕௦ଶହ%ை௨௧ Blade absolute outlet velocity at 25% distance from root
஺ܸ௕௦଻ହ%ூ௡ Blade absolute inlet velocity at 75% distance from root
஺ܸ௕௦଻ହ%ை௨௧ Blade absolute outlet velocity at 75% distance from root
஺ܸ௕௦ூ௡ Blade absolute inlet velocity
஺ܸ௕௦ெ ௜ௗூ௡ Blade mid absolute inlet velocity
஺ܸ௕௦ெ ௜ௗை௨௧ Blade mid absolute outlet velocity
஺ܸ௕௦ை௨௧ Blade absolute outlet velocity
஺ܸ௕௦ோ௢௢௧ூ௡ Blade root absolute inlet velocity
஺ܸ௕௦ோ௢௢௧ை௨௧ Blade root absolute outlet velocity
஺ܸ௕௦் ௜௣ூ௡ Blade tip absolute inlet velocity
஺ܸ௕௦் ௜௣ை௨௧ Blade tip absolute outlet velocity
஺ܸ௫ூ௡ Blade inlet axial velocity
஺ܸ௫ை௨௧ Blade outlet axial velocity
஼ܸ஺ௌ Calibrated air speed
ܸܨ஺௫ଵ/ଶோ஽ௌ Momentum force due to axial velocity difference of root-mid blade section
ܸܨ஺௫்஽ௌଵ/ଶ Momentum force due to axial velocity difference of mid-tip blade section
்ܸܨ ௔௡ଵ/ଶோ஽ௌ Momentum force due to tangential velocity difference for root-mid blade
section
்ܸܨ ௔௡்஽ௌଵ/ଶ Momentum force due to tangential velocity difference for mid-tip blade
section
்ܸ ஺ௌ True air speed
்ܸ ௔௡ଶହ%ூ௡ Blade tangential inlet velocity at 25% distance from root
்ܸ ௔௡଻ହ%ூ௡ Blade tangential inlet velocity at 75% distance from root
்ܸ ௔௡ூ௡ Blade tangential inlet velocity
்ܸ ௔௡ெ ௜ௗூ௡ Blade mid tangential inlet velocity
்ܸ ௔௡ெ ௜ௗை௨௧ Blade mid tangential outlet velocity
்ܸ ௔௡ோ௢௢௧ூ௡ Blade root tangential inlet velocity
்ܸ ௔௡ோ௢௢௧ை௨௧ Blade root tangential outlet velocity
்ܸ ௔௡்௜௣ூ௡ Blade tip tangential inlet velocity
்ܸ ௔௡்௜௣ை௨௧ Blade tip tangential outlet velocity
ܹ ்௔௡்௜௣ை௨௧ Blade tip relative tangential outlet velocity
ܹ ்௜௣ூ௡ Gas relative velocity at blade inlet
ܹ ்௜௣ை௨௧ Gas relative velocity at blade outlet
ܺ Constant used in the Heat Transfer Data for Conventional Blade Profile plot
ܺ஻௖௞ெ ௜ௗ X distance between back of the blade to the blade mid CG
ܺ஻௖௞ோ௢௢௧ X distance between back of the blade to the blade root CG
ܺ௅ாெ ௜ௗ X distance between LE to the blade mid CG
ܺ௅ாோ௢௢௧ X distance between LE to the blade root CG
ௌܺ௘௖ Average constant ܺ of each blade section
்ܺாெ ௜ௗ X distance between TE to the blade mid CG
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்ܺாோ௢௢௧ X distance between TE to the blade root CG
ܺ௕௢௧௧௢௠ Blade section bottom constant ܺ
ܺ௧௢௣ Blade section top constant ܺ
ܻ Exponent used for calculating the empirical Nusselt number
஻ܻ௖௞ெ ௜ௗ Y distance between back of the blade to the blade mid CG
஻ܻ௖௞ோ௢௢௧ Y distance between back of the blade to the blade root CG
௅ܻாெ ௜ௗ Y distance between LE to the blade mid CG
௅ܻாோ௢௢௧ Y distance between LE to the blade root CG
ௌܻ௘௖ Average constant ܻ of each blade section
்ܻ ாெ ௜ௗ Y distance between TE to the blade mid CG
்ܻ ாோ௢௢௧ Y distance between TE to the blade root CG
௕ܻ௢௧௧௢௠ Blade section bottom constant ܻ
௧ܻ௢௣ Blade section top constant ܻ
௦ܽ Speed of sound
ܿ Blade chord
ଶܿହ% Blade chord at 25% distance from root
଻ܿହ% Blade chord at 75% distance from root
ெܿ ௜ௗ Blade chord at mean
ோܿ௢௢௧ Blade chord at root
ௌܿ௘௖ Average chord of each blade section
்ܿ ௜௣ Blade chord at tip
௕ܿ௢௧௧௢௠ Blade section bottom chord
௧ܿ௢௣ Blade section top chord
݃ Acceleration of gravity
ℎଵ/ଶோ஽ௌ Blade height for root-mid blade section
ℎௌ௘௖ Height of the blade section
ℎ்஽ௌଵ/ଶ Blade height for mid-tip blade section
ℎ௕௟௔ௗ௘ Blade height
ℎ௧௥௢௣(ூௌ஺) Tropopause altitude at ISA condition
ℎ௧௥௢௣ Tropopause altitude
ℎ௭ Altitude
݇ீ ௌ௘௖ / ݇ீ Thermal conductivity for average gas temperature profile
்݇ ISA temperature gradient with altitude below the Tropopause
்݇஻஼ Thermal conductivity of thermal barrier coating
݉ ௖௢௢௟௔௡௧ Coolant mass flow
݉ ேீ௏
∗ NGV non-dimension coolant mass flow
݉ ஺݃௥௘௔ Blade mass flow per unit area
݉ ௚௔௦ Gas mass flow
݉ ௜௡௧௔௞௘ Intake mass flow
݉ ௦௛௥௢௨ௗ Shroud mass
݌ଶହ% Blade outlet static pressure at 25% distance from root
݌଻ହ% Blade outlet static pressure at 75% distance from root
݌஺௩ଵ/ଶோ஽ௌ Root-mid blade section average pressure difference
݌஺௩்஽ௌଵ/ଶ Mid-tip blade section average pressure difference
݌ூ௡ Blade inlet static pressure
݌ெ ௜ௗூ௡ Blade mid inlet static pressure
݌ெ ௜ௗ௢௨௧ Blade mid outlet static pressure
݌ை௨௧ Blade outlet static pressure
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݌ோ௢௢௧ை௨௧ Blade mid outlet static pressure
݌் ௜௣ூ௡ Blade tip inlet static pressure
݌் ௜௣ை௨௧ Blade tip outlet static pressure
ݎெ ௘௔௡ଵ/ଶ Blade mid average radius
ݎெ ௘௔௡ூ௡ Leading edge mean radius
ݎெ ௘௔௡ூ௡ Blade leading edge mean radius
ݎெ ௘௔௡ை௨௧ Training edge mean radius
ݎெ ௘௔௡ை௨௧ Blade trailing edge mean radius
ݎெ ௘௔௡ோ஽ௌ Blade root average radius
ݎெ ௘௔௡்஽ௌ Blade tip average radius
ݎோ௢௢௧ூ௡ Leading edge blade root radius
ݎோ௢௢௧ை௨௧ Trailing edge blade root radius
்ݎ ௜௣ூ௡ Leading edge blade tip radius
்ݎ ௜௣ை௨௧ Trailing edge blade tip radius
ݏଶହ% Blade perimeter at 25% distance from root
ݏ଻ହ% Blade perimeter at 75% distance from root
ݏெ ௜ௗ Blade perimeter at mean
ݏோ௢௢௧ Blade perimeter at root
ݏௌ௘௖ Average perimeter of each blade section
்ݏ ௜௣ Blade perimeter at tip
ݏ௕௢௧௧௢௠ Blade section bottom perimeter
ݏ௧௢௣ Blade section top perimeter
ݐଶହ% Blade outlet static temperature at 25% distance from root
ݐ଻ହ% Blade outlet static temperature at 75% distance from root
ݐ஺௩௘ Blade average static temperature
ݐூ௡ Blade inlet static temperature
ݐெ ௜ௗை௨௧ Blade mid outlet static temperature
ݐை௨௧ Blade outlet static temperature
ݐோ௢௢௧ை௨௧ Blade root outlet static temperature
்ݐ ௜௣ூ௡ Blade tip inlet static temperature
்ݐ ௜௣ை௨௧ Blade tip outlet static temperature
ߙ௢ଶହ% NGV outlet angle at 25% distance from the blade root
ߙ௢଻ହ% NGV outlet angle at 75% distance from the blade root
ߙ௢ெ ௜ௗ NGV mid outlet angle
ߙ௢ோ௢௢௧ NGV root outlet angle
ߙ௢்௜௣ NGV tip outlet angle
ߛ௛௢௧ Specific heat ratio for hot gas
ߝேீ௏ NGV cooling effectiveness
ߝோ Blade cooling effectiveness
ߟ௉ Polytrophic efficiency
ߟ௖௢௡௩ NGV convection effectiveness
ߟ௧ Turbine isentropic efficiency
ߠெ ௜ௗ Blade mid stager angle
ߠோ௢௢௧ Blade root stager angle
ߤ஺௩௘ Blade average gas viscosity
ߤ௢ Reference viscosity used in Sutherland equation
ߩ௛௭ Density at a given altitude
ߩ஺௩௘ Blade average gas density
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ߩூௌ஺ Density at ISA condition
ߩௌ௅ Sea level density
ߩ௕௟௔ௗ௘ Blade density
ߩ௚ Blade outlet gas density
ߩ௚ூ௡ Blade inlet gas density
ߩ௧௥௢௣ Density at the corresponding Tropopause temperature
ߪଵ/ଶு௘௜௚௛௧ Centrifugal stress at blade mid
ߪ஻௖௞ெ ௜ௗ Back of the blade stress at blade mid
ߪ஻௖௞ோ௢௢௧ Back of the blade stress at blade root
ߪ௅ாெ ௜ௗ LE stress at blade mid
ߪ௅ாோ௢௢௧ LE stress at blade root
ߪெ ௔௫ெ ௜ௗ Maximum stress at blade mid
ߪெ ௔௫ோ௢௢௧ Maximum stress at blade root
ߪோ஽ௌ Centrifugal stress at blade root
்ߪ ஽ௌ Centrifugal stress at blade tip
்ߪ ாெ ௜ௗ TE stress at blade mid
்ߪ ாோ௢௢௧ TE stress at blade root
்ߪ ௢௧஻௖௞ெ ௜ௗ Back of the blade total stress at blade mid
்ߪ ௢௧஻௖௞ோ௢௢௧ Back of the blade total stress at blade root
்ߪ ௢௧௅ாெ ௜ௗ LE total stress at blade mid
்ߪ ௢௧௅ாோ௢௢௧ LE total stress at blade root
்ߪ ௢௧் ாெ ௜ௗ TE total stress at blade mid
்ߪ ௢௧் ாோ௢௢௧ TE total stress at blade root
ߪ௠ ௔௫ଶହ%ோ௢௢௧ Maximum stress at 25% distance of the blade root
ߪ௠ ௔௫଻ହ%ோ௢௢௧ Maximum stress at 75% distance of the blade root
߮ேீ௏ Coolant mass flow percentage that enters NGV
ߤ Blade outlet as viscosity
߱ Angular velocity
ߙଵ Blade inlet gas relative angle
ߙଶ Blade outlet angle
ߙଶଶହ% Blade outlet angle at 25% distance from the blade root
ߙଶ଻ହ% Blade outlet angle at 75% distance from the blade root
ߙଶெ ௜ௗ Blade mid outlet angle
ߙଶோ௢௢௧ Blade root outlet angle
ߙଶ்௜௣ Blade tip outlet angle
A.1 Algorithm for the Atmospheric and Air Speed Model
The algorithm is divided into two conditions which are for altitude below Tropopause and for
altitude in Tropopause.
A.1.1 For altitude below Tropopause
1. Obtain the altitude ℎ௭, and the ambient temperature deviation from ISA condition ο ூܶௌ஺
2. Calculate the Tropopause altitude, ℎ௧௥௢௣ with ܴܮ = 6.5/1000m.
ℎ௧௥௢௣ = ℎ௧௥௢௣(ூௌ஺) + ∆ ூܶௌ஺
ܴܮ
(A-1)
3. Calculate the sea level temperature ௌܶ௅ and densityߩௌ௅.
ௌܶ௅ = ூܶௌ஺ + ∆ ூܶௌ஺ (A-2)
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ߩௌ௅ = ߩூௌ஺ × ூܶௌ஺
ௌܶ௅
(A-3)
4. Calculate the viscosity, ߤwith ߛൌ ͳǤͶ
ߤ= ߛ− 1
ߛ
(A-4)
5. Calculate the temperature at the given altitude,ܶ௛௭.
௛ܶ௭ = ௌܶ௅− (ܴܮ × ℎ௭) (A-5)
6. Calculate the density at the given altitude,ߩ௛௭ with ்݇ ൌ െͲǤͲͲ͸ͷι ݉/
ߩ௛௭ = ߩௌ௅൬ ௛ܶ௭
ௌܶ௅
൰
ି
௚
௞೟ோ
ିଵ (A-6)
7. Calculate the pressure at the given altitude,ܲ௛௭.
௛ܲ௭ = ூܲௌ஺ ൬ ௛ܶ௭
ௌܶ௅
൰
ି
௚
௞೟ோ (A-7)
8. Calculate TAS, ்ܸ ஺ௌ from given CAS, ஼ܸ஺ௌ
்ܸ ஺ௌ = ൥2
ߤ
ܲ
ߩ
൝ቆ1 + ூܲௌ஺
ܲ
ቈ൬1 + ߤ2ߩூௌ஺ூܲௌ஺ ஼ܸ஺ௌଶ൰ଵ ఓൗ − 1቉ቇఓ − 1ൡ൩ଵ ଶൗ (A-8)
9. Calculate the speed of sound, ௦ܽ
ܽ = ඥܴߛ ௛ܶ௭ (A-9)
10. Calculate the Mach number, ܯ
ܯ = ்ܸ ஺ௌ
௦ܽ
(A-10)
A.1.2 For altitude in Tropopause
1. Obtain the altitude ℎ௭, and the ambient temperature deviation from ISA condition ο ூܶௌ஺
2. Calculate the Tropopause altitude, ℎ௧௥௢௣ using Equation (A-1)
3. Calculate sea level temperature ௌܶ௅ and densityߩௌ௅ using Equation (A-2) and (A-3)
respectively
4. Calculate the viscosity, ߤ using Equation (A-4)
11. Take the temperature at the given altitude,ܶ௛௭ to be equal to Tropopause temperature
௧ܶ௥௢௣ which is 216.65 K
12. Calculate the density at the corresponding Tropopause temperature, ߩ௧௥௢௣
ߩ௧௥௢௣ = ߩௌ௅൬ ௧ܶ௥௢௣
ௌܶ௅
൰
ି
௚
௞೟ோ
ିଵ (A-11)
13. Calculate the density at the given altitude,ߩ௛௭.
ߩ௛௭ = ߩ௧௥௢௣ × ݁ି൬ ௚ோ ೟்ೝ೚೛൰൫௛೥ି௛೟ೝ೚೛൯ (A-12)
14. Calculate the pressure at the corresponding Tropopause temperature, ௧ܲ௥௢௣
௧ܲ௥௢௣ = ூܲௌ஺ ൬ ௧ܶ௥௢௣
ௌܶ௅
൰
ି
௚
௞೟ோ (A-13)
15. Calculate the pressure at the given altitude,ܲ௛௭.
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ܲ = ௧ܲ௥௢௣ × ݁ି൬ ௚ோ ೟்ೝ೚೛൰൫௛೥ି௛೟ೝ೚೛൯ (A-14)
16. Calculate TAS, ்ܸ ஺ௌ from given CAS, ஼ܸ஺ௌ using Equation (A-8)
17. Calculate the speed of sound, ௦ܽ using Equation (A-9)
18. Calculate the Mach number, ܯ using Equation (A-10)
A.2 Algorithm for Blade Stress Model
A.2.1 Algorithm for Centrifugal Stress Model
1. Calculate the rotational speed, ܰ
ܰ = ܲܥܰ × ܰௗ௘௦௜௚௡ (A-15)
2. Calculate the angular velocity, ߱
߱ = 2ߨܰ60 (A-16)
3. For each stage, calculate the blade tip, mid and root average radius, ݎெ ௘௔௡்஽ௌǡݎெ ௘௔௡ோ஽ௌ
and ݎெ ௘௔௡ଵȀଶ (refer to Figure A.2-1)
ݎெ ௘௔௡்஽ௌ = 0.5൫்ݎ ௜௣ூ௡ + ்ݎ ௜௣ை௨௧൯ (A-17)
ݎெ ௘௔௡ோ஽ௌ = 0.5(ݎோ௢௢௧ூ௡ + ݎோ௢௢௧ை௨௧) (A-18)
ݎெ ௘௔௡ଵ/ଶ = 0.5(ݎெ ௘௔௡்஽ௌ + ݎெ ௘௔௡ோ஽ௌ) (A-19)
4. Calculate the LE and TE mean radius for each blade stage, ݎெ ௘௔௡ூ௡ and ݎெ ௘௔௡ை௨௧as shown
in Figure A.2-1
ݎெ ௘௔௡ூ௡ = 0.5൫்ݎ ௜௣ூ௡ + ݎோ௢௢௧ூ௡൯ (A-20)
ݎெ ௘௔௡ை௨௧ = 0.5(ݎோ௢௢௧ூ௡ + ݎோ௢௢௧ை௨௧) (A-21)
5. Calculate for each stage the average cross section area for mid-tip and root-mid blade
section, ܣ஼௥௢௦ௌ௘௖் ஽ௌଵȀଶ, and ܣ஼௥௢௦ௌ௘௖ଵȀଶோ஽ௌ respectively.
ܣ஼௥௢௦ௌ௘௖் ஽ௌଵ/ଶ = 0.5൫ܣ஼௥௢௦ௌ௘௖் ஽ௌ + ܣ஼௥௢௦ௌ௘௖ଵ/ଶ൯ (A-22)
ܣ஼௥௢௦ௌ௘௖ଵ/ଶோ஽ௌ = 0.5൫ܣ஼௥௢௦ௌ௘௖ଵ/ଶ + ܣ஼௥௢௦ௌ௘௖ோ஽ௌ൯ (A-23)
6. Calculate for each stage, the blade height for mid-tip and root-mid blade section
ℎ்஽ௌଵȀଶ and ℎଵȀଶோ஽ௌ respectively.
ℎ்஽ௌଵ/ଶ = ݎ௠ ௘௔௡்஽ௌ− ݎ௠ ௘௔௡ଵ/ଶ (A-24)
ℎଵ/ଶோ஽ௌ = ݎ௠ ௘௔௡ଵ/ଶ− ݎ௠ ௘௔௡ோ஽ௌ (A-25)
7. Calculate for each stage, distance from section CG to rotation axis for mid-tip and root-
mid blade section, ஼݀ீ்஽ௌଵȀଶ and ஼݀ீଵȀଶோ஽ௌ respectively as shown in Figure A.2-2.
஼݀ீ்஽ௌଵ/ଶ = ݎ௠ ௘௔௡ଵ/ଶ + 0.5ℎ்஽ௌଵ/ଶ (A-26)
஼݀ீଵ/ଶோ஽ௌ = ݎ௠ ௘௔௡ோ஽ௌ + 0.5ℎଵ/ଶோ஽ௌ (A-27)
8. Calculate for each stage, the centrifugal force of the shroud, ܥܨௌ௛௥௢௨ௗ
ܥܨௌ௛௥௢௨ௗ = ݉ ௦௛௥௢௨ௗ × ߱ଶ × ݎெ ௘௔௡்஽ௌ (A-28)
9. Calculate for each stage, centrifugal force for mid-tip and root-mid blade section, ܥ்ܨ ஽ௌଵȀଶ
and ܥܨଵȀଶோ஽ௌ respectively
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ܥ்ܨ ஽ௌଵ/ଶ = ߩ௕௟௔ௗ௘ × ܣ஼௥௢௦ௌ௘௖் ஽ௌଵ/ଶ × ߱ଶ × ஼݀ீ்஽ௌଵ/ଶ × ℎ்஽ௌଵ/ଶ (A-29)
ܥܨଵ/ଶோ஽ௌ = ߩ௕௟௔ௗ௘ × ܣ஼௥௢௦ௌ௘௖ଵ/ଶோ஽ௌ × ߱ଶ × ஼݀ீଵ/ଶோ஽ௌ × ℎଵ/ଶோ஽ௌ (A-30)
10. Calculate for each stage, the accumulated centrifugal force at blade tip, mid and root,
ܥ்ܨ ஽ௌǡܥܨଵȀଶு௘௜௚௛௧ and ܥܨோ஽ௌ respectively as shown in Figure A.2-3
ܥ்ܨ ஽ௌ = ܥܨௌ௛௥௢௨ௗ (A-31)
ܥܨଵ/ଶு௘௜௚௛௧ = ܥ்ܨ ஽ௌ + ܥ்ܨ ஽ௌଵ/ଶ (A-32)
ܥܨோ஽ௌ = ܥܨଵ/ଶு௘௜௚௛௧+ ܥܨଵ/ଶோ஽ௌ (A-33)
11. Calculate for each stage, the centrifugal stress at blade tip, mid and root, ்ߪ ஽ௌ, ߪଵȀଶு௘௜௚௛௧,
and ߪோ஽ௌ respectively
்ߪ ஽ௌ = ܥ்ܨ ஽ௌ ܣ஼௥௢௦ௌ௘௖் ஽ௌ/ (A-34)
ߪଵ/ଶு௘௜௚௛௧ = ܥܨଵ/ଶு௘௜௚௛௧ ܣ஼௥௢௦ௌ௘௖ଵ/ଶ/ (A-35)
ߪோ஽ௌ = ܥܨோ஽ௌ ܣ஼௥௢௦ௌ௘௖ோ஽ௌ/ (A-36)
Figure A.2-1 Figure A.2-2
Figure A.2-3
A.2.2 Algorithm for Pressure Bending Moment Model
1. Calculate the polytrophic efficiency, ߟ௉
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ߟ௉ = ݈݊ ቌ1 − ߟ௧൭1− ቀ ௢ܲை௎்௢ܲேீ௏ቁ
ఊ೓೚೟ି ଵ
ఊ೓೚೟
൱ቍ
ߛ௛௢௧− 1
ߛ௛௢௧
݈݊ ቀ
௢ܲை௎்
௢ܲேீ௏
ቁ
(A-37)
2. Calculate the temperature drop across the turbine, ௗܶ௥௢௣ (Figure A.2-4)
ௗܶ௥௢௣ = ௢ܶேீ௏ − ௢ܶை௎் (A-38)
3. Calculate for each stage, the NGV inlet stagnation temperature, ௢ܶேீ௏ௌ௧௔௚௘ (refer to Figure
A.2-4)
௢ܶேீ௏ௌ௧௔௚௘ = ௢ܶேீ௏ (if only single stage turbine ) (A-39)
OR
௢ܶேீ௏ௌ௧௔௚௘ = ௢ܶை௎்ௌ௧௔௚௘ (of previous stage for multi-stage design) (A-40)
4. Calculate for each stage, the NGV inlet stagnation pressure,ܲ௢ேீ௏ௌ௧௔௚௘ (refer to Figure
A.2-4)
௢ܲேீ௏ௌ௧௔௚௘ = ௢ܲேீ௏ (If only single stage turbine) (A-41)
OR
௢ܲேீ௏ௌ௧௔௚௘ = ௢ܲை௎்ௌ௧௔௚௘ (of previous stage for multi-stage design) (A-42)
5. Calculate for each stage, the blade outlet stagnation temperature, ௢ܶை௎்ௌ௧௔௚௘ (refer to
Figure A.2-4)
௢ܶை௎்ௌ௧௔௚௘ = ௢ܶை௎் (If only single stage turbine) (A-43)
OR
௢ܶை௎்ௌ௧௔௚௘ = ௢ܶேீ௏ௌ௧௔௚௘ − ൫% ௗܶ௥௢௣ × ௗܶ௥௢௣൯(for multi-stage design) (A-44)
6. Calculate for each stage, the blade outlet stagnation pressure, ௢ܲை௎்ௌ௧௔௚௘ (refer to Figure
A.2-4)
௢ܲை௎்ௌ௧௔௚௘ = ௢ܲை௎் (If only single stage turbine) (A-45)
OR
௢ܲை௎்ௌ௧௔௚௘ = ௢ܲேீ௏ௌ௧௔௚௘ቀ்೚ೀೆ೅ೄ೟ೌ ೒೐
்೚ಿಸೇ
ቁ
ം೓೚೟
ആು൫ം೓೚೟షభ൯ (for multi-stage design) (A-46)
7. Calculate for each stage, annulus area at inlet and outlet of blade, ܣூ௡ and ܣை௨௧
respectively as shown in Figure A.2-5.
ܣூ௡ = ߨ൫்ݎ ௜௣ூ௡ଶ − ݎோ௢௢௧ூ௡ଶ ൯ (A-47)
ܣை௨௧ = ߨ൫்ݎ ௜௣ை௨௧ଶ − ݎோ௢௢௧ை௨௧ଶ ൯ (A-48)
8. Calculate for each stage, blade inlet stagnation temperature before mixing, ெܶ ௜௫௜௡௚ௌ௧௔௚௘
(refer to Figure A.2.6). Note that ஼ܶ௢௢௟௔௡௧ா௫௜௧ are obtained from the Blade Thermal Model.
ெܶ ௜௫௜௡௚ௌ௧௔௚௘ = ௢ܶேீ௏ௌ௧௔௚௘ − ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧ܥ ௖ܲ௢௟ௗ
݉ ௚௔௦ܥ ௛ܲ௢௧
( ஼ܶ௢௢௟௔௡௧ா௫௜௧− ஼ܶ௢௢௟௔௡௧ூ௡) (A-49)
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Figure A.2-4 Figure A.2.5
9. Calculate for each stage, blade inlet temperature after mixing, ைܶூே௦௧௔௚௘(refer to Figure
A.2-6)
ைܶூே௦௧௔௚௘ = ݉ ௚௔௦ܥ ௛ܲ௢௧ܶ ெ ௜௫௜௡௚ௌ௧௔௚௘ + (ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧)ܥ ௖ܲ௢௟ௗ ஼ܶ௢௢௟௔௡௧ா௫௜௧
൫݉ ௚௔௦ + (ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧)൯ܥ ௛ܲ௢௧ (A-50)
Figure A.2-6
10. Calculate for each stage, blade inlet stagnation pressure, ௢ܲூேௌ௧௔௚௘
௢ܲூேௌ௧௔௚௘ = ܰܩ ௉ܸோ × ௢ܲேீ௏ௌ௧௔௚௘ (A-51)
11. Calculate for each stage, blade inlet and outlet ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ denotes as ܳோ௢௧௢௥ூ௡ and
ܳோ௢௧௢௥ை௨௧ respectively
ܳோ௢௧௢௥ூ௡ = ݉ ௚௔௦ඥ ௢ܶூேௌ௧௔௚௘
ܣூ௡ ௢ܲூேௌ௧௔௚௘
(A-52)
ܳோ௢௧௢௥ை௨௧ = ݉ ௚௔௦ඥ ௢ܶை௎்ௌ௧௔௚௘
ܣை௨௧ܲ ௢ை௎்ௌ௧௔௚௘
(A-53)
12. Obtain for each stage, blade inlet and outlet axial velocity, ஺ܸ௫௜௔௟ூ௡ and ஺ܸ௫௜௔௟ை௨௧ from the
Axial Velocity Model for given ܳோ௢௧௢௥ூ௡ and ܳோ௢௧௢௥ை௨௧ respectively.
FOR BLADE TIP
13. Calculate for each stage, the blade speed at the tip of the blade inlet and outlet
்ܷ௜௣ூ௡(Figure A.2-7) and ்ܷ௜௣ை௨௧(Figure A.2-8) respectively.
்ܷ௜௣ூ௡ = ߱ × ்ݎ ௜௣ூ௡ (A-54)
்ܷ௜௣ை௨௧ = ߱ × ்ݎ ௜௣ை௨௧ (A-55)
ToOut
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14. Calculate for each stage, the relative tangential velocity at the tip of the blade outlet,
ܹ ்௔௡்௜௣ை௨௧ (refer to Figure A.2-8).
ܹ ்௔௡்௜௣ை௨௧ = ஺ܸ௫ை௨௧× ܽݐ ݊ߙଶ்௜௣ (A-56)
Figure A.2-7
Figure A.2.8
15. Calculate for each stage, the tangential velocity at the tip of the blade inlet and outlet,
்ܸ ௔௡்௜௣ூ௡ (Figure A.2-7) and ்ܸ ௔௡்௜௣ை௨௧ (Figure A.2-8) respectively.
்ܸ ௔௡்௜௣ூ௡ = ஺ܸ௫ூ௡ × ܽݐ ݊ߙ௢்௜௣ (A-57)
்ܸ ௔௡்௜௣ை௨௧ = ்ܷ௜௣ை௨௧− ܹ ்௔௡்௜௣ை௨௧ (A-58)
16. Calculate for each stage, the absolute velocity at the tip of blade inlet and outlet, ஺ܸ௕௦் ௜௣ூ௡
(Figure A.2-7) and ஺ܸ௕௦் ௜௣ை௨௧ (Figure A.2-8) respectively.
஺ܸ௕௦் ௜௣ூ௡ = ට ஺ܸ௫ூ௡ଶ + ்ܸ ௔௡்௜௣ூ௡ଶ (A-59)
஺ܸ௕௦் ௜௣ை௨௧ = ට ஺ܸ௫ை௨௧ଶ + ்ܸ ௔௡்௜௣ை௨௧ଶ (A-60)
17. Calculate for each stage, the static temperature at the tip of blade inlet and outlet, ்ݐ ௜௣ூே
and ்ݐ ௜௣ை௨௧ respectively.
்ݐ ௜௣ூ௡ = ௢ܶூேௌ௧௔௚௘− ஺ܸ௕௦் ௜௣ூ௡ଶ2ܥ ௛ܲ௢௧ (A-61)
்ݐ ௜௣ை௨௧ = ௢ܶை௎்ௌ௧௔௚௘− ஺ܸ௕௦் ௜௣ை௨௧ଶ2ܥ ௛ܲ௢௧ (A-62)
18. Calculate for each stage, the static pressure at the tip of blade inlet and outlet ݌் ௜௣ூ௡, and
݌் ௜௣ை௨௧ respectively.
݌் ௜௣ூ௡ = ௢ܲூேௌ௧௔௚௘൬்ݐ ௜௣ூ௡
௢ܶூே
൰
ఊ೓೚೟
ఊ೓೚೟ି ଵ (A-63)
݌் ௜௣ை௨௧ = ௢ܲை௨௧ௌ௧௔௚௘൬்ݐ ௜௣ை௨௧
௢ܶை௨௧
൰
ఊ೓೚೟
ఊ೓೚೟ି ଵ (A-64)
19. Calculate for each stage, the pressure difference, ο݌் ௜௣ at the tip of the blade
∆݌் ௜௣ = ݌் ௜௣ூ௡ି݌் ௜௣ை௨௧ (A-65)
FOR BLADE MID
20. Repeat step 13 to 19 to calculate the corresponding properties at the mid of the blade.
Hence the term ‘ܶ ݌݅’ using in the equations corresponding to those steps should be
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replaced to the term ‘ܯ ݅݀ ’. The final calculation should be the pressure difference, ο݌ெ ௜ௗ
at the mid of the blade.
∆݌ெ ௜ௗ = ݌ெ ௜ௗூ௡ି݌ெ ௜ௗ௢௨௧ (A-66)
FOR BLADE ROOT
21. Repeat step 13 to 19 to calculate the corresponding properties at the root of the blade.
Hence the term ‘ܶ ݌݅’ using in the equations corresponding to those steps should be
replaced to the term ‘ܴ݋݋ݐ. The final calculation should be the pressure difference, ο݌ோ௢௢௧
at the root of the blade.
∆݌ோ௢௢௧ = ݌ோ௢௢௧ூ௡ି݌ோ௢௢௧௢௨௧ (A-67)
22. Calculate for each stage, the annulus area for each blade section, ܣ஺௡ௌ௘௖் ஽ௌଵȀଶ (mid-tip
blade section) and ܣ஺௡ௌ௘௖ଵȀଶோ஽ௌ (root-mid blade section) respectively
ܣ஺௡ௌ௘௖் ஽ௌଵ/ଶ = ߨ൫ݎெ ௘௔௡்஽ௌଶ − ݎெ ௘௔௡ଵ/ଶଶ ൯ (A-68)
ܣ஺௡ௌ௘௖ଵ/ଶோ஽ௌ = ߨ൫ݎெ ௘௔௡ଵ/ଶଶ − ݎெ ௘௔௡ோ஽ௌଶ ൯ (A-69)
23. Calculate for each stage, the distance between section GC to blade root for each blade
section, ஼݀ீோ௢௢௧் ஽ௌଵȀଶ (mid-tip blade section) and ܣ஺௡ௌ௘௖ଵȀଶோ஽ௌ (root-mid blade section)
respectively as shown in Figure A.2-9
஼݀ீோ௢௢௧் ஽ௌଵ/ଶ = ஼݀ீ்஽ௌଵ/ଶ− ݎெ ௘௔௡ோ஽ௌ (A-70)
஼݀ீோ௢௢௧ଵ/ଶோ஽ௌ = ஼݀ீଵ/ଶோ஽ௌ− ݎெ ௘௔௡ோ஽ௌ (A-71)
24. Calculate for each stage, the average pressure difference for each section ݌஺௩்஽ௌଵȀଶ
(mid-tip blade section) and ݌஺௩ଵȀଶோ஽ௌ (root-mid blade section) respectively
݌஺௩்஽ௌଵ/ଶ = 0.5൫∆݌் ௜௣ − ∆݌ெ ௜ௗ൯ (A-72)
݌஺௩ଵ/ଶோ஽ௌ = 0.5(∆݌ெ ௜ௗ − ∆݌ோ௢௢௧) (A-73)
25. Calculate for each stage, force due to pressure difference for each section,
்ܲܨ ஽ௌଵ/ଶ = ܣ஺௡ௌ௘௖் ஽ௌଵ/ଶ × ݌஺௩்஽ௌଵ/ଶ
ܰ௕
(A-74)
ܲܨଵ/ଶோ஽ௌ = ܣ஺௡ௌ௘௖ଵ/ଶோ஽ௌ × ݌஺௩ଵ/ଶோ஽ௌ
ܰ௕
(A-75)
26. Calculate for each stage, the bending moment due to pressure difference about the root
(ܤܯ ோܲ௢௢௧) and the mid (ܤܯ ௠ܲ ௜ௗ) of the blade as shown in Figure A.2-10 respectively
ܤܯ ோܲ௢௢௧ = ൫ܲ ்ܨ ஽ௌଵ/ଶ × ஼݀ீோ௢௢௧் ஽ௌଵ/ଶ൯+ ൫ܲ ܨଵ/ଶோ஽ௌ × ஼݀ீோ௢௢௧ଵ/ଶோ஽ௌ൯ (A-76)
ܤܯ ௠ܲ ௜ௗ = ்ܲܨ ஽ௌଵ/ଶ × ൫݀ ஼ீோ௢௢௧் ஽ௌଵ/ଶ− ℎଵ/ଶோ஽ௌ൯ (A-77)
A.2.3 Algorithm for Axial Velocity Model
1. Obtain for each stage the blade inlet and outlet ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ , ܳோ௢௧௢௥ூ௡ and ܳோ௢௧௢௥ை௨௧ from
the Pressure Bending Moment Model
2. Guess the axial Mach Number
3. Calculate for each stage, the blade inlet and outlet stagnation and static temperature
ratio, ܶȀݐ
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ܶ
ݐ
= 1 + ߛ௛௢௧− 12 ܯ ଶ (A-78)
Figure A.2-9 Figure A.2-10
4. Calculate for each stage, the blade inlet and outlet ݉ ඥ ௢ܶ (ܣ ௢ܲ)ൗ , ܳீ௨௘௦௦
ܳீ௨௘௦௦ = ܯ ටߛ௛௢௧
ܴ
൬
ܶ
ݐ
൰
ି(ఊ೓೚೟ାଵ)
ଶ(ఊ೓೚೟ି ଵ) (A-79)
5. Calculate error value,
ܧ = ்ܳ௔௥௚௘௧− ܳீ௨௘௦௦
ܳீ௨௘௦௦
× 100 (A-80)
6. If the calculated ܧ is bigger that the threshold error margin, then repeat step 2 to 5 with a
new guess Mach number value. If the calculated ܧ is within the threshold error margin,
then continue to step 7. The threshold error margin used in this research is given in
Equation (A-81).
−0.005% < ܧ < 0.005% (A-81)
7. Calculate for each stage, the value of ܸȀξ ܶ for blade inlet and outlet
ܸ
√ܶ
= ܯ ඥܴߛ ൬ܶ
ݐ
൰
ିଵ
ଶ
ൗ
(A-82)
8. Calculate for each stage, the axial velocity for blade inlet and outlet, ஺ܸ௫ூ௡ and ஺ܸ௫ை௨௧
respectively
஺ܸ௫ூ௡ = ܸ
√ܶ
× ௢ܶூேௌ௧௔௚௘ (A-83)
஺ܸ௫ை௨௧ = ܸ
√ܶ
× ௢ܶை௨௧ௌ௧௔௚௘ (A-84)
9. Forward both ஺ܸ௫ூ௡ and ஺ܸ௫ை௨௧values to the Pressure Bending Moment Model
A.2.4 Algorithm for Momentum Bending Moment Model
The algorithm is divided into two parts. In the first part the algorithm to calculate the bending
moment due to axial velocity difference while for the second part, steps to calculate the bending
moment due to tangential velocity difference is presented.
A.2.4.1 Bending Moment due to Axial Velocity Difference
1. Calculate for each stage, the blade average annulus area, ܣ஺௡஺௩௘ as shown in Figure A-2-
11.
Rotation Axis
dCGTDS12
CG
dCGRootTDS12
rMeanRDS
CG
dCGRootTDS12
PFTDS1/2
PF1/2RDS
dCGRoot12RDS
300
ܣ஺௡஺௩௘ = 0.5(ܣூ௡ + ܣை௨௧) (A-85)
Figure A.2-11
2. Calculate for each stage, the mass flow per unit area, ݉ ஺݃௥௘௔
݉ ஺݃௥௘௔ = ݉݃
ܣ஺௡஺௩௘
(A-86)
3. Calculate for each stage, the axial velocity difference, ο ஺ܸ௫௜௔௟
∆ ஺ܸ௫௜௔௟= ஺ܸ௫ூ௡ − ஺ܸ௫ை௨௧ (A-87)
4. Calculate for each stage, the force due to axial velocity difference for each section
ܸܨ஺௫்஽ௌଵȀଶ (for mid-tip blade section) and ܸܨ஺௫ଵȀଶோ஽ௌ (for root-mid blade section)
ܸܨ஺௫்஽ௌଵ/ଶ = ݉ ஺݃௥௘௔ × ܣ஺௡ௌ௘௖் ஽ௌଵ/ଶ × ∆ ஺ܸ௫௜௔௟
ܰ௕
(A-88)
ܸܨ஺௫ଵ/ଶோ஽ௌ = ݉ ஺݃௥௘௔ × ܣ஺௡ௌ௘௖ଵ/ଶோ஽ௌ × ∆ ஺ܸ௫௜௔௟
ܰ௕
(A-89)
5. Calculate for each stage, the axial bending moment about blade root and about the
blade mid, ܤܯ ஺ܸ௫ோ௢௢௧ and ܤܯ ஺ܸ௫ெ ௜ௗ
ܤܯ ஺ܸ௫ோ௢௢௧ = ൫ܸ ܨ஺௫்஽ௌଵ/ଶ × ஼݀ீோ௢௢௧் ஽ௌଵ/ଶ൯+ ൫ܸ ܨ஺௫ଵ/ଶோ஽ௌ × ஼݀ீோ௢௢௧ଵ/ଶோ஽ௌ൯ (A-90)
ܤܯ ஺ܸ௫ெ ௜ௗ = ܸܨ஺௫்஽ௌଵ/ଶ × ൫݀ ஼ீோ௢௢௧் ஽ௌଵ/ଶ− ℎଵ/ଶோ஽ௌ൯ (A-91)
A.2.4.2 Bending Moment due to Tangential Velocity Difference
1. Calculate for each stage, the tangential velocity difference at blade tip, mid and root,
ο்ܸ ௔௡்௜௣, ο்ܸ ௔௡ெ ௜ௗ, and ο்ܸ ௔௡ோ௢௢௧ respectively as shown in Figure A.2-12
∆்ܸ ௔௡்௜௣ = ்ܸ ௔௡்௜௣ூ௡ − ்ܸ ௔௡்௜௣ை௨௧ (A-92)
∆்ܸ ௔௡ெ ௜ௗ = ்ܸ ௔௡ெ ௜ௗூ௡ − ்ܸ ௔௡ெ ௜ௗை௨௧ (A-93)
∆்ܸ ௔௡ோ௢௢௧ = ்ܸ ௔௡ோ௢௢௧ூ௡ − ்ܸ ௔௡ோ௢௢௧ை௨௧ (A-94)
2. Calculate for each stage, the average tangential velocity difference for each section,
ο்ܸ ௔௡஺௩்஽ௌଵȀଶ(mid-tip blade section) and ο்ܸ ௔௡஺௩ଵȀଶோ஽ௌ (root-mid blade section)
respectively as shown in Figure A. 2-12.
∆்ܸ ௔௡஺௩்஽ௌଵ/ଶ = 0.5൫∆்ܸ ௔௡்௜௣ + ∆்ܸ ௔௡ெ ௘௔௡൯ (A-95)
∆்ܸ ௔௡஺௩ଵ/ଶோ஽ௌ = 0.5(∆்ܸ ௔௡ெ ௘௔௡ + ∆்ܸ ௔௡ோ௢௢௧) (A-96)
3. Calculate for each stage, the force due to tangential velocity of each section,
்ܸܨ ௔௡்஽ௌଵȀଶ (mid-tip blade section) and ்ܸܨ ௔௡ଵȀଶோ஽ௌ (root-mid blade section) respectively.
AoutAIn
AAnAve
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்ܸܨ ௔௡்஽ௌଵ/ଶ = ݉ ஺݃௥௘௔ × ܣ஺௡ௌ௘௖் ஽ௌଵ/ଶ × ∆்ܸ ௔௡஺௩்஽ௌଵ/ଶ
ܰ௕
(A-97)
்ܸܨ ௔௡ଵ/ଶோ஽ௌ = ݉ ஺݃௥௘௔ × ܣ஺௡ௌ௘௖ଵ/ଶோ஽ௌ × ∆்ܸ ௔௡஺௩ଵ/ଶோ஽ௌ
ܰ௕
(A-98)
4. Calculate for each stage, the tangential bending moment about blade root and about the
blade mid.
ܤܯ ்ܸ ௔௡ோ௢௢௧ = ൫ܸ ்ܨ ௔௡்஽ௌଵ/ଶ × ஼݀ீோ௢௢௧் ஽ௌଵ/ଶ൯+ ൫ܸ ்ܨ ௔௡ଵ/ଶோ஽ௌ × ஼݀ீோ௢௢௧ଵ/ଶோ஽ௌ൯ (A-99)
ܤܯ ்ܸ ௔௡ெ ௜ௗ = ்ܸܨ ௔௡்஽ௌଵ/ଶ × ൫݀ ஼ீோ௢௢௧் ஽ௌଵ/ଶ− ℎଵ/ଶோ஽ௌ൯ (A-100)
Figure A.2-12
A.2.5 Algorithm for Maximum Stress Model
1. Calculate for each stage, the resulting bending moment at axial and for blade mid and
root, ܤܯோ௘௦஺௫ெ ௜ௗ, and ܤܯோ௘௦஺௫ோ௢௢௧ respectively.
ܤܯோ௘௦஺௫ெ ௜ௗ = ܤܯ ெܲ ௜ௗ + ܤܯ ஺ܸ௫ெ ௜ௗ (A-101)
ܤܯோ௘௦஺௫ோ௢௢௧ = ܤܯ ோܲ௢௢௧+ ܤܯ ஺ܸ௫ோ௢௢௧ (A-102)
2. Calculate for each stage, the resulting bending moment at tangential and for blade mid
and root, ܤܯோ௘௦் ௔௡ெ ௜ௗ, and ܤܯோ௘௦் ௔௡ோ௢௢௧ respectively.
ܤܯோ௘௦் ௔௡ெ ௜ௗ = ܤܯ ்ܸ ௔௡ெ ௜ௗ (A-103)
ܤܯோ௘௦் ௔௡ோ௢௢௧ = ܤܯ ்ܸ ௔௡ோ௢௢௧ (A-104)
3. Convert for each stage, blade mid and root bending moment about blade direction X
(refer to Figure A.6-1), ܯ௑௑ெ ௜ௗ and ܯ௑௑ோ௢௢௧ respectively
ܯ௑௑ெ ௜ௗ = ܤܯோ௘௦஺௫ெ ௜ௗ݅ݏ݊ߠெ ௜ௗ + ܤܯோ௘௦் ௔௡ெ ௜ௗ ݋ܿݏߠெ ௜ௗ (A-105)
ܯ௑௑ோ௢௢௧ = ܤܯோ௘௦஺௫ோ௢௢௧݅ݏ݊ߠோ௢௢௧+ ܤܯோ௘௦் ௔௡ோ௢௢௧ܿ ݋ݏߠோ௢௢௧ (A-106)
4. Convert for each stage, blade mid and root bending moment about blade direction X
(refer to Figure A.2-13), ܯ௒௒ெ ௜ௗ and ܯ௒௒ோ௢௢௧ respectively
ܯ௒௒ெ ௜ௗ = ܤܯோ௘௦஺௫ெ ௜ௗ ݋ܿݏߠெ ௜ௗ − ܤܯோ௘௦் ௔௡ெ ௜ௗ݅ݏ݊ߠெ ௜ௗ (A-107)
ܯ௒௒ோ௢௢௧ = ܤܯோ௘௦஺௫ோ௢௢௧ܿ ݋ݏߠோ௢௢௧− ܤܯோ௘௦் ௔௡ோ௢௢௧݅ݏ݊ߠோ௢௢௧ (A-108)
VTanTip
VTanMean
VTanRoot
VTanAvTDS1/2
VTanAv1/2RS
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Figure A.2-13
5. Calculate for each stage, LE stress at the blade root and mid, ߪ௅ாெ ௜ௗ and ߪ௅ாோ௢௢௧
respectively.
ߪ௅ாெ ௜ௗ = ܯ௑௑ெ ௜ௗ ௅ܻாெ ௜ௗ
ܫ௠ ௜௡ெ ௜ௗ
+ ܯ௒௒ெ ௜ௗܺ௅ாெ ௜ௗ
ܫ௠ ௔௫ெ ௜ௗ
(A-109)
ߪ௅ாோ௢௢௧ = ܯ௑௑ோ௢௢௧ܻ ௅ாோ௢௢௧
ܫ௠ ௜௡ோ௢௢௧
+ ܯ௒௒ோ௢௢௧ܺ ௅ாோ௢௢௧
ܫ௠ ௔௫ோ௢௢௧
(A-110)
6. Calculate for each stage, TE stress at the blade root and mid, ்ߪ ாெ ௜ௗ and ்ߪ ாோ௢௢௧
respectively.
்ߪ ாெ ௜ௗ = ܯ௑௑ெ ௜ௗ்ܻ ாெ ௜ௗ
ܫ௠ ௜௡ெ ௜ௗ
+ ܯ௒௒ெ ௜ௗ்ܺாெ ௜ௗ
ܫ௠ ௔௫ெ ௜ௗ
(A-111)
்ߪ ாோ௢௢௧ = ܯ௑௑ோ௢௢௧ܻ ்ாோ௢௢௧
ܫ௠ ௜௡ோ௢௢௧
+ ܯ௒௒ோ௢௢௧ܺ ்ாோ௢௢௧
ܫ௠ ௔௫ோ௢௢௧
(A-112)
7. Calculate for each stage, back of the blade stress at the blade root and mid, ߪ஻௖௞ெ ௜ௗ and
ߪ஻௖௞ோ௢௢௧ respectively.
ߪ஻௖௞ெ ௜ௗ = ܯ௑௑ெ ௜ௗ ஻ܻ௖௞ெ ௜ௗ
ܫ௠ ௜௡ெ ௜ௗ
+ ܯ௒௒ெ ௜ௗܺ஻௖௞ெ ௜ௗ
ܫ௠ ௔௫ெ ௜ௗ
(A-113)
ߪ஻௖௞ோ௢௢௧ = ܯ௑௑ோ௢௢௧ܻ ஻௖௞ோ௢௢௧
ܫ௠ ௜௡ோ௢௢௧
+ ܯ௒௒ோ௢௢௧ܺ ஻௖௞ோ௢௢௧
ܫ௠ ௔௫ோ௢௢௧
(A-114)
8. Calculate for each stage, the total stress at LE, TE, and back of blade at the blade mid,
்ߪ ௢௧௅ாெ ௜ௗ, ்ߪ ௢௧் ாெ ௜ௗ, and ்ߪ ௢௧஻௖௞ெ ௜ௗ respectively
்ߪ ௢௧௅ாெ ௜ௗ = ߪଵ/ଶு௘௜௚௛௧+ ߪ௅ாெ ௜ௗ (A-115)
்ߪ ௢௧் ாெ ௜ௗ = ߪଵ/ଶு௘௜௚௛௧+ ்ߪ ாெ ௜ௗ (A-116)
்ߪ ௢௧஻௖௞ெ ௜ௗ = ߪଵ/ଶு௘௜௚௛௧+ ߪ஻௖௞ெ ௜ௗ (A-117)
9. Calculate for each stage, the total stress at LE, TE, and back of blade at the blade root,
்ߪ ௢௧௅ாோ௢௢௧, ்ߪ ௢௧் ாோ௢௢௧, and ்ߪ ௢௧஻௖௞ோ௢௢௧ respectively
்ߪ ௢௧௅ாோ௢௢௧ = ߪோ஽ௌ + ߪ௅ாோ௢௢௧ (A-118)
்ߪ ௢௧் ாோ௢௢௧ = ߪோ஽ௌ + ்ߪ ாோ௢௢௧ (A-119)
்ߪ ௢௧஻௖௞ோ௢௢௧ = ߪோ஽ௌ + ߪ஻௖௞ோ௢௢௧ (A-120)
10. Select for each stage, maximum stress at blade mid and root, ߪெ ௔௫ெ ௜ௗ, and ߪெ ௔௫ோ௢௢௧.
ߪெ ௔௫ெ ௜ௗ = max{்ߪ ௢௧௅ாெ ௜ௗ, ்ߪ ௢௧் ாெ ௜ௗ, ்ߪ ௢௧஻௖௞ெ ௜ௗ} (A-121)
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ߪெ ௔௫ோ௢௢௧ = max{்ߪ ௢௧௅ாோ௢௢௧, ்ߪ ௢௧் ாோ௢௢௧, ்ߪ ௢௧஻௖௞ோ௢௢௧} (A-122)
11. Approximate the maximum stress at 25% and 75% distance from blade root, ߪ௠ ௔௫ଶହΨோ௢௢௧,
and ߪ௠ ௔௫଻ହΨோ௢௢௧
ߪ௠ ௔௫ଶହ%ோ௢௢௧ = 0.5(ߪெ ௔௫ோ௢௢௧+ ߪெ ௔௫ெ ௜ௗ) (A-123)
ߪ௠ ௔௫଻ହ%ோ௢௢௧ = 0.5(ߪெ ௔௫ெ ௜ௗ + ்ߪ ஽ௌ) (A-124)
A.3 Algorithm for Blade Thermal Model
The algorithm is divided into three sub-models which are the Cooled Blade 0D Thermal Model,
Cooled Blade 1D Thermal Model, Uncooled Blade 1D Thermal Model.
A.3.1 Cooled Blade 0D Thermal Model
1. Calculate for each stage coolant mass flow percentage that enters NGV, ߮ேீ௏
߮ேீ௏ = ܰܩ ௠ܸ ௔௦௦௙௥௔௖ × ݉ ௖௢௢௟௔௡௧
݉ ௜௡௧௔௞௘
(A-125)
2. Calculate for each stage NGV non-dimension coolant mass flow, ݉ ேீ௏∗
݉ ேீ௏
∗ = ߮ேீ௏2.5 (A-126)
3. Calculate for each stage convection efficiency, ߟ௖௢௡௩
ߟ௖௢௡௩ = ߝேீ௏
݉ ேீ௏
∗ − (݉ ேீ௏∗ × ߝேீ௏) (A-127)
4. Calculate for each stage NGV metal temperature, ேܶீ௏ (Figure A.3-1)
ேܶீ௏ = ௢ܶேீ௏ௌ௧௔௚௘− ߝேீ௏൫ܶ ௢ேீ௏ௌ௧௔௚௘ × ஼ܶ௢௢௟௔௡௧ூ௡൯ (A-128)
5. Calculate for each stage NGV coolant exit temperature, ஼ܶ௢௢௟௔௡௧ா௫௜௧ (Figure A.3-2)
஼ܶ௢௢௟௔௡௧ா௫௜௧ = ஼ܶ௢௢௟௔௡௧ூ௡ିߟ௖௢௡௩( ேܶீ௏ × ஼ܶ௢௢௟௔௡௧ூ௡) (A-129)
6. Calculate for each stage blade metal temperature (Figure A.3-2)
ோܶ௢௧௢௥ = ைܶூே௦௧௔௚௘ − ߝோ൫ܶ ைூே௦௧௔௚௘ × ஼ܶ௢௢௟௔௡௧ூ௡൯ (A-130)
Figure A.3-1 Figure A.3-2
A.3.2 Cooled Blade 1D Thermal Model
1. For each stage, calculate the blade reference temperature, ோܶ௘௙
ோܶ௘௙ = ௢ܶேீ௏௦௧௔௚௘ି ஻ܶ௨௥ூ௡ (A-131)
TCoolantIn
TCoolantExit
NGV
TNGV
TCoolantIn
TCoolantExit
Rotor TRotor
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2. Calculate for each stage the maximum and minimum gas temperature, ௠ܶ ௔௫ and ௠ܶ ௜௡
respectively.
௠ܶ ௔௫ = ௢ܶூே௦௧௔௚௘ + ൫ܶ ோ௘௙ × ܴܶܦܨ൯ (A-132)
௠ܶ ௜௡ = ൫5 ௢ܶூே௦௧௔௚௘− 2 ௠ܶ ௔௫൯3 (A-133)
3. Create for each stage the temperature profile at the blade span locations, ܶீ ோ௢௢௧ǡܶீ ଶହΨ ,
௠ܶ ௜ௗ, ܶீ ଻ହΨ , and ܶீ ்௜௣.
ܶீ ோ௢௢௧or ܶீ ்௜௣ = ௠ܶ ௜௡ (A-134)
ܶீ ଶହ% = ௠ܶ ௜௡ + ଶ( ೘் ೌೣି்೘ ೔೙)
ଷ (A-135)
ܶீ ெ ௜ௗ = ௠ܶ ௜௡ + ( ௠ܶ ௔௫ − ௠ܶ ௜௡)3 (A-136)
ܶீ ଻ହ% = ௠ܶ ௔௫ (A-137)
4. Calculate for each stage % coolant mass flow that enters NGV, ߮ேீ௏ using Equation (A-
125)
5. Calculate for each stage NGV non-dimension coolant mass flow ݉ ேீ௏∗, using Equation
(A-126)
6. Calculate for each stage NGV convection efficiency, ߟ௖௢௡௩ using Equation (A-127)
7. Calculate for each stage NGV metal temperature, ேܶீ௏ using Equation (A-128)
8. Calculate for each stage NGV coolant exit temperature, ஼ܶ௢௢௟௔௡௧ா௫௜௧ using Equation (A-
129)
9. Calculate for each stage the blade height, ℎ௕௟௔ௗ௘
ℎ௕௟௔ௗ௘ = ݎெ ௘௔௡்஽ௌ− ݎெ ௘௔௡ோ஽ௌ (A-138)
10. Calculate for each stage the blade chord at 25% and 75% distance from blade root, ଶܿହΨ ,
଻ܿହΨ .
ଶܿହ% = 0.5( ௥ܿ௢௢௧+ ெܿ ௜ௗ) (A-139)
଻ܿହ% = 0.5൫ܿ ெ ௜ௗ + ்ܿ ௜௣൯ (A-140)
11. Calculate for each stage the blade perimeter at 25% and 75% distance from blade root,
ݏଶହΨ , ݏ଻ହΨ .
ݏଶହ% = 0.5(ݏ௥௢௢௧+ ݏெ ௜ௗ) (A-141)
ݏ଻ହ% = 0.5൫ݏெ ௜ௗ + ்ݏ ௜௣൯ (A-142)
12. Calculate for each stage outlet static pressure at 25% and 75% distance from blade root,
݌ଶହΨ , ݌଻ହΨ
݌ଶହ% = 0.5(݌ோ௢௢௧ை௨௧+ ݌ெ ௜ௗை௨௧) (A-143)
݌଻ହ% = 0.5൫݌் ௜௣ை௨௧+ ݌ெ ௜ௗை௨௧൯ (A-144)
13. Calculate for each stage outlet static temperature at 25% and 75% distance from blade
root, ݐଶହΨ , ݐ଻ହΨ
ݐଶହ% = 0.5(ݐோ௢௢௧ை௨௧+ ݐெ ௜ௗை௨௧) (A-145)
ݐ଻ହ% = 0.5൫ݐெ ௜ௗை௨௧+ ்ݐ ௜௣ை௨௧൯ (A-146)
14. Calculate for each stage outlet absolute velocity at 25% and 75% distance from blade
root, ஺ܸ௕௦ଶହΨை௨௧, ஺ܸ௕௦଻ହΨை௨௧
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஺ܸ௕௦ଶହ%ை௨௧ = 0.5( ஺ܸ௕௦ோ௢௢௧ை௨௧+ ஺ܸ௕௦ெ ௜ௗை௨௧) (A-147)
஺ܸ௕௦଻ହ%ை௨௧ = 0.5൫ܸ ஺௕௦ெ ௜ௗை௨௧+ ஺ܸ௕௦் ௜௣ை௨௧൯ (A-148)
15. Calculate for each stage NGV exit blade angle at 25% and 75% distance from blade root,
ߙ௢ଶହΨ , ߙ௢଻ହΨ
ߙ௢ଶହ% = 0.5(ߙ௢ோ௢௢௧+ ߙ௢ெ ௜ௗ) (A-149)
ߙ௢଻ହ% = 0.5൫ߙ௢ெ ௜ௗ + ߙ௢்௜௣൯ (A-150)
16. Calculate for each stage blade exit blade angle at 25% and 75% distance from blade
root, ߙଶଶହΨ , ߙଶ଻ହΨ
ߙଶଶହ% = 0.5(ߙଶோ௢௢௧+ ߙଶெ ௜ௗ) (A-151)
ߙଶ଻ହ% = 0.5൫ߙଶெ ௜ௗ + ߙଶ்௜௣൯ (A-152)
17. Calculate for each stage outlet blade speed at 25% and 75% distance from blade root,
ܷଶହΨை௨௧ , ܷ଻ହΨை௨௧
ܷଶହ%ை௨௧ = 0.5(ܷோ௢௢௧ை௨௧+ ܷெ ௜ௗை௨௧) (A-153)
ܷ଻ହ%ை௨௧ = 0.5൫ܷ ெ ௜ௗை௨௧+ ்ܷ௜௣ை௨௧൯ (A-154)
18. Calculate for each stage the tangential inlet velocity for 25%, and 75% distance from
blade root,்ܸ௔௡ଶହΨூ௡ and ்ܸ ௔௡଻ହΨூ௡.
்ܸ ௔௡ଶହ%ூ௡ = ஺ܸ௫ூ௡ tanߙ௢ଶହ% (A-155)
்ܸ ௔௡଻ହ%ூ௡ = ஺ܸ௫ூ௡ tanߙ௢଻ହ% (A-156)
19. Calculate for each stage the blade inlet gas relative angleߙଵfor root, mid, tip, 25%, and
75% distance from blade root as shown in Figure A.3-3
ߙଵ = tanିଵ൬்ܸ ௔௡ூ௡ − ܷோ௢௢௧ூ௡
஺ܸ௫ூ௡
൰ (A-157)
20. Calculate for each stage the blade angle ratio, ܣܴ for root, 25%, 75%, and tip
ܣܴ = ߙଵ ߙଶ/ (A-158)
Figure A.3-3
21. Obtain for each stage the constant X from the Heat Transfer Data for Conventional Blade
Profile plot (see Figure A.3-4) for root, 25%, 75%, and tip.
22. Obtain for each stage the nominal mean Nusselt number ܰݑ௚∗ from the Heat Transfer
Data for Conventional Blade Profile plot (see Figure A.3-4) for root, 25% root, mid, 75%
root, and tip.
Figure A.3-4: Heat transfer data
23. Calculate for each stage the
and tip.
 /g out outp R t  
24. Using Sutherland Equation
root, 25% root, mid, 75%
0.555
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 



where o=0.00001257 N
25. Calculate for each stage the Re
tip of the exit of the blade
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
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
26. Calculate for each stage the
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
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 
27. Divide the blade into four sections as shown in
28. Calculate the mean heighthBlade = rMeanTDS - rMeanRDS
29. Calculate height of thehSec = hBlade / 4
30. Calculate for each stage
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for conventional blade profile
blade outlet gas density, g for root, 25% root
, calculate for each stage the blade outlet gas
root, and tip.
3/ 2
 
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sec/m2 , Tio=524.07K, and Suth=120
ynolds number, Re for root, 25% root, mid,
.
exponential Y for root, 25% root, mid, 75%
Figure A.3-5
Figure A.3-5
of the blade, hBlade
blade section, hSec
, average chord, cSec of each blade section
, mid 75% root,
(A-159)
viscosity,  for
(A-160)
75% root, and
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ௌܿ௘௖ = ௧ܿ௢௣ − ௕ܿ௢௧௧௢௠2 (A-165)
Note: For blade section 1: ௧ܿ௢௣ is the chord at 25% root while for ௕ܿ௢௧௧௢௠ , it is chord of the
blade root.
31. Calculate for each stage, average perimeter, ݏௌ௘௖ of each blade section
ݏௌ௘௖ = ݏ௧௢௣ − ݏ௕௢௧௧௢௠2 (A-166)
32. Calculate for each stage average Reynolds number of each blade section, ܴ ௌ݁௘௖
ܴ ௌ݁௘௖ = ܴ ௧݁௢௣ − ܴ ௕݁௢௧௧௢௠2 (A-167)
33. Calculate for each stage average constant X of each blade section, ௌܺ௘௖
ௌܺ௘௖ = ܺ௧௢௣ − ܺ௕௢௧௧௢௠2 (A-168)
34. Calculate for each stage average exponential ܻ of each blade section, ௌܻ௘௖
ௌܻ௘௖ = ௧ܻ௢௣ − ௕ܻ௢௧௧௢௠2 (A-169)
35. Calculate for each stage average nominal mean Nusselt number
ܰݑ௚
∗ of each blade section, ܰݑ௚∗
ௌ௘௖
ܰݑ௚
∗
ௌ௘௖
= ܰݑ௚∗௧௢௣ − ܰݑ௚∗௕௢௧௧௢௠2 (A-170)
36. Calculate for each stage the average gas temperature profile for each blade section,ܶீௌ௘௖
ܶீ ௌ௘௖ = ܶீ ௧௢௣ − ܶீ ௕௢௧௧௢௠2 (A-171)
37. For each average gas temperature, ܶீ ௌ௘௖, obtain the thermal conduction of air, ݇ீ ௌ௘௖.
38. Calculate for each stage the blade section metal temperature, ெܶ ௌ௘௖ starting from the root
to the top section
ெܶ ௌ௘௖ = ܶீ ௌ௘௖− ߝோ(ܶீ ௌ௘௖− ஼ܶ௜ௌ௘௖) (A-172)
Note: The coolant inlet temperature, ஼ܶ௜ௌ௘௖ for each subsequent section is taken as the
coolant exit temperature, ஼ܶ௢ௌ௘௖ of the lower section as shown in Figure A.3-6. For blade
section 1, ஼ܶ௜ௌ௘௖ ൌ ஼ܶ௢௢௟௔௡௧ூ௡.
39. Calculate for each stage, the blade section Nusselt number, ܰݑௌ௘௖
ܰݑௌ௘௖ = ܰݑ∗ௌ௘௖൬ ܴ ௌ݁௘௖2 × 10ହ൰௑ೄ೐೎൬ܶீ ௦௘௖ெܶ ௦௘௖൰௒ೞ೐೎ (A-173)
40. Calculate for each stage, the blade section convective heat transfer coefficient, ܪௌ௘௖
ܪௌ௘௖ = ܰݑௌ௘௖ × ݇ீ ௌ௘௖
௦ܿ௘௖
(A-174)
41. Calculate for each stage, the blade section coolant exit temperature, ஼ܶ௢ௌ௘௖
஼ܶ௢ௌ௘௖ = ஼ܶ௜ௌ௘௖ + ൦ܪௌ௘௖ ௌܵ௘௖ℎௌ௘௖ߝோ(ܶீ ௦௘௖− ஼ܶ௜ௌ௘௖)
൬
݉ ௖௢௢௟௔௡௧ܴ ݋ݐ݋ݎ௠ ௔௦௦௙௥௔௖
ܰ௕
൰ܥ ௖ܲ௢௟ௗ
൪
(A-175)
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Figure A.3-6
42. Take coolant exit temperature, ஼ܶ௢ௌ௘௖ to be the next section coolant inlet temperature,
஼ܶ௜ௌ௘௖ and repeat Step 37 to 40 until calculation of blade section 4 is completed.
43. Calculate for each stage the metal temperature, ெܶ at blade root, 25% root, mid, 75%
root, and tip
ெܶ = 0.5( ெܶ ௌ௘௖்௢௣ + ெܶ ௌ௘௖஻௢௧௧௢௠ ) (A-176)
Note: Metal temperature at the mid is the average of metal temperature at blade section
2 and 3 as shown in A.3-5
A.3.3 Uncooled Blade 1D Thermal Model
1. For each stage, calculate the blade reference temperature, ோܶ௘௙ using Equation (A-131).
2. Calculate for each stage the maximum and minimum gas temperature, ௠ܶ ௔௫ and ௠ܶ ௜௡
respectively using Equation (A-132) and (A-133) respectively.
3. Create for each stage the temperature profile at the blade span locations, ܶீ ோ௢௢௧ǡܶீ ଶହΨ ,
௠ܶ ௜ௗ, ܶீ ଻ହΨ , and ܶீ ்௜௣ using Equation (A-134), (A-135), (A-136), and (A-137) respectively.
4. Calculate for each stage % coolant mass flow that enters NGV, ߮ேீ௏ using Equation (A-
125)
5. Calculate for each stage NGV non-dimension coolant mass flow ݉ ேீ௏∗, using Equation
(A-126)
6. Calculate for each stage NGV convection efficiency, ߟ௖௢௡௩ using Equation (A-127)
7. Calculate for each stage NGV metal temperature, ேܶீ௏ using Equation (A-128)
8. Calculate for each stage NGV coolant exit temperature, ஼ܶ௢௢௟௔௡௧ா௫௜௧ using Equation (A-
129)
9. Calculate for each stage the blade height, ℎ௕௟௔ௗ௘ using Equation (A-138)
10. Calculate for each stage the blade chord at 25% and 75% distance from blade root,
ଶܿହΨ ,and ଻ܿହΨ using Equation (A-139) and (A-140) respectively.
11. Calculate for each stage the blade perimeter at 25% and 75% distance from blade root,
ݏଶହΨ , and ݏ଻ହΨ using Equation (A-141) and (A-142) respectively.
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12. Calculate for each stage outlet static pressure at 25% and 75% distance from blade root,
݌ଶହΨ , and ݌଻ହΨ using Equation (A-143) and (A-144).
13. Calculate for each stage outlet static temperature at 25% and 75% distance from blade
root, ݐଶହΨ , and ݐ଻ହΨ using Equation (A-145) and (A146) respectively.
14. Calculate for each stage outlet absolute velocity at 25% and 75% distance from blade
root, ஺ܸ௕௦ଶହΨை௨௧, and ஺ܸ௕௦଻ହΨை௨௧ using Equation (A-147) and (A-148).
15. Calculate for each stage inlet absolute velocity at 25% and 75% distance from blade root,
஺ܸ௕௦ଶହΨை௨௧, and ஺ܸ௕௦଻ହΨை௨௧
஺ܸ௕௦ଶହ%ூ௡ = 0.5( ஺ܸ௕௦ோ௢௢௧ூ௡ + ஺ܸ௕௦ெ ௜ௗூ௡) (A-177)
஺ܸ௕௦଻ହ%ூ௡ = 0.5൫ܸ ஺௕௦ெ ௜ௗூ௡ + ஺ܸ௕௦் ௜௣ூ௡൯ (A-178)
16. Calculate for each stage the blade outlet gas density, ߩ௚ for root, 25% root, mid 75% root,
and tip using Equation (A-159).
17. Calculate for each stage the blade inlet gas density, ߩ௚ூ௡ for root, 25% root, mid 75% root,
and tip.
ߩ௚ூ௡ = ݌ூ௡
ܴ × ݐூ௡ (A-179)
18. Calculate for each stage the blade outlet gas viscosity, ߤ for root, 25% root, mid, 75%
root, and tip using Equation (A-160).
19. Calculate for each stage the blade inlet gas viscosity, ߤூ௡ for root, 25% root, mid, 75%
root, and tip
ߤூ௡ = ߤ௢ 0.555 ௜ܶ௢ + ܵݑݐℎ0.555ݐூ௡ + ܵݑݐℎ ൬ݐூ௡௜ܶ௢൰ଷ/ଶ (A-180)
where ߤ௢ = 0.00001827 ே௦௘௖
௠ మ
, ௜ܶ௢ ൌ ͷʹ ͶǤͲ͹ܭ, and ܵݑ݄ݐ ൌ ͳʹ Ͳ
20. Calculate for each stage the blade average gas density, ߩ஺௩௘ at root, 25% root, mid,75%
root and tip
ߩ஺௩௘ = 0.5൫ߩ௚ூ௡ + ߩ௚൯ (A-181)
21. Calculate for each stage the blade average gas viscosity, ߤ஺௩௘ at root, 25% root, mid,75%
root and tip
ߤ஺௩௘ = 0.5(ߤூ௡ + ߤ) (A-182)
22. Calculate for each stage the blade average absolute velocity, ஺ܸ௩௘஺௕௦ at root, 25% root,
mid,75% root and tip
஺ܸ௩௘஺௕௦ = 0.5( ஺ܸ௕௦ூ௡ + ஺ܸ௕௦ை௨௧) (A-183)
23. Calculate for each stage the blade average static temperature, ݐ஺௩௘ at root, 25% root,
mid,75% root and tip
ݐ஺௩௘ = 0.5(ݐூ௡ + ݐை௨௧) (A-184)
24. Calculate for each stage the blade Reynolds number at root, 25% root, mid,75% root and
tip
ܴ݁= ߩ஺௩௘ × ஺ܸ௩௘஺௕௦ × ܿ
ߤ஺௩௘
(A-185)
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25. Calculate for each stage the blade Nusselt number at root, 25% root, mid,75% root and
tip using flat plate empirical relation
ܰݑ = 0.037ܴ݁ସ ହൗ ܲݎଵ ଷൗ (A-186)
26. For each blade average static temperature,ݐ஺௩௘, obtain the gas thermal conductivity, ݇ீ .
27. Calculate for each stage the blade external convective heat transfer coefficient, ܪ at root,
25% root, mid,75% root and tip
ܪ = ܰݑ× ݇ீ
ܿ
(A-187)
28. Divide the blade into four sections as shown in Figure A.3-7
Figure A.3-7
29. Calculate for each stage the blade section average convective heat transfer coefficient
ܪௌ௘௖ = ܪ௧௢௣ − ܪ௕௢௧௧௢௠2 (A-188)
Note: For blade section 1: ܪ௧௢௣ is the convective heat transfer coefficient at 25% root
while for ܪ௕௢௧௧௢௠ , it is convective heat transfer coefficient at the blade root.
30. Calculate for each stage the blade section temperature ratio ቀ்ಾ
்ಸ
ቁ
ௌ௘௖
൬
ெܶ
ܶீ
൰
ௌ௘௖
= ܴ௞ − ൤ܪௌ௘௖ × ܶℎ்஻஼
்݇஻஼
(1 − ܴ௞)൨ (A-189)
31. Calculate for each stage the average gas temperature profile for each blade section,ܶீௌ௘௖
using Equation (A-171)
32. Calculate for each stage the blade section metal temperature, ெܶ ௌ௘௖
ெܶ ௌ௘௖ = ܶீ ௌ௘௖൬ ெܶ
ܶீ
൰
ௌ௘௖
(A-190)
33. Calculate for each stage the blade metal temperature, ெܶ at root, 25% root, mid,75% root
and tip using Equation (A-176)
A.4 Algorithm for Life Estimation Model
The model algorithm is divided into two sub-models. The first model is used to predict the blade
minimum creep life of a single operating point; while the later model is used to predict the
minimum nominal and mission/operation profile creep life for a given mission/operation profile.
A.4.1 Single Operating Creep Life Prediction
1. For each stage, determine the blade LMP value (for a given the maximum stress
obtained from the Maximum Stress Model) using the corresponding material LMP master
curve of each specified locations along the blade span (blade root, 25% root, mid, and
75% root,
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2. Calculate for each stage, the blade time to failure, ݐ௙ of each specified locations along the
blade span
ݐ௙ = 10ቀଵ଴଴଴௅ெ ௉்ಾ ି஼ቁ (A-191)
3. Calculate for each stage, the blade predicted creep life, ܮ஼ of each specified location
along the blade span
4.
ܮ஼ = ݐ௙
ܵܨ௔௖
(A-192)
5. Obtain for each stage, the blade minimum predicted creep life, ܮ஼ெ ௜௡ of each specified
location along the blade span and display the corresponding location.
ܮ஼ ெ ௜௡ = min{ܮ஼ோ௢௢௧,ܮ஼ ଶହ%,ܮெ ௜ௗ,ܮ஼଻ଶହ%, } (A-193)
6. Calculate for each stage, the operating point blade Creep Factor, ܥܨ
ܥܨ = ܮ஼ெ ௜௡
ܮோ௘௙
(A-194)
A.4.2 Mission / Operation Profile Creep Life Prediction
1. Determine for each stage, the profile point blade LMP of each specified locations along
the blade span.
2. Calculate for each stage, the profile point blade time to failure, ݐ௙ of each specified
locations along the blade span using Equation (A-191)
3. Calculate for each stage, the profile point blade predicted creep life, ܮ஼ of each specified
location along the blade span using Equation (A-192)
4. Obtain for each stage, the minimum profile point blade predicted creep life, ܮ஼ெ ௜௡ of each
specified location along the blade span using Equation (A-193). Also display the
corresponding location.
5. Calculate for each stage, the profile point blade life fraction, ܮܨ
ܮܨ = ܱܪ
ܮ஼ ெ ௜௡
(A-195)
6. Calculate for each stage, the mission/operation blade life fraction, ܮܨெ
ܮܨெ = ෍ ܮܨ (A-196)
7. Calculate the total operating hour,ܱ ܪ்௢௧
ܱܪ்௢௧ = ∑ܱܪ (A-197)
8. Calculate for each stage, the mission/operation blade nominal creep life, ܮ஼ெ
ܮ஼ ெ = ܱܪ்௢௧
ܮܨெ
(A-198)
9. Calculate for each stage, the profile point Creep Factor, ܥܨusing Equation A-194
10. Calculate for each stage, the mission Creep Factor, ܥܨெ
ܥܨெ = ܮ஼ ெ
ܮோ௘௙
(A-199)
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11. Save the mission/operation blade life fraction, ܮܨெ and the total operating hour, ܱܪ்௢௧
A.5 Algorithm for Life Usage Model
1. Upload the present and the previous mission/operation profile blade life fractions, ܮܨெ
and total operating hour, ܱܪ்௢௧
2. For each stage, calculate each mission/operation profile blade nominal creep life using
Equation (A-198)
3. Calculate for each stage, the blade overall life fraction, ܮܨை௩௘௥௔௟௟and operating hours
ܮܨை௩௘௥௔௟௟= ෍ ܮܨெ (A-200)
ܱܪை௩௘௥௔௟௟= ෍ ܱܪ்௢௧ (A-201)
4. Calculate the blade overall nominal creep life, ܮ஼ை௩௘௥௔௟௟
ܮ஼ ை௩௘௥௔௟௟= ܱܪை௩௘௥௔௟௟
ܮܨை௩௘௥௔௟௟
(A-202)
5. Obtain reference operation life, ܮ௥௘௙
6. Calculate the blade overall mission Creep Factor, ܥܨெ ை௩௘௥௔௟௟
ܥܨெ ை௩௘௥௔௟௟= ܮ஼ ை௩௘௥௔௟௟
ܮோ௘௙
(A-203)
7. Calculate the blade overall life usage percentage, ܷܮ Ψ
ܷܮ % = ܮܨை௩௘௥௔௟௟× 100 (A-204)
8. Calculate the blade remnant life, ܮோ௘௠
ܮோ௘௠ = ൫ܥܨெ ை௩௘௥௔௟௟× ܮோ௘௙൯− ܱܪை௩௘௥௔௟௟ (A-205)
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Appendix B : Process Tree of the Developed Integrated Creep Life Prediction model
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Appendix C : Plots ofࡹ ࡿࡱ, Final Regression and Confusion Matrix for
Each Trained Network of RB Architecture at Clean Engine Condition
C.1 : Plots of ࡹ ࡿࡱ for Each Trained Network of RB Architecture
Figure C.1-1: ࡹ ࡿࡱ plot for Class 1 Approximator Figure C.1-2: ࡹ ࡿࡱ plot for Class 2 Approximator
Figure C.1-3: ࡹ ࡿࡱ plot for Class 3 Approximator Figure C.1-4: ࡹ ࡿࡱ plot for Class 4 Approximator
Figure C.1-5: ࡹ ࡿࡱ plot for Class 5 Approximator Figure C.1-6: ࡹ ࡿࡱ plot for Class 6 Approximator
316
C.2 : Plots of Final Regressions for Each Trained Network of RB Architecture
Figure C.2-1: Final regression plot for Class 1
Approximator
Figure C.2-2: Final regression plot for Class 2
Approximator
Figure C.2-3: Final regression plot for Class 3
Approximator Figure C.2-4: Final regression plot for Class 4Approximator
Figure C.2-5: Final regression plot for Class 5
Approximator
Figure C.2-6: Final regression plot for Class 6
Approximator
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C.3 Plots of Confusion Matrices Produce by Range Classifier
Table C.3-1: Confusion matrix produced using the
training samples
Table C.3-2: Confusion matrix produced using the
validation samples
Table C.3-3: Confusion matrix produced using the test samples
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Appendix D : Step Size Used for Each Parameter and the Distribution of
Samples for the Post Tests of RB Architecture
First Unseen Data
Parameter LL UL Step size Parameter LL UL Step size
Altitude 100 4900 200 Mach number 0.03 0.27 0.06
PCN 0.946 0.994 0.012 Ambient
temperature
deviation from ISA
1 29 4
Initial samples generated 4375 Final samples generated 4060
Distribution of finalised sampled
Class 1 approximator 205 Class 2 approximator 1447
Class 3 approximator 1041 Class 4 approximator 407
Class 5 approximator 698 Class 6 approximator 262
Second Unseen Data
Parameter LL UL Step size Parameter LL UL Step size
Altitude 125 4925 200 Mach number 0.03 0.27 0.06
PCN 0.946 0.994 0.012 Ambient
temperature
deviation from ISA
1 29 4
Initial samples generated 4375 Final samples generated 4051
Distribution of finalised sampled
Class 1 approximator 203 Class 2 approximator 1432
Class 3 approximator 1047 Class 4 approximator 408
Class 5 approximator 701 Class 6 approximator 260
Appendix E : Percentage of Samples within the Specified Levels of Error
Range for Post Test
First Unseen Data
Level of Error
Range
% of Samples Within the Specified Level of Range
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Average
T1 85.85 83.97 79.82 61.92 68.91 55.34 72.64
T2 98.05 95.85 91.16 81.82 91.12 85.50 90.58
T3 99.02 98.75 95.87 89.43 98.14 94.66 95.98
T4 100.00 99.86 97.98 93.85 99.14 96.18 97.84
T5 100.00 99.93 99.23 95.82 99.28 97.71 98.66
T6 100.00 100.00 99.62 97.30 99.57 99.24 99.29
Second Unseen Data
Level of Error
Range
% of Samples Within the Specified Level of Range
Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Average
T1 87.19 84.63 80.23 62.00 68.62 56.53 73.20
T2 98.03 96.24 91.69 80.15 91.73 84.62 90.41
T3 99.50 98.75 95.70 88.24 96.43 94.23 95.48
T4 100.00 99.65 97.52 91.18 98.29 99.23 97.65
T5 100.00 99.79 98.37 93.87 98.25 99.23 98.25
T6 100.00 99.89 99.33 96.32 97.28 99.23 98.68
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Appendix F : PDF and CDF Plots of the Best Fitted Distribution for Each
Class Approximator Using the Combined Unseen Samples
PDF for Class 1 using unseen data
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PDF for Class 5 using unseen data
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Appendix G : Plots of ࡹ ࡿࡱ and Final Regressions for Each Trained
Network of FB Architecture at Clean Engine Condition
Figure G-1: ࡹ ࡿࡱ plot for Blade Temp Approximator Figure G-2: ࡹ ࡿࡱ plot for Blade Stress Approximator
Figure G-3: ࡹ ࡿࡱ plot for Creep Life Approximator Figure G-4: Final regression plot for Blade Temp
Approximator
Figure G-5: Final regression plot for Blade Stress
Approximator
Figure G-6: Final regression plot for Creep Life
Approximator
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Appendix H : Step Size Used for Each Parameter and the Amount of Initial
and Finalised Samples for the Post Tests of FB Architecture
First Unseen Data
Parameter LL UL Step size Parameter LL UL Step size
Altitude 150 4,650 300 Mach number 0.03 0.27 0.06
PCN 0.943 0.997 0.006 Ambient
temperature
deviation from ISA
2 29 3
Initial samples 8,000 Finalised samples 6,635
Second Unseen Data
Parameter LL UL Step size Parameter LL UL Step size
Altitude 70 4,575 300 Mach number 0.03 0.27 0.06
PCN 0.943 0.997 0.006 Ambient
temperature
deviation from ISA
2 29 3
Initial samples 8,000 Finalised samples 6,740
Appendix I : Plots of ࡹ ࡿࡱ and Final Regressions for Each Trained
Network of Sensor-Based Architecture at Clean Engine Condition
Figure I-1: ࡹ ࡿࡱ plot for Blade Temp Approximator Figure I-2: ࡹ ࡿࡱ plot for Blade Stress Approximator
Figure I-3: Final regression plot for Blade Temp
Approximator
Figure I-4: Final regression plot for Blade Stress
Approximator
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Appendix J : Step Size for Each Parameter and Samples Size for FB
Architecture Approximators of Degraded Engine Condition.
J.1 : Step Size for Each Parameter and Samples Used to Train Compressor
Degradation for FB Architecture
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 900 300 PCN 0.94 1 0.006
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 21,791
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1000 1900 300 PCN 0.94 1 0.006
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 22,769
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 2000 2900 300 PCN 0.94 1 0.006
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 23,581
LL4
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 23,421
ML1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -2.5 -4 0.5 (approx.) Finalised samples 29,490
ML2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -2.5 -4 0.5 (approx.) Finalised samples 30,745
ML3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -2.5 -4 0.5 (approx.) Finalised samples 30,086
HL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -4.5 -6 0.5 (approx.) Finalised samples 30,089
HL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -4.5 -6 0.5 (approx.) Finalised samples 30,008
HL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ and ܨܥ -4.5 -6 0.5 (approx.) Finalised samples 30,064
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J.2 : Step Size for Each Parameter and Samples Used to Train HP and LP Turbine
Degradation for FB Architecture
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Finalised samples (HP Turbine) 28,455
% in ܨܥ 0.5 2 0.5 (approx.) Finalised samples (LP Turbine) 26,695
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Finalised samples (HP Turbine) 28,225
% in ܨܥ 0.5 2 0.5 (approx.) Finalised samples (LP Turbine) 27,526
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Finalised samples (HP Turbine) 29,307
% in ܨܥ 0.5 2 0.5 (approx.) Finalised samples (LP Turbine) 29,545
ML1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -2.5 -4 0.5 (approx.) Finalised samples (HP Turbine) 28,537
% in ܨܥ 2.5 4 0.5 (approx.) Finalised samples (LP Turbine) 31,086
ML2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -2.5 -4 0.5 (approx.) Finalised samples (HP Turbine) 30,292
% in ܨܥ 2.5 4 0.5 (approx.) Finalised samples (LP Turbine) 29,910
ML3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -2.5 -4 0.5 (approx.) Finalised samples (HP Turbine) 30,228
% in ܨܥ 2.5 4 0.5 (approx.) Finalised samples (LP Turbine) 30,132
HL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -4.5 -6 0.5 (approx.) Finalised samples (HP Turbine) 30,337
% in ܨܥ 4.5 6 0.5 (approx.) Finalised samples (LP Turbine) 29,243
HL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -4.5 -6 0.5 (approx.) Finalised samples (HP Turbine) 30,328
% in ܨܥ 4.5 6 0.5 (approx.) Finalised samples (LP Turbine) 25,246
HL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -4.5 -6 0.5 (approx.) Finalised samples (HP Turbine) 30,573
% in ܨܥ 4.5 6 0.5 (approx.) Finalised samples (LP Turbine) 26.978
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Appendix K : Final sizes of the trained approximators for all component
degradation
Magnitude And
Altitude Level
Blade Metal Temperature
Approximator
Blade Stress
Approximator
Creep Life
Approximator
Compressor degradation
LL1 6-30-40-1 6-10-10-1 2-15-15-1
LL2 6-30-30-1 6-15-15-1 2-20-20-1
LL3 6-30-30-1 6-17-17-1 2-20-20-1
LL4 6-30-30-1 6-18-18-1 2-22-22-1
ML1 6-30-30-1 6-19-19-1 2-22-22-1
ML2 6-30-30-1 6-19-19-1 2-22-22-1
ML3 6-30-30-1 6-19-19-1 2-22-22-1
HL1 6-30-30-1 6-20-20-1 2-22-22-1
HL2 6-30-35-1 6-20-22-1 2-22-24-1
HL3 6-30-35-1 6-20-22-1 2-22-24-1
HP turbine degradation
LL1 6-30-32-1 6-20-22-1 2-21-22-1
LL2 6-30-30-1 6-20-23-1 2-21-22-1
LL3 6-30-40-1 6-20-23-1 2-22-23-1
ML1 6-35-35-1 6-25-25-1 2-23-23-1
ML2 6-33-33-1 6-25-25-1 2-23-23-1
ML3 6-33-33-1 6-25-25-1 2-25-25-1
HL1 6-35-35-1 6-25-25-1 2-23-23-1
HL2 6-35-35-1 6-25-25-1 6-23-23-1
HL3 6-35-35-1 6-25-25-1 2-25-25-1
LP turbine degradation
LL1 6-35-35-1 6-25-25-1 2-25-25-1
LL2 6-35-35-1 6-25-25-1 2-25-25-1
LL3 6-35-35-1 6-25-25-1 2-25-25-1
ML1 6-35-40-1 6-25-25-1 2-25-25-1
ML2 6-35-40-1 6-25-25-1 2-25-25-1
ML3 6-35-40-1 6-25-25-1 2-25-25-1
HL1 6-35-40-1 6-25-25-1 2-25-25-1
HL2 6-35-40-1 6-25-25-1 2-25-25-1
HL3 6-35-40-1 6-25-25-1 2-25-25-1
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Appendix L : The training, validation and test samples’ ࡹ ࡿࡱand ࡾ of the Approximators during the Training and After
the Training Was Stopped.
L.1 : The final ࡹ ࡿࡱ and ࡾ of the Approximators for Compressor Degradation
Low Level Degradation
LL1 LL2 LL3 LL4
Temp Stress Creep Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 1.98E-06 1.69E-06 1.37E-12 3.77E-06 5.75E-07 8.92E-12 2.4E-06 2.95E-07 3.35E-13 2.04E-06 1.58e-07 1.66E-13
ܴ 1 1 1 1 1 1 0.99999 1 1 0.99999 1 1
Validation sample
ܯ ܵܧ 3.77E-06 1.67E-06 1.19E-11 5.17E-06 6.81E-07 9.38E-12 4.57E-06 3.547E-07 3.69E-13 4.28E-06 1.94E-07 3.92E-13
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1 0.99999 1 1
Test sample
ܯ ܵܧ 3.87E-06 1.74E-06 1.11E-10 6.66E-06 6.23E-7 1.07E-11 5.99E-06 3.9E-07 4.2E-13 7.13E-06 2.08e-7 1.67E-12
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1 0.99998 1 1
Medium Level Degradation
ML1 ML2 ML3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 5.85E-07 1.12E-07 1.08E-12 6.98E-07 5.81E-08 1.14E-11 1.04E-06 8.92E-08 2.10E-12
ܴ 1 1 1 1 1 1 1 1 1
Validation sample
ܯ ܵܧ 1.27E-06 1.55E-07 1.27E-11 1.12E-06 7.55E-08 1.86E-11 1.54E-06 1.03E-07 2.35E-12
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 1.35E-06 1.42E-07 1.56E-11 1.06E-6 7.38E-08 2.05E-11 1.66E-06 1.05E-07 2.28E-12
ܴ 1 1 1 1 1 1 1 1 1
High Level Degradation
HL1 HL2 HL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 6.43E-07 1.55E-07 1.26E-11 6.13E-07 8.13E-08 1.47E-12 1.28E-06 5.86E-08 7.53E-13
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ܴ 1 1 1 1 1 1 1 1 1
Validation sample
ܯ ܵܧ 1.02E-06 1.65E-07 8.03E-12 1.39E-06 9.57E-08 2.44E-12 1.95E-06 7.15E-08 8.18E-13
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 1.37E-06 1.77E-07 1.21E-11 1.33E-06 1.1E-07 2.47E-12 2.02E-06 7.18E-08 8.88E-13
ܴ 1 1 1 1 1 1 1 1 1
L.2 : The final ࡹ ࡿࡱ and ࡾ of the Approximators for HP Turbine Degradation
Low Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 2.97E-06 3.24E-07 1.17E-11 2.61E-06 3.56E-07 2.00E-11 2.04E-06 1.66E-07 1.04E-12
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1
Validation sample
ܯ ܵܧ 4.71E-06 4.09E-07 8.36E-11 4.75E-06 4.29E-07 2.09E-11 4.80E-06 2.16E-07 2.21E-12
ܴ 0.99999 1 1 0.99999 1 1 0.99998 1 1
Test sample
ܯ ܵܧ 4.85E-06 3.70E-07 1.83E-11 5.99E-06 4.41E-07 2.34E-11 3.51E-06 2.49E-07 2.57E-12
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1
Medium Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 8.47E-07 1.67E-07 2.62E-11 7.92E-07 1.23E-07 2.23E-12 7.58E-07 1.30E-07 4.62E-12
ܴ 1 1 1 1 1 1 1 1 1
Validation sample
ܯ ܵܧ 2.30E-06 2.46E-07 3.04E-11 1.48E-06 1.99E-07 3.81E-12 1.24E-06 1.68E-07 4.87E-12
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 2.42E-06 2.25E-07 4.73E-11 1.37E-06 1.73E-07 2.86E-12 1.46E-06 1.71E-07 6.23E-12
ܴ 1 1 1 1 1 1 1 1 1
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High Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 3.85E-07 1.25E-07 3.41E-12 6.87E-07 2.13E-07 3.27E-10 4.71E-07 3.48E-08 2.27E-10
ܴ 1 1 1 1 1 1 1 1 1
Validation sample
ܯ ܵܧ 7.05E-07 2.21E-07 5.11E-12 1.45E-06 2.34E-07 3.93E-10 7.69E-07 4.49E-08 3.15E-10
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 6.98E-07 2.24E-07 7.17E-12 1.20E-06 2.94E-07 3.67E-10 7.85E-07 4.14E-08 3.46E-10
ܴ 1 1 1 1 1 1 1 1 1
L.3 : The final ࡹ ࡿࡱ and ࡾ of the Approximators for LP Turbine Degradation
Low Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 1.90E-06 1.37E-07 1.36E-12 2.92E-06 9.76E-08 6.70E-12 1.49E-06 6.17E-08 3.27E-13
ܴ 1 1 1 0.99999 1 1 1 1 1
Validation sample
ܯ ܵܧ 3.23E-06 1.74E-07 1.87E-12 5.63E-06 1.31E-07 8.11E-12 2.94E-06 8.82E-08 6.55E-13
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1
Test sample
ܯ ܵܧ 3.47E-06 1.59E-07 2.00E12 4.38E-06 1.28E-07 9.09E-12 3.95E-06 8.61E-08 8.73E-13
ܴ 0.99999 1 1 0.99999 1 1 0.99999 1 1
Medium Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 5.90E-07 4.02E-08 4.85E-12 1.69E-06 2.06E-08 8.73E-12 7.94E-07 3.27E-08 5.73E-12
ܴ 1 1 1 1 1 1 1 1 1
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Validation sample
ܯ ܵܧ 1.23E-06 5.92E-08 9.75E-12 2.23E-06 3.02E-08 1.49E-11 1.36E-06 3.88E-08 1.05E-11
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 1.12E-06 5.90E-08 6.69E-12 2.85E-06 2.92E-08 1.17E-11 1.29E-06 3.97E-08 1.02E-11
ܴ 1 1 1 1 1 1 1 1 1
High Level Degradation
LL1 LL2 LL3
Temp Stress Creep Temp Stress Creep Temp Stress Creep
Training sample
ܯ ܵܧ 2.34E-07 2.88E-08 7.91E-12 3.06E-07 1.40E-08 2.64E-12 5.54E-07 2.29E-08 4.94E-12
ܴ 1 1 1 1 1 1 1 1 1
Validation sample
ܯ ܵܧ 3.97E-07 3.78E-08 5.81E-12 5.98E-07 1.92E-08 1.67E-12 1.04E-06 3.26E-08 5.57E-12
ܴ 1 1 1 1 1 1 1 1 1
Test sample
ܯ ܵܧ 4.08E-07 3.11E-08 1.38E-11 5.72E-07 2.36E-08 2.43E-12 1.07E-06 3.55E-08 8.77E-12
ܴ 1 1 1 1 1 1 1 1 1
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Appendix M : The Predicted Outputs ࡱ࡭࢜ࢋ and ࡿࡰࡱ for the entire
Component Degradation Trained Networks.
Compressor Deg. HP Turbine Deg. LP Turbine Deg.
Level Approx.Network ࡱ࡭࢜ࢋ ࡿࡰࡱ ࡱ࡭࢜ࢋ ࡿࡰࡱ ࡱ࡭࢜ࢋ ࡿࡰࡱ
LL1
Blade Temp -3.90E-05 0.01365 -1.34E-04 0.01635 3.91E-05 0.01294
Blade Stress -3.18E-05 0.01177 -1.90E-04 0.00558 6.53E-06 0.00324
Creep Life -4.88E-05 0.02233 -6.7E-05 0.04251 0.000113 0.01623
LL2
Blade Temp -3.63E-05 0.01702 7.49E-05 0.01626 -3.89E-05 0.01558
Blade Stress -2.99E-05 0.00698 1.49E-05 0.00573 -2.94E-04 0.00292
Creep Life -7.77E-05 0.02093 -3.9E-05 0.02513 4.77E-05 0.01994
LL3
Blade Temp 2.58E-05 0.01558 -3.13E-05 0.01456 -6.12E-05 0.01114
Blade Stress 4.43E-05 0.00493 3.15E-05 0.00374 5.22E-06 0.00223
Creep Life -2.02E-06 0.00462 3.69E-05 0.00627 2.99E-05 0.00454
LL4
Blade Temp 2.65E-04 0.01555
Blade Stress -2.32E-05 0.00356
Creep Life 1.60E-04 0.01156
ML1
Blade Temp 6.90E-05 0.00821 -1.90E-04 0.01067 7.76E-06 0.00779
Blade Stress 1.21E-05 0.00337 -1.17E-04 0.00428 2.98E-05 0.00206
Creep Life 5.25E-04 0.05171 0.00141 0.04767 -0.00015 0.0188
ML2
Blade Temp -7.32E-05 0.00768 8.19E-06 0.00872 1.12E-05 0.01208
Blade Stress 1.16E-07 0.00232 8.19E-06 0.00872 6.51E-06 0.0014
Creep Life -4.11E-05 0.02407 6.95E-05 0.01442 -0.00019 0.02247
ML3
Blade Temp -2.07E-05 0.00904 9.90E-05 0.00853 6.76E-05 0.00785
Blade Stress 3.28E-05 0.00263 -3.63E-05 0.00329 4.95E-06 0.00156
Creep Life 1.07E-04 0.01146 4.34E-05 0.01549 -5.9E-05 0.01207
HL1
Blade Temp -3.43E-05 0.00844 9.60E-05 0.00654 1.25E-06 0.00495
Blade Stress -1.44E-05 0.00385 -1.86E-05 0.00401 -1.46E-07 0.00168
Creep Life -2.06E-04 0.03644 0.000342 0.02046 -0.00017 0.0321
HL2
Blade Temp -2.24E-05 0.00826 -9.34E-06 0.00839 1.15E-05 0.00546
Blade Stress 8.32E-06 0.00273 -2.39E-05 0.00446 -5.21E-06 0.00118
Creep Life -1.87E-04 0.01995 -0.0003 0.24893 8.59E-05 0.0173
HL3
Blade Temp -8.27E-06 0.01009 -3.35E-05 0.0064 1.47E-04 0.00706
Blade Stress -1.03E-05 0.00215 1.25E-05 0.00167 1.79E-05 0.00142
Creep Life 1.30E-05 0.0059 0.000667 0.05508 3.34E-05 0.01349
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Appendix N : Percentage of Component Degradation Samples
Encompassed within the Specified Range
Compressor Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 LL4 ML1 ML2 ML3 HL1 HL2 HL3 Average
T1 93.44 89.19 92.78 93.89 98.42 98.65 97.31 98.89 98.28 96.62 95.75
T2 98.7 97.55 98.37 98.75 99.6 99.77 99.68 99.76 99.68 99.39 99.13
T3 99.6 99.24 99.36 99.49 99.88 99.93 99.92 99.87 99.9 99.86 99.71
T4 99.8 99.7 99.67 99.77 99.94 99.98 99.98 99.97 99.95 99.96 99.87
T5 99.9 99.87 99.8 99.86 99.97 99.99 99.99 99.97 99.97 99.99 99.93
T6 99.95 99.94 99.86 99.92 99.99 100 100 99.98 99.98 100 99.96
HP Turbine Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 LL4 ML1 ML2 ML3 HL1 HL2 HL3 Average
T1 88.78 90.92 93.05 - 96.93 97.94 97.91 99.24 97.13 99.12 95.67
T2 98.01 98.1 98.7 - 99.34 99.71 99.78 99.85 99.42 99.94 99.21
T3 99.39 99.34 99.49 - 99.83 99.91 99.94 99.96 99.8 99.99 99.74
T4 99.75 99.71 99.77 - 99.92 99.95 99.98 99.98 99.92 100 99.89
T5 99.91 99.82 99.86 - 99.95 99.98 99.98 99.99 99.96 100 99.94
T6 99.97 99.91 99.91 - 99.98 99.99 99.99 99.997 99.97 100 99.97
LP Turbine Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 LL4 ML1 ML2 ML3 HL1 HL2 HL3 Average
T1 93.92 91.08 96.44 - 98.25 95.18 98.29 99.65 99.32 98.69 96.76
T2 99.05 98.33 99.44 - 99.78 99.32 99.89 99.96 99.95 99.91 99.51
T3 99.77 99.43 99.76 - 99.94 99.82 99.96 99.98 99.98 99.96 99.84
T4 99.93 99.74 99.86 - 99.98 99.91 99.99 99.99 100 99.99 99.93
T5 99.97 99.86 99.92 - 99.99 99.93 99.993 99.997 100 99.99 99.96
T6 99.97 99.93 99.95 - 99.99 99.96 99.996 99.997 100 100 99.98
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Appendix O : Step Size and Unseen Samples Size for Each Parameter
Used During Post Test of the FB Architecture Approximators of Degraded
Engine Condition
O.1 : Step Size for Each Parameter and Unseen Samples Used during Post Test
of Compressor Degradation Functional Based Architecture
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 800 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) % in ܨܥ -0.4 -1.6 0.4 (approx.)
Finalised samples 14,195
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1200 1800 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) % in ܨܥ -0.4 -1.6 0.4 (approx.)
Finalised samples 14,776
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 2200 2800 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) % in ܨܥ -0.4 -1.6 0.4 (approx.)
Finalised samples 14,291
LL4
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) % in ܨܥ -0.4 -1.6 0.4 (approx.)
Finalised samples 25,262
ML1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) % in ܨܥ -2.4 -3.6 0.4 (approx.)
Finalised samples 27,183
ML2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) % in ܨܥ -2.4 -3.6 0.4 (approx.)
Finalised samples 27,482
ML3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) % in ܨܥ -2.4 -3.6 0.4 (approx.)
Finalised samples 27,855
HL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) % in ܨܥ -4.4 -5.6 0.4 (approx.)
Finalised samples 27,743
HL2
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Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) % in ܨܥ -4.4 -5.6 0.4 (approx.)
Finalised samples 27,733
HL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) % in ܨܥ -4.4 -5.6 0.4 (approx.)
Finalised samples 27,868
O.2 : Step Sizes and Unseen Samples Sizes for Each Parameter Used during
Post Test of HP and LP Turbine Degradation FB Architecture
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) Finalised samples (HP Turbine) 24,651
% in ܨܥ 0.4 1.6 0.4 (approx.) Finalised samples (LP Turbine) 24,639
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) Finalised samples (HP Turbine) 26,276
% in ܨܥ 0.4 1.6 0.4 (approx.) Finalised samples (LP Turbine) 26,012
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.) Finalised samples (HP Turbine) 27,131
% in ܨܥ 0.4 1.6 0.4 (approx.) Finalised samples (LP Turbine) 27,142
ML1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) Finalised samples (HP Turbine) 26,678
% in ܨܥ 2.4 3.6 0.4 (approx.) Finalised samples (LP Turbine) 26,562
ML2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) Finalised samples (HP Turbine) 27,630
% in ܨܥ 2.4 3.6 0.4 (approx.) Finalised samples (LP Turbine) 27,559
ML3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -2.25 -3.75 0.5 (approx.) Finalised samples (HP Turbine) 27,843
% in ܨܥ 2.4 3.6 0.4 (approx.) Finalised samples (LP Turbine) 26,758
HL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) Finalised samples (HP Turbine) 27,611
% in ܨܥ 4.4 5.6 0.4 (approx.) Finalised samples (LP Turbine) 27,488
HL2
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Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) Finalised samples (HP Turbine) 27,691
% in ܨܥ 4.4 5.6 0.4 (approx.) Finalised samples (LP Turbine) 27,905
HL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -4.25 -5.75 0.5 (approx.) Finalised samples (HP Turbine) 27,873
% in ܨܥ 4.4 5.6 0.4 (approx.) Finalised samples (LP Turbine) 27,204
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Appendix P : Percentage of Samples with ࡱ Within the Specified Range
Predicted by the FB Architectures of Degraded Engine Case
P.1 : Samples Distribution Predicted by Compressor Degradation Architecture
(a) LL1
(
(b) LL2
(c) LL3 (d) LL4
(e) ML1 (f) ML2
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(g) ML3 (h) HL1
(i) HL2 (j) HL3
P.2 : Samples Distribution Predicted By HP Turbine Degradation Architecture
(a) LL1 (b) LL2
(c) LL3 (d) ML1
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(e) ML2 (f) ML3
(g) HL1 (h) HL2
(i) HL3
P.3 : Samples Distribution Predicted By LP Turbine Degradation Architecture
(a) LL1 (b) LL2
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(c) LL3 (d) ML1
(e) ML2 (f) ML3
(g) HL1 (h) HL2
(i) HL3
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Appendix Q : Summarised Results of the Probabilistic Analyses
Conducted On the Component Degradation FB Architectures
LL1 LL2 LL3 LL4 ML1 ML2 ML3 HL1 HL2 HL3
Compressor degradation:
Best fitted
distribution
Johnson
SU
Johnson
SU Cauchy
Johnson
SU Cauchy Cauchy
Johnson
SU
Johnson
SU Cauchy
Johnson
SU
Error Range Probability
T1 0.9200 0.8680 0.8990 0.9700 0.8900 0.8860 0.9690 0.8900 0.8800 0.9250
T2 0.9880 0.9730 0.9340 0.9760 0.9400 0.9430 0.9950 0.9750 0.9410 0.9880
T3 0.9970 0.9910 0.9560 0.9920 0.9620 0.9620 0.9989 0.9870 0.9670 0.9970
T4 0.9991 0.9970 0.9670 0.9970 0.9720 0.9710 0.9996 0.9950 0.9710 0.9990
T5 0.9996 0.9980 0.9860 0.9980 0.9780 0.9770 0.9999 0.9970 0.9760 0.9995
T6 0.9999 0.9997 0.9780 0.9995 0.9810 0.9800 0.9999 0.9990 0.9800 0.9999
HP turbine degradation:
Best fitted
distribution
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Johnson
SU
Error Range Probability
T1 0.8400 0.8690 0.8740 0.9320 0.9690 0.9680 0.9640 0.9370 0.9750
T2 0.9760 0.9720 0.9890 0.9890 0.9960 0.9940 0.9940 0.9898 0.9988
T3 0.9910 0.9910 0.9910 0.9970 0.9990 0.9980 0.999 0.9960 0.9998
T4 0.9970 0.9970 0.9960 0.9990 0.9997 0.9993 0.9997 0.9990 1.0000
T5 0.9990 0.9985 0.9981 0.9995 0.9999 0.9997 0.9997 0.9994 1.0000
T6 0.9994 0.9992 0.9990 0.9998 0.9999 0.9998 0.9999 0.9997 1.0000
LP turbine degradation:
Best fitted
distribution
Johnson
SU
Johnson
SU Cauchy
Johnson
SU
Johnson
SU HyperSec
Johnson
SU
Johnson
SU
Johnson
SU
Error Range Probability
T1 0.8617 0.8620 0.8670 0.9556 0.8858 0.9683 0.9899 0.9530 0.9670
T2 0.9760 0.9690 0.9330 0.9936 0.9751 0.9994 0.9993 0.9958 0.9970
T3 0.9940 0.9896 0.9550 0.9984 0.9918 1.0000 0.9999 0.9993 0.9994
T4 0.9981 0.9960 0.9660 0.9994 0.9966 1.0000 1.0000 0.9999 0.9998
T5 0.9993 0.9980 0.9730 0.9998 0.9984 1.0000 1.0000 1.0000 0.9999
T6 0.9997 0.9989 0.9800 0.9999 0.9992 1.0000 1.0000 1.0000 1.0000
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Appendix R : PDF and CDF Plots for the Component Degradation FB
Approximator.
R.1 : PDF and CDF Plots for the Compressor Degradation
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PDF for Creep model using unseen data (Comp ML1)
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R.2 PDF and CDF Plots for the HP Turbine Degradation
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PDF for Creep model using unseen data (HPT ML1)
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R.3 PDF and CDF Plots for the LP Turbine Degradation
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PDF for Creep model using unseen data (LPT ML1)
Prediction Error (%)
6420-2-4-6
f(x
)
0.18
0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0
CDF for Creep model using unseen data (LPT ML1)
Prediction error (%)
6420-2-4-6
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
PDF for Creep model using unseen data (LPT ML2)
Prediction Error (%)
6420-2-4-6
f(x
)
0.18
0.16
0.14
0.12
0.1
0.08
0.06
0.04
0.02
0
CDF for Creep model using unseen data (LPT ML2)
Prediction error (%)
6420-2-4-6
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
PDF for Creep model using unseen data (LPT ML3)
Prediction Error (%)
43210-1-2-3
f(x
)
0.36
0.32
0.28
0.24
0.2
0.16
0.12
0.08
0.04
0
CDF for Creep model using unseen data (LPT ML3)
Prediction error (%)
43210-1-2-3
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
PDF for Creep model using unseen data (LPT HL1)
Prediction Error (%)
3.22.41.60.80-0.8-1.6-2.4-3.2
f(x
)
0.12
0.11
0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
0
CDF for Creep model using unseen data (LPT HL1)
Prediction error (%)
3210-1-2-3
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
PDF for Creep model using unseen data (LPT HL2)
Prediction Error (%)
3210-1-2
f(x
)
0.088
0.08
0.072
0.064
0.056
0.048
0.04
0.032
0.024
0.016
0.008
0
CDF for Creep model using unseen data (LPT HL2)
Prediction error (%)
3210-1-2-3
F(
x)
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
351
Appendix S : Step Size for Each Parameter and Samples Used for SB
Architecture of Degraded Engine Condition.
S.1 : Step Size and Samples Size Used to Train Compressor Degradation
Approximators
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 0 1500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Initial samples 31,104
% in ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 27,005
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1500 3000 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Initial samples 31,104
% in ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 28,613
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3000 4500 300 PCN 0.94 1 0.0075
Mach number 0 0.3 0.06 Tamb dev. 10 25 3
% in ܧܶܣ -0.5 -2 0.5 (approx.) Initial samples 31,104
% in ܨܥ -0.5 -2 0.5 (approx.) Finalised samples 29,421
S.2 : Step Size and Samples Size Used to Train Degradation Level Classifier at
All Altitude Levels
Operating parameter
Parameter LL UL Step size Parameter LL UL Step size
Altitude Level 1 0 1500 375 PCN 0.94 1 0.012
Altitude Level 2 1500 3000 375 Tamb dev. 10 25 3
Altitude Level 3 3000 4500 375 Mach number 0 0.3 0.1
Compressor degradation
% in ܧܶܣ -0.5 -2 0.5 (approx.) % in ܨܥ -0.5 -2 0.5 (approx.)
-2.5 -4 0.5 (approx.) -2.5 -4 0.5 (approx.)
-4.5 -6 0.5 (approx.) -4.5 -6 0.5 (approx.)
HP and LP Turbine degradation
% in ܧܶܣ -0.5 -2 0.5 (approx.) % in ܨܥ 0.5 2 0.5 (approx.)
-2.5 -4 0.5 (approx.) 2.5 4 0.5 (approx.)
-4.5 -6 0.5 (approx.) 4.5 6 0.5 (approx.)
Finalised samples
Altitude Level 1 Altitude Level 2 Altitude Level 3
Compressor 34,119 Compressor 34,087 Compressor 34,289
HP Turbine 34,157 HP Turbine 34,256 HP Turbine 34,447
LP Turbine 34,303 LP Turbine 34,064 LP Turbine 33,644
S.3 : Step Size for Each Parameter and Samples Used to Train Component Health
Classifier
Operating parameter for Clean Engine
Parameter LL UL Step size Parameter LL UL Step size
Altitude Level 1 0 1500 250 PCN 0.94 1 0.006
Altitude Level 2 1500 3000 250 Tamb dev. 10 25 2.5
Altitude Level 3 3000 4500 250 Mach number 0 0.3 0.06
Operating parameter for Degraded Engine
Parameter LL UL Step size Parameter LL UL Step size
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Altitude Level 1 0 1500 500 PCN 0.94 1 0.015
Altitude Level 2 1500 3000 500 Tamb dev. 10 25 3.75
Altitude Level 3 3000 4500 500 Mach number 0 0.3 0.1
Compressor degradation (approx.)
% in ܧܶܣ (LL) -0.3 -1.98 0.3 to 0.66 % in ܨܥ (LL) -0.3 -1.98 0.3 to 0.66
% in ܧܶܣ (ML) -2.66 -3.98 0.66 % in ܨܥ (ML) -2.66 -3.98 0.66
% in ܧܶܣ (HL) -4.66 -5.98 0.66 % in ܨܥ (HL) -4.66 -5.98 0.66
HP/LP Turbine degradation (approx.)
% in ܧܶܣ (LL) -0.3 -1.98 0.3 to 0.66 % in ܨܥ (LL) 0.3 1.98 0.3 to 0.66
% in ܧܶܣ (ML) -2.66 -3.98 0.66 % in ܨܥ (ML) 2.66 3.98 0.66
% in ܧܶܣ (HL) -4.66 -5.98 0.66 % in ܨܥ (HL) 4.66 5.98 0.66
Finalised samples
Altitude Level 1 43,677 Altitude Level 2 43,467 Altitude Level 3 43,542
Appendix T : Final sizes of the trained approximators and classifiers for
all component degradation
T.1 : Final sizes of the trained approximators for all component degradation at All
Altitude Levels
Magnitude And
Altitude Level
Blade Metal Temperature
Approximator
Blade Stress
Approximator
Creep Life
Approximator
Altitude Level 1
Compressor degradation:
LL1 10-30-35-1 10-35-40-1 2-35-35-1
ML1 10-35-40-1 10-20-20-1 Taken from previous
architectureHL1 10-35-40-1 10-40-40-1
HP turbine degradation
LL1 8-30-35-1 8-20-22-1 Taken from previous
architectureML1 8-35-35-1 8-20-22-1
HL1 8-35-35-1 8-25-25-1
LP turbine degradation
LL1 8-35-35-1 8-25-25-1 Taken from previous
architectureML1 8-35-40-1 8-25-25-1
HL1 8-35-40-1 8-25-25-1
Altitude Level 2
Compressor degradation:
LL2 10-30-35-1 10-35-35-1 2-35-35-1
ML2 10-35-35-1 10-25-25-1 Taken from previous
architectureHL2 10-35-35-1 10-25-25-1
HP turbine degradation
LL2 10-30-30-1 10-20-23-1 Taken from previous
architectureML2 10-33-33-1 10-25-25-1
HL2 10-35-35-1 10-25-25-1
LP turbine degradation
LL2 10-35-35-1 10-25-25-1 Taken from previous
architectureML2 10-35-40-1 10-25-25-1
HL2 10-35-40-1 10-25-25-1
Altitude Level 3
Compressor degradation:
LL3 10-25-25-1 10-35-35-1
ML3 10-25-25-1 10-35-40-1 Taken from previous
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HL3 10-25-25-1 10-35-35-1 architecture
HP turbine degradation
LL3 10-30-40-1 10-20-23-1 Taken from previous
architectureML3 10-33-33-1 10-25-25-1
HL3 10-35-35-1 10-25-25-1
LP turbine degradation
LL3 10-25-25-1 10-25-25-1 Taken from previous
architectureML3 10-25-25-1 10-25-25-1
HL3 10-25-25-1 10-25-25-1
T.2 : Final sizes of the Trained Classifier Classifiers at All Altitude Levels
Altitude Level 1 Altitude Level 2 Altitude Level 3
Degradation level classifiers:
Compressor 10-35-35-4 10-25-25-3 10-35-35-3
HP turbine 8-40-40-3 10-35-35-3 10-35-35-3
LP turbine 8-35-40-3 10-35-35-3 10-35-35-3
Component health classifiers: 10-35-35-4 10-35-35-4 10-35-35-4
Appendix U : The Training, Validation and Test Samples’ Final ࡹ ࡿࡱand ࡾ
of the Approximators during the Training.
LL ML HL
Temp Stress Creep Temp Stress Temp Stress
Altitude Level 1
Compressor Approximator:
Training sample
ܯ ܵܧ 1.33E-07 2.10E-06 8.03E-13 1.23E-07 6.57E-06 1.14E-07 2.69E-08
ܴ 1 0.99999 1 1 1 1 1
Validation sample
ܯ ܵܧ 1.50E-07 4.86E-06 2.43E-12 1.38E-07 1.05E-05 1.25E-07 1.97E-07
ܴ 1 0.99999 1 1 0.99999 1 1
Test sample
ܯ ܵܧ 1.50E-07 5.85E-06 1.09E-11 1.37E-07 1.16E-05 1.24E-07 6.11E-07
ܴ 1 0.99999 1 1 0.99999 1 1
HP Turbine Approximator:
Training sample
ܯ ܵܧ 1.76E-07 4.99E-06 - 1.56E-07 1.27E-07 1.42E-07 1.35E-07
ܴ 1 0.99999 - 1 1 1 1
Validation sample
ܯ ܵܧ 1.85E-07 5.26E-06 - 1.73E-07 1.81E-07 1.57E-07 2.06E-07
ܴ 1 0.99999 - 1 1 1 1
Test sample
ܯ ܵܧ 1.88E-07 5.28E-06 - 1.75E-07 1.7E-07 1.56E-07 1.71E-07
ܴ 1 0.99999 - 1 1 1 1
LP Turbine Approximator:
Training sample
ܯ ܵܧ 1.52E-07 6.22E-08 - 1.35E-07 1.72E-08 1.21E-07 4.44E-09
ܴ 1 1 - 1 1 1 1
Validation sample
ܯ ܵܧ 1.90E-07 9.02E-08 - 1.63E-07 3.30E-08 1.35E-07 5.66E-09
ܴ 1 1 - 1 1 1 1
Test sample
ܯ ܵܧ 1.93E-07 8.69E-08 - 1.64E-07 2.78E-08 1.36E-07 5.61E-09
ܴ 1 1 - 1 1 1 1
Altitude Level 2
Compressor Approximator:
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Training sample
ܯ ܵܧ 1.47E-07 6.4E-06 3.54E-10 1.37E-07 6.77E-06 1.26E-07 4.99E-06
ܴ 1 0.99999 1 1 0.99999 1 0.99999
Validation sample
ܯ ܵܧ 1.64E-07 1.70E-05 4.31E-10 1.51E-07 1.45E-05 1.36E-07 7.58E-06
ܴ 1 0.99996 1 1 0.99997 1 0.99999
Test sample
ܯ ܵܧ 1.58E-07 1.57E-05 1.43E-09 1.50E-07 1.27E-05 1.38E-07 1.09E-05
ܴ 1 0.99997 1 1 0.99998 1 0.99998
HP Turbine Approximator:
Training sample
ܯ ܵܧ 1.49E-07 1.07E-08 - 1.33E-07 7.00E-09 1.28E-07 8.89E-09
ܴ 1 1 - 1 1 1 1
Validation sample
ܯ ܵܧ 1.53E-07 1.35E-08 - 1.52E-07 1.00E-08 1.54E-07 1.56E-08
ܴ 1 1 - 1 1 1 1
Test sample
ܯ ܵܧ 1.57E-07 1.35E-08 - 1.57E-07 1.02E-08 1.67E-07 1.11E-08
ܴ 1 1 - 1 1 1 1
LP Turbine Approximator:
Training sample
ܯ ܵܧ 1.59E-07 6.19E-09 - 1.36E-07 5.42E-09 1.28E-07 6.43E-09
ܴ 1 1 - 1 1 1 1
Validation sample
ܯ ܵܧ 1.75E-07 7.59E-09 - 1.63E-07 6.79E-09 1.56E-07 8.80E-09
ܴ 1 1 - 1 1 1 1
Test sample
ܯ ܵܧ 1.74E-07 4.84E-09 - 1.63E-07 6.44E-09 1.74E-07 8.33E-09
ܴ 1 1 - 1 1 1 1
Altitude Level 3
Compressor Approximator:
Training sample
ܯ ܵܧ 1.71E-07 1.49E-06 1.71E-13 1.62E-07 1.17E-06 1.59E-07 8.58E-6
ܴ 1 1 1 1 1 1 0.99998
Validation sample
ܯ ܵܧ 1.78E-07 4.81E-06 3.92E-13 1.72E-07 4.70E-06 1.63E-07 1.80E-05
ܴ 1 0.99999 1 1 0.99999 1 0.99995
Test sample
ܯ ܵܧ 1.74E-07 6.84E-06 1.71E-12 1.69E-07 3.56E-06 1.64E-07 2.86E-05
ܴ 1 0.99999 1 1 0.99999 1 0.99996
HP Turbine Approximator:
Training sample
ܯ ܵܧ 1.57E-07 2.05E-08 - 1.44E-07 1.86E-08 1.52E-07 9.87E-08
ܴ 1 1 - 1 1 1 1
Validation sample
ܯ ܵܧ 1.62E-07 2.53E-08 - 1.51E-07 2.60E-08 1.61E-07 1.10E-07
ܴ 1 1 - 1 1 1 1
Test sample
ܯ ܵܧ 1.64E-07 2.69E-08 - 1.52E-07 2.94E-08 1.57E-07 1.1E-07
ܴ 1 1 - 1 1 1 1
LP Turbine Approximator:
Training sample
ܯ ܵܧ 2.09E-07 1.12E-08 - 1.72E-07 3.32E-08 1.55E-07 1.99E-08
ܴ 1 1 - 1 1 1 1
Validation sample
ܯ ܵܧ 2.19E-07 1.30E-08 - 1.84E-07 5.00E-08 1.62E-07 2.78E-08
ܴ 1 1 - 1 1 1 1
Test sample
ܯ ܵܧ 2.23E-07 1.24E-08 - 1.83E-07 4.16E-08 1.66E-07 3.29E-08
ܴ 1 1 - 1 1 1 1
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Appendix V : The Predicted Outputs ࡱ࡭࢜ࢋ and ࡿࡰࡱ for the entire
Component Degradation Trained Networks.
Compressor Deg. HP Turbine Deg. LP Turbine Deg.
Level Approx.Network ࡱ࡭࢜ࢋ ࡿࡰࡱ ࡱ࡭࢜ࢋ ࡿࡰࡱ ࡱ࡭࢜ࢋ ࡿࡰࡱ
Altitude Level 1:
LL1
Blade Temp 4.64E-05 0.00317 1.37E-05 0.00361 1.71E-05 0.00338
Blade Stress 1.08E-04 0.01758 -6.73E-05 0.04251 5.63E-06 0.00223
Creep Life 7.83E-05 0.01482 - - - -
ML1 Blade Temp -5.19E-05 0.00316 2.76E-05 0.00355 -6.44E-07 0.00327Blade Stress 2.18E-03 0.02783 4.95E-06 0.0036 -6.04E-06 0.00139
HL1 Blade Temp -3.85E-05 0.00315 2.38E-05 0.00347 5.29E-06 0.0032Blade Stress -1.60E-05 0.00395 -1.56E-06 0.00381 2.01E-06 0.000661
Altitude Level 2:
LL2
Blade Temp -3.26E-05 0.00323 -2.55E-05 0.00323 -1.55E-05 0.00322
Blade Stress -2.53E-04 0.02903 1.06E-05 0.000966 1.02E-05 0.000717
Creep Life 0.000456 0.09011 - - - -
ML2 Blade Temp 2.08E-05 0.0032 1.74E-05 0.00322 2.59E-05 0.0032Blade Stress -9.96E-05 0.02753 2.42E-07 0.000831 -2.66E-06 0.000684
HL2 Blade Temp -1.47E-06 0.0032 6.16E-05 0.00327 7.82E-06 0.00317Blade Stress 2.51E-04 0.023 -2.55E-06 0.000964 -3.86E-06 0.000769
Altitude Level 3:
LL3
Blade Temp -2.66E-05 0.00335 3.76E-05 0.00335 -2.09E-04 0.00334
Blade Stress -7.89E-05 0.01519 1.11E-05 0.00125 -4.98E-06 0.00088
Creep Life 0.00016 0.01156 - - - -
ML3 Blade Temp -1.05E-04 0.00332 -9.65E-05 0.0033 2.14E-06 0.00335Blade Stress -4.20E-05 0.01285 3.52E-06 0.00125 8.99E-06 0.00163
HL3 Blade Temp 3.08E-06 0.00331 1.08E-04 0.00332 2.01E-05 0.0033Blade Stress 1.89E-04 0.03205 -1.55E-05 0.00273 -2.46E-05 0.00129
Appendix W : Percentage of Component Degradation Samples
Encompassed within the Specified Range
Table W-1: Percentage of Samples Encompassed for Compressor Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3 Average
T0.2 78.1 68.95 76.23 72.7 73.94 77.93 84.74 75.73 77.69 76.22
T0.4 98.46 93.84 98.75 95.92 95.74 99 99.92 95.94 96.61 97.13
T0.6 99.62 97.72 99.68 98.49 97.62 99.76 99.95 98.12 98.75 98.86
T0.8 99.8 98.83 99.83 99.28 98.47 99.9 99.97 98.9 99.3 99.36
T1 99.88 99.30 99.90 99.6 98.9 99.93 99.98 99.94 99.5 99.66
T2 99.98 99.86 99.96 99.96 99.62 99.98 99.99 99.94 99.85 99.90
T3 99.99 99.96 99.98 99.98 99.85 99.997 100 99.95 99.93 99.96
T4 100 100.00 100.00 100 99.94 100 100 99.99 99.97 99.99
T5 100 100.00 100.00 100 99.97 100 100 99.996 99.98 99.99
T6 100 100.00 100.00 100 99.99 100 100 100 99.99 100.00
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Table W-2: Percentage of Samples Encompassed for HP Turbine Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3 Average
T0.2 66.13 81.8 80.23 76.89 80.9 81.4 80.25 75.57 79.47 78.07
T0.4 94.52 99.95 99.97 98.55 99.8 99.96 99.57 97 99.5 98.76
T0.6 99.15 100 100 99.78 99.97 99.997 99.97 98.7 99.84 99.71
T0.8 99.85 100 100 99.95 100 100 99.99 99.1 99.94 99.87
T1 99.95 100 100 99.97 100 100 100 99.21 99.98 99.90
T2 100 100 100 100 100 100 100 99.53 99.997 99.95
T3 100 100 100 100 100 100 100 99.68 100 99.96
T4 100 100 100 100 100 100 100 99.76 100 99.97
T5 100 100 100 100 100 100 100 99.92 100 99.99
T6 100 100 100 100 100 100 100 99.96 100 100.00
Table W-3: Percentage of Samples Encompassed for LP Turbine Degradation
Error
Range
Degradation Magnitude and Altitude Level
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3 Average
T0.2 81.26 81.22 80.76 99.95 80.83 80.688 83.4 80.92 81.88 83.43
T0.4 99.52 99.95 99.95 99.99 99.88 99.94 99.8 99.74 99.97 99.86
T0.6 99.94 100 100 100 100 99.997 99.97 100 100 99.99
T0.8 99.98 100 100 100 100 100 99.99 100 100 100.00
T1 100 100 100 100 100 100 99.993 100 100 100.00
T2 100 100 100 100 100 100 100 100 100 100.00
T3 100 100 100 100 100 100 100 100 100 100.00
T4 100 100 100 100 100 100 100 100 100 100.00
T5 100 100 100 100 100 100 100 100 100 100.00
T6 100 100 100 100 100 100 100 100 100 100.00
357
Appendix X : Confusion Matrices of the Training, Validation and Test
Samples of the Component Degradation Classifiers.
X.1 : Compressor Degradation Level Classifier at Altitude Level 1
(a) Training samples (b) Validation samples (b) Test samples
X.2 : HP Turbine Degradation Level Classifier at Altitude Level 1
(a) Training samples (b) Validation samples (b) Test samples
X.3 : LP Turbine Degradation Level Classifier at Altitude Level 1
(a) Training samples (b) Validation samples (b) Test samples
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X.4 : Compressor Degradation Level Classifier at Altitude Level 2
(a) Training samples (b) Validation samples (b) Test samples
X.5 : HP Turbine Degradation Level Classifier at Altitude Level 2
(a) Training samples (b) Validation samples (b) Test samples
X.6 : LP Turbine Degradation Level Classifier at Altitude Level 2
(a) Training samples (b) Validation samples (b) Test samples
359
X.7 : Compressor Degradation Level Classifier at Altitude Level 3
(a) Training samples (b) Validation samples (b) Test samples
X.8 : HP Turbine Degradation Level Classifier at Altitude Level 3
(a) Training samples (b) Validation samples (b) Test samples
X.9 : LP Turbine Degradation Level Classifier at Altitude Level 3
(a) Training samples (b) Validation samples (b) Test samples
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X.10 : Confusion Matrices of Component Health Classifier at Altitude Level 1
(a) Training samples (b) Validation samples (b) Test samples
X.11 : Confusion Matrices of Component Health Classifier at Altitude Level 2
(a) Training samples (b) Validation samples (b) Test samples
X.12 : Confusion Matrices of Component Health Classifier at Altitude Level 3
(a) Training samples (b) Validation samples (b) Test samples
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Appendix Y : Step Size and Unseen Samples Size Used during Post Test
for SB Architecture Approximators at Degraded Engine Condition
Y.1 : Step Size for Each Parameter and Unseen Samples Used during Post Test
of Compressor Degradation
LL1
Parameter LL UL Step size Parameter LL UL Step size
Altitude 200 1400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.)
% in ܨܥ -0.4 -1.6 0.4 (approx.) Finalised samples 25,156
LL2
Parameter LL UL Step size Parameter LL UL Step size
Altitude 1700 2900 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.)
% in ܨܥ -0.4 -1.6 0.4 (approx.) Finalised samples 26,489
LL3
Parameter LL UL Step size Parameter LL UL Step size
Altitude 3200 4400 200 PCN 0.943 0.997 0.006
Mach number 0.03 0.27 0.06 Tamb dev. 11 23 3
% in ܧܶܣ -0.25 -1.75 0.5 (approx.)
% in ܨܥ -0.4 -1.6 0.4 (approx.) Finalised samples 25,287
Y.2 Step Size for Each Parameter and Unseen Samples Used during Post Test of
Degradation Level Classifier at All Altitude Levels
Operating parameter
Parameter LL UL Step size Parameter LL UL Step size
Altitude Level 1 200 1400 300 PCN 0.946 0.994 0.012
Altitude Level 2 1700 2900 300 Tamb dev. 14 23 3
Altitude Level 3 3200 4400 300 Mach number 0.05 0.275 0.075
Compressor degradation
% in ܧܶܣ -0.25 -1.95 0.5 (approx.) % in ܨܥ -0.4 -1.8 0.4 (approx.)
-2.25 -3.95 0.5 (approx.) -2.4 -3.8 0.4 (approx.)
-4.25 -5.95 0.5 (approx.) -4.4 -5.8 0.4 (approx.)
HP and LP Turbine degradation
% in ܧܶܣ -0.25 -1.95 0.5 (approx.) % in ܨܥ 0.4 1.8 0.4 (approx.)
-2.25 -3.95 0.5 (approx.) 2.4 3.8 0.4 (approx.)
-4.25 -5.95 0.5 (approx.) 4.4 5.8 0.4 (approx.)
Finalised samples
Altitude Level 1 Altitude Level 2 Altitude Level 3
Compressor 28,705 Compressor 29,567 Compressor 29,734
HP Turbine 29,648 HP Turbine 29,319 HP Turbine 29,792
LP Turbine 29,936 LP Turbine 29,685 LP Turbine 29,099
Y.3 : Step Size and Unseen Samples Used during Post Test of Component Health
Classifier
Operating parameter for Clean Engine
Parameter LL UL Step size Parameter LL UL Step size
Altitude Level 1 75 1275 150 PCN 0.943 0.997 0.006
150 1350 150 Tamb dev. 11 29 3
Altitude Level 2 1545 2745 300 Mach number
for Alt Level 1
0.03 0.27 0.06
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1575 2775 300 Mach number
for Alt Level 2
and 3
0.01 0.28 0.03
1650 2850 300
Altitude Level 3 3045 4295 250
3075 4325 250
3150 4400 250
Operating parameter for Degraded Engine
Parameter LL UL Step size Parameter LL UL Step size
Altitude Level 1 200 1400 200 PCN (all
except comp
deg. @ Alt
level 3)
0.943 0.997 0.006
Altitude Level 2 1700 2900 200 PCN (comp
deg. @ Alt
level 3)
0.94 0.997 0.003
Altitude Level 3 3200 4400 200 Tamb dev. 11 23 3
Mach number 0.03 0.27 0.06
Compressor degradation
% in ܧܶܣ (LL) -0.25 -1.75 0.5 (approx.) % in ܨܥ (LL) -0.4 -1.6 0.4 (approx.)
% in ܧܶܣ (ML) -2.25 -3.75 0.5 (approx.) % in ܨܥ (ML) -2.4 -3.6 0.4 (approx.)
% in ܧܶܣ (HL) -4.25 -5.75 0.5 (approx.) % in ܨܥ (HL) -4.4 -5.6 0.4 (approx.)
HP/LP Turbine degradation
% in ܧܶܣ (LL) -0.25 -1.75 0.5 (approx.) % in ܨܥ (LL) 0.4 1.6 0.4 (approx.)
% in ܧܶܣ (ML) -2.25 -3.75 0.5 (approx.) % in ܨܥ (ML) 2.4 3.6 0.4 (approx.)
% in ܧܶܣ (HL) -4.25 -5.75 0.5 (approx.) % in ܨܥ (HL) 4.4 5.6 0.4 (approx.)
Finalised samples
Altitude Level 1 216,289 Altitude Level 2 177,425 Altitude Level 3 179,051
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Appendix Z : Percentage of Samples with ࡱ Within the Specified Range
Predicted by the SB Architectures of Degraded Engine Case
Z.1 : Samples Distribution Predicted by Compressor Degradation Architecture
(a) LL1
(
(b) LL2
(c) LL3 (d) ML1
(e) ML2 (f) ML3
(g) HL1 (h) HL2
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(i) HL1
Z.2 : Samples Distribution Predicted by HP Turbine Degradation Architecture
(a) LL1 (b) LL2
(c) LL3 (d) ML1
(e) ML2 (f) ML3
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(g) HL1 (h) HL2
(i) HL3
Z.3 Samples Distribution Predicted by LP Turbine Degradation Architecture
(a) LL1 (b) LL2
(c) LL3 (d) ML1
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(e) ML2 (f) ML3
(g) HL1 (h) HL2
(i) HL3
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Appendix AA : Summarised Results of the Probabilistic Analyses
Conducted On the Component Degradation Sensor-Based Architectures
LL1 LL2 LL3 ML1 ML2 ML3 HL1 HL2 HL3
Compressor degradation:
Best fitted
distribution
Johnson
SU Cauchy Cauchy Cauchy Cauchy Cauchy Cauchy HyperSec Cauchy
Error Range Probability
T0.2 0.650 0.610 0.456 0.580 0.670 0.612 0.690 0.659 0.589
T0.4 0.870 0.787 0.668 0.768 0.824 0.786 0.840 0.900 0.770
T0.6 0.940 0.855 0.767 0.840 0.881 0.855 0.890 0.974 0.846
T0.8 0.980 0.890 0.822 0.880 0.910 0.890 0.920 0.993 0.880
T1 0.983 0.912 0.856 0.910 0.928 0.912 0.930 0.998 0.900
T2 0.998 0.956 0.927 0.952 0.964 0.956 0.970 1.000 0.950
T3 0.999 0.970 0.951 0.968 0.976 0.970 0.970 1.000 0.970
T4 1.000 0.978 0.963 0.976 0.982 0.980 0.983 1.000 0.980
T5 1.000 0.982 0.970 0.981 0.986 0.982 0.987 1.000 0.990
T6 1.000 0.985 0.976 0.984 0.988 0.990 0.990 1.000 0.993
HP turbine degradation:
Best fitted
distribution
Normal Normal Normal Normal Normal Normal Normal Cauchy Normal
Error Range Probability
T0.2 0.6752 0.829 0.816 0.7473 0.820 0.819 0.752 0.61 0.818
T0.4 0.9511 0.994 0.992 0.9778 0.993 0.992 0.979 0.79 0.992
T0.6 0.9969 1.000 1.000 0.9994 1.000 1.000 0.9995 0.91 1.000
T0.8 0.9992 1.000 1.000 1.000 1.000 1.000 1.000 0.970 1.000
T1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.986 1.000
T2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
T3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
T4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
T5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
T6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
LP turbine degradation:
Best fitted
distribution
Cauchy Normal Normal JohnsonSU Normal Normal Cauchy Normal Normal
Error Range Probability
T0.2 0.589 0.825 0.814 0.6 0.822 0.818 0.676 0.820 0.823
T0.4 0.771 0.993 0.992 0.873 0.993 0.990 0.821 0.993 0.993
T0.6 0.843 1.000 1.000 0.95 1.000 1.000 0.883 1.000 1.000
T0.8 0.865 1.000 1.000 0.98 1.000 1.000 0.899 1.000 1.000
T1 0.9050 1.000 1.000 0.9910 1.000 1.000 0.9290 1.000 1.000
T2 0.9520 1.000 1.000 0.9998 1.000 1.000 0.9640 1.000 1.000
T3 0.9680 1.000 1.000 1.0000 1.000 1.000 0.9760 1.000 1.000
T4 0.9760 1.000 1.000 1.0000 1.000 1.000 0.9820 1.000 1.000
T5 0.9810 1.000 1.000 1.0000 1.000 1.000 0.9860 1.000 1.000
T6 0.9840 1.000 1.000 1.0000 1.000 1.000 0.9880 1.000 1.000
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Appendix BB : PDF and CDF Plots for the Component Degradation SB
Approximator
BB.1 : PDF and CDF Plots for the Compressor Degradation Approximators
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PDF for Creep model using unseen data (Comp Alt Level 2 ML)
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BB.2 : PDF and CDF Plots for the HP Turbine Degradation Approximators
PDF for Creep model using unseen data (HPT Alt Level 1 LL)
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PDF for Creep model using unseen data (HPT Alt Level 2 HL)
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BB.3 : PDF and CDF Plots for the LP Turbine Degradation Approximators
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Appendix CC : Confusion Matrices of Unseen Samples of the Component
Degradation Classifiers.
CC.1 : Compressor Degradation Level Classifier at Altitude Level 1
(a) 1st unseen data (b) 2
nd unseen data
CC.2 : HP Turbine Degradation Level Classifier at Altitude Level 1
(a) 1st unseen data (b) 2
nd unseen data
CC.3 LP Turbine Degradation Level Classifier at Altitude Level 1
(a) 1st unseen data (b) 2nd unseen data
CC.4 : Compressor Degradation Level Classifier at Altitude Level 2
(a) 1st unseen data (b) 2nd unseen data
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CC.5 : HP Turbine Degradation Level Classifier at Altitude Level 2
(a) 1st unseen data (b) 2nd unseen data
CC.6 : LP Turbine Degradation Level Classifier at Altitude Level 2
(a) 1st unseen data (b) 2nd unseen data
CC.7 : Compressor Degradation Level Classifier at Altitude Level 3
(a) 1st unseen data (b) 2nd unseen data
CC.8 : HP Turbine Degradation Level Classifier at Altitude Level 3
(a) 1st unseen data (b) 2nd unseen data
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CC.9 : LP Turbine Degradation Level Classifier at Altitude Level 3
(a) 1st unseen data (b) 2
nd unseen data
CC.10 : Confusion Matrices of Component Health Classifier at Altitude Level 1
(a) 1st unseen data (b) 2
nd unseen data
CC.11 : Confusion Matrices of Component Health Classifier at Altitude Level 2
(a) 1st unseen data (b) 2nd unseen data
CC.12 : Confusion Matrices of Component Health Classifier at Altitude Level 3
(a) 1st unseen data (b) 2nd unseen data
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Appendix DD : Plots of ࡯ࡲ from Different Implemented Neural
Architectures for the Given Mission Profile
DD.1 : Predicted ࡯ࡲ from Component Degradation FB Architectures and the
Integrated Model
Figure DD.1-1: Compressor degradation mission profile plot
Figure DD.1-2: HP turbine degradation mission profile plot
Figure DD.1-3: LP turbine degradation mission profile plot
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DD.2 : Predicted ࡯ࡲ from Component Degradation SB Architectures and the
Integrated Model
Figure DD.2-1: Compressor degradation mission profile plot
Figure DD.2-2: HP turbine degradation mission profile plot
Figure DD.2-3: LP turbine degradation mission profile plot
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Appendix EE : Comparison of the Calculated Probabilities between the FB
and SB Architecture for Degraded Engine Condition.
EE.1 : Probability Comparison for Compressor Degradation
Figure EE.1-1: Probability of obtaining specified ࡱ range at low level degradation
Figure EE.1-2: Probability of obtaining specified ࡱ range at medium level degradation
Figure EE.1-3: Probability of obtaining specified ࡱ range at high level degradation
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EE.2 : Probability Comparison for HP Turbine Degradation
Figure EE.2-1: Probability of obtaining specified ࡱ range at low level degradation
Figure EE.2-2: Probability of obtaining specified ࡱ range at medium level degradation
Figure EE.2-3: Probability of obtaining specified ࡱ range at high level degradation
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EE.3 : Probability Comparison for LP Turbine Degradation
Figure EE.3-1: Probability of obtaining specified ࡱ range at low level degradation
Figure EE.3-2: Probability of obtaining specified ࡱ range at medium level degradation
Figure EE.3-3: Probability of obtaining specified ࡱ range at high level degradation
0.5
0.6
0.7
0.8
0.9
1.0
0 1 2 3 4 5 6
Pr
ob
ab
ili
ty
of
ge
tti
ng
th
e
sp
ec
ife
d
er
ro
rr
an
ge
Level of error range, T
Sensor-Based LL1
Sensor-Based LL2
Sensor-Based LL3
Functional-Based LL1
Functional-Based LL2
Functional-Based LL3
0.6
0.7
0.8
0.9
1.0
0 1 2 3 4 5 6
Pr
ob
ab
ili
ty
of
ge
tti
ng
th
e
sp
ec
ife
d
er
ro
rr
an
ge
Level of error range, T
Sensor-Based ML1
Sensor-Based ML2
Sensor-Based ML3
Functional-Based ML1
Functional-Based ML2
Functional-Based ML3
0.6
0.7
0.8
0.9
1.0
0 1 2 3 4 5 6
Pr
ob
ab
ili
ty
of
ge
tti
ng
th
e
sp
ec
ife
d
er
ro
rr
an
ge
Level of error range, T
Sensor-Based HL1
Sensor-Based HL2
Sensor-Based HL3
Functional-Based HL1
Functional-Based HL2
Functional-Based HL3
384
Appendix FF : Prediction error PDF of the Generated Samples Obtained
Using the Implement Neural Architectures.
FF.1 : Prediction Error PDF Obtained Using the RB Architecture
(a) Point 2 for several uncertainty multiplier
(
(b) Point 3 for several uncertainty multiplier
(c) Point 4 for several uncertainty multiplier
(
(d) Point 5 for several uncertainty multiplier
FF.2 : Prediction Error PDF Obtained Using the FB Architecture
(
(a) Point 2 for several uncertainty multiplier
(
(b) Point 3 for several uncertainty multiplier
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(
(c) Point 4 for several uncertainty multiplier
(
(d) Point 5 for several uncertainty multiplier
FF.3 : Prediction Error PDF Using the SB Architecture
(
(a) Point 2 for several uncertainty multiplier
(
(b) Point 3 for several uncertainty multiplier
(
(c) Point 4 for several uncertainty multiplier
(
(d) Point 5 for several uncertainty multiplier
0
0.5
1
1.5
2
2.5
-15 -10 -5 0 5 10 15
f(x
)
Prediction error (%)
5% multiplier
15% multiplier
50% multiplier
150% multipler
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
-15 -10 -5 0 5 10 15
f(x
)
Prediction error (%)
5% multiplier
15% multiplier
50% multiplier
150% multipler
0
0.005
0.01
0.015
0.02
0.025
-100 -50 0 50 100
f(x
)
Prediction error (%)
5% multiplier
10% multiplier
15% multiplier
20% multipler
0
0.005
0.01
0.015
0.02
0.025
0.03
-100 -50 0 50 100
f(x
)
Prediction error (%)
5% multiplier
10% multiplier
15% multiplier
20% multipler
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
-100 -50 0 50 100
f(x
)
Prediction error (%)
5% multiplier
10% multiplier
15% multiplier
20% multipler
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
-100 -50 0 50 100
f(x
)
Prediction error (%)
5% multiplier
10% multiplier
15% multiplier
20% multipler
386
Appendix GG : Comparison of ࡿࡰࡱ between the Blade’s Metal
Temperature and Stress of the FB and SB Approximators.
GG.1 : ࡿࡰࡱ of the Blade’s Metal Temperature and Stress of the FB Approximators
(
(a) ࡿࡰࡱ࢙at point 1
(
(b) ࡿࡰࡱ࢙at point 2
(
(c) ࡿࡰࡱ࢙at point 3
(
(d) ࡿࡰࡱ࢙at point 4
(
(e) ࡿࡰࡱ࢙at point 5
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GG.2 : ࡿࡰࡱ of the Blade’s Metal Temperature and Stress of the SB Approximators
(
(a) ࡿࡰࡱ࢙at point 1
(
(b) ࡿࡰࡱ࢙at point 2
(
(c) ࡿࡰࡱ࢙at point 3
(
(d) ࡿࡰࡱ࢙at point 4
(
(e) ࡿࡰࡱ࢙at point 5
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Appendix HH : Comparison of the Sample Distribution Analysis Results
between the Three Implemented Architectures.
(
(a) Sample distribution analysis at point 2
(
(b) Sample distribution analysis at point 3
(
(c) Sample distribution analysis at point 4
(
(d) Sample distribution analysis at point 5
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