We propose a unified framework to evaluate and quantify the search time of multiple random searchers traversing independently and concurrently on complex networks. We find that the intriguing behaviors of multiple random searchers are governed by two basic principles -the logarithmic growth pattern and the harmonic law. Specifically, the logarithmic growth pattern characterizes how the search time increases with the number of targets, while the harmonic law explores how the search time of multiple random searchers taken with respect to that needed by individual searchers.
It has long been recognized that diverse dynamics of natural and artificial systems ranging from the stochastic motion of molecules [1] , animals foraging [2] , transportation [3] , to information and disease spreading [4] can be described well and accurately modeled by random search processes on a network. The broad range of relevances have turned random search processes on complex networks into a long-standing topic of scientific interest [5] [6] [7] [8] .
Amongst random search processes, it is increasingly recognized that often more than one target was need to be found or captured in the task of each individual search, for example, cells chasing pathogens [9] , predators harvesting prey [10] , and even the project of boosting search methods [11] . For characterizing multiple targets search, a growing number of studies are based on the quantity search efficiency function that describes the ratio of the number of targets visited to the total distance traversed by the searcher [12] [13] [14] [15] [16] . Here, we consider another appealing quantity mean random cover time (MRCT) -the expected time required for the discovery or exploration of a number of targets given in advance. Moreover, a substantial body of research has shown that mean random cover time has profound implications, generating random spanning trees in computer science [17] and solving the well-known coupon collector's problem [18] .
Unfortunately, the studies on mean random cover time has achieved little progress. Most previous work either pays attention to this problem on regular graphs or obtain some numerical findings [19] [20] [21] . Important steps were achieved in Ref. [11] , where the random cover time of various search strategies was found to follow a universal distribution resembling the Gumbel distribution. Interestingly, this finding seems to imply a logarithmic growth pattern between the search time and the number of targets, which is further recovered and extended in our recently work [22] . Notably, all these findings were so far limited to a single searcher. Several searchers moving and traveling concurrently for target search, however, is commonly encountered in real life, for example, a prey species surviving around several distinct predators. Previous studies have demonstrated that multiple random searchers are faster than one in the case of the exhaustive search [23, 24] .
In this paper, we address the general problem of finding a number of targets by multiple random searchers on networks and provide a theoretical framework to determine mean random cover time analytically. Interestingly, we find two fundamental principles (i.e., the logarithmic growth pattern and the harmonic law) controlling search time of multiple random searchers for finding multiple targets, given in advance. In particular, the logarithmic growth pattern describes the effects of the number of targets, while the harmonic law explores the effects and contributions of the individual searchers. These two universal principles are confirmed across a broad range of the stochastic processes, including generic random walks [5] , maximal entropy random walks [25] , persistent random walks [26] , and intermittent search strategies [27] . Our work provides a general framework for studying random search processes taking place on networks.
We start from K identical random searchers moving concurrently and independently on a network. For simplicity, here we assume that there is no information sharing among these searchers during the entire search process. At each time step, the individual searcher jumps from current node i to node j with the transition probability p ij , which is a time-invariant quantity. In this context, an interesting problem is how long do these searchers take to find multiple targets given in advance on the network? We denote by T (K) V i ,Ωm , defined as the expected time needed to visit m targets located at the node set Ω m starting from the location V i for the K searchers. Note that once a given target is found by any random searcher, it will disappear in the target set and also become invisible to other searchers. To derive this interesting quantity analytically, we first consider a single target case for which
In this situation, if the first step of any searcher is to node j, the expected number of steps required is 1; if all of them are to some other nodes
where P V i ,V ′ i represents the transition probability from node set V i to V ′ i for the K searchers in one step. When considering all possible initial conditions (i.e., the starting position for the K searchers), equation (1) can be rewritten in matrix form as
where e is a ( N +K−2 m ) -dimensional vector with all entries 1 and P is the submatrix of the aggregated transition probability matrix P = {P V i ,V ′ i } by deleting the set of rows and columns with indexes {V i | j ∈ V i }. Since (I − P) is a reversible matrix [28] , we have
where I is an identity matrix. Repeatedly, suppose that we have already obtained the mean random cover time T (K) V i ,Ω l (l) for l = 1, 2, · · · , m − 1. Consequently, we will consider how to derive the mean random cover time T (K) V i ,Ωm (m) exactly from the known information. Similarly, it is easy to verify that the equation T
We can rewrite the Eq. (4) in matrix form as
where T
ē is the all-ones vector;P is the submatrix of the aggregated transition probability matrix P by deleting the set of rows and columns
Since the matrix (I −P) is reversible [28] , Eq. (5) can be recast as
Clearly, equation (6) provides an iterative approach for calculating the MRCT analytically.
Moreover, for quantifying the search efficiency at a global scale, we introduce the global
Ωm (m), by averaging Eq. (6) over all possible source and target sets. Interestingly, utilizing the annealed network approach [29] and the Sherman-Morrison formula [30] , we find the logarithmic growth pattern of ⟨T (K) ⟩(m) versus m (see Appendix A):
where γ is the growth rate highly related to the global mean first passage time (MFPT)
⟨T (1) ⟩, to which previous studies have been devoted [5, 6] . Clearly, this expression unveils a universal dependence of the global MRCT ⟨T (K) ⟩(m) on the search efficiency of the individual searchers and on the number of searchers.
In order to validate the logarithmic growth pattern, we start from addressing a generic random walk of which the transition probability is
where a ij is an element of the adjacency matrix [5] . We consider K random searchers moving on the Barabási-Albert (BA) network [31] and three real networks (i.e., the "Karate club" network [32] , the "Chesapeake" network [33] , and the "Football" network [34] ). Figure 1 reveals a quantitative agreement between the numerical results and the theoretical predictions given by Eq. (7) .
Both the number of searchers dependence and the the number of targets dependence are unambiguously captured by our theoretical expression (i.e., Eq. (7)), as shown by the data collapse of the theoretical predictions. These results show that the global MRCT ⟨T (K) ⟩(m) grows logarithmically with the number of targets, as expected. As a further validation, we address degree-biased random walks with the preferential
where α is the tuning parameter and k j is the degree of node j [35] . Clearly, the tuning parameter α determines the preference of visiting high or low degree node at each time step, which consequently influences search efficiency of the searcher. In Figs. 2(a) and 2(b), we explore the effect of the tuning parameter α on the global MRCT ⟨T (K) ⟩(m, α). It is shown that all profiles present the same tendency regarding different number of searchers K and the number of targets m. In particular, the optimal tuning exponent α opt of a biased random walk strategy, where the minimum ⟨T (K) ⟩(m, α) is achieved, is robust and is independent of the number of targets m as well as the number of searchers K. We then confirm the validity of the logarithmic growth pattern by taking two representative biased random walk strategies -the optimal biased random walk (OBRW) and the maximal entropy random walk (MERW). For the MERW, the transition probability
where λ is the largest eigenvalue of the adjacency matrix A and µ j is the j th element of the corresponding principal eigenvector µ [25] . Clearly, the numerical results match the theoretical predictions, see Figs. 2(c)-2(f). These findings further confirm that the logarithmic growth pattern is a universal principle governing multiple targets search.
Moreover, we show that the logarithmic growth pattern is also appropriate for the persistent random walks (PRW). In contrast to the previous memoryless search strategies, the persistent random walk has one-step memory, i.e., the future motion of the random searcher depends not only on its current position, but also on its previous location information [26] .
More specifically, at each time step, the random searcher has a probability 1+ϵ 2 to continue in the same direction as the previous step, while with the probability 1−ϵ 2 to go in the inverse direction. Here we consider the case of the PRW on a 1D lattice with the periodic boundary condition, as described in Fig. 3(a) . To eliminating the effect of one-step memory, we built a directed network from the 1D lattice model in which node i+ (i−) means in the previous step, the searcher moves to node i following a clockwise (anticlockwise) direction (see Fig. 3(b) ). A directed edge from node i+ to j− exists whenever the transition probability from node i to node j following a anticlockwise direction is larger than zeros. It is easy to see that the PRW moving on the constructed directed network satisfies the features of Markov process. Thus, we can apply our paradigm for calculating MRCT directly and observe how the search time increases with respect to the number of targets.
We first observe the size effect on the global MFPT ⟨T (1) ⟩(ϵ) of the PRW. Figure 3(c) shows that the profiles present the same decreasing tendency for different network sizes N .
The way in which ⟨T (1) ⟩(ϵ) scales with network size N seems to follow a power law behavior as shown in the inset of Fig. 3(c) . Interestingly, we find that our theoretical predictions fit well with the analytical results given by Eq. (6) . The results further demonstrate that the logarithmic growth pattern is also suitable for non-Markov random search process. Note that here we choose the parameter ϵ = 0.5 for convenience. In fact, the logarithmic growth pattern is a general principle for an arbitrary parameter ϵ. Furthermore, we address a special anomalous random walk -the intermittent random walk (IRW) for which the searcher can select two distinct transition patterns at each time step [27] . In particular, with probability µ, the searcher jumps according to the unbiased random walk rule, while with the probability 1 − µ, the searcher leaves the lattice and lands at a site L distance away from the departure site. Clearly, the damping factor µ plays an important role in shaping the behavior of the IRW. To explore this effect, we study the global MFPT ⟨T (1) ⟩(µ) of the IRW on a 1D lattice. The result presented in Fig. 4(a) clearly shows the presence of a minimum ⟨T (1) ⟩ for different network sizes N . However, it is easy to see that the minimum position changes gradually with increasing network size N (see in the inset of Fig. 4(a) ). Such behavior is clearly distinct from that of the PRW, where the optimal tuning exponent remains stable irrespective of network size. Nonetheless, our theoretical prediction of Eq. (7) can still capture multiple target search based on the IRW, as shown by all data collapse of the theoretical predictions in Fig. 4(b) . The result provides a further validation of our finding that the logarithmic growth pattern is a universal principle controlling multiple target search. Finally, in practice, we sometimes find that the properties of individual random searchers are distinct. For example, a prey species usually have several predators for which different predators adopt distinct search strategies. A fascinating problem is how search efficiency of multiple searchers related to that of the individual searchers. To address this issue, we consider K distinct searchers moving on the network independently and concurrently. We assume that they do not interact with each other in the whole search process. Utilizing the annealed network approach [29] and the Sherman-Morrison formula [30] , we find the harmonic law exploring the contribution and effect of each individual searcher (see Appendix B)
where ⟨T (1) l ⟩(m) is the global MRCT of the l th searcher for finding m targets given in advance. In particular, when transition properties of the searchers are identical, it is easy to verify that the harmonic law of Eq. In summary, we have presented a fundamental framework for characterizing and quantifying multiple random searchers on networks. We propose an iterative approach to calculate the general expression of mean random cover time analytically. Remarkably, we find two fundamental principles (i.e., the logarithmic growth pattern and the harmonic law) controlling the search time of multiple random searchers. In particular, the logarithmic growth pattern describes the effect of increasing the number of targets, while the harmonic law explores how the search time of multiple random searchers is related to that of each individual searcher in the same environment. These two universal principles are demonstrated in examples drawn from degree-biased random walks, maximal entropy random walks, persistent random walks, and intermittent search strategies. Our findings will deepen the understanding of various diffusion processes on networks and will also facilitate us to realize diverse dynamical processes on networks including epidemic spreading [37] , synchronization [38, 39] , and transportation [40] .
This work provides a general framework for studying random search processes, which incorporates our previous works (i.e., the multitarget search [22] and the multiple random searchers [36] ) as two special cases. Moreover, here we show that the logarithmic growth pattern and the harmonic law are also established on persistent random walks and intermit- tent search strategies, which further extends our previous findings. Meanwhile, in the case of persistent random walks, we propose constructing a directed network for solving the effect of one-step memory. This idea may provide a new path for calculating mean first passage time of non-Markovian random search analytically. Moreover, for convenience, we assume that multiple random searchers move independently on networks without information sharing.
The investigation of multiple random searchers with interaction calls for additional research effects.
I. APPENDIXES

A. The origin of the logarithmic growth pattern of multiple identical random searchers
We study K identical random searchers traversing on a connected network independently and concurrently. At each time step, the individual searcher jumps to node j from current node i with a transition probability f (x j ) depending on the node property x j (degree, betweenness, clustering coefficient, etc.). Take biased random walks as an example, the transition probability f (x j ) is defined as f (x j ) = k α j , where α is the tuning parameter and k j is the degree of node j. For an uncorrelated network, we can reinterpret its adjacency matrix A as a weighted fully connected graph A based on the annealed network approach [29] . Specifically, the entry a ij = k i k j N ⟨k⟩ defines the connection probability between nodes i and j, where ⟨k⟩ represents the average degree of the whole network. In this context, the transition probability of the searcher becomes p ij =
. Likewise, the aggregated transition matrix P can be expressed as
Utilizing the Sherman-Morrison formula [30] , the inverse of the matrix (I −P) in Eq. (6) becomes
Inserting Eq. (10) into Eq. (6) with a few simple algebraic manipulations, we have a recursion relation
Using the lower bound ln(m + 1) for estimating the partial sums of the harmonic series ∑ m i 1/i, Eq. (11) can be solved to obtain
where γ represents the growth rate highly related to the global mean first passage time ⟨T (1) ⟩. Our result unveils that the global mean random cover time follows the logarithmic growth pattern with respect to the number of targets.
B. The origin of the harmonic law in controlling multiple distinct random searchers
We now consider a more complex case, where K random searchers adopt distinct random search strategies. Specifically, at each time step, the l th searcher moves from node i to node j with a transition probability f l (x j ). Utilizing the annealed network approach to reinterpret the network as a fully connected graph [29] , we have the associated aggregated transition
Applying the Sherman-Morrison formula [30] , the inverse of the matrix (I −P) in Eq. (6) becomes
Substituting into Eq. (6) with some calculations, we have
Meanwhile, the global MRCT for the l th searcher can be approximated by ⟨T
1 k i f l (x i ) ln(m + 1). Thus, we obtain
Clearly, equation ( 
