We prove the continuity of the C 0 -solution with respect to the right-hand side and the initial nonlocal condition to the nonlinear delay differential evolution equation
Introduction
The goal of this paper is to prove the continuity of the C 0 -solutions, with respect to the right-hand side and the initial nonlocal condition, for a class of nonlinear delay differential evolution equations of the form u (t) ∈ Au(t) + f (t, u t ), t ∈ R + , u(t) = g(u)(t), t ∈ [ −τ, 0 ]. 
As long as problems of the form (1.1) without delay are concerned, we mention the pioneering work of Byszewski [7] and the papers of Aizicovici and McKibben [1] , Garcia and Reich [9] and Paicu and Vrabie [13] . The multi-valued case was considered by Aizicovici and Staicu [2] . For some mathematical models described by evolution equations subjected to nonlocal initial conditions, see Deng [8] and McKibben [12, Section 10.2, pp. 394-398].
In the case of multiple delays evolution equations with nonlocal initial conditions, we notice the main results in Vrabie [17] and [15] who generalize in several directions those of Li [11] referring to the periodic case. A general existence result concerning (1.1) was recently obtained in Burlicȃ and Roşu [4] . For the multi-valued case, see Vrabie [16] and [18] .
We emphasize that our main result, i.e., Theorem 4.1, is one of the main tools in establishing existence results for abstract nonlinear reaction-diffusion systems subjected to nonlocal initial conditions. See Burlicȃ and Roşu [5] and Burlicȃ, Roşu and Vrabie [6] .
The paper is organized into 5 sections. In Section 2 we present some concepts and results referring to evolutions governed by m-dissipative operators, needed in the sequel. In Section 3 we recall for easy reference the main result, in Burlicȃ and Roşu [4] , i.e Theorems 3.2, while in Section 4 we state our main result, i.e. Theorem 4.1. In Section 5, we give a complete proof of Theorem 4.1.
Preliminaries
The reader is supposed to be familiar with the theory of nonlinear evolution equations in Banach spaces governed by m-dissipative (or m-accretive) operators and to have a minimal background on functional differential equations with delay. For details, we refer the reader to Barbu [3] and Vrabie [14] for the former topic and to Hale [10] for the latter. However, in order to make the paper self contained, we recall some concepts and results we will use in the sequel.
Let X be a real Banach space with norm · . Let x, y ∈ X and h ∈ R \ {0}. We denote by
and we recall that there exists
Remark 2.1. One may easily check out that, for each x, y ∈ X and α > 0, we have
For other properties of (
It is called m-dissipative if it is dissipative, and, in addition,
Let f ∈ L 1 (a, b ; X) and let us consider the evolution equation
; X) and satisfies:
(a, b ; X) and u, v are two C 0 -solutions of (2.1) corresponding to f and g respectively, then :
Here we recall for easy reference a general existence result for the problem (1.1) established in Burlicȃ and Roşu [4] . We begin with the main assumptions on the data A, f and g.
; D(A)) → X is continuous and satisfies:
(H c ) the constants , τ > 0 and ω > 0 satisfy the so-called nonresonance condition :
Remark 3.1. Likewise the finite dimensional case with A ≡ 0 considered by Hale [10, Section 2, p. 11], multiple delay evolution equations of the form: → X is continuous or Lipschitz, fall into our general framework. More precisely, we have
Problems of the form (3.1) and (1.1) respectively where recently studied by Vrabie [17] and Burlicȃ and Roşu [4] , by assuming that A generates a nonlinear semigroup which decays exponentially, F and f are jointly continuous, f is Lipschitz with respect to its last argument, while the nonlocal mapping g :
is general enough to encompass the following three important instances:
As observed in Vrabie [17] , all the functions g, defined in (i) ∼ (iii), are of the general form The main result in Burlicȃ and Roşu [4] we need in that follows is:
Continuity with respect to the data
If, in addition, instead of (H c ), the stronger condition e ωτ < ω is satisfied, then the C 0 -solution of (1.1) is asymptotically stable.
The main result
; D(A)) → X; n ∈ N} be a family of continuous functions satisfying :
(h 2 ) there exists m > 0 such that f n (t, 0) ≤ m for each n ∈ N and each t ∈ [ 0, +∞) ;
; D(A)); n ∈ N} be a family of functions satisfying :
Let us assume further that A satisfies (H A ) and (H c ) holds true. Let (u n ) n be the sequence of C 0 -solutions of the problem
whose existence and uniqueness is ensured by Theorem 3.2. Then
, where u is the unique C 0 -solution of the problem (1.1).
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Proof of the main result
Proof. Let n ∈ N be arbitrary and let us observe that, by (H A ), (4.1), (1.1) and (2.2) in Theorem 2.2, we have
for each t ∈ [ 0, +∞). Let us denote by
, (H A ) and (H c ), we deduce that we are in the hypotheses of Theorem 3.2 and so, by (3.3), it follows that u ∈ M and u n ∈ M for each n ∈ N. Let us define
By (h 3 ) and (h 6 ), we have lim
From (5.1), (2.2), (h 1 ) and (h 5 ), after some obvious calculations, we get
for each t ∈ [ 0, +∞). Let us observe now that
for each n ∈ N. Denoting by
for each t ∈ [ 0, +∞). We prove first that
To this aim, we proceed by contradiction. So, let us assume that lim sup
Taking a subsequence and relabeling if necessary, we may assume with no loss of generality that lim
To get a contradiction, let us observe that (u n ) n is in at least one of the three cases described below. Case 1. There exists an infinite set N 0 ⊆ N such that, for each n ∈ N 0 , we have u n − u C b ([ 0,+∞);X) = u n (0) − u(0) . Then, by (h 5 ), we deduce that
So, for each ε > 0 there exists t nε ∈ [ a, +∞) such that
Again by (5.4), we have But < ω and thus lim sup n u n − u C b ([ 0,+∞);X) = lim n u n − u C b ([ 0,+∞);X) = 0 which is in contradiction with (5.5). Case 3. There exists an infinite set N 0 ⊆ N such that, for each n ∈ N 0 and each t ∈ [ 0, +∞), we have u n (t) − u(t) < u n − u C b ([ 0,+∞);X) .
Then, for each n ∈ N 0 , there exists (t n,k ) k with lim k t n,k = ∞ and such that lim k u n (t n,k ) − u(t n,k ) = u n − u C b ([ 0,+∞);X) .
Setting t = t n,k in (5.4) and passing to the limit for k → ∞, we get 
