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Abstract
Submitted by Neil John Bruce for the Degree of PhD, entitled “Investigating Protein
Conformational Change Via Molecular Dynamics Simulation”. 10 May 2011.
Accumulation and aggregation of the 42-residue amyloid-𝛽 (A𝛽) protein fragment,
which originates from the cleavage of amyloid precursor protein by 𝛽 and 𝛾 secre-
tase, correlates with the pathology of Alzheimer’s disease (AD). Possible therapies for
AD include peptides based on the A𝛽 sequence, and recently identified small molecu-
lar weight compounds designed to mimic these, that interfere with the aggregation of
A𝛽 and prevent its toxic effects on neuronal cells in culture. Here, we use molecular
dynamics simulations to compare the mode of interaction of an active (LPFFD) and
inactive (LHFFD) 𝛽-sheet breaker peptide with an A𝛽 fibril structure from solid state
NMR studies. We found that LHFFD had a weaker interaction with the fibril than
the active peptide, LPFFD, from geometric and energetic considerations, as estimated
by the MM/PBSA approach. Cluster analysis and computational alanine scanning
identified important ligand-fibril contacts, including a possible difference in the effect
of histidine on ligand-fibril 𝜋-stacking interactions, and the role of the proline residue
establishing contacts that compete with those essential for maintenance of the inter-
monomer 𝛽-sheet structure of the fibril. Our results show that molecular dynamics
simulations can be a useful way to classify the stability of docking sites. These mecha-
nistic insights into the ability of LPFFD to reverse aggregation of toxic A𝛽 will guide
the redesign of lead compounds, and aid in developing realistic therapies for AD and
other diseases of protein aggregation. We have also performed long explicit solvent MD
simulations of unliganded amyloid fibril in three putative protonation states, in order
to better understand the energetic and mechanical features of the fibril receptor. Over
100 ns MD simulations, the trajectories where fibril has Glu11 and Glu22 side-chains
protonated exhibit the least deviation from the initial solid state NMR structures. Free
energy calculations on these trajectories suggest that the weakest fibril interface lies
in the lateral rather than transverse direction and that there is little dependence on
whether the lateral interface is situated at the edge or middle of the fibril. This agrees
with recent reported steered molecular dynamics calculations.
Secondly, in an effort to improve the ability of atomistic simulation techniques to di-
rectly resolve protein tertiary structure from primary amino acid sequence, we explore
the use of a molecular dynamics technique based on swarm intelligence, called SWARM-
MD, to identify the native states of two peptides, polyalanine and AEK17, as well as
Trp-cage miniprotein. We find that the presence of cooperative swarm interactions sig-
nificantly enhanced the efficiency of molecular dynamics simulations in predicting native
conformation. However, it also is evident that the presence of outlying simulation repli-
cas can adversely impact correctly folded replica structures. By slowly removing the
swarm potential after folding simulations, the negative effect of the swarm potential
can be alleviated and better agreement with experiment obtained.
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Chapter 1
Introduction
19
Biomolecules such as proteins and peptides can be highly flexible. Their flexi-
bility can have important consequences on their function as well as the ability
to target them via computer-aided design. The aim of this thesis is to use com-
putational simulation methods in order to explore the structure and stability of
biomolecules and their complexes. In the following Chapter, we outline the the-
oretical background to the methods employed in this work. In Chapter 3, we
introduce Alzheimer’s disease and study the targeting of A𝛽 amyloid fibrils, im-
plicated in the disease. Using molecular dynamics, we examine the binding of
active and inactive peptides to an amyloid fibril model. We also use simulations
and free energy calculations in order to deepen our understanding of the stability
of amyloid fibril in the absence of ligand. In Chapter 4, we examine enhanced
sampling molecular dynamics approaches and their application to biomolecular
conformation. Here, we implement and apply the SWARM-MD method, a molec-
ular dynamics approach based on simulating system replicas in parallel, in order
to identify the native state of biomolecules, using as examples two peptides and
a mini-protein.
20
Chapter 2
Theory and Methods
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2.1. MOLECULAR MODELLING
Over the last few decades, the power and availability of computational resources
within the scientific community has increased greatly. This has led to the devel-
opment and exploitation of many computational chemistry techniques, which can
be used both to explain experimental results and guide future research. In this
chapter, the theoretical background to the methods employed in this work will
be discussed.
2.1 Molecular Modelling
2.1.1 Quantum Mechanics Background
Computational chemistry techniques seek to create a theoretical framework within
which the properties of atomic and molecular systems can be described. Of fun-
damental importance to this is the calculation of how the energy of the system
can be obtained from its current state. The energy of a system of particles is
given by the Hamiltonian 𝐻:
𝐻 (p, r) = 𝑇 (p) + 𝑉 (r) (2.1)
where 𝑇 is the total kinetic energy of the particles in the system as a function of
their momenta p, and 𝑉 is the total potential energy of the particles as a function
of their positions r.
In a chemical problem, the particles of interest are the electrons and nuclei of
the chemical species involved. At the scales involved in these interactions, it
is necessary to invoke a quantum mechanical description of the system. In the
quantum Hamiltonian ?^?, the kinetic and potential energy functions are replaced
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by mathematical operators, 𝑇 and 𝑉 :
?^? = 𝑇 + 𝑉 = − ~
2
2𝑚∇
2 + 𝑉 (2.2)
which act on the wavefunction Ψ of the system to describe its evolution via the
Schrödinger equation:
𝑖~
𝜕
𝜕𝑡
Ψ = ?^?Ψ (2.3)
The energy 𝐸 of a stationary state in a quantum system is obtained from the
eigenvalues of the time-independent Schrödinger equation:
𝐸Ψ = ?^?Ψ (2.4)
Quantum calculations are rarely performed using the full molecular Hamiltonian,
which depends on the positions and momenta of all electrons and nuclei in the sys-
tem. A realisation that the masses of the nuclei are orders of magnitude greater
than that of an electron led to the Born-Oppenheimer approximation. This states
that the electrons are able to rearrange themselves instantaneously following re-
arrangements in nuclear positions. This allows the nuclear and electronic wave-
functions to be separated, and electronic calculations to be performed assuming
that the nuclei are fixed charges in space. Solving the electronic time-independent
Schrödinger equation for different nuclear positions leads to the generation of a
potential energy surface, which describes how the potential energy of the system
changes when varying atomic coordinates.
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2.1.2 Parameterised Force fields
Performing a quantum mechanical calculation, even when operating under the
Born-Oppenheimer approximation, is time consuming. This is due to both the
need to include the interactions between all electrons and nuclei in the system,
and the complex numerical techniques required to solve the time-independent
Schrödinger equation. Force field–based molecular mechanics techniques seek to
reduce the computational cost of these calculations by reducing the dimension-
ality of the problem, as only nuclear coordinates are required, and significantly
reducing the complexity of the functions required in the calculation.
A molecular force field consists of a series of classical potentials that describe how
the potential energy of the system changes with respect to changes in internal
molecular coordinates, relative to reference equilibrium positions. Taken as a
whole, the sum of these potentials should approximate the quantum potential
energy for the system of interest, at least where there are no significant deviations
from the reference positions used in the potential terms. As electronic effects are
excluded from these calculations, they are only applicable to situations were there
would be no change in electronic structure. Thus they are unable to describe
changes in the chemical bonding of the system.
The functional form of these potentials varies amongst different force fields, but
the general scheme followed by most force fields is given by:
𝐸 =
∑︁
bonds
𝐸𝑏𝑜𝑛𝑑 +
∑︁
angles
𝐸𝑎𝑛𝑔𝑙𝑒 +
∑︁
dihedrals
𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙
+
∑︁
atom pairs
[𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏 + 𝐸𝑣𝑑𝑊 ] (2.5)
The first three terms in this equation are known as the bonded potentials, as they
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Figure 2.1: Morse and harmonic functions used to describe bond stretch potential
energy curves
apply to atoms that are directly connected by chemical bonds; while the latter
two are non-bonded potentials that apply to all pairs of atoms in the system.
The dependence of potential energy on the separation 𝑟 of two chemically bonded
atoms (Figure 2.1) is well described by the Morse potential:
𝐸𝑏𝑜𝑛𝑑 (𝑟) = 𝐷𝑒
(︁
1− 𝑒−𝑎(𝑟−𝑟𝑒)
)︁2
(2.6)
where 𝐷𝑒 is the bond dissociation energy, 𝑟𝑒 is the equilibrium bond length and 𝑎
is a parameter that describes how quickly the potential changes with increasing
separation.
Despite the accuracy of the Morse potential, bond stretch terms (𝐸𝑏𝑜𝑛𝑑) are most
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usually represented by a harmonic function analogous to Hooke’s law:
𝐸𝑏𝑜𝑛𝑑 (𝑟) =
𝑘
2 (𝑟 − 𝑟𝑒)
2 (2.7)
where 𝑘 is the Hooke’s law force constant. Although a poorer representation of the
actual potential energy curve, this function is usually preferred due to the removal
of the computationally expensive exponential function and its requirement of only
two parameters, as opposed to the three required by the Morse potential. In
the region close to the reference bond length 𝑟𝑒, the harmonic function gives a
reasonable representation of the bond stretch potential energy curve.
Equation 2.7 is obtained from a Taylor expansion in 𝑟 about the point 𝑟𝑒, trun-
cated at the quadratic term (the first term in the expansion is a constant, which
only serves to shift the potential to higher or lower energy, so can be ignored;
while the second term is zero as the derivative of 𝐸𝑏𝑜𝑛𝑑 is zero at its minimum 𝑟𝑒).
Some force fields improve the accuracy of the 𝐸𝑏𝑜𝑛𝑑 potentials by including higher
order terms in the expansion, allowing bond anharmonicity to be included. The
addition of just a cubic term leads to the bond energy tending towards negative
infinity at large separations, but this error can be prevented by the addition of a
quartic term. The resulting equation takes the form:
𝐸𝑏𝑜𝑛𝑑 (𝑟) =
𝑘
2 (𝑟 − 𝑟𝑒)
2
(︁
1− 𝑘′ (𝑟 − 𝑟𝑒)− 𝑘′′ (𝑟 − 𝑟𝑒)2
)︁
(2.8)
where 𝑘′ and 𝑘′′ are the anharmonicity constants of the cubic and quartic terms.
The angle bending term (𝐸𝑎𝑛𝑔𝑙𝑒) that describes how the potential energy varies
with respect to the angle 𝜃 between three consecutively bonded atoms is also
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generally modelled as a harmonic function:
𝐸𝑎𝑛𝑔𝑙𝑒 (𝜃) =
𝑘
2 (𝜃 − 𝜃𝑒)
2 (2.9)
As with the 𝐸𝑏𝑜𝑛𝑑 term, a better agreement with the true potential energy surface
may be obtained by using a series of terms in higher orders of 𝜃.
The dihedral angle term (𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙) describes the change in potential energy on
rotating a chemical bond around a torsional angle 𝜑 defined by four consecutively
bonded atoms. A common form for this potential is:
𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 =
𝑉
2 (1 + cos (𝑛𝜑− 𝛾)) (2.10)
where 𝑉 gives the height of the barrier to rotation, 𝑛 gives the periodicity and
𝛾 sets the position of the potential minima. For most molecular dihedral angles,
different values are required for the energy of each minimum and barrier. For
this reason, each dihedral is usually represented as a sum of terms like that in
Equation 2.10. In addition to dihedral terms for four consecutively bonded atoms,
improper torsional angle terms may also be present in the force field, to describe
the energy penalty caused by out-of-plane bending, such as that by atoms bonded
to aromatic rings. Improper torsions may either be treated with dihedral angle
terms like Equation 2.10, or by a harmonic potential that depends on the angle
between the plane of three atoms and a fourth atom.
The electrostatic interaction between a pair of charged atoms 𝑎 and 𝑏 (𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏)
is described by the Coulomb potential:
𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏 =
𝑞𝑎𝑞𝑏
4𝜋𝜀0𝑟𝑎𝑏
(2.11)
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where 𝑟𝑎𝑏 is the separation between atoms 𝑎 and 𝑏, and 𝑞𝑎 and 𝑞𝑏 are their partial
atomic charges. The partial atomic charges are empirical parameters that must
be fitted to match either experimental or quantum mechanical data.
The van der Waals term (𝐸𝑣𝑑𝑊 ) models the attractive dispersion and Pauli re-
pulsion interactions between the clouds of electron density on a pair of atoms,
separated by a distance 𝑟. This interaction is most commonly modelled using a
6-12 Lennard-Jones potential.3;4 One form of the 6-12 Lennard Jones potential is
given by:
𝐸𝑣𝑑𝑊 = 𝜀
[︃(︂
𝑟0
𝑟
)︂12
− 2
(︂
𝑟0
𝑟
)︂6]︃
(2.12)
where 𝑟0 is the atomic separation at the minimum of the potential, and 𝜀 is the
well depth of the potential. While the use of an 𝑟−6 dependent dispersion term
is theoretically justified,5 there is no theoretical justification for the use of an
𝑟−12 dependent repulsion term, which tends to overestimate the repulsive force
at shorter distances. Instead, the 𝑟−12 term is often used as it is computationally
efficient, being the square of the 𝑟−6 term used for the dispersion interaction.
Alternatively, the Pauli repulsion term can be modelled using an exponential
term, leading to the Buckingham potential:6
𝐸𝑣𝑑𝑊 = 𝐴𝑒𝐵𝑟 − 𝐶
𝑟6
(2.13)
While the Buckingham potential gives a more accurate representation of the re-
pulsive energy wall close to the potential energy minimum, at small separations
the potential passes through a maximum value, then tends toward negative infin-
ity as the separation decreases (Figure 2.2). This leads to the possibility of atoms
fusing if they come too close together. For this reason, and due to the presence
of the computationally expensive exponential term, a Lennard Jones potential is
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Figure 2.2: Comparison of Lennard-Jones and Buckingham potentials at short range.
The Lennard-Jones potential rises too rapidly with decreasing separation; while the
Buckingham potential passes through a maximum.
employed in most force fields.
The non-bonded force field terms 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏 and 𝐸𝑣𝑑𝑊 are generally ignored for
atom pairs that are directly connected by a covalent bond, as at short sep-
arations these potentials may give erroneous results, particularly when a 𝑟−12
dependent potential is used to model Pauli repulsion, and interactions between
these atoms are already accounted for by the 𝐸𝑏𝑜𝑛𝑑 terms. Interactions between
atoms separated by two covalent bonds (1,3–interactions) are also ignored as they
are accounted for by the 𝐸𝑎𝑛𝑔𝑙𝑒 term. Similarly, the non-bonded interactions of
atoms that are connected by three covalent bonds, so called 1,4–interactions, are
often scaled down, as these interactions are already accounted for by the 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙
term. Alternatively, some force fields may not include an 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 term, with the
barriers to bond rotation modelled purely by the non-bonded terms.
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2.1.3 Treatment of Solvent
When modelling biologically relevant systems, we are usually concerned with the
properties of molecules in the condensed phase, most commonly in aqueous solu-
tions. It is therefore necessary to include the effects that the solvent environment
have on the molecules in the system. The methods by which we can model sol-
vent interactions can be separated into two broad categories; explicit modelling
of the solvent molecules that surround the solute, or implicit modelling of the sol-
vent by surrounding the solute in a dielectric medium that represents the solvent
environment.
2.1.3.1 Explicit Solvent Models
When modelling explicit water, the number of interactions present in the system
can increase significantly. For this reason it is preferable to have as simple a
representation of the water molecules as possible. Two of the most commonly
used water models are the TIP3P7 and SPC8 models. In both of these models,
water is represented by positive charges on the hydrogen atoms and a negative
charge on the oxygen. There is only one set of van der Waals parameters per
model, with the interaction site centred on the oxygen atom. The O–H bonds of
water are kept rigid. SPC/E9 is an updated version of the SPC model.
2.1.3.2 Implicit Solvent Models
Using an implicit representation of the aqueous environment can significantly
reduce the dimensionality of the system, by reducing the number of non-bonded
interactions that need to be calculated. There are a number of solvent-solute
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interactions that need to be accounted for in the implicit model. The free energy
of solvation of a solute can be given by:
Δ𝐺𝑠𝑜𝑙𝑣 = Δ𝐺𝑒𝑙𝑒𝑐 +Δ𝐺𝑑𝑖𝑠𝑝 +Δ𝐺𝑟𝑒𝑝 +Δ𝐺𝑐𝑎𝑣 (2.14)
where Δ𝐺𝑒𝑙𝑒𝑐 is the free energy change caused by the electrostatic interactions
between the solvent and the solute; Δ𝐺𝑑𝑖𝑠𝑝 and Δ𝐺𝑟𝑒𝑝 are the free energy changes
due to the dispersion and repulsion van der Waals interactions between the solvent
and the solute; and Δ𝐺𝑐𝑎𝑣 is the cavitation energy penalty caused by the need to
create a cavity in the solvent to house the solute.
Δ𝐺𝑒𝑙𝑒𝑐 can be found by solving the Poisson equation, or for an aqueous solution
containing mobile ions, the Poisson-Boltzmann equation:10
∇ · 𝜀 (r)∇𝜑 (r)− 𝜅′ sinh [𝜑 (r)] = −4𝜋𝜌 (r) (2.15)
where 𝜀 is the dielectric constant of the solvent, 𝜑 is the electrostatic potential
and 𝜌 is the charge density. 𝜅′ is related to the Debye-Hückel inverse length
𝜅, which relates to the ionic strength of the solution. The Poisson-Boltzmann
equation can be linearised by performing a Taylor expansion of the hyperbolic
sine function, and truncating this expansion after the first term:
∇ · 𝜀 (r)∇𝜑 (r)− 𝜅′𝜑 (r) = −4𝜋𝜌 (r) (2.16)
This equation is commonly solved used the finite-difference–Poisson-Boltzmann
method10;11 in which the calculation is performed by mapping the electrostatic
potential, charge density and dielectric constant to grid points surrounding the
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solute. Points that lie within the solute are given a low dielectric, while those in
the solvent are given a high dielectric. The electrostatic free energy of solvation
can then be obtained from the work required to move the solute charges from
vacuum into the electrostatic potential calculated from the Poisson-Boltzmann
equation.
Given the complexity of the Poisson-Boltzmann equation, a number of simplifica-
tions have been developed. The Born model12 gives the electrostatic free energy
change for the solvation of a point charge 𝑞 in a spherical cavity of radius 𝑎:
Δ𝐺𝑒𝑙𝑒𝑐 = − 𝑞
2
2𝑎
(︂
1− 1
𝜀
)︂
(2.17)
The generalised Born method13 extends this equation to cavities of any shape:
Δ𝐺𝑒𝑙𝑒𝑐 = −
∑︁
𝑖
𝑞2𝑖
2𝑅𝑖
(︂
1− 1
𝜀
)︂
− 12
∑︁
𝑖𝑗,?̸?=𝑗
𝑞𝑖𝑞𝑗
𝑓GB (𝑟𝑖𝑗, 𝑅𝑖, 𝑅𝑗)
(︂
1− 1
𝜀
)︂
(2.18)
where 𝑖 and 𝑗 are sums over charged atoms, 𝑞𝑖 is the charge on 𝑖, 𝑟𝑖𝑗 is the
separation of 𝑖 and 𝑗 and 𝑅𝑖 is the effective Born radius of atom 𝑖. The function
𝑓GB (𝑟𝑖𝑗, 𝑅𝑖, 𝑅𝑗) is given by:
𝑓GB (𝑟𝑖𝑗, 𝑅𝑖, 𝑅𝑗) =
[︃
𝑟2𝑖𝑗 +𝑅𝑖𝑅𝑗 exp
(︃
− 𝑟
2
𝑖𝑗
4𝑅𝑖𝑅𝑗
)︃]︃ 1
2
(2.19)
A number of schemes for calculating the effective Born radii exist13–18
The simplest models for the non-polar terms in Equation 2.14 use a simple solute
surface area or volume dependent term for the sum of the dispersion, repulsion
and cavitation terms. Floris and Tomasi showed that the integral over charge
density volumes for the solute/solvent van der Waals interactions can be replaced
32
2.2. STATISTICAL MECHANICS
by an integral over the solute surface area.19;20 This allows the three terms to
be separated, and the dispersion and repulsion interactions to be calculated by
surface itergrals and the cavitation term to be calculated with an surface area or
volume dependent term.
2.2 Statistical Mechanics
Classically, the microscopic state of a system of particles (microstate) can be fully
described by the momentum and configurational vectors p and r, which consist
of the momenta and positions, in each Cartesian coordinate, of all particles in
the system. Together these vectors define the phase space of the system, with a
point in phase space given by:
X = (p, r) (2.20)
The energy of a microstate of the system is obtained from the classical Hamilto-
nian discussed in section 2.1.1:
𝐸 (p, r) = 𝐻 (p, r) = 𝑇 (p) + 𝑉 (r) (2.21)
For a constant number of particles 𝑁 , volume 𝑉 and temperature 𝑇 , the prob-
ability 𝑃 (p, r) of finding the system at a certain point in phase space is related
to the energy of that microstate by the Boltzmann function:
𝑃 (p, r) ∝ 𝑒−𝛽𝐸(p,r)
𝑃 (p, r) = 𝐶𝑒−𝛽𝐸(p,r) (2.22)
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where 𝛽 is related to the thermodynamic temperature 𝑇 by 𝛽 = 1/𝑘𝑇 , and 𝑘
is the Boltzmann constant. The normalisation constant 𝐶 in Equation 2.22 can
be found by integrating the probability distribution function over all phase space
and setting the probability of finding the system at any point in phase space to
unity:
1 = 𝐶
∞∫︁
−∞
∞∫︁
−∞
𝑒−𝛽𝐸(p,r)dpdr
𝐶 = 1∞∫︁
−∞
∞∫︁
−∞
𝑒−𝛽𝐸(p,r)dpdr
𝑃 (p, r) = 𝑒
−𝛽𝐸(p,r)
∞∫︁
−∞
∞∫︁
−∞
𝑒−𝛽𝐸(p,r)dpdr
(2.23)
This probability distribution function defines the canonical ensemble of states
available to the system at constant 𝑁𝑉 𝑇 . The denominator on the left hand side
of Equation 2.23 is known as the partition function 𝑄 of the system:
𝑃 (p, r) = 1
𝑄
𝑒−𝛽𝐸(p,r) (2.24)
For any macroscopically observable quantity that can be defined as a function of
p and r, its ensemble average value, or expectation value, can be calculated as
the integral, over all phase space, of the product of its function of p and r and
the probability distribution function of the system:
⟨𝐴⟩ =
∞∫︁
−∞
∞∫︁
−∞
𝐴 (p, r)𝑃 (p, r) dpdr (2.25)
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Therefore if one can obtain the partition function of the system, statistical me-
chanics offers a method of calculating observable quantities for that system.
Unfortunately, for anything other than trivial model systems, the partition func-
tion cannot be obtained analytically. In a system of interacting particles, the
configurational part of the partition function depends on the positions of all par-
ticles, in all positions in phase space, which presents an analytically intractable
problem. Molecular simulation offers a way of calculating statistical ensembles
numerically, allowing average values to be determined over the simulation trajec-
tory. There are two main methods of generating statistical ensembles through
simulation: Monte Carlo methods and molecular dynamics simulation.
The theory underlying these methods, and their technical implementation, will
be discussed in the next two sections.
2.3 Monte Carlo Methods
Molecular Monte Carlo techniques rely on the fact that the canonical partition
function can be factorised into separate momentum and configurational parts,
provided that the potentials which act on the system do not depend on momentum
(Note: 𝑇 in this equation refers to the total kinetic energy, not temperature):
𝑄 =
∞∫︁
−∞
∞∫︁
−∞
𝑒−𝛽𝐸(p,r)dpdr
=
∞∫︁
−∞
𝑒−𝛽𝑇 (p)dp
∞∫︁
−∞
𝑒−𝛽𝑉 (r)dr (2.26)
The momentum partition function can then be obtained analytically from ideal
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gas laws, or ignored completely if you are interested in properties that do not
depend on momentum. The configurational partition function Z thus describes
how the system deviates from ideal gas behaviour:
𝑍 =
∞∫︁
−∞
𝑒−𝛽𝑉 (r)dr (2.27)
A Monte Carlo simulation proceeds from a set of initial coordinates by making
a random trial displacement in the coordinates at each step of the simulation
these trial moves are either accepted or rejected in such a way that as the system
evolves it a correct statistical ensemble. The most common method of accepting
or reject trial moves is the Metropolis Criterion:
𝑝 = min
(︃
1.0, exp
(︃
−Δ𝐸
𝑘𝑇
)︃)︃
(2.28)
where 𝑝 is the probability of accepting the move, Δ𝐸 is the change in the energy
of the system resulting from the trial move, 𝑘 is the Boltzmann constant and 𝑇
the simulation temperature. If the trial move causes a reduction in the energy of
the systems, it will always be accepted; if it causes an increase in the energy of
the system, it will be accepted with a probability equal to the Boltzmann factor
of the resulting energy change.
2.4 Molecular Dynamics Simulation
In a molecular dynamics simulation, the system is propagated from an initial point
in phase space by integrating Newton’s equations of motion for each particle in the
system, subject to the forces obtained from the derivative of the potential at each
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point in phase space. A key assumption of this method, the ergodic hypothesis,
is that the time average of the microstates visited during the simulation is equal
to the ensemble average, in the limit of long timescales:
⟨𝐴⟩ = lim
𝑡𝑛→∞
1
𝑡𝑛
𝑡𝑛∫︁
𝑡=0
𝐴(𝑡)d𝑡 (2.29)
2.4.1 Integrating Newton’s Laws of Motion
The force F acting on the particles in the system can be calculated from the
derivative of the force field potential 𝑉 (r) with respect to r:
F = −d𝑉 (r)dr (2.30)
The resulting acceleration of particle 𝑖 is given by Newton’s second law of motion:
a𝑖 =
F𝑖
𝑚𝑖
(2.31)
where 𝑚𝑖 is the mass of atom 𝑖. A true trajectory through phase space is rep-
resented by a continuous curve X (𝑡). In order to simulate this trajectory nu-
merically, it is necessary to integrate the equations of motion through a series of
discrete steps of finite length Δ𝑡 (Figure 2.3). A number of schemes have been
developed to perform this integration.
Given a set of starting coordinates r and velocities v at time 𝑡0, the change in
coordinates with time r (𝑡) can be approximated by the Taylor expansion of r (𝑡)
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X
t
Continuous Trajectory
Discrete Trajectory
Figure 2.3: Comparison between an actual continuous trajectory through phase space
X and a numerically integrated discrete trajectory obtained from molecular dynamics
simulation.
at 𝑡0:
r (𝑡) = r (𝑡0) + (𝑡− 𝑡0) dr (𝑡)d𝑡
⃒⃒⃒⃒
⃒
𝑡=𝑡0
+ (𝑡− 𝑡0)
2
2
d2r (𝑡)
d𝑡2
⃒⃒⃒⃒
⃒
𝑡=𝑡0
+ (𝑡− 𝑡0)
3
6
d3r (𝑡)
d𝑡3
⃒⃒⃒⃒
⃒
𝑡=𝑡0
+ (𝑡− 𝑡0)
4
24
d4r (𝑡)
d𝑡4
⃒⃒⃒⃒
⃒
𝑡=𝑡0
+ . . . (2.32)
Therefore the coordinates at a later time 𝑡0 +Δ𝑡 can be approximated from the
coordinates at time 𝑡0 by:
r (𝑡0 +Δ𝑡) = r (𝑡0) + Δ𝑡v (𝑡0) +
Δ𝑡2
2 a (𝑡0) +
Δ𝑡3
6 a˙ (𝑡0) +
Δ𝑡4
24 a¨ (𝑡0) + . . . (2.33)
where we recognise that the first and second derivatives of position at 𝑡0 are equal
to the velocity and acceleration at 𝑡0. Similarly, the coordinates at an earlier time
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𝑡0 −Δ𝑡 can be approximated as:
r (𝑡0 −Δ𝑡) = r (𝑡0)−Δ𝑡v (𝑡0) + Δ𝑡
2
2 a (𝑡0)−
Δ𝑡3
6 a˙ (𝑡0) +
Δ𝑡4
24 a¨ (𝑡0) + . . . (2.34)
Through the addition and rearrangement of equations 2.33 and 2.34, and trun-
cating after the Δ𝑡3 term, we arrive at the Verlet algorithm21;22 for integrating a
molecular dynamics trajectory:
r (𝑡0 +Δ𝑡) = 2r (𝑡0)− r (𝑡0 −Δ𝑡) + Δ𝑡2a (𝑡0) (2.35)
The Verlet algorithm suffers from two main problems. The velocity does not
appear explicitly in the algorithm, making velocity scaling for temperature regu-
lation more difficult (see Section 2.4.3), and the coordinates at two previous time
steps are required in order to integrate the current time step. While this may not
place a large additional burden on the memory requirements of the algorithm,
it does mean that at the first step of the integration, the coordinates r (𝑡0 −Δ𝑡)
must be estimated.
Using the Verlet scheme, if velocities at 𝑡0 are required, they can be estimated
from:
v (𝑡0) =
r (𝑡0 +Δ𝑡)− r (𝑡0 −Δ𝑡)
2Δ𝑡 (2.36)
A modified version of the Verlet algorithm which does include velocity explicitly
within the integration scheme is the Leapfrog algorithm. The velocities a half
time step after 𝑡0, and a half time step before 𝑡0, can be defined, in an equivalent
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manner to Equation 2.36, by:
v
(︃
𝑡0 +
Δ𝑡
2
)︃
= r (𝑡0 +Δ𝑡)− r (𝑡0)Δ𝑡 (2.37)
v
(︃
𝑡0 − Δ𝑡2
)︃
= r (𝑡0)− r (𝑡0 −Δ𝑡)Δ𝑡 (2.38)
which can be rearranged to give:
r (𝑡0 +Δ𝑡) = r (𝑡0) + Δ𝑡v
(︃
𝑡0 +
Δ𝑡
2
)︃
(2.39)
r (𝑡0 −Δ𝑡) = r (𝑡0)−Δ𝑡v
(︃
𝑡0 − Δ𝑡2
)︃
(2.40)
where the positions at time 𝑡0 + Δ𝑡 are obtained, via Equation 2.39, using the
positions at time 𝑡0 and the velocities at an intermediate time 𝑡0+Δ𝑡2 . The updates
in velocity are found by substituting equations 2.39 and 2.40 into Equation 2.35,
and rearranging to give:
v
(︃
𝑡0 +
Δ𝑡
2
)︃
= v
(︃
𝑡0 − Δ𝑡2
)︃
+Δ𝑡a (𝑡0) (2.41)
One drawback to the Leapfrog method is that position and velocity updates are
out of phase by half a time step. This means that any calculations of potential
and kinetic energy will be out of phase, and so the true total energy of the system
cannot be obtained. One way around this problem is to interpolate the velocities
to integer time steps.
An alternative Verlet-based method, in which position and velocity updates are
synchronised, is the Velocity Verlet algorithm. Rearranging Equation 2.36 gives
r (𝑡0 −Δ𝑡) = r (𝑡0 +Δ𝑡)− 2Δ𝑡v (𝑡0) (2.42)
40
2.4. MOLECULAR DYNAMICS SIMULATION
substituting Equation 2.42 into the Verlet algorithm (Equation 2.35), and rear-
ranging gives:
r (𝑡0 +Δ𝑡) = r (𝑡0) + Δ𝑡v (𝑡0) + Δ𝑡2a (𝑡0) (2.43)
which describes the position updates within the Velocity Verlet scheme. Iterating
Equation 2.36 to the next time step gives:
v (𝑡0 +Δ𝑡) =
r (𝑡0 + 2Δ𝑡)− r (𝑡0)
2Δ𝑡 (2.44)
then substituting Equation 2.43 for r (𝑡0 + 2Δ𝑡) and r (𝑡0 +Δ𝑡) into Equation
2.44 gives:
v (𝑡0 +Δ𝑡) = v (𝑡0) +
Δ𝑡
2 (a (𝑡0) + a (𝑡0 +Δ𝑡)) (2.45)
which describes the velocity updates within the Velocity Verlet method.
2.4.2 Periodic Boundary Conditions and Long-Range
Interactions
When performing a simulation with an explicit representation of solvent, the
computational cost will be dependent on the size of the system under study. It is
obviously not possible to simulate a system the size of a macroscopic container,
so a microscopic representation is required instead. The effects of the walls of a
macroscopic container on the chemistry within will be small, but edge effects can
play a significant role when studying a small system. This means the microscopic
system being modelled may not represent the macroscopic reality.
One way to avoid these simulation artefacts is to represent the system as a peri-
odic crystal cell. The edges of the simulation box are assumed to be edges of a
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unit cell in such a crystal. When one particle leaves the box in one direction, an
identical particle will enter from the other direction. Similarly, pair interactions
are calculated between particles in adjacent boxes. While this can help avoid
edge effect artefacts, it can introduce additional artefacts due to the unnatural
periodicity that is added to the system. To avoid these artefacts, the non-bonded
interactions between particles are often truncated at a certain distance. By adopt-
ing an approach where the distance at which truncation occurs is no more than
half the shortest dimension of the periodic simulation box, one can ensure that
each particle in the system only feels the direct effects of one copy of each of the
other particles. This is known as the minimum image convention.
Dispersion interactions vary as 𝑟−6, where 𝑟 is the separation between two inter-
acting particles. The interactions therefore fall rapidly with increasing separa-
tions, and so provided the truncation distance is large enough, ignoring interac-
tions past a certain distance has a negligible effect on the dynamics of the system.
The interactions between point charges vary as 𝑟−1, and so fall far less rapidly
with increasing separations. Truncating these interactions can therefore lead to
discontinuities in the dynamics of the system, which can effect simulation sta-
bility. The Ewald summation,23 and its derived method particle-mesh Ewald,24
allows the exact calculation of long range electrostatic interactions in an infinite
system. In this method, the charges in the system are neutralised by screen-
ing charges described by Gaussian functions. Interactions are then calculated
by summing over each charge in the simulation box. Because of the screening
charges, these charge interactions are now short-ranged. Added to this is a sec-
ond summation, performed in reciprocal space from the Fourier transform of the
neutralising charge distribution.
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2.4.3 Temperature and Pressure Regulation
Following the integration schemes outlined in section 2.4.1 a molecular dynamics
simulation naturally conserves energy. Given a fixed simulation box size and
number of particles, a molecular dynamics simulation will therefore sample the
constant system size, constant volume constant energy (NVE) microcanonical
ensemble. It is often desirable to simulate alternative ensembles, and a number
of schemes have been developed to allow this.
In the Andersen thermostat,25 the velocities of a set of particles in the system are
periodically reassigned according to the Maxwell-Boltzmann distribution for the
desired temperature. In the Berendsen weak coupling method,26 the velocities of
the particles in the system are scaled at each time step, so that over the course
of the simulation, the temperature oscillates around the desired value. Both of
these methods can be extended to constant pressure regulation, by varying the
volume of the simulation box to give the desired simulation pressure.
Langevin dynamics27 can also be used to control the simulation temperature.
Random frictive forces are added to the dynamics of the system which model col-
lisions with particles of an imaginary fluid at a constant temperature. As energy
is exchanged with these particles, the temperature of the simulated particles will
equilibrate with that of the imaginary particles.
2.5 Advanced Molecular Dynamics Methods
Although MD is a powerful technique for studying the molecular details of biomol-
ecular structure and motion, it is widely recognised that the technique struggles
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to adequately sample the rough potential energy surfaces of flexible biomolecules
and their complexes. These potential energy surfaces are characterised by a broad
range of barriers, at many scales both lower and higher than that of thermal
energy 𝑘𝑇 . Although reduced models, such as lattice or bead approaches, can be
applied to relieve this problem, important details can be lost in coarse-graining.
Alternatively some approaches alter the energy surface topology, such as the
accelerated molecular dynamics28 and metadynamics29 methods; alternatively,
some approaches modify the sampling regime, for example, the locally enhanced
sampling30 and replica exchange MD approaches31.
We highlight in a little more detail here two of the most widely used approaches:
the metadynamics29 method is built on the principles of the local elevation tech-
nique,32 applying a history-dependent bias potential during MD simulation to
bias the system against returning to previously sampled regions. At the simula-
tion’s conclusion, the free energy surface can be obtained from the negative of
this potential. An interesting recent application of metadynamics has been to
molecular docking. Gervasio et al33 applied the method to dock a set of four
protein–ligand complexes: trypsin/benzamidine, trypsin/chlorobenzamidine, im-
munoglobulin McPC603/phosphorylcholine and cyclin-dependent kinase 2/stau-
rosporine. Metadynamics simulations based on the AMBER force field34 and
an explicit solvent model were able to recover the correct crystallographic pose
from an initial unbound protein/ligand state. In addition, they gave a prediction
of the free energy of binding which compared well with estimates from umbrella
sampling. Indeed, an additional advantage of metadynamics is not only the infor-
mation about bound and unbound conformations obtained, but also information
on the free energy of intermediates and barriers on the binding pathways.
A second approach which can be used to enhance sampling is the replica exchange
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molecular dynamics (REMD) method,31 also known as also known as parallel tem-
pering. Here, simultaneous independent simulations of a system are performed
with each simulation replica at a different temperature. Periodically, exchanges of
conformations from higher to lower temperature replicas are attempted, with the
probability of an attempted transition being sucessful governed by the Metropo-
lis criterion.35 This states that when the transition results in a lowering of the
potential energy of the system, the attempted exchange is always successful; if
the transition would result in an increase in the potential energy of the system,
it is accepted with a probability equal to the Boltzmann factor of the resulting
energy change. Once transitions are made, the velocities of the replicas are scaled
according to the relative temperatures.
In order for efficient conformational sampling to occur, the overlap between the
distributions of the potential energy in replicas adjacent to each other in tem-
perature space must be sufficiently high so as to produce a reasonable rate of
conformational transitions. As the size of the system under study increases, ad-
jacent replicas must get closer in temperature in order to achieve this overlap.
Therefore a larger number of replicas is required to span a given temperature
range. Also, when applied to biomolecules such as proteins, the presence of high
temperature replicas can cause denaturing of the molecule to occur, moving the
simulation away from the low energy conformations of interest. For this reason,
simulations of proteins often apply restraints36 or use a rather limited tempera-
ture range.37
A number of Hamiltonian replica exchange (HREMD) methods38–40 have also
been reported. In these variants of REMD, independent and non-interacting
replicas are simulated at a range of Hamiltonians rather than a range of temper-
atures. By varying only certain degrees of freedom in the system, a lower number
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of replicas of the system are required along with a less demanding computational
overhead.
An alternative advanced sampling approach was reported by Huber and van Gun-
steren.41 Their method, named SWARM-MD, uses an interacting swarm of sim-
ulation replicas. The implementation and further development of this method
forms the basis of Chapter 4 of this work.
2.6 Calculating Binding Free Energies
In order to assess the potential potency of novel inhibitors, accurate methods to
predict the binding free energies of ligands with their biomolecular targets are an
important tool in rational drug design. While explicit simulation methods such
as thermodynamic integration and free energy perturbation42 offer the potential
to accurately obtain these values, intensive calculations are required to get the
results to converge to an accurate degree.
The MM–PBSA method43 offers a way of calculating binding energies by post-
processing simulation snapshots. The binding free energy is approximated by:
Δ𝐺𝑏𝑖𝑛𝑑 = 𝐺𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − (𝐺𝑟𝑒𝑐𝑒𝑝𝑡𝑜𝑟 +𝐺𝑙𝑖𝑔𝑎𝑛𝑑) (2.46)
where:
𝐺 = ⟨𝐸𝑀𝑀⟩+ ⟨𝐺𝑃𝐵𝑆𝐴⟩ − 𝑇𝑆 (2.47)
The free energy of each species is estimated from the average force field energy
⟨𝐸𝑀𝑀⟩, the average solvation energy ⟨𝐺𝑃𝐵𝑆𝐴⟩ and an estimation of the configu-
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rational entropy 𝑆, which is a measure of the positional freedom of the particles
of the system. The first two terms in Equation 2.47 are obtain by averaging over
simulation snapshots. Both the complex and free ligand and receptor contribu-
tions to Equation 2.46 are often calculated from snapshots arising from a single
sinulation of the complex. Excluding electronic effects, the configurational en-
tropy can be separated into translational, rotational and vibrational components
(𝑆𝑡𝑟𝑎𝑛𝑠, 𝑆𝑟𝑜𝑡 and 𝑆𝑣𝑖𝑏 respectively), with the total configurational entropy equal
to the sum of these terms:
𝑆 = 𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑣𝑖𝑏 (2.48)
The translational entropy can be calculated from ideal gas laws by:44
𝑆𝑡𝑟𝑎𝑛𝑠 = 𝑅
⎡⎣ln
⎡⎣(︃2𝜋𝑀𝑘𝑇
ℎ2
)︃ 3
2 𝑉 0
𝑁𝐴
⎤⎦+ 52
⎤⎦ (2.49)
where 𝑅 is the gas constant, 𝑀 is the mass of the species, 𝑘 is the Boltzmann
constant, 𝑇 is the temperature, ℎ is the Planck constant, 𝑉 0 is the standard
molar volume, and 𝑁𝐴 is Avogadro’s number.
The rotational entropy of a non-linear molecule is given by:44
𝑆𝑟𝑜𝑡 = 𝑅
⎡⎣ln
⎡⎣√𝜋𝐼𝐴𝐼𝐵𝐼𝐶
𝜎
(︃
8𝜋2𝑘𝑇
ℎ2
)︃ 3
2
⎤⎦+ 32
⎤⎦ (2.50)
where 𝜎 is a number that relates to rotational symmetry of the species, and 𝐼𝐴,
𝐼𝐵 and 𝐼𝐶 are the principle moments of inertia of the species. As the moments
of inertia of a molecule will change as the conformation changes, the rotational
entropy term can be calculated by averaging over a number of snapshots generated
from a simulation.
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Calculating these first two terms of the configurational entropy is somewhat triv-
ial. The difficulty in these calculations come in the calculation of the vibrational
entropy contribution, which is given by:44
𝑆𝑣𝑖𝑏 = 𝑅
3𝑁−6∑︁
𝑖=1
[︃
ℎ𝜔𝑖
𝑘𝑇 (𝑒ℎ𝜔𝑖/𝑘𝑇 − 1) − ln
(︁
1−
(︁
𝑒−ℎ𝜔𝑖/𝑘𝑇
)︁)︁]︃
(2.51)
where the sum is over the 3𝑁 − 6 vibrational modes of the molecule (where 𝑁
is the number of atoms in the molecule). To evaluate this sum, it is necessary to
accurately obtain the vibrational frequencies 𝜔𝑖 of each mode.
One way to obtain these frequencies is through normal mode analysis.45;46 In
this method, the species of interest is geometry optimised to a potential energy
minimum, and the mass-weighted second derivative Hessian matrix is obtained
at this geometry. Diagonalisation of this matrix gives the vibrational normal
modes of the species as eigenvectors, and the frequencies of these modes as eigen-
values. The application of this method relies on two main assumptions: firstly,
that the true normal modes are harmonic in nature; and secondly, that they
are well represented by oscillations around a single potential energy minimum.
It is known that large biomolecules cannot be accurately described by a single
minimum structure,47 and that many of their vibrational modes, particulary the
low frequency vibrations that produce the largest variations in atomic positions,
display a large degree of anharmonicity.48 Despite these problems, normal mode
analysis has been shown to give reasonable entropy estimates, at least when cal-
culating entropy differences.49
Quasiharmonic analysis46;50;51 provides an alternative method for generating vi-
brational frequencies. Here the frequencies are obtained directly from molecular
dynamics simulations. After simulation, the mass-weighted covariance matrix is
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obtained from the atomic fluctuations that occur during the simulation. The
quasiharmonic frequencies and vibrational modes are then obtained via diagonal-
isation of this matrix. Unlike normal mode analysis, there is no assumption of
harmonicity, therefore quasiharmonic analysis is able to account for the anhar-
monic nature of low frequency vibrational modes. However, his method does have
a number of drawbacks, compared to normal mode analysis. When calculating
entropy changes for MM-PBSA analysis of binding free energies, it is necessary
to simulate the complex and both unbound species. This can add significantly to
the computational cost when the other contributions to the binding free energy
are calculated from a single simulation of the complex only. Also, long time scale
simulations are required to accurately converge the low frequency vibrational
modes.
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Chapter 3
Structure and Aggregation
Inhibition of 𝛽-Amyloid Fibrils
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3.1 A𝛽 Aggregation and its Role in Alzheimer’s
Disease
Alzheimer’s disease (AD) is a progressive neurodegenerative disorder, which in-
volves the gradual onset of symptoms such as confusion, forgetfulness, mood
swings and speech impairment. The median life expectancy following diagnosis
has been estimated at between 5 – 10 years,52–55 with pneumonia being the most
frequent cause of death.52;56 It was first described in 1905 by the German neurol-
ogist Alois Alzheimer, who identified the presence of unusual tangles and fibrous
plaques in the post-mortem examination of the brain of a 56-year old woman who
had suffered from progressive dementia over a 5 year period.57 Over 100 years
later, Alzheimer’s Disease (AD) affects nearly half a million people in the UK
(alzheimers.org.uk) and is expected to double worldwide by 2040.58 Age and a
family history of the disease are major risk factors;52 the majority of patients are
over the age of 65, making up 60% of deaths from dementia.52
It transpires that the molecular origins of certain neurodegenerative disorders
such as AD, Huntington’s,59 and Parkinson’s60 diseases are associated with the
aggregation of proteins.61 In particular, the accumulation of “plaques” in brain
parenchyma and in the walls of cerebral and meningeal blood vessels is typical
of AD.62 These amyloid fibrils are formed through the sequential cleavage of a
transmembrane protein, amyloid 𝛽 precursor protein (APP).63 APP is cleaved by
𝛽-secretase amyloid cleaving enzyme (BACE1) at the N terminal to form a mem-
brane associated APP fragment of 99 amino acids long. Within this 99-residue
fragment, a subequent site is cleaved by the enzyme 𝛾-secretase to release a small
39 – 43 amino acid fragment, amyloid 𝛽 peptide (A𝛽).64 This then accumulates
into extracellular fibrillar aggregates and insoluble plaques, consisting of both fib-
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rillar and oligomeric A𝛽.65;66 While the 40 residue species A𝛽40 is the dominant
form of A𝛽 formed within the brain, the 42 residue A𝛽42 is found to be the major
component of aggregated A𝛽.67 Both A𝛽40 and A𝛽42 begin with an aspartate
residue and terminate with Val40 or Ala42 respectively at the C-terminal end.
Within the plaques formed, alterations at the N terminal end can also exist, with
the peptides often starting with amino acids Phe3, Ser8 or Glu11. Nevertheless,
A𝛽40 and A𝛽42 are the major species found. The folding of A𝛽 in solution is
guided by the C-terminal hydrophobic region beginning at residue 29. This di-
rects the carboxy end of the peptide into a 𝛽-sheet arrangement. It is thought
that the two additional nonpolar residues alanine and isoleucine in A𝛽42, increase
its aggregation propensity, compared to A𝛽40.68 A second hydrophobic region,
Leu17 – Ala21, is known as the central hydrophobic cluster, further stabilises
aggregated A𝛽.
In healthy individuals, the rate of clearance of A𝛽 from the brain balances its
rate of production. In diseased brains, this balance is disrupted, either by in-
creased production of A𝛽 or an increase in the proportion of A𝛽42 compared to
A𝛽40, leading to increased aggregation producing both soluble A𝛽 oligomers and
protofibrils, and finally the fibrillar deposits that form senile plaques. In addition
to this, A𝛽 aggregation is thought to disrupt the action of kinase and phosphatase
enzymes, resulting in an increase in phosphorylated tau. The formation of ex-
tremely stable amyloid fibrils provides sinks of A𝛽 within the brain, preventing
its clearance. This description of the progression of AD, known as the Amyloid
Cascade Hypothesis,69 remains the primary theory to explain the pathology of
the disease.
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3.2 Peptide Inhibitors of A𝛽 Aggregation
Note: The work outlined in this section has been published previously in Pep-
tides.1
The presence of A𝛽 aggregates within the brains of Alzheimer’s patients, suggests
than the identification of small drug-like molecules that can prevent or reverse this
aggregation may lead to novel pharmaceutical agents that can halt the progression
of the disease. A number of lead compounds have been identified that have been
shown to reduce A𝛽 aggregation, including a series of 𝛽-sheet breaker peptides
developed by Soto and coworkers.70 These peptides were designed to mimic the
L17VFF hydrophobic region of A𝛽, while incorporating a proline residue. It was
thought that the presence of the proline residue, with its constrained backbone
conformation, would be able to disrupt the 𝛽-sheet network in this region of A𝛽
fibrils. Indeed, it was found that the five residue peptide LPFFD was able to
inhibit A𝛽 aggregation and cause the disassembly of preformed fibrils.70
Work performed in the Schein group at the University of Texas Medical Branch
sought to identify the structural basis for the activity of these peptides. The
inhibitory peptides were docked to an NMR fibril structure. The results were used
to design molecular pharmacophores and identify compounds that were shown
experimentally to be good inhibitors of aggregation and prevent the neurotoxic
effects of A𝛽 on cultured neuroblastoma cells.71
In this section, the stability of the positions predicted by the docking studies71
was probed using molecular dynamics simulations. Simulations (20 ns in length)
were performed of an A𝛽9−40 12-mer fibril derived from solid state NMR, com-
plexed with a 𝛽-sheet breaker peptide, LPFFD (Figure 3.1a) and with an in-
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(a) LPFFD (Ac–Leu–Pro–Phe–Phe–Asp–NMe)
(b) LHFFD (Ac–Leu–His–Phe–Phe–Asp–NMe)
Figure 3.1: Chemical structures of LPFFD and LHFFD.
active control peptide, LHFFD (Figure 3.1b), which lacks the conformationally
restricted proline residue, at three discrete lowest energy docking positions. The
results of these simulations were used to discern the differences in the ligand–fibril
interactions formed by the active and inactive peptides.
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3.2.1 Methods
3.2.1.1 Structural Model of A𝛽 Fibril
The A𝛽 fibril structural model used in this work was obtained from a series of
solid state NMR experiments, performed by Tycko and coworkers, on A𝛽40 fibrils
produced in vitro 72;73 (Figure 3.2). The model they obtained omits residues 1 –
8 as these could not be resolved by NMR due to their disordered nature. In this
model, the individual A𝛽9−40 chains form a horseshoe shaped structure consisting
of a pair of antiparallel 𝛽-sheets separated by a loop region. The 12 A𝛽9−40 chains
present in the model are arranged into two protofibrils (I and II) each constisting
of six chains (A – F). The protofibrils are stabilised by parallel 𝛽-sheet hydrogen
bond interactions between adjacent chains, and a row of salt bridges between
the Asp23 and Lys28 residues of adjacent chains (which also stabilise the loop
regions).
In the discussion that follows, individual residues within the fibril are referred to
using the nomenclature ResXA(N), where Res and X are the amino acid residue
name and index number within a single chain of A𝛽, while A identifies the chains
A to F within each protofibril N.
Figure 3.2 also shows a number of regions within the fibril structure that will
be mentioned in the discussion. In addition to the loop regions discussed above,
there are two solvent exposed 𝛽-sheet faces and two propagation faces to the
fibril. The 𝛽-sheet faces are formed by the N-terminal residues of the chains of
each protofibril; while the propagation faces are perpendicular to the axis along
which further A𝛽 chains attach as aggregation increases.
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Loop Region
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Protofibril II
Figure 3.2: Structure of A𝛽 fibril 12-mer, obtained from Tycko and coworkers.72;73
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3.2.1.2 Simulation of Fibril–Peptide Complexes
The molecular dynamics trajectories of LPFFD and LHFFD bound to a 12-mer
fibrillar aggregate of A𝛽 were performed by our collaborators at the University
of Texas Medical Branch at Galveston, Texas. Throughout the work discussed
in this chapter, both LPFFD and LHFFD were modelled with acetyl and methyl
amine groups protecting the N- and C-terminal groups, respectively. For both
peptides, the C-terminal aspartic acid residue deprotonated, while the histidine
residue of LHFFD was singly protonated on the epsilon nitrogen atom. The initial
binding positions of the peptides were generated by Chen et al,71 via molecular
docking and scoring with AutoDock,74;75 using an A𝛽 fibril structural model
provided by Tycko and co-workers72;73 (Figure 3.2) The top scoring binding site
for each peptide was identified, then the second and third highest scoring sites
identified, with the constraint that all sites must be no less than 15 Å from each
other. Throughout this work, these binding sites are described by their ranking
as predicted by AutoDock. As the second and fourth most favourable binding
positions of LPFFD, as predicted by AutoDock, where less than 15 Å from the
most favourable site (site 1), the third and fifth highest scoring binding positions
were used for further analyses (sites 3 and 5). Similarly, the position predicted
by AutoDock to be the third most favourable site for LHFFD to bind lay less
than 15 Å from the most favourable binding position (site 1), therefore the fourth
most favourable position (site 4) was used in its place during the further analyses.
The simulations and geometry optimisations were performed using sander from
the Amber 9 molecular modelling software suite,76 and the Amber ff03 force field
of Duan et al77 was used. Two simulations were performed: in each case the
fibril was complexed with peptide ligands bound in the three predicted binding
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sites. The complexes were solvated in a TIP3P78 water box, using tleap,76 and
12 sodium ions were added to neutralise the periodic simulation cells. For each
complex, the water molecules were minimised, with the complex atoms fixed with
harmonic restraints of strength 5.0 kcal/mol.Å2, for 200 steps of steepest descent
and 300 steps of conjugate gradient minimisation. The restraints were removed
an the simulation box was relaxed by 500 steps of steepest descent and 1500 steps
of conjugate gradient minimisation.
During simulation, non-bonded interactions were truncated at 8.0 Å, and particle
mesh Ewald24 was used to model long range electrostatic interactions. A simula-
tion time step of 2.0 fs was used and SHAKE79 was applied to all bonds involving
hydrogen. The simulation temperature was controlled using the Berendsen ther-
mostat26 with a coupling constant of 1.0 ps. Initial velocities were assigned from
a probability distribution at 100 K, and the system was heated over 200 ps to 310
K, with harmonic restraints of strength 5.0 kcal/mol.Å2 on the atoms of the fibril
and inhibitors. The system density was allowed to equilibrate to atmospheric
pressure using a weak coupling barostat.26 The restraints were removed, and the
density was allowed to equilibrate for a further period of 200 ps. A production
simulation of 20 ns was then performed under constant volume conditions.
3.2.1.3 Structural Analysis of Bound Peptide Poses
The movement of the peptides, relative to the fibril was analysed using ptraj from
Amber 10.80 Simulation snapshots were aligned by fibril backbone atoms. Clus-
ter analysis was performed on the position of each peptide within these aligned
snapshots, using kclust from the MMTSB Tool Set,81 which employs a modified
version of the k-means clustering algorithm.82 The k-means algorithm clusters
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each data point, in this case each coordinate snapshot, into k clusters, such that
the distance from each data point to the mean of its cluster, measured here as
the RMS deviation in atomic position, is minimised. To do this, k cluster cen-
troids are randomly assigned at the start of the algorithm, and each data point is
assigned to the cluster with the closest centroid. The positions of the cluster cen-
troids are then updated to the mean value of the data points within their clusters,
and the data points are again assigned to the clusters with the closest centroid.
These two steps are repeated until all the assignment of data points into clus-
ters remains constant in subsequent iterations. This algorithm does not ensure
that the final centroid positions represent the global minimum of the clustering
problem, as it is sensitive to the initial choice of randomly assigned centroids. To
combat this problem, kclust performs an extra iterative step in which the initial
choice of cluster centroids is changed, and the algorithm repeated until agreement
is found. Additionally, kclust repeats the procedure, with increasing numbers of
clusters, until the distance between each data point and its cluster centroid is less
than a maximum value. This maximum is known as the clustering radius.
Following clustering, the snapshots closest to the centre of each cluster were iden-
tified, and visualised to identify interactions between the fibril and ligands. The
average interaction distance across all members of each cluster were calculated
using ptraj.80
3.2.1.4 Calculation of Fibril–Peptide Binding Energies
The binding energy free energy of both peptides, in each of their binding positions,
was calculated using the MM–PBSA method.43 A single trajectory approach was
used, with the energies of the fibril–peptide complexes, and the free peptide and
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fibril energies, calculated from snapshots of the same simulation. The analysis
did not include an estimation of the entropic contributions to the binding free
energy, as it was assumed these would be fairly constant given the similar nature
of the peptides. The molecular mechanics contributions were calculated with the
Amber ff03 force field,77 as used in the simulation.
Four different methods (methods A, B, C and D—see below) were used for the
Poisson-Boltzmann–surface area contributions, and their results were compared.
The calculations were performed using the pbsa module of Amber 10.80 In all
four methods, dielectric constants of 1.0 for the solute and 80.0 for the solvent
were used. In method A, the modified Bondi radii15;83 were used to represent the
solute atoms, and a probe radius of 1.4 Å was used to define both the boundary
between the solute and solvent dielectic regions, and the solvent accessible surface
of the solute. The total non-polar contribution to the solvation free energy of each
species was calculated with a solvent accessible surface area (SASA) dependent
term with a coefficient of 0.0072 kcal/mol.Å2
In methods B, C and D, the optimised Amber atomic radii of Tan et al were
used,84 and the non-polar contributions to the solvation free energy were de-
composed into separate attractive and repulsive contributions. Method B used
a 6-12 decomposition scheme19;85;86 with the dispersion contributions calculated
using the surface integral approach of Floris and Tomasi.19 An effective water
density of 1.0 was used for these calculations. The repulsive contributions were
calculated with a solvent accessible surface area dependent term with a coefficient
of 0.04356 kcal/mol.Å2 and an offset of -1.008 kcal/mol. The solvent accessible
surface generated with a probe radius of 1.6 Å was used for the solute/solvent di-
electric boundary, the dispersion integration surface, and for the area dependent
repulsion term.
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Methods C and D both involved the 𝜎 decomposition scheme described by Tan
et al,86 but method C used a volume dependent repulsion term, while method D
used an area dependent term. Both methods used a solvent accessible surface,
with a probe radius of 1.6Å, to define the solute/solvent boundary, and a solvent
accessible surface, with a probe radius of 0.557 Å, for the dispersion integration
surface. The surface integrations were performed with an effective water density
of 1.129. In method C, a the volume bounded by a solvent accessible surface with
probe radius 1.300 Å was used for the volume dependent repulsion term, with
a coefficient of 0.0378 kcal/mol.Å and an offset of -0.5692 kcal/mol. Method D
used a solvent accessible surface, with a probe radius of 0.28 Å, and a coefficient
of 0.0894 kcal/mol.Å and an offset of -0.8824 kcal/mol, for the area dependent
repulsion term.
3.2.1.5 Structural Analysis of Free Peptides
The conformations exhibited by free LPFFD and LHFFD in aqueous solution
were examined through replica exchange simulations.31 The Amber ff03 force
field77 was used, and the generalised Born method of Hawkins, Cramer and Truh-
lar14;17;18 was employed to represent the solvent environment. Fully extended
(𝜑 = 𝜓 = 180∘, except proline: 𝜑 = −61.5∘,𝜓 = −176.5∘) LPFFD and LHFFD
structures were generated using tleap,76 and geometry optimised in sander 76 with
500 steps of steepest descent and 1500 steps of conjugate gradient minimisation
to remove any initial bad contacts in the generated structures.
All simulations were performed with sander,76 with a simulation time step of
1.0 fs. SHAKE79 constraints were applied to bonds involving hydrogen, and non-
bonded interactions were not truncated at any distance. Simulation temperatures
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were controlled with Langevin dynamics27 and a collision frequency of 5.0 ps-1.
Initial velocities were assigned from a Maxwell-Boltzmann distribution at 30 K,
and the peptides were heated to their target temperatures over 60 ps.
The replica temperatures were chosen by first running a series of 4 ns two replica
simulations of LPFFD, with exchange attempts every 2 ps. In these simulations
the lower temperature replica was at 310 K and the other at a range of tempera-
tures between 330 and 400 K. The replica at 362 K was found to give a transition
ratio of 0.21 and the temperatures of the other replica used in the full simulations
the were chosen by a geometric progression,87 such that the temperature of each
replica follows:
𝑇𝑛+1 =
𝑇 2𝑛
𝑇𝑛−1
(3.1)
The 100 ns replica exchange simulations were performed with eight replicas at
temperature of 265, 310, 362, 423, 494, 576, 673 and 786 K. Temperature ex-
changes were attempted at 2 ps intervals. The conformations of LPFFD and
LHFFD were examined in 45000 equally spaced snapshots from the final 90 ns
of simulation. These structures were aligned using ptraj,80 then clustered using
kclust.81
3.2.1.6 Computational Resources
The two 20 ns simulations of LPFFD and LHFFD in complex with A𝛽, performed
by our collaborators in Texas, were run on 8 processor cores, and each required
approximately 1200 hours of simulation walltime. MM-PBSA analysis of the
binding free energy of each ligand binding pose took approximately 24 hours on
a single processor core. In total, six poses were analysed using four MM-PBSA
methods, therefore the total CPU time required was around 24 days. The 100
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ns replica exchange simulations of free LPFFD and LHFFD in solution took
approximately five hours each on 8 processor cores.
3.2.2 Results
3.2.2.1 Stability of Docked Binding Poses
The stability of the AutoDock predicted binding sites of the active peptide LPFFD,
and its inactive analogue LHFFD, was assessed by refinement of the docked poses
through 20 ns of molecular dynamics simulation. Interestingly, position 1, pre-
dicted to be the most favourable binding site by AutoDock, was found to be
unstable during the simulation. The peptide rapidly detached from its initial po-
sition near the N- and C-termini of protofibril I (Figure 3.3a), on the propagation
face of the fibril, and migrated onto the adjacent 𝛽-sheet face (Figure 3.3b). Un-
surprisingly, this resulted in a large deviation in the atomic positions of LPFFD,
relative to the docked pose, with the RMSD of this peptide rising to approxi-
mately 30 Å during the simulation, before settling in a position approximately
20 Å from its initial location (Figure 3.4).
In positions 3 and 5, LPFFD remained much closer to the AutoDock predicted
positions during the simulation. In position 3, AutoDock predicted a pose near
chains F and E of the C-termini of protofibril I and the loop region of protofibril
II (Figure 3.3a). During the simulation, a small unfolding of the C-terminus
of protofibril I caused the peptide to move slightly towards the centre of the
fibril (Figure 3.3b). The LPFFD peptide in position 5 displayed the smallest
displacement from its docked position, following molecular dynamics refinement
(Figure 3.4). Throughout the simulation, it remained in the cavity between the
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(a) Docked positions
(b) Positions following 20 ns MD
Figure 3.3: Comparison of LPFFD positions following docking and molecular dynam-
ics refinement
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Figure 3.4: RMSD of LPFFD at sites 1, 3 and 5 relative to the fibril, calculated using
the docked pose (red) and final simulation snapshot (green) as reference structures.
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loop region of protofibril I and the C-termini of protofibril II (Figure 3.3).
Each of three LPFFD peptides achieved stable bound poses by the end of the
20 ns simulation. The RMSD of the peptides, relative to their final molecular
dynamics positions, stayed below 5 Å during the final 7.5 ns of simulation (Figure
3.4).
For LHFFD, position 1, predicted by AutoDock to be the most favourable binding
site, lay in the cavity between the loop region of protofibril I and the C-termini
of protofibril II (Figure 3.5a). Throughout the simulation, the peptide remained
within 10 Å of this position (Figure 3.6), however LHFFD did not form a stable
binding pose. Instead the peptide was observed to traverse along the cavity within
the fibril.
The LHFFD peptide bound in position 2, on the propagation face of the fibril
(Figure 3.5a), was found to show no affinity for the fibril during the simulation.
Instead it immediately disassociated into the solvent, before reattaching to the
periodic image of the fibril, on the 𝛽-sheet face of protofibril I (Figure 3.5b).
Position 4, which was predicted by AutoDock to be the least favourable of the
three binding sites for LHFFD, lay between the loop region of chainA of protofib-
ril II and the C-terminus of chain A of protofibril I (Figure 3.5a). The LHFFD
peptide bound in this position showed the least movement during the simulation
(Figure 3.5b), with its RMSD staying below 10 Å, relative to its initial position.
In the early stages of the simulation, the peptide buried itself deeper into the cav-
ity between the two protofibrils (Figure 3.5b), where it traversed slightly along
the groove, between chains A and C.
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(a) Docked positions
(b) Positions following MD
Figure 3.5: Comparison of LHFFD positions following docking and molecular dynam-
ics refinement
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Figure 3.6: RMSD of LHFFD at sites 1, 2 and 4 relative to the fibril, calculated using
the docked pose (red) and final simulation snapshot (green) as reference structures
(Note a different y-axis scale is used for position 2).
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3.2.2.2 MM–PBSA Analysis of Fibril–Peptide Binding Energies
The binding affinities of LPFFD and LHFFD to the fibril, at each binding posi-
tion, were calculated using four different MM–PBSA schemes (Table 3.1). Method
A predicted that LPPFD bound to the fibril most strongly in position 5, with
a binding free energy of −37.5± 6.0 kcal/mol. When using methods B, C or D
for MM–PBSA analysis, position 1 was predicted to be the most favourable site
for binding, with predicted binding affinities of −27.9 ± 10.3, −11.2 ± 10.9 and
−46.7± 12.2 kcal/mol respectively. The binding affinity of LPFFD at site 1 was
calculated to be −34.0 ± 7.3 kcal/mol by method A, slightly lower than that of
position 5.
All four methods agree that position 2 is the most favourable site for LHFFD to
bind to the fibril. The calculated binding energies were −27.3± 5.6, −24.6± 7.7,
−40.4 ± 9.3 and −12.8 ± 7.8 kcal/mol when calculated using methods A, B, C
and D respectively.
69
3.2.
PEPT
ID
E
IN
H
IBIT
O
R
S
O
F
A
𝛽
A
G
G
R
EG
AT
IO
N
Table 3.1: Fibril–peptide binding energies calculated using MM–PBSA with standard deviations. Calculations performed using three
different PBSA methods (see section 3.2.1.4).
Ligand a Δ𝐺𝑏𝑖𝑛𝑑 bΔ𝐺𝑒𝑙𝑒𝑐 c Δ𝐺𝑣𝑑𝑊 dΔ𝐺𝑃𝐵 e Δ𝐺𝑟𝑒𝑝 f Δ𝐺𝑑𝑖𝑠 g Δ𝐺𝑛𝑝
Method A
LPFFD (1) −34.0 ± 7.3 −94.8 ± 21.5 −31.9 ± 3.8 98.1 ± 17.6 na na −5.5 ± 1.1
LPFFD (3) −27.0 ± 3.9 79.9 ± 24.2 −37.1 ± 3.4 −63.8 ± 23.0 na na −6.0 ± 1.7
LPFFD (5) −37.5 ± 6.0 126.4 ± 19.5 −49.2 ± 4.2 −106.0 ± 16.3 na na −8.0 ± 1.2
LHFFD (1) −26.2 ± 7.4 105.8 ± 20.7 −41.4 ± 7.5 −84.3 ± 20.9 na na −6.3 ± 2.2
LHFFD (2) −27.3 ± 5.6 −69.7 ± 21.0 −22.3 ± 4.1 69.1 ± 17.8 na na −4.4 ± 1.1
LHFFD (4) −24.5 ± 5.1 194.6 ± 11.6 −37.5 ± 4.3 −175.8 ± 12.3 na na −5.7 ± 1.2
Method B
LPFFD (1) −27.9 ± 10.3 −94.8 ± 21.5 −31.9 ± 3.8 95.9 ± 16.3 −35.0 ± 2.5 38.0 ± 1.7 2.9 ± 1.2
LPFFD (3) −16.9 ± 5.4 79.9 ± 24.2 −37.1 ± 3.4 −59.7 ± 23.3 −38.7 ± 2.0 38.7 ± 1.5 0.0 ± 1.1
LPFFD (5) −22.1 ± 7.0 126.4 ± 19.5 −49.2 ± 4.2 −98.7 ± 16.2 −52.6 ± 2.0 52.0 ± 1.4 −0.6 ± 1.3
LHFFD (1) −9.5 ± 9.2 105.8 ± 20.7 −41.4 ± 7.5 −76.8 ± 23.3 −39.9 ± 3.8 42.8 ± 3.8 2.9 ± 1.4
LHFFD (2) −24.6 ± 7.7 −69.7 ± 21.0 −22.3 ± 4.1 66.0 ± 15.7 −27.6 ± 3.2 29.1 ± 2.0 1.5 ± 1.3
LHFFD (4) −15.2 ± 8.1 194.6 ± 11.6 −37.5 ± 4.3 −175.0 ± 14.0 −36.7 ± 3.6 39.4 ± 3.8 2.8 ± 1.5
Continued on next page
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Table 3.1 – continued from previous page
Ligand a Δ𝐺𝑏𝑖𝑛𝑑 bΔ𝐺𝑒𝑙𝑒𝑐 c Δ𝐺𝑣𝑑𝑊 dΔ𝐺𝑃𝐵 e Δ𝐺𝑟𝑒𝑝 f Δ𝐺𝑑𝑖𝑠 g Δ𝐺𝑛𝑝
Method C
LPFFD (1) −11.2 ± 10.9 −94.8 ± 21.5 −31.9 ± 3.8 95.3 ± 16.2 −25.7 ± 2.3 45.8 ± 2.9 20.2 ± 1.3
LPFFD (3) 3.8 ± 5.5 79.9 ± 24.2 −37.1 ± 3.4 −60.1 ± 23.2 −28.2 ± 2.2 49.4 ± 2.8 21.2 ± 1.3
LPFFD (5) 7.0 ± 7.1 126.4 ± 19.5 −49.2 ± 4.2 −99.3 ± 16.1 −38.2 ± 2.4 67.2 ± 2.9 29.0 ± 1.4
LHFFD (1) 11.1 ± 9.2 105.8 ± 20.7 −41.4 ± 7.5 −77.1 ± 23.1 −29.7 ± 4.0 53.5 ± 6.3 23.8 ± 2.8
LHFFD (2) −12.8 ± 7.8 −69.7 ± 21.0 −22.3 ± 4.1 65.6 ± 15.7 −19.9 ± 2.7 33.5 ± 3.9 13.6 ± 1.8
LHFFD (4) 4.1 ± 9.0 194.6 ± 11.6 −37.5 ± 4.3 −175.0 ± 13.9 −26.9 ± 3.1 48.9 ± 4.9 22.0 ± 2.5
Method D
LPFFD (1) −46.7 ± 12.2 −94.8 ± 21.5 −31.9 ± 3.8 95.3 ± 16.2 −61.2 ± 5.4 45.8 ± 2.9 −15.3 ± 3.0
LPFFD (3) −35.2 ± 6.7 79.9 ± 24.2 −37.1 ± 4.3 −60.1 ± 23.2 −67.3 ± 5.1 49.4 ± 2.8 −17.8 ± 3.0
LPFFD (5) −45.6 ± 8.8 126.4 ± 19.5 −49.2 ± 4.2 −99.3 ± 16.1 −90.7 ± 5.8 67.2 ± 2.9 −23.5 ± 3.5
LHFFD (1) −29.9 ± 11.3 105.8 ± 20.7 −41.4 ± 7.5 −77.1 ± 23.1 −70.6 ± 9.5 53.5 ± 6.3 −17.2 ± 4.1
LHFFD (2) −40.4 ± 9.3 −69.7 ± 21.0 −22.3 ± 4.1 65.6 ± 15.7 −47.5 ± 6.3 33.5 ± 3.9 −14.0 ± 3.1
LHFFD (4) −33.1 ± 9.0 194.6 ± 11.6 −37.5 ± 4.3 −175.0 ± 13.9 −64.1 ± 7.2 48.9 ± 4.9 −15.2 ± 3.4
a MM–PBSA binding free energy, excluding entropic contributions.
b Electrostatic contribution to the binding free energy.
c van der Waals contribution to the binding free energy.
d Poisson-Boltzmann electrostatic solvation contribution to the binding free energy.
e Non-polar repulsive contribution to the binding free energy.
f Non-polar dispersion contribution to the binding free energy.
g Total non-polar contribution to the binding free energy.
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3.2.2.3 Cluster Analysis of Bound Peptide Conformations
Cluster analysis of the poses adopted by LPFFD when bound to the fibril, during
the final 7.5 ns of simulation, was performed using a cluster radius of 1.5 Å. The
analysis identified five interaction clusters (1a – 1e) in position 1, a single cluster
(3a) in position 3 and four clusters (5a – 5d) in position 5. The ligand–fibril
interactions present in the simulation snapshot closest to each cluster centroid
were identified, and the average interaction distances within the cluster were
calculated (Table 3.2).
In the representative structures of both of most highly populated clusters at
position 1, which together account for 84% of simulation snapshots, the ligand is
stabilised through a salt bridge interaction between the Lys16D(I) side chain of the
fibril and the aspartate residue of the ligand (Figure 3.7). Further stabilisation
is also provided by a stacking interaction between the His14E(I) residue and the
proline present in LPFFD. This stacking interaction appears to be particularly
well conserved during the simulation, appearing in all but the least populated
cluster, which only accounts for 2% of simulation snapshots (Table 3.2). More
transient interactions with His14 and Lys16 residues were also observed (Table
3.2).
The LPFFD ligand in position 3 showed the smallest changes in its coordinates
over the final 7.5 ns of the simulation (Figure 3.4). During this period its av-
erage atomic RMSD, relative to its final simulation position, was 1.44 Å, with
the maximum value in any snapshot 2.78 Å. For this reason, all snapshots were
assigned to the same cluster. The only specific fibril-LPFFD interaction which
was observed was a salt bridge between the Lys28F(II) side chain of the fibril and
the aspartate of LPFFD (Figure 3.8, Table 3.2). Instead, LPFFD appears to be
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Table 3.2: Fibril-LPFFD interactions identified from cluster analysis (stacking inter-
actions in bold); average interaction distances (𝑟) (between donor and acceptor het-
eroatoms for salt bridges and hydrogen bonds; ring centres for stacking interactions)
and populations (%𝑝).
Pose/Cluster Fibril Atoms Ligand Atoms 𝑟/Å %𝑝
1a Lys16D(I) N𝜁 Asp5 O𝛿1 2.77 53
Lys16C(I) N𝜁 Asp5 O 2.73
His14E(I) Pro2 3.97
1b Lys16D(I) N𝜁 Asp5 O𝛿2 2.93 31
Lys16E(I) N𝜁 Asp5 O𝛿2 2.88
His14D(I) N𝜀2 Asp5 O𝛿2 2.88
His14C(I) N𝜀2 Phe4 O 3.07
His14E(I) Pro2 4.09
1c Lys16C(I) N𝜁 Asp5 O𝛿1 2.80 11
His14E(I) Pro2 4.32
1d His14E(I) Pro2 4.57 3
1e Lys16D(I) N𝜁 Asp5 O𝛿1 3.09 2
Lys16D(I) N𝜁 Asp5 O𝛿2 3.07
3a Lys28F(II) N𝜁 Asp5 O𝛿2 2.91 100
5a Ser26E(I) O𝛾 Asp5 O𝛿1 2.69 42
5b Ser26E(I) O𝛾 Asp5 O𝛿1 2.64 38
Asn27D(I) N𝛿2 Asp5 O𝛿1 2.98
5c Ser26E(I) O𝛾 Asp5 O𝛿1 2.55 17
5d Asn27D(I) N𝛿2 Asp5 O𝛿1 2.73 3
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Lys16C(I) Lys16D(I)
His14E(I)
(a) Cluster 1a (53%).
Lys16D(I) Lys16E(I)
His14D(I)
His14C(I)
His14E(I)
(b) Cluster 1b (31%).
Figure 3.7: LPFFD–fibril interactions in the two most populated clusters at position
1, with cluster occupancy shown in parentheses.
Lys28F(II)
Figure 3.8: LPFFD–fibril interactions in the only cluster 3a (100% of simulation
snapshots) at position 3.
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Ser26E(I)
(a) Cluster 5a (42%).
Ser26E(I)Asn27D(I)
(b) Cluster 5b (38%).
Figure 3.9: LPFFD–fibril interactions in the two most populated clusters at position
5, with cluster occupancy shown in parentheses.
stabilised by the burial of its hydrophobic Leu1 and Phe3 residues within the
hydrophobic core of the fibril.
Together, the two most populated clusters of LPFFD binding poses at position
5 account for 80% of simulation snapshots (Table 3.2). In the most populated
cluster, 5a, the fibril-LPFFD interaction is stabilised by a hydrogen bond between
the Ser26E(I) side chain and aspartate (Figure 3.9a). In cluster 5b this interaction
is also present, with additional stabilisation provided by an additional hydrogen
bond between Asn27D(I) and the aspartate of LPFFD (Figure 3.9b). As was
observed at position 3, at position 5 LPFFD appears to further stabilisation by
the burial of its hydrophobic residues within the fibril.
As LHFFD displayed a greater variation in atomic RMSD, relative to the final
simulation snapshot (Figure 3.6), a slightly larger clustering radius of 2 Å was
required to keep the number of clusters to a manageable amount. Using this
radius, cluster analysis identified six clusters (1a – 1f) of bound LHFFD poses
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at position 1, five (2a – 2e) at position 2 and six (4a – 4f) at position 4. The
interactions present in these clusters were identified (Table 3.3).
Table 3.3: Fibril-LHFFD interactions identified from cluster analysis; average inter-
action distances (𝑟) (between donor and acceptor heteroatoms) and populations (%𝑝).
Pose/Cluster Fibril Atoms Ligand Atoms 𝑟/Å %𝑝
1a Ser26D(I) N Asp5 O𝛿2 2.75 41
1b No specific interactions 28
1c Lys28C(I) N Ace O 3.03 12
1d Gly9F(II) N Asp5 O𝛿1 2.86 11
Lys28C(I) O Leu1 N 3.05
Lys28C(I) N Ace O 2.76
1e Lys28C(I) N Ace O 2.92 7
Lys28C(I) O Leu1 N 2.76
Asn27D(I) N𝛿2 Leu1 N 2.94
1f Val40C(II) O His2 N𝜀2 2.96 1
2a His14B(I) N𝜀2 Asp5 O𝛿1 3.17 63
2b Lys16C(I) N𝜁 Asp5 O𝛿1 2.72 18
Lys16B(I) N𝜁 Asp5 O 3.04
His14B(I) N𝜀2 Asp5 O𝛿2 2.78
His14A(I) N𝜀2 Asp5 O 3.25
2c Lys16B(I) N𝜁 Asp5 O𝛿1 2.89 10
His14B(I) N𝜀2 Asp5 O𝛿2 2.76
Lys16C(I) N𝜁 Asp5 O𝛿2 3.02
2d Lys16C(I) N𝜁 Asp5 O𝛿1 2.67 7
Lys16B(I) N𝜁 Asp5 O𝛿1 2.67
His14B(I) N𝜀2 Asp5 O𝛿2 2.91
2e His14B(I) N𝜀2 Asp5 O𝛿2 2.62 2
Lys16D(I) N𝜁 Asp5 O𝛿2 2.8
Lys16B(I) N𝜁 Phe4 O 2.86
Lys16C(I) N𝜁 Asp5 O𝛿1 2.99
Continued on next page
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Table 3.3 – continued from previous page
Pose/Cluster Fibril Atoms Ligand Atoms 𝑟/Å %𝑝
4a Asn27A(II) N𝛿2 Phe3 O 2.81 40
4b Asn27A(II) N𝛿2 Phe3 O 2.78 31
Asn27B(II) N𝛿2 His2 O 2.82
4c Asn27A(II) N𝛿2 Phe3 O 2.88 17
Asn27B(II) N𝛿2 Asp5 O 3.11
Asn27C(II) N𝛿2 Ace O 2.85
4d Asn27A(II) N𝛿2 Phe3 O 3.17 6
4e Asn27A(II) N𝛿2 Phe3 O 3.08 3
4f Asn27A(II) N𝛿2 Phe3 O 2.74 3
In position 1, the representative structure of the most populated cluster shows
LHFFD occupying the cavity between the loop region of protofibril I and the
C-termini of protofibril II in the region of chains B to D (Figure 3.11a). This
position is stabilised by a hydrogen bond between the main chain carbonyl group
of Ser26D(I) of the fibril and the Asp5 side chain of LHFFD (Figure 3.11a, Table
3.3). Additional stabilisation is provided by the burial of the Phe3 residue of the
peptide within the hydrophobic fibril interior (Figure 3.11a). In the second most
populated cluster, LHFFD lies in the cavity between the loop region of chain D
to F of protofibril I and the C-termini of chains E and F on protofibril II. No
specific fibril–peptide interactions were identified, though burial of the Leu1 and
Phe3 residues of LHFFD within the fibril was observed.
The representative structure of the most populated cluster in position 2 shows
the fibril–LHFFD complex is stabilised by a hydrogen bond between the Asp5
residue of LHFFD and the His14 residue of chain B on protofibril I. The peptide
lies parallel to the fibril 𝛽-sheets, straddling chains B and C (Figure 3.11a). In
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Ser26D(I)
(a) Cluster 1a (41%). (b) Cluster 1b (28%).
Figure 3.10: LHFFD–fibril interactions in the two most populated clusters at position
1, with cluster occupancy shown in parentheses.
the second most populated cluster, the peptide moved sideways, with its back-
bone aligned between chains A and B (Figure 3.11b). The interaction with
the His14B(I) residue was still present, and additional interactions with the His14
residue of chainA and the Lys16 residues of chain B andC were observed (Figure
3.11b, Table 3.3).
In the two most populated clusters at position 4, the fibril–LHFFD interaction is
stabilised by the burial of the Phe3 and Phe4 peptide residues within the cavity
between the C-termini of chains A and B of protofibril I and the loop region of
chains A to C in protofibril II (Figure 3.12). In the most populated cluster 4a,
a hydrogen bond between the main chain carbonyl of Phe3 of LHFFD and the
side chain of Asn27B(I) in the fibril was observed (Figure 3.12a, Table 3.3). This
hydrogen bond is also present in cluster 4b, along with an additional hydrogen
bond between the Asn27 side chain of chain B and the carbonyl oxygen of His2
(Figure 3.12b, Table 3.3).
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His14B(I)
(a) Cluster 2a (63%).
His14B(I)
His14A(I)
Lys16B(I)
Lys16C(I)
(b) Cluster 2b (18%).
Figure 3.11: LHFFD–fibril interactions in the two most populated clusters at position
2, with cluster occupancy shown in parentheses.
Asn27A(II)
(a) Cluster 4a (40%).
Asn27A(II)
Asn27B(II)
(b) Cluster 4b (31%).
Figure 3.12: LHFFD–fibril interactions in the two most populated clusters at position
4, with cluster occupancy shown in parentheses.
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3.2.2.4 Cluster Analysis of Free Peptide Conformations
The conformational flexibility of free LPFFD and LHFFD was investigated through
100 ns replica exchange simulations with eight replicas per peptide, ranging in
temperature from 265 to 786 K. The acceptance ratios obtained from the simu-
lations are summarised in Table 3.4.
Table 3.4: Acceptance ratios obtained during 100 ns replica exchange simulations of
LPFFD and LHFFD in free solution.
Temperature / K LPFFD LHFFD
265 – 310 0.20 0.20
310 – 362 0.21 0.19
362 – 423 0.20 0.19
423 – 494 0.21 0.21
494 – 576 0.23 0.22
576 – 673 0.23 0.22
673 – 786 0.24 0.22
45000 equally spaced snapshots from the final 90 ns of each 310 K simulation were
aligned by C𝛼 position, then clustered by heavy atom position using a clustering
radius of 3 Å. This clustering identified 14 clusters of LPFFD conformations and
17 clusters of LHFFD conformations. The populations of these clusters are shown
in Table 3.5.
Examining the LPFFD structures closest to each cluster centroid, two backbone
conformations were seen to dominate. In clusters 1, 4 and 6, which account for
61.4% of LPFFD conformations, the peptide shows a compact turn backbone
conformation (Figure 3.13a), with the structural differences between these clus-
ters occuring largely in the amino acid side chain positions. In clusters 2, 3 and
5, 32.4% of conformations, LPFFD exhibits a more open backbone conformation
(Figure 3.13b). In contrast to LPFFD, a single backbone conformation domi-
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Table 3.5: Free peptide conformational clusters and populations (%𝑝).
Cluster LPFFD %𝑝 LHFFD %𝑝
1 45.7 26.2
2 14.4 23.1
3 14.2 17.3
4 12.8 15.5
5 3.8 4.5
6 2.9 2.6
7 1.4 2.3
8 1.4 1.7
9 1.0 1.4
10 0.8 1.3
11 0.7 0.8
12 0.4 0.8
13 0.4 0.6
14 0.2 0.6
15 na 0.6
16 na 0.4
17 na 0.3
nated the ensemble of LHFFD structures obtained from the simulation. Clusters
1 – 5, accounting for 86.6% of snapshots, all showed a compact turn conformation
(Figure 3.14).
The LPFFD and LHFFD conformations obtained from simulations of the pep-
tides free in solution were compared to those observed in the bound state when
complexed to the fibril (Tables 3.6 and 3.7). The compact turn conformation
shown in clusters 1, 4 and 6 of LPFFD in free solution does not appear to match
any of its bound conformations. Similarly, the bound geometries of LHFFD do
not, in general, match those of the compact turn structure found in clusters 1 –
5 in free solution. One exception to this is the bound state of LHFFD in cluster
1b, which shows a very good agreement with conformations found in the free
state. In contrast, clusters 2, 3 and 5 of free LPFFD are a far better match to
the bound conformations in found in the most populated clusters of LPFFD in
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(a) LPFFD Clusters 1, 4 and 6.
(b) LPFFD Clusters 2, 3 and 5.
Figure 3.13: Stereoscopic views of six most populated clusters of LPFFD, obtained
from replica exchange simulation of free peptide
Figure 3.14: Stereoscopic view of five most populated clusters (1 – 5) of LHFFD,
obtained from replica exchange simulation of free peptide
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Table 3.6: RMSD (Å) of C𝛼 atoms between representative cluster structures for
LPFFD free in solution and LPFFD bound to the fibril in positions 1, 3 and 5.
1a 1b 3a 5a 5b
1 2.35 2.10 1.83 2.15 2.13
2 1.49 0.90 0.69 1.08 0.86
3 1.23 0.53 0.44 1.25 1.01
4 1.93 1.97 1.98 2.02 2.10
5 0.88 0.87 1.20 0.77 0.79
6 2.17 1.99 1.81 2.12 2.10
7 1.91 2.40 2.76 2.13 2.24
8 1.10 0.85 1.06 0.31 0.20
9 1.93 2.23 2.56 1.84 1.90
10 1.70 2.26 2.71 1.97 2.10
11 1.89 2.20 2.62 2.36 2.35
12 1.48 2.09 2.58 1.80 1.94
13 2.07 1.75 1.72 1.85 1.66
14 1.99 1.76 1.60 1.80 1.73
Table 3.7: RMSD (Å) of C𝛼 atoms between representative cluster structures for
LHFFD free in solution and LHFFD bound to the fibril in positions 1, 2 and 4.
1a 1b 2a 2b 4a 4b
1 2.57 0.54 2.59 2.52 1.86 2.08
2 2.68 0.50 2.60 2.59 1.97 2.18
3 2.61 0.36 2.61 2.55 1.99 2.23
4 2.64 0.29 2.65 2.61 1.99 2.26
5 2.59 0.33 2.79 2.64 1.90 2.17
6 1.93 1.06 1.85 1.72 2.25 2.41
7 2.62 1.41 1.85 2.16 2.22 2.13
8 2.21 2.26 2.59 2.62 1.02 0.67
9 0.76 2.37 1.76 1.34 1.97 1.94
10 2.11 1.04 2.99 2.56 1.38 1.77
11 0.94 2.65 1.10 0.80 2.68 2.60
12 0.79 2.36 1.23 0.56 2.50 2.48
13 1.33 2.36 0.86 0.96 2.85 2.83
14 2.22 3.28 1.68 1.48 3.15 2.94
15 2.49 2.41 1.26 1.81 2.56 2.34
16 1.70 2.71 2.00 1.89 2.01 1.74
17 2.14 2.89 1.64 1.40 2.93 2.77
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all three positions, the C𝛼 atom RMSD being below 1.5 Å in all cases.
3.2.3 Discussion
3.2.3.1 Assessment of AutoDock Predicted Poses
Performing molecular dynamics refinement following molecular docking allowed
us to assess the quality of the bound poses predicted by AutoDock. For both
LPFFD and LHFFD, the ligand in the position which AutoDock predicted to be
the most favourable for binding that ligand (site 1 in each case) was displaced
by a significant distance during simulation (Figures 3.4 and 3.6). In the case of
LHFFD, the ligand was seen to move within the cavity between the loop region
of protofibril 1 and the C-termini of 2, its atomic RMSD rising to 10 Å relative
to its initial position, by the end of the simulation. During this time, it did not
form any any well conserved fibril–ligand interactions (Table 3.3). For LPFFD,
the failure of AutoDock to predict a stable pose was even more remarkable. The
ligand in position 1, on the propagation face of the fibril (Figure 3.3a), relocated
to the adjacent 𝛽-sheet face, with its atomic RMSD rising over 80 Å, relative to
its initial position.
Comparing the MM–PBSA predicted binding energies with the ligand sites’ Auto-
Dock predicted ranking, three of the MM–PBSA methods used in the analysis
above predicted that LHFFD in site 1 had the lowest binding affinity of any
ligand–site pair (Table 3.1). The LPFFD ligand that began in site 1 was predicted
to form the most favourable fibril–ligand interactions by three of the MM–PBSA
methods, but considering the difference between the AutoDock predicted binding
site and the final molecular dynamics refined position, it is difficult to describe
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AutoDock’s prediction as a success. Similarly, all four MM–PBSA methods agree
that the LHFFD ligand that began the simulation in site 2, which AutoDock
predicted to be the second most favourable binding site, formed the most stable
complex with the A𝛽 fibril. This ligand completely dissociated from its initial
position, before reattaching at a site on the opposite side of the fibril.
It is perhaps unfair to say these results show a failure by AutoDock. We have
attempted to perform blind docking of these peptide inhibitors into unknown
binding sites, and rank these sites accordingly. This is expecting a lot of both the
searching efficiency and scoring accuracy of the docking method. Indeed, molecu-
lar docking is more commonly used to dock a large set of molecules into a known
target site, and filter out those molecules which are unlikely to be active. The
accuracy of a particular docking protocol is usually assessed by its enrichment
factor (ie the increase in the percentage of actives in the filtered set compared to
the unfiltered set),88 rather than by the absolute binding energies predicted for
a particular ligand. Instead, our results show how molecular dynamics simula-
tion can be used to refine, and assess, the structures of biomolecular complexes
obtained from molecular docking, an approach that has been used elsewhere.89;90
3.2.3.2 Effects of MM–PBSA Parameters on Calculated Binding Free
Energies
The binding free energies of LPFFD and LHFFD in each fibril position were
assessed using four MM–PBSA methods (Table 3.1). As there was some variation
between the values obtained by these methods, it is necessary to discuss the
differences that were found. The most striking difference seen was in the binding
energies predicted by method C. While the binding free energies obtained via
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methods A, B and C agree fairly well, at least qualitatively; other than agreeing
on the most favourable binding site for each ligand, method C’s energies are not
comparable. In fact, two out of three final binding positions were predicted to be
unstable by method C.
From the binding energy contributions (Table 3.1), the differences in method C’s
predicted binding energies appear to be largely down to the calculation of the
repulsive nonpolar contributions. These contributions to the solvation energy are
caused by a combination of two separate physical interactions: firstly the van
der Waals repulsion between the atoms of the solute and solvent, and secondly
the energy penalty caused by creating a cavity in the solvent. The second inter-
actions usually dominate this term. It has been shown that these hydrophobic
interactions vary with solute volume at small sizes (< 10 Å) and solute surface
area at larger sizes.91;92 Method C was the only method employed in this work
that used a volume dependent repulsive term. As the A𝛽 fibril is a large peptide
aggregate, with many hydrophobic, solvent exposed residues, it is reasonable to
suggest that errors in the calculation of the solvation energy of the fibril and
complex by method C may account for its anomalous binding energies.
3.2.3.3 Comparison of LPFFD– and LHFFD–Fibril Interactions
We performed molecular dynamics refinement of the AutoDock predicted bind-
ing positions to see if we could discriminate an active peptide, LPFFD, from an
inactive one, LHFFD. MM–PBSA analysis suggested that LPFFD–fibril inter-
action are stronger than LHFFD-interactions (Table 3.1). All methods (except
method C, which appears to give erroneous results) predicted that, at equivalent
positions, LPFFD was bound more strongly.
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The interactions formed between LPFFD and the fibril were more stable than
those formed by LHFFD. During the simulations, the LPFFD ligands in all three
positions adopted poses within a 5 Å atomic RMSD of their final positions during
the final 7.5 ns of simulation. In contrast, only the LHFFD ligand in position 4
appeared to adopt a stable pose. This was also shown during cluster analysis,
where a larger clustering radius was required in order to cluster LHFFD confor-
mations (Table 3.3) compared to LPFFD (Table 3.2). The cluster occupancy of
each LPFFD ligand (Figure 3.15) shows that the ligands occupy the same clus-
ters at the end of the final 7.5 ns period of simulation as they do at the start,
suggesting the ligand is stable. For LHFFD (Figure 3.16), only the ligand in
position 4 shows this. In positions 1 and 2, the cluster in which the ligand will
be found varies with time. The ligand clusters are effectively clustered by ligand
translation, rather than change in conformations.
The most stable binding sites of both LPFFD and LHFFD lie on the 𝛽-sheet face
of the fibril, near a groove that lies perpendicular to the fibril chains, formed by
the side chains of the His14 and Lys16 residues. Their bound poses are different
however. LPFFD lies along the groove (Figure 3.17); while LHFFD straddles it
(Figure 3.18). Similar groove-bound modes have been observed in simulations of
complexes of dyes with fibril models using shorter peptides. Examples include
Congo red with a dodocamer of a short amyloidogenic octapeptide, GNNQQNY,
from yeast prion protein Sup35;93 and Thioflavin T in association with a fibril
comprising sixteen seven-residue peptides, A𝛽16−22.94 Groove-bound modes were
found for both Congo red and Thioflavin T to be the most favoured, calculated
using MM/GBSA as 5.7 and 3.6 kcal/mol respectively more stable than the next
preferred mode.93;94
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Figure 3.15: Cluster occupancy for LPFFD bound at sites 1, 3 and 5.
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Figure 3.16: Cluster occupancy for LHFFD bound at sites 1, 2 and 4.
89
3.2. PEPTIDE INHIBITORS OF A𝛽 AGGREGATION
(a) Cluster 1a. (b) Cluster 1b.
Figure 3.17: Clusters 1a and 1b of LPFFD bound to 𝛽-sheet face of fibril (surface
colours—red: acidic side chains, blue: basic side chains, green: polar side chains,
orange: nonpolar side chains, white: backbone).
(a) Cluster 2a. (b) Cluster 2b.
Figure 3.18: Clusters 2a and 2b of LHFFD bound to 𝛽-sheet face of fibril (surface
colours—red: acidic side chains, blue: basic side chains, green: polar side chains,
orange: nonpolar side chains, white: backbone).
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3.2.3.4 The Role of Proline
As LPFFD and LHFFD differ by only the substitution of proline for histidine,
an important question to ask is what role proline plays in the activity of LPFFD.
LPFFD was designed to be complementary to the L17VFF region of the 𝛽-sheet
structure present in fibrils. Proline was added because of its 𝛽-sheet blocking
properties, due to its constrained backbone conformation.70 This work did not
find that LPFFD had any strong affinity for the L17VFF region. Instead we found
that when bound to the 𝛽-sheet face, it took up a position between the His14 and
Lys16 residues, as metioned above and shown in Figure 3.17. It may be that the
conformationally locked proline in LPFFD is able to disrupt the fibril structure
in this position.
The replica exchange simulations of free LPFFD and LHFFD displayed an inter-
esting result. In the simulation of LHFFD, a single, tight turn, peptide backbone
conformation was observed that accounted for 86.4% of simulation snapshots (Fig-
ure 3.14). While this conformation was the dominant conformation displayed by
LPFFD too, the presence of the proline residue in the peptide appears to desta-
bilise it, leading to a second, more open, stable conformation (Figure 3.13b) which
accounts for almost a third of LPFFD simulation snapshots.
Interestingly, this second conformation was seen to be a close match to the pose
formed by LPFFD, in its top two clusters, when bound to the fibril on the 𝛽-sheet
face (Figure 3.19b, Table 3.6) or within the hydrophobic lateral cavity (Table
3.6). In comparison, the 𝛽-sheet bound pose of LHFFD is a poor match for its
conformation in the free state (Figure 3.20, Table 3.7) and it is not until the 8th
most populous free cluster, which only accounts for 1.7% of simulation snapshots
(Table 3.5), that there is an agreement between the free cluster centroid and
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(a) LPFFD clusters 1, 4 and 6.
(b) LPFFD clusters 2, 3 and 5.
Figure 3.19: Stereoscopic view of six most popular clusters of LPFFD (grey), obtained
from replica exchange simulation of free peptide, compared with bound LPFFD poses
1a (red) and 1b (green).
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Figure 3.20: Steroscopic view of five most populated clusters ((1) – 5 of LHFFD
(grey), obtained freom replica exchange simulation of free peptide, compared with
bound LHFFDposes 2a (red) and 2b (green).
any of the bound LHFFD clusters (Table 3.7), of less than 1.5 Å RMSD. The
complementary shape of LPFFD in both the bound and unbound state, may, in
part, explain its higher affinity for fibril binding.
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3.3 A𝛽 Fibril Structure and Free Energy Analysis
In this section we continue the theme of exploring the structure of A𝛽 fibrils
as a target receptor through the use of molecular dynamics simulations and free
energy analysis to characterise the mechanical stability of the fibril in the absence
of ligands. We employ computational alanine scanning to determine any hot spots
in the fibril structure that may be used as potential points of attack by inhibitory
ligands.
3.3.1 Methods
3.3.1.1 Choice of Residue Protonation States
As a single monomer of A𝛽9–40 contains seven titratable residues (Figure 3.21),
there are a total of 84 such residues present in the 12-mer structure used in this
work. While molecular dynamics methods that allow protonation states to vary
during a simulation do exist, it is common practice to assign protonation states
to each residue before beginning a simulation and keep these fixed throughout
the simulation trajectory. The fibril contains rows of histidine residues. From
inspection of their local hydrogen bonding environment, these histidines were
modelled with the N𝜖 protonated. However in the fibril, there are also two rows
of glutamates (Glu11 and Glu22) and a row of lysine residues (Lys16). For these
residues, there was not a clear salt bridge partner, and due to their proximity to
their corresponding residues in neighbouring peptides, it was decided to model
three alternative (or possibly co-existing) protonation states of the assembled fib-
ril. These are denoted: Protonation State 1 – Glu11, Glu22 and Lys28 side-chains
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Lys16
His13
His14
Glu11
Glu22
Lys28
Asp23
Figure 3.21: Titratable amino acid residues of present in A𝛽 (residue labelling only
shown for one protofibril).
are treated as charged; Protonation State 2 – Glu11 and Glu22 are modelled with
neutral, protonated side-chains; Lys28 is charged; Protonation State 3 – Glu11,
Glu22 and Lys28 side-chains are treated as uncharged.
3.3.1.2 Simulation of A𝛽 Fibrils
The three simulations of A𝛽 fibrils were performed in an identical manner, using
the Amber ff03 force field of Duan et al.77 The A𝛽 fibril structure was generated
using the tleap module of Amber 9,76 then geometry optimised in sander through
500 steps of steepest descent and 500 steps of conjugate gradient minimisation.
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During minimisation, the solvent environment was represented by the generalised
Born model of Hawkins, Cramer and Truhlar14;17;18 and non-bonded interactions
were not truncated at any distance. The fibril was then solvated in a TIP3P78
water box using tleap.76 The simulation box of the fibril in protonation state 1 was
neutralised by the addition of 12 sodium ions; while the simulation of the fibril in
protonation state 2 was neutralised by 12 chlorine ions. In protonation state 3,
the fibril is already neutral. The solvent was then optimised in sander 76 by 500
steps of steepest descent and 1000 steps of conjugate gradient minimisation, with
harmonic restraints of 500 kcal/mol.Å2 on the fibril atoms. A non-bonded inter-
action cut off of 9.0 Å was used, with long range electrostatic represented using
particle mesh Ewald.24 Constraints were placed on all bonds involving hydrogen
using the SHAKE algorithm.79 The whole simulation box was then optimised
via a further 500 steps of steepest descent and 1000 steps of conjugate gradient
minimisation.
All equilibration and production molecular dynamics simulations were performed
using the pmemd module of Amber 9,76 with a simulation time step of 2.0 fs.
Long range electrostatic interactions were modelled using the particle mesh Ewald
method24 and non-bonded interactions were truncated at 9 Å. SHAKE79 was ap-
plied to all bonds involving hydrogen. Initial atomic velocities were generated
from a Maxwell-Boltzmann distribution at 50 K, then the simulation was heated
to 300 K, with harmonic restraints of 5.0 kcal/mol.Å2 applied to the fibril back-
bone atoms, over 100 ps of constant volume dynamics. The simulation temper-
ature was controlled through Langevin dynamics,27 with a collision frequency of
5.0 ps-1. The restraints were then removed and the temperature of the system al-
lowed to equilibrate over 200 ps at constant volume. The density of the simulation
box was equilibrated through constant pressure simulation with a weak coupling
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barostat.26 Firstly during a 300 ps simulation using Langevin dynamics27 with
a collision frequency of 5.0 ps-1 and a pressure coupling time constant of 2.0 ps;
then through a 300 ps simulation using Berendsen’s weak coupling thermostat,26
with a temperature time constant of 1.0 ps and a pressure coupling constant of
2.0 ps. A final 100 ps period of constant volume equilibration was then performed
using a temperature coupling constant of 3.0 ps. The 100 ns production simula-
tions proceeded at 300 K, with a coupling time of 5.0 ps, in a constant volume
simulation box.
3.3.1.3 MM–PBSA Analysis of Fibril Interfaces
MM–PBSA43 analysis was used to calculate the interfacial binding free energy of
the peptide chain interfaces present in the 12-mer A𝛽 fibril, for each of the fibril
protonation states which were simulated. The binding energies of six interfaces
were calculated (Figure 3.22): the lateral interface that lies parallel to the fibril
propagation axis and separates protofibrils I and II, and five transverse interfaces
that lie perpendicular to the lateral interface. These transverse interfaces are
identified by the fibril chains that they separate, namely between chains A and
B (TA–B), between chains B and C (TB–C), between chains C and D (TC–D),
between chains D and E (TD–E) and between chains E and F (TE–F).
The interfacial binding energies were calculated using three MM–PBSA methods,
A, C andD (see Section 3.2.1.4 for the details of these methods), using pbsa from
Amber 10.80 The analysed simulation snapshots were taken at 100 ps intervals
throughout the 100 ns simulations. A single trajectory approach was employed,
with snapshots of the bound and unbound species taken from a simulation of the
12-mer A𝛽 fibril.
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(a) Lateral. (b) TA–B. (c) TB–C.
(d) TC–D. (e) TD–E. (f) TE–F.
Figure 3.22: Interfaces present in 12-mer A𝛽 fibril. The red and blue coloured chains
show the two smaller fibril fragments that would be formed by bisecting the fibril along
each interface
Entropic contributions to the binding free energy of each interface was estimated
through normal mode analysis,45;46 using nab in Amber 10.80 Bound and un-
bound simulation snapshots came from a single trajectory, at an equal spacing
of 2 ns. Each snapshot was geometry optimised, with a distance dependent di-
electric to represent shielding of charge by the solvent, using conjugate gradient
minimisation until the RMS gradient of their molecular mechanics potentials was
below 10−3 kcal/mol.Å. These optimised geometries were then further minimised
by Newton-Raphson optimisation, until their RMS gradients were below 10−12
kcal/mol.Å. For some snapshots, the Newton-Raphson procedure was unable to
converge to below 10−12 kcal/mol.Å following conjugate gradient minimisation.
In these cases, further conjugate gradient minimisation was performed until the
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RMS gradient of the potentials was below 10−4 kcal/mol.Å, before switching to
Newton-Raphson. Once the snapshot geometries were optimised, they were used
for normal mode calculations of the bound and unbound species, in a distance
dependent dielectric.
3.3.1.4 Computational Alanine Scanning
The contribution of each fibril residue to the binding free energy TCD inter-
face was assessed using MM–PBSA computational alanine scanning.95 For each
residue that makes up the TCD interface, a full set of simulation snapshots was
generated in which the residue of interest is mutated to alanine. This mutation
was performed using the mm_pbsa.pl script of Amber 9,76 which deletes each
atom, other than the C𝛼 atom, bound to the C𝛽 atom of the residue, and places
a hydrogen 1.09 Å from C𝛽, in the C𝛽–deleted atom bond direction. MM–PBSA
analysis was then performed using the set of singly mutated snapshots. The dif-
ference between the interfacial binding free energy calculated using the mutated
snapshots and the wild-type snapshots (ΔΔ𝐺𝑏𝑖𝑛𝑑) was used as an indication of the
the importance of that residue to the binding strength of the interface (Equation
3.2).
ΔΔ𝐺𝑏𝑖𝑛𝑑 = Δ𝐺𝑚𝑢𝑡𝑎𝑛𝑡𝑏𝑖𝑛𝑑 −Δ𝐺𝑊𝑇𝑏𝑖𝑛𝑑 (3.2)
As four A𝛽 monomers make up the TCD interface, chains C and D of protofibrils
I and II, the error in the calculation of ΔΔ𝐺𝑏𝑖𝑛𝑑 for each residue was estimated
from the standard deviation in the calculated value for each monomer.
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3.3.1.5 Computational Resources
Each of the three 100 ns fibril simulations took around 500 hours to run on 64
processor cores. MM-PBSA analysis of each interface required almost 50 CPU
hours per MM-PBSA method, plus around 1500 hours for the entropy calcula-
tions. Calculation of the interfacial energies of the three fibril ionisation state, by
three MM-PBSA methods, therefore required a total of over 10000 CPU hours.
Similarly, each alanine scanning mutation required approximately 30 hours, per
MM-PBSA method (less than the interface calculations as some of the necessary
calculations had already been performed). 96 scanning mutations were performed,
using 3 MM-PBSA methods, requiring a total CPU time of approximately 8500
hours.
3.3.2 Results
3.3.2.1 Fibril Structural Analysis
During the simulation of the A𝛽 fibril in protonation state 1, the fibril appeared
to have relaxed into a stable state within 20 ns, with its backbone atom RMSD
settling to a value below 4 Å, relative to the initial simulation coordinates (Figure
3.23a). After 50 ns, instability in the fibril structure resulted in a disruption of
its structure, with the backbone atomic RMSD rising to ~6 Å by the end of the
100 ns simulation.
The fibril in protonation state 2 appeared to be more stable during the simulation
(Figure 3.23b). During the final 70 ns the backbone RMSD of the fibril remained
approximately 3 Å from the starting fibril geometry. During the simulation of the
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Figure 3.23: Backbone RMSD (Å) of A𝛽 fibril during 100 ns simulation, for a)
protonation 1, b) protonation state 2 and c) protonation state 3.
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fibril in protonation state 3, the backbone RMSD rose steadily then stabilised at
around 3.2 Å between 35 and 65 ns. Following this period, the RMSD again rose,
before stabilising at approximately 3.6 Å.
3.3.2.2 Interfacial Binding Free Energies
In order to assess the relative strengths of the fibril interfaces in each protonation
state, MM–PBSA analysis was performed (Tables 3.8 to 3.10). For the simulation
of the fibril in protonation state 1, equally space snapshots were taken from the
stable period between 20 and 50 ns, giving 300 snapshots for the calculation of the
molecular mechanics and solvation components, and 15 snapshots for the entropy
calculations.
MethodsA andD predicted that the lateral interface, between the two protofibril
horseshoes, was the weakest interface in the fibril, with total binding free energies
of −63.4 and −93.4 kcal/mol respectively (Table 3.8). The binding affinities of
the transverse interfaces were predicted to be 2–3 times higher than the lateral
interface. For example, for method A, the transverse interfacial energies ranged
from −238.1 to −303.2 kcal/mol. There did not appear to be any trend relating
to the position of the interface within the fibril, ie. edge relative to the middle
of the stack. The narrow range in total binding free energies is mirrored by
the binding free energies in the absence of the solute entropic correction (Table
3.8). The van der Waals contributions are more broadly distributed: for the
transverse interfaces, this is found to be −275.5 to −389.0 kcal/mol (Table 3.8).
This compares with a van der Waals binding contribution of −202.6 kcal/mol for
the lateral interface. There is larger variation in the polar solvation contributions
across the transverse interfaces, with estimates ranging from +127.8 kcal/mol to
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−369.7 kcal/mol (Table 3.8). This appears to reflect a considerable sensitivity
of polar solvation energy estimate to the orientation of charged residues at the
interface. These trends are reflected in the polar solvation contributions estimated
by method D (and therefore also by method C).
The interfacial binding affinities predicted by method C differed greatly from
those given by the other two methods, both in magnitude and in ranking order.
Indeed this method gave positive binding free energies for all interfaces in the fib-
ril (Table 3.8). The differences between method C and methods A and D were
largely in the non-polar parts of the calculation, with Method C giving an over-
all unfavourable non-polar interaction between each unbound species pair. All
interfaces, except the TA–B interface, showed a positive electrostatic contribution
to their binding free energy and a negative Poisson-Boltzmann one.
MM–PBSA analysis was performed using snapshots from the final 70 ns of the
simulation of the fibril in protonation state 2 where residues Glu11 and Glu22
are protonated. This gave 700 snapshots over which to average the Poisson-
Boltzmann and molecular mechanics contributions, and 35 snapshots for the en-
tropy calculations.
The lateral interface was again predicted to be the weakest interface of the fibril by
methods A and D (Table 3.9). As before, for both models, binding of fibril across
the lateral interface appears to be approximately half as high in affinity as across
any of the transverse interfaces. Method C predicted that the lateral interface
would have the least favourable interactions due to the molecular mechanics and
solvation terms. However, as binding at this interface resulted in the smallest
entropic penalty, the TB–C, TC–D and TD–E interfaces had less favourable total
binding free energies, 56.7 – 69.9 kcal/mol, compared to 52.0 kcal/mol for the
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Table 3.8: Binding free energy (kcal/mol) of A𝛽 fibril interfaces, for protonation state 1, with standard deviations. Calculations
performed using three different PBSA methods (see section 3.2.1.4).
Ligand a Δ𝐺𝑡𝑜𝑡𝑎𝑙𝑏𝑖𝑛𝑑 bΔ𝐺
𝑀𝑀−𝑃𝐵𝑆𝐴
𝑏𝑖𝑛𝑑
c Δ𝐺𝑒𝑙𝑒𝑐 dΔ𝐺𝑣𝑑𝑊 e Δ𝐺𝑃𝐵 f Δ𝐺𝑟𝑒𝑝 g Δ𝐺𝑑𝑖𝑠 hΔ𝐺𝑛𝑝 i−𝑇Δ𝑆
Method A
Lateral −63.4 ± 20.4 −136.8 ± 10.6 209.8 ± 57.4 −202.6 ± 10.5 −116.2 ± 57.6 na na −27.8 ± 1.5 73.4 ± 17.4
TA–B −147.1 ± 25.2 −238.1 ± 15.7 -52.6 ± 70.0 −275.5 ± 11.4 127.8 ± 64.6 na na −37.8 ± 1.5 91.0 ± 19.7
TB–C −143.7 ± 31.8 −251.1 ± 21.5 206.3 ± 57.2 −330.9 ± 11.8 −84.2 ± 54.9 na na −42.4 ± 1.0 107.4 ± 23.4
TC–D −165.2 ± 23.5 −273.2 ± 20.0 525.1 ± 83.3 −380.8 ± 11.3 −369.7 ± 72.3 na na −47.9 ± 0.8 108.0 ± 12.3
TD–E −196.2 ± 27.5 −303.2 ± 20.7 474.7 ± 118.5 −389.8 ± 13.1 −339.6 ± 100.3 na na −48.5 ± 1.0 107.0 ± 18.1
TE–F −188.3 ± 25.9 −270.7 ± 16.1 256.5 ± 95.7 −325.0 ± 10.8 −158.3 ± 81.0 na na −43.9 ± 1.3 82.4 ± 20.3
Method C
Lateral 95.2 ± 22.0 21.8 ± 13.4 209.8 ± 57.4 −202.6 ± 10.5 −113.4 ± 60.7 −137.8 ± 7.4 265.9 ± 11.5 128.1 ± 4.9 73.4 ± 17.4
TA–B 61.5 ± 28.5 −29.5 ± 20.6 -52.6 ± 70.0 −275.5 ± 11.4 141.0 ± 64.0 −196.5 ± 8.2 354.1 ± 11.7 157.6 ± 4.9 91.0 ± 19.7
TB–C 134.7 ± 34.9 27.3 ± 25.9 206.3 ± 57.2 −330.9 ± 11.8 −51.4 ± 53.1 −220.7 ± 6.4 424.0 ± 8.6 203.3 ± 3.7 107.4 ± 23.4
TC–D 136.5 ± 24.6 28.5 ± 21.3 525.1 ± 83.3 −380.8 ± 11.3 −343.7 ± 74.4 −254.2 ± 5.3 482.1 ± 7.2 227.9 ± 3.6 108.0 ± 12.3
TD–E 92.2 ± 31.0 −14.8 ± 25.1 474.7 ± 118.5 −389.8 ± 13.1 −322.0 ± 103.1 −260.0 ± 6.4 482.5 ± 8.6 222.5 ± 3.9 107.0 ± 18.1
TE–F 54.3 ± 29.7 −28.1 ± 21.7 256.5 ± 95.7 −325.0 ± 10.8 −141.5 ± 82.4 −227.9 ± 6.4 409.7 ± 10.2 181.9 ± 5.0 82.4 ± 20.3
Method D
Lateral −93.4 ± 23.9 −166.8 ± 16.3 209.8 ± 57.4 −202.6 ± 10.5 −113.4 ± 60.7 −326.4 ± 17.6 265.9 ± 11.5 −60.6 ± 7.5 73.4 ± 17.4
TA–B −207.3 ± 31.7 −298.3 ± 24.9 -52.6 ± 70.0 −275.5 ± 11.4 141.0 ± 64.0 −465.3 ± 19.4 354.1 ± 11.7 −111.2 ± 9.3 91.0 ± 19.7
TB–C −167.0 ± 38.0 −274.4 ± 30.0 206.3 ± 57.2 −330.9 ± 11.8 −51.4 ± 53.1 −522.5 ± 15.1 424.0 ± 8.6 −98.5 ± 7.9 107.4 ± 23.4
TC–D −210.9 ± 26.8 −318.9 ± 23.8 525.1 ± 83.3 −380.8 ± 11.3 −343.7 ± 74.4 −601.6 ± 12.6 482.1 ± 7.2 −119.5 ± 7.2 108.0 ± 12.3
TD–E −263.2 ± 31.9 −370.2 ± 26.2 474.7 ± 118.5 −389.8 ± 13.1 −322.0 ± 103.1 −615.5 ± 15.1 482.5 ± 8.6 −133.0 ± 8.2 107.0 ± 18.1
TE–F −257.2 ± 29.4 −339.6 ± 21.2 256.5 ± 95.7 −325.0 ± 10.8 −141.5 ± 82.4 −539.4 ± 15.2 409.7 ± 10.2 −129.6 ± 7.2 82.4 ± 20.3
a Total MM–PBSA binding free energy.
b MM–PBSA binding free energy, excluding entropic contributions.
c Electrostatic contribution to the binding free energy.
d van der Waals contribution to the binding free energy.
e Poisson-Boltzmann electrostatic solvation contribution to the binding free energy.
f Non-polar repulsive contribution to the binding free energy.
g Non-polar dispersion contribution to the binding free energy.
h Total non-polar contribution to the binding free energy.
i Entropic contribution to the binding free energy.
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lateral interface (Table 3.9). Method C predicted positive total binding free
energies for all but the TEF interface.
It appears that neutralisation of the charged Glu11 and Glu22 residues removes
much of the electrostatic strain between the fibril interfaces, with all but the
TC–D interface showing favourable electrostatic contributions to their binding
free energy. As a result of this, all MM–PBSA methods predict an increase in the
binding affinity of all interfaces, compared to protonation state 1 (Tables 3.8 and
3.9). For example, according to method A, the total binding free energy for the
lateral interface is predicted as −113.9 kcal/mol for protonated glutamates (Table
3.25) as compared with −63.4 kcal/mol for deprotonated glutamates (Table 3.24).
As for protonation state 1, there is considerable variation in the polar solvation
energy contribution to binding (eg. for model A, 60.2 – 245.7 kcal/mol, Table
3.9). Nevertheless, this is a smaller range than for protonation state 1 with its
more highly charged interfaces. Also, the van der Waals contribution appears to
span a narrower range across transverse interfaces (of 59.1 kcal/mol Table 3.9),
relative to fibril in protonation state 1. This may accord with the lower RMSD
found in the protonation state 2 simulation (Figure 3.23).
Finally, for a fibril with neutral Glu11, Glu22 and Lys16 residues (protonation
state 3), structures from 35 to 65 ns into the 100 ns simulation were used for
MM–PBSA analysis of the interfacial binding free energies (Table 3.10). The
molecular mechanics and solvation terms in the calculation were averaged over
300 equally spaced snapshots from this time period, while 15 snapshots were used
for the entropy calculation.
As in the previous two cases, methods A and D suggested that the lateral in-
terface was the weakest of the fibril interfaces, by a factor of around 2-3 relative
105
3.3.
A
𝛽
FIBR
IL
ST
RU
C
T
U
R
E
A
N
D
FR
EE
EN
ERG
Y
A
N
A
LY
SIS
Table 3.9: Binding free energy (kcal/mol) of A𝛽 fibril interfaces, for protonation state 2, with standard deviations. Calculations
performed using three different PBSA methods (see section 3.2.1.4).
Ligand a Δ𝐺𝑡𝑜𝑡𝑎𝑙𝑏𝑖𝑛𝑑 bΔ𝐺
𝑀𝑀−𝑃𝐵𝑆𝐴
𝑏𝑖𝑛𝑑
c Δ𝐺𝑒𝑙𝑒𝑐 dΔ𝐺𝑣𝑑𝑊 e Δ𝐺𝑃𝐵 f Δ𝐺𝑟𝑒𝑝 g Δ𝐺𝑑𝑖𝑠 hΔ𝐺𝑛𝑝 i−𝑇Δ𝑆
Method A
Lateral −113.9 ± 17.9 −171.5 ± 9.1 −100.6 ± 49.0 −228.0 ± 8.5 185.7 ± 47.3 na na −28.6 ± 0.8 57.6 ± 15.5
TA–B −231.7 ± 23.3 −316.2 ± 13.4 −149.6 ± 51.0 −333.8 ± 12.6 210.1 ± 51.2 na na −42.9 ± 1.6 84.5 ± 19.0
TB–C −252.7 ± 22.7 −359.1 ± 13.8 −104.8 ± 66.4 −381.4 ± 10.7 173.6 ± 67.7 na na −46.5 ± 0.8 106.4 ± 18.0
TC–D −224.3 ± 22.6 −340.4 ± 15.8 40.3 ± 64.8 −393.7 ± 13.1 60.2 ± 59.4 na na −47.2 ± 0.9 116.1 ± 16.1
TD–E −217.2 ± 21.2 −321.7 ± 15.9 −25.6 ± 65.7 −360.7 ± 11.7 111.3 ± 58.8 na na −46.7 ± 1.1 104.5 ± 14.1
TE–F −286.6 ± 26.4 −363.6 ± 14.8 −204.5 ± 61.9 −356.0 ± 10.5 245.7 ± 56.4 na na −48.8 ± 0.8 77.0 ± 21.9
Method C
Lateral 52.9 ± 20.8 −4.7 ± 13.9 −100.6 ± 49.0 −228.0 ± 8.5 187.6 ± 49.4 −149.1 ± 4.7 285.4 ± 6.6 136.3 ± 3.5 57.6 ± 15.5
TA–B 5.9 ± 26.8 −78.6 ± 18.8 −149.6 ± 51.0 −333.8 ± 12.6 220.9 ± 51.7 −230.2 ± 8.3 414.1 ± 13.4 183.9 ± 6.2 84.5 ± 19.0
TB–C 56.7 ± 25.3 −49.7 ± 17.7 −104.8 ± 66.4 −381.4 ± 10.7 209.7 ± 66.0 −252.0 ± 5.7 478.9 ± 7.4 226.8 ± 3.6 106.4 ± 18.0
TC–D 69.9 ± 26.6 −46.2 ± 21.2 40.3 ± 64.8 −393.7 ± 13.1 73.5 ± 59.7 −255.6 ± 5.9 489.2 ± 8.0 233.6 ± 3.8 116.1 ± 16.1
TD–E 62.2 ± 24.2 −42.3 ± 19.7 −25.6 ± 65.7 −360.7 ± 11.7 123.9 ± 58.6 −245.8 ± 6.6 465.9 ± 8.4 220.1 ± 3.5 104.5 ± 14.1
TE–F −25.2 ± 28.6 −102.2 ± 18.5 −204.5 ± 61.9 −356.0 ± 10.5 268.3 ± 55.6 −260.1 ± 4.7 450.2 ± 5.9 190.1 ± 3.7 77.0 ± 21.9
Method D
Lateral −151.0 ± 22.3 −208.6 ± 16.1 −100.6 ± 49.0 −228.0 ± 8.5 187.6 ± 49.4 −353.0 ± 11.1 285.4 ± 6.6 −67.6 ± 6.3 57.6 ± 15.5
TA–B −308.7 ± 28.8 −393.2 ± 21.6 −149.6 ± 51.0 −333.8 ± 12.6 220.9 ± 51.7 −544.8 ± 19.7 414.1 ± 13.4 −130.7 ± 8.4 84.5 ± 19.0
TB–C −287.8 ± 27.8 −394.2 ± 21.2 −104.8 ± 66.4 −381.4 ± 10.7 209.7 ± 66.0 −596.5 ± 13.6 478.9 ± 7.4 −117.7 ± 8.0 106.4 ± 18.0
TC–D −279.4 ± 29.2 −395.5 ± 24.3 40.3 ± 64.8 −393.7 ± 13.1 73.5 ± 59.7 −604.9 ± 14.1 489.2 ± 8.0 −115.7 ± 7.8 116.1 ± 16.1
TD–E −273.7 ± 27.6 −378.2 ± 23.7 −25.6 ± 65.7 −360.7 ± 11.7 123.9 ± 58.6 −581.7 ± 15.5 465.9 ± 8.4 −115.8 ± 8.5 104.5 ± 14.1
TE–F −380.7 ± 30.5 −457.7 ± 21.3 −204.5 ± 61.9 −356.0 ± 10.5 268.3 ± 55.6 −615.6 ± 11.2 450.2 ± 5.9 −165.4 ± 7.6 77.0 ± 21.9
a Total MM–PBSA binding free energy.
b MM–PBSA binding free energy, excluding entropic contributions.
c Electrostatic contribution to the binding free energy.
d van der Waals contribution to the binding free energy.
e Poisson-Boltzmann electrostatic solvation contribution to the binding free energy.
f Non-polar repulsive contribution to the binding free energy.
g Non-polar dispersion contribution to the binding free energy.
h Total non-polar contribution to the binding free energy.
i Entropic contribution to the binding free energy.
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to the transverse interfaces (Table 3.10). Method C predicted that the lateral
interface was weaker before the entropic contributions were accounted for. The
neutralisation of the charged Lys16 residue resulted in increasingly favourable
electrostatic interactions between the interfaces, presumably due to a decrease in
the repulsive interaction between the adjacent charged groups. However, this was
accompanied by corresponding decreases in the Poisson-Boltzmann contributions
to binding. As for protonation state 2, the range of these differences is smaller
than for the more highly charged interfaces of protonation state 1.
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Table 3.10: Binding free energy (kcal/mol) of A𝛽 fibril interfaces, for protonation state 3, with standard deviations. Calculations
performed using three different PBSA methods (see section 3.2.1.4).
Ligand a Δ𝐺𝑡𝑜𝑡𝑎𝑙𝑏𝑖𝑛𝑑 bΔ𝐺
𝑀𝑀−𝑃𝐵𝑆𝐴
𝑏𝑖𝑛𝑑
c Δ𝐺𝑒𝑙𝑒𝑐 dΔ𝐺𝑣𝑑𝑊 e Δ𝐺𝑃𝐵 f Δ𝐺𝑟𝑒𝑝 g Δ𝐺𝑑𝑖𝑠 hΔ𝐺𝑛𝑝 i−𝑇Δ𝑆
Method A
Lateral −102.4 ± 19.5 −168.9 ± 14.5 −331.8 ± 60.4 −207.8 ± 7.2 399.3 ± 55.8 na na −28.6 ± 0.9 66.5 ± 13.1
TA–B −212.3 ± 20.6 −291.3 ± 12.4 −339.8 ± 42.1 −306.2 ± 9.9 396.8 ± 41.4 na na −42.1 ± 1.2 79.0 ± 16.4
TB–C −226.6 ± 26.9 −324.3 ± 13.6 −356.1 ± 43.5 −343.7 ± 10.7 420.4 ± 42.1 na na −44.9 ± 1.0 97.7 ± 23.2
TC–D −256.2 ± 23.5 −363.3 ± 12.3 −508.3 ± 58.9 −369.5 ± 12.1 561.1 ± 52.2 na na −46.5 ± 1.0 107.1 ± 20.0
TD–E −252.1 ± 22.9 −357.8 ± 16.5 −602.4 ± 86.0 −385.6 ± 13.4 680.0 ± 78.7 na na −49.8 ± 1.0 105.7 ± 15.8
TE–F −249.1 ± 29.4 −334.3 ± 15.9 −455.8 ± 56.0 −348.8 ± 11.2 517.4 ± 52.7 na na −47.1 ± 0.9 85.2 ± 24.7
Method C
Lateral 74.6 ± 21.1 8.1 ± 16.6 −331.8 ± 60.4 −207.8 ± 7.2 420.8 ± 60.6 −144.0 ± 4.7 270.9 ± 6.5 126.9 ± 3.4 66.5 ± 13.1
TA–B 1.0 ± 23.8 −78.0 ± 17.3 −339.8 ± 42.1 −306.2 ± 9.9 400.3 ± 42.1 −218.6 ± 5.9 386.4 ± 8.1 167.7 ± 3.8 79.0 ± 16.4
TB–C 54.1 ± 31.4 −43.6 ± 21.1 −356.1 ± 43.5 −343.7 ± 10.7 446.4 ± 42.3 −233.7 ± 5.5 443.5 ± 8.6 209.8 ± 4.5 97.7 ± 23.2
TC–D 38.6 ± 26.9 −68.5 ± 18.0 −508.3 ± 58.9 −369.5 ± 12.1 585.6 ± 51.1 −248.5 ± 5.3 472.2 ± 8.4 223.7 ± 4.6 107.1 ± 20.0
TD–E 49.0 ± 26.4 −56.7 ± 21.1 −602.4 ± 86.0 −385.6 ± 13.4 702.3 ± 85.2 −263.3 ± 6.6 492.3 ± 9.4 229.0 ± 4.3 105.7 ± 15.8
TE–F 6.1 ± 30.9 −79.1 ± 18.6 −455.8 ± 56.0 −348.8 ± 11.2 534.0 ± 52.7 −247.0 ± 5.8 438.6 ± 7.6 191.5 ± 4.0 85.2 ± 24.7
Method D
Lateral −122.4 ± 23.4 −188.9 ± 19.4 −331.8 ± 60.4 −207.8 ± 7.2 420.8 ± 60.6 −341.0 ± 11.2 270.9 ± 6.5 −70.1 ± 6.5 66.5 ± 13.1
TA–B −297.9 ± 26.4 −376.9 ± 20.7 −339.8 ± 42.1 −306.2 ± 9.9 400.3 ± 42.1 −517.5 ± 14.0 386.4 ± 8.1 −131.2 ± 7.7 79.0 ± 16.4
TB–C −265.5 ± 32.5 −363.2 ± 22.8 −356.1 ± 43.5 −343.7 ± 10.7 446.4 ± 42.3 −553.3 ± 13.1 443.5 ± 8.6 −109.7 ± 6.7 97.7 ± 23.2
TC–D −301.1 ± 27.6 −408.2 ± 19.0 −508.3 ± 58.9 −369.5 ± 12.1 585.6 ± 51.1 −588.2 ± 12.4 472.2 ± 8.4 −116.0 ± 6.5 107.1 ± 20.0
TD–E −310.9 ± 28.8 −416.6 ± 24.1 −602.4 ± 86.0 −385.6 ± 13.4 702.3 ± 85.2 −623.2 ± 15.6 492.3 ± 9.4 −130.9 ± 8.1 105.7 ± 15.8
TE–F −331.6 ± 33.9 −416.8 ± 23.3 −455.8 ± 56.0 −348.8 ± 11.2 534.0 ± 52.7 −584.8 ± 13.7 438.6 ± 7.6 −146.2 ± 8.1 85.2 ± 24.7
a Total MM–PBSA binding free energy.
b MM–PBSA binding free energy, excluding entropic contributions.
c Electrostatic contribution to the binding free energy.
d van der Waals contribution to the binding free energy.
e Poisson-Boltzmann electrostatic solvation contribution to the binding free energy.
f Non-polar repulsive contribution to the binding free energy.
g Non-polar dispersion contribution to the binding free energy.
h Total non-polar contribution to the binding free energy.
i Entropic contribution to the binding free energy.
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3.3.2.3 Computational Alanine Scanning of Fibril TC–D Interface
Computational alanine scanning of the TC–D interface, found in the middle of the
fibril, was performed in order to identify which A𝛽 residues play an important
role in the strength of its binding. All three MM–PBSA methods predicted that
the largest decrease in binding affinity occurred on mutation of the Gln15 residue
of the fibril in protonation state 1, with mutation of this residue giving a ΔΔ𝐺𝑏𝑖𝑛𝑑
of 11.5 ± 4.5, 14.5 ± 3.9 and 17.4 ± 5.2 kcal/mol, as calculated by methods A,
C and D respectively (Figure 3.24). The next highest ΔΔ𝐺𝑏𝑖𝑛𝑑 occurred upon
mutation of the Asp23 residue, with ΔΔ𝐺𝑏𝑖𝑛𝑑 calculated as 10.3±13.8, 12.7±16.8
and 13.6 ± 17.4 kcal/mol by methods A, C and D. The large error bars on
this value, as shown in Figure 3.24, should be noted. The reason for this large
error is that this residue forms a salt bridge with the Lys28 that crosses the
transverse interface. As the direction of this interaction does not change during
the simulation, but remains as found in the experimental structure, only two
of the four Asp23 residues that are mutated are involved in interactions that
cross the TC–D interface (Table 3.11). The importance of this interaction to the
stability of the transverse interface is therefore underestimated by the average
value shown in Figure 3.24.
Table 3.11: ΔΔ𝐺𝑏𝑖𝑛𝑑 (kcal/mol) for alanine scanning of the Asp23 residue.
Residue Method A Method C Method D
Asp23C(I) −1.9 −1.8 −1.8
Asp23C(II) −1.4 −0.9 −0.9
Asp23D(I) 22.0 23.9 25.8
Asp23D(II) 22.4 29.5 31.3
Similarly, the mean ΔΔ𝐺𝑏𝑖𝑛𝑑 values calculated for the mutation of the Lys28
residues, 6.0± 6.6, 4.6± 5.5 and 6.0± 7.1 kcal/mol respectively for methods A,
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(a) Method A
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(b) Method C
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(c) Method D
Figure 3.24: Computational alanine scanning of the TC–D interface of the fibril in
protonation state 1. Error bars show standard deviation across four fibril monomers.
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C and D, also underestimate the importance of this residue (Table 3.12).
Table 3.12: ΔΔ𝐺𝑏𝑖𝑛𝑑 (kcal/mol) for alanine scanning of the Lys28 residue.
Residue Method A Method C Method D
Lys28C(I) 12.5 10.0 13.4
Lys28C(II) 9.8 8.8 10.8
Lys28D(I) 1.3 0.5 0.5
Lys28D(II) −0.2 −0.6 −0.6
The mutation of residues Glu11, Lys16 and Glu22 to alanine produced a more
favourable interfacial binding interaction, compared to that in the wild-type fibril
(Figure 3.24).
3.3.3 Discussion
3.3.3.1 Interfacial Binding Free Energies
We have applied free energy calculations in order to provide insight into the
mechanical stability of the amyloid fibril. Indeed, the 3D structure of the molec-
ular organization of the amyloid fibril has only recently been uncovered through
solid state NMR experiments indicating the stacked 𝛽-sheet arrangement of A𝛽
peptides, involving a network of backbone hydrogen bonds (Figure 3.2). As for
peptide-fibril interactions, we observe that free energy methods A and D yield
broadly similar trends in binding free energies and associated components; and
that method C provides rather different predictions, presumably due to errors
in its calculation of the repulsive contribution to the nonpolar solvation energy,
as discussed in section 3.2.3. Nevertheless, the three methods, applied to the
three charge states 1-3, broadly agree in finding the lateral interface to be more
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(c) Method D
Figure 3.25: Computational alanine scanning of the TC–D interface of the fibril in
protonation state 2. Error bars show standard deviation across four fibril monomers.
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(c) Method D
Figure 3.26: Computational alanine scanning of the TC–D interface of the fibril in
protonation state 2. Error bars show standard deviation across four fibril monomers.
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weakly binding than the transverse interfaces, by an order of 2-3. This suggests
that mechanical manipulation of the fibril to dissociate the structure along this
lateral interface would be easier than along a transverse interface. Energetic anal-
ysis also indicates that the strength of interaction at the transverse interface is
not strongly dependent on whether the peptides are situated at the edge or in
the middle of the fibril. This agrees with a steered molecular dynamics (SMD)
study of the fibril, reported by Raman et al,96 where individual peptides were
computationally dissociated from the fibril, both at the edge and in the middle
of the assembly. The forces involved were found to be similar. The study also
compared the force required to detach the peptides by pulling in the direction of
the transverse interface with that required in the direction along the lateral in-
terface. It was found that dissociation in the latter direction was more favourable
than along the transverse interface direction (by a factor of 2). This was due to
the large scale and near-simultaneous rupturing of the cooperative backbone hy-
drogen bonding network by significant peptide pulling in the transverse interface
direction; as opposed to the more gradual consequences of breaking fewer hydro-
gen bonds and some salt bridges on pulling in the orthogonal direction. Although
the SMD study did not examine dissociation perpendicular to the direction of our
lateral interface, our MM–PBSA calculations suggest that the effects of disrupt-
ing the lateral interface would similarly be less severe than breaking interactions
across the transverse interface.
3.3.3.2 Computational Alanine Scanning of Fibril TC–D Interface
In order to understand in more detail the factors governing the stability of the
fibril, we have performed computational alanine scanning, for the three proto-
nation states 1 – 3, using the three nonpolar solvation methods A, C and D.
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Within the confines of the free energy models, there appears to be agreement
across charge states that residues Gln15 and Asp23 contribute most significantly
to fibril stability (Figures 3.24 – 3.26).
We may compare our calculated alanine scanning residue contributions to fibril
stability with those experimentally determined in the Wetzel group.97 Unfortu-
nately it is not possible to compare with experiment for Asp23, as the mutant
fibril was not experimentally characterisable. For Gln15, experimental scanning
does indicate that Gln15 makes a favourable contribution although by no means
the most favourable of either the polar or nonpolar residues in the peptide. Given
the large variation in polar residue contributions (and their error bars), we dis-
tinguish them from discussion of the contributions of nonpolar residues. The
experimentally observed favourable contributions of nonpolar residues 17 – 20
and 31 – 36 reflect their role in stacking to form a 𝛽-sheet type structure. Ex-
perimentally, of the nonpolar residues, it is found that Phe19, Val24 and Ile31
contribute to stability most prominently, with free energies of 1.5, 1.4 and 2.0
kcal/mol respectively (Figure 3.27). The least favourable contributions of ~0.4
kcal/mol are displayed by residues Val39 and Val40. This trend is reflected across
the three fibril charge states and across the three energy methods A, C and D,
with Phe19, Val24 and Ile31 among the highest contributing of the nonpolar
residues and Val39 and Val40 among the least (Figures 3.18 to 3.20). Interest-
ingly, the range in absolute values of the nonpolar residue contributions between
calculation and experiment appear to correspond reasonably well, although this
is least true for methods A and D for protonation state 2 (Figures 3.25a and
3.24c) and method D for protonation state 3 (Figure 3.26c).
The contributions of polar residues varied rather more from the findings of Wetzel.
This might be anticipated from the greater errors generally associated with im-
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Figure 3.27: Experimental alanine scanning results of Wetzel. Adapted from97.
plicit solvent esimates of charged solutes. From their alanine scanning, Lys16 in
particular is observed to contribute favourably to fibril stability by 1.3 kcal/mol
(Figure 3.27). However, in all but the method A and C estimates for neutral
Lys16 (protonation state 3, Figures 3.26a and 3.26b), this residue is predicted to
make an unfavourable contribution to fibril stability. This appears to point once
again to sensitivity to orientation of polar residues (particularly when charged)
and to issues of adequate sampling of these orientations on the time scale of the
simulations. Greater success is found in predicting the favourable contributions of
Gln15 and Lys28, although issues in the sampling of the latter residue’s interac-
tions have already been highlighted (Table 3.12). We note that the timescale for
rotation of surface exposed protein side-chains is typically of the order of 10 – 100
ps. However, for interior side-chains, which may be more representative of some
of the interfacial fibril residues examined here, these rotations can occur much
less frequently, and can be of the order of 100 𝜇s – 1 s, which is well outside the
sampling regime of these 100 ns simulations. However, we also add the caveat
that our alanine scanning calculations do not permit relaxation of the alanine
mutant fibril in response to the change in side-chain; by contrast, experiments do
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Figure 3.28: Spine of Gln15 residues stabilising the fibril 𝛽-sheet face
incorporate the energetic and structural effects of this relaxation, where workable
fibril mutants are able to form.
Indeed, Gln15 forms a hydrogen bonded spine that appears to stabilise the 𝛽-
sheet face of the fibril (Figure 3.28). This is also the region that LPFFD was
found to preferably bind (Section 3.2.2).
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3.4 Conclusions
From the molecular dynamics simulations of A𝛽 in complex with the peptides
LPFFD and LHFFD, we found that the simulations could indeed distinguish a
useful peptide inhibitor from an inactive one that differed at only one residue po-
sition. The inactive LHFFD bound less strongly to the fibril than the active pep-
tide, LPFFD, and formed different interactions. LPFFD interacted significantly
with the fibril throughout the simulation, while LHFFD, depending on initial
location, detached from the fibril, to rebind at a later time point. Cluster analy-
sis of the bound peptide poses suggested that the ability to form inter-monomer
hydrogen bonds that could disrupt the 𝛽-sheet formation, and especially a key
groove-bound orientation of LPFFD, could account for its activity. These results
illustrate the promise of MD simulations in compound selection and design pro-
cedures, providing an alternate way to estimate the stability of interactions with
the target.
We have performed 100 ns explicit solvent MD simulations of amyloid fibril in
three putative protonation states. Over the course of these simulations, the least
deviation from the initial solid state NMR structures are exhibited by the fibrils in
which the Glu11 and Glu22 side-chains are protonated. Subsequent free energy
calculations on these trajectories suggest that the weakest fibril interface lies
in the lateral rather than transverse direction. We also predict that there is
little dependence on whether the lateral interface is at the edge or middle of
the fibril, in agreement with reported steered molecular dynamics calculations.
Alanine scanning provides residue-level detail into the factors contributing to
stability in the fibril. The contributions of nonpolar residues broadly agree with
experimental alanine scanning results. However, the important of interactions
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between a number of polar residues appears to be overestimated. It is likely that
shortcomings in the solvation model and in sampling of side-chains contributions
are in part responsible for this discrepancy.
Finally, we note two points concerning the future research of inhibitors of A𝛽
aggregation. Firstly, we comment that it is tempting to suggest that it may be
advantageous to target inhibitors designed to dissociate existing fibril by target-
ing the weaker lateral interface, although we concede that this is a challenging,
shallowly grooved surface in which to obtain such specificity. Secondly, the specif-
ically hydrogen bonded network of Gln15 residues may represent an interesting
target site within A𝛽 fibrils. Although these residues are interior to the fibril, and
not exposed to attack by ligands, agents that interact with the solvent exposed
groove between His14 and Lys16, as predicted for LPFFD, may be able to disrupt
intermonomer interactions in the region.
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Chapter 4
Swarm-based Molecular Dynamics
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4.1. SWARM INTELLIGENCE
4.1 Swarm Intelligence
Despite the vast conformational space available to them, globular proteins are
able to fold rapidly to their unique native geometries.98 Accurate prediction of
these folded states, using only primary sequence information, is an important goal
in pharmaceutical science, as knowledge of the structure of protein targets is an
important step in rational drug design. Knowledge-based99 and coarse-graining
methods100 have had some success in predicting protein structure. There are
associated drawbacks, however: for example, a dependence on available geomet-
rically similar structures in the former approach; and a lack atomic resolution for
the latter, which may lead to omission of important structural features.
Atomistic simulations are ideally placed to provide direct molecular level insights
into the structure and dynamics of proteins. However, such approaches are hin-
dered by the simulation timescales required to observe folding events. The free
energy surface upon which protein simulations operate is rugged, and character-
ized by a broad range of barriers. Advanced simulation methods (see Section 2.5)
seek to increase the rate at which these barriers are traversed, while maintaining
the representative features of the free energy surface; these methods offer the
potential to increase the rate at which folding events occur during simulation,
allowing the study of larger systems with more complex folding mechanisms.
One route to enhanced sampling that has proved successful in other areas of com-
putational chemistry involves artificial intelligence methods. Genetic algorithms
have had a major impact as conformational search tools in protein-ligand dock-
ing.74;75;101 An alternative class of artificial intelligence method is based on swarm
intelligence, the emergent behavior observed in nature when social animals, such
as swarming insects, flocking birds or schooling fish, act together cooperatively.
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In groups, the animals are able to show a greater searching efficiency than they
would when acting individually. A concept originally applied computationally in
1989 to cellular robotic systems,102 the swarm behavior is modeled by a set of
simple rules which describe how individual agents act cooperatively within the
system.
Recently swarm intelligence approach based on the behavior of ant colonies has
proved successful in guiding molecular docking103 and loop refinement.104 An-
other swarm intelligence approach, particle swarm optimization105 has been used
in the development of QSAR models106 and molecular docking.107 For the latter,
the swarm algorithm exhibited significant improvements in RMSD of pose for
37 protein-ligand complexes, when compared to GOLD (Darwinian genetic algo-
rithm), AutoDock (Larmakian genetic algorithm) and the commonly-used FlexX
and DOCK methods.107
Huber and van Gunsteren reported a swarm-based molecular dynamics protocol,
SWARM-MD,41 in which a swarm of interacting simulation replicas cooperatively
search the conformational space available to the system. In this chapter the
implementation and further development of this method will be discussed.
4.2 SWARM-MD
SWARM-MD is a method by which multiple molecular dynamics simulations are
made to interact cooperatively. During each step of the dynamics, an additional
force is added to each simulation replica, that biases the replica towards the
average structure of the whole swarm. The average structure is defined in dihedral
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angle space, with the total potential acting on the swarm of 𝑀 replicas given by:
𝑉 𝑡𝑜𝑡𝑎𝑙𝑠𝑤𝑎𝑟𝑚 =
𝑀∑︁
𝑗
𝐴 exp
⎡⎢⎣−𝐵 (︃ 1
𝑁
𝑁∑︁
𝑖=1
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁2)︃ 12⎤⎥⎦ (4.1)
where 𝜑𝑗𝑖 is the value of the torsional angle 𝑖 in replica 𝑗, and 𝑁 is the number of
dihedral angles in each replica.
4.2.1 Derivation of SWARM-MD Forces
The total potential acting on the swarm is given by Equation 4.1. Therefore, the
potential experienced by swarm member 𝑗 is:
𝑉 𝑗𝑠𝑤𝑎𝑟𝑚 = 𝐴 exp
⎡⎢⎣−𝐵 (︃ 1
𝑁
𝑁∑︁
𝑖=1
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁2)︃ 12⎤⎥⎦ (4.2)
The atomic forces produced by the swarm potential are calculated as the deriva-
tive of the potential with respect to the atomic coordinates. These are obtained
through chain differentiation. The force acting on atom 𝑘 in swarm member 𝑗 is
given by:
F𝑗𝑘 = −
𝜕𝑉 𝑗𝑠𝑤𝑎𝑟𝑚
𝜕r𝑗𝑘
= −
𝑁∑︁
𝑖
𝜕𝑉 𝑗𝑠𝑤𝑎𝑟𝑚
𝜕𝜑𝑗𝑖
𝜕𝜑𝑗𝑖
𝜕r𝑗𝑘
(4.3)
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The derivative of this potential with respect to dihedral angle 𝑖 in member 𝑗 is:
𝜕𝑉𝑗
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𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁2)︃ 12⎤⎥⎦
× 𝐵
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁
𝑁
(︃
1
𝑁
𝑁∑︁
𝑖′=1
(︁
𝜑𝑗𝑖′ − ⟨𝜑𝑖⟩
)︁2)︃ 12
×
(︃
1− 𝜕
𝜕𝜑𝑗𝑖
⟨𝜑𝑖⟩
)︃
(4.4)
From Equation 4.4 it can be seen that the force on atom 𝑘 in swarm member
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𝑗 depends on the derivative of the swarm average of each dihedral angle 𝑖 with
respect to dihedral angle 𝑖 in swarm member 𝑗. At this point, it is necessary to
discuss how the swarm average of each dihedral angle is defined.
4.2.1.1 Treatment of Swarm Average
In the original implementation,41 Huber and van Gunsteren used a simple mean
of the unsigned value of each dihedral angle:
⟨𝜑𝑖⟩ = 1
𝑀
𝑀∑︁
𝑗=1
𝜑𝑗𝑖 (4.5)
Using this expression, the derivative of the swarm average of dihedral angle 𝑖 with
respect to dihedral angle 𝑖 in member 𝑗 is:
𝜕
𝜕𝜑𝑗𝑖
⟨𝜑𝑖⟩ = 𝜕
𝜕𝜑𝑗𝑖
1
𝑀
𝑀∑︁
𝑗′=1
𝜑𝑗
′
𝑖
= 1
𝑀
(4.6)
Combining Equations 4.4 and 4.6 gives the derivative of the swarm potential
acting on swarm member 𝑗, with respect to dihedral angle 𝑖 in swarm member 𝑗,
as:
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𝜕𝑉𝑗
𝜕𝜑𝑗𝑖
=− 𝐴 exp
⎡⎢⎣−𝐵 (︃ 1
𝑁
𝑁∑︁
𝑖=1
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁2)︃ 12⎤⎥⎦
× 𝐵
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁
𝑁
(︃
1
𝑁
𝑁∑︁
𝑖′=1
(︁
𝜑𝑗𝑖′ − ⟨𝜑𝑖⟩
)︁2)︃ 12
×
(︂
1− 1
𝑀
)︂
(4.7)
In this work we propose using an alternative average definition, which can account
for the sign of the dihedral angles, and their periodic nature. By this definition,
the average value of a set of dihedral angles is given by:108
⟨𝜑𝑖⟩ = arctan
⎛⎜⎜⎜⎜⎜⎜⎝
𝑀∑︁
𝑗=1
sin𝜑𝑗𝑖
𝑀∑︁
𝑗′=1
cos𝜑𝑗
′
𝑖
⎞⎟⎟⎟⎟⎟⎟⎠ (4.8)
where arctan is the two argument arctangent function, which returns values in
the range −180∘ < 𝑥 < 180∘. The derivative of this expression is:
𝜕
𝜕𝜑𝑗𝑖
⟨𝜑𝑖⟩ = 𝜕
𝜕𝜑𝑗𝑖
arctan
⎛⎜⎜⎜⎜⎜⎜⎝
𝑀∑︁
𝑗′=1
sin𝜑𝑗
′
𝑖
𝑀∑︁
𝑗′′=1
cos𝜑𝑗
′′
𝑖
⎞⎟⎟⎟⎟⎟⎟⎠
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= 1
1 +
⎛⎜⎜⎜⎜⎜⎝
𝑀∑︁
𝑗′=1
sin𝜑𝑗
′
𝑖
𝑀∑︁
𝑗′′=1
cos𝜑𝑗
′′
𝑖
⎞⎟⎟⎟⎟⎟⎠
2
×
⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎛⎝cos𝜑𝑗𝑖 𝑀∑︁
𝑗′′′=1
cos𝜑𝑗
′′′
𝑖
⎞⎠+
⎛⎝sin𝜑𝑗𝑖 𝑀∑︁
𝑗′′′′=1
sin𝜑𝑗
′′′′
𝑖
⎞⎠
⎛⎝ 𝑀∑︁
𝑗′′′′′=1
cos𝜑𝑗
′′′′′
𝑖
⎞⎠2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎝cos𝜑𝑗𝑖 𝑀∑︁
𝑗′=1
cos𝜑𝑗
′
𝑖
⎞⎠+
⎛⎝sin𝜑𝑗𝑖 𝑀∑︁
𝑗′′=1
sin𝜑𝑗
′′
𝑖
⎞⎠
⎛⎝ 𝑀∑︁
𝑗′′′=1
cos𝜑𝑗
′′′
𝑖
⎞⎠2 +
⎛⎝ 𝑀∑︁
𝑗′′′′=1
sin𝜑𝑗
′′′′
𝑖
⎞⎠2
(4.9)
Combining Equations 4.4 and 4.9 we get:
𝜕𝑉𝑗
𝜕𝜑𝑗𝑖
=− 𝐴 exp
⎡⎢⎣−𝐵 (︃ 1
𝑁
𝑁∑︁
𝑖=1
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁2)︃ 12⎤⎥⎦
× 𝐵
(︁
𝜑𝑗𝑖 − ⟨𝜑𝑖⟩
)︁
𝑁
(︃
1
𝑁
𝑁∑︁
𝑖′=1
(︁
𝜑𝑗𝑖′ − ⟨𝜑𝑖⟩
)︁2)︃ 12
×
⎛⎜⎜⎜⎜⎜⎜⎜⎝1−
⎛⎝cos𝜑𝑗𝑖 𝑀∑︁
𝑗′=1
cos𝜑𝑗
′
𝑖
⎞⎠+
⎛⎝sin𝜑𝑗𝑖 𝑀∑︁
𝑗′′=1
sin𝜑𝑗
′′
𝑖
⎞⎠
⎛⎝ 𝑀∑︁
𝑗′′′=1
cos𝜑𝑗
′′′
𝑖
⎞⎠2 +
⎛⎝ 𝑀∑︁
𝑗′′′′=1
sin𝜑𝑗
′′′′
𝑖
⎞⎠2
⎞⎟⎟⎟⎟⎟⎟⎟⎠ (4.10)
In discussions that follow, we refer to the average given by Equation 4.5 as the
non-periodic average definition, and that given by Equation 4.8 as the periodic
average definition.
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Figure 4.1: Normal vectors used to define the dihedral between four atoms.
4.2.1.2 Derivative of Dihedral Angle with Respect to Atomic Position
As shown in Equation 4.3, in order to calculate the atomic forces, we need to
know how a dihedral angle changes with respect to changes in the position of the
four atoms which define the angle. Figure 4.1 shows how the dihedral angle 𝜑 can
be defined by the unit vectors n^lki, normal to the plane of 𝑖𝑗𝑘 and n^jlk, normal to
the plane of 𝑗𝑙𝑘. The normal vector n^lki can be obtained from the vector product
of rki and rkl, and n^jlk from the vector product of rlk and rjk:
n^lki =
rki × rkl
|rki × rkl| (4.11)
n^jlk =
rlk × rkj
|rlk × rkj| (4.12)
The cosine of dihedral angle 𝜑 can then be obtained from the scalar product:
cos𝜑 = (n^lki · n^jlk) (4.13)
The derivative of 𝜑, with respect to the position of atom 𝑖 can be obtained by
chain differentiation:
d𝜑
dri
= d𝜑d cos𝜑
d cos𝜑
dri
= −1cos𝜑
d cos𝜑
dri
(4.14)
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𝛿ri
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Figure 4.2: Dihedral angle force calculation as described by Bekker et al
The presence of the −1/ cos𝜑 term causes a discontinuity when 𝜑 = 180 or 0. An
alternative definition of this derivative, which avoids the discontinuity was shown
by Bekker et al.109 Their method, based on geometric arguments concerning the
forces acting on the atoms, is shown in Figure 4.2.
The force acting on atom 𝑖, acts against the potential which causes it, so the
direction of the force must be perpendicular to the plane of 𝑙𝑘𝑖 because any
movement within this plane results in no change in the potential. The force must
therefore be acting in the direction of n^lki, and so
Fi = |Fi|n^lki (4.15)
The shaded area in Figure 4.2 is a parallelogram of base rkl and height 𝑑, where
𝑑 is the distance from atom 𝑖 to the extension of vector rkl, along a direction
perpendicular to rkl. Its area can be found from the magnitude of the vector
product of the vectors rki and rkl, Therefore we can write:
𝑑 = |rki × rkl|
𝑟𝑘𝑙
(4.16)
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For a small displacement of atom 𝑖, 𝛿ri, producing a small change in 𝜑 of 𝛿𝜑:
tan (𝛿𝜑) = 𝛿ri
𝑑
= 𝛿ri
𝑟𝑘𝑙
|rki × rkl| (4.17)
so for an infinitesimal 𝛿𝜑
𝛿𝜑
𝛿ri
= 𝑟𝑘𝑙|rki × rkl| (4.18)
If we define the vector product of rki and rkl as m, we can write the magnitude
of the force on 𝑖 as:
|Fi| =
⃒⃒⃒⃒
⃒−d𝑉 (𝜑)d𝜑
⃒⃒⃒⃒
⃒ 𝛿𝜑𝛿ri =
⃒⃒⃒⃒
⃒−d𝑉 (𝜑)d𝜑
⃒⃒⃒⃒
⃒ 𝑟𝑘𝑙|m| (4.19)
Combining this with Equation 4.15, we can write:
Fi = −d𝑉 (𝜑)d𝜑
𝛿𝜑
𝛿ri
= −d𝑉 (𝜑)d𝜑
rkl
|m|m^ = −
d𝑉 (𝜑)
d𝜑 𝑟𝑘𝑙
m
|m|2 (4.20)
Defining the vector product of rlk and rjk as n, it can similarly be shown that
the force acting on atom 𝑗 is:
Fj = −d𝑉 (𝜑)d𝜑
𝛿𝜑
𝛿ri
= −d𝑉 (𝜑)d𝜑 𝑟𝑘𝑙
n
|n|2 (4.21)
For the forces on the central two atoms 𝑘 and 𝑙, Bekker et al109 showed that the
forces could be described by:
Fk = −Fi + rik · rlk
𝑟2𝑙𝑘
Fi − rlj · rlk
𝑟2𝑙𝑘
Fj (4.22)
Fl = −Fj − rik · rlk
𝑟2𝑙𝑘
Fi − rlj · rlk
𝑟2𝑙𝑘
Fj (4.23)
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4.2.2 Implementation into Amber 9
The swarm potential, as described above, was implemented into the sander mod-
ule of Amber 9.76 The flow of information within sander is summarised in Figure
4.3. When the program is called, control passes to the multisander routine in
the sander source code. Multisander is able to initiate multiple instances of the
sander subroutine. This allows multiple replica simulations to be performed si-
multaneously, as would be required for a replica exchange simulation.31 Each
instance of sander then reads in the input coordinates, parameters and control
information from input files. The control information describes how the simula-
tion is to be run. Sander then passes control to the main molecular dynamics
routine runmd, which performs the simulation.
Firstly, runmd sets the initial velocities of the atoms in the simulation, if these
are not read in with the coordinate information, then performs a loop over the
time steps of the simulation. At each time step, runmd calls the subroutine force,
which calculates the atomic forces and potential energy produced by the molecular
mechanics force field potentials (see Section 2.1.2). Control then passes back to
runmd, where the forces are used to integrate the simulation trajectory. A number
of other routines are also called by runmd to perform additional operations, such
as temperature or pressure regulation26 or SHAKE79 constraint corrections, as
required by the control information. Coordinate, velocity and energy information
will also be printed to output files, if required on the current time step. Once the
loop over time steps is complete, final results data is written to the output files.
In our modified version of sander, an additional subroutine is called by force to
calculate the forces due to the swarm potential, as discussed in Section 4.2.1.
In this subroutine, each simulation replica calculates the the value of each of
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Multisander
Sander 1 Sander 2
Coordinates 1 Coordinates 2Parameters 1 Parameters 2
Control 1 Control 2
Molecular
Dynamics
Routine 1
Molecular
Dynamics
Routine 2
Force
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Swarm
Calculation
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Swarm
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Trajectory
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Trajectory
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Loop over
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Final
Results 1
Final
Results 2
Figure 4.3: Flow diagram showing the flow of information in sander during a two-
replica molecular dynamics simulation. The red arrow represents the unmodified im-
plementation; while the blue arrows shows the modified SWARM-MD implementation.
The dotted arrow between the two swarm calculations depicts the passing of informa-
tion between the two simulation replicas.
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its dihedral angles, then the replicas communicate these values with each other
in order to calculate the average values. The resulting swarm forces are then
added to the total atomic forces, due to the force field terms, and these are
used to integrate the simulation trajectory. The swarm forces can be calculated
using either the non-periodic dihedral angle average definition of Huber and van
Gunsteren,41 or the periodic average definition proposed in Section 4.2.1.1.
4.2.2.1 Validation of Swarm Implementation by Finite Difference
Calculations
The algorithm was validated by performing a series of finite difference calcula-
tions. For model systems, the 𝑥, 𝑦 and 𝑧 coordinates of each atom in the system
were altered by ±Δ𝑟 where Δ𝑟 = 0.00005. The finite difference force 𝐹 acting
on atom 𝑖, in coordinate 𝑟, was calculated according to:
𝐹 𝑖𝑟 = −
[︃
𝑉𝑠𝑤𝑎𝑟𝑚 (𝑟 +Δ𝑟)− 𝑉𝑠𝑤𝑎𝑟𝑚 (𝑟 −Δ𝑟)
2Δ𝑟
]︃
(4.24)
The forces obtained by finite difference were compared to the analytical forces
calculated within Amber. Excellent agreement was observed, for example the
Figure 4.4 shows the agreement for the capped tyrosine residue Ac-Tyr-NMe
(𝑟2 = 1.00).
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Figure 4.4: Comparison of forces calculated by SWARM-MD in Amber, and forces
calculated from finite difference of swarm energy (red, green and blue show the 𝑥, 𝑦
and 𝑧 components of the forces respectively).
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4.3 Predicting Native States Through
Swarm-Based Simulated Annealing
Note: The work outlined in this section has been published previously in the
Journal of Chemical Theory and Computation.2
4.3.1 Test Systems
In this section we examine the ability of SWARM-MD to identify the native con-
formations of polyalanine (Ac-(Ala)11-NH2) in the gas phase, a peptide called
AEK17 in aqueous solution (Ac-Ala-(Glu-Ala-Ala-Ala-Lys)3-Ala-NH2) and the
20-residue Trp-cage mini-protein (sequence: N20LYIQWLKDGGPSSGRPPPS39),
again in aqueous solution.110 Polyalanine and AEK17 both form 𝛼-helical struc-
tures;111;112 while Trp-cage consists of an 𝛼-helix (residues 20–28), a short 310
helix (residues 30–33), and a polyproline II helix (residues 36–38).
4.3.2 Methods
All simulations were performed using the modified version of sander from Amber
976 described in section 4.2.2. The Amber ff99SB force field of Simmerling and
coworkers was employed and a simulation time step of 1 fs was used. Tempera-
ture was controlled using Langevin dynamics.27 The calculation of non-bonded
interactions was not truncated at any distance, and all bonds involving hydrogen
atoms were constrained using the SHAKE algorithm.79 Initial, fully extended
(𝜑 = 𝜓 = 180∘), conformations of each test peptide were generated using the
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tleap module in Amber 9. In their initial paper,41 Huber and van Gunsteren used
a value of 0.8 rad-1 for parameter 𝐵 in Equation 4.1. This value was kept fixed
in all simulations, however the effect that the strength of the swarm potential
has on the performance of the simulated annealing simulations was monitored by
repeating the simulations with differing values of parameter 𝐴, as described in
sections 4.3.2.1 – 4.3.2.3. Post-simulation structural analyses of the simulation
trajectories were performed using ptraj from Amber 1080. Secondary structure is
assigned by ptraj using the DSSP algorithm.113
4.3.2.1 Polyalanine
The tleap generated initial structure of polyalanine was geometry optimised in the
gas phase (ie without any treatment of solvent shielding) using sander, to remove
any initial steric clashes that may destabilise the molecular dynamics simula-
tions. The structure was subjected to 500 steps of steepest descent minimisation,
followed by 1000 steps of conjugate gradient minimisation. 20 temperature equi-
librated polyalanine structures were generated by slowly heating the minimised
geometry from 30 K to 300 K, in the gas phase, over 20 ps, with no swarm forces
present in the system. The collision frequency used for Langevin dynamics27 tem-
perature regulation was 5.0 ps-1. Different random number generator seeds were
used for each of the 20 heating simulations, giving different Boltzmann-weighted
initial atomic velocities.
These 20 equilibrated polyalanine structures and velocities were used as the initial
conditions for each 1.2 ns 20 replica simulated annealing simulation. Coordinate
snapshots were recorded at 400 fs intervals, during each simulation trajectory.
Simulated annealing was performed in in the absence of any swarm forces (ie 𝐴 =
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0.0 kcal/mol); with a non-periodic swarm average definition (as defined in section
4.2.1.1) and swarm potential strengths 𝐴 = −0.25, −0.5, −1.0, −2.0, −5.0,
−10.0, −15.0, −20.0, −25.0, −50.0 and −100.0 kcal/mol; and with a periodic
swarm average definition and swarm potentials of strength 𝐴 = −25.0, −50.0
and −100.0 kcal/mol.
The same annealing temperature profile was used for each simulation (Table 4.1).
During each temperature phase, the simulation target temperature at each time
step was linearly interpolated from the initial and final temperatures of that
phase and the Langevin dynamics collision frequency of 5.0 ps-1 was used for
temperature regulation.
Table 4.1: Simulated annealing heating schedule for polyalanine, showing initial and
final temperatures (K) for each heating stage (ns)
Time Initial Temp Final Temp
0.0− 0.1 300 1000
0.1− 0.2 1000 1000
0.2− 1.2 1000 10
The trajectories obtained through simulation were analysed using ptraj 80 to cal-
culate the fractional helicity113 of each snapshot.
4.3.2.2 AEK17
As in the case of polyalanine, the initial extended structure of AEK17 was opti-
mised through 500 steps of steepest descent and 1000 steps of conjugate gradient
minimisation. This time, aqueous solvent was modelled using the generalised
Born method of Hawkins, Cramer and Truhlar14;17;18 implemented in Amber 9.
The optimised structure was used as the starting point for 20 heating simula-
tions, in which the temperature was raised from 30 to 300 K over 20 ps. A
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collision frequency of 5.0 ps-1 was used for Langevin dynamics.27 The final coor-
dinates and velocities from these simulations were used as the starting points for
a series of 12 ns simulated annealing simulations, using the annealing schedule
shown in Table 4.2, with the temperatures regulated via Langevin dynamics27
with a collision frequency of 5.0 ps-1. Annealing was performed in the absence
of any swarm potential, and with periodic and non-periodic swarm potentials of
strengths 𝐴 = −25.0, −50.0 and −100.0 kcal/mol.
Table 4.2: Simulated annealing heating schedule for AEK17, showing initial and final
temperatures (K) for each heating stage (ns)
Time Initial Temp Final Temp
0.0− 0.3 300 650
0.3− 0.5 650 650
0.5− 2.5 650 450
2.5− 4.5 450 350
4.5− 9.0 350 250
9.0− 12.0 250 250
Post-simulation analyses were performed using ptraj,80 to determine the frac-
tional helicity113 and number of native and non-native salt bridges present in
each snapshot.
4.3.2.3 Trp-cage
The initial extended structure of Trp-cage was optimised through 500 steps of
steepest descent and 1000 steps of conjugate gradient minimisation, with the
generalised Born method of Hawkins, Cramer and Truhlar14;17;18 used to describe
the aqueous solvent. 20 heating simulations were performed, beginning from
the optimised structure, with the simulation temperature raised from 30 to 325
K, using a Langevin dynamics collision frequency of 2.0 ps-1. Two simulated
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annealing schedules were used, a 25 ns protocol shown in Table 4.3, and a longer
40 ns protocol shown in Table 4.4. Simulation temperature was controlled using a
Langevin dynamics27 collision frequency of 1.0 ps-1 in during all simulations. The
annealing was performed without any swarm potential, and with a periodic swarm
potential of strength −50.0 kcal/mol. Following each simulation, post-simulation
analyses were performed using ptraj.80
Table 4.3: Simulated annealing heating schedule A for Trp-cage, showing initial and
final temperatures (K) for each heating stage (ns)
Time Initial Temp Final Temp
0.0− 0.3 325 450
0.3− 1.0 450 450
1.0− 25.0 450 250
Table 4.4: Simulated annealing heating schedule B for Trp-cage, showing initial and
final temperatures (K) for each heating stage (ns)
Time Initial Temp Final Temp
0.0− 0.3 325 450
0.3− 1.0 450 450
1.0− 10.0 450 390
10.0− 40.0 390 300
Once the annealing was complete, the swarm potential was tapered to zero, by
slowly changing the value of parameter 𝐴 from −50.0 to 0.0 kcal/mol over 2
ns, then performing a 3 ns simulation with the temperature fixed at 300 K, and
no swarm potential affecting the dynamics. To keep the total simulation time
the same in the independent simulations, a period of 5 ns constant temperature
simulation was performed.
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4.3.2.4 Computational Resources
Each of the 20 member simulations of polyalanine took approximately 3 hours
to run on 20 CPU cores. A total of 15 of these simulations were performed,
giving a total walltime of 45 hours on 20 cores. The 20 swarm member AEK17
simulations required around 50 hours each on 20 cores, and seven such simulations
were performed. Two 25 ns simulations were performed with 20 Trp-cage replicas,
these each took about 75 hours to complete on 20 processor cores; while the two
40 ns simulations took around 130 hours on 20 cores. The final 5 ns relaxation
simulations took about 15 hours on 20 cores.
4.3.3 Results
4.3.3.1 Polyalanine
With no swarm potential, the 20 independent simulation replicas of polyalanine
folded to an average fractional helicity of 29% (Figure 4.5). Five of the repli-
cas folded to fully 𝛼-helical structures. Note that a replica is defined as being
fully folded if all non-terminal residues are assigned an 𝛼-helical conformations
in the final annealed structure, this corresponds to a helical content of greater
than 82 %. Using non-periodic swarm potentials (see Section 4.2.1.1) of strengths
𝐴 = −25.0, −50.0 and −100.0 kcal/mol, the performance of swarm-based simu-
lations decreased. The final folded fractional helicities falling to 14%, 23% and
9% respectively, and the number of folded replicas falling to one, two and one
respectively. Using weaker swarm potentials of strengths 𝐴 = −5.0, −10.0, −15.0
and −20.0 kcal/mol (Figure 4.6), the presence of the swarm potential had either
a negative effect on folding performance, or no noticeable effect, compared to
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Figure 4.5: Average fractional helicity across 20 simulation replicas during simulated
annealing of polyalanine, with no swarm potential present (red) and non-periodic swarm
potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol (blue) and
𝐴 = −100.0 kcal/mol (pink).
the independent simulations. In these cases, the final average fractional helicities
were 28%, 29%, 16% and 16%, and the number of folded replicas were five, five,
two and one respectively.
Using periodic swarm potentials of strengths 𝐴 = −25.0, −50.0 and −100.0
kcal/mol, the final fractional helicity increased in all cases (Figure 4.7), rising to
39%, 75% and 91% respectively. However, the number of fully folded replicas in
the 𝐴 = −25.0 kcal/mol simulation did fall to four. The number of fully folded
replicas increased to 15 in the −50.0 kcal/mol simulation, while all replicas folded
to fully helical conformations during the −100.0 kcal/mol simulation.
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Figure 4.6: Average fractional helicity across 20 simulation replicas during simulated
annealing of polyalanine, with no swarm potential present (red) and non-periodic swarm
potentials of strength 𝐴 = −5.0 kcal/mol (green), 𝐴 = −10.0 kcal/mol (blue), 𝐴 =
−15.0 kcal/mol (pink) and 𝐴 = −20.0 kcal/mol (yellow).
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Figure 4.7: Average fractional helicity across 20 simulation replicas during simulated
annealing of polyalanine, with no swarm potential present (red) and periodic swarm
potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol (blue) and
𝐴 = −100.0 kcal/mol (pink).
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Figure 4.8: Average fractional helicity across 20 simulation replicas during simulated
annealing of AEK17, with no swarm potential present (red) and with non-periodic
swarm potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol (blue)
and 𝐴 = −100.0 kcal/mol (pink).
4.3.3.2 AEK17
Following the simulated annealing protocol outlined in section 4.3.2.2, the 20
independent replicas of AEK17 folded to an average fractional helicity of 30%,
averaged over the final 2 ns of constant temperature dynamics (Figure 4.8). Using
a non-periodic swarm definition and swarm potentials of strengths 𝐴 = −25.0 ,
𝐴 = −50.0 and 𝐴 = −100.0 kcal/mol, AEK17 folded to structures with average
helicities of 36%, 38% and 33% respectively.
During the final 2 ns of simulation, the average number of native salt bridges
(see section 4.3.1) observed across 20 independent replicas was 1.5 (Figure 4.9),
while the average number of non-native salt bridges observed was 1.1 (Figure
4.10). The presence of non-periodic swarm potentials in the dynamics of the
simulations had only a small effect on the observed salt bridge occupancies. With
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Figure 4.9: Average number of native salt bridges across 20 simulation replicas during
simulated annealing of AEK17, with no swarm potential present (red) and with non-
periodic swarm potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol
(blue) and 𝐴 = −100.0 kcal/mol (pink).
swarm potentials of strengths 𝐴 = −25.0 , 𝐴 = −50.0 and 𝐴 = −100.0 kcal/mol,
the average numbers of native salt bridges observed were 1.6, 1.1 and 1.3; while
the average numbers of non-native salt bridges observed were 1.1, 1.0 and 1.4
respectively.
More specifically, defining a simulation replica as correctly folded if it displays an
average fractional helicity of greater than 70% and an average native salt bridge
occupancy of greater than 2.0, over the final 2 ns of simulation, two of the 20
independent replicas achieved a correctly folded conformation. With a swarm
potential of strength 𝐴 = −25.0 kcal/mol, three simulation replicas folded; with
a potential of 𝐴 = −50.0 kcal/mol, no simulation replicas met the criteria above;
while with 𝐴 = −100.0 kcal/mol, two replicas folded (Table 4.5).
The use of periodic swarm potentials of strengths 𝐴 = −25.0 kcal/mol and
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Figure 4.10: Average number of non-native salt bridges across 20 simulation replicas
during simulated annealing of AEK17, with no swarm potential present (red) and with
non-periodic swarm potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0
kcal/mol (blue) and 𝐴 = −100.0 kcal/mol (pink).
𝐴 = −50.0 kcal/mol greatly increased the performance of the simulated an-
nealing simulations. The swarm average helicity observed during the final 2 ns of
simulation increased from the 30% seen in the independent replica simulations to
63% for 𝐴 = −25.0 and 85% for 𝐴 = −50.0 kcal/mol (Figure 4.11). The stronger
𝐴 = −100.0 kcal/mol potential had a negative effect on the helicity observed
during the simulation, with the swarm average falling to 10%.
The presence of periodic swarm potentials in the dynamics of the simulated an-
nealing trajectories increased the number of native salt bridges of observed during
the latter stages of the simulations. The average of 1.5 salt bridges seen during
the final 2 ns of the independent simulations increased to 2.2, 2.7 and 2.2 na-
tive salt bridges respectively for potentials of strengths 𝐴 = −25.0 , 𝐴 = −50.0
and 𝐴 = −100.0 kcal/mol. The number of non-native salt bridges detected also
145
4.3. PREDICTING NATIVE STATES THROUGH SWARM-BASED
SIMULATED ANNEALING
Table 4.5: Final average helicity and native salt bridge occupancy for simulated
annealing of AEK17 with non-periodic potentials.
𝐴 = 0.0a 𝐴 = −25.0a 𝐴 = −50.0a 𝐴 = −100.0a
Replica Helicityb SBc Helicityb SBc Helicityb SBc Helicityb SBc
1 0.28 1.9 0.67 0.9 0.02 0.0 0.39 2.7
2 0.10 2.0 0.36 0.8 0.53 0.1 0.29 0.3
3 0.07 2.1 0.30 1.0 0.42 1.5 0.16 1.0
4 0.70 2.7 0.72 2.5 0.65 2.5 0.75 2.6
5 0.58 1.0 0.09 0.0 0.38 0.2 0.48 2.8
6 0.37 0.0 0.36 2.8 0.64 2.6 0.12 0.0
7 0.16 0.0 0.40 2.2 0.20 1.0 0.19 0.0
8 0.24 2.0 0.25 2.7 0.48 1.0 0.39 2.0
9 0.00 0.9 0.62 1.5 0.29 0.5 0.53 1.1
10 0.53 1.2 0.26 1.0 0.42 0.9 0.00 0.0
11 0.28 2.9 0.21 2.8 0.30 1.0 0.37 1.9
12 0.06 1.9 0.09 2.0 0.44 1.0 0.34 1.1
13 0.38 1.7 0.24 0.3 0.58 0.8 0.02 0.4
14 0.19 2.2 0.43 1.7 0.08 1.5 0.41 1.9
15 0.25 1.7 0.75 2.2 0.50 1.2 0.14 1.9
16 0.00 0.0 0.31 1.2 0.62 2.6 0.11 0.0
17 0.44 1.8 0.12 1.5 0.23 1.0 0.63 0.7
18 0.81 2.3 0.07 1.0 0.17 0.7 0.29 1.9
19 0.40 1.0 0.73 2.5 0.39 1.8 0.32 1.0
20 0.09 0.0 0.25 2.0 0.21 0.0 0.71 2.6
a Swarm potential strength (kcal/mol).
b Average fractional helicity.
c Average number of native salt bridges.
decreased relative to the independent replicas, falling from 1.1 to 0.3 for the
𝐴 = −25.0 kcal/mol potential, and less than 0.1 for both the 𝐴 = −50.0 and
𝐴 = −100.0 kcal/mol potentials (Table 4.5).
In terms of the individual simulation replicas, 12 trajectories in the 𝐴 = −25.0
kcal/mol simulation folded to structures with a greater than 70% average helicity
and average salt bridge occupancy above 2.0 over the final 2 ns, while 17 of the
𝐴 = −50.0 kcal/mol trajectories did (Table 4.6). This is a significant improve-
ment over the single independent replica that achieved a fully folded conforma-
tion. In contrast, the stronger 𝐴 = −100.0 kcal/mol potential had an adverse
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Figure 4.11: Average fractional helicity across 20 simulation replicas during simulated
annealing of AEK17, with no swarm potential present (red) and with periodic swarm
potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol (blue) and
𝐴 = −100.0 kcal/mol (pink).
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  2  4  6  8  10  12
S
al
t 
B
ri
d
g
es
 
Time / ns
Figure 4.12: Average number of native salt bridges across 20 simulation replicas
during simulated annealing of AEK17, with no swarm potential present (red) and with
periodic swarm potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol
(blue) and 𝐴 = −100.0 kcal/mol (pink).
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Figure 4.13: Average number of native salt bridges across 20 simulation replicas
during simulated annealing of AEK17, with no swarm potential present (red) and with
periodic swarm potentials of strength 𝐴 = −25.0 kcal/mol (green), 𝐴 = −50.0 kcal/mol
(blue) and 𝐴 = −100.0 kcal/mol (pink).
effect on folding performance, with no trajectories folding completely.
4.3.3.3 Trp-cage
4.3.3.3.1 Annealing Schedule A Following the 25 ns annealing schedule A
(Table 4.3), two of the independent replicas of Trp-cage (Replicas 4 and 18)
folded to structures that displayed an average backbone RMSD of less than 2.0
Å, relative to the NMR derived reference native structure, over the final 2 ns
of simulation (Figure 4.14). Two further replicas have a backbone RMSD lower
than 2.5 Å (Replicas 1 and 2). With the swarm potential present in the system,
two simulation replicas (Replicas 8 and 16) folded to structures with an backbone
RMSD lower than 2.0 Å (Figure 4.15), with 12 others (Replicas 1, 4–6, 8, 9, 11-13,
18–20) folding to structures with an RMSD lower than 2.5 Å. Overall the average
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Table 4.6: Final average helicity and native salt bridge occupancy for simulated
annealing of AEK17 with periodic potentials.
𝐴 = 0.0a 𝐴 = −25.0a 𝐴 = −50.0a 𝐴 = −100.0a
Replica Helicityb SBc Helicityb SBc Helicityb SBc Helicityb SBc
1 0.28 1.9 0.76 2.6 0.91 2.8 0.09 2.1
2 0.10 2.0 0.72 2.5 0.92 2.8 0.12 2.3
3 0.7 2.1 0.47 2.8 0.92 2.9 0.13 2.3
4 0.69 2.7 0.14 1.0 0.30 1.5 0.11 2.2
5 0.58 1.0 0.48 1.7 0.91 2.8 0.11 2.1
6 0.37 0.0 0.79 2.8 0.91 2.8 0.11 2.3
7 0.16 0.0 0.80 2.7 0.69 2.2 0.09 2.2
8 0.24 2.0 0.74 2.7 0.91 2.8 0.13 2.2
9 0.00 0.9 0.81 2.8 0.87 2.8 0.11 2.3
10 0.53 1.2 0.80 2.6 0.92 2.8 0.08 2.2
11 0.28 2.9 0.72 1.5 0.91 2.8 0.08 2.2
12 0.06 1.9 0.00 0.0 0.91 2.8 0.12 2.2
13 0.38 1.7 0.59 2.5 0.91 2.8 0.10 2.1
14 0.19 2.2 0.80 2.7 0.91 2.8 0.12 2.4
15 0.25 1.7 0.57 2.2 0.91 2.8 0.09 2.2
16 0.00 0.0 0.80 2.5 0.92 2.8 0.11 2.2
17 0.44 1.8 0.42 1.7 0.91 2.8 0.09 2.3
18 0.81 2.3 0.77 2.7 0.84 2.8 0.08 2.1
19 0.40 1.0 0.74 1.0 0.91 2.8 0.10 2.2
20 0.09 0.0 0.77 2.7 0.66 1.6 0.10 2.1
a Swarm potential strength (kcal/mol).
b Average fractional helicity.
c Average number of native salt bridges.
backbone RMSD of the 20 independent replicas was 3.47 Å, compared to 2.93 Å
for the swarm directed replicas.
The independent replica with the lowest backbone RMSD (Replica 18: backbone
RMSD 1.72 Å) also has the lowest heavy atom RMSD of 2.78 Å (Figure 4.16).
This is the only independent replica that folded to a structure with a heavy
atom RMSD of less than 3.0 Å. The two swarm-directed replicas which displayed
the lowest backbone RMSDs (Replica 16: backbone RMSD 1.29 Å and Replica
8: backbone RMSD 1.31 Å) also displayed the lowest heavy atom RMSDs of
2.22 and 2.23 Å respectively (Figure 4.17). Again the overall average RMSD
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Figure 4.14: Average backbone RMSD of Trp-cage, over final 2 ns of simulation, for
20 independent replicas (Annealing Schedule A).
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Figure 4.15: Average backbone RMSD of Trp-cage, over final 2 ns of simulation, for
20 swarm directed replicas (Annealing Schedule A).
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was higher for the 20 independent replicas (4.90 Å) than it was for the swarm
simulations (4.41 Å).
The largest deviations in backbone RMSD occur in the terminal ends of the
chain. In particular the N-terminal 𝛼-helix is not fully folded, and a non-native
salt bridge between the terminal amino and carboxyl groups is present, in many
of both the independent and swarm directed replicas (Figure 4.18). Removing
the three N-terminal residues Asn20, Leu21 and Tyr22 and the C-terminal Ser39
residue from the analysis, seven independent replicas (Replicas 1, 2, 4, 7, 13,
16 and 18) fold to structures with an RMSD relative to the NMR structure of
less than 2.0 Å, with one of these (Replica 18) folding to an RMSD below 1.5
Å (Figure 4.19). The average backbone RMSD across the 20 replicas was 2.76
Å. In the swarm potential directed simulations, 12 replicas folded to a backbone
RMSD of less than 1.5 Å (Replicas 1, 4–6, 8, 9, 11, 12, 16, 18–20), with three
others (Replicas 3, 7 and 13) folding to below 2.0 Å (Figure 4.20). The average
backbone RMSD across the swarm was 1.90 Å.
The independent replica which shows the lowest backbone RMSD for residues 23
to 38 (Replica 18: backbone RMSD of residues 23 to 80 1.19 Å) also shows the
lowest heavy atom RMSD for these residues, with a value of 1.93 Å (Figure 4.21).
This is the only independent replica that folds to a structure that agrees with
the NMR structure to within 2.0 Å for these residues. Two others (Replicas 2
and 13) agree to within 2.5 Å. The three other replicas that showed a backbone
RMSD, for residues 23 to 38, of below 2.0 Å, relative to the NMR structure, had
heavy atom RMSDs in the range 2.8 – 3.6 Å. The poor heavy atom agreement for
these replicas is due to an incorrect orientation of the Trp25 residue (Figure 4.23).
The average heavy atom RMSD for residues 23 to 38, across the 20 independent
replicas was 4.15 Å.
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Figure 4.16: Average heavy-atom RMSD of Trp-cage, over final 2 ns of simulation,
for 20 independent replicas (Annealing Schedule A).
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Figure 4.17: Average heavy-atom RMSD of Trp-cage, over final 2 ns of simulation,
for 20 swarm directed replicas (Annealing Schedule A).
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(a) Native NMR structure (b) Folded Replica
Figure 4.18: Comparison of native NMR structure with a misfolded replica showing
incomplete helix formation and non-native salt bridge.
All 12 of the swarm directed replicas that folded to within 1.5 Å of the native
structure of residues 23 to 38 showed a heavy atom RMSD for these residues of
below 2.2 Å (Figure 4.22). Replica 8, which had the lowest backbone RMSD
of 1.12 Å, also had the lowest heavy atom RMSD of 1.97 Å. This was the only
replica that folded to a structure with a heavy atom RMSD below 2.0 Å. The
three replicas that folded to structures with backbone RMSDs between 1.5 and
2.0 showed heavy atom RMSDs in the range 2.5 – 3.7 Å. Again the poor heavy
atom agreement for these replicas was due to an incorrect orientation of the Trp25
side chain. The average heavy atom RMSD across the 20 swarm members was
lower than for the independent replicas, falling to 2.99 Å.
4.3.3.3.2 Annealing Schedule B The average backbone RMSD across 20 in-
dependent replicas, following the longer simulated annealing schedule B (Table
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Figure 4.19: Average backbone RMSD of residues 23 to 38 of Trp-cage, over final 2
ns of simulation, for 20 independent replicas (Annealing Schedule A).
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Figure 4.20: Average backbone RMSD of residues 23 to 38 of Trp-cage, over final 2
ns of simulation, for 20 swarm directed replicas (Annealing Schedule A).
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Figure 4.21: Average heavy atom RMSD of residues 23 to 38 of Trp-cage, over final
2 ns of simulation, for 20 independent replicas (Annealing Schedule A).
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Figure 4.22: Average heavy atom RMSD of residues 23 to 38 of Trp-cage, over final
2 ns of simulation, for 20 swarm directed replicas (Annealing Schedule A).
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(a) Native NMR structure (b) Misfolded replica
Figure 4.23: Comparison of native NMR structure with a misfolded replica showing
incorrect Trp25 orientation.
4.4), was 3.25 Å. Four of the replicas displayed an RMSD of lower than 2.0
Å(Replicas 1, 3, 4 and 9), with four others (Replicas 2, 7, 8 and 12) having an
RMSD below 2.5 Å (Figure 4.24). Replicas 1 and 4 showed the best agreement
with the reference NMR structure, both having an RMSD of 1.87 Å.
With the swarm potential present the average backbone RMSD of across the
swarm members was reduced significantly, dropping to 1.63 Å. 16 of the swarm
members folded to structures with an RMSD of lower than 1.5 Å (Replicas 1–4,
6–10, 13–15 and 17–20), with the lowest, Replica 10, having an RMSD of 1.25 Å
(Figure 4.25). One other replica (Replica 16) had an RMSD of lower than 2.0 Å,
and one (Replica 12) had an RMSD below 2.5 Å.
The swarm potential also significantly improved the agreement in heavy atom
RMSD between the simulation replicas and the reference NMR structure. The
156
4.3. PREDICTING NATIVE STATES THROUGH SWARM-BASED
SIMULATED ANNEALING
 0
 1
 2
 3
 4
 5
 6
 7
 1  2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 20
R
M
SD
 / 
Å
Simulation Replica
Figure 4.24: Average backbone RMSD of Trp-cage, over final 2 ns of simulation, for
20 independent replicas (Annealing Schedule B).
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Figure 4.25: Average backbone RMSD of Trp-cage, over final 2 ns of simulation, for
20 swarm directed replicas (Annealing Schedule B).
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Figure 4.26: Average heavy-atom RMSD of Trp-cage, over final 2 ns of simulation,
for 20 independent replicas (Annealing Schedule B).
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Figure 4.27: Average heavy-atom RMSD of Trp-cage, over final 2 ns of simulation,
for 20 swarm directed replicas (Annealing Schedule B).
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Figure 4.28: Average RMSD of Trp-cage backbone atoms and side chains of residues
that comprise the cage, over final 2 ns of simulation, for 20 independent replicas (An-
nealing Schedule B).
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Figure 4.29: Average RMSD of Trp-cage backbone atoms and side chains of residues
that comprise the cage, over final 2 ns of simulation, for 20 swarm directed replicas
(Annealing Schedule B).
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independent replicas folded to structures that had an average heavy atom RMSD,
across the 20 replicas, of 4.77 Å. The average across the swarm directed replicas
was 2.63 Å. Individually, three independent replicas (Replicas 1, 4 and 9) folded
to a heavy atom RMSD below 3.0 Å, with three others (Replicas 3, 7 and 12)
folding to within 3.5 Å (Figure 4.26). In comparison, 16 swarm directed replicas
folded to structures with a heavy atom RMSD of below 2.5 Å (Replicas 1–4,
6–10, 13–15 and 17–20), with one other (Replica 16) folding to within 3.0 Å and
another (Replica 12) folding to below 3.5 Å (Figure 4.27).
The most highly conserved side chain positions in the NMR derived ensemble of
structures are those that comprise the cage structure, namely Tyr22, Trp25 and
proline residues 31 and 36 – 38. Limiting the RMSD analysis to side chain heavy
atoms of these residues, and the backbone of the whole chain, the independent
replicas displayed an RMSD, across the 20 simulations, of 4.13 Å, while the
swarm directed replicas folded to an average of 1.62 Å. Four independent replicas
(Replicas 1, 4, 9 and 12) display an RMSD of below 2.5 Å, while three other
(Replicas 3, 5 and 7) have an RMSD below 3.0 Å (Figure 4.28). The 16 swarm
replicas that have a heavy atom RMSD of below 2.5 all show an RMSD of below
1.5 Å for their backbone atoms and heavy cage residue atoms, while the replicas
16 and 12, which display heavy atom RMSDs in the range 2.5 –3.5, have RMSDs
of 2.52 and 2.74 Å respectively.
The 20 independent replica folded to structures that, on average, violated 35%
of the 168 NOE restraints used to generate the reference structure of Trp-cage
(Figure 4.30). The lowest violations were shown by replicas 1 and 4, both replicas
violating 20% of NOE restraints. Two other replicas (Replicas 9 and 12) violated
22% of NOE restraints. All other replicas violated greater than 30% of NOE
restraints. Overall the fractional violation of the swarm simulations was lower,
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Figure 4.30: Average NOE violation, over final 2 ns of 40 ns simulation, for 20
independent replicas (Annealing Schedule B).
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Figure 4.31: Average NOE violation, over final 2 ns of 40 ns simulation, for 20 swarm
directed replicas (Annealing Schedule B).
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Figure 4.32: Average NOE violation, over final 2 ns of 45 ns simulation, for 20
independent replicas (Annealing Schedule B).
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Figure 4.33: Average NOE violation, over final 2 ns of 45 ns simulation, for 20 swarm
directed replicas (Annealing Schedule B).
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with an average of 26% NOE restraints violated (Figure 4.31). Individually, the
swarm replicas which showed the lowest violations displayed fractional violations
higher than the 20% achieved by the best folded individual replicas. The swarm
directed replicas with the lowest violations (Replicas 2, 5, 7, 9, 15 and 17) violated
23% of NOE restraints, while 10 other swarm members (Replicas 1, 3, 6, 8, 10,
13, 14, 18–20) violated 24% of restraints. The four remaining replicas all violated
greater than 30% of NOE restraints.
Following relaxation of the swarm potential, as described in section 4.3.2.3, the
average NOE violation of the individual replicas rose slightly to 36%, while the
average NOE violation of the swarm replicas fell to 24% (Figures 4.32 and 4.33).
Three of the independent replicas (Replicas 1, 4 and 12) now violated less than
20% of NOE restrainsts, with the the lowest violating 17%. The rest of the
replicas all violated over 30% of restraints. Seven of the swarm directed replicas
violated less than 20% of NOE restraints (Replicas 1, 2, 8–10, 13–14), with the
lowest value being 14%. Nine other replicas violated less than 30% of restraints.
4.3.4 Discussion and Conclusions
4.3.4.1 Relative Performance of Non-periodic and Periodic Swarm
Potentials
4.3.4.1.1 Polyalanine As outlined in the results above, in the absence of any
swarm forces, a number of the independent replicas of polyalanine become trapped
in non-helical conformations, with only five replicas folding correctly. The mis-
folded replicas display a variety of partially folded 𝛼-helices, 310-helices and ran-
dom coil structures (Figure 4.34). The high proportion of incorrectly folded
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Figure 4.34: Final folded conformations, following simulated annealing, for 20 inde-
pendent replicas of polyalanine (Red: 𝛼-helix; Blue: 310-helix; Green: random coil).
structures obtained from these unbiased simulations suggest that the 1.2 ns an-
nealing schedule employed here does not have a sufficiently slow rate of cooling
to prevent the polyalanine replicas from becoming trapped in non-native energy
basins. This means longer timescale simulations are required to reliably reach
the global minimum of the free energy surface.
The use of a non-periodic dihedral angle definition, as described by Huber and
van Gunsteren,41 did not improve the performance of the simulated annealing
protocol. The values used for parameters 𝐴 and 𝐵 in Equation 4.1 were chosen
to match those employed by Huber and van Gunsteren. In their simulations they
used values of 𝐴 = −200.0 kJ/mol and 𝐵 = 0.8 rad−1 to perform simulated
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annealing simulations on a set of model molecules. The 𝐴 = −50.0 kcal/mol
potential strength was chosen as it is approximately equivalent to −200.0 kJ/mol
(−200.0 kJ/mol = −47.8 kcal/mol) while keeping the unit choice consistent with
that used in Amber.76 The −25.0 and −100.0 kcal/mol potential strengths were
chosen to examine the effect that the potential strength has on the simulation
performance. As each of these potentials appeared to hinder the formation of
helices during the simulations, weaker potentials of 𝐴 = −5.0, −10.0, −15.0 and
−20.0 kcal/mol were used to investigate whether these could improve the helical
formation. As no improvement relative to the independent replicas was observed,
and indeed the 𝐴 = −5.0 and −10.0 kcal/mol potentials appeared to perform
similarly to the unbiased simulations, it was assumed that these potentials were
too weak to significantly affect the dynamics of the simulations. During all non-
periodic simulations, the misfolded structures obtained were similar to those seen
in the independent replica simulations, with a mixture of partially folded 𝛼-helix,
310-helix and random coil conformations.
Using the periodic dihedral angle definition described in Section 4.2.1.1, signif-
icant increases in helix formation were observed. With a potential of strength
𝐴 = −25.0 kcal/mol, the number of completely folded replicas obtained from
simulated annealing fell from the five seen for the independent replicas to four.
The total average helicity over all swarm members did increase however, from
29% for the independent replicas to 39% for the swarm simulation replicas. This
is due to an increase in the number of partially folded 𝛼-helical structures, and
a decrease in the number of unfolded random coil conformations (Figure 4.35).
With a swarm potential of −50.0 kcal/mol the number of unfolded structures
decreased to five, and the average helicity increased to 75%. The five unfolded
structures obtained from the simulation (Figure 4.36) also appeared to show a
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Figure 4.35: Final folded conformations, following simulated annealing, for 20 replicas
obtained from a 𝐴 = −25.0 kcal/mol swarm simulation of polyalanine, using a periodic
swarm potential (Red: 𝛼-helix; Blue: 310-helix; Green: random coil).
bias towards more helical conformations, with no completely random coil struc-
tures being seen.
4.3.4.1.2 AEK17 During simulated annealing of AEK17, only two indepen-
dent replicas simulation folded to the native structure during the simulation. In
a previous study by Wang at el,114 the folding of AEK17 was investigated via
molecular dynamics simulations. They performed 40 folding simulations of length
50 ns. By clustering snapshots obtained from their mid-sections of their simu-
lations, they identified a number of clusters of folding intermediate structures.
The most highly populated clusters that they identified were characterised by
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Figure 4.36: Final folded conformations, following simulated annealing, for 5 incor-
rectly folded replicas obtained from a 20 replica 𝐴 = −50.0 kcal/mol swarm simulation
of polyalanine, using a periodic swarm potential (Red: 𝛼-helix; Blue: 310-helix; Green:
random coil).
partially folded helix segments separated by L- or U-shaped bends.
For each of the 20 independent replica simulations performed in our work, the
average structure over the final 2 ns was calculated, and the simulation snapshot
closest to this was identified. Nine of these structures could be characterised as U-
shaped 4.37). They show varying degrees of helix formation and native salt bridge
occupancies. Five replicas folded to L-shaped structures (Figure 4.38). These, in
general, show a greater degree of helicity than the U-shaped structures, but helix
formation is frustrated by the presence of non-native salt bridge interactions. In
addition to the one correctly folded replica, four others displayed random coil
structures, with very little helical content. From these results it can be assumed
that slower cooling, and therefore longer simulations, are required to reliably fold
AEK17 into its native structure by simulated annealing. The majority of replicas
appear to be trapped in intermediate folding structures.
The presence of non-periodic swarm potentials was unable to significantly affect
the numbers of folded replicas achieved by the simulations, compared to the
unbiased simulations. Of the 20 independent replica simulations, only two folded
fully during the 12 ns simulation. While three replicas in the A = −25.0 kcal/mol
non-periodic swarm simulation correctly, there was only a small increase in helical
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Figure 4.37: Nine U-shaped final structures obtained from 20 independent replica
simulated annealing simulations of AEK17.
Figure 4.38: Five L-shaped final structures obtained from 20 independent replica
simulated annealing simulations of AEK17.
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content and native salt bridge formation across all swarm members. In line with
the results seen in during the polyalanine simulations, the non-periodic swarm
potential either had little effect on the folding performance, or a negative one.
Average structures obtained from the latter stages of these simulations showed
a similar picture to that seen for the independent replica simulations, with the
misfolded replicas characterised by a U- or L-shaped bend, and varying degrees
of helical content.
Both the periodic potential simulations with strengths −25.0 and −50.0 kcal/mol
showed a marked improvement in helical formation compared to the independent
replica simulations, achieving 12 and 17 fully folded replicas respectively. The
non-folded replicas from the A = −25.0 kcal/mol simulation (Figure 4.39) show a
high degree of helicity, with only one displaying no helical content in the average
structure, while two of the three non-folded replicas from the −50.0 kcal/mol
swarm simulation have almost completely formed helicies (Figure 4.40).
4.3.4.1.3 Summary These results show that by using a swarm potential with
a periodic average dihedral definition, it is possible to prevent simulation replicas
from becoming trapped in non-native intermediate conformations, and that these
potentials significantly outperform non-periodic potentials. It is arguably not
surprising that the periodic average dihedral angle definition appears to outper-
form the non-periodic definition. As the non-periodic average definition ignores
the sign of each dihedral, it is unable to discern the difference between an 𝛼-helix
or a left-handed helix, or a gauche+ or gauche− side chain conformation. This
could lead to the swarm potential biasing simulation replicas towards an incorrect
structure.
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Figure 4.39: Eight unfolded replicas from a swarm directed simulated annealing
simulation of AEK17, with a swarm potential of A = −25.0 kcal/mol.
Figure 4.40: Three unfolded replicas from a swarm directed simulated annealing
simulation of AEK17, with a swarm potential of A = −50.0 kcal/mol.
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4.3.4.2 Reduction in Required Simulation Time
The use of two simulated annealing temperature schedules to fold Trp-cage allows
us to comment on how the presence of a swarm potential reduces the simulation
time required to fold the miniprotein to its native structure. With the shorter 25
ns schedule, two independent replicas displayed an average backbone RMSD of
below 2.0 Å (Figure 4.14), relative to the reference NMR structure. The heavy
atom RMSD of these two replicas was 2.78 and 3.02 Å (Figure 4.16). The Trp25
residue showed its correct orientation, ie pointing into the hydrophobic cage, in
only one of these replicas (Figure 4.41). One further replica had a backbone
RMSD of less than 2.3 Å and a correct Trp25 orientation. Two of the swarm
directed replicas has an average backbone RMSD of below 2.0 Å (Figure 4.15),
both of these had the correct Trp25 orientation (Figure 4.42), and their heavy
atom RMSDs were 2.22 and 2.23 Å (Figure 4.17). 11 other replicas had backbone
RMSDs of below 2.3 Å, and they all showed the correct Trp25 orientation.
Following the longer 40 ns simulated annealing schedule, four replicas folded to
structures with an average backbone RMSD of below 2.0 Å (Figure 4.24), their
heavy atom RMSDs were 2.83, 2.86, 2.95 and 3.12 Å (Figure 4.26). In three
of these replicas, Trp25 adopted its correct orientation (Figure 4.43). With the
swarm potential present, 17 of the replicas agreed with the backbone geometry of
the reference structure to with 2.0 Å RMSD (Figure 4.25), with 16 of these having
the correct Trp25 position, and their heavy atom RMSDs were in the range 2.1
– 3.0 Å.
The number of replicas that folded to within 2.0 Å backbone RMSD in the 25 ns
swarm simulation and the 40 ns unbiased simulations, two and three, respectively,
are comparable. The average heavy atom RMSD was also lower in these 25 ns
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Figure 4.41: Two independent replicas of Trp-cage with the lowest backbone RMSD,
obtained from 25 ns simulated annealing (green), compared to NMR reference structure
(blue).
Figure 4.42: Two swarm directed replicas of Trp-cage with the lowest backbone
RMSD, obtained from 25 ns simulated annealing (green), compared to NMR reference
structure (blue).
swarm replicas. This was largely due to an incorrect Tyr22 position in two of the
independent replicas (Figure 4.43), with the side chain of this residue rotated by
approximately 180∘.
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Figure 4.43: Four independent replicas of Trp-cage with the lowest backbone RMSD,
obtained from 40 ns simulated annealing (green), compared to NMR reference structure
(blue).
4.3.4.3 Frustration of Folded Replica Geometries by the Presence of
Unfolded Replicas
Interestingly, while the final folded structures obtained from the 40 ns swarm
simulation of Trp-cage showed less NOE restraint violations than the structures
displayed in the independent replicas (Figure 4.31 and 4.30), the replica that
showed the lowest number of violations was one of the independent replicas, with
a fractional violation of 20%. The swarm directed replica with the least violations
violated 23% of NOE restraints.
The reason for this seemingly worse performance by the swarm directed simu-
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Figure 4.44: Stereoscopic view of displaced Trp25 residue in structure obtained from
a 40 ns swarm directed simulation (green), compared to NMR reference (blue).
lation can be seen by examining the final folded structures. Of the 168 NOE
restraints that were used to generate the NMR-derived structure of Trp-cage, 49
involved protons of the Trp25 residue.110 In the folded structures obtained in the
swarm simulation, this residue is subtly displaced, sitting slightly further back
out of the hydrophobic cage structure (Figure 4.44). As a result, a number of
restraints are violated. It seems that the presence of the four incorrectly folded
simulation replicas is affecting the structures of the folded replicas.
By slowly tapering the swarm potential to zero over 2 ns, the negative effect of
the swarm potential was removed, and the number of NOE restraint violations
observed in the swarm directed replicas fell. The replica with the lowest number
of violations in any of the independent replicas violated 17% of restraints (Figure
4.32), compared to 14% in the swarm replica with the least violations (Figure
4.33).
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Figure 4.45: Steroscopic view of corrected Trp25 residue in structure following relax-
ation of swarm potential (green), compared to NMR reference (blue).
4.3.4.4 Comparison of Performance with Previous Studies
The performance, in terms of computational cost, of the swarm-based simulated
annealing approach outlined here can be assessed by comparing to previously
reported molecular dynamics studies. Chowdhury et al115 performed 77 indepen-
dent 100 ns folding simulations of Trp-cage, at 300 K, in implicit solvent. They
reported that of these, only five folded to conformations with less than 2.0 Å
backbone RMSD compared to the native state. Snow et al116 used a distributed
computed approach to perform over 1000 simulations of lengths longer than 30
ns and found that less than 1% folded to below 2.6 Å RMSD of the native C𝛼
position. Our 20 replica swarm-directed simulation required a total simulation
time of 800 ns (900 ns including final relaxation step) giving required simulation
time per folded of 50 ns (56 ns). In comparison, Snow et al116 required 1–4 𝜇s of
simulation time per folded replica.
Other advanced sampling approaches have also been applied to Trp-cage.117–120
Kannan and Zacharias120 performed a 40 ns temperature replica exchange sim-
ulation using 16 replicas at temperature between 300 – 460 K. They found that
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the 300 K replica mainly sampled conformations with 2.0 Å RMSD of the native
heavy atom structures, a comparable result to that achieved in this work. Hamil-
tonian replica exchange methods have also been applied to Trp-cage which only
required five120 or six119 replicas. Replica exchange approaches have the addi-
tional benefit of sampling correct statistical ensembles, while the swarm approach
does not. One drawback to these methods, however, is their poor scaling with
system size, as efficient exchange between neighbouring replicas requires sufficient
overlap in their energy distributions, as the method outlined here does not include
any exchange steps, it is not bound by this requirement. This could potentially
lead better performance when increasing the number of degrees of freedom in the
system, for instance when including explicit solvent.
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5.1. STRUCTURE AND AGGREGATION INHIBITION OF 𝛽-AMYLOID
FIBRILS
5.1 Structure and Aggregation Inhibition of
𝛽-Amyloid Fibrils
From molecular dynamics simulations of A𝛽 in complex with peptides LPFFD
and LHFFD, we found that the simulations could indeed distinguish the active
peptide inhibitor LPFFD from the closely-related inactive one, LHFFD. The in-
active LHFFD bound less strongly to the fibril than the active peptide, LPFFD,
and formed distinct interactions. Whereas LPFFD interacted significantly with
the fibril throughout the simulation, LHFFD, depending on initial location, de-
tached from the fibril, to rebind at a later time point. Clustered bound peptide
poses suggested that the ability to form inter-monomer hydrogen bonds that could
disrupt the 𝛽-sheet formation, and in particular a key groove-bound orientation
of LPFFD, could account for its activity. These results illustrate the potential of
MD simulations as an aid to compound selection and design procedures, providing
an alternate way to scoring functions in estimating the stability of interactions
with the target.
To understand the energetic and mechanical features of the fibril receptor, we
have also performed long explicit solvent MD simulations of unliganded amyloid
fibril in three putative protonation states. Over these 100 ns simulations, the
least deviation from the initial solid state NMR structures are exhibited by the
fibrils in which the Glu11 and Glu22 side-chains are protonated. Subsequent free
energy calculations on these trajectories suggest that the weakest fibril interface
lies in the lateral rather than transverse direction. We also predict that there is
little dependence on whether the transverse interface is at the edge or middle of
the fibril, in agreement with reported steered molecular dynamics calculations.
Alanine scanning provides residue-level detail into the factors contributing to
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stability in the fibril. The contributions of nonpolar residues broadly agree with
experimental alanine scanning results. However, the important of interactions
between a number of polar residues appear to be overestimated. We suggest that
shortcomings in the solvation model and in sampling of side-chains contributions
may play a role in this observed discrepancy.
5.2 Swarm-based Molecular Dynamics
The conformational behaviour of biomolecules is typified by rough potential en-
ergy surfaces. In an effort to explore the ability of SWARM-MD to detect the
low energy conformations of biomolecules, we have implemented the method in
the Amber molecular dynamics suite, using non-periodic and periodic formula-
tions of the influence of the swarm members on the simulated replicas. We apply
the approach to three model systems, polyalanine, AEK17 and Trp-cage. In the
absence of any swarm forces, a number of the independent replicas of polyala-
nine become trapped in non-helical conformations, with only five replicas folding
correctly. Using SWARM-MD with a non-periodic dihedral angle definition, as
described by Huber and van Gunsteren, did not improve the performance of the
simulated annealing protocol. However, using the periodic dihedral angle defini-
tion increased polyalanine helix formation. For predicting the helicity of AEK17,
only two independent replicas simulation folded to the native structure during
the simulation. SWARM-MD calculations using a periodic dihedral formulations
in general showed a marked improvement in helical formation compared to the
independent replica simulations, achieving 12/20 or 17/20 fully folded replicas,
depending on swarm potential strength. These potentials were again found to
significantly outperform non-periodic potentials. Finally, improved numbers of
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Trp-cage replicas folded correctly when the SWARM-MD potential was applied,
either with a short or in particular longer simulated annealing protocol. However,
it became evident that the presence of the four incorrectly folded simulation repli-
cas affected the structures of the folded replicas. By slowly removing the swarm
potential over 2 ns, the negative effect of the swarm potential was alleviated, and
better agreement with the NMR structure of Trp-cage was obtained.
We note that other methods have been introduced to enhance sampling of phase
space by molecular simulation methods, such as metadynamics, locally enhanced
sampling and replica-exchange schemes. Several of these techniques have been ap-
plied to folding of Trp-cage. Most recently, a temperature REMD simulation was
performed on Trp-cage in generalized Born solvent using sixteen 40 ns replicates
spanning 300 – 460 K; the 300 K trajectory latterly sampled mainly folded Trp-
cage (within about 2 Å heavy atom RMSD of the native structure). These cal-
culation conditions and the method’s performance are comparable to that of the
SWARM-MD simulation of Trp-cage presented here. Hamiltonian-based replica
exchange is also possible, and these methods have proved particularly power-
ful, for example obtaining folded Trp-cage structures using five or six replicas
of sub-100 ns trajectories. An additional advantage of temperature-based and
Hamiltonian-based replica exchange schemes is the generation of correct 300 K en-
sembles, providing information on folding pathways and intermediates. However,
neither of these methods scale favourably with system size due to the constraint
of the exchange condition: efficient exchange between neighbouring replicas re-
quire sufficient energy overlap between replicas. Therefore the number of required
replicas grows rapidly with the size of the simulation system and correspondingly
longer simulation times are required to allow efficient sampling of temperature
space. SWARM-MD does not incorporate an exchange move and therefore does
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not suffer from this exacting requirement. This difference may be of greater im-
portance when extending the method to study explicitly solvated systems, where
system size is greatly increased by the degrees of freedom of water molecules.
In conclusion, SWARM-MD, in its periodic formulation, is able to improve the
ready detection of native structures of small – medium sized biomolecules. Given
SWARM-MD algorithm’s suitability for distribution of replicas over parallel ar-
chitectures, the method appears has potential to predict the conformations of
larger systems, particularly systems involving the incorporation of explicitly mod-
eled bulk solvent. However, for future applications to predictive folding of larger
polypeptide structures and interaction of flexible protein receptors with ligands,
it will be useful to explore optimization schemes which anneal the influence of
the swarm, to prevent unduly biasing outlier replicas.
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