In this paper we consider a labor constrained scheduling problem LCSP which is a simpli cation of a practical problem arising in industry. Jobs are subject to precedence constraints and have speci ed processing times. Moreover, for each j o b the labor requirement varies as the job is processed. Given the amount of labor available in each period, the problem is to nish all the jobs as soon as possible, that is, to minimize makespan, subject to the precedence and labor constraints. Several Integer Programming IP formulations for this problem are discussed and valid inequalities for these di erent models are introduced. It turns out that a major drawback in using the IP approach is the weakness of the lower bound relaxations. However, we report computational experiments showing how the solution of the linear relaxation of the IP models can be used to provide good schedules. Solutions arising from these LP-based heuristics are considerably improved by local search procedures. We further exploit the capabilities of local search for LCSP by designing a T abu Search algorithm. The computational experiments on a benchmark data set show t h a t t h e T abu algorithm generates the best known upper bounds for almost all these instances. We also show h o w IP can be used to provide reasonably good lower bounds for LCSP when the makespan is replaced by suitably modi ed objective functions. Finally some directions for further investigations which may turn IP techniques into a more interesting tool for solving such a problem are suggested.
Introduction
The labor constrained scheduling problem LCSP involves sequencing a set of jobs subject to precedence constraints. Each job has a speci ed processing time, and a labor pro le which t ypically varies as the job is processed. Given the amount of labor available in each period,the problem is to nish all the jobs as soon as possible minimize makespan, subject to the precedence and labor constraints. This problem is not new, see for instance Wagner 24 . The particular problem motivating this study appears in Heipcke 13 and is a simpli cation of an industrial problem from BASF.
Problem LCSP is a real challenge to the integer programming community because, in spite of an important research e ort, little or no progress has been made in nding nontrivial lower bounds, and thus in measuring the quality of the solutions for hard highly constrained instances. In addition, a constraint programming approach, see Heipcke and Colombani 15 , has been used to solve several small instances to optimality. On the positive side several heuristic approaches lead to feasible solutions, so the quality of the solutions found can be compared.
We now outline the contents of this paper. In Section 2 we report on our e orts to model LCSP as an integer program. Because of the varying labor pro les, it appears impossible to avoid the use of time-indexed formulations 25 . Such formulations have been proposed many times 17, 18 , but little computational experience has been reported except for some recent w ork on single machine scheduling 22, 1 and a successful application to an air tra c control problem 3 . For LCSP di erent formulations are presented, including a block formulation specially designed to treat the BASF instances which i n volve s c heduling blocks of identical jobs.
In the following sections, di erent heuristic exact approaches are presented. Those in Sections 3 and 4 use the integer programming formulations of Section 2, while in Section 5, a meta-heuristic approach i s t a k en. In Section 3 we examine LP-based ordering heuristics. Recently there has been considerable work on the worst-case analysis of certain single machine scheduling problems in which the heuristic solution is constructed by taking an ordering obtained from the linear programming solution of some IP formulation of the problem, such as the time-indexed formulation. In applying such heuristics combined with local search to the much more di cult LCSP, the approach turns out to belimited to medium sized instances because of the di culty in solving the linear programming relaxations of the time-indexed formulations. However this heuristic approach can beembedded easily into a partial tree search, so solutions of better quality can be sought at the cost of increased running times.
In Section 4, we report on other attempts to use the time-indexed formulations to produce lower bounds and or feasible schedules. In particular we present some additional valid inequalities, and some attempts to solve small instances to optimality using integer programming. In particular we present a branch-and-prune approach which uses a modi ed objective function and modi ed tree search, and appears to improve on a direct branch-and-bound approach.
The LP-based ordering heuristics of Section 3 produce better solutions when followed by local improvements procedures. This suggests the possibility of using local search algorithms to produce goodsolutions for LCSP. In Section 5 we discuss a tabu search algorithm that handles much larger instances, and turns out to produce high quality b y comparison solutions.
Two common features in Sections 3 -5 are the use of modi ed objective functions, as IP is traditionally ine ective in handling makespan, or more generally min max objective functions, and the use of a reverse" instance whose makespan is identical. Finally Section 6 contains some brief conclusions and suggestions for further work.
Formulations
An instance of LCSP is determined by a set N = f1; : : : ; n g of jobs, the processing time p j and labor pro le `j ;1 ; : : : ; j;p j of each job j 2 N, and a digraph D = N;A representing the precedence constraints between jobs. An amount L of labor is available in each period. A su ciently long time horizon T is chosen, with periods1; 2; : : : ; T representing the intervals 0; 1; 1; 2; : : : ; T , 1; T .
The job formulation
Time-indexed formulations are typically based on two closely related sets of variables, namely x j;t = 1 if job j starts in period t, and 0 otherwise, or z j;t = 1 if job j starts in or before period t, and 0 otherwise. If job j can only start between periodsej and fj, we have the following relationship between the x and z variables: x j;ej = z j;ej and x j;t = z j;t ,z j;t,1 for t = ej + 1 ; : : : ; f j. For simplicity, w e add to the problem a nal dummy job that can only start when all the real jobs have terminated. Thus N and D are modi ed, and the new objective is to minimize the start time of the last dummy job n 2 N. We take en = max j n ej + p j ; f n = T ;pn = T , en + 1 a n d n;u = L for all u.
We now give two IP formulations which we express in boththe x and z variables.
Also we i n troduce the variables s j for j 2 N to denote the period in which job j starts. Note that a priori the weak x-formulation appears preferable to the weak z-formulation because the latter has the OnT constraints 9. On the other hand, ignoring the labor constraints 5 or 12, the constraints of the strong z-formulation are much simpler than those of the strong x-formulation. In particular we know from the following result that the problem 16, 17, 8, 9, 13 , without the labor constraints, is easily solved. Proposition 1 12 . The matrix consisting of the constraints 8, 9, 17 is totally unimodular.
Proof: Each constraint contains at most two nonzero coe cients, and the coe cients are +1,-1 respectively.
It follows immediately that the linear programming relaxations of the strong formulations 14, 2, 6, 15 or 16, 8, 9, 13, 17 always have i n tegral extreme point solutions, and the optimal value of the LP with the makespan objective function 14 or 16 is nothing but the length of the longest chain. Thus it is the labor constraints that make LCSP di cult, and one might naturally conjecture that the less tight the labor constraints, the easier the solution with one of the strong formulations.
The Block Formulation
A b l o c k B is a sequence of n B identical jobs j 1 ; : : : ; j n B with j i ; j i+1 2 A, i = 1 ; : : : ; n B , 1 of the same length and with the same labor pro le. We abuse notation by using eB = ej 1 , fB = fj n B for the earliest and latest start times for the jobs in the block, and p B = p j 1 ,`B ;u =`j 1 ;u for the processing times and labor pro les of the jobs in block B.
Throughout this section we assume that the problem is modeled with blocks such that any precedence constraint i; j 2 A between job i in a block B and job j in a block B 0 , B 6 = B 0 is such that i is the last job in block B and j is the rst job in block B 0 .
Thus we o b t a i n a b l o c k precedence graph D with arc set given by A. Figure 1 gives an example of the notation we u s e . then all blocks B j with j i must be completed before period t i , and so Z B j ;t i ,p B j = n B j . Also all jobs B j with j i cannot start until after period t i and so Z B j ;t i = 0. Now using the fact that the values of the variables Z B;t are nondecreasing, it follows that Z B j ;t j , Z B j ;t j ,p B j = 0 for all j 6 = i, and thus the inequality i s v alid. Proof: Let B = fb 1 ; : : : ; b n B g and C = fc 1 ; : : : ; c n C g. The precedence constraints between jobs imply that for 1 u n B and 1 s n C ,
LP-based ordering heuristics
Recently there has been much progress on the design and analysis of approximation algorithms for a variety o f m a c hine scheduling problems. The design of these approximation algorithms is based on two ideas. The rst idea is to use the solution to the linear programming relaxation of some integer programming formulation to suggest an ordering of the jobs and then to construct a feasible schedule consistent with this ordering. The second idea is the notion of an -point. The -point of job j, 0 1, is the rst point in time at which a n fraction of job j has been completed in the solution to the linear program. The algorithm Schedule-by-Fixed-orders the jobs by t h e i r -points and schedules them in that order. Goemans 11 has shown that for 1jr j j P w j C j , i.e., the problem of minimizing the sum of the weighted completion times on a single machine subject to release dates, and an appropriate choice of , t h i s i s a p 2+1-approximation algorithm. Goemans also showed that by choosing randomly according to a uniform distribution and then scheduling in this order, one obtains a randomized 2-approximation algorithm Schedule-by-Random-. This algorithm can be derandomized by considering n di erent values of , scheduling according to each of them, and then choosing the bestSchedule-by-Best-. Finally, Schulz and Skutella 20 showed that by randomly choosing n values of , one value j for each job, and ordering the jobs according to these -points Schedule-by-Random-j , one obtains a 1:693-approximation algorithm. An extensive computational study by S a velsbergh, Uma, and Wein 19 shows that these LP-based ordering heuristics also perform well in practice.
The same two ideas can be used to design heuristics for the LCSP. T h e -point for job j is computed in the x-formulations as argmin ejsfj f X ejts x jt g + p j
and in the z-formulations as argmin ejsfj fz js g + p j . Given an ordering of the jobs obtained by one of the -point s c hemes, the construction of a feasible schedule consistent with this ordering proceeds in two steps. First, we c o n vert the suggested ordering into another ordering that is consistent with the precedence constraints. This is necessary only in the case the suggested ordering is derived from an LP solution to one of the weak formulations, because in that case the suggested ordering does not necessarily satisfy the precedence constraints. This new ordering is determined by repeatedly selecting the rst available job from the initially suggested ordering, where a job is said to be available if it has either no predecessors in the precedence graph or if all its predecessors in the precedence graph have already been selected. Second, we construct a feasible schedule that respects this ordering, i.e., we assign a start time to each job in such a way that none of the jobs that appear earlier in the ordering have a later start time and such that the precedence and labor constraints are satis ed.
Initial computational experiments indicated that the quality of the schedules obtained in this way w as reasonably good. However, higher quality solutions were obtained when these ordering heuristics were combined with simple improvement schemes. We have developed three such i m p r o vement s c hemes.
The rst improvement scheme tries to nd a better schedule by considering simple modi cations to the ordering obtained by a n -point heuristic. It examines every pair of consecutive jobs, checks whether reversing their order violates the precedence relations, and, if not, constructs the schedule associated with this ordering. If an improved schedule is found, this schedule is adopted as the current best schedule and the improvement procedure is repeated.
Note that this type of local search can be thought of as searching in two coupled spaces: the space of the feasible schedules and the space of the job sequences. An advantage of the above scheme is that a small change in a job sequence may result in a large change in the feasible schedule. Such c hanges might n o t h a ve been considered if a local search algorithm in the space of feasible schedules was used.
In the second improvement scheme, we take this idea a step further. Let C max bethe makespan of the current schedule. Schedule the jobs in order of nonincreasing completion times as late as possible respecting the precedence and labor constraints and completing at or before C max . A new job sequence is obtained by taking the jobs in order of nondecreasing start times of the just constructed schedule. The rationale for this scheme is the following. Constructing the schedule is a sequential procedure and it may be bene cial to schedule di cult" jobs as early as possible, when there is still a lot of exibility. By shifting the jobs forward in time while respecting all the constraints, we hope that the easy" jobs will naturally move to the end of the schedule, thus leaving the the di cult jobs early in the ordering. Note that by applying this idea several times, we m a y encounter several di erent job sequences.
The nal improvement scheme tries to nd an improved schedule by considering changes to the start times of jobs, i.e., the ordering will remain unchanged. Due to the nature of the labor pro les and our schedule construction, the schedules produced are not necessarily semi-active. Consider for example the following instance:`1 = 4 ; 1; 1; 2, 2 = 2 ; 1; 2,`3 = 1 ; 1; 1, L = 4 , and the ordering 1,2,3. The schedule constructed has C 1 ; C 2 ; C 3 = 4; 4; 7. However, if we force job 2 to start at time 3 instead of 2, we nd C 1 ; C 2 ; C 3 = 4; 5; 5. Therefore, it is possible that by starting a job a little later, other jobs can start earlier, possibly resulting in a smaller makespan. This idea has been implemented as follows. For each j o b j, w e construct the schedule that results if we delete job j from the current ordering. Let bethe change in makespan. If is negative, i.e., by deleting job j the makespan decreases, there is a chance that by forcing job j to start later, we may still see a decrease in makespan. Therefore, we construct j j schedules in which we force job j to start at time s j + k for k = 1 ; :::; j j, where s j is the start time of job j in the current s c hedule. If an improved schedule is found, this schedule is adopted as the current best schedule. Each of the four basic formulations, i.e., weak x-, strong x-, weak z-and strong zformulation, can be used as the basis for an LP-based ordering heuristic. Note that even though the x-and z-formulations are equivalent, one may h a ve computational advantages over the other, for example in terms of the ease with which the LP relaxation can be solved.
We conducted several computational experiments to see if ordering heuristics provide a viable alternative to other types of heuristics, and to gain some insight in the e ect of the choice of formulation on the performance of the ordering heuristics. The chosen formulation a ects the ordering heuristic in two w ays. First, the strong formulations are signi cantly larger in size, which m a y result in linear programming relaxations that are much harder to solve. This may a ect the e ciency of the heuristic. Second, the weak formulations produce weaker bounds and therefore linear programming solutions that may provide less useful information to guide the search for high quality s c hedules. This may a ect the e ectiveness of the heuristic.
We have used the benchmark instances from 6 . In this data set, two instances were provided by B A S F i4o24ja and i10o88ja and the remaining ones were randomly generated see 6 for more details. The instance names are denoted by strings like iXoY jZ, where Y is the number of jobs, X is the number of orders ch a i n s o f i d e n tical jobs and Z is an optional character used to di erentiate two instances with the same number of orders and jobs.
In the rst experiment, we tried to solve the LP relaxation of the instances with 8 orders using CPLEX 5.0 on an IBM RS6000 model 590 with 256 Mb of memory. Table  1 shows the numberofrows rows, the numberofcolumns cols, and the number of nonzeroes nz for each of these instances for the strong x-formulation as well as the value of the solution to the LP relaxation lp and the time it takes to solve the LP relaxation cpu in seconds. Table 2 shows the number of rows, the number of columns, and the number of nonzeroes for each of these instances for the weak x-formulation as well as the value of the solution to the LP relaxation and the time it takes to solve the LP relaxation. In the second experiment, we try to gain insight in the impact of the chosen formulation on the quality of the nal schedule. The rst part of Tables 3, 4, 5 and 6 shows the value of the solution to the LP relaxation lp and for the Schedule-by-Bestheuristic the length of the schedule produced by the -heuristic itself , the length of the schedule produced by the -heuristic combined with the three improvement s c hemes + , and the time it takes to nd that schedule cpu. The second part of Tables 3, 4 , 5, and 6 shows the same information for the best schedules found if the ordering heuristic is embedded in MINTO, an experimental LP-based branch-and-bound algorithm 16 . We have allowed a maximum of one hour of computing time. The experiments were done on a PC with a 200 Mhz Pentium II processor.
Note that the choice of formulation may also impact the performance of a branchand-bound algorithm, because one formulation may allow more natural and e ective branching. For example, branching on variables z j;t may lead to a more balanced division of the search space, than branching on the x j;t variables.
Examining the results in these tables, we make the following observations. 1. When using the strong formulations, the ordering heuristics produce the optimal solution for all the instances with 4 chains of jobs. When using the weak formulations this does not happen all the time. 2. When using the strong formulations the quality of the pure -heuristics, i.e., without any improvement s c hemes, tends to be a little better than when using the weak formulations. 3. When the -heuristic is combined with improvement schemes, the quality of the nal schedule does not seem to be a ected by the formulation that is used. 4. When the ordering heuristics are embedded in a branch-and-bound algorithm, there is only little improvement in the quality o f t h e s c hedules produced. This is partly due to the fact that even in an hour of computing time relatively few nodes are evaluated, especially when using the strong formulations.
5. Even when using the weak z-formulation, it is impossible to construct schedules within an hour for most of the instances with 8 orders. Using only the weak formulations, we h a ve repeated the experiments with the Scheduleby-Random-j heuristic. Overall, the quality of the schedules produced is similar.
Next, consider the following scheme to create a reverse instance: 1. Reverse the labor pro les of all the jobs. 2. Reverse the direction of all the precedence constraints. It is not hard to see that the feasible schedules of the original instance and the reverse instance are in one-to-one correspondence 5 . Therefore, we can apply the above described LP-based ordering heuristics to the reverse instance as well. In some cases, this very simple idea leads to improved results. Consider, for example, the reverse instance of the one used to illustrate the third improvement s c heme, i.e.,`1 = 2 ; 1; 1; 4, We h a ve repeated our experiments using the reversed instances and found that even though we did nd some improved schedules, the overall results are very similar.
Our computational experiments have shown that the usefulness of LP-based ordering heuristics is restricted to small and medium size instances due to the time required to solve the linear programs. Solving these linear programs is di cult, in part, due to the makespan objective. Therefore, for each job j let s j denote its start time and let j bethe length of the longest path from job j to job n in the precedence graph G, and An optimal schedule with respect to the above objective function is also optimal with respect to the makespan objective function.
Again, we have repeated our experiments using this alternative objective function and found that even though we w ere able to evaluate more nodes of the search tree, the overall results are very similar. Table 7 summarizes the values of the best schedules found by the ordering heuristics in any of the experiments.
The overall conclusion is that LP-based ordering heuristics are capable of producing high quality schedules, but are limited to medium size instances due to the computational e ort required to solve the linear programs. Note that Van den Akker, Hurkens, and Savelsbergh 23 have shown that in certain situations Dantzig-Wolfe decomposition techniques can be applied to alleviate the di culties associated with the size of time-indexed formulations.
Exact MIP Approaches
The results of the previous section indicate that the strong formulations lead to very di cult linear programs. What is more, the LP values of both the weak and strong formulations are typically una ected by the labour constraint s , a n d t h e L P v alue remains equal to the length of the longest path in the precedence digraph. One, but not the only, reason for the ine ectiveness of a direct mixed integer programming approach is the makespan objective. MIPs are notoriously di cult to solve with min max objective functions.
Here we attempt to overcome these di culties and solve at least small instances. First we derive additional valid inequalities making explicit use of the values appearing in the labor pro les and constraints. Then we propose a simple enumerative branch-and- 
Strong Cutting Planes
The labour constraints ?? with the block constraints 21 for each block form together a knapsack with GUB generalized upper bound structure. Let B i ; u i r i=1 , B i 2 B, 1 u i p B i be a GUB cover with the fB i g r i=1 distinct and P r i=1`Bi ;u i L .
Proposition 6 For each t, the GUB cover inequality The next inequality for job or block models uses much more of the problem structure, but requires very strict conditions. We consider k 3 jobs such that the following hold for some positive i n tegers , , , t :
1. = min j=1;:::;k,1;u=1;:::;p j f`j ;u g 0; 2.`k ;u for some 1 u p k ;Proof: For jobs i = 1 ; : : : ; k ,1, job i is said to be active in period t if P minfp i ;q +h i g u=1 x i;t,u+1 = 1.
We suppose w.l.o.g. that jobs 1; 2; : : : ; m are active at t for some m k , 1, and that job i + 1 starts before i for i = 1 ; : : : ; m , 1. Let T 0 = ft; t , t ; : : : ; t , d q t e , 1t g.
Thus the left hand side of the inequality takes the value of the numberofactive jobs m, and the right hand side is 1 + P 2T 0 y .
We n o w make a series of simple observations: It is a straightforward exercise to extend these inequalities to the block formulation presented in Section 2.
A Branch-and-Prune Modi ed Objective Algorithm
This second approach is motivated by the observation that the LP relaxations with the makespan objective are very hard to solve, and also the impression that as the objective v alue best bound never moves during the branch-and-bound search, branching decisions must be more or less random and incoherent. Objective functions such as max P j P t t r x j;t with r 2 appear to overcome both these di culties the LPs are solved more rapidly, and the best bound decreases steadily during the tree search. To compensate for the changed objective function, some form of complete enumeration is required.
Branch-and-Prune Algorithm i Choose an initial feasible horizon T.
ii If an LP solution is feasible and fractional, branch.
iii If an LP solution is infeasible, prune the node.
iv If an integer feasible solution is found with makespan T T, store the solution and reduce the time horizon T T , 1. Note that this will make many active nodes infeasible. v When all nodes are pruned, the last solution found is optimal.
Obviously this algorithm becomes a heuristic if terminated early. It can also be used to establish a lower bound on the makespan by initialising with T = , 1.
A n a i v e v ersion of the algorithm can be implemented with a standard MIP system by restarting the branch-and-bound search every time that the horizon is reduced in Step iv.
Results
Results for the small 4 order instances using the naive branch-and-prune approach and the weak x-formulation are presented in Table 8 , in which the rst column gives the instance, the second the time horizon T used, the third the makespan of the rst feasible solution found infeas means problem shown to be infeasible, the fourth the time taken and the fth the numberof branch-and-bound nodes. The valid inequalities 24 and 25 are used to tighten the formulations. For instance i4o24ja we h a ve also added four additional inequalities limiting the number of jobs starting in the rst 10, 15, 20 and 25 periods. The time and number of nodes to nd a feasible solution or prove infeasibility is considerably less than with the makespan objective min s n . For example for instance i4o21j with T = 8 5 ; 83; 82, the corresponding times are 13s, 196s and 2074s respectively. i4o21j 85  84  2  17  83  82  2  11  82 Infeas81  2  7  i4o23j 60  58  5  22  58 Infeas57  2  0  i4o24ja 75  72  44  190  71  70  183  917  62 Infeas61  390  1877  i4o24jb 79  78  262  1965  73  72  12hrs  70 Infeas69 5250 7627  69 Infeas68  732  1047  i4o27ja 68  67  2576 4729  64 Infeas63 10262 17111 Instance i4o24ja has been solved using the block formulation and a selection of the inequalities 26 for values of q = 3 ; 5; 7 after the removal of a large number of inactive constraints a priori. With T = 70, the initial LP value longest path is 58, the value with the cuts 26 added is above 65.3, and a solution of makespan 68 is found and proved optimal after 4.5 hours. If the model is used just to prove that 68 is a lower bound on the optimum makespan, it takes 1.25 hours and 8700 nodes. All results in this section have been obtained running XPRESS-MP version 10.37 on a 166 Mhz Pentium.
A T abu Search Algorithm for the labor Constrained Scheduling Problem LCSP
In Section 3 we have seen that higher quality schedules are obtained when LP-based ordering heuristics are combined with simple improvement schemes, and that the usefulness of LP-based ordering heuristics is limited to small and medium size instances.
To be able to produce high quality solutions for large instances, a tabu search algorithm has been developed. Tabu search is a meta-heuristic for solving optimization problems, designed to help local search methods escape the trap of local optimality 8, 9 . The method makes use of a exible adaptive memory structure and tabu restrictions to drive and constrain the solution search process. The goal is to explore the solution space in an intelligent w ay, searching for good, hopefully optimal, solutions.
In this section, we present the details of our tabu search algorithm, denoted by TSLCSP and we discuss its performance on the complete set of instances described earlier.
TSLCSP
In TSLCSP, a schedule is represented by a job sequence S. Starting from an initial schedule, TSLCSP proceeds iteratively, choosing at each iteration the bestadmissible move from a candidate list. The moves in this list are de ned by t wo t ypes of operations on the job sequence Insert and Swap and only moves leading to feasible schedules are chosen. At the end of each iteration, the current s c hedule is replaced by the new schedule obtained. TSLCSP returns the best schedule found over all iterations.
Next, we describe the main components of TSLCSP in more detail.
Initial Solution
The starting point for TSLCSP can be one of three di erent s c hedules:
A schedule generated by a greedy heuristic that iteratively builds a schedule according to a well-de ned priority rule.
S 2 : A schedule generated by a schedule set based heuristic that builds either an active, or a non-delay, or a hybrid active and non-delay schedule see 2 for de nitions. For algorithmic purposes, the size of NS is too large On 2 . As a rst step to reduce the size of the neighborhood,we h a ve decided to consider only moves that result in feasible schedules. Though smaller, this neighborhood is still too large to be completely analyzed at each iteration of TSLCSP. Therefore, we have decided to work with four, even smaller, candidate sets of neighbors for a given sequence S: C S 1 S: A set of 10 sequences obtained from S by applying an Insert move to a randomly chosen pair of jobs i; j. C S 2 S: A set of 10 sequences obtained from S by applying a Swap move to a randomly chosen pair of jobs i; j. C S 3 S: The set of sequences obtained from S by applying an Insert move to all pairs of jobs i; j for a xed randomly chosen job j. C S 4 S: The subset of sequences obtained from S by applying an Insert move to all pairs of jobs i; j for a xed randomly chosen job i.
TSLCSP was tested with each one of the four candidate sets of neighborsde ned above. At each iteration, the new sequence chosen is the one with least cost and free of tabu restrictions.
Tabu Restrictions TSLCSP uses recency based tabu restrictions 10 to label as tabu-active the attributes of moves that were recently executed and that resulted in schedules with a larger objective function. Moves that contain tabu-active attributes are tabu moves. A tabu move cannot be executed unless an aspiration criterion is satis ed.
The following attributes of moves could be labeled tabu-active in TSLCSP:
A 1 : Job j was moved. A 2 : Job j was inserted immediately in front of job i. A 3 : Jobs i and j were swapped.
Tabu restrictions are associated with each of these attributes:
T R 1 : Job j cannot be moved for a certain number of iterations. T R 2 : Job j cannot be inserted immediately in front of job i for a certain number of iterations.
T R 3 : Jobs i and j cannot be swapped for a certain number of iterations.
Tabu Tenure Tabu tenure speci es the numberof iterations that a particular move is forbidden. In TSLCSP, w e h a ve adopted dynamic tabu tenures 10 , one for each tabu restriction:
T T 1 for T R 1 : An integer number randomly chosen between b0:5 p nc and d0:8 p ne. T T 2 for T R 2 : An integer number randomly chosen between b1:2 p nc and d1:5 p ne. T T 3 for T R 3 : An integer number randomly chosen between b0:9 p nc and d1:1 p ne.
Aspiration Criterion
The aspiration criterion used in TSLCSP is that a tabu restriction can beoverridden whenever the corresponding move leads to a schedule better than the current b e s t k n o wn schedule.
Cost Function
We have used boththe minimum makespan objective and the alternative objective introduced in Section 3. For both cost functions, given a sequence S, a feasible schedule is generated as follows. We scan the jobs in the order they appear in S, scheduling them at the earliest possible time while satisfying the precedence and labour constraints.
Termination Condition TSLCSP terminates when one of the following two conditions are satis ed: the limit on the maximum total number of iterations is reached; the limit on the maximum number of iterations without improvement to the best known schedule is reached.
Computational Results
Out of the many combinations of choices for the candidate set of neighbors,the tabu restrictions, and the tabu tenure, eight con gurations for TSLCSP were chosen for our computational experiments. These con gurations are summarized in Table 9 . Each con guration in Table 9 was tested for the three types of initial schedules and for the two cost functions. The code of the TSLCSP algorithm was written using the C++ language and compiled with the GNU g++ compiler. The computational results presented here were obtained on a SUN SPARCstation 1000, and all the schedules Table 9 : Con gurations of the TSLCSP algorithm.
Con guration Candidate Solution Set
Tabu Restriction Tabu Tenure Table 10 shows, for each instance of the data set, the makespan of the best schedule found and the CPU time to reach it. The results on each line correspond to the TS con guration which produces the solution with the smallest makespan.
The following observations can be made. First, there does not seem to be a particular con guration that performs better than the others. Secondly, for eight of the 25 instances, we had to make use of the reversed instance to obtain the best schedule indicated by a *" in the second column of Table 10 . Finally, i t is worth noting that for half of the instances the best solution was found while using the modi ed objective function.
Conclusions
The results in Sections 3 -5 show clearly that proving optimality of solutions for LCSPs of reasonable size is still a highly challenging problem. Tabu search appears to bethe method of choice if the goal is just to nd a good feasible solution for a large instance, though the results with constraint logic programming 15 are also good.
Using time-indexed integer programming formulations and a mixed integer solver, it is possible to nd reasonable solutions for medium-sized instances, and weak but nontrivial lower bounds on small instances. It remains an open question whether problemspeci c preprocessing, branching and variable selection rules, and valid inequalities can be devised that signi cantly improve the results. The other major challenge is to solve the linear programs more rapidly. Here one might consider alternative algorithms, or use of a starting basis from the network ow problem obtained by dropping the labor constraints.
The problem instances tackled here are all highly constrained, and therefore apparently di cult. A computational study of other classes of LCSPs is needed to show if these instances are exceptional or not.
