It has been shown previously by Nobel and Dembo (Stat. Probab. Lett. 17 (1993) 169) that, if a family of functions F has the property that empirical means based on an i.i.d. process converge uniformly to their values as the number of samples approaches inÿnity, then F continues to have the same property if the i.i.d. process is replaced by a ÿ-mixing process. In this note, this result is extended to the case where the underlying probability is itself not ÿxed, but varies over a family of measures. Further, explicit upper bounds are derived on the rate at which the empirical means converge to their true values, when the underlying process is ÿ-mixing. These bounds are less conservative than those derived by Yu (Ann. Probab. 22 (1994) 94).
Introduction
Let X 1 ; X 2 ; : : : ; X n be an X valued stationary stochastic process, where X is a set (equipped with a -algebra S of subsets of X). Let F be a family of [0; 1] valued Borel measurable functions on (X; S).
The process {X n ; n ¿ 1} (or its law) and the family F is said to have the property of uniform convergence of empirical means (UCEM) if for all ¿ 0,
f(X i ) − E P (f(X 1 )) ¿ = 0:
It is natural that the most widely studied case is the one where {X j } is an i.i.d. process. A comprehensive solution to the problem in this case has been given by Vapnik and Chervonenkis in a series of papers. In particular, in Vapnik and Chervonenkis (1971) , necessary and su cient conditions are given for a family of binary-valued functions to have the UCEM property. Note that in this case the UCEM property can also be interpreted in terms of the uniform convergence of empirical probabilities of a family of measurable sets to their true measures. The conditions of Vapnik and Chervonenkis (1971) were simpliÿed by Steele (1978) , who also showed that if these conditions hold, then in fact empirical probabilities converge almost surely to their values, and not just in probability. Thus, the classical Glivenko-Cantelli lemma, which states the empirical distribution function of a random variable converges almost surely to the true distribution function, can be interpreted in the present setting as the statement that the collection of semi-inÿnite intervals {(−∞; a]; a ∈ R} has the UCEM property, for every probability measure P. The latter conclusion of Steele is based on an ergodicity theorem due to Kingman (1968 Kingman ( , 1973 . Subsequently, Vapnik and Chervonenkis (1981) extended their previous results to functions assuming values in the interval [0; 1]. By appropriate scaling, their results can be made to apply to function families whose range is limited to a prespeciÿed compact set. Moreover, Steele's argument can be readily adapted to show that, even in this case, the Vapnik-Chervonenkis conditions imply the almost sure convergence of empirical means to their true values. In this connection also see Talagrand (1987) .
In certain applications such as machine learning and generalization by neural networks, it is necessary to study a stronger form of the UCEM property that is uniform both with respect to the family of functions as well as with the underlying probability measure. We will now introduce notation that we will use throughout the rest of the paper. Without loss of generality, we will assume that the stationary processes that we consider are indexed by {−∞ ¡ n ¡ ∞}. Also, without loss of generality, we assume that the underlying probability space is the canonical space (X ∞ ; S ∞ ; P) where X ∞ is the Cartesian product ∞ j=−∞ X, S ∞ is the corresponding product -algebra and P is a (shift invariant) probability measure on (X ∞ ; S ∞ ). The process {X j ; −∞ ¡ j ¡ ∞} is deÿned by X j (x) = x j ; x = (: : : ; x −1 ; x 0 ; x 1 ; x 2 ; : : :) ∈ X ∞ :
We will consider a family P of shift invariant probability measures P on (X ∞ ; S ∞ ). Note that P is shift invariant if and only if {X j ; −∞ ¡ j ¡ ∞} is a stationary process on (X ∞ ; S ∞ ; P).
For P ∈ P, let q(m; ; P) = P sup
and q(m; ; P) = sup P∈P q(m; ; P):
Note that there is a measurability issue that is being glossed over in the deÿnition of the quantity q(m; ; P). The set
appearing in (21) above may not be measurable. In the empirical process literature, it has been customary to ignore this issue by observing that the set is measurable under 'mild' conditions. For instance, this set is measurable if F is a countable collection of functions. More generally, suppose there exists a countable subset G ⊆ F such that for every f ∈ F there exists a sequence {g m } in G such that f(x) = lim g m (x) for all x ∈ X; then the above set is measurable (see for example van der Vaart and Wellner (1996) , p. 110).
The pair (F; P) is said to have the property of uniform convergence of empirical means, uniformly in probability (UCEMUP) if q(m; ; P) → 0 as m → ∞ for each ¿ 0.
By suitably modifying the original proof of Vapnik-Chervonenkis (1981) in the case of a single ÿxed probability, it is possible to extend their conditions in a natural way to provide necessary and su cient conditions for a family F to have the UCEMUP property; see Vidyasagar (1997) , Theorem 5.5. With this result, it can be said that the problem of uniform convergence of empirical means generated by i.i.d. samples is fairly well-understood. Note that this theory is also sometimes referred to as 'uniform laws of large numbers'.
In several applications such as the learning of dynamical systems, the assumption that the underlying sample sequence {X j } is i.i.d. cannot be justiÿed. Recently, there has been some interest in studying the uniform convergence of empirical means when {X j } is a mixing process. To make the ideas precise, suppose as before that P is a probability measure such that {X j } is a strictly stationary process under P. Let P 0 −∞ and P ∞ 1 denote the semi-inÿnite marginals of P: P 0 −∞ being the law of {X j ; ∞ ¡ j 6 0}, P ∞ 1 being the law of {X j ; 1 6 j ¡ ∞}. Then the ÿ-mixing (or Bernoulli mixing) coe cients of the stochastic process are deÿned as follows:
As ÿ(k; P) is bounded below by zero and is a nonincreasing sequence, lim k→∞ ÿ(k; P) exists. If lim k→∞ ÿ(k; P) = 0, then the process {X j } is said to be ÿ-mixing, or absolutely regular. For P ∈ P, let P * be the (inÿnite) product probability measure on (X ∞ ; S ∞ ) such the onedimensional marginals are the same as the ones under P. In Nobel and Dembo (1993) it is shown that if {X j } is a ÿ-mixing process under P, then whenever a family of functions F has the UCEM property under P * (for the i.i.d. process {X j }), it continues to have the UCEM property under P. However, Nobel and Dembo do not relate the rates of convergence of q(m; ; ·) in the two cases. The purpose of this note is to provide an explicit relationship between q(m; ; P * ) and q(m; ; P), and to extend this relationship to the case of a family of probability measures. In Yu (1994) , a bound for q(m; ; P) is given under a very strong assumption that a certain covering number is uniformly bounded, which is much stronger than the Vapnik-Chervonenkis conditions. The bound proven here does not require such a strong assumption. Thus the bounds derived here are less conservative than those of Yu.
Main theorems
In this section we will consider a family P of shift invariant probability measures P (so that {X j } is a strictly stationary sequence on (X ∞ ; S ∞ ; P)). We will assume that
where {ÿ(k)} is a ÿxed sequence converging to zero. Such a family will be called Uniformly ÿ-mixing family with mixing rate {ÿ(k)}. Recall that P * denotes the product measure on (X ∞ ; S ∞ ) with the same one-dimensional marginals as P. Let
Theorem 1. Let P be a uniformly ÿ-mixing family such that
Proof. Deÿne
Now by deÿnition;
By the boundedness of {a m (·)}; it follows that the following two conditions are equivalent:
This follows from the easily proven inequality sup P∈P q(m; ; P) 6 sup P∈P E P (a m (P)) 6 + sup P∈P q(m; ; P); ∀m; :
Hence we concentrate our e orts on showing that
Deÿne
By assumption, c m → 0 as m → ∞. This follows from the hypothesis that q(m; ; P * ) → 0 as m → ∞, for all ¿ 0, and analog of (7) with P replaced by P * .
Next, as shown by Nobel and Dembo (1993) , Lemma 2 (see also Yu, 1994 , Lemma 4.1), if a set A belongs to the -algebra {X i ; X i+k ; : : : ; X i+lk }, then
Consequently, if a function h is measurable with respect to {X i ; X i+k ; : : : ; X i+lk } and is bounded by , then
For now, ÿx a P ∈ P. In the sequel, the dependence of various quantities on P is suppressed in the interests of clarity. It should be noted that a m (P) = a m (P * ) as the one dimensional marginals of P and P * are the same. As a consequence, it follows that So we have
However, by stationarity, we have Substituting this into (12) shows that
since l m k m 6 m, and of course k m 6 m. Thus ÿnally we have
Note that the right-hand side is independent of P, so in fact it serves as a bound for the quantity sup P∈P E P (a m (P)). Now choose l m ; k m in such a way that both l m = m=k m ; k m → ∞ and l m ÿ(k m ) → 0. (such a choice is always possible only so long as ÿ(k) → 0 as k → ∞). Then the right-hand side of the above inequality approaches zero and establishes the desired conclusion (8).
The last inequality in the proof above not only establishes the desired conclusion (namely that the pair (F; P) has the UCEMUP property for a uniformly ÿ-mixing family P provided the corresponding (i.i.d.) family P * has the UCEMUP property) but it also provides an explicit bound on sup P∈P E P (a m (P)) in terms of the uniform ÿ-mixing rate and sup P * ∈P * E P * (a m (P * )). In principle, this inequality can be combined with (8) to obtain explicit estimates on the rate of convergence of q(m; ; P) vis-a-vis the rate of convergence of q(m; ; P * ). However, these estimates would be far too conservative, and would not be exponential even if q(m; ; P * ) and {ÿ(k)} are exponential. A direct approach is better suited to obtain such estimates, as given next.
Theorem 2. Let P be a shift invariant probability measure on (X ∞ ; S ∞ ) and let P * be the inÿnite product probability measure on (X ∞ ; S ∞ ) with the same one-dimensional marginals as P. Fix a sequence {k m } such that k m 6 m and let l m = m=k m denote the integer part of m=k m . Then q(m; ; P) 6 mÿ(k m ; P) + k m max{q(l m + 1; ; P * ); q(l m ; ; P * )}:
Proof. Deÿne m; i (f) as in the proof of Theorem 1; and recall that
Let A m; i denote the event
It now follows from (14) that
Next, observe that A m; i ∈ {X i ; X i+km ; : : : ; X i+lmkm } for 1 6 i 6 r m ;
A m; i ∈ {X i ; X i+km ; : : : ; X i+(lm−1)km } for r m + 1 6 i 6 k m :
Hence by Nobel and Dembo (1993) , Lemma 2 (see also Yu, 1994 , Lemma 4.1), it follows that |P(A m; i ) − P * (A m; i )| 6 l m ÿ(k m ; P) for 1 6 i 6 r m ;
Combining these bounds with (15) leads to q(m; ; P) 6 l m k m ÿ(k m ; P)
Finally, estimating P * (A m; i ) is straightforward. It follows from the deÿnition of q(m; ; P * ) (recall a m (P) = a m (P * )) that P * (A m; i ) 6 q(l m + 1; ; P * ) for 1 6 i 6 r m ; P * (A m; i ) 6 q(l m ; ; P * ) for r m + 1 6 i 6 k m :
Substituting these bounds into (16) and observing that l m k m 6 m completes the proof.
The following result is a ready consequence of Theorem 2.
Theorem 3. Let P denote a family of shift invariant probability measures on (X ∞ ; S ∞ ). Suppose that P is uniformly ÿ-mixing. Let P * be given by (5). Then q(m; ; P) 6 m sup P∈P ÿ(k m ; P) + k m max{ q(l m + 1; ; P * ); q(l m ; ; P * )}: (17) Remark. While the bounds given in (13) and (17) have the advantage of being "explicit"; Theorem 1 cannot be derived as a special case of Theorem 3. This is because; even if P is uniformly ÿ-mixing and the family of functions F has the UCEMUP property with respect to the family P * ; we might not be able to choose a sequence k m such that the right-hand side of (17) approaches zero. However; as shown in the next two sections; in the practically signiÿcant case where the mixing rate is "geometric" and the family of functions F has ÿnite VC or P-dimension; Theorem 1 does follow from Theorem 3.
Comparison with previously known bounds
Vapnik and Chervonenkis (1981) gave necessary and su cient conditions for a family of functions F to have the UCEM property with respect to a probability measure Q ∞ (for a probability measure Q on (X; S), Q ∞ will denote the inÿnite product measure on (X ∞ ; S ∞ ) and Q m will denote the m-fold product measure, on (X m ; S m ). By slightly modifying their proof, Vidyasagar (1997) extended the conditions to the case of a family of probability measures. In addition, by adapting some results of Haussler (1992) and Vidyasagar (1997) , Eq. (5.32) also gives an 'explicit' upper bound for the quantity q(m; ; P). For purposes of comparison, this bound is repeated here.
Let · a1 denote the so-called 'averaged l 1 -norm,' that is, for every vector v ∈ R m , deÿne
For a set S ⊆ [0; 1] m , let L( ; S; · a1 ) denote its external covering number to accuracy ; thus L( ; S; · a1 ) denotes the smallest integer n for which there exist vectors v 1 ; : : : ; v n , not necessarily themselves belonging to S, such that for every vector u ∈ S, we have min i=1; :::; n u − v i a1 6 :
m denote the set of values assumed by the vector
as f varies over F. Now Corollary 5.6 of Vidyasagar (1997) states that q(m; ; Q ∞ ) → 0 as m → ∞ if and only if
Moreover, Eq. (5.32) of Vidyasagar (1997) , combined with an observation on p. 127, leads to the estimate
Now suppose P ∈ P (so that {X j } is a ÿ-mixing sequence on (X ∞ ; S ∞ ). When combined with (6), the above estimate gives the bound q(m; ; P) 6 mÿ(
where Q is the one-dimensional marginal of P. The above bound may be compared with the bounds derived by Yu (1994) , especially Eq. (4.5). Apart from replacing the various O symbols with actual numbers, the above bound is less conservative, since Yu's bounds involve the supremum of the covering number L( ; F| x ; · a1 ), whereas the present bound involves only the expected value of this covering number.
Function families with ÿnite pollard dimension
An important special case, in which this bound given in (19) becomes easier to use, arises when the family of functions F has ÿnite Pollard dimension; see Pollard (1984) or Haussler (1992) for a deÿnition. In short, the Pollard dimension is a positive integer that measures the 'richness' of the family F-the larger the Pollard dimension, the richer is F. If F has ÿnite Pollard dimension, then empirical means of functions in F converge uniformly to their true values whenever the underlying stochastic process is i.i.d. with any law Q on (X; S). Moreover (see Haussler, 1992 or Vidyasagar, 1997 3), q(m; ; Q ∞ ) 6 8 16e ln 16e
for every probability measure Q on (X; S), where e denotes the base of the natural logarithm and d denotes the Pollard dimension of F. Now suppose as before that P is a uniformly ÿ-mixing family of (shift invariant) probability measures. Further, assume that the uniform ÿ-mixing rate is geometric, i.e. there exists a constant ¡ 1 such that ÿ(k; P) 6 
In order for both terms to decay at approximately the same rate, let us set k m = m=s (assuming that m ¿ s) and l m = m=k m . Then k m ¿ m=s − 1 and l m ¿ ( √ ms − 1). Estimate (22) now yields
So we get
Comparing (20) and (23), we see that in the former, the exponent is proportional to m, whereas in the latter case the exponent is proportional to only m 1=2 , irrespective of how rapidly mixing the process {X j } is. We can simplify the expression on the right-hand side of (23) somewhat, at least for small and large m.
For a given , for small , 1 ¡ s and then for large m, the ÿrst term will dominate. Indeed, we can say that for small enough (so that s ¿ 1) and large enough m (so that m ¿ (C( ))
2 )=s), one has q(m; ; P) 6 
Function families with ÿnite fat-shattering dimension
As stated in the previous section, the ÿniteness of the Pollard dimension is a su cient condition for a family of functions to have the UCEMUP property for all possible probability measures. A weaker su cient condition is the ÿniteness of the so-called fat-shattering dimension, as deÿned in Alon et al. (1993) . Unlike the Pollard dimension d(F) which is an integer dependent only on the family F, the fat-shattering dimension fat(F; ) has two parameters, namely: the family of functions F as well as the shattering width . It is the case that fat(F; ) 6 d(F) ∀ :
Hence the ÿniteness of the Pollard dimension implies the ÿniteness of the fat-shattering dimension for every width . But the interesting case is the one in which d(F) is inÿnite, and yet fat(F; ) is ÿnite for every .
The importance of the fat-shattering dimension arises from the inequality E[L( ; F| x ; · a1 ); P m ] 6 2 4m 2 fat(F; =4) ln(2em=(fat(F; =4) )
; which is proved in Alon et al. (1993) . Hence, if fat(F; ) ¡ ∞ ∀ , then it follows by substituting the above bound in (18) that the family of functions F has the UCEMUP property when the samples come from an i.i.d. process, with any law Q. Moreover, the ÿniteness of the fat-shattering dimension is a necessary condition for the family F to be "learnable" in the case of noise-corrupted measurements-a concept that is not pursued further here; see Bartlett et al. (1994) for details. Thus, the ÿniteness of the fat-shattering dimension is a su cient, and a "nearly necessary", condition for the UCEMUP property. From Theorem 2, it follows that whenever the family of functions F has ÿnite fat-shattering dimension for each ÿnite width, the pair (F; P) has the UCEMUP property for every uniformly ÿ-mixing family P. Moreover, by substituting the above estimate into (19), it is possible to obtain explicit estimates on the rate at which the quantities q(m; ; P) and thus q(m; ; P) converge to zero.
Conclusions
In this note, explicit upper bounds have been derived for the rate at which empirical means of a family of functions converge uniformly to their true values, when the underlying process is not i.i.d. but is mixing. These bounds improve upon previously known bounds.
