Introduction
The writers would like to thank the discussers for bringing up some useful comments on our paper. We agree with the discussers' efforts to improve the performance of the genetic algorithm-support vector machine regression (GA-SVR) model. The authors would like to address each main point individually.
Data Normalization
In machine learning, data normalization has usually been done because it guarantees that all input variables receive equal attention during the training process to avoid extremely small weights and to avoid problems caused by the limits of the transfer function (Maier and Dandy 2000; Dawson and Wilby 2001) . Typical data standardization procedures equalize the range and/or data variability. Two common data normalization methods are 0-1 scaling and Z-score scaling. An appropriate normalization method depends on the data set and the conventions of the particular field of research. The 0-1 scaling method was used in this work. Bahrami suggested that a normalization test (Box and Cox 1964) should be performed after each normalization process. The writers believe that this suggestion is very meaningful. However, limited by our research scope, we did not discuss the impact of data normalization on the research model.
Performance of GA-SVR
Bahrami asked why the authors did not compare the results with the methodology used by Salmasi and Özger (2014) . The original paper compared the performance of the adaptive neuro-fuzzy inference system model (ANFIS) (Salmasi and Özger 2014; Roushangar et al. 2017) , multivariate adaptive regression splines model (MARS) (Parsaie et al. 2016) , and back-propagation neural networks (BPNN) (Roushangar et al. 2014) in the "Discussion" section. The discusser also pointed out that the data cannot sufficiently represent the conditions in nappe and transition flow regimes. The "Predicted Results Using Original Data Sets" section stated that for a small-scale data set, the prediction error was larger than those of the other data sets, so the sample size must be large in order to improve the prediction accuracy.
SVR Parameters Optimization
Bahrami suggested running the GA several times and reporting the best solution obtained by GA because GA starts with a random population in the first generation and changes this population in other generations using random-based operators, crossover, and mutation. In fact, the optimal values of C, σ, and ε were obtained by running the GA several times. The writers agree that the selection of GA parameters has an impact on the accuracy of the model. However, our goal was to obtain a high-precision GA-SVR model, so we just studied how to optimize the three parameters of SVR and set parameters of the GA to a constant value. The initial population number of the GA was set to 30. The maximum number of iterations was 300. The percentage of crossover was 0.7 and the percentage of mutation was 0.001. The convergence criterion was that the mean-squared error (MSE) of the next generation model minus the MSE of the previous generation model was less than 0.0001 or that the algorithm reached the maximum number of iterations.
Back-Propagation Neural Networks
Bahrami suggested that the network weights of BPNN should be optimized to avoid excessive training or lack of sufficient training the values through continuous training. In hydraulic engineering, using machine learning methods to study the hydraulic performance of hydraulic structures is still a new research topic. In our work, we did not consider how to optimize the performance of BPNN but referred to the BPNN model of Roushangar et al. (2014) . The cross-validation approach was not used for training the BPNN model.
Sensitivity Analysis of Input Variables
Qian et al. studied the sensitivity of energy dissipation to unit discharge, spillway geometry, and flow regime. Eleven different input combinations (M0-M10) were used to develop GA-SVR models. The sensitivity analysis results indicate that y c =h and N are the two most influential input variables. The writers agree with the discussers that α has a significant influence on ΔE=E t . The discussers believe that the influence of α on ΔE=E t is relatively small when DN > 0.000125, and most of the data points used in the discussion (144/217) were just within this range, and more than 60% of the total data points correspond to α ¼ 45°. These two reasons led to a limited impact of α in predicting ΔE=E t . The writers agree that the energy dissipation mechanism and characteristics are different with the different range of values of α (Ohtsu et al. 2004; Takahashi and Ohtsu 2012) . Therefore, it is necessary to study the prediction accuracy of the GA-SVR model under different α values in our future research. In our opinion, sensitivity analysis is necessary to build a desirable GA-SVR model because it can help people reduce the dimensionality of input variables. Similar research has been performed (Roushangar et al. 2014) . At last, the writers would like to say that Qian et al.'s work is very meaningful.
