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a b s t r a c t
Numerical tests are used to evaluate the accuracy of two finite element formulations
associated with the discrete ordinates method for solving the radiative transfer equation:
the Least Square and the Discontinuous Galerkin finite element formulations. The results
show that the use of a penalization method to set the Dirichlet boundary conditions leads
to a more accurate solution than the weakly type setting where the Least Square method is
seen to be more sensitive. Convergence in mesh size shows that, while both methods give
accurate results, the Discontinuous Galerkin formulation uses five times more degrees of
freedom than the Least Square formulation, which may lead to large systems to handle
when the number of mesh elements is large. The comparison of both methods using
the Sn and the Tn angular quadratures has shown that the Discontinuous Galerkin gives
more accurate solutions, as expected, for problems with strong discontinuities, but may
exhibit some oscillations due to the Galerkin procedure. A last test featuring a collimated
irradiation shows that both methods give the same accuracy due to the separation of
the radiative intensity into transmitted and scattered components, which removes the
discontinuities in the implementation of the boundary conditions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
During the last few decades, increasing developments of new optical techniques of clinical controls and medical
diagnostics have been achieved. These developments were made possible thanks to advances in the theoretical
understanding of the interaction between light and optical properties of semi-transparent media such as human tissues.
One of the most spectacular of these advances is the possibility to acquire a picture of the spatial distribution of the optical
properties (absorption and scattering coefficients) of different parts of the body from measurements at the surface. Spatial
distribution gives information about physiological and pathological state of human tissues. This technology of imaging is an
inverse method, named optical tomography [1], which consists in identifying the properties of a forward model based on
light transport through tissues.
Light transport in tissue is described by a Bolzman type integro-differential equation called the radiative transfer
equation. This equation is difficult to solve, and solutions are available only for simple cases. Different approximations are
used, among which the diffusion approximation is well suited for biological tissue, due to their high scattering [2]. While
this approximation leads to an equation that is easy to solve, it fails to describe light transport near boundaries, sources, and
in void-like regions where the mean free path is very large [3].
Nowadays, major improvements are carried out in order to obtain rapid and accurate algorithms. Among them, the use
of the complete radiative transfer equation as a forward model to overcome the limitations of the diffuse approximation in
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optical tomography, has recently received a great interest [4,5]. In order to extend our recent findings [6,7,5] in this area,
we are now looking forward to adapt our code to complex geometries.
In the last decade, an increasing interest has been devoted to the finite element formulations of the discrete ordinates
method in solving the radiative transfer equation due to its simplicity, its flexibility, its property of being able to handle
complex geometries and advection type equations. From a standard Galerkin formulation, a number of studies have been
done to improve the accuracy of these models, such as the Streamline Diffusion Petrov Galerkin [8], the Least Square
formulation [9] and the Discontinuous Galerkin formulation [10], to name a few.
This study presents a comparison of two finite element forwardmodels of light transport based on the discrete ordinates
method: the Least Square and the Discontinuous Galerkin formulations. We focus on the boundary conditions settings.
Numerical tests are used to evaluate the accuracy of bothmethods in solving the radiative transfer equation associated with
the discrete ordinates method using the Tn and the Sn angular quadratures.
2. Radiative transfer modeling
Let us consider an absorbing and scattering medium (D) bounded by a diffuse reflection boundary (∂D). The time
independent radiative transfer equation in a directionΩ and for each spatial position r ∈ D , is given by [2]:
(Ω.∇) I (r,Ω)+ (κa + σs) I (r,Ω) = κaIb (r)+ σs4pi
∫
Ω ′=4pi
I
(
r,Ω ′
)
Φ
(
Ω ′,Ω
)
dΩ ′ (1)
where I (r,Ω) is the radiative intensity, (κa + σs) I (r,Ω) is the extinction in the medium due to both absorption (κa) and
scattering (σs). Ib (r) is the black body radiative intensity of the medium given by Ib (r) = σT (r)4 /pi where T (r) is the
temperature and σ is the Stephan–Boltzmann constant. Ib (r) represents the emission source term of the medium due to
its temperature. The last source term σs4pi
∫
Ω ′=4pi I
(
r,Ω ′
)
Φ
(
Ω ′,Ω
)
dΩ ′ is the redistribution of the intensity due to the
scattering where Φ
(
Ω ′,Ω
)
is the scattering phase function which describes the amount of light intensity in the direction
Ω ′ that is scattered in the directionΩ .
The radiative flux q(r) and the incident radiance G(r) are given by
q(r) =
∫
4pi
I (r,Ω)ΩdΩ,G(r) =
∫
4pi
I (r,Ω) dΩ. (2)
In the case of a diffuse reflection boundary, the boundary conditions of Eq. (1) are given by
I (r0,Ω) = Ib (r0)+ 1− 
pi
∫
n.Ω ′>0
I
(
r0,Ω ′
) ∣∣n.Ω ′∣∣ dΩ ′ (3)
where r0 ∈ ∂D , I (r0,Ω) and I
(
r0,Ω ′
)
are respectively the outgoing and the incoming intensities at the boundary, n is the
outward unit normal vector at the boundary,  is the emissivity of the boundary.
Many solution techniques for solving Eq. (1) associated to the boundary conditions (3) exist, such as the Monte Carlo
method [11], the P-N method [12], the finite element method [13], and the discrete ordinates method [14], to name a few
of them. The latter method will be used in the following study.
3. Discrete ordinates method
In the discrete ordinates method, the radiative transfer Eq. (1) associated to (3) is solved for a finite number of directions
spanning the total solid angle of 4pi around a point in space, and integrals over solid angles are replaced by a numerical
quadrature [14]. For each discrete direction m, one obtains a spatial differential equation which is written in Cartesian
coordinates as
µm
∂ Im
∂x
+ ηm ∂ I
m
∂y
+ ξm ∂ I
m
∂z
+ (κa + σs) Im = κaIb + σs4pi
M∑
m′=1
Im
′
Φ
(
m′,m
)
wm′ (4)
where M is the number of directions, ν, η and ξ are the direction cosines along the x, y and z coordinates of the direction
m,wm is the quadrature weight and Im = I (r,Ωm) is the radiative intensity in directionm. The boundary conditions (3) are
then written as
Im (r0) = Ib (r0)+ 1− 
pi
M∑
m′=1,n.Ωm′>0
Im
′
(r0) |n.Ωm′ |wm′ . (5)
Following the improvement in treatment of scattering using the discrete ordinate method given by [15], Eq. (4) is
rewritten as
µm
∂ Im
∂x
+ ηm ∂ I
m
∂y
+ ξm ∂ I
m
∂z
+
(
κa + σs − σs4pi Φ
(
m′,m
)
wm
)
Im = κaIb + σs4pi
M∑
m′=1,m′ 6=m
Im
′
Φ
(
m′,m
)
wm′ . (6)
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Eq. (6) associated to its boundary conditions (5) are to be solved for the M directions, and the temperature field (for a
radiative equilibrium) is obtained by using the energy conservation equation (7)
∇.q (r) = κ (4pi Ib(r)− G(r)) = κ
(
4pi Ib −
M∑
m=1
Imwm
)
= 0. (7)
Eq. (6) associated to (5) is an advection type equation that can be solved by numerical methods such as the finite volume,
finite difference or finite element method, among others.
4. Discrete ordinates method with finite element method
We present, below, two finite element formulations for solving Eq. (6) with (5): the Least Square (LS) method [9] and
the Discontinuous Galerkin (DG) method [10]. We also discuss two types of boundary conditions setting. For a better
presentation of the finite element formulations, let us represent Eqs. (6) and (5) by
β.∇u+ bu = f ∀x ∈ D
u = h ∀x ∈ ∂D− (8)
where the radiative intensity Im is replaced by unknown scalar field u, the discrete directionΩm = (µm, ηm, ξm) is replaced
by a constant vector β , and f , b, h are given by
f = κaIb + σs4pi
M∑
m′=1,m′ 6=m
Im
′
Φ
(
m′,m
)
wm′ ,
b =
(
κa + σs − σs4pi Φ (m,m) wm
)
,
h = Ib (rw)+ 1− 
pi
M∑
m′=1,n.Ωm′>0
Im
′
w |n.Ωm′ |wm′ .
(9)
In Eq. (8), ∂D is the boundary of the domainD , ∂D− = {x ∈ ∂D, n (x) .Ωm < 0} is the inflow boundary according to the
direction of light propagationΩm. Eq. (8) can be cast in a compact form as :
L (u) = f ∀x ∈ D
G (u) = h ∀x ∈ ∂D− (10)
where operators L(u) and G(u) are L (u) = β.∇u + bu and G (u) = u. Note that as β is a constant vector, and u a scalar
fields, then β.∇u could be replace by ∇.(βu).
4.1. Least square formulation
The least square finite element formulation associated to (10), aims at minimizing a functional of the form [9]:
J (u, f , h) = 1
2
‖L (u)− f ‖2D +
1
2
‖G (u)− h‖2
∂D− (11)
where ‖u‖2D =
∫
D
u2dD and ‖u‖2
∂D− =
∫
∂D− u
2ds. It is pointed out that formulation (11) bears two restrictions [9]
1. operatorL is assumed to be of first order,
2. the functional J is exclusively defined in terms of L2 norm which allows to prove the optimality of the solution.
The Euler–Lagrange equation for the minimization of Eq. (11) is given by the following variational problem [9]
Find u ∈ X such that
B (u, v) = F (v) ∀v ∈ X (12)
where X is the spacewhere spans the solution, whereas the bilinear formB and the right hand sideF are defined as follows:
B (u, v) = (L (u) ,L (v))D + (G (u) ,G (v))∂D−
F (v) = (f ,L (v))D + (h,G (v))∂D− . (13)
In Eq. (13), (., .)D and (., .)∂D denote the integral over the domainD and on its boundary ∂D respectively.
After discretizing Eqs. (12) and (13) by replacing u and v by uh ∈ Xh and vh ∈ Xh where Xh is the space of piecewise
polynomial functions of degree p, the problem can be rewritten as:
Find uh ∈ Xh such that
B (uh, vh) = F (vh) ∀vh ∈ Xh (14)
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Fig. 1. Pure absorbing test geometry.
and
B (uh, vh) = (L (uh) ,L (vh))D + (G (uh) ,G (vh))∂D−
F (vh) = (f ,L (vh))D + (h,G (vh))∂D− . (15)
Then, in the following test cases, the Least Square formulation is given by Eqs. (14) and (15) where p = 1.
4.2. Discontinuous Galerkin formulation
The Discontinuous Galerkin finite element method was first introduced to discretize simple transport equations by Reed
and Hill in 1973 [16]. Over the past few years, this method has been applied to a variety of problems, and many different
schemes were introduced, employing different convective and diffusive fluxes[10]. The Discontinuous Galerkin starts with
a variational formulation of (10) by multiplying it by a test function and integrating by parts [17]. We then obtain∑
k∈D
{
(−βu,∇v)k + (βu.n, v)∂k
}+ (bu, v)D = (f , v)D (16)
where β.∇u has been replaced by∇.(βu) in Eq. (10), (., .)k and (., .)∂k denote the integral over a cell k and the boundary of
the cell ∂k respectively.
In order to discretize Eq. (16) for the case of Discontinuous Galerkin formalism, functions u and v are replaced by discrete
functions uh and vh that belong to the space Vh of discontinuous piecewise polynomial function of some degree p. In the
following test cases, p = 1.
Because of the discontinuity of the discrete function on the inter-element faces, the flux βu.n is replaced by a numerical
flux function that must be consistent and conservative. We use, here, an upwind-flux given by
βuh.n =
{
β.n u−h for β.n < 0
β.n u+h for β.n ≥ 0 (17)
where u+h and u
−
h are respectively the value of uh in cell k and the value of uh on the neighboring cell. The Discontinuous
Galerkin formulation of Eq. (10) is then:∑
k∈D
{
(−βuh,∇vh)k + (β.n uh, vh)∂k+ +
(
β.n u−h , vh
)
∂k−\∂D−
}
+ (bu, v)D = (f , v)D − (β.n h, vh)∂D− (18)
where ∂k− = {x ∈ ∂k, n (x) .β < 0} is the inflow boundary of the cell k and ∂k+ = ∂k \ ∂k−. Eq. (18) is the Discontinuous
Galerkin formulation that will be used in the following numerical test cases.
4.3. Penalization of the boundary conditions
It is to be noted, that in formulations (15) and (18), the boundary conditions are weakly imposed. One can also remove
the boundary part by setting their exact value or use a penalization method [18].
The discretization of Eq. (15) or (18) may lead to the resolution of a system of equations :
A.X = F (19)
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Fig. 2. Uniform triangular mesh.
Fig. 3. Angular dependency of L2 errors for the LS method. (p) penalized type setting, (w) weak type setting.
where X ∈ RN is the vector of unknowns,A ∈ RN×N is the matrix of the bilinear form of Eq. (15) or Eq. (18), F ∈ RN is the
corresponding linear form (right hand side term) and N is the number of degrees of freedom. The penalization is done by
setting
A (i, i) = λi
F (i) = λi ∗ h (20)
where i is an inflow boundary degree of freedom, λi are the penalization parameters. The λi are chosen such that for all
inflow boundary degrees of freedom i, λi  A (i, i), ∀j = 1, . . . ,N . In order to simplify the choice of the penalization
parameters λi, we set all these parameters to a high valueΛ chosen numerically such thatΛ = Λ+ 1.
5. Numerical tests
We investigate, in this section, the accuracy of the previous finite element formulations associated with the discrete
ordinates method in solving the radiative transfer equation.
5.1. Test with a purely absorbing medium
5.1.1. Description
A square (Fig. 1), with side of unit length encloses a gray gaswith a uniformblackbody dimensionless intensity of one [19].
The medium is non-scattering. The starting intensity on the left side is 1 while, on the bottom wall, the intensity is 0. All
walls are black. The intensity field is computed for rays with positive (µ, η, ξ) direction cosines which are described by an
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Fig. 4. Angular dependency of L2 errors for the DG method. (p) penalized type setting, (w) weak type setting.
Fig. 5. Comparison of LS and DG for penalized type setting.
angle φ between the ray direction and the south boundary (x axis) i.e µ = cos(φ) and η = sin(φ) where φ varies from 0◦
to 90◦. The exact solution of the intensity field is given by
I (x, y, φ) =

1 if µy− ηx > 0
1− 1
2
e−κx/µ if µy− ηx = 0
1− e−κy/η if µy− ηx < 0.
(21)
For φ = 0◦ and φ = 90◦, we take the limit of I (x, y, φ) for φ → 0+ and φ → 90− respectively. For comparison, we
introduce a global error based on L2 norm defined by
L2errors =
[∫
D
(Iexact − Inum)2 dx
]1/2
(22)
where Iexact is the analytical solution given by (21), Inum is the computed intensity with both finite element formulations.
5.1.2. Results
The LS and the DG formulations are applied to solve the test problem Section 5.1.1 on a uniform triangular mesh of size
0.0250 m (see Fig. 2), for φ ∈ [0, 90], κ = 0 m−1 and κ = 10 m−1 with both types of boundary conditions setting. The
O. Balima et al. / Journal of Computational and Applied Mathematics 234 (2010) 2259–2271 2265
Fig. 6. L2 errors evolution for different meshes with LS method.
Fig. 7. L2 errors evolution for different meshes with DG method.
solutions are compared to the exact solution. Figs. 3 and 4 show the L2 errors evolution according to the angle φ with both
types of boundary conditions setting. It is seen that the LS solutions are more sensitive to the boundary conditions setting.
For κ = 0 m−1, a global maximum error is obtained at around φ = 45◦ for both methods. This is due to the fact that, for
φ = 45◦, the line on which lie the discontinuities of the solution (line defined by µy = ηx) is the longest. As the medium
becomes thicker (from κ = 0 m−1 to κ = 10 m−1), the accuracy of both methods increases and the type of boundary
conditions implementation becomes less and less decisive. The method of penalizing the boundary conditions gives better
results with both methods.
The results of both methods using the penalization technique to set the boundary conditions are reported on Fig. 5 for
comparison. It is seen that the Discontinuous Galerkinmethod givesmore accurate solutions than the Least Square one. This
is due to themain characteristic of the Discontinuous Galerkinmethod, which is well suited for discontinuous problems. The
Least Square method, according to the first assumption, looks for a continuous solution [20]. Then, when the solutions are
smooth (opaquemedium), bothmethods give accurate solutions, with an advantage for the Discontinuous Galerkinmethod.
In order to show the convergence of both formulations with the mesh size, a comparison of the solutions is done with
three meshes and the L2 errors evolution are plotted on Figs. 6 and 7 where the properties of the meshes and corresponding
finite elements spaces are given in Table 1. For both formulations, the solutions are accurate as the mesh becomes finer,
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Fig. 8. Pure scattering test case geometry.
Fig. 9. LS with the Sn quadrature.
Table 1
Mesh and finite elements properties: Nt number of mesh elements, Ndof number of degrees of freedom.
Mesh Mesh size (m) Mesh Nt Ndof of LS Ndof of DG
1 0.0500 930 506 2790
2 0.0250 3478 1820 10434
3 0.0125 16228 8275 48684
with an advantage for the Discontinuous formulation. However, it is seen that the Discontinuous Galerkin formulation uses
five times more degrees of freedom than the Least Square one (see Table 1) which may lead to large system to handle when
the number of mesh elements is large.
5.2. Test with a purely scattering medium
5.2.1. Description
This second test case is depicted in Fig. 8. It consists of a square cavity enclosing a purely isotropically scatteringmedium
where κ = 0 m−1, σ = 1 m−1. The prescribed radiative intensity is one at the upper boundary and zero everywhere else.
The reference solution for the heat flux at the bottom wall is given by Crosbie et al. in [21].
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Fig. 10. DG with the Sn quadrature.
Fig. 11. LS with the Tn quadrature.
It is pointed out that this test case is very difficult to handle with the discrete ordinates method, as reported in the
literature, due to the ray effect. A study of this case is presented in [22] where the ray effect is handled by a modified
discrete ordinates method. In the following test, we only increase the number of directions in the quadrature in order to
reduce the ray effect, and evaluate the accuracy of both finite element methods using the discrete ordinates method for
solving the radiative transfer equation.
5.2.2. Results
Figs. 9–12 show the results obtained with both methods, using, separately, the Sn and Tn quadratures. Compared to the
exact solution given by Crosbie et al., it is seen, as expected, that the solutions are more accurate when the number of
directions used is large. When comparing both quadratures, it can be observed that the Tn gives more accurate solutions
than the Sn. For each quadrature, the Least Square method still exhibits some inaccuracies at the boundaries where the
Discontinuous Galerkin method is more accurate. This is in agreement with the results obtained on Fig. 5. The accuracy of
the Tn is particularly emphasized in Fig. 13 for both methods. It is seen that the Discontinuous Galerkin method is more
accurate but can exhibit some oscillations, due mainly to the Galerkin procedure.
2268 O. Balima et al. / Journal of Computational and Applied Mathematics 234 (2010) 2259–2271
Fig. 12. DG with the Tn quadrature.
Fig. 13. Comparison of LS and DG with T6 .
5.3. Test of a collimated irradiation
5.3.1. Description
As a third case, we consider a two-dimensional enclosure, with collimated beams incident through a transparent top
wall at an angle φc with respect to the normal (Fig. 14), the other walls being opaque [23]. As treated in [2,23], the radiative
intensity is separated into two components: the transmitted intensity of the collimated beam (It ) and the scattered intensity
within the medium (Is). The transmitted component is solved analytically by
It(τx, τy,Ω) = Ic(τx, τy,Ωc) exp
(
−τyH − τy|ξc |
)
δ(Ω −Ωc) (23)
where δ is the Dirac function, τx and τy are the optical coordinates given respectively by τx = (κa+σs)x and τy = (κa+σs)y.
The radiative transfer equation which describes Is takes the following form in optical coordinates:
µ
∂ Is(τx, τy,Ω)
∂τx
+ ξ ∂ Is(τx, τy,Ω)
∂τy
+ Is(τx, τy,Ω) = S(τx, τy,Ω) (24)
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Fig. 14. Collimated test case.
Fig. 15. Source term with the LS method.
where S(τx, τy,Ω) is the source term given by
S(τx, τy,Ω) = ω4pi
∫
Ω ′
Is(τx, τy,Ω)Φ(Ω,Ω ′)dΩ ′ + ω4pi Ic(τx, τyH ,Ωc)Φ(Ωc,Ω) exp
(
−τyH−τy|ξc |
)
. (25)
and where ω = σs
(κa+σs) is the scattering albedo, Ic is intensity of the incident collimated beam through the boundary at an
angleΩc = (µc, ξc) and τyH = (κa + σs)H .
5.3.2. Results
Both formulations associated with the discrete ordinates method are used to solve the problem Section 5.3.1 where the
incidence is normal (φc = 0◦) and the medium is purely isotropically scattering. The computation uses the S14 quadrature,
and the dimensionless source (S∗ = S/ |ξc Ic |) term of the solutions is compared with that of the reference solution given
in [24]. The comparison (Figs. 15 and 16) shows that both LS and DG methods give accurate solutions.
Figs. 17 and 18 illustrate the absolute relative errors (∆) based on the solutions given by [24]. It is seen that the accuracy
of both methods are quite the same due to the continuity of the solutions. In fact, the separation of the radiative intensity
removes the discontinuities induced by the boundary conditions. Consequently, the advantage of the DG formulation is
suppressed in this case.
2270 O. Balima et al. / Journal of Computational and Applied Mathematics 234 (2010) 2259–2271
Fig. 16. Source term with the DG method.
Fig. 17. Errors (∆) with LS method.
6. Conclusion
In this study, the accuracy of two finite element formulations (Least Square and Discontinuous Galerkin) of the radiative
transfer equation based on the discrete ordinates method, was worked out with a focus on the boundary conditions setting.
The boundary conditions settings show that, for both methods, a penalization leads to a more accurate solution than the
weak setting. It is also seen that the Least Square finite element solution suffers at boundary from the discontinuity of
the solution. A test of convergence in mesh size shows that, while both methods give accurate results, the Discontinuous
Galerkin formulation uses five times more degrees of freedom than the Least Square formulation, which may lead to large
system to handle when the number of mesh elements is large. A second test case on a pure scattering medium using the
Tn and the Sn quadratures shows that both methods give accurate results, with an advantage for the Tn quadrature. In this
test case, the Discontinuous Galerkin formulation gives more accurate solutions than the Least Square one, but may exhibit
some oscillations, due mainly to the Galerkin procedure. A last test with a collimated irradiation shows that both methods
give quite the same accuracy due to the separation of the radiative intensity into two components, which suppresses the
discontinuities at the boundaries. As the data used in optical tomography are recorded mainly at the boundaries of the
medium, then the Discontinuous Galerkin formulationmay be well suited. This methodwill be improved and used in future
works on optical tomography.
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Fig. 18. Errors (∆) with DG method.
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