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Introduc¸a˜o
Neste trabalho apresentamos uma formulac¸a˜o abstrata para alguns tipos importantes de
equac¸o˜es diferenciais parciais na˜o lineares estaciona´rias e de evolucio´n cuja formulac¸a˜o
inclui como casos particulares as cla´ssicas equaco˜es de Navier-Stokes e Boussinesq entre
outras.
Estabeleceremos resultados de existeˆncia global de soluc¸o˜es fracas e existeˆncia de
soluc¸o˜es com a propriedade de reproduc¸a˜o (noc¸a˜o que generaliza num certo sentido a de
periodicidade). Considerando hipt´esis adicionais para os operadores envolvidos, demons-
tramos tambe´m a unicidade de soluciones fracas.
Nossa principal ferramenta e´ o me´todo de Galerkin do qual lembramos os pontos
essenciais:
1. Formulac¸a˜o fraca do problema a ser estudado. Isto envolve uma escolha adequada
dos espac¸os de func¸o˜es .
2. Existeˆncia da soluc¸a˜o do problema fraco. Isto envolve os seguintes aspectos:
(a) Formulac¸a˜o do problema aproximado e existeˆncia, pelo menos, de soluc¸o˜es
locais.
(b) Estimativas a priori: neste ponto, usualmente se obte´m a existeˆncia global das
aproximac¸o˜es num intervalo [0, T ], T > 0 fixo. Tambe´m e´ necessa´rio demons-
v
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trar que as aproximac¸o˜es esta˜o em bolas fixas, i.e., o raio na˜o dependente de
k, de certos espac¸os normados.
(c) Uso das limitac¸o˜es obtidas em b) para obter o candidato a soluc¸a˜o .
(d) Fortalecimento das convergeˆncias obtidas em c) para o passo ao limite nos
te´rmos na˜o lineares.
(e) Demonstrar que o candidato obtido em c) e´ de fato soluc¸a˜o do problema fraco.
3. Estudo da poss´ıvel unicidade da soluc¸a˜o obtida. Para isto e´ usual impor mais
hipo´tesis sobre os dados e os operadores envolvidos no problema.
4. Estabilidade da soluc¸a˜o em relac¸a˜o aos dados. Isto e´ importante desde o ponto de
vista da ana´lisise nume´rica.
Um dos pontos mais dif´ıceis no uso do esquema descrito anteriormente e´ o fortale-
cimento das convergeˆncias. Para conseguir fazer isto, usamos o Lema de Compacidade
de Aubin-Lions e teoremas que envolvem derivadas temporais fracciona´rias (ver [Lio69],
[Tem79]). Estes teoremas podem ser usados no problema abstrato que apresentamos,
pore´m, vamos usar outro de J. Simon e que pode ser aplicado em problemas nos quais
os anteriores sa˜o inoperantes, por exemplo nas equac¸o˜es dos fluidos na˜o homogeˆneos (ver
[RM95], [Sim90a]).
Para o uso pra´tico do Teorema de J. Simon, apresentamos um Lema (ver Lema 1.6)
que aparece em [OTRM96].
A formulac¸a˜o abstrata apresentada e´ dada em [Tem79] e [aa94], onde os autores obte´m
resultados similares a`queles apresentados neste trabalho.
O trabalho e´ organizado como segue. No cap´ıtulo 1, apresentamos a notac¸a˜o usada
no trabalho, os espac¸os de func¸o˜es que consideramos e alguns resultados auxilia´res. No
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cap´ıtulo 2, estudamos o problema estaciona´rio, mostrando existeˆncia de soluc¸o˜es fracas
e aplicando as ferramentas desenvolvidas para algumas equac¸o˜es concretas. No cap´ıtulo
3, estudamos o problema evolutivo, mostrando existeˆncia de soluc¸o˜es fracas e aplicando
as ferramentas desenvolvidas para algumas equac¸o˜es concretas.
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Cap´ıtulo 1
Preliminares
Nesta seccio´n vamos fixar as notac¸o˜es que utilizaremos nas pro´ximas sec¸o˜es a apresen-
taremos alguns resultados sem demonstrac¸a˜o . O leitor interessado podera´ consultar a
literatura indicada.
1.1 Espac¸os de Func¸o˜es
Seja Ω ⊆ Rn, n = 2, 3 un domı´nio limitado com fronteira ∂Ω suave (en alguns casos sera´
suficiente Lipschitz e em outros C1,1).
Consideramos B um espac¸o de Banach com norma ‖ · ‖B e H um espac¸o de Hilbert
com produto interno (·, ·)H e norma ‖ · ‖H.
1.1.1 Espac¸os para o Problema Estaciona´rio
Vamos considerar os cla´ssicos espac¸os Lp(Ω), 1 ≤ p ≤ ∞, dotados com suas normas
usuais e que denotaremos por ‖ · ‖Lp(Ω). No caso p = 2, L2(Ω) e´ um espac¸o de Hilbert.
1
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Tambe´m vamos considerar os espac¸os de Sobolev
Wm,q(Ω) = {f ∈ Lq(Ω) : ‖Dαf‖Lq(Ω) <∞, |α| ≤ m},
onde m = 0, 1, 2, . . . , 1 ≤ q ≤ ∞. Todos estes espac¸os sa˜o dotados com suas normas
usuais.
Quando q = 2 denotamos Hm(Ω) no lugar de Wm,2(Ω). Neste caso Wm,2(Ω) e´ um
espac¸o de Hilbert. Considerando o espac¸o C∞0 (Ω) das func¸o˜es de suporte compacto
contido em Ω e classe C∞, temos que o espac¸o Hm0 (Ω) e´ o fecho de C
∞
0 (Ω) na norma de
Hm(Ω). Para mais detalhes veja [Ada95] e [MR75].
1.1.2 Espac¸os para o Problema de Evoluc¸a˜o
Seja T ∈ (0,∞). Denotaremos por Lq(0, T ;B) o espac¸o de Banach das func¸o˜es com
valores em B definidas no intervalo (0, T ) e que sa˜o Lq-integra´veis no sentido de Bochner.
Tambe´m vamos considerar os espac¸os de Sobolev
Wm,q(0, T ; Ω) = {f ∈ Lq(D) : ‖Dαf‖Lq(Ω) <∞, |α| ≤ m},
onde m = 0, 1, 2, . . . e 1 ≤ q ≤ ∞ e dotado com sua norma usual.
Quando q = 2 denotamosHm(0, T ; Ω) no lugar deWm,2(0, T ; Ω). Neste casoWm,2(0, T ; Ω)
e´ um espac¸o de Hilbert.
Seja I um intervalo de R. Os espac¸os de Sobolev fraciona´rios sa˜o definidos para
0 < s < 1, 1 ≤ p ≤ ∞ como
W s,p(I;B) := {f ∈ L2(I;B) : ‖f‖W s,p <∞}
onde
‖f‖W s,p :=
(∫
I×I
(‖f(y)− f(x)‖
|y − x|s
)p
dy dx
|y − x|
) 1
p
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para p <∞ e no caso p =∞:
‖f‖W s,∞ := sup
x,y∈I x6=y
‖f(y)− f(x)‖B
|y − x|s .
Os espac¸os W s,p com as normas anteriores sa˜o espac¸os de Banach. Quando p = 2,W s,2
e´ um espac¸o de Hilbert e coincide com Hs como e´ definido em [Lio69].
Para qualquer h > 0 definimos Ih := {t ∈ I : t+ h ∈ I} e uh(·) denotara´ a func¸a˜o
uh(t) = u(t+ h)− u(t).
Dada f ∈ Lp(I;B), com p no intervalo [1,∞], enta˜o f, fh e fh+f esta˜o bem definidas
em Ih.
Consideramos tambie´m o espac¸o de Nikolskii de ordem s (com s no intervalo [0, 1]) e
expoente q (com q no intervalo [1,∞]) definido como
N s,q(I;B) := {f ∈ Lq(I;B) : ‖f‖N˜s,q <∞}
onde
‖f‖N˜s,q = sup
h>0
1
hs
(∫
Ih
‖fh(t)‖qBdt
) 1
q
= sup
h>0
1
hs
‖fh‖Lq(0,T ;B)
para q no intervalo [1,∞). Quando q =∞, temos
‖f‖N˜s,∞ = sup
h>0
1
hs
‖fh‖L∞(0,T ;B).
Pela condic¸a˜o ‖f‖N˜s,q ≤ ∞, para q no intervalo [1,∞] equivale a ter
‖fh‖Lq(0,T ;B) ≤ chs ∀h ∈ I,
onde c es una constante positiva.
No e´ dif´ıcil demonstrar que N s,q(I;B) possui estrutura de espac¸o vetorial para as
operac¸o˜es usuais de func¸o˜es e que si o dotamos da norma
‖f‖N˜s,q(I;B) = ‖f‖Lq(I;B) + ‖f‖N˜s,q ,
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e´ um espac¸o de Banach. Em particular, N s,∞(I;B) e´ o espac¸o das func¸o˜es Ho¨lder-
continuas de expoente s com valores em B.
1.1.3 Espac¸os para o Problema Perio´dico
Seja τ > 0 e k um inteiro na˜o negativo. Denotamos por Ck(τ ;H) o espac¸o das func¸o˜es
definidas em R com valores em H, que sa˜o τ–perio´dicas e que tem derivadas cont´ınuas
ate´ a ordem k. Este espac¸o e´ dotado da norma usual
‖f‖Ck(τ ;H) := sup{
k∑
i=0
|Ditf(t)| : 0 ≤ t ≤ τ}.
Denotamos por Hk(τ ;H), k = 0, 1, 2, . . . o espac¸o de Hilbert das func¸o˜es u definidas
em R com valores emH que junto a suas derivadas ate´ a ordem k esta˜o no espac¸o L2(τ ;H)
das func¸o˜es mensura´veis e τ–perio´dicas. Este espac¸o e´ dotado da norma
‖f‖L2(τ ;H) =
(∫ τ
0
‖f(t)‖2H dt
)1/2
.
De maneira similar, definimos o espac¸o de Banach L∞(τ ;H) e o espac¸o W 1,∞(τ ;H)
dotados das normas
‖f‖L∞(τ ;H) = sup ess{‖f(t)‖H : 0 ≤ t ≤ τ}
e
‖f‖W 1,∞(τ ;H) =
(‖f‖2L∞(τ ;H) + ‖Dtf‖2L∞(τ ;H))1/2
1.2 Alguns Resultados Auxiliares
1.2.1 Algumas Imerso˜es
Um resultado importante que relaciona os espac¸os de Sobolev com os espac¸os de Nikolskii
e que e´ de autoria de J. Simon e´ o seguinte (ver [Sim90b])
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Proposic¸a˜o 1.1 Sejam s, r e p tais que 0 < r < s < 1 e 1 ≤ p ≤ ∞. Enta˜o
W s,p(I;B) ↪→ N s,p(I;B) ↪→ W r,p(I;B),
onde as inmerso˜es sa˜o cont´ınuas.
Observac¸a˜o 1.2 No caso p = 2 temos que
W s,2(I;B) = Hs(I;B) ↪→ N s,2(I;B) ↪→ W r,2(I;B) = Hr(I;B)
e assim, se f ∈ N s,2(I;B) com s no intervalo (0, 1), enta˜o
Drt f ∈ L2(I;B) ∀r < s,
ou seja, f tem “derivada fracciona´ria” de ordem r em L2(I;B).
O seguinte teorema de compacidade e´ de autoria de J. Simon (veja [Sim87]).
Teorema 1.3 Sejam B1,B2 e B3 espac¸os de Banach tais que B1 ↪→ B2 ↪→ B3 onde a
inmersa˜o B2 ↪→ B3 e´ compacta. Enta˜o as seguintes inmerso˜es sa˜o compactas:
1. Lq(0, T ;B1) ∩ {ϕ : ϕt ∈ L1(0, T ;B3)} ↪→ Lq(0, T ;B2) se 1 ≤ q ≤ ∞.
2. L∞(0, T ;B1) ∩ {ϕ : ϕt ∈ Lr(0, T ;B3)} ↪→ C([0, T ];B2) se 1 < r ≤ ∞.
3. Para qualquer func¸a˜o dada f ∈ L1(0, T ), k ≥ 0 e 1 < r ≤ ∞
L∞(0, T ;B1) ∩ {ϕ : |ϕt|B3 − f ∈ Lr(0, T )} ↪→ C([0, T ];B2).
4. Lq(0, T ;B1) ∩N s,q(0, T ;B3) ↪→ Lq(0, T ;B2) se s > 0, 1 ≤ q ≤ ∞.
Observac¸a˜o 1.4 O Lema de compacidade de Aubin-Lions (ver [Lio69]), es un caso par-
ticular de 1. Ale´m disso, o Teorema 5.2 em [Lio69] e´ um caso particular de 4.
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1.2.2 Algumas Desigualdades Integrais
Comec¸amos com o seguinte resultado que e´ cla´ssico e sera´ de grande utilidade nos argu-
mentos dos cap´ıtulos seguintes (ver [Zyg59]).
Lema 1.5 (Hardy-Littlewood) Seja a ∈ (0,∞). Suponhamos que f˜ e´ integra´vel sobre
(0, a). Para qualquer t no intervalo (0, a] defina
θ(t) = sup
ζ
1
t− ζ
∫ t
ζ
f˜(s) ds 0 ≤ ζ < t,
θ′(t) = sup
ζ
1
ζ − t
∫ ζ
t
f˜(s) ds t < ζ ≤ a
e
M(t) = max{θ(t), θ′(t)}.
Enta˜o , se f˜ e´ um elemento do espac¸o Lr(0, a) com r > 1, se verifica que M(t) e´ um
elemento do espac¸o Lr(0, a) e temos a seguinte estimativa
∫ a
0
M r(t)dt ≤ 2
(
r
r − 1
)r ∫ a
0
f˜ r(t) dt.
O seguinte Lema e´ fundamental para obter as limitac¸o˜es nos espac¸os de Nikolskii e
que sa˜o necessa´rias no Lema de compacidade de J. Simon.
Lema 1.6 Sejam B1 e B2 espac¸os de Banach tais que B1 ↪→ B2 sendo a inmersa˜o
cont´ınua. Seja w um elemento do espac¸o L2(0, T ;B1) e suponhamos que seja va´lida
a seguinte desigualdade integral
∫ T−h
0
‖wh(t)‖2B2 dt ≤
∫ T−h
0
‖wh(t)‖B1
∫ t+h
t
g(τ) dτ dt. (1.1)
Enta˜o
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1. Se g ∈ L1(0, T ) temos
‖w‖
N
1
4
,2(0,T ;B2)
≤ C‖w‖1/2L2(0,T ;B1),
onde C e´ uma constante positiva que somente depende de ‖g‖L1(0,T ).
2. Se g ∈ L2(0, T ) temos
‖w‖
N
1
2
,2(0,T ;B2)
≤ C‖w‖
1
2
L2(0,T ;B1)
.
donde C e´ uma constante positiva que somente depende de ‖g‖L2(0,T ).
Un corola´rio imediato deste Lema e´ o seguinte:
Corola´rio 1.7 Sob as condic¸o˜es do Lema 1.6 temos
Dαt w ∈ L2(0, T ;B2),
com 0 ≤ α < 1/4 no item 1 e 0 ≤ α < 1/2 no item 2.
Para obter α (item 2 do lema 1.6) nos limites enunciados, e´ fundamental o uso do
Lema de Hardy-Littlewoood como veremos na demonstrac¸a˜o .
Demonstrac¸a˜o do Lema 1.6.
Item 1. Usando o Teorema de Fubini na integral do lado direito da desigualdade
(1.2) obtemos
∫ T−h
0
∫ t+h
t
g(s)‖wh(t)‖B1 ds dt =
∫ T
0
∫ s
s−h
g(s)‖wh(t)‖B1 dt ds,
onde
s =


0 s ≤ 0,
s 0 ≤ s ≤ T − h,
T − h s > T − h.
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Por outro lado
∫ s
s−h
‖wh(t)‖B1 dt ≤
(∫ s
s−h
12 dt
) 1
2
(∫ s
s−h
‖wh(t)‖2B1 dt
) 1
2
≤ c
√
h‖w‖L2(0,T ;B1).
Desta forma temos que
∫ T−h
0
∫ t+h
t
g(s)‖wh(t)‖B1 ds dt ≤ c
√
h‖w‖L2(0,T ;B1)
∫ T
0
g(s) ds
≤ c˜
√
h‖w‖L2(0,T ;B1),
com c˜ = 2c‖g‖L1(0,T ). Temos assim que
1√
h
∫ T−h
0
‖wh(t)‖2B2 dt ≤ c˜‖w‖L2(0,T ;B1)
e isto implica o item 1 com c :=
√
c˜.
Item 2. Neste caso vamos a estimar da melhor maneira poss´ıvel a integral do lado
direito da desigualdade (1.2).
Temos
∫ T−h
0
∫ t+h
t
g(s)‖wh(t)‖B1 ds dt = h
∫ T−h
0
(
‖wh(t)‖B1
1
h
∫ t+h
t
g(s) ds
)
dt
= h
∫ T−h
0
‖wh(t)‖B1θ(t) dt
onde θ(t) = sup
h>0
1
h
∫ t+h
t
g(s)ds.
Usando a desigualdade de Cauchy-Schwartz temos
∫ T−h
0
∫ t+h
t
g(s)‖wh(t)‖B1 ds dt ≤ h
(∫ T−h
0
‖wh(t)‖2B1 dt
) 1
2
(∫ T−h
0
θ2(t) dt
) 1
2
(1.2)
Aplicando o Lema de Hardy-Littlewood (Lema (1.6)) na segunda integral, com r =
2, a = T − h e f˜ = g, temos
∫ T−h
0
θ2(t) dt ≤ 8
∫ T−h
0
g2(t) dt ≤ 8‖g‖2L2(0,T )
Logo, usando a desigualdade (1.1) em (1.2) obtemos
1
h
∫ T−h
0
‖wh(t)‖2B2 dt ≤ 2
√
2‖g‖L2(0,T )c1‖w‖L2(0,T ;B1) = c‖w‖L2(0,T ;B1)
de onde segue-se o resultado desejado no item 2 ¥
Observac¸a˜o 1.8 O argumento do item 1 foi inspirado em J. Simon (veja [Sim90a]),
quem o usou nas equac¸o˜es dos fluidos na˜o homogeˆneos e o argumento do item 2 foi
inspirado em Zhang (ver [Zha93]), quem o usou nas equac¸o˜es de Navier-Stokes cla´ssicas.
1.2.3 Alguns Resultados Adicionais
O seguinte resultado que e´ uma consequeˆncia do Teorema do Ponto Fixo de Brouwer.
Lema 1.9 (Ponto Fixo) Suponhamos que o operador P : H → H e´ cont´ınuo e que
existe uma constante positiva γ tal que
(P (y), y)H > 0 ∀y tal que ‖y‖H = γ (1.3)
enta˜o existe um y ∈ H tal que
‖y‖H ≤ γ e P (y) = 0. (1.4)
Teorema 1.10 (Caratheodory) buscar [MR75]
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Cap´ıtulo 2
O Problema estaciona´rio
Neste cap´ıtulo vamos estudar a existeˆncia das soluc¸o˜es fracas do seguinte problema esta-
ciona´rio abstrato
Au+B(u, u) +B1u−B2u = f. (2.1)
Na seguinte sec¸a˜o estabelecemos as hipoˆteses sobre os operadores A,B,B1,B2 e sobre
o lado direito f .
2.1 Hipoˆteses
Como no cap´ıtulo anterior, seja H um espac¸o de Hilbert separa´vel. O produto interno
em H sera´ denotado (·, ·) e norma associada por ‖ · ‖. O espac¸o dual de H sera´ denotado
por H−1 e frequ¨entemente o identificaremos com H. A norma em H−1 sera´ denotada por
| · |−1.
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2.1.1 O Operador A
Neste trabalho vamos supor que A : D(A) ⊂ H → H−1 e´ um operador auto-adjunto,
positivo. D(A) denota o domı´nio do operador A e este e´ um subconjunto denso de H
como veremos logo mais.
Ale´m disso, vamos supor que existe o inverso de A, que denotamos por A−1, e que
este e´ um operador linear e compacto.
Isto implica que existe um conjunto ortonormal e enumera´vel de autofunco˜es
BH = {wm ∈ H : m ∈ N} (2.2)
que e´ completo em H e tais que:
Awm = λmwm ∀m ∈ N,
onde a sequeˆncia de autovalores {λm ∈ X : m ∈ N} e´ real e tal que
0 < λ1 ≤ λ2 ≤ . . . ≤ λm ≤ . . .→∞.
Como BH e´ ortonormal e completo em H, para cada u ∈ X temos:
u =
∞∑
m=1
cmwm onde cm = (u,wm). (2.3)
Usando a anterior igualdade, podemos caracterizar o domı´nio do operador A como
D(A) = {u =
∞∑
m=1
cmwm :
∞∑
m=1
λ2mc
2
m <∞}.
Logo, para u ∈ D(A) vale a seguinte igualdade
Au =
∞∑
m=1
λmcmwm.
Seja α ≥ 0 um nu´mero inteiro. Consideramos o operador Aα : D(Aα)→ H definido
no conjunto
D(Aα) = {u =
∞∑
k=1
cmwm :
∞∑
m=1
λ2αm c
2
m <∞},
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e que e´ definido por
Aαu :=
∞∑
m=1
λαmcmwm onde cm = (u,wm).
Observamos que o conjunto Hα := D(Aα/2) e´ um espac¸o de Hilbert com o produto
interno definido por
(u, v)α := (A
α/2u,Aα/2v).
O espac¸o dual de Hα e´ denotado por H−α. Identificando o espac¸o H com seu dual,
temos que
Hα ↪→ H ↪→ H−α
onde cada ↪→ denota a injec¸a˜o canoˆnica e que sa˜o cont´ınuas e com imagem densa.
2.1.2 Os Operadores B,B1 e B2
Vamos supor que os operadores B,B1 e B2 satisfazem as seguintes hipoˆtesis
H1. Para i = 1, 2, Bi : H1 → H−1 e´ um operador linear e limitado com extensa˜o
cont´ınua Bi : H → H−1.
As normas dos operadores B e Bi com valores em H−α sa˜o denotadas por ‖B‖α e
‖Bi‖α, respectivamente.
H2. B : H1 ×H1 → H−1 e´ uma forma bilinear, cont´ınua e limitada, ou seja
‖B(u, v)‖H−1 ≤ ‖B‖1‖u‖H1‖v‖H1 ∀u, v ∈ H1.
H3. Existem extenso˜es cont´ınuas (denotadas tambe´m por B)
B : H×H1 → H−1 e B : H1 ×H → H−1.
H4. Denotando como 〈·, ·〉α o produto de dualidade entre os espac¸os Hα e H−α,
supomos que B satisfaz a seguinte hipo´tese
〈B(u, v), ω〉1 + 〈B(u, ω), v〉1 = 0 ∀u, v, ω ∈ H1.
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H5. B1 satisfaz a seguinte hipoˆtesis:
(B1u, v) + (B1v, u) = 0 ∀u, v ∈ H1.
Denotaremos por B0 o operador na˜o linear definido como
B0(u, v) := B(u, v) +B1v +B2u.
2.2 Existeˆncia e Unicidade
Definic¸a˜o 2.1 (Soluc¸a˜o Fraca) Seja f um elemento do espac¸o H−1 dado. Um ele-
mento H no espac¸o X1 e´ uma solua˜o fraca de (2.1), se para todo v ∈ H1 se verifica
(u, v)1 + (B0(u, u), v) = (f, v). (2.4)
O primeiro resultado que demonstraremos e´ o seguinte.
Teorema 2.2 (Existeˆncia de Soluc¸o˜es Fracas) Suponhamos que ‖B2‖1 < 1. Para
toda f ∈ H−1 a ecuaca˜o (2.1) tem pelo menos uma soluc¸a˜o fraca.
Demonstrac¸a˜o.
Seja BH o conjunto em (2.2) e consideremos as aproximac¸o˜es de Galerkin definidas
por
um =
m∑
k=1
ckmwm, m ∈ N,
onde os coeficientes ckm sa˜o nu´meros reais determinados de tal forma que um e´ soluc¸a˜o
fraca do seguinte problema
Aum +PmB0(um, um) = Pmf,
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onde Pm denota a projec¸a˜o ortogonal associada ao espac¸o vetorial fechado de dimensa˜o
finita Vm := 〈w1, . . . , wm〉, ou seja, um e´ soluc¸a˜o do seguinte sistema de equac¸o˜es
(um, wk)1 + (PmB0(um, um), wk) = (f, wk) k ∈ {1, . . . ,m}. (2.5)
Para cada u ∈ Vm consideramos o funcional Φm : Vm → R definido por
Φm(v) = (u, v)1 + (PmB0(u, u), v)− (f, v).
Como Φm e´ um funcional linear e cont´ınuo, o Teorema de Riesz-Fre´chet nos diz que
existe um u´nico elemento w ∈ Vm tal que para todo elemento v do espac¸o Vm verifica-se
a seguinte igualdade
(u, v)1 + (PmB0(u, u), v)− (f, v) = (w, v).
Isto define o operador Lm : Vm → Vm tal que Lmv = w. Lm satisfaz as hipoˆtesis do
Lema 1.9: a continuidade e´ uma consequeˆncia da continuidade dos operadores Pm e do
operador B0. Vejamos agora (1.4). Pelas hipoˆteses H1-H5 temos que
(Lmu, u) = (u, u)1 + (PmB0(u, u), u)− (f, u)
= (u, u)1 − (PmB2u, u)− (f, u)
≥ |u|21 − ‖B2‖1|u|21 − |u|1|f |−1
= |u|1(|u|1 − ‖B2‖1|u|1 − |f |−1) > 0
desde que
|u|1 > |f |−1
1− ‖B2‖1 =: γ.
Pelo Lema 1.9 existe um ∈ Vm tal que
Lmum = 0,
ou seja, uma soluc¸a˜o do sistema (2.5).
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Estimativas a priori. Observemos que {um}m∈N e´ uma sequeˆncia limitada em H1.
De fato, multiplicando (2.5) por ckm e somando desde k = 1 ate´ k = m obtemos
|um|21 + (PmB0(um), um) = |um|21 − (PmB2(um), um) = (f, um).
Temos enta˜o
|um|21 = (PmB2(um), um) + (f, um)
≤ ‖B2‖1|um|21 + |f |−1|um|1
daqui tiramos que
|um|1 ≤ |f |−1
1− ‖B2‖1 (2.6)
Note que o lado direito e´ positivo devido a` hipoˆtese sobre B2.
Pela estimativa (2.6) existe uma subsequeˆncia ukm que converge fracamente em H1.
Como a injec¸a˜o de H1 em H e´ compacta, desta subsequeˆncia podemos extrair uma outra
subsequeˆncia que converge fortemente em H. Denotamos esta subsequeˆncia por un e seu
limite por u.
Passo ao limite. Temos que
un → u fortemente em X,
un → u fracamente em X1.
Para o primeiro termo de (2.5) e para todo m ∈ N temos que
(un − u,wm) ≤ |un − u|1|wm|1 → 0 quando n→∞. (2.7)
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Como o operador B e´ bilinear, para o segundo termo de (2.5) temos que
(B(un, un)−B(u, u), wm) ≤ |(B(un − u, un), wm)|+ |(B(u, un − u), wm)|
≤ |(B(un − u, un)|−1|wm|1 + |(B(u, un − u)|−1|wm|1
≤ ‖B‖1 (|un − u|1|un|1 + |u|1|un − u|1) |wm|1
≤ C|un − u|1|u|1
≤ C|un − u|1 → 0 quando n→∞,
para todo m ∈ N e onde usamos o fato de que {un}n∈N e´ limitada em X1. Em resumo,
para todo m ∈ N temos que
(B(un, un), wm) → (B(u, u), wm) quando n→∞. (2.8)
Como os operadores B1 e B2 sa˜o lineares e limitados, para i = 1, 2 temos que
(Biun −Biu,wm) ≤ ‖Bi‖1|un − u|1|wm|1 → 0 quando n→∞. (2.9)
Usando (2.7)-(2.9) e passando ao limite em (2.6) quando n→∞ obtemos a seguinte
igualdade
(u,wm)1 + (B0(u, u), wm) = (f, wm) ∀m ∈ N
e que e´ satisfeita por todas as combinac¸o˜es lineares finitas dos elementos de MH. Enta˜o
(u, v)1 + (B0(u, u), v) = (f, v) ∀v ∈ H1
Assim u e´ soluc¸a˜o fraca de (2.1) ¥
Teorema 2.3 (Unicidade das Soluc¸o˜es Fracas) Se B2 satisfaz
1− ‖B2‖1 >
√
‖B‖1|f |−1
enta˜o a equac¸a˜o (2.1) tem uma u´nica soluc¸a˜o fraca.
Demonstrac¸a˜o.
Notemos em primeiro lugar que toda soluc¸a˜o fraca do problema (2.1) esta´ contida na
bola Br(0) ⊂ H1 onde
r =
|f |−1
1− ‖B2‖1 .
De fato, tomando v = u em (2.4) temos que
|u|21 + (B0(u), u) = |u|21 − (B2(u), u) = (f, u)
e assim
|u|21 = (B2(u), u) + (f, u) ≤ ‖B2‖1|u|21 + |f |−1|u|1.
Enta˜o
|u|1 ≤ |f |−1
1− ‖B2‖1 . (2.10)
Sejam agora u1 e u2 duas soluc¸o˜es fracas de (2.1). A func¸a˜o u = u1 − u2 satisfaz a
seguinte igualdade:
(u, v)1 + (B(u1, u1)−B(u2, u2), v) + (B1u, v)− (B2u, v) = 0 ∀v ∈ H1.
Considerando v = u na identidade anterior temos que
|u|21 + (B(u, u1), u)− (B2u, u) = 0 ⇔ |u|21 = (B2u, u)− (B(u, u1), u).
Pela estimativa (2.10) temos que
|u|21 ≤ ‖B2‖1|u|21 + ‖B‖1|u1|1|u|21
= |u|21(‖B2‖1 + ‖B‖1|u1|1)
≤ |u|21(‖B2‖1 + ‖B‖1(1− ‖B2‖1)−1|f |−1).
e assim
|u|21((1− ‖B2‖1)2 − ‖B‖1|f |−1) ≤ 0
e pela hipoˆtese temos que |u|21 = 0, o que prova o Teorema ¥
Cap´ıtulo 3
O Problema Evolutivo
Neste cap´ıtulo vamos considerar o ana´logo evolutivo do problema (2.1), i.e., o seguinte
problema abstracto:
ut +Au+B(u, u) +B1u−B2u = f, (3.1)
u(0) = u0. (3.2)
onde os operadores A,B,B1,B2 sa˜o aqueles introduzidos no cap´ıtulo 2.
3.1 Existeˆncia e Unicidade
Definic¸a˜o 3.1 (Soluc¸a˜o Fraca) Sejam u0 ∈ H e f ∈ L2(0, T ;H−1) dados. Dizemos
que u e´ uma soluc¸a˜o fraca do problema de Cauchy (3.1)-(3.2) se
u ∈ L2(0, T ;H1) ∩ L∞(0, T ;H),
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e para todo elemento v no espac¸o C1([0, T ];H)∩C([0, T ];H1), com suporte de v compacto
e contido em [0, T ), se verifica
− ∫ T
0
(u(t), v′(t)) dt+
∫ T
0
(u(t), v(t))1 dt+
∫ T
0
(B0(u(t), u(t)), v(t)) dt =
∫ T
0
(f(t), v(t)) dt+ (u0, v(0)).
Antes de enunciar o primeiro resultado deste cap´ıtulo fazemos uma observac¸a˜o em relac¸a˜o
a` forma bilinear B.
Observac¸a˜o 3.2 Como B e´ uma forma bilinear e cont´ınua, existem operadores lineares
Bm : H1 → H−1,m ∈ N tais que
B(u, v) =
∞∑
m=1
(Bmu, v)wm.
A representac¸a˜o matricial de Bm na base BH sera´ denotada como (α
m
ij )i,j∈N.
Teorema 3.3 (Existeˆncia de Soluc¸o˜es Fracas) Suponhamos que B,B1 e B2 satis-
fazem as hipoˆtesis H1-H5. Se ‖B2‖1 < 1 enta˜o para todo u0 ∈ H e para toda f ∈
L2(0, T ;H−1) o problema (3.1)-(3.2) possui pelo menos uma soluc¸a˜o fraca.
Demonstrac¸a˜o.
Seja BH o conjunto em (2.2) e consideremos as aproximac¸o˜es de Galerkin definidas
para cada t ∈ [0, T ] como
um(t) =
m∑
i=1
ckm(t)wm com m ∈ N
e onde os coeficientes ckm sa˜o determinados de tal forma que um e´ soluc¸a˜o do seguinte
problema de Cauchy
(um)t +Aum +PmB0(um, um) = Pmf, (3.3)
Pmu0 = um(0) = (um)0. (3.4)
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onde Pm e´ a projec¸a˜o ortogonal associada ao subespac¸o vetorial fechado de dimensa˜o
finita Vk = 〈w1, . . . , wk〉. Notemos que o problema (3.3)-(3.4) e´ equivalente ao problema
((um)t, v) + (um, v)1 = (f, v)− (B0(um, um), v) ∀v ∈ Vm (3.5)
um(0) = Pmu0. (3.6)
A igualdade (3.3) e´ equivalente ao sistema de equac¸o˜es diferenciais ordina´rias da forma
dg
dt
= G(f, g),
onde g = (c1m(t), . . . , cmm(t)) e a func¸a˜o G = (G1, . . . , Gm) com componentes
Gk(f, g) = λkckm(t) +
k∑
i,j=1
cim(t)α
m
jicjm(t) +
m∑
i=1
(B1wi +B2wi, wk)cim(t) + (f(t), wk).
A condic¸a˜o inicial (3.4) e´
ckm(0) = (u0, wk) com k = 1, . . . ,m.
A existeˆncia local de soluc¸o˜es do problema de Cauchy (3.3)-(3.4) esta´ garantida pelo
Teorema de Caratheodory (ver apeˆndice 2 de [MR75]). A extensa˜o sobre [0, T ] e´ poss´ıvel
devido a` estimativa de energ´ıa calculada logo mais.
Estimativas a priori. Colocando v = um em (3.5) obtemos
1
2
d
dt
|um|2 + |um|21 = (f, um)− (B0(um, um), um)
= (f, um) + (B2um, um)
≤ |B2um|−1|um|1 + |f |−1|um|1
≤ ‖B2‖1|um|21 +
ε
2
|f |2−1 +
1
2ε
|um|21. (3.7)
onde usamos as hipoˆtesis H1, H3 e H5. Escolhendo ε :=
1
1− ‖B2‖1 > 0 temos
d
dt
|um|2 + c|um|21 ≤ ε|f |2−1. (3.8)
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onde
c := 2
(
1− ‖B2‖1 − 1
2²
)
= 1− ‖B2‖1 > 0.
Integrando de 0 ate´ t ≤ T obte´m-se
|um(t)|2 + c
∫ t
0
|um(s)|21 ds ≤ |(um)0|2 + ε
∫ t
0
|f(s)|2−1 ds
≤ |u0|2 + ε‖f‖2L2(0,T ;H−1). (3.9)
A sequeˆncia {um}m∈N possui as seguintes propriedades:
{um}m∈N e´ limitada em L∞(0, T ;H),
{um}m∈N e´ limitada em L2(0, T ;H1).
Existe enta˜o uma subsecueˆncia de {um}m∈N, que ainda denotamos por {um}m∈N, e um
elemento u no espac¸o L2(0, T ;H1) ∩ L∞(0, T ;H) tais que se k →∞ vale
um → u fraco– ∗ em L∞(0, T ;H), (3.10)
um → u fracamente em L2(0, T ;H1). (3.11)
Demonstremos agora que a sequeˆncia {um}m∈N e´ limitada emN s,2(0, T ;H) para algu´m
s no intervalo [0, 1]. Integrando (3.5) de t ate´ t+ h com t+ h ≤ T :
((um)h(t), v) =
∫ t+h
t
(f(s), v)− (B0(um(s), um(s)), v) ds−
∫ t+h
t
(um(s), v)1 ds
≤
∫ t+h
t
[|f(s)|−1 + |um(s)|1] |v|1 ds−
∫ t+h
t
(B0(um(s), um(s)), v) ds
≤
∫ t+h
t
[|f(s)|−1 + |um(s)|1] |v|1 ds +
∫ t+h
t
‖B0‖1|um(s)|21|v|1 ds
≤ c|v|1
∫ t+h
t
|f(s)|−1 + |um(s)|1 + |um(s)|21 ds.
Tomando v := (um)h(t), temos
|(um)h(t)|2 ≤ c|(um)h(t)|1
∫ t+h
t
(|f(s)|−1 + |um(s)|1 + |um(s)|21) ds.
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Notemos que a func¸a˜o
g(s) := |f(s)|−1 + |um(s)|1 + |um(s)|21
pertence ao espac¸o L1(0, T ). Pela parte (a) do Lema 1.6 temos que
um ∈ N 14 ,2(0, T ;H) uniformemente em m.
Aplicando o Lema de compacidade de Simon (Teorema 1.3) temos
um → u fortemente em L2(0, T ;H). (3.12)
Paso ao limite. Seja r ∈ C1([0, T ]) uma func¸a˜o com suporte compacto contido em
[0, T ). Colocando v = r(t)wk com k ≤ m em (3.5) temos
((um)t, wm)r(t) + (um, wm)1r(t) + (B0(um, um), wm)r(t) = (f(t), wm)r(t).
Integrando de 0 ate´ T
−
∫ T
0
(um(t), wm)r
′(t) dt +
∫ T
0
(um(t), wm)1r(t) dt +
∫ T
0
(B0(um(t), um(t)), wm)r(t) dt
=
∫ T
0
(f(t), wm)r(t) dt + (um(0), wm)r(0). (3.13)
Pelas convergeˆncias (3.10)-(3.12) quando k −→∞ temos
−
∫ T
0
(um(t), wm)r
′(t) dt −→ −
∫ T
0
(u(t), wm)r
′(t) dt,
∫ T
0
((um(t), wm)r(t) dt −→
∫ T
0
(u(t), wm))r(t) dt,
(um(0), wm)r(0) = (Pmu0, wm)r(0) −→ (u0, wm)r(0).
Vamos agora demonstrar que se k −→∞ enta˜o
∫ T
0
(B0(um(t), um(t)), wm)r(t) dt −→
∫ T
0
(B0(u(t), u(t), wm)r(t) dt.
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De fato:
∫ T
0
|(B0(um(t), um(t)), wm)r(t) − (B0(u(t), u(t)), wm)r(t)| dt
≤
∫ T
0
|(B(um(t), um(t))−B(u(t), u(t)), wm)r(t)| dt
+
∫ T
0
|(B1um(t)−B1u(t), wm)r(t)| dt
+
∫ T
0
|(B2um(t)−B2u(t), wm)r(t)| dt
≤ c
∫ T
0
|B(um(t)− u(t), um(t))|−1 dt
+c
∫ T
0
|B(u(t), um(t)− u(t))|−1 dt
+c
∫ T
0
|B1(um(t)− u(t))|−1 dt
+c
∫ T
0
|B2(um(t)− u(t))|−1 dt
≤ c˜
(∫ T
0
|um(t)− u(t)|2 dt
) 1
2
→ 0.
Fazendo m→∞ em (3.13)
−
∫ T
0
(u(t), wk)r
′(t)dt +
∫ T
0
((u(t), wk))r(t) dt +
∫ T
0
B0(u(t), u(t), wk)r(t) dt
= (u0, wk)r(0) +
∫ T
0
(f(t), wk)r(t) dt. (3.14)
Como os elementos de C1([0, T ];H)∩C([0, T ];H1) sa˜o limites de combinaco˜es lineares
finitas de termos do tipo r(·)wi, a igualdade (3.1) e´ obtida da igualdade (3.14). ¥
Teorema 3.4 (Propriedade de Reproduc¸a˜o das Soluc¸o˜es Fracas) Sob as mesmas
hipoˆteses do teorema 3.3, existe uma soluc¸a˜o fraca de (3.1)-(3.2) que possui a seguinte
propriedade de reproduc¸a˜o :
u(0, x) = u(T, x) ∀x ∈ Ω.
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Demonstrac¸a˜o.
Como H1 ↪→ H, existe c1 > 0 tal que c1|um|2 ≤ c|um|21. Usando isto em (3.8) temos
d
dt
|um|2 + c1|um|2 ≤ ε|f |2−1,
ou de maneira equivalente
d
dt
(
ec1t|um|2
) ≤ εec1t|f |2−1.
Integrando de 0 ate´ T :
ec1T |um(T )|2 ≤ |um(0)|2 +
∫ T
0
ec1tε|f(t)|2−1 dt. (3.15)
Definamos a aplicac¸a˜o Lm : [0, T ]→ Rm como segue:
Lm(t) := (c1m(t), . . . , cmm(t))
onde ckm(t), k = 1, . . . ,m, sa˜o os coeficientes da expansa˜o de Galerkin de um(t). Pela
escolha da base espectral BH e que e´ ortonormal em H, temos
‖Lm(t)‖Rm = |um|, (3.16)
Definamos agora a aplicac¸a˜o Φm : Rm → Rm como segue: Dado (Lm)0 ∈ Rm definimos
Φm((Lm)0) = Lm(T ), onde Lm(t) corresponde a` soluc¸a˜o do problema (3.3)-(3.4) com valor
inicial (Lm)0. E´ fa´cil ver que Φm e´ continua.
Vejamos que Φm tem ponto fixo. Para isto, e´ suficiente demonstrar que para qualquer
λ no intervalo [0, 1], a poss´ıvel soluc¸a˜o da equac¸a˜o
(Lm)0(λ) = λΦm [(Lm)0(λ)] , (3.17)
pode ser e´ limitada por uma constante que na˜o depende de λ.
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Como (Lm)0(0) = 0, e´ suficiente demonstrar (3.17) para λ no intervalo (0, 1]. Neste
caso, (3.17) e´ equivalente a Φm((Lm)0(λ)) =
1
λ
(Lm)0(λ) e pela definic¸a˜o de Φm e (3.16),
a desigualdade (3.15) implica que
ec1T‖1
λ
(Lm)0(λ)‖2Rm ≤ ‖(Lm)0(λ)‖2Rm + 2c
∫ T
0
ec1T |f(t)|2−1 dt,
e isto implica que
‖(Lm)0(λ)‖2Rm ≤ (ec1T − 1)−1
(
2c
∫ T
0
ec1T |f(t)|2−1 dt
)
=: SM,
ja´ que λ ∈ (0, 1]. Esta estimativa na˜o depende de λ ∈ [0, 1] e assim Φm tem um ponto
fixo (Lm)0(1) que satisfaz a mesma estimativa em (3.9). Isto corresponde a` existeˆncia
de uma soluc¸a˜o (um)p(t) de (3.3)-(3.4) e que satisfaz (um)p(0) = (um)p(T ), ou seja, uma
soluc¸a˜o reprodutiva aproximada. Ale´m disso,
|(um)p(0)|2 = ‖(Lm)0(1)‖2Rk ≤M,
estimativa que tambe´m na˜o depende de m.
Desta forma, podemos repetir os argumentos usados na demonstrac¸a˜o do Item 1 para
as soluc¸o˜es aproximadas (um)p e isto nos da exatamente o mesmo tipo de limitac¸o˜es
uniformes em m para elas e nos da a convergeˆncia de uma subsequeˆncia para a soluc¸a˜o
up de (3.1)-(3.2) e que satisfaz u(0) = u(T ). ¥
Antes de enunciar nosso pro´ximo resultado, colocamos uma hipoˆteses adicional que
vai nos ajudar a garantir a unicidade das soluc¸o˜es .
H6. Suponhamos que os operadores B,B1 e B2 sa˜o tais que o seguinte e´ va´lido
|(B(u, v), w)| ≤ c|u|1/2|u|1/21 |v|1/2|v|1/21 |w|1,
|(B1(u), v)| ≤ c|u|1|v|1/2|v|1/21 ,
|(B2(u), v)| ≤ c|u|1/2|u|1/21 |v|1/2|v|1/21 ,
onde c e´ uma constante que na˜o depende dos elementos u, v e w do espac¸o H1.
Teorema 3.5 Suponhamos que os operadores B,B1 e B2 satisfazem as condiciones H1-
H6. Enta˜o o problema (3.1)-(3.2) possui uma u´nica soluc¸a˜o .
Demonstrac¸a˜o.
Sejam u, v duas soluc¸o˜es do problema (3.1)-(3.2) e consideremos w := u − v. Enta˜o
w satisfaz la siguiente ecuacio´n:
wt +Aw +B(u, u)−B(v, v) +B1w +B2w = 0
w(0) = 0,
ou de forma equivalente
wt +Aw = −B1w −B2w −B(u,w)−B(w, v)
w(0) = 0.
Multiplicando a equac¸a˜o anterior por w e integrando sobre Ω temos
1
2
d
dt
|w(t)|2 + |w(t)|21 = −(B1w,w)− (B2w,w)− (B(u,w), w)− (B(w, v), w)
= −(B2w,w)− (B(w, v), w)
≤ cη|w|2 + η|w|21 + cη|v|21|w|2 + η|w|21.
ja´ que (B1w,w) = (B(u,w), w) = 0 e onde usamos a hipoˆtesis H6. Tomando η =
1
4
,
obtemos
d
dt
|w(t)|2 + |w(t)|21 ≤ c|w(t)|2(1 + |v(t)|21).
Integrando de 0 a t, temos
|w(t)|2 +
∫ t
0
|w(τ)|21 dτ ≤ c
∫ t
0
|w(τ)|2(1 + |v(τ)|21) dτ.
Como v ∈ L2(0, T ;H1) o Lema de Gronwall implica que w = 0 e assim u = v ¥
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Cap´ıtulo 4
Soluciones Perio´dicas Fortes
Nesta cap´ıtulo vamos considerar um problema abstrato e vamos demonstrar a existeˆncia
e unicidade de soluc¸o˜es fortes perio´dicas no tempo.
Como uma aplicac¸a˜o da teor´ıa desenvolvida, vamos considerar o sistema de equac¸o˜es
dos fluidos magneto-micropolares. Nosso principal resultado cobre va´rios outros mo-
delos da hidrodinaˆmica: equac¸o˜es de Navier-Stokes com condiciones de fronteira na˜o
homogeˆneas, equac¸o˜es da magneto-hidrodinaˆmica e equac¸o˜es dos fluidos micropolares.
4.1 Hipoˆteses e o Resultado Principal
Lembremos que H e´ um espac¸o de Hilbert separable com produto interno (·, ·) e norma
| · |. Consideremos a seguinte equac¸a˜o abstrata
ut +Au+B(u, u) +Ru = f, (4.1)
onde vamos a impor as seguintes hipoˆtese:
H1. A e´ um operador autoadjunto, definido positivo em H com domı´nio D(A) e com
inverso compacto.
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H2. B e´ uma forma bilinear em H×H tal que
|(B(u, v), w)| ≤ c1|A1/2u||Av||w| (4.2)
para u ∈ D(A1/2), v ∈ D(A) e w ∈ H. Ale´m disso, supomos que
(B(u, v), v) = 0, u ∈ D(A1/2), v ∈ D(A). (4.3)
H3. R e´ um operador lineal em H com domı´nio D(A1/2 tal que
|R(u, v)| ≤ c2|A1/2u||v| (4.4)
onde R(u, v) = (Ru, v) para toda u ∈ D(A1/2), v ∈ H. Ale´m disso, supomos que
A(u, u) + λR(u, u) ≥ k1|A1/2u|2 para λ ∈ [0, 1], (4.5)
onde A(u, v) = (A1/2u,A1/2v) para toda u, v ∈ D(A1/2) e k1 > 0.
O principal resultado e´ o seguinte:
Teorema 4.1 Seja f ∈ C1(τ,H) para algu´m τ > 0. Sob as hipoˆteses (4.2)-(4.5) e se
existe uma constante positiva M tal que se
sup
t
|f(t)| ≤M (4.6)
enta˜o (4.1) possui uma soluc¸a˜o forte τ–perio´dica
u ∈ H2(τ ;H) ∩H1(τ ;D(A)) ∩ L∞(τ ;D(A)) ∩W 1,∞(τ ;D(A1/2)). (4.7)
Ale´m disso, se
|B(u, v, w)| ≤ c1|A1/2u||A1/2v|1/2|Av|1/2|w| (4.8)
ou se ‖f‖C1(τ,H) for suficientemente pequena, enta˜o a soluc¸a˜o e´ u´nica e para toda soluc¸a˜o
u˜ de (4.1) definida para t ∈ (0,∞) com valores em D(A) e tal que
sup
0≤t≤T
|u˜(t)|+
∫ T
0
|A1/2u˜(t)|2 dt <∞
para todo T > 0, |u˜(t)− u(t)| → 0 exponencialmente quando t→∞.
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A demonstrac¸a˜o deste teorema e´ ba´sicamente um conjunto de estimativas para as
soluc¸o˜es aproximadas um ∈ C1(τ ;Vm),m = 1, 2, 3, . . ., onde Vm = {w1, w2, ..., wm} e
{wm}m∈N e´ um conjunto ortonormal completo de H formado pelas autofunc¸o˜es do ope-
rador A.
Na pro´xima sec¸a˜o apresentamos a demonstrac¸a˜o do teorema 4.1. O roteiro desta prova
e´ o seguinte: Primeiro demonstramos a existeˆncia das soluc¸o˜es um. Segundo, obtemos
um conjunto de estimativas das un que nos permitirem fazer a passagem ao limite em
n. O terceiro passo e´ demonstrar a existeˆncia de uma soluc¸a˜o da equac¸a˜o (4.1) e que
satisfaz (4.6) tomando n→∞ e tambe´m sua unicidade.
4.2 Demonstrac¸a˜o do Teorema 4.1
4.2.1 Soluc¸o˜es Aproximadas e Estimativas de Primeira Ordem.
Consideremos o seguinte sistema de equac¸o˜es diferenciais ordina´rias que definem soluc¸o˜es
aproximadas da equac¸a˜o (4.1).
((um)t, wk) +A(um, wk) +B(um, um, wk) +R(um, wk) = (f, wk), k = 1, 2, . . . ,m
(4.9)
onde um(t) =
∑m
k=1 ckm(t)wk e um(t) = um(t+ τ) para m = 1, 2, 3, . . ..
Lema 4.2 Para cada m existe uma soluc¸a˜o u ∈ C1(τ ;Vm) do problema na˜o linear (4.9).
Demonstrac¸a˜o.
O problema linear
(ut, φ) +A(u, φ) = (f, φ)−R(v, φ)−B(v, v, φ), φ ∈ Vm, (4.10)
u(t) = u(t+ τ)
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possui uma u´nica soluc¸a˜o u ∈ C1(τ ;Vm) para cada v ∈ C0(τ ;Vm) (ver [amann], [burton]).
Considere o operador Φ : C0(τ ;Hn) → C0(τ ;Hn) tal que Φv = u. Vamos a demons-
trar que Φ tem um ponto fixo usando o Teorema de Leray-Schauder. Para isto, vamos a
demonstrar que para todo u e λ ∈ [0, 1] tais que λΦu = u temos
sup
0≤t≤τ
|u(t)| ≤ CM para algu´m C > 0 (4.11)
onde M e´ a constante que aparece na desigualdade (4.6). Para λ = 0 temos que u = 0.
Seja λ > 0 e vamos supor que λΦ(u) = u. Usando (4.10) temos que
(ut, φ) +A(u, φ) = λ(f, φ)− λR(u, φ)− λB(u, u, φ)
Tomando φ = u e lembrando (4.3) obtemos
1
2
d
dt
|u|2 +A(u, u) + λR(u, u) = λ(f, u)
Denotando por µ o menor autovalor de A, temos
|Aαu| ≤ µα−β|Aβu|, 0 ≤ α ≤ β, (4.12)
e assim |(f, u)| ≤ C|f ||A1/2u| e pela desigualdade (4.5) obtemos
d
dt
|u|2 + k1|A1/2u|2 ≤ CM 2 (4.13)
Integrando em relac¸a˜o a t e usando a periodicidade de u temos
∫ τ
0
|A1/2u(t)|2 dt ≤ CM 2τ.
Pelo Teorema do valor me´dio para integrais e (4.12), existe t∗ ∈ [0, τ ] tal que
|u(t∗)| ≤ C|A1/2u(t∗)| ≤ CM (4.14)
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Integrando novamente (4.13) de t∗ ate´ t + τ , com t ∈ [0, τ ] obtemos (4.11). Como o
operador Φ e´ continuo e compacto em C0(τ ;Hn) obtemos a existeˆncia de um ponto fixo
u para Φ. Note que (4.11) se satisfaz para este u.
Agora, vamos a demonstrar algumas estimativas fundamentais.
Lema 4.3 Seja u = um a soluc¸a˜o de (4.9). Existe uma constante positiva C que na˜o
depende de m tal que
sup
t∈R
|A1/2u(t)| ≤ CM 1/2 (4.15)
Demonstrac¸a˜o.
De (4.14) com M < 1 temos
|A1/2u(t∗)| < CM 1/2.
Seja T ∗ = sup{T : |A1/2u(t)| ≤ CM 1/2 para t ∈ [t∗, T )}. Vamos demonstrar que T ∗ =∞
e assim vale (4.15) pela periodicidade. Suponhamos o contra´rio, ou seja, que vale T ∗ <∞.
Enta˜o
|A1/2u(T ∗)| = CM 1/2 (4.16)
Nosso objetivo e´ usar (4.16) para obter a desigualdade diferencial
d
dt
|A1/2u(T ∗)|2 ≤ 0 (4.17)
e que demonstra a contradic¸a˜o baseada na definic¸a˜o de T ∗. Para toda φ ∈ Hn, temos
(ut, φ) +A(u, φ) +B(u, u, φ) +R(u, φ) = (f, φ). (4.18)
Tomando φ = Au obtemos
1
2
d
dt
|A1/2u|2 + |Au|2 ≤ |f ||Au|+ |R(u,Au)|+ |B(u, u,Au)|
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onde usamos o fato de que (Au, φ) = A(u, φ) para u ∈ D(A) e φ ∈ H. Agora, por (4.2)
e (4.4)
1
2
d
dt
|A1/2u|2 + |Au|2 ≤ |f ||Au|+ c2|A1/2u| · |Au|+ c1|A1/2u||Au|2. (4.19)
Consideremos esta desigualdade no ponto t = T ∗. Enta˜o , usando (4.11), (4.16) e a
desigualdade de interpolac¸a˜o seguinte
|Aσu| ≤ C|Aαu|λ|Aβu|1−λ, u ∈ D(Aβ) (4.20)
onde σ = αλ+ β(1− λ), 0 ≤ α ≤ σ ≤ β e λ ≥ 0. Enta˜o
|A1/2u||Au|2 = CM 1/2|Au|2 (4.21)
|A1/2u||Au| ≤ ε|Au|2 + cε|A1/2u|2 (4.22)
≤ ε|Au|2 + cε|u||Au|
≤ ε|Au|2 + cεM · |Au|
≤ ε|Au|2 + cεM1/2|A1/2u||Au|
≤ ε|Au|2 + CM 1/2|Au|2
e usando (4.6)
|f ||Au| ≤M |Au| = CM 1/2|A1/2u| · |Au| ≤ CM 1/2|Au|2 (4.23)
Usando (4.19), junto com (4.21)-(4.23), obtemos
1
2
d
dt
|A1/2u|2 + (1− C(M))|Au|2 ≤ 0
onde C(M) → 0+ quando M → 0+. Assim obtemos (4.19) para M suficientemente
pequeno. ¥
Usando (4.15) e (4.19) temos, para M pequeno,
d
dt
|A1/2u|2 + |Au|2 ≤ |f |2 + CM
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integrando e lembrando a periodicidade de u obtemos
∫ τ
0
|Au(t)|2 dt ≤ C(M), C(M)→ 0+ quando M → 0+. (4.24)
Lema 4.4 Seja u a soluc¸a˜o de (4.9). Enta˜o
sup
t∈R
|ut(t)|2 ≤ C(M,M1), C(M,M1)→ 0+ quando M +M1 → 0+ (4.25)
uniformemente em relac¸a˜o a m. Aqui M1 = (
∫ τ
0
|ft(t)|2 dt)1/2.
Demonstrac¸a˜o.
Seja φ := ut em (4.18). Usando (4.4) temos que
|ut|2 + 1
2
d
dt
|A1/2u|2 ≤ |f ||ut|+ c2|A1/2u||ut|+ |(B(u, u), ut)|. (4.26)
Lembrando (4.2) e (4.15)
|(B(u, u), ut)| ≤ c1|A1/2u||Au||ut| (4.27)
≤ CM 1/2|Au|2 + CM 1/2|ut|2
e por (4.26), (4.27), para M pequeno,
|ut|2 + d
dt
|A1/2u|2 ≤ |f |2 + C|A1/2u|2 + CM 1/2|Au|2
Logo de integrar em t e usando (4.24), (4.15) obtemos
∫ τ
0
|ut(t)|2 dt ≤ C(M), C(M)→ 0+ cuando M → 0+. (4.28)
Agora, vamos derivar (4.18) em relac¸a˜o a t e tomemos φ := ut. Enta˜o , usando (4.3)
obtemos
(utt, ut) +A(ut, ut) +B(ut, u, ut) +R(ut, ut) = (ft, ut)
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e por (4.5),
d
dt
|ut|2 + 2k1|A1/2ut|2 ≤ C|ft|2 + k1
2
|A1/2ut|2 + 2|B(ut, u, ut)|
Por (4.2),
2|B(ut, u, ut)| ≤ 2c1|A1/2ut||Au||ut| ≤ k1
2
|A1/2ut|2 + C|Au|2|ut|2.
De duas u´ltimas desigualdades tiramos que
d
dt
|ut|2 + k1|A1/2ut|2 ≤ C|ft|2 + C|Au|2|ut|2 (4.29)
e em particular
d
dt
|ut|2 ≤ C|ft|2 + C|Au|2|ut|2 (4.30)
Temos agora que
∫ t+τ
t
|ut(s)|2 ds =
∫ τ
0
|ut(s)|2 ds ≤ C(M)
por (4.28) e (4.24)
∫ t+τ
t
|Au(s)|2 ds =
∫ τ
0
|Au(s)|2 ds ≤ C(M)
Pelas nossa hipoˆtesis,
∫ t+τ
t
|ft(s)|2 ds =
∫ τ
0
|ft(s)|2 ds = M 21
Usando o lema uniforme de Gronwall (ver [teminf]) na desigualdade (4.30) obtemos
|ut(t+ τ)|2 ≤
(
C(M)
τ
+M21
)
expC(M) para todo t ≥ 0
Como u e´ τ–perio´dica, obtemos (4.25). ¥
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4.2.2 Estimativas de Ordem Maior.
Lema 4.5 Seja u a soluc¸a˜o aproximada de (4.1). Enta˜o
sup
t∈R
|Au(t)| ≤ C(M,M1) (4.31)
e
sup
t∈R
|A1/2ut(t)| ≤ C(M,M1) (4.32)
onde C(M,M1)→ 0+ quando M +M1 → 0+.
Demonstrac¸a˜o.
Tomando φ = Au em (4.18), usando (4.2) e (4.4) e logo (4.25), (4.15) e (4.6) para
obter
|Au|2 ≤ |ut||Au|+ c1|A1/2u||Au||Au|+ c2|A1/2u||Au|+ |f ||Au|
≤ C(M,M1)|Au|+ CM 1/2|Au|2.
Para M tal que 1− CM 1/2 > 0 obtemos (4.31).
Para obter a segunda estimativa do lema derivamos a identidade (4.18) em relac¸a˜o a
t e enta˜o tomamos φ = Aut. Usando (4.2) e (4.4) temos
1
2
d
dt
|A1/2ut|2 + |Aut|2 ≤ c1|A1/2ut||Au||Aut|+ c1|A1/2u||Aut|2+
C|A1/2ut|2 + 14 |Aut|2 + |ft|2 + 14 |Aut|2.
Por outro lado, usando (4.12) e (4.31) obtemos
d
dt
|A1/2ut|2+ |Aut|2 ≤ C(M,M1)|A1/2ut||Aut|+CM |Aut|2+C|A1/2ut|2+ |ft|2. (4.33)
De (4.29) e (4.28), ∫ τ
0
|A1/2ut|2 dt ≤ C(M,M1) (4.34)
e de (4.33), (4.34) e para M suficientemente pequeno,
∫ τ
0
|Aut|2 dt ≤ C(M,M1)3/2
(∫ τ
0
|Aut|2 dt
)1/2
+ C(M,M1)
38 4. SOLUCIONES PERIO´DICAS FORTES
e assim ∫ τ
0
|Aut(t)|2 dt ≤ C(M,M1). (4.35)
Para algu´m t∗ ∈ [0, τ ],
|A1/2ut(t∗)|2 ≤ C(M,M1)
e, depois de integrar (4.33) em relac¸a˜o a t de t∗ ate´ t+ τ, t ∈ [0, τ ], obtemos (4.32). ¥
Lema 4.6 Seja u a soluc¸a˜o aproximada de (4.9). Enta˜o
∫ τ
0
|utt(t)|2 dt ≤ C(M,M1) (4.36)
onde C(M,M1) e´ como no Lema 4.5.
Demonstrac¸a˜o.
Derivando (4.18) em relac¸a˜o a t e tomando φ = utt temos
|utt|2 ≤ |A(ut, utt)|+ |R(ut, utt)|+ |B(ut, u, utt)|+ |B(u, ut, utt)|+ |(ft, utt)|
≤ |Aut||utt|+ C|A1/2ut||utt|+ c1|A1/2ut||Au||utt|+ c1|A1/2u||Aut||utt|+ |ft||utt|
Usando (4.2), (4.4) e lembrando (4.12), (4.31) e (4.32)
|utt|2 ≤ C(M,M1)|Aut|2 + C|ft|2
Integrando em t e usando (4.35) nos da (4.36). . ¥
4.2.3 Conveˆrgencia e Unicidade.
Das estimativas obtidas segue-se que {um}m∈N e´ uma sequeˆncia limitada em
H2(τ ;H) ∩H1(τ ;D(A)) ∩ L∞(τ ;D(A)) ∩W 1,∞(τ ;D(A1/2)) (4.37)
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e existe uma subsequeˆncia {uµ} e algu´m u no espac¸o (4.37) tais que
uµ → u fracamente em L∞(τ ;D(A)),
uµ → u fortemente em L∞(τ ;D(A1/2)),
Dtuµ → Dtu fraco * em L∞(τ ;D(A1/2)),
Dtuµ → Dtu fortemente em L∞(τ ;h).
Tomando u = uµ na identidade (4.9) para µ ≥ m e fazendo µ → ∞. Para obter (4.1)
observamos que, por (4.2) e (4.3), para toda φ ∈ Vm temos
|B(uµ, uµ, φ)−B(u, u, φ)| ≤ |B(uµ − u, uµ, φ)|+ |B(u, uµ − u, φ)|
≤ c1|A1/2(uµ − u)||Auµ||φ|+ c1|A1/2u||Aφ||uµ − u| → 0
uniformemente em t e onde usamos (4.15) e (4.31). Logo a seguinte igualdade:
(ut, φ) + (Au, φ) + (B(u, u), φ) + (Ru, φ) = (f, φ)
segue-se fa´cilmente para a func¸a˜o limite u e toda φ ∈ H.
Para demonstrar a unicidade supomos que existem duas soluc¸o˜es diferentes u e v.
Enta˜o w := u− v satisfaz
(wt, φ) + (Aw, φ) + (B(u,w), φ) + (B(w, v), φ) + (Rw, φ) = 0 ∀φ ∈ H.
Tomando φ = w e usando (4.8), (4.12), (4.15) e (4.31) temos
1
2
d
dt
|w|2 + k1|A1/2w|2 ≤ |(B(w, v), w)| ≤ c1|A1/2w||A1/2v|1/2|Av|1/2|w|
≤M1/4C(M,M1)|A1/2w|2
e assim para M pequeno obtemos para algum c > 0,
d
dt
|W |2 + c|W |2 ≤ 0 (4.38)
e isto e´ uma contradic¸a˜o ja´ que (4.32) nos da´ w ≡ 0 pelo Lema de Gronwall e a perio-
dicidade de w. Isto demonstra a unicidade sob a hipoˆtesis (4.8). Alternativamente, se
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‖f‖C1(τ ;h) e´ suficientemente pequeno enta˜o
|(B(w, v), w)| ≤ c1|A1/2w||Av||A1/2w| ≤ C(M,M1)|A1/2w|2
para C(M,M1) suficientemente pequeno. Isto da´ a unicidade no segundo caso. ¥
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