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Quantum technologies walk the line between fundamental science and state-of-the-art engineer-
ing. Quantum photonics is revolutionising quantum information and communication, providing
complex, integrated photonic circuity that can control flying qubits (photons), in parallel com-
putational advancements are realised by processing and controlling quantum systems on large
scales. Flying qubits are a qubit that can be freely send from one node to the other. The quantum
internet will be a network of quantum devices that exchange information harnessing quantum
mechanics. With these new advancements, protocols, tools and machines have provided multiple
methods to communicate using fundamental laws [1–3]. The challenge to push the technology
further to multiple end-to-end communication users is on the horizon. Few of the engineering
feats have been mastered to overcome the large number of devices needed to interconnect and
power such a global network.
This thesis reports on progress towards a large-scale fully integrated quantum systems based
on integrated quantum photonic devices. We demonstrate the capability to communicate quantum
states across three silicon photonic devices using high dimensional (4D) communication protocols
in a multi-core fibre optical network. We review the engineering challenges faced to distribute
entangled photons, dimensionally separated in space, using active phase stabilisation to provide
the quantum computational basis for communications. A three device integrated silicon network
is demonstrated for the first time.
With proof of the network, we then address maximising the number of users. Superconducting
Nanowire Single Photon Detectors (SNSPDs) provide high detection efficiencies, low dark counts
and timing jitter, proving to be ideal choices for quantum communications. SNSPDs require
cryogenic temperatures for operation, and housing hundreds of detectors in a single cryogenic
station is required to ensure the scalability of quantum communication networks using nodes.
This has never been achieved due thermal power constraints caused by number of devices and
high speed electrical connections required to control and manipulate the optical circuity as well as
direct communication with the detectors and electrical circuits that produce tangible information.
We present the engineering feats in operation of such a cryogenic station and SNSPD models
that bring us closer to this, as well as using cryogenically operational Field Programmable Gate
Arrays (FPGAs) to process qubit readings.
Lastly, we present models of a ring cavity SNSPD optimised for short wave infrared (SWIR)
photons. SWIR can be used to reach increased numbers of photons per circuit and therefore
increased communication and computations rates. Photon in the SWIR spectrum benefit from a
higher transparency in silicon, alongside a reduction of other non-linear undesirable interactions
such as two-photon absorption and exploits optical non-linear effects that drive photon pair
production, the cornerstone of quantum photonic technologies. The detectors presented here show
increased measurement efficiencies and tailor-ability of photons, offering a route to improve the
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The development of quantum mechanics in the 20
th century has led to new ways to
harness information resources in the 21st century. In today’s society, humanity reaps the
benefits of the “first quantum revolution”. Some of the most important discoveries of this
revolution are semiconductors, lasers and integrated photonic circuits on semiconductors, where
quantum mechanics describes their working principles [4–6]. These technological developments
led to fundamental tools, such as the transistor and light-emitting diodes (LEDs). However, the
technologies listed only use quantum mechanics to understand how the device is created and
used. The computer and laser have no quantum properties in themselves, such as superposition
or entanglement. The first quantum revolution can be considered as the use of these technologies
and applications relying on an understanding of quantum mechanics and its uses in the fields of
electromagnetism and atomic physics.
Scientific advancements have currently brought us to the “second quantum revolution”: where
individual quantum entities are generated and manipulated, giving us access to the fundamental
quantum properties of the system, for example, quantum entanglement and superposition. Many
new technologies and applications spring off from this era: quantum computing [7], quantum
communications [8], quantum metrology [9] and quantum simulations [10] are some highlighted
examples.
These applications provide an engineering challenge of controlling and validating these
quantum devices. Current scientific research is in pursuit of harnessing these quantum technolo-
gies by creating stable environments. A wide variety of different approaches and platforms are
being investigated: ion trap systems [11], quantum dots [12, 13], superconducting circuits [14],




A classical computer encodes information in bits (0 or 1), while a quantum computer encodes the
data in quantum bits, qubits (|0〉 or |1〉). Utilising entanglement for quantum supremacy in quan-
tum information processes surpasses that which is currently achievable by classical information.
Quantum supremacy is defined as when a quantum computer exists that surpasses a classical
computer at a process. Three technologies are forerunning to achieve quantum supremacy [17]:
trapped ions, superconducting circuits and quantum photonic circuits. This thesis focuses on us-
ing photons for its technology for qubits due to photons showing very little decoherence and being
easily accessible. They are also classed as the only “flying qubit", allowing the qubit to naturally
travel in space between other qubits, which ultimately results in computation interactions.
The photon is a key fundamental phenomenon discovered in the early 20th century and has
long been used to communicate information. Einstein used the electric field’s quantisation to
explain the photoelectric effect back in 1905 [18]. He described the phenomena as the electric
field carrying discrete packets of energy E, determined on the wavelength λ, the value of Planck’s
constant h and the speed of light c: E = hλ/c labelling the concept as particle-like behaviour. On
the way to creating a quantum computer, a currently used technology, quantum communication,
exploits many of the same quantum phenomena.
Quantum key distribution (QKD) [1, 19] is one application of quantum technologies. Providing
robust security protocols based on physics laws, QKD has increased from a proof of concept to
network demonstrations on a commercial level [20]. Even with these incredible advancements,
QKD has not been widely adopted due to practical implications that are likely to be overcome
with integrated design based devices.
Quantum communications are far more than just [21] QKD. QKD provides a stepping stone
to enable technologies such as quantum networks and the quantum internet, providing a fully
connected global, robust network.
Integrated photonics provides [22] a stable, compact and robust platform to realise quantum
photonic applications described above. Currently, most proof-of-concept demonstrations are
performed in quantum optics and rely on bulk optics [23]. They have inefficient, non-deterministic
photon sources and low to modest efficiency photon detectors, covering tables, using bulky mirrors,
beams splitters, and waveplates, which is not practical in achieving stability and scalability, and
complexity needed to realise quantum computers and communications [24].
This thesis will report the experiments completed on the silicon quantum optic platform and
technologies required for quantum information realisation.
1.2 Disclaimer
In this thesis, I use the phrase ‘we’ to describe guiding the reader, i.e. you and I, through the
content. Later experiments were performed collaboratively and involved other people’s work; the
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term ‘we’ here also applies to the collective contribution of the group to work. However, in general,
the thesis contents, such as diagrams, simulations, and experimental data, were solely performed
and created by myself. Exceptions to this are indicated in the acknowledgements section at the
end of each chapter.
1.3 Thesis Outline
This work addresses the evolution of large parts of a fully integrated quantum optics com-
munication detection system. The work presented in this thesis is broken into four distinct
parts:
• Chapter 2: presents an overview of the topics and background behind the different research
areas presented. Firstly this introduces quantum information and quantum optics theory
to inform what aspects are needed to be understood for a high-dimensional entanglement
distribution network. A description of the silicon (Si) photonics platform and individual
components make up a fully integrated device. We then go on to cover superconducting
nanowire single-photon detectors (SNSPDs) theory and ring resonators in more detail to
fully understand the last results chapter. Lastly, introducing digital electronics, time-to-
digital converters, Field Programmable Gate Arrays (FPGAs) and cryogenics.
• Chapter 3: is concerned with the high dimensional entanglement distribution, demon-
strating a High Dimensional Quantum Key Distribution (HD-QKD) network. Presenting
separate quantum optics Si integrated devices, with multiple sources, transmitter and
two receiver devices, creating a complex network. The source device is used to generate
and prepare HD states of entangled photons on a chip, while the receivers projection into
Mutually Unbiased Basis (MUBs) shows QKD potential. We used a multi-mode core fibre
to transmit 2D and 4D bipartite spatially entangled photon states using an active phase
stabilisation system scheme.
• Chapters 4: details the quantum node, for controlling SNSPDs for applications in quan-
tum computing/communications. The experimental design and engineering in running a
cryogenic station, using cool readout and amplification electronics for embedded SNSPDs
in one system. Covering key aspects in the system that are needed to be addressed be-
fore tackling the Time-to-Digital-Converter (TDC) covered in chapter 5—dealing with the
practical aspects by characterising and minimising the vibrations of the system to allow
for compatibility with integrated optic devices. We also cover the characterisation of the
SNSPD used, which allows for the TDC’s characterisation by using generated SNSPD
electric signals.
• Chapters 5: follows on from the previous chapter, explaining the characterisation and
design considerations for a cryogenic fully encompassed SNSPD readout system. To ensure
3
CHAPTER 1. INTRODUCTION
scalability in the future of quantum communications by supporting hundreds of SNSPD
in one system. This first deals with choosing an optimal electrical off-the-shelf GaAs RF
amplifier, finding a device balancing optimal gain and input power. That is connected in
tandem with the SNSPD and TDC. An FPGA is used as a TDC readout system to measure
in time the SNSPD signals generation to be read out by a user in the environment. We
show that this is possible and the errors expected.
• Chapter 6: is concerned with developing a new waveguide integrated cavity SNSPD for
Short-Wave Infrared (SWIR). At around 2 µm TPA effect is significantly reduced in Si, but
SNSPDs at this wavelength have shown low efficiency, mainly due to under researched
design considerations for quantum information applications. We move to mitigate this
with a new design for the SWIR SNSPD. Firstly showing the potential of an integrated
waveguide detector and then showing the improvement gained in placing the waveguide
(WG) integrated SNSPD into a cavity. At the same time, we are considering the practical
implications of the path of the SNSPD needed for electrical signal readout, within an
Multi Mode Interferometer (MMI) structure at the detection area. We are concluding that
competitive efficiencies and jitters comparable to state-of-the-art are achievable.
• Chapter 7: Finally, the conclusion of the work is presented here, alongside an outline of
shortcomings and future directions research may take to overcome them. The importance
of reaching a quantum network to be available to multiple users is discussed. I am touching
on why many engineering steps are still to come to achieve this goal. Simultaneously,
several have been investigated in this thesis—explaining that a communication system’s
infrastructure requires communication between multiple integrated devices and that a











This chapter provides an overview of the theory, components, and technology needed formost of the following chapters. Additional background required for an understandingof the following chapters can be found within them. This chapter gives a guide through
Quantum information and QKD protocols and execution, Si photonic components and detectors
focusing on SNSPDs. This chapter will also cover the technologies needed to achieve these
experiments, including new state-of-the-art cryogenic systems and cryogenic read out electronics.
2.1 Quantum Information & Communication
This section will explore quantum theory and how this is used to realise quantum information
and communications. Quantum theory is relevant for understanding the motivation behind why
the topics researched in this thesis are areas of interest for the progression of technology in our
lives. It will allow us to understand how quantum communication uses quantum mechanics to
allow us to deliver messages while protected from quantum computers.
Quantum information is the study of information on a state within a quantum system, using
techniques to process and manipulate the information by changing states. Quantum information
theory includes many key concepts in quantum mechanics such as superposition, entanglement
and teleportation to enable the investigation of systems used for computing and communication.
Computing and communication are encompassed within quantum information and are methods
to utilise quantum information in our world. This section covers the fundamental concepts of
quantum mechanics, quantum information, and quantum communications to pave the way for




Quantum mechanics postulates that quantum states represent all the information of a quantum
system and can be represented by a normalised wavefunction that can be denoted by ket |Φ〉.
This denotes a pure state. However, it is also possible for a system to be in a statistical ensemble
of different state vectors (called a mixed state): For example, there may be a 50% probability
that the state vector is |Φ〉1 and a 50% chance that the state vector is |Φ〉2. This notation is
Dirac notation, where Φ represents the target state under investigation. The vector |Φ〉 inhabits
within the Hilbert space H, which contains the set of all orthonormal (orthogonal and normalised)
vectors that the state could be measured. The vector dual space coincides within the Hilbert space,
with the dual vector |Φ〉† that can be rewritten as a ‘bra’ in Dirac notation, 〈Φ|. The † operation
transforms between the two spaces and is defined as the conjugate transpose |Φ〉† |Φ〉∗T . In
quantum physics, all that can be known about this pure quantum system is represented by a
normalised vector.
The following postulates describe the relationships between the physical world and the
mathematical formalism’s used to describe them:
States: Quantum state is a complete description of a physical system by the vector |Ψ〉 in the
Hilbert space H d in a d-dimensional complex inner product vector space. This class of vectors
can be multiplied by a complex scalar so that they are indistinguishable.
Observables: An observable is a property of a physical system that can be measured. A
Hermitian operator describes it as a linear transformation on the vector,
Â : |Ψ〉 −→ A |Ψ〉 ,(2.1a)
Â : a |Ψ1〉+b |Ψ2〉 −→ aA |Ψ1〉+bA |Ψ2〉 .(2.1b)




αn |αi〉〈αi| = 1.
An example of this is the energy operation or a Hamiltonian Ĥ. The time evolution of a




|Ψ〉 = Ĥ |Ψ〉 ,
where ~ is h/2π, where h is Plancks constant. The eigenvalue En and eigenvector |en〉 of the
Hamiltonian are the quantum system’s eigenenergy and eigenstates. The eigenvalues of the
matrix will be the potential energies the system can have. The eigenvectors give us the basis for
space and therefore give us a way to represent any state:
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(2.4) Ĥ |ai〉 = Â i |ai〉 .
Knowing the Hamiltonian allows us to solve the eigenvalues and eigenstates. Mathematically,
we can write the Hamiltonian with a matrix representation, allowing us to solve the eigenvalues
by diagonalising the matrix. A matrix is diagonalisable if there exists an invertible matrix P and
a diagonal matrix D such that
The Shrödinger picture explains the evolution of a system in the time domain. Using a time
independent Hamiltonian Ht the evolution of a state is described by:
(2.5) |Ψt〉 = e(−i
Ht
h t) |Ψ0〉 ,
where |Ψ0〉 is the initial state of the system and |Ψt〉 is the state of the system after time evolution
t, has occurred. We can label this as a unitary Û , with the postulate stating that the evolution of
a closed quantum system is described by a unitary transformation, and that the state |Ψ0〉 of the
system at time t0 is related to |Ψt〉 of the system at time t1 by the Unitary operator Û ,
(2.6) |Ψt〉 = Û |Ψ0〉 .
In quantum information, we are typically more interested in the unitary itself then the states
before and after the evolution. Transformations within a quantum information circuit from input
to outputs states are essential, and examples of this is shown later on.
2.1.2 Quantum Information
2.1.2.1 Qubits
In information theory, a bit is used to describe a physical system that can exist in two distinguish-
able states [25–27]. A bit can hold one piece of information. Superposition is key in quantum





That two states can be named as in ’1’ state or within a ’0’ state. A qubit is a quantum version
of the system, having the same properties. The states are labelled |0〉 and |1〉. Where a bit is in
one of two states constantly. A qubit can be in a superposition of the states:
(2.8) |Ψ〉 =α0 |0〉+α1 |1〉 ,
7
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where a0 and a1 are complex numbers.
These qubits reside on a two dimensional Hilbert space. The probability of achieving one
state when measured must always be one, as |a0|2 +|a1|2 = 1. If we do a measurement of this
superposition of states we will get |0〉 with a probability of |α0 |2 or |1〉 with a probability of |α1 |2.
A qubit cannot cannot be cloned according to the no-cloning theorem [28], as it is impossible to
create an identical copy of an arbitrary unknown quantum state. We can rewrite Equation 2.8:





where θ and φ define a point on the unit three dimensional Bloch sphere [27]. The Bloch
sphere is a representation of the state of a single qubit, where on the x-axis you have the
|±〉 = |0〉+|1〉 /p2 states, the y the |±i〉 = |0〉+ i |1〉 /p2 states and z-axis |0〉 , |1〉 as shown in Figure.
2.1.
|Ψ〉 is a vector in two-dimensions for a qubit. It can be represented in many different forms, as
described above. The Dirac notation, wavefunctions, matrix notation, Bloch sphere, and density
matrices are some of the most used representations [26]. All of these representations have their
advantages and uses in different scenarios. The Dirac notation elegantly presents a quantum
system’s state evolution, while the wavefunction is typically used to describe the time evolution
of the quantum system. Matrix notation is used to perform calculations. The density matrix is an
excellent way to present how pure a state is. The Bloch sphere presents an excellent intuitive
way to visualise the states.
FIGURE 2.1. Bloch sphere representing a qubit state.
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The correspondence between Dirac notation and matrix representation of basis states on the




























Physical representations can include the orthogonal polarisations of a photon, paths on an
interferometer, electron states via spin or energy levels on an atom and quantum dots.
An ideal system to use for qubit implementation should meet the following requirements:
long coherence, universal operations, scale-ability and robustness [26, 27]. A set of universal
quantum gates is any set of gates to which any operation possible on a quantum computer can
be reduced; that is, any other unitary operation can be expressed as a finite sequence of gates
from the set. Trapped ions or atoms with two energy level systems can be used to encode a qubit
state, while a laser is used to control the states. An atomic system offers long coherence times.
Photons can also represent a qubit system and have infinite decoherence times. Also, the use of
photon interference allows for universal operation, allowing it naturally to be used in quantum
communication [21], quantum information [27] and metrology [9].
2.1.2.2 Quantum Interference
The second quantisation formalism describes light as an ensemble of quantum harmonic oscilla-
tors with a Hamiltonian:
(2.11) Ĥ =∑
k




where Ĥk is a single harmonic oscillator, ωk is the angular frequency of the kth mode. The
ladder operators âk† and âk are the creator and annihilation operators, respectively, for the
excitation in k-modes. k represents each of the system’s modes, which can be spacial modes,
polarisation, orbital angular momentum, spectral, etc. The modes mainly used and described in
this thesis will be spacial modes, represented by occupying different waveguides on-chip.
Photon states can be represented using Fock states with |n〉k, with n being the number of
photons in mode k. The operators above act on the Fock states as follows:
(2.12) âk† |n〉k =
p





For this photons occupying the same optical mode are indistinguishable. The eigenvalue of
this is represented by En = ~ω(n+1/2). For this type of quantum mechanical oscillator, the energy
difference between nearest neighbours is set at a fixed value of E0 = ~ω1/2. E0 is also the ground
state and is so named as a vacuum state. The two ladder operators also combine to give another
import operator, the number operator n̂ = âk†âk. n̂ provides the photon number.
2.1.2.3 Encoding qubits and qudits with information
In quantum photonics, qubits are typically encoded onto a photon by using its properties of
polarisation, frequency, mode or angular momentum. They are encoded with information via a
Fock state of a single photon in two optical modes. These modes can be represented by many
multiple degrees of freedom (frequency [29] time, polarisation [30], orbital angular momentum,
spatial [7]); here, we use space by the photon path.
The primary encoding we will use is ‘dual-rail’ or ‘path’ encoding, where the spatial location
of a single photon encodes the information. Here we define two distinct waveguides as ‘rails’. A
photon in the top rail encodes a |0〉 and in the bottom rail encodes a |1〉.
The mapping of logical states from Fock states is as followed:
Fock Basis ⇐⇒ Logical Basis
|1〉0 |0〉1 ⇐⇒|0〉(2.13a)
|0〉0 |1〉1 ⇐⇒|1〉(2.13b)
The qubit is in the logical state |i〉 if the photon is in the ith mode. Therefore, this can be
generalised to d-dimensions qudits where a photon can occupy as many dimensions as there are
modes. Fock states are indicated using the same bra-ket notation as for logical states of, e.g.,
qubits. The meaning of the two is, however, different in general and should not be confused. A
unitary on two modes is performed with a controlled interference, where more modes require
implementing a universal linear system of gates and interference points.
2.1.2.4 Qudits
A qudit is a quantum version of d-ary digits for d > 2. Qudit technologies are emerging as an
alternative to qubit for quantum information science and quantum computation. This is due to
its multi-level nature, qudit provides a larger state space to process and store information and
the ability to control multiple operations simultaneously [31].
(2.14) |Ψ〉 =α0 |0〉+α1 |1〉+α2 |2〉+α3 |3〉+ ...
A three-dimensional version is named a “qutrit," and a four-dimensional is named a “quqart".
These are presented mathematically by expanding the matrix and density matrix notations to
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capture a qudit system with d base states, with d being the number of dimensions. Photons are
naturally unbounded in eigenmodes (orbital angular momentum (OAM), space, etc.), allowing for
qudits’ implementations. Qudits offer higher information capacity for quantum communications
[32], and practical advantages for quantum computing [31].
2.1.2.5 Entanglement
Entanglement is a counter-intuitive idea of the quantum world associated with composite quan-
tum systems. The equation below shows a two-qubit entangled state.
(2.15) |Ψ〉 = |00〉+ |11〉p
2
A multiparticle system |Ψ〉 is described as being entangled if its wavefunction cannot be
factorised into a product of the wavefunctions of the individual particles |a〉 and |b〉.
In 1935, the EPR paper [33] was published, which coined the term “entanglement" [34, 35].
A source emits a pair of correlated photons: by measuring each photon’s polarisation, you can
assign the orthogonal polarisation is the values |0〉 or |1〉. They are perfectly correlated if both
photons’ pairs are measured in-state |0〉 or |1〉. Quantum non-locality predicts that if one qubit
is measured, then the result for the other entangled qubit will be immediately determined,
independent of the distance between them. Entanglement is an essential resource for quantum
information applications.
To expand entanglement for large scale quantum information there is: multi-parties entan-
glement and multi-dimension entanglement, as represented mathematically:
(2.16)
Multi− parties : |Ψ〉 = 1p
2
(|0〉⊗N +|1〉⊗N )




This is also an example of a Bell state. A Bell state is a two party and two-dimensional
entangled state. Their simplicity has allowed them to have been realised in a number of diverse
experiments. Their conventional form is:
|Ψ±〉 = 1p
2
|0,1〉± |1,0〉 |Φ±〉 = 1p
2
|0,0〉± |1,1〉(2.17a)
The Bell states are the common eigenstates of the three operators σ̂x ⊗ σ̂x, σ̂y ⊗ σ̂y, σ̂z ⊗ σ̂z,
with eigen values ±1, corresponding to the spin components being equal or opposite. These are
defined further within this chapter.
Einstein stated that "God does not play Dice" in reference to explaining the form of “Hidden
variables". He proposed to provide deterministic explanations of quantum mechanical phenomena




Fidelity is a popular measure of distance between density operators. Fidelity measures the
distance between pure states. For two states given here by the unit vectors |φ〉 and |Ψ〉 it is
| 〈φ|Ψ〉 |. It can also be used to measure the distance between two mixed states, described by a
density matrix. If two density matrices ρ and σ, the expression is:
(2.18) F(ρ,σ)= (tr√pρ σpρ )2.
2.1.2.7 Qubit Operations
A famous example of a unitary evolution are the Pauli matrices shown here:


















The X̂ is commonly known as the quantum NOT gate, and its operation is referred to as a
“bit flip". The bit flip name is so-named as it takes |0〉 flips it to |1〉 and |1〉 flips it to |0〉. The Z
matrix is known as a phase flip, by leaving |0〉 invariant and taking |1〉 flipping it to −|1〉, where
the -1 factor represents a change in the phase factor.
Another very well used unitary operation is the Hadamard gate,







which results in H |0〉 = (|0〉+ |1〉 /p2 ) and H |1〉 = (|0〉− |1〉 /p2 ). I differ in this thesis the
Hamiltonian Ĥ and the Hadamard gate with H, by using the hat symbol.
2.1.3 Quantum Information Processing
Here we briefly discuss quantum information processing in a linear optic network, where more
than one photon is involved. A prime mechanism of qubit interaction is non-classical interference
(quantum interference). An example of this is the famous Hong-Ou-Mandel (HOM) effect [36].
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The set up is where two identical photons use two different input port paths to meet at a beam
splitter to interfere and exit out of two output ports, which are measured [37].
In the classical world, the two photons could be modelled as evolving individually, and each
photon has an equal 50% probability of exiting out of either port leading to four possible outcomes
as shown in Figure.2.2. With detectors at each output, there is a coincidence detection event
probability of 0.5 that both detectors simultaneously measure a photon.
The quantum story of these events plays out different. Consider two indistinguishable single
photons arrive at the Beam Splitter (BS) simultaneously. This two photon state with each mode










Hence, the evolution of the mode operators is â†out =UTBS â†in













(|2〉1 |0〉2 +|0〉1 |2〉2).
This describes the situations only where the two photons are collected together into the same
output mode, leading to a probability of coincidences of the detectors 0. The HOM effect is a very
important tool used in quantum information processing. This is also describes as a NOON state
[38]. This is a NOON state where N = 2. A general NOON state is described by:
(2.27) |ΨNOON〉 =
|N〉k1 |0〉k2 + eiNθ |0〉k1 |N〉k2p
2
with N in this case representing a superposition of N particles. More than two photons and
NOON stables are commonly used in quantum metrology, and quantum sensing [39].
13
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Figure 2.2: The schematics represent each of the possible outcomes when the photon pair interact
on a BS. HOM possible results with all four of the circumstances equally possible in the classical
world, but in the quantum regime with indistinguishable particles, results (1) and (2) are identical,
except for the sign change, therefore cancel each other out and do not occur.
2.1.4 Mutually unbiased bases
A complete set of MUBs allows for an efficient quantum tomography to be measured as this
discloses the complete information about an arbitrary state of the system. Intuitively, we expect
the average entanglement over all states account for the complete set of MUBs to be fixed
concerning measurement, independent of the bases’ choice. The measure of entanglement is
a function of the linear entropy of a reduced density operator. The idea of this proof is to use
the property of a complete set of MUBs. [40]. The entanglement averaged over a complete set
of MUBs is the same as the entanglement averaged over all pure quantum states. It has been
proven that the maximum number of the MUBs in a Hilbert space of dimension n is n + 1,
where n is an integer power of a prime number. Mathematically, complementary observables are
described by noncommuting Hermitian operators whose sets of eigenstates form different bases
in the Hilbert space that are MUBs. This refers to the fact that the inner product of any pair of
states belonging to different bases is the same.
Let A and B operators in a d-dimensional Hilbert space, whose eigenbases form an orthonor-
mal set |ai〉 , |bi〉. These bases are said to be mutually unbiased if:
(2.28) | 〈ai|b j〉 |2 = 1d
Given any eigenstate of one, the outcome resulting from a measurement of the other is entirely
undetermined.
Thus comes the obvious question of how many MUBs exist for a d-dimensional Hilbert
space.(d+1) MUBs exist. For a 4D system, the following bases form an MUB set:
14
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(2.29) Î4 = 12

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

(2.30) M̂2 = 12

1 −1 −i −i
1 −1 i i
1 1 i −i
1 1 −i i




1 −i −i −1
1 −i i 1
1 i i −1
1 i −i 1




1 −i −1 −i
1 −i 1 i
1 i 1 −i




Figure 2.3: Two parties, named "Alice" and "Bob", communicate over a public channel by encrypt-
ing their message using a shared key, making the message a cipher text and not understandable
by any outside party (Eve) and decrypting using a key.
Throughout the history of written communication methods, there have been methods in
restricting and disguising the information of the actual message to others besides the recipients.
The field of cryptography provides privacy, authentication, and confidentiality for the users,
as cryptography is the practice of obscuring the message’s information without decoding it. In
cryptography, the terminology is used to help bring clarity in communication schemes: the two
parties involved in the communications are called “Alice" (the sender) and “Bob" (the receiver),
which are the two parties communicating their message. A third party is known as “Eve" is an
eavesdropper, acting as an antagonist attempting to extract information from the message. In
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some circumstances, we have a 3rd party in the receipts, named “Charlie", who provides resources
to enable communications between Alice and Bob or to be communicated to as well. The diagram
below Figure.2.3 represents how the encryption communication between the two occurs.
2.1.5.2 Cipher
A mathematical description of a cipher can be presented as the following. Representing the plain
text space is M , the set of all ciphertext space is C and a set of all keyspace as K . The family of
encryption functions EK described mapping plain text to ciphertext, and the family of decryption
functions DK describe the mapping of cipher text to plain text.
EK : M  C ,
DK : C  M ,
DK (EK (M ))
(2.31)
Alice and Bob agree on a secret key over a secure channel. They can then send their ciphertext
over an insecure channel. There are different examples of encryption systems used throughout
history, such as early ones (Caesar Cipher), growing more involved. A notable encryption invention
is the One-time Pad (OTP) that uses a symmetrical randomly generated shared key between Alice
and Bob. The key is the same length as the message, resulting in an unbreakable cipher. As the
key is entirely random, an attempt to replicate is entirely random unless you know how the key is
generated. Therefore generating an utterly random key is a current point of research. Quantum
Random Number Generators (QRNG) use quantum mechanical laws to generate completely
random numbers that cannot be reversed engineered. This area of research is not covered in this
thesis.
Rivest, Shamir and Adelman (RSA) [41] provide us with a widespread public-key cryptography
protocol, which generates a public and private key that uses two prime numbers, currently used
in much of today’s communications, including banking and military purposes. The protocol is not
fully described here [41]. However, the idea is that multiplying two prime numbers to generate the
key while decomposing into the two source prime numbers to crack the key is difficult. However,
As computers become more powerful, the security of this technique weakens. RSA is used instead
of the OTP, as OTP is resource-intensive, as the key must be as long as the message. Therefore
non-OTP cryptography systems have a lifetime, as it is only a matter of time to break with a
computer.
2.1.5.3 Quantum Key Distribution
In this section, we will move from quantum mechanics generally to cover the area of Quantum Key
Distribution (QKD) [42], and the fundamental mechanisms underpinned by quantum mechanic
laws.
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Quantum computing motivating quantum cryptography
Quantum computers will be able to factor large integer numbers more efficiently than classical
computers. Shor’s algorithm [43] would allow quantum computers to crack many currently
used cryptography protocols in polynomial time decrease. Breaking these would have dramatic
ramifications in the information privacy in our current world. Quantum cryptography provides a
solution, as the system’s quantum nature provides us with the no-cloning theorem tool [28].
The no-cloning theorem states that it is impossible to create an identical copy of an unknown
and arbitrary quantum state. A statement that has great implications in the field of quantum
computing. A mathematical proof of these systems follows.
Suppose we have a quantum device, where we have our target slot, which is an our unknown
pure state |Ψ1〉, which is the state we wish to copy, into our cloned slot that starts out as a random
pure state |?〉. We can use some unitary for cloning our target state called UC, which performs:
(2.32) |Ψ1〉⊗ |?〉UC(|Ψ1〉⊗ |?〉)= |Ψ1〉⊗ |Ψ1〉
Assuming we can apply this copying unitary to another specific pure state |Ψ2〉. If we then
take the inner product of these two equations:
(2.33) 〈Ψ1〉Ψ2 = (〈Ψ1〉Ψ2)2
This leaves only two possible solutions: either these states |Ψ1〉 and |Ψ2〉 are the same, or they
are orthogonal to one another. Therefore a potential cloning device cannot distinguish between
these two. QKD protocols deal with Mutually Unbiased Basis (MUB), and therefore cannot
determine the state from the measurement. MUB in H is two orthonormal bases, such that the
square of the magnitude of the inner product between any basis states equals the inverse of the
dimension d. If a system is prepared in a state belonging to one of the bases, then all outcomes of
the measurement with respect to the other basis are predicted to occur with equal probability.
This leads to motivation in using pure quantum states to communicate information, as an
eavesdropper will have to measure the state to discover the key that Alice and Bob are exchanging.
The information intercepted by Eve will not be used in producing the key as that information
is lost. If Eve wishes to replace/clone the state they measured, they cannot, due to the cloning
theorem just stated. Key exchange is a solution that offers good performance for relatively low
transfer rates. This method is more feasible than a "True" quantum communication, where the
message itself is transferred from the quantum channel. Using both a quantum channel and a
classical channel, exchanging only the key to decrypt the message on the quantum channel and
sending the message itself via the classical channels works around the low transfer rate.
Quantum entangled states enable a method to generate randomness between two parties.
During the quantum measurement, the probability of obtaining specific results depends on the
17
CHAPTER 2. BACKGROUND
basis the user has chosen to measure. As the entanglement distribution for communication
purposes between two parties depends on each user choosing their basis to measure incoming
quantum states. When both pairs of quantum entangled states are measured on the same basis,
there is a statistically higher probability of correlation between measurements. For example, if
Alice chose to measure in the computational basis σ̂z, both users simultaneously choosing to
measure their results on this basis would be perfectly correlated.
Similarly, if they had both chosen to measure in the Hadamard basis (σ̂x), perfectly correlated
measurements would be the result. However, if Alice or Bob choose different bases, for example,
one chose σ̂z and the other σ̂x, the measurements would be uncorrelated, resulting in the produc-
tion of a flat probability distribution. The circumstances just described provide the backbone for
QKD: after their measurements have been collected publicly, each member publicly announces
the basis they have measured in to correlate their same basic measurements, this allows for the
key generated between them to remain secret.
2.1.5.4 BB84
Bennett and Brassard in 1984 (BB84) [44] developed one of the most popular QKD protocols. The
scheme exploits quantum mechanics uncertainty principles in Eve to gather enough information
to compromise the key.
The protocol:
• Alice prepares each qubit she is going to send and for each one, she randomly generates one
of two bases: the Z basis (|0〉, |1〉) or the X basis (|+〉 , |−〉). These bases are chosen as they
are orthogonal to one another. Therefore any states measured on either basis will provide
no information about the other basis.
• Alice generates a qubit state in the randomly chosen basis. The options are a 0 (|0〉 in the Z
basis or |+〉 in the X basis) or a 1 (|1〉 in the Z basis or |−〉 in the X basis).
• This now qubit is encoded into a photon using one of its degrees of freedom. Examples can
be polarisation, phase, frequency, time and space. For this example, we will use polarisation,
as its two natural orthogonal polarisation modes allow for a fluent understanding.
• The qubit is sent to Bob via a secure communication channel. Bob has randomly generated
a basis between the same two that Alice used to measure his incoming qubit.
• If Bob measures a qubit in the same basis as Alice measure her qubit, then Bob will
measure the same bit as Alice originally sent. This is assuming that the qubit was not
altered during transit between the two parties. An example: If Alice sent a 0 bit in the X
basis (|+〉), Bob would also measure a 0 bit (|+〉 in this case) if he chose the same (X) basis.
If Bob had chosen the Z basis, he would measure a 0 or a 1 with equal probability. Therefore
no information on the key is added for that qubit measurement.
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• After all of the qubits are sent, Alice and Bob both publicly announce which basis they
chose for each qubit sent. They look for coincidences between their bases and discard any
measurements/results where the bases do not match. Then, assuming no errors using the
remaining qubits measured, generate a shared key between both parties, which is identical.
• Eve can hack the communication channel between Alice & Bob and measure the flying
qubits in the same way Bob measures them by randomly choosing a basis. Nevertheless,
Eve and Bob independently randomly choose a basis that will not always coincide. Therefore
half of the time, she will not measure the same basis as Bob. Also, Bob will receive no
detection event unless Eve replaces the missing qubit. Not knowing what state to replace
the qubit with, Bob will receive a state not entangled with Alice’s state.
A threshold limit on the error is typically applied to QKD protocols that must be met to use
the key. A number of the generated states are lost during transfer, or other errors may reduce
the number of qubits received and measured. The error rate for practical QKD using BB84 was
calculated to be 27.6% [45]. To help distinguish between just loss or fluctuations of information,
which may be natural in an optical fibre communication channel. The channel is compromised
and the qubits leaked to Eve. If they do not meet this threshold, they throw away the key they
have generated and look to generate a new key.
2.1.5.5 MDI-QKD
MDI-QKD is a novel quantum communication protocol that allows two users Alice and Bob, to
communicate with one another even if the hardware they are using has been tampered with and
thus is not trusted. This is achieved by measuring correlations between Alice and Bob’s signals
rather than the actual signals themselves. There are proven research methods of attacking the
channel [46], with no countermeasures. Measurement Device Independent (MDI) [3][47] QKD
removes these potential side channels which could be exploited via hacking. This assumes that
both Alice and Bob both have their own devices and use a third party. This third party (named
“Charlie") will measure the states sent from Alice and Bob and announce successful events.
Knowing these successful events, only Alice and Bob can determine their key by knowing the
basis they sent their qubit in. This allows Charlie to be un-trusted (it can even be Eve).
An example of an MDI-QKD protocol is as follows: Alice and Bob independently prepare phase
randomised weak coherent pulses (WPCs) in different BB84 polarisation states. At Charlie’s end,
photons from Alice and Bob interfere on a 50:50 BS that has on each end a polarising BS (PBS)
projecting the input photons into either of the BB84 basis horizontal. In Figure.2.4a schematic of
the following description of MDI-QKD can be found. (H) or vertical (V) polarisation states. Using
single photon detectors at the four outputs after the two PBS, the photons are measured, and
the results are publicly announced. The results are only announced if a successful Bell state
measurement occurs, by opposite polarisation’s detection coincidences events. A click in Detector
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FIGURE 2.4. MDI-QKD set up representation. With Alice and Bob sending their polari-
sation encoded prepared states to the Beam Splitter (BS), that sends the photons
to two possible polarising beam splitters (PBS), that then send to one of the four
single photons detectors.
1 on the Horizontal (D1H) & D2V, or in D1V & D2H, indicates a projection into the Bell state
|Ψ+〉 = 1p
2
(|HV 〉− |V H〉), while a click in D1H & D1V, or in D2H & D2V, indicates a projection
into the Bell state |Ψ−〉 = 1p
2
(|HV 〉+ |V H〉).
Compared to standard security proofs, it has a key advantage of removing all detector side
channels, and it doubles the transmission distance covered over conventional QKD schemes.
Furthermore, it has a particularly high key generation rate which is comparable to that of
standard security proofs. Its key generation rate is orders of magnitude higher than the previous
approach of full device independent QKD. In view of its excellent security, performance and
simple implementation.
2.2 Integrated Quantum Photonics
Here, we provide an introduction to integrated quantum photonics. We are discussing the
components and the overall technology. We expand by saying how they are used to realise the last
section giving the user the highest control of quantum photonics information states yet developed.
This is relevant as it allows us to know the platform we expect the following chapters to operate
in and how operations and experiments are performed.
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2.2.1 Introduction
To realise the potential of quantum photonics to encode hundreds of qubits with information,
integrated photonics is a promising platform. Many proofs of concept ideas such as the first
two-qubit experiments and BB84 protocol [44] was shown in bulk optics, using free space lenses
to manipulate scales poorly with the number of qubits and dimensions. Free space also provides
turbulence, changes in path length, phase and polarisation, in a partly chaotic medium. Alterna-
tively, fibre-based quantum optics allows for the containment of the qubits and transfer of qubits
of hundreds of kilometres [48]. However, this platform still scales poorly in size with the number
of components and qubits.
2.2.2 Linear and Non-Linear effects in Si
The dielectric response of a medium is determined by the electric polarisation P, which is defined
as the electric dipole moment per unit volume. The electric displacement D is related to the
electric field E and P through:
(2.34) D= ε0E+P
In an isotropic medium, the microscopic dipoles align along the direction of the applied electric
field, so that we can write:
(2.35) P= ε0χE
where ε0 is the electric permittivity of free space and χ is the electric susceptibility of the medium.
High power coherent light sources can interact with a material in a non-linear phenomenon,
described by:
(2.36) P = ε0χ(1)E+ε0χ(2)E2 +ε0χ(3)E3 + ...
The first term in Equation 2.36 is the same as in Equation 2.35 describing the linear response
of the medium. The order ith of the superscript for 1 represents linear susceptibility and two
or more nonlinear susceptibility. In “weak” fields, we only consider the first term. Si is a cen-
trosymmetric crystal material. Therefore, it lacks nonlinear processes that require χ(2), such
as spontaneous parametric down-conversion [49]. Third-order nonlinearities are significant in
silicon as they exhibit a wide variety of phenomena [49]. This can be seen from Si relatively
refractive index value, that has a directly proportional relationship χ(3) ∝ (n−1)4 [49].
Band Gap: A band gap is the distance in energy between the valence band of electrons
and the conduction band. Silicon has four electrons in its valence band. In a silicon crystal, the
electrons form covalent bonds with other electrons in the valence band of neighbouring atoms.
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Hence, at absolute zero, there are no electrons free for conduction. The density of silicon states and
all semiconductors contains a bandgap between the conduction and valence band. As the bandgap
of semiconductors is relatively small compared to insulators, interactions by thermal excitations
at increasing temperature excite electrons into the conduction band, increasing conductivity.
The band gap defines the wavelengths that are optically transparent through a material and
wavelengths that are absorbed.
Therefore, a semiconductor’s bandgap determines how much energy is needed to excite an
electron to the conductive state. Band gaps where no phonon assistance is required are called
direct band gaps. In some cases, the assistance of a phonon is also required to achieve excitation.
Some materials conduction band has a different momentum than the minimum energy state in
the valence band. In these materials, the crystal lattice vibrations are required for momentum
conservation, an indirect bandgap. At room temperature, silicon has an indirect bandgap of 1.12
eV and a direct bandgap of 3.4 eV [50]. The injection of impurities named dopants can change
the conductivity of silicon. Introducing nitrogen atoms, which have five electrons in the valence
band, results in a spare electron after bonding to silicon, and therefore the conductivity of silicon
has been increased. Doping with electron donors creates n-type semiconductors. The same can
be done by introducing impurities with fewer valence electrons than silicon, such as boron with
three in the valence band. This leads to the creation of absences of electrons or ‘holes’. Doping
with electron acceptors creates p-type semiconductors.
2.2.3 Quantum Photonics
Two Photon Absorption (TPA): TPA is the nonlinear optical phenomenon that occurs when
a material simultaneously absorbs two photons. In an insulator or semiconductor, TPA can
generally occur only if the photons’ energy is at least half the bandgap energy. If the energy of
a single photon of a particular wavelength cannot promote the electron into a free carrier, but
the energy from two photons can, this qualifies as TPA. The photon’s energy E depends on its
wavelength λ and can be calculated using E = hc/λ. Here, h represents Planck’s Constant and
c is the speed of light. These free carriers change the refractive index and optical properties
of the medium. This is a nonlinear effect. The higher the photon flux, the stronger the effect
becomes. This limits potential power through a medium providing diminishing returns in power
transmitted to the input power. We will use the example of Si to illustrate.
In Figure.2.5 a) we illustrate the TPA absorption in the degenerate and non-degenerate case.
Two photons are absorption promoting the electron from the Ground level Eg to the valence band
Ev. In the non-degenerate case, two photons of different wavelengths ω1 & ω2 are absorbed. In
the degenerate case ω1 is equal to ω2.
In silicon photonics, the C-band (4 - 8 GHz) is used in many applications. The energy of a 1.55
µm photon is 0.8 eV, and the energy of a 2.2 µm photon has is 0.56 eV. The bandgap of Si is 1.12
eV. Less photon absorption occurs at 2.2 µm as higher phonon energies are required to also close
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FIGURE 2.5. a) Degenerate and Non-degenerate TPA mechanism, with ω the angular
frequency of the photons, and colour representing the energy. b) Spontaneous Four
Wave mixing with absorption of coherent photons and emission of two photons of
different wavelengths.
the band gap. A single photon cannot excite a carrier from valance to the conduction band, but if
two 1.55 µm photons combine and are absorbed, it can create a free carrier. If the two photons’
combined energy is lower energy than hc/λ, the effect becomes unattainable, as the two photons
combining energies are insufficient to overcome the bandgap. There is three-photon absorption,
but this effect is orders of magnitude lower and negligible.
Spontaneous Four-Wave-Mixing (SFWM): This is a nonlinear process where two photons
with angular frequency ω1 and ω2 are converted into two photons with angular frequency ω3 and
ω4. This conversion occurs by the absorption of the initial two photons to promote a carrier, which
is down-converted into two photons of different wavelengths. Energy is conserved therefore ω1 +
ω2 = ω3 + ω4 as shown in Figure. 2.5 b).
Coherence Length: Two photon sources are coherent if they produce photons with the same
frequency, waveform and a constant phase difference. The coherence length is the distance at
which a wave propagates over, in which it is considered to maintain coherence. The interference
between the two photons is strong when the paths mismatch by less than the coherence length.





n∆λ . λ is
the wavelength of the photon and ∆λ is the bandwidth of the photon source and n is the refractive
index of the material.
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2.2.4 NIR and SWIR
Silicon is considered to be an ideal material to choose as a platform for quantum photonics [50].
In silicon photonics, the C-band is used in many applications. This wavelength band typically
used within quantum photonics [51], as used in classical communications channels because of
its transmission properties in optical fibres. Any quantum communications systems designed
with this wavelength may use the current classical optical fibre networks already established
globally. Due to its prevalence, integrated optics fabrication foundries in Si for optic devices
fabricate components for that are optimised for 1550 nm, which lies within the C-band and is
the high transmission in Si. It is also the atmospheric transparency window allowing for use
in LiDar systems [52]. This wavelength’s capabilities and infrastructure around it have been
heavily invested in [51].
FIGURE 2.6. Values are relative change from the phenomena at 1550 nm in Si. The lines
represent Dispersion of nonlinear refraction n2, a nonlinear two-photon absorption
model TP A and Rayleigh scattering. This figure is reproduced from [53].
There is also current research at longer wavelengths than 1550 nm, due to the advantages
they have and the draw backs 1550 nm has as shown in Figure.2.6. At this wavelength you have
nearly eliminated TPA and amplified nonlinear optical properties that are used to generate and
manipulate photons. [16, 53] show that using longer wavelength photons in the SWIR is currently
under research as an alternative to 1550 nm.
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2.2.4.1 Other platforms
There are several candidates that can fulfil the role of the medium for photon manipulation. The
properties that are needed are: a higher refractive index than the environment; large enough
band gap to minimise photon absorption; high values of χ2/ or χ3 for photon control; mature
foundry methods to allow for the fabrication of devices; and compatibility with CMOS to enable
both active control of electronics and photons on the device. Some examples of other platforms
are SiN[54], glass [55], Germanium [56] and InGaAs [57].
2.2.5 Integration of passive SOI components
We now describe the set of integrated optical components that become the engineering tool box to
achieve many of the measurements achieved in this thesis. Silicon is a growing optical material
which has allowed it to be at the forefront of quantum photonics. In recent years there has been
the uprising of reprogrammable [58] optical information processors [59], which are the first steps
to the ultimate goal of a fully integrated, universal quantum computer device.
Waveguides can be fabricated in semiconductor materials such as Ge, GeSN, InGaAs, etc as
well as dielectrics such as glass. We focus on using Si. A waveguide uses its refractive index to
trap the light and guide it. Waveguides are the building blocks of quantum photonics in Si.
2.2.5.1 Waveguides
A waveguide is a component that allows for the confinement of waves. These can be sound waves
or radio frequency waves, but this will focus and cover light confinement. The light is confined
from total internal reflection. The waveguide has a higher refractive index than the material
surrounding. When light interacts with this boundary, total internal reflection can be performed.
This occurs if the light interacts at the interface with an angle smaller than that of the critical
angle θc = arcsin(n2/n1), with n2 being the material with a lower refractive index than n1, as
light is trapped and can obtain different dimensions and different modes depending on the
wavelength of the light and the properties of the waveguide (geometry and refractive index).
Modes are defined by the properties of coherence and orthogonality: modes are orthogonal
solutions of the wave equation, they do not interfere. Only the light within one and the same mode
is coherent and does interfere. Two types of modes are distinguished: spatial modes transverse to
the direction of propagation (crosssection and divergence), and temporal modes in the direction
of propagation (time and frequency). If the light is propagating down the z-axis, the x and y
dimensions of the waveguide are normally smaller to guide the light in one direction at a time.
The Figure 2.7 shows multiple different forms a waveguide can take with varying success in
light confinement. The Rib waveguide allows the mode to travel in the central part, while the
evanescent trails travel in the sides of the rib. In the slit waveguide, the light is confined between
the two Si waveguides.
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FIGURE 2.7. Diagram of the cross-section from different waveguide geometries. SiO2
and Air has a lower refractive index, than that of Si.
This thesis will only concentrate on strip waveguides. When the dimensions of the waveguide
begin to be the same magnitude of the wavelength of light propagating through it, two of the
surfaces begin to shape the light. If a waveguide can support only a single mode of light it is
called a single mode waveguide, whereas if it can support multiple modes its called a multi mode
waveguide.
These modes can be be derived from Maxwell’s equations. If we take a rectangular waveguide,





















where n is refractive index, β= ne f fω/c is the propagation constant, Ez is the z component
of the electric field and Mz the z component of the magnetic field. When the polarisation of the
electric field oscillates in the y direction, convention calls this the transverse electric (TE) mode.
Alternatively, when the magnetic field oscillates in the y direction, conventions name this the
transverse magnetic (TM) mode. The geometries of the waveguide are tailored for the TE mode
and was the great transmission for this mode compared to the TM mode.
The following experiments use strip Si waveguides with a buried oxide (SiO2) cladding base.
Cladding is one or more layers of materials of lower refractive index than the mode propagating
core, in intimate contact with the core material which has a higher refractive index. The cladding
causes light to be confined to the core of the fibre by total internal reflection at the boundary
between the two. Air and Hydrogen Silsesquioxane (HSQ) are common cladding mediums. When
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a Si waveguide is fabricated, the side walls and top wall of the waveguide can be cladded with air
or HSQ in a lot of cases. HSQ has similar refractive index properties as glass [60].
Losses in Waveguides Losses are an important part of consideration for Si photonics [61–64].
Losses can occur in waveguides through the fabrication process. These are scattering losses from
the high contrast between the core and the cladding. The index contrast scales cubic ally with
the difference in refractive indices [65]. We have already covered some of the losses that occur in
Si in the last section, from non-linear affects such as TPA, SFWM and waveguide bends.
2.2.5.2 Grating couplers
FIGURE 2.8. a) Schematic diagram of a fibre array projecting light onto a grating
coupler, to confine into the connected waveguide. b) A microscope image of a Si
grating coupler with a red laser spot shadow on the grating, without a VGA or
fibre.
Optical coupling is the method of transmitting light between two different confinements. A
common practice in photonics is coupling light from an optical fibre into waveguides: matching
or converting your mode in your fibre, to one that is compatible with the waveguides, or vice-
versa. One method of coupling is interfacing your fibre directly to the side of the device, where
the waveguide ends. This is named ‘butt coupling’ or ‘side coupling’. Side coupling can be an
ineffective way to couple the light with large losses, due to mode mismatch. Mode mismatch is
where the two coupling materials do not support the same optical modes as one another. One
way to compensate for that is to have waveguides of dimensions or material closer to the patch
cable, which then change dimensions or material gradually to the waveguide of use, within the
rest of the medium. This allows the light to travel in the TE mode reducing reflections, scatter
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and losses. These are called ‘spot-size converters’ [66]. Unfortunately they can be centimetres
long, taking up valuable real estate on a device for other components.
An alternative method is ‘top coupling’, where light can be projected from the top of the device
and coupled into the waveguide, allowing for another dimension to be utilised for design. These
designs tend to be smaller relative to side coupling for their coupling efficiency, making them
desirable components. The top couplers are named grating couplers (GC) [67], as they act as a
grating array to diffract the light from one plane into the waveguide plane, while also converting
the mode, as seen in Figure.2.8. A GC can be described using the following equation:
(2.39) ma = λ
ne f f −n1sinθ
where m is the number of the gratings, a is the period or distance between the grating and θ
is the angle from the normal to the coupler. ne f f is the effective index of the medium, while n1 is
of the cladding around the grating coupler (this could be air/vacuum). These variables can be
visualised in Figure.2.9. Using this design grating couplers with different mediums, sizes and
angle of incident, for different wavelengths, with varying percentages of optical power transmitted
can be designed.
To improve upon the efficiency, you can place the grating couplers into cavities or use other
fabrication methods to improve coupling. Scattered light from these could lose light, decreasing
counts needed for quantum optical experiments. The scattered light can also scatter into the
chip, creating background noise in the form of scattered light. One solution to this issue is using
a mirror on the underside of the GC to reflect any light that passes through back into the GC
[68]. Alternative solutions include using the depth of the grating couplers that is different to the
waveguide height, to allow for greater diffraction efficiency. We can also taper the height of the
gratings to allow for greater mode matching.
Beam Splitters Beam splitters are one of the fundamental building blocks of linear optics.
In integrated optics there two two main approaches to implement it: directional couplers [69]












where η is the beam splitter reflectively.
Directional Couplers
Directional Couplers are a near lossless method of coupling light between two waveguides,
brought together via waveguide bends over an interaction length Lc. A schematic and simulation
is shown in Figure. 2.10 a) & b). If the distance δx between the two waveguides in the interaction
region is on the sub-micron scale enough for the fields for the photons modes evanescent to
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FIGURE 2.9. A side view of different grating coupler designs that are available to
increase coupling efficiency into the waveguide. a) Illustration of a standard grating
coupler design with the light propagating from left to right into the waveguide.
b) Has a mirror on the under side to reflect any un-diffracted light, with the aim
of diffracting into the waveguide. c) The gratings have a tapered height/depth to
allow the mode mismatch to be more gradual to reduce loss. d) The depth of the
gratings don’t match the depth of the waveguides, which can also reduce scatter.
This also show the incident of light of the photons.
overlap with the adjacent waveguide’s. Evanescent being a field or wave which extends into a
region where it cannot propagate and whose amplitude therefore decreases with distance. Two
modes are excited: the symmetric and the anti-symmetric supermode of the waveguide pair. The
difference between these super-modes is that they have slightly different effective indices from
one another ∆n = ne f f ,odd−ne f f ,even. This leads to a slight difference in phase velocities νp =λ/T,
which induces beating between them. Where T is the time period of the wave. The light injected
into on of the waveguide oscillates between the two waveguides. A coupling coefficient determines
the power splitting between the two waveguides, defined by [71]:





∆n is proportional to the spacing between the two waveguides ∆n ∝ e−δx. The linear differen-









FIGURE 2.10. Directional Coupler and MMI Schematics with Simulations a) Schematic
of a directional coupler design. b) A numerical simulation made using FDTD
simulations showing that the E field transfer between waveguides successfully
with light injected from the bottom left port. c) A simplified schematic of an
MMI with two input and two output ports. d) A numerical simulation of a 50:50
MMI made using FDTD showing the the E field splits in half, coupling into each
waveguide equally.
For a 50:50 beam splitter you have an interaction length L50:50 =λ/2∆n. For a realistic coupler
however there is a non-zero coupling contribution from the bending region before and after the
interaction length. Finite-difference time-domain (FDTD) simulations of a directional coupler
with an interaction length of zero will provide estimates of the effective index difference in
the bends, that contributes to the coupling. This gives a final length for the coupling region of
interaction length = z−Lbend, where Lbend is the length of the bend region.
Directional couplers are prone to fabrication variations, due to their nanoscale gap size
between waveguides. Deviations in this, change the directional couplers reflectively. Typical
losses from a directional coupler are 0.05dB for fabricated devices in Si, depending on tolerances
and waveguide quality. Directional couplers always have a slight loss and mis-balance to them
due to fabrications.
Multimode interference (MMI) coupler
An MMI coupler has the benefit of being a more fabrication robust beam splitter, but typically
comes with a higher insertion loss. A schematic for an MMI can be found in Figure 2.10 c) and
numerical simulation in d). Multiple waveguides can come in and out of the MMI region, where
multiple modes co-propagate simultaneously. Two input and two output ports create a beam
splitter MMI. The typical loss observed of devices fabricated in Si are ≈0.1 dB. The multiple modes
propagate with different group velocities inside the multi-mode waveguide, they accumulate
different phases giving rise to interference patterns within the MMI. Beating from interference,
repeated images are formed over periodic lengths within the MMI. By tailoring the length of
the multi-mode waveguide, light can be collected through both ports evenly. The transformation
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FIGURE 2.11. Crosser Schematics with Simulations Results. a) Schematic of a waveg-
uide crosser coupler design. b) A numerical simulation made using FDTD simu-
lations showing that the E field propagated across the waveguide, with relatively
small E field leakage into crossing waveguides. Cross talk for devices have been
reports to be as low as -50 dB [73]
given by the MMI of an exactly balanced beams-splitter is given by the matrix:







To keep the fundamental TE mode from single to mutlimode MMI an adiabatic transition of
the mode confinement is needed. The angle at which the taper from single mode to multimode is
defined by:
(2.44) θ < λ0
2Wne f f
where θ is the local half angle of the taper, λ0 is the wavelength in a vacuum, and W is the
local full width of the taper at the MMI waveguide.
2.2.5.3 Crossers
In a 2D Si photonics circuit, the mode paths of the photons may need to pass over one another
to different parts of the chips, while crossing other photons’ paths as shown in Figre.2.11 a).
This means there must be intersections, where one waveguide meets another. The paths should
be perpendicular to one another and the single mode must be disrupted as little as possible
[74]. The waveguide crossing allows a larger density of components to be built on chip due
to its small (typically 50 µm x 50 µm) footprint. It can circumvent problems associated with
routing waveguides around other structures on chip such as leakage due to evanescent field
coupling with another waveguide when their separation is small. The effective index depends
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FIGURE 2.12. Micro Ring Resonator Schematics with Simulations a) A simplified
Schematic of a Micro Ring Resonator design. b) A numerical simulation made
using FDTD simulations showing that the E field propagated coupling into the
Micro ring resonator and propagating around before part of the E field couples out.
on the geometry of the medium confining the light. Abrupt changes disrupt the mode, causing
scattering and losses [74]. Various designs for waveguide crossings have been demonstrated such
as direct right-angle crossings [75], multi-mode interference crossings [76] and sub-wavelength
[77] structures. Crosstalk is the power difference between the target port and the ports running
perpendicular to the path in the structure. So if the light is injected into the left, with the output
target the right, the top and bottom ports power measured and their difference would be the
crosstalk. Best crosstalk achieved is <−70dB. Mutlimode photons have scatter less with change
in effective index, this happens at crossing intersection points. Simulations of light injected into
the crosser component showing the magnitude of the E-field.
2.2.5.4 Ring Resonators
In 1969 Macrcatili [78] published one of the first papers on an integrated ring resonator for
a band-pass filter. Two straight waveguides known as the bus and port waveguides couple
either by directional couplers via the evanescent field or MMI into the ring resonator, creating a
unidirectional coupling between the ring of radius R and the waveguide.
The silicon looped waveguide operates at critical coupling where both phase and momentum
is conserved through the input of light (E i2) into the cavity, matching the total output (E t2) and
losses (α). Critical coupling depends on the wavelength of the light, the interaction (coupling)
length between the bus waveguide and the ring, as well as the width of the gap between the
















2.2. INTEGRATED QUANTUM PHOTONICS
The complex mode amplitudes E are normalised, so that their squared magnitude corresponds
to the modal power (modal power being the power measured in that particular mode). The coupling
parameter’s reflection(r) and transitivity(κ) depend on the coupling length Lc and coupling width
Wc. The ∗ denotes the conjugated complex value of r and κ, respectively. The matrix is symmetric
because the network is reciprocal, therefore: |r2|+ |k2| = 1. Light is trapped in the ring through
matching bus ring coupling to losses in the cavity, enabling multiple round trips. The output of
the ring is related to the input and the absorption within the ring. The round trip in the ring is
given by
(2.46) E i2 =αeθE t2
where θ =ωL/c, with ω the angular frequency, L is length of the ring and c the phase velocity.
Ring resonators can be described by certain figures of merit depending on their intend use cases.
Micro Ring Resonators (MRR) are used for optical filtering, and as a source to generate photons
[79]. One important metric the FSR is defined by is the distance between the resonant peaks
which is called the Free Spectral range (FSR), which is the difference between the vacuum
wavelengths corresponding to two resonant conditions.
(2.47) FSR = λ
2
ngL
The wavelength dependence of the effective index is not neglected and is incorporated via the
group index ng, which is defined as:
(2.48) ng = ne f f −λ
δne f f
δλ
Another parameter of importance is the resonance width, which is defined as the Full Width
Half Maximum (FWHM), where 3dB of the bandwidth of the line shape is cut. The final parameter
to consider is the quality (Q) factor, which can be defined as the energy stored divided by the
power lost per cycle. This Q factor is proportional to the ratio of FSR and FWHM:





Ring resonators for their applications should be designed to couple in as much light as possible.
When the field at the through port waveguide is at a minimum, critical coupling occurs. There is












2.2.6 Integration of active optical components
2.2.6.1 Phase shifters
The phase of a periodic function, a real variable T (such as time) is an angle representing the
number of periods spanned by that variable. It is denoted φ and expressed in such a scale that
it varies by one full turn as the variable T goes through each period. The phase shifter alters
the refractive index of the modes path. If the path length in space is the same between two
photons, but their ne f f is the difference, the phase between them will increase in magnitude.
As their speed of travel will be different, by passing through different refractive indices spaces.
This will cause any light wave travelling through, to change in refractive index. This can be used
in an Mach Zehnder Interferometer (MZI), to by changing the path length a photon experience.
This allows the photons to interfere at this point in a destructive manner. Phase shifting in Si
photonics is commonly achieved by the two following methods.
Thermal phase shifters: heat up the waveguide and the surrounding material, in turn
increasing the refractive index of the Si [80]. Thermal phase shifters can operate at kHz rates
and have relatively low loss compared to PN junction phases shifters discussed next. This is
normally achieved by a metal restive material film, placed above the waveguide and the ohmic
heating affect by current, changing the refractive index. The thermo-optic effect [81] changes in






PN junction Phase shifters: changes the free carrier density within the material [82]. The
change in the number of charge carriers in turn changes the refractive index. This can be of a
relatively higher rate of MHz compared to thermal phase shifters, which provides capabilities for
integrated QKD applications. These components tend to have higher loss and the extinction ratio
between switches is low. The phase difference between two optical arms in both cases can also be






2.2.6.2 Mach-Zehnder Interferometer (MZI)
An MZI is built from two beam splitters with an optical phase shifter inbetween them on one of
the optical arms. In integrated Si photonics this can be achieved using two MMI and a thermal
optic phase shifter, as shown in the simple schematic at Figure .2.13 a). An MZI transformation
matrix is built in the following way:
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FIGURE 2.13. a) A simplified schematic of a MZI built from two MMI, with a optical
thermal phase shifter on one arm. b) An AMZI, that have the same components as
the MZI, but with one of the arms is ∆L longer.





















They are used to separate photons of different frequencies, changing mode paths and filtering
off bright pump light after photon generation. An MZI is an important, frequently used component
in linear optics and quantum information processing. The above transformation matrix can be
used to create a classical interference pattern in the optical intensity at each output port; allowing
us to divide optical power equally between output ports, when one port is injected with light.
2.2.6.3 Asymmetric Mach-Zehnder Interferometer (AMZI)
An AMZI is the same as an MZI, with the key difference of having one of the optical arms longer
than the other, as shown in Figure.2.13. The difference between the two arms ∆L gives the
intrinsic phase difference between the two paths defined by:
(2.54) ∆φ= 2πω∆L
vg
where vg is the group velocity. The phase is linearly dependent on the frequency, separating
photons whose frequency differ by ∆ω. With a path difference of ∆= vg/∆ω constructive interfer-
ence is obtained in the top port of the MZI and the destructive interference will exit from the
bottom port, assuming the top port is injected light with zero phase. Therefore such a structure
can be used for different wavelengths of light to leave different ports of the AMZI. This feature
allows the AMZI to be utilised as on-chip filters. The overall goal is that signal and idler photon
pairs at wavelengths λs and λi can be spatially de-multiplexed with high probability.
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2.3 Single Photon Detectors
We provide a background and introduction to single photon detectors, with a focus on a specific
technology at the end. These devices are a fundamental building block in quantum photonics and
it is important to understand their physics to provide motivation in the developments found in
the majority of the result chapters.
2.3.1 Photomultipler tubes (PMT)
First utilised in 1935 [83], PMT uses the photoelectric effect by absorbing a photon that has
higher energy than the work function to eject an electron. This electron is then accelerated by an
electric field, to another plate releasing more electrons, causing a cascade effect. This amplifies
the signal into a readable detection. PMT are used frequently because their large spectral range,
but not used as efficient single photon detectors, due to their poor detection efficiency [83].
There are also Microchannel plate PMTs that have lower jitter at 30ps full-width at half-
maximum. The jitter is the error in time of recording the detection event. This is achieved by
reducing the path of the initial electron. PMTs are physically fragile, require high voltages (kVs)
and are expensive [83]. They are also importantly not scalable to Si photonic applications. They
are not integrable into nanophotonic structures, which prevents them being part of an enclosed
system.
2.3.2 Single photon avalanche diodes (SPADs)
SPADs in Si were found to be single photon detectors in 1980 [84]. They operate the diode in the
Geiger-mode which is biasing the diode at a higher voltage than the diodes breakdown voltage
(Zeeman Effect) [85]. This is caused by a release of free electrons, that is then amplified by the
avalanche, which causes a breakdown in the PN junction. Afterwards they are reset through
quenching. Si SPADs have a spectral range of 400 to 1000 nm, a peak efficiency at 650 nm of 65%
and FWHM timing jitter of 20ps [86].InGaAS SPADs are used in telecommunications as their
band gap (1.7 µm) allows them to detect 1550nm photons with reported up to 20% efficiencies.
2.3.3 Superconducting Detectors
For measuring single photons many superconducting detectors are available, that use their
property of superconductivity and the breaking of superconductivity to signal the arrival of the
photon. We cover some of the technologies available.
Figure.2.14 shows metrics that are considered and choosing a detector.
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FIGURE 2.14. Detection efficiency is the probability of the creation of a detection signal
when a photon arrives. Some detectors exhibit different behaviour depending on the
wavelength of the photon to be detected. Dead time represents the time the detector
requires to recover from photon detection until it is ready for a new photon. Dark
counts are detection signals that arise without the arrival of a single photon. Jitter
is the variation in time difference between photon arrival and signal generation.
Some detectors have the ability to resolve the number of photons arriving. Detectors
may after pulse, where the detector emits another pulse from the energy and noise
of the system included from a previous detection event. Latching is a state achieved
where the detector remains in the non detective state possibly induced from heat,
current or number of photons detected.
2.3.3.1 Superconductivity
The classical mode of resistance versus temperature is they are proportional to one another.
As you increase temperature you increase resistance, due to the number of collisions with the
travelling electrons increasing, because to increased vibrations. But it has been noted that as
some materials began to reach the 0 K regime, their resistive behaviour didn’t follow trends.
In 1911, by the cooling of liquid Helium, Mercury was the first material to have be measured
to having a zero resistance [87]. This phenomenon was named superconductivity. The theory of
superconductivity became fully described by Bardeen, Cooper and Schrieffer (BCS) in 1957 [88].
They built upon the theory from Landau of the electron-electron interaction via phonons. Just
above the Fermi surface, electrons pair up using phonons, binding them into pairs. These are
so named Cooper Pairs. The pair of electrons behave as bosons by their exchange of symmetry.
If all other states are below the Fermi surface (that can be realised at lower energy levels) and
adding two electrons, their centre of total momentum, will behave to show no centre of mass.
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These Cooper pairs allow for superconductivity.
Superconductors can break their superconducting states by the current driven through them
surpassing a certain threshold value. Once the current is above this value the material returns
to the restive state. This threshold value is called the critical current (Ic). The critical current
density (Jc) is the critical current within a certain surface area. Critical current density is
geometrically independent and a property of the material, while critical current is normally a
property measured and labelled to a superconducting device.
When choosing a superconducting material there are a limited number of superconductors
available, due to the large number of detector parameters that have to be optimised: optical
absorption across a range of wavelengths, operating temperature, material stability under
thermal cycling, fabrication yield, resistance to dark counts, and output signal amplitude.
Superconductors also have a specific temperature, which is they are not below at a specific
pressure will loose their superconductive state. This is called the Curie Temperature Tc.
2.3.3.2 Superconducting Tunnel Junctions (STJ)
STJ were first used to detect X-Ray photons, but later were extended to detect optical photons.
They were the first superconducting single photon detector. They consisted of two superconducting
films that were separated by a buffer layer on the order on 1 nm in thickness. Applying a voltage
through the two films allows for an incident photon to be absorbed by the top layer to create
quasipartciles that tunnel through the buffer layer, leading to a voltage peak. These require very
low temperatures of mK, making them difficult for wide-spread use, as the higher temperatures
can cause thermal tunnel. Their jitter was respectively high at µs scales. They have very small
Dark Count Rates (DCR) and detection efficiency η with count rates of 10s of kHz.
2.3.3.3 Superconducting transition-edge sensors (TES)
Superconducting transition-edge sensors (TES) [89] use the superconductivities temperature
dependence. The thin film is cooled to below TC, and when a photon of sufficient energy is
incident , it pushes the temperature above the TC causing a voltage peak. This is measured
using a superconducting quantum interference device (SQUID). The size of the voltage peak is
dependent on the energy of the photon. These can have efficiencies as high as 95%, and dead
times of 100 ns, but their large jitter of around 100 ns. TES are used as the first superconducting
detector integrated on a waveguide [90]. TES have also been used as bolometers [91] that have
enabled large detector arrays for several applications, including Cosmic Microwave Background
(CMB) measurements.
2.3.3.4 SNSPDs Mechansim
The SNSPD is a thin film of a few nm in thickness, to 100s of nm in width and the length varies
from 1-1000µm, depending on the detector design. The superconducting nanowire is biased
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FIGURE 2.15. Diagram of the SNSPD triggering method, based on an illustration
in the initial paper by Gol’tsman[92]. a) A photon is incident on the current
carrying detector releasing energy into the nanowire; b) a “hotspot" is formed
pushing the supercurrent around the resistive region; c) if the bias is sufficiently
high, ‘sidewalks’ of the detector are pushed past the critical current threshold,
transitioning to the resistive state: d) a fully-resistive spot forms spanning the
detector; e) the resistive region then entirely spreads along the wire via Joule
heating, increasing the measured resistance.
just under its Ic. When a photon is incident on the surface, it is absorbed by the material. The
mechanism of the detection in an SNSPD is shown in Figure. 2.15. The energy from the photon
is sufficient to break the Cooper pairs within the material, eliminating superconductivity there.
This creates a hot spot and resistive area, forcing the current around the hot spot. The current
density therefore increases towards the edges, pushing it over the critical current density (Jc).
Therefore a whole strip become resistive, breaking the superconductivity. These results can be
measured as a voltage spike. This can then relax if the temperature and Ic to return below their
thresholds. The voltage spike is the measurement of a photon, impinging on the surface and
being absorbed. Therefore using a voltage sensor a threshold value can be set and if the voltage
measured surpasses this point a detection event “click" is recorded.
2.3.4 Current Research
Integrated Waveguide Detectors (IWDs) have been shown to exist on the same device with
other passive photonic components (ring resonators[93], grating couplers[67] and directional
couplers[50]). In [93] they demonstrate high detection efficiency of 91% and how the length of the
nanowire can directly affect photon absorption, further showing that the width of the nanowires
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can directly affect the dark counts. Reducing the width reduces DCR, while length increases
efficiency and DCR.
Thermal conductivity measurements can use SNSPDs [94] in thick-films. They are used to
show that the thermal conductivity of thin SiO2, which are used in optical cavities, compared
to SiO2, which is used in bulk as cladding, is smaller than the bulk. By fabricating WSi wires
in parallel one is used as a Joule heater, causing a hot spot and a temperature gradient across
the film. The nanowires running parallel at consistent pitches will have different Ic. Being at
different temperatures forms, surrounding the substrate and mapping the temperature.
Crystalline and amorphous superconductors each have their own strengths as SNSPD mate-
rial candidates. Crystalline has been shown to give better jitter, dead time, higher TC and DCR,
while amorphous has superior efficiency and fabrication yield. This paper [95] uses the proximity
effect in superconducting metals to allow for pinning of the electrons to share properties. The
proximity effect between metals and superconductors is when a normal metal is introduced
close to a superconducting material and the normal electrons diffuse into the superconductor,
suppressing the TC. There is also a counter-effect where superconducting electrons diffuse into
the normal metal, but this is less common in photo detector technology. 2 nm of WSi on top of 2
nm of NbN on top of SiO2 in an optical cavity, display properties of 96% efficiency, 52 ps Jitter, <5
ns reset time. With a TC of 2.6 K, that lies between the two materials TC in thin-films [96].
In 2016 A. Vetter [97] released a paper critiquing an SNSPD cavity system using photonic
crystals and a nanowire of only 1 µm long, to reduce kinetic inductance, speeding up the detectors.
The periodic crystal structure increases the efficiency ten-fold and produces sub nanosecond
results of 120 ps decay time, 510 ps recovery time and 32 ps timing jitter.
E. Schmidt in 2017 [98] published the use of an Al-N buffer layer for NbN on GaAs, demon-
strating a higher critical temperature, critical current density and lower residual resistivity
in comparison to films deposited onto bare substrates. This also demonstrated three orders of
magnitude lower dark count rates and about ten times higher detection efficiency at 900 nm
being measured at 90% of the critical current. The system timing jitter of SNSPDs on buffered
substrates is 72 ps which is 36 ps lower than those on bare substrate.
SNSPDs have been integrated with new state-of-the-art photonics sources, to characterise
them within a photonic circuit. In [99] single walled carbon nanotubes (SWCNT) are placed inside
a waveguide structure and electrical stimulation of the SWCNT causes photonic emissions down
waveguides. SNSPDs are placed along these waveguides to characterise the the emissions from
the SWCNT.
SNSPDs have also shown to be the detectors used in QKD experimental, because of their




All measurements in science come with errors, this experiment is no different. The system’s
fundamental measurements measure the arrival times of photons with high precision to find
the correlation between these events. Photons are challenging to measure due to their low
interference with the matter. Photons are also a particle quickly produced and abundant in the
environment. Filtering out photons from the environment and ones used to construct complex
entangled quantum states provides a challenge. Therefore we aim here to minimise the errors to
find only the photons we want to measure.
The system challenges described are a source of errors and do not represent the system, and
can be filtered out to show the statistical ensemble produced from the system and its projection
more accurately. One of these is dark counts that occur when no laser stimulated emission occurs
and are photons from other sources within the detector system. These low values can be measured
and subtracted from the counts.
2.4.1 Detection efficiency
The system efficiency of the SNSPD can be defined as the photon detection’s efficiency once it




This equation is also considered as a black box efficiency. Here Rdetected is the rate of photons
detected, and Rinput is the rate of photons injected into the system. Equation 2.56 defines the
system detection efficiency (SDE) broken into three contributing factors. The coupling coefficient
ηcoupling represents the probability of the photon coupling into the detection region.
(2.56) ηSDE = ηcouplingη̇absorptionη̇trigger
The absorption coefficient ηabsorption represents the probability of the coupled photon being
successfully absorbed into the thin film. The triggers coefficient ηtrigger represents the probability
of the device registering the measurement through a voltage pulse. The light emitted from an
optical fibre diverges with distance, therefore maintaining a minimum distance between the
optical fibre end and grating coupler maximises coupling efficiency. As the centre of these
miss align, the optical power decreases (1/r2) with distance from the grating coupler’s centre.
Waveguide integrated SNSPDs require the focal point of the lens to fall onto the focal point




Another source of signal and idler photons created besides the rings within the devices are the
silicon waveguides, but not within the ring resonators. These photons pairs may be created at
different times. They are named accidentals due to their probability of coincidental measuring
with other detection events. These events are not the target generated quantum states. Hence
we ensure their filtering from final counts. This is also measured and subtracted from the final
measurement by repeating the measurement detection with the ring resonators out of the critical
coupling regime, allowing for only pairs generated within the waveguide and therefore measured.
DWDM filters out the signal and idler photons but do not provide perfect extinction; therefore
pump and other wavelength photons also reach the detector. The number of these is also measured
by counting the number of coincident events at different delay times. Using a coincident window
offset from the determined arrival time of the target entangled pair, we can determine the
background number of photons. The coincident window is ten times larger than the 1 ns window
used, to the average of events, to remove local maxima and minima. This provides a background
number of photons throughout the system besides dark counts and stimulated emission. These
counts are also subtracted from the end measurement to provide a close approximation to the
system’s statistical representation.
2.5 Low Temperature Physics
In this section we cover the physics, technology and equipment used, to allow us to enable SNSPD
operations. This is relevant as Chapter.4 explores the uses of an SNSPD and the technologies
surrounding it.
2.5.0.1 Flow Regimes and conductance
There are three different flow regimes to consider. These regimes describe the behaviour of the
molecules inside the vacuum. The viscous flow regime is where most gas molecules collisions
are exclusively with each other. The Knudsen flow regime [102] is where particles have an equal
chance of colliding with each other as well as the boundaries (the wall). Lastly the molecule flow
regime, which is where particles are most likely to have collisions with the wall. Details about
the regimes are shown in the Table. 2.1.
Conductance is the measure of "pumping power" on a system. For this to be as high as possible,
the pumping out system uses a pipe and when pipes are connected in parallel the conductance is
additive, but when in series its the reciprocal. Therefore the shortest pipe possible will give the
best flow regime.
The different flow regimes can be described by Knudsen number, which is defined as:
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Flow Type Viscous Knudsen Molecular
Knudsen number <0.01 0.01<0.5 >0.5
General Pressure/mbar few mbar to 10−1 10−3 to 10−1 10−3 to 10−7
Table 2.1: Flow Regimes by Knudsen number.
(2.57) Kn = kBTp
2πpd2md f low
where kB is the Boltzmann constant, T is temperature, p is pressure, dm is the molecular








As stated in the previous sections SNSPDs require cryogenic temperatures to function. This also
means that the integrated photonics on the same chip is required to be at cryogenic temperatures.
Over a century of research has gone into making dewars and cryostats as cold as possible,
researching down to µK temperatures. In this section we give an introduction to the physics of
achieving these low temperatures. The most common method of achieving temperatures close to
0 K is by using cryogenic liquids. There are several metrics to consider when choosing a cryogenic
liquid.
• Firstly the boiling point, indicating at what temperature and pressure a medium phases
between the liquid state and the gaseous state.
• The latent heat, which is the energy required to change the material between different
state phases. Higher latent heats are desirable for cooling as we can extract more heat from
an object before changing state, over a lower latent heat. The latent heat of consideration
for cooling at cryogenic temperatures is the enthalpy of vapour.
• Specific heat capacity, the amount of energy required to heat 1 kg of material by 1 K. A
high heat capacity will provide a stable temperature.
• Lastly, thermal conductivity can be defined as the rate at which heat is transferred by
conduction through a unit cross-section area of a material, when a temperature gradient
exits perpendicular to the area.
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Two common cryogenic liquids used are Helium 4He2 and Nitrogen N2, which having boiling
points at standard pressures (1 Atm) of 4.2 K and 77 K respectively.
4He is extracted from natural gas. The low boiling point is stated and 4He hasn’t been known
to exist as a solid at standard pressure, but can exist as a superfluid [103]. As a super fluid, which
occurs at 2.2 K under standard pressure. A superfluid has no viscosity of such, so experiences
no friction in this state, has a high thermal conductivity and vaporisation of this fluid can only
occur at the surface. These properties means it provides great temperature homogeneity and
flows towards warmer areas to increase the evaporation rate.
2.5.2 Cryogenic Systems
This section outlines how different cryogenic systems function and how their designs allow
for different temperatures to be reached. All cryogenic systems consist of the following design
engineer considerations. Isolating the cold environments from the hotter ones: this is achieved
using vacuum isolation or a cold jacket. A cold jacket is where a intermediate cryogenic liquid
separates the warmer environment from the colder one, such as a Helium system covered in
liquefied Nitrogen. An alternative method is by using vacuum isolation. Minimising the existence
of a medium for heat conduction and convection to travel through. Materials have different
expansion coefficients, therefore matching them to ensure vacuum or mitigating damage through
compression is crucial. Lastly it is import to monitor the pressure within the systems, so pressure
gauges are attached, as turning liquids to gas can lead to high pressures quickly which can be
dangerous.
2.5.2.1 Helium Dewar
This is the simplest and lowest vibration method of cooling, by dipping the test item in a dewar
filled with pre-liquefied 4He. However liquid He is increasingly becoming a rare resource and
this provides an inefficient and costly method to operate SNSPDs as to use SNSPDs constantly
would require the constant boil off of 4He as the 4He is lost to the environment. It is pumped from
the system as the expansion of gas in these dewars are not typically contained for sustainable
periods. It is becoming an increasing rare resource, which increases the price. An additional
factor is the operational complexity of limited cooling times. A 4.2 K temperature is sufficient to
cool NbN based SNSPDs, but other SNSPDs in research as WSi require lower temperatures.
2.5.2.2 Closed-cycle refrigeration
The temperature of a liquid cryogenic can be reduced below its boiling point by reducing the
pressure. This is done by connecting a vacuum pump to where the cryogenic liquid is contained
and pumping the vapour, extracting heat via evaporation and thereby cooling the liquid. There
can be multiple regimes where this occurs in cryostats. This can be performed as a continuous
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operation, where the flow of liquid 4He matches the vaporisation rate, or single-shot, where the
vaporisation is greater then the flow of liquid 4He in. Single shots are usually used to obtain a
lower temperature for a limited time until the 4He in the volume runs out.
This cooling process by evaporation can be described by the combination of the Clausius-






where P is the pressure, R is the ideal gas constant, T is temperature, and L is the latent heat.
It can be shown that the cooling power Q̇ of the bath being pumped on is related to the rate the
number of particles being transfer from the liquid to the vapour phase state [104].
(2.60) Q̇ ∝ exp(− L
RT
)
Cooling power exponentially reduces with temperature as well as the superfliud state of 4He
having a higher evaporation rate, requires increasing higher vacuum pump power.
Closed cycle cryostats use cold heads, which are closed refrigeration systems using 4He to
provide the cooling power. A Gifford-McMahon (GM) [105] cryostat is used to cool systems. A
schematic describing the functionality of the the cryo-cooler is presented in Figure. 2.16. The GM
cycle builds upon the reverse Stirling cycle [106] which is based on the Carnot cycle by introducing
a rotary element between the cold and hot sides of the system alternating connection between
high- and low-pressure lines. The GM cycle suffers vibrational noise, and their mechanical parts
are prone to failure. A pulse tube offers a solution with no moving parts in the cold head. Pulse
tubes come in two general types: Stirling-type, operates at 60 Hz and has high efficiency, but has
a higher base temperature. The GM type, which operate at 1 Hz to 2 Hz, are less efficient but
have low vibration, and can reach temperatures below 4 K.
Instead of 4He, we can use the rarer isotope 3He, can be used to reach temperatures down
to 0.3 K, due to its larger vapour pressure. We can also reach lower temperatures by having a
mixture of both isotopes [104].
2.5.2.3 Cryopumping
For isolation, high vacuum is a must. This is typically achieved using rotary or turbo-molecular
pumps, but in cryostats, where the walls of the cryostat around a few Kelvin, a more power
pumping method can be achieved if already at a rough vacuum (< 103Pa). This is cryopumping,
where the remaining molecules will condense onto the cold walls inducing a higher vacuum,
beyond the capabilities and speed of a turbo pump. Cryopumping requires sources to the other
pumps to be closed, due to its pumping power, and can cause higher vacuums in the other
connected pumps drawing through oil in the pumps, that can then also condense onto the walls
and contaminate the cryostat.
45
CHAPTER 2. BACKGROUND
Figure 2.16: Gifford-McMahon cooler’s cooling cycle in four-stages: The environment is connected
to two different pressure environments controlled by valves and a regenerator moving between
left and right. (Orange: heat exchangers, circle-cross: Values {filled = shut, unfilled = empty}. 1)
 2): The dark green displacer moves from right to left, while open to high pressure environment.
Gas passes through the regenerator, while exchanging heat to the regenerator, Ta  TL. 2)  3):
While open to the low pressure environment, the gas flows through the regenerator (unmoved)
and the gas expands isothermally. This step generates the cooling power. 3)  4): Regenerator
moves from left to right, forcing cold gas to flow through taking up heat, TL  Ta. 4)  1): The
system is open to the high pressure environment compressing the gas at Ta, causing heat to be
released to the heat exchangers.
2.6 Amplifiers
In the next three following sections electronics around SNSPD readout is explained. This is
relevant to understand the SNSPD readout technology presented later thesis in Chapter 5.
When an SNSPD is triggered a sharp voltage pulse occurs, with a exponentially trailing edge,
returning the voltage to zero (excluding noise). The amplitude of these pulses are on the scale of
µV . As the pulses travel along Radio Frequency RF signal sustaining medium, the pulse further
decays over length of travel. Many of the devices used to count the number of voltage pulses from
an SNSPD detector measured at mV levels. Amplifiers are commonly used to amplify (increasing
the amplitude) of the SNSPD pulse to mV −V magnitudes.
Transistors: At the heart of an amplifier is a transistor. A transistor is a semiconductor
device that is used to amplify or switch electronic signals. It is commonly used in digital circuits
as a switch for the ON or OFF state. It is the foundation to build up logic gates. Applying a small
electrical current to the device can allow larger current source to flow through to amplify the
input signal, therefore having a dual purpose.
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Figure 2.17: A diagram schematic representing the scattering parameters, where a electrical RF
signal is injected into a device. S11 - Reflection coefficient at port 1, when the signal is sent from
port 1 and received at port 1. S12 - Reverse Transmission, when the signal is sent from port 2 and
received at port 1. S21 - Forward Transmission, when the signal is sent from port 1 and received
at port 2. S22 - Reflection coefficient at port 2, when the signal is sent from port 2 and received at
port 2.
A Low-Noise Amplifier (LNA) is an electronic device that amplifies a low-power electrical
signal (signals close to the noise-floor) increasing the ratio of the Signal-to-Noise. The amplifier
will introduce some additional noise, but the difference between the amplified noise and the
signal provides no hindrance to the SNR.
2.6.1 Scatter Parameters
Scattering Parameters, known as S-parameters are mathematical representations of the energy
propagation within a multi-port electronic network. They are used within electronic engineering to
characterise electrical linear networks for communication systems, mainly for RF and microwave
engineering. This is expressed through complex matrices, consisting S parameters. They give
a full combination of the transmission and reflection parameters in the network as shown in














Snm = bn/am, where bn is the outgoing signal amplitude and am amplitude is the incoming
signal. Where am = V+m/
√
Zm and bm = V−n /
√
Zn . V are the positive and negative voltages
depending on the direction and Zm is the factor of impedance. These parameters are used to
characterise the gain through an amplifier circuit.
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2.7 Field Programmable Gate Arrays (FPGA)
SNSPDs can have detection rates at MHz frequencies. A device that measures and logs the
arrival time of these events is named a time tagger. Time taggers can be designed to host input
signals from multiple SNSPDs. In quantum photonic experiments, millions of photons can be
measured on an SNSPD in each second, with quantum information experiments increasingly
using more SNSPDs [35]. The experiments also require us to know the precise arrival time of
the photons (ps), to be able to measure coincidences between detection events (detection events
that occur simultaneously). Many entanglement based experiments require these measurements.
A logic device to tag every incoming channel requires high precision and for it to host multiple
detection events.
An FPGA is essentially built up from many interacting transistors [107]. An FPGA provides
design with flexibility and parts providing almost any digital function [108, 109]. An FPGA is a
programmable logic device, made of semiconductors and is a subset of programmable logic devices.
In 1969 Programmable Read-only Memory (PROM) devices were available with the ability to
erase them coming in 1971. In 1975 Programmable Logic Arrays (PLA) were finally released.
Complex Programmable Logic Device CPLDs are multi PLA with input and output connections
between devices and the whole system itself [110].
In an FPGA is a programmable device consists of only, wires, logic gates and register/flip-flop.
They contain an array of programmable logic blocks, in a hierarchical design which allows for the
reconfiguration of the inter-connectors between the blocks, metaphorically wiring them together
as the user sees fit. This allows for complex functions of logic to be executed. It is configured
using a Hardware Description language (HDL). They are typically programmed by using Very
High-Speed Integrated Circuit (VHSIC) Hardware Description Language (VHDL) or Verilog
[111]. Many FPGAs can also have memory stores in the way of flip-flops. Flip-Flops can store a
single bit of data each. They are electrical circuits that can change state by applying one or more
inputs, which then give one or two outputs. This is the basic storage for logic.
FPGA logic use Look Up Tables (LUTs) routing between each other. LUTs have different sizes
depending on the number of inputs, [109]. If m is the LUT size we need m2 inputs to configure this.
Each input requires a memory location. Larger LUTs require greater amount of memory location,
but small LUTs compute less logic and need more routing between them, creating more complex
systems. LUTs can be combined to make Adders that are used to add. Adders are logic devices
built up to add numbers together. Therefore you can count and multiply with enough Adders.
Here we have the beginning of a Central Processing Unit (CPU). Each Adder can be thought of as
controlling a BIT (switch between 0 or 1, On or off state). Four, 1 BIT Adders can create a 4 BIT
Adder. The connection and configuration of these LUTs (collection, communications) is designed
by the manufacturer, but how different LUTs communicate is implemented by the end user. An
example of the fabric of an FPGA is shown in Figure.2.18
Electrical pulses are a foundation in timing and communicating within an FPGA, where
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FIGURE 2.18. Cartoon illustration of the fabric inside an FPGA, with the switches and
logic blocks connected with inter-connectors between them.
operations can start on the rising edge or a falling edge of the electrical pulse signal. We therefore
will refer to these as X edge, where X is the signal reason/origin, such as a clock pulse signal.
The main performance advantage of an FPGA comes from its concurrent nature, providing
very fast operational speeds down to its logic-based circuity compared to commercial general CPUs
and GPU used in computers. Also, utilisation of asynchronous logic elements implementations
over other options make them desirable for fine time measurements due to the ability to exploit
the physical nature of the semiconductor device to gain ps resolution in timing.
The drawback of FPGAs compared to Application-Specific Integrated Circuits (ASIC), which
are similar to FPGAs but customised for the needs of the application, is logic utilisation [112].
Non-utilise logic blocks in an FPGA consume power needlessly. Research shows that the average
logic area taken up by an FPGA is 35 times that of an ASIC counter-part leading to a 14 times
greater dynamic power consumption.
ASIC: These typically achieve better timing resolutions than FPGAs, however this is reflected
in their cost. Roughly 100’000 units of ASIC become more cost-efficient than the FPGAs at the
same number of units [112]. Therefore unless ASICs are widely mass manufactured for the
purpose, FPGAs are considerable a plausible tool for timing measurements.
J-Tag: is a common hardware interface that provides a communication interface between
hardware and a PC. [108]. Four dedicated pins called TDI, TDO, TMS and TCK deliver 3 inputs
and 1 output from the FPGA, to deliver the programming code. The TCK is the clock, TMS is
the signal that controls the TAP controller (a state machine), and the TDI, TDO with the TDI
shifting bits to the FPGA and the TDO shifting the same bits out.
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Critical paths are slowed with LUTs and Adders depend on previous LUT or Adder, therefore
carry chain logic flows through to initialise other logic throughout the FPGA. These are built up
from a system of connected AND and OR logic gates, with mutli dimensional inputs and outputs.
PROM have AND logic gates going to OR gates and then out putting while PLAs have vice versa.
FPGAs are enabling many key products such as self-driving cars, the Internet of Things, Robotics,
Machine Learning, Smart Diagnostics etc.
FPGA Criteria When choosing and evaluating an FPGA for specific task there are a number
of criteria to judge the performance:
• The number of logic gates the FPGA has.
• The cost per a logic gate and the cost of the overall FPGA.
• The speed that they run at, measured by the maximum clock frequency input,
• The power consumption: low power consumption provides less heating and more efficient
logic. Considerations during static and dynamic power states.
• On board storage both power on and off (SRAM and Flash).
• The number of I/O available.
• Timing is deterministic.
• Reliability.
• Range of temperatures to function at.
• Life time and endurance of the flash memory and the FPGA.
2.8 Time-to-Digital-Converter (TDC)
2.8.1 Coincident Counting
An application of TDCs is in the counting of photons [113]. Many quantum computing applications
require the measuring of the coincidence of two or more photons being detections simultaneously:
meaning being a photon triggering a detect the same time as another. This is required because
many applications utilise the entanglement property between photons for operations, where
metrics of entanglement can be gathered via coincident measurements. A statistic ensemble is
gathered over many measurements from photon pair generation being correlated with time. The
count rate of the “signal" photons Cs and the “idler" photons Ci can be determined using the rate
of photons incident on the detector Rs, Ri and the efficiency to measure each photon ηs, ηi, is
described with Ci,s = ηi,sR. Therefore the net count rate is a combination of the efficiencies of
both detectors used and the rate of photons incident.
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The rate photons are incident do not always match. Nn is the net coincidence count (CC)
rate described by Nn = Nt −Na, with Nt total number of photons measured and Na being the
accidental photons measured. Accidental photons make measuring CC more complicated as their
sources can be from DCR in the detector, non-linearity generating more photons in waveguides,
pump photons leaking into space and noise from other sources. This rate of photons is further
encapsulated by greater description of the models as shown in [114]. Affects such as DCR can
be measured prior to CC measurements of entangled photons to characterise the system and
subtracted, to give a true CC rate.
Ultimately the efficiency of measuring the pair of the photons can be given by:
(2.62) ηCC = (1− (1−ηs)n)(1− (1−ηi)n),
where n in this case is the number of photon pairs produced at the source and to reach the
detector. The formation of this equation can be understood as (1−ηs) is the probability of the
“signal" photon not making it to the detector, therefore 1− (1−ηs) is the probability of NOT the
photon not making it to the detector.
2.8.2 Introduction to TDCs
FPGAs are digital devices and the voltage pulse from an SNSPD is an analogue signal, holding
the timing of the detection event. Engineering to transform and extract the time of the signal
into a digital signal that can be interpreted by the user is required. A TDC is a device that has be
engineered to perform this operation.
TDCs are precise time measurement devices commonly used in many different science
and engineering applications [115]. They have popularly been used in Time-of-Flight (ToF)
applications such as: LiDAR systems [116], PET scanners, QKD [117] detection systems and
Phased-Locked Loops (PLLs). TDCs are closely related to Analogue-to-Digital-Converters (ADCs),
so much so that some TDCs implementations use ADCs [118].
TDCs convert an analogue pulse that occurs at a specific time into a digital signal that can be
interrupted into a time stamp to record the time the signal was detected. It measures the differ-
ence time between the START and STOPS signals. Mostly modern day TDC implementations
occur on FPGAs, ASIC and other circuitry, using the most fundamental logic components as the
resolution of the TDC. The resolution is presented by the Least Significant Bit (LSB) of the time
stamp. In an FPGA the STOP signal is a clock edge and the START is Tin, which is measured
relative to the clock.
2.8.3 Coarse TDC
The most basic form of TDC is the coarse counter. Using a START signal, a counter starts counting
the number of clock edges that occur until the insertion of a STOP signal. The time between the
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FIGURE 2.19. Illustration of a coarse counter TDC and its waveforms. With the clock
signal at the stop setting the resolution and the START and STOP signals begin-
ning the counting of the number of clock periods that is outputted as the value in
the bottom row.
START and STOP signals is quantised by the clock edges. The waveforms of the time difference
between the START and STOP signals while counting the clock edges can be seen in Figure.2.19
The advantage of this method is its simplicity, using less logic as it only requires registering
the counter values as the counter increments. Therefore the limitation is the resolution being
limited to the clock frequency. Increasing the resolution means increasing the clock frequency.
A variation on the coarse counter is the Multi-Phase Clock, which uses multiple phase-shifted
clocks to generate different counters. This increases resolutions, at the cost of reasonably high
logic utilisation.
The Multi-Phase Counter is different to the Multi-Phase Clock by using the total number
of clock edges and the number of clock periods passed. The passed phases ∆φ implements fine
timing element. The time difference is a combination of both measurements, as shown:
(2.63) ∆T = nTclk +∆φ
2.8.4 Fine TDC
Fine TDCs [119, 120] are defined as schemes that perform beyond the limitations of the clock
period. The coarse time quantisation is overcome and still implemented on FPGAs and ASICs. In
this sub-section some fine TDC concepts and schemes are presented.
Time-to-Analogue Converters: One method is Time-to-Analogue converters (TACs) [121–
123], essentially converting the time signal to an analogue one and then the analogue signal to
the digital value. First, time is converted to a voltage, and then the voltage to digital with the use
of ADC. The time between the START and STOP signals is linked to the electrical charge stored
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FIGURE 2.20. Waveforms of TAC based on a TDC, with the analogue voltage increase
controlled by the START and STOP input lines. This measured voltage is converted
into the binary code representing the time.
in a capacitor, with the START signal beginning the charge and the STOP signal discharging and
using the ADC.
An integrator op-amp is used to achieve this, integrating the input voltage over time between
the START and STOP events. This then passes to the ADC. The waveforms of how the time
difference between the START and STOP signals are converted into the output code can be seen
in Figure. 2.20.
This is a generally older TDC method and cannot be implemented on the FPGA [124] due
to its non-digital elements. Resolutions of 10 ps were achieved in 1988 [125], but their main
limitation is their large dead time on the scale of µs. The source of this large dead time is two
fold. The double-conversion of time to analogue and then analogue to digital have two separate
dead times. The second reason is that the capacitor requires a full discharge before another
measurement.
Tapped Delay Lines: More popular and fully digital are Tapped Delay Lines (TDLs). TDLs
consist of equal length delay elements chained together to subdivide time intervals into equally
sized bins. The START signal propagates through the delay line until the STOP signal is asserted
and the delay line stated captured. The STOP signal is usually replaced with the CLK edge. The
triggers relative time compared to the clock edge is captured in the delay line.
The resolution of the TDL is dependent on the delay elements, which is the smallest bin
size. In FPGAs, D-type flip-flops are used as this element. The D-type flip-flops ensures that
inputs Signal (S) and Reset (R) are never equal to one at the same time. The D-type flip flops
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Figure 2.21: Circuit diagram of a TDC implemented on an FPGA backed on delay lines using a
carry chain structure.
are constructed from a gated SR flip-flop with an inverter added between the S and the R inputs
to allow for a single D (Data) input, which linked together form a trialling list of ‘1’s and ‘0’s.
To increase the number of bits represented by the fine code, the logic consumption increases
exponentially. A breakdown of the TDL can be seen in Figure. 2.21. The TDL length in time is
usually equal to the clock period, to provide maximum capture of input signal. Therefore the time
event of the signal can be described.
A differential TDC is a TDC variation which aims to improve the signal integrity of a TDC by
operating in differential mode between elements by alternating the propagating signal by ‘1’ and
‘0’. This method was reported to improve the metastability by in-trade of an increase in the logic
utilisation of about four times [126]. The time of the event can be described by
(2.64) TE = TSTOPNT
Ni +ε,
where TSTOP is the clock period, NT is the total number of delay elements, Ni is the number
of delay elements triggered and ε is the quantisation error. Quantisation errors arise when it is
necessary to convert a continuous analogue variable into a digital code using a limited number of
significant figures.
Other fine TDCs: Area Vernier delay line. A Vernier delay line utilises two delay lines:
a fast and slow delay line and measuring the difference between their propagation in delays.
The thermometer code is captured when the START and STOP signals catch one another.
Thermometer code resembles the output produced by a thermometer. In thermometer code, a
value representing number N has the lowermost N bits as ‘1’; others as ‘0’. So, to move from N
to N +1, just change the rightmost ‘0’ to ‘1’. The START signal trigger one delay line, while the
STOP the other. The time difference is between the fast and slow delay elements, going past the
quanisation of the delay element size. These are usually formed into a Vernier Ring that loops
the signals to optimise logic utilisation.
Another form is a Pulse Shrinking TDC, where the pulse of the time between the START and
STOP signal is attenuated, down until there is no longer a pulse. The number of times the pulse
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is shrunk is counted, therefore not limited to the delay line size element. This optimisation on
logic saving is much higher than a TDL, the resolutions lower due to the signal conversion.
2.8.4.1 Hybrid Counter
Figure 2.22: Time evolution of signals in a delay line based TDC implemented in an FPGA
employing the carry chain structure. The squares are flip-flops, where the Q output triggers if
the D input is high. W
Also called the Nutt Interpolation scheme [127], a hybrid counter is a method of combining
fine and coarse interpolation schemes to provide TDC architectures which can count longer
ranges with higher precision. These work by measuring time intervals greater than the clock
period with a coarse counter, while the fine TDC measures the intervals shorter than the clock
period, described by,




Where TCLK is the clock period and n is the number of clock periods. The waveforms for this
scheme can be viewed in Figure.2.22.
2.8.4.2 Carry Chain
For fine time measurements, such as the ones implemented here, we use asynchronous logic
circuits such as the carry chain, which subdivides the clock period into smaller bins.
Carry Chains are features within FPGAs, providing efficient arithmetic operations (such
as adders and counters). Each logic element can implement a one count of a counter bit. Logic
elements can communicate to other logic elements and parts of the FPGA with general-purpose
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routing structures. These are relatively slow, signal routes therefore most FPGAs have an extra
routing signal connecting logic element to one another as can be visualised in Figure.2.23. They
are heavily optimised for speed along the carry chain path, allowing hundreds of MHz counting
speeds. The shorter the carry chain the faster the counter must be clocked, so as to restart the
carry chain in-time with its finish.
Figure 2.23: Illustration of a carry chain used to subdivide the clock period into the smaller bins,
made up of multiple LUTS.
Within some FPGAs a dedicated fast look-ahead carry logic is provided called CARRY4, which
provides performance fast arithmetic addition and subtraction in a slice. These carry chain blocks
are cascade-able to form wider add/subtract logic. They consist of four bits per a slice, using carry
multiplexers and dedicated XOR gates. These logic blocks elements form block to form large logic
operations similar to the illustration in Figure. 2.23.
2.8.5 Errors and Precision in a TDC
As a TDC is a device used in measuring timing events, understanding and calibrating the timing
errors in the device is vital to allow the user to calculate that exact time of the event they are
measuring. The concept of measurement errors in TDCs reflects the measured sinusoidal input
and spectrum of the output signals, which is obtained by applying the Fourier Transform to
the input to transfer it to the frequency domain. It takes multiple measurements to form the
spectrum, and a process of constructing this spectrum is called the single-shot experiment. Taking
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a single shot measurement for a fixed time interval and measuring for multiple instances while
characterising the measurement ranges and errors affecting these measurements, can present
multiple errors such as: TDCs non-linearity, quantisation errors [128], metasability [129, 130]
and offset & gain errors. The quantisation of time and digitising presents inevitable measurement
errors affecting the precision of the measurement. In this section some of the errors affecting
TDCs are discussed.
To measure the time precision error margin, repeating measurements at a fixed time interval
and recording will produce a histogram with a Gaussian distribution of the probability of hitting
the desired time bin. This error in time precision is a symptom of jitter and noise affecting the
measurements. Using the standard deviation σ, single-shot precision’s (SSPs) (also known as
RMS time-resolution) and FWHM to quantify this. An SSP is defined as σ/
p
2 .
In an ideal TDC the relationship between input and output code should be linear. Therefore
every bin should be equal. However due to temperature, power fluctuations, fabrication tolerances
and routing TDCs suffer non-linearities. TDCs can be calibrated to reduce the effects of the
non-linearity on a bin by bin basis. These bin sizes can be measured by using an out of sync,
random time difference between the START and STOP triggers, over a large number of hits. The
probability of filling each bin is linked to the bins size: the more counts, the larger the bin size. A
visualisation of the differences is shown in Figure.2.24.
Figure 2.24: Illustration of ideal and non-ideal delay line bin.
The offset error is an error in the measured code that is the intended time shifted along
the time axis, registering as a longer time than intended. The non-linearity of the TDC is a
typical occurrence of this error. The offset and gain errors can be quantified by the DNL and INL
respectively.
2.8.5.1 Differential/Integral Non-linearity
Differential Non-Linearity (DNL) describes the deviation between how analogue values and
digital values correspond with one another. It is used as a specification of measuring the error
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in DACs and ADCs [115]. The Least Significant Bit (LSB) is the smallest unit bit position in a
binary integer, also thought of as the lowest order bit or right most bit. To increment this by one
a specific voltage step is assigned to it VLSB. An example is increasing 0.2V each time increase
the LSB by 1 each 0.2V. Ideally, any two adjacent digital codes have one LSB difference. The
ADC can give an increase of two LSB for one VLSB giving a DNL value of +1, and vice-versa. This
leads to "missing code" where bit strings are skipped over or remitted for the same or different
voltage values, respectively. A DNL step value can be defined by:
(2.66) DNL i = Vout(i+1)−Vout(i)LSB ,
where Vout(i) is the voltage at that bit, DNL i is the DNL at the i th bit and the LSB is a single
bit step. Integral Non-Linearity (INL) is the maximum deviation from the actual output from the
ideal. The INL at the i th bit is defined by




This gives the error of the entire carry chain. A graphic representation of how this works can
be found in Figure.2.25
FIGURE 2.25. Missing code examples, for mis-registering LSB values. With the example
of how the arbitrary input voltage values provide LSB changes and the DNL and
INL values obtained from the missing code values.
As mentioned DNL and INL are parameters used to measured quantities of an ADC or DAC
precision. The input analogue signal will trigger the step up or step down of LSB, by measuring
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the voltage without skipping any levels or without holding at the same level in an ideal case.
The DNL is the maximum deviation from LSB between two adjacent levels. 1 LSB is the ideal
distance between bits, smaller than this would mean the bin is smaller and larger than this
would mean the bin is larger. If the DNL is two or greater, then missing steps(code) can occur.
INL is essentially the cumulative sum of all the DNL values for each bit up to that point being
measured, giving the total offset of the system.
Another phenomenon affecting the linearity of the TDC is the number of missing bins. These
bins do not collect any Hits and cannot be used in the time quantisation. Therefore minimising
the number of missing bins to activate bins ratio improves the linear trend. There are a few
methods to tackle this: adding more activate bins to the line, selecting a line where the missing
to activate bins ratio is lower, or averaging over multiple lines by paralleling the input signal
sent to all of them.
2.8.5.2 Quantisation Errors
Quantisation errors are the errors the between occurrence of the actual event and the measure-
ment of the event. In practical occurrence the quantisation values change half up and down
with respect to the event. Since quantisation errors have equal probability of occurring in any
measurement, the error can be expressed as a uniform distribution.
The standard deviation in a uniform distribution can be shown by σ= u/p3 , where u is the
uncertainty In this case the uncertainty is the quantisation step in time of the code Tcode. There
are usually two signals for the TDC: the START and STOP signal, each with their quantisation
error in measurement therefore doubling the error for each time recording. Therefore the error









where Tcode is the time event code recorded. Aspects that can change the quantisation errors
are power and temperatures, affecting all events evenly.
2.8.5.3 Metastability
Metastability occurs from setup (initialising the state) and hold (maintaining the state) violations
in flip-flops becoming a unpredictable state. This is a typical occurrence in asynchronous TDCs.
The flip-flop takes a time T to process the trigger readout the event and store. There is also the
time of the event t. A critical window is made up from the setup time and the hold time of the
flip-flop. The setup time is just before the clock and an input signal is asserted, while the hold
time is the time after the flip-flop receives the trigger and is registering the reading. If these
times occur in the critical window of the flip-flop, the result is unpredictable.
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Metastability can be reduced in a number of ways, such as: increasing the dead-time, allowing
more time for stabilisation; adding the number of delay elements (flip-flops) (but these also
increases the dead-time, so requires a trade off); or lastly characterising the device by finding the
metastability occurrence times, and adding any code falling to this window as white noise.
2.8.5.4 Digital Signal Processors (DSP)
When choosing an FPGA as a TDC, engineers fabricating them tailor their characteristics to
be optimised for specific use cases. A unit called DSP are tailored to be optimised for TDC
implementation on FPGAs. DSP are specialised microprocessor chips, with architecture designed
with optimising for the measuring, filtering and compressing of analog signals. FPGAs also have
dedicated DSP blocks, with logic designed to behave as a DSP. DSPs are advantageous from their
ability to work in real time and provide light power efficiencies. For a TDC it is necessary to have
a higher enough bandwidth DSP for the signals to be time tagged. A low bandwidth increases the
precision measured on the rising edge of the pulse. For an FPGA to be used as a TDC the number
of DSP slices must be greater than or equal to the number of analogue signal input channels.
2.8.6 Experimental Methods
2.8.6.1 TDC calibration and linearisation
The bins in a TDC implemented on an FPGA, depend on the fabrication of each logic unit used
as the smallest time resolution. For variance in the fabrication, bins have different sizes and
be vary between one another in the same clock cycle. Bins variance is persistent between clock
cycles. Bins may also capture no hits as they are considered dead and cannot register a STOP
signal. A typically bin size is on the cycle of several ps, with the variance between bins being
at the same magnitude. We discuss following methods to overcome fabrication in-perfections to
improve precision and mitigate error nous bins.
Two methods can be used two reduce the affect of errors and improve the precision. These
are linearisation and calibrations. The linearisation is a compensation that is implemented to
minimise the DNL error. While the calibration improves the INL by not changing, but post-
processing the steps bin-by-bin afterwards. In this sub section a few methods of calibration and
linearisation techniques are discussed.
2.8.6.2 Direct Calibration
The simplest method is a direct calibration [131] where once the TDC is set up, finding the time
period width of each bin. By changing the delay time between the START and STOP triggers,
at step sizes smaller than the resolution of the bins. Increasing the delay slowly and measuring
the time taken over each bin. This is resource intensive as takes exhaustively longer times for
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high-resolution TDCs and long delay lines. Also requires a delay generator capable of input
delays smaller than the LSB.
2.8.6.3 Code Density Testing Calibration
This standard approach involves un-synced START and STOP signals triggers asserted into the
TDC for a statistically significant high number of counts [115]. Therefore providing the bins to
have equal chance to capture the same counts. But the different bin period sizes, amount to
different count totals. As larger bins are statistically more likely to get hit. The bin widths in
time is described with:




with TCLK is the clock period, Ni, is the number of counts for that bin and NT is the total
number of bits summed from all the bins counts. Summing all these counts the INL can be
corrected to remove the error.
To calculate the number of total counts required to give a confidence limit a Gaussian
distribution can be used. With A is the number of bits in the time code, zi, is the area under the
Gaussian and β is the tolerance level. The total number of counts required is described with:
(2.70) M = za(2
A −1)
2β
2.8.6.4 Equivalent/Averaging Coding Line TDC Technique
This method is to mitigate the effects of non-linearity by employing multiple delay lines. Both the
Equivalent Coding Lines (ECL) and the averaging use multiple delay lines, but the processing
is different. In both methods you would calibrate each delay line, with a previous calibration
technique mentioned above. Routing the input signal and trigger on the parallel lines and either
averaging the result afterwards, or summing up and using their transfer functions. Both increase
the resolution and mitigate non-linearity’s. They are also more resource intensive taking up
another delay line, for each level of precision increased by.
2.8.7 Universal Asynchronous Receiver/Transmitter (UART)
FPGAs communicate their output logic to another device for storage. Many FPGAs can be
implemented to communicate using a UART communication protocol. UART protocol transmit
data asynchronously, which means there is no clock signal to synchronise the output of bits from
the transmitting side to the sampling of bits by the receiving end. In-place of a clock signal, the
transmitting UART protocol adds start and stop bits to the data packet being transferred. These
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bits symbolise the beginning and end of the data packet so the receiver knows when to start and
stop reading the bits. Also a parity bit is used, to check for errors encase of any bit flips. The bit
length of the data packet is between seven and ten bits, plus the 3-4 bits for start, end and parity
bits as shown in Figure. 2.26. Here Tx and Rx are the transmission ports and receiver ports for
the electrical signals, respectively. Both sides are required to have these parts to start and stop
sending communication signals between themselves.
FIGURE 2.26. a) Data flows from the Tx pin on the transmitting UART to the Rx pin of
the receiving UART and vice versa is possible. b) The structure of the data package
around the transmitting data frame.
When the receiver collects a start bit, it begins to read the arriving bits at a particular
frequency known as the baud rate. The baud rate is a measure of the speed of data transfer,
expressed in bits per second (bps). Both transmitter and receiver must operate at about the same
baud rate. The baud rate between the transmitter and receiver can only differ by about 10%
before the timing of bits gets misaligned to far and a corrupt signal is communicated.
2.9 Summary
In this background chapter we have discussed the relevant material for a foundation knowledge
for the reminder of this thesis:
• Quantum Theory - Introducing quantum postulates that define quantum theory and how
they lead to quantum information and our ability to utilise quantum physics in this
technology area.
• Integrated Photonics - Introducing background material on technologies that allow for the
realisation of quantum information applications. Including optical components building
blocks widely used in silicon.
• SNSPDs - Discussing research and physically mechanisms of these devices. We also ex-
plained the low temperature physics and technologies required to operate the devices
• Time Taggers - Introduced the electronics background of using amplifiers and FPGAs to
build time taggers for SNSPD applications.
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Quantum information systems are set to utilise these techniques to become part of a quantum
future. The rest of this thesis concerns developing the integrated platform for quantum key











HIGH-DIMENSIONAL ENTANGLEMENT VERIFICATION OVER
MULTIPLE INTEGRATED CHIPS
We have described in the previous chapters how quantum optics enables quantuminformation tasks to be performed in an integrated photonic components approach. Theexperiments reported in this chapter demonstrate some of these capabilities. Here, we
investigate silicon photonics as a platform to create a network of multiple integrated quantum
devices to perform scaled-up experiments. The experiment’s focus is to develop and control
large numbers of complex interferometers for the generation and processing of high-dimensional
(qudits) entangled states of photons across multiple devices. The experiments’ particular result
is proving the potential of silicon photonics as a platform for a high dimensional Quantum Key
Distribution (QKD) protocol between two users using the third device. This third device hosts
part of the communication protocol to divide resources, increase security and allows a network of
many users to be established. The third device is also a proof-of-concept for a many user network,
with the third device connecting to many devices, to act as a node within a network.
Multiple experiments have previously been carried out demonstrating distributing high
dimensional entanglement across multiple devices [132–136]. The encoding of qudits has been
demonstrated in many different degrees of freedom [35, 135–138]. However, the approaches listed
here have not demonstrated a network of 3 separate integrated quantum optic devices controlling,
generating and measuring qudits. One of the verified routes to obtaining high dimensional
entangled states in integrated photonics is by utilising spatial modes to path encode. This
allows highly coherent and high fidelity measurements [35]. In this experiment, we describe
an approach to phase stabilisation, amongst other advances that allow us to overcome the
challenges encountered during scaling. A third device is a technical challenge, primarily due
to the loss of information between devices. The third device increases security by outsourcing
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the receiver/communications parties. Allowing no user increased control over the system than
another party.
FIGURE 3.1. Diagram of 2 devices (top) and three devices (bottom) QKD set-up. Alice
and Bob are generating a shared key at the top, while at the bottom, Charlie and
Bob are generating a shared key. In both set-ups Alice prepares an entangled pair
of photons (shown in red, with the entanglement between shown by the black wavy
line) and sends one of the pair to Bob. The difference is that in the two device
set-up, Alice measures one of the pair of bipartite photons she generates, while in
the three device set-up, she transmits that photon to Charlie.
Figure. 3.1 shows how two device and three device set-ups can work in QKD. Three devices
(Alice, Bob and Charlie) over two devices (Alice and Bob) provide an increased technical challenge
in dealing with the system’s higher loss and complexity. The system, on the other hand, provides
an increase in distance between the two parties. They are allowing for the transmitter device
to be in-between the two communicating parties. The third device also reduces the complexity
needed by the communication parties as no generation and preparation of states is required. This
also allows a single transmitter device to be connected and used between multiple mixtures of
parties, showing that many parties (>2) with receiver devices can connect, and communicate
through the transmitter device.
Following this train of thought, we can see how this transmitter device can become a node in
a network — allowing for multiple parties to generate keys between multiple other parties. This
localisation of the laser’s resources, along with complex state preparation electronics and photon
sources, allows for QKD to become more accessible. A star network, as shown in Figure.3.2 can
be formed with the node in the centre. This reduces the number of total connections, as every
user does not require a quantum channel, just the central node that transmits the states. In
the University of Bristol there is a bulk optics version, where a trusted node-free eight-user
metropolitan quantum communication network exists [139]. This reduction in the total number of
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connections provides an increase in the communication system’s security, providing fewer points
to access the in-between network users.
FIGURE 3.2. Star Network of QKD System. The central node generates entangled pairs,
transmitting each one of the pair to users to generate a key between them while
using the classical channel to set up a protocol.
This chapter begins with a description of the integrated silicon photon device network and
the set-up used. We report on the device’s characterisation and set-up to overcome environmen-
tal challenges faced in maintaining entanglement of qudits across devices by showing basis
measurement projection results. We demonstrate quantum information processing results on
a single device, followed by chip-to-chip results for two devices, to overcome phase drift using
the stabilisation method later described. Finally, we demonstrate High Dimensional (HD) QKD
protocols working across three different devices.
3.0.1 State of the art hyper-dimensional quantum information experiments
Qubits transmitted in optical systems travel at light speeds like any optical based communications
in general and therefore are a natural candidate for quantum communication systems over large
distances (>200 km). The number of available quantum states on a single device relative to the
size of the device grows exponentially for n number of photons in a d dimensional space according
to dn [35, 136, 137]. This provides us with the opportunity to increase the information density per
device. Increasing n for current integrated linear optical systems has proved to be a challenging
problem due to these photons’ source, which depends on parametric single-photon sources. The
ability to generate these n photons also becomes exponentially difficult with n. Therefore to
overcome this, we chose the second path of increasing the number of dimensions the state exists
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in. This has already been demonstrated in [35] by producing a smaller number of high-quality
states through a larger linear optical device.
Semiconductor fabrication have increased the number of optical components on a single device,
providing large bandwidth external control sources and allowing cohabitation of single-photon
detectors, on these devices allow for qudits to be realised. The drawback of this is that the device’s
footprint and complexity increases and becomes a more considerable concern with increasing d
as mentioned in [140]. In the paper, path encoding is used, which allows highly coherent and
high fidelity measurements, showing two-photon states in up to 15 dimensions. An alternative
method to avoid a large footprint is to frequency encode the photons instead of spatial encoding,
as demonstrated in [137]. This again comes with its technical challenges of providing high-speed
electronics for realisation, and the fidelities achieved via this method are significantly lower than
[140].
A particular use case comes under the realm of quantum communications. Here high dimen-
sional systems have been demonstrated to simultaneously provide an increase in information
density while increasing noise tolerance [141? ].
Increasing the information encoded through quantum information into multiple dimensions
is a path to dealing with the low key-rates sometimes achieved in QKD [142, 143]. When the
key generation rate is limited by the rate at which Alice generates photons or by the rate at
which Bob can detect photons because of the detector dead time, the key generation rate can be
improved using high-dimensional photon encoding. Each photon can encode as much as log2d > 1
bits of information. High-dimensional QKD was recently demonstrated in silicon photonics by
utilising weak coherent pulses [132]. The key issue to overcome and solve is the lack of phase
stability between the two chips [133, 144, 145].
The approach in [32, 132, 146] connects two silicon optical devices with a multi-core fibre
(MCF), intending to minimise phase drift between different modes and maintain a similar path
length to maintain the generated quantum states. This allows for interference between states on
the receiver devices. Despite the use of advanced MCF, they still report phase instability in their
system. Another drawback of the above implementation is the limitation of using weak coherent
pulses, which generally carry many high-order photon number terms limiting the technology.
3.0.1.1 Photon generation of high-dimensional entangled states
The linear optics scheme used in the source device (Alice) allows for the generation and manip-
ulation of high-dimensional quantum states. The scheme shown in Figure.3.3 can be used to
generate and manipulate bipartite states in up to four dimensions entangled in space. Qudits
are multi-dimension qubits, while a qutrit refers to three dimensions and ququart four dimen-
sions. The end goal of this chapter is to show ququart entangled over three devices. To produce
entangled qudits, the problem can be considered in the same way. For this example, it generates
entangled path-encoded qudits on-chip by coherently pumping at least two sources. A pair of
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FIGURE 3.3. Schematics of the Transmitter and Receiver devices; Alice, Bob and Char-
lie. Alice is designed to be highly configurable, performing quantum information
measurements and supplying receiver devices with on-chip entangled photon pairs.
The red (blue) paths represent the main paths of the Signal (Idler) photons gen-
erated, while the purple is the coexistence of before pairs. Green represents the
presence of only the pump. Below is a list of main components that build up the de-
vices’ complexity, with the lines representing Si waveguides and yellow rectangles
the thermal phase shifters. The grey shadows represent where the MCF coupler
interfaces. For the operational detail of the components, see Chapter. 2 and further
in-detail operations of the devices is discussed further on.
entangled d-dimensional qudits are obtained by pumping d photon sources.
Pump light is injected into the source device and coherently splits into four sources via a
network of MZIs. MZIs are reconfigured to redistribute and balance the pumping power arriving
at each source, allowing for control of photon generation rates. The pump source is a CW laser
operated in the low squeezing regime to provide a close to single pair of photons generated at a
time. Signal and idler photons must originate from the same source and the states generated
can be described by
∑d−1
k=0 ck |1〉s,k |1〉i,k, where |1〉s,k (|1〉i,k) represents the Fock state of the signal
(idler) photon being in the k-th spacial mode. We ignore higher order photon terms, as they
probability of production is determined by number of incoming photons, that we keep low enough
to ensure these are small. The coefficients of ck represent the normalised complex amplitudes
applied to each of the different modes. We can remap the Fock state into a high-dimensional
system, as shown in section 2.3.4. So the Fock state labels the photon in the k-th optical mode,
therefore producing a general high-dimensional bipartite entangled state: |Ψd〉 =
∑d−1
k=0 ck |k〉s |k〉i.
To perform this, SFWM is achieved by taking the classical pump laser light and driving the
pump between d sources, creating a superposition of the emitted photons. Amplitudes ck are
tuned by a combination of arbitrary configuring pump power delivered to the MRR and resonant
frequency of each ring to ensure the equal probability of SFWM and number of photons produced
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in each ring. This is performed by the MZIs reconfiguring the input and thermal phase shifts on
the ring resonators themselves, shifting their FSR spectra. This gives complete control of the
level of entanglement, and equal distribution using all coefficients equally, providing a maximally
entangled state of two qudits: |Ψd,max〉 = 1pd
∑d−1
k=0 |k〉s |k〉i.
3.1 Set-up and Design
FIGURE 3.4. High dimensional entanglement distribution experimental set-up. A CW
laser into a polarisation controller, to DWDM filter, to a 99:1 beam splitter to the
Alice Device. Bob and Charlie devices connected with polarisation controlers and
positional optical delay-lines, and at the end SNSPDs, all controlled by (PC).
The experimental set-up schematic for the experiment is shown in Figure. 3.4. A CW laser
is injected into Alice through a V-Groove Array (VGA) after passing through a polarisation
controller, 1.4 nm DWDM filter, and 99:1 beam splitter to measure input power. Generated and
pump photons evacuate from Alice and are injected into the corresponding Bob and Charlie
devices, depending on their signal or idler photon paths. Both paths consist of polarisation
controlers and positional optical delay-lines to match path length. The injection apparatus for the
receivers is a 5 m long MCF. Photons are evacuated from receiver devices using an VGA and pass
through 0.7 nm de-multiplexing wave division (DWDM) filter, where finally detected by SNSPDs.
The control operator (PC) manages on-chip phase shifters via analogue voltage controllers, time
tagger device, chips temperature and CW laser.
The general structure of the schemes used to generate and process entangled qudits is
illustrated in Figure. 3.3. The silicon devices were designed in Bristol, fabricated by Yunhong
Ding and supplied by Davide Bacco’s group in Denmarks Technical University (DTU). The
integrated Silicon quantum optic chips will generally be referred to as devices. The device with
Micro Ring Resonator (MRR), which generates the entangled photons, is referred to as the
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transmitter or Alice. The devices measuring the quantum states coupled with MCF are the
receiver devices named Bob and Charlie.
The device is designed and fabricated on SOI using electron-beam lithography. The silicon
waveguides have a cross-section of 450 nm × 250 nm. The beam splitters are based on multi-mode
interferometers (MMIs), described in the chapter. 2. They are combined with thermal phase
shifters based on metal Ti heaters to create the Mach-Zehnder Interferometers (MZIs). The
insertion loss of the MZIs on each chip is measured to be on average 0.5 dB on the source chip
and 1 dB on the receiver chips. The typical extinction ratio in the interference of the filters in the
MZIs is approximately 30 dB, therefore close to a 50:50 balance of the MMIs can be assumed.
These components are used to create Asymmetrical-MZIs (AMZIs), where the length of one is
the arms is longer than the other. Here they are used for filtering by separating idler and signal
photons of different wavelengths. The MMI fabrication tolerance limits their extinction ratio.
Light is coupled in and out of the devices using Braggs interference with photonic crystal fibre
grating couplers. The width of the crystal structure is approximately 345 nm. The source chip
utilises a silver mirror on the underside of the grating couplers’ as a back reflector to increase
Alice’s coupling efficiency [147]. We measured these coupling efficiencies and attenuation loss,
by measuring the output power from the fibres and the power measured at the other side of the
device. By knowing the length of the device and the average loss of the components and testing
this for different device lengths we can calculate the loss. Knowing the difference in lengths and
the difference in attenuation losses to find the waveguide loss. This waveguide loss is summed
up and subtracted from the total loss, to give us the grating coupler loss. The receivers GC do
not have mirror technology. At wavelengths close to 1550 nm, the coupling loss is 0.8 dB. The
propagation loss in the waveguides is estimated to be on average 2.4 dB/cm. Each device’s total
insertion loss is around 10/14 dB for Alice (path dependent) and 18 dB for receivers. The coupling
loss on the receivers grating couplers is estimated to be higher from the mismatch between the
MCF shape with the grating couplers lead to the higher loss measured. This is estimated to be
around 2 dB.
Two photons are generated in a superposition between the four-ring sources. An overview
of the pump and generated photons path can be viewed in Figure. 3.4. Continuous Wave (CW)
laser is injected into Alice at a wavelength of λp 1549.3 nm (pump wavelength) to generate the
photon pairs, signal and idlers, via non-degenerate SFWM. Each is post-selected with signal
photons at λs = 1539.77 and idler photons at λi = 1558.98 using the on-chip AMZI filters. The
wavelengths chosen are in separate wavelength channels, hence we can filter each individually.
These wavelengths are also used as these are resonant wavelengths for both the MMR and the
AMZI filters, to allow for selection of photons for each mode. Each is then sent through a network
of mechanical free-space delay lines, polarisation controllers and MCF before reaching their
corresponding receiver device (Bob or Charlie). Off-chip filters are used to remove the pump
light after the receivers, leaving the signal and idler to make their way to the detection system.
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The photons are collected out of the device using fibre arrays. Photonspot supplied SNSPDs
with an average detection of 85% efficiency measure the occurrence of incoming photons. This
average detection efficiency is the detection efficiency quoted by the manufacture and also verified
from measurements, by counting the single photons produced between detectors to determine
efficiency. Meanwhile, the pump light is sent to ThorLabs optical power meters to be used in
phase stabilisation, and device configuration discussed later in the chapter in sections 3.2 and
3.4.
To actively control the device, thermal phase shifters are used. Electrical pads on the chip are
wire-bonded to a Printed Circuit Board (PCB) that connects to a computer-interface electronic
controller. We developed a Python interface to actively configure the devices by controlling both
the phase shifters and the data readout. We use Jupyter notebooks as the interface and loop
through the systems so they synchronise. The python interface controls, reads and outputs
the devices settings. Separate programmes are used to interface with the voltage controller,
reconfiguring the devices. Running simultaneously are several other programs for: “Time Tagger
Ultra” made by Swabian, collecting the number of counts at the detectors; phase stabilisation,
measuring the pump power and phase shifting to compensate; and hardware activation of lasers
and stepper motors for precise coupling. This allows for whole chip management, data collection,
and data processing to reconfigure the devices at kHz rates. The limiting factor is the response of
the thermal optic phase shifters [148]. The reaction rate of changing the device’s refractive index,
using heat under these dimensions and materials with this technology, is limited at kHz rates.
3.1.1 Optical Set-up
All of the experiments in this chapter share a common experimental foundation. The assembly
rig for the source chip (Alice) and the two receiver devices (Bob and Charlie) are shown in Figure.
3.5. The major constituents highlighted in this set-up are as follows:
1. Nanomax stage from Thorlabs, the clamps at an 12◦ angle holding brackets that position
the optical fibre array above the device to couple light in and out. This allows for sub-micron
precision on the scale of the grating couples focal points to couple with 6 axes lateral and
rotation to maximise the alignment between vertical grating couplers and the V-groove
array.
2. The device holder three axes of linear movement to position the chip and alignment with
the VGA. On top of the chip, the holder is a European thermodynamics Peltier, which
thermal controls the surrounding temperature, providing temperature stabilisation for the
device. A constant temperature is required to keep thermo-optic phase shifter calibrations
relative throughout time. The Peltier is in thermal contact with the PCB of the device. We
and DTU designed the PCBs’ to provide a connection interface between the voltage driver
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and the electrical connection on the silicon devices themselves. The chip is held in place
with thermally conductive epoxy manufactured by Electrolube.
3. A 7-Cored MCF acts as a conduit between devices, with the proximity of the modes limiting
the phase drift, with the loss in each mode 0.7 ± 0.2 dB for a 5-meter distance. We measure
this by injecting light into each of the cores and measuring the optical power with a Thorlabs
power meter. The fibre couples are at a 12◦ angle to the receiver devices, as the focal point
of the grating coupler is optimised to couple light with the smallest loss at this incident
angle.
4. Optical, mechanical delay lines span 20 cm, approximately 300 ps in delay time, with
micron precision, and have 0.5 ± 0.1 dB of loss. They are physically separated by adjusting
a screw mechanism using distance in free space to add delay to ensure interference over
coherence length of the photons. Six delay lines are used, with three assigned to each device
and enclosed in environmentally shielding housings to aid in phase drift dampening.
5. Qcontrol voltage control boards, driving voltage for all phase shifters on a device, through
the connection via USB to a PC. We can individually and continuously drive current through
each shifter with kHz frequency. These are connected to the devices using ribbon cables to
the PCB. The PCB connections connect to the on-board heaters via gold wire 25 µm thick
ball bonds.
6. The time tagger is a device that counts the electrical signal pulses produced from the
SNSPDs during detection events. We use a Swabian Ultra Time tagger with 9 ps RMS
jitter, 22 ps FWHM jitter and 1 ps digital resolution. The time tagger has a 2 ns dead time
and 70 M tags per a second transfer rate. SMA cables take radio frequency signals from the
cryogenic housing station of the SNSPDs to the time tagger, which use a USB 3.0 optical
extender to transfer counts at the high rates required from the eight channels used in the
experiment to the PC.
7. SNSPDs are supplied by Photonspot and provide on average 85% detection efficiency at
1550 nm.
Delay lines are required to match length to allow coherence lengths to overlap to enable
interference, with coherence length represented by Lc = c/∆ω, where ∆ω is the spectral frequency
width of the light. Fine spectral width provides a longer coherence length: the CW laser produces
around 30 cm Lc nominally, and the rings with the FSR produce around 10 cm Lc calculated
from their bandwidth, which is small by design. A pulsed laser with a large spectral width is
used as a fine calibration of delay lines to increase the precision of full overlap of photons during
experiment.
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FIGURE 3.5. Experimental Set-up Photos. a) Photo of the overall set-up, with high-
lighted boxes showing: 1) the experimental hardware control, VGA motor control
current supply to control boards and temperature PID controllers; 2) self-contained
area of four free space delay-lines with polarisation controllers atop; 3) mount for
receiver device Bob; 4) host for the MCF coil; 5) thermal phase shifter voltage con-
trol boards; 6) mount for transmitter Alice device; and 7) the mount for the receiver
device Charlie. b) Cross-section of MCF, where four cores highlighted are used
and matching fabricated grating couplers on the device and the grating coupler
arrangement on the device using to couple to the MCF. c) Close up of the coupled
transmitter device. d) Close up of receiver device Bob coupled with MCF on the left
and the VG on the right, with Charlie set up in a near-identical configuration.
3.2 Characterisation
3.2.1 Characterising on-chip phase modulators
A Tunics T100S-HP CW 13 dBm with a 40 pm bandwidth laser is injected at the pump wavelength
into the chip via vertical grating couplers at the pump frequency to characterise the on-chip
phase modulator across all silicon integrated photons devices. The thermo-optic phase heater’s
voltage is swept over a range below its threshold limit (0 V to 3 V). At the same time, we
measure the current to produce an IV curve. The curve is fitted with a polynomial fit, and this
function is used to determine the voltage to deliver to the heater. The pump light is measured at
a connected output mode at the end of the device, along the same path as the component being
calibrated. As the voltage is swept, interference between the two arms occurs. We see this by the
sinusoidal power change in the monitored output arm. Fitting the results of the square of the
voltage to fit non-linear order terms against optical power measured in linear units, we obtain
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a phase-voltage relationship for that component. The obtained relationship is referenced when
configuring the device to project and prepare states. The intention is to always produce an MZI,
with the thermo-optic phase shift along one of the arms of the MZI.
3.2.2 Unitary Configurations
FIGURE 3.6. Photo of the receiver chip under an optical microscope. The Au strips
connect to electrical thermal-optic phase shifters. Highlighted are the different
optical unitary stages throughout the device. (Red) Φ̂4 Four phase shifters on the
device input, used to stabilise the incoming modes: (Green) P̂4 Attenuators to
balance power between the modes, to allow for equal interference; (Light Blue)
ÛMZI4 Two MZIs; (Dark Blue) Ŝ4Φ̂2 Swap between modes 2 & 3 and phase shifters
on Modes 1 & 4; and (Purple) ÛMZI4 Two MZIs. The numbers on the left hand-side
represent the number channel input ports into the device.
Chip-to-chip coupling efficiencies should be kept as high as possible, to minimise loss. Re-
ducing the number of active components (< 0.5 dB introduced by each component) will ensure
integrated linear optics provide the smallest concern of loss.
The receiver is shown in Figure. 3.6 and the components that make up the 4D unitary
are highlighted.The devices are designed to provide arbitrary projective measurements in four
dimensions. The full transformation matrix that describes (Û)†4 (as shown below) can be derived
by looking at the on-chip state evolution for an arbitrary heater configuration. When combined
with the swapping of waveguide modes via the integrated waveguide crossers, the circuit should
allow for the projection of all combinations of complex superposition amplitudes, i.e. all possible
4-dimensional qudit eigenstates. All of the unitaries described here are also applicable to Alice. If
though the details are different, we can perform the same projections and measurements for the
experiments described. Working from the output side of the device the ÛMZI4 is made up of two
ÛMZI2 and described as:
(3.1) ÛMZI2 =
[
ieiφA j sin(θA j/2) ieiφA j cos(θA j/2)
ieiφA j cos(θA j/2) −ieiφA jsin(θA j/2)
]
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A description of the matrix that forms an MZI is covered in Section. 2.3.4. Here A j = A1,2,3,4,
representing the position of the MZI in the device. Using Figure. 3.6, 1) is top right MZI, 2)
bottom right, 3) top left and 4) bottom left.
Optical modes 1 & 2 do not interfere with optical modes 3 & 4 unless swapping occurs in this
device. Before this, the swapping between modes 2 & 3 occurs, with phase shifts on modes 1 & 4.
This is described by the unitary below:
(3.3) Ŝ4Φ̂2 =

eiφC 0 0 0
0 0 1 0
0 1 0 0
0 0 0 eiφD

Where eiφC/D is the top or bottom path on the device. There are two more MZIs similar
to those described above. Combining these into a single unitary is thus described by Û4 =
ÛMZI4 Ŝ4Φ̂2ÛMZI4 and fully described as:
Û†4 =
(3.4)
Φasin(θA3/2)sin(θA1/2) Φasin(θA3/2)cos(θA1/2) Φbcos(θA3/2)sin(θA2/2) Φbcos(θA3/2)cos(θA2/2)
Φacos(θA3/2)sin(θA1/2) Φacos(θA3/2)cos(θA1/2) −Φbsin(θA3/2)sin(θA2/2) −Φbsin(θA3/2)cos(θA2/2)
Φcsin(θA4/2)cos(θA1/2) −Φcsin(θA4/2)sin(θA1/2) Φd cos(θA4/2)cos(θA2/2) −Φd cos(θA4/2)sin(θA2/2)
Φccos(θA4/2)cos(θA1/2) −Φccos(θA4/2)sin(θA1/2) −Φdsin(θA4/2)cos(θA2/2) Φdsin(θA4/2)sin(θA2/2)

where Φa = ei(φA1+φA3+φC), Φb = ei(φA2+φA3), Φc = ei(φA1+φA4), Φd = ei(φA2+φA4+φD )
Therefore the above can be defined by breaking it down and just finding the real parameters
that can be set. This set of parameters is then used to define the configurations required to
project into basis φA1,φA2,φA3,φA4,φC,φD ,θA1,θA2,θA3,θA4. At the input of the device are phase




eiφ1 0 0 0
0 eiφ2 0 0
0 0 eiφ3 0
0 0 0 eiφ4 .





All of the unitary components are highlighted in Figure. 3.6. By utilising the above method,
arbitrary four-dimensional bases can be measured on the chip by projecting into each of the
eigenvectors in turn, where the associated measurement probability that the generated state is
found in the measured eigenvector.
In this experiment we simultaneously measure the relative probabilities of the multiple
eigenvectors. By finding the orthonormal basis M̂ set we can map to the optical modes using
Û†4 M̂ = Î4. The four states can be constructed using the above parameters using the resulting
four vectors to construct a complete set of orthonormal basis vectors in 4D. The basis M̂ is a
unitary matrix that is easily found, as it is formed from its orthonormal set of vectors, which are
obtained when configuring the device to M̂†. As M̂† ˆM = Î4. Therefore this can be used to measure
any 4D basis efficiently.
The approach described, simultaneously measuring the eigenvector for the 4D product bases,
speeds up measurement collection 16-fold for two ququarts. This then requires the use of eight
SNSPDs over just two when projecting into the 16 eigenvectors separately.
3.2.3 Ring Resonator Source Characterisation
Four Micro-Resonator Rings (MRRs) on Alice SOI device are designed to be identical in properties.
Figure. 3.7 b) is the FSR of the four MRRs embedded into Alice, with an FWHM of roughly 0.2
nm and FSR of 3.20 ± 0.4 nm. This is measured by sweeping the wavelength from a CW laser and
measuring the optical power output at the ports. The dips show the resonating frequency, where
light couples into the device. The resulting spectrum should, therefore, directly correspond to the
optical resonances inside the MRR cavity. This same operation is repeated for all four MRRs.
3.3 Time Tagger
On the Swabian, the counts from each channel are measured. The Swabian time tagger has an
input threshold dependent on the SNSPD pulse amplitude from each detector. The detectors are
biased with a current between 8 and 13 µA, providing a pulse amplitude between 100 and 200
mV. The bias current drives the amplitude of the output pulse. The largest current possible is
used before the critical current is reached and the detector latches. A current just below this is
chosen, as this provides the greatest detection efficiency. The system is non-linear and the critical
current value changes, dependent on the restive or superconducting state. More information on
the detector system can be found in Chapter.4.
The input threshold is set between 80 and 120 mV on the Swabian: a value over three
standard deviations above the noise floor and over three standard deviations below the average
pulse peak value. The time tagger provides counter channels for each input, allowing for every
pulse to be counted and tagged with measurement time. Virtual channels are created that count
coincidences if two photons are counted in two other channels within a specific time window
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FIGURE 3.7. Measured spectrum of four MRR on Alice with radius 27 µm.
a 1-2 ns. In this experiment, virtual coincidence channels are created between all the possible
signal and idler permutations, leading to 16 virtual coincident channels. The coincident channels
count when two input pulses are measured within a time window. The bin width chosen in these
experiments is 1 ns. The photons’ path after projection may differ; therefore, artificial delay times
are added to their arrival times to simulate simultaneous arrival times in all channels. This
allows entangled pairs of photons to be detected simultaneously, showing that statistically more
counts are measured between these channels.
The measurements on each of the virtual channels are integrated for 5 minutes with a
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bin-width time of 1 s, and the sum of the bins of this time are summed.
3.3.0.1 Power Balance
Figure. 3.8 shows the coupling efficiency of the grating couplers in all three devices. The spectrum
of the receiver devices coupling is tuned to have a minimal loss at both the signal and idler
wavelengths. Alice has two peaks towards the signal and idler wavelengths shown in the figure.
This is to optimise the probability of entangled photon pairs reaching their receiver devices.
Alice’s average coupling efficiency is a maximum of 0.8 dB, while receiver devices maximum
coupling is around 2 dB, with a 3 dB width loss at between 30-40 nm in wavelength.
FIGURE 3.8. Measured spectrum of fully etched 1D grating couplers in silicon of the
source chip (Alice) and the two receiver devices (Bob and Charlie), with the wave-
lengths of the photons used shown. b)
All of the channels between devices have different optical powers, and further losses that come
into play. This can include different coupling alignment, the efficiency of the grating couplers,
the components of delay lines and PC having other losses, and the power going through the
teleportation chip as different modes have different numbers of MZI travelling through.
Different powers in the line will lead to reduced visibility of any interference between modes
on-chip, which needs to occur to perform a measurement basis such as the Hadamard basis. Also,
the number of counts at the detector will vary, and these can be compensated by reading the
output powers.
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3.4 Stabilisation
FIGURE 3.9. Phase stabilisation System flow chart
The phase delay between the incoming modes varies between chips, because their environ-
mental surroundings fluctuates. Changes in temperature, vibration, and humidity will change
the medium the photons travels through. The phase must be the same when leaving the source
chip and entering the receiver chip to preserve entanglement. Otherwise, interference in the
MZIs will not occur as expected, not allowing a correct projection into the measurement basis to
be applied to them.
In this section, we demonstrate phase stabilisation. The high dimensional states between
transmitter and receivers must remain coherent. Ensuring initially identical superposition
states remain in their identical states during transfer between devices allows for repeatable and
consistent interference on the receiver device between modes.
Phase stabilisation for high dimensional systems, where the method is spatial modes, must
have the same effect across all the photonic states. Each optical path is stabilised to be indistin-
guishable under the same unitary transformation at the receiver(s). One of the MCF properties is
to minimise the phase difference between modes that occurs, maintaining states by providing the
same environment across all modes. The MCF is the dominating environment transit between
devices. Transmitter chip delay-lines and polarisation controlers provide the dominating noise
during transmission.
The polarisation of the four modes drifts over time, on timescales of few to several seconds.
The phase drifts are long enough that negligible difference can be measured compared to the
time for measurements. The fluctuations in the single photons’ arrival time for each optical mode
occurs randomly and are stabilised where measurements involving interference between paths
occur. We measure the results from projecting into the computational basis, that do not require
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FIGURE 3.10. a) The phase drift between two modes, showing temporally dependent
overlap leading to the motivation of phase stabilisation as shown in the right hand
figure. b) Optical power output across two chips using the phase stabilisation where
the fluctuation in power is significantly decreased.
phase stabilisation and projections into the Hadamard, that requires phase stabilisation, as
an MZI is set up across the two devices in this configuration. The path difference between the
photons is time-independent. Fabrication imperfection differences and transmitter chip designs
are taken care of with mechanical, optical delay lines that adjust to allow for interference.
To maximise interference on the receiver chip, a CW laser is used due to its small bandwidth,
therefore producing photos with coherence lengths of ≈ 300 ps. Long coherence lengths allow for
increase overlap between modes ensuring maximum interference, reducing the effect of change
in path length. Phase drift is measured to oscillate on the order of several seconds, as seen in
Figure. 3.10 a). The on-chip activate thermal phase shifters operate at kHz frequencies, therefore
provide adequate response time.
The pump laser is already emitted and transmitted between devices, creating an interfer-
ometer between the two devices. By setting, both transmitter and receivers between two modes
equally interfere (AMZI to π/2). A reproducible standard to measure the phase between the
two paths can be performed by measuring the optical power in a single arm. The power in the
arm would determine the phase difference between another. Selecting a single mode to be the
reference arm allows other modes phase change relative to the difference between the modes to
be measured and mitigated. The measured phase drift can be seen in Figure.3.10 a).
We illustrate the algorithm we used to achieved phase stabilisation in Figure. 3.9. The
system is initially calibrated by sweeping over a phase of 2π to obtain an interference fringe.
The sinusoidal curve fit, and standard deviation away from the measurement data is calculated
and kept below a certain threshold to ensure a high-quality calibration fringe. This is done
using the classical channels and the beam splitters. Fluctuations are on a scale longer than
the phase shifters allowing the thermal phase shifters to compensate for the fluctuations. Two
different fringes are measured: a calibration fringe and subsequent measurement fringes, with
the calibration fringes done over a longer period and repeated until a full fringe is taken. Their
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FIGURE 3.11. Model diagram of an application of phase stabilisation interference
between two spatial modes, with measurement of a calibration interference fringe
(green) and subsequent fridges (orange), with mismatch phase offset and correction
of the wave to match previous interference.
parameters are determined, including the phase of the calibration φcal and difference φdi f f
fringes. The subsequent fringes are measured in under a second. Figure. 3.11 simulates the
measuring of a calibration fringe and then correction fringe, and then the changing that occurs to
correct this. The phase offsets ∆φ and correction phases φset can be described by:
(3.6) φset =φtarget +∆φ,
(3.7) ∆φ=φcal–φdi f f ,
The unitary configured onto the device determines φtarget. Sweeps using the thermal phase
shifters will form another fringe. Both are fitted with sinusoids. The two fringes will be similar,
with the significant difference in the relative phase difference between them calculated after
measuring the second. This phase offset value is added to on-chip phase shifters on the receiver
chip to match the phase cancelling out the phase drifts.
After this, the phase-matched measurements can be taken with the target unitary configured
until the modes drift apart again. The switching between chip-to-chip interference and mea-
surements unitaries on the chip occurs until enough counts are collected. Immediately after the
stabilisation it will slowly decay; therefore, pulses less than the drift (≈ 1s) in data measurement
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FIGURE 3.12. Measurements of single-photon count in a single spatial mode. The peaks
represent the phase sweep to collect an interference fringe and the stabilisation
(highlighted green), while the subsequent measurement period (highlighted yellow)
occurs with a short one-second burst afterwards.
are required. We measured the single counts at the SNSPDs during the phase stabilisation and
measurement process and show the fluctuations in the counts in Figure. 3.12. In the figure,
we can see the peaks in yellow that the system is stabilising and after this point in green a
1 s interval, where measurements can be taken as the phase has been corrected. This result
shows the the number of counts remain constant with an 8% change in counts during these
measurement phases.
The subsequent classical power stabilised compared to the non stabilised light can be com-
pared with one another using Figure 3.10 a & b. In b) we can see that the power on each arm
fluctuates 1 dB compared to the 5 dB before.
3.4.1 Quantum state communication
The following experiments are to test the success of chip-to-chip phase stabilisation performed
when distributing qubits between device. We generate a bipartite entangled state of |00〉+ |11〉,
and interfering these states: the first state from each composite state, on one beam splitter and the
second on another beam splitter. The difference between classical and the quantum interference
is witnessed by the interference pattern produced. Photon pairs are produced, undergoing a
global phase shift. They will produce a double interference pattern compared to the classical
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interference described by:
(3.8) |Ψ〉→ eiθ |s, i〉0 +|s, i〉1p
2
,
(3.9) |Ψ〉→ eiθ |s〉0A |i〉0B +|s〉1A |i〉1B
Where s (i) represents the signal (idler) photon. The following results demonstrate quantum
interference results of classical and quantum relative to three different scenarios. The number
0,1 represent the rings the state originated from and the letters A & B the modes they occupy
at the end. Single device interference: Figure.3.13 a) presents the schematic set-up used on the
transmitter device. This phase-dependent measurement verifies phase stabilisation is adequate
for following mode measurements. When transferring the qubits between devices, a maximally
entangled Bell state is prepared, where the signal photon is measured on the transmitter and
photon 1 the receiver device. Here we measure in the basis σ̂x ⊗ (cos(θ)σ̂x + sin(θ)σ̂y). This
basis is chosen to obtain pure states with expectation values oscillating from 1 and -1, while in a
maximally mixed state it obtains zero. The plot of the expectation values against the classic power
is also measured, while sweeping the θ parameters between 0 and 2π is viewed in Figure.3.13 b).
The expected fit is a cosine function. When θ = 0 (θ =π), the expected measurement is 1 (-1) as
σ̂x ⊗ σ̂x (σ̂x ⊗−σ̂x.). While when θ =π/2,3π/2 the two qubits are measured in mutually unbiased
bases σ̂x ⊗±σ̂y, we expect zero correlation between positive and negative eigen values.
3.5 Single Device 4D Quantum Measurements
3.5.1 Introduction
In the experiment we focused on measuring high dimensional entanglement across three devices,
showing that this is possible and can be exploited for QKD purposes. We build up results by
performing quantum information measurements, by projecting quantum states into different
bases with the increasing number of devices.
In this section and the next, we use the Alice device to project into 4D Î4, two 2D Ĥ2 and
two 2D σ̂y. The Bob device is connected over MCF, where CST has already been proven using
two operational modes at a time, so measuring 2 Ĥ2 and a Ĥ4. Next, the third device, Charlie,
is connected as the final receiver and shows that 2D QKD is possible using Î2 and Ĥ2. Lastly,
we expand to 4D and measure Î4 across four devices. The path-dependent high dimensional
entanglement measurements are made possible using the phase stabilisation methods previous
described, ensuring that the quantum state between generator device and measurement device
(receiver) remains coherent.
The following results are completed on a single device. These measurements of the device’s cal-
ibration provides an understanding of the errors of the device providing a bench mark for results
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FIGURE 3.13. Quantum interference set-up and measurement results. a) A simplified
schematic diagram of the chip diagram for the quantum interference measurement
set-up. b) Visibility of the Chip-to-chip interference fringe. Datapoint with error
bars showing chip-to-chip quantum interference fringe between modes 0A(0B) and
1A(1B). The coincidence counts are taken from the 0A & 0B modes, i.e. the positive
eigenvalue. The classical fringe is recorded by output mode 1B. Each set of results
fits to a sinusoidal curve using a fit function in python (scipy package).
between devices. As it provides all of of the unitaries necessary to simulate all of the following
projection measurements. The limited nature of the device presents a handful of measurements
that have been performed. We prepare two different states. The first state is a 4D entangled state
that we project into the computational basis. We also project 2 2D state simultaneously into the
Hadamard and Y basis. We go on to measure to project into the computational basis and the
Hadamard basis in 2D.
3.5.2 Configurations
All four of the sources are pumped with the CW laser, generating an entangled pair at four
possible sites. This provides eight possible paths to go down, therefore eight SNSPDs are used in
all experiments that measure 4D and four SNSPDs for 2D.
A simplified schematic of the device and the minimum amount of components required the
perform all of the aforementioned measurements can be found in Figure. 3.14. For all of the
85
CHAPTER 3. HIGH-DIMENSIONAL ENTANGLEMENT VERIFICATION OVER MULTIPLE
INTEGRATED CHIPS
FIGURE 3.14. Simplified schematic of a device and the detectors at the end of the
device used to perform the measurements with the measurement basis of each
described in the blue box.
measurements the set up is the same with pump light split equally between all of the modes
and the ring resonances balanced, to produced equal number of pairs photons each. This ensures
maximum interference. The pairs are split into their idler and signal modes by the AMZI shown
in purple in Figure. 3.14.
In the computational basis all of the MZIs are set to identity. This preserves the spatial
modes, and no interference between the modes occurs. With the coincident measured at the end
between pairing detectors. In the 2D Hadamard state all of the MZIs, past the AMZIs are set to
50:50 beam splitters, to equally interfere the modes, and allow equal probability that the photons
can choose either path. This set up is the same when measuring into the Y-basis. The difference
here, is that the mode is now phase shifted by π before the beam splitter. The last measurement,
sees the ilders projected into the computational and the signals projected into the Hadamard.
Therefore the MZIs in the signal path are set to identify and the Idlers set to 50:50.
3.5.3 Results
During this experiment, a few different bases are measured. Firstly the Î4 basis is measured
as seen in Figure. 3.15 a), which has a fidelity of 88±1%. Two 2D Ĥ2 basis are measured and
are shown in 3.15 b), with a fidelity of 89±1%. We measured the computational and Hadamard
basis in 2D on the same chip; essentially splitting the chip in two and running experiments in
parallel, projecting two 2D modes into the computational basis on the signals and projecting the
idler into the computational, where the results from this can be seen in 3.16. In Figure. 3.17 is
when two 2D photon pairs states are projected into the Y-basis. The on the chip configuration of
this is represented by a π/2 shift before the beam splitters. The fidelity of the Y-basis is 73%.
Fidelity’s below 50% can be achieved with a classical system [136]. Results measuring these
basis have been quoted to be 96% [136] for 4D states. The results here are above what is achievable
by a classical state, but not as high as previous reported results. In this result they used spiral
sources instead of MRRs.
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FIGURE 3.15. Single device high dimensional results. a) Computational basis projector
measurements, probability matrix of a 4D entangled state. Both are representing
the probability of detection of the combination of coincidences (qudits). The results
are normalised and scaled with the single counts in each mode. b) The results are
two 2D measurements on the same device between modes 1 & 2 and modes 3 & 4.
Hadamard basis is measured on each Ĥ2.
FIGURE 3.16. Single device high dimensional results. Modes 1 & 2 idler channels
projected into the computational basis while the signals of mode 1 & 2 are projected
into the Hadamard. a) is the ideal scenario and b) the measured results for this
projection
3.6 High dimensional Entanglement Distribution
Previous results taken between Alice and the receiver device Bob by Dr. Daniel Llewellyn included
a state decomposition in 4D, and a compressed sensing tomography [149]. This includes 1600
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FIGURE 3.17. Single device high dimensional results. Two 2D Y-bias measurements on
a single device with the bottom measurements of the two pairs of modes measuring
the computational and Hadamard basis, therefore no correlation between modes.
a) is the Ideal circumstance and b) the measured CC counts.
total measurement basis settings performed, leading to a 16D density matrix reconstruction and
showing that a fidelity of 87% is achievable [150]. The following results build upon this by ex-
plaining and presenting how more complex measurements involving multiple mode stabilisations
are performed during measurements.
3.6.1 Two device 4D
3.6.1.1 Configurations
In this section the devices Alice and Bob are used: Alice as the transmitter and Bob as the
receiver. Alice and Bob measure the same basis for both measurements. A 4D compressed sensing
tomography between the two devices has already been reported on by Daniel Llewellyn [150],
therefore the measurement of these capabilities to project and measure into quantum states has
been proven. Our aim here is to test the phase stabilisation and possible results achieved, using
the current phase stabilisation methods. Both devices project their received quantum states into
Hadamard basis. The first experiment projects into the Ĥ2, but completes this on two modes
simultaneously. Therefore the interaction is only between two modes each. This allows us to
only measure and stabilise two modes each relative to their partner pair; i.e. stabilise Ch 2
relative to Ch 1 and stabilise Ch 4 relative to Ch 3. This reduces the time to stabilise the full
system, allowing for short phase drifts to occur. The simplified schematic of the minimal number
of components needed to preform this measurement and the matrices to describe the basis are
shown in Figure. 3.18.
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FIGURE 3.18. The simplified schematic of the minimum structure needed to perform
this measurement between the two devices, with the same measurements on each
performed.
The next of these results projects all four of the modes into a Ĥ4. We require all of the modes
to interfere with each other on a single device. For this configuration to work, three of the modes
must be phase stable compared to one. Therefore in this scenario, we use mode 1 as the target
phase and require the other three modes (2, 3 & 4) phases to match mode 1. The process flow
chosen is interfering modes 1 & 3 together on the receiver device at MZIa2 or MZIa4. Once they
are phase-matched, we simultaneously measure the phase differences between modes 1 & 2 as
well as modes 3 & 4, similarly to what we have done previously, interfered in MZIa1 and MZIa3
respectively. While measuring the phase shifts between the two pairs of mode, the phase matching
stabilisation would decay with time, therefore deteriorating the receiver device’s quantum states.
The time of the phase stabilisation is minimised to ensure maximum entanglement is preserved.
3.6.1.2 Results
Photon coincident counting (CC) statistics are collected and are shown in Figure. 3.19, where the
two 2D Hadamards projected are in Figure. 3.19. With spatial modes 1 & 2 projecting into the
2D Hadamard basis while modes 3 & 4 on the devices do the same. The statistical probability
of measuring the coincident between the modes is presented, showing a high correlation in the
pairing signal and idler modes for Ĥ2 two 2D. In the same Figure. 3.19 counting statistics for the
4D Hadamard are represented. As expected, the joint counting statistics show a strong correlation
in the cases where the same bases are measured and low correlation when different bases are
measured. The fidelity’s of each of these are 83% and 73%, respectively. We present both these
results next to the ideal in the same figure. The ideal statistics for both measurement results is
the same. The different results are labelled in the figure.
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FIGURE 3.19. Transceiver and receiver Hadamard results.2 Ĥ2 measurements per-
formed simultaneously, Essentially all four modes are projecting into the two 2D
Hadamard basis The configuration set-up is the same on both the receiver and
transceiver devices. Probability of coincidences while projecting all four modes into
the Ĥ4 measured across the two devices is shown. Phase stabilisation occurring
between all of the modes. The ideal state is also shown and the error bars are the
normailsied square root of the number of counts taken.
The fidelity of the two 2D Hadamard state has a higher fidelity, as fewer phase stabilisation
steps are needed and therefore less phase drift has occurred during measurement. Also fewer
components are need and less error between the components forms.
The results for the two measurements made between the two devices, are close in comparison
to the CST tomography results taken between 2 modes at a time. This decrease in fidelity, is
from the longer phase drift experienced while correcting for the increased number of modes. [132]
achieved 97% fidelity for their QKD measurements between two integrated Si devices using MCF.
3.6.2 QKD
3.6.2.1 Configurations
We demonstrate the step-by-step construction of a chip-to-chip measurement. Performing quan-
tum measurements on a particular device cannot provide a platform for practical QKD protocols,
as the goal is for each user to have a device, choose their configurations for their device, and
project into their chosen measurement basis. At least two devices are required — one for Alice
and one for Bob. High dimension entanglement distribution requires the generation of entangled
states, which is achieved highly efficiently with integrated photonic sources on chips. An example
here is in the form of MRRs. These are embedded in Alice device, allowing her to generate the
qudit and measure them, while also sending the entangled pairing photon for measurement to
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FIGURE 3.20. Simplified schematic of the three devices used to perform the measure-
ments and the basis each is projected into for QKD.
the other user. The generator of the states can manipulate the states beforehand, causing a bias
in communication. One of them must have the resources to generate the states.
An alternative is having a third party to generate entangled qudit states and distribute them
among other users. The Alice, Bob and Charlie model described here makes Alice the generator
and sender of the entangled states, while Bob and Charlie are the receivers. This removes the
need for the receiver to host resources and biases in the communication. The simplified schematic
of the minimal number of components needed to perform this measurement and the matrices to
describe the basis are shown in Figure. 3.20.
As mentioned previously in this chapter, phase stabilisation is required for most measurement
bases because of the requirement for all dimensions to have the same phase when projected,
otherwise leading to uncorrelated measurements. Using the phase stabilisation method above
has drawbacks in computational resource cost as well as time costs. Deteriorating the quality of
the phase stabilisation hence deteriorates the fidelity of the quantum states.
This section builds up complexity in phase stabilisation through stabilising multiple modes
and using up to three devices.
Dr. Daniel Llewellyn showed the phase stabilisation between two modes while performing














The average projector fidelity was 91%, with an average quantum error rate of 8.8%. We
measured the loss increase of each device, the connecting fibres and the entirety of the network.
We measured the loss in each of these be injecting a CW laser of 13 dBm, into the input port and
measuring the power using Thorlabs power meter at the end. The devices included the VGAs
loss, but this is nominally minimal compared to the loss within the devices. We measured the
91
CHAPTER 3. HIGH-DIMENSIONAL ENTANGLEMENT VERIFICATION OVER MULTIPLE
INTEGRATED CHIPS
connecting network through polarisation controllers, delay-lines and MCF again separating it
from the network and injecting light into one end. All three of the components are measured at
once. We used a free/space device to measure the output of the MCF.
After these measurements we connect the whole system together, inject light into Alice and
measure the power outputted from Bob and Charlies outputs. We are able to find the loss of
each component and the loss of the entirety of the network, allowing for an estimation in the
number of counts a second we receive as well as the length of integration time needed, to visually
represent the projected states.
The challenge of including a third device is the loss through the system. The transmitter
device is measured to have a loss of around ≈15 dB. At the same time, a receiver device has a
loss of around ≈20 dB. The network between them has a loss of ≈5 dB on each of the modes
between the devices from the components and coupling. Many of the bases being projected require
balanced power (number of photons) to project unbiased into the basis configured. The difference
in the losses is measured at the receiver side of the chip by the interfere of photons on MZIs.
Adding the complexity of a second receiver, also having around 20 dB loss, further increases
the attenuation in the number of photons detected, contributing to a total loss of around 65 dB
(not including the loss to the SNSPDs and their efficiencies). This reduced number of photons,
bringing it close to the noise floor and the dark count rates measured by the SNSPDs. Overcoming
this is an engineering challenge, and explanations of methods used to overcome this are set out
previously in Chapter 2. These hurdles must be overcome to provide a photon count high enough
to produce a sufficient key rate for QKD. Reducing the number of modes to two allows double the
pump power to the sources. Increasing the number of photons generated, therefore increasing the
count rate. The complexity of ensuring optical power between all modes increases polynomially
with increased dimensions (d). The increased power reduces the noise in the interference pattern,
giving more precise offset phase shifts required for stabilisation.
With the reduced number of channels the phase stabilisation is for only active on two modes
relative to their partner, much less resource intensive than 4D. Reducing the phase drift time
and improving results accuracy.
Because of the reduced power from coupling to a third device, we increase the integration
time as the count rate of the states decreases. We increase the integration time to one hour, with
still 1 second measurement intervals and sum the results.
3.6.2.2 Results
We build upon this result, expanding to a network from two integrated devices to three. In
the above, the states’ sender also measured on the same device, while here, we demonstrate
two receiver devices after the transmitter. The number of dimensions is lower to reduce the
experiment’s complexity and resource intensity, only coherently pumping two of the four sources
on the device. This also reduces the complexity in phase stabilisation, stabilising just one pair of
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FIGURE 3.21. 2D QKD measurements. The entangled state is measured between 2D
mutually unbiased bases, Î2 and Ĥ2, as shown in the equations 2.20. a) The ideal
simulated measurements, while the statistically collected measurements in b).
modes for each chip.
To verify the correlations in the measured counts between the qubits, all of the combinations
of measurements were measured. Figure. 3.21 shows the eigenvectors in the bases that are
predicted a), and that were actually measured b). The key outcomes that should be taken away
are that when the users’ measure on the same basis highly correlated measurements are found,
allowing for a key to be established. In contrast, when the users chose a different basis, a close
to equal probability distribution is measured in all outcomes. The measured results show a
strong correlation when both of the same bases are measured on each receiver device and low
correlations when the bases are different (mutually unbiased). The average state fidelity for this
measurement is approximately 96%, close to other previously measured experiments. In contrast,
the average bit error rate is calculated to be 6.4%, well below the 11% BB84 limit set [? ].
The fidelity reported here is between 3 intergrated devices and is 96%, on par with two device
measurements from [132]. The limit of other QKD measurements in literature between two
integrated devices is quoted to be 98%, which we have very closely achieved between the three
devices presented in this thesis.
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FIGURE 3.22. The simplified schematic used to perform the 4D measurements of
detecting modes spatial modes across three devices.
3.6.3 Three Chip 4D
3.6.3.1 Configurations
High dimensional QKD has multiple key benefits, exploiting high dimensional quantum states
generated and shared between users. High dimensional states have been shown to be more
noise resilient, reducing the noise in the communications channels. The number of photons
received by the receiver generally decreases with distance as there is an exponential decay in the
transmission. The rate to generate the key also decreases with distance. High dimensional states
overcome this by increasing the information density per single photon, allowing for a faster key
rate generation.
Therefore, in this section, we increase the number of dimensional back-ups to four as we
send the computational basis, which can be used in a high dimensional QKD protocol. Using
Alice as the transmitter and Bob and Charlie devices like the receivers, set to project into the
computational basis, no phase stabilisation is required as there is no interference between modes
on the receiver side. The simplified schematic of the minimal number of components needed to
preform this measurement and the matrices to describe the basis are shown in Figure. 3.22.
3.6.3.2 Results
For QKD the proposed measurement bases used are the computational Î2 basis and the Hadamard
Ĥ2 basis. These two are mutually unbiased and can be appropriately measured when using eight
detectors, four at each receiver’s output. The benefit of the basis I4 basis and H4 basis over
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FIGURE 3.23. Computational Basis measurements across three devices. a) The simu-
lated ideal probability matrix of a 4D coincidence measurement between the four
modes across the two receiver devices. b) The statistically actual measurement
probability of coincidences between all of the modes measured between the receiver
devices, receiving signal and idler photons in each.
the 4D basis used M̂0&M̂1 previously is that this only measures two of the modes sent to each
receiver at a time. Therefore, a minimum of two detectors are needed for this measurement and
it only requires phase stabilisation one mode at a time to the other. This reduces the number of
resources and complexity needed to balance the powers but dramatically increases the key rate
generation, because the number of measurements taken increases.
Measuring in the Î4 and Ĥ4 and using eight detectors increases the key rate generation
fourfold. Î4 is chosen, as the quantum states are projected into a basis not requiring phase
stabilisation. The following experiment shows the first measurement of high dimensional en-
tangled states distributed through multi-core fibre between three separate Si devices. Figure.
3.23, presents the simulations results from a) and measured results b) when projecting the
4D quantum states into the computational basis. As expected, there is a clear correlation in
the photon statistics between the same modes, showing entanglement between the generated
photons. Here the fidelity is measured at 85%, roughly on par with other communication protocols
currently used [32, 132, 134, 136, 151]. A result that an be improved upon with improved phase
stabilisation, but well above the quantum threshold.
3.7 Summary & Conclusion
This chapter has reported on chip-to-chip experiments in silicon quantum photonics, involving
qubits and ququarts logical states. These are transmitted between integrated devices successfully.
We have demonstrated that a 85% fidelity of 4D computational basis between three separate
integrated devices is achievable. Two significant engineering aspects causing difficulty overcome
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were the high loss rates experienced on each mode through the three devices and the coincidence
measured at lower rates because of the phase drift between the multiple modes. The phase
stabilisation protocol utilised a full fringe sweep to find the offsets and allowed up to four modes
to stabilise, allowing for a phase-sensitive measurement, projecting a quantum state into the
Hadamard basis producing a 73% fidelity, on par with previous results. We have shown that a
spatial measurement basis for QKD across three integrated devices is possible.
3.8 Outlook
3.8.1 Phase Stabilisation
The limiting factors highlighted in this chapter is the capability to provide phase stabilisation
between several modes on two different devices simultaneously. In this section of the outlook, we
briefly look to cover different phase stabilisation protocols that can be applied and programming
methods.
Firstly programming restrictions allowed only the phase-shifting and measurement of one
modes at a time as these ran sequentially. Therefore stabilising four modes on both receiver
devices is sequential. The method described for phase stabilisation of one receiver would require
six additional stabilisations to occur. Therefore, by completing the last stabilisation and changing
back to the measurement basis, the first two pairs of modes stabilised would have drifted
apart from one another and the quantum states prolong sufficiently entangled for high fidelity
measurements.
Reducing the phase drift rate is one approach to reduce this error. Using two multi-core
grating couplers on the transmitter device would allow an MCF to be used along the entire
communication path, reducing the difference in path length and temperature fluctuates each
mode is exposed to.
Another approach is to use a parallel programming method by multi-threading processors
controlling voltage boards to control each phase shifter independently. We would be controlling
both devices at the same time and performing phase stabilisation measurements simultaneously,
cutting the stabilisation phase in half. Stabilising a pair of two sequential modes on each device
can be done simultaneously, meaning that the time to perform six measurements would be the
same as the time to perform two.
In the experiments mentioned above that require phase stabilisation, the receiver devices’
unitary configuration is the same configuration required to check the stabilisation of the phase.
Changing the phase stabilisation configuration and the measurement configuration would also
add time to increase the phase drift. When measuring the 4D Hadamard, this occurs once when
measuring the phase difference between modes 1 & 3.
The methods described here all address and improve the phase stabilisation, using methods to
reduce the phase drift rate or speed up the stabilisation process. An alternative method is to use
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another laser. Injecting a second laser light into the system, whose path runs in opposition to the
path of generated photons, allows for the phase difference between modes to be measured while
measurements are being made. Phase stabilisation and the measurement phase can therefore
occur at the same time. This uses an activate phase stabilisation, which only looks at measuring
the power difference between the modes and not sweeping an entire fringe to find the magnitude
and the direction of the phase drift.
3.8.2 QKD and CST
The ultimate goal is to show that high dimensional entanglement based QKD can occur between
three separate quantum optics integrated devices. This requires the ability to measure at least
two different mutually unbiased bases on the receiver devices. The computational bases are
shown to be measured with fidelity of 85%. Another basis, such as the Hadamard basis, once
measured on these devices can be used to show that QKD is possible, similarly to the method
shown in the 2D QKD experiment reported. Once the basis has successfully projected in with
high fidelity, completing a CST of the quantum state on the three devices will show that it is
possible to use multiple basis between devices.
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QUANTUM OPTICS DETECTION SYSTEM PART I: DETECTION
4.1 The NODE
In the last chapter, a quantum photonic integrated communications network of three devices
was demonstrated [152–154]. Our existing telecommunications network is complex, vast, all-
encompassing and part of our everyday lives. To upgrade this system into a quantum internet [2],
the system’s engineering must be seamless to the end-users. Currently, encrypted communications
largely consist of nodes [155, 156], in the form of servers, to communicate with one another. This
is for everything from emails to bank transfers to simulation network clusters for big data. In
this paradigm, a central resource is shared by end-users and managed as a service for them.
Currently, quantum technologies cannot replace this architecture, but research is, as of 2021,
striving for a solution. Testbed networks have been demonstrated in:
• Vienna (2008) A 200 km standard optical fibre between 6 locations [152].
• Tokyo (2010) A 6 node network [153].
• UK (Currently ongoing) Possibly a 3 node network.
• China (2018) A cross country network including ground to satellite QKD [154].
This chapter addresses the experimental practicalities to overcome this to provide a closed
system capable of hosting users at scale. The system here is targeted at using MDI-QKD protocols,
where these nodes would behave as Charlie in the MDI-QKD [47] scenario addressed in Chapter.2.
However, it would behave as Charlie to multiple Alices and Bobs simultaneously, creating a
network and behaving as a node between users, and therefore the concept is coined as a Quantum
Network Operation Device Receiver (q-NODE).
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These networks improve the capability and push the distance that QKD signals can be sent
[48, 157], but how to serve a large number (hundreds) of users in a remote location is immature.
As an inter-city communication system would require many users and the capacity to handle
the traffic, it is important to showcase this functionality before widespread adoption is possible.
Therefore, in the next two chapters, we address some of the practical necessities to overcome
when developing for many users.
With near-unity system detection efficiency, 15 ps timing jitter [158], and 10s of GHz count
rates [101], SNSPDs are an obvious choice when selecting single-photon detectors for quantum
information applications. Their efficiency at single-photon detection is unmatched at over 98%
[159] and they are still being researched to push their efficiency higher. SNSPDs are now
commercially available with efficiencies above 95% as a standard by ID Quantique [160], Single
Quantum [161] and PhotoSpot [162] to list a few.
SNSPDs are commonly used in QKD [1, 139, 153], because of their high detection efficiency
and low timing jitter. SNSPDs are currently required to be housed inside a cryostat [92] in order
to reach their Tc the critical temperature to become single-photon detectors. To house hundreds
of SNSPDs in one cryostat requires new considerations compared to current SNSPD readout
systems.
The contents of this chapter will be built on in Chapter.5, which will list the equipment,
experiments and results that are prerequisites to building such a system. We begin by explaining
how the cryogenic station functions and its capabilities to provide the cooling power and user
bandwidth needed. After this, we will explain how to overcome the system’s vibrations that come
with engineering a high power cooling system. Lastly, we will describe the characterisation of the
SNSPD used as a testing tool for the later mentioned photon counter system.
4.1.1 Cryogenic system
Superconducting detectors require appropriately low temperatures to operate (typically <2 K).
To reach these temperatures efficiently, a closed-cycle cryostat can be used, the definition of
which can be found in Chapter 2, section 2.5. The Innovative Cryogenic Engineering (ICE) Oxford
company designs and manufactures the system [163]. This system offers the cooling capacity and
space for components required to construct a q-NODE.
The ICE Oxford DRYICE1K in Figure. 4.1 is a closed-cycle cryostat that utilises an unusual
dual cold head design in tandem with a high-power vacuum pump to liquefy and evaporate helium
at low pressure. This gives the system a base temperature of around 1 K. The whole system is
thermally isolated from room temperature by a vacuum can. To achieve this, the cryostat has
nested radiation shields that effectively separate the vacuum chamber into thermal zones, each
with a separate sample stage. It consists of a vacuum container space with four stages, with 3
being sample plates stages for mounting equipment and devices, and the other stage hosting
access to electrical and optical connections and a connection to the He pot.
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FIGURE 4.1. Photograph of the DRYICE1K experimental set-up. a): Four vacuum
pumps with the turbo and roughing pumps used to pump the sample area to
vacuum, while the roots and backing pump flow low pressure around the helium
network. b): two cold heads. c): The vacuum sample space. d): The equipment
racking, hosting temperature sensor readouts, small measurement unit devices,
pressure readouts, power supplies, frequency counters, oscilloscopes, arbitrary
waveform generators, and position controllers. e): Two 300 L helium resevior
dumps.
The He pot is a reservoir to collect liquid He between the pumps and the two-stage cold head.
The three stages are named 50 K, 4 K and 1 K, in representation of their nominal temperature
as shown in Figure.4.2. Between the 4 K and 1 K stage, is the fourth stage containing the He pot.
Each of the three sample stages has an individual radiation shield, reducing heating effects from
other warmer stages. A vacuum "can" around the outside, as seen in Figure. 4.1, is used to keep
the whole system in a vacuum and isolated from the environment. The system is cooled by two
GM cold heads and a separate helium gas network system.
The following instrument components are built into the system:
• RDK-500B Sumitomo Cryocooler: A single-stage cold head, 60 Hz operating frequency
providing 94 W of cooling power at 30 K. This penetrates the cryostat system down to the
50 K sample plate stage, thereby cooling this stage and pre-cools low-pressure helium. This
is installed with grated copper heat exchangers along the shaft to maximise heat transfer
with helium.
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• RDK-415D2 Sumitomo Cryocooler: A two-stage cold head with 60 Hz operating fre-
quency provides cooling power of 45 W at 50 K at the first stage and 1.5 W at 4.2 K at the
second stage. This passes through the 50 K sample stage, level to the 4 K sample stage,
thereby cooling this stage and cooling the helium until liquefaction. This is again installed
with copper heat exchangers along the shaft to maximise heat transfer with helium.
• F-70 Water-cooler Sumitomo compressor: Each cold head is attached to a separate He
compressor, which liquifies helium as a heat transfer mechanism which is then cooled by
the water inside the cooler.
• Edwards GX600 L Dry Pump: Backing pump flows helium through the system and
providing cooling power via lowering the pressure inside the He pot. We measured a
pressure of of 7e-4 mbar inside the sample area, using the Edwards GX600 L Dry Pump is
in use.
• Edwards EH4200 Mechanical Booster roots pump: Increasing the vacuum on the He
pot and, therefore, the cooling power of the system. This pump can be used as a single-shot
or continuous cooling operation.
Two 300 L dewars supply 99.999% purity helium at 950 mBar that cools the sample space
inside DRYICE1K. Helium flows from the dewars around the two cold heads: Sumitomo RDK-
500B Cryocooler and the Sumitomo RDK-415D2 Cryocooler [164], in turn. They are mounted on
flexible bellows to provide a vibration-damping buffer between the cold heads and the rest of
the system. The helium flows over copper heat exchangers that are mounted on the cold heads,
cooling and condensing the helium into the He pot that sits at the 1K plate. The Liquid He (LHe)
is pumped in a closed loop by the backing and roots pumps between the dewars and the He pot in
the cryostat. A computer-driven needle valve limits the flow rate between the pumps and the He
pot, controlling the flow rate of the He through the system.
There are three separate helium flow circuits. Two of the lines provide high-pressure helium
for the cold heads. The compressors are pumping helium to and from the cold heads and com-
pressors. The third is the low-pressure line that flows through the 300 L dewars and in and
around the cooling network within the cryostat. This helium line provides a thermal heat transfer
between the cryostat and the heat exchanges on the cold heads. It evapourates into the He pot to
provide cooling via evaporation. The two cold heads operate on the similar principle as a domestic
refrigerator. Water-cooled compressors cycle high-purity helium at high pressure (200-400 PSI)
through heat exchangers within the He line. Thermal energy from the low-pressure Helium
exchanges with the cooler higher-pressure helium. This is then pumped out of the cryocooler,
where the compressor increases the pressure, increasing the temperature and allowing the excess
heat to be transferred to refrigerated cooling water, before the gas is then cycled back through.
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FIGURE 4.2. Schematic of the helium network for the DRYICE1K system with the blue
line representing the path of the helium. The line is a low vacuum. Once the dumps
are open to the line, the helium flows around the system, where the pumps then
pass the helium back to the dumps completing the cycle. The helium passes over
the heat exchangers of both cold heads, cooling the helium in the system. Once at
4.2 K, liquid helium is collected in the He pot.
The system requires only electricity and cold water (< 18◦C), as the helium itself is contained
internally, thus running for long uninterrupted periods and requiring no external handling of
cryogens.
The DRYICE1K operates in either continuous or single-shot cooling modes. A base tem-
perature of 1.3 K is used in continuous mode, the needle valve providing a 2 mbar pressure
environment. To perform a single shot measurement, all of the He for the dumps is condensed
into the He pot. When an equilibrium in pressure occurs, between the pot and dumps, no more He
is condensed into the Pot. This provides the longest time duration (3 hours) for a single-shot. As
the He condensation becomes to main cooling mechanism. During single-shot operation, with the
roots pump active, a base temperature of 0.9 K can be reached. The specific base temperatures
are dependent on the heat load and vary with the experiment. The pumps return the helium to
the dewars, forming a closed system.
The system provides 64 electrical connections between the 1 K stage and the outside environ-
ment. 16 of the connections are made of semi-rigid cabling suitable for RF signals up to 6 GHz.
48 of the connection are DC rated lines that are un-shielded and support low-frequency electrical
signals. Eight single-mode fibre 9/125 µm connections also provide an optical path between the 1
K stage and the outside environment. All the connections allow for driving voltages, SNSPDs
readout, and detector efficiency equipment to be accessed. Extra ports are available for additional
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bespoke connections.
Good thermal conduction is required inside the cryostat. The sample stages are made of
oxygen-free and high thermal conductivity copper. Sample mounts are also typically made from
copper. However, they are usually coated with a protective layer of gold to improve reflectively,
in-turn reducing the absorption of black-body radiation from higher temperature stages. The
gold layer also does not oxidise over time, unlike copper, which reduces in thermal conductivity.
Copper has a thermal conductivity of 385 Wm−1K−1 [165] and gold 314 Wm−1K−1 [165], both
a relatively high thermal conductivity for available metals. However, the copper oxide that can
oxidise on the surface has a much lower thermal conductivity of 33 Wm−1K−1 [165]. In respect of
the rest of the system, the can and flanges are made of steel for strength and have a relatively
low thermal conductivity of 30-70 Wm−1K−1 [165] depending on the steel carbon content. The
the sample and cooling stages are not in thermal contact with the vacuum can, as the vacuum
insulates between the two. During the cool down, a heat switch in the form of Cu braids that can
be placed in thermal contact with the sample pot stage from the 4 K stage allows for an increased
cooling rate and reduces cycle times.
When operating the DRYICE1K from a typical starting state, the helium network would be
at 20 mBar pressure, with 600 L of 99.999% pure helium contained in dewars, and the vacuum
can and radiation shields removed to expose the sample stages for loading test samples. The
three radiation shields and the vaccum can (Order: 1 K, 4 K, 50 K, vacuum can) are attached
in order to close up the system. The turbo and rough pump are used in tandem to create a 1e-5
mBar vacuum in the sample space. The sample space is isolated from the pumps as the system
begins the cooling cycle.
The two water-cooled compressors are activated, in turn initialising the cold heads to begin
cooling the cryostat. Simultaneously, helium from the dewars is released to flow around the
helium network, assisted by the activation of a backing pump. The cold heads then begin to cool
the helium in the helium network and the system. The system requires 36 hours to reach the
base temperature of 1.3 K.
4.1.2 Vibration Damping
The compressors, cold heads and vacuum pumps, while active, cause mechanical vibrations. In a
system designed to host integrated quantum optics, vibration in the system has to be minimised.
Vibrations are naturally caused by GM cryocoolers, which are the optimal choice when frequent
cooling cycles and cooling power is required in the environment.
The GM coolers naturally provide a source of vibrations, which when coupled with integrated
quantum photonics devices provides high losses. There are methods to reduce vibrations [166–
169], but many come at a cost to cooling power. Therefore maintaining cooling power and
dampening vibrations externally is a suggested way forward.
The DRYICE1K system has been designed to allow integrated waveguide SNSPDs to be
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Figure 4.3: Technical drawings supplied by ICE oxford of the GM cold heads, with AV frames.
The orange and red arrows for the adjustable components in the AV frame structure.
coupled optically through grating couplers. This requires photons to pass between fibres and
optical devices using a free standing fibre V-groove array (VGA) and grating couplers. The grating
couplers and fibre apertures on the scale of microns. Misalignment between fibre arrays and
grating couplers leads to loss of photons and reduced system detection efficiencies.
The AV frame used is shown in Figure. 4.3. With the adjustable mechanical nuts and the
inflatable buffer providing lift to the cold head. The cold head is lifted to minimise weight through
the rubber baffles so the weight is hanging by the inflatable buffer. The rubber baffles only expand
to accommodate the gap between the cryostat top plates and the GM cold head flanges. This is
expanded through the adjustment of the inflatable buffer and adjustable nuts.
An adafruit is a micro-controller with an in-built 3-axis accelerometer is used to measure
the vibrations [170] and is bolted to the 1 K sample stage. The accelerometer is located at the
same location as the optical device during operations. This location will provide a approximation
measurement of the vibrations that an optical device would experience. Measurements are
collected during a cooling cycle: before the freeze-out causes, the accelerometer to stop.
Presented here are measurements of the vibration sources that show how damping of vibra-
tions is performed to allow for acceptable vibration values. 5 µm vibration tolerance is deemed
acceptable, as on this scale the fibre and grating couplers still overlap to provide coupling.
Multiple vibration sources are identified throughout the system. These are the turbo pump,
the backing pump, the roots pump and the coldheads/compressors. This is done by powering each
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Figure 4.4: Measured displacement with time for different sources being activated and deactivated.
Several sources are identified: roots pump, backing pump, turbo-pump, cold head and the beating
between the two cold heads. The figure measures base vibrations. (A-D): Both cold heads are
turned on and then switched off at B; just the 4 K cold head is switched on and then off. (E-F)
The cold heads and the backing & roots pumps are switched on, and then at F the cold heads are
switched off. (G-I): The 4 K compressor is switched on followed by both cold heads at H, which is
then switched off at I.
asset in isolation over a testing cycle, as shown in Figure.4.4 which represents a vibration test
cycle timeline with vibrations measured of different components of the cryostat, with isolated
and combined vibrations, to map, outsources, and interactions between sources. The timeline in
Figure.4.4 shows the maximum displacement of X calculated, while the accelerometer measured
acceleration a. By knowing the frequency f of the vibrations measured, we can assume that
follows sinusoidal vibrations, and we can use the formula:
(4.1) X = a
2π2 f 2
.
The Z-axis has a constant acceleration measurement due to gravity. This result is left pur-
posely displaced as the z-axis vibrations differ in magnitude from the XY plane.
Figure. 4.5 is the RMS values for each of the sources of vibrations. AS we can see the roots
pump provides 18 µm of vibration, but the dominating source of vibrations is the compressors,
above 60 µm RMS of vibrations. In this figure we also see the vibration from the compressors
when the AV frame shown in Figure. 4.3 is engaged.
The turbopump for the sample space was also tested. Negligible vibrations from the base are
measured. The turbopump operations are not used at base temperatures; therefore, they are
omitted from further investigation and consider unnecessary to damp.
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Figure 4.5: Chart of the vibration displacement of all three axis RMS, for each asset, with error
bars.
Vibration Source FWHM Axis-X (µm) FWHM Axis-Y (µm) FWHM Axis-Z (µm)
Base 1.49 (±0.2) 1.41 (±0.2) 2.44 (±0.2)
Turbo Pump 1.71 (±0.2) 1.90 (±0.2) 2.31 (±0.2)
Backing Pump 1.92 (±0.2) 2.01 (±0.2) 2.33 (±0.2)
Roots Pump 13.10 (±0.4) 12.28 (±0.4) 3.04 (±0.2)
Compressors 35.27 (±0.7) 43.61 (±0.8) 23.1 (±0.5)
(Damped) Compressors 8.50 (±0.2) 9.11 (±0.3) 4.69 (±0.2)
Table 4.1: FWHM of the histograms of the displacement calculated from the acceleratometer in
contact with the 1 K sample plate during activation of different vibration sources required for
DRYICE1K operation.
From the timeline we can see that the colds head being active simultaneously provides the
largest vibration source, on average 0.06 mm displacement, dominating the vibrations over the
line vacuum pumps. Individually, each of the cold heads provides the largest vibration source,
but when their activation and vibrations are combined, the vibrations’ sum varies. A beating is
created by the timing phase between the two cold heads’ pulses. Their phase determines their
combined vibrations’ amplitude. This is difficult to measure due to the start-up nature being
performed manually. The timing between pulses is around 1 second; therefore the time between
pulses is difficult to measure accurately, but different vibrations’ amplitudes are measured. The
displacement measured at the sample stages is visualised in Figures.4.6 and 4.7. The magnitude
of vibrations is larger in the XY plane than the Z-axis, as the beating causes a "rocking" motion
within the cryostat.
The cold head pulses are the dominant source of vibrations in the system. Therefore the aim
is to reduce the contact and force the mechanical vibrations exerts on the rest of the cryostat
system via damping. Anti-vibration (AV) [171] frames are bolted to the cold heads, floating in the
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Figure 4.6: Histogram of vibrations measured for 5 minutes with each source normalised. Vibra-
tion displacements in the a) Z-axis, b) Y-axis, and c) X-axis. The Z’s off zero values are due to the
acceleration from gravity, which is compensated for, and the offset in the XY measurements due to
the un-flush connection between accelerometer and the sample mount, leading to a tilt, therefore
measuring acceleration due to gravity. d), e) and f) represent the same axis measurements and
show the difference in the compressor’s vibrations before and after the AV frame is used.
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cryostat, meaning that the only two sources of contact both between the cryostat & cold heads
are rubber baffles and an air cushion between the AV frame & cold head. When the air cushion
is inflated this simultaneously lifts the cold head and damps the vibrations. The differences in
vibrations throughout are shown in Figures.4.6 & 4.7.
The figures show that the vibration difference between the roots pump and the compressors
become dominating displacement sources at 40 Hz. The accelerometer measures the vibrations
at different resonant frequencies and the acceleration was largest around this frequency. The
displacement is calculated from the acceleration measured from the adafruit 3-axis accelerometer.
In Figure.4.6 a) the vibrations from the compressors have a much smaller FWHM than in the
XY plane. The offset from the accelerometer’s systematic error can be seen in the results with
the shift from the centre. Figures.4.6 d)-f) are vibration measurements before and after the AV
frames are engaged.
Heat maps of the histograms of each vibration source in the XY plane for Figures.4.6 a-c) are
visualised in Figures.4.7, while Figures.4.7 e) & f) are visualised in Figures.4.7 d)-f). These figures
show that the spread of points varies between different vibration sources. Figure.4.7 e) & f) also
shows that the AV frame’s damping significantly reduces the displacement. The low resolution of
some of the graphs in the figures is from small FWHM, as the accelerometer’s resolution limit is
reached.
The FWHM of the vibration displacements from Figure.4.6 are shown in Table.4.1. The main
vibrations sources are the roots pump and the compressors. The roots pump is not used unless
achieving temperatures below 1.3 K or single-shot measurements, which is not required for
SNSPDs to be superconductive. Single-shot operation can reduce the temperature of the system
to 0.9 K where some commercial SNSPDs operate at. The AV frame provides an average decrease
of 75 % in vibrations in the XY plane, close to the tolerance of vibrations to achieve top-down
optical coupling.
4.1.2.1 Summary
Vibration damping was also attempted with removable legs for the cantilever frame. Two ad-
justable steel rods are expanded to fit between the floor and the cryostat frame arms. These
are rubberised at either end and can be removed to allow access to the vacuum cans during
sample changes. When the accelerometer is replaced, and the same measurements performed as
previously mentioned, no difference in the magnitude of the acceleration is measured. Another
method is using the lifting table used to remove the vacuum cans as an artificial floor. A rubber
plate is glued to the bottom of the can to provide a large contact surface area between the table
and the can. The lifting table can be expanded between this gap to take the weight of the cryostat.
When the vibrations are measured during this dampening method, the vibration measured was
larger than without the table. Therefore the table is not used.
The damping has significantly reduced vibrations but is not within tolerance defined by
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Figure 4.7: Normalised heat map histogram of displacement in the XY plane during: a) both cold
heads active, b) roots pumps, c) the backing pump, d) turbo pump and e) base vibrations. The
pixels on the figures illustrates the resolution limit of the accelerometer. Normalised heat map
histogram of the vibrations from the cold head, when: f) the AV frame is used to damp by lifting
the cold head, and g) the AV frame is not utilised.
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the focal area of a grating coupler that is on the scale of tens of microns. It is dropping to
9.11 µm displacement in the XY plane. We can compensate for the vibrations with a single
shot measurement without the cold heads activated, using the liquefied helium collected in the
He pot. Further testing can also be done using two accelerometers, measuring the difference
in displacements between the VGA and the device by mounting the accelerometers onto the
components.
4.1.3 Temperature Calibration
The DRYICE1K has four Lakeshore RTD cernox temperature sensors, mounted on the He pot
plate, the 4 K plate, the He inlet valve after the first stage cold head, and the last sensor on
the inlet after the second stage 4 K cold head. These sensors are used to measure the operating
performance of the DRYICE1K and not used to measure sample temperatures accurately.
FIGURE 4.8. Temperature sensor calibration, using a Lakeshore calibrated provided
cernox RTD sensor, with the samples in thermal contact with the 1 K sample plate
plate. Labels refer to unique part of sensors’ serial numbers.
Another four cernox RTD CX-SD temperature sensors are used throughout the DRYICE1K
operation, one for mounting onto sample holders for proximity to FPGA, amplifiers and SNSPDs.
The four sensors require calibration; therefore, another pre-calibrated sensor is in thermal contact
with the other four during calibrations. These sensors are mounted in thermal contact with an
encapsulated heater pot in thermal contact with the 1 K stage through a Lamitex glass epoxy
rod, providing insulation between the heater pot and the sample plate. The heater pot consists of
a resistive copper alloy wire, allowing precise and steady temperature variations at the pot to
give accurate temperature or resistance measurements for all four sensors during calibration.
The temperature sensors are connected through the DC connection on the cryostat with quad-
twist 36 AWG manganin wire. The wire has a low relative thermal conduction, and therefore four-
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wire measurements are used to calculate each sensor’s resistance. The low thermal conduction
materials also have a low electrical conductivity, increasing resistance. To isolate the resistance
of the sensor, four-wire measurements are used. The resistance is measured every second as the
sample area is heated and cooled using a combination of the installed heater and the DRYICE1K
cooling power. The temperature vs. resistances measurements of the calibrations is shown in
Figure.4.8 with a logging every instance every second, which is then smoothed with a Savitzky-
Golay Filter [172]. These calibration files are loaded onto a Lakeshore Model 336 to reuse the
temperature sensors in all of the following experiments and set-up. The sensors are calibrated to
the system’s base temperature during a single-shot operation of 0.9 K. The system is measured in
two different stages to reach sensitivity and precision for lower temperatures as the resistance is
logarithmic with temperature. Between 20 K and 300 K, the system is measured during a warm
upcycle, while < 20 K the heater provides increasing thermal energy while the system is at base
temperature. The sensors are calibrated below the SNSPD operation temperatures used.
The Temperatures sensors provide consistent, continuous data and the calibrations are to
high enough resolution to be used as temperature sensors in the rest of the experiments and
monitoring of the system. These sensors will be attached to the SNSPD mounts and other
components test in Chapter. 5
4.2 SNSPD Characterisation
An SNSPD provided from the University of Moscow by the research group lead by Gregory.
N. Gol’tsman is shown in Figure.4.9. The SNSPD was used to test the characterisation setup
and extract key metrics. The SNSPD is made for NbN, designed for photon arrival direction
perpendicular to the wire’s plane. The nanowire has a 100 nm wire width and 100 nm spacing
between nanowires. This section explains the performance of the SNSPD, providing critical
currents, Dark Count Rates (DCRs) [173], detection efficiencies [174] and other characteristics
[175] in support of the results presented in the next chapter.
4.2.1 Setup
The device is mounted on a 16-channel sample mount and attached with 25 cm long Sub-Miniature
Push (SMP) RF connectors as shown in Figure. 4.10. These connect to the outside through with
Sub-Miniature version A (SMA) cables to the rigid RF cabling in the DRYICE1K. SMAs are
the most common and standard connector interface between RF compatible cabling. The coaxial
design and screw connector ensure good signal transfer. SMPs behave much the same and are
used in some cases due to their smaller size, allowing for increased density of connectors. The
device is bolted to the 1 K sample stage as shown in Figure.4.10 a), and thermal conductive
grease (Apiezon) forms a heat transfer connection between the gold plated sample mounting
plate and the sample stage.
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FIGURE 4.9. An optical microscope image of a parallel-wire SNSPD provided by Dr
G. N. Gol’tsman, University of Moscow. With the gold lines being the electrical
connections between the SNSPD and the eternal connections, and the gold fine
mesh in the middle being the NbN nanowire detection spot. The pink area is resist
after Au has been removed and is an insulator.
The photos of the electronics testing cages is shown in Figure. 4.10c) with a close up in
d). The sample mount for the device comprises a copper mount with gold plating to avoid
oxidation. In contact with the sample, the mount is a PCB consisting of 16 gold-coated electrical
connections connected to the SMPs and four grounding pads. 25 µm wide gold wire bonds are
used to connect the SNSPD to the PCB electrically. The device is adhered to the mount using
VGE-7031 varnish. VGE-7031 varnish is used as, once baked, it does not out-gas and can be
used in vacuum environments. Out-gas, it gas trapped inside the medium being emitted at low
pressures, increasing the pressure of the system and limiting the base pressure achievable. The
varnish also provides good thermal conductivity between the sample and mounting.
The device is cooled to a base temperature of 1.3 K during characterisations unless otherwise
stated.
The circuit diagram used to characterise the SNSPD can be seen in Figure. 4.11. For the simple
characterisation (resistance vs temperature, current vs voltage), only the Source Measurement
Unit (SMU), SNSPD, and 50Ω resistor are used. The Keysight B2962A SMU operates in a
two-wire resistance mode, with a shunt resistor connected to a T-piece outside the cryostat. We
also connect a Agilent 53230A universal frequency counter the measure the number of counts
the SNSPD produces. A Tektronix DPO73304SZX (33GHz, 100GS/sec), to measure the SNSPD
pulse waveforms. This is also the same setup used in Chapter. 5. The Instrument titled FPGA is
not used in this chapter. The waveform generator is also not used and is described in the next
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FIGURE 4.10. Sample mounts and set-up equipment a) CAD model of the wire bonding
sample mount, with b) as the PCB place into The top copper plate in a) has mounts
for fibres to guide light onto the sample. c) is the sample set-up of the 1 K pot
and the 1 K sample plate, with the grey He pot in contact with the same plate as
optical, RF and DC lines breakouts. d) is a close up of the "cage" design used to
optical couple a fibre to an optics device. Images in a) and b) are provided with
permission of R. M. Heath.
chapter.
For SNSPD signal readouts, we use a Minicircuits ZX85-12G-S+ bias tee, with a frequency
range of 200 kHz to 12 GHz. The bias tee allows DC flow from the SMU to the SNSPD and RF
signals to flow from the SNSPD to the amplifiers, as shown in Figure. 4.11. The amplifiers used to
amplify the RF signal are adjusted depending on the measurement. LNA 580T/1000 Si amplifiers
are used housed outside the cryostat ontop of the system connected to the SNSPDs through the
RF channels. They have a bandwidth up to 580 MHz & 1000 MHz respectively and 23dB & 33dB
gain.
4.2.2 R vs. T measurements
We start by measuring the room temperature resistance measurements by scaling to an area
calculated by squaring the width of the device known as "square resistance" This is to allow the
device to be comparable to other devices. No broken or shorting connections have formed during
fabrication or use. Devices with too high a square resistances, suggest an incomplete circuit, or
too low a square resistance, suggest shorting.
The critical current is the current at which the superconductivity breaks and the restive
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FIGURE 4.11. Electrical circuit diagram for the SNSPD characterisation and operation.
The SMU stands for a Source Measurement Unit providing voltage, current and
resistance measurements of the SNSPD. Blue box: components that have to be
in the cryostat for function, while the purple are components tested within the
cryostat. The black dotted lines represent where only one item is connected at a
time for different experiments.
state of the SNSPD is reached. SNSPDs’ critical temperatures (Tc) and critical current (Ic) are
different from the sheet resistance for NbN caused by the 2D geometry of the wire [176, 177].
Therefore, the critical current of the SNSPD and the potential efficiency of the SNSPD will change
with temperature and distance from the Tc. Also, heating effects from the amplifiers and TDC
cause the system to run at non-base temperature, therefore investigating and understanding the
Tc point of the SNSPD is essential for operational performance. The device is cooled from 300
K to 1.3 K, as shown in Figure. 4.12. The SMU provides a small amount of current that is far
below the critical current at base temperatures, while varying and measuring the voltage-driven
to the device. The SNSPD can be driven in two modes, voltage-driven or current-driven. For
voltage-driven, the voltage is kept constant, and the current changes to keep the voltage constant,
and vice versa for the other mode; allowing for the exploration of different characteristics.
An I-V curve (short for ’current-voltage characteristic curve’) is a graphical representation of
the relationship between the voltage applied across an electrical device and the current flowing.
At the same time, voltage-driven can find IV curves and resistances in the superconducting and
resistive state. The resistance increases with colder temperatures as expected. The zoomed inset
does show a transition period that can be confirmed with I-V curves. We measure the resistance
both directly and through an IV curve.
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FIGURE 4.12. Resistance measurements of the NbN SNSPD from room temperature
down to base temperature. The inset shows zoomed in results close to base tem-
perature, where the resistance of the SNSPD rapidly drops showing that the
superconducting transition region (shaded on the graph) is reached between 6.5 K
and 8 K.
4.2.3 I-V measurements
A key property of any superconductor is critical current IC, which is the current that the device
can support before transits from the superconducting regime to the resistive—measured using the
components shown in Figure.4.11, specifically the SMU and resistors. Ultimately the system is
connected to a computer system for automated measurements and alternating-charging batteries
used as a voltage source to ensure noise-free [178] and steady output. To operate the SNSPD as a
single photon detector [179], it is set up to be in parallel with a 50 Ω “shunt" resistor as shown in
Figure.4.11. When the device triggers, the resistance of the SNSPD becomes much higher than
50 Ω. Therefore, most of the current is redirected through the shunt, allowing the heat in the
device to dissipate as the device is no longer heated by current flow. An IV curve is related only
to the thermal balance of the Joule heating due to the current flowing in the superconducting
nanowire and the hotspot inside the nanowire and the phonon-cooling through the substrate and
the electron diffusion culling through the electric contacts[180].
SNSPDs are typically operated with a shunt resistor in parallel to the device, as shown in
Figure 4.11, and as mentioned in the previous paragraph. Typically, a resistor of 50 Ω is used
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as it is sufficient to allow the resistive device regime to "shunt" the current to the resistor path
to reduce the self-heating detector’s self-heating effect. This prevents the latching of the device,
allowing the device to superconduct once again.
The 50 Ω parallel resistor, that are typically reported in the read-out schemes, represents the
input resistance of the RF readout electronics. In RF applications both passive (coax cable, filter
and attenuators) and active components (i.e. amplifiers) are matched to the nominal value of 50
Ω in order to reduce reflections and losses in the signal transmissions.
The shunt resistor has a resistance higher than the SNSPD during the superconductive state,
but a lower resistance than SNSPD in the resistive state. As the majority of the current flows
through the path of least resistance, the magnitude of the current flowing through the SNSPD
is reduced, to allow the SNSPD to return to the superconducting state. We choose 50 Ω as it is
several order of magnitudes in resistance above the superconductive state and several orders
below the resistive state, to allows for the current to switch almost entirely between paths.
In turn, the device returns to the superconducting regime. I-V measurements are taken by
sweeping the current from zero past the IC down to -IC and back up to zero repeatedly. While
measuring the current and voltage drawn by the device at below 6.5 K, a transition from the
superconducting to resistive state occurs at the critical current value of 6 µA. By measuring the
gradient of the I-V curve in Figure. 4.13 for the superconducting regime and the resistive regime
we found resistances of 290 Ω and 2.9 MΩ respectively. By taking the gradient of the fitted green
lines (R =V /I), we can determine the resistance. This is quite a high resistance compared to other
SNSPDs [85, 99], indicating that the device has a poor superconducting film. The data within
the superconducting region indicates the current of the plateau where the stable hotspot grows
with the voltage. The slope in Figure. 4.13 b) is from the internal wiring of the system. [181]
describes that the slope of an I-V curve is determined by the resistance in the high voltage regions.
While in the low voltage regions the frequency oscillations of hotspot generations determines the
gradient. The resistance of the wiring within the cryostat is around 15 Ω, therefore not the main
contribution. The cryostat resistance is measured using an SMU unit.
Using the 290 Ω resistance calculated from Figure. 4.13 for the SNSPD in parallel with the
50 Ω resistor, we can use the potential divider equations of (RSNSPD + Rshunt) / Rshunt to show an
increase in the critical current limit of 6.8 times to 41 µA. The I-V measurements have increased
noise but show a transition edge at 40 µA.
The IC changes with temperature. Therefore sweeping the current while measuring the
voltage at a different temperature provides a critical current measurement map. In Figure. 4.14,
we map the voltage difference in colour over a range of temperatures and currents that go past
the critical current. The spikes in the data at the top and bottom of the current range appear
to hysteresis effects caused by the device self-heating as there is no shunt resistor during this
measurement. The TC of the devices appear to be around 8K. The values shown agree with the
I-V curve critical current and the T-vs-R graph TC value.
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FIGURE 4.13. I-V measurements’ characteristics at 1.3 K with a) no shunt resistor and
b) a 50 Ω shunt resistor connected in parallel.
FIGURE 4.14. I-V-T heat map of the SNSPD operations, created by scanning the current
and measuring the voltage while varying the temperature of the SNSPD. The
superconducting region illustrated by the turquoise region, where the voltage is
close to zero, between the positive and negative IC values and below the TC value.
This is without a 50Ω shunt resistor in parallel. Measurements collected and figure
designed with R. Heath.
4.2.4 Dark Count Rate
The dark count rate is the number of counts that the SNSPD produces in the absence of photons.
Dark count event can happen due to fluctuations in the 2D superconductor, like vortex antivortex
pair unbinding, vortex entering, etc. The dark count rate level changes with the bias current
applied to the SNSPD. The photon energy also determines the efficiency of the SNSPD. Larger
photon energies create large hot-spots and have an increased probability of breaking the super-
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FIGURE 4.15. a) Dark count rate heat map measured on an SNSPD under normal
operation (T = 1.4K) with changing bias current for different trigger threshold
values on the frequency counter. b) Dark count rate dependent on the current at
different trigger levels taken from a).
conductivity than a lower energy photon, assuming the same location of incidence. Characterising
the dark count rate can allow for the tuning of the count rate to characterise a time tagger’s
capture efficiency.
The SNSPD is connected to an Agilent 53230A universal frequency counter that integrates
for one-second intervals on the falling edge, varying the bias current input and the voltage trigger
level to form a count map of the different detection regimes where dark counts occur. The SNSPD
pulse signal is amplified with an LNA 580 and LNA 1000 in tandem. Figure.4.15 is the map
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of counts from the SNSPD with a maximum count rate of 60 MHz. The circuit used for the
measurement is shown in Figure.4.11 with the counter attachment and the "shunt" resistor
connected.
The noise floor is when the trigger level is low enough to not distinguish between SNSPD
pulse and background noise. Below 10 µA the input current is too low to provide counts and past
21 µA saturation is reached as the pulse height begins to drop as the detector triggers, before
completely resetting. After 40 µA, counts drop to zero as the IC is supplied to the SNSPD.
The amplitude of the SNSPD pulse is measured to be 500±50 mV. If the threshold voltage is
set above this value, the number of counts measured rapidly drops off with voltage. Therefore,
during operation a value 3 standard deviations below the average is usually chosen. The optimal
bias current to drive the device is around 21 µA. The largest count rate for the highest voltage
trigger occurs at this point. After this, the voltage trigger drops off. Due to the SNSPD pulses,
this may be merged into one, and the SNSPD does not have enough time to relax and reach the
noise floor between pulses. At 40 µA there is a sudden drop off in counts as the critical current is
reached, therefore no more SNSPD pulses are produced from the device.
4.2.5 Pulse shape
FIGURE 4.16. The pulse shapes of dark counts with no injected laser light during
shunted operation measured with a Tekronix DPO73304SZX (33GHz, 100GS/sec)
oscilloscope, with a) showing the full pulse shape and b) showing the measured
negative rising edge. c) is the rise time of the pulse
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Using the same experimental set-up as used to perform the DCR measurement, except
replacing the frequency counter for a Tektronix DPO73304SZX (33GHz, 100GS/sec) oscilloscope,
the pulse shapes of dark counts were captured for a range of frequencies as shown in Figure.4.16.
Pulses were recorded between 15 µA and 40 µA, providing rising times from 0.6 ns to 1.0 ns and
a reset times between 10 ns to 20 ns and 400 mV pulse height after 56dB amplification. At higher
currents past 25 µA pulse becomes distorted until 40 µA, where pulses no longer occur.
Using the DCR results as a base, we swept the bias current from 15 µA to 40 µA while
measuring the oscilloscope’s voltage response. We found a negative SNSPD pulse shape with
a sharp rising edge and trailing decay. Higher bias currents shortens the time between pulses,
until 40 µA where the pulse begins to deform as the pulses merge into each other and cannot
relax before the next pulse is initiated and therefore cannot reach the voltage trigger. The rising
edge is sharper for larger bias currents as shown in Figure.4.16 c), with the decrease in rise time
until the detectors is close to its critical current and the trend breaks down. The reset time is
measured by the time is takes for the voltage to decrease from the peak back down to the noise
floor. The detector average reset time is 15 ns; this translates to a maximum count frequency of
66 MHz, which is supported by the maximum dark counts measured.
4.2.6 Detection efficiency
FIGURE 4.17. a) Average efficiency b) Photo-detection efficiency
A 1.25 mm fibre ferrule with 13010 BHP optical fibre is spliced into a connector and passes
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through the top sample plate. The position of the fibre outputs is offset to allow the sample
itself to attenuate the number of photons. The photodetection efficiency shown in Figure. 4.17 a)
suggests that the detector operates at between 1% and 10% efficiency over much of the dynamic
range. Figure. 4.17 b) is the number of photodetection per input flux, accounting for the coupling
efficiency. Note how the higher currents towards 19 µA begin to form irregular shapes; therefore,
the efficiencies above 19 µA cannot be trusted. The DCR in this region for the previous figure
suggest only 100 cps. The detector can now be used to measure the readout system’s capture rate
later presented in the chapter by comparing input flux and expected counts to the total count
recorded by the cryogenic time tagger.
4.3 Conclusion
The device becomes superconducting below 6.5 K, while operated with a 50 Ω “shunt" resistor
with a critical current of 40 µA. However, it is optimally operated at 21 µA. The device has a
dead time of up to 20 ns at this current, and can operate at a maximum of 66 MHZ. The SNSPD
pulse can be amplified and adjusted in potential, dead time, shape and frequency, by varying
the temperature and current and tailoring the number of counts needed to test a time tagger’s
properties.
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I n the previous chapter, we presented key engineering achievements to produce an SNSPDhub to contain many (> 10) detectors. The concept of providing quantum communicationnetworks by concentrating resource-demanding technologies into one area would accelerate
quantum communications accessibility to end-users [2]. This would provide a node in the network
where end-users can connect to and produce their keys with other end-users. A protocol used for
this type of structure is MDI-QKD [47, 182], which is explained in Chapter 2. SNSPDs are already
commonly used in QKD because of their detection efficiency [1]. SNSPDs are expensive to build
and maintain [92, 183], due to their sensitive fabrication procedure, affecting their yield [184], as
well as the cryogenic temperatures required for operation. Combining many SNSPDs into one
location minimises the number of cryostats, reducing the resources needed for a communication
network.
One of the problems with hosting a large number of SNSPDs (hundreds) is that currently,
each requires a Radio Frequency (RF) electrical connection to the outside environment [92]. This
connection to the environment provides a thermal link requiring a greater cooling power with a
cryostat to maintain base temperature for SNSPD operation (< 10K). Limiting the number of
connections is a solution that we present here. For quantum photonic applications, coincidences
between photons are a key concept [16, 140], to realising many quantum applications. Time
taggers mark the photons’ arrival time and can check if simultaneous detection events occur
between channels [185]. Time taggers can read-in from over 20 RF connections currently. Hence
placing the time taggers into the same cryostat as the SNSPDs would limit the electrical
connections required to the environment outside the cryostat.
SNSPD’s pulses attenuate over the length of an electrical connection, and the connections
needed in the larger cryostats between the environment and device are made longer from the size.
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Minimising the distance with time taggers next to the qubit readout provides another advantage
alongside minimising the number of connections. Moreover, to avoid time and energy consumption
over cool cycles, the micro-architectures should support reconfigurable program-ability. Thus
FPGAs or Complex Programmable Logic Devices (CPLDs) are an obvious choice. FPGAs are
already currently used as time taggers.
The experiments presented in this chapter present a solution to the time tagging of SNSPD
signals needed for a fully integrated quantum optics system. The experiments’ focus is to show
that SNSPD signals can be marked by the time tagger in the same cryogenic system as the
SNSPDs. SNSPDs are widely used in integrated quantum photonics, which gives capabilities for
quantum computing, communications and simulations.
In quantum photonics, to store quantum information, we need to store the light itself without
measuring it [186]. The same properties that make light the ideal medium for transporting
quantum information make it difficult to store it. Quantum memory is for the storage and
retrieval of quantum information, analogous to a normal computer’s memory. Optical quantum
memory is the interface between light and matter that allows. Nevertheless, the power of quantum
computation relies on maintaining a superposition of quantum states. Immediately after the
state is measured, the superposition is destroyed. Hence, it is crucial that a successful quantum
memory faithfully reproduces the state so that a measurement can never be made of the system
while it is stored. Hence the aim is to measure the quantum states at rates that match their
generation not to lose any information. Hosting the number of SNSPDs required for a quantum
computer to achieve quantum supremacy [14] and storing their resultant states is the challenge.
The aim of the experiments presents in this chapter is to explore GaAs based off-the-shelf
amplifiers that can be used to increase SNSPD signal for the time tagger to trigger and to
show a readout. The readout a system uses a commercially available FPGA and amplifiers at
cryogenic temperatures of 4.2 K are maintained. These components (FPGAs and amplifiers) are
not designed for cryogenic temperatures and are pushed far beyond their specified operating
temperatures. We then explore the performance difference of two FPGAs and how, when placed
at cryogenic temperatures, their performance characteristics improve or degrade. Lastly, the
chapter presents different calibration and linearisation methods that can be used to improve the
accuracy and precision of the FPGA as a time tagger.
5.1 Background
Electrical readout systems for low temperature environments have many areas of application,
such as in single-photon detection [187], astronomy [188], particle physics [189], quantum com-
putations [190], quantum communication [1], and in [191, 192]. In most of the configurations
mentioned (single-photon detectors, quantum computers and quantum communications), the
electronics are at room temperature, separate from the cryogenics system. This is usually to
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provide access to the electronics, as the electronics would not function at the temperatures
within a cryogenic system. The heat expelled from the electronics would decrease the system’s
performance. Highly complicated systems that require a large number of wiring connections, a
large amount of bandwidth, low latency measurements or high power, with separation between
the room temperature electronics and the cryogenically cooled devices, provide a challenge that
affects performance.
The alternative to this is having the readout electronics wired through to the cryogenic
system via connections. Again, to minimise the heat transfer from the outside environment, these
cables should have as little heat conduction as possible. The Wiedemann-Franz law dictates that
these wires must inherently have a high electrical loss when heat conduction is low, decreasing
the potential bandwidth and power transmitted, determined by electrical conductivity σc. The





where κ is the thermal conductivity, T the temperature and L Lorenz number. L has a
constant value of 2.44×10−8WΩK−2, making κ and σc directly proportional to one another for a
constant temperature.
Integrating the electronics system within a vacuum dry cryogenics system addresses some of
these problems. Research has already addressed this issue by using amplification and multiplex-
ing circuits to boost the signal strength over long high loss wires [101]. Minimising total wiring
and connectors by using cryogenically compatible circuits, such as superconducting wiring and
logic circuits, can greatly reduce heat through the connections between the outside environment
and the cryostat [193].
Readout electronics for quantum computational devices at cryogenic temperatures is heavily
researched [194, 195] by all quantum computing streams (Optical [196], spin [197] and super-
conducting [190]). All these technologies depend on cryogenic temperatures [190, 196, 197] for
qubit coherence time and fidelity. Maximising the number of qubits on one device to allow for
interactions between qubits is essential to realising a fully integrated quantum computer.
Ideally, TDCs are implemented on an Application Specific Integrated Circuit (ASIC) to tailor
their performance to the exact requirements, giving the highest sampling rate for the lowest
power consumption. Using an FPGA as a TDC can prove challenging due to the FPGA being fully
digital circuitry. As a TDC is a specialised use case for an ADC, the FPGA needs to interrupt
analogue signals to assign a timestamp to their arrival. Our colleague at Bristol, Andrew Hart,
designed an architecture that fully implements the FPGA to interface with analogue signals to
make an ADC. Other TDCs have been implemented on FPGAs [198] for cryogenic temperatures
[194], but none for SNSPD readout.
In December of 2019, Intel introduced "Horse Ridge" [199]: a highly integrated, mixed-signal
cryogenic system-on-chip (SOC) on a 4 x 4 mm2 silicon CMOS technology. This in-house fabricated
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spin qubit control chip allows them to design, test and optimise their quantum computers. It
integrates SRAM and digital core RF circuity into one system. They have four RF channels per
device and use signal multiplexing to control up to 128 qubits. They can also host 32 digital
signals with a high precision of 200 Hz and 96 RF connections, controlling silicon spin qubits.
This commercial system provides a great step in scale-ability but is a similar system for optics
has not yer been realised.
Eduardo Charbon with Bishnu Patra published work in 2018 on cryo-CMOS circuits for
quantum computing systems [200], demonstrating 4 K Low Noise Amplifier (LNA) reading 150,
1-MHz channels, with a power consumption of 108 mW. They exploit standard circuit techniques
adopted for cryo-CMOS to increase speed and lower thermal noise while meeting a dilution
fridge’s tight power consumption budget. Cryo-CMOS has also been demonstrated with other
LNA and in space missions [201, 202].
Clinton Cahall in 2018 presents a low-cost cryogenic readout circuit for amorphous SNSPDs,
demonstrating the capabilities potential of off-the-shelf GaAs amplifiers [203]. This demonstrates
35 ps timing resolution and 2 ×107 counts per second, with 3 mW power consumption. This was
not achieved by integrating the time tagger within the system but only by amplifying the signal.
I.D Conway Lamb in 2015 demonstrates a cryogenic instrumentation platform involving an
available commercial Artix-7, Spartan-6, and Spartan-3 FPGAs designed for quantum computing
devices [204], presenting the FPGA as capable of signal routing, multiplexing and digital signal
processing all at around 4 K. This was achieved with custom design RF cable PCB and FPGA
housing. Boasting comparable power consumptions and boosted performance speeds.
Harald Homulle in 2017 demonstrated another cryogenic FPGA TDC readout for qubits,
operating at 4K [195]. With logic, speeds have a less than 5 % change between 4 K and RT and all
other components are stable over their complete range. This showed that TDC are feasible with
good design practices and calibrations techniques, but not in conjunction with an off-the-shelf
amplifier for quantum photonics applications such as SNSPDs.
Ekin Arabul et al. in 2020 published a high precision FPGA-based multi-channel coincidence
counting system for quantum photonics at room temperature [198], using a Spartan-6 Xilinx
FPGA, counted 320 MCPS over eight channels with 8.9 ps RMS resolution. This demonstrated a
reverse-HOM dip effect using the TDC while measuring the photon coincidences events on the
FPGA.
In the literature, [198, 205] they implement coincidence counters. A coincidence counter
based on a TDC is implemented on an Altera Cyclone III FPGA for Time of Flight (ToF) Positron
Emission Tomography (PET) cameras with a resolution of 69.8 ps, and 72 MCPS [116]. This
implementation used a separate 12 channel TDC board to achieve the coincidence counting,
which hindered the operation’s count-rate.
Integrating large amounts of readout electronics in a high-vacuum cryostat adds its own
challenges. Cryogenic amplifiers are commonly used to boost weak electrical signals over long
126
5.1. BACKGROUND
transmission cables that undergo a large change in temperature gradient. Operating logic,
memory systems, digital-to-analogue converters, and analogue-to-digital converters allows for
digital signal processing within the cryostat. This also opens the door for using superconducting
cables and inter-connectors to reduce the cables’ thermal conductivity. Amplification would allow
superconducting circuits to multiplex many data lines onto one, thereby reducing thermal transfer
to outside.
Rapid Single Flux Quantum (r-SFQ) circuits use superconducting material to form a circuit
with high-speed readout logic fabricated on-chip for cryogenic temperatures that can transfer
signals through a cryostat. This alternative has been used as a logic circuit instead of a time
tagger to measure counts. However, r-SFQ circuits are currently limited on bandwidth from
the critical current limit of superconducting circuits. [193] used r-SFQ electronics as a readout
system to calculate an average count rate of a set of SNSPDs through multiplexing.
The majority of the TDC architectures in the current literature use technologies such as
FPGAs, ASICs and analogue circuits. These are preferable over integrated circuits such as CPU,
GPU and digital signal processors (DSP) because the systems clock does not limit them. FPGAs
are also more flexible and less expensive than ASICs, so after reviewing the literature for this
experiment we decide to use an FPGA. This comes at the cost of high dead times; however, the
fast asynchronous and concurrent logic designs possible in an analogue circuit, FPGA, and ASIC
implementations outweigh these systems’ drawbacks which have proven [206] measure timings
comparable to the clock speed. The reconfigurable nature of FPGAs and their much-reduced cost
meant allow for rapid, incremental design schedule for implementations. FPGAs were chosen as
our platform of choice.
FPGAs have already been shown to work at cryogenic temperatures and have been proposed
as an error-correcting control loop. In [197, 204], Spartan 3, Spartan 6 and Artix 7 FPGAs by
Xilinx were shown to operate at 4 K. However, as only a few devices have been tested, device
performance variations from fabrication differences could not be determined. In this thesis, Artix
7 is chosen over others because of its low-power design and proven cryogenic compatibility.
FPGAs can discriminate signals in the range of (0 - 10) Volts. Typically SNSPD outputs
are 106 smaller than the input threshold of an FPGA, and therefore need to be amplified.
Recent demonstrations have been made with low-noise [207], low power cryogenic amplifiers
[188, 208, 209] built from custom made components and commercial transistors. Amplifiers close
to the SNSPDs provide two critical advantages. Firstly the thermal noise [207] of the amplifier
can be reduced dramatically with very low operating temperatures close to SNSPD cryogenic
stage, improving the signal-to-noise ratio (SNR) for a given amplification power. Potentially
lowering the required number of amplification stages. Secondly, a reduced cable length between
the detector and the amplifier minimises the signal’s attenuation prior to amplification, further
increasing the signal to noise ratio for a given amplification power. These mechanisms increase
the ability to discriminate between an SNSPD detection and background noise which minimises
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jitter while maintaining the count-rates [2]. The count rates significantly impact the speed and
fidelity of the quantum communication protocols.
5.2 SNSPD pulse simulation
An SNSPD pulse is an electrical signal that results from the breaking and reforming of super-
conductivity within the nanowire. As a photon incident occurs on the nanowire and the energy
is absorbed within, the heat causes the superconductivity to break. The circuit diagram for the
SNSPD testing is shown in Figure.4.11. This causes a voltage pulse across the SNSPD only
if there is an on-going current below Ic level, and a relatively high resistance Rnw within the
nanowire. The current flowing through the nanowire is then shunted onto a “shunt" resistor
Rshunt in parallel. The shunt resistor is typically much lower than the SNSPD in the resistive
state, around 50Ω. Therefore negligible current flows to the SNSPD, allowing for the SNSPD to
return to the superconducting state.







τ f all ,
τrise = LkRshunt+Rnw ,
τ f all = LkRshunt ,
τrise and τ f all are the time constant that is characteristic with a capacitor. τrise, as seen
from the equation, is when the SNSPD is in the resistive state, therefore the voltage across the
SNSPD raises exponentially depending on the inductance, given by the equation VR . t is the time
since the detection event. Lk is the inductance of the SNSPD and it is an intrinsic property of an
electrical circuit to tailor the SNSPD pulse response and to allow for relaxation. This is usually
in the form of a longer meandering wire [187, 210, 211], after the SNSPD region. VSC describes
the exponential decay of the voltage pulse, after the SNSPD has returned to the superconducting
state. Therefore choosing a shunt resistor here will help define the decay rate.
The dead time of an SNSPD, and therefore the frequency, can be tuned with the speed of the
decay. A faster decay, for the voltage to be on the scale of the noise floor, will allow for another
time defined detection event. Hence, selecting a high resistance shunt, below the resistance of
the nanowire in the resistive state, will provide this increased decay with the added bonus of
increasing the critical current of the SNSPD system.
The values used in the simulations are measured from the SNSPD described in the results
chapters of this thesis. We are able to measure the resistance of the SNSPD and we can choose
our shunt resistor. Knowing these and using an oscilloscope (which measures the timing decay of
the SNSPD pulse, therefore measuring the inductance of the SNSPD) we can create an accurate
model for the SNSPD pulse simulation.
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FIGURE 5.1. Modelled SNSPD pulse. The red line showing the rise and the blue line
showing the decay.
This simulation pulse was heavily used in the experiments described in Chapter. 5.
5.3 Amplifiers characterisation for SNSPD pulses at cryogenic
temperatures
5.3.1 Background
Several works have addressed the operational capabilities of commercially available operational
amplifiers at cryogenic temperatures at 77 K, and 4 K. In [212, 213] operation of all devices
continued down to 77 K with a reported increase in performance and power consumption. In 2008
the first 4.2 K operation of amplifiers was attempted [214] using an Analogue Devices AD8605
and an AD8651. [215] reported that silicon devices would not work at 4.2 K, but with self-heating
and higher voltage drivers, they can overcome this.
SNSPD eight-fold amplification has been achieved with superconducting nanowire avalanche
single-photon detectors [216]. However, this does not lead to scaling with many detectors for
multiple qubits and still requires further amplification. RSFQ applications have been used to
provide readout circuitry for a four-pixel detector array system. However, this still requires
external amplification [217].
The amplifiers for SNSPD amplification are typically hosted outside of the cryostat as the
heat generated from the amplifiers can limit the temperature achievable of the detector system.
Currently the number of SNSPDs in a detection system has been small enough for this not to be
an issue.
SNSPD signals are on the scale of µV . The signal must be amplified to the input voltage
threshold of the TDC. The SNSPD signal must be amplified to this voltage to trigger the counter
on a TDC. Typically cryostats cooling power for SNSPD operation temperatures are below 8 K. If
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the amplifiers are placed near the SNSPDs, the amplifier’s heat quenches the SNSPD by raising
the temperature to over the Tc.
5.3.2 Experimental Setup
The amplifiers, when in use, are placed on a warmer stage than the base stage of a cryostat. The
temperature is chosen for operational practicalities as the temperature and cooling power are
sufficient. The temperature at this stage reaches 4 K with 3 W of cooling power. Each amplifier
experimented on has power well below 1 W, allowing the system to maintain 4 K.
The DRYICE1K electrical Input/Outputs (I/O) consists of 16 RF lines from the environment,
breaking out on the He pot stage. We measure the performance of the amplifiers, by the atten-
uation across frequency ranges. I/O lines are calibrated, allowing us to isolate the amplifier’s
performance from the resultant signals. This is measured by using a short loop connection
between two RF lines. The attenuation is half this for a path. The lines are used in the following
experiments to inject and readout SNSPD pulse, clock pulse, and the UART time tags from the
readout electronics.
The RF lines have a less than 0.1 dB change in transmission between RT to 1 K. The measured
attenuation of the RF I/O lines is between 0.2 MHz to 6 GHz and is roughly 0.1 dB/GHz. This
is measured using a field fox spectrum analyser, injecting electrical signals over the frequency
range and measuring the difference in return voltage returned at each frequency. The range
0.2 MHz to 6 GHz is chosen as the frequency range of the measurement device. The majority of
dominating frequencies in an SNSPD pulse fall within this range. The SNSPD pulse signal passes
through the lines without loss of readout shape. The attenuation is deemed to be acceptable and
negligible—the setup used for the test of the amplifiers is shown in Figure. 5.2. The faded RF
lines represent the changing of device-dependent on measurement. For the measurements of the
amplifiers’ gain, the RF lines are measured at each temperature and calibrated to remove the
effect of the cable on amplifier performance.
The Small Measurement Unit (SMU) uses four-wire measurements to maintain power at
a constant voltage for pulse amplification. The oscilloscope, spectrum analyser and Arbitrary
Waveform Generator (AWG) are used to measure the bandwidth’s gain. We measure the SNSPD
pulse gain over a temperature range of 1 K up until 300 K.
The properties of the three amplifiers can be viewed in Table.5.1. They are set up to be in
thermal contact with the 1 K sample stage of the DRYICE1K system. We use thermal Apizon
grease and clamps. This provides maximum surface area in contact with the sample stages.
The amplifiers’ packaging design allowed them to be electrically grounded through the contact
between the cryostat stage and the amplifier electrically conductive casing. The cryostat provides
an electrically conductive path between the amplifier and the earth. Electrical grounding is a
back-up pathway that provides an alternating route for the current to flow back to the ground if
there is a fault in the wiring.
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Figure 5.2: Amplifier test circuit. With the faded RF lines representing the changing of device
dependent on measurement
Four-wire measurements are used to power the amplifiers using a SMU to provide constant
voltage. The varying current allows the operation to be maintained at different temperature
ranges. Also called Four-terminal sensing or the Kelvin method, this measurement method avoids
errors caused by wire resistance. In low voltage and high current applications, we commonly find
measuring instruments capable of four-wire sensing to minimise the effects of resistance between
connections to avoid inducing a significant voltage drop on those paths. We use this technique
to isolate the electrical power draw of the amplifiers and avoid measuring the resistance of the
cryostat’s internal wiring.
The connections break out (split out from the connector into separate I/O lines) from a 24 pin
micro-D connector that breaks out through the top of the DRYICE1K. A calibrated RTD Cernox
temperature sensor is in thermal contact with the base plate to monitor temperature.
The SNSPD pulse for these results is produced using a Tektronix AWG70000B Arbitrary
Waveform Generator to allow for a full temperature range of amplifier characterisation with an
SNSPD pulse. The SNSPD and amplifiers cannot share the sample stage as the temperature
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Name Gain (dB) BW (GHz) Material V (V) P (W) Input Op. Temp. (°C)
GVA-123+ 16.9 0.05-12 GaAs 12 0.34 28dBm -40 to 85
ZX60-6013E+ 13.0 0.02-6 GaAs 12.5 0.65 15dBm -45 to 85
ADL5611 22.2 0.03-6 GaAs 6.5 0.8 20dBm -45 to 105
LNA-580T 23 0.01-0.58 Si 12 0.84 15dBm -45 to 85
LNA-1000 33 0.01-1 Si 12 0.42 13dBm -45 to 85
Table 5.1: Manufacture specifications of the amplifiers used in the signal gain from SNSPD pulses.
With BW: Bandwidth, V: Voltage, P: Power and Op. Temp.: Operating temperature. [218–222]
rise from the heat of the amplifiers would increase over the Tc on the SNSPDs [223], resulting
in inconsistent SNSPD pulse size and trigger rates, not giving a consistent pulse to compare
against different temperatures. As the simulated pulse does not change decay time or rising edge
gradient, the only contribution to any changes is in the amplifiers’ performance.
The waveform generated pulse is made up of many frequencies to form the end pulse shape.
This pulse can be tailored to match the amplitude, frequency, length and geometries of a voltage
pulse generated from an SNSPD. The signals can be considered indistinguishable after noise and
amplification.
5.3.3 Results
Figure 5.3: The power draw of the GaAs amplifiers showing linear change in power with tempera-
ture, until a cooling limit is reached. All of the amplifiers reach a temperature where this break
down point occurs where the model begins to reach freeze out at around 50 K.
At all of the temperatures measured the amplifiers remained operational, there is an uncorre-
lated range in the difference in gain over the entire bandwidth. The gain varies by 3 dB in all
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the amplifiers, demonstrating that their performance, and different components’ performance
within the amplifiers, are susceptible to cryogenic temperatures. The pulses of the SNSPDs
amplification remain unchanged over the temperature range, as viewed in Figure.5.5. A 125 mV
peak simulated pulse with 13 dB attenuation is shown in Figure.5.5 and the formula described in
Section 5.2 is injected into each of the amplifiers. The amplitude and shape of the pulse remain
consistent for all temperatures, except a slight increase in amplitude at lower temperatures over
all amplifiers.
Two Si-based amplifiers from RF-Bay (LNA 580 and LNA 1000) are also tested, but due to
carrier freeze-out [200], they stop drawing current at 120 K, and therefore cannot amplify any
pulses. These are not characterised further.
All three amplifiers are successfully activated after thermal equilibrium is reached at 1 K
with no reduction in their performance before and after activation at 1 K. In Figure.5.3 the power
draw from each amplifier from 1.3 K to 300 K shows that none fail.
While all amplifiers are active, the temperature does not fall below 13 K from the combined
dissipated 900 mW of heat energy from the amplifiers overpowering the 300 mW of cooling power
regulated sample stage.
The gain spectra of the GaAs based amplifiers measured from 300 K to 1 K from 0.2 GHz
to 6 GHz frequency range is shown in Figure.5.4. The bandwidths of the amplifiers are shown
in TABLE.5.1. Figure.5.4 shows a range up to 1 GHz for all amplifiers, the frequency range
dominant in an SNSPD pulse. The SNR values are measured for all of the detectors by using
the average values of the peaks’ ratio to the noise floor. We measured the noise the amplifiers
had by splitting the input signal injected into the amplifiers into two and measuring the noise
floor on both. When we inject the SNSPD pulse, the noise floor is higher than simulated pulses
from the waveform generator and spectrum analysers. The dominant noise contribution is from
the SNSPD pulse, and the signal is two magnitudes above the noise floor, therefore considered
negligible. To measure the noise, we measured the difference between the error in the 0 voltage
and the voltage size of the SNSPD signal pulse.
Figure.5.5 highlights the increase in signal for the SNR ratio for lower temperatures. This is
from the decrease in thermal noise at these temperatures. By measuring the difference between
the amplitude of the SNSPD pulse and the ground signal’s noise, we can determine an SNR
average of 4:1 across all the amplifiers.
The gain spectra of the amplifiers change less than 3 dB with temperature in each case, with
the ADL5611 showing the greatest gain over all frequencies, as well as the most consistent gain
over the 1 GHz range, after 200 MHz. The decrease in gain at 100 MHz is evident in the trailing
edge of the SNSPD pulses measured from the ADL5611, as a dip can be seen in the trailing edge
(exponential decay of voltage after the sharp rising) shown in Figure. 5.5, but does not affect
the trigger (rise edge). All of the amplifiers show a higher trigger voltage at lower temperatures,
inferring that higher frequencies are increased, or higher frequencies are reached. Consideration
133
CHAPTER 5. QUANTUM OPTICS DETECTION SYSTEM PART II: READOUT
Figure 5.4: The gain against frequency between 0-1 GHz of a) GVA 123+, b) ADL5611 and c)
ZX60-6013E+, with the insets showing a broader spectrum from 0 to 6 GHz. The frequency range
shown illustrates the frequencies that make up an SNSPD pulse. Variance in gain of different
frequencies hence changes the pulse shape.
is the power draw to gain ratio to maximise the amount of gain without losing cooling power,
allowing for the most efficient use of cooling power to ensure the greatest number of detectors.
An SNSPD signal is in the frequency range between 200 MHz and 1.5 GHz [224]. We chose
500 MHz as this falls within this range and is a dominant frequency defining the pulse shape.
At 500 MHz, ADL5611 has the highest gain to power ratio of 92.83 dB/W, followed by GVA-123
with 77.68 dB/W and ZX60 with 38.77 dB/W with the lowest power efficiency. ZX60 provides the
smallest amount of gain in general, with the highest decay in gain for higher frequencies. This is
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Figure 5.5: Simulated SNSPD pulse using an AWG, amplified from a) GVA 123+, b) ADL5611
and c) ZX60-6013E+, individually. The different pulses at temperatures are offset to show clear
waveform shape difference between different temperatures.
comparable to previous research [213–215].
We can measure a decrease in the rising edge time across all the amplifiers from 300 K to
1 K by measuring the time difference between the minimum point before generating the pulse
and the pulse’s maximum. Using Figure. 5.5 we took the first part of the peak and measured the
gradient to determine GVA-123 and ADL5611 rise time is 8±1 ns at 300K. At 1 K, their rise
times drop to 900±10 ps and 700±10 ps respectively.
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The decay time gives an estimation of the dead time the amplifier induces and, therefore, the
limit on the count rate of the SNSPD. ADL5611 has a dead-time of 27 ns, providing a 37 MHz
count rate, with GVA-123 and ZX60 reporting lower max count rates of 13.7 MHz and 18.9 MHz,
respectively.
5.3.4 Discussion
The GaAs amplifiers showed performance improvements and were able to operate at temperatures
of 1 K. The devices remained in operation and could switch from inactivated to activated at 1
K, similarly to the CMOS devices researched in [214]. The devices’ operational speed increased,
while their signal to noise ratio decreased with temperature. This effect is expected as thermal
noise from the devices is reduced. These effects are also addressed in [215]. The devices have
been previously used in the amplification of SNSPD pulses, and their performance matches that
of similar amplifiers used [225].
The amplifiers emit heat from the electronics because of the inefficiency of the electricity-
conducting components inside, expelling heat out into the system. The cryostat is required to
dedicate a larger portion of its cooling power to the amplifiers that could be used to host SNSPDs.
Therefore if amplifiers are placed close to the SNSPDs, this would break the superconductivity
by pushing the temperate above TC. Hence, a warmer 4 K sample stage with greater cooling
power (3 W over the 300 mW sample stage) is sufficient during the end-user system operation.
A temperature of 1 K is reached when the amplifiers are deactivated. They are then powered
individually to provide measurements from 1.3 K. The cooling power of the 1 K stage is limited,
as the helium boil-off rate is greater than the helium feed rate. Once the He pot is empty, the
stage temperature depends on the 4 K cold head.
The amplifiers tested here have shown that they can amplify an SNSPD electrical signal
pulse. None of the detectors has enough gain to amplify an SNSPD pulse in isolation. When
each is paired with another device, they are expected to amplify the pulse to be measurable
by a time tagger. Their gains range from 16 to 24 dB between 200 MHz and 6 GHz. They
amplified the pulse sufficiently, and the recognisable pulse shape shown in Figure. 5.5. The
devices operated collectively at 13 K, a temperature close enough to the SNSPD operating
temperatures to make them candidates to exist in the same cryostat. Their power output is also
sufficiently low. Hence, the devices vary in performance but can be used as cryogenic amplifiers
for SNSPDs. The investigation shown here is not a fully comprehensive list of all the possible
commercial amplifiers available for SNSPD amplification. A handful of other devices are the
subject of present and future studies and may prove superior candidates. An SNSPD pulse varies
in noise, amplitude and shape, between SNSPDs. Future investigations are required to show
that the amplifiers still have the same performance metrics when used to amplify other SNSPDs.
The results also focused on amplifying one signal inside the cryostat. Comparing the system’s
performance by expanding this to multiple SNSPDs and amplifiers will yield scaling possibilities.
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The commercially packaged amplifiers discussed are currently not optimised for space or dissi-
pating thermal energy. Integrating amplifiers onto the same electronic circuit boards as a time
tagger with condense the design. Packing the device is its challenge, and testing amplifiers on a
time tagger will require investigation.
5.3.5 Conclusion
The GaAs amplifiers tested are all candidates for amplifying SNSPD electrical signal pulse
while within the same cryostat as the detectors. The Si amplifiers tested showed a failure to
operate below 130 K and are therefore unsuitable to operate close to SNSPDs in the cryostat.
The ADL5611 showed the highest gain to power ratio of 92.83dB/W. The gain to power efficiency
is above the GVA-123 and the ZX60 by 20 % and 139 %, respectively. The ADL5611 was also
shown to operate after a temperature cycle from 300 K to 1 K while inactive. The device showed
improvement at operation when operating at 13 K than 300 K. The rise time is 700 ps, one-tenth
of the value at room temperatures. This rise time is the smallest compared to the other amplifiers
in this comparison. After amplification, the dead SNSPD pulse tail is 27 ns, again around half of
the other two amplifiers’ performances. This amplifier showed a bandwidth from 200 MHz to 6
GHz of operation, with less than 1 dB in gain difference between these frequencies. We amplify
an SNSPD signal to voltage typically measured by a time tagger, two of the ADL5611 amplifiers
would be needed, with them amplifying the same signal. 300 mW of power is required to operate
the amplifiers at 13 K. The total of these amplifiers is below the cooling power at the 4 K stage of
DRYICE1K. The results presented show that ADL5611 is the optimal amplification device for
SNSPD pulse readout amplification, at cryogenic temperatures, for this comparison.
5.4 TDC on FPGA Cryogenic Temperatures
5.4.1 Design
The proposed TDC implementation is based on a 256 - staged delay line, which is implemented
by using Xilinx’s Artix-7 carry chain primitives, CARRY4. Each CARRY4 block consists of 4-bit
adders; therefore, 256 - bins utilise 64 CARRY4 blocks. The 256 bins subdivide an external clock
running at around 200 MHz by propagating the input trigger (SNSPD pulse) through the carry-in
and out pins connecting the blocks. At the clock signal’s rising edge, the output bins’ values are
captured to record how far the trigger signal propagated through the CARRY4 blocks by using
the D-type flip-flops, providing a digital “snapshot" of the trigger’s location to the clock edge.
Figure.2.21 in chapter 2 demonstrates a TDC. In this Figure, the start signal would be a SNSPD
signal, the stop is the clock, and each square block represents a CARRY4 block, with four adders
within.
The output of the carry chain is a thermometer code, a code consisting of a trailing list of 1s
and then 0s, with the last 1 being the position of the detection of the clock rising edge. Hence, the
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output will be N number of 1s and 256 - N number of 0s. There will be 256 1s and 0s in total,
with the change’s position indicating the delay.
The protocol for the detection method is shown in Figure. 5.6. The Tin signal provided by
an SNSPD pulse begins the carry chain, measured by the interception of the clock signal. This
thermometer signal is passed to the input filter, ensuring it does not allow another restart of
the delay chain within the same carry chain. This thermometer code is then decoded into an
eight-bit data-frame long UART signal sent out of the FPGA to a UART to USB converter to be
logged by the operator PC. There is also a coarse counter: this counts the number of clock cycles
to differentiate SNSPD pulses for times large than the delay line time.
Figure 5.6: Schematic representation of the readout circuit used to detect SNSPD signals.
Details of a UART protocol can be found in Section 2.8.7 in Chapter 2. The UART code package
at this point leaves the cryostat system. The UART to USB converter transforms the signal for
the PC to decode to present the time tag.
5.4.2 Instruments
Two different FPGAs are used; their model numbers are XC7A35T and XC7A50T. They are tested
in this chapter and are from the same FPGAs family: the Xilinx Artix-7 [226]. Their specifications
are described in TABLE.5.3 and [227]. The XC7A35T is on a Basys 3 development board, shown in
Figure.5.7, and the XC7A50T is on a custom-built PCB displayed in Figure.5.8, which is designed
by Andrew Hart.
This family by Xilinx provide a low-cost solution with the highest DSP bandwidth available.
A high DSP bandwidth is desirable for SNSPD rising edge detection. Both are implemented with
the TDC program with the state machines illustrated in Figure.5.6. For simplicity, the XC7A35T
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Connection MK I MK II
Type f (MHz) V (V ) I(A) Type f (MHz) V (V ) I(A)
I/O P DC A 0 3.3 1.5 DC A 0 3.3 1.5
Program P DC A 0 1.8 1.3 DC A 0 1.8 1.3
Core P DC A 0 1.0 0.15 DC A 0 1.0 0.15
CLK DC D 0.01 3 0.01 RF D 200 3 0.01
Tin DC A 0.01 0.8 0.01 RF A 50 0.8 0.01
UART DC D 0.1 3.3 - DC D 0.1 3.3 -
J-TAG DC D 0 5 1.5 DC D 30 5 0.05
Amps Power - - - - DC A 0 5 0.3
RTD Sensor - - - - DC A 0 0.01 0.1
DXP & DXN - - - - DC A 0 3.3 0.1
Table 5.2: FPGA PCB boards inputs’ and outputs properties. f is frequency, V is voltage, I is
current and the type represents a DC or RF connection hosting Digital (D) or Analogue (A) signal.
(-) signifies that it is not available.
on the Basys 3 [228] will be referred to as the MK I as this is to test the concept and is then
improved. The custom made PCB with the XC7A50T is now referred to as the MK II.
This consists of three power rails for the FPGAs: core power, programming power and
input/output power. Another power line for the amplifiers added to the PCB. This uses a J-tag
programming system and places for the RTD temperature sensor for calibration to be hosted.
The RTD sensor is placed in thermal contact with the FPGA chip itself in the centre.
The Artix-7 is the lowest power of Xilinx’s 7-series FPGAs. The family has 45 to 740 digital
signal processing (DSP) slices, each with a 25 × 18-bit multiplier and 0.9 to 13.1 Mb of on-chip
block random access memory. DSP configuration options include pre-and post-adders and a 48-bit
accumulator. Different variants available are (-3,-2,-1) representing speed grades and power
consumptions, with lower numbers for lower power (-L) and lower speeds. They are also rated to
different environmental temperatures for Industry (-I), and Commercial (-C) purposes. One of the
specific devices used in the instrument is an XC7A50T-2FGG484C, which has 50 k logic elements,
2.7 Mb of block RAM and 120 DSP slices, and comes from the common ‘-2’ speed-grade bin in the
commercial temperature range (0-85°C). Their power difference are identified in Table. 5.2.
The MK I and the MK II difference is that the MK I only had low-frequency connections for
the clock and Tin signals. Therefore the START and STOP frequency could not match the period
of the delay lines in MK I. These problems are overcome for characterisation of the TDC, but not
practical, or entire SNSPD systems that can provide MHz of signals [223].
5.4.3 Experimental Setup
The set-up for the experiments involving the TDC is illustrated in Figure.5.9. Here we, an
overview of the equipment used outside the cryogenic environment to control and operate the
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FIGURE 5.7. Basys 3 [229] development board used to test the Artix-7 family cryogenic
capabilities, first version of TDC code. Key components mounted on the board and
inputs and outputs are highlighted and then presented in text. The images are
taken from the Basys 3 manual.
Name Logic Cells DSP Slices Memory (kb) I/O Pins Speed Grade Package
XC7A35T 33,280 90 1,800 250 -1 CPG236
XC7A50T 52,160 120 2,700 250 -2 FGG484
Table 5.3: Artix-7 FPGAs specifications used mounted on the Basys 3 development and the custom
made time tagger readout system. The speed grade represents the overall logic connection speed
capable, with design specific implementations varying. The speed grade also represents the power
consumption type, with higher powers required for faster models. The package represents the
size and connection architectures for interface, with the XC7A50 allowing for 100 more of inputs
and 12 DSP over the 90 DSP on the XC7A35T.
FPGA, amplifiers and SNSPD. The ground is not indicated but is common for all equipment and
the PCB. The photons are attenuated down to a single photon per dead time or less level. This
is the full system, but the SNSPD pulse can come from the options of the SNSPDs themselves
after amplification, a pulse pattern generator for sync with the clock pulses, or the AWG for a
fully modelled SNSPD pulse. The SMU supplies power to FPGA power lines, using four-wire
measurements to measure each line’s power difference at lower temperatures and maintaining
constant voltage during cool down to keep the FPGA active. If deactivated, the MK II will have
the TDC program wiped.
To realise a full quantum photonics readout system that allows for the detection and readout
of multiple qubit detection signals from within a single system [198], a combination of the
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FIGURE 5.8. The custom designed cryogenic FPGA PCB (70 × 120 mm) with the inputs
and outputs highlighted.
FIGURE 5.9. Schematic Diagram of the SNSPD readout equipment.
components tested in this chapter are networked together. We use the SNSPD of the system at
the 1 K sample base stage to provide conversion of photonic qubits to the electrical micro voltage
input signals. This micro voltage input signal is transferred via RF cables to a 4 K plate. The
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amplifiers are situated to amplify the signal to over 3.3 V. The amplified signal is then read to the
TDC, also in thermal contact with the 4 K stage. The TDC signal is then converted to a UART
signal communicated to the computer that logs and presents the qubits state. The described
system was constructed, as shown in Figure.5.9
For each of the following experiments, the equipment used will be highlighted. Here we
provide their possible uses in each experiment. The pulse pattern generator is used as an external
clock to adjust the timing to match the different carry delay lines periods that will occur for
different temperatures, FPGAs and slices within the FPGAs measured throughout the chapter.
We use a Teledyne Lecroy waveform generator that provides a 6 ns wide pulse, with peak-to-peak
voltage Vpp of 3.3 V. The Tektronix AWG70000B Arbitrary Waveform Generator also provides a
second signal for the Tin pulse. This is where the SNSPD pulse will be.
The SMU is the same Keysight B2901A as described in the chapter. 4. The SNSPDs and
amplifiers are the same as in the Chapter. 4.
The set-up is the same schematic for room temperature and cryogenic temperatures, as
the FPGA is housed in the cryostat to mitigate the difference in electronic connections. For
the experiments described, the FPGAs are housed on a copper mounting plate that provides a
custom-built design to mate the 1 K sample stage and the FPGA together, improving the thermal
conductivity. The mounts from the FPGA to the copper plate are thermally coupled to the plate
by copper wire and bobbins.
Figure. 5.9 also shows how we plan to connect an SNSPD to the FPGA using amplifiers and
control the number of the rate of the number of pulses it produces using lasers and controlled
attenuation. We can also control the count rate using just the DCR, which was characterised in
Chapter. 4. We use DCR over pulse instead of Count rate as the current the determines the DCR
can be synchronised with the captures of detection events. As the current source can be driven
within the same system as the detection capture, but attenuates to determine count rate could
not be. This would reduce the reproducibility of measurements. Hence DCR is used. It shows that
the outputs of the FPGA go to the UART-USB converter and the inputs of the program is through
a JTAG, that are both interacted through a PC. We also connect the Lakeshore Model 226, to
monitor the temperatures of the Cernox RTDs.
The following description is of the available connections for both TDC systems. Stainless
steel RF cables provide information communication during operation between the cryogenically
operated FPGA and the room temperature instruments with SMA connectors at 50Ω. The clock
signal and Tin signal use the RF lines to communicate to and from the environment as they are
all high-frequency signals. Manganin quad twist wires carry the power and the UART readout
data to a converter to USB signals, which can be read out via a PC. The converter was designed
by Andrew Hart and utilises an Amega micro-controller. The digital pulses are then transformed
into dynamic differential voltage signals, which are used by USBs. The quad twist also has a
ground signal and one of the lines to reduce noise from the wiring. These pass through the 24-pin
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Micro-D connector on the cryostat that leads it through to the environment. Six voltages lines
drive the three different power lines needed to operate the FPGA. They are paired in parallel,
allowing for power adjustment during cooling as the voltages change from room temperature to
cryogenic temperatures. This allows for the resistances of the connection to be taken into account
when driving the FPGAs. The Micro-D connector is represented in Figure. 5.9 by the blue lines
representing DC electrical signals/wires.
Some of the experiment use simulated SNSPD pulses to provide consistent frequency, ampli-
tude and signal shape, to allow for comparison between results, as the amplitude and frequency
of SNSPDs signals fluctuate with temperature and current. Once this pulse crosses the voltage
threshold, the FPGA clocks a hit (hit meaning a signal has been detected), this Look-Up Table
(LUT) process time can be used as our smallest increment of measurable time on the FPGA, as
there is a delay in the signal for every LUT passed through to represent the resolution of our
clock. This time depends on the FPGA and the properties of the LUTs within it.
In this experiment, the two pulses (CLK and Tin) came from the same waveform generator,
allowing them to be in sync. We drive the waveform generator at 100 mVpp (peak-to-peak
voltage), which is amplified with the on-chip GVA-123+ amplifiers to 3.3 V. This is the threshold
of measurement by the I/O on the FPGA. The CLK is a 200 MHz sin wave, and the Tin is a 10
kHz pulse. The CLK frequency matches the delay line frequency and Tin to be below the UART
communication frequency threshold. By changing the phase/delay time between the arrival of the
pulses and measuring this value, we can sweep the full carry chain range and determine the full
carry chain’s size. By knowing the distance in time to enter bin "0" and bin "255" and dividing by
the total number of bins, we can provide the average bin size in ps.
5.4.4 Temperature Sensor on FPGA
The Basys 3 (MKI) development board is not designed to allow access to in-built temperature
sensors on the FPGA. Therefore the sensor in the FPGA is not calibrated, and a Cernox RTD
sensor we glued in thermal contact with the FPGA is used to measure the device’s temperature.
This provides a more accurate temperature reading due to the sensor’s proximity compared to
the other sensors within the cryostat. On the MKII a calibrated RTD temperature sensor is
mounted onto the FPGA to calibrate the on-board FPGA sensor. Quad twist magnium wires are
used with the temperature sensors, using four-wire measurements to subtract the measurement
wires’ resistance. A small measurement unit device supplies a low steady current to the sensor
for resistance measurement during calibration.
A Virtex device temperature-sensing diode is integrated into the FPGA centre and is accessible
through the DXP (Anode) and DXN (Cathode) pins, as shown in Figure. 5.8. The DXP and DXN
pins are connected to a diode-connected transistor, which creates a remote sensor. The DXP/DXN
pins are dedicated pins and cannot be accessed from program interfaces. These pins are attached
to the substrate/die itself.
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Figure 5.10: FPGA temperature diode calibration against external reference diode, while the
FPGA diode is biased with 10 µA. As a hysteresis effect was presented in the measurement, the
data is averaged between the two cycles. Several thousand points are used for the curve. Inset:
zoomed focus for a low range to highlight the change in gradient.
The accuracy relies upon the temperature sensor device, which translates the IV vs tempera-
ture curves into a temperature reading.
The result of this calibration is shown in Figure. 5.10 and was obtained during both the
warm-up and cool-down cycle and the FPGA switch off, while measuring both the diode and RTD
sensor at changing intervals, with smaller intervals for lower temperatures.
The Si diode characteristics change at low temperatures due to carrier freeze-out. Between 3
K and 1.5 K, the resistance rises rapidly, providing a near discontinuity in resistance as seen in




An FPGA has a limited amount of logic. This section describes the amount of logic utilised,
showing the complexity of the system on the device and indicating how much more logic can be
used. The power consumption is reflected in the amount of logic utilised, with the power directly
proportional to the current draw. This also indicates how many TDCs can be hosted on one device.
The logic utilisation of the system on the XC7A35T is recorded as 1037 registers (2%), 151 LUTs
(1%) and 4 I/Os (4%). The logic utilisation of the system on the XC7A50T is recorded as 1690
registers (3%), 568 LUTs (2%) and 3 I/Os (1%). Hence, as one TDC utilised 3% of registers, the
device can theoretically hold 33 TDCs. Vivado Lab is the software used to fabricate a simulation,
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test and upload the logic program onto FPGAs. The software downloads the specifications of an
FPGA and loads the configuration programme onto the simulated device. The device simulates
each component’s speed, critical paths, and logical process to test the program can work on the
device. After this, the program can be uploaded to the device. The simulations predict a 0.117 W
of total power on the chip, less than the 0.3 W of cooling power at the 1 K sample stage of the
cryostat quoted by ICE Oxford.
5.5.2 TDC single-shot
Figure 5.11: a) DNL values for a carry chain TDC implemented on MK I at room temperature. b)
Statistical measurements on different parameters and metrics on bin size and jitter amount at
room temperature. c) At 1 V V CCINT the bin sizes measured at RT.
We performed a single-shot sweep of the two implemented TDCs to calibrate the device for low
temperatures and record the non-equal distribution in the device. This is the error in the form of
jitter on each event detection.
For this test, a 200 MHz clock frequency from the 81130A Pulse Pattern Generator and a
10 kHz simulated SNSPD pulse from the AWG70001A from Tektronix, asynchronous to one
another, filled the 256 bins randomly. This provides an even probability that all bins would be
filled equally if the bin sizes are the same. Therefore deviations away from this value provide the
size of the bin and the DNL. The results obtained from the tests can be seen from Figure.5.12,
where Figure.5.12 a) is the non-calibrated DNL values of all the bins, at the range of voltages, the
FPGA is functional. Figure.5.12 b) is the average timing jitter plot errors for different voltages
of the uncalibrated chosen carry chain slice comparable to [230]. For higher core voltages, the
smaller all measures of the bins’ error, therefore driving higher voltages, provides a consistent
bin size.
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Figure 5.12: DNL values for a carry chain TDC implemented on MK II. a) The device at room
temperature. b) The device at 11 K during operations. V CCINT is the core voltage of the FPGA.
Figure.5.11 a) and Figure.5.12 show the collected counts into the 256 separate bins available
on the FPGA and collected 500,000 SNSPD simulated pulses to find the distribution average
between the bins. The average frequency between bins remained consistent, with < 500 counts
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for a standard deviation. VCC_INT is the input core voltage of the FPGA that affects the time
to complete a delay line, affecting the bin size in time. The bin sizes also change by different
amounts relative to one another. Hence, to mitigate errors, we characterise the delay line for each
voltage.
5.5.3 DNL and INL
Figure 5.13: a) Statistical measurements on different parameters and metrics on bin size and
jitter amount, with the dashed lines representing the RT measurements and solid lines 11 K. b)
Bin sizes are measured at 1 V V CCINT at RT and 11 K.
The TDC’s non-linearity is mainly caused by unevenly spaced delays in the carry chain and
non-perfect clock distribution [198]. The variability in the bins for the FPGAs DNL and INL are
shown in the Figures. 5.12 & 5.14. This occurrence can happen anywhere in the device and is
unavoidable in practice, but care cannot be chosen, particularly bad physical locations for the
CARRY4 chains [198]. The difference between the different error metrics of the TDC at cryogenic
147
CHAPTER 5. QUANTUM OPTICS DETECTION SYSTEM PART II: READOUT
and RT is shown in Figure. 5.13 a), with all the metrics showing an increase in their parameters.
The average of their differences can be viewed in Table. 5.4.
By using both Figure.5.13 a) and Figure.5.12 a rise in the DNL error average for each bin
can be seen, leading to an overall error increase in the INL as well. The average of 50 ps per bin
is a resolution roughly ten times less than the jitter on an SNSPD pulse. Hence, this device’s
resolution captures an SNSPD pulse with accuracy far beyond that on an SNSPD and near
future SNSPD designs with shorter rise times down to 50 ps. We can determine that the errors
measured in INL and DNL (see Chapter.2 for explanation on INL and DNL) are not important
factor when using the device for time tagging.
Figure 5.14: INL of the MKI room temperature and the MK II at room temperature and 11 K,
measured using the sum of the INL from Figures. 5.11 and 5.12.
This increase in the error metrics is caused by the jitter increase of the IO delay, by the
significant decrease in decoupling capacitance at cryogenic temperatures [195]. The decrease
in total decoupling capacitance causes greater degradation at higher input frequencies as the
current supplied to the FPGA switches with higher frequency. Some bins are more sensitive to
temperature changes than other bins due to local variations in doping concentrations, so the
relative delays between the bins increase.
The comparison of the INLs for RT and 11 K for the MK II and the RT of the MK I is seen in
Figure.5.14. We can see that the MK I with the 35T model Artix-7 deviates the most, showing a
maximum INL error of 8.2 LSB. The XC7A50T in the MK II before the max error is 6 LSB, with
the 11 K readings presenting a greater deviation from the ideal INL value of 0, similar to the







Table 5.4: The change in error under different metrics between room temperature and 4 K
measurements for the MK II.
need to discriminate ≈ 600 ps for state of the art Gbit QKD as this is the time difference between
bins in time-based encoded QKD [198, 231, 232]
5.5.4 Carry Delay
Figure.5.15 shows the average delay per carrying block versus the FPGA voltage for 300 K
and 4 K. For both MK I and MK II the delay change is larger over the voltage range than
over-temperature, emphasising the performance stability over temperature. However, it also
shows that the voltage must be stable with ± 0.02V to achieve TDCs and ADCs that can be
re-calibrated. A second observation is that the voltage range in which the FPGA operates changes
over temperature. For MK I the range is significantly wider at RT (0.7 V – 1.5 V) than the
specified range (0.95 V–1.05 V). At low temperature, it reduces significantly at both ends (0.7
V–1.15 V). Similar is for the MK II the range is significantly wider at RT (0.8 V – 1.2 V) and at
low temperature, it reduces significantly at both ends (0.9 V–1.1 V). The higher voltages provide a
shorter carry chain time, providing an increased resolution in detection time, therefore decreasing
the jitter. These results are comparable to [233]. The voltage variation at cold temperatures is
reduced. Using FPGAs at low temperatures is not only feasible but beneficial to the operational
performance. The shaded regions in Figure. 5.15 represent the voltage range at which the FPGA
no longer returns measurement results, as the voltage is too low or too high.
The carry delay is directly linked to the dead time of the TDC, as there must be at least one
full carry chain’s worth of delay between incoming pulses for them to be registered. Therefore,
running the system above the recommend 1.0 V decreases the system’s dead time, allowing for
increased capture of hits. This property is named the capture rate and is defined by:
Crate = CcountsTotalNumberof T
in = TTDC
TCLK= fCLKfTDC (5.3)
With TTDC defined as period of the TDC, TCLK period of the clock, fCLK frequency of the CLK
and fTDC frequency of the TDC line.
The following results compare the difference in operations’ performance between RT and
cryogenic operation by performing a code density testing calibration. With the use of a multi-
phase clock, calibrations can be performed on the TDC to increases resolution at the controlled
temperatures and voltages. The multi-phase clock uses multiple phase-shifted clocks to generate
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Figure 5.15: Delay of the carry elements in the carry chain versus FPGA voltage (VCC_INT) for
multiple temperatures and FPGAs.
different counters. This increases resolutions at the cost of reasonably high logic utilisation. The
calibration is done by measuring the carry chain delay, syncing the CLK and Tin pulse, and then
sweeping and measuring the time difference between these pulses over the full range. The carry
delay chain is measured, and the CLK changed to match the carry chain time. The FPGA die
temperature during operation runs slightly above 4 K at 13 K.
Fixing the voltage supplied to initialise the delay line also fixes the system’s clock speed
for a fixed temperature. This can be calculated from Figure.5.15; by knowing that the length of
the carry chain is 256 bits, and the inverse of the carry delay time provides frequency, we can





Hence, the clock frequency pulse supplied to the device can be tuned to match the device’s
clock speed. This tuning to match will minimise the dead time of the device between delay time
initialisation. This ensures maximum capture of the TDC when the pulse frequency of the SNSPD
is less than the clock frequency.
A clock frequency higher than the device’s clock speed misses out on full-scale range bits;
therefore, needlessly running a higher frequency places constraints on cabling requirements,
making the system less resilient to clock jitter and noise. A clock frequency lower than the clock
speed will mean that we miss some SNSPD pulses as we cannot tag longer than the internal
delay line. Therefore the clock period needs to be slightly shorter than the delay line delay, with
some margin to accommodate voltage supply/temperature fluctuations.
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Figure 5.16: a) Schematic of carry chain that is 50 ps long, with different timing captured on the
TDC shown by the arrows below the schematic. b) Graph of the dead-time gain in a TDC.
A clock period longer than the carry chain delay time increases the dead time of the system
in between clock cycles, leading to lost signals between cycles. If the delay line is left with all the
CARRY4 elements switched on in the carry chain delay line, this signifies that any Tin signal will
be logged to be in the last bin, as shown in Figure. 5.16 a). A misrepresentation of the final bin
will occur, tagging Tin pulses with the incorrect time. As when the STOP signal from the clock
signal activates the recording of the bin position, any time after the last bin will be captured
within the last bin and show a disproportionate representation of the last bin’s frequency of hits.
To avoid this, a filter is also programmed into the device to discharge the carry chain and not
capture any Tin signals after the last bin. In other words, the TDC resets itself immediately after
the last element (bin) is activated, the carry chain discharges and pulses between the clock period
and the TDC period are lost. Hence, we do not log delays longer than the last bin, as this could be
due to no Tin signal. This code is open source and originally generated by Harald Homulle at TU
Deflt [234]. As mentioned, the pulse’s true timing will be lost as no bin represents its place in
time. The large the difference between the clock period and the TDC period, the larger the dead
time, as shown in Figure. 5.16 b).
The bin time width delays are the shortest measurable time by the TDC, and therefore the
resolution is directly related to this. The delay elements are unchangeable and therefore lock this
resolution. However, mathematically calibration and linearisation techniques can be applied to
reduce further the resolution using multiple line TDCs. An example is that each delay line will
have a unique sequence of bin periods. Every 256 bins in each delay line will have different bin
sizes, so when used in conjunction with one another provided increased resolution, as covered in
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Chapter 2, Section 2.8.6.
5.5.5 FPGA Power
Figure 5.17: FPGA MK II power consumption measured using 4-wire measurements versus the
temperature measured with the FPGA on board diode. The V CCINT , V CCAU X and V CCI/O are
kept constant at 1, 1.8 and 3.3. respectively, while driving the current to keep the core voltage
constant.
To study the self-heating effects of the FPGA, firstly, the internal FPGA diode was calibrated
against a cernox RTD CX-SD previously calibrated. With the diode calibration obtained, the
FPGA’s self-heating was studied using a circuit capable of sweeping the power consumption of
the FPGA, which is found in Figure.5.9, with the TDC configuration program active on the FPGA.
The results of the sweep are shown in Figure. 5.17. A minor difference is observed in the response
at different temperatures, increasing from 110 mW until 125 mW. This power consumption is
smaller than the 1 K sample stage’s cooling power and is still in operating temperature with
SNSPD. Hence, kept on an isolated stage from SNSPD, on a warmer stage, radiation from FPGA
to not affect SNSPD DCR.
5.5.6 Linearisation
5.5.6.1 Direct Calibration
A Single Shot Resolution (SSR) variation over time while we measure a constant input value. We
measure this by accumulating samples with a constant input over repeated measurements. As
the accuracy depends on the position in the full range, the performance over the complete range
can be studied. A specific bin can be targeted by changing the time difference between the clock
and the input trigger pulse. They have an average of 33.4 ps standard deviation with a 33.3 ps
RMS. Figure.5.18 represents a direct calibration result of 7 different delay times space 534 ps
152
5.5. RESULTS
apart and the spread each pulse generates. The resolution is always better than 3 LSB (1σ) and,
on average, 1.69 LSB. In Figure. 5.18 a) we see the raw number of pulses collected in each bin,
with each different colour pulse being a different timing delay and 100’000 pulses are sent at the
same time delay. We then extract the jitter from Figure. 5.18 a) to create Figure. 5.18 b) showing
the jitter for each target bin.
These results were obtained using two-time synchronised pulses, with the clock pulse running
at 200 MHz and the Tin pulse running at 100 kHz, making sure the UART buffer to not overload.
A one second spacing between measurements as a latency issue was discovered, as the buffer
in the FPGA for the UART code could provide results data from a previous time difference
measurement. This time difference can be measured from the difference between the pulse is
measured on the FPGA and the communication of the signal to the UART to USB converter. We
are using an oscilloscope to measure the time difference between the SNSPD pulse and the UART
pulse.
Figure 5.18: Direct calibration via single shot measurements of seven different time period of
pulses, with each colour representing a different histogram from a different delay time between
the START and STOP times, measured at room temperature.
5.5.6.2 9 Bit code
Implementing a 9 bit, TDC increases the total bin size to 512 per clock cycle. The larger number
of delay elements leads to a longer carry chain. As each delay element has a certain delay time,
the clock period needed to run this carry chain is now doubled, leading to a nominal 100 MHz
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clock frequency. This longer carry chain can only capture one trigger per cycle; therefore, the
dead time per cycle is doubled from 5 ns to 10 ns. The length of the maximum dead time is still on
the scale of current commercial SNSPDs, and the SNSPD used to generate a trigger in this work.
The set-up is a benchtop experiment at room temperature supplying 1.0 V to V CCINT , with
a 1 MHz input frequency from the simulated SNSPD pulse on the Tektronix AWG3000. We used
500,000 counts to fill the bins, with a 10 ns clock period, with each count represented by a 0.02 ps
time width. By multiplying the time with the number of counts of each bin, we can determine the
bin size as seen in Figure. 5.19 a).
The increased number of delay elements statistically increases the confidence factor. The 8
bit 256 elements carry chains bin width histogram spread is comparable to the 9 bit 512 spread
as seen in Figure. 5.19 b). The results measured contradict this as the standard deviation, and
the RMS increases from 18.2 ps to 31.4 ps and the FWHM from 30.9 ps to 53.3 ps. This is from
the carry chain used for the 9-bit implementation, consisting of wider varying bin sizes. The
bin time width of each of the 512 bins is shown in Figure. 5.19 a). The difference in the bin size
width spread compared to the 8-bit carry chain is presented in Figure.5.19 b). This indicates that
doubling the delay line’s size increases the variance of each bin as it becomes more challenging to
find CARRY4 locations with similar delay parameters.
Figure 5.19: a) The bin time width of a 9 bit code length (512 bins) at room temperature b)
Histogram spread of the bin time for both the 9bit code and the 8 bit code at room temperature.
5.5.6.3 Average delay lines
The DNL and INL improvements are reflected on the empty bin numbers in the code since
averaging methods effectively split bins into how many bins used to average. The change in
the spread in the bin size times for the 256 bins is shown in Figure. 5.20. Using the same 256
bins, four different carry chains were measured using a Code Density calibration, which we then
proceeded to average over the bins. Though the INL value for a single delay line over the four
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averaged remained unchanged, the σ in the DNL was reduced from 18.1 ps to 15.9 ps. However,
this method takes up nearly four times the amount of logic resources to perform.
Figure 5.20: Histogram spread of bin times, averaging over multiple delay lines.
It is possible the average over further number of delay lines, with diminishing returns on
the improvement in the precision of the DNL value. Nevertheless, we have showed that this is a
viable method to improve the TDC accuracy.
A combination of the linearisation techniques discussed can be combined. Using multiple 9
bit codes and averaging over them all after direction calibration can provide further reducing the
DNL value.
5.6 Summary and Outlook
Components of a quantum photonic readout system have been presented, showing that the
capabilities to realise a closed cryogenic readout system can be achieved. The SNSPD, amplifiers
and FPGA TDC can operate enclosed in a single cryostat, achieving 300 mW of cooling power at 1
K that has vibrations of between 8.50 µm and 9.11 µm in the device plane on the scale possible
to couple to grating couplers. Allowing for fabricated waveguide integrated SNSPDs on-chip can
be used to perform network QKD protocols. We may soon have future devices with waveguide
integrated SNSPDs and passive optical components that will allow for a fully integrated MDI-
QKD system self-contained within one system. This also motivates to ensure grating coupled
SNSPDs are feasible.
Off-the-shelf amplifiers provide a 56 dB gain to the SNSPD signal for the TDC to register sin-
gle shot activity and operation at 1 K and continuous operations of around 4 K. The performance
of the device in gain, bandwidth in the range and SNSPDs signals are improved or have a minor
hindrance in performance, depending on the amplifier. The power efficiency of the ADL5611
amplifier nearly doubles, providing the highest gain to power consumption ratio providing an
obvious cryogenic SNSPD amplifier choice.
The Artix-7 FPGA TDC operates over a large range, from 4 K up to 300K, without significant
performance loss, using the calibrated voltage diode built into the FPGA. In contrast, the system
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FPGA’s total power increases from 110 mW to 125 mW, which is easily achievable cooling power
at 4.2 K with modern cryostats. The experiments presented also showed a halving over the
resolution of a 256 bin carries chain from 38 ps to 17 ps per bin. The wide voltage supply from
0.8 to 1.2 V with low-performance sensitivity to input voltage noise shows system resilience to
real-world operation. Besides, the bit rate error in the form of standard deviation also reduced
from 22 ps to 17 ps. The 11 K operation temperature of the device shows up to 30% degradation
in precision, but still on photon coincidences measurements on the scale of ns comparable to
[204, 235]. We have shown the capability to calibrate further, linearise using longer and multiple
delay lines and add more channels at low logic cost. The FPGA is ideal for implementing a
low-cost TDC, with the capabilities to scale up to multiple readout channels.
Constructing a complex system containing within it subsystems capable of operating at
very aggressive operating parameters such as multi GHz bandwidth, >50 dB gain high output
power amplification, with high-speed digital time discrimination down to 10’s of ps would be very
challenging in a standard laboratory operating conditions. Constructing such a system to work at
mK inside a sealed cryostat, inaccessible for debugging whilst running, is beyond a challenge.
However, we have proposed, built and tested such a system that is not only feasible but also has
clear advantages over alternative multi-channel high data-rate QKD systems.
5.6.1 Outlook
Future experiments are designed involving simultaneous readout of multiple SNSPD channels on
the same TDC to allow for coincidence count measurements. The Intel "Horse Ridge" [236] uses
multiplexing of channels, and SNSPD research has shown RSFQ circuits [193] that multiplex
signals, minimising the number of channels through the cryostat and therefore reducing the
number of amplifiers needed per SNSPD signal. FPGAs have been shown to have de-multiplexing
capabilities. Other research has presented coincidence counts implemented on FPGAs; therefore,
testing the performance at cryogenic temperatures is a good technological step. It will be necessary
to look into the power issues that we would need to overcome when multiple amplifiers and
SNSPDs, readout channel and more complex logic push the power budget of the cryostat. To
achieve this, designing a PCB with inbuilt low-power amplifiers and larger logic capacity FPGAs
may be necessary.
UART readout speeds are at kHz frequencies. Higher speed digital readout, such as an 8b/10b
based encoding scheme, would solve this issue. A protocol called 8b/10b is a line code which maps
8-bit strings on to 10-bit strings to achieve DC-balance. This bounds disparity yet provides enough
state changes to allow reasonable clock recovery. This means the difference between the counts
of ’1’ and ’0’ in a string of at least 20 bits is no more than two. This reduces the demand for the
lower bandwidth limit of the channel necessary to transfer the signal. Another consideration is
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MODELLING CAVITY-ENHANCED SUPER CONDUCTING NANOWIRE
SINGLE PHOTON DETECTORS >2µM
S ilicon photonics is currently performed dominantly at the 1.55 µm telecommunicationswavelength [237]. The indirect bandgap of Si is around 1.2 eV. TPA occurs when twophotons of energy over half the bandgap (>Eg/2), being 0.6 eV, promote an electron from
the valence to the conduction band [238]. This corresponds to a wavelength of 2.05 µm. Using
photons with wavelength higher than 2.05 µm inhibits the TPA affect. TPA lowers the flux limit
of light through Si waveguides [239–241], by increasing the attenuation of silicon with the power
of these wavelengths. Using light in the Short Wave Infrared Range (SWIR) 2000nm-3000 nm,
this effect can be minimised as shown in [242–244]. Quantum photonics for wavelengths longer
than 1.55 µm has been impeded by the low-efficiency capabilities available in Single Photon
Detectors (SPDs) [245]. Si is a suitable medium that can compliment SPD detection efficiencies
in integrated photonics due to its high mode confinement in waveguides [93]. One of the ultimate
goals for quantum communications, computing and other applications is to have a fully integrated
system on a single device.
These integrated quantum photonics systems consist of photon sources, networks of active
and passive integrated optic components and detectors. Si already exists as a technology platform
to manipulate light in quantum photonics, and it is integrable with other non-semiconductor
devices (CMOS and superconductors) [246, 247]. SNSPDs are one of the best candidates for
achieving all the goals mentioned. Their properties of high detection efficiencies [248], low dark
count rate [249], low jitter [250] and compatibility with Si photonics [175] make them an ideal
technology to exploit.
SNSPDs function at cryogenic temperatures [92]. At these temperatures in Si, the indirect
bandgap becomes unavailable as phonon interactions that come from thermal vibrations in the
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crystal are of insufficient energy to be part of the promotion of the electron process. The direct
bandgap in Si becomes the smallest energy gap to cross [251]. An electron cannot absorb sufficient
energy through TPA to cross the direct bandgap with 2 µm light.
The most popular and well-studied superconducting material for SNSPDs is NbN. Its crys-
talline structure allows for spatial inhomogeneities and defects that can give low fabrication
yields [252, 253]. Fabrication yields are also lowered as the longer the nanowire is, the lower
the fabrication yields are as the probability of defects impedes the wire from reaching a super-
conducting state [254]. Therefore future chips fabricated with multiple working NbN detectors
would prove difficult for current fabrication techniques. Other superconducting materials such
as amorphous materials have boasted higher detection efficiencies and fabrication yield [184]
than NbN [174]. This study focuses on four SNSPD material candidates, comparing crystalline
(i.e. NbN, NbTiN) to amorphous superconductors (i.e. WSi, MoSi), with WSi being used as the
leading example throughout. These four materials as a whole will be referred to as the SNSPD
"candidate materials". Recent research into these materials at 1.55 µm shows competitive results
compared to the most commercially used material, NbN, in relation to detection efficiencies and
fabrication yields [242, 243]. NbN material is included in this study as a comparison.
Single-photon avalanche detectors, photomultiplier tubes and transition edge detectors are
used for detecting photons at SWIR with the best efficiency of 1 % [255]. State of the art waveguide
integrated SNSPDs at SWIR have efficiencies of 5.5 %, jitter of 150 ps and dead-times of 10 ns
[248]. Other non-waveguide integrated SWIR SNSPDs have been demonstrated in 64 x 64-pixel
array [256]. However, they do not focus on quantum computational requirements/applications
such as high detection efficiency and low-jitter.
This chapter presents simulations and designs for waveguide SNSPDs with optimised perfor-
mance tailored for photons at SWIR wavelengths.
Firstly, ellipsometry measurements are conducted on the SNSPD material candidates to
measure dielectric constants for wavelengths 1 - 2.5 µm. Secondly, a waveguide integrated SNSPD
based on previous research is optimised for the 2.1 µm wavelength, with simulations varying
geometry of the structures to compensate for the photons’ wavelength. The wavelength affects
the confinement difference from the silicon and the energy encapsulated in the waveguide centre.
Thirdly, we introduce an MMI crosser design to allow nanowires to enter a ring resonator structure
while minimising disruption to the fundamental TE mode. This also includes limitations from
fabrication tolerances. This leads to the racetrack ring design structure to trap light inside a cavity.
The cavity can select specific wavelengths to allow for repeated detection events on non-detected
photons. This looks to tackle the practicality problems mentioned in the paper by N. Tyler et al.
[257]. Lastly, varying waveguide bend geometries with Euler and multimode parameterisations
are investigated within the cavity to further reduce bending losses for maximisation of detection
efficiencies.
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6.1 Ellipsometry measurements of WSi, NbN, NbTiN and MoSi
for SWIR
This section uses ellipsometry measurements to estimate the optical dielectric constants of the
candidate materials and their thicknesses. This provides the values of refractive index and
absorption used through numerical and analytical simulations of SNSPDs for the rest of the
chapter. Ellipsometry is a two-step process: measuring the parameters, and fitting a model to the
measured data to estimate the optical values.
6.1.1 Ellipsometry
Ellipsometry is an optical technique used to measure thin films’ thickness and optical properties
that vary with wavelength [258]. By measuring the change in polarisation from the reflection of
multiple light beams at different wavelengths and comparing the transmissions, we can construct
a model to interpret the samples’ optical properties.
A schematic of RC2 Spectroscopic Ellipsometer optics, presented in Figure. 6.1 [259], has
been used to support the data obtained by ellipsometry in the visible and NIR (210-2500nm).
This is a dual rotating compensate ellipsometer that operates on reflectance data. The spectrom-
eter and source lamps pivot around the sample to collect the specularly reflected light, with a
varying incidence angle range from 20◦ to 90◦. The light sources are lamps emitting at different
wavelengths’ spectra: a 30 W Deuterium lamp, a 20 W Quartz Tungsten Halogen lamp and a
75 W Xenon Arc light source for NIR. The spectrometer contains two diode arrays to detect at
different wavelengths: a Si diode array to detect at 200 nm-1100 nm and an InGaAs diode array
to the detector from 1100 nm-2500 nm.
Collimated light from the sources first passes through an α- Barium borate (BBO) linear
polariser crystal, followed by an achromatic rotating compensator. The compensator is a waveplate
that rotates to create a periodic change between linear and elliptical polarisations. The beam
then reflects off the sample’s surface before entering the compensator, another polariser, and,
finally, the spectrometer on the other side of the device. The compensators rotate at different
speeds to provide different combinations of input and output polarisations measured.
Si and SOI wafers with extensive measurements and minimal fluctuations indifference are
used to calibrate and as a substrate for samples.
Ellipsometry measures the complex reflectance ratio φ of the system, which is parameterised
by the amplitude Ψ and the phase difference ∆. The amplitude Ψ is broken into the s and p
components, where the s component is oscillating perpendicular to the incidence plane. The
p component is oscillating in the plane of incidence [258]. To find the maximum difference
between these two components, light incidence should be close to the Brewster angle [260].
φ= rprs = tanΨei∆, describes this relationship. This relationship only remains true at angles close
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Figure 6.1: Schematic of the dual rotating compensator ellipsometer
to the Brewster angle. Several angles are measured around this angle to provide multiple path
length changes through the sample, providing more information than a single measurement.
In this case, absorbing materials’ optical constants can be derived using a Basis sum of
functions (B-Spline) model. This is possible as the metal is ultra-thin (below 10 nm). B-Spline is
an interpolation function that uses polynomials. They are smooth and continuous functions whose
minimum features size is defined by the node spacing. The spacing of the nodes determines the fit
shape’s sensitivity; for metals/absorbing materials, 0.3 eV is the suggested spacing. This allows
for a vast range of optical properties to be captured instead of real spectral shapes. B-splines are
a double-edged sword as there is no direct relation to the physical parameters.
6.1.2 Elipsometry measurement setup
Ellipsometry measurements of SNSPD candidate materials are measured at wavelengths between
1 µm - 2.5 µm. The dielectric constants of the candidate materials in this study have not been
explored in detail for film thicknesses below 10nm. RC2 J Woollam ellipsometer is used, with
"CompleteEase" software to extract the thin film samples’ optical constants. WSi films are
purchased from Photon Spot, NbN & NbTiN are from by StarCryo, and the MoSi is grown by the
QET Labs research group at the University of Bristol.
Ψ and ∆ are measured at 5°, intervals between 50° and 70°. Using the optical constants data
of the refractive index (n) and absorption coefficient (κ) from[261], models are parameterised
using B-splines to the wavelengths ranges covered by the previous models. The models are fitted
and extrapolated to the wavelength ranges previously beyond the model to include the new
measured ranges. The substrate is an SOI that has the same thickness and optical properties
across all samples. The SOI wafers the thin films sit on are modelled as Si substrate of infinite
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thickness, with a layer of 2000 nm of SiO2 and a 220 nm Si player on top. These layers are
fitted with a J.A. Woollam company provided material models to provide our substrate’s optical
constants. During the fit, the thickness of Si ranged between 215 and 225 nm, with SiO2 ranging
from 1950 to 2050nm.
The dielectric constants use the difference of reflection and refraction of the two components
of polarisation. Near the Brewster angle, the path difference between the light reflecting off
the two material layers and angles of the reflectance provides different intensity at different
wavelengths. From these values, optical constants or thickness can be extracted. We learn the
thickness first by fitting the range we have a model for, and then by knowing the thickness, we
extrapolate the model to the longer wavelengths.
There is also an oxide layer on top of the superconducting films in the models, which occurs
naturally when the films are exposed to the atmosphere. Roughness on the surface is taken
into account and compensated for when calculating the material properties [262]. A final aspect
included in the model is "grading material", which allows the SOI layers to have a non-finite
boundary layer between them from the diffusion of atoms that occur naturally.
6.1.3 Results
FIGURE 6.2. a) Optical properties of the candidate materials used for SNSPDs mea-
sured using ellipsometery and analysed in CompleteEase J Wollam software. The
top is the refractive index (n) and the bottom is the absorption values (κ). The
thickness of materials is calculated by using the models up to 2.2 µm, these values
can be found in Table6.1 (b) Schematic of the layers modelled by ellipsometry of
the superconducting thin films.
The optical constants were evaluated with VASE measurements for nominally 7nm-thick
WSi film, 100nm-thick MoSi film, 8 nm-thick NbN and a 6nm-thick NbTiN film as presented
in Figure.6.2. We note that the MoSi films are 100 nm thick and constitute a bulk material, so
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Material n ne f f Loss (dB/cm) Thickness (nm) Literature
WSi 5.1322 + i4.2567 2.4700 + i0.01067 2773.6 7.68 [264]
NbN 4.80801 + i3.8592 2.4694 + i0.009204 2391.9 8.38 [263]
NbTiN 4.8676 + i4.2588 2.4691 + i0.01041 2705.8 6.00 [261]







Table 6.1: Material property constants for the fundamental TE mode. The effective index and the
loss is extracted using the Lumerical mode eigensolver with NW dimensions of 100 nm wide, 4 nm
thick hair pin nanowire, laying on top of Si 1.67µm wide and 220 nm thick MMI waveguide. The
Si value is for a single-mode waveguide of 650 x 220 nm. The refractive index and its imaginary
part (i, the absorption) is the value for wavelengths at 2.1 µm. The material thickness is taken
using the samples on the J Woollam ellipsometer. The Si refractive index and thickness are taken
from the manufactures provided values, while ne f f and loss is also calculated from the eigenmode
solver.
the surface physics considered during ellipsometry does not apply here, yet the models fitted
when considering the material thickness match previous results [263]. NbTiN has a higher
absorption coefficient than that of NbN, for all measured wavelengths, this agrees with [261].
This enhancement may be explained due to the Ti in NbTiN. The MoSi film is shown to have a
much higher extinction coefficient than the whole spectral range. MoSi has a turning point at 2.2
µm, where the refractive index abruptly deviates. The refractive index values used (at 2.1 µm) in
the simulations are taken, before the model’s breakdown from [261]. This model is considered to
break down as the refractive index does not follow the model’s trend. The thickness difference
grew, and the thickness taken into consideration for their model are different by at least 90nm.
Therefore the MoSi values used (shown in Table.6.1) in the simulations are based on previous
research [261].
WSi optical constants have not been previously measured above 2.0 µm. Interestingly it shows
a higher gradient in absorption coefficient compared to NbN and NbTiN materials. Therefore
at longer wavelengths from 2.1µm, WSi has a greater absorption. This suggests that longer
wavelengths could use shorter nanowire wires in integrated waveguide SNSPDs to achieve the
same absorption found at shorter wavelengths α= 4πk/λ.
The measured n and κ values are then used in the rest of the simulations produced in this
chapter. The values taken at 2.1 µm are shown in Table. 6.1.
6.2 Waveguide-Integrated SNSPD
The first design used for a SWIR Waveguide-Integrated SNSPD is viewed in Figure. 6.3. Super-
conducting nanowires sit on top of a straight Si waveguide. The waveguide sits on top of a 2 µm
thick SiO2 layer, with air cladding on the top and side walls. This set-up is used for numerical
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FIGURE 6.3. (a) Schematic of SNSPD length integrated on a Si waveguide, contact pads
omitted. (b) Schematic of the dimensions varied in the simulations reported in
this chapter. The designs are adapted from highly efficient, successfully fabricated
SNSPDs by [183], with adaptations for SWIR modes [243], provided by internal
collaborators. SC: SuperConductor
simulations using varFDTD. This is commonly left exposed to air to allow access by RF probes
and wire bonds to the contact pads. The waveguide’s cross-section is 650 x 220 nm as 650 nm
width waveguides are simulated to have a lower loss for 2.1 µm photons [242]. The height is a
standard thickness provided by Si foundries. The nanowire is 100 nm wide, 4 nm thick with 100
nm spacing between the two parallel wires [93]. A 100 nm bend in the nanowire is included in
numerical simulations but not analytical, and this has a negligible difference in absorption. We
used a 10 µm in length nanowire on 650 × 220 nm waveguide. For the following results, these
dimensions are the dimensions used in simulations, unless otherwise explicitly stated.
6.2.1 Waveguide integrated SNSPD Simulation Method
The structure in Figure. 6.3 is simulated using an eigenmode solver provided by Lumerical [265].
The varFDTD method is a 2.5D version of the 3D FDTD solver. It allows for the broadband
modelling of linear and non-linear phenomena in planar waveguide systems without making any
assumptions about an optical axis, device geometry, or materials. The temperature within the
numerical simulations area is set to 4 K. A temperature near the materials would operate as
SNSPDs. The variance in temperature from 4 K to their actual operating temperature is assumed
to be negligible. The candidate materials’ optical properties as a function of temperature are
not known at the wavelengths used in this study. The simulations are performed with optical
properties of Si and SiO2 at 4 K. Hence; we use the room temperature values from TABLE. 6.1 to
perform the simulations. This is done for all future numerical simulations in this chapter. This
study observes the changes in absorption of the device from contributions of the nanowire (width,
thickness, displacement and length), waveguide (width and thickness) and SiO2 or air cladding
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layer on top. Lastly, the depth of over-etching is swept, where Si not covered by the nanowires
is etched away, which may decrease the height of the waveguide. Nanowires during fabrication
have a capping resist layer on top to protect from etching that can be modelled as SiO2. Etching
into the SiO2 below the Si can also occur, but this effect is negligible compared to the waveguide’s
over-etching.
6.2.2 Results
FIGURE 6.4. (a) 650 x 220 nm2 waveguide with two WSi 100 x 4 nm2 nanowires on
top (in pink), (b) is the same except no nanowires. The fundamental TE polarised
electric field mode is seen in both images. The fundamental mode shape between
the two images in minimal. The effective index measured in (a) is 2.0186 + i0.0235
and an absorption of 6112.2 dB/cm, compared to (b) with effective index 2.0105
+ i3.690E-10 with a loss of 9.59E-5 dB/cm. The scales are the normalised electric
field values.
Figure. 6.4 a) show the fundamental quasi-Transverse Electric (TE) polarised mode in a 650
x 220 nm2 waveguide [53] and with two WSi 100 x 4 nm2 nanowires on top. The waveguide
mode overlaps with the nanowire, allowing for the light to be absorbed by the nanowire. The two
comparison results show that the nanowire’s presence minimally changes the fundamental mode
shaper.
The absorption within the waveguide can be described with the Beer-Lambert law of absorp-
tion for a solid [266],
(6.1) I = I0e−αL
where I is intensity, I0 is initial intensity, α is absorption dB per unit length, and L is the
length over the absorption. The Beer-Lambert law is used to describe the absorption of the
waveguide integrated nanowire on the light intensity.
The simulated transmissions of the TE mode through Si waveguides with WSi nanowires on
top using Lumerical MODE. The values in each of the figures are the gradient of when a linear
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FIGURE 6.5. (a) Top view of the same waveguides in Figure.6.4, with the nanowire 10
µm long and depicted in purple. Light is injected into the waveguide from the left,
attention is seen through the detection region. (b) Absorption over length values
from FDTD simulations of integrated waveguide detector from (a) over different
wavelengths and multiple materials.
fit is applied, giving fabrication sensitivity of absorption for each dimension. The previously
mentioned standards in the chapter are used while changing only one parameter in each as
stated.
All other variables were kept at constants unless stated otherwise. NW length: 10 µm, etch
depth: 0, waveguide width: 650 nm, waveguide height: 220 nm, NW thickness: 4 nm, NW width:
100 nm, NW spacing: 100 nm, photon wavelength: 2.1µm.
The photon model is confined within the waveguide with a constant intensity until the
nanowire detection region, where the intensity decreases as shown graphically in Figure. 6.5 a)
and numerically in Figures. 6.6, 6.7, 6.8
The measured dielectric constants of all the candidate materials from 1400 to 2400 nm
were entered into the varFDTD simulations to measure the wavelength’s difference with the
nanowires’ absorption. The attenuation of the electric field increases inside the waveguide from
a WSi nanowire is shown in Figure. 6.5 a). In Figure. 6.5 b), the absorption of the nanowire
decreases for longer wavelengths, despite the absorption coefficient for these materials increasing
for longer wavelengths. This effect is outweighed by the reduction in evanescent coupling due
to relatively bigger changes in optical confinement of the mode. Using ∆(λ) = nsi(λ)−nSiO2(λ)
in the ranges 1.4 µm to 2.4 µm we calculate the difference between these effective indices. ∆(λ)
values have a larger difference for shorter wavelengths than longer wavelengths. The dominant
effect, therefore, is the mode shape of the photon. The shorter the wavelength, the smaller the
trailing tail of the evanescence of the mode. This means that the electric field is concentrated
within the waveguide along the nanowires. The dominant effect is the sum of the total E-field
interacting with the nanowire rather than the material’s absorption coefficient.
Simulated absorptions of the TE mode in the nanowire region are investigated while varying
the nanowires’ geometries and the waveguides for fabrication tolerance effects. Electron Beam
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FIGURE 6.6. The simulated transmissions of the TE mode through Si waveguides with
WSi nanowires on top using Lumerical MODE. a) Absorption at different width
nanowires with an HSQ cladding of 1 µm on top simulated as SiO2. b) Absorption
when varying Si depth between nanowires still on top of the waveguide. The inset
is without nanowires.
FIGURE 6.7. The simulated transmissions of the TE mode through Si waveguides with
WSi nanowires on top using Lumerical MODE. a) and b) are changes in the width
and height of the waveguide, respectively.
lithography can reliably provide structures with nanometre resolutions. The geometries of the
parameters that are kept constant are stated in Figure.6.6 a). A reduced volume of nanowire
decreases the total sum of E-field interacting with superconducting material. This figure shows
nanowires of width 80 nm compared to 100 nm. The extra SiO2 cladding on top and sides slightly
increases absorption for both 80 and 100 nm wide nanowires. 1 µm cladding is of sufficient depth
for the mode’s evanescent tail to reach a small value to have no effects on the mode confinement.
The smaller the difference of the refractive index between waveguide and cladding, reduces
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the mode confinement. Therefore, the evanescent field of the mode increases, increasing the
fundamental mode’s size allowing for a higher E-field to overlap with the nanowire.
Figure. 6.6 b) shows the effect of over-etching into a silicon waveguide to absorption due to
RIE. A cartoon representation of what this results in can be viewed in the inset. The chosen
ranges covered are typical over-etching values for SNSPDs on silicon. This causes pits between
and around the nanowires. The nanowires sit on the remains of the Si waveguide. The over-etch
depth is given on the x-axis in the Figure. The absorption decreases as the mode confinement
occur at greater distances away from the nanowires. The graph in the inset is without nanowires
and shows a decrease in transmission as the mode is disturbed due to the higher confinement,
which is a secondary effect experienced.
FIGURE 6.8. The simulated transmissions of the TE mode through Si waveguides with
WSi a) is the nanowire thickness, and b) the spacing between the two nanowires
measured from their inner edges.
Figure.6.7 a) and b) are the results of sweeping waveguide width and height, respectively.
The absorption decreases with the increase in width as the mode is allowed to relax, giving
less overlap with nanowires. The height shows peak absorption at 200 nm. Taller waveguides
display reduced mode overlap. Figure.6.8 a) sweeps the thickness of the nanowire. The thicker
the nanowire wire, the greater the absorption coefficient in the effective index. Figure.6.8 b) is
the spacing between the two parallel nanowires. The mode intensity is concentrated in the centre
of the waveguide. Nanowires further from the centre of the waveguide have reduced absorption.
Fabrication tolerances and electrical current crowding limits the minimal size between nanowires.
Current crowding on SNSPDs occur in bend regions and limits the critical current of the device.
Generally, bends become tighter when the gap between the nanowire is reduced. The effect of
current crowding increases with the increased angle gradient of the bend. Another factor is
to keep above the fabrication tolerances of the E-beam Lithography as a gap size close to the
tolerance range may not fabricate a gap, causing the nanowire to be short and decreasing the
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yield of successfully operational devices.
The gradients measured via linear fits provide a fabrication sensitivity of each dimension
fluctuation. If all waveguides’ geometries are misaligned, the gain in loss inflicted is 0.033 dB/µm,
including the nanowire separation, calculated by summing up the errors of all the gradients
shown.
6.2.3 Conclusion
In summary, the simulations have shown that WSi nanowires absorb 2.1 µm photons. Ellip-
sometry measurements provide absorption coefficients as a function of wavelength, indicating
the limitations of detection efficiencies by finding the absorption coefficients of the materials
as shown in Figure. 6.5 b) [245]. The simulations’ results of the absorption are comparable to
previous research simulations done on NbN at 1550 nm [175], showing the potential to use
WSi to make the first waveguide integrated SNSPD designed for SWIR with 0.61 dB/µm. The
ellipsometry measurements are useful guidance for material parameters to be included in future
SNSPD design and modelling.
The simulations have been used to estimate the effect fabrication limits have on absorption.
The Raith Voyager EBL has tolerances of 8 nm for fabricating nanowires and waveguides.
However, the alignment of multiple fabrication layers (such as WSi nanowires on top of Si
waveguides) we increase the compensation for tolerances to 10 nm for the simulations.
To reach efficiencies of 99 % (equating to the 20 dB absorption at 30 µm long nanowires)
comes with drawbacks—the device’s footprint increases, reducing the number of detectors on a
device. Larger devices increase the probability of fabrication defects, reducing the yield. Longer
nanowires have a larger surface area, increasing the dark count rate and the detection jitter.
Absorption efficiencies are at their highest when the nanowires are as close to the centre of the
confined mode to maximise overlap.
6.3 Multi-mode Interference region for SNSPDs
The nanowire’s material absorption can be engineered to offset the decrease confinement proper-
ties at longer wavelengths to maintain an overall even-absorption profile over a large bandwidth.
Thicker and broader nanowires increase the amount of photon energy needed to break the super-
conductivity in the wire. Therefore having a thinner nanowire is more desirable for lower energy
photons. One cavity structure that is readily used in quantum photonics are ring resonators.
Following from [257] simulations of ring cavity structures with superconducting nanowires have
shown potential higher detection efficiencies for shorter nanowire geometries. Here we proceed to
build upon this use of a single crossing arm design in a ring cavity detector for 2.1 µm.
The paper by N. Tyler [257] does not address the nanowires injection into the ring cavity
while maintaining the cavity.
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Currently, waveguide integrated SNSPDs are designed such that photons travel through
the waveguide, first interacting with the nanowire bend, then the two straight parallel wires,
and lastly, where the nanowires taper out to their associated contact pads [74]. If the nanowires
do not absorb the photon in the detection region, the photon can no longer be detected and is
lost [267]. A path for the nanowires needs to be available from the contact pads to the detection
region. The nanowires run on top of Si waveguides for ease of fabrication and connect to contact
pads that require free access.
This section discusses a way to overcome the loss of a photon via different waveguide ge-
ometries. MMI crossers allow photons travelling in perpendicular directions to cross paths,
with limited loss and interference, by relaxing the mode confinement during the crossing point
[74, 268]. The MMI allows for a single-mode waveguide to taper into a wider waveguide where
multiple modes can exist, as explained in Chapter 2. Both ends of the MMI are used for the
photon to travel along, while the other channel acts as a path for the nanowires into the MMI
structure centre as shown in Figure. 6.9 a). A single waveguide can be used as a conduit for the
nanowires from the circuit. Therefore an intersection of three waveguides is also investigated.
For clarity, the waveguide crossing arm is named the nanowire transfer arm. Furthermore, this
waveguide does not require tapering as no mode is projected towards the crossing waveguide.
6.3.1 Design and Simulation of MMI region SNSPD
This study examines an SNSPD in a Multimode interference (MMI) waveguide crossing as
previously studied in [74]. This structure has been chosen to allow for the insertion and exiting
of nanowires for detection while minimising loss due to the structure of the waveguides confining.
The proposed design and variables were chosen to investigate for the simulations shown in Figure.
6.9 a).
All of this sits on SOI with the same configurations as detailed in the previous section, with
an air (simulated vacuum) being the top and side cladding. The design is optimised for the
fundamental TE polarised mode. The eigenmode solver provides the refractive indices used for
the Si (3.449) and the SiO2 (1.43722) for 2.1 µm. The SNSPD consists of a nanowire, 4 nm thick,
100 nm wide parallel wires, separated by 100 nm spacing as before. Differences occur by the
meandering bend around at either end to form two U-shapes and the centre of the top nanowires,
being the exit path of the nanowire to contact pads as shown in Figure. 6.9 (a). The detection
length (the distance between the two hairpin bends as shown in Figure. 6.9) of the loop is the
overall length of this wire (except the arms to the transfer waveguide). The width of the transfer
arm (Ch2) is investigated, while the width of Ch1 is kept constant at 650 nm, using the results of
the previous section.
The SNSPD’s nanowire detection section refers to the length of the region that the photon
will be interacting with the nanowire. The nanowire is looped around in this area. Therefore it
is twice as long as the detection region plus the two 100 nm bends for the spacing, minus the
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FIGURE 6.9. MMI crosser region with the nanowire placed in the centre. a) Demon-
strates the variables adjusted to optimise the absorption through the detection
region via just the nanowire and minimising the photon from other loss methods
by the Si. Ch1 is the path of the photon, and Ch2 is the path from the contact pads.
b) The electric-field mode through the MMI crosser, with light injected from the
left, showing a clear absorption of the nanowire as intensity decreases. A 4 µm
long nanowire is placed in the centre but is omitted for clarity. c) Is the same figure
as b), but with no nanowire on top.
100 nm gap in the arms. The refractive index of the WSi nanowires used is in TABLE.6.1. A
single-mode with a waveguide crosser would have scattering losses at the intersection.
6.3.2 Results
The reflection transmission from a 4 µm nanowire is 0.045%; henceforth, this is considered
negligible and therefore omitted from further consideration. The MMI waveguide’s effective
indices with and without the different nanowire candidate materials on top are measured using
the eigenmode solver and found in TABLE.6.1. The loss from a single-mode Si straight waveguide
is considered to be around 2 dB/cm [269], therefore negligible at the distances considered in these
simulations (<20 µm) and compared to losses from the nanowire region. A 4 µm nanowire was
chosen after initial simulations to give a balance between short length, to keep fabrication yield
high and Q factor low, but also having the wire long enough to ensure that during each pass
through this component, the dominant loss mechanism is via absorption of the photon by the
nanowire.
To find the minimal loss through this MMI region, the nanowire was omitted for most of the
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simulations to find the crosser’s optimal geometric properties to maximise transmission through
the region. Hence we account loss only to the nanowire when added later.
Simulated transmissions through a Si MMI crosser with and without WSi nanowires on top
using varFDTD. The geometries are as previously described unless stated otherwise. Unless
stated otherwise the dimensions of the MMI crosser are: Width: 1.67 µm, Length 4.25 µm, taper
length: 2.7 µm, transfer arm width: 400 nm
FIGURE 6.10. Simulated transmissions through a Si MMI crosser with and without
WSi nanowires on top using varFDTD. Plots a), b) have nanowires on top of
the waveguide in their simulations. a) Provides the absorption dependence on
the displacement of the nanowire wires from the MMI waveguide region centre,
halfway along the MMI width. b) Shows the absorption within the MMI region,
with varying lengths of nanowire placed in the centre, lengthening from the centre
outwards along the MMI length. The detection area length is half the length of the
nanowire.
Figure.6.10 a) shows the absorption by the nanowires dependent on their displacement from
the centre line, moving along the MMI waveguide width. The maximum absorption occurs when
the two paths of the nanowire are evenly distanced away from the centre line of the MMI.,
the centre line of the MMI being the line of the photon path. Initial predictions expected two
maximum points. We expected that if either long dimension of the nanowire is placed in the
MMI mid-line, maximum absorption would occur at this displacement. This result suggests
that the nanowire placement has a tolerance of hundreds of nanometers in either direction.
Electron Beam Lithography (EBL) is a fabrication tool that scans a focused beam of electrons to
draw custom shapes onto a surface covered with an electron-sensitive film called a resist. This
has nanoscale precision, and multiple numbers of EBL steps can create the complex photonic
structures designed here. EBL errors in the placement of nanowires on waveguides are on the
scale of tens of nanometers. Hence, fabrication tolerance is not an issue when considering this
parameter. This result is for photons of wavelength 2.1 µm. At wavelengths shorter than this,
the initial prediction of two maximums on the figure may occur. As discussed earlier, the reason
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is that the evanescence of the modes is confined to a small area at shorter wavelengths.
All MMI structure simulations with a nanowire use a 4 µm detection length unless stated
otherwise. Here we show investigations in exploring the length of different nanowires in this
region. Figure.6.10 b) shows the absorption of the nanowire within the MMI region. Optimised
transmission for the MMI will allow the primary absorption mechanism to be dominated by the
presence of a nanowire, as the E-field intensity gradient decreases exponentially with the long
edges of the nanowire overlapping a small intensity part of the field.
The crossers arm lengths are set at 400nm width, with one (loss = 0.0284 dB) and two (loss =
0.0152 dB) arms have a negligible difference in losses. The loss is slightly lower for two arms as
the mode is still confined in the centre. While one arm can shift the arm’s mode for that shorter
distance, the modes experience the MMI arm as the confinement mechanism. One arm can be
chosen to simplify fabrication, but the simulations will use two arms for simplification.
FIGURE 6.11. Simulated transmissions through a Si MMI crosser with and without
WSi nanowires on top using varFDTD. The geometries are as previously described
unless stated otherwise. a) Shows loss through crosser increase with the width of
the NW transfer arm. This is simulated without nanowires. b) Shows loss against
the taper region’s length, from the single-mode to multimode waveguide. The angle
changes with the length to meet the multimode and single-mode. The width of the
MMI region is kept constant.
The losses are calculated as transmission through the MMI, with one and two arms intersect-
ing, as shown in Figure.6.9(a). The arm width has no difference in transmission between 400 nm
wide. In Figure.6.11 a), the 400 nm width is chosen to host the nanowires transfer arm. We also
simulated how the length of the transfer arm affects loss. The length is measured from the edge
of the waveguide. When the transfer arm has a length greater than 400 nm there is no change in
loss. Allowing the transfer arm to be as short as possible will also shorten the nanowire’s length
before it expands out into contact pads. Minimising the nanowire’s length within the transfer
arm will minimise accidental photon detection, reducing dark counts.
In Figure.6.11 b), we simulate different lengths of the taper region (the region between
the MMI waveguide and single-mode waveguide). We found that at 2.7 µm, there is no further
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reduction in the loss. The adiabatic taper and the MMI length both contribute to the position the
E-field maximas. This point is also chosen as a concentration of the mode occurs in the centre of
the MMI region displayed in Figure.6.9 (b). A longer taper of lengths described in Eq.2.44 would
produce an adiabatic change to the mode with no concentration in the centre of the MMI region,
reducing the overall absorption potential by nanowires.
Lastly, in Figure.6.12 a) and b), we sweep across the MMI region’s length and width. The loss
oscillates from multiple modes forming in the MMI region. Multiple points of maximum intensity
occur from self-imaging. A shortened MMI region will reduce the scatter loss, therefore to optimise,
we chose to design our MMI crosser at the first maxima point. The effective index change from
nanowire’s introduction has an immeasurable effect on disrupting the MMI structure’s modes.
This can be seen as the peaks in the figures occur at the same MMI lengths. We analyse the
MMI width in Figure.6.12 b), in which we can see a sharp loss from 3 µm onwards. At the
inspection of the inset in Figure.6.12 b), we can see minima occur at 1.67 µm. A 4 µm long
WSi nanowire is added to the simulation to see the absorption through the detection region.
This region’s absorption is 0.4 dB/µm, a third lower than the single-mode SWIR waveguide
integrated nanowire of 0.61dB/µm. Hence, a longer detection region or multiple interactions
with the detection region achieve the same absorption. The fundamental TE in the MMI is
spread out much more broadly in space, which reduces the amplitude in the centre relative to the
single-mode 650nm wide waveguide.
A multimode waveguide is tapered out from a single-mode waveguide, with 400 nm wide
waveguides protruding out of the MMI region, perpendicular to the photon path. The single-mode
waveguide is 650 × 220 nm. The MMI region has a 1.67 µm wide spacing while maintaining the
same 220 nm height. The length of the taper region is 2.7 µm.
The effective indices for the measured cross-sections of the MMI regions with the nanowires
for each material are shown in Table.6.1. The results demonstrate that the MMI region’s effective
index with nanowires on top undergoes a relatively small change depending on the material. The
change in the effective index from changing these dimensions is also shown to be small compared
to the effective index changes that can be introduced from fabrication imperfections such as
over-etching, rough sidewalls, and errors in dimensions.
The MMI self-imaging at the centre of the multimode region focuses the light and avoids
losses that occur from diffraction when the light reaches the crossing. This mode is set up to
minimise E-field bleed into the transfer arm. The nanowire’s lengths, which lay along the transfer
arm and project into the MMI region and are perpendicular to the path of the photon, have little
interaction with the photon. This was seen during the analysis of the results when looking at the
E-field, and the absorption results when this section of the nanowire is removed from simulations.
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FIGURE 6.12. Simulated transmissions through a Si MMI crosser with and without
WSi nanowires on top using varFDTD. The geometries are as previously described
unless stated otherwise. Plots a) has nanowires on top of the waveguide in their
simulations. a) Presents the MMI regions’ length with and without a nanowire,
showing how the change in effective refractive index can shift the maximum mode.
The length of the nanowire used is 4 µm. The decrease in the loss over increased
lengths is not considerable. b) Shows the MMI region’s width sweep and inset
zooms into the trend at lower values.
6.3.3 Conclusion
The dimensions chosen for the MMI crosser are used inside the RCD to allow a nanowire to
enter the cavity. The MMI shows a minimal loss but maximum absorption contribution from a
nanowire. The results are comparable to studies in [74, 270, 271]. The dimensions used for the
MMI crosser in the RCD is in 6.2.
MMI (µm) Transfer Arm (nm) Nanowire
Width Length Taper Length Width Length Offset (nm) Length (µm)
1.67 4.25 2.6 400 400 0 4
Table 6.2: The dimensions of the MMI region used throughout the rest of the chapters results.
The nanowire offset is the displacement of the nanowire from the centre of the waveguide.
The structure is placed opposite the coupling region within the racetrack cavity, as shown in
the next section.
6.4 Ring Resonator Detectors
This section examines an SNSPD in a cavity for SWIR and an MMI crosser for nanowire insertion.
A ring resonator structure is chosen because of its well-established fabrication methods, well-
understood theory and wavelength filtering potential. A cavity is provided by the ring geometries
critically coupling photons of specific wavelength values. The proposed Racetrack Cavity Detector
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FIGURE 6.13. Schematic of the racetrack detector, broken into four different sections;
bus waveguide, racetrack, coupling region and finally, the detection section. Light
is inserted into the bus waveguide via E in1 and leaves via Eout1. The light coupled
out of the bus into the ring is Eout2, while light into the bus from the ring is E in2.
k and r are the coupling and reflection coefficients from bus to ring, with their
complex components k* and r* being the coefficients for the ring to bus coupling.
The complex components are equal to their real counterparts. a is the Si, MMI’s
absorption coefficient, and the nanowire Lnw is the length of the detection section.
The racetrack’s E-mode is in the centre, with light coupling from the bus into the
ring and small absorption at the detection section. NW is in light blue.
(RCD) design can be viewed in Figure.6.13. It consists of a bus waveguide coupling to a waveguide
racetrack resonator containing an MMI region with an integrated SNSPD. The detection efficiency
reaches its peak at critical coupling [272]. The dominating effect is nanowire absorption, giving a
theoretically near-unity detection at resonance frequencies.
The ring is constructed from Si 650 nm x 220 nm cross-section waveguides on 2 µm thick
SiO2 slab. The design is optimised for the fundamental TE polarisation mode. This is the only
mode considered. All the refractive indices used are taken from the ellipsometry and eigenmode
solvers values, in Table.6.1, with 4 nm thick SNSPD and 100 nm wide parallel wires with 100 nm
separation. The wavelength range is swept to find resonances at wavelengths closest to 2.1µm,
and assumed refractive indices values remain unchanged. The RCD has a racetrack structure
that uses a directional coupler as its coupling mechanism [273]. The structure is studied both
analytically as well as numerically, and these results are compared.
The analytical model is implemented using Python to estimate the efficiencies of the detector
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cavity. Both the numerical and analytical methods use the schematic Figure.6.13. First, con-
cepts of Ring Resonators theory are presented in Chapter.2 Sec. 2.2.5.4. Here we continue the
explanation of the theory specific to this section. Light is injected into the input port E in1, where
it reaches the coupling region where a fraction of the light can couple into the ring Eout2, or
continue along the bus waveguide Eout1. The light after one round trip after passing through the
detector region E in2 can be injected back into the bus waveguide or maintained inside the ring
cavity.















For simplicity we normalise the electric field injected amplitude E0 into the bus waveguide to 1.
σ= FWHM/(2p2ln2 ), a CW pulse is used as the input and modelled with a Gaussian distribution.
α is the transmission coefficient that is described by α= 10anwLnw+asiLsi , with anw and asi as the
transmission coefficients with units dB per unit length, inside the detector region and the rest of
the ring, respectively. Lnw is the length of the nanowire section and L is the length of the entire
ring. Lsi = L - Lnw is the length of the Si waveguide of the rest of the racetrack cavity, minus
the detection region. The phase has expression θ(λ)= 2π(ne f f si(L−Lnw)+ne f f nwLnw)/λ. Where
ne f f si is the scatter probability inside the silicon and ne f f nw is the scattering probability for the
nanowire region. Eout2 = rE in1 −κ∗Eout1 is the light that exits the racetrack. The transmission













1-T is the total probability of absorption by the detector.
The efficiency is maximised when the light leaving the cavity Ein2 is minimised, and Eout2 is
maximised. This occurs when the system is critically coupled (r=α) and phase-matched (eiθ(λ))=1,
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ηsi,beg, ηnw and ηsi are the scattering probability in the Si waveguide between first coupling
into the ring until the detection section and the silicon for one round trip. A 100% quantum
efficiency of the nanowires is assumed, so the absorption probabilities equal the detection
efficiency.
Trapping a photon inside a cavity with no detection event reduces the timing resolution.
Shorter nanowires absorb less, allowing the photon to remain in the cavity longer, taking more
trips before detection. Jitter is a common measure of timing resolution, usually calculated by the
FWHM of the laser pulse. Jitter can also be determined at the voltage pulse from the SNSPD. The
jitter that the cavity structure can control is the geometrical jitter; that is, the jitter formed from
the cavity’s dimensions and shape trapping the photon. Jitter, in this case, will be the lifetime
of the photon inside the ring cavity until there is a 95% chance the nanowires absorb it. At the
time of writing, the electronics readout measures are the limiting factor on timing resolution.
Comparing the increased jitter to electrical resolution is the baseline chosen to overcome. Setting
the number of round trips until the 95% chance the photon is absorbed is the threshold set, as
currently, SNSPDs do not perform better than 93% efficiency. By using the group index and
lengths within the cavity network, the following equations describe the timing jitter:








where ng,si and ng,det are the group indices of the silicon ring and the detection section
respectively. R is the number of round trips taken until 95% absorption (αe f f = 0.95), which is
expressed using:
(6.8) R > ln(1−αe f f )
ln(ηnw)
.
For the time the photon takes to complete a round trip, we use the photon’s speed at different
sections of the ring that are summed. This is multiplied by the number of nanowire photon
interactions are needed to give a 95% absorption probability.
6.4.1 Design and Simulations
Previous models presented in this chapter, including research by [225, 269] show that photons
can be captured and absorbed by nanowires. A racetrack design over ring design allows for
the insertion of an MMI crosser into the racetrack without impacting ease of fabrication and
simulations, allowing for a larger coupling region between bus and ring to increase fabrication
tolerances. This also allows space for nanowire placement. The output transmission is dependent
on r and k values, as phase difference is taken into account as the mechanism coupling the
racetrack cavity to the bus waveguide is the same as a directional coupler covered in Chapter.2.
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They already use an interface that has been heavily researched [273–275] of a bus waveguide
coupling photons in the ring. Here we also use the NbTiN, NbN [276] and MoSi materials and
the WSi in the simulations to compare performance. Properties from TABLE. 6.1 are used.
The length of the cavity is determined by the length of the coupling region (10µm) times 2,
for both sides and the radius of the bends is 10µm [173]. The length of the ring is the bend length
Lbend =π10µm plus the straight waveguides (20), giving 83µm in length [257].
We use the MMI structure presented in the last section as the structure for the detection area.
This area is known from now on as the detection area. Nanowires above this length have been
simulated before. It was concluded that short nanowires (≈ 1µm) are desirable, as they increase
yields and decrease intrinsic jitter and the design of the rings giving narrower filters bands for
increase filtering. The analytical simulations produce results for the 4µm long detection region.
These cases are shown for completeness, but the model degrades beyond this point.
6.4.2 Analytical Results
Figure.6.14 presents the detection efficiency response during critical coupling for a CW input for
the four candidate materials which is calculated using Eq.6.6. As we can see in the figure.6.14 a),
critical coupling occurs at a specific wavelength. There are multiple wavelengths at which critical
coupling can occur but are omitted in this figure to present the spectrum that shows critical
coupling and is closet to 2.1 µm. We can see that the length of the nanowire defines the FWHM.
The FWHM also depends on the material, as we see can see for the same nanowire lengths, the
difference in FWHM being shown in Figure.6.14 b). These effects can be seen in Eq.6.6: as the
nanowire length increases, nnw increases.
We can also see that this equation is periodic, depending on the phase of the incoming wave
eiθ(λCW ). Therefore hand-picking the length depending on material is necessary. The shorter
the nanowires, the smaller the FWHM of the bandwidth, making the detector desirable for
single-photon sensitive spectrometer applications and tailoring filtering with nanowire material
length. The peak wavelength is dependent on the round trip time of the photon. The ring length
is kept constant in this test; hence, an effective index is the only metric determining photon speed.
The peak wavelength does not measurably shift as the detection area’s effective index between
materials and wavelengths is small.
Figure.6.15(a) and (b) shows the phase-matched detection efficiency using Eq.6.5 for different
coupler transmissivity, over several different nanowire lengths. Near unity efficiency can be
achieved for shorter nanowires inside the cavity, then for nanowires without a cavity as shown in
ref [257]. This is achieved through multiple path interactions of the photon with the nanowire,
giving a longer absorption time. For a smaller coupler transmissivity, shorter nanowires are
desirable to achieve near-unity efficiencies. For each nanowire length, there is an optimal coupler
transmissivity to achieve their maximum efficiency. This satisfies the critical coupling condition
(r=α) [272].
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FIGURE 6.14. (a) Efficiency of absorption for different lengths of nanowire, swept over
a range of wavelengths around 2.1µm. (b) FWHM of the peaks presented in (a).
Ring length 83 µm for all candidate materials. The dimensions of MMI found in
Table.6.2
In the insets critically coupled and phase-matched ring detectors display, longer nanowires
give higher efficiencies as they provide more absorption probabilities ratio than the waveguide
scatter but saturates around 2µm. When changing the effective index of the detection region
by swapping out SNSPD materials, minor differences can be seen in inefficiencies, as shown in
Figure.6.15. The curves are shown in comparison to a nanowire region on a straight waveguide
with the same dimensions but without a cavity. Detection efficiencies near to unity can be achieved
with shorter nanowires than for a nanowire region along a straight waveguide with no cavity.
These high efficiencies can be reached from the increased interaction time between the photon
and the nanowires.
Detection efficiencies for a critically coupled and phase-matched detector’s efficiency decrease
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FIGURE 6.15. Detection efficiencies in the phase-matched regime. Going down, WSi,
NbN, NbTiN and MoSi. (a) Phase matched Efficiencies as a function of coupler
transmissivity. Insert: Efficiencies for different nanowire lengths, with coupler
transmissivities optimised for critical coupling and phase matching [272]. (b) The
efficiency with varying nanowire length, with different lines representing different
coupling transmissivities in the coupling region. The light blue line represents the
absorption with no cavity of the same nanowire on top of 650 × 220nm cross-section
waveguide. The points of maxima can be found in Figure.6.16
with increased waveguide loss as presented in Figure.6.16 (a), for an 83µm long racetrack and
4µm long detection section. Increasing the track size shows an increased scatter probability from
the Si. If the bend radius is decreased to below a certain threshold, scattering also increases.
Even at higher waveguides losses (4dB/cm), at least 97% detection efficiencies for any candidate
material is achieved. Currently, standard losses are at 2 dB/cm, but the art state has shown lower
at 1.2 dB/m [277]. The higher the absorption coefficient of the detector material, the shallower
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the gradient. Higher absorption gives higher efficiency for higher loss waveguides fabricated. The
MoSi demonstrates the highest waveguide loss tolerance as the absorption coefficient of MoSi is
the highest, therefore requiring fewer round trips until detection. This limits the probability of
scattering by minimising the interaction time with Si waveguides while in the ring.
The maximum phase-matched detection efficiency achievable from each material is shown in
Figure.6.16 (b). They all obtain their maximum efficiencies for each nanowire length at similar
coupler transmissivities. The nanowire length is the more dominating factor in absorption than
the nanowire material. The similarity of efficiencies at the same lengths supports the notion that
the materials complex indices of refraction are insignificant relative to other considerations, such
as waveguide parameters.
FIGURE 6.16. (a) The efficiency for a critically coupled and phase-matched racetrack
detector, with varying waveguide loss, for a 4µm long detector region and 83µm
long ring. Inset: The waveguide loss is 2 dB/cm. (b) The maximum efficiency of
detection for a phase-matched ring, taken from Figure.6.15. The labels are the
coupler transmissivity values used to reach the maximum detection efficiency for
the specific nanowire length and SNSPD material at 2.1µm
When the cavity captures a photon, there is a period before the nanowire absorbs the photon.
The photon may take several round trips around the cavity before absorption. An example of this
is that the photon can be absorbed on the first interaction (round trip) with the nanowire or the
seventh. As each round trip takes a specific amount of time to perform, the same photon may be
measured at slightly different times depending on how many round trips are taken. This error in
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FIGURE 6.17. time between the photon’s first interaction with the detection region
and 95% absorption by the nanowires. This is measured for varying nanowire
lengths and varying materials across different ring sizes. The dashed black line is
at 4µm, where longer nanowires have a change in the effective index. The different
candidate materials produce nearly identical jitter results; therefore, a single line
is shown for all the materials
FIGURE 6.18. Comparison of results produced by varFDTD simulations and the ana-
lytical calculations. Different transmission values for different nanowire lengths.
Calculation parameters: WSi nanowire, 83µm ring length, 4µm nanowire length,
reflectively coefficient of 0.66.
the timing of the photons capture can be named as geometrical jitter and is measurable.
We simulate this for different racetrack cavity lengths, and it is shown in Figure.6.17. In this
figure, an effective group index of 4.3 is used for the entire ring’s entirety except for the detection
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Material/Property WSi NbN NbTiN MoSi
FSR(nm) 57 57 57 57
FWHM(nm) 13.0 12.1 12.7 15.8
Max absorption 99.5 99.1 99.4 99.9
Q Factor 350.6 378.0 360.3 289.2
Filtering (dB) 23.0 20.5 22.2 30
Table 6.3: Numerically simulated values for the metrics that define a ring resonator detector at
2.10µm. Equations to describe metrics found in Chapter 2. For a 83 µm long cavity with a 4 µm
nanowire length and using the MMI structure discussed in the previous section. The filtering is
the extinction ratio between maximum and minimum transmission found. 6.19.
region with a value of 3.6, defined by the eigenmode solver. This is repeated using different ring
cavity lengths. It is assumed that the cavity is critically coupled, and the photon is trapped inside
the cavity before the detection event. Shorter path lengths decrease round trip time and increase
the ratio of time of interaction with nanowire to Si waveguide: the longer the nanowire, the
shorter the geometric jitter time. The geometric jitter is less than 10 ps for nanowire lengths
longer than 1µm. After measuring all candidate materials, the difference between the ng of the
candidate materials range is 0.0005. This small value difference leads to a nearly immeasurable
time difference in their jitter. We have chosen to present wSi in this figure.
6.4.3 Simulation Results
Figure.6.18 presents the racetrack detector’s results as simulated numerically using a varFDTD
solver. The simulation is completed for nanowires 0 to 4 µm long. For each simulation the
transmission through the port is recorded and compared to analytical results calculated using
Eq.6.3. There is a high agreement between the two methods, with a minimum transmission
occurring at critical coupling close to a 4 µm long nanowire at 2.1 µm.
Transmission results from a varFDTD solver are presented in Figure.6.19 for a 4µm long
nanowire, with all four different SNSPD candidate materials represented. The figures of merit
for the ring detector have been extracted and presented in TABLE.6.3. For all materials, the
FSR has no difference as the effective index change is minimal. Simultaneously, the FWHM
are similar, except for MoSi, having a higher FWHM due to its higher absorption. All metrics
presented in Table. 6.3 depend on the effective index of the detection region. We can then see
that FSR remains unaffected by the effective index while other factors such as FWHM increase
with increasing effective index. In turn, the higher the absorption coefficient of the material,
the higher the potential efficiencies coefficients are achieved. The ring cavities provide a 95%
extinction ratio for any material, therefore increasing the filtering of other wavelengths in the
waveguides. An example is rejected pump wavelength light source, only to accept idler and signal
frequencies. The simulations show between 99.1 to 99.9% efficiency, which is comparable to the
analytical simulations.
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FIGURE 6.19. FSR spectrum of wavelength sweep around the 2.1µm range for multiple
materials. The peaks are offset from one another for clarity. The inset shows the
true values.
6.4.4 Conclusion
Simulation results describing the performance of an SNSPD embedded within the racetrack
cavities are presented in this section. These results present the capabilities of cavity-enhanced
photon detectors, in particular waveguide-coupled SNSPDs. This detector’s spectral properties
match the response of the cavity they are integrated with, allowing for bespoke-designed spec-
trometers. The racetrack design suggested in this work benefits from using standard fabrication
methods and common use within silicon photonics. For a highly wavelength selective detector
with the greatest detection efficiencies, a MoSi, 1µm detector, with a ring length of 83µm is the
optimal option 2.1µm wavelengths.
6.5 Non-Uniform Ring Detector (NURD)
Such extreme light confinement in sub-micron SOI strip waveguides significantly enhanced
propagation losses due to increased interaction of the waveguiding mode with the sidewall
surface roughness [278]. Extensive experimental studies have shown that surface roughness is
responsible for high propagation losses [279, 280], which can become prohibitive for building
dense integrated circuits. High bend loss can also be a product of surface wall roughness, typically
up to 1 dB per 90O bend [269, 281]. Minimising the scattering loss contribution from the Si in
the RCD will increase the detection region’s absorption to the Si scattering loss ratio. We propose
two solutions: using Euler curves to bend that single-mode and multiple mode waveguide bends.
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6.5.1 Multi mode bends
Bending light in a multi-mode waveguide compared to single-mode guides has been heavily
researched [282]. It shows that multimode waveguides have a lower loss due to reduced mode
confinement relaxing the modes and effects from wall surface roughness hindered. Therefore an
RCD with multi-mode bends can have reduced loss over a single-mode bend RCD. The bend’s
width increases linearly at the point of curvature until into 90°, where it reaches 3µm wide. After
this point, it decreases linearly over the other 90° until single-mode waveguide width of 650nm.
This geometry change occurs on both sides of the detector. An artist’s impression is shown in
Figure.6.20 (a). The difference between the single-mode structure and the multimode structure
can be seen between figures.6.13 and figure.6.20. Using varFDTD, simulation of transmission
through an Euler bend of path length 10πµm multimode bend and single-mode is carried out.
Losses in single-mode is (0.00042dB) and multimode is (0.0026dB). The higher loss in the
multimode is from the non-adiabatic change in the waveguide width, with the bend curvature,
therefore giving more loss for each round trip. An adiabatic change in the mode requires a
shallower angle of the waveguide taper, which requires a longer taper region.
The time difference in the geometric jitter of the ring is inspected. The group index in Si
waveguides is smaller for wider waveguides. The group index at the bend’s maximum width is
3.8, measured with an eigenmode solver, compared to the 4.2 value measured for 650 nm wide
waveguides. The effective index change is assumed linear with the change in the width of the
waveguide. This, therefore, decreases the jitter time when compared to single-mode, bends can be
seen in Figure.6.20 (b).
FIGURE 6.20. (a) Schematic of the non-uniform ring cavity detector design with linearly
increasing waveguide widths around the bends up to 3µm, with the nanowire in
the MMI region and the bus waveguide in dark grey. (b) Geometric jitter results of
a WSi, nanowire in both single and multimode designs of at 83µm in length.
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6.5.2 Euler Bend
An Euler bend has been shown to reduce higher-order modes’ excitation and successfully demon-
strated for single and multimode optical waveguides [283]. An Euler bend combats two major loss
components, namely radiative losses inherent to a bend waveguide mode and transition losses
from changing curvature. An Euler spiral is created via a linear increase of the bend’s curvature
along the path length. This results in a continuous transition from a straight waveguide to a bent
one, allowing for an adiabatic change in the modes paths. A comparison between a 90° circular
and Euler bend is visualised geometrically in Figure.6.21 (a), where the equations within the
figure parameterise the Euler bend. Figure.6.21 (b)is simulated with the varFDTD solver and
has the losses for a 180 ° bend, similar to that in the proposed cavity structure for different bend
geometries. The Euler bend is calculated to match the length of a 10 or 15µm radius bend, to
provide comparable dB/µm for the whole bend. The transmissions of the single-mode circular
bends show a higher loss then the Euler bends. The 15µm radius circular bend shows a lower
loss from the shallower curvature angle experienced by the mode. The difference between the
two Euler bend losses is minimal, but both have much lower losses than the circular bends.
FIGURE 6.21. (a) Drawn 90° bend of a circular and an Euler bend, with Euler bend
drawn using the equations displayed. Where s is an arbitrary parameter, L is the
length along the curve, and C(L) and S(L) are the coordinates to describe the curve
in the X-Y plane. (b) VarFDTD transmission of different configurations of circular
and Euler waveguide bends, with multimode Euler, bends also presented at 10 or
15 µm radius. The inset is a zoomed out version of (b) to include the 10 µm Euler
MM bend, which has significantly higher losses than the rest.
6.5.3 Conclusions
Euler bends provide a nearly immeasurable lower loss than circular bends at large ring radius’.
This is due to their smooth adiabatic transition when implemented in single-mode waveguides.
188
6.6. DISCUSSION
The bending region’s length is too short of introducing multimode waveguides as they would
not be adiabatic. Further research at longer ring lengths may allow a multimode bend to be
utilised in the cavity. A longer bend region would also change the ring properties, FSR and Q
factors, and introduce more losses and jitter through longer path lengths. The MMI region is
the dominant loss mechanism besides the ring’s nanowire absorption, as shown by the relatively
small losses from the ring bends presented. The large bend radius does increase the footprint
size of the component: using a 15 µm radius racetrack structure increases the footprint area of
the component by 50% for 448µm2
6.6 Discussion
These are the first data sets comparing these SNSPD materials’ optical properties using numerical
and analytical simulations for straight waveguide and ring cavity designs. From the results
presented above, it can be concluded that the refractive index of SNSPD candidate materials
WSi, NbN, and NbTiN, at thickness comparable to SNSPD thicknesses (≈ 4nm), have roughly
linearly increasing refractive and absorption coefficients for wavelengths up to 2.5µm.
The integrated waveguide structure shown to have the capability to allow wavelength demul-
tiplexing of target wavelength light and highest detection efficiencies is a ring cavity structure,
with multimode capable Euler bends, with a 4µm long MoSi nanowire area, using the MMI
structure confused in the previous section as the detection region.
The new values given show higher absorptions at longer wavelengths, potentially increasing
detection efficiencies at longer wavelengths with the correct designs. At the longer wavelengths,
mode confinement within the waveguide decreases as the evanescence tales extend out of the
waveguide and the mode’s intensity is spread over a larger distance. Hence, using a wider
nanowire will increase the area overlap between the electric field and the nanowire. The wider a
nanowire, the greater the energy (the shorter the wavelength) of the photon needs to be recorded
as a detection event by breaking the superconductivity. Therefore an optimal balance must be
found in the nanowire’s width and the wavelength to ensure maximum absorption probability
and detection event occurrence. It is noted that longer wavelength photons have lower energies
and affect the ability to break the superconductivity due to a lack of energy to create a "hotspot"
in the nanowire. Nevertheless, this can be overcome with smaller nanowire widths of 80nm [179].
The narrower width allows photons with smaller energies to break the Cooper pairs, with enough
energy to create a large enough "hotspot" to cover the nanowire’s entire width.
The MoSi has ten times more thickness than the other materials measured, giving a higher
refractive index than previously measured by other papers [261, 284].
For a straight waveguide integrated detector, the absorption of WSi surpasses that of the
NbN and NbTiN. Absorption of the photon can be 6112.2 dB/cm at 2.1µm compared to 5490.2
dB/cm for 1.55µm. For smaller waveguides, the nanowire’s absorption increases as TE mode
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extends further to overlap with the nanowire increasing total absorption. Thicker nanowires
also provide larger absorption, but thicker nanowire increases the photon energy needed to
break superconductivity as mentioned in the last paragraph. Also, to conclude IWS, efficiency
is dominated by the fabrication method, meaning that more precise fabrication methods would
reduce absorption loss.
Using an MMI crosser to introduce the nanowires causes negligible loss of the photon into
the Si, proving a viable method. With the correct MMI dimensions, a non-adiabatic taper, concen-
trating confinement in the centre, allows for dictated nanowire placement to maximise power
absorption. Minimising the crosser arm width and keeping the nanowires central in the MMI
also maximise the efficiency. Therefore an MMI with a crosser width below 400nm, 2.6 µm longer
tapers, 4.25µm longer MMI region and 1.67µm wide gives the greatest transmission through the
region. There is a trade-off between transmission loss and component footprint size. Longer MMI
regions have shown lower transmission losses [285], but this increases the component footprint
size. One of the claimed advantages of ring resonators is their small footprint size, which we
aimed to keep. Lengthening of the MMI region would also increase length in other parts of the
ring, leading to more Si scatter losses. Therefore a compromise is found with a shorter MMI,
optimised around these lengths to minimise losses.
The ring cavity structure based on a ring resonator with an MMI waveguide-crossing inserted
for nanowire transfer was presented. That trapped the photon in a cavity via a directional coupler
until absorbed by the nanowires opposite side of the ring to the coupling region. The smaller
ring cavity detector will provide the smallest detection jitter. However, the jitter in a single-mode
waveguide detection region, as stated in [257] is much lower than the results provided here. The
lower absorption of the detection region, leading to more round trips, is what pushes the geometric
jitter up. This is necessary to keep the high detection efficiencies. Fabrication limitations only
allow bends down to a few microns in radius and have higher losses. Longer nanowires are
more sensitive to fabrication imperfections as the coupling coefficient is sensitive to changes in
the width of waveguides, length or region and spacing between coupling waveguides. Longer
nanowires provide a broader filtering peak but may lead to higher dark counts from photons that
are not coupled within the waveguide. The materials chosen in the simulations have little effect
on the absorption as the effective index change is smaller, depending on the geometries of the
nanowires chosen. However, higher refractive index materials show slightly greater efficiencies,
with finer filtering bandwidths. A shorter ring gives higher efficiencies up to a point, smaller
jitter and broader bandwidth. In contrast, shorter nanowires increase jitter, decrease efficiencies,
give higher bandwidth filtering, and are more sensitive to fabrication intolerances.
The RCD provides narrow ring filtering, allowing critical coupling of the photons for higher
detection efficiencies. This can be broadened without affecting the nanowire or ring length by




A multimode bend reduces jitter but increases loss. It is also more sensitive to fabrication. It
can change the electric field maximum in the MMI if it does not return to single-mode waveguide
width before the detection region. Euler bends are only beneficial for longer ring cavities, which
are not desirable due to footprints and efficiency.
6.7 Summary
Simulations results have been reported, detailing the performance of different superconducting
materials in a ring cavity structure for SWIR light and an MMI entry region for the nanowire
for different optimising considerations. The results illustrate the capability of using an MMI
waveguide within a ring resonator, allowing the nanowire to enter the ring while minimising
the loss. It has been shown that the impact of the difference between materials on the chance to
detect photons at the SWIR is negligible. High efficiencies of absorption of the photons, showing
potential to fabricate SWIR SNNPD, that can well surpass the previous reported 5.5% efficiencies
are shown. The ring cavity allows for keeping nanowires at a shorter length below 4µm for
reducing fabrication yield problems and increase wavelength filtering. However, if a detector
with smaller jitter and larger bandwidth is desired, we can push to longer nanowire lengths
within the cavity. These results help in understanding the tailoring of the component to detection
specification requirements per application. The spectral characteristics shown for this type of
detector are comparable to previously published results [257].
6.8 Future work
Multiple maxima of the fundamental TE mode occur along longer MMI lengths, as shown in
Figure. 6.9 (c). With nanowires placed at each of these points, multiple photons coupled into the
ring can be detected at once. While the one SNSPD is latched, the other nanowires may absorb
and detect the photons counting for that pulse. Figure. 6.22. gives a design concept for a photon
number resolving ring cavity detector.
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FIGURE 6.22. Artist’s representation of a photon number resolving ring cavity detector.
Multiple nanowires placed at points of maximum intensity along the MMI region.
Inset: Electric field strength in the MMI region, showing three points of highest










This thesis reports on scientific and engineering tools for realising quantum communication
networks and computations systems. It relies on the fundamental quantum physics and addresses
practical challenges, cryogenic engineering feats, electronic signal processing at low temperatures
and the fundamental physics limitations of the optical materials involved.
7.1 Summary
We first reported on the characterisation of three Si devices that we used to form a testing for a
three device QKD network. To test the devices are suitable for QKD, we projected into sets of
MUBs and measured their fidelity. We set a bench mark using a single device and measuring the
computational Ẑ, Hadamard Ĥ and Y-basis Ŷ . Finding on average a 83% fidelity far above the
50% classical threshold and comparable to current Quantum measurements. When providing
into 4D between two devices, we stabilise the spatial mode by using constantly adjusting the
phase of the incoming states into the receive devices. We proved this was sufficient for some
measures between two modes, by preforming a quantum interference measurement with high
visibility (> 90%). Using this result we test 4D Hadamard between two devices and measured 73%
fidelity, well above the classical limit. Finally connecting a third device we performed 2D QKD, by
measuring the computational and Hadamard basis and obtained 96% fidelity, that is on-par with
current QKD research [132, 136]. Finally we test the communication of the 4D computational Z-
Basis between three silicon devices. We reached a fidelity of 85 %. Using active phase stabilisation
can minimise the phase drift between different spatial modes between integrated devices. We
showed the potential for QKD using high dimensional entanglement distribution is possible.
We characterised the performance of the DRYICE1K system, by calibrating temperature
sensors, testing its cooling performance and measuring the vibrations of the system. The system
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provides 300 mW of cooling power at 1.3 K. We found that the system had over 60 µm of
vibrational travel during operation, that allowed the system to not be suitable to couple into
integrated photonic devices. We are able to damped the system vibrations from cold heads that
power the cryogenic station to be reduced by 75 %, to 8.50 µm of displacement travel. This is at
the threshold to maintain coupling between fibres and grating couplers.
With this system characterised we provided a suitable environment to test electronic devices
in the systems such as the FPGA, SNSPD and amplifiers. We tested the performance of the
SNSPD within the system. We found that comparable room temperature systems with the SNSPD
used in the characterisation of the readout electronics system operating below 6.5 K, with a 20
ns dead-time, 66 MHZ max count rate, with at least 10 % detection efficiency at 1.55 µm. These
results allow for the designing of an optimal NODE for QKD applications.
SNSPD signals were amplified by off-the-shelf GaAs amplifiers. We tested three devices all
GaAs based, with different gain and power consumption’s quoted. We chose the ADL5611, as it
provides the highest gain to power ratio. The SNSPD signal must be amplified from the µV pulses
it provides to single units of V to be measured by a time tagging system. The amplifier provided
total of 28 dB gain at 1 GHz while operating at a single shot temperature of 1 K and resting
temperature at 4 K. Using two in conjunction, is typical for SNSPD readout provides sufficient
voltage for recording detections. With a minimal latency of 700 ps the lag time difference between
detection and measurement is minimal and power efficiency doubling to 92.83 dB/W at this
temperature. This allows for up to ten ADL5611 amplifiers to be hosted at the 4 K stage before
the system cannot provide sufficient cooling power to the rest of the system. Allowing for five
SNSPDs to be hosted at the sample stage. These results show the amplifiers can survive cryogenic
temperatures and can be used, while the time tagger is also hosted within the cryostat.
The FPGA readout board operates at 4 K, surviving cooling cycles down to 1 K. The Artix-7
captures photon arrival times via SNSPD pulse signal conversion to digital readout via a Time to
Digital Converter (TDC) reading in chain length to 17 ps per a bin and still showing operation
between 0.8 and 1.2 V, allowing for tailoring of bin resolution size. The precision demonstrated is
still comparable to the jitter found in SNSPD pulses. Proof of further calibrations and timing
systems implementable on the FPGA to provide a reduced error in the readout is also provided.
We showed that the FPGA chosen provides a sufficient TDC system for SNSPD readout at
cryogenic temperatures and the power output allows for multiple SNSPDs to be hosted in the
future in the same system. The results here are consistent with other TDCs [194, 195, 200]
implemented at cryogenic temperatures and shows they can be hosted with an SNSPD.
The racetrack cavity Short Wave Infrared (SWIR) SNSPD simulations showed that out of our
sample of WSi, NbN, NbTiN and MoSi, that detectors using MoSi as the material for the nanowire
out performed the rest for longer wavelength photons. Firstly, using ellipsometry measurements
to calculate the absorption coefficients at SWIR, MoSi is shown to have the highest efficiency
in this study as the theoretical study goes on to present, in several different parts. We are
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presenting first as simulations results of an SNSPD designed with a straight waveguide of
varying dimensions to consider fabrication tolerances. We test a custom anisotropic MMI crosser
structure implemented into the ring cavity structure, testing dimension to provide the highest
confinement and lowest loss. We chose the shortest nanowires needed in the ring cavity, allowing
for small footprints and high fabrication yields at 4 µm. We show that detection efficiencies of
99.9 % are theoretically achievable, with wavelength selectivity of 12.1 nm and filtering from over
wavelengths to 30 dB. An MMI waveguide crossing structure is a suitable technology to allow for
nanowire insertion into the cavity. The cavity itself can be tailored for FSR peaks, FWHM, and
peak value.
The technological advancements presented here provide accessibility paths to provide the
increased scaling needed to provide full commercial quantum systems, allowing for a network of
the fully integrated detection system and with state-of-the-art SNSPDs.
7.2 Outlook
This thesis demonstrated the development of technologies to scale quantum communication and
computation systems to multi-user systems. Here we discuss some potential ideas for further
work.
7.2.1 High-Dimensional QKD
Expanding the MUBs measurements while stabilising the phase is proof required to create a
high-dimensional QKD protocol. We demonstrated 4D Z-Basis measurements as a potential
basis to be used in a QKD protocol between 3 separate devices; further basis measurements
are required to allow for a QKD protocol to be established. As two MUB are required for QKD
as explained in Chapter 2 and only one is measured in 4D across 3 devices. For example, the
Hadamard basis which has the required interference between the spatial modes, requiring phase
stabilisation between devices of four modes simultaneously.
7.2.2 Quantum Communication readout system
We expanded the system to host multiple detectors to show further that the system’s engineering
cooling capacity can handle the additional heat load. With the increasing number of detectors,
the PCB would be redesigned to host as many input signals as possible until the FPGA or the
UART communication bandwidth reaches capacity. We would then investigate using multiple
time taggers within one system. Previously developed commercial time taggers have inbuilt logic
operations to create virtual channels that reads out coincidence counts, multipliers and other
counting metric tools. We would look to include this in our system, to adjust the data delivered to
budget for the bandwidth.
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7.2.3 Ring cavity SNSPD
This project’s results are for SWIR photon detection but show that this design can be tailored
for different wavelengths. Current research by [53, 242] show the SWIR photon detectors are
becoming more desirable as the capabilities of SWIR for quantum information is proven. Further
research in SWIR for quantum information showing it can out perform current operations and
over come the limitations will provide further worth the SWIR SNSPDs. This research also has
obvious progress in moving towards the fabrication of the devices and testing detector efficiency
for devices in a live environment. The simulations also showed that in the multimode area of
the ring cavity SNSPD multiple "hot spots" could lend to multiple nanowires being in the ring to










FABRICATION OF WAVEGUIDE INTERGRATED SNSPD WITH
PASSIVE OPTICAL COMPONENTS
In this appendix we provide a detailed overview of the fabrication steps taken to produce awaveguide intergrated detector on SOI. The intention of this appendix is to demonstrate thecapabilities needed to produce the designs laid out in Chapter.6. First, covering the theory
and specific fabrication tools and techniques required to produce the device. This is followed by a
recipe used to fabricate the device, with the end being subject to theory. Along the way we present
any results demonstrating the quality of components fabricated.
A.1 Method
There are usually multiple components to the device and the entire fabrication process used in
making each component needs to be tested to ensure the sufficient quality of that component
[287]. Additionally cross fabrication, where another component/building block is used to make
the fill device, affects the quality of other components on the device. Each of these different
components can also overlap in fabrication producers. To separate the fabrication step, a system
of layers is implemented, that guides the design flow. This ensures that each fabrication step
gives clear information on how components may interact with other fabrication processes. An
example of some components are the superconducting nanowire hair pin structure, Si optical
waveguide and Au electrical contact pads. Where the Si layer is used to form optical waveguides,
you can also etch the superconducting layer if the nanowire is not properly protected or the
system is calibrated.
The substrate used for these fabrication methods is Silicon on Insulate (SOI) with a 220n m of
Si on top of a 2 µm Burried Oxide (BOX) SiO2 layer, that sits on a Si substrate base. In the thesis
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SOI wafers are already supplied in this format, therefore their fabrication is not covered. They
usually come with a protective photo-resist layer, which protects the Si from contamination. This
layer is removed through chemical etching. The sample is washed in an acetone solution for up to
2 minutes. Acetone can leave a residual layer, therefore isopropylalcohol (IPA) is used to wash any
residual off before it is rinsed with water and blown dry with a nitrogen gun. This is all performed
in a vacuum hood. The vacuum hood has a positive flow coefficient, to minimise contamination
on samples and to avoid chemical vapour building up, providing protective shielding for the
users. You may also use this to remove contaminates to prepare new samples for processing and
between fabrication steps, where the samples might have been exposed to multiple potentially
damaging environments.
A.2 Fabrication Techniques
A.2.1 Spin Coating and baking
To perform lithography [288], a layer of resist needs to be applied to the sample to provide
a platform to determine what material of the Si layer needs to be kept to create the optical
components. The depth of the resist is a thin layer allowing for penetration of the light or
electrons that chemically alter the resist. Resist is applied through a spin coater and then
baking this to harden. The thickness can limit the resolution of features that can be defined with
lithography processes and etching.
The spin coat allows us to produce a uniform thin layer of resist on top of the substrate. The
sample sits on a chuck and is held in place with a vacuum. This chuck spins at a speed which
determines the thickness, depending on the viscosity of the resist pipetted on top. Resists come
with a data sheet explaining the thickness of the resist layer produced depending on the speed,
which typically follows this relation:
(A.1) h ∝ω−m
where h is the height of the resist layer, ω is the spin speed in revolution per minute (RPM)
and m is a constant depending on the material viscosity. This theory explains that generally
the faster the spin speed, the thinner the resist layer. As the resist layer also depends on the
viscosity of the resist, diluting the solution can also decrease the thickness of the layer. After spin
coating, the resist is usually baked at 200 °C on a hot plate, to allow the resist to cure in order to
maintain the thickness.
A.2.2 Lithography
Lithography [289] is the chemical process to print an image onto a 2D surface. We can consider
the surface to be 2D as the thickness of the print layer is negligibly thin compared to the plane
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of the material. This process is heavily used in printing quantum optics circuits, as it defines
the geometries of the structures on the device. There are two different types of resist in the
form of positive and negative resists. Positive resist is already insoluble and the lithography
process defines areas through the reactive lithography process the areas to become soluble.
Negative resist is vice-versa. The distinction is found when you perform lithography with light
or electrons: turning the structures that the photons or electrons are incident on soluble. Poly-
Methyl Methacrylate (PMMA) and ZEP520A are examples of positive resists, whereas Hydrogen
Silsesquioane (HSD) and LOR 7B are negative resists. They each provide benefits depending
on the structures being made and can provide different resolutions when combined with the
resist. As well, you have optical and E-beam type resists that are designed to be reactive with the
different lithography methods.
A.2.2.1 Optical Lithography
Optical Lithography [290] is a process used for larger structures on quantum optical devices, due
to the wavelength of the light used. Ultra-violet (UV) lights is used in the development process
for the contact pads structures. Projecting light on-top the surface turns the resists insoluble
to the developer. Allowing for a mask to determine geometry of the structures on the device, by
blocking and allowing UV light through in the areas defined.
A.2.2.2 Electron Beam Lithography
Electron Beam Lithography (EBL) [291] is use to write high resolution components on to photonics
devices. This process uses electrons as the source over light, as the smaller wavelength of electrons
allows for a sharper definition. The method of generating the electrons is the same as a Scanning
Electron Microscopy (SEM) device, using a thermionic emission source in the form of a heated
filament lamp, therefore EBL devices are usually also used as SEMs. SEMs are key for the
calibrations and sample preparation required to preform EBL to a high standard. The electrons
are guided through an aperture that is one of the components in controlling the resolution. The
area the EBL can cover without having to re-position mechanically is called the write field. A
write field is on the scale of hundreds of micrometers. The EBL is deflected within the write field
area, to write out the components. Components such as waveguides connect over multiple write
fields, therefore re-positioning is required, that can lead to stitching errors, or misalignment
between write fields. During calibration, this is corrected with markers on the sample to calibrate
the write field.
The resolution of the EBL is defined by the following parameters:
Electron Acceleration Voltage
The accelerating voltage within an E-beam system determines the amount of momentum that
the electrons have. A higher momentum allows for deeper penetration into the resist to ensure
that the entire thickness is reacted with. Higher momentum reduces the beam size as the high
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momentum reduces side scatter, also increasing the resolution of the components. Changing the
amount of time the beam is incident is also key as high energy in one location can cause an
overreaction, distorting the features.
Resist type and thickness
As mentioned earlier, these can affect resolution as the molecular size and their structures
determine the scattering magnitude. The resists chosen to be used in E-beam are PMMA [292],
HSQ [293] and ZEP520A [294]. PMMA and HSQ provide high resolution EBL results with
pattern features down to 10 nm, while ZEP520A shows high resistance to etching techniques,
providing greater selectivity.
Step Size
The distance between each e-beam pulse: the smaller pulses overlap and create less roughing on
structures, but also the write time increases.
Aperture mode
The size of the aperture, determined by the number of electrons flowing through and therefore
the beam current. Smaller beam current requires a longer dwell time to achieve the same dosing.
An important metric to keep control of is the dosage measured in µCcm−2, and the require-
ment for each resist is dependent on the chemical and the thickness. Finding the correct dosage
is key, as over-dosing creates over-size components and under-dosing can lead to the reverse. A
correct dosage to allow for full penetration for the electrons is called the clearance dose. Using
the clearance dose results in fully developed resist underneath the beam.
A.2.2.3 Dosage test of nanowires
E-beam Lithography using the Raith Voyager system was used to find the current per an area
(which we will call the dosage) needed to give nanowires of consistent width to a resolution of a
few nanometers. Si was used as a substrate depositing FOX-16 HSQ via spin-coating at 2000
RPM for 30 second, to give a thickness of 0.95 µm. Four different designs of nanowires were
patterned to study how the U-bend from the E-beam differs. The designs are numbered 1-4 going
left to right.
The SEM used an accelerating voltage of 5 kV. The higher the accelerating voltage, the greater
the penetration depth of the electrons. The higher voltage gives better resolution, but due to the
thickness of the HSQ and the transparency of the electrons, no nanowires could be imaged at
this voltage.
As the substrate and HSQ are dielectrics, electric charge from the incoming electrons disperses
on the surface, and causing reflection of incoming electrons, potentially reducing the quality of
images. To overcome this a sputter system was used to deposit a Au/Pd metal layer of 10 nm, to
provide a conductive surface for the charge to flow over. Au/Pd is used as its structure is relaxed
and crystal structure fits well at thin thickness.
Even using this technique the resolution of the SEM system is stretched, going to several
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FIGURE A.1. SEM Images of nanowire E-beamed to have 80nm width with curved
U-bend end at a dose of 4.6 times 250 µmC/cm2.
nanometers. Figure.A.1 shows the nanowire of design 1 to have a quality of a recognisable
structure, at the scales needed to produce usable nanowires. With a measured width of 9 6nm,
this is within other nanowire designs that vary from 80-150 nm. As the design is made of separate
polygons, misalignment areas can occur. As shown in the image there is a continuous wire with
no visible signs of imperfections.
Design 2 in Figure.A.2a has a thicker design than the other two that can be seen compared to
the other nanowires. All the nanowires in Figure. A.2 have a continuous structure. Designs 3 and
4 in Figure. A.2 b), c) have no visible difference in designs, even though one is made of 3 polygons
and the other one continuous polygon. Therefore the alignment at this scale is considered to give
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FIGURE A.2. SEM Images of nanowires E-beamed to have 80 nm width with curved
different U-bend structures. Left to right: the left is made of 3 polygons, two for the
nanowires and one 330 nm thick polygon for the U-bend. Next is one single polygon
with a 160 nm thick U-bend, and the last is 3 polygons again with a 160nm thick
U-bend. All are at a dose of 4.6 times 250 µmC/cm2.
the performance needed to produce nanowires.
A.2.3 Reactive Ion Etching
Reactive Ion Etching (RIE) [295] is a technique used to remove material from a surface, ultimately
allowing for patterns and components to be etched into the layers. The etching process forms
the structure of waveguides, grating couplers and other passive optical components. The RIE
mechanism is as follows: The sample to be etched is placed in a high vacuum chamber, which
is then filled only with the gas to be used to etch the sample. An electric field is driven across
the gas to form a plasma, creating ionised particles that are then accelerated towards the target.
As two parallel capacitor plates sit either side of the sample, this allows for a single direction
of etching, allowing for an an-isotropic etching method over chemical etching. Chemical etching
involves dipping the sample in a liquid that erodes away the material. A feature of this is its an
isotropic etching process eroding the material equally in all directions. The etching mechanisms
are both physical and chemical, meaning the consideration of the momentum, the mass of the
particles can affect etch rate as well as the charge and the electronegativity. Physically etching
is when the momentum from the particle breaks the bond in the materials through transfer of
kinetic energy from the etching material onto the surface. Chemical etching is a chemical reaction
between the etching particles and the substrate particle, where this bond is stronger than the
surface particles bonds.
Metrics for consideration while performing RIE are the etch rate, the selectivity and the
anisotropy. The etch rate is the speed that etching through the layer of films occurs at, which
is typically between 10 to 100 nm a minute. Selectivity is a ratio between the materials that
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are being etched. Different materials will etch at different rates, so if etched simultaneously the
difference between the height of structures may differ before and after the etching process. This
is a key concept to understand and control, by using resists’ thickness and composition to tailor
the finished components dimensions. An example of this is determining the correct height of HSQ
on top of Si, to protect the Si long enough to form a 220 nm deep waveguides. Knowing the ratio
between their etch rates will determine the thickness of the HSQ needed. If the etch rate of HSQ
is greater than Si, more than 220 nm of HSQ thickness is needed.
Anisotropy is when etching in one dimension occurs at a faster rate than another. In the
case of RIE, etching only in the Z-direction perpendicular to the plane of the sample is typically
desired. For the purpose of fabrication of waveguides and other photonic components, the aim
is to have etching in only one dimension, so no slanted angle side walls on waveguide occur, or
undercutting. Undercutting is where a material with a higher etching rate is under another,
therefore forming an overhang if left to over-etch.
A.2.4 Deposition
A.2.4.1 Evaporation
This technique [296] is used to coat the electrical contact pads needed to apply a potential bias
across the nanowire. Using optical lithography and spin coating, the area for metal deposition is
left exposed. During the metal evaporation coating, the whole sample surface is coated by the
resist, which allows for a technique called lift-off. The contact pads are made of a 20 nm thin
layer of Cr followed by a 200 nm layer of Au. The Cr acts as a buffer layer, providing a phase
matching between the Si substrate and the Au. It is not used entirely due to its high oxidation.
Samples of each of the metal are placed into crucibles, and are connected to a high amperage (up
to 20 A) DC power source. The sample is placed above them facing downwards, in the direction of
the metal vapour path.
The evaporation process is performed in a bell jar, allowing for a high vacuum to be obtained,
to minimise the number of containments on the sample that can nucleate from the atmosphere,
due to the high temperature achieved in the bell jar. Using a roughing and diffusion pump, the
system is evacuated. A high current is applied across the Cr first, and the deposition rate onto
the sample is measured using a crystal next to the sample and the deposition rates onto both are
assumed to be equal.
The crystal vibrates at a resonance frequency, and this frequency changes when matter is
deposited. By calibrating the crystal, and knowing the rate of change of frequency from the
material deposited onto, we can calculate and determine the rate of deposition and the total
deposition of material onto the sample by the difference in the driving frequency applied to the
crystal. This is a different rate for different materials and therefore the driving frequency and
voltage is selected dependent on the material being deposited.
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A.2.4.2 Magnetron Sputtering
This is a technique [297] to deposit ultra thin films of high evaporation point materials. Target
samples are in a vacuum environment to reduce contamination. The target is heated to close to
1000 °C as the temperature allows for nucleation on the targets’ substrate surface. Sources of
the constituent materials are heated with RF or DC bias sources, depending on their magnetic
properties. Ar gas is used inside the chamber and an electric field is used to create an Ar plasma.
The Ar ions in the plasma are accelerated towards the sources using the magnetic field within
the chamber. The sources emit material with an even probability distribution across the chamber.
Source material that comes into contact with the target sample nucleate onto the substrate.
Multiple sources can be used at once and their DC or RF voltages can be tailored to change their
emission rates. The emissions rates and proximity to the target sample tailors the stoichiometry
of the thin film formed. In the University of Bristol a Magnetron sputter device is used to produce
MoSi films for SNSPDs, using Mo and Si sources. This is a key step required in the fabrication
of the SNSPDs and the stoichiometry, thickness and material of the films all play an important
part in the properties of a SNSPD. Film growth is a heavily researched topic in itself, that is not
covered in this thesis but is referenced here to form a complete pictures of the fabrication process
required to develop a waveguide integrated SNSPD.
A.2.4.3 Lift-off
After the metal contact layers have been deposited on the top layer, part of the layer is removed
to leave a metal layer in the shape of the features designed. The bond between the metal layer
and the Si layer will remain bonded, while the resist layer that sits between the other regions
between the metal and Si will dissolve in a developer such as TMAH or acetone. Lifting-off the
metal not needed, leaving the desired features.
The devices are placed in a bath of the developer and this then undergoes sonicfication to
assist in the penetration of the developer of the resist, to remove all resist and leave only the
metal layer.
A.3 SNSPD Fabrication Recipe
In this section we break down the step-by-step process of the fabrication method to create a
waveguide integrated WSi SNSPD for SWIR. Figure.A.3 shows a cross-section of each steps’
results.
Concept: Creating a waveguide integrated SNSPD, with a WSi nanowire on SOI and Au
contact pads for probing. The idea is to have a hairpin nanowire 100 nm wide and 10s of micron
long, laying on top of a 500 nm × 220 nm Si waveguide, with a grating coupler for 1550 nm at the
end of it. The nanowire will be connected to Au contact pads.
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FIGURE A.3. Step-by-step guide to the fabrication of a waveguide integrated SNSPD.
Each step is explained in the text in-depth, but here we list the techniques used.
We assume that the method will start with a supplied SOI waffer, as this is a well-
supplied material. 1)2): Sputtering of WSi. Deposition of contact pads 2)3):
Spin coating and baking, 3)4): Optical Lithography and development, 4)5):
Sputtering of Cr and Au, 5)6): lift off. Fabrication of SNSPD: 6)7): Spin
coating and baking, 7) 8): EBL and development, 8) 9): RIE. Fabrication of
Waveguide: 9)10): Spin coat and bake, 10)11): EBL and development, 11)12):
RIE
Listed below are tables of the settings used for different fabrication equipment listed in the
fabrication recipe.
A.3.1 Contact Pads
A.3.1.1 Optical Spin Coating of Optical Resist and Development
This fabrication step covers parts 2) to 4) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.1.
1. The specification for the spin coating setting is found in Table. A.1.
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Ref Resist Spin (RPM) t (s) αs (RPM/s) Developer Dev t (s) T (OC) Bake t H (nm)
SC1 FOX-16 2000 30 2000 TMAH 120 150/200 120/120 80
SC2 950 PMMA A4 4000 60 4000 IPA:MIBK (3:1) 50 100 90 200
SC3 950 PMMA A9 4000 60 4000 IPA:MIBK (3:1) 90 100 90 1500
SC4 LOR 7B 2000 30 2000 MIF326 35 200 60 600
SC5 S1805 3000 10 3000 MIF326 35 110 60 200
SC6 FOX-14 5000 30 5000 TMAH 120 150/200 120/120 200
Table A.1: The spin coat settings required for each of the steps outlined in the fabrication recipe:
T is the temperature, t is the time, αs is the acceleration and H is the height.
Ref Etcher Material Rate (nm/min) Chemical SCCM RF (W) Pressure (mTorr)
E1 JLS WSi 8.4 CHF3:SF6 21:2 50 10
E2 ICP Si 32 CHF3:SF6 14:56 30 10
Table A.2: The RIE settings for the above fabrication recipe.
Structure Column Mode Resist Doseage (µC/cm) Comments
Contacts Pads HCA p70 PMMA A9 1000 Focus on sample
Nanowires LCA p30 HSQ 1125 Burn Dots
Optical Components LCA p30 HSQ 1100 Burn Dots
Neg Optical Components LC-Ap30 PMMA A4 500 Burn Dots
Table A.3: The EBL settings used in the above fabrication steps
2. Dice the samples into 8 mm square slices using the dicing machine or the diamond pen
cutter. Do this on a cleanroom tissue paper, using tweezers to hold down the sample and
forming straight deep scratches onto the polished side. Then turn and place pressure with
the pen on the other side of the sample until the force causes the sample to break, along a
straight line down. You can measure using a ruler.
3. Sonicate the samples in acetone for 20 mins and then clean off in IPA and then DI water.
4. Turn on the mask aligner and allow for the system to warm up, for the emission source to
reach temperature to emit the correct wavelength of light for the optical lithography.
5. Clean the spin coater, the hot plate, the pipette, the sample holder, and all equipment with
IPA and tissue paper. This is to avoid contamination.
6. You will now perform the spin coating. You will need:
Optical Resist: LOR7B
Optical Resist: S1805 Yellow
200µl Pipette
Tissues Paper
Optcail Resist dedicated spin Guard
Tweezers
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Spin Coater
IPA








7. Take LOR 7B and S1805 out of the bottle into a small test sample tube and ensure that you
label them correctly.
8. The program for the spin coater (Spinner 1) for LOR 7B is Prog 23: 2000 RPM, 30 seconds,
4000 RPM/s. and you bake for 1min at 200 degrees.
9. The program for S1805
10. Resolution: 3000 RPM, 10 seconds and 4000 RPM/s and then you bake for 1 min at 150
degrees. Cover the entire sample with Optical resist, ensure that the tip doesn’t touch any
surface, make sure there are no air bubbles in the deposited resist and spin up the spinner
very shortly after depositing resist.
11. After spin coating the sample, ensure the back of the sample is clean or comes off after you
bake, as it could just peel off then. Make sure you bake between each coating. Both coatings
go onto the same sample, one after another after each other’s baking.
12. Leave the sample space clean.
13. Take the optical mask and align with the design and overlap.
14. Ensure that the mask is cleaned with IPA and that it creates a tight vacuum seal around
the optical mask holder on the optical mask. Ensure that the chrome side is facing down
and line up the sample with the correct design. Ensure that the chip is touching the optical
mask, by looking for absence of diffraction from the mask on the sample, by looking through
the microscope. Make sure there is not too much pressure to break the mask, but enough to
ensure good uniform contact.
15. Expose the mask to 75 seconds of UV light, timing it separately and ensuring that it ends,
so as not to over expose. Remove sample and complete with the rest.
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16. After this develop the sample in developer MF316 for 2 minutes and then use DI water to
stop the development process. Ensure that the sample is dried with the Nitrogen gun on
tissue paper.
A.3.1.2 Evaporation of Cr and Au contact pads
This fabrication step covers parts 4) to 5) in Figure. A.3.
1. Stick the samples to a glass slide, using Carbon tape, shiny side exposed.
2. Follow the evaporation procedure for the evaporator provided.
3. Use the Chromium rodes and the Au particles in the white crucible and ensure that the Cr
rode is on the right side and the Au on the left side.
4. Once all is loaded and pumped down and you are ready to expose, use the evaporator
instructions to evaporate the materials. Use previously logged voltages for Au and Cr as
references. Ensure you meet and stay at this voltage, and only use the shutter to allow for
deposition.
5. Allow the system to cool properly before removing the samples.
A.3.1.3 Lift-Off
This fabrication step covers parts 5) to 6) in Figure. A.3 .
1. Place the samples on a dish still attached to the glass slide and trap in a container along
with acetone, so that the vapour for the acetone only penetrates the sample. Leave this for
24 hours, and there should be cracks where the Au should peel away.
2. Take the samples and place them into the white plastic sample holder in Dondus draw.
Place the samples in here, and in a beaker of acetone and sonicate for up to 20minutes. All
of the Au should peel away where the resist was left.
3. If the Au has not lifted off, you can squirt acetone directly onto the sample, while being held
over a large container. The chemical and the force from the acetone will remove remaining
Au. This is a last resort as it can damage the Au that you want to keep on the sample.
4. Ensure you clean the sample with IPA and DI Water after this step.
5. After this you must clean with MIF326 developer to remove the LOR 7B that does not come
off with acetone and was underneath the S1805. The chip will be red in colour before this
and become the original colour when started after cleaning.
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A.3.2 Nanowire
A.3.2.1 Spin coating HSQ of NW E-Beam
This fabrication step covers parts 6) to 7) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.1.
1. Clean the spin coater, the hot plate, the pipette, the sample holder, and all equipment with
IPA and Tissue Paper.












3. Take fresh HSQ out of the bottle into a small test sample tube and let it warm up for
20mins, by setting a timer. You can prepare the other equipment during this time.
4. The program for the spin coater (Spinner 2) is Prog 23: 2000RPM, 30seconds, 4000RPM/s
5. Cover the Sample completely with HSQ, ensure that the tip doesn’t touch any surface,
make sure there are no air bubbles in the deposited HSQ and spin up the spinner very
shortly after depositing resist.
6. After spin coating the sample, ensure the back of the sample is clean or comes off after you
bake, as it could just peel off then.
7. Bake for 2 mins at 150 degrees and then 2 mins at 200 degrees.
A.3.2.2 E-beam on nanowire and development
This fabrication step covers parts 7) to 8) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.3.
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1. Following the designs provided by the GDS. E-beam the nanowire to match and expand
onto the Au probe contact pads, to ensure a strong connection and that the impedance
constraint is only in the detection area of the nanowire.
2. Use the alignment markers and auto-align the nanowire, using the Au crossers to match
the nanowire onto the contact pads. Make sure that layer 61 and auto-alignment markers
are placed and that they are e-beamed onto the sample.
3. Develop the sample in TMAH for 2 minutes and stop the development with DI water. You
can etch for a longer time if needed.
A.3.2.3 Etching of WSi nanowire
This fabrication step covers parts 8) to 9) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.2
1. Using the JLS etcher, run the recipe through first for 5 minutes with our own dedicated Si
sample wafer as a holder. The recipe to Etch WSi and is:
7nm/s 21 CHF3 SCC : 2 SF6 SCCM 50 Watts Power RF 10mTorr Pressure 50 seconds
2. Afterwards, place the sample in the centre and allow the system to pump down and etch
the sample for 50 seconds. Do each sample individually, allowing them to be in the centre
to ensure a uniform RF electric field strength of the sample.
3. Remove the sample and check the current and etching with the 4-probe measurement and
the AFM.
A.3.3 Optical Components
A.3.3.1 Spin coating on PMMA
This fabrication step covers parts 9) to 10) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.1.
1. Clean the spin coater, the hot plate, the pipette, the sample holder, and all equipment with
IPA and Tissue Paper.




HSQ dedicated spin Guard
Tweezers
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3. Take fresh HSQ out of the bottle into a small test sample tube and let it warm up for
20mins, by setting a timer. You can prepare the other equipment during this time.
4. Program the spin coater with settings to: 4000RPM, 60seconds, 10000RPM/s
5. Cover the Sample completely with HSQ, ensure that the tip doesn’t touch any surface,
make sure there are no air bubbles in the deposited HSQ and spin up the spinner very
shortly after depositing resist.
6. After spin coating the sample, ensure the back of the sample is clean or comes off after you
bake, as it could just peel off then.
7. Bake for 90 seconds at 100 degrees.
8. Add a second layer repeating the steps above. As one coat will make 200nm thick which is
not enough, a second coat will give 400nm thickness, enough to safely etch.
A.3.3.2 E-Beaming Optical Structures
This fabrication step covers parts 10) to 11) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.3
1. Using the designs from Macks previous work and the designs provided, the structure will
just be one GC connected to another making multiple structures.
2. Take the GDS structure from the designs and go through E-beam Calibration. Use a base
dose of 250µC and a dose factor 1.8-1.93, on the structures for HSQ. Use a low column
mode, Aperture size 30, ensuring that focus, stigma, write field alignment and dot burning
has occurred.
3. After the samples have been E-beamed, they will be developed in TMAH for 2 minutes
and then washed in DI water to stop the development process. Inspect under the optical
microscope for further development.
4. In this circumstance is we are using PMMA here, which is a positive resist and the sample.
Therefore the e-beaming will occur in the locations where the structures are not located.
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There will be trenches around the waveguide and GC to allow them to be etched out.
Positive resist is being used to cover the Au contact pads, to then be allow use in the ICP
etcher.
A.3.3.3 Etching the Si for Passive Optical Components
This fabrication step covers parts 11) to 12) in Figure. A.3. The specification for the spin coating
setting is found in Table. A.2
1. Place the Sample on a Si wafer and place into the load lock of the ICP and insert the sample
into the system. Wait for pump down and select the recipe named: MackSi2018a
2. Etch the device in the ICP etcher with a recipe of: 56:14 SCCM, SF6:CHF3, 30W RIE Power,
32nm/min You will have to use the Interferometor to track the etching and stop at the
moment you reach the end of the Si as the etch rate can vary slightly.
3. Stop the etching immediately and remove the sample to then be taken for SEM.
4. Inspect the devices with SEM, looking at the wall roughness and the etch depth, measuring
the contrast and ensuring that a HSQ capping layer still exists.
5. After etching, clean off the remaining PMMA with Acetone.
A.3.4 Geometrical Dimensions of all layers
For each step different layers are fabricated. For each step we list here the materials that were
added and their dimensions as a look-up reference.
1. 1): SOI Si: 220 nm, SiO2: 2000 nm, Si Substrate: millimetres
2. 1)2): Superconducting Materials (WSi) 7-10 nm
3. 2)4): LOR 7B 700 nm, S1805 500 nm
4. 4)6): Cr 20 nm, Au 200 nm
5. 6)8): HSQ 90 nm




In this appendices we have covered the techniques necessary to develop a waveguide integrated
SNSPD, using the recipe defined. We described how to use E-beam Lithography, Sputters, Optical
Lithography, RIE, and spin coating to perform the recipe. We provided a step through step guide
of the tools needed and the processed used at each step. With these techniques it would be
possible to continue on the research presented in Chapter 6, to fabricate the design to test the
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