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Resumo
Este trabalho tem como objetivo extrair informações preliminares sobre a utilização da
abordagem Behavior Driven Development (BDD) a partir da mineração de repositórios
de software livre. Essas informações também podem ser usadas para melhoramento do
uso de BDD nos projetos atuais. Além disso, esse trabalho pode ser usado para alavancar
novos questionamentos futuros sobre como o BDD é usado.
Palavras-chave: BDD, Mineração de Repositórios de Software
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Abstract
This study had the purpose of extracting preliminary information about the usage of
the Behavior Driven Development (BDD) method by using data mining of open source
repositories. With this knowledge, projects that already use BDD can improve their
already used methods. Also, this work can be used for new future questioning about the
usage of BDD.
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Os métodos ágeis são uma reação aos métodos tradicionais de desenvolvimento de soft-
ware, onde é reconhecida uma alternativa para processos de desenvolvimento de software
dirigidos à documentação [6]. Tanto os métodos ágeis quanto os métodos dirigidos a pla-
nejamento possuem suas características próprias e existem projetos onde certo método
claramente funciona melhor e o outro método terá dificuldades [7]. Segundo Beck [6],
o primeiro princípio do manifesto ágil é “Nossa maior prioridade é satisfazer o cliente
através de rápidas e contínuas entregas de software”.
O Test Driven Development (TDD), inventado por Kent Back em 2003 [8], é um
método ágil e consiste na criação automatizada de testes em pequenas e rápidas iterações,
antes mesmo de se desenvolver qualquer código funcional. Visando melhorar o já existente
TDD, Dan North inventou, em 2006, o processo chamado Behavior Driven Development
(BDD) [9], que consiste em um conjunto de práticas de engenharia de software projetadas
para ajudar equipes a construírem e entregarem software de melhor qualidade mais rápido
[2].
Com o advento de abordagens como BDD, o processo de desenvolvimento de software
pode evoluir e se adaptar. Neste sentido, diversas estratégias, técnicas e ferramentas são
definidas com o objetivo de apoiar o processo de desenvolvimento seguindo abordagens
como o BDD. Entretanto, para isso, vê-se a necessidade de compreender como a comuni-
dade de desenvolvimento de software utiliza tais abordagens, maximizando a possibilidade
da aderência da comunidade na utilização de novas estratégias, técnicas e ferramentas ba-




Este trabalho tem como objetivo geral descobrir como o BDD é utilizado em repositórios
Open Source Software (OSS), em particular, no GitHub. Ele também procura descobrir
quais as linguagens mais relevantes que utilizam BDD e o foco com que a abordagem é
dada ao longo do processo de desenvolvimento de software.
1.2.2 Objetivos Específicos
Essa pesquisa procura responder quais as características quantitativas relativas a tama-
nhos médios de steps por cenário e de cenários por feature. Em geral, a literatura re-
comenda que um cenário BDD deve ter em torno de 3 a 8 passos (steps) por cenário.
Queremos avaliar se essa recomendação é seguida. Queremos também avaliar quais são
as linguagens de programação mais utilizadas por repositórios que utilizam BDD. E por
fim, planejamos saber com que frequência são feitas as atualizações BDD em relação aos
commits do projeto.
1.3 Metodologia
Este trabalho é um estudo de caso e foi feito em quatro partes: definição do problema,
planejamento, execução do estudo e análise dos dados.
1.4 Resultados Alcançados
Ao final desse trabalho, concluiu-se que as linguagens mais utilizadas em projetos que usam
BDD são Java, JavaScript, Python e Ruby, que o número médio de steps por cenário é de
2 a 4, que o número médio de cenários por feature é de 1 a 5 e que não há relação direta
entre o tamanho do repositório e seu número de features.
1.5 Organização do Trabalho
Este trabalho está organizado em cinco capítulos. No Capítulo 1, é apresentada uma
introdução do trabalho. No Capítulo 2, temos o referencial teórico, que aborda breve-
mente sobre os conceitos de BDD e mineração de dados. No Capítulo 3, a metodologia
é apresentada. Nela, é exibida a definição do problema, o planejamento e a execução da
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Este capítulo pretende expôr a base teórica do trabalho para que o leitor tenha conheci-
mento sobre o assunto tratado neste trabalho. Ele irá explicar melhor sobre o Behavior
Driven Development na Seção 2.1, sobre mineração de dados na Seção 2.2 e sobre a API
do GitHub na Seção 2.3.
2.1 Behavior Driven Development
O Behavior Driven Development (BDD) é um conjunto de práticas de engenharia de
software projetadas para ajudar times a construírem e entregarem software de melhor
qualidade [2]. Ele faz isso provendo uma linguagem comum baseada em sentenças simples
e estruturadas expressas em linguagem Gherkin. Linguagem Gherkin é uma linguagem
familiar, estruturada acerca do domínio de modelo, compartilhada entre o negócio e os
stakeholders para comunicar as tarefas conectadas ao desenvolvimento do software [10].
O BDD foi originalmente inventado por Dan North, em 2006, visando melhorar o já
existente Test Driven Development (TDD) [9]. O TDD, inventado por Kent Back em
2003 [8], consiste na criação automatizada de testes em pequenas e rápidas iterações,
antes mesmo de se desenvolver qualquer código funcional. Depois, o código é refatorado
até que o teste passe [11]. Para Smart [2], essa técnica é simples, porém poderosa, pois
encoraja os desenvolvedores a escreverem códigos melhor estruturados e mais fáceis de
se fazer manutenção, o que resulta em menos defeitos durante o processo. Apesar das
vantagens do TDD, muitas vezes ele acaba fazendo o desenvolvedor ficar muito focado nos
detalhes e perder a visão geral do projeto. Isso pode trazer alguns prejuízos ao projeto.
Um deles é a criação de código inútil, por exemplo.
A Figura 2.1 demonstra como funciona o desenvolvimento usando a técnica de TDD.
Primeiro, é escrito um exemplo do que o código deveria fazer, na forma de um teste que
vai falhar. Depois, é escrito código apenas necessário para que o teste passe. Finalmente,
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é revisado o código para ver se há algo que possa ser melhorado e, a partir disso, o código
é refatorado.
Figura 2.1: Esquema de funcionamento do TDD [1]
Segundo Smart [2], o principal foco do BDD é de ajudar a criar o código certo e de
maneira certa. Um código que não é escrito de maneira certa, irá possuir erros, será
difícil de fazer manutenção e, no geral, será descartado para uso, pois não atende seus
requisitos. Já um código que não é certo é um código que não contribui para o objetivo do
projeto. Ele é considerado como esforço inútil, pois recursos foram gastos nele e ele não
será usado. Esses fatores parecem triviais, porém eles acontecem com grande frequência
na indústria de software. O Chaos Report de 2008 [12] revelou que 42% dos projetos
foram entregados atrasados, esgotaram seus recursos ou falharam em entregar todas as
funcionalidades solicitadas e 21% dos projetos foram cancelados inteiramente.
A maioria das ferramentas que usam o BDD, como o Cucumber [13] e o JBehave [9],
por exemplo, utilizam um formato de linguagem chamado Gherkin. O Gherkin é uma
linguagem estruturada [10], sendo facilmente entendível pelos envolvidos e, ao mesmo
tempo, fácil de se automatizar. Por isso, ele é útil tanto para documentação de especifica-
ções quanto para executar testes automatizados [2]. No Gherkin, os requisitos para uma
funcionalidade são agrupados em um arquivo texto de extensão ".feature". Esse arquivo
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possui uma curta descrição da funcionalidade, seguido de cenários ou exemplos de como
a funcionalidade deve se comportar [13]. Podemos ver um exemplo desse tipo de arquivo
na Figura 2.2.
Como pode ser visto, os requisitos do Gherkin estão expressos em inglês, mas como
uma estrutura especificada. Cada scenario é feito por um número de steps, onde cada
step começa com uma palavra chave (Given, When, Then, And e But).
A ordem natural do scenario é Given ... When ... Then. As palavras chave And e But
podem ser usadas para juntar vários Given, When ou Then de um jeito mais fácil de ler
[2].
Figura 2.2: Exemplo de uma funcionalidade no Gherkin [2]
Na Figura 2.3 podemos ver como o BDD agrega ao TDD. O BDD constrói, primeira-
mente, um feature explicando como aquela funcionalidade inteira deve se comportar, em
forma de um teste que vai falhar. Depois, são feitos n ciclos de TDD até que o teste do
feature passe. Finalmente, há a refatoração do feature para ver se há como melhorá-lo e
o ciclo é recomeçado.
Nair [3] explica as diferenças entre o BDD e o TDD. No Test Driven Development, o
teste é escrito para checar a implementação da funcionalidade, porém, conforme o código
evolui, testes podem dar falsos resultados, pois a estrutura do projeto foi modificada.
O Behavior Driven Development também possui uma abordagem inicial de testes, mas
difere por testar o comportamento do sistema da perspectiva do usuário final. Por fim, no
BDD, um teste é escrito que possa satisfazer tanto o desenvolvedor quanto o cliente, mas
no TDD, o teste é feito apenas para satisfazer o desenvolvedor e o código que ele escreve.
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Figura 2.3: Esquema de funcionamento do BDD [3]
Assim como apontado por Vieira [14], nós ficamos sabendo de equipes que usam BDD
em seu projeto, mas quando checamos, eles estão usando apenas uma ferramenta de BDD
para um teste de automação e não o conceito de BDD em si. Segundo Agilealliance [15],
o uso de BDD não precisa de nenhuma ferramenta ou linguagem de programação. Ele
é primariamente uma abordagem conceitual. Transformá-lo em uma prática técnica ou
que necessite de ferramentas específicas tiraria o ponto principal. Logo, Vieira [14] diz
que a ideia principal por trás do BDD é que ele foi feito para prevenir problemas de
comunicação, fazendo todos na equipe se comunicarem mais frequentemente, de maneira
mais eficiente e usando exemplos da vida real e não usando abstrações.
Segundo Smart [2], um desenvolvedor que utiliza BDD não irá pensar em termos
de escrever testes unitários para uma classe particular e sim de escrever especificações
técnicas descrevendo como a aplicação deve se comportar em determinada situação.
Para finalizar, Smart [2] trás as vantagens e desvantagens do uso da técnica BDD. Os
benefícios são os seguintes.
• Reduz desperdício, pois diminui problemas de comunicação;
• Reduz custos, que é uma consequência direta da redução de desperdício;
• É fácil e seguro de fazer mudanças, pois a documentação é acessível para todos os
envolvidos com o projeto;
• Proporciona lançamentos mais rápidos, pois os testes automatizados agilizam o ciclo
de lançamentos.
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As desvantagens são listadas a seguir.
• Requer alto engajamento e colaboração, pois as técnicas BDD são baseadas em
conversação e feedback;
• Funciona melhor em um contexto ágil, uma vez que os requerimentos irão evoluir
conforme a equipe aprende mais sobre o projeto;
• Testes mal escritos podem levar a custos maiores quanto a manutenção de testes.
2.2 Mineração de Repositórios de Software
Segundo Hand [16], mineração de dados é a análise de dados observacionais para encon-
trar relações não esperadas e para resumir os dados em novas maneiras que sejam tanto
entendíveis como úteis para o dono dos dados.
A motivação por trás da mineração de dados é que existem grandes bancos de dados
que contêm informações que são de valor, mas essas informações estão escondidas dentre o
número massivo de dados não interessantes e têm que ser descobertas. Isso é, uma pessoa
está atrás dessa valiosa informação e o objetivo é extraí-la [17].
A análise de grandes quantidades de dados pelo homem é inviável sem o auxílio de
ferramentas computacionais apropriadas. Portanto, torna-se imprescindível o desenvol-
vimento de ferramentas que auxiliem o ser humano, de forma automática e inteligente,
na tarefa de analisar, interpretar e relacionar esses dados. Tudo isso para que se possa
desenvolver e selecionar estratégias de ação em cada contexto de aplicação [18].
Segundo Fayyad [4], o Knowledge Discovery in Databases (KDD) é uma tentativa de
solucionar o problema causado pela chamada "era da informação": a sobrecarga de dados.
O KDD refere-se a todo o processo de descoberta de conhecimento, e a mineração de
dados a uma das atividades do processo. Na Figura 2.4 podemos ver uma representação
do processo de KDD.
Segundo Fayyad [4], as etapas do KDD são: selecionar um conjunto de dados nos
quais a pesquisa será feita, limpar e pré-processar os dados para retirar ruídos, reduzir os
dados, utilizar algum método de mineração de dados de acordo com os objetivos do KDD
e, por último, interpretar os resultados obtidos.
De uma maneira geral, a complexidade do processo de KDD está na dificuldade em
perceber e interpretar adequadamente inúmeros fatos observáveis durante o processo e na
dificuldade em conjugar dinamicamente tais interpretações de forma a decidir quais ações
devem ser realizadas em cada caso [18].
Para Fayaad [4], os objetivos do KDD são definidos pela intenção de uso do sistema.
Podemos distinguir dois tipos de objetivos:
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Figura 2.4: Representação do processo KDD [4]
1. Verificação: o sistema é limitado para a verificação das hipóteses do usuário;
2. Descoberta: o sistema autonomamente descobre novos padrões.
Um dos desafios da mineração de dados é a contaminação dos dados, ou seja, certos
dados entre a amostra não refletem a maioria e podem acabar modificando os resultados
das análises destes dados. Segundo Hand [17], provavelmente não é exagero dizer que todos
os meios de conjuntos de dados são contaminados, apesar de que em conjuntos de dados
pequenos, isso possa ser difícil de detectar. Com conjuntos de dados grandes, isso significa
que o minerador de dados pode encontrar padrões incomuns, que são simplesmente um
artefato do conjunto de dados, registro ou outras inadequações.
2.3 GitHub REST API v3
Segundo Kalliamvakou [19], o GitHub é um site que hospeda códigos de uma maneira
colaborativa. Ele já possui mais de 10 milhões de repositórios e está se tornando uma das
fontes de maior importância no quesito de artefatos de software na internet.
O GitHub possui uma Application Programming Interface (API) que auxilia na coleta
de dados sobre repositórios hospedados em seu site. Essa API se chama “GitHub REST
API v3” e, segundo sua documentação [20], funciona através de requisições HyperText
Transfer Protocol (HTTP) para o seguinte endereço:
1 https :// api. github .com
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Toda informação que é enviada e recebida está no formato JavaScript Object Nota-
tion (JSON), campos vazios são incluídos como null ao invés de serem omitidos e dados
relativos a tempo são retornados no seguinte formato:
1 YYYY -MM -DDTHH:MM:SSZ
Ao se fazer uma requisição do tipo GET, especificando um repositório, é possível
recuperar todas as informações referentes a dado repositório. Essa requisição é feita no
formato a seguir, onde “:owner” é o nome do dono do repositório e “:repo” é o nome do
repositório:
1 https :// api. github .com/repos /: owner /: repo
A seguir, podemos visualizar uma parte de um exemplo de retorno a esse tipo de
requisição. Para este exemplo, foi requisitado o repositório de nome “mocha”, cujo dono
possui nome “mochajs”.
1 {
2 "id": 1451352 ,
3 " node_id ": " MDEwOlJlcG9zaXRvcnkxNDUxMzUy ",
4 "name": "mocha",
5 " full_name ": " mochajs /mocha",
6 " private ": false ,
7 "owner": {
8 "login": " mochajs ",
9 "id": 8770005 ,
10 " node_id ": " MDEyOk9yZ2FuaXphdGlvbjg3NzAwMDU =",
11 " avatar_url ": "https :// avatars2 . githubusercontent .com/u /8770005? v=4"
,
12 " gravatar_id ": "",
13 "url": "https :// api. github .com/users/ mochajs "
14 }
15 }
Kalliamvakou [19] declara que a maior ameaça para a validação de qualquer estudo que
usa o GitHub é que a ferramenta é usada indiscriminadamente para uso pessoal. Enquanto
muitos repositórios estão ativamente sendo desenvolvidos no GitHub, a maioria deles são
repositórios pessoais e inativos. Assim sendo, uma das perguntas mais importantes a
se considerar quando estiver usando dados do GitHub é a de qual tipo de repositório





A metodologia usada neste trabalho é a de estudo de caso, que é um estudo de observação
[21]. Nele, é conduzida uma investigação de uma entidade ou fenômeno durante um
período de tempo [22]. Um estudo de caso pode ser classificado tanto como quantitativo
quanto como qualitativo, dependendo do objetivo da investigação [23]. No caso desta
pesquisa, ele é inteiramente quantitativo.
Este capítulo irá explicar toda a metodologia usada para o desenvolvimento deste
estudo de caso.
3.1 Definição do Problema
Segundo Wholin [23], na fase de definição, a fundação do projeto é determinada. Se a
fundação não for criada devidamente, retrabalho pode ser necessário, ou pior, o projeto
não pode ser usado para estudar o que foi pretendido. O propósito da fase de definição é
definir os objetivos de um estudo de caso de acordo com uma estrutura definida.
A estrutura usada para definir o estudo de caso pode ser encontrada na Tabela 3.1.
Ela é uma versão modificada de um modelo Goal Question Metric (GQM) e foi proposta
por Briand [24].
3.1.1 Objeto de Estudo
Para Yin [25], para se definir um caso, é preciso considerar dois diferentes passos: definição
do caso e limitação do caso. Ao definir o caso, é pensado no objeto a ser estudado. Muitas
vezes, o caso é definido como sendo uma pessoa, porém ele também pode ser uma entidade
ou evento. Após a definição, deve-se limitar o caso. Para fazer isso, deve-se distinguir
o que é importante a ser estudado sobre o caso e o que não é importante. Assim, você
consegue delimitar quais casos são relevantes para o seu estudo. Com esses dois passos
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Dimensão Definição Exemplos
Objeto de Estudo O que será analisado Processo de desenvolvimento,teste de sistema, produto final
Propósito O porquê do objeto seranalisado
Monitoramento, controle,
mudança
Foco de Qualidade Qual propriedade/atributodo objeto será analisada
Custo, facilidade de uso,
confiabilidade
Ponto de Vista Quem usará os dadoscoletados
Líder do projeto, desenvolvedores,
gerente de projeto
Contexto O ambiente Projeto X, na corporação A
Tabela 3.1: modelo usado para definição do estudo de caso
completos, fica mais fácil determinar o escopo da coleta de dados e, em particular, como
distinguir dados do sujeito pesquisado no caso de estudo de dados externos ao caso.
Para essa pesquisa, o caso definido são projetos de software que utilizam o BDD.
Quanto à limitação do caso, foram escolhidos apenas projetos Open Source Software
(OSS) do Github.
3.1.2 Propósito
O propósito deste Estudo de Caso é fazer uma análise quantitativa do uso de BDD em
projetos OSS no GitHub. Sabendo isso, novos projetos podem seguir os moldes mais
populares. Essas informações também podem ser usadas para melhoramento do uso de
BDD nos projetos atuais.
3.1.3 Foco de Qualidade
Foco de qualidade é o efeito primário que está sendo estudado em um experimento [23].
Segundo Briand [24], o foco de qualidade abrange um atributo particular do objeto que
será estudado, monitorado, controlado ou modificado. Ele é a fraqueza mais urgente que
precisa ser analisada. Exemplos de foco de qualidade são custo, confiabilidade, corretude,
mudanças, facilidade de uso e manutenibilidade.
Para este trabalho, queremos apenas explorar os repositórios públicos para aprofundar
o entendimento do uso do BDD em projetos OSS, portanto não há um foco de qualidade
definido.
3.1.4 Perspectiva
Também segundo Briand [24], o ponto de vista identifica as funções ou posições das pessoas
que usarão os resultados das análises dos dados. O objeto de estudo será pesquisado a
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partir do ponto de vista de engenheiros de software, que são as pessoas que utilizam o
BDD.
3.1.5 Contexto
Para Wholin [23], contexto é o ambiente em que o experimento acontece, ou seja, aonde
se encontra o objeto de estudo. Não devemos confundir, porém, o contexto com o objeto
de estudo. Enquanto o objeto de estudo são os projetos em si, o contexto é aonde o objeto
de estudo está inserido e tudo que o influencia. Neste estudo, os repositórios estão salvos
no GitHub e são Open Source Software.
3.2 Planejamento do Estudo de Caso
Nessa seção, será ilustrado como o estudo de caso foi planejado. Esse planejamento
consiste nas seguintes partes:
• Formulação de Proposições: as proposições são declaradas explicitamente e os da-
dos obtidos durante o curso do estudo de caso são usados para responder a estas
proposições;
• Seleção de Variáveis: escolha dos dados que serão buscados durante a pesquisa para
a resposta das proposições;
• Seleção de Sujeitos: escolha dos objetos a serem estudados;
• Forma de Análise: decisão de como analisar os dados da melhor maneira possível;
• Instrumentação: os instrumentos a serem utilizados para realizar o estudo de caso.
3.2.1 Formulação de Proposições
As proposições formuladas para este estudo de caso foram:
1. Quais as linguagens de programação mais usadas por repositórios que usam BDD?
2. Quantos steps têm em cada cenário?
3. Quantos cenários têm em cada feature?
4. O tamanho do repositório tem relação com o número de features?
Estas proposições servirão de guia para o estudo e todos os métodos de análise serão
estabelecidos conforme a necessidade de respondê-las.
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3.2.2 Seleção de Variáveis
Pensando em quais dados sobre o repositório seriam importantes, foi criado o Modelo
Entidade Relacionamento (MER) apresentado na Figura 3.1, que representa o banco de
dados que será usado nesta pesquisa. Além dos dados relevantes para esse trabalho, foram
salvos também alguns dados que não foram usados, mas que poderiam ser importantes
em algum trabalho futuro.
Figura 3.1: Modelo Entidade Relacionamento
O MER possui quatro entidades, representando um repositório, um feature, um cenário
e um step. Quanto aos relacionamentos entre essas entidades, um repositório pode ter
várias features, uma feature pode ter vários cenários e um cenário pode ter vários steps.
As variáveis que serão utilizadas para o estudo de caso são: número de steps, número
de cenários, número de features, tamanho do repositório, linguagem de programação do
repositório, número de estrelas do repositório, data do último update do repositório e
número de forks do repositório.
3.2.3 Seleção de Sujeitos
Nesta etapa, é feita a escolha dos objetos a serem estudos, que são chamados de sujeito. O
sujeito deste estudo de caso é o próprio caso, definido na Seção 3.1.1, ou seja, repositórios
Open Source Software (OSS) que estão no GitHub e que utilizam BDD. O GitHub foi
escolhido por ser uma plataforma aberta, popular e por possuir uma Application Pro-
gramming Interface (API) que ajuda nessa coleta de dados. Foi definido, também, um
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número mínimo de 150 projetos válidos. Para ser considerado válido, o projeto deve ter
pouca diferença entre o último update do BDD e o último update do código fonte, pois
os repositórios que possuem essa diferença muito alta são repositórios que começaram a
utilizar BDD no início de seu desenvolvimento e pararam de utilizar em algum ponto.
Assim, estes projetos não utilizam BDD de verdade e não devem ser considerados como
válidos. Além disso, o projeto deve ter, no mínimo, três estrelas, para que o estudo tenha
certa relevância e não considere projetos muito pequenos. Por último, foi definido que os
projetos seriam procurados usando uma tag, no caso BDD, como pesquisa e ordenando
por número de estrelas.
3.2.4 Forma de Análise
Para se descobrir quantos steps têm em cada cenário e quantos cenários têm em cada
feature, foi decido usar boxplot, pois ele permite analisar e comparar a variação de uma
variável entre diferentes grupos de dados, ou seja, nos permite ver onde estão os valores
mais prováveis, além de valores extremos. Um exemplo de boxplot pode ser visto na Figura
3.2
O intervalo entre o primeiro quartil (Q1, ou quartil inferior) e o terceiro quartil (Q3, ou
quartil superior) é chamado de Intervalo Interquartil (IIQ) e representa onde a maioria dos
dados de encontra. Os limites inferior e superior representam o valor mínimo e máximo,
respectivamente. O limite inferior é calculado como sendo Q1 - 1.5 x IIQ e o limite
superior é calculado como sendo Q3 + 1.5 x IIQ. A mediana é o valor exatamente no
centro do conjunto de dados ordenado em ordem crescente. Por fim, os discrepantes são
os valores fora do limite inferior ou superior.
Figura 3.2: Exemplo de boxplot [5]
Para se descobrir se o tamanho do repositório tem relação com o número de features,
foi decidido que seria feita uma análise através do coeficiente de correlação de Pearson.
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Diferentemente das análises anteriores, essa proposição não foi analisada com gráficos,
pois, mesmo existindo gráficos capazes de mostrar o tamanho do repositório em função
do seu número de features, eles não são suficientes para se chegar a uma análise conclusiva
sobre as duas variáveis terem correlação.
Segundo [23], o coeficiente de Pearson é um valor entre -1 e 1 e, se não há correlação
entre as variáveis, ele é 0. Esse coeficiente r é calculado a partir da seguinte fórmula:
r = (n ·
∑n





(n · ∑ni=1 x2i − (∑ni=1 xi)2) · (n · ∑ni=1 y2i − (∑ni=1 yi)2)
onde x1, x2, ..., xn e y1, y2, ..., yn são os valores medidos de cada uma das variáveis.
Isso vai nos permitir descobrir se há uma correlação entre o tamanho do repositório e
o número de features.
Para essa análise, também serão feitos gráficos de linha para termos uma visualização
geral de como os dados estão dispostos, porém o fator definitivo para validade desse ponto
é o coeficiente de correlação de Pearson.
Finalmente, para saber quais as linguagens de programação mais usadas por repositó-
rios que usam BDD, foi utilizado um gráfico de barras, visto que ele representa bem uma
quantidade de itens de acordo com uma categoria, que é o que procuramos. Podemos
verificar um exemplo de um gráfico de barras na Figura 3.3. O gráfico de barras possui
uma categoria em um de seus eixos, no caso do exemplo um certo hospital, e no outro
eixo, o número de amostras sobre a categoria, no caso do exemplo o número de nasci-
mentos. Para esse estudo, este tipo de gráfico possuirá as linguagens de programação
dos repositórios como categoria em um dos eixos e o número de repositórios que utiliza
determinada linguagem de programação no outro eixo.
3.2.5 Instrumentação
Foi definido que a linguagem de programação utilizada do programa de mineração de
dados seria Python, por ser uma linguagem de programação já conhecida pelo autor deste
projeto e possuir bibliotecas que simplificam o trabalho. São elas:
• Matplotlib: biblioteca de construção de gráficos;
• Sqlalchemy: biblioteca para conexão com o banco de dados;
• BeautifulSoup: interpretador para Hypertext Markup Language (HTML);
• Requests: permite fazer requisições HyperText Transfer Protocol (HTTP);
• Scipy: usada para calcular o coeficiente de correlação de Pearson;
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Figura 3.3: Exemplo de um gráfico de barras
• Pandas: biblioteca para organizar conjuntos de dados.
Ademais, foi utilizado um ambiente integrado de desenvolvimento denominado Py-
Charm para auxílio da programação e organização do projeto.
Também foi definido que o banco de dados a ser usado seria o MySQL, por ser um
banco de dados popular, rápido e de fácil manipulação. Foi utilizado o programa MySQL
Workbench para administração desse banco de dados.
O projeto foi esquematizado de acordo com a Figura 3.4, onde a camada “View”
é responsável pela comunicação entre usuário e o programa, a camada “View_model” é
responsável por conectar a “View” com o banco de dados, além de realizar todos os outros
processamentos necessários e a camada “Model” é responsável por modelar os objetos que
a camada “View_model” usará. Cada um desses objetos representa uma entidade do
banco de dados. Os detalhes de como o projeto funciona serão explicados na Seção 3.3.
3.3 Execução do Estudo de Caso
Esta seção explicará detalhadamente os processos realizados nesse estudo de caso. Para a
execução deste estudo de caso, foi criado um projeto OSS1 que permitiu a coleta e análise
1https://github.com/ggpsgeorge/minerador
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Figura 3.4: Esquema do projeto de mineração de repositórios BDD
dos dados necessitados para a pesquisa. Esse projeto encontra-se armazenado no GitHub
e pode ser acessado por qualquer pessoa. Um esquema do projeto pode ser encontrado
na Figura 3.4.
3.3.1 Busca dos Nomes dos Repositórios
Para sabermos se um repositório está usando a técnica de BDD, precisamos descobrir se
há algum arquivo nele com a extensão “.feature”. Porém, para não procurarmos aleato-
riamente por repositórios que usam BDD entre os milhares de repositórios no GitHub,
foi feito um programa simples chamado “gitHub_scrap.py”, que procura no GitHub por
nomes de repositórios usando uma tag, no caso BDD, como pesquisa e ordenando por
número de estrelas.
O programa, ao ser iniciado, requer uma entrada do usuário, referente ao número
da página inicial. Na primeira vez que o programa é iniciado, é esperado que o valor
de entrada do usuário seja 1, para que o programa colete os dados a partir da primeira
página. Isso é necessário porque a pesquisa retorna várias páginas de resultados. Caso
aconteça algo inesperado e seja necessário terminar o programa no meio do seu processo,
pode-se retornar de onde havia parado entrando com o valor da página desejado.
Após isso, o programa entra em um laço para buscar, a cada iteração, 9 páginas. A
busca é feita até a página 80. No final de cada iteração, há um comando para esperar por
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120 segundos, pois a API do GitHub aceita apenas pesquisas de 9 páginas por minuto. O
código abaixo reflete o que foi abordado do código até o presente momento.
1 inipage = int(input("Ini: "))
2 finpage = inipage + 9
3




8 inipage = finpage
9 finpage = inipage + 9
Para cada iteração, o programa cria um arquivo “usersRepospX_Y.txt”, onde X é a
página inicial e Y é a página final. Como exemplo, o primeiro arquivo criado será chamado
“userReposp1_9.txt”.
Depois, para cada página, é criada uma solicitação dos nomes dos repositórios através
de uma URL, demostrada a seguir, onde j é o número da página:
1 url = "https :// github .com/ search ?o=desc&q=BDD&s=stars&type= Repositories &
p=" + str(j)
A solicitação, então, é feita através de uma requisição HyperText Transfer Protocol
(HTTP) para o GitHub, através da biblioteca “Requests”, e o resultado é a página re-
quisitada da busca dos projetos com a tag BDD por ordem descendente de estrelas. É
usada, então, a biblioteca “BeautifulSoup” para interpretar o resultado e, assim, adquirir
os nomes dos repositórios. Os nomes destes projetos são então salvos no arquivo cor-
respondente criado anteriormente e o programa chega à sua conclusão ao fim de todas
as suas iterações. Abaixo, pode-se ver o trecho de código onde essa requisição é feita,
interpretada e o resultado é salvo no arquivo correspondente:
1 for j in range(inipage , finpage ):
2 github = requests .get(url + str(j))
3 soup = BeautifulSoup ( github .text , "html. parser ")
4
5 all_results = soup. find_all ("a", attrs ={"class":"v-align - middle "},
href=True)
6
7 for result in all_results :
8 f.write( result [’href ’] + "\n")
3.3.2 Modelagem dos Objetos do Banco de Dados
Para representar cada entidade do banco de dados, foi feita uma classe correspondente
a cada uma dessas entidades. Assim, foram criadas as classes “Repository”, “Feature”,
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“Scenario” e “Step”. Cada uma dessas classes herda de uma classe chamada “Base”, para
que a biblioteca “Sqlalchemy” possa reconhecer essas classes e transformá-las em entidades
para salvar no banco de dados. Também é necessário mapear a classe de acordo com sua
entidade correspondente, como pode ser exemplificado no código seguinte, referente à
classe “Repository”:
1 class Repository (Base):
2
3 __tablename__ = ’repository ’
4
5 idrepository = Column (Integer , primary_key =True)
6 path = Column ( String )
7 name = Column ( String )
8 owner = Column ( String )
9 country = Column ( String )
10 language = Column ( String )
11 stars = Column ( Integer )
12 size = Column ( Integer )
13 created_at = Column ( DateTime )
14 updated_at = Column ( DateTime )
15 forks_count = Column ( Integer )
16 watchers_count = Column ( Integer )
17 subscribers_count = Column ( Integer )
18 email = Column ( String )
19 features = relationship (" Feature ", cascade ="all , delete - orphan ")
3.3.3 Coleta dos Repositórios e Armazenamento no Banco de
Dados
A tarefa de coleta dos repositórios e armazenamento no banco de dados é feita inicializando
o programa “main.py”. Inicialmente, ele requer um token de identificação que pode ser
adquirido manualmente pelo site do GitHub. Esse token é necessário, pois o GitHub
normalmente só permite, no máximo, 60 requisições por hora do mesmo endereço de IP,
quantidade insuficiente para as nossas necessidades. Com o token, a quantidade máxima
de requisições aumenta para 5000 por hora, atendendo às nossas necessidades.
Depois, o programa abre um dos arquivos “userReposp.txt” criado anteriormente pelo
programa “gitHub_scrap.py” e cria uma lista com os caminhos para cada repositório. A
criação dessa lista pode ser vista no código a seguir:
1 arq = " userResposp1_9 .txt"
2 f = open(arq , "r")




6 pathapi = "https :// api. github .com/repos"
7
8 ls_paths = []
9 for user in ls_users :
10 ls_paths . append ( pathapi + user)
Percebe-se que o caminho para o repositório é estruturado do seguinte formato:
1 "https :// api. github .com/repos /( nome do usuario )/( nome do repositorio )"
Com a lista de caminhos para repositórios completa, o programa começa um laço que,
para cada caminho da lista, faz uma requisição HTTP ao GitHub, recebe um JSON como
resposta, contendo todas as informações do repositório, salva as informações pertinentes
em objetos “Repository”, “Feature”, “Scenario” e “Step” e salva esses objetos no banco
de dados. Esses passos estão indicados no código seguinte:
1 for path in ls_paths :
2 try:
3 print(" Downloading repository from path: " + path)
4 repository = viewRepository . getRepositoryFromPath (path)
5 print(" Saving repository " + path + " on BD")
6 if repository . features != None:
7 viewRepository . saveRepositoryOnDB ( repository )
8 except :
9 problem_paths . append (path)
10 print("There was a problem with the repository from path: " +
path)
Há um tratamento de erro durante esse processo e, caso haja algum problema com
algum repositório, o programa salva o nome do repositório o qual possuiu erro para
recuperação manual futura e continua seu processo. Também é importante notar que,
mesmo tendo feito o primeiro filtro nos repositórios procurando por repositórios com a
tag BDD, muitos deles não possuem nenhum arquivo de extensão “.feature”, ou seja, não
utilizam BDD. Assim, nessa etapa de coleta de dados, já são descartados os repositórios
que não possuem nenhuma “feature”, ou seja, repositórios que não possuem nenhum
arquivo com extensão “.feature”, pois estes não nos interessam, uma vez que não utilizam
BDD.
A classe “viewRepository” está contida no arquivo “view_model.py” e possui os méto-
dos para coleta dos repositórios e armazenamento no banco de dados, que são os métodos
“getRepositoryFromPath(path)” e “saveRepositoryOnDB(repository)”, respectivamente.
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3.3.4 Aprofundamento no Método de Coleta de Repositórios
O método “getRepositoryFromPath(path)” recebe um caminho para um repositório do
GitHub e então chama o método “get_json_requests(path)”, que cria uma requisição
HTTP para a API do GitHub, utilizando a biblioteca “Requests”, passando o token na
requisição para permitir mais requisições por hora. O GitHub, então, retorna um JSON
com as informações do repositório. No código abaixo, podemos vizualizar o código do
método “get_json_requests(path)”:
1 def get_json_requests (self , url):
2 resp = requests .get(url , headers ={’Authorization ’: ’token {} ’. format
(self.token)})
3 return resp.json ()
A seguir, podemos ver uma parte de um exemplo do JSON retornado pelo GitHub.
Neste exemplo, foi usado o repositório de nome “mocha”, do usuário “mochajs”.
1 {
2 "id": 1451352 ,
3 " node_id ": " MDEwOlJlcG9zaXRvcnkxNDUxMzUy ",
4 "name": "mocha",
5 " full_name ": " mochajs /mocha",
6 " private ": false ,
7 "owner": {
8 "login": " mochajs ",
9 "id": 8770005 ,
10 " node_id ": " MDEyOk9yZ2FuaXphdGlvbjg3NzAwMDU =",
11 " avatar_url ": "https :// avatars2 . githubusercontent .com/u /8770005? v=4"
,
12 " gravatar_id ": "",
13 "url": "https :// api. github .com/users/ mochajs "
14 }
15 }
Com as informações do repositório, o programa começa a salvar os dados relevantes
em um objeto “Repository”, conforme o código a seguir:
1 repositoryJson = self. get_json_requests (path)
2 ownerJson = self. get_json_requests ( repositoryJson [’owner ’][’url ’])
3 repository = Repository ()
4 repository .path = repositoryJson [’url ’]
5 repository .name = repositoryJson [’name ’]
6 repository .owner = repositoryJson [’owner ’][’login ’]
7 repository . country = ownerJson [’location ’]
8 repository . language = repositoryJson [’language ’]
9 repository .stars = repositoryJson [’stargazers_count ’]
10 repository .size = repositoryJson [’size ’]
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11 repository . created_at = datetime . strptime ( repositoryJson [’created_at ’],
’%Y-%m-%dT%H:%M:%SZ’)
12 repository . updated_at = datetime . strptime ( repositoryJson [’updated_at ’],
’%Y-%m-%dT%H:%M:%SZ’)
13 repository . forks_count = repositoryJson [’forks_count ’]
14 repository . watchers_count = repositoryJson [’watchers_count ’]
15 repository . subscribers_count = repositoryJson [’subscribers_count ’]
16 repository .email = ownerJson [’email ’]
Após os dados do repositório terem sido salvos, o método “getRepositoryFromPath
(path)” chama o método “download_files(self, url, dirname, extensao)”, que faz uma
busca recursiva por todas as pastas do repositório. Para cada pasta, ele faz uma requisição
HTTP para a API do GitHub solicitando uma lista dos arquivos da pasta atual e, com
a resposta, procura por arquivos com a extensão “.feature”. Caso encontre, o programa
baixa o arquivo localmente em uma pasta com o nome do repositório dentro da pasta
“dados” do repositório de mineração. A seguir encontra-se o código desse método:
1 def download_files (self , url , dirname , extensao ):
2 dir_urls = []
3 data = self. get_json_requests (url)
4 for raw in data:
5 print(" Checking " + raw[’name ’])
6 if self. find_ext (raw[’name ’], extensao ):
7 print(" Downloading " + raw[’name ’])
8 resp = requests .get(raw[’download_url ’], allow_redirects =
True , headers ={’Authorization ’: ’token {}’. format (self.token)})
9
10 open("dados/" + dirname + "/" + raw[’name ’], ’wb’).write(
resp. content )
11
12 if raw[’type ’] == "dir":
13 dir_urls . append (raw[’url ’])
14
15 if dir_urls != []:
16 for dr in dir_urls :
17 self. download_files (dr , dirname , extensao )
Com os arquivos “feature” salvos, o método, então, começa a lê-los, distinguindo seus
“scenarios” e “steps” e salvando-os em objetos respectivos. Essa parte é feita pelo método
“get_feature_information(path)”, sendo “path” o caminho para o arquivo “feature” salvo
localmente. Esse método pertence originalmente a um projeto OSS2.
A parte do método “getRepositoryFromPath(path)” que procura pelos arquivos “fea-
ture”, salva-os localmente e os lê pode ser encontrada no trecho de código a seguir:
2https://github.com/BDD-OperationalProfile/trace_feature
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1 dirname = repository .owner + "_" + repository .name
2
3 os.mkdir("dados/" + dirname )
4
5 # now getting the projects features and saving in dirs
6 self. download_files ( repository .path + ’/ contents ’, dirname , " feature ")
7
8 # now reading the feature file and saving as an object in the repository
object
9 features = os. listdir (os. getcwd () + os.sep + "dados" + os.sep + dirname )
10 repository . features = []
11
12 for feature in features :
13 repository . features . append (self. get_feature_information (os. getcwd ()
+ os.sep + "dados" + os.sep + dirname + os.sep + feature ))
Após esse passo, o objeto “Repository” está totalmente preenchido com seus dados
necessários, possuindo, inclusive, seus respectivos objetos “Feature”, “Scenario” e “Step”.
O objeto “Repository”, então, é retornado pelo método.
3.3.5 Aprofundamento no Método de Armazenamento no Banco
de Dados
O método “saveRepositoryOnDB(repository)”, que é responsável por armazenar o objeto
“Repositório” no banco de dados, é bastante simplificado pelo uso da biblioteca “Sqlal-
chemy”. Primeiramente, ele cria uma nova “Session”, que está responsável por estabelecer
e manter todas as conversas entre o programa e o banco de dados. Depois, é criado o
“schema” do banco de dados, ou seja, ele cria as tabelas no banco de dados referentes
aos objetos mapeados em “models.py”, caso elas não existam. A seguir, ele persiste os
dados do repositório, ou seja, adiciona as informações do objeto “Repositório” no banco
de dados. Por último, acontece o “commit”, onde esses dados persistidos anteriormente
são salvos no banco de dados. A seguir encontra-se o código do método “saveReposi-
toryOnDB(repository)”:
1 def saveRepositoryOnDB (self , repository ):
2
3 # create a new session
4 Session = sessionmaker (bind=self. engine )
5 session = Session ()
6
7 # generate database schema
8 declarative_base (). metadata . create_all (self. engine )
9
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10 # persisting data
11 session .add( repository )
12
13 # commit and close session
14 try:
15 session . commit ()
16 except ( sqlalchemy .exc. SQLAlchemyError , sqlalchemy .exc. DBAPIError )
as e:
17 print(e)
18 session . rollback ()
19 raise
20
21 session .close ()
Após essa etapa, foram salvos 225 repositórios no banco de dados.
3.3.6 Critério de Seleção dos Projetos de Software
Mesmo com os dois filtros anteriores, um para buscar apenas repositórios com a tag BDD
e um para retirar os repositórios que não possuem nenhum “feature”, ainda é possível
que alguns repositórios salvos não utilizem realmente BDD. Isso pode acontecer com
repositórios que criaram a pasta “features” no início de seu desenvolvimento, mas ao
longo dos dias, os arquivos de códigos foram sendo atualizados e a pasta “features” não.
Os repositórios que caem nessa categoria são categorizados como falso positivos, pois
aparentam ser dados válidos quando, na verdade, não são. Por essa razão, estes projetos
não devem ser inclusos nesse estudo.
Para descobrir esses repositórios, foi utilizado um repositório OSS3. Este projeto ad-
quire os projetos já salvos no banco de dados e calcula a diferença entre o último update da
pasta “features” e o último update de algum código fonte, informações adquiridas através
da API do GitHub. Essa diferença foi chamada de delta e, a partir dos deltas de todos os
repositórios, foi criado o programa “discover_useless_repos.py”, contido no repositório
de mineração deste estudo. Esse programa é utilizado para descobrir esses repositórios
que aparentam utilizar BDD, mas, na verdade, não utilizam. O programa abre um ar-
quivo com os deltas dos repositórios minerados e cria um histograma usando a biblioteca
“Matplotlib”. O histograma pode ser visto na Figura 3.5, que possui, no eixo Y, o número
de repositórios com certo delta e, no eixo X, o delta em si.
O código do programa “discover_useless_repos.py” pode ser visto a seguir:




Figura 3.5: Histograma de comparação da última atualização do BDD com a última
atualização do código fonte
3 f = open(" result_delta .json", "r")
4 deltas = []
5 json = ast. literal_eval (f.read ())
6
7 # creating graphic
8 plt.hist(deltas , bins =50)
9 plt.title(" Deltas ")
10 plt. ylabel (" Numero de repositorios ")
11 plt. xlabel ("delta")
12 plt.show ()
Com esses dados, foi decidido que os repositórios com delta maior que 350 seriam
retirados do estudo, por serem considerados como falso positivos. O seguinte código, per-
tencente ao programa “discover_useless_repos.py”, permitiu descobrir esses repositórios,
que foram retirados manualmente:
1 for repo in json:
2 deltas . append (repo[’delta ’])
3 if repo[’delta ’] > 350:
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4 print(repo[’project ’])
No final, depois de retirados esses repositórios, remanesceram 186 repositórios, que
foram considerados como válidos e utilizados para o estudo.
3.3.7 Compilação dos Dados para Análise
Para a compilação dos dados para análise, foi usado o programa “select_data.py”. Para
cada item necessário para análise, é invocado um método diferente do “view_model.py”,
que busca os dados necessários no banco de dados e retorna esses dados organizados para
que o “select_data.py” possa construir seus gráficos. A seguir, temos um exemplo da
parte do código do “select_data.py” que busca pelo número de cenários por feature nos
100 repositórios mais populares:
1 reposMostPopular = viewRepository .
get100ReposMostPopular_ScenarioPerFeature ()
2 print( reposMostPopular )
3 plt. boxplot ( reposMostPopular [’Number of Scenarios ’])
4 plt.title(" Number of Scenarios per Feature in 100 Most Popular
Repositories ")
5 plt. ylabel (" Scenarios in one Feature ")
6 plt.show ()
O método “get100ReposMostPopular_ScenarioPerFeature()”, por sua vez, conecta
com o banco de dados, realiza uma query referente aos dados que busca no banco de
dados, organiza os dados e retorna-os. A parte de conexão com o banco de dados pode
ser visto no seguinte código:
1 # setting things
2 metadata = db. MetaData ()
3 repositorios = db.Table(’repository ’, metadata , autoload =True ,
autoload_with =self. engine )
4 features = db.Table(’feature ’, metadata , autoload =True , autoload_with =
self. engine )
5 scenarios = db.Table(’scenario ’, metadata , autoload =True , autoload_with =
self. engine )
6 Session = sessionmaker (bind=self. engine )
7 session = Session ()
A parte de criação da query pode ser acompanhada a seguir:
1 # subquery dos 100 mais famosos
2 famososQuery = session .query( repositorios ). order_by ( repositorios . columns
.stars.desc ()).limit (100). subquery ()
3
4 # query principal
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5 sums = session .query( features . columns . idfeature .label(" idfeature "), db.




8 featureJoinScenario = features .join(scenarios , features . columns .
idfeature == scenarios . columns . feature_id )
9 repositoryJoinFeatureJoinScenario = famososQuery .join(
featureJoinScenario , famososQuery . columns . idrepository == features .
columns . repository_id )
10 sums = sums. select_from ( repositoryJoinFeatureJoinScenario )
11
12 # GROUP BY
13 sums = sums. group_by ( features . columns . idfeature )
14
15 # SELECT
16 results = sums.all ()
Finalmente, a parte de organização e retorno dos dados pode ser vista a seguir. Foi
utilizada a biblioteca “Pandas” para a organização dos dados:
1 import pandas as pd
2
3 # Pandas organization
4 df = pd. DataFrame ( results )
5 df. columns = results [0]. keys ()
6 df.head (5)
7 session .close ()
8 return df
Essa mesma linha de raciocínio foi utilizada para para obtenção dos outros dados.
Assim, existe um método para cada um dos seguintes itens:
• Número de steps por cenário nos 100 repositórios mais populares;
• Número de steps por cenário nos 100 repositórios mais recentes;
• Número de steps por cenário nos 100 repositórios com mais colaboradores;
• Número de steps por cenário nos repositórios que utilizam Java;
• Número de steps por cenário nos repositórios que utilizam JavaScript;
• Número de steps por cenário nos repositórios que utilizam Python;
• Número de steps por cenário nos repositórios que utilizam Ruby;
• Número de cenários por feature nos 100 repositórios mais populares;
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• Número de cenários por feature nos 100 repositórios mais recentes;
• Número de cenários por feature nos 100 repositórios com mais colaboradores;
• Número de cenários por feature nos repositórios que utilizam Java;
• Número de cenários por feature nos repositórios que utilizam JavaScript;
• Número de cenários por feature nos repositórios que utilizam Python;
• Número de cenários por feature nos repositórios que utilizam Ruby;
• Número de repositórios que utiliza cada linguagem nos 100 repositórios mais popu-
lares;
• Número de repositórios que utiliza cada linguagem nos 100 repositórios mais recen-
tes;
• Número de repositórios que utiliza cada linguagem nos 100 repositórios com mais
colaboradores.
Os dados acima são usados para criar gráficos para análises, porém também é neces-
sário a análise de certos dados usando o coeficiente de correlação de Pearson. Para esse
tipo de análise, o método relativo do programa “select_data.py”, ao invés de criar um
gráfico com os dados retornados, calcula o coeficiente de Pearson utilizando a biblioteca
“Scipy”, assim como exemplificado no código abaixo:
1 from scipy.stats.stats import pearsonr
2
3 print("For 100 Most Popular Repositories :")
4 print("( Pearson ’s correlation coefficient , 2- tailed p-value) = ",
5 pearsonr ( reposMostPopular ["size"], reposMostPopular [" Number of
Features "]))
6 print ()
O coeficiente de Pearson é calculado para os seguintes dados:
• Número de features do repositório por tamanho do repositório nos 100 repositórios
mais populares;
• Número de features do repositório por tamanho do repositório nos 100 repositórios
mais recentes;
• Número de features do repositório por tamanho do repositório nos 100 repositórios
com mais colaboradores;
• Número de features do repositório por tamanho do repositório nos repositórios que
utilizam Java;
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• Número de features do repositório por tamanho do repositório nos repositórios que
utilizam JavaScript;
• Número de features do repositório por tamanho do repositório nos repositórios que
utilizam Python;






Primeiramente, serão analisados os gráficos que dizem respeito ao número de linguagens
de programação de projetos que usam BDD. São, no total, três gráficos, um referente
aos 100 repositórios mais populares (Figura 4.1), um referente aos 100 repositórios com
mais contribuidores (Figura 4.2) e um referente aos 100 repositórios que tiveram alguma
atualização mais recente (Figura 4.3).
Figura 4.1: Número de repositórios por linguagem nos 100 repositórios mais populares
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Figura 4.2: Número de repositórios por linguagem nos 100 repositórios com mais contri-
buidores
Figura 4.3: Número de repositórios por linguagem nos 100 repositórios mais recentes
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Podemos perceber claramente que, em todos os gráficos, as quatro principais lingua-
gens são Java, Python, JavaScript e Ruby, com Java liderando por uma grande margem.
É possível ver também que as linguagens C# e PHP estão consistentemente atrás das
quatro primeiras linguagens. Isso pode ser um indicativo de que estas duas linguagens
estão ganhando seu espaço nesse meio.
4.2 Número de Steps por Cenários
Serão analisados agora os gráficos referentes ao número de steps por cenário. Primeiro,
serão comparados entre si os gráficos dos repositórios mais populares (Figura 4.4a), dos
repositórios com mais contribuidores (Figura 4.4b) e dos repositórios mais recentes (Figura
4.4c).
(a) 100 repositórios mais populares (b) 100 repositórios com mais contribuidores
(c) 100 repositórios mais recentes
Figura 4.4: Número de steps por cenário
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Podemos ver que os três gráficos têm a mesma dispersão de dados, com o valor da
mediana em 3, do mínimo em 1 e do máximo em 7, quartil inferior em 2 e quartil superior
em 4. Todos os três possuem pontos discrepantes acima do 7 que foram desconsiderados
por estarem muito longe de onde estão concentrados a maioria dos valores.
Assim, concluímos que a maioria dos projetos possuem de 2 a 4 steps em cada cenário,
independente do ponto de vista que usamos. Em geral, a métrica recomendada é a de 3
a 8 steps por cenário [9]. Dessa forma, percebe-se que a comunidade tem seguido, em sua
maioria, essa recomendação. No entanto, alguns questionamentos podem ser feitos, como
o caso de cenários com apenas dois steps. Foi procurado manualmente nos arquivos de
feature salvos localmente através do processo de mineração de dados deste estudo alguns
desses casos em que o cenário possui apenas dois steps e a Figura 4.5 mostra um exemplo
de arquivo nestes conformes.
Figura 4.5: Exemplo de feature onde os cenários têm apenas 2 steps
Percebemos com este exemplo, que este cenário possui apenas dois steps e que utiliza
apenas as palavras-chave When e Then. Segundo Smart [2], a ordem natural do cenário
é Given ... When ... Then. As palavras chave And e But podem ser usadas para juntar
vários Given, When ou Then de um jeito mais fácil de ler. Logo, estes cenários estão
ignorando o step com a palavra-chave Given. Isso pode ser um problema, pois o step com
a palavra-chave Given indica a condição do cenário, ou seja, o que é necessário acontecer
anteriormente para que o cenário aconteça. Sem esse step, pode acontecer algum problema
de comunicação e a feature pode acabar não atendendo às especificações necessárias.
Para entender a importância do step com a palavra-chave Given, verificaremos como
exemplo o cenário “Attempting to visit a Page without authorization”, presente na Figura
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4.5. O objetivo dele é que uma pessoa sem autorização, quando tenta acessar a página de
admin, receba uma mensagem de que ela não é autorizada a fazer essa ação. Porém, sem
um step com a palavra-chave Given indicando de que o cenário só ocorre caso a pessoa
não tenha autorização, o cenário pode ser interpretado como sendo válido para todos os
casos, inclusive o que o usuário possui autorização.
A seguir, serão comparados os gráficos das quatro linguagens mais populares (Figura
4.6).
(a) Java (b) JavaScript
(c) Python (d) Ruby
Figura 4.6: Número de steps por cenário em repositórios das linguagens mais populares
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Podemos notar que os números dos gráficos de Java e de Ruby possuem dispersão igual
às dos gráficos dos 100 repositórios mais populares, dos 100 repositórios com mais con-
tribuidores e dos 100 mais recentes. Portanto, as mesmas conclusões podem ser retiradas
sobre eles. Os gráficos de JavaScript e Python, porém, possuem dispersões diferentes.
O gráfico de JavaScript possui números mais concentrados e mais altos, com valores
mínimo e máximo sendo 2 e 5, respectivamente, e quartis inferior e superior sendo 3 e
4, respectivamente. Esses dados revelam que a maioria dos cenários tem 3 ou 4 steps
e,portanto, que os projetos que utilizam JavaScript estão mais propensos a seguir a reco-
mendação de 3 a 8 steps por cenário [9].
Já o gráfico de Python possui valores mais baixos, com concentração maior. Sua mé-
dia de steps por cenário é de 1 a 3, valor dos quartis inferior e superior, respectivamente.
Analisando a mediana desse gráfico, vemos que ela é 2. Isso significa que, se ordenarmos
todos os valores em ordem crescente, o valor exatamente no meio é 2. Podemos tirar uma
conclusão disso de que, no mínimo, metade dos repositórios que utilizam a linguagem
Python tem 2 ou menos steps por cenário. Esses números são preocupantes por mos-
trarem que há vários repositórios com o número de steps por cenário abaixo do mínimo
recomendado, que é 3 [9].
4.3 Número de Cenários por Feature
Assim como a seção anterior, começaremos analisando entre si os gráficos dos repositórios
mais populares (Figura 4.7a), dos repositórios com mais contribuidores (Figura 4.7b) e
dos repositórios mais recentes (Figura 4.7c).
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(a) 100 repositórios mais populares (b) 100 repositórios com mais contribuidores
(c) 100 repositórios mais recentes
Figura 4.7: Número de cenários por feature
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O primeiro ponto que percebemos é que os três gráficos apresentam uma dispersão
bastante similar entre si. Todos os três têm limite mínimo 1, quartil inferior 1 e mediana
2. As diferenças estão no quartil superior e no limite máximo. Enquanto que o quartil
superior dos repositórios com mais colaboradores é 3 e o limite máximo é 6, os dois outros
gráficos possuem quartil superior 4 e limite 8. A conclusão que tiramos disso é que os
repositórios tendem a ter de 1 a 4 cenários por feature no geral, mas quando os projetos
tendem a ter mais colaboradores, a tendência situa-se entre 1 a 3 cenários por feature.
Agora serão comparados os gráficos de número de cenários por feature dos repositórios
de cada uma das linguagens de programação mais usadas (Figura 4.8).
(a) Java (b) JavaScript
(c) Python (d) Ruby
Figura 4.8: Número de cenários por feature em repositórios das linguagens mais populares
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Analisando os gráficos, vemos que os repositórios de linguagens Java, JavaScript e
Ruby todos possuem, em média, de 1 a 3 cenários em cada feature, enquanto que os
repositórios de linguagem Ruby possuem uma média de 2 a 5 cenários por feature. A
média para os repositórios que utilizam Ruby provavelmente se mostrou mais alta por
causa da natureza da linguagem de programação.
Um ponto interessante sobre os gráficos de Java e JavaScript é que ambos possuem
quartil inferior, mediana e limite inferior todos com o mesmo valor 1. Isso implica que pelo
menos metade dos valores são 1, ou seja, para repositórios que usam Java e JavaScript
como linguagem, no mínimo metade deles possuem apenas um cenário por feature.
Como foram resultados bem distintos, considerando os mínimos e máximos, chegamos
à conclusão de que os repositórios tendem a ter, em geral, de 1 a 5 cenários por feature,
com variações nesse intervalo dependendo do ponto de vista observado.
Segundo North [9], não há regras para o número de cenários ideal, porém se um feature
possui cinco ou seis cenários, algum cenário provavelmente pode ser agrupado com outro
cenário parecido. Isso nos leva a crer que o nosso resultado de 1 a 5 cenários por feature
é um ótimo resultado e atende à proposição da ferramenta, ou seja, os repositórios estão
usando o número de cenários por feature esperado pelo criador do BDD.
4.4 Número de Features por Tamanho de Repositório
Calculando o coeficiente de correlação de Pearson entre o tamanho do repositório, em
Kilobytes, e seu número de features, obtivemos estes resultados:
• 100 repositórios mais populares: 0.008378587217726694
• 100 repositórios com mais contribuidores: -0.00020566898942679483
• 100 repositórios mais recentes: 0.0069092705164275695
Como podemos perceber analisando o coeficiente de Pearson, essas duas variáveis
muito provavelmente não possuem correlação, pois os valores dos coeficientes foram muito
próximos de zero.







Os coeficientes deram um pouco mais altos nessa análise, porém ainda estão muito
próximos de zero. Esses valores um pouco mais elevados em relação aos outros valores
devem-se, principalmente, pelo número menor de repositórios em cada linguagem, pois é
uma amostra bem menor.
Para Cohen [26], valores entre 0,10 e 0,29 podem ser considerados pequenos, valores
entre 0,30 e 0,49 podem ser interpretados como médios; e valores entre 0,50 e 1 podem
ser entendidos como grandes. Dancey e Reidy [27] classificam de maneira diferente: r =
0,10 até 0,30 (fraco); r = 0,40 até 0,6 (moderado); r = 0,70 até 1 (forte).
Com base nisso e nos dados obtidos, é possível concluir, então, que não há relação
direta entre o tamanho do repositório e o seu número de features, pois todos os valores
calculados são menores do que o menor intervalo que pode ser considerado pelos dois
autores.
Para essa análise, também foram feitos gráficos de linha para termos uma visualização
geral de como os dados estão dispostos, porém o fator definitivo para validade desse ponto
é o coeficiente de correlação de Pearson. É importante notar que o eixo do número de
repositórios está na escala logarítmica. Isso foi feito apenas para melhor visualização dos
dados.
A seguir temos os gráficos dos repositórios mais populares (Figura 4.9a), dos repo-
sitórios com mais contribuidores (Figura 4.9b)e dos repositórios mais recentes (Figura
4.9c).
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(a) 100 repositórios mais populares (b) 100 repositórios com mais contribuidores
(c) 100 repositórios mais recentes
Figura 4.9: Número de Features por tamanho do repositório
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Finalmente, temos os gráficos referentes às linguagens de programação mais populares
(Figura 4.10).
(a) Java (b) JavaScript
(c) Python (d) Ruby





Com este estudo de caso, foi possível aprender mais sobre projetos no GitHub que utilizam
Behavior Driven Development.
Foi observado que as quatro linguagens mais utilizadas por repositórios que usam BDD
são Java, JavaScript, Python e Ruby, com Java estando em primeiro lugar por uma grande
margem. Esse resultado se manteve constante mesmo usando diferentes pontos de vista.
Os diferentes pontos de vista usados foram os repositórios mais populares, os repositórios
mais recentes e os repositórios com mais contribuidores.
Quanto ao número médio de steps por cenário, foi constatado que os repositórios
possuem de 2 a 4 steps por cenário. Como a métrica recomendada é de 3 a 8 steps por
cenário, concluiu-se que parte dos desenvolvedores estão seguindo essa métrica. Porém,
existem projetos que utilizam menos de 3 steps em seus cenários, o que não é o ideal, pois
pode levar a problemas de comunicação.
Também foi constatado que os repositórios que utilizam BDD tendem a ter de 1 a
5 cenários por feature, com pequenas variações nesse intervalo dependendo do ponto de
vista observado. Não há regras para o número de cenários ideal, porém se um feature
possui cinco ou seis cenários, algum cenário provavelmente pode ser agrupado com outro
cenário parecido. Isso nos leva a crer que o nosso resultado de 1 a 5 cenários por feature
atende à proposição da ferramenta, ou seja, os repositórios estão usando o número de
cenários por feature recomendado.
Sobre a possibilidade de relação entre o tamanho do repositório e o seu número de
features, ela foi descartada. Isso aconteceu porque foi calculado, sobre vários pontos de
vista, o coeficiente correlação de Pearson, que indica se duas variáveis possuem correlação
entre si e o coeficiente indicou, em todos os pontos de vista, que o tamanho do repositório
não possui relação com o seu número de features.
Quanto aos instrumentos utilizados, ou seja, a API do GitHub, a linguagem utilizada,
as bibliotecas e o banco de dados, foi concluído que eles foram satisfatórios. Não houve
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nenhum problema durante a utilização deles. Pelo contrário, eles facilitaram o desenvol-
vimento do projeto.
Para o futuro, mais informações podem ser coletadas utilizando outro método de
pesquisa, uma vez que este estudo procurou armazenar mais dados do que pretendia
utilizar. Um exemplo de pesquisa útil seria um questionário direcionado aos donos dos
projetos que usam BDD, cujos e-mails foram salvos durante essa pesquisa.
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