We prove a characterisation, in terms of regularity and cancellation conditions, of the convolution kernels of Marcinkiewicz multiplier operators m(C\,..., £ n , iT) on the Heisenberg group H n , where Ci,...,C n are the n partial sub-Laplacians. The necessity of these regularity and cancellation conditions was established by Fraser (2001); here, we prove their sufficiency.
INTRODUCTION
This paper deals with a class of convolution kernels on the Heisenberg group M^ = C" x E which in a sense correspond to the product-type Calderon-Zygmund kernels on K", and involve an underlying multi-parameter structure. These kernels were defined in [3] , where they arose as the convolution kernels of spectral multiplier operators on the Heisenberg group analogous to the rc-fold Marcinkiewicz multipliers on K n . We show here that they always arise as such.
The situation thus corresponds to that of Marcinkiewicz multipliers in K n , (see [1, 5, 7] ) whose convolution kernels can be seen to be precisely the class of producttype Calderon-Zygmund kernels. Just as multipliers on K n can be viewed as functions of t--,...,i--, we take for our operators on the Heisenberg group functions dx 1 dx n m(C\ y ... ,C n ,iT) of iT and the partial sub-Laplacians C\,.. .,C n . The (n + l)-fold Marcinkiewicz-type condition we require is that Our work uses the methods of Miiller, Ricci and Stein who in [6] studied the case of functions m(£,iT) of iT and the sub-Laplacian C, where m satisfies a two-fold Marcinkiewicz-type condition,
In [3] , by lifting to a larger product group, where multi-parameter methods can be used, and then transferring the results obtained back down to M,,, we established the 354 A.J. Fraser [2] boundedness on L p , for 1 < p < oo, of these Marcinkiewicz multipliers and showed that their convolution kernels are polyradial distributions on En, which are smooth away from the Zi = 0 planes and satisfy the regularity and cancellation conditions (4)- (7) given in Section 3 below. We now show that these conditions in fact characterise the convolution kernels of Marcinkiewicz multipliers m{C\,... ,C n ,iT). The proof is analogous to the proof in R n of conditions on the multipliers of Calderon-Zygmund operators, starting from estimates on their convolutions kernels. We do not have to work with the full group Fourier transform on the Heisenberg group, because our kernels are polyradial, and so their Fourier transforms are diagonalisable operators on the representation space. We are thus able to deal simply with their eigenvalues; that is, with the Gelfand transform of the kernels. Thus, making use of Geller's explicit expression ( [4] ) for the Gelfand transform of a polyradial function on Hn, in terms of Laguerre functions (this and other facts about the Fourier transform on Mn are outlined below in Section 2), we begin in Section 4 by considering the case of a smooth, compactly supported kernel satisfying (4)- (7), and show that its Gelfand transform is bounded.
In Section 5, we show that a discrete Marcinkiewicz-type condition on the Gelfand transform of C£° kernels follows from the boundedness proved in Section 4, by the simple observation that certain differential and difference operators, applied to the Gelfand transforms of our kernels, still yield Gelfand transforms of the same kind of kernels. This corresponds to the fact in R n that (2) tAj= (-f-xAjr, and -f-Xjd Xj f is still a Calderon-Zygmund kernel if/ is. The relations on EH,,, analogous to (2) are proved in Lemma 5.1. This discrete Marcinkiewicz-type condition on the Gelfand transform is then shown in Proposition 5.3 to extend to give the required Marcinkiewicz condition on the multiplier m. This is really a result about interpolation between integers to go from difference conditions on a function on Z n to differential conditions on an extended smooth function on R n . (The argument is an adaptation to n-variables of that in [6] ). Thus, in Sections 4 and 5, the main result is established for smooth kernels of compact support. The general case is then proved in Section 6 by an approximation argument.
PRELIMINARIES
We denote by Mn the 2n -f-1-dimensional Heisenberg group, HU = <C n x R, with
multiplication (z, t) • (w, s) = (z + w, t + s + 2 Im z • w).
The identity under this multiplication is (0,0), and the inverse (z,t)~l of (z,t) is (-z,-t). The Heisenberg group is a connected, simply connected nilpotent Lie group. We define one-parameter dilations [3] 
for k G N n , A ^ 0, then / is the Gelfand transform, also given by
where \z\ = (|zi| 2 ,..., |^n| 2 ) for z G C", and £k = d°k is a Laguerre function, defined as follows. For x > 0, and k G N, m G N U {0}, the Laguerre polynomials are
• =0
The Laguerre function P™ on R + is then And finally, for k G N n , m G (NU {0})", x G (R + ) n , the Laguerre function P? is given by will be used throughout this paper:
KERNELS OF MARCINKIEWICZ MULTIPLIER OPERATORS ON THE
HEISENBERG G R O U P Before stating our main result, we first define what will be referred to as a producttype kernel on a product group G -G\ x • • • x GN-This definition applies in the generality of homogeneous groups; however, for our purposes in this paper we shall only consider products of the homogeneous groups C (where Q -2), and R (Q = 1).
For j £ { 1 , . . . , ./V}, we let Gj be a homogeneous group of homogeneous dimension Qj. Then Gj is equipped with an automorphic one-parameter dilation (which, for r ; -> 0, we denote simply by Xj i-> rjXj, for Xj € Gj) and a homogeneous norm | • |. Given a basis {X h \,... ,Xj :n} } of left-invariant vector-fields, for / £ (Z + )" J (where Z + denotes the set {0,1,2,... }), the degree of the left-invariant differential operator Xj = Xj\ ... X^ on Gj will be denoted by dj(I).
NOTATION: Throughout this paper, we shall adopt the following notational conventions for product groups. For x in a product group G -G\ x • • • x Gjv, we let A.J. Fraser [6] so that, given for x 6 G. Frequently it will be necessary to split a variable x in a product group G into two component variables. In such cases we shall write x = (x e , x e ), where for 1 ^ t ^ n, and
with corresponding definitions of Q e , Q < , rf e, and <f <.
We note that for We shall define the product-type kernel conditions in terms of normalised bump functions. A Cf function <*p is called a normalised bump function if <p is supported in the unit ball, and ip and all first order partial derivatives of ip are bounded by a fixed, pre-determined constant.
A function K on G\ x • • • x GN is said to be a kernel of product-type (or to satisfy product-type kernel conditions) if it satisfies the following conditions:
(a) the regularity condition: In the case where K is a tempered distribution, we assume that K is smooth away from the "planes" {x 6 G : Xj -0}, j = l,...,iV, and the cancellation conditions are to be understood as follows. Given <p in the Schwartz space S(G i), we define the distribution
The cancellation condition then states that for all normalised bump functions ip on We now state the main result of this paper, the characterisation of kernels of Marcinkiewicz multipliers m(Ci,... ,C n ,iT), and observe that these kernels form a subset of the product-type kernels on C n x R. The cancellation conditions (5)-(7) below are to be interpreted for distribution kernels in the same manner as indicated above in the case of the product-type cancellation conditions. The forward direction was established in [3] . We prove the converse here.
T H E RESULT FOR SMOOTH COMPACTLY SUPPORTED KERNELS
PROPOSITION 4 . 1 . If K £ Cf^Hn) is polyradial and satisfies (4)- (7), then /j,(k, A) = K(k, A) fas given in (3)) is bounded by a constant that depends only on the constants in the conditions (4)- (7).
PROOF: By homogeneity, we may assume A = 1. We have 
and by properties (iii) and (iv) for Laguerre functions,
is a dilate of a normalised bump function on C" '. We remark that using (5) 
r t dr dz' dt.
In order to expand the derivative expression in the first line of the integrand, we observe that each second order derivative produces five kinds of terms: 
( r ) is j u s t $ i ( r ) w i t h o u t t h e f a c t o r s ( l -< p ( k t l + 1 r t l + l ) ) • • • ( ! -t p ( k t 7 r i
Thus, the full expansion of where for i --1,0, (j_i = 0), Ji is defined as above, and a = /? + 7, with 7 (ci,..., Q ) , C, -= 1 for i € Jo, and 0 otherwise, so that
We also set <£ 6 = r <2+ i • • • r t $, and J e = {£ 2 + 1 , . . . , £}. In this case, the cancellation condition (5) in z' gives too large an estimate, which cannot be improved by integrating by parts in t. We must therefore take into account the cancellation in t. Recall that ip is a normalised bump function on R, with ip = 1 on [-(1/2), ( 1/2) 2 , writing e '' = *"j" e **> an< i integrating by parts in t, we obtain, dt
f(r,z',t)u(z')dz' dt]\V(r)\ dr
Then, by the cancellation condition (5) REMARK. We notice from the proof that in Proposition 4.1, conditions (4)- (7) were in fact not required for all derivatives on the kernel K, but only as follows: (4) for all d\d\ where / G (Z+) n , k £ Z + such that i, < 2, j = l , . . . , n a n d k ^ m a x l l , £ ( £ 2 +.2<Lo));
j=o ' (5) for all d\ d\ for / , k as above, with n -£ replacing n; (6) for all d' with / as for (5); and (7) for all d[ with / as for (4).
CONDITIONS ON THE GELFAND TRANSFORM
Define the difference operators A,-, i = 1, . . . , n by where 1,-= {j u ... ,j n ) G N" with j e = S ei . 
y(R + )"xR
We first prove (8). We notice that XdjdX [e"' A '4(|A|r)l equalŝ
where the shorthand aj --J--a n will be used to denote the product ai • • • aj_i<i ; -+ i • • a n , (that is, without the j ' h factor a,j). Observing the presence of the at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972700019833
[15]
Convolution Kernels of Marcinkiewicz Multipliers 367 factor r,,'and the fact that /o has compact support, we integrate by parts in t and the rj variables, to obtain ?(kX) (£)"( / e-»%(\\\)% for all a,-, be NU{0}: If K e CftlEi) is polyradial, and satisfies (4)- (7), then (i(k, A) = K(k, A) satisfies (10), with constants C a ,6 that depend only on the constants in (4)-(7).
PROOF: Since t-K, ZJQ-K and W^K also satisfy (4)- (7) if K does, then by Lemma 5.1, applying A-or kjAj to the ~-transform of a C f function satisfying (4)- (7) still yields a ""-transform of a C£° function satisfying (4)- (7). Thus the result follows from Proposition 4.1. D
REMARK. Further to the remark at the end of Section 4, we observe that it is of course here in Corollary 5.2 that conditions (4)- (7) are required for all derivatives on the kernel K.
The Marcinkiewicz condition (1) on the multiplier m then follows by the following argument of interpolation between integers. also satisfy the same condition (12) uniformly in iV for all a £ (NU {0})".
Since the a^ are odd in each A;,-, then the periodic functions Ayv are odd in each x,-. Therefore, given 1 < i ^ n, if 7,-G NU {0} is even, then for fixed x x , ... , £,_!, i 1 + i , . . . , x n , the functions The proof in the case of A" a smooth function of compact support (which is in fact all that we require in Proposition 5.3) uses a similar (but much simpler) argument to that in Proposition 4.1 in Section 4. The result for general K can then be obtained by approximation, as in Theorem 3.1 in Section 6.
APPROXIMATION OF A DISTRIBUTION KERNEL
We now conclude the proof of Theorem 3.1. We reduce to the case of K smooth, with compact support as follows. Let ip be a polyradial normalised bump function on M,, of the product form given in Lemma 6.1 below, with f <p = 1, and f(0) = 1. Denote by <p ei , the normalised dilated function for £i > 0, and by <p(£2'), the dilated function
(p(e 2 -(z,t)) = (p(e 2 z,e]t)
for e 2 > 0. Then the functions K ei>e3 = <p(e 2 -)(K*ip Cx ) are smooth, compactly supported, polyradial, converge to K in the sense of distributions, as £i,£ 2 -> 0, and by Lemmas 6.1 and 6.2 below, satisfy (4)- (7) But by (17), and so if we show that K( vo s r ),$ u is a product-type kernel on G 2 , then it will suffice to prove that the regularity condition on Gi is satisfied by K * ip2 c whenever A" is a product-type kernel on G^. But we proved this above for the case where G2 = Hln-For G2 = C n~e , the result follows as in Cases 1 and 2 above; for G2 -K, as in Cases 1 and 3(b). (7), then K e = ip(e-)K are polyradial, and satisfy (4)- (7) uniformly in e > 0.
PROOF: We first prove (4). This follows directly from (4) on K. Since K is smooth away from the z, = 0 planes, then so is K t . We set e = ( e , . . . ,e,e 2 ) £ (R + ) n + 1 , so that V?(e) = y°J e , where 5 denotes multi-parameter dilation on H^ -C x R, and let fi be the region in H n , containing the support of ifo8 e , where | z i | , . . . , |z n | ^ e" 1 , and |t| ^ e~2.
Then given any (z, t) 6 Mn with z,-^ 0 for i = 1 , . . . , n, 
