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Abstract
Classiﬁcation of mixed categorical and continuous data is often performed using the
location linear discriminant function which assumes across-location homoscedasticity. In this
paper, we investigate the hazard arising from a routine application of the classiﬁer under
across-location heteroscedasticity. A limiting and a ﬁrst-order asymptotic performance index
are proposed and studied in a general setting. The ﬁrst index studies the limiting behavior. The
second index corrects the bias due to the ﬁnite sample size. Both indexes are illustrated under
the assumption of unequal spherical covariance matrices across all the locations. This is likely
to be the case in most classiﬁcation problems dealing with mixed categorical and continuous
data. Results of a numerical study are reported.
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1. Introduction
The location linear discriminant function (LLDF) is widely adopted for
classiﬁcation dealing with mixed categorical and continuous data when the
covariance matrices in the populations are identical. A comprehensive survey of
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LLDF is given in [7]. However, simplicity of the procedure is often overshadowed by
indication of strong interactions between the categorical and continuous variables
leaving the assumption of across-location homoscedasticity in doubt. A performance
assessment of a routine application of the classiﬁer is advisable. A feasible and more
direct assessment can be made by comparing LLDF with an across-location
heteroscedasticity adjusted classiﬁer proposed in [9]. As pointed out by the editor, a
combination of the mean sample covariance matrix across all locations and the
location speciﬁc sample covariance matrix can be used in the construction of a
modiﬁed classiﬁer. This opens another option for comparison. Alternatively,
following [11], a Bayesian approach, as suggested by one referee, can be adopted
for our investigation. This might lead to more relevant results in practice. However,
almost all of the smoothed classiﬁers suggested in the literature are actually very
computing intensive for a theoretical study of their associated expected error rates.
Therefore, comparison with smoothed classiﬁers derived from other approaches will
not be pursued in this article.
Robustness of LLDF has been considered in [3]. Comparison with the quadratic
location discriminant function (QLDF) is unwarranted since the between-
population dispersions are assumed equal at each location in our classiﬁcation
model.
Two issues should be addressed in this regard. First, the actual overall error rate
associated with both classiﬁers should be examined. Second, the two expected overall
error rates should be compared theoretically. Answer to the ﬁrst issue using cross-
validation estimates can be pursued similarly as in [8]. However, answer to the
second issue involves difﬁcult asymptotic results associated with LLDF and the
modiﬁed classiﬁer (MC). The expected overall error rate associated with MC has
been worked out in [9, Theorem 2] for comparison. By the same token, the leading
term of the expected overall error rate associated with LLDF under across-location
heteroscedasticity can be derived.
A limiting performance index (LPI) is constructed. To adjust the bias due to
moderate training sample sizes, the ﬁrst-order asymptotic performance index should
be used. However, the ﬁrst-order asymptotic performance index relies on
complicated asymptotic results on the expected overall error rates. It is available
only for very simple covariance structures of the across-location dispersions.
Nevertheless, these two measures are useful for a critical evaluation of the impact of
across-location heteroscedasticity on LLDF.
2. Methodologies and the classiﬁers
In this section, the classiﬁers are introduced. Suppose that a feature vector u0 ¼
ðy0; z0Þ on an individual is observed. Here, z0 ¼ ðz1;y; zrÞ is a multinomial variable
with r cells and y0 ¼ ðy1;y; ypÞ is a row vector of p continuous variables. It is
assumed that the observation originates from either of two given populations, say, P1
or P2 and Z jPiBMultinomial ð1; pðiÞÞ; pðiÞ¼ðp1i;y; priÞ0; 0opmi;
Pr
m¼1 pmi ¼ 1;
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m ¼ 1;y; r; i ¼ 1; 2: Given Zm ¼ 1; m ¼ 1;y; r; Y jPiBNpðmmi;SðmÞÞ: Usually,
the dispersion matrices Sð1Þ;y;SðrÞ are assumed to be identical; under
across-location heteroscedasticity, they are not. The Bayes rule with threshold
tAðN;NÞ assigns the object to P1 if and only if Um4t where
Um ¼ ½Y  ðmm1 þ mm2Þ=2	0fSðmÞg1ðmm1  mm2Þ  logðpm2=pm1Þ:
In addition to the feature vector, data in the form of two independent classiﬁed
training samples from P1 and P2 are usually available. Suppose that independent
training samples of sizes ni are given with nmi observations from Pi in location
m; m ¼ 1;y; r; i ¼ 1; 2: Let Ymji denote the continuous measurements of Y ¼
ðY1;y; YpÞ0 on the jth object from Pi in location m; m ¼ 1;y; r; i ¼ 1; 2: To
classify the feature vector u; sample analogues given below are substituted in Um:
Speciﬁcally, let
pˆmi ¼ nmi=ni; i ¼ 1; 2;
#mmi ¼ n1mi
Xnmi
j¼1
Ymji;
#SðmÞ ¼ 1ðnðmÞÞ
X2
i¼1
Xnmi
j¼1
ðYmji  #mmiÞðYmji  #mmiÞ0;
nðmÞ ¼ nm1 þ nm2  2; m ¼ 1;y; r:
The resulting classiﬁer, denoted by Uˆm; is the modiﬁed classiﬁer (MC) proposed in
[9]. The classiﬁer ignoring across-location heteroscedasticity known as LLDF in the
literature simply employs Unm rather than Uˆm for classiﬁcation, where
Unm ¼ ½Y  ð #mm1 þ #mm2Þ=2	0 #S1ð #mm1  #mm2Þ  logðpˆm2=pˆm1Þ
with
#S ¼ n1
Xr
m¼1
nðmÞ #SðmÞ; n ¼ n1 þ n2  2r:
Both the LLDF and the MC may require some sort of smoothing as suggested in
[2,4,5] for their practical implementation. However, using a smoothed classiﬁer
based on small training sets poses a difﬁcult problem for the evaluation of the
associated expected error rate. This error rate can be obtained by cross-validation,
but it cannot generalize to a different training set.
3. Main results
Both LLDF and MC are major competitors amongst their regularized counter-
parts based on smoothed parameter estimates in the underlying location model for
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the classiﬁcation problem. The relative performance of LLDF over MC offers a
more direct assessment of the assumption of across-location heteroscedasticity. The
expected overall error rate associated with Uˆm; m ¼ 1;y; r for tAðN;NÞ with
equal priors for P1 and P2 is given by
%eðtÞ ¼
X2
i¼1
Xr
m¼1
pmieimðtÞ=2;
where eimðtÞ ¼ Prf ð1Þi Uˆm4ð1Þit jPi g is the probability of an incorrect
allocation to Pi; i ¼ 1; 2: The expected overall error rate associated with Unm; m ¼
1;y; r denoted by %enðtÞ follows similarly. The limiting behavior of LLDF relative to
MC as both n1 and n2 tend to inﬁnity is given by the following.
Deﬁnition 1. The limiting performance index (LPI) of Unm; m ¼ 1;y; r at threshold
tAðN;NÞ with training sample sizes n1; n2 from P1 and P2; respectively, is given
by LPIðtÞ ¼ limn1;n2-N %enðtÞ=%eðtÞ:
Evaluation of LPIðtÞ is facilitated by the following.
Theorem 1. Suppose that the following conditions are satisfied for m ¼ 1;y; r:
A1. p limn1;n2-Nnm2=nm1 ¼ km40;
A2. p limn1;n2-Nnl1=nm1 ¼ kl;m40;
Then
(i) p limn1;n2-N n=nðmÞ ¼ 1þ knm; limn1;n2-N n2=n1 ¼ k40;
(ii) eimðtÞ ¼ FðaimtÞ þ Oðn1Þ; where for i ¼ 1; 2; aimt ¼ D1m fð1Þiþ1½t þ
logðpm2=pm1Þ	  D2m=2g; Dm ¼ ½ðmm1  mm2Þ0fSðmÞg1ðmm1  mm2Þ	1=2 and,
(iii) enimðtÞ ¼ FðZnimtÞ þ Oðn1Þ; where for i ¼ 1; 2;
Znimt ¼ ðd0mS2m dmÞ1=2 fð1Þiþ1ð1þ knmÞ1½t þ logðpm2=pm1Þ	  ðd0mS1m dm=2Þg;
dm ¼ ðDm; 0;y; 0Þ0 : p  1; Sm ¼ p limn1;n2-NðIp þ
Pr
lam¼1 nðlÞðnðmÞÞ1 #SðmÞÞ
and FðÞ denotes the standard normal distribution function.
Proof. The proof is given in the appendix.
Asymptotic behavior of LLDF and MC is based on Theorem 1 and the following
result from [9, Theorem 2].
Proposition 3.1. Under A1 and A2 in Theorem 1, given Zm ¼ 1 for m ¼ 1;y; r; i ¼
1; 2 and tAðN;NÞ; eimðtÞ ¼ FðaimtÞ þ n1ðbimt þ dimtÞfðaimtÞ þ Oðn2Þ; where aimt
is given in Theorem 1 and bimt and dimt are given in [9, Theorem 2].
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Combining Deﬁnition 1, Theorem 1 and the above result, we have the
following:
Corollary 1. Under A1 and A2 in Theorem 1,
LPIðtÞ ¼
P2
i¼1
Pr
m¼1 pmiFðZnimtÞP2
i¼1
Pr
m¼1 pmiFðaimtÞ
;
where for i ¼ 1; 2 and tAðN;NÞ; aimt; Znimt are given in Theorem 1.
4. Higher order asymptotic performance indexes
The LPI assesses the performance of LLDF relative to MC when the
training sample sizes are huge. Care should be exercised in interpreting
this index. The index is biased because the asymptotic results provide a poor
approximation for the moderate sample sizes used. A bias corrected performance
index would project a more genuine picture of the situation. This suggests the
following:
Deﬁnition 2. For k ¼ 1; 2;y; the kth-order asymptotic performance index (API)
of LLDF at threshold tAðN;NÞ with training samples of size n1; n2 from P1
and P2; respectively, both having r locations denoted by APIðk; t; nÞ; for
n ¼ n1 þ n2  2r is the ratio of the ðk þ 1Þth-order asymptotic expansion for %enðtÞ
to the asymptotic expansion for %eðtÞ of the same order with the remainder terms
dropped.
Remark 1. Higher order asymptotic performance indexes often entail higher order
error terms in the asymptotic expansions. Asymptotic performance index of order
kX2 is hard to obtain in general.
A detailed study of the proof of Theorem 1 shows that further calculations yield a
second-order asymptotic expansion of %enðtÞ when the across-location dispersion are
spherical covariance matrices. Using [9, Theorem 2], APIð1; t; nÞ can be constructed.
Results crucial to the derivation of the aforementioned asymptotic expansion are
given in the following propositions.
Proposition 4.1. Suppose that in addition to A1 and A2 in Theorem 1, given Zm ¼ 1;
SðmÞ ¼ Ip; SðlÞ ¼ s2l Ip; for lam ¼ 1;y; r: Let #S ¼ nðmÞn1Snm þ ðnðmÞÞ1=2Vm; Snm ¼
Ip þ
Pr
lam¼1 nðlÞðnðmÞÞ1SðmÞ and gm ¼ p limn1;n2-Nð1þ
Pr
lam¼1 nðlÞðnðmÞÞ1s4l Þ:
Denote by EmðÞ the expectation with respect to #mm1; #mm2; #S; nm1 and nm2 specific to
location m; for m ¼ 1;y; r: Then,
(i) limn1;n2-N Emðd0mV2mdmÞ ¼ ð1þ knmÞ2ðp þ 1ÞgmD2m;
(ii) limn1;n2-N Emððd0mVmdmÞ2Þ ¼ 2ð1þ knmÞ2gmD4m:
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Proof. Part (i) follows from a similar argument used to obtain [1, Eq. (26)], by
taking the conditional expectation given nm1 and nm2 followed by the probability
limit and the expectation with respect to the joint distribution of nm1 and nm2: Part
(ii) follows a similar technique as in part (i) using the method to obtain [1,
Eq.(27)]. &
Proposition 4.2. Let s*
2
m ¼ p limn1;n2-Nð1þ
Pr
lam¼1 nðlÞðnðmÞÞ1s2l Þ; #mm1  #mm2 ¼
dm þ ðnðmÞÞ1=2Tm; #mm1 ¼ ðnðmÞÞ1=2Wm and Vm be defined in Proposition 4.1
for m ¼ 1;y; r: Then, under the same conditions in Proposition 4.1, for
tAðN;NÞ;
(i) Zn1mt ¼ D1m fs*
2
m ð1þ knmÞ1½t þ logðpm2=pm1Þ	  D2m=2g ¼ un1mt say, and
(ii) EmðFðZ1mtÞÞ ¼ Fðun1mtÞ þ n1fðun1mtÞ bn1mt þ Oðn2Þ; where Z1mt ¼
ðd0mS2m dmÞ1=2fð1þ knmÞ1½t þ logðpˆm2=pˆm1Þ	  ðd0mS1m dm=2Þg; and bn1mt is ob-
tained by expanding FðZ1mtÞ about Fðun1mtÞ in a Taylor series up to the second
order followed by taking the conditional expectation EmðÞ;
(iii) Emðp limn1;n2-N nðnðmÞÞ1fQm  ðZ1mtL2m=2ÞgÞ ¼ dn1mt þ Oðn1Þ; Lm and Qm
are functions of Tm; Wm and Vm;
(iv) Emðr2mÞ ¼ Oðn2Þ:
Proof. Part (i) follows from Theorem 1 and the deﬁnition of Snm: Part (ii) follows
from a straightforward calculation. Part (iii) follows from a similar argument in
deriving [1, Eq. (24)]. Part (iv) is a direct consequence of applying A1 and A2 in the
calculation of the remainder term of en1mðtÞ:
Remark 2. For m ¼ 1;y; r; e2mðtÞ is obtained by substituting t for t and
interchanging nm1 and nm2 and n1 and n2 in Proposition 4.2.
Explicit expressions for bnimt; d
n
imt for i ¼ 1; 2; m ¼ 1;y; r and tAðN;NÞ are
given below.
Proposition 4.3. Let unimt ¼ D1m fð1Þiþ1s*
2
m ð1þ knmÞ1½t þ logðpm2=pm1Þ	  D2m=2g for
i ¼ 1; 2; m ¼ 1;y; r and tAðN;NÞ: Then, under the conditions in Proposition 4.1,
ðiÞ bnimt ¼ 12ð1ÞiD1m ð1þ knmÞ1s*
2
m
 ½ð1þ kÞp1m1ð1 pm1Þf1þ ð1Þi½12s*
2
m ð1þ knmÞ1
þ ð1Þiþ1D2m ð1þ knmÞ2s*
4
m ½t þ logðpm2=pm1Þ	g
þ ð1þ k1Þp1m2ð1 pm2Þf1þ ð1Þi½12s*
2
m ð1þ knmÞ1
þ ð1ÞiD2m ð1þ knmÞ2s*
4
m ½t þ logðpm2=pm1Þ	g	; and
C.-Y. Leung / Journal of Multivariate Analysis 84 (2003) 369–386374
ðiiÞ dnimt ¼D3m f12ð1Þiðp þ ð1Þiþ13Þð1þ knmÞ1s*
2
m
 ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	½t þ logðpm2=pm1Þ	g
þ D1m f32ð1Þiðp þ 1þ ð1Þiþ12Þs*
2
m gm½t þ logðpm2=pm1Þ	
 1
4
ðp  1Þ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	 þ ðp  1Þð1þ kð1Þ
iþ1Þp1mi g
þ 1
4
Dmðp  1Þð1þ knmÞs*
4
m gm
 12unimtfD4m ½t þ logðpm2=pm1Þ	2ð1þ knmÞ2s*
4
m ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	
þ D2m ð2ð1þ knmÞ1gm½t þ logðpm2=pm1Þ	2
þ ½t þ logðpm2=pm1Þ	ð1þ knmÞ1s*
2
m ½ð1þ k1Þp1m2  ð1þ kÞp1m1	Þ
þ 1
4
½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	g:
Proof. The proof involves cumbersome expressions for Lm and Qm with lengthy
moment calculations. Details are given in the appendix.
Remark 3. The leading term FðZn1mtÞ of en1mðtÞ in Theorem 1 reduces to Fðun1mtÞ under
the conditions in Proposition 4.1.
Combining the above results, we have the following:
Theorem 2. Under the conditions in Proposition 4.1, the first-order asymptotic
performance index at a threshold tAðN;NÞ and n ¼ n1 þ n2  2r is given
by
APIð1; t; nÞ ¼
P2
i¼1
Pr
m¼1 pmifFðunimtÞ þ n1ðbnimt þ dnimtÞfðunimtÞgP2
i¼1
Pr
m¼1 pmifFðaimtÞ þ n1ðbimt þ dimtÞfðaimtÞg
;
where aimt; bimt and dimt for i ¼ 1; 2; m ¼ 1;y; r are given in [9, Theorem 2].
5. Numerical study
An analytic study of the performance of LLDF relative to MC is rather complex.
A simple alternative is to focus on a quantitative study of the estimates say LPˆIðtÞ
and APˆIðk; t; nÞ of LPIðtÞ and APIðk; t; nÞ; respectively. These estimates are
obtained by plugging the estimates in Section 2 in the corresponding expressions in
Corollary 1 and Theorem 2.
To examine the effect of across-location heteroscedasticity on LLDF and have
a glimpse of the magnitudes of LPIðtÞ; LPˆIðtÞ; APIð1; t; nÞ and APˆIð1; t; nÞ; a
numerical study depicted below is carried out. The choice of the parameters is to
simplify the study given the complexity of the problem. The schemes are by no means
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representative but the results will illuminate the problem for which a theoretical
assessment is difﬁcult. Since the results are asymptotic, sample size consideration is
crucial for the interpretation.
Apart from a numerical assessment of the asymptotic superiority of MC over the
LLDF, the simulation also concerns two practical questions. The ﬁrst addresses the
determination of the minimum training sample size to achieve the asymptotic result.
The second is whether LLDF using smoothed and more stably estimated between-
population covariance matrix outweighs its bias and thus enhances its performance
over the MC using unstable estimates with sparse training data with many
categorical variables.
Independent random training samples of size ni from Pi; i ¼ 1; 2 are
generated under the following schemes. The parameter values D ¼ 0:5; 1:0; 2:0; l ¼
2; 3; 5 and t ¼ 0:25; 0; 0:25 are used throughout the study. Moderate sizes of
n1 ¼ n2 are employed to mimic training sample sizes of real datasets analyzed
in [5,6]. In each of the schemes, we increase the corresponding training sample
size as the number of locations and the dimension of the continuous variables
increase.
Scheme A: r ¼ 2; p ¼ 4; n1 ¼ n2 ¼ 30; 35n; 50; p11 ¼ 0:70ð0:40Þ; p21 ¼
0:30ð0:60Þ; p12 ¼ 0:40ð0:70Þ; p22 ¼ 0:60ð0:30Þ:
Population P1 P2
Location
1 Npð0; IpÞ Npðm12; IpÞ m012 ¼ ðD; 00p1Þ
2 Npð0; lIpÞ Npðm22; lIpÞ m022 ¼ ð
ﬃﬃﬃ
l
p
D; 00p1Þ
Scheme B: r ¼ 5; P ¼ 6; n1 ¼ n2 ¼ 60; 70n; 80; p11 ¼ 0:20ð0:30Þ; p21 ¼
0:30ð0:15Þ; p31 ¼ 0:10ð0:25Þ; p41 ¼ 0:15ð0:10Þ; p51 ¼ 0:25ð0:20Þ; p12 ¼ 0:10ð0:20Þ;
p22 ¼ 0:20ð0:30Þ; p32 ¼ 0:30ð0:15Þ; p42 ¼ 0:25ð0:10Þ; p52 ¼ 0:15ð0:25Þ:
Population P1 P2
Location
1 Npð0; IpÞ Npðm12; IpÞ m012 ¼ ðD; 00p1Þ
2 Npð0; ðl=4ÞIpÞ Npðm22; ðl=4ÞIpÞ m022 ¼ ð
ﬃﬃﬃ
l
p
D=2; 00p1Þ
3 Npð0; ðl=3ÞIpÞ Npðm32; ðl=3ÞIpÞ m032 ¼ ð
ﬃﬃﬃ
l
p
D=
ﬃﬃﬃ
3
p
; 00p1Þ
4 Npð0; ðl=2ÞIpÞ Npðm42; ðl=2ÞIpÞ m042 ¼ ð
ﬃﬃﬃ
l
p
D=
ﬃﬃﬃ
2
p
; 00p1Þ
5 Npð0; lIpÞ Npðm52; lIpÞ m052 ¼ ð
ﬃﬃﬃ
l
p
D; 00p1Þ
Scheme C: r ¼ 7; p ¼ 7; n1 ¼ n2 ¼ 100; 120n; 140; p11 ¼ 0:20ð0:05Þ; p21 ¼
0:10ð0:20Þ; p31 ¼ 0:20ð0:10Þ; p41 ¼ 0:10ð0:05Þ; p51 ¼ 0:10ð0:15Þ; p61 ¼ 0:20ð0:20Þ;
p71 ¼ 0:10ð0:25Þ; p12 ¼ 0:10ð0:20Þ; p22 ¼ 0:05ð0:10Þ; p32 ¼ 0:15ð0:05Þ; p42 ¼
0:20ð0:10Þ; p52 ¼ 0:10ð0:25Þ; p62 ¼ 0:15ð0:20Þ; p72 ¼ 0:25ð0:10Þ:
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Population P1 P2
Location
1 Npð0; IpÞ Npðm12; IpÞ m012 ¼ ðD; 00p1Þ
2 Npð0; ðl=4ÞIpÞ Npðm22; ðl=4ÞIpÞ m022 ¼ ð
ﬃﬃﬃ
l
p
D=2; 00p1Þ
3 Npð0; ðl=2ÞIpÞ Npðm32; ðl=2ÞIpÞ m032 ¼ ð
ﬃﬃﬃ
l
p
D=
ﬃﬃﬃ
2
p
; 00p1Þ
4 Npð0; lIpÞ Npðm42; lIpÞ m042 ¼ ð
ﬃﬃﬃ
l
p
D; 00p1Þ
5 Npð0; 2lIpÞ Npðm52; 2lIpÞ m052 ¼ ð
ﬃﬃﬃﬃﬃ
2l
p
D; 00p1Þ
6 Npð0; 3lIpÞ Npðm62; 3lIpÞ m062 ¼ ð
ﬃﬃﬃﬃﬃ
3l
p
D; 00p1Þ
7 Npð0; 4lIpÞ Npðm72; 4lIpÞ m072 ¼ ð2
ﬃﬃﬃ
l
p
D; 00p1Þ
In Schemes A–C, the symbol 00p1 denotes a row vector of p  1 zeros. The
Mahalanobis distance between P1 and P2 in each location has been ﬁxed to D: A
simulation for each of the scheme is replicated 30 times to produce the replicated means
and standard deviations of LHˆIðtÞ and AHˆIð1; t; nÞ: Theoretical values of LHIðtÞ and
AHIðtÞ based on the same selected parameters are computed. For each of the schemes,
problematic cases do arise as the training sample size considered is insufﬁcient to ﬁt a
more elaborate MC. The minimum training sample size from each population under
schemes A–C for a full implementation of MC with its estimated APIð1; n; tÞ is
indicated by the selected training sample size from each population n1 ¼ n2 ¼ nn in
each scheme. The results for training sample size larger than the minimum training
sample size for different sets of location probabilities are quite similar. Hence, only the
results for the minimum training sample size under each scheme for one set of location
probabilities are reported and summarized in the following tables.
Both indexes are asymptotic by nature. The efﬁciency of LLDF measured by the
indexes may not be so extreme in practice. The numerical results pinpoint the worse
scenario that might happen to LLDF. Under such a circumstance LLDF should not
be used at all.
1. From previous simulations, MC is superior to LLDF when n1 ¼ n2 is well over
400. This provides support for MC in large training sets.
2. The values of LPIðtÞ; LPˆIðtÞ and its standard deviation do not vary very much
when the minimum training sample size from each population increases to 1000:
At such a huge training sample size, LPIðtÞ and APIð1; n; tÞ and LPˆIðtÞ and
APˆIð1; n; tÞ are quite close to each other. However, behavior of APIð1; n; tÞ;
APˆIð1; n; tÞ and its standard deviation are quite different from its counterpart
LPIðtÞ and LPˆIðtÞ in our study under the selected training sample size in
Schemes A–C. This is expected because APIð1; n; tÞ corrects the bias effectively
in moderate training sample size. The correction is negligible when the training
sample size is huge.From Tables 1–6, the following can be observed.
3. For the sizes of the two training samples in our study, LHˆIðtÞ follows its
theoretical values closely. However, compared to LPˆIðtÞ; APˆIð1; n; tÞ has a
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larger standard deviation due to the smaller training sample sizes from each
population.
4. The 162 cases considered are equally divided for the investigation of LPIðtÞ and
APIð1; n; tÞ: Thirteen out of the 81 cases of LPIðtÞ and 8 out of the 81 cases of
LPˆIðtÞ have values less than 1 as shown in Tables 1 and 2. Fifty-one out of the
81 cases of APIðtÞ and 58 out of the 81 cases of APˆIð1; t; nÞ have value less than
1 as shown in Tables 4–6. Situations where both LPˆIðtÞ and APˆIð1; n; tÞ are
close to 1 are interpreted as cases where LLDF and MC are equivalent in
performance.
5. Based on LPˆIðtÞ alone, 73 cases favor MC. When APˆIð1; t; nÞ is taken into
account, the number of cases drops to 23: This demonstrates that for moderate
training sample size, a hasty evaluation of MC relative to LLDF based solely on
LPˆIðtÞ may be misleading.
6. LPIðtÞ tends to exaggerate the overall expected error rate of LLDF relative to
MC for moderate training sample size from each population. In this situation, it
Table 1
Values of LPIðtÞ; LPˆIðtÞ and its standard deviation under Scheme A for r ¼ 2; p ¼ 4;
D ¼ 0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 35n; p11 ¼ 0:7; p21 ¼ 0:3; p12 ¼ 0:4; p22 ¼ 0:6 and t ¼
0:25; 0 and 0.25
D
0.5 1.0 2.0
t ¼ 0:25
2 1.0130 1.0369 1.0303
1.0112(0.0054) 1.0289(0.0050) 1.0302(0.0108)
l 3 1.0182 1.0784 1.0817
1.0183(0.0107) 1.0638(0.0084) 1.0772(0.0316)
5 1.0184 1.1065 1.2471
1.0216(0.0174) 1.1073(0.0307) 1.2385(0.0728)
t ¼ 0:00
2 1.0068 1.0105 1.0065
1.0048(0.0002) 1.0074(0.0048) 1.0078(0.0059)
l 3 1.0166 1.0292 1.0289
1.0121(0.0046) 1.0297(0.0127) 1.0243(0.0228)
5 1.0231 1.0653 1.0886
1.0225(0.0100) 1.0613(0.0253) 1.1050(0.0607)
t ¼ 0:25
2 0.9900 0.9920 0.9954
0.9921(0.0054) 0.9946(0.0029) 0.9961(0.0022)
l 3 0.9863 0.9905 0.9942
0.9928(0.0088) 0.9957(0.0074) 0.9998(0.0123)
5 0.9947 0.9966 1.0021
0.9988(0.0170) 1.0103(0.0193) 1.0164(0.0344)
LPˆIðtÞ and its standard deviation in brackets are underneath the value of LPIðtÞ:
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is only prudent to examine both LPIðtÞ and APIð1; n; tÞ for a more
comprehensive assessment.
7. About 83:9506% ð68=81Þ of the values of LPIðtÞ exceed 1: The percentage of the
values of LPˆIðtÞ above 1 is approximately 90:1235%ð73=81Þ: The corresponding
percentages are approximately 37:0370%ð30=81Þ and 28:3951%ð23=81Þ; respec-
tively, for APIð1; t; nÞ and APˆIð1; n; tÞ: Thus, adoption of MC should require a
second thought given a moderate number of training samples from each
population even if there is indication of across-location heteroscedasticity. This
is analogous to the rather satisfactory performance of the linear discriminant
function in many non-ideal situations.
8. The largest values of LPIðtÞ and APIð1; n; tÞ are, respectively, 2:0781 in Table 3
and 1:5407 in Table 6 under Scheme C for r ¼ 7; D ¼ 2:0; t ¼ 0:25; and l ¼ 5:
These cases correspond to well-separated populations (larger D in our schemes)
with high between-population dispersions (larger l in our schemes) with a
moderate number of locations.
9. The minimum training sample size from each population for the validity of the
asymptotic result in our simulation is 35n; 70n and 170n for respective Schemes
Table 2
Values of LPIðtÞ; LPˆIðtÞ and its standard deviation under Scheme B for r ¼ 5; p ¼ 6;
D ¼ 0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 70n; p11 ¼ 0:2; p21 ¼ 0:3; p31 ¼ 0:1; p41 ¼ 0:15; p51 ¼ 0:25;
p12 ¼ 0:1; p22 ¼ 0:2; p32 ¼ 0:3; p42 ¼ 0:25; p52 ¼ 0:15 and t ¼ 0:25; 0 and 0:25
D
0.5 1.0 2.0
t ¼ 0:25
2 0.9992 0.9999 0.9997
0.9997(0.0016) 1.0001(0.0016) 1.0001(0.0013)
l 3 1.0076 1.0174 1.0202
1.0087(0.0061) 1.0182(0.0065) 1.0290(0.0077)
5 1.0181 1.0728 1.0747
1.0207(0.0126) 1.0727(0.0199) 1.1084(0.0272)
t ¼ 0:00
2 1.0017 1.0015 1.0007
1.0010(0.0004) 1.0014(0.0008) 1.0014(0.0007)
l 3 1.0047 1.0077 1.0116
1.0044(0.0013) 1.0097(0.0038) 1.0168(0.0071)
5 1.0252 1.0537 1.0920
1.0166(0.0062) 1.0472(0.0115) 1.0841(0.0295)
t ¼ 0:25
2 1.0025 1.0022 1.0026
1.0016(0.0003) 1.0023(0.0027) 1.0022(0.0026)
l 3 0.9969 1.0141 1.0148
1.0039(0.0074) 1.0123(0.0070) 1.0210(0.0079)
5 0.9950 1.0307 1.0883
1.0111(0.0159) 1.0486(0.0196) 1.0944(0.0220)
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A, B and C. To ensure the applicability of the asymptotic result for a moderate
increase in the dimensionality of the continuous variables as well as the number
of locations, the minimum training sample size from each population should be
increased proportionately by interpolation. A generalization to continuous
variables at a much higher dimension under a general covariance structure with
many categorical variables poses a very difﬁcult problem.
10. For training sample size smaller than the indicated minimum training sample
size from each population, the performance of LLDF is superior. In this
situation, a smoothed LLDF, borrowing information from other locations, can
offset the problem caused by the unstable MC. An exponentially weighted
smoothed version of LLDF suggested in [2] will drastically reduce the number of
ﬁtted parameters in LLDF and hence avoid exacerbating the problem of sparse
data with many locations. It is preferable to ﬁt a more parsimonious classiﬁer
with a smaller number of training samples.
We emphasize that the result of Theorem 2 is applicable only when the between-
population dispersion are spherical covariance matrices across all locations. This
Table 3
Values of LPIðtÞ; LPˆIðtÞ and its standard deviation under Scheme C for r ¼ 7; p ¼ 7;
D ¼ 0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 170n; p11 ¼ 0:2; p21 ¼ 0:1; p31 ¼ 0:2; p41 ¼ 0:1; p51 ¼ 0:1;
p61 ¼ 0:2; p71 ¼ 0:1; p12 ¼ 0:1; p22 ¼ 0:05; p32 ¼ 0:15; p42 ¼ 0:2; p52 ¼ 0:1; p62 ¼ 0:15; p72 ¼ 0:25;
and t ¼ 0:25; 0 and 0.25
D
0.5 1.0 2.0
t ¼ 0:25
2 1.0560 1.1606 1.3140
1.0465(0.0122) 1.1607(0.0241) 1.2988(0.0632)
l 3 1.0625 1.2550 1.5854
1.0584(0.0189) 1.2134(0.0388) 1.5361(0.1000)
5 1.0638 1.3017 2.0781
1.0649(0.0204) 1.2683(0.0376) 1.8264(0.1543)
t ¼ 0:00
2 1.0364 1.1308 1.1993
1.0363(0.0097) 1.1145(0.0199) 1.2230(0.0638)
l 3 1.0496 1.1817 1.4388
1.0460(0.0130) 1.1647(0.0286) 1.4168(0.0590)
5 1.0540 1.2453 1.7909
1.0620(0.0131) 1.2319(0.0346) 1.7667(0.1121)
t ¼ 0:25
2 1.0153 1.0855 1.1910
1.0261(0.0161) 1.0893(0.0260) 1.2159(0.0495)
l 3 1.0181 1.1200 1.3273
1.0448(0.0241) 1.1590(0.0409) 1.3980(0.0867)
5 1.0183 1.1472 1.5740
1.0649(0.0369) 1.1969(0.0509) 1.6734(0.0167)
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limits the scope of our study. Generalizability of the above statements relies on
validity of Theorem 2. Caution should be exercised in using LLDF under across-
location heteroscedasticity especially when the number of locations ðrÞ is small, the
populations are well-separated (larger values of D in our schemes) and the between-
population dispersion is high (larger values of l in our schemes). Zero threshold is
preferred for classiﬁcation in this situation. To carry out a similar study of
APIðk; t; nÞ ðkX1Þ under a more general across-location between-population
covariance structure is beyond the scope of this article.
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Table 4
Values of APIð1; t; nÞ; APˆIð1; t; nÞ and its standard deviation under Scheme A for r ¼ 2; p ¼ 4; D ¼
0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 35n; p11 ¼ 0:7; p21 ¼ 0:3; p12 ¼ 0:4; p22 ¼ 0:6 and t ¼ 0:25; 0
and 0.25
D
0.5 1.0 2.0
t ¼ 0:25
2 0.7850 0.9949 1.0019
0.8601(0.1432) 0.9814(0.0431) 1.0024(0.0071)
l 3 0.7540 0.9900 1.0434
0.8018(0.0822) 0.9901(0.0467) 1.0357(0.0174)
5 0.7475 0.9845 1.1704
0.7833(0.0790) 0.9879(0.0674) 1.1532(0.0285)
t ¼ 0:00
2 0.8545 0.9663 0.9722
0.8834(0.0850) 0.9657(0.0258) 0.9725(0.0081)
l 3 .7538 0.9618 0.9946
0.8242(0.0936) 0.9411(0.0397) 0.9900(0.0107)
5 0.7004 0.9492 1.0481
0.7868(0.0911) 0.9653(0.0452) 1.0532(0.0287)
t ¼ 0:25
2 1.0695 0.9377 0.9467
1.0026(0.1377) 0.9366(0.0175) 0.9507(0.0053)
l 3 1.0313 0.9400 0.9535
0.9295(0.1401) 0.9291(0.0280) 0.9547(0.0090)
5 0.8696 0.9416 0.9737
0.8630(0.1209) 0.9132(0.0544) 0.9775(0.0195)
APˆIð1; t; nÞ and its standard deviation in brackets are underneath the value of APIð1; t; nÞ:
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Appendix A
Proof of Theorem 1. Part (i) follows from a direct calculation. Part (ii) is given in [9,
Theorem 2]. To prove Part (iii), observe that invariance consideration leads us to
focus on location m with mm1 ¼ 0; mm2 ¼ dm ¼ ðDm; 0;y; 0Þ0; and SðmÞ ¼ Ip for
m ¼ 1;y; r: Let Tm; Wm and Vm be deﬁned in Propositions 4.1 and 4.2. Observe that
en1mðtÞ ¼ PrfUnmot jP1g ¼ EmðFðGmÞÞ where
Gm ¼ t þ logðpˆm2=pˆm1Þ  ðD
*
2
m =2Þ þ ð #mm1  mm1Þ0 #S1ð #mm1  #mm2Þ
½ð #mm1  #mm2Þ0 #S2ð #mm1  #mm2Þ	1=2
with
D*
2
m ¼ ð #mm1  #mm2Þ0 #S1ð #mm1  #mm2Þ
and EmðÞ is the expectation with respect to #mm1; #mm2; #S; nm1 and nm2 speciﬁc to
location m for m ¼ 1;y; r: Geometric expansions of #S1 and #S2 in conjuction of
Table 5
Values of APIð1; t; nÞ; APˆIð1; t; nÞ and its standard deviation under Scheme B for r ¼ 5; p ¼ 6;
D ¼ 0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 70n; p11 ¼ 0:2; p21 ¼ 0:3; p31 ¼ 0:1; p41 ¼ 0:15;
p51 ¼ 0:25; p12 ¼ 0:1; p22 ¼ 0:2; p32 ¼ 0:3; p42 ¼ 0:25; p52 ¼ 0:15 and t ¼ 0:25; 0 and 0.25
D
0.5 1.0 2.0
t ¼ 0:25
2 1.0897 0.9916 0.9234
1.0009(0.0686) 0.9924(0.0141) 0.9247(0.0055)
l 3 0.8975 0.9526 0.9339
0.9718(0.0916) 0.9744(0.0327) 0.9405(0.0059)
5 0.7878 0.9058 0.9897
0.8541(0.1034) 0.9487(0.0494) 0.9901(0.0154)
t ¼ 0:00
2 1.0856 0.9587 0.9090
1.0189(0.1191) 0.9535(0.0194) 0.9116(0.0039)
l 3 1.0120 0.9478 0.9066
0.8994(0.0933) 0.9396(0.0315) 0.9201(0.0050)
5 0.8417 0.9190 0.9723
0.8485(0.1260) 0.9091(0.0393) 0.9612(0.0116)
t ¼ 0:25
2 1.1119 0.9391 0.9027
0.9305(0.0973) 0.9204(0.124) 0.9027(0.0029)
l 3 1.1348 0.9406 0.9139
0.8687(0.1274) 0.9181(0.0203) 0.9116(0.0054)
5 1.1158 0.9686 0.9244
0.8278(0.1119) 0.9132(0.0646) 0.9551(0.0132)
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Tm; Wm and Vm lead to
en1mtðtÞ ¼ EmðFðZ1mt þ ðnðmÞÞ1=2 Lm þ ðnðmÞÞ1 Qm þ r1mÞÞ;
where Z1mt ¼ ðd0mS*
2
m dmÞ1=2fð1þ knmÞ1½t þ logðpˆm2=pˆm1Þ	  ðd0mS*
1
m dm=2Þg; Lm is a
linear function of Tm; Wm and Vm; Qm is a quadratic function of Tm; Wm and Vm and
r1m is a remainder term. By linearity, EmðLmÞ ¼ 0: Under fairly simple covariance
structures in Sð1Þ;y;SðrÞ; the second order mixed moments of Tm; Wm and Vm are
bounded with Emðp limn1;n2-N L2mÞ and Emðp limn1;n2-N QmÞ being ﬁnite and
independent of n: Following [1],
en1mðtÞ ¼EmðFðZ1mtÞÞ þ n1=2fðZn1mtÞEm p limn1;n2-N n
1=2ðnðmÞÞ1=2 Lm
 
þ n1fðZn1mtÞ Em p limn1;n2-N nðnðmÞÞ
1fQm  ðZ1mtL2m=2Þg
  
þ Eðr2mÞ;
Table 6
Values of APIð1; t; nÞ; APˆIð1; t; nÞ and its standard deviation under Scheme C for r ¼ 7; p ¼ 7;
D ¼ 0:5; 1:0; 2:0; l ¼ 2; 3; 5; n1 ¼ n2 ¼ nn ¼ 170n; p11 ¼ 0:2; p21 ¼ 0:1; p31 ¼ 0:2; p41 ¼ 0:1;
p51 ¼ 0:1; p61 ¼ 0:2; p71 ¼ 0:1; p12 ¼ 0:1; p22 ¼ 0:05; p32 ¼ 0:15; p42 ¼ 0:2; p52 ¼ 0:1; p62 ¼ 0:15; p72 ¼
0:25; and t ¼ 0:25; 0 and 0.25
D
0.5 1.0 2.0
t ¼ 0:25
2 0.8752 0.9828 1.1617
0.9081(0.0441) 0.9974(0.0261) 1.1650(0.0185)
l 3 0.8736 0.9902 1.2966
0.8929(0.0567) 1.0149(0.0390) 1.3210(0.0415)
5 0.9082 1.0076 1.5407
0.9316(0.1103) 1.0523(0.0793) 1.5458(0.0639)
t ¼ 0:00
2 0.9519 0.9995 1.097
0.8947(0.0579) 0.9722(0.0358) 1.011(0.0222)
l 3 0.9687 1.0532 1.2524
0.8703(0.0697) 1.0043(0.0405) 1.2461(0.0333)
5 1.1803 1.1651 1.5344
0.8608(0.1680) 1.0525(0.0937) 1.4739(0.0642)
t ¼ 0:25
2 0.9402 1.0003 1.1072
0.9277(0.1203) 1.0004(0.0382) 1.1012(0.0175)
l 3 1.0934 1.0348 1.2688
0.9238(0.1221) 1.0569(0.0682) 1.2639(0.0327)
5 1.3509 1.1422 1.4698
0.9019(0.2233) 1.0737(0.1357) 1.4875(0.0771)
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where fðÞ denotes the standard normal density function and
Zn1mt ¼ p limn1;n2-N Z1mt
¼ðd0mS2m dmÞ1=2fð1þ knmÞ1½t þ logðpm2=pm1Þ	  ðd0mS1m dm=2Þg
with Sm ¼ p limn1;n2-N Snm; and EmðFðZ1mtÞÞ ¼ FðZn1mtÞ þ Oðn1Þ:
It can be shown that under A1 and A2, Emðr2mÞ ¼ Oðn2Þ:
Hence, e1mðtÞ ¼ FðZn1mtÞ þ Oðn1Þ: This completes the proof of Theorem 1. &
Proof of Proposition 4.3. Let Tm; Wm and Vm be deﬁned as before. Then
Lm ¼  nðmÞn1½t þ logðpˆm2=pˆm1Þ	ðd0mS*
2
m dmÞ3=2
 ½d0mS*
2
m Tm  n
2
ðnðmÞÞ1ðdmS*
2
m VmS*
1
m dm þ d0mS*
1
m VmS*
2
m dmÞ	
 1
2
ðd0mS*
2
m dmÞ1=2½2d0mS*
1
m Tm  nðnðmÞÞ1d0mS*
1
m VmS*
1
m dm	
þ 1
2
ðd0mS*
2
m dmÞ3=2ðd0mS*
1
m dmÞ
 ½d0mS*
2
m Tm  n
2
ðnðmÞÞ1ðd0mS*
2
m VmS*
1
dm þ d0mS*
1
m VmS*
2
m dmÞ	
þ ðd0mS*
2
m dmÞ1=2d0mS*
1
m Wm
and
Qm ¼ nðnðmÞÞ1½t þ logðpˆm2=pˆm1Þ	
 1
2
ðd0mS*
2
m dmÞ3=2fn2ðnðmÞÞ2ðd0mS*
2
m VmS*
1
m VmS*
1
m dm

þ d0mS*
1
m VmS*
2
m VmS*
1
m dm þ d0mS*
1
m VmS*
1
m VmS*
2
m dmÞ þ T 0mS*
2
m Tm
 2nðnðmÞÞ1ðd0mS*
2
m VmS*
1
m Tm þ d0mS*
1
m VmS*
2
m TmÞg
 3
2
ðd0mS*
2
m dmÞ5=2ðd0mS*
2
m Tm  n
2
ðnðmÞÞ1
 ðd0mS*
2
m VmS*
1
m dm þ d0mS*
1
m VmS*
2
m dmÞÞ2
i
þ 1
2
ðd0mS*
2
m dmÞ3=2½2d0mS*
1
m Tm  nðnðmÞÞ1d0mS*
1
m VmS*
1
m dm	
 d0mS*
2
m Tm  n
2
ðnðmÞÞ1ðd0mS*
2
m VmS*
1
m dm þ d0mS*
1
m VmS*
2
m dmÞ
h i
 1
2
ðd0mS*
2
m dmÞ1=2½T 0mS*
1
m Tm þ n2ðnðmÞÞ2d0mS*
1
m VmS*
1
m VmS*
1
m dm
 2nðnðmÞÞ1T 0mS*
1
m VmS*
1
m dm	
C.-Y. Leung / Journal of Multivariate Analysis 84 (2003) 369–386384
þ 1
2
d0mS
*
1
m dm
1
2
ðd0mS*
2
m dmÞ3=2fn2ðnðmÞÞ2ðd0mS*
2
m VmS*
1
m VmS*
1
m dm

þ d0mS*
1
m VmS*
2
m VmS*
1
dm þ d0mS*
1
m VmS*
1
m VmS*
2
m dmÞ þ T 0mS*
2
m Tm
 2nðnðmÞÞ1ðd0mS*
2
m VmS*
1
m Tm þ d0mS*
1
m VmS*
2
m TmÞg
 3
2
ðd0mS*
2
m dmÞ5=2 d0mS*
2
m Tm  n
2
ðnðmÞÞ1


 ðd0mS*
2
m VmS*
1
m dm þ d0mS*
1
m VmS*
2
m dmÞ
2
þ ðd0mS*
2
m dmÞ1=2ðT 0mS*
1
m Wm  nðnðmÞÞ1d0mS*
1
m VmS*
1
m WmÞ
 ðd0mS*
2
m dmÞ3=2 d0mS*
2
m Tm  1
2
nðnðmÞÞ1ðd0mS*
2
m VmS*
1
m dm

þ d0mS*
1
m VmS*
2
m dmÞd0mS*
1
m Wm
i
:
Observe that
EmðQmÞ ¼ E1mðE2mðQmÞÞ;
where E2mðÞ and E1mðÞ are, respectively, the conditional expectation given nm1
and nm2 and the expectation with respect to the joint distribution of nm1
and nm2 under Zm ¼ 1 for m ¼ 1;yr; : From [10, Lemmas 1–3], it follows
that
lim
n1;n2-N
EmðQmÞ ¼Emðp lim
n1;n2-N
QmÞ
¼  D3m f12ðp þ 3Þð1þ knmÞ2s*
2
m
 ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	½t þ logðpm2=pm1Þ	g
þ D1m f32ðp þ 3Þð1þ knmÞ1s*
2
m gm½t þ logðpm2=pm1Þ	
þ 1
4
ðp  1Þð1þ knmÞ1½3ð1þ kÞp1m1  ð1þ k1Þp1m2	g
þ 1
4
Dmðp  1Þs*
4
m gm
and
lim
n1;n2-N
EmðL2mÞ ¼Em p limn1;n2-N L
2
m
 
¼D4m fð1þ knmÞ3s*
4
m ½t þ logðpm2=pm1Þ	2
 ½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	g
þ D2m f2ð1þ knmÞ2gm½t þ logðpm2=pm1Þ	2
þ ð1þ knmÞ2s*
2
m ½t þ logðpm2=pm1Þ	
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 ½ð1þ k1Þp1m2  ð1þ kÞp1m1	g
þ 1
4
ð1þ knmÞ1½ð1þ kÞp1m1 þ ð1þ k1Þp1m2	:
This completes the proof of Proposition 4.3. &
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