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MODULAR PERVERSE SHEAVES ON FLAG VARIETIES III:
POSITIVITY CONDITIONS
PRAMOD N. ACHAR AND SIMON RICHE

Abstract. We further develop the general theory of the “mixed modular
derived category” introduced by the authors in a previous paper in this series.
We then use it to study positivity and Q-Koszulity phenomena on flag varieties.

1. Introduction
1.1. The category P(B) (B, C) of Bruhat-constructible perverse C-sheaves on the
flag variety B of a complex connected reductive algebraic group G has been extensively studied for decades, with much of the motivation coming from applications to
the representation theory of complex semisimple Lie algebras. Two salient features
of this category are as follows :
(1)C The stalks and costalks of the simple perverse sheaves IC w (C) enjoy a
parity-vanishing property (see [KL]).
(2)C The category P(B) (B, C) admits a Koszul grading (see [BGS]).
It was long expected that the obvious analogues of statements (1)C and (2)C would
also hold for modular perverse sheaves (i.e. for perverse sheaves with coefficients in a
finite field F of characteristic ` > 0) under mild restrictions on `, with consequences
for the representation theory of algebraic groups; see e.g. [So]. But Williamson’s
work [Wi] implies that both of these statements fail in a large class of examples.
The next question one may want to consider is then: what could take the place
of (1)C and (2)C in the setting of modular perverse sheaves? Fix a finite extension
K of Q` whose ring of integers O has F as residue field. In this paper, we consider
the following statements as possible substitutes for those above:
(1)F The stalks of the O-perverse sheaves IC w (O) are torsion-free. Equivalently,
the stalks of the F-perverse sheaves F ⊗L IC w (O) enjoy a parity-vanishing
property.
(2)F The category P(B) (B, F) admits a standard Q-Koszul grading.
The definition of a standard Q-Koszul category—a generalization of the ordinary
Koszul property, due to Parshall–Scott [PS1]—will be recalled in §2.5. The status
of these conditions in various examples will be discussed at the end of §1.2.
One of the main results of this paper is that statements (1)F and (2)F are nearly
equivalent to each other. Statement (1)F may be compared to (and was inspired
by) the Mirković–Vilonen conjecture [MV] (now a theorem [ARd, MR]), which asserts that spherical IC-sheaves on the affine Grassmannian have torsion-free stalks.
Statement (2)F is closely related to certain conjectures of Cline, Parshall, and
Scott [CPS, PS1] on representations of algebraic groups.
P.A. was supported by NSF Grant No. DMS-1001594. S.R. was supported by ANR Grants
No. ANR-09-JCJC-0102-01, ANR-2010-BLAN-110-02 and ANR-13-BS01-0001-01.
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1.2. Mixed modular perverse sheaves. In the characteristic zero case, statements (1)C and (2)C are best understood in the framework of mixed Q` -sheaves.
In [AR3] we defined and studied a replacement for these objects in the modular
context (when ` is good for G). More precisely, for E = K, O, or F we defined a
mix
triangulated category D(B)
(B, E), endowed with a “Tate twist” h1i and a “perverse
t-structure” whose heart we denote by Pmix
(B) (B, E). This category is also endowed
mix
b
with a t-exact “forgetful” functor D(B)
(B, E) → D(B)
(B, E), where the usual
b
Bruhat-constructible derived category D(B) (B, E) is endowed with the usual perverse t-structure. The main tool in this construction is the category Parity(B) (B, E)
of parity complexes on B in the sense of Juteau–Mautner–Williamson [JMW]. The
indecomposable objects in the latter category are naturally parametrized by W ×Z;
we denote as usual by Ew the object associated with (w, 0).
The category Pmix
(B) (B, F) is a graded quasihereditary category, and can be considered a “graded version” of the category P(B) (B, F). The analogue of this category
when F is replaced by K can be identified with the category studied in [BGS, §4.4],
and is known to be Koszul (and even standard Koszul ). One might wonder if the
category P(B) (B, F) enjoys a similar property, or some weaker analogues. The main
theme of this paper is to relate these properties to properties of the usual perverse
sheaves on B or the flag variety B̌ of the Langlands dual reductive group. More
precisely, we consider the following four properties:
(1) The category Pmix
(B) (B, F) is positively graded.
(2) The category Pmix
(B) (B, F) is standard Q-Koszul.
(3) The category Pmix
(B) (B, F) is metameric.
(4) The category Pmix
(B) (B, F) is standard Koszul.
Here, condition (1) is a natural condition defined and studied in §2.2. As explained
above, condition (2)—which is stronger than (1)—was introduced by Parshall–
Scott [PS1]; see §2.5. Condition (3)—which is also stronger than (1) but unrelated
to (2) a priori—is a technical condition defined and studied in §2.3. Condition (4) is
the standard condition studied e.g. in [ADL, Maz]; see also [BGS]. This condition
is stronger than (3) and (2).
ˇ w , is the parity
Our main result can be stated as follows. (Here, Ěw , resp. IC
sheaf, resp. IC-sheaf on B̌ naturally associated with w. This statement combines
parts of Theorems 5.1, 5.2, and 5.5.)
Theorem. Assume that ` is good for G.
(1) The following conditions are equivalent:
(a) The category Pmix
(B) (B, F) is positively graded.
(b) For all w ∈ W , the parity sheaf Ěw (F) on B̌ is perverse.
(2) The following conditions are equivalent:
(a) The category Pmix
(B) (B, F) is metameric.
(b) The category Pmix
(B̌, F) is standard Q-Koszul.
(B̌)
(c) For all w ∈ W , the parity sheaf Ew (F) is perverse, and the O-perverse
ˇ w (O) on B̌ has torsion-free stalks.
sheaf IC
(3) The following conditions are equivalent:
(a) The category Pmix
(B) (B, F) is standard Koszul.
(b) For all w ∈ W we have Ew (F) ∼
= IC w (F).
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(c) For all w ∈ W , the O-perverse sheaf IC w (O) on B has torsion-free
stalks and costalks.
Moreover, conditions (3a)–(3c) hold if and only if the analogous statements
for the Langlands dual group hold.
In this theorem, part (1) is an immediate consequence of the results of [AR3].
Part (3) is also not difficult to prove. However, as noted earlier, Williamson [Wi]
(with Kontorovich and McNamara) has exhibited counterexamples to condition (3c)
in which the primes at which there is torsion grow exponentially in terms of the
rank.
Part (2) of the theorem is the most interesting and delicate case, and its proof requires the introduction of new tools. Williamson has informed us that condition (2c)
holds for G = GL(n) with n ≤ 9 in all characteristics. His counterexamples to (3c)
all involve torsion only in the costalks of the IC w (O), not in their stalks. Thus, as
of this writing1, there are no known counterexamples to the conditions in part (2).
1.3. Weights. To prove part (2) of the theorem above, we introduce a formalism which plays a role similar to Deligne’s theory of weights for mixed Q` -perverse
sheaves. (However, it is much less powerful than Deligne’s theory: in particular, the existence of a “weight filtration” on mixed modular perverse sheaves is
not automatic.) More precisely, in §3.2 we define what it means for an object of
mix
D(B)
(B, E) to have weights ≤ n or ≥ n, and we prove that the !- and ∗-pullback and
pushforward functors associated with locally closed inclusions of unions of Bruhat
cells enjoy the same stability properties for this formalism as in the case of mixed
Q` -sheaves (cf. [BBD, Stabilités 5.1.14]).
mix
Next, in §3.3, we define a baric structure on the category D(B)
(B, E), which
serves as a replacement for the weight truncation functors on the derived category
of mixed Q` -sheaves as defined by Morel [Mo, §4.1] (see also [AT, §3.3] for details and references). In §3.4, we use this baric structure to define a new, smaller
mix
abelian category P◦(B) (B, E) ⊂ D(B)
(B, E). This is not the heart of a t-structure on
mix
D(B) (B, E); for instance, when E = Q` , it is the category consisting of semisimple
pure perverse sheaves of weight 0. The category P◦(B) (B, F) need not be semisimple, but it is always quasihereditary, so one may speak of standard and costandard
objects in P◦(B) (B, F). These objects are parametrized by W , and the standard,
resp. costandard, object associated with w is denoted ∆◦w (F), resp. ∇◦w (F). A careful study of the structure of the ∆◦w (F), carried out in §4.2, is the glue linking the
various assertions in part (2) of the theorem.
1.4. Interpreting the ∆◦w (F). In the course of the proof, we will see that if
P(B) (B, F) is positively graded, then ∆◦w (F) ∼
= F ⊗L IC mix
w (O). This property is
analogous to the fact [MV, §8] that in the category of spherical perverse sheaves
on the affine Grassmannian, standard objects are of the form F ⊗L IC λ (O). Of
course, in the setting of [MV], there is a representation-theoretic interpretation for
these objects as well: they correspond to Weyl modules under the geometric Satake
equivalence.
1Since this paper appeared in preprint form, the situation has changed. We learned in March
2016 that Libedinsky and Williamson have found counterexamples to (2c) in GL(15) (and a few
other cases) in characteristic 2.
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If one hopes to prove that the conditions in part (2) of the theorem are actually
true, it will likely be useful to find a representation-theoretic interpretation of the
∆◦w (F). One candidate is the class of reduced standard modules introduced by Cline–
Parshall–Scott [CPS]. These are certain representations of an algebraic group,
obtained by modular reduction of irreducible quantum group representations. It is
likely that under the equivalence of [AR2, Theorem 2.4], reduced standard modules
correspond to objects of the form F ⊗L IC w (O).
With this in mind, condition (2a) should be compared to [CPS, Conjecture 6.5],
which says that standard modules admit a reduced standard filtration. Similarly,
condition (2c) should be compared to [CPS, Conjecture 6.2], which says that over
O, the Ext-groups from a reduced standard module to a costandard module are
torsion-free. (See [PS1, PS2] for other results about standard Q-Koszulity in the
context of representations of algebraic groups.)
There are further parallels between P◦(B) (B, F) and the affine Grassmannian that
may lead to future insights. We have already noted that condition (2c) resembles
the Mirković–Vilonen conjecture. In fact, a version of the metameric property
(see [BK, Corollary 5.1.13]) plays a role in the proof of that conjecture. Separately,
the conditions in part (2) imply that the Ěw (F) are precisely the tilting objects in
P◦(B̌) (B̌, F). This is similar to the main result of [JMW2], which relates spherical
parity sheaves to tilting modules via the geometric Satake equivalence.
1.5. Acknowledgements. We thank Geordie Williamson for stimulating discussions. We are also grateful to the referee for an extremely careful reading of the
paper that has led to numerous improvements, including the addition of an appendix with worked-out examples.
1.6. Contents. Section 2 contains general results on positively graded quasihereditary categories, including metameric and standard Q-Koszul categories. In Sections 3 and 4, we work in the general setting of a stratified variety satisfying the
assumptions of [AR3, §§2–3]. These sections develop the theory of weights for
mix
DS
(X, F), and contain the definition of P◦S (X, F). In Section 5 we concentrate
on the case of flag varieties, and prove our main theorems.
Finally, Appendix A discusses a number of explicit examples of mixed perverse
sheaves, weights, and baric truncation functors. The examples come from the flag
varieties for SL2 and SO5 .
2. Positivity conditions for graded quasihereditary categories
Throughout this section, k will be a field, and A will be a finite-length k-linear
abelian category.
2.1. Graded quasihereditary categories. We begin by recalling the definition
of graded quasihereditary categories. We refer to [AR3, Appendix A] for reminders
on the main properties of these categories.
Assume A is equipped with an automorphism h1i : A → A. Let Irr(A) be the
set of isomorphism classes of irreducible objects of A, and let S = Irr(A)/Z, where
n ∈ Z acts on Irr(A) by hni. Assume that S is equipped with a partial order ≤, and
that for each s ∈ S , we have a fixed representative simple object Lgr
s . Assume also
gr
gr
we are given, for any s ∈ S , objects ∆gr
and
∇
,
and
morphisms
∆gr
s
s
s → Ls and
gr
gr
Ls → ∇s . For T ⊂ S , we denote by AT the Serre subcategory of A generated
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by the objects Lgr
t hni for t ∈ T and n ∈ Z. We write A≤s for A{t∈S |t≤s} , and
similarly for A<s .
Definition 2.1. The category A (with the data above) is said to be graded quasihereditary if the following conditions hold:
(1) The set S is finite.
(2) For each s ∈ S , we have
(
k if n = 0;
gr
gr
Hom(Ls , Ls hni) =
0 otherwise.
gr
gr
gr
(3) The kernel of ∆gr
s → Ls and the cokernel of Ls → ∇s belong to A<s .
(4) For any closed subset T ⊂ S (in the order topology), if s ∈ T is maximal,
gr
gr
gr
then ∆gr
s → Ls is a projective cover in AT , and Ls → ∇s is an injective
envelope in AT .
gr
(5) We have Ext2 (∆gr
s , ∇t hni) = 0 for all s, t ∈ S and n ∈ Z.

Recall (see [AR3, Theorem
has enough projective objects,
filtration, i.e. a filtration with
Moreover, if we denote by Psgr
the reciprocity formula holds:
(2.1)

A.3]) that if A is graded quasihereditary then it
and that each projective object admits a standard
subquotients of the form ∆gr
t hni (t ∈ S , n ∈ Z).
,
then a graded form of
the projective cover of Lgr
s

gr
gr
(Psgr : ∆gr
t hni) = [∇t hni : Ls ],

where the left-hand side denotes the multiplicity of ∆gr
t hni in any standard filtration
of Psgr , and the right-hand side denotes the usual multiplicity as a composition
factor. Similar claims hold for injective objects.
Below we will also consider some (ungraded) quasihereditary categories: these
are categories satisfying obvious analogues of the conditions in Definition 2.1.
Later we will need the following properties.
Lemma 2.2. Let T ⊂ S be a closed subset.
(1) The subcategory AT ⊂ A is a graded quasihereditary category, with stangr
dard (resp. costandard) objects ∆gr
t (resp. ∇t ) for t ∈ T . Moreover, the
b
b
functor ιT : D AT → D A induced by the inclusion AT ⊂ A is fully
faithful.
(2) The Serre quotient A/AT is a graded quasihereditary category for the order
on S r T obtained by restriction from the order on S . The standard
(resp. costandard) objects are the images in the quotient of the objects ∆gr
s
(resp. ∇gr
s ) for s ∈ S r T .
(3) The natural functor Db (A)/Db (AT ) → Db (A/AT ) (where the left-hand
side is the Verdier quotient) is an equivalence. Moreover, the functors ΠT :
Db (A) → Db (A/AT ) and ιT admit left and right adjoints, denoted ΠR
T,
L
R
,
ι
,
which
satisfy
ΠL
,
ι
T
T
T
(2.2)

gr ∼
gr
ΠL
T ◦ ΠT (∆s ) = ∆s ,

gr ∼
gr
ΠR
T ◦ ΠT (∇s ) = ∇s

and such that, for any M in Db (A), the adjunction morphisms induce
functorial triangles
[1]

R
ιT ι R
T M → M → ΠT ΠT M −→,

[1]

L
ΠL
T ΠT M → M → ιT ιT M −→ .
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Proof. (1) It is clear that AT satisfies the first four conditions in Definition 2.1.
To check that it satisfies the fifth condition, one simply observes that the natural
gr
gr
2
gr
morphism Ext2AT (∆gr
s , ∇t hni) → ExtA (∆s , ∇t hni) is injective for s, t ∈ T , n ∈
Z, see e.g. [BGS, Lemma 3.2.3]. Since the second space is trivial by assumption,
the first one is trivial also.
Now it follows from the definitions that the category Db AT is generated (as a
triangulated category) by the objects ∆gr
t hni for t ∈ T and n ∈ Z, as well as by
the objects ∇gr
hni
for
t
∈
T
and
n
∈
Z.
Hence, by a standard argument, to prove
t
that ιT is fully faithful, it is enough to prove that for s, t ∈ T and k, n ∈ Z the
natural morphism
gr
gr
k
gr
ExtkAT (∆gr
s , ∇t hni) → ExtA (∆s , ∇t hni)

is an isomorphism. However in both categories A and AT we have
(
k if s = t, k = n = 0;
gr
k
gr
Ext (∆s , ∇t hni) =
0 otherwise,
see e.g. [AR3, Equation (A.1)]. Hence this claim is clear.
(2) It is clear that the quotient A/AT satisfies conditions (1), (2), and (3) of
Definition 2.1. To check that it satisfies condition (4), we denote by πT : A → AT
the quotient morphism. Then one can easily check that if s ∈ S r T , for any M
in A the morphisms
gr
HomA (∆gr
s , M ) → HomA/AT (πT (∆s ), πT (M )),
gr
HomA (M, ∇gr
s ) → HomA/AT (πT (M ), πT (∇s ))

induced by πT are isomorphisms. Using [Ga, Corollaire 3 on p. 369], one easily
deduces that condition (4) holds.
To prove condition (5), we observe that, by [Ga, Corollaire 1 on p. 375], the
subcategory AT is localizing; by [Ga, Corollaire 2 on p. 375] we deduce that A/AT
has enough injectives, and that every injective object is of the form πT (I) for some
I injective in A. In particular, since πT (∇gr
s ) is either 0 or a costandard object
of A/AT , we deduce that injective objects in A/AT admit costandard filtrations.
By a standard argument (see e.g. [Rin, Corollary 3]), this implies condition (5).
(3) Observe that the objects {∆gr
s , s ∈ S } form a graded exceptional set in
b
D (A) in the sense of [Be2, §2.1.5]. Hence, applying the general theory of these
sequences developed in [Be1, Be2] we find that ιT and the quotient functor 0 ΠT :
Db (A) → Db (A)/Db (AT ) admit left and right adjoints, which induce functorial
0 R
triangles as in the lemma. If we denote by 0 ΠL
T (resp. ΠT ) the left (resp. right)
0
adjoint to ΠT , it is easily checked that we have
gr ∼
gr
( 0 ΠL
T ) ◦ (ΠT )(∆s ) = ∆s

and

gr ∼
gr
(0 ΠR
T ) ◦ (ΠT )(∇s ) = ∇s

for any s ∈ S r T (see e.g. [Be1, Lemma 4(d)] for a similar claim). Using this
property and an argument similar to the one used to prove that ιT is fully faithful,
one can deduce that the natural functor Db (A)/Db (AT ) → Db (A/AT ) is an
equivalence, which finishes the proof.

2.2. Positively graded quasihereditary categories. In this section we will
mainly consider graded quasihereditary categories which exhibit some positivity
properties. The precise definition is as follows.
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Definition 2.3. Let A be a graded quasihereditary category. We say that A is
positively graded if for all s, t ∈ S , we have [Psgr : Lgr
t hni] = 0 whenever n > 0.
Remark 2.4. The condition in Definition 2.3 is equivalent to requiring that
L we have
Hom(Ptgr , Psgr hni) = 0 whenever n < 0. In other words, if we let P gr = s∈S Psgr ,
then A is positively graded if and only if the graded ring
M
Hom(P gr , P gr hni)
R :=
n∈Z

is concentrated in nonnegative degrees.
Note that R is a finite dimensional kL
algebra, and that the functor M 7→ n HomA (P gr , M hni) induces an equivalence
of categories between A and the category of finite dimensional graded right Rmodules.
Proposition 2.5. Let A be a graded quasihereditary category. The following conditions are equivalent:
(1) A is positively graded.
gr
gr
gr
(2) We have [∆gr
s : Lt hni] = (Ps : ∆t hni) = 0 whenever n > 0.
gr
gr
gr
(3) We have [∆s : Lt hni] = [∇s hni : Lgr
t ] = 0 whenever n > 0.
gr
,
L
hni)
=
0
for
n
> 0.
(4) We have Ext1 (Lgr
t
s
(5) Every object M ∈ A admits a canonical filtration W• M with the property
gr
that every composition factor of GrW
i M is of the form Ls hii, and every
morphism in A is strictly compatible with this filtration.
gr
gr
gr
Proof. (1) =⇒ (2). Since ∆gr
s is a quotient of Ps , we clearly have [∆s : Lt hni] = 0
gr
for n > 0. If we had (Psgr : ∆t hni) 6= 0 for some s, t and some n > 0, then we
would also have (Psgr : Lgr
t hni) 6= 0, contradicting the assumption.
(2) =⇒ (1). This is obvious.
The equivalence (2) ⇐⇒ (3) follows from the reciprocity formula (2.1).
(1) =⇒ (4). Let K be the kernel of Psgr → Lgr
s . Note that if n > 0, then
gr
[K : Lgr
t hni] = 0, and hence Hom(K, Lt hni) = 0. We deduce the desired result
from the exact sequence
gr
gr
1
1
gr
gr
· · · → Hom(K, Lgr
t hni) → Ext (Ls , Lt hni) → Ext (Ps , Lt hni) → · · · .

(4) =⇒ (5). This follows from the proof of [BBD, Théorème 5.3.5] (see especially [BBD, Lemme 5.3.6]).
(5) =⇒ (1). Consider the weight filtration W• Psgr of Psgr . Let n be the largest
W gr
gr
gr
integer such that GrW
n Ps 6= 0. Then Grn Ps is a quotient of Ps , and in particular,
gr
gr
gr
Ps has a quotient of the form Lt hni. But Ls is the unique simple quotient of
Psgr , so we must have n = 0, and the result follows.

Let us note the following consequence of Proposition 2.5, which is immediate
from condition (3) of the proposition.
Corollary 2.6. If A is a positively graded quasihereditary category and if T ⊂ S
is closed, then the graded quasihereditary category A/AT is positively graded.
It is easy to see that in a positively graded quasihereditary category, any Lgr
s
admits a projective resolution whose terms are direct sums of various Ptgr hni with
n ≤ 0. As a consequence, for all k ≥ 0 we have
(2.3)

gr
Extk (Lgr
s , Lt hni) = 0

for n > 0.
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Proposition 2.7 (cf. [PS1, Proposition 3.1(a)]). Let A be a positively graded quasihereditary category, and let A◦ be the Serre subcategory generated by the simple
◦
objects {Lgr
s | s ∈ S } (i.e., without Tate twists). Then A is a quasihereditary category (with weight poset S ), with standard and costandard objects given respectively
by
gr
gr
∆◦s := GrW
and
∇◦s := GrW
0 ∆s
0 ∇s .
Proof. It is clear that A0 is a finite length category, and that its simple objects
are parametrized by S . It is also clear from the definitions that ∆◦s is a quotient
gr
gr
◦
gr
of ∆gr
s , and that the surjection ∆s → Ls factors through a surjection ∆s → Ls .
◦
gr
gr
gr
Similarly, ∇s is a subobject of ∇s , and the injection Ls → ∇s factors through
◦
an injection Lgr
s → ∇s . The ungraded analogues of axioms (1), (2) and (3) of
Definition 2.1 are clear.
We now turn to axiom (4). Since ∆◦s is a quotient of ∆gr
s , it has a unique simple
quotient, isomorphic to Lgr
s . Next, let T ⊂ S be closed, with s maximal in T .
For t ∈ T , consider the exact sequence
gr
gr
gr
1
1
gr
◦
· · · → HomAT (W−1 ∆gr
s , Lt ) → ExtAT (∆s , Lt ) → ExtAT (∆s , Lt ) → · · · .

The first term vanishes because W−1 ∆gr
s has only composition factors of the form
Lgr
hni
with
n
<
0,
and
the
last
term
vanishes
by axiom (4) for A. So the middle
u
gr
1
◦
term does as well. It is clear that Ext1A◦T (∆◦s , Lgr
t ) = ExtAT (∆s , Lt ), so we have
◦
gr
◦
shown that ∆s is a projective cover of Ls in AT .
◦
A similar argument shows that ∇◦s is an injective envelope of Lgr
s in AT ; we omit
further details.
Finally, we consider the analogue of axiom (5). Consider the exact sequence
gr
gr
gr
2
2
gr
◦
· · · → Ext1A (W−1 ∆gr
s , ∇t ) → ExtA (∆s , ∇t ) → ExtA (∆s , ∇t ) → · · · .

The first term vanishes by Proposition 2.5(4), and the last by axiom (5) for A, so
the middle term does as well. That term is also the last term in the exact sequence
gr
gr
2
2
◦
◦
◦
· · · → Ext1A (∆◦s , ∇gr
t /W0 ∇t ) → ExtA (∆s , ∇t ) → ExtA (∆s , ∇t ) → · · · ,

whose first term again vanishes by Proposition 2.5(4). We have now shown that
Ext2A (∆◦s , ∇◦t ) = 0. By a standard argument (see e.g. [BGS, Lemma 3.2.3]), the
natural map Ext2A◦ (∆◦s , ∇◦t ) → Ext2A (∆◦s , ∇◦t ) is injective, so the former vanishes
as well, as desired.

Remark 2.8. With the notation of Remark 2.4, if A is a positively graded quasihereditary category, then the category A◦ identifies with the subcategory of the
category of finite-dimensional graded right R-modules consisting of modules concentrated in degree 0; in other words, with the category of finite-dimensional right
modules over the 0-th part R0 of R.
The determination of Ext2A (∆◦s , ∇◦t ) at the end of the preceding proof can easily
be adapted to higher Ext-groups: by using (2.3) in place of Proposition 2.5(4),
and [AR3, Eq. (A.1)] in place of axiom (5) for A, we find that
(2.4)

ExtkA (∆◦s , ∇◦t ) = 0

for all k ≥ 1.

As in Lemma 2.2, this implies the following fact.
Lemma 2.9. Let A be a positively graded quasihereditary category. The natural
functor Db A◦ → Db A is fully faithful.
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2.3. Metameric categories. We have seen above that any positively graded
quasihereditary category contains two classes of objects worthy of being called
◦
“standard”: the usual ∆gr
s , and the new ∆s . In this subsection, we study categories in which these two classes are closely related.
Definition 2.10. Let A be a positively graded quasihereditary category. We
say that A is a metameric category if for all s ∈ S and all i ∈ Z, the object
W gr
gr
◦
◦
GrW
i ∆s h−ii ∈ A admits a standard filtration, and Gri ∇s h−ii ∈ A admits
a costandard filtration.
This term is borrowed from biology, where metamerism refers to a body plan
containing repeated copies of some smaller structure. The analogy is that in our
setting, each ∆s is made up of copies of the smaller objects ∆◦u .
Theorem 2.11. Let A be a metameric category. For any s ∈ S , there exists a
e gr ∈ A which satisfies the following properties.
unique object ∆
s
gr
e
(1) ∆s has a unique simple quotient, isomorphic to Lgr
s .
gr
e gr
,
L
(2) For all r ∈ S and k ∈ Z>0 , we have Extk (∆
r ) = 0 if r ≤ s.
s
e gr , Lgr hni) = 0 if n 6= 0.
(3) For all r ∈ S and k ∈ Z>0 , we have Extk (∆
s
r
gr
e gr
(4) There is a surjective map ∆
s → ∆s whose kernel admits a filtration whose
subquotients are various ∆gr
u hni with u > s and n < 0.
e gr
Dually, for any s ∈ S , there exists a unique object ∇
s ∈ A which satisfies the
following properties.
gr
e gr
(10 ) ∇
s has a unique simple subobject, isomorphic to Ls .
k
0
gr e gr
(2 ) For all r ∈ S and k ∈ Z>0 , we have Ext (Lr , ∇s ) = 0 if r ≤ s.
e gr
(30 ) For all r ∈ S and k ∈ Z>0 , we have Extk (Lgr
r hni, ∇s ) = 0 if n 6= 0.
0
gr
gr
e
(4 ) There is an injective map ∇s → ∇s whose cokernel admits a filtration
whose subquotients are various ∇gr
u hni with u > s and n > 0.
Conversely, if A is a positively graded quasihereditary category which contains obe gr
e gr
jects ∆
s and ∇s satisfying the above properties for all s ∈ S , then A is metameric.
e gr
Proof. Suppose that A is metameric. We first remark that, if ∆
s exists, then it is
gr
the projective cover of Ls in the Serre subcategory of A generated by the objects
gr
Lgr
r with r ≤ s and the objects Lt hni for all t ∈ S and n 6= 0. Hence uniqueness
is clear. It also follows from this remark that the map in (4) is the unique (up to
gr
e gr
scalar) nonzero morphism ∆
s → ∆s .
To prove existence, we can assume without loss of generality that S is the
set {1, 2, . . . , N } (with its natural order). We proceed by induction on N . Let
A0 := A≤N −1 , and assume the theorem is known to hold for A0 . For each i ≤ N −1,
e gr0 be the object in A0 satisfying the properties of Theorem 2.11 for A0 .
let ∆
i
e gr . For i = N , we simply set
We begin by constructing the objects ∆
i
e gr := ∆gr .
∆
N
N
This object clearly has properties (1)–(4). Now suppose i < N . For n < 0,
e gr0 , ∆gr hni). Let n be the canonical element of En∗ ⊗ En ∼
let En := Ext1 (∆
=
i
N
1 e gr0
∗
Ext (∆i , En ⊗ ∆gr
hni),
and
let
N
!
M
M
gr0
gr
e ,
 :=
n ∈ Ext1 ∆
En∗ ⊗ ∆ hni .
i

n<0

N

n<0
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(Note that only finitely many of the spaces En are nonzero, so these direct sums are
e gr to be the middle term of the corresponding short exact sequence:
finite.) Define ∆
i
M
e gr0
e gr
(2.5)
0→
En∗ ⊗ ∆gr
N hni → ∆i → ∆i → 0.
n<0

Then, for any m < 0, the natural map
M

gr
gr
1 e gr0
En∗ ⊗ ∆gr
(2.6)
Hom
N hni, ∆N hmi → Ext (∆i , ∆N hmi)
n<0

L
is an isomorphism. For brevity, we henceforth write C := n<0 En∗ ⊗ ∆gr
N hni.
gr
k
Suppose j ≤ N − 1. Then Ext (C, Lj hmi) = 0 for all k ≥ 0 and m ∈ Z, so
(2.7)

e gr , Lgr hmi) ∼
e gr0 , Lgr hmi)
Extk (∆
= Extk (∆
i
j
i
j

for all k ≥ 0, if j ≤ N − 1.

In particular, we have
(2.8)

e gr , Lgr hmi)
dim Hom(∆
i
j

(
1
=
0

if j = i and m = 0,
in all other cases with j ≤ N − 1

and, using induction and Lemma 2.2,
(2.9)

k

Ext

e gr , Lgr hmi)
(∆
i
j

=0

(
j ≤ N − 1 and m 6= 0, or
for k ≥ 1, if
j ≤ i and m = 0.

gr
Next, let K be the kernel of the map ∆gr
N → LN . Note that if m < 0, then
every composition factor of Khmi is isomorphic to some Lgr
j hni with n < 0 and
j ≤ N − 1. Assume m < 0, and consider the following long exact sequences:

e gr0 , Khmi)
Hom(∆
i

e gr0 , ∆gr hmi)
/ Hom(∆
i
N

e gr0 , Lgr hmi)
/ Hom(∆
i
N

e gr0 , Khmi)
/ Ext1 (∆
i




e gr , ∆gr hmi)
/ Hom(∆
i
N


e gr , Lgr hmi)
/ Hom(∆
i
N


e gr , Khmi).
/ Ext1 (∆
i

e gr , Khmi)
Hom(∆
i

Since Hom(C, Khmi) = 0, the first vertical map is an isomorphism. By (2.7)
and (2.9), both groups in the last column vanish. It follows from (2.6) that the
second vertical map is an isomorphism. Therefore, by the five lemma, the third one
e gr , Lgr hmi) = 0 for m < 0. In fact, we
is also an isomorphism, and we have Hom(∆
i
N
have
(2.10)

e gr , Lgr hmi) = 0
Hom(∆
i
N

for all m ∈ Z.

For m ≥ 0, this follows from (2.5), since Hom(C, Lgr
N hmi) = 0 for m ≥ 0.
Next, for m < 0, consider the exact sequence
e gr , ∆gr hmi) → Ext1 (∆
e gr , Lgr hmi) → Ext2 (∆
e gr , Khmi) → · · · .
· · · → Ext1 (∆
i
i
i
N
N
The isomorphism (2.6) implies that the first term vanishes. On the other hand, the
last term vanishes by (2.9). We conclude that
(2.11)

e gr , Lgr hmi) = 0
Ext1 (∆
i
N

for m < 0.

gr
Finally, let M be the cokernel of Lgr
N ,→ ∇N . We will study Ext-groups involving
0
M hmi with m < 0. Let M = W−m−1 M and M 00 = M/W−m−1 M . In other words,
M 0 hmi = W−1 (M hmi) and M 00 hmi = (M hmi)/W−1 (M hmi). All composition
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factors of M 0 hmi are of the form Lgr
j hni with n < 0 and j ≤ N − 1, so by (2.9), we
have
e gr , M 0 hmi) = 0
Extk (∆
i

(2.12)

for all k ≥ 1.

00
We also have a short exact sequence 0 → GrW
→ M/W−m M →
−m M → M
k e gr
0. It follows from (2.3) that Ext (∆i , (M/W−m M )hmi) = 0 for all k ≥ 0, so
e gr , M 00 hmi) ∼
e gr , GrW M hmi). Another invocation of (2.3) shows
Extk (∆
= Extk (∆
−m
i
i
k
W
e gr , GrW M hmi) ∼
e gr
that Extk (∆
Ext
(GrW
=
−m
0 ∆i , Gr−m M hmi). Now, by construci
W e gr ∼
W gr
tion, Gr ∆ = Gr ∆ = ∆◦ . On the other hand, since −m > 0, GrW M hmi ∼
=
0

i

0

i

−m

i

gr
◦
GrW
−m ∇N hmi. The latter object has a costandard filtration as an object of A , since
k
W
◦
A is metameric by assumption. By (2.4), we have that Ext (∆i , Gr−m M hmi) = 0
e gr , M 00 hmi) = 0
for k ≥ 1. Unwinding the last few sentences, we find that Extk (∆
i
for all k ≥ 1. Combining this with (2.12) yields

e gr , M hmi) = 0
Extk (∆
i

for all k ≥ 1.

e gr , Lgr )
Extk (∆
i
N

e gr , ∇gr ) is an isomorAs a consequence, the natural map
→ Extk (∆
i
N
e gr has a standard filtration.
phism for k ≥ 2. The latter group vanishes because ∆
i
We conclude that
(2.13)

e gr , Lgr hmi) = 0
Extk (∆
i
N

for m < 0 and k ≥ 2.

Both (2.11) and (2.13) were proved above for m < 0. But they both hold for
m > 0 as well: this follows immediately from (2.3) because every composition factor
e gr is, by construction, of the form Lgr
of ∆
u hni with n ≤ 0.
i
e gr . To summarize, property (4) in the theorem
We have finished the study of ∆
i
holds by construction, and property (1) holds by (2.8) and (2.10). Property (2) is
covered by (2.9), and property (3) is obtained by combining (2.9), (2.11), and (2.13).
e gr is similar and will be omitted.
The construction of ∇
i
We now turn to the last assertion in the theorem. Assume that A contains a
e gr
family of objects {∆
s , s ∈ S } satisfying properties (1)–(4). Let s, t ∈ S , and let
m < 0. A routine argument with weight filtrations, using (2.3) and property (3)
(similar to the discussion following (2.12)) shows that

gr
W e gr
W
1
∼
e gr , ∇gr
Ext1 (∆
t hmi) = Ext Gr0 ∆s , (Gr−m ∇t )hmi .
s
e gr
The left-hand side vanishes because ∆
s has a standard filtration. On the other
W gr ∼
◦
e gr ∼
hand, it follows from property
(4) that GrW
0 ∆s = Gr0 ∆s = ∆s . Therefore,

gr
1
W
1
◦
Ext ∆s , (Gr−m ∇t )hmi = 0. We have computed this Ext -group in A, but its
vanishing implies that

gr
Ext1A◦ ∆◦s , (GrW
for all s ∈ S
−m ∇t )hmi = 0
as well. By a standard argument (see e.g. [Do, Proposition A2.2(iii)]), we conclude
gr
that (GrW
−m ∇t )hmi has a costandard filtration for all m < 0. A dual argument
gr
shows that each (GrW

m ∆t )h−mi has a standard filtration, so A is metameric.
Remark 2.12. In a metameric category, the description of projectives from [BGS,
Theorem 3.2.1] or [AR3, Theorem A.3] can be refined somewhat, as follows. Let A
be a metameric category, and let Psgr and Ps◦ be projective covers of Lgr
s in A and
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in A◦ , respectively. Then Psgr admits a filtration whose subquotients are various
e gr
∆
t with t ≥ s. Moreover, we have
◦
◦
e gr
(Psgr : ∆
t ) = (Ps : ∆t ).

The proof is a straightforward generalization of that of [BGS, Theorem 3.2.1]. As
this result will not be needed in this paper, we omit the details.
2.4. Koszul and standard Koszul categories. Recall that a graded quasihereditary category is said to be Koszul if it satisfies
(2.14)

gr
Extk (Lgr
s , Lt hni) = 0

unless n = −k.

(A Koszul category is automatically positively graded by Proposition 2.5.) It is
said to be standard Koszul if it satisfies
(2.15)

gr
gr
k
gr
Extk (Lgr
s , ∇t hni) = Ext (∆s , Lt hni) = 0

unless n = −k.

(See [ADL, Maz] for this notion; see also [Ir] for an earlier study of this condition.)
The following well-known result follows from [ADL]. Since the latter paper uses
a vocabulary which is is quite different from ours, we include a proof.
Proposition 2.13. Let A be a graded quasihereditary category. If A is standard
Koszul, then it is Koszul.
Proof. We prove the result by induction on the cardinality of S . The claim is
obvious if S consists of only one element, since in this case A is semisimple.
Now assume that S has at least two elements, and that A is standard Koszul.
Let s ∈ S be minimal, and set A0 := A{s} , A00 := A/A{s} , ι := ι{s} , Π := Π{s} .
By Lemma 2.2, these categories are graded quasihereditary. We claim that A00 is
standard Koszul. Indeed for t, u ∈ S r {s} we have
gr
gr
k
k
gr
R
gr
gr
∼
∼
ExtkA00 (Π(Lgr
t ), Π(∇u )hni) = ExtA (Lt , Π ◦ Π(∇u )hni) = ExtA (Lt , ∇u hni)

by (2.2), and the right-hand side vanishes unless n = −k by assumption. Similarly
we have
gr
k
gr
gr
∼
ExtkA00 (Π(∆gr
t ), Π(Lu )hni) = ExtA (∆t , Lu hni),
and again the right-hand side vanishes unless n = −k.
By induction, we deduce that A00 is Koszul. Now let t ∈ S , and consider the
distinguished triangle
[1]

gr
gr
R
ι ◦ ιR (Lgr
t ) → Lt → Π ◦ Π(Lt ) −→

of Lemma 2.2. Applying the functor Hom(Lgr
u , −hni) (for some u ∈ S and n ∈ Z)
we obtain a long exact sequence
gr
gr
k
R
gr
· · · → ExtkA0 (ιL (Lgr
u ), ι (Lt )hni) → ExtA (Lu , Lt hni)
gr
→ ExtkA00 (Π(Lgr
u ), Π(Lt )hni) → · · ·

Since A00 is Koszul, the third term vanishes unless n = −k. Hence to conclude it
suffices to prove that the first term also vanishes unless n = −k.
gr
We claim that ιL (Lgr
u ) is a direct sum of objects of the form Ls hmi[−m] for
0
some m ∈ Z. Indeed, since A is semisimple, this object is a direct sum of objects
of the form Lgr
s hai[b]. But if such an object appears as a direct summand then
b
gr
gr
gr
∼
HomDb (A0 ) (ιL (Lgr
u ), Ls hai[b]) = ExtA (Lu , Ls hai) 6= 0,
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gr
which implies that a = −b since Lgr
s = ∇s ; this finishes the proof of the claim.
gr
R
Similar arguments show that ι (Lt ) is also a direct sum of objects of the form
gr
k
0
0
0
L
gr
R
Lgr
s hm i[−m ] for m ∈ Z. One deduces that indeed ExtA0 (ι (Lu ), ι (Lt )hni) = 0
unless n = −k, which finishes the proof.

gr
Remark 2.14. The proof shows that the condition that Extk (Lgr
s , ∇t hni) = 0 unless k = −n already implies that A is Koszul. Similar arguments using the functors ιL , ΠL instead of ιR , ΠR show that if A satisfies the dual condition that
gr
Extk (∆gr
s , Lt hni) = 0 unless k = −n, then A is Koszul.

2.5. Q-Koszul and standard Q-Koszul categories. In this subsection we study
a generalization of the notions considered in §2.4 that has been recently introduced
by Parshall–Scott [PS1, §3].
Definition 2.15. Let A be a positively graded quasihereditary category. It is said
to be Q-Koszul if
ExtkA (∆◦s , ∇◦t hni) = 0

unless n = −k.

It is said to be standard Q-Koszul if
k
gr
◦
ExtkA (∆◦s , ∇gr
t hni) = ExtA (∆s , ∇t hni) = 0

unless n = −k.

The following result is an analogue of Proposition 2.13 in this context. The same
result appears in [PS2, Corollary 3.2], but in a somewhat different language, so as
with Proposition 2.13, we include a proof.
Proposition 2.16. Let A be a positively graded quasihereditary category. If A is
standard Q-Koszul, then it is Q-Koszul.
Proof. The proof is very similar to that of Proposition 2.13. We proceed by induction on the cardinality of S , the base case being obvious. We choose s ∈ S
minimal, and set A0 := A{s} , A00 := A/A0 , ι := ι{s} , Π := Π{s} . By Corollary 2.6,
gr
◦
∼
the category A00 is positively graded. It is also clear that GrW
0 (Π(∆t )) = Π(∆t )
gr
W
and Gr0 (Π(∇t )) ∼
= Π(∇◦t ) for t 6= s. Then using (2.2) as in the proof of Proposition 2.13, one obtains that A00 is standard Q-Koszul; hence by induction it is
Q-Koszul.
Now consider, for t ∈ S , the distinguished triangle
[1]

ι ◦ ιR (∇◦t ) → ∇◦t → ΠR ◦ Π(∇◦t ) −→ .
Applying the functor Hom(∆◦u , −hni) (for some u ∈ S and n ∈ Z) we obtain a
long exact sequence
· · · → ExtkA0 (ιL (∆◦u ), ιR (∇◦t )hni) → ExtkA (∆◦u , ∇◦t hni)
→ ExtkA00 (Π(∆◦u ), Π(∇◦t )hni) → · · ·
By induction, the third term vanishes unless n = −k. Now one can easily check
that both ιL (∆◦u ) and ιR (∇◦t ) are direct sums of objects of the form Lgr
s hmi[−m]
for m ∈ Z, and we deduce that the first term also vanishes unless n = −k, which
finishes the proof.

Remark 2.17. It is natural to ask whether there is a notion of “Koszul duality” for
Q-Koszul categories.
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Recall that classical Koszul duality is a kind of derived equivalence that sends
simple objects in one category to projective objects in the other. There is a generalization of this notion due to Madsen [Mad]. Suppose A is a finite-length graded
(but not necessarily quasihereditary) category satisfying conditions (4) or (5) of
Proposition 2.5. Then it still makes sense to define a Serre subcategory A◦ as in
Proposition 2.7. Assume that A◦ has the structure of a quasihereditary category,
and that for any two tilting objects Ts◦ , Tt◦ ∈ A◦ , we have
ExtkA (Ts◦ , Tt◦ hni) = 0

unless n = −k.

Such a category A is said to be T -Koszul. Madsen’s theory leads to a new T -Koszul
∼
abelian category B and a derived equivalence Db (A) −
→ Db (B) such that tilting
◦
◦
objects of A correspond to projective objects in B. If A happens to be semisimple,
then Madsen’s notion reduces to ordinary Koszul duality.
Clearly, every Q-Koszul category is T -Koszul. But it is not known whether the
T -Koszul dual of a Q-Koszul category must be Q-Koszul; see [PS2, Questions 4.2].
3. Weights
3.1. Setting. In this section (and the next one) we work in the setting of [AR3,
§§2–3]. In particular, we choose a prime number ` and a finite extension K of Q` .
We denote by O the ring of integers of K and by F the residue field of O. We use
the letter E to denote any member of (K, O, F).
X =
F We fix a complex algebraic variety X endowed with a finite stratification
b
s∈S Xs where each Xs is isomorphic to an affine space. We denote by DS (X, E)
the derived S -constructible category of sheaves on X, with coefficients in E. The
cohomological shift in this category will be denoted {1}. We assume that the assumptions (A1) (“existence of enough parity complexes”) and (A2) (“standard
and costandard objects are perverse”) of [AR3] are satsified. Then one can consider the additive category ParityS (X, E) of parity complexes on X (in the sense
of [JMW]; see [AR3, §2.1] for a reminder of the main properties of this category)
mix
and the “mixed derived category” DS
(X, E) := K b ParityS (X, E). This category
possesses two important autoequivalences: the cohomological shift [1], and the “internal” shift {1} induced by the shift functor on parity complexes. We also set
h1i := {−1}[1]. If h : Y → X is a locally closed inclusion of a union of strata, then
we have well-defined functors
mix
mix
h∗ , h! : DS
(Y, E) → DS
(X, E)

mix
mix
h∗ , h! : DS
(Y, E) → DS
(X, E),

which satisfy all the usual properties; see [AR3, §2.5]. (Here and below, we also
denote by S the restriction of the stratification to Y .) We also have “extension of
scalars” functors
mix
mix
K : DS
(X, O) → DS
(X, K),

mix
mix
F : DS
(X, O) → DS
(X, F)

and a “Verdier duality” antiequivalence
∼

mix
mix
D : DS
(X, E) −
→ DS
(X, E).
mix
The triangulated category DS
(X, E) can be endowed with a “perverse t-structure”; see [AR3, Definition 3.3]. We denote by Pmix
S (X, E) the heart of this tstructure. Objects of Pmix
(X,
E)
will
be
called
“mixed
perverse sheaves.” If
S
E = F or K, this category is a graded quasihereditary category, with shift func:= is! EXs , and
tor h1i, simple objects IC mix
:= is!∗ EXs , standard objects ∆mix
s
s
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costandard objects ∇mix
:= is∗ EXs . (Here, is : Xs → X is the inclusion, and
s
EXs := EXs {dim(Xs )}, where EXs is the constant sheaf on Xs , an object of
mix
ParityS (Xs , E).) We denote by Psmix the projective cover of IC mix
s , and by Ts
the indecomposable tilting object associated with s. When necessary, we add a
mention of the coefficients “E” we consider. Note in particular that we have
K(IC mix (O)) ∼
= IC mix (K), F(P mix (O)) ∼
= P mix (F), F(T mix (O)) ∼
= T mix (F).
s

s

s

s

s

s

(For all of this, see [AR3, §§3.2–3.3].)
As in [AR3], we denote by Es the unique indecomposable parity complex which
is supported on Xs and whose restriction to Xs is EXs . We denote this same object
mix
by Esmix when it is regarded as an object of DS
(X, E).
mix
We do not know whether PS (X, F) is positively graded under these assumptions. The main result of this section, Proposition 3.15, gives a number of conditions
that are equivalent to Pmix
S (X, F) being positively graded. Along the way to that
result, we construct a candidate abelian category P◦S (X, F) that “should” be the
category A◦ of Proposition 2.7 in this case. However, P◦S (X, F) is defined even
when Pmix
S (X, F) is not positively graded.
3.2. Weights. We begin by introducing a notion that will “morally” play the same
mix
role in DS
(X, E) that is played by Deligne’s theory of weights (see [BBD, §5]) in
the realm of `-adic étale sheaves.
mix
Definition 3.1. An object M ∈ DS
(X, E) is said to have weights ≤ n (resp. ≥ n)
if it is isomorphic to a complex · · · → M −1 → M 0 → M 1 → · · · of objects in
ParityS (X, E) in which M i = 0 for all i < −n (resp. i > −n). It is said to be pure
of weight n if has weights ≤ n and ≥ n.
mix
The full subcategory of DS
(X, E) consisting of objects with weights ≤ n
mix
mix
(resp. ≥ n) is denoted DS (X, E)≤n (resp. DS
(X, E)≥n ). The definition above
b,≥n
can be rephrased as follows: if we let C
ParityS (X, E) denote the category of
mix
chain complexes concentrated in degrees ≥ n, then DS
(X, E)≤n is the essential imb
b,≥−n
mix
age in K ParityS (X, E) of C
ParityS (X, E), and similarly for DS
(X, E)≥n .
Using standard arguments in triangulated categories one can check that these
categories admit the following alternative characterizations:
mix
DS
(X, E)≤n = {M | Hom(M, Esmix {m}[k]) = 0 for all m ∈ Z and all k > n},
mix
DS
(X, E)≥n = {M | Hom(Esmix {m}[k], M ) = 0 for all m ∈ Z and all k < n},
mix
and moreover that an object in DS
(X, E) is pure of weight n if and only if it is a
direct sum of objects of the form Esmix {m}[n].
Note that weights are stable under extensions. That is, if the first and third
terms of a distinguished triangle have weights ≤ n (resp. ≥ n), then the same
holds for the middle term.

Example 3.2. Consider a single stratum Xs . For a finitely-generated E-module N ,
let N denote the corresponding constant sheaf on Xs , and let N = N {dim Xs }.
(Here we use the same convention as in the proof of [AR3, Lemma 3.18] in case
mix
E = O and N is not free.) Every object M ∈ DS
(Xs , E) is isomorphic (canonically
if E = F or K, and noncanonically if E = O) to a finite direct sum
M
(3.1)
M∼
M ij {j}[−i]
=
i,j∈Z
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where the Mji are various finitely generated E-modules. With this in mind:
(1) If E = F or K, then M has weights ≤ 0 if and only if Mji = 0 for all i < 0.
(2) If E = O, then M has weights ≤ 0 if and only if Mji = 0 for all i < 0, and
all Mj0 are torsion-free.
Lemma 3.3. For any s ∈ S , ∆mix
has weights ≤ 0, and ∇mix
has weights ≥ 0.
s
s
Proof. It is clear by adjunction (and using [AR3, Remark 2.7]) that we have
mix
Hom(∆mix
{m}[k]) = 0 if k 6= 0, and similarly for ∇mix

s , Et
s .
Lemma 3.4. Let j : U ,→ X be the inclusion of an open union of strata, and let
i : Z ,→ X be the complementary closed inclusion.
(1) j ∗ and i∗ preserve weights.
mix
mix
mix
(2) j! sends DS
(U, E)≤n to DS
(X, E)≤n , and j∗ sends DS
(U, E)≥n to
mix
DS (X, E)≥n .
mix
mix
mix
(3) i∗ sends DS
(X, E)≤n to DS
(Z, E)≤n , and i! sends DS
(X, E)≥n to
mix
DS (Z, E)≥n .
(4) If Z consists of a single stratum, then i∗ and i! preserve weights.
mix
mix
(5) D exchanges DS
(X, E)≤n and DS
(X, E)≥−n .
Proof. Parts (1), (4), and (5) are clear, because in those cases, the functors take
parity complexes to parity complexes. Parts (2) and (3) then follow from part (1)
by adjunction.

mix
Lemma 3.5. Let F ∈ DS
(X, E). We have:
(1) F has weights ≤ n if and only if i∗s F has weights ≤ n for all s ∈ S .
(2) F has weights ≥ n if and only if i!s F has weights ≥ n for all s ∈ S .

Proof. We will only treat the first assertion. The “only if” direction is part of
Lemma 3.4, so we need only prove the “if” direction. In that case, we proceed by
induction on the number of strata in X. If X consists of a single stratum, there
is nothing to prove. Otherwise, suppose i∗s F has weights ≤ n for all s. Choose a
closed stratum Xs ⊂ X. Let U = X r Xs , and let j : U ,→ X be the inclusion
map. Then j ∗ F has weights ≤ n by induction. The first and last terms of the
distinguished triangle j! j ∗ F → F → is∗ i∗s F → have weights ≤ n by Lemma 3.4, so
the middle term does as well.

mix
3.3. Baric truncation functors. For an object F ∈ DS
(X, E), there is in
general no functorial way to pick out, say, the “part of F with weights ≥ 0,” but
in some circumstances, the notion of a baric structure [AT] and its accompanying
baric truncation functors can serve as a substitute. We begin by defining for each
mix
n ∈ Z two full triangulated subcategories of DS
(X, E) as follows:

(3.2)

mix
DS
(X, E)En := the subcategory generated by the ∆mix
s hmi for m ≤ n
mix
DS
(X, E)Dn := the subcategory generated by the ∇mix
s hmi for m ≥ n

We also put
mix
mix
mix
DS
(X, E)◦ := DS
(X, E)E0 ∩ DS
(X, E)D0 .

Example 3.6. With the notation of Example 3.2, the object M in (3.1) lies in
mix
DS
(Xs , E)E0 if and only if Mji = 0 for all j < 0.
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mix
mix
Lemma 3.7.
(1) For any A ∈ DS
(X, E)En and B ∈ DS
(X, E)Dn+1 , we
have Hom(A, B) = 0.
mix
mix
(2) The inclusion DS
(X, E)En ,→ DS
(X, E) admits a right adjoint βEn :
mix
mix
DS (X, E) → DS (X, E)En , which is a triangulated functor. Similarly,
mix
mix
the inclusion DS
(X, E)Dn ,→ DS
(X, E) admits a left adjoint βDn :
mix
mix
DS (X, E) → DS (X, E)Dn , which is a triangulated functor.
mix
(3) For every object M ∈ DS
(X, E) and every n ∈ Z, there is a functorial
distinguished triangle
[1]

βEn M → M → βDn+1 M −→ .
mix
mix
Moreover, if M 0 ∈ DS
(X, E)En and M 00 ∈ DS
(X, E)Dn+1 , for any dis[1]

tinguished triangle M 0 → M → M 00 −→ there exist canonical isomorphisms
∼
∼
ϕ : M0 −
→ βEn M and ψ : M 00 −
→ βDn+1 M such that (ϕ, idM , ψ) is an
isomorphism of distinguished triangles.
(4) All the βEn and βDm commute with one another.
Proof. Part (1) is immediate from the definitions and [AR3, Lemma 3.2]. Next, we
prove a weak version of part (3). It is clear that the collection of objects
mix
C = {∆mix
s hmi | m ≤ 0} ∪ {∇s hmi | m ≥ 1}
mix
generates DS
(X, E) as a triangulated category. Let us express this another way,
mix
using the “∗” notation of [BBD, §1.3.9]: for any object M ∈ DS
(X, E), there are
objects C1 , . . . , Cn ∈ C and integers k1 , . . . , kn such that

(3.3)

M ∈ C1 [k1 ] ∗ · · · ∗ Cn [kn ].

mix
hai[q] contains only
Now, observe that if a ≤ 0 and b ≥ 1, then ∇mix
s hbi[p] ∗ ∆t
mix
mix
mix
the object ∇s hbi[p] ⊕ ∆t hai[q], because Hom(∆t hai[q], ∇mix
s hbi[p + 1]) = 0.
Thus,
mix
∇mix
hai[q] ⊂ ∆mix
hai[q] ∗ ∇mix
s hbi[p] ∗ ∆t
t
s hbi[p].
Using this fact, we can rearrange the expression (3.3) so that the following holds:
there is some n0 ≤ n such that C1 , . . . , Cn0 are all of the form ∆mix
s hmi with m ≤ 0,
hmi
with
m
≥
1.
Then
(3.3) says that
while Cn0 +1 , . . . , Cn are of the form ∇mix
s
there is a distinguished triangle

A→M →B→
mix
DS
(X, E)E0 ,

mix
where A ∈ C1 ∗ · · · ∗ Cn0 ⊂
and B ∈ Cn0 +1 ∗ · · · ∗ Cn ⊂ DS
(X, E)D1 .
We have not yet proved that this triangle is functorial. However, we have shown
mix
mix
that the collection of categories ({DS
(X, E)En }, {DS
(X, E)Dn })n∈Z satisfies the
axioms of a so-called baric structure [AT, Definition 2.1]. The remaining statements
in the lemma are general properties of baric structures from [AT, Propositions 2.2
& 2.3].

mix
mix
Remark 3.8. If M is an object of DS
(X, E), then M is in DS
(X, E)E0 iff
mix
Hom(M, ∇s hmi[k]) = 0 for all s ∈ S , k ∈ Z and m ∈ Z>0 . Indeed, the “only
if” part follows from Lemma 3.7(1). To prove the “if” part, consider the baric
[1]

truncation triangle βE0 M → M → βD1 M −→ of Lemma 3.7(3). Our assumption
implies that the second arrow in this triangle is trivial, hence we deduce an isomorphism βE0 M ∼
= M ⊕ βD1 M [−1]. If βD1 M were non zero, then the projection
βE0 M → βD1 M [−1] would be non zero, contradicting Lemma 3.7(1).
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Lemma 3.9. Let j : U ,→ X be the inclusion of an open union of strata, and let
i : Z ,→ X be the complementary closed inclusion.
(1) j ∗ and i∗ commute with all βEn and βDn .
mix
mix
mix
(2) j! sends DS
(U, E)En to DS
(X, E)En , and j∗ sends DS
(U, E)Dn to
mix
DS (X, E)Dn .
mix
mix
mix
(3) i∗ sends DS
(X, E)En to DS
(Z, E)En , and i! sends DS
(X, E)Dn to
mix
DS (Z, E)Dn .
mix
mix
(4) D exchanges DS
(X, E)En and DS
(X, E)D−n .
Proof. For the first three parts, it suffices to observe that j ∗ , i∗ , j! , and i∗ send
standard objects to standard objects (or to zero), while j ∗ , i∗ , j∗ , and i! send
costandard objects to costandard objects (or to zero). Similarly, the last part
follows from the fact that D exchanges standard and costandard objects.

Lemma 3.10. The functors βEn and βDn commute with K(−) and F(−).
Proof. Since extension of scalars sends standard objects to standard objects and
mix
costandard objects to costandard objects, it is clear that F(−) sends DS
(X, O)En
mix
mix
mix
to DS (X, F)En and DS (X, O)Dn to DS (X, F)Dn , and similarly for K(−). Then
the result follows from Lemma 3.7(3).

Lemma 3.11. Suppose X = Xs consists of a single stratum. Then the functors
mix
βEn and βDn are t-exact for the perverse t-structure on DS
(Xs , E). In fact, for
mix
M ∈ DS (Xs , E), there exists a canonical isomorphism M ∼
= βEn M ⊕ βDn+1 M .
mix
Proof. Given M ∈ DS
(Xs , E), write a decomposition as in (3.1), and form the
distinguished triangle
M
M
[1]
M ij {j}[−i] −→ .
M ij {j}[−i] → M →
i∈Z
j≤−n−1

i∈Z
j≥−n

mix
Referring to Example 3.6, we see that the first term belongs to DS
(Xs , E)En ,
mix
and the third one to DS (Xs , E)Dn+1 . By Lemma 3.7(3), this triangle must be
[1]

canonically isomorphic to βEn M → M → βDn+1 M −→. This triangle is clearly
split. Since Hom(βDn+1 M, βEn M ) vanishes, the splitting is canonical. Finally,
since any direct summand of a mixed perverse sheaf is a mixed perverse sheaf, the
functors βEn and βDn are t-exact.

mix
3.4. A t-structure on DS
(X, E)◦ . In the following statement we use the notion
of recollement from [BBD, §1.4].

Proposition 3.12. Let j : U ,→ X be the inclusion of an open union of strata,
and let i : Z ,→ X be the complementary closed inclusion. We have a recollement
diagram
s

mix
DS
(Z, E)◦
k

βD0 i∗
i∗
βE0 i!

s

/ Dmix (X, E)◦
S
k

βD0 j!
j∗

/ Dmix (U, E)◦ .
S

βE0 j∗
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Proof. The required adjunction properties for these functors, and the fact that
j ∗ i∗ = 0, follow from the corresponding result for the mixed derived category;
mix
see [AR3, Proposition 2.3]. Next, for M ∈ DS
(Z, E)◦ , consider the natural maps
i∗ i∗ M → (βD0 i∗ )i∗ M → M.
It is easily checked that the composition is the morphism induced by adjunction,
mix
and so is an isomorphism. In particular, i∗ i∗ M lies in DS
(Z, E)D0 , so the map
∗
∗
i i∗ M → βD0 i i∗ M is an isomorphism. We conclude that the adjunction map
(βD0 i∗ )i∗ M → M is an isomorphism as well. Similar arguments show that the
adjunction morphisms id → j ∗ (βD0 j! ), id → (βE0 i! )i∗ , and j ∗ (βE0 j∗ ) → id are
isomorphisms.
[1]

mix
Finally, given M ∈ DS
(X, E)◦ , form the triangle j! j ∗ M → M → i∗ i∗ M −→,
and then apply βD0 . Using Lemma 3.9, we obtain a distinguished triangle
[1]

(βD0 j! )j ∗ M → M → i∗ (βD0 i∗ )M −→ .
[1]

Similar reasoning leads to the triangle i∗ (βE0 i! )M → M → (βE0 j∗ )j ∗ M −→.



mix
Proposition 3.13. The following two full subcategories of DS
(X, E)◦ constitute
a t-structure:
mix
mix
DS
(X, E)◦,≤0 = {M | βD0 i∗s M ∈ pDS
(Xs , E)≤0 for all s ∈ S },
mix
mix
DS
(X, E)◦,≥0 = {M | βE0 i!s M ∈ pDS
(Xs , E)≥0 for all s ∈ S }.

Moreover, if E = K or F, this t-structure is preserved by D.
Proof. Let us first treat the special case where X consists of a single stratum Xs . In
mix
mix
mix
this case, the definition reduces to DS
(X, E)◦,≤0 = DS
(X, E)◦ ∩ pDS
(Xs , E)≤0
mix
◦,≥0
mix
◦
p mix
≥0
and DS (X, E)
= DS (X, E) ∩ DS (Xs , E) . Because βE0 and βD0 are
t-exact here (see Lemma 3.11), these categories do indeed constitute a t-structure
mix
on DS
(X, E)◦ .
The proposition now follows by induction on the number of strata in X using
general properties of recollement; see [BBD, Théorème 1.4.10].

We denote the heart of this t-structure by
mix
mix
P◦S (X, E) := DS
(X, E)◦,≤0 ∩ DS
(X, E)◦,≥0 .

We saw in the course of the proof that on a single stratum, we have P◦S (Xs , E) =
mix
◦
Pmix
S (Xs , E) ∩ DS (Xs , E) , but this does not necessarily hold for larger varieties.
For another description of this t-structure, we introduce the objects
∆◦s := βD0 j! EXs

and

∇◦s := βE0 j∗ EXs .

By adjunction, we have
(3.4)

mix
DS
(X, E)◦,≤0 = {M | for all s ∈ S and k < 0, Hom(M, ∇◦s [k]) = 0},
mix
DS
(X, E)◦,≥0 = {M | for all s ∈ S and k > 0, Hom(∆◦s [k], M ) = 0}.

mix
mix
(X, E)◦,≥0 ,
Note that by definition we have ∆◦s ∈ DS
(X, E)◦,≤0 and ∇◦s ∈ DS
◦
◦
◦
but it is not clear in general whether ∆s and ∇s belong to PS (X, E).
mix
Let ◦H i : DS
(X, E)◦ → P◦S (X, E) denote the i-th cohomology functor with
respect to this t-structure. For s ∈ S , we put

IC ◦s := im ◦H 0 (∆◦s ) → ◦H 0 (∇◦s ) ,
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where the map is induced by the natural map ∆mix
→ ∇mix
s
s . If E is a field, then
◦
PS (X, E) is a finite-length category, and its simple objects are precisely the objects
IC ◦s . Moreover, in this case, these objects are preserved by D.
3.5. Quasihereditary structure. The description in (3.4) matches the framework of [Be2, Proposition 2(c)]. That statement (see also [Be2, Remark 1]) tells
us that when E is a field, P◦S (X, E) always satisfies ungraded analogues of axioms
(1)–(3) of Definition 2.1 (with respect to the objects ∆◦s and ∇◦s ). Under additional
assumptions, we can obtain finer information about this category.
Lemma 3.14. Assume that E = F or K, and that for all s ∈ S , ∆◦s and ∇◦s lie in
Pmix
S (X, E).
(1) The category P◦S (X, E) is quasihereditary, the ∆◦s and the ∇◦s being, respectively, the standard and costandard objects. Moreover, if T◦S (X, E) denotes
the category of tilting objects in P◦S (X, E), the natural functors
mix
K b T◦S (X, E) → Db P◦S (X, E) → DS
(X, E)◦

are equivalences of categories.
mix
◦
(2) We have P◦S (X, E) ⊂ Pmix
S (X, E), and the inclusion functor DS (X, E) →
mix
DS (X, E) is t-exact.
(3) If the objects Esmix are perverse, then they lie in P◦S (X, E), and they are
precisely the indecomposable tilting objects therein.
Proof. If all the objects ∆◦s and ∇◦s lie in Pmix
S (X, E), then there are no nonvanishing
negative-degree Ext-groups among them, so we see from (3.4) that these objects lie
in P◦S (X, E). Next, the proof of [AR3, Lemma 3.2] is easily adapted to show that
for any s, t ∈ S , we have
◦
◦
mix (X,E)◦ (∆ , ∇ [i]) = 0
HomDS
s
t

if i 6= 0.

With these observations in hand, the rest of the proof of part (1) is essentially
identical to that of [AR3, Proposition 3.11 and Lemma 3.15].
We prove part (2) by induction on the number of strata in X. If X consists of
a single stratum, the statement holds trivially.
Otherwise, choose an open stratum Xs ⊂ X. It suffices to prove that every simple
◦
object of P◦S (X, E) lies in Pmix
S (X, E). For t 6= s, the object IC t is supported on
the smaller variety X r Xs , so we know by induction that it lies in Pmix
S (X, E). It
remains to consider IC ◦s . Let K be the kernel of the natural map ∆◦s → IC ◦s . Since
K is also supported on X r Xs , we know that K ∈ Pmix
S (X, E). By assumption,
[1]

◦
◦
∆◦s ∈ Pmix
S (X, E), so by considering the distinguished triangle K → ∆s → IC s −→,
◦
◦
◦
mix
we see that IC s ∈ pDS
(X, E)≤0 . Since D(IC s ) ∼
= IC s , this object also lies in
p mix
≥0
mix
DS (X, E) , and hence in PS (X, E), as desired.
Finally, we consider part (3). We claim that Hom(Esmix , ∇mix
{n}[k]) = 0 for all
t
n < 0. When k = 0, this follows from the assumption that Esmix is perverse, and
when k 6= 0, it follows from the same arguments as for Lemma 3.3. Thus, Esmix
mix
mix
(X, E)E0 . Since D(Esmix ) ∼
(X, E)D0 ,
lies in DS
= Esmix , this object also lies in DS
mix
◦
hence in DS (X, E) . Similar arguments show that
Hom(E mix , ∇mix [k]) ∼
= Hom(E mix , ∇◦ [k])
s

t

s

t

vanishes for k > 0. That condition and its dual together imply that Esmix belongs to
P◦S (X, E) and is a tilting object therein, by, say, the criterion in [Be2, Lemma 4].
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The Esmix are indecomposable and parametrized by S , so they must coincide with
the indecomposable tilting objects of P◦S (X, E).

3.6. A first positivity criterion. We conclude this section with a result collecting a number of conditions equivalent to Pmix
S (X, E) being positively graded.
The proof makes use of Verdier duality, but no other tools coming from geometry.
Indeed, if A is any graded quasihereditary category equipped with an antiautoequivalence satisfying similar formal properties to D, one can formulate an analogue
of the following proposition for Db (A). The argument below will go through essentially verbatim.
Proposition 3.15. Assume that E = F or K. The following are equivalent:
The category Pmix
S (X, E) is positively graded.
We have [∆mix
: IC mix
hni] = 0 if n > 0.
t
s
mix
hni)
= 0 if n > 0.
We have (Ps : ∆mix
t
mix
We have IC mix
∈
D
(X,
E)◦ for all s ∈ S .
s
S
For all n ∈ Z, the functors βEn and βDn are t-exact for the perverse tmix
structure on DS
(X, E).
◦ ∼
for all s ∈ S .
(6) We have IC s = IC mix
s

(1)
(2)
(3)
(4)
(5)

Moreover, if these conditions hold, then P◦S (X, E) can be identified with the Serre
mix
(without Tate twists).
subcategory of Pmix
S (X, E) generated by all the IC s
Remark 3.16. The last assertion says that when the above conditions hold, we
are in the setting of Proposition 2.7; in this case the two definitions of ∆◦s and of
∇◦s coincide. Moreover, under this assumption all the objects ∆◦s and ∇◦s lie in
Pmix
S (X, E), so the conclusions of Lemma 3.14 hold as well.
Proof. (1) ⇐⇒ (2) ⇐⇒ (3). We saw in Proposition 2.5 that (1) holds if and
only if both (2) and (3) hold. But by Verdier duality, (2) holds if and only if
mix
] = 0 for all n > 0. By the reciprocity formula, the latter is
[∇mix
s hni : IC t
equivalent to (3).
admits a finite resolution
(1) =⇒ (4). As observed in the proof of (2.3), IC mix
s
· · · → P −1 → P 0 such that every term P i is a direct sum of objects of the form
Ptmix hni with n ≤ 0. Using (3), we see that every term of this projective resolution
mix
mix
lies in DS
(X, E)E0 , so IC mix
∈ DS
(X, E)E0 as well. Since IC mix
is stable under
s
s
mix
mix
Verdier duality D, we also have IC s ∈ DS
(X, E)D0 .
(4) =⇒ (5). The assumption implies that
(
IC mix
mix
s hmi if m ≤ n,
∼
(3.5)
βEn (IC s hmi) =
0
if m > n,
along with a similar formula for βDn . Since βEn and βDn send every simple object
mix
of Pmix
S (X, E) to an object of PS (X, E), they are both t-exact.
(5) =⇒ (6). First we note that, if (5) holds, then the assumptions of Lemma 3.14
are satisfied. Consider the distinguished triangle
[1]

βE−1 IC mix
→ IC mix
→ βD0 IC mix
−→ .
s
s
s
Since βE−1 and βD0 are exact, this is actually a short exact sequence in Pmix
S (X, E).
The middle term is simple, so either the first or last term must vanish. The nonzero
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morphism IC mix
→ ∇mix
shows that βD0 IC mix
6= 0. Thus, we have βE−1 IC mix
= 0,
s
s
s
s
mix
mix ∼
and IC s = βD0 IC s . A dual argument shows that we actually have
∼
IC mix
= βE0 βD0 IC mix
s .
s
Moreover, applying the exact functor βE0 βD0 to the canonical morphism ∆mix
→
s
mix
mix
◦
◦
∇mix
tells
us
that
IC
is
the
image
(in
P
(X,
E))
of
the
map
∆
→
∇
.
On
the
s
s
s
s
S
other hand, Lemma 3.14 tells us that this map is also a morphism in P◦S (X, E),
where its image is IC ◦s . Since the inclusion functor P◦S (X, E) → Pmix
S (X, E) is exact
(again by Lemma 3.14), the image of ∆◦s → ∇◦s is the same in both categories.
mix
(6) =⇒ (1). The assumption implies that IC mix
∈ DS
(X, E)E0 , and that if
s
mix
mix
n > 0, then IC t hni[1] ∈ DS (X, E)D1 . Therefore,
mix
mix
mix
mix (X,E) (IC
Ext1 (IC mix
hni) = HomDS
hni[1]) = 0
s , IC t
s , IC t

by Lemma 3.7(1). By Proposition 2.5, it follows that Pmix
S (X, E) is positively
graded.
The last assertion in the proposition is immediate from part (6).

3.7. Koszulity. For later use, we conclude this section with a description of the
most favorable situation. (See [RSW, Proposition 5.7.2] and [We, Theorem 5.3] for
related results.)
Corollary 3.17. Assume that E = K or F, and that for all s ∈ S we have
∼
IC mix
= Esmix . Then the category Pmix
s
S (X, E) is Koszul (and hence in particular
positively graded).
Proof. Under our assumptions we have
∼ Hom
(IC mix , IC mix hni) =
Extk mix
PS (X,E)

s

t

mix
mix (X,E) (E
, Etmix {−n}[k
DS
s

which clearly vanishes unless k + n = 0.

+ n]),


Remark 3.18. One can easily show that, under these assumptions, Pmix
S (X, E) is
even standard Koszul.
4. Further study of mixed perverse O-sheaves
We continue in the setting of Section 3, with the goal of furthering our understanding of positivity. The arguments in the previous section were mostly based on
general principles of homological algebra, and in some cases were restricted to field
coefficients. To make further progress, we need to bring in concrete geometric facts
about our variety. In this section, we will focus on O-sheaves as an intermediary
between F- and K-sheaves, and the main results will involve the assumption that
∼ mix (K). This holds, of course, on flag varieties, by [KL].
IC mix
s (K) = Es
4.1. Describing extensions from an open set. We begin with a brief review of
mix
a convenient language for describing objects in DS
(X, E) with a specified restriction to some open subset of X (see e.g. [JMW, Lemma 2.18] for a similar statement
in the classical setting). The descriptions below are valid for arbitrary coefficients,
although they will be used in this paper mainly in the case where E = O.
Let Xt ⊂ X be a closed stratum, let i := it , and let j : U ,→ X be the inclusion
mix
of the complementary open subset. Let MU ∈ DS
(U, E). Then there is a bijection
mix
between the set of isomorphism classes of pairs (M, α) where M ∈ DS
(X, E) and
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∼

mix
α : j∗M −
→ MU is an isomorphism in DS
(U, E), and the set of isomorphism
classes of distinguished triangles
[1]

A → i! j! MU → B −→

(4.1)

mix
in DS
(Xt , E). Specifically, given such a triangle, one can recover M as the cone
of the composite morphism i∗ A → i∗ i! j! MU → j! MU . On the other hand, to M we
associate the natural triangle with

A = i∗ M [−1]

and

B = i! M.

Here are some specific examples:
4.1.1. If MU is perverse, the extension M = j!∗ MU corresponds to
A = τ≤0 i! j! MU ,

B = τ≥1 i! j! MU

(see [BBD, Proposition 1.4.23]).
4.1.2. The extension M = j! MU corresponds to A = 0, B = i! j! MU . The extension
M = j∗ MU corresponds to A = i! j! MU , B = 0.
mix
4.1.3. If MU ∈ DS
(U, E)◦ , then βD0 j! MU corresponds to

A = βE−1 i! j! MU ,

B = βD0 i! j! MU .

(Indeed we have A = i∗ βD0 j! MU [−1], hence βD0 A = (βD0 i∗ )(βD0 j! )MU [−1] = 0,
mix
which implies that A is in DS
(Xt , E)E−1 . On the other hand, B = i! βD0 j! MU is
mix
in DS (Xt , E)D0 by Lemma 3.9. Hence the triangle (4.1) must be the truncation
triangle for the baric structure.)
mix
4.1.4. If MU ∈ ParityS (U, E), then i! j! MU ∈ DS
(Xt , E) has weights in the interval [−1, 0]. In other words, it can be written as a complex F • in K b ParityS (Xt , E)
in which the only nonzero terms are F 0 and F 1 . If E = K or F, then the “parity
extension” of MU constructed in [JMW, Lemma 2.27] (considered as an object in
mix
DS
(X, E)) corresponds to

A = F 1 [−1],

B = F 0.

mix
(X, E), we will say that M is stalkwise
4.2. Stalks of the ∆◦s (O). If M is in DS
mix
(Xs , E) is pure of weight
pure of weight 0 if for all s ∈ S , the object i∗s M ∈ DS
0, i.e. a direct sum of objects of the form EXs {i} for i ∈ Z. Typical objects that
mix
satisfy this condition are the parity sheaves Esmix . Note that if M is in DS
(X, O),
then M is stalkwise pure of weight 0 iff F(M ) is so.
In the proofs below we will use the following notation. Recall from Lemma 3.11
that on a single stratum Xs , the functors βEn and βDn are t-exact. For objects in
mix
DS
(Xs , E), we set
p k
H := pHk ◦ βEr ◦ βDr ∼
= βEr ◦ βDr ◦ pHk .
r

The following result relates “stalkwise purity” to a “torsion-free” condition.
Lemma 4.1. For each s ∈ S , the following conditions are equivalent:
(1) ∆◦s (F) is stalkwise pure of weight 0.
(2) ∆◦s (O) is stalkwise pure of weight 0.
∼ mix (K), then these statements are also equivalent to the
Moreover, if IC mix
s (K) = Es
following one:
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mix
(3) We have ∆◦s (O) ∼
= IC mix
s (O), and the stalks of IC s (O) are free.
∼ ∆◦ (F) (see
Proof. Conditions (1) and (2) are equivalent because F(∆◦s (O)) =
s
Lemma 3.10).
∼ mix (K). If condition (3) holds, then IC mix (O) is
Assume now that IC mix
s (K) = Es
s
∼ mix
stalkwise pure of weight 0, since K(IC mix
s (O)) = IC s (K) is, implying (2).
Conversely, suppose that condition (2) holds. We will prove condition (3) by
induction on the number of strata in X. If X consists of a single stratum, the
statement is trivial. Otherwise, let Xt ⊂ X be a closed stratum, and let j : U ,→ X
be the inclusion of the complementary open subset. Let Xs be a stratum in U . Let
!
MU := ∆◦U,s (O) ∼
= IC mix
U,s (O), and let L = it j! MU . The strategy of the argument is
to compare the distinguished triangles in §4.1.1 and in §4.1.3.
We begin by showing that pH00 (L) is a torsion O-module. Observe that K(L) ∼
=
mix
!
∼ !
∼
it j! (K(IC mix
U,s (O))) = it j! IC U,s (K). According to §4.1.1, we have τ≤0 (K(L)) =
mix
p k
∗ mix
∗
∼
it IC s (K)[−1] = it Es (K)[−1]. It follows that, when k ≤ 0, Hr (K(L)) vanishes
unless r = k − 1. In particular, pH00 (K(L)) ∼
= K(pH00 (L)) = 0. This implies that
p 0
H0 (L) is torsion.
Next, we carry out a similar line of reasoning using the fact that βE−1 L ∼
=
∗ ◦
it ∆X,s (O)[−1] (see §4.1.3). The latter is pure of weight −1 by assumption so, if
r ≤ −1, pHrk (L) vanishes unless k = r + 1. In particular, pHrk (L) vanishes for all
mix
k > 0 when r ≤ −1. In other words, βE−1 L ∈ pDS
(Xt , O)≤0 .
Finally, assumption (2) implies that ∆◦U,s (O) has weights ≤ 0 (see Lemma 3.5),
and so L has weights ≤ 0 as well (see Lemma 3.4). That is, pHrk (L) = 0 for k < r,
and it must be free when k = r. But we previously saw that pH00 (L) is torsion, so in
fact, it must vanish. For r ≥ 1, we have that pHrk (L) = 0 for all k ≤ 0. Combining
mix
these, we find that βD0 L ∈ pDS
(Xt , O)≥1 . This fact, together with the previous
paragraph, tells us that the two distinguished triangles

βE−1 L → L → βD0 L →

and τ≤0 L → L → τ≥1 L →
coincide. From §4.1.1 and §4.1.3, we conclude that ∆◦X,s (O) ∼
= IC mix
X,s (O). The stalks
mix
◦

of IC X,s (O) are torsion-free because those of ∆X,s (O) are by assumption.
4.3. Another positivity criterion. The main result of this section is the following.
∼ mix (K) for all s ∈ S . Then the following
Theorem 4.2. Assume that IC mix
s (K) = Es
are equivalent:
(1) Pmix
S (X, F) is positively graded.
(2) For all s, t ∈ S , we have [F(IC mix
(O)) : IC mix
t
s (F)hni] = 0 unless n = 0.
mix
(3) For all s ∈ S , K(Ps (O)) is a direct sum of objects of the form Ptmix (K)
(i.e., without Tate twists).
(4) For all s ∈ S , we have ∆◦s (O) ∼
= IC mix
s (O).
Proof of the equivalence of parts (1)–(3). We begin by proving the equivalence of
parts (2) and (3). By the same arguments as in the proof of [AR2, Lemma 5.2] (see
also [AR3, Lemma 2.10]), the O-module Hom(Psmix (O), IC mix
(O)hni) is free, and
t
we have natural isomorphisms
F ⊗O Hom(P mix (O), IC mix (O)hni) ∼
= Hom(P mix (F), F(IC mix (O))hni),
s

K

t
mix
⊗O Hom(Ps (O), IC mix
(O)hni)
t

s

t

∼
(K)hni).
= Hom(K(Psmix (O)), IC mix
t
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Condition (2) expresses the property that the first vector space can be nonzero only
if n = 0, and condition (3) expresses the property that the second vector space can
be nonzero only if n = 0. Hence these conditions are indeed equivalent.
To prove the other equivalences we need to introduce Grothendieck groups. For
mix
E = K, O or F, consider the Grothendieck group KS
(X, E) of the abelian category
mix
PS (X, E). This abelian group naturally has the structure of a Z[v, v −1 ]-module,
where v acts via the shift h1i. The classes of the objects IC mix
s (E) form a basis
of this Z[v, v −1 ]-module, and similarly for the objects ∆mix
(E).
(When E = O,
s
this assertion relies on the fact that E has finite global dimension.) Moreover, the
functors K(−) and F(−) induce morphisms of Z[v, v −1 ]-modules
mix
mix
eK : KS
(X, O) → KS
(X, K),

mix
mix
rF : KS
(X, O) → KS
(X, F).

For any s ∈ S , write
[∆mix
s (O)] =

X

(O)]
ds,t [IC mix
t

t∈S

where ds,t ∈ Z[v, v −1 ].
Now we can prove that (2) implies (1). First, it follows from our assumption
that Pmix
S (X, K) is positively graded (see Corollary 3.17). Therefore, applying eK ,
we see that we must have ds,t ∈ Z[v −1 ] for any s, t. Now assumption (2) ensures
that
X
(O)) ∈
Z · [IC mix
rF (IC mix
u (F)].
t
u∈S

is a Z[v −1 ]-linear combination of the
=
It follows that
mix
[IC u (F)]. In other words, statement (2) in Proposition 3.15 holds, so Pmix
S (X, F)
is positively graded.
For the converse, suppose that (1) holds. Write
X
[Psmix (O)] =
ps,t [∆mix
(O)]
t
[∆mix
s (F)]

rF ([∆mix
s (O)])

t∈S
−1

where ps,t ∈ Z[v, v ]. Applying rF , we obtain that ps,t ∈ Z[v −1 ]. Since Pmix
S (X, K)
is also positively graded, we deduce that the indecomposable direct summands of
K(Psmix (O)) are of the form Ptmix (K)hni with n ≤ 0. Assume that Ptmix (K)hni appears for some n < 0. By the remarks in the equivalence of (2) and (3), this implies
mix
that IC mix
(O)).
s h−ni is a composition factor of the mixed perverse sheaf F(IC t
mix
mix
mix
Then IC s h−ni is also a composition factor of F(∆t (O)) = ∆t (F), which
contradicts Proposition 3.15(2).

mix
Remark 4.3. Since IC mix
only by torsion, the mixed
s (O) and D(IC s (O)) differ

mix
perverse sheaves F(IC s (O)) and D F(IC mix
(O)
have
the same composition facs
tors. Hence condition (2) is equivalent to the property that all composition factors
mix
of all F(IC mix
(F)hni with n ≤ 0, or all of the form
s (O)) are of the form IC t
mix
IC t (F)hni with n ≥ 0. A similar remark applies to (3).

∼ mix (K) for all s ∈ S . In addition, assume
Lemma 4.4. Assume that IC mix
s (K) = Es
that conditions (1)–(4) of Theorem 4.2 hold for every locally closed union of strata
mix
◦
Y ( X. Then, for all s ∈ S , the objects βD0 IC mix
s (F), βE0 IC s (F), ∆s (F), and
◦
∇s (F) are all perverse.
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Proof. If Xs is not an open stratum, then the objects in question are all supported
on a proper closed subvariety of X, and so are perverse by assumption and Proposition 3.15. Assume henceforth that Xs is an open stratum, and let Y = X r Xs . We
◦
will treat βD0 IC mix
s (F) and ∆s (F); the statement follows for the other two objects
by Verdier duality.
mix
Let Q denote the cokernel of the map IC mix
s (F) → ∇s (F). Since Q is supported
on Y , Proposition 3.15(5) tells us that the triangle
h

[1]

βE−1 Q → Q → βD0 Q −→
is actually a short exact sequence in Pmix
S (X, F). In particular, the map h is surjective. Now consider the commutative diagram
IC mix
s (F)


βD0 IC mix
s (F)

/ ∇mix
s (F)

p

/Q
h

/ βD0 ∇mix
s (F)



q

/ βD0 Q

Since h and p are both surjective maps in Pmix
S (X, F), q is as well. It follows that
mix
mix
the cocone of q (i.e. βD0 IC s (F)) lies in PS (X, F).
mix
Next, let K denote the kernel of the map ∆mix
s (F) → IC s (F), and form the
distinguished triangle
[1]

mix
βD0 K → βD0 ∆mix
s (F) → βD0 IC s (F) −→ .

Since K is supported on Y , Proposition 3.15(5) again tells us that the first term lies
mix
in Pmix
S (X, F). We have just seen above that the last term also lies in PS (X, F),
◦

so the middle term (which is ∆s (F) by definition) does as well.
End of the proof of Theorem 4.2. We will show that condition (4) is equivalent to
condition (6) of Proposition 3.15, by induction on the number of strata in X. If X
consists of a single stratum, it is clear that both statements are true.
Otherwise, let Xs ⊂ X be an open stratum, and let Xt ⊂ X be a closed stratum.
Let U = X r Xt and Y = X r Xs . Note that if either (4) or condition (6) of
Proposition 3.15 holds on X, the same statement holds on both U and Y , and hence,
by induction, all parts of Theorem 4.2 hold on both U and Y . For the remainder of
the proof, we assume that this is the case. We must show that ∆◦s (O) ∼
= IC mix
s (O)
◦
mix
mix
◦
∼
if and only if IC s (F) = IC s (F). By Lemma 4.4, βD0 IC s (F) and ∆s (F) are
perverse.
For E = K, O or F, let MU (E) := ∆◦U,s (E). Note that F(MU (O)) ∼
= MU (F) and
mix
∼
∼
K(MU (O)) = MU (K) (see Lemma 3.10), and that MU (E) = IC U,s (E) if E = K
or O. Let j : U ,→ X be the inclusion map, and let L(E) = i!t j! MU (E). Since
F(L(O)) = L(F), there is a natural short exact sequence of F-vector spaces
(4.2)

p k+1
0 → F ⊗O pHk (L(O)) → pHk (L(F)) → TorO
(L(O))) → 0.
1 (F, H

∼ mix
On the other hand, we have MU (K) ∼
= IC mix
U,s (K) = EU,s (K). By assumption,
mix
j!∗ MU (K) coincides with the parity extension Es (K) of MU (K). Comparing the
constructions in §4.1.1 and §4.1.4, we see that τ≤0 L(K)[1] and τ≥1 L(K) are parity
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sheaves. In other words,
(
(4.3)

p

Hrk (L(K))

=0

unless

k ≤ 0 and r = k − 1, or
k ≥ 1 and r = k.

We now proceed in several steps.
Step 1. If k > 1, then pHk (βE−1 L(O)) = 0. If k < 1, then pHk (βD0 L(O)) = 0.
Recall that ∆◦s (O) ∼
= βD0 j! MU . From §4.1.3, we have
βE−1 L(O) ∼
= i∗t ∆◦s (O)[−1]

and

βD0 L(O) ∼
= i!t ∆◦s (O).

Since ∆◦s (F) ∼
= F(∆◦s (O)) is perverse, we have by [AR3, Lemma 3.5] that ∆◦s (O)
mix
mix
lies in PS (X, O). This implies that i∗t ∆◦s (O)[−1] ∈ pDS
(Xt , O)≤1 , or in other
p k
words, H (βE−1 L(O)) = 0 for k > 1.
mix
We likewise have i!t ∆◦s (O) ∈ pDS
(Xt , O)≥0 . We claim, furthermore, that
p 0 ! ◦
H (it ∆s (O)) is torsion-free: otherwise, F(i!t ∆◦s (O)) ∼
= i!t ∆◦s (F) would fail to lie
p mix
≥0
◦
in DS (Xt , F) , contradicting the fact that ∆s (F) is perverse. To reiterate,
p k
H (βD0 L(O)) vanishes for k < 0 and is torsion-free when k = 0. But it follows from (4.3) that pH0 (βD0 L(K)) ∼
= K ⊗O pH0 (βD0 L(O)) vanishes. Therefore,
p 0
H (βD0 L(O)) = 0 as well, finishing the proof of Step 1.
Step 2. We have pH0 (βE−1 i∗t ∆◦s (F)) ∼
= F ⊗O pH1 (βE−1 L(O)). From Step 1,
we know that pH2 (βE−1 L(O)) = 0, so (4.2) tells us that pH1 (βE−1 L(F)) ∼
= F ⊗O
p 1
∗ ◦
(F)[−1],
and
∆
H (βE−1 L(O)). On the other hand, as in Step 1, βE−1 L(F) ∼
i
= s s
the result follows.
p 1
Step 3. We have ∆◦s (O) ∼
= IC mix
s (O) if and only if H (βE−1 L(O)) = 0. From
the descriptions in §4.1.1 and §4.1.3, we see that ∆◦s (O) ∼
= IC mix
s (O) if and only if
τ≤0 L(O) ∼
= βE−1 L(O)

and

τ≥1 L(O) ∼
= βD0 L(O).

mix
According to Step 1, we always have βE−1 L(O) ∈ p DS
(Xt , O)≤1 and βD0 L(O) ∈
p mix
≥1
DS (Xt , O) . Thus, the conditions above hold if and only if pH1 (βE−1 L(O)) = 0.
◦
p k
∗
Step 4. We have IC ◦s (F) ∼
= IC mix
s (F) if and only if H (βE−1 it IC s (F)) = 0 for
◦
all k ≥ 0. We already know that the restrictions of IC s (F) and IC mix
s (F) to U
agree. Recall that IC mix
(F)
is
characterized
(among
all
objects
whose
restriction
s
(F))
by
the
following
two
properties:
to U is IC mix
U,s

(4.4)

p mix
≤−1
i∗t IC mix
s (F) ∈ DS (Xt , F)

p mix
≥1
and i!t IC mix
.
s (F) ∈ DS (Xt , F)

Since IC ◦s (F) is self-Verdier-dual, if it satisfies one of these properties then it must
satisfy both. Thus, IC ◦s (F) ∼
= IC mix
s (F) if and only if
Hk (i∗t IC ◦s (F)) = 0

p

for k ≥ 0.

But IC ◦s (F) is itself characterized by similar properties to those in (4.4), coming from the recollement structure in Proposition 3.12. In particular, we have
p k
H (βD0 i∗t IC ◦s (F)) = 0 for k ≥ 0. By Lemma 3.11, we deduce that for k ≥ 0 we
have pHk (i∗t IC ◦s (F)) ∼
= pHk (βE−1 i∗t IC ◦s (F)), which finishes the proof of Step 4.
p k
Step 5. We have H (βE−1 i∗t ∆◦s (F)) ∼
= pHk (βE−1 i∗t IC ◦s (F)) for k ≥ 0. Let K be
◦
◦
the kernel of the map ∆s (F) → IC s (F). This kernel is to be taken in P◦S (X, F):
we do not know at the moment whether IC ◦s (F) lies in Pmix
S (X, F). However, we do
know that K lies in Pmix
(X,
F),
because
K
is
supported
on
Y , where the conclusions
S
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of Lemma 3.14 hold. In fact, for each composition factor IC ◦u (F) ∼
= IC mix
u (F) of K,
we have
p k
H (βE−1 i∗t IC ◦u (F)) = 0
for k ≥ 0.
mix
(If u 6= t, this holds because i∗t IC ◦u (F) ∈ pDS
(Xt , F)≤−1 ; if u = t, we clearly have
◦
∗
p k
βE−1 it IC u (F) = 0.) Therefore, H (βE−1 K) = 0 for k ≥ 0. The result follows
from the long exact sequence in perverse cohomology associated with
[1]

βE−1 i∗t K → βE−1 i∗t ∆◦s (F) → βE−1 i∗t IC ◦s (F) −→ .
Conclusion of the proof. Since ∆◦s (F) is perverse, we know that pHk (i∗t ∆◦s (F)) = 0
for k > 0, and so pHk (βE−1 i∗t ∆◦s (F)) = 0 for k > 0 as well. Then, Step 5 implies that
p k
H (βE−1 i∗t IC ◦s (F)) = 0 for k > 0, so we can rephrase Step 4 as follows: IC ◦s (F) ∼
=
◦
p 0
∗
IC mix
(F)
if
and
only
if
H
(β
i
IC
(F))
=
0.
Using
Step
5
again
together
with
E−1 t
s
s
p 1
Step 2, we have that IC ◦s (F) ∼
= IC mix
s (F) if and only if F⊗O H (βE−1 L(O)) = 0. The
p 1
latter holds if and only if H (βE−1 L(O)) = 0, and then Step 3 lets us conclude. 
∼ mix (K) for all s ∈ S . Then the followCorollary 4.5. Assume that IC mix
s (K) = Es
ing conditions are equivalent:
(1) The category Pmix
S (X, F) is standard Q-Koszul.
mix
(2) For all s ∈ S , we have ∆◦s (O) ∼
= IC mix
s (O), and IC s (O) has torsion-free
stalks.
Proof. Each of these conditions independently implies that all parts of Theorem 4.2
and of Proposition 3.15 hold for X. In particular, both conditions imply at least that
Pmix
S (X, F) is positively graded, and that the perverse-sheaf meaning of the notation
∆◦s is compatible with its usage in Definition 2.15. By Verdier duality, standard QKoszulity can be checked by a one-sided condition: Pmix
S (X, F) is standard Q-Koszul
if and only if Extk (∆◦s (F), ∇mix
(F)hni) = 0 whenever n 6= −k. By adjunction, the
t
latter holds if and only if ∆◦s (F) is stalkwise pure of weight 0 for all s. That
condition is equivalent to (2) by Lemma 4.1, as desired.

5. Positivity and Q-Koszulity for flag varieties
5.1. Definitions and notation. In this section we choose a connected reductive
algebraic group G, a Borel subgroup B ⊂ G and a maximal torus T ⊂ B, and
focus on the case where X = B := G/B is the flag variety of G, endowed with
the stratification by Bruhat cells (i.e. by orbits of B). We use the symbol “(B)”
to denote this stratification. The strata are parametrized by the Weyl group W :=
NG (T )/T of G; the dimension of Bw is the length `(w) of w (for the natural
Coxeter group structure on W determined by our choice of B). By [AR3, §4], the
assumptions at the beginning of Section 3 are satisfied in this setting. As in [AR3]
we will assume that ` is good for G. Note also that the assumption of Lemma 4.1,
Theorem 4.2, and Corollary 4.5 is satisfied in this case, by [KL].
We will also consider a connected reductive group Ǧ, a Borel subgroup B̌ ⊂ Ǧ,
and a maximal torus Ť ⊂ G, such that the based root datum of Ǧ determined by
Ť and B̌ is dual to the based root datum of G determined by T and B. As above
we have a flag variety B̌ := Ǧ/B̌, endowed with the Bruhat stratification. The
strata are also parametrized by W (since the Weyl groups of (G, T ) and (Ǧ, Ť ) can
be canonically identified). We will use háček accents to denote objects attached to
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ˇ w (E) is a standard object in P (B̌, E), and
Ǧ rather than to G. For instance, ∆
(B̌)
Ťwmix (E) is a tilting object in Pmix
(
B̌,
E).
(B̌)
Recall that by [AR3, Theorem 5.4] there exists an equivalence of triangulated
categories
∼

mix
κ : D(B)
(B, E) −
→ D(mix
(B̌, E)
B̌)

which satisfies in particular κ ◦ hni ∼
= h−ni[n] ◦ κ and
∼ ˇ mix
κ(∇mix
w ) = ∇w−1 ,

κ(Twmix ) ∼
= Ěwmix
−1 ,

κ(Ewmix ) ∼
= Ťwmix
−1 .

Below we will also use the Radon transform
∼

mix
mix
Rmix : D(B)
(B, E) −
→ D(B)
(B, E).

This equivalence of triangulated categories satisfies
∼ mix
Rmix (∇mix
w hni) = ∆ww0 hni,

mix
Rmix (Twmix hni) ∼
hni.
= Pww
0

(See [AR3, Proposition 4.11].) We also set
∼

mix
σ := κ ◦ (Rmix )−1 : D(B)
(B, E) −
→ D(mix
(B̌, E).
B̌)

This functor has the property that
∼ ˇ mix
σ(∆mix
w hni) = ∇w0 w−1 h−ni[n]

σ(Pwmix hni) ∼
= Ěwmix
−1 h−ni[n].
0w

and

In [AR3, Proposition 5.5] we have also constructed a t-exact “forgetful” functor
mix
b
µ : D(B)
(B, E) → D(B)
(B, E)

(where the right-hand side is endowed with the usual perverse t-structure) and an
mix
isomorphism µ ◦ h1i such that for all F, G ∈ D(B)
(B, E) the morphism
M
(5.1)
Hom(F, Ghni) → Hom(µF, µG)
n∈Z

induced by µ is an isomorphism, and such that
∼
∼
µ(∇mix
µ(IC mix
w ) = ∇w ,
w ) = IC w ,
µ(T mix ) ∼
= Tw , µ(E mix ) ∼
= Ew .

∼
µ(∆mix
w ) = ∆w ,

w

w

mix
(Here ∆w , ∇w , IC w , Tw are the obvious “non-mixed” analogues of ∆mix
w , ∇w ,
mix
mix
IC w , Tw , which are objects of the usual category P(B) (B, E) of Bruhat-constructible perverse sheaves on B.) There is also a functor µ̌ : D(mix
(B̌, E) → D(bB̌) (B̌, E)
B̌)
with similar properties.

5.2. Main results. The next two theorems are the main results of the paper.
Theorem 5.1 (Positivity). The following are equivalent:
(1) The category Pmix
(B) (B, F) is positively graded.
(2) For all w ∈ W , we have ∆◦ (O) ∼
= IC mix (O).
w

w

(3) For all w ∈ W , the object Ěw (O) ∈ D(bB̌) (B̌, O) is perverse.
(4) For all w ∈ W , the object Ěw (F) ∈ D(bB̌) (B̌, F) is perverse.
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Proof. The equivalence of the first two statements follows from Theorem 4.2. The
equivalence of the last two statements follows from the fact that the objects Ěw (O)
have free stalks and costalks by definition.
By [AR3, Corollary 5.6], the last statement is equivalent to the condition that
mix
(Tvmix : ∇mix
,
u hni) = 0 for all n > 0 and all u, v ∈ W . Using the equivalence R
mix
mix
the latter is equivalent to requiring that (Pv : ∆u hni) = 0 for all n > 0 and all
u, v ∈ W . By Proposition 3.15, we conclude that the first and third statements are
equivalent.

Theorem 5.2 (Q-Koszulity). The following are equivalent:
(1) The category Pmix
(B) (B, F) is metameric.
(2) The category Pmix
(B̌, F) is standard Q-Koszul.
(B̌)
ˇ mix
ˇ mix
ˇ ◦w (O) ∼
(3) For all w ∈ W , we have ∆
= IC
w (O), and IC w (O) has torsion-free
stalks.
ˇ
ˇ mix
ˇ ◦w (O) ∼
(4) For all w ∈ W , we have ∆
= IC
w (O), and IC w (O) has torsion-free
stalks.
Proof. The equivalence (2) ⇐⇒ (3) follows from Corollary 4.5. The equivalence
(3) ⇐⇒ (4) follows from (5.1) (or rather its analogue for B̌), using the fact that
∼ ˇ
∼ ˇ
ˇ mix
ˇ mix
µ̌(IC
w (O)) = IC w (O) and µ̌(∇v (O)) = ∇v (O), and the observation that an object M of the derived category of finitely generated O-modules has free cohomology
objects iff Homk (M, O) is a free O-module for all k ∈ Z.
(1) =⇒ (3). Assuming that Pmix
(B) (B, F) is metameric, Theorem 2.11 gives us a
mix
mix
e
class of objects {∆w }w∈W in P (B, F). Form the short exact sequence Kw ,→
(B)

mix
e mix
 ∆mix
∆
w (F). Recall that Kw has a filtration by various ∆u hni with n < 0.
w
mix
ˇ
Therefore, σ(Kw ) is an iterated extension of various ∇u h−ni[n] with n < 0. In
particular, σ(Kw ) ∈ D(mix
(B̌, F)D1 .
B̌)
mix
e mix
e mix
have the property that Extk (∆
On the other hand, the ∆
w , ∆u hni) = 0
w
for all k and all n < 0. Applying σ, we obtain that

e mix
ˇ mix
Extk (σ(∆
w ), ∇w0 u−1 h−ni[n]) = 0

for all k and all n < 0.

e mix ) ∈ Dmix (B̌, F)E0 (see Remark 3.8). Thus, the following
This implies that σ(∆
w
(B̌)
two distinguished triangles must be isomorphic:
[1]

mix
e mix
σ(∆
w ) → σ(∆w ) → σ(Kw [1]) −→,

[1]
ˇ ◦ −1 → ∇
ˇ mix −1 → βD1 ∇
ˇ mix −1 −
∇
→
w0 w
w0 w
w0 w

(see Lemma 3.7(3)); in particular we obtain an isomorphism
∼ ˇ◦
e mix
σ(∆
w ) = ∇w0 w−1 .
e mix is an iterated extension of various ∆mix hni, so ∇
ˇ ◦ −1 is an iterated
Now, ∆
w
u
w0 w
mix
ˇ u {n}. In particular, the costalks of ∇
ˇ ◦ −1 are extensions
extension of various ∇
w0 w
ˇ mix
of the costalks of the ∇
u {n}. The latter are pure of weight 0, so the same holds
◦
ˇ
ˇ ◦ −1 are stalkwise
for ∇w0 w−1 . By Verdier duality, we deduce that the objects ∆
w0 w
pure of weight 0. By Lemma 4.1, we find that condition (3) holds.
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When (3) holds, by Theorem 5.1 the category Pmix
(B̌, F) is
(B̌)

positively graded. First, let us prove that the category Pmix
(B) (B, F) also is posi◦
tively graded. By Lemma 3.14, P(B̌) (B̌, F) is a quasihereditary category (see Remark 3.16). We claim that the indecomposable tilting objects in this category are
the parity sheaves Ěwmix . Indeed, let Ťw◦ be the unique indecomposable tilting obˇ ◦,
ject of P◦(B̌) (B̌, F) whose support is B̌w . Then Ťw◦ has a filtration by various ∆
u
which are stalkwise pure of weight 0 by Lemma 4.1. Therefore, Ťw◦ is also stalkwise
pure of weight 0. By Lemma 3.5, it follows that Ťw◦ has weights ≤ 0. Since Ťw◦ is
Verdier-self-dual, it also has weights ≥ 0, so it must be pure of weight 0, and hence
a direct sum of various Ěumix {m} by the remarks in §3.2. By indecomposability
and support considerations, we even obtain that Ťw◦ ∼
= Ěwmix {m} for some m ∈ Z.
Considering the restriction to B̌w , we obtain that m = 0, i.e. that Ťw◦ ∼
= Ěwmix , as
◦
ˇ
claimed. Now the objects ∆u are perverse sheaves (see Remark 3.16), so the objects
Ťw◦ are also perverse; we deduce that Ěwmix is a perverse sheaf for any w ∈ W . Using
Theorem 5.1 again, this finishes the proof of the fact that Pmix
(B) (B, F) is positively
graded.
To conclude, we will essentially reverse the argument used in the proof of the
mix
ˇ ◦ −1 ).
e mix
∈ D(B)
(B, F) to be σ −1 (∇
implication (1) =⇒ (3). Let us define ∆
w
w0 w
Since (3) holds, using Lemma 4.1 and Verdier duality, we know that the costalks of
ˇ ◦w are pure of weight 0 for all w ∈ W . In other words, for any u ∈ W , the object
∇
ˇ◦
ˇ mix
ˇ ◦w is a direct sum of various ∇
ı̌u∗ ı̌!u ∇
u {n} with n ∈ Z. In fact, since ∇w is perverse
(see Remark 3.16) we must have n ≤ 0. We even have n < 0 unless u = w, and
ˇ mix = ı̌w∗ ı̌! ∇
ˇ◦
in that case, we have ∇
w
w w . (The first claim follows from the following
! ˇ◦ ∼
ˇ◦ ˇ◦
ˇ◦ ∼
ˇ mix
computation for u < w: Hom(F, ı̌u ∇w ) = Hom(∆
u , ∇w ) = Hom(∆u , ∇w ) = 0,
where the second isomorphism follows from (2.3). The second claim is obvious from
ˇ ◦ in Proposition 2.7.) A routine recollement argument shows
the construction of ∇
w
◦
ˇ mix
ˇ ◦w , and hence of ∇
ˇ w is an iterated extension of the various ı̌u∗ ı̌!u ∇
that ∇
w together
−1
mix
ˇ u {n} with n < 0 and u < w. Applying σ
to this description,
with various ∇
e mix
we find that ∆
is an iterated extension of ∆mix
and various ∆mix
w
w
u hni with n < 0
mix
e
and u < w. In particular, ∆w is a perverse sheaf with a standard filtration.
e mix , IC mix hni) = 0 for all k ≥ 1 if n 6= 0, or else if
Next, we claim that Extk (∆
w
v
n = 0 and v ≤ w. For n > 0 this follows from (2.3), and one can easily check using
induction on v that the conditions for n ≤ 0 are equivalent to
e mix , ∆mix hni) = 0
Extk (∆
w
v

for all k ≥ 1 if n < 0, or else if n = 0 and v ≤ w.

Applying σ, this is equivalent to a similar vanishing claim about
ˇ ◦ −1 , ∇
ˇ mix −1 h−ni[k + n]).
Hom(∇
w0 w
w0 v
If n < 0, this claim follows from (2.3). If n = 0, it holds for reasons of support.
Referring to Theorem 2.11, we see that we have already shown that the objects
e mix
∆
enjoy properties (2), (3), and (4). We will now show that they satisfy propw
e mix
erty (1) as well. The Ext1 -case of the vanishing proved above shows that ∆
w
mix
is projective as an object of the Serre subcategory of P(B) (B, F) generated by all
mix
IC mix
with v ≤ w. It is indecomposable
v hni with n < 0, together with the IC v
◦
ˇ
because ∇w is, so it is the projective cover of some simple object. Its unique simple
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σ
mix
D(B)
(B, F) o

∼
Rmix

mix
D(B)
(B, F)

+
/ Dmix (B, F)
(B)



ˇ mix
/∆
w−1

 ∇mix 
w

ˇ mix
/∇
w−1


Ewmix ∼
= Tw◦

/ Ť mix
w−1

mix o
Pww
0

 T mix 

∼ ◦
/ Ě mix
w−1 = Ťw−1

e mix
o
∆
ww0

?

ˇ ◦ −1
/∇
w

?o



∼
κ

o
∆mix
ww0
?o



∆mix
w

w

Figure 1. Behavior of various objects under the equivalence σ.
quotient must be the head of one of the standard objects in its standard filtration.
By weight filtration considerations, that unique simple quotient must be IC mix
w .
mix
e
We have shown that the objects ∆w satisfy the properties listed in Theoe mix
e mix
rem 2.11. It is clear that the objects ∇
:= D(∆
w
w ) will satisfy the dual condimix
tions, so that Theorem 2.11 implies that P(B) (B, F) is metameric.

Remark 5.3. When the conditions of Theorem 5.2 are satisfied, one can complete
the description [AR3, Figure 1] of the behavior of the various special objects under
the equivalence κ, as shown in Figure 1. (Here the isomorphism on the third line
follows from Lemma 3.14, and question marks indicate objects for which we don’t
have an explicit description.)
Remark 5.4. Suppose that the conditions in Theorem 5.2 hold. By Lemma 3.14,
the Ěwmix (F) are precisely the indecomposable tilting objects in P◦(B̌) (B̌, F). Since
mix
the equivalence σ −1 : D(mix
(B̌, F) → D(B)
(B, F) takes these to projective objects
B̌)
mix
mix
in Pmix
(B) (B, F), the category P(B) (B, F) is the “T -Koszul dual” to P(B̌) (B̌, F) in the
sense of Madsen [Mad]. (See Remark 2.17.)

5.3. Koszulity. We conclude this paper with a proof of the converse to Corollary 3.17, in the case of flag varieties.
Theorem 5.5. The following are equivalent:
∼ IC w (F).
(1) For all w ∈ W we have Ew (F) =
(2) The category Pmix
(B,
F)
is
Koszul.
(B)
mix
◦
(3) The category Pmix
(B) (B, F) is positively graded, and P(B) (B, F) is a semisimple category.
Moreover, these statements hold if and only if their analogues for B̌ hold.
Proof. In this proof, we will write (1)∨ to refer to the analogue of statement (1) for
B̌, and likewise for the other assertions in the theorem.
The implications (1) =⇒ (2) and (1)∨ =⇒ (2)∨ follow from Corollary 3.17.
The implications (2) =⇒ (3) and (2)∨ =⇒ (3)∨ are obvious.
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(3) =⇒ (1)∨ . Since Pmix
(B) (B, F) is positively graded, by Theorem 5.1, Ěw (F) is
◦
perverse. Now, the fact that Pmix
(B) (B, F) is semisimple implies that the ring
!
HomPmix (B,F)

M

(B)

Pvmix (F),

v∈W

M

Pvmix (F)

v∈W

L
is isomorphic to v k (where 1 in the copy of k parametrized by v corresponds to
the identity morphism of Pvmix (F)). Using equivalence σ, we deduce a similar claim
for the objects Ěvmix (F), v ∈ W . It follows that
(5.2)

HomDb

(B)

(B,F)


Ěv (F), Ěw (F) = 0

unless v = w.

Now assume that there exists w ∈ W such that the perverse sheaf Ěw (F) is not
simple, and choose w ∈ W minimal (for the Bruhat order) with this property. Since
Ěw (F) is supported on the closure of B̌w , and since its restriction to B̌w is F, either
ˇ v (F) with v < w. Then
the top or the socle of Ěw (F) contains a simple object IC
ˇ
there exists either a non zero morphism Ěw (F) → IC v (F), or a nonzero morphism
ˇ v (F) → Ěw (F). Since IC
ˇ v (F) ∼
IC
= Ěv (F) by minimality, this contradicts (5.2) and
finishes the proof of the implication.
By symmetry we also obtain the implication (3)∨ =⇒ (1), which finishes the
proof.


Appendix A. Examples of mixed perverse sheaves
In this appendix, we discuss a number of examples of mixed perverse sheaves,
weights, and baric truncation functors.
A.1. The flag variety for SL2 . In this subsection, let G = SL2 . Its Weyl group
consists of just the identity element e and a simple reflection s. The Schubert
varieties Be (a point) and Bs ∼
= P1 are both smooth, and the computations in this
section turn out to be independent of the coefficients. (In particular, the objects
obey the usual Kazhdan–Lusztig combinatorics.) We have
Ee ∼
= FBe = FBe ,

Es ∼
= FBs = FBs {1}.

In Parity(B) (B, F), we have the following Hom-groups:
(
F if n = 0,
Hom(Ee , Ee {n}) ∼
=
0 otherwise

(
Hom(Es , Es {n}) ∼
=

Hom(Ee , Es {n}) ∼
= Hom(Es , Ee {n}) ∼
=

F if n = 0, 2,
0 otherwise

(
F if n = 1,
0 otherwise.

It is well known that up to isomorphism, there are five indecomposable perverse sheaves in P(B) (B, F). There are likewise five indecomposable mixed perverse
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sheaves, up to Tate twist and isomorphism. They are given by the following commix
plexes in D(B)
(B, F) = K b Parity(B) (B, F):
IC mix
=
e
∆mix
=
s

···

···
−1
/0

−1
/0

0
/ Ee

0
/ Es
Tsmix =

1
/0

/ ···

IC mix
=
s

1
/ Ee {1}

/ ···

∇mix
=
s

−1
/ Ee {−1}

0
/ Es

···

−1
/0

···
···

0
/ Es

−1
/ Ee {−1}

1
/ Ee {1}

1
/0
0
/ Es

/ ···
1
/0

/ ···

/ ···

From these chain complexes, we see that both IC’s are pure of weight 0. The object
∆mix
has weights in {−1, 0}, while ∇mix
has weights in {0, 1}.
s
s
Recall that the Tate twist h1i is defined to be {−1}[1]. For example, we have
IC mix
e h1i =

···

−1
/ Ee {−1}

0
/0

1
/0

/ ··· .

In this example, Pmix
(B) (B, F) is positively graded (see Proposition 3.15), and
indeed Koszul (see Corollary 3.17). One can see from the above complexes that
there are maps of mixed perverse sheaves
mix
,→ Tsmix .
0 ,→ IC mix
e h−1i ,→ ∆s

Each of these maps is an injective morphism in Pmix
(B) (B, F), because the cone of
each of these maps is again perverse. Indeed, this sequence is none other than the
weight filtration of Tsmix . The subquotients are
mix
mix
IC mix
e h−1i, IC s , IC e h1i,

which are pure of weights −1, 0, and 1, respectively.
A.2. A singular Schubert variety for SO5 . Now let G = SO5 . In its Weyl
group, let s be the simple reflection corresponding to the short simple root, and let
t be the simple reflection belonging to the long simple root. We will focus on the
Schubert variety Bsts , which is known to be singular. (The other Schubert varieties
in its closure—Bst , Bts , Bs , Bt , and Be —are all smooth.)
According to [WB, §5.3], if the characteristic of F is not 2, then Ests ∼
= FBsts .
Mixed perverse sheaves on Bsts in characteristic other than 2 obey the same “combinatorics” as mixed Q` -sheaves.
From now on, we assume that F has characteristic 2. Then [WB, §5.3] tells us
that
(
FBs if i = −1, −3,
i
∼
H (Ests |Bs ) =
0
otherwise.
It is easy to compute Hom-groups among all the Ew . The most interesting piece of
the computation says that
Hom(Ests , Es ) ∼
= Hom(Es , Ests ) ∼
= F.
Of course, the composition of two nonzero maps Es → Ests → Es must vanish;
otherwise, Es would be a direct summand of the indecomposable parity complex
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Ests , which is absurd. We have
IC mix
=
w

···

−1
/0

0
/ Ew

IC mix
sts =

···

−1
/ Es

0
/ Ests

1
/0
1
/ Es

for w ∈ {e, s, t, st, ts},

/ ···
/ ···

To verify that the last complex (which we will denote 0 IC mix
sts for now) is indeed
IC mix
sts , we must check that its stalks and costalks live in the appropriate cohomological degrees. This complex is clearly self-Verdier dual, so it is enough to check
its stalks. We have
0

∼
IC mix
sts |Bw = FBw {3 − dim Bw } = FBw hdim Bw − 3i[3 − dim Bw ]

if w ∈ {t, st, ts}, and
0

∼
IC mix
sts |Bw =

−1

0

/ FB {1}
w

···

0

1

/ FB {1} ⊕ FB {3}
w
w

6=0

/ FB {1}
w

/ ···

if w ∈ {e, s}. The latter complex is homotopic to

···

−1
/ FB {1}
w

0

0
/ FB {3}
w

1
/0

/ ···

∼
= FBw {1 − dim Bw }[1] ⊕ FBw {3 − dim Bw }
∼
= FBw hdim Bw − 1i[2 − dim Bw ] ⊕ FBw hdim Bw − 3i[3 − dim Bw ]
These calculations show that for all w 6= sts, we have
0

p mix
<0
IC mix
.
sts |Bw ∈ D(B) (Bw , F)

This property characterizes intersection cohomology complexes, so that we indeed
mix
have 0 IC mix
sts = IC sts .
There are several new phenomena in this example that did not occur in the SL2
example, and that do not occur in characteristic 0:
• The stalks of IC mix
sts do not obey parity-vanishing. Specifically, for w ∈
{e, s}, we see that pHi (IC mix
sts |Bw ) 6= 0 for i = dim Bw −2 and i = dim Bw −
3.
mix
• The stalks of IC mix
sts are not pure: for w ∈ {e, s}, IC sts |Bw has weights in
{−1, 0}.
• The object IC mix
sts itself is not pure; it has weights in {−1, 0, 1}.
Nevertheless, we claim that Pmix
(B) (Bsts , F) is positively graded. To see this, we
begin by checking that
mix
IC mix
∈ D(B)
(Bsts , F)E0
w

for all w.

It is easy to see that it is enough to check this on stalks. The computations above
mix
show that this holds for IC mix
sts . It is much easier for the other IC w , which all have
pure stalks. By Verdier duality, we actually have
mix
mix
IC mix
∈ D(B)
(Bsts , F)E0 ∩ D(B)
(Bsts , F)D0
w

Algebra
Apr 6 restrictions
2016 08:14:30
This
is a pre-publication version of this article, which may differ from the final published version. Copyright
may apply.

EDT
Version 3 - Submitted to TRAN

36

PRAMOD N. ACHAR AND SIMON RICHE

for all w. It follows that
βEn IC mix
w hmi
βDn IC mix
w hmi

(

IC mix
w hmi if n ≥ m,
0
otherwise,

(

IC mix
w hmi if n ≤ m,
0
otherwise.

=

=

By Proposition 3.15(5), Pmix
(B) (Bsts , F) is positively graded.
By Proposition 2.5, this means that every object in Pmix
(B) (Bsts , F) admits a functorial filtration. It is tempting to call it the “weight filtration,” but in fact, it does
not come from the notion of weights in the derived category. Instead, let us call it
the “baric filtration,” as it does come from the baric truncation functors. We can
already see this distinction for IC mix
sts : its baric filtration has a single nontrivial step
(obviously, since it is simple), but it is not pure.
From the chain complex for IC mix
sts , one can see that there is a nonzero map
mix
mix
[1],
i.e.,
a
nonzero
element
of Ext1 (IC mix
→
IC
IC mix
sts , IC s ). The middle term
s
sts
◦
of the resulting short exact sequence is actually ∆sts :
→ ∆◦sts → IC mix
0 → IC mix
sts → 0.
s
We will see why later on. For now, note that the middle term of this short exact
sequence is given by the complex
(A.1)

−1
/0

···

0
/ Ests

1
/ Es

/ ···

The baric filtration of this object is concentrated in degree 0, but it has weights in
{−1, 0}.
Here are the standard perverse sheaves on Bsts :
∆mix
=
e
∆mix
=
s
∆mix
=
t
∆mix
st =
∆mix
ts =
∆mix
sts =

···

−1
/0

···

0
/ Ee

1
/0

/ ···

···

−1
/0

0
/ Es

1
/ Ee {1}

/ ···

···

−1
/0

0
/ Et

1
/ Ee {1}

/ ···

···

−1
/0

0
/ Est

1
/ Es {1} ⊕ Et {1}

2
/ Ee {2}

/ ···

···

−1
/0

0
/ Ets

1
/ Es {1} ⊕ Et {1}

2
/ Ee {2}

/ ···

0
/ Ests

1
/ Est {1} ⊕ Ets {1} ⊕ Es

2
/ Et {2} ⊕ Es {2}

3
/ Ee {3}

/ ···

For all but the last, it is easy to read off the baric filtration and the composition factors from these complexes. Both ∆mix
and ∆mix
contain IC mix
s
t
e h−1i
as a subobject. Let F be the cone (i.e., cokernel) of the diagonal embedding
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mix
d : IC mix
⊕ ∆mix
. Then F looks like
e h−1i → ∆s
t

F=

···

−1
/0

0
/ Es ⊕ Et

1
/ Ee {1}

/ ··· .

The baric filtration of ∆mix
st is given by the sequence of maps
mix
0 ,→ IC mix
e h−2i ,→ Fh−1i ,→ ∆st ;
mix
mix
the subquotients are IC mix
h−1i, and IC mix
e h−2i, IC s h−1i⊕IC t
st . The structure
of ∆mix
is
very
similar.
ts
mix
Finally, let G be the cone of the diagonal embedding Fh−1i → ∆mix
st ⊕ ∆ts .
is
given
by
The baric filtration of ∆mix
sts
mix
0 ,→ IC mix
e h−3i ,→ Fh−2i ,→ Gh−1i → ∆sts ,
mix
mix
mix
h−2i, IC mix
with subquotients IC mix
e h−3i, IC s h−2i ⊕ IC t
st h−1i ⊕ IC ts h−1i,
◦
and ∆sts .
This baric filtration computation shows that (A.1) does indeed deserve the name
∆◦sts . On the other hand, for all w < sts, we have ∆◦w ∼
= IC mix
w .
mix
A stalk computation similar to that for IC sts |Bw shows that
for w ∈ {e, s}.
∆◦ |B ∼
= FB hdim Bw − 3i[3 − dim Bw ]
sts

w

w

All other stalk computations for the ∆◦w are easy; one finds that they are always
pure of weight 0. By Lemma 4.1 and Corollary 4.5, we obtain the following result.
Proposition A.1. If F is a field of characteristic 2, then Pmix
(B) (Bsts , F) is a standard Q-Koszul (but not Koszul) category.
Remark A.2.
(1) In characteristics other than 2, Pmix
(B) (Bsts , F) is Koszul.
(2) The remaining Schubert varieties—Btst and B itself—are both smooth,
so with very little extra work, one can upgrade Proposition A.1 to the
statement that Pmix
(B) (B, F) is standard Q-Koszul.
Finally, let us compare IC mix
sts with the ordinary (not mixed) perverse sheaf IC sts .
Using [BP, Theorem 2.6], one can show that the singularity of Bsts along Bs is
a Kleinian singularity of type A1 . The intersection cohomology complex at an A1
singularity has been computed in [JMW3, §2.4] (see also [J, Chap. 8]). It follows
from loc. cit. that for w ∈ {e, s}, Hi (IC sts |Bw ) has dimension 1 if i ∈ {−2, −3},
and it vanishes otherwise. In other words,
∼ F[2] ⊕ F[3] =
∼ F[2 − dim Bw ] ⊕ F[3 − dim Bw ].
IC sts |B =
w

This closely resembles our earlier computation of IC mix
sts |Bw . This resemblance,
which fits in with [AR2, Remark 2.3(3)], may be regarded as evidence that the
category Pmix
(B) (Bsts , F) is a graded version of P(B) (Bsts , F). (Recall that 2 is a bad
prime for SO5 , so [AR3, Proposition 5.5] is not available in this example.)
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