Abstract In this paper, the finite time extinction of solutions to the fast diffusion system
Introduction
This paper is concerned with the extinction properties of solutions to the following fast diffusion parabolic system
u(x, t) = v(x, t) = 0, x ∈ ∂Ω, t > 0,
where 1 < p, q < 2, m, n > 0, Ω is a bounded domain in R N (N ≥ 1) with smooth boundary ∂Ω and the initial data u 0 ∈ L ∞ (Ω) ∩ W Problem (1.1) appears, for example, in the theory of non-Newtonian filtration fluids [3, 24] . From a physical point of view, we need only to consider the nonnegative solutions. Moreover, if we assume that u 0 (x) and v 0 (x) are nonnegative, then we can deduce, by the weak maximum principle, that u and v are nonnegative as long as they exist. Therefore, we always assume that the initial data are nonnegative nontrivial functions and consider only the nonnegative solutions throughout this paper.
In this paper, we are interested in the extinction in finite time of solutions to (1.1). We say that a solution (u, v) has a finite extinction time T if T > 0 is the smallest number such that both u(x, t) = 0 and v(x, t) = 0 for a.e. (x, t) ∈ Ω × (T, ∞).
Finite time extinction is one of the most important properties of solutions to many evolutionary equations that has been investigated by many authors during the past several decades. It is E. Sabinina who first observed extinction via fast diffusion [21] , and from then on, there has been increasing interest in this direction. For example, in his fundamental survey [17] , A. S. Kalashnikov investigated finite time extinction as well as localization and finite propagation properties of solutions to the following semilinear heat equation with homogeneous Dirichlet boundary condition
u(x, t) = 0, x ∈ ∂Ω, t > 0,
in the 1970s. A more complete extinction conclusion of Problem (1.2) was given in [12] : A nontrivial solution of (1.2) vanishes in finite time if and only if 0 < q < 1, which means that strong absorption will cause extinction to occur in finite time. In [12] , Gu also gave a simple statement of the necessary and sufficient conditions of extinction of the solution to the following problem        u t = div(|∇u| p−2 ∇u) + au q , x ∈ Ω, t > 0, u(x, t) = 0, x ∈ ∂Ω, t > 0,
with a < 0, q > 0. He proved that if p ∈ (1, 2) or q ∈ (0, 1) the solutions of the problem vanish in finite time, but if p ≥ 2 and q ≥ 1, there is no extinction. In the absence of absorption (i.e. a = 0), Dibenedetto [3] and Yuan et al. [27] proved that the necessary and sufficient conditions for the extinction to occur is p ∈ (1, 2). Later in [26] , Yin and Jin studied Problem (1.3) with 1 < p < 2, a, q > 0 and dimension N > 2. They proved that if q > p − 1, then any bounded and non-negative weak solution of Problem (1.3) vanishes in finite time for appropriately small initial data u 0 , while Problem (1.3) admits at least one bounded non-negative and non-extinction weak solution for the case of 0 < q < p − 1. As for the critical case q = p − 1, whether the solutions vanish in finite time or not depends on the comparison between a and λ 1 , where λ 1 > 0 is the first eigenvalue of p-Laplace operator in Ω with homogeneous Dirichlet boundary conditions. Extinction and non-extinction results similar to the ones in [26] were also obtained by Tian and Mu in [22] , and some sufficient conditions in [26] for the solutions of (1.3) to vanish in finite time were weakened by Liu and Wu (see [19] ). There are some other extinction results of the solutions of degenerate or singular parabolic problems with or without absorption (reaction) terms, readers may refer to [1, 4, 5, 7, 8, 9, 10, 11, 13, 14, 16, 25] and references therein.
Generally speaking, for Problems (1.2) and (1.3) with a < 0, there is a cooperation between the diffusion term and the absorption term, and fast diffusion or strong absorption might cause any bounded nonnegative solution to vanish in finite time. However, in (1.3) with a > 0, the nonlinear term is physically called the "hot source", while in (1.2) and (1.3) with a < 0 the nonlinear term is usually called the "cool source". Results in [18, 22, 26] imply that when the diffusion is fast enough, the solutions might still vanish in finite time for small initial data in spite of the "hot sources".
However, compared with the huge amount of extinction results concerning scalar problems, there is only quite little literature dealing with extinction quality of solutions to evolutionary systems until now. In [6] , Friedman et al. investigated the extinction and positivity for the following system of semilinear parabolic variational inequalities
(1.4)
It was shown that when u 0 and v 0 are "comparable", then at least one of the components becomes extinct in finite time provided that pq < 1. On the other hand, for any p = q > 0, there are initial values for which neither u nor v vanishes in any finite time.
In a quite recent paper [2] , Chen et al. studied the following fast diffusion system 5) where 0 < m, n < 1, p, q > 0 and Ω ⊂ R N (N > 2) is a bounded domain with smooth boundary ∂Ω. It was proved that if pq > mn and the initial data are "comparable" in some sense, then any solution of (1.5) vanishes in finite time; if pq = mn and λ 1 (the first eigenvalue of −∆ in Ω with homogeneous boundary condition) is large enough, then there exists a solution vanishing in finite time for small initial data. However, they did not show whether there exists no-extinction solution or not when pq < mn. Motivated by the works mentioned above, we shall study the extinction properties of solutions to (1.1) for any N ≥ 1 and give some conditions for the solutions to vanish in finite time, extending some results obtained in [2, 22, 26] to system (1.1). However, we encounter two difficulties when doing so. The first one is that the nonlinearities in (1.1) may be non-Lipschitz, which excludes the possibility of applying the general comparison principles to (1.1) and the uniqueness is also false in general, and the second one is that we find it hard to construct a suitable supersolution which vanishes in finite time for the case mn > (p − 1)(q − 1). To overcome these difficulties and to give some sufficient conditions for the solutions to vanish in finite time, we first establish a weak form comparison principle (which requires that the supersolution has a positive lower bound in the domain), and then, by referring to a lemma describing the invariant region of a specially constructed ordinary differential system and by modifying the integral estimates methods used in [2] , we show that the solutions of (1.1) vanish in finite time when the nonlinear sources are in some sense weak and when the initial data u 0 and v 0 are "comparable". Furthermore, we obtain a non-extinction result for some special cases, which, to the best of our knowledge, seems to be first work concerning the non-extinction results of quasilinear parabolic systems with sources. It is worth mentioning that our methods can not only be used to deal with problems for the equations in (1.1) with local or nonlocal sources, but can also be applied to treat the problem in [2] with a simplified proof. Moreover, the cases N = 1, 2 can also be included.
The rest of this paper is organized as follows. In Section 2, we introduce the definition of weak solutions, prove a weak comparison principle and establish the local existence of weak solutions. The proofs of the main results will be presented in Section 3.
Preliminaries
In this section, as preliminaries, we introduce some definitions and notations. It is well known that the equations in (1.1) are singular when 1 < p, q < 2, and hence there is no classical solution in general. Therefore, we have to consider its solutions in some weak sense. We first introduce some notations which will be used throughout this paper. For any T ∈ (0, ∞) and 0 < t 1 < t 2 < ∞, we denote Q T = Ω × (0, T ), Γ T = ∂Ω × (0, T ) and
By replacing ≤ by ≥ in the above inequalities we obtain the definition of weak supersolutions of (1.1). Furthermore, if (u, v) is a weak supersolution as well as a weak subsolution solution, then we call it a weak solution of Problem (1.1).
In order to prove the main results of this paper, the following weak comparison principle is needed.
Lemma 2.1. Let (u, v) and (u, v) be a pair of bounded weak super and sub-solution of Problem (1.1) in Q T , and there exists a constant δ > 0 such that
Proof. The proof is more or less standard. However, for completeness, we prefer to sketch the outline here. From the definition of weak super and subsolutions, we obtain, for any 0 ≤ φ 1 ∈ E p0 and 0 ≤ φ 2 ∈ E q0 ,
We first prove the conclusion when m, n ≥ 1.
where χ [0,t] is the characteristic function defined on [0, t] and s + = max{s, 0}. By a direct computation, we arrive at
Symmetrically, we have
Recalling the monotonicity of p-Laplace operator and Gronwall's inequality one has
The proof of the other cases is much the same as above only with the exception that the coefficients on the right hand side of (2.1) and (2.2) may depend on δ. We omit the details and the proof is complete.
Then there exists a T = T (u 0 , v 0 ) > 0 such that Problem (1.1) admits at least one bounded and nonnegative weak solution (u, v) in the cylinder Q T ; Furthermore, if m, n ≥ 1, then the weak solution is unique.
Proof. Consider the following auxiliary problem
where {ε k }, {δ k } are strictly decreasing sequences, 0 < ε k , δ k < 1, and
3) is a nondegenerate problem for each fixed ε k and δ k , it is easy to prove that it admits a unique classical solution (u k , v k ) by using the Schauder's fixed point theorem. Moreover, by the weak maximum principle we know that u k , v k ≥ 0 for each k. To find the limit functions of (u k , v k ), we need to derive some uniform estimates. The whole process will be divided into four steps.
Step 1. There exist a small constant T 0 > 0 and a positive constant
To this end, we only need to consider the following Cauchy problem
It is known from the theories in ODEs that there exists a constant t 0 > 0 depending only on u 0 L ∞ (Ω) and v 0 L ∞ (Ω) such that Problem (2.5) admits a solution (U, V ) on [0, t 0 ]. Moreover, (U, V ) is increasing. By the comparison principle for uniformly parabolic equations (see [20] ) we know that ((u k , v k )) ≤ (U, V ) as long as they exist. Set T 0 = t0 2 and M 1 = max{U (T 0 ), V (T 0 )}, then (2.4) follows.
Step 2. There exists a constant M 2 > 0, independent of k, such that
Multiplying the first equation in (2.3) by u k and integrating the results over Q T0 , we obtain
By combining the fact u
where C is a positive constant that does not depend on k. Note that
To prove the boundedness of ∇u k L p (QT 0 ) , it suffices to estimate the upper bound of
Since 1 < p < 2, it follows from 0 < ε k < 1 that
By applying similar arguments we can prove that ∇v k L q (QT 0 ) is also bounded uniformly in k. Therefore, (2.6) is valid.
Step 3. There exists a constant M 3 > 0, independent of k, such that
To do so, multiplying the first equation in (2.3) by u kt and integrating the results over Q T0 , one has
By using Cauchy's inequality and the equality
we deduce that
which implies that
and the basic inequality
we conclude that
which together with (2.8) guarantees the boundedness of u kt L 2 (QT 0 ) . The upper bound of v kt L 2 (QT 0 ) can be derived similarly. Inequalities (2.4), (2.6) and (2.7) imply that there exists a subsequence of (u k , v k ), still denoted by (u k , v k ) such that
10)
12)
where "⇀" denotes weak convergence in the corresponding Banach spaces.
Step 4. We show that |∇u| p−2 u xi = ω i and |∇v| q−2 v xi = z i .
This can be done by choosing φ 1 = Φ 1 (u k − u) and φ 2 = Φ 2 (v k − v) as the test functions with nonnegative functions Φ 1 , Φ 2 ∈ C 1,1 (Q T0 ) and by using the same trick as that in [28] . We omit the details. Thus, the proof of the local existence of weak solutions is complete by a standard limiting process. The uniqueness of the solution with m, n ≥ 1 is a direct corollary of Lemma 2.1. The proof is complete.
Proofs of the main results
In this section, by using the method of comparison principle and integral estimates, we shall prove our main results and give some sufficient conditions for the solutions of (1.1) to vanish in finite time. The following two lemmas, which describe the invariant region of an ordinary differential system, will play important roles in the forthcoming proofs. , 2) , m, n be positive constants, 1 < p, q < 2 and mn ≥ (p − 1)(q − 1). Denote
where 0 < δ < 1. Suppose that W 1 , W 2 are nonnegative and solve The following corollary is a direct consequence of Lemma 3.2 and the comparison argument.
Corollary 3.1. Let a i , b i (i = 1, 2), m, n be positive constants, 1 < p, q < 2 and mn ≥ (p − 1)(q − 1). Assume that (W 1 , W 2 ) satisfies the following differential inequalities
Then every nonnegative solution of (3.2) vanishes in finite time for every (W 1 (0), W 2 (0)) ∈ Q.
The following theorem shows that any solution of (1.1) vanishes in finite time when the nonlinear sources are in some sense weak and when the initial data are "comparable". 
then every solution of (1.1) vanishes in finite time; (II) If mn > 1 and the initial data (u 0 , v 0 ) satisfy, for some 0 < δ 2 < 1, that
then every solution of (1.1) vanishes in finite time for sufficiently small initial data. Here , 2) , s, r, s ′ , r ′ > 1, 0 < m 1 < m and 0 < n 1 ≤ n are constants to be defined in the process of the proof.
Proof. As a matter of convenience, in what follows, we might as well assume that the weak solution is appropriately smooth, or else, we can consider the corresponding regularized problem and through an approximate process, the same result can also be obtained. 
The proof of this case will be divided into two subcases. 
where γ 1 > 0 is the embedding constant. Substituting the above two inequalities into (3.5) yields
where r > max{1,
N −q and γ 2 > 0 is the embedding constant. Set
Then we can deduce from (3.8) and (3.9) that Here γ 3 , γ 4 > 0 are the embedding constants. By applying the foregoing arguments we can show that (u, v) vanishes in finite time.
, where ψ p (x) and ψ q (x) are the unique positive solutions of the following two elliptic problems, respectively,
Moreover, ψ p (x), ψ q (x) ≥ δ 0 for all x ∈ Ω. Thus, the application of Lemma 2.1 guarantees that
where
With the help of (B) we obtain from (3.5) and (3.6) that
where 0 < m 1 ≤ m, 0 < n 1 ≤ n and (p − 1)(q − 1) < m 1 n 1 ≤ 1. The remaining discussion will still be divided into two subcases. For the subcases N ≥ 2, by applying the arguments similar to those in the proof of Case I we arrive at
and
Noticing m 1 n 1 > (p − 1)(q − 1) and recalling (3.26), we see by applying Corollary 3.1 that (W 1 , W 2 ) vanishes in finite time and so does (u, v). The subcase N = 1 can be treated similarly whose details are omitted. The proof is complete.
In order to show whether the solutions of (1.1) will vanish in finite time or not for the case (p − q)(q − 1) = mn, we first consider the following quasilinear elliptic problems
and 16) and denote by ϕ p and ϕ q the unique solutions of (3.15) and (3.16), respectively. It is well known (and can be deduced by the strong maximum principle [23] ) that ϕ p (x), ϕ q (x) > 0 in Ω. Moreover, by the standard De Giorgi iteration process (see [3] ) we know that there exist positive constants 
Theorem 3.2. Assume that (p − 1)(q − 1) = mn and |Ω| is suitably small. Then there exists a solution of (1.1) vanishing in finite time for suitably small initial data.
Proof. We shall prove this theorem by constructing a proper supersolution. Set
where g 1 (t), g 2 (t) are two smooth nonincreasing functions to be determined and ϕ p0 , ϕ q0 are the unique positive solutions of (3.15) and (3.16) with Ω replaced by some smooth domain
we can show by direct calculation that (u, v) satisfies (in the weak sense) the followingū
Similarly, we havē
Suppose Ω is suitably small such that M p , M q < 1. Then by the continuity of the solutions of Problem (3.15) and (3.16) with respect to Ω it is known that we can choose a suitable smooth domain Ω 0 fulfilling Ω ⊂⊂ Ω 0 such that M p0 , M q0 < 1. Let (g 1 (t), g 2 (t)) be the positive solution of the following ordinary differential equations 
is a supersolution of (1.1) which vanishes at T 0 . For any fixed 0 < T < T 0 , there exist two positive constants C 1 and C 2 such that C 1 ≤ū,v ≤ C 2 on Ω × [0, T ]. Let (u, v) be a solution of Problem (1.1), then by the comparison principle (Lemma 2.1) we know that (u(x, t), v(x, t)) ≤ (ū(x, t),v(x, t)) for any (x, t) ∈ Ω × [0, T ]. By the arbitrariness of T < T 0 , we see that u(x, T 1 ) = v(x, T 1 ) ≡ 0 for some T 1 ≤ T 0 . If we take u(x, t) = v(x, t) ≡ 0 for all t ≥ T 1 , then (u(x, t), v(x, t)) vanishes at the finite time T 1 and clearly it is a weak solution of Problem (1.1). The proof is complete.
Remark 3.1. The methods used in this paper can also be applied to deal with systems (1.1) with nonlocal sources, that is with v m and u n replaced by Ω v m (y, t)dy and Ω u n (y, t)dy, respectively, and the results are almost the same as the ones obtained above. Interested readers may check it themselves.
To give some sufficient conditions for the non-extinction of solutions to systems like (1.1) is much more challenging and there is no result except some partial answer obtained in [6] for a system of semilinear parabolic variational inequalities. In the last part of this section, we will derive some non-extinction criteria for solutions to (1.1) in some special cases. Our result shows that when the nonlinear sources are in some sense strong, Problem (1.1) admits at least one non-extinction solution for any positive smooth initial data. Theorem 3.3. Assume that 1 < p = q < 2, 0 < m, n ≤ p − 1 and mn < (p − 1)
2 . Then Problem (1.1) admits at least one non-extinction solution for any smooth positive initial data (u 0 , v 0 ).
Proof. We will prove this theorem by constructing a pair of ordered super and subsolution and utilizing the monotonic iteration process. The whole process is divided into four steps.
Step 1. We first construct a non-extinction subsolution of (1.1). For this, denote by λ 1 > 0 be the first eigenvalue of the following eigenvalue problem − div(|∇φ| p−2 ∇φ) = λ|φ(x)| p−2 φ(x), x ∈ Ω, φ(x) = 0, x ∈ ∂Ω, (3.21) and by φ 1 (x) the first eigenfunction. We may choose φ 1 (x) > 0 in Ω and normalize it with φ 1 L ∞ (Ω) = 1. Since mn < (p − 1) 2 , there exists two positive constants θ 1 , θ 2 such that
Define u = k θ1 φ 1 (x), v = k θ2 φ 1 (x). Recalling 0 < m, n ≤ p − 1, by direct computation we see that (u, v) satisfies (in the weak sense) From (3.25) and (3.26) we know that (u, v) is a non-extinction weak subsolution of (1.1) for all 0 < k ≤ min{k 1 , k 2 }.
Step 2. To construct a supsolution of (1.1), let us consider the following auxiliary system By applying the arguments similar to those in the proof of Proposition 2.1 we know that Problem (3.27) admits a weak solution (u, v) . By the weak maximum principle it is known that (u, v) is
