We prove Lp estimates for oscillating spectral multipliers on Lie groups of polynomial volume growth and Riemannian manifolds of nonnegative curvature. We apply these results to obtain Lp estimates for the Riesz means of the Schrodinger operator.
Oscillating multipliers have already been studied extensively in the context of Rn (cf. [9] , [10] , [21] , [22] , [23] , [26] ). Some of these results have been generalised to stratified nilpotent Lie groups (cf. [19] ) and to rank one noncompact symmetric spaces (cf. [11] ). We assume that G has nonnegative Ricci curvature. This assumption implies, by the Bishop comparison theorem (cf. [5] ), that there is a constant c>0 such that In both of the above cases the operator L admits a selfadjoint extension on L2(G) which we also denote by L and hence a spectral resolution denoted by •¬ Of course we can also consider the more general operators
•¬ These operators have been studied in the case of Rn by Miyachi [22] and Sjostrand [25] . Their results have been recently generalised to Lie groups and Riemannian manifolds by Lohoue [17] . The following theorem improves some of the results of Lohoue [17] .
The basic ideas of the proofs. The proof of the above results is based on an idea, which is due to M. Taylor (see for example [6] ) and which is the use of the finite propagation speed of the wave operator in order to obtain estimates for the kernel m(x,y) of the operator m(L) away from the diagonal. 
•¬ In the case of subelliptic operators, this result was proved in [20] . 
•¬ which combined with (4) gives the formula (6) •¬ which can be used to get estimates of the kernel m(x ,y) away from the diagonal. 
•¬ This estimate is proved in [27] when G is a Lie group of polynomial volume growth and in [8] , [16] when G is a Riemannian manifold of nonnegative curvature . 
•¬ Also there is c>0 such that PROOF. The last assertion of the lemma will follow from (11) and the way the estimates (i), (ii) and (iii) will be proved.
Let us nrove (i). It follows from (7) that (12) •¬
We also have (13) •¬ Hence, it follows from (11) that
•¬ •¬ •¬ and from this, by using either (1) and (2) or (3) we get (i). 
•¬ From here on the proof of Theorem 2 is exactly the same as the proof of Theorem 1. The only difference is that instead of using the estimate (9), we use the estimate (17) above.
PROOF OF THEOREM 3. We have
by replacing, if necessary, the operator L by the operator t2/ƒ¿L, we may assume that t=1. Let
•¬ Then
•¬ As has been shown in [25] , [29] •¬ where m(ƒÉ) is a smooth function such that Once G satisfies these additional conditions, then the proof of the above mentioned end point result in the context of Rn in [10] can also be made to work on G. We believe that with these indications the interested readers will be able to supply a proof for 
