We give a rigorous treatment on the foundation of the first order asymptotic theory of quantum estimation, with tractable and reasonable regularity conditions. Different from past works, we do not use Fisher information nor MLE, and an optimal estimator is constructed based on locally unbiased estimators.
INTRODUCTION
The purpose of this paper is to give a rigorous foundation of the first order asymptotic theory of quantum estimation, which has been established in these years. In addition to most basic setting, we also treat state estimation by local operations and classical communications (LOCC, in short) and estimation of quantum operations.
This research field was initiated by Nagaoka (1987) , Nagaoka (1989) , followed by Hayashi and Matsumoto (1998) , Gill and Massar (2002) . (Many of important papers in the field are included in Hayashi (2005) .)
Relying on classical estimation theory, especially the fact that the inverse of Fisher information gives the optimal efficiency of consistent estimators, they had reduced the optimization of consistent estimators to optimization of Fisher information, or equivalently, of locally unbiased estimators. These works had laid foundation on which number of works, mostly computation of asymptotically optimal estimators and their costs, are based. In closer look, however, they either miss the detail of the proof, or assume intractable regularity conditions.
One reason for such incompleteness is that the focus of these works were consequences of the foundations, rather than their rigorous proof. Also, the following technical difficulties seems to be a part of reasons. In quantum statistics, the probability distribution of the data depends on the choice of measurement. Therefore, for classical estimation theory to be applicable, a set of regularity conditions should hold for all the probability distributions resulting from arbitrary measurement of interest. In Hayashi and Matsumoto (1998) , they use this sort of statement as their regularity condition. As a result, their regularity conditions are quite difficult to check for given quantum statistical models.
The purpose of the paper is to provide rigorous proof assuming tractable regularity conditions, including the case of infinite dimensional Hilbert space. In addition to the most basic settings, we also treat state estimation by semi-classical measurement and by local operations and classical communications (LOCC, in short). Also, estimation of quantum operations is studied.
Different from previous works, we avoided use of Fisher information, and composed an asymptotically efficient estimator from an optimal locally unbiased estimator, because of the following reasons. First, quantum asymptotic Crammer-Rao bound is not a simple function of any quantum analogue of Fisher information. It equals Holevo bound, which is defined in terms of operator version of asymptotically unbiasedness conditions (Hayashi and Matsumoto (2004) , Matsumoto (1999) , Guta and Jencova (2006) ). The second motivation is to simplify the regularity conditions, by avoiding technical difficulties stated above.
One of major difference between quantum mechanics and classical mechanics is behavior of composite systems. In quantum mechanics, the state of the system and the measurement in composite systems may not be in convex combinations of those without correlations between subsystems. In such cases, we often observe non-trivial quantum effects, which can never be reproduced by classical mechanical random variables, such as violation of Bell's inequality. Therefore, it is of interest to compare measurement with non-trivial correlations and the one without it in their efficiency of state estimation.
For that purpose, we study semi-classical measurements and LOCC (, short for local operations and classical communications,) measurements. In the former, we are not allowed to use measurement collectively acts on given n independent samples. In the latter, each sample is a state in a composite system (A and B, say), and we are not allowed to use the measurement quantumly correlating over A-B split.
The last topic is estimation of a quantum operations. It had been observed that for some cases (e.g., unitary operations, or noiseless operations), the mean square error of optimal estimators scales as O 1/n 2 (Heisenberg rate), which is significantly smaller than O (1/n), and there had been suggestion of efficient measurement scheme utilizing this effect. Recently, however, several authors ( Fujiwara (2005) , Zhengfeng Ji, et. al. (2006) , etc) had pointed out that O 1/n 2 -scaling is not observed in some class of operations (typically, they corresponds to noisy operations). We show that O 1/n 2 -scaling is rather exceptional, and not observed so long as the model lies in interior of the totality of quantum operations.
QUANTUM ESTIMATION THEORY

QUANTUM STATE AND MEASUREMENT
In quantum mechanics, the probability distribution of data z ∈ R l is a function of the state ρ of the system of interest, and the measurement M which is applied to the system. The probability that ω lies in a Borel set ∆, the corresponding random variable, and the post-measurement state is denoted by P M ρ (∆), Ω, and ρ M ∆ , respectively. (Throughout the paper, the random variable is denoted by capital letters, and the elements of its range is denoted by its decapitalization.)
The support supp (M) of the instrument M over B R l is the smallest set with
The support of a POVM and a measure over B R l are defined analogously.
In this paper, we need integral of the function taking values in τ c (H) and B (τ c (H)), which is a Banach space with the norm · 1 and · cb , respectively. A Banach space valued function f is called strongly
< ε holds almost everywhere. f is called weakly measurable iff function f , it is defined as lim n→∞ f n (x) dx (convergent in norm), where {f n } n is a sequence of simple functions with lim n→∞ f n (x) − f (x) = 0 almost everywhere. Bochner integral exists iff f dx < ∞ (Theorem 1.4.3 of Schwabik and Guoju (2005) ). Fubini's theorem holds for Pettis integral and Bochner integral.
ASYMPTOTIC THEORY OF QUANTUM STATE ESTIMATION
Suppose that we are given n independently and identically prepared samples, i.e., the system H ⊗ · · · ⊗ Our purpose is to estimate the true value of θ, based on a measurement M n acting in H ⊗n . Based on the measurement result ω n ∈ R ln , we compute the estimate T n of θ. The pair E n := { M n , T n } (or sometimes the sequence {E n } If dim H < ∞, an example of estimatorẼ n = M n ,T n with (M.3.1-3) is constructed as follows. Let l := (dim H) 2 , and define e υ := 0, · · · , 0,
, and let M ({e υ })
be linearly independent. Denoting the κ-th measurement result by ω 1,κ , we can estimate trρ θM ({e υ }) by the relative frequency of observing e υ , which is υ-th component ω 
Π is a properly defined projection. Also, if {ρ θ } θ∈Θ is a smooth submodel of quantum Gaussian model {σ η }, we can composeẼ n based on the estimatorη n of η by ρT n = Π (ση n ), with proerly defined projection Π.
Both of them has the following property. {ρ θ } θ∈Θ is a somooth submaniforld of a larger quantum state model {σ η }, where η has consistent estimator in the form ofη n = 1 n n κ=1 ω 1,κ , where ω 1,κ is the data obtained by application ofM on the κ-th sample. Suppose that η = (θ, ζ), and ρ θ = σ θ,ζ (θ) . Moreover, we suppose that ζ (θ) is uniformly continuous in θ. Then,T n := η 1 n , · · · ,η m n satisfies the requirements.
As for the estimators, besides (1), we suppose E n = {M n , T n } satisfies (E) in Table 2 for all n. (E') is used to characterize lowerbound to the asymptotic cost. Observe that (E')=⇒(E).
We define the asymptotic quantum Cramer-Rao type bound (1), (E)}. In the succeeding subsections, the following theorem will be proved. In the remaining of this subsection, some technical lemmas will be shown.
= lim
Lemma 2 (E) and (M.1) imply the existence of ∂ j E Below, we prove (3)=(4). Since (E') implies (E), it suffices to show (3)≤(4). Suppose E θ,n satisfies (E)
Obviously, E L θ,n satisfies (E'). Also, due to Lemma 2, Lemma 3, and (E), we have
Taking infimum of the both ends, we have (3)≤(4). (2) and (E') with n = n 1 are satisfied, we construct a good estimator E n1 n with 2 steps in the following. Given ρ ⊗n θ , invest ρ ⊗n0 θ to obtain the data ω 1 := (ω 1,1 , · · · , ω 1,n0 ), where ω 1,i ∈ R l . Based on the data, we compute the estimator θ 0 = T n0 ( ω 1 ). Now, we divide ρ ⊗n−n0 θ into the ensembles each with n 1 copies. The number of ensemble,
ACHIEVABILITY
n1 , is denoted by n 2 . Here, n 0 and n 2 are chosen so that n 0 = n 3/4 2 is satisfied. We apply M n1 θ0 to each ensemble ρ ⊗n1 θ , obtain the data ω 2,1 , · · · , ω 2,n2 (∈ R ln 1 ) and compute
The measurement defined above is denoted by M n1,n .
Lemma 5 Suppose that (M.1,3) hold. Suppose also that the family {E θ,n1 } θ∈Θ satisfies (2) and (E') with
Proof. Applying mean value theorem to the function
where γ n1,i θ,θ0 is the reminder term. With the help of (5) and (M.1),
where θ ′ lies between θ 0 and θ. Since MSE is the sum of the variance and square of the bias, we have
Taking average over T n0 of the left most and the right most end,
.
which follows from (M.3.2) and Chebyshev's inequality, and
(ii) is due to (M.3.2). Since ε > 0 is arbitrary, the lemma holds.
satisfies (E) and (1).
satisfies (E), also.
Here, (i), (ii), (iii), and (iv) is due to (11), (12), concavity of √ x, and (M.3.2), respectively. Therefore,
j is proved as follows. In Subsection 4.3 right after the statement of Lemma 11, we will prove
and
where the first identity is due to the continuity of linear functional X → tr XA (e.g., Theorem II.7.2 of Holevo (1982) ). (14), in combination with Schwartz's inequality, leads to
Hence. due to (12), (M.3.1), and Lemma 2,
). Therefore, due to Theorem VI.2.1 of Holevo (1982) and (14), the first term of (13) is evaluated as follows (they are used to show (i) below).
where (ii) is due to (12) and (M.3.2). Therefore, the first term vanishes as n 0 → ∞. Due to (9) of Lemma 4, the second term converges to
and (1) is proved.
Proof. Suppose the LHS is larger than the RHS (, denoted by A in the proof) by 2c > 0. Then one can find a sequence {θ k } such that lim (2), (E')} = A + 2c. We prove this cannot occur.
Obviously, among those satisfying (2), (E'), one can find
It is easy to verify (2) and (E'). (Here note that a 4,n has to be replaced by the other constant.) Therefore, due to (9) of Lemma 4, (2), (E')}. This is contradiction.
Due to Lemmas 5-7, we have '≤' of (3) of Theorem 1.
On asymptotic normality of the estimator (10)
The estimator (10) is asymptotically normal. We prove the assertion in m = 1-case, supposing that
Due to Berry-Esseen bound (Chapter 11 of DasGupta (2008)), the first term is upperbounded by 0.8 (a 4,n1
and converges to 0 as n 2 → ∞ since inf θ0∈R m V θ [E θ0,n1 ] = 0 by assumption. To evaluate the second term, we just have to consider the event such that T n0 − θ < ε
, since the probability that this does not occur converges to 0 due to (M.3.2) and Chebyshev's inequality. Due to Lemma 7, we can suppose that
is continuous in θ 0 at θ 0 = θ without loss of generality. Therefore, V θ ET n 0 ,n1
Therefore, the second assertion is proved. The RHS of (3) and (4) is lowerbounded by inf
Obviously, E L θ,n satisfies (E'). Therefore, due to Lemma 4,
Therefore, logarithmic derivative and the Fisher information can be used to represent C Q (G θ , M). However, it is not possible to show their chain rule, which is at the heart of the argument for one-way semiclassical setting in Hayashi and Matsumoto (1998) . Therefore, in the next subsection, we use somewhat different method to prove the asymptotic Cramer-Rao type bound in the semi-classical setting.
1 4. SEMI-CLASSICAL MEASUREMENT
DEFINITIONS, REGULARITY CONDITIONS, AND MAIN THEOREM
An important subclass of measurements is semi-classical measurements, which are composed adoptively in R n ( < ∞) rounds. At each round, we measure each sample separately, and the measurements of the r-th round depend on the previously obtained data. We denote by z r,κ (∈ R l ) the data obtained at the r-th round from κ-th sample, and z r is the data (z 1,1 , z 1,2 , · · · , z r,n ) obtained up to the r-th round. The measurement acting in the r-th round on κ-th sample is denoted by M zr−1 r,κ . Without loss of generality, we suppose that in the first round the measurement is chosen deterministically. Rigorous mathematical description of such a process is given in the following subsection. , respectively. Note that they depend on n, although we do not denote the fact explicitly for the sake of simplicity. Note also that R n is arbitrary but finite.
Note that in other literatures such as Hayashi and Matsumoto (1999) , the term 'semi-classical measurement' refers to more restricted class of measurement, which is called one-way semi-classical measurement in this paper. The restriction is that in r-th round, we measure r-th sample only (Hence, R n = n).
The asymptotic semi-classical Cramer-Rao type bound C θ (G θ , M) is defined by
Theorem 9 Suppose (M.1-3) hold. Then,
, (E) with n = 1 .
ADAPTIVE MEASUREMENT
In this subsection, we give mathematically rigorous account on a composite measurement NM of measurement M followed by N ω , where N ω is composed depending on the data ω ∈ R l from M. More specifically,
can be approximated by a sequence of simple functions except for ω ∈ ∆ where M (∆) = 0, so that the function is strongly measurable with respect to P M ρ for any ρ. We show this composite NM can be described using an instrument. (The contents of this subsection should be well-known to specialists of the field of measurement theory. The author, however, could not find a proper reference.)
The key fact is Theorem 4.5 of Ozawa (1985) , or that there is a family of density operators ρ 
ω are strongly measurable, they can be approximated by simple functions. Therefore, ω → tr
is well-defined and σ-additive. Therefore, P NM ρ can be extended to B R l × R l due to Hopf's extension theorem. Moreover, with∆ ω := {ω 
is convergent. Also, its trace equals P NM ρ ∆ , since tr and can be exchanged due to Fubini's theorem.
In addition, ρ → NM ∆ (ρ) is affine and completely positive, as is proved in the following. Observe
∞) of completely positive maps and Borel sets, such that for any ρ
is affine and completely positive, we have our assertion.
where the third identity is due to Fubini's theorem of Bochner integral. Therefore,∆ → NM ∆ is σ-additive in terms of strong operator topology in B (τ c (H)).
LEIBNIZ RULE
In this subsection and the next, so far as no confusion is likely to arise, we denote P Lemma 10 Suppose T n satisfies (E'). Suppose also (a) ρ θ > 0, ∀θ ∈ Θ, or (b) the estimator is one-way
Proof. The case (b) is due to the fact that M ↑zr−1 r,r acts on ρ
Here, by abuse of notation, M
Tending θ ′ → θ, the last end converges to 0, and so does the left most side. Hence, due to bounded convergence theorem, we have
Lemma 11 Suppose (E') is satisfied. Suppose also (a) ρ θ > 0, ∀θ ∈ Θ, or (b) the estimator is one-way semi-classical. Then, we have Leibniz rule:
(13) is a special case of (15). To see this, observe that the estimator (10) is viewed as semi-classical considering the quantum statistical model ρ
Proof.
where the convention is that
, due
< a 4,n and Lemma 4. Observe that the second term should converge due to the convergence of (16) and the first term. Moreover,
Here, (i) is due to mean value theorem, whereθ is a point between θ ′ and θ 0 .
(ii) is due to
≤ 2a 4,n and Lemma 4. (iii) is due to Lemma 10. Therefore, the second term equals
. After all, we have (15).
ON LOGARITHMIC DERIVATIVE
Applying Leibniz rule to the indicator function, we can prove that
is finite. However, in general, one cannot prove existence of
. Therefore, we cannot define logarithmic derivative of the conditional probability distribution P In one-way semi-classical case, which is treated in Hayashi and Matsumotȯ (1998) , one can safely define
). Therefore, their argument can be made regorous, though we do not go into detail.
PROOF OF THEOREM 9
Observe that the estimator (10) with n 1 = 1 is one-way semi-classical. Therefore, the achievability by (one-way) semi-classical measurement follows from Lemmas 5-6. Therefore, below we prove the lowerbound.
In case , ρ θ > 0 (∀θ ∈ Θ), due to the proof of lowerbound part of Theorem 1, we have the following lowerbound.
In the following, we reduce the optimization over semi-classical measurements to the one over independent semi-classical measurements, or one-way semi-classical measurements such that N θ0,κ acting on κ-th sample cannot depend on the data y κ ′ from N θ0,κ ′ (κ = κ ′ ).
Lemma 12 Suppose that semi-classical estimator E θ0,n = {T θ0,n , M n θ0 } satisfies (2), (E'). Suppose also ρ θ > 0, ∀θ ∈ Θ. Then, we can find an estimator
2), and (E') hold. Moreover, S θ0,n is in the form of (17), where F θ0,κ is the function of the data y κ from N θ0,κ , such that E θ0 [F θ0,κ ] = 0 :
Proof. Since E θ T θ,n |B ↓ r,κ+1 satisfies (E'), we apply Leibniz rule (15) recursively to obtain
Observe that, conditioned by B r−1 , the random variable Z r,κ and Z r,κ ′ are independent, due to the composition of the measurement. Therefore, due to Fubini's theorem,
Therefore,
Let us define, with the convention B 0 = {∅, R l },
f θ0,r,κ . Since f θ0,r,κ also satisfies (E'), we can apply Leibniz rule (15). Therefore,
Here, (i) is due to
Combining (18) and (19), we have
is locally unbiased at θ 0 . Also, observe the following relations:
Due to them, the variance of this estimate is not larger than the one of T θ0,n :
Below, we define N n θ0,κ . First, using ρ ⊗n θ , we prepare n of fake ensembles
(κ = 1,· · · ,n), composed with single ρ θ and n − 1 of ρ θ0 . Then N n θ0,κ is the application of M n θ0 to κ-th fake ensemble. We denote by z (κ) r,κ ′ the data obtained at r-th round from the κ ′ -th (possibly fake) sample in the κ-th fake ensemble. The data y κ from N n θ0,κ is y κ := z
Rn obeys the same probability distribution as Z Rn , for any κ. Therefore,
where the last equality is due to Leibniz rule. Due to the definition of f θ0,κ,r ,
follows from (19). Trivially, F n,θ0 = {N n θ0 , S θ0,n } satisfies (E'). After all, we have the lemma.
Lemma 13 Suppose N n θ0 is independent semi-classical. Suppose also that S θ0,n is in the form of (17) , and that F n,θ0 = {N n θ0 , S θ0,n } satisfies (2) and (E'). Then, we can find an estimator E (2), (E'), and
Proof. M ′ θ0 is constructed as follows; generate x κ ∈ {1, · · · , n} according to uniform distribution, and apply N θ0,xκ to ρ θ , generating the data y κ . The data resulting from M ′ θ0 is the pair y
(2) and (E') for
Due to Lemma 10, the above two lemmas leads to '≥'-part of the first identity of Theorem 9, in the case where ρ θ > 0, ∀θ ∈ Θ. The statement for the general case is straightforward consequence of the following lemma.
Lemma 14 Let E θ,n := {M n θ , T θ,n } be a locally unbiased estimator at θ with (E'). Then,
Proof. Let σ > 0, and define ρ θ,ε := (1 − ε) ρ θ + εσ. Denote by E θ,ε [T θ,n ] and V θ,ε [E θ,n ] the average and the variance of E θ,n with respect to ρ θ,ε . Then, there is a locally unbiased estimator E θ,ε,n := {M n θ , T θ,ε,n } with respect to the quantum statistical model {ρ θ,ε } θ∈Θ which satisfies (E) and the relation
Since ρ θ,ε > 0 and the family {ρ θ,ε } θ∈Θ satisfies (M.1,2), Lemmas 12-13 imply existence of a locally unbiased estimator E
+θ, E ′ θ,1 is locally unbiased with respect to {ρ θ } θ∈Θ . Letting V be the variance of E θ,n with respect to σ, we have
Combining with the achievability, the first identity of Theorem 9 is proved. The second identity is shown using the analogous argument as the proof of (3)=(4), and Theorem 9 is proved.
Note that the estimator achieving the lowerbound is one-way semi-classical. This means that the optimal asymptotic cost of one-way semi-classical measurements is also C θ (G θ , M).
LOCC STATE ESTIMATION
Suppose the state ρ . We denote by C r and C The difference between semi-classical and LOCC measurements is the split of the actions. In the former, split is between samples. In the latter, the split is between Alice and Bob. Other than this point, basically they are the same concept. Especially, LO corresponds to independent semi-classical measurements. (2) and (E'). Then, we can find an LO estimator F θ0,n = {N θ0,n , S θ0,n } , such that V θ0 [F θ0,n 
(2), and (E') hold. Moreover, S θ0,n is in the following form:
Let M x denote {ρ 
where E Observe that E (x = a, b).
