ABSTRACT The manipulation of the magnetic field has been a proven effective method to change the flow velocity in magnetohydrodynamics (MHD) flow systems. In this paper, we consider a novel bilinear magnetic control problem arising in a 1-D MHD flow system modeled by a set of coupled partial differential equations (PDEs). We formulate the control of the magnetic field as a finite-time PDE-constrained dynamic optimal control problem and our aim is to realize the desired stationary state of the flow velocity at a specific terminal time. A model order reduction technique, based on proper orthogonal decomposition and Galerkin projection procedure, is first adopted to approximate the original complex optimization problem governed by PDEs into a semi-discrete approximation problem governed by a low-dimensional reduced-order model, and therefore can efficiently reduce the computational burden of the dynamic system. Then, the piecewiselinear control parameterization method is used to obtain an approximate optimal parameter selection problem that can be solved using nonlinear optimization techniques such as sequential quadratic programming. The exact formulas for the gradients of the defined cost functional with respect to the decision parameters are analytically derived via state sensitivity method. Numerical simulation results verify the effectiveness of our proposed computational method. The methodology proposed in this paper is a potential implementation of a real-time control strategy in a number of MHD flow systems.
I. INTRODUCTION
In various natural physical phenomena and engineering problems, i.e., heat and diffusion procedures [1] - [3] , flow fluid [4] , [5] , flexible structure systems [6] - [11] and plasma transport processes [12] - [14] , one can find that the dynamic behaviors of these systems are not only related with the temporal evolution, but also related with the spatial evolution. These spatial-temporal evolutionary processes are usually mathematically modeled by a set of partial differential equations (PDEs), which are also commonly referred to as distributed parameter systems (DPS). As an important type of DPS, the magnetohydrodynamics (MHD) flow system, whose dynamics can be mathematically modeled by a set of Navier-Stokes PDEs and Maxwell equations, is generally characterized by an electrically conducting fluid moving between parallel plates in the presence of an external imposed magnetic and electric fields (See Fig. 1 ) [15] . In an MHD flow system, the movement of the conducting fluid between the parallel plates will produce an electric field and subsequently an electric current. Due to these natures, MHD flow has been covered numerous applications (e.g., [15] - [20] ). Seeking efficient control strategies for the MHD flow system has attracted considerable attention in recent years.
In this paper, we consider a one-dimensional (1-D) incompressible, Newtonian MHD flow system, whose dynamic is controlled by an external induction of the magnetic field. The mathematical model of the 1-D MHD flow system studied in this paper is formulated as the following dimensionless form [21] :
u(l, 0) = u 0 (l), B(l, 0) = B 0 (l), (1e) where t ∈ [0, T ] denotes the time; l ∈ [0, 1] denotes the space variable; u(l, t) and B(l, t) denote the flow velocity and the magnetic induction, respectively; p(t) is the pressure difference per unit of the channel length; ν = 1/Re and ν m = 1/Re m , Re is the flow Reynolds number and Re m is the magnetic Reynolds number. In our current work, we assume the ranges of the coefficients ν and ν m in (1) are small constants ranging from 0.01 to 10. The function (t), which is the induction of the external magnetic field, is considered as the control input and satisfied the following physical constraint:
where max denotes the maximum magnetic filed. The dynamic coupled PDEs (1) described above represents a typical class of MHD flow systems, and in PDE system (1), the flow velocity and electromagnetic fields are tightly coupled. The velocity in the MHD flow is also perpendicular to the magnetic vector. Besides, in the 1-D MHD flow system, the boundary conditions are zeros, which denote the velocity of the viscous fluid and the magnetic field corresponding to the continuity of the magnetic field strength on the parallel solid surfaces are zeros, respectively. In the past decades, various dynamic models of MHD flow systems which are based on boundary control inputs have been well investigated in the literature [4] , [5] , [22] , [23] . Other recent developments about the modeling and control of the MHD flow systems have also been investigated [24] , [25] . Compared to these boundary control problems of MHD flow such as in prior works [4] , [5] , [22] , [23] , the significant characteristic of the system (1) studied in this paper is that the external control input (external induction of magnetic field) is taken multiplicative effect exerted on momentum and magnetic components of the system variables. The MHD flow system (1) is thus so-called a bilinear control PDEs system, and to our best knowledge, there are very few works of literature studied with such a spirit.
In this paper, we focus on solving an optimal bilinear control problem governed by the PDE system (1). The tracking control of the desired stationary state of the flow velocity at a specific terminal time in the 1-D MHD flow is formulated as a dynamic optimal control problem. Our aim is to design an optimal controller (t) to drive the flow velocity u(l, t) to within close proximity of the stationary state of the desired flow velocity (i.e., u(l, T ) = 0) at the pre-indicated terminal time T . Different with various existing control strategies successfully applied in infinite dimensional systems [4] , [19] , [26] - [30] , it is a very challenging task to provide analytic optimal strategies for such coupled MHD flow system (1) involving bilinear control. Thus, computational optimal control algorithms for the solution of these PDEs arise an effective alternative. However, due to the high dimensionality and complexity of the original coupled PDEs, i.e., required a large computation time for solving the PDEs numerically, it is often hard to use the PDE model directly to analyze and control the system in real-time. One most effective way in real applications is to first reduce the original PDE model to a lower dimensional dynamic system governed by an ordinary differential equation (ODE) model. This procedure is well known as reduced order modeling (ROM) techniques. The proper orthogonal decomposition (POD) method is an efficient ROM technique of obtaining the lower finite dimensional dynamical systems from the data ensembles arising from experimental observation or numerical simulations of high-dimensional systems, and it has been successfully applied in many areas [31] - [33] . In present work, we first use the POD method combined the Galerkin projection to reduce the original PDEs system (1) to a low order dynamic system modeled by ODEs, leading to a more simple real-time optimal control problem for the MHD flow system. Then, we use the piecewise-linear control parameterization method to approximate the control input by a linear combination of temporal basis functions with the constant coefficients to be determined by the numerical optimization procedures such as sequential quadratic programming (SQP). The exact formulas for the gradients of the defined cost function with respect to the decision parameters are analytically derived via state sensitivity method. Based on the obtained gradient formulas, the gradient-based optimization method is used to obtain the optimal solutions. Numerical simulation results verify the effectiveness of our proposed computational method. The main contribution of this paper is that we develop an effective computational optimal control method based on POD method and control parameterization method to realize the optimal target of the stationary state of the flow velocity arising in a novel bilinear controlled 1-D MHD flow system, and this methodology proposed in this paper is potential implementation of a real-time receding-horizon control strategy in future.
The rest of this paper is organized as follows. In Section II, we propose the bilinear optimal control problem for the 1-D MHD flow system. In Section III, we use the VOLUME 6, 2018 POD method combined with the Galerkin projection to obtain a lower finite-dimensional model derived from the original coupled PDEs. In Section IV, we give the detailed procedure of the optimal control computation which is based on piecewise-linear control parameterization. The gradients of the cost function are derived analytically. In Section V, the numerical results for the 1-D MHD flow system are presented. Finally, the paper is closed in Section VI by summarizing our results and research topics.
Notations:
II. OPTIMAL PROBLEM FORMULATION
In MHD flow, due to the non-physical interaction, one best feasible and efficient way of changing the fluid velocity or realizing a desired fluid velocity is through manipulation of the magnetic field. In this paper, our aim is to control the external magnetic input (t) optimally so that the output flow velocity u(l, t) can be brought as close as possible to the stationary state u(l, T ) = 0 at the given time T . This manipulation is very crutial for many applications of the MHD flow systems with the purpose of enhance mixing or suppress turbulence. Thus, in this paper, we propose the following cost functional to be minimized:
where λ 1 ≥ 0 and λ 2 ≥ 0 are non-negative weighting constants. The first term in (3) is to penalty the flow velocity u(l, T ) at the terminal time, and the second term in (3) is to penalty the energy of the magnetic input.
Recalling that the control input (t) satisfies physical constraint (2), any valued piecewise-continuous function (t) that satisfies the bound constraint (2) is called an admissible control. Let be the class of all such admissible control. Now, we state our dynamic optimal control problem formally as follows.
Problem P 0 : Given the PDE system (1) with the boundary conditions and initial condition, the aim is to find an admissible control (t) ∈ such that the cost functional (3) is minimized.
III. SEMI-DISCRETE APPROXIMATION PROBLEM
In this section, the ROM technique will be used to approximate the original distributed optimal Problem P 0 as a semi-discrete approximation problem. We will first give a brief formulation of the POD basis functions computation, then combine the POD model reduction theory with Galerkin projection to reduce the original PDEs system into a low order dynamical system modeled by ODEs, and thus will lead to another more simple optimal control problem to be solved for the MHD flow system.
A. POD METHOD BASED ON SNAPSHOTS
Consider the following dynamical system modeled by a nonlinear PDEs forṁ
where Z denotes an infinite-dimension Hilbert space, z(t, x) denotes the states, p ∈ R m denotes physical parameters in the dynamical system, u(t) is the vector of control inputs. The basis idea of the POD method is to find a set of optimal spatial basis functions V = {υ 1 (x), υ 2 (x), . . . , υ l (x)} (l ≤ s) that can capture most energy of the original PDEs from a given collection of snapshots over a finite time solutions of the PDEs
These snapshots can be obtained by solving an approximation of the high-dimensional PDEs or from the observed experimental data. Based on the optimal basis functions υ i (x), the original PDE system can be then approximated as
where is a s×r matrix containing the basis functions υ i (x).
To obtain the optimal basis functions υ i (x) by the snapshots method [34] , the POD method is to minimize the following projection error of given data set S z onto the subspace, i.e.,
Problem (6) can be commonly solved by many existed optimization algorithms. According to the proof in [35] , the i-th optimal POD basis function can be obtained by
where r pod ≤ s is the number of retained POD basis functions and λ z i , ξ z i (j) are elements of the normalized eigenvalues and eigenvectors of correlation matrix K z whose elements are defined as
By incorporating (5) and the POD basis functions υ i (x) obtained in (7) , then the original PDE system (4) can be projected on the reduced dimension POD space by using a Galerkin projection. This will lead to an ODE system in forṁ
where q pod (t) denotes the POD projection coefficients and f is related to the structure of the original PDE (4). In the following section, we will give the detailed procedure for the reduce-order model by using the Galerkin projection method.
B. REDUCED-ORDER MODEL VIA GALERKIN PROJECTION
Let υ 1 and υ 2 be trial functions, respectively. We now take the normal inner product of (1) with υ 1 and υ 2 to obtain the weak form of the original PDEs
Using integration by parts on the right-hand side of (10), we obtain
Now, we assume the flow velocity u(l, t) and the magnetic B(l, t) in (1) can be spanned by the POD basis functions
where u pod i (t), B pod i (t), i = 1, . . . , r 1 , are weighting functions to be determined.
By substituting (12a) into the weak form (11a) and choosing the trial function υ 1 (l) as the POD basis functions φ j (l), j = 1, . . . , r 1 , we can obtain
Similarly, substituting (12b) into the weak form (11b) and choosing υ 2 (l) = ψ j (l), j = 1, . . . , r 2 , we can obtain
Now, we introduce the following notations:
Then, equations (13)- (14) can be rewritten in following matrix forms:
To simplify the notations, let
Then, (15) can be written in the following compact forṁ
For the initial conditions in (1), they can be written as
Multiplying both sides of (17) by the POD basis functions φ j (l), ψ j (l) and integrating over l ∈ [0, 1], it obtains
We introduce the following matrix notations
Therefore, (18) can be also written in matrix forms as:
. Thus, we have
.
(21b) As a result, the initial condition for dynamic system (16) can be defined as
For the terminal state u(l, T ), based on the expansion (12a), it can be approximated as follows:
where u pod i (T ), i = 1, 2, . . . , r, are weighting coefficients. Substituting (23) into the cost functional (3), we obtain
where
. Problem P 0 , the distributed parameter optimal control problem, is now approximated by the following lumped parameter optimal control problem, which is defined as the following Problem P 1 .
Problem P 1 : Given the dynamic ODEs system (16) with the initial conditon (22) , the aim is to find an admissiable control (t) ∈ such that the cost function (24) is minimized.
IV. OPTIMAL CONTROL COMPUTATION A. PIECEWISE-LINEAR CONTROL PARAMETERIZATION
Based on the POD method and Galerkin projection in previous section, Problem P 1 has become a semi-discrete optimal control problem governed by lumped parameter system. However, it is difficult, or impossible to provide the direct design of optimal control strategies for such problems. Thus, it is necessary to solve Problem P 1 numerically. Now we develop an efficient dynamic optimization method which is based on the control parameterization approach [36] - [38] to solve the approximation Problem P 1 . The control parameterization method is a popular computational optimal control approach for solving nonlinear dynamic optimization problems [39] - [43] , where the time horizon is subdivided into a number of subintervals and the control function is normally approximated by a piecewise-constant function with possible discontinuities at a set of pre-assigned switching points. Then, the heights of this piecewise-constant function are regarded as decision variables to be selected optimally. Each of them can be solved as a nonlinear programming problem by using a gradient-based strategy.
We use the piecewise-linear basis functions to approximate the control input (t) instead of the conventional piecewiseconstant control approximation because the induction of the external magnetic field (t) in reality is required to be continuous. More specifically, we first subdivide the time hori-
where t k , k = 0, 1, . . . , p, are monotonically increasing sequences and t 0 = 0 and t p = T , and the interior knot points t k , k = 1, 2, . . . , p − 1, are predefined parameters, i.e.,
Here, τ min > 0 and τ max > 0 are the minimum and maximum subinterval durations, respectively. Then, we approximate the derivative of the control function (t) on each time subinterval as follows:
Here, σ k denotes the approximation of the derivative of (t) on each subinterval [t k−1 , t k ). Mathematically, we can express (26) as follows:
where χ [t k−1 ,t k ) : R → R is the indicator function defined by
Based on (27), we can know the control function (t) is piecewise-linear with jumps in the derivative at each time points t 1 , t 2 , . . . , t p−1 . Now we introduce another new state variables x n+1 (t) governed by the following state dynamics:
Then, the dynamic system (16) becomeṡ
We denote σ = [σ 1 , σ 2 , . . . , σ p ] ∈ R p and let x p (·|σ ), x p n+1 (·|σ ) denote the solutions of system (30) and (29) corresponding to σ , respectively. To determine x p (·|σ ) and x p n+1 (·|σ ), we can solve (29)- (30) sequentially over the subin-
Recall that the control function (t) in system (1) must be satisfied the physical constraint (2) . Thus, the following continuous state inequality constraint on the new state variables x N +1 is now satisfied
Clearly, since x N +1 (t) is piecewise-linear with break points at t = t 1 , t 2 , . . . , t p−1 , the continuous state inequality constraint (31) is also equivalent to the following constraint:
Such constraints are special cases of the well-known canonical form in the optimal control literatures (see [37] ). Now, under the approximation (27) , the cost functional (24) becomes
Now we state the new approximate optimal control problem as follows.
Problem P 2 : Given the lumped parameter system (29) - (30) , the objective is now to find a control parameter vector σ such that the cost functional (33) is minimized subject to constraint (32) .
B. GRADIENT COMPUTATION
Actually, Problem P 2 is now become an optimal parameter selection problem in canonical form [36] , which can be solved as a typical nonlinear optimization problem by using the SQP method based on the gradients of the cost function. We now show that these gradients can be obtained by the following lemma.
Lemma 1: The gradients of cost function (33) with respect to σ k , k = 1, 2, . . . , p are given as
where ϕ k 
(35b) Proof: For each l = 1, 2, . . . , p, we can obtain (36) from (30)
If k ≤ l, then differentiating (36) with respect to σ k gets
If k > l, we have
By differentiating (37) with respect to t, we obtain d dt
For the initial condition (22), we have
It follows from (39)- (40) that, for each k = 1, 2, . . . , p, the state variations ϕ k (t|σ ) = ∂x p (t|σ ) ∂σ k satisfy:
with the initial condition
Therefore, the gradients
can be obtained, as given in Lemma 1.
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Lemma 2: For each l = 1, . . . , p, the state variation
Proof: For l = 1, it obtains from (29) that
Clearly, for all t ∈ [0, t 1 ], it satisfies
which shows that (41) is satisfied for l = 1. Now, we suppose that (41) also holds for l = q. Then for all s ∈ [t q−1 , t q ], it follows
For l = q + 1, we have from (29),
Hence, for all t
By the inductive hypothesis, we obtain
The above results show that (41) also hold for l = q + 1. Thus, we get Lemma 2. By incorporating Lemma 1 and Lemma 2 into a nonlinear programming algorithm such as SQP, then we can solve Problem P 2 numerically.
V. NUMERICAL ILLUSTRATES
In this section, we illustrate the numerical simulation example of the MHD flow system (1). The parameters are set Re = 100, Re m = 100, f (t) = 0.001, and the initial conditions are chosen u 0 (l) = (2l 2 + 5) sin(2π l), B 0 (l) = l 2 sin(πl). All the snapshots that can generate the POD modes are obtained by solving an approximation of the original PDE system (1), e.g., using FEM method. Our codes also implement the gradient-based optimization procedure proposed in Section IV combined with the intrinsic subroutines algorithm SQP (e.g., performing the optimization steps).
A. POD MODES COMPUTATION
In order to compute the POD basis functions mathematically, we first need to get a collection of snapshots from the original PDEs (1). The approximation numerical solutions can be done by discretizing the original PDEs using any finite element basis functions such as piecewise-linear functions or cubic functions based on FEM method. We denote the approximation solutions of the system (1) by u fem (t, l) and B fem (t, l). Then, we choose a set of s snapshots from the solutions {u fem (t, l), B fem (t, l)}, i.e.,
where n denotes the selected number of subintervals in the spatial domain by FEM basis element functions. Next, we define the following correlation matrices elements of S u and S B as
Based on the correlation matrices (43) and (7), the optimal POD modes φ i (l) and ψ i (l) can be computed througth the snapshots in (42) .
> 0 denote the positive decreasing eigenvalues corresponding to the correlation matrices K u and K B , respectively, where
. The error energy ratios associated with the approximation with the first l POD modes can be approximation as [34] 
In this case, we can compute the energy of the original PDE system captured by the POD method from the simulated data, as shown in Fig. 2 . We note that just three (r 1 = 3) POD modes are enough to capture more than 99% of the original system energy u(l, t) and just four (r 2 = 4) POD modes for the original system energy B(l, t). In Fig. 3 , we show the first three POD basis functions φ i , i = 1, 2, 3 for u(l, t) and the first four POD basis functions ψ i , i = 1, 2, 3, 4 for B(l, t). In Fig. 4 , we also give a comparison of the corresponding system states u(l, t) generated by FEM method and POD model order reduction method. The numerical results validate again that the model reduction method using POD proposed in Section III is effective. Based on the MOR model, in next section, we will realize the optimal control problem by using the gradient-based method proposed in Section IV. VOLUME 6, 2018 
B. COMPUTATION OF THE OPTIMAL CONTROLLER
Based on the piecewise-linear control parameterization technique proposed in Section IV, we first subdivide the time interval [0, T ] = [0, 1] into p subintervals. Then the control input function (t) is parameterized as in form (27) , in which t k , k = 1, 2, . . . , p, are equidistant switching time points in the interval [0, 2], with t 0 = 0 and t p = 1. Note that the approximate control in (27) switches value at the instants t = t k , k = 1, 2, . . . , p − 1. The upper bound in (2) is given by β max = 5. Our MATLAB code implements the gradientbased optimization procedure by combining fmincon with the sensitivity method for gradient computation. We also use MATLAB's non-stiff differential equation solver ODE45 to integrate the state system and the sensitivity systems. We first choose p = 5 for the subintervals. After the gradient-based optimization procedure terminated, we obtain the optimal piecewise-linear control input (t), as shown in Fig. 5 . The output flow velocity state u(l, t) corresponding to the optimal control (t) is shown in Fig. 6 . The results show that our numerical optimization procedure can drive the final flow velocity u(l, T ) to 0 as the optimized control variables changing with time. This means that the flow velocity u(x, t) can converge to stationary state under our designed optimal control input (t) as the time evolution. The results clearly demonstrate that the control parameterization method combined with the POD model reduction method is effective at determining the optimal controls for the MHD flow velocity. We next increase the subinterval p = 5 to p = 10 for the time subintervals. The results of optimal control input (t) and optimal output flow velocity state u(l, t) are given in Figs. 7-8 , respectively. Compared with the results with p = 5, the final output flow velocity is closer to the desired flow velocity target, as expected. We also increase p = 10 to p = 20 for the numerical simulations, as shown in Figs. 9-10 . The results further verify the effectiveness of our proposed method. However, in our simulation procedure, we note that increasing p further does not result in any significant change in the objective functional value, despite an increase in the overall computation time. Thus, choosing p = 20 is enough to obtain the optimal solutions.
VI. CONCLUSION
In this paper, we realize the optimal control of flow velocity arising in a novel 1-D MHD flow system with bilinear control actuation. A finite-time PDE-constrained optimal control problem is formulated and then solved successfully by using POD reduction technique and control parameterization method. Simulation results show that the gradient-based optimization procedure is efficient and can reduce the computational burden. The methodology proposed in this paper is also potential for the real-time implementation in a close-loop receding horizon scheme for the MHD flow systems. 
