ABSTRACT: A new multi-step predictor for multiple-input, multiple-output (MIMO) systems is proposed. The output prediction of such a system is represented as a mapping from its historical data and future inputs to future outputs. A neural network is designed to learn the mapping without requiring a priori knowledge of the parameters and structure of the system. The major problem in developing such a predictor is how to train the neural network. In case of the back propagation algorithm, the network is trained by using the network's output error which is not known due to the unknown predicted future system outputs. To overcome this problem, the concept of updating, instead of training, a neural network is introduced and verified with simulations. The predictor then uses only the system's historical data to update the configuration of the neural network and always works in a closed loop.
INTRODUCTION m HERE
are numerous industrial applications that require on-line prediction of the system output. For example, load forecasting in an electric power system is essential for an economical dispatch of electricity being generated. Automatic tracking of a flying object is the first step for fire control. In a power plant, prediction of the temperature and pressure at the outlet of a boiler is very useful to operators, especially during the period of startup and shutdown. Moreover, output prediction plays a vital role in predictive control.
It is not difficult to design a predictor for linear singleinput single-output (SISO) systems; for example, a selftuning predictor is designed to predict the Si-content of pig iron for a blast furnace (Keyser and Cauvenberghe, 1981) . However, it is a difficult task to design a multi-step predictor for a multiple-input multiple-output (MIMO) system. This is especially true for those systems with nonlinear, timevarying dynamics and/or long system time delays. The (Weigend, Huberman and Rumelhart, 1990) . A major advantage of using an NN is that it can represent any specified mapping with a learned configuration. A multilayer perceptron with sufficiently many nodes is known to be able to approximate any continuous mapping (Lippmann, 1987; Barron, 1989) . As a result, many NN applications have been focusing on optimization and retrieval/ classification problems (Kung and Hwang, 1989) . The output prediction of a system can be viewed as the mapping from the system's historical data and future inputs to future outputs, though it cannot be represented in an analytical form. The main intent of this paper is to design a generalpurpose MIMO predictor for such systems using NNs. One of the well-developed NNs is a multilayer perceptron with the back propagation (BP) training algorithm (Rumelhart and McCelland, 1986; Werbos, 1988 (Lippmann, 1987 Figure 2 with X, = /(Ef=i W,,X, + 0)), where X, is the output of node j, X, the input from node i, W,, the weight on the arc from node i to node j, 6, the where Y E Rp is the output vector, U E R&dquo; the input vector, k E Z the discrete time index, and h:R~ x R&dquo; x Z -Rp. Y(k -i), i = 1,2.,... is the historical data of the system output. U(k -j), j = 0,1,2,... is the system inputs at and before time k. If the mapping h in Equation (1) were known, the future output of the system could be computed step-by-step by predicting the future inputs U( tIn fact, the network's output X2k is a scaled value of the system's output prediction y At this stage, it is assumed that y is within the range of (0,1) The scaling problem will be discussed later Ek (t) (8) and (11), respectively.
Scaling Problem and Error Analysis
In the NN, the output of each node passes through a sigmoid function (Figure 2 ) which forces the output of each node to be within the range of (0,1). Suppose the output of a predicted system is y (k) E ( y,&dquo;~n , ymax) and a linear scaling formula is used, then the scaled value of y(k) is given as
The output of the NN-based predictor is the scaled value of d-step ahead prediction X2k (k) = ys (k + dlk). Then the unscaled values are From Equations (13) and (14), we get the absolute prediction error where eps (k) (21) and (29) into Equation (35) leads to:
Therefore, substituting Equations (34) and (36) (W, ) ,, is the l th row of W,~. Then, the l th matrix of T, T, l -ao,,, ~a w,, E Rnxm, l = 1,2,...,m, has the form of In Equation (32), we set AW., = -~[3E/3W.,f, where q > 0 is the gain factor of the HIDDEN layer. Therefore, from Equations (37) and (38), we conclude 5. Update the Thresholds of the OUTPUT Layer, 82k
We want to update the thresholds 82k and 81) by:
By the gradient algorithm, we should set Using Equations (22), (21) and (20), we get
In Equation (42), we set A82k = -rilB[aEla6zk]T, where 1'/10 > 0 is the gain factor of the thresholds at the OUTPUT layer. Therefore, from Equations (43) and (29) (23), (31), (29) (24), (39), (37) and (38). 5. Update the thresholds of the OUTPUT layer 8lk by
Equations (40), (44) and (29). 6. Update the thresholds of the HIDDEN layer 0,, by
Equations (41), (47) (Asada and Slotine, 1986) . It is a nonlinear, two-input two-output, time-varying system. The joint torques T are set to be sinusoidal waves of 10 Hz and magnitude 2.0 for Tl and 0.1 for T2. The sampling interval is chosen to be TS = 0.01 sec. With an initial configuration as shown in Figure 6 , and dynamic and kinematic parameters are presented in Table 2 .
The joint positions vary due to gravitational force and joint torques. The NN-based predictor has ten input nodes, five hidden nodes, and five output nodes. The inputs of the network are 
