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Abstract
We present the generalised mean-field and pairwise models for non-
Markovian epidemics on networks with arbitrary recovery time distri-
butions. First we consider a hyperbolic system, where the population
of infective nodes and links are structured by age since infection. By
solving the partial differential equations, the model is transformed into
a system of integro-differential equations, which is analysed both from
a mathematical and numerical point of view. We analytically study
the asymptotic behaviour of the generalised model and provide a rigor-
ous mathematical proof of the conjecture on the functional form of the
final epidemic size and pairwise reproduction number. As an illustra-
tion of the applicability of the general model we recover known results
for the exponentially distributed and fixed recovery time cases and
obtain new pairwise models with gamma and uniformly distributed
infectious period. The general framework that we proposed shows a
more complete picture of the impact of non-Markovian recovery on
network epidemics.
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1 Introduction
It has long been acknowledged that the connectivity pattern between indi-
viduals in a population is an important factor in determining the properties
of a disease spreading process [16, 17, 8, 2]. Using networks to model disease
transmission, where individuals are represented as nodes in a network and the
connectivity between individuals is represented by links between the nodes,
allowed us to capture a high level of detail of many realistic processes and led
to more accurate models, especially when compared to classical compartmen-
tal models which usually operate on the assumption of homogeneous random
mixing. The most popular node-level model is perhaps the degree-based or
heterogeneous mean-field models, with pairwise models offering an explicit
treatment of the epidemic process both at node and link level [9, 12]. Such
and other models of epidemic dynamics of networks (see [20] for a review)
has led to a much better understanding of the role of contact heterogene-
ity, assortativity and clustering of contacts, to name just a few important
network characteristics or measures.
While networks offer an accurate representation of contact patterns, many
network epidemic models only consider Markovian epidemics with both the
infectious and recovery process being memoryless. However, empirical ob-
servations show that assuming Markovian infectiousness is a strong simpli-
fying and unrealistic assumption [10, 14]. Unfortunately, the analysis of
non-Markovian systems is significantly more challenging and requires deeper
theoretical and numerical tools. This paper is motivated by the renewed
interest in non-Markovian processes [3, 5, 6, 15] and aims to extend the pair-
wise model from Markovian to non-Markovian epidemic dynamics where the
infection process remains Markovian but the infectious period is taken from
an arbitrary distribution. This paper is structured as follows: in Section 2,
we present the derivation of pairwise and mean-field models for arbitrary in-
fectious periods, with the most technical part of the calculations presented in
the Appendix. Section 3 includes the mathematical analysis of the resulting
systems, with focus on the positivity of solutions, associated reproduction
numbers and the implicit relation concerning the final epidemic size. In Sec-
2
tion 4 we illustrate, that in special cases the resulting system can be reduced
to the well-known and previously studied models. In the Appendix we collect
the most technical parts of proofs, namely the calculations involved in the
model derivation and the algebraic manipulations of the resulting multiple
integrals.
2 Model derivation
We consider an undirected and unweighted network with N nodes and an
average degree n. Each node has a state, which can be susceptible (S),
infected (I) or recovered (R) in our context. If an infection happens along
an S−I link, then the state of susceptible node S changes to I. Each infected
node has a random infectious period and after it elapses, the node recovers
and changes its state to R permanently, which means that the infectious
period is the same as the recovery time in our context and recovered nodes
remain immune.
We want to build mean-field and pairwise models for the SIR type epidemic
process with Markovian (i.e. exponentially distributed) transmission and
general recovery time distribution. We use the notations [X ](t), [XY ](t)
and [XY Z](t) to express the expected number of nodes in state X , links in
state X − Y and triplets in state X − Y − Z, respectively, where X, Y, Z ∈
{S, I, R}. For the derivation of a self-consistent model at the level of nodes
(i.e. for mean-field model), we obtain equations for ˙[S](t) and ˙[I](t), and
these depend on the expected number of pairs. For the pairwise model (at
the level of links/pairs) equations for ˙[SS](t) and ˙[SI](t) are needed, which
in turn depend on triples.
First, let i(t, a) represent the density of infected nodes with respect to the
age of infection a at the current time t, then [I](t) =
∫
∞
0
i(t, a)da. Simi-
larly, Si(t, a) and ISi(t, a) describe the density of S − i links and I − S − i
triplets, respectively, where the infected node i has age a at time t and
[SI](t) =
∫
∞
0
Si(t, a)da, [ISI](t) =
∫
∞
0
ISi(t, a)da. We assume that the
infection process along S − I links is Markovian with transmission rate
τ > 0. The recovery part is considered to be non-Markovian, with a cu-
mulative distribution function F (a) and probability density function f(a).
We use the associated survival function ξ(a) = 1−F (a) and hazard function
h(a) = − ξ
′(a)
ξ(a)
= f(a)
ξ(a)
.
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Using the notations above, we arrive at the following model
˙[S](t) = −τ [SI](t), (1a)(
∂
∂t
+
∂
∂a
)
i(t, a) = −h(a)i(t, a), (1b)
˙[SS](t) = −2τ [SSI](t), (1c)(
∂
∂t
+
∂
∂a
)
Si(t, a) = −τISi(t, a)− (τ + h(a))Si(t, a), (1d)
subject to the boundary conditions
i(t, 0) = τ [SI](t), (2a)
Si(t, 0) = τ [SSI](t), (2b)
and initial conditions
[S](0) = [S]0, [SS](0) = [SS]0, i(0, a) = ϕ(a), (3a)
Si(0, a) = χ(a) ≈
n
N
[S]0i(0, a) =
n
N
[S]0ϕ(a). (3b)
We shall use the biologically feasible assumption lima→∞ ϕ(a) = 0. To break
the dependence on higher order moments, we apply the closure approxima-
tion formula
[XSY ](t) =
n− 1
n
[XS](t)[SY ](t)
[S](t)
, (4)
which can be also applied for ISi(t, a) in the form
ISi(t, a) =
n− 1
n
[SI](t)Si(t, a)
[S](t)
. (5)
To obtain a self-consistent system for classical network variables [S], [SS],
[I] and [SI], further calculations are needed, which are presented in Ap-
pendix 6.1. The resulting pairwise system is the following integro-differential
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equation:
˙[S](t) = −τ [SI](t) (6a)
˙[SS](t) = −2τ
n− 1
n
[SS](t)[SI](t)
[S](t)
(6b)
˙[I](t) = τ [SI](t)−
∫ t
0
τ [SI](t− a)f(a)da−
∫
∞
t
ϕ(a− t)
f(a)
ξ(a− t)
da (6c)
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
+τdsf(a)da
−
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0 τ
n−1
n
[SI](s)
[S](s)
+τds f(a)
ξ(a− t)
da. (6d)
From Eq.(6), the associated mean-field model can be easily deduced by using
the closure approximation formula for homogeneous networks (i.e. n-regular
graphs)
[XY ](t) =
n
N
[X ](t)[Y ](t), (7)
thus the node-level system becomes
S˙(t) = −τ
n
N
S(t)I(t) (8a)
I˙(t) = τ
n
N
S(t)I(t)−
∫ t
0
τ
n
N
S(t− a)I(t− a)f(a)da−
∫
∞
t
ϕ(a− t)
f(a)
ξ(a− t)
da.
(8b)
In the following, we investigate these systems from mathematical and numer-
ical point of view, focussing on the epidemiologically meaningful properties
of the models.
3 General results
In this section, we explore the most important features of systems (6) and
(8). First, we find a first integral of the pairwise model (6), which allows
us to reduce the dimensionality. We show that the solutions of the mod-
els are biologically meaningful, i.e. solutions with nonnegative data remain
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nonnegative for t ≥ 0. The paramount results of this part are the implicit
relations between the reproduction number and the final epidemic size. We
summarize the definitions of the associated reproduction numbers referring
to [12], where the basic (R0) and pairwise (R
p
0) reproduction numbers are
precisely introduced for mean-field and pairwise models, respectively.
3.1 First integral
We use (6a) and (6b) to find an invariant quantity of the system.
Lemma 1. The function U(t) = [SS](t)
[S]2
n−1
n (t)
is a first integral of system (6).
Proof. To see this, let us divide Eq.(6b) by Eq.(6a), which gives
d[SS]
d[S]
=
−2τ n−1
n
[SS][SI]
[S]
−τ [SI]
= 2
n− 1
n
[SS]
[S]
.
Solving this equation, we find [SS] = K[S]2
n−1
n , where K is a constant, thus
U(t) = [SS](t)
[S]2
n−1
n (t)
is an invariant quantity in the system and its value is
U(0) = K =
[SS](0)
[S]2
n−1
n (0)
=
[SS]0
[S]
2n−1
n
0
=
n[S]0
[S]0
N
[S]
2n−1
n
0
=
n
N
[S]
2
n
0 .
Consequently, using this first integral, we obtain
[SS](t) =
n
N
[S]
2
n
0 [S]
2n−1
n (t). (9)
Applying Eq.(9), we can reduce our pairwise model to a two-dimensional
system:
˙[S](t) = −τ [SI](t),
˙[SI](t) = τκ[S]
n−2
n (t)[SI](t)− τ [SI](t)− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)
−
∫ t
0
τκ[S]
n−2
n (t− a)[SI](t− a)e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
+τdsf(a)da
−
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
+τds f(a)
ξ(a− t)
da, (10)
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where
κ =
n− 1
N
[S]
2
n
0 .
3.2 Positivity
We are interested only in nonnegative solutions of system (6). The following
proposition shows, that the solutions remain nonnegative provided that the
initial conditions are nonnegative.
Lemma 2. If initial conditions [S]0, [SS]0 are nonnegative and ϕ(a) ≥ 0 for
a ≥ 0, then [S](t) ≥ 0, [SS](t) ≥ 0, [I](t) ≥ 0 and [SI](t) ≥ 0 hold for t ≥ 0.
Proof. It is clear, that [SS](t) remains nonnegative, if the initial condition
[SS](0) is nonnegative, because [SS](t) can be expressed from Eq.(6b) in the
form
[SS](t) = [SS]0 e
−2τ n−1
n
∫
t
0
[SI](s)
[S](s)
ds
.
Moreover, if [SS]0 is positive, then [SS](t) > 0 for all t ≥ 0. From Eq.
(9) we obtain that [S](t) cannot be zero, if [SS](t) is positive for all t ≥ 0,
which implies (from continuity of solutions) [S](t) > 0 for t ≥ 0. From the
derivation of system (6) (see Appendix), we have the following formulae for
[I](t) and [SI](t):
[I](t) =
∫ t
0
τ [SI](t− a)ξ(a)da+
∫
∞
t
ϕ(a− t)
ξ(a)
ξ(a− t)
da, (11)
and
[SI](t) =
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
+τdsξ(a)da
+
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
+τds ξ(a)
ξ(a− t)
da. (12)
It can be seen that [I](t) remains nonnegative if [SI](t) is nonnegative for
t ≥ 0. On the other hand, [SI](t0) cannot be zero for some t0 ≥ 0, because
the right-hand side of (12) depends on the [S](t; t < t0), [SS](t; t < t0) and
[S](t; t < t0), which are positive, hence [SI](t) > 0.
In the case of the mean-field model (8), the positivity of S(t) is clear. To see
the positivity of I(t), we substitute (7) into (11), which gives
I(t) =
∫ t
0
τ
n
N
S(t− a)I(t− a)ξ(a)da+
∫
∞
t
ϕ(a− t)
ξ(a)
ξ(a− t)
da. (13)
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Notice that I(t) remains nonnegative if S(t) is nonnegative for t ≥ 0.
3.3 Reproduction numbers R0 and R
p
0
To determine the reproduction numbers for our models, we start with the
usual interpretation, which specifies R0 as the number of secondary infections
generated by a ’typical’ infected individual introduced into a fully susceptible
population during its infectious period. In [12] the reproduction numbers are
precisely described in both cases: in context of mean-field model, we use the
basic reproduction number R0, which is the expected lifetime of an I node
multiplied by the number of newly generated I nodes per unit time. On the
other hand, the pairwise reproduction number Rp0 is the expected lifetime of
an S − I link multiplied by the number of newly generated S − I links per
unit time. These definitions above give
R0 = τ [SI]0E(I), (14)
where E(I) denotes the expected value of the random variable I defined by
the infectious period of an infected node, and
Rp0 = τ [SSI]0E(Z) = τ [SSI]0
(1−L[fI ](τ))
τ
, (15)
where E(Z) denotes the expected value of the random variable Z defined by
the lifetime of an S − I link and L[fI ](τ) denotes the Laplace transform of
fI , the density of the recovery process at τ . Applying the mean-field closure
assumption (7) for (15), we get
R0 = τ
n
N
S0E(I), (16)
and using the pairwise closure approximation (4) and first integral (9) in
(15), we find
Rp0 =
n− 1
N
[S]0 (1−L[fI ](τ)) . (17)
We omit the detailed calculations here (see [12]).
3.4 Final size relation
In this part, we derive final size relations that allow us to calculate the total
number of infected nodes during an epidemic outbreak on the network. We
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use the notation s∞ =
[S]∞
[S]0
, where [S]∞ = limt→∞[S](t) and 1− s∞ is called
the attack rate (the fraction of infected nodes).
Theorem 1. The final size relation associated to the mean-field model (8) is
ln (s∞) = R0 (s∞ − 1) , (18)
where the basic reproduction number R0 is defined in (16).
Proof. From (8a), we obtain
S∞ − S0 = −τ
n
N
∫
∞
0
S(u)I(u)du (19)
and
ln
(
S∞
S0
)
= −τ
n
N
∫
∞
0
I(u)du. (20)
Substituting (13) into (20), we get
ln
(
S∞
S0
)
= −τ
n
N
∫
∞
0
∫ u
0
τ
n
N
S(u− a)I(u− a)ξ(a)dadu
−τ
n
N
∫
∞
0
∫
∞
u
ϕ(a− u)
ξ(a)
ξ(a− u)
dadu.
Neglecting the small number of initial infecteds (ϕ(a) ≈ 0), we obtain
ln
(
S∞
S0
)
= −
(
τ
n
N
)2 ∫ ∞
0
∫ u
0
S(u− a)I(u− a)ξ(a)dadu. (21)
After some algebraic manipulation (for details, see Appendix 6.2), we obtain
ln
(
S(∞)
S(0)
)
= τ
n
N
E(I) (S(∞)− S(0)) , (22)
where I denotes the infectious period of an infected node. Therefore, we
found
ln (s∞) = R0 (s∞ − 1) ,
where R0 = τ
n
N
E(I)S0.
In the following, we derive the final-size relation for the pairwise system
(6).
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Theorem 2. The final size relation associated to the pairwise model (6) is
s
1
n
∞ − 1
1
n−1
= Rp0
(
s
n−1
n
∞ − 1
)
, (23)
where the pairwise reproduction number Rp0 is defined in (17).
Proof. The second equation of the two-dimensional system (10) has the gen-
eral form
x′(t) = α(t)− β(t)x(t),
where
α(c) = τκ[S]
n−2
n (c)[SI](c)
−
∫ c
0
τκ[S]
n−2
n (c− a)[SI](c− a)f(a)e−
∫
c
c−a
τ n−1
n
[SI](s)
[S](s)
+τdsda
−
∫
∞
c
n
N
[S]0ϕ(a− c)
f(a)
ξ(a− c)
e−
∫
c
0 τ
n−1
n
[SI](s)
[S](s)
+τdsda,
β(w) = τ + τ
n− 1
n
[SI](w)
[S](w)
,
x(t) = [SI](t),
and has the solution
x(u) = e−
∫
u
0 β(w)dwx(0) +
∫ u
0
e−
∫
u
c
β(w)dwα(c)dc. (24)
Using (1a), simple calculations give the relations
e−
∫
u
0 τ+τ
n−1
n
[SI](s)
[S](s)
ds = e−τu
[S]
n−1
n (u)
[S]
n−1
n (0)
,
e−
∫
u
c
τ+τ n−1
n
[SI](s)
[S](s)
ds = e−τ(u−c)
[S]
n−1
n (u)
[S]
n−1
n (c)
.
Using these relations, from (24) we get
[SI](u) =
[SI](0)
[S]
n−1
n (0)
e−τu[S]
n−1
n (u) +
∫ u
0
τκ[S]−
1
n (c)[SI](c)eτce−τu[S]
n−1
n (u)dc
−
∫ u
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τu[S]
n−1
n (u) da dc
−
∫ u
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τu[S]
n−1
n (u) da dc.
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Then, substituting this formula into the first equation of (10), we find an
equation in general form
[S]′(t) = −τA(t)[S]
n−1
n (t), (25)
where
A(u) =
[SI](0)
[S]
n−1
n (0)
e−τu +
∫ u
0
τκ[S]−
1
n (c)[SI](c)eτce−τu dc
−
∫ u
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τu da dc
−
∫ u
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τu da dc. (26)
Solving this scalar equation, we have
[S]
1
n (t) = [S]
1
n
0 −
τ
n
∫ t
0
A(u)du.
For the final size relation, we consider the following equation
[S]
1
n
∞ = [S]
1
n
0 −
τ
n
∫
∞
0
A(u)du. (27)
Using the linearity of integration, we have to calculate the following four
integrals on the right-hand side:
I1 =
∫
∞
0
[SI](0)
[S]
n−1
n (0)
e−τu du,
I2 =
∫
∞
0
∫ u
0
τκ[S]−
1
n (c)[SI](c)eτce−τu dc du,
I3 =
∫
∞
0
∫ u
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τudadcdu,
I4 =
∫
∞
0
∫ u
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τu da dc du.
After lengthy calculations (see Appendix 6.3), we arrive to the relation
[S]
1
n
∞ = [S]
1
n
0 + κ
1
n− 1
(
1−
∫
∞
0
f(a)e−τada
)(
[S]
n−1
n
∞ − [S]
n−1
n
0
)
. (28)
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After some algebraic manipulation and substituting back the formula of κ,
we have
s
1
n
∞ − 1
1
n−1
=
n− 1
N
(1− L[f ](τ)) [S]0
(
s
n−1
n
∞ − 1
)
, (29)
where L[f ](τ) denotes the Laplace transform of f , the PDF of recovery time
at τ .
Notice that for n→∞, the relation (23) takes the form ln(s∞) = R
p
0(s∞−1),
which is exactly the classical form of final size relations.
4 Special cases
In this section, we investigate some common choices for the recovery time.
As we expect, if I ∼ Exp(γ) (i.e. the infectious period I is exponentially
distributed), we get back the classical Markovian models. In the case of
fixed recovery time, the models reduce to the systems studied in details in
[12]. We can also recover the multi-stage infection model of [22] with gamma
distributed recovery time. Finally, we consider I ∼ Uniform(A,B) and write
down the associated equations in a compact form. In this section we assume,
that the initial infecteds are ’newborn’, i.e. the initial distribution of infected
nodes ϕ(a) = [I]0δ(a), where δ(a) is the Dirac delta function. Then,∫
∞
t
ϕ(a− t)
f(a)
ξ(a− t)
da = [I]0f(t) (30)
and∫
∞
t
n
N
[S]0ϕ(a−t)e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
+τds f(a)
ξ(a− t)
da =
n
N
[S]0e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
+τdsf(t).
(31)
4.1 Exponential distribution with parameter γ
The most widely used distribution in disease modelling is the exponential
distribution. Both the stochastic and deterministic approaches exploit the
memorylessness property to build tractable models. The resulting determin-
istic systems are ordinary differential equations, which are very favoured in
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epidemiology because of their simple structure and numerical solvability. In
the exponential case, ξ(t) = e−γt and f(t) = γe−γt. Using the assumption
ϕ(a) = [I]0δ(a), (11) and f(t) = γ ξ(t), from (6c) we obtain
˙[I](t) = τ [SI](t)− γ[I](t),
which gives the classical Markovian type pairwise equation for [I](t). With
similar arguments, from (6d) we obtain
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−γ[SI](t).
For the mean-field model (8), the same calculation gives the classical Marko-
vian mean-field equation for I˙(t):
˙[I](t) = τS(t)I(t)− γI(t).
4.2 Fixed recovery time σ
In several models, it is a reasonable assumption for the infectious period to
have a fixed, constant duration, e.g. for measles [1]. In the case of fixed
recovery time σ, we have
ξ(t) =
{
1 if 0 ≤ t < σ,
0 if t ≥ σ,
and
f(t) = δ(t− σ),
where δ(t) denotes the Dirac-delta function. Applying the fundamental prop-
erty of δ(t), from (6c) and ϕ(a) = [I]0δ(a) we have
˙[I](t) = τ [SI](t)−
{
0 if 0 ≤ t < σ,
τ [SI](t− σ) if t ≥ σ,
and from (6d), if 0 ≤ t < σ, we obtain
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t).
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If t > σ, we get
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−τ
n− 1
n
[SS](t− σ)[SI](t− σ)
[S](t− σ)
e
−
∫
t
t−σ
τ n−1
n
[SI](s)
[S](s)
+τds
.
which is exactly the same system, that was studied in detail in [12]. The
mean-field model for fixed recovery time (see [12]) can also be derived from
(8b) using the same arguments.
4.3 Gamma distribution with shape K ∈ Z+ and rate
Kγ
The case of gamma distributed recovery time was studied in [22]. Using pair-
wise approximation with a standard closure, the authors have been able to
analytically derive a number of important characteristics of disease dynam-
ics. These included the final size of an epidemic and the epidemic threshold.
Their results have shown that a higher number of disease stages, but with the
same average duration of the infectious period, results in faster epidemic out-
breaks with a higher peak prevalence and a larger final size of the epidemic.
The pairwise model in [22] has the following equations for nodes:
˙[S] = −τ
K∑
i=1
[SIi],
˙[I1] = τ
K∑
i=1
[SIi]−Kγ[I1]
˙[Ij ] = Kγ[Ij−1]−Kγ[Ij ], j = 2, 3, . . .K, (32)
where Ii, i = 1, 2, . . . , K are the infectious stages, where nodes spend an
exponentially distributed time with parameter Kγ. The distribution of the
total infectious period is the sum of K exponential distributions with pa-
rameter Kγ, which gives the gamma distribution with shape K and rate
Kγ (thus the expected infectious period is K × 1/Kγ = 1/γ). Clearly,
[I](t) =
∑K
j=1[Ii](t) and [SI](t) =
∑K
i=1[SIi](t) and the sum of equations for
infectious stages gives
˙[I](t) = τ [SI](t)−Kγ[IK ](t).
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On the other hand, using (30), the PDF and survival function of Gamma
distribution
f(a) =
(Kγ)K
(K − 1)!
aK−1e−Kγa,
ξ(a) = e−Kγa
K−1∑
k=0
(Kγ)k
k!
ak,
and inserting into (6c) and (11), we have
˙[I](t) = τ [SI](t)−Kγ
(∫ t
0
τ [SI](t− a)
(Kγ)K−1
(K − 1)!
aK−1e−Kγada− [I]0
(Kγ)K−1
(K − 1)!
tK−1e−Kγt
)
(33)
and
[I](t) =
K−1∑
k=0
(∫ t
0
τ [SI](t− a)
(Kγ)k
k!
ake−Kγada− [I]0
(Kγ)k
k!
tke−Kγt
)
. (34)
These equations suggest the relations
[Ij](t) =
∫ t
0
τ [SI](t− a)
(Kγ)j−1
(j − 1)!
aj−1e−Kγada+ [I]0
(Kγ)j−1
(j − 1)!
tj−1e−Kγt, j = 1, 2, . . . , K.(35)
To show this, we consider the equations for infectious stages in (32) as a
first-order, linear differential equations with variation of constants formulae
[I1](t) = [I1](0)e
−Kγt +
∫ t
0
e−Kγ(t−s)τ [SI](s)ds (36)
and
[Ij](t) = [Ij ](0)e
−Kγt +
∫ t
0
e−Kγ(t−s)Kγ[Ij−1](s)ds, j = 2, 3, . . . , K.(37)
If all infecteds are newborn, we have [I1](0) = [I]0 and [I2](0) = [I3](0) =
· · · = [IK ](0) = 0. Proceeding by induction yields that (35) satisfies (36)
for j = 1 and (37) for j = 2, 3, . . . , K (for details, see Appendix 6.4). It is
analogous to derive the equations for [SIj ](t).
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4.4 Uniform distribution on interval [A,B]
The uniform distribution is one of the most natural probability distributions
and preferred in agent-based modeling [13], and was applied also for avian
influenza [26]. Let the recovery time be distributed uniformly on interval
[A,B] (we assume 0 < A < B), i.e.
f(t) =
{
1
B−A
if t ∈ (A,B),
0 otherwise,
and
ξ(t) =


1 if t ≤ A,
B−t
B−A
if t ∈ (A,B),
0 if t ≥ B.
We have to study the three cases t < A, A < t < B and t > B. Writing the
equation for ˙[I](t), we have (after changing the variable):
˙[I](t = τ [SI](t)−


0 if t < A,∫ t−A
0
τ [SI](u)
B−A
du+ [I]0
B−A
if t ∈ [A,B],∫ t−A
t−B
τ [SI](u)
B−A
du if t > B.
With a more compact notation,
˙[I](t) = τ [SI](t)−
∫ max(0,t−A)
max(0,t−B)
τ [SI](u)
B −A
du−
[I]0
B −A
χ[A,B](t),
where χ[A,B](t) is the indicator function of interval [A,B]. The same argu-
ment gives
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−
∫ max(0,t−A)
max(0,t−B)
τ
B −A
n− 1
n
[SS](u)[SI](u)
[S](u)
e−
∫
t
u
τ n−1
n
[SI](s)
[S](s)
+τdsdu
−
n
N
[S]0e
−
∫
t
0 τ
n−1
n
[SI](s)
[S](s)
+τds [I]0
B − A
χ[A,B](t).
For t > B the model becomes a system of differential equations with dis-
tributed delays.
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5 Discussion
While the main focus of this paper is on the rigorous derivation and analy-
sis of the model, we have performed a number of numerical tests where the
results of explicit stochastic network simulations on networks are compared
to the output from the generalised pairwise model. In Fig. 1, homogeneous
(or regular random) networks were considered and the average of 100 simu-
lations is compared to the numerical solutions of mean-field (7) and pairwise
(6) models. Several observations can be made: (a) the agreement of the
simulation results with the numerical solution of pairwise model is excellent,
and (b) the mean-field model, which largely ignores the network structure,
performs poorly. This gives us great confidence that the generalised pairwise
model can and will be used in different contexts as dictated by empirical
or other theoretical studies. Moreover, we can observe that for different re-
covery time distributions sharing the same expected value the one with the
smaller variance produces the larger outbreak (see also [21]).
The generalised pairwise model provides a description of a possible deter-
ministic approximation of non-Markovian epidemic processes on networks.
The integro-differential system, which describes the dynamics at the level of
nodes and links, is a powerful tool for investigating the classical quantities of
an SIR-type epidemic, such as the reproduction number and final epidemic
size. Through the generalised model we have also provided a rigorous math-
ematical proof of the conjecture for the functional form of final size relation,
which was proposed in [12].
The generalised model is more challenging to analyse due to its complexity
but it largely relies on tools from the theory of integro-differential equations.
Further extensions of the model could focus on relaxing the assumption of
homogeneous networks and extend the model to networks with heterogeneous
degree distribution, see for example [23, 24], or to consider modelling the sit-
uation where both the infectious and recovery processes are non-Markovian.
Several different approaches exist to model non-Markovian epidemics on
networks. These are largely guided by the choice of model and variables to
be tracked. Notable examples include the message passing approach, often
referred to as the cavity model [7, 25], and the percolation based approach
[16, 11, 18, 19]. While the latter only offers information about the final state
of the epidemic, the former describes the temporal evolution of the epidemic.
Generalisations of the pairwise model to gamma-distributed infectious peri-
ods have also been proposed and this has been developed for both homoge-
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Figure 1: Stochastic and numerical experiments for non-Markovian epi-
demic with various recovery time distributions on homogeneous networks
with N = 1000 nodes and infection rate τ = 0.35. Squares, circles, dia-
monds show the mean of 100 simulations on random regular graphs with
average degree 〈k〉 = 15 for exponential distribution with parameter λ = 2
3
(mean = 3
2
,variance = 9
4
), gamma distribution with shape α = 3 and rate
β = 2 (mean = 3
2
,variance = 3
4
), uniform distribution on interval [a, b] = [1, 2]
(mean = 3
2
,variance = 1
12
), respectively. Dashed and solid lines correspond
to the numerical solution of the mean-field (7) and parwise (6) models, re-
spectively.
neous and heterogeneous networks [22, 23]. As for Markovian epidemics, we
expect that many of the models mentioned above are complementary and of-
fer different perspectives on the time evolution or final state of the epidemic.
We expect that many of the non-Markovian models will in fact be equiva-
lent under appropriately chosen initial conditions and appropriate averaging.
With the model proposed we wanted to emphasise opportunities to frame
problems and models of network epidemics in more rigorous mathematical
terms and use existing mathematical theory to enhance our understanding
of stochastic processes on networks and their average behaviour as captured
by mean-field models.
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6 Appendix
6.1 Calculations for model derivation
Repeating Eq. (1a) and applying the moment-closure formula (4) to Eq.
(1c), we have
˙[S](t) = −τ [SI](t),
˙[SS](t) = −2τ
n− 1
n
[SS](t)[SI](t)
[S](t)
.
Using [I](t) =
∫
∞
0
i(t, a)da, from Eq. (1b) we obtain
˙[I](t) =
∫
∞
0
∂
∂t
i(t, b)db =
∫
∞
0
(
−h(b)i(t, b)−
∂
∂b
i(t, b)
)
db
= −
∫
∞
0
h(b)i(t, b)db− (i(t,∞)− i(t, 0))
= −
∫
∞
0
h(b)i(t, b)db− i(t,∞) + i(t, 0). (38)
Solving the first-order linear PDE (1b) along characteristic lines, we obtain
i(t, a) =
{
i(t− a, 0)e−
∫
a
0 h(b)db, if t > a;
i(0, a− t)e−
∫
a
a−t
h(b)db, if t ≤ a.
Plugging (2a) and (3a) into the solution above, we have
i(t, a) =
{
τ [SI](t− a)e−
∫
a
0
h(b)db, if t > a;
ϕ(a− t)e−
∫
a
a−t
h(b)db, if t ≤ a.
(39)
Applying this formula for [I](t) =
∫
∞
0
i(t, a)da, we find
[I](t) =
∫ t
0
τ [SI](t− a)e−
∫
a
0
h(b)dbda+
∫
∞
t
ϕ(a− t)e−
∫
a
a−t
h(b)dbda. (40)
Finally, using that along the characteristic lines, i(t,∞) = i(0,∞) = ϕ(∞) =
0 from the assumption, substituting (39) and the boundary condition (2a)
into (38), we get
˙[I](t) = τ [SI](t)−
∫ t
0
τ [SI](t− a)h(a)e−
∫
a
0 h(b)dbda
−
∫
∞
t
ϕ(a− t)h(a)e−
∫
a
a−t
h(b)dbda. (41)
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Using the definition and properties of hazard function, we can deduce the
following formulae:
e−
∫
a
0
h(b)db =
ξ(a)
ξ(0)
= ξ(a), (42a)
e−
∫
a
a−t
h(b)db =
ξ(a)
ξ(a− t)
, (42b)
h(a)e−
∫
a
0 h(b)db = f(a), (42c)
h(a)e−
∫
a
a−t
h(b)db =
f(a)
ξ(a− t)
. (42d)
Applying these formulae to Eq.(40) and (41), we have
[I](t) =
∫ t
0
τ [SI](t− a)ξ(a)da+
∫
∞
t
ϕ(a− t)
ξ(a)
ξ(a− t)
da, (43)
and
˙[I](t) = τ [SI](t)−
∫ t
0
τ [SI](t− a)f(a)da−
∫
∞
t
ϕ(a− t)
f(a)
ξ(a− t)
da.
To compute the equation for [SI](t), we follow the calculation process above.
First, applying (5) to Eq. (1d), we get(
∂
∂t
+
∂
∂a
)
Si(t, a) = −
τ(n − 1)
n
[SI](t)
[S](t)
Si(t, a)− (τ + h(a))Si(t, a).(44)
Using [SI](t) =
∫
∞
0
Si(t, a)da, from Eq. (44) we find
˙[SI](t) =
∫
∞
0
∂
∂t
Si(t, a)da
=
∫
∞
0
(
−
τ(n− 1)
n
[SI](t)
[S](t)
Si(t, a)
)
da−
∫
∞
0
(τ + h(a))Si(t, a)da−
∫
∞
0
∂
∂a
Si(t, a)da
= −τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)−
∫
∞
0
h(a)Si(t, a)da− Si(t,∞) + Si(t, 0). (45)
We want to express the variable Si(t, a) as a function of classical network
variables. To achieve this, let us consider the following first-order PDE:(
∂
∂t
+
∂
∂a
)
x(t, a) = −f(t)x(t, a)− g(a)x(t, a)
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with boundary conditions
x(t, 0) = φ(t), x(0, a) = ψ(a).
Solving along the characteristic lines t− a = c, we find that
x(t, a) =
{
φ(t− a)e−
∫
t
t−a
f(s)dse−
∫
a
0 g(b)db, if t > a;
ψ(a− t)e−
∫
t
0
f(s)dse−
∫
a
a−t
g(b)db, if t ≤ a.
(46)
In our case, x(t, a) = Si(t, a), f(t) = τ n−1
n
[SI](t)
[S](t)
, g(a) = τ + h(a), φ(t) =
τ n−1
n
[SS](t)[SI](t)
[S](t)
, (from closure approximation (5)) and ψ(a) = n
N
[S]0ϕ(a),
hence from (46) we get
Si(t, a) =

τ
n−1
n
[SS](t−a)[SI](t−a)
[S](t−a)
e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
dse−
∫
a
0
τ+h(b)db, if t > a;
n
N
[S]0ϕ(a− t)e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
ds
e−
∫
a
a−t
τ+h(b)db, if t ≤ a.
(47)
Again, along the characteristic lines Si(t,∞) = Si(0,∞) = χ(∞) = 0.
Putting (47) into [SI](t) =
∫
∞
0
Si(t, a)da, we obtain
[SI](t) =
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
dse−
∫
a
0 τ+h(b)dbda
+
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0 τ
n−1
n
[SI](s)
[S](s)
dse−
∫
a
a−t
τ+h(b)dbda. (48)
If we substitute (47) back to Eq.(45), we derive
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
−
τ(n− 1)
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e
−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
ds
e−
∫
a
0 τ+h(b)dbh(a)da
−
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0 τ
n−1
n
[SI](s)
[S](s)
dse−
∫
a
a−t
τ+h(b)dbh(a)da. (49)
Applying the formulae (42a)-(42d) for Eq. (48) and (49), we have
[SI](t) =
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
+τdsξ(a)da
+
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0
τ n−1
n
[SI](s)
[S](s)
+τds ξ(a)
ξ(a− t)
da, (50)
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and
˙[SI](t) = τ
n− 1
n
[SS](t)[SI](t)
[S](t)
− τ
n− 1
n
[SI](t)
[S](t)
[SI](t)− τ [SI](t)
−
∫ t
0
τ
n− 1
n
[SS](t− a)[SI](t− a)
[S](t− a)
e
−
∫
t
t−a
τ n−1
n
[SI](s)
[S](s)
+τds
f(a)da
−
∫
∞
t
n
N
[S]0ϕ(a− t)e
−
∫
t
0 τ
n−1
n
[SI](s)
[S](s)
+τds f(a)
ξ(a− t)
da.
6.2 Calculation for final size relation (18)
In this section, we provide the derivation from (21) to (22):
ln
(
S(∞)
S(0)
)
= −
(
τ
n
N
)2 ∫ ∞
0
∫ u
0
S(u− a)I(u− a)ξ(a)dadu
= −
(
τ
n
N
)2 ∫ ∞
0
∫ u
0
S(v)I(v)ξ(u− v)dvdu
= −
(
τ
n
N
)2 ∫ ∞
0
∫
∞
v
S(v)I(v)ξ(u− v)dudv
= −
(
τ
n
N
)2 ∫ ∞
0
S(v)I(v)
[∫
∞
v
ξ(u− v)du
]
dv
= −
(
τ
n
N
)2 ∫ ∞
0
S(v)I(v)
[∫
∞
0
ξ(p)dp
]
dv
= τ
n
N
[∫
∞
0
ξ(p)dp
]
(S(∞)− S(0))
= τ
n
N
[∫
∞
0
∫
∞
p
f(q)dqdp
]
(S(∞)− S(0))
= τ
n
N
[∫
∞
0
∫ q
0
f(q)dpdq
]
(S(∞)− S(0))
= τ
n
N
[∫
∞
0
qf(q)dq
]
(S(∞)− S(0))
= τ
n
N
E(I) (S(∞)− S(0)) .
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6.3 Calculation for final size relation (23)
Now, we compute the four integrals appear on the right-hand side of Eq.
(27). For the first integral, we have
I1 =
∫
∞
0
[SI](0)
[S]
n−1
n (0)
e−τudu =
[SI](0)
[S]
n−1
n (0)
[
e−τu
−τ
]∞
0
=
[SI](0)
[S]
n−1
n (0)
1
τ
.
After some algebraic manipulation, we obtain the following expression for
the second integral I2:
I2 =
∫
∞
0
∫ u
0
τκ[S]−
1
n (c)[SI](c)eτce−τudcdu =
∫
∞
0
∫
∞
c
τκ[S]−
1
n (c)[SI](c)eτce−τududc
=
∫
∞
0
τκ[S]−
1
n (c)[SI](c)eτc
[
e−τu
−τ
]∞
c
dc =
∫
∞
0
τκ[S]−
1
n (c)[SI](c)eτc
e−τc
τ
dc
= −
1
τ
κ
∫
∞
0
[S]−
1
n (c) ˙[S](c)dc = −
1
τ
κ
n
n− 1
(
[S]
n−1
n
∞ − [S]
n−1
n
0
)
.
The most challenging one is the third integral I3:
I3 =
∫
∞
0
∫ u
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τudadcdu
=
∫
∞
0
∫
∞
c
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τudadudc
=
∫
∞
0
∫ c
0
∫
∞
c
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτce−τududadc
=
∫
∞
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τaeτc
[
e−τu
−τ
]∞
c
dadc
=
1
τ
∫
∞
0
∫ c
0
τκ[S]−
1
n (c− a)[SI](c− a)f(a)e−τadadc
= −
1
τ
κ
∫
∞
0
f(a)e−τa
[
[S]
n−1
n (c− a)
n−1
n
]∞
a
da
= −
1
τ
κ
n
n− 1
(
[S]
n−1
n
∞ − [S]
n−1
n
0
)∫ ∞
0
f(a)e−τada.
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For the fourth integral, we compute
I4 =
∫
∞
0
∫ u
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τudadcdu
=
∫
∞
0
∫
∞
c
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τudadudc
=
∫
∞
0
∫
∞
c
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τududadc
=
∫
∞
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
[
e−τu
−τ
]∞
c
dadc
=
1
τ
∫
∞
0
∫
∞
c
n
N
[S]
1
n
0 ϕ(a− c)
f(a)
ξ(a− c)
e−τcdadc.
Having a small amount of initial infecteds (i.e. [I](0) =
∫
∞
0
ϕ(a)da << 1),
the integrals I1 and I4 are approximately zero.
6.4 Calculations for proof of equivalence in the case of
gamma distribution
Here, we obtain the formula (35) by induction from variation of constants
formulae (36) and (37). Letting j = 1 in (35), we have
[I1](t) =
∫ t
0
τ [SI](t− a)e−Kγada+ [I]0e
−Kγt,
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which comes directly from (36). Assuming that (35) holds for 1 < j, we
prove that it holds for j + 1. Indeed, we can do the following elaboration:
[Ij+1](t) = [Ij+1](0)e
−Kγt +
∫ t
0
e−Kγ(t−s)Kγ[Ij ](s)ds
=
∫ t
0
e−Kγ(t−s)Kγ
(∫ s
0
τ [SI](s− a)
(Kγ)j−1
(j − 1)!
aj−1e−Kγada+[I]0
(Kγ)j−1
(j − 1)!
sj−1e−Kγs
)
ds
=
∫ t
0
(Kγ)j
(j − 1)!
e−Kγ(t−s)
(∫ s
0
τ [SI](s− a)aj−1e−Kγada ds
)
+ [I]0
(Kγ)j
(j − 1)!
e−Kγt
∫ t
0
sj−1ds
=
∫ t
0
(Kγ)j
(j − 1)!
e−Kγ(t−s)
(∫ s
0
τ [SI](u)(s− u)j−1e−Kγ(s−u)du
)
ds+ [I]0
(Kγ)j
j!
tje−Kγt
=
∫ t
0
(Kγ)j
(j − 1)!
e−Kγ(t−u)τ [SI](u)
(∫ t
u
(s− u)j−1ds
)
du+ [I]0
(Kγ)j
j!
tje−Kγt
=
∫ t
0
τ [SI](u)
(Kγ)j
j!
(t− u)je−Kγ(t−u)du+ [I]0
(Kγ)j
j!
tje−Kγt
=
∫ t
0
τ [SI](t− a)
(Kγ)j
j!
aje−Kγada+ [I]0
(Kγ)j
j!
tje−Kγt.
6.5 Implementation of numerical simulations
As a validation of our models, we implemented an event-based stochastic
algorithm for simulating the non-Markovian SIR process with arbitrary re-
covery time. In the code, the waiting times for possible events are generated
from appropriate distributions. After selecting the smallest waiting time, the
associated event (infection or recovery) happens, and according to the type
of event, the necessary updates are executed.
For the numerical solution of integro-differential equations (6) and (7), we
developed a numerical scheme based on collocation method. The numerical
methods in [4] were adapted to the reduced, but highly nonlinear pairwise
system, having the following general form:
x′(t) = f(x(t), y(t)),
y′(t) = g(x(t), y(t))−
∫ t
0
F (t− a, x(a), y(a))e−
∫
t
a
G(x(s),y(s))dsda (51)
−H
(
t,
∫ t
0
G(x(s), y(s))ds
)
.
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A collocation solution uh to a functional equation on an interval I is an
element from some finite-dimensional function space (the collocation space)
which satisfies the equation on an appropriate finite subset of points in I (the
set of collocation points), whose cardinality essentially matches the dimen-
sion of the collocation space. For integro-differential equations the collocation
equations are not yet in a form amenable to numerical computation, due to
the presence of the memory term given by the integral operator, thus another
discretisation step, based on appropriate quadrature approximations, is nec-
essary to obtain the fully discretised collocation scheme. The presence of the
double integral in (51) makes our scheme different from standard methods.
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