Abstract. This paper contains qualitative and quantitative comparisons between a weakly nonlinear analysis and direct numerical simulations of a free-boundary problem. The former involves modulating the most linearly unstable mode, taking a small perturbation of the neutrally stable value νc of a parameter ν related to the activation energy. Analogously, we perform the direct numerical computations near the marginally unstable value, namely, ν = νc − 2 , where is rather small.
Introduction.
In this article, we study the nonuniform dynamics of front propagation in a free-boundary model of solid combustion, through both weakly nonlinear analysis and direct simulations. We do the first quantitative comparison of the two methods.
The asymptotic technique applies to the weakly unstable setting. In particular, we fix the bifurcation parameter ν related to the activation energy to within a rather small number 2 of the neutrally stable value ν c . By solving numerically in the same regime, we closely investigate the role of a parameter σ associated with the Arrhenius kinetics. In particular, period-doubling and eventual chaos develop as the kinetics parameter σ decreases (and the bifurcation parameter ν remains at a deviation of 2 from its critical value).
Weakly nonlinear analysis involves modulating the most linearly unstable mode. Within quite a small neighborhood of the neutral stability boundary, Fourier spectra of the numerical quasi-steady-state solutions indicate a regime in which a single mode dominates, as well as complex regimes of front propagation.
As the bifurcation parameter ν approaches ever closer to the neutrally stable value, the range of the parameter σ for which period-doubling and other strongly nonlinear dynamics occur shrinks. Sufficiently near the stability threshold ( approximately 0.06), numerical solutions for all values of σ agree closely with the weakly nonlinear solutions. By varying , we quantify the domain of applicability of the weakly nonlinear analysis.
The problem under consideration models, for example, solid combustion, in which a chemical reaction converts a solid fuel directly into solid products with no intermediate gas phase formation. For instance, in self-propagating high-temperature synthesis (SHS), a flame wave advancing through powdered ingredients leaves high-quality ceramic materials or metallic alloys in its wake. (See, for instance, [15, 17, 20] .)
The propagation results from the interplay between heat generation and heat diffusion in the medium. A balance exists between the two in some parametric regimes, producing a constant burning rate. In other cases, competition between the reaction and the diffusion results in a wide variety of nonuniform behaviors, some leading to chaos.
Shkadinsky, Khaikin, and Merzhanov [18] predicted the simplest oscillatory regimes through numerical simulation on reaction-diffusion partial differential equations (PDEs). The system contains Arrhenius-kinetics terms that account for chemical conversion throughout the spatial domain.
Various works have explored numerically the dynamics of models that employ approximations to the Arrhenius kinetics. For instance, in [1] , Arrhenius kinetics with a cutoff was used to observe chaotic pulsations, following a number of perioddoubling bifurcations.
Other approximations exploit the narrowness of the reaction zone. A point-source model has an exact traveling-wave solution and is more amenable to analysis than one with the full Arrhenius kinetics. Matkowsky and Sivashinsky [14] studied a concentrated-kinetics model in the case of large activation energy. The δ-function kinetics follow from an analysis similar to that of [19] .
This free-interface problem has been studied numerically in [4] . For a sufficiently large activation energy, the work showed transitions to chaos via a period-doubling solution and highly irregular relaxational oscillations. The authors attributed a lack of sequential secondary bifurcations to the difference between the point-source and distributed-kinetics models (as in [1] ). Later, however, in [9] , the entire spectrum of behavior was observed for the free-interface model, as previously had been seen for distributed kinetics.
In [9] , the authors performed numerical computations on a second model of solid combustion as well. They motivate it by noting that both the reaction-diffusion model as in [18] and the free-interface model in [14] assume a constant value of thermal diffusivity. However, some problems manifest a clear dependence of this parameter on degree of conversion. In fact, when the burnt product is a foam-like substance, heat diffusion in the product region is negligible. For such cases, they consider a model that includes the heat equation on a semi-infinite domain ahead of the reaction and a nonlinear kinetic condition imposed on the moving boundary. The present paper uses this free-boundary problem.
Note that both the free-interface (two-sided) model and the free-boundary (onesided) model stem from reaction-diffusion PDEs with full Arrhenius kinetics. To emphasize, the one-sided model is not an adaptation of the two-sided model; rather each of them is a viable derivative of the reaction-diffusion model. The two-sided model assumes a single constant conductivity throughout the reactant and product zones. The one-sided model assumes zero conductivity in the burned region. In some cases the first approximation is more appropriate, in others the second.
Belyaev and Komkova discovered a pulsating regime in the burning of a chrome-magnesium thermite in 1950 [2] . A planar front may have oscillated with a constant frequency in their experiments, but they did not observe the process in detail. Later Merzhanov, Filonenko, and Borovinskaya [16] observed experimentally both the periodic propagation of a flat front in SHS as well as spinning waves, showing a fuller understanding of the behaviors. All the models discussed in this literature review exhibit the same spectrum of dynamics as experiments. Specifically, we refer to computed solutions of (i) the reaction-diffusion system governed by the full Arrhenius kinetics (e.g., [5] ), (ii) the reaction-diffusion system with Arrhenius kinetics with a cutoff (e.g., [1] ), and models that use point-source kinetics like (iii) the free-interface ("two-sided") model with constant heat diffusivity (e.g., [9] ), as well as (iv) the freeboundary ("one-sided") model, in which heat transfer behind the flame front (in the burned matter) is qualitatively unimportant (e.g., [9] ). Simulations on all these models show the same dynamical behaviors as one pushes the bifurcation parameters deeper into the instability regions. In particular, numerical simulations and analysis in [9] show that dynamics of the two-sided and one-sided problems agree extremely closely.
In the present work, we fix the bifurcation parameter ν within 2 of the neutrally stable value and vary the kinetics parameter σ, rather than exploring regimes more and more strongly unstable in ν. In addition, we vary , thereby also changing ν, and study the impact on the dynamics with respect to the kinetics parameter σ. We will point out the agreement with dynamical scenarios described in previous studies, which use a variety of models.
The stability thresholds for uniformly propagating fronts generally differ for all of the different kinetics mentioned, however. Distributed kinetics have only the numerical approximate bifurcation values. Intricate bifurcation analyses [13, 10] of instabilities for the point-source models have also classified the interactions of clockwise and counterclockwise spinning waves on the surface of a cylinder. Margolis's review paper [13] includes a thorough discussion of resonance phenomena, treating sample radii that yield close, as well as equal, eigenvalues. Also, Booty, Margolis, and Matkowsky [3] predicted cascades of bifurcations from a double eigenvalue of a linearized model of condensed-phase combustion in a long cylindrical sample. They show that the inclusion of melting in the model makes the neutral-stability threshold more accessible. A bifurcation parameter ν in the present work is restricted to a smaller neighborhood of the value corresponding to a single neutrally stable eigenvalue. A different parameter σ is varied to produce period-doubling behaviors numerically.
Combustion in two dimensions can be described by a one-dimensional model when the only unstable mode corresponds to the dynamics with no spatial variation in the transverse direction. For example, the linear stability analysis in [12] shows that for a free-boundary model, a flat front dominates the behavior for the case of a sufficiently narrow strip of material with insulated edges.
In particular, to satisfy the boundary conditions, the wave numbers are integer multiples of π/a, where a is the strip width [12] . If a < π, all modes are stable for ν > 1/3. Exactly one mode (the zeroth mode) loses stability at ν c = 1/3. The zero mode corresponds to the dynamics with no spatial variation in the transverse direction (i.e., to the one-dimensional case). If, on the other hand, π < a < 2π, then, as we decrease ν, the first mode π/a loses stability prior to the flat mode, namely, at a value of ν > 1/3. In both cases (a < π and π < a < 2π) the weakly nonlinear analysis shows that the evolution is governed by a complex Landau-Stuart ordinary differential equation [11] . (See what follows for the narrow-strip analysis.)
At a = π, the flat mode and the first wavy mode both lose stability at ν c = 1/3, while the other modes remain stable. The nonlinear interaction of the flat and curvy modes is the subject of the weakly nonlinear analysis in [12] , which culminates in the derivation of a system of two complex Landau-Stuart equations. (Notice that if the width a is infinite, a continuum of modes goes unstable, and the evolution is governed by Ginzburg-Landau PDEs.)
In the remainder of this section, we introduce the governing equations and, for convenience, summarize a linear stability analysis. Because we consider the case in which a zero-wavenumber mode is the most unstable, we present the model in one space dimension. In [21] , we do a full linear stability study for the two-dimensional problem formulated as an initial-value problem.
Section 2 contains a weakly nonlinear analysis, and section 3 shows simulations in the marginally unstable regime. In computations, the dynamics unfold as the parameter σ associated with the Arrhenius kinetics decreases (while the bifurcation parameter ν remains fixed within 2 of its neutrally stable value). Section 4 presents quantitative comparisons of the asymptotic solutions and computed solutions. Some qualitative comparisons for a similar problem-involving competing flat and wavy (two-dimensional) modes-appear in [6] (together with numerics that venture into more strongly unstable regimes than in the present paper). Here we investigate the numerical solutions for marginally unstable values of the activation energy, allowing a full range of kinetics-parameter values.
Specifically, we perform the computations with ν fixed near the marginally unstable value, namely, ν = ν c − 2 , where is fairly small. For smaller than about 0.12, we see the smooth periodic solutions that the weakly nonlinear analysis predicts, provided σ has an appropriate value. In particular, Fourier transforms of the numerical data illustrate the ranges of σ in which the analysis accurately predicts the quantitative behavior of solutions.
The data simultaneously reveal the development of complex dynamics in various kinetics-parameter regimes (with the inverse activation energy ν held at 2 units below the stability threshold), when exceeds about 0.06. When drops below this value, the σ intervals of strongly nonlinear dynamics disappear.
In the model, we seek the temperature distribution u(x, t) in one spatial dimension and the interface position Γ(t) = {x|x = f (t)} that satisfy the appropriately nondimensionalized free-boundary problem
Here V is the velocity of the rightward-traveling interface, i.e.,
In addition, the temperature satisfies the condition
that is, the ambient temperature is normalized to zero at infinity.
To model solid combustion, we take the Arrhenius function as the kinetics function G in the nonequilibrium interface condition (1.2) [4, 17] . Then, with appropriate nondimensionalization, the velocity of propagation relates to the interface temperature as
at the interface Γ. Here ν is inversely proportional to the activation energy of the exothermic chemical reaction that occurs at the interface, and 0 < σ < 1 is the ambient temperature nondimensionalized by the adiabatic temperature of combustion products. (See [8] .)
Inverting the Arrhenius function (1.5), we reexpress the boundary condition (1.2) in the form
Note the function K(V ) has been introduced to have the convenient properties
For ease of subsequent asymptotic and numerical analysis, we reformulate the problem in the front-attached coordinate frame:
Problem (1.1)-(1.6) then takes the form
The free-boundary problem (1.8)-(1.11) admits a traveling-wave solution
The problem linearized about the traveling wave has a normal-mode solution of the form
where w and φ represent the perturbations about u 0 and f 0 , respectively. Substituting them into the linearized problem produces an eigenvalue problem in λ and g(η; λ).
The discrete spectrum values are zero and
The eigenfunction corresponding to the eigenvalue λ is
Linearly unstable behavior occurs for this system only when λ is positive.
The basic solution (1.12) is neutrally stable under a small perturbation of the form (1.13) if λ = 0. Setting λ = 0 in (1.14) gives the critical value ν c of ν, namely,
The corresponding neutrally stable eigenvalues from (1.14) are ±iω, where
If ν < 1/3, then λ > 0, and the basic solution is linearly unstable. (See, for example, [12, 21] .)
Weakly nonlinear analysis. Let
2 be a small deviation from the neutrally stable value of ν, namely,
We consider the time scales
We then seek a solution of the form 2 ) term contains the second harmonic. We refer to the expansion (2.2) as a "single-mode approximation" because the leading-order perturbation contains only one mode in fast time.
Making the substitutions (2.2) and equating like powers of results in subproblems for the terms in the perturbation expansions above, subject to solvability conditions on the amplitudes A and B. The O(1) problem is satisfied identically because in (2.2) we took the temperature-interface pair (u, f ) perturbed about (e −η , t 0 ), a solution to the nonlinear problem (1.8)-(1.11) . The O( ) problem is just the linearized problem with ν = ν c = 1/3, which is satisfied identically by the O( ) terms in the expansions (2.2).
The problems of order j , j = 2, 3, are
where t = (t 0 , t 1 , t 2 ). For brevity, we have named the right-hand sides above as Q j , α j , and β j . The PDEs (2.3) can be represented as
According to Fredholm's alternative, equation (2.7) has a nonsecular (boundedin-time) solution if the right-hand side is orthogonal to the null space of the adjoint operator L * . That is,
for v ∈ ker L * and the inner product defined such that
The quantity v in (2.8) satisfies
Nonzero solutions are
Substituting v = u 1 into the solvability condition (2.8) when j = 2 produces the differential equation
Substituting v = u 0 into the solvability condition (2.8) when j = 2 produces the differential equation 
The solution (w 2 , φ 2 ) consists of a homogeneous and a particular solution. Because only the inhomogeneous terms will contribute to the solvability condition at the next order, we present the nonsecular solution as
where g j (η), j = 0, 2, satisfy the initial-value problems The coefficient β is defined as
Once we solve the Landau-Stuart equation (2.28) subject to an initial condition, the full asymptotic expansion (2.2) is known with w 2 and φ 2 given in (2.19)-(2.20) and B given in (2.15) . In what follows, we compare the asymptotic solution with a numerical solution over the range 0 < σ < 1 with ν fixed at a small deviation 2 from the neutrally stable value 1/3, as given in (2.1).
The amplitude equation (2.28) determines the dynamics of the unstable mode A(t 2 )e i √ 3t0 , subject to self-interaction. The dynamics of the mode depend on the relationships between the coefficients χ and β and are affected by the kinetics function K(V ), introduced in (1.7). Recall that the function K(V ) is normalized such that K(1) = 0 and K (1) = 1. The form of the kinetics function comes into play via K (1) and K (1), which appear explicitly in r 0 , F j , and F of (2.15), (2.26), and (2.32), respectively. Note from (2.17) that F j , j = 2, 0, are the coefficients of A 2 e 2i √ 3t0 and AĀ, respectively, on the right-hand side of an O(
2 ) boundary condition. Also, F is the coefficient of A 2Ā e i √ 3t0 on the right-hand side α 3 (t) of the O( 3 ) boundary condition (2.4). In particular, α 3 (t) has the form
(2.34)
( 
Numerical method.
We integrate numerically the exact problem as given by (1.8)-(1.11). In section 4, we compare the numerical solution with the asymptotics derived above. As was pointed out in [7] , numerical solutions of (1.8)-(1.11) are very sensitive to the boundary condition (1.10). In order to obtain an alternative condition, we integrate (1.8) with respect to η from 0 to ∞. Subsequently applying conditions (1.9)-(1.11) results in the equation
We use (3.1) to replace (1.10) and adopt the Crank-Nicolson method for the numerical solution. The computation domain for η is [0, 10] with δt = δη = 0.025. This produces a nonlinear system of m (= 401) equations. In particular, in reference to (2.2), we introduce perturbation variables u * and f * defined by
where the integral on the left-hand side of (3.3) can be approximated by a composite trapezoidal rule.
We solve the nonlinear system of equations using Newton's method. The Jacobian matrix has the following sparse structure:
where # denotes a nonzero element. The matrix can be efficiently inverted by using Gaussian elimination with backward substitution.
The next section contains comparisons between numerical and asymptotic solutions. For the asymptotic solution, we integrate the ordinary differential equation (2.28) using a fourth-order Runge-Kutta method. As was pointed out in section 2, the Landau-Stuart equation (2.28) has circular limit cycles in the complex-A plane for all values of the kinetic parameter σ in the interval 0 < σ < 1.
Comparison between asymptotics and numerics.
To fix the idea, we first consider = 0.1. The value of ν remains at the marginally unstable value ν c − 2 , as introduced in (2.1), so ν ≈ 0.323. We show in this section that this choice of corresponds to a mix of dynamics as σ varies. Subsequently, we both decrease and increase and discuss the impact on the front behavior. For the remainder of this paper, we take the initial condition A(0) = 0.1.
To start, take σ = 0.48 in the kinetic function (1.7) . Figure 4 .1 shows the numerical (solid line) and asymptotic (dashed line) values of front speed perturbation as a function of time t in the interval 0 ≤ t ≤ 60. Specifically, for the numerical and asymptotic solutions we have graphed the quantities
respectively, where f * is defined in (3.2), and v a contains the first three terms in the perturbation in (2.2) . Figure 4 .1 shows that from t = 0 to about t = 30, the small front speed perturbation is linearly unstable, and its amplitude grows exponentially in time. As this amplitude becomes large, nonlinearity takes effect. At around t = 30, the front speed However, the subsequent modes do contribute to the solution as well. The second spike in Figure 4 .2 is about 3/5 the height of the first, and the third is fully 1/2 the height of the second. Contributions of higher-order modes may explain some quantitative discrepancies between the numerical and asymptotic solutions in The weakly nonlinear analysis of section 2 predicts periodic single-mode-dominant solutions for all physical values of σ (0 < σ < 1) when ν = 1/3 − 2 is sufficiently close to the neutrally stable value ν c = 1/3. From numerical simulation with = 0.1, the interval in which a single mode dominates has been identified via Figure 4 .3 as a subinterval of (0, 1), namely, (0.3, 0.6). The corresponding asymptotic solution captures the numerical solution accurately even for as large as 0.1 when the dynamics associated with varying the parameter σ are not too complex. In particular, the interval 0.3 < σ < 0.6 corresponds to good agreement. In what follows, we discuss the effects of decreasing and increasing .
We have seen that the approximate interval of σ ≥ 0.6 in Figure 4 .3 corresponds to sharply spiking solutions with many Fourier modes contributing. This far right interval moves farther and farther to the right as decreases. When drops to 0.06, the interval of spiking solutions disappears.
As we decrease , graphs analogous to Figure 4 .3 also show the period-doubling region pushed farther and farther to the left along the σ axis. Similarly, the far left code-failure region moves farther to the left. When drops to 0.07, the period-doubling interval essentially disappears, and solutions can be computed even for extremely small σ values. Figure 4 .7 shows that for = 0.06, one mode dominates strongly throughout the entire interval 0 < σ < 1. The asymptotic and numerical solutions are consistent for all physical values of σ when ν = 1/3 − 2 if lies in the relatively small interval 0 < < 0.06. Figure 4 .7 also shows that only three higher-order modes appear to make slight additional contributions, fewer than for any value of σ illustrated in Figure 4 .3 for = 0.1. Therefore, as expected, the weakly nonlinear and numerical solutions agree more closely with reduced from 0.1 to 0.06. In Figure 4 .8, the asymptotic solution oscillates between about −6 and 6, while the numerical extends from −5 to 7, and their difference at the quasi-steady-state peaks is about 1. In Figure 4 .1 for = 0.1, the asymptotic solution also lies between −6 and 6, but the numerical solution varies between −4.5 to 7.9. The difference at the peaks is about 2.
We have discussed the impact of reducing from the value 0.1 used in then the far right σ interval in Figure 4 .3, corresponding to sharply spiking solutions, has a left-hand endpoint that moves farther and farther to the left: The σ interval of solutions with sharp peaks expands.
Also, as we increase , graphs analogous to Figure 4 .3 show the period-doubling region pushed farther and farther to the right along the σ axis, when compared with Figure 4 .3. In addition, the far left code-failure region has a right-hand endpoint that moves farther and farther to the right: The σ interval on which the code breaks down expands.
When grows to 0.12, the σ zone in which one mode dominates strongly becomes extremely narrow. The asymptotic and numerical solutions agree well for σ in the approximate interval (0.41, 0.42).
Conclusions and discussion.
We have quantitatively compared a weakly nonlinear analysis and direct numerical integration for a solid combustion model. By definition, the weakly nonlinear approach is well suited to the study of marginally unstable large-time behaviors when the modulated most-unstable mode captures the dynamics.
For both the asymptotic and numerical methods, we examined nonuniform solutions corresponding to ν fixed within 2 of the stability boundary. When = 0.1, for values of σ in the approximate interval (0.3, 0.6), the weakly nonlinear analysis predicted accurately the transient and steady-state behaviors and particularly the period of oscillation. Beyond these special values of σ, the steady-state front propagation exhibited complicated nonlinear behaviors. We took the Fourier transforms of computational solutions to illustrate that higher-order modes play a significant role on σ intervals outside of (0.3, 0.6) when = 0.1.
For larger values of , the σ interval of applicability of the weakly nonlinear analysis shrinks. By contrast, when drops to approximately 0.06, the asymptotic and numerical solutions agree well for all physical values of σ.
Specifically, as increases from 0.06 (Figure 4 .7) to = 0.1 (Figure 4. 3) and beyond, a period-doubling sequence develops in σ. As gets larger (thereby pushing ν somewhat deeper into the instability region), the period-doubling bifurcation occurs at larger and larger values of σ, and the subsequent bifurcations occur as σ decreases. We note that this result, when viewed for a fixed value of σ, shows a period-doubling sequence in ν (as increases), which concurs with the dynamical scenarios described in the literature for experiments, as well as for simulations on reaction-diffusion and free-interface models.
In future work, we will suggest a hybrid expansion-perturbation technique for capturing more complex dynamics than those that have single-mode dominance. A more flexible general expansion as in [22] will assume that the temperature and interface position can be represented as a Fourier-like series that includes multiple temporal modes varying in fast time.
