Abstract| Networks of linear units are the simplest kind of networks, where the basic questions related to learning, generalization, and self-organisation can sometimes be answered analytically. We survey most of the known results on linear networks, including: (1) back-propagation learning and the structure of the error function landscape; (2) the temporal evolution of generalization; (3) unsupervised learning algorithms and their properties. The connections to classical statistical ideas, such as principal component analysis (PCA), are emphasized as well as several simple but challenging open questions. A few new results are also spread across the paper, including an analysis of the e ect of noise on back-propagation networks and a uni ed view of all unsupervised algorithms.
I. Introduction
This paper addresses the problems of supervised and unsupervised learning in layered networks of linear units and, together with a few new results, reviews most of the recent literature on the subject. One may expect the topic to be fairly restricted, yet it is in fact quite rich and far from being exhausted. Since the rst approximations of biological neurons using threshold gates (McCulloch & Pitts 1]), the nonlinear aspects of neural computations and hardware have often been emphasized and linear networks dismissed as uninteresting, for being able to express linear input-output maps only. Furthermore, multiple layers of linear units can always be collapsed by multiplying the corresponding weight matrices. So why bother? Nonlinear computations are obviously extremely important, but these arguments should be considered as very suspicious; by stressing the input-output relations only, they miss the subtle problems of dynamics, structure, and organization that normally arise during learning and plasticity, even in simple linear systems. There are other reasons why linear networks deserve careful attention. General results in the nonlinear case are often absent, or di cult to derive analytically, whereas the linear case can often be analyzed Manuscript received , 1993; revised , 1994 . This work was supported in part by grants from NSF, AFOSR, and ONR to Pierre Baldi.
Pierre F. Baldi in mathematical detail. As in the theory of di erential equations, the linear setting should be regarded as the rst simple case to be studied. More complex situations can often be investigated by linearization, although this has not been attempted systematically in neural networks, for instance in the analysis of back-propagation learning. In back-propagation, learning is often started with zero or small random initial weights and biases. Thus, at least during the initial phase of training, the network is operating in its linear regime. Even when training is completed, one often nds several units in the network which are operating in their linear range. From the standpoint of theoretical biology, it has been argued that certain classes of neurons may be operating most of the time in a linear or quasi-linear regime and linear input-output relations seem to hold for certain speci c biological circuits (see Robinson 2] for an example). Finally, the study of linear networks leads to new interesting questions, insights, and paradigms which could not have been guessed in advance, and to new ways of looking at certain classical statistical techniques.
To begin with, we shall consider a linear network with an n{p{m architecture comprising one input layer, one hidden layer, and one output layer with n, p, and m units, respectively (see Figure 1) . The more general case, with, for instance, multiple hidden layers, can be reduced to this simple setting as we shall see. A will usually denote the the p n matrix connecting the input to the middle layer, and B the m p matrix of connection weights from the middle layer to the output. Thus, for instance, b ij represents the strength of the coupling between the jth hidden unit and the ith output unit (double indices are always in the post-presynaptic order). The network therefore computes the linear function y = BAx. In the usual learning from examples setting, we assume that a set of n-dimensional input patterns x t (1 t T) is given together with a corresponding set of m-dimensional target output patterns y t (1 t T) (all vectors are assumed to be column vectors). X = x 1 ; : : :; x T ] and Y = y 1 ; : : :; y T ] are the n T and m T matrices having the patterns as their columns. Because of the need for target outputs, this form of learning will also be called supervised. For simplicity, unless otherwise stated, all the patterns are assumed to be centered (i.e., hxi = hyi = 0). The symbol \h i" will be used for averages over the set of patterns or sometimes over the pattern distribution, depending on the context. The approximation of one by the other is a central problem in statistics, but is not our main concern here. The environment is supposed to be stationary but the results could be extended to a slowly varying environment to deal with plasticity issues. Throughout this paper, learning will often be based on the minimization of an error function E depending on the synaptic weights. In the main case of back-propagation, the error function is E(A; B) = ky ? BAxk 2 ; (1) where kuk represents the Euclidean norm of the vector u.
When no target outputs are provided, the learning (which then must be based on criteria to be speci ed, such as the maximization of the output variance) is unsupervised. An important special case of unsupervised learning is the case of autoassociation, when the input is used as a teacher (i.e., y t = x t ). This is also called autoencoding or identity mapping in the literature.
Learning rules are algorithms for slowly altering the connection weights to achieve a desirable goal such as the minimization of an error function. Often, three di erent versions of the same rule have been given: the \on-line" version where the modi cation is calculated after the presentation of each pattern; the \o -line" version where the previous modi cations are averaged over the cycle of all patterns; and the \continuous" version, where the discrete changes induced by the \o -line" algorithm are approximated continuously by a di erential equation governing the evolution of the weights in time. In some cases, the three formulations can be shown to lead to essentially the same results.
It will be convenient to use the notation uv = huv 0 i, where the prime denotes transposition of matrices. If both hui and hvi are zero, uv is the covariance matrix of u and v. xx , for instance, is a real n n symmetric nonnegative de nite matrix. Hence, its eigenvalues can be ordered as 1 n 0. For mathematical simplicity, we shall often assume that in fact 1 > > n > 0. This should not be regarded as a very restrictive assumption, since this condition can always be enforced by, at worst, perturbing the data by in nitesimal amounts and attributing these perturbations to \noise". Many conclusions are only slightly di erent when some eigenvalues coincide.
A good familiarity with linear algebra and basic calculus on the part of the reader should be su cient to follow the paper. All the statistical techniques required to understand some of the results are brie y reviewed in the second section. These include least-squares regression, principal component analysis, and discriminant analysis. In Section III, we treat the case of supervised learning with backpropagation and the corresponding autoassociative special case. We study the landscape of the error function E of (1) , its connections to the previously mentioned statistical techniques, and several consequences and generalizations, including noisy and deep networks. In Section IV, we study the problems of validation, generalization, and over tting in a simple one-layer network trained to learn the identity map. Under some assumptions, we give a complete description of the evolution of the validation error as a function of training time. Section V covers a variety of unsupervised learning algorithms, based on variance maximization/minimization by Hebbian or anti-Hebbian learning or other error functions. Some of the more technical proofs are deferred to the Appendix.
II. Mathematical Background

A. Optimization of Quadratic Forms over Spheres
Let S be a symmetric n n matrix. Then all the eigenvalues i of S are real and can be ordered in the form 1 2 n with corresponding normalized eigenvectors u 1 ; : : :; u n . Consider the problem of maximizing the quadratic form E(a) = a 0 Sa over the sphere of radius and centered at the origin (kak ). In geometry, it is well known (see, for instance, Apostol 3] ) that the maximum of E is then reached on the surface of the sphere in the direction of the rst eigenvector, that is, at the points u 1 where E( u 1 ) = 1 2 . If 1 > 2 , u 1 are the only two solutions. Similarly, the maximum of E over the intersection of the sphere with the linear space orthogonal to u 1 is reached at u 2 , and so forth. Finally, the minimum of E over the entire sphere is obtained at u n . All these properties are easily derived by decomposing a as a = P i i u i and noticing that E(a) = P i i 2 i .
B. Singular Value Decomposition
Let Z be an arbitrary k l matrix with rank r. Then there exist numbers 1 r > 0, the singular values of Z, an orthogonal k k matrix U, and an orthogonal l l matrix V such that S = U 0 ZV is a k l diagonal matrix of the form
where D = diag( 1 ; : : :; r ) is the diagonal matrix with entries 1 ; : : :; r . The decomposition Z = USV 0 is called the Singular Value Decomposition (SVD) of Z (it is not necessarily unique). The matrices U and V in the SVD have the following meaning. As Z 0 ZV = V S 0 U 0 USV 0 V = V S 0 S = V diag( 2 1 ; : : :; 2 r ; 0; : : :; 0), the columns of V are unit-length, mutually perpendicular eigenvectors of Z 0 Z, and 2 1 ; : : :; 2 r are the nonzero eigenvalues of Z 0 Z. Similarly, the columns of U are unit-length, mutually perpendicular eigenvectors of ZZ 0 . With the aid of the SVD, the pseudoinverse of Z can easily be given explicitly. If The problem of linear regression is the following. Given a set of n-dimensional input vectors x 1 ; : : :; x T and a set of m-dimensional target vectors y 1 ; : : :; y T , nd an m n matrix A which minimizes E(A) = ky ? Axk 2 . In other words, linear regression is exactly the usual learning problem in a linear network without any hidden units. Since the output units are completely uncoupled, the connection weights for each of them can be synthetized separately and therefore one needs only to consider the case m = 1, where we write A = a 0 . In this case, the problem has a simple geometrical interpretation: nd a hyperplane through the origin in (n + 1)-dimensional space which best ts (in the least-squares sense) a cloud of T points with coordinates (x 0 1 ; y 1 ) 0 ; : : :; (x 0 T ; y T ) 0 . Now E(a) = (y ? a 0 x) 2 = a 0 xx a ? 2 yx a + y 2 and the gradient of E with respect to a is rE = 2 xx a ? 2 xy : E is continuous, di erentiable, and bounded below by zero and therefore it must reach its minimum for a vector a satisfying xx a = xy . If xx is positive de nite, then there is a unique solution given by a = ?1 xx xy ; (2) and, in addition, E is strictly convex (with Hessian 2 xx ) and so without any local minima (or even without any other critical point). The landscape is therefore as simple as possible, and this remains true even if some of the connections are forced in advance to take some xed values, typically zero in the case of \local" connectivity (this introduces linear, thus convex, restrictions on the set of possible weights). When m > 1, everything goes through mutatis mutandis. In the case where xx is positive denite, the unique optimal A is called the slope matrix of the regression of y on x and is given by A = yx ?1 xx which generalizes (2), taking into account that A = a 0 in one dimension. (Formally, to reduce the m-dimensional case it is su cient to notice that E can be rewritten as Suppose we are given a collection of T objects. For each object x t , the measurements of the same n characteristics x 1;t ; : : :; x n;t are available. Assume it is desired to extract some \structure" or \main features" from this collection of data. For e cient classi cation, it is obviously useful to compress the high-dimensional input data into something low-dimensional without discarding too much relevant information. Of course, there are several di erent techniques for feature extraction and data compression.
One of the simplest and most general-purpose ones is a statistical method known as Principal Component Analysis (PCA).
By possibly subtracting the average hxi, we can think of the data set x i;t (1 i n, 1 t T) as a cloud of T points in n-dimensional Euclidean space centered around the origin. In order to capture the main features of the data set, PCA is looking for directions along which the dispersion or variance of the point cloud is maximal, that is, looking for a subspace L such that the projection of the points x t onto L has maximal variance. If L is the line spanned by the unit vector a, the projection P L x is given by P a x = aa 0 x with squared length kP a xk 2 = (a 0 x) 2 = a 0 xx 0 a.
Hence, the average dispersion of the data set in the direction of the line is kP a xk 2 = ha 0 xx 0 ai = a 0 hxx 0 ia = a 0 xx a, where xx = hxx 0 i is the data covariance matrix.
PCA looks for a unit vector a which maximizes a 0 xx a over the set of all unit vectors. If 1 > > n > 0 are the eigenvalues of xx with eigenvectors u 1 ; : : :; u n , then, by the previous result on quadratic forms in Section II.A, we know that a = u 1 (or equivalently ?u 1 ) is the answer.
To sum up, PCA starts by nding the direction in which the dispersion of the cloud is maximal, which is the direction u 1 of the rst eigenvector of the data covariance matrix. The rst \feature" which is extracted is the rst principal component u 0 1 x t . The component of the data \ex-plained" by the rst principal component is the projection onto the line spanned by u 1 . What remains unexplained is the dispersion of the residual x t ? P u1 x t which is just the projection Q u1 x t of x t onto the orthogonal complement of u 1 . In a second step, we proceed as before, but with the points x t replaced by Q u1 x t . That is we look for straight lines L perpendicular to the line spanned by u 1 such that the projections of the points Q u1 x t have maximal variance. This amounts to nding a unit vector b , perpendicular to u 1 , which maximizes b 0 xx b over all unit vectors perpendicular to u 1 . Again, by the previous result, we know the answer is b = u 2 , and so forth. At the kth step, we look for lines L k perpendicular to the space spanned by u 1 ; : : :; u k?1 such that the projections of the points x t along L k have maximal dispersion. This is achieved by choosing L k as the line spanned by u k .
After the completion of p steps, we extract the rst p principal components u 0 1 x t ; : : :; u 0 p x t and reduce x t to its projection onto the hyperplane spanned by the rst p eigenvectors. One may be interested in asking whether this is the best possible data reduction of the kind under consideration, that is, the best possible projection of the data onto a p-dimensional hyperplane H in the sense that the projections of the data onto H have maximal variance. After all, a better result might have been achieved by choosing the hyperplane in a single step. However, this is not the case.
Among all p-dimensional hyperplanes H, the one spanned by the rst p principal vectors u 1 ; : : :; u p is the hyperplane such that kP H xk 2 is maximal. Equivalently, it is the hyperplane H which minimizes the average projection error kx ? P H xk 2 .
It is therefore possible to incrementally build the PCA feature extractor. Since H is the best p-dimensional hyperplane we can t to the n-dimensional point cloud, the \ atter" the cloud the better the t. It is worth investigating how good the t is, that is, how much of the variance in the data set actually is explained by the rst p principal components. This is easily computed, for the variance of the ith component is given by kP ui xk 2 = (u 0 i x) 2 = u 0 i xx u i = u 0 i i u i = i :
The total variance being equal to the sum of all the eigenvalues of xx , the proportion of total variance explained by the rst p principal components equals ( 1 + + p )=( 1 + + n ). In fact, PCA performs \best data compression" among a wider class of methods. Let us write U p = u 1 ; : : :; u p ] for the matrix having the rst p normalized eigenvectors of xx as its columns and let us stack the rst p features u 0 1 x t ; : : :; u 0 p x t extracted by PCA into a column vector z t . Then z t = U 0 p x t and P Up x t = U p U 0 p x t = U p z t . Hence, PCA is one method that linearly compresses n-dimensional inputs x t into p-dimensional vectors z t for some p < n, that is, z = Ax for a suitable p n matrix A. Linear reconstruction of the data can then be achieved by approximating x t by Bz t = BAx t for some suitable n p matrix B. Among all p n matrices A and n p matrices B, optimal linear data compression in the sense that the average reconstruction error kx ? BAxk 2 is minimized, is achieved if and only if the global map W = BA equals the orthogonal projection P Up onto the hyperplane spanned by the rst p eigenvectors of xx . Finally, computing the covariance of two principal components gives that for i 6 = j, (u 0 i x)(u 0 j x) = u 0 i xx 0 u j = u 0 i hxx 0 iu j = u 0 i j u j = 0:
Thus di erent components are uncorrelated and we can think of the transformation of x t into the vector of n principal components u 0 1 x t ; : : :; u 0 n x t ] 0 as an orthogonal transformation of the Euclidean space such that in the new system of coordinates the components of the points in the cloud are uncorrelated and with decreasing variance. Again, if only the rst few coordinates in the new system vary signi cantly, we may approximately locate points by giving only these few coordinates. PCA can also be examined from an information-theoretic standpoint and shown to be optimal, under simple assumptions, for a di erent measure. More precisely, consider a transmission channel (in our case, one can think of the network connecting the input units to the hidden units) with n-dimensional centered input vectors having a Gaus-sian distribution with covariance matrix xx = hxx 0 i. The outputs of the channel are constrained to be p-dimensional vectors of the form y = Lx, for some p n matrix L (and, without any loss of generality, we can assume that L has rank p, p < n). Hence, y is also Gaussian with covariance matrix L xx L 0 . Classically, the di erential entropy of x is given by (see, for instance, Blahut 7] n?p > 0 are the nonzero eigenvalues of xx:y . As the entropy is one way of measuring our uncertainty, it is desirable to choose L so as to minimize H(xjy). One can show that the optimal L is of the form L = CU 0 p where C is an invertible p p matrix and U p = u 1 ; : : :; u p ]. In particular, this choice also maximizes the information that y conveys about x measured by the mutual information I(x; y) de ned to be I(x; y) = H(x) ? H(xjy) with value I PCA (x; y) = 1 2 log((2 e) p 1 p ): Thus, at least in the Gaussian setting, up to trivial transformations the optimal linear map maximizing the mutual information is the principal component analyzer. Finally, PCA can also be connected to optimal inference methods (see Linsker 9] In conclusion, PCA is optimal in the least-mean-square sense and can serve two purposes: data compression by projecting high-dimensional data into a lower-dimensional space and feature extraction by revealing, through the principal components, relevant but unexpected structure hidden in the data (although an interpretation of these features in terms of the original variables may not always be straightforward). is minimal. Needless to say, this is a special case of leastsquares regression, and, as we have seen, under the usual assumptions the optimal L is given by L = yx ?1 xx and is called the mean-square classi er.
In many applications n is very large compared to m and therefore it becomes useful to rst reduce the dimensionality of the input data. One is thus led to nd a linear subspace of dimension p such that, when projected onto this subspace, the patterns x t fall as much as possible into well-de ned separated clusters facilitating the classication. This problem of nding an optimal projection is similar to the one encountered in PCA. However, because of the clustering, a new measure must be introduced to compare di erent projections. Consider a projection z = C 0 x, where C is an n p matrix. The total dispersion (variation) in the x-sample can be decomposed into the sum of within-class dispersions and between-class dispersions. When the x's are centered, the total dispersion is xx , and the dispersion between classes can be shown to be xy ?1 yy yx . Upon projecting the patterns, the corresponding total and between classes dispersions of the z t patterns become C 0 xx C and C 0 xy ?1 yy yx C. A projec-tion is optimal if the between classes variation of the z's is as large as possible relative to the total variation. Di erent cost functions can be introduced at this stage. If the size of a variation matrix is measured by its determinant (the determinant of a matrix measures the volume of the image of a unit cube under the corresponding linear map), then we are led to the problem of nding an n p matrix C maximizing the ratio E(C) = det(C 0 xy ?1 yy yx C) det(C 0 xx C) : A. The Landscape Properties of E We now consider the setting described in the introduction where the learning procedure is based on the minimization of the cost function E(A; B). A complete description of the landscape properties of E is given in Baldi & Hornik 6] . We shall brie y review the most salient features. E is best described in terms of its critical points, that is, the points where @E=@a ij = @E=@b ij = 0. It is rst important to observe that if C is any p p invertible matrix, then E(A; B) = E(CA; BC ?1 ). Therefore, at any point E really depends on the global map W = BA rather than on A and B. For instance, there is an in nite family of pairs of matrices (A; B) corresponding to any critical point. However, unlike the simple case of linear regression, W cannot be chosen arbitrarily: the network architecture constrains W to have at most rank p.
The remarkable property of the landscape of E is the absence of local minima in spite of the fact that E is not convex (nor is the set of all matrices of rank at most p). E is characterized by a unique global minimum (up to multiplication by a matrix C). All other critical points are saddle points. The structure of the critical points can be described completely. More precisely, assume for simplicity that p m n and that = yx ?1 xx xy , the covariance matrix of the linear estimatesŷ t (see Section II.D), is full rank with m distinct eigenvalues 1 to saddle points. All additional critical points de ned by matrices A and B which are not of full rank are also saddle points and can be characterized in terms of orthogonal projections onto subspaces spanned by q eigenvectors, with q < p.
In the autoassociative case, (4), (5), and (6) become A = CU 0 I ; (7) B = U I C ?1 ; (8) W = P UI ; (9) and therefore the unique locally and globally optimal map W is the orthogonal projection onto the space spanned by the rst p eigenvectors of xx .
This analysis links back-propagation in linear networks to several classical statistical techniques. In particular, at the global minimum of E, if C = I p then the activities in the hidden layer are given by u 0 1ŷt ; : : :; u 0 pŷt , the principal components of the least-squares estimatorsŷ t (see, for instance, Kshirsagar 8] ). In the autoassociative mode, these activities are given by u 0 1 x t ; : : :; u 0 p x t , and correspond to the the coordinates of the vector x t along the rst p eigenvectors of xx as in the usual PCA. In general, if the initial conditions are random, one should not expect the backpropagation algorithm to converge to an optimum satisfying C = I p . In the autoassociative case, this means that the rows of the nal A and u 1 ; : : :; u p will span the same space but A 0 6 = u 1 ; : : :; u p ]. Although at rst sight this may seem a drawback, it must be regarded as a property leading to more robust networks. Indeed, in a physical implementation where the compressed version of the data in the hidden layer is to be sent to further processing layers, it may not be desirable that one of the units, extracting the principal component, has a variance much larger than the other units (it is known, for instance, that in the case of random symmetric matrices, 2 1 almost always, see F uredi and Koml os 11]). A more balanced strategy, where all the variances in the hidden layer are comparable, is by far preferable and is commonly observed in simulations.
Since the optimal solution can be expressed analytically, it can also be obtained e ectively with numerical analysis techniques without resorting to any descent procedure. However, as pointed out in the introduction, this is not the most relevant point of view here where the emphasis is on the learning behavior and emergent organizational principles of simple adaptive networks.
One of the central issues in learning from examples is the problem of generalization, that is, how does the network perform when exposed to a pattern never seen previously? In this setting, a precise quantitative answer can be given to this question. For instance, in the autoassociative case, the distortion of a new pattern is given by its distance to the subspace generated by the rst p eigenvectors of xx .
In the special case where rank( xy ) = r = p, Gallinari, Thiria & Fogelman Soulie 12] have shown that if an n ? p ? m architecture is trained to classify n-dimensional inputs into m (m < n) classes, then the corresponding network performs discriminant analysis in the sense that, for an optimal W = BA, A 0 is a DA matrix. In other words, under these assumptions, the projection realized by A 0 maximizes the ratio given in Equation (3). However, in this context, either p = r = m, in which case the architecture is n?m?m and there is no bottleneck, or r < m and then full classi cation into m categories is not supported by the available data and there is no proper data compression (only ltering out of linear dependencies). In any case, all the network ever learns is to be a mean-square classi er, and this can be achieved without any hidden layer.
B. Deep Networks, Local Connectivity, Nonlinearities, and Bias
In Baldi 13] , the case of deep networks with multiple hidden layers is brie y examined. It is easy to see that, in this case, the main constraint on the network comes from its bottleneck, that is, from the hidden layer with smallest size p (clearly, p could be attained in more than one hidden layer). Although the expression for the critical points may now become more involved, the main features of the landscape are unchanged: a multiplicity of saddle points, an absence of local minima, and a unique optimal input/output map satisfying Equation (6) with I = f1; : : :; pg.
The bottleneck layer imposes a rank restriction on the map computed by the network. Additional important constraints can be introduced on the geometry of the connections. Often connections are assumed to be local, in the sense that a unit in one layer receives projections only from a restricted subset of elements in the previous layer, for instance according to a Gaussian distribution. These geometrical constraints play an essential role in self-organizing maps and in several models of \linear" cortical development, see for instance Linsker 14; 15; 16] 17] . These topics deserve separate treatment and will not be addressed here. However, as mentioned in the previous section, in the case of a locally connected linear network without any hidden layer the landscape of the usual quadratic error is again completely devoid of local minima. Learning by descent methods should then be ecient. The landscape properties of the LMS error function of a linear locally connected multilayer network have not been carefully studied yet, and the previous results only give lower bounds. In particular, the question whether the error function has any local minimumremains open despite its disarming simplicity.
In the case of nonlinear units, few analytical results are known, but certainly local minima do appear. An important remark, however, has been made by Bourlard & Kamp 18] . In the autoassociative mode, it is natural to use linear units in the output layer. Under these conditions, nothing is to be gained by using nonlinear elements in the hidden layer. This is basically because the network is trying to approximate a linear map: the identity function. This result can be extended to any linear map. That is, if the set of pairs (x t ; y t ) of examples is such that y t = F(x t ) for every t with linear F, then nonlinear units in the hidden layer can lead to an approximation of F which is at best equivalent to the approximation obtainable by using linear units exclusively. Reports of simulations in the literature con rm this point and sometimes seem to indicate that the solution found using nonlinear elements is \close" to PCA (Cottrell, Munro & Zipser 19] ).
Finally, if it not desirable to assume the existence of a preprocessing stage where the data are centered, then the theory can easily be extended to the case of linear units with bias (see, for instance, Bourlard & Kamp 18] and Williams 20] for more details).
C. Noise Analysis
How robust are the previous results against the e ects of noise? Di erent sorts of noise can be introduced, for instance at the level of the synaptic weights or of the activation functions. To x the ideas, assume in our case that the activation functions in both the hidden layer and the output layer are \noisy." Hence for an input x, the output of the hidden layer is w = Ax + n and the activity in the output units is z = Bw + e = BAx + Bn + e. Assume that the noise terms n and e have mean 0, covariance matrices nn and ee , and that they are uncorrelated with each other and with the patterns x and y. It is also reasonable to assume for simplicity that nn is full rank. We are now The other possibilty, which we shall consider here in more detail, is to explicitly restrict A to some compact subset A of the set of all p n matrices, for instance, a sphere centered at zero (the case of \hard constraints").
This leads to the problem of minimizing (10) with A 2 A and B arbitrary, which clearly has a well-de ned solution.
An optimal A must lie on the boundary @A of A (if not, we could nd a > 1 such that A 2 A).
Let us write nn = R, where > 0 measures the noise level and R is some structure matrix (the simplest case is R = I, but if the units are physically close it may be unnatural to assume that the individual components of the noise are uncorrelated). The explicit dependence ofẼ on can be taken into account by writing E(A; B) =Ẽ (A; B) (11) = E(A; B) + trace(BRB 0 ) + trace( ee ): As soon as 1 (for example), it is straightforward to see that the solutions of the problem of minimizingẼ with A 2 A are identical to the solutions of minimizingẼ with A 2 A and B 2 B, where B is some xed compact set independent of . By (11) , as ! 0,Ẽ(A; B) converges uniformly to E(A; B) + trace( ee ) over the compact set A B. Since these two functions di er only by an additive constant, the solutions of the noisy constrained problem approach the set of all pairs of matrices (A; B) satisfying (4) and (5) , the minima are attained at A of the form P r i=1 p i v i u 0 i , where the i and the rank r depend on the eigenvalues of xx and nn . In particular, if nn = R as before, then r = r( ) is nonincreasing with r( ) = p for all su ciently small and r( ) = 1 for all su ciently large. This result formalizes the intuition that the units should increase \cooperation" along with the noise level.
Further generalizations are possible by considering non-MSE measures of the \size" of the linear reconstruction errors w = y ? (BAx + Bn + e), see Hornik 23] . In particular, in the Gaussian case, the determinant of hww 0 i measures the amount of transmitted information, and its constrained maximization is intimately related to the IN-FOMAX principle of Linsker 9] . IV. Generalization This section is written with Y. Chauvin and is a modi ed version of the article \Temporal evolution of generalization during learning in linear networks" (Neural Computation, 3, 589{603) by P. Baldi and Y. Chauvin 24] . The material, copyrighted by MIT Press, was included here with permission from the publisher.
A. Formal Setting
In practice, the question to be answered is how should one allocate limited resources and parameters, such as network size and architecture, initial conditions, training time, and available examples, in order to optimize generalization performance? One conventional approach is to consider the problem of learning as a surface tting problem. Accordingly, neural networks should be very constrained, with a minimal number of parameters, in order to avoid the classical over tting problem. In practice, however, not too much is known about over tting and its onset, both as a function of network parameters and training time. Furthermore, the conventional view can be challenged. It may be the case, for instance, that a suitable strategy consists rather in using networks with a few extra parameters. These larger networks must be used in conjunction with non-trivial priors in a Bayesian framework and/or trained for shorter times, based on a careful monitoring of the validation error (\early-stopping").
Partial Here, we propose a di erent and complementary approach consisting in a detailed analysis of generalization in simple feedforward linear networks. Even in this simple framework, the questions are far from trivial. Thus we have restricted the problem even further: learning the identity map in a single-layer feedforward linear network. With suitable assumptions on the noise, this setting turns out to be insightful and to yield analytical results which are relevant to what one observes in more complicated situations. Here, we rst de ne our framework and derive the basic equations, rst in the noiseless case and then in the case of noisy data. The basic point is to derive an expression for the validation function in terms of the statistical properties of the population and the training and validation samples. We then examine the main results which consist of an analysis of the landscape of the validation error as a function of training time. Simple simulation results are also presented, and several interesting phenomena are described. The results are discussed, in the conclusion and some possible extensions are brie y mentioned. Mathematical proofs are deferred to the Appendix.
We consider a simple feedforward network with n input units connected by a weight matrix A to n linear output units 1 . The network is trained to learn the identity function (autoassociation) from a set of centered training patterns x 1 ; : : :; x T . The connection weights are adjusted by gradient descent on the usual LMS error function
The gradient of E with respect to the weights A is rE = (A ? I) ; where = xx is the covariance matrix of the training set. Thus, the gradient descent learning rule can be expressed as
where is the constant learning rate. Simple induction shows that
Hence if u i and i ( 1 n > 0) denote the eigenvectors and eigenvalues of , then
The behavior of Equation (12) is clear: provided the learning rate is less than the inverse of the largest eigenvalue ( < 1= 1 ), A(k) approaches the identity exponentially fast. This holds for any starting matrix A(0). The eigenvectors of tend to become eigenvectors of A(k), and the corresponding eigenvalues approach 1 at di erent rates depending on i (larger eigenvalues are learned much faster). As a result, it is not very restrictive to assume, for ease of exposition, that the starting matrix A(0) is diagonal in the u i basis, that is, A(0) = Udiag( i (0))U 0 , where as usual, U = u 1 ; : : :; u n ]. (In fact, learning is often started with the zero matrix.) In this case, Equation (12) becomes
A simple calculation shows that the corresponding error can be written as
We now modify the setting so as to introduce noise. To x the ideas, the reader may think, for instance, that we are dealing with handwritten realizations of single-digit numbers. In this case, there are 10 possible patterns but numerous possible noisy realizations. In general, we assume that there is a population of patterns of the form x + n, where x denotes the signal and n denotes the noise, characterized by the covariance matrices = xx , nn , and xn . Here, as everywhere else, we assume that the signal and the noise are centered. A sample x t + n t (1 t T) from this population is used as a training set. The training sample is characterized by the covariance matrices = xx , nn , and xn calculated over the sample. Similarly, a di erent sample x v + n v from the population is used as a validation set. The validation sample is characterized by the covariance matrices~ =~ xx ,~ nn , and~ xn . To make the calculations tractable, we shall make, when necessary, several assumptions. First, = =~ ; thus there is a common basis of unit length eigenvectors u i and corresponding eigenvalues i for the signal in the population and in the training and validation samples. Then, with respect to this basis of eigenvectors, the noise covariance matrices are diagonal, that is, nn = Udiag( i )U 0 and~ nn = Udiag(~ i )U 0 . Finally, the signal and the noise are always uncorrelated, that is, xn =~ xn = 0. (Obviously, it also makes sense to assume that nn = Udiag( i )U 0 and xn = 0, although these assumptions are not needed in the main calculation.) Thus we make the simplifying assumptions that both on the training and validation patterns the covariance matrix of the signal is identical to the covariance of the signal over the entire population, that the signal and the noise are uncorrelated, and that the components of the noise are uncorrelated in the eigenbase of the signal. Yet we allow the estimates i and~ i of the variance of the components of the noise to be di erent in the training and validation sets.
For a given A, the LMS error function over the training patterns is now E(A) = 1 T X t kx t ? A(x t + n t )k 2 :
As If again we assume, as in the rest of the section, that the learning rate satis es < min(1=( i + i )), the eigenvectors of tend to become eigenvectors of A(k) and A(k) Notice that 0 < a i < 1. Using the fact that nn is diag( i ) and A(k) is diag( i (k)) in the u i basis, we obtain
It is easy to see that E(A(k)) is a monotonically decreasing function of k which approaches an asymptotic residual error value given by
For any matrix A, we can de ne the validation error to be
Using the fact that~ xn = 0 and~ nn = Udiag(~ i )U 0 , a derivation similar to Equation (13) shows that the valida-
Clearly, as k ! 1, E V (A(k)) approaches its horizontal asymptote, given by
However, it is the behavior of E V before it reaches its asymptotic value which is of most interest to us. This behavior, as we shall see, can be fairly complicated. , which has two local minima, the second being deeper than the rst. At the rst minimum, the LMS function is still far from its horizontal asymptote. Also in this case, the validation improves as the initial conditions become closer to 0. the initial A(0) is already too good for the given noise levels. The monotonicity properties of the validation function are not always strict in the sense that, for instance, at the common boundary of some of the cases E V can be at. These degenerate cases can be easily checked directly. The statement of the main result assumes that the initial matrix be the zero matrix or a matrix with a diagonal form in the basis of the eigenvectors u i . A random initial nonzero matrix will not satisfy these conditions. However, E V is continuous and even in nitely di erentiable in all of its parameters. Therefore, the results are also true for sufciently small random matrices. If we use, for instance, an induced l 2 norm for the matrices, then the norm of a starting matrix is the same in the original, or in the orthonormal, u i basis. Equation (15) yields a trivial upper bound of n 1=2 for the initial norm which roughly corresponds to having random initial weights of order at most n ?1=2 in the original basis. Thus, heuristically, the variance of the initial random weights should be a function of the size of the network. This condition is not satis ed in many of the usual simulations found in the literature where inital weights are generated randomly and independently using, for instance, a centered Gaussian distribution with xed standard deviation. When more arbitrary conditions are considered, in the initial weights or in the noise, multiple local minima can appear in the validation function. As can be seen in one of the curves of the example given in Figure 2 , there exist even cases where the rst minimum is not the deepest one, although these may be rare. Also in this gure, better validation results seem to be obtained with smaller initial conditions. This can easily be understood, in this smalldimensional example, from some of the arguments given in the Appendix. Another potentially interesting and relevant phenomenon is illustrated in Figure 3 . It is possible to have a situation where, after a certain number of training cycles, both the LMS and the validation functions appear to be at and to have converged to their asymptotic values. However, if training is continued, one observes that these plateaux can come to an end.
Finally, we have made an implicit distinction between validation and generalization throughout most of the previous sections. If generalization performance is measured by the LMS error calculated over the entire population, it is clear that our main result can be applied to the generalization error by assuming that nn = Udiag( i )U 0 , and i = i for every i. In particular, in the second statement of the main result, if for every i, i > i , then the generalization curve has a unique minimum. Now, if a validation sample is used as a predictor of generalization performance and the i 's are close to the i 's, then by continuity the validation and the generalization curves are close to each other. Thus, in this case, the strategy of stopping in a neighborhood of the minimumof the validation function should also lead to near-optimal generalization performance (see also Wang, Judd & Venkatesh 29]).
C. Conclusion
In the framework constructed above, based on linear single-layer feedforward networks, it has been possible to analytically derive interesting results on generalization. In particular, under simple noise assumption, we have given a complete description of the validation error E V as a function of training time. It is rather remarkable that all the complex phenomena related to generalization which are observed in simulations of nonlinear networks are already present in the linear case. Although our framework is simplistic, it is already quite rich and leads to many nontrivial and perhaps mathematically tractable questions. This analysis is only a rst step in this direction, and many questions remain unanswered. For instance, it seems to us that in the case of general noise and arbitrary initial conditions, the upper bound on the number of local minima is rather weak in the sense that, at least on the average, there are far fewer. It seems also that in general the rst local minima of E V is also the deepest. In the analysis conducted here, we have used uniform assumptions on the noise. In general, we can expect this not to be the case, and properties of the noise cannot be xed a priori. Therefore one needs to develop a theory of E V over di erent possible noise and/or sample realizations, that is, to nd the average curve E V . It would also be of interest to study whether some of the assumptions made on the noise in the training and validation sample can be relaxed. Finally, other possible directions of investigation include the extension to multilayer networks and to general input/output associations.
V. Other Algorithms: Unsupervised Learning
The distinction between supervised and unsupervised is sometimes blurry. This is particularly obvious in the autoassociative case. With this in mind, we shall review in this section the main results of unsupervised learning in linear networks and contrast them with the results described in Section III. Since here the learning is unsupervised, the most relevant comparisons will be with the autoassociative mode. We begin with a brief discussion of antiHebbian learning for a single linear unit. Next, we look at variance maximization, Hebbian learning, and some of its variations. We start with the single-unit case and then examine the general case with multiple units, show that several \symmetric" algorithms which have been proposed are identical, discuss networks with lateral plastic interactions, and present a uni ed framework for analyzing these algorithms. Finally, we discuss gradient descent algorithms based on error functions other than (1). As we shall see, many results in the supervised and unsupervised mode are very similar for linear networks, especially the shape of the landscapes and the relation to PCA. Assume, for now, that there is only one linear unit described by the input-output relation y = a 0 x, where a is the vector of weights to be trained, as usual, from a set of centered inputs x.
Suppose, as is often the case, that a desirable goal for the unit is to nd a set of weights which di erentiates the inputs as much as possible. This can be formalized by requiring that the output variance (power) of the unit be as large as possible. In other words, we want to minimize the cost function E(a) = ? (a 0 x) 2 = ?a 0 xx a:
Obviously, @E @a i = ?2hx i yi:
In the corresponding on-line learning rule, upon presentation of a pattern x, a is modi ed by an amount a given by a i = x i y; (16) which is exactly Hebb's rule in its simplest form. However, it is clear that without any other restrictions, E has no minimum and by taking coe cients a i of arbitrarily large magnitude we can easily have E ! ?1. If we modify the problem, so that the variance is to be maximized under the restriction that kak 1, then we already know the optimal solution by applying the general result of Section II.A on quadratic forms. The optimal a is equal to u 1 , where u 1 is the normalized eigenvector of xx corresponding to the largest eigenvalue. At the optimum, the network computes the principal component of the input. In addition, the problem has no local minima. It is instructive to remark that if we try to maximize the variance under the constraint that, for every i, ja i j 1 (i.e., if we constrain the weights to belong to the inside of an n-dimensional cube rather than a sphere), then by a convexity argument it is easy to see that the optimum must be reached at one of the corners of the hypercube where ja i j = 1 for every i (and strictly so if xx is positive de nite). However, the determination of which corner of the hypercube realizes the maximum is an NP-complete problem (see, for instance, the matrix cover problem in Garey & Johnson 32, Page 282]), and thus probably computationally intractable.
This discussion shows that it is useful to try to modify the simple Hebbian rule of Equation (16) (17) and (18) can be approximated by the di erential equation _ a = da dt = xx a ? aa 0 xx a; (19) and the solution of Equation (19) will approach with probability 1 a uniformly asymptotically stable equilibrium of the di erential equation. In addition, if xx is positive definite with the largest eigenvalue 1 with multiplicity 1 (and normalized eigenvector u 1 ) and a(0) is not perpendicular to u 1 , then a(t) ! u 1 as t ! 1 and u 1 is uniformly asymptotically stable.
The case of Oja's algorithm is typical of what is usually found concerning the relations between the three versions of a given learning algorithm. If the weight changes induced by each pattern presentation are very small, then the on-line version can be approximated by the o -line version (or vice versa). By setting the weight changes to zero in the o -line version, all the possible limit points of the algorithm are derived. The actual limits are in general a strict subset of these possible solutions. In the stochastic approximation framework, where the learning rate tends to 0 at a suitable rate and the input environment satis es certain assumptions, such as stationarity, then the paths of the on-or o -line version asymptotically approach the solution paths of the ordinary di erential equation corresponding to the continuous version. In particular, the actual limits must be asymptotically stable equilibria of the di erential equation. In general, this requirement is sufcient to nd that the learning process converges to the desired value. For more details on the relation between the on-line version and the continuous version, the so-called where ij is the (i; j)-th element of the covariance matrix xx of the input patterns, and k 1 and k 2 are two constants which can easily be calculated from Equations (20) and (21) . In vector notation, _ a = xx a + k 1 J n;1 + k 2 J n;n a; (22) where J p;q denotes the p q matrix with all entries equal to 1. If we let E(a) = ? 1 2 (a 0 xx a ? 2k 1 a 0 J n;1 ? k 2 a 0 J n;1 J 0 n;1 a); then @E=@a = ?_ a. Therefore, the learning rule in Equation (22) tends to minimize E. Depending on the values of the constants k 1 and k 2 and the covariance matrix xx , di erent mature states can be reached. Linsker shows how in layered systems of units satisfying Equation (20), with the proper range of parameters and where successive layers evolve in time according to Equation (22), particular feature detector cells such as center-surround or orientation selective can emerge in di erent layers, even with completely random external inputs to the rst layer. For a theoretical analysis of his simulations, see Miller & MacKay 37] . Linsker also observes that, empirically, the learning process \does not get stuck in high lying local minima." This can be understood in several particular but important situations. Consider, for instance, a unit submitted to random inputs such that xx = I and k 1 and k 2 are positive (this is automaticallysatis ed if all the learning rates in Equation (21) and the averages hx i i are positive).
Then the matrix M = I + k 2 J n;n is positive de nite. By convexity, the minimum of E must therefore occur at the boundary of the cube ?c; c] n . Recall that, in general, this point on the boundary may be very di cult to determine. However, here by inspection the optimum is reached at the vertex a 0 = (c; : : :; c). If we consider the system _ a = Ma + k 1 J n;1 ; (23) with a(0) = a 0 , it is clear that if the initial a 0 has all its components identical this property will be preserved under the evolution described by Equation (23) . As a result, the system will converge to its constrained minimum. In particular, if the initial weights are zero (or random but small), the mature a will essentially be the global minimum. We can also calculate how long it takes for the learning process to converge. If we assume for simplicity that a 0 = 0, then the solution of Equation (23) Let us now consider several linear units simultaneously as described by the input-output relation y = Ax. (Notice the discrepancy in notation with respect to the single unit case, where we wrote y = a 0 x.) Baldi 13] remarks that in the autoassociative case, if we let C = I in Equations (7) and (8) (24) It can be seen that there exist exceptional starting points which can in theory prevent the algorithm from converging to the optimal solution by incorporating a projection onto a non-principal eigenvector. Moreover, it can be seen that a necessary condition for convergence to the optimum is < 1=2 1 (at least in the nal stages of the learning process). If we specialize the evolution of the matrix A to the case of a single unit, we nd for a(k) = A(k) 0 that
which is identical to Equation (18) . In other words, Oja's algorithm is the one-dimensional version of Equation (24) .
In Wiliams 20] , the following SEC (Symmetric Error Correction) learning algorithm is described. Consider a linear network, comprising only two layers, n input units connected to p hidden units with a connection matrix A, and feed-back connections from the p hidden units back to the input units through a connection matrix B (see Figure 4) . A pattern x is presented and propagated forward to give y = Ax and then backwards to allow the computation of an error e = x ? By. The weight matrix A is then corrected according to a ij = y i e j ; (25) and B is updated symmetrically, in the sense that b ji = a ij or B = ( A) 0 . In matrix notation, Equation (25) which is Equation (24), provided the algorithm is started with symmetric initial conditions, i.e. B(0) = A(0) 0 .
We could also start from Oja's one-unit algorithm and try to generalize it to the case of many units. (26) which is called the \subspace" algorithm in Oja 38] . In its averaged form,
which is identical to Equation (24) . In conclusion, we see that, quite remarkably, several algorithms proposed in the literature in Oja 33] and its generalizations in Baldi 13 ], Oja 38] and Williams 20] , are in fact completely identical, although they were derived using di erent heuristics. (Observe that by our results in Section II.A, we already know that all such A are of the form CU 0 p with C orthogonal, and hence result in PCA analyzers.) As proposed in Brockett 42] , this goal can also be accomplished by constrained gradient ascent on the average output power. More generally, consider the weighted average power E(A) = This is formally equivalent to the weighted subspace algorithm of Oja 41] .
D. Hebbian Learning: Lateral Interaction Algorithms
Up to this point, no lateral connections within the layer of hidden units were allowed. Clearly, if we use Hebbian learning with rowwise normalization or equivalently, if we apply Oja's one-unit algorithm to each of the rows of A, then all output units end up doing the same, namely extract the rst principal component. However, an additional mechanism which introduces competition or some hierarchical order between the output units, for instance via some lateral inhibition mechanism (see Figure 5) , might force the network to perform full PCA.
For example, as in F oldi ak 44], we can consider a linear architecture where the outputs are updated according to y Ax + Wy: (28) Here, y is the vector of activities in the p output units (there are no hidden units), A is the connection matrix from the inputs x to the outputs y and W is the zerodiagonal matrix of lateral inhibitory connections among the y units. F oldi ak suggests to rst keep applying (28) until the network settles to a stable state for which y = Ax+Wy, or equivalently, y = (I ? W) ?1 Ax. The A matrix is then updated using Oja's algorithm for each row, i.e., A = (yx 0 ? diag(yy 0 )A): (29) The matrix W is initialized as O and adapted using the simple anti-Hebbian rule W = ? o diag(yy 0 ) (30) (the \o diag" operator sets the diagonal entries to zero).
Unfortunately, there are some serious problems with this rule. Let y(k) denote the network output after k updat-ing cycles (28) with xed input x and initial output y(0). Clearly, y(k) = W k y(0) + (I + + W k?1 )Ax:
To ensure convergence of y(k) to (I ? W) ?1 Ax as k ! 1,
we thus need that all eigenvalues of W be less than one in absolute value. This is not guaranteed by the algorithm. Even if this condition is satis ed, we note that as Equation (30) keeps W symmetric, W k is always nonzero unless W = O. Thus, it really requires in nitely many cycles to converge to the stable state, which is computationally infeasible. (Of course, the linear system (I?W)y = Ax could be solved explicitly in nite time; but then the architecture is no longer self-contained, and the particularly attractive feature of performing only simple local computations is lost.) Hence, real-time implementations of F oldi ak's algorithm should only use a nite number of cycles (28), that is, one rst updates y according to y (I + + W k?1 )Ax + W k y for some k 1, and then updates A and W according to Equations (29) and (30) .
If it is really desired to stabilize the network outputs before updating the weights, one should have W k = O for some k. As already pointed out in an earlier version of this paper and in Hornik & Kuan 35] , this can be accomplished by keeping W subdiagonal, rather than symmetric with zero diagonal, that is, by replacing Equation (30) Clearly, this rule introduces a strict hierarchy between the output units, whereas the former forces symmetric competition.
A similar approach was taken in Rubner & Tavan 45 ]. There, the network is de ned by the relation y = (I + W)Ax; diag(W) = 0; (32) i.e., the lateral connections W act on Ax directly rather than y, corresponding to a di erent interpretation of the feedback mechanism. (We can also interpret Equation (32) as the input-output relation of a linear n{p{p network with input-to-hidden weights A for feature extraction and hidden-to-output weights Q for decorrelation, with all diagonal entries of Q hardwired to 1.) In Rubner & Tavan's algorithm, A is updated using Hebbian learning with subsequent row normalization, and W according to Equation (31); but of course, one could also use the more local rule (29) for A and/or the symmetric anti-Hebbian rule (30) for W.
Two di erent Hebbian algorithms with lateral inhibition are proposed in Leen 46] . He starts with the \potential" for the simple architecture y = Ax. The rst term is the usual average output power, the second one is an interaction potential which penalizes correlations between the output unit activations. The tradeo between the two terms is measured by the coupling constant . As U is clearly unbounded, gradient descent on U has to be stabilized by an additional weight decay term. If the usual local Oja term is used, one obtains the continuous version in the form _ A = hyx 0 i ? o diag(hyy 0 i)hyx 0 i ? diag(hyy 0 i)A: (33) However, this is not well-suited for direct on-line implemen- Hence, the minimal coupling and relaxation constants and depend on the size of the eigenvalues of xx and do not scale well with n (the larger n, the more likely small eigenvalues become). This problem can be overcome by replacing Equation (34) In the preceding two subsections we have presented a variety of constrained Hebbian learning algorithms in linear networks. We have seen many similarities between these algorithms, which is not too surprising as they were all constructed with the same goal in mind, namely maximizing average output variance under suitable constraints. The most important properties of these algorithms can satisfactorily be analyzed and understood within the following general framework.
Consider an adaptive linear system with updating rule y P(W)y + Q(W)Ax; For the local algorithms in networks with lateral interactions discussed in Section V.D, = diag. Initializing W with O and using = o diag keeps W symmetric with zero diagonal; choosing = subdiag keeps W subdiagonal. Independently of the other choices, both selections for are always possible; i.e., the algorithm can be run in symmetric or asymmetric mode. We have already discussed that these selections implement a competitive and a strictly hierarchical decorrelation mechanism, respectively.
The above general class of constrained Hebbian algorithms can most conveniently be analyzed in terms of the correspoding continuous versions. (40) and (41) should be of the desired form, and all other equilibria should be unstable. However, we notice that if the A equilibria are not isolated (as e.g. in the case of the subspace algorithm), they cannot be asymptotically stable. In these cases, the requirements should really be that the space spanned by the rows of A, i.e., the projection onto this space, be asymptotically stable in the induced dynamics.
In an equilibrium of (40) 
The key insight is that Equation (42) , which describes the evolution of perturbations of A perpendicular to the rows of A, is completely decoupled from Equations (43) and (44) which describe the evolution of the perturbations of W and the component of the perturbations of A along the row space of A. Thus, Equation (42) can be analyzed separately and typically be used to show that equilibria A are unstable, unless their rows span the same space as the rst p eigenvectors of xx .
In particular, for the lateral inhibition algorithms, this implies that A is unstable unless A = U 0 p (up to signs); hence we can take C = I and the remaining system described by Equations (43) and (44) , cannot be maintained within the more general framework considered here. (In fact, they show that if = = = 0, then < 0 is necessary for asymptotic stability of the desired equilibria in symmetric mode. This is not satis ed for the \usual" choices P(W) = W k where = 1 if k = 1 and = 0 otherwise. However, these choices for P can give rise to asymptotically stable desired equilibira for suitably chosen coe cients , , and .)
Which of the algorithms presented above should we really employ for PCA learning? This question cannot be answered completely, as in addition to the stability properties of the associated ODE, issues of computational complexity and storage requirements need to be considered. This is beyond the scope of this paper. Nevertheless, we still maintain as a minimal requirement that the asymptotically stable equilibria be desired limit points, and conversely, that the desired limit points \allowed" by the algorithm (i.e., the equilibria of the associated ODE) be asymptotically stable. This rules out the subspace algorithm in favor of general Brockett-type rules where has distinct positive entries. For the lateral inhibition algorithms, this implies that in symmetric mode, the simple anti-Hebbian decorrelation mechanism as e.g. proposed by Barlow & F oldi ak 48] and used in F oldi ak 44] has to be combined with an additional weight decay W term as proposed in Leen 46] . Finally, we notice that if these algorithms are used in asymmetric mode, additional units can be added without retraining the already mature part of the network; i.e., one can incrementally build the principal component extractor. This property could be extremely attractive in some engineering applications.
F. Gradient-Based Learning Chauvin 49] proposed an approach based on the construction of a cost function comprising two terms: a variance term to be maximized and a term penalizing large ?4 (a(k) 0 a(k) ? 1)a(k)): (47) Notice that, in addition to the usual Hebbian part, Equation (46) contains a normalizing term which is not very local in the sense that it depends on all the weights a i . Because of the competition between the two terms, it is clear that E has a minimum which is attained for some optimal a opt . If we consider E restricted to the surface kak = ka opt k = , the second term on the right-hand side of Equation (45) Notice that this analysis is to a certain extent independent of the detailed form of the term used to constrain the length of a in E(a) (the term needs only to be some function of kak). What can be said about the rest of the landscape of E? Clearly, at any equilibrium point of the algorithm, the relation 2 xx a = 4 (a 0 a ? 1)a must be satis ed and therefore either a = 0 or a is an eigenvector of xx . It can be shown (see 49] for details) that for a = 0, E(0) = , and this corresponds to a local maximum of E. If xx is positive de nite with all eigenvalues of multiplicity 1, then all the critical points of E are of the form a = (1 + i =2 ) 1=2 u i with associated cost E(a) = ? i (1 + i =4 ) (i = 1; : : :; n). All these critical points are saddle points with the exception of a opt (corresponding to i = 1) which, as we have already seen, realizes the global minimum of E. In particular, this landscape has no local minima. In the o -line version, if the starting weight vector is not orthogonal to u 1 (and this can always be assumed for practical purposes) then, provided that the learning rate satis es 1 2 1 and < 1 4(2 + 1 ) ; Equation (47) always leads to a decrease of the cost function E and therefore the algorithm must converge.
We already pointed out in Section V.C that in the autoassociative case, if we let C = I in Equations (7) (48) This possibility and its close relation to the subspace algorithm was rst mentioned in a previous version of this paper and recently analyzed in great detail in Xu 43] . In particular, Xu shows that the full rank critical points of E are A = CU 0 I with CC 0 = I and are saddle points unless I = f1; : : :; pg, as to be expected from Equations (7) This can also be interpreted as a \doubly symmetric" modi cation of Williams' SEC algorithm, where the additional symmetry incurs from equal treatment of the reconstruction errors x?x at the input and y ?ŷ at the output layer.
In terms of the full set of activations x, y,x, andŷ, the algorithm is trivially local, illustrating how locality can be achieved at the expense of additional storage and internal computations.
Similar to the subspace algorithm, the optimal A are not isolated and hence are not asymptotically stable equilibria of the continuous version of the algorithm. As a remedy, Xu introduces an additional ampli cation z = y at the outputs; the algorithm is then modi ed as Apart from multiplicative constants, all rows of optimal A matrices in the above proposition are identical and the network provides maximal redundancy. Several corollaries can be derived upon making more speci c assumptions about the matrices M, R, and S. If R 6 = I p , the structure of the noise at the hidden layer is taken into account by suitable scaling of the rows of A. If R = I p , we nd that all p-dimensional unit-length vectors are normalized principal eigenvectors of R ?1 , so in particular there is one optimal A with identical rows. If S = I n , the corresponding w is a normalized principal eigenvector of M; in particular, in the autoassociative case, we nd that M = 2 xx and therefore w is a principal eigenvector of xx . Finally, if the maximal eigenvalues of both S ?1=2 MS ?1=2 and R ?1 are simple, then the optimal A is uniquely determined. (resp. decreases) and then decreases (resp. increases) with a unique maximum (resp. minimum) is called unimodal. We need to show that E V is unimodal. For this, we use induction on n combined with an analysis of the unimodality properties of the derivatives of any order of E V . We actually prove the stronger result that the derivatives of all orders of E V are unimodal and have a unique zero crossing. has a unique zero crossing, then all the functions F (p) (1 p < p 0 ) are unimodal and have a unique zero crossing. Therefore, E V has a unique minimum if and only if there exists an index p such that F (p) has a unique zero crossing. By using induction on n, we are going to see that for p large enough this is always the case.
Before we start the induction, for any continuously differentiable function f de ned over 0; 1), let zero(f) = inffx : f(x) = 0g and ext(f) = inf x : df dx (x) = 0 : Most of the time, zero and ext will be applied to functions which have a unique zero or extremum. In particular, for any i and p, it is trivial to see that the functions f (p) i are unimodal and with a unique zero crossing. A simple calculation gives zero(f (p) i ) = 1 log a i log ? i We can now begin the induction. For n = 1, E V trivially has a unique minimum and all its derivatives are unimodal with a unique zero crossing. Let us suppose that this is also true of any validation error function of n?1 variables. a in . Therefore, using the induction hypothesis, we see that there exists an integer p 0 such that, for any p > p 0 , F (p) has has a unique zero crossing. But, as we have seen, this implies that F (p) has a unique zero crossing also for 1 p p 0 . Therefore E V is unimodal with a unique minimum and its derivatives of all orders are unimodal with a unique zero crossing.
Notice that F(k) cannot be zero if all the functions f i (k) are simultaneously negative or positive. Therefore, a simple bound on the position of the unique minimum k opt is given by min i zero( To nd an upper bound on the number of local minima of E V in the general case of arbitrary noise and initial conditions, we rst order the 2n numbers a i and a 2 i into an increasing sequence c i , i = 1; : : :; 2n. This induces a corresponding ordering on the 2n numbers i and i yielding a second sequence C i , i = 1; : : :; 2n. Now the derivative of E V can be written in the form dE V dk = F (1) Dr. Hornik's general interests lie in the areas of computational intelligence, time series analysis, statistics, and econometrics. Speci c research areas of current interest include adaptive feature extraction algorithms and pattern recognition using neural networks.
