In this paper, we provide the mathematical framework to evaluate and quantify the performance of wireless systems, which employ beamforming, in the presence of hardware imperfections at both the basestation and the user equipment. In more detail, by taking a macroscopic view of the joint impact of hardware imperfections, we introduce a general model that accounts for transceiver impairments in beamforming transmissions. In order to evaluate their impact, we present novel closed form expressions for the outage probability and upper bounds for the characterization of the system's capacity. Our analysis reveals that the level of imperfection can significantly constraint the ergodic capacity. Therefore, it is important to take them into account when evaluating and designing beamforming systems.
I. INTRODUCTION
The increased data rates demand, in the beyond fifth generation (5G) wireless systems, as well as the fact that the spectral efficiency of the microwave links is approaching its fundamental limits have motivated the exploitation of higher frequency bands that offer abundance of communication bandwidth [1] - [3] . Towards this end, higher unlicensed bands, such as millimeter wave (mmW) and terahertz (THz), for wireless communications have been recognized as attractive canditates [4] , [5] .
Although these communication bands can benefit from an extreme increase in the bandwidth, it comes at the price of suffering severe path loss, which drastically limits the links range [6] , [7] . To overcome this problem, a great amount of research effort has been put on investigating the use of multiple antennas in order to achieve link-level directional beamforming [8] - [10] . However, most of the published papers in the context of mmW and THz wireless systems make the standard assumption of ideal transceiver hardware.
In practice, hardware suffers from several types of impairments, such as phase noise, in-phase (I) and quadrature (Q) imbalance, and amplifier nonlinearities (see [11] and reference therein). The impact of hardware impairments on various types of communication systems was analyzed in [12] - [16] . In particular, in [12] , the authors investigated the impact of phase noise in multiple-input multiple-ouput (MIMO) orthogonal frequency division multiplexing (OFDM) systems, whereas, in [13] , the authors analyzed the performance of MIMO system in the presence of I/Q imbalance. Moreover, in [14] , the impact of I/Q imbalance in amplify and forward (AF) relaying systems was quantified. Finally, a generalized model that takes into account the joint impact of I/Q imbalance, phase noise and non-linearities was presented in [15] , while, in [16] , the authors used this model to evaluate the impact of hardware imperfections in dual hop AF relaying systems. As a general conclusion, hardware impairments have a deleterious impact on the achievable performance, especially in high data rate systems [11] , [17] - [20] .
In spite of the paramount importance of hardware impairments on wireless systems, their detrimental effect has been overlooked in the analysis of wireless systems that employ beamforming. Motivated by this, the present work is devoted to the quantification of the impact of hardware impairments on the performance of beamforming transmissions. In more detail, the technical contribution of the paper is outlined below:
• We introduce a general model to account for transceiver impairments in beamforming transmissions. Unlike [21] , [22] , which study the effect of a single type imperfection, in this work, we take a macroscopic view and examine the joint impact of hardware impairments. • After deriving the instantaneous signal-to-noise-plusdistortion-ratio (SNDR), we present a novel closed-form expressions for the exact outage probability of the system. This expression enables the quantification of the impact of hardware imperfection of the performance of the systems. Additionally, they can be used to select the transmission data rate and the number of antennas that are required to satisfy an outage probability specification. Moreover, we present simple closed-form expressions for the outage probability that corresponds to the special case in which all radio frequency (RF) chains suffer from the same level of imperfections. • Moreover, in order to characterize the ergodic capacity of the beamforming channel, we derive a simple close-form expression for its upper bound. • Finally, we provide simple expressions for the capacity ceilings, when the signal-to-noise ratio (SNR) and or the number of transmit antennas tend to infinity.
The remainder of the paper is organized as follows: Section II presents the system model, while Section III is devoted to the derivation of the analytic expression for the outage probability. Respective numerical results and discussions are provided in Section IV, whereas closing remarks are presented in Section V.
Notations: Unless otherwise stated, lower and upper case bold letters denote vectors and matrices, respectively. The matrix 0 N ×M stand for the all zero N × M matrix. The 
II. SYSTEM AND SIGNAL MODEL
As presented in Fig. 1 , we consider a downlink scenario of a classical wireless system, in which the basestation (BS) is equipped with N t antennas, while the user equipment (UE) has a single antenna. The BS is assumed to perform digital beamforming, i.e., each antenna is driven by an individual RF chain. Moreover, we assume perfect channel state information (CSI) at the BS 1 .
At the BS, the information symbol, s, is pre-coded using the N t × 1 beamforming vector, p. We set ||p|| = 1, to reflect the power constraint at the BS. Note that the maximum signal to noise ratio (SNR) is achieved, if p is proportional to h * , i.e.,
where h stand for the baseband equivalent channel. The transmitted signal, x = ps, is conveyed over the flat fading wireless channel, h, with additive noise n ∈ C. Note that this channel can, for instance, be one of the subcarriers in a multi-carrier system. By assuming ideal radio frequency (RF) front end at both the BS and UE, the received signal can be modeled as
where h t and n are statistically independent. Note that due to the relatively small bandwidth of the subcarrier, n can be approximated as a zero mean complex Gaussian process with single-sided power spectrum densities (PSD) of N 0 [26] . Moreover, the channel vector
where |h i | and φ i , i ∈ [1, N t ], denote the amplitude and phase of the channel of the i−th BS antenna and the UE. Finally, it is assumed that |h i | follows Rayleigh 2 .
The conventional received signal model, described by (2), cannot capture the impact of hardware imperfections. Due to these imperfections, each RF chain, i with i ∈ [1, N t ], at the BS causes a mismatch between the intended transmitted signal, x i , and what is actually generated and emitted. As a consequence, the actual transmitted signal can be modeled as
where
represent the distortion noise from impairments at the BS. Similarly, at the UE, the baseband equivalent received signal can be expressed as
where w u stands for the distortion noise from the impairments at the UE. The distortion noises are defined as [11] , [16] , [17] 
where k b,i (i = 1, 2, · · · , N ) and k u are non-negative design parameters that characterize the level of imperfection in the BS and UE hardware, respectively, whereas P s stands for the average received signal power. This model has been validated by several theoretical and experimental results, see e.g., [29] - [31] and references therein. Note that for k b,1 = k b,2 = · · · = k b,N = k u = 0, i.e., in the case of ideal RF chains at both the BS and UE, (5) is simplified into (2).
III. PERFORMANCE ANALYSIS
In this section, after we derive the SNDR, we evaluate the system's outage probability and we characterize the ergodic capacity.
A. SNDR
Based on (5)- (7) and after some basic algebraic manipulations, the SNDR can be expressed as
From (8), it is evident that as the number of antennas increases the diversity gain increases together with the level of interference, due to the hardware imperfections. Moreover, a transmission power increase leads to a linear increase of the interference level. Finally, we observe that as the level of imperfection increases, i.e., as k 2 b,i + k 2 u , i = 1, 2, · · · , N t , the SNDR decreases. Note that according to the third generation partnership project (3GPP) long term evolution advanced (LTE-A), the parameters k b,i and k u are in the range of [0.08, 0.175] [32] .
B. Outage probability
In order to quantify the impact of hardware imperfections on the system's performance, as well as to provide design criteria for wireless systems that employ digital beamforming schemes, we derive the outage probability. The following proposition returns the outage probability.
Proposition 1: The outage probability can be obtained as
where r th is the minimum allowable (threshold) rate, [33, Eqs. (8) and (9)],
Proof: Please refer to the Appendix A. Note that Ξ (·, 1, b i ) depends on the level of hardware imperfections and r th . In other words, in contrast with the ideal RF chains scenario, the outage probability does not only depends on the SNR and the r th , but also on the values of k b,i , i = 1, 2, · · · , N t and k u .
The following remark presents a design criterion that should be taken into consideration when designing a digital beamforming scheme.
Remark 1: From (25), it is observed that a link between the i−th antenna of the BS and the UE, in which k 2 b,i + k 2 u (2 r th − 1) > 1, has a negative impact on the performance of the beamforming scheme.
Special case: In the special case in which k b,1 = k b,2 = · · · = k b,Nt = k b , b 1 = b 2 = · · · = b Nt = b and the random variable X , defined in Appendix B (25) , follows chi-square distribution, which CDF given by
which, by taking into account that N t is an integer, can be simplified as
Hence, in this case, the outage probability can be evaluated as
or, equivalently
C. Ergodic capacity
To characterize the ergodic capacity of the beamforming channel, an upper bound is derived by the following proposition.
Proposition 2: The ergodic capacity, C, (in bits/channel use) with beamforming and non-ideal hardware is upper bounded as
where c i can be obtained as
Proof: Please refer to the Appendix B. Corollary 1 (Capacity ceiling): As the SNR tends to infinity, the ergodic capacity is constraint by
Proof: Based on (16), the capacity ceiling can be expressed as
This concludes the proof. Special case: In the special case in which k b,1 = k b,2 = · · · = k b,Nt = k b , the random variable Y, defined in (35) , follows chi-square distribution, with N t degrees of freedom; hence, E [Y] = N t k 2 b + k 2 u , and the ergodic capacity is upper bounded as
From (20), it is evident that in the high SNR regime, the ergodic capacity satisfies
Moreover, for a givenγ, as the number of antennas increases, the capacity tends to
From (21), we observe that in the high SNR regime, the performance of the system is independent from the number of antennas at the BS and are fully determined by the level of imperfections. Finally, (22) indicates the detrimental effect of hardware imperfection in massive MIMO systems that employ digital beamforming. 
IV. RESULTS & DISCUSSION
In this section, we validate the theoretical analysis with Monte-Carlo simulations. Furthermore, it is important to note that, unless otherwise is stated, in the following figures, the numerical results are shown with continuous lines, while markers are employed to illustrate the simulation results.
To this end, Fig. 2 illustrates the outage probability versus the SNR for different values of N t , assuming that k b,i = 0.16, i ∈ [1, N t ], k u = 0.1, and r th = 2 (continuous lines). Moreover, in this figure, as a benchmark, we include the corresponding curves when the RF chains at both the BS and UE are considered ideal (dashed lines). As expected, for a given N t , as the SNR increases, the outage probability decreases, whereas, for a given SNR, as N t increases, the outage probability decreases. Moreover, the impact of hardware imperfections become more severe as N t increases. For instance, for SNR equals 10 dB and N t = 2, the performance loss, due to hardware imperfections is 22.44%, whereas for the same SNR and N t = 4, the performance loss equals 51.94%. This indicates the importance of taking into consideration the impact of hardware imperfection, when we select the number of operational RF front-ends. Fig. 3 depicts the outage probability as a function of SNR, for different values of r th , assuming N t = 2, k b,1 = 0.08, k b,2 = 0.17, and k u = 0.1 (continuous lines), as well as the ideal RF chain case (dashed lines). Proposition 1 show perfect agreement with the marker symbols, which are the Monte-Carlo simulation results. For this figure, we observe that, in the low rate threshold, there is only a minor performance loss cause by the hardware imperfections. On the other hand, when the threshold is increased to r th = 4 bits/channel use, there is a substantial performance loss. In more detail, for r th = 2 and r th = 4 bits/channel use, the system experience losses less than 0.5 dB and about 5 dB in SNR, respectively. Additionally, we observe that the outage probability curves with non-ideal hardware have the same slop as the ones with the ideal RF chains; therefore, hardware imperfections result in an SNR offset. In Fig. 4 , the ergodic capacity is plotted as a function of the SNR, for different levels of imperfections. In this figure, the continuous lines represent Monte Carlo simulation results, while the dashed lines stand for the capacity upper bound, which is derived by (16) and (20) . Additionally, the dashed-dotted lines denote the capacity ceiling, given by (21) . Note that, as a benchmark, the capacity versus SNR for the ideal RF chains case is also plotted. As expected, as SNR increases, the capacity also increases. However, in the case of non-ideal RF chains, the ergodic capacity saturates as approaches the capacity ceiling, as proven from Corollary 1. As a result, since the capacity ceiling is determined by the level of imperfections, it increases as k b,i , (i = 1, · · · , N t ) and k u decreases. Moreover, we observe that the hardware imperfections have a small effect on the ergodic capacity at the low SNR regime, whereas, at the high SNR regime their impact is detrimental. Finally, from this figure, it is evident that the upper bound derived by Proposition 2 and (20) , can be used as a simplified capacity approximation. This approximation can be considered tight in the high SNR regime.
In Fig. 5 , the ergodic capacity is illustrated as a function of the number of antennas for SNR equals 5 and 10 dB and
Note that the use of a high ammount of N t is a realistic scenario in mmW and THz communications. Moreover, since, in digital beamforming, as the number of antennas increases, the number of corresponding RF chains also increases; hence, the power consumption increases. In this figure, the continuous lines represent Monte Carlo simulation results, the dashed lines stand for the capacity upper bound, which is derived by (20) , and the dashed-dotted lines denote the capacity ceiling. From this figure, we observe that in the case of non-ideal RF chains, for a given SNR values, as the number of antennas increases, the ergodic capacity saturates and approaches log 2 1 + 1
. Interestingly, the maximum achievable ergodic capacity is independent of the number of antennas at the BS, but it depends on the level of imperfections at both the BS and UE RF chains. This indicates that the key parameters in order to select the operational number of transmit antennas are the values of k b and k u .
V. CONCLUSIONS
In this paper, we quantified the impact of hardware imperfections in wireless beamforming systems. In more detail, we provided simple closed form expressions for the system's outage probability and upper bounds for the ergodic capacity. These expressions take into account the level of imperfections at both the BS and the UE, the transmission and noise power, as well as the number of antennas at the BS. Moreover, through simulation results, we observed that the derived ergodic capacity upper bound can be used as a tight capacity approximation in the high SNR regime. Our results also revealed that there is a capacity ceiling that is independent of the number of transmit antennas, but it is determined by the level of imperfections.
Therefore, there is a specific number of transmit antennas after which any further increase will not result to a further significant capacity gain. In other words, it is important for the designer of a digital beamforming system to take into account the level of imperfections in order to select the appropriate number of transmit antennas.
APPENDICES APPENDIX A PROOF OF PROPOSITION 1
The outage probability is defined as [34] P o (r th ) = P r (log 2 (1 + γ) ≤ r th ) = P r (γ ≤ γ th ) , (23) where γ th = 2 r th − 1.
By substituting (8) into (23), and after some algebraic manipulations, (23) can be equivalently written as
where F X (·) denote the cumulative distribution function (CDF) of X , whereas
Since h follows a Saleh-Valenzuela distribution, |h 0,i |, i ∈ [1, N ], is a Rayleigh distribution random variable. As a consequence, X is a sum of squared Rayleigh random variable with CDF obtained as [33] 
By setting x = γ th γ into (26), we obtain (9) . This concludes the proof.
APPENDIX B PROOF OF PROPOSITION 2
The ergodic capacity is defined as
or equivalently
where, according to (8) , ρ and q can be expressed as
and
By applying Jensen's inequality [35] into (28), we obtain
where A = E [ρ] and B = E [q]. Next, we evaluate A and B. By taking into consideration (29) , A can be rewritten as
Since |h 0,i | follows Rayleigh distribution Nt i=1 |h 0,i | 2 is a chi-square distributed random variable with N t degrees of freedom. Therefore, E Nt i=1 |h 0,i | 2 = N t and A = P s N t .
From (25) and (30), B can be expressed as
and the expected value of X can be evaluated as
where f Y (x) is the probability density function of Y. Note that Y, similarly to X , follows sum of square Rayleigh distribution. Therefore, its CDF, F Y (x) can be obtained by replacing b i with c i into (26), where the probability density function (PDF) can be evaluated as
By substituting (37) into (36), and carrying out the integration, we get
By substituting (38) into (34), we obtain
Finally, by substituting (33) and (39) into (31), we get (16) . This concludes the proof.
