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(Представлено членом-кореспондентом НАН України А.В. Анiсiмовим)
Дослiджуються асимптотичнi властивостi -класифiкатора, що не вимагає попере-
дньої iнформацiї про розподiл або форму роздiлової кривої. Побудовано математичний
апарат для розв’язання багатокласових задач розпiзнавання з неелiптичним розподiлом
даних на основi методу мажоритарного голосування. Дослiджено процедуру визначе-
ння форм роздiлових кривих -класифiкатора по геометричнiй структурi даних, що
лежать в основi -схеми. Визначено умови, при яких -класифiкатор є асимптотично
еквiвалентним правилу Байєса.
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Постановка задачi. Дана робота присвячена дослiдженню результатiв узгодженостi -
класифiкатора, який описано в [1], а також визначенню умов, при яких запропоноване пра-
вило класифiкацiї буде асимптотично еквiвалентним правилу Байєса. Враховуючи той факт,
що дослiджуванi функцiї глибини є обмеженими, будемо вважати, що вони обмеженi. Ви-
значимо V (r1; r2) = 1, якщо r2 > d (r1) та V (r1; r2) = 0, якщо r2 6 d (r1) при r1; r2 2 [0; 1]
та  2 R0 . Вирази V (EH(z); EU (z)) та VM (EHn(z); EUm(z)) вiдповiдають -класифiкато-
ру та його емпiричному аналогу, що має таку форму при M = argminf	M ()g: a) якщо
EUm(z) > dM (EHn(z)), тодi z 2 U ; б) якщо EUm(z) < dM (EHn(z)), тодi z 2 H.
Коефiцiєнти помилкової класифiкацiї для V (EH(z); EU (z)) та VM (EHn(z); EUm(z)) мож-
на визначити таким чином:
	(V ) = p1PHfx : V (EH(x); EU (x)) = 1g+ p2PUfx : V (EH(x); EU (x)) = 0g (1)
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та
	M (VM ) = p1PHfx : VM (EHn(x); EUm(x)) = 1g+
+ p2PUfx : VM (EHn(x); EUm(x)) = 0g; (2)
де 	M (VM ) є умовною ймовiрнiстю помилкової класифiкацiї, коли EUm(X) та dM (EHn(X))
використовуються для класифiкацiї елемента X.
Властивостi -класифiкатора. Розглянемо функцiю V!(r1; r2) = !(r1), де змiнну !
будемо використовувати у якостi показника скiнченного об’єднання iнтервалiв [2]. Пiсля за-
стосування даної функцiї до (EH(x); EU (x)), класифiкацiя точки x вiдбуватиметься виклю-
чно на основi її глибини вiдносно H. Крiм того, пов’язана iз функцiєю ! помилка невiрної
класифiкацiї може бути визначена таким чином:
	(V!) = p1PHfx : V!(EH(x); EU (x)) = 1g+ p2PUfx : V!(EH(x); EU (x)) = 0g: (3)
Далi припустимо, що для a 2 R та 8 2 R0
PHfx : EU (x) = d (EH(x))g = PUfx : EU (x) = d (EH(x))g = 0; (4)
PHfx : EH(x) = ag = PUfx : EH(x) = ag = 0: (5)
Твердження 1 . 9V0 2 G, що 	(V0) = inf
V 2G
	(V ) при умовi, якщо H та U задоволь-
няють (4) та (5).
Теорема 1. Нехай EH() та EU () задовольняють асимптотичнiй збiжностi
sup
z
jEHn(z)   EH(z)j ! 0 та sup
z
jEUm(z)   EU (z)j ! 0 при min(n;m) ! 1, а також є
неперервними. Крiм того припустимо, що H та U задовольняють (4) та (5). Тодi 	M (V )
асимптотично сходиться до 	(V )приmin(n;m) ! 1для8 V 2 G.
Доведення. Розглядаючи майже напевну збiжнiсть послiдовностей, ми використаємо
теорему Скорохода в сенсi розподiльної збiжностi для побудови вiдповiдного представлення
емпiричних розподiлiв [3]. Припустимо, що випадковi вибiрки fZng та fXmg визначенi на
ймовiрнiсному просторi (E; ; "), а випадковiсть введених величин залежить вiд e 2 E.
Таким чином, ми приймаємо fZn(e)g та fXm(e)g для послiдовностей, а такожHen та U em для
емпiричних розподiлiв, що базуються на fZ1(e); : : : ; Zn(e)g та fX1(e); : : : ; Xm(e)g вiдповiдно.
Для спрощення запису введемо позначення 	eM та V
e
M .
Можна стверджувати, що 9 множина E0 2 , яка "(E0) = 1 та для 8" 2 E0 послiдовностi
функцiй розподiлу fHeng та fU emg сходяться до H та U вiдповiдно. Даний висновок слiдує
з r-вимiрної теореми Гливенко–Кантеллi, оскiльки min(n;m) ! 1. Тодi 9 такий ймовiр-
нiсний простiр (I; I; "I), що якщо e 2 E0, тодi 9 такi послiдовностi випадкових величин
fXe;Hn gn>0 та fXe;Um gm>0, що
а) розподiлом Xe;Hn є H
e
n, а розподiлом X
e;U
m –U
e
m для 8n, m = 1; : : :. Також розподiлом
Xe;H0 є H, а розподiлом X
e;U
0 –U .
б) послiдовностi fXe;Hn gn>1 та fXe;Um gm>1 сходяться майже напевно до випадкових ве-
личин Xe;H0 та X
e;U
0 вiдповiдно.
Наступнi результати мають мiсце при застосуваннi доданих послiдовностей теореми Ско-
рохода.
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Зазначимо, що множина E = E0
T
E1 має ймовiрнiсть 1, оскiльки E1 є множиною
одиничної ймовiрностi, в якiй збiжностi sup
z
jEHn(z) EH(z)j ! 0 та sup
z
jEUm(z) EU (z)j ! 0
задоволенi. Отже ми маємо
	eM (V ) = p1PHenfz : V (EHen(z); EUem(z)) = 1g+ p2PUemfz : V (EHen(z); EUem(z)) = 0g =
= p1"IfV (EHen(Xe;Hn ); EUem(Xe;Hn )) = 1g+ p2"IfV (EHen(Xe;Um ); EUem(Xe;Um )) = 0g =
=W en +Q
e
m: (6)
де e 2 E.
Крiм того, має мiсце така рiвнiсть:
jEHen(Xe;Hn )  EH(Xe;H0 )j = jEHen(Xe;Hn )  EH(Xe;Hn )j+ jEH(Xe;Hn ) EH(Xe;H0 )j =
=W en;1 +W
e
n;2:
(7)
Оскiльки точка e розглядається як така, що належить до E1, то fW en;1gn ! 0. Однак,
оскiльки e 2 E0, "I ас.!Xe;H0 , де Xe;Hn є випадковими величинами, що визначенi на I.
Отже, W en;2"I
ас.! 0, оскiльки EH є неперервною функцiєю. Використовуючи аналогiчний
пiдхiд до EUem(X
e;H
n ), ми отримуємо
(EHen(X
e;H
n ); EUem(X
e;H
n ))
ас.!(EH(Xe;H0 ); EU (Xe;H0 ))
вiдносно ймовiрностi "I. У даному випадку межею множини f(t; b) : V (t; b) = 0g є f(t; b) : t =
= d(b)g, коли V = Vd (d є многочленом) та множиною вигляду ffaig [0; 1] : i = 1; : : : ; f+1g,
коли V є показником об’єднання f iнтервалiв.
Тому, як слiдує з (4) та (5),
W en ! p1"IfV (EH(Xe;H0 ); EU (Xe;H0 )) = 1g = p1PH(z : V (EH(z); EU (z)) = 1g; (8)
оскiльки розподiлом Xe;H0 є H. Отже, результат має мiсце, оскiльки (8) виконується для
8e 2 E, що є множиною одиничної ймовiрностi. Теорему доведено.
Далi наведено лему 1, з якої слiдує, що VM
ас.!V0, де VM мiнiмiзує емпiричний коефiцiєнт
помилкової класифiкацiї, а V0 — множинний коефiцiєнт помилкової класифiкацiї.
Лема 1. Нехай VM = arg min
V 2G
f	M (V )g та V0 = arg min
V 2G
f	(V )g. Крiм того, нехай
асимптотична збiжнiсть розглядається, як
PHfx : VM (EH(x); EU (x))! V0(EH(x); EU (x))g = 1 (9)
та
PUfx : VM (EH(x); EU (x))! V0(EH(x); EU (x))g = 1: (10)
Тодi, якщо V0 є унiкальним, то VM
ас.!V0 при min(n;m) ! 1.
Доведення. Як слiдує з теореми 1, 9 така множина одиничної ймовiрностi E, що
	eM (V0)
ас:!	(V0) для 8e 2 E. Крiм того, E мiстить множину E0, в якiй виконується асим-
птотична збiжнiсть sup
z
jEHn(z)   EH(z)j ! 0 та sup
z
jEUm(z)   EU (z)j ! 0, а також має
мiсце теорема Скорохода [4].
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Розглянемо послiдовнiсть fV eMgM , де e 2 E є фiксованою точкою. Для доведення да-
ної леми необхiдно показати, що вся послiдовнiсть сходиться до E0. Дана збiжнiсть буде
мати мiсце, якщо кожна пiдпослiдовнiсть fV eMgM буде мiстити додаткову пiдпослiдовнiсть,
що сходиться до E0. Отже, розглянемо пiдпослiдовнiсть fV eMgM . Зазначимо, що дана пiд-
послiдовнiсть мiстить асимптотично збiжну пiдпослiдовнiсть. Позначимо границю збiжної
пiдпослiдовностi послiдовностi fV eMgM , як V e.
Розглядаючи послiдовнiсть f	eM (V eM )gM , ми маємо
	eM (V
e
M ) = p1"IfV eM (EHen(Xe;Hn ); EUem(Xe;Hn )) = 1g+
+ p2"IfV eM (EHen(Xe;Um ); EUem(Xe;Um )) = 0g; (11)
як i в доведеннi теореми 1.
Аналогiчним чином ми отримуємо, що
(EHen(X
e;H
n ); EUem(X
e;H
n ))
ас.!(EH(Xe;H0 ); EU (Xe;H0 )): (12)
Зазначимо, що збiжнiсть V eM ! V e означає, що V eM (EH(z); EU (z)) = 1 при умовi, якщо
V e(EH(z); EU (z)) = 1, а (EH(z); EU (z)) не належить межi множини fV e = 1g.
Розглядаючи асимптотичну збiжнiсть вiдносно ймовiрностi "I, ми отримуємо такi асим-
птотичнi збiжностi:
fV eM (EHen (X
e;H
n );EUem (X
e;H
n ))=1g ! fV e(EH(Xe;H0 );EU (Xe;H0 ))=1g (13)
та
fV eM (EHen (X
e;H
n );EUem (X
e;H
n ))=0g ! fV e(EH(Xe;H0 );EU (Xe;H0 ))=0g; (14)
оскiльки ймовiрнiсть того, що Xe;H0 належить межi fV e = 1g дорiвнює нулю.
З рiвностi (11) та теореми Лебега про мажоровану збiжнiсть слiдує, що 	eM (V
e
M ) !
! 	(V e) для точки e, оскiльки всi випадковi величини є додатними та обмеженими 1 [5].
Крiм того, в данiй точцi e має мiсце збiжнiсть 	eM (V0)
ас:!	(V0), та як e 2 E.
Таким чином, 	(V e) = 	(V0), оскiльки
	(V0) = lim	
e
M (V0) > lim	eM (V eM ) = 	(V e) > 	(V0); (15)
що слiдує з визначення V0 та V eM . Отже, V
e = V0, враховуючи унiкальнiсть V0. Лему до-
ведено.
Далi наведемо основний результат роботи.
Теорема 2. Припустимо, що p1 = p2, а функцiї щiльностi h1() та h2() з H та
U вiдповiдно мають вигляд hi(z) = vijij 1=2fi((z   "i)0 1i (z   "i)) з h1() = h2() та
1 = 2, де i = 1; 2. Якщо 1 = (1; 0; : : : ; 0), а функцiя глибини, що використовується
в алгоритмi класифiкацiї є глибиною Махаланобiса, напiвпросторовою глибиною, симплi-
цiальною глибиною, або проекцiйною глибиною, тодi ми маємо, що 
(	M (VM ))! 	(V1)
при min(n;m) ! 1.
Доведення. З леми 1 слiдує, що VM
ас.!V1 при min(n;m)!1. Крiм того, V0 = V1 .
Зазначимо також, що
j	M (VM ) 	(V1)j 6 p1
Z
jfVM (EHn (x);EUm (x))=1g   fV1 (EH(x);EU (x))=1gjh1(x) dx+
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+ p2
Z
jfVM (EHn (x);EUm (x))=0g   fV1 (EH(x);EU (x))=0gjh2(x) dx: (16)
З теореми Лебега про мажоровану збiжнiсть маємо
j	M (VM ) 	(V1)j ас.! 0 (17)
приmin(n;m)!1. Даний результат має мiсце при об’єднаннi емпiричних функцiй глибини
з множинними функцiями глибини з майже напевною поточковою збiжнiстю. Остаточний
результат маємо при повторному застосуваннi теореми Лебега про мажоровану збiжнiсть.
Теорему доведено.
Враховуючи припущення теореми 2, можна стверджувати, що правило Байєса еквiва-
лентно такiй схемi: 1) якщо EU (z) > EH(z), тодi z належатиме U ; 2) якщо EU (z) < EH(z),
тодi z належатимеH. Таким чином,	(V1) вiдповiдає байєсiвському ризику. Отже, на основi
заданих припущень можна стверджувати, що запропонований -класифiкатор еквiвален-
тний правилу Байєса.
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Асимптотические свойства -классификатора для многоклассовых
задач распознавания с неэллиптическим распределением данных
Исследуются асимптотические свойства -классификатора, который не требует предва-
рительной информации о распределении или форме разделительной кривой. Построен ма-
тематический аппарат для решения многоклассовых задач распознавания с неэллиптиче-
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ским распределением данных на основе метода мажоритарного голосования. Исследована
процедура определения форм разделительных кривых -классификатора по геометрической
структуре данных, лежащих в основе -схемы. Определены условия, при которых -клас-
сификатор является асимптотически эквивалентным правилу Байеса.
Ключевые слова: правило Байеса, -классификатор, асимптотическая сходимость.
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The asymptotic properties of a -classiﬁer for multiclass recognition
problems with non-elliptic distribution of data
The asymptotic properties of a -classiﬁer that does not require a priori information about the
distribution or shape of a dividing curve are studied. A mathematical apparatus is built to solve
multiclass recognition problems with a non-elliptic distribution of data on the basis of the majority
voting method. The procedure is studied to determine the shapes of dividing curves of a -classiﬁer
by the geometric structure of data that are the basis of the -scheme. The conditions, under which
the -classiﬁer is asymptotically equivalent to the Bayes rule, are deﬁned.
Keywords: Bayes rule, -classiﬁer, asymptotic convergence.
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