BIOREL: The benchmark resource to estimate the relevance of the gene networks  by Antonov, Alexey V. & Mewes, Hans W.
FEBS Letters 580 (2006) 844–848BIOREL: The benchmark resource to estimate the relevance
of the gene networksq
Alexey V. Antonova,*, Hans W. Mewesa,b
a GSF National Research Center for Environment and Health, Institute for Bioinformatics, Ingolsta¨dter Landstraße 1, D-85764 Neuherberg, Germany
b Genome-Oriented Bioinformatics, Wissenschaftszentrum Weihenstephan, Technische Universita¨t Mu¨nchen, 85350 Freising, Germany
Received 1 December 2005; revised 12 December 2005; accepted 27 December 2005
Available online 18 January 2006
Edited by Lukas HuberAbstract The progress of high-throughput methodologies in
functional genomics has lead to the development of statistical
procedures to infer gene networks from various types of high-
throughput data. However, due to the lack of common stan-
dards, the biological signiﬁcance of the results of the diﬀerent
studies is hard to compare. To overcome this problem we pro-
pose a benchmark procedure and have developed a web re-
source (BIOREL), which is useful for estimating the
biological relevance of any genetic network by integrating dif-
ferent sources of biological information. The associations of
each gene from the network are classiﬁed as biologically rele-
vant or not. The proportion of genes in the network classiﬁed
as ‘‘relevant’’ is used as the overall network relevance score.
Employing synthetic data we demonstrated that such a score
ranks the networks fairly in respect to the relevance level.
Using BIOREL as the benchmark resource we compared the
quality of experimental and theoretically predicted protein
interaction data.
 2006 Federation of European Biochemical Societies. Published
by Elsevier B.V. All rights reserved.
Keywords: High-throughput data; Biological relevance;
Gene network bias; Gene networks1. Introduction
The complex functions of a living cell are carried out
through the concerted activity of many genes. Cells exhibit
complex interacting behavior that is in general not predict-
able from the properties of individual system components
alone. Gene networks provide a system view at the level
of gene activities. Recent developments in high-throughput
methodologies lead to the generation of a massive amount
of data that can be used to decipher gene functional rela-
tions. Methods that combine such measurements are suitable
to increase the selectivity and sensitivity of the prediction of
functional associations.
Several publications describe the development of statistical
methods to analyze diﬀerent types of high-throughput data.
For example, these challenges motivated eﬀorts in the ﬁeld
of expression data analysis, to further extend the theory ofq Availability: BIOREL is available at: http://mips.gsf.de/proj/biorel.
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doi:10.1016/j.febslet.2005.12.101clustering (e.g. [1]), Bayesian networks (e.g. [2]), auto-regres-
sive models (e.g. [3]), state-space models (e.g. [4]) and graphical
Gaussian models (e.g [5]). A number of computational ap-
proaches have been proposed to predict protein–protein inter-
actions using high-throughput protein–protein interaction
data [6,7]. This list of procedures is not comprehensive as the
ﬁeld develops dynamically and new mathematical frameworks
to infer networks from diﬀerent kind of high-throughput data
continue to appear.
However, independent of the data type and statistical
methodology used to infer gene networks, a common task
is to translate the identiﬁed relations among genes into a
biological context. One of several motivations is a better
understanding of the biological phenomena reﬂected by gene
interactions in the inferred network. Such analyses can re-
veal the nature of gene interactions and lead to deeper
understanding of network biology. The other motivation of
such analyses is to benchmark. Almost all studies related
to this issue claim that a proposed procedure to infer a net-
work performs better then others previously reported. How-
ever, in most cases there was no comparison of the overall
relevance of the inferred network. The superiority was usu-
ally proven only by selecting a small subnetwork (most fre-
quently a subnetwork related to some metabolic pathway)
and subsequent manual analyses of the enrichments of edges
between genes known to be biologically related. This step
was done via tedious searches through the literature and a
number of public databases (e.g. [8,9]) and motivated us
to develop automatic methods that could help in the biolog-
ical interpretation and the benchmarking of gene networks
inferred from high-throughput data.
In this study, we systematically explore the biological rel-
evance of the network inferred from protein–protein interac-
tion data by BIOREL, our recently developed procedure to
estimate the bias of a genetic network on the whole genome
scale. BIOREL is able to infer the bias/relevance score which
shows the correspondence between gene associations in the
network and information extracted from diﬀerent biological
databases. We use the term ‘‘bias score’’ when referring to
any kind of bias in the network like, for example, ‘‘sequence
similarity’’ bias. The term ‘‘relevance score’’ is used only for
biases related to gene functional classiﬁcation information
[9]. As it is shown below the score inferred by BIOREL
can be used to rank networks with respect to the bias level.
Therefore, our system can serve as a benchmark resource in
assessing the biological relevance of the network extracted
from high-throughput data by diﬀerent statistical methodol-
ogies.blished by Elsevier B.V. All rights reserved.
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2.1. The principle to infer the network bias score
A bias in the network related to some category can be deﬁned as an
enrichment (compared to the null hypotheses) of associations in the
network between genes sharing such category. However, the quantita-
tive estimation of the network bias is a complex problem and so far
there were no tools developed for this purpose. The estimation of
enrichment (related to some category) in a set of genes selected from
a reference set is a much easier problem where well developed statisti-
cal tools can be applied (this is the standard statistical model referred
to as sampling without replacement). Comparing the probability of
occurrence for some category in a selected group and in a reference
set one can estimate the statistical enrichment in the group of genes re-
lated to the category at hand and, thus, quantitatively estimate the bias
of the gene selection procedure.
Such a schema cannot be directly applied to evaluate the overall bias
in the network. It is unclear what is a reference set or a selected group.
However, considering only one gene (let us denote it as gene X) from
the network, we can regard genes that are connected to gene X (ini-
tially, let us consider binary networks only) as selected group and all
genes from the network as a reference set. Therefore, we can estimate
the enrichment of associations for one gene (gene X) by a standard
schema. Additionally, by estimating the statistical signiﬁcance of the
enrichment we can classify whether or not the associations of gene X
are biased at a chosen signiﬁcance level. The same procedure can be
applied to each gene from the network and a proportion of genes in
the network classiﬁed as biased can be computed. We propose to use
this score as a measure of the overall network bias.
In the previous passage it was demonstrated how the problem of net-
work bias evaluation can be decomposed into the set of standard prob-
lems. In the common case to estimate the statistical signiﬁcance of the
enrichment one applies standard statistical tests (hypogeometric, bino-
mial). However, if the network is not binary, e.g., the edges of the net-
work are weighted, to estimate the bias of gene X associations we need
to solve a more general problem. The edge weight can be treated as an
indicator of the probability for corresponding gene to be selected (in
the standard binary case, the edge weight can be 1 (selected) or 0
(not selected)). In this situation standard statistical tests (hypogeomet-
ric, binomial) are inapplicable. To estimate the bias for the case of
weighted edges, we propose to use the correlation technique.
Let us strictly formulate the problem. We have a set of genes and
each gene belongs to one or several categories. This information is
known a prior, e.g. the reference (category) matrix xki is deﬁned where
index i runs over all genes and index k runs over all categories. The val-
ues of xki need not necessarily to be binary and can be treated as prob-
ability (indicator of probability) of gene i to belong to category k. We
have a procedure (let us refer to it as gene selection) which based on
some external information (independent of xki ) assigns a value yi indi-
cating the probability of gene i to be involved in some biological pro-
cess. We need to know whether or not there is any bias in thegene
selection procedure related to the known information which is con-
tained in matrix xki . This is a standard formulation of the problem with
the exceptions that both xki and yi are not necessarily binary.
In the standard case to estimate the statistical signiﬁcance of the
enrichment the number of times a category k was selected from the ref-
erence set is considered as random value with known distribution. The
form of the distribution is assumed to be hypergeometric/binomial or
estimated based on bootstrap simulations. In the case when either xki or
yi are not necessarily binary we cannot use this approach. Instead we
need to use a function cðxki ; yiÞ which reﬂects statistical relations be-
tween the variables xki (index k is ﬁxed to one category) and yi. Let
us remind that for binary xki and yi this function is a simple scalar prod-
uct:
P
ix
k
i yi (if gene i is selected and possessed the category k then
xki yi ¼ 1, in all other cases xki yi ¼ 0, and thus summing over all genes
will yield the number of times genes with category k were selected).
In the general case we will use the correlation function c ¼Piðx^ki y^iÞ
which is also a scalar product but of centered and normalized variables
(x^ ¼ ðx xÞ=kx xk, where x mean and iÆi norm). Because both xki and
yi were centered and normalized, the correlation function is insensitive
to the amplitude of the variables variation and captures only a com-
mon trend. If there is a systematic functional link between variables
xki and yi then it will be reﬂected by higher values of correlation (in
comparison to the random link). The form of the distribution for value
c can be estimated from bootstrap simulations.We can also test the enrichment not only related to one independent
category but also the enrichment corresponding to a complex category
which is modeled by a linear combination of categories ðwi ¼
P
akxikÞ.
For this purpose, we need to solve the regression problem
yi ¼
P
akxik þ b0 þ ek and use the multiple correlation coeﬃcient R
as a quantitative measure of multiple correlation. The multiple corre-
lation coeﬃcient is an analog of the pairwise correlation and reﬂects
the maximum correlation level between yi and wi ¼
P
akxik . The coef-
ﬁcients ak reﬂect the impact of variable (i.e. category) k in explanation
of variable yi corresponding to the maximum correlation between yi
and wi. A complex category wi ¼
P
akxik in some cases can reﬂect
the interactions between diﬀerent categories in the network.
Let us consider an illustrative example. Assume we have several bin-
ary nonintersecting categories, e.g. the intersection between sets of
genes belonging to any two categories is empty. In this case the com-
plex category wi ¼
P
akxik with coeﬃcients ak = 1 corresponds to the
category which is a union of categories. It might happen that there is
no statistical signiﬁcant enrichment corresponding to any one cate-
gory. On the contrary, the complex category representing a union of
several categories may be enriched and the enrichment will be veriﬁed
by the multiple regression technique and missed by the standard anal-
ysis. In more general cases the analyses of coeﬃcients ak can lead to a
deeper understanding of the interconnections (in the analyzed net-
work) between categories considered to be independent.
Above we have described how the problem of network bias estima-
tion can be decomposed into several standard problems to estimate the
category enrichment in a set of genes. We also proposed to use a
regression technique to estimate the enrichment in the general (not bin-
ary) case. Next we give a formal description of BIOREL algorithms to
infer bias score of the gene network. The gene network whose bio-
logical relevance should be quantiﬁed will be referred to as target
networks.
For each gene X from the target network the following procedure is
applied. The information from knowledge databases is formalized in a
referencematrix xik (index i runs over all genes from the target network,
index k runs over all categories employed for analysis). The association
of gene X in the target network is formalized by variable yi. Using the
standard regression technique ðyi ¼ akxik þ b0 þ ekÞ the multiple corre-
lation coeﬃcient Ry is calculated. The value of Ry can vary from 1 (per-
fect match between target network and reference matrix) to 0 (the
absence of any correlation).
The estimation of statistical signiﬁcance of Ry is based on the follow-
ing assumption and procedure. We assume that an observed value Ry
under the null hypothesis follows some distribution, f. Let Rz be a ran-
dom variable following the distribution f. We seek to estimate the P
value, p = Pr(Rz P Ry). Let R1z ; . . . ;R
j
z; . . . ;R
n
z be sorted (descending
order) n independent draws from f, obtained by computer simulation.
Let r = #{j:Rz P Ry} (i.e., the number of simulated statistics Rz great-
er than or equal to the observed statistic Ry). The value p = r/n is used
as an estimate of the P value. To get simulated statistics Rz the random
value zi (random analog of yi which represents associations of gene X
in the random network) is generated and Rjzðzi ¼ akxik þ b0 þ ekÞ is
computed. The procedure for the random network is repeated n times
(n = 2000, for BIOREL web version) . The associations of gene X are
classiﬁed as biased if the estimate of the P value for Ry (p = r/n) is
greater than the Pbias chosen signiﬁcance level (Pbias > p).
The procedure is repeated for each gene from the network. Let us
denote N+ the number of genes in the network classiﬁed as biased
and N the total number of genes in the network. The overall network
bias score is deﬁned as N+/N (the proportion of genes in the network
with signiﬁcantly biased associations). The score shows how many
genes in the network inferred by a given statistical/experimental meth-
od is expected to have biased associations (at a given signiﬁcance level)
in relation to known database information.
Two alternatives are realized to generate the random value zi. In
both cases the topology of the target network is preserved and only
genes in the nodes are per mutated, e.g. the gene indexes i of the value
yi is permutated while the values itself remains constant. In the ﬁrst
case genes are permutated only from the target network. In the second
case the permutation involves the whole set of genes from the analyzed
organism. The diﬀerence between random models allows evaluating
the bias introduced by the target network set of genes.
Along with the bias score of the target network the set of genes with
signiﬁcantly biased associations is identiﬁed. For each gene the set of
categories that make major contributions in an explanation of its asso-
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Fig. 2. The bias score (computed by BIOREL) in the synthetic data is
plotted against parameter a. The bias score is a proportion of genes in
the network with signiﬁcantly (P < 0.01) biased associations.
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signiﬁcantly over- or under-represented among gene associations in
the network. The overall statistics of such categories in the network
provides information on the kind of gene interactions that prevail in
the target network.
2.2. Database information used in BIOREL
In this section we will outline the principles used to infer the refer-
ence (gene category information) matrix ðxki Þ from information avail-
able from diﬀerent databases. In general BIOREL can employ and
integrate any kind of information related to gene biological role/activ-
ity. In the web version, BIOREL employs FunCat [9] as core database.
The FunCat is an annotation scheme for the functional description of
proteins. Taking into account the broad and highly diverse spectrum of
known protein functions, the FunCat consists of 28 main functional
categories (or branches) that cover general ﬁelds like cellular transport,
metabolism and cellular communication/signal transduction. The main
branches exhibit a hierarchical, tree like structure with up to six levels
of increasing speciﬁcity. In total, the FunCat includes 1307 functional
categories.
Each of the functional categories is assigned to a unique two-digit
number. The upward context of the hierarchical tree consists of the
preﬁx of the preceding nodes, located in the upper levels in the hierar-
chy. The levels of categories are separated by dots, e.g. 01 metabolism is
a representative of the highest level, and 01.01.03.02.01 biosynthesis of
glutamate belongs to the most speciﬁc level of FunCat.
The reference matrix ðxki Þ is inferred based on the principle: if gene i
is annotated as the gene from FunCat category k then xki equals 1 and 0
otherwise. The hierarchical tree like structure of FunCat presumes a
hierarchical organization of the reference matrix, e.g. the set of non-
zero elements of columns generated by very speciﬁc categories (e.g.
01.01.03.02.01 biosynthesis of glutamate) are a subset of the set of non-
zero elements related to columns generated by corresponding unspe-
ciﬁc categories (e.g. 01 metabolism). Such hierarchical organization
of the reference matrix along with multiple regression technique allows
BIOREL automatically to establish the level of resolution between
functional categories in the target network.
In addition to FunCat one can easily integrate other sources of bio-
logical information. For example, we can employ sequence similarity
information. In this case for each gene X we add a column to the ref-
erence matrix ðxki Þ corresponding to the category ‘‘sequence similarity
to gene X’’. The values in the column are equal to the sequence similar-
ity score between gene X and gene i. Using this information we test by
BIOREL whether or not the interacting genes in the network share se-
quence similarity and quantitatively measure such network bias. In the
same style we integrated other types of biologically important informa-
tion like protein domain composition or gene neighborhood informa-
tion (physical distance between genes on the chromosome).
2.3. Benchmarking BIOREL on synthetic data (Saccharomyces
cerevisiae)
To test the ability of BIOREL to infer the bias of gene networks
we initially assessed the data with known and varied biases. For this
purpose artiﬁcial target gene networks for S. cerevisiae with built-in
bias related to FunCat categories were synthesized. The edge weights
in the synthetic gene networks were generated such that they follow
two normal distributions: EdgeWeight1  N1(E1,SD1) and Edge-
Weight2  N2(E2,SD2) where E1 and E2 correspond to the two means
and SD1 and SD2 correspond to the standard deviations. We used the
ﬁrst distribution to generate the edge weights between gene pairs α < 0 .5 0.5< α < 2
E1E 2 
A B
Fig. 1. Statistical model used to generate synthetic data. The edge weight i
generate such weight for relevant (left curve)/irrelevant (right curve) associasharing the same FunCat [9] category. In the current context only
these relations were considered as ‘‘relevant associations’’. The sec-
ond distribution was used to generate the edge weights for all other
gene pairs. We name these relations ‘‘irrelevant associations’’.
Several synthetic networks corresponding to diﬀerent values of nor-
mal distributions parameters were generated. Parameters E1 and E2
(E1 > E2) were ﬁxed and parameters SD1 = SD2 = SD = a(E1  E2)
were varied (a = 0.2, 0.5, 1, 1.2, 1.4, 1.5, 2, 3). In the generated net-
works the signal to noise ratio was controlled by the value
I = (E1  E2)/SD = 1/a. The diﬀerence between edge weights of rele-
vant/irrelevant associations ranged (Fig. 1) from complete separation
(a < 0.5, I > 2) to almost inseparable (a > 2, I < 0.5). In the completely
separable case (A) the weight for any relevant association is greater
than for any irrelevant association. For the partially separable case
(B) there are some irrelevant edges with weights greater than some
relevant ones. The proportion of such edges depends on parameter
a. For the inseparable case (C) there is no diﬀerence between the edge
weights of relevant/irrelevant associations in the synthetic network.
Thus, the built-in bias in the generated data varied from maximal pos-
sible to zero.
The bias of each generated dataset was assessed by BIOREL. TheF-
unCat data was used to generate a reference matrix. In Fig. 2, the bias
score is plotted against the value of parameter a.
At low noise levels (a < 0.5, I > 2) the relevance score converges
approximately to 0.7. This value is the share of annotated genes for
S. cerevisiae genome in FunCat and represents the maximal possible
bias (all annotated genes had signiﬁcantly biased associations in the
corresponding synthetic network). From Fig. 2 we can also derive that
if the relevance score of the network is greater then 0.5 then we expect
the value of a to be less then 1. The relevance score between 0.1 and 0.4
means that 1 < a < 2. For a > 2 (I < 0.5) we expect no diﬀerence be-
tween relevant/irrelevant edge weights and, therefore, no bias in the
data.
The results clearly demonstrate that BIOREL correctly ranks the
datasets according to the value of built-in bias. Thus, it can be used
for systematic benchmarking purposes to evaluate the relevance/biases
of the gene networks.α > 2
C
s increasing along the horizontal axis and the probability (density) to
tion in the synthetic network is shown.
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Recently, systematic identiﬁcations of protein interactions in
S. cerevisiae have been conducted using high-throughput tech-
niques such as yeast two-hybrid screening methods [10,11].
These experimental approaches have generated enormous
amounts of data and are valuable resources for studying pro-
tein interactions. Some recent studies suggested that these
methods suﬀer from high false positive and false negative rates
owing to their technical limitations [12]. For example, the false
negative rate of the yeast two-hybrid assay used to construct S.
cerevisiae interaction maps has been estimated to be >70% [6].
The complementary computational methods capable of accu-
rately predicting interactions between proteins through inte-
grated analysis of data from multiple sources was proposed
and claimed to be a better alternative [6,7]. This motivated
us to compare the quality of experimental and theoretically
predicted data.
3.1. PPI two hybrid data
We analyzed gene networks extracted from protein–protein
interaction (PPI) data yielded in two hybrid high-throughput
experiments for S. cerevisiae genome. We analyzed two pub-
licly available datasets produced by diﬀerent groups. It is
widely accepted that interactions which are detected simulta-
neously by independent experimental groups are more reli-
able. We investigated the bias of the overlapped network
constructed from interaction pairs that were detected in both
analyzed sets.
The PPI data of [10] contain information about 4549 puta-
tive two-hybrid interactions among 3276 genes (referred to as
Ito). The PPI data of [11] contain information about 957 puta-
tive interactions involving 1004 genes (referred to as
Uetz). The overlapped network contained 343 interactions
involving 268 genes. The standard output of the BIOREL sys-
tem for all three cases is available on the web site (see EXAM-
PLES section). The relevance score at the signiﬁcance level
(P < 0.01) for Ito and Uetz networks was 10% and 18%,
respectively, while the overlapped network relevance was
approximately 30%. These results suggest that the increased
bias detected is reﬂective of the likely increased reliability in
the overlapped network.
The size (268 genes) of the overlapped network is notably
smaller compared to Ito and Uetz networks. To support that
the eﬀect of the increased bias of the overlapped network is a
consequence of increased reliability of selected interactions
we randomly selected subnetworks of size 268 genes from both
Ito and Uetz networks. We consequently removed genes (the
gene was selected randomly) from the network until its size
was equal to 268. We applied the procedure 10 times to the
Ito network ending with 10 random independent subnetworks.
The same was repeated for the Uetz network. The relevance
score for each subnetwork was computed by BIOREL. The rel-
evance score at the signiﬁcance level (P < 0.01) for Ito and
Uetz subnetworks was approximately 7 ± 4% and 15 ± 4%,
respectively (the score was averaged across subnetworks). As
one can see the score of the randomly selected subnetwork
was approximately the same (or even slightly lower on aver-
age) as the score of the corresponding network. Therefore,
the eﬀect of the increased relevance of the overlapped network
can be attributed only to the principle of selection of the inter-
acting pairs.Along with biological relevance we evaluated the bias in PPI
data related to sequence similarity or partial similarity (do-
mains) of interacting proteins. For this reason we repeated
the evaluation with only two knowledge modules: sequence
similarity (SS) and InterPro domain (IPD). We found a strong
bias in the data. At the signiﬁcance level (P < 0.01) the bias
score for Ito, Uetz and the overlapped network was 5%, 10%
and 15%, respectively. These results partially reﬂects the higher
than expected number of interacting pairs of paralogous pro-
teins in PPI networks previously reported in [13].
3.2. Assessment of relevance of predicted protein interactions
Several methods have been proposed to predict protein
interactions in S. cerevisisae on the basis of domain–domain
interactions. In these methods, proteins are characterized by
one or more domains and each domain is responsible for a spe-
ciﬁc interaction with another domain. The domain pairs that
are highly correlated with interacting protein pairs are identi-
ﬁed using experimental data. Deng et al. [6] estimated the
probabilities of domain–domain interactions using experimen-
tal two hybrid PPI data from [11,10]. The information was fur-
ther used to predict interacting protein pairs that contain
interacting domain pairs. Because domains are likely to be evo-
lutionarily conserved, information from multiple organisms
may be integrated together to improve the estimation of do-
main–domain interaction probabilities. Liu et al. [7] incorpo-
rated information on PPI experimental data from three
organisms, S. cerevisiae [10,11], Ceanorhabditis elegans and
Drosophila melanogaster and claimed improvement of the reli-
ability of predicted interacting protein pairs.
We downloaded protein–protein interactions predicted by
Deng (http://www.cmb.usc.edu/msms/ProteinInteraction/) and
Liu (http://bioinformatics.med.yale.edu/interaction/). In both
cases for each predicted protein interacting pair the conﬁdence
score was supplied. The score varied on the scale from 1 (highest
conﬁdence) to 0 (lowest conﬁdence). In both cases we restricted
the PPI networks to protein pairs predicted with high conﬁ-
dence scores (>0.9). The resulting Deng PPI network contains
about 9700 interactions among 2638 genes andLiu PPI network
contains about 700 interactions among 390 genes. Using BIO-
REL we assessed the biological relevance of predicted PPI data.
The relevance score at the signiﬁcance level (P < 0.01) for Deng
and Liu networks was 7% and 7% respectively.
3.3. Comparative analyses
As one can see from the functional bias (the bias related to
the interactions between proteins known to be functionally re-
lated) is substantially higher for experimentally inferred data.
In general, the interacting protein should not necessarily share
the same function but the functional bias is a good indicator of
data quality [14]. BIOREL results also suggest that the quality
of prediction (at least the biological relevance of the data) is
not increasing by integration of PPI data from several organ-
isms as it was claimed in [7]. This example demonstrated
how BIOREL can be used as a common benchmark to test
the reliability of statistical and experimental methodologies.4. Discussion
The development of high-throughput technologies leads to
increase of statistical methodologies to infer gene functional
848 A.V. Antonov, H.W. Mewes / FEBS Letters 580 (2006) 844–848relations has generated the need for bioinformatics approaches
to assess the biological relevance of gene networks and to de-
velop a common benchmark procedure. Although several tools
have been proposed for analyzing the enrichment of functional
categories in a list of genes, none of them are applicable for
evaluating the biological relevance of gene network. Such eval-
uation is related to the analysis of the functional bias intro-
duced by gene associations in the network. Unlike most
similar services on the web the BIOREL is able to analyze
not just a list of genes but a network. The weights of the edges
in the network may be either binary or continuous.
BIOREL is a web resource that can serve as a common
benchmark to estimate the eﬃciency of the statistical method-
ology to infer biologically relevant gene networks. The poten-
tial application of the BIOREL system ranges from various
benchmarking purposes to systematic analysis of the network
biology. BIOREL can be ﬂexibly extended to incorporate
any other type of information relevant for functional interac-
tion such as literature data, protein complex information and
the like.
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