Abstract. We consider discrete analogues of fractional Radon transforms involving integration over paraboloids defined by positive definite quadratic forms. We prove that such discrete operators extend to bounded operators from p to q for a certain family of kernels. The method involves an intricate spectral decomposition according to major and minor arcs, motivated by ideas from the circle method of Hardy and Littlewood. Techniques from harmonic analysis, in particular Fourier transform methods and oscillatory integrals, as well as the number theoretic structure of quadratic forms, exponential sums, and theta functions, play key roles in the proof.
Introduction
The focus of this paper is a family of discrete Radon transforms along paraboloids, with singularities of subcritical degree. These belong to the world of fractional integral operators, which in the classical setting of R k are defined most simply by
f (x − y) |y| kλ dy, with 0 < λ < 1. The Hardy-Littlewood-Sobolev theorem states that when 1 < p < q < ∞ and 1/q = 1/p − (1 − λ), I λ extends to a bounded operator from L p (R k ) to L q (R k ). The discrete analogue of this operator may be defined for a (compactly supported) function f :
where n ∈ Z k and 0 < λ < 1. An elementary comparison argument shows that as a consequence of the boundedness of the original operator I λ , the discrete operator I λ extends to a bounded operator from p (Z k ) to q (Z k ) for all 1/q ≤ 1/p − (1 − λ) with 1 < p < q < ∞; moreover, this result is sharp (see Proposition a of [6] ).
Simple comparison arguments are no longer as useful for variants of I λ of the form
where n ∈ Z k2 , 0 < λ < 1, and P is a polynomial map from Z k1 to Z k2 ; this is now a discrete analogue of a fractional Radon transform. If P is a one-to-one mapping, comparing I P λ to its continuous analogue again shows that I P λ maps p (Z k2 ) to q (Z k2 ) boundedly for 1/q ≤ 1/p − (1 − λ) with 1 < p < q < ∞ (see Proposition b of [6] ).
That this is not in general sharp may already be seen in the one-dimensional case k 1 = k 2 = 1 with P (m) = m s , s ≥ 2 an integer. Then the operator
is expected to be bounded from p (Z) to q (Z) whenever p, q satisfy the two conditions (i) 1/q ≤ 1/p − (1 − λ)/s, (ii) 1/q < λ, 1/p > 1 − λ. This is only known in full for s = 2, due to work of Stein and Wainger [6] , [7] , Oberlin [4] , and Ionescu and Wainger [2] . For s ≥ 3 only significantly weaker results are known for I s λ , and its behavior is closely linked to major unsolved problems in number theory (precisely, Hypothesis K * of Hardy and Littlewood and certain aspects of Waring's problem; see [6] and [5] ). It is the quadratic nature of the argument in I 2 λ (and hence of its Fourier multiplier) that makes this operator approachable while higher degree operators are not.
1.1. The main theorem. In this paper we prove results for a broad class of discrete fractional Radon transforms of the form (3) that retain the key quadratic nature of I 2 λ while introducing new number theoretic features and expanding the underlying space to higher dimensions.
Let Q 1 , Q 2 be positive definite quadratic forms in k variables with integer coefficients, and define for any (compactly supported) function f : Z k+1 → C the operator (5) J Q1,Q2,λ f (n, t) =
where n ∈ Z k , t ∈ Z, and 0 < λ < 1. We prove the following theorem for the operator J Q1,Q2,λ : Theorem 1. Let λ k = 0 for k = 1, 2 and λ k = k/(2k + 2) for k ≥ 3. For any k ≥ 1 and λ k < λ < 1, the operator J Q1,Q2,λ extends to a bounded operator from p (Z k+1 ) to q (Z k+1 ) if and only if p, q satisfy
Specifically, for such p, q, ||J Q1,Q2,λ f || q (Z k+1 ) ≤ A p,q ||f || p (Z k+1 ) , where the constant A p,q depends on k, Q 1 , Q 2 , p, q, λ.
For the remaining values of λ in dimensions 3 and higher, interpolation yields a partial result: Corollary 1.1. For k ≥ 3 and 0 < λ ≤ λ k , J Q1,Q2,λ extends to a bounded operator from p (Z k+1 ) to q (Z k+1 ) if p, q satisfy
Theorem 1 is sharp in dimensions k = 1, 2 for all 0 < λ < 1. For dimensions k ≥ 3, Theorem 1 is sharp in the range λ k < λ < 1, but for 0 < λ ≤ λ k , the condition (i) in Corollary 1.1 is weaker than the condition predicted by the continuous analogue, which is (i) in Theorem 1.
In the case of k = 1 with Q 1 (x) = Q 2 (x) = x 2 , the result of Theorem 1 follows from work of Stein and Wainger [6] , [7] , Oberlin [4] , and Ionescu and Wainger [2] . In particular, the methods presented here in the higher dimensional setting are inspired by the beautiful ideas underlying the results of [7] . In general, note that any two positive definite forms Q,Q in k variables are comparable, in the sense that there exist constants c 1 , c 2 > 0 such that c 1 Q(x) ≤Q(x) ≤ c 2 Q(x). As a result, the ( p , q ) operator norms of J Q1,Q,λ and J Q1,Q,λ are equivalent (up to constants); hence it would suffice to state Theorem 1 in the case where the quadratic form in the denominator is the familiar form | · | 2 given by the Euclidean norm. However, the ability to choose the quadratic form in the denominator freely will play an important role in the method of proof; in keeping with this flexibility, we state the theorem in greatest generality. Finally, we note that J Q1,Q2,λ may be seen as a translation invariant model of a discrete analogue of fractional integration on the Heisenberg group; the author will address the latter quasi-translation invariant operator in a later paper.
It is illustrative to compare Theorem 1 to the (L p , L q ) behavior of the continuous analogue of J Q1,Q2,λ . Even in the Euclidean setting, fractional integral operators over submanifolds are not yet completely understood; in particular it is not known precisely how the (L p , L q ) inequalities of such operators depend on the specific geometry of the underlying submanifold. However, one special case that is understood is that of fractional integration along a paraboloid in R k , given by
for 0 < λ < 1. In the case k = 1, Christ [1] proved sharp results for J λ via a Littlewood-Paley decomposition. His methods may be extended to higher dimensions and more general positive definite quadratic forms in k variables, resulting in the following: let Γ be the closed triangle in [0, 1] 2 defined by the vertices (0, 0),
) precisely for those pairs p, q such that (1/p, 1/q) ∈ Γ and 1/q = 1/p − k k+2 (1 − λ).
1.2.
Outline of the proof. The proof of Theorem 1 uses techniques from the circle method of Hardy and Littlewood, theta functions, and exponential sums, as well as more classical analytic techniques of complex interpolation, Fourier transform methods, and oscillatory integral estimates. Because of the intricacy of the method, we outline the main ideas of the proof here, before turning to a technical presentation.
Proof that conditions (i) and (ii) in Theorem 1 are necessary for the ( p , q ) boundedness of the operator follows from facts about the average number of representations of a positive integer by a given positive definite quadratic form; see the appendix in Section 7. The main difficulty lies in proving the sufficiency of conditions (i) and (ii).
By choosing the quadratic form Q 2 to equal Q 1 , we may immediately reduce consideration to an operator of the form
Since it is translation invariant, J λ is a Fourier multiplier operator,
where the multiplier
(Here we abuse notation slightly by writing the spectral variables in the order (θ, φ), where θ corresponds to t and φ to n; this is motivated by the privileged role θ plays, due to the quadratic nature of its coefficient in the phase of m λ .) We will show that the multiplier m λ may be approximated (up to acceptable error) by the multiplier
is a twisted theta function defined for z ∈ C, φ ∈ [0, 1] k and absolutely convergent for (z) > 0. Here we have used the fact that we chose Q 2 = Q 1 = Q in order to write m λ in the form ν λ .
We proceed by decomposing the multiplier ν λ in two ways, first as a sum over dyadic portions of the integral (10), and second, in terms of the Diophantine properties of the spectral variables θ and φ, according to "major" and "minor" arcs. Intuitively, when θ may be closely approximated by a rational number a/q where 1 ≤ a ≤ q, (a, q) = 1, and q is "small," θ is said to lie in a major arc, and otherwise θ lies in a minor arc. In this way J λ may be decomposed on the spectral side into an infinite family of "major" and "minor" operators, each with certain useful arithmetic properties.
Ultimately, after a careful parameterization of the major arcs, this results in a representation (up to acceptable error) of the contribution of the major arcs to the operator J λ as an infinite sum of a family of operators
in which each component is defined by a corresponding Fourier multiplier B λ (s; θ, φ),
(A similar decomposition holds for the contribution of the minor arcs to J λ , and a procedure similar to that described below is followed.) It is then sufficient to show for each index s ≥ 0 that for all appropriate λ, p, q,
for some δ(λ) > 0, resulting in a finite ( p , q ) norm for the sum (12). Our approach to proving (13) is by complex interpolation of the operators B λ,s in the region −2/k ≤ (λ) ≤ 1; our argument elaborates upon the basic principles underlying the results of [7] . Specifically, we prove bounds of the following form: there exist nontrivial constants α, β > 0 such that for λ = 1 + iγ with γ = 0,
and for λ = −2/k + iγ,
If the growth due to 2 +βs is sufficiently small with respect to the decay provided by 2 −αs , complex interpolation results in a bound of the form (13) for λ in a sufficiently large range to prove Theorem 1.
The ( 2 , 2 ) bounds of the form (14) on the line (λ) = 1 follow from ∞ bounds for the corresponding multipliers B λ (s; θ, φ). On the line (λ) = −2/k, the original operator J λ is not easily interpreted, and certainly does not exhibit bounded behavior; however, each individual piece B λ,s within the decomposition may be bounded from 1 to ∞ , albeit with visibly exponential growth in the norm. Interestingly, these ( 1 , ∞ ) bounds follow from estimates not for the size of the multipliers B λ (s; θ, φ) but of their Fourier coefficients; these estimates in particular must be handled with great care.
Along the way, complications arise due to the singularity of certain oscillatory integrals, forcing us to adopt a substantially more intricate decomposition than indicated in the simplistic representation (12), but this outlines the main framework of the proof. Throughout, the beautiful structure of the theta function Θ Q (y+iθ, φ) shines through. In particular, the theta function provides a transformation law (effectively the Jacobi inversion formula) that allows us to separate each multiplier B λ (s; θ, φ) into an arithmetic part and an integral, depending explicitly on the approximation of θ by a rational number a/q and of φ by a k-tuple of rational numbers (b 1 /q, . . . , b k /q). The aim, on both the line (λ) = 1 and the line (λ) = −2/k, is to extract optimal cancellation from both the arithmetic part (an exponential sum) and the integral.
Discrete fractional integral operators of the form J λ defined in (7) and the more general form I P λ defined in (3) are closely related to translation invariant discrete singular Radon transforms of critical degree defined by
where K is a Calderón-Zygmund kernel on R k1 and P = (P 1 , . . . , P k2 ) is a polynomial mapping from Z k1 to Z k2 . A recent deep result of Ionescu and Wainger [2] proves that T P is bounded on p (Z k2 ) for all 1 < p < ∞, with operator norm dependent only on p, the dimension k 1 , and the degree of the polynomial P . This result will play a role in the proof of Theorem 1, but it also highlights a contrast between ( p , q ) results for discrete fractional Radon transforms, such as J λ , and ( p , p ) results for Radon transforms with singularities of critical degree, such as T P .
Indeed, it might appear at first glance that 2 bounds of the form (14) should already be known from the work of Ionescu and Wainger on T P . Superficially this is true-however, in the case of T P , it was sufficient to prove bounds of the form (14) with arbitrarily small decay exponent α with respect to s. In contrast, in our application we must extract maximal decay in s in order to counteract the growth present in the accompanying bounds (15). This explains the care with which we must treat each and every estimate that arises, which might otherwise seem unnecessarily parsimonious. Furthermore, this is the reason that the result of Ionescu and Wainger holds for operators T P with a polynomial map P of any degree, while Theorem 1 considers only quadratic forms: due to the demands of the interpolation argument, we require optimal (square-root) cancellation in certain exponential sums, which in this setting is only available in the quadratic case.
1.3. Outline of the paper. In Section 2 we fix notation and prove several number theoretic lemmas on exponential sums and theta functions associated to the quadratic form Q. In Section 3 we decompose the operator J λ dyadically and according to major and minor arcs. However, singularities of certain integrals cause us to adopt a more complicated double decomposition of the major arc operators, which we motivate in Section 3.6. We then carry out this double decomposition and proceed to estimate the resulting multipliers in Sections 4, 5 and 6. In an appendix in Section 7 we record examples that show that conditions (i) and (ii) of Theorem 1 are necessary for the ( p , q ) boundedness of the operator.
Note. This is a corrected version of the original paper, which appeared in Duke Math. Journal 161 no. 
where
, we will denote by fn 2 (n 1 , θ) the "partial" Fourier transform with respect to the variable n 2 alone, where n 1 ∈ Z k1 and θ ∈ [0, 1] k2 . Given a positive definite quadratic form Q in k variables with integer coefficients, we may write Q(x) = t Ax, where A is a real, positive definite, k × k symmetric matrix with integer entries and even diagonal entries. We assume Q acts nontrivially in all k variables, i.e. is of rank k, so that A is invertible; moreover, there exists an orthogonal matrix P and a diagonal matrix D such that A = P t DP . We define the adjoint quadratic form to Q by Q * (x) =
. In number theoretic terms, the quadratic form |x| 2 is quite special, but it arises in analytic problems as the most familiar case, and thus we will refer to it in this paper as the generic quadratic form. We will also use A to denote a constant (possibly dependent on the dimension k), which may change from one occurrence to the next; it will be clear from context whether A denotes the matrix or a constant.
2.2. Gauss sums. An important aspect of the method we present involves extracting arithmetic information from Fourier multipliers in the form of exponential sums, and then harvesting cancellation from these sums. In particular, we will require the Gauss sum defined in terms of a positive definite quadratic form Q by
where the notation r (mod q) k (or equivalently r ∈ (Z/qZ) k ) indicates the collection of k-tuples r = (r 1 , . . . , r k ) with each 1 ≤ r j ≤ q. Similarly, r ≡ a (mod q) k with r, a ∈ Z k indicates that for each 1 ≤ j ≤ k, r j ≡ a j (mod q). The classical bounds we require are as follows (see also Lemma 20.12 of [3] ):
where the constant c Q depends only on Q and k. Furthermore, for any
To prove (18), we square the sum, noting that if A is the matrix representing Q then:
It remains to count the number of u (mod q)
Recall that by definition u runs modulo q in each coordinate, so if each coordinate must be divisible by the integer q/d, there are at most d choices for each coordinate, and hence d k choices for u in total. But recall furthermore that d|δ, and hence d ≤ δ, so there are at most δ k choices of u such
Taking square roots, this yields a bound of size | det A| k/2 q k/2 for S Q , proving (18). For the second bound (19), we first expand the Gauss sum, obtaining
The innermost sum over b contributes q k if r ≡ −l 2 (mod q) k and vanishes otherwise, so that (21) equals
This is trivially bounded by q k+1 in absolute value, and this completes the proof.
Theta function of a quadratic form.
Recall the twisted theta function associated to the positive definite quadratic form Q, defined by
k . This is absolutely convergent for (z) > 0 and uniformly convergent in closed half-planes (z) ≥ δ > 0. The key identity we require for Θ Q (y + iθ, φ) is essentially the Jacobi inversion formula, specialized according to the approximation of θ, φ by rational numbers.
To derive this, write m = lq + r in the definition of Θ Q (z, φ), where l ∈ Z k , r ∈ (Z/qZ) k , so that
Applying Poisson summation to the function pair
one obtains for real z = y > 0 that
where Q * is the adjoint quadratic form to Q. This identity continues to hold for all (z) > 0 by analytic continuation, using the principal branch of the logarithm to define z −k/2 . Recalling the definition (17) of the Gauss sum S Q , the lemma then follows immediately from (23) and (24).
3.
A basic decomposition for J λ 3.1. Main proposition. We now turn to the proof proper of Theorem 1. In order to prove the theorem it is sufficient to prove the following proposition.
That this is sufficient may be seen by standard interpolation arguments, which we outline briefly. Recall the result of Ionescu and Wainger [2] that discrete singular Radon transforms of the form (16) are bounded operators on p for 1 < p < ∞. When (λ) = 1 with (λ) = 0, J λ is of this form, and hence is bounded on p for all 1 < p < ∞. Complex interpolation of this result with Proposition 3 for the family of operators e ). For k = 1, 2 the allowed range is 2/(k + 4) < λ < 1. The value λ = 2/(k + 4) is the "crossover point" at which condition (ii) in Theorem 1 becomes more restrictive than condition (i). For k = 1, 2, to complete the proof of Theorem 1 in the region 0 < λ ≤ 2/(k + 4), it suffices to obtain all pairs (1/p, 1/q) satisfying condition (ii). We may do this by interpolating the result of Proposition 3 for λ = 2 k+4 + with the trivial 1 → ∞ bound for J λ on the line (λ) = 0, and then using the inclusion principle for p spaces, namely q2 ⊂ q1 if q 2 < q 1 , and finally taking adjoints. For k ≥ 3, to obtain Corollary 1.1, we follow the same procedure but interpolate the result of Proposition 3 for λ = k 2k+2 + with the trivial 1 → ∞ bound for J λ on the line (λ) = 0. In this respect we note that 1 − ( k+2 k )λ is the linear function in λ that equals k k+2 (1 − λ) when λ = k 2k+2 and equals 1 when λ = 0. Note that we could prove the result of Theorem 1 for all 0 < λ < 1 and all k ≥ 3 if we could extend the validity of Proposition 3 to 2 k+4 < λ < 1 for all k ≥ 3. 3.2. Dyadic decomposition of the multiplier. To prove the main proposition, we begin by reducing the multiplier of J λ to the integral form (10), which we then decompose dyadically. Recall from (9) that J λ has Fourier multiplier
The identity
with c k,λ = (2π) kλ/2 /Γ(kλ/2), allows us to write
where Θ 0 (z, φ) = Θ Q (z, φ) − 1, and Θ Q is the theta function (22). The portion of the integral over [1, ∞) has absolutely convergent Fourier series and hence the operator with multiplier corresponding to this integral is bounded from p to q for 1 ≤ p ≤ q. Furthermore, in the portion of the integral over [0, 1] , introducing the m = 0 term of the theta function contributes only an O(1) error term to the theta function, which will be subsumed by the error E λ encountered later (see equation (29)). Thus it is sufficient to consider the multiplier
which we further decompose as ν λ = ∞ j=1 ν λ,j , where
3.3. Major and minor arcs. Our goal is to decompose the multiplier according to the Diophantine properties of the spectral variables (θ, φ). We will do so by decomposing the unit cube [0, 1] × [0, 1] k into major and minor arcs, following the nomenclature of the circle method. By Dirichlet's approximation principle, given any N ≥ 1, for every θ ∈ [0, 1] there exist integers a, q with 1 ≤ q ≤ N , 1 ≤ a ≤ q and (a, q) = 1, such that
For each j indexing a dyadic range of the multiplier ν λ,j (θ, φ), we will apply this principle (with N = 2 j/2 ) to choose a rational approximation to θ. Moreover, we will define the major arcs (for that fixed j) to correspond to those θ approximated by a rational a/q with q small (specifically 1 ≤ q ≤ 2 j/2−10 ) and the minor arcs to be the complement of the collection of major arcs (for that fixed j). In fact, it will be convenient to use two parameters: j, indexing the dyadic decomposition of the multiplier integral, and s, indexing dyadic ranges of denominators q.
Precisely, we define the major arcs for each j as follows: for 0 ≤ s ≤ j/2 − 10, 2 s ≤ q < 2 s+1 , 1 ≤ a ≤ q with (a, q) = 1, and
Later we will let M j (a, b; q) stand for the union over s ≤ j/2 − 10 of M j,s (a, b; q). The minor arcs for each j, s are defined to be the complement of the union of the collection of major arcs (for that fixed j, s pair) in [0, 1] k+1 . We will always use the notation θ = a/q + α and φ = b/q + β, where b/q represents (b 1 /q, . . . , b k /q) and
k . We note that for fixed j but varying s, the major arcs are disjoint. For suppose j is fixed and consider M j,s1 (a 1 , q 1 ) and M j,s2 (a 2 , q 2 ), where s 1 = s 2 . Then if these two arcs intersected, they would intersect in all coordinates, and thus in particular in the first coordinate, and we would have
which is impossible since both s 1 , s 2 ≤ j/2 − 10.
On the other hand, later we will switch the order of summation, letting s run to infinity and summing over j ≥ 2s + 20. In this instance we will need to know that for fixed s but varying j the major arcs corresponding to a 1 /q 1 = a 2 /q 2 are disjoint. This is proved similarly: if s is fixed and M j1,s (a 1 , q 1 ) and M j2,s (a 2 , q 2 ) are given, where (a 1 , q 1 ) = (a 2 , q 2 ), then if the arcs intersected we would have
But both j 1 , j 2 ≥ 2s + 20, so this is impossible.
3.4. The approximate identity. We will now derive an approximate identity for the theta function Θ Q (z, φ) that will allow us to harvest the arithmetic information encoded in the rational approximations to θ, φ; this identity holds for (θ, φ) in either a major or a minor arc.
. . , k, we have:
where the remainder term is given by
Recall from Lemma 2 that Θ Q satisfies the transformation law
The main term of (28) is simply the m = 0 term; E λ (y + iθ, φ) comprises the remainder of the sum. Note that by the Gauss sum bound (18) of Lemma 1,
By a simple comparison we may replace the quadratic form Q * by the generic quadratic form | · | 2 , so that the sum over m = 0 is controlled by a product of sums,
where in each case not all m i are simultaneously zero. Recall that in either a major or minor arc, |α| ≤ q −1 2 −j/2 and |β i | ≤ c(2q) −1 , where c depends only on the dimension. Thus under the hypotheses of Proposition 4, q ≤ cy −1/2 and q|α| ≤ cy 1/2 and thus setting u = y/(q 2 (y 2 + α 2 )), it follows that u ≥ c · 1. Since in all cases at least one factor in (32) omits m i = 0, it follows that (32) is O(u −k/4 ). We record this for future reference as
(Note that this continues to hold under the slightly more general condition that |β i | ≤ 3/(4q), as we will assume later.) In conclusion,
and this completes the proof of Proposition 4.
3.5. A major/minor decomposition of the operator. We now define the multipliers according to the major/minor decomposition of Section 3.3. We begin by considering the multiplier M λ corresponding to the main term in the approximate identity (28) k . Using the notation θ = a/q + α, φ = b/q + β, the multiplier M λ is given by:
say. Summing first in j and using the support of the cut-off factors, we may write
where ρ(s, α) represents 2 −J where J is the largest j ≥ 2s + 20 such that |α| = |θ − a/q| ≤ 2 −j/2 2 −s , i.e. the largest j such that 2
Note that if the largest such j is smaller than 2s+20, the integral in (35) is regarded as vanishing. Furthermore, there is no finite "largest" such j precisely when α = 0; in this case we simply consider ρ(s, α) to be zero. Nevertheless, the statement (36) remains trivially true in this case (with the modification that the second inequality is not strict), so we retain this definition, as it is intuitively useful.
3.6. Motivation for the double decomposition method. Let us denote by B λ,s the operator defined for each s ≥ 0 by the Fourier multiplier B λ (s; θ, φ) given in (35). Our goal is now to prove two types of estimates for the family B λ,s , namely ( 2 , 2 ) estimates of the form (14) on the line (λ) = 1 and ( 1 , ∞ ) estimates of the form (15) on the line (λ) = −2/k. Here, as in the work leading to [7] , certain difficulties will cause us to proceed with yet a third type of decomposition: a double decomposition of the major arcs.
Let us first identify the difficulties that arise, and then turn to mediating them. Understanding the multiplier B λ (s; θ, φ) will ultimately come down to studying a multiplier of the form
For (λ) = 1, we would like to bound the multiplier L λ directly, and for (λ) = −2/k, we would like to obtain a bound for the Fourier transform of L λ . To show, rather imprecisely, why it is difficult to obtain good bounds for L λ , note that taking the Fourier transform with respect to β alone (see equation (54)) yields
Here we have used (36), so that ρ(s, α) ≈ 2 2s α 2 . To obtain a bounded function after taking the Fourier transform with respect to α, it would be sufficient to see that L λβ (α, η) is integrable with respect to α. But for (λ) = −2/k, the above integral is approximately of size χ(c2 2s α)α −2 2 −2s , and this is far from being integrable as a function of α near the origin.
One way to remedy this situation is to replace the lower limit ρ(s, α) in (37), which is quadratic in α, by something linear in α. One might then hope that the resulting Fourier transform in α would yield α −1+iγ , where γ = (λ) = 0, in place of α −2 , allowing one to proceed. Suppose, for example, we were able to reduce the situation to considering instead multipliers L r λ of the form
where r ≥ 1. Then for (λ) = 1, we would have approximately
This gives decay, as desired. On the other boundary line, (λ) = −2/k, taking the Fourier transform in β first, we obtain
We will show that one may disregard the contribution of the exponential factor with only minimal error, and hence this integral is well approximated, for λ = −2/k +iγ, by χ(2 r α)
This is now integrable in α near the origin, but we have introduced a growth factor of size 2 r . However, as we will see later, we could even accommodate growth of size 2 2r in this term and still obtain nontrivial decay via interpolation with the decay factor 2 −rk/2 that will ultimately come from (38). We will accomplish the transition from multipliers of the form L λ to multipliers of the form L r λ via a double decomposition of the major arcs, which will allow us to "slow down" the approach of ρ(s, α) to zero.
A double decomposition of the major arcs
We define a double decomposition of the major arcs M j (a, b; q) for each j by setting For r ≥ 1 we define:
For r = 0 we define:
Thus we obtain a decomposition of the multiplier M λ defined in (34), corresponding to the main term of Θ Q supported on the major arcs, as
Precisely, for 1 ≤ r ≤ j/2 − s, we define
Hereχ denotes the characteristic function of the interval (1/2, 1]. For r = 0, ν λ j,0,s (θ, φ) is defined similarly, but withχ replaced by χ [0, 1] . The function ψ q (β) is a smooth, even, non-negative cut-off function on R k with |ψ q | ≤ 1, such that ψ q (β) = 1 where −1/2q ≤ β i ≤ 1/2q, and vanishes outside the interval −3/4q ≤ β i ≤ 3/4q in each coordinate; we furthermore choose ψ q such that for φ in the unit cube,
We now wish to interchange the order of summation in j and s. Effectively, since the sum over 0 ≤ s ≤ j/2 − 10 is vacuous unless j ≥ 20, we have Define for each r, s, λ, the corresponding operator
Our goal is to prove the following explicit version of the main proposition, Proposition 3:
Proposition 5. For each r ≥ 0, s ≥ 0, and for an appropriate analytic function A(λ), for (λ) = 1,
and for (λ) = −2/k,
As a consequence, for all 2/(k + 4) < λ ≤ 1 and 1/p + 1/p = 1 with
This interpolation is sharp with respect to s, in the sense that given the two bounds (44) and (45), the interpolated exponents decay only in the range 2/(k+4) < λ ≤ 1, and for no smaller λ. (However, for r alone, as noted previously, it would be sufficient to prove a bound on (λ) = −2/k with growth 2 2r in place of 2 r .) We will later obtain similar results for the multipliers incorporating the remainder term of the theta function on the major arcs, and the full theta function on the minor arcs.
4.1.
The main term supported on the major arcs: r ≥ 1. We will prove Proposition 5 first for r ≥ 1 and handle the case r = 0 separately in Section 4.2. In fact, we will further reduce our consideration to the case r ≥ 10; the cases 1 ≤ r ≤ 9 are handled in exactly the same manner but with slightly different notation, due to the summation over j ≥ 2s + 20 for these cases. Thus fix r ≥ 10. Consider
For fixed r, θ and a fixed pair a, q, the cut-off factorχ(2 −r 2 j |θ − a/q|) guarantees that only one j in the sum will appear non-vacuously, namely that j such that 2 −j−1 < 2 −r |θ − a/q| ≤ 2 −j . Furthermore, the supports of translates ofχ(2 −r 2 j |θ|) by distinct pairs a 1 /q 1 , a 2 /q 2 are disjoint, for if not, we would have
which is impossible, since by assumption j ≥ 2s + 2r.
4.1.1. Multiplier bounds on (λ) = 1. We will first bound ν λ r,s on the line (λ) = 1. Recall from Lemma 1 that for each triple a, b, q arising in ν λ r,s ,
Next we extract decay in r from the integral in (46). For fixed θ, a, q set α = θ −a/q and let j(α) be the single j that appears in the sum, i.e. such that
Then the integral corresponding to j(α) is of magnitude
As a result of (48), this is bounded by
for (λ) = 1. Using the decay (47) from the Gauss sum (as well as the disjointness as a, q vary of the supports of theχ factors and the condition (41) on sums of ψ q ), we obtain for (46) the bound:
This proves (44).
4.1.2.
Fourier coefficient bounds on (λ) = −2/k. Next we consider ν λ r,s on the line (λ) = −2/k. Here we would like to bound, for an appropriate analytic function A(λ), the Fourier coefficients of A(λ)ν λ r,s (θ, φ). This requires a more intricate analysis.
The presence of the cut-off functionsχ and ψ q allows ν λ r,s to be extended to a periodic function on all of R k+1 , so that the Fourier coefficients are well-defined. In general, let c l (g) represent the l-th Fourier coefficient of a function g on [0, 1] k+1 , where l = (l 1 , l 2 ) ∈ Z × Z k . First note that bounds for the Fourier coefficients are indeed sufficient to prove the bound (45) for the operator A(λ)V λ r,s . For indeed (ignoring A(λ) for the moment),
Therefore, if |c l1,l2 (ν 
Note that by making the change of variables θ → θ + a/q, φ → φ + b/q, we have reserved the arithmetic quantities a, b, q from the Fourier coefficient of µ λ r,s , so as to exploit this in bounding the resulting exponential sums. Applying the bound (19) to the sum over a, b of the Gauss sum and exponential factors, (51) becomes
Due to the small support ofχ and ψ q , we may in fact compute the Fourier transform instead of Fourier coefficients. In particular,
and since ψ q is smooth, its Fourier transform is uniformly in L 1 , so (53) will imply (45) if we can boundμ λ r,s (l 1 , l 2 ) by O(2 r ) uniformly in l 1 , l 2 . Note that the following identity holds:
this is obtained simply by diagonalizing the quadratic form Q * and computing the Fourier transform of the resulting product of Gaussians. As a result, first taking the Fourier transform of µ λ r,s with respect to φ alone gives
notice the factor of (y + iθ) k/2 in the denominator of (52) has conveniently been cancelled. Interestingly, we have now effectively taken two Fourier transforms, once in the transformation law for Θ Q , and a second time here; thus we have passed from Q to Q * and now back again to Q. Now we will show that we can disregard the exponential factor e −2πQ(η)y in (55) with acceptable error, using the rule of thumb that an exponential factor e −x may be approximated by x −1 if x > 1 and by 1 if x ≤ 1. Thus in (55), first suppose that j is such that 2 −j Q(η) > 1. Then taking the Fourier transform with respect to θ of these terms in (µ λ r,s )φ(θ, η), we obtain (56)
By the approximation e −2πQ(η)y ≤ (2πQ(η)y) −1 , the inner integral is bounded by
for (λ) = −2/k. Therefore (56) is bounded by (57)
We now consider the remaining j in (55), for which 2 −j Q(η) ≤ 1. Then
so after taking the Fourier transform with respect to θ, the error of replacing the exponential factor e −2πQ(η)y by 1 in these terms in (55) is of size (58)
Thus, finally, we are left with the terms in (55) with j such that 2 −j Q(η) ≤ 1, but with the exponential factor e −2πQ(η)y replaced by 1. We compute the Fourier transform of these terms in (µ λ r,s )φ(θ, η) with respect to θ:
Now we consider two further cases: temporarily let ξ = ξ + Q(η) and first suppose that 2 −j 2 r |ξ | > 1; then these j contribute (by calculating the integral directly)
again using the fact that (λ) = −2/k.
For those j such that 2 −j 2 r |ξ | ≤ 1, we replace e −2πi2 −j 2 r ξ θ by 1 in (59), which introduces an error of size O(2 −j 2 r |ξ ||θ|), which contributes
Thus finally we are left with those j in (59) for which 2 −j 2 r |ξ | ≤ 1, with the exponential replaced by 1. These terms contribute
This sum behaves like O(
), which has a pole as λ approaches −2/k. Thus we must introduce the analytic function A(λ) = 2 1+kλ/2 − 1; multiplying (61) by A(λ), it is then bounded by A2
r . In conclusion, we have shown that (with the introduction of the analytic function A(λ)) all the terms inμ λ r,s are bounded by A2 r , and hence in (53),
2s . Therefore, we may conclude that
for (λ) = −2/k, which completes the proof of Proposition 5 for r ≥ 1.
4.2.
The main term supported on the major arcs: r = 0. The term ν λ 0,s must be handled separately due to subtle considerations near the origin. Recall that
Here r(α) plays the role that ρ(s, α) played previously, i.e. r(α) denotes 2 −J where J is the largest j such that |α| = |θ − a/q| ≤ 2 −j . Thus in particular we may say that |α| ≤ r(α) < 2|α|. As before, we use the convention that r(α) = 0 if there is no finite largest such j (i.e. precisely when α = 0, in which case this relation, with non-strict inequalities, holds vacuously). We also use the convention that the above integral vanishes if r(α) ≥ 2 −2s−19 . We now prove the bounds of Proposition 5 for the operator V λ 0,s , defined by
4.2.1.
Multiplier bounds on (λ) = 1. We first consider the case (λ) = 1. We will replace the factor (y + iα) −k/2 by y −k/2 for y ≥ r(α), using the expansion
The first term leads to an integral in (63) of the form (65)
We now consider two cases: for Q * (β) > y, we make the approximation
Then the contribution to the integral (65) from this portion is at most
If y ≥ Q * (β) then we approximate the exponential in (65) by replacing it by 1. This introduces an error of size
which in magnitude is
since trivially y 2 + α 2 ≥ y 2 . Now recall that in the range of the integral in (65), y ≥ r(α) ≥ |α|, thus (66) is in fact O(Q * (β)/y). Placing this estimate in the integral (65), we obtain a contribution from the error for y ≥ Q * (β) of at most
Thus finally we consider the case where y ≥ Q * (β) and we have replaced the exponential factor in (65) by 1:
where λ = 1 + iγ. Putting all of these estimates together, the integral in the multiplier ν λ 0,s resulting from the main term of the expansion (64) for (y + iα)
is uniformly bounded by A(1/|γ| + 1). We now consider the contribution of the remainder term in the expansion (64) (which is present only if α = 0). This is of magnitude
Recalling that |α| ≤ r(α) < 2|α|, this term is O(α(2 2s+19 − α −1 )), and since the factor χ [0,1] (2 2s+19 |θ − a/q|) forces |α|2 2s+19 ≤ 1, this term is O(1), uniformly in α. (A more rigorous analysis may be performed for α arbitrarily close to the origin by redefining for every > 0 the arc closest to the origin by
Repeating the above analysis for the multiplier E corresponding to the remainder term O(αy −k/2−1 ), supported on the arc M 0 j, (a, b; q), again leads to an O(1) bound, uniform in .)
Thus in all cases we have bounded the integral in (63) by O(1/|γ| + 1). We now use (18) of Lemma 1 to bound the contribution of the Gauss sum, and by the disjointness of the major arcs we see that for (λ) = 1,
−sk/2 (1/|γ| + 1).
Thus (choosing the analytic function A(λ) to include the factor 1 − λ as well), the operator V λ 0,s has the bound
for (λ) = 1.
4.2.2.
Fourier coefficient bounds on (λ) = −2/k. We now consider the case (λ) = −2/k, for which we will bound the Fourier coefficients of A(λ)ν λ 0,s by O(2 2s ), for an appropriate analytic function A(λ). As before, because of the compact support of ν λ 0,s in θ and φ, we may compute the Fourier transform directly; also as before we pull out the exponential factors e −2πil1a/q and e −2πil2·b/q so as to include them in the Gauss sum. Recall from (19) of Lemma 1 that (67)
This is the total growth we can allow in the Fourier coefficient c l (ν λ 0,s ), thus it remains to show that for every l = (l 1 , l 2 ), the remaining part of the Fourier coefficient, namely c l (ψ q (·)µ λ 0,s (·, ·)), is uniformly bounded, where
Recall that r(θ) is 2 −J where J is the largest j such that |θ| ≤ 2 −j . Since φ q is a smooth function, it suffices to show thatμ λ 0,s is uniformly bounded. Taking the Fourier transform first in φ, we obtain (up to a constant)
Then, taking the Fourier transform with respect to θ, and using a dyadic decomposition of the resulting integral,
In particular, for each dyadic integral with m fixed, 2 −m ≤ |θ| ≤ 2 · 2 −m and hence r(θ) = 2 · 2 −m in the innermost integral. This is very useful, as we can now switch orders of integration.
We now consider two types of index m: first suppose that 2 m ≤ |ξ |, where as before ξ = ξ + Q(η). These terms contribute 
For m such that 2 m > |ξ |, we will replace e −2πiθξ by 1, with an error of size 2π|θ||ξ |, which error gives a contribution to (68) of size
Thus finally we consider m such that 2 m > |ξ |, but with e −2πiθξ replaced by 1, which contribute to (68):
We now further distinguish between two cases with respect to Q(η) in (70). Suppose first that 2 −m Q(η) ≥ 1. Then for y in the range of the integral, we can make the approximation |e −2πQ(η)y | ≤ (2πQ(η)y) −1 , yielding
Next suppose that 2 −m Q(η) < 1. Then there exists m 0 ≤ m such that
and we break the integral in (70) into two parts, in place of the first integral.) In the first of the two integrals on the right hand side of (71) we approximate the exponential by 1, making an error of size O(Q(η)y), so that the total contribution of this integral to (70) is (72)
We reserve the evaluation of the first term in (72) until later. Making the change of variables u = Q(η)y in the error term of (72), it is of size
But by assumption, u ≤ 1 in the range of the integral, so that u −1 ≤ u −2+δ for any 0 < δ < 1. Thus the error term in (72) is bounded above by
In the second integral on the right hand side of (71), Q(η)y ≥ 1, so that we estimate the exponential by (Q(η)y) −1 rather than by 1; thus the contribution of this portion of (71) to (70) is of size
Finally, all that remains is the estimation of the first term in (72), which contributes to (70) the quantity (73)
This last sum has a singularity at λ = −2/k, and thus we take our analytic function to be A(λ) = 2 1+kλ/2 −1. We may then conclude that A(λ)μ for (λ) = −2/k. This completes the proof of Proposition 5 in the case r = 0, and hence concludes our discussion of the multiplier corresponding to the main term of Θ Q supported on the major arcs.
The contribution of the remainder term on the major arcs
It remains to consider two more portions of the multiplier ν λ (θ, φ) defined in (25): that arising from the remainder term E λ (y + iθ, φ) of the theta function supported on the major arcs, and that arising from the theta function Θ Q (y + iθ, φ) (with the main term and the remainder term taken together) supported on the minor arcs. For both of these remaining components we will not require the double decomposition of the major arcs introduced in Section 4; instead, we merely use the original major/minor decomposition introduced in Section 3.3, with major arcs M j,s (a, b; q) defined as in (27). (We retain the smooth cut-off ψ q defined in (41) to demarcate the arcs with respect to the variable φ.)
We first consider the contribution of the remainder term E λ (y + iθ, φ) in the approximate identity for the theta function Θ Q , which we recall is defined in (29)
We define E λ to be the operator with Fourier multiplier corresponding to this term, supported on the major arcs. Recall that in the original major/minor decomposition of Section 3.3, for each fixed j we performed a dissection of the unit interval of level 2 j/2 , and then defined the major arcs by taking q ≈ 2 s and letting s range up to s ≤ j/2 − 10. For each j, s pair, let χ Mj,s (θ, φ) denote the characteristic function of the union of all the major arcs for that fixed j, s pair. Then let E λ,j,s be the operator with Fourier multiplier
This time we will sum first in s and then in j, defining the remainder term operator by
where E λ,j has multiplier E λ,j = s≤j/2−10 E λ,j,s . We will prove the following analogue of the main Proposition 3:
where α 1 = 1, α 2 = 1 + for any > 0, and α k = 1/2 + k/4 for k ≥ 3. As a consequence, for all max(2/(k + 4), k/(2k + 2)) < λ ≤ 1 and 1/p + 1/p = 1 with
for some δ(λ) > 0.
5.1.
Multiplier bounds on (λ) = 1. Recall from Proposition 4 that for 2 −j ≤ y ≤ 2 −j+1 and θ, φ in a major arc associated to a, b, q,
Applying this in E λ,j,s ,
Since E λ,j is a finite sum over s ≤ j/2 − 10, and since for a fixed j, the major arcs as s varies are disjoint, we obtain the result of Proposition 6 for (λ) = 1.
5.2.
Fourier coefficient bounds on (λ) = −2/k. For (λ) = −2/k, it is sufficient to show that for all l = (l 1 , l 2 ) the Fourier coefficient
We can compute the Fourier coefficient directly as
We first consider the contribution from the Gauss sum. Summing first in b shows that
where δ q (r + l 2 ) = 1 if and only if r + l 2 ≡ 0 (mod q) k . Thus (79) is O(1) and therefore
We will bound the Fourier coefficient of W trivially by the L 1 norm of W . We first note that (81)
Bounding the sum over m by
Hence, using the small supports of the χ, ψ q factors as well as the fact that q ≈ 2 s ,
. Finally, using this in (80) and summing trivially over a, q and then over s ≤ j/2−10, we obtain
where α 1 = 1, α 2 = 1 + for any > 0, and α k = 1/2 + k/4 for k ≥ 3. This completes the proof of Proposition 6.
The contribution of the minor arcs
We now turn to the contribution to the multiplier ν λ (θ, φ) of the theta function supported on the minor arcs. The minor arcs, the complement of the major arcs, are described by those θ such that if |θ − a/q| ≤ 1/(q2 j/2 ) for some (a, q) = 1, then 2 j/2−10 < q ≤ 2 j/2 . Recall from (26) that the original dyadic multiplier is defined
where Θ Q (y +iθ, φ) may be expressed as in (28) as the sum of a main term and a remainder term. Let V λ m,j be the operator with Fourier multiplier χ mj (θ, φ)ν λ,j (θ, φ), where χ mj represents the characteristic function of the union of the minor arcs for that fixed j. We will prove the final remaining case of the main Proposition 3:
6.1. Multiplier bounds on (λ) = 1. For (λ) = 1, we will bound Θ Q by (86)
where y ≈ 2 −j , θ = a/q + α, φ = b/q + β. In fact, by the usual bound (18) for the Gauss sum and the fact that in the minor arcs q > 2 j/2−10 , it is immediate from (28) that the main term of Θ Q is bounded by 6.2. Fourier coefficient bounds on (λ) = −2/k. For the bound (85) we will show that |c l (χ mj ν λ,j )| ≤ A2 jα k for all l = (l 1 , l 2 ). It is simplest to do this indirectly: let M j denote the union of the major arcs for a fixed j, so that χ mj = 1 − χ Mj , where χ mj and χ Mj are the characteristic functions of the minor and major arcs for that fixed j, respectively. Then (88) |c l (χ mj ν λ,j )| ≤ |c l (ν λ,j )| + |c l (χ Mj ν λ,j )|.
We will bound each of the terms on the right hand side of (88) separately. It may seem counterintuitive that we no longer require a double decomposition to bound the major arc contribution c l (χ Mj ν λ,j ). However, note that in the present argument we accept a relatively large bound on the line (λ) = −2/k, because we have a good bound of size 2 −kj/4 on the line (λ) = 1. This good bound relies crucially on the fact that we are considering minor arcs, which allows us to use a lower bound on q to obtain the bound (86) for Θ Q ; clearly such a lower bound does not hold in the major arcs.
We bound the first term on the right hand side of (88) trivially. Recall that by the definition of the theta function, ν λ,j (θ, φ) = the Fourier coefficient otherwise vanishes. We now turn to the contribution of the major arcs in (88); here we use the approximate identity for Θ Q as in Proposition 4. We first consider the contribution of the main term; this has an l = (l 1 , l 2 ) Fourier coefficient of (91) (y + iθ) k/2 dy.
Since χ, ψ q restrict the support of the integrand to a unit cube, we may again take the Fourier transform rather than computing Fourier coefficients. Also, since ψ q is smooth, it suffices to boundμ λ . As usual, we proceed to take the Fourier transform in φ first, yielding (92) µ λφ (θ, η) = χ(2 j/2 2 s θ) We now use this, along with the Gauss sum bound (19) for the sum over a, b in ( 
for any > 0. All that remains is to compute the contribution of the error term E λ (y +iθ, φ) on the major arcs to the Fourier coefficient c l (χ Mj ν λ,j ). But this known to be O(2 jα k ) by precisely the computation we already performed in Section 5.2. Thus we obtain the bound (85) for ||V m,j f || ∞ as desired. This completes our discussion of the minor arcs. Taken together, Propositions 5, 6, and 7 prove the main proposition, Proposition 3, and this completes the proof of Theorem 1.
Appendix: Necessary conditions
In this appendix we provide examples showing that conditions (i) and (ii) are necessary for the ( p , q ) boundedness of the operators J Q1,Q2,λ considered in Theorem 1; we again take advantage of the flexibility to choose Q 2 = Q 1 , which we now denote simply by Q.
7.1.
Representations by quadratic forms. We will require a simple result on the average number of representations of a positive integer by a quadratic form. Given a positive definite quadratic form Q in k variables with integer coefficients, let r Q,k (n) denote the number of representations of n by Q, and set A Q,k (N ) = N n=1 r Q,k (n).
Lemma 8. There exist positive constants C 1 , C 2 , dependent on Q, such that
This is a simple consequence of the comparability of Q to the generic form | · | 2 , for which a more precise statement holds, namely:
This latter relation may be obtained simply by comparing the number of integer lattice points m ∈ Z k with |m| ≤ N 1/2 to the volume of the corresponding Euclidean ball of radius N 1/2 (see for example [8] ).
