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a b s t r a c t
The main aim of this paper is to apply the Legendre polynomials for the solution of the
linear Fredholm integro-differential-difference equation of high order. This equation is
usually difficult to solve analytically. Our approach consists of reducing the problem to a
set of linear equations by expanding the approximate solution in terms of shifted Legendre
polynomials with unknown coefficients. The operational matrices of delay and derivative
together with the tau method are then utilized to evaluate the unknown coefficients
of shifted Legendre polynomials. Illustrative examples are included to demonstrate the
validity and applicability of the presented technique and a comparison is made with
existing results.
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1. Introduction
Integro-differential equations have gained a lot of interest in many applications, such as biological, physical, and engi-
neering problems. The numerical methods for solution of Fredholm integro-differential equations have been investigated
in many studies [1–4].
In recent years, a lot of attention has been devoted to the study of differential-difference equations, i.e., equations
containing shifts of the unknown function and its derivatives, and also integro-differential-difference equations. For
instance, see [5–7]. These equations occur frequently as a model in mathematical biology and the physical sciences [8,9].
Also partial integro-differential equation is a goodmodel for viscoelasticity (see for example [10] and the references therein).
The interested reader can see [4,11–17] for more research works on the numerical solution of integral equations.
In this work, we develop a framework to obtain the numerical solution of the sth-order linear Fredholm integro-
differential-difference equation with variable coefficients
s∑
k=0
pk(x)y(k)(x)+
t∑
r=0
p∗r (x)y
(r)(x− τ) = f (x)+
∫ b
a
K(x, t)y(t − τ)dt, τ ≥ 0, (1)
with the mixed conditions
s−1∑
k=0
[αiky(k)(a)+ βiky(k)(b)+ γiky(k)(η)] = µi, i = 0, 1, . . . , s− 1, (2)
where pk(x), p∗r (x), K(x, t) and f (x) are known continuous functions. Here the real coefficients αik, βik, γik and µi are
appropriate constants. Note that η is a given point in the spatial domain of the problem. This problem has been recently
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considered by [9]. As described in [9], high-order linear Fredholm integro-differential-difference equations with variable
coefficients are usually difficult to solve analytically. In many cases, it is required to obtain the approximate solutions. In [9]
the authors approximate the unknown function y(x) by Taylor series and transform the equation and the given conditions
into thematrix equations. By solving a system of linear algebraic equations, the Taylor coefficients of the solution function is
obtained. Also a Taylor method has been extended to solve the Fredholm integro-differential equations [18]. The interested
reader can see [19,20] for more published research works in the subject.
Our approach consists of reducing the problem to a set of linear equations by expanding the approximate solution
y(x) in terms of Legendre polynomials with unknown coefficients. The operational matrices of delay and derivative are
given. These matrices together with the tau method are then utilized to evaluate the unknown coefficients of Legendre
polynomials. The taumethod has been originally proposed by Lanczos [21] for ordinary differential equations and extended
by Ortiz [22]. The method consists of expanding the required approximate solution as the elements of a complete set of
orthogonal polynomials [23,24]. Recently there have been several published works in the literature on the applications of
the tau method [25–28]. For more details of Legendre polynomials see [29,30] and also some technique for solving integro-
differential equations can be found in [31,32].
The organization of the rest of this paper is as follows: Section 2 is devoted to the basic formulation of Legendre
polynomials required for our subsequent development. Section 3 summarizes the application of Legendre taumethod to the
solution of problem (1)–(2). Thus, a set of linear equations is formed and a solution of the considered problem is introduced.
In Section 4 the proposedmethod is applied to several numerical examples and a comparison ismadewith existingmethods
in the literature. Section 5 concludes the paper. Note that we have computed the numerical results by Maple programming.
2. Properties of shifted Legendre polynomials
The well-known Legendre polynomials are defined on the interval z ∈ [−1, 1] and can be determined with the aid of the
following recurrence formulae:
Li+1(z) = 2i+ 1i+ 1 zLi(z)−
i
i+ 1 Li−1(z), i = 1, 2, . . .
with L0(z) = 1 and L1(z) = z. For practical use of Legendre polynomials on the interval of interest x ∈ [a, b], it is necessary
to shift the defining domain by means of the following substitution:
z = 2x− a− b
b− a , a ≤ x ≤ b.
The shifted Legendre polynomials in x are then obtained as follows:
L0(x) = 1, L1(x) = 2x− a− bb− a ,
Li+1(x) = (2i+ 1)(2x− a− b)
(i+ 1)(b− a) Li(x)−
i
i+ 1 Li−1(x), i = 1, 2, . . . . (3)
The orthogonality condition is∫ b
a
Li(x)Lj(x)dx =

b− a
2i+ 1 , for i = j,
0, for i 6= j.
(4)
A function y(x), square integrable in [a, b], may be expressed in terms of shifted Legendre polynomials as
y(x) =
∞∑
j=0
cjLj(x),
where the coefficients cj are given by
cj = 2j+ 1b− a
∫ b
a
y(x)Lj(x)dx, j = 1, 2, . . . .
In practice, only the first (m+ 1)-terms shifted Legendre polynomials are considered. Then we have
ym(x) =
m∑
j=0
cjLj(x) = ΦT (x)C,
where the shifted Legendre coefficient vector C and the shifted Legendre vectorΦ(x) are given by
C = [c0, c1, . . . , cm]T ,
Φ(x) = [L0(x), L1(x), . . . , Lm(x)]T . (5)
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Similarly a function f (x, t) of two independent variables defined for a ≤ x, t ≤ b may be expanded in terms of double
shifted Legendre polynomials as
fm(x, t) =
m∑
i=0
m∑
j=0
fijLi(t)Lj(x) = ΦT (t)FΦ(x), (6)
where the shifted Legendre coefficient matrix F is given by
F =
 f00 · · · f0m... ...
fm0 · · · fmm
 ,
where
fij = (2i+ 1)(2j+ 1)
(b− a)2
∫ b
a
∫ b
a
f (x, t)Li(t)Lj(x)dxdt, i, j = 0, 1, . . . ,m. (7)
One useful result of the shifted Legendre series can be obtained as
W =
∫ b
a
Φ(x)ΦT (x)dx = (b− a)

1 0 0 · · · 0
0
1
3
0 · · · 0
0 0
1
5
· · · 0
...
...
...
...
0 0 0 · · · 1
2m+ 1

. (8)
By replacing xwith x− τ in (3), we get, after expanding and rearranging,
Li(x− τ) =
i∑
k=0
hi,kLk(x), (9)
where x > τ and i ≥ 0. From the first few polynomials, it is easy to obtain
h0,0 = 1, h1,0 = − 2τb− a , h1,1 = 1. (10)
Clearly
hi,i = 1, i = 0, 1, . . . ,m. (11)
Rewriting the Eq. (3) as(
2x
b− a −
a+ b
b− a
)
Li(x) = i+ 12i+ 1 Li+1(x)+
i
2i+ 1 Li−1(x), (12)
and substituting Eq. (9) in Eq. (3) with x replacing by x− τ and using Eq. (12) we have
i+1∑
k=0
hi+1,kLk(x) = 2i+ 1i+ 1
{
i∑
k=0
hi,k
[
k+ 1
2k+ 1 Lk+1(x)+
k
2k+ 1 Lk−1(x)
]
− 2τ
b− a
i∑
k=0
hi,kLk(x)
}
− i
i+ 1
i−1∑
k=0
hi−1,kLk(x). (13)
By equating the coefficients of Lk(x) on both sides of Eq. (13) for k = 0, 1, . . . , iwe obtain
hi+1,0 = 2i+ 13(i+ 1)hi,1 −
2i+ 1
i+ 1
(
2τ
b− a
)
hi,0 − ii+ 1hi−1,0, i = 1, 2, . . . (14)
hi+1,k = 2i+ 1i+ 1
{
k+ 1
2k+ 3hi,k+1 +
k
2k− 1hi,k−1 −
2τ
b− ahi,k
}
− i
i+ 1hi−1,k, k = 1, 2, . . . , i− 1, (15)
hi+1,i = 2i+ 1i+ 1
{
i
2i− 1hi,i−1 −
2τ
b− a
}
, (16)
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where the starting values are given by Eqs. (10) and (11). Thus for a fixed delay τ we have [29]
Φ(x− τ) = HΦ(x) x > τ, (17)
where H is a constant lower triangular matrix defined as
H =

1 0 0 · · · 0 0
h1,0 1 0 · · · 0 0
h2,0 h2,1 1 · · · 0 0
...
...
... · · · ... ...
hm,0 hm,1 hm,2 · · · hm,m−1 1
 .
The derivative of the vectorΦ(x) can be expressed by
dΦ(x)
dx
= DΦ(x), (18)
where D is the (m+ 1)× (m+ 1) operational matrix of derivative given by
D = (dij) =

2(2j+ 1)
b− a , for j = i− k,
{
k = 1, 3, . . . ,m, ifm odd,
k = 1, 3, . . . ,m− 1, ifm even,
0, otherwise,
for example for evenmwe have
D = 2
b− a

0 0 0 0 · · · 0 0 0
1 0 0 0 · · · 0 0 0
0 3 0 0 · · · 0 0 0
1 0 5 0 · · · 0 0 0
...
...
...
...
...
...
...
...
1 0 5 0 · · · 2m− 3 0 0
0 3 0 7 · · · 0 2m− 1 0

.
3. Solution of problems (1)–(2)
To solve the sth-order linear Fredholm integro-differential-difference equation (1) with the mixed conditions (2), we
approximate functions pk(x), p∗r (x), f (x), y(x) and k(x, t) by (m+ 1) terms of Legendre polynomials as
pk,m(x) = ΦT (x)Bk, k = 0, 1, . . . , s, (19)
p∗r,m(x) = ΦT (x)B∗r , r = 0, 1, . . . , t, (20)
fm(x) = ΦT (x)F , (21)
ym(x) = ΦT (x)C, (22)
km(x, t) = ΦT (t)AΦ(x), (23)
where vectors Bk = [bk,0, . . . , bk,m]T , B∗r = [b∗r,0, . . . , b∗r,m]T and F = [f0, . . . , fm]T are known and obtained similar to
Eq. (5), also the matrix A is known and can be obtained similar to Eq. (6) but C is an unknown vector. Now using Eqs. (18),
(19) and (22) we get
pk,m(x)y(k)m (x) = ΦT (x)Bk
(
dkΦT (x)
dxk
)
C = ΦT (x)BkΦT (x)(DT )kC,
= BTkΦ(x)ΦT (x)(DT )kC k = 0, 1, . . . , s. (24)
Let
BTkΦ(x)Φ
T (x) = ΦT (x)Qk, (25)
where Qk is a (m+ 1)× (m+ 1)matrix. To illustrate Qk, Eq. (25) can be written as
m∑
n=0
bk,nLn(x)Lj(x) =
m∑
n=0
[Qk]njLn(x), j = 0, 1, . . . ,m.
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Multiplying both sides of the above equation by Li(x), i = 0, 1, . . . ,m and integrating the result from a to b, yield
m∑
n=0
bk,n
∫ b
a
Li(x)Lj(x)Ln(x) = [Qk]ij
∫ b
a
Li(x)Li(x)dx, i, j = 0, 1, . . . ,m. (26)
Now suppose
wi,j,n =
∫ b
a
Li(x)Lj(x)Ln(x)dx, i, j, n = 0, 1, . . . ,m, (27)
using Eqs. (4), (26) and (27) we have
[Qk]ij =
(
2i+ 1
b− a
)
.
m∑
n=0
bk,nwi,j,n, i, j = 0, 1, . . . ,m. (28)
Note thatwi,j,n can be computed easily (see [30]). Employing Eqs. (24) and (25) we get
pk,m(x)y(k)m (x) = ΦT (x)Qk(DT )kC, k = 0, 1, . . . , s. (29)
Using Eqs. (17), (18), (20) and (22) we obtain
p∗r,m(x)y
(r)
m (x− τ) = ΦT (x)B∗r
(
drΦT (x− τ)
dxr
)
C = ΦT (x)B∗r
(
drΦT (x)
dxr
)
HTC
= B∗r TΦ(x)ΦT (x)(DT )rHTC, r = 0, 1, . . . , t. (30)
Let
B∗r
T
Φ(x)ΦT (x) = ΦT (x)Q∗k , (31)
where Q∗k is a (m+ 1)× (m+ 1)matrix and is defined similar to (28). By using Eqs. (30) and (31) we get
p∗r,m(x)y
(r)
m (x− τ) = ΦT (x)Q∗k(DT )rHTC, r = 0, 1, . . . , t. (32)
Also using Eqs. (8), (17), (22) and (23) we have∫ b
a
Km(x, t)ym(t − τ)dt = ΦT (x)AT
(∫ b
a
Φ(t)ΦT (t)dt
)
HTC
= ΦT (x)ATWHTC . (33)
Applying Eqs. (21), (29), (32) and (33), Eq. (1) can be written as
ΦT (x)
{(
s∑
k=0
Qk(DT )k +
t∑
r=0
Q∗k(D
T )rHT − ATWHT
)
C − F
}
= ΦT (x){BC − F} = 0,
where
B =
s∑
k=0
Qk(DT )k +
t∑
r=0
Q∗k(D
T )rHT − ATWHT . (34)
As in a typical tau method we generatem+ 1− s equations by using the following linear equations
(BC − F)i = 0, i = 0, 1, . . . ,m− s. (35)
Furthermore, by substituting Eq. (22) in Eq. (2) and using Eq. (18) we get
s−1∑
k=0
[αikΦT (a)+ βikΦT (b)+ γikΦT (η)](DT )kC = µi, i = 0, 1, . . . , s− 1. (36)
Note thatΦT (a) = [1,−1, . . . , (−1)m] andΦT (b) = [1, 1, . . . , 1]. Now by solvingm+ 1 linear equations (35) and (36) the
unknown vector C can be obtained. Consequently ym(x) given in Eq. (22) can be calculated.
Note that if instead of Eq. (1) we have the following linear Fredholm integro-differential-difference equation
s∑
k=0
pk(x)y(k)(x)+
t∑
r=0
p∗r (x)y
(r)(x− τ) = f (x)+
∫ b
a
K(x, t)y(t − τ)dt +
∫ b
a
K ∗(x, t)y(t)dt, (37)
where k∗(x, t) is a known continuous function then we must change the matrix B in Eq. (34) to the following matrix.
B =
s∑
k=0
Qk(DT )k +
t∑
r=0
Q∗k(D
T )rHT − ATWHT − A∗TW, (38)
where k∗m(x, t) = ΦT (t)A∗Φ(x) and matrix A∗ is known and obtained similar to Eq. (6).
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4. Illustrative examples
We applied the method presented in this paper and solved some examples. Examples 1–3 are given in [9] and Example 4
is taken from [1,31]. Our method differs from the Taylor series method presented in [9], and wavelet methods given in [31]
and Chebyshev finite difference method proposed in [1]. Thus these examples can be used as a basis for comparison.
Example 1. Consider the first-order linear Fredholm integro-differential-difference equation [9]
y′(x)− y(x)+ xy′(x− 1)+ y(x− 1) = x− 2+
∫ 1
−1
(x+ t)y(t − 1)dt,
with condition
y(−1)− 2y(0)+ y(1) = 0.
Here η = 0, τ = 1, p0(x) = −1, p1(x) = 1, p∗0(x) = 1, p∗1(x) = x, f (x) = x− 2 and k(x, t) = x+ t . The exact solution of this
problem is y(x) = 3x+ 4.
By applying the technique described in preceding section withm = 2, we approximate solution as
y2(x) = ΦT (x)C = c0L0(x)+ c1L1(x)+ c2L2(x), (39)
we have
B0 =
(−1
0
0
)
, B1 =
(1
0
0
)
, B∗0 =
(1
0
0
)
, B∗1 =
(0
1
0
)
, F =
(−2
1
0
)
,
Q0 =
(−1 0 0
0 −1 0
0 0 −1
)
, Q1 =
(1 0 0
0 1 0
0 0 1
)
, Q∗0 =
(1 0 0
0 1 0
0 0 1
)
, Q∗1 =

0
1
3
0
1 0
2
5
0
2
3
0
 ,
A =
(0 1 0
1 0 0
0 0 0
)
, W =

2 0 0
0
2
3
0
0 0
2
5
 , H =
 1 0 0−1 1 03
2
3 1
 , D = (0 0 01 0 0
0 3 0
)
.
Therefore
B = Q0 + Q1DT + (Q∗0 + Q∗1DT )HT − ATWHT =
 0
−2
3
9
2
−2 3 −6
0 0 2
 ,
using Eq. (35) we get
−2
3
c1 + 92 c2 = −2, −2c0 + 3c1 − 6c2 = 1, (40)
also by using Eq. (36) we have
3c2 = 0. (41)
Now by solving the linear equations (40) and (41) we obtain
c0 = 4, c1 = 3, c2 = 0.
By substituting the above coefficients into Eq. (39), we have y2(x) = 3x+ 4 which is an exact solution.
Example 2. Consider the second-order linear Fredholm integro-differential-difference equation
y′′(x)+ xy′(x)+ xy(x)+ y′(x− 1)+ y(x− 1) = e−x + e+
∫ 0
−1
ty(t − 1)dt,
with conditions
y(0) = 1, y′(0) = −1.
Here η = 0, τ = 1, p0(x) = x, p1(x) = x, p2(x) = 1, p∗0(x) = 1, p∗1(x) = 1, f (x) = exp(−x) + exp(1) and k(x, t) = t . The
exact solution of this problem is y(x) = exp(−x).
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Table 1
The absolute error for Example 2.
x Taylor series [9]m = 6 Present methodm = 6 Taylor series [9]m = 7 Present methodm = 7
−1.0 1.14× 10−2 6.15× 10−5 7.80× 10−3 2.81× 10−5
−0.9 7.40× 10−3 1.72× 10−5 5.10× 10−3 2.51× 10−5
−0.8 4.50× 10−3 8.99× 10−6 3.10× 10−3 2.01× 10−5
−0.7 2.40× 10−3 2.00× 10−5 1.60× 10−3 1.46× 10−5
−0.6 1.00× 10−3 2.05× 10−5 8.00× 10−4 9.74× 10−6
−0.5 2.00× 10−4 1.56× 10−5 1.00× 10−4 5.89× 10−6
−0.4 1.00× 10−4 9.46× 10−6 0 3.23× 10−6
−0.3 1.00× 10−4 4.64× 10−6 1.00× 10−4 1.57× 10−6
−0.2 2.00× 10−4 1.91× 10−6 1.00× 10−4 6.15× 10−7
−0.1 1.00× 10−4 5.87× 10−7 0 1.33× 10−7
0.0 0 0 0 0
Table 2
The maximum error Em from Example 2.
m 7 8 9 10 11 12
Em 2.9× 10−5 5.2× 10−6 5.9× 10−7 2.2× 10−7 1.2× 10−8 7.8×10−9
Table 3
The absolute error for Example 3.
x Taylor series [9]m = 6 Present methodm = 6 Taylor series [9]m = 7 Present methodm = 7
−1.0 8.58× 10−2 3.84× 10−2 6.03× 10−2 5.05× 10−3
−0.8 3.93× 10−2 1.82× 10−2 2.28× 10−2 2.38× 10−3
−0.6 1.50× 10−2 7.00× 10−3 6.63× 10−3 9.14× 10−4
−0.4 4.12× 10−3 1.86× 10−3 1.20× 10−3 2.42× 10−4
−0.2 4.85× 10−4 2.04× 10−4 6.90× 10−5 2.65× 10−5
0.0 0 0 0 0
0.2 4.59× 10−4 1.48× 10−4 5.30× 10−5 1.91× 10−5
0.4 3.69× 10−3 9.67× 10−4 8.09× 10−4 1.25× 10−4
0.6 1.28× 10−2 2.55× 10−3 3.82× 10−3 3.30× 10−4
0.8 3.17× 10−2 4.44× 10−3 1.14× 10−2 5.78× 10−4
1.0 6.57× 10−2 5.76× 10−3 2.73× 10−2 7.53× 10−4
In [9], the above problem solved using 6 and 7 terms of Taylor series. For the purpose of comparison in Table 1we compare
the absolute error of the new method withm = 6 andm = 7 together with the methods given in [9]. From Table 1 we see
that using the Legendre polynomial is clearly reliable if compared with the Taylor polynomial for solving this example.
Now we define the maximum error for ym(x) as,
Em = ‖ym(x)− y(x)‖∞ = max {|ym(x)− y(x)|, a ≤ x ≤ b} .
In Table 2 we give the errors Em for different values ofm. From Table 2 we see the errors decrease rapidly asm increases.
Example 3. In this example we consider a third-order linear Fredholm integro-differential-difference equation with
variable coefficients
y′′′(x)− xy′(x)+ y′′(x− 1)− xy(x− 1) = −(x+ 1)(sin(x− 1)+ cos(x))− cos 2+ 1+
∫ 1
−1
y(t − 1)dt,
with conditions
y(0) = 0, y′(0) = 1, y′′(0) = 0.
Here η = 0, τ = 1, p0(x) = 0, p1(x) = −x, p2(x) = 0, p3(x) = 1, p∗0(x) = −x, p∗1(x) = 0, p∗2(x) = 1, f (x) =−(x+ 1)(sin(x− 1)+ cos(x))− cos 2+ 1 and k(x, t) = 1. The exact solution of this problem is y(x) = sin(x).
Table 3 presents the absolute values of errors form = 6 andm = 7 using the present method at the same points as [9],
together with the results obtained by the Taylor series form = 6 andm = 7 developed in [9].
Example 4. Our last example is the second-order Fredholm integro-differential equation [1,31]
y′′(x)+ 4xy′(x) = − 8x
4
(x2 + 1)3 − 2
∫ 1
0
t2 + 1
(x2 + 1)2 y(t)dt, 0 ≤ x ≤ 1,
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Table 4
The relative absolute error for Example 4.
x Wavelet collocation [31] Wavelet Galerkin [31] ChFD [1] Present methodm = 8
0.125 9.3× 10−4 7.9× 10−7 4.8× 10−7 3.3× 10−7
0.250 1.6× 10−3 1.3× 10−6 2.3× 10−6 2.7× 10−6
0.375 2.0× 10−3 1.6× 10−6 3.4× 10−6 5.3× 10−6
0.500 1.9× 10−3 1.6× 10−6 1.1× 10−6 4.2× 10−7
0.625 1.6× 10−3 1.5× 10−6 4.8× 10−6 6.6× 10−6
0.750 1.1× 10−3 1.1× 10−6 3.8× 10−6 4.9× 10−6
0.875 5.5× 10−4 6.5× 10−7 3.3× 10−6 1.8× 10−7
Table 5
The maximum error Em from Example 4.
m 4 6 8 10 12 14
Em 2.5× 10−3 3.5× 10−5 5.2× 10−6 2.6× 10−7 5.8× 10−9 2.9×10−10
with boundary conditions
y(0) = 1, y(1) = 1
2
,
for which the exact solution is 1/(x2 + 1). By using Eq. (37) we see that here
p0(x) = 0, p1(x) = 4x, p2(x) = 1, t = 0,
f (x) = − 8x
4
(x2 + 1)3 , k(x, t) = 0, k
∗(x, t) = −2(t
2 + 1)
(x2 + 1)2 .
Table 4 presents the relative absolute errors form = 8, using the present method at the same points as [31], together with
the results obtained by wavelet Galerkin and wavelet collocation methods, given in [31] and Chebyshev finite difference
method (denoted by ChFD) withm = 8 given in [1].
In Table 5 we give the errors Em for different values ofm. From Table 5 we see the errors decrease rapidly asm increases.
5. Conclusion
This paper deals with the solution of linear Fredholm integro-differential-difference equations of high order with vari-
able coefficients. Our approach was based on the shifted Legendre tau method which reduces a linear Fredholm integro-
differential-difference equation into a set of linear algebraic equations. The obtained numerical results show that this
approach can solve the problem effectively. The approach with some modification can be employed to solve some
differential-difference equations and Fredholm integro-differential equations. The newmethod tested on several examples
from the literature. Almost the results obtained by the technique developed in the current paper were more accurate that
the results reported for the Taylor and the wavelet Galerkin methods. Also the new results were comparable with results
obtained by Chebyshev finite difference scheme.
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