In this paper, we consider a numerical approximation of the stochastic differential equation (SDE)
Introduction
Let X = (X t ) 0≤t≤T be the unique strong solution to the following d-dimensional SDE
where L = (L t ) 0≤t≤T is a d-dimensional Lévy process on a complete probability space (Ω, F , P). Here β satisfies some conditions (see Theorem 2.11 and 2.13).
Consider the Euler-Maruyama approximation of SDE (1) given by
where η n (s) = kT /n =: t (n) k if s ∈ [kT /n, (k + 1)T /n). It is well-known (see for example [11] ) that if L is a Wiener process and the coefficient b is Lipschitz continuous in space and 1/2-Hölder continuous in time then the Euler-Maruyama scheme has strong rate of convergence 1/2, i.e. for any p > 0, there exists C p > 0 such that
In general, convergence of numerical methods are studied under the above assumption that the coefficient of the SDE is globally Lipschitz continuous. However, this assumption is not always satisfied for SDEs used in practice (for example mathematical finance, optimal control problem and filtering), this makes the global Lipschitz based idea not immediately applicable. This lead to the study of Euler-Maruyama approximation for SDEs with irregular coefficients.
When L is a Wiener process and b is a continuous function satisfying a linear growth condition, Kaneko and Nakao [8] proved that the unique strong solution of the SDE (1) if it exists can be constructed as the limit of the Euler-Maruyama approximation. However, they do not study the rate of convergence for the Euler-Maruyama scheme. Hashimoto [7] considers Euler-Maruyama approximation for solutions of one dimensional SDE driven by a symmetric α-stable process. Under the Komatsu condition (a Hölder type condition), the author shows strong convergence of the Euler-Maruyama approximation. The proof of the result is based on an approximation argument introduce in [12] and which is very close to the Yamada-Watanabe approximation technique.
In the recent years, there has been a lot of studies on the rate of convergence for the EulerMaruyama approximation with non-Lipschitz coefficients. In the diffusion case, assuming that the drift coefficient is the sum of a Lipschitz continuous function and monotone decreasing Hölder continuous function, [5] gives the order of the strong rate of convergence for one-dimensional SDEs. This result was generalized in [15] in d-dimension and by considering the class of one-sided Lipschitz drift coefficients. The proof of results in [5, 15] are based on a Yamada-Watanabe approximation technique (see [21] ). In the jump-diffusion case, the work [19] shows that when the coefficients are non-Lipschitz, the Euler-Maruyama approximation has a strong convergence. The concept used to prove their result is to the Yamada-Watanabe approach and is based on a generalized Gronwall inequality.
Let us also mention the work [13] , where the author prove that if L is a Wiener process and the coefficients are β-Hölder continuous, then the Euler-Maruyama approximation converges weakly to the unique weak solution of the corresponding SDE with rate β/2. This result was extended to the case of nondegenerate SDEs driven by Lévy processes in [14] . More specifically, the authors study the dependence of the rate on the regularity of the coefficient and the driving noise. The backward Kolmogorov equation plays a crucial role in their argument.
In this paper, we first to study the strong rate of convergence of the Euler-Maruyama scheme (2) when L is a Wiener process and the drift coefficient b is singular, that is b is bounded and β-Hölder continuous in space variable. Our method to study the strong rate of convergence differs from the existing ones. We develop a method based on the regularity of the solution to the Kolmogorov equation associated to the SDE (1). More precisely, using Itô's formula, we write the drift part in terms of the solution to the Kolmogorov equation. Applying the estimates of the derivatives of the solution to the Kolmogorov equation, we are able to obtain the convergence rate (see Theorem 2.11).
Second, we examine the Euler-Maruyama scheme (2) when the driving noise is a truncated symmetric α-stable process with α ∈ (1, 2). The method is also based on the regularity of the solution to the Kolmogorov equation associated to the SDE (1). The authors are not aware of any other work where the regularity of the Kolmogorov equation is used to study strong convergence of Euler-Maruyama approximation with irregular coefficient. Traditionally, the Kolmogorov equation based method is used to study the weak convergence rate for the Euler-Maruyama approximation (see for example [18] and references therein) which is for example very important in financial applications.
This paper is divided as follows: In Section 2, we introduce some notations and preliminary results on existence and regularity of the Kolmogorov backward equation associated to the SDE (1). The main results of this paper are also given in this section. Section 3 is devoted to the proof of the main results.
Preliminaries

Notations
. Here * is the transpose of a vector or matrix. In the following we introduce some space of function:
For bounded measurable function f , the supremum norm of f is defined by f ∞ := sup x∈R d |f (x)|.
• C ∞ c (R d ) denotes the space of all infinitely differentiable R-valued functions with compact support contained in R.
•
denotes the set of all functions from R d to R k which are bounded and
and β ∈ (0, 1) denotes the space of i-times differentiable functions f :
• Let F be a class of functions and
• C 1 ([a, b], F) denotes the space of all functions f such that f ∈ C([a, b], F) and ∂f ∂t (t, ·) exists, is continuous and is in F.
• For a < b, we write C
Lévy processes: definition and basic properties
In this section, we recall the definition and basic properties of a Lévy process. We also give the definition of truncated symmetric α-stable process. For more information on Lévy processes, we refer the reader to [1, 2, 10, 20] and references therein.
is called a Lévy process on probability space (Ω, F , P) if the following conditions are satisfied:
(ii) L 0 = 0, a.s..
(iii) For any t, s ≥ 0, the distribution of L s+t − L s does not depend on s.
(iv) For any ε > 0 and
(v) There exists Ω 0 ∈ F with P(Ω 0 ) = 1 such that, for every ω ∈ Ω 0 , L t (ω) is right-continuous in t ≥ 0 and has left limits in
Next, we define a Poisson random measure associated to a Lévy process
By the Lévy-Itô decomposition (see for example [20, Theorem 19.2] ), a Lévy process L admits the following integral representation:
Wiener process and N defined by
is the compensated Poisson random measure of L.
Then it follows from [17, Theorem 66] that, there exists C p > 0 such that for all t ∈ [0, 1], we have
Here the function ψ is the characteristic exponent of L and is given by
) and the Lévy measure given by
It follows from the Lévy-Itô decomposition, a truncated symmetric α-stable process L admits the following integral representation:
Note that for any n ∈ N, |z|≥1 |z| n ν(dz) = 0. Then using [1, Theorem 2.5.2], the n-th moment of L t is finite for any t ≥ 0. In particular, the second moment is finite. This means that a truncated symmetric α-stable process L is a square integrable Lévy process. By the integral representation (3) and the Itô isometry, we conclude
Finally the infinitesimal generator L of a truncated symmetric α-stable L is given by
Results on existence of solutions to the Kolmogorov equations
In this section, we present some auxiliary results on existence and regularity of solutions to the Kolmogorov equations. Further, we derive some explicit expressions of the constants in the upper bounds of the derivative of these solutions. These results will play a crucial role in the proof of our main theorems.
Case of Wiener process
The following result corresponds to [4, Theorem 2.8] provides regularity of solution to the Kolmogorov equation associated to the SDE (1) when the driving process is a Wiener process.
, there exists at least one solution u to the backward Kolmogorov equation
of class
for all β ′ ∈ (0, β) with
In the following Lemma we make precise the function C(t 1 ) derived in Theorem 2.3. Proof. Let us first prove that if v is the solution to the heat equation
It is shown in [4, Theorem 2.3] that
is a solution to the equation (5) and
where W i t is the i-th coordinate of W t . Since the function |x| exp(−|x| 2 ) is bounded, there exists C 0 > 0 such that
where C 0 = 2 C 0 . Similarly, we get
Combining (7) and (8), we conclude that (6) holds.
Next, set u (0) = 0 and for n ∈ N ∪ {0}, let u (n+1) be a solution to
Hence, it holds that
On the other hand, we know from [4, Theorem 2.8] that there exists a subsequence (u
to some u such that u is a solution to the backward Kolmogorov equation (4) and ∇u
. Hence the result follows.
Similar arguments as in the proof of Theorem 2.3 and Lemma 2.4 lead to the following corollary:
for some constant M and
for some constant C 0 .
The following result will also be needed in the proof of the main results.
Lemma 2.6. Let T > 0. For any ε ∈ (0, 1), there exist m ∈ N and (T j ) j=0,...,m such that 0 = T 0 < T j < T j+1 < · · · < T m = T and for any j = 0, . . . , m − 1,
Proof. For any ε ∈ (0, 1), we define
Since δ > 0, there exists m ∈ N such that (m − 1)δ < T ≤ mδ. Define T 0 := 0, T m := T and T j := T j−1 + δ = jδ for j = 1, . . . , m − 1. Then for any j = 0, . . . , m, T j − T j−1 ≤ δ, we have
This concludes the proof.
Case of truncated α-stable process
The following result is due to [6, Theorem 17] and it provides existence and regularity of the Kolmogorov equation in a given space when the driven noise is a truncated symmetric α-stable process.
with
and Proof. Let us first prove that the solution v to the equation
It follows from [6, Theorem 16] that
is a solution to the equation (10) and (see (19) of [6] )
Here p t (x) is the density function of L t which satisfies
for some constant C ′ 0 , (see, [6] , page 5338). Hence there exists a constant C 0 > 0 such that
where
Combining (12) and (13), we conclude that (11) holds.
Next, set u (0) = 0 and for n ∈ N ∪ {0}, u (n+1) be a solution to
Arguing as in Lemma 2.4, we get by choosing
Furthermore, we know from [6, Theorem 17] that the sequence (u (n) ) n∈N which converges uniformly in (t, x) ∈ [0, t 1 ] × R d to some u such that u is a solution to the backward Kolmogorov equation (9) and
The following result can be derived using similar arguments as in the proof of Theorem 2.7 and Lemma 2.8.
and
We also have Lemma 2.10. Let T > 0. For any ε ∈ (0, 1), there exist m ∈ N and (T j ) j=0,...,m such that 0 = T 0 < T j < T j+1 < · · · < T m = T and for any j = 0, . . . , m − 1,
Main theorems
In this section, we state the main theorems of this paper. We obtain results on the rates of the Euler-Maruyama approximation in L p -sup norm for p ≥ 1 if L is a Wiener process or a truncated symmetric α-stable process. 
Then for any p ≥ 1, there exists a positive constant C depending on K, M, T, d, p, x 0 , β, η and 
Remark 2.14. Let L be a d-dimensional truncated symmetric α-stable process with α ∈ (1, 2). Choose the drift coefficient b of the form
where f i are continuous functions and b i are as in Theorem 2.7 for i = 1, . . . , m. Then the SDE (1) has a unique strong solution on small interval [0, T ] (see [6, Theorem 23 and Remark 24] ). In Remark 2.2, we notice that for all L p -integrable Lévy processes for some p ≥ 2, the p-th moment is always bounded by C p t. Therefore, the rate of L p -convergence with p ≥ 2 and pβ ≥ 2 coincides.
Proof of main theorems
This section is devoted to the proof of the main results. The constants C 1 , C 2 , C 3 and C are assumed to be positive and independent of n. Unless explicitly stated otherwise, the constants C 1 , C 2 , C 3 and C depend only on K, M, T, d, p, x 0 , α, β, λ, η and b C β b ([0,T ] ). Moreover, the constant C may change from line to line.
We define
The following estimation is standard. For the convenience of the reader, we will give a proof.
Lemma 3.1. Suppose that the drift coefficient b is bounded and measurable.
(i) If L = W is a d-dimensional Wiener process, then for any p > 0, there exists C > 0 such that for any t ∈ [0, T ],
(ii) If L is a d-dimensional truncated symmetric α-stable process with α ∈ (1, 2) and d ≥ 2, then for any p > 0, there exists C > 0 such that for any t ∈ [0, T ],
Proof. From the definition of the Euler-Maruyama approximation, it holds from boundedness of b that
Hence the statement is true in the case of Wiener process. Suppose that L is a truncated symmetric α-stable process. It is enough to prove the statement for p ≥ 2. Since E[|L t | p ] < ∞ it follows from [17, Theorem 66] that there exists C such that
Hence the result follows when L is a truncated symmetric α-stable process.
Proof of Theorem 2.11
For a given ε ∈ (0, 1), we consider the partition (T j ) j=0,...,m of closed interval [0, T ] which is considered in Lemma 2.6. For i = 1, . . . , d and j = 1, . . . , m, Corollary 2.5 implies that there exists at least one solution u i,j to the backward Kolmogorov equation:
and u i,j satisfies,
Hence we have
In the same way, we have
It follows from (14) and (15) that for any i = 1, . . . , d,
by the mean-value theorem, we have
ηn(s) ) ds
For p ≥ 2, using Jensen's and Hölder inequalities, we have This concludes the statement of Theorem 2.11.
Proof of Theorem 2.13
Let us first remark that for p ∈ [1, 2), the L p -norm is bounded by L 2 -norm. Hence it is sufficient to prove the statement for p ≥ 2. As Theorem 2.11, let ε ∈ (0, 1) be given and consider the partition 
For any t ∈ [T j−1 , T j ], using Itô's formula and Kolmogorov equation, we have 
Combining (19) and (20) and using similar arguments as in the case of Wiener process we have, Arguing as in the proof of (17), we have that for t ∈ (T j−1 , T j ],
where A 1 := C 3 e C2T and A j := (C 1 A j−1 + C 3 )e C2T for j = 2, . . . , m. This concludes the statement of Theorem 2.13.
