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Abstract
Universality in Non-Equilibrium Quantum Systems
by
William Virgil Berdanier
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Joel Moore, Chair
The phenomenon of universality is one of the most striking in many-body physics. Despite
having sometimes wildly different microscopic constituents, systems can nonetheless be-
have in precisely the same way, with only the variable names interchanged. The canonical
examples are those of liquid boiling into vapor and quantum spins aligning into a ferromag-
net; despite their obvious differences, they nonetheless both obey quantitatively the same
scaling laws, and are thus in the same universality class. Remarkable though this is, uni-
versality is generally a phenomenon limited to thermodynamic equilibrium, most commonly
present at transitions between different equilibrium phases. Once out of equilibrium, the
fate of universality is much less clear. Can strongly non-equilibrium systems behave univer-
sally, and are their universality classes different from those familiar from equilibrium? How
is quantum mechanics important? This dissertation attempts to address these questions,
at least in a small way, by showing and analyzing universal phenomena in several classes of
non-equilibrium quantum systems.
Chapter 1 begins with an introduction to the principle of universality, seen through the
lens of Landau’s theory of symmetry-breaking order parameters and phase transitions.
It then covers the paradigmatic understanding of equilibrium universality via the set of
ideas known as the renormalization group. Moving out of equilibrium, we discuss Floquet
theory and periodically driven systems, before finally mentioning other examples of non-
equilibrium universality as context for our later results.
Chapter 2 investigates quantum critical systems described by a conformal field theory
(CFT) driven at their boundary, both periodically in time and via noise. In the time-periodic
case, we find that the system displays multiple dynamical regimes depending on the drive
frequency. We compute the behavior of quantities including the entanglement entropy and
Loschmidt echo, confirming analytic predictions from field theory by exact numerics on the
transverse field Ising model, and demonstrate universality by adding non-integrable pertur-
bations. The dynamics naturally separate into three regimes: a slow-driving limit, which
has an interpretation as multiple quantum quenches with amplitude corrections from CFT;
a fast-driving limit, in which the system behaves as though subject to a single quantum
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quench; and a crossover regime displaying heating. The universal Floquet dynamics in all
regimes can be understood using a combination of boundary CFT and Kibble-Zurek scal-
ing arguments. We then move on to stochastic boundary driving. We formulate a generic
ansatz for the dynamical scaling form of the typical Loschmidt echo and corroborate it
with exact numerical calculations in the case of a spin impurity driven by shot noise in a
quantum Ising chain. We find that due to rare events the dynamics of the mean echo can
follow very different dynamical scaling than the typical echo for certain classes of drives.
Our results are insensitive to irrelevant perturbations of the bulk critical model and apply
to all the microscopic models in the same universality class.
Chapter 3 considers disordered driven quantum systems, in particular, periodically driven
(Floquet) systems that undergo many-body localization (MBL). We study transitions be-
tween distinct phases of one-dimensional Floquet systems. We argue that these are gener-
ically controlled by infinite-randomness fixed points of a strong-disorder renormalization
group procedure. Working in the fermionic representation of the prototypical Floquet Ising
chain, we leverage infinite randomness physics to provide a simple description of Floquet
(multi)criticality in terms of a new type of domain wall associated with time-translational
symmetry-breaking and the formation of ‘Floquet time crystals’. We validate our analysis
via numerical simulations of free-fermion models sufficient to capture the critical physics.
We then introduce a real-space renormalization group approach for Floquet MBL systems,
asymptotically exact in the strong-disorder limit, and exemplify its use on the periodically
driven interacting quantum Ising model. We analyze the universal physics near the critical
lines and multicritical point of this model, and demonstrate the robustness of our results to
the inclusion of weak interactions.
Chapter 4 pivots to consider quantum effects in the context of hydrodynamics, in partic-
ular examining the phenomenon of Coulomb drag as a quantum analogue of the shear
viscosity. Two conducting quantum systems coupled only via interactions can exhibit the
phenomenon of Coulomb drag, in which a current passed through one layer can pull a cur-
rent along in the other. As a transport signature, Coulomb drag has been found to be a
sensitive probe of the systems’ microscopic structure and displays a rich dependence with
temperature. However, in quantum systems with particle-hole symmetry – for instance, the
half-filled Hubbard model or graphene near the Dirac point – the Coulomb drag effect is
vanishingly small. We point out that its thermal analogue, whereby a thermal current in
one layer pulls a thermal current in the other, is nonzero at these particle-hole symmet-
ric points and is indeed the dominant form of drag in particle-hole symmetric systems. By
studying a quantum quench in the paradigmatic one-dimensional Hubbard model, we show
that thermal drag, in marked contrast to charge drag, displays a non-Fermi’s Golden Rule
growth at short times due to a logarithmic scattering singularity generic to one dimension.
Exploiting the integrability of the Hubbard model, we obtain the long-time limit of the
quench for weak interactions. Finally, we connect these results to a thermal drag conduc-
tivity κD via an appropriate Kubo formula, and comment on thermal drag effects in two-
dimensional systems.
In Chapter 5, we close with comments on future lines of investigation, and on likely routes
to a full understanding of non-equilibrium universality.
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To see a World in a Grain of Sand
And a Heaven in a Wild Flower
Hold Infinity in the palm of your hand
And Eternity in an hour. . .
William Blake, Auguries of Innocence
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Universality and Equilibrium
A common rallying cry for the field of condensed matter physics is Anderson’s12 “more
is different”∗ – that a large number of relatively simple constituents can behave in com-
pletely new and unexpected ways. There are a few archetypical examples of this amazing
phenomenon. One is the phenomenon of chaos, commonly known as the butterfly effect.
In chaotic systems, even a small difference in initial conditions can lead to vastly differ-
ent outcomes, as the apocryphal flap of a butterfly’s wings may end in a far-off tornado.†
Another example is that of superconductivity. As a chunk of metal is cooled, its electrical
resistance drops, until suddenly, at about 3 or 4 Kelvin – far below the freezing point of
liquid nitrogen – it drops to zero. The metal becomes a ‘super’-conductor, with whirlpools
of spinning electric currents flowing endlessly without dissipation, and it expels magnetic
fields so strongly that it can float.‡ Both of these examples arise from the interactions be-
tween many constituent particles, and are emergent effects that only manifest from the
whole. ‘More’ behaves differently from how any particular part would if taken by itself.
Sometimes, however, more is really the same. Systems with totally different microscopic
constituents, such as drops of water or magnetic spins, can nonetheless appear completely
identical. This is the phenomenon of universality, where, under certain conditions, Nature
seems to forget the building blocks of which it is composed, and behaves in only a few dif-
∗Or, as those of us in Joel’s group like to joke, “Moore is different.”
†Chaotic systems are highly prevalent, and generally occur whenever the underlying equations
of motion are sufficiently non-linear. The fact that atmospheric systems are chaotic is what makes
it so difficult to reliably predict the weather!
‡This is the technological basis of magnetic levitation (‘maglev’) trains, first proposed by physi-
cists Gordon Danby and James R. Powell working at Brookhaven National Laboratory. The inven-
tion won them the Franklin Medal in 2000, and maglev has taken root in high speed train systems
around the world.
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ferent ways.
We are all exposed to the idea of universal theories early on in our scientific education.
Probably the simplest is the Ideal Gas Law,
PV = NkBT. (1.1)
Here, P is the pressure of the gas, V its volume, N the number of particles, and T the
temperature, with kB the universal Boltzmann constant that holds across myriad varieties
of gases. One might first think that a gas of hydrogen, a gas of CO2 and a gas of vaporized
lead would all behave rather differently, and show just as much variation as their atomic
counterparts. Perhaps there might be some structure, such as gases with similar densities
or numbers of free electrons behaving in similar ways, just as elements of the periodic table
in the same column share similar properties. But reality turns out to be much more uni-
form, as all gases are (approximately) described by this one thermodynamic law. How can
this be?
One reason that equation 1.1 has such broad purchase is that its central approximation –
namely, that particles of the gas don’t interact all that strongly – is widely valid. (Indeed,
gases that violate this assumption, such as those that have been ionized to form a plasma,
don’t obey equation 1.1 whatsoever.) This is something of a quirk of the gaseous state,
where densities are generally low and temperatures high, such that particle collisions are
not as dominant as one might expect. There is no Ideal Liquid Law or Ideal Solid Law for
the simple reason that particles in those states are far closer together and hence interact
far more strongly; we cannot ignore the differences in building blocks.
Another, deeper reason why equation 1.1 broadly holds is its central assumption of ther-
modynamic equilibrium. Once we zap a gas out of its equilibrium state, concepts like pres-
sure and temperature no longer make sense, and so the ideal gas law is meaningless, let
alone true. Even in less extreme cases where temperature and pressure vary slowly and can
be thought of as local quantities, T (r) and P (r), the ideal gas law cannot hold globally and
must be amended to hold in a more restricted, local sense. (This is often exactly what is
done to derive hydrodynamic theories, which study the spatial variations of thermodynamic
variables.) Once we are far from equilibrium, though, all bets on universal relationships are
off.
Though there is no one ideal law for the other states of matter, these states can nonethe-
less sometimes behave universally, generally when undergoing a phase transition from one
type of order to another. A simple example is the liquid-vapor transition, or boiling, famil-
iar to all coffee-lovers. The universality of this transition was shown by Guggenheim104. As
one varies the pressure, volume and temperature of a liquid, at critical values of these pa-
rameters the liquid spontaneously changes to a gas – a second-order, or continuous, phase
transition (Fig. 1.1). Though these parameter values Pc, Vc, Tc depend strongly on the
substance in question, when we form universal ratios ρ/ρc (with ρ the density) and T/Tc,
many different substances collapse onto precisely one universal curve. This phenomenon of
universal collapse is a hallmark of second-order phase transitions.
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Figure 1.1: Universality of the liquid-vapor transition. Left: schematic phase diagram124.
At a critical value of the pressure Pc, volume Vc and temperature Tc, the liquid undergoes
a second-order transition to vapor . Right: Remarkably, though these critical parameters
depend on the microscopic details, when plotted in universal coordinates ρ/ρc and T/Tc,
many different substances collapse onto the same universal curve104. Taking this further
still, the ferromagnetic transition shows the same quantitative behavior, just with different
variables – gases and magnets behave the same way!
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1.1 Landau’s Theory of Phase Transitions
A seminal result in the history of condensed matter physics was Landau’s theory of phases
and phase transitions154. The defining concept is that of an order parameter, namely a
thermodynamic variable that takes on a finite value when the substance is ordered, and is
zero when the substance is disordered. Returning to the liquid-vapor transition, one may
form the order parameter
ρ˜ =
ρl − ρg
ρc
∝
(
1− T
Tc
)β
, (1.2)
with ρl the liquid density and ρg the vapor density, and empirically β ≈ 1/3.104 One
may similarly define an order parameter for the ferromagnetic transition by M , the average
magnetization. We can define this in the simplest possible model of magnetism (and one
that will appear multitudinous times in this dissertation!), the (classical) Ising model117,∗
H({si}) = −J
∑
〈ij〉
sisj − h
∑
i
si. (1.3)
Here, si = ±1 is a binary variable, and H({si}) is the energy (also called the Hamil-
tonian) associated with a collection of these variables, or configuration {si}. Notationally,
〈ij〉 means nearest-neighbor pairs i, j, and the parameters J and h tune the strength of the
interaction and magnetic field, respectively. (We assume for simplicity that we are working
on a square lattice.†) We then form the thermal average magnetization of site i and take a
spatial average of this over the sample to form the magnetization M :
M(T ) =
1
N
∑
i
mi(T ) =
∑
{si}
e−H({si})/kBT
Z(T )
1
N
∑
i
si, (1.4)
with Z(T ) =
∑
{si} e
−H({si})/kBT the partition function. This M is the order parame-
ter for the ferromagnetic transition. A central object of interest is the free energy density
f(M), which we assume can be written as a function of the order parameter. In Landau
theory, we postulate that (1) the free energy has all the symmetries of the Hamiltonian,
and (2) that the free energy is analytic. Let us set h = 0. In this case, there is a global Z2
symmetry associated to flipping the sign of all spins: the product sisj → (−si)(−sj) = sisj
is preserved, so the Hamiltonian is identical. The action of this symmetry on the order pa-
rameter is to send M → −M . Because of this, only even powers of M are allowed in the
∗Interestingly, Ernst Ising, after receiving his PhD from the University of Hamburg under Lenz
for solving this model in one dimension, essentially left physics research. He first worked in the
patent office AEG Berlin, then as a teacher in a boarding school, and finally as a professor at
Bradley University in Illinois, having fled Nazi Germany. Despite introducing perhaps the most
important model in statistical physics, he never published again.145
†The case of, for instance, a triangular lattice in 2D makes this problem much harder, as the
triangular lattice shape causes geometric frustration, leading to spin glass order.
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free energy!∗ That is, we write
f(M) = f0 + f2M
2 + f4M
4 + . . . , (1.5)
expanding the free energy in Taylor series in M2. In the vicinity of the phase transition,
M will be small – it is zero to the one side, after all, and is smooth since the transition
is second-order – and so we can drop higher order terms. The minimum of f(M) can be
readily calculated by taking the derivative: M(f2 + 2f4M
2) = 0, which has solutions M = 0
and M = ±√−f2/2f4. Obviously, the magnetization must be real, so if the ratio f2/f4 is
positive, the only solution is M = 0. This is the disordered phase. However, once f2/f4
turns negative, the solutions M = ±√−f2/2f4 are the two minima, and M = 0 becomes a
local maximum. This is the ordered phase: the free energy is minimized by a finite value of
the order parameter. We know that this transition is tuned by temperature, so let’s assume
that we have −f2/2f4 ∝ T − Tc.† Then the magnetization behaves like
M ∝
√
T − Tc. (1.6)
This is remarkable: using nothing but symmetry and analyticity, we have deduced the
presence of two phases, and that at the critical point, we should have the exponent M ∝
(T − Tc)β with β = 1/2. We have further deduced that in the phase with M 6= 0, the
Ising symmetry is spontaneously broken; despite the fact that the Hamiltonian is symmetric
under si → −si, the order parameter itself is not symmetric (the only symmetric possibility
being M = 0), and sending si → −si toggles between two degenerate states with equal free
energy.‡
We may rightly wonder if this solution is correct. In fact, it is not correct, or at least
not until we go to a high enough dimension. In Ising’s exact solution in 1D, we know that
there is in fact no transition 117, and the model is always disordered (M = 0).§ In 2D, we
again have an exact solution due to Onsager187, which shows that β = 1/8. In 3D, we have
no exact solution, but state-of-the-art numerics79 pin the exponent to β = 0.326419(3),
rather close to β = 1/3. Finally, in dimension D ≥ 4, the Landau theory solution is correct.
This is also known as the mean-field solution, since we essentially replaced the fluctuating
order parameter M({si}) = 1N
∑
i si – which changes from configuration to configuration,
even at the same energy – by its thermal mean, M , in the free energy. The failure of mean-
field theory underscores the importance of fluctuations in low dimensions.¶
∗We exclude absolute values like |M | because they are not analytic at M = 0.
†One may wonder why we assume that the dependence here is linear. Indeed, in general we
should assume it to be some unknown function, −f2/2f4 = G(T − Tc). Near the critical point, we
can expand in Taylor series, keeping only the linear term G(T − Tc) ∝ T − Tc; any constant term is
0, as we know that G changes sign at Tc, and we have no reason to impose that the first derivative
vanishes. So applying Occam’s razor, we get linear behavior. In a situation that would surely be
pleasing to Friar William of Ockham, Landau theory feels like a divine miracle.
‡For this reason, Landau theory is a general theory of symmetry-breaking transitions; tran-
sitions that do not involve symmetry breaking, such as topological transitions, are outside the
Landau paradigm.
§The one-dimensional classical Ising model is easily solved with, e.g., transfer matrices.
¶We can understand why, in high dimensions, mean field theory works by noting that the num-
ber of nearest neighbors scales as 2d, with d the dimensionality. Thus, in high d, there are many
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Incredibly, the values of β for the 3-dimensional zero-field Ising model and the liquid-
vapor transition are the same, at nearly 1/3. That is, this value of β is characteristic of the
Ising universality class. In general, there are only a small number of possible universality
classes, each of which hold a collection of sometimes seemingly unrelated models. Quoting
Leo Kadanoff’s “principle of universality,”
All phase transition problems can be divided into a small number of differ-
ent classes depending upon the dimensionality of the system and the symme-
tries of the order state. Within each class, all phase transitions have identical
behavior in the critical region, only the names of the variables are changed.124
The 3-dimensional superfluid Helium transition is also in this universality class.
1.2 The Renormalization Group
The puzzle of how to understand the origins of these critical exponents, and crucially why
there are only a few different classes – the phenomenon of universality – was tackled in
the equilibrium case by a set of tools collectively called the renormalization group, or the
RG.∗ In broad strokes, the main idea of the RG is that at a critical point, we expect scale
invariance: if we “zoom out”, or rescale the system, the form of the laws (the Hamiltonian)
is precisely the same. To understand phase transitions, then, we can perform a “blocking”
transformation that manually enacts this zooming out process, often referred to as the real-
space renormalization group (RSRG).†
Let’s make this concrete by considering the 1-dimensional Ising model, Eq. 1.3.‡ The
partition function for this model is
Z = Tr e−βH = Tr e−H0 =
N∏
i=1
e−βJsisi+1 =
N∏
i=1
e−Ksisi+1 , (1.7)
absorbing β = 1/kBT into the definition of the Hamiltonian. We write H0 = −βJ
∑N
i=1 sisi+1 =
−K∑Ni=1 sisi+1, with K = βJ . Let’s perform a blocking transformation:§ for every three
consecutive spins (non-overlapping triplets), we simply assign the group to have the spin of
nearest neighbors, so each spin feels something close to the mean of all the other spins. For the
Ising model, it turns out, the lower critical dimension, below which mean field theory completely
fails, is dl = 1, and the upper critical dimension, above which mean field theory is exact, is dc = 4.
In between, mean field theory gets some aspects right and some aspects wrong. Every universality
class has its own dl and dc.
∗See, e.g., Cardy52 for an elegant treatment of this topic.
†This is in contrast to the complementary momentum-space picture, which systematically de-
rives a low-energy (i.e. long length-scale) approximation to the starting theory. Rather than zoom
out in space, that picture zooms out in energy.
‡The 1D classical Ising model is analytically solvable, and here the RG procedure may in fact
be carried out exactly. This is exceedingly rare; almost all RGs involve some kind of approxima-
tion, which places caveats on the predictions. We will see some of this in the real-space RG for
disordered systems in Chapter 3.
§The first paper to propose a blocking transformation for the Ising model was Kadanoff’s
groundbreaking 1966 paper, “Scaling laws for Ising models near Tc.”
123
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the middle element.∗ We then trace over the spins at the edges of each block, leaving the
middle one untouched. This is called a decimation.
Say that we have two blocks, composed of spins s1 to s6 in the raw variables, and we
decimate once. This means we sum over spins s3 and s4, which are at the edges of the
blocks, and keep s′1 = s2, s′2 = s5. The partition function (Eq. 1.7) factors involved in
the decimation are
eKs
′
1s3eKs3s4eKs4s
′
2 .
We can analytically perform the trace, by noting that eKs3s4 = coshK(1 + s3s4 tanhK),
and performing the sum over s3, s4 = ±1 gives 4 cosh3K(1 + s′1s′2 tanh3K). Remarkably,
this has the same form as before the decimation, but now in the new primed variables! In
particular, this is
eK˜s
′
1s
′
2 , K˜ = tanh−1
(
tanh3K
)
. (1.8)
This is known as an RG rule. Once we’ve derived this rule, we can imagine performing
this decimation procedure many times on the chain, and track how the couplings flow. The
full form of the Hamiltonian after the blocking is
H˜ = N ′g(K)− K˜
∑
i
s′is
′
i+1, g(K) = −
1
3
log
cosh3K
cosh K˜
− 2
3
ln 2,
with N ′ = N/3 the number of blocks. As we iterate the RG rule Eq. 1.8, which in terms
of x = tanhK is x˜ = x3, we see that x simply shrinks to 0.† Since K has a factor of 1/T
in it, this means that we flow to an effectively infinite temperature state. Infinite temper-
ature does not host order, so is paramagnetic. We have therefore deduced that, no matter
our initial condition (unless we are precisely at T = 0), our state is paramagnetic at long
lengths; there is no order! There are two fixed points, x = 0 (paramagnetic) and x = 1 (fer-
romagnetic, it turns out), with x = 0 being ‘stable’, i.e. an attractor, and x = 1 ‘unstable’.
The RG flow is from x = 1 to x = 0.
We can view this blocking procedure as an infinitesimal transformation, once we have
coarse grained so much that we no longer can make out the individual spins. This contin-
uum limit is, in general, very revealing. Every time we block, we zoom out by a factor of
b = 3. This means that whatever lengths are in the system, in particular the correlation
length ξ, must change by
ξ(x′) =
1
b
ξ(x), x′ = xb.
This has the solution ξ ∼ 1/ log tanhK, which is finite but growing extremely long as
∗A more democratic RG rule would be majority vote, but it’s a little more analytically compli-
cated. Reflecting the stability of RG fixed points, it doesn’t really matter how we block, so long as
it is physical, and many different RG schemes will lead to the same predictions provided they make
compatible approximations. The insight behind this RG rule is that in the ordered phase, all the
spins tend to point the same way anyway, so picking the middle one and picking the majority vote
give the same answer.
†x lies between 0 and 1, so unless x = 1, it will eventually shrink to 0.
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Figure 1.2: Left: an example “blocking” transformation on the classical Ising model
(from Ref. 124). The ‘super’-spin of the block is the majority vote of the microscopic spins,
with couplings between them gotten from adding up the interactions among the micro-
scopic spins. Repeatedly blocking and following the flow of these couplings is the central
idea of Kadanoff’s real-space renormalization group. A similar picture exists where block-
ing occurs in k-space, where low-energy modes are integrated out. Right: a schematic dia-
gram of RG flow given by Michael Fisher91. As we perform infinitesimal blocking transfor-
mations, we flow along trajectories in coupling space, ultimately arriving at (or diverging
away from) a fixed point. These fixed points are the canonical models of the universality
classes describing critical points.
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Table 1.1: Some critical exponents of the Ising universality classes, and operator dimen-
sions from the RG. β is the exponent M ∝ (T−Tc)β. Defining a susceptibility χ in response
to a source field h, we have γ is the exponent χ ∝ (T−Tc)γ . The correlation length ξ is also
a power-law with exponent ν, in ξ ∝ (T − Tc)ν . Finally, at the critical point the (thermal
average) two-point correlation function decays as a power law with exponent related to η,
in 〈s0sr〉 ∼ r−d+2−η. The quantities ∆σ and ∆ are the renormalization group (RG) scaling
dimensions of the σ and  fields, respectively.
The Ising Universality Class: a snapshot
dimension d
1117 2187 379 4 (mean field) RG expression52
β none 1/8 0.326419(3) 1/2 ∆σ/(d−∆)
γ none 7/4 1.237075(10) 1 (d− 2∆σ)/(d−∆)
ν none 1 0.629971(4) 1/2 1/(d−∆)
η none 1/4 0.036298(2) 0 2∆σ − d+ 2
∆σ 1/8 0.5181489(10) 1
∆ 1 1.412625(10) 2
T → 0.
This simple example reveals some key aspects of RG transformations in general. Given
microscopic variables Ki, under a decimation, we form new couplings K˜i = R({Kj}), where
R is some function that we often will linearize about the fixed point K∗. We seek to form
scaling variables ui, which are combinations of the microscopic variables Ki, that transform
multiplicatively under the RG flow: u˜i = λ
iui = b
∆iui.
∗ The variable ui is considered to
fall into three possible classes, depending on ∆i: if ∆i > 0, it is relevant, as it will grow
arbitrarily large under the RG flow; if ∆i < 0 it is irrelevant, as it will shrink to 0 under
the RG flow; and if ∆i = 0 it is marginal, and we cannot immediately tell what will happen
∗Formally, λi is an eigenvalue of the Jacobian for the RG rule, ∂K ′/∂K, at the fixed point K∗.
If we linearize about the fixed point, then the eigenvector ui indeed transforms multiplicatively
under the RG rule.
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to it, needing to go beyond the linear approximation. ∆i is the scaling dimension of scaling
variable ui. The surface spanned by the ui variables is the renormalized manifold, which
flows with the RG; an illustration is in Figure 1.2.
Calculating the ∆i is one of the main goals of any RG procedure. This is because their
physical importance is paramount, as they fully determine the critical exponents. For in-
stance, for the Ising universality class, the field-theoretic variables are σ and ; the relation-
ships between ∆σ, ∆, and the dimension d precisely give the critical exponents of mea-
surable quantities like the specific heat and susceptibility. A snapshot of the Ising class is
given in Table 1.1. The breathtaking success of the renormalization group in understand-
ing the origin of these exponents, in a quantitatively sharp way, is one of the triumphs of
twentieth century physics and the provenance of Ken Wilson’s 1982 Nobel Prize.∗
1.3 Non-Equilibrium Dynamics and Floquet Theory
The previous analysis of universality has relied on the tacit assumption of thermal equilib-
rium – there is no notion of thermodynamic variables, free energies, etc., without it. How-
ever, one would like to move beyond this rather restricted space, and try to understand to
what extent non-equilibrium systems can behave universally.
The full non-equilibrium problem is hard, and perhaps intractable. One special case
where we have some amount of control is that of periodic driving or Floquet driving. In
Floquet systems, the Hamiltonian is a periodic function of time,
H(t+ T ) = H(t)
for some period T . This means that the evolution operator over one cycle,
F = U(T ) = exp
(
−iT
∫ T
0
H(t)dt
)
with T ensuring time-ordering, is of central importance.† Since it is a unitary operator, we
can always write it as
F = e−iTHF ⇔ HF = i
T
logF, (1.9)
which defines the Floquet Hamiltonian HF . Here we can glimpse the power of Floquet
systems; despite being strongly non-equilibrium systems, continuously driven, they admit a
∗Wilson was one of the true pioneers of the RG, greatly expanding on Kadanoff’s earlier work.
In 1971, he introduced the differential form of the RG equations and explored its consequences in a
pair of works (Refs. 268,269). His 1972 paper with Michael Fisher, cutely titled “Critical exponents
in 3.99 dimensions,”271 introduced the -expansion – a radical idea of expanding in the number of
spatial dimensions, treated as a smooth parameter – and the celebrated Wilson-Fisher fixed point.
Finally, in 1975 Wilson gave a resolution to the notorious Kondo problem in terms of the RG270,
cementing his Nobel prospects. Incidentally, Michael Fisher is the father of Daniel S. Fisher, whose
work on RGs in disordered systems is covered in Chapter 3, and noted physicist Matthew P. A.
Fisher.
†Throughout this dissertation, we assume we are working in units where ~ = 1. We also often
set T = 1, absorbing it into HF , such that quasienergies lie between 0 and 2pi.
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time-independent Hamiltonian description when probed at multiples of the drive frequency
T , as U(NT ) = FN = e−iNTHF . In other words, every cycle, the system appears as though
it was simply evolved under a time-independent operator HF . By tuning the types of driv-
ing, we may make HF as complicated, simple, or exotic as we want, in a process known as
Floquet engineering.
A final fundamental consequence of periodic driving is that the eigenstates of F , which
are also those of HF , must take a special form. This is known as Floquet’s theorem, analo-
gous to Bloch’s theorem for Hamiltonians with discrete spatial translation symmetry (on a
lattice), and reflects the discrete time translation symmetry of Floquet systems.∗ It states,
|Ψ(t)〉 = e−it |ψ(t)〉 , |ψ(t+ T )〉 = |ψ(t)〉 . (1.10)
The quantity , defined on the circle modulo 2pi/T , is called the quasienergy of the state
|Ψ〉. These are not energies in that they are periodic, and only conserved up to multiples of
2pi/T . The periodic nature of quasienergy space is one of the defining features of Floquet
systems, allowing them to escape many no-go theorems for static Hamiltonians.†
Floquet systems also raise the tantalizing prospect of dynamical phases of matter. We
may wonder, can the Floquet Hamiltonian host types of order that are impossible in tra-
ditional Hamiltonians, or not present in any of the drives used to produce HF ? Can we
obtain fundamentally new types of quantum orders in driven systems, and if so, what are
they? Do these orders also lead to new types of transitions, and new notions of driven,
non-equilibrium universality? These striking questions are at the heart of this dissertation.
1.4 Universality out of Equilibrium
There have been several non-equilibrium universality classes discovered in the past several
decades. Some are biologically inspired: the growth of surfaces obeys what is known as
Kardar-Parisi-Zhang (KPZ) universality127, where x ∼ t2/3. This is, quite remarkably,
different from almost all equilibrium classes, which have the ballistic scaling of x ∼ t.‡ This
is also distinct from diffusion, which obeys x ∼ √t. Other models of surface growth, such
TASEP, are also in the KPZ class56. Other universality classes include reaction-diffusion,
percolation and directed percolation, the Edwards-Wilkinson class, and various universality
classes of cellular automata184. Finally, a fascinating dynamical universality class is that
∗Gaston Floquet was a French mathematician in the 1800s who mainly worked on differential
equations. He published his eponymous theorem across three works in 1881-83 (all with the same
title)94, shortly after finishing his doctorate at the E´cole Normale Supe´rieure. He spent most of his
life as a professor in Nancy, helping make it one of the leading research centers outside Paris. His
theorem was generalized to the quantum setting by Shirley in 1965229.
†One simple example is the possibility of chiral one-dimensional Floquet systems. Bands of a
Hamiltonian must be periodic in k-space, which means that any band of a static Hamiltonian must
have both left- and right-moving pieces; a purely right-moving band  = vk could not be periodic.
In contrast, in a Floquet system a purely right-moving band is perfectly fine, as we identify the
quasienergies 0 and 2pi with one another.
‡The astute reader may rightly object that equilibrium systems have no notion of time, t. This
is of course correct, but we may relate time in a d-dimensional system to an equilibrium d + 1-
dimensional system through analytic continuation: we write τ = it, and treat τ as a new Euclidean
dimension.
11
of aging in spin glasses, such as the Sherrington-Kirkpatrick model, the Edwards-Anderson
model, and the random energy model119.∗
The focus of this dissertation is on universality in non-equilibrium quantum systems,
in particular, those that are driven by some kind of external perturbation. This generally
implies that the system does not conserve energy, as the Hamiltonian is time-dependent.
We write
H = H0 +HD(t), (1.11)
where HD(t) is the drive term. In this dissertation, we consider two generic types of
drive: (1) HD(t) is stochastic, in particular, a Poisson process, and (2) HD(t) = HD(t + T )
for some period T , also known as Floquet driving. A central issue with considering order
and criticality in driven systems is that of heating. If a system heats to infinite temper-
ature, we expect no order, as every configuration becomes equally likely (e−E/kBT → 1)
and any order simply averages out. How then can we observe universal responses in driven
systems?
In this dissertation, we engineer two ways around this problem. The first, explored in
Chapter 2, is to consider boundary driving in clean systems. By boundary driving, we
mean that HD(t) has support only on the boundary degrees of freedom of the system,
while H0 has support everywhere. While indeed boundary-driven systems may heat to
infinite temperature at infinitely long times, the problem is less severe than in the bulk-
driven case. First, any heating must be local; at a finite time t, the light cone of excita-
tions can only have extended to a finite region x ∼ t, and any part of the system outside
of this will not have heated at all.† Second, at each time step, we are only inputting a sub-
extensive amount of energy into the system, rather than an extensive amount. This means
that any heating will occur on a much slower timescale than in the bulk-driven case. In the
non-interacting limit in particular, excitations will move from the boundary outward in a
lightlike fashion, leaving no trace once they have passed out of the region of interest. We
generally consider starting with a bulk-critical system and driving its boundary, leading the
dynamics to inherit universality from the critical bulk.
The second way around the issue of heating is through the consideration of disorder. A
seminal discovery of the twentieth century was that of Anderson localization – explained
in detail in Chapter 3 – whereby a quantum wavefunction ceases to be extended, and in-
stead becomes exponentially decaying, in a disordered potential. This has quite recently
been generalized to the many-body case, where interactions are strong. Importantly, such
many-body localized systems do not reach thermal equilibrium in the traditional sense,
and can host quantum orders at arbitrarily large energy densities. Further, such localized
phases are robust to periodic driving, and have been shown to host new dynamical types of
order, such as time-crystalline order. Within this context, we examine what happens as we
∗The author thanks Leticia Cugliando for introducing him to this subject at the Les Houches
school, ‘Dynamics and Disorder in Quantum Many Body Systems Far from Equilibrium’, Summer
2019.
†Strictly speaking, the light cone in a non-relativistic quantum system is not absolute, and cor-
relations are instead bounded by the Lieb-Robinson inequality (provided interactions are short-
ranged enough)160,248. Correlations outside the light cone decay exponentially with distance,
though, so heating there is negligible.
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transition between different many-body-localized phases.
Finally, in Chapter 4 we consider hydrodynamics, which is in some sense the most uni-
versal non-equilibrium theory. All thermalizing systems are expected to be described by
hydrodynamics in their late-time limit, and only a few coarse-grained parameters, such as
viscosities and scattering times, need go into the hydrodynamic description. Part of the
power of this description is that equilibrium is close at hand, as the system is still in local
equilibrium on a sufficiently short scale. By considering the Coulomb drag phenomenon,
whereby a current in one plate can pull along a reciprocal current in another nearby plate
via quantum fluctuations, we investigate a quantum limit of hydrodynamics. In particu-
lar, we study the drag between thermal currents, showing that they behave in remarkably
different ways to charge currents.
13
Mulla had lost his ring in the living room. He
searched for it for a while, but since he could
not find it, he went out into the yard and began
to look there. His wife, who saw what he was
doing, asked: “Mulla, you lost your ring in the
room, why are you looking for it in the yard?”
Mulla stroked his beard and said: “The room is
too dark and I can’t see very well. I came out
to the courtyard to look for my ring because
there is much more light out here.”
Nasreddin
2
Boundary Driving and Conformal Field
Theory
We would like to understand how quantum systems behave when out of equilibrium, and in
particular, if they can behave in a universal way. A natural starting point, then, is an equi-
librium quantum system at criticality; we can then gently push it away from equilibrium,
and see if the resulting phenomena are still universal. It may seem obvious that a critical
system, gently pushed, may remain universal; however, there are good reasons to expect
the opposite. As a system is pushed away from equilibrium by the injection of energy, the
system should heat.∗ In many cases, temperature is a relevant perturbation in a quantum
critical system, meaning that even small increases in temperature will have large effects at
the longest length scales.† Truly quantum phase transitions are often defined only at abso-
lute zero, and as one moves away from the T = 0 limit, the quantum critical point broadens
∗The process of heating in quantum systems is itself a fascinating topic that has seen much
progress in recent years, and one that will be discussed at length throughout this dissertation.
Suffice it to say that a “generic” interacting many-body quantum system (obeying the Eigenstate
Thermalization Hypothesis238,70,69) should eventually “heat”, meaning equilibrate to a thermal den-
sity matrix with temperature equal to the initial state’s average energy density. Exceptions include
free (non-interacting) systems, integrable systems (which instead equilibrate to a Generalized Gibbs
Ensemble256), and many-body localized systems; more on the last can be found in Chapter 3.
†This is an abuse of terminology, though not of my initial doing. Strictly speaking, all terms in
the Hamiltonian (that survive the RG flow) are marginal, with RG-dimension 0. Sometimes opera-
tors with even irrelevant character can be “dangerously irrelevant” in that they can lead to heating,
which in turn destroys the criticality. Temperature is ‘relevant’ in spirit, though, for the reason that
it has a large effect on critical phenomena.
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into a ‘quantum critical fan’216 with a mix of quantum and classical critical phenomena.∗
A central problem with studying non-equilibrium physics is the absence of a basic physi-
cal framework. In equilibrium, we have the framework of thermodynamics, which allows us
to make sense of quantum systems in terms of temperature, free energies, susceptibilities,
specific heats, and the like. Depending on how strongly we are out of equilibrium, some or
none of this framework makes sense. So long as we move adiabatically between equilibrium
states, thermodynamics is totally valid – the definition of adiabaticity being, roughly, that
motion between two equilibrium thermodynamic states is so slow that all intervening states
are also equilibrium thermodynamic states.† Once we allow for non-adiabaticity, we can
still sometimes use local notions of thermodynamics, where, e.g., temperature becomes a
spatially varying function T (r); on a microscopic scale, each small region of the system is
in equilibrium, with flows between these regions reflecting the non-equilibrium nature of
the problem. This is often what is done in fluid mechanics; for more, see Chapter 4.
The spirit of the hydrodynamic approach above is to start with what we do know how
to handle – namely equilibrium systems – and patch them together to get a special case of
what we don’t know how to handle, namely non-equilibrium systems. In this vein, one may
start with something we know well – perhaps a certain class of quantum critical systems –
and then weakly drive them away from equilibrium. This is the motivation for this chap-
ter’s approach to non-equilibrium universality. In particular, we consider quantum critical
systems described by conformal field theories, or CFTs, which are quantum field theories
obeying a particularly powerful symmetry called conformal symmetry.‡ Roughly, confor-
mal symmetry means scale invariance, and this is why it is so common at quantum crit-
ical points. Critical points are the fixed points of an RG-flow, and hence rescaling them
– or flowing with the RG – doesn’t do anything! So, they are scale invariant.§ Strictly,
conformal invariance is more than this: it is the symmetry group of the metric tensor it-
self, in that a conformal transformation is an isomorphism of the metric up to a rescal-
ing: gµν → Ω(r)gµν . In layman’s terms, conformal transformations preserve angles, but
not lengths, with simple rescaling being a special case.¶ Sadly, powerful as conformal in-
∗Quantum critical fans are their own vibrant area of both experimental and theoretical research,
e.g., in the cuprates (high-temperature superconductors).
†Note that this is slightly different than the usual definition of adiabaticity as no exchange of
heat, i.e. dQ = 0. This generalizes better to the quantum setting, though, where we care about
moving slowly enough to stay in the system’s ground state as we change the parameters in the
Hamiltonian.
‡Per usual, there are also classical field theories with conformal symmetry – with a general re-
lation between them being the quantum-classical mapping – but we will concern ourselves with the
quantum kind.
§One has to be quite careful with this logic in disordered systems, which are not scale invariant
in this sense at criticality; rather the distribution of their randomness is invariant.
¶It is much less obvious why criticality should imply conformal invariance, and not just scale
invariance. This is actually a question I have asked myself many times over the past five years!
To the best of my knowledge, criticality does NOT in general imply conformal invariance. A nice
discussion is provided by Nakayama178, the upshot being that in 2 dimensions, one can prove that
scale invariance + quantum field theory + short-enough-ranged interactions implies conformal in-
variance. Quoting him, “As of January 2014, our consensus is that there is no known example of
scale invariant but non-conformal field theories in d=4 dimension under the assumptions of (1) uni-
tarity, (2) Poincare´ invariance (causality), (3) discrete spectrum in scaling dimension, (4) existence
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variance is, its effect on quantum field theory is only truly understood in two dimensions.
In d > 2, the conformal group simply consists of (1) translations, (2) dilations, (3) rota-
tions, and (4) ‘special conformal transformations’.∗ In d = 2, the conformal group is much
larger, and consequently much more illuminating. This is because two-dimensional con-
formal transformations are simply analytic functions of a complex variable z = x + iτ in
disguise, and we can thus bring the power of complex analysis to bear.
In this chapter, we focus on the case of a 1+1-dimensional quantum critical system, de-
scribed by a conformal field theory, driven at its boundary. We focus on boundary driving
for the reason that boundary-driven systems are expected to be less sensitive to heating,
as we only input a sub-extensive amount of energy with each cycle of the drive. The focus
on 1+1-dimensional systems is not as restrictive as it might sound, as some symmetrical
three-dimensional problems, such as the Kondo problem, reduce to a one-dimensional prob-
lem in the coordinate r; nonetheless the main application would be towards understanding
quantum wires, and gleaning insight into the possible universal behavior of non-equilibrium
quantum systems generally.
We begin with a CFT primer that introduces the reader to the main concepts of con-
formal field theory, borrowed heavily from Cardy52,47.† The bible is the ‘yellow book’ of
Di Francesco, Mathieu and Se´ne´chal71, which is extremely useful as a reference, but in the
author’s opinion lacks the physical insight of Cardy. The author also recommends Michael
Flohr’s Conformal Field Theory Survival Kit‡. Paul Ginsparg’s notes from Les Houches98
are also a classic (and in David Tong’s opinion246, the canonical way to learn CFT). CFT
with boundaries is more specialized, and the best entre´e to the literature is Cardy’s arti-
cle47. For more on the use of boundary-condition-changing (BCC) operators in quantum
impurity problems (such as the Kondo problem), Affleck’s article is very nice6.
We then move on to include slightly amended versions of the author’s works ‘Floquet
Dynamics of Boundary-Driven Systems at Criticality’28 and its appendices, and ‘Universal
Dynamics of Stochastically Driven Quantum Impurities’29.
2.1 A Conformal Field Theory Primer
In this section, we give a brief introduction to the main tools and techniques of two-dimensional
conformal field theory. This will be quite rapid and non-rigorous; for more detailed expla-
nations, please refer to the above resources.
of scale current and (5) unbroken scale invariance in the vacuum.” (There is also no rigorous proof,
either.) Remarkably, the (quite physical and not pathological) theory of elasticity in two dimensions
displays scale but NOT conformal invariance, as shown by Cardy and Riva207.
∗Namely, rµ → rµ + αµ(r) with αµ(r) = bµr2 − 2bλrλrµ, which in plain English is a normal con-
formal transformation followed by an inversion rµ → rµ/r2, a translation by bµ, and another inver-
sion.
†This would be an opportune time to thank John for his help throughout my PhD; his coming
to Berkeley at the time that I started was extremely fortuitous, and I learned a lot from him.
‡https://www.itp.uni-hannover.de/fileadmin/arbeitsgruppen/ag_flohr/papers/
w-cft-survivalkit.pdf
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2.1.1 Conformal symmetry and the plane
Conformal symmetry is invariance under conformal transformations, or transformations
that preserve angles. More specifically, a conformal transformation is one that rescales the
metric gµν → Ω(r)gµν . In two dimensions, we can move to complex coordinates by defining
the variables z = x + iτ , z¯ = x − iτ , which are treated as independent of one another.
We can at this stage remain agnostic as to the physical significance of x and τ , and simply
treat them as Euclidean coordinates, with the theory defined on this Euclidean space. In
practice, a spin chain or other quantum system tends to map onto such a statistical me-
chanics model only through the use of a Wick rotation to imaginary time, τ = it with t the
physical time,∗ or when τ is treated as an inverse temperature τ = β. Once we’ve made
the move to the complex plane, it can be shown that any analytic function is a conformal
transformation. This amazing fact is what empowers CFT in two dimensions, as first eluci-
dated by Belavin, Polyakov and A. B. Zamolodchikov24.†
A central object of interest in CFT is what is known as a primary operator. Note that
operators can be viewed either as functions of position r = (x, τ) as φ(r), or in complex
notation as φ(z, z¯). Primary operators transform simply under conformal transformations;
each primary operator φ has conformal weights hφ and h¯φ, which are generally distinct
real numbers, and in a unitary CFT, h, h¯ ≥ 0. These are usually combined to form the
quantities ∆ = h+ h¯, called the conformal dimension, and s = h− h¯, called the spin. Under
a conformal transformation z → w(z), φ(z, z¯) transforms as
φ(z, z¯) =
(
∂w
∂z
)hφ (∂w¯
∂z¯
)h¯φ
φ(w(z), w¯(z¯)). (2.1)
This expression is valid when φ is inside of an expectation, 〈φ . . .〉, and the factors out
front are just the Jacobian of the transformation raised to conformal dimension of the op-
erator. This little formula has extremely broad implications; often in CFT we don’t know
how to compute correlation functions of an operator in some complicated geometry, like
a multi-sheeted Riemann surface with cuts‡ or even a simple disk, but we can use this re-
lation to conformally map onto a surface where we do know how to compute correlation
functions. That said, let us examine correlation functions on the plane, with the under-
standing that this gives us all correlation functions on geometries with the same topology.
∗This comes with its own host of problems; one must make sure that, when the imaginary time
answer is analytically continued back to real time, no divergences or non-analyticities are encoun-
tered. A simple failure mode is the analytic continuation of a sinusoid: perhaps some answer gives
e−ωτ , which is decaying and negligible for large τ , but is simply oscillating with no decay in real
time, as e−iωt. Often issues arise when there are poles in the imaginary time answer, preventing a
smooth analytic continuation to real time. Worries about analytic continuation can generally be put
to rest with numerical evidence, in the case that the analytic continuation cannot be proven to be
safe.
†Note that this is Alexander Borisovich Zamolodchikov, not his twin brother Alexei Borisovich
Zamolodchikov – also a noted theoretical physicist in his own right. Having two prominent A. B.
Zamolodchikov’s in the same field at the same time must have made for a publisher’s nightmare
(and it’s still difficult to tell sometimes which work is by whom).
‡As is common in entanglement entropy calculations with the replica trick; see Cardy and Cal-
abrese45,41.
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Conformal invariance completely fixes the form of the two-point function on the plane:∗
〈φi(r1)φj(r2)〉 = δijCi|z1 − z2|2hi |z¯1 − z¯2|2h¯i
=
δijCi
|z1 − z2|2(hi+h¯i)
=
δijCi
|r1 − r2|2∆i . (2.2)
The δij is because any two-point function of operators with different weights must van-
ish.† Ci is a constant that depends on the operator in question; in general, we cannot de-
duce its value from CFT alone, and it needs to be determined from a microscopic calcula-
tion in the particular model (it is not a universal number). Similarly, the form of the three-
point function is also fixed by conformal symmetry alone, namely
〈φi(r1)φj(r2)φk(r3)〉 = Cijk|r1 − r2|∆i+∆j−∆k |r2 − r3|∆j+∆k−∆i |r3 − r1|∆k+∆i−∆j , (2.3)
which is quite elegant. Our luck runs out for the four point function, though, due to the
presence of the cross-ratios or anharmonic ratios, like |r1−r2||r3−r4||r1−r3||r2−r4| , which are invariant un-
der a conformal transformation. Since these ratios are invariant, the 4-point function could
be any function of these ratios and still satisfy conformal symmetry, so we cannot fix the
form; obviously, higher point functions have this issue as well. Nonetheless, knowing the 2-
and 3-point functions is quite powerful, and in some cases, such as the free fermion ψ, we
know the full N -point function due to Wick’s theorem (which relates N -point functions to
sums of products of 2-point functions). The Coulomb gas formalism can give N -point func-
tions for some other operators (such as the σ field in the Ising model with ∆ = 1/8), but
generic N -point functions are not known. Finally, a central concept in CFT is of the oper-
ator product expansion or OPE, which states that as we bring two operators close together,
we may replace them by a sum of operators (rather than a product). The intuition for this
comes from, essentially, counting poles; bringing two poles close together creates a single
pole of higher order, in the same sense that bringing two operators of some dimension close
together creates a new operator of a different conformal dimension, if we don’t care about
the non-singular part of the function. In math, the OPE is
φi(z1, z¯1)φj(z2, z¯2) =
∑
k
Ckijφk(z1, z¯1). (2.4)
This is again only valid inside correlation functions 〈φi(z1, z¯1)φj(z2, z¯2) . . .〉 in the limit
z1 ≈ z2, z¯1 ≈ z¯2. The Ckij are known as structure constants, with the above formula also
called a fusion rule.‡ OPEs are not restricted to primary operators, and exist for all pairs
∗The one-point function vanishes by symmetry.
†A simple argument goes as follows: make a conformal transformation on the plane, and con-
sider the two quantities 〈φi(z1, z¯1)φj(z2, z¯2)〉 and 〈φj(z1, z¯1)φi(z2, z¯2)〉, switching the operators. In
fact, these must be equal (!), since the two point function has just been rotated by pi. After the
transformation, the only way they may be equal is if their Jacobian prefactors ahibhjch¯idh¯j and
bhiahjdh¯ich¯j are equal, which entails either hi = hj and h¯i = h¯j , meaning that two operators are
really the same; or the two-point function is 0.
‡There is a deep connection between CFTs and the braiding of anyons, hence the similarity in
terminology.
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of operators; but, the primary fields being the atoms of any CFT, we are generally most
interested in their OPEs.∗
2.1.2 Central charges and Virasoro algebras
The last bit of CFT we will need is the concept of a central charge, c. Earlier, we intro-
duced primary operators, which transform simply under conformal maps. Luckily, many
physical operators are primary, such as the Ising field ψ in the Ising CFT. However, it
is easily shown that their derivatives (also called descendants) like ∂µφ are not primary,
transforming in more complicated ways. The most notable non-primary field is the stress-
energy tensor Tµν . Now, the stress energy tensor may be expanded in Laurent series as
T (z) =
∞∑
m=−∞
Lm
zm+2
⇔ Lm = 1
2pii
∮
dz zm+1T (z), (2.5)
with similar expressions for T¯ (z¯). The significance of the Lm’s (and their cousins, the
L¯m’s) are that they generate the group of conformal transformations, in the sense of Lie
algebras; alternatively, they are the Noether charges associated to the symmetry transfor-
mations δz = zn+1. In particular, L−1 generates translations, and L0 generates dilations
and rotations. These Lm operators form the Virasoro algebra, perhaps the most fundamen-
tal aspect of CFT.† In particular,
[Lm, Ln] = (m− n)Lm+n + c
12
m(m2 − 1)δn+m,0. (2.6)
The quantity c is the central charge. (This is the formal definition, and is pretty dry.)
Note that we have two copies of this algebra, one for Lm’s and one for L¯m’s; the L¯m have
their own central charge c¯, which may differ from c.
The central charge is the defining characteristic of a CFT.‡ The Ising universality class
is defined by c = 1/2, the free boson by c = 1, the tricritical Ising model by c = 7/10,
and the 3-state Potts model by c = 4/5, to name a few. Unitary theories have c > 0, and
minimal models (i.e. the models we generally care about in condensed matter physics) have
c ≤ 1.§ The central charge is universal, in some sense the ur-universal object, and appears
extensively.
The modern interpretation of c is as the prefactor of the growth of entanglement; with-
out getting unnecessarily derailed, since CFTs are gapless, the entanglement entropy, de-
∗With the exception of OPEs of primaries against the stress-energy tensor T .
†This is reminiscent of the algebra of angular momentum operators, but now with an infinite
tower of L’s and a term with c in it.
‡We’ll concern ourselves here with only the “minimal models”, with a finite number of primary
fields, plus the free boson at c = 1 with an infinite number.
§In this range, c may only take discrete values c = 1− 6/m(m+ 1), where m = 3, 4, 5 . . ..
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fined as SL = −Tr ρL log ρL for a subsystem of size L, grows logarithmically∗ as
SL ∼ c+ c¯
6
logL. (2.7)
The central charge also appears in the specific heat, in Cardy’s formula C ∼ cpikB/3β,
and pops up in many places where Tµν makes an appearance. Finally, c satisfies a remark-
able theorem known, straightforwardly, as the c-theorem274, that states that c is monotoni-
cally decreasing along RG flows.† We remark that in higher dimensions, while there is no c,
there are analogues of the c-theorem, including the A-theorem in 3+1 dimensions49,188 and
the F -“theorem” in 2+1 dimensions142.‡
2.1.3 Boundary conformal field theory
We should finally spend a few words on boundary CFT, which is usually defined on the
half-plane Im z ≥ 0. Boundary CFT is actually easier than bulk CFT; there is only one
copy of the Virasoro algebra, which we can think of as being z for Im z ≥ 0 and z¯ for
Im z ≤ 0. Consequently there is only one central charge c, and, when the region L is taken
from the boundary inward, we have SL ∼ (c/6) logL.§ Boundary CFT has its own peculiar-
ities, however.
There are, for any CFT, only a finite number of boundary conditions that are consis-
tent with conformal symmetry.¶ In the case of the Ising model, calling the boundary field
hB,
‖ these are hB = 0 (“free”, which is always conformal for any theory) and hB = ±∞
(“fixed”); any other values would change upon rescaling. We can thus flow boundary con-
ditions under the RG, leading to some boundary conditions being stable, and some unsta-
ble, fixed points. For Ising, hB = 0 is unstable, and arbitrarily small hB will flow off to
infinity. Whenever there is sharp change in boundary conditions, correlation functions in
this geometry can be related to those in the geometry with a free boundary via the inser-
tion of a boundary-condition-changing operator, or BCC operator.∗∗ That is, if we have
∗In a gapped theory, we expect an area law for entanglement in the ground state, SL ∼ ∂L, i.e.
a constant in 1+1 dimensions, and a volume law for generic states with SL ∼ L. The area law is a
remarkable conjecture that has only been proven in the case of one-dimensional gapped Hamiltoni-
ans, by Hastings106.
†More accurately, there is a function C(H,λ), with H the Hamiltonian and λ the RG scale, that
is monotonically decreasing along flow, and is fixed only at the RG fixed points, where it equals the
central charge c.
‡Conjectured theorem, i.e. a conjecture. Special cases have been, to my understanding, proven
only using supersymmetry in particular theories like N=2 supersymmetric Yang-Mills.
§This is the formula for open boundary conditions; for periodic boundary conditions or for
regions in the bulk of an OBC system, we again use (c/3) logL, assuming c = c¯ and no finite-size ef-
fects. Incidentally, finite size effects can be exactly corrected for, as shown by Cardy and Calabrese,
by mapping the strip to a cylinder with radius L.
¶The seminal papers here are Cardy 198448 and 198950, and Ishibashi 1989116.
‖More correctly, the value of the field ψ is what is fixed to have expectation 0 or ±1, but this
corresponds to the stated values of the coupling hB .
∗∗The reason why this works is deep, and related to the state-operator correspondence. In general
in CFT, there is actually an isomorphism between states and operators – which is certainly not true
for general quantum field theories! The hand-waving way to see this correspondence is to imagine
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a sharp change from boundary condition a to boundary condition b at a point x along
the boundary, then 〈. . .〉ab = 〈φab(x) . . .〉free. Finally, even the bulk is slightly different:
due to the presence of the boundary, any N -point function in the half-plane is related to
a 2N -point function in the full plane, via the method of images: 〈φ(x, τ) . . .〉half plane =
〈φ(−x, τ)φ(x, τ) . . .〉full plane.∗ This means that the one-point function with a boundary
does not generally vanish (and its form is Eq. 2.2), while the two-point function is not fixed
by symmetry due to the cross-ratios.
This concludes our lightning review of the key concepts of CFT; we now move on to ap-
ply these techniques to a critical quantum spin chain driven at its boundary.
2.2 Floquet Dynamics of Boundary-Driven Systems at Criticality
2.2.1 Introduction
Recent years have witnessed substantial progress in understanding the dynamics of period-
ically driven (Floquet) systems. Such driving has traditionally been used for engineering
non-trivial effective Hamiltonians38,170,109,99, but recent research has shown that these dy-
namics can differ drastically from their static counterparts. Examples include the recently
observed Floquet time crystals135,257,80,81,275, the emergence of topological quasiparticles
protected by driving121,239, Floquet topological insulators186,141,161,203,53,245, and Floquet
symmetry-protected topological phases113,258,82,200. More broadly, periodically driven sys-
tems touch on fundamental issues in statistical and condensed-matter physics such as ther-
malization157,2,3,150,174 and phase structure135.
However, relatively little attention has been paid to driven systems at criticality, whose
low-energy dynamics are often described by a conformal field theory (CFT). Such quan-
tum critical systems are a natural setting in which to study Floquet dynamics, as many in-
sights into the non-equilibrium dynamics of many-body systems have come from the study
of CFTs in 1+1d43,42,44,46. A na¨ıve expectation is that such a driven critical system would
simply heat up. However, in the presence of a boundary drive, the energy injected per cy-
cle is not extensive in system size, and there are multiple possible behaviors in an arbitrar-
ily long period prior to thermalization. Moreover, as CFTs are integrable, it is natural to
expect they can escape heating even at low frequencies provided the scaling limit is taken
before the long time limit. This opens the door to using scaling theory combined with the
analytical toolkit of boundary CFT47,48,50,6 to characterize multiple regimes of universal
dynamics in such boundary driven quantum critical points.
the far past state at the end of a cylinder, which under a conformal transformation gets mapped to
a disturbance at the origin – an operator. Similarly, boundary conditions, viewed as states, can be
mapped to operators, and the mixed boundary condition case is a BCC operator.
∗The reason why this works is interesting. When I first learned it, I wondered whether there
was an equivalent to Laplace’s equation, as for the usual method of images: solutions are unique
given fixed boundary conditions, so we arrange charges so as to mimic a particular set of isocon-
tours of the field (such as a plane conductor or spherical conductor). The reason the method of
images works here is because we can “unfold” the CFT from the half plane to the full plane by
mapping the left-moving sector to x < 0 and the right-moving sector to x > 0. So long as we are
not on the boundary of x = 0, we get two copies of the operator in the plane after we do this, at x
and −x.
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In this Letter, we study the dynamics of entanglement entropy Sl(t) and Loschmidt echo
L(t) = |〈ψ(0)|ψ(t)〉|2 in conformally-invariant quantum critical systems subject to a peri-
odic boundary drive. We find two distinct regimes in which boundary conformal field the-
ory provides an excellent description of the dynamics. For suitably slow drives, the system
behaves almost as though subject to a series of independent quantum quenches but with
amplitude corrections related to multiple-point correlation functions, while for fast drives,
the boundary drive can be averaged out, and the system responds as though subject to
a single quench at an averaged value of the field. For intermediate driving frequency, we
find universal heating which crosses over from a perturbative regime at weak drive to non-
perturbative boundary CFT regime at strong drive. The dynamics in all driving regimes
are universal and can be described using field-theoretic tools. We numerically confirm that
the dynamics remain robust against adding integrability-breaking interactions up to the
finite times that may be simulated.
2.2.2 Model
While our results apply to arbitrary boundary-driven CFTs, for concreteness we will fo-
cus on the archetypical transverse-field Ising (TFI) model on the half-line with a time-
dependent symmetry-breaking boundary field
H = −
∑
i≥0
(
Jσzi σ
z
i+1 + hσ
x
i + Γσ
x
i σ
x
i+1
)− hb(t)σz0 , (2.8)
with Γ an integrability-breaking perturbation and h ∼ J tuned to the critical point. This
model has a convenient description in terms of free fermions when Γ = 0, seen by per-
forming a Jordan-Wigner transformation216 and is thus an ideal numerical test-bed for our
model-independent analytical arguments. We initially prepare the system in the ground
state at fixed boundary field hb(t < 0) then quench on a periodic boundary drive, hb(t +
T ) = hb(t), for t ≥ 0. In equilibrium, the low energy description of this spin chain at
criticality is well-understood in terms of gapless left- and right-moving Majorana fields sat-
isfying {ηR/L(x), ηR/L(y)} = δ(x− y), with Hamiltonian
H = − iv
2
∫ ∞
0
dx (ηR∂xηR − ηL∂xηL)− λ(t)σb(0), (2.9)
where we dropped irrelevant terms. Here, v is a non-universal velocity (v = 2J for Γ =
0) and λ ∝ hb. In this Majorana formulation, the boundary spin can be represented as
σb(0) = i(ηR + ηL)γ
96, where γ† = γ is an ancilla Majorana satisfying γ2 = 1 that anti-
commutes with all fields. In the following, we will assume that the drive is characterized by
a single scale ‖hb(t)‖ ∼ hb which we take to be much smaller than the single particle band-
width hb  Λ ≡ 2J = 2 (setting J = 1), for which field theory is a good equilibrium de-
scription. The boundary field is a relevant perturbation with scaling dimension ∆ = 12 < 1
in the renormalization group (RG) language, with characteristic time scale tb ∼ |hb|−νb ,
νb = (1−∆)−1 = 2.
There are three energy scales in this problem: the driving frequency ω = 2pi/T , the
bandwidth Λ, and the scale of the boundary perturbation t−1b ∼ hνbb  Λ. We will now
consider various orderings of these scales and argue that essentially all regimes can be un-
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derstood using a combination of field theory and scaling arguments, even though the drive
is continuously injecting energy into the system. While the Hamiltonian (2.8) for Γ = 0 can
be mapped onto free fermions for numerical convenience (see Sec. 2.4.1), we note that our
main conclusions follow from general field theory arguments and therefore continue to hold
in the non-integrable case. We emphasize that although we choose to focus on the Ising
field theory (2.9) as an example, our field-theoretic arguments are model-independent, so
our results carry over immediately to any boundary driven CFT, such as a driven quantum
impurity problem with t−1b → TK , the Kondo temperature.
2.2.3 Slow driving regime: step drive
We start by considering the slow driving regime ω  t−1b  Λ for a step drive starting
from the initial field hb(t < 0) = −hb with hb(t) = +hb for 0 ≤ t ≤ T/2 (Hamiltonian
H1) and hb(t) = −hb if T/2 ≤ t ≤ T (Hamiltonian H0) for t ≥ 0. Intuitively, this drive
looks like independent local quenches. Focusing on the Loschmidt echo (return probability)
L = |〈ψ0 |ψ(t)〉|2 102, this behavior is best understood by Wick rotating to imaginary time
τ = it, where the spin-chain Loschmidt echo can be mapped onto a CFT correlation func-
tion. After computing this correlation function, we Wick rotate back to real time to obtain
the dynamical echo. In imaginary time, the initial state can be generated by an infinite
imaginary time evolution limτ→∞ e−τH0 |0〉 ∝ |ψ0〉 from arbitrary initial state |0〉. In imag-
inary time, exp(−τH) acts as a projector onto the ground state of H, so for large T  tb
we essentially oscillate between the ground states of H0 and H1, for which σ
z
0 is locked in
the direction of the boundary field ±hb. In the CFT language, a sharp change in boundary
conditions can be treated by inserting a boundary-condition changing (BCC) operator47,
as diagrammed in Fig. 2.1. This means that the Loschmidt echo L(NT ) after N periods of
drive corresponds to the 2N -point correlation function of a BCC operator φBCC changing
the boundary condition from fixed σz0 = ±1 to σz0 = ∓1.
Analytically continuing to real time, we expect the Loschmidt echo to be a universal
function L(T/tb, N) in the field theory regime. In the limit T  tb, this reduces to the
2N -point function
L(NT ) ∼
Ttb
∣∣∣∣∣
〈
2N−1∏
n=0
φBCC(nT/2)
〉∣∣∣∣∣
2
= cN
(
T
tb
)−γN
, (2.10)
whose form is fixed by scale invariance. The universal exponent γ = 4h+− = 2 is given
by the scaling dimension h+− = 12 of the BCC operator φBCC
48,50. Other step drives can
be dealt with in a similar fashion; for example, a step drive from hb = 0 to hb 6= 0 corre-
sponds to the insertion of a BCC field with scaling dimension hBCC =
1
16 . We emphasize
that Eq. (2.10) holds for arbitrary boundary step drives in more general CFTs with the
appropriate choice of BCC operator.
Note that although the Loschmidt echo decays exponentially with N , consistent with
the independent quenches picture, the fact that the quenches are not fully independent is
encoded in the non-trivial N dependence of the coefficients cN . The ratio cN/(c1)
N is uni-
versal and can be computed exactly for this specific drive, since the BCC operator φBCC
corresponds to a chiral fermionic field ψ in the Ising field theory with 2N -point correla-
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Figure 2.1: Slow driving regime ω  t−1b ∼ h2b  Λ for a step drive alternating between
−hb and +hb for systems up to L ∼ 3200 sites (Γ = 0). For large T , we see clear power-
law scaling of the Loschmidt echo with slope −2N as predicted from boundary CFT. The
agreement between the CFT 2N -point function prediction (dashed lines) and numerical
data is excellent, where we stress that the only fit parameter is the non-universal offset c1.
Note also the universal collapse of the Loschmidt echo as a function of universal parameter
T/tb ∼ h2bT . Inset: sketch of the imaginary time picture where the step drive corresponds
to inserting BCC operators.
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tor given by a Pfaffian: L(NT ) ∼ |〈ψ(0)ψ(T/2)ψ(T ) . . .〉|2 ∼ |Pf(1/(ti − tj))|2 with
ti = 0, T/2, T, . . . , (N − 12)T . For step drives in general CFTs, such universal ratios can
be computed within the Coulomb gas (bosonization) framework. These analytical expres-
sions are in excellent agreement with numerical simulations for Γ = 0 (Fig. 2.1), where
the only non-universal fit parameter is c1. Since these predictions rely solely on field the-
ory, they apply equally well to the non-integrable case Γ 6= 0; the interactions Γσxi σxi+1 are
irrelevant in the RG sense and therefore do not change the universality class. We confirm
this numerically by locating the new critical point for Γ 6= 0 using exact diagonalization,
obtaining the ground state using standard density matrix renormalization group (DMRG)
techniques266,221, and simulating the dynamics of this driven interacting chain using time-
evolving block decimation (TEBD)255. We find excellent agreement with our field-theoretic
argument, as shown in Sec. 2.4.1.
2.2.4 Slow driving regime: general drives
Consider now a more general drive such as hb(t > 0) = −hb cos(pit/T ) with hb(t <
0) = −hb. In the large T limit hb(t) crosses the critical value slowly rather than suddenly,
yet the BCC picture suggests that the field should quickly flow to infinity. We find, how-
ever, that the vanishing (but finite) crossing speed is strongly relevant, changing the power
law entirely (Fig. 2.2). To understand this difference, we use the concept of Kibble-Zurek
(KZ) scaling, which is frequently applied to bulk drives crossing a bulk quantum critical
point281,196,74,162 but has not been studied for such boundary drives to our knowledge.
Let us imagine that the drive crosses hb = 0 as a power-law hb(t) = hb| tT |rsgn(t) with
r = 1 in the cosine drive considered above and r = 0 for a quench64. The effective time
scale tb(t) ∼ [hb(t)]−νb now becomes time-dependent, and we expect the dynamics to be
controlled by an emergent time scale
tKZ ∼ T
rνb
1+rνb h
− νb
1+rνb
b , (2.11)
given by tKZ ∼ tb(tKZ). Though our system is always gapless so that there is no adia-
batic limit, it is straightforward to show that this dynamical scale emerges directly from
the equations of motion of Eq. (2.9)146. It is natural to expect that the slow driving limit
T  tKZ should still be described by boundary CFT, suggesting that the Loschmidt echo
would scale as (2.10) with tb replaced tKZ. We therefore see that the effect of the slow
driving amounts to renormalizing the dimension hBCC of the BCC operator by a factor
αKZ = 1/(1 + rνb) with νb = 2 in our case. More generally, for a drive where hb(t) crosses
or touches the critical value n times within a single cycle, we predict that the universal ex-
ponent γ controlling the exponential decay of the Loschmidt echo is given by
γ = 2
n∑
i=1
hiBCC
1 + riνb
, (2.12)
where ri is the power of |hb(t)| ∼ |t − tic|ri near the critical time tic. For our model, hiBCC =
1
2 if hb(t) crosses zero and h
i
BCC =
1
16 if it touches zero without changing sign
48,50,47. For
example, a cosine or triangle drive oscillating between ±hb has n = 2, r1 = r2 = 1 so that
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Figure 2.2: Loschmidt echo for Γ = 0 over a single cycle (N = 1) in the slow regime
for various drive geometries showing renormalized power laws and universal collapse as a
function of T/tb = Th
2
b . The dashed lines correspond to the analytic prediction (2.12)
from boundary CFT and KZ arguments. Inset: KZ renormalization factor αKZ of the BCC
exponents for a boundary field scaling as hb(t) = hb(
t
T )
r compared to the KZ prediction
αKZ = (1 + νbr)
−1 with νb = 2. The dashed line is a fit of the numerical data for small r
giving νb ≈ 2.02± 0.08.
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γ = 2/3, while a sawtooth drive combines slow (r1 = 1) and fast (r2 = 0) crossings to give
γ = 4/3.
These predictions give good agreement with numerics (Fig. 2.2).∗ Furthermore, the only
effect of the slow driving is to renormalize the scaling dimensions of the BCC operators
while keeping the structure of the 2N -point function unchanged. In particular, we find that
the universal numbers cN/(c1)
N in Eq. (2.10) are still given by the boundary CFT predic-
tions for a step drive (see Sec. 2.4.2).
2.2.5 Fast driving regime
We now consider the high-frequency regime t−1b  Λ  ω. This is na¨ıvely outside the
regime where field theory results should apply, but we can take advantage of standard
Floquet machinery to write a Floquet-Magnus high-frequency expansion for the Floquet
Hamiltonian HF defined by U(T ) = T e−i
∫ T
0 dtH(t) = e−iTHF 167. For example, HF =
1
2(H0 +H1)− i4ω [H0, H1] +O(ω−2) for a step drive. While higher order terms in this expan-
sion are suppressed by powers of ω−1 as for any high-frequency Floquet system, we note
here that the Floquet Hamiltonian HF itself corresponds to a CFT subject to an effective
boundary field hb = (1/T )
∫ T
0 hb(t)dt with higher order terms in the high frequency expan-
sion being RG irrelevant. This is most easily seen using the field theory Hamiltonian (2.9)
where the small parameter controlling the expansion is v/ω  1 with v ∼ Λ = 2J . While
the first boundary term has scaling dimension ∆ = 1/2 and corresponds to the averaged
field hb, dimensional analysis immediately implies that terms of order ω
−n have scaling di-
mension of at least n + 1/2 due to terms such as ∂nη(0) and are thus irrelevant for n > 0
(see Sec. 2.4.3). Therefore at late times, the system behaves as though subject to a single
local quantum quench with effective boundary field hb (Fig. 2.3), a problem whose univer-
sal dynamics has been studied extensively254,250. We remark that though RG techniques
may be in general ill-defined in a Floquet system which, for instance, lacks a notion of
ground state, in this high-frequency limit the Floquet evolution is well-controlled by an
effective static Hamiltonian. Since our initial state is a conformally invariant ground state
and the effective Hamiltonian implements a local quench, the notion of RG flow is well-
defined254 and provides a powerful tool of analysis. Additionally, for the non-interacting
(free fermions) case with Γ = 0 in Eq. (2.8), one may prove that the high-frequency expan-
sion is convergent for ω >∼Λ by bounding the spectral width of the single-particle Hamilto-
nian (see Sec. 2.4.4). More generally, this effective single quench picture will survive even
in the presence of integrability-breaking interactions controlled by Γ up to exponentially
long time scales τth ∼ eCω/Λ 2,3,174,150. We simulated the dynamics of this interacting chain
subject to the same drive using TEBD and found excellent agreement with the single effec-
tive quench picture even at moderate frequencies (Fig. 2.3).
2.2.6 Crossover regime
Finally, we discuss the intermediate crossover regime t−1b ∼ ω  Λ. We focus on a free-
to-fixed step drive from hb = 0 to hb 6= 0 with Γ = 0 for simplicity. In this regime, we ex-
∗We note that the agreement is systematically worse for larger r due to finite system size and
Trotter step errors.
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Figure 2.3: Fast regime: the Loschmidt echo at frequencies ω > Λ for a step drive oscil-
lating between 0 and hb coincides with the echo after a single local quench with effective
field hb/2 with Floquet Hamiltonian HF (black crosses). This result also holds when inter-
actions are added with Γ = 0.25 (white circles, green line). Insets: entanglement entropy
difference Sl(t) − Sl(0) for Γ = 0 as the drive frequency crosses over from the intermediate
to the fast regime.
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Figure 2.4: Intermediate regime t−1b ∼ ω  Λ for a step drive from hb = 0 to hb 6= 0.
(a) Left panel: universal scaling function N?(ωtb) characterizing the exponential decay of
the Loschmidt echo L(NT ) ∼ e−N/N? , with the dashed line showing the linear behavior
expected from Fermi’s golden rule. Right panel: volume-law scaling of the entanglement
entropy in the long-time limit for ωtb = 10.5  1. An overbar denotes the value of the
late-time plateau. (b) Sketch of the three universal driving regimes analyzed in this Letter.
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pect the system to absorb energy (“heat”) via resonant processes within the single-particle
bandwidth. This leads to exponential decay of the Loschmidt echo,
L(NT ) ∼
t−1b ,ωΛ
e−N/N?(ωtb), (2.13)
with N?(ωtb) a universal function (Fig. 2.4a). For weak drive (ωtb  1), resonant heating
occurs with a rate τ−1 ∼ h2b/J given by Fermi’s golden rule, so that N? ∼ τ/T ∼ ωtb. For
strong drive (ωtb  1), we recover the boundary CFT prediction N? ∼ −1/(γ logωtb). We
also find that entanglement entropy of boundary intervals of size `, relative to the ground
state entropy, saturates to a volume law behavior S` ∼ ` at long times in the regime
ωtb  1, consistent with heating.∗ At low frequencies, the entropy simply oscillates be-
tween ground state values† though it may become extensive at much later times. We leave
a detailed analysis of the role of interactions in this intermediate regime for future work.
2.2.7 Discussion
We have investigated CFTs subject to a Floquet boundary drive. Despite the na¨ıve expec-
tation that such gapless systems should absorb energy and simply heat up, we have iden-
tified three distinct regimes summarized in Fig. 2.4b in which the system shows universal
features that can be understood using tools of field theory and scaling theory. We expect
our main conclusions to apply to a broad class of systems, and it will be especially inter-
esting to investigate the consequences of our results for the physics of driven quantum dots
and the non-equilibrium signatures of topological edge modes121. In general, our results
represent an analytically tractable model of a driven gapless system, an active area of re-
search increasingly relevant to experiments.
2.3 Universal Dynamics of Stochastically Driven Quantum Impurities
2.3.1 Introduction
Universality lies at the core of our understanding of equilibrium critical phenomena and
is successfully captured by the renormalization group framework52,216. This program has
been extended to non-equilibrium classical systems, leading to the discovery of new dy-
namical universality classes, including coarsening, reaction-diffusion, and surface growth,
among several others242. Recent developments in experiments with quantum many-body
systems call for a further extension of the program to universal phenomena in quantum
dynamics. For example, systems of ultracold atoms and ions exhibit new dynamical transi-
tions122,234,276, as well as new forms of dynamical scaling183,202,83,76. Other classes of uni-
versal phenomena are seen in driven open quantum systems. These include experiments
∗We note that by heating we simply mean absorption of energy, not thermalization. Since this is
an integrable model, the reduced density matrix should more accurately be described by a general-
ized Gibbs ensemble205 which in some observables can look highly athermal
†In the absence of boundary field, at large distances the ground state entanglement entropy is
given by the well-known result Sl(hb = 0) =
c
3 ln
l
a˜
45, where c = 1/2 is the central charge of the
CFT and a˜ is a non-universal constant. Pinning the boundary spin causes a universal reduction of
the entanglement entropy for hb 6= 0 of ∆S = − log
√
2, known as the Affleck-Ludwig entropy7.
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Figure 2.5: Sketch of the class of systems under study in this work. We consider a quan-
tum critical spin chain (red spins) subjected to a stochastic boundary drive (blue line).
with non-equilibrium Bose-Einstein condensation of polaritons129, dissipative phase tran-
sitions in cavity QED circuits92, and dynamical phase diagrams of condensates trapped in
optical cavities134,143. The common wisdom is that driven-dissipative quantum systems ex-
hibit emergent classical dynamics because the coupling to the environment washes out the
delicate quantum coherences. For instance, the occurrence of effective Langevin dynamics
is common to many quantum systems coupled to a bath, with examples ranging from cold
atoms to solid state platforms230,171,59. In certain cases an intermediate regime of univer-
sal quantum scaling can be identified59,168, but it remains an open question whether such
quantum scaling can persist to all scales in a driven-dissipative system.
In this Letter, we show that universal, inherently quantum scaling can emerge in a con-
formally invariant system driven out of equilibrium by a stochastic boundary field. We con-
sider microscopic models with Hamiltonian of the form
Hˆ = HˆCFT + hb(t)Oˆb, (2.14)
where HˆCFT is a one-dimensional bulk critical Hamiltonian driven by a stochastic noise
field hb(t), weighted by a relevant operator Oˆb that lives on the boundary of the system.
Generically, HˆCFT can include irrelevant terms that break the conformal symmetry, and
only emergent conformal invariance in the infrared limit is required. Previous work inves-
tigated the coupling of quantum systems to different types of boundary drives, which lead
to eventual thermalization280,59 or to non-universal relaxation247; in contrast, we show that
the dynamics induced by a conformal boundary drive are universal in a certain limit and
inherently quantum.
Before proceeding, we note that the problem of a CFT driven by a periodic (Floquet)
boundary drive, considered by one of us28, does lead to universal relaxation. In this work
we find that universality persists even with a more generic stochastic drive. Furthermore,
we show that the behavior of the Loschmidt echo is richer than in the periodically driven
case: one may have a different class of universal relaxation when looking at the typical de-
cay in a single realization of the noise compared to the average echo over many noise re-
alizations. We corroborate these results with a direct numerical calculation of a boundary
driven transverse field Ising model at its critical point.
2.3.2 Stochastically driven boundary in CFT
For concreteness, let us consider the Poisson process whereby the boundary coupling hb
stochastically jumps between two values with some fixed probability p over an interval of
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time δt as illustrated schematically in Fig. 2.5. We note that generically any type of suf-
ficiently weak Markovian noise will flow to Poisson noise under the renormalization group
(RG), since events that flip the boundary conditions are more relevant than those that do
not. To define our scaling variables, we have an average time between flips T = δt/p, with
a Poisson parameter of the shot noise after total time t of λ = pt/δt. Finally, the strength
of the boundary field hb ∼ ||hb(t)|| sets the timescale tb = h−νbb . Here, νb = 1/(1−∆b) with
∆b the scaling dimension of the boundary operator Ob. Application of the boundary CFT
framework is valid while the time between flips of boundary conditions is much larger than
the timescale tb, hence the latter serves as a short time cutoff for our theory.
In what follows we focus on the Loschmidt echo, or return-probability amplitude of the
wavefunction,
L(t) = |〈ψ0|ψ(t)〉|2, (2.15)
which in recent years has become an important quantity for the study of universal prop-
erties of quantum many-body systems107,122,219,231 and can be measured via spectroscopic
techniques144,156. We consider the behavior of this function in a typical realization of the
stochastic drive field as well as its expected average over all possible realizations of the
noise.
For each realization of the stochastic field hb(t), L(t) can be mapped to a partition func-
tion of a field theory, which flows to a conformally invariant one in the scaling limit where
the time between flips is much larger than tb.
∗ After a Wick rotation to imaginary time,
the ground state |ψ0〉 is determined as the asymptotic evolution limτ→∞ e−τH0 |Ω〉, with
|Ω〉 a generic state and the operator e−τH0 acting as a projector onto the ground state of
H0 in the limit τ → ∞. The boundary field flips between different fixed values at ran-
dom times; therefore, in any given realization of the flips, the unitary time evolution op-
erator takes the form of a succession of imaginary time evolutions, given by the Hamilto-
nian (2.14) with different fixed boundary fields over the intervals between flips. Thus, we
have L(t) ∝ | 〈e−τ0H0 . . . e−τ2H2e−τ1H1e−τ0H0〉 |2, with τ0 → ∞. Since the Hamiltonians Hi
differ only by a relevant boundary operator, we see that this maps exactly onto a partition
function in a two-dimensional conformal field theory with mixed boundary conditions along
the imaginary time direction.
Now let us focus on the case of T  tb, that is, the average time between flips being
much greater than the timescale induced by the finite boundary field. This is to ensure
that the dynamics enters into a universal regime where it can exhibit scaling. It is also im-
portant that we impose δt & tb, since we only expect universal physics on timescales longer
than tb, and δt is the minimal spacing between flips. These limits allow us to use the tech-
nique of boundary condition changing operators, generic to any two dimensional confor-
mal field theory, in which sharp changes in the boundary condition may be replaced inside
all correlation functions by a particular type of primary operator, often referred to as a
boundary-condition changing (BCC) operator, inserted at the location of the change48,50,47.
We can therefore identify the Loschmidt echo with a 2n-point function of primary opera-
tors φBCC. Analytically continuing to real time, for any realization of the noise with flips at
∗This generalizes the constructions of Ref. 250 and Ref. 28.
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times within some configuration S = {ti}, the Loschmidt echo is then
L(t|{ti}) ∼
∣∣∣〈 ∏
ti∈S
φ
(i)
BCC(ti)
〉∣∣∣2. (2.16)
For simplicity, let us now assume that we have a binary drive between two Hamiltonians
H0 and H1, and hence only one type of BCC operator, φ, per drive, though we note that
the argument follows for more complicated drives as well. The specific examples that we
consider below are boundary drives in the critical Ising model. One class of drive in this
case is given by a boundary condition that jumps back and forth between fixing the bound-
ary spin up/down. We call this the “fixed-fixed” drive, and it corresponds to insertions
of a fermion BCC operator with scaling dimension ∆BCC = 1/2. Another class of drive
is given by a field that jumps between a free and fixed (say, spin up) boundary condition.
This drive corresponds to inserting a BCC operator with a scaling dimension ∆BCC = 1/16.
2.3.3 Typical echo
We first calculate the typical echo Ltyp ≡ elogL. We have
logL =
∞∑
n=0
P (n)
1
tn/n!
∫ ∏
i
dti log |C(t1, ..., tn)|2 , (2.17)
with C(t1, ..., tn) = 〈φ(tn) . . . φ(t1)〉 the time-ordered correlation function associated to
n insertions of the BCC operators, P (n) = e−λλn/n! for a Poisson process, and we note
that in Eq. (2.17) only 2n-point functions enter the expectation value. In fact, because
of the ket in the echo, both the one-flip process and the two-flip process are controlled by
the two-point function of BCCs, and similarly for higher orders: the (2n − 1)- and 2n-flip
processes are controlled by the 2n-point function of BCCs. In taking the average over the
BCC insertions, we normalize by
∫ ∏
i dti = t
n/n!, where the n! factor is due to the time-
ordering.
Now, for average flipping times T much larger than the microscopic timescale tb (T 
tb), we can utilize the finite-size scaling relation for primary operators at the bulk critical
point52, i.e. |C(t1, ..., tn)|2 = (T/tb)−4n∆BCCF(t1/T, . . . , tn/T ), with F a universal scaling
function. We therefore expect the typical Loschmidt echo to be a universal scaling function
Ltyp = Ltyp(T/tb, λ), and after explicit evaluation of the sum we arrive at
logL ' −4∆BCC
∞∑
n=1
(P (2n− 1) + P (2n))n log(T/tb) = −2∆BCC(λ+ e−λ sinhλ) log(T/tb),
(2.18)
up to an additive universal average amplitude term logF that may be neglected in the
large T limit. We note that averaging the logarithm is crucial, as the amplitude itself may
in general diverge. For large λ 1 we expand this result to obtain logL ≈λ1 −2∆BCCλ log(T/tb).
Thus, we predict a universal power-law form of the typical echo
Ltyp ∼
λ1
(
T
tb
)−2∆BCCλ
, (2.19)
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which is in good agreement with the numerical data on the Ising model shown in Fig. 4.2.
2.3.4 Mean echo
Having argued for universal behavior of the Loschmidt echo in a typical realization of the
boundary stochastic field, we now turn to the calculation of the mean echo. In many cases,
the mean echo should follow the same universal scaling form as the typical. However, as we
argue below, for certain types of drives the mean and typical echo may differ drastically.
The general form of the mean echo is given by
L(t) =
∑
n
P (n)
1
tn/n!
∫ n∏
k=1
dtk |〈φ(tn) . . . φ(t1)〉|2 . (2.20)
As noted previously, finite-size scaling implies that for T  tb the n-point function
should be a power law in T , with an exponent determined by the scaling dimension of the
BCC operator. If ∆BCC ≥ 1/4, the power-law can produce a divergence in (2.20) when in-
tegrating over the insertions of the BCCs. In the divergent case, rare configurations where
the insertions are all closely spaced can give a dominant large contribution to the mean
echo, while they do not affect the typical echo because the integral is over the logarithm.
Let us show this explicitly. Consider first the case ∆BCC < 1/4, where the integrals
are non divergent. An example is the fixed-free drive of the Ising model with ∆BCC = 1/16.
Using the aforementioned finite-size scaling relation |C(t1, ..., tn)|2 = (T/tb)−4n∆BCCF(t1/T, . . . , tn/T ),
we have L(t) = ∑n P (n)(T/tb)−4n∆BCCF(n), where F(n) = ∫ ∏ dtiF(t1/T, . . . , tn/T ) is fi-
nite and independent of the lower cutoff. This sum can be evaluated using the saddle point
approximation. One finds that, under the assumption λ  T/tb, the sum is dominated
simply by the term n∗ = λ/2, recalling that the sum runs only over n even. Therefore, one
obtains
L(t) ∼ e−λ/2F(λ/2)(T/tb)−2∆BCCλ.
This gives the same power law dependence on T as the typical echo, and hence the same
scaling form.
Now consider the divergent case ∆BCC ≥ 1/4, which is realized, for example, by the
fixed-fixed drive of the Ising model (∆BCC = 1/2). In this case the integral over F(t1/T, . . . , tn/T )
depends sensitively on the lower cutoff δt/T . In order to estimate of the scaling form, we
replace the averaged correlation function of BCCs by the largest contribution in the limit
δt→ 0. Namely, we take ∫ ∏ dxkF(x1, ..., xn) ≈ (δt/T )(1−4∆BCC)n/2, where δt1−4∆BCC is the
divergent part of the two-point function. Substituting this into the sum and taking δt ≈ tb
gives
L ∼
∑
n
P (n)
n!
λn
(T/tb)
−4n∆BCC(tb/T )
n
2
(1−4∆BCC).
Finally, using the saddle point method with the sum dominated by n∗ = λ/2, we obtain
the power law L ∼ (T/tb)−λ(∆+ 14 ), which is different than power law governing the typical
echo. In particular, for the fixed-fixed Ising drive we get L ∼ (T/tb)−3λ/4, which should be
compared with Ltyp ∼ (T/tb)−λ.
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Figure 2.6: Left: The typical Loschmidt echo averaged over r = 1000 realizations and
for system sizes up to L = 1000, for different values of the boundary field hb and flip-
ping probabilities p. The boundary field takes the values hb = 0.1 (blue), 0.2 (orange),
0.3 (green), 0.4 (red), 0.5 (purple), 0.6 (pink), 0.7 (yellow), 0.8 (teal), and the probability p
varies as marked in the legend. The Poisson parameter λ takes values λ ≥ 10 throughout.
The dashed lines are the prediction from boundary CFT (Eq. (2.19)): for the fixed-fixed
drive ∆ = 1/2, and for the free-fixed drive ∆ = 1/16, with both showing excellent agree-
ment. Right: The mean echo of the same data. For the free-fixed drive, the mean and typ-
ical (black dashed lines) are very similar, but, strikingly, for the fixed-fixed drive the mean
lies far above the typical. This is due to rare events that dominate the average and give
a renormalized scaling form (inset), where α = 0.71 ± 0.03, in good agreement with the
estimate of α = 0.75 in the main text.
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2.3.5 Numerical results
Having expounded our arguments in generality for stochastically boundary-driven CFTs,
let us now validate them in an explicit model. Consider a one dimensional integrable quan-
tum Ising chain in a transverse field, g, tuned to criticality, g → gc, and driven by a stochas-
tic time-dependent noise coupled to the longitudinal spin field at the boundary of the chain,
H(t) = −J
L∑
i=1
(σzi σ
z
i+1 + gσ
x
i )− hb(t)σz1 . (2.21)
This Hamiltonian falls in the class given by (2.14), as its low-energy excitations are de-
scribed in equilibrium by the Ising conformal field theory. We note that the critical Ising
model with a spatially disordered boundary field was studied in Ref. 51.
After a Jordan-Wigner transformation216, the model (2.21) maps onto a chain of free
Majorana fermions
H(t) = −J
2L∑
n=1
iηnηn+1 − hb(t) iγη1, (2.22)
where η2i−1, and η2i are Majorana operators located on site i of the Ising chain. Note
that expressing the boundary coupling to the edge operator σz1 , which breaks the Ising-
symmetry, requires an additional ancilla Majorana operator γ that anticommutes with all
fields and satisfies γ2 = 196. The quadratic Hamiltonian (2.22) can be easily diagonal-
ized numerically on large systems, and is thus an ideal testbed for our earlier analytical
arguments, which require large system sizes, late times and extensive disorder averaging to
numerically observe.
The system is endowed with three characteristic time scales: the inverse bandwidth,
tJ ∼ 1/J , which is the ultra-violet scale in the problem and controls the onset of non-
universal effects in dynamics; the time-scale associated to the boundary field tb = h
−2
b ; and
the intrinsic time of a stochastic Poisson flip, δt. To ensure universal scaling, we choose
tJ  tb, equivalent to the condition h2b  J (the boundary CFT limit). We note that if
we were to integrate over the stochastic boundary field from the start, we would obtain an
effective non-unitary evolution of a density matrix. However, because the Poisson switch-
ing process cannot be represented by a Gaussian white noise field, this not in general de-
scribed by a quantum master equation in Lindblad form137,163. Thus, the results presented
here are distinct from previous works on driven-dissipative impurities, which used Lindblad
equations to represent the drive247,95,59,226.
In our exact numerical calculations,∗ we prepare the ground state of the chain and then
compute the time-dependent Loschmidt echo for at least 1000 realizations of the noise, on
system sizes up to L = 1000 and with J = 2. At any given time step, we randomly select
whether or not to flip the boundary field, corresponding to a Markovian process. We then
scan over many values of the boundary field hb and the probability of flipping p for two
different types of drives: 1) a “fixed-fixed” drive, where the boundary field takes values ±hb
(with the system prepared in the ground state of −hb), and 2) a “free-fixed” drive, where
the boundary field takes values +hb and 0 (with the system in the ground state of hb = 0).
∗For details of the free-fermion numerical procedure, see the supplemental material of e.g. 28, or
the original references in193,78.
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Note that at very long-times we generally expect to see decay of the Loschmidt echo in any
finite system as it heats up under the action of the incoherent drive, hb(t)
169,40. However,
this occurs on time scales of at least t∗ ∝ L279,278, while in our simulations we keep t < L/2
to reduce finite-size effects, ensuring t . t∗.
Fig. 2.6 (left panel) shows the decay of the typical echo logL for different instances of
the boundary field. The universal collapse, the asymptotic power law and the specific expo-
nents obtained for both types of drive (fixed-fixed and free-fixed) are in excellent agreement
with the CFT predictions.
The right panel of Fig. 2.6 shows the results for the mean echo. As expected from the
discussion of the previous section we see that the mean echo is identical to the typical
echo in the case of the free-fixed drive. This is because the BCC operator has dimension
∆BCC = 1/16 < 1/4 in this case. Again, as expected, the mean and typical echos dif-
fer substantially in the case of the fixed-fixed drive, for which the BCC operator ∆BCC =
1/2 > 1/4. Furthermore, the inset shows reasonable data collapse with the ansatz L ∼
Cλ(T/tb)
−λα, where α = 0.71 ± 0.03 and Cλ is a constant prefactor dependent on the
Poisson rate of flipping. This should be compared to the analytical prediction of α = 0.75
obtained from our approximation above, taking into account only the leading divergences
in the average over BCC insertions. Notice, however, that there is a larger statistical er-
ror in the average echo compared to the typical one; therefore, the imperfect collapse could
either be due to statistical errors or from actual small corrections to the scaling exponent
predicted from the bCFT analysis above.
2.3.6 Discussion
The scaling exponents that control the dynamics of the Loschmidt echo in the critical
transverse field Ising model are those of the boundary Ising CFT; we therefore expect our
results to hold upon adding integrability breaking perturbations V to the Hamiltonian
in (2.21), provided they are irrelevant operators under renormalization group flow (for in-
stance, V = Γ
∑
i σ
x
i σ
x
i+m, with m > 0). Furthermore, other critical points with central
charge c = 1/2 will give the same dynamical scaling exponents. While we have demon-
strated the scaling numerically for the Ising CFT, we emphasize that the mechanism for
universality outlined here is model-independent. Any boundary-driven CFT will display
similar universal collapse when driven by appropriate boundary perturbations, with expo-
nents that depend on the particular form of the drive and driving operator. We remark
that the stochastic boundary Ising problem solved here does not map onto a Kondo prob-
lem (as done in Ref. 153), since the average echo and the mean echo studied in our work
are not expressible as the statistical partition function of a Coulomb gas.
An important general question is under what conditions one should expect to find uni-
versal behavior of a driven impurity. The problem of a quantum critical Ising chain driven
by noise acting on a local transverse spin operator hx(t)σ
x
1 was studied by one of us in Ref.
247. In that study, crucially, the critical Ising chain was driven by a marginal boundary
operator, σx1 , rather than by a relevant boundary operator, σ
z
1 . Despite this seemingly
small difference, driving by a marginal spin operator yielded a decaying Loschmidt echo
L(t) ∝ e−γttθ, with a non-universal exponent θ. This is in sharp contrast to the univer-
sal scaling collapse found in this work, and suggests that the RG relevance of the driv-
ing operators can play an important role in dictating the universality (or lack thereof) of
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the dynamical response to dissipative impurities. Further, whether other classes of noise,
such as 1/f noise or non-Markovian noise, can lead to novel dynamical universal scaling is
an intriguing open question. Answering such questions would hopefully serve as stepping
stones towards the goal of a systematic categorization of the universality classes of driven-
dissipative impurities.
2.4 Appendices
2.4.1 Numerical methods: free fermions and interactions
In this appendix, we provide details on the numerical simulation of the transverse-field
Ising (TFI) chain with longitudinal field, and the extraction of the entanglement entropy
and the Loschmidt echo. To numerically study the time evolution of the TFI chain ground
state subject to the Floquet drive described above, we utilize the fact that the non-interacting
TFI chain can be efficiently described as a system of free Majorana fermions. This fact will
prove useful in calculating the entanglement entropy of subsections of the chain as a func-
tion of time193,78. We cover the free case first, then move on to the interacting one in sub-
section C. For completeness, the TFI Hamiltonian in terms of spins is
H = −
L−1∑
j=0
(Jσzi σ
z
i+1 + hσ
x
i + Γσ
x
i σ
x
i+1)− hb(t)σz0 (2.23)
with interactions controlled by Γ.
Entanglement entropy
First, let us apply a Jordan-Wigner transformation to the non-interacting TFI chain σxj =
iγB,jγA,j , σ
z
j = −iγ
(∏j−1
l=0 iγA,lγB,l
)
γB,j where the γ operators obey the Majorana algebra
{γα,i, γβ,j} = 2δαβδij , γ2α,i = 1. We include in our Jordan-Wigner transformation an ancilla
Majorana operator γ that plays no dynamical role. In the Majorana language, then, the
TFI Hamiltonian is
H =
L−2∑
j=0
iγA,jγB,j+1 +
L−1∑
j=0
iγA,jγB,j + h0iγγB,0. (2.24)
at the critical point h = J = 1. This doubles the size of the Hilbert space, making each
original level doubly degenerate. Now, if we are in a state satisfying Wick’s theorem, ev-
erything is essentially determined by the two-point correlator Cij = 〈γiγj〉. The Majorana
anti-commutation relation implies that Cij = 2δij − Cji, so Cij = δij + aij , where a is some
anti-symmetric matrix. Let us now diagonalize a = qTσq, where q is orthogonal and σ has
form σ = diag
(
0 λi
−λi 0
)L
i=1
. This form has the eigenvalues arranged such that σi,i+1 = λi,
and satisfies σT = −σ. Now define γ′ = qγ. Then〈
γ′2k′−1γ
′
2k
〉
= q2k′−1,iq2k,j(δij + λk′′(q2k′′−1,iq2k′′,j − q2k′′,iq2k′′,j)). (2.25)
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From the orthogonality of q, qαiqβi = δαβ, so the only non-vanishing term is
q2k′−1,iq2k,jλk′′q2k′′−1,iq2k′′,j = λkδkk′δk′k′′ .
Thus the only non-vanishing two-point function is〈
γ′2k−1γ2k
〉
= − 〈γ2kγ′2k−1〉 = λk. (2.26)
We can write this correlation function as arising from a single particle density matrix
ρ = 1Z
∏
k e
ikγ
′
2k−1γ
′
2k . Now, we can construct a complex fermionic operator from Majorana
operators via ck =
γ′2k−1+iγ
′
2k
2 . This gives γ
′
2k−1γ
′
2k = −i(2c†kck − 1). This gives the density
matrix as
ρ =
∏
k
ek(2nk−1)
ek + e−k
.
Thus the two-point function is
〈
γ′2k−1γ2k
〉
= −i 〈2nk − 1〉 = λk = −i e
k (+1)+e−k (−1)
ek+e−k =
−i tanh k. Thus we have the non-trivial relation iλk = tanh k. Now define µk = |λk|.
Then k = tanh
−1(µk). To find the entanglement entropy, write the density matrix as
ρ =
∏
k
[
pk |0k〉 〈0k|+ (1− pk) |1k〉 〈1k|
]
, pk =
e−k
ek + e−k
. (2.27)
Then the entanglement entropy is S = −Tr ρ log ρ = −∑Lk=1 pk log pk+(1−pk) log(1−pk).
To time evolve the correlation function, in the Heisenberg picture Cij(t) = 〈γi(t)γj(t)〉.
Now, for A and B Majorana operators, eαAB = cosα + AB sinα. Thus, eαABAe−αAB =
A cos 2α − B sin 2α, and eαABBe−αAB = B cos 2α + A sin 2α. Thus, defining the diagonal
matrix
D(t) = diag
{(
cos(2kt) − sin(2kt)
sin(2kt) cos(2kt)
)2L
k=1
}
, (2.28)
we find that γ′i(t) = Dij(t)γ
′
j(0). Defining Γ(t) ≡ QTD(t)Q, we see that the correla-
tion function evolves particularly simply as C(t) = Γ(t)C(0)Γ(t)T . From the time-evolved
correlation function we can dynamically calculate the entanglement entropy as above.
Loschmidt echo
Calculation of the Loschmidt echo directly from the Majorana operator two-point function
above is a bit more challenging due to the fact that the TFI Hamiltonian does not conserve
particle number when written in terms of complex fermion operators. This is not an issue
for a single quench, as has been explored in Refs.193,78,240 and many others, but becomes
quite complicated even for three quenches. Instead, it is convenient to use the fact that the
XX model – which does conserve particle number – can be decomposed into two indepen-
dent copies of the TFI chain. The mapping proceeds as follows. Take the XX chain with
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an ancilla fermion at “site” 0:
HXX = −J
L∑
i=1
(σxi σ
x
i+1 + σ
y
i σ
y
i+1)− J ′σx0σx1 . (2.29)
The total length of the chain is L + 1 in this notation. Via a Jordan-Wigner transforma-
tion, namely c†i = σ
+
i
∏
j<i σ
z
j , ci =
(∏
j<i σ
z
j
)
σ−i with σ
± = (σx ± iσy)/2,we get that the
XX Hamiltonian is HXX = −J2
∑L
i=1 c
†
ici+1 − J
′
2 c
†
0c1 + h.c. Now we can decompose each
fermion operator into two Majorana operators, via c†i = (γA,i−iγB,i)/2, ci = (γA,i+iγB,i)/2,
where γ2 = 1, γ† = γ and {γα,i, γβ,j} = 2δijδαβ. Thus,
HXX = −J
4
L∑
i=1
i(γA,iγB,i+1)− J
′
4
iγA,0γB,1 − J
4
L∑
i=1
i(γA,i+1γB,i)− J
′
4
iγA,1γB,0. (2.30)
We now see that the XX chain is simply two uncoupled copies of the TFI chain. Thus,
the Loschmidt echoes will be related by LXX(t) = LTFI(t)2. To get the Loschmidt echo of
the XX chain with a driven first link, we generalize the methods of Refs.206,132 to handle
multiple quenches between two XX Hamiltonians H0 and H1. We first write the ground
state as a filled Fermi sea,
|ψ(0)〉 =
Nf∏
m=1
 L∑
j=1
Pjmc
†
j
 |0〉 (2.31)
where Nf is the total number of negative eigenvalues of the initial Hamiltonian H0 and
the L×Nf matrix P is the (sorted) matrix of corresponding eigenvectors. Now, under time
evolution, |ψ(t)〉 = . . . e−iH0T/2e−iH1T/2 |ψ(0)〉 = Uˆ(t) |ψ(0)〉, so |ψ(t)〉 = ∏Nfm=1 (∑Lj=1 Pjm(t)c†j) |0〉
with P (t) = U(t)P where U(t) is an L × L matrix. This straightforwardly gives the
Loschmidt echo as
LXX(t) =
∣∣∣〈ψ(0)∣∣ . . . e−iH0T/2e−iH1T/2∣∣ψ(0)〉∣∣∣2
=
∣∣∣∣∣∣〈0∣∣
Nf∏
m=1
L∑
j=1
P ∗jmcj
Nf∏
n=1
L∑
i=1
Pin(t)c
†
i
∣∣0〉
∣∣∣∣∣∣
2
=
∣∣∣det(P †P (t))∣∣∣2 (2.32)
We then simply compute LTFI(t) =
√LXX(t) to get the desired echo.
Interactions
In the presence of nonzero Γ, the integrability of the TFI chain is broken, and a descrip-
tion in terms of free fermion operators no longer holds, as the σxi σ
x
i+1 terms produce four-
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fermion interaction terms after a Jordan-Wigner transformation. While interactions break
integrability and ultimately lead to late-time thermalization among other effects, they cru-
cially have no effect on the underlying CFT because they are irrelevant in the renormalization-
group (RG) sense. We therefore expect the late-time Loschmidt echo to display the same
power law behavior as in the free case, albeit with minor deviations at finite times due to
the presence of an irrelevant operator.
We first note that interactions will shift the critical point away from the self-dual point
h = J = 1. We determine the location of this new critical point numerically by exact
diagonalization by looking at the scaling of the gap for systems sizes L = 18, . . . , 24. We
then simulate the dynamics using matrix product states (MPS) techniques221. The initial
state is determined using standard density matrix renormalization group (DMRG) meth-
ods266,221, and the Floquet dynamics is simulated using the time-evolving block decimation
(TEBD) algorithm based on a fourth-order Trotter decomposition with Trotter time step
dt = 0.2. We adapt the bond dimension of the MPS in order to keep the discarded weight
below 10−8 throughout the whole time evolution. The Loschmidt echo for a step drive from
hb = 0 to hb 6= 0 of an interacting Ising chain Γ = 0.25 with L = 400 sites is shown in
Fig. 4.4. Despite the shorter time scales and smaller system sizes accessible using TEBD
compared to the non-interacting case, we find that our field theory predictions agree well
with TEBD simulations in the low-frequency regime, confirming the universality of our re-
sults.
2.4.2 Structure of the N-point correlation functions and Kibble-Zurek
Scaling
In the main text we argued that for a step-drive in the low frequency limit, the system is
essentially subject to almost independent local quenches, implying a simple exponential
decay for the Loschmidt echo (return probability)
L(NT ) ∼
Ttb
∣∣∣∣∣
〈
2N−1∏
n=0
φBCC(nT/2)
〉∣∣∣∣∣
2
= cN
(
T
tb
)−γN
, (2.33)
given by a 2N -point boundary CFT correlation function. While dependence on the pe-
riod T is completely fixed by scale invariance with the exponent γ being related to the scal-
ing dimension of the operator φBCC, the behavior of the coefficients cN is a bit more subtle.
In particular, we note that cN 6= (c1)N , indicating that the successive local quenches are
of course not exactly independent. In fact, the coefficients cN/(c1)
N are universal numbers
that can be computed using CFT techniques. In the case of a step drive between positive
and negative boundary field in the Ising model, this is especially simple since the BCC op-
erator happens to be a fermionic field ψ with dimension hBCC =
1
2 in the Ising CFT. The
2N point function is therefore given by a Pfaffian of an anti-symmetric Toeplitz matrix
L(NT ) ∼ |〈ψ(0)ψ(T/2)ψ(T ) . . .〉|2 ∼ |Pf(1/(ti − tj))|2 with ti = 0, T/2, T, . . . , (N − 12)T .
41
10−1 100 101
h2bT
10−2
10−1
100
L(
N
T
)
Echo with interactions, Γ =0.25
hb =0.1
hb =0.2
hb =0.3
hb =0.4
hb =0.5
hb =0.6
hb =0.7
hb =0.8
0.600 0.605 0.610 0.615
h
1.6
1.8
2.0
2.2
L
×
ga
p
Figure 2.7: Loschmidt echo as a function of time in the interacting case, with Γ = 0.25,
for a step drive from hb = 0 to hb 6= 0. Arguments in the main text show that the echo
should decay as L(NT ) ∼ T−N/4 and should be a universal function of h2bT , in good agree-
ment with TEBD simulations on L = 400 sites. Inset: determination of the new critical
point with interactions from exact diagonalization on systems of size L = 18, 20, 22, 24. For
Γ = 0.25, the new critical point is at h = 0.6066(2) with J = 1.
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Figure 2.8: The boundary Kibble-Zurek scaling mechanism does not affect the N -point
function structure of the Loschmidt echo. Here we consider a triangle drive from minus to
plus, so the power law exponent is rescaled by a factor 1/3 due to crossing hb = 0 with
r = 1. The cN coefficients are still given by a Pfaffian, which is due to the fact that the
underlying BCC operator is a chiral fermion with hBCC = 1/2.
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This is consistent with γ = 2, and yields
cN
(c1)N
= det

0 1 12
. . . 1
2N−1
−1 0 1 12
. . .
−12 −1 0 1
. . .
. . .
. . .
. . .
. . .
. . .
− 12N−1
. . .
. . .
. . . 0

. (2.34)
We emphasize that the normalization with the (non-universal) coefficient of the two-
point function c1 is necessary to compare to numerical results.
For more general CFTs and arbitrary step drives, these coefficients can be computed
using the Coulomb Gas formalism71, or in some cases using bosonization. As a simple ex-
ample, we consider a step drive oscillating between 0 and hb for which the Loschmidt echo
is given by the (chiral) 2N -point function of the spin operator σ with conformal weight
h = 116 in the Ising CFT. In order to compute this correlation function, one can “double”
the Ising CFT to obtain a free boson theory with central charge c = 1 = 12 +
1
2 (we already
used this trick in Sec. 2.4.1 by expressing the XX chain as two independent copies of the
Ising model), and compute the (square of the) 2N -point function of the spin operator as
simple free boson correlator71. In principle, more complicated multi-point correlators can
also be computed using the Coulomb gas formalism71.
Remarkably, we note that the boundary Kibble-Zurek (KZ) scaling mechanism at play
for more complicated (non-step) drives does not seem to affect the 2N -point function struc-
ture of the Loschmidt echo (Fig. 2.8). In other words, while the BCC scaling dimensions
are renormalized by the KZ mechanism as explained in the main text, the universal ratios
cN/(c1)
N are still given by the CFT expressions above.
2.4.3 RG analysis of the High Frequency Expansion
In this appendix, we detail the high-frequency expansion and renormalization-group (RG)
argument described in the main text. We use the so-called Floquet-Magnus (FM) high fre-
quency expansion, a perturbative scheme in the driving period T to compute the Floquet
Hamiltonian HF [t0] defined from Floquet’s theorem by U(t0 +T, t0) = exp(−iHF [t0]T ). For
simplicity we will consider a step drive, though as we shall see a simple scaling argument
ensures that our results hold in general. Say that we initially prepare a quantum system in
the ground state of some Hamiltonian H0, at time t = 0 quench on a different Hamiltonian
H1, and at t = T/2 again apply H0. Then the Floquet-Magnus high-frequency expansion,
fixing the Floquet gauge t0 = 0, takes a particularly simple form, and is in fact just equiva-
lent to the Baker-Campbell-Hausdorff series:
HF =
1
2
(H0 +H1)− iT
4
[H0, H1] +
(−iT )2
24
([H0, [H0, H1]] + [H1, [H1, H0]])
− (−iT )
3
48
[H1, [H0, [H0, [H1]]]] +O(T 4).
(2.35)
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Applying this expansion to the transverse-field Ising (TFI) spin chain described in the
main text is straightforward; however, more insight can be gleaned from applying the FM
expansion directly to the Ising conformal field theory (CFT) itself. Let us first apply an
“unfolding” procedure to the Ising CFT97. In order to halve the number of fields, we remap
x from the half-line to the whole line. We define a new chiral (say, without loss of general-
ity, right-moving) field η(x) = ηR(x) for x ≥ 0 and η(x) = ηL(−x) for x < 0 with anti-
commutation relation {η(x), η(y)} = δ(x− y). This gives the unfolded Hamiltonian as
H = −iv
∫
Z
dx η(x)∂xη(x)− iλ(t)γη(0), (2.36)
with v = Λ = 2J and λ ∝ hb from the lattice model in the main text, and γ = γ† an
ancilla Majorana fermion with γ2 = 1 that anticommutes with all fields. H0 is then the
above Hamiltonian with λ = 0, and H1 with λ 6= 0 but constant. At first order, then,
[H0, H1] = −λa
∫
Z dx (η{∂xη, η(0)} − {η, η(0)}∂xη) = 2λγ
∫
Z dx δ(x)η
′ = 2λγη′(0). We first
note that [λ] = 1−∆ = 1/νb = 1/2 in our case, and [η] = 1/2 and [γ] = 0. We can now
confirm that the RG dimension of this term is [γ∂xη] = 3/2 > 1, so it is RG-irrelevant as
claimed in the main text. The second order commutators are likewise
[H0, [H0, H1]] = 4iλγη
′′(0), (2.37)
[H1, [H1, H0]] = −4iλ2η(0)η′(0)− iλ2δ′(0), (2.38)
where we have used the fact that {η(x), η′(y)} = ∂xδ(x − y). These operators have RG
dimension [γ∂2xη] = 5/2 and [η∂xη] = [∂xδ] = 2, so we see that all terms but the lowest
order term in the FM high-frequency expansion are irrelevant, getting progressively more
irrelevant with higher order in T .
This is in fact a feature of any high-frequency expansion applied to this field theory. The
zeroth order term will always be just the time-averaged Hamiltonian 1T
∫ T
0 dt H(t) which
has RG dimension 1, so factoring out a λ, the operator itself has dimension 1/2 and is thus
relevant. Now, the nth order term, for n ≥ 1, in any high-frequency expansion will be of
the form λmTnOˆ with 1 ≤ m ≤ n and Oˆ some operator. Since this term has to have units
of energy, its overall RG dimension must be 1, so we find
[Oˆ] = 1− (1−∆)m+ n ≥ 1 + ∆n > 1. (2.39)
In any unitary CFT, 0 < ∆ < 1 for any relevant perturbation71, and here ∆ = 1/2.
Thus, any higher order term must always be irrelevant, regardless of the particular drive
and particular expansion considered.
2.4.4 Convergence of the HFE and heating in the high-frequency limit
In this appendix, we address a couple of questions about the boundary-driven CFT, namely:
1) for the integrable model with Γ = 0, can we prove convergence of the HFE/Magnus ex-
pansion for some region of phase space and 2) for the CFT with interactions at ω > Λ, is
there are regime where the physics is described by the CFT quench results before heating
takes over? We will argue that the answer to both is yes.
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First, consider the integrable, non-interacting TFI model with Γ = 0. If C(t) ≡ 〈η(t)η(t)T 〉
is the Majorana correlation matrix, then we showed above (see Sec. 2.4.1) that
C(t) = U(t)C(0)U(t)T ,
U(t) =
{
QT1 D1(t)Q1, 0 < t < T/2
QT2 D2(t− T/2)Q2QT1 D1(T/2)Q1, T/2 < t < T
,
D1,2(t) =

cos(21t) sin(21t)
− sin(21t) cos(21t)
cos(22t) sin(22t)
− sin(22t) cos(22t)
. . .
 ,
where Q1,2 are fixed orthogonal matrices that diagonalize the single-particle Hamiltonian
with (positive) eigenenergies j . Note that the single-particle bandwidth is Λ = 2 max .
Since all physical properties depend solely on the correlation matrix via Wick’s theorem,
we are interested in doing the Magnus expansion on the single-particle unitary U(T ) =
e−iHFT . To prove convergence, we will use Theorem 9 of Ref. 34, which states that if Y ′ =
A(t)Y with Y (0) = 1, then the Magnus expansion converges if
∫ T
0 ||A(s)||ds < pi where || · ||
denotes the 2-norm. We therefore must massage the above expression into Y ′ = AY . To do
so, let us first consider 0 < t < T/2. Then
U ′(t) = QT1 D
′
1(t)Q1
= QT1 D
′
1(t)Q1U
T (t)U(t)
= QT1 D
′
1(t)D1(t)Q1︸ ︷︷ ︸
A(t)
U(t),
D′1D1 =
−21 sin(21t) 21 cos(21t)−21 cos(21t) −21 sin(21t)
. . .

 cos(21t) sin(21t)− sin(21t) cos(21t)
. . .

=
ccc− 1 sin(41t) 1 cos(41t)−1 cos(41t) −1 sin(41t)
. . .
 ,
so that
||A|| = ||D′1D1|| = max
i
i |sin(4it)± cos(4it)|
≤
√
2 max
i
i =
Λ√
2
.
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So convergence is guaranteed if
∫ T
0
||A(s)||ds ≤ TΛ√
2
< pi,
that is, Λ < ω√
2
. Thus we can prove that for frequencies slightly above the single-particle
bandwidth, convergence is guaranteed. Note that this bound is not tight in general, so this
is still consistent with the possibility of convergence all the way down to Λ = ω. Note also
that, up to prefactors, similar proofs should hold for all non-interacting CFTs, meaning
that our high-frequency regime is a well-defined dynamical phase.
The second question is whether HFE CFT behavior can be observed before heating oc-
curs in a generic interacting model. To address this, let us specifically ask about perturba-
tive heating rates as discussed in Ref. 3. Specifically, consider quenching a monochromatic
drive on an interacting CFT,
H(t) = HCFT (U 6= 0) + hBσz0Θ(t)︸ ︷︷ ︸
Hf
+hBσ
z
0Θ(t) sin(ωt).
At leading order, the system will absorb energy due to the drive at a rate
dE
dt
≡ d〈Hf 〉
dt
≈ 2h2Bωσ(ω); σ(ω) =
1
2
∫ ∞
−∞
〈[σz0(t), σz0(0)]〉.
Note that this expectation value is intended to be taken in the ground state of the post-
quench Hamiltonian Hf which, in the case where heating is slower than CFT dynamics,
should be a valid description of heating due to drive near the boundary (where the system
looks like it’s in the ground state). The question is whether the time scale of this heating is
larger than the time scale tB ∼ h−νBB for the CFT quench physics to take place. For local
drive, Abanin et al3 bound the susceptibility as
σ(ω) > e−Cω/Λ,
where C is a constant of order 1. An important subtlety is that this involves integrat-
ing over a windows of width δω which is left out of the final expression. From Fermi’s
golden rule, the relevant width should be the inverse density of states at energy ω above
the ground state, since the argument involves bounding excitation rates from the ground
state to states at energy Egs + ω. Therefore, we expect this bound could be tightened, but
for now we can substitute this result into the heating rate in order to lower-bound the time
scale τheat for heating processes to occur.
The most relevant energy scale is the single-particle bandwidth, so let us define τheat =
Λ/(dE/dt). Then
τheat
tB
? Λ
h2−νBB ω
eCω/Λ.
For our case, νB = 2 and for sufficiently large ω/Λ heating will occur exponentially
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slower than CFT dynamics. However, for models with sufficiently weak boundary pertur-
bations (νB > 2), this ratio will vanish in the scaling limit and the CFT dynamics becomes
irrelevant.
48
‘Order and disorder’, said the speaker, ‘they
each have their beauty.’
Orson Scott Card, Speaker for the Dead
3
Driving and Disorder
Can a generic driven quantum system avoid the doom of infinite temperature? After all,
an infinite temperature state must be completely bland, or so the lore goes; the infinite
temperature state is an equal superposition of all eigenstates of the Hamiltonian ρ ∝ 1,
and any symmetry breaking must therefore cancel out. Take the case of the 1-dimensional
quantum Ising model. The symmetry operator
∏
iXi preserves the Hamiltonian, but sends
the order parameter M = (1/N)
∑
i〈Zi〉 → −M . Therefore, for every eigenstate with
some M = a, there is a partner eigenstate with M = −a, so an equal superposition of all
eigenstates has M = 0. There are no magnets nor superconductors at infinite temperature
– no order at all. But is this really true?
In the previous chapter, we considered interacting quantum critical systems driven by an
external source at the boundary. Despite the universal signatures we found – even strongly
out of equilibrium! – the inescapable fate of such systems is heating.∗ This renders our
previous results prethermal in nature. This is not as bad as it sounds; even though the
eventual fate is heating, the timescale for heating can be exponentially long,† which may
quickly grow beyond any experimentally reasonable timescale (such as a heating time longer
∗Strictly speaking, this may not be true in certain limits, as investigated by Wen and collabora-
tors265,85. In their case, a CFT is driven in the bulk, and they observe some “non-heating” regimes
depending on the drive parameters. Presumably, this is due to integrability, where in CFT, the inte-
grals of motion can be written in terms of the Lm operators
23. Even so, there is a bit of a bone to
pick with this result, namely that a spin chain or other quantum system is only described by a CFT
in its low-energy limit. Driving the CFT itself and examining heating ignores the contributions of
irrelevant terms, which do not change the universal properties but lead definitively to heating. So,
the driving considered therein is somewhat academic and unphysical; a generic driven spin chain at
criticality will heat up.
†Specifically, as shown in Appendix 2.4.4, it is τ ∼ Λeω/Λ with Λ the single-particle bandwidth,
which in a system with extensive local interactions scales as Λ ∼ max{J, U}.
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than the age of the universe). In other words, the heating is observable only in principle,
and not in practice. Nonetheless, we would still like to know whether true driven phases
and phase transitions can exist.∗
One escape route from thermalization to infinite temperature is integrability. In an inte-
grable system, we have an extensive (infinite) number of conserved quantities, rather than
simply energy and momentum. In the late-time description, each conserved quantity keeps
the initial value with which it was seeded, leading to more structure than in an infinite
temperature state. The steady state is athermal, with each conserved quantity appearing
with a conjugate variable in the generalized Gibbs ensemble description256. While fasci-
nating, the main caveat is that integrable systems are unstable, in the sense that adding
a weak integrability-breaking perturbation causes the integrals of motion to be only ap-
proximately conserved. But approximately conserved is not the same as exactly conserved:
given an infinitely long time, the initial seeds of the quasi-integrals of motion will decay
away, and the late-time state will again be an infinite temperature one. So, once we break
integrability, we inevitably flow into the basin of the infinite temperature state.†
Integrability provides a way to sidestep thermalization, but it is not robust to perturba-
tions. Recently, though, a second route around thermalization was found, namely that of
many body localization, which relies on strong disorder to generically endow systems with
an emergent form of integrability that is, in fact, robust.
3.1 Disorder, Criticality and Thermalization
In this section, we give a lightning overview of the current and extremely active field of
many-body localization (MBL). Again, we skip over detailed explanations and proofs – and
actually, in the MBL field, rigorous arguments are few and far between anyway‡ – and sim-
ply hit the highlights, giving the intuition behind such results. In general, the field of MBL
relies heavily on numerical evidence, as the twin complexities of disorder and interactions
leave few analytic tools at our disposal.§ As the field is still rapidly evolving, there are no
firm, established textbooks on the subject nor canonical ways to learn the material. In-
stead, I would direct the reader to the excellent review article of Nandkishore and Huse179,
and to that of Abanin, Altman, Bloch and Serbyn1 for more recent developments.
∗One promising tactic for engineering interesting driven systems is to allow them to dissipate
energy to their environment in a controlled fashion via a thermal bath. This goes by the name of
‘driven-dissipative systems’, both quantum and classical, and has been extensively studied; Ref. 59
and Ref. 230, among many others, investigate universality in such systems. The challenge there is
that the coupling to the environment generically leads to decoherence, and so although an infinite-
temperature state is avoided, delicate quantum coherences are usually absent.
†We are tacitly assuming that the system is driven. If not, then the system need not thermalize
to infinite temperature, but it will nonetheless thermalize to a finite-temperature Gibbs ensemble.
‡As stated by Anderson in his 1977 Nobel Prize Lecture regarding many-body localization, “one
has to resort to the indignity of numerical simulations to settle even the simplest questions about
it.”13 Not much has changed in that regard since, but resort many did, to great effect.
§One notable exception is the real-space renormalization group, covered in the second part of
this introduction.
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3.1.1 Many-body localization
Many-body localization (MBL) is the many-body generalization of the celebrated Ander-
son localization 11,5, which goes as follows. A single particle wavefunction in a translation-
invariant system is generally extended, namely some form of a plane wave that has weight
across the entire system. For instance, in a crystal, the wavefunction is a Bloch wave, which
is a simple plane wave times a periodic function. In the presence of disorder, however, the
wavefunction localizes, turning from an oscillatory function to one which is sharply peaked
around a particular point in space. This leads to a total absence of diffusion, as originally
noted by Anderson. Rather than 〈r(t)〉 ∼ D√t, as expected on general grounds, we have
〈r(t)〉 ∼ constant – wavepackets do not spread. How much disorder is required for this
phenomenon to manifest depends on the dimension: for three dimensional systems, there
is a critical value of disorder Wc above which we have localization, while in two- and one-
dimensional systems, any amount of disorder leads to Anderson localization. Incidentally,
this means that Anderson-localized systems do not thermalize, since local injections of en-
ergy do not diffuse throughout the system.
We might wonder what happens when we introduce interactions into an Anderson-localized
system. At first blush, they seem like they should destroy the localization. When we turn
on a small interaction term, at lowest order in perturbation theory we see hybridization
between single-particle states of similar energy. Now, there is no relation between energy
and localization center r in an Anderson-localized state in general; two states of similar
energy may well correspond to localization centers that are far apart. Turning up the in-
teractions further, we hybridize more and more levels, all of which are roughly randomly
distributed in space across the sample. This seemingly would make new eigenstates that
are extended, rather than localized, and allow for interaction-mediated diffusion processes.
Thus Anderson localization appears unstable, and perhaps just a quirk of single-particle
quantum mechanics.∗
It was therefore shocking when Basko, Aleiner and Altschuler21 (BAA) showed, from an
extended perturbation theory argument,† that localization survives the introduction of in-
teractions.‡ Specifically, they showed that there was a metal-insulator transition in such
systems at a critical temperature Tc, and showed that in the insulating phase, the prob-
ability of an electron escaping vanished to all orders in Feynman diagrams. Interestingly,
BAA’s arguments are agnostic as to dimension. However, subsequent works have only rig-
orously proven MBL for one-dimensional systems115, and the proof is known to break down
for other dimensions67.§ In fact, there is a non-perturbative argument, due to de Roeck
∗Even if this had been the case, Anderson localization would have still been quite physical, as
many non-quantum waves (such as classical light waves and water waves) Anderson localize. Fur-
ther, photons are non-interacting, so would Anderson localize in a disordered medium.
†Pun intended.
‡The history here is a little more complicated than I am implying; the possibility of MBL at
weak interactions was raised by Anderson in his original article11, with the argument that any
transport process must conserve energy and hence has to be virtual (i.e. a particle hops to a new
energy level but then hops back), leading to no conductivity even with interactions. Fleischman and
Anderson showed that localization was robust to lowest order in perturbation theory in 198093, and
in 1997 Altschuler and collaborators10 showed that it was stable to all orders in a quantum dot.
BAA was nonetheless the breakthrough paper that kicked off MBL as a sub-field, though.
§This has proven quite contentious in recent years, as Imbrie’s proof relies on the assumption
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and Huveneers243,66, that many-body localization does not exist in dimension greater than
one. Called the ‘avalanche argument’,∗ one assumes that there is a small ergodic bubble
embedded in an insulating bulk, and asks whether the bubble grows. In d = 1, such ergodic
grains are stable, but for d ≥ 2, the bubbles appear to grow without bound, presumably
eventually thermalizing the system.† The argument is not a rigorous proof, though, and
the existence of MBL in d ≥ 2 remains a topic of debate.
The canonical picture of the MBL phase is that of an emergent type of integrability,
where the disorder leads to the emergence of extensively many conserved quantities. The
integrals of motion are referred to as `-bits227,111, with ` meaning localized. More specifi-
cally, the Hamiltonian can be written as a diagonal operator in the set of `-bits {τ}, a set
of Pauli operators, which (for a spin chain) are a local superposition of the actual bits {σ}.
Concretely, there exists a finite-depth (local) unitary transformation U such that
UHU † = HMBL =
∑
i
hiτ
z
i +
∑
ij
Jijτ
z
i τ
z
j + . . . . (3.1)
The existence of `-bits is an ansatz for general MBL systems, but they were constructed
explicitly in Imbrie’s one-dimensional proof115. Each τ zi commutes with H and is hence
a conserved operator, and there are extensively many of them. In this basis, there is no
entanglement, and eigenstates are just products of up and down states |↑↑↓ . . .〉 with re-
spect to the τ ’s. In contrast to the usual notion of integrable quantum systems, such as the
Heisenberg chain or the XXZ model where the integrals of motion are non-local or quasi-
local, in MBL the `-bits are strictly (exponentially) local. In terms of the original spins,
the τ operators have weight exponentially decaying with distance (an ‘exponential tail’).
The `-bit picture explains much of the phenomenology of the MBL phase111. In the
MBL phase, all eigenstates are like ground states, in the sense that the entanglement en-
tropy scales with the area of the system rather than the volume: SL = Tr ρL log ρL ∼
constant, for a one-dimensional system. This is quite remarkable, as in generic systems,
we have excited state entanglement entropy that is volume law, SL ∼ L.‡ We can see this
from the `-bit picture by noting that each eigenstate is a product state of `-bits, which are
themselves local superpositions of the physical bits. So, in the physical bit frame, there can
only be the entanglement generated by a finite-depth unitary transformation, which is a
constant that does not scale with the volume of the system. The entanglement entropy is
non-zero (eigenstates are not product states in the physical basis), but it is area law.
A second characteristic of the MBL phase is the growth of entanglement following a
of ‘limited level attraction’. We generally expect level repulsion in quantum systems as we turn
on interactions, also called avoided crossings. There is ample physical evidence for limited level
attraction in generic systems, but it has not been proven for a particular model to date.
∗As David Huse has remarked, it’s a bit of a misnomer, as the ‘avalanches’ are ridiculously
slowly moving and move even slower as they grow larger.
†These bubbles are nearly certain to exist in a large enough system, since if the disorder is ran-
dom, there will be some probability of getting a sizable region of low disorder (called a ‘rare region’)
that tends to 1 when L→∞.
‡This is a challenge for numerical methods based on entanglement, such as the density-matrix
renormalization group or DMRG. DMRG has been quite successful in simulating ground states, but
not excited states, which makes time-dependent simulations quite limited; in an MBL system, we
can hope to explore to much longer lengths and later times.
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quantum quench, which is not SL(t) ∼ t as one expects in a generic quantum system, but
rather SL(t) ∼ log t.262,19 Since the `-bits have exponential tails in the physical basis, in-
teractions between far away physical spins are exponentially suppressed with distance. This
means that the light cone of excitations spreads in a logarithmic fashion. Since the `-bits
only couple through their z-components, they can only get entangled through these ex-
ponentially decaying interactions, implying that entanglement entropy can grow no faster
than logarithmically.
The final canonical signature of MBL is that of Poisson level statistics. Considering two
consecutive energy levels, one can form the quantities δn = En+1 − En and the resultant
r-ratio
rn =
min{δn, δn+1}
max{δn, δn+1} .
We are usually interested in the mean r-ratio, r, which is obtained by first averaging over
some window size of levels in a particular sample to form rS , then averaging that over dis-
order realizations to form r. In a generic quantum system, i.e. one satisfying the Eigen-
state Thermalization Hypothesis, the r-ratio would be distributed according to a Gaus-
sian Orthogonal Ensemble (GOE)∗ with r = 4 − 2√3 ≈ 0.536. In an integrable sys-
tem such as MBL, however, it is distributed according to a Poisson distribution31, with
r = 2 ln 2− 1 ≈ 0.386.† This reflects the deep fact that in general quantum levels repel, but
in an MBL system, they behave as if they had no knowledge of each other.
Many-body-localized systems have the remarkable potential to host quantum orders in
their excited states. This is in stark contrast to most condensed matter systems, which are
only e.g. magnetically ordered in the ground state, and is due to the special structure of
the excited states just discussed. For instance, the entire spectrum could display ferromag-
netic order, or more appropriately spin-glass order due to the disorder in the couplings.
Then, even at infinite temperature, an MBL system could retain its ordering and still dis-
play phase structure! This is a true escape from the usual bland infinite temperature state,
and this phenomenon goes by the name of eigenstate order or localization protected quan-
tum order 112.‡ The onset of an eigenstate order happens simultaneously across the entire
spectrum. This makes criticality in the MBL setting quite different from conventional criti-
cality, which concerns the onset of order in the ground state only. As we will see, these are
generally a special kind of critical point called an infinite randomness fixed point (IRFP),
with every eigenstate displaying the properties of an IRFP at the transition.
Finally, we may ask whether or not MBL is stable to periodic driving. This was indeed
∗The three classical ensembles of random matrix theory relevant for Hamiltonians (also called
the Wigner-Dyson distributions) are: (1) the Gaussian Orthogonal Ensemble (GOE) for hermitian
operators with real entries, (2) the Gaussian Unitary Ensemble (GUE) for hermitian operators
with complex entries, and (3) the Gaussian Symplectic Ensemble (GSE) for hermitian operators
with quaternionic entries. We assume all entries are independent and identically distributed (IID)
random variables.
†For members of the GUE we have r = 2
√
3/pi − 1/2 ≈ 0.603, and for the GSE we have
r = 32
√
3/15pi − 1/2 ≈ 0.676. The r-ratio is a powerful and numerically simple way to distinguish
between different classes of ergodic behavior; for a catalog of these values and their derivations, see
Ref. 14.
‡This has also been shown to hold for symmetry-protected topological order in Ref. 54 and Ref.
15.
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shown to be true for fast enough drives158,199,199. Essentially, if the drive is very high en-
ergy, it cannot excite the many-body resonances associated with flipping an `-bit. The Flo-
quet Hamiltonian can be constructed using the Floquet-Magnus expansion, and shown to
itself be a fully-MBL Hamiltonian. The `-bit picture survives, and much of the same phe-
nomenology goes through to the driven case. In particular, driven MBL systems can also
host quantum order, leading to the exciting discovery of intrinsically dynamical, driven
phases135. Foremost among these are ‘time-crystalline’ phases,∗ which exhibit spontaneous
symmetry breaking of the discrete time translation symmetry, and form the subject of
much of this chapter.
3.1.2 The real-space renormalization group
In many body localization, analytical results are few and far between.† This is due to the
inherent difficulty of disorder and interactions. Disordered systems lack any kind of sym-
metry, such as the conformal symmetry of the previous chapter, which greatly hurts their
prospects for analytic solubility. Occasionally, though, we get lucky, and disorder can help
us: we can take there to be so much disorder that, on long length scales, we essentially
have an ensemble of individually disordered systems over which we can average. This is
the idea behind a technique known as the ‘real space renormalization group’, or RSRG.
Originally developed by Dasgupta and Ma63 to study the ground state of the disordered
Heisenberg chain, the RSRG was greatly expanded by seminal work of Daniel Fisher in the
1990s88,89,90, and has been extended to access the entire spectrum of many-body-localized
systems (‘RSRG-X’192). The purpose of this chapter is to extend the technique to driven
(Floquet) systems, which is the author’s main contribution to the field.
The starting point for the RSRG is the assumption of strong disorder. Consider the
probability distribution of the couplings throughout a disordered spin chain; for concrete-
ness, let us consider the disordered Ising model in the Majorana language,
H = i
∑
n
Jnγ2nγ2n+1, (3.2)
and consider the probability distribution P (J). These Majorana operators are fermionic
{γn, γm} = 2δnm and are their own hermitian conjugates, γ†n = γn.‡
We begin with an assumption of strong disorder, namely that the distribution P (J) is
∗A better name for these phases is ‘discrete time crystals’ or ‘time-density waves’, in analogy
to charge density wave states. This is certainly a weaker notion of time-crystal behavior than was
originally developed by Wilczek267, which proposed that continuous time-translation symmetry
could be spontaneously broken. After several criticisms36,37, Wilczek’s proposal was proven impossi-
ble in ground states by Watanabe and Oshikawa263. These discrete time crystals, however, break a
discrete time translation symmetry in their entire spectrum, sidestepping all of these arguments.
†One might say they form a ‘rare region’ in the space of all papers.
‡Interestingly, shortly after discovering his eponymous fermions, in 1938 Ettore Majorana –
called by Fermi as ‘one of the geniuses, like Galilei and Newton’ – sent a farewell note to his col-
leagues and mysteriously vanished. His disappearance has fueled much speculation over the years,
from proposals of his suicide, kidnapping, becoming a beggar or even becoming a monk. In 2015,
the Rome Attorney’s office found sufficient evidence to conclude that Majorana had voluntarily emi-
grated to Venezuela and lived there until at least 1955-9, closing the case on his disappearance190.
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long-tailed. While we cannot justify it now, we will see that it becomes more and more jus-
tified as the RG proceeds. This long-tailed assumption means that if we pick the strongest
bond in the chain Ω = max{Jn}, that its nearest neighbors JL and JR will be much weaker
than it: JL, JR  Ω. So, we can do perturbation theory locally, treating JL and JR as
perturbative with respect to the strong piece of the Hamiltonian, Ω.∗
The canonical method of doing perturbation theory at the operator level is to use a
Schrieffer-Wolff transformation 222. The idea is to first divide the Hamiltonian operator
H into a strong piece H0 and a weak piece V as H = H0 + V , with |H0|  |V |, as is usual
in perturbation theory. We then seek a unitary rotation U = eiS , with S a hermitian oper-
ator, that diagonalizes H with respect to H0. That is, we have [UHU
†, H0] = 0. Formally,
we expand this in series in S, and truncate at a particular order in V . For our purposes,
we expand to second order, seeking S = S0 + S1 + S2 such that [e
iSHe−iS , H0] = O(V 2).
We then project onto the lowest eigenstate of the strong piece H0, generating a virtual cou-
pling between the adjacent sites and forming a new Hamiltonian H˜.
Returning to the above setup, we find that, if the strong piece is H0 = iΩγnγn+1, then
after projecting onto the iγnγn+1 = −1 subspace, the virtual coupling generated between
Majoranas γn−1 and γn+2 is
J˜ =
JLJR
Ω
⇔ log J˜ = log JL + log JR − log Ω.
One of the great insights of Fisher was to cast this renormalization rule in terms of log-
arithmic variables, since, as we shall see, in these variables the problem becomes exactly
solvable.
With our renormalization rule in hand, we can run the RG. Define the RG scale Γ in
terms of the initial strongest bond Ω0 and the strongest bond at the current scale Ω as
Γ = log Ω0/Ω. This RG scale starts at 0 and is always monotonically increasing (since
successive ‘strongest bonds’ Ω are always smaller). We consider the probability distribution
of couplings at a given scale PΓJ (J), and ask how it is changing under the flow.
At this point it is convenient to define separate quantities for the even and odd sub-
lattice couplings, namely Ji = J2n and hi = J2n+1. (These are the bonds and fields of the
original, spin-language Ising chain.) In logarithmic variables, we can define ζ = log(Ω/J)
and β = log(Ω/h), each with their own distributions Pζ and Pβ. The renormalization rule
splits into two (and slightly simplifies) as β˜ = ζL + ζR, ζ˜ = βL + βR, with log Ω dropping
out. This ultimately leads to the coupled integro-differential equations
∂Pζ
∂Γ
=
∂Pζ
∂ζ
+ Pβ(0)
∫ ∞
0
dζ ′Pζ(ζ ′)Pζ(ζ − ζ ′) + Pζ(ζ) [Pζ(0)− Pβ(0)]
∂Pβ
∂Γ
=
∂Pβ
∂β
+ Pζ(0)
∫ ∞
0
dβ′Pβ(β′)Pβ(β − β′) + Pβ(β) [Pβ(0)− Pζ(0)] .
These look extremely nasty, but miraculously, they are exactly solvable. The fixed point
solution is the distribution
∗Strictly speaking, the entire Hamiltonian except for the Ω term is the perturbation, but by
truncating our perturbation theory to second order, we only need to consider JL and JR.
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P∗(χ ≡ log x) = lim
Γ→∞
1
Γ
e−
χ
Γ ⇔ P∗(x) = lim
Γ→∞
1
Ω0Γ
(
Ω0
x
)1−1/Γ
.
This is known as the infinite randomness fixed point (IRFP) distribution, and it is a uni-
versal attractor. For the Ising chain above, both Pβ and Pζ flow to this distribution at crit-
icality, where criticality is given by ζ = β (by symmetry), or log J = log h, with overline
meaning disorder average. The IRFP also underlies the random singlet phase of the disor-
dered Heisenberg chain, where the ground state looks like a collection of singlets of various
ranges. A remarkable property of this fixed point is that, as we flow towards it, our dis-
tribution PΓβ,ζ becomes longer- and longer-tailed, terminating in the longest possible tailed
distribution of 1/x (which is not a true distribution as it is not normalizable). This justifies
our initial assumption of strong disorder post hoc, and we find that any amount of disorder
flows to an ‘infinite’ amount of disorder under the RG – hence, infinite randomness.
The RSRG is an extremely powerful technique, and allows for the exact calculation of
critical exponents, correlation functions, and other quantities. Among the most important
is, as with clean (conformal) critical points, the scaling of the entanglement entropy. Sem-
inal work of Refael and Moore204 found that, at an infinite randomness fixed point, the
entanglement entropy SL = Tr ρL log ρL scales as
SL ∼ c˜
6
logL (3.3)
for open boundary conditions (and twice this for periodic boundary conditions). This is
remarkably close to the CFT result, and the quantity c˜ is known as the disordered central
charge. For several canonical systems, c˜ is related to the clean central charge c by a simple
factor of ln 2; for the Ising model, we have c˜ = ln 2/2, and for the disordered Heisenberg
chain we have c˜ = ln 2. Here, though, the similarities end. IRFPs are z = ∞ theories,∗ in
stark contrast to the z = 1 of a CFT, and feature logarithmically slow dynamics, among
many other differences.
There are many kinds of IRFP† resulting from various RSRG procedures, and like with
any RG, we must perform it on a specific model, case-by-case, to find its universality class.‡
The main adjustment of this procedure to tackle MBL systems was to allow for projections
∗More precisely, we have excitation energy (i.e. singlet energy) scaling with length as E ∼ e−
√
`,
in contrast to excitation energy E ∼ `−z at usual quantum critical points. Off criticality, we have
E ∼ `−1/2|δ|, where δ is the detuning δ = (1/σJσh)(log h − log J), with σ the standard deviation.
This slow scaling is characteristic of the Griffiths phase surrounding the IRFP, and is due to the
effect of rare regions of weak and strong disorder. This leads to stark differences between mean (O)
and typical (elogO) quantities.
†Much recent work has attempted to deduce the nature of the transition into the MBL phase
from the ergodic (ETH) phase as a function of disorder strength, postulating that it is an IRFP of
some kind and building an RSRG procedure to tackle it. These procedures are much less rigorous
than the ones shown here, as they start with an already coarse grained model (rather than a mi-
croscopic model), based on certain physical assumptions of ergodic regions coupled to insulating
regions, to seed the RSRG.
‡That said, the universality class is generally determined by the renormalization rule, and the
characteristic of the Ising class is the rule J˜ = JLJR/Ω. We generally expect any system with this
rule, even in new variables, to be in the Ising class, for example.
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into excited states (hence ‘RSRG-X’), such as iΩγnγn+1 = +1. Now, a limitation of the
RSRG is its rather extreme locality, and it will inevitably miss long-ranged resonances that
could lead to thermalization. For instance, there may be a second-order process associated
to flipping spin 0 and spin 100 simultaneously that is low-energy, but due to the large sep-
aration between these spins, it will not be captured by the RSRG-X. (This is not an issue
for the ground state, but only for the excited states in the middle of the spectrum.) Thus,
we must simply assume that these processes are not important, in the sense that they do
not lead to thermalization. Numerical evidence is therefore needed to support any RSRG-X
procedure.
The final warning we should issue before delving into the RSRG generalized to periodi-
cally driven systems is the stability of IRFPs under periodic driving. While Floquet MBL
is on a solid footing due to the `-bit picture, and is robust to rapid enough driving, IRFPs
are inherently more long-ranged. At a transition between different ordered MBL phases,
such as between a paramagnet and a spin glass, the `-bits become algebraically delocal-
ized (rather than exponentially localized), and the stability under periodic driving is no
longer known. It is therefore somewhat of a philosophical question whether these IRFPs
thermalize under infinitely long periodic driving. This question is unable to be settled with
numerics nor analytics at the time of this writing, and we have only intuitions to guide us.
3.2 Floquet Quantum Criticality
3.2.1 Introduction
The assignment of robust phase structure to periodically driven quantum many-body sys-
tems is among the most striking results in the study of non-equilibrium dynamics135. There
has been dramatic progress in understanding such ‘Floquet’ systems, ranging from propos-
als to engineer new states of matter via the
drive75,38,170,109,99,141,161,214,182,186,101 to the classification of driven analogs of symmetry-
protected topological phases (‘Floquet SPTs’)113,258,259,82,200,211,213,212. These typically
require that the system under investigation possess one or more microscopic global sym-
metries. In addition, all Floquet systems share an invariance under time translations by
an integer multiple of their drive period. Unlike the continuous time translational symme-
try characteristic of undriven Hamiltonian systems267,37,263, this discrete symmetry may be
spontaneously broken, leading to a distinctive dynamical response at rational fractions of
the drive period — a phenomenon dubbed ‘time crystallinity’257,80,81,272,136,108. The time
translation symmetry breaking (TTSB) exhibited by Floquet time crystals is stable against
perturbations that preserve the periodicity of the drive, permitting generalizations of no-
tions such as broken symmetry and phase rigidity to the temporal setting. Experiments
have begun to probe these predictions in well-isolated systems such as ultracold gases, ion
traps275, nitrogen-vacancy centers in diamond55, and even spatially ordered crystals209,210.
In light of these developments, it is desirable to construct a theory of Floquet (multi-
)critical points between distinct Floquet phases. Ideally, this should emerge as the fixed
point of a coarse-graining/renormalization group procedure, enable us to identify critical
degrees of freedom, especially those responsible for TTSB, and allow us to compute the
critical scaling behavior.
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Here, we develop such a theory for a prototypical Floquet system: the driven random
quantum Ising chain. Extensive analysis has shown that this model hosts four phases135,257.
Two of these, the paramagnet (PM) and the spin glass (SG), are present already in the
static problem112,260,192. A third, the pi spin glass/time crystal, has spatiotemporal long-
range order and subharmonic bulk response at half-integer multiples of the drive frequency.
This phase, and its Ising dual — the 0pi paramagnet, which also exhibits TTSB but only at
the boundaries of a finite sample — are unique to the driven setting. A precise understand-
ing of the (multi)critical points between these distinct Floquet phases accessed by tuning
drive parameters is the subject of this work.
Our approach relies on the presence of quenched disorder, required for a generic periodically-
driven system to have Floquet phase structure rather than thermalize to a featureless infinite-
temperature state197,199,158,4. We argue that transitions between distinct one-dimensional
Floquet phases are then best described in terms of an infinite-randomness fixed point ac-
cessed via a strong-disorder real space renormalization group procedure. In the non-equilibrium
setting, the stability of infinite-randomness fixed points against thermalization via long-
range resonances remains a topic of debate66,164,198. However, even if unstable, we expect
that they will control the dynamics of prethermalization relevant to all reasonably accessi-
ble experimental timescales3,150.
The universality of our analysis turns on the fact that, in the vicinity of such infinite-
randomness critical points, a typical configuration of the system can be viewed as being
composed of domains deep in one of two proximate phases88,89,90,61,177,261. Transitions
that do not involve TTSB (i.e., the SG/PM or 0piPM/piSG transitions) map to the static
(random) Ising critical point and can be understood in similar terms. In contrast, transi-
tions that involve the onset of TTSB in the bulk (PM to piSG) or at the boundary (SG to
0piPM) can be understood in terms of a new class of domain wall special to driven systems,
that separate regions driven at a frequency primarily near 0 or near pi — a picture we ver-
ify numerically. When the Ising model is rewritten as a fermion problem, this picture yields
a simple description of Floquet criticality in terms of domain walls that bind Majorana
states at quasienergy 0 or pi, allowing us to further study the multicritical point where all
four phases meet.
3.2.2 Model
Floquet systems are defined by a time-periodic Hamiltonian H(t) = H(t + T ). For reasons
similar to Bloch’s theorem, eigenstates satisfy |ψα(t)〉 = e−iEαt |φα(t)〉, where |φα(t+ T )〉 =
|φα(t)〉 and we set ~ = 1229,217. In contrast to the case of static Hamiltonians, the quasi-
energies Eα are only defined modulo 2pi/T , voiding the notion of a ‘ground state’.
An object of fundamental interest is the single-period evolution operator or Floquet op-
erator F ≡ U(T ). If disorder is strong enough, F can have an extensive set of local con-
served quantities. This implies area-law scaling of entanglement in Floquet eigenstates, and
consequently the absence of thermalization179.
Unlike generic (thermalizing) Floquet systems, such many-body localized (MBL) Floquet
systems retain a notion of phase structure to infinitely long times. For concreteness, we
focus on the driven quantum Ising chain, the simplest Floquet system that hosts uniquely
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Figure 3.1: Phase diagram deduced by fitting “effective central charge” from entangle-
ment scaling (see Fig. 3 for details). Insets: sketches of infinite-randomness coupling distri-
butions along the critical lines (1-4) and at the multicritical point (5).
59
dynamical phases. The corresponding Floquet operator is
F = e−i
T
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−i
T
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1 , (3.4)
where σαi are Pauli operators. Here Ji and hi are uncorrelated random variables, and U
corresponds to small interaction terms that respect the Z2 symmetry of the model gener-
ated by GIsing =
∏
i σ
x
i . For specificity, we draw couplings h, J randomly with probabil-
ity nh,Jpi from a box distribution of maximal width about pi, namely [pi/2, 3pi/2], and with
probability nh,J0 = 1 − nh,Jpi from a box distribution of maximal width about 0, namely
[−pi/2, pi/2]. The reasons for this parametrization will become evident below. F corre-
sponds to an interacting transverse-field Ising model where for U = 0 we stroboscopically
alternate between field and bond terms. It is helpful to perform a Jordan-Wigner transfor-
mation to map bond and field terms to Majorana fermion hopping terms, yielding a p-wave
free fermion superconductor with density-density interactions given by U . In the high-
frequency limit T → 0, we can rewrite F = e−iHFT by expanding and re-exponentiating
order-by order in T and the Floquet Hamiltonian HF recovers a static Ising model. We
work far from this limit, setting T = 1.
3.2.3 Phases and duality
Observe that (nhpi, n
J
pi) =
1
pi (hi, Ji), where the bars denote disorder averages, and hence
tune between phases of model (3.4) analogously to h, J in the clean case. The four phases
are summarized in the phase diagram in Figure 3.1. The trivial Floquet paramagnet (PM)
breaks no symmetries and has short range spin-spin correlations. The spin glass (SG) spon-
taneously breaks Ising symmetry with long-range spin correlations in time, or equivalently
localized edge modes at 0 quasienergy in the fermion language. These two phases are con-
nected to the undriven paramagnet and ferromagnet/spin glass phases of the random Ising
model112,260,192. Unique to the Floquet system are the pi-spin glass (piSG) and the 0pi para-
magnet (0piPM). The piSG spontaneously breaks both Ising and time translation symmetry
in the bulk. Often referred to as a “time crystal”135,80,272, it maps to a fermion phase with
localized Majorana edge modes at pi quasienergy121. Finally, the 0piPM has short range
bulk correlations but also boundary TTSB; its fermion dual has both 0 and pi Majorana
edge modes and is a simple example of a Floquet SPT. In the fermion language, domain
walls between these different phases host either 0 or pi Majorana bound states (Fig. 3.2a)
central to the infinite-randomness criticality discussed below.
The absence of energy conservation in the Floquet setting admits two new eigenstate-
preserving changes of parameter to (3.4). The transformations Jj 7→ Jj +pi and hj 7→ hj +pi
both separately map F onto another interacting Ising-like Floquet operator with precisely
the same eigenstates (see Sec. 3.4.2), but possibly distinct quasienergies: Jj 7→ Jj + pi pre-
serves F exactly (up to boundary terms), while hj 7→ hj + pi sends F 7→ FGIsing = GIsingF .
Note that, despite not changing bulk properties of the eigenstates, these transformations
map the PM to the 0piPM and the SG to the piSG respectively. Additionally, a global ro-
tation about the y axis takes hj 7→ −hj . Below, we fix phase transition lines by combining
these Floquet symmetries with the usual Ising bond-field duality that exchanges h and J
(and hence SG and PM in the static random case).
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Figure 3.2: (a) Domain walls (DWs) between proximate phases of the driven Ising
model. In fermionic language, these host topological edge states at either 0 or pi
quasienergy (red). Blue regions exhibit bulk/boundary time-translational symmetry break-
ing (TTSB), and hatched regions have bulk spin glass order. (b) A typical multicritical
configuration. Tunneling between DW states γ0,pi yields two independent chains around 0
and pi quasienergy.
3.2.4 Infinite-randomness structure
In analogy with the critical point between PM and SG phases in the static random Ising
model (both at zero temperature and in highly excited states), we expect that the dynami-
cal Floquet transitions of (3.4) are controlled by an infinite-randomness fixed point (IRFP)
of a real space renormalization group (RSRG) procedure. At a static IRFP, the distribu-
tion of the effective couplings broadens without bound under renormalization, so the effec-
tive disorder strength diverges with the RG scale. A typical configuration of the system in
the vicinity of such a transition can be viewed as being composed of puddles deep in one
of the two proximate phases, in contrast with continuous phase transitions in clean sys-
tems177,261.
In order to generalize this picture to the Floquet Ising setting we must identify appropri-
ate scaling variables. For Ji, hi  pi we recover the criticality of the static model controlled
by an IRFP if Ji and hi are drawn from the same distribution. In this case, the relevant
operator at the critical point controls the asymmetry between the Ji, hi distributions. At
static IRFPs, critical couplings are power-law distributed near 0. The absence of energy
conservation in the Floquet setting complicates this picture since there is no longer a clear
notion of ‘low’ energies. However, a natural resolution is to allow for fixed-point couplings
to be symmetrically and power-law distributed around both 0, pi quasienergy (or more gen-
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erally, all quasienergies that can be mapped to 0 by applying Floquet symmetries of the
drive). This introduces a new parameter for Floquet-Ising IRFPs, namely the fractions n0
and npi of couplings near 0 and pi, respectively. Evidently, we have n0 = 1 − npi. We will
show that there is a new type of IRFP specific to the Floquet setting for npi = 1/2, where
the criticality is tuned by the asymmetry between the distributions at 0 and pi quasienergy,
at fixed values of the Ji - hi distribution asymmetry.
3.2.5 Emergent pi-criticality
For Ji, hi near 0 (npi  1), the IRFP distribution is similar to the static case, and the
critical point can be understood in terms of domain walls (DWs) between regions where
Ji  hi and those where Ji  hi. Standard results show that in the fermionic language
each DW binds a Majorana state γ˜0i at zero quasienergy, and the transition can be under-
stood in terms of these. For npi ∼ 1, we again have a single IRFP distribution, but now
centered at pi. However, following135 we may factor a global pi pulse from both terms of the
drive, to recover the previous DW structure. Although still at zero quasienergy, here the
DW Majoranas drive a transition between piSG-0piPM, owing to the global pi-pulse. Again,
the relevant parameter tuning the transition is the asymmetry between the distributions of
Ji and hi so the physics is essentially the same.
Quite different physics arises for npi ∼ 1/2 where the couplings exhibit strong quenched
spatial fluctuations between 0 and pi. This follows from the fact that there are distinct
IRFP distributions for couplings near 0 and pi, such that the relevant critical physics is
captured by a new class of “0pi-DWs” unique to the Floquet setting. If Ji is small and
hi ∼ pi (consistent with npi ∼ 1/2), these correspond to DWs between piSG and PM re-
gions, whereas if hi is small and Ji ∼ pi, the critical behavior can be understood in terms
of DWs between SG and 0piPM. In the fermion language each such 0pi DW traps a Majo-
rana bound state γ˜pii at quasienergy pi. This may also be deduced by comparing the edge
modes of the adjacent phases (Fig. 3.2a). Since they are topological edge modes, a given
pi-Majorana trapped at a 0pi DW can only couple to other pi-Majoranas bound to 0pi DWs,
leading to a second emergent Majorana fermion chain whose dynamics are independent
from the initial chain (Fig. 3.2b). If the intervening puddles are MBL, the tunneling be-
tween pi-Majoranas is exponentially suppressed as ∼ e−`, with the size ` of the puddles.
Even if we start from a configuration where J and h are drawn from the same distribution,
there are still pi-Majoranas bound to DWs separating infinite-randomness quantum critical
regions where the couplings are near 0 or pi (see Sec. 3.4.2), and the typical tunnel coupling
is stretched exponential ∼ e−
√
` 90,88. Thus, the tunneling terms between the pi-Majoranas
remain short-ranged. Crucially, the criticality of this emergent pi-Majorana chain is tuned
by npi (with npi =
1
2 at criticality), independently of the field-bond asymmetry that tunes
the usual Ising transition. We emphasize that although the universality class of this tran-
sition is still random Ising, it is described by flow towards an IRFP at pi quasienergy, and
hence the spectral properties of the transition are distinct.
Observe that the PM-piSG transition involves the onset of TTSB, since the piSG is the
prototypical example of a discrete time crystal. Similarly, the SG-0piPM transition involves
the onset of TTSB at the ends of an open system. Therefore, we identify the 0pi DWs as
the degrees of freedom that are responsible for changes in TTSB.
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3.2.6 RG treatment
The above infinite randomness hypothesis suggests that the critical behavior at the dy-
namical Floquet transitions can be understood in terms of two effectively static Majorana
chains, one near quasienergy 0 (γ˜0i ) and the other near quasienergy pi (γ˜
pi
i ). While the crit-
icality of the 0 chain is driven by the asymmetry between J and h as in the usual Ising
chain, the pi chain is critical for npi =
1
2 where there is a symmetry between 0 and pi cou-
plings. This picture can be confirmed explicitly (see Sec. 3.4.2) by considering instead the
criticality of F 2, which should have couplings only near 0 and is described by an effec-
tively static Hamiltonian F 2 = e−i2HF . The dynamical properties of these two Majorana
chains can be analyzed using standard RG techniques designed for static MBL Hamiltoni-
ans192,260,252. We decimate stronger couplings before weaker ones, putting the pair of Ma-
joranas involved in the strongest coupling in a local eigenstate. Iterating this process leads
to an IRFP which self-consistently justifies the strong disorder perturbative treatment. The
resulting RG equations match those for the static random Ising model, except crucially, we
can now have renormalization towards 0 or towards pi quasienergies in F reflecting the de-
coupling of the two effective Majorana chains. This effective decoupling also persists in the
presence of interactions (U 6= 0). Interactions within the 0 and pi Ising chains flow towards
0 under RG much faster than the other couplings and are therefore irrelevant89,260. While
interactions also permit Floquet-umklapp terms γ˜0i γ˜
0
j γ˜
pi
k γ˜
pi
l that would couple the critical
0 and pi chains at the multicritical point, such terms are also irrelevant, and so can be ig-
nored as long as interactions are relatively weak72,89,20,233. While weak interactions are
irrelevant at the multicritical point, and very strong interactions are likely to drive ther-
malization, we leave open the possibility that intermediate interactions might drive the
system to a new infinite-randomness critical point in the universality class of the random
Ashkin-Teller model20.
Therefore, for sufficiently weak interactions, the critical lines are always in the random
Ising universality class. The four-phase multicritical point — at which all four distribu-
tions are symmetric — is in the Ising × Ising universality class. This picture of Floquet
(multi) criticality extends both symmetry-based reasoning used when all hi couplings are
near pi 272, and the analysis of the essentially static Ji, hi  1173 case.
3.2.7 Floquet (multi)criticality
Combining this reasoning with standard IRFP results, we conclude that all the transitions
show infinite-randomness Ising scaling: the correlation length diverges as ξ ∼ |∆|−ν where
∆ characterizes the deviation from the critical lines, and ν = 2 or 1 for average or typical
quantities, respectively90,88. This scaling should have universal signatures in dynamical (or
eigenstate) correlation functions88,90,260,272, and in particular in the eigenstate entangle-
ment entropy204,110,252. Assuming a system of size L and open boundary conditions, the
half-system entanglement entropy should scale with system size as SL ∼ (c˜/6) lnL, up
to nonuniversal additive contributions, with “effective central charge” c˜ = ln 2/2204. At
the multicritical point, we predict c˜ = ln 2 due to the criticality of the 0 and pi Majorana
chains. Our picture also predicts an emergent Z2 × Z2 symmetry at the multicritical point,
where the additional Z2 symmetry can be constructed explicitly as D = F
√
F 2
† 257,272,81.
For a multicritical configuration with couplings near 0 or pi, we find that D is distinct from
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Figure 3.3: Scaling with system size of disorder- and eigenstate-averaged entanglement
entropy S for a cut at L/2. Dashed lines show predicted slopes for strong-disorder Ising
criticality along the transition lines (blue, black); this doubles at the multicritical point
(red).
the original Ising symmetry of the model, and coincides with the fermion parity of the
emergent pi-Majorana chain,
D =
∏
j∈{0pi DWs}
γ˜pij . (3.5)
3.2.8 Numerics
As stressed above, our picture of these transitions relies on the infinite randomness assump-
tion. To justify this and to confirm our analytical predictions, we have performed extensive
numerical simulations on the non-interacting model, leveraging its free-fermion representa-
tion to access the full single-particle spectrum and to calculate the entanglement entropy
of arbitrary eigenstates. We average over 20,000 disorder realizations (with open boundary
conditions), randomly choosing a Floquet eigenstate in each.
Given our parametrization of disorder, the combination 12(n
h
pi−nJpi) provides a measure of
the asymmetry between J and h couplings, while 12(n
h
pi+n
J
pi) measures the average probabil-
ity of a pi coupling. Therefore, from our reasoning above and using the usual Ising duality,
we expect a critical line for npiJ = n
pi
h. Combining the Ising duality with Floquet symmetries
leads to another critical line npiJ + n
pi
h = 1 where we expect 0pi infinite randomness behavior.
Note that the bare disorder distributions are far from the infinite randomness fixed point
expected to emerge at criticality. Nonetheless, as shown in Figure 3.3, we observe clear log-
arithmic scaling of entanglement along the self-dual lines npiJ = n
pi
h and n
pi
J + n
pi
h = 1 of
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Eq. (3.4). We find c˜ ≈ ln 2/2, consistent with the prediction that the lines are in the ran-
dom Ising universality class. Deep in the phases, we find c˜ ≈ 0 consistent with the area-law
scaling expected for Floquet MBL phases22,227. At the multicritical point nhpi = n
J
pi = 1/2,
we find c˜ ≈ ln 2, consistent with our expectation of two decoupled critical Ising chains.
Although stability to quartic interchain couplings cannot be addressed in this noninteract-
ing limit, we expect it on general grounds72,89,20, modulo usual caveats on thermalization.
Fig. 3.1, showing the entanglement scaling across the entire phase diagram, summarizes
these results. Finally, we have also numerically calculated the relative number of single
particle quasienergies near 0 and near pi, finding good agreement with a simple prediction
from the infinite-randomness domain wall picture. Moreover, Fig. 3.1 clearly shows that
changing npiJ ± npih tunes across the critical lines, confirming that these parameters control
distribution asymmetries as in the IRFP picture (Fig. 3.1, insets).
3.2.9 Experimental consequences
Let us now turn to some experimental consequences of the above predictions. Recent ad-
vances in the control of ultracold atomic arrays have brought models such as Eq. 3.4 into
the realm of experimental realizability138,35,235. The model hosts a time-crystal phase (the
pi spin glass), the phenomenology of which has recently been directly observed55,275. Even
though, as mentioned earlier, these critical lines may eventually thermalize due to long-
range resonances66,164,198, the dynamics of the Ising universality class should persist through
a prethermalization regime relevant to all reasonably accessible experimental timescales3,150.
Thus, the dynamical signatures of the transitions we have identified should be readily ex-
perimentally observable.
One prominent experimental signature of this physics is the scaling behavior of the dy-
namical spin-spin autocorrelation function in Fourier space C(ω, t) ≡ ∫∞0 dτe−iωτ 〈σzi (t+ τ)σzi (τ)〉,
with the overline representing a disorder average272. In accordance with the random Ising
universality class, the spin-spin autocorrelation function will scale as 〈σzi (t)σzi (0)〉 ∼ 1/log2−φ t260,
with the overline representing a disorder average and φ = (1 +
√
5)/2 the golden ratio. Per-
forming the Fourier transform, our analysis then predicts that along the npih = n
pi
J critical
line of the model, the Fourier peak at 0 quasienergy will decay as C(0, t) ∼ 1/ log2−φ t;
along the npih = 1 − npiJ critical line the peak at pi quasienergy will decay the same way as
C(ω/2, t) ∼ 1/ log2−φ t; and at the multicritical point, both peaks will decay in this way
simultaneously, giving
C(0, t) ∼ C(ω/2, t) ∼ 1
log2−φ t
. (3.6)
This slow, logarithmic decay, independently for the decoupled chains at 0 and ω/2, serves
as an unambiguous signature of the universal multicritical physics we describe. The fact
that the two decays are independent is highly nontrivial, since generic Z2 × Z2 multicritical
points would have distinct scaling from either Z2 individually.
3.2.10 Discussion
We have presented a generic picture of the transitions between MBL Floquet phases, and
applied it to study the criticality of the periodically driven interacting random Ising chain.
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Our work can be generalized to more intricate Floquet systems, under the (reasonable) as-
sumption that they flow to infinite randomness under coarse-graning. The resulting IRFP
is enriched in the Floquet setting: each distinct invariant Floquet quasienergy hosts an in-
dependent set of fixed-point coupling distributions. (For instance the Zn model has n such
invariant quasienergies, 2pik/n, with k = 1, . . . , n.) Systems at conventional IRFPs are
tuned across criticality by adjusting the imbalance between distributions of distinct cou-
plings at the same quasienergy. At Floquet IRFPs, we may hold such single-quasienergy
imbalances fixed and instead tune the imbalance between the distributions of couplings at
distinct quasienergies. Transitions driven by such cross-quasienergy imbalances will usu-
ally involve an onset or change of TTSB in the bulk or at the boundary, and in this sense
describe “time crystallization”. In some cases, it may be possible to leverage a Jordan-
Wigner mapping in conjunction with these infinite-randomness arguments to arrive at a
domain-wall description of the critical/multicritical physics. We anticipate that a variety
of Floquet symmetry-breaking/symmetry-protected topological phases will be amenable to
similar analysis, but we defer an exhaustive study to future work.
3.3 Strong-Disorder Renormalization Group for Periodically Driven Sys-
tems
3.3.1 Introduction
The study of periodically driven (Floquet) systems lies at the frontier of our understanding
of non-equilibrium quantum physics. Despite the restriction to only discrete time trans-
lation symmetry and the attendant lack of full energy conservation, great strides have
been made in recent years in understanding these inherently out-of-equilibrium systems.
Results of these investigations include proposals to engineer exotic effective Hamiltoni-
ans75,38,170,109,99,141,161,214,182,186,101,39, efforts to classify driven symmetry-protected topo-
logical phases113,258,259,82,200,211,213,212, and the discovery of discrete time translation sym-
metry breaking – dubbed ‘time
crystallinity’257,80,81,272,136,108,275,55,209,210 — among many others. Floquet systems have
thus been shown to host rich phase structures135, both extending fundamental concepts
of equilibrium statistical mechanics into the non-equilibrium realm, and admitting new
possibilities forbidden in equilibrium.
Any discussion of the late-time limits of periodically driven closed quantum systems
must address the issue of thermalization. Since such systems lack energy conservation,
the expectation is that as energy is injected into them at periodic intervals, they will heat
up to an infinite-temperature Gibbs state, characterized by a Floquet generalization of
the eigenstate thermalization hypothesis (ETH)69,238,70. The possibility of an exponen-
tially long “prethermal” regime notwithstanding150,3, the only known generic (i.e., not fine-
tuned) exceptions to this scenario are systems that exhibit the phenomenon of many-body
localization (MBL)21,185,189,179,9,251,8,1. Such systems can avoid heating and retain a notion
of distinct phases of matter even far away from thermal equilibrium112,15,54. The presence
of quenched randomness therefore allows us to sharply define Floquet phases, and naturally
leads to the possibility of transitions between them135,199,197,4,158.
One of the most potent tools for studying one-dimensional random Hamiltonians is the
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real space renormalization group (RSRG)63,90,89,88. Though initially introduced as a tech-
nique for finding the ground states of random spin chains, these were subsequently ex-
tended to study excited states in MBL systems (RSRG-X)192,260. Such RSRG-X techniques
are not only a powerful (though approximate) way to obtain the excited states of interact-
ing many-body systems at strong disorder, but also can be used to characterize the univer-
sal critical behavior near dynamical transitions between distinct MBL phases. Remarkably,
RSRG often becomes asymptotically exact, since the effective disorder strength controlling
the approach grows without bound under renormalization. It is therefore natural to exam-
ine whether these Floquet MBL systems might be amenable to a similar RSRG approach,
improving our understanding of Floquet phases and the transitions possible between them.
In this work, we introduce a real-space renormalization group method for Floquet sys-
tems, which we dub “Floquet RSRG,” and apply it to understand the criticality of a canon-
ical Floquet system: the driven Ising chain135. We derive a generalization of the Schrieffer-
Wolff transformation to unitary operators which serves as our basic technical workhorse,
allowing us to perturbatively construct a renormalized Floquet operator that captures
the effective dynamics over ever-increasing length scales as the RG progresses. Working
in the Majorana fermion language and tracking the flow of the couplings under renormal-
ization, we identify the criticality in the model, including at the multicritical point. In
contrast to previous works, our method is generic to many periodically-driven systems:∗
it only assumes the existence of a Floquet operator F , and furthermore is not limited to
non-interacting Floquet-Ising173 or discrete time crystal272 models. Even when applied
to the driven Ising model, our method does not require all bond terms to correspond to
near-0 quasienergy and all field terms to be near 0173 or near pi 272. Crucially, this allows
us to analyze the proliferation of domain walls between 0 and pi regions, leading to a full
description of the critical lines and multicritical point of the model. We find precise agree-
ment with an earlier, intuitive, picture we proposed in terms of topological domain walls26,
generalizing the picture proposed for quantum groundstates by Damle and Huse61. This
work therefore provides an exact microscopic justification for results that may also be de-
duced on general grounds, thereby affirming their universality. In toto, these two perspec-
tives give a rather complete description of criticality in a specific example of a periodically
driven system, and in particular provide a concrete example of how an effective description
in terms of domain walls arises from the underlying microscopic Floquet physics.
The remainder of this paper is organized as follows. In Section 3.3.2 we review some ba-
sic aspects of Floquet theory, introduce the Floquet Schrieffer-Wolff transformation, and
outline the general framework of Floquet RSRG. In Section 3.3.3 we exemplify the use of
this method on the driven Ising model, working first within the free-fermion limit. In Sec-
tion 4.3.5 we show how Floquet RSRG can be used to argue analytically for the irrelevance
of interactions in the strong-disorder limit. Finally, we close with a summary of the work
and a discussion of future applications of Floquet RSRG (Sec. 3.3.5).
∗Formally, our method requires that the Floquet unitary be separable into a ‘strong’ piece F0
and ‘weak’ piece eiV , as described in more detail in the main text.
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3.3.2 Floquet RSRG via Floquet Schrieffer-Wolff transformations
Floquet systems are defined by a time-periodic Hamiltonian H(t) = H(t + T ). Equiva-
lently, the Hamiltonian has a discrete time translation symmetry by the drive period T .
As with Bloch’s theorem for Hamiltonians with discrete spatial translation symmetry, the
eigenstates of a time-periodic Hamiltonian must satisfy |ψα(t)〉 = e−iEαt |φα(t)〉, where
|φα(t+ T )〉 = |φα(t)〉 in units where ~ = 1229,217. A central object of interest is the single-
period time evolution operator,
F ≡ U(T ) = T e−i
∫ T
0 dtH(t) = e−iTHF , (3.7)
where T denotes that the exponential is time-ordered, and the last equality defines the so-
called Floquet Hamiltonian. In general, the Floquet Hamiltonian is quite different from
H(t) at any t, and may in fact be non-local. Crucially, HF has eigenvalues that are con-
strained to lie on a circle, so HF = HF + 2pi/T . This in general eliminates the notion of
a ground state, requiring us to consider the entire spectrum of eigenstates of the Floquet
operator F .
Our goal is to study such Floquet systems in one dimension in the presence of strong
disorder, using a real-space renormalization group (RSRG) approach. Also termed the
‘strong-disorder renormalization group,’ this method was initially introduced as a means
of constructing the ground state63,90,89,88 of one-dimensional Hamiltonians with quenched
disorder, and later extended (under the name ‘RSRG-X’) to study the full spectrum192
of such systems. The basic steps involved at any given stage of this RG scheme are (i) to
identify the largest coupling in the effective Hamiltonian H at that stage (which sets the
characteristic energy scale); (ii) to ‘solve’ the effective local problem H0 defined by turning
off all other couplings, assumed to be much weaker by virtue of the broad distribution of
couplings; and (iii) performing perturbation theory to determine the new couplings medi-
ated by virtual fluctuations between eigenstates of H0, thus defining a new effective Hamil-
tonian that can be fed back into step (i) in the next iteration. Tracking the flows of the
distributions of couplings under this RG gives access to various quantities including corre-
lation functions90,89,88, dynamical properties62,176, and the entanglement entropy204. Cru-
cially, in many cases this procedure has an asymptotically self-consistent justification: to
wit, initially broad distributions of the couplings broaden further with increasing iterations,
indicating a flow to an ‘infinite randomness’ fixed point where the RG procedure becomes
exact.
At the heart of such RSRG methods is the Schrieffer-Wolff (SW) transformation222, a
perturbative unitary rotation that eliminates off-diagonal elements of the Hamiltonian
H with respect to a “strong” piece H0. In particular, one writes H = H0 + V , where
|V |  |H0|, then seeks a unitary operator eiS such that [eiSHe−iS , H0] = 0 to the desired
order in V . This gives a self-consistent equation for S to each order, which can be readily
solved. Projecting onto an eigenstate subspace of the strong-coupling piece, one finds the
overall energy shift and renormalized couplings between the remaining degrees of freedom.
Projecting onto the lowest-energy eigenstate in each step then picks out the ground state
of the problem, whereas projecting onto different subspaces besides the lowest-energy state
allows access to excited states — this being the key modification involved in RSRG-X.
In a similar spirit, let us imagine decomposing a Floquet operator F into the product of
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a “strong”∗ piece F0 and a “weak” piece V , where V ∈ O(λ) with λ a small parameter:
F = F0e
iV . (3.8)
The ordering of F0 and e
iV is an arbitrary choice of convention. We then seek a unitary
operator eiS that transforms F to F˜ ≡ eiSFe−iS such that [F˜ , F0] = 0 to the desired order
in V . Expanding, we have
F˜ =F0 + i[S, F0] + iF0V − 1
2
{S2, F0}+ [F0V, S] + SF0S − 1
2
F0V
2 + . . . . (3.9)
We now write S as a power series in λ, S =
∑
n S(n) with S(n) ∈ O(λn). First, note that
S(0) = 0. This is because, to 0
th order in V , F = F0 + O(V ) already commutes with F0.
Expanding, the above expression becomes
F˜ =F0 + (i[S(1), F0] + iF0V ) + (i[S(2), F0]−
1
2
{S2(1), F0}
+ [F0V, S(1)] + S(1)F0S(1) −
1
2
F0V
2) + . . . ,
where we have grouped terms according to their order in V . Each of these grouped pieces
self-consistently defines S(n). In particular, we require that each of them commute with F0
to that order. In general, each self-consistent equation will be of the form
[i[S(n), F0] +M(n), F0] = 0, (3.10)
where Mn are the nth order terms obtained from expanding the expression for F˜ : M(1) =
iF0V and M(2) = −12{S2(1), F0}+[F0V, S(1)]+S(1)F0S(1)− 12F0V 2. In order to solve equations
of the form of Eq. 3.10, it is convenient to introduce the set of projectors {Pα} onto the
eigenspaces of F0, where F0Pα = αPα, α ∈ U(1) since F is unitary, and P 2α = Pα. Then Eq.
3.10 can be readily solved as†
S(n) =
∑
α 6=β
1
i(α− β)PαM(n)Pβ. (3.11)
Having now described the framework for performing perturbation theory on a Floquet
unitary, the Floquet RSRG method proceeds as follows. First, identify the strongest piece
F0 in the Floquet evolution operator. This is similar to identifying the strongest bond Ω in
the usual RSRG method; however, since quasi-energies take values on a circle, they do not
form a well-ordered set, and some care must be taken in identifying Ω; we turn to this in
the next section. For the moment, assume that such a “strong piece” F0 has been identi-
fied; then the rest of the chain is identified with eiV . We then perform a Floquet SW trans-
∗Generically, since the eigenvalues of a unitary operator lie on a circle, perturbation theory on a
unitary operator is not well defined as the eigenvalues are not well-ordered. We note that care must
be taken in identifying a “strong” piece such that perturbation theory is well-controlled; this can
fail, as it does at the naive decimation of domain walls in the main text.
†Note that the solution to Eq. 3.10 is only unique up to operators O satisfying [[O, F0], F0] = 0.
Our solution is chosen to give blocks of zeros in Mn corresponding to the eigenbasis of F0.
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ipi + j
Figure 3.4: (Top) A generic configuration of the disordered periodically driving Ising
chain in the Majorana fermion representation. Circles represent Majorana fermion oper-
ators, single lines represent bilinear couplings i with i ∈ [−pi/2, pi/2], and double lines
represent bilinear couplings pi + j with j in the same range. The chain has domains with
couplings near 0 (“0-domains”) and with couplings near pi (“pi-domains”). (Bottom) We
can factor out the exact pi pulses to form one long-ranged exact pi pulse spanning the pi-
domain, with all couplings now in the range [−pi/2, pi/2].
formation on F , truncating at second order in V . This generates a virtual coupling medi-
ated by the strong piece F0, giving a renormalized coupling between neighboring degrees of
freedom. Iterating this procedure generates a flow of the couplings in the chain in much the
same way as is in the usual RSRG method.
3.3.3 Application: the driven Ising chain
In order to demonstrate how Floquet RSRG works in practice, we now turn to a concrete
application of the method outlined in the preceding section to a prototypical Floquet sys-
tem: namely, the periodically driven Ising chain, defined by the sequence
H(t)=
{
H1 =
∑
ihiσ
x
i + U
xx
i σ
x
i σ
x
i+1, 0 ≤ t ≤ T/2
H2 =
∑
iJiσ
z
i σ
z
i+1 + U
zz
i σ
z
i σ
z
i+2, T/2 ≤ t ≤ T,
(3.12)
where σx,zi are Pauli operators on site i, Ji and hi are uncorrelated random variables,
and U corresponds to small interaction terms that respect the Ising Z2 symmetry gener-
ated by GIsing =
∏
i σ
x
i . For now, we will take U
xx
i = U
zz
i = 0 and discuss the role of inter-
actions in Section 4.3.5. Applying a Jordan-Wigner transformation to rewrite the chain in
terms of Majorana fermions216, we see that the Floquet evolution operator is
F = exp(
1
2
∑
i
J2iγ2iγ2i+1) exp(
1
2
∑
i
J2i−1γ2i−1γ2i), (3.13)
where we set T = 1 for convenience. The odd Majorana bonds correspond to field terms
for the spins (hi ↔ J2i−1) while the even Majorana bonds correspond to bond terms for
the spins (Ji ↔ J2i). The Majorana operators γj obey γ†j = γj , γ2j = 1, and {γi, γj} =
2δij . We restrict the couplings to fall in a window of width 2pi, specifically the range Ji ∈
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[−pi/2, 3pi/2) which is symmetric about 0 and pi. All couplings may be brought into this
range by noting that e(Jij+2pin)γiγj/2 ∝ eJijγiγj/2 for integer n, which will share the same
eigenstates and hence the same phase structure.
This model hosts four phases135. Two are connected to static counterparts in the T → 0
limit: (1) a trivial paramagnet, which is short-range correlated and does not exhibit spon-
taneous symmetry breaking (SSB); and (2) a spin glass phase which spontaneously breaks
the Ising symmetry and is long-range correlated in time, or equivalently hosts a localized
edge Majorana fermion mode at zero quasi-energy. Two phases are unique to the driven
setting: (3) a “pi-spin glass”, which is long-range correlated and spontaneously breaks both
the Ising symmetry and time translation symmetry, or equivalently hosts an Majorana
edge mode at pi quasi-energy, and is often referred to as a “time crystal”; and (4) a “0pi-
paramagnet”, which has short-range bulk correlations, does not break the Ising symmetry,
but does break time translation symmetry, and equivalently hosts edge Majorana modes at
both 0 and pi quasi-energy.
A generic configuration of the chain will have some couplings closer to 0 and others
closer to pi. This leads to two types of domain: domains of couplings nearer to 0 (“0 do-
mains”), and domains of couplings nearer to pi (“pi-domains”). We will assume that in
these domains, the couplings are either very close to 0, or very close to pi: even if this is
not initially the case microscopically, we will see that this becomes true self-consistently af-
ter running the RG, i.e., this is a property of the RG fixed points we are after. Note that
Majorana fermions obey a simple evolution equation: eθγiγj = cos θ + γiγj sin θ for i 6= j.
Therefore, within a pi-domain we can factor out all of the pi pulses to simply extract one
long-ranged pulse at strength exactly pi: (γ0γ1)(γ1γ2) . . . (γL−1γL) = γ0γL = e
pi
2
γ0γL .
We perform this factoring across the entire chain as a first step, as diagrammed in Fig-
ure 3.4. This is one of the most important steps in our procedure, as what remains are
small couplings (controlling perturbation theory) that we will now show how to decimate,
along with large non-local couplings that significantly modify the decimation rules from
those of similar static Hamiltonians. From here on we use the notation Ji to denote a Ma-
jorana coupling in the range [−pi/2, pi/2), assuming all larger couplings have been factored
out.
Decimating inside a 0-domain or pi-domain
As a warm-up exercise, consider decimation deep within a 0-domain or a pi-domain. As-
sume that the strongest coupling is J0 ≡ Ω  1, and that the neighboring couplings satisfy
JL, JR  Ω  1, and are not on domain walls. This is actually the generic case deep in
both a 0-domain and a pi-domain; see Figure 3.5 for a diagram. We then have
F0 = e
Ωγ0γ1 = cos Ω + γ0γ1 sin Ω,
V = −iJLγ−1γ0 − iJRγ0γ1. (3.14)
All other terms commute with F0, so we drop them. F0 has two eigenstate projectors:
P± = 12(1 ± iγ0γ1) which project onto the iγ0γ1 = ±1 subspaces, with eigenvalues λ± =
71
JL JRΩ
JL JRΩ . . .. . .
(a)
(b)
JLJR
tanΩ
JLJR
tanΩ
Figure 3.5: Decimation inside a 0-domain or a pi-domain follows the same rule. (a)
Within a 0-domain, a strong bond Ω is renormalized via the rule J˜ = JLJR/ tan Ω. (b)
Within a pi-domain, the long-ranged pi pulse does not affect the unitary rotation, giving the
same virtual coupling. We can view decimation within a pi-domain as decimation towards a
pi-bond by replacing the long-ranged pi-pulse with a product of short-ranged ones.
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e∓iΩ. Solving Eq. 3.10 for n = 1, 2, we find
S(1) =
1
2
i[γ−1γ1JL cot Ω + γ−1γ0JL + JR(γ1γ2 − γ0γ2 cot Ω)], (3.15)
S(2) = 0. (3.16)
Computing P+F˜P+ and setting iγ0γ1 = 1,
P+F˜P+ =
1
2
sin Ω(cot Ω− i) [−i(J2L + J2R) cot Ω + 2γ−1γ2JLJR cot Ω + 2] . (3.17)
Now note that this is of form P+F˜P+ = e
iθeJ˜γ−1γ2 = eiθ(cos J˜ + γ−1γ2 sin J˜) = A+Bγ−1γ2.
Thus, tan J˜ = B/A. Looking above to identify A and B and dividing, we find
tan J˜ =
JLJR
tan Ω− i2(J2L + J2R)
≈ JLJR
tan Ω
. (3.18)
That is, the renormalized coupling is related to the tangent of the strong bond Ω; this
reduces to the well-known static rule J˜ = JLJR/Ω in the limit Ω → 0. We can simi-
larly project onto the P− subspace to access other branches of the many-body spectrum,
finding the same rule of tan J˜ = JLJR/ tan Ω but a different overall quasi-energy shift
(Eq. 3.20). Though Ref. 173 obtains a superficially similar formula, we note that in con-
trast to Eq.(45) of Ref. 173, Eq. 3.18 is valid when all nearby bonds are near pi as well as
near 0, due to the factoring of the pi pulses.
One crucial difference with the static case is that the ordering of terms is now impor-
tant; one might wonder if the proposed renormalization procedure even gives back a self-
similar evolution operator for this model. Indeed it does, as can be seen by examining F .
Taking Ω in the even sublattice for the sake of argument, let us decimate Ωγ0γ1:
F = . . . eJ−2γ−2γ−1+J2γ2γ3eΩγ0γ1eJ−1γ−1γ0+J1γ1γ2eJ−3γ−3γ2+J3γ3γ4 . . .
RG−−→ . . . eJ−2γ−2γ−1+J2γ2γ3eJ˜γ−1γ2+iθeJ−3γ−3γ2+J3γ3γ4 . . .
= . . . eiθeJ2γ2γ3+J−2γ−2γ−1eJ−3γ−3γ−2+J˜γ−1γ2+J3γ3γ4 . . . , (3.19)
where in the first step we factored commuting pieces, and eiθ is the overall quasi-energy
shift. Odd sublattice decimations proceed similarly. Therefore, we see that the decimation
has produced a self-similar Floquet operator, and decimating a bond in the even (odd) sub-
lattice produces a renormalized bond in the odd (even) sublattice, as in the static case.
We can also determine how much the quasi-energy has shifted by isolating eiθ. Since we
expect a renormalized Floquet operator of form eiθeφO˜, with O˜ some operator, we recover
eiθ by simply taking O˜ → 0, or equivalently γi → 0 for all i. Thus,
eiθ =
(J2L + J
2
R) cos Ω + 2ic sin Ω
ei2cΩ − 1 , (3.20)
where c = ±1 picks the P+ or P− branch, respectively. In the limit Ω  1, we can ex-
pand this expression and check that it reproduces the energy shift in the static case192:
θ ≈ c(J2L+J2R2Ω + Ω) +O(Ω2), as it should.
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JL JRΩ
−JRΩ
JLΩ
JL
JR
. . .
(a)
(b)
-1 0 1 2 -1 2
0˜
1˜
Figure 3.6: (a) An exact transformation of each domain wall reveals that we can view
the pi and 0 puddles as being connected by 2nd order terms (see below for details). We will
never decimate these because JRΩ < JR and JLΩ < JL, so at every step JL or JR domi-
nate. (b) The chain after the exact transformations of factoring out pi-pulses and rotating
the Majoranas at every domain wall. Approximating cos Ω ≈ 1, sin Ω ≈ Ω shows that the
puddles are decoupled at leading order.
Thus, for decimations that do not encounter a domain wall, we obtain a straightforward
generalization of the usual RSRG decimation rules for the static Ising chain. Note that,
if we are within a pi-domain, we can replace the long-range pi-pulse by a product of short
range pi-pulses at any time by just reversing the factoring argument above section A (see
Figure 3.4). This tells us that after we decimate within a pi-region, we are actually deci-
mating the bond towards pi. Therefore, the domain type is maintained under renormaliza-
tion.
Decimating near a domain wall
Now let us consider the interesting case where we want to decimate a bond on the domain
wall between a 0-domain and a pi-domain. Let us imagine that the strongest bond in the
chain lies at the domain wall between a 0-domain and a pi-domain. That is, let the bonds
74
Jj with −L < j < 0 be near pi/2, and other bonds near 0. The Floquet operator is
F = . . . eΩγ0γ1γ−Lγ0eJLγ−1γ0+JRγ1γ2 . . . (3.21)
where we have pulled out the pi-pulses within the pi-domain. Focusing on the domain wall
at site 0, note that the Floquet operator in this vicinity is eΩγ0γ1γ−Lγ0eJLγ−1γ0 . Let us
assume that Ω > JL; then naively we may wish to identify the “strong” piece as F0 =
eΩγ0γ1γ−Lγ0. However, the eigenvalues of this operator actually do not depend on Ω, so
perturbation theory in Ω−1 is not well-controlled. To see this, note that the middle piece
can be factored as exp(Ωγ0γ1)γ−Lγ0 = γ−L(γ0 cos Ω − γ1 sin Ω). We can define rotated
Majorana operators(
γ˜0
γ˜1
)
=
(
cos Ω − sin Ω
sin Ω cos Ω
)(
γ0
γ1
)
≈
(
1 −Ω
Ω 1
)(
γ0
γ1
)
(3.22)
since Ω  1 (we factored out all pi-pulses). One can verify that this gives a new set of
Majorana fermions: γ˜†0,1 = γ˜0,1, γ˜
2
0,1 = 1, {γi, γ˜0,1}i 6=0,1 = 0, and {γ˜0, γ˜1} = 0. Rewriting in
terms of these variables,
F = . . . γ−Lγ˜0 exp(JLγ−1γ˜0 + JLΩγ−1γ˜1 − JRΩγ˜0γ2 + JRγ˜1γ2) . . . , (3.23)
where we have eliminated all couplings of strength Ω in favor of weaker terms. This trans-
formed picture is diagrammed in Figure 3.6(a). We note that we could have just as easily
performed a similar rotation based around JLγ−1γ0, but find it more convenient to always
choose to rotate the bond that is closer to 0 than to pi. In Ref. 200, a similar rotation ar-
gument was given to demonstrate that bilinear couplings between zero- and pi-quasienergy
Majorana fermions cannot change their quasienergy.
The above argument applies equally well to the bond JLγ−1γ0, so we find that neither
bond touching the domain wall Majorana should be (naively) decimated. This has a physi-
cal interpretation: decimating either bond is akin to decimating the topological edge mode
that lies at this interface between a 0 region and a pi region, so to lowest order is at exactly
pi quasi-energy independent of the surrounding coupling strengths. Since these edge modes
are at 0 or pi quasi-energy, perturbation theory is not well-controlled when attempting to
decimate them. Since, as previously argued26, these topological edge modes control the
criticality, it would not be sensible to decimate them outright, and the surrounding bonds
will only be decimated at higher order, later in the RG.
Decimations between the 0- and pi-chains
Let us run the above RG until all of the 0-domain and pi-domains have been decimated and
we are left with many domain walls. Note first that we must distinguish between domains
that began with an even number of bonds versus those that began with an odd number.
Since a decimation removes two Majoranas, after many decimations an odd-length puddle
will be left with three bonds, while an even-length puddle will be left with only two. We
find it convenient to first perform a rotation on the two-bond puddles, described below.
Let us consider a two-bond pi-domain, namely Jjγjγj+1 which has Jj ≈ pi for j = 0, 1
and Jj near 0 otherwise. We first rotate this domain’s domain walls as above, constructing
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Figure 3.7: (a) An even-length domain, after it has been decimated down to only two
bonds, can be rotated into this two-chain form without decimating. (b) When decimating
the central bond in the setup above, every three-step pathway through the decimated bond
gets renormalized according to MLMR/ tan Ω ≈ MLMR/Ω, where ML,R are the bonds to
the left and right respectively. This type of decimation occurs with odd-length domains.
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RG steps:
Figure 3.8: After the 0 and pi-domains have been decimated, we are left with a config-
uration of similar form to the chain in (1). As we decimate the central couplings of each
puddle, we renormalize to the chain in step (2), and so on. This leads to two linked chains.
γ˜0,1 = γ0,1±J0γ1,0 and γ′1,2 = γ1,2˜∓J1γ2˜,1. This gives a domain structure as diagrammed in
Fig. 3.6b and the left part of Fig. 3.7(a), dropping tildes and primes for clarity. Then let us
define two consecutive rotations, γ′0 = γ0 +J0γ1, γ′1 = γ1−J0γ0, followed by γ′′1 = γ′1−J1γ2,
γ′′2 = γ2 +J1γ′1. Dropping third order terms, this leads to the following bonds: J−1J1iγ−1γ1,
(pi/2 + J1J2)iγ
′
1γ
′
3, J−1iγ−1γ0, −J0J1iγ0γ′′2 , −J2J3γ′′2γ4, J4iγ4γ5, and J2J4iγ′3γ5, as dia-
grammed in the right half of Fig. 3.7(a). Therefore, with a two-bond puddle it is sensible
to rotate the bonds so that the puddle is of two-chain form and each bond can be straight-
forwardly decimated.
Now consider an odd-length puddle. As we run the RG, we avoid decimating the domain-
wall bonds, so the puddle size shrinks until there are just three bonds remaining. These 3-
bond puddles will be left with a configuration similar to Figure 3.8 at RG step 1. We now
want to decimate the central bond of one of the puddles. Let us calculate this rule, dia-
grammed in Figure 3.7(b). The Floquet operator is of the form
F = . . . eΩγ0γ1eJLγ−1γ0+KLγ−2γ0+JRγ1γ2+KRγ1γ3 . . . (3.24)
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so we identify
F0 = e
Ωγ0γ1 (3.25)
V = −iJLγ−1γ0 − iKLγ−2γ0 − iJRγ1γ2 − iKRγ1γ3.
Applying the machinery from above, we arrive at a renormalized Floquet operator where
every 3-step pathway through the central bond is renormalized as MLMR/ tan Ω, where
ML,R are the bonds on the left and right of Ω, respectively. That is,
F˜ = . . . exp
(
JLJR
tan Ω
γ−1γ2 +
JLKR
tan Ω
γ−1γ3 +
KLJR
tan Ω
γ−2γ2 +
KLKR
tan Ω
γ−2γ3
)
. . . (3.26)
with quasi-energy shift
eiθ =
cos Ω(J2L + J
2
R +K
2
L +K
2
R) + 2ic sin Ω
ei2cΩ − 1 , (3.27)
where again c = ±1 specifies the branch choice. Applying this decimation rule repeatedly
will lead to two connected chains, as shown in Figure 3.8.
Note that the bottom chain has all couplings near 0 and hence is near 0 quasi-energy,
while the top chain has every other coupling near pi, and hence is at pi-quasi-energy.∗ We
might worry that the couplings connecting the chains will need to be decimated. However,
they cannot be decimated for the same reason that we could not directly decimate a bare
domain-wall coupling earlier: each of these links has a coupling near pi to one side and a
coupling near 0 to the other. Thus, at leading order the energetics are independent of these
couplings, and we can perform a Majorana rotation as above to push them to higher order.
Once we do this, we find that the higher order couplings actually still connect a 0 coupling
on one side to a pi coupling on the other, and can be rotated yet again to push these cou-
plings to an even higher order. Ultimately, if we continue to rotate ad infinitum, we will
decouple the chains without doing any decimations. This leaves us with two effectively de-
coupled chains, one at 0 and one at pi quasi-energy.
We can write flow equations, using the rules above, for the four distributions in the
problem: the distributions of bonds and fields near 0 and pi. Define logarithmic variables
Γ ≡ log(ΩI/Ω), which sets the overall RG scale for some arbitrary initial scale ΩI ; ζ0,pi ≡
log(Ω/J0,pi), where J is from the even sublattice in terms of Majoranas; and β0,pi ≡ log(Ω/h0,pi),
where h is from the odd sublattice. These last four logarithmic variables have four associ-
ated coupling distributions: P 0,piβ,ζ . Then the above decimation rules translate to sum rules
in terms of logarithmic variables at strong disorder: β˜θ = ζθL + ζ
θ
R, ζ˜
θ = βθL + β
θ
R, with
θ = 0, pi indexing the two chains. These rules give rise to two coupled RG flow equations
∗This can be verified by comparison with the microscopic phase diagram of the model, as shown
in Ref. 26
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for each chain90
∂P θζ
∂Γ
(ζθ) =
∂P θζ
∂ζθ
(ζθ) + P θβ (0)
∫ ∞
0
dζ¯θP θζ (ζ¯
θ)P θζ (ζ
θ − ζ¯θ) + P θζ (ζθ)[P θζ (0)− P θβ (0)],
∂P θβ
∂Γ
(βθ) =
∂P θβ
∂βθ
(βθ) + P θζ (0)
∫ ∞
0
dβ¯θP θβ (β¯
θ)P θβ (β
θ − β¯θ) + P θβ (βθ)[P θβ (0)− P θζ (0)], (3.28)
with θ = 0, pi. These equations give rise to the usual infinite-randomness fixed-point distri-
butions P˜ θβ (β
θ) = 1Γe
−βθ/Γ, P˜ θζ (ζ
θ) = 1Γe
−ζθ/Γ at criticality, showing flow to two IRFPs at 0
and pi quasienergy.
Now that we have flowed to two decoupled Ising chains, the four possible phases of the
model become clear: each chain can be independently dimerized, with a dimerization pa-
rameter δ0,pi controlling the phases. If the 0 (pi)-chain is dimerized in the trivial pattern
δ0(pi) < 0, there is no edge mode, while if the 0 (pi)-chain is dimerized in the topological
pattern δ0(pi) > 0, there is an edge Majorana mode at 0 (pi) quasienergy. The four phases
are thus identified by the sign of the dimerization patterns at 0, pi; accordingly we may la-
bel the phases by (δ0, δpi) where δ0pi = +,−. With this convention, we identify the PM as
both chains trivially dimerized (−,−); the SG as the 0 chain topologically dimerized and
the pi-chain trivially dimerized, (+,−); the piSG as the 0-chain trivially dimerized and the
pi-chain topologically dimerized (−,+); and the 0piPM as both chains topologically dimer-
ized (+,+). The critical lines are then set by δ0,pi = 0 with both vanishing at the multicrit-
ical point of the model (see Fig. 3.9). One can tune between these phases microscopically
by adjusting the ratio of couplings near 0 and pi.26
This two-chain structure also elucidates the model’s (multi)criticality. Each chain can
be tuned to criticality independently, and each will be in the Ising universality class90,88.
In particular, this implies that the coupling fixed-point distribution will be in the form
of a stretched exponential ∼ e−1/w, where w sets the disorder strength and w → ∞ un-
der renormalization when the system is at criticality (δ = 0). This infinite randomness
fixed point has dynamical exponent z = 1/2 |δ| → ∞, characteristic of slow, glassy scal-
ing. As one tunes slightly away from criticality, one finds that the correlation length di-
verges as ξ ∼ |δ|−ν , with ν = 2 or ν = 1 for average (O) or typical (elogO) quanti-
ties, respectively. Further results include the critical spin-spin correlation function scaling〈
σzjσ
z
j+x
〉
∼ 1/x2−φ, with φ = (1 + √5)/2 the golden ratio, and the entanglement entropy
scaling S` = (c˜/6) log ` with c˜ = (1/2) ln 2 with open boundary conditions for a cut from
the boundary of length `.204 At the system’s multicritical point, we find that the chain
flows under renormalization to two chains, one at 0 and the other at pi quasi-energy, each
in the random Ising universality class.
3.3.4 Interactions
Now that we have addressed the free problem, let us return to adding small but finite in-
teractions U  1. As a reminder, we introduced interaction terms such that the first piece
of the drive was H1 =
∑
i hiσ
x
i + U
xx
i σ
x
i σ
x
i+1 and the second piece was H2 =
∑
i Jiσ
z
i σ
z
i+1 +
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γpi
γpi
γ0
γ0
δ0
δpi
Figure 3.9: Cartoon of the four possible phases and their transitions as deduced from the
strong-disorder RG flow to two decoupled Majorana chains near 0 and pi quasienergy. The
phases are controlled by the dimerization of these chains δ0,pi. The PM has both chains
trivially dimerized; the SG has the 0-chain topologically dimerized and the pi-chain triv-
ially dimerized; the piSG has the 0-chain trivially dimerized and the pi-chain topologically
dimerized; and the piSG has both chains topologically dimerized (insets). Both chains can
be independently tuned to Ising-class criticality (yellow and red lines), resulting in a twice-
Ising multicritical point (orange star).
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U zzi σ
z
i σ
z
i+2. In terms of Majoranas, these interactions are statistically
∗ self-dual under the
usual Ising bond-field duality that interchanges σxi ↔ σzi σzi+1. Therefore bond-field duality
exchanges the operator content of H1 and H2, while preserving coefficients. Upon perform-
ing a Jordan-Wigner transformation for these interaction terms, and redefining J2i ≡ hi,
J2i+1 ≡ Ji, U2i ≡ Uxxi , U2i+1 ≡ U zzi , the full Floquet operator reads
F =e
∑
j J2jiγ2jγ2j+1−U2jγ2jγ2j+1γ2j+2γ2j+3
× e
∑
j J2j+1iγ2j+1γ2j+2−U2j+1γ2j+1γ2j+2γ2j+3γ2j+4 . (3.29)
Let us first discuss decimating deep in one of the 0-domain or pi-domains, such that all
bonds are near 0. Then let us say that the strongest bond is J3, such that
F0 = e
J3γ3γ4 , (3.30)
V = iJ0γ0γ1 + iJ1γ1γ2 + iJ4γ4γ5 + iJ5γ5γ6 + iJ6γ6γ7
− U0γ0123 − U1γ1234 − U2γ2345 − U3γ3456 − U4γ4567, (3.31)
where γijk...l ≡ γiγjγk . . . γl for short. Performing the Floquet Schrieffer-Wolff transforma-
tion and projecting onto the subspace iγ3γ4 = c with c = ±1, we find, after some algebra,
that the renormalized operator is
F˜ = . . . eiθeJ˜0γ0γ1+J˜2γ2γ5+J˜6γ6γ7+U˜0iγ0125+U˜2iγ2567+W˜γ012567
× eJ˜1γ1γ2+J˜5γ5γ6+U˜1iγ1256 . . . (3.32)
with the following decimation rules:
J˜0 = J0 + c
J2U0
tan J3
, J˜1 = J1 + cU1,
J˜2 =
J2J4
tan J3
+ U2, J˜5 = J5 + cU3,
J˜6 = J6 + c
J4U4
tan J3
, U˜0 =
J4
tan J3
U0,
U˜1 = 0, U˜2 =
J2
tan J3
U4,
W˜ =
U0U4
tan J3
, (3.33)
and overall quasi-energy shift
eiθ =
1
2
e−icJ3
[
2− icJ
2
2 + J
2
4 + U
2
0 + U
2
4
tan J3
− J20 − (J1 + U1)2 − (J5 + U3)2 − J26 − U22
]
.
(3.34)
First, note that in the limit tan J3 ≈ J3, we recover the decimation rules of the static
∗Absent disorder, the self-duality would be exact, but here it is only true in a statistical sense,
i.e. it is to be understood as a duality map of various observables that occurs when the different
couplings are drawn from the same distribution.
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case,∗ as we must. A six-fermion term −iW˜ γ012567 is generated in the Schrieffer-Wolff
transformation that is second order in the interaction strength, which is already taken
to be weak. The generation of fermion strings from RSRG methods has already been ex-
plored in the static case260, where it was found that as the RG progresses, fermion strings
of length 2m (σx strings of length m) were generated at order J(J/h)m−2. Since these co-
efficients are exponentially decaying with m, they can be safely discarded, though one can
keep track of them if one wishes. We find that they exponentially decay here as well, so we
neglect these strings and keep only fermion bilinears and four-fermion interaction terms.
Now, consider the role of interaction terms at the domain wall. Let us rotate γ2,3 to
form γ˜2 = γ2 + J2γ3, γ˜3 = γ3 − J2γ2. Then a four-fermion interaction term U0γ0123
will rotate to U0γ0γ1(γ˜2 − J2γ˜3)(γ˜3 + J2γ˜2) = U0γ0γ1(γ˜2γ˜3 − J2γ˜23 + J2γ˜22 − J22 γ˜3γ˜2) =
U0γ0γ1γ˜2γ˜3(1 + J
2
2 ). Therefore, the effect of the rotation is simply to renormalize the inter-
action to second order, as U0(1 + J
2
2 )γ012˜3˜ ≈ U0γ012˜3˜. Thus if the interaction term involves
both of the rotated Majorana operators, the interaction is essentially unchanged. If it only
involves one, on the other hand, we generate a new longer-ranged interaction term at one
higher order: U−1γ−1012 = U−1γ−1012˜ + U−1J2γ−1013˜. Finally, if an interaction term spans
two separate rotations we obtain the following: U3γ3456 = U3(γ˜3 + J2γ˜2)γ4γ5(γ˜6 − J2γ˜7) =
U3γ3˜456˜ + U3J2γ2˜456˜ − U3J6γ3˜457˜ − J2J6γ2˜457˜. That is, we couple the Majoranas involved in
both domain walls at leading order O(U) for the two nearest, one higher order O(UJ) for
the next nearest, and one higher order still O(UJ2) for the farthest away.
Having seen that no fundamentally new interactions are generated by this rotation, let
us consider a bilinear decimation in the most general case of an odd-length domain, similar
to that shown in Fig. 3.7(b). Then the Floquet operator will take the form
F = exp(J0γ01 + J2γ23 + Ωγ45 + J6γ67 + J8γ89 + . . .
− iU0γ0123 − iU2γ2345 − iU4γ4567 − iU6γ6789 + . . .)
× exp(J1γ12 + J3γ34 + J5γ56 + J7γ78 + . . .− iU1γ1234
− iU3γ3456 + U5γ5678 + U7γ789,10 + . . .),
where Ω = J4 refers to the strongest coupling. After rotating γ2,3 and γ6,7, we find
F = exp(J0γ01 + Ωγ45 + J8γ89 + . . .− iU0γ012˜3˜ − iU2γ2˜3˜45 − iU4γ456˜7˜ − iU6γ6˜7˜89 + . . .)
× exp(J1γ12˜ + J1J2γ13˜ + J3γ3˜4 + J2J3γ2˜4 + J5γ56˜ + J5J6γ57˜ + J7γ7˜8 + J7J6γ6˜8 + . . .
− iU1γ12˜3˜4 − iU3γ3˜456˜ − iU3J2γ2˜456˜ − iU3J6γ3˜457˜ − iU3J2J6γ2˜457˜
− iU5γ56˜7˜8 − iU7γ7˜89,10 − iU7J6γ6˜89,10 + . . .).
∗These static case rules are derived in the presence of only σxi σ
x
i+1 interactions in Appendix B of
Ref. 192, though we note that the published version contains several sign errors.
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We can therefore write the most general case as
F0 = e
Ω45γ4γ5 ,
iV = J01γ01 + J12γ12 + J13γ13 + J34γ34 + J24γ24 + J56γ56
+ J57γ57 + J78γ78 + J68γ68 + J89γ89 + . . .
− iU0123γ0123 − iU1234γ1234 − iU2345γ2345 − iU3456γ3456
− iU2456γ2456 − iU3457γ3457 − iU2457γ2457 − iU4567γ4567
− iU5678γ5678 − iU6789γ6789 − iU789,10γ789,10
− iU689,10γ689,10 + . . . , (3.35)
where we have dropped the tilde’s and relabelled the couplings more explicitly as Jijiγiγj
and Uijklγiγjγkγl. Though tedious, these decimation rules are straightforward to compute.
We find
J˜01 = J01, J˜12 = J12 + c
J34U1234
tan Ω45
,
J˜13 = J13 − cJ24U1234
tan Ω45
, J˜23 = cU2345,
J˜26 =
J24J56
tan Ω45
+ cU2456, J˜27 =
J24J57
tan Ω45
+ cU2457,
J˜36 =
J34J56
tan Ω45
+ cU3456, J˜37 =
J34J57
tan Ω45
+ cU3457,
J˜67 = −cU6789, J˜68 = J68 − cJ57U5678
tan Ω45
,
J˜78 = J78 + c
J56U5678
tan Ω45
, J˜89 = J89,
J˜9,10 = J9,10,
U˜0123 = U0123, U˜1236 =
J56U1234
tan Ω45
,
U˜1237 =
J57U1234
tan Ω45
, U˜2678 =
J24U5678
tan Ω45
,
U˜3678 =
J34U5678
tan Ω45
, U˜689,10 = U689,10,
U˜789,10 = U789,10, W˜123678 =
U1234U5678
tan Ω45
. (3.36)
Assuming U  J as before, most of the interaction-induced dressing of the bilinears leads
to irrelevant higher-order corrections. Interestingly, the interaction terms generate a new
bilinear coupling between the two rotated sites, namely J˜23 = cU2345 and J˜67 = −cU6789,
where the new bilinear is entirely due to the interaction term. However, note that this is
still simply a bilinear coupling between the 0 and pi quasi-energy chains, so again may be
rotated away, and cannot affect the universality class of the transition.
We have now computed how the couplings and quasi-energies are affected by the in-
troduction of interaction terms. We find that the structure of the RG rules is very simi-
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lar to the static case, except that since Ω is treated non-perturbatively, the denominators
are tan Ω instead of Ω. As in the static case, then, interaction terms within each chain are
irrelevant90,88, since they decay in strength as log(Ω/U) ∼ Γφ with Γ ≡ log Ω0/Ω the
RG scale and φ = (1 +
√
5)/2 the golden ratio, compared with log(J/Ω) ∼ Γ for bilin-
ear decimations. Tracking the interactions at the domain wall, we find that some interac-
tion terms are generated that couple the two chains in the late stages of the RG; though
by the above argument the intra-chain interactions are irrelevant, it is natural to wonder
whether the inter-chain interactions are irrelevant as well. We show this by noting that
our model maps explicitly onto a disordered XYZ model, HXY Z =
∑
i J
XX
i σ
x
i σ
x
i+1 +
JY Yi σ
y
i σ
y
i+1 + J
ZZ
i σ
z
i σ
z
i+1. To derive the mapping, first apply a Jordan-Wigner transfor-
mation σxj = iγ2jγ2j+1, σ
y
j = (
∏
l<j iγ2lγ2l+1)γ2j+1, σ
z
j = (
∏
l<j iγ2lγ2l+1)γ2j . This implies
σxj σ
x
j+1 = −γ2jγ2j+1γ2j+2γ2j+3, σyj σyj+1 = −iγ2jγ2j+3, σzjσzj+1 = iγ2i+1γ2i+2. This gives
HXY Z =
∑
i J
ZZ
i iγ2i+1γ2i+2 − JY Yi iγ2iγ2i+3 − JXXi γ2iγ2i+1γ2i+2γ2i+3. This is manifestly
of the form of two disordered Majorana chains coupled by density-density interactions, i.e.
our model. Interactions in the XYZ model were studied and found to be irrelevant by Sla-
gle et. al.233; hence, we conclude that these interactions also cannot change the universal
critical physics of the free model above.
Note that this argument shows that interactions are irrelevant at the infinite-randomness
fixed point. For ground states, it is possible to show that even weak disorder ultimately
flows to this infinite-randomness fixed point, even in the presence of interactions. For ex-
cited states (i.e., RSRG-X) and for Floquet systems, however, there remains the possibility
that rare many-body resonances can disrupt the flow to infinite randomness, resulting ul-
timately in thermalization66. Such resonances, which are enabled by interactions, are not
captured by the RSRG and therefore not ruled out by our treatment above which relied
on proximity to the infinite-randomness fixed point. Therefore, we must always leave open
the possibility that the ultimate fate of the critical/multi-critical system on the longest
length and time scale is to thermalize to the infinite-temperature Gibbs state. This would
be characterized by thermal correlations and volume-law (∝ `) entanglement scaling rather
than the scaling discussed above. Nevertheless, for sufficiently strong disorder the dynam-
ics on all reasonable (i.e., experimentally or numerically accessible) length and time scales
will be controlled by the infinite-randomness fixed point, with a crossover to thermaliza-
tion on exponentially long scales. Indeed, a definitive determination of which of these two
scenarios occurs in the thermodynamic limit is outside the capability of current numerical
simulations. We note that previous studies135 of level statistics of the Floquet spectrum at
criticality for small system sizes and a given disorder strength showed results intermediate
between the Poisson statistics characteristic of localized systems and the circular orthogo-
nal ensemble expected of thermalizing systems, indicating that a systematic analysis of the
dependence on disorder strength for larger system sizes would be needed.
3.3.5 Concluding remarks
In this paper, we have introduced a general method for performing real space renormaliza-
tion for Floquet systems based on a generalization of the Schrieffer-Wolff transformation to
Floquet unitaries. We have applied it to study the criticality in a paradigmatic model host-
ing several Floquet MBL phases and phase transitions – the driven Ising model – finding
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agreement with an earlier picture based on topological domain walls26. Indeed, this calcu-
lation can be viewed as providing a microscopic derivation of the topological domain wall
argument from a more mathematical perspective.
This Floquet RSRG procedure can be readily applied to many one-dimensional Flo-
quet MBL systems. For instance, a natural application would be to the periodically driven
parafermion chain239, whose evolution operator has a similar structure to that of the driven
Kitaev chain considered in this work. Importantly, this method does not depend on a pri-
ori knowledge of the phase structure of a given model, which can be deduced from the flow
of the Floquet operator under renormalization. It is also applicable in cases where relative
topological edge modes between different Floquet MBL phases either do not exist or are
not known. In this vein, another natural problem to which this method may be fruitfully
applied is to periodically driven anyon chains252. Finally, it is not always clear how to pick
out a ‘strong’ and ‘weak’ piece of the Floquet unitary operator for every periodically driven
system; for instance, when we drive the Ising model sinusoidally instead of in a piecewise
fashion, it is no longer obvious how to determine F0. We note that our previous topolog-
ical arguments suggest that such a separation is indeed possible at late RG times26. For
now, we leave this factorization, as well as further applications and generalizations of our
method, to future work.
3.4 Appendices
3.4.1 Numerical precision and convergence
As argued in the main text, the disordered periodically driven Ising model flows to infinite
randomness about both 0 and pi. This leads to an abundance of single-particle modes ex-
ponentially near EF = 0 and EF = pi, worsening with larger system sizes and stronger
disorder. These near-degenerate modes give rise to a subtle numerical instability issue that
requires going to high numerical precision, especially at strong disorder and/or large sys-
tem sizes, in order to reliably calculate the correlation function and all derived quantities.
To that end, we implemented arbitrary precision∗ diagonalization in C++ using the
Eigen† and MPFR‡ C++ libraries. We then checked convergence of our entropy calcula-
tions on a realization-by-realization basis by increasing the precision by hand. In Figure
3.10 we show a sample convergence plot for several disorder realizations at system size
L = 400 Majoranas. Even at this relatively modest system size, precisions of  < 10−20
are needed to reliably converge most disorder realizations. Data in the main text has been
converged accordingly.
∗By ‘precision’ we mean ‘machine epsilon’, namely the smallest number  such that 1 +  is dis-
tinct from 1.
†http://eigen.tuxfamily.org/
‡http://www.holoborodko.com/pavel/mpfr/
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Figure 3.10: Entanglement entropy converges with increased machine precision. Several
disorder realizations (see main text) at system size L = 400 are plotted in various colors.
Even for this relatively modest system size and box disorder, high precision is needed to
accurately calculate the entanglement entropy. For comparison, float has  ≈ 10−8 and
double has  ≈ 10−16.
86
3.4.2 0pi Ising duality, emergent symmetry, and infinite randomness struc-
ture
In this appendix, we give a complete account of the 0pi duality transformation described in
the main text. We then calculate the associated emergent symmetry operator D to second
order in the weak coupling parameters , δ  1, and show that it is simply the product of
domain wall Majorana modes dressed by neighboring weak bonds, as argued in the main
text. Finally, we detail a calculation of the ratio of the relative number of quasienergies
near 0 to those near pi based on the infinite randomness domain wall structure from the
main text and compare with numerical data.
0pi-Ising duality and bond-field duality
First, consider the well-known bond-field duality of the static Ising model. This transfor-
mation defines dual spins on the bonds of the previous model, mapping hjσ
x
j 7→ hjσzj−1/2σzj+1/2
and Jjσ
z
jσ
z
j+1 7→ Jjσxj+1/2. In the static case, this produces an Ising Hamiltonian with
h ↔ J . Therefore this map does not preserve the spectrum, but does return a self-similar
Hamiltonian. In the Floquet context, F is actually not self-similar under this transforma-
tion. A bond-field transformation would send
F = e−
i
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1
7→ F ′ = e− i2
∑
i Jiσ
x
i +Uσ
x
i σ
x
i+1e−
i
2
∑
i hiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2 , (3.37)
where F ′ is not in the same form as F since the order of the field and bond terms is switched.
However, F ′ and F are related by a unitary rotation: since F is the product of two uni-
taries F = AB, conjugating either by A or by B† will give F ′ = BA. Also note that the
transformation sending hi 7→ −hi without modifying J is just a global pi rotation about
the y- or z-axis, and hence does not affect the spectrum. Bond-field duality thus sends
hi 7→ ±Ji.
Unique to the Floquet case is the self-similar map Ji 7→ pi + Ji and its bond-field dual
hi 7→ pi + hi. For the first map, the Floquet operator transforms as
e−
i
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1
7→ (
∏
∀i
σzi σ
z
i+1)e
− i
2
∑
i Jiσ
z
i σ
z
i+1+Uσ
z
i σ
z
i+2e−
i
2
∑
i hiσ
x
i +Uσ
x
i σ
x
i+1 , (3.38)
using the identity ei
pi
2
σ
(x,y,z)
i = iσ
(x,y,z)
i , where we have dropped the overall phase factor
because we are interested only in the operator content. Under periodic boundary condi-
tions,
∏
∀i σ
z
i σ
z
i+1 = 1, so F maps precisely onto itself. The dual transformation sends F to
FGIsing, where GIsing =
∏
∀i σ
x
i is the usual Ising symmetry operator. Since [F,GIsing] = 0,
this leaves the eigenstates invariant, but simply shifts their eigenvalues.
Composing the spectrum-preserving maps (Jj , hj) 7→ (−Jj ,−hj) 7→ (pi − Jj , pi − hj) with
bond-field duality gives the 0pi-Ising duality transformation of σzjσ
z
j+1 7→ (pi − Jj)σxj+1/2,
hjσ
x
j 7→ (pi − hj)σzj−1/2σzj+1/2 that maps the piSG to the PM and the SG to the 0piPM.
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Emergent symmetry and chain decoupling
Significant insight about this problem can be gleaned by considering not F but rather F 2,
in the same vein as Yao et al272. In particular, let us begin by considering a typical con-
figuration of the model, where some couplings will be near 0 and others will be near pi. As
described in the main text, flow towards infinite randomness dictates that the multicritical
point should be controlled by such chain configurations. Further, interaction terms are ir-
relevant, so in the limit of infinite randomness they have reached their fixed point of U = 0.
Let us work in the Majorana fermion picture, related to the spin picture via a Jordan-
Wigner transformation, detailed in the Materials and Methods section. For convenience,
let us relabel the two Majorana sublattices as aj = γ2j , bj = γ2j+1. In this language, the
natural domains near the multicritical point are regions of Majorana couplings that are
near pi (Ji = pi + i, hi = pi + δi) or near 0 (Jj = pi + j , hj = pi + δj), separated by domain
walls. Considering a single domain wall, let all bonds to the left of i = 0 be near 0, and let
all bonds to the right be near pi. The Floquet operator in this case is then
F = e
∑
i<0 ibiai+1+
∑
i≥0(pi/2+i)biai+1e
∑
i<0 δiaibi+
∑
i≥0(pi/2+δi)biai+1 , (3.39)
where we have absorbed factors of 12 into , δ. As a reminder, these Majorana operators
obey the algebra {ai, bj} = 2δabδij , and a2 = b2 = 1. As can be straightforwardly shown,
the Majorana fermion evolution operator is just eθab = cos θ + ab sin θ, where in particular,
e
pi
2
ab = ab. We will drop overall phase factors to focus on operator content. Factoring out
the pi pulses, then,
F = (
∏
i≥0
biai+1)e
∑
i ibiai+1e
∑
i δiaibi(
∏
i≥0
aibi)
= a0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibi , (3.40)
where we have used the fact that if operators A,B anticommute, then eBA = Ae−B. If we
now compute F 2, we get
F 2 = a0e
−−1b−1a0+
∑
i 6=−1 ibiai+1e
∑
i δiaibia0e
−−1b−1a0+
∑
i 6=−1 ibiai+1e
∑
i δiaibi
= e
∑
i ibiai+1e
∑
i 6=0 δiaibi−δ0a0b0e
∑
i 6=−1 ibiai+1−−1b−1a0e
∑
i δiaibi
= exp{2
∑
i 6=−1
ibiai+1 + 2
∑
i 6=0
δiaibi + 2
∑
∀i
(i−1δibi−1bi − iδiai−1ai)− 4−1δ0b−1b0 +O(λ3)}
(3.41)
where i, δj are O(λ). To lowest order in BCH, both bonds touching a0 cancel, isolating
this Majorana. Now, as argued in81, F can be brought into the form F = De−iH˜ , where H˜
is a quasi-local Hamiltonian, and D satisfies D2 = 1 and [D, H˜] = 0 (hence [D,F ] = 0).
Now, D both squares to 1 and commutes with F , as does GIsing =
∏
∀i σ
x
i =
∏
∀j iajbj .
This lead us, as in the main text, to identify D as a symmetry operator for F , with
D = F
√
F 2
†
. (3.42)
This will only be well-defined if the branch cut of the square root operator at −1 is well-
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separated from the eigenvalues of F 2, which is indeed true in the limit of infinite random-
ness, since all eigenvalues of F 2 will be near 1. We can calculate H˜ and D explicitly here
using our formulas from above. The quasi-local Hamiltonian H˜ is
H˜ = i
∑
i 6=−1
ibiai+1+i
∑
i 6=0
δiaibi+i
∑
∀i
(i−1δibi−1bi−iδiai−1ai)−2i−1δ0b−1b0+O(λ3), (3.43)
and the symmetry operator D is
D = a0e
−−1b−1a0+
∑
i6=−1 ibiai+1e
∑
i δiaibieiH˜
= a0e
δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+O(λ3)
= e−
1
2
(δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+...)a0e
1
2
(δ0a0b0−−1b−1a0+−1δ−1a−1a0−0δ0a0a1+...)
= a˜0, (3.44)
where in the penultimate step we have used the fact that a0 anticommutes with all terms
in the exponential, and in the final step we have recognized that a˜0 is simply a0 dressed
by a unitary rotation. Hence, a˜0 is still a Majorana fermion operator, satisfying a˜
2
0 = 1
and a˜†0 = a˜0. The exponential pieces on either side of a0 are its exponential (or stretched
exponential) tails. We identify a˜0 as the emergent pi Majorana at this 0pi domain wall.
For more generic domain wall configuration, we will see that a chain of Majoranas emerges
whose dynamics are decoupled from the initial Majoranas. In particular, the emergent
symmetry operator D will take the form
D =
∏
i∈{DWs}
γ˜i (3.45)
as claimed in the main text. Since domain walls must come in pairs in a chain with finite
domain sizes, this will be just
D =
∏
j
σ˜xj , (3.46)
that is, the Ising symmetry operator (parity operator) of the chain formed by these domain
wall Majoranas, up to an overall phase factor. These domain wall Majoranas are coupled
by exponentially small tunneling terms: for a domain of size L, we must go to order L in
BCH to see a coupling term appear in the exponent. For 0/pi regions deep in a phase, this
coupling is thus exponentially small in L. For critical regions, exponential scaling is re-
placed by stretched exponential scaling, but the above is otherwise the same.
Finally, we note that our picture of two decoupled chains can be mapped explicitly onto
the disordered XY model, with interactions between the chains promoting this to an XY Z
model. Following a Jordan-Wigner transformation, we see that XiXi+1 = ibiai+1 and
YiYi+1 = iaibi+1, where a and b are the two Majorana fermion sublattices. The even JXX
couplings and odd JY Y couplings then form one Majorana chain, and the remaining cou-
plings form the other. If the JXX ,JY Y couplings are drawn from the same distribution,
these two Majorana chains are critical. The flow of interactions under renormalization has
been studied in233, where they found the JZZ interaction terms to be irrelevant.
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Figure 3.11: Left: Relative number of single-particle quasienergies within 2% of pi to
those within 2% of 0 (Γ ratio), tracked numerically along the lines nJpi = n
h
pi (red) and
nJpi = 1 − nhpi (blue), at system size L = 2000 and averaged over 100 realizations. The inset
shows where these lines and the highlighted points (triangle, square, and star) lie on the
phase diagram. The dashed line is the prediction from below. Right: Averaged quasienergy
histograms showing the development of these peak heights around 0 and pi with increasing
system size.
Infinite randomness structure and domain wall quasienergies
Here we detail a simple calculation of the relative number of states with single particle
quasienergies at 0 and pi based on our infinite randomness arguments in the main text, and
compare with numerics. We utilize the parameters nh,Jpi introduced in the main text. De-
fine the ratio of the number of single particle quasienergies within some small number  of
pi to the number within  of 0 to be Γ. First, let us move along the line n
h
pi = n
J
pi . In our
infinite randomness picture, we claim that each domain wall should host a single-particle
mode at quasienergy pi, and the other quasienergies should be near 0. The probability of
a domain wall is nDW = 2n
h
pi(1 − nhpi), so we predict that along this line, taking  → 0,
Γ(nhpi) =
nDW
1−nDW =
1
2nhpi(n
h
pi−1)+1 − 1. Moving along the other critical line, n
h
pi = 1 − nJpi , we
expect each domain wall to host a mode at quasienergy 0, and hence the Γ ratio should be
Γ(nhpi) =
1−nDW
nDW
= 1
2nhpi
+ 1
2(1−nhpi) − 1. These predictions are compared with numerics in
Figure 3.11, finding good agreement. Therefore, even though we start far from the infinite
randomness fixed point, the energetics are nonetheless controlled by the infinite random-
ness domain wall structure.
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Figure 3.12: Scaling of the correlation length with distance from criticality. We de-
fine the “correlation length” ξ as the length at which the disorder-averaged entangle-
ment entropy S(l) crosses over from logarithmic growth to a constant (area-law), i.e. the
length when S(l) saturates to within ε = 1.5% (see text). We take the path (npih, n
pi
J) =
(0.4, 0.4 − d) here. (a) Scaling of ξ with d (blue dots). The black dashed line is a fit to
the expected scaling form ξ = a × d−ν + b, with a and b fit parameters and ν = 2.
(b) The same data on a log-log plot. One can see power-law scaling, with fit exponent
νfit ≈ 1.35; given the complexities of the IRFP scaling and disorder averaging, we would
expect νtyp = 1 < νfit < 2 = νavg from a coarse measure like entanglement.
3.4.3 Microscopic justification for infinite randomness
In this appendix, we provide further evidence for flow to an infinite randomness fixed point.
First, we extract a “correlation length” from the scaling of the average entanglement, and
see how this quantity scales with the distance from criticality. Second, we present results
of an upcoming article that gives a microscopic justification of flow to infinite randomness
based on an explicit strong-disorder renormalization group procedure27.
One of the pillars of our argument in the main text is the assumption that critical points
between Floquet MBL phases are controlled by infinite randomness fixed points (IRFPs) of
a strong-disorder renormalization group. From this assumption, we derived several nontriv-
ial predictions, one of which is the (open boundary condition) entanglement entropy scaling
S(L) ∼ (c˜/6) logL, with c˜ = (1/2) ln 2 along the critical lines of the driven disordered
Ising model c˜ = ln 2 at the multicritical point. Indeed, entanglement entropy scaling is one
of the best and most reliable indicators of an infinite randomness fixed point, as it is self-
averaging and allows for direct extraction of the disordered central charge, which identifies
the universality class of the fixed point204,152. We found good numerical agreement with
these predictions in the main text.
Here we provide further numerical evidence of this IRFP by analyzing the scaling of
the entanglement correlation length with distance from criticality. At an IRFP, we gener-
ically expect power-law scaling of a correlation length ξ with distance from criticality d as
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ξ ∼ d−ν , where ν = 1 for a typical quantity (i.e, elogO) and ν = 2 for an average quan-
tity (i.e. O)88,90. Given that our analysis has focused on the entanglement entropy, and
that spin-spin correlation functions are difficult to extract in the Majorana basis as they
involve arbitrarily-long ‘string’ operators, we extract a correlation length directly from the
entanglement data (see Figure 3.12). In particular, in a one-dimensional MBL phase, we
expect the entanglement entropy to cross over from logarithmic growth to a constant, sat-
isfying an entanglement ‘area-law.’ We can numerically estimate the length scale of this
crossover as the length ξ at which the disorder-averaged entanglement entropy saturates
to within some numerical threshold . In Figure 3.12, we set this threshold at  = 1.5%,
and calculate this crossover length ξ along the line (npih, n
pi
J) = (0.4, 0.4 − d). Since the en-
tanglement is a disorder-averaged quantity, we would expect ν > 1; given the immense
length scales required to see the long-distance Griffiths effects that distinguish average from
typical quantities, it does not numerically saturate to ν = 2. We instead expect some in-
termediate value of 2 > ν > 1, as has been found in the literature; for instance, Ref. 272
found ν = 1.3. We find νfit = 1.35, in accordance with this expectation.
Next, we present some results of an upcoming section giving a microscopic justifica-
tion of flow to infinite randomness27. In this work, we introduce a generalization of the
Schrieffer-Wolff transformation to Floquet unitary operators, allowing for decimation of
‘strong’ bonds in much the same way as in the static problem, with the strong bond treated
non-perturbatively and the rest of the chain a perturbation. In particular, we find that for
decimations within a domain of bonds all near 0 or near pi/2 (within a 0 or pi domain), dec-
imating a strong bond Ωiγ1γ2 with neighbors JLiγ0γ1 and JRiγ2γ3 gives a renormalized
coupling J˜ iγ0γ3 with the rule
tan J˜ ≈ J˜ = JLJR
tan Ω
. (3.47)
Note that this reproduces the static rule of J˜ = JLJR/Ω when Ω  1, as it must.
Within a pi domain, the renormalized bond is pi/2 + J˜ . Rewriting this rule in terms of
logarithmic variables, log J˜ = log JL + log JR − log tan Ω, the distributions flow to an in-
finite randomness fixed point by analogy with the analysis from Fisher88,90. We also find
that care must be taken at the domain walls, as suggested by the picture in the main text
that these domain walls host topological edge modes. We find that the decimations involv-
ing domain wall Majorana operators naturally lead to two decoupled Majorana chains, one
near 0 and the other near pi quasienergy, that can independently be tuned to criticality –
precisely the result from the main text. This analysis provides a microscopic justification
for our more coarse-grained arguments, further justifying a flow to infinite randomness.
3.4.4 Clean (non-disordered) criticality
In this appendix, we discuss the criticality of the clean (non-disordered) driven Ising model.
In the absence of interactions, this model still has a non-trivial phase structure257,135. For
clarity, the clean model is defined by the Floquet evolution operator
F = e−i
pi
2
∑
i l2σ
z
i σ
z
i+1e−i
pi
2
∑
i l1σ
x
i , (3.48)
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Figure 3.13: Criticality in the clean (non-disordered) model. (a) Phase diagram of the
clean model showing the central charge extracted from entanglement scaling S ∼ c3 logL
in the Floquet ground state (all negative quasienergies filled). Unlike the high tempera-
ture spin glass phases in the main text, these phases are more accurately labeled as ferro-
magnets or paramagnets, as they behave like ground states of the Ising model. We have
used quotation marks to indicate that such phases are not robust to heating, unlike their
counterparts in the disordered system. Along the critical lines of the diagram the Floquet
ground state is described by a CFT with central charge c = 1/2, while the multicritical
point shows c = 1. The phases saturate to area-law (constant) entanglement. (b) Entropy
slices at the points l1 = l2 = λ in the diagram to the left. λ = 0 and λ = 0.3 both show
c = 1/2, while the multicritical point λ = 0.5 shows c = 1.
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where l1, l2 are normalized variables defined modulo 1. In the clean model, we do not ex-
pect a flow to infinite randomness, and thus cannot apply the picture of criticality from
the main text, which relied on viewing a typical configuration of the chain at criticality as
composed of adjoining regions deep in the neighboring phases. Nonetheless, the clean case
still displays critical behavior, described instead by a conformal field theory (CFT). This is
possible because the clean case, in the absence of interactions, is integrable; with interac-
tions we expect that the model displays only prethermal phases and critical lines, and will
eventually thermalize to infinite temperature3.
We note that the critical lines of the clean model are set entirely by the dualities men-
tioned in the main text and explained in Appendix 3.4.2. Bond-field duality, as in the
static clean Ising model, implies that the self-dual line of l1 = l2 will be critical. In the
driven case, 0pi Ising duality maps l1σ
x
i 7→ (1 − l1)σzi σzi+1 and l2σzi σzi+1 7→ (1 − l2)σxi . This
changes the order of the pulses, but as discussed above, since F is of the form F = AB
with A,B unitary operators, F ′ = BA is related to F by a simple unitary transformation
and hence the spectrum is unaffected. A second self-dual and hence critical line is then
l1 = 1− l2. These two self-dual lines cross at the multicritical point (l1, l2) = (0.5, 0.5).
As mentioned in the main text, Floquet systems generally have no notion of a ground
state, since quasi-energy is only defined modulo 2pi/T and hence lives on a circle. Nonethe-
less, for weak enough driving, one state will be adiabatically connected to the ground state
– usually deemed the “Floquet ground state” (see, e.g.,215). In our model, this state cor-
responds to simply filling all single-particle modes of negative quasi-energy. In the weak-
driving limit, all quasi-energies will be near 0, and hence the problem will be nearly static;
the Floquet ground state is then just the ground state of the static model (T → 0). We ex-
pect that in the T → 0 limit that the Floquet ground state should be described by a CFT
with central charge c = 1/2, since this limit recovers a static critical Ising model71.
In Figure 3.13, we show numerical calculations of the entanglement entropy in the Flo-
quet ground state from which we can extract the central charge c: with periodic boundary
conditions, we expect the entanglement entropy to satisfy S ∼ c3 logL45. We find that
along the critical lines of the diagram, the Floquet ground state gives c = 1/2 while the
multicritical point shows c = 1.
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The old pond
A frog jumped in,
Kerplunk!
Matsuo Basho¯, trans. Allen Ginsburg
4
Hydrodynamics, Viscosity and Thermal
Coulomb Drag
Hydrodynamics is in some sense the most universal theory in physics. Virtually all systems
that reach thermal equilibrium∗ obey hydrodynamics in the late-time limit, as they ap-
proach the global equilibrium state. It is also a theory of the weakest form of non-equilibrium
matter, in that we still assume local thermodynamic equilibrium, with the whole system
a patchwork of local equilibria stitched together.† Quantities such as temperature T or
pressure P become functions of space and time, T (r, t) and P (r, t), and the hydrodynamic
equations, specifically the Navier-Stokes equations, govern how these quantities change. In
tune with their universal nature, very few microscopic parameters need go into the hydro-
dynamic equations to determine how the system globally evolves. We usually only need
to condense a microscopic model into a few length and time scales to get a hydrodynamic
theory of the system.
That said, solids – or more precisely, electrons in solids – almost never behave hydro-
dynamically. This is because hydrodynamics is built on the foundation of kinetic theory,
which requires conservation of momentum and energy as essential ingredients. In a solid,
though, electrons relax their momenta all the time! Electrons can lose momentum to scat-
tering from impurities, for instance, which are rife in solids. Electrons can also give up
their momentum to phonons, the quanta of lattice vibrations, as they bounce off of the
ions in their environment. More fundamentally, since in quantum mechanics electrons are
∗And even some that don’t, such as integrable systems, obey a generalized form of hydrodynam-
ics.
†This is still non-equilibrium enough to cover turbulence and other complicated dynamical
phenomena, though, as the equations of motion are nonlinear.
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waves, their momenta are simply not conserved in a periodic potential like a lattice.∗ This
is usually elided into the definition of ‘crystal momentum’, which is only conserved mod-
ulo a reciprocal lattice vector ~G. Even without external collisions, if two electrons collide,
the sum of their old and new momenta may differ by some reciprocal lattice ~G, in a process
known as Umklapp scattering.† This has the potential to convert two left-moving particles
into two right-moving particles, for instance.
Nonetheless, the prospect of the hydrodynamic flow of electrons has excited theorists for
a long time, dating back to at least the 1960s105. The possibility of novel types of fluids
arising from the quantum mechanical nature of electrons was, and remains, particularly
tantalizing. It was thus quite exciting when the hydrodynamic flow of electrons was ob-
served experimentally, first in two-dimensional electron gases (2DEGs) AlAs and GaAs65
in 1995,‡ then later in graphene16 and palladium cobaltate172 in 2016. In particular, in
graphene a novel form of ‘relativistic’ fluid, dubbed the ‘Dirac fluid’, may form, with un-
usual properties such as a strong violation of the Wiedemann-Franz law57. These systems
behave hydrodynamically because they are ultra-pure, so nearly all collisions conserve mo-
mentum, and because Umklapp scattering is not important.
The hydrodynamic equations, i.e. the Navier-Stokes (NS) equations, can often be straight-
forwardly numerically solved.§ Their derivation, though, requires a brief detour into kinetic
theory. We first give an introduction to this formalism, highlighting the importance of the
scattering time approximation and its use in semi-classical calculations (used in the rest of
the chapter). We then discuss the phenomenon of Coulomb drag and its relation to viscos-
ity, before finally delving into the author’s work.
4.1 Hydrodynamics and Drag
The subject of hydrodynamics is old, dating back to the 1800s. Consequently, there are
many excellent places to learn the material. In particular, the two books by Kardar125,126
∗‘Momentum’, strictly speaking, is a free-space concept that loses its meaning without trans-
lation symmetry. Continuous translation symmetry gives the usual momentum as a continuous
eigenvalue of the operator −i∂x. But once we move to a system with only discrete translation sym-
metry, momentum is only uniquely defined within one particular Brillouin zone, and ceases to be
exactly conserved.
†This rather ugly word derives from the German umklappen, meaning ‘to flip over’, and was
introduced by Peierls during his 1929 crystal lattice studies under Pauli.191 For some reason, it is
always capitalized, despite simply being a loan word and not, e.g., a name.
‡This is probably Laurens Molenkamp’s most famous work from before he discovered topological
insulators in the mid 2000s.
§That said, mathematically proving properties about them is immensely challenging. Proving
even the existence of a smooth, well-behaved solution to the three-dimensional NS equations – let
alone solving them! – is worth a one million dollar prize from the Clay Mathematics Foundation
(as of 2020). Interestingly, global existence and smoothness has been proven in two dimensions
since the 1960s151, and many results have been proven for “weak” solutions (replacing quantities
by their averages in the equations), as well as other partial results. Terence Tao recently proved241
that a slightly modified version of the equations has a smooth solution that blows up in finite time,
casting some doubt on the NS smoothness problem. Nevertheless, the majority view is that the
three-dimensional NS equations likely do have smooth and well-behaved solutions.
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are modern classics, though the old fogies and/or Russians will undoubtedly steer you to-
wards Landau and Lifshitz194.∗ Many classic condensed matter books, such as Chaikin-
Lubensky and Altland-Simons, contain linear response chapters. The best book the author
has found, particularly in its treatment of Kubo formulas and the like, is by Pottier201. As
far as short and sweet notes go, though, none can beat David Tong’s,† from which this sec-
tion is heavily borrowed.‡
4.1.1 Kinetic theory: from phase space to the Quantum Boltzmann Equa-
tion
The starting point for classical hydrodynamics is, as with all classical mechanics, phase
space. Say we have a system of many, many (identical) particles – perhaps O(1023). Then
while we could write down the Hamiltonian, namely
H =
1
2m
∑
i
p2i +
∑
i
V (ri) +
∑
i<j
U(ri − rj), (4.1)
and its resultant equations of motion, we’d have no hope whatsoever of solving them.
The first approximation we make, then, is to admit our ignorance of the full, detailed solu-
tion in phase space and introduce a probability density function over phase space. That is,
we seek f such that ∫ ∏
i
d3pid
3ri f({rj , pj}Nj=1) = 1
that reproduces the statistical properties of the collection of particles, if not their exact dy-
namics. This is still a tremendously complicated function living in an O(1023)-dimensional
space, so at first it may seem like we haven’t simplified things much – but bear with us.
Hamilton’s equations of motion on the raw variables ri, pi, coupled with the conserva-
tion of probability (continuity equation), imply that the distribution f must satisfy what
is known as Liouville’s equation. Rather simply, this is dfdt = 0, which has the physical
meaning that probability does not change as we move along flows in phase space. Using
Hamilton’s equations ∂tpi = −∂riH, ∂tri = ∂piH, this implies
∂f
∂t
=
∂f
∂pi
· ∂H
∂ri
− ∂f
∂pi
· ∂H
∂ri
= {H, f}, (4.2)
∗This is the last volume in the Landau-Lifshitz series, and was published decades after Lan-
dau’s death. Tragically, Landau died on 1 April 1968, aged 60, from complications sustained
in a car accident 6 years prior. That accident had left him comatose for two months, and he
never fully regained his physics capabilities. Showing his humor, though, after awakening from
the coma he remarked “I’m afraid my brain is just not the same as it was. I’ll never again be
able to do physics like Landau. Maybe I could do physics like Zeldovich.” (Zeldovich was one
of Landau’s colleagues, often the butt of his jokes; the quote is from recollections of Gell-Mann,
https://www.youtube.com/watch?v=fhioDOi2g4E.)
†http://www.damtp.cam.ac.uk/user/tong/kinetic.html
‡It is a general feature of Tong’s notes, on every subject, that they are good. Though the au-
thor regrets not having had him as a lecturer at Cambridge, his excellent General Relativity and
Quantum Field Theory notes, among others, got him through the rather milquetoast Part III lec-
tures.
97
where in the last equation we defined the Poisson bracket between H and f . Now, equi-
librium distributions have ∂f∂t = 0, so if {H, f} is small, we are only weakly out of equilib-
rium. So far, though, we have made no assumption about how far we are away from the
equilibrium f ; our only approximation has been to use f in place of the full dynamics.
The next key approximation is to admit further ignorance and simplify f , in particular,
by considering the one-particle distribution function rather than the full N -particle distri-
bution function. This is gotten by averaging out all the other N − 1 particles from f :
f1(r1, p1; t) ≡ N
∫ N∏
i=2
d3rid
3pi f({rj , pj}Nj=1; t).
This is a powerful quantity; many macroscopic physical properties of the system can be
written in terms of f1 alone. For instance, the density is n =
∫
d3p1 f1, with similar expres-
sions for the mean velocity and mean energy flux. It turns out that f1 satisfies a Liouville-
like equation, namely
∂f1
∂t
= {H1, f1}+N
∫ N∏
i=2
d3rid
3pi
N∑
k=2
∂U(r1 − rk)
∂r1
· ∂f
∂p1
, (4.3)
where we define the one-particle Hamiltonian H1 = p
2
1/2m + V (r1).
∗ The first term
on the right, {H1, f1}, is called the streaming term. The second is the collision integral,
usually written as
N
∫ N∏
i=2
d3rid
3pi
N∑
k=2
∂U(r1 − rk)
∂r1
· ∂f
∂p1
≡
(
∂f1
∂t
)
coll
.
Crucially, the collision integral cannot be expressed solely in terms of f1, and needs the
full f . This makes sense; the collision integral is supposed to capture the interactions be-
tween particles, after all. We can, though, expand it, making use of higher-body distribu-
tion functions. These are defined by averaging over the remaining particles,
fn(r1, . . . , rn, p1, . . . , pn; t) =
N !
(N − n)!
∫ N∏
i=n+1
d3pid
3ri f({rj , pj}Nj=1; t). (4.4)
As a first step, note that we can express f1’s collision integral in terms of f2, as(
∂f1
∂t
)
coll
=
∫
d3p2d
3r2
∂U(r1 − r2)
∂r1
· ∂f2
∂p1
.
This gives a closed Liouville equation for f1 in terms of f1 and f2. We can generalize
this to all fn, it turns out, in an expansion known as the BBGKY hierarchy :
†
∂fn
∂t
= {Hn, fn}+
n∑
i=1
∫
d3rn+1d
3pn+1
∂U(ri − rn+1)
∂ri
· ∂fn+1
∂pi
. (4.5)
∗V here is the external potential; the interactions are all in the U term.
†Rather a mouthful, this is for Bogoliubov, Born, Green, Kirkwood and Yvon.
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So far we still haven’t made much progress; one equation in 1023 variables has been re-
placed by 1023 coupled equations. Now, though, we make an enormous approximation, and
truncate the BBGKY hierarchy. This is better than truncating our original expression, be-
cause these are in some sense the ‘right’ variables; f1 and the low fn contain all of the in-
teresting macroscopic content, and so by truncating higher fn, we are naturally moving to
a zoomed-out, universal description.∗
There are many ways to truncate this hierarchy, but the usual one is via the scattering
time approximation. We assume that there are only two important timescales in the sys-
tem, namely the scattering time τ , which is the time between collisions, and the collision
time τcoll, which is the time for collisions to occur. We assume that τ  τcoll, so collisions
happen almost instantaneously, as with billiard balls on a table. Collisions happen occa-
sionally and suddenly, which we assert must be reflected in the collision integral. Namely,
we have that the differential rate of scattering events is
dΓ = Q
p′1p
′
2
p1p2f2(r, r, p1, p2)d
3p2d
3p′1d
3p′2,
where p1, p2 are incoming momenta, p
′
1, p
′
2 are outgoing momenta, f2(r, r, p1, p2) is the
likelihood of two particles with those incoming momenta being in the same place at the
same time, and Q
p′1p
′
2
p1p2 is a function weighting how important that process is.
† We can then
write the collision integral by integrating this differential rate:(
∂f1
∂t
)
coll
=
∫
d3p2d
3p′1p
′
2
[
Q
p′1p
′
2
p1p2f2(r, r, p1, p2)−Qp1p2p′1p′2f2(r, r, p
′
1, p
′
2)
]
.
The first term on the right hand side represents the forward scattering process, and the
second term the backwards process. Note that the two-particle distribution function f2
enters into the rate, so we have not expressed the collision integral solely in terms of f1 to
close the BBGKY hierarchy.
We can finish this task by making two further assumptions. First, if the interaction U
obeys parity invariance, which sends r, p → −r,−p, as well as time-reversal invariance,
which sends r, p → r,−p, then the scattering factor Q must obey Qp′1p′2p1p2 = Qp1p2p′1p′2 . That is,
Q is invariant under exchanging incoming and outgoing momenta. Second, we assume that
the velocities of the two particles involved in the scattering are initially uncorrelated, which
means that the two-particle distribution function can be written in terms of products of
one-particle distribution functions as
f2(r, r, p1, p2) = f1(r, p1)f1(r, p2). (4.6)
This sometimes goes by the name of the assumption of molecular chaos.‡ Finally, with
∗We can further justify the truncation by comparing the scales of the fn terms. Roughly, f3 is
smaller than f2 by a factor Nd
3/V , with d3 the typical particle (atomic) volume. For a dilute gas
at room temperature, this is around 10−3 to 10−4, so we can safely ignore the higher fn.
†Q is related to the differential scattering cross-section, and can be computed from the interac-
tion U .
‡This is quite an amazing assumption, actually! Though I won’t give much detail here, this as-
sumption is ultimately what leads to the “arrow of time”. One of Boltzmann’s seminal results was
his H-theorem, which is something of a precursor to the second law of thermodynamics (in fact,
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these assumptions in hand, we arrive at the closed-form equation for the one-particle scat-
tering integral. This is the (classical) Boltzmann equation,
∂f1
∂t
= {H1, f1}+
∫
d3p2d
3p′1d
3p′2 Q
p′1p
′
2
p1p2
[
f1(r, p
′
1)f1(r, p
′
2)− f1(r, p1)f1(r, p2)
]
. (4.7)
Note that this equation must change when we work with (electronic) quantum systems;
we have to ensure that the states we are scattering into are unoccupied due to the Pauli
exclusion principle. This means that we have
∂f1
∂t
= {H1, f1}+
∫
d3p2d
3p′1d
3p′2 Q
p′1p
′
2
p1p2
[
f1(r, p
′
1)f1(r, p
′
2)(1− f1(r, p1))(1− f1(r, p2))
− f1(r, p1)f1(r, p2)(1− f1(r, p′1))(1− f1(r, p′2))
]
. (4.8)
This goes by the name of the Quantum Boltzmann Equation, or QBE, and will be used
extensively later in this chapter.
The equilibrium form of the single-particle distribution function is just the Maxwell-
Boltzmann distribution; call this fMB1 = n(r, t)(2pimkBT )
−3/2 exp(−m(v − u)2/2kBT ),
where the temperature T and drift velocity field u are space and time dependent. But it
turns out that this doesn’t solve the Boltzmann equation. In particular, it fails to solve the
streaming term, {H1, f1} (though it does solve the collision term,
(
∂fMB1
∂t
)
coll
= 0). To find
the solution, then, we perturbatively write f1 = f
MB
1 +δf1. The heart of the scattering time
approximation, also called the relaxation time approximation, is to assume(
∂f1
∂t
)
coll
= −δf1
τ
. (4.9)
This is also called the Bhatnagar-Gross-Krook (BGK) operator33. In principle τ may be
a function of momentum, τ(q), but often a constant suffices.
The consequences of this seemingly benign approximation are profound, particularly for
transport properties. Under this approximation, we have that the thermal conductivity
κ is proportional to this scattering time, with κ = (5/2)τnk2BT , and similarly the shear
viscosity is also proportional to τ as η = τnkBT . In general, any transport quantity with
a Kubo formula should have τ appear. The Kubo formula, explained in more detail later
S=−kBH). The theorem states that the quantity H is monotonically decreasing with time. But
this seems impossible; the laws we started with were time-reversal symmetric, so how could any
quantity only decrease with time? If we reversed time, wouldn’t that quantity now increase, contra-
dicting the theorem? (This point was first made by Loschmidt soon after Boltzmann discovered his
H-theorem.) It turns out that this assumption is what violates time reversal, though it was highly
non-obvious at first. By assuming that velocities are uncorrelated going into the collision, but not
necessarily coming out of the collision, we have introduced an asymmetry with respect to time evo-
lution. Had we assumed the opposite – that velocities were uncorrelated after the collision but not
before – we would get that entropy always decreases, rather than increases. Interestingly, even in
systems that don’t have an H-theorem since they violate molecular chaos, there is still a form of the
second law of thermodynamics (!) – for an example, see Ref. 118.
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on, gives the linear-response coefficient for a given driving current (i.e. the conductivity
σ for charge currents, κ for heat currents, etc.) in terms of the two-point fluctuations of
the driving current. Using the fluctuation-dissipation theorem, the two-point fluctuations
must decay at the same rate τ that the current dissipates, giving the result that generally
transport coefficients are proportional to the scattering time.
We are often interested in so-called ‘semi-classical’ calculations. This means that, though
the underlying system is quantum, the only effect of quantum mechanics is on the scatter-
ing time τ → τQ. This τQ is calculated from first principles in the quantum system, either
using perturbation theory (Feynman diagrams)∗ or Fermi’s Golden Rule. From that point,
though, we simply insert τQ into the classical kinetic theory equations, treating everything
else as a classical system. Despite the somewhat shoehorned nature of this treatment, it is
remarkably accurate. Though prefactors are often incorrect, the dependence of transport
quantities with temperature and other thermodynamic variables is often precisely right.
This is quite remarkable given the drastic nature of this approximation – an essentially
classical picture turns out to be right. Transport formulas for quantum systems involving
τQ are often referred to as Drude formulas, since the classical results are due to Drude. A
central goal of transport calculations, then, is to get τQ; once we have it, we can grab all
the transport quantities in one fell swoop. This strongly motivates our calculation of τQ in
the context of thermal Coulomb drag later in the chapter.
For completeness, let us finally state the hydrodynamic equations of motion – the fa-
mous Navier-Stokes (NS) equations. The NS equations deal with coarse-grained quantities,
namely density ρ(r, t), pressure P (r, t), temperature T (r, t), external forces F (r, t), and the
drift velocity u(r, t). The density obeys a continuity equation, due to the conservation of
mass: ∂tρ+∇ · (ρu) = 0. We further assume that the viscosity is roughly constant, ∇η = 0.
These conditions, in conjunction with the Boltzmann equation above (Eq. 4.7), give the
Navier-Stokes equations
ρ (∂t + u · ∇)T = 2
3
κ∇2T − 2m
3
P∇ · u (4.10)
ρ (∂t + u · ∇)u = ρ
m
F −∇P + η∇2u+
(η
3
+ ζ
)
∇(∇ · u). (4.11)
The first equation is sometimes called the heat conduction equation, with the second the
canonical Navier-Stokes equation. We have generalized slightly to include the possibility of
a bulk viscosity ζ, which vanishes for dilute gases, in addition to the shear viscosity η.
4.1.2 Coulomb drag and viscosity
When two plates are brought together in quantum mechanics, strange things may hap-
pen. Even two plates in vacuum feel a small, but nonzero, force of attraction, called the
Casimir force. This is due to the fact that there are more modes outside the plates – in-
finitely many, in fact – than there are between the plates, of which there are only discretely
many. The quantum fluctuations, therefore, do not cancel between the inside and the out-
∗Sometimes the transport coefficients κ or σ are calculated first using diagrams, then τQ is
extracted from that, but the results are the same.
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side, leading to a small inward push that gets stronger as the distance between the plates
decreases.
Much less exotically, simply running a current through one plate can ‘drag along’ a cur-
rent in the second plate, due to the quantum interactions between the plates. This cannot
happen in classical systems in general,∗ due to symmetry considerations, but the higher-
order fluctuations of quantum systems can again yield a non-zero drag current. Concretely,
charge carriers may tunnel from the bottom plate to the top, interact, then tunnel back,
which would be impossible in classical systems. This (generally order U2) process is what
is known as Coulomb drag. First discussed by Pogrebinskii195, it has proved to be a sen-
sitive probe of quantum transport. Depending on the underlying charge carriers and their
interactions, the Coulomb drag conductivity, defined as σD ≡ J (1)/E(2) where J (1) is the
response in layer 1 to a drive electric field E(2) in layer 2, displays multiple regimes with
different scalings with temperature. The drag conductivity goes to zero at both small and
large temperatures (recovering the classical limit), while it peaks at some intermediate tem-
perature scale. A measurement of this quantity can thus distinguish between different com-
peting theories of quantum systems’ quasiparticle content and shed light on the relevant
energy scales where crossovers occur.
Within the context of hydrodynamics, the drag conductivity may be thought of as a
kind of shear viscosity. The usual ‘two-plate’ definition of shear viscosity considers two
plates mechanically connected by intervening fluid. If we set plate 1 in motion at drift ve-
locity u(1), then the bottom plate would be dragged by the velocity field in the fluid, re-
quiring a force F (2) in the −uˆ(1) direction to hold it still. We’d then have
F (2) = η
A
d
u(1),
with A the area of the plates and d their separation. For an applied electric field E(2)
we have a force F (2) = qE(2), where the total charge is q = −enA, with n the electronic
charge density. Similarly the current is related to the velocity by j = −enu. We then have
−enAE(2) = −ηAj(1)/dne. Equating terms yields
η =
de2n2
σD
= de2n2ρD, (4.12)
with ρD the drag resistivity.
With all this in mind, we seek to investigate Coulomb drag as the quantum analog of the
shear viscosity. Nearly all studies of drag in the past 40 years have focused on the above
setup of charge drag, but we may just as well ask what happens when the drive current is a
heat current rather than a charge current. We now give our investigations into the thermal
analog of the Coulomb drag, and its differences with traditional charge drag.
∗Simply, a current-carrying wire/plate only creates magnetic fields, not electric ones, and hence
pulls no current in a parallel wire/plate. Since both plates are at charge neutrality, the enclosed
charge is 0 for any Gaussian surface, so by Gauss’s law we have no electric field. This picture is
slightly complicated by the discrete nature of charge carriers and the electro-dynamical aspects of
drag, but the absence of Coulomb drag remains in classical, or high-T quantum, systems.
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4.2 Energy Drag in Particle-Hole Symmetric Systems as a Quantum Quench
4.2.1 Introduction
Since its inception195, the Coulomb drag phenomenon – whereby a charge current in one
layer pulls a reciprocal current in another through Coulomb interactions alone – has shed
light on the special role of interaction effects in quantum transport181. Coulomb drag mea-
surements have been instrumental in studying the microscopic structure of systems as di-
verse as double-quantum well structures103,77, excitons in electron-hole bilayers133,58,225,87,
quantum Hall states228,131,130,237,220, Luttinger liquids68,155, spin currents in two-dimensional
electron gases60,264, and bilayer
graphene140,139,100,249,236,224,244, among others. From the theoretical point of view, the
Coulomb drag conductivity generally shows a rich dependence with temperature, with
each regime dominated by different microscopic processes, and has been generalized in
many directions181. Given the recent interest in the hydrodynamic behavior of electrons
in solids147,218,166, an analogy can also be made between the Coulomb drag and the shear
viscosity, two processes leading to the equalization of currents in neighboring layers.
In light of this history, it stands to reason that the Coulomb drag effect between ther-
mal currents, first studied to our knowledge in Ref. 32 – in which a thermal current in one
layer may drag along a reciprocal thermal current in the other through Coulomb interac-
tions – could elucidate the microscopic structure of quantum systems as well. In fact, in
one particularly interesting class of quantum systems – those having particle-hole sym-
metry – Coulomb charge drag effects are known to vanish at leading order249. Momen-
tum is transferred between the layers at this order, but it cannot result in a charge cur-
rent208. This is not a straightforward effect of symmetry, which would lead to vanishing
at all orders; rather the leading process in perturbation theory is independent of the sign
of the scattering potential, as with the Born approximation, so that the currents induced
by particle-particle and particle-hole scattering cancel. Such systems are prime candidates
for the study of thermal drag, as thermal drag need not vanish under particle-hole symme-
try, and we find it to be the dominant form of drag in such systems. Examples include the
Hubbard model at half filling, graphene near the Dirac point, and superconductors probed
at low energy, among others.
In this Letter, we focus on thermal drag between particle-hole symmetric quantum sys-
tems, viewed through the lens of a quantum quench of the inter-layer interactions in a bi-
layer system. We find that thermal drag does indeed dominate drag physics in these sys-
tems and, in sharp contrast to charge drag, suffers from a scattering singularity generic to
one-dimensional band structures. This singularity leads to a violation of the na¨ıve Fermi’s
Golden Rule, where the rate of change of the thermal current is logarithmic in time rather
than constant, in the thermodynamic limit. This implies that a simple scattering rate anal-
ysis is generally incorrect, and more sophisticated perturbation theory analysis must be
used; in particular, the approximation of linearizing the spectrum cannot be used when
dealing with thermal currents without some method of regulation.
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Figure 4.1: (a) The thermal Coulomb drag geometry considered in this paper. A con-
ducting quantum system’s top layer is held at a temperature gradient by connecting it
to two reservoirs at temperatures TH > TC , causing a thermal current to flow; through
quantum interactions U , a thermal current is dragged in the bottom layer. (b) The source
of the divergent scattering process leading to the breakdown of the usual Fermi’s Golden
Rule in one-dimensional systems, namely when all incoming and outgoing particles have
the same velocity v but differ in energy.
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4.2.2 A quench and a Kubo formula
To study the thermal drag, let us consider the paradigmatic one-dimensional Hubbard
model,
H = −t
∑
〈ij〉,σ
c†i,σcj,σ + U
∑
i
(
ni,↑ − 1
2
)(
ni,↓ − 1
2
)
(4.13)
where {c†i,σ, cj,σ′} = δijδσσ′ . Let us view the two spin species as each forming separate
quantum wires, with on-site interactions coupling them. We note that the limit of on-site
interactions can be physically motivated as originating from a screened Coulomb poten-
tial with small screening length. Initialize one species, say spin-down, in a thermal state at
temperature T with some small initial energy current, and initialize the other spin species
in a thermal state with no energy current (with U = 0). Explicitly, since the free fermion
chain may be diagonalized by a simple Fourier transform with energies Ek = −2t cos k and
velocities vk = 2t sin k (assuming periodic boundary conditions), such a state is given by
〈nσk〉 =
1
1 + exp(β(−2t cos k − µ)) − δσ↓ sin(2k), (4.14)
with  a small parameter ensuring the validity of linear response. The charge and ther-
mal current operators carried by the σ spin species are given respectively by Jσ = L−1
∑
k vkn
σ
k
and JσE = L
−1∑
k Ekvkn
σ
k , hence this initial state has 〈JσE〉 = δσ↓ and 〈Jσ〉 = 0 (dia-
grammed in Fig. 4.1(a)). In this setup, the spin-down channel is the “drive” layer and the
spin-up channel is the “response” layer in the usual terminology of Coulomb drag, with the
caveat that the “drive” current is allowed to relax (which does not change the short-time
dynamics). We note that, while somewhat unorthodox, this quench interpretation of the
Coulomb drag problem is physically reasonable and allows for the use of techniques from
scattering theory and integrability that would be inapplicable in an equilibrium descrip-
tion. To avoid confusion, from now on, we set the Hubbard hopping parameter t = 1.
At time t = 0, let us quench on the interaction term U . We are interested in the change
over time of the heat current in the spin-up channel. From the perspective of linear re-
sponse, one would expect that an initial thermal current in the spin-down channel would
drag along a thermal current in the spin-up channel, leading to the development of a tem-
perature gradient for the spin-up species that is proportional to the initial energy current.
This would give a thermal drag conductivity of
κD =
J
(1)
E
∇T (2) (4.15)
where J
(1)
E is taken at time t = 0, and here (1) refers to spin-up and (2) to spin-down.
Now, generally speaking, there is no perturbing Hamiltonian for a temperature gradient, so
there is no straightforward method of deriving a Kubo formula for thermal conductivities.
One may argue, however, based on entropy production in the system, that there exists an
effective perturbing Hamiltonian and from this derive a Kubo formula201. Adapting this
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method, we arrive at a Kubo formula for the thermal drag conductivity32,∗
κσσ
′
ab (q, ω) =
1
V T
∫ ∞
0
dte(iω−0
+)t
∫ β
0
dλ〈JσQ,b(−q,−iλ)Jσ
′
Q,a(q, t)〉 (4.16)
with V the system size, σ and σ′ layer indices, q the wavevector, JQ the heat current, and
a and b spatial indices (in the case of higher dimensional systems).
With this Kubo formula in hand, we can connect our quench picture to the thermal drag
conductivity by the following argument: if the initial rate of change of the energy current
in the spin-down species is some rate ∂t〈J↑E〉 = Γ, then by the fluctuation-dissipation the-
orem148 we should expect that the two-point function is exponentially decaying with the
same rate Γ. This would give κD ∼
∫∞
0 dte
iωte−Γt = 1/(Γ− iω), which, identifying Γ = 1/τ
with τ a scattering time, would reproduce the usual Drude relation. We caution that in
this case, however, a na¨ıve Drude analysis will fail due to the complicated behavior of the
energy current post-quench, which we examine below.
To calculate Γ, we seek the quantity ∂tn
↑
k, under the perturbation of the Hubbard inter-
action. To lowest (second) order in U ,
∂tn
↑
k = U
2
∑
k2,k3,k4
Sk3k4kk2
sin(t∆E)
∆E
δ(∆k), (4.17)
where Sk3k4kk2 = (1 − n
↑
k)(1 − n↓k2)n
↑
k3
n↓k4 − n
↑
kn
↓
k2
(1 − n↑k3)(1 − n
↓
k4
) is the net Fermi
factor for the inward and outward scattering processes, ∆k = k + k2 − k3 − k4 and ∆E =
Ek + Ek2 − Ek3 − Ek4 . In the usual Fermi’s Golden Rule, one takes the limit of large t,
which sends sin(t∆E)/∆E → piδ(∆E) provided that the quantity being integrated against
does not diverge at ∆E = 0. This is the case for Coulomb drag of charge currents, which
is well-behaved; however, this is not the case for the energy current, as we shall see, and we
must deal with the divergence carefully.
Imposing momentum conservation, the energy current grows as
∂tJ
↑
E =
2
L
∑
k
sin(2k)∂tn
↑
k. (4.18)
We can usefully rewrite this expression by moving the sum on k to an integral in energy
space of a quantity G(E), integrating against a kind of “density of states”.† Focusing on
half-filling µ = 0, the function G(E) contains the essential divergence of the response en-
ergy current, namely
G(E) ∝
∫
dk1dk3
∑
ν=1,2
F (k1, k2,ν , k3)
|v(k1 + k2,ν − k3)− v(k2,ν)| (4.19)
with v(k) = ∂kE(k) ∝ sin k the group velocity, the function F does not diverge, and
∗See Sec. 4.3.1 for a derivation of the thermal drag Kubo formula, which includes Refs.
149,165,201,273,277,273,86.
†See Sec. 4.3.2 for a full derivation of the logarithmic divergence encountered in perturbation
theory.
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ν indexes the solutions to ∆E − E = 0. Clearly, the source of the divergence is the dif-
ference of velocities in the denominator, corresponding to a resonance of points in k space
with different energies but the same velocity. Physically, this shows that the energy current
operator diverges at small energies ∆E ≈ 0 which are directly probed by the sinc(t∆E)
term in perturbation theory, and it is because of this singular behavior that Fermi’s Golden
Rule breaks down.
There are two conditions under which the denominator diverges: the trivial case of k1 =
k3, and the nontrivial second solution. In the first instance, one can readily see that the
numerator also vanishes, and hence there is no divergence. For the second solution, which
occurs here at k1 +k2−k3 = pi−k2 but must occur somewhere in a generic one-dimensional
band structure, one finds that the numerator also vanishes for a charge current – and hence,
it is well-behaved – while it does not for the energy current. The divergence is point-like,
in the sense that for every incoming k there is a finite set of partners {k′} with the same
velocity. That there must be at least one partner is a consequence of the lattice, i.e. the
periodicity of the band structure (see Figure 4.1(b)).
At small but finite E, we can regularize the denominator, ultimately leading to a loga-
rithmic divergence. A careful accounting yields
g(E) = 
4U2
(2pi)3
∫ pi
−pi
dk
f(k)
|sin k/2| logE (4.20)
where g(E) = (G(E) +G(−E))/2 is the symmetric part of G(E),
f(k) = −2 sin2(k)n(Ek)n(−Ek), and n(E) is the Fermi-Dirac distribution. Finally, using∫∞
−∞ dx log(x)sinc(xt) = −pi(γ+log t)/t, with γ the Euler-Mascheroni constant, and keeping
only the dominant term in the large t limit, we arrive at the result
∂tJ
↑
E
J↓E(t = 0)
= α log t+O(1), (4.21)
with
α(T ) =
U2
pi2
∫ pi
0
dk |u(k)|2 sin
2 k csc(k/2)
1 + cosh(2β sin(k/2))
, (4.22)
where for generality, we have allowed for k-dependent interactions, U(k) = Uu(k), and
in the Hubbard model with onsite interactions u(k) = 1. We remark that this logarithmic
behavior is quite general: we expect it for any lattice band structure in 1D, as such band
structures must generically have points where v(k) = v(k′) but E(k) 6= E(k′). Further,
other kinds of interactions only modify the prefactor of the log growth. This integral can-
not be computed analytically, but for Hubbard, the low- and high-temperature limits are
readily analyzed. First, at low temperatures, the denominator is a strongly peaked func-
tion about k = 0; expanding the numerator in Taylor series and performing the integration
yields
α(T ) ≈
T1
4U2 log 2
pi2
T 2, (4.23)
in units of Hubbard hopping t = 1 and kB = 1. In the high temperature limit the de-
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nominator is approximately constant, yielding
α(T ) ≈
T1
4U2/3pi2. (4.24)
We have numerically checked this expression by exactly summing Eq. 4.17 on system
sizes of L > 3000 and calculating ∂tJE and ∂tJ . The results are shown in Fig. 4.2; the
logarithmic growth of the energy current is clear both at half-filling (µ = 0) and away
from half-filling (µ = −1.5). We recover the result that, as expected, there is no charge
drag at half filling, confirming that thermal drag dominates in this regime, while we do no-
tice a drag thermopower effect away from half filling. Finally, the observed dependence on
temperature of the prefactor of the log, obtained by fitting at various temperatures, is in
excellent agreement with Eq. 4.22, which we integrate numerically and whose asymptotics
we plot. This confirms that the processes considered in this section indeed dominate the
thermal drag to an excellent approximation.
A few remarks are now in order. First, the breakdown of Fermi’s Golden Rule for the
energy current is generic to one-dimensional systems, as any band structure will display
the same kind of divergence. Second, due to the divergence, the widespread technique of
linearizing the spectrum97 will fail badly in analyses of thermal drag. In this case, band
curvature effects may be included directly in the field theory and treated perturbatively114.
Third, the timescale for the validity of perturbation theory is parametrically reduced for
thermal drag calculations: perturbation theory holds only up to a timescale t−1∗ ∼ U2 logU .
Finally, one may consider the effects of adding a small magnetic field: to lowest order, the
field would simply shift the chemical potential in the two species in opposite directions,∗
effectively breaking particle-hole symmetry. In that case, we no longer expect a vanishing
charge drag. However, the logarithmic growth of the response heat current would remain,
as it is present for any chemical potential, being a consequence of the band structure.
To access longer times, we make the approximation of a linear spectrum (Luttinger liq-
uid) and regulate the breakdown of Fermi’s Golden Rule.† Linearizing the spectrum pro-
duces a left- and a right-moving mode, described by wavevector qL/R = k ± kF with dis-
persion relation E(qL/R) = ∓vF qL/R. We must then consider 8 possible scattering chan-
nels: two forward scattering channels, two Umklapp channels, and four backward scattering
channels. For simplicity, we slightly modify the setup such that one spin species is kept at
a temperature gradient with k < 0 at TL and k > 0 at TR, with the other species in the
ground state (T = 0).
Analyzing these possible scattering channels, we find that, while the Umklapp and backscat-
tering channels give a finite rate, the forward scattering channel leads to a divergence with
system size, a one-dimensional incarnation of the well-known “collinear scattering singu-
larity” in Dirac-dispersing systems180,223,181. This is due to the fact that, for the forward
scattering channel, conservation of energy and momentum become the same constraint,
leading to a delta function squared appearing under the scattering integral. This type of
divergence was noted in Ref. 273 in the case of Coulomb drag for spinful Luttinger liq-
uids. To recover a finite answer, it was proposed that one go past lowest order perturbation
theory, inserting the RPA propagator in place of the bare propagator in the scattering in-
∗Excluding the effects of the field on the hopping, which are expected to be small.
†See Sec. 4.3.3, where we analyze the “generalized Golden Rule” trick in more detail.
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Figure 4.2: The growth of the heat and energy currents in the bottom layer due to the
Coulomb drag, to O(U2) in perturbation theory. At half filling µ = 0, no charge drag oc-
curs due to particle-hole symmetry (red dots); this is no longer true away from half filling
(black dots). In both cases, thermal drag is nonzero and the rate of change grows logarith-
mically in time as α(T ) log t (red and black triangles), rather than saturating to a constant
as would be na¨ıvely expected. Inset: the prefactor for this log growth α(T ) as a function of
temperature. Agreement with the analytical formula of Eq. 4.22 is excellent (solid line); the
asymptotics are α(T ) = 4U2T 2 log 2/pi2 for small T (dashed line) and α(T ) = 4U2/3pi2 for
large T (dotted line).
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tegral (dubbed the “generalized Fermi’s golden rule”). In our case, it amounts to taking
the incoming particles to have velocity vF while the outgoing particles have velocity u, the
Luttinger velocity, which is interaction dependent. Under this prescription, we find a heat
current growth rate that is actually first-order in the interaction U ,
∂tJ
↑
E ∼ U
2pi4 log 2
3~vF
k3B(T
3
R − T 3L), (4.25)
due to the interaction-renormalized outgoing velocity canceling a power of U . In sum,
due to the unique divergences of heat drag as opposed to charge drag, we expect a logarith-
mic heat current growth rate at the shortest times that is second order in U , followed by
a longer regime of heat current growth rate that is constant in time and first order in U .
We emphasize that the charge drag in particle-hole symmetric systems vanishes to lowest
order, and only enters at order U3 (if at all); hence thermal drag is the dominant form of
drag physics in this broad class of systems.
4.2.3 Long-time limit and higher dimensions
Generally speaking, the long-time limit of this quench is outside the realm of validity of
perturbation theory, and therefore inaccessible. However, here we may exploit the integra-
bility of the one-dimensional Hubbard model to make progress84. In particular, due to its
integrability, the one-dimensional Hubbard model hosts a tower of conserved quantities, the
number of which is extensive in system size. One such quantity, known as Q3, differs from
the total energy current operator only by a term of order U ; that is,
JE = t
2
∑
l,σ
i(c†l+1,σcl−1,σ − c†l−1,σcl+1,σ)−
Ut
2
∑
l,σ
(jl−1,σ + jl,σ)(nlσ¯ − 1/2),
which takes the same form as Q3 except for a factor of 2 in the term proportional to
U 128. This implies that in the limit of small U , JE ≈ Q3 and is hence conserved. (We note
that even in the limit of stronger U , the overlap of JE with Q3 will be conserved, leaving
some energy current in the final state.) Under the assumption of approach to a general-
ized Gibbs ensemble final state256 with this same value of Q3, we expect that the energy
current will be equally divided between the two wires. That is,
J↑E(t→∞) = J↓E(t→∞) =
J↓E(t = 0)
2
. (4.26)
The conservation of the energy current is likely a special feature due to the integrability
of the Hubbard model, but we remark that in this case it leads to an intriguing hydrody-
namic transport of energy current reminiscent of the Dirac fluid57.
Since the source of the divergent heat drag is related to special properties of scattering
in 1D, we do not expect the same divergence to appear generically for higher dimensional
systems. As a check, we have considered the Hubbard model on the square lattice with
nearest-neighbor hopping.∗ We have numerically explored this model for various values
of the chemical potential and temperature on system sizes of up to Lx = Ly = 100. We
∗See Sec. 4.3.4, where we show data for the two-dimensional Hubbard model thermal quench.
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find that the thermal drag indeed dominates near half-filling, and it does not appear to be
divergent. We defer an exhaustive analysis of the two-dimensional case to future work.
4.2.4 Discussion
We have analyzed a thermal analogue of the Coulomb drag in interacting quantum systems
with particle-hole symmetry via a quantum quench in the Hubbard model. We have found
that, due to the vanishing of the charge Coulomb drag, the thermal drag effect dominates.
In one dimension, its growth is drastically different than the charge drag due to the struc-
ture of the energy current operator: the short-time limit shows logarithmic non-Fermi’s
golden rule growth, followed by a longer regime of linear growth given by a generalized
Golden rule, with the late-time limit in this case obtained from integrability arguments.
We expect these conclusions to apply to a broad range of experimentally realizable sys-
tems, including perhaps most prominently graphene near charge neutrality. It is an inter-
esting question whether some components of the thermal Coulomb drag may be topologi-
cally quantized in certain systems, especially in light of recent experiments on the thermal
Hall effect at non-chiral Hall edges17. We emphasize that, despite the vast literature on the
charge Coulomb drag, the thermal drag effect is largely unexplored,∗, and is ripe for further
study.
4.3 Appendices
4.3.1 Thermal drag conductivity Kubo formula
In this appendix, we provide a derivation of the thermal drag conductivity Kubo formula
presented in the main text.
Generally speaking, since there is no external perturbation (nor perturbing Hamiltonian)
associated to thermal gradients and heat currents, there is no straightforward way to apply
a Kubo-type formalism to heat transport. However, it is nonetheless possible to relate the
presence of a temperature gradient to an “effective” perturbing Hamiltonian that would
produce the same entropy growth in the system149,165,201, and this leads to a Green-Kubo
formula for the thermal conductivity. Here we apply this argument to the thermal drag
conductivity.
Consider a bilayer system, labeled by σ = 1, 2 with unperturbed Hamiltonian H0. Usu-
ally, to derive a Green-Kubo formula we would write a perturbing Hamiltonian Hpert =∫
drφ(r, t)ρ(r), with φ(r, t) the applied potential and ρ(r) the degree of freedom of the sys-
tem that couples to the potential. The time derivative is H˙pert =
∫
drφ(r, t)ρ˙(r), with ρ˙(r)
corresponding to the unperturbed evolution of ρ(r) via iρ˙ = [ρ,H0] (in units of ~ = 1).
Now, one can show that H˙pert balances the entropy production of the system: H˙pert =
−T ∫ drσS , with σS the entropy source; we will use this expression to write a “perturbing
Hamiltonian” even in the absence of a perturbing potential φ.
∗We note for completeness that another form of thermal drag was recently studied in Ref. 25
but there the drag was mediated by thermal photons rather than the direct Coulomb interaction
between charge carriers.
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Let us assume that each layer (with layer index σ) is in a situation of local equilibrium,
where the local temperature is T σ(r, t) = T˜ σ+δT σ(r, t), the local energy density is σ(r, t) =
˜σ + δσ(r, t), and the local particle density is nσ(r, t) = n˜σ + δnσ(r, t). Let us introduce the
perturbing Hamiltonian
Hσpert =
∫
dr
δT σ(r, t)
T˜ σ
(
σ(r, t)− ˜
σ + P˜ σ
n˜σ
nσ(r, t)
)
(4.27)
where P˜ σ is the equilibrium pressure. Appealing to the relation TdS = dE + PdV and
the condition dN = 0, we see that TdS = d − dn(˜ + P )/n˜ and hence the right hand side
can be interpreted as a local density of thermal energy.
Now consider the time derivative of Hpert. We assume that we are in a hydrodynamic
regime ωτ  1, ql  1, with τ the typical time between collisions and l the mean free
path. This allows us to use hydrodynamic equations, which in linearized form are ∂tn(r, t)+
n˜∇ · u(r, t) = 0 and ∂t(r, t) + ∇ · JE(r, t) = 0, with u(r, t) the velocity of the fluid (sup-
pressing layer indices). The linearized energy flux is JE(r, t) = (˜ + P˜ )u(r, t) + JQ(r, t).
Finally, this allows us to write the time derivative of the perturbing Hamiltonian in terms
of the heat current:
H˙σpert = −
∫
dr
δT σ(r, t)
T˜ σ
∇ · JσQ = −T˜ σ
∫
drJσQ · ∇
1
T σ
(4.28)
where in the last equality we have integrated by parts, and used the fact that, to lowest
order in δT , we have ∇δT = −T˜ 2∇(1/T ).
With this perturbing Hamiltonian in hand, we can now turn the crank of linear response
and produce a Green-Kubo formula for the drag thermal conductivity. Write
〈Jσ′Q,a(r, t)〉 = −
1
T˜ σ
∫
dr′
∫ ∞
−∞
dt′χBA(r − r′, t− t′)∇bδT σ(r′, t′)
= − 1
T˜ σ
∫
dr′
∫ t
−∞
dt′
∫ β
0
dλ〈JσQ,b(r′,−iλ)Jσ
′
Q,a(r, t− t′)〉∇bδT σ(r′, t′) (4.29)
with a, b spatial indices, and χBA the canonical Kubo correlation function with A˙(r) =
JσQ,b and B(r) = J
σ′
Q,a. Fourier transforming gives the definition of the drag thermal conduc-
tivity,
〈Jσ′Q,a(q, ω)〉 = −κσσ
′
ab (q, ω)[∇bδT σ](q, ω). (4.30)
Finally, comparison gives the Kubo formula for the drag thermal conductivity tensor,
κσσ
′
ab (q, ω) =
1
V T
lim
η→0+
∫ ∞
0
dte(iω−η)t
∫ β
0
dλ〈JσQ,b(−q,−iλ)Jσ
′
Q,a(q, t)〉, (4.31)
recalling that a, b are spatial indices and σ, σ′ are layer indices.
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4.3.2 Logarithmic divergence of heat drag
In this appendix, we show that lowest-order time-dependent perturbation theory does not
predict a Fermi’s Golden Rule for the heat drag, but rather predicts a logarithmic diver-
gence with time.
We treat charge (a = 1) and heat drag (a = 2) on the same footing. At t = 0, the up
spins are thermal at temperature T , and the down spins have a distribution n(k) given by
thermal (at the same T ) plus a small sin(ak) component:
n0k,↓ =
1
1 + e−2β↓ cos(k)
+ η sin(ak) (4.32)
n0k,↑ =
1
1 + e−2β↑ cos(k)
(4.33)
The initial current is
Jb,↓(t = 0) =
2
N
∑
k
sin(bk)n0k,↓ = η
1
pi
∫ pi
−pi
sin(ak) sin(bk) = ηδab. (4.34)
To leading order in U , one finds for the time derivative of the current in the up-spins
(writing J = J↑a ):
∂tJ =
2
N
∑
k3
sin(ak3)∂t 〈nk3,↑(t)〉
= −4tη 1
N3
∑
k1,k2,k3
F (k1, k2, k3) |U(k3 − k1)|2 sinc (tE) , (4.35)
where F is a well-behaved function (no divergence), given by a sums of product of Fermi-
Dirac terms and sines, and where E = (k1 − k3 + k2 − k1+k2−k3). k3 − k1 is the net mo-
mentum transferred between the two layers, and in the Hubbard model, we have U(q) = U
since the interaction is on-site.
It is instructive to rewrite this as
∂tJ = t
∫
dE G(E) sinc (tE) (4.36)
with
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G(E) = −4η 1
N3
∑
k1,k2,k3
F (k1, k2, k3) |U(k3 − k1)|2 δ(k1 + k2 − k3 − k1+k2−k3 − E)
= −4η 1
(2pi)3
∫
dk1dk2dk3F (k1, k2, k3) |U(k3 − k1)|2 δ(k1 + k2 − k3 − k1+k2−k3 − E)
= −2η 1
(2pi)3
∫
dk1dk3
∑
µ=1,2
F (k1, k2,µ, k3)
| sin(k1 + k2,µ − k3)− sin(k2,µ)| |U(k3 − k1)|
2 , (4.37)
where µ indexes the solutions of k1 + k2 − k3 − k1+k2−k3 − E = 0, of which there are
generically two for a given k1, k3. We are only interested in the E-even part of G, so let us
define
g(E) =
1
2
(G(E) +G(−E)) (4.38)
with
g(E) = −2ηU2 1
(2pi)3
∫
dk1dk3
∑
µ=1,2
f(k1, k2,µ, k3)
| sin(k1 + k2,µ − k3)− sin(k2,µ)| |U(k3 − k1)|
2 ,
f(k1, k2,µ, k3) =
1
2
(F (k1, k2,µ, k3) + F (k3, k1 + k3 − k2,µ, k1). (4.39)
Writing f explicitly leads to
2f(k1, k2, k3) = sin(ak3)
[
sin(a(k1 + k2 − k3))n0k3,↑(1− n0k1,↑)(1− n0k2,↓)
− sin(ak2)n0k3,↑n0k1+k2−k3,↓(1− n0k1,↑)
+ sin(a(k1 + k2 − k3))(1− n0k3,↑)n0k1,↑n0k2,↓)
− sin(ak2)(1− n0k3,↑)(1− n0k1+k2−k3,↓)n0k1,↑
]
+ sin(ak1)
[
sin(a(k2))n
0
k1,↑(1− n0k3,↑)(1− n0k1+k2−k3,↓) (4.40)
− sin(a(k1 + k2 − k3))n0k1,↑n0k2,↓(1− n0k3,↑)
+ sin(ak2)(1− n0k1,↑)n0k3,↑n0k1+k2−k3,↓)
− sin(a(k1 + k2 − k3))(1− n0k1,↑)(1− n0k2,↓)n0k3,↑
]
, (4.41)
which can be rearranged as
2f(k1, k2, k3) =
(
sin(ak3)− sin(ak1)
)
×
[
− sin(ak2)
{
(1− n0k3,↑)(1− n0k1+k2−k3,↓)n0k1,↑ + n0k3,↑n0k1+k2−k3,↓(1− n0k1,↑)
}
+ sin(a(k1 + k2 − k3))
{
(1− n0k3,↑)n0k1,↑n0k2,↓ + n0k3,↑(1− n0k1,↑)(1− n0k2,↓)
}]
.
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Clearly, the only source of divergence is the factor 1| sin(k1+k2,µ−k3)−sin(k2,µ)| . This term
diverges in two cases, k1 = k3, and k1 + k2 − k3 = pi − k2. In the case of k1 = k3, one can
see that f always vanishes, and the divergence is therefore cured.
The case of k1 + k2 − k3 = pi − k2 is more tricky. Plugging this in f leads to
2fdiv(k1, k2, k3) =
(
sin(ak3)− sin(ak1)
)
×
[
n0k3,↑(1− n0k1,↑)(1− n0k2,↓) sin(a(pi − k2))− n0k3,↑n0pi−k2,↓(1− n0k1,↑) sin(ak2)
+ (1− n0k3,↑)n0k1,↑n0k2,↓ sin(a(pi − k2))− (1− n0k3,↑)(1− n0pi−k2,↓)n0k1,↑ sin(ak2)
]
.
Focusing on half-filling, one has the property that (1− n0k) = n0pi−k. This leads to
2fdiv(k1, k2, k3) =
(
sin(a(pi − k2))− sin(ak2)
)(
sin(ak3)− sin(ak1)
)
×
[
n0k3,↑(1− n0k1,↑)(1− n0k2,↓) + (1− n0k3,↑)n0k1,↑n0k2,↓
]
. (4.42)
The first factor vanishes for odd a, but is finite for even a, and will remain finite unless
we fine-tune |U(k3 − k1)|2. This is why charge drag is not divergent (and actually zero at
half-filling, but could be finite away from half-filling), while heat drag is divergent.
Taking care of the divergence at k1 + k2 − k3 = pi − k2
Let us first try naively at E = 0. In that case, the solutions for k2 are k2,ν=1 = pi − k1
and k2,ν=2 = k3. Plugging this in k1 + k2 − k3 = pi − k2 leads to a line of divergences at
k1 + k3 = pi, in both cases.
At small but finite E, we can regularize the 1| sin(k1+k2,µ−k3)−sin(k2,µ)| factor as
1
| sin(k1 + k2,µ − k3)− sin(k2,µ)| 7→ Re
[
1√
(sin(k3)− sin(k1))2 − 2E(cos(k3)− cos(k1))
]
.
(4.43)
We finally find
g(E) =− 2η
(2pi)3
∫
dk1dk3 |U(k3 − k1)|2
×
∑
µ=1,2
f(k1, k2,µ, k3)Re
[
1√
(sin(k3)− sin(k1))2 − 2E(cos(k3)− cos(k1))
]
. (4.44)
We change variables first, using k± = k1 ± k3, obtaining
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g(E) =− η
(2pi)3
∫
dk+dk− |U(−k−)|2
×
∑
µ=1,2
fµ(k+, k−)Re
[
1√
4 cos(k+/2)2 sin(k−/2)2 − 4E sin(k+/2) sin(k−/2)
]
. (4.45)
On physical grounds, for time-reversal symmetric interactions, we expect U(−q) = U(q),
so from now on let us assume that U is even. Since the integral will be dominated by the
near-divergence of the denominator close to k+ = pi, we can approximate f to take its value
on that line, which is the same for the two solutions:
g(E) =− 2ηU
2
(2pi)3
∫
dk+dk− |U(k−)|2
× f(k+ = pi, k−)Re
[
1√
4 cos(k+/2)2 sin(k−/2)2 − 4E sin(k+/2) sin(k−/2)
]
. (4.46)
We can now perform the integral over k+. Writing k+ = pi + , one finds
g(E) = − 4η
(2pi)3
∫ pi
−pi
dk− |U(k−)|2
∫ +K
−K
df(k+ = pi, k−)Re
[
1√
2 sin(k−/2)2 − 4E sin(k−/2)
]
(4.47)
where we added a factor of 2 because we restricted k1 and k3 to lie in the first quadrant
(which leads to k− running from −pi to pi). K is a large momentum cutoff, which will lead
to a non-divergent piece that will be discarded.
Using ∫ +K
−K
dxRe
[
1√
x2 − b
]
→ − log |b| (4.48)
in the small b limit, one finds
g(E) =
4ηU2
(2pi)3
∫ pi
−pi
dk− |U(k−)|2 f(k+ = pi, k−)| sin(k−/2)| log
(
4|E|
| sin(k−/2)|
)
. (4.49)
Focusing on the divergent piece, we finally find
g(E) = α log |E|, α = 4ηU2 1
(2pi)3
∫ pi
−pi
dk− |U(k−)|2 f(k+ = pi, k−)| sin(k−/2)| , (4.50)
where, at half-filling and k+ = pi, one has
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2f(k1, k2, k3) =
(
sin(a(pi − k2))− sin(ak2)
)(
sin(ak3)− sin(ak1)
)
×
[
n0k3,↑(1− n0k1,↑)(1− n0k2,↓) + (1− n0k3,↑)n0k1,↑n0k2,↓
]
. (4.51)
Focusing on heat drag (a = 2), one finds
2f(k1, k3) = −4 sin(k−)2
(
(n0k3,↑)
2n0k1,↓ + (n
0
k1,↑)
2n0k3,↓
)
= −4 sin(k−)2
(
(n↑()2n↓(−) + (n↑(−)2n↓()
)
, (4.52)
where (k−) = −2 sin(k−/2) and n↑,↓() = 1/(1 + eβ↑,↓).
Let us focus on T↑ = T↓ for now, leading to
2f(k1, k3) = −4 sin(k−)2
(
(n()2n(−) + (n(−)2n()
)
= −4 sin(k−)2n()n(−). (4.53)
We finally do the integral over E, by using∫ ∞
−∞
dx log(x) sinc(xt) = −piγ + log(t)
t
, (4.54)
where γ is the Euler-Mascheroni constant. Keeping only the dominant term, this leads
to
∂tJ = tα
∫
dE log(E) sinc (tE) = α′ log(t) +O(1), (4.55)
where
α′ = −piα = ηU
2
pi2
∫ pi
−pi
dk− |U(k−)|2 sin(k−)
2
| sin(k−/2)|n(2 sin(k−/2))n(−2 sin(k−/2))
≡ ηU
2
pi2
I(T ), (4.56)
where we write the interaction has a having a characteristic scale U such that U(q) =
Uu(q), and
I(T ) ≡
∫ pi
−pi
dk− |u(k−)|2 sin(k−)
2
| sin(k−/2)|n(2 sin(k−/2))n(−2 sin(k−/2)). (4.57)
Normalizing by the initial current in the down spins leads to
∂tJ↑
J↓(t = 0)
=
U2
pi2
I(T ) log(t) (4.58)
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as shown in the main text. Finally, we can massage the expression for I(T ), using the
fact that the integrand is even, to obtain
I(T ) = 2
∫ pi
0
dk |u(k)|2 sin
2 k
sin(k/2)
1
1 + exp(−2tβ sin(k/2))
1
1 + exp(2tβ sin(k/2))
=
∫ pi
0
dk |u(k)|2 sin
2(k) csc(k/2)
1 + cosh(2tβ sin(k/2))
, (4.59)
where t is the Hubbard hopping parameter (not time).∗ For the particular case U(k) =
U , i.e. u(k) = 1, we have
I(T ) =
∫ pi
0
dk
sin2(k) csc(k/2)
1 + cosh(2tβ sin(k/2))
. (4.60)
We can analyze its limits as follows: for small β  1, the denominator of the integrand
is approximately constant, so
I(T ) ≈ 1
2
∫ pi
0
dk sin2(k) csc(k/2) = 4/3. (4.61)
The other limit of β  1 requires a bit more work, but the key is that the denominator
is a sharply peaked function. Rewriting in terms of  = 2t sin(k/2) with t = 1 for conve-
nience,
I(T ) =
∫ 2
−2
d
|sin(2 arcsin(/2))|
1 + cosh(β)
. (4.62)
Noting that the integrand is strongly peaked around  = 0 when β  1, we can extend
the limits of integration and Taylor expand the numerator in , yielding
I(T ) ≈
∫ ∞
−∞
d
||
1 + cosh(β)
. (4.63)
Finally, we change variables again to ′ = β, yielding
I(T ) ≈ 2
β2
∫ ∞
0
d′
′
1 + cosh(′)
=
4 ln 2
β2
. (4.64)
A similar analysis may be made for other forms of the interaction U(q).
Validity of perturbation theory
Perturbation theory relies on the occupation numbers (and therefore the currents) being
close to their initial values, i.e. |nk(t)− nk(0)|  1.
The current at time t is given by the integral of the rate,
∗Don’t blame me; I think this is a terrible notation, but we are bound by historical convention
here.
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J↑(t)
J↓(t = 0)
=
∫ t
0
dt′
∂tJ↑
J↓(t = 0)
= 2
U2
pi2
I(T ) t log(t) +O(t) (4.65)
where we have neglected an O(1) term in the rate, which leads to an O(t) term in the
current.
Perturbation theory should be accurate as long as
J↑(t)
J↓(t = 0)
 1, (4.66)
which leads to
t log(t) pi
2
2U2I(T )
. (4.67)
To a good approximation, this is equivalent to
t t∗ ∼ 1
U2 log |U | . (4.68)
Remarkably, this is parametrically shorter than the usual time for FGR to break, which
is ∼ 1/U2.
4.3.3 Generalized Fermi’s Golden Rule
In this appendix, we demonstrate that Fermi’s Golden Rule applied to thermal drag in the
spinful Luttinger liquid produces a divergence, and detail a method to correct this behavior
known as the “generalized Golden Rule”273.
Let us do an explicit calculation of JE(t) at short times and small U using Fermi’s Golden
Rule. We set up the problem as follows. Consider the one-dimensional Hubbard model.
Prepare the spin-up channel at temperature T , such that we have the initial distribution
function
n0↑(k) = fT (k) (4.69)
where we define
fT (k) =
1
1 + exp(− 1kBT 2th cos k)
(4.70)
letting the hopping parameter be th to avoid confusion with time t. Prepare the spin-
down channel with a bath at temperature TL for the left-movers, TR for the right-movers
(so the left side is at TR and the right side at TL). Then the distribution function is
n0↓(k) =
{
fTL(k) k < 0
fTR(k) k > 0
(4.71)
which should be normalized already since the Fermi-Dirac distribution at half filling is
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symmetric about k = 0. Note that it is discontinuous at k = 0, though. Now, the Fermi’s
Golden Rule transition rate between the states |k1 ↑, k2 ↓〉 → |k3 ↑, k4 ↓〉 is277
Qk3↑,k4↓k1↑,k2↓ =
2pi
~
∣∣∣〈k1 ↑, k2 ↓| Uˆ |k3 ↑, k4 ↓〉∣∣∣2 δ(Ek1 + Ek2 − Ek3 − Ek4)
=
2pi
~
U2δ(k1 + k2 − k3 − k4)δ(Ek1 + Ek2 − Ek3 − Ek4) (4.72)
which explicitly conserves momentum and energy. Since the scattering is reversible,
Qk3↑,k4↓k1↑,k2↓ = Q
k1↑,k2↓
k3↑,k4↓. Hence the rate of change of n
↑
k1
is
∂tn
↑
k1
=
∫
dk2dk3dk4[n
↑
k3
n↓k4(1− n
↑
k1
)(1− n↓k2)− n
↑
k1
n↓k2(1− n
↑
k3
)(1− n↓k4)]Q
k3↑,k4↓
k1↑,k2↓
=
2pi
~
U2
∫
dk2dk3dk4[n
↑
k3
n↓k4(1− n
↑
k1
)(1− n↓k2)− n
↑
k1
n↓k2(1− n
↑
k3
)(1− n↓k4)]
× δ(k1 + k2 − k3 − k4)δ(Ek1 + Ek2 − Ek3 − Ek4) (4.73)
with Ek = −2th cos k. Now let’s linearize the spectrum. Write{
k = kF + qR k > 0
k = −kF + qL k < 0
(4.74)
and approximate cosine spectrum by a pair of lines:{
Ek = EkF + vF q
R k > 0
Ek = E−kF − vF qL k < 0
(4.75)
We take the left and right movers qR,L to be defined in some bandwidth about the Fermi
wavevector: q ∈ [−Λ,Λ], with k outside this range not contributing to the low-energy
physics. We then take the limit Λ → ∞, assuming that large q does not contribute very
much.
At half-filling, EkF = E−kF = 0, kF = pi/2a (where the lattice spacing a = 1) and
vF = 2th. Hence Ek = ±vF qR,L.This means that∫
BZ
dk =
∫
k<0
dk +
∫
k>0
dk =
∫ ∞
−∞
dqL +
∫ ∞
−∞
dqR (4.76)
hence
∫
dk2dk3dk4f(nki)δ(
∑
k)δ(
∑
Ek) = (4.77)(∫
dqL2 +
∫
dqR2
)(∫
dqL3 +
∫
dqR3
)(∫
dqL4 +
∫
dqR4
)
f(nki)δ(
∑
k)δ(
∑
Ek)
so we’ve now turned one integral into 8 integrals (and we integrate over qR,L1 as allowed
by momentum conservation). The following processes then contribute to ∂tn
↑
k:
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Table 4.1: Scattering processes in FGR calculation.
1↑ 2↓ 3↑ 4↓ process
L L L L forward
R R R R
R R L L Umklapp
L L R R
R L R L backscattering
R L L R
L R R L
L R L R
Forward scattering
Let’s look at just one of these, say the LLLL channel. Recalling that the energy current is
∂tJ
↑
E =
∫
dk1vk1Ek1∂tn
↑
k1
(4.78)
with vk1 = −vF and Ek1 = −vF qL1 , the LLLL channel contribution to ∂tJ↑E is
2pi
~
U2
∫
dqL1 dq
L
2 dq
L
3 dq
L
4 δ(q
L
3 + q
L
4 − qL2 − qL1 )δ(vF (qL3 + qL4 − qL2 − qL1 )) (4.79)
× [fT (qL3 )fTL(qL4 )(1− fT (qL1 ))(1− fTL(qL2 ))− fT (qL1 )fTL(qL2 )(1− fT (qL3 ))(1− fTL(qL4 ))]v2F qL1 .
Using the delta function identity δ(ax) = δ(x)/ |a| to pull out a factor 1/vF , and inte-
grating dqL2 , such that q
L
2 = q
L
3 + q
L
4 − qL1 , we get
2pi
~
U2vF δ(0)
∫
dqL1 dq
L
3 dq
L
4
[
fT (q
L
3 )fTL(q
L
4 )(1− fT (qL1 ))(1− fTL(qL3 + qL4 − qL1 ))
− fT (qL1 )fTL(qL3 + qL4 − qL1 )(1− fT (qL3 ))(1− fTL(qL4 ))
]
qL1 . (4.80)
This δ(0) factor we can take to be regularized as δ(0) = L; it comes from conservation of
momentum and energy being the same constraint for a linear spectrum. We can also now
use the Fermi-Dirac distribution identity 1− fTL(qL3 + qL4 − qL1 ) = fTL(qL1 − qL3 − qL4 ).
Now let’s approximate T = 0 so that we only have one temperature scale (TL) in the
problem. Then fT (q
L) = Θ(−vF qL), where Θ is the Heaviside step function,
Θ() =
{
0  < 0
1  > 0
.
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We use this Θ function to fix the limits of integration. Plugging in the FD distributions:
2pi
~
U2vFL
{∫ 0
−∞
dqL1
∫ ∞
0
dqL3
∫ ∞
−∞
dqL4
qL1
1 + exp(−βLvF qL4 )
1
1 + exp(βLvF (qL4 − (qL1 − qL3 )))
−
∫ ∞
0
dqL1
∫ 0
−∞
dqL3
∫ ∞
−∞
dqL4
qL1
1 + exp(βLvF qL4 )
1
1 + exp(−βLvF (qL4 − (qL1 − qL3 )))
}
. (4.81)
Focusing on the first integral,
∫ 0
−∞
dqL1
∫ ∞
0
dqL3
∫ ∞
−∞
dqL4
qL1
1 + exp(−βLvF qL4 )
1
1 + exp(βLvF (qL4 − (qL1 − qL3 )))
=
∫ 0
−∞
dqL1
∫ ∞
0
dqL3
1
βLvF
qL1 (q
L
3 − qL1 )
1− exp(βLvF (qL3 − qL1 ))
=
∫ 0
−∞
dqL1
[
1
(βLvF )2
Li2(e
βLvF q
L
1 ) +
1
βLvF
qL1 log(1− eβLvF q
L
1 )
]
qL1
= −pi
4
30
1
(βLvF )4
(4.82)
with Li2(z) the (order 2) polylogarithm function. Similarly the second integral con-
tributes
−
∫ ∞
0
dqL1
∫ 0
−∞
dqL3
∫ ∞
−∞
dqL4
qL1
1 + exp(βLvF qL4 )
1
1 + exp(−βLvF (qL4 − (qL1 − qL3 )))
= −pi
4
30
1
(βLvF )4
. (4.83)
Thus, the LLLL channel contributes
−2pi
~
U2vFL
pi4
15
1
(βLvF )4
(4.84)
to ∂tJE(t = 0). Now, by the same logic the RRRR channel contributes
+
2pi
~
U2vFL
pi4
15
1
(βRvF )4
. (4.85)
Hence the total contribution from forward scattering is, using vF = 2th at half filling,
pi5
60~
U2
t3h
Lk4B
(
T 4R − T 4L
)
. (4.86)
For ease of reference, pi5/60 ≈ 5.1.
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Umklapp
Now consider the Umklapp channels, RRLL and LLRR. First focus on RRLL. Conserva-
tion of momentum reads
∑
k = (kF + q1) + (kF + q2) − (−kF + q3) − (−kF + q4) =
4kF + q1 + q2 − q3 − q4 = 0. Since we are at half filling, 4kF = 4(pi/2) = 2pi = 0 mod 2pi.
Hence conservation of momentum is simply q1 + q2 − q3 − q4 = 0. Conservation of energy
reads
∑
Ek = 0 = vF q1 + vF q2 − (−vF q3 − vF q4) = vF (q1 + q2 + q3 + q4). Hence, the
contribution to ∂tJE is
2pi
~
v2FU
2
{∫ 0
−∞
dq1
∫ ∞
−∞
dq2
∫ 0
−∞
dq3
∫ ∞
−∞
dq4fTR(−q2)fTL(q4)
× δ(q1 + q2 − q3 − q4)δ(vF (q1 + q2 + q3 + q4))
−
∫ ∞
0
dq1
∫ ∞
−∞
dq2
∫ ∞
0
dq3
∫ ∞
−∞
dq4fTR(q2)fTL(−q4)
× δ(q1 + q2 − q3 − q4)δ(vF (q1 + q2 + q3 + q4))
}
. (4.87)
The integral over q2 sets q2 = q3 + q4 − q1, and then conservation of energy reads
δ(vF (q1 + (q3 + q4 − q1) + q3 + q4) = 1
2vF
δ(q3 + q4).
Integrating over q4 then yields
pi
~vF
U2
{∫ ∞
0
dq1q1
∫ ∞
0
dq3fTR(q1)fTL(−q3)−
∫ 0
−∞
dq1q1
∫ 0
−∞
dq3fTR(−q1)fTL(q3)
}
=
pi3 log 2
6~
U2
v2F
1
β2RβL
. (4.88)
Similarly, LLRR yields
−pi
3 log 2
6~
U2
v2F
1
β2LβR
.
Hence, using vF = 2th, the total contribution from Umklapp scattering is
pi3 log 2
24~
U2
t2h
k3B
(
T 2RTL − T 2LTR
)
. (4.89)
Backscattering
Finally, consider the four backscattering channels: RLRL, LRLR, RLLR, LRRL. Taking
RLRL, the integrals we want to compute are
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v2F
2pi
~
U2
{∫ ∞
0
dq1q1
∫ ∞
−∞
dq2
∫ 0
−∞
dq3
∫ ∞
−∞
dq4fTL(−q2)fTL(q4)δ(
∑
k)δ(
∑
Ek)
−
∫ 0
−∞
dq1q1
∫ ∞
−∞
dq2
∫ ∞
0
dq3
∫ ∞
−∞
dq4fTL(q2)fTL(−q4)δ(
∑
k)δ(
∑
Ek)
}
(4.90)
with
∑
k = q1 + q2 − q3 − q4 and
∑
Ek = vF (q1 − q3 − q2 + q4). Then when we integrate
dq2, conservation of momentum will set q2 = q3 + q4 − q1 and hence the conservation of
energy delta function will read
δ(2vF (q1 − q3)) = 1
2vF
δ(q1 − q3)
and will pick out q1 = q3. However, q1 = q3 means both are 0 in the above integrals!
This picks out just one point under the integral sign (i.e. a set of measure 0), so the contri-
bution from this process vanishes. Similarly, LRLR vanishes. This is intuitively reasonable,
since if you draw out the setup in RLRL and LRLR, the only way to conserve energy and
momentum is for the particles to not scatter at all.
Now consider the true backscattering processes, LRRL and RLLR. Focusing on LRRL:
v2F
2pi
~
U2
{∫ 0
−∞
dq1q1
∫ ∞
−∞
dq2
∫ 0
−∞
dq3
∫ ∞
−∞
dq4fTR(−q2)fTL(q4)δ(
∑
k)δ(
∑
Ek)
−
∫ ∞
0
dq1q1
∫ ∞
−∞
dq2
∫ ∞
0
dq3
∫ ∞
−∞
dq4fTR(q2)fTL(−q4)δ(
∑
k)δ(
∑
Ek)
}
(4.91)
with
∑
k = q1 + q2 − q3 − q4 and
∑
Ek = vF (q2 − q1 + q4 − q3). Performing the integral
over q2 sets q2 = q3 + q4 − q1 hence conservation of energy becomes
δ(2vF (q4 − q1)) = 1
2vF
δ(q4 − q1).
Then performing the integral over q4 gives
pivF
~
U2
{∫ 0
−∞
dq1q1
∫ 0
−∞
dq3fTR(−q3)fTL(q1)−
∫ ∞
0
dq1q1
∫ ∞
0
dq3fTR(q3)fTL(−q1)
}
= −pi
3 log 2
6~
U2v2F
1
β2LβR
. (4.92)
The total contribution from from backscattering is then
pi3 log 2
24~
U2
t2h
k3B
(
T 2RTL − T 2LTR
)
. (4.93)
For ease of reference, pi3 log 2/24 ≈ 0.9.
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“Generalized Golden Rule” trick and forward scattering
We found that the forward scattering process leads to a divergence in the case of the (spin-
ful) Hubbard model, and generally between two wires. As described in 273, the forward
scattering integral is finite with spinless fermions but diverges when we have multiple spin
species. They use a trick (referred to as the ‘generalized Fermi’s golden rule’) to fix this
divergence, which we adapt here.
The issue with the forward scattering channel is that conservation of momentum and
conservation of energy are the same constraint due to the linear spectrum, so we get a
delta function squared under the integral. The intuitive picture for why it is inconsistent
to use vF for the energy conservation constraint in a Fermi’s golden rule calculation is
that the Fermi velocity is renormalized by interactions at first order in U . The patch that
Yashenkin et al. prescribe is to replace the usual energy constraint vF qin = vF qout with
vF qin = uqout, with u the Luttinger liquid velocity. That is, we replace
δ(q1 + q2 − q3 − q4)δ(vF (q1 + q2)− vF (q3 + q4))
7→ δ(q1 + q2 − q3 − q4)δ(vF (q1 + q2)− u(q3 + q4)), (4.94)
with Luttinger velocity (using g4 = g2 = U)
u = vF
√
1 + U/pivF . (4.95)
For completeness, the K parameter is K = 1/
√
1 + U/pivF (note that for Hubbard, since
all g are equal we get uK = vF ). Now, using this new delta function, the LLLL contribu-
tion to ∂tJE(t = 0) is
2pi
~
U2v2F
∫
R4
dq1234δ(q1 + q2 − q3 − q4)δ(vF (q1 + q2)− u(q3 + q4))
×q1{fT (q3)fTL(q4)fT (−q1)fTL(−q2)− fT (q1)fTL(q2)fT (−q3)fTL(−q4)}, (4.96)
using the fact that fT (−k) = 1 − fT (k) for the Fermi-Dirac distribution. Integrate over
q2, which enforces the first delta function, setting q2 = q3 + q4 − q1, and setting the second
delta function to δ((u− vF )(q3 + q4) = δ(q3 + q4)/ |u− vF |. We get
2pi
~
U2
v2F
|u− vF |
∫
R3
dq134δ(q3 + q4)
×q1
{
fT (q3)fTL(q4)fT (−q1)fTL(−(q3 + q4 − q1))
− fT (q1)fTL(q3 + q4 − q1)fT (−q3)fTL(−q4)
}
. (4.97)
Now integrate over q4, setting q4 = −q3:
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2pi
~
U2
v2F
|u− vF |
∫
R2
dq13q1
{
fT (q3)fTL(−q3)fT (−q1)fTL(q1)
− fT (q1)fTL(−q1)fT (−q3)fTL(q3)
}
. (4.98)
Assume for simplicity that T = 0. Then we have
2pi
~
U2
v2F
|u− vF |
{∫ 0
−∞
dq1
∫ ∞
0
dq3
q1
1 + exp(βLvF q3)
1
1 + exp(−βLvF q1)
−
∫ ∞
0
dq1
∫ 0
−∞
dq3
q1
1 + exp(−βLvF q3)
1
1 + exp(βLvF q1)
}
. (4.99)
We can do these integrals straightforwardly, giving
−2pi
~
U2
v2F
|u− vF |
pi2 log 2
6β3Lv
3
F
. (4.100)
Expanding the velocity prefactor, we have
v2F
|u− v| =
vF√
1 + U/pivF − 1
≈ 2piv
2
F
U
. (4.101)
Thus our answer is actually first order in U , as found by Yashenkin et al as well. The
final answer is then (to first order in U)
∂tJE(t = 0) ∼ U 2pi
4 log 2
3~vF
k3B
(
T 3R − T 3L
)
, (4.102)
giving a finite Fermi’s Golden Rule rate Γ. For ease of reference, 2(pi4 log 2)/3 ≈ 45.
4.3.4 Higher dimensions and lack of divergence
In this appendix, we detail a two-dimensional version of the 1D Hubbard model quench
presented in the main text, showing numerical evidence that it does not suffer from the
same divergence.
Consider the two-dimensional Hubbard model,
H =
∑
〈ij〉,σ
tijc
†
i,σcj,σ + h.c.+ U
∑
i
ni,↑ni,↓.
When U = 0 this model can be diagonalized by Fourier transform, giving energies
E = −2tx cos kx − 2ty cos ky, (4.103)
where we have set tij = tx or ty for horizontal or vertical bonds. In what follows let us
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Figure 4.3: Comparison of the 2D Hubbard model quench with Lx = Ly = 100,
tx = ty = t = 1.0 (red line), to the 1D case with L = 101 (blue line). All data was taken at
temperature β↑ = β↓ = 1.0, U = 1.0 and chemical potential µ = 0.0 (the particle-hole sym-
metric point). We see that the 2D quench does not appear to be divergent, in accordance
with expectations.
further simplify to the case tx = ty = t. We again initialize the problem with an initial
J↓E as in the one-dimensional case, and at t = 0 quench on the interactions U . We com-
pute ∂tJ
↑
E numerically using lowest-order perturbation theory as in the main text. We note
that we do not expect the same divergence in the 2D case as the 1D one due to fundamen-
tal differences in the band structure scattering processes. Our results are summarized in
Fig. 4.3; we do not observe the same divergence in 2D as in the 1D case at the largest ac-
cessible system sizes, and the Fermi’s Golden Rule limit of a constant rate appears to be
valid.
4.3.5 Generic interactions
In the main text, we considered Hubbard contact interactions, which are k-independent. In
this appendix we show that the divergence associated to the response energy current occurs
for generic interactions.
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Let us first consider Coulomb interactions. We expect86
UCoulomb(x) = U
1√
x2 + d2
(4.104)
with d the distance between the layers (or a cutoff for the spin-spin interactions). The
Fourier transform of this is a modified Bessel function of the second kind (up to a constant
prefactor),
UCoulomb(q) = UK0(|q| d). (4.105)
This function is logarithmically singular near (d |k|) → 0 and falls off exponentially as
e−d|k|/
√|k| at large d |k|. Following the analysis in Appendix 4.3.2, we expect a log growth
of the energy drag with prefactor
I(T ) =
∫ pi
0
dkK0(kd)
2 sin
2(k) csc(k/2)
1 + cosh(2tβ sin(k/2))
, (4.106)
which may be integrated numerically. Finally, let us consider short-ranged interactions
with decay length ξ, i.e.
Uexp(x) = U
e−|x|/ξ
2ξ
, (4.107)
which is normalized such that ξ → 0 recovers the contact interaction. This has Fourier
transform
Uexp(q) = U
1
1 + ξ2q2
, (4.108)
entailing a prefactor of the log growth of
I(T ) =
∫ pi
0
dk
1
(1 + ξ2k2)2
sin2(k) csc(k/2)
1 + cosh(2tβ sin(k/2))
. (4.109)
We have checked these predictions numerically (see Fig. 4.4) and find excellent agree-
ment.
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Figure 4.4: Logarithmic growth of the response energy current for Coulomb interactions
with d = 0.1, 2.0 and for short-ranged interactions with decay length ξ = 0.1, 2.0. All data
was taken with µ = 0.0, β = 1.0 with hopping parameter t = 1.0, on system size L = 301
(in the thermodynamic limit).
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Then world behind and home ahead,
We’ll wander back and home to bed.
Mist and twilight, cloud and shade,
Away shall fade! Away shall fade!
J. R. R. Tolkein, The Fellowship of the Ring
5
Conclusion
We have seen that, despite the apparent reliance on thermodynamic equilibrium of tools
like the renormalization group, universality is possible even in non-equilibrium quantum
systems. In Chapter 2, we analyzed initially equilibrium quantum critical systems driven at
their boundaries. Using the tools of conformal field theory, we saw that the dynamics gen-
erally inherit universality from the bulk, both under periodic (Floquet) driving and under
stochastic driving. In particular, the Loschmidt echo was shown to be a universal scaling
function, and many more complicated quantities should universally collapse as well. We
also saw that some dynamical phenomena, like Kibble-Zurek scaling, manifest as we drive
these critical points, smoothly changing the critical exponents. In Chapter 3, we saw that
strongly disordered, periodically driven systems can also show universality. Transitions are
generally controlled by infinite randomness fixed points, as shown with our renormaliza-
tion group procedure, and the periodic driving allows access to classes not possible without
the drive. For instance, the disordered driven Ising chain can exhibit universal scaling with
c˜ = ln 2, in contrast to the undriven case of c˜ = ln 2/2. These disordered systems are robust
to heating due to the phenomenon of many-body localization, though this may break down
at criticality. Finally, in Chapter 4, we analyzed a quantum limit of the shear viscosity –
namely the Coulomb drag – within the context of the universal, hydrodynamic flow of elec-
trons in solids. We found that drag between heat currents shows striking differences with
conventional charge drag, with new divergences in one-dimension leading to the failure of
Fermi’s Golden Rule. This was due to the periodicity of the band structure, a fundamental
aspect of all one-dimensional systems; hence, this divergence would be seen in virtually all
thermal drag scenarios.
Perhaps the most obvious shortcoming of these results is that they lack a general frame-
work. This is unfortunately par for the course of non-equilibrium systems, as we can only
make inroads using a limited toolkit. A grand challenge for the future, then, is to develop
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such a generalized framework that could tackle, if not all non-equilibrium systems, then at
least a large swath in one go. This seems out of reach at the moment, but work on tensor
network approaches lends some hope to this task. Tensor networks provide a way to suc-
cinctly represent a quantum state, and though non-equilibrium states tend to be volume-
law entangled and hence numerically difficult for this representation, analytic treatments
may make headway. There has also been exciting progress in using machine-learning-inspired
frameworks, such as the Restricted Boltzmann Machine ansatz, to study non-equilibrium
systems. With the impetus of recent experimental advances in cold-atom systems, hope-
fully the future holds similar breakthroughs in our abilities to simulate and solve such non-
equilibrium quantum systems.
A further critique is that the universality demonstrated here is not so different from
equilibrium universality, in that the universality classes are just equilibrium classes in dis-
guise. For instance, the scaling seen in driven CFTs is simply that of the equilibrium uni-
versality class, and transitions in the disordered Floquet case are controlled by equilibrium
universality classes as well. I would first caution that the ability to observe universality in
these non-equilibrium settings at all is remarkable, as we have good reason to think a pri-
ori that heating should destroy the delicate quantum coherences at critical points. That
said, it is true that these classes are not completely novel. In fact, it is extremely challeng-
ing to find truly novel universality classes out of equilibrium, and almost all other works
in this vein have found the same. For instance, the seminal work of Cardy and Calabrese
on quantum quenches in CFTs also found universal responses controlled by the equilib-
rium quantum critical point. More recently, studies of random unitary quantum circuits
interspersed with projective measurements have found universal scaling out of equilibrium,
resulting from competition between the scrambling of random Hamiltonian evolution and
the freezing of quantum measurements159,232.∗ While there are hints that the universality
class here may be novel, it is not completely understood, and our best theories show that
it is a kind of percolation transition (i.e., another known non-equilibrium class, at least in
a certain limit)18,120. A similar transition seen when tuning the bond dimension of random
tensor networks also points to percolation253; we know at least that it has a CFT descrip-
tion with c = 0, though these theories (‘logarithmic CFTs’) are themselves notoriously
poorly understood. Famously, the MBL-ETH transition, which is the onset of many-body
localization as a function of disorder strength, is a novel non-equilibrium universality class.
But this is quite a subtle subject, as it is not even clear which aspects of the transition are
universal. Recent work has argued that the transition exhibits Kosterlitz-Thouless (KT)
scaling73, again an equilibrium class, though competitors have refined their arguments to
propose a possibly new class with many similarities to KT175. Suffice it to say, truly novel
universality classes are few and far between.
Nonetheless, the prospects for understanding universality out of equilibrium, even if in a
piecemeal fashion, are bright. The tools of CFT and disordered systems have shone great
∗In a hand-waving way, we can see this as follows: the random Hamiltonian evolution leads (al-
most surely) to a volume-law-entangled state at late times. However, measurements project onto
a single quantum state, so if we measure every underlying qudit, we form a product state that has
no entanglement. If we measure a fraction p of the qudits at every time step, then for some critical
pc we transition from volume-law entanglement to area-law, and precisely at this point we have
logarithmic growth of entanglement (in one dimension) – a kind of critical state.
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light on the dynamics of quantum systems, and no doubt will continue to be used to great
effect. Though not considered in this thesis, great strides have been made in understand-
ing open quantum systems, which may dissipate to their environments. The interplay be-
tween driving and dissipation (aptly, ‘driven-dissipative systems’) holds promise for realiz-
ing intriguing non-equilibrium steady states that may display unique forms of universality.
Physics has historically been an experimentally driven science, and the advent of preci-
sion measurements in cold atomic systems of fully non-equilibrium systems, including their
time-resolved dynamics, bolsters the prospects of our reaching, someday, a full understand-
ing of quantum non-equilibrium universality.
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