A Duality Result for Robust Optimization with Expectation Constraints by Miller, Christopher W.
ar
X
iv
:1
61
0.
01
22
7v
1 
 [q
-fi
n.M
F]
  4
 O
ct 
20
16
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Abstract
This paper demonstrates a practical method for computing the solution of an expectation-
constrained robust maximization problem with immediate applications to model-free no-
arbitrage bounds and super-replication values for many financial derivatives. While the
previous literature has connected super-replication values to a convex minimization prob-
lem whose objective function is related to a sequence of iterated concave envelopes, we
show how this whole process can be encoded in a single convex minimization problem.
The natural finite-dimensional approximation of this minimization problem results in an
easily-implementable sparse linear program. We highlight this technique by obtaining no-
arbitrage bounds on the prices of forward-starting options, continuously-monitored variance
swaps, and discretely-monitored gamma swaps, each subject to observed bid-ask spreads of
finitely-many vanilla options.
Key words. Robust optimization, expectation constraints, model-free bounds, super-
replication, strong duality.
AMS subject classifications. 93E20, 91G80, 90C05.
1 Introduction
This short paper demonstrates a practical method for concretely computing the solution of an
expectation-constrained robust maximization problem by converting to a infinite-dimensional
linear program which admits a natural finite-dimensional approximation. The motivation for
this problem is largely financial, as it represents a model-free no-arbitrage upper bound on the
value of a given derivative subject to known price bounds on finitely-many other derivatives.
The particular problem we consider is the following expectation-constrained robust opti-
mization problem:
p := sup
Q∈Q
EQ
[
n∑
k=1
fk(XTk , · · · ,XTk−d)
]
s.t. EQ
[
gk(XTk , . . . ,XTk−d)
]
≥ 0 for each k ∈ {1, . . . , n}.
(1)
We take fk : R
d+1 → R and gk : R
d+1 → Rpk to be given continuous functions for each
k ∈ {1, . . . , n}. We take T1−d < · · · < T0 = 0 < T1 < · · · < Tn as a fixed time-discretization. We
fix a convex set C ⊂ R and values x0, . . . , x1−d ∈ C. Then we let Q represent the collection of all
probability measures Q under which {XTk}k∈{1−d,...,n} is a C-valued martingale satisfying XT0 =
x0, . . . ,XT1−d = x1−d almost-surely. We assume, for simplicity, that fk and each component of
gk can be bounded from above by (possibly different) affine functions for each k ∈ {1, . . . , n}.
1
For later convenience, we denote p :=
∑n
k=1 pk.
∗Department of Mathematics, University of California, Berkeley (miller@math.berkeley.edu). Supported in
part by NSF GRFP under grant number DGE 1106400.
1This assumption rules out the case p = +∞ and simplifies analysis. This can be relaxed by examining where
it shows up in the proof, but at the cost of significantly more work. This assumption is generally satisfied in
practice, either from capping the pay-off of some financial derivative or assuming bounds on the values of X.
1
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Our financial motivation comes from interpreting the functions f1, . . . , fn as the pay-off of
some derivative to be super-replicated, while the functions g1, . . . , gn encode the pay-offs and
known bid-ask spreads of a collection of other derivatives which may be used for hedging. This
will be made more explicit with several concrete examples in Section 2.
The heart of this paper is an investigation of a duality relationship between the expectation-
constrained robust maximization problem (1) and the following minimization problem:
d := inf
(λ,φ,h)∈A
φ1(x0, x0, . . . , x1−d)
s.t. hk = fk + λk · gk for each k ∈ {1, . . . , n}
φn ≥ hn
φk(yk, . . . , yk−d) ≥ hk(yk, . . . , yk−d) + φk+1(yk, yk, . . . , xy−d+1)
for each k ∈ {1, . . . , n− 1} and all (yk, . . . , yk−d) ∈ C
d+1
φk is concave in its first entry for each k ∈ {1, . . . , n}
λk ≥ 0 component-wise in R
pk for each k ∈ {1, . . . , n},
(2)
where
A := Rp1 × · · · × Rpn × C0(C
d+1,R)2n.
While (1) involves maximization over a collection of martingale measures subject to an ex-
pectation constraint, (2) involves minimization over continuous functions subject to concavity
constraints. This essentially encodes the computation of iterated concave envelopes, a point
which is made clear in Section 3.
The main result of this paper is the following theorem:
Theorem 1. p ≤ d. Furthermore, if there exists Q ∈ Q such that EQ
[
gk
(
XTk , . . . ,XTk−d
)]
≥ 0
component-wise for each k ∈ {1, . . . , n}, then p = d.
We can interpret Theorem 1 as describing a duality relationship between the two problems,
along with a sufficient condition for strong duality. If the strong duality relationship does not
hold, then d can be interpreted as a super-replication price.
The idea of relating model-free or robust no-arbitrage price bounds to an infinite-dimensional
linear programming problem is not new. Many authors have investigated duality relationships
between no-arbitrage price bounds and semi-static super-hedging portfolios (see [34, 1, 35,
36, 16]). However, we emphasize that the approach of this paper applies to many common
derivatives, is easily implementable via a finite-dimensional approximation, and directly returns
super-hedging portfolios and worst-case price dynamics.
The main technique of this paper is to re-write the maximization over martingale measures
instead as a minimization problem. Intuitively, we view this as analogous to viewing a viscosity
solution as the minimum viscosity super-solution, which in this case corresponds to computing
concave envelopes. This is essentially an alternate perspective on ideas demonstrated in the
recent paper by Kahale´ [24], in which the author casts the super-replication of several com-
mon exotic derivatives as a convex optimization problem whose objective function involves the
computation of iterated concave envelopes. Rather than viewing the problem as a multi-stage
optimization which requires specialized numerical routines, we demonstrate how to encode the
same methodology in a single minimization problem. The natural finite-dimensional approxi-
mation of (2) can be immediately solved by common software packages for linear programs (e.g.
Mosek, Matlab, GLPK, et cetera).
In particular, if we let Λ := {y1, . . . , ym} be a choice of mesh for C by m grid-points whose
convex hull contains {x0, . . . , x1−d}, then we obtain a natural finite-dimensional approximation
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of (2) as
dΛ := inf
(λ,φ,h)∈AΛ
m∑
i0,...,id=1
γi0···id · φ
1
i0···id
s.t. hki0···id = fk (yi0 , . . . , yid) + λk · gk (yi0 , . . . , yid) for each k ∈ {1, . . . , n}
and all 1 ≤ i0, . . . , id ≤ m
φni0···id ≥ h
n
i0···id
for all 1 ≤ i0, . . . , id ≤ m
φki0···id ≥ h
k
i0···id
+ φk+1i0i0···id−1 for each k ∈ {1, . . . , n− 1}
and all 1 ≤ i0, . . . , id ≤ m
(yi0−1 − yi0)φ
k
(i0+1)i1···id
+ (yi0+1 − yi0−1)φ
k
i0i1···id
+ (yi0 − yi0+1)φ
k
(i0−1)i1···id
≥ 0
for all k ∈ {1, . . . , n}, all 2 ≤ i0 ≤ m− 1, and all 1 ≤ i1, . . . , id ≤ m
λk ≥ 0 component-wise in R
pk for each k ∈ {1, . . . , n},
(3)
where γ ∈ Rm×···×m is taken as an linear interpolation operator of (x0, x0, . . . , xi−1) correspond-
ing to the choice of mesh Λ and
AΛ := R
p1 × · · · × Rp1 ×
(
Rm×···×m
)2n
≃ Rp+2n×m
d+1
.
Despite being notationally complicated, the minimization problem (3) is an easily-implementable
linear program with O
(
p+ n×md+1
)
unknowns and inequality constraints. Then, for any fixed
d, this can be solved in polynomial time2 with respect to n, m, and p using standard algorithms
[27, 25, 33]. Furthermore, it is a sparse linear program with O
(
p× n×md+1
)
non-zero el-
ements, so there are specialized algorithms with even faster performance [40, 2]. We leave a
complete analysis of convergence of dΛ to d to interested researchers and instead choose to focus
on Theorem 1 and practical applications.
2 Some Concrete Examples
In this section, we provide three concrete examples which illustrate how to apply the results of
this paper to obtain model-free no-arbitrage upper bounds for exotic derivatives. The results of
this paper are not general enough to encompass many path-dependent derivatives, but generally
apply to those whose pay-off depends upon the current value of the underlying along with
finitely-many previous values of the underlying.
Although the ideas in the follows sections can easily be applied to similar derivatives, we
choose to include computations of upper bounds for forward-starting at-the-money call options,
continuously-monitored variance swaps, and discretely-monitored gamma swaps.
2.1 Forward-Starting Call Option
We begin with a simple first example. We consider model-free no-arbitrage bounds on the
price of a forward-starting at-the-money call option given bid-ask spreads for finitely-many call
options at expiring on the two terminal dates. No-arbitrage price bounds for forward-starting
options have been obtained in many different settings previously in the literature, such as
[21, 24].
For simplicity, we take the risk-free rate as zero in this example, so X represents the underly-
ing price process. The case of a non-zero deterministic risk-free rate can be covered immediately
by re-interpreting X as the discounted-price process of the underlying and modifying all pay-offs
accordingly.
2We do not necessarily claim to obtain an algorithm which outperforms that provided in [24]. The main
selling-point of our approach is the alternative conceptualization and ease of implementation using standard
packages which run “fast enough” in practice.
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We write the model-free no-arbitrage upper bound in the following form:
sup
Q∈Q
EQ
[
(XT2 −XT1)
+]
s.t. Bid1,ℓ ≤ E
Q
[
(XT1 − Strike1,ℓ)
+] ≤ Ask1,ℓ for each ℓ ∈ {1, . . . , p1}
Bid2,ℓ ≤ E
Q
[
(XT2 − Strike2,ℓ)
+] ≤ Ask2,ℓ for each ℓ ∈ {1, . . . , p2},
where Bidk,ℓ and Askk,ℓ represent the market bid-ask spread of a call option with expiration
Tk and strike Strikek,ℓ for each k ∈ {1, 2} and ℓ ∈ {1, . . . , pk}. We take C := [0,∞) in this
computation.
This immediately translates into the framework of (1) by taking d = 1, n = 2, f1(y1, y0) := 0,
f2(y2, y1) := (y2 − y1)
+, and
gk(yk, yk−1) :=


(yk − Strikek,1)
+ − Bidk,1
Askk,1 − (yk − Strikek,1)
+
...
(yk − Strikek,pk)
+ − Bidk,pk
Askk,pk − (yk − Strikek,pk)
+


for each k ∈ {1, 2}. Of course, we can also obtain a lower bound by taking f˜k := −fk.
In the following, we consider the results of a numerical implementation of the corresponding
finite-dimensional approximation given by (3). Here, we take x0 = $100, T1 = 1/6, and T2 =
5/12. We take Strikek = {$70, . . . , $130} for each k ∈ {1, 2} and generate bid-ask spreads from
the Black-Scholes pricing formula with σ = 20%. Lastly, in these results, we take
Λ := {$0, $10, . . . , $60, $70, $71, . . . , $129, $130, $140, . . . , $190, $200, $10000}.
In Table 1, we illustrate the resulting static hedge positions corresponding to the super-replication
strategy for an upper bound. As expected, the super-replicating strategy is long-volatility at T2
and short volatility at T1. The resulting no-arbitrage upper bound on the price of this forward-
starting call option is $5.2708, which is corroborated by the results in [24]. Similarly, in Table 2,
we illustrate the resulting static hedge positions corresponding to the sub-replication strategy
for a lower bound. The resulting no-arbitrage lower bound on the price of this forward-starting
call option is $1.9266.
Strike $70 $80 $90 $100 $110 $120 $130
λ1 0.0395 -0.2400 -0.5000 -0.4000 -0.5000 0.3179 -0.0024
λ2 0.4514 0.4800 0.4200 0.4800 0.4200 0.4800 0.2402
Table 1: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, corresponding
to a super-hedge of an at-the-money forward-starting call option. The corresponding super-
replication value is $5.2708.
Strike $70 $80 $90 $100 $110 $120 $130
λ1 1.2488 0.0010 -0.0020 -0.7990 -0.4000 0.2000 0.0000
λ2 -1.2488 -0.0010 0.0020 0.7990 0.4000 -0.2000 0.0000
Table 2: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, corre-
sponding to a sub-hedge of an at-the-money forward-starting call option. The corresponding
sub-replication value is $1.9266.
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2.2 Continuously-Monitored Variance Swap
Next we consider the the problem of obtaining model-free no-arbitrage bounds on the price of
a continuously-monitored variance swap. It is well-known that if the underlying price process
is a continuous semi-martingale and the risk-free rate is taken to be zero, then we can write
〈logX〉T = 2 log x0 +
∫ T
0
2X−1t dXt − 2 logXt
under any risk-neutral probability measure (see [12]).
Taking x0 = $100, without loss of generality, we can write the model-free no-arbitrage upper
bound on the price of a continuously-monitored variance swap subject to the bid-ask spreads
of finitely-many co-terminal call options in the following form:
sup
Q∈Q
EQ [−2 log (XTn/100)]
s.t. Bidk,ℓ ≤ E
Q
[
(XTk − Strikek,ℓ)
+] ≤ Askk,ℓ for each ℓ ∈ {1, . . . , pk}
and each k ∈ {1, . . . , n},
where Bidk,ℓ and Askk,ℓ represent the bid-ask spread of a call option with expiration Tk and
strike Strikek,ℓ. We take C := (0,∞) in this computation.
As before, this translates into the framework of (1) by taking d = 0, fk(yk) = 0 for each
k ∈ {1, . . . , n− 1}, fn(yn) = −2 log(yn), and
gk(yk) :=


(yk − Strikek,1)
+ − Bidk,1
Askk,1 − (yk − Strikek,1)
+
...
(yk − Strikek,pk)
+ − Bidk,pk
Askk,pk − (yk − Strikek,pk)
+


for each k ∈ {1, . . . , n}. Of course, we can also obtain a lower bound by taking f˜n := −fn.
In the following, we consider the results of a numerical implementation of the corresponding
finite-dimensional approximation given by (3). Here, we take x0 = $100, n = 2, T1 = 1/6, and
T2 = 5/12. We take Strikek = {$70, . . . , $130} for each k ∈ {1, 2} and generate bid-ask spreads
from the Black-Scholes pricing formula with σ = 20%. Lastly, in these results, we take
Λ := {$1, $10, $20, . . . , $60, $70, $71, . . . , $129, $130, $140, . . . , $190, $200, $10000}.
In Table 3, we illustrate the resulting static hedge positions corresponding to the super-replication
strategy for an upper bound. As expected, the super-replicating strategy is long-volatility at
T2 and neutral volatility at T1. Notice, for strikes $80 through $120, the super-hedge positions
are approximately proportional to 1/K2, which matches the theoretical hedge position when all
strikes available.
The resulting no-arbitrage upper bound on the price of this variance swap is $0.0208, which
may also be expressed in normalized volatility form as
√
T−12 × 0.0208 ≈ 22.3%. Similarly, in
Table 4, we illustrate the resulting static hedge positions corresponding to the sub-replication
strategy for a lower bound. The resulting no-arbitrage lower bound on the price of this variance
swap s $0.0156, which can alternatively be expressed as
√
T−12 × 0.0156 ≈ 19.3%.
2.3 Discretely-Monitored Gamma Swap
Finally, we consider an instance with n >> 1. Here, we consider the problem of obtaining
model-free no-arbitrage bounds on the price of a type of discretely-monitored gamma swap.
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Strike $70 $80 $90 $100 $110 $120 $130
λ1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
λ2 0.0964 0.0031 0.0025 0.0020 0.0017 0.0014 0.0151
Table 3: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, cor-
responding to a super-hedge of a continuously-monitored variance swap. The corresponding
super-replication value is $0.0208.
Strike $70 $80 $90 $100 $110 $120 $130
λ1 0.0292 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
λ2 -0.0251 0.0032 0.0024 0.0021 0.0016 0.0014 0.0013
Table 4: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, corresponding
to a sub-hedge of a continuously-monitored variance swap. The corresponding sub-replication
value is $0.0156.
The pay-off of a gamma swap is typically defined as
n∑
k=1
XTk log
(
XTk/XTk−1
)2
, (4)
where the extra term XTk has been added to the pay-off of a discretely-monitored variance swap.
This serves multiple purposes. For our purposes, it mainly serves to protect from crash risk in
the pay-off without artificially putting a cap on the value of X. In practice, this modification
is also useful for dispersion trading and expressing views on the volatility skew. For more on
gamma swaps, see [28].
For the purposes of this paper, we need to slightly modify the definition above further.
The pay-off (4) is not bounded above by an affine function, so it is impossible to super-hedge
with only call and put options. We modify the pay-off slightly to satisfy the desired property3,
changing it to
n∑
k=1
(XTk ∧XTk−1) log
(
XTk/XTk−1
)2
.
We then write the model-free no-arbitrage upper bound in the following form:
sup
Q∈Q
EQ
[
n∑
k=1
(XTk ∧XTk−1) log (Xk/Xk−1)
2
]
s.t. Bidk,ℓ ≤ E
Q
[
(XTk − Strikek,ℓ)
+] ≤ Askk,ℓ for each ℓ ∈ {1, . . . , pk}
and each k ∈ {1, . . . , n},
where Bidk,ℓ and Askk,ℓ represent the market bid-ask spread of a call option with expiration Tk
and strike Strikek,ℓ. We emphasize that, in practice, we will have pk = 0 for most k ∈ {1, . . . , n}.
We take C := (0,∞) in this computation.
This translates into the framework of (1) by taking d = 1, fk(yk, yk−1) = (yk∧yk−1) log(yk/yk−1)
2,
and
gk(yk, yk−1) :=


(yk − Strikek,1)
+ − Bidk,1
Askk,1 − (yk − Strikek,1)
+
...
(yk − Strikek,pk)
+ − Bidk,pk
Askk,pk − (yk − Strikek,pk)
+


for each k ∈ {1, . . . , n}. Of course, we can also obtain a lower bound by taking f˜n := −fn.
3We leave it to the interested reader to check that (x ∧ y) log(x/y)2 ≤ 4e−2(x+ y) for all x, y ∈ (0,∞).
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In the following, we consider the results of a numerical implementation of the corresponding
finite-dimensional approximation given by (3). Here, we take x0 = $100, n = 100, and Tk =
k/240 for each k ∈ {1, . . . , 100}. This is intended to approximate a five-month gamma swap
with daily-monitoring4 We take pk = 0 for all k except k ∈ {40, 100}, where we have pk = 7.
We take Strikek = {$70, . . . , $130} for each k ∈ {40, 100} and generate bid-ask spreads from the
Black-Scholes pricing formula with σ = 20%. Lastly, in these results, we take
Λ := {$1, $10, $20, . . . , $60, $70, $71, . . . , $129, $130, $140, . . . , $190, $200, $10000}.
In Table 5, we illustrate the resulting static hedge positions corresponding to the super-replication
strategy for an upper bound. As with the continuously-monitored variance swaps, most of the
static hedging positions are placed with 5-month call options. We note the near-the-money
hedge positions are approximately those of the variance swap scaled by 100. The resulting
no-arbitrage upper bound on the price of this gamma swap is $1.9389. Similarly, in Table 6,
we illustrate the resulting static hedge positions corresponding to the sub-replication strategy
for a lower bound. The resulting no-arbitrage lower bound on the price of this gamma swap s
$1.2443.
Strike $70 $80 $90 $100 $110 $120 $130
λ1 3.8765 0.0001 0.0000 0.0000 0.0000 0.0002 0.0010
λ2 1.2818 0.2468 0.2196 0.1979 0.1800 0.1651 1.1993
Table 5: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, corresponding
to a super-hedge of a discretely-monitored gamma swap. The corresponding super-replication
value is $1.9389.
Strike $70 $80 $90 $100 $110 $120 $130
λ1 -15.7755 -0.0005 0.0111 0.0069 -0.0206 -0.0234 0.0238
λ2 -0.9658 0.1504 0.1478 0.1947 0.1555 0.0686 -0.4911
Table 6: Static positions in call options expiring at times T1 = 1/6 and T2 = 5/12, corresponding
to a sub-hedge of a discretely-monitored gamma swap. The corresponding sub-replication value
is $1.2443.
3 Proof of Main Results
In this section we consider a sequence of results which are used to prove Theorem 1. There are
essentially three main ideas in this section:
1. The expectation-constrained robust maximization problem can be related to an uncon-
strained robust maximization problem via standard Lagrangian duality theory,
2. The solution of a unconstrained robust maximization problem can be written concretely
in terms of iterated concave envelopes, and
3. The computation of iterated concave envelopes may be expressed as a single minimization
problem.
The second and third idea are contained in the analysis of duality for an unconstrained robust
maximization problem, while the first will then be used in the proof of Theorem 1.
4Here, we simplify to assume twenty equally-spaced business days in each month to avoid dealing with actual
day count conventions and trading holiday calendars, although these complications can easily be added for
practical applications.
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3.1 Weak Duality for an Unconstrained Robust Maximization Problem
We start by considering an unconstrained version of the robust maximization problem in (1).
For fixed continuous functions h1, . . . , hn : R
d+1 → R, we define
p⋆ := sup
Q∈Q
EQ
[
n∑
k=1
hk
(
XTk , . . . ,XTk−d
)]
. (5)
As in the setup of the constrained maximization problem (1), we make the assumption that
each h1, . . . , hn may be bounded from above by an affine function.
The goal of this section is to relate p⋆ to the following minimization problem:
d⋆ := inf
φ∈C0(Cd+1,R)n
φ1(x0, x0, . . . , x1−d)
s.t. φn ≥ hn
φk(yk, . . . , yk−d) ≥ hk(yk, . . . , yk−d) + φk+1(yk, yk, . . . , yk−d+1)
for all k ∈ {1, . . . , n− 1} and (yk, . . . , yk−d) ∈ C
d+1
φk is concave in its first entry for each k ∈ {1, . . . , n}.
(6)
The intuition here is that (6) encodes the computation of a sequence of iterated concave
envelopes. Our goal is to eventually show that strong duality holds. That is, that p⋆ = d⋆.
We start by showing that both p⋆ and d⋆ are finite.
Proposition 1. Both p⋆, d⋆ < +∞.
Proof. By assumption, each h1, . . . , hn is bounded from above by an affine function. Then there
exists α ∈ Rn and β ∈ Rn×(d+1) such that
hk(yk, . . . , yk−d) ≤ αk +
d∑
ℓ=0
βk,ℓyk−ℓ
for each k ∈ {1, . . . , n}.
Let Q ∈ Q be any martingale measure for X. Then we can directly compute
EQ
[
n∑
k=1
hk
(
XTk , . . . ,XTk−d
)]
≤ EQ
[
n∑
k=1
[
αk +
d∑
ℓ=0
βk,ℓXTk−ℓ
]]
=
n∑
k=1
[
αk +
d∑
ℓ=0
βk,ℓx(k−ℓ)∧0
]
.
This upper-bound is independent of the choice of Q, so we conclude
p⋆ ≤
n∑
k=1
[
αk +
d∑
ℓ=0
βk,ℓx(k−ℓ)∧0
]
< +∞.
Next, define φ1, . . . , φn : R
d+1 → R recursively as follows: Let φn(yn, . . . , yn−d) := αn +∑d
ℓ=0 βn,ℓyn−ℓ. For each k ∈ {1, . . . , n − 1}, let
φk(yk, . . . , yk−d) := αk +
d∑
ℓ=0
βk,ℓyk−ℓ + φk+1(yk, yk, . . . , yk−d+1).
By construction, each φ1, . . . , φn is affine (hence concave in the first coordinate) and satisfies
the constraints of (6). Then φ1, . . . , φn is an admissible choice of functions, so we conclude
d⋆ < +∞.
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Proposition 2. Both p⋆, d⋆ > −∞.
Proof. The first inequality follows by taking Q ∈ Q to be the trivial martingale measure under
which XTk = x0 for all k ∈ {1, . . . , n}. Then we immediately compute
p⋆ ≥ EQ
[
n∑
k=1
hk
(
XTk , . . . ,XTk−d
)]
=
n∑
k=1
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
> −∞.
For the second inequality, suppose that φ1, . . . , φn : R
d → R is any set of functions satisfying
the constraints in (6). Then we claim that
φℓ
(
xℓ∧0, x(ℓ−1)∧0, . . . , x(ℓ−d)∧0
)
≥
n∑
k=ℓ
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
for each ℓ ∈ {1, . . . , n}.
The case ℓ = n follows immediately from the property φn ≥ hn. Then suppose that, for
some ℓ ∈ {1, . . . , n− 1}, we know that
φℓ+1
(
x(ℓ+1)∧0, xℓ∧0, . . . , x(ℓ−d+1)∧0
)
≥
n∑
k=ℓ+1
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
.
Recall that φℓ(yℓ, . . . , yℓ−d) ≥ hℓ(yℓ, . . . , yℓ−d) + φℓ+1(yℓ, yℓ, . . . , yℓ−d+1) for all (yℓ, . . . , yℓ−d) ∈
Rd+1. Then, in particular, we compute
φℓ(xℓ∧0, x(ℓ−1)∧0, . . . , x(ℓ−d)∧0) ≥ hℓ(xℓ∧0, . . . , x(ℓ−d)∧0) + φℓ+1(xℓ∧0, xℓ∧0, . . . , x(ℓ−d+1)∧0)
= hℓ(xℓ∧0, . . . , x(ℓ−d)∧0) + φℓ+1(x(ℓ+1)∧0, xℓ∧0, . . . , x(ℓ−d+1)∧0)
≥
n∑
k=ℓ
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
,
where the equality follows because ℓ ∈ {1, . . . , n − 1} implies ℓ ∧ 0 = (ℓ + 1) ∧ 0 = 0. Then by
backwards induction on ℓ, the general claim holds.
In particular, the case ℓ = 1 implies that
φ1(x0, x0, . . . , x1−d) ≥
n∑
k=1
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
.
But because lower bound is independent of choice of φ1, . . . , φn, we conclude
d⋆ ≥
n∑
k=1
hk
(
xk∧0, x(k−1)∧0, . . . , x(k−d)∧0
)
> −∞.
Now, we demonstrate a weak duality relationship between p⋆ and d⋆.
Lemma 1. p⋆ ≤ d⋆.
Proof. We know −∞ < d⋆ < +∞, so for any ǫ > 0 there exists functions φ1, . . . , φn : R
d → R
which are admissible for (6) and satisfy
d⋆ + ǫ ≥ φ1(x0, x0, . . . , x1−d).
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Let Q ∈ Q be an arbitrary martingale measure for X. We first claim that
EQ
[
n∑
k=ℓ
hk
(
XTk ,XTk−1 , . . . ,XTk−d
)]
≤ EQ
[
φℓ
(
XTℓ−1 ,XTℓ−1 , . . . ,XTℓ−d
)]
for each ℓ ∈ {1, . . . , n}.
The case ℓ = n follows because φn ≥ hn and φn is concave in its first entry. Then we can
compute
EQ
[
hn
(
XTn ,XTn−1 , . . . ,XTn−d
)]
≤ EQ
[
φn
(
XTn ,XTn−1 , . . . ,XTn−d
)]
≤ EQ
[
φn
(
EQ
[
XTn | FTn−1
]
,XTn−1 , . . . ,XTn−d
)]
= EQ
[
φn
(
XTn−1 ,XTn−1 , . . . ,XTn−d
)]
.
In the second inequality, we applied Jensen’s inequality, and in the following equality, we applied
the martingale property of X under Q.
Now, suppose that for some ℓ ∈ {1, . . . , n− 1} we know
EQ
[
n∑
k=ℓ+1
hk
(
XTk ,XTk−1 , . . . ,XTk−d
)]
≤ EQ
[
φℓ+1
(
XTℓ+1 ,XTℓ+1 , . . . ,XTℓ+1−d
)]
.
Recall that φℓ is concave in its first entry and that φℓ(yℓ, yℓ−1, . . . , yℓ−d) ≥ hℓ(yℓ, yℓ−1, . . . , yℓ−d)+
φℓ+1(yℓ, yℓ, . . . , yℓ−d+1) for all (yℓ, . . . , yℓ−d) ∈ R
d+1. Then applying the same logic as before,
we can compute
EQ
[
n∑
k=ℓ
hk
(
XTk ,XTk−1 , . . . ,XTk−d
)]
≤ EQ
[
hℓ(XTℓ ,XTℓ−1 , . . . ,XTℓ−d)
+φℓ+1
(
XTℓ+1 ,XTℓ+1 , . . . ,XTℓ+1−d
)]
≤ EQ
[
φℓ
(
XTℓ ,XTℓ−1 , . . . ,XTℓ−d
)]
≤ EQ
[
φℓ
(
EQ
[
XTℓ | FTℓ−1
]
,XTℓ−1 , . . . ,XTℓ−d
)]
= EQ
[
φℓ
(
XTℓ−1 ,XTℓ−1 , . . . ,XTℓ−d
)]
.
Then the general statement holds by backwards induction on ℓ.
Using the ℓ = 1 case, we conclude
EQ
[
n∑
k=1
hk
(
XTk ,XTk−1 , . . . ,XTk−d
)]
≤ EQ
[
φ1
(
XT0 ,XT0 , . . . ,XT1−d
)]
= φ1(x0, x0, . . . , x1−d)
≤ d⋆ + ǫ.
However, because Q was arbitrary and the upper bound is independent of Q, we conclude
p⋆ ≤ d⋆ − ǫ.
Because ǫ > 0 was arbitrary, the lemma follows.
3.2 Strong Duality for an Unconstrained Robust Maximization Problem
Now we work towards a reverse inequality between p⋆ and d⋆. We also aim to make clear the
relationship between d⋆ and a computation of iterated concave envelopes. To this end, we define
a sequence of functions φ⋆1, . . . , φ
⋆
n : R
d+1 → R via the following:
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• The map yn 7→ φ
⋆
n(yn, yn−1, . . . , yn−d) is the concave envelope of yn 7→ hn(yn, yn−1, . . . , yn−d),
• For each k ∈ {1, . . . , n− 1}, the map yk 7→ φ
⋆
k(yk, yk−1, . . . , yk−d) is the concave envelope
of yk 7→ hk(yk, yk−1, . . . , yk−d) + φ
⋆
k+1(yk, yk, . . . , yk−d+1).
These functions may be be infinite-valued in principle, but we note the assumption on each hk
being bounded above by an affine function is enough to guarantee each is finite-valued.
Before stating the desired lemma, we first recall the following important result about concave
envelopes:
Lemma 2. Fix φ : R→ R and let φˆ : R→ R denote the concave envelope of φ. For any y ∈ R
such that φˆ(y) < +∞ and any ǫ > 0, there exists p ∈ [0, 1] and z1, z2 ∈ R such that
y = p z1 + (1− p) z2
such that
φˆ(y)− ǫ ≤ p φ(z1) + (1− p)φ(z2).
Proof. See Corollary 17.1.5 in [37].
This result will be used to construct approximate martingale measures which relate to the
functions φ⋆1, . . . , φ
⋆
n. With this in hand, we consider the following:
Lemma 3. d⋆ ≤ p⋆.
Proof. We proceed in three steps.
1. Fix an arbitrary ǫ > 0. Then we claim we can construct a martingale measure Q ∈ Q
under which
φ⋆1(x0, x0, . . . , x1−d) ≤ E
Q
[
n∑
k=1
hk
(
XTk , . . . ,XTk−d
)]
+ nǫ.
Suppose first that we can construct such a measure. Then this would imply
d⋆ ≤ φ⋆1(x0, x0, . . . , x1−d) ≤ p
⋆ + nǫ,
and because ǫ > 0 is arbitrary, the lemma would follow.
2. We now construct such a measure Q via a sequence of transition measures. To start,
we specify that the joint measure of (XT0 , . . . ,XT1−d) is a Dirac measure centered at
(x0, . . . , x1−d).
We then define Q recursively as follows:
For each k ∈ {1, . . . , n− 1}, we define the measure of XTk conditional on FTk−1 to be the
sum of two Dirac measures centered at z1 and z2, with probability p1 and p2 respectively,
such that
p1 z1 + p2 z2 = XTk−1
and
φ⋆k
(
XTk−1 ,XTk−1 , . . . ,XTk−d+1
)
≤ ǫ+
2∑
i=1
pi
[
hk
(
zi,XTk−1 , . . . ,XTk−d+1
)
+ φ⋆k+1
(
zi, zi, . . . ,XTk−d+1
)]
.
Lastly, we define the measure of XTn conditional on FTn−1 to be the sum of two Dirac
measures centered at z1 and z2 with probability p1 and p2 respectively, such that
p1 z1 + p2 z2 = XTn−1
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and
φ⋆n
(
XTn−1 ,XTn−1 , . . . ,XTn−d+1
)
≤ ǫ+
2∑
i=1
pi hn
(
zi,XTn−1 , . . . ,XTn−d+1
)
.
This makes sense for fixed (XTk−1 , . . . ,XT+1−d) using Lemma 2, but, at first glance, could
require measurable selection arguments for the resulting measure Q to be well-defined.
We claim this is not the case, but first let us consider why such a measure Q would satisfy
the desired inequality.
This process defines a martingale measure for X by definition as
EQ
[
XTk | FTk−1
]
= p1 z1 + p2 z2 = XTk−1 .
We next claim that
φ⋆ℓ
(
XTℓ−1 ,XTℓ−1 , . . . ,XTℓ−d+1
)
≤ (n− ℓ+ 1)ǫ+ EQ
[
n∑
k=ℓ
hk
(
XTk , . . . ,XTk−d
)
| FTℓ−1
]
,
almost-surely, for each ℓ ∈ {1, . . . , n}.
The case ℓ = n literally follows from the definition of Q. Then suppose that for some
ℓ ∈ {1, . . . , n− 1} we know that
EQ
[
φ⋆ℓ+1
(
XTℓ ,XTℓ , . . . ,XTℓ−d+2
)]
≤ (n− ℓ)ǫ+ EQ
[
n∑
k=ℓ+1
hk
(
XTk , . . . ,XTk−d
)
| FTℓ
]
,
almost-surely. Using this and the definition of Q, we compute
φ⋆ℓ
(
XTℓ−1 ,XTℓ−1 , . . . ,XTℓ−d+1
)
≤ ǫ+ EQ
[
hℓ
(
XTℓ , . . . ,XTℓ−d
)
| FTℓ−1
]
+EQ
[
φ⋆ℓ+1
(
XTℓ ,XTℓ , . . . ,XTℓ−d+1
)
| FTℓ−1
]
≤ (n− ℓ+ 1)ǫ+ EQ
[
n∑
k=ℓ
hk
(
XTk , . . . ,XTk−d
)
| FTℓ−1
]
.
Then the general claim follows from backwards induction on ℓ. The case ℓ = 1 then
demonstrates the required inequality from the first step.
3. Lastly, we claim that the construction of Q can be carried out without invoking measurable
selection. In particular, we claim that at any stage of the process, the joint measure
of
(
XTk ,XTk−1 , . . . ,XT1−d
)
is the sum of finitely-many Dirac measures. Then we are
only invoking Lemma 2 finitely-many times at each stage and do not require measurable
selection.
The case k = 0 follows directly from the definition of Q. Then, if the joint measure of(
XTk ,XTk−1 , . . . ,XT1−d
)
is a sum of m Dirac measures, then by definition, the conditional
measure of XTk+1 given FTk is the sum of two Dirac measures. Then the joint measure
of
(
XTk+1 ,XTk , . . . ,XT1−d
)
is the sum of at-most (2m) Dirac measures. Then the general
result holds immediately by induction on k.
Of course, we then have as an immediate corollary that p⋆ = d⋆.
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3.3 Proof of Theorem 1
Finally, we provide a short proof of Theorem 1 using the duality results of the previous section
along with results from standard Lagrange duality theory.
Proof of Theorem 1. We start by claiming the following inequality holds:
p⋆ ≤ inf
λ≥0
D(λ) := inf
λ≥0
sup
Q∈Q
EQ
[
n∑
k=1
fk
(
XTk , . . . ,XTk−d
)
+ λk · gk
(
XTk , . . . ,XTk−d
)]
. (7)
This is a result of applying standard Lagrangian duality theory to (1) (see [37, 11]). Furthermore,
we claim that if there exists Q ∈ Q such that EQ
[
gk
(
XTk , . . . ,XTk−d
)]
≥ 0 component-wise for
each k ∈ {1, . . . , n}, then we have equality above. This is Slater’s condition in the special case
of affine constraints, which can be found in the previous references or in [41, 18] for specifics of
the infinite-dimensional case.
For any fixed λ ∈ Rp1 × · · · × Rpn , define hλ1 , . . . , h
λ
n : R
d+1 → R as
hλk(yk, . . . , yk−d) := fk(yk, . . . , yk−d) + λk · gk(yk, . . . , yk−d)
for each k ∈ {1, . . . , n}. If f1, . . . , fn and g1, . . . , gn are bounded from above by affine functions,
then so are h1, . . . , hn. Then by Lemma 1 and Lemma 3, we have
D(λ) = sup
Q
EQ
[
n∑
k=1
hλk
(
XTk , . . . ,XTk−d
)]
= inf
φ∈C0(Cd+1,R)n
φ1(x0, x0, . . . , x1−d)
s.t. φn ≥ h
λ
n
φk(yk, . . . , yk−d) ≥ h
λ
k(yk, . . . , yk−d) + φk+1(yk, yk, . . . , yk−d+1)
for all k ∈ {1, . . . , n − 1} and (yk, . . . , yk−d) ∈ C
d+1
φk is concave in its first entry for each k ∈ {1, . . . , n}.
(8)
Putting together (7) and (8), and introducing hλ1 , . . . , h
λ
n as auxiliary variables in the minimiza-
tion for convenience of notation, we obtain the stated result.
4 Discussion and Conclusion
The key contribution of this paper is showing how to re-write a expectation-constrained robust
maximization problem in a dual minimization form which intuitively encodes the computation
of iterated concave envelopes. One immediate application is to obtain model-free no-arbitrage
bounds on the prices of several exotic financial derivatives, but we note that the ideas may have
broader application.
There is a broad literature on constrained stochastic control. One common approach is
to introduce extra state variables corresponding to the constraint and directly solve a state-
constrained optimal control problem [10, 38, 26], although rigorously proving dynamic pro-
gramming results can pose technical difficulties. There are particular technical difficulties intro-
duced by our consideration of a maximization over martingale measures, as illustrated in [5, 19].
An alternative method is to re-write the original problem as a related multi-level optimization
problem, as in [31, 3, 4], but this depends heavily on the structure of the problem. Lastly,
many authors take a Lagrangian approach and convert the constrained maximization problem
to a convex minimax problem [22, 30, 29], although there are certainly theoretical issues with
computing sub-gradients as illustrated in [32]. The contents of this paper are an addition to the
latter approach, and suggest how to convert to a convex minimization problem when additional
strong duality results holds.
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The approach of this paper may initially seem different than much of the literature on super-
replication, which often views the problem as an optimal control problem [20, 13, 9, 39, 8] or
optimal martingale transport problem [7, 17, 15]. Instead, we take the approach of viewing
super-replication as a linear program subject to constraints, in the spirit of [1, 36, 6]. We note,
however, there is an intuitive connection between a viscosity approach and ours, in that the
minimization problem is analogous to the minimization over all viscosity super-solutions in the
Perron method [23, 14]. We expect that in future research, this more general concept may
be used to create minimization schemes for computing no-arbitrage price bounds for various
types of exotic derivatives with path-dependent pay-offs requiring the introduction of additional
state-variables.
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