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a b s t r a c t
In this work, we are concerned with oscillation of third-order nonlinear functional




)′)′ + p (t) y′ + q(t) f (y(g(t))) = 0.
By using a Riccati type transformation and integral averaging technique, we establish some
new sufficient conditions under which every solution y(t) either oscillates or converges to
zero as t →∞.
Unlike ones from the known works in the literature, our results are applicable to
nonlinear functional differential equations of the above formwhen f (u) = |u|α−1u, α > 0.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this work we are concerned with the oscillatory behavior of solutions of nonlinear third-order functional differential




)′)′ + p(t)y′ + q(t) f (y(g(t))) = 0, t ≥ T0, (1.1)
where T0 > 0 is a fixed positive real number, and:
(a) r1, r2 ∈ C[T0,∞), r1 > 0, r2 > 0;
(b) q ∈ C[T0,∞), q(t) ≥ 0 and q(t) 6≡ 0 in the neighborhood of∞;
(c) p ∈ C1[T0,∞), p(t) ≥ 0;
(d) g ∈ C1[T0,∞), g ′(t) ≥ 0, limt→∞ g(t) = ∞;
(e) f ∈ C(−∞,∞) ∩ C1(−∞, 0) ∩ C1(0,∞), uf (u) > 0, f ′(u) ≥ 0 for u 6= 0;
(f) there exists K0 > 0 such that f ′(u) ≥ K0 for |u| ≥ D for some fixed D > 0.
We consider only those solutions of Eq. (1.1) which are defined and nontrivial in the neighborhood of infinity. We tacitly
assume that such solutions exist. As usual, a solution is called oscillatory if it has arbitrarily large zeros; otherwise it is called
nonoscillatory.
Although the oscillation theory for second-order functional differential has been well developed, that of third-order
equations has received considerably less attention. For some results we refer the reader in particular to [1–22], and the
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references cited therein. In particular, Tiryaki and Aktaş [20] have studied the oscillation behavior of Eq. (1.1) under the
conditions (a)–(d), g(t) ≤ t , and
f (u)
u
≥ K for all u 6= 0 and for some K > 0. (1.2)
In fact, they extend to Eq. (1.1) the oscillation criteria previously obtained by Saker [13] for Eq. (1.1) with p(t) ≡ 0 and
g(t) = t − σ , σ ≥ 0. However, due to the growth condition (1.2) both studies cannot apply to Eq. (1.1) when
f (u) = |u|α−1u, (α > 0) (1.3)
which is of theoretical and practical interest. Such an equation is called superlinear if α > 1 and sublinear if α < 1. Although
there is an extensive literature concerning the oscillation of second-order superlinear or sublinear equations, to the best of
our knowledge there is almost no study for third-order superlinear or sublinear equations of the form (1.1). Therefore our
aim is to obtain new oscillation criteria for solutions of Eq. (1.1) under the monotonicity conditions on f in (e) and (f), which
allow f to take the form (1.3).
One of the most useful methods for studying the oscillation behavior of nonlinear equations is the integral averaging
technique which employs weighted averages of coefficients; see [23,24] for second-order equations. For third-order
equations, as far as we know, there are only two papers [13,20] in this direction; however they fail to apply when f satisfies
(1.3) with α 6= 1. Our method will be based also on the integral averaging technique together with using an analog of the
well-known Kiguradze lemma and a Riccati type transformation.
2. Preliminaries
For the sake of brevity, we define L0y(t) = y (t), Liy(t) = ri(t) (Li−1y(t))′ (i = 1, 2), L3y (t) = (L2y(t))′. With this
notation, Eq. (1.1) takes the form
L3y(t)+ p(t)r1(t) L1y(t)+ q(t) f (y(g(t))) = 0.












Lemmas 2.1 and 2.2 below are given in [20] when g(t) ≤ t . The general case is similar.




z = 0 (2.1)
is nonoscillatory. If y is a nonoscillatory solution of Eq. (1.1), then there exists a T1 ≥ T0 such that either y(t)L0y(t) > 0 or
y(t)L1y(t) < 0 for all t ≥ T1.
Lemma 2.2. Let
R2 (t, T0)→∞ as t →∞. (2.2)
If y is a nonoscillatory solution of Eq. (1.1) which satisfies y(t)L1y(t) ≥ 0 for all large t, then there exists a T1 ≥ T0 such that
L0y(t)Lky(t) > 0, k = 0, 1, 2; L0y (t) L3y(t) ≤ 0 for all t ≥ T1. (2.3)
A nonoscillatory solution y of Eq. (1.1) is said to have property V2 (see [20]) if it satisfies the inequalities given by (2.3).
If, in addition to (2.2),
R1 (t, T0)→∞ as t →∞, (2.4)
then one can easily show that every nonoscillatory solution y with property V2 is unbounded, and therefore we have
f ′(y(t)) ≥ K0 for all t sufficiently large; see (f).
In what follows we define
σ(t) = min{t, g(t)}. (2.5)
The definition (2.5) will allow us to consider the delayed and advanced type equations simultaneously.
Lemma 2.3. Assume that there exists a continuous function g∗(t) defined on [T0,∞) such that g∗(t) ≤ σ(t) for all t ≥ T0 and
that limt→∞ g∗(t) = ∞. If y is a solution of Eq. (1.1) with property V2, then there exists a T1 ≥ T0 such that
L1y (σ (t)) ≥ R2 (σ (t), g∗(t)) L2y(t) for all t ≥ T1. (2.6)
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Proof. Without loss of generality we may assume that y(t) > 0 for large t . Since limt→∞ g∗(t) = ∞ and y has property V2,









L2y(s)ds ≥ L2y(σ (t))R2 (σ (t) , g∗(t)) .
Since L2y (σ (t)) ≥ L2y(t), the conclusion (2.6) follows. 
Lemma 2.4. Let ρ2 be a sufficiently smooth positive function defined on [T0,∞) and set
φ(t) = (r2(t)ρ ′2(t))′r1(t)+ ρ2(t)p(t).
Suppose that there exists a T1 ≥ T0 such that
ρ ′2(t) ≥ 0, φ(t) ≥ 0, φ′(t) ≤ 0, (2.7)∫ ∞
T1
ρ2(s)q(s)ds = ∞. (2.8)
If (2.4) holds and y is a nonoscillatory solution of Eq. (1.1) which satisfies y(t)L1y(t) ≤ 0 for all t ≥ T1, then limt→∞ y(t) = 0.
Proof. Let y be a nonoscillatory solution of Eq. (1.1). Without loss of generality, we may assume that y(t) > 0 and
y(g(t)) > 0 for t ≥ t0 for some t0 ≥ T0. Then L1y(t) becomes eventually negative. Let limt→∞ y(t) = λ ≥ 0. Assume
that λ 6= 0. Then y(t) ≥ λ/2, and by the monotonicity of f , f (y(g(t))) ≥ f (λ/2) for all t ≥ t1 for some t1 ≥ t0. Multiplying
(1.1) through by ρ2(t) and integrating from t1 to t , we obtain






ρ2(s)q(s) f (y(g(s)))ds+ c0,
where c0 is a constant. It follows in view of (2.7) that




Employing (2.8) we see from (2.9) that L2y(t)must take on negative values for t sufficiently large. By using (2.4) we see that
y(t)must be eventually negative, a contradiction. Hence λ = 0. 
3. The main results
Theorem 3.1. Assume that (2.2), (2.4), (2.7), (2.8) hold, and that Eq. (2.1) is nonoscillatory. Let g∗(t) be as defined in Lemma 2.3.










ds = ∞ (3.1)
for some T > T0, where
A(t) = K0R2 (σ (t), g∗(t)) g
′(t)
r1 (g(t)) ρ1(t)




− p(t)R2 (σ (t), g∗(t))
r1(t)
,
then every solution y of Eq. (1.1) either oscillates or converges to zero as t →∞.
Proof. Let y be a nonoscillatory solution of Eq. (1.1). Without loss of generality, we may assume that y(t) > 0 and
y(g(t)) > 0 for t ≥ t0 ≥ T0. From Lemma 2.1 it follows that L1y(t) > 0 or L1y(t) < 0 for t ≥ t1 ≥ t0. If L1y(t) > 0
for t ≥ t1, then from Lemma 2.2 we see that y has property V2. In view of the remark made after Lemma 2.2, we can write
f ′(y(t)) ≥ K0 > 0.
Define
ω(t) = ρ1(t) L2y(t)f (y(g(t))) for t ≥ t1. (3.2)
In view of Eq. (1.1), by employing Lemma 2.3 (increasing the size of t1 if necessary) we have
ω′(t) ≤ −ρ1(t)q (t)−
[
A(t)ω2(t)− B(t)ω(t)] (3.3)
for all t ≥ t1, where
A(t) = K0R2 (σ (t), g∗(t)) g
′(t)
r1 (g(t)) ρ1(t)




− p(t)R2 (σ (t), g∗(t))
r1(t)
.
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Completing the square in (3.3) we obtain




In view ofw > 0, integrating (3.4) from t1 to t leads to a contradiction with (3.1).
Let y(t) > 0, L1y(t) < 0 for t ≥ t1. By Lemma 2.4, we have limt→∞ y(t) = 0. 





y(λt) = 0, t ≥ 1, λ > 0, (3.5)
where p0, q0, α, and β are some constants. If we choose ρ1(t) = ρ2(t) = t2, and g∗(t) = t/2 when λ ≥ 1, and g∗(t) = λt/2
when 0 < λ < 1, then we may conclude from Theorem 3.1 that every solution y(t) of Eq. (3.5) either oscillates or satisfies
y(t)→ 0 as t →∞ for 0 ≤ p0 ≤ 1/4, q0 > 0, α ≥ 2, and β < 3. On the other hand, if α = 2 and β = 3 then we have the




for 0 < λ < 1; q0 > (4− p0)
2
8λ
for λ ≥ 1.
In fact, if λ = 1 (the equation is of Euler type), then, for the choice of p0 = 1/4 and q0 = 25/4, we see that y1(t) = 1/t ,








are solutions of Eq. (3.5).
Next we establish new oscillation criteria for Eq. (1.1) by using the integral averaging technique due to Philos [25]. We
need the class of functions P . Let
D0 = {(t, s) : t > s > T0} and D = {(t, s) : t ≥ s > T0} .
A function H ∈ C (D,R) is said to belong to the classP if H(t, s) > 0 for all (t, s) ∈ D0, H(t, t) = 0, H(t, s) has a continuous
and nonpositive partial derivative on D0 with respect to the second variable, and for a positive continuous function h(t, s),
−∂H(t, s)
∂s
= h(t, s)√H(t, s) for all (t, s) ∈ D0.
For the choice H(t, s) = (t − s)n, (n ≥ 1), the Philos type conditions reduce to the Kamenev type ones.
Theorem 3.2. Assume that (2.2), (2.4), (2.7), (2.8) hold, and that Eq. (2.1) is nonoscillatory. Let g∗(t) be as defined in Lemma 2.3.












ds = ∞ (3.6)
for every T > T0, where
Q (t, s) = h(t, s)−√H(t, s)(ρ ′1(s)
ρ1(s)
− p(s)R2 (σ (s), g∗(s))
r1 (s)
)




then every solution y of Eq. (1.1) is either oscillatory or satisfies limt→∞ y(t) = 0.
Proof. Let y be a nonoscillatory solution of Eq. (1.1), which we may assume to be eventually positive. Proceeding as in the






[−ω′ (s)+ B(s)ω(s)− A(s)ω2(s)] ds






ω(s)+ H(t, s) [B(s)ω (s)− A(s)ω2(s)]} ds








H (t, s)− H(t, s)B(s)
]}
ds
















ds ≤ ω (t1) ,
which clearly contradicts (3.6).
Let y(t) > 0 and L1y(t) < 0 for t ≥ t1. By Lemma 2.4, we have limt→∞ y(t) = 0. 
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Corollary 3.1. Assume that (2.2), (2.4), (2.7), (2.8) hold, and that Eq. (2.1) is nonoscillatory. Let g∗(t) be as defined in Lemma 2.3.




H (t, T )
∫ t
T
ρ1(s)H(t, s)q (s) ds = ∞; lim sup
t→∞
1






then every solution y of Eq. (1.1) either oscillates or satisfies limt→∞ y(t) = 0.









|y|α−1 y = 0, t ≥ 1, α > 1. (3.7)
If one takes ρ1(t) = ρ2(t) = t, H (t, s) = (t − s)2, and g∗(t) = t/2, then the conditions of Theorem 3.2 hold. Thus, every
solution y of (3.7) either oscillates or satisfies y(t)→ 0 as t →∞.













H (t, T )
∫ t
T
ρ1(s)r1 (g(s))Q 2(t, s)
R2 (σ (s), g∗(s)) g ′(s)
ds <∞, (3.9)
and that there exists Ψ ∈ C[T0,∞) such that∫ ∞
T
Ψ 2+(s)
R2 (σ (s), g∗(s)) g ′(s)
ρ1(s)r1 (g(s))












ds ≥ Ψ (T ) . (3.11)
Then every solution y of Eq. (1.1) either oscillates or satisfies limt→∞ y(t) = 0.
Proof. As in the proof of Theorem 3.2, we have∫ t
t1









































By virtue of (3.11), we obtain





































H(t, s)Q (t, s)ω(s)ds.
It follows from (3.12) that lim inft→∞ [α(t)+ β(t)] < ∞. The remainder of the proof of this case is similar to that of the
proofs of the corresponding theorems in [26–29,13,18,30] and hence is omitted.
If y(t) > 0 and L1y(t) < 0 holds, the proof is similar to that of the proof of Lemma 2.4 and hence is omitted. Thus, the
proof is complete. 
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|y|α−1y = 0, t ≥ 1, α > 1. (3.13)
Let H(t, s) = (t − s)2, ρ1(t) = 1, ρ2(t) = t3, g∗(t) = t − 1, and ψ(t) = 1/(3t3). We have Q (t, s) = 2 and A(t) = t5. By
Theorem 3.3, every solution y of (3.13) either oscillates or satisfies limt→∞ y(t) = 0.








for every T > T0, then every solution y of Eq. (1.1) either oscillates or satisfies limt→∞ y(t) = 0.
Proof. The proof is similar to that of Theorem 3.3 and hence is omitted. 
In our last result we waive the condition (f).
Theorem 3.5. Let (2.2) and (2.4) hold, and p′(t) ≤ 0 for all t ≥ T for some T ≥ T0, and let Eq. (2.1) be nonoscillatory. If∫ ∞
T
q(s)ds = ∞, (3.14)
then every solution y of Eq. (1.1) either oscillates or satisfies limt→∞ y(t) = 0.







where c0 is a constant. Using (3.14) we see that L2y(t) < 0 for all large t , a contradiction.
Let y(t) > 0 and L1y(t) < 0 for t ≥ t1. If limt→∞ y(t) = λ > 0, then integrating Eq. (1.1) from a sufficiently large t2 ≥ t1
to t , we obtain




where c1 is a constant. Again, by (3.14) we have L2y(t) < 0 for large t . Consequently, y(t) < 0 for large t , a contradiction.
Hence limt→∞ y(t) = 0. This completes the proof of the theorem. 









|y (t + sin t)|α−1 y (t + sin t) = 0, t > 1, α > 0. (3.15)
Note that the deviating argument is of mixed type. Since all conditions of Theorem 3.5 are satisfied, every solution y of (3.15)
either oscillates or satisfies y(t)→ 0 as t →∞.
We should point out that none of the results in the literature, including the ones in [20], are applicable to Eqs. (3.5), (3.7),
(3.13) and (3.15).
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