Introduction
Regression analysis is a popular way of studying the relationship between a response y and a p-dimensional explanatory variable x. Often the observed response y does not vary linearly with x, but its transformation h(y) does, so that h(y) = x T 0 + ":
(1:1)
The term " is a random error that is uncorrelated with x and has zero mean. In this formulation, model (1.1) is identi able only up to a scale multiplication since any linear function of h(y) will satisfy (1.1). Any strictly monotonic transformation and p-dimensional direction =k k that satisfy (1.1) will be denoted by h(y) and 0 respectively. A family of response transformation models was proposed by Box & Cox (1964) who restricted the transformation h(y) to a member of a parametric family of transformations h(y; ) indexed by an unknown parameter . When is one-dimensional, a pro le loglikelihood can be shown graphically, as a means of choosing . Alternatively, Atkinson (1982) proposed the added-variable plot for a constructed variable. However, neither plot permits visualisation of the form of h(y).
Assume that (x 1 ; y 1 ); ; (x n ; y n ) are the observations. To show the form of the transformation h(y) graphically, Cook & Weisberg (1994) proposed the following method: (1) t the linear model y = b T x + e by choosing an estimateb to minimise where (u; v) is a convex function of u for each v and vice versa; (2) plot fy;b T xg and t a curveĥ(y) to the graph, whereĥ(y) is used as an estimate of h(y). Under some regularity conditions on the distribution of the predictors, Li & Duan's (1989) results imply thatb=kbk is a consistent estimator of h(y) is found in a class of functions that is larger than that envisaged for the true function, so that a exible class of functions is required that includes the unknown transformation.
Suppose we t a linear smoother to the graph fy;b T xg to estimate h(y). Following He and Shen (1997) , in this article we will estimate h(y) by projecting it into a B-spline space indexed by the basis (y) = f 1 (y); ; N (y)g T as de ned in x2. When h (y) = (y) T is used for the resulting smoothed estimate of h(y) for some projecting parameter , Cook & Weisberg's estimate of the transformation is the result of the rst iteration of the following procedure with initial value b (0) =b (0) Since the objective function is convex, this procedure converges quickly.
Recently, by using canonical correlation analysis, He & Shen (1997) obtained estimates h~ (y) and~ =~ =k~ k, for h(y) and 0 respectively, where~ = ~ with = =k~ k, x T~ and (y) T~ are the rst pair of canonical variables for the canonical correlation analysis of fx i ; (y i )g; i = 1; ; n], and is the largest canonical correlation coe cient.
All of the results in this note can be applied to any spline basis. For simplicity, we restrict h(y) to the space of quadratic B-splines as in He & Shen (1997) . We prove that (b (k) ; (k) ) from the iteration procedure converges to the xed point (b ; ), where x T b and (y) T = are the rst pair of canonical variables from the canonical correlation method proposed by He & Shen (1997) . We can takeb = b =kb k to be the estimate of 0 and h^ (y) with^ = =kb k the estimate of the unknown transformation. Therefore,~ =b ,~ =^ , and Cook & Weisberg's graphics-based method and He & Shen's method are similar in many cases. On the other hand, they may have moderate di erences in some cases because the graphics-based method only corresponds to the rst step of the iterative procedure. To implement the B-spline method, we can view the problem of choosing the dimensionality of the spline space as one of model selection (He & Shen, 1997) . In typical applications, the dimension of the space used to approximate the unknown transformation is very small. Examples and simulation studies are given to show the nite-sample performance of the estimates which depend on the rst-and second-order iterations and the xed point of the iteration procedure.
As in Cook & Weisberg (1994) , we consider the wool data (Box & Cox, 1964) . The response y is the number of cycles to failure of a worsted yarn in a complete 3 3 experimental design with three quantitative factors. Shown in Fig. 1 (0) and~ are 0.068 and 1.73 respectively. Since h^ (1) is only based on the rst iteration, there may be cases, these numerical results notwithstanding, when the rst-order iteration is not fully e cient, and another iteration is recommended in applications; see Example 2 below.
Convergence of the iteration procedure
We follow the method of Schumaker (1981) (see also Shi & Li, 1995) by using the B-spline function h (y) to approximate the smooth unknown function h(y) in (1.1). Without loss of generality, we assume the response y is in 0; 1]. In general cases, the spline approximation can be applied to a rescaled response.
Let k n be a positive integer. Given a partition 0 = t 0 < t 1 ; < t kn = 1 of 0; 1], we denote by i (y), i = 1; 2; ; k n + 2, the normalised B-splines of order 3 associated with an extended partition of 0; 1] determined by ft i g; see Schumaker (1981, p.224) . The details can be seen in Shi (1994) and Shi & Li (1995) . The spline knot t i is placed on the i=k n th quantile of the observed response as in Friedman & Silverman (1989) , where a knot placement and deletion procedure was proposed.
Let (y) = f 1 (y); ; kn+2 (y)g T . Then, h (y) = (y) T and is an unknown projection parameter of h(y) which is computed in the iteration procedure of the previous section.
Let F be a class of functions on 0; 1] which satisfy a Lipschitz condition. If the density function of y on 0; 1] is positive, any function of F can be approximated uniformly by its projection in the B-spline space to order O(k ?1 n ) so that the unknown transformation is well re-expressed by a spline function only if k n increases with n. In the present note, as in He & Shen (1997) , the Akaike information criterion may be adopted to select the number of knots for tting the modelŷ = h (y) + e witĥ y = x T b (k) . Usually, a small dimension of spline space is enough to get a good approximation.
Depending on the following proposition, we can connect the two di erent methods since the associated estimates depend on the results from di erent stages of the iteration procedure given in x1. The spline basis functions used in the theorem are assumed to be the same for both methods, even though they may have to be chosen adaptively.
3. Some simulation results Example 1. We consider the generalised linear model with six covariates investigated by Duan & Li (1991) and He & Shen (1997) . That is, h(y i ) = x T i + " i , i = 1; ; n, for the transformation h(y) = (10y) 1=3 , = (1; 1; 1; 0; 0; 0) T , the covariate x having a standard six-variate normal distribution, with the random error variable also standard normal.
The above model is identi able only up to a scale multiplication. Therefore, the unknown transformation is identi ed and evaluated at the parameter direction for approximating models h (y i ) = x T i + e i with k k = 1.
We measure the e ciency of the estimates of h( ) and 0 by
and
respectively. One thousand Monte Carlo samples of size n = 100 are used to estimate the means of RMSE(^ ), RMSE(h ). The estimates of EfRMSE(h )g and EfRMSE(^ )g and their corresponding standard deviations are given in Table 1 .
As suggested by a referee, an alternative measure of the e ciency of an estimate of 0 is the angle between the estimate and the known true value 0 . The averages of the angles in degrees and the associated standard deviations over 1000 replicates of samples are presented in Table 2 .
We can see from Tables 1 and 2 that the ordinary least squares tb (0) provides the least e cient estimates and that, despite computational ease the estimate from the rst iteration, which corresponds to the estimate of Cook & Weisberg, is highly competitive. The iteration procedure also converges quickly since the second iteration result and the fully iterated result are very close.
Example 2. Our second model comes from a power transformation family with h(y) = log(y) and p = 3. The variable x is taken to be distributed as a trivariate standard normal. We generated 1000 Monte Carlo samples of size 50 from model (1.1) with 0 = (1; 1; 1) T = p 3, the random error being standard normal. The simulation results are also shown in Tables 1 and 2 . In this case, the di erence between Cook & Weisberg's and He & Shen's methods is again not substantial but still noticeable: the second iteration result is highly competitive with the fully iterated estimate.
(INSERT Tables 1 and 2 HERE) 4. Discussion Both methods are exible in allowing us to estimate an appropriate transformation h(y) by using any of a variety of parametric or nonparametric smoothers. However, the graphics-based method goes beyond the scope of this note since the objective function used for this method can be any of a variety of convex functions including least squares, M-estimation with monotone '-function, L p -norm estimation with p 1 and so on. While the canonical correlation analysis method is basically the least squares method, its direct extension to the case of any of convex objective function still needs to be explored. (2) 
