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Introduction
In modern elecfion microprobe instruments a variety of signals rapidly pro-
vide information about the chemical composition and surface topography of
micro-meter size regions of a specimen or of individual microscopic particles.
The computer control of these instruments plays a significant role in improving
the quality and quantity of the obtained data, and in increasing the flexibility and
efficiency of the analysis. Recently it became possible to automatically localize,
size and perform an X-ray analysis of a particle on a sequential base. This kind
of particle analysis allows the analyses of a large number of features in a rela-
tively short time. Applications were for instance found in studies of atmospheric
aerosols, asbestos fibers, mineral inclusions in coal and marine suspended par-
ticulate matter. Because such an automated analysis rapidly yields a very large
data matrix, a straightforward interpretation is only possible when the individ-
ual particles are classified into particle types. In the past, before 1985, all these
studies had in common that a preset number of particle types were made in which
the measured particles were classified. This approach is preferable if the system
under study is well known, as previous knowledge about the system can then be
used for the classification of the obtained data and estimations of the accuracy
of the procedure can be made. If, however, the information on the system under
study is limited or lacking, it is necessary to use non-parameffic classification
techniques. In a general analysis scheme these techniques should be included
and their performance for the study of the data structure and the classification of
the data into various particle types should be evaluated. Initially the present study
aimed at developing a classification scheme capable of processing the huge
amount of data generated by Automated Electron Probe X-ray MicroAnalysis
(EPXMA) of particulate samples. For this purpose hierarchical and nonhierar-
chical cluster analyses were applied.
A large number of hierarchical cluster analyses have been used. In order
to select the best method for the classification of the EPXMA data. known mine-
ral mixtures were made and the performance of the different hierarchical cluster
Chapter I
analyses was evaluated on the basis of the cluster results. Kappa statistics were
applied to measure quantitatively the degree of correct classification. In this way
not only different hierarchical cluster techniques could be tested for a number of
mixtures, but it was also possible to elaborate the influence of a number of ex-
perimental parameters of the cluster and EPXMA on the cluster results. With
regard to the cluster analysis the merits of normalized/unnormalized and of corre-
lated/uncorrelated variables were studied. In the case of the EPXMA it is ex-
pected that the quantification of the data can have an influence on the cluster
result. To study this effect cluster analyses were applied to relative X-ray data
obtained by three different deconvolution techniques and to quantitative Arm-
strong-Buseck ZAF-corrected data. This allows to predict the effect of the used
experimental variables on the final cluster result. Finally a generalized scheme
for the multivariate analysis of large EPXMA data sets is given.
For the practical applications of this work, research topics in the aquatic
environmental field were chosen. In this field the use of automated EPXMA of
suspended particulate matter can have great perspectives but have seldomly been
used hitherto. Most single particle analyses in the past were manually performed,
with the disadvantage of being enormously time consuming. The use of auto-
mated EPXMA allows the fast identification of the particles present in a certain
sample. By the use of EPXMA and multivariate analysis particles of different
samples can be classified into particle types, and the abundance of the particle
types can be followed throughout the study area, to provide information about
physical and biogeochemical processes that influence the abundance of certain
groups. In this way not only an advanced characterization of the suspended par-
ticulate matter is acquired, but processes influencing its composition can be stu-
died.
In practice, the composition of the suspended particulate matter of some
estuaries, namely the Ems, Gironde and Scheldt was investigated. By sampling
Introductlon
throughout the wholc estuary, the estuarine processes influcncing thc abundancc
of some of the identified particlc bpes were studied. These cstuarine processes
are important with respect to the fate of the suspended particulatc rnatter, which
in some cases carrics a significant amount of pollutants. Furthermorc suspcnded
particulate matt€r from all over the Bdtic Sea was analyzrA to identify the indi-
vidual suspension particles, and to elaboratc the influence of some geochemical
proce$ses on to the composition of thc suspended particulatc matter.

E lectron p robe X-ray mic roanaly sis
In our rapidly expanding technology, the scientist today is more frequent-
ly required to observe and correctly explain phenomena occurring on a
micrometer (pm) and submicrometer scale. The electron microprobe is a power-
ful instrument which permits the characterization of heterogeneous materials,
surfaces and particles on such a local scale. In the instrument, the area to be
examined is irradiated with a finely focused electron beam, which may be static,
or swept in a raster across the surface of the specimen. The types of signals which
are produced when the focused electron beam impinges on a specimen surface
include secondary electrons, backscattered electrons, Auger electrons, charac-
teristic X-rays, Bremstahlung X-ray and photons of various energies. They are
obtained from specific emission volumes within the sample and are used to
measure many characteristics of the sample.
The primary signals of interest in the Electron Probe X-ray MicroAnalyzer
(EPXMA) are the characteristic X-rays. The analysis of the characteristic X-
rays, which are emitted from the region at which the electron beam impinges,
yields compositional information of both a qualitative and quantitative nature.
Variations in the emissions of secondary electrons, backscattered electrons, and
characteristic X-rays take place as the electron beam is swept in a raster across
the surface of a specimen, due to differences in surface topography and compo-
sition, and allow imaging of the sample. A relatively high resolution is obtained
by secondary elecfron imaging, as the secondary electron yield is confined near
the beam impact area. The three-dimensional appearance of the images is due
to the large depth of focus. Compositional and topographical viewing is obtained
by processing the backscattered electron signal. X-ray scanning pictures of the
sample allow the study of the elemental distribution in the area of interest.
In general, the variety of signals available in theEPXMA can providerapid
information about composition and surface topography in small regions of the
specimen.
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The use of a computer controlled instrument improves significantly the
quality and quantity of the obtained data. Control of the electron beam, specimen
stage, and spectrometers and on-line possibilities for quantitative analysis in-
creases the flexibility of the analysis. The greatest advantage of automation is
in particular that it geatly facilitates repetitive-type analysis, which increases
the efficiency. Recently it became possible to localize, size and perform an X-
ray analysis of a particle on a sequential base. This fully automated EPXMA of
particles allows the analysis of a large number of particles within a relatively
short time.
This chapter includes a description of :
- the used EPXMA instrument with respect to the working conditions, the
electron solid interactions of interest and the required detector sys-
tems to measure the generated signals.
- the measurement methodology of automated individual particle analysis
for a commercially available and a home-made probe automation soft-
ware package. The differences between the searching and sizing rou-
tines will be discussed.
- the available methods for the deconvolution of the acquired X-ray spec-
tra. First the methods are explained theoretically, while practically
the different methods are compared by applying them to clay mine-
ral standards. This was achieved by comparing them in relation to the
number of detected (generated) Peaks, the percentage of outliers, and
the correlation, linear regression, between the obtained intensities.
- the philosophy of the different methods for the correction for the matrix
effects in EPXMA. Applying these methods to the net peak inten-
sities obtained by one of the deconvolution techniques leads to quan-
titative EPXMA results.
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A large part of the basic methodology for EPXMA analysis is desctibcd in
detril in tcxtbools by Goldstein and Yakowiu (1977), Holt et al. (1974) and
Re€d (1975). Insrument specilications and thc available nrethods at the Univer-
sity of Antwerp havc in most cases already been outlined in the Ph. D. Disserta-
tions of Raeymakers (1986) and Storms (1988). Therefore.most of the
discussions will bc bricf but provide all necessary information in a comprehens-
ive way.
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2.1 THE JEOL SUPERPROBE JXA .733
The instrument used in this work at the Department of Chemistry, Univer-
sity of Antwerp (UIA) is a Jeol Superprobe JXA - 733 Electron Probe X-ray
MicroAnalyzer. A schematic drawing of the electron microprobe is given in
Figure 2.1.
The instrument is equipped with a 30 mm2 energy-dispersive Si(Li) detec-
tor, a wavelength-dispersive X-ray spectrometer, secondary electron, absorbed
electron and transmission electron detectors, and backscattered electron detec-
tors (for composition and topographic viewing).
The microprobe is automated with the Tracor Northern TN-2000 system
and is controlled by a LSI 1lD3 minicomputer with two double density floppy
disk drives. A 9-track 800 bpi magnetic tape unit, connected as an extra bulk
storage device, allows the storage of data and provides a convenient medium for
transfer of the data to a VAX lln80 computer for (additional) data analysis.
The sample stage can accurately be positioned in the x, y, z - directions,
either manually or under computer control .
The coaxial optical microscope, magnification 414 x, allows the examin-
ation of the sample, and more important, allows to control the working distance,
which is the distance between the objective lens and the sample. In this way it
is possible to adjust the space angles between the sample and the detectors, hence
to keep the detection efficiencies constant.
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Figwe 2.1 : Schenutic drawing of tlu Jeol Superprobe JXA - 733.
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2. 1. I Working conditions.
The electron source is a thermionic tungsten filament in an electron gun.
At working conditions the filament is heated, by passing a current through it, to
about 2800 K. At this temperature the filament releases thermionic electrons
which are accelerated toward the anode by a voltage difference of 0-50 kV. The
Whenelt cylinder, which is negatively charged with respect to the cathode, con-
verges the emitted electrons to a crossover of 25-100 pm diameter. A magnetic
lens system, composed of a double stage condensor lens and an objective lens
system, is used to demagnify the electron image formed at the crossover in the
electron gun to the final probe size on the sample. The final spot size is a func-
tion of the electron cunent, the acceleration voltage and some instrumental par-
ameters. Figure 2.2 gives,for the Jeol JXA - 733,thefinal spot size as a function
of the electron current for an accelerating voltage of 30 kV. The decision on the
probe current and accelerating voltage to be used for a certain application is in
most cases a compromise between : a) a good lateral and depth resolution for im-
aging and X-ray analysis, and b) the required intensities of the signals to be
measured by the different detectors in a reasonable time.
2.1.2 Electron-solid interactions and the detector systems.
Due to electron-matter interactions in the sample under study, a wide range
of characteristic specimen-related signals is produced and can be measured by
appropriate detectors. The X-ray and electron detectors of the Jeol JXA - 733
will be discussed.
2.1 .2.1 Emitted X-rays and X-ray detectors.
Any sufficiently energetic electron beam impinging on a solid specimen
generates X-rays. The generated X-rays can be divided in continuum (brem-
ll
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Figure 2 2 : The firu| electron bearn spot size as a function of the electron beam cur'
rent by an acceleration voltage of 30 kV.
strahlung) and characteristic X-rays, respectively due to elastic and inelastic scat-
tering. The continuous X-ray spectrum is described by the relation of Kramers.
This relation determines the continuum intensity as a function of X-ray energy
by the prob culTent, the incident electron energy and the mean atomic numhr
of the specimen. The characteristic X-rays are only emitted when the critical ex-
citation energy is exceeded by the primary electron energy. In which case inner
shell ionization of the atom is possible. A characteristic X-ray or Auger electron
is emitted when the excitated ion returns to its ground level. This process is sche-
matically showed in Figure 2.3. The energy of the emitted X-ray is characteris-
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tic for cach elcmpnt and its intensity allows a quantitative determination of the
specirnens composition.
Two X-ray dctcctor systptns arc uscd to rneastac the wavelength (energy)
and intensity of the emitted X-rays across an energy range of 0.2 keV to 20 keV.
Thesc arc the wavelength-dispersive urd the cncrgy-dispersive "solid state" de-
tectors.
In Figure 2.4 a schernatic drawing of a wavelength- dispersive spectromet.er
is given. Tho X-rays from a point source are dispcrsed into a spectrum by dif-
fraction at a crystal and the intensity of a given scction of the spectrum is
mcasur€d by a countcr systtm. As countcr syst€m 4 proportional counter, placed
at thc Rowland circle, is used. This counts produces electricat pulses propof-
tional to the onergy of the incident X-rays. If different wavelengths arc diffracted
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F igure 2.4 : Sclunatic dran ing of a wwelength'dispersive spectrometer.
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through the same angle, because of the higher order of reflections, the resultant
pulses have different heights and can be separated electronically. The Jeol JXA
- 733 is equipped with two wavelength-dispersive spectrometers, each with two
different diffraction crystals. In this way the full wavelength range, as shown in
Figure 2.5, is covered.
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Figure 2.5 : Wavelength and element range of the available dffiaction crystals.
The energy-dispersive X-ray detector is a solid state detector of silicon
treated with lithium, which is held at liquid nitrogen temperature, to prevent mi-
gration of the lithium and to reduce electronical noise. The surface of the detec-
tor is protected from contaminants in the microprobe vacuum system by a
beryllium window of 12 pm thickness. The X-rays passing through the window
interact with the silicon and produce electrical pulses. The pulses are amplified
and fed into a multichannel pulse height analyzer for analysis, storage and sub-
sequent display.
Detection
wavelencth
range (-A)
2r.2 
- 
88.9
5.57 - 23.4
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I
An intercomparison of the two detector systems is given in Table 2-1. By
using the energy-dispersive system and analyzing all the X-rays simultaneous-
ly, the analysis time is low but the energy resolution is poor. Using the wave-
length-dispersive system the analysis time is high, due to the necessity of
scanning the whole spectrum, but the energy resolution is good'
Wavelength-dispersive Energy-dispersive
Energy resolution
Solid angle
Detector efrciency
Focusing requirements
Mechanical desigu
Scanning
Speed of analysis
< 10eV
- 
0.001 ster, va,riable
< 30Vo
Focusing circles
Complex
Required
Minutes to hours
150 eV
- 
0.01 ster, fixed
100 % (for 
- 
3-15 keV)
Minimal
No moving parts
Not required
Seconds to minutes
Tabte 2.1 : Comparison of the wavelength-dispersive and energy'dispersive systems-
2.1 .2.2 Emitted electrons and electron detectors'
The typical form of an energy spectrum of elecrons emitted from a target
is shown in Figure 2.6.
The first part of the specu.um, the electrons with an energy less than 50 eV,
are defined as secondary electrons. The origin of the secondary electrons is the
large number of low energy electrons generated in the energy dissipation pro-
cess. Those electrons reaching the surface with an energy greater than the work-
Etrcctron probe X-ray mi*oaw$sis t7
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ing function of the target material have a finite change of escaping the surface.
A direct consequence is that only secondary electrons generated near the surface
are measurable, as low energy electrons generated at greater depths are absorbed
before they reach the surface. A detector capable of measuring almost only the
low energy electrons is the Everhart-Thornley detector. The schematic drawing
of this detector is given in Figure 2.7. ltconsists of a scintillator at the end of a
perspex light guide, surrounded by aFaraday cage covered at one end by a met-
al grid. The scintillator generates photons as a result of impinging electrons. The
photons are conducted along the light guide to the photomultiplier tube, which
converts the photons into an electrical signal. When the Faraday cage is placed
at a low positive potential (0-250 V) with respect to the sample, the low energy
electrons are deflected and collected. They are accelerated toward the scintilla-
tor by a high voltage, about 12 kV , because the scintillator process is only ef-
fective for high energy electrons.
The second part of the electron energy spectrum, electron energy higher
than 50 eV, consists of backscattered electrons. The backscattering coefficient,
defined as the ratio of the backscattered electron current to the incident electron
beam culrent, varies with the mean atomic number of the material under bom-
bardment. The backscattered electrons are usually measured by two solid state
electron detectors. Figure 2.8.a shows the geometrical setup of the detectors. By
proper signal treatment compositional and topographical information can be
derived. Figures 2.8.b and 2.8.c show the situation for respectively composi-
tional and topographical image formation, for aflat specimen with compositional
differences and a homogeneous specimen with an irregular surface.
2.1.2.3 Other electron detectors.
To measure the transmitted and absorbed electron current the Jeol JXA -
733 is equipped with a transmitted electron detector, while the absorbed current
E h c tron probe X-ray mlc rmruIysis 19
is rneasured dircctly aftcr amplification.
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Figure 2.8 : a) Geometrical setup of tlu solid state detectors for thc detection of back-
scattued e lectota. b ) C ornpositiotul itruge fontution. c ) Topogrqhical
imageformation,
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2.2 AUTOMATED INDIVIDUAL PARTICLE ANALYSIS
The combination of Automated Image Analysis and chemical analysis in
electron microscopes and probes was infioduced in the last decennia. The image
analysis is used to extract quantitative information from the electron microprobe
images. The size, shape, intensity and position may be measured from an almost
infinite variety of sources, as long as the contrast is sufficient. However artifacts
can occur (Kelly et a1., 1980) due to :
- a small contrast difference between the particle and the matrix.
- a high mafix noise level or a particle thickness or diameter in the range
of the penetration depth of the primary electrons.
These result in :
- not finding and measuring these particles.
- analyzing one particle as several smaller particles.
- a decrease of the total measured particle area.
The computer controlled electron beam is used for the localization of the
features and their subsequent X-ray analysis. Tracor Northern Inc. has a com-
mercially available SEM-based automatic image analysis system, the Particle
Recognition and Characterization (PRC) program (Fitz,1982) for the morpho-
logical and chemical characterization of individual features. Besides the com-
mercial Tracor Northern software, a home-made733b particle analysis program
was used, with the advantages of a greater flexibility and an improved image
analysis. The basic measurement methodology of the two software packages
will be outlined in this section.
2.2.1 The Tracor Northern particle recognition and characterization
program.
In this system, the digital beam control moves the electron beam across the
area to be analyzed according to a 410 x 410 point grid while monitoring a de-
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tector signal. The computer moves the electron beam according to the measur-
ing grid until a detector signal above an adjustable lower threshold and below an
upper limit is detected. The particle boundary is defined as the location where
the detector signal falls outside the selected intensity limits. When a particle is
detected, the scan grid resolution is increased l0-fold, and the particle centroid
is searched. After the detection of a particle a scan is made over the particle in
a direction normal to the previous scan starting from the midpoint between the
observed particle boundaries. Such scans norrnal to the previous one are made
subsequently until a stable midpointposition is obtained; this is taken as the cen-
troid. From this point eight diagonal scans over the particle ate made, and the
coordinates of these 16 contour points are determined. From these coordinates
the mean, maximum and minimum diameter, the area, and the circumference (or
perimeter) are calculated. A shape factor is calculated as the ratio of the square
of the perimeter to 4n times the area. Table 2.2 gives, for a few geometrical
figures, the theoretical shape factor. When X-ray analysis is required an energy-
Geometrical figure Length / width Shape factor
Circle
Square
Rectangular
l:1
1:1
2:l
5:1
10:1
15:1
20:l
1.00
t.27
1.43
2.29
3.85
5.43
7.00
Table 2.2 : Theoretical shape factor for some geometrical figures'
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dispersive X-ray spectrum is collected, for a preset time, at the particle centroid,
or while the electron beam rasters over the particle. After a first pretreatment
(deconvolution) of the spectrum the size information and the energies and inten-
sities of the characteristic X-rays are stored on a floppy disk as an object vector
for each individual particle. The entire X-ray spectrum can also be stored sim-
ultaneously on magnetic tape. After a particle is processed, the program goes
back to the search mode and moves the beam again across the grid points until
the next particle is detected. To avoid reanalysis, the coordinates of the centroids
of the detected particles are stored in memory.
2.2.2 The 733b particle analvsis program.
The 733b particle analysis program is part of the 733b probe automation
package, which also includes automated wavelength-dispersive, energy-disper-
sive, image acquisition, and subroutines for the (pre)treatment of the data.
The 733b particle analysis differs from the PRC software in the particle
searching and sizing methodology. The localization of the particles is achieved
by consecutive horizontal line scans over the area of interest. During this pro-
cess the contour grid points, with an image intensity which meets the threshold
requirements, are stored. A particleis totallydefinedif all thecontourgridpoints
are determined. Then the area, perimeter and the equivalent diameter are calcu-
lated. The equivalent diameter is defined as the diameter of a circle which corre-
sponds with the measured particle area. If required an X-ray spectrum can be
accumulated, while the electron beam is fixed at the center or scans with a choice
of several possible patterns across the particle. After a particle is measured the
program proceeds with the line scans. The X-ray spectra can be stored on mag-
netic tape, or on-line deconvolution of the spectrum can be performed after which
the data per particle are stored on floppy disk.
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The main advantagos of the 733b particle anatysis program are tte faster
searching mode and the moro accprate sizing routine. Even complex particle
structulps,'as for instance diatoms, can accurately be localized and sizcd, while
the PRC prosam caR mcasu3 only holomorphic particles con€ctly.
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2.3 DECONVOLUTION TECHNIQUES FOR X-RAY
SPECTRA
During this work three different types of deconvolution techniques were
used. The two software packages for automated analysis allow the on-line pro-
cessing of the specEum by fast deconvolution algorithms, and/or the storage of
the spectrum on magnetic tape. The storage of the spectra permits the off-line
use of slower deconvolution algorithms, which otherwise would slow down the
automated analysis too much. Two fast deconvolution techniques are the Re-
gions Of Interest (ROI) and the Fast Filter Algorithm (FFA). A slower off-line
program is the so called Analytical X-ray analysis by Iterative Least squares
(AXll)-program which uses non-linear least squares fitting of the spectrum with
a calculated background and a set of Gaussian peaks (Van Espen et al. (1977),
Nullens et al . (1979)). These three methods will be described and the major draw-
backs and advantages will be discussed. Finally the methods will be compared
practically by applying them to a set of clay mineral standards.
2.3.1 Regions of Interest.
The characteristic X-ray peaks of the elements under study are limited by
a higher and lower X-ray energy of a number of ROI. These higher and lower
X-ray energies are expected to be the peak boundaries. The net peak intensities
are calculated by subracting the linearly interpolated background contributions
from the total counts in the RoI. A peak is retained, if its net peak intensity is
greater than three times the standard deviation of the background intensity.
otherwise the peak is assumed to be noise, and is rejected. If the low energy res-
olution energy-dispersive detector is used, the ROI does not produce accurate re-
sults, as the method is sensitive to peak overlap and energy shifts of the detector.
In case of on-line automated analysis the operator has to be well informed about
the elements to be measured in the total sample. Missing an element (ROI) can
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lead to severe errors in the final result. If elements are nEasur€d for which peak
overlap occurs it is still necessary to process the data off-line.
2.3.2 Fast Filter Algorithm.
The energy-dispersive spectrum is altered by the Hardeman transformation
(Opde Beeck and Hoste, 1975). For all channel numbers (ft) a new intensity is
calculated by the exPression :
flr: D h(j)s*+rj=-*
where l/* is the Hardeman transform of channel k, h(i)is the symmetrical con-
volution function with a square wave of period2mwith a value betrveen -/ and
channeI
Figure 2.9 : Symmetrical corntolutionfunctionwith a sqwre wave of period2m.
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1. Figure 2.9 represents the symmetrical convolution function used by the Har-
deman transformation. S1a7 is the number of counts in the t+Tchannel number.
In this way the spectrum is transformed into a form which is smaller or equal to
zero, except in the neighborhood of characteristic X-ray peaks where high posi-
tive values are encountered. The positions and intensities of the peaks are then
determined on the hand of this new spectrum. In general, as explained by Jans-
sens (1985), the method is fast in relation to calculation time and reliable for de-
tecting the characteristic X-ray peaks. Small peaks can however be neglected
by the routine, with possible consequences for the further data analysis. It is
clear that, for instance, in case of the binary cluster algorithm, described by Raey-
makers (1986), used to classify particles with respect to the occrurence of ele-
ments, the use of the FFA as deconvolution technique can introduce some errors.
To execute the FFA no a priori knowledge of the elements under study is
required. However for large particle populations an expert system for the ele-
ment identification is needed. Making the peak-element association manually
would be too time consuming. In the case of marine and river suspended and
sediment material an expert system for a limited number of elements was de-
veloped. The system will deal minimally with these elements most commonly
encountered, with a significant concenffation, in single marine particles. The
elements included in the program are Na, Mg, Al, Si, P, S, Cl, K, Ca, Sc, Ti, V,
Cr, Mn, Fe, Co, Ni, Cu, Zn,Ba. Recently a more general and advanced expert
system became available (Janssens, 1989).
2.3.3 AXIL program.
The spectrum deconvolution is based on the least square fitting using a
modified Marquardt algorithm (Bevington (1969), Nullens etal.(1979)). In this
procedure the parameters of a non-linear analytical function, the fitting function,
are iteratively refined in order to minimize the difference in a weighted least
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square sense btween the model and the observed spectrum. The background is
calculated by a linear polynomial model for small energy regions or by an ex-
ponential polynomial model for the entire X-ray spectrum. The calculated back-
ground is modified by the X-ray attenuation term. In practice, the AXIL program
is only used off-line as the calculation time is high. The need of input from the
operator to select the elements under study is in this case not a serious drawback.
This because the quality of the fit is controlled, and by working off-line the user
can alter the setup for some special particles under study. In this way the net
peak intensities are accurately calculated, even for complex X-ray specfa with
peak overlap.
2.3.4 Comparison of the deconvolution techniques.
For the comparison of the deconvolution techniques, they were applied to
the analysis of clay mineral standard spectra. The used clay minerals were dic-
kite, montmorrinolite, nontronite, illite and phyrophylliteof the American Petro-
leum Institute (API standards). The bulk composition of the mineral standards,
water excluded and the total iron content converted to FezO3, is represented in
Table 2.3. Thegrained minerals were measured by the 733b automated individ-
ual particle analysis program. For all the mineral standards the deconvolution
techniques were compared in relation to the percentage of outliers, on a 3o crite-
ria for every variable, and in relation to the number of the identified (generated)
peaks. The intensities obtained by the different deconvolution techniques were
compared in a single case. The influence of the used deconvolution technique
on further data treatment by the use of cluster analysis is discussed in section
3.2.3.3.
2.3.4.1 EPXMAmeasurements o.f the mineral standards.
The grained mineral standards were suspended in Milli-Q-water. Aliquots
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of these suspensions were filtered over a 25 mmdiameter, 0.4 pm pore-size Nu-
clepore membrane filter. Care was taken to obtain a sufficient loading for ana-
lysis while maintaining a low percentage (less than5Vo) of overlapping particles
(Kelly et al., 1980). After air drying, in a laminar flow box, the filters were va-
cuum coated with carbon.
The measurements were performed at an electron beam energy of 20 keV
and a beam current of I nA. The magnification was 1000 x, allowing particles
larger than 0.28 p.m to be analyzed. The FFA was used on-line and the results
were stored on a floppy disk. Meanwhile the collected energy-dispersive X-ray
spectra were stored on a magnetic tape. This allowed off-line peak deconvol-
ution of the spectra with ROI and AXIL.
23.4.2 Results and discussion.
Table 2.4 gives for each measured mineral standard, the number of
measured particles, the percentage of outliers and the percentage of the detected
peaks (detection frequency) for the ROI, FFA and AXIL deconvolution tech-
nique. The detection frequency is defined as the number of detected peaks
divided by the total number of particles multiplied by hundred.
The percentage of outliers, which were rejected on a 3 o criteria for each
variable, was highest when the deconvolution was performed with the ROI.
When using the FFA a minimum of outliers was found, except for the montmor-
rinolite case where the lowest number of outliers was obtained by using AXIL.
For the ROI deconvolution technique it is assumed that the number of outliers is
increased due to statistical fluctuations of the intensities measured at the ROI
boundaries. By performing a linear interpolation this sometimes leads to the
generation of outliers in the case of low abundancy elements.
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Mineral Concenhation (w%)
NazO Mso AlzOa si02 KzO CaO TiO2 Mt0z FezOa'
Dickite
Montmorillonite
Nontronite
nIte
Pyrophyllite
0.14
0.22
0.18
0.47
0.23
6.06
0.08
2.27
0.05
46.8
21.6
6.55
20.3
17.1
52.5
66.4
5r.2
62.4
80.2
0.18
0.61
0.30
5.59
1.31
0.60
2.95
2.42
r.74
0.n
0.02
0.42
0.88
0.19
0.01
0.01
2.lr
40.0
5.76
0.49
- 
Tlace content.
' Total metal content converted ta FezOe-
Tabte 2 3 : Bulk composition of tlu standnrd clay minerak, water excluded and the ntal iron content cowefted n Fezol.
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NolrclAt I t'| " 1"" I ri lrnlFc
Dickite
Montmoninolite
Nontronite
Illite
Pyrophyllite
298
300
298
292
286
ROI
FFA
AXIL
ROI
FNA
AXIt
noI
FNA
AXIL
nor
FFA
AXIL
ROI
FfA
AXIL
8.7
5.0
7.0
13
7.7
4.0
16
10
14
22
L1
t4
1t
6.6
7.0
3.4
0
0
3.7
0.3
0
5.0
0.7
0
5.8
0
0.3
5.2
0
0
0
0
82.6
17.3
1.3
6.7
9.4
1.3
t4.4
11.6
0.7
39.7
3.5
0.7
22.4
99.7
99.0
99.3
99.7
98.0
99.7
78.9
42.6
88.6
79.8
75.3
84.2
80.8
77.6
87.4
96.6
95.6
97.7
99.7
99.7
100
99.3
99.0
99.3
93.5
90.1
91.1
98.6
97.6
98.3
7.0
0.3
0.7
7.0
1.0
1.3
11.7
3.4
7.4
78.1
65.8
78.8
12.7
25.5
34.6
10.7
4.0
6.4
{4.0
10.3
57.7
28.2
5.0
29.2
8.9
3.1
9.9
8.4
2.4
2.8
6.0
0
21.8
6.0
0.7
32.3
6.4
t.7
2r.E
12.7
4.1
28:8
7.7
1.0
20.6
5.4
0
1.0
7.7
0
0
7.4
0
0
6.5
0
0
8.0
0.7
9.7
8.7
1.8
33.6
73.3
6?.3
100
9{.3
93.0
9E.3
78.r
67.5
97.6
r7.8
LL.2
47.2
Table 2 .4 : Comparison of the deconvohttion techniqws u,ith respect n tlw percentage of ou1ierc and the deteaed peak
freqrcncy.
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The lowest numbr of peaks for each standard and each element was de-
tected by the FFA. Comparing Table 2.3 with Table 2.4 reveals that the differen-
ces between the number of detected peaks for the FFA and the other
deconvolution techniques increases for the relatively low abundancy elements.
This phenomenon is seen best for the elements Al and Fe, as their concentration
ranges from 6.6 Vo to 46.8 Vo and}.Ol Vo to 40.0 Vo,rcspectively. The difference
becomes only significant for low element concentrations. This is probably due
to the FFA property of sometimes neglecting small peaks, which increases the
detection limit of the method. In the case of high element concentrations, as for
instance in the case of Si, the differences between the different deconvolution
methods are negligible.
For the montmorrinolite measurements the net peak intensities of the three
methods were also compared. This was done by using linear regression analysis,
for the elements with relatively high concentrations' e.g. Al, Si, Ca and Fe. The
linearreglession analysis was performed for the unnormalized intensities and for
thenormalized intensities, between ROI and AXIL, and betweenFFA and AXIL.
Theresults of these analyses are summarizedinTable 2.5. ltis seen that, except
for Ca, the measured intensities have the following order : IFril > I@ilL) >
IBOt). Actually the FFA intensity is not the net peak intensity of the X-ray spec-
trum but of the transformed spectrum. The use of the transformed spectrum in-
creased the net peak intensity. The differences between the ROI and AXIL is
assumed to be due to the inaccurate determination of the net peak intensities by
the ROI. Normalization of the intensities decreased the correlation coefficient,
probably because the normalized intensity is also a function of all the uncertain-
ties of all the elements.
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F.quation Element Ao Ar r
Ilnoq 
= 
Ao* Ar.!7.xnt
horm(Rol) = 4o * Ar.Inotm(tx I L)
Ilprr)=r{0*A1.I6txtt)
Iaem(FIA\ = /{o* At.Iaotm(AxIL)
AI
si
Ca
Fc
AI
sd
Ca
Fc
AI
.9d
Ca
Fc
AI
.9d
Ca
Fe
-11
-11
2.9
-1.6
2.6
4.9
0.39
-1.6
-17
-26
-0.0
-l.l
0.E3
2.r
-0.7
-t.2
0.E6
0.72
0.55
0.42
1.0
0.s2
0.72
0.El
1.3
1.2
0.75
1.09
1.0
0.99
0.70
0.98
0.98
0.s9
0.73
0.91
0.08
0.89
0.68
0.92
0.97
0.99
0.64
0.93
0.86
0.E7
0.71
0.8E
Tablc 2 5 : UtEfi rcgrcssion arutysis for tlu net and nontulized peak htewitics ob-
tuitpd by ROI - FFA - NUL.
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2.4 QUANTITATIVE ELECTRON MICROPROBE ANALYSIS
The characteristic net peak intensities obtained by applying a deconvol-
ution technique at the X-ray spectrum, can be converted by different methods to
elemental concentrations. A distinction is made between theconventional meth-
ods used for the quantitative X-ray microanalysis of bulk flat specimen and these
methods dealing with the quantitative X-ray microanalysis of irregularly shaped
microscopic particles.
The conventional methods are in their turn divided into empirical tech-
niques and the ZAF-correction procedures. Most of these methods are described
in detail in textbooks by Goldstein and Yakowitz (1977), Heinrich (1981), and
Maurice et al. (1978). In most of these techniques the relative X-ray intensity
ratio between the elements of interest in the specimen and the same element in
a standard is measured. Both unknown and standard are examined under ident-
ical experimental conditions. The X-ray intensities measured on the unknown
specimen differonly from those from the standard because of differences in com-
position. The obtained X-ray intensity ratio has to be corrected for several ef-
fects, including :
- the differences in electron scattering and retardation in the specimen and
the standard, i.e., the so called atomic number effect, expressed as the
correction factor kz.
- absorption of X-rays within the specimen, correction factor ta.
- fluorescence effect as expressed by the factor kr.
The concentration of an element present in the sample is then calculated as fol-
lows:
kzkekr
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/u and /s are the X-ray intensities of the element for the specimen and the stand-
4rd, Cu and Cs are the concentration of the element of interest in the specimen
and the standard. kz, kl and frr are respectively the colTection factors for the
atomic number effect, the absorption effect and the fluoresence effect. Because
the correction factors kz, kl and kr are all dependent upon the true unknown
composition of the specimen, the X-ray intensity ratio specimen standard is taken
as a frst estimation of the composition. An iteration procedure is started until
convergence of the results occur. A standardless correction procedure can be ap-
plied if instrumental parameters are included ; Henoc and Maurice (1978), Wer-
nisch (1985) and Raeymakers (1986).
In the case of individual unpolished microparticles, the measured X-ray in-
tensities differ from those of the flat standards not only because of compositional
differences but also because of the so-called "geometrical effect". The geome-
trical effect becomes important when the dimension of the particle is smaller than
the X-ray production volume. The geometrical effect is subdivided into a mass
effect, the absorption effect and the fluorescence effect. The mass effect occur
when the dimension of the particle is smaller than the excitation volume of the
primary electrons for the element under study in a bulk solid. The electrons may
escap€ the sides and bottom of the particle, which results in a smaller particle to
bulk X-ray intensity ratio. This is shown in Figure 2.10 where the mass effect
is illustrated. The absorption effect becomes important when the average X-ray
absorption path length for a particle is different from that in a bulk material. Sec-
ondary fluorescence normally takes place across large volumes, a few hundreds
ptn3. Th" secondary fluorescence yield will therefore be reduced for small par-
ticles.
A preferred correction method for the geometrical effect is the method of
Armstrong and Buseck (1975), since it shows less limitations and uncertainties
than any other available method at this time (Storms, 1988). This method is
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based on thc gcomctrical modelling of thc particle shapc. Storms (1988) showed
that when thc rcsults arc normalizcd to 100 1o, thc usc of a spherical partiolc
model for the absorption correction of particles with a differcnt shape gave sat-
isfactory rpsults.
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Multivariate analvsis
In most scientific disciplines, multivariate analysis is used to help in the in-
terpretation of large multidimensional rurays. It is needed to describe the rela-
tionships between the variables and the samples (objects) in a rigorous and
comprehensive way. In the previous chapter, it was seen how powerful the auto-
mated electron probe X-ray microanalyzer is in gathering a large amount of data.
It was shown that it is possible to Eansfer the results of the EPXMA to a vAX
llnS0 computer for (additional) analysis. The data matrix consists of sub-
sequent rows in which the results of the X-ray analysis and the morphological
data of a particle are listed. In the frst instance the multivariate analysis was
used to elaborate the data structure of the single samples measured by automated
EPXMA, and the relation between the individual samples. The use of multivari-
ate analysis was however not limited to the EPXMA results alone, but was ex-
panded to the interpretation of hydrographic and bulk analytical data. The
applications of the different multivariate techniques outlined in this chapter are
however restricted to their use for the EPXMA results. The other applications
can be found in some specific case studies in the following chapter.
In this work some of the frequently used multivariate analysis techniques,
as principal component analysis, several hierarchical and a nonhierarchical clus-
ter analysis technique, are described theoretically and with some illustrative
examples, their advantages and disadvantages are discussed in relation to their
performance to the EPXMA results. The theory of these techniques and their
applications in different fields of science are discussed in detail in the textbooks
of Anderberg (1973), Massart et al. (1978), Massart and Kaufman (1983) and
Mather (1976).
Most of the data presentation, the principal component analysis and the
hierarchical cluster analysis was done using a software package, the so-called
"Data Processing Program (DPP)", developed by van Espen (1984). Hierarchi-
cal and non-hierarchical cluster analysis was used to accomplish the classifica-
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tion or grouping of the analyzed particles. In this way the existing geochemi-
cally relevant particle types are identified in the studied sample(s). Because of
the existence and the easy availability of a gre t number of hierarchical cluster
analyses the "best" method for the classification of the EPXMA data has to be
chosen. Indeed, mostly the different cluster techniques provide also different
cluster results. Therefore most authors suggest to use several cluster techniques
on the same data set and to confront the obtained results, or to apply in parallel
to the cluster analysis a different multivariate technique. Besides the choice of
a method, a decision on the used similarity measurement, the use of unnormalized
or normalized variables, and the use of correlated or uncorrelated variables is re-
quired. Furthermore it is necessary to predict the effect of the measurement er-
rors on the classification. To study this cluster analyses were applied to data
consisting of relative peak intensities (obtained by the Regions Of Interest (ROI),
the Fast Filter Algorithm (ffA) and by the Analytical X-ray analysis by Itera-
tive Least squares (AXIL) deconvolution techniques) and of the quantitative
Armstrong-Buseck ZAF-conected results. The influence of all these parameters
was investigated by constructing mixture models. The mixtures consist of with
the automated EPXMA measured standard minerals. For all these mixtures
kappa statistics were used to measure the amount of correct classification. The
effect of some of these parameters was also studied on aqueous suspension data.
Because in this case the correct classification is unknown, the evaluation was
necessarily rather intuitive and based on the experience gained.
At the end of the chapter a generalized scheme is given for the multivari-
ate analysis of the EPXMA data and the representativeness of the analysis is dis-
cussed.
Multivariate analysis
3.1 PRINCIPAL COMPONENT ANALYSIS
The purpose of the principal component method is to represent the vari-
ation present in the data in such a way that, without losing significant informa-
tion, the dimensionality is reduced. To achieve this, new variables are
constructed, according to a linear combination of the original variables, in such
a way that:
- the newly formed principal components are uncorrelated, i.e. orthogonal
in the n-dimensional space, where z is the number of principal com-
ponents.
- the principal components are constructed with decreasing degree of im-
portance, i.e. the first principal component represents as much vari-
ation as possible, the second represents as much variation as possible
after the variation explained by the first component have been
removed, etc.
The principal components obtained in this way represent the linear independent
variance present in the data of the original variables. Studying the fust princi-
pal components the most important sources for the variance in the data are exam-
ined.
3.1.1 Theoretical background.
The covariance or the correlation matrix is used to calculate the principal
components. These matrices are derived from the original data matrix X(m,n)
with m objects (particles) and z variables, in which xy is the value of the ith ou
ject of the jth variable. An element of the covariance matrix is given by :
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where
tf,
_l.t-f .t: I )raig alrd r.Irn:i=l
are the means of the variables /c and t.
tturfa
m--t=l
The covariance marix can b written as :
Q=
Which is an nx n ma8ix. The diagonal elemerrts of the matrix are the variances
of thc z variables, and their sum is equd to the total variance in the data set.
The relation bennecn the covariance matrix and the correlation matix is given
by:
r&f = \M
and the correlation matrix is written as :
ft,-
:l)(:t ":
ckI
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The corrolation coefficient rH is in fact a stardardizcd corrriarrce, so that its
value lics benneen -l and +1. The sum of the diagonal elenrents is now equal to
thc numbcr of variablcs.
The liner transformation of the correlated variabtrss Z to thcuncorrelarcd vari-
ablcs U can bc written for thc elemcnt ut as :
W = vkl ZI + vn ?2 + vkl ZS + ..... + vkt Zn in matix form this becornes
U =V.Z
wherp
md
Tho covciancc matix of thc ncw'variables is caloulatrd as :
C,. : V 'Cr'Y'
because U are uncorrelated variables, Cr is a diagonal matrix, which is a resfiic-
tion for V. Furthcrmore it is required that the first component has maximum
variarrce. Bccausc it is.poseibloto increaec thc variancc of the elements Cr by
increasing thc slenpnts ofV another rostiction has o be innoduced, namely that
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tho vcctorVt is a normalized v@tor.
V1 'V'j : t
Tlrereforre it is necessfry that
V'r ' C'Vr is ma,:<imized subject to V'1 'V1 : t
These requirements are fulfilled if Vl is an eigenvector of marix C, with
the largest cor€sponding eigenvalue )r,t . The second row of matrix V is obtained
by maximizing thc variance of U2 subject to the following restrictions
1. Uz and Ur are uncorrelated
2. Y'z'Vz = 1
which is an eigenvector corresponding to the second largest eigenvalue. In the
sarne way successive eigenveclors yield successive rows of matrix V' The eigen-
vectoN are obtained in adescending order
Ir ) )2 2 )s"') ),.
The new variables U are called the principal components. Thesc variablos are
uncorrelated linear functions of the original variables. The totd variance of the
original data set is retained.
D^': I""i=l i=l
Because the first principal components explain a groat part of the total veriance
of the samplo, studying these few eomponents is essential to olaborate rhe orig-
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inal data structure. The percentage variance explained by a component is defined
as:
Vo variance of the componolt =
lC0 . (eigenvalue of the componenil total variance)
and gives an idea about the component significance.
3.1.2 Applications.
A typical example of a PCA applied to a data set of auromated EPXMA of
estuarine suspended particulate matter will be outlined. A covariance matrix on
the basis of the elemental concentrations, in this case on 9 variables namely Mg,
Al, Si, P, S, K, Ca, Ti and Fe, was used to construct the eigenvectors and eigen-
values. The relation between the original variables and the principal components
is given in the component loading matrix (Table 3.1). For the first two compo-
nents this is also shown in Figure 3.1. The components scores, which are the
values of the components for the m objects, are also represented graphically for
the first two components in Figure 3.2. ln this way the data structure can be vis-
ualized and studied, as 81 7o of the total sample variance is represented in this
plot.
The PCA of this kind of material shows that the variance in the composi-
tional data set is mainly due to the occurrence of particles rich in Si, Fe, Ti, Al-
Si-K, Al-Si-Ca. The division between the different particle types is not clear
(Figure 3.2), and' therefore the method is seldomly used to classify the particles
in their respective particle types. The method is however mainly used :
- as a display method, to elaborate the data structure, and
- for the transformation of the original data into the principal component
space, in which one can work with orthogonal principal components.
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Principal componente
I 2 3 4 5 6 7 8 9
Cum. Per. 65 81 90 95 98 99 100 r00 100
Va.riablee Loadingr
Mg
AI
si
P
,9
K
Co
Ti
Fe
-0.22
-0.01
0.96
-0.25
-0.22
0.01
-0.27
-0.26
-0.E6
,0.41
-0.46
0jr|
-0.28
-0.32
-0.37
-0.54
-0.26
0.53
-0.14
0.78
-0.03
-0.3r
-0.04
0.42
-0.70
I -0.14
I| 0.01
I
0.12
-0.26
-0.02
-0.06
a.2L
0.00
-0.36
0.8E
-0.06
-0.06
-0.31
-0.02
0.03
0.23
0.80
-0.0E
-0.21
-0.02
0.46
-0.06
-0.02
0.53
0.76
-0.22
-0.13
-0.17
-0.03
-0.28
0.00
0.00
0.69
-0.35
0.01
-0.03
0.01
0.00
0.67
-0.02
0.00
-0.01
-0.25
0.00
-0.02
-0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00'
0.00
0.00
0.00
Table 3.1 : Con ponent loa:ding natrix of tlu PCA, on tlu bosis of tlu cwafiiutce rn$'
trix, of EPXMA results of suspendedparticulate mqtter (Dordagw sanple
028).'
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Figure 3 2 : Component scores of the objects for the first two principal components of
trrz PCA of EPXMA results of swpended particulate ffuatter (Dorfugne
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3.2 CLUSTER ANALYSIS
Cluster analysis is a generic term for a number of statistical procedures
which create a classification from a data set, with z objects and n variables.
These methods are also often called numerical taxonomy methods or methods
for unsupervised pattern recognition. The general philosophy is that without
priorknowledge of the data structure, the objects are grouped inKclasses in such
a way that the objects of a certain group are, in some sense, similar to one an-
other. In most cases the number of classes have to be derived also.
3.2. 1 Hierarchical cluster techniques.
The agglomerative hierarchical procedures are perhaps the most popular
cluster techniques, and are used in many areas of science. These methods start
fromm objects that are to be classified and at each step the two most similar ob-
jects or clusters zue merged into a single cluster. Every object or cluster is a sub-
group of a larger group. After m-I steps all objects and clusters belong to one
large cluster, namely the whole sample. The different hierarchical methods dif-
fer in the decision criteria of which objects and/or clusters are merged and in the
calculation of the similarity of the newly obtained cluster and the remaining ob.
jects and/or clusters. The similarity between two objects or clusters, can for in-
stance be derived from the Euclidean distance between the objects or clusters in
the n-dimensional space (with n = number of variables). Two objects or clusters
close to each other will be more similar to each other than two objects or clus-
ters far from each other. In general however instead of using the Euclidean dis-
tance, the Euclidean distance coefficient or average distance is used. The
Euclidean distance coefficient is defined as :
Dl=r("no - , io)"
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This for an n-dimensional orthogonal space. If the Euclidean djstance coef-
ficient is determined via correlated variables, errors can be introduced. If there
are missing data for some variables, thenp < n. This is a compensation for mis-
sing data and for the fact that the Euclidean distance increases with increasing
number of variables. The original data matrix is used to derive ttre similarity ma-
trix or in case the Euclidean distance coefficient is used, the distance matrix.
Standardization can bc accomplished by a z-transform
where 0.,: *ftt,rl with rn objects, ancl t? : #ttt,, - i')'' *?' - t,. -r i=l
All the newly formed zg variables have a mean of zero and a variance 1, e.g. there
covariance matrix is equal to their correlation marix. The overall effect of stand-
ardization is that all variables have equal weight, which is sometimes desirable.
The Euclidean distance coefficient is calculated for every pair of objects,
e.g.m . (m-1)12 Euclidean distance coefficients have to be calculated. With.in-
creasing rn" the number of required calculations rises quadratically and. cp
become prohibitively large, which limits the number of objects that can be con-
sidered in practice.
The procedure for ah hierarchical clustering is as follows :
l. find the smallest element dg in the similarity matrix.
2. fuse i andT into a single gxouP r.
3. compute new distances drk, /c represents each of the remaining objects
and/or clusters. These distances replace lilsand dit.
4. repeat for (m-l) cycles.
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The hierarchical strategies used in this study were the following : Furthest
Neighbor (complete linkage), Nearest Neighbor (single linkage), Group Aver-
age (unweighted average linkage), simple Average (weighted average linkage),
Cenroid sorting (unweighted centroid method), Median method (weighted cen-
troid sorting) and the ward's method (error sum of squares method). Lance and
Williams (1967) showed that for all these methods the distances betrveen the
newly formed cluster (r) and the remaining objects and/or clusters (/c) can be cal-
culated from the existing elements of the similarity matrix and the parameters
dt*, dj*, di, 
^i and mi, where d and 7 are groups, with respectively mr and mi oUjects at the smallest distance d4 of the similarity matrix. The distance of the new
cluster (r) and the remaining objects and/or clusters (ft) can then be calculated
by:
drk : atd;* * aidix * 7d;i * 1ld;p - d1*l
with dxy as the distance between cluster x and y.
The different cluster algorithms are characterized by the values of ci, ai, p
andy. These values are summarizedinTable3.2.
Furthest Neighbor : the distance between two clusters r andT is defined as
the largest distance between two objects, one of each cluster. The dis-
tance of the new cluster r to the t remaining groups is then given by
drk :0.5d;p * 0.5dir + 0.5ldre 
- 
d1*l
Nearest Neighbor : this method is actually the opposite of the Furthest
Neighbor method. The distance between two clusters i andT is defined
as the smallest distance between two objects, one of each cluster. The
distance of the new cluster r to the ft remaining groups is given by :
drk : O.Scltx * 0.5dir 
- 
0.5ldlr 
- 
dlrl
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Table 3 2 : Charaaertzation of the hieruchical cluster metlnds by tlu coeficient
vahres of tlu Lance andWilliams formula.
Gropp Averagg : is the unweighted pair group variant of the average link-
age methods. The distance betrreen two clusters i and j is the arith-
metical mean of the distance between the objects of the clusters i and
,1. The distance of the new cluster r to the ft remaining groups is given
by:
dr& : n" drn +Udi*lTLr fTlt -
Simple Average : is the weighted pair group variant of the average linkage
methods. The distance of the new cluster r to the & remaining clus-
ters is given by :
drk :0.5dtt * 0.5ri;*
0
0
mimi
rrl?
I
4
-g!t*tnr*mr
I
2
_1
2
0
0
0
0
0
t
2
!
2
fna
lll t
I
2
m;
?fts
I
2
tn;*mt
mr*mt
!
2
!.
2
l!!i-
lfle
I
2
J!3i
fflt
1
2
m;*mt
n\*mr
F\uthest Neighbor
Nearest Neighbor
Group Average
Simple Average
Centroid
Median
Ward's
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Centroid sorting : this methods defines the distance between two clusters i
andT as the distance between the cennoids of the clusters. The dis-
tance of the new cluster r to the /c remaining groups is given by :
d,k: ?o* + Ud,ir, - #ouffir n1f - n1i
Median method : is the weighted cennoid method, for which the distance
of the new cluster r to the t remaining groups is given by :
drk : o.fudik * o.fudi* 
- Ion,
Ward's method : this method minimizes the sum of squares, defined as the
squared distance of an object to the centroid of its cluster. The clus-
ters that might be formed are considered, and the one for which the
increase of the sum of squares is least is retained. Wishalt (1969)
showed that the distances between the new cluster r and the remain-
ing & groups can be calculated as :
drk:{,m;Imx)rd;*+%m*), rrrk\mr*m*) \*,+6dio - ffi*)d'i
The result of a hierarchical cluster analysis is represented in a table or a
dendrogram. In such a table, of which an example is given in Table 3.3, the ob-
jects and/or clusters are given in the order of the minimal distance at which they
are merged in the subsequent steps. In a dendrogram (Figure 3.6) the same in-
formation is represented; the distance at which two branches come together is
proportional to the distance dii, e.g. the smallest distance of the similarity matrix
atthat level. The dendrogram visualizes therelationship between all the objects.
Cutting the tree at a certain similarity level generates clusters.
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Tabte 3.3 : The results of the hierarchical cluster arulysis of tlu EPXMA results of
swpended paniculate matter in table form (Dordogne sanple 028)'
Numbq of
clurtcrs
Itin. Di8t.
4i
Numbcr of
cludcrs
Irlin. Dirt.
4i
Numbcr of
cturtcrs
Min. Dist.
t*i
Numbcr of
clustcrg
IUin. Dst.
dri
239
23E
237
236
236
234
233
232
?31
230
229
226
227
226
226
224
223
222
22r
2m
219
21E
2t7
216
216
214
213
212
2ll
210
209
20E
207
206
205
201
203
292
201
200
199
r9E
197
196
196
19,r
r93
ls2
191
190
rt9
rEE
rE7
rE6
1E5
184
r83
182
r8l
It0
0
0
0
0
0
0
0
0
0
0.01
0.0r
0.1s
0.{6
0.{l
0.{E
0.{s
0.1E
0.40
0.5r
0.67
0.61
0.70
0.71
0,73
0.71
0.75
0,75
0.76
0.t0
0.42
0.E4
0.E5
0.E
0.80
0.93
0.93
0.96
0.01!
0.9t
0.911
0.90
1.0
1.0
1.0
1.0
1.0
t.ll.l
1.1
l.l
1.1
1.1
l.l
t.2
t.2
I.2
1.2
1.2
1.2
t.2
179
17E
t77
176
n6
174
173
t72
l?1
170
169
16E
r0?
166
105
16{
r63
162
16l
160
159
r6E
I 157I 160| 155| 154| 153| 162I l5lI r50I l4eI 148I r47I r{6
I l{6I 144| 143I r42| 1{lI 1{0I 139
I l3r| 137I 136| 135IruI 133I 132I l3l
I rro| 12eI l2E| 127I rzc
I 126| 121| 123I rzzI r21| 120
t.2
1.2
1.3
1.3
1.3
1.3
1.3
1.3
1.3
1.{
1.4
1.,1
1.4
t.,t
1.{
l.{
1.4
1.5
1.5
1.5
1.6
1.5
1.5
1.6
1.6
1.6
1.6
r.0
1.6
1.0
1.7
l.?
t.7
t.7
1.7
l.E
r.E
1.t
l.E
1.8
l.t
LE
t.E
r.E
l.E
l.E
t.E
1.9
1.9
2.0
2.0
2.0
2.0
2.1
2.1
2.1
2.1
2.2
2.2
2.2
ll9
llE
ll?
110
ll5
lll
113
112
111
ll0
109
l0E
107
16
106
tol
10:l
102
l0r
1m
99
9E
97
96
s5
04
03
92
9t
s0
89
88
E?
E6
E6
E4
8:l
t2
EI
EO
7S
7E
7T
176l7t
174
173
172l7r
170t69
lou167
loo165lor
163
162l6rt60
2.3
2.X
2.3
2.4
2.4
2.4
2.4
2.1
2.4
2.4
2.4
2.4
2.6
2.6
2.5
2.6
2.6
2.6
2.9
2.6
2.6
2.7
2.7
2.9
2.5
3.0
3.0
3.o
3.1
s.1
3.1
3.1
3.1
3.1
32
3.3
3.3
3.4
3.4
3.{
3.{
3.,1
3.,1
3.4
3.5
3.5
3.5
3.6
3.7
N.7
3.7
3.E
3.E
3.E
3.9
4.0
,1.0
1.2
4.2
4.3
59
6E
57
56
55
54
63
62
5l
5{l
49
48{t.
{6
45
+1
rB
a
4l{t
30
3tt
n
36
36
34
3il
32
3l
flt
n
2E
27
x
26
21
23
zt
2l
20
10
IE
l?
l6
l5
ll
l3
t2
l1
l0I
E
,
6
5{
2
1.4
1.4
4.7
4,9
6.0
5.5
5.6
5.6
53
5.6
5.6
6.7
6.1
6.2
6.2
03
6A
63
0.E
7.0
7.2
7.6
7.E
E.0
E3
10
t0
ll
t1
ll
u
11
t2
t2
1{
l4
L
l5
16
15
16
l6
t7
IE
l0
m
24
24
n
n
30
33
36
5{
57
ET
130
100
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3.2.2 Nonhierarchical cluster techniques.
Nonhierarchical or partitioning clustering algorithms search for a division
of the set of objects into a number (rQ of clusters, in such a way that the elements
of the same cluster are close to each other, in one or another sense, and the dif-
ferent clusters are well separated. These K clusters are generated simultaneous-
ly resulting in a nonhierarchical classification. The Nearest Centroid Sorting is
a group of nonhierarchical cluster methods, which classifies the objects in clus-
ters according to their distance from the centroids of the clusters. The sum of
squi[es of the distances to the centroids are minimized, for a fixed number of
clusters. The simplest of these methods is the method of Forgy (1965). .This
procedure involves the following steps :
l. select an initial clustering.
2. compute the centroids of the clusters and the distance from all objects to
all centroids.
3. relocate all objects that were incorrectly classifiied, e.g. not located with
the nearest cennoid.
Steps 2 and 3 are repeated until convergence appeius and a stable partition has
been obtained.
The selection of an initial clustering can be done in a variety of ways. In
this study, a method which is outlined in the application section 3.2.4,is used.
This method results in a well-balanced cenftoid configuration by a sequence of
hierarchical cluster analyses.
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3.2.3 Comparison and pararneter evaluation of hierarchical cluster
techniques.
In the preceding section the most common hierarchical cluster techniques
were described. One of the hitherto unresolved problems in cluster analysis is
the choice of the "best" method in some sense (Everitt,lgTg). To elaborate this
problem there have been two approaches. One of a theoretical nature is by
Jardine and Sibson (1968), and by Fisher and Van Ness (1971). In these cases
the cluster techniques were compared with each other according to a set of the-
oretical criteria. On the other hand there has been a tendency to use a mixing
model (Wolfe, 1970) to describe data sets. The effectiveness of the cluster meth-
ods are compared across a variety of constructed data sets. These constructed
sets are extremely useful for executing validation studies since the criterion, the
true data structure, is known and the performance of the clustering algorithms
can be objectively evaluated. The reports by Blashfield (1976)' Gross (1972),
Kuiper and Fisher (1975), Cunningham and Ogilvie (1971) and Rand (1971) ate
some of these studies. These authors constructed artificial data sets, with two or
more multivariate normal distributions. Some of these authors perturbed their
distributions to approximate natural data (measurements). However none of
these authors used real data. Nevertheless they all seem to warn the future users
to be skeptical while considering the results of their specific application. Or they
suggest that any use of a cluster algorithm should be accompanied by other vali-
dation information.
In the first instance the evaluation of the hierarchical cluster techniques,
used for the classification of estuarine and marine particles, were compared with
respect to their applicability in the context of the geochemical studies. This
evaluation was necessarily rather intuitive and based on the experience gained :
a Satisfactory compromise was pursued between, on the one hand, describing the
large data set using a minimum number of groups and, on the other hand, main-
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taining a maximum of geochemically relevant information avoiding the fusion
of geochemical important groups (Bernard et al., 1986). From this study it ap
peared that Ward's classification method served the present purpose best. Some-
what less preferable seemed to be the Furthest Neighbor method, closely
followed by the Simple Average and the Group Average method. The Nearest
Neighbor method was clearly the least satisfactory. The Centroid and the Me-
dian method were not included in the comparison.
In a more rigorous approach mineral standards were measured to serve as
populations (particle types). The minerals were pulverized and measured by the
automated electron microprobe. After investigation of the data structure and the
removal of outliers, the data were used to construct artificial data sets, which
were used to evaluate the performance of the different cluster techniques. The
different cluster techniques were evaluated in relation to a number of parame-
ters. As a matter of fact, we studied the influence of the relative mixing ratio of
the minerals, the size (number of particles) of the mixtures, the use of unnor-
malized and normalized data and the use of a principal component space. Fur-
thermore to predicttheeffect of the measurementerrors the influence of different
deconvolution techniques, and the effect ofthe degree ofaccuracy and quantifi-
cation (e.g. difference between the relative intensities data and the ZAF-corrected
elemental weight composition data) were investigated.
The accuracy of the cluster solution with respect to the actual classification
was measured by the statistic kappa (Cohen, 1960). The different clusterproce-
dures are then compared on basis of their kappa values. In order to provide some
identification of the difficulty of the mixture for the cluster analysis, Linear Dis-
criminant Analysis (LDA) was conducted on each constructed data set.
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3.2.3 .I Accuracv qf the cluster solution.
To measure the agreement of the obtained cluster solution with the actual
classification the statistic kappa (Cohen, 1960) was used. This statistic was in-
troduced to provide a coefficient of agleement between two raters of nominal
scales, butis also used to describe the agreement among multiple observers (Lan-
dis and Koch, lg77). As the true classification is known, determined by the pro-
cedure for the generation of the mixture, kappa is a good measure of how good
the cluster solution resembles the true classification. Kappa is defined as:
Po-Pc
1-P"
where po is the observed proportions of agreements and Pc is the proportion of
agreements expected by chance. The variation of kappa was calculated by a for-
mula of Fleis et d. (1969).
- 
o.r]'*
- 
2p. +rrr')*&(r 
- 
po)' I Ioor(o'; + pi)' - (PoP"
i=l i=j
where N is the number of subjects and pq is the proportion of subjects placed in
the i.f fr cell of the contingency table. Kappa ranges from -1 to 1, with larger
values indicating a better agreement. A kappa value of I indicates a perfect
agreement, hence the cluster solution matches the true classification. When the
observed agreement equals change agreement a kappa value of 0 is obtained' To
illustrate the calculations of kappa and its variance, an example on the hand of a
hypothetical data set (Table 3.4) is given. In the table 200 (=M; subjects are dis-
tributed into 9 (/c2) cells by each of them being assigned to one of 3 (ft) categories
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Rater B Statistic
Rater A
'l'| 3 Pi.
I
2
3
a
b
a
b
a
b
0.53
0.39
0.11
0.195
0.01
0.065
0.05
0.15
0.14
0.075
0.06
0.025
0.02
0.06
0.05
0.03
0.03
0.01
0.60
0.30
0.10
p.i 0.65 0.25 0.10 1.00
Table 3 .4 : Hypotlutical futa set for thc calculation of kappa and the variance of
kappa(aftcr Fleis et al., 1969).
by oneraterand, independently, to one of the same*categories by a second rater.
l;ctpt1be the prcportion of subjects placed in the i7fr cell, let
&p;,-lpii
' i=l
the proportion of subjects placed in the i fr row; and let
I
P.i =DP,i
d=l
the proportion of subjects placed in they fr column.
The a entry in each cell is the observed proportion out of /V = 200, ptj. T\e b
entry is the proportion expccted by chance,pi. p1.
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The observed proportion of agreement is obtained by summing the a entries for
the agreement cells; e.g. only those with ; = i. This is
k
no:ln;;: o.Zoo
i:l
The chance proportion of agreenrcnt is obtained by summing the D entries for the
agreement cells, this becomes
&
o":fri.p.;:o.475
i=l
r is then
0.700-0.475:0.429t = -fl 6.475
and the variance becomes
Var(x): 0'003
A difficulty in the detcrminarion of a kappa value for a cluster analysis is
the fact thatn!,with n the number of populations (clusters), kappa values can be
calculatcd for a single cluster solution. This is because, for each generated clus-
ter, a population from the mixture has to be determined. If it is expected that the
user of the cluster techniques is able to select the appropriate population for each
generated cluster, the maximum for kappa is obtained. Therefore the largest
kappa value is used for the compadson of the cluster techniques. Vy'hen, how-
ever the user makes a wrong decision, on which population matches a cluster,
the listed kappa values are overestimat€d. On the other hand, randomly match-
ing clusters and populations would lead to severe underestimates of the accuracy
of the cluster solutions (Blashfield ,1976).
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3.2.3.2 Creation qf the data sets.
Different clay mineral standards were measured by EPXMA to build up
homogeneous data sets. Afterwards these data sets were used to build up the mix-
tures mathematically.
EPXMA measurements of the standard minerals.
The used standard minerals, the sample preparation and the EPXMA
measurement conditions are described in section 2.3.4. There, for these stand-
ards, the comparison of deconvolution techniques in relation to the number of
identified (generated) peaks, the percentage of outliers, and the correlation be-
tween the obtained intensities of the mineral standard was discussed in detail.
As was shown in that section, a difficulty arises by the removal of outliers at a
3o level as sometimes different outliers are generated by the differentdeconvol-
ution techniques. Therefore only real (robust) outliers are removed. These are
defined as these particles which are outliers for the three techniques. In this way
"homogeneous" data sets are generated, which are used to create the mixtures.
Design of the mixtures.
In a first series of experiments, combinations of the five standard minerals,
per two minerals, were made to build up the mixtures. This results in ten differ-
ent mineral combinations. For this purpose only the "homogeneous" AXIL-
derived data of the minerals was used. For all these combinations the different
cluster techniques were evaluated as a function of the mixing ratio of the two
minerals. The mixing ratio expressed as the number of particles of mineral type
i divided by the total number of particles in the mixture composed of mineral
type i andT multiplied by hundred, was divided into five intervals, namely
l-10 vo,10-30 7o,30-70 vo,70-90 7o and90-99 vo. For each of these intervals
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Multivariate analysis
10 random relative proportions are calculated, and out of the pure (homogene-
ous) mineral data sets, objects (particles) are randomly chosen to build up the
cluster structures while fulfilling the relative proportion criteria. The size of
these newly formed mixtures was 100 objects (particles), which makes the mix-
ing ratio equal to the number of particles of mineral type i. Cluster analyses were
performed with unstandardized and standardized (normalized) variables for each
generated mixture, and the difficulty of the created mixture for the cluster ana-
lysis was checked by conducting linear discriminant analysis. The data structure
of some selected mixtures was elaborated by the use of principal component ana-
lysis. Figure 3.3 illusftates the scheme for the creation of the different mixtures
of each mixing ratio interval for every combinations and of the analyses per-
formed on the mixtures. These experiments allowed the study of the performance
of the different cluster techniques for the 10 different mineral combinations, the
influence of the mixing ratio and the use of normalized variables.
In a second series of experiments the mixtures were so constructed to study
the influence of the total number of particles of the mixture, the use of uncorre-
lated variables (e.g. the use of a principal component space), the effect of the dif-
ferent deconvolution techniques and the effect of the degree of quantification.
To build up these different kinds of mixtures the "homogeneous" dickite and
montmorrinolite data sets were selected. Table 3.5 summarizes these experi-
ments and lists the experimental parameters.
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To study the influence of Data normalization Mixture size(f particles) Deconvolution technique
the mixture size
different deconvolution techniques
clustering in the PC sPace
quantification of the data
Unst. - Stand
Unst. 
- 
Stand
Unst. 
- 
Stand
Unst. 
- 
Stand
Unst. - Stand
Unst. - Stand
200
100
100
100
100
100
FFA
ROI
FFA
AXIL
FFA
ZAF-corrected AXIL
Unst. = Unsta,nda.rdized va^riables.
Stand.= Standardized variables.
Table 3.5 : Experimental parameters and mixture types htedfor the second series of
experiments
3.2.3.3 Results and discussion.
For the first series of experiments the "homogeneous" data sets, obtained
by the AXIL deconvolution technique, of the standard minerals were used. The
complete results of such an analysis with unstandardized variables, for the dic-
kite/nontronite combination is shown once to clarify the obtained results. For
the mixing ratio inrerval30-70 Vo theresults are given in Table 3.6. Linear dis-
criminant analysis found for all the mixtures the correct classification, while the
different cluster techniques give in about 5O Vo of the cases a cluster solution
which did match the actual classification. The mean kappa value of the cluster
solutions seems to approximate a probability of good classification. Indeed, in
most cases the kappa value is either near to one or zero, which means that either
the correct classification was found or a totally wrong one. This also leads to
high relative standard deviations. To elaborate the differences in performance
Multivariate analysis
of the differentcluster techniques, two mixtures will be studied in detail. Name-
ly mixtures I and 3, having respectively 65 dickite - 35 nontronite, and 3l dic-
kite - 69 nontronite particles. The correct cluster solution was found, if the cluster
techniques were applied to mixture l. For mixture 3 the correct cluster solution
was only obtained by the ward's method, while all the other techniques gave a
wrong cluster solution. PCA was used to study the data structures of these mix-
tures. The scores of the first two principal components are plotted in Figure 3.4
and Figure 3.5, for mixture I and 3 respectively. These figures show a clear dis-
tinction between the two mineral types, confirming theLDA results where itwas
seen that no particle overlap occurred between the two groups. However it is
seen that the variance of the nonfionite mineral particles is higher than of the dic-
kite particles. The cluster result of the Ward's method in dendrogram form is
represented in Figure 3.6. For the distance scale a logarithmic distance is used.
It appeared that the first part of the dendrogram, particle S I to particle s42, con-
sisted of nontronite particles and the second part of dickite particles. A clear di-
vision between the dickite and the nontronite particles is obtained, as shown by
the minimum distance (dry) increase, logarithmic scale, when going from three
to two clusters. For comparison the cluster result of the Furthest Neighbor
method is given in Figure 3.7. The Furthest Neighbor dendrogram resembles the
Ward's dendrogram quite well, and if the tree is cut at the two cluster level the
same cluster result is obtained. The division between the dickite and the nontro-
nite group seems to be better for the ward's method, but care has to be taken as
the logarithmic distance axis does not have the same absolute values. The den-
drograms of the cluster results of the Ward's and the Furthest Neighbor methods
of mixture 3 are respectively represented in Figure 3.8 and 3.9. In these figures
the first 38 objects, Sl to 531, are the dickite particles The main difference be-
tween the Ward's and the Furthest Neighbor cluster solution is the fact that by
the Furthest Neighbor method the dickite group is joined with the nontronire
group before this last group was complete. A single particle group, particle S97,
and a group of 99 particles is obtained, containing dickite and nontronite par-
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ticles. In practice a specialist probably finds the correct, or nearly the correct,
classification by studying the dendrogram and the properties of the particles in
the clusters. But in this study no a priori knowledge is assumed to find the cor-
rect classification, and the kappa value of the cluster result is near zero.
It is seen that on the average the cluster solutions of the Ward's method
have the highest probability of correct classification (0.97+/-0.02, Table 3.6).
For five mixtures, mixture 2,5,6,8 and 10, kappa values lower than one were
obtained. The only mixture for which all the cluster techniques gave the correct
classification is mixture 1. It was also the only mixture for which the Nearest
Neighbor method was successful. For all other mixtures the Nearest Neighbor
method gave kappa values near zero. For the other mixtures it is seen that the
Group Average, Centroid, Furthest Neighbor, Median and the Simple Average
methods do find the correct classification in some cases.
The summarized results of the first series of experiments for the cluster ana-
lysis performed with unstandardized variables are given in Tables 3.7 a-e. Each
of these tables represents the results for each mixing ratio interval, for the ten
combinations. hence the result of 700 cluster and kappa analyses. Each value
represents the mean of ten analyses. The standard deviation on the mean is given
between brackets.
On the basis of the LDA it was seen that the dickite/montmorrinolite, the
dickite/nontronite and the dickite/illite mixtures were clearly distinguished. All
other mixtures have particle overlap, the dickite/pyrophyllite, montmorrinol-
ite/nontronite, montmorrinolite/itlite to a lesser degree than the remaining, last
four, mixtures. The difficulty of the mixtures for the cluster techniques is direct-
ly reflected in the cluster solutions and the kappa results. Relatively good results
are obtained for the mixtures with no, or little, particle overlap.
Multivariate arnlysis
In general, for all the mixtures, it seems that the Ward's method was, in
most cases, most successful in finding the correct classification. Except for the
nontronite/pyrophyllite mixture where the Nearest Neighbor and the Simple
Average method have significantly higher mean kappa values. This is probably
due to their ability to form chained clusters. In this way the complete elongated
pyrophyllite cluster is formed before the nontronite particles are joined. In the
case of the other cluster methods the nontronite particles are joined with a part
of the pyrophyllite group at an earlier stage, leading to a wrong cluster solution.
For mixtures with a low difficulty for the cluster techniques, as for instance the
dickite/montmorrinolite mixtures, the mean kappa values of all the cluster tech-
niques approach each other near the upper limit of one. For the more difficult
mixtures, the Ward's method has in most cases a significantly better mean kappa
value. The Furthest Neighbor, the Group Average and the Centroid methods
seem to be slightly better than the Simple Average, the Median and the Nearest
Neighbor methods. However the differences are not always significant, and the
rule is not generally applicable.
The influence of the mixing ratio can be studied by comparing Table 3.7
a-e. The differences between the mean kappa values for the different mixing
ratio intervals are sometimes significant. These differences can be understood
via the data structure of the mixtures. For instance, all the dickite mixtures show
high mean kappa values, when a high amount of the more compact dickite group
is present. Maximum kappa values are encountered for the 90-99 Vo rclative mix-
ing ratio interval. This is also the fact for the montmorrinolite mixtures, for which
in the case of the mixtures with nontronite, illite, and pyrophyllite the montmor-
rinolite group is not only more compact but the particle overlap is also reduced
for the higher mixing ratio intervals. The nontronite/illite and nontronite/pyro-
phyllite mixtures seem to have a maximum mean kappa value for the 3o-7o Vo
mixing ratio interval. In the case of the illite/pyrophyllite mixture very low kappa
values were determined for all the mixing ratio intervals.
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The results of the first series of experiments for the cluster analysis per-'
formed with standardized variables are represented in Table 3.8 a-e. By com-
paring Tables 3.7 a-e and 3.8 a-e, one can asses the influence of the variable
normalization. For the mixtures, which have low abundance variables, and/or
with low variations, with discriminatory power, between the minerals, the clus-
tersolution, of inmostcases only these of theWard's method areimproved when
standardized variables are used. This is the case for the mixtures nontronite/py-
rophyllite, dickite/illite, montmorrinolite/illite, nontronite/illite and montmorri-
nolite/pyrophyllite for some of the mixing ratio intervals. Normalization makes
the low abundance variables, and/or low variation more important in the calcu-
lation of the similarity matrix. For some mixtures under study these were the K,
Al, Ca and Fe variables. On the other hand, the possibility exists that due to vari-
ables with no relevant variation and/or data subject to a high experimental error,
the normalization of the data leads to a data matrix in which these "insignificant"
variables become relatively more important. Cluster analysis on such a matrix
will result in worse cluster results.
The results of the second series of experiments (Table 3.5) for the cluster
analysis, performed on the dickite/montmorrinolite mixtures, with unstan-
dardized variables, are given in Tables 3.9 a-e. Each of these tables represents
the result of 4}}cluster and kappa analyses, while each value is the mean of 10
kappa analyses. The listed standard deviations are the standard deviations on the
mean.
It seems that the highest kappa values, or kappa values not significantly dif-
ferent from the highest ones, are obtained for all the Ward's cluster solutions,
which means that these resemble the correct classification most. The other clus-
ter techniques seem to perform as good as the Ward's method or worse, but their
results are not significantly different from each other, for the mixing ratio inter-
vals l-10 Vo, 10-30 Vo,3O-70 Vo, oxcept for the cluster results in the PC space.
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For the mixing ratio intervals 70-90 Vo and9}-99 7o the Furthest Neighbor, Group
Average and in some cases the Centroid method seem to perform better then the
other methods, as was already shown by the first series of experiments.
Influence of the mixing ratio.
The influence of the relative mixing ratio of the dickite and montmorrinol-
ite mineral particles can be studied by comparing Tables 3.9 a-e. It is seen that
significant differences are encountered for the mixing ratio intervals 7O-9O Vo
and 90-99 vo. The lowest kappa values were obtained for the l-10 Vo and 10-30
7o intervals. Relatively good results were obtained for the other mixing ratio in-
tervals. A reason for this must probably be searched in the data structures of the
mixtures. However none of the mixtures gave the linear discriminant analysis
any problem to find the correct classification. It is however assumed that, as in
the case of the discussed dickite/nontronite mixtures of the 3U70 Vo intewalthat
due to the data structure in the intervals l-l0 Vo and 10-30 7o thecluster analysis
gives a solution with a single particle (montmorrinolite) cluster.
Influence of the mixture size.
By comparing the cluster solutions of the 200 and 100 particle size mix-
tures (FFA derived), it is seen that in most cases, no significant variations were
encountered. Only the Nearest Neighbor method seems to perform worse in the
case of the 200 particle mixtures, for higher mixing ratios.
In general this leads to the conclusion that for this kind of mixtures, the ob.
tained results of a limited data set can be extrapolated to greater data sets.
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I nfluence of the us ed deconv olution tec hnique.
By the comparison of the different deconvolution techniques, for all the
relative mixing ratio intervals, no significant differences were measured in case
the Ward's method was used. For the other cluster techniques it was seen that
in most cases the ROI and AXIL gave comparable results. Using the FFA re-
duced, in some cases, the probability of a good classification, especially when
cluster techniques other than Ward's method were used. This example shows
that the choice of the deconvolution technique not only influences the number
of detected peaks and the accuracy of the peak intensities (see section 2.3.4) but
also the results of the hierarchical cluster analysis.
Influence of working in the principal component space.
Applying a principal component analysis to the data, before a clustering is
performed has sometimes been introduced to:
- eliminate redundant information by obtainin g a small number of v ariables,
i.e. removing noise by only working with the most important princi-
pal comPonents.
- eliminate the introduced errors, when theEuclidean distance is calculated
with correlated variables, by using the uncorrelated principal compo-
nents for the calculation of the similarity matrix.
To elaborate the influence of working in a principal component space' a princi-
pal component analysis was performed on the generated mixtures (mixture size
= 100, deconvolution technique = FFA). The component scores of the principal
components were used to determine the similarity matrix. The mean kappa
values for the clustering in the PC space are significantly smaller than for the
original variable space. It seems that while the total variance is preserved by the
PCA analysis, the use of uncorrelated variables reduced the mean kappa values.
In this case study it is preferable to work with the original variables.
Mttltivariateawlysis
Irfluence of the quantification of the data.
The effect of the analytical error on the classification process is seldomly
studied. Thereforc it was difficult to predict the infl,uence on the clustcr solution
of applying thc clustor analysis to the relative peak intensities rather than to the
results correctcd by the Armsrong-Buseck ZAF-correction. With respect to thc
requircd compurcr time it is sometimcs preferred to apply the ZAF-corrcction to
thc avcrage composition of the groups obtained by the cluster analysis. To cla-
borate the effect of the clustering on semi-quantitative results, Armsrong-Bu-
sock ZAF-corrections werc applied to tho net peak intcnsities obtained by A)flL
for the standard minerals. Comparing the cluster solutions of all the clusEer toch-
niques for the AXIL semi-quantitative and quantitative EPXIvIA data sets, no
significantdifferonces were obtained. This of course will greatly depend on the
elcments which have discriminatory power benveen the samples. But for these
mixtures there is no influence of the quantification of the dickite and monfinor-
rinolite particles on the obtained clustcr solutions. The influence of the quanti-
fication was also measured for apractical application which is outlined in section
3.2.4.
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Table 3 .6 : Results of tlu ten chnter (with unstandardized variables) and kappa arulysis for the 30'70 % mixing
ratio iwen aI of tlu dickite I no ntronite c ombimtbn.
Mixture
no.
Mixing
ratio (%)
Ward'e [\rthest
Neighbor
Nea,rest
Neighbor
Group
Average
Simple
Averagp
Centroid Median
1l
I2l
I
I3l
I
Inl
15l
6
t
8
I
10
tou
06
65
31
38
68
53
36
66
65
37
30
49
(16)
(5)
I
(0)
0.954
{0.001)
1
(0)
1
(0)
0.940
(0.001)
0.854
(0.003)
I
(0)
0.9779
(0.0005)
1
(0)
0.931
(0.001)
0.97
(0.05)
(0.02)
1
(0)
0.v274
(o.m$)
0.0123
(0.m02)
0.929
(0.002)
0379
(0.002)
0.01r3
(0.m01)
0.955
(0.001)
0.10s
(0.003)
0.0237
(0.0003)
0.E14
(o.oo3)
0.48
(0.47)
(0.15)
I
(0)
0.0274
(0.0003)
0.0123
(0.0002)
0.083(0.m)
0.067
(0.001)
00113
(o.0ool)
0.038
(0.001)
0.037
(0.001)
0.0478
(0.0006)
0.00862
(0.00008)
0.13
(0.31)
(0.10)
I
(0)
0.w74
(0.0003)
0.0123
(o.oo02)
I
(0)
0.9,10
(0.001)
0.0113
(0.0001)
0.955
(0.001)
0.9779
(0.0005)
I
(0)
0.0351
(0.mffi)
0.60
(0.4e)
(0.16)
1
(0)
0.0274
(o.oo03)
0.0123
(0.0002)
0.0E3
(0.003)
0.0225
(o.0oo0)
0.0113
(0.ooo1)
0.038
(0.001)
0.956
(0.001)
0.8?5
(0.002)
0.00862
(0.00008)
0.30
(0.44)
(0.14)
I
(0)
0.v274
(0.0003)
0.0123
(0.0002)
I
(0)
O9/10
(0.001)
0.0113(o.ml)
0.955
(0.001)
0.109
(0.003)
1
(0)
0.0351
(0.0003)
0.51
(0.50)
(0.16)
I
(0)
0.0274
(o.oo03)
0.0123
(0.0002)
0.083
(0.003)
0.879
(0.002)
0.0u3
(0.0001)
0.03E
(0.001)
0.956
(0.m1)
0.E75
(0.002)
0.00862
(0.00008)
0.39
(0.47)
(0.15)
€
os
€
E
(l)
Mixture Ward'e [\rthest
Neighbor
Nearest
Neighbor
Group
Average
Sirple
Average
Centroid Median
dickite/montrnorrinolite
dickite/nontronite
dickite/illite
dickite/pyrophyllite
montnrorrinolite/nontronite
montmorrinolite/illite
montmorrinolite/nrrophyllite
nontronite/illite
nontronite/pyrophyllite
illite/pyrophyllite
I
(0)
0.53
(0.10)
0.015
(0.004)
a.u7
(0.005)
0.38
(0.r0)
0.0r0
(0.003)
0.0t27
(0o05)
0.017
(0.004)
0.tr24
(0.005)
0.02r
(0.008)
0.98
(0.01)
0.t2
(0.07)
0.005
(0.002)
0.{128
(0.005)
0.11
(0.07)
0.005
(0.002)
0.n7
(0.005)
0.11
(0.07)
0.v24
(0.005)
0.06
(0.05)
1
(0)
0.0028
(o.qn6)
0.w22
(0.0008)
0.005
(0.004)
0.0@6
(0.0m6)
0.wx|
(0.0008)
0.005
(0.004)
0,r0
(0.10)
0.17
(0.16)
0.08
(0.05)
1
(0)
0.20
(0.13)
0.004
(0.002)
g.m7
(0.005)
0:S4
(0.901)
0.004
(0.001)
0.n7
(0.m5)
0.{n{
(0.002)
0.t24
(o:oo5)
0.07
(0.05)
0.98
(0.01)
0.1r
(0.07)
0.004
(0.002)
0.031
(0.00e)
0.06
(0.05)
0:0024
(o.wo6)
0.02r
(0.005)
0.m5
(0,002)
0.u
(0.14)
0.06
(0.05)
I
(0)
0.20
(0.13)
0.{x
(0.002)
0.g27
(0.005)
0.m4
(o.0ol)
0.004
(0.002)
o.u7
(0.005)
0.00,1
(0.002)
0.024
(0.005)
0.07
(0.05)
I
(0)
0.r2
(0.07)
0.006
(0.002)
0.04
(0.001)
0.ll
(0.07)
0.0024
(0.0006)
0.031
(0.006)
0.006
(o.oo2)
0.27
(0.13)
0.06
(0.05)
EF
E
i-B
s
Eg
*
Tablc 3 .7a : Resulu of tlu clusur (with rnstanQardind variabtes) and *qpa anntysis for tlu t -10 % mixing ratbinemalof tle tenmineral conbindbnsfor thc dificrent cluster nclniquci.
€
Mixture Wrrd'r Furthest
Neiibbor
Neareet
Ncigbbc
Grorp
Awrage
Simple
Average
Centroid Median
dickite/montmorrinolite
dickite/nontronite
dic.kite/illite
dickite/pyrophyllite
montmorrinolite/nontronite
mont morrinolite/illite
montmorrinolite/pyrophYllite
nontronite/illite
nontronite/pyrophyllite
illite/pyrophyltte
I
(0)
0.94
(0.03)
0.15
(0.10)
0.r3
(0.03)
0.T2
(o.oo)
0.04
(0.01)
0.12
(0.02)
0.30
(0.13)
0.32
(0.13)
0.06
(0.02)
0.995
(0.005)
0.r0
(0.0e)
0.03
(0.01)
0.12
(0.02)
0.18
(0.r2)
0.03
(0.01)
0.10
(0.01)
0.12
(0.10)
0.26
(0.12)
0.04
(0.02)
I
(0)
0.008
(0.001)
0.02
(0.01)
0.01
(0.01)
0.00t
(0.001)
0.0m
(0.001)
0.m
(0.01)
0.u
(0.02)
.0.t)
(0.11)
0.06
(0.02)
1
(0)
0.20
(0.13)
0.03
(0.01)
0:I0
(0.01)
0.010
(0.001)
0.03
(0.0r)
0.00
10.01)
0.04
{0.02)
0.07
(0.01)
0.ffi
(0.02)
1
(0)
0.010
(0.00r)
0.03
(0.01)
0.17
(0.er)
0.010
(0.00r)
0.03
(0.01)
0.09
(0.02)
0.04
(0.02)
027
(0.11)
0.04
(0.02)
1
(0)
0.90
(0.13)
0.03
(0.01)
0.10
(0.01)
0.010
(o.o0l)
0.03
(0.01)
0.09
(0.01)
0.0,1
(0.02)
0.07
(0.01)
0.06
(0.01)
0.03
(0.01)
0.12
(0.02)
0.010
(0.001)
0fi|
(o.ol)
0,09
(0.01)
0.04
(0.02)
0.25
(0.11)
0.04
(0.01)
I
(0)
0.010
(0.001)
Table 3 .7b : Results of tlu ctuster (with nnstanfurdized varidles) atd kqpa aruIysis for tlu 10-30 % mixing ratio
intenalof tlu tenmincral corrrbitutionsfor tlu differet cluster tedvriqu'cs.
€tJ
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*
€
s
(^,
Mixture Ward'e I\rrthegt
Ncigbbor
Neareet
Neigbbor
Gronp
Average
Simple
Average
Centroid Median
dickite/montmorrinolite
dic.kite/nontronite
dicldte/illite
dickite/pyrophyllite
nrontrnordnolite/nontronite
montmorrinolite/illite
mont npninolite/pyrophyllite
a
nontroilte/illite
nontroaite/pyrophyllite
illite/pyrophyllite
0.995
(0.002)
0.97
(0.02)
0.56
(0.15)
0.il,l
(0.08)
0.91
(0.02)
0.n
(0.12)
0.21
(0.03)
0.70
(0.11)
0.E9
(0.02)
0.15
(0.06)
I
(0)
0.,1E
(0.15)
0.010
(0.00e)
0.19
(0.03)
0.26
'(0.13)
0.04
(0.01)
0.21
(0.03)
0.12
(0.0e)
0.it6
(0.13)
0.05
(0.01)
0.89
(0.10)
0.13
(0.10)
0.026
(g'oo4)
0.r9
(0.05)
0:086
(0.008)
0.026
(0.0o4)
0.19
(0.04)
0.030
(o.oo4)
0.14
(0.08)
0.m
(0.01)
I
(0)
0.60
(0.r6)
0.u0
(0.00s)
0-19
(0.03)
0.r5
(0.10)
0.040
(0.00e)
0.21
(0.03)
0.(I25
(0.005)
0.10
(0.03)
0.04
(0.01)
I
(0)
0.$0
(0.14)
0.0,10
(o0oe)
0.x2
(0.04)
0.26
(0.13)
0.0()
(o.ooe)
0.2,1
(0.03)
0.12
(o.oo)
0.92
(0.12)
0.028
(0.007)
1
(0)
0.51
(0.16)
0.010
(o.ooe)
0.r0
(0.03)
0.15
(0.10)
0.u0
(0.00e)
0.17
(0.03)
o.n7
(0.005)
0.10
(0.03)
0.032
(0.00e)
I
(0)
0.89
(0.15)
0.{x'6
(0.008)
0J0
(0.03)
0.14
(0.10)
0.&0
(0.00e)
0.21
(0.03)
0.12
(0.0s)
0.32
(0.12)
0.028
(0.007)
Table 3 .7c : ReJ/4lts of tlw clttster (with nnstandardizcd vuiables) and kappa anatysis for tlu 30-70 % mixing ratio
intemal of tlu ten mirural combirutions for tlp difierc* clurter tec@rus.
Rs5
s
x
B
s
Eg
a'
oor,
Mixture Ward's F\rthest
Neighbor
Nearest
Neighbor
Group
Awra6e
Simple
Average
Centroid Median
dickite/montmorrinolite
dickite/nontronite
dickite/illite
dickite/pyrophyllite
montmorrinolite/nontronite
montmorrinolite/illite
mont morrinolite/ pyrophyllite
nontroaite/illite
nontronite/pyrophyllite
illite/pyrophyllite
0.996
(0.004)
0.99
(0.01)
0.86
(0.10)
0.68
(0.08)
0.95
(0.02)
0.49
(0.13)
0.$
(0.03)
0.71
(0.08)
0.82
(0.02)
0.15
(0.04)
1
(0)
0.64
(0.14)
0.17
(0.01)
0.{0
(ooe)
0.51
(0.14)
0.16
(0.04)
0.3{
(0.03)
0.03
(0.01)
0.08
(0.07)
0.02
(0.01)
0.50
(0.17)
0.20
(0.0e)
0.15
(0.04)
0.15
(0.05)
0.8?
(0.13)
0.11
(0.02)
0.24
(0.04)
0.0{
(0.01)
0.m9
(0.003)
0.008
(0.001)
I
(0)
0.64
(0.14)
0.17
(0.01)
0.2E
(0.04)
0.37
(0.13)
0.11
(0.02)
0.29
(0.03)
0.03
(0.01)
0.010
(0.003)
0.02
(0.01)
0.75
(0.14)
0.48
(0.14)
0.17
(0.01)
0.34
(0.08)
0.41
(0.13)
0.r6
(0.04)
0.:t4
(0.02)
003
(0.01)
0.0E
(0.07)
0.010
(0.002)
I
(0)
0.64
(0.14)
0.17
(0.04)
0.2E
(0.04)
0.37
(0.13)
0.12
(o02)
0.29
(0.03)
0.03
(0.0r)
0.010
(o.oo3)
0.02
(0.01)
0.75
(0.14)
0.48
(0.14)
0.1?
(0.04)
0.3,1
(0.07)
0.41
(0.13)
0.16
(0.04)
0.34
(0.02)
0.03
(0.01)
0.08
(0.07)
0.02
(0.01)
Tabte 3 .7d.. Rerulrr of tt e cttater (with unstandardized variabtes) and kappa aruIysis for tlu 70-90 % mixing ratio
interttal of the tenmineral combimtionsfor tlw difirent cluster techniqrcs.
65
o>
€
G
Mixture Ward'e F\rrtheet
Neighbor
Nearest
Neighbc
Grorp
Av.eregc
Simple
Average
Centroid Median
dickite/rcntmoninolite
dickite/nontronite
dickite/ilhte
dickite/pyrophyllite
montmorriaolite/nontronite
rront morrinolite/illite
mont nroninofite/pyrophyllite
nontrcuite/illite
nontronite/pyrophyllite
illite/pyrophyllite
I
(0)
0.993
(0.007)
031
(0.08)
0.68
(0.08)
0.98:l
(0.ooe)
0.61
(0.08)
0.60
(0.05)
0.{E
(0.07)
0.60
(0.0?)
0.07
(0.04)
I
(0)
0.E4
(0.10)
0.61
(0.10)
0.56
(0.07)
0.76
(0.12)
0.5r
(0.09)'
0.q2
(0,07)
0.@
(0.02)
0.07
(0.06)
0.0033
(o.0006)
0.00
(0.16)
0.?5
(0.12)
0.32
(0.07)
0,zI
(0.06)
0.65
(0.13)
0.35
(0.05)
0.36
(0.06)
0.06
(0.02)
0-007
(0.005)
0.0031
(0.0006)
0.fr)
(0.10)
0.76
(0.12)
0.{t
(0.08)
0.47
(0.07)
0.65.
(0:13)
0:35
(0.05)
0,39
(o.oo)
0.09
(0.05)
0r03
(0.02)
0.m33
(0.0006)
0.70
(0.15)
0.76
(0.12)
0.52
(0.00)
0.41
(0.08)
0.76
(0.12)
0,,1{}
(0.06)
0.42
(0.07)
0.02
(0.02)
0.07
(0.07)
0.003:f
(0.0006)
0.90
(0.10)
0.76
(0.12)
0,&?
(0.07)
0.,16
(0.06)
0.65
(0.13)
0.35
(0.05)
0.41
(0.06)
0.06
(0.04)
0.03
(0.02)
0.0033
(0.0006)
0.70
(0.15)
0.?6
(0.12)
0.52
(0.0e)
0.,$
(0.08)
0.76
(0.12)
0.40
(0.06)
0.41
(0.06)
0.02
(0.02)
0.07
(0.07)
0-0033
(0.0006)
RtF
Et
R
sssg
E:
Table 3.7e : Resalts of tlw cluster (with uwtandardiudvariables) and kappa anqtysis for t u 90-99 % miing raio
intcwal of tlu tenmirreral conbit tuiotrsfor thc difcrew cluster teclniqws.
Mixture Ward's I\rthest
Neighbor
Nea,rest
Neiglbc
Group
Average
Simple
Average
C.antroid Median
dickite/montmorrinolite
dickite/nontronite
dickite/illite
dickite/pyrophyllite
montrnorrinolite/nontronite
montmorrinotite/ illite
mont moninolite/pyrophyllite
nontronite/illite
nontronite/ pyrophyllite
illite/pyrophyllite
I
(0)
0.,18
(0.12)
0.019
(o.oo5)
0.016
(o.006)
0.32
(0.0e)
0.06
(0.04)
0.016
(0.006)
0.19
(0.05)
0.21
(0.10)
0.07
(0.03)
0.86
(0.12)
0.07
(0.05)
0.0024
(0.0006)
0.02
(0.02)
0.10
(0.05)
0.0020
(0.0006)
0.25
(0.12)
0.16
(0.08)
0.21
(0.11)
0.0E
(0.06)
I
(0)
0.0018
(o.0oo5)
0.0015
(0.0001)
0.02
(0.02)
0.10
(0.05)
0.0015
(o.ooo4)
0.29
(0.13)
0.0015
(0.0004)
0.2E
(0.11)
0.r0
(0.06)
0.86
(0.12)
0.0017
(0.ry04)
0.0017
(0.0004)
0.02
(0.02)
0.10
(0.05)
0.0018
(0.0005)
0.19
(0.12)
0.0015
(0.0004)
0.27
(0.11)
0.10
(0.06)
1
(0)
0.0017
(0.0004)
0.0016
(0.0004)
004
(0.03)
0.06
(0.04)
0.0016
(0.0004)
0.19
(0.12)
0.05
(0.05)
0.16
(0.10)
0.10
(0.06)
0.0017
(0.00u)
0.0018
(o.ooo5)
0.02
(0.02)
0.10
(oo5)
0.0018
(0.0005)
0.19
(0.12)
0.0015
(0.0004)
0.27
(0.11)
0.08
(0.06)
0.86
(0.12)
0.86
(0.12)
0.00r8
(0.0004)
0.0019
(0.0004)
0.04
(0.03)
0.09
(0.05)
0.0017
(0.0005)
0.26
(0.r2)
0.0017
(0.0005)
0.21
(0.11)
0.10
(0.06)
Table 3.8a..Resnlrs of tlu chtsur (withutsunfurdizedvariables) andkappa analysk for tLe 1-10 % nixing ruio
interval of the tenmineral contbimtiorrsfor the diferent cluster teclmiqws.
@
o\
as
€
G
Mixture rffard'e Fhrthegt
Neighbor
Neareet
Neighbor
Grorp
Arcrege
Sinple
Average
Centroid Median
dickite/montmorrinolite
dickite/nontrouite
dicLire/illitc
dickite/pyrophyllite
rnontmorriaolite/nontronite
rnontrnorrinolite/illite
montmorrinolite/pyrophyllite
nontronite/illi0e
nontronite/pyrophyllite
illite/pyrophyllite
1
(0)
0.95
(0.01)
0.39
(0.15)
0.05
(0.02)
0.79
(0.03)
0.49
(0.08)
0.16
(0.06)
0.62
(0.03)
0.56
(0.11)
0.05
(0.02)
0.30
(0.15)
0.03
(0.0r)
0.00E
(0.002)
0.0:|
(0.01)
0.0i1
(0.01)
0.00E
(0.002)
0.019
(o.oo8)
0.017
(0.007)
0.13
(0.06)
0.&t
(0.01)
0.u
(0.17)
0.02
(0.0r)
0.007
(0.001)
0.012
(0.006)
0.03
(0.02)
0.011
(0.001)
0.0r4
(0.007)
0.006
(0.001)
0.10
(0.06)
0.(E
(0.01)
0.rl{
(0.17)
0,0i1
(o.ol)
0.m7
(0.001)
0.013(o'ffi)
0.0E
(o.ol)
0.(s
(0.002)
0.040
(o.mE)
0,01?
(o.oo7)
0.r5
(o.oo)
0.05
(0.0r)
0.u
(0.17)
0.02
(0.01)
0.008
(0.002)
0.f2
(0.01)
0.0,1
(0.02)
0.00E
(0.002)
0.u
(0.08)
0.010
(0.004)
0.15
(o.oo)
0.06
(0.01)
0.,1,1
(0.17)
0:OB
(0.01)
0.sE
(0.002)
0.013
(0.006)
0.u
(0.02)
0.008
(0.002)
0.(n0
(0.008)
0.0u!
(0.006)
0.12
(0.06)
0.05
(0.02)
0.,14
(0.17)
0.02
(0.01)
0.008
(0.002)
0.01d
(0.006)
0.03
(0.0r)
0.008
(0.002)
0.11
(0.08)
0.010
(o.0or)
0.06
(0.03)
0.18
(0.06)
Rt:
E
s
Rt
Rg
q'
Table 3 .8b : Results af thc cluster (with tt rsutndardized variables) and kappa anatysis for ttu 10-30 % mixing ruio
intemal of tlu tenmbural conbimtiotsfor tlu difcrent cht1gr tcchniqucs.
€
Mixture Ward's fhrthegt
Neigbbor
Nea,rest
Neighbor
Group
Average
Simple
Average
Centroid Median
dickite/montmorrinolite
dickite/nontronite
dickite/illite
dic.kitelpyrophyllite
raontmorrinolite/nontronite
montnpninolite/illite
mont morrinolite/pyrophYllite
nontronite/illite
nontronite/pyrophyllite
illite/pyrophyllite
0.995
(0.003)
0.987
'(0.006)
0.90
(0.08)
0.15
(o.o{)
0.8E
(0.02)
0.66
(0.08)
0.63
(0.07)
0.77
(0.02)
0.89
(0.01)
0.13
(0.04)
0.16
(0.10)
0.021
(0.004)
0.0'4
(0.004)
0.ff20
(0.004)
0.04
(0.01)
0.tr28
(0.004)
0.09
(0.04)
0.026
(0.013)
0.06
(0.04)
0.04
(0.02)
0.31
(0.16)
0.023
(0.004)
0.ur
(0.004)
0.020
(0.001)
0.033
. 
(0.00e)
0.026
(o.oo{)
0.6
(0.04)
0.025
(0.004)
0.024
(0.004)
0.04
(0.01)
0.31
(0.16)
0.020
(0.004)
0.0i},1
(0.m4)
0.016
(0.003)
0.04
(0.01)
0.026
(0.004)
0.04
(0.02)
0.03
(0.01)
0.05
(0.02)
0.04
(0.01)
0.46
(0.16)
0.019
(0.004)
0.0%
(0.004)
0.020
(0.004)
0,03
(0.01)
0.030
(0.007)
0.05
(0.02)
0.04
(0.02)
0.024
(0.004)
0.07
(0,03)
0.34
(0.16)
0.019
(0.001)
0.024
(0.m4)
0.016
(o.oo3)
0.04
(0.01)
0.m6
(0.004)
0.04
(0.02)
0.023
(0.005)
0.029
(0.008)
0.04
(0.01)
0.46
(0.16)
0.019
(0.0or)
0.024
(o.oo4)
0.020
(0.004)
0.023
(0.006)
0.(126
(0.004)
0.05
(0.02)
0.0{
(0.02)
0.025
(0.004)
0.0s
(0.01)
Table 3.Bc : Results of the chnter (with rnstalfurdind variables) and kappa a.ru$sis for the 30-70 % mdrtng ratio
intemal of ttv tenmhural combiwtionsfor tlu differcnt cluster tec@ucs.
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Mixture Ward's tr\rrthest
Ncighbor
Neareet
N€ighbor
Grorp
Avcragc
Simpl€
Average
Centroid Median
dickite/montmorrinolite
dickite/nontronite
diclite/illite
dic&itelpyrophyllite
montrnsrrinolite/nontronite
montmocinolite/illite
montrnouinolitc/pyrcphyllite
nontronite/illite
noutronite/pyrophyllite
illite/pyrophyllite
0.989
(0.005)
0.80
(0.10)
0rEo
(0.00e)
0.38
(0.11)
0.95
(0.02)
0.03
(0.11)
0.51
(0.07)
0.83
(0.02)
0.E3
(0.02)
0.15
(0.04)
0.19
(0.10)
0.04
(0.02)
0.08
(0.01)
0.04
(0.03)
0.06
(0.02)
0.11
(0.02)
0.v2
(0.05)
0.06
(0.02)
0.07
(0.02)
0.00E
(0.001)
0.n
(0.14)
0.&
(0.02)
0.00
(0.02)
0.03
(0.01)
0.06
(0.01)
0.11
(0.02)
0.13
(0.04)
0.05
(0.02)
0.06
(0.02)
0.0073
(0.0008)
0.15
(0.11)
0.0,1
(0.02)
0.08
(0.01)
0.0t3
(0.01)
0.frt
(o.02)
0.11
(0.02)
0.15
(0.01)
0.12
(0.03)
0.12
(0.05)
0.m?1
(0.000e)
0.25
(0.13)
0.05
(0.02)
0.09
(0,@)
0.04
(0.03)
0.0?
(0.02)
0.11
(0.02)
0.1E
(0.03)
0.{x
(o.ol)
0.ffi
(0.02)
0-0073
(0.0008)
0.15
(0.11)
0.04
(0.02)
0.0E
(o.ol)
0.03
(0.01)
0.06
(0.02)
0.ll
(0"02)
0.16
(0.04)
0.r0
(0.03)
0.07
(0.02)
0.008
(0.002)
0.15
(0.11)
0.05
{0.02)
0.00
(0.02)
0.03
(o.ol)
0.0?
(0.02)
0.u
(0.02)
0.r1
(0.03)
0.05
(0.01)
0.07
(0.02)
0.0076
(0.0007)
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Table 3.8d : Resuls of tlu clusur (withwaurdardhedvariabtes) and krypa arugsisfor ttu 70-n % mirtng ratio
intemal of tlu tennineral conbirutionsfor tb diferent chtster rcctmiqrrcs.
o\o
Mixture Wa,td'e Furthest
Neighbor
Nea,rest
Neighbor
Grotrp
Aven6e
Simple
Average
Centroid Median
dickite/montmorrinolite
dickite/nontronite
dickite/illite
dickite/pyrophyllite
moni rmrrinolite/nontronite
montErorrinolite/iltite
montnprrinolite/pyrophyllite
nontronite/illite
nontronite/pyrophyllite
illite/pyrophyllite
0.96
(0.02)
I
(0)
0.94
(0.03)
0.56
(0.11)
0.983
(0.00e)
0.62
(0.00)
0.54
(0.06)
0.64
(0.05)
0.63
(0.04)
0.09
(0.03)
0.42
(0.r6)
0.05
(0.03)
0.24
(0.11)
0.06
{0.05)
032
(0.13)
0.,t0
(0.06)
0.48
(0.0?)
0.14
(0.05)
0.19
(0.06)
0.0023
(o.oo04)
0.n
(0.13)
0.tr2
(0.02)
0.16
(0.07)
0.10
(0.06)
0.{8
(0.15)
0.35
(0.05)
0.33
(0.06)
0.07
(0.03)
0.16
(0.07)
0.0024
(0.0005)
0.22'
(0.13)
0.05
(0.03)
0.14
(0.07)
0.07
(0.04)
034
(0.r4)
0.35
(0.05)
0.39
(0.06)
0.31
(0.07)
0.19
(0.08)
0.0027
(0.0005)
0.22
(0.13)
0.05
(0.03)
0.16
(0.07)
0.02
(0.02)
0.21
(0.12)
0.40
(0.06)
0.33
(0.06)
"0.11
(0.04)
0.23
(0.08)
0.0024
(0.0004)
0.22
(0.13)
0.05
(0.03)
0.l,t
{0.07)
0.07
(0.01)
0.21
(0.12)
0:35
(0.05)
0.33
(0.06)
0.30
(0.07)
0.21
(0.08)
0.002:l
(0o004)
0.22
(0.13)
0.05
(0.03)
0.16
(0.07)
0.02
(0.02)
0.21
(0.12)
0.40
(0.06)
0.33
(0.06)
0.11
(0.04)
0.19
(0.08)
0.0024
(0.0004)
Tabte 3 .ge.. Resulrr of thc cluster (with urrsnndordized variables) and koppa aru$sis for tlu 90-99 % mixing nuio
intenat of tlu tenmitural conbirutionsfar tlu different cluster techniques.
\0o
s
€
GIt
Mixture Ward'e I\rthest
Neighbor
Neareet
Neighbot
Group
Average
Simple
Averege
Centroid Median
Mixture size
2fi) pa,rticles
I
(0)
0.95
(0.02)
1
(0)
I
(0)
0.97
(0.02)
I
(0)
0.995
(o.oo5)
Different deconvolution
techniques
ROI
FFA
AXIL
0.98
(o.ol)
0.E6
(0.u)
I
(0)
0.98
(0.01)
0.,13
(0.r7)
0.98
(0.01)
0.9E
(0.01)
0.43
(0.17)
1
(0)
0.98
(0.01)
0.43
(0.17)
I
(0)
0.98
(0.01)
0.43
(0.17)
0.9E
(0.01)
0.98
(0.01)
0.43
(0.17)
1
(0)
0.9E
(o.ol)
0.5?
(0.1?)
I
(0)
Clustering in the
PC epace
0.87
(0.11)
0.16
(0.12)
0.43
(0.17)
0.14
(0.12)
0.14
(0.12)
0.14
(0.12)
0.14
(0.12)
Quantification of
the data
1
(0)
I
(0)
I
(0)
I
(0)
0.98
(o.ol)
I
(0)
1
(0)
Table 3 .9a : Results of tlu cluster (with trrgtanfurdhcd variables) and krypa anagsis for ttu t _ I0 % mixing raio
intemalof tlu dickitetmonnnonbCIlite misures (secondseries of experfuruttts).
IEs
x
F
s
Eg
tr
\o
Mixture Ward's F\rrthest
Neighbor
Nea,rest
Neigbbor
Group
Average
sidle
Average
Centroid Median
Mixture size
200 pa,rticles
1
(0)
0.994
(0.003)
0.81
(0.13)
I
(0)
0.91
(0.0e)
I
(0)
0.91
(0.0e)
Different deconvolution
tectrniques
ROI
FFA
AXIL
I
(0)
1
(0)
1
(0)
0.989
(o.ooe)
0i2
(0.15)
0.995
(0.005)
1
(0)
0.57
(0.17)
I
(0)
0.989
(0.00e)
0.57
(0.17)
I
(0)
0.85
(0.11)
0.72
(0.15)
1
(0)
0.9E9
(o.ooe)
0.58
(0.17)
1
(0)
0.989
(o.oog)
0.72
(0.15)
I
(0)
Clustering in the
PC space
0.60
(0.16)
0.11
(0.05)
0.30
(0.15)
0.02
(0.01)
0.04
(0:01)
0.03
(0.01)
0.16
(0.12)
Quantification of
the data
I
(0)
0.995
(0.005)
1
(0)
l-
(0)
1
(0)
1
(0)
I
(0)
Table 3 .9b : Results of tlu clwter (with ursatnd&dized variables) and kappa atu$sis for the 10'30 % mixing ratio
intental of the dickitelnunfrnoninolite mixttres (second series af experiments).
\ot\)
as
€
G
l{ixture YYard'e tr\lrtheat
Neighbor
Neeleet
Neighbor
Group
Average
Simpk
Avera6e
Ccntroid
. 
Median
Mixture efue
2fi) pa,rticlee
I
(0)
0.999
(0.001)
0.41
(0.16)
I
(0)
0.90
(0.10)
1
(0)
I
(0)
Different deconvolution
6schniqu€s
R.OI
FNA
AXIL
0.995
(0.003)
I
(0)
0.998
(0.002)
0.99
(0.01)
0.89
(0.10)
I
(0)
0.995
(0.003)
0.89
(0.10)
0.89
(0.10)
0.995
(0.003)
0.89
(0.10)
I
(0)
0.995
(0.003)
0.80
(0.10)
I
(0)
0.995
(0.003)
0.E9
(0.10)
1
(0)
0.995
(0.003)
0.89
(0.10)
I
(0)
Clustering in the
PC epace
0.E4
(0.10)
0.13
(0.0?)
0.020(0.m) 0.03(o.ol) 0.04(0.03) 0.019(0.004) 0.019(0.004)
Quaatification of
the data
0.998
(0.002)
0.9s8
(0.002)
I
(0)
1
(0)
0.998
(0.0CI2)
I
(0)
0.998
(o.oo2l
Table 3 .9c : Results of tlu cluster fuirt wswfurdized varfurbles) and kqry arutysis fu tlu 30-70 % mirtng raio
intemal of tlu dickitel nonnwnilohte minures' ( secord sertes of e4erinerc ).
Rs
E
E
SF
s
Eg
F
\C't,
Mirture Ward's t\rthcat
Neighbor
Ncetclt
Neighbor
Group
Average
Simple
Average
Ceutroid Median
Mixture size
200 particlee
I
(0)
1
(0)
0.20
(0.13)
1
(0)
0.80
(0.18)
1
(0)
0.90
(0.10)
Different deconvolution
technigues
ROI
FFA
AXIL
0.992
(0.005)
I
(0)
0.996
(0.004)
0.088
(0.008)
1
(0)
I
(0)
0.28
(0.14)
0.$
(0.16)
0.50
(0.17)
0.992
(0.005)
0.52
(0.16)
I
(0)
0.74
(0.1{)
0.64
(0.16)
0.75
(0.14)
0.992
(0.005)
0.40
(0.16)
t
(0)
0.87
(0.10)
0.64
(0.16)
0.75
(0.14)
Clustering in the
PC space
0.58
(0.14)
0.08
(0.03)
0.05
(0.02)
0.06
(0.03)
0.07
(0.03)
0.05
(0.03)
0.05
(0.03)
Quantification of
the data
1
(0)
I
(0)
0.63
(0.16)
I
(0)
0.E7
(0.11)
I
(0)
0.75
(0.15)
Tfrle 3"9d : Re$/lts of tlu cluster (withwsmtfurdizedvuiable$andkappaqra$sisfor tlv70'90 % mixing ruio
intemal of tlw dickiulmonntoninolite mifrwes (second series of eryerimena).
I
o>
€
G
Mirture Werd'a fbrtM
Neighbor
Nea,reet
Neighbor
Group
Average
Simple
Average
Centroid Median
Mixturc sire
200 pa,rticlea
0.995
(0.005)
I
(0)
0.20
(0.13)
1
(0)
0.90
(0.10)
I
(0)
0.80
(0.13)
Differeut deconvolu tion
technique
R,OI
FFA
AXIL
0.991
(o.006)
I
(0)
I
(0)
0.988
(9.ooel
t
(0)
1
(0)
0.52
(0.16)
0.57
{0.16)
0.60
(0.16)
0.994
(0.006)
0.87
(0.r0)
0.90
(0.10)
0.79
(0.13)
0.6?
(0.16)
0.70
(0.15)
0.994
(o.006)
0.87
(0.10)
0.90
(0.10)
0.?9
(0.13)
0.57
(0.16)
0.70
(0.15)
Cluetering in the
PC space
0.20
(0.10)
0.03
(0.02)
0.0,1
(0.03)
0.02
(0.02)
0.02
(0.02)
0.02
(0.02)
0.02
(0.02)
Quantification of
the data
1
(0)
1
(0)
0.80
(0.13)
1
(0)
0.90
(0.10)
0.90
(0.10)
0.90
(0.10)
Table 3 9e : Results of the cluster (with urstandardi?td and kappa ana$sis for tlu 90-99 % mixing ratio
iuerttal of tle dickitelmot&nonbwlite miftures (second series of c:cperbnents).
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96 Chapter 3
3.2.4 Applications.
The hierarchical cluster analysis is used to classify the data generated by
the automated analysis of single particles by the use of EPXMA. The particles
(objects) were mainly classified on the basis of their elemental composition. A
classification based on the size or shape is also possible (Raeymakers et al',
1984).
The choice of which deconvolution technique to use depends on the re-
quired accuracy, and the CPU time one wishes to spend to achieve this. In prac-
tice, the AXIL deconvolution technique is only used when a high accuracy is
required. Otherwise the faster ROI or FFA methods are used'
Generally the cluster analysis is applied to the relative peak intensities.
After the particles have been classified into groups, the ZAF-corrections for ma-
trix effects in EPXMA are carried out, taking into account the average compo-
sition of the group (Semi Quantitative Method, SQM). The mean composition
of the particle types are then in weight percentages, but the listed standard devi-
ations are the standard deviations of the percentile characteristic X-ray ratios,
and can only be considered as an estimate of the standard deviations. Perfor-
ming conventional ZAF-conections, for bulk samples, or ZAF-corrections spe-
cific for particles to the data of every particle would be more rigorous' But this
Quantitative Method (QM) requires too much CPU time to be feasible in prac-
tice, and is therefore seldomly applied. The effect of the degree of accuracy and
quantification on the result of the classification procedure is described in section
3.2.3.3. There it was shown that for the mineral mixture under study no influence
on the cluster solution could be measured. For studies of estuarine particles,
limited comparisons of these approaches indicate that applying conventional
ZAF-conections to the average data from a particle type is acceptable. This was
shown for three samples of the Dordogne estuary. However the differences be-
Multivariate analysis
tween the SQM and the QM were large for low atomic number elements. This
was expected, because as these elements have the lowest X-ray energies, import-
ant ZAF-corrections are obtained. The QM enlarged the Na/Si, M&/Si and Al/Si
ratio significantly. Cluster analysis resulted, especially, in different quartz and
aluminosilicate particle types. As will be shown later on in this section, this is
not necessarily a result of these methods, but is a general feature of the cluster
analysis applied to this kind of data. For the other particle types, containing par-
ticles rich in Ca, Ti and Fe, the abundances of the particle types are the same but
the mean compositions of the groups are slightly different. It is assumed that
when no accurate average compositions are required, the SQM is sufficient and
the abundances of the particle types and the abundance gradients, between sam-
ples, can be determined accurately.
The effect of the standardization on the results of the classification proce-
dure was shown in section 3.2.3.3, for different mineral mixtures. Generally, for
suspended particulate matter data, no scale conversion (standardization) is car-
ried out in order to reduce the effect of large relative variations in the minor ele-
ment concentration data.
By studying the dendrogram at a certain similarity level, particle types are
obtained. One way, to determine the level at which significant particle types are
obtained, is to plot the minimum distance of the similarity matrix as a function
of the number of clusters. A schematic presentation of such a plot is represented
in Figure 3.10. If similar objects and/or clusters are merged, the minimum dis-
tance increases slowly. If, however, two objects and/or clusters, significantly
different from each other, are joined, the minimum distance will suddenly in-
crease. From this point only different objects and/or clusters are merged. The
relevant number of clusters (K) can practically be determined from tables as
Table 3.3 or from figures as Figure 3.6. The practical example of rable 3.3 for
an estuarine suspended particulate matter sample shows that the determination
97
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Multivariate analysis
of the number of clusters K, is not always straightforward. In a practical prob-
lem the geochemical relevance of the clusters has to be taken into account.
In practice the hierarchical cluster analysis agglomerates the single particle
measurements in Krelevant clusters. The cenEoids, which are the average com-
position and size information of the particle types, are calculated, together with
the standard deviation for a single measurement. For each particle type i, the
percentile relative abundance is obtained by dividing the number of objects of
cluster i by the total number of measured particles multiplied by hundred.
The standard deviation on the percentile relative abundance is given by bi-
nomial statistics. The relative abundance of the particle type is the probability
(p) that when a single particle is measured, it will belong to the group. The stand-
ard deviation of the binomial function is then :
where n is the total number of measured particles.
When the standard deviation is expressed inVo the formula becomes :
o(Vo):
where P is the percentile relative abundance.
Van Der Plas and Tobi (1965) presented a chart for different values of P
and nwhich gives the 2o values, 95 Vo confidence interval. This chart is given
in Figure 3.11 and it is seen that, for a linear decrease of the standard deviation,
the number of particles to be measured increases quadratically. As a result a
compromise must be found between the measurement time and the necessary ac-
99
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curacy of the porcentile relativo abundances. In most practical applications ca.
300 prticles wore measupd, which results in percentile star-rdard deviations be-
tween 2-6 Vo on a 95 7o conftdence interval.
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Figwe 3,1I : A clnrtfor the determirution af the sundard deviation on the results
of point- counting results ( after V an D er P las and Tobi, I 965 )'
la\rn,h.iv.*1.
Multivariate arclysis
The final result of a hierarchical cluster analysis of an estuarine suspended
particulate matter sample is given in Table 3.10a. The sample is characterized
by the abundance of its geochemical particle types.
The objective of recognizing particle types in a sample and following their
behavior through the whole study area is however not served by classification
per individual sample. Indeed, due to statistical fluctuations, the groups identi-
fied by the cluster algorithm can differ in average composition from sample to
sample or even for successive measurements of a finite number of particles in
one sample. This is seen by comparing Table 3.10a with Table 3.10b, where the
cluster results are presented for two river suspension samples taken simulta-
neously at the same location. As far as major elements are concerned, the over-
all composition calculated as the weighted average of the compositions of the
different groups is the same for both samples, confirming the representativeness
of the sampling and validity of the chemical analysis. Of course, mainly due to
counting statistics the relative differences are up to a factor of 3 for the minor
elements, but since no normalization was carried out for the calculation of the
dissimilarity matrix, low abundance elements have less influence on the cluster
analysis results. In both samples corresponding groups with an identical com-
position (e.g. groups 1,2,6 and 8 in sample I and groups 1,2,7 and 8 in sample
2, respectively), albeit sometimes with a different abundance, can easily be rec-
ognized. Yet some groups that are separated in one sample are seen to merge in
the other sample (e.g. groups I and 2 in sample 2 correspond with group 7 in
sample 1). Also groups 4 and 5 in sample I seem to correspond with goups 5
and 6 in sample 2. Therefore the classification should consider simultaneously
all examined particles in all samples of the study area. This simultaneous classi-
fication should not be done by a hierarchical cluster analysis. Indeed, when the
number of particles analyzed is large, e.g. 3000 (about 10 samples) as many as
4,500,000 Euclidean distance coefficients have to be calculated and processed
in every cycle. Therefore the nonhierarchical centroid sorting method of Forgy
l0l
SrouP
no.
%
Abun.
Nc
%
Mg
Yo.
AI
%
st
Ta
P
%
s
%
CI
%
K
%
Ca
%
Ti
%
Fe
%
1
2
3
4
o
6
I
8
13
t2
oa
8
2
o
1
0.,1o
_t
0.6
(0.e)
0.1
(0.2)
0.1
toj'
0.1
(0.3)
0.2
(0.5)
0.6
(0.8)
3.0
(2.5)
0.3
(0.5)
3
(6)
4
(4)
1
(1)
t2
(5)
22
(4)
19
(4)
3
(3)
1.9
(1.6)
5.3
(2.3)
7
95
(3)
72
(8)
54
(4)
39
(6)
I
(6)
6
(4)
24
(8)
23
0.03
(or7)
0.3
(0.8)
0.5
(0.7)
0.1
(0.4)
0.7
(1.2)
0.06
(0.24)
0.3
(0.8)
1
(1)
I
(1)
0.7
(1.2)
0.6
(0.6)
0.7
(0.6)
1
0.06
(0.24)
0.3
(0.6)
0.3
(0.7)
0.2
(0.5)
1.0
,rj,
0.3
toju'
0.2
(0.4)
6
(8)
7
(4)
4.4
(3.4)
0.2
(0.4)
0.3
(0.5)
1.7
(0.6)
3
0.1
(0.1)
2
(2)
3
(3)
22
(2:2)
7
(s)
8:|
(?)
49
(6)
0.4
(0.7)
I
(2)
1.5
(1.8)
3
(3)
0.2
(0.6)
60
0.3
(0.8)
2.3
(2.2)
7
(4)
26
(7)
73
(10)
1.7
( 1.5)
I
(12)
3
auc 0.1
(0.4)
0.8
(2.0)
16
(e)
56
@)
0.3
(0.7)
0.5
(0.e)
0.3
(0.7)
I
(4)
7
(le)
1
(4)
I
(12)
a This group correspoids to one particle only. t Not detectable. " weighted average'
Table 3.10a : Raults of tlu hierarchical clwter arlrllysis of an estuarien suspended particutate nurtter sanple,for which
the abmfunce andthe (Nerage composition(centroids) is representedfor eachparticle type. Sample l.
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no.
%
Abun.
No
%
Ms
%
AI
%
,5i
%
P
%
s
%
CI
%
K
%
Ca
%
Ti
%
Fe
%
I
2
3
4
5
6
I
8
L4
o
39
23
10
2
5
I
0.2
(0.3)
0.9
(0.e)
0.3
(0.6)
0.3
(0.4)
0.3
(0.5)
0.02
(0.05)
0.3
(0.3)
0.2
(0.2)
0.2
(0.3)
0.4
(0.5)
1.1
(r.2)
0.6
(0.8)
2
(2)
2.5
(2.7)
0.4
(0.5)
0.7
(0.8)
1.E
(23)
13
(5)
2l
(4)
22
(6)
18
(5)
11
(5)
2.E
(1.5)
1.9
(1.5)
94
(4)
74
(3)
55
(4)
53
(5)
45
(6)
28
(12)
8
(5)
7
(4)
0.1
(0.3)
0.1
(0.3)
0.4
(0.8)
I
(r)
1.3
(1.8)
2
(2)
0.2
(0.4)
_l
1
(1)
0.8
(1.2)
1
(2)
2
(2)
1.5
(2.5)
2.4
(2.2)
1
(1)
0.4
(0.5)
0.1
(0.2)
0.4
(0.7)
0'E
(1.2)
I
(r)
1.0.
(1.3)
I
(r)
0.6
(0.6)
0.3
(0.3)
1.0
( 1.1)
2.6
(1.7)
5.5
(2.7)
L4
(5)
4
(2)
4
(4)
L.4
(1.6)
0.5
(0.3)
0.7
(0.8)
t.7
(1.5)
3
(2)
1.9
(1.7)
E
(e)
4
(8)
E3
(e)
0.9
(0.8)
0.6
(0.e)
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Multivariate analysis
is used. The selection of a well-balanced initial set of centroids is essential for
a successful classification. This is achieved by a sequence ofhierarchical clus-
ter analyses as follows (Figure 3.12):
l. cluster analysis of the composition data of the particles for each individ-
ual sample.
2. subsequent cluster analysis of the average composition data of all the
groups obtained via step l. Hence, groups representative for the
whole study area are obtained ; their average composition are taken
as the initial centroids.
In this way geochemical relevant particle types are obtained by the method of
Forgy. The Forgy program was written in such a way that the abundance of the
particle types per individual sample is determined. The abundance of the par-
ticle types can then be followed throughout the study area, and the changes pro-
vide information about processes that influence the abundance of the particle
types. Recently a more or less similar approach has also been used by Shattuck
et al. (1985) for the classification of individual atmospheric aerosol EPXMA
data. These authors compared a number of methods for the determination of
seedpoints (initial centroids). These methods were however only applied to a
small part, 70 objects, of the original data set. our proposed method, the se-
quence of hierarchical cluster analysis, is more rigorous, but requires also more
CPU time.
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G eoc hemistry of indiv idual s usp e nsio n par tic les
Suspended particulate matter from estuarine and marine environments is
being investigated extensively in order to assess sediment processes, the inter-
actions between sediments and the water column, and the physicochemical re-
actions that particles undergo. Most of the analytical techniques, as for instance
X-ray fluorescence, instrumental neutron activation analysis, atomic absorption
spectrometry and X-ray diffraction, usedin this context hitherto, providethebulk
composition or mineralogy of the samples. Associations betweeo, o.g., chemi-
cal elements, mineral phases, and morphology must then be made on a statisti-
cal basis. For the differentiation of metals in various organic and inorganic
phases, sequential extraction procedures were developed. However none of
these techniques elaborate the occrrrence of certain individual particles. Alter-
natively, single particle analysis methods such as Scanning Electron Microscopy
(SEM) combined with X-ray analysis or electron microprobe analysis were in-
voked by Dehairs et al. (1980), Jedwab (1980), skei and Melson (1982) and
Sundby et al. ( I 984) for the confirmation of the presence of certain expected par-
ticles. These studies had in common that the particles were searched and ana-
lyzed for their chemical and morphological characteristics manually, which is
time-consuming and hardly feasible for large number of samples. It is clear that
the use of the automated probe X-ray microanalysis, which allows the chemical
and morphological analysis of a large number of particles within arelatively short
time, has great perspectives for these research topics.
The first results of automated EPXMA of marine suspended particulate
matter was reported by Bishop and Biscaye (1982). A part of the data was also
described by Lambert et al. (1984). Bishop and Biscaye applied this technique
to individual particles from the nepheloid layer in the Atlantic Ocean, and classi-
fied the analyzed particles on the basis of their Si/Al ratio.
In the present work the practical applicability of the automated EpxMA
technique in combination with multivariate analysis techniques was shown for
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suspended particulate matter from different aquatic environments. For the col-
lection of the samples and the geochemical interpretation of the results, cooper-
ation with a number of scientists working in the estuarine and marine field was
accomplished. Because a major part of the work deals with estuarine research
some typical features of estuaries will briefly be discussed in the theoretical part
of this chapter. This theoretical part contains information on the definition and
the classification of estuaries and some aspects of estuarine processes will be
outlined. In the experimental part of this chapter the geochemical studies on
some estuaries (namely the Ems, Gironde and Scheldt) and the Baltic Sea will
be discussed.
The study of the Ems and Gironde estuary were performed in cooperation
with Dr. D. Eisma attached to the Netherlands Institute for Sea Research (NIOZ),
Texel, The Netherlands. He coordinated the sampling campaigns and the work
of a number of scientists involved with the analysis of the particulate inorganic
and organic material in these estuaries. By this approach it was tried to charac-
teizethe particulate material and to study its fate throughout these estuaries.
The study of the Scheldt estuary was conducted in cooperation with Dr. F.
Dehairs from the Free University of Brussels (VUB), Brussels, Belgium. This
study aimed to characteize the most typical pailicles in the Scheldt, and their
behavior throughout the estuary. Because the highly polluted estuary also con-
tains an anoxic region, it is believed that in such an environment rare anthro-
pogenic particles can be formed. Because these particles consist mostly of higher
atomic number elements, relative to the common aluminosilicate minerals, it is
possible to search selectively for these particles. This approach has been used
for a specific sample.
The Baltic Sea, a sea with an estuarine character and a sffong stratification,
was studied in cooperation with Dr. L. Brtigmann,Institute of Marine Research,
G eoc lwmis t ry of i ndiv itttut s wp erc ion p ar tic lc s
Rostock-Warncmiindc, German Democratic Rcpublic. The aim of the study was
to identify thc individual inorganic particles of tho suspended particulaa rnattcr
with the aid of EPXIr{A. Furthermore the suspended particulate mattcr was also
analyzed by a scguentid extraction rnethod. The elemenal fractions were detcr-
mincd by aomic absorption analysis. Comparison of thc singlc particlc and bulk
analytical data gavc additional information about the types and sources of the
suspended rna[cr in the Baltic Sea"
llt
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4.1 ESTUARINE PROCESSES
An estuary is defined as a semi-enclosed coastal body of water which has
a free connection with the sea and within sea water is measurably diluted with
fresh water derived from land drainage (Pritchard, 1967). This definition takes
the basic features of the salinity and density disributions into account, as well
as the circulation pattern and the mixing processes. It also points out the import-
ance of the boundaries which control the distribution of properties and the move-
ment and mixing of waters.
In general, estuaries are subclassified on the basis of their geomorphologi-
cal characteristics. There are primarily four suMivisions of estuaries, namely l)
drowned river valleys, 2) fjord-type estuaries, 3) bar built estuaries and 4) es-
tuaries produced by tectonic processes. Also with regard to the dominant physi-
cal processes associated with movement and mixing in the estufiy, four types of
estuaries were distinguished by Postma (1980). The schematic representation of
the four types of estuaries is given in Figure 4. I , with respect to their salinity dis-
tribution and their sediment transpoft characteristics :
a) salt wedge estuary : most or all suspended material is fluviatile and is
caried to the sea in the low salinity surface layer and does not enter
the estuarine cycle proper.
b) partially mixed estuary : the landward bottom flow is sufficiently strong
to move suspended sediments up the estuary until the head of the salt
intrusion is reached. This sediment may be fluviatile material that has
settled from the upper into the lower layer, but it may also be of marine
origin, depending on the concenhation of suspended matter in the
river and in the sea and their fluxes toward the estuary.
c) fully mixed estuary : the suspended matter is concentrated nearshore.
This occurs also for estuaries without appreciable river flow that are
tidally dominated.
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d) negative estuary : having a net inflow at thc surfacc and thcoutward flow
near the bottom. Thcse may form in areas where excess evaporation
(arid regions) causes high salinities in the inner section of the ostuary;
matorial is ranspcted by the bottom curent.
Figwe 4.1 : Schematic represengtion of the four types of estuaries, after Postna
(19s0).
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These estuarine circulations are especially important in understanding the
fate of fluviatile and marine suspended matter and sediments in the estuary. Be-
cause the estuaries studied in this work are all stratified the main features of water
and sediment movements will be outlined in detail for this kind of estuary; as is
shown in Figure 4.2. The freshwater discharge generates a residual seaward flow
in the upper layer. The seawater which is entrained from the lower layer by this
flow is provided by a residual landward flow along the bottom. The particles
transported by the river are subjected to gravitational settling and settle during
horizontal transport. Here they are taken up by the residual landward flow along
the bottom. The suspended matter concentration near the bottom is generally
greater than near the surface and this causes a residual sediment transport in the
transition region between salt and freshwater. Accumulation of sediments oc-
curs until a state of (dynamic) equilibrium is reached between sediment supply
along the bottom, removal of suspended matter from the lower to the upper layer
Figure 4.2 : The meanfearures of
water and sediment
movements for a strati-
fied estunry.
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by mixing, seaward transport in the uppeq layer and sinking of suspended mat-
ter from the upper layer back to the lower layer' The maximum concentration
of suspended matter in the water, the so-called turbidity maximum, appears to
occur at the tip of the saltwater wedge in the estuary. The recirculation of mud
gives rise to longer particulate residence times for the suspended matter than for
the water. River water, with its dissolved components, actually flows through
the turbidity maximum whereas some proportion of the particles are returned
within the maximum.
Particulate material in estuaries originates from numerous sources (Gold-
berg, 1978):
- the oceanic source of particulate matteris characterized by biogenic skele-
tons of diatoms, cocoliths and foraminifera as well as by the clay
minerals having specific properties of material originating from coas-
tal sources due to marine erosion.
- the fluvial source includes materials eroded from the catchment area' oxy-
hydrates and clay minerals from weathering reactions, organic re-
mains from vascular plants or as humic matter'
- airborne anthropogenic particulate matterconstitutes an important source
locally because of the proximity of industries and urban settlements
to most of the world's major estuaries'
- organic and inorganic flocculations in suspensions indicative of estuarine
sources as are certain authigenic minerals such as iron-phosphates and
manganese hYdroxides.
In most estuarine studies, the estuarine plocesses are described in relation
ro a Conservative Index of Mixing (CIM). The CIM is determined on the base
of a "conssrvative" element, for which the concennation variations are only the
result of the mixing ratio of the marine and fluvial components' Provided that
the concenftation of the end-members remain constant' The content of the ele-
G euhanistry of individtul srupercion putlc les
mcnt undcr study is placcd rclatively to thc CIM, and deviations from the tho.
otetical linear mixing cuwe point to processes other than simple mixing (Figure
4.3). In general, the salinity or chlorinity is used as a CIM in the case dissolved
elementconccntrations areconsiderpd. Forthedetcrmination of themixingratio
of the marine to fluvial mrterial in suspended matt€r natural tracers arre used in
most cases. To be useful as a CIM there has to exist a natural difference in com-
position bctwe€n two ormore sedimentsources, and thetracer has to behavecon-
servatively throughout the cstuary. Differcnces in mineralogy, in chcmical
composition, and in isotopic composition have been used in the past for a num-
ber of estuaries. A review of these studies was made by salomons an! Fdntner
(1984).
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3.2 THE EMS ESTUARY
The study of the Ems estuary was conducted in cooperation with Dr. D.
Eisma, Netherlands Institute for Sea Research (NIOZ), Texel, Netherlands. The
main objective of the study was to characteize the particulate organic and inor-
ganic matter in the estuary and to describe their behavior throughout the estuary,
e.g. river and sea samples, and several samples in the transition zone were taken.
The Ems estuary is situated at the Dutch - German border, and is part of the wad-
den sea, characteized by channels and extensive tidal flats. Sampling was per-
formed during high and low run-off discharge, in November-December I 982 and
May 1984, respectively. In Figure 4.4 the full circles represent the sample sta-
tions during high run-off and the open circles these of low run-off. The salinity
and turbidity profiles in the Ems estuary are shown for the two sampling cam-
paigns in Figures 4.5 and 4.6, respectively.
For the analysis of the composition of the particulate organic matter, pyro-
lysis gas chromatography mass spectrometry (PyGMS) was performed by J. J.
Boon, Institute for Atomic and Molecular Physics, Amsterdam. Because this
technique is rather elaborate and not suitable for large series of samples, Curie-
point flash pyrolysis mass spectrometry (PyMS), a semi-quantitative method,
was also used. Additionally, determinations of l3clzcwere carried out by w.
G. Mook, Laboratory of Isotope Physics, Groningen. In this way the particulate
organic matter was characterized. The characterization of the particulate inor-
ganic matter was accomplished by automated EPXMA analysis. For this ana-
lysis small aliquots of water, one drop to a few milliliters, were filtered over a
47 mm diameter 0.4 pm pore-size Nuclepore membrane filter. care was taken
to obtain a sufficient loading for efficient analysis while maintaining a low per-
centage (less than 5 vo) of overlapping particles (Kelly et al., 1980); generally
the sample loading was berween 1-150 nglmm2. After washing with Milli-e-
water and air drying in a laminar flow box, the filters were coated with carbon.
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The microprobe was used at an electron energy of 20 keV and a beam cur-
rent of |nA, by a magnification of 540 x. For the automated analysis the Par-
ticle Recognition and Characterization program, see section 2.2.1 , was used' The
energy-dispersive X-ray spectra were collected for 10 s at the particle centroid,
and the ROI deconvolution technique was used to obtain the peak intensities of
the K X-ray lines of Na, Mg, A1, Si, P, S and cl and the Ka-lines of K, ca, Ti
and Fe. Usually the total X-ray count rate was between 500 and 2000 counts/s.
When the sum of the net peak intensities was below 500 counts per 10 s, the par-
ticle was not taken into account because the concentration of the detectable ele-
ments was too low for reliable interpretation of the relative X-ray intensities; this
was the case for about I Vo of. the sized particles.
For each of the samples, approximately 300 particles were analyzed' The
particles were classified by the method outlined in section 3.2.4, i.e' by the use
of the centroid sorting method of Forgy where the initial centroids were obtained
by using the Ward's method in a sequence of hierarchical cluster analysis'
4.2.L Results and discussion.
The average composition of the different particle types, as identified by the
cluster analysis, is given in Table 4.la for the November-December samples' It
appears thatiL Vo of thedetected particles throughout the estuary are rich in Si
(> 40 Vo as SiOZ); they are characterized as quartz, K-, Ca- and Fe-rich alumino-
silicates : particle type numbers l, 2, 3 and 4 respectively. The other significant
groups were found to be two iron-rich particle types (numbers 5 and 6), which
also have a significant phosphate concentration, and calcite and/or aragonite par-
ticle types (group numbers 8 and 9). The low abundance particle types, numbers
7, 10, lL, !2 and 13, are characterized by relatively high contents of Fe + S, Ti,
Ti + S, Al, and S + P, resPectivelY.
G eochemistry of individual suspension particles
The relative abundance of each particle type in every individual sample is
given in Table 4.1b. Except for the low abundance particle types, significant
abundance variations exist throughout the Ems estuary. At the most upriver sta-
tions, the iron-rich particle types and the Fe-aluminosilicate are predominant.
They represent 67 Vo of all the measured particles at sample station 25, and their
abundance decreases sharply toward the turbidity maximum and the salt intru-
sion region (Figure 4.5); this suggests a fluvial origin. These particles probably
have their origin in the peatbog areas that are drained by the Ems river. These
areas supply the Ems river with an excess of iron, and it is assumed that at least
a part of it is concentrated in single particles. The marine suspended particulate
matter is mainly characterized by the K-aluminosilicate and, to a lesser extent,
the quartz and calcite and/or aragonite particle type. At sample station 32, the
most marine station, 81 7o of themeasured particles belong to one of these groups.
The chemical inorganic composition of the suspended particulate matter of the
end-members of the Ems estuary are significantly different. If it is assumed that
in the transition zone these end-members behave conservatively, or nearly con-
servatively, the abundance variations of these particle types can be used as a Con-
servative Index of Mixing (CIM).
Figure 4.7 shows the particle frequency distribution, and the salinity profile,
with location throughout the Ems estuary for the two iron-rich, the K-alumino-
silicate and the calciteluagonite particle types. Note in this figure the com-
plementary abundance distribution of the fluvial and marine characteristic
particle types. If the distribution of the iron particle types is taken as an indica-
tor of the conservative mixing of fluvial with marine suspended particulate mat-
ter, it is seen that mixing of riverborne with marine suspended matter occurs
entirely in the freshwater tidal area, between sample station 27 and 25. Down-
stream sample station 27, which is near to the contact with saline water, the
relative abundance of the iron-rich particle types are neglible. These results con-
firm earlier data for this area from Salomons (1975) who came to the same con-
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clusion but used the isotopic composition of carbonates as a tracer for the origin
of the sediment.
Table 4.1b and Figure 4.7 further elaborate the accumulation of the K-
aluminosilicate particle type in the turbidity maximum region. This can be a con-
sequence of the preferential accumulation of the smectite type mineral in the
turbidity maximum, or may indicate a smaller third (local ?) source (supply from
the nearby Dollard, erosion ?) of particulate matter.
The PyMS and the 613C results (Figure 4.8, Eisma et al., 1985) also show
a marked change in composition upstream of the salinity contact, as was shown
already by Eisma et al.(1984a). Comparison of the results on inorganic and or-
ganic material indicates that the mixing of both components goes parallel, even
in such detail, that for all characteristics suspended matter collected at sample
station 26 contains somewhat more river-derived material than suspended mat-
ter collected at stations22 and23. ltfollows that during the sampling period ,
particulate organic matter coming from the river behaved conservatively, while
compositional changes are caused by tidal mixing. The good correlation of the
inorganic and organic analysis also points out that, for both methods, repre-
sentative sampling and analyses were performed.
During low run-off, approximately the same particle types, with a signifi-
cant abundance throughout the estuary, were identified by the multivariate ana-
lysis as for high run-off conditions (Table 4.2a). The abundance distributions
throughout the estuary are given in Table 4.2b andrepresented in Figure 4.9 for
the important quartz, K-aluminosilicate, iron-rich and the calcite and/or arago-
nite particle types, which a.re particle type numbers l, 2, 5 andT,respectively.
Again mixing of riverborne material with marine suspended particulate
matter appears to occur in the freshwater region, now owing to low river run-off
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further upriver (Figure 4.7 and 4.9) in the estuary. The higher concentration of
the K-aluminosilicate particle type at the turbidity maximum is still observed but
the enrichment, from the marine environment to the turbidity maximum, is
smoother than for high run-off. This enrichment seems to be a general feature
in the Ems estuary. The shape of the distribution profiles of the calcite md/or
aragonite group during high and low run-off differ significantly. During high
run-off, the abundance increase from the turbidity maximum toward the marine
environment is more gradual than for the K-aluminosilicate , while, at low run-
off, the shape of the distribution profile approaches the one of the K-alumino-
silicate particle type. The quartz particle type shows a remarkable behavior in
the freshwater region, where its abundance increases from 25 t 4 7o in the more
saline environment to a maximum value of 61Vo at sample station 233. Atthe
upriver sample station 235 the abundance decreases again. The quartz maximum
at sample stations 233 and 235 is probably due to a high diatom content in that
area. This implies that the quartz particle type does not only contain detrital
quartz particles but also biogenic features rich on Si. The mean morphological
information of the quartz particle type suggests, by its relatively low shape fac-
tor increase, that broken frustules would be present. However, manual search of
the samples shows the presence of intact diatom skeletons (Figure 4.10). It is
seen that the PRC program is not able to size these features accurately, which
leads to reanalysis, overestimating the abundance of the particle type, and to
smaller mean diameters and shape factors. Probably, the use of the 733b pro-
gram, with the more advanced sizing routine, avoids these problems.
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Tablc 4.2a : Average composition of the particle types (normalized to 100 weight Vo) for the Ems estuary during low
run-off(/,984).
MAD = maximum diameter; MID = minimum diameter; AVD = average diameter; SF = slupe factor
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4.3 THE GIRONDE ESTUARY
The study of the Gironde estuary was conducted in cooperation with Dr.
D. Eisma, NIOZ, Texel, Netherlands, as pa$ of the GRECO-ICO program of the
C.N.R.S., France. The main objective of this study is, as in the case of the Ems
estuary, the characterization of the particulate organic and inorganic matter and
to study its behavior throughout the estuary. For this purpose the same analyti-
cal techniques were used.
The Gironde, the largest estuary in France, is located on the south west
coast of France (Figure 4.11). The estuary is formed by junction of the Garrone
and Dordogne rivers, which drain respectively the Western Pyrenees and the
Massif Central. Sediment transport between the North and South channel of the
Gironde and toward the sea, in response to varying river discharge, were studied
in detail using hydrological and tracer techniques by Allen etal.(1977).
The North and South channel of the Gironde estuary and the Garrone and
Dordogne rivers were sampled, 19 samples, during May 1983, in a period of
rather high river discharge conditions. The results of the salinity and turbidity
measurements are shown in Figure 4.12. Bec,ause of the mixing of the two river
end-members in the estuary, and the geographical barrier between the North and
South channel a complex system is present, in which the composition of the sus-
pended particulate matter in the estuary is determined by the mixing ratio be-
tween the Garrone, Dordogne and marine suspended matter. In the first instance
it is required to study the river end-members and their mixing in the estuary.
The sampling and the experimental conditions for the EPXMA were ident-
ical as for the Ems study (see section 4.2). Theresults should therefore be com-
parable.
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4.3.1 Results and discussion.
The average composition of the different particle types, as identified by the
cluster analysis, for the l9 samples, is given in Table 4.3a.
It is seen that 83 7o of the measured particles throughout the estuary are
rich in Si (> 40 7o asSiO1): they are identified as quartz, K-, and Fe-rich alumi
nosilicate : particle type numbers l,2and3 respectively. The other particle types
are characterizedby particles rich in Fe, Al + Si + Fe, Ca, Si + Ca, Al + Si + Ca,
Ti and Ti + Si.
The relative abundance of each particle type for each individual sample is
given in Table 4.3b. From this table it is seen that the two Dordogne river end-
member samples, sample numbers ZAand2B, differ only slightly from the Gar-
rone river end_member, sample number l. Abundance differences exist between
the quarz and aluminosilicate particle types and the calcite and/or aragonite
group. The Dordogne samples have relatively high quartz, and Fe-aluminosili-
cate abundances, while the abundances of the K-aluminosilicate and the calcite
and/or aragonite groups are relatively low. The influence of the Garrone river is
already measurable at sample station I 1, in the North channel of the Gironde es-
tuary, as is seen by the higher abundance of the K-aluminosilicate and the cal-
cite and/or aragonite particle types, while the abundance distribution of the
samples, numbers 9, 10 and 13, ane similar. This can be explained if it is as-
sumed that the Garrone river is the principal source of the suspended particulate
matter in the Gironde estuary. This assumption is supported by data of the total
yearly supply of suspended matter to the Gironde, as the supply from the Dor-
dogne (0.7 106 t/a) is about half the supply from the Garrone ( 1 .5 106 t/a) (Jouan-
neau, 1982). The inorganic matter supplied by the Dordogne river, which only
has a slightly different composition, is not easily recognized in the Gironde es-
tuary but the abundance variations in the Gironde may at least partly be explained
G eoc hemis t ry of i ndiv idual s us p e ns i o n p ar tic le s
by an admixture of Dordogne material in different proportions. On the other
hand it is seen that the composition of the sample representing North channel
suspended matter; sample number 14, has a distinct composition. The admix-
ture of North and South channel suspended par:ticulate matter can also lead to
fluctuations in the abundance of some of the particle types.
The abundance distribution of the Si-rich particle types and the calcite
and/or aragonite particle types are represented in Figure 4.13, for the Garrone
and Gironde (South channel) samples. This figure shows that despite some ex-
ceptions no significant or systematic abundance variations between the samples
are encountered throughout the whole estuary. No evidence is found for a net
flux of marine suspended particulate matter into the estuary; even the abundance
of the calcite and/or aragonite particle type is constant throughout the estuary.
If however the composition of the particulate organic matter is regarded
(Eisma et al., 1985), no uniform composition is found (Figure 4.14). The
EPXMA of the particulate inorganic suspended matter indicates that this is not,
as in the case of the Ems study, caused by mixing of estuarine with marine sus-
pended matter, unless the suspended matter that comes in from the sea has the
same composition as the Garonne suspended matter. Therefore probably an ad-
mixture of older estuarine suspended material or resuspended sediments with a
lower organic content and different composition occurs. Or there is a process of
transformation of organic matter in the estuary, resulting in a different organic
composition and a higher 6l3C ualue.
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Tuttt2 4.3b : Ahgndynce of thc particle types at cach sample station for the Gironde e stuary and the Garonne and
D ordogrtc rivcr ( I 983 ).
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Table 4.3a : Average composition of thc particle types (normalized to 100 weight Vo) for the Gironde estuary and the
Garonne and Dordognc rivcr (1983).
MAD = mafimum diameter; MID = minimurn diameter; AVD = average diameter; SF = slnpe factor
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4.4 THE SCHELDT ESTUARY
The sampling of the Scheldt longitudinal profile was performed in Novem-
ber 1985. The Scheldt a highly polluted estuary, owing to industrial and munici-
pal waste, has anoxic conditions at the lower salinity region. The sample
locations at the Scheldt estuary are given in Figure 4.15. A total of 17 samples
were taken from 16 sample stations. Sample station I was sampled twice with
a 50 minutes time difference : samples I and lb respectively. The longitudinal
profile was taken from Vlissingen till a few miles upstream of Rupelmonde. The
salinity and turbidity profile is shown in Figure 4.16. The sampling procedure
and the experimental parameters for the EPXMA are identical to those of the
study of the Ems estuary,
4.4.1 Results and discussion.
The results of the automated EPXMA are given in Table 4.4a, which lists
the average composition of the different particle types identified by the cluster
analysis, and in Table 4.4b which gives the relative abundance of each of the par-
ticle types in every sample.
As seen from Table 4.4a, thirteen particle types were retained. The silicon
rich particle types (SiOz > 40 Vo ), particle types I to 6, account for 81 Vo of the
measured particles. They consist of quartz, and a number of aluminosilicate
groups. The last four aluminosilicate groups are rich in K, Fe + K, Fe and Ca,
respectively. Besides these silicon rich particle types Fe-, Fe + S-, Ca + Fe + P-
, Ca- and Ti-rich particle types were identified.
The abundances of the K- and Fe + K-aluminosilicate particle types and
the calcite and/or aragonite group are represented for each sample station in
Figure 4.17, together with the salinity profile throughout the estuary. None of
r46
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the identified groups showed systematic abundance variations throughout the es-
tua.ry, except for the calcite and/or aragonite particle type of which the abundance
increases gradually seaward, a phenomena which was also found in the Ems es-
tuary. But while the abundance of the CaCO: group at the Ems downstream sta-
tions increased steadily to 15 Vo in November-December 1982, and was nearly
constant at20 7o in May 1984, the abundance of the CaCOg particle type in the
Scheldt fluctuates significantly. For sample station 1, where two samples were
taken with a 50 minutes time difference, significant abundance variations up to
l0 7o werc measured.
At the most upriver sample station, number 30, the calcite and/or aragonite
particle type reaches its minimum while the Fe + K-rich aluminosilicate group,
particle type number 4, reaches its maximum. It is however not clear that this
would be an indication of the influence of river derived material on the compo-
sition of the estuarine suspended matter. Actually sample station number 30 can
not be taken as an end-member as it is not possible to determine the river sus-
pended particulate matter unambiguously. Therefore it is necessary to sample
further upriver from station 30, to characteize the pure river material.
Throughout the whole estuary the rutile (TiO2), the Fe-, the Fe + P- and the
Fe + S-rich particle types, numbers 12,7,8 and 9 respectively, have a mean
relative abundance below 3 Vo. No systematic abundance variations were found
for these particle types. This is probably a direct result of the abundance vari-
ations of the more abundant Si- and Ca-rich particle types, influencing relative-
ly the abundance of the other groups. The occulrence and distribution of these
particles are important with respect to pollution studies, as the iron oxides/hy-
droxides (Singh and Subramanian, 1984) are scavengers for heavy metals. Be-
cause of the anoxic region in the Scheldt it is also expected that some heavy
metals could be enriched in some single particles. To study these particles in de-
tail the experimental parameters of the EPXMA were changed in such a way that
Geochemistry of individual suspension pcru, les
only particles with a relatively high atomic number were measured. This was
achieved by measuring with a high threshold-to-background ratio for the detec-
tion of the particles during the EPXMA. A centrifuge sample collected at a sa-
linity of 2.5 ppt nearby Antwerp, was resuspended in Milli-Q-Water and filtered
on a25 mm diameter 0.4 pm pore-size Nuclepore filter. For analysis the micro-
probe was used at an accelerating voltage of 20kV and a beam current of lnA.
The X-ray acquisition time was 20 s, and the threshold/background ratio was 2
during the analysis, while under normal measurement conditions this is approxi-
mately around 1.1.
In this way a variety of particles were measured. A number of Ca-rich par-
ticles enriched in Fe, P, Ti + Fe were detected. Probably a number of these par-
ticles are anthropogenic or authigenically formed. A possible source could be
the fertilizer industry.
The iron-rich particles were divided into particles rich in Fe, Fe + S, Fe +
P and Fe + Ca. Enrichment of Mn was found with the Fe + P and Fe + Ca par-
ticles, while the abundance of the individual Mn-rich particles is low. Only one
Mn-rich particle was measured. It is therefore thought that probably the major
part of the excess Mn is associated with, coprecipitated and/or adsorbed to, the
iron-rich particles. It was also seen that particles rich in Zn were measured of
which some Zn-rich aluminosilicates, one of these contained a few percent Pb,
andZn + S particles. No evidence for the occurrence of ZnCOz particles was
found.
Generally, it is seen that the use of automated EPXMA allows the identifi-
cation of a variety of particles with a relatively high atomic number. At least a
part of these particles are formed in the anoxic region of the Scheldt estuary, or
have an anthropogenic origin.
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Tablc 4.4b : Abrutdrutcc of tlrc particlc typcs at each sample stationfor the Scheldt estwlry (1985).
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Tablc 4.4a : Avcrage composition of the particle rypes (normalized to la0 weight Vo) for the Scheldt estunry (l9SS).
MAD = maximum diamcter; MID = minimurn diameter; AVD = average diameter; SF = shape factor
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4.5 THE BALTIC SEA
The abundance, composition and distribution pattern of dispersed matter
in the Baltic Sea is governed by the geography, topography and hydrography of
this brackish water body. Major influences arE expected to be caused by the es-
tuarine character with the main fresh water inflow in the North and steady intru-
sions or episodic swells of sea water from the Southwest and by a mean depth of
only 55 m. Strong and relatively stable thermohaline stratification causing
oxygen depletion and even hydrogen sulphide formation in the central deep ba-
sins, is also of importance. The uplift of the sea bottom in the North (up to l0
mm/a) and submergence of I to 2 mmla in the transition zone to the North Sea
is expected to have an influence. The relatively long residence time of the water
masses in the order of 25 to 40 years, a high primary productivity (up to about
150 g Ctr#n)and the high anthropogenic load through the atmosphere, by ri-
vers and with direct discharges of industrial and municipal waste waters (Mel-
vasalo et al., l98l; Voipio, 1981) also influence the distribution pattern of
dispersed matter. Therefore, the load of particulate matterin the Baltic Seamust
be mainly a mixture of material that is introduced with inflowing fresh and saline
waters or from the atmosphere, re-suspended/eroded from the sea bottom and
from the shore, derived from the organic life in the sea (living cells, fecal pel-
lets, organic detritus, etc.), precipitated in the water column, e.g. oxides/hydrox-
ides, carbonates, sulphides, phosphates and/or flocculated from colloidal
dispersed macromolecules (e.g. humic acids) or clay minerals. The chemical
composition of this material should reflect the relative importance of these dif-
ferent sources and may therefore act as an indicator for the origin of the water
masses and their properties. Hitherto, the available information was restricted
to the geochemistry of the bulk of particulate matter (Andrulewicz et al., 1979;
Bostrtim et al., 1981; Brtignlann, 1986; Brzezinska et al., 1984; Eisma et al.,
1984b; Emelyanov,I9T4; Emelyanov and Pustelnikov, 1975; Gordeev er al.,
1984; Gustavsson and Notter, 1978; Gustavsson, 1981; Oreshkin et al., 1980;
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Pustelnikov ,1977;Weigel, 1976,1977; Yurkovsky and Pinkule, 1980). Studies
on the composition of individual particles have not been performed. The pool
of bulk data is still limited with respect to the number of investigated samples
and elements and the areal and seasonal coverage. In addition, the results from
different authors cannot be compared straightforwardly. This is mainly due to
the different methods and materials used for the sampling, pre-treatment and final
analysis.
Sampling was performed during a biologically less productive period of
the year on a transect between the Bothnian Bay and the North Sea. This avoided
that the collected material was composed mainly of organic particles which will
not be very site-specific in their composition (Sigg, 1984) and could therefore
"dilute" the information gained from the characterization of the inorganic con-
stituents. The selected locations and depths were assumed to be representative
for the corresponding water bodies.
The studies were aimed to identify the most typical particles in Baltic wa-
ters with the aid of electron microprobe analysis and multivariate statistical tech-
niques. The results of the individual particle analyses were supplemented by
measurements on the bulk composition of material collected in parallel. The
study of the Baltic was conducted in cooperation with Dr. L. Briigmann,Institute
of Marine Research, Rostock-Warnemtinde, German Democratic Republic, who
performed the sampling and bulk analysis.
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4.5.1 Experimental.
4.5.1.1 Sampline.
Sampling was performed from 18 November to 17 December 1984 from
the GDR R/V "A.v. Humboldt" during the expedition POLEX'84 between the
Bothnian Bay and the North Sea. The station grid corresponded mainly to that
of the Baltic Monitoring Programme (BI!P) of the IIELCOM (1982). We col-
lected surface water samples at0.z m depth into 2l silica bottles from a rubber
boat, wearing arm-length plastic gloves . Sub-surface sampling was performed
using home-made 2l PTFE samplers of type "WATES" (Briigmann et al., 1987).
For the present studies 50 samples were collected at 18 stations (Figure
4.18), either at the "surface" (0.2 or 10 m depth), from medium depths above the
permanent halocline and from the bottom layer (Table 4.6b).
For the individual particle analyses immediately after sampling sub-sam-
ples of 50 to 100 ml were pressure filtered in a clean bench through 0.4 pm pore-
size Nuclepore filters (diameter 25 mm) using a 50 ml Millipore syringe
connected to a suitable filter holder. The loaded filters were flushed two times
with 10 ml de-ionized "Milli Q" water (MQW), air-dried and stored unfolded,
and wrapped in plastic bags in a deep freeze.
For the bulk analyses the suspended matter was separated by pressure fil-
tration of 0.5 I water through 0.4 pm pore-size Nuclepore filters (diameter 47
mm) held in a Sartorius filtering device "SM 16511". The filters had been
cleaned previously by leaching them for several weeks in 2M HCI and rinsing
with MQW. Before use, the filters were dried and pre-weighed. The loaded fil-
ters were flushed two times with 25 ml MQW, double folded with the loaded
surface inside and stored in a deep-freeze.
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Figure 4.18 : Sampling grid of the 18 stations at which parallel samples of particulate
matter were collected inNovemberlDecernber 1984,for individual and
bulk analvses.
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4.5. I .2 Individual particle analysis.
For analysis the microprobe was used at an electron energy of 20 keV, a
beam current of I nA and a magnification of 1000 x.
The "Particle Recognition and Characterizations (PRC)" program (see sec-
tion2.2.1) was used for the analysis of the individual suspended particles. The
peak intensities of the K X-ray lines of Na, Mg, Al, Si, P, S and Cl, the Kcr-lines
of K, Ca, Ti, Mn and Fe and the L-lines of Ba are integrated after subtracting li-
nearly interpolated background contributions from the total counts in the spec-
trum regions of interest. Due to overlap of the Ti-Ka X-ray with the Ba Lct
X-ray, it is necessary to search for the Ba Lpt and Lpz X-ray to distinguish be-
tween Ti and Ba.
In this way for every sample approximately 300 particles are measured in
ca. 1.4 h. The total number of particles from the Baltic Sea analyzed for their
chemical composition and morphology was around 15,000.
To make the interpretation of this large amount of information possible,
hierarchical and non-hierarchical cluster analyses are used to classify the par-
ticles (see section 3.2.4) into various particle types or groups on the basis of their
elemental composition. The relative frequency distribution of the particle types
can be followed through the study area, and the changes provide information
about geochemical and physical processes which influence the abundance ofcer-
tain groups.
After the particles have been classified into groups, corrections for matrix
effects in EPXMA, the so-called ZAF-corrections, are carried out, taking into
account the average composition of the particle type.
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4.5.1.3 Bulk analysis.
The exsiccated filters loaded with the particulate matter were re-weighed.
Their pre-treatment for subsequent analyses by atomic absorption spectroscopy
(AAS) included the following two steps :
a) leaching with 0.5 N HCI to release the weakly bound metal fraction and
b) "total" decomposition of the collected material with a mixture of HCl,
HNO3 and IIF in a PTFE pressure bomb (Eggiman and Betzer, 197 6).
The AAS measurements of both extracts have been camied out in the flame-
less mode using the STPF (stabilized-temperature-platform-furnace) concept
(Bettinelli et al., 1986; Desaulniers et al., 1985) and by the flame injection tech-
niques. For the investigated elements the total blanks were always below 10 7o
of the metal quantities contributed by the collected material. The r.s.d. of the
determinations did not exceed 15 7o. The entire procedure of the bulk analyses
of suspended matter on 0.4 pm pore-size Nuclepore filters has been tested be-
fore in the course of an ICES intercalibration exercise (Yeats and Dalziel, 1985).
4.5.2 Results and discussion.
4,5 .2. I Hydro Rrarthicall hy drochemical background c ondit ions during the
sampling period.
The whole data set from the expedition was used for the characterization
of the background conditions in the investigated area (Table 4.5). The 140 sam-
ples from 36 stations which represent both true "Baltic Sea sites" (Bothnian Bay
to Kattegat) and "North Sea samples" (Skagerrak and NE North Sea, 4 stations/l6
samples) were divided into 3 categories for further interpretation, namely the sur-
face, medium and bottom water samples.
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t'Surface"
(0.2 to 10 m)
n=64
"Medium"
(20 to 400 m)
n=38
"Bottom"
(10 to 550 m)
n=38
Temperature ( " C)
Salinity (ppt)
Oxygen saturation (%)
Phosphate (pmol/l)
Nitrite (pmol/l)
Suspended matter (mg/l)
6+2
(2.1 
- 
8.4)
13+8
(3.4 
- 
33.6)
95+2
(e3 
- 
ee)
0.5 + 0.3
(0.02 
- 
1.1)
0.5 + 0.6
(0.05 
- 
3.0)
0.4 + 0.2
(0.1 
- 
1.2)
6+2
(2.5 
- 
e.e)
L5 *12
(3.6 
- 
35.2)
77 *.30
(<0.01 
- 
e7)
0.8 + 0.7
(0.04 
- 
3.1)
0.3 + 0.4
(0.01 
- 
2.1)
0.4+.0.2
(<0.01 
- 
0.9)
7+2
(2.8 
- 
r2.2)
17+11
(4.1 
- 
35.2)
71+30
(0.01 
- 
e7)
1.1 + 0.7
(0.1 
- 
3.6)
0.3 + 0.2
(<0.01 
- 
0.8)
0.7 + 0.5
(0.1 
- 
2.6)
Table 4.5 : Hydrographicallhydrochemical background datafor the invesrtgarcd area
in the Baltic Sea dwing the sampling period.
Our data reflect a typical late hutumn/winter situation for the Baltic Sea
(Grasshoff, 1975; Melvasalo et al., 1981; Voipio, l98l). From the STD profiles
no sign of a thermocline was visible. The medium and bottom water layers are
more saline, enriched in phosphate and partly in nitrate, and depleted in oxygen
with respect to the surface waters. This is partly the result of the pennanent ha-
locline which exists throughout the whole Baltic Sea except in those parts of the
Gulfs of Bothnia and Finland where convectional overturn of the water column
occurs during winter time. The halocline is a barrier for the exchange between
deep waters and the surface layer, allowing only slow mixing. The high phos-
phate concenffations in the deep water are the combined result of the minerali-
zation of suspended organic material and the release of dissolved phosphate out
r62 Chapter 4
of the sediments, especially when anoxic conditions prevail. The mineralization
of organic material is also responsible for the higher nitrate concentrations found
in the medium depth water. In the bottom water of deep basins with very low
oxygen levels or with anoxic conditions, the nitrate is consumed as oxidizing
agent and finally removed by de-nitrification. The measured nitrite concentra-
tions were low throughout the whole Baltic Sea; only slightly higher levels were
found in the surface waters.
The primary productivity during the sampling period is generally low, less
than 0.1 gClmz rc. This is about one fifth of the annual mean or only 2 Vo of the
primary productivity observed during blooms in spring and summer (Schulz,
1985). In the Northern parts of the Baltic Sea the productivity drops to nearly
zero in winter time.
The suspended particulate matter concentrations measured during the
sampling period were lower than all previously published data. Pustelnikov
(1977) found a mean value of 3 mgll(0.2 - 12.4 mgfl) for the suspended matter
content ( 0.5 ltn, membrane filter, about 1500 samples). Bosndm et al. (1981)
reported I mg/l as a mean value for 39 samples using 0.45 pm pore-size Milli-
pore filters under pressure filtration but without filter washing. Later on they
suggested a four times higher value (a mg/l) to be more representative (Bostrdm
et al., 1983). A level of 0.94 mg/l (0.05 - 15 mg/l) was found by Briigmann
(1986) as the mean of 233 samples which were pressure filtered through 0.4 pm
pore-size Nuclepore filters, and finally washed with MQW. The average ob-
tained by Eisma et al. (1984b) (0.4 pm pore-size Nuclepore filters, 9 samples)
for the Kattegat waters outflowing into the Skagenak was 1.2 mgfl. Our mean
values for the surface, medium and bottom water samples (0.4,0.4 and 0.7 mg[,
respectively , Table 4.5) result from a period with low biological productivity.
However, they may be not representative for the whole winter season. There is
a lack of information on seasonal differences of the suspended matter load in
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Baltic waters. For instance, Jonasz (1983) found that the size disnibution and
number of particles per volume vary greatly in the Baltic Sea depending on sea-
son, depth and location. Particles > 2 pm show maximum numbers of
35,000/cm3 in the summer mixing layer (0 to 20 or 30 m) and minima above the
halocline (60 - 70 m) with 1000 to 1500/cm3 in winrer time (Jonas z,1983).
4.5.2.2 Individual particle analysis.
The classification which was based on the elemental composition of 15,000
particles taken from different parts of the Baltic Sea identifies l0 particle types
of geochemical relevance. The average composition - converted to oxides when
relevant - of the different particle types is listed in Table 4.6a.
It can be seen that the prevailing groups in the overall study area are the Si-
rich particle types (Sioz > 40 7o). They account for 80 7o of tll investigated par-
ticles and consist of a quarz (type number l), a K-rich (type number 2) and a
Fe-rich aluminosilicate particle group (type number 3). The mineralogical com-
position of the Si-rich particle types cannot be elaborated by EPXMA, but X-ray
diffraction data from recent Baltic Sea sediments, e.g. the Arkona Basin (Briig-
mann and Niemistd, 1987) reveal the presence of up to 30 Vo quartz, about l0 Vo
of each feldspars (plagioclase, K-feldspar) and chlorites, up to 30 Vo of clay mine-
rals (mainly illite, some kaolinite, traces of montmorillonite and un-identified
"mixed layers"). In addition, different proportions of dolomite, pynte and only
occasionally calcite were identified (Emelyanov and Trimonis, l98l).
The less abundant particle types, group numbers 4 to 10, were identified as
Ba + S-, Fe-, Mn-, Ca-, P + S-, Ti- and Al-rich particles, respectively.
The relative abundance of each particle type at every individual sample is
given in Table 4.6b. Except for the Ti-rich (possibly rutile) and the Al-rich par-
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ticle type, significant abundance variations exist throughout the Baltic Sea. The
relative abundance variations and the nature of the particles classified in the Ba
+ S-, Fe-, Mn-, Ca-, P + S-rich particle types will be discussed in more detail.
The Ba + S-rich particle tYPe
particle type 4 reveals the occurrence of Ba + S-rich particles with a mean
relative abundance of 5 Vo in the Baltic Sea. An electron micrograph and
EPXMA-spectrum of a typical particle are given in Figure 4.19A and Figure
4.Z01,respectively. ElectrondiffractionoftheBa-richphaseoftheAtlanticand
pacific suspended matter showed the diffraction pattern of barite (Klossa, 1977).
This allowed Dehairs et al. (1980) to conclude that barite is a genuine compo-
nent of natural marine suspensions and in most cases the main particulate B a car-
rier in the marine environment. If it is assumed that Ba + S-rich particles found
in the Baltic Sea are also barite mineral grains, the distribution of particle type
number 4 can be used to derive information on its origin and transport.
It is shown in Table 4.6b that the relative abundance of the barite particle
type ranges beiween 0 and 44 o/o. The relative contents in the Gulf of Bothnia
and at station BY 23 in the Gulf of Finland are low and do not exceed 2 7o (only
at the medium depth sample of station SR5 a high barite content of 25 7o is found).
Most of the other samples in the Baltic Sea have higherrelative abundances than
2 Vo. Thisis a direct evidence for the ubiquitous character of this mineral in the
Baltic Sea. In some cases barite is even the predominant particle type, as e.g. at
the medium depth of station BCSIIV15 where a relative abundance of M Vo was
observed. For the two North Sea samples (stations 538 and 502), the relative
barite content is 2 o/o. It seems that the central Baltic Sea at medium depths (50
m samples) is enriched in barite in relation to other areas and layers.
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No data are available on the origin of suspended barite in the Baltic Sea.
Four possible processes exist for the input or formation of barite in the aquatic
environment:
- Authigenic formation (precipitation) is possible in waters saturated with
respect to barite. Dissolved Ba can be delivered by input of fresh
water, hydrothermal solutions and/or interstitial water. Bostrdm et al.
(1971) showed the precipitation of barite from hydrothermal exhala-
tions on the East Pacific Rise.
- Biogenic production of barite has been shown for many marine organisms
(Lowenstam,1974). Barium accumulation in deep sea sediments is
observed to extend under Atlantic surface waters characterized by a
high organic productivity and a high dissolved phosphate concentra-
tion (Turekian and Taush, 1964).
- Anthropogenic input of barite as a constituent of oil-drilling muds. This
has already been observed in Southern California waters, where a sig-
nificant increase in dissolved Ba was measured in the vicinity of some
drilling areas (Chow,1976). Holmes (1982)even used the higherpar-
ticulate barite concentrations to tag the sediment movements from
areas of hydrocarbon exploration.
- Atmospheric fall- and wash-out of barite is another possible source. A
Ba-based organo-metallic compound is used as an additive for diesel
fuels. Combustion of these fuels releases BaSO+ aerosols. The
presence of Ba + S-rich particles in aerosols sampled over the North-
ern North Sea has been proven directly by the use of automated
EPXMA (F. Bruynseels, pers. comm.). Frequently, particle abun-
dances of I to 2 Vo have been found for the Ba + S type in contami-
nated marine aerosols.
Due to the lack of data on the barium content of different compartments of
the Baltic environment, it is not possible at this moment to estimate the relative
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contributions of the above listed four different sources to the particulate Ba load
of the water body. The relatively low Ba content of Baltic sediments which is
in the order of 1000 to 3000 pg/g for mud sediments of central areas (Emelyanov,
1986) and the low particulate Ba content of the bottom water layer seem to ex-
clude the sediments as a source. An extra-ordinarily high Ba input from the at-
mosphere would probably be reflected by an enrichment in the surface water
layer. This was not observed. The low productivity during the sampling period
would not favour biogenic sources. Two explanations are left, one authigenic
and one anthroPogenic :
a) BaSO+ could precipitate where the dissolved Ba input from river waters
meets higher salinities (with higher sulfate concenfiations) for the first
time.
b) drilling activities increased during the last 10 years in the Baltic Sea and
could therefore significantly contribute to the particulate Ba load.
At present with the available data no final conclusions about the source can
be drawn. However, the automated individual particle analysis showed that
barite is a significant compound of the suspended particulate matter in some parts
of the Baltic Sea.
The Fe-rich particle tyqe
All particles classified into type number 5 are characteized by their high
contents of Fe. Probably, the predominant types of Fe which cannot be distin-
guished by their X-ray spectra are the oxides/hydroxides and, of lesser import-
ance, the carbonates. Besides the high Fe contents, significant amounts of Si,
Mn and P can be present in single particles. Most of the investigated Fe-rich par-
ticles are authigenic, as seen from micrographs such as Figure 4.198. The most
probable condensation nuclei for the precipitation of iron are the aluminosilicates
in view of their high abundance. This could explain the sometimes high Si-con-
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tent of some particles. The high contents of Mn frequently found suggest the co-
precipitation and/or adsorption of Mn oxides/hydroxides and of Mn(II) (Ingn
and Ponter, 1986). The observed iron-phosphorus association could mainly be
due to the surface adsorption of phosphorus onto the Fe oxides/hydroxides (Up
church etal.,1974: Williams etal.,1976; Filipek and Owen, 1981) whereas the
derital apatite fraction will be low.
The abundance of the Fe-rich suspended phase is highly variable as seen
in Table 4.6b. At most stations the relative abundance is below 7 Vo. Howevet,
in the Skagerrak deep water samples and especially at station BY5 in the Born-
holm Basin, much higher values are observed. At station Skagen there is a sig-
nificant increase of the relative abundance toward the bottom. An excess of Fe
relative to adjacent waters was already mentioned by Eisma et al. (1984b) for the
deep Skagerrak waters. They found particulate Fe concentrations of T7-661tgll
(6-7 Vo of the particulates) in the deep water, whereas only 3-7 pgfi were pres-
ent in the surface layer. By individual particle analysis it is now shown that this
"Fe excess" documented by bulk analysis is concentrated in individual Fe ox-
ides/hydroxide particles. In the Norwegian Trench, iron excesses were measured
in quaternary clays (Roaldset, 1978) of the same order of magnitude as in the
Skagerrak. The formation of Fe-enriched layers may be due to the different set-
tling velocities of the aluminosilicates in relation to the more finely dispersed Fe
oxides/hydroxides (Price and Skei, 1975). Another important process which
could contribute to the Fe excess in the deep water could be the resuspension of
the sediment top layer enriched in Fe by diagenetic activities. The diffusion of
Fe-rich pore waters into the bottom water could be another important source.
The maximum concentration of the Fe-rich particle type was measured at
station BY5. Nearly anoxic conditions are reached here at the bottom. Under
these conditions high concentrations of ferrous Fe and phosphate (7.5 pmolfi)
are present. Authigenic formation of the Fe phosphates and Fe oxides/hydrox-
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ides at or near the oxic/anoxic boundary will then take place (Davison et al.,
1980). The morphology of the investigated particles supports this.
Furthermore, a slightly higher relative abundance of the iron-rich particles
(ca.5 7o) is found in the Northern Bothnian Bay at station F2 and at the surface
sample of station BO3. Ingri (1985) showed that the Northern Swedish rivers
transport excessive amounts of Fe, of which most is present in a non-detrital sus-
pended phase. Probably, these are the particles, measured with the elecfion
microprobe.
The Mn-rich particle type
The identified Mn-rich particles (Figures 4.19C and 4.20C). classified in
particle type number 6, are assumed to consist of Mn oxides/hydroxides and/or
carbonates. In some particles also significant contents of Si and Fe are present.
As for the Fe-rich particle type the relative abundance of the Mn-rich suspended
phase is controlled by the redox conditions.
For Skagen 2 an increase of particulate Mn is shown for the bottom water
sample as with Fe before. The Mn-rich particles detected with the electron
microprobe seem to represent the excess Mn measured by bulk analytical tech-
niques in this area (this work; Eisma et al., 1984b). Again, this excess may be
due to selective settling, to resuspension of bottom sediments and/or to diffusion
of Mn(II) out of the sediment followed by precipitation of Mn in the more oxyge-
nated bottom water layers. The escape of Mn from sediments by resuspension,
diffusion and/or compaction causing the formation of Mn-enriched fine grained
particles, was studied in detail by Sundby et al. (1984) for the sediments of the
Laurentian Trough, Gulf of St. Lawrence and by Skei and Melson (1982) in a
Norwegian fjord. These authors suggested that this phenomenon is likely in
many mud sediments of coastal areas.
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The highest relative concentrations of the Mn-rich suspended phase,41 7o
and 88 7o, ?re measured at 100 m depth at station BY I 5 and at the bottom of sta-
tion 8Y28, respectively. In both cases, reducing conditions in the water phase
are reached. At station BYl5 hydrogen sulphide was present from the bottom
(24O m) up to about 150 m. Consequently, above the redoxcline a pronounced
maximum of re-oxidized Mn oxides/hydroxides was detected by both the bulk
and individual particle analyses. The "bottom" water at station BY28 (170 m)
has a low oxygen content (O.3 Vo saturation). It covered an anoxic water layer
and reducing sediments. The Mn(II), migrating out from the sediment and ad-
jacent bottom layer, is oxidized under oxic conditions to particulate Mn phases.
Less extreme but still significantly elevated relative concentrations are
found in the bottom waters of stations BCSIU/l0, BCSI[/l5 and BY5. The
oxygen saturation for these samples is 43.4 Vo,52.l Vo and3.3 To,respectively.
Again it is assumed that redistribution of Mn occurs in this area leading to higher
particulate Mn concentrations.
In the Northern Bothnian Bay a similar situation is found as for Fe. The
Swedish rivers supply the non-detrital suspended Mn phase (Ingn et al., 1984).
This input increases the abundance of the Mn-rich particle type at station F2 (sur-
face and medium depth samples) and for the surface sample at station BO3. No
increase is measured at the bottom water samples.
The Ca-rich particle type
The particles classified in particle type number'7 are assumed to be calcium
carbonates, probably calcite and/or aragonite. It is seen from Table 4.6b that
their concentrations are low throughout the whole Baltic Sea. Only in the zone
where mixing between the North Sea suspended particulate matter with suspen-
sions from the Baltic Sea occurs, significant relative concentrations were de-
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tected. For the surface samples the relative concentration of the calcium particle
type is given in Figure 4.21. ltis seen that high relative concentrations (ca. 20
Vo) of this type number 7 is representative for the marine suspended matter. A
positive correlation between the relative abundance of the carbonate particle type
and the salinity was seen in the estuarine studies of the Ems and the Scheldt (re-
spectively, sections 4.2 and4.4). The North Sea acts as a source of calcium car-
bonate in the Baltic Sea. Therefore, an inflow of particulate Ca is measurable
down to station BY2 in the Arkona Basin. However, this study cannot define
quantitatively how much of this CaCOt is authigenically formed in the Baltic
Sea and which fraction is imported from the North Sea.
The carbonate content of the sediments shows a similar decline between
the Skagerrak/Ikttegat (mean : about l0 Vo) and the Northern Baltic Sea (Gulf
of Bothnia mean : about 0.8 Vo). But in between, in very fine grained mud sedi-
ments of the northern deep basins (e.g. stations BYl5, BY28), elevated carbo-
nate contents are observed (Briigmann, unpubl. rep., 1986), which are
diagenetically formed in the sediments and not derived from the water column.
The S + P-rich particle tyPe
Several elements are present in considerable relative amounts in particles
classified into particle type number 8, namely P, Si, S and Ca. This group could
consist partly of organic particles. Normally, in the automated EPXMA particle
recognition procedure, organic particles are not detected because their backscat-
tered electron signal, which depends on the atomic number, is close to that of the
filter backing. When, however, because of statistical fluctuations or a signifi-
cant inorganic content, such particles are detected occasionally, the concenfra-
tions of the elements yielding measurable X-rays will be normalized to IOO Vo
and the data in Table 4.6a will be rather irrelevant.
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Frequently, in the Baltic Sea the amount of organic matter can make up to
62 Vo of the total suspended particulate matter in biologically more productive
periods (Eisma et al., 1984b; Bosndm et al., 1981, 1983; Pustelnikov, 1977). In
those cases, the fraction analyzed by EPXMA can become significant and must
be taken into account due to its influence on the relative abundance of the inor-
ganic particle types.
4.5.2.3 Principal component analysis.
A Principal Component Analysis (PCA) was performed on a data matrix
which includes the hydrographical data and the relative abundances of the par-
ticle types. The used variables are the "depth" (percentage of total depth), the
temperature, the salinity, the oxygen saturation, the phosphate, nitrate and sus-
pension concentrations and the particle type numbers I to 7. Particle type num-
bers 8, 9 and l0 were omitted for the analysis, as their occurence was not
assumed to be significant or relevant in respect of the inorganic single particle
analysis. Furthermore, the medium depth sample of station BO3 was excluded
because of its high content of the not clearly identified particle type 8. The cone-
lation matrix is used for the calculation of the principal components. The first
four principal components represent 70 Vo of the total variance present in the
original data set, and 80 Vo isrcached with six components. The loadings of the
first six principal components are listed in Table 4.7.
The first principal component could elaborate the difference between
oxygenated surface samples, relatively rich in aluminosilicates, and the oxygen
depleted deep water samples with higher phosphate, Fe- and Mn-particle con-
centrations.
The second component has high loadings on salinity, Ca-rich particle type
abundance and temperature. This component is assumed to describe the vari-
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ation which occurs in the mixing area between the North Sea and the Baltic Sea
water. Samples having a high score are representative for the North Sea. Above
a positive correlation between the calcite content and the salinity was already
discussed (Figure 4.21). PCA shows that to a minor extent this is also true for
the temperature.
The third component has a positive loading on the barite particle type and
temperature and a negative loading on the depth, suspension content, nifate con-
centration and on the Fe-rich aluminosilicate particle type. This component
probably discriminates between oxygenated surface water and oxygenated deep
water samples.
The fourth component is mainly characterized by negative loadings on the
Fe particle type and the Fe-rich aluminosilicate abundances while it has a posi-
tive loading on the qua.rtz particle type. This component probably describes the
sometimes high concentrations of these variables found in selected areas of the
Baltic Sea. The high relative concentrations of the Fe-particle type will be found
in samples with a reduced quartz abundance, while the Fe-rich aluminosilicate
group becomes relatively more important in these areas.
While the fourth component describes the variation in the Baltic Sea sus-
pended matter owing to the occulrence of high concentrations of Fe-rich par-
ticles, the fifth principal component does the same for the Mn-rich particles.
These pafticles are found in regions with low total contents of suspended matter
and low relative concentrations of Fe-rich particles.
The sixth component has a high loading on the barite particle type. Sam-
ples with a high score on the sixth component have high relative abundances of
the barite perticle type. None of the measured hydrographical parameters is re-
lated with high barite concentrations.
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Summarizing, the first six principal components, representing 83 Vo of the
total variance, seem to describe the differences between oxygenated surface and
oxygen-poor deep water samples, the mixing processes between the North Sea
and the Baltic Sea and the variation due to the occurence of high quantities of
particles enriched with Fe, Mn or barite.
4.5.2.4 Bulk analysis.
Preliminary results from the bulk analyses which can be compared direct-
ly with the individual particle analyses are given in Figure 4.22. The "leachable
fraction" is related to that which could be extracted by 0.5 N HCl. The "detrital
fraction" became available after decomposition by HNOTAICIA:IF. "Total" is
the sum of the leachable plus detrital fraction.
The "excess" content of the elements is relative to the mean abundance in
the continental crust (Taylor, 1964). Since most of the Al is present in the more
resistant aluminosilicates and is not leached by a weak acid attack, Al is used as
reference element for the calculation of metal excesses according to
Meexcess = Me 1gml - (Al totat . (Me/Al) crust)
The major fraction of the total Mn is leachable. Only for the medium-depth sam-
ples a noteworthy detrital fraction was observed. This leads to the conclusion,
that nearly all particulate manganese is present as authigenically formed phases,
e.g. oxides/hydroxides or resuspended carbonates.
No positive Fe excess contents were observed in the water column. How-
ever, high positive excess contents for some single samples are observed. In
those samples the leachable fraction always prevails.
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The leachable Zn fuacion represents the major part of this element. This
fraction seems to be responsible for the observed excess contents. For the 200
m sample from station BYl5 a bulk Zn contentas high as 0.64 Vo was measured
by AAS. The presence of ZnCO: enriched particles is expected at stations with
these extremely high contents. A manual electron microprobe search led to the
identification of a single Zn lich particle (Figures 4.19D and 4.20D), and gave
direct evidence thatZnis partially concentrated in specific particles in the Bal-
tic Sea. However, the X-ray spectrum does not allow final conclusions about a
Zn I c arbonate as sociation.
For Ba the mean excess content is always positive. The enrichment of Ba
in marine suspensions relative to the earth's crust is a general feature. In the Bal-
tic Sea, the particulate matter is enriched with Ba even with respect to the under-
lying sediments.
4.5 .2 .5 C omp aris on o.f the indiv idual particle and bulk analy s i s.
For all samples analyzed by EPXMA, bulk analytical data by AAS exist.
To elaborate the relationship between the abundance of the identified particle
types, the elemental bulk concentrations (leachable, deffital, total and excess con-
tents) and the hydrographical data, correlation coefficients were calculated.
These coefficients are given in Table 4.8a-b. The boldface typed numbers are
significant at a confidence level O.5 Vo (50 samples ) i.e. all higher than 0.36.
As previously mentioned, the major Al fraction is derital and the leachable
fraction is low. This is reflected by significant correlation between the detrital
and total aluminium contents and the K-rich and Fe-rich aluminosilicate particle
types, whereas no significant correlation was found for the leachable Al fraction.
The negative correlation of the AI with the barite particle type is in accordance
with the third principal component discussed above. There the relative abun-
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dance decrease of the Fe-aluminosilicate was owing to the increase of the barite
particle type. Furtherrnore, the total Al content is found to be correlated with the
nitrate and the suspended matter concentrations.
On the basis of the correlation factors the geochemical distinction between
the leachable and detrital Ca fraction is seen clearly. The leachable fraction
correlates with the relative abundance of the calcite particle type whereas the de-
trital fraction does so with the aluminosilicate particle type. The aluminosilicate
particle types have indeed a significant Ca content as shown in Table 4.6a. ln
the mixing area between the Baltic Sea and the North Sea the same behavior for
the temperature, salinity, nitite and the relative abundance of the calcium car-
bonate particle type was found for this sampling period. The correlation between
the bulk Ca contents (leachable and total) further supporr this.
From Table 4.8a it is seen further that high amounts of leachable Mn are
expected to be found in areas with depleted oxygen and increased phosphate con-
centrations. In these areas the formation of authigenic Mn particles can occur.
Furthermore, the individual particle analysis shows significant negative correla-
tions between the leachable Mn and the silicate particle types, whereas this Mn
fraction is highly significantly correlated (r = 0.93) with the abundance of the
manganese oxide/hydroxide particles. No significant correlations were found
for the detrital Mn fraction, and the total and excess contents are only correlated
with the phosphate concentration and the presence of the Mn oxide/hydroxides
particle type.
For Fe a slightly different situation is found. The leachable fraction is. as
expected, positively correlated with the Fe oxide/hydroxide particle type. No
correlation with dissolved phosphate concentration is found. owing to the
presence of an important detrital fraction, significant correlations are en-
countered between the abundances of the aluminosilicate particle types and the
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bulk detrital fraction. Obviously, the weak acid attack is successful in dividing
the total Fe content into a fraction present, at least partly, as Fe oxides/hydrox-
ides particles and into the detrital part.
The leachable, total and excess Zn contents correlate negatively with the
oxygen saturation and positively with the relative abundance of the quartz par-
ticle type.
All four Ba variables are negatively correlated with the temperature. The
detrital and excess fractions are also negatively correlated with the salinity, which
supports the findings of the individual particle analysis where it was stated that
relatively more barite particles were present at the central Baltic Sea. However,
only between the Ba bulk concentrations and the relative abundance of the alumi-
nosilicates significant correlations were seen. No significant correlations be-
tween the barite particle type identified by EPXMA and the bulk Ba fractions
were found. The significant negative correlations of the barite particle type abun-
dance with the bulk contents of detrital and total Al and with the leachable, de-
trital and total Fe, is an indication that the occurrence of barite in the suspended
particulate matter has an important impact on the bulk contents and is a relevant
part of it. Probably, the reason for the fact that no correlation was found between
the barite particle type and the Ba bulk concentration is that the strong acid at-
tack was not efficient enough in dissolving the stable barite lattice for AAS ana-
lysis.
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Figure 4.19 : Electron miuograph of (A) BaSoa,-particle, (B) Fe-rich particle,
(C) Mn-richparticle and (D) Zn-rich particle.
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Table 4.6b : Abundance of the particle types at each sample stationfor the Baltic Sea (1984).
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Table 4.6a : Average composition of the particle types (normalized to 100 weight Vo) for the Baltic Sea (1984).
MAD 
-- 
maximumdiameter; MID = minimwndiameter; AVD = average diameter; SF = sltnpefacnr
I(.:sG
=c'
aq
s$
F.
F.tr
hs
€Gs
a
-
()
R*
h
€(,
184 Chapter 4
Principal Components
I 2 3 4 5 6
Cum. Per. 25 45 62 70 77 83
Variablea Loadings
Depth (%)
Temperature ( " C)
Salinity (ppt)
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Phosphate (pmol/l)
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Nitrite (pmol/l)
Suspended matter (mg/l)
Particle type number
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Table 4.7 : Cwnulative eigenvalues and, the loadings for the first six principal compo'
nents derivedfrom the correlation matrix of the hydrographical and indi-
vidwl particle analysis data.
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Table 4.8a : Correlation coefricients between the abwdance of ttu identifiedparticle Weg tlg ele.nunat bulk
concentrations and the hydrogrqhical data.
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Table 4.8b : Correlation coeftcieils betvnen the abundance of tlu idcntifiedparticle Wes, the elenental hik
concentrations and the hydrographieal dtn.
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Swnrnary
The primary scope of this work was to establish an unsupervised classifi-
cation scheme for the reduction of the data matrix obtained by automated
EPXMA. It was seen that this required the simultaneous cluster analysis of all
the measured particles of all the samples. For this purpose a nonhierarchical
cluster technique, the method of Forgy, a nearest centroid sorting method, was
used to classify all the measured particles into particle types representative for
all the studied samples, and to characterize the individual samples on the basis
of the abundances of these particle types. A sequence of hierarchical cluster ana-
lysis was proposed to determine the number of clusters and the initial centroids
necessary for the first step of the nearest centroid sorting method. In the past
few years this method was extensively used, by a number of people to a variety
of automated EPXMA data, which showed its general applicability.
To evaluate the performance of different hierarchical cluster techniques,
cluster analyses were performed on a number of known mineral mixtures, and
the amount of correct classification was measured quantitatively by kappa stat-
istics. This allowed the study of the influence of a number of experimental par-
ameters of the cluster analysis and EPXMA on the cluster result.
In practice, the combinations of the five minerals per two, ten combina-
tions, were studied as a function of the mineral mixture ratio and the use of either
normalized or unnormalized variables. For this purpose a total of 7000 cluster
results were studied. It was seen that the mean kappa values of ten measurements
approach the probability of good classification. Relatively high mean kappa
values were found for these mineral mixtures, for which no, or minor particle
overlap exists between the mineral types. This difficulty of the mineral mixtures
for the cluster analysis was checked by linear discriminant analysis. In general,
it seems that Ward's method was, in most cases, most successful in finding the
correct classification. For mixtures which were less difficult for the cluster tech-
niques, the mean kappa values approach each other near the upper limit of one.
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For the more difficult mixtures, the Ward's method has in most cases a signifi-
cantly better mean kappa value. The Furthest Neighbor, the Group Average and
the Centroid method seem to be slightly better than the Simple Average, the Me-
dian and the Nearest Neighbor method. However the differences are not always
significant, and the rule is not generally applicable. The influence of the relative
mixing ratio could be understood on the basis of the data structure of the mix-
ture. This data structure was studied by the use of principal component analysis,
which elaborated that, as could be expected, higher mean kappa values were en-
countered when a higher fraction of the more compact mineral type was present,
reducing in most cases also the particle overlap. In the case standardized vari-
ables were used it was seen that in most cases only the cluster results of the
Ward's method were improved for a few mixtures. In general, for all other clus-
ter techniques significantly lower mean kappa values were measured.
In a second approach one mineral mixture was used to study the effect of
mixture size, of working with conelated/uncorrelated variables (principal com-
ponent space) and of the quantification of the EPXMA data (differentdeconvol-
ution techniques and Armstrong-Buseck ZAF-conected results). The results of
the 2100 cluster analyses were studied. These showed that there is no influence
of the mixture size. Only the Nearest Neighbor method performs worse at in-
creasing mixture size. This means, that except for the Nearest Neighbor method,
all the obtained results can be extrapolated toward larger mixture sizes. Further-
more it was seen that working in the principal component space (uncorrelated
variables) reduced the probability for a good classification. The cluster results
of the ROI, AXIL andZAF-corrected data were comparable, but the use of the
FFA resulted in significant lower mean kappa values.
Generally, the use of the kappa statistics to the cluster results of known
mineral mixtures is successful in quantitatively determining the performance of
the cluster techniques and the influence of a number of experimental parameters.
Sutnrnary
For the practical part of this work, automated EPXMA combined with
multivariate analysis was applied to suspended particulate matter from the aqu-
atic environment. Geochemical studies of the Ems, Gironde and Scheldt estuary
and of the Baltic Sea were performed.
In the case of the Ems estuary study, a clear distinction between the marine
and river end-members was found, e.g. abundance differences between the end-
members are significant. By the study of the longitudinal profile throughout the
estuary, the mixing of the end-members could be followed. It was seen that the
mixing of riverborne material with marine suspended particulate matter occurs
entirely in the freshwater tidal area. If it is assumed that the end-members be-
have conservatively, the relative abundance variations of the end-members can
be used as a conservative index of mixing for the suspended particulate matter.
In this particular case, the results of the inorganic suspended particulate matter
were used to trace the physical mixing of the river and marine suspended par-
ticulate components, to study the behavior of the organic fraction of the particu-
late matter. For the Ems estuary it was seen that the mixing throughout the
estuary of the inorganic and organic components goes parallel. owing to the
sampling during high and low river discharge, the influence of different discharge
conditions on the composition of the suspended particulate matter could be
measured. It was seen that approximately the same particle types, with a signi-
ficant abundance throughout the estuary, were identified by the multivariate ana-
lysis for both discharge conditions. The mixing of riverborne material with
marine suspended particulate matter always appears to occur in the freshwater
region, somewhat more up- or downriver depending on the river discharge. Fur-
thermore the influence of biogenic Si-rich frustules was measurable for some
samples.
The study of the Gironde estuary had the same objectives as the Ems study.
The composition of the suspended particulate matter in the estuary is determined
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by the mixing ratio between the Garrone, Dordogne and marine suspended mat-
ter. Sampling, throughout the estuary and in the rivers, showed that the Garrone
is the principal source of the suspended particulate matter in the estuary. The
abundance variations in the Gironde may at least partly be explained by the ad-
mixture of Dordogne material in different proportions. The admixture of North
and South channel suspended material can also lead to fluctuations in the abun-
dances of some of the particle types. No evidence was found for a net flux of
marine suspended particulate matter into the estuary, if it is assumed that the sus-
pended matter coming in from the sea does not have the same composition as the
Garrone suspended matter. If the composition of the particulate organic matter
is regarded, no uniform composition is found. The particulate inorganic sus-
pended matter analysis indicates that this is probably not, as in the case of the
Ems, caused by mixing of estuarine with marine suspended matter Therefore
probably an admixture of olderestuarine suspended material orresuspended sedi-
ments with a lower organic content and different composition occurs. Or there
is a process of transformation of organic matter in the estuary resulting in a dif-
ferent organic composition and a higher 6l3C ratio.
The Schetdt estuary results show that none of the identified particle types
is subject to systematic abundance variations throughout the estuary. only the
abundance of the calcite and/or aragonite particle type increases gradually sea-
ward. However its abundance fluctuates significantly. It was seen that probably
the river end-member was not determined unambiguously. It is therefore rec-
ommended to sample further upriver, from Dendermonde toward Ghent to char-
actertze pure river material. A search for particles with a relatively high mean
atomic number allowed us to identify a number of particles probably formed
within the anoxic region of the Scheldt or having an anthropogenic origin.
The Baltic Sea, sampled from the Bothnian Bay to the North Sea at differ-
ent depth profiles, showed significant abundance variations of the identified par-
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ticle typcs. Principal component analysis of tho single particle data and the hy-
drochemical darr revealcd that most of the compositional variations can be ex-
plaincd by diffcrcnces betrreen deep and surface waters, the rpdox conditions
and the influences caused by inflowing North Sea waters. Additional informa-
tion about thc t1rycs and sourccs of the suspondcd matt€r in the Baltic Sea was
gainod from thc comparison and corrcladon of thc singlc particle results with dif-
fe,rpnt fractions of the bulk conccntrations of thc olcnpnts.
Generally thc usc of automatcd EPXMA allows the advanced charactcri-
zation of individual suspension prticles from thc aquatic environmcnt. The
sfirdyof thc abundancevariations of thcparticlo typosprovideinformation about
biogeochemicalprocesses that inflrrcncc thedistibution of certainparticlctpes
throughout thc study area.

Samenvatting
De voornaamste doelstelling van dit werk was de ontwikkeling van een
"unsupervised" classificatie schema voor de reductie van de gegevens matrix die
resulteert uit geautomatiseerde electronen-probe X-stralen microanalyse
(EPXMA). Er werd aangetoond dat dit enkel mogelijk is door een gelijktijdige
clusteranalyse van alle gemeten deeltjes van alle stalen. Hiervoor werd een niet
hierarchische clustermethode gebruikt, de Forgy procedure, een nearest centroid
methode, die alle gemeten deeltjes klasseerde in deeltjesklassen representatief
voor alle geanalyseerde stalen. De geanalyseerde stalen worden dan gekarak-
teriseerd op basis van de abundanties van de deeldesklassen. Een opeenvolging
van hiErarchische clusteranalyses werd vooropgesteld om het aantal clusters en
de initi€le centroids, noodzakelijk voor de eerste stap van de nearest centroid
methode, te bepalen. In de afgelopen jaren werd deze methode intensief toege-
past door een aantal onderzoekers op een grote verscheidenheid van geautomati-
seerde EPXMA data, wat de algemene versatiliteit van deze methode aantoont.
Om de prestaties van verscheidene hi0rarchische clustertechnieken te
evalueren, werden clusteranalyses uitgevoerd op een aantal gekende mineraal-
mengsels. De hoeveelheid correct geklasseerden werd kwantitatief gemeten met
behulp van kappa statistiek. Deze aanpak maakt tevens de studie mogelijk van
de invloed van een aantal experimentele parameters van zowel de cluster ana-
lyse als de EPXMA op het clusterresultaat. In de praktijk werden de combinaties
van vijf mineralen per twee, resulterende in tien verschillende mineraalmeng-
sels, bestudeerd in functie van de mineraalmengverhouding en het gebruik van
genormaliseerde en niet genormaliseerde veranderlijken. Voor dit doel werden
7000 cluster- en kappa-analyses bestudeerd. Er werd aangetoond dat de gemid-
delde kappawaarden van tien metingen een waarschijnlijkheid voor een goede
classificatie benaderde. Relatief hoge kappawaarden werden gevonden bij die
mengsels die geen of weinig deeltjesoverlap tussen de mineralen vertonen. De
moeilijkheidsgraad van de mineraalmengsels voor de clusteranalyses werd ge-
conEoleerd door lineare discriminant analyses. In het algemeen was de Ward's
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methode het meest succesvol om de correcte classificatie te vinden. Bij meng-
sels met een lage moeilijkheidsgraad voor de clustertechnieken, benaderden de
gemiddelde kappawaarden van de verschillende technieken elkaar nabij de maxi-
mumlimiet van 66n. Voor moeilijkere mengsels gaf de Ward's methode, in de
meeste gevallen, beduidend hogere kappawaarden. De Furthest Neighbor, de
Group Average en de Centroid methode presteerden iets beter dan de Simple
Average, de Median en de Nearest Neighbor methode. De verschillen zijn ech-
ter niet altijd beduidend en deze regel is niet algemeen toepasbaar. De invloed
van de relatieve mengverhouding op het clusterresultaat kan worden begrepen
aan de hand van de gegevensstruktuur van het mengsel. Deze gegevensstruktuur
werd bestudeerd door middel van hoofdcomponenten analyse ("principal com-
ponent analysis"). Deze analyses toonden aan dat, zoals verwacht, hogere kap-
pawaarden werden bekomen indien er een groter deel van de meer compacte
groep aanvtezigis, wat tevens in de meeste gevallen ook de deeltjesoverlap re-
duceert. In het geval gestandaardiseerde veranderlijken werden gebruikt, wer-
den in de meeste gevallen enkel de clusterresultaten van de Ward's methode
verbeterd voor enkele mineraalmengsels. Voor alle andere clustertechnieken
werden beduidend lagere kappawaarden gemeten.
In een tweede benadering werd 66n mineraalmengsel weerhouden om de
invloed van de grootte van de gegevensmatrix, van het werken met gecorreleerde
en niet gecorreleerde veranderlijken (hoofdcomponenten ruimte) en van het
kwantificeren van de EPXMA-gegevens (verschillende deconvolutietechnieken
en Armstrong-Buseck ZAF-gecorigeerde gegevens) te bestuderen. Hiervoor
werden 2100 cluster- en kappa-analyses uitgevoerd. Uit de bekomen resultaten
bleek dat de afmetingen van de gegevensmatrix geen invloed heeft op het clus-
terresultaat. Enkel de Nearest Neighbor methode gaf slechtere resultaten bij
grotere gegevensmatrices. Dit houdt in dat, behalve dan voor de Nearest Neigh-
bor methode, de bekomen resultaten geexfapoleerd kunnen worden naar andere
gegevensmatrixafmetingen. Verder werd er aangetoond dat het werken in de
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hoofdcomponenten ruimte (niet gecorreleerde veranderlijken) de waar-
schijnlijkheid op een goede classificatie verlaagt. De clusterresultaten van de
RoI, AXIL enzAF-gec,onigeerde gegevens waren vergelijkbaar. Het gebruik
van het FFA algorithme gaf echter aanleiding tot beduidend lagere gemiddelde
kappawaarden.
In het algemeen werd er aangetoond dat kappa statistiek op de clusterresul-
taten van gekende mineraalmengsels in staat is om de prestaties van zowel de
clustertechnieken als de invloed van een aantalexperimentele parameters kwan-
titatief te bepalen.
voor de praktische toepassingen van dit werk, werd geautomatiseerde
EPXMA gecombineerd met de multivariate analyses toegepast om het aquatisch
gesuspendeerde materiaal te bestuderen. Geochemische studies werden uitge-
voerd van het Eems, Gironde en schelde estuarium en van de Baltischezrn.
Bij de Eems studie werd een duidelijk onderscheid gevonden tussen de ri-
vier en mariene eindleden ("end-members"), m.a.w. de abundantieverschillen
van bepaalde deeltjesklassen van de eindleden zijn beduidend. Indien het longi-
tudinaal profiel doorheen het estuarium wordt bekeken, kan de menging van de
eindleden worden gevolgd. Er werd aangetoond dat de menging van het rivier-
materiaal met het mariene gesuspendeerd materiaal volledig plaatsvindt in het
zoetwatergebied van het estuarium dat door het getij beihvloed wordt.. Indien
er wordt verondersteld dat de eindleden zich conservatief gedragen, dan kunnen
de relatieve abundantieveranderingen van de eindleden worden gebruikt als de
conservatieve mengindex voor het gesuspendeerde deeltjesmateriaal. De resul-
taten van de anorganische gesupendeerde deeltjesmaterie werd gebruikt om de
fysische menging van de rivier en de mariene componenten te bepalen. voor het
Eems estuarium bleek de menging van het anorganische en het organische ma-
teriaal analoog te verlopen. Daar er zowel gedurende hoge als bij lage rivier-
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toevoer werd bemonsterd, kon de invloed van de verschillende toevoercondities
op de samenstelling van het gesuspendeerde materiaal worden nagegaan' Er
werd vastgesteld dat nagenoeg dezelfde deeltjesklassen, met een significante
abundantie werden geidentificeerd door de multivariate analyses doorheen het
estuarium voor bide riviertoevoercondities. De menging van het riviermate-
riaal met het mariene gesuspendeerde materiaal heeft altijd plaats in het zoet-
watergebied. Afhankelijk van de riviertoevoer is dit meer stroomop- of
stroomafwaarts. Verder werden in enkele stalen biogene Si-rijke skeletten ge-
vonden.
De objectieven van de studie van het Gironde estuarium waren dezelfde als
deze vanhet Eems estuarium. Hier wordt echter de samenstelling van het ge-
suspendeerd materiaal bepaald door de mengverhouding van het Garrone, Dor-
dogne en het mariene materiaal. Staalnames doorheen het estuarium, en in de
rivieren toonden aan dat de Garrone de hoofdbron is van het gesuspendeerde ma-
teriaal in het estuarium. De abundantieveranderingen in de Gironde kunnen, al-
thans gedeeltelijk, worden verklaard door de vermenging van Dordogne
materiaal onder verschillende verhoudingen. De menging van gesuspendeerd
materiaal van het Noord- en Zuid-kanaal kan ook tot fluctuaties van enkele deelt-
jesklassen leiden. Er werden geen aanwijzingen gevonden voor een netto
bijdrage van het mariene gesuspendeerde materiaal naar het estuarium toe' of het
mariene gesuspendeerde materiaal zou dezelfde samenstelling moeten hebben
als het Garrone riviermateriaal. Wanneer echter naar de samenstelling van het
organisch materiaal wordt gekeken, werd geen uniformiteit doorheen het estua-
rium gevonden, terwijl de analyse van het gesuspendeerd anorganisch deeltjes-
materiaal aanwijst dat dit, waarschijnlijk niet,(zoals in het Eems estuarium)' te
wijten is aan de menging van het rivier en mariene materiaal. Daarom wordt dit
toegeschreven aan een vermenging van ouder gesuspendeerd materiaal of gere-
suspendeerde sedimenten uit de rivier met een lager organisch gehalte en een
verschillende samenstelling. Ofwel is er een proces actief dat de transformatie
Sarnenvatting
van het organisch materiaal in het estuarium mogelijk maakt, wat resulteert in
een verschillende organische en isotoop samenstelling.
De Schelde resultaten wezen erop dat geen van de geidentificeerde deelt-
jesklassen onderhevig is aan systematische abundantieveranderingen doorheen
het estuarium. Alleen de abundantie van de calciet enlof aragoniet groep steeg
gradueel stroomafwaarts, alhoewel zijn abundantie significant fluctueerde. Te-
vens was het waarschijnlijk niet mogelijk om de rivier "eindleden" ontegen-
sprekelijk te bepalen. Om zuiver riviermateriaal te bemonsteren zullen
waarschijnlijk stalen tussen Dendermonde en Gent moeten worden genomen.
De analyse van deeltjes met een relatief hoog atoomnummer stelde ons in staat
een aantal deeltjes te identificeren die mogelijkerwijs werden gevormd in het an-
oxisch gebied van de Schelde of die een antropogene bron hebben.
De BaltischeZee, bemonsterd vanaf de Baai van Bothni6 tot aan de Noord-
z@,metverschillende diepteprofielen, vertoonde significante abundantieveran-
deringen voor de geidentificeerde deeltjesklassen. Hoofdcomponenten analyse
van de individuele deeltjesgegevens en de hydrochemische gegevens toonden
aan dat de meeste abundantieveranderingen in verband stonden met de verschil-
len in diepte- en oppervlakte-water, de redoxcondities en de invloed van het in-
stromend Noordzeewater. Bijkomende informatie over de deeltjesklassen, en
hun mogelijke bronnen, werd bekomen door de individuele deeltjesresultaten
met de verschillende fracties van de bulkconcentraties te vergelijkien en te cor-
releren.
Algemeen kan worden besloten dat het gebruik van geautomatiseerde
EPXMA de doorgedreven karakterisering van individuele deeldes uit het aquati-
sche milieu toelaat. De studie van de abundantieveranderingen van de geidenti-
ficeerde deeltjesklassen levert informatie op over biogeochemische processen
die een invloed uitoefenen op de verdeling van welbepaalde deeljesklassen door-
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heen een studiegebied.
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