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There exists a family {A(t); t > 0} of unbounded operators in a Banach 
space X such that the initial value problem 
u’(t) = A(t)@), u(0) = y (’ = d/dt) 
has a unique solution on [0, co) for each v in a dense subset of X, with u 
depending continuously on p, and such that the intersection of the domain of 
A(s) and .4(t) is nowhere dense whenever s # t. 
1. INTRODUCTION 
Many authors have considered the abstract Cauchy problem 
u’(t) = A(t) u(t), t 3 0 (1) 
u(O) = y, (2) 
where {A(t); t > 0} is a family of unbounded linear operators in a Banach 
space X. The idea is to find conditions on the family {A(t)} which imply that 
the abstract Cauchy problem (1,2) h as a unique solution for all 9) in some dense 
linear subspace of X, with the solution u depending continuously on the initial 
value 7; see for instance Kato [lo, 1 l] or Dorroh [2]. An almost universal as- 
sumption in these and other studies of the abstract Cauchy problem (1,2) is the 
existence of a common dense core for the operators A(t); i.e., a dense subspace Y 
which is contained in D(A)(t)) (th e d omain of A(t)) for all t. Goldstein gave an 
example in [6] to show that this condition is not necessary; we give here another 
such example. 
In [l], Crandall and Pazy consider nonlinear evolution equations, and they 
do not assume the existence of a common dense core for the generators. We 
show in Section 3 that the hypothesis of Theorem 2.1 of [l] is satisfied by the 
family {A(t); t > 0) of our example. In particular, we show that our example 
satisfies condition (C.2) of [l], but it does not satisfy condition (C.l) of [I]. 
The fact that our example satisfies (C.2) is contained in the paper [4] of 
Dyson and Villella Bressan, where they give an example which includes ours and 
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which they show to satisfy (C.2) by a very brief argument, which we reproduce 
in Section 3. 
In analogy with the theory of semigroups of operators [g], one could refer to 
the operators A(t) as the infinitesimal generators for the equation (1,2); hence, 
our title. We do not mean to imply that this is standard terminology, but only 
that it is sufficiently suggestive to justify its use in the title. The word “core” 
is frequently used in a more restrictive sense; see for instance [9, p. 1661. 
In our example, D@(s) n D@(t)) . 1s nowhere dense whenever s # t. In the 
example of [6], there exist numbers s, t > 0 such that D@(s)) n &4(t)) = (0). 
Also, the example of [6] satisfies neither condition (C.l) nor (C.2) of [l]; we 
will explain why in Section 3. 
Our example is obtained by exploiting the connection given by Hale [7] 
between functional differential equations and semigroups of operators. 
In particular, we construct a family {A(t); t > 0} of unbounded linear 
operators and a family { U(t, s); 0 < s < t} of bounded linear operators in a 
Banach space X such that the following conditions are satisfied. 
(i) D@(t)) is dense in X for each t > 0. 
(ii) U(s, s) = I, the identity operator in X for each s > 0. 
(iii) 11 U(t, s)ll < et-s for 0 < s < t. 
(iv) U(., s)p) is continuous from [s, oz) into X for each v E X and s > 0. 
(v) If s > 0 and y E &4(s)), then U(t, s)~ E D(A(t)) for each t 3 s. 
(vi) Ifs > 0 and v E D(A(s)), then U(., s)~ is continuously differentiable 
from [s, co) into X, and (d/dt)[U(t, s)~] = A(t) U(t, s)q~ for t >, s. 
(vii) U(t, s) U(s, r) = U(t, r) for 0 < r < s < t. 
(viii) Ifs, t > 0 with s # t, then D(A(s)) n &4(t)) is nowhere dense. 
(ix) If fl is a dense subset of (0, co), then &, D@(t)) = (0). 
The example is described and the above properties established in Section 2. 
In Section 3, we relate the example to [l]. 
Dyson and Villella Bresson in [3] and Evans in [5] give examples which have 
many properties in common with ours. In both of these examples, condition 
(C.l) of [l] is satisfied. 
2. THE EXAMPLE 
Let X = C[-1, 0] (real valued functions). If s > 0 and y E: X, then let 
g( *; s, 9) denote the unique functions f E C[s - 1, CO) which satisfies 
f’(t) = f(t2/(l + t)) for t > s, (3) 
f(t) = g)(t - s) for s - 1 < t < s. (4) 
(Observe that t2/(l + t) = t - t/(1 + t) for t # - 1.) 
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One can show that the problem (3,4) has a unique solution in C[s - 1, CD) 
by using the method of successive approximations. To do this, let 
dt - 4 ?Mt) = [@) for s-l <t<s for s < t, 
and let 
dt - 4 for s-l<t<s 
*nw = 
~(0) + 1’ in-&?/(l + 0) df for s<t 
s 
for n = 1,2, 3 ,... . Let pm = #n-~n-1 for n = 1, 2 ,... . It is clear that 
p,(t) = 0 for s - 1 < t < s. 
We show inductively that 
I fdt)l < I do)1 (t - SW! for s < t. 
This is clear for n = 1; suppose it is true for n = R. Then 
Pk+dt) = r” P&V + 5)) dt 
for s < t. Since plc = 0 on [s - 1, s], then pk+l(t) = 0 for s < t < s*, where 
5 = s* is the nonnegative solution of E”/(l + 5) = s; thus 
s* = [s + (3 + 4s)‘l”]/2. 
If t > s*, then 
I ple+&)l G j-1 I ~rc(5”lU + E))l d5 
< I v(O)1 ” [(5 - s)“/4 d5 S* 
< I qJ(O)l (t - q+l/(n + l)! 
Thus, the sequence {I/~} converges uniformly on bounded subintervals of 
[s - 1, cc). It is clear that the limit functions satisfies (3, 4). Uniqueness can 
be shown by a similar argument. Incidentally, it is clear from the above argument 
that z,&(t) = yGnpl(t) for s - 1 < t < s,-~, where s,, = s, and s, = sbl . 
From the successive approximations, one sees that 
I g(t; s, v)l < I #>I et+ for s < t. (5) 
For each s 3 0, define the operator A(s) in X by 
D(A(s)) = (9) E Ci[-1, 01: v’(O) = ,(-s/l + s)}, 
A(s)p = cp’. 
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Thus we see that if s 2 0 and q~ E D(A(s)), then g(*; s, IJJ) E Ci[s - 1, CQ). 
Also, we see that properties (i), (viii), and (ix) of the introduction are satisfied. 
To facilitate our discussion, we introduce some notation. If s > 0, 
f E C[s - 1, oo), and t 3 s, then we define ft E X by ft(.$ = f (t + 6). Thus 
(3,4) becomes 
f’(t) =ft(-t/u + 9) for t > s, (6) 
fs = 9J. (7) 
If t > s 3 0, then we define the linear operator u(t, s) from X into X by 
U(4 49, = g(.; s, v)t ; 
i.e., 
W(t, 0?4(5) = dt + 6; s, P> 
for - 1 < 5 < 0, v E X. It follows from (5) that ZY(t, s) is bounded and that 
/I U(t, s)ll < et-$. 
If v E D@(s)), then 
Id.; s, ~,)tl’(O) = [g(.; s, v)l’W = g(t2/(1 + t); s, 9) 
= [A?(.; S? dd-w + m 
That is, u(t, s)q E D(A(s)). 
Using standard arguments, we see that the function U(., s)p) is continuous 
from [s, co) into X, and that it continuously differentiable from [s, 00) into X if 
v E &4(s)). If 9 E D(A(s)) and f = g( .; x, y), then 
w4 w, +PlG3 = f ‘(t + 5) =f X5) = VW> WI(t)* 
Thus 
(44 UP, s>qJ = A(t) U(4 G?J for q7 E D&4(s)), t > s. (8) 
We also wish to observe that the family {U(t, s)} is an “evolution system”; 
i.e., U(s, s) = identity, and 
u(t, s) U(s, r) = U(t, r) for r ,( s < t. (9) 
The first condition is obvious, since 
U(s, qp, = g(.; s, y), = y* 
To see (9), let 
f(t) = g(t; f-7 P> 
fortas-l.ThenfEC[s-l,co), 
f’(t) =ft(-t/v + t>> (t > 4, 
and 
fs = b7t.i r, 9%. 
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Therefore 
f = A.; s,d*; y, ?J>,h 
ft =g(*;~>g(-;~,vMt. 
We have now established all the properties claimed in the introduction. 
3. RELATION TO THE NONLINEAR THEORY 
As we mentioned in the introduction, the absence of a dense core for the 
generators keeps the example of this paper from being covered by any of the 
standard linear theories. We will show in this section that our example is covered 
by nonlinear theory given by Crandall and Pazy in [l]. 
In [l], the authors set forth conditions (A.l), (A.2), (A.3), (C.l) and (C.2); 
these conditions pertain to nonlinear multivalued operators. The hypothesis of 
the main theorem, [l, Theorem 2.11, is that the family (A(t)} satisfies (A.l), 
(A.2), and (A.3), as well as (C.l) or (C.2). We will show that our family {A(t)} 
satisfies (A.l), (A.2), (A.3), and (C.2), but not (C.l). There is a notational 
difference between this paper and [l]; strictly speaking, the conditions of [l] are 
,satisfied by the family {--A(t)) if A(t) is as in Section 2 of this paper. 
First we want to show that if 0 < X < 1, then I - U(t) is invertible, and 
that 
II Jn(t>li < (1 - 4-l for t > 0, (10) 
where J>(t) = (I- M(t))-1. This, together with the fact that D(A(t)) is dense 
in X for each t, will establish the fact that conditions (A.l), (A.2), and (A.3) are 
satisfied. 
In order to show that I - AA(t) is invertible for each t, we need to show that 
the boundary value problem 
lClt - w = ?JT VW) = 94(-t/U + 4 (11) 
has a unique solution for each p E X. This is routine, and the solution is given by 
(12) 
where 
tW) = (1 - WY (do) + q(t) J:Tc,, P)(S) exp(--s/W ds), 
y(t) = t/(1 + 4, 4(t) = exp(--rW9 
(13) 
In order to establish (IO), let ~JI E X, and & = jh(t)v, as above. Let 5 E [- 1, 0] 
be such that )I & II = ) #,([)I. If -1 < [ < 0, then z&(t) = 0, and we have 
II $411 = I dk)i < ll~II* 
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If !$ = -1, then 
II VII 2 I d-l)1 = I M-1) - v;(--1)1 >, I ?h(-l)l = II lCrt II. 
If E = 0, then 
II v II 2 I VW) - Wd--t/(1 + 0 2 (1 - 4 II $4 II* 
We will now state conditions (C.l) and (C.2) as they pertain to a family 
{A(t); t > 0) f * gl o sm e-valued linear operators which satisfy (10). 
(Cl) For each T > 0, there is a real number A, E (0, 1) and a continuous 
function f: [0, T] --+ X, such that 
II IA(t) - Id41 d h IlfW -fWIl (14) 
for 0 < t, r < T and 0 < h < A,. 
(C.2) For each T > 0, there is a real number A, E (0, l), a continuous 
function f: [0, l] -+ X which is of bounded variation on [0, T], and a non- 
decreasing function L: [0, co) -+ [0, CQ) such that 
II Jnw?J - Id+7 II d x IIf -f(QlL(ll ‘p ll)U + I &)P I) (15) 
forO<t,T<T,O<h<&,andg,EX. 
In the above definition, the quantity / A(T)P, 1 is defined by 
where 
-h(T) = A(‘-) L(T) = A?JA(T) - 1). 
It follows from [l, Lemma 1.2(i)], that (1 - A) 11 A,p, II is a nonincreasing func- 
tion of A for each v in X. This proves that the above limit exists (I A(T)T / = 00 
is allowed) and also proves that 
11 A(T) JA(+’ 11 < (1 - x)-l I A(Th’ 1 (16) 
forp,EXandO <A < 1. 
We now want to show that our example does not satisfy (C.l). We need the 
fact that if IJI E X, 0 < h < 1, and & = Jn(t)y for t > 0, then 
I/ tit - $7 II = I $t(O) - VW (17) 
for t, 7  > 0. This is true because 
Mt - 9w4) = 3?& - ~&% 
[h - #d(E) = h,&@) - 5Wl exp(Ei4 
for-l <(GO. 
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Thus, #t depends on h E (0, l), as well as on 6 and t. 
From (13), we see that 
lj$ z@(O) = (1 - hp( t))-1. 
Thus, from (17) we see that 
II IA(t) - lA(4ll 3 I(1 - MW - (1 - &?(W I* 
Letting 7 = 0, we get 
II L(t) - JdW 3 w - 4(w(l - w - WN 2 81 - 4(t))* 
Supposing (C.l) to be true, we get 
IlfW -f(W 2 1 - exp(-t/W + 9). 
Let h -+ 0, we get 
a contradiction. 
Now, we want to show that the example does satisfy (C.2). The following 
argument is from [4]. 
From (1 1), we have 
Therefore 
I VW) - $wl = h I M-W - ~T(-~w)I 
G h I $,(-r(t)) - &(-+>>I + Ji I $4~W) - $&(-+)>I. 
Using (17), we see that 
x It-71 
I94(0)-~@)l G 1 -A (1 + q(l +T> II 4++6 Il. 
Now using (17) and (16), we get 
II A - A II < W - Y I t - 7 I I A(+ I> 
which establishes (C.2). 
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As we mentioned in the introduction, Goldstein’s example in [6] satisfies 
neither (C.l) nor (C.2). This is true because Goldsteins example is in Hilbert 
space, and if X is reflexive and {A(t)} satisfies either (C.l) or (C.2), then D(A(t)) 
is independent of t, see [l, pp. 61, 631. 
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