Introduction
The present text contains supplements to the article "Data-Based Decisions under Imprecise Probability and Least Favorable Models" ([Hable (2007)] ). The notation is clompetely adopted from [Hable (2007) ].
Proof of Theorem 4.1
Let Θ be a finite index set. Let π be a prior distribution on (Θ, 2 Θ ) so that π θ := π[I {θ} ] > 0 ∀ θ ∈ Θ. Let (p θ ) θ∈Θ be a precise model on (X , A) and (Q θ ) θ∈Θ an imprecise model on (Y, B) where (M θ ) θ∈Θ is the corresponding family of structures. Let s (p θ ) θ be the standard measure of (p θ ) θ∈Θ and S the standard upper expectation of (Q θ ) θ∈Θ on (U, C). Let Ψ be the set of all functions k ∈ L ∞ (U, C) such that there is some decision space (D, D) and a loss function
[ Hable (2007) , Theorem 4.1] is the analogon to [Buja (1984) , Theorem 7.1]. The arguments in the main steps of the proof are similar to that one given in [Buja (1984) ].
Theorem 4.1 The following statements are equivalent:
Proof : The proof has the following structure:
This is a direct consequence of [Hable (2007) 
This may be rewritten as
Then,
So, the minimax theorem [Fan (1953, Theorem 2] and (1) yield inf
Compactness of T (X , Y) and lower semicontinuity of
imply the existence of some
for every θ ∈ Θ. 
Since every element of T r (X , D) may be regarded as an element of T r (X , D), [Hable (2007) 
Hence, (according to [Hable (2007) 
where s F is the standard measure of F and S is the standard upper expectation of (Q θ ) θ∈Θ on (U, C).
Lemma 5.2 Φ F is a norm-closed convex cone in L ∞ (U, C).
Proof :
• For h ∈ Φ F and c ∈ [0, ∞),
Proof of Lemma 8.3
Let Θ be a finite index set. Let π be a prior distribution on (Θ, 2 Θ ) and 
(a) θ∈Θ M θ is a compact Hausdorff space (cf. [Hable (2007) , Theorem 2.1] and [Dunford et al. (1957), Lemma V.3.3, Lemma I.8.2 and Theorem I.8.5] .
is continuous for every θ ∈ Θ and this implies continuity of the map
Then, the minimax theorem [Fan (1953, Theorem 2] [Hable (2007) 
