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Resumen
El DMRG es un me´todo nume´rico que sirve para calcular propiedades de sistemas de
muchas part´ıculas interactuantes. Se basa en la renormalizacio´n del espacio de Hilbert
utilizando los estados ma´s relevantes de la matriz densidad reducida. Su efciencia de-
pende de que el estrelazamiento entre las partes del sistema sea pequen˜o. El objetivo de
este trabajo es optimizar el DMRG utilizando te´cnicas de informacio´n cua´ntica. Esto
se logra mediante el cambio de representacio´n al espacio de los Orbitales Naturales.
Esta base es interesante porque minimiza la entrop´ıa de sitio en la red. Por este motivo
es apropiada para la ejecucio´n del DMRG.
Se utilizo´ como objeto de estudio el modelo de una impureza de Anderson unidi-
mensional. Se estudiaron propiedades esta´ticas y dina´micas con el fin de evaluar si el
cambio de representacio´n al espacio de los Orbitales Naturales reduce el costo compu-
tacional del DMRG. Se vio que el me´todo propuesto reduce el uso de memoria y el
tiempo de ejecucio´n en todos los casos estudiados.
Estos resultados son alentadores porque indican que el espacio de los Orbitales
Naturales podr´ıa utilizarse para el estudio de sistemas ma´s complejos en los que el
DMRG tradicional consume muchos recursos computacionales. Ejemplos de estos casos
son: sistemas de ma´s de una impureza, Hamiltonianos con interacciones de largo alcance
y sistemas en ma´s de una dimensio´n.
Palabras clave: DMRG, INFORMACIO´N CUA´NTICA, ORBITALES NATURALES
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Cap´ıtulo 1
Motivacio´n y objetivo
“La vida es hacer aproximaciones”
— Gonzalo Usaj, 2016
En este trabajo se estudian sistemas cua´nticos de muchas part´ıculas interactuantes.
Este tipo de problemas son de gran dificultad y, por lo general, no tienen solucio´n
anal´ıtica. Para poder estudiarlos es necesario realizar aproximaciones de manera con-
veniente.
La complejidad del estudio de estos sistemas impulso´ el desarrollo de me´todos cada
vez ma´s sofisticados de f´ısica computacional. T´ıpicamente se trata de problemas que
tienen complejidad exponencial, es decir, la cantidad de informacio´n que es necesario
almacenar y procesar crece exponencialmente con el taman˜o del sistema.
Existen distintos me´todos para tratar este tipo de modelos. Entre ellos esta´n los
que se basan en promediar las contibuciones de part´ıculas individuales y obtener una
contribucio´n efectiva. Ejemplos de estos me´todos son teor´ıa de campo medio (MFT),
campo medio dina´mico (DMFT) y teor´ıa de la funcional densidad (DFT). Por otro
lado, existen los me´todos que utilizan el concepto de renormalizacio´n. Estos se basan en
comprimir informacio´n. Ejemplos de este tipo son el grupo de renormalizacio´n nume´rico
(NRG) y el grupo de renormalizacio´n con matriz densidad (DMRG). Estos me´todos se
nutren de conceptos de informacio´n cua´ntica.
Los me´todos basados en renormalizacio´n surgieron con el NRG. El e´xito de este
me´todo en la resolucio´n de problemas de una impureza hizo que se intente aplicar a
otro tipo de sistemas, pero esto no tuvo buenos resultados. El DMRG aparecio´ para
corregir los problemas que presenta el NRG. A partir de ah´ı, se ha convertido en el
me´todo ma´s efectivo para estudiar sistemas correlacionados en una dimensio´n.
El objetivo es proponer una manera de incrementar la eficiencia del DMRG utilizan-
do el conceptos de informacio´n cua´ntica. La propuesta consiste en realizar un cambio
de representacio´n del sistema original al espacio de los Orbitales Naturales y comparar
la ejecucio´n del me´todo en ambas representaciones. Para esto se utiliza como ejemplo
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el modelo de una impureza de Anderson en una dimensio´n y se estudian propiedades
del estado fundamental y de la dina´mica a temperatura cero.
La estructura de esta tesis es la siguiente: en el cap´ıtulo 2 se presenta el me´todo
DMRG. Se explica el concepto de renormalizacio´n y el de entrop´ıa de entrelazamiento.
Adema´s, para familiarizarse con el me´todo, se estudian propiedades del modelo de
Heisenberg unidimensional. En el cap´ıtulo 3 se presenta el cambio de representacio´n
al espacio de los Orbitales Naturales. Se demuestra que esta es la representacio´n que
minimiza la entrop´ıa de entrelazamiento de los sitios con el resto de la red. En el cap´ıtulo
4 se calculan propiedades del estado fundamental del modelo de Anderson. Esto se hace
con el objetivo de comparar la eficiencia del me´todo en el espacio original con el de
los Orbitales Naturales. En el cap´ıtulo 5 se hace un estudio parecido al anterior, pero
teniendo en cuenta las propiedades de la dina´mica a temperatura cero del sistema. Por
u´ltimo, en el cap´ıtulo 6 se muestran las conclusiones.
Cap´ıtulo 2
Introduccio´n al DMRG
El grupo de renormalizacio´n con matriz densidad, DMRG por sus siglas en ingle´s,
fue creado por Steve White en 1992 [1], y se ha convertido en el me´todo ma´s eficiente
para realizar ca´lculos precisos de propieda´des esta´ticas, dina´micas y termodina´micas
de sistemas de muchas part´ıculas interactuantes en una dimensio´n. Sus aplicaciones
abarcan temas ma´s alla´ de la materia condensada. Entre ellos se encuentran la qu´ımica
cua´ntica, teor´ıa de la informacio´n cua´ntica, f´ısica nuclear y de altas energ´ıas [2].
El origen del DMRG se encuentra en el grupo de renormalizacio´n nume´rico, NRG
por sus siglas en ingle´s, creado por Kenneth Wilson en 1975 [3]. Este me´todo es muy
importante porque se aplica con e´xito a problemas de una impureza. El primer proble-
ma resuelto por el NRG fue el de una impureza magne´tica en un metal, denominado
modelo de Kondo. Pero cuando se intenta aplicar el NRG a otros problemas, como el
de Heisenberg o el de Hubbard, no se consiguen buenos resultados. El DMRG surge
como una forma de mejorar el NRG para abarcar una gran cantidad de problemas.
En este cap´ıtulo se empieza por explicar el me´todo diagonalizacio´n exacta para
encontrar la energ´ıa del estado fundamental de un sistema de muchas part´ıculas. Para
esto se usa como ejemplo el modelo de la red unidimensional de espines 1
2
. Luego se
introduce el me´todo NRG y se explica el concepto importante de renormalizacio´n. En
este caso se utiliza como ejemplo el modelo de una impureza de Anderson. A conti-
nuacio´n se explica por que´ el NRG falla al intentar resolver otro tipo de problemas
como, por ejemplo, sistemas en el espacio real. Con este propo´sito, se expone un ar-
gumento muy simple elaborado por Noack y White. Luego se presenta la propuesta
de White para corregir los problemas que presenta del NRG. Para esto se explican
conceptos de matriz densidad y se introduce la terminolog´ıa necesaria para estudiar
el DMRG. A continuacio´n se explica el me´todo DMRG detallando sus pasos. En este
caso, se retoma el modelo de Heisenberg unidimensional como ejemplo y se muestran
resultados del DMRG aplicado a este modelo. Por u´ltimo se presentan conceptos de
informacio´n cua´ntica aplicados al DMRG. En particular, el concepto de entrop´ıa de
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entrelazamiento, que es de fundamental importancia para la optimizacio´n del DMRG.
2.1. Diagonalizacio´n exacta
En esta seccio´n se presenta el me´todo diagonalizacio´n exacta para determinar el
estado fundamental de un sistema de muchas part´ıculas interactuantes. Para esto, se
estudia un ejemplo concreto. Se utiliza como modelo una red unidimensional de N
sitios con part´ıculas de esp´ın 1
2
con condiciones de contorno abiertas. Este sistema es
descripto por el Hamiltoniano de Heisenberg, el cual se muestra en la ecuacio´n 2.1. El
objetivo es encontrar la energ´ıa del estado fundamental de este sistema.
H = J
N−1∑
i=1
[
Szi S
z
i+1 +
1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)]
, (2.1)
donde i es el ı´ndice de sitio y J > 0.
Los estados posibles para un sitio de la red son dos: |0〉, que representa una part´ıcula
con esp´ın para abajo y |1〉 que representa una part´ıcula con esp´ın para arriba. Una base
del espacio de Hilbert para un sitio es B1 = {|0〉 , |1〉}. El sub´ındice de B denota que
es la base para un sitio.
La representacio´n en esta base de los operadores que intervienen en el Hamiltoniano,
es la que se muestra en la ecuacio´n 2.2.
H1 =
(
0 0
0 0
)
, Sz1 =
(
−1
2
0
0 1
2
)
, S+1 =
(
0 0
1 0
)
, S−1 =
(
0 1
0 0
)
, (2.2)
donde el sub´ındice de los operadores denota que son operadores para un sitio.
La dimensio´n del espacio de Hilbert es 21 = 2 y el Hamiltoniano del sistema se
representa con una matriz de 2× 2. En este caso, se trata de la matriz nula porque se
considera que una part´ıcula no tiene energ´ıa propia.
Para obtener un sistema de N part´ıculas, se van agregando sitios a la red. Cuando
se agregan sitios a la red, se debe calcular la nueva base asociada al nuevo espacio de
Hilbert y el nuevo Hamiltoniano del sistema. Como se vera´, esto va a ir aumentando
la dimensio´n del espacio de Hilbert de manera exponencial.
Una base del espacio de Hilbert para dos sitios se puede calcular con la siguiete
operacio´n B2 = B1 ⊗ B1. Es decir, expl´ıcitamente, la base para dos sitios es B2 =
{|00〉 , |01〉 , |10〉 , |11〉}, donde se utiliza la notacio´n compacta |01〉 = |0〉 ⊗ |1〉.
El Hamiltoniano se genera con la expresio´n que se muestra en la ecuacio´n 2.3 con
p = 1 y q = 1.
Hp+q = Hp ⊗ Iq + Ip ⊗Hq + Szp ⊗ Szq + S+p ⊗ S−q + S−p ⊗ S+q , (2.3)
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donde Ip es la matriz identidad de 2
p × 2p. Se ve que ahora el espacio de Hilbert tiene
dimensio´n 22 = 4 y el Hamiltoniano es una matriz de 22 × 22. Adema´s, se generan
los operadores que componen el Hamiltoniano como se muestra en la ecuacio´n 2.4 con
p = 1.
Szp+1 = S
z
p ⊗ I1
S+p+1 = S
+
p ⊗ I1
S−p+1 = S
−
p ⊗ I1
(2.4)
A continuacio´n se agrega un sitio ma´s a la red. La base que describe el nuevo espacio
de Hilbert se puede calcular haciendo la operacio´n B3 = B2 ⊗ B1. Expl´ıcitamente, la
base para tres sitios es
B3 = {|000〉 , |001〉 , |010〉 , |011〉 , |100〉 , |101〉 , |110〉 , |111〉}.
El Hamiltoniano se genera con la expresio´n que se muestra en la ecuacio´n 2.3
con p = 2 y q = 1. El espacio de Hilbert del sistema tiene dimensio´n 23 = 8 y
el Hamiltoniano es una matriz de 23 × 23. Los operadores que componen el nuevo
Hamiltoniano se generan mediante la ecuacio´n 2.4 con p = 2.
En general, si se agregan hasta N sitios a la red, el espacio de Hilbert del sistema
va a tener dimensio´n 2N y el Hamiltoniano va a ser una matriz de 2N × 2N . Es decir,
el espacio de Hilbert crece exponencialmente con la cantidad de sitios.
Para resolver el problema de encontrar la energ´ıa del estado fundamental, se dia-
gonaliza el Hamiltoniano. El menor autovalor hallado es la energ´ıa buscada. Esta dia-
gonalizacio´n se puede realizar utilizando el me´todo de Lanczos, que se explica en el
ape´ndice A.
Con las capacidades computacionales actuales, este problema se puede resolver de
manera exacta para sistemas de hasta N ≈ 30 sitios. Para alcanzar taman˜os de sistema
ma´s grandes, se introduce el concepto de renormalizacio´n. Para esto, en la pro´xima
seccio´n, se explica el me´todo NRG.
2.2. Grupo de renormalizacio´n nume´rico: NRG
El me´todo NRG fue creado por Wilson para resolver el problema de una impureza
magne´tica en un metal. Este sistema es descripto por el modelo de Kondo. Debido al
e´xito que tuvo, el NRG se convirtio´ en el me´todo por excelencia para resolver problemas
de una impureza [4].
Los sitemas de una impureza se componen de dos sistemas cua´nticos. El primero es
un sistema interactuante que consta de pocos grados de libertad y se llama impureza.
El segundo es un sistema no interactuante de muchos grados de libertad acoplados a
la impureza y se llama ban˜o o entorno.
El objetivo del NRG es estudiar el re´gimen de bajas energ´ıas del sistema en cuestio´n.
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Para esto, trabaja en el espacio de energ´ıa del sistema. En este caso, los sitios del ban˜o
representan distintas escalas energ´ıa que decrecen con la distancia a la impureza. Esto
se puede hacer porque los problemas de una impureza poseen una separacio´n intr´ınseca
en las escalas de energ´ıa.
La idea ba´sica es partir de un sistema que se pueda resolver de manera exacta e ir
agregando sitios integrando los grados de libertad que no son importantes para lo que
se quiere calcular. Esto se hace de manera progresiva mediante transformaciones del
grupo de renormalizacio´n. La idea fundamental es que so´lo los estados de baja energ´ıa
de un sistema de taman˜o L son importantes para describir los estados de baja energ´ıa
del sistema de taman˜o L+ 1. Los pasos del me´todo son los siguientes [5]:
1. El punto de partida es considerar un sistema de taman˜o L de tal manera que el
Hamiltoniano HL pueda ser diagonalizado de manera exacta. Adema´s del Hamil-
toniano, es necesario calcular los operadores que lo componen. Para introducir la
terminolog´ıa que se va a usar en este trabajo, se dice que los operadores calculados
forman el bloque BL.
2. El segundo paso es diagonalizar HL y almacenar los m autoestados de ma´s baja
energ´ıa. Estos son los m autovalores asociados a los m autovectores ma´s chicos.
3. A continuacio´n se define una matriz de cambio de base CL con los m autovectores
ubicados en las columnas de dicha matriz. Luego se realiza la transformacio´n de
los operadores del bloque BL por medio de la ecuacio´n.
A¯L = C
†
LALCL, (2.5)
donde AL es un operador del bloque BL. Con estos nuevos operadores se obtiene
el bloque renormalizado.
4. Luego se agrega un sitio al sistema y se construye el Hamiltoniano y los operadores
que lo componen. Se vera´n ejemplos de co´mo se realiza esto. Con esto se obtiene
el bloque BL+1.
5. Se repiten los pasos 2 a 4 sustituyendo HL+1 por HL. Un esquema representativo
del me´todo se muestra en la figura 2.1.
T´ıpicamente, se elige que el valor de m sea el mismo para todas las iteraciones del
me´todo, es decir, los Hamiltonianos que aparecen tienen dimensio´n ma´xima m×m y no
crecen exponencialmente como se vio en el ejemplo de la seccio´n 2.1. Por este motivo,
el concepto de renormalizacio´n adquiere gran importancia pra´ctica, pues convierte un
problema de complejidad exponencial en uno de complejidad lineal con el taman˜o del
sistema.
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Figura 2.1: Esquema representativo de una iteracio´n del NRG.
Para aclarar algunos aspectos del me´todo se propone un ejemplo concreto. Se trata
del modelo de Anderson unidimensional, que describe una impureza en un ban˜o fer-
mio´nico. Este sistema sera´ utilizado como modelo para realizar los objetivos de este
trabajo. En el cap´ıtulo 4, se vera´ que existen distintas configuraciones para este modelo
[6]. En este caso se presenta la configuracio´n Cadena de Wilson. El Hamiltoniano se
muestra en la ecuacio´n 2.6.
H = Himp +Hpot +Hkin
Himp = U
(
n0,↑ − 1
2
)(
n0,↓ − 1
2
)
Hpot =
L∑
l=1
∑
σ
lc
†
l,σcl,σ
Hkin =
L∑
l=0
∑
σ
(
tlc
†
l+1,σclσ + h.c.
)
(2.6)
Himp es el Hamiltoniano local de la impureza y se compone de los operadores n0,↑ =
f †↑f↑ y n0,↓ = f
†
↓f↓. Los operadores f
† y f son los operadores de creacio´n y destruccio´n
en el sitio de la impureza. U es el potencial de interaccio´n de las part´ıculas en la
impureza. Hpot es el te´rmino del Hamiltoniano local al ban˜o. Los operadores c
† y c
son operadores de creacio´n y destruccio´n de part´ıculas en el ban˜o, σ es el ı´ndice de
esp´ın, l es la energ´ıa del sitio. Hkin es el te´rmino de interaccio´n de la impureza con el
ban˜o. Se trata de un Hamiltoniano de interaccio´n con hopping a primeros vecinos. Se
define la discretizacio´n logar´ıtmica para los elementos de hopping como se muestra en
la ecuacio´n 2.7
tl = Λ
− l
2 (2.7)
Este tipo de discretizacio´n es la que se encarga de separar las escalas de energ´ıa del
problema. Un esquema de esta configuracio´n se muestra en la figura 2.2.
Para un sitio, existen cuatro estados posibles. Una base del espacio de Hilbert de
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Figura 2.2: Esquema de la configuracio´n Cadena de Wilson.
un sitio es la que se muestra en la ecuacio´n 2.8.
B1 = {|0〉 , |↓〉 , |↑〉 , |↓↑〉} , (2.8)
donde los estados as´ı ordenados representan un sitio sin part´ıculas, un sitio con una
part´ıcula con esp´ın para abajo, un sitio con una part´ıcula con esp´ın para arriba y un
sitio con dos part´ıculas, una con esp´ın para abajo y la otra con esp´ın para arriba. En
este caso hay que distinguir entre el sitio de la impureza y los del ban˜o. El Hamiltoniano
de la impureza en esta base y los operadores de creacio´n, se escribem como se muestra
en la ecuacio´n 2.9.
H =

0 0 0 0
0 −U
2
0 0
0 0 −U
2
0
0 0 0 0
 , c†↓ =

0 1 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
 , c†↑ =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , (2.9)
los operadores c↓ y c↑ se calculan transponiendo las matrices de c
†
↓ y c
†
↑. El Hamiltoniano
de un sitio del ban˜o es la matriz nula de 4 × 4, ya que se considera que los sitios del
ban˜o no poseen energ´ıa propia.
Adema´s, en este caso es necesario considerar el signo fermio´nico. En la base de un
sitio, este es un operador que se escribe como se muestra en la ecuacio´n 2.10.
sgn =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 . (2.10)
A partir de este operador, se construyen los operadores de creacio´n y destruccio´n
con signo, a y b respectivamente. Estos se definen como se muestra en la ecuacio´n 2.11.
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a↓ = c
†
↓ · sgn
a↑ = c
†
↑ · sgn
b↓ = a
†
↓
b↑ = a
†
↑.
(2.11)
Como primer paso, se elige empezar considerando un sistema compuesto por el sitio
de la impureza y un sitio del ban˜o. Para generar este sistema inicial, se une un sitio
del ban˜o a la impureza. Esto se consigue por medio de la ecuacio´n 2.12 con p = 1.
Hp+1 = Hp ⊗ I1 + tpa↑,p ⊗ b↑,1 + tpa↓,p ⊗ b↓,1 + tpb↑,p ⊗ a↑,1 + tpb↓,p ⊗ a↓,1, (2.12)
donde tp se calcula por medio de la ecuacio´n 2.7. Los operadores del bloque inicial se
calculan como se muestra en la ecuacio´n 2.13.
a↓,p+1 = Ip ⊗ a↓,p · sgn
a↑,p+1 = Ip ⊗ a↑,p · sgn
b↓,p+1 = Ip ⊗ sgn · b↓,p
b↑,p+1 = Ip ⊗ sgn · b↑,p
(2.13)
Luego se diagonaliza el Hamiltoniano calculado y se conservan los m autovectores
para generar la matriz de cambio de base. A continuacio´n se rotan los operadores
utilizando esta matriz y se obtiene el bloque renormalizado. Luego se agrega un sitio
del ban˜o ma´s a partir de las ecuaciones 2.12 y 2.13. Se siguen agregando sitios y
renormalizando hasta conseguir el taman˜o deseado.
Se elaboro´ un programa en lenguaje C++ para resolver este problema. El co´digo
completo se encuentra en el ape´ndice B. En la figura 2.3 se muestran resultados de la
energ´ıa del estado fundamental del sistema en funcio´n los sitios n, agregados durante
el proceso, para distintos valores de m. Se utilizo´ un sistema de 50 sitios.
Se observa que a partir de m = 64 las curvas se superponen. Adema´s, se muestra
cua´nto se aparta la energ´ıa calculada de un valor de referencia en funcio´n de m. Esto
se hace con el taman˜o del sistema fijo en n = 50 y la energ´ıa de referencia se calcula
utilizando m = 256.
Un detalle muy importante para lo que sigue es que cuando se calcula el Hamil-
toniano HL del bloque BL en cada iteracio´n, es necesario especificar las condiciones
de contorno del bloque. Lo que se suele hacer en el NRG es despreciar las conexiones
con los sitios vecinos. Esto funciona bien en la cadena de Wilson, donde los hoppings
decrecen exponencialmente. Como se dijo anteriormente, la discretizacio´n logar´ıtmica
habla de una separacio´n intr´ınseca de las escalas de energ´ıa en el problema de una
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Figura 2.3: Energ´ıa del estado fundamental en funcio´n de la cantidad de sitios n agregados al
sistema con el me´todo NRG para el modelo de Anderson. Se muestran resultados para distintos
valores de m. En la figura interna se observa la diferencia E(m)−E(m = 256) en funcio´n de m.
E(m) es la energ´ıa del estado fundamental para n = 50. Se utiliza la escala semi logar´ıtmica.
impureza. Cuando se quiere aplicar este me´todo para modelos como el de Heisenberg o
Hubbard, donde esta separacio´n no existe, el NRG arroja resultados incorrectos luego
de pocas iteraciones. Este tema se cubre en la pro´xima seccio´n.
2.3. NRG en el espacio real
Noack y White mostraron con un argumento simple por que´ el me´todo NRG arroja
resultados incorrectos en el espacio real [7]. Para esto propusieron un Hamiltoniano de
tipo tight-binding como se muestra en la ecuacio´n 2.14.
H = −
L−1∑
i=1
(|i〉 〈i+ 1|+ |i+ 1〉 〈i|) + 2
L∑
i=1
|i〉 〈i| , (2.14)
donde el estado |i〉 es el orbital de tight-binding en el sitio i.
Como se dijo en la seccio´n 2.2, el problema aparece cuando se desprecian las contri-
buciones del entorno al generar el Hamiltoniano HL en cada iteracio´n. Para ver por que´
ocurre esto, debe notarse que el Hamiltoniano propuesto en 2.14 es la discretizacio´n de
la energ´ıa cine´tica de una part´ıcula en una caja unidimensional. Es decir, en l´ımite de
taman˜o L grande, los autoestados son los correspondientes a los de la part´ıcula en la
caja. En el NRG, t´ıpicamente se desprecian las contribuciones del entorno. La conse-
cuencia de esto en el caso planteado es que se fijan condiciones de contorno tales que
la funcio´n de onda se anula en los extremos del bloque. En este caso, las autofunciones
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que se obtienen para un bloque de taman˜o L son ψn(x) ≈ sin
(
npix
L
)
. Las dos primeras
funciones se grafican en la figura 2.4.
Figura 2.4: Autofunciones de una part´ıcula en una caja unidimensional de taman˜o L.
Cuando se une el bloque de taman˜o L a otro del mismo taman˜o, es claro ver co´mo
aparece el problema. No es posible generar las autofunciones del bloque de taman˜o 2L
a partir de los autoestados de baja energ´ıa de dos bloques de taman˜o L. Un esquema
de esto se muestra en la figura 2.5.
Figura 2.5: Esquema del argumento planteado por Noack y White. No es posible generar las
autofunciones del bloque de taman˜o 2L a partir de los autoestados de baja energ´ıa de dos bloques
de taman˜o L
Para superar esta dificultad, Noack y White propusieron el concepto de super blo-
que. A partir de esto, se considera al bloque BL como parte de un bloque ma´s grande
denominado super bloque. La idea es que al considerar el entorno, se aplican condiciones
de contorno apropiadas al bloque BL.
A continuacio´n se explica la aplicacio´n del concepto de super bloque a la renorma-
lizacio´n y se introduce el concepto de proyeccio´n sobre la matriz densidad, clave para
entender el DMRG.
12 Introduccio´n al DMRG
2.4. Proyeccio´n sobre la matriz densidad.
En esta seccio´n se introduce la terminolog´ıa utilizada en el DMRG y se presentan
conceptos de matriz densidad aplicados a la renormalizacio´n [5]. Para esto, se considera
un sistema unidimensional, por ejemplo, puede tratarse de la cadena de espines 1
2
que
se analizo´ anteriormente. Este sistema puede dividirse en dos como se muestra en la
figura 2.6.
Figura 2.6: Esquema del super bloque.
Para introducir la terminolog´ıa que se va a usar en el DMRG, se denomina super
bloque al sistema total y sistema y entorno a las particiones del super bloque. Adema´s,
se denota como |i〉 a los estados del sistema y |j〉 a los estados del entorno. Si se sabe
que el super bloque se encuentra en el estado |ψ〉, este se puede escribir como se muestra
en la ecuacio´n 2.15.
|ψ〉 =
MS∑
i
ME∑
j
ψij |i〉 |j〉 , (2.15)
donde el sistema y el entorno poseen MS y ME estados respectivamente y adema´s se
considera que |ψ〉 es un estado puro.
El objetivo es representar el estado |ψ〉 del super bloque de la forma ma´s precisa
posible, utilizando m < MS estados del sistema. Estos estados se denotan |uα〉, con
α = 1, ...,m. La expansio´n ma´s general para |ψ〉 en te´rminos de |uα〉 se muestra en la
ecuacio´n 2.16. ∣∣∣ψˆ〉 = m∑
α
ME∑
j
aα,j |uα〉 |j〉 (2.16)
La idea es escribir este estado encontrando variacionalmente los aα,j que minimi-
cen la distancia con el estado |ψ〉. Este problema tiene solucio´n en el a´lgebra lineal
utilizando la descomposicio´n en valores singulares.
Se puede mostrar que la distancia se minimiza si se establece que los |uα〉 sean los
m autovectores asociados a los m autovalores ωα ma´s grandes de la matriz densidad
reducida del sistema en el super bloque, la cual se define como se muestra en la ecuacio´n
2.17, [8].
ρii′ =
∑
j
ψ∗ijψij (2.17)
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Una de las propiedades ma´s importantes de la matriz densidad es la que se ve en
2.18.
Tr ρ = 1. (2.18)
Esto justifica que el peso descartado al realizar la aproximacio´n sea el que se muestra
en la ecuacio´n 2.19.
ξ = 1−
m∑
α
ωα (2.19)
Esta aproximacio´n es buena cuando el espectro de autovalores de la matriz densi-
dad reducida, ordenados de forma decreciente, decae ra´pidamente como se muestra en
la figura 2.7. En la figura se observan dos situaciones. En la figura 2.7a, se observa que
(a) Situacio´n conveniente para el DMRG. (b) Situacio´n no conveniente para el DMRG.
Figura 2.7: Esquema del espectro de autovalores de la matriz densidad.
el espectro de autovalores decae ra´pidamente, esta situacio´n es buena para hacer la
aproximaico´n porque los autovalores cercanos a cero pueden ser descartados sin perder
precisio´n. En la figura 2.7b, se muestra una mala situacio´n para realizar la aproxima-
cio´n, pues todos los autovalores tienen el mismo peso, entonces no ser´ıa conveniente
descartar estados teniendo en cuenta este critero. Cabe destacar que esta situacio´n se
plantea a modo de ejemplo y no es una situacio´n real.
En la pro´xima seccio´n se vera´ co´mo se aplican los conceptos de renormalizacio´n y
proyeccio´n sobre la matriz densidad para dar origen al DMRG.
2.5. El grupo de renormalizacio´n con matriz densi-
dad: DMRG
En esta seccio´n se presenta el me´todo DMRG. Este me´todo se divide en dos partes,
el crecimiento y los barridos [9]. Para poner un ejemplo concreto, se consideranda la
red unidimiensional de espines 1
2
vista en la seccio´n 2.1.
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2.5.1. Crecimiento
El crecimiento se realiza para alcanzar el taman˜o deseado del sistema. La idea es
ir agregando sitios como en el caso del NRG, pero esta vez, se agregan dos sitios en
cada iteracio´n y se renormalizan los bloques generados utilizando la proyeccio´n sobre
la matriz densidad. Los pasos a seguir para el crecimiento son los siguientes:
1. El punto de partida es una red de 2k sitios lo suficientemente chica como para
ser resuelta por diagonalizacio´n exacta. Se divide el super bloque en los bloques
L y R como se muestra en la figura 2.8.
Figura 2.8: Esquema del sistema dividido en los bloques de la izquierda L y derecha R.
En cada bloque se define una base, el Hamiltoniano y los operadores que lo
componen. Por ejemplo en el bloque de la izquierda se define HL,k S
z
L,k, S
+
L,k y
S−L,k. En el bloque de la derecha se definen operadores equivalentes. Cuando se
trabaje con los operadores de bloque L, este sera´ el sistema y el bloque R sera´
entorno. Cuando se trabaje con el bloque R tendremos el caso opuesto.
2. Se agregan dos sitios como se muestra en la figura 2.9.
Figura 2.9: Esquema del sistema luego de agregar los sitios.
Se calculan los operadores del bloque de la izquierda. El Hamiltoniano HL,k+1 se
calcula con la ecuacio´n 2.3 con p = k y q = 1 y los operadores que lo componen
SzL,k+1, S
+
L,k+1 y S
−
L,k+1 se calculan con la ecuacio´n 2.4 con p = k. Para el bloque
de la derecha, se calculan los operadores del nuevo bloque. El Hamiltoniano se
calcula con la ecuacio´n 2.3 con p = 1 y q = k y los operadores SzR,k+1, S
+
R,k+1 y
S−R,k+1 se calculan con la ecuacio´n 2.20 con q = k.
Sz1+q = I1 ⊗ Szq
S+1+q = I1 ⊗ S+q
S−1+q = I1 ⊗ S−q
(2.20)
3. A partir de los operadores calculados, se obtiene so´lo el estado fundamental. Esto
se puede realizar con el me´todo de Lanczos, como se explica en el ape´ndice A.
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4. Utilizando el estado fundamental calculado, se obtiene la matriz densidad re-
ducida al bloque de la izquierda y se diagonaliza. Se guardan los m autoestados
asociados a los m autovalores ma´s grandes. El criterio para elegir m puede variar.
Puede tratarse de un nu´mero fijo o tambie´n puede elegirse teniendo en cuenta el
peso descartado definido en la ecuacio´n 2.19.
5. Se construye una matriz cambio de base con los m autoestados y se rotan los
operadores del bloque de la izquierda utilizando la ecuacio´n 2.5. A partir de esto
se obtienen las matrices H¯L,k+1, S¯
z
L,k+1, S¯
+
L,k+1 y S¯
−
L,k+1. Se repiten los pasos 4 y
5 para el bloque de la derecha.
6. Se reemplazan los operadores del bloque L por los operadores renormalizados del
bloque L+1 y los del R por los renormalizados del R+1 para empezar una nueva
iteracio´n. Se repiten los pasos 2 a 6 hasta alcanzar el taman˜o N deseado.
Con esto termina el crecimiento del sistema. Luego se realizan los barridos, que se
explican a continuacio´n.
2.5.2. Barridos
Durante el crecimiento, guardamos los operadores de los bloques L y R en cada
iteracio´n. Los barridos se ejecutan con el taman˜o total N del sistema fijo. La idea es
ir actualizando los operadores de cada bloque y as´ı, obtener valores ma´s exactos de la
energ´ıa del estado fundamental.
Se realizan barridos hacia la izquierda y la derecha. A continuacio´n se explica el
barrido hacia la derecha.
Luego de haber realizado el crecimiento, se forma un super bloque con el bloque
L, N
2
, dos sitios y el bloque R, N
2
− 2 como se muestra en la figura 2.10.
Figura 2.10: Esquema del primer paso del barrido hacia la derecha.
Con esta configuracio´n, se siguen los pasos 2 a 5 del crecimiento. Es decir, se une el
bloque de la izquierda con el sitio de la izquierda y se une el sitio de la derecha con el
bloque de la derecha, se calcula el estado fundamental y se renormalizan los operadores
segu´n el criterio de matriz densidad. Con esto, se calculan y almacenan los operadores
de los bloques L, N
2
+ 1 y R, N
2
− 1.
Luego se repite el procedimiento, es decir, se forma la configuracio´n de la figura
2.11.
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Figura 2.11: Esquema del segundo paso del barrido hacia la derecha.
Con esta nueva configuracio´n, se calculan y almacenan los operadores de los bloques
L, N
2
+2 yR, N
2
−2. Se repite el proceso hasta llegar a calcular y almacenar los operadores
de los bloques L,N − 2 y R, 2. Un esquema de esto se muestra en la figura 2.12.
Figura 2.12: Esquema del barrido hacia la derecha.
Con esto termina el barrido hacia la derecha. Luego, se realiza el barrido hacia la
izquierda de forma ana´loga y se repite el procedimiento hasta realizar la cantidad de
barridos deseada.
Con el objetivo de ilustrar el me´todo, se elaboro´ un programa en C++ para deter-
minar la energ´ıa del estado fundamental de la cadena de espines 1
2
. El co´digo se muestra
en el ape´ndice C. Adema´s, se desarrollo´ un co´digo en lenguaje de programacio´n en pa-
ralelo CUDA-C para comparar la ejecucio´n de ambos programas. Esto se muestra en
el mismo ape´ndice.
Se obtuvo la energ´ıa del estado fundamental por sitio en funcio´n del nu´mero de
sitios para J = 1. Se incremento´ el nu´mero de sitios hasta obtener N = 200. La
renormalizacio´n se hizo almacenando los m = 32 estados ma´s relevantes. El resultado
se muestra en la figura 2.13.
Se realizo´ una regresio´n lineal con los resultados obtenidos. La ordenada al origen de
la recta nos da una idea de la energ´ıa del estado fundamental de la red unidimensional
infinita. El resultado es E0 = −0,443(5). Este resultado se corresponde con el valor
calculado anal´ıticamente por medio del ansatz de Bethe: E0 = − ln(2) + 14 .
Por u´ltimo, en la figura 2.14 se muestra el espectro de autovalores de la matriz
densidad reducida cuando el sistema tiene 200 sitios.
Se observa que la magnitud de los autovalores decrece ra´pidamente. Esto muestra
que la aproximacio´n realizada es buena, pues se esta´n descartando las componentes
menos relevantes del estado fundamental.
Como se dijo en el cap´ıtulo 1, la idea del presente trabajo es utilizar modelos de
prueba con el objetivo de optimizar la ejecucio´n del DMRG. Para analizar la eficiencia
del me´todo, se van a utilizar conceptos de informacio´n cua´ntica. En particular, es muy
importante el concepto de entrop´ıa de entrelazamiento y su relacio´n con el DMRG.
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Figura 2.13: Energ´ıa por sitio del estado fundamental en funcio´n de la inversa de la cantidad
de sitios para la red unidimensional de espines 12 . Se hizo una extrapolacio´n lineal para obtener la
energ´ıa de la red unidimensional infinita. El valor obtenido es E0 = −0,443(5), que se corresponde
con la solucio´n anal´ıtica E0 = − ln(2) + 14 .
Figura 2.14: Espectro de autovalores de la matriz densidad reducida cuando la particio´n se
hace en la mitad de la cadena con N = 200 para la red unidimensional de espines 12 .
Esto se explica a continuacio´n.
2.6. DMRG y entrelazamiento.
El me´todo DMRG induce a considerar sistemas con una particio´n, donde las partes
son los bloques L y R. Como se vio en la seccio´n anterior, dada una particio´n, se
conservan sus m estados ma´s relevantes. Si se conoce el espectro de autovalores de la
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matriz densidad reducida ordenados de mayor a menor, se puede predecir fa´cilmente
la calidad de la aproximacio´n que se esta´ realizando. Esta depende de que´ tan ra´pido
decrecen los autovalores.
Una cantidad que contiene informacio´n sobre los autovalores de la matriz densidad
es la entrop´ıa de entrelazamiento entre el sistema y el entorno, tambie´n llamada entrop´ıa
de Von Neumann [10]. Esta cantidad es la responsable de las correlaciones no cla´sicas
en el sistema. Se calcula como se muestra en la ecuacio´n 2.21.
S = −
∑
α
ωα log2 ωα, (2.21)
donde los ωα son los m autovalores de la matriz densidad reducida. La ventaja que
aporta el ca´lculo de la entrop´ıa de entrelazamiento es que con un nu´mero, se obtiene
una buena idea de la calidad de la aproximacio´n realizada. El me´todo DMRG sera´
eficiente si la entrop´ıa de entrelazamiento entre las partes del sistema es pequen˜a.
La entrop´ıa de entrelazamiento depende de la representacio´n que estemos utilizando
para tratar el sistema. La forma que se propone en este trabajo para optimizar el
me´todo, tiene que ver con encontrar una representacio´n en la cual se minimice la
entrop´ıa de entrelazamiento de un sitio con el resto del sistema para todos los sitios.
Se vera´ que el espacio de los Orbitales Naturales cumple con este propo´sito.
Se utilizo´ el programa mencionado en la seccio´n anterior para calcular la entrop´ıa
de entrelazamiento entre las dos mitades de la red durante el crecimiento del sistema
unidimensional de espines 1
2
. El resultado se muestra en la figura 2.15.
Figura 2.15: Entrop´ıa de entrelazamiento S de una mitad de la cadena con la otra en funcio´n
de la cantidad de sitios n para la red unidimensional de espines 12 .
Se ve que la entrop´ıa crece con la cantidad de sitios agregados. Resulta razonable
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pensar que las correlaciones aumentan si se agregan sitios al sistema. Adema´s, se ob-
servan oscilaciones en los valores de la entrop´ıa. Cuando las mitades de la cadena son
un nu´mero impar de sitios hay ma´s entrop´ıa que si las mitades son un nu´mero par. El
origen de estas oscilaciones no esta´ claro au´n. Se piensa que tiene que ver con que se
introducen degeneraciones extra cuando las mitades de la cadena se componen de un
nu´mero impar de sitios, pero todav´ıa no se entiende por que´.
Un resultado interesante que se puede estudiar con estos resultados es la ley de a´rea
de la entrop´ıa. Esta dice que para estados fundamentales de Hamiltonianos de corto
alcance, la entrop´ıa de entrelazamiento entre dos partes del sistema no es una magnitud
extensiva, sino que es proporcional a la superficie de contacto entre las partes como se
muestra en la ecuacio´n 2.22.
S ∝ ND−1, (2.22)
donde D es la dimensio´n del sistema y N es la cantidad de sitios.
En dos dimensiones, la entrop´ıa de entrelazmiento crece con la cantidad de sitios
del sistema. Como se menciono´ anteriormente, el DMRG es eficiente cuando el entre-
lazamiento entre los bloques es pequen˜o. Por este motivo el DMRG funciona bien para
sistemas unidimensionales y no en ma´s dimensiones.
Para el caso unidimensional, se puede demostrar que, cuando se trata de un sistema
cr´ıtico, como el de Heisenberg, hay una correccio´n logar´ıtmica a la ecuacio´n 2.22. Es
decir, la entrop´ıa en funcio´n de la cantidad de sitios, en una dimensio´n, es como se
muestra en la ecuacio´n 2.23.
S =
c
3
log (N) + cte, (2.23)
donde la constante c es la carga central, una magnitud calculada en Teor´ıa de Campos
Conformes.
Se hizo un ajuste logar´ıtmico con los resultados obtenidos para valores de N mu´lti-
plos de cuatro. Es decir, cuando la mitad de la red tiene un nu´mero par de sitios. El
resultado se muestra en la figura 2.16.
El ajuste realizado es satisfactorio en el rango de 4 a 40 sitios. En el rango de 40
a 200 sitios, los resultados se apartan del comportamiento logar´ıtmico. Esto se debe a
que, cuando se incrementa el nu´mero de sitios, se descartan ma´s estados y se pierde
precisio´n en el ca´lculo. Utilizando la ecuacio´n 2.23, se obtiene que la carga central es
c = 0,89(1). Este resultado se acerca al valor de c = 1 calculado para el modelo de
Heisenberg unidimensional [11].
En este cap´ıtulo, se presento´ el me´todo DMRG. Y se aplico´ al modelo de Heisenberg
unidimensional. Adema´s, se introdujo el concepto de entrop´ıa de entrelazamiento entre
las partes del sistema y se vio que es un indicador de la eficiencia del me´todo.
20 Introduccio´n al DMRG
Figura 2.16: Entrop´ıa de entrelazamiento en la mitad de la cadena en funcio´n de la cantidad
de sitios para la red unidimensional de espines 12 . Para realizar el ajuste logar´ıtmico, se toman los
datos con N mu´ltiplo de 4. El resultado del ajuste arroja un valor de la carga central c = 0,89(1).
En el pro´ximo cap´ıtulo se explican los cambios de representacio´n de los sistemas de
muchas pat´ıculas. En particular, se estudia el espacio de los Orbitales Naturales. En esta
representacio´n, se minimiza la entrop´ıa de sitio para todos los sitios. La entrop´ıa de sitio
es la entrop´ıa de entrelazamiento de un sitio con el resto del sistema. Como disminuye
el entrelazamiento, esta representacio´n es una buena candidata para incrementar la
eficiencia del DMRG.
Cap´ıtulo 3
Representaciones de los sistemas de
muchas part´ıculas
En este cap´ıtulo se estudian los cambios de representacio´n de los sistemas de muchas
part´ıculas. Como se dijo en el cap´ıtulo 1, la idea de este trabajo es evaluar la ejecucio´n
del DMRG en el espacio de los Orbitales Naturales para incrementar la eficiencia del
me´todo.
Se vera´ que el espacio de los Orbitales Naturales es el que minimiza la entrop´ıa
de sitio con el resto del sistema para todos los sitios. Esta configuracio´n reduce el
entrelazamiento y por eso es una buena candidata para la optimizacio´n del DMRG.
Primero se introduce el sistema spinless con hopping y potencial a primeros vecinos
que se va a utilizar para ejemplificar los cambios de representacio´n, luego se presenta
el espacio de Fourier y a continuacio´n el de los Orbitales Naturales. Por u´ltimo, se
analiza el comportamiento de la entrop´ıa de entrelazamiento en el espacio real y las
dos representaciones mencionadas. Con esto se tratara´ de entender bajo que´ condiciones
es conveniente realizar un cambio de representacio´n para incrementar la eficiencia del
DMRG.
3.1. Sistema de part´ıculas sin esp´ın en una red uni-
dimensional
Para ejemplificar las ideas vertidas en este cap´ıtulo, se utiliza un sistema spin-
less unidimensional con hopping y potencial a primeros vecinos. El Hamiltoniano que
describe este sistema es el que se muestra en la ecuacio´n 3.1.
H = −t
∑
i
(
c†ici+1 + c
†
i+1ci
)
+ V
∑
i
c†i+1ci+1c
†
ici, (3.1)
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donde i es el ı´ndice de sitio, c† y c son los operadores de creacio´n y destruccio´n de
part´ıculas, t es el te´rmino de hopping y V el de potencial con el que interactu´an las
part´ıculas. Se ve que las interacciones son a primeros vecinos.
Cabe destacar que el Hamiltoniano de Heisenberg visto en el cap´ıtulo anterior se
puede transformar en un sistema de este tipo. La manera de realizar esto es escribiendo
los operadores involucrados en el Hamiltoniano 2.1 como se muestra en la ecuacio´n 3.2.
S+j = c
†
j exp
(
ipi
∑
j<k
c†kck
)
S−j = exp
(
−ipi
∑
j<k
c†kck
)
cj
Szj = c
†
jcj −
1
2
(3.2)
A este cambio de representacio´n se lo conoce como transformacio´n de Jordan-
Wigner. A continuacio´n se presenta el espacio de Fourier, llamado tambie´n espacio
rec´ıproco o espacio de momento.
3.2. Espacio de Fourier
El cambio de representacio´n del espacio real al de Fourier, se realiza transformando
los operadores involucrados en el Hamiltoniano 3.1 mediante la transformada de Fourier
como se muestra en la ecuacio´n 3.3.
cn =
1√
N
∑
k
eiknck (3.3)
Aplicando condiciones perio´dicas de contorno, se obtiene el Hamiltoniano en la
representacio´n del espacio de Fourier, como se muestra en la ecuacio´n 3.4.
H = −2t
∑
k
cos(k)c†kck +
V
N
∑
kpq
e−i(k−p)c†kcpc
†
qck−p+q (3.4)
En principio, el DMRG se puede aplicar directamente en este espacio, pero como las
interacciones en esta representacio´n son no diagonales, una implementacio´n real resulta
imposible. Xiang propuso un me´todo para implementar el DMRG al espacio de Fourier
en 1996 [12]. Aplico´ este me´todo al modelo de Hubbard en una y dos dimensiones y vio
que la convergencia del me´todo depend´ıa fuertemente del valor del potencial repulsivo
de Coulomb U . El me´todo es exacto para U = 0, ya que el Hamiltoniano es diagonal,
pero la convergencia empeora ra´pidamente con el incremento de U . Adema´s, comparo´
los me´todos en el espacio de momento y el espacio real en una dimensio´n y vio que el
error en la determinacio´n del estado fundamental era mayor en el espacio de momento.
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Otro estudio realizado por Xiang fue la comparacio´n de la ejecucio´n en el espacio de
momento en una y dos dimensiones y vio que el me´todo es ma´s eficiente en una red de
4 × 4 que en una red unidimensional de 16 sitios. Este resultado induce a considerar
que el me´todo propuesto por Xiang es una buena propuesta para genealizar el DMRG
a ma´s de una dimensio´n.
A continuacio´n se presenta el espacio de los Orbitales Naturales que va a ser fun-
damental para este trabajo.
3.3. Espacio de los Orbitales Naturales
La representacio´n estudiada en esta seccio´n es la de los Orbitales Naturales. Esta
es muy utilizada en qu´ımica cua´ntica y va a ser objeto de nuestro estudio de sistemas
de una impureza con el DMRG [13].
La idea es representar el conjunto de operadores ci del espacio real en otro espacio.
En este, el nuevo conjunto de operadores se escribe di. A los nuevos sitios generados se
los denomina orbitales. La transformacio´n se realiza a trave´s de la matriz unitaria U .
Entonces, el cambio de representacio´n se escribe como se muestra en la ecuacio´n 3.5.
d†i =
∑
a
c†aU
∗
ai
di =
∑
a
caUai,
(3.5)
El objetivo de la nueva representacio´n es minimizar la entrop´ıa de entrelazamiento
del orbital ν con el resto de la red para todos los orbitales. Dicha entrop´ıa, que se
denomina por simplicidad, entrop´ıa de sitio, se define como se muestra en la ecuacio´n
3.6.
sν = −nν log(nν)− (1− nν) log(1− nν), (3.6)
donde nν es la ocupacio´n del orbital ν.
En lo que sigue, se supone que el sistema se encuentra en un estado |ψ〉. En el nuevo
espacio, el nu´mero de ocupacio´n del orbital ν se escribe como se muestra en la ecuacio´n
3.7.
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〈nν〉 = 〈ψ| d†νdν |ψ〉
=
∑
ij
〈ψ| c†iU∗iνcjUjν |ψ〉
=
∑
ij
U∗iν 〈ψ| c†icj |ψ〉Ujν
=
∑
ij
U∗iνDijUjν ,
(3.7)
donde, se utilizo´ la definicio´n de matriz densidad de un sitio que se muestra en la
ecuacio´n 3.8.
Dij = 〈ψ| c†icj |ψ〉 . (3.8)
Para encontrar la matriz de rotacio´n U que realiza la transformacio´n, se busca
minimizar los nu´meros de ocupacio´n en el nuevo espacio [14]. Para esto se utiliza el
me´todo de los multiplicadores de Lagrange minimizando los 〈nν〉 que se muestran en
la ecuacio´n 3.7 con la resticcio´n
∑
j U
∗
jνUjν=1, utilizando λν como multiplicador de
Lagrange. La minimizacio´n se realiza respecto de los elementos de matriz U∗kν como se
muestra en la ecuacio´n 3.9.
∂
∂U∗kν
(
nν − λnu
(∑
j
U∗jνUjν − 1
))
= 0. (3.9)
Con esto se obtiene que, para minimizar los nu´meros de ocupacio´n en la nueva
representacio´n, la matriz U debe cumplir con la siguiente ecuacio´n
DU = λU, (3.10)
donde D es una matriz tal que su elemento i, j es Dij. Entonces, se ve que para hallar
la matriz U , se debe resolver un problema de autovalores. La matriz U se construye
ubicando los autovectores de la matriz D en columna.
Con este procedimiento, se consigue una representacio´n en la que los orbitales ge-
nerados poseen la mı´nima entrop´ıa de entrelazamiento con el resto de la red.
Para ver co´mo se transforma el Hamiltoniano del sistema ante este cambio de re-
presentacio´n, se plantea un Hamiltoniano ma´s general que el visto en 3.1. Se trata de
un Hamiltoniano con interacciones que pueden ser de largo alcance. Esto se muestra
en la ecuacio´n 3.11.
H =
∑
ij
(
tijc
†
icj + h.c.
)
+
∑
ij
Vijc
†
icic
†
jcj. (3.11)
El Hamiltoniano en el espacio de los Orbitales Naturales, resulta ser el de la ecuacio´n
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3.12.
H =
∑
ij
(
t¯ijd
†
idj + h.c.
)
+
∑
ij
V¯ijkld
†
idjd
†
kdl. (3.12)
Los elementos de hopping y potencial se calculan como se ve a continuacio´n
t¯ij =
∑
kl
U∗kitklUlj
V¯ijkl =
∑
mn
(UniUmj − UnjUmi) · (UmkUnl − UmlUnk) · Vmn
(3.13)
A partir de esto, se ve que la cantidad de te´rminos generados en el Hamiltoniano
es mayor que la del espacio original. De todas maneras, el espacio de los Orbitales
Naturales es un buen candidato para disminuir el entrelazamiento y as´ı incrementar la
eficiencia del DMRG.
Para ver el comportamiento de la entrop´ıa bajo los cambios de representacio´n ex-
puestos, se toma como modelo el sistema spinless con interaccio´n a primeros vecinos
en una dimensio´n. Este es el tema de la pro´xima seccio´n.
3.4. Estudio de los cambios de representacio´n del
sistema spinless con interaccio´n a primeros ve-
cinos
Para analizar el comportamiento de la entrop´ıa debido a los cambios de represen-
tacio´n, se estudia el sistema spinless con interaccio´n a primeros vecinos. Se utilizo´ un
programa que calcula el estado fundamental por diagonalizacio´n exacta y la entrop´ıa
de entrelazamiento entre dos partes de este sistema.
Primero se estudio´ un sistema de 13 sitios y 7 part´ıculas con condiciones de contorno
abiertas. Se utilizo´ un valor de t = 1 para los te´rminos de hopping y el potencial V se
fue variando en el rango de 0 a 10. En estas condiciones se mide la entrop´ıa en funcio´n
del potencial. La particio´n se hace de tal manera que queden 6 sitios a la izquierda y
7 a la derecha. En la figura 3.1 se muestra el resultado.
Se observa que la entrop´ıa de entrelazamiento depende de la representacio´n utili-
zada. En el espacio de Fourier, la entrop´ıa crece con el potencial de interaccio´n. Esto
se debe a que, para potenciales grandes, las part´ıculas tienden a quedar localizadas en
el espacio real. Si se da esta situacio´n, las part´ıculas tienden a estar completamente
deslocalizadas en el espacio de Fourier. Esto aumenta el entrelazamiento.
En el espacio real, se oberva que la entrop´ıa decrece con el potencial aplicado. Esto
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Figura 3.1: Entrop´ıa de entrelazamiento en funcio´n del potencial V para un sistema de 7
part´ıculas sin esp´ın en 13 sitios con condiciones de contorno abiertas.
quiere decir que el estado fundamental se puede escribir como producto de un estado
del bloque de la izquierda y otro del bloque de la derecha.
Por u´ltimo, se ve que en el caso de los Orbitales Naturales, la entrop´ıa es menor en
todo el rango explorado. Esto quiere decir que esta es una buena situacio´n para utilizar
Orbitales Naturales en la ejecucio´n del DMRG.
A continuacio´n, se estudio´ un sistema de 14 sitios y 7 part´ıculas con condiciones de
contorno abiertas. Se establecieron los terminos de hopping con t = 1 y la particio´n se
hizo en la mitad de la red. Los resultados se ven en la figura 3.2.
Figura 3.2: Entrop´ıa de entrelazamiento en funcio´n del potencial V para un sistema de 7
part´ıculas sin esp´ın en 14 sitios con condiciones de contorno abiertas.
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En este caso se ve que, como en el caso anterior, la entrop´ıa en el espacio de Fourier
crece con el potencial de interaccio´n V . En el caso de los Orbitales Naturales, la entrop´ıa
no supera a la del espacio real en todo el rango evaluado. Esta situacio´n tambie´n es
buena para el uso de los Orbitales Naturales en el DMRG.
Por u´ltimo, se impusieron condiciones perio´dicas sobre el sistema de 14 sitios. Los
resultados se muestran en la figura 3.3.
Figura 3.3: Entrop´ıa de entrelazamiento en funcio´n del potencial V para un sistema de 7
part´ıculas sin esp´ın en 14 sitios con condiciones de contorno perio´dicas.
En el espacio de Fourier se observa lo mismo que en las dos situaciones anteriores.
En este caso, la representacio´n de los Orbitales Naturales no reduce la entrop´ıa para
V > 4. Se ve que, si bien este espacio reduce la entrop´ıa de sitio, en esta situacio´n,
no logra reducir la entrop´ıa entre las dos mitades de la red. En este caso, no ser´ıa
conveniente realizar la rotacio´n a Orbitales Naturales para utilizar el DMRG.
En este cap´ıtulo se presento´ la representacio´n de los Orbitales Naturales y se justifico´
por que´ es el espacio en el que se minimiza la entrop´ıa de sitio en la red. Esto la convierte
en una buena candidata para la optimizacio´n del DMRG, pues se vio que este me´todo
es ma´s eficiente cuando la entrop´ıa de entrelazamiento entre los bloques es chica. Se
comprobo´ mediante ejemplos concretos que la entrop´ıa de entrelazamiento depende de
la representacio´n utilizada y se mostraron casos en los que el cambio de espacio al de
los Orbitales Naturales resulta conveniente.
En el pro´ximo cap´ıtulo, se estudia la eficiencia del DMRG para el ca´lculo del estado
fundamental del modelo de Anderson en una dimensio´n. Se realiza la comparacio´n entre
el espacio original y el de los Orbitales Naturales.

Cap´ıtulo 4
Optimizacio´n del DMRG en el
estado fundamental del modelo de
Anderson
En este cap´ıtulo se evalu´a la conveniencia de utilizar la representacio´n Orbitales
Naturales en el modelo de una impureza de Anderson unidimensional. Para esto se
compara la ejecucio´n de un programa que resuelve este modelo para distintas configu-
raciones.
El modelo de Anderson es un modelo de una impureza. Como se dijo en el cap´ıtulo
2, este tipo de modelos se componen de dos sistemas cua´nticos. El primero consta de
pocos grados de libertad y se llama impureza. El segundo es un sistema de muchos
grados de libertad acoplados a la impureza y se llama ban˜o o entorno.
El estudio de este tipo de problemas se inicio´ en los an˜os 1960s y 70s a cargo
de Anderson, Kondo y Wilson, entre otros. Originalmente se estudio´ la f´ısica de una
impureza magne´tica presente en un metal. Esta l´ınea de investigacio´n permitio´ estudiar
el mecanismo teo´rico del efecto Kondo, observado experimentalmente muchos an˜os
antes. Adema´s, impulso´ el desarrollo del me´todo NRG mencionado en el cap´ıtulo 2.
Entre sus aplicaciones ma´s recientes se encuentra el me´todo campo medio dina´mico,
DMFT por sus siglas en ingle´s, utilizado para calcular la estructura electro´nica de
modelos fuertemente correlacionados. En su versio´n ma´s simple, este me´todo mapea la
red original a un sistema de una impureza en el cual, el ban˜o debe ser determinado de
forma autoconsistente hasta lograr la convergencia de la funcio´n de Green y alcanzar
la autoenerg´ıa local. Por este motivo, la eficiencia del DMFT radica en la posibilidad
de resolver de manera o´ptima problemas de una impureza.
Las dificultades de estudiar este tipo de sistemas residen en la gran cantidad de
grados de libertad del ban˜o, convirtie´ndolo en un problema a tratar para el DMRG.
En este cap´ıtulo se toma el modelo de una impureza de Anderson y se estudian las
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propiedades del estado fundamental planteando distintas configuraciones. Se utilizan
las configuraciones Cadena Uniforme, Estrella y Cadena de Wilson. A partir de estas
configuraciones se estudia la eficiencia del DMRG realizando la rotacio´n al espacio
de los Orbitales Naturales y tambie´n ordenando los orbitales de acuerdo a distintos
criterios. Adema´s, se compara la eficiencia de resolver este tipo de problemas con el
me´todo NRG.
4.1. Problema de una impureza de Anderson
En esta seccio´n, se presenta el modelo de Anderson de una impureza, SIAM por sus
siglas en ingle´s. El Hamiltoniano que describe este modelo es el que se muestran en la
ecuacio´n 4.1.
H = Himp +Hbath +Himp−bath
Himp =
∑
σ
ff
†
σfσ + Uf
†
↑f↑f
†
↓f↓
Hbath =
∑
kσ
kc
†
kσckσ
Himp−bath =
∑
kσ
Vk
(
f †σckσ + c
†
kσfσ
)
(4.1)
Se ve que el Hamiltoniano se compone de tres te´rminos. Himp es el te´rmino propio
de la impureza, Hbath es el te´rmino que describe el ban˜o y Himp−bath es el que tiene en
cuenta la interaccio´n entre ban˜o e impureza. El operador f † es el operador fermio´nico
de creacio´n para los sitios de la impureza y f es el de destruccio´n. Ana´logamente,
para los sitios del ban˜o se tiene c† y c. f es la magnitud de la energ´ıa propia de los
sitios de la impureza y k la de los sitios del ban˜o. U es la magnitud de la interaccio´n
en la impureza. Por u´ltimo, Vk es la magnitud del acoplamiento entre los sitios de la
impureza y el ban˜o.
En lo que sigue, se estudian sistemas de una impureza de Anderson unidimen-
sionales. En particular se analizan tres configuraciones: Cadena Uniforme, Estrella y
Cadena de Wilson. Estas configuraciones difieren en la forma en la que los sitios del
ban˜o interactu´an entre s´ı y con la impureza.
4.2. Configuracio´n Cadena Uniforme
La primera configuracio´n a estudiar es la llamada Cadena Uniforme. El Hamilto-
niano que la describe se muestra en la ecuacio´n 2.6[6].
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H = Himp +Hpot +Hkin
Himp = U
(
n0,↑ − 1
2
)(
n0,↓ − 1
2
)
Hpot =
L∑
l=1
∑
σ
lc
†
l,σcl,σ
Hkin =
L∑
l=0
∑
σ
(
tc†l+1,σclσ + h.c.
)
(4.2)
Se trata de un sistema unidimensional donde l es el ı´ndice de sitio. La impureza se
ubica en la posicio´n l = 0 y los sitios poseen interaccio´n a primeros vecinos a trave´s de
un te´mino de hopping constante t. Una representacio´n gra´fica de esta configuracio´n se
muestra en la figura 4.1.
Figura 4.1: Esquema de la configuracio´n cadena.
Adema´s, se considero´ un sistema separado por esp´ın. Esto quiere decir que las
part´ıculas con esp´ın para abajo se ubican del lado izquierdo de la cadena y las part´ıculas
con esp´ın para arriba, del derecho. Una representacio´n gra´fica de esto se muestra en la
figura 4.2.
Figura 4.2: Esquema de la configuracio´n cadena separada por esp´ın.
Se observa que los sitios de la impureza interactu´an a traves de un potencial U ,
pero no hay hopping entre ellos. Esto asegura que las part´ıculas de la mitad izquierda
no van a pasar a la mitad derecha de la red y viceversa, es decir, asegura la separacio´n
en esp´ın.
Se utilizo´ el me´todo DMRG para obtener la energ´ıa del estado fundamental de esta
configuracio´n. El programa recibe como entrada los valores de t, U y l del Hamiltoniano
especificado en 2.6. Se utilizo´ el criterio de peso descartado, definido en 2.19, para
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descartar estados en la renormalizacio´n. Se considero´ que el peso descartado deb´ıa ser
menor que 10−10.
El primer caso que se estudia es el de una red de 100 sitios separada en esp´ın. Es
decir, se puede pensar que en la mitad izquierda de la cadena tenemos 50 sitios con
esp´ın para abajo y en la mitad derecha tenemos 50 sitios con esp´ın para arriba. En
cada una de las mitades, un sitio corresponde a la impureza y los 49 restantes al ban˜o.
Los para´metros utilizados en este primer caso son: t = −1, l = 0 y U = 1. Luego de
haber realizado el crecimiento, se realizaron cuatro barridos. En el u´ltimo barrido, se
calculo´ la entrop´ıa de entrelazamiento y la cantidad de estados m conservados en cada
particio´n. Los resultados se muestran en la figura 4.3.
Figura 4.3: Resultados de la ejecucio´n del DMRG para el SIAM con la configuracio´n Cadena.
La entrop´ıa se muestra multiplicada por un factor 30 para que pueda ser apreciada en el gra´fico.
Se ve que la entrop´ıa de entrelazamiento en funcio´n de la particio´n realizada presenta
las mismas oscilaciones que se vieron en el caso de la cadena de espines 1
2
. Adema´s, se ve
que, cuando se realiza la particio´n en el centro de la red, la entrop´ıa de entrelazamiento
es mı´nima. Esto es un indicador de la separacio´n de esp´ın que presenta el sistema.
Adema´s, se observa que el gra´fico es sime´trico respecto de la mitad de la cadena. Esto
resulta razonable, pues ambos tipos de esp´ın deber´ıan ser equivalentes.
Analizando el gra´fico de m en fucio´n de la particio´n realizada, se puede decir que
es un resultado que habla de la eficiencia del me´todo, pues nos indica el costo compu-
tacional de cada paso.
Se puede notar que este gra´fico presenta una forma similar al de la entrop´ıa de
entrelazamiento. Esto da una idea de la entrop´ıa de entrelazamiento como medida del
costo computacional, como se menciono´ en el cap´ıtulo 2.
Adema´s, en la figura 4.4, se muestra el espectro de autovalores de la matriz densidad
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para dos particiones distintas.
Figura 4.4: Espectro de autovalores de la matriz densidad para dos particiones distintas: una
en la mitad de la cadena y la otra en 14 de la misma. La l´ınea negra indica que por debajo de
esta, los estados asociados a estos autovalores se descartan.
Se ve que cuando la particio´n se realiza en la mitad de la cadena, el espectro
de autovalores de la matriz densidad decae ra´pidamente. Como se menciono´ en el
cap´ıtulo 2, se trata de una buena situacio´n para el DMRG, pues es posible almacenar
pocos estados sin perder precisio´n. En cambio, cuando la particio´n se realiza en 1
4
de
la cadena, se ve que el espectro de autovalores decae ma´s lentamente. Esta es una
situacio´n desfavorable, porque es necesario conservar muchos estados para no perder
precisio´n.
4.3. Configuracio´n Cadena Uniforme: Orbitales Na-
turales
Con el objetivo de reducir el costo computacional en el sistema que acabamos de
estudiar, se realizan transformaciones al espacio de los Orbitales Naturales. Utilizando
el estado fundamental obtenido a partir de la configuracio´n Cadena de la seccio´n ante-
rior, se obtienen las matrices de rotacio´n que se van a utilizar. Estas son introducidas
como entradas del programa.
Se realizaron dos rotaciones. Para ambos casos se mantuvo la separacio´n en esp´ın.
Es decir, se hizo una rotacio´n para cada mitad de la red. Las rotaciones se hicieron
manteniendo la localidad de la impureza. Esto se hizo de esta manera pues en el estudio
la dina´mica, que se realiza en el cap´ıtulo 5, es necesario aplicar operadores de creacio´n
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y destruccio´n en el sitio de la impureza. Si en la rotacio´n, la impureza se mezcla con
los sitios del ban˜o, esto no ser´ıa posible.
El procedimiento para obtener la matriz de rotacio´n al espacio de los Orbitales
Naturales es el siguiente: para cada mitad de la cadena, primero se calcula la matriz
densidad de sitio Dij. Para mantener la localidad de la impureza, los elementos Dij,
donde i es el sitio de la impureza y j es un sitio del ban˜o, se fijan en cero. Se denota
Dizq a la matriz densidad de sitio del lado izquierdo de la red y Dder a a del lado
derecho. En la figura se muestra un esquema de las matrices generadas en cada mitad
de la red. En este punto vale la pena recordar que en la red original, las impurezas
esta´n ubicadas en el centro de la red.
A continuacio´n se construyen la matrices de rotacio´n local. Primero se explica el
caso de la rotacio´n ON(ni). Para la mitad izquierda, se toma la matriz Dizq y se dia-
gonaliza. Los autovalores de esta matriz son los nu´meros de ocupacio´n de los orbitales.
Los autovectores tienen un autovalor asociado. La matriz de rotacio´n local se obtiene
ubicando los autovectores de la matriz Dizq como columna. El orden en el que se ubi-
can estas columnas es en orden creciente de sus autovalores asociados. Para la mitad
derecha se realiza el mismo proceso utilizando la matriz Dder. A partir de ahora, a este
sipo de rotacio´n se la denomina Orbitales Naturales ordenados por ocupacio´n.
(a) Esquema de la matriz Dizq. (b) Esquema de la matriz Dder.
Figura 4.5: Esquema de las matrices de densidad de sitio locales. Los bloques negros repre-
sentan bloques de ceros.
Ahora se explica el caso de la rotacio´n ON(si). Para la mitad izquierda, se toma la
matriz Dizq y se diagonaliza. A cada uno de sus autovalores, se le asocia una entrop´ıa de
sitio por medio de la ecuacio´n 3.6. Es decir, a los autovectores se les asigna una entop´ıa
de sitio asociada. La matriz de rotacio´n local se arma ubicando los autovectores de
Dizq como columnas en el orden creciente de sus entrop´ıas de sitio asociadas. La mitad
derecha se obtiene de manera similar, pero ordenando los autovectores de Dder en orden
decreciente de la entrop´ıa de sitio asociada. Esto se hace as´ı manera porque la rotacio´n
ON(si) utiliza el criterio de concentrar la entrop´ıa de sitio en el centro de la cadena.
A esta rotacio´n se la denomina Orbitales Naturales ordenados por entrop´ıa de sitio.
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Por u´ltimo, se construye la matriz de rotacio´n del sistema ubicando las matrices de
rotacio´n local como se muestra en la figura.
Figura 4.6: Esquema de la matriz de rotacio´n al espacio de los Orbitales Naturales. Los bloques
negros representan bloques de ceros.
Se ejecuto´ el programa con estas rotaciones. Se utilizo´ el criterio de peso descartado
menor que 10−10 para la renormalizacio´n y se realizaron cuatro barridos despue´s del
crecimiento. En el u´ltimo barrido, se calculo´ la entrop´ıa de entrelazamiento en funcio´n
de la particio´n realizada. Los resultados se muestran en la figura 4.7.
En la figura 4.7a se oberva que la entrop´ıa de entrelazamiento disminuye para todas
las particiones cuando se utilizan las rotaciones al espacio de los Orbitales Naturles.
Adema´s, se observa que para las tres configuraciones, la entrop´ıa tiene el mismo valor
en el centro de la cadena. Esto confirma que las rotaciones mantuvieron la separacio´n
en esp´ın, como se esperaba. En la figura 4.7b se muestra la entrop´ıa de sitio de cada
orbital para la configuracio´n ON(sν). En este gra´fico se observa el criterio adoptado
para ordenar los orbitales. La entrop´ıa de sitio se concentra en el centro de la cadena.
Por u´ltimo, en la figura 4.7c se muestra el nu´mero de ocupacio´n de los orbitales en la
configuracio´n ON(nν). Para cada mitad de la cadena se observa la superficie de Fermi.
Se ve claramente que la rotacio´n al espacio de los Orbitales Naturales extremiza la
ocupacio´n de los orbitales.
Adema´s, en el u´ltimo barrido se obtiene la cantidad de estados conservados m
en funcio´n de la particio´n realizada. Los resultados para las tres configuraciones se
muestran en la figura 4.8.
Se observa que la cantidad almacenada de estados es considerablemente menor en
el espacio Orbitales Naturales para ambas rotaciones. Este resultado muestra que la
eficiencia aumento´ significativamente. Esto se ve reflejado en el tiempo de ejecucio´n
de los programas. Ejecutando los programas en la misma computadora, se vio que,
haciendo la rotacio´n al espacio de los Orbitales Naturales, el programa se ejecuta
aproximadamente 15 veces ma´s ra´pido para ambas rotaciones.
Para terminar, se muestran los espectros de autovalores de la matriz densidad pa-
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(a) Entrop´ıa de entrelazamiento en funcio´n de la particio´n para el modelo de una impureza de
Anderson unidimensional. Se utilizaon tres configuraciones: la configuracio´n Cadena Uniforme y dos
rotaciones al espacio Orbitales Naturales ON(si) y ON(ni).
(b) Entrop´ıa de sitio de los orbitales en la configuracio´n ON(si).
(c) Nu´mero de ocupacio´n de los orbitales en la configuracio´n ON(ni).
Figura 4.7: Entrop´ıa en la configuracio´n cadena uniforme del modelo de Anderson unidimen-
sional.
ra distintas particiones. Se comparan dichos espectros para las tres configuraciones
utilizadas. En la figura 4.9 se muestran los resultados cuando el corte se realiza en
L = 24.
Se observa que el espectro de autovalores decae lentamente en el caso de la Cadena
Uniforme. Esto revela una pobre eficiencia del me´todo al realizar la particio´n en L =
24. Para el caso de la rotacio´n ON(sν), se tiene que los autovalores decaen mucho
ma´s ra´pidamente que el caso anterior. De hecho, en este caso, el primer autovalor
es igual a 1 y los otros son nu´meros menores que 10−10. Esto revela que, para esta
particio´n, almacenando un u´nico estado, se realiza una aproximacio´n satisfactoria. De
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Figura 4.8: Cantidad de estados conservados m en funcio´n de la particio´n para el modelo de
una impureza de Anderson unidimensional. Se utilizaron la configuraciones Cadena Uniforme,
ON(sν) y ON(nν). Los para´metros utilizados son: N = 100 sitios, t = 1, U = 1 y l = 0.
Figura 4.9: Espectro de autovalores de la matriz densidad cuando la particio´n se realiza en 14
de la cadena en las configuraciones Cadena Uniforme y Orbitales Naturales para el modelo de
Anderson unidimensional.
todas maneras, se decidio´ que en la ejecucio´n del programa se almacene un mı´nimo de
4 estados. Por u´ltimo, el caso de la rotacio´n ON(nν) es un caso intermedio de los dos
anteriores.
En la figura 4.10 se muestran resultados del espectro de autovalores cuando la
particio´n se realiza en la mitad de la cadena.
Se observa que los tres espectros son similares. Esto es consecuencia de la separacio´n
en esp´ın del sistema.
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Figura 4.10: Espectro de autovalores de la matriz densidad cuando la particio´n se realiza en la
mitad de la cadena en las configuraciones Cadena Uniforme y Orbitales Naturales para el modelo
de Anderson unidimensional.
A continuacio´n se presenta la configuracio´n Estrella y se hace un estudio similar al
que se hizo para la Cadena Uniforme.
4.4. Configuracio´n Estrella
La segunda configuracio´n estudiada es la Estrella [15]. En esta configuracio´n, los
sitios del ban˜o se acoplan directamente a la impureza y no se vinculan entre s´ı. El
Hamiltoniano que describe el modelo es el que se muestra en la ecuacio´n 4.3[6].
H = Himp +Hbath +Hhyb
Himp = U
(
n0,↑ − 1
2
)(
n0,↓ − 1
2
)
Hbath =
L∑
l=1
∑
σ
lc
†
l,σcl,σ
Hhyb =
L∑
l=0
∑
σ
(
Vlc
†
0,σclσ + h.c.
)
(4.3)
Los sitios del ban˜o se vinculan directamente con la impureza, que se encuentra en
la posicio´n l = 0 a trave´s del coeficiente Vl. Como en la Cadena Uniforme, tambie´n se
implemento´ la separacio´n por esp´ın. Se hizo una variante respecto de la configuracio´n
anterior, en este caso los sitios de la impureza se ubicaron en los extremos de la red
unidimensional. Una representacio´n gra´fica de la configuracio´n se muestra en la figura
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4.11.
Figura 4.11: Esquema de la configuracio´n estrella separada por esp´ın.
Se ejecuto´ el programa con esta configuracio´n utilizando una cadena de 60 sitios en
total, es decir, 30 de cada esp´ın. Los valores de Vl y l, que caracterizan completamente
al ban˜o, se grafican en la figura 4.12.
Figura 4.12: Para´metros del ban˜o.
Se realizo´ la comparacio´n de la configuracio´n Estrella con la Cadena para el mismo
problema. El Hamiltoniano de la Cadena se calcula tridiagonalizando el Hamiltoniano
de la Estrella. El Hamiltoniano de la Cadena debe ser tridiagonal porque en esta
configuracio´n so´lo existen interacciones a primeros vecinos. Cabe destacar que no se
trata del caso de la Cadena Uniforme, pues los elementos de hopping no sera´n todos
iguales. La tridiagonalizacio´n se efectu´a mediante el me´todo de Lanczos.
En la ejecucio´n del programa, se hicieron cuatro barridos despue´s del crecimiento y
se utilizo´ el criterio del peso descartado menor que 10−10 para ambas configuraciones.
En la figura 4.13 se muestran resultados de entrop´ıa y m en funcio´n de la particio´n
realizada en el u´ltimo barrido.
Se ve que la configuracio´n Estrella reduce dra´sticamente el costo computacional del
me´todo. Adema´s, el gra´fico de la entrop´ıa en funcio´n de la particio´n muestra que en el
centro de la red, la entrop´ıa es la misma para ambas configuraciones. Esto quiere decir
que la configuracio´n Cadena asociada a la Estrella, mantiene la separacio´n por esp´ın.
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Figura 4.13: m en funcio´n de la particio´n realizada para el sistema SIAM. Se utilizaron las
configuraciones Cadena y Estrella. En la figura interna se muestra la entrop´ıa de entrelazamiento
en funcio´n de la particio´n.
A continuacio´n, se realiza la rotacio´n al espacio de los Orbitales Naturales a partir
de la configuracio´n Estrella.
4.5. Configuracio´n Estrella. Orbitales Naturales
Se realizaron dos rotaciones al espacio de orbitales Naturales. Como para el caso
de la Cadena Uniforme, las rotaciones se hicieron manteniendo la separacio´n en esp´ın
y utilizando los criterios de entrop´ıa de sitio y de nu´mero de ocupacio´n. Con estos
criterios se obtienen las rotaciones ON(sν) y ON(nν) respectivamente. El u´nico cambio
que hay que tener en cuenta para obtener las rotaciones es que en este caso, los sitios de
la impureza se encuentran en los extremos de la red. Ma´s alla´ de esto, el procedimiento
para encontrar las matrices de rotacio´n es ana´logo al explicado en la configuracio´n
Cadena Uniforme.
Con estas matrices de rotacio´n, se ejecuto´ el programa realizando cuatro barridos
despue´s del crecimiento. En el u´ltimo barrido se calculo´ la entrop´ıa de entrelazamiento
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en funcio´n de la particio´n para las tres representaciones. Los resultados se muestran en
la figura 4.14.
(a) Entrop´ıa de entrelazamiento en funcio´n de la particio´n para el modelo de una impureza de
Anderson unidimensional. Se utilizaron tres configuraciones: la configuracio´n Estrella y dos rotaciones
al espacio Orbitales Naturales ON(si) y ON(ni).
(b) Entrop´ıa de sitio de los orbitales en la configuracio´n ON(si).
(c) Nu´mero de ocupacio´n de los orbitales en la configuracio´n ON(ni).
Figura 4.14: Entrop´ıa en la configuracio´n estrella del modelo de Anderson unidimensional.
En la figura 4.14a se observa que para la configuracio´n ON(nν), la entrop´ıa dis-
minuye para todas las particiones. Para la configuracio´n ON(sν), la entrop´ıa tambie´n
disminuye, salvo en el centro de la red. Adema´s, para todos los casos, en el centro de
la red, la entop´ıa tiene el mismo valor. Otra vez, esto es un indicador de la separacio´n
en esp´ın. En la figura 4.14b se muestra la entrop´ıa de sitio de los orbitales de la confi-
guracio´n ON(sν). Se ve que la entrop´ıa de sitio se concentra en el centro de la red. Por
u´ltimo, en la figura 4.14c se observa la ocupacio´n de los orbitales de la configuracio´n
42 Optimizacio´n del DMRG en el estado fundamental del modelo de Anderson
ON(nν).
Adema´s, se obtuvo la cantidad de estados conservados m en cada particio´n para el
u´ltimo barrido. El resultado se muestra en la figura 4.15.
Figura 4.15: m en funcio´n de la particio´n para las configuraciones Estrella, ON(sν) y ON(nν)
en el modelo de Anderson unidimensional. Se utilizo´ una red de 60 sitios separada en esp´ın.
Se ve que la cantidad de estados conservados m se reduce para casi todas las par-
ticiones realizadas. Esto se ve reflejado en la reduccio´n del costo computacional como
vimos anteriormente. En este caso los tiempos de ejecucio´n de los programas son si-
milares con una ligera ventaja para las configuraciones de Orbitales Naturales. Si bien
el m se reduce notoriamente, la cantidad de te´rminos generados en el Hamiltoniano,
aumenta luego de hacer la rotacio´n. Esto hace que la ventaja no sea tan clara a favor
de los Orbitales Naturales.
Otra forma de ver la ventaja de realizar la rotacio´n al espacio de los Orbitales
Naturales es cambiando el criterio para descartar estados en la renormalizacio´n. Si no se
tiene en cuenta el peso descartado y se establece una cantidad de estados almacenados
m fija, se obtienen distintos valores de energ´ıa del estado fundamental para distintos
m. Entonces, se calcula la diferencia entre la energ´ıa obtenida en funcio´n del m fijo
y una energ´ıa de referencia E0 que se calcula estableciendo un m grande. Se calcula
E(m)− E0 para tres configuraciones: la configuracio´n Cadena Uniforme, la Estrella y
la ON(sν). Los resultados se muestran en la figura 4.16.
Se ve que, dado un m, la energ´ıa del estado fundamental se acerca ma´s a la de
referencia E0 para el caso de Orbitales Naturales. Se observa que esta mejor´ıa se da
en varios o´rdenes de magnitud respecto de la configuracio´n Cadena Uniforme y en un
orden de magnitud respecto de la Estrella.
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Figura 4.16: E − E0 en funcio´n de m para las configuraciones Cadena Uniforme, Estrella y
ON(sν) del SIAM unidimensional. E0 se calculo´ utilizando m = 128.
4.6. Configuracio´n Cadena de Wilson
La u´ltima configuracio´n estudiada es la Cadena de Wilson. Este modelo se trato´
en el cap´ıtulo 2 cuando se explico´ el me´todo NRG. El Hamiltoniano se muestra en la
ecuacio´n 2.6. Se trata de una configuracio´n tipo cadena con elementos de hopping con
discretizacio´n logar´ıtmica como se muestra en la ecuacio´n 2.7. Los sitios representan
las distintas escalas de energ´ıa del problema.
Se realizaron las rotaciones ON(sν) y ON(nν) que se utilizaron para las configura-
ciones anteriores. Se calculo´ la entrop´ıa de entrelazamiento en funcio´n de la particio´n.
Se utilizo´ el criterio del peso descartado menor que 10−10. Los resultados se muestran
en la figura 4.17.
En la figura 4.17a se muestra la entrop´ıa en funcio´n de la particio´n. Se observa que
la entrop´ıa se reduce significativamente en las representaciones de Orbitales Naturales.
En este caso, la entrop´ıa tambie´n es la misma para las tres configuraciones en el centro
de la cadena. Nuevamente, esto indica la separacio´n en esp´ın. Adema´s, en la figura
4.17b se muestra la entrop´ıa de sitio de los orbitales de la configuracio´n ON(sν) y en
la figura 4.17c, el nu´mero de ocupacio´n de los orbitales de ON(nν).
Adema´s, en la figura 4.18 se muestra la cantidad de estados conservados en funcio´n
de la particio´n en el u´ltimo barrido.
Se observa que la cantidad de estados conservados es mucho menor en todas las
particiones. Esto se ve reflejado en el tiempo de ejecucio´n. El me´todo en los espacios de
Orbitales Naturales es 23 veces ma´s ra´pido que en el espacio de la Cadena de Wilson.
Por u´ltimo, se realizo´ una comparacio´n con el programa que resuelve el problema
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(a) Entrop´ıa de entrelazamiento en funcio´n de la particio´n para el modelo de una impureza de
Anderson unidimensional. Se utilizaron tres configuraciones: la configuracio´n Cadena de Wilson y dos
rotaciones al espacio Orbitales Naturales ON(si) y ON(ni).
(b) Entrop´ıa de sitio de los orbitales en la configuracio´n ON(si).
(c) Nu´mero de ocupacio´n de los orbitales en la configuracio´n ON(ni).
Figura 4.17: Entrop´ıa en la configuracio´n cadena de Wilson del modelo de Anderson unidi-
mensional.
con el me´todo NRG. Este programa almacena una cantidad de estados fija y hace
la renormalizacio´n teniendo en cuenta los autoestados de baja energ´ıa del Hamilto-
niano. Para hacer la comparacio´n, se utilizo´ el criterio de fijar la cantidad de estados
almacenados m en el DMRG para dos configuraciones: Cadena de Wilson y ON(si).
Para cada configuracio´n, se calculo´ la energ´ıa del estado fundamental en funcio´n de
m y se calculo´ la diferencia con una energ´ıa de referencia E0 que fue calculada con el
me´todo DMRG con la Cadena de Wilson utilizando m = 128.
Se ve que, para un m dado, el me´todo DMRG obtiene un resultado ma´s cercano
a E0 en varios o´rdenes de magnitud. Adema´s, como ya se vio, realizar el cambio de
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Figura 4.18: m en funcio´n de la particio´n para las configuraciones cadena de Wilson, ON(sν)
y ON(nν) en el modelo de Anderson unidimensional.
Figura 4.19: Diferencia de energ´ıa para un m fijo con la energ´ıa E0 para el sistema SIAM
resuelto por el me´todo NRG y DMRG con las configuraciones Cadena de Wilson y ON(sν).
representacio´n al espacio de Orbitales Naturales separando por esp´ın incrementa la
eficiencia del me´todo.
4.7. Cambios en el orden de los orbitales
Se probaron otros criterios de ordenamiento adema´s del criterio de entrop´ıa de
sitio [16]. Para definir un tipo de ordenamiento distinto, se presenta el concepto de
informacio´n mutua entre orbitales, el cual se muestra en la ecuacion 4.4.
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Iij = sij − si − sj, (4.4)
donde Iij es la informacio´n mutua entre los sitios i y j. Adema´s, si es la entrop´ıa
de sitio. La entrop´ıa de dos sitios sij se define de forma ana´loga utilizando la matriz
densidad ρij.
La idea del orden propuesto es minimizar la distancia de entrelazamiento, definida
como la funcio´n de costo que se muestra en la ecuacio´n 4.5.
Idist =
∑
ij
Iij ‖i− j‖η (4.5)
En esta definicio´n, se ve que el entrelazamiento mutuo es pesado por la distancia
entre orbitales en la red. Teniendo esto en mente, para cada red, habr´ıa que generar
todos los ordenamientos posibles, calcular la funcio´n Idist y elegir la red que corresponde
a la menor distancia. Es decir, habr´ıa que generar N ! ordenamientos distintos, donde
N es la cantidad de orbitales en la red. Por suerte no es necesario hacer esto, porque
para el caso η = 2, el problema de minimizacio´n de la funcio´n de costo esta´ resuelto.
Se trata de un problema de teor´ıa de grafos. La solucio´n esta´ dada por el vector de
Fiedler [17].
El primer caso a estudiar es el de configuracio´n estrella vista anteriormente. Se
ejecuto´ el programa para esta configuracio´n realizando cuatro barridos despue´s del
crecimiento. Al finalizar el u´ltimo barido se calculo´ la matriz de entrop´ıa mutua Iij. A
partir de estos resultados, se calculo´ el orden del vector de Fiedler y se volvio´ a ejecutar
el programa, esta vez con los orbitales ordenados segu´n este criterio. Las matrices Iij
de la configuracio´n original y de la configuracio´n ordenada se muestran en la figura
4.20.
Adema´s, se calculo´ la entrop´ıa de entrelazamiento y el m en cada particio´n realizada
para ambas configuraciones. Los resultados se muestran en la figura 4.21.
Se observa que la entrop´ıa de entrelazamiento se concentra en el centro de la cadena.
Adema´s, en la mitad de la cadena se obtiene el mismo valor de entrop´ıa. Esto nos
dice que el orden propuesto por el vector de Fiedler mantuvo la separacio´n por esp´ın.
Tambie´n se ve que el orden propuesto no reduce la cantidad de estados conservados en
cada particio´n. En este caso, el costo no se reduce y no es conveniente realizar este tipo
de ordenamiento. Se probo´ el ordenamiento propuesto por el vector de Fiedler para
otras configuraciones sin e´xito.
Por u´ltimo, se propuso otro tipo de ordenamiento. En este caso, se trato´ de un
ordenamiento manual de los orbitales. Para esto se utilizo´ como punto de partida una
configuracio´n de Orbitales Naturales sin separar por esp´ın. El esquema de la matriz de
rotacio´n utilizada se muestra en la figura 4.22.
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(a) Configuracio´n estrella. (b) Configuracio´n estrella ordenada por el vector
de Fiedler.
Figura 4.20: Matriz de informacio´n mutua Iij .
Figura 4.21: m en funcio´n de la particio´n realizada para la configuracio´n estrella y ordenando
los orbitales segu´n el criterio del vector de Fiedler. En la figura interna se muestra la entrop´ıa de
entrelazamiento en funcio´n de la particio´n.
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Figura 4.22: Esquema de la matriz de rotacio´n utilizada.
Utilizando esta configuracio´n nueva, se ejecuto´ el programa y se calculo´ la matriz
Iij. Con estos resultados, se realizo´ un ordenamiento manual, buscando reducir la can-
tidad de estados conservados m en la ejecucio´n del programa. Las matrices Iij de la
configuracio´n de partida y del mejor orden manual que se obtuvo se muestran en la
figura 4.23.
(a) Configuracio´n Orbitales Naturales sin separar
por esp´ın.
(b) Configuracio´n ordenada manualmente.
Figura 4.23: Matriz de informacio´n mutua Iij .
A continuacio´n se grafica la entrop´ıa de entrelazamiento y el m en cada particio´n
para evaluar la conveniencia de realizar este ordenamiento.
Se obseva que, en este caso, se incrementa la eficiencia del me´todo. De todas mane-
ras, se trata de un ordenamiento manual. Esto quiere decir que para cada configuracio´n
distinta, habr´ıa que ordenar con un criterio en particular. Los intentos de generalizar
el orden manual no tuvieron e´xito.
En este cap´ıtulo se vio el nu´cleo de este trabajo. Se ve que la rotacio´n al espacio
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Figura 4.24: m en funcio´n de la particio´n realizada para la configuraciones ON y ON ordenado
de forma manual. En la figura interna se muestra la entrop´ıa de entrelazamiento en funcio´n de
la particio´n.
de Orbitales Naturales incrementa sustancialmente la eficiencia del DMRG cuando se
la compara con las configuraciones Cadena Uniforme y de Wilson. Adema´s, se hizo la
comparacio´n con el me´todo NRG y se vio que con el DMRG en el espacio de la Cadena
de Wilson, se obtienen resultados mucho ma´s precisos de la energ´ıa. Estos resultados
mejoran au´n ma´s cuando a la Cadena de Wilson se le aplica la rotacio´n al espacio de
los Orbitales Naturales.
En el caso de la configuracio´n Estrella, tambie´n se observa una mejor´ıa en el ren-
dimiento cuando se usan Orbitales Naturales, pues se consiguen energ´ıas un orden de
magnitud ma´s precisas.
En el pro´ximo cap´ıtulo, se hace un ana´lisis similar al de este, pero teniendo en
cuenta el estudio de la dina´mica a temperatura cero del modelo de una impureza de
Anderson.

Cap´ıtulo 5
Optimizacio´n del DMRG en el
ca´lculo de la dina´mica del modelo
de Anderson
Entre las aplicaciones del modelo de una impureza de Anderson, se encuentra el
me´todo Campo Medio Dina´mico, DMFT por sus siglas en ingle´s [18]. Este me´todo se
utiliza para calcular la estructua electo´nica de diversos modelos fuertemente correla-
cionados.
En su versio´n ma´s simple, el DMFT mapea la red original a un sistema de una
impureza en el cual, el ban˜o debe ser determinado de forma autoconsistente hasta
alcanzar la convegencia de la funcio´n de Green. Por ejemplo, en el caso del modelo
de Hubbard, el problema de una impureza asociado es el de Anderson. La forma de
calcular la funcio´n de Green en el sistema de la impureza es a trave´s del DMRG [19].
Por este motivo, es necesario estudiar la eficiencia del DMRG en el ca´lculo de la
dina´mica del modelo de una impureza de Anderson, pues una mejora en la eficiencia del
DMRG, implica una mejora mucho mayor para el DMFT, pues este me´todo necesita
ejecutar el DMRG varias veces hasta alcanzar la convergencia de la funcio´n de Green.
En este cap´ıtulo se estudia la dina´mica a temperatura cero del modelo de una
impureza de Anderson. Como se hizo con el estudio del estado fundamental, la idea es
evaluar la eficiencia del DMRG cambiando la representacio´n al espacio de los Orbitales
Naturales. Para esto se emplearon las configuraciones Estrella, Cadena Uniforme y
Cadena de Wilson.
A continuacio´n se explica co´mo se calcula la dina´mica, es decir, la funcio´n de Green
y la densidad de estados con el DMRG.
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5.1. Me´todo del vector correccio´n para la dina´mica
Para calcular la funcio´n de Green con el DMRG, se utiliza el me´todo del vector
correccio´n [20]. Con este me´todo, se calcula la funcio´n de Green en un intervalo de fre-
cuencias [ω1, ω2]. Se empieza por definir una funcio´n de Green posible. Esta se muestra
en la ecuacio´n 5.1
Gc†(ω) = 〈ψ0|c
1
ω + iη −Hc
†|ψ0〉 , (5.1)
con η → 0+. ω es la frecuencia en la que se calcula la funcio´n, ψ0 es el estado funda-
mental y c es el operador de creacio´n en la impureza.
A partir de esta funcio´n, se calcula la densidad de estados mediante la ecuacio´n 5.2
Dc†(ω) = −
1
pi
Im{Gc†(ω)} (5.2)
Para calcular la funcio´n de Green se define el vector correccio´n como se muestra en
la ecuacio´n 5.3.
|x(ω)〉 = 1
ω + iη −H
∣∣c†〉 , (5.3)
donde |c〉 = c |ψ0〉. Para no tener que trabajar con nu´meros complejos, se calcula la
parte real e imaginaria por separado |x(ω)〉 = |xr(ω)〉 + i |xi(ω)〉. La parte imaginaria
se calcula resolviendo la ecuacio´n 5.4.
((H − ω)2 + η2) ∣∣xi(ω)〉 = −η |c〉 (5.4)
Esta ecuacio´n se resuelve por el me´todo del gradiente conjugado. La parte real se
calcula directamente a trave´s de la ecuacio´n 5.5.
|xr(ω)〉 = 1
η
(H − ω) ∣∣xi(ω)〉 (5.5)
A partir del vector correccio´n, la funcio´n de Green se puede calcular fa´cilmente
utilizando la ecuacio´n 5.6.
Gc†(ω) =
〈
c†
∣∣x(ω)〉 (5.6)
Para calcular el vector correccio´n con el me´todo DMRG, se cambia el modo en el
que se calcula la matriz densidad reducida en cada iteracio´n. Esta debe ser calculada
teniendo en cuenta los siguientes estados:
El estado fundamental |ψ0〉.
El estado c† |ψ0〉.
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Los vectores correccio´n en los extremos del intervalo de frecuencia que estamos
trabajando.
El ca´lculo de la matriz densidad se realiza como se muestra en la ecuacio´n 5.7.
ρ =
M∑
s=1
csρs, (5.7)
donde las ρs son las matrices densidad obtenidas a partir de los estados calculados
previamente y los cs son coeficientes elegidos convenientemente. T´ıpicamente se le
asigna 0,5 al estado fundamental y el resto se reparte entre los otros vectores, pero
no hay un criterio definido para esto. Se realiza de manera emp´ırica.
La metodolog´ıa empleada es la siguiente: primero se realiza el crecimiento del sis-
tema utilizando la matriz densidad generada so´lo a partir del estado fundamental y
luego se hacen los barridos usando la matriz densidad 5.7. La idea es que agregando
estos estados a la matriz densidad, se optimiza la base en la que se ejecuta el DMRG y
es posible obtener valores precisos de la funcio´n de Green en el intervalo considerado.
Utilzando esta nueva matriz densidad se realiza el crecimiento y los barridos como
se explico´ en el cap´ıtulo 2. Al finalizar el u´ltimo barrido, se calcula la funcio´n de Green
en el intervalo considerado utilizando la ecuacio´n 5.6.
A continuacio´n, se muestran resultados de la aplicacio´n de este me´todo a las dis-
tintas configuraciones que vimos en el cap´ıtulo 4. En particular, se evalu´a la eficiencia
del me´todo utilizando la representacio´n Orbitales Naturales.
5.2. Configuracio´n Estrella
La primera configuracio´n a estudiar es la Estrella. El Hamiltoniano del modelo se
muestra en la ecuacio´n 4.3. Los para´metros Vl y l se grafican en la figura 5.1. Se trata
de una hibridizacio´n obtenida en una de las iteraciones de un problema del DMFT.
La funcio´n de Green que calcula el programa es la que corresponde a crear una
part´ıcula en el sitio de la impureza del lado derecho de la red. Se utilizo´ el criterio
del peso descartado menor que 10−10 para la renormalizacio´n y se realizaron cuatro
barridos despue´s del crecimiento. Se consideraron intervalos de frecuencia ∆ω = 0,2 y
se establecio´ η = 0,2. La densidad de estados obtenida se muestra en la figura 5.2.
A continuacio´n, para evaluar la eficiencia del me´todo utilizando la representacio´n
Orbitales Naturales, se realizaron dos rotaciones a este espacio. Estas se hicieron man-
teniendo la separacio´n en esp´ın y moviendo las impurezas segu´n el criterio entrop´ıa de
sitio, como se vio en el cap´ıtulo anterior.
La primera rotacio´n tuvo en cuenta so´lo el estado fundamental. Es decir, se calculo´
la matriz densidad de sitio definida en 3.8 con |ψ〉 = |ψ0〉 como se estuvo haciendo
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Figura 5.1: Para´metros del ban˜o.
Figura 5.2: Densidad de estados para el modelo de una impureza de Anderson configuracio´n
Estrella con la hibridizacio´n que se muestra en la figura 5.1.
haciendo a lo largo de todo el trabajo hasta ahora. A esta rotacio´n se la denomina
ON(si).
La segunda rotacio´n se hizo empleando todos los estados utilizados para construir
la matriz densidad 5.7. En este caso, el elemento de matriz densidad Dij utilizado en
la generacio´n de los Orbitales Naturales es el que se muestra en la ecuacio´n 5.8.
D¯ij =
M∑
α=1
Pα 〈α| c†icj |α〉
〈α|α〉 (5.8)
A la nueva rotacio´n generada, se la denomina ON2(si). Vale la pena destacar que
para generar esta matriz de rotacio´n, es necesario ejecutar la dina´mica en el espacio de
la configuracio´n Estrella para obtener la matriz D¯. En cambio, para generar la rotacio´n
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ON(si), so´lo es necesario obtener el estado fundamental.
Las densidades de estados obtenidas con estas configuraciones coinciden con la que
se muestra en la figura 5.2. Esto es de esperarse, pues la densidad de estados no debe
cambiar con la representacio´n.
A continuacio´n se analiza la eficiencia del me´todo en el espacio de los Orbitales
Naturales. En la figura 5.3 se muestra la cantidad de estados almacenados en funcio´n de
la particio´n para el u´ltimo barrido. En este caso, el intervalo de frecuencias considerado
es de ω : 0,0− 0,2
Figura 5.3: m en funcio´n de la particio´n para dos ventanas de frecuencia. El sistema utilizado es
el modelo de una impureza de Anderson configuracio´n Estrella y dos configuraciones de Orbitales
Naturales. En una de ellas se tiene en cuenta so´lo el estado fundamental y en la otra todos los
targets calculados en la dina´mica.
Lo primero que se ve es que el gra´fico ya no tiene la simetr´ıa vista en los casos
del estudio del estado fundamental. Esto resulta razonable, pues en este caso, se esta´
creando una part´ıcula en un sitio de la impureza determinado. Esto hace que se rompa
la simetr´ıa.
Adema´s, se observa que la rotacio´n a los espacios ON(sν) y ON2(sν) reduce el costo
computacional. Para la configuracio´n ON(sν) se obtuvo que el programa se ejecuto´ 2.4
veces ma´s ra´pido y para la configuracio´n ON2(sν) se ejecuto´ 1.8 veces ma´s ra´pido.
Comparando las configuraciones de Orbitales Naturales entre s´ı, se puede decir que no
resulta conveniente realizar la rotacio´n a ON2(sν), pues, si bien la mejora con respecto
a la Estrella es del mismo orden que ON(sν), para obtener la ON2(sν) es necesario
ejecutar una dina´mica en la configuracio´n Estrella, en cambio, para obtener la ON(sν)
alcanza so´lo con el estado fundamental.
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A continuacio´n, en la figura 5.4 se muestra el mismo ca´lculo para el intervalo de
ω : 0,4− 0,6.
Figura 5.4: m en funcio´n de la particio´n para dos ventanas de frecuencia. El sistema utilizado es
el modelo de una impureza de Anderson configuracio´n Estrella y dos configuraciones de Orbitales
Naturales. En una de ellas se tiene en cuenta so´lo el estado fundamental y en la otra todos los
targets calculados en la dina´mica.
Se observa que ocurre algo similar a lo que se vio en el caso anterior. Y esta tendencia
se repite para todos los intervalos de frecuencia utilizados. Teniendo en cuenta estos
resultados se decide desestimar la configuracio´n ON2(sν) y trabajar so´lo con la ON(sν).
Esto resulta conveniente, pues, como se dijo anteriormente, para generar la rotacio´n
ON2(sν), es necesario ejecutar primero la dina´mica en la configuracio´n Estrella, y esto
debe repetirse para todos los intervalos de frecuencia calculados. En cambio, en el caso
de la rotacio´n ON(sν), alcanza con calcular previamente el estado fundamental. Y
luego utilizarlo para todos los intervalos de frecuencia.
En la pro´xima seccio´n, se estudia la configuracio´n Cadena Uniforme.
5.3. Configuracio´n Cadena Uniforme
En esta seccio´n, se emplea la configuracio´n Cadena Uniforme. El Hamiltoniano es el
que se muestra en la ecuacio´n 2.6. Se utilizaron sistemas de 64 sitios con elementos de
hopping tl = 0,25, energ´ıa de los sitios del ban˜o l = 0 y el potencial U en la impureza
se fue variando de 1 a 4. La funciones de Green calculadas son las correspondientes a
crear una part´ıcula en el sitio de la impureza del lado derecho de la red. Las densidades
de estados obtenidas para estas configuraciones se muestran en la figura 5.5.
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Figura 5.5: Densidades de estados calculadas para el modelo de una impureza de Anderson
configuraio´n Cadena. Los para´metros utilizados son tl = 0,25, l y se fue variando U de 1 a 4.
Luego, se trabajo´ sobre la configuracio´n con U = 3. Se hizo la rotacio´n al espacio
de los Orbitales Naturales. Se realizo´ la rotacio´n teniendo en cuenta so´lo el estado
fundamental ON(sν). Se eligio´ la ventana de frecuencia [0,0 − 0,2] para realizar la
comparacio´n entre las dos configuraciones. Se realizaron cuatro barridos. En la figura
se muestran el m en funcio´n de la particio´n para el u´ltimo barrido. Los para´metros
utilizados fueron η = 0,2 y ∆ω = 0,2.
Adema´s del hecho ya mencionado de que el gra´fico ya no presenta la simetr´ıa vista
en el caso del estado fundamental, se observa que el costo computacional se reduce
significativamente. Esto se refleja en el tiempo de ejecucio´n de los programas. Para la
configuracio´n ON(sν), el programa se ejecuto´ 13 veces ma´s ra´pido que para la Cadena
Uniforme. Esta es una disminucio´n de tiempo similar a la que se vio en el estado
fundamental.
5.4. Configuracio´n Cadena de Wilson
Por u´ltimo, se estudio´ la configuracio´n Cadena de Wilson. Se utilizo´ una red de 120
sitios. En este caso los elementos de hopping esta´n determinados por la discretizacio´n
logar´ıtmica. Adema´s, se fijo´ un potencial de U = 2.
En este caso, para comparar la ejecucio´n del me´todo en los espacios Cadena de
Wilson y ON(sν), se decidio´ ejecutar el programa utilizando una cantidad de estados
conservados m fijo. Adema´s, se compara con una densidad de estados calculada con
m = 128 en la configuracio´n Cadena de Wilson. En la figura 5.7 se muestran los
resultados para m = 8.
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Figura 5.6: m en funcio´n de la particio´n para dos ventanas de frecuencia. El sistema utilizado es
el modelo de una impureza de Anderson configuracio´n Estrella y dos configuraciones de Orbitales
Naturales. En una de ellas se tiene en cuenta so´lo el estado fundamental y en la otra todos los
targets calculados en la dina´mica.
Figura 5.7: Densidad de estados calculadas para el modelo de una impureza de Anderson
configuracio´n Cadena con discretizacio´n logar´ıtmica y Orbitales Naturales teniendo en cuenta
so´lo el estado fundamental (ON1). Se utilizo´ un m = 8 fijo para ambas configuraciones.
Se observa que la densidad de estados para la configuracio´n Orbitales Naturales
para m = 8, coincide con la calculada para m = 128. No as´ı el caso de la Cadena de
Wilson para m = 8 que presenta ciertas diferencias. Sobre todo en los picos, donde los
cambios en la curva son ma´s notorios.
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En este cap´ıtulo se estudio´ la dina´mica a temperatura cero del sistema de una im-
pureza de Anderson y se utilizo´ la transformacio´n al espacio de los Orbitales Naturales
para incrementar la eficiencia del me´todo. Esto se consiguio´ para los casos Estrella y
Cadena Uniforma. Para este u´ltimo caso, la reduccio´n del costo computacional es muy
significativa. En estos dos casos, el estudio de la eficiencia se hizo utilizando el criterio
de peso descartado y evaluando el m en funcio´n de la particio´n. El u´ltimo caso estudia-
do fue la Cadena de Wilson, el me´todo para comparar la eficiencia fue el de fijar el m
y observar el comportamiento de la densidad de estados. Esto tambie´n revelo´ una ven-
taja para el caso de los Orbitales Naturales. Aunque para obtener una conclusio´n ma´s
rigurosa en este u´ltimo caso es necesario realizar ma´s pruebas, por ejemplo, variando
los para´metros η y ∆ω. Esto cae dento de las perspectivas futuras.

Cap´ıtulo 6
Conclusiones
En este trabajo tuvo como objetivo optimizar el me´todo DMRG realizando un
cambio de representacio´n al espacio de los Orbitales Naturales. Se vio que esta repre-
sentacio´n es la que minimiza la entrop´ıa de sitio de los orbitales. Por ese motivo se
eligio´ para este propo´sito.
Se utilizo´ el modelo de una impureza de Anderson unidimensional para realizar las
pruebas. Estas pruebas se hicieron para comparar el costo computacional del me´todo
en el espacio de partida y en el de los Orbitales Naturales. Se hicieron comparaciones
en la ejecucio´n del ca´lculo del estado fundamental y de la dina´mica a temperatura cero.
Se utilizaron tres configuraciones distintas para espacio de partida. Estas represen-
taciones difer´ıan entre s´ı en la forma en la que la impureza interactu´an los sitios en la
red. La primera configuracio´n utilizada fue la Cadena Uniforme. En esta configuracio´n
se vio una gran diferencia en te´rminos de eficiencia a favor de los Orbitales Naturales.
Se vieron ejecuciones hasta 15 veces ma´s ra´pido.
La segunda configuracio´n estudiada fue la Estrella. En este caso se vio una ligera
ventaja para la representacio´n de los Orbitales Naturales, sobre todo en el caso de la
dina´mica.
El u´ltimo caso fue el de la Cadena de Wilson. Como en el caso Cadena Uniforme,
se logro´ una mejora sustancial en el me´todo. Adema´s, se hizo la comparacio´n con el
me´todo NRG y se obtuvieron energ´ıas ma´s precisas en varios o´rdenes de magnitud.
Esta comparacio´n es muy impotante porque el NRG es el me´todo por excelencia para
la resolucio´n de sistemas de una impureza. En la dina´mica se vieron diferencias en el
ca´lculo de la densidad de estados en ambos espacios. Se vio que para una cantidad de
estados almacenados fija, la representacio´n Orbitales Naturales obtiene una densidad
de estados ma´s precisa.
Teniendo en cuenta todo lo aqu´ı discutido, se concluye que el espacio Orbitales
Naturales es conveniente para tratar problemas de una impureza con el DMRG.
Con esta conclusio´n, se pueden plantear diversos trabajos futuros. Por ejemplo, de-
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ber´ıa estudiarse el caso de sistemas con ma´s impurezas. Adema´s se puede plantear el
me´todo DMFT utilizando al DMRG con Orbitales Naturales para resolver los proble-
mas de una impureza. Por u´ltimo, se puede investigar problemas con Hamiltonianos
de largo alcance.
Ape´ndice A
Diagonalizacio´n del Hamiltoniano
por el me´todo de Lanczos
Diagonalizar una matriz de n × n implica calcular las ra´ıces de un polinomio ca-
racter´ıstico de grado n. Puede ocurrir que, para un problema de este tipo, no se pueda
encontrar las ra´ıces en un nu´mero finito de pasos. Por este motivo es necesario usar
me´todos aproximados. En este caso, utilizamos el me´todo de Lanczos para calcular
el estado fundamental, es decir el menor autovalor del Hamiltoniano y su autovector
asociado.
El me´todo de Lanczos un me´todo de diagonalizacio´n de los llamados iterativos y su
implementacio´n es muy simple. A partir de un estado inicial aleatorio |φ0〉, generamos
una serie de estados aplicando el Hamiltoniano repetidas veces al estado inicial. Los
estados generados forman una base de Krylov del espacio, que se muestra en la ecuacio´n
A.1.
B = {φ,Hφ,H2φ, ..., Hnφ}. (A.1)
Esta es la parte ma´s costosa del me´todo. Cabe notar que el me´todo recae en la apli-
cacio´n del Hamiltoniano a un estado. Luego en este ape´ndice, veremos que esto resulta
ser una ventaja para el DMRG porque no va a ser necesario generar el Hamiltoniano
completo del super bloque.
A continuacio´n, tenemos que ortogonalizar los estados generados. Esto lo logramos
mediante el procedimiento de Gram-Schmidt. Con esto obtenemos una base otogonal
del espacio de Krylov. Podemos generar y ortogonalizar la base de Krylov en paralelo
mediante el algoritmo que se muestra en 1. En este algoritmo, |φ−1〉 = 0 y |φ0〉 es un
estado aleatorio normalizado.
Este procedimiento se repite N veces. Generalmente, el me´todo de Lanczos converge
luego de realizar N ≈ 100 iteraciones. La representacio´n del Hamiltoniano en la base
ortogonal de Krylov es una matriz tridiagonal. Los coeficientes αi y βi hallados forman
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Algoritmo 1 Iteracio´n de Lanczos
1: |φp〉 = H |φi〉 − βi |φi−1〉
2: αi = 〈φi|ψp〉
3: |φpp〉 = |φp〉 − αi |φi〉
4: βi+1 =
√〈φpp|φpp〉
5: |φi+1〉 = 1βi+1 |φpp〉
dicha matriz como se muestra en la ecuacio´n A.2.
H¯N =

α0 β1 0 0 · · ·
β1 α1 β2 0 · · ·
0 β2 α2 β3 · · ·
0 0 β3 α4 · · ·
...
...
...
...
. . .

(A.2)
La energ´ıa del estado fundamental es el menor autovalor de la matriz tridiagonal
H¯N . Para calcular este autovalor, tenemos que diagonalizar una matriz la matriz H¯N
de N × N . La buena noticia es que se trata de una matriz tridiagonal. Este tipo de
matrices son significativamente ma´s fa´ciles de diagonalizar.
Por u´ltimo, para calcular el autovector asociado al menor autovalor, supongamos
que el autovector asociado al menor autovalor de la matriz H¯N es |ψ〉, un vector con
N componentes ψj. Luego, el autoestado buscado se calcula como se muestra a conti-
nuacio´n.
|Ψ〉 =
N−1∑
j=0
ψj |φj〉 (A.3)
Ape´ndice B
Co´digo del NRG para la Cadena de
Wilson
Se implemento´ un co´digo en C++ para resolver el problema de la Cadena de Wilson
con NRG.
#include<iostream>
#include<armadillo>
#include<fstream>
#include <iomanip> //set precision
using namespace std;
using namespace arma;
typedef enum{BLOQUE_PUNTO, PUNTO_BLOQUE, BLOQUE_BLOQUE}joinType;
mat Sgn={{1,0,0,0},{0,-1,0,0},{0,0,-1,0},{0,0,0,1}}; //OPERADOR DE SIGNO
class Block
{
public:
mat H, Bup, Bdown, Aup, Adown;
double Hop;
Block(); //constructor por defecto. inicializa un bloque vacio
Block(mat h, mat cup, mat cdown, mat cupdaga, mat cdowndaga); //constructor
void join(Block b1, Block b2, double t); //une dos bloques
int getDim(); //retorna la dimension del Hamiltoniano
};
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Block::Block(){}
Block::Block(mat h, mat cup, mat cdown, mat cupdaga, mat cdowndaga)
{
H = h;
Bup = cup;
Bdown = cdown;
Aup = cupdaga;
Adown = cdowndaga;
}
void Block::join(Block b1, Block b2,double t)
{
H = kron(b1.H,eye(b2.getDim(),b2.getDim()))
+ t*kron(b1.Aup,b2.Bup)
+ t*kron(b1.Adown,b2.Bdown)
+ t*kron(b1.Bup,b2.Aup)
+ t*kron(b1.Bdown,b2.Adown);
Bup = kron(eye(b1.getDim(), b1.getDim()), Sgn*b2.Bup);
Bdown = kron(eye(b1.getDim(), b1.getDim()), Sgn*b2.Bdown);
Aup = kron(eye(b1.getDim(), b1.getDim()), b2.Aup*Sgn);
Adown = kron(eye(b1.getDim(), b1.getDim()), b2.Adown*Sgn);
}
int Block::getDim()
{
return sqrt(H.size());
}
double renormaliza(Block &La, Block &L, uint m)
{
vec eigval;
mat eigvec,cob;
//diagonalizamos la matriz densidad reducida
eig_sym(eigval, eigvec, La.H);
if(eigval.size() < m)
{
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cob = eigvec; //matriz cambio de base
}
else
{
cob.set_size(eigvec.n_rows,m);
for(unsigned int i = 0 ; i < m; i++)
{
cob.col(i)=eigvec.col(i);
}
}
//rotamos los operadores
L.H=cob.t()*La.H*cob;
L.Bup=cob.t()*La.Bup*cob;
L.Bdown=cob.t()*La.Bdown*cob;
L.Aup=cob.t()*La.Aup*cob;
L.Adown=cob.t()*La.Adown*cob;
return eigval(0);
}
int main(void)
{
cout << "Hola NRG Anderson" << endl;
double U=1;
//SITO DEL BANIO
mat H={{0,0,0,0},{0,0,0,0},{0,0,0,0},{0,0,0,0}};
mat CupDaga={{0,0,1,0},{0,0,0,1},{0,0,0,0},{0,0,0,0}};
mat CdownDaga={{0,1,0,0},{0,0,0,0},{0,0,0,-1},{0,0,0,0}};
mat Cup=CupDaga.t();
mat Cdown=CdownDaga.t();
//IMPUREZA
mat HImp={{0,0,0,0},{0,-U/2,0,0},{0,0,-U/2,0},{0,0,0,0}};
mat Bup=Sgn*Cup;
mat Bdown=Sgn*Cdown;
mat Aup=CupDaga*Sgn;
mat Adown=CdownDaga*Sgn;
cout<<setprecision(9);
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double e0;
Block L(HImp,Bup,Bdown,Aup,Adown);
for(uint i=1; i<50; i++)
{
Block a(H,Bup,Bdown,Aup,Adown);
Block La;
La.join(L,a,(-1)*pow(2,-(double)(i-1)/2.0));
e0=renormaliza(La,L,256);
cout << i+1 << ’ ’ << e0 <<endl;
}
return 0;
}
Ape´ndice C
Co´digo del DMRG en serie para el
Hamiltoniano de Heisenberg
unidimensional
Se elaboro´ un co´digo en lenguaje C++ para resolver el problema del Hamiltoniano
de Heisenberg en una dimensio´n. La estructura es muy parecida a la del NRG. Aqu´ı
se detallan las funciones ma´s importantes.
class Block
{
public:
mat H, Sz, Smas, Smenos;
Block(); //constructor por defecto. inicializa un bloque vacio
Block(mat h, mat sz, mat smas, mat smenos); //constructor
void join(Block b1, Block b2, joinType jt); //une dos bloques
int getDim();
};
La funcio´n que une los bloques es:
void Block::join(Block b1, Block b2, joinType jt)
{
H = kron(b1.H,eye(b2.getDim(),b2.getDim()))
+ kron(eye(b1.getDim(),b1.getDim()), b2.H)
+ kron(b1.Sz,b2.Sz)
+ 0.5*kron(b1.Smas,b2.Smenos)
+ 0.5*kron(b1.Smenos,b2.Smas);
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if(jt == BLOQUE_PUNTO)
{
Sz = kron(eye(b1.getDim(), b1.getDim()), b2.Sz);
Smas = kron(eye(b1.getDim(), b1.getDim()), b2.Smas);
Smenos = kron(eye(b1.getDim(), b1.getDim()), b2.Smenos);
}
else if(jt == PUNTO_BLOQUE)
{
Sz = kron(b1.Sz, eye(b2.getDim(),b2.getDim()));
Smas = kron(b1.Smas, eye(b2.getDim(),b2.getDim()));
Smenos = kron(b1.Smenos, eye(b2.getDim(),b2.getDim()));
}
else //BLOQUE_BLOQUE - esto no se usa
{
}
}
A continuacio´n se muestra la funcio´n que realiza la renormalizacio´n:
uint renormaliza(const mat& psi0, Block& b, uint m, Block& L)
{
vec eigval;
mat eigvec, cob; //cob: matriz cambio de base
mat rho = psi0*psi0.t(); //matriz densidad reducida
eig_sym(eigval, eigvec, rho); //diagonalizamos la matriz densidad reducida
if(rho.n_rows<=m)
{
L.H=eigvec.t()*b.H*eigvec;
L.Sz=eigvec.t()*b.Sz*eigvec;
L.Smas=eigvec.t()*b.Smas*eigvec;
L.Smenos=eigvec.t()*b.Smenos*eigvec;
}
else
{
mat cob;
cob.set_size(eigvec.n_rows,m);
for(uint i = 0 ; i < m; i++)
{
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cob.col(i)=eigvec.col(eigvec.n_cols-1-i);
}
L.H=cob.t()*b.H*cob;
L.Sz=cob.t()*b.Sz*cob;
L.Smas=cob.t()*b.Smas*cob;
L.Smenos=cob.t()*b.Smenos*cob;
}
return 0;
}
C.1. Programa en paralelo
Se elaboro´ un programa ana´logo para resolver el problema planteado anteriormente.
Este programa fue codificado en el lunguaje CUDA-C. Este lenguaje se utiliza para
programar en paralelo. Los programas en paralelo se ejecutan en la unidad de proce-
samiento gra´fica, GPU por sus siglas en ingle´s, a diferencia de la CPU, que es donde
se ejecutan los programas en serie.
La idea fundamental de la programacio´n en paralelo es realizar una misma tarea
en simulta´neo. A modo de ejemplo, se puede pensar la suma de vectores. Se tienen dos
vectores A y B ambos de la misma longitud L. Se quiere construir el vector C = A+B.
Un programa en serie para realizar esta tarea, realiza la operacio´n ci = ai+ bi de forma
secuencial en L unidades de tiempo. Un programa en paralelo realiza estas operaciones
por tandas en simulta´neto. La cantidad de operaciones que se pueden realizar en cada
tanda depende de las capacidades de la GPU.
Adema´s de la suma de vectores, otras tareas que se pueden paralelizar son opera-
ciones con matrices como la multiplicacio´n, el producto externo, la transpuesta y la
multiplicacio´n por escalar. Como se vio anteriormente, estas operaciones son utilizadas
para resolver la cadena de espines 1
2
.
En la figura C.1 se muestra el tiempo de ejecucio´n para los programas en serie y en
paralelo en funcio´n de la cantidad de estados almacenados m. Se utilizo´ un sistema de
N = 200 espines.
Se ve que para m = 23 el tiempo de ejecucio´n es mayor para el programa en paralelo.
Esto se debe al tiempo que tarda el programa en cargar las librer´ıas para comunicarse
con la GPU. Luego, se ve que para m = 24 los tiempos de ejecucio´n son comparables.
A partir de m = 25 se observa que el tiempo de ejecucio´n es significativamente menor
para el programa en paralelo respecto del programa en serie. Esto es un claro indicio
de que el DMRG es un me´todo con gran potencial para la paralelizacio´n.
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Figura C.1: Tiempo de ejecucio´n de los programas en serie y en paralelo.
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