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ABSTRACT 
It is shown by means of example that for each n > 3, there is a minimal n-state 
stochastic automaton whose output behavior is a word function of rank 3. Thus, there 
are stochastic word functions whose natural representation may be quite unwieldy, 
but whose values nevertheless can be computed in a rapid, compact fashion. 
1. WORD FUNCTIONS AND STOCHASTIC AUTOMATA 
Let A be finite, nonempty alphabet. A word function over A is a 
mapping, f: A* + R, from the set of all words over A into the set of real 
numbers. The rank of f is the rank of the Hankel matrix I] f(xiyj)ll, where
{ x j } and { yj } are arbitrary enumerations of A*. The practical significance of 
rank rests on the following result. 
THEOREM 1. Zf f is a word function over A which is of finite rank T, 
then there exist a row vector .$, a column vector 11, and a family of matrices 
( M(a): a E A* }, all real and of dimension r, such that for arbitrary 
a,,...,a,E A, 
f(al... ak) = W(a,) *. . M(a,h. (*) 
In other words, the value of f for an argument of length k can be 
computed by k successive vector-matrix multiplications, followed by a 
vector-vector multiplication. This theorem is proved in [4], the proof being 
constructive in the sense that if f is computable and r is known, the vectors 
and matrices required can be explicitly exhibited. The following converse is 
also proved in [4]. 
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THEOREM 2. Given a row vector 5, a column vector 11, and matrices 
{M(a): a E A} all real and of dimension T, the word function f defined by 
( *) is of rank at most r. 
An n-state stochastic automaton over A is basically a homogeneous, 
n-state Markov chain with prescribed initial state distribution, overlain by a 
probabilistic function which assigns to each pair of states and each symbol of 
A a probability, interpreted as the probability of transition from the first to 
the second of the states with coincident emission of the given symbol. The 
output behavior of such an automaton is the function f having the property 
that for a 1 ,..., ak E A, f(a,... ak) is the probability that the word a 1 . . . ak 
will be observed as the first k symbols of the output of the automaton. A 
stochastic automaton is characterized completely by specifying its initial state 
distribution vector { (we assume the states of the chain are ordered in some 
arbitrary way) and a family of matrices {M(a): a E A}, where the i, j entry 
of M(a) is the joint probability of transition from state i to state j, with the 
symbol a being simultaneously emitted. It is required that the entries of { and 
each M(a) be nonnegative, that the entries of 5 sum to one, and that &M(a) 
be a (row) stochastic matrix; in other words, the automaton has no stopping 
states, and exactly one symbol is emitted with each state transition. (1, 
denotes the sum over all symbols in A.) The following is easily proved. 
THEOREM 3. For any stochastic automaton, 
f(a,... ak) = lM(a,) . . . M(ak)q, a,,...,a,EA, 
where TJ is a vector all of whose components are 1. 
The condition on 17 is a manifestation of the fact that at any point of time 
it is the output, not the current state, which is of interest. Henceforth, if 
x=al...ak, we denote by M(x) the matrix product M( a 1) . . . M( a k). 
Comparing Theorems 2 and 3, the following is obvious. 
THEOREM 4. The output behavior of an n-state stochastic automation is 
a word function of rank at most n. 
It is clear that if the indicated matrix manipulations are to be used for 
computing the values of a word function, then it is desirable to have these 
matrices of smallest possible size. In particular, it is desirable that in comput- 
ing the output behavior of a stochastic automaton that that automaton be 
minimal in the sense no automaton exhibiting the same behavior has fewer 
states. It is the purpose of the remainder of this note to show that for all n > 3 
there exist minimal n-state automata which are of rank 3; e.g., by relaxing the 
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nonnegativity constraints on the matrices and vectors involved, one can in 
some instances reduce the dimension of these matrices and vectors from 
arbitrarily large n to 3. 
2. A FAMILY OF STOCHASTIC WORD FUNCTIONS 
A word function f over A is stochastic if 
(1) f(A) = 1 (A is the null word), 
(2) f(x) >, 0 for all x E A*, 
(3) C,, f(m) = f(x) for all 1: E A* 
Clearly the output behavior of a stochastic automaton is a stochastic word 
function. In this section we construct a two parameter family of stochastic 
word functions, which in the next section we show, under appropriate choice 
of parameters, yield the examples sought. The construction is reminiscent of 
one given by Heller [2]. These functions are over a three symbol alphabet 
A = {h, c, d }, which we assume fixed. The parameters involved are an angle 
0, 7~ > 0 > 0, and a real number 6, i > 6 > 0. The function f= fo8 is 
determined as follows: 
I=(1 1 O), 
q=(l 0 O)‘, 
0 
cos e 
-sine cOse 
L 0 0 
M(c)= ;; 0 0 ) 
i I 0 0 0 
THEOREM 5. The function f& is stochastic for all 0,s in the prescribed 
ranges. 
Proof. That condition (1) of the definition of stochastic word function 
follows from the relation 
f(h)=Ss=l, 
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while condition (3) is satisfied because 
For condition (2), we observe first that if v is any (row) vector lying within 
the closed, circular cone C with axis the positive x-axis, i.e., in the direction 
(1 0 0), determined by rotation of the ray (1 1 0), then v acted upon by 
any of the transformations M(b), M(c), M(d) also lies within C. Since M(b) 
is simply a rotation about the x-axis composed with a uniform contraction by 
a factor of one-half, it is clear that vM( b) lies in C. A vector v lying on the 
surface of C has the form a(l,cos $,sin$), for some (Y >, 0 and some angle +. 
Acted on by either M(c) or M(d), it yields a vector a( f + S cos $,O,O), 
which is on the nonnegative part of the x-axis and therefore within C. Clearly, 
the same holds for any v lying in the interior of C. It follows that each of 
M(b), M(c), M(d) maps C into itself, and thus that [M(a,) . . . M(a,) E C 
for all a 1 ,..., ak= A. Since f(al ,..., ak) is the length of the orthogonal 
projection of this vector on the x-axis, it must be nonnegative, and condition 
(2) of the definition holds. n 
THEOREM 6. The function j& is of rank three. 
Proof. Clearly fes is of rank at most three. On the other hand the matrix 
/ 
f(A) f(c) f(b4 
11 
1 f-t6 ;+(s/z)cose 
f(b) f(b4 fW4 = t ~+(S/2)cose & + ( 6/4) cos 28 
f(bb) f(bb4 f@W f ++(6/4)cos28 ~+(6,‘8)cos38 
I 
has determinant - hs’(l- cos 8)sin28, which is nonzero for 6, S in the 
ranges specified, and thus fes has rank at least three. n 
3. CONSTRUCTION OF A STOCHASTIC AUTOMATON WITH fes AS 
OUTPUT BEHAVIOR 
In this section n is a fixed integer, n > 3, and B = 2vr/n. We observe that 
in this case the action of M(b) on the ray in the (1 1 0) direction determines 
a polyhedral cone having n edges with the x-axis as axis. The idea of the 
following construction is to lift this polyhedral cone into an ndimensional 
space in such a way that its edges correspond to the nonnegative parts of the 
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coordinate axes. Then the behavior of M(b) can be mirrored by a cyclic 
permutation of the coordinate axes in the n-dimensional space, combined 
with a contraction. 
Let 
0 1 0 0 . . 
0 0 1 0 . . 
. . . . . . . . . . . . . * 
0 0 0 0 . . 
1 0 0 0 . . 
I 
1 1 
1 cos 8 
p= 1 cos2e 
0 \ 
0 
. . . 
1 
0 
0 
sin 6 
i 
sin28 . 
I 
. . . . . . . . . . . . . . . . . . . . . .
1 cos(n - l)O sin(n - l)O I 
Using standard trigonometric identities, the following is easily seen to hold. 
THEOREM 7. PM(b) = fi(b)P. 
We wish next to determine nonnegative matrices &f(c) and a(d) for 
which analogous relations hold. Let { yi j : i, j = 1,. . . , n } be a solution to the 
system of 3n equations 
Cyij= cos(i - i)e, 
~yijcos(j-qe=o, 
j 
CYiisin(j-l)e=o 
(sums are from 1 to n). That such a solution exists follows from the 
observation that this system is actually composed of n subsystems having 
disjoint variable sets, each with three equations, and that the rank of the 
matrix of the homogeneous part of each subsystem is three, since each such 
matrix contains the submatrix 
i 
1 1 1 
1 case cos( -e) 
1 sine sin( - e) 
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which has nonzero determinant 2( 1 - cos 6) sin 6. Let 
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m = maxlyijl. 
ii 
We fix the remaining parameter of our system: 
and define 
cij = S(m + yij), 
dij = S(m - yij), 
‘tc> = IIcijll~ 
‘Cd) = lld*jlla 
and finally, we denote by [ the n-vector whose first component is 1, and 
remaining components are 0. 
THEOREM 8. 4, rii< b), rii< c), A?(d) define a stochastic automaton. 
Proof. The nonnegativity of the entries of 5 and of the three matrices 
follows directly from the constructions, and it is obvious that the entries of f 
sum to one. Furthermore, the sum of the entries of the i th row of a(b)+ 
A(c)+ fi(d) is 
++ 6mn+GCyij + 
i 1 i 
Smn-SCyij 
1 
=l, 
i j 
which establishes the claim. n 
Letting ?j denote the (column) n-vector all of whose entries are 1, we have 
THEOREM 9. 5 = fP; Pg = 3; PM(c) = k(c)P; PM(d) = ti(d)P. 
Proof. The first two statements follow easily from the definitions. 
the fact that Cjcos(j - l)e = Cj sin ( j - 1)6’ = 0, and the definition of 
Using 
Q(c), 
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we have 
CCijCOS(j - 1)8 = 0, 
Ccijsin(j - 1)0 = 0. 
Thus, the i th row of the product k( c)P is ( f + S cos (i - 1)8,0,0), which is 
readily seen to be the same as the ith row of the product PM(c). Thus, 
PA4( c) = ti( c)P. Similarly, PM(d) = fi(d)P. W 
Denoting by f the output behavior of this automaton, we have 
THEOREM 10. f = fes. 
Proof. For arbitrary x E A* we have, by Theorems 7 and 9, 
~(~)=~kqr)jj=@2(X)P~=~PM(x)q=SM(x)~=f(X). q 
4. MINIMALITY OF THE AUTOMATA CONSTRUCTED 
The fact that the automaton constructed in the proceeding section is 
minimal rests entirely on the nature of the transformation &f( b)-a nonnega- 
tive matrix of dimension m cannot effect a cyclic permutation on the edges of 
a n-sided polyhedral cone if n > m. 
Suppose l’, M’(b), M’(c), M’(d) define an m-state automaton having f 
as output behavior, and let 7’ denote the m-vector all of whose components 
are 1. 
THEOREM 11. 
(a) M’(b) has no eigenvalue of absolute value exceeding %. 
(b) Both i and iexp(2ri/n) are eigenvalues of M’(b). 
Proof. (a): It is sufficient to prove that 1 is the eigenvalue of maximum 
modulus of the matrix N = 2M’( b). By the Perron-Frobenius theorem [l], N 
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has a real, nonnegative eigenvalue, o, of maximum modulus. If o > 1, then 
the maximum entry of Nk” becomes arbitrarily large as k increases. Since our 
automaton is minimal, it follows that there exists an x E A* such that 
{%~‘(x)N~“TJ~ = f(x) b ecomes arbitrarily large, which is a contradiction, and 
(a) follows. 
(b): Let p(t) be a nonzero polynomial having the property that 
S’M’(x)p(M’(b))M’(y)77’= 0 forall X, YEA*. 
Then 
SM(~)PGw4)M(Y)S = 0 forall x, YEA*. 
Since the latter system is of both rank and dimension three, the sets 
{{M(x): x E A* } and { M(y)q: y E A* } are of rank three, and it follows that 
p( M(b)) = 0, and thus that the minimal polynomial for M(b) divides p(t). 
The latter has the form 
and (b) follows. n 
THEOREM 12. No stochastic automaton with fewer than n states has f as 
output behavior. 
Proof. By Theorem 11, the minimal polynomial of M’(a) has i and 
$ exp(2ri/n) as eigenvalues, and no eigenvalue has greater modulus. By the 
Perron-Frobenius theorem, a rotation of the plane about the origin which 
carries one eigenvalue of maximum modulus of a nonnegative matrix onto any 
other maps every eigenvalue onto another eigenvalue. It follows that all n 
numbers of the form iexp(2kmi/n) are eigenvalues, and hence roots of the 
minimal polynomial for M’(b). Thus this minimal polynomial has degree at 
least n; hence M’(b) has dimension at least n; i.e., m 2 n, as was to be 
shown. n 
Summing up, 
THEOREM 13. For each n > 3 there exists a word function f which is of 
rank three and which is the output behavior of an n-state stochastic automa- 
ton but not of any stochastic automaton having fewer than n states. 
STOCHASTIC AUTOMATA 65 
5. FUNCTIONS OF RANK TWO 
Theorem 13 is best possible in the following sense. 
THEOREM 14. For n = 1,2 a stochastic word function is of rank n if and 
only if it is the output behavior of a minimal n-state stochastic automaton. 
Proof. The case n = 1 is trivial. Suppose the system { {; n; M( a ), a E A } 
is of dimension two and defines a stochastic word function f of rank two. For 
x E A*, f(x) is a positive multiple of the length of the orthogonal projection 
of the vector lM(x) on the vector 9, and since this quantity is nonnegative, 
all vectors {M(x) lie on the same side of the line which passes through the 
origin and is orthogonal to 71. Let C be the smallest closed cone containing all 
the vectors {M(x), and let v = (p 9), p = (r s) be vectors defining the left 
and right hand sides of C respectively. We show first that the matrix 
P 9 
( 1 r s 
is of rank two. For if v and I” point in the same direction, C consists of a 
single ray from the origin and f is readily seen to be of rank one. On the 
other hand, if v and p point in opposite directions then they are both 
orthogonal to n and to every vector (M(y)n)r as well. Thus the latter 
coincide in direction, and again f is seen to be of rank one. 
Let Q be the transformation 
Q=‘-! _“, -;I> 
Ps - 9r 
so that 
and consider the system { [‘; 7’; M’(a), a E A }, where [’ = {Q, 9 = QP r n’, 
M’(a) = Q-‘M(a)Q. We have 
(P 9)Q=(1 o), 
(r s)Q=(o l), 
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so that all the vectors c'M'(z) lie in the nonnegative quadrant and all the 
matrices M'(x), x E A*, are nonnegative. Let 
17’= (t u)T 
M+=CM'(a). 
n 
Since, by property (3) of the definition of stochastic word function, 
{'M'(x)M+f=['M'(x)p', XEA*, 
we must have M + 17' = q'. If t = 0, M + must have the form 
1 h 
i 1 0 j; 
hence every matrix M'(x) has the form 
which implies that f is of rank one, contrary to assumption. Thus, t > 0; 
similarly, u > 0. Let R be the transformation 
t 0 ( 1 0 u’ 
Then the system { 5”; M"(a), a E A}, where {“={‘R, M"(a)= 
R 'M '(a )R, determines a stochastic automaton having f as output behavior. 
Theorem 14 follows. n 
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