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Summary
The oscillatory phenomena happen almost everywhere in our life, ranging from
macroscopic to microscopic level. They are usually described and governed by some
highly oscillatory nonlinear differential equations from either classical mechanics or
quantum mechanics. Effective and accurate approximations to the highly oscillatory
equations become the key way of further studies of the nonlinear phenomena with
oscillations in different scientific research fields.
The aim of this thesis is to propose and analyze some efficient numerical meth-
ods for approximating a class of highly oscillatory differential equations arising from
quantum or plasma physics. The methods here include classical numerical dis-
cretizations and the multiscale methods with numerical implementations. Special
attentions are paid to study the error bound of each numerical method in the highly
oscillatory regime, which are geared to understand how the step size should be cho-
sen in order to resolve the oscillations, and eventually to find out the uniformly
accurate methods that could totally ignore the oscillations when approximating the
equations.
This thesis is mainly separated into three parts. In the first part, two multiscale
time integrators (MTIs), motivated from two types of multiscale decomposition by
either frequency or frequency and amplitude, are proposed and analyzed for solving
v
Summary vi
highly oscillatory second order ordinary differential equations with a dimensionless
parameter 0 < ε ≤ 1. This problem is considered as the fundamental model problem
of all the studies in this thesis. In fact, the solution to this equation propagates waves
with wavelength at O(ε2) when 0 < ε  1, which brings significantly numerical
burdens in practical computation. We rigorously establish two independent error
bounds for the two MTIs at O(τ 2/ε2) and O(ε2) for ε ∈ (0, 1] with τ > 0 as step
size, which imply that the two MTIs converge uniformly with linear convergence
rate at O(τ) for ε ∈ (0, 1] and optimally with quadratic convergence rate at O(τ 2)
in the regimes when either ε = O(1) or 0 < ε ≤ τ . Thus the meshing strategy
requirement (or ε-scalability) of the two MTIs is τ = O(1) for 0 < ε  1, which is
significantly improved from τ = O(ε3) and τ = O(ε2) requested by finite difference
methods and exponential wave integrators to the equation, respectively. Extensive
numerical tests support the two error bounds very well, and comparisons with those
classical numerical integrators offer better understanding on the convergence and
resolution properties of the two MTIs.
The second part of the thesis studies the Klein-Gordon equation (KGE), in-
volving a dimensionless parameter ε ∈ (0, 1] which is inversely proportional to the
speed of light. With a Gautschi-type exponential wave integrator (EWI) spectral
method and some popular finite difference time domain methods reviewed at the
beginning, a time-splitting Fourier pseudospectral (TSFP) discretization is consid-
ered for the KGE in the nonrelativistic limit regime, where the 0 < ε  1 leads
to waves propagating in the exact solution of the KGE with wavelength of O(ε2)
in time and O(1) in space. Optimal error bound of TSFP is established for fixed
ε = O(1), thanks to a vital observation that the scheme coincides with a Deulfhard-
type exponential wave integrator. Numerical studies of TSFP are carried out, with
special efforts made in the nonrelativistic limit regime, which gear to suggest that
TSFP has uniform spectral accuracy in space, and has an asymptotic temporal error
bound O(τ 2/ε2) whereas that of the Gautschi-type method is O(τ 2/ε4). Compar-
isons show that TSFP offers the best approximation among all classical numerical
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methods for solving the KGE in the highly oscillatory regime. Then a multiscale
time integrator Fourier pseudospectral (MTI-FP) method is proposed for the KGE.
The MTI-FP method is designed by adapting a multiscale decomposition by fre-
quency (MDF) to the solution at each time step and applying an exponential wave
integrator to the nonlinear Schro¨dinger equation with wave operator under well-
prepared initial data for ε2-frequency and O(1)-amplitude waves and a KG-type
equation with small initial data for the reminder waves in the MDF. Two rigorous
independent error bounds are established in H2-norm to MTI-FP at O(hm0 +τ 2+ε2)
and O(hm0 + τ 2/ε2) with h mesh size, τ time step and m0 ≥ 2 an integer depending
on the regularity of the solution, which immediately imply that MTI-FP converges
uniformly and optimally in space with exponential convergence rate if the solution is
smooth, and uniformly in time with linear convergence rate at O(τ) for all ε ∈ (0, 1]
and optimally with quadratic convergence rate at O(τ 2) in the regimes when either
ε = O(1) or 0 < ε ≤ τ . Numerical results are reported to confirm the error bounds
and demonstrate the best efficiency and accuracy of the MTI-FP among all methods
for solving the KGE, especially in the nonrelativistic limit regime.
The last part of the thesis is to apply and extend the proposed methods in previ-
ous parts to solve the Klein-Gordon-Zakharov system in the high-plasma-frequency
and subsonic limit regimes. Numerical results show the success of the applications
and shed some lights in future applications to other more oscillatory systems.
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1.1 The highly oscillatory problems
Oscillate: ‘to swing backward and forward like a pendulum; to move or travel
back and forth between two points; to vary above and below a mean value.’ (Web-
ster’s Ninth New Collegiate Dictionary (1985)). In our life, there are many oscillation
phenomena from the macroscopic level for example, a vibrating spring, a pendulum
et al, to the microscopic level like the motion of molecular [73, 92]. Due to the
extensive background of oscillations from the studies of scientists, engineers and nu-
merical analysts, it is almost not possible to give a precise mathematical definition
of the word ‘highly oscillatory’ [88].
Our story begins with the simple harmonic oscillator, which is governed by the
Newton’s second law and Hooke’s law as a second order differential equation:
mx¨(t) = −kx(t), t > 0,
where x denotes the displacement of the oscillator, m is the mass of it and k is
the Young’s modulus. When k is large, for example the stiff spring, the solution
of the equation becomes highly oscillatory as time evolves. Although this is just
a simple example, many physical phenomena in the Hamiltonian mechanics are in
very similar situations. For example, the dynamics of the outer solar system, the
1
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He´non-Heiles model for stellar motion, the molecular dynamics [57] and even some
stochastic differential equations [39] et al. They are all described by certain second
order ordinary differential equations and the high oscillations occur when some large
frequencies are involved into the forces in these systems. These oscillations, due to
the nonlinear forces and nonlinear interactions, are not just simple periodic motions
described as trigonometric functions in most cases. In general, the dynamics in
the highly oscillatory system are quite complicated. The high oscillations do not
only happen in the classical mechanics, but also happen frequently in the quantum
mechanics and plasma physics especially under some limit physical regimes. In
the quantum and plasma physics, things are usually described by nonlinear partial
differential equations, and the oscillations could occur either in space or in time or in
both. For example, the nonlinear Klein-Gordon equation in the nonrelativistic limit
regime [10] is highly oscillatory in time, and so is the Klein-Gordon-Zakharov system
in the high-plasma-frequency and subsonic limit regime. The nonlinear Schro¨dinger
equation in the semiclassical limit regime [14] has oscillations in both time and
space. Some other equations like the complex Ginzburg-Landau equation, Allen-
Cahn equation et al, could possess more complicated oscillations usually known as
layers [39].
These highly oscillatory problems find great interests in current research fronts
and applications in industries. To solve the problems, exactly it is not possible since
they are usually nonlinear coupled differential equations. Thus, finding effective
approximations to the governing equations becomes the effective way to study these
nonlinear phenomena with high oscillations.
1.2 Existing methods
The oscillatory differential equations have been studied for almost a century.
The methods can be classified into two branches. One is developed from the ap-
plied mathematics and the methods are known as the analytical approaches in the
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literature. The other is from the computational mathematical studies where peo-
ple developed different numerical methods. Both branches share the same spirit:
looking for good approximations to the oscillatory system.
On the analytical approaches, the first classical method is the standard averaging
method, also known as Krylov-Bogolyubov method of averaging. This method is
developed by N. Krylov and N. Bogoliubov in their very first French paper on oscil-
latory equations in 1935. One can refer to an English version in their book [72]. This
method applies to find an effective model to replace the oscillatory equations which
consists of slow variables and fast variables by averaging the original equations over
the statistics of the fast variables properly. Extensions of the averaging method to
study the elliptic type problems with multiple scales are known as the homogeniza-
tion method [39, 86]. A special averaging known as the stroboscopic averaging was
found as a very useful technique in analyzing the oscillatory equations in [90]. The
key interest of stroboscopic averaging is that it allows to preserve the structure of
the original problem along the averaging process, as pointed out in [23,90]. Around
2000, E. Hair, Ch. Lubich and D. Cohen et al studied and developed the modulation
Fourier expansion method in a series of their work [27–30,55–57] to approximate and
analyze the highly oscillatory differential equations arising from molecular dynamics
(MD), where they found the method a powerful tool for analyzing the oscillating
structures of the equations and the long time preserving properties of different nu-
merical methods.
On the numerical approaches, various numerical methods have been proposed
in the literature over the past decades. The early traditional methods like finite
difference methods and Runge-Kutta methods, even though with the implicit stable
versions, will lead to totally wrong approximations if the time step of the numerical
methods is not small enough to fully resolve the highly oscillatory structure in the
problem. The exponential wave integrators (EWIs) were then proposed to release the
meshing requirements of early methods, where the very first two kinds were designed
by W. Gautschi [45] and P. Deuflhard [36] in 1961 and 1979, respectively, based
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on different quadratures. Later, the EWI methods were developed as the impulse
methods and mollified impulse methods in [44,91] to overcome the convergence order
reduction problems pointed out in [44]. The two EWI methods were also generalised
to combine with different filter functions in order to get good long time energy
preserving property in [55, 57]. Other numerical methods include some efficient
quadratures for general highly oscillatory integrals studied by A. Iserles et al in
[64–66] and the references therein.
Recently, combining the analytical methods and the numerical methods becomes
a popular way to study the highly oscillatory problems. The numerical strobo-
scopic averaging method was proposed in [23,25]. The modulation Fourier expansion
method has been used to design numerical methods for the equations from MD and
linear second-order ODEs with stiff source terms in [27, 29, 54–57, 91]. The general
framework for designing efficient numerical methods for problems with mulitscale
and multiphysics is systematically developed as the heterogeneous multiscale method
in [3, 39–41]. However, all these methods are strongly problem-dependent. That
means for a different oscillatory equation arising from a certain background, differ-
ent analytical tools and numerical methods should be chosen or designed properly.
Thus, the studies of solving oscillatory problems never end. The combination of
analytical methods and numerical methods is the one we are referring to in this
thesis: the multiscale methods.
1.3 The subjects
Although many oscillatory problems such as the MD equations have been well
studied in the literature, there are still lots of unclear but interesting highly oscilla-
tory phenomena unsettled. This thesis considers the following problems with high
oscillations in time which are mainly arising from quantum or plasma physics.
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1.3.1 Highly oscillatory second order differential equations
The highly oscillatory second order differential equations (HODEs) read
ε2y¨(t) + Ay(t) +
1
ε2
y(t) + f (y(t)) = 0, t > 0,





Here t is time, y := y(t) = (y1(t), . . . , yd(t))
T ∈ Cd is a complex-valued vector
function with d a positive integer, y˙ and y¨ refer to the first and second order
derivatives of y, respectively, 0 < ε ≤ 1 is a dimensionless parameter which can
be very small in some limit regimes, A ∈ Rd×d is a symmetric positive semi-definite
matrix, Φ1, Φ2 ∈ Cd are two given initial data at O(1) in term of 0 < ε  1, and
f(y) = (f1(y), . . . , fd(y))
T : Cd → Cd describes the nonlinear interaction which
is independent of ε. The gauge invariance implies that f(y) satisfies the following
relation [77]
f(eisy) = eisf(y), ∀s ∈ R. (1.3.2)
We remark that if the initial data Φ1,Φ2 ∈ Rd and f(y) : Rd → Rd, then the
solution y ∈ Rd is real-valued. In this case, the gauge invariance condition (1.3.2)
for the nonlinearity in (1.3.1) is no longer needed.
The above problem is motivated from our recent numerical study of the non-
linear Klein–Gordon equation (KGE) in the nonrelativistic limit regime [10,76,77],
where 0 < ε  1 is scaled to be inversely proportional to the speed of light. In
fact, it can be viewed as a model resulted from a semi-discretization in space, e.g.,
by finite difference or spectral discretization with a fixed mesh size (see detailed
equations (3.3) and (3.19) in [10]), to the nonlinear KGE. In order to propose new
multiscale time integrators (MTIs) and compare with those classical numerical in-
tegrators including finite difference methods [10,38,73,92,99] and exponential wave
integrators [44, 54, 55, 57, 91] efficiently, we thus focus on the above HODEs instead
of the original nonlinear KGE. The solution to (1.3.1) propagates highly oscillatory
waves with wavelength at O(ε2) and amplitude at O(1).
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The model problem (1.3.1) is quite different from the following oscillatory second





y(t) + f(y(t)) = 0, t > 0,
y(0) = εΦ1, y˙(0) = Φ2.
(1.3.3)
In fact, the above problem (1.3.3) propagates waves with wave length and amplitude
both at O(ε), where the problem (1.3.1) propagates waves with wave length at O(ε2)
and amplitude at O(1), and thus the oscillation in the problem (1.3.1) is much more








f(y) = 0. (1.3.4)
Of course, when ε = O(1), both (1.3.3) and (1.3.4) are perturbations to the harmonic
oscillator. However, in the regime of 0 < ε 1, due to the factor 1
ε2
in front of the
nonlinear function, the nonlinear term in (1.3.4) is no longer a small perturbation
to the harmonic oscillator! Resonance may occur at time t = O(1). Another major
difference is that the reduced energy [54–56, 56, 57] of the problem (1.3.3) Hr :=
y˙T y˙ + 1
ε2
yTAy is uniformly bounded for ε ∈ (0, 1], while that of the problem (1.3.1)
Hr := ε
2y˙T y˙ + yTAy + 1
ε2
yTy is unbounded when ε → 0. The unbounded energy
could make the analysis and computations more difficult. In fact, with a scaling
y→ 1
ε








f(εy(t)) = 0, t > 0,





In most practical cases, such as the Fermi-Pasta-Ulam problem, the He´non-Heiles
model from Newtonian dynamics [57] and the scalar field self-interaction in quantum
dynamics, f(y) is a polynomial function and the nonlinearity 1
ε
f(εy) = o(1) in (1.3.5)
is actually a very small perturbation to the linear problem and is much weaker than
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that in (1.3.4). Thus, compared to (1.3.3), the model (1.3.1) is a much more highly
oscillatory problem with a very strong nonlinearity, and consequently is much more
challenging numerically. It is also believed that the study of (1.3.1) could also shed
some lights on that of (1.3.3).
Different efficient and accurate numerical methods, including finite difference
methods [10,38], exponential wave integrators (EWIs) [27,54,55], mollified impulse
methods [29,57,91], modulated Fourier expansion methods [29,54,57,91], heteroge-
neous multiscale methods [42], flow averaging [101], Stroboscopic averaging [25] and
Yong measure approach [4] have been proposed and analyzed as well as compared for
the problem (1.3.3) in the literatures, especially in the regime when 0 < ε 1. How-
ever, based on the results in [10], all the above numerical methods do not converge
uniformly for ε ∈ (0, 1] for the problem (1.3.1) which usually arise from quantum
and plasma physics.
1.3.2 Nonlinear Klein-Gordon equation in the nonrelativis-
tic limit regime






∆u+mc2u+ f(u) = 0, x ∈ Rd, t > 0, (1.3.6)
where t is time, x is the spatial coordinate, and c and ~ denote the speed of light and





x, the KGE (1.3.6) takes the following non-dimensional form [10,75–77,81,104]:
ε2∂ttu(x, t)−∆u(x, t) + 1
ε2
u(x, t) + f(u(x, t)) = 0, x ∈ Rd, t > 0, (1.3.7a)
with initial conditions:
u(x, 0) = φ1(x), ∂tu(x, 0) =
1
ε2
φ2(x), x ∈ Rd. (1.3.7b)
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Here the dimensionless parameter 0 < ε ≤ 1 is inversely proportional to the speed
of light c. The given initial data φ1, φ2 and the unknown u := u(x, t) are complex
valued scalar functions. f(u) : C→ C describing the nonlinear interaction is a given
gauge invariant nonlinearity which is independent of ε and satisfies [43,75–77,89]
f(eisu) = eisf(u), ∀s ∈ R. (1.3.8)
Similarly as before, when everything is real, the condition (1.3.8) is not necessary.
Thus (1.3.7) includes the classical KGE with the solution u real-valued as a special
case [24, 38, 80, 93, 96, 99, 102]. In most applications and theoretical investigations
in literatures [10, 21, 43, 47–50, 73, 75–77, 80, 87, 93, 96, 98], f(u) is taken as the pure
power nonlinearity, i.e.
f(u) = g(|u|2)u, with g(ρ) = λρp for some λ ∈ R, p ∈ N0 := N ∪ {0}. (1.3.9)
The KGE is also known as the relativistic version of the Schro¨dinger equation and
used to describe the motion of a spinless particle; see, e.g. [32,89] for its derivation.
The KGE (1.3.7) is time symmetry or time reversible, i.e. with t→ −t, u(x,−t) is
still the solution of the KGE (1.3.7).
When ε > 0 in (1.3.7) is fixed, for example ε = 1, which is corresponding to the
O(1)-speed of light, i.e. the relativistic regime, the KGE (1.3.7) has been studied
extensively in both analytical and numerical aspects. For analytical part, the global
existence of solutions to the Cauchy problem was considered and well-established
in [19, 21, 63, 71, 96]. Along the numerical aspect, many numerical schemes such
as finite difference time domain methods, and the finite difference integrators with
finite element or spectral discretization in space have been proposed in literatures
[1, 24, 33, 38, 74, 99, 103]. Comparisons between these numerical methods in this
regime have been given in [10,67].
When 0 < ε  1 in (1.3.7), which is corresponding to the speed of light
going to infinity and is known as the nonrelativistic limit regime, recent stud-
ies [10, 75–77, 81, 104] show that the solution of the KGE (1.3.7) propagates waves
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with wavelength of O(ε2) and O(1) in time and in space, respectively. Thus, the so-
lution has high oscillations in time when 0 < ε 1. The highly oscillatory nature in
time causes severe numerical burdens, making the computation in the nonrelativis-
tic limit regime extremely challenging. Even for the stable numerical discretizations
(or under stability restrictions on meshing strategies), the approximations may come
out completely wrong unless the temporal oscillation is fully resolved numerically.
Thus, developing and analyzing numerical methods for solving the KGE (1.3.7) with
the allowance of step size as large as possible become a main and hot topic in the
numerical study of KGE in the nonrelativistic limit regime.
1.3.3 Klein-Gordon-Zakharov system in the high-plasma-
frequency and subsonic limit regime
The d-dimensional (d = 1, 2, 3) Klein-Gordon-Zakharov (KGZ) system for de-
scribing interaction between Langmuir waves and ion sound waves in plasma [20,35,
78,100] reads
∂ttψ(x, t) + ω




∂ttφ(x, t)− c2s∆φ =
ε0
2M
∆|ψ|2, x ∈ Rd, t > 0, (1.3.10b)
where ψ(·, t) : Rd → Rd is the electric field, φ(·, t) : Rd → R is the ion density
fluctuation from the constant equilibrium c0 > 0, ω denotes the plasma frequency,
γee is the electron heat ratio, ν denotes the thermal velocity, cl is the speed of light,
cs is the ion sound speed, ε0 is the vacuum dielectric constant and M is the ion











, γie = 1, γee = γii = 3,
with e and m denote the eletron charge and mass, respectively, κ is the Boltzmann
constant, Te and Ti are the electron and ion temperatures, M is the ion mass, γie and
γii are the heat ratios of the electrons and the ions. The KGZ system is derived from
the Euler equations for the electrons and ions, coupled with the Maxwell equation for
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, then we get the dimensionless form




∇×∇× ψ + 1
ε2
ψ = −φψ,
γ2∂ttφ(x, t)−∆φ = Te
2(γieTe + γiiTi)






ψ, and notice ∇× (∇× ψ) = ∇(∇ · ψ)−∆ψ,
with cl
ν
= O(1) [78], one considers the following simplified scalar dimensionless KGE
system [78,79,84,105]:
ε2∂ttψ(x, t)−∆ψ(x, t) + 1
ε2





= 0, x ∈ Rd, t > 0, (1.3.12)
with initial conditions
ψ(x, 0) = ψ(0)(x), ∂tψ(x, 0) = ψ
(1)(x), φ(x, 0) = φ(0)(x), ∂tφ(x, 0) = φ
(1)(x).
(1.3.13)
Here, the real-valued scalar functions ψ = ψ(x, t) and φ = φ(x, t) are the fast time
scale component of electric field raised by electrons and the derivation of ion density
from its equilibrium, respectively; 0 < ε ≤ 1 and 0 < γ ≤ 1 are two dimensionless
parameters which are inversely proportional to the plasma frequency and speed of
sound, respectively.
For fixed ε = ε0 > 0 and γ = γ0 > 0, i.e. O(1)-plasma frequency and speed of
sound regime, the above KGZ system (1.3.11)-(1.3.12) has been well-studied both
analytically and numerically [84, 105]. For either ε → 0 which is corresponding
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to the high-plasma-frequency limit regime, or (ε, γ) → 0 under ε . γ, which is
corresponding to the simultaneous high-plasma-frequency and subsonic limit regime,
the solution of the KGZ system becomes highly oscillatory in time, which makes the
analysis and computation complicated and challenging.
1.4 Purpose and outline of the thesis
The purpose of this study is to propose and analyze efficient and accurate nu-
merical methods for solving the mentioned highly oscillatory problems.
The following chapters are organized as follows. Chapter 2 is devoted to study the
HODEs (1.3.1). Existing numerical integrators, namely finite difference integrators
and exponential wave integrators (EWIs), are firstly reviewed to understand the
sever restrictions on the time steps of the numerical methods for resolving the high
oscillations and the numerical burden caused by it. To overcome the difficulty, two
multiscale decompositions based on the frequency or frequency and amplitude are
derived for the HODEs. Based on the decomposed systems, two multiscale time
integrators (MTIs) are then proposed and analyzed to solve the HODEs, where the
rigorous error estimates and extensive numerical results show that the MTIs are
uniformly accurate and the time steps can be chosen despite of the oscillations. The
result in Chapter 2 is also the fundament of studies in subsequent chapters.
Chapters 3 and 4 consider the KGE (1.3.7) in the nonrelativistic limit regime with
the parameter 0 < ε ≤ 1. In Chapter 3, reviews on existing numerical methods in-
cluding finite difference time domain (FDTD) methods and an EWI with Gautschi’s
quadratue Fourier pseudospectral (EWI-GFP) method are firstly listed to show the
temporal error bounds of the two methods are O(τ 2/ε6) and O(τ 2/ε4), respectively,
where τ denotes the time step. Then another classical numerical method namely
the time-splitting Fourier pseudospectral (TSFP) method is proposed for solving
the KGE by first rewriting the KGE into a first order system and then applying
the operator splitting technique. Based on a vital observation that the TSFP is
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equivalent to a Deulfhard-type EWI pseudospectral, rigorous and optimal error es-
timate of the TSFP method is obtained in regime ε = O(1). Extensive numerical
studies in the nonrelativistic limit regime show that the temporal error bound of
the TSFP is O(τ 2/ε2) as 0 < ε  1, which indicates TSFP is the optimum among
all classical methods towards discretizating KGE directly. To further release the ε
dependence in temporal error, in Chapter 4, a multiscale time integrator Fourier
pseudospectral (MTI-FP) is proposed based on a multiscale decomposition by fre-
quency to the KGE. The method is to first adapt the Fourier spectral method for
spatial discretization and then apply the EWI for integrating second-order highly
oscillating ODEs decomposed from the original problem. Rigorous error estimate of
the MTI-FP for the KGE is established in energy space which show that MTI-FP
is uniformly accurate for all ε ∈ (0, 1], and optimally in space with spectral con-
vergence rate, and uniformly in time with linear convergence rate for ε ∈ (0, 1] and
optimally with quadratic convergence rate in the regimes when either ε = O(1) or
0 < ε ≤ τ .
In Chapter 5, we apply the proposed EWIs and MTI method to solve the KGZ
system in highly oscillatory regimes. To the end of this chapter, a Gautschi-type
EWI sine pseudospectral method and a Deulhard-type sine pseudospectral method
are proposed to solve the KGZ under the simultaneous high-plasma-frequency and
subsonic limit regime. A MTI sine pseudospectral method is proposed to solve the
KGZ system under high-plasma-frequency limit regime. Numerical results show that
the performance of these methods are very much similar to those for KGE.
In Chapter 6, conclusions are drawn and some possible future studies are dis-
cussed.
Throughout this thesis, we adopt the notation A . B to represent that there
exists a generic constant C > 0, which is independent of τ (or n), h and ε, such that
|A| ≤ CB.
Chapter2
For highly oscillatory second order
differential equations
2.1 Introduction
This chapter considers the highly oscillatory second order differential equations
as stated in Section 1.3.1,
ε2y¨(t) + Ay(t) +
1
ε2
y(t) + f (y(t)) = 0, t > 0,





where t is time, y := y(t) = (y1(t), . . . , yd(t))
T ∈ Cd is a complex-valued vector
function in d-dimension, y˙ and y¨ denote the first and second order derivatives of y,
respectively, 0 < ε ≤ 1 is a dimensionless parameter which can be very small in some
limit regimes, A ∈ Rd×d is a symmetric nonnegative definite matrix, Φ1, Φ2 ∈ Cd are
two given initial data at O(1) in terms of 0 < ε 1, and f(y) = (f1(y), . . . , fd(y))T :
Cd → Cd is independent of ε and satisfies the gauge invariance
f(eisy) = eisf(y), ∀s ∈ R, (2.1.2)
in case y is complex valued.
The solution to (2.1.1) propagates high oscillatory waves with wavelength at
O(ε2) and amplitude at O(1). To illustrate this, Fig. 2.1 shows the solutions of
13
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(2.1.1) with d = 2, f1(y1, y2) = y
2
1y2, f2(y1, y2) = y
2
2y1, A = diag(2, 2), Φ1 =
(1, 0.5)T and Φ2 = (1, 2)
T for different ε. The highly oscillatory nature of solutions
to (2.1.1) causes severe burdens in practical computation, making the numerical
approximation extremely challenging and costly in the regime of 0 < ε 1.
For the global well-posedness of the model problem (2.1.1), we refer to [58, 59].
For simplicity of notation, we will present our methods and comparison for (2.1.1)







y(t) + f (y(t)) = 0, t > 0,





where y = y(t) ∈ C is a complex-valued scalar function, α ≥ 0 is a real constant,
φ1, φ2 ∈ C, and f(y) : C → C. In particular, in many applications [47–50, 76, 77,
87,93,96], f(y) is taken as the pure power nonlinearity as
f(y) = g(|y|2)y, with g(ρ) = λρp for some λ ∈ R, p ∈ N0 := N ∪ {0}. (2.1.4)
In addition, if f is taken as the pure power nonlinearity (2.1.4), it is easy to see that
(2.1.3) conserves the Hamiltonian or total energy, which is given by
















(|φ1|2) := E(0), t ≥ 0, (2.1.5)
with F (ρ) =
∫ ρ
0
g(ρ′)dρ′. Although the numerical methods and their error estimates
in this paper are for the model problem (2.1.3), they can be easily extended to solve
the problem (2.1.1).
In fact, for existing numerical methods to solve the problem (2.1.3), in order
to capture ‘correctly’ the oscillatory solutions, one has to restrict the time step τ
in a numerical integrator to be quite small when 0 < ε  1. For instance, as
suggested by the rigorous results in [10], for the frequently used finite difference
(FD) time integrators in the literature [10,38,99], such as energy conservative, semi-
implicit and explicit ones, which will be presented and reviewed in Section 2.2, the
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Figure 2.1: Time evolution of the solutions of (2.1.1) with d = 2 for different ε.
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meshing strategy requirement (or ε-scalability) is τ = O(ε3) [10]. Also, a class of
trigonometric integrators which solves the linear part of (2.1.3) exactly [10, 44, 54,
55, 57, 91], namely the exponential wave integrators (EWIs), require τ = O(ε2) for
nonlinear problems [10]. In view of that the solutions to (2.1.3) are highly oscillatory
with wavelength at O(ε2), the EWIs could be viewed as the optimal one among all
the methods which integrate the oscillatory problem (2.1.3) directly. Section 2.3 will
give a detailed review on the work of EWIs.
The rest and the main part of this chapter is going to propose and analyze multi-
scale time integrators (MTIs) to the problem (2.1.3), which will converge uniformly
for ε ∈ (0, 1] and thus possess much better improved ε-scalability than those classical
FD and EWI methods in the regime 0 < ε 1, by taking into account the sophis-
ticated multiscale structures (see details in (2.5)) in frequency and/or amplitude of
the solutions to (2.1.3). The new proposed methods, at each time interval, adopt
an ansatz same as the one used in [76, 77], then carry out multiscale decomposi-
tions of the solution to (2.1.3) by either frequency or frequency and amplitude, and
obtain a coupled equations for two O(1)-in-amplitude non-oscillatory components
and an O(ε2)-in-amplitude oscillatory component. The coupled equations are then
discretized by an explicit EWI method [54, 55, 57] with proper chosen transmission
conditions between different time intervals. Our methods are different from the
classical way of applying the modulated Fourier expansion methods for oscillatory
ODEs [27, 29, 31] in terms of not only considering the leading order terms but also
solving the equation of the remainder which is O(ε2) in the pure power nonlinear
case so as to design a uniformly convergent integrator for any 0 < ε ≤ 1. For
the MTIs, two independent error bounds at O(τ 2/ε2) and O(ε2) for ε ∈ (0, 1] are
rigorously established by using the energy method and multiscale analysis [5,8,10].
These two error bounds immediately suggest that the MTIs converge uniformly with
linear convergence rate at O(τ) for ε ∈ (0, 1] and optimally with quadratic conver-
gence rate at O(τ 2) in the regimes when either ε = O(1) or 0 < ε ≤ τ . Thus, the
MTIs offer compelling advantages over those FD and EWI methods for the problem
2.2 Finite difference methods 17
(2.1.3), especially when 0 < ε  1. Extensions of the proposed MTIs from solving
the power nonlinearity case to the general nonlinearity (2.1.2) are made in Sections
2.6. Numerical results are reported in Section 2.7.
2.2 Finite difference methods
Let τ = ∆t > 0 be the step size, and denote time steps by tn = nτ for n =











yn+1 − 2yn + yn−1
τ 2
.






















F (|yn+1|2)− F (|yn−1|2)















(|yn|2) yn = 0, n = 1, 2, . . . . (2.2.2)
An explicit finite difference (EXFD) integrator, which is known as the famous









(|yn|2) yn = 0, n = 1, 2, . . . . (2.2.3)
Here the initial conditions are discretized as
y0 = φ1, y
1 = cos (ωτ)φ1 +
sin (ωτ)
ε2ω




In order that the methods CNFD and SIFD are stable uniformly in the regime
0 < ε 1, here y1 is computed according to the exponential wave integrator (2.3.5)
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introduced later with n = 0 instead of the classical way below. In fact, if one adapts
the usual way to obtain y1 as













our numerical results suggest that it would cause severe instability issue when τ =
O(1) and 0 < ε 1. Thus we adopt (2.2.4) instead of (2.2.5) to discretize the initial
data since we want to consider 0 < ε ≤ 1, especially 0 < ε 1.
For the above FD integrators, all are time symmetric. CNFD is implicit, SIFD
is implicit but can be solved very efficiently, and EXFD is explicit. For CNFD, it
conserves the following energy in the discretized level, i.e.
En := ε2
∣∣δ+t yn∣∣2 + (α + 1ε2
) |yn+1|2 + |yn|2
2
+
F (|yn+1|2) + F (|yn|2)
2
≡ E0, n = 0, 1, . . .
However, at each step, a fully nonlinear equation needs to be solved, which might
be quite time-consuming. In fact, if the nonlinear equation is not solved very accu-
rately, then the above quantity will not be conserved in practical computation [7].
Thus CNFD is usually not adopted in practical computation, especially for par-
tial differential equations in high dimensions. EXFD is very popular and powerful
when ε = O(1), however, it suffers from a server stability constraint τ . ε2 when
0 < ε 1 [10].
For the above finite difference integrators, defining the error functions as
en := y(tn)− yn, e˙n := y˙(tn)− y˙n, (2.2.6)
we have the following convergence result, providing the exact solution y(t) to (2.1.3)
satisfying






, m = 0, 1, 2, 3, 4, (2.2.7)
where 0 < T < T ∗ with T ∗ denotes the maximum existence time of the solution.
The proof proceed in analogous lines as the technique used in [10, Theorem 2 and
5], and we omit the details here for brevity.
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Theorem 2.2.1 (Error bounds of FD). For the CNFD (2.2.1), SIFD (2.2.2) and
EXFD (2.2.3), under the assumption (2.2.7), there exists a constant τ0 > 0 inde-
pendent of ε and n, such that for any 0 < ε ≤ 1 when τ ≤ τ0ε3, we have
|en|+ ε2|e˙n| . τ
2
ε6
, 0 ≤ n ≤ T
τ
, 0 < τ ≤ τ0. (2.2.8)
2.3 Exponential wave integrators
We rewrite the solution of (2.1.3) near t = tn by using the variation-of-constant
formula, i.e.









where fn(θ) := f(y(tn + θ)). Taking s = ±τ in (2.3.1) and then summing them up,
we have





[fn(θ) + fn(−θ)] dθ. (2.3.2)
Then exponential wave integrators (EWIs) approximate the integral term by proper
quadratures. For example, if a Gautschi’s type quadrature [10,45,54,57] is applied,




















(|yn|2) yn − αnyn] , n ≥ 0,
ωn =
√
1 + ε2(α + αn)
ε2
, αn = max
{
αn−1, g
(|yn|2)} , with α−1 = 0.
Here a linear stabilizing term with stabilizing constant αn is introduced so that the
method is unconditionally stable [10, Theorem 6]. Of course, one can use other
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ways to filter oscillation in the resonance regime [55,57–59,91] instead of the above
linear stabilizing term. In addition, if the approximation to y˙(tn) is of interest, for
example, evaluating the discrete energy, one can use
y˙n+1 =

y˙n−1 − 2ω sin(ωτ)yn − 2sin(ωτ)
ε2ω
g(|yn|2)yn, n ≥ 1,
− ω sin(ωτ)y0 + cos(ωτ)y˙0 − sin(ωτ)
ε2ω
g(|y0|2)y0, n = 0,
(2.3.4)
which is derived similarly from the differentiation of (2.3.1) with respect to s and
then taking s = ±τ .
On the other hand, if the standard trapezoidal rule is applied to approximate



















(|yn|2) yn, n ≥ 0.
Similarly, to approximate y˙(tn), we can use the scheme (2.3.4).
Generalizations of the above two EWIs based on (2.3.1) are the mollified impulse
methods or EWIs with filters [44, 54, 55, 57], which have been well-developed for
solving problem (1.3.3) with a uniform convergence and good energy preserving
properties. Now with a stronger nonlinearity in the problem (2.1.3), the scheme
reads


















where ψ, φ, ψ0 and ψ1 are known as the filters under some consistent conditions
[55,57]. For example, two popular sets of filters mentioned in [55,57] are chosen as
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with
ψ(ρ) = φ(ρ)sinc(ρ), φ(ρ) = sinc(ρ), (2.3.8)
or
ψ(ρ) = sinc2(ρ), φ(ρ) = 1, (2.3.9)
where sinc(ρ) = sin(ρ)/ρ for ρ ∈ R. Hereafter, we refer to the EWIs (2.3.6)-(2.3.7)
with filters (2.3.8) as EWI-F1, and (2.3.6)-(2.3.7) with filters (2.3.9) as EWI-F2.
For convergence results of the EWIs, assuming that the solution of (2.1.3) satisfies






, m = 0, 1, 2, (2.3.10)
for 0 < T < T ∗ with T ∗ the maximum existence time, we have the following theorem.
The proof proceed in analogous lines as the technique used in [10, Theorem 9]
towards the estimates in time or [54] and we omit the details here for brevity.
Theorem 2.3.1 (Error bounds of EWIs). For the EWI-G (2.3.3), EWI-D (2.3.5),
EWI-F1 (2.3.8) and EWI-F2 (2.3.9), under the assumption (2.3.10), there exists
a constant τ0 > 0 independent of ε and n, such that for any 0 < ε ≤ 1 when
0 < τ ≤ τ0ε2,
|en|+ ε2|e˙n| . τ
2
ε4




In this section, we present multiscale decompositions for the solution of (2.1.3)
on the time interval [tn, tn+1] with given initial data at t = tn as
y(tn) = φ
n









by either frequency or frequency and amplitude.
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2.4.1 Multiscale decomposition by frequency (MDF)
Similar to the analytical study of the nonrelativistic limit of the nonlinear Klein-
Gordon equation [76,77], we take an ansatz to the solution y(t) := y(tn+s) of (2.1.3)
on the time interval [tn, tn+1] with (2.4.1) as
y(tn + s) = e
is/ε2zn+(s) + e
−is/ε2zn−(s) + r
n(s), 0 ≤ s ≤ τ. (2.4.2)
Hereafter, z¯ denotes the complex conjugate of a complex-valued function z. Differ-
entiating (2.4.2) with respect to s, we have

































rn(s) + f (y(tn + s)) = 0, 0 ≤ s ≤ τ. (2.4.4)




, respectively, we can decom-
pose the above equation into a coupled system for two ε2-frequency waves with the










































ε2 z+ + e
− is
ε2 z− + r
)
− f+ (z+, z−) e
is




In order to find proper initial conditions for the above system (2.4.5), setting s = 0
in (2.4.2) and (2.4.3), noticing (2.4.1), we obtain
zn+(0) + z
n−(0) + r








+ z˙n+(0) + z˙
n−(0) + r˙
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in the second equation of (2.4.8), respectively, and (ii) be well-prepared for the first
two equations in (2.4.5) when 0 < ε 1, i.e. z˙n+(0) and z˙n−(0) are determined from


















rn(0) = 0, r˙n(0) + z˙n+(0) + z˙
n−(0) = 0.
(2.4.9)






















rn(0) = 0, r˙n(0) = −z˙n+(0)− z˙n−(0).
(2.4.10)
The above decomposition can be called as multiscale decomposition by frequency
(MDF). In fact, it can also be regarded as to decompose slow waves at ε2-wavelength
and fast waves at other wavelengths, thus it can also be called as fast-slow frequency
decomposition.
Specifically, for pure power nonlinearity, i.e. f satisfies (2.1.4), then the above



















= 0, 0 < s ≤ τ,
where
g± (ρ+, ρ−) =
∑
〈p1,p2,p3〉0
λ (ρ+ + ρ−)
p1 (ρ+ρ−)p2(ρ∓)p3 , (2.4.12)




gk (z+, z−) ei(2k+1)s/ε
2
+ gk (z−, z+) e−i(2k+1)s/ε
2
)
+ h (z+, z−, r; s) , (2.4.13)
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with
gk (z+, z−) = λ(z+)k+1(z−)k
∑
〈p1,p2,p3〉k
(|z+|2 + |z−|2)p1 |z+|2p2|z−|2p2+2p3 , (2.4.14)
h (z+, z−, r; s) = g
(

















and 〈p1, p2, p3〉k = {p1, p2, p3 ∈ N0 | p1 + 2p2 + p3 = p− k, p3 = 0, 1} for k = 0,. . .,p.
2.4.2 Multiscale decomposition by frequency and amplitude
(MDFA)
Another way to decompose (2.4.4) is to decompose it into a coupled system for
two ε2-frequency waves at O(1)-amplitude with the unknowns zn±(s) and the rest







































φn1 − i φn2
)
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The above decomposition can be called as multiscale decomposition by frequency
and amplitude (MDFA). In fact, it can also be regarded as to decompose large
amplitude waves at O(1) and small amplitude waves at O(ε2), thus it can also be
called as large-small amplitude decomposition.
Similarly, for pure power nonlinearity, i.e. f satisfies (2.1.4), then the above


















+ ε2un(s) = 0.
(2.4.20)
After solving the MDF (2.4.5) or (2.4.11) with the initial data (2.4.10), or the




and r˙n(τ). Then we can reconstruct the solution to (2.1.3) at t = tn+1 by setting























2.5 Multiscale time integrators for pure power
nonlinearity
Based on the decomposed system in the pure power nonlinearity case, i.e. the
MDFA (2.4.20) or MDF (2.4.11), we propose two multiscale time integrators (MTI)
for solving (2.1.3), respectively. At each time grid t = tn, we solve the decomposed
system (2.4.20) or (2.4.11) by proper integrators within the time interval [0, τ ], and
then use (2.4.21) to reconstruct the solution to (2.1.3) at t = tn+1.
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2.5.1 A multiscale time integrator based on MDFA
Based on the MDFA (2.4.20), a MTI is designed as follows.
An exact integrator for zn±(s) in (2.4.20):
Noting from (2.4.12) that g± (ρ+, ρ−) is real-valued, similar to [13,14], multiply-
ing the first two equations in (2.4.20) by zn±(s), respectively, then subtracting from
their complex conjugates, we have∣∣zn±(s)∣∣ ≡ ∣∣zn±(0)∣∣ , 0 ≤ s ≤ τ. (2.5.1)
Therefore, the equations for zn±(s) in (2.4.20) are exactly integrable, i.e.,
zn±(s) = e
is[g±(|zn+(0)|2,|zn−(0)|2)+α]/2zn±(0), 0 ≤ s ≤ τ. (2.5.2)
Taking s = τ in (2.5.2), we get
zn±(τ) = e
iτ[g±(|zn+(0)|2,|zn−(0)|2)+α]/2zn±(0). (2.5.3)


















(|zn+(0)|2, |zn−(0)|2)+ α]2 zn±(τ).
(2.5.4)
An EWI for rn(s) in (2.4.20):
For the third equation in (2.4.20), we apply the exponential wave integrator
(EWI) [8, 10, 36, 44, 45, 54, 55, 57, 91] to solve it, which has favorable properties for
solving the second-order oscillatory problems. By applying the variation-of-constant
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sin (ω(τ − θ))
ε2ω
[








cos (ω(τ − θ))
ε2
[












































































In order to have an explicit integrator and achieve uniform error bounds, we approx-
imate the integral terms Ink,± and I˙
n
k,± in (2.5.10) by a quadrature in the Gautschi’s




































































After a detailed computation, we have
pk =
ε2ω cos(ωτ) + i(2k + 1) sin(ωτ)− ε2ωei(2k+1)τ/ε2
(2k + 1)2ω − ε4ω3 ,
p˙k =
i(2k + 1) cos(ωτ)− ε2ω sin(ωτ)− i(2k + 1)ei(2k+1)τ/ε2
(2k + 1)2 − ε4ω2 , 1 ≤ k ≤ p,
qk =
ε2
ω [ε4ω2 − (2k + 1)2]2
[
i(4k + 2)ε2ω cos(ωτ)− (ε4ω2 + (2k + 1)2) sin(ωτ)
+
(
ε4ω3τ − (2k + 1)2ωτ − i(4k + 2)ε2ω) ei(2k+1)τ/ε2],
q˙k =
1
[ε4ω2 − (2k + 1)2]2
[
− (ε6ω2 + (2k + 1)2ε2) cos(ωτ)− i(4k + 2)ε4ω sin(ωτ)
+
(
i(2k + 1)τε4ω2 − i(2k + 1)3τ + ε6ω2 + (2k + 1)2ε2) ei(2k+1)τ/ε2].
In addition, approximating Jn and J˙n in (2.5.10) by the standard single step trape-
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Detailed numerical scheme












r˙n(τ), respectively, where zn±(s) and r
n(s) are the solutions to the system (2.4.20)
with initial data (2.4.18). Choosing y0 = y(0) = φ1 and y˙
0 = y˙(0) = ε−2φ2, for


























































































hn+1 = g(|yn+1|2)yn+1 − g



































}, k = 1, . . . , p.
(2.5.17)
We call the proposed numerical integrator (2.5.15) with (2.5.16) as a multiscale
time integrator based on MDFA which is abbreviated as MTI-FA in short. Clearly,
MTI-FA is fully explicit, and easy to implement in practice. In fact, in this scheme,
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at the beginning of each time interval [tn, tn+1], we decompose the numerical solu-
tions yn and y˙n to specify the initial conditions of the system (2.4.16); then we solve
the decomposed system numerically; at the end of each time interval, we recon-
struct the approximations yn+1 and y˙n+1 from the numerical solutions to (2.4.16).
Therefore, at each time step, the algorithm proceeds as decomposition-solution-
reconstruction.
2.5.2 Another multiscale time integrator based on MDF
Based on the MDF (2.4.11), we propose another MTI as follows. Since the
system (2.4.11) consists of three second order oscillatory problems, so we use EWIs
to solve it.
An EWI for (2.4.11):













λ+ − λ− , b(s) := i
eisλ+ − eisλ−
ε2(λ− − λ+) , 0 ≤ s ≤ τ,




























b(τ − θ)fn±(θ)dθ. (2.5.20)







b˙(τ − θ)fn±(θ)dθ, (2.5.21)




λ+ − λ− , b˙(s) =
λ+e
isλ+ − λ−eisλ−
ε2(λ+ − λ−) , 0 ≤ s ≤ τ.
Then approximating the integral terms in (2.5.20) and (2.5.21) by the Gautschi’s
type quadrature similarly as (2.5.12), we have z
n
±(τ) ≈ a(τ)zn±(0) + ε2b(τ)z˙n±(0)− c(τ)fn±(0)− d(τ)f˙n±(0),

















In details, we have
c(τ) =
λ−eiτλ+ − λ+eiτλ− + λ+ − λ−
ε2(λ− − λ+)λ+λ− , c˙(τ) = i
eiτλ+ − eiτλ−
ε2(λ− − λ+) ,
d(τ) = i
λ2−e
iτλ+ − λ2+eiτλ− + iτλ+λ−(λ+ − λ−) + λ2+ − λ2−
ε2(λ+ − λ−)λ2+λ2−
, d˙(τ) = c(τ).
Now, substituting
fn±(s) = g±(|zn+(s)|2, |zn−(s)|2)zn±(s)
into (2.5.22), we obtain the approximations to zn±(τ) and z˙
n
±(τ).
As for the last equation in (2.4.11), again by the variation-of-constant formula
and noticing (2.4.13), we can derive the integral forms for rn(τ) and r˙n(τ) same as
(2.5.9) but without the un terms defined in Jn and J˙n. Then the rest approximations
are similar to (2.5.14).
Detailed numerical scheme
Following the same notations introduced in subsection 2.5.1, choosing y0 =
y(0) = φ1 and y˙
0 = y˙(0) = ε−2φ2, for n = 0, 1, . . . , yn+1 and y˙n+1 are updated
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Again, we call the proposed numerical integrator (2.5.15) with (2.5.23) as a
multiscale time integrator based on MDF which is abbreviated as MTI-F in short.
Clearly, MTI-F is fully explicit, and easy to implement in practice.
2.5.3 Uniform convergence
Here, we shall give the convergence result of the proposed MTIs for the pure
power nonlinearity case. In order to obtain rigorous error estimates, we assume
that the exact solution y(t) to (2.1.3) satisfies the same assumptions as (2.3.10).
Denoting
C0 := max
{‖y‖L∞(0,T ), ε2‖y˙‖L∞(0,T ), ε4‖y¨‖L∞(0,T )} , (2.5.24)
and the error functions same as (2.2.6), then we have the following error estimates
for the MTIs [12].
Theorem 2.5.1 (Error bounds of MTI-FA). For numerical integrator MTI-FA, i.e.
(2.5.15) with (2.5.16), under the assumption (2.3.10), there exits a constant τ0 > 0
independent of ε and n, such that for any 0 < ε ≤ 1 when 0 < τ ≤ τ0,
|en|+ ε2|e˙n| . τ
2
ε2
, |en|+ ε2|e˙n| . ε2, (2.5.25)
|yn| ≤ C0 + 1, |y˙n| ≤ C0 + 1
ε2
, 0 ≤ n ≤ T
τ
. (2.5.26)
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Thus by taking the minimum of two error bounds for 0 < ε ≤ 1, we have a uniform
error bound as







. τ, 0 ≤ n ≤ T
τ
. (2.5.27)
Theorem 2.5.2 (Error bounds of MTI-F). For the numerical integrator MTI-F,
i.e. (2.5.15) with (2.5.23), under the assumption (2.3.10), there exists a constant
τ0 > 0 independent of ε and n, such that for any 0 < ε ≤ 1 when 0 < τ ≤ τ0,
|en|+ ε2|e˙n| . τ
2
ε2
, |en|+ ε2|e˙n| . τ 2 + ε2, (2.5.28)
|yn| ≤ C0 + 1, |y˙n| ≤ C0 + 1
ε2
, 0 ≤ n ≤ T
τ
. (2.5.29)
Thus by taking the minimum of two error bounds for 0 < ε ≤ 1, we have a uniform
error bound as





, τ 2 + ε2
}
. τ, 0 ≤ n ≤ T
τ
. (2.5.30)
Remark 2.5.1. If φ1, φ2 ∈ R, y := y(t) is a real-valued function and f(y) : R→ R
in (2.1.3), then it is easy to see that zn−(s) = z
n
+(s) for 0 ≤ s ≤ τ in (2.4.2) from
(2.4.5) and (2.4.10), and (2.4.16) and (2.4.18) for MDF and MDFA, respectively.
Thus the multiscale decompositions MDF and MDFA and their numerical integra-
tors MTI-F and MTI-FA as well as their error estimates are still valid and can be
simplified. We omit the details here for brevity.
Remark 2.5.2. The two MTIs for the problem (2.1.3), i.e. MTI-FA and MTI-F,
are completely different from the modulated Fourier expansion methods proposed in
the literatures [27, 29, 54, 55, 57, 91] for the problem (1.3.3) in the following aspects.
(i) As stated in Section 1.3.1, they are used to solve second order ODEs with differ-
ent oscillatory behavior in the solutions. (ii) In our MTIs, we adapt the expansion
(2.4.2) at each time interval [tn, tn+1] and update its initial data via proper transmis-
sion conditions between different time intervals, and the decoupled system consists
of only three equations including two equations for the two leading frequencies and
one equation for reminder. However, in the modulated Fourier expansion methods,
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it expands the solution only once at t = 0 and up to finite terms with increasing fre-
quencies by dropping the reminder, and thus the decoupled system consists of finite
number of equations. (iii) Our MTIs are uniformly accurate for ε ∈ (0, 1] for the
problem (2.1.3) and the error only depends on the time step and is independent of ε
and the terms in the expansion (2.4.2). However, if the modulated Fourier expansion
methods are applied to the problem (2.1.3), they are usually asymptotic preserving
methods instead of uniformly accurate methods. In addition, the errors depend on
time step, ε and the number of terms used in the expansion. If high accuracy is
needed, one needs to use many terms in the expansion and thus they might be expen-
sive. (iv) Our MTIs work for the regimes when ε is small, large and intermediate;
where the modulated Fourier expansion methods only work for the regime when ε is
small.
2.5.4 Proof of Theorem 2.5.1









(|y˜n(s)|2) y˜n(s) = 0, s > 0,
y˜n(0) = yn, ˙˜yn(0) = y˙n, n = 0, 1, . . . ,
(2.5.31)
and denote two local errors and an error energy as
ηn(s) := y(tn + s)− y˜n(s), η˙n(s) := y˙(tn + s)− ˙˜yn(s), s ≥ 0, (2.5.32)
ξn+1 := y˜n(τ)− yn+1, ξ˙n+1 := ˙˜yn(τ)− y˙n+1, (2.5.33)






|e|2 , ∀ e, e˙ ∈ C. (2.5.34)
Noticing (2.2.6) and using the triangle inequality, we have
ηn(0) = en, η˙n(0) = e˙n, (2.5.35)∣∣en+1∣∣ ≤ |ηn(τ)|+ ∣∣ξn+1∣∣ , ∣∣e˙n+1∣∣ ≤ |η˙n(τ)|+ ∣∣∣ξ˙n+1∣∣∣ . (2.5.36)
Before we present the detailed proof, we first establish the following lemmas.
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Lemma 2.5.1. For any n = 0, 1, . . . , we have








Proof. Noticing (2.5.34), (2.5.36), the above inequality follows by using the Young
inequality.
Let C0 be given in (2.5.24) and define
τ1 := (2C0 + 4)
−1K−11 , with K1 = ‖g(·)‖L∞(0,(2C0+4)2) . (2.5.38)
Lemma 2.5.2. For the problem (2.5.31), if (2.5.26) holds for any fixed n (n =
0, 1, . . . , T
τ
− 1), which will be proved by an induction argument later, then we have
‖y˜n‖L∞(0,τ) ≤ 2C0 + 3 . 1, 0 ≤ τ ≤ τ1. (2.5.39)
Proof. By using the variation-of-constant formula to (2.5.31), we get for 0 ≤ s ≤ τ1









Then the rest of the proof proceeds in the analogous lines as in [102] for nonlinear
dispersive and wave equations by using the bootstrap principle and noticing (2.5.26).
Lemma 2.5.3. Under the same assumption as in Lemma 2.5.2, we have for n =
0, 1, . . . , T
τ
− 1,
E (ηn(τ), η˙n(τ))− E (en, e˙n) . τE (en, e˙n) , 0 ≤ τ ≤ τ1. (2.5.41)







ηn(s) + g˜n(s) = 0, s > 0,
ηn(0) = en, η˙n(0) = e˙n, n = 0, 1, . . . ;
(2.5.42)
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where
g˜n(s) = g
(|y(tn + s)|2) y(tn + s)− g (|y˜n(s)|2) y˜n(s). (2.5.43)
By using the variation-of-constant formula and the triangle inequality, we get
|ηn(τ)| ≤
∣∣∣∣cos(ωτ)en + sin(ωτ)ω e˙n
∣∣∣∣+ ∫ τ
0
∣∣∣∣sin(ω(τ − s))ε2ω g˜n(s)
∣∣∣∣ ds,
|η˙n(τ)| ≤ |−ω sin(ωτ)en + cos(ωτ)e˙n|+
∫ τ
0
∣∣∣∣cos(ω(τ − s))ε2 g˜n(s)
∣∣∣∣ ds. (2.5.44)
From (2.5.34) with e = en and e˙ = e˙n, we have





) ∣∣∣∣cos(ωτ)en + sin(ωτ)ω e˙n
∣∣∣∣2 .
From (2.5.44) and (2.5.34), noticing the above equality and using the Young in-
equality, we get














Noticing (2.5.24) and (2.5.39), we have
|g˜n(s)| . |ηn(s)| , 0 ≤ s ≤ τ ≤ τ1. (2.5.46)
Plugging (2.5.46) into (2.5.45), noticing (2.5.34) and using the Ho¨lder inequality, we
get

















E (ηn(s), η˙n(s)) ds, 0 ≤ τ ≤ τ1.
Then the estimate (2.5.41) can be obtained by applying the Gronwall inequality.
Lemma 2.5.4. (A prior estimate of MDFA) Let zn±(s) and r
n(s) be the solution
of the MDFA (2.4.20) under the initial conditions (2.4.18) with zn±(0) = z
(0)
± and
r˙n(0) = r˙(0) defined in (2.5.17). Under the same assumption as in Lemma 2.5.2,
there exists a constant τ2 > 0, independent of ε and n, such that for 0 < τ ≤ τ2 and
all n = 0, 1, . . . , T
τ
− 1,∥∥∥∥ dmdtm zn±
∥∥∥∥
L∞(0,τ)




. 1, l = 0, 1, 2.
(2.5.48)
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Proof. From (2.4.18), noticing (2.5.26), (2.5.17) and (2.5.2), we obtain∣∣∣z(0)± ∣∣∣ . 1, ∣∣∣z˙(0)± ∣∣∣ . 1, ∥∥∥∥ dmdtm zn±
∥∥∥∥
L∞(0,∞)
. 1, m = 0, 1, 2, 3. (2.5.49)
To estimate rn(s) in (2.4.20), using the variation-of-constant formula, noting (2.5.17),






























dθ, s ≥ 0.
(2.5.51)





ε4ω2 − (2k + 1)2
[














= O(1), k = 1, 2, . . . , p. (2.5.54)
Plugging (2.5.54) into (2.5.51), noticing (2.5.53), (2.5.11), (2.4.14) and (2.5.49), we
















ε2 ds = ε2(1 + s), s ≥ 0. (2.5.55)





ε2|un(θ)|+ |hn(θ)|] dθ . ε2s+ ∫ s
0
|hn(θ)| dθ. (2.5.56)
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Plugging (2.5.55), (2.5.52) and (2.5.56) into (2.5.50), we have
|rn(s)| . ε2(1 + s) +
∫ s
0
∣∣h (zn+(θ), zn−(θ), rn(θ); θ)∣∣ dθ, s ≥ 0. (2.5.57)
By using the bootstrap argument to (2.5.57) [102], noting (2.5.49) and (2.4.15),
there exists a constant τ2 > 0 independent of ε and n, such that for 0 < τ ≤ τ2 and
all n = 0, 1, . . . , T
τ
− 1,
‖rn‖L∞(0,τ) . ε2, ‖r˙n‖L∞(0,τ) . 1, ‖r¨n‖L∞(0,τ) . ε−2. (2.5.58)
The proof is completed by combining (2.5.49) and (2.5.58).
Lemma 2.5.5. (Estimate on local error ξn+1) Under the same assumption as in
Lemma 2.5.2, for any n = 0, 1, . . . , T
τ













. τ 2ε2, 0 ≤ τ ≤ τ2. (2.5.59)







where zn±(τ) and r
n(τ) are defined as (2.5.3) and (2.5.9), respectively with φn1 = y
n
and φn2 = ε












= rn(τ)− rn+1 = J n +
p∑
k=1
[Ink,+ + Ink,−] , (2.5.61)
where
J n := τ sin(ωτ)
2ω
u(0)− Jn, Ink,± := pkg(0)k,±+ qkg˙(0)k,±− Ink,±, k = 1, . . . , p. (2.5.62)
From (2.5.62), noting (2.5.10) and (2.5.14) where the Gautschi type or trapezoidal
quadrature was used to approximate integrals and using the Taylor expansion, we
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∣∣∣∣ . ∫ τ
0
θ2dθ . τ 3, (2.5.63)
where 0 ≤ t(θ) ≤ τ . In addition, similar to (2.5.55) by using integration by parts,







∣∣∣∣ . τ 2ε2, 0 < τ ≤ τ2. (2.5.64)
Similarly, we can get two independent bounds for J n as
|J n| . τ
3
ε2
, |J n| . τε2, 0 < τ ≤ τ2. (2.5.65)
From (2.5.61), noting (2.5.63), (2.5.64) and (2.5.65), we get two independent bounds






∣∣ξn+1∣∣ . ε2τ + τ 2ε2 . τε2, 0 < τ ≤ τ2. (2.5.66)
Similar to the above, we can obtain two independent bounds for ξ˙n+1 as∣∣∣ξ˙n+1∣∣∣ . τ 3
ε4
,
∣∣∣ξ˙n+1∣∣∣ . τ, 0 < τ ≤ τ2. (2.5.67)
Then (2.5.59) is a combination of (2.5.66) and (2.5.67) by noting (2.5.34).
Combining Lemmas 5.2.1, 2.5.2, 2.5.3 and 2.5.5, we can prove the Theorem 2.5.1.
Proof of Theorem 2.5.1 The proof proceeds by using the energy method with the
help of the method of mathematical induction for establishing uniform boundedness
of yn and y˙n [5, 7, 10]. Since e0 = 0 and e˙0 = 0, y0 = y(0) and y˙0 = y˙(0), noting
(2.5.24), we can get that (2.5.25)-(2.5.26) hold for n = 0.
Now assuming that (2.5.25)-(2.5.26) are valid for all 0 ≤ n ≤ m− 1 ≤ T
τ
− 1, we
need to show they are still valid for n = m. From Lemmas 5.2.1 and 2.5.3, we have






, 0 < τ ≤ τ1. (2.5.68)
Summing the above inequality for n = 0, 1, . . . ,m − 1, noticing E (e0, e˙0) = 0, we
obtain
E (em, e˙m) . τ
m−1∑
l=1
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Applying the discrete Gronwall inequality to (2.5.69), we get









Plugging (2.5.59) into (2.5.70), we get two independent bounds as







, E (em, e˙m) . T
τ 2
τ 2ε2 . ε2, 0 < τ ≤ min{τ1, τ2}.
(2.5.71)
Combing (2.5.71) and (2.5.34), we get
|em| ≤ ε
√
E (em, e˙m) . τ
2
ε2
, |em| . ε2,
ε2|e˙m| ≤ ε
√
E (em, e˙m) . τ
2
ε2
, ε2|e˙m| . ε2,
which immediately imply that (2.5.25) is valid for n = m. In addition, we have
[34,68]







. τ, ε2 |y˙m| −C0 ≤ ε2 |e˙m| . τ. (2.5.72)
Thus there exists a τ3 > 0 independent of ε and m, such that
|ym| ≤ C0 + 1, |y˙m| ≤ C0 + 1
ε2
.
Thus (2.5.26) is valid for n = m. By the method of mathematical induction, the
proof is completed if we choose τ0 = min {τ1, τ2, τ3}.
2.5.5 Proof of Theorem 2.5.2
The proof is quite similar to that of Theorem 2.5.1. Following the same notations
introduced before, let yn and y˙n in (2.5.31) be obtained by the method MTI-F and
assume (2.5.29) holds, then the regularity and stability results, i.e., Lemmas 5.2.1-
2.5.3, for the auxiliary problem (2.5.31) still hold.
Lemma 2.5.6. (A prior estimate of MDF) Let zn±(s) and r
n(s) be the solution of the
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and r˙n(0) = r˙(0) defined in (2.5.17). Under the assumption (2.5.29), there exists
a constant τ4 > 0 independent of ε and n, such that for 0 < τ ≤ τ4 and all n =
0, 1, . . . , T
τ











. 1, m = 0, 1, 2.
(2.5.73)
Proof. For the estimates on zn±(s), we refer the readers to [5, Appendix] and omit the
details here for brevity. For the estimates on rn(s), we can have a similar variation-
of-constant formula as (2.5.50) but without the term un defined in Jn(s). Then the
rest part of the proof can be done in the same manner as Lemma 2.5.4.
Lemma 2.5.7. (Estimate on local error ξn+1) Under the same assumption as in
Lemma 2.5.2 and assume (2.5.29) holds, for any n = 0, 1, . . . , T
τ
















+ τ 2ε2, 0 < τ ≤ τ4. (2.5.74)
Proof. Again, similar to Sections 2&3, we can solve the problem (2.5.31) analytically
via MDF and obtain that y˜n(τ) satisfies (2.5.60) with zn±(τ) and r
n(τ) defined as
(2.5.18) and (2.5.5) with un = 0, respectively with φn1 = y
n and φn2 = ε
2y˙n in
(2.4.10). Plugging (2.5.60) and (2.5.15) into (2.5.33), using the triangle inequality,
we get
|ξn+1| =
∣∣∣eiτ/ε2 (zn+(τ)− zn+1+ )+ e−iτ/ε2 (zn−(τ)− zn+1− )+ rn(τ)− rn+1∣∣∣
≤ ∣∣zn+(τ)− zn+1+ ∣∣+ ∣∣zn−(τ)− zn+1− ∣∣+ ∣∣rn(τ)− rn+1∣∣ . (2.5.75)
Similar to the proof in Lemma 2.5.5, we obtain the following two independent bounds∣∣rn(τ)− rn+1∣∣ . τ 3
ε2
,
∣∣rn(τ)− rn+1∣∣ . τε2, 0 < τ ≤ τ4. (2.5.76)
Subtracting zn+1± in (2.5.23) from (2.5.20), using the Taylor expansion, and noting
(2.5.19), (2.4.19) and (2.5.73), we get∣∣zn±(τ)− zn+1± ∣∣ = 12
∣∣∣∣∫ τ
0
θ2b(τ − θ)f¨n± (t(θ)) dθ
∣∣∣∣ . ∫ τ
0
θ2 dθ . τ 3, (2.5.77)
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where 0 ≤ t(θ) ≤ τ . Inserting (2.5.77) and (2.5.76) into (2.5.75), we obtain two
independent bounds for ξn+1 as∣∣ξn+1∣∣ . τ 3
ε2
,
∣∣ξn+1∣∣ . τ 3 + τε2, 0 < τ ≤ τ4. (2.5.78)
Similarly, we can get two independent bounds for ξ˙n+1 as∣∣∣ξ˙n+1∣∣∣ . τ 3
ε4
,
∣∣∣ξ˙n+1∣∣∣ . τ 3 + τε2
ε2
, 0 < τ ≤ τ4. (2.5.79)
Then (4.4.37) is a combination of (2.5.78) and (2.5.79) by noting (2.5.34).
Combining Lemmas 5.2.1, 2.5.2, 2.5.3 and 2.5.7, we can prove the Theorem 2.5.2.
Proof of Theorem 2.5.2 The argument proceeds in analogous lines as for the Theorem
2.5.1 and we omit the details here for brevity.
2.6 Multiscale time integrators for general non-
linearity
In this section, based on the MDFA (2.4.16) or MDF (2.4.5) for a general gauge
invariant nonlinearity f(y) in (2.1.3), we propose two multiscale time integrators
(MTIs) for solving (2.1.3). We will adopt the notations introduced in Section 2.5.
2.6.1 A MTI based on MDFA
Based on the MDFA (2.4.16), we propose a MTI.
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For the third equation in (2.4.16), we apply the EWI to solve it. Using the







sin (ω(τ − θ))
ε2ω
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cos (ω(τ − θ))
ε2
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To have an explicit integrator and achieve uniform error bounds, we approximate
the two integral terms in (2.6.4) by quadratures intended to preserve different scales
produced by the two integrands. In order to do so, due to that fnr (0) 6= 0, we












fnr (0), 0 ≤ θ ≤ τ. (2.6.5)
In addition, differentiating the first two equations in (2.4.16) with respect to s and




































































[cos(ωτ)un(0) + un(τ)] + γ2f
n
r (0) + γ3f
n
r (τ), (2.6.8)





























un(τ)− γ2fnr (0)− γ3fnr (τ),
(2.6.9)
where







Following the same notations introduced in Subsection 2.5.1, choosing y0 =
y(0) = φ1 and y˙
0 = y˙(0) = ε−2φ2, for n = 0, 1, . . . , yn+1 and y˙n+1 are updated in






















































un+1 − γ2fr(z(0)+ , z(0)− , r(0); 0)
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Remark 2.6.1. As it can be seen from the above integrators, one needs to evaluate
functions fn± and f˙
n
± in the scheme. In fact, these functions are given in the integral
forms as (2.4.6). In practice, if explicit formulas are not available, they can be
computed numerically via the following composite trapezoidal rule








, z+, z− ∈ C,





in (2.4.6) is a periodic function with period T = 2pi,
thus it is spectrally accurate to approximate the integrals in (2.4.6) via the composite
trapezoidal rule!
2.6.2 Another MTI based on MDF
Based on the MDF (2.4.5), we propose another MTI as follows.
For the first two equations in (2.4.11), the integrator follows (2.5.18)-(2.5.22)
totally. As for the approximations to rn(τ) and r˙n(τ), we follow the EWIs (2.6.4)-
(2.6.8) by setting un = 0.
Detailed numerical scheme
Following the same notations introduced in subsection 2.5.1, choosing y0 =
y(0) = φ1 and y˙
0 = y˙(0) = ε−2φ2, for n = 0, 1, . . . , yn+1 and y˙n+1 are updated
































2.7 Numerical results and comparisons
In this section, we present numerical comparison results between the proposed
MTIs including MTI-FA and MTI-F, EWIs including EWI-G, EWI-D, EWI-F1
and EWI-F2, and classical finite difference integrators including CNFD, SIFD and
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EXFD. We will compare their accuracy for fixed ε = O(1) and their meshing strat-
egy (or ε-resolution) in the parameter regime when 0 < ε  1. To quantify the
convergence, we introduce two error functions:
eε,τ (T ) :=
∣∣y(T )− yM ∣∣ , eτ∞(T ) := max
ε
{eε,τ (T )} , (2.7.1)
where T = tM with tM = Mτ .
2.7.1 For power nonlinearity
Accuracy and meshing strategy
The nonlinearity in the problem (2.1.3) is taken as the pure power nonlinearity
(2.1.4) with coefficients and initial conditions chosen as
α = 2, g
(|y|2) = |y|2, φ1 = 1, φ2 = 1. (2.7.2)
Since the analytical solution to this problem is not available, the ‘exact’ solution is
obtained numerically by the MTI-FA (2.5.15) with (2.5.16) under a very small time
step τ = 10−6.
Tab. 2.1 lists the errors of the method MTI-FA (2.5.15) with (2.5.16) under
different ε and τ , and Tab. 2.2 shows similar results for the method MTI-F (2.5.15)
with (2.5.23). For comparisons, Tab. 2.3 shows the errors of EWI-G (2.3.3) and
EWI-D (2.3.5), Tab. 2.5 shows the errors of EWI-F1 (2.3.8) and EWI-F2 (2.3.9),
and Tab. 2.7 shows the errors of CNFD (2.2.1), SIFD (2.2.2) and EXFD (2.2.3).
Based on Tabs. 2.1-2.9 and additional results not shown here for brevity, the
following observations can be drawn:
1) For any fixed ε under 0 < ε ≤ 1, when τ is sufficiently small, e.g. τ . ε2,
all the numerical methods are second-order accurate (cf. each row in the upper
triangle of the tables). When ε = O(1), e.g. ε = 0.5, the errors are in the same
magnitude for all the numerical methods under fixed τ (cf. first row in the tables);
on the contrary, when ε is small, under fixed τ small enough, the errors in MTI-FA
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Table 2.1: Error analysis of MTI-FA: eε,τ (T ) and eτ∞(T ) with T = 4 and convergence















ε0 = 0.5 5.71E –1 5.28E –2 3.40E –3 2.14E –4 1.34E –5 8.36E –7 5.21E –8
rate — 1.72 1.98 2.00 2.00 2.00 2.00
ε0/2
1 3.14E –1 5.56E –2 5.70E –3 3.51E –4 2.17E –5 1.35E –6 8.43E –8
rate — 1.25 1.64 2.01 2.01 2.00 2.00
ε0/2
2 1.59E –1 1.53E –1 4.58E –2 2.80E –3 1.56E –4 9.36E –6 5.79E –7
rate — 0.03 0.87 2.02 2.08 2.03 2.01
ε0/2
3 5.90E –3 1.59E –2 1.25E –2 5.90E –3 2.51E –4 1.16E –5 6.58E –7
rate — -0.72 0.17 0.54 2.28 2.22 2.07
ε0/2
4 6.70E –3 5.40E –3 8.60E –3 7.30E –3 2.60E –3 1.33E –4 6.82E –6
rate — 0.16 0.34 0.12 0.74 2.14 2.14
ε0/2
5 1.10E –3 1.00E –3 6.36E –4 1.30E –3 1.30E –3 2.77E –4 2.06E –5
rate — 0.07 0.33 -0.52 0.00 1.12 1.87
ε0/2
6 5.96E –4 2.18E –5 5.96E –4 4.10E –4 5.97E –4 5.18E –4 1.78E –4
rate — 2.39 -2.39 0.27 -0.27 0.10 0.77
ε0/2
8 6.51E –6 7.14E –6 1.04E –5 7.48E –6 7.00E –6 3.48E –6 1.03E –5
rate — -0.07 -0.27 0.24 0.05 0.50 0.78
ε0/2
10 2.32E –7 4.85E –7 2.66E –7 2.79E –6 2.52E –6 5.01E –8 2.66E –6
rate — -0.53 0.43 -1.70 0.07 2.83 -2.87
ε0/2
12 9.87E –8 4.34E –8 6.68E –8 2.33E –8 7.56E –8 1.19E –7 1.12E –7
rate — 0.59 -0.31 0.76 -0.85 -0.33 0.04
ε0/2
14 3.38E –8 3.77E –8 3.84E –8 3.55E –8 3.49E –8 3.45E –8 3.43E –8
rate — -0.08 -0.01 0.06 0.01 0.01 0.01
eτ∞(T ) 5.71E –1 1.53E –1 4.58E –2 7.30E –3 2.60E –3 5.18E –4 1.78E –4
rate — 0.95 0.87 1.32 0.74 1.16 0.77
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and MTI-F are several order smaller in magnitude than those in EWI-G, EWI-D,
EWI-F1 and EWI-F2, and the errors in EWI-G, EWI-D, EWI-F1 and EWI-F2 are
a few order smaller in magnitude than those in CNFD, SIFD and EXFD (cf. right
bottom parts in the upper triangle of the tables).
2) Both MTI-FA and MTI-F are uniformly accurate for 0 < ε ≤ 1 and converge
linearly in τ (cf. last row in Tabs. 2.1&2.2). In addition, for fixed τ , when 0 < ε 1,
MTI-FA converges quadratically in term of ε (cf. each column in the lower triangle
of Tab. 2.1); MTI-F is uniformly bounded (cf. each column in the lower triangle of
Tab. 2.2). These results confirm our analytical results in (2.5.26), (2.5.27), (2.5.29)
and (2.5.30). EWI-G, EWI-D, EWI-F1, EWI-F2, CNFD, SIFD and EXFD are not
uniformly accurate for 0 < ε ≤ 1 (cf. each column in Tabs. 2.3&2.5). In fact, for
fixed τ small enough, when ε decreases, the errors for EWI-G, EWI-D, EWI-F1 and
EWI-F2 increase in term of ε−4 (cf. last row in Tab. 2.3), and resp., for CNFD,
SIFD and EXFD in term of ε−6 (cf. last row in Tab. 2.5). These results confirm
our analytical results in (2.2.8) and (2.3.11).
3) In summary, when ε = O(1), all the methods perform the same in term of
accuracy, however, EXFD is the simplest and cheapest one in term of computational
cost. On the contrary, when 0 < ε < 1, especially 0 < ε  1, both MTI-FA and
MTI-F perform much better than the other classical methods. In fact, in order to
compute ‘correct’ numerical solution, in the regime of 0 < ε  1, the ε-scalability
(or meshing stragety) for MTI-FA and MTI-F is: τ = O(1) which is independent
of ε, while EWI-G, EWI-D, EWI-F1 and EWI-F2 need to choose τ = O(ε2) and
CNFD, SIFD and EXFD need to choose τ = O(ε3).
Energy comparisons
With the setup (2.7.2) and ε = 0.2 in (2.1.3), we test the energy behavior of the
nonconservative numerical integrators. We compute the error between the numerical
energy En:






|yn|2 + F (|yn|2) ,
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and the exact energy E(0) = E(t) (2.1.5) over a time interval t ∈ [0, 80]. The
energy errors |En − E(0)| of methods: SIFD and EWI-G under different step size
are shown in Fig. 2.2, and that of MTI-F and MTI-FA is shown in Fig. 2.3. The
corresponding results of other EWIs are similar to EWI-G. Comparisons between
each method on the maximum energy error eE(t) := max
0≤tn≤t
{|En −E(0)|} are shown
in Fig. 2.4. From the numerical results, we can see that: 1) the numerical energy
of SIFD and EWIs is rapid bounded fluctuation from the exact energy, while that
of MTI-F and MTI-FA is approximately linearly growing. 2) at early time of the
computing, MTIs has much smaller maximum energy error than others. 3) until
t = 80, the maximum energy error of the MTIs is still below that of the EWIs, and
both of them are much smaller than SIFD.
An ODE system numerical example
Here we provide a numerical example, which is very similar to the famous Fermi-
Pasta-Ulam problem in literatures [55–57, 91], for the proposed MTIs to solve the
high oscillatory ODE system (2.1.1) with
















The errors eε,τ (T ) := max{|yn1 − y1(T )|, |yn2 − y2(T )|, |yn2 − y2(T )|} of MTI-FA and
MTI-F at T = 1 are shown in Tab. 2.10.
2.7.2 For general gauge invariant nonlinearity
The nonlinearity and initial conditions in the problem (2.1.3) are chosen as
α = 3, f(y) = sin2(|y|2)y, φ1 = 1, φ2 = 1.
Again, the ‘exact’ solution is obtained numerically by the MTI-FA (2.5.15) with
(2.6.10) and (2.6.11) under a very small time step.
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Figure 2.2: Energy error |En−E(0)| of SIFD and EWI-G for different τ during the
computing under ε = 0.2.
Tab. 2.11 shows the errors of the method MTI-FA (2.5.15) with (2.6.10) and
(2.6.11) under different ε and τ , and Tab. 2.12 lists similar results for the method
MTI-F (2.5.15) with (2.6.12). The results for EWI-G, EWI-D, EWI-F1, EWI-F2,
CNFD, SIFD and EXFD are similar to the previous subsection and they are omitted
here for brevity.
From Tabs. 2.11&2.12 and additional results not shown here for brevity, again
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Figure 2.3: Energy error |En − E(0)| of MTI-F and MTI-FA for different τ during
the computing under ε = 0.2.















Figure 2.4: Maximum energy error eE(t) := max
0≤tn≤t
{|En − E(0)|} of SIFD, EWI-G,
MTI-F and MTI-FA under τ = 1E − 3 and ε = 0.2.
we can see that both MTI-FA and MTI-F are uniformly accurate for 0 < ε ≤ 1,
especially when 0 < ε  1. In addition, the results suggest the following two
independent error bounds for both MTI-FA and MTI-F under a general nonlinearity
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Figure 2.5: Solution of the HODE system (2.7.3) with ε = 0.05.
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in (2.1.3)
|en|+ ε2|e˙n| . τ
2
ε2
, |en|+ ε2|e˙n| . τ 2 + ε2, 0 < τ ≤ τ0.
Rigorous justification for the above observation is going to be the future study.
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Table 2.2: Error analysis of MTI-F: eε,τ (T ) and eτ∞(T ) with T = 4 and convergence
rate.







ε0 = 0.5 5.33E –1 4.05E –2 2.80E –3 1.84E –4 1.16E –5 7.27E –7 4.53E –8
rate — 1.86 1.93 1.96 1.99 2.00 2.00
ε0/2 3.71E –1 5.54E –2 5.60E –3 3.48E –4 2.16E –5 1.34E –6 8.38E –8
rate — 1.37 1.65 2.00 2.01 2.00 2.00
ε0/2
2 2.78E –1 1.60E –1 4.51E –2 2.80E –3 1.55E –4 9.35E –6 5.79E –7
rate — 0.40 0.91 2.00 2.09 2.03 2.01
ε0/2
3 4.95E –2 1.68E –2 1.20E –2 5.80E –3 2.50E –4 1.16E –5 6.57E –7
rate — 0.78 0.24 0.52 2.27 2.22 2.07
ε0/2
4 1.07E –1 9.20E –3 8.70E –3 7.30E –3 2.60E –3 1.33E –4 6.82E –6
rate — 1.77 0.04 0.13 0.87 2.14 2.14
ε0/2
5 6.15E –2 3.90E –3 8.00E –4 1.40E –3 1.30E –3 2.76E –4 2.06E –5
rate — 1.99 1.14 -0.40 0.05 1.12 1.87
ε0/2
6 1.14E –1 4.80E –3 8.54E –4 4.24E –4 5.97E –4 5.18E –4 1.78E –4
rate — 2.28 1.25 0.50 -0.25 0.10 0.77
ε0/2
8 2.60E –2 1.40E –3 9.98E –5 1.31E –5 7.36E –6 3.50E –6 1.03E –5
rate — 2.11 1.91 1.47 0.41 0.54 -0.78
ε0/2
10 1.23E –1 5.30E –3 2.91E –4 2.04E –5 3.61E –6 1.20E –7 2.67E –6
rate — 2.27 2.09 1.92 1.25 2.45 -2.24
ε0/2
12 1.35E –1 6.00E –3 3.41E –4 2.08E –5 1.25E –6 2.36E –7 1.53E –7
rate — 2.24 2.07 2.02 2.03 1.20 0.31
ε0/2
14 4.57E –2 2.30E –3 1.36E –4 8.28E –6 3.27E –7 1.67E –7 1.97E –7
rate — 2.15 2.04 2.02 2.32 0.49 -0.12
eτ∞(T ) 5.33E –1 1.60E –1 4.51E –2 7.30E –3 2.60E –3 5.18E –4 1.78E –4
rate — 0.87 0.91 1.31 0.74 1.16 0.77
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Table 2.3: Error analysis of EWI-G: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 1.09E –2 1.59E –3 1.01E –4 6.36E –6 3.97E –7 2.44E –8
rate — 1.39 1.98 2.00 2.00 2.01
ε0/2 2.34E+0 2.74E –2 1.75E –3 1.10E –4 6.86E –6 4.29E –7
rate — 3.21 1.98 2.00 2.00 2.00
ε0/2
2 9.65E –1 9.87E –1 6.50E –2 3.90E –3 2.43E –4 1.52E –5
rate — -0.02 1.96 2.03 2.00 2.00
ε0/2
3 3.06E –1 1.90E –1 2.68E+0 2.20E –2 1.18E –3 7.33E –5
rate — 0.34 1.91 3.46 2.11 2.01
ε0/2
4 2.73E –1 3.01E –1 3.05E –1 2.41E+0 5.40E –2 3.08E –3
rate — -0.07 0.01 -1.49 2.74 2.07
ε0/2
6 2.03E+0 2.06E+0 1.95E+0 2.09E+0 2.09E+0 3.56E –1
rate — -0.01 0.04 -0.05 0.00 1.28
ε0/2
8 2.66E+0 2.66E+0 2.68E+0 2.65E+0 2.71E+0 2.63E+0
rate — 0.00 -0.01 0.01 -0.02 0.02
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Table 2.4: Error analysis of EWI-D: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 1.02E –1 5.97E –3 3.66E –4 2.29E –5 1.43E –6 9.05E –8
rate — 2.05 2.01 2.00 2.00 1.99
ε0/2 7.61E –2 3.25E –2 1.52E –3 9.37E –5 5.85E –6 3.66E –7
rate — 0.61 2.21 2.01 2.00 2.00
ε0/2
2 5.66E –1 6.04E –1 2.19E –2 1.19E –3 7.36E –5 4.60E –6
rate — -0.05 2.39 2.10 2.01 2.00
ε0/2
3 1.10E –1 2.83E –1 2.96E –1 2.56E –3 1.41E –4 8.76E –6
rate — 0.68 -0.03 3.43 2.09 2.00
ε0/2
4 3.78E –1 5.85E –2 1.52E –1 1.57E –1 1.16E –3 6.47E –5
rate — 1.35 0.69 -0.02 3.54 2.08
ε0/2
6 1.03E+0 2.09E –1 5.92E –2 5.74E –3 1.17E –2 1.20E –2
rate — 1.15 0.91 1.68 -1.17 -0.02
ε0/2
8 1.39E –1 1.32E –2 7.17E –3 1.92E –3 6.57E –4 6.80E –5
rate — 1.70 0.44 0.95 0.77 1.64
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Table 2.5: Error analysis of EWI-F1: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 9.73E –1 6.98E –2 4.40E –3 2.72E –4 1.70E –5 1.01E –6
rate — 1.90 2.00 2.00 2.00 2.04
ε0/2 1.70E+0 1.30E –1 4.87E –2 3.20E –3 2.03E –4 1.26E –5
rate — 1.85 0.71 1.96 1.99 2.00
ε0/2
2 3.49E –1 3.49E –1 9.81E –1 1.01E –1 6.40E –3 4.02E –4
rate — 0.00 -0.74 1.64 1.99 2.00
ε0/2
3 2.76E+0 2.76E+0 2.76E+0 1.01E+0 3.33E –2 1.90E –3
rate — 0.00 0.00 0.73 2.46 2.08
ε0/2
4 2.26E+0 2.26E+0 2.26E+0 2.26E+0 1.35E+0 7.63E –2
rate — 0.00 0.00 0.00 0.37 2.07
ε0/2
6 2.04E+0 2.04E+0 2.04E+0 2.04E+0 2.04E+0 2.04E+0
rate — 0.00 0.00 0.00 0.00 0.00
ε0/2
8 2.66E+0 2.66E+0 2.66E+0 2.66E+0 2.66E+0 2.66E+0
rate — 0.00 0.00 0.00 0.00 0.00
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Table 2.6: Error analysis of EWI-F2: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 2.18E –1 1.30E –2 8.15E –4 5.09E –5 3.13E –6 1.44E –7
rate — 2.03 2.00 2.00 2.01 2.21
ε0/2 2.00E+0 1.54E –1 1.17E –2 7.41E –4 4.63E –5 2.81E –6
rate — 1.85 1.86 1.99 2.00 2.02
ε0/2
2 2.12E –1 4.99E –1 3.68E –1 2.48E –2 1.60E –3 9.66E –5
rate — -0.62 0.22 1.95 2.00 2.02
ε0/2
3 2.77E+0 2.77E+0 2.75E+0 1.74E –1 7.50E –3 4.55E –4
rate — 0.00 0.00 1.99 2.26 2.02
ε0/2
4 2.25E+0 2.30E+0 2.30E+0 2.21E+0 3.32E –1 1.86E –2
rate — -0.01 0.00 0.03 1.37 2.08
ε0/2
6 2.04E+0 2.04E+0 2.03E+0 2.08E+0 2.09E+0 1.99E+0
rate — 0.00 0.00 -0.01 0.00 0.03
ε0/2
8 2.66E+0 2.66E+0 2.66E+0 2.66E+0 2.67E+0 2.63E+0
rate — 0.00 0.00 0.00 0.00 0.01
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Table 2.7: Error analysis of CNFD : eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 3.24E –1 4.49E –1 2.75E –2 1.71E –3 1.07E –4 6.69E –6
rate — -0.24 2.01 2.00 2.00 2.00
ε0/2 1.75E+0 2.42E+0 1.90E –1 3.41E –2 2.21E –3 1.38E –4
rate — -0.23 1.84 1.24 1.97 2.00
ε0/2
2 1.05E+0 1.50E+0 5.02E –1 3.54E –1 1.94E –1 1.24E –2
rate — -0.26 0.79 0.25 0.43 1.98
ε0/2
3 3.78E –1 1.78E+0 3.71E –1 2.69E+0 2.60E+0 3.93E –1
rate — 1.11 1.13 1.43 0.02 1.36
ε0/2
4 6.49E –2 1.51E –1 1.05E+0 7.87E –1 5.36E –2 2.48E+0
rate — 0.61 -1.40 0.21 1.94 -2.76
ε0/2
6 1.95E+0 1.95E+0 1.97E+0 3.55E –1 2.46E+0 1.25E+0
rate — 0.00 -0.01 1.24 -1.40 0.49
ε0/2
8 3.63E –1 3.64E –1 3.64E –1 3.63E –1 5.75E –2 2.49E+0
rate — 0.00 0.00 0.00 1.33 -2.72
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Table 2.8: Error analysis of SIFD: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 7.61E –1 2.88E –1 1.76E –2 1.09E –3 6.83E –5 4.27E –6
rate — 0.70 2.02 2.00 2.00 2.00
ε0/2 2.32E –1 1.25E+0 2.13E –1 2.82E –2 1.82E –3 1.14E –4
rate — -1.21 1.28 1.46 1.98 2.00
ε0/2
2 1.61E+0 1.15E+0 1.73E+0 5.08E –1 1.83E –1 1.17E –2
rate — 0.24 -0.29 0.88 0.74 1.98
ε0/2
3 2.42E –1 6.85E –1 5.05E –1 2.21E+0 2.50E+0 3.85E –1
rate — -0.75 0.22 -1.06 -0.09 1.35
ε0/2
4 1.13E –1 4.44E –2 1.91E+0 3.28E –1 1.58E+0 2.48E+0
rate — 0.67 -2.71 1.27 -1.13 -0.33
ε0/2
6 1.95E+0 1.95E+0 1.92E+0 6.89E –1 2.05E+0 6.26E –1
rate — 0.00 0.01 0.74 -0.78 0.86
ε0/2
8 3.63E –1 3.63E –1 3.65E –1 3.63E –1 9.42E –2 2.70E+0
rate — 0.00 -0.01 0.01 0.97 -2.42
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Table 2.9: Error analysis of EXFD: eε,τ (T ) with T = 4 and convergence rate.






ε0 = 0.5 8.84E –1 7.52E –2 4.66E –3 2.90E –4 1.81E –5 1.13E –6
rate — 1.78 2.01 2.00 2.00 2.00
ε0/2 unstable 2.51E+0 1.15E –1 6.49E –3 4.03E –4 2.51E –5
rate — — 2.22 2.07 2.01 2.00
ε0/2
2 unstable unstable 1.76E+0 6.36E –1 3.87E –2 2.41E –3
rate — — — 0.73 2.02 2.00
ε0/2
3 unstable unstable unstable 1.34E+0 1.23E+0 3.25E –2
rate — — — — 0.06 2.62
ε0/2
4 unstable unstable unstable unstable 9.96E –1 3.37E –1
rate — — — — — 0.78
ε0/2
6 unstable unstable unstable unstable unstable unstable
rate — — — — — —
ε0/2
8 unstable unstable unstable unstable unstable unstable
rate — — — — — —
Table 2.10: Error of MTI-FA and MTI-F for HODE system: eε,τ (T ) with T = 1.
MTI-FA τ0 = 0.1 τ0/2 τ0/4 τ0/8 τ0/16
ε0 = 5 ∗ 10−1 4.21E-02 1.22E-02 3.20E-03 8.13E-04 2.05E-04
ε0 = 5 ∗ 10−2 2.50E-03 1.10E-03 4.70E-03 4.31E-04 3.70E-03
ε0 = 5 ∗ 10−3 8.35E-06 2.27E-05 1.43E-06 2.79E-05 2.47E-05
ε0 = 5 ∗ 10−4 8.63E-07 8.98E-07 9.13E-07 1.15E-07 1.60E-07
MTI-FA τ0 = 0.1 τ0/2 τ0/4 τ0/8 τ0/16
ε0 = 5 ∗ 10−1 4.01E-02 1.12E-02 2.90E-03 7.51E-04 1.90E-04
ε0 = 5 ∗ 10−2 8.00E-03 2.20E-03 5.00E-03 4.69E-04 3.70E-03
ε0 = 5 ∗ 10−3 5.00E-03 1.10E-03 2.83E-04 9.71E-05 7.59E-06
ε0 = 5 ∗ 10−4 3.10E-03 6.94E-04 1.63E-04 3.94E-05 9.51E-06
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Table 2.11: Error analysis of MTI-FA for general nonlinearity: eε,τ (T ) with T = 1.







ε0 = 1 1.97E –2 1.22E –3 7.35E –5 4.54E –6 2.83E –7 1.78E –8 1.25E –9
ε0/2 6.92E –3 1.34E –3 7.42E –5 4.43E –6 2.73E –7 1.71E –8 1.19E –9
ε0/2
2 1.61E –4 4.01E –4 4.04E –4 2.63E –5 1.66E –6 1.04E –7 6.53E –9
ε0/2
3 1.21E –2 2.25E –3 5.63E –4 8.47E –5 4.91E –6 3.00E –7 1.84E –8
ε0/2
4 9.04E –3 9.78E –4 1.68E –3 1.50E –3 1.58E –6 5.97E –9 2.37E –9
ε0/2
5 9.27E –3 2.50E –4 6.14E –6 1.62E –3 5.86E –5 7.52E –6 4.87E –7
ε0/2
6 3.96E –3 3.29E –4 8.48E –6 6.34E –7 9.40E –4 1.19E –4 1.91E –6
ε0/2
8 1.89E –3 2.35E –4 2.90E –5 1.41E –7 8.47E –7 3.70E –7 5.17E –5
ε0/2
10 1.27E –2 8.46E –4 5.46E –5 6.29E –6 1.26E –6 1.27E –6 1.08E –6
ε0/2
12 1.59E –4 1.47E –4 1.13E –5 7.51E –7 3.46E –8 9.93E –8 3.49E –8
ε0/2
14 9.89E –3 5.33E –4 3.18E –5 1.96E –6 1.17E –7 1.72E –9 4.97E –9
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Table 2.12: Error analysis of MTI-F for general nonlinearity: eε,τ (T ) with T = 1.







ε0 = 1 5.79E –3 8.19E –4 5.28E –5 3.31E –6 2.07E –7 1.31E –8 9.53E-10
ε0/2 7.54E –3 1.28E –3 6.87E –5 3.93E –6 2.39E –7 1.50E –8 1.05E –9
ε0/2
2 3.05E –2 3.58E –4 3.99E –4 2.61E –5 1.65E –6 1.03E –7 6.48E –9
ε0/2
3 1.19E –2 2.81E –3 4.99E –4 8.07E –5 4.67E –6 2.85E –7 1.75E –8
ε0/2
4 8.83E –3 6.63E –4 1.43E –3 1.49E –3 1.28E –6 2.40E –8 3.48E –9
ε0/2
5 9.52E –3 3.02E –4 8.66E –5 1.54E –3 5.89E –5 7.52E –6 4.87E –7
ε0/2
6 3.76E –3 3.55E –4 4.82E –6 4.65E –6 9.35E –4 1.19E –4 1.91E –6
ε0/2
8 1.89E –3 2.41E –4 2.87E –5 2.55E –7 8.33E –7 3.91E –7 5.17E –5
ε0/2
10 1.27E –2 8.46E –4 5.47E –5 6.33E –6 1.25E –6 1.27E –6 1.08E –6
ε0/2
12 1.59E –4 1.47E –4 1.13E –5 7.51E –7 3.51E –8 9.88E –8 3.53E –8
ε0/2
14 9.89E –3 5.33E –4 3.17E –5 1.95E –6 1.06E –7 9.43E –9 1.62E –8
Chapter3
Classical numerical methods for the
Klein-Gordon equation
3.1 Introduction
This chapter deals with the relativistic Klein-Gordon equation (KGE) in d-
dimensions (d = 1, 2, 3) under a proper non-dimensionlization as stated in Section
1.3.2 as
ε2∂ttu(x, t)−∆u(x, t) + 1
ε2
u(x, t) + f(u(x, t)) = 0, x ∈ Rd, t > 0, (3.1.1a)
with initial conditions:
u(x, 0) = φ1(x), ∂tu(x, 0) =
1
ε2
φ2(x), x ∈ Rd. (3.1.1b)
In this chapter, for simplicity, u = u(x, t) is considered to be a real-valued scalar field,
the dimensionless parameter 0 < ε ≤ 1 is inversely proportional to the speed of light,
φ1 and φ2 are two given real-valued functions independent of ε. f(·) is a real-valued
function independent of ε. Provided that u(·, t) ∈ H1(Rd) and ∂tu(·, t) ∈ L2(Rd),






2 + |∇u(x, t)|2 + 1
ε2










2 + |∇φ1(x)|2 + 1
ε2
(φ1(x))
2 + F (φ1(x))
]
dx := E(0), t ≥ 0,
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with F (u) := 2
∫ u
0
f(ρ) dρ, u ∈ R.
For a fixed ε > 0 in (3.1.1), a surge of analysis and numerics results have been
reported in literatures. For instance, the Cauchy problem was considered in [19,
21, 63, 71, 96]. In particular, global existence of solutions was established in [21] for
F (u) ≥ 0 (defocusing case); and possible blow-up was shown in [19] for F (u) < 0
(focusing case). For other interesting results in this regime, we refer the readers
to [2,80,87,94,98] and references given therein. For the regime 0 < ε 1 in (3.1.1),
which corresponds to the nonrelativistic limit or the speed of light goes to infinity,
analytical results in [10,75–77,81,104] reveal that the solution propagates waves with
wavelength of O(ε2) and O(1) in time and, respectively, in space when 0 < ε  1.
Detailed discussions will be given in the next chapter. The high oscillations in time
make the numerical approximations of the KGE (3.1.1) in the nonrelativistic limit
regime very challenging.
In this chapter, we are going to review and study some popular classical nu-
merical methods which are proposed based on directly discretizing the KGE (3.1.1)
or its equivalent integral form. Special efforts are made to study how the error
bound of the numerical method depends on ε, as 0 < ε  1. By the recent work
in [10], frequently used finite difference time discretization including energy con-
servative type and semi-implicit type finite difference discretizations [1, 38, 74, 99],
and a Gautschi-type exponential wave integrator (EWI) [52, 53, 57, 62] were shown
to have the temporal error bounds as O(ε−6τ 2) and O(ε−4τ 2), respectively. So in
order to guarantee ‘correct’ approximations for ε small, one needs the constraint on
time step τ = O(ε3) for the finite difference methods and τ = O(ε2) for the EWIs,
respectively. A detailed review on these existing results is provided in Section 3.2.
In the rest sections of this chapter, we shall propose and study a time-splitting inte-
grator (or so-called split-step method), coupled with Fourier pseudospectral (TSFP)
discretization in space, for the nonlinear KGE (3.1.1). The time-splitting schemes
for evolution equations can be even dated back to 1970s [60]; however, few results
are available so far when they are applied to the KGE (3.1.1), even with ε = O(1).
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In the literature, although time-splitting schemes are widely used to compute the
solutions to nonlinear Schro¨dinger equation (NLSE) (see, e.g. [6,106]) and especially
successful for the semiclassical NLSE whose solutions exhibit spatial-temporal os-
cillations (see [14, 15]), it dose not give any clue to their performance for KGE in
highly oscillatory regime. The detailed numerical scheme of TSFP is given in Sec-
tion 3.3. A key observation that TSFP is totally equivalent to an exponential wave
integrator with the Deuflhard-type quadrature [36] Fourier pseudospectral method
is pointed in Section 3.4. Thanks to this observation, the rigorous error estimate
of TSFP is established in the relativistic regime, i.e. ε = O(1). Numerical stud-
ies of the TSFP method in various regimes, ranging from the smooth regime for
ε = O(1) to the highly oscillatory regime for 0 < ε  1 are done in Section 3.5,
which gear to suggest that the temporal discretization error bound for TSFP is
O(ε−2τ 2) as 0 < ε  1. Therefore, the time-splitting pseudospectral discretization
offers compelling better approximations over other classical schemes, especially in
the nonrelativistic limit regime.
3.2 Existing numerical methods
In this section, we shall briefly review the existing numerical methods for solving
the KGE which temporally are parallel to those integrators introduced in Sections
2.2 and 2.3 for the highly oscillatory ODEs. For simplicity of notation, the methods
are presented in 1D, and generalization to higher dimensions are straightforward due
to the tensor product grids. In practice, we truncate the whole space problem onto
an interval Ω = (a, b) with periodic boundary conditions. In 1D, the KGE (3.1.1)
with periodic boundary conditions collapses to
ε2∂ttu(x, t)− ∂xxu(x, t) + 1
ε2
u(x, t) + f(u(x, t)) = 0, a < x < b, t > 0, (3.2.1a)
u(a, t) = u(b, t), ∂xu(a, t) = ∂xu(b, t), t ≥ 0, (3.2.1b)
u(x, 0) = φ1(x), ∂tu(x, 0) =
1
ε2
φ2(x), a ≤ x ≤ b. (3.2.1c)
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Such truncations are due to the fast decay of the solution of the KGE at the far
field, and the boundary conditions are inspired by the physical backgrounds as well
as most studies in literatures [10, 24, 30, 38, 43, 67, 99]. The finite interval Ω = (a, b)
are usually chosen sufficiently large such that the truncation error is negligible.
3.2.1 Finite difference time domain methods
Denote mesh size h = ∆x = (b−a)/M with an even positive integer M , time step
τ = ∆t, and denote grid points as xj = a+ jh, tn = nτ(n = 0, 1, . . . , j = 0, . . . ,M).














unj+1 − 2unj + unj−1
h2
.
Then for j = 0, 1, . . . ,M − 1, n = 1, 2, . . . , the energy conservative finite difference

















j ) = 0, (3.2.2)
where G(v, w) = F (v)−F (w)
















+ F (unj ) = 0. (3.2.3)
ECFD conserves the energy (3.1.2) in the discrete level [10], but the full implicit
scheme makes it very time consuming due to a necessary nonlinear solver at each
time level and that motives the SIFD method. For the two finite difference methods,
under assumptions:
f(·) ∈ C3(R), u ∈ C4([0, T ],W 5,∞p ),
∥∥∥∥ ∂r+s∂xs∂tr
∥∥∥∥ . 1ε2r , (3.2.4)
where W 5,∞p :=
{
u ∈ W 5,∞(Ω) : ∂lxu(a) = ∂lxu(b), l = 0, 1 . . . , 4
}
and T > 0 within
the maximum existence time of solutions, the following error estimates results for
enj = u(xj, t
n)− unj can be obtained as in [10]:
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Theorem 3.2.1. Under assumption (3.2.4), assume τ . h, there exist constants
τ0 > 0 and h0 > 0 sufficiently small and independent of ε such that for 0 < ε ≤ 1,
when 0 < τ ≤ τ0ε3 and 0 < h ≤ h0, the ECFD (3.2.2) and SIFD (3.2.3) satisfy
‖en‖l2 + ‖δ+x en‖l2 . h2 +
τ 2
ε6
, 0 ≤ n ≤ T
τ
.
From the above error bounds, indeed one can see that in order to make a correct
approximation to the KGE (3.2.1), even for the full implicit method, one need to
choose time step τ = O(ε3) and mesh size h = O(1). As 0 < ε  1, these FD
methods will cause too much numerical burden.
3.2.2 Exponential wave integrator with Gautschi’s quadra-
ture pseudospectral method
To improve the resolution capacity of the FD methods, an exponential wave
integrator (EWI) with the Gautschi’s quadrature Fourier pseudospectral method is
proposed in [10]. Here we shall briefly review the scheme.
To do the pseudospectral discretization in space, besides those introduced in the
previous subsection, we furthermore introduce the following notations. Let
XM := span{eiµl(x−a), µl = 2pil
b− a, x ∈ Ω, −M/2 ≤ l ≤M/2− 1},
YM :=
{
w = (w0, w1, . . . , wM) ∈ RM+1 : w0 = wM
}
.
For a general periodic function w(x) on Ω = [a, b] and a vector w ∈ YM , let PM :
L2(Ω) → XM be the standard L2- projection operator onto XM , IM : C(Ω) → XM
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with wj interpreted as w(xj) for a function w. It is easy to check that PM and
IM are identical operators on XM . The spectral discretization begins with finding
uM(x, t) ∈ XM to solve
ε2∂ttuM(x, t)− ∂xxuM(x, t) + 1
ε2
uM(x, t) + PMf(uM(x, t)) = 0.
By the orthogonality of the bases in XM , one ends up for l = −M/2,. . . ,M/2− 1,
ε2(̂uM)
′′







Then with the variation-of-constant formula and similar derivations introduced in
Chapter 2 Section 2.3, one can get an EWI with Gautschi’s quadrature Fourier
spectral method. Finally replacing the projections by interpolations in (5.2.2), one
can get the EWI with Gautschi’s quadrature Fourier pseudospectral (EWI-GFP)

























f˜ 0l , (3.2.8)




u˜n+1l = −u˜n−1l + 2
[
cos(βnl τ) +












l − 2βl sin(βlτ)u˜nl − 2
sin(βlτ)
ε2βl
f˜nl , n ≥ 1. (3.2.11)





1 + ε2(µ2l + α








, α−1 = 0,
where αn is introduced to ensure the unconditional stability [10].
For some positive integer m0 > 0 depends on the regularity of the solution, an
error bound is established in [10] as
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Theorem 3.2.2. Assume τ . ε2h, there exist constants τ0 > 0 and h0 > 0 suffi-
ciently small and independent of ε such that for 0 < ε ≤ 1, when 0 < τ ≤ τ0 and
0 < h ≤ h0, the EWI-GFP (3.2.7)-(3.2.11) satisfies
‖u(·, tn)− IM(un)‖H1 . hm0 + τ
2
ε4
, 0 ≤ n ≤ T
τ
.
From the error bound, clearly one can see that in order to capture the O(ε2)-
oscillation in time when 0 < ε  1, the meshing strategy constraint for EWI-GFP
method is τ = O(ε2) and h = O(1) for nonlinear KGE problem. Compared to
FD methods, the resolution capacity in time of EWI-GFP is remarkably improved.
Extensive numerical comparisons are already given in [10].
3.3 Time splitting pseudospectral method
Now, we are going to the study another popular classical numerical integrator:
the time splitting method for temporal discretizations, coupled with the Fourier
pseudospectral method for spatial discretizations. The starting point of the time
splitting Fourier pseudospectral (TSFP) method is to rewrite the second order equa-
tion as an equivalent but simple form of first order system in time. The key ideas
of the method are: (i) split the evolution system in a proper way such that the
nonlinear subproblem can be integrated exactly in time space; (ii) solve the linear
subproblem in phase space by applying the Fourier pseudospectral approximation
to the spatial derivative and integrating the equations (which is a first order linear
ODE system) about the Fourier coefficients exactly.
As a preparatory step, we begin by recalling the construction of a time-splitting
(or split-step) integrator for a general evolution system in the form:
∂ty = Φ(y) = Ay + By, (3.3.1)
where the mapping Φ(y) is usually a nonlinear operator and the decoupling Φ(y) =
Ay +By (or called operator-splitting) can be arbitrary; in particular, A and B can
be two non-commutative operators. With a given time step τ > 0, let tn = nτ, n =
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0, 1, 2, . . . , and yn be the approximation of y(tn). A commonly used second-order
time-splitting integrator for (3.3.1), yn+1 = [Φ2(τ)] (y
n), can be constructed due to














which is explicit and symmetric, i.e., Φ2(τ)Φ2(−τ) = 1. A fourth-order symplectic
time integrator for (3.3.1), yn+1 = [Φ4(τ)] (y
n), is constructed as follows (cf. [16,
107]):






2 + 21/3 + 2−1/3
)
. (3.3.4)
Clearly, the above fourth-order integrator is still explicit and time reversible. It is
also possible to construct higher-order symplectic integrators (cf. [107]). In general,
the operators A and B may be interchanged without affecting the accuracy order of
the method.
Introducing v(x, t) = ∂tu(x, t), then (3.2.1) is equivalent to the following first-
order-in-time system,
∂tu(x, t)− v(x, t) = 0, a < x < b, t > 0, (3.3.5a)
ε2∂tv(x, t)− ∂xxu(x, t) + 1
ε2
u(x, t) + f(u(x, t)) = 0, a < x < b, t > 0,(3.3.5b)
u(a, t) = u(b, t), ∂xu(a, t) = ∂xu(b, t), v(a, t) = v(b, t), t ≥ 0, (3.3.5c)
u(x, 0) = φ1(x), v(x, 0) =
1
ε2
φ2(x), a ≤ x ≤ b. (3.3.5d)
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Thus, the key to an efficient implementation of the time-splitting integrator Φ2(τ)
or Φ4(τ) is to solve efficiently the following two subproblems:




f(u(x, t)) = 0, a < x < b, t > 0, (3.3.6b)
and






u(x, t) = 0, a < x < b, t > 0, (3.3.7b)
u(a, t) = u(b, t), ∂xu(a, t) = ∂xu(b, t), v(a, t) = v(b, t), t ≥ 0. (3.3.7c)
The solutions to (3.3.6) are trivial by noting that (3.3.6a) leaves u(x, t) invariant in
t and therefore (3.3.6b) can be integrated exactly, i.e., for t ≥ ts (ts any given time),
u(x, t) = u(x, ts), v(x, t) = v(x, ts)− 1
ε2
(t− ts)f(u(x, ts)), a < x < b, t ≥ ts.
Now, the issue remains to find an efficient and accurate method for (3.3.7). We shall
solve (3.3.7) below in phase space by applying the Fourier spectral or pseudospectral
approximation in space discretization; and in particular, the equations about the
Fourier coefficients are linear ODEs which can be solved exactly.
Following the same notations introduced in Section 3.4, the Fourier spectral









iµl(x−a), x ∈ Ω, t ≥ 0,
(3.3.8)
such that,






uM(x, t) = 0, x ∈ Ω, t ≥ 0. (3.3.9b)
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Plugging (3.3.8) into (3.3.9), noticing the orthogonality of Fourier functions, we find,
û′l(t)− v̂l(t) = 0, v̂′l(t) + β2l ûl(t) = 0, l = −
M
2
, . . . ,
M
2
− 1, t ≥ 0.
where βl = ε
−2√ε2µ2l + 1. The above system is a first order linear ODE system,
whose analytical solutions can be obtained directly, i.e. for t ≥ ts (ts any given
time) and l = −M/2,. . .,M/2− 1,
ûl(t) = cos (βl(t− ts)) ûl(ts) + sin (βl(t− ts))
βl
v̂l(ts), (3.3.10a)
v̂l(t) = −βl sin (βl(t− ts)) ûl(ts) + cos (βl(t− ts)) v̂l(ts). (3.3.10b)
The above procedure for solving (3.3.7) is not suitable in practice due to the difficulty
in evaluating the integrals in (3.2.6). Thus, we shall approximate the integrals in
(3.2.6) by a quadrature rule on the grids {xj}Mj=0, i.e., replacing the projections by
the interpolations, which refers to the Fourier pseudospectral approximation [95].
For j = 0, 1, . . . ,M and n = 0, 1, . . ., let unj and v
n
j be the approximations of
u(xj, tn) and v(xj, tn), denote by u
n and vn the solution vectors with components
unj and v
n
j , and choose u
0
j = φ1(xj) and v
0
j = φ2(xj)/ε
2. Then the second order























Here, Lu(τ, U, V )j and Lu(τ, U, V )j (j = 0, 1, . . . ,M) are computed from any τ ∈ R,
U = (U0, U1, . . . , UM)
T and V = (V0, V1, . . . , VM)
T :





























−iµl(xj−a), l = −M
2
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A fourth order TSFP discretization for (3.3.5) can be constructed according to
(3.3.3) in a similar way. We omit the details here for brevity.
The time discretization error of the TSFP discretization is only the splitting
error, which is second/fourth order in τ . Moreover, TSFP is explicit, time symmetric
and easy to be extended to 2D and 3D. The memory cost is O(M) and computational
load per time step is O(M lnM) thanks to FFT.
Remark 3.3.1. Clearly, (3.3.11a) and (3.3.11c) imply that un+1,+ = un+1 = uu+1,−,
so the TSFP (3.3.11) can be implemented according to







Thus, it is not necessary to output vn+1 unless it is of interests.
Remark 3.3.2. Note that for the special case f(u) = 0, i.e., the linear problem, the
TSFP collapses to the following one-step formula:
un+1j = Lu((n+ 1)τ, u0, v0)j, vn+1j = Lv((n+ 1)τ, u0, v0)j, n = 0, 1, . . . ,
thereby introducing no time discretization error.
3.4 EWI with Deuflhard’s quadrature pseudospec-
tral method
As a fact pointed out in [57, Section XIII.1.3], for the first-order-in-time evo-
lution equations, the split-step method is reduced to a trigonometric integrator
proposed by P. Deuflhard [36]. Here, we discuss an alternative approach to de-
rive the proposed TSFP (3.3.11) via using the EWI with Deuflhard’s quadrature in
temporal discretization and Fourier pseudospectral discretization in space, which in
consequence gives rise to a simple way to analyze the convergence of the splitting
method.
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3.4.1 Numerical scheme
Similar as the solver to (3.3.7), we seek for uM(x, t), vM(x, t) ∈ XM defined
in (3.3.8) as spatial approximations to solutions u(x, t) and v(x, t), respectively.
Plugging uM(x, t) into (3.2.1) and applying the L
2-projection, we get
ε2∂ttuM − ∂xxuM + 1
ε2
uM + PMf(uM) = 0.






ûl(t)+ f̂(uM)l(t) = 0, l = −
M
2
, . . . ,
M
2
−1, t > 0. (3.4.1)
By using the variation-of-constant formula and noting v = ∂tu, we get








f̂(uM)l(s)ds, 0 ≤ ts ≤ t.
(3.4.2)
Taking derivative with respect to t on both sides of (3.4.2), we get








Applying the standard trapezoidal rule to the two unknown integrations in (3.4.2)
and (3.4.3), we get





sin (βl(t− ts)) f̂(uM)(ts),




cos (βl(t− ts)) f̂(uM)(ts) + f̂(uM)(t)
]
.
Replacing the above Fourier spectral approximations by pseudospectral discretiza-
tion, we obtain the following EWI with Deuflhard’s quadrature Fourier pseudospec-
tral (EWI-DFP) method. For j = 0, 1, . . . ,M and n = 0, 1, . . ., choosing u0j = φ1(xj)
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iµl(xj−a), n ≥ 0, (3.4.4a)











































A simple calculation shows that [37]
Theorem 3.4.1 (Equivalence of EWI-DFP and TSSP). The TSFP method (3.3.11)
coincides with the EWI-DFP method (3.4.4). Thus, EWI-DFP is time symmetric.




2. From the TSFP method (3.3.11), plugging (3.3.11a) into













which is indeed (3.4.4b) in the EWI-DFP method, and








Plugging (3.4.6) into (3.3.11c), we are led to (3.4.4c) in the EWI-DFP method,
which completes the proof.
3.4.2 Error estimates
In this section, we will establish rigorously the error bounds of the TSFP method
(3.3.11) in the energy space H1×L2 for fixed ε = ε0 = O(1) (the O(1)-speed of light
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regime). Without loss of generality and for simplicity of notation, we set ε = 1 in this
section. The rigorous arguments are achieved thanks to its equivalent formulation,
i.e. the EWI-DFP method (3.4.4).
Let T∗ be the maximum existence time for the solutions to the KGE (3.2.1). In
order to establish the error estimates for the TSFP method, we make the following
assumptions on the nonlinearity and the exact solutions: for 0 < T < T∗,
f ∈ Ck(R), u ∈ C ([0, T ];W 1,∞ ∩Hm0+1p )∩C1 ([0, T ];W 1,4 ∩Hm0p )∩C2 ([0, T ];H1) ,
(3.4.7)
for some integer k, m0 ≥ 2. Under assumption (3.4.7), we let
m = min{k, m0}, K1 = ‖u‖L∞([0,T ];L∞(Ω)∩H1(Ω)), K2 = ‖∂tu‖L∞([0,T ];L2(Ω)).
Denote the trigonometric interpolations of numerical solutions as unI (x):=IM(u
n)
(x), vnI (x) := IM(v
n)(x), and define the error functions as
en(x) := u(x, tn)− unI (x), e˙n(x) := ∂tu(x, tn)− vnI (x), x ∈ Ω, n ≥ 0,
then we have the following main error estimate result [37]:
Theorem 3.4.2. Let un and vn be the numerical approximations obtained from
the TSFP method (3.3.11). Under the assumption (3.4.7), there exit two constants
τ0, h0 > 0, independent of τ (or n) and h, such that for any 0 < τ < τ0, 0 < h < h0,
‖en‖H1 + ‖e˙n‖L2 . τ 2 + hm, n = 0, . . . , T
τ
, (3.4.8a)
‖unI ‖H1 ≤ K1 + 1, ‖vnI ‖L2 ≤ K2 + 1, ‖un‖l∞ ≤ K1 + 1. (3.4.8b)
Thanks to the EWI-DFP formulism, the error estimates can be done in analogous
lines as [10] by means of energy method. We first introduce the following notations.
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Suppose u, v are exact solutions to KGE (3.3.5). Denote the L2-projected solu-
tions as 1










x ∈ Ω, t ≥ 0, (3.4.9)
















Then we should have
ênl = ûl(tn)− u˜nl , ̂˙enl = v̂l(tn)− v˜nl , n = 0, . . . , Tτ . (3.4.11)








̂˙ξleiµl(x−a), x ∈ Ω, n = 0, . . . , Tτ −1.
(3.4.12)
where












cos (βlτ) (̂fM)l(tn) + (̂fM)l(tn+1)
)
, (3.4.13b)
1We remark that the uM defined in (3.4.9) is different with the one in spectral method formu-
lation, since for the later case uM ≈ PMu, and similar for vM . Here we adopt the same notations
for simplicity.
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and βl =
√
µ2l + 1, with (̂fM)l(t) the Fourier coefficient of f(uM(x, t)). Subtracting
the local truncation errors (3.4.13) from the scheme (3.4.4b) and (3.4.4c), we are led
to the error equations





̂˙enl + ξ̂nl − η̂nl , (3.4.14a)










̂˙ηnl = τ2 [cos(βlτ)((̂fM)l(tn)− f˜nl )+ ((̂fM)l(tn+1)− f˜n+1l )] , (3.4.15b)








̂˙ηl(tn)eiµl(x−a), x ∈ Ω.
Define the error energy as
E(P,Q) := ‖P‖2H1 + ‖Q‖2L2 , (3.4.16)
for two arbitrary functions P (x) and Q(x).
In order to proceed with the proof of Theorem 3.4.2, we give the following lem-
mas. Firstly, we have estimates for the local truncation errors, stated in the following
lemma.
Lemma 3.4.1. Based on assumption (3.4.7), we have estimates for the local trun-
cation errors as
‖ξn‖H1 + ‖ξ˙n‖L2 . τ 3 + τ · hm0+1, n = 0, . . . , T
τ
− 1. (3.4.17)
Proof. Applying L2-projection on both sides of (3.2.1), due to the orthogonality and
variation-of-constant formula, the Fourier coefficients ûl(tn), ûl(tn) should satisfy










v̂l(tn+1) = −βl sin (βlτ) ûl(tn) + cos (βlτ) v̂l(tn)−
∫ tn+1
tn
cos (βl(tn+1 − s)) f̂l(s)ds,
(3.4.18b)
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for n = 0, . . . , T/τ, where f̂l(t) denotes the Fourier coefficient of f(u(x, t)) for short,
provided that no confusion occurs. Subtracting (3.4.18) from the local truncation







sin (βl(tn+1 − s))
βl
f̂l(s)ds, (3.4.19a)
̂˙ξnl = τ2 [cos (βlτ) (̂fM)l(tn) + (̂fM)l(tn+1)]−
∫ tn+1
tn
cos (βl(tn+1 − s)) f̂l(s)ds.
(3.4.19b)
For a general function g(s) ∈ C2, we have the quadrature error for the standard










































∣∣∣∣ d2ds2 f̂l(tn + θτ)
∣∣∣∣ dθ + τβl
∣∣∣(̂fM)l(tn)− f̂l(tn)∣∣∣ .













∣∣∣∣ d2ds2 f̂l(tn + θτ)
∣∣∣∣2 dθ + τ 2β2l
∣∣∣(̂fM)l(tn)− f̂l(tn)∣∣∣2 . (3.4.21)
Multiplying both sides of (3.4.21) by β2l = (1 + µ
2
l ) and then summing up for
l = −M/2,. . ., M/2− 1, thanks to the Parseval’s identity, we get
‖ξn‖2H1 . τ 6 · sup
0<t<T
[‖f(u)‖2H2 + ‖∂tf(u)‖2H1 + ‖∂ttf(u)‖2L2]
+ τ 2 ‖f(uM(·, tn))− f(u(·, tn))‖2L2 .
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Then based on assumption (3.4.7) and the standard projection error bounds [95],
we have




Similarly, from (3.4.19b) we could get




Combining (3.4.22) and (3.4.23) gives the assertion (5.2.44).
For the nonlinear error terms, we have estimates stated as the following lemma.
Lemma 3.4.2. Based on assumption (3.4.7), and assume (3.4.8b) holds for some
0 ≤ n ≤ T/τ − 1 (which will be given by induction later), then we have
‖ηn‖H1 + ‖η˙n‖L2 . τ
(‖enM‖L2 + ‖en+1M ‖L2)+ τ · hm. (3.4.24)




∣∣∣(̂fM)l(tn)− f˜nl ∣∣∣ , ∣∣∣̂˙ηnl ∣∣∣ ≤ τ2 [∣∣∣(̂fM)l(tn)− f˜nl ∣∣∣+ ∣∣∣(̂fM)l(tn+1)− f˜n+1l ∣∣∣] .




‖PMf(uM(·, tn))− IMf(un)‖2L2 .
















By Parseval’s identity, together with the assumption (3.4.7) and (3.4.8b), we have




f ′ (suM(·, tn) + (1− s)un) ds · (uM(·, tn)− un)
∥∥∥∥
l2
. ‖uM(·, tn)− un‖l2 = ‖uM(·, tn)− IMun‖L2 = ‖enM‖L2 .
(3.4.26)
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Plugging the above estimate back to (3.4.25), we get
‖ηn‖H1 . τ‖enM‖L2 + τ · hm. (3.4.27)









. τ 2‖enM‖2L2 + τ 2 · h2m + τ 2
∥∥IMf(uM(·, tn+1))− IMf(un+1)∥∥2L2 .
To carry out a similar argument as (3.4.26), now we only need to show the maximum
value of the numerical solution at tn+1 level, i.e. ‖un+1‖l∞ , is bounded by some
generic constant under assumption (3.4.8b). By the Sobolev’s inequality,
‖un+1‖l∞ ≤ ‖un+1I ‖L∞ . ‖un+1I ‖H1 =
√√√√(b− a) M/2−1∑
l=−M/2
(1 + µ2l )|u˜n+1l |2.
From (3.4.4b), we get







Then with τ ≤ 1 similarly as before, we can get
‖un+1I ‖H1 ≤ 2‖unI ‖H1 + 2‖vnI ‖L2 + ‖f(un)‖l2 ≤ 2‖unI ‖H1 + 2‖vnI ‖L2 + ‖f(un)‖l∞
≤ 2(K1 +K2 + 2) + ‖f(·)‖L∞(0,K1+1).
Thus, following the argument done as (3.4.26), we can get a further estimate for
(3.4.28) as
‖η˙n‖L2 . τ
(‖enM‖L2 + ‖en+1M ‖L2)+ τ · hm. (3.4.29)
Combing (3.4.27) and (3.4.29), we finish the proof.
With the error energy functional notation (5.2.43), it is ready to show the fol-
lowing fact.
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Lemma 3.4.3. For n = 0, . . . , T/τ − 1, we have




E(ξn, ξ˙n) + E(ηn, η˙n)
]
. (3.4.30)
Proof. Multiplying (3.4.14a) with its complex conjugate, and by Cauchy’s inequality,
we have
∣∣ên+1l ∣∣2 ≤ (1 + τ) ∣∣∣∣cos (βlτ) ênl + sin (βlτ)βl ̂˙enl
∣∣∣∣2 + 1τ ∣∣∣ξ̂nl − η̂nl ∣∣∣2 . (3.4.31)
Similarly for (3.4.14b), we have∣∣∣̂e˙n+1l ∣∣∣2 ≤ (1 + τ) ∣∣∣−βl sin (βlτ) ênl + cos (βlτ) ̂˙enl ∣∣∣2 + 1τ ∣∣∣̂˙ξnl − ̂˙ηnl ∣∣∣2 . (3.4.32)
Multiplying (3.4.31) by β2l = 1 + µ
2
l and then adding to (3.4.32), we get
β2l
∣∣ên+1l ∣∣2 + ∣∣∣̂e˙n+1l ∣∣∣2 ≤ (1 + τ)(β2l |ênl |2 + ∣∣∣̂e˙nl ∣∣∣2)+ 1τ
(
β2l
∣∣∣ξ̂nl − η̂nl ∣∣∣2 + ∣∣∣̂˙ξnl − ̂˙ηnl ∣∣∣2) .
Summing the above inequalities up for l = −M/2, . . . ,M/2−1, and noticing (5.2.43)
we get
E(en+1M , e˙n+1M ) ≤ (1 + τ)E(enM , e˙nM) +
1
τ
E(ξn − ηn, ξ˙n − η˙n),
and then by applying Cauchy’s inequality again, we get assertion (5.2.61).
Now, combining the Lemmas 5.2.1-5.2.3, we give the proof of Theorem 3.4.2
with the help of mathematical induction argument [10], or the so called cut-off
technique [7] for the boundedness of numerical solutions.
Proof of Theorem 3.4.2. For n = 0, from the scheme and assumption (3.4.7),
‖e0‖H1 + ‖e˙0‖L2 = ‖φ1 − IMφ1‖H1 + ‖φ2 − IMφ2‖L2 . hm0 .
Then by triangle inequality,
‖u0I‖H1 ≤ ‖φ1‖H1+‖e0‖H1 ≤ K1+1, ‖v0I‖L2 ≤ ‖φ2‖L2+‖e˙0‖L2 ≤ K2+1, 0 < h ≤ h1,
for some h1 > 0 independent of τ and h, and obviously ‖u0‖l∞ ≤ K1 + 1. Thus,
(3.4.8) is true for n = 0.
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Assume (3.4.8) holds for n ≤ N ≤ T/τ − 1. Now we need to show the results
are still true for n = N + 1. First, by triangle inequality,
‖en‖H1 + ‖e˙n‖L2 ≤ ‖enM‖H1 + ‖e˙nM‖L2 + ‖u(·, tn)− uM(·, tn)‖H1
+ ‖v(·, tn)− vM(·, tn)‖L2
. ‖enM‖H1 + ‖e˙nM‖L2 + hm0 . (3.4.33)
Then from Lemma 5.2.3, we have for n = 0, . . . , N ,




E(ξn, ξ˙n) + E(ηn, η˙n)
]
.
Since (3.4.8b) is assumed to be true for all n ≤ N , we can plug the estimates in
Lemmas 5.2.1 and 5.2.2 into the above estimate and get
E(en+1M , e˙n+1M )−E(enM , e˙nM) . τ
[E(en+1M , e˙n+1M ) + E(enM , e˙nM)]+τ 5 +τ ·h2m. (3.4.34)
Summing (3.4.34) up for n = 0, . . . , N , and then by the discrete Gronwall’s inequal-
ity, we get
E(eN+1M , e˙N+1M ) . τ 4 + h2m.
Thus, we have ‖eN+1M ‖H1 + ‖e˙N+1M ‖L2 ≤ τ 2 + hm, which together with (3.4.33) show
(3.4.8b) is valid for n = N + 1. Then by triangle inequality,
‖uN+1I ‖H1 ≤ ‖u(·, tN+1)‖H1 + ‖eN+1‖H1 ≤ K1 + 1,
‖vN+1I ‖L2 ≤ ‖v(·, tN+1)‖L2 + ‖e˙N+1‖L2 ≤ K2 + 1,
0 < τ ≤ τ1, 0 < h ≤ h2,
for some τ1, h2 > 0 independent of τ and h. Noting the Sobolev’s inequality
‖eN‖L∞ . ‖eN‖H1 , we also have
‖uN+1‖l∞ ≤ ‖uN+1I ‖L∞ ≤ ‖u(·, tN+1)‖L∞ + ‖eN+1‖L∞ ≤ K1 + 1,
for 0 < τ ≤ τ2, 0 < h ≤ h3 and τ2, h3 > 0 independent of τ and h. Therefore, the
proof is completed by choosing τ0 = min{τ1, τ2} and h0 = min{h1, h2, h3}.
Remark 3.4.1. In higher dimensional space, the Sobolev’s inequality reads ‖ρ‖L∞ .
‖ρ‖H2, then one only need to rise the energy space for error functions to H2 ×H1,
under a stronger regularity assumption than (3.4.7).
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Remark 3.4.2. In the nonrelativistic limit regime, i.e. (3.2.1) with 0 < ε  1,
following the analogous procedure made in this section, one can establish an error
bound of the TSFP method (3.3.11) as




under a stronger regularity assumption than (3.4.7) and an oscillation assumption
‖u‖+ ε2‖∂tu‖+ ε4‖∂ttu‖ . 1,
for certain norms. We omit the detailed arguments here for brevity.
The error bound (3.4.35) is quite similar to the one obtained in [10] for EWI-
GFP, of which the ε-dependence τ . ε2 has been numerically shown to be optimal
for EWI-GFP. On the other hand, the error bound (3.4.35) also agrees with the ex-
pectation since the local truncation errors mainly come from trapezoidal quadrature,
which is second-order accurate with a factor before τ 2 of the same order as ∂ttu.
However, our extensive numerical results, presented in the forthcoming section, will
show that the ε-dependence in the estimate (3.4.35) is indeed not optimal for TSFP






Thus, rigorous arguments towards an optimal error estimate of TSFP for 0 < ε 1
are still absent, which will be the substantial work.
3.5 Numerical results and comparisons
In this section, we report the numerical results of the classical method for solving
the KGE (3.2.1) together with comparisons. Numerical comparisons between the
FD methods and EWI-GFP are already systematically done in [10]. Here we focus
on results for TSFP and comparisons with EWI-GFP. We will first test the TSFP
method in the O(1)-speed of light regime. Then we will study the accuracy of
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Table 3.1: Spatial discretization errors of TSFP at time t = 1 for different mesh
sizes h under τ = 10−5.
eτ,h h = 1 h = 1/2 h = 1/4 h = 1/8
λ = 1 3.71E − 2 1.70E − 3 1.34E − 6 2.22E − 12
λ = −1 3.95E − 2 1.70E − 3 1.58E − 6 2.53E − 12
Table 3.2: Temporal discretization errors of TSFP at time t = 1 for different time
steps τ under h = 1/16 with convergence rate.
eτ,h τ = 1/5 τ = 1/10 τ = 1/20 τ = 1/40 τ = 1/80
λ = 1 1.50E − 3 3.65E − 4 9.06E − 5 2.26E − 5 5.64E − 6
rate – 2.03 2.01 2.00 2.00
λ = −1 2.40E − 3 6.14E − 4 1.54E − 4 3.84E − 5 9.61E − 6
rate – 1.97 2.00 2.00 2.00
TSFP for solving the KGE for ε ∈ (0, 1), especially when 0 < ε  1. Since
the oscillations of the problem happen in time and the temporal error is mainly
concerned, so 1D problems are solved as examples. We choose the pure power










, x ∈ R.
We truncate the problem onto a finite domain Ω = [−16, 16], i.e. b = −a = 16, which
is large enough to ignore the aliasing errors relative to the whole space problem.
3.5.1 Accuracy tests for ε = O(1)
We take fixed ε = 1 (i.e. the O(1)-speed of light regime). In this case, there is
no analytical solution and we let u(x, t) be the ‘exact’ solution which is obtained
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Table 3.3: Conserved energy analysis of TSFP: τ = 10−3 and h = 1/8.
E(t) t = 0 t = 0.5 t = 1.0 t = 1.5 t = 2.0
λ = 1 10.0957456 10.0957438 10.0957437 10.0957450 10.0957441
λ = −1 7.6534166 7.6534174 7.6534178 7.6534176 7.6534175
(a) λ = 1 (b) λ = −1









































Figure 3.1: Energy error of TSFP in defocusing case (λ = 1) and focusing case
(λ = −1): |E(t) − E(0)| for different τ during the computing under h = 1/8 and
ε = 1.
numerically by using TSFP method with very fine mesh size and small time step,
e.g., h = 1/32 and τ = 10−5. We solve the problem on the interval Ω = [−16, 16] till
time t = 2 in two cases: λ = 1 (defocusing case) and λ = −1 (focusing case). Here,
we test the spatial and temporal discretization errors separately, and then test the
conservation of the conserved energy of TSFP. To quantify the numerical results,
we present the error:
eτ,h(t = tn) = ‖en‖H1 = ‖u(·, tn)− IM(un)‖H1 . (3.5.1)
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Firstly, we test the discretization error in space, and in order to do this we
take a very fine time step τ = 10−5 such that the error from time discretization
is negligible compared to the spatial discretization error. Tab. 3.1 lists the errors
(3.5.1) at time t = 1 with different mesh sizes h and parameters λ. Secondly, we
test the discretization error in time, and mesh size is chosen as h = 1/16 such that
the error from space discretization is negligible. Tab. 3.2 shows the errors (3.5.1)
at time t = 1 with different time steps τ and parameters λ. Thirdly, we test the
conservation of the energy E(t) (3.1.2). Here we choose a small mesh size in space
such that the energy E(t = 0) which is approximated spectrally from the initial
data is very close to the exact conserved energy. Tab. 3.3 lists the discrete energy
at different time points with τ = 10−3 and h = 1/8. Fig. 3.1 shows the convergence
of the energy error as τ decreases. Here for the focusing case, i.e. λ = −1, the
results are only shown till T = 2 because of the finite time blow up of the solution.
From Tabs. 3.1-3.3 and Fig. 3.1, we can draw the following observations:
1. In the O(1)-speed of light regime, the TSFP (3.3.11) is of spectral-order ac-
curacy in space, and is of second-order accuracy in time (cf. Tabs. 3.1&3.2),
which verifies our error estimate (3.4.8a) and indicates the result is optimal.
2. TSFP conserves the energy very well. The energy obtained from the numerical
solution is just a small fluctuation from the exact energy during the computa-
tion (cf. Tab. 3.3). As time step τ decreases to zero, the energy error during
the computing converges to zero (cf. Fig. 3.1).
3.5.2 Convergence and resolution studies for 0 < ε 1
We now consider ε ∈ (0, 1) in (3.2.1), in particular 0 < ε  1, i.e. the non-
relativistic limit regime. Here we study the temporal and spatial errors of TSFP
under different mesh sizes and time steps as ε → 0. By doing so, we mainly want
to investigate two questions. The first question is how the convergence/accuracy of
the numerical method be affected as ε decays. The second question is within the
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Table 3.4: Spatial error analysis of TSFP for different ε and h at time t = 1 under
τ = 10−5.
TSFP h0 = 1 h0/2 h0/4 h0/8
ε0 = 0.5 7.99E-02 4.20E-03 3.01E-06 2.78E-12
ε0/2 8.13E-02 5.40E-03 2.28E-06 2.84E-12
ε0/2
2 2.77E-02 1.30E-03 1.07E-06 1.75E-12
ε0/2
3 4.88E-02 4.60E-03 3.05E-06 1.67E-12
ε0/2
4 8.24E-02 4.30E-03 2.74E-06 1.72E-12
ε0/2
6 4.57E-02 5.00E-03 3.02E-06 1.89E-12
(a) TSFP (b) EWI-GFP






























































Figure 3.2: Dependence of the temporal discretization error on ε (in log-scale) for
different τ at t = 1 under h = 1/8: (a) for TSFP and (b) for EWI-GFP.
convergence regime, how the error bound depends on ε. Again, the ‘exact’ solution
u(x, t) is obtained by a similar way as before. Since the numerical results of TSFP
are similar in defocusing and focusing cases, so we here only consider a defocusing
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Table 3.5: Temporal error analysis of TSFP for different ε and τ at time t = 1 under
h = 1/16 with convergence rate.






ε0 = 0.5 1.52E-02 5.66E-04 3.49E-05 2.18E-06 1.36E-07 8.37E-09
rate – 2.37 2.01 2.00 2.00 2.01
ε0/2
1 1.27E-01 3.80E-03 1.97E-04 1.22E-05 7.62E-07 4.69E-08
rate – 2.53 2.13 2.00 2.00 2.01
ε0/2
2 1.13E-01 1.13E-01 8.93E-04 4.85E-05 3.01E-06 1.85E-07
rate – 0.00 3.49 2.10 2.01 2.01
ε0/2
3 1.21E-01 4.57E-02 4.52E-02 2.33E-04 1.27E-05 7.76E-07
rate – 0.70 0.01 3.80 2.10 2.02
ε0/2
4 1.35E-01 8.90E-03 1.02E-02 1.04E-02 6.75E-05 3.69E-06
rate – 1.97 -0.98 -0.01 3.62 2.10
ε0/2
6 1.38E-01 1.42E-02 3.70E-03 4.90E-04 6.70E-04 6.83E-04
rate – 1.64 0.97 1.46 -0.22 -0.01
ε0/2
8 8.80E-02 1.99E-02 2.10E-02 7.54E-04 2.32E-04 1.62E-05
rate – 1.07 -0.04 2.40 0.85 1.92
ε0/2
10 1.14E-01 5.43E-02 1.50E-03 1.00E-03 1.10E-03 3.78E-05
rate – 0.53 2.58 0.26 -0.09 2.43
case with λ = 1 as a numerical example.
The spatial error and temporal error here are computed in a similar way as before.
For the error in space, either from our numerical experience or from the theoretical
result (3.4.35) and estimates in [10] , the spatial errors of TSFP and EWI-GFP are
almost the same due to the same spectral discretization used in space. Thus here
we omit the results of EWI-GFP for brevity and tabulate the spatial error of TSFP
under different ε and mesh sizes h in Tab. 3.4. Tabs. 3.5&3.6 show the temporal
error of TSFP and EWI-GFP, respectively, under different ε and time steps τ . To
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Table 3.6: Temporal error analysis of EWI-GFP for different ε and τ at time t = 1
under h = 1/16 with convergence rate.






ε0 = 0.5 1.96E-02 7.82E-04 4.87E-05 3.04E-06 1.90E-07 1.20E-08
rate – 2.32 2.00 2.00 2.00 1.99
ε0/2 4.37E-01 1.16E-02 6.86E-04 4.29E-05 2.68E-06 1.68E-07
rate – 2.61 2.04 2.00 2.00 2.00
ε0/2
2 1.19E-01 4.98E-01 1.17E-02 7.09E-04 4.43E-05 2.77E-06
rate – -1.03 2.71 2.02 2.00 2.00
ε0/2
3 1.68E-01 1.64E-01 4.73E-01 1.19E-02 7.06E-04 4.41E-05
rate – 0.02 -0.46 2.66 2.04 2.00
ε0/2
4 1.76E-01 1.85E-01 1.96E-01 6.85E-01 1.12E-02 6.63E-04
rate – -0.04 -0.04 -0.90 2.96 2.04
ε0/2
6 1.13E-01 2.04E-01 2.22E-01 2.17E-01 2.20E-01 8.77E-01
rate – -0.42 -0.06 0.02 -0.01 -0.99
ε0/2
8 1.53E-01 1.94E-01 2.01E-01 4.00E-01 2.13E-01 5.72E-01
rate – -0.17 -0.03 -0.04 0.45 -0.71
ε0/2
10 1.76E-01 1.99E-01 2.09E-01 2.12E-01 2.16E-01 2.14E-01
rate – -0.08 -0.04 -0.01 -0.01 0.01
study the error bounds of the numerical methods inside the convergence regime, we
plot the temporal discretization errors of TSFP and EWI-GFP as functions of ε for
some fixed τ in log-scale. The results are shown in Fig. 3.2. Moreover, we study the
performance of TSFP in temporal approximations in Tab. 3.7 under the meshing
strategy τ = O(ε2), which is the exact ε-scalability of EWI-GFP [10].
From Tabs. 3.5-3.7 and Fig. 3.2, we can draw the following observations:
1. TSFP has uniform spectral accuracy in space for all ε ∈ (0, 1] (cf. each column
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Table 3.7: ε-scalability analysis: temporal error at time t = 1 with h = 1/16 for
different τ and ε under meshing requirement τ = c · ε2.
TSFP ε0 = 0.5 ε0/2 ε0/4 ε0/8 ε0/16
c = 0.8 1.52E-02 3.80E-03 8.93E-04 2.33E-04 6.75E-05
c = 0.4 2.40E-03 8.10E-04 1.99E-04 5.20E-05 1.52E-05
c = 0.2 5.66E-04 1.97E-04 4.85E-05 1.27E-05 3.69E-06
EWI-GFP ε0 = 0.5 ε0/2 ε0/4 ε0/8 ε0/16
c = 0.8 1.96E-02 1.16E-02 1.17E-02 1.19E-02 1.12E-02
c = 0.4 3.20E-03 2.70E-03 2.90E-03 2.90E-03 2.70E-03
c = 0.2 7.82E-04 6.86E-04 7.09E-04 7.06E-04 6.63E-04
in Tab. 3.4 ). The spatial discretization error is totally independent of ε. Thus
the spatial resolution of TSFP is
h = O(1), 0 < ε 1,
i.e. the mesh size can be chosen independent of ε, which is the same as EWI-
GFP [10].
2. As ε vanishes, both TSFP and EWI-GFP are second-order accurate in time
when τ is sufficiently small, i.e. within the convergence regime τ . ε2, (cf.
the upper diagonal part of Tabs. 3.5&3.6). Both methods either have some
convergence order reductions or lose the convergence outside the convergence
regime (cf. the lower diagonal part of Tabs. 3.5&3.6). Between the two
numerical methods, TSFP always offers better temporal approximations than
EWI-GFP under the same time step, especially when ε becomes small (cf.
Tabs. 3.5&3.6).
3. The temporal discretization error bound of EWI-GFP within the convergence
regime behaves like O(ε−4τ 2) (cf. Fig. 3.2(b)) and the ε-scalability is τ =
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O(ε2) which are consistent with the results in [10]. Fig. 3.2(a) indicates that
the temporal error bound of TSFP would asymptotically behave like O(ε−2τ 2)
within the convergence regime, which on the other hand indicates that the
estimate provided in (3.4.35) is not optimal in time. Tab. 3.7 illustrates a
clearly second convergence in terms of ε for the temporal error of TSFP as ε→
0 under the mesh strategy τ = O(ε2), while EWI-GFP shows no convergence,
which again indicate the temporal error bounds for the two methods and shows
that TSFP will dominant in the highly oscillatory regime.
Chapter4
Multiscale methods for the Klein-Gordon
equation
4.1 Existing results in the limit regime
In this section, we continue with the KGE given in Section 1.3.2:
ε2∂ttu(x, t)−∆u(x, t) + 1
ε2
u(x, t) + f(u(x, t)) = 0, x ∈ Rd, t > 0, (4.1.1a)
u(x, 0) = φ1(x), ∂tu(x, 0) =
1
ε2
φ2(x), x ∈ Rd, (4.1.1b)
with the dimensionless parameter 0 < ε ≤ 1. Here we consider the initial data
φ1, φ2 and the unknown u as complex-valued scalar functions, and the nonlinearity
f(·) : C → C is independent of ε satisfying the gauge invariance (1.3.8). Provided
that u(·, t) ∈ H1(Rd) and ∂tu(·, t) ∈ L2(Rd), for f(u) = g(|u|2)u with g(·) a real-





ε2 |∂tu(x, t)|2 + |∇u(x, t)|2 + 1
ε2







|φ2(x)|2 + |∇φ1(x)|2 + 1
ε2
|φ1(x)|2 + F
(|φ1(x)|2)] dx := E(0), t ≥ 0,




Over the past decade, more attentions on the study of KGE have been paid
to the regime 0 < ε  1, which corresponds to the nonrelativistic limit or the
94
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speed of light goes to infinity. In this regime, the analysis and efficient simulation
are mathematically rather complicated issues; see, e.g. [10, 75–77, 81, 104]. In fact,
due to that the energy E(t) = O(ε−2) in (4.1.2) becomes unbounded when ε → 0,
significant difficulties are brought into the mathematical analysis of the problem
(4.1.1) in the nonrelativistic limit regime. Recently, Machihara et al. [76] studied
the nonrelativistic limit in the energy space, and Masmoudi et al. [77] analyzed the
similar limit in a strong topology of the energy space. Their results show that the
nonlinear KGE converges to two coupled nonlinear Schro¨dinger equations (NLSE)
as the speed of light tends to infinity, that is for the solution u(x, t) of (4.1.1),
u(x, t)−eit/ε2z+(x, t)−e−it/ε2z−(x, t)→ 0 in C([0, T ∗);H1), as ε→ 0, (4.1.3)
where z±(x, t) is the solution of the coupled NLSE




(φ1(x)− iφ2(x)), z−(x, 0) = 1
2
(φ1(x)− iφ2(x)),




eiθz∓)dθ. For more recent progresses made to understand this limit, we refer to
[81, 104]. Based on their results, the solution propagates waves with wavelength of
O(ε2) and O(1) in time and in space, respectively, when 0 < ε  1. To illustrate
this, Fig. 4.1 shows the solution of the KGE (4.1.1) with d = 1, f(u) = |u|2u,
φ1(x) = e
−x2/2 and φ2(x) = 32φ1(x) for different ε. As discussed in previous chapters,
the high oscillations in time bring challenges to the computations of the KGE in
the nonrelativistic limit regime. The time step of classical numerical methods such
as FD and EWIs, is severely restricted by the ε. Thus, recent studies turns to
design numerical methods based on some proper transformed formulism of the KGE
instead of approximating it directly. By (4.1.3), an asymptotic preserving method
that requests h = O(1) and τ = O(1) when 0 < ε 1, is proposed in [43] by solving
the NLSE (4.1.4), but it clearly brings O(1)-error when ε = ε0 = O(1). Thus all
the above numerical methods for the problem (4.1.1) do not converge uniformity
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φ1(x) for different ε.
for ε ∈ (0, 1] [10, 43]. Very recently, some uniformly accurate numerical schemes
for high oscillatory Klein-Gordon and nonlinear Schro¨dinger equations have been
proposed and analyzed [26] based on embedding the problem in a suitable “two-
scale” reformulation with the induction of an additional variable and using the
Chapman-Enskog expansion to separate the fast time scale and the slow one.
In Chapter 2, by using the highly oscillatory second-order ordinary differential
equation (2.1.1) which has the same oscillatory nature as the problem (4.1.1) in
time, we proposed and analyzed two multiscale time integrators (MTIs) based on
multiscale decompositions of the solution. The two MTIs converge uniformly for
ε ∈ (0, 1] and have some advantages compared to the FDTD and EWIs as well as
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asymptotic preserving methods in integrating highly oscillatory second order ODEs
for ε ∈ (0, 1], especially when ε is not too big and too small, i.e. in the intermediate
regime. This chapter is to design and analyze a multiscale time integrator Fourier
pseudospectral (MTI-FP) method for the problem (4.1.1) based on a multiscale
decomposition of the KGE and the MTIs to the highly oscillatory second order
ODEs studied in Chapter 2. The proposed MTI-FP method to (4.1.1) is explicit,
efficient and accurate in practical computation, and converges in time uniformly at
linear convergence rate for all ε ∈ (0, 1] and optimally at quadratic convergence rate
in the regimes ε = O(1) or 0 < ε ≤ τ . Thus our method is different with those
numerical methods in [10,26,43].
4.2 Multiscale decomposition
Let τ = ∆t > 0 be the step size, and denote time steps by tn = nτ for n =
0, 1, . . . . In this section, we present a multiscale decomposition for the solution of
(4.1.1) on the time interval [tn, tn+1]. The decomposition is similar to that studied
in Section 2.4.1. With given initial data at t = tn as
u(x, tn) = φ
n
1 (x) = O(1), ∂tu(x, tn) =
1
ε2






Similarly to the analytical study of the nonrelativistic limit of the nonlinear KGE
in [75–77], we take an ansatz to the solution u(x, t) := u(x, tn + s) of (4.1.1) on the
time interval [tn, tn+1] with (4.2.1) as
u(x, tn+s) = e
is/ε2zn+(x, s)+e
−is/ε2zn−(x, s)+r
n(x, s), x ∈ Rd, 0 ≤ s ≤ τ. (4.2.2)
Differentiating (4.2.2) with respect to s, we have





















n(x, s), x ∈ Rd, 0 ≤ s ≤ τ. (4.2.3)
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+ f(u(x, tn + s)) = 0.




, respectively, we can decompose
it into a coupled system for two ε2-frequency waves with the unknowns zn±(x, s) := z
n
±























x ∈ Rd, 0 ≤ s ≤ τ, (4.2.4)
where









dθ, z±, r ∈ C, 0 ≤ s ≤ τ,







− f+ (z+, z−) eis/ε2 − f− (z+, z−) e−is/ε2 .
To find initial conditions for the above system (4.2.4), setting s = 0 in (4.2.2) and
(4.2.3) and noticing (4.2.1), we get
zn+(x, 0) + z
n−(x, 0) + r








+(x, 0) + ∂sz











and O(1) terms in the second equation of (4.2.5), respectively, and (ii) be well-
prepared for the first two equations in (4.2.4) when 0 < ε  1, i.e. ∂szn+(x, 0) and
∂sz
n
−(x, 0) are determined from the first two equations in (4.2.4), respectively, by
setting ε = 0 and s = 0 [5,8]:
zn+(x, 0) + z















= 0, x ∈ Rd,
rn(x, 0) = 0, ∂sr
n(x, 0) + ∂sz
n
+(x, 0) + ∂sz
n−(x, 0) = 0.
(4.2.6)
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[−∆zn±(x, 0) + f± (zn+(x, 0), zn−(x, 0))] , x ∈ Rd,
rn(x, 0) = 0, ∂sr
n(x, 0) = −∂szn+(x, 0)− ∂szn−(x, 0).
(4.2.7)
Again, we call the above decomposition (4.2.2) as multiscale decomposition by fre-
quency (MDF). Specifically, for the pure power nonlinearity, i.e. f satisfies (2.1.4),
explicit formulas for f± and fr have been given in Chapter 2.




n(x, τ) and ∂sr
n(x, τ). Then we can reconstruct the solution
to (4.1.1) at t = tn+1 by setting s = τ in (4.2.2) and (4.2.3), i.e.,
u(x, tn+1) = e
iτ/ε2zn+(x, τ) + e
−iτ/ε2zn−(x, τ) + r























In this section, based on the MDF (4.2.4), we propose a new numerical method for
solving the KGE (4.1.1) with the pure power nonlinearity (2.1.4), which is uniformly
accurate for ε ∈ (0, 1]. For the simplicity of notation, we present the numerical
method in 1D with a cubic nonlinearity, i.e. d = 1 in (4.1.1) and f(u) = λ|u|2u with
λ ∈ R a given constant in (2.1.4). In this case, we have f± (z+, z−) = λ
(|z±|2 + 2|z∓|2) z±, z±, r ∈ C, 0 ≤ s ≤ τ,
fr (z+, z−, r; s) = e3is/ε
2
g+(z+, z−) + e−3is/ε
2
g−(z+, z−) + w(z+, z−, r; s),
(4.3.1)
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with g±(z+, z−) = λ z
2
± z∓, z±, r ∈ C, 0 ≤ s ≤ τ,
















Generalizations to higher dimensions and general power nonlinearity are straight-
forward and all the results presented in this paper are still valid with minor modifi-
cations. Due to fast decay of the solution to the KGE (4.1.1) at far field, similar as
Chapter 3, the whole space problem (4.1.1) in 1D is truncated onto a finite interval
Ω = (a, b) with periodic boundary conditions:
ε2∂ttu(x, t)− ∂xxu(x, t) + u(x, t)
ε2
+ f (u(x, t)) = 0, x ∈ Ω = (a, b), t > 0,
u(a, t) = u(b, t), ∂xu(a, t) = ∂xu(b, t), t ≥ 0, (4.3.3)
u(x, 0) = φ1(x), ∂tu(x, 0) =
1
ε2
φ2(x), x ∈ Ω = [a, b].






















= 0, a < x < b, 0 < s ≤ τ.
(4.3.4)
The initial and boundary conditions for the above system are




±(a, s) = ∂xz
n
±(b, s),
rn(a, s) = rn(b, s), ∂xr
n(a, s) = ∂xr
















[−∂xxzn±(x, 0) + f± (zn+(x, 0), zn−(x, 0))] , a ≤ x ≤ b,
rn(x, 0) = 0, ∂sr
n(x, 0) = −∂szn+(x, 0)− ∂s zn−(x, 0).
(4.3.5)
In order to discretize (4.3.4) with (4.3.5), we first apply the Fourier spectral
method in space and then use the exponential wave integrator (EWI) for time inte-
gration. Choose the mesh size h := ∆x = (b− a)/M with M a positive integer and




iµl(x−a) | l = −M
2










v = (v0, v1, . . . , vM) ∈ CM+1 | v0 = vM
}
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For a periodic function v(x) on Ω and a vector v ∈ YM , let PM : L2(Ω) → XM be
the standard L2-projection operator, and IM : C(Ω) → XM or YM → XM be the









iµl(x−a), a ≤ x ≤ b, (4.3.6)
where v̂l and v˜l are the Fourier and discrete Fourier transform coefficients of the













Then a Fourier spectral method for discretizing (4.3.4) reads:



























= 0, a < x < b,
ε2∂ssr
n













Substituting (4.3.8) into (4.3.9) and noticing the orthogonality of φl(x), we get
ε2(̂zn±)
′′


















r )l(s) = 0, −
M
2




where (̂fn±)l(s) and (̂f
n
r )l(s) are the Fourier coefficients of f
n
±(x, s) := f±(z
n
+,M(x, s),
zn−,M(x, s)) and f
n









order to apply the EWIs for integrating (4.3.10) in time, for each fixed −M/2 ≤ l ≤



















(̂fnr )l(θ) dθ, 0 ≤ s ≤ τ,
(4.3.11)

















ε2(λ−l − λ+l )












, λ−l = −
1−√1 + µ2l ε2
ε2
= O (1) .
(4.3.12)






































isλ+l − λ−l eisλ
−
l
ε2(λ+l − λ−l )
, 0 ≤ s ≤ τ. (4.3.14)
Taking s = τ in (4.3.11) and (4.3.13), noticing (4.3.1) and (4.3.2), and approximating
the integrals either by the Gautschi’s type quadrature [45,57] or by the Deuflhard’s
type quadrature (the standard trapezoidal rule) [36,57], we get



















































































































, respectively, and (their
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bl(τ − θ) dθ, pl(τ) =
∫ τ
0








bl(τ − θ)θ dθ, ql(τ) =
∫ τ
0








b′l(τ − θ) dθ, p′l(τ) =
∫ τ
0








b′l(τ − θ)θ dθ, q′l(τ) =
∫ τ
0






Inserting (4.3.15) into (4.3.8) and its time derivative with setting s = τ , and noticing
(4.2.8), we immediately obtain a MTI-FP discretization for the problem (4.3.3).
In practice, the integrals for computing the Fourier transform coefficients in
(4.3.7), (4.3.11) and (4.3.13) are usually approximated by numerical quadratures
[8,10,95]. Let unj and u˙
n
j be approximations of u(xj, tn) and ∂tu(xj, tn), respectively;













n(xj, τ), respectively, for j = 0, . . . ,M . Choosing u
0




2 for 0 ≤ j ≤ M and noticing (4.2.8), (4.3.8) with s = τ , (4.3.15), (4.3.5)
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with 
(˜zn+1± )l = al(τ)(˜z
0±)l + ε
2bl(τ)(˜z˙0±)l − cl(τ)(˜f 0±)l − dl(τ)(˜f˙ 0±)l,



















































































































)− f (eiτ/ε2zn+1+,j + e−iτ/ε2zn+1−,j ) , 0 ≤ j ≤M.
(4.3.20)
This MTI-FP method for the KGE (4.3.3) (or (4.1.1)) is explicit, accurate, easy
to implement and very efficient due to the fast Fourier transform (FFT), and its
memory cost is O(M) and the computational cost per time step is O(M logM).
Remark 4.3.1. Instead of discretizing the initial velocity ∂sz
n
±(x, 0) from (4.3.5)







n±)l(0)] which will result a second
order decreasing in the spatial accuracy, we change to the modified coefficients given
in (4.3.20) as filters where the accuracy is now controlled by the time step τ (cf.
(4.4.51) ). There are other possible choices of the filters.
Remark 4.3.2. When the initial data φ1(x) and φ2(x) are real-valued functions
and f(u) : R → R in (4.1.1), then the solution u(x, t) is real-valued. In this case,
for n ≥ 0, it is easy to see that zn+(x, s) = zn−(x, s) for x ∈ Ω and 0 ≤ s ≤ τ in
the MDF (4.2.4). In the corresponding numerical scheme, we have zn+,j = z
n
−,j for
j = 0, . . . ,M in the MTI-FP (4.3.17). Thus the scheme can be simplified and the
computational cost can be reduced.
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4.4 Error estimates
In this section, we establish an error bound for the MTI-FP (4.3.17) of the
problem (4.3.3), which is uniform for ε ∈ (0, 1]. Let 0 < T < T ∗ with T ∗ the
maximum existence time of the solution u to the problem (4.3.3), motivated by the
analytical results in [75–77], here we make the following assumption on the solution
u to the problem (4.3.3) — there exists an integer m0 ≥ 2 such that
u ∈ C1 ([0, T ];Hm0+4p (Ω)) , ‖u‖L∞([0,T ];Hm0+4)+ε2 ‖∂tu‖L∞([0,T ];Hm0+4) . 1, (4.4.1)
whereHmp (Ω) =
{





‖u‖L∞([0,T ];Hm0+4) , ε2 ‖∂tu‖L∞([0,T ];Hm0+4)
}
. (4.4.2)
Let un = (un0 , u
n
1 , . . . , u
n
M) ∈ CM+1, u˙n = (u˙n0 , u˙n1 , . . . , u˙nM) ∈ CM+1 (n ≥ 0) be
the numerical solution obtained from the MTI-FP method (4.3.17), denote their
interpolations as
unI (x) := (IMu
n)(x), u˙nI (x) := (IM u˙
n)(x), x ∈ Ω, (4.4.3)
and define the error functions as




then we have the following error estimates for the MTI-FP method (4.3.17) [9].
Theorem 4.4.1 (Error bounds of MTI-FP). Under the assumption (4.4.1), there
exist two constants 0 < h0 ≤ 1 and 0 < τ0 ≤ 1 sufficiently small and independent of
ε such that, for any 0 < ε ≤ 1, when 0 < h ≤ h0 and 0 < τ ≤ τ0, we have
‖en‖H2 + ε2 ‖e˙n‖H2 . hm0 +
τ 2
ε2
, ‖en‖H2 + ε2 ‖e˙n‖H2 . hm0 + τ 2 + ε2, (4.4.5)
‖unI ‖H2 ≤ C0 + 1, ‖u˙nI ‖H2 ≤
C0 + 1
ε2
, 0 ≤ n ≤ T
τ
. (4.4.6)
Thus, by taking the minimum of the two error bounds in (4.4.5) for ε ∈ (0, 1], we
obtain an error bound which is uniformly convergent for ε ∈ (0, 1]






. hm0 + τ, 0 ≤ n ≤ T
τ
. (4.4.7)
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In order to prove the above theorem, for 0 ≤ n ≤ T
τ
, we introduce
enM(x) := (PMu)(x, tn)−unI (x), e˙nM(x) := PM(∂tu)(x, tn)− u˙nI (x), x ∈ Ω. (4.4.8)
Using the triangle inequality and noticing the assumption (4.4.1), we have
‖en‖H2 ≤ ‖u(·, tn)− PMu(·, tn)‖H2 + ‖enM‖H2 . hm0+2 + ‖enM‖H2 , (4.4.9a)
‖e˙n‖H2 ≤ ‖∂tu(·, tn)− PM∂tu(·, tn)‖H2 + ‖e˙nM‖H2 .
1
ε2
hm0+2 + ‖e˙nM‖H2 .(4.4.9b)
Thus we only need to obtain estimates for ‖enM‖H2 and ‖e˙nM‖H2 , which will be done
by introducing the following error energy functional
E (enM , e˙nM) := ε2 ‖e˙nM‖2H2 + ‖∂xenM‖2H2 +
1
ε2




and establishing the following several lemmas.
Lemma 4.4.1 (Formulation of the exact solution). Denote the Fourier expansion





iµl(x−a), x ∈ Ω¯, t ≥ 0, (4.4.11)
then we have








































−3iθ/ε2 (̂gn−)l(θ) + (̂wn)l(θ)] dθ. (4.4.12b)
Proof. Substituting (4.4.11) with t = tn + s into (4.3.3), we have






ûl(tn + s) + f̂(u)l(tn + s) = 0, s > 0. (4.4.13)
Applying the variation-of-constant formula to (4.4.13) and noticing (4.3.12), we get









f̂(u)l(tn + θ) dθ, 0 ≤ s ≤ τ. (4.4.14)
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For the cubic nonlinearity f(u) = λ|u|2u and noticing (4.2.2), (4.3.1) and (4.3.2),
we have
f(u(x, tn + s)) = e
is/ε2fn+(x, s) + e




gn−(x, s) + w
n(x, s), x ∈ Ω¯, 0 ≤ s ≤ τ, (4.4.15)
where f
n











wn(x, s) = wn(zn+(x, s), z
n
−(x, s), r
n(x, s); s), x ∈ Ω, 0 ≤ s ≤ τ.
(4.4.16)
Plugging (4.4.15) and (4.4.16) into (4.4.14), we get




















−3iθ/ε2 (̂gn−)l(θ) + (̂wn)l(θ)] dθ. (4.4.17)
Then we can obtain (4.4.12a) by setting s = τ in (4.4.17) and get (4.4.12b) by taking
derivative with respect to s in (4.4.17) and then letting s = τ .
Lemma 4.4.2 (A new formulation of MTI-FP). For n ≥ 0, expanding unI (x) and









iµl(x−a), x ∈ Ω¯, (4.4.18)
then we have





(˜u˙nI )l − G˜nl , (4.4.19)
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˜˙Gnl = eiτ/ε2 [c′l(τ) + iε2 cl(τ)
]



































































− iε2(˜u˙nI )l] ,





, l = −M
2





Inserting (4.4.22) into (4.3.19) and noticing (4.3.17), (4.3.18), (4.4.18) and (4.4.3),
we get
(˜un+1I )l = e


































(˜r˙0)l − G˜nl , l = −
M
2






































































+ cos(ωlτ)(˜r˙0)l − ˜˙Gnl , l = −M2 , . . . , M2 − 1, (4.4.23b)
where Re(α) and Im(α) denote the real and imaginary parts of a complex number
α, respectively. Thus we can obtain (4.4.19) from (4.4.23) by using the fact that
al(τ) = a−l(τ) and bl(τ) = b−l(τ) for l = −M/2, . . . ,M/2− 1 in (4.3.12).
For 0 ≤ n ≤ T
τ
, let zn±(x, s) and r
n(x, s) be the solution of the MDF (4.3.4)-(4.3.5)
with φn1 (x) = u(x, tn) and φ
n
2 (x) = ε
2∂tu(x, tn) for x ∈ Ω¯, then we have
Lemma 4.4.3 (A prior estimate of MDF). Under the assumption (4.4.1), there
exists a constant τ1 > 0 independent of 0 < ε ≤ 1 and h > 0, such that for
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0 < τ ≤ τ1∥∥zn±∥∥L∞([0,τ ];Hm0+2) + ∥∥∂szn±∥∥L∞([0,τ ];Hm0+1) + ∥∥∂sszn±∥∥L∞([0,τ ];Hm0 ) . 1, (4.4.24)
‖rn‖L∞([0,τ ];H4) + ε2 ‖∂srn‖L∞([0,τ ];H3) + ε4 ‖∂ssrn‖L∞([0,τ ];H2) . ε2. (4.4.25)
Proof. From (4.3.5) and noticing the assumption (4.4.1) and (4.3.1), we have
‖zn±(·, 0)‖Hm0+4 . ‖u(·, tn)‖Hm0+4 + ε2‖∂tu(·, tn)‖Hm0+4 . 1,
‖∂szn±(·, 0)‖Hm0+2 . ‖∂xxzn±(·, 0)‖Hm0+2 + ‖f±(zn+(·, 0), zn−(·, 0))‖Hm0+2 . 1,
which immediately imply
‖∂srn(·, 0)‖Hm0+2 ≤ ‖∂szn+(·, 0)‖Hm0+2 + ‖∂szn−(·, 0)‖Hm0+2 . 1. (4.4.26)
Similar to the proof for the nonlinear Schro¨dinger equation with wave operator [5,8],
we can easily establish (4.4.24) and the details are omitted here for brevity. Taking






iµl(x−a), x ∈ Ω¯, 0 ≤ s ≤ τ, (4.4.27)








































be the integer part of b−a
2piε
. From (4.4.28), integrating by
parts and using the Cauchy’s and Ho¨lder’s inequalities, we obtain for |l| ≤Mε
|(̂rn)l(s)|2 .
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= O(1), 0 ≤ θ ≤ s ≤ τ, 0 < ε ≤ 1.







|(̂gn+)l(θ)|2 + |(̂gn−)l(θ)|2 + |(̂wn)l(θ)|2
]
dθ. (4.4.30)
Multiplying (4.4.29) and (4.4.30) by 1 + µ2l + . . . + µ
8
l , then summing them up for




















‖∂srn(·, 0)‖2H4 + ‖gn+‖L∞([0,τ ];H4)









‖wn(·, θ)‖2H4 dθ . ε4 +
∫ s
0
‖rn(·, θ)‖2H4 dθ, 0 ≤ s ≤ τ. (4.4.31)
Combining (4.4.31), (4.4.26), noticing rn(x, 0) ≡ 0 for x ∈ Ω¯, and adapting the
standard bootstrap argument for the nonlinear wave equation [102], we have that
there exists a positive constant τ1 > 0 independent of ε and h such that
‖rn‖L∞([0,τ ];H4) . ε2. (4.4.32)
Similarly we can obtain




which, together with (4.4.32), immediately imply the desired inequality (4.4.25).








̂˙ξnl eiµl(x−a), x ∈ Ω¯, (4.4.34)














































(0) + pl(τ)(̂g−)l(0) + ql(τ)(̂g−)
′


























































Then we have the following estimates for them.
Lemma 4.4.4 (Estimates on ξn and ξ˙n). Under the assumption (4.4.1), when 0 <



















Proof. Noticing the fact




, 0 ≤ θ ≤ τ, (4.4.38)







































dθ, l = −M
2




Using the triangle inequality, we obtain for l = −M
2










∣∣∣(̂fn+)′′l (θρ)∣∣∣ dρ+ ∫ 1
0















≤ 1 for l = −M
2
, . . . , M
2
− 1 and by Lemma 4.4.3, we get
‖ξn‖2H2 . τ 6
[
‖∂ssfn+‖2L∞([0,τ ];H2) + ‖∂ssfn−‖2L∞([0,T ];H2) + ‖∂ssgn+‖2L∞([0,τ ];H2)
+‖∂ssgn−‖2L∞([0,τ ];H2)
]







for l = −M
2
, . . . , M
2




+ τ 2ε2 and ‖ξ˙n‖2H2 .
τ 6
ε4
+ τ 2, 0 < τ ≤ τ1. (4.4.41)
Plugging (4.4.40) and (4.4.41) into (4.4.10) with enM = ξ
n and e˙nM = ξ˙
n, we immedi-
ately get the first inequality in (4.4.37). On the other hand, for l = −M/2, . . . ,M/2−
1, noticing (̂wn)l(0) = 0 and using the error formula of trapezoidal rule for an inte-









∣∣∣∣ d2dθ2 [sin(ωl(τ − θ))(̂wn)l(θ)]
∣∣∣∣ dθ.
(4.4.42)








∣∣∣(̂fn+)′′l (θρ)∣∣∣ dρ+ ∫ 1
0






∣∣∣∣(̂gn−)′′l (θρ)∣∣∣∣ dρ+ ω2l ∣∣∣(̂wn)l(θ)∣∣∣+ ωl ∣∣∣(̂wn)′l(θ)∣∣∣+ ∣∣∣(̂wn)′′l (θ)∣∣∣ ]dθ.
Noting ωl . (1 + |µl|)/ε2 for l = −M2 , . . . , M2 − 1, we obtain
‖ξn‖2H2 .τ 6
[
‖∂ssfn+‖2L∞([0,τ ];H2) + ‖∂ssfn−‖2L∞([0,τ ];H2) + ‖∂ssgn+‖2L∞([0,τ ];H2)












, 0 < τ ≤ τ1. (4.4.43)







, 0 < τ ≤ τ1. (4.4.44)
Again, substituting (4.4.43) and (4.4.44) into (4.4.10) with enM = ξ
n and e˙nM = ξ˙
n,
we immediately get the second inequality in (4.4.37).
4.4 Error estimates 113
For any v ∈ YM , we denote v−1 = vM−1 and vn+1 = v1 and then define the





vj+1 − 2vj + vj−1
h2
, j = 0, 1, . . . ,M.
In addition, we define the following norms as ‖v‖2Y,1 = ‖v‖2l2 +‖δ+x v‖2l2 and ‖v‖2Y,2 =
‖v‖2l2 + ‖δ+x v‖2l2 + ‖δ2xv‖2l2 and it is easy to see that
‖IMv‖H1 . ‖v‖Y,1 . ‖IMv‖H1 , ‖IMv‖H2 . ‖v‖Y,2 . ‖IMv‖H2 , ∀v ∈ YM .
(4.4.45)









±,j, respectively, for j = 0, 1, . . . ,M be defined in (4.3.20),
and define the following error functions enz± ∈ YM , e˙nz± ∈ YM , enf± ∈ YM , e˙nf± ∈ YM ,
eng± ∈ YM and e˙ng± ∈ YM as
enz±,j = z
n
±(xj, 0)− z0±,j, e˙nz±,j = ∂szn±(xj, 0)− z˙0±,j,
enf±,j = f
n
±(xj, 0)− f 0±,j, e˙nf±,j = ∂sfn±(xj, 0)− f˙ 0±,j, 0 ≤ j ≤M,
eng±,j = g
n
±(xj, 0)− g0±,j, e˙ng±,j = ∂sgn±(xj, 0)− g˙0±,j.
(4.4.46)
Lemma 4.4.5 (Interpolation error). Under the assumption (4.4.1) and assume
(4.4.6) holds (which will be proved by induction later), then we have
‖IMenf±‖H2 + ‖IMeng±‖H2 . ‖enM‖H2 + ε2‖e˙nM‖H2 + hm0 ,
‖IM e˙nf±‖H2 + ‖IM e˙ng±‖H2 .
1
τ
(‖enM‖H2 + ε2‖e˙nM‖H2 + hm0 + τ 2) . (4.4.47)
Proof. From (4.4.46), (4.4.45), (4.3.20) and (4.4.16), we have




[∥∥∂z+f± (zθ+, zn−) · enz+∥∥Y,2 + ∥∥∂z−f± (z0+, zθ−) · enz−∥∥Y,2] dθ,
where zθ± ∈ YM and zn± ∈ YM are defined as zθ±,j = θzn±(xj, 0) + (1 − θ)z0±,j and
zn± = z
n
±,j, respectively, for j = 0, 1, . . . ,M and 0 ≤ θ ≤ 1. Under the assumption
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(4.4.6) and using the Sobolev’s inequality, we get∫ 1
0
∥∥∂z+f± (zθ+, zn−) · enz+∥∥Y,2 dθ . ∥∥enz+∥∥l∞ · ∫ 1
0
∥∥δ2x∂z+f± (zθ+, zn−)∥∥l2 dθ
+
∥∥enz+∥∥Y,1 · ∫ 1
0
∥∥δ+x ∂z+f± (zθ+, zn−)∥∥l∞ dθ + ∥∥enz+∥∥Y,2 · ∫ 1
0
∥∥∂z+f± (zθ+, zn−)∥∥l∞ dθ
.
∥∥enz+∥∥Y,2 .
Similarly, we have∫ 1
0
∥∥∂z−f± (z0+, zθ−) · enz−∥∥Y,2 dθ . ∥∥enz−∥∥Y,2 .
Plugging the above two inequalities into (4.4.48), we get
‖IMenf±‖H2 .
∥∥enz+∥∥Y,2 + ∥∥enz−∥∥Y,2 . ∥∥IMenz+∥∥H2 + ∥∥IMenz−∥∥H2
. ‖IMu(·, tn)− unI ‖H2 + ε2 ‖IM∂tu(·, tn)− u˙nI ‖H2
. ‖enM‖H2 + ε2 ‖e˙nM‖H2 + hm0 . (4.4.49)
In addition, combining (4.2.7) and (4.3.20), we obtain
‖IM e˙nf±‖H2 .‖e˙nf±‖Y,2 .
∥∥IMenz+∥∥H2 + ∥∥IMenz−∥∥H2 + ∥∥IM e˙nz+∥∥H2 + ∥∥IM e˙nz−∥∥H2
. ‖enM‖H2 + ε2 ‖e˙nM‖H2 + hm0 +
∥∥∂szn+(·, 0)− IM z˙0+∥∥H2
+








































Since the ’sinc’ function sinc(s) = sin s
s
if s 6= 0 and sinc(0) = 1 has the property











)∣∣∣∣ ≤ 12τµ2l ‖sinc′(·)‖L∞ .
Then from (4.3.20) and Lemma 4.4.3 we have for small τ ,∥∥∂szn±(·, 0)− IM z˙0±∥∥H2 . 1τ (‖enM‖H2 + ε2 ‖e˙nM‖H2 + hm0)+τ‖zn±(·, 0)‖H6 . (4.4.52)
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(‖enM‖H2 + ε2‖e˙nM‖H2 + hm0 + τ 2) .
Similarly, we can get the estimate results for ‖IMeng±‖H2 and ‖IM e˙ng±‖H2 . Combining
all, we immediately get (4.4.47).








˜˙ηnl eiµl(x−a), x ∈ Ω, n ≥ 0,
(4.4.53)
where
η˜nl = Ĝnl − G˜nl , ˜˙ηnl = ̂˙Gnl − ˜˙Gnl , l = −M2 , . . . M2 − 1, (4.4.54)
then we have
Lemma 4.4.6 (Estimates on ηn and η˙n). Under the same assumptions as in Lemma
4.4.5, we have for any 0 < τ ≤ τ1,














±(x)− (IM f0±)(x), e˙nf±(x) = ∂sfn±(x)− (IM f˙0±)(x),
eng±(x) = f
n
±(x)− (IM f0±)(x), e˙ng±(x) = ∂sgn±(x)− (IM g˙0±)(x), x ∈ Ω.
(4.4.56)
For l = −M/2, . . . ,M/2− 1, from (4.4.56), (4.4.54) and (4.4.36), using the triangle
inequality, we have
|ηnl | ≤ |cl(τ)|
[∣∣∣(̂enf+)l∣∣∣+ ∣∣∣(̂enf−)l∣∣∣]+ |dl(τ)| [∣∣∣(̂e˙nf+)l∣∣∣+ ∣∣∣(̂e˙nf−)l∣∣∣]
+|pl(τ)|
[∣∣∣(̂eng+)l∣∣∣+ ∣∣∣(̂eng−)l∣∣∣]+ |ql(τ)| [∣∣∣(̂e˙ng+)l∣∣∣+ ∣∣∣(̂e˙ng−)l∣∣∣] . (4.4.57)
From (4.3.16) directly, we have
|cl(τ)|+ |pl(τ)| . τ√
1 + µ2l ε
2
. τ, µl(|cl(τ)|+ |pl(τ)|) . τ
ε
,
|dl(τ)|+ |ql(τ)| . τ
2√
1 + µ2l ε
2
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Inserting (4.4.58) into (4.4.57) and using the Cauchy’s inequality, we obtain
‖ηn‖2H2 . τ 2
[ ∥∥PMenf+∥∥2H2 + ∥∥PMenf−∥∥2H2 + ∥∥PMeng+∥∥2H2 + ∥∥PMeng−∥∥2H2 ]
+τ 4
[ ∥∥PM e˙nf+∥∥2H2 + ∥∥PM e˙nf−∥∥2H2 + ∥∥PM e˙ng+∥∥2H2 + ∥∥PM e˙ng−∥∥2H2 ]
. τ 2
[ ∥∥IMenf+∥∥2H2 + ∥∥IMenf−∥∥2H2 + ∥∥IMeng+∥∥2H2 + ∥∥IMeng−∥∥2H2 ]
+τ 4
[ ∥∥IM e˙nf+∥∥2H2 + ∥∥IM e˙nf−∥∥2H2 + ∥∥IM e˙ng+∥∥2H2 + ∥∥IM e˙ng−∥∥2H2 ]+ τ 2h2m0























Combining (4.4.59), (4.4.61) and (4.4.10) we immediately obtain (4.4.55).
Proof of Theorem 4.4.1. The proof will be proceeded by the method of mathe-
matical induction and the energy method. For n = 0, from the initial data in the
MTI-FP (4.3.17)-(4.3.20) method and noticing the assumption (4.4.1), we have
‖e0‖H2 + ε2‖e˙0‖H2 = ‖φ1 − IMφ1‖H2 + ‖φ2 − IMφ2‖H2 . hm0+2 . hm0 .
In addition, using the triangle inequality, we know that there exists h1 > 0 indepen-
dent of ε such that for 0 < h ≤ h1 and τ > 0
‖u0I‖H2 ≤ ‖φ1‖H2 + ‖e0‖H2 ≤ C0 + 1, ‖u˙0I‖H2 ≤
‖φ2‖H2
ε2
+ ‖e˙0‖H2 ≤ C0 + 1
ε2
.
Thus (4.4.5)-(4.4.6) are valid for n = 0. Now we assume that (4.4.5)-(4.4.6) are
valid for 0 ≤ n ≤ m− 1 ≤ T/τ − 1. Substracting (4.4.12) from (4.4.19), we have









l(tn+1)− (˜u˙n+1I )l = −ωl sin(ωlτ)(̂en)l + cos(ωlτ)(̂e˙n)l + ̂˙ξnl − ˜˙ηnl .
(4.4.62b)
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Using the Cauchy’s inequality, we obtain∣∣∣(̂en+1)l∣∣∣2 ≤ (1 + τ) ∣∣∣∣cos(ωlτ)(̂en)l + sin(ωlτ)ωl (̂e˙n)l
∣∣∣∣2 + 1 + ττ ∣∣∣ξ̂nl − η˜nl ∣∣∣2 ,
(4.4.63a)∣∣∣(̂e˙n+1)l∣∣∣2 ≤ (1 + τ) ∣∣∣cos(ωlτ)(̂e˙n)l − ωl sin(ωlτ)(̂en)l∣∣∣2 + 1 + ττ ∣∣∣ ̂˙ξnl − ˜˙ηnl ∣∣∣2 .
(4.4.63b)
Multiplying (4.4.63a) and (4.4.63b) by (µ2l +
1
ε2
)(1 + µ2l + µ
4
l ) and ε
2(1 + µ2l + µ
4
l ),
respectively, and then summing them up for l = −M/2, . . . ,M/2− 1, we obtain
E(en+1M , e˙n+1M ) ≤ (1 + τ)E(enM , e˙nM) +
1 + τ
τ
E(ξn − ηn, ξ˙n − η˙n).
Using the Cauchy’s inequality, we get




E(ξn, ξ˙n) + E(ηn, η˙n)
]
. (4.4.64)
Inserting (4.4.55) and the second inequality in (4.4.37) into (4.4.64), we get
E (en+1M , e˙n+1M )− E (enM , e˙nM) . τE (enM , e˙nM) + τh2m0ε2 + τ 5ε6 .
Summing the above inequality for 0 ≤ n ≤ m − 1 and then applying the discrete
Gronwall’s inequality, we have







Similarly, by using the first inequality in (4.4.37), we obtain







Combining (4.4.10), (4.4.9), (4.4.65) and (4.4.66), we get that (4.4.5) is valid for
n = m, which implies [34,68]
‖em‖H2 + ε2‖e˙m‖H2 ≤ hm0 + τ.
Using the triangle inequality, we obtain that these exist h2 > 0 and τ2 > 0 indepen-
dent of ε such that
‖umI ‖H2 ≤ ‖u(·, tm)‖H2 + ‖e˙m‖H2 ≤ C0 + 1,
‖u˙mI ‖H2 ≤ ‖∂tu(·, tm)‖H2 + ‖e˙m‖H2 ≤
C0 + 1
ε2
, 0 < h ≤ h2, 0 < τ ≤ τ2.
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Thus (4.4.6) is also valid for n = m. Then the proof is completed by choosing
τ0 = min{τ1, τ2} and h0 = min{h1, h2}. 
Remark 4.4.1. Here we emphasize that Theorem 4.4.1 holds in 2D and 3D and the
above approach can be directly extended to the higher dimensions without any extra
efforts. The only thing needs to be taken care of is the Sobolev inequality used in
Lemma 4.4.5 in 2D and 3D,
‖u‖L∞(Ω) ≤ C‖u‖H2(Ω), in 2D and 3D,
‖u‖W 1,p(Ω) ≤ C‖u‖H2(Ω), 1 < p < 6 in 2D and 3D,
(4.4.67)
where Ω is a bounded domain in 2D or 3D. By using assumption (4.4.6), Lemma
4.4.5 will still hold in 2D and 3D. (4.4.6) and error bounds can be proved by induction
since our scheme is explicit.
Under a weaker assumption of the regularity
(B) u ∈ C1 ([0, T ];Hm0+3p (Ω)) , ‖u‖L∞([0,T ];Hm0+3) +ε2 ‖∂tu‖L∞([0,T ];Hm0+3) . 1,
with m0 ≥ 2, we can have the H1-error estimates of the MTI-FP method by a very
similar proof with all the H2-norms in above changed into H1-norms.
Theorem 4.4.2. Under the assumption (B), there exist two constants 0 < h0 ≤ 1
and 0 < τ0 ≤ 1 sufficiently small and independent of ε such that, for any 0 < ε ≤ 1,
when 0 < h ≤ h0 and 0 < τ ≤ τ0, we have
‖en‖H1 + ε2 ‖e˙n‖H1 . hm0 +
τ 2
ε2
, ‖en‖H1 + ε2 ‖e˙n‖H1 . hm0 + τ 2 + ε2, (4.4.68)
‖un‖l∞ ≤ C0 + 1, ‖u˙n‖l∞ ≤
C0 + 1
ε2
, 0 ≤ n ≤ T
τ
. (4.4.69)
Remark 4.4.2. In 1D case, Theorem 4.4.2 holds without any CFL-type conditions.
However for higher dimensional cases, i.e. d = 2 or d = 3, due to the use of inverse
inequality to provide the l∞ control of the numerical solution [13], one has to impose
the technical condition
τ . ρd(h), with ρd(h) =
 1/| lnh|, d = 2,√h, d = 3.
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If the solution of the KGE is smooth enough, we can always turn to Theorem 4.4.1
and such CFL type conditions are unnecessary.
Remark 4.4.3. If the periodic boundary condition for the KGE (4.3.3) is replaced
by the homogeneous Dirichlet or Neumann boundary condition, then the MTI-FP
method and its error estimates are still valid provided that the Fourier basis is re-
placed by sine or cosine basis.
Remark 4.4.4. Here we only consider the multiscale time integrator based on the
decomposition by frequency, which is corresponding to the MTI-F (2.5.23) given
in Section 2.5.2. For the other MTI-FA (2.5.16) proposed in Section 2.5.1, we
remark that although the integrator can be applied to solve the KGE (4.1.1) as well,
it suffers from stability problems based on our analysis and numerical experience.
The stability problem is essentially caused by the approximations of the second order
time derivative of function z± in the remainder equation of r. Meanwhile, the second
error bound of (2.5.25) for the MTI-FA obtained by Theorem 2.5.1 is no longer
valid when it is extended to the KGE, because now the Schro¨dinger type equations
in (2.4.16) can not be solved exactly in the PDE case.
Remark 4.4.5. If the cubic nonlinearity in the KGE (4.1.1) is replaced by a general
gauge invariant nonlinearity, the general MTI-FP method can be designed similarly
to those in Chapter 2.
4.5 Numerical results
In this section, we present numerical results of the MTI-FP method to confirm
our error estimates. We take d = 1 and f(u) = |u|2u in (4.1.1) and choose the initial
data as





, x ∈ R. (4.5.1)
The problem is solved on a bounded interval Ω = [−16, 16], i.e. b = −a = 16,
which is large enough to guarantee that the periodic boundary condition does not
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Table 4.1: Spatial error analysis: eτ,hε (T = 1) with τ = 5× 10−6 for different ε and
h.
eτ,hε (T ) h0 = 1 h0/2 h0/4 h0/8
ε0 = 0.5 1.65E – 1 3.60E – 3 1.03E – 6 7.34E – 11
ε0/2
1 2.65E – 1 9.70E – 3 9.07E – 7 5.03E – 11
ε0/2
2 9.02E – 1 1.34E – 2 1.73E – 7 4.60E – 11
ε0/2
3 1.13E+0 2.98E – 2 2.25E – 7 4.10E – 11
ε0/2
4 4.67E – 1 3.14E – 2 1.79E – 7 4.78E – 11
ε0/2
5 7.41E – 1 2.73E – 2 2.50E – 7 5.49E – 11
ε0/2
7 7.41E – 1 2.62E – 2 2.12E – 7 4.96E – 11
ε0/2
9 6.33E – 1 3.57E – 2 1.92E – 7 5.04E – 11
ε0/2
11 9.19E – 1 2.44E – 2 2.19E – 7 6.18E – 11
ε0/2
13 1.18E+0 2.38E – 2 2.59E – 7 5.86E – 11
introduce a significant aliasing error relative to the original problem. To quantify
the error, we introduce two error functions:
eτ,hε (T ) :=
∥∥u(·, T = Mτ)− uMI ∥∥H2 , eτ,h∞ (T ) := maxε {eτ,hε (T )} .
Since the analytical solution to this problem is not available, so the ‘exact’ solution
is obtained numerically by the MTI-FP method (4.3.17)-(4.3.20) with very fine mesh
h = 1/32 and time step τ = 5× 10−6. Tab. 4.1 shows the spatial error of MTI-FP
method at T = 1 under different ε and h with a very small time step τ = 5× 10−6
such that the discretization error in time is negligible. Tab. 4.2 shows the temporal
error of MTI-FP method at T = 1 under different ε and τ with a small mesh size
h = 1/8 such that the discretization error in space is negligible. The profiles of the
solutions at ε = 1/4 and ε = 1/8 are given in Fig. 4.2.
From Tabs. 4.1-4.2 and extensive additional results not shown here for brevity,
we can draw the following observations:
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Table 4.2: Temporal error analysis: eτ,hε (T = 1) a nd e
τ,h
∞ (T = 1) with h = 1/8 for
different ε and τ .







ε0 = 0.5 7.17E-1 5.72E-2 3.50E-3 2.14E-4 1.33E-5 8.14E-7 3.67E-8
rate — 1.82 2.02 2.01 2.00 2.01 2.20
ε0/2
1 5.40E-1 1.58E-1 1.12E-2 6.74E-4 4.15E-5 2.54E-6 1.18E-7
rate — 0.89 1.91 2.02 2.01 2.01 2.21
ε0/2
2 5.23E-1 1.47E-1 3.70E-2 2.70E-3 1.62E-4 9.87E-6 4.62E-7
rate — 0.91 0.99 1.90 2.02 2.01 2.20
ε0/2
3 6.30E-1 6.28E-2 4.13E-2 8.90E-3 6.51E-4 3.92E-5 1.82E-6
rate — 1.66 0.30 1.11 1.89 2.02 2.21
ε0/2
4 6.11E-1 3.00E-2 1.16E-2 1.05E-2 2.20E-3 1.60E-4 7.41E-6
rate — 2.17 0.68 0.07 1.13 1.89 2.21
ε0/2
5 6.17E-1 3.01E-2 2.70E-3 2.90E-3 2.80E-3 5.26E-4 2.98E-5
rate — 2.17 1.75 -0.04 0.02 1.17 2.07
ε0/2
7 6.16E-1 2.90E-2 1.80E-3 2.37E-4 1.37E-4 1.96E-4 1.91E-4
rate — 2.20 2.01 1.46 0.40 -0.26 0.02
ε0/2
9 6.13E-1 2.90E-2 1.69E-3 1.12E-4 1.09E-5 5.51E-6 1.69E-6
rate — 2.20 2.03 1.96 1.68 0.49 0.85
ε0/2
11 6.16E-1 2.90E-2 1.69E-3 1.05E-4 6.95E-6 9.97E-7 3.38E-7
rate — 2.20 2.03 2.00 1.96 1.40 0.78
ε0/2
13 6.20E-1 2.92E-2 1.69E-3 1.06E-4 6.61E-6 3.94E-7 2.38E-8
rate — 2.20 2.04 2.00 2.00 2.03 2.02
eτ,h∞ (T ) 7.17E-1 1.58E-1 4.13E-2 1.05E-2 2.80E-3 5.26E-4 1.91E-4
rate — 1.09 0.97 0.99 1.00 1.15 0.74
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Figure 4.2: Profiles of the solutions of 1D KGE (4.5.1) under different ε.
(i) The MTI-FP method is spectrally accurate in space, which is uniformly for
0 < ε ≤ 1 (cf. Tab. 4.1).
(ii) The MTI-FP method converges uniformly and linearly in time for ε ∈ (0, τ ]
(cf. last row in Tab. 4.2). In addition, for each fixed ε = ε0 > 0, when τ is small
enough, it converges quadratically in time (cf. each row in the upper triangle of
Tab. 4.2); and for each fixed ε small enough, when τ satisfies 0 < ε < τ , it also
converges quadratically in time (cf. each row in the lower triangle of Tab. 4.2).
(iii) The MTI-FP method is uniformly accurate for all ε ∈ (0, 1] under the mesh
strategy (or ε-scalability) τ = O(1) and h = O(1).
With the MTI-FP method, we can solve the KGE (4.1.1) in the nonrelativistic
limit regime effectively in 2D and 3D cases. Fig. 4.3 and Fig. 4.3 show the contour
plots of the solutions of the KGE in 2D case, i.e. d = 2 with f(u) = |u|2u and
φ1(x, y) = exp (−(x+ 2)2 − y2) + exp (−(x− 2)2 − y2),
φ2(x, y) = exp (−x2 − y2),
(4.5.2)
in (4.1.1) under different ε. Fig. 4.5 shows the isosurface plots of the solutions of
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Figure 4.3: Contour plots of the solutions of 2D KGE with (4.5.2) at different time
t under ε = 5E − 3.
the KGE in 3D case, i.e. d = 3 with f(u) = |u|2u and
φ1(x, y, z) = 2 exp (−x2 − 2y2 − 3z2),
φ2(x, y) = exp (−(x+ 0.5)2 − y2 − z2),
(4.5.3)
in (4.1.1).
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Figure 4.4: Contour plots of the solutions of 2D KGE with (4.5.2) at different time
t under ε = 2.5E − 3.
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In this chapter, we consider the following dimensionless Klein-Gordon-Zakharov
(KGZ) system in d-dimensions (d = 1, 2, 3) as given in Section 1.3.3, which is a clas-
sical model describing the interaction between the Langmuir waves and ion acoustic
waves in a plasma [20,35],
ε2∂ttψ(x, t)−∆ψ(x, t) + 1
ε2





= 0, x ∈ Rd, t > 0, (5.1.1b)
with initial conditions:
ψ(x, 0) = ψ(0)(x), ∂tψ(x, 0) = ψ
(1)(x), φ(x, 0) = φ(0)(x), ∂tφ(x, 0) = φ
(1)(x).
(5.1.1c)
Here, the real-valued functions ψ = ψ(x, t) and φ = φ(x, t) are the fast time scale
component of electric field raised by electrons and the derivation of ion density from
its equilibrium, respectively; 0 < ε ≤ 1 and 0 < γ ≤ 1 are two dimensionless
parameters which are inversely proportional to the plasma frequency and speed of
126
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sound, respectively. It is well-known that the KGZ system (5.3.1a)-(5.3.1c) is time

















where ϕ is defined via ∆ϕ = ∂tφ with lim|x|→∞ ϕ = 0.
For fixed ε = ε0 > 0 and γ = γ0 > 0, i.e. O(1)-plasma frequency and speed
of sound regime, the above KGZ system has been studied in both analytical and
numerical aspects. Along the analytical front, the local well-posedness of the Cauchy
problem (5.3.1a)-(5.3.1c) in the energy space H1 × L2 was performed by Ozawa et
al. [84] when ε = O(1) and γ = O(1) with ε 6= γ. In addition, as pointed out
in [78,78] that there is no null form structure as in [70] for the KGZ system, which
suggests that the KGZ system (5.3.1a)-(5.3.1c) may be locally ill-posed in the energy
space when ε = γ. Along the numerical front, Wang et al. [105] presented an energy
conservative finite difference method and established its error estimate.
However, in the high-plasma-frequency limit regime, i.e. ε→ 0 and γ = O(1), or
in the simultaneous high-plasma-frequency and subsonic limit regime, i.e. (ε, γ)→ 0
under ε . γ, the analysis of the KGZ system are more complicated. The analysis
difficulty is also mainly due to that the energy E(t) in (5.1.2) is unbounded when
ε → 0 or (ε, γ) → 0 under ε . γ. In these two limit regimes, Masmoudi et al. [78]
showed that the energy E(t) is at least O(ε−2) when ε → 0. They investigated
the convergence in Hs × Hs−1 (s > 3/2) as ε → 0 under ε . γ and subsequently
showed the convergence results in the energy space H1 × L2 [79]. Based on their
results [78, 79], in the subsonic limit, i.e. γ → 0, the KGZ system converges to the
KGE (1.3.7); and in the high-plasma-frequency limit, the KGZ system converges
to the Zakharov system [17, 69]. In addition, the solutions ψ and φ of the KGZ
system propagate waves with wavelength O(ε2) and O(ε), respectively, in time when
0 < ε  1 under ε . γ. This highly oscillatory nature in time provides severe
numerical burdens which is similar to the case of numerical resolution for the KGE
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in the nonrelativistic limit regime, making the computation in the limit regime
extremely challenging. So far there are few results on the numerics of the KGZ
system in this regime.
Based on our investigation in previous chapters on the various numerical meth-
ods for solving the HODEs (1.3.1) or KGE (1.3.7) in the nonrelativistic limit regime
where the solution has the similar oscillatory behavior as that of the KGZ system
(5.1.1), in order to compute ‘correct’ solutions, the frequently used FDTD meth-
ods [1, 38, 74, 99] share the same ε-scalability: time step τ = O(ε3) and mesh size
h = O(1). The Gautschi-type EWI spectral method for the KGE improves the
ε-scalability to τ = O(ε2), and the Deuflhard-type EWI or equivalently the time-
splitting spectral method furthermore shows smaller temporal error bound. Finally,
the multiscale time integrator (MTI) spectral method could achieve τ = O(1).
In this chapter, we are going to apply those numerical methods established before
to solve the KGZ system in the highly oscillatory regims. In detail, the two kinds of
EWIs for solving the KGZ in the simultaneous high-plasma-frequency and subsonic
limit regime are proposed in Section 5.2, and the MTI method to KGZ in the high-
plasma-frequency limit regime is established in Section 5.3, followed by numerical
results given in Section 5.4.
5.2 Exponential wave integrators
For simplicity of notation, we shall only present the methods in 1D as usual.
Generalization to higher dimensions are straightforward and results remain valid
with tensor products. In practice, we truncate the whole-space problem (5.3.1a)-
(5.3.1c) into an interval Ω = (a, b) with homogeneous Dirichlet boundary conditions.
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In 1D, the problem collapses to
ε2∂ttψ(x, t)− ∂xxψ(x, t) + 1
ε2
ψ(x, t) + ψ(x, t)φ(x, t) = 0, x ∈ Ω, t > 0, (5.2.1a)




= 0, x ∈ Ω, t > 0, (5.2.1b)
ψ(a, t) = ψ(b, t) = 0, φ(a, t) = φ(b, t) = 0, t ≥ 0, (5.2.1c)
ψ(x, 0) = ψ(0)(x), ∂tψ(x, 0) = ψ
(1)(x), x ∈ Ω = [a, b], (5.2.1d)
φ(x, 0) = φ(0)(x), ∂tφ(x, 0) = φ
(1)(x), x ∈ Ω. (5.2.1e)
We remark here that the boundary conditions considered here are inspired by the
inherent physical nature of the system and they have been widely used in the liter-
atures for dealing with analysis and computation of the KGZ system (see, e.g. [105]
and references therein). It could be replaced by periodic boundary conditions which
makes little difference in numerical aspects but would cost more effort in the error
estimates.
Choose the mesh size h := ∆x = (b−a)/M with M a positive integer and denote
grid points as xj := a+ jh for j = 0, 1, . . . ,M . Define
XM := span
{
sin(µl(x− a)) : x ∈ Ω, µl = pil





v = (v0, v1, . . . , vM) ∈ CM+1 | v0 = vM = 0
}




For a function v(x) on Ω and a vector v ∈ YM , let PM : L2(Ω)→ XM be the standard
L2-projection operator, and IM : C(Ω) → XM or YM → XM be the trigonometric




v̂l sin(µl(x− a)), (IMv)(x) =
M−1∑
l=1
v˜l sin(µl(x− a)), (5.2.2)
where v̂l and v˜l are the sine and discrete sine transform coefficients of the periodic










vj sin(µl(xj − a)). (5.2.3)
Now, the sine spectral discretization [51,95] for (5.2.1a)-(5.2.1b) is as follows:
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ε2∂ttψM − ∂xxψM + 1
ε2
ψM + PM (ψMφM) = 0, (5.2.5)
γ2∂ttφM − ∂xxφM − ∂xx
(PM ((ψM)2)) = 0, x ∈ Ω, t ≥ 0. (5.2.6)
Plugging (5.2.4) into (5.2.5)-(5.2.6), noticing the orthogonality of the sine bases, we
have for l = 1, . . . ,M − 1 and w ∈ R, when t is near tn (n = 0, 1, . . .),
d2
dw2
ψ̂l(tn + w) + β
2
l ψ̂l(tn + w) +
1
ε2
f̂nl (w) = 0, (5.2.7)
d2
dw2
φ̂l(tn + w) + θ
2


















Using the variation-of-constants formula, for n ≥ 0 and w ∈ R, the general solutions
of the above second order ODEs are

















ĝnl (s) sin (θl(w − s)) ds.
(5.2.10)
Differentiating (5.2.9) and (5.2.10) with respect to w, we obtain with t = tn + w








φ̂′l(t) = −θl sin (θlw) φ̂l(tn) + cos (θlw) φ̂′l(tn)− θ2l
∫ w
0
ĝnl (s) cos (θl(w − s)) ds.
(5.2.12)
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When n = 0, from the initial conditions (5.2.1d)-(5.2.1e), we have
ψ̂l(0) = (̂ψ(0))l, ψ̂
′
l(0) = (̂ψ





Then based on the different quadratures applied to the above unknown integrations
as introduced before, we can derive the following EWI with Gautschi’s quadrature
sine pseudospectral (EWI-GSP) method and the EWI with Deuflhard’s quadrature
sine pseudospectral (EWI-DSP) method.
5.2.1 EWI-GSP
Evaluating (5.2.9)-(5.2.10) and (5.2.11)-(5.2.12) with w = τ and n = 0, we get

















ĝ0l sin (θl(τ − s)) ds, (5.2.15)








φ̂′l(t1) = −θl sin (θlτ) (̂φ(0))l + cos (θlτ) (̂φ(1))l − θ2l
∫ τ
0
ĝ0l (s) cos (θl(τ − s)) ds.
(5.2.17)
For n ≥ 1, choosing w = τ and w = −τ , respectively, in (5.2.9)-(5.2.10), and then
summing the corresponding equations together [45, 52,53], we obtain






sin (βl(τ − s))
ε2βl
ds, (5.2.18)









l (s) := f̂
n




l (s) := ĝ
n
l (s) + ĝ
n
l (−s).
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Carrying out the similar procedure to (5.2.11)-(5.2.12) by subtracting instead of
summing [54,62], we get
ψ̂′l(tn+1) = ψ̂
′

















l (s) cos (θl(τ − s)) ds.
(5.2.21)
Then we adopt the following Gautschi’s type quadrature with A ∈ C([0, τ ]) and
0 6= δ ∈ R [45]∫ τ
0
A(s) sin (δ(τ − s)) ds ≈ A(0)
∫ τ
0





A(s) cos (δ(τ − s)) ds ≈ A(0)
∫ τ
0




to approximate all the integrals in (5.2.14)-(5.2.21), and then replace all the inte-








M(x) as the interpolations of ψ
(0)(x),
ψ(1)(x), φ(0)(x) and φ(1)(x) on the grids, respectively, and approximating the inte-







approximations of ψ(xj, tn), φ(xj, tn), ∂tψ(xj, tn), and ∂tφ(xj, tn), respectively, for
j = 0, 1, . . . ,M and n ≥ 0, and denote ψn, φn, (ψ˙)n and (φ˙)n be the vector with com-

















(1)(xj) for j = 0, 1, . . . ,M , then a Gautschi-type expo-
nential wave integrator sine pseudospectral (EWI-GSP) discretization for computing
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(˜ψn+1)l sin(µl(xj − a)), φn+1j =
M−1∑
l=1


















where for n = 0






















+ [cos (θlτ)− 1] g˜0l ,
(˜ψ˙)
1






l = −θl sin (θlτ) (˜φ(0))l + cos (θlτ) (˜φ(1))l − θl sin (θlτ) g˜0l ;
and for n ≥ 1
(˜ψn+1)l = −(˜ψn−1)l + 2 cos (βlτ) (˜ψn)l +


















l − 2θl sin (θlτ) (˜φn)l − 2θl sin (θlτ) g˜nl .
with fn = (ψn0φ
n





T , gn =
(
(ψn0 )
2 , . . . , (ψnM)
2)T .
5.2.2 EWI-DSP
For n ≥ 0, by applying the standard trapezoidal rule or the Deuflhard-type
quadrature [36] directly to those unknown integrations in (5.2.9)- (5.2.12), and then
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setting w = τ , we get

































Then a detailed Deuflhard-type exponential wave integrator sine pseudospectral






j (j = 0, . . . ,M, n =
0, 1, . . .) be the approximations to ψ(xj, tn), ∂tψ(xj, tn), φ(xj, tn) and ∂tφ(xj, tn),


















ψ˜n+1l sin(µl(xj − a)), φn+1j =
M−1∑
l=1
















































































with fn = (ψn0φ
n





T , gn =
(
(ψn0 )
2 , . . . , (ψnM)
2)T .
Similarly to that shown in Chapter 3 (refer to Theorem 3.4.1), the TSSP method
is equivalent to an EWI with Deulhard’s quadrature for solving the KGZ system.
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The above EWI-GSP and EWI-DSP methods for the KGZ system are explicit,
time symmetric and easy to extend to 2D and 3D. The memory cost is O(M) and
computational cost per time step is O(M lnM) thanks to fast sine transform.
5.2.3 Convergence analysis
Here we give the convergence results of the EWI-GSP and EWI-DSP methods in
the regime: ε = O(1) and γ = O(1). Without loss of generality and for the simplicity
of notation, we set ε = γ = 1 in this subsection. Let T ∗ be the maximum existence
time for the solutions of the KGZ system [78,79,84] and denote 0 < T < T ∗. Assume
the exact solutions (ψ, φ) of (5.2.1a)-(5.2.1e) satisfy
ψ ∈ C ([0, T ];W 1,∞ ∩Hm0 ∩H20) ∩ C1 ([0, T ];W 1,4) ∩ C2 ([0, T ];H1) ,
φ ∈ C ([0, T ];L∞(Ω) ∩Hm0 ∩H10) ∩ C1 ([0, T ];L4) ∩ C2 ([0, T ];L2) , (5.2.29)
for some integer m0 ≥ 3. Under the assumptions (5.2.29), we denote, for ΩT :=
Ω× [0, T ],
K1 := max
{‖ψ‖L∞([0,T ];L∞∩H2), ‖∂tψ‖L∞([0,T ];H1)} ,
K2 := max
{‖φ‖L∞([0,T ];L∞∩H1), ‖∂xϕ‖L∞([0,T ];L2)} .
Denote the trigonometric interpolations of numerical solutions as
ψnI (x) := IM(ψ
n)(x), φnI (x) := IM(φ
n)(x), ψ˙nI (x) := IM(ψ˙
n)(x), x ∈ Ω,
(5.2.30)












Define the ‘error’ functions as
enψ(x) := ψ(x, tn)− ψnI (x), enφ(x) := φ(x, tn)− φnI (x), n = 0, 1 . . . , (5.2.32a)
e˙nψ(x) := ∂tψ(x, tn)− ψ˙nI (x), enρ(x) := ∂xϕ(x, tn)− ρnI (x), x ∈ Ω, (5.2.32b)
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then we have the following two convergence theorem of the EWI-GSP and EWI-DSP,
respectively [11].
Theorem 5.2.1 (Convergence of EWI-GSP). Let ψn and φn be the approximations
obtained from the EWI-GSP (5.2.24)-(5.2.25). Under the assumption (5.2.29), there
exists h0 > 0 and τ0 > 0 sufficiently small and independent of h and τ , such that
for any 0 < h ≤ h0 and 0 < τ ≤ τ0 satisfying τ ≤ pih3√h2+pi2 ,, we have∥∥enψ∥∥H1(Ω) + ∥∥enφ∥∥L2(Ω) . τ 2 + hm0 , 0 ≤ n ≤ Tτ , (5.2.33)




≤ K1 + 1, ‖φnI ‖L∞(Ω) ≤ K2 + 1.
(5.2.34)
Proof. The proof of Theorem 5.2.1 is quite similar to the proof of Theorem 3.2.2,
so we omit here for brevity.
Theorem 5.2.2 (Convergence of EWI-DSP). Let ψn, φn, ψ˙n and φ˙n be the numer-
ical approximations obtained from the EWI-DSP method (5.2.27)-(5.2.28). Under
the assumption (5.2.29), there exist two constants τ0, h0 > 0, independent of τ (or
n) and h , such that for any 0 < τ < τ0, 0 < h < h0,




‖ψnI ‖H1 ≤ K1 + 1, ‖φnI ‖L2 ≤ K2 + 1, ‖ψn‖l∞ ≤ K1 + 1, (5.2.35b)
‖ψ˙nI ‖L2 ≤ K1 + 1, ‖ρnI ‖L2 ≤ K2 + 1. (5.2.35c)
To proceed to the proof of Theorem 5.2.2, we introduce the following notations.
Let ψ, φ be the exact solution of the KGZ system (5.2.1) with ε = γ = 1. Denote
the L2-projected solution as




φM(x, t) := PM(φ(x, t)) =
M−1∑
l=1
φ̂l(t) sin(µl(x− a)), x ∈ Ω, t ≥ 0,
(5.2.36)
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where from (5.2.32), the corresponding coefficients in frequency space should satisfy
(̂eψ)
n
l = ψ̂l(tn)− ψ˜nl , (̂eφ)
n




































































































fn(x, s) := ψφ(x, tn + s), g
n(x, s) := |ψ(x, tn + s)|2. (5.2.40)
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Subtracting the local truncation errors (5.2.39) from the scheme (5.2.28) and noting
(5.2.31), we are led to the error equations for n = 0, 1, . . . , T
τ
−1 and l = 1, . . . ,M−1,
(̂eψ)
n+1














l = cos (µlτ) (̂eφ)
n









l =− βl sin (βlτ) (̂eψ)
n












l =− sin (µlτ) (̂eφ)
n












































l (0)− g˜nl ) + ĝnl (τ)− g˜n+1l
]
, (5.2.42c)






















l sin(µl(xj − a)), x ∈ Ω.
Define the error energy functional as
E(P,Q,R, S) := ‖P‖2L2 + ‖Q‖2H1 + ‖R‖2L2 + ‖S‖2L2 , (5.2.43)
for some arbitrary functions P (x), Q(x), R(x) and S(x) on Ω.




‖v‖2l2 + ‖δ+x v‖2l2 ,









for some v ∈ YM . For the local truncation errors (5.2.39), we have estimates stated
in the following lemma.












. τ 6, n = 0, 1, . . . , T
τ
− 1. (5.2.44)
Proof. Applying the L2-projection on both sides of (5.2.1), due to the orthogonality
of basis functions and the variation-of-constant formula, the sine transform coeffi-
cients ψ̂l(tn) and φ̂l(tn) should satisfy
















sin (µl(τ − s)) ĝnl (s)ds,
(5.2.45b)
ψ̂′l(tn+1) = −βl sin (βlτ) ψ̂l(tn) + cos (βlτ) ψ̂′l(tn)−
∫ τ
0







φ̂′l(tn)− sin (µlτ) φ̂l(tn)− µl
∫ τ
0
cos (µl(τ − s)) ĝnl (s)ds.
(5.2.45d)















































l (0) + ĝ
n
l (τ)] .
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Thus, the local truncation errors here are in fact the error introduced by applying
the trapezoidal rule. By the standard error formula [22] of the trapezoidal rule for




[v(0) + v(τ)] =
τ 3
12





























′′ (κ1)− 2µl cos(µlκ2) (ĝnl )′ (κ1)































′′ (κ1) + 2µl sin(µlκ2) (ĝnl )
′ (κ1)
− µ2l cos(µlκ2)ĝnl (κ1)
]
, (5.2.47d)
for some κ2 = τ − κ1 and κ1 ∈ [0, τ ].
Taking square on both sides of the inequalities in (5.2.47) and then using Cauchy’s
inequality, we get∣∣∣(̂ξψ)nl ∣∣∣2 . τ 6β2l
[∣∣∣∣(f̂nl )′′ (κ1)∣∣∣∣2 + β2l ∣∣∣∣(f̂nl )′ (κ1)∣∣∣∣2 + β4l ∣∣∣f̂nl (κ1)∣∣∣2
]
, (5.2.48a)∣∣∣(̂ξφ)nl ∣∣∣2 . τ 6µ2l [∣∣(ĝnl )′′ (κ1)∣∣2 + µ2l ∣∣(ĝnl )′ (κ1)∣∣2 + µ4l |ĝnl (κ1)|2] , (5.2.48b)∣∣∣∣(̂ξ˙ψ)n
l
∣∣∣∣2 . τ 6
[∣∣∣∣(f̂nl )′′ (κ1)∣∣∣∣2 + β2l ∣∣∣∣(f̂nl )′ (κ1)∣∣∣∣2 + β4l ∣∣∣f̂nl (κ1)∣∣∣2
]
, (5.2.48c)∣∣∣(̂ξρ)nl ∣∣∣2 . τ 6µ2l [∣∣(ĝnl )′′ (κ1)∣∣2 + µ2l ∣∣(ĝnl )′ (κ1)∣∣2 + µ4l |ĝnl (κ1)|2] . (5.2.48d)
Multiplying (5.2.48a) on both sides by β2l = 1 + µ
2
l and then summing up for
l = 1, . . . ,M − 1, by Paserval’s identity, we get∥∥ξnψ∥∥2H1 . τ 6 [‖∂ttfn(·, κ1)‖2L2 + ‖∂tfn(·, κ1)‖2H1 + ‖fn(·, κ1)‖2H2] .
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By assumption (5.2.29) and noting (5.2.40), we get∥∥ξnψ∥∥2H1 . τ 6, n = 0, . . . , Tτ − 1. (5.2.49)
Summing (5.2.48b) up directly for l = 1, . . . ,M −1 and noting (5.2.29) and (5.2.40)
again, we can get∥∥ξnφ∥∥2L2 . τ 6 [‖∂ttgn(·, κ1)‖2H1 + ‖∂tgn(·, κ1)‖2H2 + ‖gn(·, κ1)‖2H3]
. τ 6, n = 0, . . . , T
τ
− 1. (5.2.50)
Similarly for (5.2.48c) and (5.2.48d), we can get∥∥∥ξ˙nψ∥∥∥2
L2
,
∥∥ξnρ∥∥2L2 . τ 6, n = 0, . . . , Tτ − 1. (5.2.51)
Combing (5.2.49)-(5.2.51) and noting (5.2.43), we get assertion (5.2.44).
For the nonlinear error terms, we have estimates stated as the following lemma.
Lemma 5.2.2. Based on assumption (5.2.29), and assume (5.2.35b) holds for some
0 ≤ n ≤ T
τ
− 1 (which will be given by induction later), then we have
E (η˙nψ, ηnψ, ηnρ , ηnφ) .τ 2 [E (e˙nψ,M , enψ,M , enρ,M , enφ,M)+ E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M)]
+ τ 2h2m0 . (5.2.52)
Proof. From (5.2.42), we have∣∣∣(̂ηψ)nl ∣∣∣ . τβl
∣∣∣f̂nl (0)− f˜nl ∣∣∣ , ∣∣∣(̂ηφ)nl ∣∣∣ . τµl |ĝnl (0)− g˜nl | ,∣∣∣(̂η˙ψ)nl ∣∣∣ . τ [∣∣∣f̂nl (0)− f˜nl ∣∣∣+ ∣∣∣f̂nl (τ)− f˜n+1l ∣∣∣] , n = 0, . . . , Tτ − 1,∣∣∣(̂ηρ)nl ∣∣∣ . τµl [|ĝnl (0)− g˜nl |+ ∣∣ĝnl (τ)− g˜n+1l ∣∣] , l = 1, . . . ,M − 1.
Similarly as before, we can get for n = 0, . . . , T
τ
− 1,∥∥ηnψ∥∥H1 . τ ‖fn(·, 0)− IMfn‖L2 , ∥∥ηnφ∥∥L2 . τ ‖gn(·, 0)− gn‖H1 , (5.2.53a)∥∥η˙nψ∥∥L2 . τ [‖fn(·, 0)− IMfn‖L2 + ∥∥fn(·, τ)− IMfn+1∥∥L2] , (5.2.53b)∥∥ηnρ ∣∣L2 . τ [‖gn(·, 0)− IMgn‖H1 + ∥∥gn(·, τ)− IMgn+1∥∥H1] . (5.2.53c)
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By Parserval’s identity, we have
‖fn(·, 0)− IMfn‖L2 . ‖IMfn(·, 0)− IMfn‖L2 + ‖fn(·, 0)− IMfn(·, 0)‖L2
. ‖fn(·, 0)− fn‖l2 + hm0
. ‖ψ(·, tn)φ(·, tn)− ψnφn‖l2 +
∥∥|ψ|2 ψ(·, tn)− |ψn|2 ψn∥∥l2 + hm0 . (5.2.54)
Then by triangle inequality, under assumption (5.2.29) and (5.2.35b), we have
‖ψ(·, tn)φ(·, tn)− ψnφn‖l2 .
∥∥enψ · φ(·, tn)∥∥l2 + ∥∥ψn · enφ∥∥l2
.
∥∥enψ∥∥l2 + ∥∥enφ∥∥l2 . ∥∥enψ∥∥L2 + ∥∥enφ∥∥L2 .
Similarly,∥∥|ψ|2 ψ(·, tn)− |ψn|2 ψn∥∥l2 . ∥∥enψ∥∥L2 .
Plugging the above two estimates back to (5.2.54), we get
‖fn(·, 0)− IMfn‖L2 .
∥∥enψ∥∥L2 + ∥∥enφ∥∥L2 + hm0 . (5.2.55)
Also we have
‖gn(·, 0)− IMgn‖H1 . ‖IMgn(·, 0)− IMgn‖H1 + ‖gn(·, 0)− IMfn(·, 0)‖H1
. ‖gn(·, 0)− gn‖Y,1 + hm0
.
∥∥|ψ(·, tn)|2 − |ψn|2∥∥Y,1 + hm0
.
∥∥enψ · ψ(·, tn)∥∥Y,1 + ∥∥ψn · enψ∥∥Y,1 + hm0 . (5.2.56)
Then with assumption (5.2.29),∥∥enψ · ψ(·, tn)∥∥Y,1 . ∥∥enψ · ψ(·, tn)∥∥l2 + ∥∥(δ+x enψ) · ψ(·, tn)∥∥l2 + ∥∥enψ · (δ+x ψ(·, tn))∥∥l2
.
∥∥enψ∥∥l2 + ∥∥δ+x enψ∥∥l2 + ∥∥enψ∥∥l2
.
∥∥enψ∥∥Y,1 . ∥∥enψ∥∥H1 .
By assumption (5.2.29) and applying the discrete Sobelov’s inequality [85],∥∥ψn · enψ∥∥Y,1 . ∥∥ψn · enψ∥∥l2 + ∥∥(δ+x enψ) · ψn∥∥l2 + ∥∥enψ · (δ+x ψn)∥∥l2
.
∥∥enψ∥∥l2 + ∥∥δ+x enψ∥∥l2 + ∥∥enψ∥∥l∞
.
∥∥enψ∥∥Y,1 . ∥∥enψ∥∥H1 .
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Plugging the above two estimates back to (5.2.56), we get
‖gn(·, 0)− IMgn‖H1 .
∥∥enψ∥∥H1 + hm0 . (5.2.57)
As for the estimates of ‖fn(·, τ)− IMfn+1‖L2 and ‖gn(·, τ)− IMgn+1‖H1 in (5.2.53),
following the same manner as above, we only need to show that under the induction
assumption (5.2.35b) for some n, the numerical solutions ψn+1I and φ
n+1
I are also
bounded. In fact from the scheme (5.2.28), we can find∥∥ψn+1I ∥∥H1 ≤ ‖ψnI ‖H1 + ∥∥∥ψ˙nI ∥∥∥L2 + τ2 ‖IMfn‖L2 ≤ 2K1 + 2 + ‖IMfn‖L2 ,
(5.2.58a)∥∥φn+1I ∥∥L2 ≤ ‖φnI ‖L2 + ‖ρnI ‖L2 + τ2 ‖IMgn‖H1 ≤ 2K2 + 2 + ‖IMgn‖H1 .
(5.2.58b)
Noting by Parserval’s identity and (5.2.35b),




≤ 2(K1 + 1)2,
which together with (5.2.58) show the boundedness of ψn+1I and φ
n+1
I . Thus, simi-
larly as before, we can get∥∥fn(·, τ)− IMfn+1∥∥L2 . ∥∥en+1ψ ∥∥L2 + ∥∥en+1φ ∥∥L2 + hm0 , (5.2.59a)∥∥gn(·, τ)− IMgn+1∥∥H1 . ∥∥en+1ψ ∥∥H1 + hm0 . (5.2.59b)
At last, plugging (5.2.55), (5.2.57) and (5.2.59) back to (5.2.53), and noticing by
applying the projection and triangle inequality,∥∥enψ∥∥H1 ≤ ∥∥enψ,M∥∥H1 + ‖ψ(·, tn)− ψM(·, tn)‖H1 . ∥∥enψ,M∥∥H1 + hm0 ,∥∥enφ∥∥L2 ≤ ∥∥enφ,M∥∥L2 + ‖φ(·, tn)− φM(·, tn)‖L2 . ∥∥enφ,M∥∥L2 + hm0 , n = 0, . . . , Tτ .
so we have∥∥ηnψ∥∥H1 . τ [∥∥enψ,M∥∥H1 + ∥∥enφ,M∥∥L2 + hm0] , ∥∥ηnφ∥∥L2 . τ [∥∥enψ,M∥∥H1 + hm0] ,∥∥η˙nψ∥∥L2 . τ [∥∥enψ,M∥∥H1 + ∥∥enφ,M∥∥L2 + ∥∥en+1ψ,M∥∥H1 + ∥∥en+1φ,M∥∥L2 + hm0] ,∥∥ηnρ ∣∣L2 . τ [∥∥enψ,M∥∥H1 + ∥∥en+1ψ,M∥∥H1 + hm0] , n = 0, . . . , Tτ − 1.
5.2 Exponential wave integrators 144
Then by (5.2.43) and Cauchy’s inequality, we get
E (η˙nψ, ηnψ, ηnρ , ηnφ) . τ 2 [∥∥enψ,M∥∥2H1 + ∥∥enφ,M∥∥2L2 + ∥∥en+1ψ,M∥∥2H1 + ∥∥en+1φ,M∥∥2L2]+ τ 2h2m0
. τ 2
[E (e˙nψ,M , enψ,M , enρ,M , enφ,M)+ E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M)]+ τ 2h2m0 .
and we complete the proof.
With the error energy functional notation (5.2.43), it is ready to show the fol-
lowing fact.
Lemma 5.2.3. For n = 0, . . . , T
τ
− 1, we have
E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M)− E (e˙nψ,M , enψ,M , enρ,M , enφ,M)
. τE (e˙nψ,M , enψ,M , enρ,M , enφ,M)+ 1τ [E (ξ˙nψ, ξnψ, ξnρ , ξnφ)+ E (η˙nψ, ηnψ, ηnρ , ηnφ)] . (5.2.61)
Proof. Taking square on both sides of (5.2.41) and applying Cauchy’s inequality, we






























) ∣∣∣(̂ξρ)nl − (̂ηρ)nl ∣∣∣2 , (5.2.62d)
Multiplying (5.2.62a) by β2l and then adding to (5.2.62c), we get(
1 + µ2l








) ∣∣∣(̂ξψ)nl − (̂ηψ)nl ∣∣∣2 + ∣∣∣∣(̂ξ˙ψ)nl − (̂η˙ψ)nl ∣∣∣∣2
]
. (5.2.63)
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)[∣∣∣(̂ξφ)nl − (̂ηφ)nl ∣∣∣2 + ∣∣∣(̂ξρ)nl − (̂ηρ)nl ∣∣∣2] .
Adding (5.2.63) to (5.2.64), and then summing up for l = 1, . . . ,M − 1, noting
(5.2.43), we get









ξ˙nψ − η˙nψ, ξnψ − ηnψ, ξnρ − ηnρ , ξnφ − ηnφ
)
,
which with triangle inequality prove assertion (5.2.61).
Now, combining the Lemma 5.2.1-5.2.3, we give the proof of Theorem 5.2.2
by energy method with the help of mathematical induction argument [10], or the
equivalent cut-off technique [7] for the boundedness of numerical solutions.
Proof of Theorem 5.2.2. For n = 0, from the scheme and assumption (5.2.29), we
have
‖e˙0ψ‖L2 + ‖e0ψ‖H1 + ‖e0φ‖L2
. ‖ψ(1) − IMψ(1)‖L2 + ‖ψ(0) − IMψ(0)‖H1 + ‖φ(0) − IMφ(0)‖L2 . hm0 ,
Moreover, noting (5.2.31) and (5.2.38), we get
‖e0ρ‖L2 . ‖φ(1) − IMφ(1)‖L2 . hm0 .
Then by triangle inequality,
‖ψnI ‖H1 ≤ ‖ψ(·, tn)‖H1 + ‖enψ‖H1 ≤ K1 + 1,
‖φnI ‖L2 ≤ ‖φ(·, tn)‖L2 + ‖enφ‖L2 ≤ K2 + 1,
‖ψ˙nI ‖L2 ≤ ‖∂tψ(·, tn)‖L2 + ‖e˙nψ‖L2 ≤ K1 + 1,
‖ρnI ‖L2 ≤ ‖∂xϕ(·, tn)‖L2 + ‖enρ‖L2 ≤ K2 + 1,
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for 0 < h ≤ h1, where h1 is a constant independent of τ and h. Obviously, ‖ψ0‖l∞ ≤
K1 + 1. Thus (5.2.35) is true for n = 0.
Assume (5.2.35) is valid for n ≤ N ≤ T/∆t−1. Now we need to show the results
still hold for n = M + 1. First of all, by triangle inequality and projection error
estimate with assumption (5.2.29), we have
‖e˙M+1ψ ‖L2 + ‖eM+1ψ ‖H1 + ‖eM+1ρ ‖L2 + ‖eM+1φ ‖L2
. ‖e˙M+1ψ,M ‖L2 + ‖eM+1ψ,M ‖H1 + ‖eM+1ρ,M ‖L2 + ‖eM+1φ,M ‖L2 + hm0 . (5.2.65)
Since (5.2.35b) is assumed to be true under induction for all n ≤ N , so we can
plug the estimates (5.2.44) from Lemma 5.2.1 and (5.2.52) from Lemma 5.2.2 into
(5.2.61) and get for n = 0, . . . , N ,
E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M)− E (e˙nψ,M , enψ,M , enρ,M , enφ,M) (5.2.66)
. τ
[E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M)+ E (e˙nψ,M , enψ,M , enρ,M , enφ,M)]+ τ 5 + τ · h2m0 .
Summing (5.2.66) up for n = 0, 1, . . . , N , and then by the discrete Gronwall’s in-
equality, we get
E (e˙n+1ψ,M , en+1ψ,M , en+1ρ,M , en+1φ,M) . τ 4 + h2m.
Thus, we have
‖e˙N+1ψ,M ‖L2 + ‖eN+1ψ,M ‖H1 + ‖eN+1ρ,M ‖L2 + ‖eN+1φ,M ‖L2 . τ 2 + hm0 ,
which together with (5.2.65) show that (5.2.35b) is valid for n = N + 1. Then by
triangle inequality,
‖ψN+1I ‖H1 ≤ ‖ψ(·, tN+1)‖H1 + ‖eN+1ψ ‖H1 ≤ K1 + 1,
‖φN+1I ‖L2 ≤ ‖φ(·, tN+1)‖L2 + ‖eN+1φ ‖L2 ≤ K2 + 1,
‖ψ˙N+1I ‖L2 ≤ ‖∂tψ(·, tN+1)‖L2 + ‖e˙N+1ψ ‖H1 ≤ K1 + 1,
‖ρN+1I ‖L2 ≤ ‖∂xϕ(·, tN+1)‖L2 + ‖eN+1ρ ‖L2 ≤ K2 + 1,
0 < τ ≤ τ1, 0 < h ≤ h2,
for some constants τ1, h2 > 0 independent of τ and h. Noting the Sobolev’s inequal-
ity
‖eN+1ψ ‖L∞ . ‖eN+1ψ ‖H1 ,
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we also have
‖ψN+1‖l∞ ≤ ‖ψN+1I ‖L∞ ≤ ‖ψ(·, tN+1)‖L∞ + ‖eN+1u ‖L∞ ≤ K1 + 1, ,
for 0 < τ ≤ τ2, 0 < h ≤ h3, where τ2, h3 > 0 are two constants independent
of τ and h. Therefore, the proof is completed by choosing τ0 = min{τ1, τ2} and
h0 = min{h1, h2, h3}.
Remark 5.2.1. Here we only managed to get the error estimates of the numerical
methods in regime ε = γ = O(1). As we have mentioned, different from the KGE,
ψ and φ in the KGZ stay in different energy spaces. When the small parameters
step in, it is hard to find a suitable pair of energy spaces to establish the rigorous
error estimates in the limit regimes via energy method. We will continue to study
this problem in our future.
5.3 Multiscale method
In this section, we shall derive a MTI with sine pesudospectral method to solve
the KGZ system in the high-plasma-frequency limit regime. Without loss of gener-
ality, we take γ = 1 in (5.1.1), i.e.
ε2∂ttψ(x, t)−∆ψ(x, t) + 1
ε2





= 0, x ∈ Rd, t > 0, (5.3.1b)
ψ(x, 0) = ψ0(x), ∂tψ(x, 0) =
1
ε2
ψ1(x), φ(x, 0) = φ0(x), ∂tφ(x, 0) = φ1(x),
(5.3.1c)
where 0 < ε ≤ 1, with the uniform convergence in purpose. To illustrate the
oscillations in this case, Fig. 5.1 shows the solutions ψ(0, t), φ(0, t), ψ(x, 1) and
φ(x, 1) of the KGZ system at different ε, with d = 1, ψ0(x) = e
−x2/2, ψ1(x) =
3ψ0(x)/2, φ0(x) = sech(x
2/2), φ1(x) = e
−x2/2 in (5.3.1a)-(5.3.1c). Similarly as
before, we will first derive the decomposition system and then propose the MTI
based on it.
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Figure 5.1: Profile of the solutions of KGZ with d = 1 for different ε.
5.3.1 Multiscale decomposition
Let τ = ∆t > 0 be the step size, and denote time steps by tn = nτ for n =
0, 1, . . . . In this section, we apply the multiscale decomposition by frequency which
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is established for the KGE in Section 4.2 to the solution of the KGZ system (5.3.1a)-
(5.3.1b) on the time interval [tn, tn+1] with given initial data at t = tn as
ψ(x, tn) = ψ
n
0 (x) = O(1), ∂tψ(x, tn) =
1
ε2






φ(x, tn) = φ
n
0 (x) = O(1), ∂tφ(x, tn) = φ
n
1 (x) = O(1). (5.3.2b)
Apply the ansatz to the variable ψ(x, t) := ψ(x, tn + s) of (5.3.1a) on the time
interval [tn, tn+1] with (5.3.2)
ψ(x, tn+ s) = e
is
ε2 zn(x, s) + e−
is
ε2 zn(x, s) + rn(x, s), x ∈ Rd, 0 ≤ s ≤ τ. (5.3.3)
We remark here since ψ is real-valued, so (5.3.3) implies that rn is a real-valued
function. Differentiating (5.3.3) with respect to s, we have




















, x ∈ Rd, 0 ≤ s ≤ τ.







n(x, s) + 2i∂sz





ε2∂sszn(x, s)− 2i∂szn(x, s)−∆zn(x, s) + znφn(x, s)
]
+ε2∂ssr
n(x, s) + ∆rn(x, s) +
rn(x, s)
ε2
+ rnφn(x, s) = 0.




ε2 , respectively, we can decompose it
into a coupled system for a ε2-frequency wave with the unknown zn(x, s) := zn and
the rest frequency waves with the unknown rn(x, s) := rn as
ε2∂ssz
n + 2i∂sz
n −∆zn + znφn = 0,
ε2∂ssr
n −∆rn + 1
ε2
rn + rnφn = 0,
x ∈ Rd, 0 ≤ s ≤ τ. (5.3.5)
By plugging (5.3.3) directly into (5.3.1b), we get
∂ssφ
n −∆φn − e 2isε2 ∆ ((zn)2)− e− 2isε2 ∆ ((zn)2)− 2e isε2 ∆(znrn)
− 2e− isε2 ∆(znrn)−∆ (2|zn|2 + (rn)2) = 0, x ∈ Rd, 0 < s ≤ τ,
φn(x, 0) = φn0 (x), ∂sφ
n(x, 0) = φn1 (x), x ∈ Rd.
(5.3.6)
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For initial conditions for the system (5.3.5) coupled with (5.3.6), similarly as (4.2.5),
we havez
n(x, 0) + zn(x, 0) + rn(x, 0) = ψn0 (x), x ∈ Rd, (5.3.7)
i
ε2














[−∆zn(x, 0) + zn(x, 0)φn(x, 0)] , x ∈ Rd,
rn(x, 0) = 0, ∂sr
n(x, 0) = −∂szn(x, 0)− ∂szn(x, 0).
(5.3.8)
The initial data for (5.3.6) comes naturally from (5.3.2b).
After solving the decomposed system (5.3.5)-(5.3.6) with the initial data (5.3.8),
we get
φn(x, τ) =: φn+10 (x), ∂sφ
n(x, τ) =: φn+11 (x),
and zn(x, τ), ∂sz
n(x, τ), rn(x, τ), ∂sr
n(x, τ). Then we can reconstruct the variable
to (5.3.1a) at t = tn+1 by setting s = τ in (5.3.3) and (5.3.4), i.e.,
ψ(x, tn+1) = e
iτ/ε2zn(x, τ) + e−iτ/ε
2




ψn+11 (x), x ∈ Rd,
(5.3.9)
with
















In one space dimension for simplicity, with the whole-space problem (5.3.1a)-
(5.3.1c) truncated into an finite interval Ω = (a, b) with homogenous Dirichlet
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boundary conditions, the decomposed system reads:
ε2∂ssz
n + 2i∂sz
n − ∂xxzn + znφn = 0, (5.3.10)
ε2∂ssr
n − ∂xxrn + 1
ε2
rn + rnφn = 0,
∂ssφ





)− e− 2isε2 ∂xx ((zn)2)− 2e isε2 ∂xx(znrn)
−2e− isε2 ∂xx(znrn)− ∂xx
(
2|zn|2 + (rn)2) = 0, a < x < b, 0 < s ≤ τ.
The initial and boundary conditions for the above system are
zn(a, s) = zn(b, s) = 0, rn(a, s) = rn(b, s) = 0,









[−∂xxzn(x, 0) + zn(x, 0)φn(x, 0)] ,
rn(x, 0) = 0, ∂sr
n(x, 0) = −∂szn(x, 0)− ∂s zn(x, 0),
φn(x, 0) = φn0 (x), ∂sφ
n(x, 0) = φn1 (x), a ≤ x ≤ b.
(5.3.11)
Following the same notation introduced in the previous section, we begin with a




















(̂φnM)l(s) sin(µl(x− a)), (5.3.12)





M − ∂xxznM + PM (znMφnM) = 0, a < x < b,
ε2∂ssr
n




























+ 2|znM |2 + (rnM)2. (5.3.14)
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Substituting (5.3.12) into (5.3.13) and noticing the orthogonality of bases, we get
ε2(̂znM)
′′






























M)l(s) = 0, 0 < s ≤ τ, 1 ≤ l ≤M − 1,
In order to apply the EWIs for integrating (5.3.15) in time, for each fixed 1 ≤ l ≤












































ε2(λ−l − λ+l )

































































isλ+l − λ−l eisλ
−
l
ε2(λ+l − λ−l )
, 0 ≤ s ≤ τ.
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sin (µl(τ − θ))
[


































cos (µl(τ − θ))
[
















Approximating the integrals in (5.3.19) either by the Gautschi’s quadrature or by
the standard trapezoidal rule, we get
(̂znM)l(τ) ≈ al(τ)(̂znM)l(0) + ε2bl(τ)(̂znM)
′





l(τ) ≈ a′l(τ)(̂znM)l(0) + ε2b′l(τ)(̂znM)
′
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and 







+ τµl sin(µlτ)(̂|znM |2)l(0),

























bl(τ − θ) dθ, pl = µl
∫ τ
0






bl(τ − θ)θ dθ, ql = µl
∫ τ
0






b′l(τ − θ) dθ, p˙l = µ2l
∫ τ
0






b′l(τ − θ)θ dθ, q˙l = µ2l
∫ τ
0




Inserting (5.3.20) into (5.3.12) with s = τ , and noticing (5.3.9), we immediately
obtain a multiscale time integrator sine spectral method based on (5.3.10) for the






j be approximations of ψ(xj, tn),









be approximations of zn(xj, τ), ∂sz
n(xj, τ), r
n(xj, τ) and ∂sr
n(xj, τ), respectively,
for j = 1, . . . ,M − 1. Choosing Ψ0j = ψ0(xj), Ψ˙0j = ψ1(xj)/ε2, Φ0j = φ0(xj) and
Φ˙0j = φ1(xj) for 0 ≤ j ≤ M and noticing (5.3.9), (5.3.12) with s = τ , (5.3.20),
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(5.3.11) and (2.4.1), then a multiscale time integrator sine pseudospectral (MTI-


























(˜Φn+1)l sin(µl(xj − a)), Φ˙n+1j =
M−1∑
l=1




(˜Zn+1)l sin(µl(xj − a)), Rn+1j =
M−1∑
l=1




(˜Z˙n+1)l sin(µl(xj − a)), R˙n+1j =
M−1∑
l=1
(˜R˙n+1)l sin(µl(xj − a)),
where for 1 ≤ l ≤M − 1,
(˜Zn+1)l =al(τ)(˜Z
0)l + ε
2bl(τ)(˜Z˙0)l − cl ˜(Z0Φn)l − dl ˜(Z˙0Φn)l





2b′l(τ)(˜Z˙0)l − c˙l ˜(Z0Φn)l − d˙l ˜(Z˙0Φn)l














(˜Φ˙n)l −Fnl , (5.3.23d)
(˜Φ˙n+1)l =− µ sin(µlτ)(˜Φn)l + cos(µlτ)(˜Φ˙n)l − F˙nl , (5.3.23e)























































































This MTI-SP method for the KGZ equation (5.3.1) (or (5.3.1a)-(5.3.1b)) is clearly
explicit, accurate, easy to implement and very efficient due to the fast discrete sine
transform, and its memory cost is O(M) and the computational cost per time step
is O(M logM).
5.4 Numerical results
Since the methods are extensions from those established for the KGE (1.3.7), so
the numerical results for the KGZ system (5.1.1) are very much similar to those of
KGE. The results of EWI-GSP and EWI-DSP for KGZ in the simultaneous high-
plasma-frequency and subsonic limit regime are similar to Tabs 3.5&3.6. For brevity,
we only present the numerical results of MTI-SP for solving the KGZ system (5.1.1)
in high-plasma-frequency limit regime. We choose the initial data in (5.3.1) as
ψ0(x) = e
−x2
2 , ψ1(x) =
3ψ0(x)
2ε2
, φ0(x) = sech(x
2), φ1(x) = 0. (5.4.1)
The problem is solved on a bounded interval Ω = [−16, 16], i.e. b = −a = 16, which
is large enough to guarantee that the zero boundary condition does not introduce a
significant truncation error relative to the original problem. To quantify the error,
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we introduce the error functions:
eεψ(T ) :=
∥∥ψ(·, T )− ψMI ∥∥H2 , e∞ψ (T ) := max0<ε≤1{eεψ(T )} ,
eεφ(T ) :=
∥∥φ(·, T )− φMI ∥∥H1 , e∞φ (T ) := max0<ε≤1{eεφ(T )} ,
with M = T
τ
. Since the analytical solution to this problem is not available, so
the ‘exact’ solution here is obtained numerically by the MTI-SP method (5.3.22)-
(5.3.24) with very fine mesh h = 1/32 and time step τ = 5 × 10−6. Tab. 5.1 and
Tab. 5.2 show the spatial error of MTI-SP method at T = 1 under different ε and h
with a very small time step τ = 5× 10−6 such that the discretization error in time
is negligible. Tab. 5.3 and Tab. 5.4 show the temporal error of MTI-SP method
at T = 1 under different ε and τ with a small mesh size h = 1/8 such that the
discretization error in space is negligible. Fig 5.2 shows the profiles of the solutions
of the KGZ (5.3.1) with (5.4.1) during the dynamics under different ε. Fig 5.3 shows
the solutions of the KGZ (5.2.1) with the initial data (5.4.1) in the simultaneous
high-plasma-frequency and subsonic limit regime under different ε with γ = 2ε.
From Tabs. 5.1-5.4 and extensive additional results not shown here for brevity,
we can draw the following observations:
(i) The MTI-SP method is spectrally accurate in space, which is uniformly for
0 < ε ≤ 1 (cf. Tabs. 5.1&5.2).
(ii) The MTI-SP method converges uniformly and linearly in time for ε ∈ (0, τ ]
(cf. last row in Tabs. 5.3&5.4). In addition, for each fixed ε = ε0 > 0, when τ is
small enough, it converges quadratically in time (cf. each row in the upper triangle
of Tabs. 5.3&5.4); and for each fixed ε small enough, when τ satisfies 0 < ε < τ ,
it also converges quadratically in time (cf. each row in the lower triangle of Tabs.
5.3&5.4).
(iii) The MTI-SP method is uniformly accurate for all ε ∈ (0, 1] under the mesh
strategy (or ε-scalability) τ = O(1) and h = O(1).
With the MTI-FP method, similarly as before, we can solve the KGZ system
(5.3.1) in the high-frequency limit regime effectively in high dimensional cases. Fig.
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Table 5.1: Spatial error analysis: eεφ(T ) at T = 1 with τ = 5 × 10−6 for different ε
and h.
eεφ(T ) h0 = 1 h0/2 h0/4 h0/8
ε0 = 0.5 3.84E-02 7.85E-04 1.53E-07 8.36E-12
ε0/2
1 3.79E-02 2.00E-03 1.49E-07 7.51E-12
ε0/2
2 3.72E-02 2.10E-03 8.49E-08 7.53E-12
ε0/2
3 3.69E-02 2.10E-03 8.14E-08 7.39E-12
ε0/2
4 3.68E-02 2.10E-03 8.05E-08 7.44E-12
ε0/2
5 3.67E-02 2.10E-03 8.02E-08 7.43E-12
ε0/2
7 3.68E-02 2.10E-03 8.01E-08 7.40E-12
ε0/2
9 3.68E-02 2.10E-03 8.01E-08 7.46E-12
ε0/2
11 3.68E-02 2.10E-03 8.01E-08 7.54E-12
ε0/2
13 3.68E-02 2.10E-03 8.01E-08 7.42E-12
5.4 and Fig. 5.5 show the contour plots of the solutions of the KGE in 2D case, i.e.
d = 2, with initial data
ψ0(x, y) = exp (−(x+ 2)2 − y2) + exp (−(x− 2)2 − y2),
φ0(x, y) = sech(x
2 + (y + 2)2) + sech(x2 + (y − 2)2), (5.4.2)
ψ1(x, y) = exp (−x2 − y2), φ1(x, y) = sech(x2 + y2),
in (5.3.1) under different ε and t.
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Table 5.2: Spatial error analysis: eεψ(T ) at T = 1 with τ = 5 × 10−6 for different ε
and h.
eεψ(T ) h0 = 1 h0/2 h0/4 h0/8
ε0 = 0.5 1.07E-01 2.40E-03 9.23E-08 5.77E-11
ε0/2
1 1.29E-01 2.10E-03 2.13E-07 3.68E-11
ε0/2
2 2.25E-01 1.90E-03 2.20E-07 3.36E-11
ε0/2
3 2.17E-01 2.10E-03 4.27E-07 3.94E-11
ε0/2
4 1.03E-01 7.70E-04 1.62E-07 4.21E-11
ε0/2
5 7.52E-02 1.00E-03 4.06E-07 4.62E-11
ε0/2
7 9.20E-02 1.20E-03 3.58E-07 4.99E-11
ε0/2
9 1.87E-01 1.80E-03 1.72E-07 3.90E-11
ε0/2
11 1.14E-01 1.40E-03 3.70E-07 3.91E-11
ε0/2
13 2.33E-01 2.50E-03 3.72E-07 4.71E-11
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Table 5.3: Temporal error analysis: eεφ(T ) and e
∞
φ (T ) at T = 1 with h = 1/8 for
different ε and τ .







ε0 = 0.5 1.41E-01 1.16E-02 6.85E-04 4.19E-05 2.60E-06 1.60E-07 7.37E-09
rate — 1.80 2.04 2.02 2.00 2.01 2.21
ε0/2
1 4.08E-02 2.92E-02 2.10E-03 1.22E-04 7.51E-06 4.60E-07 2.14E-08
rate — 0.24 1.90 2.05 2.01 2.01 2.21
ε0/2
2 3.81E-02 1.55E-02 6.80E-03 4.63E-04 2.75E-05 1.66E-06 7.77E-08
rate — 0.65 0.59 1.94 2.04 2.02 2.21
ε0/2
3 5.25E-02 4.40E-03 6.70E-03 1.70E-03 1.12E-04 6.58E-06 3.03E-07
rate — 1.79 -0.30 0.99 1.96 2.05 2.21
ε0/2
4 5.29E-02 2.60E-03 1.80E-03 1.90E-03 4.12E-04 2.75E-05 1.23E-06
rate — 2.17 0.26 -0.04 1.10 1.95 2.24
ε0/2
5 5.31E-02 3.00E-03 1.22E-04 4.92E-04 4.86E-04 1.01E-04 5.19E-06
rate — 2.07 2.31 -1.01 0.01 1.13 2.14
ε0/2
7 5.38E-02 3.40E-03 1.95E-04 2.53E-05 2.59E-05 4.05E-05 3.95E-05
rate — 1.99 2.06 1.47 -0.02 -0.32 0.02
ε0/2
9 5.39E-02 3.40E-03 2.10E-04 1.21E-05 1.09E-06 9.34E-07 3.38E-07
rate — 1.99 2.01 2.06 1.73 0.11 0.73
ε0/2
11 5.39E-02 3.40E-03 2.11E-04 1.31E-05 7.14E-07 8.43E-08 3.33E-08
rate — 1.99 2.00 2.00 2.10 1.54 0.67
ε0/2
13 5.39E-02 3.40E-03 2.11E-04 1.31E-05 8.24E-07 5.75E-08 2.42E-09
rate — 1.99 2.01 2.00 2.00 1.92 2.28
e∞φ (T ) 1.41E-01 2.92E-02 6.80E-03 1.90E-03 4.86E-04 1.01E-04 3.95E-05
rate — 1.13 1.05 0.92 0.98 1.13 0.68
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Table 5.4: Temporal error analysis: eεψ(T ) and e
∞
ψ (T ) at T = 1 with h = 1/8 for
different ε and τ .







ε0 = 0.5 4.52E-02 4.10E-03 2.62E-04 1.63E-05 1.02E-06 6.26E-08 2.86E-09
rate — 1.73 1.99 2.00 2.00 2.01 2.22
ε0/2
1 6.66E-02 1.28E-02 1.10E-03 6.74E-05 4.20E-06 2.58E-07 1.20E-08
rate — 1.19 1.77 2.01 2.00 2.01 2.21
ε0/2
2 6.35E-02 1.66E-02 4.00E-03 3.18E-04 1.99E-05 1.22E-06 5.71E-08
rate — 0.97 1.03 1.83 2.00 2.01 2.20
ε0/2
3 5.88E-02 7.80E-03 5.00E-03 9.82E-04 7.73E-05 4.77E-06 2.23E-07
rate — 1.46 0.32 1.17 1.83 2.01 2.20
ε0/2
4 6.66E-02 4.30E-03 1.30E-03 1.20E-03 2.11E-04 1.64E-05 7.80E-07
rate — 1.98 0.86 0.06 1.25 1.84 2.19
ε0/2
5 6.34E-02 4.10E-03 3.61E-04 2.95E-04 2.95E-04 4.85E-05 2.92E-06
rate — 1.98 1.75 0.15 0.00 1.30 2.02
ε0/2
7 6.21E-02 3.90E-03 2.51E-04 3.19E-05 1.48E-05 1.98E-05 1.98E-05
rate — 1.99 1.98 1.49 0.55 -0.21 0.00
ε0/2
9 6.80E-02 4.10E-03 2.56E-04 1.65E-05 1.32E-06 7.10E-07 2.15E-07
rate — 2.02 2.00 1.98 1.82 0.45 0.86
ε0/2
11 6.11E-02 3.80E-03 2.39E-04 1.50E-05 9.95E-07 1.30E-07 4.70E-08
rate — 2.00 1.99 2.00 1.96 1.47 0.73
ε0/2
13 6.11E-02 3.80E-03 2.38E-04 1.49E-05 9.27E-07 5.70E-08 7.76E-09
rate — 2.00 2.00 2.00 2.00 2.01 1.45
e∞ψ (T ) 6.66E-02 1.66E-02 5.00E-03 1.20E-03 2.95E-04 4.85E-05 1.98E-05
rate — 1.00 0.87 1.02 1.01 1.30 0.65
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Figure 5.2: Solutions of the KGZ (5.3.1) with (5.4.1) in the high-plasma-frequency
limit regime under different ε.
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Figure 5.3: Solutions of the KGZ (5.2.1) with (5.4.1) in the simultaneously high-
plasma-frequency and subsonic limit regime under different ε with γ = 2ε.
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Figure 5.4: Solutions of the 2D KGZ (5.3.1) with (5.4.2) at different t under ε =
5E − 3.
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Figure 5.5: Solutions of the 2D KGZ (5.3.1) with (5.4.2) at different t under ε =
2.5E − 3.
Chapter6
Conclusion remarks and future work
This thesis is devoted to study efficient and accurate numerical methods for
solving highly oscillatory differential equations with focus on proposing and ana-
lyzing multiscale methods. The subjects studied here include the high oscillatory
second order differential equations (HODEs) (1.3.1), Klein-Gordon equation (KGE)
(1.3.7) in nonrelativistic limit regime and Klein-Gordon-Zakharov (KGZ) system
(1.3.11)-(1.3.12) in high-plasma-frequency and subsonic limit regime. The conclud-
ing remarks on each topic and possible future studies are drawn as follows.
1. On the high oscillatory second order differential equations
In Chapter 2, different numerical methods were either designed or reviewed as
well as compared with each other for solving the HODEs with a dimensionless pa-
rameter 0 < ε ≤ 1 which is inversely proportional to the speed of light, especially
in the nonrelativistic limit regime 0 < ε  1. In this regime, the solution propa-
gates waves at wavelength O(ε2) and amplitude at O(1), which brings significantly
numerical burdens in practical computation. Based on two types of multiscale de-
composition by either frequency or frequency and amplitude, two multiscale time
integrators (MTIs), e.g. MTI-FA and MTI-F, were designed for solving the prob-
lem when the nonlinearity is taken as either a pure power nonlinearity or a general
gauge invariant nonlinearity. Two independent error bounds at O(τ 2/ε2) and O(ε2)
for ε ∈ (0, 1] of the two MTIs were rigorously established when the nonlinearity is
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taken as a pure power nonlinearity, which immediately imply that the two MTIs
converge uniformly with linear convergence rate at O(τ) for ε ∈ (0, 1] and optimally
with quadratic convergence rate at O(τ 2) in the regimes when either ε = O(1) or
0 < ε ≤ τ . For comparison, classical methods, such as exponential wave integra-
tors (EWIs) and finite difference (FD) methods, were also presented for solving the
problem. Error bounds for them were given with explicitly dependence on the pa-
rameter ε. Those rigorous error estimates lead to the conclusion that, in the regime
0 < ε  1, the ε-scalability for the two MTIs is τ = O(1) which is independent
of ε, where it is at τ = O(ε2) and τ = O(ε3) for EWIs and FD methods, respec-
tively. Therefore, the proposed MTIs offer compelling advantages over those classical
methods in the regime 0 < ε 1. Numerical results confirmed our analytical error
bounds. We remark here that both MTI-FA and MTI-F and their error estimates
can be extended to (2.1.3) when g(ρ) in (2.1.4) is a polynomial in ρ.
For future studies, we will give mathematical analysis to the MTIs for solving
the HODEs with general nonlinearities. We will try to furthermore improve the
performance of the MTIs and apply them to solve massive problems arising from
molecular dynamics.
2. On the Klein-Gordon equation
Chapter 3 studied the classical numerical methods including finite difference
time domain (FDTD) methods, exponential wave integrators (EWIs) and the time-
splitting method with spectral spatial discretization for solving the KGE with a
dimensionless parameter ε ∈ (0, 1] that is inversely proportional the speed of the
light. The existing popular FDTD methods and an EWI with Gautschi’s quadra-
ture Fourier pseudospectral (EWI-GFP) method given in [10] were reviewed with
special attentions paid to the error bounds in the highly oscillatory regime, i.e. the
nonrelativistic limit regime 0 < ε  1. As a known result, the EWI-GFP method
has much better performance than the FD methods due to the released temporal
resolution capacity in the nonrelativistic limit regime. Then a time-splitting Fourier
pseudospectral (TSFP) discretization, which was derived for a simple equivalent
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first-order-in-time form of the KG equation, was applied and analyzed for the KGE.
It was shown that the TSFP is essentially equivalent to an EWI with the Deulfhard’s
type quadrature pseudospectral method, and thanks to the fact, rigorous and op-
timal error estimates of the TSFP method were achieved for the regime ε = O(1).
Extensive numerical studies carried out in the nonrelativistic limit regime 0 < ε 1
demonstrated that the TSFP has uniform spectral accuracy in spatial discretization,
and has the temporal discretization error bound within the convergence regime as
O(ε−2τ 2), whereas that of the EWI-GFP method is O(ε−4τ 2), where τ denotes the
time step. Comparisons between the methods show that TSFP offers compelling bet-
ter temporal approximations over the EWI-GFP method, and consequently TSFP
has the optimal performance among all the classical numerical methods for directly
solving the KGE in the nonrelativistic limit regime. Rigorous arguments for optimal
error bounds of the TSFP when 0 < ε 1 are of great interests and it is proposed
to be done in a future work.
In Chapter 4, a multiscale time integrator Fourier pseudospectral (MTI-FP)
method was proposed and analyzed for solving the KGE with the dimensionless pa-
rameter 0 < ε ≤ 1. The key ideas for designing the MTI-FP method are based on (i)
carrying out a multiscale decomposition by frequency at each time step with proper
choice of transmission conditions between time steps, and (ii) adapting the Fourier
spectral for spatial discretization and the EWI for integrating second-order highly
oscillating ODEs. Rigorous error bounds for the MTI-FP method were established,
which imply that the MTI-FP method converges uniformly and optimally in space
with spectral convergence rate, and uniformly in time with linear convergence rate
for ε ∈ (0, 1] and optimally with quadratic convergence rate in the regimes when
either ε = O(1) or 0 < ε ≤ τ . Numerical results confirmed these error bounds and
suggested that they are sharp. The MTI method has wide future potential applica-
tions to solve other nonlinear equations arising from quantum and plasma physics
in some limit physical regimes, where similar oscillations happen. For example, the
Klein-Gordon-Schro¨dinger equations in the nonrelativistic limit regime [18], and the
169
Zakharov-Rubenchik system in the adiabatic limit regime [82,83]. . . .
3. On the Klein-Gordon-Zakharov system
We successfully applied and extended the EWI and MTI methods from previous
chapters to solve the KGZ system in highly oscillatory regimes in Chapter 5. In
this chapter, a Gautschi-type EWI sine pseudospectral method and a Deflhard-type
sine pseudospectral method were proposed for the KGZ in the simultaneous high-
plasma-frequency and subsonic limit regime. Error estimates of the two EWIs were
established in non-limit regime. A MTI sine spectral was proposed to the KGZ
in high-plasma-frequency limit regime with uniform convergence. All the proposed
methods have similar numerical performance as that in the KGE case.
The future studies on multiscale methods for the KGZ are fruitful. Firstly,
the coupling of two nonlinear equations and the small parameters make the error
estimates of the numerical methods very hard to be established rigorously in the
limit regimes. So far, it has not been done yet even for finite difference methods.
Thus, establishing the rigorous error bounds of the EWIs and MTI is a challenging
mathematical work. Secondly, here the MTI method is only proposed to the KGZ
in the single high-plasma-frequency limit regime. The technique used here is mainly
based on our study of KGE in the nonrelativistic limit regime. However, in the
subsonic limit regime of the KGZ, it is completely a different story. Thus another
challenging work is to propose MTIs for solving the KGZ in the subsonic limit regime
and even in the simultaneously high-plasma-frequency and subsonic limit regime.
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