PIN has been applied quite successfully in many finance and accounting areas.
Since the seminal paper by Easley, Kiefer, O'Hara, and Paperman (1996, EKOP hereafter) , their methodology to estimate the probability of informed trading (PIN) and the corresponding PIN estimates have been successfully applied by many researchers, such as Easley et al. (2004) , Vega (2006) , Fuller et al. (2007) , Aslan et al. (2011 ), Duarte and Young (2009 ), Hameed et al. (2008 ), and Li et al. (2009 ), and Easley et al. (2010 . In contrast to EKOP, who treat the arrival rates as constants, Easley et al. (2008) propose a dynamic model that allows the arrival rates of informed and uninformed trades vary over time. Easley et al. (2002) find that a 10% increase in PIN is accompanied by a 2.5% increase in the annual expected returns. To test the hypothesis that voluntary conference calls reduce the long-term information asymmetry, Brown et al. (2004) apply PIN as a proxy for private information. When studying the cost of debt, Mansi et al. (2005) incorporate PIN and financial analysts' forecasts as information proxies. Vega (2006) includes PIN as a private information component in her examination of market efficiency. Ng et al. (2012) apply the PIN's methodology to international firms.
Recently, several papers address issues related to the PIN's estimation methodology. Boehmer et al. (2007) find that the misclassification of trading directions could bias PIN's estimation. Lin and Ke (2011) suggest a way to alleviate the influence of the Floating-Point Exception.
1 Yan and Zhang (2012) design an algorithm to eliminate the impact of potential corner solutions. In this paper, we discuss a more fundamental issue: the assumption of independence among trading days and among event days. This assumption is unrealistic and problematic since many corporate events are clustered. In terms of PIN's estimation, we argue that the assumption of independence among trading (event) days would increase α (probability of events) and eventually lead to an inflated PIN.
Several recent studies have empirically tested the usefulness of PIN. Mohanram and Rajgopal (2009) find that 60% of the PIN-factor loadings for small firms and 40% of PIN-factor loadings for large firms are negative. This result contradicts the perception of PIN. Since the cost of capital is higher for firms with high PIN, the loading should be positive. As a result, they claim that their results cast doubts on treating PIN as a priced risk factor. Benos and Jochec (2007) find that the PIN before earnings announcements is lower than after. This result is not consistent with the original design of PIN, which is supposed to capture the probability of informed trading, where the PIN on average is expected to be higher before earnings announcements. Duarte and Young (2009) decompose a PIN into two components: illiquidity and asymmetric information. They argue that PIN is related to the liquidity rather than to the information asymmetry.
However, those papers fail to apply Lin and Ke's (2011) algorithm to alleviate the impact of Floating-Point Exception which has a much high influence on large stocks with a higher trading volumes, nor apply the method in Yan and Zhang (2012) to avoid the potential corner solutions which occur with a higher tendency to small stocks. More importantly, none of those studies consider the impact of the assumption of independence among trading days and among event dates.
In this paper, we design a new method to estimate PIN. This method could be viewed as an extension of EKOP because their formulas are applied in our derivation, and their definition of PIN is adopted directly. The new method overcomes the shortcoming suffered by the current method.
EKOP's methodology and related issues
EKOP assume that trading days are independent from each other. On any trading day, nature decides whether an information event occurs (with a probability of  ) or not.
When an event occurs, it could be either bad (with a probability of  ) or good (1   ).
Informed traders know the impact of the new information on the underlying securities.
Trades arrive according to Poisson processes. Uninformed traders submit buy (sell) orders at the daily arrival rates of  b ( s ). On an event day, informed traders buy at good news or sell at bad news with the same arrival rate of . The probability of observing i B
(buyer-initiated trades) and i S (seller-initiated trades) on each trading day i, is represented by the following equation:
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where
is the parameter set we intend to estimate. PIN is defined as:
Intuitively, PIN measures the fraction of informed trades out of the total trades. EKOP assume independence among trading and event days. This assumption is unrealistic, since some events could last longer than one day while other corporate events might be clustered. A more important issue is the potential differential impacts of this assumption on the estimations of α, δ and PIN for stocks with various characteristics, such as size. Even if an overestimation (underestimation) of PIN is true because of this unrealistic assumption, it might have little influence if the overestimation (underestimation) is randomly distributed among individual stocks. Since the bid-ask bounce has a much greater impact on small stocks, Blume and Stambaugh (1983) , we expect the overestimations of α (probability of events) and PIN would be severer for small stocks than big ones.
Our new methodology to estimate PIN
For our new method, we make two weak assumptions: 1) informed trading has material impacts on the underlying securities; 2) when a good information event occurs, B (daily total buyer-initiated trades) increases compared to those on a nonevent day; when a bad information event happens, S (daily total seller-initiated trades) outnumbers the corresponding value for nonevent days. Actually, these two assumptions are the cornerstones underlying the EKOP model. In contrast to them, we do not assume independence among trading/event days. To estimate a stock's PIN over a fixed period, such as one year, our procedure has three simple steps.
Step 1: Identify all event days using the well-known event study methodology, then calculate α and δ.
2
Step 2: Apply the Lee and Ready (1991) algorithm to estimate whether a trade is a buyer-or seller-initiated.
3 Calculate their daily sums (B and S).
2 Our method's advantages includes: 1) no assumption of independence, 2) the probability of events possesses its conventional meaning, 3) the well-understood event-study methodology is applied; 4) this method uses both CRSP daily returns and TAQ high-frequency data. More importantly, our method utilizes more information since event study uses a much longer time period. 3 The quote test is conduct first: if the current price is higher than the midpoint of the immediate bid and ask, it is a buyer-initiated trade, while it is a seller-initiated if the price is less than the midpoint. If the price equals the midpoint, we resort to the tick test: if the current price (p t ) is higher than the previous price (p t-1 ), it is a buyer-initiated trade, while if p t < p t-1 , it is a seller-initiated. If p t = p t-1 , we go back one more lag. Like Lee and Ready (1991) , we apply the 5-second rule.
Step 
.
Data and filters
In this study, we use the data from CRSP (Center for Research in Security Prices), 
Results and discussion
To classify a trading day into an event day, we choose 1.282 as our cut-off point in terms of Z-score (T-value). This is equivalent to choosing a significant level, such as 1% or 5%, when researchers discuss the robustness of their regressions. The higher is this critical value, the higher is the chance that a true event would be classified accordingly. In terms of PIN's estimation accuracy, the more accurately we could classify event days; the better the final PIN would be if our sample is large enough.
However, the number of events is a decreasing function of the cut-off value. Fewer events (observations) would lead to less accurate estimates of B and S, their conditional means, and will eventually lead to a less accurate PIN estimate.
Below, IBM is selected to illustrate how its PIN is estimated in 1998. To begin, we identify events by using the CRSP value-weighted market index (NYSE/ AMEX/NASDAQ) in the market model. An event window of (0,0) is chosen, since each trading day will be checked. Table 3 for the SAS codes and the key output). Plugging those four values into Equation (3), the PIN is 0.02251 for IBM in 1998 (see Table 4 for more detail).
[Insert Table 3 In terms of the comparison between the values of annual PIN (Hvidkjaer) and the quarterly PINs (Brown), we argue further that the mean value of the quarterly PINs being less than their corresponding annual PIN is not a coincidence. The magnitude of the impact of the independence assumption should be positively correlated with the length of the period based on which a PIN is estimated. Later in the paper we will formally test the hypothesis that "quarterly PINs are lower than their corresponding annual PINs derived based on the assumption of independence of trading days and event days".
[Insert Table 5 . The first observation is that, for IBM, the Hvidkjaer dataset fails to deliver PIN for 5 years (1992, 1997, 1999, 2000, and 2001 Table 5 shows that the daily mean returns for 1991, 1992
and 1993 are -0.065,-0.186, and 0.076 respectively. The loss in 1992 is about 3 times higher than that of 1991. The trading volume in 1992 is 15% more than the previous year, but 10% less than 1993. The key finding is that the volatility of daily trading in 1992 is twice of that in 1991 and about 50% more than in 1993.
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[Insert Table 5 The standard deviation tells the same story (for more detail please refer to Table 6 ).
Those two examples suggest that the volatility of daily trading volumes has a significant 8 On January 1992, IBM announced a near $5b loss. 9 Daily volatilities in 1991 Daily volatilities in , 1992 Daily volatilities in , and 1993 influence on the convergence of the numerical procedure underlying the KEOP methodology. To compare our methodology with KEOP, we formally formulate several hypotheses below.
Hypothesis 1: Event days are independent.
The key assumption of EKOP is that the trading days and event days are independent. In other words, the event days are randomly distributed. For example, for IBM in 1998, we have 38 events, with their significant levels larger than our critical value (Z>1.282). If considering only the sign for each event day, they should be distributed randomly among the 252 trading days in the year. Note that the event days of IBM in 1998 are sorted chronologically (see Table 1 ). Just by manually inspecting the table, we could conclude that these event days are clustered. A good event has a higher chance of being followed by a good event. This pattern is true for bad events as well. If event days are truly randomly distributed, then for a certain positive event, the probability of the next event being positive or negative should be roughly the same, i.e., 50% each.
This should be also true for a negative event. Mathematically, p(Sign t+1 =1|Sign t =1) = 50%
and p(Sign t+1 =−1|Sign t =1) = 50%. According to Table 1 , we have p(sign t+1 =1|signt=1) = 62% (14/23) and p(sign t+1 =-1| sign t =−1) = 47% (7/15). The joint probability for the same sign between adjacent events will be 55.3% (7+15)/(14+23). Consider another example:
the random-distribution assumption will have a hard time explaining why the first 6 consecutive significant events across 3 months, shown in Table 1 , are all negative. On the other hand, those clustered events could be explained by the weekly momentum, e.g., see Gutierrez and Kelley (2008) . In short, our result rejects the null hypothesis that event days are independently distributed. Using a much bigger sample of the 90 stocks chosen by EKOP also leads to the same conclusion that event days are not randomly distributed.
Benchmarked on our new methodology, using the EKOP methodology:
Hypothesis 2: α is overestimated;
Hypothesis 3: α is overestimated more for the small stocks than for the big ones;
Hypothesis 4: PIN is overestimated;
Hypothesis 5: PIN is overestimated more for the small stocks than for the big ones;
Hypothesis 6: increase the distances among groups (deciles);
Hypothesis 7A: the PIN's overestimation is positively correlated with the length of the period based on which a PIN is estimated; and Hypothesis 7B: For a fixed estimation period, the PIN is positively correlated with the number of sub-periods based on them B and S are estimated.
Hypotheses 2 and 3 are related to the probability of an event. The 4 th , 5 th and 7 th (7A and 7B) hypotheses are associated with the PIN. Hypothesis 6 relates to the testing of characters of groups (decile) sorted according to the market capitalization of the stocks.
Next, 90 stocks from the EKOP study are used to confirm or reject those hypotheses.
EKOP choose 30 stocks from the 1 st decile (the largest stocks), the second set of 30 stocks from the 5 th decile (the medium-sized stocks), and the third set of 30 stocks from the 8 th decile (the smallest stocks). 10 The ISSM is used to estimate daily B and S from 10/1/1990 to 12/23/1990 based on the Lee and Ready (1991) algorithm. The results are listed in Table 5 (for the first decile), Table 6 (for the 5 th decile), and [Insert Table 5 about here]
Let us use Table 5 (for the largest stocks) as an example to compare and contrast the various parameters estimated based on our method and EKOP's. In Table 5 , the columns 3-5 present α, δ, and PIN values from EKOP, and the last three columns (6-8) present α, δ, and PIN estimated in this study. First, look at α (event probability). The mean of α's of EKOP is 50.1%, whereas our mean value is 33.5%. Their values are 16.6%
higher than ours. 11 This finding is consistent with our hypothesis that the assumption of independence among trading days will inflate the probability of event days. 12 Table 7 shows that most EKOP's α's are greater than ours (20 out of 30). We conduct a simple test to find out whether the mean values of α's of the two methods for the stocks in decile 1 (the stocks with the largest size) are equal. Our result rejects the null hypothesis of equality. The second observation is that for a typical stock, when the α values in EKOP are larger than ours, the deviation is huge, with a mean of about 150%. In contrast, when their αs are smaller than ours, the deviations are moderate, with a mean of 10%. We do not have an explanation for this phenomenon.
Because there are 3 deciles according to EKOP, we study whether the overestimations are the same across different portfolios. The means of α's, based on our estimations are 33.5%, 28.8%, and 25.2%, for the deciles 1, 5, and 8, respectively. For these three deciles (the 1 st , the 5 th , and the 8 th ), the overestimations in the mean values are 16.6%, 15.8%, and 10.4%, respectively. We interpret this result as follows: although α is overestimated on average, the deviation is more severe for big stocks than for small stocks. This result rejects our third hypothesis that α is overestimated more for small stocks than for larger stocks. Intuitively, we could explain the result in the following way.
11 The medians of these two sets of α's, 43.4% vs. 28.1%, narrate the same story. 12 The real meaning of α in EKOP is not clear although it is called the probability of an event happening. In contrast, our α is estimated exactly according to its definition.
Big stocks represent more mature and established firms. Thus, their returns and stock behaviors are less volatile than start-ups and small firms. Consequently, the independent assumption should be more "true" to those stocks than volatile small stocks. Thus, its violation should be more serious. Even so, we should be cautious in its interpretation since our focus is the final indicator, i.e., PIN. Later, we show that hypothesis 5 has been accepted, i.e., the PIN is overestimated more for the small stocks than for the big stocks.
[Insert Table 6 about here]
Compared to α, the magnitudes of the differences in δ are much smaller. On average, δ is underestimated by 9.8%. There is a reasonable difference for the different portfolio sizes. It is interesting to notice that the 1 st decile (the largest-stock portfolio) suffers the largest underestimation (−15.6%). The second-largest decile (the 5 th decile) has only a tiny underestimation (−0.003%). In contrast, for the smallest decile (the 8 th decile), the δ is, on average, overestimated by 6.45%. Again, the various levels of under-and overestimation for different size portfolios will definitively exert unequal impacts on the final output: PIN estimates. [insert Table 7 about here]
It is worthwhile to discuss the cases when the δ values acquire extreme values of zero (0) and unity (1). δ being zero implies that all events are good for the entire period.
Similarly, δ being 1 refers to a situation where all events are bad. When δ assumes these two extreme values, we suspect that something must be wrong because it is difficult to imagine that a firm only has good news or is always unlucky. According to EKOP's method, among the 90 stocks, 8 cases have δ as either 100% or 0%. 13 One such case is in the largest portfolio (decile 1), two cases are in the medium-sized portfolio (decile 5), and 5 cases are found for the smallest portfolio (decile 8). We do not believe that such a monotonic increase of extreme cases from the largest portfolio to the smallest portfolio is just a coincidence. The main reason is that the basic assumptions are violated and their violation will lead to unreasonable and extreme results. This is especially true, or has a higher probability to be true, for the stocks in the smallest portfolio. For these 8 extreme cases, based on the method developed in this paper, we obtain reasonable δ values. For example, for the stock with a ticker for CES, EKOP report a δ of 100%, whereas our estimate is 30.8%. The second case is for CMI, with a δ value of 0%, whereas our value is 27.3%. Such an extreme value of δ will definitely distort the final PIN estimates.
Nevertheless, our method fails to deliver PIN for one stock: DSO. The reason is that the 13 We treat 0.999987 as 1, refer to stock of CER in EKOP.
values of B and S of the stock violate our and EKOP's basic assumption: when a good event happens, the informed traders buy (i.e., B increases); and when a bad event occurs, the informed traders sell (i.e., S increases).
Next, we turn to the correlation coefficients between our PINs and EKOP's within each decile. When the first decile is considered, the correlation coefficient is 45.3% (n = 30). This implies that for the largest stocks, our PINs and their PINs share some similarity, at least to a certain extent. For the 5 th and 8 th decile stocks, the correlation coefficients are 4.4% and −40%, respectively. These values offer strong support to the statement that there are a huge difference between our PIN and EKOP's. It is a surprise to notice that for the smallest size stocks, our PIN's and EKOP's are negatively correlated.
In the EKOP's PIN formula, Equation (2), it is obvious that PIN is an increasing function of α. It seems strange that our PIN formula, Equation (3) trading days in a year, we choose n 1 =252*α(1−δ) as good-event days and n 2 =252αδ as bad events. According to our basic assumption, on a good event day, informed traders buy (i.e., the number of buyer-initiated trades increases), and informed traders sell (the number of seller-initiated trades increases) on a bad-event day. Our result confirms that PIN is a monotonically increasing function of α. The joint market share of those stocks is 62.6% of the entire market. This value is much higher than 52%.
Conclusions and future research
In this paper, we apply the well-known Event Study methodology to identify all event days. Based on Lee and Ready's (1991) algorithm, we compute daily sums of buyer-(B) and seller-initiated trades (S). By plugging the conditional expected values of B and S into a simple formula, extended from Easley et al. (1996) , we estimate a stock's PIN (Probability of Informed Trading). Our method overcomes several shortcomings of the current model. For example, we discard the assumption of independence among event days and trading days. In addition, the probability of events has its traditional meaning.
Our method could be extended in several directions. The most urgent task is to replicate Easely et al. study (2002, 2004) to ascertain whether their conclusions still hold after discarding the assumption of independence. The next test is related to the rejection of PIN by Benos and Joche (2007) since researchers could achieve more evenly distributed PINs by using our method. Researchers could add trading volumes, Benos and Jochec (2006) , or use different event windows. Another potential extension is to collapse multiple-event days into a single one. After this treatment, researchers could claim that these "new event-clusters" are independent from each other. Thus, the methodology developed by Easley et al. (1996) Appendix A. Derivation of the methodology developed in this study The PIN equation in Easley et al. (1996) is copied below,
where α is the probability of events, μ is the Poisson parameter of buying when a good event happens or selling when a bad event occurs;  b ( s ) is the Poisson parameters for buyer-(seller-) initiated trades when no event happens. From Appendix A in Yan and Zhang (2012), we have:
where δ is the probability of bad events, B(S) is the daily sum of buyer-(seller-) initiated trades. Because  b and  s are derived from nonevent days, we could use the corresponding daily B and S to approximate. According to Easley et al. (1996) , for bad events, μ has no impact on buy. Thus,
, where good_plus_none for good event days plus none-event days. This is true for E(S) that μ has no impact on sell for bad events: 
In (3) 
Since Easley et al. (1996) apply the same μ for both informed buys and sells, we could use its expected value to approximate.
Multiplying (5) by α, we have , ) 1 (
Plugging (5) into (1) leads to:
Substituting (4) -----------------------------------------------------------------------------------------(0,0) 1 -6.76% -6.76% 0:1 -3.861*** -0. 935  ----------------------------------------------------------------------------------------- The symbols $,*,**, and *** denote statistical significance at the 0.10, 0.05, 0.01 and 0.001 levels, respectively, using a 1-tail test. The symbols (,< or ),> etc. correspond to $,* and show the significance and direction of the generalized sign test. Table A. II) . α is the probability that an event happens; δ is the probability of bad events when an event happens. The columns 3 to 5 are from Easley et al. (1996) ; and the last 3 columns are from this paper. Table A. II) . α is the probability that an event happens; δ is the probability of bad events when an event happens. The columns 3 to 5 are from Easley et al. (1996) ; and the last 3 columns are from this paper. Easley et al. (1996a) In (1996) report its name as "Eastern Gas & Fuel Assoc", whereas we find that the name presented in both CRSP and ISSM is "Eastern Enterprises". For G, the trading data is not available from the CRSP. Table A. II) . α is the probability that an event happens; δ is the probability of bad events when an event happens. The columns 3 to 5 are from Easley et al. (1996) ; and the last 3 columns are from this paper. Easley et al. (1996a) This Note: DSO has a zero PIN and LMS has a negative one. They have hence been removed from the table and will be investigated further.
