The cheap LQ regulator is reinterpreted as an output nulling problem which is a basic problem of the geometric control theory. In fact, solving the LQ regulator problem is equivalent to keep the output of the related Hamiltonian system identically zero. The solution lies on a controlled invariant subspace whose dimension is characterized in terms of the minimal conditioned invariant of the original system, and the optimal feedback gain is computed as the friend matrix of the resolving subspace. This study yields a new computational framework for the cheap LQ regulator, relying only on the very basic and simple tools of the geometric approach, namely the algorithms for controlled and conditioned invariant subspaces and invariant zeros.
Introduction
It is well known that the solution of the infinite-horizon linear quadratic (LQ) regulator problem strongly depends on the matrix weighting the input in the cost function, traditionally denoted by R. When R is positive definite, the problem is said to be regular (see e.g. [1, 8] ). When R is positive semidefinite, the problem is called singular, and cheap when R is zero. The singular and cheap cases have been treated within the framework of geometric control theory, see for example [6, 19, 13] and references therein. In particular, in [6] and [19] it was proved that an optimal solution of the singular problem exists for all initial conditions if the class of allowable controls is extended to include distributions. The approach taken in [13] is based on an analysis of the structure of both singular and cheap problems (where the latter is treated as the limiting case of the former) Email addresses: prattichizzo@ing.unisi.it (Domenico Prattichizzo), lnt@ee.unimelb.edu.au (Lorenzo Ntogramatzidis), gmarro@deis.unibo.it (Giovanni Marro).
carried out by means of the so-called special coordinate basis. Valuable results on this issue have also been obtained in [14, 17, 16, 15] , where the solution of the singular LQ problems is based on linear matrix inequalities. This paper proposes a new perspective for the solution of the cheap LQ regulator. The keystone is the interpretation of the LQ regulator as an output nulling problem referred to the Hamiltonian system. This new approach enables to solve the cheap LQ regulator by only using the basic and computationally efficient tools of the geometric approach, namely the algorithms for controlled and conditioned invariance and invariant zeros, [2, 4, 18, 20] . By writing the conditions for optimality in the form of the Hamiltonian system, whose output has to be maintained identically equal to zero, the cheap LQ problem reduces to finding a state feedback such that the statecostate trajectory entirely lies on an internally stabilizable output nulling subspace of the Hamiltonian system. In the framework of the geometric approach, this is a standard unknown-input decoupling problem.
This work is intended to be the counterpart of [10] for the continuous time. The continuous time case is different from the discrete time one. In fact, differently from the discrete time, in the continuous time the optimal statefeedback does not exist for any initial condition, so that significant issues related to existence of optimal solutions arise. Solving the cheap LQ problem by directly referring to the Hamiltonian system provides a very simple characterization of the subspace of all admissible initial conditions such that a state-feedback solution exists.
Notation. The symbol R
n × m is used to denote the space of n × m real constant matrices. The image and the nullspace of matrix M ∈ R n × m are respectively denoted by im M and ker M . Given a subspace Y of R n , the symbol 
holds, the symbol M −T is used concisely. The symbol I d will stand for the d × d identity matrix. Finally, the symbol N denotes the set of non-negative integer numbers.
Statement of the Problem
Consider the linear time-invariant systeṁ
where, for all t ≥ 0, x(t) ∈ R n is the state, u(t) ∈ R m is the control input, y(t) ∈ R p is the output, A, B and C are real constant matrices of proper sizes. With no loss of generality it is assumed that B has linearly independent columns and C has linearly independent rows. System (1) is briefly referred to as the triple (A, B, C), and is concisely denoted by Σ. We make the following standing assumptions on Σ:
(A1) the pair (A, B) is stabilizable; (A2) Σ has no invariant zeros on the imaginary axis.
The cheap LQ problem considered in this paper can be formulated as follows.
Problem 2.1 Find the subspace L of initial conditions of Σ for which a matrix K ∈ R
m×n exists such that:
(1) the closed-loop matrix A − B K is stable; (2) for all x 0 ∈ L, the state trajectory generated by (1) with initial state x(0) = x 0 and with the input u(t) = −K x(t) minimizes the quadratic cost function
Problem 2.1 is usually referred to as a cheap LQ problem, since the input function is not explicitly weighted in the performance index J. Differently from other approaches, here the optimal control is sought within the class of static state feedback inputs, so that optimal solutions containing distributions are ruled out. As will become clear in Section 4, this poses a problem of existence of optimal solutions to Problem 2.1. When Problem 2.1 admits solutions, the optimal feedback matrix does not depend on the particular initial state in L. This issue is discussed in Section 5.
Geometric Background
The geometric setting developed here requires the following notations: V * Σ stands for the largest (A, im B)-controlled invariant subspace of (A, B, C) contained in ker C, which is also denoted by max V (A, im B, ker C). Recall that V * Σ is the subspace of all initial states x 0 ∈ R n of (1) for which an input exists such that the corresponding output is identically zero, and can be computed as the last term of the monotonically non-increasing sequence of subspaces (V i ) i∈N described by
The symbol S * Σ stands for the smallest (A, ker C)-conditioned invariant subspace containing im B, which is denoted by min S (A, ker C, im B), and can be computed as the last term of the monotonically nondecreasing sequence (S i ) i∈N described by S 0 = im B,
. . , k, where now the integer k ≤ n − 1 is determined by the condition 
If Σ is not right-invertible, the output function can be imposed modulo any complement of the subspace The proof of the former follows from the well known identities V * Notice that the dynamical system whose evolution is described by (1) can be written backwards in time aṡ
z(t) = −A z(t) − B u(t), y(t) = C z(t).
The triple (−A, −B, C), here denoted by Σ −1 , is therefore referred to as the time-reversed system associated with Σ. Note that
since the definitions of V * Σ and S * Σ do not depend on the sign of the matrices A and B. Hence, the following property holds.
Property 3.4 System Σ is left (right) invertible if and only if
Σ −1 is left (right) invertible.
A Geometric Insight into the Structure of the Hamiltonian System
Recall that the optimal state trajectory and control law for Problem 2.1 satisfy the following equationṡ
obtained by extending the state x(t) of system (1) with the costate function λ(t) ∈ R n (t ≥ 0). Equations (3-5) can be obtained from the computation of the derivatives of the Hamiltonian function with respect to x(t), λ(t) and u(t), see e.g. [8, pp.131-133] .
A fundamental observation for the approach taken here is that (3) (4) (5) can be written in the compact form:
and that (6) can be regarded as a 2n order system whose output is identically zero. The matrices in (6) are respectively denoted by the symbols A, B and C, while the triple ( A, B, C) is denoted by Σ, and is referred to as the Hamiltonian system. From the structure of the Hamiltonian system, which along with the boundary equations represents a set of necessary and sufficient conditions for optimality, it is clear that Problem 2.1 can be reformulated as the problem of finding the control law maintainingŷ(t) = 0 for all t ≥ 0 for the assigned initial condition x(0) = x 0 , and such that the corresponding state trajectory converges to the origin as t approaches infinity. Clearly, this aim can be achieved if and only if the initial condition x 0 is such that an initial value of the costate λ 0 := λ(0) exists so that x0 λ0
belongs to an internally stabilizable ( A, im B)-controlled invariant contained in the null-space of C.
The following lemma provides an important characterization of the geometric structure of the Hamiltonian system in terms of left and right-invertibility. The further assumption of left-invertibility of Σ is technical in nature and will be removed in Section 5.1.
Lemma 4.1 If Σ is left-invertible, the Hamiltonian system Σ is both left and right-invertible.
Proof: First, note that Σ is the series connection of Σ and the time-reversed representation of the dual of Σ, henceforth denoted by the symbol Σ −T , and representing the triple (−A T , −C T , B T ). As a consequence of Properties 3.3 and 3.4, it follows that Σ −T is rightinvertible. The block-structure of the Hamiltonian system matches that described in [10] , even if the inner structures of Σ and Σ −T in the continuous and discrete cases are different. Hence, the proof of the rightinvertibility of Σ can be carried out by employing the same arguments used in [ In the following, the symbols
and S * Σ := min S ( A, ker C, im B) will be used, consistently with the notation previously introduced. of Σ, the input u(t) = e z0 t = e j ω0 t gives rise to an indentically zero outputŷ, which implies that the state trajectory is optimal for a cheap problem with x(0) = x 0 , [9] . However, since z 0 cannot be a zero of Σ in view of Assumption (A2), the same control u(t) = e z0 t = e j ω0 t gives rise to a non-zero output of the system Σ. More precisely, y(t) = y 0 e j ω0 t for a suitable y 0 ∈ R p \ {0}, [21, Lemma 3.36] . When ω 0 = 0, this output is constant. When ω 0 = 0, since −z 0 is a zero of the Hamiltonian system as well in view of the first part of the proof, then an input u(t) = sin(ω 0 t) gives rise to the output y(t) = y 0 sin(ω 0 t + ϕ 0 ). In both cases, . SystemΣ is similar in structure to the dual system Σ T , but is such that its input actions are restricted to belonging to the output functional reachability subspace of Σ. Moreover, differently from Σ T , which is only right-invertible, now it is shown thatΣ is both left and right-invertible.
Lemma 4.2 SystemΣ is left and right-invertible, and
V * Σ = V * Σ −T .
Proof:
The left-invertibility can be proved as follows. Let ξ be a non-null vector of (
. As a consequence, a non-null vector
However, since ξ lies in the range of U as well, it follows that ξ =0, so that ξ = 0 since ker U = {0}, and, owing to Property 3.1,Σ is left-invertible. Now, we show that V * Σ = V * Σ −T . Since the set of control actions ofΣ is restricted with respect to that of Σ T , by definition the set of output-nulling subspaces of Σ contains the set of output-nulling suspaces of Σ T . Hence, in particular, V * Σ ⊆ V * Σ T . We only need to prove that the opposite inclusion holds as well, i.e., V * Σ ⊇ V * Σ T . To this end, it suffices to show that V * Σ T is output-nulling ofΣ. Consider the identity im
By adding V * Σ T to both sides of the latter it easily follows that V * (2) . Now, denoting by V i i ∈ N and by V i i ∈ N the sequences of subspaces (V i ) i∈N referred to Σ −T andΣ, respectively, we show by induction that V i =V i for all i ≤ n − 1. The identity holds for i = 0 since
Finally, to prove thatΣ is right-invertible, we show by induction that
to the latter, by the set of inclusions
In particular, it follows thatΣ is right-invertible since such is Σ.
Let r be the dimension of S * Σ . As a consequence of Lemma 4.2, we get dim
The following fundamental result relates the structure of the previously defined systemΣ with that of the Hamiltonian system Σ. In particular, the structure and the dimension of the smallest conditioned invariant subspace of Σ containing the image of B is expressed as a function of the structure and dimension of the smallest conditioned invariants of Σ andΣ. . In order to prove this fact, recall that given a zero initial condition x(0) = 0, the generic subspace S i of the sequence S i i ∈ N can be interpreted as the set of values that can be assigned through a control function u(t) to x (i) (0 + ), the i-th derivative of the state, while yielding y (k) (0 + ) = 0 for all k ≤ i − 1. This interpretation of the subspaces S i is the continuous counterpart of that given by Lemma 3 in [10] in the discrete case. Now we prove that im
. First, we show that im
If S i i ∈ N is the sequence of subspaces in the extended state-space of the Hamiltonian system converging to S * Σ , it follows that
. Now, we prove that a matrix L exists such that im
Hence, a y(t) on C S * Σ exists such that λ (n) (0 + ) =λ witĥ y (k) (0 + ) = 0 for all k ≤ n − 1. It follows that a u(t) steering the output of Σ to y(t) exists as C S * Σ is the output reachability subspace of Σ and since the geometric condition for the perfect decoupling
. To prove the opposite inclusion, consider
. Ifλ = 0, a sufficient condition for
However, since Σ is not right-invertible, the control actions applied to Σ −T can only be imposed on C S * Σ .Hence, λ ∈ S * Σ implies that ax ∈ R n exists such that and that of the antistable ones are disjoint and both ( A + B F )-invariant, a further basis transformation T 2 in R 2n can be performed so as to split the stable modes from the antistable ones. The matrix A F, T2 that corresponds to A F, T1 in this new basis has the following structure
, where the eigen-
are respectively the stable and antistable zeros of the Hamiltonian system Σ. Hence, the first n − r columns of the product T 1 T 2 define a basis for a controlled invariant subspace which is internally stabilizable, whose poles are the eigenvalues of M S . Thus, this subspace is V R . 
Matrix V X is full rank.
Proof: By contradiction assume that ker V X = {0} and let N VX be a basis matrix of ker V X , then
Since V R ⊆ ker C, it ensues that V Λ ker V X ⊆ ker (B T ), and from (9) the subspace V Λ ker V X is contained to the unobservability subspace of Σ −T , which is by definition the largest A T -invariant subspace contained in the nullspace of B T . Moreover, modes of this invariant subspace are stable since V R is an internally stable A + B F invariant. Contradiction arises from Assumption (A1), which implies that the uncontrollability part of Σ is stable, or equivalently that the unobservability subspace of Σ −T is antistable.
The result given in Lemma 5.1 is similar to the one found for discrete time systems in [10] . However, while in the discrete case the dimension of V R equals the dimension of the state space n, in the continuous case such dimension is n − r, so that here full rankness of V X does not imply invertibility of V X , since V X is not square in general.
In the following theorem, it is shown how the solution of the output nulling problem for Σ enables the solvability condition on the initial state to be expressed in terms of the projection of the subspace V R on the state-space of Σ. In other words, when the initial state is such that an optimal solution exists, a basis for the subspace of admissible initial conditions can be used to directly compute the state feedback.
Differently from the discrete case, where the optimal gain involves the inverse of V X , here as aforementioned V X is not invertible, so that the Moore-Penrose pseudoinverse has to be used instead of the inverse. 
Proof: Necessity and sufficiency of condition (10) can be easily proved by noting that (10) is equivalent to the existence of a costate initial condition λ 0 ∈ R n such that entirely lies on V R and converges to the origin as t approaches infinity. Hence, the projection of the extended state on R n converges to zero as well. Hence, this is a feedback which steers the extended state along a stable trajectory evolving in V R . Since x(t) ∈ im V X , it follows that the input function can be expressed as the state
Clearly, the dimension im V X is n − r owing to Lemma 5.1.
As is clear from the proof of Theorem 5.2, the optimal static feedback K does not depend on the particular initial state satisfying (10) . Moreover, under the assumption of left-invertibility of Σ the optimal control u(t) = −K x(t) is unique, due to the full rankness of V X . In Section 5.1 it is shown that when the assumption of left-invertibility is removed, the optimal solution to Problem 2.1 is not unique.
We now show a simple formula for the optimal cost as a quadratic form of the initial state, which extends the very well-known result for the regular case, [1, 8] .
Theorem 5.3 Let x 0 ∈ R n be such that (10) is satisfied. The optimal value of the cost is
Proof: By using the Hamiltonian equations (6) we find
Extension to nonleft-invertible systems
In the case where system Σ is left-invertible, given an initial state x 0 ∈ R n , a solution to Problem 2.1 exists if and only if x 0 satisfies (10), and the feedback solution u = −K x, with K defined in (11) , is unique. When Σ is not left-invertible, the optimal feedback matrix is not unique. To see this, recall that if Σ is not left-invertible, the reachable subspace R * Σ on V * Σ differs from the origin. Recall that R * Σ can be interpreted as the subspace of state trajectories that can be followed indefinitely while maintaining the output function y at zero. It follows that, if u o is optimal for Problem 2.1 and x o is the corresponding state trajectory, any other control leading to a state trajectory that differs from x o only by components on R * Σ leads to the same value of the cost, and is therefore optimal as well. In other words, the set of optimal controls for Problem 2.1 is parameterized modulo the inputs driving the state of Σ on R * Σ . Hence, when Σ is not left-invertible, the results of Theorems 5.1 and 5.2 do not directly apply. However, the geometric approach taken here can be easily adapted to handle nonleft-invertible systems, see also [10] . Let Σ . Moreover, the invariant zeros of this new systemΣ are those of the original system Σ plus those assigned through F , which are stable. Now, letK be the optimal state feedback matrix for the auxiliary system. Then K := ΩK − F is one of the solutions of the original problem.All the other optimal solutions can be obtained by changing F within the set of stabilizing friends of V Σ . This set is always non-empty when Σ is nonleftinvertible.
Concluding Remarks
A new method for the solution of the cheap linear quadratic optimal control problem has been presented for continuous time systems. The key idea is to recast the cheap LQ regulator as an output nulling problem for the Hamiltonian system. The optimal control is sought within the class of input functions that can be expressed as a static state feedback, so as to exclude the possibility of distributions in the optimal control function. As a result of this, for certain initial conditions a solution of the cheap LQ problem may not exist. As such, a geometric analysis of independent theoretical interest on the structure and properties of the Hamiltonian system has been carried out in order to characterize the subspace of admissible initial conditions, and to determine the corresponding optimal state feedback matrix when an optimal solution does exist.
