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MODULAR INVARIANTS OF A VECTOR AND A COVECTOR: A PROOF OF A
CONJECTURE OF BONNAFÉ AND KEMPER
YIN CHEN AND DAVID L. WEHLAU
Abstract. Consider a finite dimensional vector space V over a finite field Fq. We give a minimal
generating set for the ring of invariants Fq[V ⊕ V∗]GL(V), and show that this ring is a Gorenstein
ring but is not a complete intersection. These results confirm a conjecture of Bonnafé and Kemper
[3, Conjecture 3.1].
1. Introduction. Suppose a group G acts linearly on a k-vector space W. This induces an action
of G on the dual space W∗ by σ · l = l ◦ σ−1 for σ ∈ G and l ∈ W∗. Extending the action on W∗
multiplicatively yields an action of G on the polynomial ring k[W]. Here k[W] denotes the sym-
metric algebra on W∗. If {x1, x2 . . . , xn} is a basis of W∗, we may write k[W] = k[x1, x2, . . . , xn].
The ring of invariants is the subalgebra k[W]G := { f ∈ k[W] | σ · f = f , for all σ ∈ G}.
In this paper we prove the following result, which was conjectured by Bonnafé and Kemper
[3, Conjecture 3.1].
Theorem 1. Let Fq denote the finite field of characteristic p and having q elements. Let n ≥ 2
and let V be an n dimensional vector space over Fq. Then
Fq[V ⊕ V∗]GL(V) = Fq
[
cn,0, cn,1, . . . , cn,n−1, c
∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1, u1−n, . . . , u−1, u0, u1, . . . , un−1
]
.
Moreover, Fq[V ⊕ V∗]GL(V) is Gorenstein but is not a complete intersection.
Here cn,0, cn,1, . . . , cn,n−1 are the Dickson invariants and Fq[V]GL(V) = Fq[cn,0, cn,1, . . . , cn,n−1]
which was proved by Dickson [11, Theorem]. See Wilkerson [16, Theorem 1.2] for a modern
treatment. Similarly, c∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1 are the Dickson invariants in the dual set of variables so
that Fq[V∗]GL(V) = Fq[c∗n,0, c∗n,1, . . . , c∗n,n−1]. The invariants u j are defined in Section 3 below.
Remark 2. (1) The analogue of Theorem 1 for n = 1 is treated in [3] since GL(V) is its own its
Borel subgroup, F∗q. When n = 1 we have Fq[V ⊕ V∗]GL(V) = Fq[x1, y1]F
∗
q = Fq[xq−11 , x1y1, yq−11 ] is
a hypersurface ring. (2) The special case n = 2 of Theorem 1 was proved in Chen [9].
2. Dickson invariants and Mui invariants. For simplicity, in the rest of this paper, we write
F = Fq, G = GL(V), and U = U(V) for the unipotent group of upper triangular matrices with
1’s on the diagonal. We let {y1, y2, . . . , yn} denote the standard basis of V and {x1, x2, . . . , xn}
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the dual basis of V∗. Then F[V] = F[x1, x2, . . . , xn], F[V∗] = F[y1, y2, . . . , yn], and F[V ⊕ V∗] =
F[x1, x2, . . . , xn, y1, y2, . . . , yn].
We give two definitions of the Dickson invariants cn,0, cn,1, . . . , cn,n−1. The first definition illus-
trates the importance of Dickson invariants.
∏
x∈V∗
(λ − x) =
n∑
i=0
(−1)n−icn,i · λqi
where λ is an indeterminate and we make the convention that cn,n := 1.
The second definition expresses the Dickson invariants in terms of certain determinants and
will allow us later to derive some relations. Consider the following n × (n + 1)-matrix whose
entires taken from F[V]:
D =

x1 x
q
1 · · · x
qn
1
x2 x
q
2 · · · x
qn
2
...
... · · ·
...
xn x
q
n · · · x
qn
n

.
For 0 6 i 6 n, we let dn,i denote the determinant of the matrix obtained by deleting the (i + 1)-th
column from D. Then
cn,0 =
dn,0
dn,n
= dq−1n,n , cn,1 =
dn,1
dn,n
, . . . , cn,n−1 =
dn,n−1
dn,n
.
In 1975, Mui [14] proved that the ring of invariants F[V]U of the unipotent group is a polyno-
mial algebra over F, generated by { f1, f2, . . . , fn}, where f1 = x1, and for 2 6 i 6 n,
fi :=
∏
v∈Vi−1
(xi + v)
where Vi−1 denotes the vector subspace generated by {x1, x2, . . . , xi−1}.
3. Bonnafé-Kemper’s Theorem. In 2011, Bonnafé-Kemper [3] considered the actions of U
and G on F[V ⊕ V∗], and the corresponding two rings of invariants.
The ring F[V ⊕ V∗] is equipped with an involution
∗ : F[V ⊕ V∗] −→ F[V ⊕ V∗], f 7→ f ∗
given by x1 7→ yn, x2 7→ yn−1, . . . , xn−1 7→ y2, xn 7→ y1. Clearly
F[V∗]G = F[c∗n,0, c∗n,1, . . . , c∗n,n−1]
F[V∗]U = F[ f ∗1 , f ∗2 , . . . , f ∗n ].
The map F : F[V ⊕ V∗] −→ F[V ⊕ V∗] is defined by xi 7→ xqi , yi 7→ yi. Dually, another one
F∗ : F[V ⊕ V∗] −→ F[V ⊕ V∗] is defined by xi 7→ xi, yi 7→ yqi . These two maps commute with the
action of G and so restrict to endomorphisms of F[V ⊕ V∗]U and F[V ⊕ V∗]G.
The natural pairing of V with V∗ corresponds to a natural quadratic G-invariant in F[V ⊕ V∗]:
u0 := x1y1 + x2y2 + · · · + xnyn.
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For i ∈ N+, we define
ui := F i(u0) = xq
i
1 y1 + x
qi
2 y2 + · · · + x
qi
n yn
u−i := (F∗)i(u0) = x1yq
i
1 + x2y
qi
2 + · · · + xny
qi
n
which are G-invariants, since F and F∗ commute with the action of GL(V). We observe that
u∗
−i = ui for all i ∈ N.
Bonnafé-Kemper [3, Theorem 2.4] proved that
(1) F[V ⊕ V∗]U = F[ f1, . . . , fn, f ∗1 , . . . , f ∗n , u2−n, . . . , u0, . . . , un−2].
Furthermore they proved that this ring is a complete intersection and exhibited the minimial
relations among the generating invariants.
4. The Reynolds operator and Campbell-Hughes’ Theorem. Suppose that a group G1 acts
linearly on a k-vector space V . Let G2 be any subgroup of G1. The relative trace (or relative
transfer) map is defined by
TrG1G2 : k[V]
G2 −→ k[V]G1 , g 7→
∑
σ∈G1/G2
σ · g
where G1/G2 denotes any set of left coset representatives of G2 in G1. It is easy to see that
TrG1G2 is a degree-preserving k[V]G1-module homomorphism. If in addition, the index [G1 : G2] is
invertible in k, then we have the so-called Reynolds operator
RG1G2 =
1
[G1 : G2]
TrG1G2
which is a projection from k[V]G2 onto k[V]G1 .
To prove Theorem 1, we first note that the group U is a p-Sylow subgroup of G, so the index
[G : U] is invertible in F. Then the Reynolds operator RGU : F[V ⊕ V∗]U −→ F[V ⊕ V∗]G is a
surjective F[V⊕V∗]G-module homomorphism, which together with a generating set of F[V⊕V∗]U
we have known in Bonnafé-Kemper’s result (1), leads us to use the Reynolds operator RGU to find
a generating set of F[V ⊕ V∗]G.
In [6] Campbell and Hughes studied connections between the Dickson invariants and the Mui
invariants. They constructed a set of left coset representatives for Un(Fp) ⊂ GLn(Fp), over the
prime field Fp. They also found a free basis for the Mui invariants Fp[V]Un(Fp) as a module over
the Dickson invariants Fp[V]GLn(Fp). Although they stated their results working over Fp, their
proofs are valid over any finite field. In particular, the proof of Campbell-Hughes [6, Theorem
6.3] shows that
(2) F[V]U =
⊕
γ∈Γ
F[V]G · γ
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is a free F[V]G-module, where
Γ :=
{
f a11 · f a22 · · · f ann
∣∣∣ 0 6 a1 < qn − 1, 0 6 a2 < qn−1 − 1, . . . , 0 6 an < q − 1}.
Of course the analagous result holds for F[V∗]U and F[V∗]G.
5. Sketch of the proof of Theorem 1. We define
A := F[cn,0, cn,1, . . . , cn,n−1, c∗n,0, c∗n,1, . . . , c∗n,n−1, u1−n, u2−n, . . . , u0, . . . , un−2, un−1]
Ω :=
{
f a11 f a22 · · · f ann · f ∗b11 f ∗b22 · · · f ∗bnn
∣∣∣ 0 ≤ ai, bi ≤ qn+1−i − 2 for i = 1, 2, . . . , n}.
In this section we outline the steps we will follow in order to prove
(3) F[V ⊕ V∗]G = A
which is the first assertion of Theorem 1.
Since A ⊃ F[V]G, combining Bonnafé-Kemper’s result (1), with Campbell-Hughes’ result (2),
we see that Ω is a generating set for F[W]U as an A-module, i.e.,
(4) F[V ⊕ V∗]U =
∑
ω∈Ω
A · ω.
Since RGU(F[V ⊕ V∗]U) = F[V ⊕ V∗]G and since A ⊆ F[V ⊕ V∗]G, we see that to show (3) it
suffices to show that
(5) RGU(ω) ∈ A for all ω ∈ Ω.
Define
h := RGU(ω) where ω ∈ Ω
Bk := F[cn,0, cn,1, . . . , cn,n−1, un−1, un−2, . . . , u0, u−1, . . . , u1−n−k], k = 0, 1, 2, . . .
B∞ := ∪∞k=0Bk.
Our proof will be separated into the following steps:
(1) Show that the invariant field F(V ⊕ V∗)G = F(cn,0, cn,1, . . . , cn,n−1, u0, . . . , un−1).
(2) Show B∞ ⊆ A and Quot(B∞) = Quot(A) = F(V ⊕ V∗)G.
(3) Show F[V ⊕ V∗]G[c−1
n,0] = F[cn,0, cn,1, . . . , cn,n−1, u0, . . . , un−1][c−1n,0].
(4) Show B∞ is a unique factorization domain, and thus it is a completely integrally closed.
(5) Show that h is a quasi-almost integral element over B∞ which implies that h ∈ B∞ ⊆ A.
6. Some relations in F[V ⊕ V∗]G. As we noted above cn,n = 1 = c∗n,n.
Lemma 3. In F[V ⊕ V∗]G, we have the following relation:
(T0) cn,0u0 − cn,1u1 + cn,2u2 − · · · + (−1)n−1cn,n−1un−1 + (−1)ncn,nun = 0.
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Proof. We recall the relations (Rn) and (R+n ) := F(Rn) from Bonnafé-Kemper [3, page 105]:
n−1∑
i=0
(−1)i+n+1cn−1,i · ui − fn · f ∗1 = 0(Rn)
n−1∑
i=0
(−1)i+n+1cq
n−1,i · ui+1 − f qn · f ∗1 = 0.(R+n )
We will use the equation cn,i = cqn−1,i−1 + f q−1n · cn−1,i (see Bonnafé-Kemper [3, page 104] or
Wilkerson [16, Proposition 1.3 (b)]) which is valid for 0 ≤ i ≤ n. Consider f q−1n · (Rn) - (R+n ). This
yields the equation
0 =
n−1∑
i=0
(−1)i+n+1 f q−1n · cn−1,i · ui −
n∑
i=1
(−1)i+ncq
n−1,i−1 · ui
= (−1)n+1 f q−1n cn−1,0 · u0 +
n−1∑
i=1
(−1)i+n+1
(
f q−1n · cn−1,i · ui + cqn−1,i−1 · ui
)
− (−1)2ncq
n−1,n−1 · un
=
n∑
i=0
(−1)i+n+1
(
f q−1n · cn−1,i + cqn−1,i−1
)
ui
=
n∑
i=0
(−1)i+n+1cn,i · ui = (−1)n+1

n∑
i=0
(−1)icn,i · ui

which is the relation (T0) as desired. 
Applying the map F∗ on (T0) repeatedly, we obtain more relations:
cn,0u−1 − cn,1u
q
0 + cn,2u
q
1 − · · · + (−1)n−1cn,n−1uqn−2 + (−1)nuqn−1 = 0(T1)
cn,0u−2 − cn,1u
q
−1 + cn,2u
q2
0 − · · · + (−1)n−1cn,n−1uq
2
n−3 + (−1)nuq
2
n−2 = 0(T2)
...
cn,0u1−n − cn,1u
q
2−n + cn,2u
q2
3−n − · · · + (−1)n−1cn,n−1uq
n−1
0 + (−1)nuq
n−1
1 = 0.(Tn−1)
Continuing we obtain
(T j)
n∑
i=0
(−1)icn,iuq
min(i, j)
i− j = 0
for all j ≥ 0.
We apply the involution ∗ on (T0), (T1), . . . , (Tn−1) respectively, and obtain
c∗n,0u0 − c
∗
n,1u−1 + c
∗
n,2u−2 − · · · + (−1)n−1c∗n,n−1u1−n + (−1)nu−n = 0(T ∗0 )
c∗n,0u1 − c
∗
n,1u
q
0 + c
∗
n,2u
q
−1 − · · · + (−1)n−1c∗n,n−1uq2−n + (−1)nuq1−n = 0(T ∗1 )
c∗n,0u2 − c
∗
n,1u
q
1 + c
∗
n,2u
q2
0 − · · · + (−1)n−1c∗n,n−1uq
2
3−n + (−1)nuq
2
2−n = 0(T ∗2 )
...
c∗n,0un−1 − c
∗
n,1u
q
n−2 + c
∗
n,2u
q2
n−3 − · · · + (−1)n−1c∗n,n−1uq
n−1
0 + (−1)nuq
n−1
−1 = 0.(T ∗n−1)
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Applying ∗ to (T j) yields
(T ∗j )
n∑
i=0
(−1)ic∗n,iuq
min(i, j)
j−i = 0
for all j ≥ 0.
From the expression for the Dickson invariants in terms of determinants we have cn,0 · c∗n,0 =
(dn,n · d∗n,n)q−1, where
dn,n · d∗n,n = det

x1 x2 · · · xn
x
q
1 x
q
2 · · · x
q
n
...
...
...
...
x
qn−1
1 x
qn−1
2 · · · x
qn−1
n

det

y1 yq1 · · · y
qn−1
1
y2 yq2 · · · y
qn−1
2
...
...
...
...
yn yqn · · · y
qn−1
n

.
Thus we have another relation
(T00) cn,0 · c∗n,0 − det

u0 u−1 u−2 · · · u1−n
u1 u
q
0 u
q
−1 · · · u
q
2−n
u2 u
q
1
. . .
. . .
...
...
. . .
. . .
. . . u
qn−2
−1
un−1 u
q
n−2 · · · u
qn−2
1 u
qn−1
0

q−1
= 0.
7. The invariant field F(V ⊕ V∗)G. In this subsection we study the rationality problem of the
invariant field F(V ⊕ V∗)G.
Lemma 4. The set {un−1, . . . , u1, u0, u−1, . . . , u−n} is algebraically independent over F.
Proof. This follows from the Jacobian criterion (see Benson [2, Proposition 5.4.2]), since
det

∂un−1
∂y1
· · ·
∂un−1
∂yn
∂un−1
∂x1
· · ·
∂un−1
∂xn
... · · ·
...
... · · ·
...
∂u0
∂y1
· · ·
∂u0
∂yn
∂u0
∂x1
· · ·
∂u0
∂xn
... · · ·
...
... · · ·
...
∂u−n
∂y1
· · ·
∂u−n
∂yn
∂u−n
∂x1
· · ·
∂u−n
∂xn

= det

x
qn−1
1 x
qn−1
2 · · · x
qn−1
n 0 0 · · · 0
x
qn−2
1 x
qn−2
2 · · · x
qn−2
n 0 0 · · · 0
...
... · · ·
...
...
... · · ·
...
x1 x2 · · · xn y1 y2 · · · yn
0 0 · · · 0 yq1 y
q
2 · · · y
q
n
0 0 · · · 0 yq
2
1 y
q2
2 · · · y
q2
n
...
... · · ·
...
...
... · · ·
...
0 0 · · · 0 yq
n
1 y
qn
2 · · · y
qn
n

which is equal to dn,n · d∗qn,n , 0. 
Proposition 5. The invariant field
F(V ⊕ V∗)G = F(cn,0, u1−n, u2−n, . . . , u0, u1, . . . , un−1)
= F(c∗n,0, u1−n, u2−n, . . . , u0, u1, . . . , un−1)
= F(cn,0, cn,1, . . . , cn,n−1, u0, u1, . . . , un−1)
is purely transcendental over F.
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Proof. By Bonnafé-Kemper [3, Proposition 1.1], F(V ⊕ V∗)G is generated by
{cn,0, cn,1, . . . , cn,n−1, c
∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1, u0}
over F. Define L := F(cn,0, u1−n, . . . , u−1, u0, u1, . . . , un−1). Obviously, L ⊆ F(V ⊕ V∗)G and L is
generated by 2n polynomials. Thus to prove that F(V ⊕ V∗)G = L is purely transcendental, we
need only to show that cn,1, . . . , cn,n−1, c∗n,0, c∗n,1, . . . , c∗n,n−1 ∈ L. We write the relations (T1), (T2),
. . . , (Tn−1) as the following matrix form:
∇ ·

cn,1
cn,2
...
cn,n−1

=

(−1)n+1uq
n−1 − cn,0u−1
(−1)n+1uq2
n−2 − cn,0u−2
...
(−1)n+1uqn−11 − cn,0u1−n

,
where ∇ is an (n−1)×(n−1)-matrix whose entries lie in F[u2−n, . . . , u0, . . . , un−2]. More explicitly,
∇ is the matrix given by ∇ j,i = (−1)iuq
min(i, j)
i− j for 1 ≤ i ≤ n − 1 and 1 ≤ j ≤ n − 1. By Lemma 4
we have det(∇) , 0. Thus each of cn,1, cn,2, . . . , cn,n−1 can be expressed as a rational expression
in cn,0, u1−n, . . . , u0, . . . , un−1. Therefore cn,1, cn,2, . . . , cn,n−1 ∈ L. A similar argument, using the
relations (T ∗1), (T ∗2), . . . , (T ∗n−1), shows that c∗n,1, c∗n,2, . . . , c∗n,n−1 ∈ L(c∗n,0). Thus it remains only to
show that c∗
n,0 ∈ L. This follows from the relation (T00). This completes the proof of the first
equation.
Since F(V ⊕ V∗)G is ∗-stable, the second equation of the proposition holds.
To show the third equation, we let K := F(cn,0, cn,1, . . . , cn,n−1, u0, u1, . . . , un−1). Clearly K ⊆
F(V ⊕ V∗)G. We have seen that F(V ⊕ V∗)G = L = F(cn,0, u1−n, u2−n, . . . , u0, u1, . . . , un−1). Thus it
is sufficient to show that u−1, u−2, . . . , u1−n ∈ K. By the relation (T1), we have
u−1 ∈ K
which, together with the relation (T2), implies that
u−2 ∈ K.
Proceeding in this way, using the relations (T1), (T2), . . . , (Tn−1) (in this order) respectively, we
see that u−1, u−2, . . . , u1−n ∈ K. 
Proposition 6. B∞ ⊆ A.
Proof. It suffices to show that Bk ⊆ A for all k ∈ N. By the relation (T ∗0 ), we see that
(6) u−n ∈ A.
Applying the map F∗ to (T ∗0 ), yields
(T ∗
−1) c∗qn,0u−1 − c∗qn,1u−2 + c∗qn,2u−3 − · · · + (−1)n−1c∗qn,n−1u−n + (−1)nu−n−1 = 0
which, together with (6), shows that u−n−1 ∈ A. Continuing to apply F∗ in this manner, we obtain
(T ∗
− j) c∗q
j
n,0 u− j − c
∗q j
n,1 u− j−1 + c
∗q j
n,2 u− j−2 − · · · + (−1)n−1c∗q
j
n,n−1u− j−n+1 + (−1)nu− j−n = 0
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for all j ≥ 1. Thus
u−n, u−n−1, . . . , u−n−k+1 ∈ A.
Therefore, Bk ⊆ A. 
The corollary below follows immediately.
Corollary 7. For any k ∈ N, we have Quot(Bk) = Quot(B∞) = Quot(A) = F(V ⊕ V∗)G.
8. Localized polynomial ring. This section is devoted to showing that localizing F[V ⊕ V∗]G
with respect to the multiplicative set {cm
n,0 | m ∈ N} yields is a localized polynomial ring. We
begin by proving a key lemma.
Lemma 8. Let α = f a11 f a22 · · · f ann · f ∗b11 f ∗b22 · · · f ∗bnn .
There exists r0 ∈ N such that crn,0 α ∈ F[ f1, f2, . . . , fn, u1−n, u2−n, . . . , un−1] for all r ≥ r0.
Furthermore cr
n,0R
G
U(α) ∈ F[cn,0, cn,1 . . . , cn,n−1, u1−n, u2−n, . . . , un−1] for all r ≥ r0.
Proof. The following relation is from Bonnafé-Kemper [3, page 105].
(Rk) fk · f ∗n+1−k −
k−1∑
i=0
n−k∑
j=0
(−1)i+ j+n+1ck−1, j c∗n−k, j · uq
min(i, j)
i− j = 0.
Here ck−1, j ∈ F[ f1, f2, . . . , fk−1] ⊂ F[x1, x2, . . . , xk−1] and c∗n−k, j ∈ F[ f ∗1 , f ∗2 , . . . , f ∗n−k] ⊂ F[yn, yn−1, . . . , yk+1].
The relation (Rk) implies that
(7) fn+1−i · f ∗i ∈ F[ f1, . . . , fn−i, f ∗1 , . . . , f ∗i−1, un−1, . . . , u0, . . . , u1−n]
for all i = 1, 2, . . . , n. Since cn,0 = ( f1 f2 · · · fn)q−1, there exists some r0 ∈ N such that
c
r0
n,0 · α ∈ F[ f1, . . . , fn, un−1, . . . , u0, . . . , u1−n].
The second assertion follows from
crn,0R
G
U(α) = RGU(crn,0α) ∈ RGU(F[ f1, f2, . . . , fn, u1−n, u2−n, . . . , un−1])
= F[cn,0, cn,1, . . . , cn,n−1, u1−n, u2−n, . . . , un−1].

Proposition 9. F[V ⊕ V∗]G[c−1
n,0] = A[c−1n,0] = F[cn,0, cn,1, . . . , cn,n−1, u0, u1, . . . , un−1][c−1n,0].
Proof. Let E := F[cn,0, cn,1, . . . , cn,n−1, u0, u1, . . . , un−1] be the polynomial ring. For the first asser-
tion, we note that the Reynolds operator RGU : F[V⊕V∗]U −→ F[V⊕V∗]G is a surjective A-module
homomorphism. By (4), F[V ⊕ V∗]G = ∑ω∈Ω A · RGU(ω). Lemma 8 implies that there exists r ∈ N
such that cr
n,0R
G
U(ω) ∈ F[cn,0, cn,1 . . . , cn,n−1, u1−n, u2−n, . . . , un−1] ⊂ A. Therefore RGU(ω) ∈ A[c−1n,0]
for all ω ∈ Ω. Thus F[V ⊕ V∗]G ⊂ A[c−1
n,0].
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To show that A[c−1
n,0] = E[c−1n,0], it is sufficient to show that u−1, u−2, . . . , u1−n, c∗n,0, c∗n,1, . . . , c∗n,n−1 ∈
E[c−1
n,0]. By the relation (T1) we see that u−1 ∈ E[c−1n,0], which together with the relation (T2), im-
plies that u−2 ∈ E[c−1n,0]. Proceeding in this way by using the relations (T1), (T2), . . . , (Tn−1), we
obtain
(8) u−1, u−2, . . . , u1−n ∈ E[c−1n,0].
Since c∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1 ∈ F[V∗]U = F[ f ∗1 , f ∗2 , . . . , f ∗n ] it follows from Lemma 8 that there exists
some k ∈ N such that
ckn,0 · c
∗
n,i ∈ F[ f1, . . . , fn, un−1, . . . , u0, . . . , u1−n].
for 1 6 i 6 n. Thus
ckn,0 · c
∗
n,i = R
G
U(ckn,0 · c∗n,i) ∈ F[cn,0, cn,1, . . . , cn,n−1, un−1, . . . , u0, . . . , u1−n].
This, together with (8) implies that c∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1 ∈ E[c−1n,0]. Therefore A[c−10 ] ⊆ E[c−10 ]. 
9. Unique Factorization Domains. The bulk of this section will be devoted to proving that Bk
is a complete intersection and a unique factorization domain.
We let Frobp denote the Frobenius homorphism given by Frobp(z) = zp. We will use the
following lemma which is easy to prove.
Lemma 10. Let K be a field of characteristic p and let λ ∈ K and let t be a positive integer. The
polynomial xpt − λ is reducible in K[x] if and only if there exists ν ∈ K such that νp = λ, i.e., if
and only if λ ∈ Frobp(K).
The main result of this section is the following.
Proposition 11. Bk is a complete intersection and a unique factorization domain for all k ≥ 0,
Proof. First we will prove that Bk is a complete intersection.
We introduce formal variables C0,C1, . . . ,Cn−1,Un−1,Un−2, . . . ,U0, . . . ,U−n−k+1 and define a
map
ρ : S k = F[C0,C1, . . . ,Cn−1,Un−1, . . . ,U0, . . . ,U−n−k+1] −→ Bk
by ρ(Ci) = cn,i and ρ(U j) = u j.
The relation (T1) corresponds to an element (T n1 ) in the kernel of ρ. Applying F∗ repeatedly to
(T1) yields further relations in Bk and so also the following corresponding elements of the kernel
of ρ.
C0U−1 −C1Uq0 + C2U
q
1 − · · · + (−1)n−1Cn−1Uqn−2 + (−1)nUqn−1(T n1 )
C0U−2 −C1Uq−1 + C2U
q2
0 − · · · + (−1)n−1Cn−1Uq
2
n−3 + (−1)nUq
2
n−2(T n2 )
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...
C0U−n −C1Uq1−n + C2U
q2
2−n − · · · + (−1)n−1Cn−1Uq
n−1
−1 + (−1)nUq
n
0(T nn )
C0U−(n+1) −C1Uq−n + C2U
q2
1−n − · · · + (−1)n−1Cn−1Uq
n−1
−2 + (−1)nUq
n
−1(T nn+1)
...
C0U−(n+k−1) −C1Uq−(n+k)+2 +C2U
q2
−(n+k)+3 − · · · + (−1)n−1Cn−1Uq
n−1
−k + (−1)nUq
n
−(k−1).(T nn+k−1)
In general we have
(T nj )
n−1∑
i=0
(−1)iCiUq
min(i, j)
− j+i + (−1)nUq
min(n, j)
n− j
for all j ≥ 1.
Thus we have a surjective F-algebra homomorphism
ρ : S nk = S/(T n1 , . . . , T nn+k−1) −→ Bk.
Claim 1: S nk is an integral domain.
In the following we will make repeated use of the fact that permutating the order of a regular
sequence consisting of homogeneous elements preserves the regularity. Note that
T n1 ≡ (−1)nUqn−1 mod (C0,C1, . . . ,Cn−1)
T n2 ≡ (−1)nUq
2
n−2 mod (C0,C1, . . . ,Cn−1)
...
T nn ≡ (−1)nUq
n
0 mod (C0,C1, . . . ,Cn−1)
T nn+1 ≡ (−1)nUq
n
−1 mod (C0,C1, . . . ,Cn−1)
...
T nn+k−1 ≡ (−1)nUq
n
−k+1 mod (C0,C1, . . . ,Cn−1).
Since S k is a polynomial algebra,
C0,C1, . . . ,Cn−1,Un−1, . . . ,U1,U0,U−1, . . . ,U−n−k+1
is a regular sequence in S k, as is
C0,C1, . . . ,Cn−1,U−n−k+1, . . . ,U−k,Uq
n
−k+1, . . . ,U
qn
0 ,U
qn−1
1 , . . . ,U
q
n−1.
Thus C0, . . . ,Cn−1,U−n−k+1, . . . ,U−k, T nn+k−1, . . . , T nn , T nn−1, . . . , T n1 is a regular sequence in S k. This
means that C0 is not a zerodivisor in S
n
k and S
n
k can be embedded into S
n
k[C−10 ]. Moreover, in
S nk[C−10 ], the relations (T n1 ), (T n2 ), . . . , (T nn+k−1) (in this order) imply that
U−1,U−2, . . . ,U−n−k+1
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can be expressed in terms of C0,C1, . . . ,Cn−1,U0,U1, . . . ,Un−1 and C−10 . This implies
S nk[C−10 ]  F[C0,C1, . . . ,Cn−1,U0,U1, . . . ,Un−1][C−10 ].
Therefore, S nk , as a subring of S
n
k[C−10 ], is an integral domain.
Claim 2: The map ρ is an isomorphism and so Bk is a complete intersection.
By claim 1, S nk is integral domain, so the height of ker(ρ) is equal to dim(S
n
k) − dim(Bk) = 0.
Since Bk is an integral domain, ker(ρ) is a prime ideal in S nk . Note that {0} ⊆ ker(ρ) and {0} is a
prime ideal in S nk , so ker(ρ) = 0, i.e., ρ is injective. Therefore, ρ is an isomorphism and Bk is a
complete intersection.
Furthermore the isomorphism S nk[C−10 ]  F[C0,C1, . . . ,Cn−1,U0,U1, . . . ,Un−1][C−10 ] shows
that S nk[C−10 ] is a unique factorization domain. In order to to show that S
n
k is a unique factor-
ization domain, by Nagata’s Lemma (see Eisenbud [12, Lemma 19.20]), it is sufficient to show
that C0 is a prime element in S
n
k . Thus it only remains to show that S
n
k/(C0) is a domain for all
n ≥ 2 and for all k ≥ 0.
Consider the image T nj in F[C0,C1, . . . ,Cn−1,Un−1, . . . ,U−n−k+1]/(C0) of T nj . We express T nj
in terms of the variables ˜Ci := Ci+1 for i = 0, 1, . . . , n − 2 and the variables ˜U j defined by
˜U j :=

U j+1, if j ≥ 0;
Uqj+1, if j ≤ −1
for −n− k+ 1 ≤ j ≤ n− 1. In terms of these variables −T nj is expressed
as
( ˜T j)
n−1∑
i=0
(−1)i ˜Ci ˜Uq
min(i, j)
− j+i .
Note that the relations ( ˜T j) for j = 1, 2, . . . ,−n − k + 1 are precisely the relations T n−1j used to
define S n−1k+1 , i.e,
S n−1k+1 
F[ ˜C0, ˜C1, . . . , ˜Cn−2, ˜Un−2, . . . , ˜U−n−k+1]
( ˜T1, ˜T2, . . . , ˜T−k−n+1)
where the ˜Ci and the ˜U j are indeterminants.
Recalling that in S nk the ˜U j are not all indeterminants but rather ˜U j = U
q
j+1 if j ≤ −1 we have
that
S nk/(C0) 
S n−1k+1[Z−1, Z−2, . . . , Z−n−k+1]
(Zq
−1 −
˜U−1, Zq−2 − ˜U−2, . . . , Z
q
−n−k+1 −
˜U−n−k+1)
.
Since S n−1k+1[C−10 ]  F[C0,C1, . . . ,Cn−2,Un−2, . . . ,U0][C−10 ], we see that S
n−1
k+1 is a domain.
Let Q0 denote the quotient field Q0 := Quot(S n−1k+1). The inclusion of S
n−1
k+1 ֒→ Q0 induces a
natural inclusion
S n−1k+1[Z−1, Z−2, . . . , Z−n−k+1]
(Zq
−1 −
˜U−1, Zq−2 − ˜U−2, . . . , Z
q
−n−k+1 −
˜U−n−k+1)
֒→
Q0[Z−1, Z−2, . . . , Z−n−k+1]
(Zq
−1 −
˜U−1, Zq−2 − ˜U−2, . . . , Z
q
−n−k+1 −
˜U−n−k+1)
.
We will show that this latter ring is in fact a field.
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Define Q1 := Q0[Z−1]/(Zq−1 − ˜U−1). Since ˜U−1 < Frobp(Q0), the monic polynomial Zq−1 − ˜U−1
is irreducible in Q0[Z−1], and thus Q1 is a field.
Similarly we define Q2 := Q1[Z−2]/(Zq−2 − ˜U−2). Again since ˜U−2 < Frobp(Q1), we see that Q2
is a field.
Continuing in this manner we define fields Qi := Qi−1[Z−i]/(Zq−i− ˜U−i) for i = 1, 2, . . . , n+k−1.
Furthermore, for each i ≥ 1, we have
Qi  Q0[Z−1, Z−2, . . . , Z−i](Zq
−1 −
˜U−1, Zq−2 − ˜U−2, . . . , Z
q
−i −
˜U−i)
.
Since the ring
S nk/(C0) 
S n−1k [Z−1, Z−2, . . . , Z−n−k+1]
(Zq
−1 −
˜U−1, Zq−2 − ˜U−2, . . . , Z
q
−n−k+1 −
˜U−n−k+1)
injects into the field Qn+k−1, it is a domain as required.
Since C0 is a prime element of S
n
k and S
n
k[C−10 ] is a unique factorization domain it follows that
S nk is also a unique factorization domain. Finally the isomorphism ρ : S
n
k → Bk completes the
proof of Proposition 11. 
Next we consider B∞.
Proposition 12. B∞ is a unique factorization domain.
Proof. Fix a degree d ∈ N+, we note that (B∞)d = (Bk)d for all k ≫ 0. For any element a ∈ B∞,
we can choose d such that a ∈ X := ⊕di=0(B∞)i. Then there exist k0 ∈ N such that X = ⊕di=0(B∞)i =
⊕di=0(Bk0)i. Then any factorization of a into primes in B∞ will take place in X and thus also in
Bk0 . By Proposition 11, any factorization of a into primes in Bk0 (so in B∞) is unique, i.e., B∞ is
a unique factorization domain. 
10. Almost-integral elements and pseudo-almost integral elements. Let D be an integral do-
main. An element β ∈ Quot(D) is said to be almost-integral over D if there exists a nonzero ele-
ment c ∈ D such that c · βm ∈ D for any m ∈ N+. Any integral element over D is almost-integral
but the converse does not necessarily holds in general. If D is noetherian, an almost-integral
element over D is also an integral element. We say that D is completely integrally closed if any
almost-integral element belongs to D.
In 2007, Anderson-Zafrullah [1] introduced the notion of pseudo-almost integral elements. For
an integral domain D, an element β ∈ Quot(D) is pseudo-almost integral over D if there exists
an infinite set of positive integers {sk | k ∈ N} and a nonzero element c ∈ D such that c · βsk ∈ D
for all sk. Clearly, for any integral domain, {integral elements} ⊆ {almost-integral elements} ⊆
{pseudo-almost integral elements}.
Recall that h = RGU(ω) where ω ∈ Ω. By Corollary 7, we see that h ∈ F(V ⊕ V∗)G = Quot(B∞).
Moreover,
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Proposition 13. h is pseudo-almost integral over B∞.
Proof. We write ω = ωx · ωy where ωx = f a11 f a22 · · · f ann and ωy = f ∗b11 f ∗b22 · · · f ∗bnn .
Let sk := qk with k ∈ N, then {sk | k ∈ N} is an infinite set of positive integers. We will
show that there exists r0 ∈ N such that for all k ≥ 0 we have cr0n,0hq
k
∈ B∞. By the first as-
sertion of Lemma 8, there exists r0 ∈ N such that cr0n,0 ω = P( f1, f2, . . . , fn, un−1, . . . , u1−n) ∈
F[ f1, f2, . . . , fn, un−1, . . . , u1−n]. Applying (F∗)k yields
c
r0
n,0 ωx · ω
qk
y = P( f1, f2, . . . , fn, (F∗)k(un−1), . . . , (F∗)k(u1−n))
= P( f1, f2, . . . , fn, un−1−k, . . . , u1−n−k)
Thus
cr0
n,0 ω
qk
= cr0
n,0ω
qk−1
x
(
ωxω
qk
y
)
= ωq
k−1
x P( f1, f2, . . . , fn, un−1−k, . . . , u1−n−k) and
c
r0
n,0 h
qk
= c
r0
n,0R
G
U(ω)q
k
= c
r0
n,0R
G
U(ωq
k)
= cr0
n,0 R
G
U(ωq
k−1
x · P( f1, f2, . . . , fn, un−1−k, . . . , u1−n−k)) ∈ Bk
Hence cr
n,0hsk ∈ Bk ⊆ B∞ for all k ≥ 0 as desired. 
11. Proof of Theorem 1. Now we complete the proof that A = F[V ⊕ V∗]G.
Proof of the first assertion of Theorem 1. By Section 5, it suffices to show that h = RGU(ω) ∈ A.
We will show that h ∈ B∞ ⊂ A. It is not hard to show directly that as unique factorization domain
B∞ contains all the pseudo-almost integral elements in its field of fractions. Alternatively we
reason as follows. Recall that a domain D is root closed if for β ∈ Quot(D) with βn ∈ D for
some n ∈ N+, then β ∈ D. Since B∞ is a unqiue factorization domain, it is integrally closed, so
is root closed. Since h is psuedo-almost integral over B∞, Anderson-Zafrullah [1, Proposition 2]
implies that h is almost-integral over B∞. Since any unique factorization domain is completely
integrally closed (see for example, Huneke-Swanson [13, Exercise 2.26 (vii)]), B∞ is completely
integrally closed and thus h ∈ B∞ ⊆ A. 
Next we show that we have a minimal set of generators for F[V ⊕V∗]G. The algebra F[V ⊕V∗]
is naturally graded by N ⊕ N where deg(xi) = (1, 0) and deg(yi) = (0, 1) for 1 ≤ i ≤ n. We refer
to this grading as the “bigrading” on F[V ⊕ V∗]. Since the action of G preserves this bigrading,
the bigrading restricts to a bigrading of F[V ⊕ V∗]G.
Let
Λ := {cn,0, cn,1, . . . , cn,n−1, c
∗
n,0, c
∗
n,1, . . . , c
∗
n,n−1, u1−n, u2−n, . . . , u0, . . . , un−2, un−1}
be the given set of generators of F[V ⊕ V∗]G. Note that dim
(
F[V ⊕ V∗]G(d1 ,d2)
)
= 1 for (d1, d2) =
deg(z) for all z ∈ Λ, i.e., for the bidgrees {(qn − qi, 0), (0, qn − qi), (qi, 1), (1, qi) | 0 ≤ i ≤ n − 1}.
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Since each these graded components is 1-dimensional, it follows that the 4n − 1 elements of Λ
minimally generate F[V ⊕ V∗]G.
It remains to prove the last two assertions of Theorem 1.
Proof of the second assertion of Theorem 1. If we represent the action on V of an element σ ∈ G
by an n×n matrix E then the action of σ on V⊕V∗ is given by the matrix B := E⊕ (E−1)t. Clearly
det(B) = 1 and rank(I2n − B) = 2 · rank(In − E). In particular, rank(I2n − B) , 1, i.e., B is never
a pseudo-reflection. Bonnafé-Kemper [3, Theorem 2.4] has proved F[V ⊕ V∗]U is a complete
intersection, so is Cohen-Macualay. Thus F[V ⊕ V∗]G is Cohen-Macaulay by Campbell-Hughes-
Pollack [7, Theorem 1]. Since F[V ⊕ V∗]G is Cohen-Macaulay, G ≤ SL(V ⊕ V∗) and the action
of G on V ⊕ V∗ is pseudo-reflection free, it follows by Braun [5, Theorem] that F[V ⊕ V∗]G is
Gorenstein. 
Finally we will show that F[V ⊕ V∗]G is not a complete intersection.
Consider the polynomial ring S on 4n − 1 formal variables
S = F[C0,C1, . . . ,Cn−1,C∗0,C∗1, . . . ,C∗n−1,U1−n, . . . ,U0, . . . ,Un−1].
We have a surjection of algebras pi : S −→ F[V ⊕ V∗]G defined by pi(Ci) = cn,i, pi(C∗i ) = c∗n,i for
0 ≤ i ≤ n − 1 and pi(Ui) = ui for 1 − n ≤ i ≤ n − 1.
We may pull back, via pi, the bigrading on F[V ⊕ V∗]G to get an induced bigrading on S
which makes pi a morphism of N ⊕ N-graded algebras. Let K denote the kernel of pi. Then
K is a homogeneous ideal with respect to the bigrading. Furthermore the involution ∗ and the
homomorphisms F and F∗ also pull back to endomorphisms of S which we will also denote by
∗, F and F∗.
For j = 1, 2, . . . , n − 1 we write T j for the elements of S corresponding to the left hand side of
the relation (T j), i.e.,
T j :=
n∑
i=0
(−1)iCiUq
min{i, j}
i− j
for j = 1, 2, . . . , n − 1. Here we use Cn = C∗n = 1 since cn,n = c∗n,n = 1.
We also define T ∗j := ∗(T j) ∈ S for j = 1, 2, . . . , n − 1. Similarly we write T00 for the element
of S corresponding to the left hand side of the relation (T00). By Lemma 3 and the discussion
following it, we see that
Proposition 14. T00, T1, T2, . . . , Tn−1, T ∗1 , T ∗2 , . . . , T ∗n−1 are elements of K, the kernel of pi.
Remark 15. We may use T0 and T ∗0 to define in S elements Un and U−n respectively. Then Tn and
T ∗n yield elements of K. Note that Tn−T ∗n = (−1)n+1
∑n−1
j=0(C∗jT j−C jT ∗j ) ∈ (T1, . . . , Tn−1, T ∗1 , . . . , T ∗n−1).
The equation ∑nj=0(−1) j(C∗j T j −C jT ∗j ) = 0 is straight forward to verify.
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Proof of the third assertion of Theorem 1. Let S + denote the ideal S + :=
⊕
d1+d2≥1
S (d1,d2) so that
S = F ⊕ S +. We consider the 2n − 1 elements T00, T1, . . . , Tn−1, T ∗1 , . . . , T ∗n−1 of K. Note that for
j ≥ 1 we have T j ≡ C0U− j (mod S 3+) (unless ( j, q) = (1, 2) in which case T1 ≡ C0U−1+(−1)nU2n−1
(mod S 3
+
)). Similarly the element T00 of S satsifies T00 ≡ C0C∗0 (mod S 3+) (unless (n, q) = (2, 2)
in which case T00 ≡ C0C∗0 + U1U−1 (mod S 3+)).
The fact that none of these 2n−1 elements lies in the ideal S 3
+
, together with the fact that these
elements all have different bidegrees implies that some non-zero scalar multiple of each of these
2n − 1 elements lies in every homogeneous minimal generating set for K. Therefore F[V ⊕ V∗]G
is a complete intersection if and only if K is generated by the 2n − 1 = dim S − dimF[V ⊕ V∗]G
elements T00, T1, T2, . . . , Tn−1, T ∗1 , T ∗2 , . . . , T ∗n−1. Assume, by way of contradiction, that F[V⊕V∗]G
is a complete intersection and thus these elements do generate K.
By Stanley [15, Corollary 3.3], this implies that that the Hilbert series of F[V ⊕ V∗]G is given
by
H
(
F[V ⊕ V∗]G, λ
)
=
(1 − λ2qn−2) ·∏n−1k=1(1 − λqn+qk )2
(1 − λ2) ·∏n−1i=0 (1 − λqn−qi)2 ·∏n−1i=1 (1 − λqi+1)2
=
µ(2qn − 2)∏n−1k=1 µ(qn + qk)2
(1 − λ)2nµ(2) ·∏n−1i=0 µ(qn − qi)2 ·∏n−1i=1 µ(qi + 1)2
where µ(m) = 1 + λ + · · · + λm−1. Now by Benson [2, Theorem 2.4.3] we know that
H
(
F[V ⊕ V∗]G, λ
)
=
1
(1 − λ)2n
[
1
|G| + (1 − λ)Q(λ)
]
for some polynomial Q(λ).
Comparing these two expressions for H
(
F[V ⊕ V∗]G, λ
)
we see that
1
|G| =
(2qn − 2) ·∏n−1k=1(qn + qk)2
2 ·
∏n−1
i=0 (qn − qi)2 ·
∏n−1
i=1 (qi + 1)2
Therefore
|G| =
∏n−1
i=0 (qn − qi)2 ·
∏n−1
i=1 (qi + 1)2
(qn − 1) ·∏n−1k=1(qn + qk)2 .
The highest power of q dividing the numerator of the last expression is 2∑n−1i=0 i = n2 − n. Also
the highest power of q dividing the denominator is 2∑n−1k=1 k = n2 − n. Thus q does not divide
this fraction. But of course q does divide the order of G = GL(V). This contradiction shows that
F[V ⊕ V∗]G is not a complete intersection. 
12. A conjecture. We have attempted to describe minimal generators for the ideal K described
in the previous section. Our experiments using the computer algebra system MAGMA [4] lead
us to make the following conjecture.
Conjecture 16. Consider the algebra epimorphism pi : S −→ F[V ⊕ V∗]G as above. Then K, the
kernel of pi, is minimally generated by the 2(n − 1) elements T1, . . . , Tn−1, T ∗1 , . . . , T ∗n−1 together
16 YIN CHEN AND DAVID L. WEHLAU
with
(
n+1
2
)
other elements Ti, j where 0 ≤ i, j ≤ n − 1 and i + j ≤ n − 1 satisfying
Ti, j ≡ Ci · C∗j mod S 3+
(for q ≥ 3).
We have been able to verify this conjecture computationally using MAGMA for values of
(n, q) ∈ {(2, q) | q ≤ 16} ∪ {(3, q) | q ≤ 7} ∪ {(4, 2), (4, 3), (5, 2)}.
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