Abstract In this second part of a cloud microphysics scheme intercomparison study, we focus on biases and variabilities of stratiform precipitation properties for a midlatitude squall line event simulated with a cloud-resolving model implemented with eight cloud microphysics schemes. Most of the microphysics schemes underestimate total stratiform precipitation, mainly due to underestimation of stratiform precipitation area. All schemes underestimate the frequency of moderate stratiform rain rates (2-6 mm/hr), which may result from low-biased ice number and mass concentrations for 0.2-2-mm diameter particles in the stratiform ice region. Most simulations overestimate ice water content (IWC) at altitudes above 7 km for temperatures colder than −20°C but produce a decrease of IWC approaching the melting level, which is opposite to the trend shown by in situ observations. This leads to general underestimations of stratiform IWC below 5-km altitude and rainwater content above 1-km altitude for a given rain rate. Stratiform precipitation area positively correlates with the convective condensate detrainment flux but is modulated by hydrometeor type, size, and fall speed. Stratiform precipitation area also changes by up to 17%-25% through alterations of the lateral boundary condition forcing frequency. Stratiform precipitation, rain rate, and area across the simulations vary by a factor of 1.5. This large variability is primarily a result of variability in the stratiform downward ice mass flux, which is highly correlated with convective condensate horizontal detrainment strength. The variability of simulated local microphysical processes in the stratiform region plays a secondary role in explaining variability in simulated stratiform rainfall properties.
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Plain Language Summary This is a unique model intercomparison study about different microphysics parametrizations commonly used, with the purposes of examining model biases and variability as well as identifying major factors/processes leading to bias and variability. The study simulated a well-observed squall line MCS from MC3E field campaign, and focused on the stratiform precipitation, following on our part 1 study focusing on convective part. We employed a more constrained approach compared with past intercomparison studies to better identify processes contributing to the differences. Another unique part is our comprehensive model evaluation, that is, we identify stratiform columns and evaluate vertical evolution of cloud properties including size distribution. We find that most of the microphysics schemes underestimate total stratiform precipitation, mainly due to underestimation of stratiform precipitation area. Moderate stratiform rain rates are underestimated, mainly due to incorrect vertical evolution of ice particles. Stratiform precipitation properties across the simulations vary by a factor of 1.5, primarily a result of variability in detrained condensate amount. In addition, we find that stratiform precipitation area correlates well with detrainment amount and is modulated by the detrained hydrometeor properties. So convective microphysics plays a key role in determining stratiform properties.
Introduction
Mesoscale convection systems (MCSs) produce a large proportion of precipitation in both tropical and midlatitude regions (Houze, 2004) . The dynamic and thermodynamic features of MCSs have been widely studied through radar-based observations (e.g., Braun & Houze, 1994; Houze, 1977; Parker & Johnson, 2000; Smith et al., 2009; Smull & Houze, 1987) . More recent field campaign studies using coincident aircraft measurements and dual-polarization radar quantities have focused on fingerprinting key microphysical processes such as aggregation and riming in the trailing stratiform rain regions of MCSs Kumjian et al., 2016) . However, accurately simulating some well-observed kinematic and microphysical features of MCSs has been challenging. Although cloud-resolving models (CRMs) benefit from finer grid resolution and more sophisticated physical parameterizations than coarser-resolution numerical weather prediction and global climate models, they still have deficiencies in accurately representing the internal kinematic and microphysical structure of MCSs (e.g., Bernardet et al., 2000; Franklin et al., 2016; Marinescu et al., 2016; Tao et al., 2016; Weisman et al., 2008; Wu et al., 2013) .
The causes of discrepancies between observations and model simulations at cloud-resolving scales can be very complicated. Errors in initial conditions, resolved dynamics and thermodynamics, physics parameterizations such as aerosol and cloud microphysics schemes, and complex interactions and feedbacks between these factors can all contribute to model biases. Extensive observational data from field campaigns provide good opportunities to evaluate MCS simulations, particularly with different cloud microphysics parameterizations that have been shown to cause significant model spread (e.g., Fan et al., 2015 Fan et al., , 2017 Lang et al., 2007; Li et al., 2008; Stanford et al., 2017; Varble et al., 2011 Varble et al., , 2014a Varble et al., , 2014b Xu et al., 2002) . Previous studies document a common high bias in convective radar reflectivity mainly caused by excessive amounts of large ice particles aloft. While the magnitude of this bias is related to the manner in which hydrometeor properties are parameterized, it is also related to vertical velocities above the melting level that are high biased in comparison with multi-Doppler-retrieved wind fields (Fan et al., 2015 (Fan et al., , 2017 Varble et al., 2014a) . Stanford et al. (2017) speculate that insufficient parameterization of mixed phase processes may also contribute to this bias. Overall, CRMs exhibit significant biases and model spread in simulated deep convective kinematic and microphysical properties for numerous well-observed cases around the world.
Simulating stratiform regions of MCSs is also problematic. Although CRMs can qualitatively simulate some cloud properties in stratiform region, underestimation of stratiform precipitation has been a long-standing model issue (e.g., Fovell & Ogura, 1988; Franklin et al., 2016; Fridlind et al., 2017; Luo et al., 2010; Varble et al., 2011 Varble et al., , 2014b . Past studies also show that simulated stratiform regions tend to be narrower than observed (e.g., Fovell & Ogura, 1988; Fridlind et al., 2017; Lang et al., 2003; McCumber et al., 1991; Varble et al., 2014b; Wu et al., 2013) . Reasons for the consistent underestimation of stratiform precipitation are not well understood, but studies have shown that parameterization of rain microphysics could play an important role. For example, Li et al. (2009) show that the fixed raindrop size intercept parameter (N 0 ) of an assumed exponential raindrop size distribution (RSD) in a one-moment bulk microphysics scheme can lead to excessive rain evaporation and cause an underestimation of stratiform surface rainfall. Greater flexibility in representing the RSD through multimoment and explicit bin approaches limits this bias, which results in wider stratiform precipitation area (SPA; e.g., Khain et al., 2015; Morrison et al., 2009 ). In addition, Varble et al. (2014b) found that underestimated stratiform precipitation rate was correlated with likely underestimated ice water content (IWC) at the melting level. Due to strong connections between convective and stratiform regions in MCSs (Biggerstaff & Houze, 1991; Ferrier et al., 1996; Rutledge & Houze, 1987; Tao et al., 1993) , model biases in the stratiform region can be caused by unrealistic convective properties. Blossey et al. (2007) suggest that simulated convective precipitation efficiency may be too great, possibly reducing stratiform precipitation relative to observed. Luo et al. (2010) and Varble et al. (2014b) point out that the underestimation of stratiform rainfall could be partly associated with biases in the magnitude and altitude of detrainment from convective regions. However, Bryan and Morrison (2012) showed that the underestimation of stratiform precipitation could also be associated with the lack of detrainment owing to poorly resolved convective updrafts in kilometer-scale models. In general, models frequently fail to reproduce observed MCS stratiform region properties for a range of complicated reasons. Modelobservation comparisons for stratiform properties require further examination to improve our understanding of the primary causes of simulation bias and spread to provide insights for model improvement.
Comprehensive observations of a squall line event during the Midlatitude Continental Convective Clouds Experiment (MC3E) field campaign (Jensen et al., 2016) provide an excellent opportunity to systematically evaluate simulated stratiform precipitation properties. In addition, many previous model intercomparison studies used different models, making it difficult to attribute model differences to specific microphysics factors (e.g., Varble et al., 2011; Xu et al., 2002) . Therefore, we carry out this intercomparison study with a constrained approach by using the same CRM while only changing microphysics parameterizations. Following Part I that focused on convective properties (Fan et al., 2017) , we evaluate simulated stratiform precipitation properties against in situ and remote sensing retrievals. Potential reasons are explored for stratiform precipitation property variability across a range of microphysics schemes used in the intercomparison simulations. Detailed descriptions of the observations used in this study are presented in section 2. Simulation design and the intercomparison methodology are described in sections 3 and 4, respectively. In section 5, we present the main results, including comparison of stratiform precipitation properties with observations and intercomparison of simulations to explore potential key processes responsible for model variabilities and biases. Section 6 summarizes the study and presents main conclusions.
Observations
The simulations in this study focus on the squall line event that occurred on 20 May 2011 during the MC3E field campaign. This event is well described by Jensen et al. (2016) . The deep convective region of the squall line passed over the Atmospheric Radiation Measurement (ARM; Mather & Voyles, 2013) Southern Great Plains (SGP) Central Facility (CF) between 1030 and 1100 UTC. Following the convective precipitation, a wide stratiform precipitation region passed over the site ( Figure 1a ) and was well observed by ground-based instruments and aircraft measurements (Figures 1b and 1c ).
There were 16 Parsivel disdrometers (Thurai et al., 2011; Tokay et al., 2013) and one 2-D video disdrometer (2DVD; Schönhuber et al., 2008) in the vicinity of the SGP site that provide stratiform surface rain rate and RSD information for this case (Figure 1c ). The 2DVD data were collected over 41-diameter bins from 0.1 to 10 mm, and Parsivel data were collected over 32-diameter bins from 0.06 to 25.2 mm. Both disdrometer observations have 1-min temporal resolution. This translates to approximately 1-km spatial resolution when considering the typical propagation speed of the squall line as~15 m/s. According to Tokay et al. (2013) , the 2DVD observations show good agreement with rain gauge measurements in total rainfall, whereas the Parsivel disdrometers have a low bias in number concentrations for small raindrops less than 0.76 mm in diameter and a high bias in number concentrations for raindrops with sizes larger than 2.44 mm in diameter. Further details of these disdrometers can be found in Jensen et al. (2016) and Tokay et al. (2017) .
To better understand the vertical evolution of stratiform microphysical properties, vertically pointing radar (VPR) data are employed. VPRs were operated at 449 MHz (UHF) and 2,835 MHz (S-band) at the SGP CF in north central Oklahoma (Figure 1c ). S-band vertical profiler provides Rayleigh radar reflectivity and Doppler velocity data, while the UHF vertical profiler additionally observes Bragg scattering related to the vertical air motion (Williams, 2016) . To estimate the vertical air motion more precisely, Williams (2012) developed a dual-frequency retrieval technique to subtract the Rayleigh scattering signal in one VPR spectra from the other spectra that contains both Rayleigh and Bragg scattering signals. VPR spectra are also used to retrieve RSDs between~0.5-and 3-km altitude following the dual-frequency retrieval technique in Williams and Gage (2009) . A three-parameter gamma distribution is used to fit the RSDs with the form:
where D is the particle diameter, N 0 is the intercept parameter, μ is the shape parameter, and λ is the slope parameter. Microphysical variables such as rainwater content (RWC) and mass-weighted mean diameter (D m ) are then retrieved using moments of the gamma RSD. Detailed application of dual-frequency retrieval technique and calibration processes for this case are in Williams (2016) . When the aircraft was flying near the SGP CF, the VPR-retrieved RWC agrees well with the aircraft-retrieved liquid water content just below the melting level.
In addition to vertical air motion retrieved by the VPRs, we utilize a multi-Doppler radar 3-D wind field retrieval as described in Part I to evaluate the zonal wind in the stratiform region. Radial velocity observations from a 6.3-GHz C-band Scanning ARM Precipitation Radar (e.g., Giangrande et al., 2014) located~20 km north of the SGP CF and Next Generation Radar (NEXRAD) WSR-88D 2.8-GHz (S-band) radars (e.g., Whiton et al., 1998) located at Vance Air Force Base, OK (KVNX), and Wichita, KS (KICT), were assimilated in a three-dimensional variational algorithm to retrieve the 3-D wind field . Additionally, vertical profiles of temperature and relative humidity data at 10-min frequency retrieved from Raman lidar measurements are used to characterize the thermodynamic characteristics of the observed stratiform region below the melting level. The Raman lidar was operated at the SGP CF, and detailed measurement methods are provided by Newsom et al. (2013) .
Aircraft in situ measurements and NOAA NEXRAD retrievals are used to characterize stratiform ice properties. The Citation II aircraft started to sample the stratiform precipitation region at about 1300 UTC and flew at subfreezing temperatures from 1335 to 1515 UTC with two primary tracks ( Figure 1c ). The first flight track (1335-1420 UTC) was over and near the aforementioned ground-based instruments. The second flight track (1420-1515 UTC) was about 30 km east of the first track and measured a lesser rain rate region. The first track is matched with surface-based observations in our analyses. According to previous studies (e.g., Korolev et al., 1998; Korolev et al., 2013) , the Nevzorov probe aboard the Citation II aircraft likely underestimated IWC for large particles due to its limited sensing area. Therefore, we instead use the best estimated IWC described in Wang et al. (2015) that combines 2-Dimensional Cloud optical array probe (2 DC) and High-Volume Precipitation Spectrometer measurements (i.e., ice particle number size distribution data) and assumes a mass-size relationship M = a D b , where a = 0.00365 and b = 2.1.
NEXRAD-retrieved IWC data are used for evaluating stratiform ice microphysical properties over a broader area than is possible with the aircraft in situ measurements. The ice cloud microphysical properties for the stratiform precipitation and thick anvil regions of deep convective systems are retrieved using NEXRAD radar reflectivity and empirical relationships from aircraft in situ measurements during MC3E (Tian et al., 2016) . It is horizontally gridded at 0.02°(∼2 km) with 1-km vertical resolution. The 5-min time frequency is the same as the NEXRAD data set used. Significant aggregation of snow likely occurs at relatively warm temperatures between −10°C and 0°C, causing an increase in particle size without an increase in IWC, which can make the reflectivity-IWC relationship invalid at these temperatures. Therefore, our evaluation focuses on temperatures colder than −12°C (about 6-km altitude and above).
For the evaluation of stratiform precipitation properties over a broad area, three surface precipitation products that combine radar and rain gauge measurements are used. These data sets are the NEXRAD National Mosaic and Multi-sensor Quantitative Precipitation Estimate (NMQ Q2), a bias-corrected NEXRAD Q2 (Q2_GAUGE), and an hourly Arkansas-Red Basin River Forecast Center (ABRFC) product (e.g., Young et al., 2000; Zhang et al., 2011) . The NMQ Q2 product is based on a conventional radar reflectivity-rain rate relationship that commonly overestimates rainfall accumulation during Oklahoma's warm season (e.g., Giangrande & Ryzhkov, 2008; Gourley et al., 2010; Stenz et al., 2014; Wang et al., 2016; Wang et al., 2018) . The bias-corrected Q2 and ABRFC products that incorporate surface rain gauge measurements can reduce the accumulation errors in rainfall estimates. Therefore, these two products better represent the observational hourly precipitation in the stratiform region. Detailed descriptions of these precipitation data sets can be found in Part I.
Simulations
The Advanced Research Weather Research and Forecasting (WRF) model version 3.4.1 (Skamarock et al., 2008) is used for this intercomparison study. Simulations use four domains, and the innermost domain covers an area of 601 km × 511 km with 1-km horizontal grid spacing (see Figure 1 of Part I The reasons for adding a simulation with FSBM_NEW are twofold. First, a couple of tuning parameters in the FSBM simulation were set to values that are not realistic for stratiform cloud properties (discussed in the section 5). Second, FSBM_NEW performs relatively well for the same MCS event using a two-way nesting option. Using it in this study serves the purpose of evaluating its performance with the one-way nesting setup. FSBM_NEW has 33 and 43 bin options. The 33-bin version is chosen here for consistency with the 33-bin FSBM version. FSBM_NEW has several major differences with FSBM. First, pressure adjusted hydrometeor fall speeds are employed for the ventilation of various particles during the diffusional growth/evaporation processes rather than only for the sedimentation process alone in FSBM. Second, the collision-coalescence kernels are corrected to take the pressure (density) effect into account. Third, a new cloud base nucleation parameterization is employed, which results in higher nucleation rate. Lastly, snow particle breakup is applied to the relatively larger size bins with lower breakup probabilities compared with those in FSBM.
Intercomparison Methodology

Analysis Time Period and Domain
The time-height cross section of radar reflectivity from the S-band profiler shows that the well-defined stratiform precipitation region of the squall line passed over the instruments around the SGP site from 1100 to 1400 UTC ( Figure 1a ). After 1400 UTC, the bright band feature of radar reflectivity became weaker and the radar echo top height also decreased. Therefore, 1100-1400 UTC is chosen as the primary analysis time period for observations. For simulations, model output data from the innermost domain between 1000 and 1300 UTC are used. The 1-hr lag between the simulations and observations is justified in Part I based on faster MCS development in simulations than observations.
In order to match the northeast-southwest orientation of observed and simulated squall lines, the analysis region is parallelogram-shaped ( Figure 2 ). The parallelogram areas are set to follow the movement of the observed and simulated systems during their corresponding analysis time period. Each parallelogram has the same size that covers 2°latitude and 3°longitude. The simulation parallelograms are shifted north from the observation counterparts because the simulated squall line is shifted north from the one observed. This method includes a large number of samples for analysis, while excluding contamination from light precipitation ahead of the convective line as much as possible.
Criteria for Identifying Stratiform Precipitation Grid Points and Columns
Since conventional convective-stratiform separation methods based on radar reflectivity (e.g., Steiner et al., 1995) are not necessarily well suited for potentially biased simulated radar reflectivity, we instead use a surface rain rate threshold to identify stratiform precipitation columns within the analysis parallelograms. There are two kinds of observational precipitation rate data at different time scales. For the hourly scale rain rate (i.e., the hourly accumulated rainfall) comparison over a broad area, a threshold of 1-10 mm/hr is used for both simulations and observational retrievals ( Figure 2 ). To reduce uncertainty in the evaluation, the lower threshold is set to 1 mm/hr due to poor performance of observational precipitation products at light rain rates (e.g., Ryzhkov et al., 2005) . To distinguish the rain rates at the two different time scales, the hourly scale rain rate is referred to as HSRR for simplicity. Note that HSRR is not calculated with a moving coordinate since it is difficult to effectively identify the gust front of observed squall line from the observations because MESONET data are either not dense enough or only have limited spatial coverage. Therefore, there might be some uncertainty in the probability density function (PDF) of HSRR due to accumulation over 1 hr from different areas relative to different propagation speeds of the squall lines.
The other rain rate data are from disdrometer and VPR observations at 1-min time scale. Given an~15 m/s system propagation speed, the horizontal resolution of these data is~900 m. Therefore, 5-min WRFoutputted surface instantaneous rain rates on a 1-km grid are used for comparisons to these data. Both the spatial distribution and a cross section of Q2 and simulated instantaneous rain rates (Figures S1 and S2 in the supporting information) show that the surface instantaneous rain rates in the trailing stratiform region are generally less than 15 mm/hr but can exceed 10 mm/hr, especially for MY2 and P3, while convective rain rates generally exceed 15 mm/hr. Therefore, a threshold of 1-15 mm/hr is used as the criteria for exploring the model variability of instantaneous stratiform precipitation properties among the simulations Symbols denote the mass and number mixing ratios of cloud water (Q c , N c ),
), and hail (Q h , N h ). In P3, cloud ice includes all ice types and is characterized by rimed mass fraction. V g and V h are volume mixing ratios for predicting bulk density for graupel and hail, respectively.
with different microphysical schemes, where WRF output data at a 5-min interval are used for robust comparisons. Figure 3 shows the PDF of HSRR within the black parallelograms including both convective and stratiform regions during the analysis time period. The majority of simulations overestimates 12-21 mm/hr rain rate frequencies and underestimate 30-50 mm/hr rain rate frequencies. Most of the simulations significantly underestimate frequencies of moderate stratiform HSRR (2-6 mm/hr), which are the most frequent rain rates observed in the stratiform region. The underestimation ranges from 19% (THOM) to 62% (WSM6) compared to the value averaged from the three observational products. Differences between simulations and Q2_GAUGE/ABRFC products for heavy stratiform HSRR (6-10 mm/hr) frequencies are relatively small, with an exception of MY2 and P3 that have frequencies that are closer to the Q2 product. FSBM_NEW has much lower frequencies of heavy convective rainfall than FSBM. However, FSBM_NEW produces a greater frequency of stratiform HSRRs than FSBM between 2 and 10 mm/hr in Figure 3 . FSBM_NEW has an improved MCS precipitation structure relative to observed with a distinct transition zone between the convective and stratiform regions and stratiform radar reflectivity magnitude that are both closer to observed relative to FSBM (Figures S1 and S2 ). Note that simulated Rayleigh radar Figure 2 . Spatial distribution of hourly precipitation from 1100 to 1200 UTC for three observational retrievals and from 1000 to 1100 UTC for simulations. The observation data sets are NEXRAD Q2, a bias-corrected NEXRAD Q2 (denoted by Q2_GAUGE), and Arkansas-Red Basin River Forecast Center (ABRFC) precipitation product. Observations and simulations are regridded to 0.04°× 0.04°mesh grids. The parallelograms denote the analysis region and are set to follow the movement of the observed and simulated system during the analysis time period. The dashed black line is used as an example to represent the boundary that approximately separates convective and stratiform precipitation regions for simulations. The simulated convective detrainment flux of total condensate is calculated based on this surface boundary. 
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Journal of Geophysical Research: Atmospheres reflectivity is calculated using assumed hydrometeor properties in each microphysics scheme, and a simulated bright band parameterization is not included.
Differences between simulated and observed stratiform rainfall are further quantified in Figure 4 . Most microphysics schemes underestimate total stratiform precipitation amount with MY2 and P3 as exceptions (Figure 4a ). The total stratiform precipitation from MY2 and P3 is comparable to observations because of relatively high frequencies of heavy stratiform HSRR as shown in Figure 3 . Stratiform precipitation area is consistently underestimated in all simulations (Figure 4b ), particularly for WSM6, which only produces about half of the observed area. MORR, THOM, P3, and FSBM_NEW have values closer to the observed but still underestimate the area by more than 15% when compared to Q2_GAUGE and more than 30% when compared to ABRFC. Considering that mean stratiform HSRR produced by most simulations is comparable to or larger than observations (Figure 4c ), model underestimation of the total stratiform precipitation clearly results from low-biased stratiform rain area. Note that P3, in which ice particle evolution is predicted, predicts both relatively large stratiform precipitation area and mean precipitation rate such that it produces total stratiform rainfall closest to observed.
We also performed analysis with another surface rain rate-based convective-stratiform partitioning method described in Churchill and Houze (1984; referred to as CH84) . It is shown that the CH84 method with a 10 mm/hr (hourly scale rain rate) threshold gives very similar results as Figure 4 . Further increasing the threshold to 15 mm/hr makes the underestimation of total stratiform precipitation and stratiform precipitation area smaller in most of the simulations. But differences across the microphysics schemes are still consistent. Therefore, the magnitudes of low bias in simulated total stratiform precipitation and stratiform precipitation area may be sensitive to the rain rate threshold used for analysis. Figure 5 shows PDFs of simulated surface instantaneous rain rate at a 5-min interval compared with 1-min ground-based disdrometer and profiler observations collected at or near the SGP site during the . Stratiform rain properties include (a) total stratiform precipitation, (b) number of stratiform grid points, and (c) mean stratiform precipitation rate for the grid points with hourly scale precipitation rates of 1-10 mm/hr in the black parallelograms shown in Figure 2 . The analysis time period is 1100-1400 UTC for observations and 1000-1300 UTC for simulations.
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Journal of Geophysical Research: Atmospheres stratiform precipitation period. The differences between simulations and observations are generally consistent with those shown from Figure 3 , whereby most schemes underestimate the frequencies of moderate stratiform rain rates (2-6 mm/hr). This indicates that the observations near the SGP site are fairly representative of the larger stratiform precipitation region. The results shown in Figure 5 do not change with the CH84 method discussed above.
The majority of the samples from the ground-based observations fall within the 1-7 mm/hr rain rate range. To exclude the influence of rain rate PDF differences between observations and simulations on stratiform properties, we conduct comparisons for limited rain rate ranges of 1-3, 3-5, and 5-7 mm/hr. Figure 6 shows RSD comparisons for these three ranges. The disdrometer measurements are not robust for raindrop diameters smaller than~0.5 mm, so disdrometer data below this threshold are discarded in the comparison. The calculation of RSDs for the simulations is included in the supporting iformation (SI). As shown in Figure 6 , RSDs observed by the 2DVD and Parsivel disdrometers agree with each other quite well for the 1-3 mm/hr rain rate range, while differences become larger as rain rate range increases, especially for raindrops larger than 2.5 mm in diameter. Note that 2DVD data are only from one location, which may not be as representative as the greater samples from Parsivel disdrometer data in this case. However, the difference could also result from the measurement uncertainty between the Parsivel and 2DVD. For example, the Parsivel disdrometer tends to underestimate the concentration of small raindrops while overestimating the concentration of large ones (Tokay et al., 2013) , something that may be happening in this case (Figure 6 ). On the other hand, the RSD differences between observations and simulations are generally consistent across the different stratiform rain rate ranges. The majority of schemes tend to overestimate raindrop concentrations between 0.5 and 1.0 mm diameters. For large raindrop (>3.0-mm) concentrations, simulations perform worst for the 1-3 mm/hr range but reproduce observations fairly well for the higher rain rate ranges. WSM6 and FSBM are the exceptions, having a low bias in large raindrop concentration for all three rain rate ranges. However, FSBM_NEW is able to reproduce the large raindrop concentrations observed by the 2DVD, performing better than FSBM (Figure 6 ). This difference is revisited in section 5.2. MORR and THOM generally have more large raindrops than the other schemes, which is investigated in further detail below.
By utilizing vertical profiles of stratiform rain properties from VPR retrievals, we can compare the evolution of simulated and observed rain properties as raindrops approach the surface. Profiles of observed and simulated stratiform radar reflectivity, Doppler velocity, mass-weighted mean diameter (D m ), and RWC for the 1-3 mm/hr range are shown in Figures 7 and 8 . Profiles for the other two rain rate ranges are shown in Figures S3-S6 , and model biases are generally similar to those in 1-3 mm/hr range. Note that the calculations of Doppler velocity and D m are detailed in the SI. The observed radar reflectivity and Doppler velocity decrease from~3-km altitude to the surface by~3 dBZ and 1 m/s, respectively (Figure 7 ). WSM6 and NSSL reproduce both observed profile shapes reasonably well, while FSBM, FSBM_NEW, and THOM generally reproduce the Doppler velocity slope. However, WSM6 and FSBM significantly underestimate the radar reflectivity and Doppler velocity at all altitudes, suggesting that the underestimation of large raindrops at the surface (Figure 6 ) is mainly caused by errors above the 3-km altitude. MORR produces incorrect vertical profile slopes (i.e., the increase of radar reflectivity and Doppler velocity moving toward the surface), suggesting that excessive size sorting is occurring, as highlighted in previous studies (e.g., Varble et al., 2014b) . Excessive size sorting is largely corrected in THOM through adjustment of the number-weighted fall speed toward the massweighted fall speed, but it overestimates the radar reflectivity and Doppler velocity by~2 dBZ and 2 m/s, respectively. Radar reflectivity magnitudes are best represented by THOM at 3-km altitude but are best predicted by MY2, NSSL, P3, and FSBM_NEW at 0.5-km altitude although the corresponding The differences in retrieved and simulated D m validate previous discussions about WSM6 and FSBM lacking large raindrops, while MORR and THOM produce too many large raindrops at lower levels ( Figure 8a ). All schemes except WSM6 underestimate RWC (Figure 8b ) with the underestimation generally increasing with height. The underestimations of RWC by most schemes are reduced for the 3-5-mm/hr range ( Figure S4 ). For the 5-7-mm/hr range, some schemes even produce RWCs that are closer to retrieved values below 2.0-km altitude ( Figure S6 ). However, only WSM6 simulates greater RWC than retrieved values in all three rain rate ranges, which means that larger RWC is required for WSM6 to produce a similar surface rain rate as observed and is consistent with tropical MCS results in Varble et al. (2014b) . Thus, even though both WSM6 and FSBM have too many small raindrops and too few large raindrops, the mean stratiform HSRR of WSM6 is larger than FSBM and all other simulations except MY2 and P3 (Figure 4c ).
It is worth noting that the drastic reduction of retrieved RWC from the~3-km altitude to 0.5-km altitude did not occur for the tropical MCS case shown in Varble et al. (2014b) where retrieved and simulated stratiform RWCs remain nearly constant with height. This is likely caused by much greater rain evaporation in this drier midlatitude continental environment as compared with the more humid tropical oceanic environment (e.g., Liu & Zipser, 2013) . Additionally, this case has a well-organized rear inflow jet and mesoscale downdraft at midlevels in the stratiform region that could be adiabatically warming and drying the environment more than in the tropical MCS case studied in Varble et al. (2014b) where the VPR was not as well positioned to sample mesoscale downdrafts. The underestimation of the RWC reduction rate as raindrops approach the surface by all schemes except WSM6 may suggest that stratiform rain evaporation is greater in reality than in the simulations.
Greater rain evaporation is potentially caused by stronger descending motions. Observed downdraft motion is indeed much stronger than simulated, as shown in Figure 9 where joint PDFs between vertical velocity and RWC are plotted. Note that the dual-frequency VPR vertical velocities used in this study were validated against a separate collocated 915-MHz VPR at the SGP CF using a single-frequency VPR vertical velocity retrieval method (Giangrande et al., 2013) . The singlefrequency VPR method was validated by a multi-Doppler radar 3-D wind field retrieval at the SGP CF using several rain events during MC3E . The three observational data sets show similar mean profiles of vertical velocity (i.e., obvious downdraft motion) for rain rate ranges considered here. WSM6 has the greatest evaporation (see section 5.2) and produces the joint PDF closest to observed but significant differences remain. For other simulations, nearly half of the stratiform RWC is in the regions of rising motion, while the majority of observed RWC is in the regions of descending airflow. However, significant vertical differences exist; that is, at 3-km altitude the simulated RWC is mainly associated with the descending regions except that the range of RWC is underestimated. In contrast, simulations reproduce the range of RWC at 0.5-km altitude but underestimate the spread of vertical motion and more symmetrically distribute RWC between the rising and descending Figure 6 . Surface rain mass size distributions from ground-based observations and the simulations for (a) 1-3-, (b) 3-5-, and (c) 5-7-mm/hr rain rate range, averaged over 1100-1400 UTC for observations and 1000-1300 UTC for simulations. The analysis domains for simulations are the black parallelograms shown in Figure 2 . The rain size distribution (RSD) is multiplied by raindrop mass to obtain the mass size distributions. Detailed description about the calculation of simulated RSDs is included in the supporting information.
Journal of Geophysical Research: Atmospheres motions ( Figure S7 ). These features consistently exist for all stratiform rain rate ranges with little sensitivity to the microphysics or planetary boundary layer schemes used in the simulations.
These model-retrieval differences may be related to a bias in the altitude and descent of the rear inflow jet. In reality, the rear inflow jet descends slowly from the melting level to lower altitudes through the stratiform region, whereas the simulated rear inflow jets generally descend more quickly over a smaller region toward the back of the stratiform precipitation. This is highlighted by the relatively broad observed zonal wind peak (i.e., width of the peak) at~3-km altitude and relatively narrow simulated zonal wind peaks between 1.5-and 2.5-km altitudes (Figure 10b ). The simulated rear inflow jet being at lower altitudes than observed may limit the potential strength of the mesoscale downdraft between 1-and 3-km altitudes (Figure 10a ). Weaker descending motion may result in less rain evaporation, as indicated by the lower than observed Figure 7 . Profiles of (a) radar reflectivity and (b) rain Doppler velocity over columns with 1-3-mm/hr surface rain rate, averaged over 1100-1400 UTC for observation and 1000-1300 UTC for simulations. The analysis domains for simulations are the black parallelograms shown in Figure 2 . The gray line represents the median profile from vertically pointing radar (VPR) data. The colored lines represent the median profiles for simulations. The 25th and 75th percentiles are represented by boxes, while the 10th and 90th percentiles are represented by whiskers at each layer for both VPR data and simulations.
Journal of Geophysical Research: Atmospheres decrease of RWC between 3-and 0.5-km altitudes in the simulations (Figure 8b) . Although a stronger downdraft should produce more warming and drying with all else equal, greater evaporation would at least partially compensate this effect. Indeed, the relative humidity profiles retrieved by the Raman lidar and radiosondes are similar to those simulated, with the exceptions of WSM6 and MY2 in which air is cooler and moister below 2-km altitude (Figure 11 ). This suggests that potentially greater evaporation in the observed case is not caused by lower relative humidity than simulated, which supports the hypothesis that the rear inflow jet and mesoscale downdraft are involved in the model-observations differences. Analyses for the other two greater rain rate ranges generally show similar results in terms of simulationretrieval and intersimulation differences (Figures S8-S10) .
Ice Microphysical Properties
Above the melting level (~4-km altitude), the in situ aircraft measurements and NEXRAD retrievals are used to evaluate simulated stratiform ice properties. The first aircraft track (i.e., 1335-1420 UTC) over the 
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Journal of Geophysical Research: Atmospheres extensive ground-based instruments near the SGP site is chosen for evaluation. The observed surface rain rates during this period were mostly 1-3 mm/hr, and thus, this range is used for comparisons with aircraft measurements. Simulated IWC is the sum of the mass within all ice species categories. Aircraftmeasured ice particle number size distribution is used to estimate mass size distribution and IWC by using the mass-size relationship mentioned in section 2.
As shown in Figure 12a , most simulations generally overestimate IWC above 7-km altitude compared to aircraft retrievals. The overestimation of IWC is largest for THOM and FSBM_NEW, while IWC produced by FSBM is close to those retrieved with aircraft observations. The other common model bias is that simulated stratiform IWCs tend to decrease below 5-km altitude, while they increase toward the melting level in aircraft data. As a result, simulations consistently underestimate IWC directly above the melting level, which likely contributes to the underestimation of RWC below 3-km altitude. WSM6 is the only scheme that does not experience a decrease of IWC below 5-km altitude such that it has more IWC at and right above the melting level compared with other schemes, which is consistent with the relatively larger RWC below the melting level. The overestimation of IWC above 7-km altitude may be caused by detrainment that is too high because of overestimated convective intensity shown in Part I (Fan et al., 2017) . The underestimation of IWC just above the melting level may also be related to convective updrafts that are too intense in simulations. For example, detrainment of condensate too high in the troposphere can lead to excessive sublimation of ice particles before they reach the melting level as they fall through subsaturated air. In reality, convection 
Journal of Geophysical Research: Atmospheres may be weaker with greater detrainment of condensate, water vapor, and buoyancy at lower altitudes (e.g., 3-7 km), which would support greater deposition and lead to a potential increase of IWC approaching the melting level.
Comparing WRF results with the NEXRAD IWC retrievals over the broader stratiform region and longer time period, consistent results emerge in that the IWC is overestimated above 7-km altitude by the majority of simulations (Figure 12b ). Further examination of ice particle size distributions at two altitudes (~5.8 and 6.7 km) that were sampled extensively by the aircraft shows that most schemes agree well with observed ice number concentrations of particles larger than 2 mm in diameter at 6.7-km altitude (Figure 13a ). However, Figure 10 . Profiles of (a) vertical velocity and (b) zonal wind over columns with 1-3 mm/hr surface rain rate, averaged over 1100-1400 UTC for observation/retrieval and 1000-1300 UTC for simulations. The analysis domains for simulations are the black parallelograms shown in Figure 2 . For (a), the definition of lines, boxes, and whiskers follow Figure 7 . The observed vertical velocity data are from VPR. For (b), the temporal mean profiles and standard deviations are shown due to limited samples to calculate percentiles robustly for the retrievals. The gray line represents the temporal mean profile, and the gray filled area represents standard deviation for retrieved zonal wind. For simulations, the mean profiles and standard deviations are represented by the colored lines and bars, respectively. Zonal wind data at the SGP CF are obtained from a multi-Doppler radar retrieval and matched to the VPR rain rate at the nearest time.
simulations tend to underestimate the number concentrations of 0.2-2-mm diameter ice particles and the underestimation increases moving from the 6.7 to 5.8-km altitude (Figures 13a and 13c) . Simulated ice mass size distributions show a general low bias in mass for particles with diameters of 0.1-1 mm. Most schemes distribute more mass to ice particle with diameters larger than 2 mm than retrieved by aircraft measurement (Figures 13b and 13d ). FSBM has a clearly low bias in ice mass over the diameter range larger than 1 mm at 5.8-km altitude despite agreement at 6.7-km altitude, which may explain the lack of large raindrops in FSBM in Figure 6 . THOM and FSBM_NEW are the only two schemes that produce mass in the 0.3-1-mm diameter range that is similar to observed but FSBM_NEW places too much mass in diameters >1 mm and THOM places too much mass in diameters <0.3 mm and in 1-4-mm diameter range, which is consistent with the large overestimation of IWC by those two schemes shown in Figure 12a . The greater number of ice particles at diameters >2 mm in FSBM_NEW as compared to FSBM (Figure 13c ) leads to its better performance in reproducing large raindrops at the surface (Figure 6 ). 
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It was previously shown that 3-km altitude RWC and 4.5-km altitude IWC are underestimated by simulations. The distributions in Figure 13 show that these underestimations are generally the result of low-biased ice particle number concentration and mass over the 0.2-2-mm diameter range. Comparing 5.8-to 6.7-km altitude size distributions shows that observed ice evolves differently than simulated ice as it falls. Observations show a clear increase in the number and mass of large particles moving from 6.7 to 5.8 km, while changes in the number and mass of small particles are limited. This indicates that ice is aggregating but the replenishment of small particles also indicates growth through deposition, consistent with the increase in IWC. Simulations experience slight increases in the number and mass of relatively large ice particles (>2 mm in diameter) and slight decreases in the number and mass of relatively small ice particles (0.2-1 mm in diameter), suggesting weaker aggregation compared with observations. The difference in the observed and simulated IWC profiles may be caused by a combination of 
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Journal of Geophysical Research: Atmospheres simulated deposition that is too weak and sedimentation that is too fast, but untangling these two factors requires further information.
Causes for Model Spread
The stratiform precipitation properties shown in Figure 4 vary by about a factor of 1.5, which is generally similar to the spread in convective intensity and precipitation that vary by a factor of about 1.5 in Part I. The large spread in surface mean stratiform HSRR across the microphysics schemes (Figure 4c ) is generally consistent with that of rain downward mass flux shown in Figure 14a . MY2 and P3 produce the largest rain mass fluxes because both RWC and rain mean fall speed are relatively large (Figures 14c and 14e) . FSBM has the smallest rain mass flux, resulting from relatively small rain mean fall speed rather than low RWC. Although rain mass flux and RWC produced by WSM6 are as large as those from MY2 and P3, the surface rain rate is much smaller than MY2 and P3 because of the smaller rain mean fall speed at lower levels, which is caused by too many small raindrops and a lack of large raindrops ( Figure 6 ). Additionally, WSM6 has the largest evaporation rate, which further contributes to the rapid decrease in rain mass flux from 3-km altitude to the surface (Figure 15c) . Overall, the spread of rain mass fluxes across the simulations depends on both the variability of rain mean fall speed and RWC. The spread in rain mass-weighted mean fall speeds is primarily caused by differences in RSDs rather than differences in assumed terminal velocity-size relationships between the different microphysics schemes (Figure 16 ).
The initial stratiform RWC around 3-km altitude is primarily produced by melting of ice particles, and the melting rate across simulations varies by a factor of 2 (Figure 15a ). The contribution of autoconversion Because snow and hail bins in FSBM and FSBM_NEW have different diameters, the hail PSD is added to the nearest snow PSD bin for simplicity. The ice MSD is calculated by multiplying the PSD by the mass-diameter relationship for each ice species and adding the contribution from each species together. The sampled areas for simulations are the columns in the Figure 2 black parallelograms with 1-3-mm/hr surface rain rate. The analysis time period is 1335-1420 UTC for observation and 1235-1320 UTC for simulations.
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Journal of Geophysical Research: Atmospheres and collection of droplets by raindrops to RWC is very small in the stratiform region (Figure 15b ) because of a scarcity of cloud droplets in predominantly subsaturated conditions (Figures 11b and S9) . Below 2-km altitude, rain evaporation generally dominates the net budget of RWC, with rates varying by up to a factor of 2 (Figure 15c ).
Rain mass fluxes at 3-km altitude (red dashed line in Figure 14a ) clearly correspond with rain mass fluxes at the surface, but they also clearly correspond well to the total downward ice mass fluxes right above the melting level (red dashed line in Figure 14b) . Therefore, the model variability in surface rain rates is likely primarily a result of the variability in ice downward mass fluxes right above the melting level. Similar to rain mass fluxes, the ice mass flux variability depends on both IWC and ice mass-weighted Figure 14 . Mean profiles of (a) downward rain mass flux, (b) total downward ice mass flux, (c) rainwater content, (d) total ice water content, (e) rain mass-weighted mean fall speed, and (f) ice particle mass-weighted mean fall speed, averaged over columns with surface instantaneous rain rate of 1-15 mm/hr in the Figure 2 black parallelograms using 5-min frequency data. The analysis time period is 1000-1300 UTC. The red dashed line represents the layer that is just above or below the melting level.
Journal of Geophysical Research: Atmospheres mean fall speed variability, which both depend on the dominant ice species and the properties (e.g., number and mass size distributions) for each species in the simulations ( Figure 17 ).
Ice particle fall speed plays an important role in modulating ice downward mass flux. For example, THOM and FSBM_NEW have the largest IWCs among all simulations (Figure 14d ), but the ice vertical mass fluxes are intermediate (Figure 14b ) because of relatively slow ice particle massweighted mean fall speeds (Figure 14f ). The slow ice particle massweighted mean fall speeds in THOM and FSBM_NEW are caused by the dominant hydrometeor type being slow-falling small snow particles (Figures 17b and 17e ). For the schemes with the largest ice vertical mass fluxes (i.e., MY2 and P3), MY2 produces the largest amount of rimed precipitating ice particles, which fall faster than snow (Figures 17c and 17f) . The version of P3 used here has one ice category with ice particle riming and deposition affecting the ice density. The P3 fall speed profile therefore resembles the combination of snow above 8-km altitude and partially rimed particles below 8-km altitude (Figures 17b and 17e ). Although IWC produced by WSM6 is the smallest, the largest snow mean fall speed and relatively large amount of rimed ice (graupel) lead to an ice particle mass flux comparable to MY2 and P3 right above the melting level. FSBM, which has the smallest ice mass flux among all simulations, produces significant amounts of rimed particles, but they are very small with a mass-weighted mean fall speed of only 0.3-1.3 m/s above 6-km altitude (Figures 17f and S11) . The large amount of small hail particles is mainly caused by a very low threshold that was set for liquid particles to form hail through collisions with snow. With this low threshold, snow particles get rimed too quickly before they can grow into relatively large particles, leading to the relatively low number of snow particles as well, particularly for relatively large sizes. In FSBM_NEW, the dominant hydrometeor type is snow with higher mass-weighted mean fall speed compared with FSBM because the snow size distribution is shifted to larger particles ( Figure  S11 ). In addition to the higher threshold for liquid-snow collision, less efficient snow breakup also causes greater numbers of large snow particles in FSBM_NEW. As a result, the mean ice particle fall speed in FSBM_NEW is larger than FSBM.
Stratiform IWC can be produced locally via microphysical processes dominated by deposition (Figure 18a ) or advected from the convective region (Figure 18b ). Convective condensate detrainment is computed as the total condensate flux across the boundary that approximately separates the convective and stratiform rain rate regions (e.g., the dashed black line in Figure 2 ) by multiplying total condensate by the horizontal wind 
Journal of Geophysical Research: Atmospheres speed that is perpendicular to the separation line at each grid point for each vertical level. The boundary shown by the dashed black line in Figure 2 approximately represents the convective and stratiform precipitation separation with the surface instantaneous rain rates of 15 mm/hr. To avoid the complexity of finding the exact boundary points, we use this line-shaped boundary for approximation and it should work well for the squall line system. We also keep the boundary constant with height. This assumption should be valid since convection is upright in this squall line case. The total condensate and wind speed are interpolated to the constant height levels with 150-m vertical resolution for this calculation. Note that the total condensate flux does not account for the movement of the squall line. If the movement of squall line is considered, the flux toward the west direction would be even larger, and differences in squall line propagation speed between simulations may further contribute to variability of the condensate fluxes, although this is not analyzed here. However, as shown in Figure 18 , the variability of simulated IWC in Figure 14 is very well correlated with the variability of simulated convective condensate detrainment flux (Figure 18b ), and the convective condensate detrainment flux variability is primarily determined by total detrained condensate variability since the detrainment wind speed variability is relatively small below 10-km altitude (Figures 18c and 18d ). IWC variability is not well correlated with variability in local stratiform IWC net production (Figure 18a ), but the IWC magnitude may be modulated by local microphysical processes in some cases. For example, NSSL has relatively weak convective condensate detrainment, but relatively large local ice production rates partly mitigate the weak detrainment ( Figure 18a ) such that IWC is relatively closer to other simulated IWC values above 7-km altitude in Figure 14d . The magnitude and altitude of the peak detrainment flux do not correlate well with convective updraft strengths presented in Part I. The weak convection group (i.e., NSSL and FSBM) and the strong convection group (i.e., MORR, MY2, and WSM6) analyzed in Part I do not correspond to relatively small and large condensate detrainment fluxes, respectively. It is noted that the much larger ice vertical mass fluxes in FSBM_NEW compared with FSBM are mainly a result of greater convective condensate detrainment fluxes, contributed by greater detrained total condensate.
Stratiform Precipitation Area
Stratiform precipitation area can also depend on convective condensate detrainment flux, which is largely determined by the detrained total condensate mass from the convective region. Comparing Figure 18b with Figure 4b , a positive correlation between stratiform precipitation area and convective detrainment fluxes is 
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Journal of Geophysical Research: Atmospheres seen. For example, THOM and FSBM_NEW have relatively high values of both quantities, while WSM6 and NSSL are the opposite in both quantities. The correlation coefficient between stratiform precipitation area and the integrated amount of convective condensate detrainment fluxes between 4 and 12 km altitude is 0.78, which is quite high. However, stratiform precipitation area is also found to be modulated by hydrometeor size and fall speed (e.g., Fan et al., 2013; Van Weverberg et al., 2013) . For example, MY2 has a relatively large convective condensate detrainment flux, but it produces the largest number of rimed particles with relatively fast fall speeds. Therefore, its stratiform precipitation area is intermediate when compared to other simulations. The relatively large stratiform precipitation areas in THOM, FSBM_NEW, and P3 are also influenced by greater amounts of snow in these schemes compared to other schemes. P3 may simulate both large stratiform precipitation area and rate well because it captures the vertical evolution of hydrometer type well, that is, transitioning from mostly unrimed ice at upper levels to more rimed particles at middle levels right above the melting level.
We find that stratiform precipitation area is also sensitive to the coupling of the simulation with large-scale forcing. As discussed in section 5.1.1, all simulations underestimate stratiform precipitation area. These simulations were carried out using the nest down approach with meteorological lateral boundary conditions updated every 3 hr from the outer domain. Based on Figure 4a , three schemes with the median, most, and least underestimation of total stratiform precipitation were chosen to conduct sensitivity tests by changing the lateral boundary condition update frequency from every 3 hr to every 1 hr. These schemes are MORR, NSSL, and P3, and their corresponding sensitivity tests are referred to as MORR_1h, NSSL_1h, and 
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P3_1h. Both NSSL (two-moment) and WSM6 (single-moment) have the most underestimation of total stratiform precipitation, and we choose NSSL for the sensitivity test since even climate simulations are already advanced to use two-moment scheme. An additional sensitivity test was conducted with the Morrison scheme using the update frequency of every 5 s (i.e., every model time step), which is referred to as MORR_5s. Figure 19 shows that updating boundary conditions more frequently (meaning a stronger coupling with the large-scale forcing) produces a wider stratiform region as compared with the simulations with boundary conditions updated every 3 hr. An example of such improvement in simulating stratiform region is intuitively shown in spatial distributions of composite radar reflectivity for MORR ( Figure S12 ; similar results with NSSL and P3). Overall, the simulated stratiform precipitation area increases by about 17%-25% and becomes much closer or comparable to observations when increasing the update frequency from every 3 hr to 1 hr ( Figure 19 ). With this increase, we anticipate that the majority of microphysics schemes would not have a significant underestimation of stratiform precipitation area since even for the scheme with the largest underestimation at 3-hr update frequency (i.e., NSSL), with every 1-hr update frequency the underestimation is not much anymore. This suggests that the underestimation of stratiform precipitation area in this study is not only a function of microphysical parameterization and/or convective condensate detrainment flux but also a function of the model domain boundary forcing. Further increasing the boundary condition update frequency to every 5 s does not show noticeable improvement. However, the significant increase of stratiform precipitation area from the 3-hr update frequency to 1-hr update frequency only increases the total stratiform precipitation by about 10%-18%. The mean stratiform rain rate actually slightly decreases (Figure 19c) . Therefore, the simulation performances of total stratiform precipitation and mean stratiform rain rate are not necessarily improved significantly. The PDF of stratiform rain rate is not improved much as well ( Figure S13 ). Another reason to use the 3-hr update frequency instead of 1-hr for the study is that more frequent boundary condition update frequency would result in less sensitivity to different microphysical parameterizations.
By examining the meteorological fields at 1000 UTC when the differences in simulated stratiform precipitation area become large, it is shown that the simulations using higher boundary condition update frequency 
Journal of Geophysical Research: Atmospheres produce a stronger easterly wind and stronger southerly wind above 6-km altitude than their 3-hr update frequency counterparts (Figures 20a and 20b) . Considering that the simulated squall lines are generally northeast-southwest orientation, this kind of wind field condition is more favorable to the advection of condensate from the convective to the stratiform regions ( Figure 20d ) and the production of a larger stratiform precipitation area. However, the environmental relative humidity is reduced at most altitudes (Figure 20c ), which would increase sublimation and evaporation rates, thus potentially limiting increases in stratiform precipitation. This could partly explain why the simulations with more frequently updated lateral boundary conditions have a relatively limited change in total stratiform precipitation even though they produce significant changes in stratiform precipitation area.
Conclusions and Discussion
In this second part of a CRM intercomparison study constrained using the same dynamical model (i.e., WRF-ARW) with eight different cloud microphysics schemes including one-moment bulk, two-moment bulk, and bin parameterizations, the simulated stratiform precipitation properties are compared against observations of a midlatitude squall line event over the U.S. Southern Great Plains on 20 May 2011 during MC3E. The purposes are to examine simulation biases and variability across different microphysics schemes while attempting to understand possible reasons for the biases and variability.
We find that the majority of simulations consistently underestimate total stratiform precipitation primarily due to the underestimation of stratiform precipitation area. All simulations underestimate frequencies of moderate 2-6 mm/hr rain rates, which may result from low-biased ice number and mass concentrations over the 0.2-2-mm diameter range in the stratiform ice region just above the melting level. MY2 and P3 have the largest mean stratiform precipitation rates that exceed those observed, which result from higher than observed frequencies for relatively large rain rates (i.e., 6-10-mm/hr HSRR). WSM6 and FSBM have a low bias in large raindrop concentration at the surface that results from a lack of relatively fast falling large raindrops and too many relatively slow falling small raindrops below 3-km altitude.
The majority of simulations overestimate IWC above 7-km altitude but underestimate IWC right above the melting level, which leads to underestimation of RWC below 3-km altitude because melting is the primary source of stratiform RWC. All simulations fail to simulate the observed increase of IWC as ice approaches the melting level. The overestimation of IWC at upper levels may be related to detrainment that is too high as a result of overestimated convective intensity as shown in Part I, especially since IWC magnitudes correspond well with convective condensate detrainment fluxes. Underestimated IWC just above the melting level could also be related to simulated convective updrafts that are too intense, which detrain condensate and water vapor too high at upper levels increasing the probability that ice particles will excessively sublimate before reaching the melting level. Simulated IWC does, in fact, decrease toward the melting level while observed IWC increases. The evolution of ice number and mass size 
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Journal of Geophysical Research: Atmospheres distributions between 6.7-and 5.8-km altitudes indicates more efficient ice particle aggregation in observations than simulations, contributing to the disagreement in the shape of simulated and observed ice size distributions. The discrepancy between observed and simulated IWC profiles may be resulted from a combination of deposition that is too weak and sedimentation that is too fast in the simulations, but untangling these two factors requires further information.
We also find that all simulations underestimate descending motion in the stratiform rain region below 3-km altitude, where observed RWC is correlated with descending motion strength. This may be the result of differences in the structure of the rear inflow jet between observations and simulations. The observed jet slowly descends through the observed stratiform region in the form of a mesoscale downdraft, adiabatically warming and drying the air and causing significant rain evaporation. Simulated rear inflow jets remain at relatively lower altitudes such that a robust mesoscale downdraft is not present and evaporation may be limited, as suggested by the less significant decrease in RWC between 3-km altitude and the surface in simulations.
Simulated stratiform precipitation area is positively correlated with convective condensate detrainment flux magnitude. However, the simulated differences in hydrometeor type, size, and fall speed also modulate stratiform precipitation area. Stratiform precipitation area is also sensitive to the coupling of the simulation with large-scale forcing. Simulated stratiform precipitation area using MORR, NSSL, and P3 scheme increases by about 17%-25% and is much closer to observed when the boundary condition update frequency is increased from every 3 to 1 hr. More frequently updated lateral boundary conditions produce more favorable winds aloft for transporting condensate from the convective to the stratiform regions, thus producing a larger stratiform area, but the underprediction of mean stratiform precipitation rate is not improved.
The spread in stratiform precipitation properties (i.e., area, rate, and total precipitation) across the schemes is about a factor of 1.5, generally similar to that of convective intensity and precipitation in Part I. The simulated rain rate variability is determined by the variability of both the rain mass-weighted mean fall speed and RWC. The spread of rain mass-weighted mean fall speed is primarily a function of differences in simulated raindrop size distributions. RWC variability is impacted by differences in melting and rain evaporation rates, with the melting rate variations strongly affected by differences in downward ice mass fluxes directly above the melting level. Ice particle mass fluxes vary by up to a factor of 2. For most schemes, this significant variability is caused by differences in both IWC related to convective condensate detrainment flux variability and differences in ice mass-weighted mean fall speeds related to different proportions of ice types and their assumed properties.
Overall, these results indicate that the magnitude and variability of stratiform precipitation among schemes are ultimately related to the magnitude and variability of ice particle mass fluxes above the melting level. These fluxes are significantly impacted by the kinematic and microphysical properties of convective regions, which are the primary source for ice in the stratiform region, while local ice growth processes in the stratiform region play a secondary role in model spread. These results suggest that accurate simulation of convective regions is critical to better simulating stratiform precipitation, and therefore, future observations should target convective dynamics and microphysics such that models can be more extensively evaluated and improved. This point is also highlighted by Varble et al. (2014a Varble et al. ( , 2014b for a tropical MCS event; however, further cases should be analyzed in the future to determine the generality.
Based on our intercomparison study in both convective and stratiform regions (Part I in Fan et al., 2017 and Part II here) , the single-moment scheme WSM6 has the largest overestimation of convective intensity and the largest underestimation of stratiform precipitation area and total stratiform precipitation among all the schemes. Therefore, increasing the complexity from single-moment to double-moment parameterization clearly helps improve model performance, which was shown from previous studies as well (e.g., Morrison et al., 2009) . As for further increasing the complexity from two-moment to bin scheme, the advantage in performance is not that clear in this case. This is not surprising because (1) the study case is ice microphysics dominated, while our understanding about many ice microphysical processes is very limited. As revealed in Part I, ice microphysics is responsible for the large model spread in convective intensity across the schemes; and (2) it is not a case occurring in a very polluted environment or significantly influenced by aerosol plumes during the convective development. The amount of cloud condensation nuclei (CCN) and ice nucleating particles (INP) can be significant factors impacting cloud and precipitation properties under polluted conditions. The current two-moment bulk schemes are not designed well to handle the response of microphysical processes to CCN and INP (see details in Fan et al., 2016) . Therefore, with the current understanding, using more detailed parameterization of microphysics can help only when there are sufficient observations to constrain parameters such as those associated with collision/breakup processes and CCN/INP properties.
