We consider the issue of forecast failure (or breakdown) and propose methods to assess retrospectively whether a given forecasting model provides forecasts which show evidence of changes with respect to some loss function. We adapt the classical structural change tests to the forecast failure context. First, we recommend that all tests should be carried with a …xed scheme to have best power. This ensures a maximum di¤erence between the …tted in and out-of-sample means of the losses and avoids contamination issues under the rolling and recursive schemes. With a …xed scheme, Giacomini and Rossi's (2009) (GR) test is simply a Wald test for a one-time change in the mean of the total (the in-sample plus out-of-sample) losses at a known break date, say m, the value that separates the in and out-of-sample periods. To alleviate this problem, we consider a variety of tests: maximizing the GR test over all possible values of m within a prespeci…ed range; a Double sup-Wald (DSW) test which for each m performs a sup-Wald test for a change in the mean of the out-of-sample losses and takes the maximum of such tests over some range; we also propose to work directly with the total loss series to de…ne the Total Loss sup-Wald (TLSW) test and the Total Loss UDmax (TLUD) test. Using extensive simulations, we show that with forecasting models potentially involving lagged dependent variables, the only tests having a monotonic power function for all data-generating processes are the DSW and TLUD tests, constructed with a …xed forecasting window scheme. Some explanations are provided and two empirical applications illustrate the relevance of our …ndings in practice.
Introduction
We consider the issue of forecast failure (or breakdown) and propose methods to detect changes in the forecasting performance over time. To this end, it is useful to clarify the purpose of forecast breakdown tests. The aim is to assess retrospectively whether a given forecasting model provides forecasts which show evidence of changes (improvements or deterioration) with respect to some loss function. Since the losses can change because of changes in the variance of the shocks (e.g., good luck), detection of a forecast failure does not necessarily mean that a forecast model should be abandoned. Care must be exercised to assess the source of the changes. But if a model is shown to provide stable forecasts, it can more safely be applied in real time. In practice, such forecasts are made at the time of the last available data, using a …xed, recursive or rolling window. Hence, there is a natural separation between the in-sample and out-of-sample periods simply dictated by the last data point.
Such is not the case when trying to assess retrospectively whether a given model provides stable forecasts. There is then the need for a somewhat arti…cial separation between the in and out-of-sample periods at some date labelled m, say. This separation date should be such that the model in the in-sample period is stable in some sense, e.g., yielding stable forecasts.
This can, however, create problems; e.g., one needs a truncation point m to assess forecast failures but the choice of this value is itself predicated on some knowledge of stability.
The forecast failure test of Giacomini and Rossi (2009) , GR hereafter, is a global and retrospective test which compares the in-sample average with the out-of-sample average of the sequence of forecast losses. We shall discuss this test in some details, including extensions and potential problems. Casini (2017) extends the analysis by considering a continuous-time asymptotic framework and partitioning the out-of-sample into m T = bT n =n T c blocks each containing n T observations. See Casini and Perron (2018) for a review of recent developments and Perron (2006) for review of most issues discussed in this paper.
We adapt the classical structural change tests to the forecast failure context. First, we recommend that all tests should be carried with a …xed scheme to have best power, which ensures the maximum di¤erence between the …tted in and out-of sample means of the losses.
There are contamination issues under the rolling and recursive schemes that induce power losses. With such a …xed scheme, GR's test is simply a Wald test for a one-time change in the mean of the total (the in-sample plus out-of-sample) losses at a known break date m. To alleviate this problem, which leads to important losses in power when the break in forecasting performance is not exactly at m, one can follow Inoue and Rossi (2012) and consider maximizing the GR test over all possible values of m within a pre-speci…ed range.
This then corresponds to a sup-Wald test for a single change at some date constrained to be the separation point between the in and out-of-sample periods. The test is still not immune to non-monotonic power problems when multiple changes occur. Hence 
where n = T m +1, SSR L o (m) is the unrestricted sum of squared residuals,
is the sum of squared residuals assuming a one-time change at time T b (m), andV L o (m) is the long-run variance estimate of the out-of-sample loss series. In addition, we propose to work directly with the total loss series L (m) to de…ne the Total Loss sup-Wald test (T LSW ) and the Total Loss UDmax test (T LU D). Using extensive simulations, based on the original design of GR, which involves single and multiple changes in the regression parameters and/or the variance of the errors, we show that with forecasting models potentially involving lagged dependent variables, the only tests having a monotonic power function for all datagenerating processes are the DSW and T LU D tests, constructed with a …xed forecasting window scheme.
The paper is structured as follows. Section 2 provides the statistical framework adopted and the tests considered. Section 2.1 reviews the case of a single break occurring at a known date to which the GR test applies. Section 2.2 provides a discussion of the choice of the forecasting scheme and why using a …xed scheme is preferable. Section 2.3 considers the case with unknown break dates and describes new tests to be considered. The limit distribution of some proposed tests are contained in Section 3. Section 4 o¤ers a comprehensive simulation analysis of all tests under the three forecasting schemes. Section 4.1 pertains to the …nite sample size of the proposed tests. Section 4.2 describes the setup considered to evaluate the power functions. Section 4.3 provides a summary of the main results, while Section 4.4 expands on the sources of various non-monotonic power functions. Section 5 provides two empirical applications to illustrate the relevance of our …ndings in practice. One relates to forecasting oil prices and the other to U.S. in ‡ation using a Phillips curve model. Section 6 provides brief concluding remarks. An appendix contains some technical derivations.
The framework and the tests
Suppose that we have data (y t ; x t ) where y t is a scalar variable to be forecasted and x t is a q-dimensional vector of predictors for t = 1; :::; T . Consider a model forecasting y t+ at period t, a -period ahead forecast obtained using the direct method
where^ m is the estimate of the parameter vector (q 1) obtained using an in-sample window of size m q. The out-of-sample forecast procedure basically divides the sample from t = 1; :::; T into an in-sample window of size m and an out-of-sample window of size n = T m + 1. The model is estimated in the in-sample window and the out-ofsample window is used for forecast error evaluation. We consider three popular forecast schemes i) …xed window (with the in-sample consisting of observations 1 to m), ii) rolling window (with the in-sample consisting of observations t m + 1 to t), and iii) recursive window (with the in-sample consisting of observations 1 to t). We de…ne the sequence of in-sample losses as L The goal is to assess whether there are instabilities in the forecast accuracy. An example is a deterioration in forecast accuracy, usually referred to as a "forecast breakdown". This can occur because of a genuine change in the stability of the forecasting regression, via the conditional mean, or from changes in the variance of the errors. It can also occur if the forecasting model is misspeci…ed in which case an over-…tting problem is possible, so that the out-of-sample losses are in ‡ated relative to the in-sample losses irrespective of whether a change in the stability of the forecasts is present or not. We shall be concerned about the former case. If one wants to guard about potential changes related to over-…tting, one can simply adjust the out-of-sample losses by subtracting a correction factor from the numerator of the test statistic. In the case of a linear forecasting model and a quadratic loss function, GR showed that the appropriate correction factor is = 2 tr
i , where = n 1=2 =m for the …xed and rolling schemes and = n 1=2 log(1 + n=m) for the recursive scheme. The null hypothesis that we consider is
= 0 for all t = 1; :::; T for some = p lim m!1^ m , which implicitly assumes that the probability limit of^ m is the same for all m under the null hypothesis. The alternative hypothesis is:
for at least one t = 1; :::; T 1:
The case with a single break occurring at a known date
It is useful to consider …rst the case with a single break in forecast accuracy occurring at some known date T b , say, so that the alternative is
In this case, the obvious thing to do is to apply a test for a change in the mean of the total loss series occurring at date T b . This is achieved by setting m = T b and assessing whether the averages of the in-sample and out-of-sample loss functions are di¤erent. This is exactly the test proposed by GR. De…ne the surprise loss as the out-of-sample loss minus the mean of the in-sample losses, i.e.,
, with the out-of-sample losses adjusted for over-…tting if desired. The test they propose is
where^ is an estimate of the long-run variance of the loss sequence (see GR for the exact form suggested). It is easy to verify that the square of this test is equivalent to an F-test for a change in mean occurring at date m when applied to the total loss series L(m). This test is obviously problematic since one does not know the true break date in practice even if only one break is present. This makes the test very sensitive to the choice of m. As will be shown via simulations, the test can have non-monotonic power (power that decreases as the magnitude of the change in the mean of the losses increases) for a range of choices for m.
The choice of the forecasting scheme
Before considering tests that are not based on the assumption of a known break date, it is useful to deal with this special case to analyze the relative merits and drawbacks of the di¤erent forecasting schemes: …xed, rolling or recursive. It is well known that to get better forecasts it is, in general, better to adopt a recursive forecasting scheme, even in the presence of instabilities. This is so because the parameter estimates adapt to the underlying datagenerating process to …t the data better and thereby provide more accurate forecasts. A …xed forecasting scheme fails to provide such adjustments. A rolling forecasting scheme can provide adjustments but at the expense of increased variability due to a smaller in-sample window, compared to the recursive scheme.
However, when trying to detect whether a change has occurred the opposite ranking applies. The best scheme to adopt is a …xed one. Suppose that the break date is known and m is set accordingly. Using a …xed scheme ensures the maximum di¤erence between the …tted in and out-of-sample means of the losses. With a recursive scheme, the in-sample …tted mean of the loss series is pushed towards the value of the …tted mean of the out-of-sample losses as the forecast period increases, thereby inducing a loss of power. With a rolling window scheme, the same phenomenon occurs but in a more pronounced fashion since the in-sample …tted mean can eventually reach the post-break mean if the window is small enough.
Hence, when constructing tests for changes in forecast accuracy, it is preferable to use a …xed window. This will remain true even in the case of one or multiple breaks occurring at unknown dates. We will illustrate such issues via simulations later.
The case with unknown break dates
A simple method to alleviate the dependence of the test GR m on m is to take the supremum over a range of m, say [m 0 ; m 1 ], a version denoted by SGR, viz.
This test is tailored to the alternative hypothesis (1) with T b unknown. Since the GR m test follows a standard normal distribution under the null hypothesis, the limit distribution and critical values of the SGR test can be found in Inoue and Rossi (2012) (1993) . This modi…cation will, however, not be immune from power problems when multiple changes occur. To see why, consider the case with two breaks. Then for any choice of m in the range [m 0 ; m 1 ] at least one segment will be contaminated in the sense that the average loss will be reduced, thereby decreasing the power of the test. As we shall see, this problem can be especially severe when the range [m 0 ; m 1 ] is large.
One way to avoid this problem is to adopt the following approach. For each possible value of m, perform a sup-Wald test for a change in the mean of the out-of-sample losses and take the maximum of such tests over a range m 2 [m 0 ; m 1 ]. We call this test the Double sup-Wald (DSW ) test. More precisely, it is de…ned by
where SW L o (m) is the sup-Wald test for a change in the mean of the out-of-sample loss series L o t (^ ) for t = m + ; ::::; T , de…ned by
where
is the sum of squared residuals assuming a one-time change at time
is the long-run variance estimate of the out-of-sample loss series constructed using the residuals obtained from the demeaned out-of-sample loss series with the mean changing at date T b (m). The long-run variance estimate can be obtained using the method of Andrews (1991) . Here, is a small trimming value which we set at 0:1. The limit distribution of the DSW test is derived in the next section. A step-by-step construction of the DSW test is given by: 1) Start with an out-of-sample method with a value of the in-sample length m = m 0 . Note that m 0 must be small but large enough for one to estimate the model in-sample. Let n T m + 1. The reason why the DSW test improves upon the SGR test is because the procedure acts in such a way as to produce three segments instead of only two with SGR. One segment is de…ned by m and the other by the date at which the Wald test is maximized in the range [m + n; m + (1 )n]. This ensures that a segment with the largest possible average loss can be selected, thereby increasing power. The idea is akin to that of Qu (2007) who showed that when searching whether any part of a sample is stationary all that is needed is a search with two breaks de…ning three segments.
One can also consider a similar test with the UDmax test for multiple structural changes of Bai and Perron (1998) . However, the size distortions were rather high. Hence, we shall not consider it further. An alternative approach is to work directly with the total loss series L(m) instead of restricting the search for a break to the out-of-sample sequence. This can have some power advantages given that more information is used. We consider two tests following this approach: the Total Loss sup-Wald test (T LSW ) and the Total Loss UDmax test (T LU D). They are based on the maximal value of the sup-Wald or UDmax test over the size m of the in-sample window. More precisely,
where SW L(m) is again the sup-Wald test applied for a change in the mean of the total loss series L(m):
where SSR L(m) is the restricted sum of squared residuals,
is the sum of squared residuals assuming one-time change at time
is the long-run variance estimate of the total loss series constructed using the residuals obtained from the demeaned total loss series with the mean changing at date T b (m). Also,
is the long-run variance estimate of the total loss series constructed using the residuals obtained from the demeaned total loss series with the mean changing at dates T 
Asymptotic distributions of the proposed tests
This section discusses the asymptotic distributions of the proposed test statistics under the null hypothesis. We let " p !"denote convergence in probability and ")"denote convergence in distribution. We …rst require the following assumption. 
for some …xed matrix , and
Wiener process de…ned on r 2 [0; 1].
These high level assumptions characterize the properties of the loss series under the null hypothesis. To examine their implications, it is informative to see what they imply for a linear forecasting model. Suppose one has a standard linear model y t = x 0 t + e t . Then Assumption 1 basically requires that is stable over time under the null hypothesis of no change in forecast accuracy and the loss sequence satis…es the standard functional limit theorem with long-run variance . Another important feature of Assumption 1 is that the loss series do not depend on m once they are evaluated using the limit value of the parameter estimates. The relevance of this assumption is examined using the same example of a correctly speci…ed linear model. Suppose we compute loss series using two distinct insample lengths m 1 and m 2 . The coe¢ cient estimates are denoted by^ 1 and^ 2 , say, and the forecasting errors are y t x 0 t^ 1 and y t x 0 t^ 2 respectively. Under the null hypothesis, these series are asymptotically equivalent since, roughly speaking, both estimators converge to a unique limit value for all m. Therefore, Assumption 1 is fairly general when the model is stable. Note that under Assumption 1, SW L(m) has the same null limiting distribution as the standard sup-Wald test for a change in mean (Andrews, 1993) and the U D L(m) has the same null limiting distribution as the U D max test of Bai and Perron (1998) . We next present the asymptotic distribution of the DSW test.
Theorem 1 Under Assumption 1, the limit distribution of DSW is given by Theorem 2 Under Assumption 1, the limit distribution of the T LSW test under the null hypothesis is the same as the sup-Wald test for a change in mean (Andrews, 1993) for any m 0 and m 1 (1 m 0 m 1 T ). Also, the limit distribution of the T LU D test under the null hypothesis is the same as the UDmax test of Bai and Perron (1998) do not depend on the in-sample length m under the null hypothesis. As such, the test statistics computed with di¤erent m's are asymptotically perfectly correlated. This implies no e¤ect of taking the maximum of the statistics over m on the limiting distribution. Note also that, unlike for the DSW test, the choices of m 0 and m 1 do not a¤ect the limiting distribution of the T LSW and T LU D tests.
Finite sample properties
This section presents simulation results to address the following issues: 1) the …nite sample size of the tests proposed in this paper (Section 4.1); 2) the power function of the tests for a wide range of data-generating processes: Section 4.2 describes the experimental design to perform the …nite sample analysis, Section 4.3 provides a summary of the main results, while Section 4.4 expands on the sources of various non-monotonic power functions.
Finite sample size of the proposed tests
We …rst examine the size of the DSW tests. The data-generating process speci…es y t to be a sequence of i.i.d. N (0; 1) random variables of lengths T = 150 and T = 300. We consider the squared error loss associated with 1) the static model: y t = c+e t , and 2) the dynamic model: y t = c + y t 1 + e t , both estimated by OLS. We consider two versions of the tests applied to each model, namely with or without a HAC correction for potential serial correlation in the loss function. Throughout, the HAC variance estimate is constructed using Andrew's (1991) data dependent method with an AR1 approximation using the Bartlett kernel. For all four cases, we consider a …xed, rolling or recursive forecasting scheme. The exact sizes of the test for nominal 10%, 5%; and 1% levels are presented in Table 2 Table 3 . The exact size is, in general, close to the nominal size, though some distortions are present when using the robust version. These decrease as T increases.
The experimental design for the power analysis
In order to ensure that our simulation design is not biased in favor of the tests we propose, we adopt the same design as in GR. Note however that we do not set m to be equal to the date of the …rst break. GR mention that this corresponds to the worst case scenario from a forecasting point of view. But what is more relevant in the context of assessing the presence of forecast instabilities is the fact that it corresponds to the best case possible for the power of the tests. Hence, such a choice can distort the power properties of the tests which are relevant in practice, given that the date of the break is unknown There are …ve di¤erent data-generating processes (DGP) involving single or multiple changes in level or in variance.
They are speci…ed as follows.
DGP1: (single shift in variance):
DGP2: (recurring shift in variance):
DGP3: (single shift in mean): y t = A I(t > T =2) + " t ; with " t i:i:d:N (0; 1); DGP4: (recurring shift in mean):
DGP5: (mean shifts with unequal intervals): 85T . We again consider two forecasting models: 1) the static model: y t = c + e t , and 2) the dynamic model: y t = c + y t 1 + e t , both estimated by OLS. We consider two versions of the tests applied to each model, namely with or without a HAC correction for potential serial correlation in the loss function. Note that in the dynamic model an irrelevant lagged dependent variable is included, in the sense that the true value of is 0. This is completely inconsequential. We could extend the DGPs to include genuine dynamics with a lagged dependent having a non-zero coe¢ cient. The qualitative features would remain the same. Indeed the non-monotonicity to be reported would simply be more severe. See the discussion in Section 4.4. The static model with no HAC correction is labelled "static, non-robust"and with a HAC correction "static, robust".
Similarly, the dynamic model with no HAC correction is labelled "dynamic, non-robust"and the one with a HAC correction "dynamic, robust". We again consider forecasting schemes using a …xed, rolling or recursive window. The number of replications is 1,000. The results are presented in Tables 4-1 to 4-5.
The foremost criterion we adopt to compare the various tests is whether or not the power function is monotonically increasing as the magnitude of the change(s) in forecast accuracy increases. We view this as an essential feature for a test with good …nite sample properties. For tests with monotonically increasing power, we then compare the relative power functions. We start with a summary of the main …ndings in Section 4.3 and then expand on the explanations for the non-monotonic power functions present for various tests and forecasting schemes.
Summary of the main power results
The main …ndings of interest can be illustrated by the results for DGPs 4 and 5 for the case of a dynamic forecasting model with a correction for potential serial correlation in the loss sequence. It transpires that only three tests have a monotonically increasing power function: the two versions of the DSW and T LU D tests, both when constructed using a …xed forecasting window. All the other tests have a power function that initially increases and then decreases to zero as the magnitude of changes increases in at least one and most often many cases. One exception is the SGR test with a rolling window. The power of this test appears high simply because of huge size-distortions. This is a …nite sample feature possibly due to the fact that the weighting of the in-sample and the out-of-sample forecasting errors does not account for the parameter estimation errors. However, the distortions are reduced as m increases given the documented power functions of GR2 and SGR2. As a result, the power of SGR1 looks monotonic, however, the fact that the power of SGR2, which has less size-distortions, does decrease to zero with DGP5 shows that SGR1 can exhibit the same phenomenon if the size is controlled. Cases with tests having a power function that eventually reaches zero as the magnitude of the change(s) increases can also be found when dealing with other DGPs (except DGP1) and other forecasting methods. The GR m tests can have zero or trivial power even in the "static, non-robust" case; see DGP4 (…xed and rolling), and DGP5 (recursive).
To compare the power of the tests, it is instructive to look at the power for a change of magnitude A = 0:5, otherwise the power is most often one for larger values when dealing with tests having a monotonically increasing power function. We also avoid looking at rolling scheme for which the SGR tests have huge size-distortions. Doing so, it transpires that for a single break case (DGPs 1 and 3) the T LU D and SGR tests have equally the highest power. However, if multiple breaks are involved (DGPs 2, 4 and 5), then the T LU D and DSW tests outweigh the SGR tests in all cases. In summary, the test with highest power, across all tests, is the Total Loss UDmax (the only exception is for DGP1 in which case the T LU D and DSW tests have nearly the same power). Hence, the T LU D test not only has a monotonically increasing power, it also has the highest power for small values of the alternative. The DSW test, while having a monotonic power, can have lower power than the T LU D test in most cases. Accordingly, our recommendation is to use the T LU D test followed by the DSW test, both using a …xed forecasting scheme. The loss in power when using the DSW test instead of the T LU D test may, however, be DGP-speci…c since the changes involved under the alternative, i.e., recurrent regimes, are those most prone to cause power problems for the DSW tests. With non-recurrent regimes, the power of the DSW tests would be closer to that of the T LU D test.
Some explanations for the power properties
DGPs 1 and 2 are cases with single and multiple variance changes, respectively (Tables 4-1 and 4-2). An important feature of this type of instability is that the forecast model is una¤ected by the choice of the T m , the forecasting scheme or the nature of the changes. More precisely, the forecast model is still consistently estimated because the conditional mean of the variable to be forecasted is unchanged. All tests have nontrivial power in all cases. The substantial di¤erence between GR1 and GR2 is caused solely by the choice of m, showing its importance. SGR resolves this problem by maximizing the test statistics over all permissible m and achieves a reasonably high power in all cases. All tests proposed (DSW , T LSW and T LU D) have, overall, high power. More precisely under DGP1, DSW has a slightly lower power than T LSW and T LU D. Under DGP2, DSW and T LU D have a higher power than T LSW , because the latter only accounts for a single break. Also, under DGP2, the power of these tests does not reach one because of the speci…c nature of the breaks; i.e., two breaks with the …rst and last regimes being the same. This is the most di¢ cult case to detect with a single break test (e.g., Bai and Perron, 2006) . The problem is alleviated with a UDmax type test and our results indeed show that T LU D and DSW are the most powerful in this setting as they are designed to account for multiple breaks.
We now turn to models with mean breaks so that the conditional mean of the variable to be forecasted changes, i.e. DGPs 3, 4 and 5 whose results are reported in Tables 4-3 to 4-5.
They reveal that the power functions exhibit non-monotonicity because of three potential sources of power decline. The …rst is labeled as the "robust e¤ect" indicated with an "R" in the last row of each panel for cases with a non-monotonic power function. The second is labelled as the "window e¤ect" indicated with a "W". The third cause is labelled as the "dynamic e¤ect"and indicated with a "D".
The "robust e¤ect" is due to a failure to properly account for serial correlations in the loss sequence. As is well known, when neglected breaks are present in the losses when constructing the HAC variance estimate, they in ‡ate the sample autocovariances and the value of the bandwidth, thereby increasing HAC variance estimate and reducing power. This is a standard problem that has been discussed at length; e.g., Vogelsang (1999) , Crainiceanu and Vogelsang (2007) , Deng and Perron (2008) , Kim and Perron (2009) , Perron and Yamamoto (2016) , Martins and Perron (2016) , Chang and Perron (2018) . The "window e¤ect", refers to the change in the loss sequence induced by using some choice of window that separates the in and out-of-sample data and causes a loss in power. This applies, for example, when some breaks occur in the in-sample partition so that the model is not consistently estimated. The "dynamic e¤ect"is the most pronounced. It is basically caused by in-sample contaminations when using a dynamic model. It is well known that if a dynamic model is estimated in the presence of mean breaks the coe¢ cient estimate for the lagged dependent variable is biased toward one as the break magnitude becomes larger (Perron, 1989 (Perron, , 1990 (Perron, , 1991 . This results in forecast errors being roughly the …rst-di¤erences of the forecast errors from a model without lagged dependent variables. Hence, the mean breaks are transformed into spikes in the loss sequence so that the tests have no power. Note that the "dynamic e¤ect"will not occur with the …xed scheme if m is su¢ ciently small and there is a chance that the model can be consistently estimated in a stable in-sample window.
In order to illustrate the e¤ect of the di¤erent sources of power decline, we present in Figures 1-2, a "typical" realization of the loss sequences for DGPs 3-5 under the three forecasting schemes for the tests SGR2, DSW 2 and T LSW (the results using SGR1, DSW 1 and T LU D are, respectively, almost equivalent and, hence, omitted). This is done for the static model (Figure 1 ) and the dynamic model (Figure 2 ). Because the loss sequence is generated for every m, we present the one for which the test statistic is maximized, say m , whose value is indicated in parenthesis above each path.
Let us now explain some of the power functions reported in Tables 4-3 all the non-robust tests have a monotonic power. However, the "robust e¤ect"applies when considering tests constructed with HAC variance estimate in panel (b). The "robust e¤ect"
is pronounced for GR1 and GR2 and it also applies to a lesser extent to SGR1, SGR2 and T LSW when multiple breaks are present. In particular, when the …xed scheme is used, the "robust e¤ect"applies to GR1 under DGPs 3 and 5, and to GR1, GR2, SGR1, SGR2 and T LSW under DGP4. When using either the rolling or recursive scheme, the "robust e¤ect" applies to GR2 and DSW 1 under DGP3, to GR1, GR2, SGR1, SGR2, DSW 1 and DSW 2 under DGP4 and to GR1, GR2 and SGR2 under DGP5. These results strongly suggest not using GR and SGR with HAC variance estimate under any forecasting scheme. It also shows that T LSW is unreliable when multiple breaks are suspected.
It is interesting to see that even in panel (a) the power of GR1 and GR2 sometimes remains very low. GR1 shows a non-monotonic power with the rolling scheme under DGP3, with both the …xed and the rolling schemes under DGP4 and with the recursive scheme under DGP5, while GR2 does so with the recursive scheme under DGP5. This is because they are a¤ected by the "window e¤ect" when a break occurs in the in-sample window. When the …xed scheme is used, the "window e¤ect" applies to GR2 under DGP4. When the rolling scheme is used, it applies to GR2 under DGPs 3 and 4 and when the recursive scheme is used to GR1 under DGP5. It is also worth noting that DSW may lose power when the rolling scheme or the recursive scheme is used. This is because the loss sequence takes a triangular shape as shown in Figure 1 . In particular, this applies to DSW 1 and DSW 2 under DGP4.
For DSW , the "window e¤ect" can be exacerbated by the "robust e¤ect", indicted by the label "R, W "in panel (b); cf. DSW 1 with the rolling scheme under DGP3 and DSW 1 and DSW 2 with the rolling and the recursive schemes under DGP4. The source of the "window e¤ect" can be explained by looking at the results in Figure 1 . When the …xed scheme is used, the loss sequence takes a step-wise pattern, abrupt change(s) followed by a ‡at region. This is qualitatively the same for all three DGPs and test statistics. Importantly, the shape of the loss sequence changes when the rolling or recursive scheme is used. The typical loss sequence then shows an abrupt increase followed by a gradual decline. In the simplest case of DGP3, the increase occurs when the in-sample window covers a stable period and the initial date of the out-of-sample period (m + ) coincides with the true break date. After this point, the window increasingly contains the post-break data, which gradually causes a bias in the forecast model estimation and thus a decline of the loss sequence 1 .
The non-monotonic power functions are more pronounced when a dynamic model is used, i.e., the "dynamic e¤ect"is especially important. Panel (c) of Tables 4-3 to 4-5 report power functions using a dynamic model with non-robust standard errors. When the rolling or the recursive schemes are used, this "dynamic e¤ect" applies to all tests under DGPs 3-5. In addition, the "dynamic e¤ect" applies even when the …xed scheme is used if the in-sample window is relatively large and includes the break, for instance with GR2 under DGPs 3 and 4 and with GR1; GR2 and SGR2 under DGP5 2 . This evidence suggests not to use any tests with the rolling or recursive scheme when the forecast model has lagged dependent variables.
The results for the dynamic model with the robust tests are presented in panel (d) of Tables   4-3 to 4-5, which highlight all the tests with a non-monotonic power function. To gain some 1 More importantly, the shape is robust regardless of whether the static or the dynamic model is used, except for the case in which the …rst break is always included in the in-sample window (SGR2 under DGP5 with the dynamic model since T =4 < 0:3T ).
2 More precisely, the minimum in-sample lengths are 40 for GR1, 100 for GR2, 30 for SGR1 and 45 for SGR2. The …rst break location is 75 for DGP3, 50 for DGP4 and 38 for DGP5. Hence, with the …xed scheme, GR2 su¤ers from the "dynamic e¤ect" under DGPs 3-4 and GR1, GR2 and SGR2 under DGP5. insight about the cause of the power losses when using the rolling or recursive scheme, Figure   2 shows that the mean breaks are transformed into spikes in the loss sequence 3 .
Empirical applications
This section provides empirical examples to illustrate how the proposed tests and the existing methods are able to detect changes in forecast accuracy. One is related to oil price forecasts and the other to forecasting in ‡ation. The results will clearly illustrate the empirical relevance of the simulation results.
Oil price forecasts
We consider …rst forecasting oil prices using a simple linear model. The series used is WTI monthly crude oil prices (U.S. dollars per barrel in logarithm form) from 1986:1 to 2011:11 plotted in Figure 3 . We consider the following simple forecasting model
(labelled 'static model'), and the model with a lagged dependent variable (labelled 'dynamic model')
These are not intended to be good forecasting models. Indeed, a quick look at the graph of the series reveals large instabilities in level after 2000 and an upward trend in the midsample. Hence, it is expected that these simple models produce forecasts that easily break down or change over time. Hence, we would expect any good test to indicate a clear rejection of the null hypothesis of no change in forecast accuracy.
We applied the following testing procedures: the DSW tests (DSW 1 and DSW 2 for = 0:25 and 0:5), the T LSW and T LU D tests. For these tests, we used the truncation " = 0:1 and the maximum number of breaks is set at …ve for the UDmax tests. We also applied the GR m tests (GR1 and GR2 with in-sample length m = 55 and 259) and the SGR tests (SGR1 and SGR2 for 0:2T m 0:8T and 0:3T m 0:7T ). The speci…c choices of the in-sample window size m = 55 (1990:7) is chosen based on the fact that it correspond to the period before the oil price hike that occurred due to the Gulf War. The second choice m = 259 (2007:7) corresponds to an in-sample window before the recent …nancial crisis. We consider forecasts with = 1 and the …xed, rolling and recursive window schemes are used.
To proceed, we test for serial correlation in the squared loss using the LM test to ascertain whether a HAC correction is needed in implementing the tests. Table 5 -1 indicates that the null of no serial correlation is strongly rejected. Given this result, Table 5 -2 presents the tests constructed by accounting for serial correlations in the loss series using a HAC variance estimate. First, if we use the static model, all of the newly proposed tests (DSW 1, DSW 2, T LSW , and T LU D) reject the null hypothesis at the 1% level, suggesting strong evidence of forecast breakdowns. On the other hand, the evidence in favor of a rejection is very weak using any of the existing tests. The GR m tests show almost no rejections and the SGR tests reject only when the rolling scheme is used (likely due to the very large size distortions reported earlier). Suppose now that the dynamic model is used. The new tests using a …xed window all reject even at the 1% level, as in the case of the static model. As expected from the simulations, these tests do not reject when using a rolling or recursive window since the changes in levels then translate into outliers. This is consistent with our recommendation of using a …xed window. On the other hand, the existing methods again provide very weak evidence of forecast breakdowns. The GR m tests yield almost no rejection and the SGR tests barely reject with a …xed window.
US in ‡ation forecasts using the Phillips curve
The second example follows the application in Giacomini and Rossi (2009) . We consider in ‡ation forecasts using the Phillips Curve:
where t is an in ‡ation measure and u t is the unemployment gap (the di¤erence between the unemployment rate and a measure of the NAIRU). The di¤erence between this forecasting model and that used in Giacomini and Rossi (2009) is that they use the "…rst di¤erence" of the in ‡ation rate and we use the in ‡ation rate in level. We use the same monthly CPI (consumer price index; revised version) and the unemployment gap data 4 which spans the period 1959:1 to 2004:6. The same transformation ( t = (1200= ) ln(P t =P t )), where P t is the CPI at month t, was applied to construct the in ‡ation rate. The order of the lag polynomial 1 (L) is either q u = 1 or q u = 3. Since the results are similar, we only report the case with q u = 3. We also consider the order of 2 (L) to be q = 0; 1, and 3. The case with q = 0 does not use lagged in ‡ation as a predictor and, hence, we label this case as the 'static' one, while the cases with q = 1 and q = 3 are labelled 'dynamic 1' and 4 They were downloaded from Barbara Rossi's web site.
'dynamic 3', respectively. We consider two window sizes. The …rst choice is m = 241, as in Giacomini and Rossi (2009) . This means that the forecaster chooses the period before 1979 as the in-sample so that the Volker's Chairmanship period of high in ‡ation stays in the out-of-sample (see Figure 4) . The second choice is m = 301 (1984:01), in which case the so-called Great Moderation which is deemed to have occurred in the middle of the 80's is in the out-of-sample period. In either case, the presumption is that there would be general consensus of forecast breakdowns.
We …rst implement the LM tests for serial correlation in the squared loss series for each model and values of m. The results in Table 6 -1 indicate that in all cases the null of no serial correlation in the loss series is strongly rejected. Hence, we use the HAC correction to construct the tests, presented in Table 6 -2. The tests considered are the same as in the previous application. For GR1 and GR2, we use m = 241 and m = 301, respectively.
If we use the static model, the DSW tests and the T LU D test show strong rejections of no change in forecast accuracy. The T LSW does not reject since the loss series likely has multiple breaks and except for the largest one the breaks are not accounted for in this case.
More interestingly, all the GR-based tests, except for the SGR tests with a rolling window (again likely because of its large size distortions), do not detect a change in forecast accuracy.
Consider next the versions of the forecasting model that includes lagged in ‡ation (dynamic 1 and 3). The DSW tests still strongly reject the null of no change in forecast accuracy and the T LSW and T LU D tests now provide even stronger rejections. More strikingly, all of the GR-based tests completely lose power once the model includes lagged dependent variables.
In conclusion, if we use the existing methods we fail to …nd any evidence of a change in forecast accuracy or a forecast breakdown which is deemed to have taken place in the high in ‡ation period of the Volker's Chairmanship period. These methods are also not able to detect a change due to the Great Moderation which is deemed to have occurred in the mid-80's. In contrast, the newly proposed DSW and T LU D tests clearly show evidence of a change in forecast accuracy in the form of a forecast breakdown.
Conclusion
We considered the issue of forecast failure (or breakdown) and proposed methods to detect changes in the forecasting performance over time. The aim is to assess retrospectively whether a given forecasting model provides forecasts which show evidence of changes (improvements or deterioration) with respect to some loss function. We adapted the classical structural change tests to the forecast failure context. First, we recommend that all tests should be carried with a …xed scheme to have best power. We considered a variety of tests: the original GR test (a t-test for a change at some pre-speci…ed date m; maximizing the GR m test over all possible values of m within a pre-speci…ed range; a Double sup-Wald test which for each m performs a sup-Wald test for a change in the mean of the out-of-sample losses and takes the maximum of such tests over some range; we also proposed to work directly with the total loss series to de…ne the T LSW and the T LU D tests. Using extensive simulations, the only tests having a monotonic power function for all data-generating processes are the DSW and T LU D tests, constructed with a …xed forecasting window scheme. The power of the T LU D test is usually higher than that of the DSW test, hence it is recommended for practical applications.
Appendix: Proof of Theorem 1
In this appendix, we omit the superscript of o for the out-of-sample loss sequence, i.e., we denote L o t by L t for simplicity. The Wald test for a constant mean versus one break at time t = T b = m 0 + b n 0 c for the series fL t+ g T t=m+1 is
are de…ned in the main text. First, for a given m, the restricted SSR is:
and the unrestricted SSR assuming a break at t = T b is given by
Hence,
Also, using Assumption 1
Combining the above results yields
and under the null hypothesis we haveV L(m)
We also have for a trimming parameter ,
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