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TIME MEMORY EFFECT IN ENTROPY DECAY
OF ORNSTEIN-UHLENBECK OPERATORS
ANTONIO AGRESTI, PAOLA LORETI, AND DANIELA SFORZA
Abstract. We investigate the effect of memory terms on the entropy de-
cay of the solutions to equations with Ornstein-Uhlenbeck operators. Our
assumptions on the memory kernels include Caputo-Fabrizio operators and,
more generally, the stretched exponential functions. We establish a sharp rate
decay for the entropy. Examples and numerical simulations are also given to
illustrate the results.
1. Introduction
1.1. Statement of the problem. We consider a diffusion equation with memory
for Ornstein-Uhlenbeck operator
(1.1) ut(x, t) +
∫ t
0
k(t− τ)uτ (x, τ)dτ = ∆u(x, t)− αx · ∇u(x, t), x ∈ Rd, t > 0,
where α is a positive constant.
The novelty of the paper consists in taking the kernel k in (1.1) satisfying the
conditions
(1.2) k ∈W 1,1loc (0,∞) ∩ L1(0,∞), k is non-negative and non-increasing.
The stretched exponential functions
(1.3) k(t) = νe−t
β
, ν, β > 0,
and, in particular for β = 1, the Caputo-Fabrizio operators satisfy (1.2). The aim
of this paper is to establish sharp decay estimates for the entropy of the solution u
to (1.1), defined as
(1.4) Ent(u(t)) :=
∫
Rd
u lnu dγα −
(∫
Rd
u dγα
)
ln
(∫
Rd
u dγα
)
,
where dγα is a Gaussian measure on Rd, that is
dγα(x) :=
( α
2pi
) d
2
e−
α|x|2
2 dx.
Moreover, in order to illustrate our achievements, examples and numerical simula-
tions are also given when the integral kernel k is a stretched exponential function
(1.3) and k is a power-law kernel
(1.5) k(t) = ν(1 + t)−β−1, ν, β > 0.
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1.2. Motivations. Equations with non-local time operators of parabolic type de-
scribe several phenomena related to heat conduction with memory and diffusion
processes, see e.g. [19, 21]. Recently, there is an increasing attention to equations
of the form (1.1) where k is not singular. The Caputo-Fabrizio operators cover the
case of non singular kernels in the study of equation (1.1), see [2]. Those operators
have been used to study hysteresis phenomena in materials [3], diffusion processes
[8], evolution of diseases [14, 23], Fokker-Plank equations [5, 7]. Further applica-
tions can be found in [6, 24]. The class of kernels that we consider in this paper, see
(1.2), include Caputo-Fabrizio operators. Besides Caputo-Fabrizio operators, our
analysis covers also the so-called stretched exponential functions [17], see Section 2.
The Ornstein-Ulbenbeck operator appears in many contexts related to probability
and analysis [11]. Entropy estimates give informations on the qualitative behaviour
of the solutions to (1.1). In absence of memory (k ≡ 0) it is well known that the
entropy decay of solutions to (1.1) is related to Logarithmic Sobolev Inequality, see
[1, Chapter 5]. More precisely, when k ≡ 0 the Logarithmic Sobolev Inequality for
the Gaussian measure dγα on Rd is equivalent to the following decay estimate for
the entropy:
(1.6) Ent(u(t)) ≤ e−2αtEnt(u0), t ≥ 0.
To our knowledge, nothing is known about entropy estimates for (1.1) in the general
case k 6≡ 0, besides the paper [13], where singular kernels are considered. To
conclude, we remark that the main result of this paper extends to other differential
operators, see Section 4.
1.3. Statement of the main results. We consider the integro-differential equa-
tion
(1.7) ut(x, t) +
∫ t
0
k(t− τ)uτ (x, τ)dτ = ∆u(x, t)− αx · ∇u(x, t), x ∈ Rd, t > 0,
with the initial condition
(1.8) u(x, 0) = u0(x), x ∈ Rd,
under the following assumptions on the integral kernel
(1.9) k ∈W 1,1loc (0,∞) ∩ L1(0,∞), k is non-negative and non-increasing.
We prove an existence result.
Theorem 1.1 (Well-posedness). Assume that u0 belongs to the domain D(Lα)
of the Ornstein-Uhlenbeck operator. Then, there exists a unique strong solution
u ∈ C1([0,∞);L2(γα)) ∩ C([0,∞);D(Lα)) to (1.7)–(1.8).
Moreover, if u0 ∈ L2(γα), u0 ≥ 0 dγα– a.e., then there exists a unique weak
solution u ∈ C([0,∞);L2(γα)) to (1.7)–(1.8) such that u(·, t) ≥ 0 dγα– a.e. for
any t ≥ 0.
To show the entropy decay of solutions we have to bring in, for any µ > 0, the
unique positive non-increasing solution sµ ∈ C1([0,∞)) of the problem
(1.10) s˙µ(t) +
∫ t
0
k(t− τ)s˙µ(τ) dτ + µsµ(t) = 0, t ≥ 0, sµ(0) = 1.
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Theorem 1.2 (Entropy decay). For any u0 ∈ L2(γα), u0 ≥ 0 dγα– a.e., the weak
solution u to (1.7)–(1.8) satisfies
(1.11) Ent(u(t)) ≤ s2α(t)Ent(u0), ∀t > 0,
where s2α is the solution of (1.10) when µ = 2α.
In addition, the constant 2α in (1.11) is optimal in the following sense: if, for
some µ > 0, the estimate
Ent(u(t)) ≤ sµ(t)Ent(u0), ∀u0 ∈ H1(γα), u0 ≥ 0 dγα − a.e., t > 0,
holds, then µ ≤ 2α.
1.4. Comparison with the case without memory. We observe that Theorem
1.2 gives exactly the results in [1, Chapter 5] when k ≡ 0. Moreover, it is worth
noting that the entropy decay rate of solutions to (1.7)–(1.8) is larger than the one
of the case without memory. Indeed, if we differentiate the function e2αts2α, thanks
to (1.10) with µ = 2α, we obtain
d
dt
(
e2αts2α
)
(t) = −e2αt
∫ t
0
k(t− τ)s˙2α(τ) dτ, (e2αts2α)(0) = 1.
Since k is non-negative and s2α is non-increasing we have
d
dt
(
e2αts2α
)
(t) ≥ 0.
Therefore e−2αt ≤ s2α(t). So, if we compare (1.6) and (1.11), then the claim follows.
This is consistent with the physical meaning of the memory term in (1.7), see [2, 3].
1.5. Comparison with the literature. Theorems 1.1 and 1.2 give a contribution
to understand time memory effect in entropy decay for a large class of kernels. In
literature entropy estimates for fractional equations have been considered in [13].
Although the problem investigated in [13] is different from (1.1), the arguments
used in the proof of Theorem 1.2 have been adapted from the results proved in
[12, 25].
1.6. Plan of the paper. The paper is divided into four sections. In Section 2
we examine the decay rates of the entropy for (1.1) for the stretched exponential
and power-law kernels. Section 3 is devoted to the proofs of Theorems 1.1 and 1.2.
We also introduce some preliminary notations and results regarding the Ornstein-
Uhlenbeck operator, integral equations and Logarithmic Sobolev Inequality. Lastly,
in Section 4 we suggest some possible extensions of our results.
2. Analysis of the decay rate s2α
In this section we examine the behaviour of the functions s2α(t) that govern the
entropy decay of the solutions to (1.7)–(1.8), see Theorem 1.2, for some type of
kernels satisfiying (1.9).
2.1. Stretched exponential and power-law kernels. To study equation (1.10)
for µ = 2α, we implement standard numerical methods. More precisely, fix T > 0
and divide [0, T ] into N steps of length ∆t. Let us denote by sn the numerical
solution of (1.10) at time tn := n∆t, n = 0, . . . , N . The numerical scheme is
obtained by using finite differences to approximate the derivatives
s˙(t) ' sn+1 − sn
∆t
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and the composite trapezoidal formula [22, Chapter 9] to approximate the integral
term. Indeed,∫ t
0
k(t− τ)s˙(τ)dτ ' ∆t
(k(tn)s˙(0) + k(0)s˙(tn)
2
+
n−1∑
j=1
k(tn − tj)s˙(tj)
)
' ∆t
[1
2
(
− k(tn)2α+ k(0)sn+1 − sn
∆t
)
+
n−1∑
j=1
k(tn − tj)sj+1 − sj
∆t
]
where n = 0, . . . , N − 1 and we have used that s˙(0) = −2α, by (1.10). Inserting
the above approximation in (1.10), we obtain the following numerical scheme
(2.1)
sn+1 =
2∆t
2 + k(0)∆t
[
sn
( 1
∆t
− 2α+ k(0)
2
)
+ k(tn)2α−
n−1∑
j=1
k(tn − tj)(sj+1 − sj)
]
,
where n = 0, . . . , N − 1.
We analyse the solutions of equation (1.10) in the case of the stretched exponen-
tial functions (1.3), see Figure 1 below.
2.1.1. Stretched exponential kernels. In Figure 1 we compare the behaviour of s2α
with the case k ≡ 0 by varying the parameters β, ν and α. In Figure 1(a) we set
β = 1, thus the numerical solution coincides with (2.3) and it presents a slower
decay than e−2t, which corresponds to the case k ≡ 0. In the remaining plots we
compare the decays varying one parameter out of the above mentioned three. We
observe that increasing β and α we obtain a stronger decays (cf. Figures 1(b) and
1(d)), while we have the opposite behaviour changing ν (Figure 1(c)).
In the special case β = 1, we obtain the explicit expression for the solution.
Indeed, we study (1.10) with µ = 2α and k(t) = νe−t,that is
s˙2α(t) + ν
∫ t
0
e−(t−τ)s˙2α(τ)dτ + 2αs2α(t) = 0, a.e. t > 0, s2α(0) = 1 .
Multiplying by et, we can write
(2.2) ets˙2α(t) + ν
∫ t
0
eτ s˙2α(τ)dτ + 2αe
ts2α(t) = 0 .
If we denote by g(t) = ets2α(t), then we note that g(0) = 1, e
ts˙2α(t) = g˙(t)− g(t)
and g˙(0) = 1− 2α. Therefore, the equation (2.2) can be written in the form
g˙(t) + (2α− 1 + ν)g(t)− ν
∫ t
0
g(τ)dτ − ν = 0.
Differentiating the above equation we get
g¨(t) + (2α− 1 + ν)g˙(t)− νg(t) = 0,
with initial conditions g(0) = 1 and g˙(0) = 1− 2α. Set
λ± =
−(2α− 1 + ν)±√(2α− 1 + ν)2 + 4ν
2
,
C+ = −λ− + 2α− 1
λ+ − λ− , C− =
λ+ + 2α− 1
λ+ − λ− ,
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we have
g(t) = C+e
λ+t + C−eλ−t.
Since s2α(t) = e
−tg(t), we obtain
(2.3) s2α(t) = C+e
(λ+−1)t + C−e(λ−−1)t, t > 0.
We also note that λ− − 1 < −2α < λ+ − 1 < 0.
In conclusion, the expression (2.3) shows that the function s2α(t) has an exponen-
tial behaviour, where the leading term e(λ+−1)t depends on the kernel k(t) = νe−t.
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(a) Case α = ν = 1.
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(c) Case α = β = 1.
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(d) Case ν = β = 1.
Figure 1. Plots of s2α for k(t) = νe
−tβ .
2.1.2. Power-law kernels. We also implement the numerical scheme (2.1) in the
case k = ν(1 + t)−β−1. As Figure 2 shows, the decay is faster with the increase of
β (Figures 2(a)), while it is slower with the rise of ν (Figure 2(b)).
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(a) Case ν = α = 1.
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(b) Case β = α = 1.
Figure 2. Plots of s2α for k = ν(1 + t)
−β−1.
3. Proof of Theorems 1.1 and 1.2
To begin with, we introduce some notations and discuss some preliminary results.
3.1. The Ornstein-Uhlenbeck operator. We denote by
γα(x) =
( α
2pi
) d
2
e−
α|x|2
2
a Gaussian distribution on Rd and by dγα(x) = γα(x)dx the associated probability
measure. For α = 1 we use the notation γ = γα. L
2(γα) is the space of measurable
functions f : Rd → R such that ∫Rd |f |2dγα < ∞, endowed with the usual scalar
product (·, ·)L2(γα) and norm ‖ · ‖L2(γα). H1(γα) denotes the space of functions
f ∈ L2(γα) such that ∇f ∈ L2(γα), endowed with the norm
‖f‖H1(γα) := ‖f‖L2(γα) + ‖∇f‖L2(γα).
There are several ways to introduce the Ornstein-Uhlenbeck operator on L2(γα).
Following [10], we consider the bilinear symmetric form Lα : H1(γα)×H1(γα)→ R
defined by
Lα(f, g) :=
∫
Rd
∇f · ∇g dγα, f, g ∈ H1(γα).
Lα induces the operator Lα on L2(γα) defined by
(3.1)
D(Lα) = {f ∈ H1(γα) : ∆f − αx · ∇f ∈ L2(γα)},
Lαf = ∆f − αx · ∇f, f ∈ D(Lα),
that satisfies
Lα(f, g) = −(Lαf, g)L2(γα), ∀g ∈ H1(γα), f ∈ D(Lα).
Lα is the so-called Ornstein-Uhlenbeck operator. We recall that Lα is a negative
self-adjoint operator, that generates a positive analytic semigroup (T (t))t≥0 on
L2(γα), see e.g. [1, Section 2.7.1].
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For completeness we state and prove an integration by parts formula that will
be useful in the sequel.
Lemma 3.1. Let Lα be the Ornstein-Uhlenbeck operator. The following properties
hold.
(i) For any f ∈ D(Lα) there exists a sequence {fk} of functions belonging to
C∞c (Rd) such that ∇fk −−−→
k→∞
∇f and Lα(fk) −−−→
k→∞
Lαf in L
2(γα).
(ii) Assume f ∈ D(Lα), U ⊂ R an open set and Φ : U → R a C1-function.
For any g ∈ H1(γα) such that g(x) ∈ U γα-a.e. on Rd, Φ(g) ∈ L2(γα) and
Φ′(g) ∈ L∞(γα) we have
(3.2)
∫
Rd
Lαf Φ(g)dγα = −
∫
Rd
Φ′(g)∇f · ∇g dγα.
Proof. (i) The statement follows by means of the usual techniques of convolution
and cut-off.
(ii) By (i) and the fact that Φ(g) ∈ L2(γα) and Φ′(g) ∈ L∞(γα), it is enough to
prove (3.2) when f belongs to C∞c (Rd). Indeed, choose R > 0 such that supp(f) ⊂
BR := {x ∈ Rd; |x| ≤ R}, then∫
Rd
Lαf Φ(g)dγα =
∫
BR
∆f Φ(g)dγα − α
∫
BR
x · ∇f Φ(g)dγα
= −
∫
BR
Φ′(g)∇f · ∇g dγα,
that is (3.2). 
3.2. Evolutionary integral equations. The purpose of this section is to recall
some well-known notions and results about integral equations.
We denote by L1loc(0,∞) (resp. W 1,1loc (0,∞), W 2,1loc (0,∞)) the space of functions
belonging to L1(0, T ) (resp. W 1,1(0, T ), W 2,1(0, T )) for any T ∈ (0,∞).
For any k, f ∈ L1loc(0,∞) the symbol k ∗ f stands for convolution from 0 to t,
that is
k ∗ f (t) =
∫ t
0
k(t− s)f(s) ds, t ≥ 0.
As usual, the Laplace transform of a function f ∈ L1loc(0,∞) having sub-exponential
growth (i.e. for all ω > 0,
∫∞
0
e−ωt|f(t)|dt <∞) will be denoted by
f̂(λ) :=
∫ ∞
0
e−λtf(t)dt λ ∈ C, <λ > 0.
Classical results for integral equations (see, e.g., [9, Theorem 2.3.5]) ensure that,
for any kernel k ∈ L1loc(0,∞) and any g ∈ L1loc(0,∞), the problem
(3.3) f(t) + k ∗ f(t) = g(t), t ≥ 0 ,
admits a unique solution f ∈ L1loc(0,∞). Moreover, if g ∈ W 1,1loc (0,∞) (resp.
W 2,1loc (0,∞)), then we have f ∈W 1,1loc (0,∞) (resp. W 2,1loc (0,∞)) too.
It is useful to recall the following result, see [16, Lemma 1.3].
Lemma 3.2. If k ∈ L1loc(0,∞) is non-negative and non-increasing and g ∈ L1loc(0,∞)
is non-negative and non-decreasing, then the solution ϕ of the integral equation (3.3)
satisfies
(3.4) 0 ≤ ϕ(t) ≤ g(t) for a.e. t ≥ 0 .
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Given b ∈ L1loc(0,∞), recall that b is a kernel of positive type if
(3.5)
∫ T
0
b ∗ v(t)v(t) dt ≥ 0 , for any T > 0 , v ∈ L2(0, T ).
If b ∈ L∞(0,∞), b is of positive type if and only if
(3.6) < b̂(λ) ≥ 0 for anyλ ∈ C , <λ > 0
(see, e.g., [21, p.38]).
Also, b is said to be a completely positive kernel if there exists k ∈ W 1,1loc (0,∞)
non-negative and non-increasing such that
(3.7) b(t) +
∫ t
0
k(t− s)b(s)ds = 1, t ≥ 0.
Lemma 3.3. If b is a completely positive kernel, then we have
(i) b ∈W 2,1loc (0,∞); 0 ≤ b(t) ≤ 1 ∀t ≥ 0.
(ii) If k is the function in (3.7), then we have
(3.8) b̂(λ) =
1
λ(1 + k̂(λ))
, <λ > 0.
(iii) b is a kernel of positive type.
(iv) For any u0 ∈ R and f ∈ C([0,∞)), u ∈ C([0,∞)) is given by
(3.9) u(t) = u0 + b ∗ f(t), t ≥ 0,
if and only if u ∈ C1([0,∞)) and satisfies
(3.10)
{
u˙+ k ∗ u˙(t) = f(t), t ≥ 0,
u(0) = u0 .
Proof. (i) Let k ∈ W 1,1loc (0,∞) the non-negative and non-increasing function such
that (3.7) holds. We can apply Lemma 3.2 with g(t) ≡ 1 to obtain 0 ≤ b(t) ≤ 1 for
any t ≥ 0.
(ii) Thanks to (i) and 0 ≤ k(t) ≤ k(0), t ≥ 0, we have b, k ∈ L∞(0,∞). Therefore,
taking the Laplace transform of equation (3.7) we get
b̂(λ)
(
1 + k̂(λ)
)
=
1
λ
, ∀<λ > 0,
and hence 1 + k̂(λ) 6= 0, <λ > 0, and (3.8) holds.
(iii) Since b ∈ L∞(0,∞) we will prove (3.6). Indeed, from (3.8) we deduce for
<λ > 0
<b̂(λ) = <λ+ <λ<k̂(λ)−=λ=k̂(λ)∣∣λ(1 + k̂(λ))∣∣2 .
Integrating by parts, we have
<λ<k̂(λ) = <λ
∫ ∞
0
e−<λt cos(=λt)k(t) dt = −
∫ ∞
0
∂t(e
−<λt) cos(=λt)k(t) dt
= k(0) + =λ=k̂(λ) +
∫ ∞
0
e−<λt cos(=λt)k˙(t) dt .
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Thanks to k˙(t) ≤ 0 we note that
k(0) +
∫ ∞
0
e−<λt cos(=λt)k˙(t) dt =
∫ ∞
0
(
e−<λt cos(=λt)− 1)k˙(t) dt ≥ 0,
and hence
<λ<k̂(λ)−=λ=k̂(λ) ≥ 0,
that is <b̂(λ) > 0 for <λ > 0.
(iv) If u is given by (3.9), then by k ∗ u, using (3.7) and differentiating, we obtain
(3.10). Vice versa, if we convolve the equation in (3.10) with b and apply (3.7) we
get
1 ∗ u˙(t) = b ∗ f(t),
hence we have (3.9). 
Let us introduce the functions sµ(t) associated to a completely positive kernel
b. By [21, Proposition 4.5], for any µ > 0 there exists a unique positive and non-
increasing function sµ ∈ C1([0,∞)) such that
(3.11) sµ(t) + µb ∗ sµ(t) = 1, t ≥ 0.
Thanks to Lemma 3.3-(iv), equation (3.11) can be written as
(3.12) s˙µ(t) + k ∗ s˙µ(t) + µsµ(t) = 0, t ≥ 0, sµ(0) = 1 .
To estimate the entropy of the solutions to (1.1), for the non-local operator k ∗ u˙
we need an identity, which looks like an analogue of the chain rule, see [25].
Lemma 3.4. Assume k ∈ W 1,1loc (0,∞). Given U an open subset of R, Φ ∈ C1(U)
and u ∈W 1,1loc (0,∞), u(t) ∈ U on (0,∞), then for t ≥ 0
(i) Φ′(u(t))(k ∗ u˙)(t)
=k ∗
( d
dt
Φ(u)
)
(t) +
(
Φ(u(0))− Φ(u(t)) + Φ′(u(t))(u(t)− u(0)))k(t)
−
∫ t
0
(
Φ(u(t− s))− Φ(u(t))− Φ′(u(t))(u(t− s)− u(t)))k˙(s)ds.
(ii) For a non-negative and non-increasing kernel k, assuming also that Φ is
convex on U , we have
(3.13) k ∗
( d
dt
Φ(u)
)
(t) ≤ Φ′(u(t))(k ∗ u˙)(t), t ≥ 0.
Proof. (i) Due to the assumptions, we have for t ≥ 0
d
dt
(k ∗ u)(t) = k ∗ u˙(t) + k(t)u(0),
d
dt
(
k ∗ Φ(u))(t) = k ∗ ( d
dt
Φ(u)
)
(t) + k(t)Φ(u(0)).
The assertion follows by [25, Lemma 2.2] in virtue of the above identities.
(ii) As in [12, Corollary 6.1], by the convexity of Φ, taking into account that k ≥ 0
and k˙ ≤ 0, the last two terms on the right-hand side of the identity in (i) are
non-negative, so (3.13) follows. 
We also need a comparison result.
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Lemma 3.5. Assume that k ∈ W 1,1loc (0,∞) is non-negative and non-increasing.
Suppose that u, v ∈ W 1,1loc (0,∞) satisfy v(0) ≤ w(0) and there exists a constant
C > 0 such that
(3.14) v˙ + k ∗ v˙ + Cv ≤ 0, w˙ + k ∗ w˙ + Cw ≥ 0, on (0,∞).
Then v ≤ w on (0,∞).
Proof. The idea is essentially given in [25, Lemma 2.6]. Set z = v−w, we can apply
(3.13) to the convex function Φ(y) = 12y
2
+, where y+ := max{y, 0}, to get
d
dt
z2+ + k ∗
(
d
dt
z2+
)
(t) ≤ 2z+ (z˙ + k ∗ z˙) .
By (3.14) it follows
z˙ + k ∗ z˙ + Cz ≤ 0,
and hence
d
dt
z2+ + k ∗
(
d
dt
z2+
)
(t) + 2C z z+ ≤ 0.
Convolving with b and applying (3.20) we have
z2+ + 2Cb ∗ (z z+) ≤ 0.
Since by Lemma 3.3-(i) b is positive, thanks also to z+z = z
2
+, it follows
z2+ ≤ z2+ + 2Cb ∗ (z2+) ≤ 0, on (0,∞),
whence v ≤ w on (0,∞). 
3.3. Entropy and Logarithmic Sobolev Inequality. For α > 0 we denote by
dγα the Gaussian measure on Rd defined as
dγα(x) :=
( α
2pi
) d
2
e−
α|x|2
2 dx,
and set dγ(x) = dγ1(x). As well known, for a non-negative measurable function
f : Rd → R such that ∫Rd f | ln f |dγα <∞ (0 ln 0 := 0) the entropy of f is given by
(3.15) Entf :=
∫
Rd
f ln fdγα −
(∫
Rd
fdγα
)
ln
(∫
Rd
fdγα
)
.
Note that, by Jensen inequality applied to x lnx, it follows that Entf ≥ 0. Moreover,
Ent(cf) = cEnt(f), c > 0.
Let us recall the following Logarithmic Sobolev Inequality.
Proposition 3.6. Let f ∈ H1(γα) be. Then
(3.16) Ent(f2) ≤ 2
α
∫
Rd
|∇f |2dγα.
In particular f2 ln(f2) ∈ L1(γα). Moreover, the constant in (3.16) is optimal.
Proof. If α = 1 inequality (3.16) becomes
(3.17) Ent(f2) ≤ 2
∫
Rd
|∇f |2dγ.
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and the proof can be found in [10], see also [1, Proposition 5.5.1]. In the general
case α > 0, set fα(x) = f(
x√
α
) we observe that if f ∈ H1(γα), then fα ∈ H1(γ).
Therefore, thanks also to (3.17), we have
Ent(f2) =
∫
Rd
f2 ln(f2)dγα −
(∫
Rd
f2dγα
)
ln
(∫
Rd
f2dγα
)
=
∫
Rd
f2α ln(f
2
α)dγ −
(∫
Rd
f2αdγ
)
ln
(∫
Rd
f2αdγ
)
≤ 2
∫
Rd
|∇fα|2dγ = 2
α
∫
Rd
∣∣∣∇f ( x√
α
) ∣∣∣2dγ = 2
α
∫
Rd
|∇f |2dγα.
The optimality of the constant in the general case α > 0 follows by the optimality
in the case α = 1. 
The following result gives the formulation of the Logarithmic Sobolev Inequality
in terms of the Fisher information
∫
Rd
|∇g|2
g
dγα, where g ∈ H1(γα), g ≥ 0 dγα-
a.e., see [1, p. 237].
Lemma 3.7. Let C > 0. The following assertions are equivalent.
(a) The Logarithmic Sobolev Inequality holds
Ent(f2) ≤ C
∫
Rd
|∇f |2dγα, for any f ∈ H1(γα).
(b) The Entropy-Fisher Information Inequality holds
Ent(g) ≤ C
4
∫
Rd
|∇g|2
g
dγα, for any g ∈ H1(γα), g ≥ 0 dγα − a.e..
3.4. Proof of Theorem 1.1. Here we establish the well-posedness of the integro-
differential problem
(3.18)
{
u˙(t) + k ∗ u˙(t) = Lαu(t), t > 0
u(0) = u0 .
where the kernel k satisfies the conditions
(3.19) k ∈W 1,1loc (0,∞) ∩ L1(0,∞), k is non-negative and non-increasing,
and Lα is the Ornstein-Uhlenbeck operator defined by (3.1).
Proof of Theorem 1.1. Due to the assumption (3.19) on the kernel k, the unique
solution b ∈W 2,1loc (0,∞) of the integral equation
(3.20) b(t) +
∫ t
0
k(t− s)b(s)ds = 1, t > 0,
is a completely positive kernel, see Section 3.2. By Lemma 3.3-(iv) for any u0 ∈
D(Lα) we have that u ∈ C1([0,∞);L2(γα)) ∩ C([0,∞);D(Lα)) is a solution of
(3.18) if and only if u ∈ C([0,∞);D(Lα)) is the solution of the integral equation
(3.21) u(t) = u0 +
∫ t
0
b(t− s)Lαu(s)ds, t ≥ 0.
Therefore, to solve (3.18) it is sufficient to prove the well-posedness for (3.21). To
this end, we show that there exists the resolvent for (3.21), that is a family {S(t)}t≥0
of linear bounded operators in L2(γα) such that
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(1) S(0) = I and for u0 ∈ L2(γα) the map t 7→ S(t)u0 is continuous;
(2) for u0 ∈ D(Lα) and t ≥ 0, one has S(t)u0 ∈ D(Lα), LαS(t)u0 = S(t)Lαu0 and
(3.22) S(t)u0 = u0 +
∫ t
0
b(t− s)LαS(s)u0ds, t ≥ 0.
First, we note that by Lemma 3.3-(iii) b is a kernel of positive type. Since Lα
generates an analytic semigroup (see Subsection 3.1), we can apply [21, Corollary
3.1] to have that equation (3.21) is parabolic. Moreover, in order to apply [21,
Theorem 3.1], we have to show that b is 1-regular, i.e. there exists C > 0 such that
|λb̂′(λ)| ≤ C |̂b(λ)| for all <λ > 0. Indeed, thanks to (3.8) we have
λb̂′(λ)
b̂(λ)
= −1 + (λk̂(λ))
′
1 + k̂(λ)
.
Now, also by an integration by parts we get
(λk̂(λ))′ = k̂(λ)− λ
∫ ∞
0
e−λttk(t)dt = −t̂k˙(λ) ,
and hence
λb̂′(λ)
b̂(λ)
=
t̂k˙(λ)− 1
1 + k̂(λ)
.
To prove the boundedness of the right hand-side, thanks to k ∈ L1(0,∞), by
Riemann-Lebesgue lemma we have k̂(λ)→ 0 as |λ| → ∞. This implies that 1+k̂(λ)
is bounded from below on {<λ > 0}. In addition, integrating by parts we get
|t̂k˙(λ)| ≤ −
∫ ∞
0
e−<λttk˙(t) dt
= −<λ
∫ ∞
0
e−<λttk(t) dt+
∫ ∞
0
e−<λtk(t) dt ≤
∫ ∞
0
k(t) dt ∀ <λ > 0.
Therefore we have that b is 1-regular. By Theorem [21, Theorem 3.1] we deduce
the existence of the resolvent for the integral equation (3.21), that is a family
{S(t)}t≥0 of linear bounded operators in L2(γα) satisfying the conditions (1)− (2).
In particular, for any u0 ∈ D(Lα) the function S(t)u0 is the solution of (3.21), and
hence S(t)u0 is the strong solution of (3.18).
Moreover, if u0 ∈ L2(γα) S(t)u0 is the weak solution of (3.18), since
S(t)u0 = lim
k→∞
S(t)u0k in L
2(γα),
for any sequence {u0k} in D(Lα) such that u0k −→
k
u0 in L
2(γα).
In addition, if we assume u0 ≥ 0 dγα– a.e., since b is a completely positive kernel
and Lα generates a positive semigroup on L
2(γα), then by [20, Theorem 5] we have
S(t)u0 ≥ 0 dγα– a.e., for any t ≥ 0 . 
3.5. Proof of Theorem 1.2. In this subsection we show a sharp rate decay for
the entropy of the solutions to problem (3.18) with the integral kernel k satisfying
(3.19).
To prove the statement we need the following two lemmas.
Lemma 3.8. For any u0 ∈ L2(γα), u0 ≥ ε > 0 dγα– a.e., the weak solution u to
problem (3.18) satisfies u(t) ≥ ε dγα– a.e. for any t ≥ 0.
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Proof. The assertion follows from Theorem 1.1, taking into account that the con-
stant ε is the unique solution to problem (3.18) when the initial condition is ε. 
Lemma 3.9 (Invariance). Let u0 ∈ L2(γα). Then, the weak solution u to problem
(3.18) satisfies
(3.23)
∫
Rd
u(t) dγα =
∫
Rd
u0dγα, for any t ≥ 0.
Proof. First, we consider u0 ∈ D(Lα). By Theorem 1.1 u is the strong solution to
problem (3.18). Integrating the equation in (3.18) over Rd, one has
d
dt
∫
Rd
u(t)dγα + k ∗
(
d
dt
∫
Rd
u(t)dγα
)
=
∫
Rd
Lαu(t)dγα.
Applying Lemma 3.1-(ii) with Φ ≡ 1 we get∫
Rd
Lαu(t)dγα = 0,
and hence
d
dt
∫
Rd
u(t)dγα + k ∗
(
d
dt
∫
Rd
u(t)dγα
)
= 0.
Thanks to the uniqueness of the solutions of integral equations (3.3), we have
d
dt
∫
Rd
u(t)dγα ≡ 0,
that is (3.23).
The general assertion for u0 ∈ L2(γα) follows by means of approximation argu-
ments. 
Proof of Theorem 1.2. First, we prove the statement assuming the initial datum u0
more regular, that is
(3.24) u0 ∈ D(Lα), u0 ≥ ε dγα − a.e..
By Theorem 1.1 problem (3.18) admits a unique strong solution u. Moreover,
thanks to Lemma 3.8 one has u(t) ≥ ε dγα– a.e. for any t ≥ 0. Therefore, we can
apply inequality (3.13) with Φ(τ) = τ log(τ), τ > 0, to get
d
dt
Φ(u(t)) + k ∗
( d
dt
Φ(u)
)
(t) ≤ Φ′(u(t))(u˙+ k ∗ u˙)(t).
Integrating the above inequality, thanks also to the equation in (3.18), we obtain∫
Rd
d
dt
Φ(u(t)) + k ∗
( d
dt
Φ(u)
)
(t) dγα
≤
∫
Rd
Φ′(u(t))
(
u˙+ k ∗ u˙)(t) dγα = ∫
Rd
Φ′(u(t))Lαu(t) dγα.
Since Φ′(u(t)) = lnu(t) + 1 ∈ L2(γα) and Φ′′(u(t)) = 1u(t) ∈ L∞(γα), one can apply
Lemma 3.1-(ii) to have
(3.25)
∫
Rd
Φ′(u(t))Lαu(t) dγα = −
∫
Rd
|∇u(t)|2
u(t)
dγα,
and hence
(3.26)
∫
Rd
d
dt
Φ(u(t)) + k ∗
( d
dt
Φ(u)
)
(t) dγα ≤ −
∫
Rd
|∇u(t)|2
u(t)
dγα.
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By (3.16) applied to the function
√
u(t) we have
−
∫
Rd
|∇u(t)|2
u(t)
dγα ≤ −2αEnt(u(t)).
Combining the above inequality with (3.26) one has∫
Rd
d
dt
Φ(u(t)) + k ∗
( d
dt
Φ(u)
)
(t) dγα ≤ −2αEnt(u(t)).
Since
Ent(u(t)) =
∫
Rd
Φ(u(t))dγα − Φ
(∫
Rd
u(t)dγα
)
and by Lemma 3.9 the function
∫
Rd u(t)dγα is constant, we have
(3.27)
d
dt
Ent(u(t)) =
∫
Rd
d
dt
Φ(u(t)).
Therefore
d
dt
Ent(u(t)) + k ∗
( d
dt
Ent(u)
)
(t) + 2αEnt(u(t)) ≤ 0.
Finally, taking into account (3.12) for µ = 2α, that is
s˙2α(t) + k ∗ s˙2α(t) + 2αs2α(t) = 0, s2α(0) = 1 ,
we can apply Lemma 3.5 to obtain inequality (1.11) for any u0 satisfying (3.24).
In the general case we consider u0 ∈ L2(γα), u0 ≥ 0 dγα– a.e., and u the weak
solution to problem (3.18). By means of the usual techniques of convolution and
cut-off we can construct a sequence {u0k} of functions belonging to C∞c (Rd) such
that
u0k ≥ 0 dγα − a.e. and u0k −−−−→
k→∞
u0 in L
2(γα).
Since u0k +
1
k satisfy (3.24), denoted by uk the strong solution to problem (3.18)
with initial datum u0k +
1
k , we have
(3.28) Ent(uk(t)) ≤ s2α(t)Ent
(
u0k +
1
k
)
, k ∈ N.
Thanks to uk(t) −→
k
u(t) in L2(γα), up to extract a subsequence, we can assume
that uk(t) −→
k
u(t) dγα– a.e. and |uk(t)| ≤ w(t), with w(t) ∈ L2(γα). Since for
some C > 0 one has τ | ln τ | ≤ C(1 + τ2), τ > 0, we can apply Lebesgue dominated
convergence theorem to get
lim
k→∞
Ent(uk(t)) = Ent(u(t)).
Similarly, applying again Lebesgue dominated convergence theorem, we also have
lim
k→∞
Ent
(
u0k +
1
k
)
= Ent(u0),
and hence, letting k →∞ in (3.28), we obtain that inequality (1.11) holds.
To prove the optimality of the constant, we assume that, for u0 satisfying (3.24)
and some µ > 0, we have
(3.29) Ent(u(t)) ≤ sµ(t)Ent(u0), t ≥ 0.
Computing (3.27) at t = 0, thanks also to (3.18) and (3.25) for t = 0, one obtains,
(3.30)
d
dt
Ent(u(t))
∣∣∣
t=0
=
∫
Rd
Φ′(u0)Lαu0dγα = −
∫
Rd
|∇u0|2
u0
dγα.
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To estimate the left-hand side of (3.30), we note that by (3.29) it follows
Ent(u(t))− Ent(u0) ≤
(
sµ(t)− 1
)
Ent(u0),
and hence, dividing for t > 0 and sending t ↓ 0, we obtain
(3.31)
d
dt
Ent(u(t))
∣∣∣
t=0
≤ s˙µ(0)Ent(u0).
Combining (3.30) with (3.31) and taking into account that s˙µ(0) = −µ, see (3.12),
we get
(3.32) Ent(u0) ≤ 1
µ
∫
Rd
|∇u0|2
u0
dγα,
that is, the Entropy-Fisher Information Inequality holds for u0 satisfying (3.24).
To apply Lemma 3.7 we have to prove (3.32) for any u0 ∈ H1(γα). To this end,
first we fix u0 ∈ D(Lα), u0 ≥ 0 dγα– a.e.. Since (3.32) holds for u0 + 1k , k ∈ N, we
have
Ent
(
u0 +
1
k
)
≤ 1
µ
∫
Rd
|∇u0|2
u0 +
1
k
dγα ≤ 1
µ
∫
Rd
|∇u0|2
u0
dγα.
By Lebesgue dominated convergence theorem, letting k →∞ in the above inequal-
ity we obtain (3.32). Using again usual approximation arguments we deduce that
(3.32) also holds for any u0 ∈ H1(γα), u0 ≥ 0 dγα– a.e.. Finally, we are able
to apply Lemma 3.7: the Logarithmic Sobolev Inequality holds with constant 4µ .
Therefore, since the constant 2α in (3.16) is optimal, then we get
2
α ≤ 4µ , that is
µ ≤ 2α.

4. Conclusions and extensions
In this article we study the effect of a time memory on the entropy decay of
solutions to (1.1). Our main results concern the well-posedness and optimal entropy
decay, see Theorems 1.1 and 1.2. Our assumption (1.2) on k allows us to consider
the stretched exponential functions (1.3), Caputo-Fabrizio operators and power-
law kernels (1.5). Theorem 1.2 shows that the entropy decay of solutions to (1.1)
is governed by the function s2α, which depends on the kernel k, because s2α is the
solution of the problem
(4.1) s˙2α(t) + k ∗ s˙2α(t) + 2αs2α(t) = 0, s2α(0) = 1 .
In Section 2, we explicitly compute the solution s2α of (4.1) when k(t) = νe
−t,
that is the case of Caputo-Fabrizio operators. For general stretched exponential
and power-law kernels we implement numerical schemes to examine the behaviuor
of s2α. As Figures 1 and 2 show, the effect of the memory in (1.1) weakens the
decay of the entropy with respect to the case without memory k ≡ 0, in accordance
with the physical behaviour of some materials, see [2].
The methods used in Section 3 seem flexible enough to study (1.1) in the case
the Ornstein-Uhlenbeck operator is replaced by the operator ∆−∇W ·∇ where W
is a potential. The latter type of operators and the relative Logarithmic Sobolev
Inequality have been considered in [15] under suitable assumptions on the potential
W . In this paper we consider the case W (x) = α2 |x|2.
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Another possible extension is the study of the decay of a Φ-entropy defined as
(4.2) EntΦf :=
∫
Rd
Φ(f)dγα − Φ
(∫
Rd
fdγα
)
,
where Φ : U → R and f takes its values in U , for details we refer to [1, Section 7.6].
In the case Φ(τ) = τ ln τ and U = (0,∞) the definition (4.2) coincide with (1.4).
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