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We study the distribution of work induced by the two-point measurement protocol for a driven
open quantum system. We first derive a general form for the generating function of work for
the total system, bearing in mind that the Hamiltonian does not necessarily commute with its
time derivative. Using this result we then study the first few moments of work by using the master
equation of the reduced system, invoking approximations similar to the ones made in the microscopic
derivation of the reduced density matrix. Our results show that, already in the third moment of
work, correction terms appear that involve commutators between the Hamiltonian and its time
derivative. To demonstrate the importance of these terms, we consider a sinusoidally, weakly driven
and weakly coupled open two-level quantum system, and indeed find that already in the third
moment of work the correction terms are significant. We also compare our results to those obtained
with the quantum jump method and find a good agreement.
PACS numbers: 42.50.Lc, 05.30.-d, 05.40.-a
I. INTRODUCTION
For microscopic systems driven out of equilibrium the
fluctuation theorems, e.g., Refs. 1–4, provide a power-
ful tool to analyze the thermodynamic nature of non-
equilibrium processes beyond the linear response regime.
When the microscopic system can be described in terms
of classical mechanics, the fluctuation theorems have
been examined for several systems5–11. However, when
described in terms of quantum mechanics, the situation
is more problematic. In quantum systems, it is far from
obvious how to treat certain thermodynamical quantities
such as work W that relate to the physical path of the
system rather than to the state (wave function).
Work appears in the classical Jarzynski equation (JE)
〈e−W/kBT 〉 = e−∆F/kBT , where ∆F is the free-energy
difference between the initial equilibrium and the final
states, and the brackets 〈·〉 denote averaging over an in-
finite number of repetitions. Trying to generalize the JE
to the quantum regime has caused much debate about
how to define W in a physically meaningful way. Earlier
quantum treatments of the JE were based on defining
a genuine work operator12–15. Yet since work is not a
traditional quantum observable16, the use of a quantum
work operator leads to corrections to the JE. It can be
recovered by another approach, known as the two-point
measurement protocol17–20, in which the energy of the
closed system is measured at the beginning and at the
end of the process and there is no dissipated heat. The
work of a single trajectory is then defined as the energy
difference of the final and initial measurement outcomes.
In the case of open systems assuming that the interaction
Hamiltonian is negligible, the energy measurement of the
total closed system can be approximated by measuring
the energy of the reduced system and the environment
separately.
In a recent paper21 the quantum jump method,
also known as the Monte Carlo wave function method
(MCWF), was proposed as an efficient way to discuss the
problem of determining the statistics of work in driven
quantum systems with dissipation. By interpreting a
jump between the eigenstates of the Hamiltonian as an
emission and absorption of a photon to the heat bath,
the total energy exchanged between the system and the
heat bath due to the jumps is then interpreted as heat.
The work can then be defined as the energy difference be-
tween the initial and final states of the system plus the
heat released to the heat bath. It should be noted that
with this definition a possible energetic contribution from
the interaction between the system and the heat bath was
not taken into account in work22,23.
In this paper, we analyze in detail the first few mo-
ments of work by using the master equation approach for
an open quantum system. To characterize the stochastic
nature ofW and its distribution, it is natural to consider
the moments of work instead of directly trying to calcu-
late exponential averages such as that in the JE, which is
a formidable task for open quantum systems in general.
The first moment gives the mean work done, the second
moment gives the variance and the third moment gives
the skewness of the work distribution for non-Gaussian
distributions. As the first step we derive the two-point
measurement protocol generating function without mak-
ing the implicit assumption in Ref. 24 that the total
system Hamiltonian commutes with its time derivative.
This result allows us to derive general expressions for the
2first three moments of work, which we compare with re-
sults obtained using the generating function of Ref. 24
(Eqs. (17),(18),(22) and (23) in Ref. 24). Our results
show that only the first two moments of work are iden-
tical in the two approaches above, and nontrivial correc-
tion terms appear to the third and higher moments when
the Hamiltonian does not commute with its time deriva-
tive. To study this issue in a specific case we consider the
weakly coupled and weakly driven open two-level quan-
tum system of Ref. 21, where we invoke approximations
similar to those used in the microscopic derivation of the
Lindblad equation of the reduced system. The test sys-
tem describes, for instance, a Cooper box coupled capac-
itively or a dc superconducting quantum interference de-
vice (dc-SQUID) coupled inductively to a calorimeter25.
When calculating the dynamics of the test system, we
neglect the interaction Hamiltonian in the energy mea-
surements. We indeed find that our results for the first
three moments are in agreement with the quantum jump
results. When comparing the two different generating
functions, we find a significant difference in the values of
the third moment.
The general results derived here are not restricted to
a Cooper box and a dc-SQUID, but can be used for var-
ious kinds of superconducting qubits26 and quantum dot
circuits27–29.
II. GENERATING FUNCTION AND MOMENTS
FOR WORK
In the two-measurement protocol for a closed quantum
system, the probability to measure energy E0 at time
t = 0 and Eτ at t = τ is of the form
30
P [Eτ , E0] = Tr{PˆEτ Uˆ(τ, 0)PˆE0 ρˆ0PˆE0 Uˆ
†(τ, 0)PˆEτ }, (1)
where Uˆ(τ, 0) = T← exp
(
− i
~
∫ τ
0
dtHˆ(t)
)
is the unitary
time evolution operator, T← describes the chronologi-
cal time ordering and the projection operators are given
by PˆEt = |Et〉〈Et|, where |Et〉 is the state correspond-
ing to the measurement result Et at time t. The cor-
responding generating function is the Fourier transform
of P [Eτ , E0]
24 (the calculation is also given in Appendix
A):
G(u) =
∑
E0,Eτ
eiu(Eτ−E0)P [Eτ , E0]
= Tr
{
Uˆu/2(τ, 0)¯ˆρ0Uˆ
†
−u/2(τ, 0)
}
, (2)
where
Uˆu(τ, 0) = e
iuHˆ(τ)Uˆ(τ, 0)e−iuHˆ(0); (3)
¯ˆρ0 =
∑
E0
PˆE0 ρˆ0PˆE0 , (4)
and ρˆ0 is the initial density matrix. If the initial density
matrix is diagonal in the first measurement basis, then
¯ˆρ0 = ρˆ0.
The differentiation of the evolution operator Uˆu(τ, 0)
[Eq. (3)] with respect to τ yields the following equation
of motion:
dUˆu(τ, 0)
dτ
=
(
−
i
~
Hˆ(τ) +
∞∑
n=1
(iu)n
n!
Cˆn(τ)
)
Uˆu(τ, 0),
(5)
where Cˆ1(τ) = ∂τ Hˆ(τ), Cˆ2(τ) =
[
Hˆ(τ), ∂τ Hˆ(τ)
]
,
Cˆ3(τ) =
[
Hˆ(τ),
[
Hˆ(τ), ∂τ Hˆ(τ)
]]
, etc. The generating
function can be then written as (see Appendix A)
G(u) =Tr
{
T→ exp
(∫ τ
0
dt
∞∑
n=1
(−1)n+1
(iu)n
n!2n
CˆHn (t)
)
× T← exp
(∫ τ
0
dt
∞∑
n=1
(iu)n
n!2n
CˆHn (t)
)
¯ˆρ0
}
, (6)
where the superscriptH indicates the Heisenberg picture,
i.e., CˆHn (t) = Uˆ
†(t, 0)Cˆn(t)Uˆ (t, 0). The moments of work
are then obtained by differentiating G(u) with respect to
u at u = 0:
〈Wn〉 = (−i)n
∂nG(u)
∂un
∣∣∣∣
u=0
. (7)
With the implicit assumption that [Hˆ(t), ∂tHˆ(t)] = 0
(Ref. 24), Cˆn = 0 for n > 1, and the generating function
becomes
G0(u) = Tr
{
T→ exp
(
i
u
2
∫ τ
0
dtPˆH(t)
)
× T← exp
(
i
u
2
∫ τ
0
dtPˆH(t)
)
¯ˆρ0
}
, (8)
where the power operator Pˆ (Ref. 22) is the time
derivative of the total Hamiltonian, i.e., PˆH(t) =
Uˆ †(t, 0)∂tHˆ(t)Uˆ(t, 0).
The generating functions of Eqs. (6) and (8) are equiv-
alent to the first order of u. Thus, both generating func-
tions trivially give the same expression for the first mo-
ment of work as
〈W 〉 =
∫ τ
0
dt1〈Pˆ
H(t1)〉. (9)
Although the generating functions of Eqs. (6) and (8)
differ already to second order in u, the expressions for the
second moment turn out to be equal as the corrections
given by Eq. (6) cancel out:
〈W 2〉 = 2
∫ τ
0
dt1
∫ t1
0
dt2Re
{
〈PˆH(t1)Pˆ
H(t2)〉
}
, (10)
where we have used the Hermiticity of Pˆ to further sim-
plify the expression. The same expressions for the first
3and second moment are also obtained by using the work
operator with and without the commutator of the Hamil-
tonian at different times15. However, for the third mo-
ment, the two generating functions give different results
as
〈W 3〉0 = 3
∫ τ
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3Re
{
〈PˆH(t1)Pˆ
H(t2)Pˆ
H(t3)〉
+ 〈PˆH(t3)Pˆ
H(t1)Pˆ
H(t2)〉
}
, (11)
〈W 3〉 = 〈W 3〉0 +
1
4
∫ τ
0
dt〈CˆH3 (t)〉
+
3
2
∫ τ
0
dt1
∫ t1
0
dt2Re
{
〈CˆH1 (t1)Cˆ
H
2 (t2)〉
}
, (12)
where 〈W 3〉0 denotes the third moment given by Eq. (8)
and 〈W 3〉 denotes the one given by our general expression
of Eq. (6). The moments given by Eq. (8) consist of
third-order correlation functions of the power operator.
In our result here, there are additional correction terms
that involve commutators between the Hamiltonian and
its time derivative, as expected. Such correction terms
appear also in the higher moments of work.
III. OPEN QUANTUM SYSTEM
To illustrate the importance of the results we have de-
rived here, let us consider the special case of a weakly
driven system, which is also weakly coupled to a heat
bath21. The total Hamiltonian is taken to be of the form
Hˆ(t) = HˆS(t) + HˆB + HˆC , (13)
where subscripts S,B, and C denote the system, bath,
and bath-system interaction (coupling) Hamiltonians, re-
spectively. Both the bath and the system-bath interac-
tion (coupling) Hamiltonians are assumed to be time in-
dependent. The system Hamiltonian HˆS(t) = Hˆ0 + Vˆ (t)
consists of a time-independent part Hˆ0 and a time-
dependent perturbative part Vˆ (t). Therefore, the time
derivative of the total Hamiltonian is simply given by
Pˆ (t) = ∂tHˆ(t) = ∂tVˆ (t). In principle, we can calculate
the moments of work from Eq. (6). However, already
all the correlation functions of the third moment cannot
be calculated just using the reduced density matrix ρˆ(t),
as the correlation functions contain the total Hamilto-
nian that does not depend only on the system degrees
of freedom but also on the bath degrees of freedom. To
proceed, we consider a specific model, where a two-level
system as in Ref. 21 is bilinearly coupled to a heat bath
of bosonic modes. The system Hamiltonian has the form
HˆS(t) = Hˆ0 + Vˆ (t); (14)
Hˆ0 = ~ω0aˆ
†aˆ; (15)
Vˆ (t) = λ(t)(aˆ† + aˆ), (16)
where a† = |e〉〈g| and a = |g〉〈e| are the creation and
annihilation operators, respectively, in the ground-state
(|g〉) and excited-state (|e〉) basis of the undriven system,
~ω0 is the energy separation of the two levels, and λ(t) is
the time-dependent drive. Further, the interaction and
bath Hamiltonians are assumed to be of the form
HˆC =
∑
k
(aˆ† + aˆ)⊗ (gkbˆ
†
k + g
∗
k bˆk); (17)
HˆB =
∑
k
~ωkbˆ
†
k bˆk, (18)
where gk is the coupling strength, and bˆk and bˆ
†
k are the
bath annihilation and creation operators associated with
energy ~ωk, respectively. For the total Hamiltonian Hˆ(t),
this implies [Hˆ(t), ∂tHˆ(t)] 6= 0. In the calculations, we
approximate the initial density matrix ¯ˆρ0 with the tensor
product of the system and bath density matrices, where
both the system and the heat bath start in thermal equi-
librium. That is, we neglect the interaction Hamilto-
nian in the energy measurements. Due to the weak driv-
ing and coupling to the heat bath, the evolution of the
two level system can be approximated with the follow-
ing Lindblad equation by invoking the Born-Markov and
secular approximations (see Appendix B):
dρˆ
dt
=−
i
~
[
HˆS(t), ρˆ(t)
]
+ Γ↓
(
ρee(t)|g〉〈g| −
1
2
{ρˆ(t), |e〉〈e|}
)
+ Γ↑
(
ρgg(t)|e〉〈e| −
1
2
{ρˆ(t), |g〉〈g|}
)
, (19)
where Γ↓ and Γ↑ = Γ↓e
−β~ω0 are the photon emission
and absorption transition rates, respectively, ρˆ(t) is the
density matrix of the reduced system in the Schro¨dinger
picture and ρkl(t) = 〈k|ρˆ(t)|l〉.
As the secular approximation neglects the fast oscillat-
ing coupling terms, the same master equation could have
been achieved by starting with the following form of the
interaction Hamiltonian:
HˆRWAC =
∑
k
gkaˆ⊗ bˆ
†
k + g
∗
kaˆ
† ⊗ bˆk, (20)
where the rotating wave approximation (RWA) has been
invoked. With this form of the interaction Hamiltonian
[Eq. (20)], the jumps can be easily interpreted as photon
emission and absorption to the bath. The usual quan-
tum jump method31–34 can then be used to calculate the
work distribution by interpreting the jumps as photon
exchange while neglecting the energetic contribution due
to HˆC .
The first two moments for the system can be calcu-
lated in the usual manner by using the master equation
of the reduced density matrix as the operators in the
correlation functions depend only on the system degrees
of freedom35,36. For the third moment 〈W 3〉, we can
simplify the expression by using the fact that the power
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FIG. 1. The numerical master equation results for the second
moment 〈W 2〉 as a function of time for two different cou-
pling strengths. Inset: The numerical results are compared
to the analytical approximation 〈W 2〉RWA achieved with the
additional RWA. The driving is assumed to be in resonance
with ω0, i.e., ω = ω0, β~ω0 = 2.0, and λ0 = 0.05~ω0. The
oscillation in the numerical results is caused by the fast os-
cillating terms of the drive. These are neglected in the an-
alytical results by invoking the additional RWA. Inset: The
oscillation for both coupling strengths is almost identical up
to ω0τ = 10pi.
operator Pˆ (t) and the interaction Hamiltonian HˆC [Eq.
(17)] commute,
〈W 3〉 = 〈W 3〉0 +
1
4
∫ τ
0
dt〈
[
HˆS(t),
[
HˆS(t), Pˆ (t)
]]
〉
+
3
2
∫ τ
0
dt1
∫ t1
0
dt2Re
{
〈Pˆ (t1)
[
HˆS(t2), Pˆ (t2)
]
〉
}
+
1
4
∫ τ
0
dt〈
[
HˆC(t),
[
HˆS(t), Pˆ (t)
]]
〉
≡ 〈W 3〉S + 〈W
3〉S+B, (21)
where 〈W 3〉S is given in the first two lines of the above
equation and consists of the correlation functions that
include only system operators. The interesting part is
the second term 〈W 3〉S+B that contains also operators
that depend on the bath degrees of freedom,
〈W 3〉S+B =
1
4
∫ τ
0
dt〈
[
HˆC(t),
[
HˆS(t), Pˆ (t)
]]
〉. (22)
We can estimate the term 〈W 3〉S+B by invoking ap-
proximations similar to those used in the derivation of the
corresponding master equation (see Appendix C), yield-
ing
〈W 3〉S+B ≈
~
2ω0
2
(Γ↑ + Γ↓)
∫ τ
0
dtλ˙(t)Im {ρeg(t)} .(23)
Equation (23) does not contain any bath degrees of free-
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FIG. 2. Comparison of the quantum jump method and
master-equation results for the first three moments for dif-
ferent coupling amplitudes. The solid and dashed lines cor-
respond to the analytical results with the additional RWA,
the dots correspond to the numerical quantum jump results,
and the crosses correspond to the numerical master-equation
data. The driving is assumed to be in resonance with ω0, i.e.,
ω = ω0, β~ω0 = 2.0, λ0 = 0.05~ω0, and the drive lasts for
10 cycles, i.e., ωτ = 20pi. The numerical results are calcu-
lated with 104 time steps. The quantum jump results consist
of 106 realizations. The numerical master-equation and quan-
tum jump results give a good agreement within the numerical
accuracy: The largest difference in 〈W n〉/(~ω0)
n is less than
0.0032.
dom and can be calculated by solving the dynamics of
the reduced system. With this form of 〈W 3〉S+B, the
first three moments of work can be calculated numeri-
cally by using the master equation for a weak λ(t).
In the case of a simple sinusoidal resonance drive
λ(t) = λ0 sin(ω0t), 〈W
3〉S+B can be further approxi-
mated by changing to the interaction picture and ne-
glecting the fast oscillating terms:
〈W 3〉S+B ≈
λ0~
2ω20
4
(Γ↑ + Γ↓)
∫ τ
0
dtIm
{
ρIeg(t)
}
,(24)
where ρˆI(t) is the density matrix of the reduced system
in the interaction picture with respect to Hˆ0 + HˆB and
ρIeg(t) = 〈e|ρˆ
I(t)|g〉.
For the sinusoidal resonance drive, we can simplify the
analytical calculations of the correlation functions of the
work moments with an additional rotating wave approx-
imation. By neglecting the fast oscillating terms, the
power operator simplifies to the form Pˆ I(t) ≈ λ0ω0(aˆ +
aˆ†)/2 in the interaction picture. Using the regression
theorem37, we can then calculate analytical approxima-
tions for the moments of work.
The regression theorem results with the additional
RWA were found to give an excellent agreement with
the numerical master equation results when the driving
period τ consists of full or half cycles. When the driving
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FIG. 3. Test of the standard fluctuation dissipation theorem
(〈W 2〉RWA/〈W 〉RWA = ~ω0 coth(β~ω0/2) for different coupling
and driving amplitudes. Here, the driving is assumed to be
in resonance with ω0, i.e., ω = ω0, β~ω0 = 2.0, and the drive
lasts for 10 cycles, i.e., ωτ = 20pi. As expected, significant
deviations start appearing with increased coupling and drive.
period is not ω0τ = npi, where n is an integer, then there
can be a small difference between the regression theorem
results and the numerical master equation results. This
difference is due to the oscillation caused by the fast oscil-
lation terms of the drive for the latter and is illustrated in
Fig. 1 for the second moment 〈W 2〉 with λ0 = 0.05~ω0.
As the oscillation is caused by the fast oscillating terms
of the drive, the deviation becomes larger when the value
of λ0 is increased.
We also compared the values of the first three mo-
ments of G(u) [Eq. (6)] to the quantum jump results.
Our results and the quantum jump method results are in
good agreement within the numerical accuracy for all of
the first three moments independently of the parametric
values, as illustrated in Fig. 2. We also calculated and
found our results to be in agreement with the general-
ized master-equation results24,38. The results are also in
accordance with the ones of Ref. 39.
The third moments of both generating functions (Eqs.
(6) and (8)) are presented in Fig. 2 as well. Clearly,
the third moment without the correction, 〈W 3〉0, differs
greatly from 〈W 3〉 and the quantum jump results even
in the case of no coupling to the heat bath. From the
correction terms, the term 〈W 3〉S+B [Eq. (23)] was found
to be several orders of magnitude smaller than 〈W 3〉0 for
the weakly driven system here. In the regression theorem
results with the additional RWA, 〈W 3〉S+B [Eq. (24)] is
always zero, as the density matrix remains real in the
interaction picture.
In Fig. 3, we further illustrate the expected devia-
tion from the standard fluctuation dissipation theorem40
(FDT) 〈W 2〉RWA/〈W 〉RWA = ~ω0 coth(β~ω0/2) for
large drive amplitudes and coupling strengths. From
Fig. 3, we see that the FDT is valid not only in
the linear response regime (λ0 → 0) but also in the
limit of no coupling (Γ↓ → 0) with arbitrary drive
amplitude within this model. In the case of no cou-
pling, the probability to end up in the excited state
when starting from the ground state, denoted as pge =
|〈e|Uˆ(τ, 0)|g〉|2, is exactly the same as the probability
to end up in the ground state when starting from the
excited state, peg. Hence, 〈W
n〉 = (~ω0)
nρgg(0)pge +
(−~ω0)
nρee(0)peg = (~ω0)
npge(ρgg(0) + (−1)
nρee(0)),
which immediately gives the FDT when we start from
thermal equilibrium.
For small values of λ0 and Γ↓, the deviation from the
FDT increases almost parabolically when the drive am-
plitude λ0 increases and the transition rate Γ↓ remains
constant for small values of λ0 and Γ↓. This can be
seen by Taylor expanding 〈W 2〉RWA/〈W 〉RWA around
(λ0,Γ↓) = (0, 0),
〈W 2〉RWA/〈W 〉RWA = ~ω0 coth(β~ω0/2)
+~ω0Γ↓
λ20τ
3
60~2
(1− e−β~ω0)(1− Γ↓
τ
6
(1 + e−β~ω))
+O((Γ↓τ)
3) +O((λ0τ/~)
4). (25)
This expansion is valid up to Γ↓, λ0/~ . 0.01ω0 in Fig.
3 as the higher-order terms become important already
when Γ↓, λ0/~ = 0.01ω0, due to the high number of drive
cycles.
IV. SUMMARY AND CONCLUSIONS
In summary, we have examined in detail the distribu-
tion of work done when a two-measurement protocol is
applied to a driven open quantum system. To this end,
we have first derived a general form for the generating
function of work and studied the first three moments of
work by using the master equation of the reduced system
and invoking approximations similar to the ones made in
the microscopic derivation of the reduced density matrix.
We have compared our results to the earlier derivations24
that were carried out implicitly assuming that the total
Hamiltonian and its time derivative commute and have
shown that there is a significant difference already in the
case of the third moment. This emphasizes the impor-
tance of properly evaluating the higher moments of work,
which are needed to check fluctuation relations such as
the JE. To make our results concrete, we have consid-
ered a weakly driven and weakly coupled two-level sys-
tem by using a number of different techniques, including
the quantum jump method. Our results demonstrate the
influence of the correct choice of the generating function
already in the results for the third moment of work dis-
tribution.
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Appendix A: Generating function of the two-point
measurement protocol
In the two-measurement protocol for a closed quantum
system, the probability to measure E0 at time t = 0 and
Eτ at t = τ is of the form
P [Eτ , E0] = Tr{PˆEτ Uˆ(τ, 0)PˆE0 ρˆ0PˆE0 Uˆ
†(τ, 0)PˆEτ },
(A1)
where Uˆ(τ, 0) = T← exp
(
− i
~
∫ τ
0 dtHˆ(t)
)
is the unitary
time evolution operator, T← describes the chronological
time ordering, and the projection operators are given by
PˆEt = |Et〉〈Et|, where |Et〉 is the state corresponding to
the measurement result Et at time t. The corresponding
generating function is given by24
G(u) =
∑
E0,Eτ
eiu(Eτ−E0)P [Eτ , E0] (A2)
=
∑
Eτ
Tr
{
Uˆ(τ, 0)
∑
E0
(
e−i(u/2)E0 PˆE0 ρˆ0PˆE0e
−i(u/2)E0
)
× Uˆ †(τ, 0)PˆEτ e
iuEτ
}
= Tr
{
Uˆ(τ, 0)e−i(u/2)Hˆ(0) ¯ˆρ0e
−i(u/2)Hˆ(0)Uˆ †(τ, 0)eiuHˆ(τ)
}
= Tr
{
Uˆu/2(τ, 0)¯ˆρ0Uˆ
†
−u/2(τ, 0)
}
, (A3)
where
Uˆu(τ, 0) = e
iuHˆ(τ)Uˆ(τ, 0)e−iuHˆ(0); (A4)
¯ˆρ0 =
∑
E0
PˆE0 ρˆ0PˆE0 , (A5)
and ρˆ0 is the initial density matrix. If the initial density
matrix is diagonal in the first measurement’s basis, then
¯ˆρ0 = ρˆ0. In the case of energy measurement this means
that if the total system Hamiltonian Hˆ(0) commutes with
ρˆ0, e.g., the density matrix is diagonal in the eigenbasis
of Hˆ(0), then ¯ˆρ0 = ρˆ0.
With the assumption [Hˆ(t), ∂tHˆ(t)] = 0, the evolution
operator Uˆu(τ, 0) satisfies the following equation of mo-
tion:
d
dτ
Uˆu(τ, 0) = −
i
~
(Hˆ(τ) − ~u
∂Hˆ(τ)
∂τ
)Uˆu(τ, 0). (A6)
Since Uˆu(0, 0) = 1ˆ, Uˆu(τ, 0) can be expressed as
Uˆu(τ, 0) = T← exp
[
−
i
~
∫ τ
0
dt
(
Hˆ(t)− ~u
∂
∂t
Hˆ(t)
)]
.
(A7)
However, contrary to Ref. 24, this solution41 is not
the general one due to the implicit assumption that
[Hˆ(t), ∂tHˆ(t)] = 0. With this form of Uˆu/2(τ, 0), the
generating function simplifies to
G0(u) = Tr
{
T← exp
[
−
i
~
∫ τ
0
dt
(
Hˆ(t)− ~
u
2
∂
∂t
Hˆ(t)
)]
¯ˆρ0
× T→ exp
[
i
~
∫ τ
0
dt
(
Hˆ(t) + ~
u
2
∂
∂t
Hˆ(t)
)]}
.
(A8)
Let us denote the time derivative of the total Hamiltonian
as the power operator Pˆ (t) = ∂Hˆ(t)/∂t. In order to get
an expression where the operators are expressed in the
Heisenberg picture, we can use the unitarity of Uˆ(τ, 0)
and calculate the equation of motion for the operators
Uˆ †(τ, 0)Uˆu/2(τ, 0) and Uˆ
†
−u/2(τ, 0)Uˆ(τ, 0). Changing to
this Heisenberg picture and using the periodicity of the
trace then gives the final form,
G0(u) =Tr
{
T→ exp
(
i
u
2
∫ τ
0
dtPˆH(t)
)
× T← exp
(
i
u
2
∫ τ
0
dtPˆH(t)
)
¯ˆρ0
}
, (A9)
where PˆH(t) = Uˆ †(t, 0)(∂Hˆ(t)/∂t)Uˆ(t, 0).
Without the assumption [Hˆ(t), ∂tHˆ(t)] = 0, the differ-
entiation of the evolution operator Uˆu(τ, 0) [Eq. (A4)]
with respect to τ yields
dUˆu(τ, 0)
dτ
=
(
−
i
~
Hˆ(τ) +
∞∑
n=1
(iu)n
n!
Cˆn(τ)
)
Uˆu(τ, 0),
(A10)
where Cˆ1(τ) = ∂τ Hˆ(τ), Cˆ2(τ) =
[
Hˆ(τ), ∂τ Hˆ(τ)
]
,
Cˆ3(τ) =
[
Hˆ(τ),
[
Hˆ(τ), ∂τ Hˆ(τ)
]]
, etc. Similarly,
dUˆ †u(τ, 0)
dτ
= Uˆ †u(τ, 0)
(
i
~
Hˆ†(τ) +
∞∑
n=1
(−iu)n
n!
Cˆ†n(τ)
)
(A11)
= Uˆ †u(τ, 0)
(
i
~
Hˆ(τ) −
∞∑
n=1
(iu)n
n!
Cˆn(τ)
)
.
(A12)
7Again, since Uˆu(0, 0) = Uˆ
†
u(0, 0) = 1ˆ, the operators
Uˆu(τ, 0) and Uˆ
†
u(τ, 0) can be expressed as follows:
Uˆu(τ, 0) = T← exp
[∫ τ
0
dt
(
−
i
~
Hˆ(t) +
∞∑
n=1
(iu)n
n!
Cˆn(t)
)]
;
(A13)
Uˆ †u(τ, 0) = T→ exp
[∫ τ
0
dt
(
i
~
Hˆ(t)−
∞∑
n=1
(iu)n
n!
Cˆn(t)
)]
.
(A14)
After changing to the Heisenberg picture described ear-
lier, the exact generating function reads
G(u) =Tr
{
T→ exp
(∫ τ
0
dt
∞∑
n=1
(−1)n+1
(iu)n
n!2n
CˆHn (t)
)
× T← exp
(∫ τ
0
dt
∞∑
n=1
(iu)n
n!2n
CˆHn (t)
)
¯ˆρ0
}
,
(A15)
where CˆHn (t) = Uˆ
†(t, 0)Cˆn(t)Uˆ (t, 0).
Appendix B: Calculation of the master equation
Let us denote the density matrix of the total system
with ρˆT (t). The density matrix of the reduced system
ρˆ(t) is obtained by tracing over the bath degrees of free-
dom,
ρˆ(t) = TrB {ρˆT (t)} . (B1)
Similarly, the density matrix of the bath ρˆB(t) is ob-
tained by tracing over the system degrees of freedom,
ρˆB(t) = TrS {ρˆT (t)} . (B2)
The Hamiltonian of the total closed system can be writ-
ten as
Hˆ(t) = Hˆ0 + HˆB + Vˆ (t) + HˆC . (B3)
Let us change to the interaction picture with respect to
(Hˆ0 + HˆB), denoted by the superscript I. We can write
the equation of motion for the total density matrix as
dρˆIT (t)
dt
= −
i
~
[
Vˆ I(t), ρˆIT (t)
]
−
i
~
[
HˆIC(t), ρˆ
I
T (0)
]
−
1
~2
∫ t
0
dt′
[
HˆIC(t),
[
Vˆ I(t′) + HˆIC(t
′), ρˆIT (t
′)
]]
.
(B4)
We will approximate the initial density matrix after
the first measurement with ρˆIT (0) = ρˆ
I(0)⊗ ρˆIB(0), where
both the system and the heat bath start in thermal equi-
librium. This approximation corresponds to that of ne-
glecting the interaction Hamiltonian in the energy mea-
surements. A similar approximation is done also in the
calculation of the moments. Tracing over the bath de-
grees of freedom, we get the following equation for the
reduced density matrix:
dρˆI(t)
dt
= −
i
~
[
Vˆ I(t), ρˆI(t)
]
−
i
~
TrB
{[
HˆIC(t), ρˆ
I(0)⊗ ρˆIB(0)
]}
−
1
~2
∫ t
0
dt′TrB
{[
HˆIC(t),
[
Vˆ I(t′) + HˆIC(t
′), ρˆIT (t
′)
]]}
.
(B5)
Let us denote the last term on the right hand side
of Eq. (B5) as χ(t). Invoking the Born approximation
[ρˆIT (t) = ρˆ
I(t) ⊗ ρˆIB(0)] and the Markov approximation,
it changes to
χ(t) = −
1
~2
∫ ∞
0
dt′TrB
{[
HˆIC(t),
[
Vˆ I(t′), ρˆI(t)⊗ ρˆIB(0)
]]
+
[
HˆIC(t),
[
HˆIC(t
′), ρˆI(t)⊗ ρˆIB(0)
]]}
. (B6)
The interaction Hamiltonian can be expressed as
HˆIC(t) =
∑
j Aˆ
I
j (t) ⊗ Bˆ
I
j (t), where Aˆ
I
j (t) acts on the
system degrees of freedom and BˆIj (t) acts on the bath
degrees of freedom. With this expression of HˆIC(t) and
assuming that TrB
{
BˆIj (t)ρˆ
I
B(0)
}
= 0, χ changes to the
form
χ(t) = −
1
~2
∫ ∞
0
dt′
∑
j,k
(
AˆIk(t)Aˆ
I
j (t
′)ρˆI(t) − AˆIj (t
′)ρˆI(t)AˆIk(t)
)
× TrB
{
BˆIk(t)Bˆ
I
j (t
′)ρˆIB(0)
}
+
(
ρˆI(t)AˆIj (t
′)AˆIk(t)− Aˆ
I
k(t)ρˆ
I(t)AˆIj (t
′)
)
× TrB
{
BˆIj (t
′)BˆIk(t)ρˆ
I
B(0)
}
. (B7)
For the system studied, the bath correlation functions
are given by
TrB
{
BˆI(t)BˆI(t′)ρˆIB(0)
}
=
∑
k
|gk|
2
[
eiωk(t−t
′)nk
+e−iωk(t−t
′)(nk + 1)
]
, (B8)
where BˆI(t) =
∑
k e
−iωktgkbˆ + e
iωktg∗k bˆ
† and nk is the
average number of photons with frequency ωk. The ex-
pression of χ can be simplified by taking into account
that
∫∞
0 dte
iωt = piδ(ω) + iP( 1ω ), where P denotes the
Cauchy principal value and the imaginary part only af-
fects the Lamb shift. By neglecting the Lamb shift and
invoking the secular approximation, i.e., neglecting the
8fast oscillating terms, we get
χ(t) = Γ↓
(
ρIee(t)|g〉〈g| −
1
2
{
ρˆI(t), |e〉〈e|
})
+ Γ↑
(
ρIgg(t)|e〉〈e| −
1
2
{
ρˆI(t), |g〉〈g|
})
, (B9)
where ρˆIkl(t) = 〈k|ρˆ
I(t)|l〉 and the transition rates are
given by
Γ↓ =
2pi
~2
∑
k
(nk + 1)|gk|
2δ(ω0 − ωk), (B10)
Γ↑ =
2pi
~2
∑
k
nk|gk|
2δ(ω0 − ωk), (B11)
and they satisfy the detailed balance Γ↑ = Γ↓e
−β~ω0.
With the approximation ρˆIT (0) = ρˆ
I(0)⊗ ρˆIB(0), the sec-
ond term on the right-hand side of Eq. (B5) goes to zero
due to TrB
{
BˆI(t)ρˆIB(0)
}
= 0. Thus, switching back
to the Schro¨dinger picture gives us the following master
equation:
dρˆ
dt
=−
i
~
[
HˆS(t), ρˆ(t)
]
+ Γ↓
(
ρee(t)|g〉〈g| −
1
2
{ρˆ(t), |e〉〈e|}
)
+ Γ↑
(
ρgg(t)|e〉〈e| −
1
2
{ρˆ(t), |g〉〈g|}
)
. (B12)
Appendix C: Calculation of 〈W 3〉S+B
Using the same notation as in the derivation of the
master equation, we can write the total density matrix
in the interaction picture with respect to (Hˆ0 + HˆB) as
ρˆIT (t) = ρˆ
I
T (0)−
i
~
∫ t
0
dt′
[
HˆIC(t
′) + Vˆ I(t′), ρˆIT (t
′)
]
.
(C1)
With this form of ρˆIT (t), the term inside the integral in
Eq. (22) can be written as
Ξ(t) ≡ 〈
[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
〉 (C2)
= TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
ρˆIT (t)
}
(C3)
= TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
ρˆIT (0)
}
−
i
~
∫ t
0
dt′TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
×
[
HˆIC(t
′) + Vˆ I(t′), ρˆIT (t
′)
]}
. (C4)
Again, we will approximate the initial density matrix
with ρˆIT (0) = ρˆ
I(0)⊗ ρˆIB(0), where both the system and
the heat bath start in thermal equilibrium. Using the
Born approximation [ρˆIT (t) = ρˆ
I(t) ⊗ ρˆIB(0)], we can ap-
proximate Ξ(t) with
Ξ(t) = TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
ρˆI(0)⊗ ρˆIB(0)
}
−
i
~
∫ t
0
dt′TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
×
[
HˆIC(t
′) + Vˆ I(t′), ρˆI(t′)⊗ ρˆIB(0)
]}
. (C5)
The interaction Hamiltonian can be written as HˆIC(t) =∑
j Aˆ
I
j (t)⊗Bˆ
I
j (t), where Aˆ
I
j (t) acts on the system degrees
of freedom and BˆIj (t) acts on the bath degrees of freedom.
Assuming TrB
{
BˆIj (t)ρˆ
I
B(0)
}
= 0, Ξ(t) reduces to
Ξ(t) = −
i
~
∫ t
0
dt′TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
×
[
HˆIC(t
′), ρˆI(t′)⊗ ρˆIB(0)
]}
. (C6)
Invoking the Markov approximation, the expression
changes to
Ξ(t) = −
i
~
∫ ∞
0
dt′TrS+B
{[
HˆIC(t),
[
HˆIS(t), Pˆ
I(t)
]]
×
[
HˆIC(t
′), ρˆI(t)⊗ ρˆIB(0)
]}
. (C7)
Expressing the interaction Hamiltonian as
HˆIC(t) =
∑
j Aˆ
I
j (t) ⊗ Bˆ
I
j (t) and denoting
QˆIj (t) =
[
AˆIj (t),
[
HˆIS(t), Pˆ
I(t)
]]
, Eq. (C7) changes
to the form
Ξ(t) = −
i
~
∑
j,k
∫ ∞
0
dt′
(
TrS
{
QˆIk(t)Aˆ
I
j (t
′)ρˆI(t)
}
× TrB
{
BˆIk(t)Bˆ
I
j (t
′)ρˆIB(0)
}
− TrS
{
AˆIj (t
′)QˆIk(t)ρˆ
I(t)
}
× TrB
{
BˆIj (t
′)BˆIk(t)ρˆ
I
B(0)
})
. (C8)
For the system studied, Ξ(t) reduces to
Ξ(t) = −i2ω0λ˙(t)
(
ρIeg(t)
∫ ∞
0
dt′e−iω0t
′
ξ(t, t′)
− ρIge(t)
∫ ∞
0
dt′eiω0t
′
ξ(t, t′)
)
, (C9)
where ρIeg(t) = 〈e|ρˆ
I(t)|g〉 and the term ξ(t, t′) =
TrB
{
BˆI(t)BˆI(t′)ρˆIB(0)
}
+TrB
{
BˆI(t′)BˆI(t)ρˆIB(0)
}
. Ne-
glecting the Lamb shift, we get
Ξ(t) = −i~2ω0λ˙(t)
(
ρIeg(t)e
−iω0t − ρIge(t)e
iω0t
)
(Γ↑ + Γ↓)
= 2~2ω0λ˙(t)Im
{
ρIeg(t)e
−iω0t
}
(Γ↑ + Γ↓) (C10)
= 2~2ω0λ˙(t)Im {ρeg(t)} (Γ↑ + Γ↓) . (C11)
9With this form of Ξ(t), 〈W 3〉S+B reduces to
〈W 3〉S+B ≈
~
2ω0
2
(Γ↑ + Γ↓)
∫ τ
0
dtλ˙(t)Im {ρeg(t)} .
(C12)
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