Abstract. We extend Igusa´s stationary phase method to the case of oscillatory integrals depending on several parameters. As a particular case, we obtain estimations for the modulus of Gaussian exponential sums depending on several parameters.
Introduction
Let f = (f 1 , . . . , f l ) : U → Q l p be an analytic mapping from an open and compact neighborhood U ⊂ Q n p of the origin, satisfying f (0) = 0, l ≤ n, and C f ⊂ f −1 (0), where C f is the critical set of f . Let Φ be a Schwartz-Bruhat function with support in U . In this paper we study the following type of p-adic oscillatory integrals:
where λ = (λ 1 , . . . , λ l ) ∈ Q l p , Ψ is a standard additive character on Q p , and |dx| denotes the normalized Haar measure on Q n p . If the f i are polynomials with coefficients in Z p , and Φ is the characteristic function of Z n p , then E Φ (λ) is just a Gaussian exponential sum depending on l parameters.
In the case l = 1, Igusa showed the existence of an asymptotic expansion of E Φ (λ), for |λ| p big enough, and thus he obtained an estimation of the type
for |λ| p big enough, where β f > 0 and d f ≥ 1, can be computed from the numerical data of an embedded resolution of singularities of the hypersurface f −1 (0), see [15] , [16] . In his book [16, pg. 32] Igusa posed the problem of estimating oscillatory integrals of type E Φ (λ) depending on l ≥ 2 parameters. Lichtin has extensively studied this problem in the Archimedean and Non-Archimedean cases, [17] - [20] . By constructing an embedded resolution of singularities of the divisor ∪ l i=1 f −1 i (0) and using local zeta functions in l-complex variables (or depending on l quasicharacters ω i ),
which were introduced in [22] , Lichtin obtained asymptotic expansions for Archimedean and Non-Archimedean oscillatory integrals for certain classes of analytic mappings in the cases l = 2, 3.
In [4] Cluckers established the existence of a decay rate for integrals of type E Φ (λ), when f is a morphism of restricted power series whose image has nonempty interior. In the case of polynomial mappings Cluckers, using a result of Chubarikov [3] , obtained an explicit decay rate for exponential sums depending on several parameters. This decay rate is general but not optimal, see [32, Remark 3.8] .
In this paper we show the existence of asymptotic expansions for oscillatory integrals of type E Φ (λ) depending on several parameters (cf. Theorem 4). In particular, we show the existence of linear forms
for L (λ) p := max 1≤i≤l |L i (λ)| p sufficiently large, where β (I f ) and d (I f ) are computed from a log-principalization of the ideal sheaf I f = (f 1 , . . . , f l ) associated to f . The parameters β (I f ), respectively d (I f ), play the role of oscillation index of f , respectively the multiplicity of it, in the classical terminology used in singularity theory [1] .
A key ingredient in the generalization of Igusa's method is the introduction of the following twisted local zeta function:
for Re(s) > 0, where f (x) p = max 1≤i≤l |f i (x)| p , and the 'twisting factor', χ l (ac f (x)), is defined by using a multiplicative character χ l of the unramified extension (Q p ) un l of Q p of degree l, and a certain basis of (Q p ) un l /Q p (see Definition 2.3). A list of the possible poles of the meromorphic continuation of Z Φ (s, χ l , f ) can be given in terms of the numerical data of a log-principalization of sheaf ideal
Local zeta functions Z Φ (s, χ l , f ) for the trivial character, i.e. χ l ≡ 1, were studied in [29] by Veys and the author, see also [24] , [27] , [28] , [33] , [34] . By using the notion of non-degeneracy for a mapping introduced in [29] , and the construction of the corresponding log-principalization, we give an explicit decay rate for oscillatory integrals associated to a no-degenerate mapping f with respect to its Newton polyhedron Γ (f ) when the distance from the origin to the boundary of Γ (f ) is greater than 1/l (see Theorem 5) . This results gives a multivariate version of a well-known bound for exponential sums associated with non-degenerate polynomial mappings, see [12] , [10] , [32] . We note that over R no such estimation is known for oscillatory integrals if l ≥ 2, the case l = 1 is due to Varchenko [26] .
Several new problems related with the zeta functions Z Φ (s, χ l , f ) can be posed, among them, the construction of a topological zeta function associated to f and χ l as the limit of Z Φ (s, χ l , f ) in sense of Denef -Loeser [11] . Also, it is natural to ask if the multivariate versions of Igusa and Denef-Sperber conjectures are valid (see [15] , [7] , [12] , [5] ). Recently Cluckers an Loeser developed a very general description of p-adic oscillating integrals (though, less specific) [6] . The class of mappings considered here is smaller than the one considered in [5] and [6] due to the hypothesis C f ⊂ f −1 (0). However, this hypothesis allow us to provide asymptotic expansions and explicit decay rates for p-adic oscillatory integrals in terms of geometric data, like in the case l = 1, this connection is the core of Igusa´s stationary phase method.
Preliminary Results
Let K be a p−adic field, i.e. [K : Q p ] < ∞. Let R be the valuation ring of K, P the maximal ideal of R, and K = R/P the residue field of K. The cardinality of the residue field of K is denoted by q, thus K = F q . For z ∈ K, ord (z) ∈ Z ∪ {+∞} denotes the valuation of z, and |z| K = q −ord(z) its absolute value. We set ac z := zπ −ord(z) , where π is a fixed local parameter of R. The absolute value |·| K can be extended to
be the unramified extension of degree l of K. Let R l be the ring the ring of integers of K un l , P l = πR l the maximal ideal of R l , and
the norm of the extension K un l /K, and ac z = zπ −ord(z) as before.
Canonical Bases.
A basis e 1 , · · · , e l of K un l /K is called canonical if all e j belong to R l , and for any x ∈ R l all the coefficients in the expansion
belong to the ring of integers R of K. A canonical basis can be constructed as follows. Let w 1 , · · · , w l ∈ R l be a set of representatives of residue classes from
. From now we fix a canonical basis e 1 , · · · , e l of K un l /K. We will identify K l with K un l by means of the following isomorphism: (2.1)
Note that
and then any locally constant function ϕ :
. Let |dx|, respectively |dx * |, denote the normalized Haar measure on K l , respectively on K un l . By uniqueness of the Haar measure and (2.2) we have
We denote by c (χ l ), respectively by c (χ), the conductor of χ l , respectively of χ. Recall that every character of R × has an extension to R × l with the same conductor (c.f. [2, Theorem 3, pg. 417] ).
x i e i . Formally, we take χ l (ac (0, · · · , 0)) = 0. By abuse of language, we will call a mapping of the form ω :
for some complex number s. Thus we can identify the 'quasicharacters' of K l \ {0}
with Ω (K un l ) × , and every quasicharacter ω is completely determined by a pair (χ l , z), z = q −ls ∈ C. We set
K n → C be a Schwartz-Bruhat function (with support in U in the second case). We associate to f , Φ, and χ l the following local zeta function:
for s ∈ C with Re(s) > 0, where | dx | is the Haar measure on K n normalized in such a way that R n has measure 1. We write Z(s, χ l , f ), when Φ is the characteristic function of R n . If χ l is the trivial character, i.e., if χ l = 1, we use the simplified notation Z Φ (s, f ).
× , see [16, pg. 121].
Log-principalization and Poles of Twisted Local Zeta Functions.
We state the version of log-principalization of ideals, in the context of p−adic analytic functions, that we will use in this paper. It follows from the results in [13] , see 5.11 in that paper (noticing that 'Property D' there is valid in the p−adic analytic setting). See also [14] , [30] for the classical version of this result.
Theorem 1 ([13]
). Let K be a p−adic field and U an open submanifold of K n . Let f 1 , . . . , f l be K−analytic functions on U such that sheaf ideal I f = (f 1 , . . . , f l ) is not trivial. Then there exists a log-principalization σ :
which is a composition of a finite number of blow-ups in closed submanifolds, and which is an isomorphism outside of the common zero set
where the E i are closed submanifolds of X K of codimension one, each equipped with a pair of positive integers (N i , v i ) satisfying the following. At every point b of X K there exist local coordinates (y 1 , . . . , y n ) on X K around b such that, if E 1 , . . . , E r are the E i containing b, we have on some neighborhood of b that E i is given by y i = 0 for i = 1, . . . , r, σ
, and
where ε (y), η (y) are units in the local ring O XK ,b of X K at b.
The (N i , v i ), i ∈ T , are called the numerical data of σ.
Theorem 2. The local zeta function Z Φ (s, χ l , f ) admits a meromorphic continuation to the complex plane as a rational function of q −s for every χ l . Furthermore, the poles have the form
where the (N i , v i ) are the numerical data of a log-principalization σ :
, and each N i divides the order of χ.
Proof. We pick a log-principalization σ of I f as in Theorem 1 and we use all notations that were introduced there. At every point b ∈ X K we can take a chart (V, φ V ) with coordinates (y 1 , . . . , y n ), which may be schrinked later when necessary. Let g(y) be a generator of σ On the other hand,
where each f i (y) is an analytic function on V . Furthermore, there exists at least
for y ∈ V , where a V is a constant, we have
on V . Therefore, by schrinking V , if necessary, we can assume that
is constant and that χ l (ac f (σ (y)) ) f (σ (y))
|y i | Nis on V . By using the fact that σ is proper, σ −1 (supp (Φ)) is compact open in X K , and the same reasoning used in the proof of Theorem 2.4 in [29] , we obtain (2.6)
where C α , D α are constants, and α runs through a finite set of indices. The conclusion is now obtained by computing the integral in the previous formula like in the case l = 1 (see [16, Lemma 8 
.2.1]).
Remark 1. Let U be a compact open subset of K n and let f = (f 1 , . . . , f l ) :
We take a log-principalization σ : X K → U as in Theorem 1 with numerical data (N i , v i ), i ∈ T . Let β := β (I f ) = min i vi Ni . By [29, Theorem 2.7], −β (I f ) is the real part of a pole of Z U (s, f ). In particular, β (I f ) depends only on I f . We set d := d (I f ) to be the maximal order of the poles of Z U (s, f ) with real part equals −β (I f ), then d (I f ) depends only on I f . The parameters β (I f ), respectively d (I f ), play the role of oscillation index of f , respectively the multiplicity of of it, in the classical terminology used in singularity theory, see [1] , [26] .
The Vanishing of Twisted Local Zeta Functions
(0), with l ≤ n, where
is the critical set of f .
Proof. The proof is a generalization of Igusa's proof for the case l = 1 (see [16, proof of Theorem 8.4.1]). We set
where (N i , v i ), i ∈ T , are the numerical data of a fixed log-principalization σ : X K → U of I f , as before. We use the same notation as in the proof of Theorem 2. By making V smaller we can assume that φ V (V ) is contained in π m0+1 R n for all V . Since χ l is not fixed we can only assume that |η (y)| K is constant on V . In the case when there are no components of the exceptional divisor passing thought b, i.e., when f * 
are in φ V (y) = (y 1 , · · · , y n ). This is permissible because l ≤ n and C f ⊆ f −1 (0). We set r for the number of components of the exceptional divisor of σ passing thought b, as before. In addition, we assume that y i = 0 is a local equation of the i-th component, for i = 1, · · · , r.
We set
for some e > m 0 , and c a constant belonging to π m0+1 R n .
We show that e (Φ) = m 0 + e is the constant announced in the statement of the theorem. By contradiction we assume that Z Φ (s, χ l , f ) = 0, for some χ l with c (χ l ) > e (Φ), then by (2.6) I (s, χ l ) = 0, for some c.
Consider first the case r = 0. In this case, I (s, χ l ) equals
Given z ∈ R l , we denote by z its reduction mod π. Set
Since {e i | i ∈ H} is a linearly independent subset over F q , w = 0 and then w ∈ R × l . We now identify (K) l with K un l by means of the isomorphism i defined in (2.1):
e i y i . By using z * = i (y) as a change of variables in (2.7), we have
where
We now consider the case r = 0. By expressing c + (π e R) l as a disjoint union of c ′ + π c(χ l ) R l and using c (χ l ) > e (Φ) ≥ e and I (s, χ l ) = 0, we have 
df denotes a Borel measure on the fiber induced by the Leray-Gelfand residue differential form. Note that the existence of a such measure requires that be f submersive and thus l ≤ n (c.f. [16, Theorem 7.6.1]). The local singular series F Φ (λ) is a locally constant function on K l \{0}. By identifying K un l and K l by isomorphism i, we define for
With the above notation, 
The results follows by the previous formula by identifying K un l and K l as before (see (2.3) ).
The above lemma asserts that Z Φ (s, χ l , f ) is the Mellin transformation of
be a finite subset, and let {m γ | γ ∈ B} be a given set of natural numbers.
× consists of all complex-valued functions F satisfying the following properties: 1) F is locally constant, i.e., for any x * ∈ (K un l ) × there exists a natural number
with locally constant coefficients on R 
is a polynomial in z and z −1 with complex coefficients, and 2) for almost all χ l , Z χ l (z) is identically zero.
Igusa showed that the Mellin transformation M gives an isomorphism between the spaces
and defines a function in F (K 
A second result of Igusa asserts that
admits an asymptotic expansion of the form [7] ). We note that −γ is a pole of Z χ l (z), with χ l = 1, or of 1 − q −ls−1 Z 1 (z), if χ l = 1, and m − 1 is less than or equal to the multiplicity of pole −γ. Moreover, all the poles −γ appear effectively in linear combination (2.11).
Main Result
where F Φ (x * ) is the local singular series corresponding to the mapping f : U −→ K l and Φ considered as a function on K un l \ {0}. Proposition 1. The function E Φ (u * ) admits an asymptotic expansion of the form
for sufficiently large |u
, where β runs through the poles of
, and each m − 1 is less than or equal to the multiplicity of pole β. Moreover, all the poles β appear effectively in linear combination (3.1). The functions a β,m are locally constant on R × l . Proof. By identifying the quasicharacters of
and using Theorem 3, we have
equals ω 1 F Φ (λ * ) times a constant, now since the Mellin transform is an isomorphism between the spaces
is the Fourier transform of F Φ (λ * ), applying (2.11) we obtain the asymptotic expansion (3.1).
Lemma 2. With the above notation
Proof. By identifying K un l and K l as before, we have
The results follows from the previous formula by Lemma 8.3.2 of [16] .
We define
, for i = 1, · · · , l, and Φ is the characteristic function of R n , we use the notation E (λ) instead of E Φ (λ). Furthermore, if λ i = π −mi u i , u i ∈ R × , with m i ∈ N, for i = 1, · · · , l, we have
where m (λ) := max 1≤i≤l m i , and thus λ K = q m(λ) . 2) For λ K sufficiently large
Theorem 4 (Main Result
where β (I f ) and d (I f ) are defined in Remark 1, and A is a constant.
Proof. We first note that
where b i = l j=1 u j T r K un l /K (e i e j ). For any λ = (λ 1 , · · · , λ l ) ∈ K l given, the system of equations l j=1 u j T r K un l /K (e i e j ) = λ i , for i = 1, · · · , l, has a solution, since det T r K un l /K (e i e j ) is the discriminant of the canonical basis e 1 , · · · , e l which is different from zero, and then u j = l i=1 A i,j λ i , for some A i,j ∈ K, and not all the A i,j are zero. Asymptotic expansion (3.2) follows from these observations and Proposition 1. Finally, estimation (3.3) follows from (3.2) by Remark 1.
