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The magnetic ground state of the quasi-one-dimensional spin-1 antiferromagnetic chain is sensitive
to the relative sizes of the single-ion anisotropy (D) and the intrachain (J) and interchain (J ′)
exchange interactions. The ratios D/J and J ′/J dictate the material’s placement in one or other of
three competing phases: a Haldane gapped phase, a quantum paramagnet and an XY-ordered state,
with a quantum critical point at their junction. We have identified [Ni(HF)2(pyz)2]SbF6, where pyz
= pyrazine, as a candidate in which this behavior can be explored in detail. Combining neutron
scattering (elastic and inelastic) in applied magnetic fields of up to 10 tesla and magnetization
measurements in fields of up to 60 tesla with numerical modeling of experimental observables, we
are able to obtain accurate values of all of the parameters of the Hamiltonian [D = 13.3(1) K,
J = 10.4(3) K and J ′ = 1.4(2) K], despite the polycrystalline nature of the sample. Density-
functional theory calculations result in similar couplings (J = 9.2 K, J ′ = 1.8 K) and predict that
the majority of the total spin population of resides on the Ni(II) ion, while the remaining spin
density is delocalized over both ligand types. The general procedures outlined in this paper permit
phase boundaries and quantum-critical points to be explored in anisotropic systems for which single
crystals are as yet unavailable.
I. INTRODUCTION
The possibility of arranging interacting magnetic mo-
ments in chains or planes has excited theorists and exper-
imentalists alike for many years. The pioneering work by
Kosterlitz and Thouless on XY -like spins in two dimen-
sions1,2, and by Haldane on integer-spin chains3,4 has had
far-reaching implications, culminating in the award of the
2016 Nobel Prize in Physics5. More recently, interest in
predicting and controlling the magnetic ground state of
S = 1 quantum magnets has been fueled by the realiza-
tion of a myriad of magnetic phases in a series of metal-
organic coordination compounds. This includes the ob-
servation of field-induced Bose-Einstein condensation in
NiCl2-4SC(NH2)2 [6–8], as well as the development of a
Haldane phase in both [Ni(C2H8N2)2NO2]ClO4 [9] and
[Ni(HF2)(3-Clpy)4]BF4 (Clpy = C5H4NCl = chloropy-
ridine) [10–12]. Ground-state diversity is attributable
to the interplay between the single-ion anisotropy (D)
and Heisenberg spin-exchange interactions (J) in these
materials, which are both determined (in part) by the
lattice geometry12. The flexibility offered by the crystal
structures of quasi-one dimensional coordination poly-
mers renders them ideal systems to advance our under-
standing of the quantum-critical phenomena associated
with S = 1 systems.
The magnetic ground state of a quasi-one-dimensional
(Q1D) S = 1 antiferromagnet (AFM) is particularly sen-
sitive to both the precise nature of D and its strength
compared to that of the intrachain Heisenberg spin-
exchange interaction10. The magnetic properties in a
magnetic field (B ≈ µ0H) are summarized by the Hamil-
tonian
H =
∑
<i,j>
JSi.Sj +
∑
<i,j′>
J ′Si.Sj′
+
∑
i
[
D(Szi )
2 + gµBSi.B
]
, (1)
where S is the spin of each ion (i), 〈i, j〉 denotes a sum
over nearest neighbors, J ′ is the strength of the interchain
interaction, a primed index in the summation describes
the interaction with a nearest neighbor in an adjacent
chain and g is the isotropic g-factor.
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2Unlike classical systems, ideal S = 1 chains (J ′ = 0)
are vulnerable to strong quantum fluctuations11, which
can have a profound influence on the magnetic ground
state and act to suppress long-range order. Quantum
Monte-Carlo (QMC) simulations predict that for easy-
plane anisotropy a Haldane ground state gives way to
quantum paramagnetism (QP) as the D/J ratio in-
creases, while the effects of J ′ are to alleviate the quan-
tum disorder and induce an XY -AFM (or Ne´el if D = 0)
ordered phase10. The three magnetic phases are expected
to converge at a quantum critical point (QCP) [13], lo-
cated at D/J = 0.97 for purely 1D chains12. Therefore,
the ability to measure J , J ′ and D precisely, in addition
to obtaining an unambiguous experimental determina-
tion of the magnetic ground state in real systems, is a
crucial step towards testing the theoretical predictions
of quantum phenomena in Q1D S = 1 chains. How-
ever, as we now describe, this has proved challenging in
the case of polycrystalline samples, particularly for those
systems in which the exchange and anisotropy energies
are similar in magnitude. It can often take time to hone
synthetic methods sufficiently to obtain single crystals
large enough for many measurement techniques. There-
fore it is frequently the newest, most exciting families of
materials that are most difficult to characterize.
In the absence of a magnetic field and strong spin-
exchange interactions, systems described by Eqn. 1 are
dominated by single-ion anisotropy. This energy term
acts to remove the spin-microstate degeneracy of param-
agnetic Ni(II) ions (ms = 0,±1) and is dependent upon
both the metal-ligand electronic structure and the spin-
density distribution. For hexa-coordinated Ni(II) coor-
dination complexes, this zero-field splitting (ZFS) of en-
ergy levels can result in a singlet (D > 0) or doublet
ground state with D-values that have been found to span
the range −32 ≤ D ≤ 20 K [14 and 15]. So long as
the Ni· · ·Ni spin-exchange interactions are weak, the D-
value in complexes of this type may be characterized by
magnetic susceptibility, magnetization, and heat capac-
ity measurements. However, a reliable estimation of both
the size and sign of D in polycrystalline samples is only
possible via these techniques if one can apply magnetic
fields of a sufficient strength to significantly align the
spins16. Electron-spin resonance (ESR) is also frequently
used to determine the anisotropy and can work well for
powdered samples, but only provided the frequency-field
combination that matches the ZFS can be achieved.
For exchange-coupled systems, the sensitivity of bulk
thermodynamic probes to the spin correlations further
complicates the extraction of a unique value for the
single-ion anisotropy. A resolution to this problem is
offered by a microscopic probe, such as inelastic neu-
tron scattering (INS), which is well suited to differenti-
ating the effects of spin-exchange interactions from those
of single-ion anisotropy. The origin of spin excitations
(spin-wave or crystal-field levels) may be discriminated
by their wave-vector (Q) and energy-transfer (E) depen-
dence17. In the past, successful treatment of INS data
has relied on instances of D-only models (ignoring J), as
found in high-nuclearity Mn(III) complexes18,19, J-only
models (ignoring D) in some Co(II) complexes20–22 or
J > D as determined in Q1D MnCl2(urea)2 [23]. To
the best of our knowledge, analysis of powder INS spec-
tra has not been successfully tested in multi-parameter
systems where D ≈ J until now. Without INS data,
density-functional theory (DFT) is often implemented to
validate thermodynamic parameters according to a pre-
scribed Hamiltonian (such as Eqn. 1). The results, how-
ever, are sensitive to the basis set employed and require
experimental support if one is to have confidence in the
outcome24–26.
Here we describe a complete experimental procedure to
determine the H,T phase diagram and all of the param-
eters of the spin Hamiltonian of [Ni(HF2)(pyz)2]SbF6,
despite the lack of suitable single crystals. This mate-
rial is composed of linear HF−2 pillars that mediate an
intrachain Ni—Ni exchange coupling (J), while bridg-
ing pyrazine ligands provide four equivalent interactions
(J ′) to neighboring chains27. The material enters an
AFM ordered phase below 12.2 K and exhibits D/J ≈ 1
along with a strong spatial exchange anisotropy (pre-
dicted from DFT to be J ′/J ≈ 0.1) [27]. It therefore pro-
vides a rare opportunity to study the magnetic proper-
ties of a system close to the three competing Q1D ground
states.
Below the ordering temperature, elastic neutron scat-
tering of [Ni(HF2)(pyz)2]SbF6 reveals that the zero-field
magnetic structure is that of a 3D XY -AFM ground
state. Based on this result, the anisotropic critical field
observed in powder magnetization measurements can
then be interpreted within an easy-plane, mean-field pic-
ture to initially estimate values of D = 13.1(3) K and
n〈J〉 = 22.1(2) K (n = number of magnetic nearest
neighbors and 〈J〉 = average spin-exchange interaction
strength). Applying Eqn. 1 in SPINW28, we model pow-
der INS spin-wave spectra to deconvolute the two dis-
tinct AFM contributions to n〈J〉 to yield J = 10.4(3) K
and J ′ = 1.4(2) K that we assign to Ni—FHF—Ni and
Ni—pyz—Ni interactions, respectively. Given these pa-
rameters, we find good agreement with the predictions of
QMC calculations for the low-temperature phase and this
result is used to explain the form of the field-temperature
phase diagram revealed by heat capacity and magne-
tization measurements. We compare these parameters
to those obtained from low-field magnetic susceptibil-
ity measurements and demonstrate the shortcomings in
modeling these data in the absence of other informa-
tion. Lastly, we provide a detailed analysis of the spin-
density distribution and exchange-coupling constants as
predicted by periodic DFT calculations.
3II. EXPERIMENTAL METHODS
A. Design strategy
The tunability offered by metal-organic systems ren-
ders them ideal testbeds for which to investigate numer-
ous quantum theories relevant to reduced-dimensionality
physics. Our current endeavors are focused on M(II)-
based [M = Co (S = 32 ), Ni (S = 1), Cu (S =
1
2 )] co-
ordination polymers, self-assembled from strong charge-
assisted H-bonds (e.g., F· · ·H· · ·F) [10, 11, 27, 29–
37]. Weaker O-H· · ·F types have also been exam-
ined38–44. The use of crystal engineering to man-
age such interactions is a promising path forward in
the experimental search for exotic phases of quan-
tum matter. Among the various Ni(II) systems re-
ported thus far, [Ni(HF2)(pyz)2]SbF6 (pyz = pyrazine)
27,
α− and β−polymorphs of [Ni(HF2)(pyz)2]PF6 and
[Ni(HF2)(3-Clpy)4]BF4 have been synthesized and char-
acterized10,11,27,29. The latter compound forms isolated
Q1D Ni—FHF—Ni chains with bent and asymmetric
HF−2 bridges
10,11. Moreover, the suppressed long-range
magnetic order (LRO) and D/J ≈ 1 are unique to this
material, as it is the only Ni(II)-chain proximate to the
D/J = 0.97 QCP, which separates Haldane, XY -AFM,
and QP phases12.
In [Ni(HF2)(pyz)2]X, the presence of additional, albeit
weak, interchain Ni—pyz—Ni exchange pathways pro-
mote LRO27,29 below temperatures≈ 6 K (X = α−PF6),
7 K (X = β−PF6), and 12.2 K (X = SbF6). For
each compound, a substantial zero-field splitting (ZFS)
is also anticipated due to the existing NiN4F2 core; e.g.,
an easy-plane D = 20 K has been determined for Q1D
Ni(SiF6)(vinim)4 (vinim = 1-vinylimidazole)
15.
B. Synthesis
All reagents were obtained from commercial suppliers
and used as received. Plasticware was used throughout
the entire synthetic process45. In a typical synthesis,
NiF2 (1.775 mmol, 302.0 mg) was dissolved separately in
3 mL of aqueous-HF (48-51 % by weight) while NH4HF2
(1.775 mmol, 106.5 mg), LiSbF6 (1.775 mmol, 431.8 mg),
and pyrazine (3.550 mmol, 283.7 mg) were dissolved to-
gether in a separate beaker containing 2 mL of aqueous
HF and 1 mL H2O. The NiF2 solution was slowly mixed
with the ligands to give a green solution that was cov-
ered with a perforated wax film to allow slow evapora-
tion of the solvent. On standing at room temperature for
3 weeks, a blue powder formed on the bottom and walls of
the beaker. The solid was collected by vacuum filtration,
washed with 2 mL of H2O, 2 mL of ethanol, and 2 mL
of diethyl ether to assist drying. A pale blue powder,
consisting of microcrystalline plates (10× 10× 2 µm3 in
average size), was obtained in high yield (> 80 %) based
on Ni(II) content). Further details are available in the
Supplementary Information46. While these microcrys-
tals were suitable for the synchrotron X-ray structural
study they were much too small for single-crystal ther-
modynamic and neutron-scattering measurements.
For the neutron-scattering experiments, synthesis of
a partially deuterated phase of [Ni(HF2)(pyz-d4)2]SbF6,
was necessary to reduce the large incoherent scattering
cross-section due to protons (i.e. the 1H nuclei). The
synthesis was carried out as described above, except pyz
was replaced by pyz-d4. To produce a 1.8 g sample, suit-
able amounts of HF(aq) and other reagents were used
accordingly. X-ray powder diffraction patterns and mag-
netic susceptibility data were found to be very similar for
the hydrogenated and deuterated phases.
C. Microcrystal X-ray diffraction
Experiments were conducted on the ChemMatCARS
15-ID-B beamline of the Advanced Photon Source (APS)
at Argonne National Laboratory (ANL). A microcrys-
tal of [Ni(HF2)(pyz)2]SbF6 measuring 10 × 10 × 2 µm3
was selected from a bulk sample using a cryo-loop and
mounted on a Bruker D8 fixed-chi X-ray diffractometer
equipped with an APEX II CCD area detector. The
sample was cooled to 15(2) K using a He-cryojet. Syn-
chrotron radiation with a beam energy of 32.2 keV (λ =
0.38745 A˚) was used, and the beam size at the sample
was 0.1 × 0.1 mm2. The distance between sample and
detector was set at 60 mm. A total of 720 frames were
collected at θ = −5◦, 140◦ and 180◦ with the φ-angle
scanned over 180◦ at intervals of 0.5◦. Data collection
and integration were performed using the APEX II soft-
ware suite. Data reduction employed SAINT47. Result-
ing intensities were corrected for absorption by Gaus-
sian integration (SADABS)48. The structural solution
(XT) [49] and refinement (XL) [50] were carried out with
SHELX software using the XPREP utility for the space-
group determination. Considering systematic absences,
the crystal structure was solved in the tetragonal space
group P4/nmm (#129, origin choice 2) [51]. Pyrazine H-
atoms were placed in idealized positions and allowed to
ride on the carbon atom to which they are attached. All
non-hydrogen atoms were refined with anisotropic ther-
mal displacement parameters.
D. Elastic neutron scattering
Magnetic diffraction patterns were recorded on the
WISH diffractometer (ISIS, Rutherford Appleton Lab-
oratory, UK)52. As mentioned above, a partially deuter-
ated sample, [Ni(HF2)(pyz-d4)2]SbF6, of mass 1.8 g was
loaded into a cylindrical vanadium can and placed in an
Oxford Instruments cryostat with a base temperature of
1.5 K. Diffraction data were collected over the tempera-
ture interval 1.5−20 K, with long counting times (8 hrs)
at 1.5 K and 20 K. Intermediate temperature points were
measured with an exposure time of 2 hrs. Rietveld refine-
4ments were performed using FULLPROF53. All atoms
were refined using isotropic thermal displacement param-
eters.
E. Heat capacity
Heat capacity (Cp) measurements were carried out us-
ing a 9 T Quantum Design PPMS, with a 1.91(5) mg
powder sample of [Ni(HF2)(pyz)2]SbF6 that was pressed
into a pellet, secured to a sapphire stage with Apiezon-
N grease and held in contact with a large thermal bath.
Measurements of Cp were performed using the traditional
relaxation method54. For this technique, a heat pulse
(≈ 1 % of the thermal bath temperature) was applied to
the stage and Cp evaluated by measuring the time con-
stant of the thermal decay curve. The heat capacities
of the Apiezon-N grease and sample platform were mea-
sured separately and subtracted from the total to obtain
the heat capacity of the sample.
F. Temperature-dependent linear susceptibility
Linear susceptibility (M/µ0H, where M is the magne-
tization) measurements were made for temperatures in
the range 1.9 ≤ T ≤ 50 K and fields µ0H ≤ 13 T us-
ing a Quantum Design Physical Property Measurement
System (PPMS) equipped with a vibrating sample mag-
netometer (VSM). A 2 mg powder sample was loaded
into a brass holder, and mounted in the VSM transport.
The sample was initially cooled in zero applied field to
T = 1.9 K. Data were collected upon warming and cor-
rected for diamagnetic contributions from the sample and
background.
G. Pulsed-field magnetization
Measurements of the powder magnetization of
[Ni(HF2)(pyz)2]SbF6 up to 60 T made use of a 1.5 mm
bore, 1.5 mm long, 1500-turn compensated-coil suscep-
tometer, constructed from a 50 gauge high-purity copper
wire33. When the sample is within the coil, the signal
voltage V is proportional to dM/dt, where t is time. Nu-
merical integration of V is used to evaluate M . The
sample is mounted within a 1.3 mm diameter ampoule
that can be moved in and out of the coil. Accurate val-
ues of M are obtained by subtracting empty-coil data
from that measured under identical conditions with the
sample present. The susceptometer was placed inside a
3He cryostat providing a base temperature of 0.5 K. The
magnetic field was measured by integrating the voltage
induced in a 10-turn coil calibrated by observing the de
Haas-van Alphen oscillations of the belly orbits of the
copper contained in the susceptometer coil33.
FIG. 1. The 2 × 2 planar arrangement of Ni(II) ions used in
the simulation of the magnetization. Each ion (i) is repre-
sented by a vector where the two degrees of freedom are the
polar angles θn and φm, each limited to 100 evenly spaced val-
ues. J and J ′ correspond to Ni—FHF—Ni and Ni—pyz—Ni
exchange interactions, respectively.
H. Inelastic neutron scattering
Two INS measurements were performed using the
disk-chopper spectrometer (DCS) located at the NIST
Center for Neutron Research (NCNR)55. Both mea-
surements used neutrons of wavelength 3.7 A˚ to scat-
ter from a 1.8 g, partially deuterated powder sample
of [Ni(HF2)(pyz-d4)2]SbF6 loaded in an aluminum sam-
ple can sealed under a helium atmosphere. The first
measurement was conducted in zero field to probe the
temperature-dependence of INS spectra at T = 1.6 K,
10 K, and 20 K. The magnetic spin excitations were ex-
amined by subtracting the 20 K (i.e. above the ordering
temperature) data from the 1.6 K measurement.
Thermodynamic parameters were determined by com-
paring the measured powder spin-wave spectra against
a series of spectra simulated using the SPINW analysis
package28, assuming the XY magnetic structure deter-
mined by elastic neutron scattering. The second mea-
surement surveyed the magnetic-field dependence of spin
excitations at T = 1.6 K and 20 K in magnetic fields
of µ0H = 0, 3, 6, and 10 T. To account for the time-
independent background of the measurements, an over-
all value of 27 counts per hour per detector was sub-
tracted from the data. This value was not subtracted in
cases where data are plotted as the difference between
two temperatures or two fields.
III. THEORY, CALCULATIONS AND
SIMULATIONS
A. Monte-Carlo simulation of high-field
magnetization
We compute the powder-average magnetization of
[Ni(HF2)(pyz)2]SbF6 using a classical Monte-Carlo rou-
tine written in MATLAB56. A cluster of 8 ions is ar-
5ranged in two sets of 2× 2 planes (Fig. 1) and the mag-
netic moment of each ion (i) is represented by a classical
vector, constrained by the polar angles θi and φi. The
spins are coupled via the Hamiltonian of Eqn. 1, for which
periodic boundary conditions are applied. The zero-
field spin configuration uses the results of elastic neutron
scattering (see below) starting with collinear moments,
antiferromagnetically coupled to all neighbors and ori-
ented within the xy−planes. The simulation considered
how the lowest-energy configuration of spins changes in a
magnetic field. This was repeated for twenty-one evenly
spaced angles (α) between the magnetic field and the
hard-axis (z) and for values in the range 0 ≤ α ≤ 180◦.
For a fixed value of α, the magnitude of the field is
increased from 0 to 60 T in µ0∆H = 0.3 T steps. Fol-
lowing the field increment, the energy of the cluster was
minimized with respect to the angles (θn, φm) using the
Metropolis Monte Carlo algorithm57. First, θ for one
spin is changed to a new random value and the energy
of the new configuration calculated from Eqn. 1. If the
energy decreases, the change is accepted. If the energy
is raised by an amount ∆E, the change is accepted with
a probability exp(−∆E/kBT ), otherwise the move is re-
jected. Next, the reorientation of the angle φ of the spin
is considered in the same way as before applying the rou-
tine to the remaining seven moments in the cluster. This
process is repeated 2000 times for a particular value of
magnetic field. Once complete, the magnetization paral-
lel to the applied field, M(α,H). H|H| , was extracted and
recorded. The powder average magnetization at a par-
ticular magnetic field, Mavg(H), is then determined by
Mavg(H) =
∑
α
[
M(α,H). H|H|
]
sinα∆α∑
α sinα∆α
(2)
Owing to the condition which allows the energy to be
raised during a field step, the final spin configuration will
be within an energy of kBT from the true ground state.
Hence, the parameter T plays the role of temperature.
Here, T is chosen to be 0.1 K, so as to find the most
probable ground state spin configuration.
B. DFT calculation of spin density
The exchange-coupling constant J can be related to
the energy difference between states with different spin
multiplicities58–61. For this purpose, accurate unre-
stricted wave functions for the ferromagnetic (FM) and
AFM spin states are required. We have investigated the
FM and several combinations of AFM states, imposing
a coupling only along Ni—FHF—Ni or the Ni—pyz—Ni
directions, or along both, in order to estimate J and J ′
as well as the total coupling.
The CRYSTAL14 code62 was used to perform DFT
calculations with periodic boundary conditions on rele-
vant FM and AFM phases of [Ni(HF2)(pyz)2]SbF6 us-
ing the B3LYP hybrid functional. The basis set was
(a) 
(b) 
FIG. 2. Structure of [Ni(HF2)(pyz)2]SbF6 determined at
T = 15 K by microcrystal X-ray diffraction. (a) Thermal
ellipsoid plot (50 % displacement parameters) showing the
basic building blocks and atom-labeling scheme. Ni(II) ions
have 4-fold rotational symmetry while the HF−2 constituent
atoms H2 and F1 have respective site symmetries of 4¯m2 and
2mm. (b) Polymeric metal-organic framework including in-
terstitial SbF−6 ions. Each Sb atom occupies the 4-fold rota-
tion axis that lies parallel to the c-direction but the centroid
of the SbF−6 ion is displaced about 0.6 A˚relative to the ideal
body-centered position. For clarity, only the lower right quad-
rant depicts the weak hydrogen bonds that exist between pyz
ligands and the SbF−6 ion (H1· · ·F3 = 2.478 A˚; dashed lines).
6−31G(d, p) [63] for all of the atoms except for Sb which
utilized 3−21G(d) [64]. Electron-spin and charge-density
maps were calculated using the routines in CRYSTAL14
and the spin-atomic distribution was determined using
Mulliken partitioning65.
6TABLE I. X-ray crystallographic details and refinement results for [Ni(HF2)(pyz)2]SbF6. Here, F = amplitude of structure
factor of reflection and σ = standard deviation of F . The R-factors are given by R =
∑ |Fobs − Fcalc|/∑ |Fobs|, Rint =∑ |F 2obs − F 2calc|/∑ |F 2obs| and wR = (∑w|Fobs − Fcalc|2/∑ |wFobs|2) 12 , where the sums run over all data points and w is a
weighting factor. S is the goodness of fit. Errors in parentheses are one standard deviation.
Parameter (units)
Facility/beamline Advanced Photon Source/15-ID-B
Chemical formula C8H9N4F8NiSb
Crystal system Tetragonal
Space group P4/nmm (#129; origin choice 2)
Temperature (K) 15(2)
Wavelength, λ (A˚) 0.38745
a, b, c (A˚) 9.8797(2), 9.8797(2), 6.4292(1)
Volume (A˚3) 627.54(2)
Formula units per unit cell, Z 2
Absorption coefficient, µ (mm−1) 1.98
Crystal size (µm3) 10× 10× 2
Data collection
No. of measured reflections [F > 3σ(F )] 74100
No. of independent reflections 2851
No. of observed reflections 2484
Rint 0.0780
Spherical-atom refinement
R [F > 3σ(F )], Rall, wR, S 0.0318, 0.0427, 0.0612, 1.111
No. parameters 36
IV. RESULTS AND DISCUSSION
A. Low-temperature chemical and magnetic
structure
Microcrystal X-ray diffraction. The 15 K structure
(Fig. 2) of [Ni(HF2)(pyz)2]SbF6 was solved in the tetrag-
onal space group P4/nmm based on the single-crystal
X-ray diffraction data. Full details of the structural re-
finement are given in Table I. Selected bond lengths and
bond angles can be found in Table II. Each Ni(II) ion
is axially-coordinated to two F1 atoms at a distance
of 2.076(1) A˚ [the atom labelling scheme is shown in
Fig. 2(a)]. The F1 atoms belong to bridging HF−2 ligands
that form one-dimensional linear Ni—FHF—Ni chains
along the c-axis with respective F1· · ·F1 and Ni· · ·Ni
separations of 2.276(1) A˚ and 6.4292(1) A˚. These link-
ages mediate an intrachain interaction through σ-bond
magnetic coupling as established by experiment and DFT
(see below). Pyrazine ligands join the Ni(II) ions [Ni—N
= 2.098(1) A˚] along the [110] and [11¯0] directions to pro-
duce two-dimensional (2D) square sheets in the ab-plane
[Fig. 2(b)], with equal Ni—Ni separations of 6.9860(2) A˚,
and provide the interchain interactions. The slight dif-
ference in Ni—F1 and Ni—N bond lengths results in a
weakly compressed octahedral NiN4F2 coordination en-
vironment. Trans-coordinated pyz ligands are counter-
rotated and tilt away from the NiN4 plane by 73.04(4)
◦.
The ordering of the pyz ligands in [Ni(HF2)(pyz)2]SbF6
contrasts the two-fold positional disorder encountered in
the related quasi-two-dimensional (Q2D) layered coordi-
nation polymers NiZ2(pyz)2 (Z = Cl, Br, I, NCO), which
crystallize in the I4/mmm space group66,67, The struc-
turally related material, Ni(NCS)2(pyz)2, has monoclinic
symmetry and no apparent pyz disorder66.
Interstitial sites within the [Ni(HF2)(pyz)2]
+ frame-
work are occupied by charge-compensating SbF−6 ions.
Significant close contacts of 2.478 A˚ exist between
pyrazine H-atoms and equatorial Fs from the SbF−6
[Fig. 2(b); dashed lines]. These weak C—H· · ·F hydro-
gen bonds probably constrain the pyz ligands to a single
configuration and are unlikely to contribute to any addi-
tional magnetic exchange mechanism.
Elastic neutron scattering. The chemical structure of
[Ni(HF2)(pyz-d4)2]SbF6 was refined at 1.5 and 20 K
using Rietveld analysis as implemented in FULLPROF
(Fig. S1) [53]. Structural parameters derived from the
microcrystal X-ray study of the hydrogenated phase were
used as initial input. As anticipated, the deuterated ma-
terial was found to be isostructural to the hydrogenated
phase and the magnetic properties of the two compounds
were found to be very similar based on magnetic suscep-
tibility measurements. Unit-cell parameters derived from
neutron scattering can be found in Table III, whereas Ta-
ble II compares bond lengths and bond angles provided
by the X-ray and neutron experiments.
Examining the difference in scattered neutron inten-
sity obtained at 1.5 and 20 K [Fig. 3(a)] reveals three
distinct Bragg peaks at approximately 3.94 A˚, 4.19 A˚,
and 7.85 A˚ that do not overlap any nuclear peaks. These
are attributed to long-range antiferromagnetic order of
Ni(II) moments in the material. Indexing of the superlat-
tice peak at 7.85 A˚ requires doubling of the chemical unit
cell along the c-axis. This indicates that the intrachain
7(a) 
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M(T) = M(0)(1-T/Tc)! 
FIG. 3. Elastic neutron scattering data. (a) Magnetic diffraction pattern (red points) for [Ni(HF2)(pyz-d4)2]SbF6 obtained by
subtracting data collected at 20 K from that collected at 1.5 K (see Supplementary Information (SI)46). The fitted spectrum
(black line) has the Ni(II) moment lying in the ab-plane. Bragg peaks are indicated by ticks and the blue line is the difference
between the data and the fit. The insets show a comparison of the model calculated with the moments perpendicular (i)
or parallel (ii) to the c-axis. (b) Zero-field magnetic structure (omitting pyz Hs and SbF−6 ). Collinear XY−ordered Ni(II)
magnetic moment vectors are indicated by red arrows. (c) T−dependence of the ordered Ni(II) magnetic moment. The power
law fit yields70 Tc = 12.13(7) K and β = 0.141(1).
interaction along the HF−2 bridge is AFM in nature, as
was also found to be the case in the isostructural Cu(II)
and Co(II) congeners27. Thus, the magnetic unit cell cor-
responds to a propagation vector k = (0, 0, 12 ) referenced
to reciprocal lattice vectors based on the chemical unit
cell.
Symmetry analysis and structure-factor calculations
(see Fig. S1) demonstrated that the d-spacing positions
of the magnetic-diffraction intensities were only consis-
tent with a magnetic structure comprised of collinear
spins anti-parallel to their nearest-neighbors (G-type).
Two spin directions are then unique by symmetry:
(i) spins orthogonal to the crystallographic c-axis; or
(ii) spins parallel to the c-axis.
These two scenarios were tested through refinement of
the respective magnetic structure models against the
diffraction data. It was found that only scenario (i)
quantitatively predicts the relative intensities of all of
the measured magnetic Bragg peaks, as is clearly shown
in Fig. 3(a), and corroborated by the respective agree-
ment factors (Rmag) of 5.89 % and 18.6 %. General
comparison between calculated (F 2c ) and observed (F
2
o )
structure factors for preferred configuration (i) show very
good correlation (Table IV). We therefore conclude that
[Ni(HF2)(pyz)2]SbF6 exhibits the 3D XY -AFM ground
state depicted in Fig. 3(b).
At T = 1.5 K, the experimentally determined Ni(II)
magnetic moment has a magnitude of 2.03(7)µB, which
is very close to the full moment expected for an S = 1 ion,
gSµB = 2.08µB, given the published
27 powder-average g-
8TABLE II. Comparison of selected bond lengths (A˚) and bond
angles (degrees) for [Ni(HF2)(pyz)2]SbF6 as determined by
the microcrystal X-ray and neutron powder diffraction stud-
ies. (*Compared to Σvdw of 2.94 A˚ for a pair of fluorine
atoms.)
X-rays Neutrons Neutrons
(T = 15 K) (T = 20 K) (T = 1.5 K)
Ni-N 2.098(1) 2.095(2) 2.096(2)
Ni-F1 2.076(1) 2.067(6) 2.070(6)
H2· · ·F1 1.138(1) 1.149(6) 1.146(6)
F1· · ·F1* 2.276(1) 2.297(9) 2.292(9)
C-N 1.338(1) 1.338(3) 1.338(3)
C-C 1.391(2) 1.403(3) 1.402(3)
C-H1/D1 0.95 1.071(4) 1.071(4)
Sb-F2 1.869(2) 1.889(4) 1.890(4)
Sb-F3 1.886(1) 1.892(11) 1.893(11)
Sb-F4 1.863(2) 1.771(12) 1.770(13)
Ni· · ·Ni (c-axis) 6.4292(1) 6.4319(2) 6.4318(2)
Ni· · ·Ni [1 1 0; 1 1¯ 0] 6.9860(2) 6.9958(1) 6.9956(1)
F1-Ni-F1 180 180 180
N-Ni-N 90, 180 90, 180 90, 180
F1-Ni-N 90 90 90
Ni-F1· · ·H2 180 180 180
Ni-N· · ·N 180 180 180
C-N-C 116.97(9) 116.8(3) 116.8(3)
N-C-H1/D1 119.2 119.1(4) 119.0(4)
F2-Sb-F3 89.27(3) 89.8(4) 89.8(5)
F2-Sb-F4 180 180 180
F1-Ni-N-C 73.04(4) 73.7(1) 73.7(1)
factor. This observed full moment precludes strong quan-
tum fluctuations in the ground state which were promi-
nent in the Q2D Heisenberg S = 12 Cu(II) congener,
for which a reduced ordered moment of 0.6(1)µB was
found30. The differing results can be attributed to the
smaller spin-quantum number and strong quantum fluc-
tuations, significantly larger spatial exchange anisotropy,
and the lack of single-ion anisotropy in the copper mate-
rial.
Data plotted in Fig. 3(c) were obtained by fitting
the ordered moment to each measured diffraction pat-
tern. The resulting fit of these data to a power law of
the form70, M(T ) = M(0) [1− T/Tc]β , yielded Tc =
12.13(7) K and β = 0.141(1). For most systems the
critical region in which power-law behavior applies is re-
stricted to 1 − T/Tc < 10−2 [68]. Sparse data in the
vicinity of Tc suggests caution in assigning β to a partic-
ular model.
Field-dependent heat capacity and susceptibility. The
zero-field heat capacity plotted as Cp/T versus T
[Fig. 4(a)] shows a sharp maximum at 12.2(1) K, in-
dicating a transition to long-range order in addition to
a sloping background resulting from the phonon contri-
bution. The data for T ≥ 32 K have been modeled34
with one Debye and two Einstein phonon modes and
the resulting fit parameters are tabulated in Table V.
FIG. 4. (a) Ratio of heat capacity to temperature T for
[Ni(HF2)(pyz)2]SbF6 (points). Data for T > 32 K have been
fitted (arrows) to a model of one Debye mode and two Ein-
stein modes (line). The inset shows the magnetic entropy
up to 35 K where it can be seen to approach the expected
value of R ln 3 for S = 1 ions. (b) Magnetic heat capacity
(Cmag) exhibits a broad maximum preceding a sharp transi-
tion at 12.2(1) K, indicating the onset of long-range order.
Data below 8 K were fitted to a power law, Tn, yielding
n = 3.09(3). (c) Field dependence of Tc for magnetic fields
0 ≤ µ0H ≤ 9 T. (d) Field-dependent linear susceptibility
(M/µ0H) versus T for [Ni(HF2)(pyz)2]SbF6, showing a broad
maximum, the temperature of which is suppressed by increas-
ing field.
The three lattice modes show similar energy scales to
those deduced from analogous analysis of the copper34
and cobalt30 isomorphs, which results from the shared
structure of this family of compounds. Subtracting the
phonon heat capacity from the total measured heat ca-
pacity of [Ni(HF2)(pyz)2]SbF6, the magnetic heat capac-
ity shows a broad hump that develops on cooling and
precedes a transition to long-range order (Fig. 4). This
broad feature corresponds to a significant reduction in
the spin entropy for T > Tc (inset) and is likely to result
from the combination of two mechanisms that restrict
the magnetic degrees of freedom of the system: (i) devel-
9TABLE III. Refinement details from neutron powder-diffraction data for [Ni(HF2)(pyz-d4)2]SbF6 at 1.5 K and 20 K. The
magnetic propagation vector in reciprocal lattice units (r.l.u.) is k and µ is the refined Ni(II) magnetic moment. The goodness-
of-fit parameters RF =
∑ |I 12obs − I 12calc|/∑ I 12obs, RBragg =∑ |Iobs − Icalc|/∑ |Iobs|, where Iobs is the observed intensity, Icalc is
the calculated intensity and the sum runs over all data points. Rmag is the equivalent R factor to RBragg applied to the fit of
the magnetic scattering only.
Parameter (units)
Formula C8HD8N4F8NiSb C8HD8N4F8NiSb
Temperature (K) 20 1.5
Space group P4/nmm P4/nmm
a, b, c (A˚) 9.8936(1), 9.8936(1), 6.4319(2) 9.8933(1), 9.8933(1), 6.4318(2)
Volume (A˚3) 629.57(2) 629.53(2)
Z 2 2
k (r.l.u.) – (0, 0, 1/2)
Order type – G-type
µ(µB) – 2.03(7)
WISH detector banks Bank 2 + Bank 9 Bank 2 + Bank 9
RF (%) 5.42 5.46
RBragg (%) 3.64 3.62
Rmag (%) – 5.89 (m ⊥ c), 18.6 (m ‖ c)
TABLE IV. Observed and calculated nuclear and magnetic
structure factors for [Ni(HF2)(pyz)2]SbF6 as determined by
the 1.5 K neutron-diffraction study. Fo and Fc correspond to
observed and calculated structure values, respectively, for a
given d-spacing.
h k l F 2o F
2
c (⊥ c) F 2c (‖ c) d-spacing (A˚)
1 0 3
2
2.999 2.927 0.431 3.9358
1 2 1
2
3.539 3.662 5.079 4.1856
1 0 1
2
2.631 2.854 2.241 7.8454
TABLE V. Fitted parameters for the phonon heat capacity
of [M(HF2)(pyz)2SbF6, where M = Ni(II), Cu(II) [34] and
Co(II) [30]. The simplest lattice model34 required to fit the
data included one Debye (D) and two Einstein (E) modes that
are each determined by an amplitude (Ai) and characteristic
temperature (θi) (i =D, E).
Ni(II) Cu(II) Co(II)
AD (JK
−1mol−1) 123(3) 76(1) 82(1)
θD (K) 148(3) 94(8) 80(1)
AE1 (JK
−1mol−1) 271(6) 134(4) 174(3)
θE1 (K) 345(7) 208(4) 177(2)
AE2 (JK
−1mol−1) 240(6) 191(4) 287(3)
θE2 (K) 860(30) 500(3) 448(6)
opment of XY -anisotropy of the individual Ni(II) mo-
ments, as well as (ii) the build-up of AFM spin correla-
tions among neighboring Ni(II) ions dispersed along the
Ni—FHF—Ni chains.
For T  Tc, spin-wave excitations are the dominant
contribution to the magnetic heat capacity. The data
below 8 K have been represented with a power law Tn,
where n has a fitted value of n = 3.09(3). This expo-
FIG. 5. (a) Magnetization M versus applied magnetic field
µ0H for [Ni(HF2)(pyz)2]SbF6 measured in pulsed fields for se-
lected T ≤ 15 K. (b) Differential susceptibility dM/dH versus
µ0H; such data were used to determine the T dependence of
the critical field Hc1. The values of Hc1 and Hc2 at 1.45 K
are shown by arrows.
nent was previously reported for the total sample heat
capacity27, but the new results specifically exclude con-
tributions to the measurement from the Debye mode. A
T 3 dependence of the heat capacity is expected for an
AFM ordered system within which the magnetic excita-
tions (magnons) propagate in three dimensions69, which
highlights the need to include the effects of J and J ′ in
the analysis of the spin-wave excitation spectra measured
from inelastic neutron data (see below).
The field dependence of the heat capacity [µ0H ≤ 9 T;
Fig. 4(c)] and the linear susceptibility [M/µ0H; µ0H ≤
13 T; Fig. 4(d)] implies that the transition temperature
is suppressed in applied magnetic field, as required for an
AFM ground state. The overall field dependence is weak
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for fields of up to 13 T, owing to the large critical fields
in this system, and the high-field portion of the phase
diagram was explored using pulsed-field magnetization
measurements (see below).
B. Experimental determination of D, J and J ′
High-field magnetization. The pulsed-field magnetiza-
tion of [Ni(HF2)(pyz)2]SbF6 at low temperatures shows
a slightly concave rise with increasing field and a broad-
ened approach to saturation [Fig. 5(a)]. Two critical
fields are identified at 1.45 K, which correspond to an
initial increase and subsequent decrease in dM/dH close
to 30 T and the point where dM/dH → 0 near 50 T
[Fig. 5(b), arrows]. To interpret the primary features,
we adopt a mean-field model for AFM-coupled easy-
plane S = 1 ions which may be justified based on the
ground state determined from elastic neutron scatter-
ing (see above). Within this model the saturation field
should be anisotropic with an easy plane and a hard axis
such that two saturation fields could be observed in the
powder data. For fields perpendicular and parallel to the
magnetic hard axis, each of these saturation fields (Hc1
and Hc2, respectively) can be calculated by
µ0Hc1 =
2n〈J〉
gµB
(3)
and
µ0Hc2 =
2n〈J〉+D
gµB
(4)
where n is the number of nearest neighbors for each mag-
netic ion and 〈J〉 is an average spin-exchange interaction.
In a powder measurement of the differential susceptibil-
ity, a decrease in dM/dH occurs at Hc1 once a portion
of the sample is saturated. Then, dM/dH continues to
decrease to Hc2, where no further increase in the magne-
tization can occur as all Ni(II) moments are aligned with
the magnetic field.
The first critical field, Hc1 for [Ni(HF2)(pyz)2]SbF6
is easily identified at all T < 15 K (Fig. 5). Com-
bining these critical fields with the heat-capacity results
(above), the field-temperature phase diagram can be de-
rived (Fig. 6). The phase boundary for fields applied
perpendicular to the magnetic hard-axis (solid lines) is
fitted to the expression
Tc(H) = Tc(0)
[
1−
(
H
Hc1
)α1]β1
. (5)
Fixing Tc(0) = 12.2 K, the resultant fitted parameters
are µ0Hc1 = 31.5(2) T, α1 = 4.6(4), β1 = 0.56(4).
The temperature evolution of the saturation field for
fields parallel to the magnetic hard axis (µ0Hc2) is harder
to follow; the dM/dH signal is lowest in this field re-
gion and arises from a diminishing proportion of the
FIG. 6. Field-temperature (H,T ) phase diagram for
[Ni(HF2)(pyz)2]SbF6, mapped out using data from heat ca-
pacity (HC) and pulsed-field magnetization (M) measure-
ments. Here, XY -AFM = long-range XY -antiferromagnetic
order, FM = fully polarized phase; and XY -Q1D is a region
where the moments are antiferromagnetically correlated along
the chains, with the Ni(II) moments oriented perpendicular
to those chains; Hc1 (Hc2) is the field at which the magnetiza-
tion saturates when the magnetic field is applied perpendic-
ular (parallel) to the hard axis. The µ0Hc1 phase boundary
(solid line) is modeled using Eqn 5, whilst the µ0Hc2 bound-
ary (dashed line) is a guide to the eye. The energy scale of
the single-ion anisotropy (D) is indicated by a dotted line for
reference.
sample as this field is approached. In addition, as the
temperature increases, the transition to saturation is
broadened further. At the lowest temperatures, however,
the saturation field can be identified and is found to be
µ0Hc2 = 50.4(2) T at 1.45 K.
Using these critical fields in conjunction with Eqns. 3
and 4 and the powder average g-value27 of 2.08, we deter-
mine D = 13.2(5) K and n〈J〉 ≡ 2J+4J ′ = 22.0(2) K. To
decompose n〈J〉 into individual J and J ′ contributions,
we appeal first to a catalog of related coordination poly-
mers that also contain square [Ni(pyz)2]
2+ motifs66,71.
From Table VI, we glean an average J ′ = 0.9(2) K. Ap-
plying this to [Ni(HF2)(pyz)2]SbF6 leads to J = 9.2(5) K.
Therefore, the resultant D/J and J ′/J ratios are more
than and less than one, respectively, which is consistent
with a preliminary DFT study27 used to calculate J ′.
These parameters are in good agreement with the results
of the INS measurements and the Monte-Carlo simula-
tions detailed below.
Using these results, the form of the phase diagram can
be interpreted. On cooling the sample from room tem-
perature in zero-field, the sample moves from a param-
agnetic (PM) phase to a region within which the Ni(II)
moments develop XY -anisotropy (XY -Q1D) and their
directions are antiferromagnetically correlated for neigh-
boring ions along the Ni—FHF—Ni chains, with the
moments arranged perpendicular to these chains. On
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TABLE VI. Review of the exchange interaction strengths me-
diated through Ni-pyz-Ni linkages (J ′) for coordination poly-
mers consisting of approximately square [Ni(pyz)2]
2+ plaque-
ttes similar to those found in [Ni(HF2)(pyz)2]SbF6. The val-
ues listed were obtained by thermodynamic measurements.
System J ′ (K) Tc (K) Ref.
NiCl2(pyz)2 0.49(1) < 0.08 66
NiBr2(pyz)2 1.00(5) 1.8(1) 66
NiI2(pyz)2 < 1.19 2.5(1) 66
Ni(NCS)2(pyz)2 0.82(5) 1.8(1) 66
[Ni(H2O)2(pyz)2](BF4)2 1.05(5) 3.0(1) 71
cooling further, there is a magnetic phase transition to
an ordered state. We assign this to long-range order
with XY moments antiferromagnetically and collinearly
aligned to their nearest neighbors. Starting from this or-
dered phase and applying a magnetic field, the system
is driven through a field-induced phase transition to a
FM-like phase. This occurs for fields bounded by the
range Hc1 ≤ H ≤ Hc2, depending on whether the field
is applied perpendicular (Hc1) or parallel (Hc2) to the
z-direction. For powder measurements of the magnetiza-
tion this anisotropy leads to the slow and broad approach
toward saturation.
Inelastic neutron scattering. Figure 7(a-c) shows the
measured powder INS energy-momentum transfer spec-
trum of [Ni(HF2)(pyz-d4)2]SbF6 in zero-field for T =
1.6, 10 and 20 K. As the temperature decreases an up-
per bound of the spectrum appears at a neutron energy
transfer ≈ 3.4 meV. Given that the feature becomes more
pronounced on cooling, this T -dependence suggests that
it is likely associated with spin-wave formation due to
long-range magnetic order. The difference between the
T = 1.6 K and T = 20 K spectra [Fig. 7(d)] reveals
the magnetic spectrum more clearly, showing a band of
excitations that exists below 3.3 meV. Below 1 meV,
the high temperature background is large, leading to an
over-subtraction of the data. The energy scale, wave-
vector and temperature dependence of the scattering be-
low 1 meV indicate that the large background may be
attributed to acoustic phonons that contribute to the
scattering intensity at these energies. Furthermore, a
small percentage of hydrogen in the sample due to in-
complete deuteration could increase the background due
to the large incoherent cross-section of the 1H isotope.
For T < Tc, magnetic Bragg peaks along E = 0 are
evident at |Q| ≈ 0.8 A˚−1, 1.6 A˚−1 and 2.0 A˚−1 [white
arrows in Fig. 7(d)] which is fully consistent with the
elastic neutron diffraction patterns.
Figure 8 shows the magnetic-field dependence of the
excitation spectrum. For each data set, a T = 20 K
background measurement at the same applied magnetic
field was made and subtracted from subsequent field-
dependent data. We found these 20 K spectra to give
FIG. 7. Intensity contour plots of INS data with no back-
ground subtraction for: (a) T = 20 K, (b) T = 10 K, and
(c) T = 1.6 K. Panel (d) is the T = 1.6 K measurement af-
ter subtracting the T = 20 K data as a background. The
data were binned in units of 0.025 meV and 0.025 A˚−1 and
then smoothed once with a 3 × 3-bin-sized Gaussian kernel.
White arrows in panel (d) highlight the locations of prominent
magnetic Bragg peaks as validated by the diffraction experi-
ment on WISH [see Fig. 3(a)]. Panel (e) shows the simulated
powder INS spectrum for the parameters D = 13.3(1) K,
J = 10.4(3) K and J ′ = 1.4(2) K.
a reasonable representation of the behavior of the para-
magnetic phase of our material. The peak in the zero-
field spin-wave density-of-states shifts to lower energy
transfers as the magnetic field increases. The magnetic
Bragg peak at Q = 0.8 A˚−1 does not shift with increas-
ing magnetic field, indicating that the periodicity of the
long-range order does not change with field (see inset of
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µ0H  
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µ0H  
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µ0H  
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FIG. 8. Background-subtracted magnetic-field dependent INS
data obtained at T = 1.5 K for (a) µ0H = 0, (b) µ0H = 3 T,
(c) µ0H = 6 T, and (d) µ0H = 10 T. Data were binned
and smoothed in a similar manner to those in Fig. 7. Data
measured at T = 20 K and at corresponding magnetic fields
were used as a paramagnetic backgrounds for each set of data
taken at 1.5 K.
Fig. 9). For non-zero magnetic fields, [Fig. 8(b-d)], there
is some additional scattering intensity that is present at
energies higher than the top of the zero-field spin wave
band at 3.4 meV.
Integrating the data from Fig. 8 for momentum trans-
fers in the range 0.8 − 2.5 A˚−1, (Fig. 9) illustrates how
the intense portion of the zero-field spin-wave mode at
an energy transfer of 3.4 meV softens with the applied
magnetic field. There is also an increase in scattering
intensity at higher energy transfers with increasing field
indicating that the degeneracy of the spin-wave mode is
lifted by the field and a portion of the spectrum is moving
to larger energy transfers.
With the material well within the ordered magnetic
(c) 
µ0H  = 0 
µ0H  = 3 T 
µ0H  = 6 T 
µ0H  = 10 T 
FIG. 9. (Main plot): Background subtracted intensity as a
function of energy transfer (~ω) for magnetic fields µ0H ≤
10 T. The data correspond to those shown in Fig. 8 inte-
grated between 0.8 and 2.5 A˚−1 in wave-vector transfer. The
solid lines correspond to the spin-wave calculations discussed
in the text; they use a randomly applied magnetic field ori-
entation. (Inset) The open blue triangles correspond to the
field-dependent spin reorientations of the Ni(II) moments us-
ing the random-field calculation. The open blue squares corre-
spond to the field-dependent spin reorientations of the Ni(II)
moments considering only moments applied along the c-axis
of the crystal. The shaded area is the range between a linear
field-dependent fit to this reorientation angle for each of the
models. The solid red squares (right axis) in the inset show
the location of the magnetic Bragg peak as a function of H.
The solid red line is a fit to a constant value.
phase at T = 1.6 K, we modeled the zero-field spectrum
shown in Fig. 7(d) using the numerical spin wave cal-
culation package SPINW28. We use the aforementioned
zero-field magnetic structure as the basis for all subse-
quent simulations. The exchange interactions J and J ′
are included in the model as well as the anisotropy term
D as described in Eqn. 1.. A powder-average spin-wave
spectrum is calculated for energy transfers between 2 and
4 meV for a large range of values in D, J and J parameter
space. The limited range of energy transfer was used for
comparison to avoid the lower energy region due to the
acoustic-phonon scattering previously described. Each
simulated spin-wave spectrum was directly compared to
the measurement and a value of reduced χ2 was deter-
mined for each triplet of energy parameters. Fitting pa-
rameters for each simulation included a constant back-
ground and an overall multiplicative prefactor to scale
the calculated scattering intensity72,73. The best-fit pa-
rameters were found from the minimum in reduced χ2.
Figure 7(e) shows the final simulated spectrum. The re-
sulting terms in the Hamiltonian were determined to be
D = 13.3(1) K, J = 10.4(3) K and J ′ = 1.4(2) K, with D
and J falling in the range estimated from thermodynamic
measurements. Any potential next-next-nearest neighbor
Ni—Ni exchange interaction along the a− and b−axes
(i.e., the diagonals of the [Ni(pyz)2]
2+ square plaquettes,
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FIG. 10. (a) Magnetic susceptibility χ versus temperature
T data for [Ni(HF2)(pyz)2]SbF6 (µ0H = 0.1 T) interpolated
to evenly spaced temperatures in the range 2 ≤ T ≤ 300 K,
∆T = 1 K (χobs, points). (b) Contour plot of the quality
factor R in the D, J plane found by comparing the simulated
susceptibility (Eqns. 6 and 7) to the measured data using
Eqn. 8 (see text for details). The result shows bands of D
and J that provide very similar quality fits to the data. The
model (χsim) that yields the minimum value of R (diamond)
is displayed as a solid line in panel (a).
see Fig. 2), with a distance of 9.880 A˚, would likely be
much smaller than J ′ and require measurements on sin-
gle crystals with improved energy resolution to determine
accurately.
In addition, we calculated the magnetic-field depen-
dence of the excitation spectrum. For this case, we per-
form the powder average using a random field direction
with the moments tilted by a fixed angle from their zero-
field orientation toward the applied magnetic field. We
then average this calculated spectrum over 128 random
applied field directions. To achieve the correct weight-
ing, each calculated spectrum was normalized by a fac-
tor corresponding to the cosine of the angle between the
crystallographic ab-plane and the direction of the applied
magnetic field. For each fixed magnitude of applied mag-
netic field, we use the zero-field determined exchange con-
stants and vary the magnitude of the spin-canting angle
to compare the calculated spectrum to the measured INS
spectrum, using an additive background and overall mul-
tiplicative prefactor. The field-dependence of the spin-
canting angle determined from this method is shown in
the inset of Fig. 9. Here, the error bars correspond to an
increase in reduced χ2 by 2.5%. The resulting lineshapes
drawn in Fig. 9 are in good agreement with the mea-
sured field-dependent spectra. Because of the anisotropy
intrinsic to our sample, it is possible that a number of the
grains of the powder would be rearranged by the applied
magnetic field. To understand this possibility, we consid-
ered the spectrum in Fig. 9 as if the magnetic field was
solely applied along the c-axis of the compound. From
examination of the spin-wave scattering intensity, the c-
axis component of magnetic field is mostly responsible for
the shift in the density of magnetic states to lower energy
transfers. In this case, the spin canting angle determined
as a function of applied magnetic field is smaller than
the random-field calculation, as is shown in the inset of
Fig. 9. For both calculations, we find that the ordered
magnetic moments gradually rotate from their zero-field
orientation toward the applied magnetic field as a func-
tion of the applied magnetic field. The powder nature of
the sample does not allow us to easily model the case of
a distribution of ordered moment orientations. Consider-
ing a linear dependence for the ordered moment direction
as a function of field for both models, the shaded range
in the inset of Fig. 9 represents the most likely range of
canting angles for different orientations of applied mag-
netic field.
Magnetic susceptibility The magnetic susceptibility
(χobs) of [Ni(HF2)(pyz)2]SbF6 exhibits a broad maxi-
mum at 16 K associated with the formation of spin cor-
relations along the Ni—FHF—Ni chains as the sample is
cooled27 [Fig. 10(a)]. There is a rapid decrease in χobs
on reducing T through the ordering transition at 12.2 K
and the susceptibility plateaus as T is decreased further.
The data for T ≥ 10 K are compared to a simulation
of the susceptibility (χsim) using a 1D chain model
74 of
S = 1 ions with intrachain exchange J and single-ion
anisotropy D, which is expressed as:
χsim =
2µ0NAµ
2
Bg
2
3kBJ
[
t2 + 0.5t+ 0.1
a3t3 + a2t2 + a1t+ a0
]
(6)
where t = TJ is the reduced temperature and the coeffi-
cients ai are polynomials of the
D
J ratio:
ai =
2∑
j=0
cij
(
D
J
)j
(7)
with the coefficients cij given in Table VII. Eqn. 6 can
be used to attempt fits of χ(T ) data for powders.
Fixing the powder average g-factor to the published
value27, g = 2.08, the susceptibility (Eqn. 6) was sim-
ulated for parameters in the range 0 ≤ D ≤ 30 K,
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(c) 
FIG. 11. (a) Simulated magnetization (M) versus magnetic
field for [Ni(HF2)(pyz)2]SbF6 using a Monte-Carlo energy-
minimization routine for an 8-spin cluster governed by Eqn. 1
with D = 13.3 K, J = 10.3 K, J ′ = 1.43 K and g = 2.08.
Magnetization curves are obtained for 21 orientations of the
magnetic field with respect to the hard axis (colored lines
show the unique angles) and the powder-average M (black
line) is determined from Eqn 2. Good agreement with the
T = 0.56 K pulsed-field M data (pink line) is achieved.
(b) Differential susceptibility of [Ni(HF2)(pyz)2]SbF6 as de-
duced from the Monte-Carlo simulation (black line) compared
with pulsed-field measurements (pink line). (c) Illustration of
the field-induced spin reorientation that occurs when H is
applied perpendicular or parallel to the z-axis.
TABLE VII. Coefficients (cij , Eqn. 7) for the polynomials (ai,
Eqn. 6) from Ref. 74.
Polynomial (ai) ci0 ci1 ci2
i = 0 1.67268034 -0.26449121 -0.102945
i = 1 1.710151691 0.5114739 0.18853874
i = 2 1.899474528 -0.166396406 0.1494167
i = 3 1 0 0
5 ≤ J ≤ 15 K and 10 ≤ T ≤ 300 K (∆T = 1 K).
The quality factor
R =
∑
i |χobs,i − χsim,i|∑
i χobs,i
(8)
was computed for each simulated curve, where i runs over
all data points for T ≥ 10 K. A contour plot of R across
the D−J plane [Fig. 10(b)] reveals bands of D and J val-
ues that all produce χsim curves providing equally good
representations of the measured data. This insensitivity
of Eqn 6 to a detuning ofD and J from the minimum in R
(white region) indicates that the results of fitting the sus-
ceptibility to Eqn 6 should be treated with caution. The
parameters D and J are strongly correlated, which likely
results from their competing energy scale and the fact
that a low-field bulk measurement of the susceptibility,
as obtained from a powder sample, cannot differentiate
between the effects of spatial exchange anisotropy and
single-ion anisotropy for an S = 1 chain.
The values of D and J deduced from the mean-field
analysis of the magnetization and the more precise results
obtained by simulating the INS data (Fig. 10(b), trian-
gles) both fall close to the white band in the contour map,
indicating good consistency with the broad temperature
dependence of the χobs data. The high-field magnetiza-
tion and INS measurements, however, offer a significant
advantage over the susceptibility analysis, as a single ex-
periment can constrain both D and J . This results from
two key differences in the techniques as compared to the
low-field susceptibility measurements: (i) the high-field
magnetization is sensitive to the anisotropy of the criti-
cal field; and (ii) a local probe such as neutron scattering
is sensitive to the local symmetry of the magnetic cen-
ters and so a single experiment can constrain both D
and J . Thus, the choice of a high-field or local exper-
imental probe was crucial to differentiate the effects of
spatial-exchange and single-ion anisotropy in the mag-
netic properties of this sample. Furthermore, the simu-
lated susceptibility curve that minimizes R [Fig. 10(a),
line] significantly deviates from the measured data in the
ordered phase. For temperatures T ≤ Tc, the effects of
finite interchain interactions (J ′) may not be ignored and
this further complicates the analysis of the susceptibility
at low temperatures. Thus, we find that the local INS
probe is necessary to efficiently and precisely determine
the full set of magneto-structural parameters (D,J and
J ′) for [Ni(HF2)(pyz)2]SbF6.
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FIG. 12. The electron spin-density distribution in the
(a) [110] and (b) [001] planes, calculated for the AFM state
(solid and dashed lines represent the excess or defect of α
spin-density; contours are drawn with a logarithmic increase).
The spin density is delocalized along both ligand types. How-
ever, the spin delocalization is essentially quenched along Ni—
pyz—Ni because only the σ skeleton is involved. In contrast,
the spin delocalization is not disrupted along the Ni—FHF—
Ni bridge.
C. Calculations and modeling
Monte-Carlo simulation of the magnetization. The mag-
netization of [Ni(HF2)(pyz)2]SbF6 was calculated from
a Monte-Carlo energy minimization routine on an 8-
spin cluster for 21 orientations of the applied field with
respect to the magnetic hard-axis of the Ni(II) ions
[Fig. 11(a), colored lines]. The critical field was found
to be anisotropic, such that a greater applied field is re-
quired to saturate the moments as the field orientation is
moved away from the easy-plane. The resultant powder-
average magnetization was determined from Eqn. 2 (thick
line) and compared to the measured magnetization at
the lowest available temperature (pink line; T = 0.56 K).
TABLE VIII. Magnetic parameters from Eqn. 1 (in Kelvin)
as deduced from high-field magnetization data and inelastic
neutron-scattering (INS) experiments. For comparison, DFT-
computed values are included in the last column. To decom-
pose n〈J〉 into individual J and J ′ contributions from the
magnetization data it was necessary to infer an average value
of J ′ from a catalog of related coordination polymers that
also contain square [Ni(pyz)2]
2+ motifs (see Table VI).
Parameter (K) M(H) data INS data DFT
D 13.2(5) 13.3(1) –
J 9.2(5) 10.4(3) 9.2
J ′ 0.9(2) 1.4(2) 1.8
An overall good agreement of the rounded approach to-
wards saturation for the powdered sample is obtained.
Furthermore, the parameters D = 13.3 K, J = 10.3 K,
J ′ = 1.43 K and g = 2.11 yield a good quantitative agree-
ment for the two observed critical fields [Fig. 11 (a)].
The measured pulsed-field magnetization develops a
slight concavity on approaching Hc1 with increasing field
as the bath temperature is reduced below 8 K [Fig. 11(b)],
which leads to a small rise in dM/dH at Hc1. This
behavior is not reproduced by the simulation that em-
ployed classical vectors to represent the Ni(II) moments.
The small discrepancy may be attributed to the devel-
opment of quantum fluctuations of the S = 1 magnetic
moments, which result from the Q1D nature of the spin-
exchange interactions75 that act to suppress the magne-
tization at low temperatures. Furthermore, the small rise
in dM/dH evident close to 5 T in the simulated data is
an artefact attributed to the finite number of cycles used
to determine the ground state spin configuration. This
ultimately causes a slight underestimation of the magne-
tization in this field regime76.
Fig. 11(c) shows a schematic of the behavior expected
for classical spins as the field is applied parallel and
perpendicular to the hard axis, with anisotropic critical
fields indicated. In real Q1D S = 1 systems the magneti-
zation at fields less than Hc will not be a linear function
of field; instead the reduced dimensionality gives rise to
a concavity in the single-crystal M(H) data, as captured
by quantum Monte Carlo simulations75.
Theoretical spin-density distribution. Periodic DFT cal-
culations on [Ni(HF2)(pyz)2]SbF6 enabled us to estimate
the J and J ′ exchange constants by calculating the en-
ergy of the FM state and of two different AFM states,
with spin pairing along the c-axis (AFMFHF) or in the
ab-plane (AFMpyz), as well as the full AFM state with
both kinds of pairing (Fig. S2). The energy differ-
ence ∆E between the FM and the AFMFHF or AFMpyz
states can be used to calculate J or J ′, respectively,
using Eqn. 1 and assuming the calculated ∆E to be
equivalent to the result of the corresponding Heisenberg
Hamiltonian. The primary J can also be obtained from
E(AFM)−E(AFMpyz), whereas J ′ can be obtained from
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E(AFM) − E(AFMFHF). Considering the experimental
geometries, both approaches provided J = 9.2 K and
J ′ = 1.8 K, in good agreement with the model derived
from INS. The calculated periodic wave function also
enabled mapping of the spin-density distribution in all
states. Fig. 12 shows the spin-density distribution of the
AFM state. For all states (FM or AFM), the Ni atom
bears ≈ 1.75e of excess spin. The remaining 0.25e is de-
localized onto all ligands and are responsible for the ob-
served magnetic exchange. Despite J ′  J , the largest
spin population lies on the pyrazine N-atom (≈ 0.05e),
whereas only 0.02e reside on the F-atoms. This is cer-
tainly caused by N being a stronger donor than F− (in ac-
cord with the spectrochemical series). However, because
the exchange mechanism through pyrazine is mainly σ-
type (as shown for some Cu-pyrazine networks)77 it is not
as effective for the magnetic exchange, which explains the
smaller J ′. The optimal delocalization via the pyrazine-
bridge would occur through the pi−electrons which are
not significantly involved in the spin density. In fact,
population analysis shows that the atomic p orbitals of N
and C involved in the pyrazine pi−system contribute very
little to the overall spin density. On the other hand, the
short F—F distance in the HF−2 ligand likely promotes
more effective spin delocalization, as clearly evident in
Fig. 12(a).
FIG. 13. Phase diagram of S = 1 Q1D materials as a func-
tion of intrachain exchange (J), interchain interaction (J ′)
and single-ion anisotropy (D). The phase boundaries are the
results of quantum Monte-Carlo calculations12. The position
of [Ni(HF2)(pyz)2]SbF6 as determined from both pulsed-field
magnetization and INS (triangles) predicts the material to
have an antiferromagnetic XY -ordered ground state. The po-
sitions of the quantum paramagnet7 NiCl2-4SC(NH2)2 (star)
and Haldane-chain system11 [Ni(HF2)(3-Clpy)4]BF4 (circle)
are included for comparison.
V. CONCLUSIONS
The material [Ni(HF2)(pyz)2]SbF6 retains tetragonal
symmetry for temperatures down to 1.5 K and may be
characterized as a Q1D S = 1 quantum magnet that ex-
hibits a 3DXY -AFM ground state below 12.2(1) K as de-
termined from high-resolution elastic neutron scattering.
The magnetic properties can be described by the Hamil-
tonian in Eqn. 1, with D = 13.3(1) K, J = 10.3(3) K
and J ′ = 1.4(2) K as determined by INS measurements.
We showed that these values are in reasonable agreement
with the initial estimates deduced from high-field mag-
netization studies (see Table VIII), while low-field bulk
thermodynamic probes such as magnetic susceptibility
were unable to satisfactorily untangle the effects of the
spatial exchange and single-ion anisotropies. Compared
to the previous study27, the DFT results presented in this
work more closely agree with the experimentally derived
J and J ′ parameters.
The predicted12 phase diagram for easy-plane (D > 0)
Q1D spin-1 systems is shown in Fig. 13. The phase
boundaries, as deduced from QMC calculations, separate
regions of XYAFM order from the disordered quantum
paramagnetic and Haldane phases; the three phases con-
verge12 at the quantum critical point DJ = 0.97. The
relative position of [Ni(HF2)(pyz)2]SbF6 is indicated on
the phase diagram both the precise J ′/J and D/J ratios
from INS and those estimated from a mean-field analy-
sis of the critical fields observed in pulsed-field magneti-
zation. Both estimates predict [Ni(HF2)(pyz)2]SbF6 to
exhibit an XY -AFM ground state, though only INS in-
dependently determined all three parameters needed to
validate this prediction. The lack of a gapped ground
state is in full agreement with both the field-dependent
heat capacity, which showed clear evidence of a transi-
tion to an AFM ground state, and the refined magnetic
structure from elastic neutron scattering in zero field.
Given the proximity of [Ni(HF2)(pyz)2]SbF6 to the
quantum-critical point and phase boundaries to two
other distinct phases, this material is an intriguing can-
didate for a pressure-dependent study to determine the
extent to which the parameters D, J and J ′ can be tuned
to explore the phase diagram and further test the pre-
dictions of QMC simulations for Q1D S = 1 systems.
While there is no substitute for the detailed study of
single crystals, the success of this work on powder sam-
ples demonstrates the complementary capabilities of the
micro- and macroscopic probes involved. More specifi-
cally, the experimental sequence was as follows: (i) micro-
crystal synchrotron X-ray diffraction determines the crys-
tal structure; (ii) using this structure as a starting point,
an analysis of the powder elastic-neutron diffraction es-
tablishes the magnetic ground state and charts the evo-
lution of the ordered moment as a function of temper-
ature; (iii) using the magnetic structure as the starting
point, an analysis of the powder inelastic-neutron scat-
tering determines the magnetic exchange and anisotropy
parameters; (iv) an independent estimate of the mag-
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netic parameters was possible via a careful analysis of
the high-field powder magnetometry data and was found
to be in good agreement with the results of the neu-
tron scattering; (v) the field-temperature phase diagram
was mapped out using high-field-magnetization and heat-
capacity measurements. Having established the applica-
bility of the methodology, we are currently applying this
experimental protocol to other S = 1 materials.
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