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In this paper we describe the verbal subgroups of groups UTn(K )
and Tn(K ), which are the groups of, respectively, unitriangular and
triangular matrices over ﬁeld K of characteristic 0. We prove that
every verbal subgroup of UTn(K ) coincides with a term of the
lower central series of the group and that every verbal subgroup
V (Tn(K )) either is of the form V (K ) · UTn(K ) or coincides with a
verbal subgroup of UTn(K ). We also describe the width of these
verbal subgroups and make a few remarks regarding the groups of
inﬁnite triangular matrices.
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1. Introduction and statement of results
Let X∗∞ denote a free group of countably inﬁnite rank, freely generated by X = {x1, x2, . . .}. For a
set of words F = { f i}i∈I ⊆ X∗∞ and a group G the verbal subgroup V F (G) of group G is the subgroup
generated by all values of the words f i , i ∈ I , in group G . If F = { f }, we will simply write V f (G)
instead of V F (G). A word is called a commutator word if it is an element of (X∗∞)′ . Every word
f ∈ X∗∞ is equivalent to a pair of words, one of which is the commutator word, and the other of the
form xk for some k 0 [10]. Let us denote by ci for i = 1,2, . . . , the following commutator words:
c1 = x1, ci+1 =
[
xi+1, ci(x1, . . . , xi)
]
.
For any group G the verbal subgroups Vci (G) constitute the lower central series G = γ1(G) γ2(G)· · · γl(G) · · · , in which
γi(G) = Vci (G).
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484 A. Bier / Journal of Algebra 321 (2009) 483–494Now, let K be a ﬁeld. Throughout this paper, we assume that char K = 0. We say that A ∈ GLn(K )
is a triangular matrix, if A can be written as:
A =
∑
1i jn
ai, jei, j, ai, j ∈ K ,
where ei, j is the matrix having identity in the place (i, j) and zeros elsewhere. The group of invertible
triangular matrices is denoted by Tn(K ) and called the triangular group over ﬁeld K . A subgroup UTn(K )
of Tn(K ), consisting of all unitriangular matrices
A = 1+
∑
1i< jn
ai, jei, j, ai, j ∈ K ,
where 1 denotes the unit matrix of size n, is called the unitriangular group over ﬁeld K [3]. It is in fact
the normal subgroup of Tn(K ) and Tn(K ) can be represented as the semidirect product of its subgroup
Dn(K ), which is the subgroup of all diagonal invertible matrices over ﬁeld K and the unitriangular
group, i.e. Tn(K ) = Dn(K ) UTn(K ).
The groups of unitriangular and triangular matrices have been studied by many authors and re-
garding different aspects. In [6] and [5] the characteristic subgroups of UTn(K ) and Tn(K ) and the
groups of their automorphisms are discussed, in [11] the author studies the unitriangular group over
the ﬁeld of characteristic p > 2 and in [4] one can ﬁnd the description of maximal abelian subgroups
of the unitriangular group. More recent results concern, for example, the conjugacy classes of the uni-
triangular group in the general linear group [1] and representations of UTn(K ) for certain ﬁelds K [2].
In UTn(K ) we distinguish subgroups
UTln(K ) =
{
1+
∑
i< j−ln
ai, jei, j, ai, j ∈ K
}
, 0 l n − 1.
It is well known that for an arbitrary ﬁeld K , the series of subgroups
UTn(K) = UT0n(K) > UT1n(K) > · · · > UTn−2n (K) > UTn−1n (K) = {1}
is the lower central series of UTn(K), namely UTln(K) = γl+1(UTn(K)). The following theorem will be
proved:
Theorem 1. Every verbal subgroup in the group UTn(K), n ∈ N \ {1} coincides with a term of the lower central
series of this group. In other words:
For any verbal subgroup V F (UTn(K)) there exists l ∈ {0,1, . . . ,n − 1} such that
V F
(
UTn(K)
)= γl+1(UTn(K))= UTln(K).
Since UTn(K ) = [Tn(K ), Tn(K )], then UTn(K ) = Vc2 (Tn(K )) and so, every verbal subgroup of
UTn(K ) is also a verbal subgroup in Tn(K ). A question arises, whether there are other verbal sub-
groups in Tn(K ). An answer to this is stated in the following
Theorem 2. Every verbal subgroup V F (Tn(K )) is either a verbal subgroup of UTn(K ) or can be represented as
V F (Dn(K )) · UTn(K ).
From the results that have been stated above we draw some conclusions regarding the lattices of
verbal subgroups in unitriangular and triangular groups. One fact is worth mentioning here. While the
group generated by the union of verbal subgroups 〈V F1 (G) ∪ V F2(G)〉 is a verbal subgroup V F1∪F2 (G)
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section of verbal subgroups is a verbal subgroup, since every fully invariant subgroup of a free group
is its verbal subgroup (the opposite holds for every group) and the intersection of fully invariant sub-
groups is a fully invariant subgroup. Therefore we can consider the lattice of all verbal subgroups of
a free group and, in fact, of an arbitrary group G , for there exists a homomorphism that maps every
verbal subgroup V F (X∗∞) to the corresponding verbal subgroup V F (G). It is important that the lattice
Latverb(G) of verbal subgroups in group G is not, in general, a sublattice of the lattice of all subgroups
in the group.
Having two lattices L1 and L2, we deﬁne the join of lattices L1 
 L2, to be the lattice preserving the
orders of L1 and L2 and such that every element of L2 is greater than every element of L1. If L1 has
the maximal element and L2 has the minimal element, these elements are identiﬁed in L1 
 L2. We
denote by L(n) the lattice of an n-element set with linear order.
From Theorems 1 and 2 we obtain the following results on the lattices of verbal subgroups in
UTn(K ) and Tn(K ):
1. Latverb(UTn(K )) ∼= L(n);
2. Latverb(Tn(K )) ∼= L(n) 
Latverb(K ∗), where K ∗ is the multiplicative group of the ﬁeld K .
In particular,
• as V F (C∗) is equal to either C∗ or {1}, we obtain that Latverb(Tn(C)) ∼= L(n);
• since V F (R∗) is equal to either R∗ or R+ or {1}, we get Latverb(Tn(R)) ∼= L(n + 1);
• because Latverb(Q ∗) ∼= DN , where DN denotes the lattice of natural numbers with inverted order
of divisibility, then Latverb(Tn(Q)) ∼= L(n) 
 DN .
Further we consider the groups of inﬁnite-dimensional unitriangular, triangular and diagonal ma-
trices. We denote them by UT (K ), T (K ) and D(K ) and deﬁne as direct limits of direct systems of
unitriangular, triangular and diagonal groups, respectively. Let ϕn : Tn(K ) ↪→ Tn+1(K ) denote the nat-
ural embedding, i.e.
ϕn(A) =
(
A 0T
0 1
)
for all A ∈ Tn(K ), where 0 is the zero vector of size n. Then obviously ϕn(UTn(K )) ⊆ UTn+1(K ) and
ϕn(Dn(K )) ⊆ Dn+1(K ). We deﬁne:
T (K ) = lim−→
n
(
Tn(K ),ϕn
)
, UT(K ) = lim−→
n
(
UTn(K ),ϕn
)
, D(K ) = lim−→
n
(
Dn(K ),ϕn
)
.
We also note that T (K ) = D(K ) UT (K ) and then we obtain
Theorem 3.
1. Every verbal subgroup of the group U T (K ) coincides with a term of the lower central series of this group
and Latverb(UT (K )) ∼= L(∞).
2. Every verbal subgroup V F (T (K )) is either a verbal subgroup of U T (K ) or can be represented as V F (K ) ·
UT (K ) and Latverb(T (K )) ∼= L(∞) 
Latverb(K ∗).
The last part of the paper deals with the width of verbal subgroups widF (G). By the width of the
verbal subgroup V F (G) we mean the smallest (if such exists) number l ∈ N such that every element
g ∈ G can be represented as a product of l values of words from F in group G or inverses of such
values. If such number does not exist, we say that widF (G) is inﬁnite.
The width of verbal subgroups has been widely investigated and many signiﬁcant results have
been obtained. For example, in [7] it is proven that every verbal subgroup in an algebraic group of
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a ﬁnite width. In particular, this result applies to UTn(K ).
As the width of verbal subgroup V F (G) depends not only on the subgroup itself, but also on the
generating set of words F , we focus on the verbal subgroups of UTn(K ) and Tn(K ) generated by some
speciﬁc words. In particular, we prove the following:
Theorem 4. Let K be an arbitrary ﬁeld, n and k be natural numbers such that n,k 1. Then
1. widck (UTn(K )) = 1, widck (Tn(K )) = 1;
2. widck (UT (K )) = 1, widck (T (K )) = 1.
We recall here that a word f ∈ X∗∞ is called universal in group G , if every element of that group
is a value of f in G , i.e. if V f (G) = G and wid f (G) = 1. Now, if for every n ∈ N the word xn ∈ X∗∞ is
universal in G , then G is called a divisible group. One can check, that for the ﬁeld K of characteristic 0,
UTn(K ) is a divisible group (see [3]) and Tn(K ) is not.
At the end we make one more remark regarding width of a verbal subgroup V F (UTn(K )). If
f (x1, . . . , xt) ∈ F is a noncommutator word, then there exists at least one letter xs , 1 s t such that
the sum of all its powers in f is nonzero, say equal k. All values of the word f in UTn(K ) obtained by
replacing all letters but xs by the unit matrix constitute the verbal subgroup Vxks (UTn(K )), which—as
UTn(K ) is divisible—coincides with the whole group UTn(K ). Therefore every noncommutator word is
an universal word in UTn(K ) and hence if there exists a set of words F such that widF (UTn(K )) > 1,
then F consists only of commutator words different from ci , i = 1,2, . . . ,n. However, the existence of
such set F is an interesting question itself.
2. Verbal subgroups in UTn(K ) and Tn(K )
2.1. Characteristic subgroups of Tn(K ) and UTn(K )
Every verbal subgroup V F (G) is a fully invariant subgroup of G [10]. Because of that, in order
to consider verbal subgroups of a group G , it is convenient to determine ﬁrst its automorphisms.
As it comes to the group UTn(K ), some classes of automorphisms can be distinguished, namely the
classes of inner and diagonal automorphisms. The second class contains automorphisms of the type
ΔD : UTn(K ) → UTn(K ), deﬁned as ΔD(A) = D−1AD where D ∈ Dn(K ). There are also automorphisms
of UTn(K ) that do not belong to any of these classes, for example τ : A → (ς(A))−1, where ς is the
symmetry with respect to the second diagonal of the matrix.
All automorphisms of UTn(K ) described above can be also considered as the automorphisms of
the triangular group Tn(K ), since the classes of inner and diagonal automorphisms of UTn(K ) are
obviously contained in the class of inner automorphisms of Tn(K ), and τ is also an automorphism
of Tn(K ). The invariancy under the above-mentioned automorphisms forces characteristic subgroups
of UTn(K ) and Tn(K ) to have a special form. The corresponding problem for the case of groups of
lower triangular matrices was thoroughly discussed in [5] and we just recall here two useful facts
reformulated for our case of upper triangular matrix groups. We denote:
Pij = {1+ aeij: a ∈ K },
Q ij = P1, j P1, j+1 . . . P1,n P2, j P2, j+1 . . . P2,n . . . Pi−1,n Pi, j+1Pi, j+2 . . . Pi,n.
Fact 1. If K is a ﬁeld such that |K | > 2, then a nonempty subset H ⊆ UTn(K ) is a normal subgroup in the
triangular group Tn(K ) if and only if it satisﬁes the following condition: if at least one matrix from H has a
nonzero element in the place (i, j), 1 i < j  n, then H ⊇ Pij Q ij .
Fact 2. Every characteristic subgroup H = {1} in the unitriangular group UTn(K ) over the ﬁeld K , |K | > 2, is
a product of some subgroups Pij , i < j, satisfying the following condition: Q ij ⊆ H whenever Pij ⊆ H.
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We prove the theorem by induction on n.
Let n = 2, then UT2(K) ∼= (K ,+). The only two verbal subgroups of (K ,+) are K and {0}, hence
by isomorphism the considered group UT2(K) has exactly two verbal subgroups, i.e.: UT2(K) =
γ1(UT2(K)) and
{( 1 0
0 1
)}= γ2(UT2(K)). Hence the theorem holds for n = 2.
Let us now assume, that the theorem holds for UTk(K). We deﬁne the mapping ψk : UTk+1(K) →
UTk(K) as follows: for every matrix A = 1+∑i< jk+1 ai, jei, j ∈ UTk+1(K) we deﬁne
ψk(A) = 1+
∑
i< jk
ai, jei, j ∈ UTk(K).
The mapping ψk maps a matrix of size (k+ 1)× (k+ 1) from the group UTk+1(K) onto the matrix
of size k × k from the group UTk(K), by crossing the last row and the last column out of it. It can be
easily checked that ψk is a homomorphism of group UTk+1(K ) onto the group UTk(K ).
If H is a verbal subgroup of group UTk+1(K) then the group ψk(H) is a verbal subgroup of the
group UTk(K) [10]. Keeping in mind our inductive assumption, suppose that ψk(H) = UTlk(K).
Then H consists of matrices of the form:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1,k+1
a2,k+1
a3,k+1
. . .
A . . .
. . .
ak−1,k+1
ak,k+1
0 0 0 . . . 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where A ∈ UTlk(K) and the last column [a1,k+1,a2,k+1, . . . ,ak,k+1,1]T is a k + 1-dimensional vector
over ﬁeld K .
Since H is a verbal subgroup then it is a fully invariant subgroup of UTk+1(K ), and therefore H
follows Fact 2. In particular, it can be represented as a product of some Pij . Assuming that
ψk(H) = UTlk(K) = P1,l+2P1,l+3 . . . P1,k P2,l+3P2,l+4 . . . P2,k . . . Pl−1,k−1Pl−1,k Pl,k = {1}
then it is obvious that Pij ⊆ H for all i + l < j  k. Therefore Q ij ⊆ H for the same pairs of indices
and this gives us that
Pi,k+1 ⊆ H for all 1 i  k − l − 1.
Since H is invariant under the automorphism τ we get that
τ (P1,l+2) = Pk−l,k+1 ⊆ H
and for all k − l < i < k + 1 Pi,k+1 ∩ H = {1}. Hence ﬁnally
H = P1,l+2P1,l+3 . . . P1,k+1P2,l+3P2,l+4 . . . P2,k+1 . . . Pl−1,k Pl−1,k+1Pl,k+1 = UTlk+1(K ).
If ψk(H) = {1}, then from the invariancy of H under τ we get H ⊆ P1,k+1. Now, if H = {1} then
from Fact 2, H = P1,k+1 = UTk−1k+1(K ); otherwise H = {1} = UTkk+1(K ). This, by induction, completes
the proof. 
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Vcl (UTn(K )) for every n > 1. This fact is a simple conclusion drawn from the construction in the
above proof.
2.3. Proof of Theorem 2
We ﬁrst state and prove the following
Lemma 1. For every word f ∈ X∗∞ the verbal subgroup V f (Tn(K )) is of the form V f (Dn(K )) · H, where
H ⊆ UTn(K ).
Proof. Let f ∈ X∗∞ be a word of the form
f (x1, x2, . . . , xk) = x	1i1 · x
	2
i2
· . . . · x	sis ,
where xi j ∈ {x1, x2, . . . , xk} ⊂ X , 	 j ∈ Z, 1 j  s. Since Tn(K ) = Dn(K ) UTn(K ) then every value of
word f in group Tn(K ) for matrices Ai = Di · Ui , 1 i  k can be written as
f (A1, A2, . . . , Ak) = f (D1 · U1, D2 · U2, . . . , Dk · Uk) = f (D1, D2, . . . , Dk) · U ,
for some U ∈ UTn(K ). It is obvious that a product of values of f in Tn(K ) is also an element of
V f (Dn(K )) · UTn(K ) and hence the proof is complete. 
As the group Dn is abelian, than for every commutator word f the verbal subgroup V f (Dn(K )) is
trivial. Therefore if f ∈ X∗∞ is the commutator word, than V f (Tn(K )) UTn(K ).
Proof of Theorem 2. We consider the two cases of the word f being either a commutator or a non-
commutator word.
For a commutator word we have that V f (Tn(K )) UTn(K ). Moreover, it is a normal subgroup of
Tn(K ) and invariant under the automorphism τ .
Let us ﬁrst consider V f (T2(K )). If it contains a matrix different from the unit matrix, then from
Fact 1, P1,2Q 1,2 ⊆ V f (T2(K )). Hence either V f (T2(K )) = UT2(K ) or V f (T2(K )) = {1}, so our state-
ment is true.
Now, the rest of the inductive proof is the repetition of steps from the proof of Theorem 1, as we
may deﬁne the analogical homomorphism
ψk : Tk+1(K) → Tk(K),
which acts the same as it was assumed in the above-mentioned proof, and of course
ψk(V f (Tk+1(K ))) = V f (Tk(K )). The slight modiﬁcation is that in this proof we use Fact 1 instead
of Fact 2, but it does not make a difference in the reasoning. This way we prove, that if f is a com-
mutator word, the verbal subgroup V f (Tn(K )) coincides with UTln(K ) for certain l ∈ {0,1, . . . ,n − 1}.
Let us now assume that f is a noncommutator word. It means that there exist a letter such that
the sum of its exponents in word f is nonzero, say it is equal k. Then Vxk (UTn(K )) ⊆ V f (UTn(K ))
and providing char K = 0 and k = 0, we have Vxk (UTn(K )) = UTn(K ). Hence UTn(K ) ⊆ V f (Tn(K )) and
since V f (Dn(K )) ⊆ V f (Tn(K )) then V f (Dn(K )) · UTn(K ) ⊆ V f (Tn(K )). As the converse inclusion is a
consequence of Lemma 1, we proved that for f = xk
V f
(
Tn(K )
)= V f (Dn(K )) · UTn(K ). 
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Let (Gi,ϕi)i∈N be a direct system of groups, i.e.
G1
ϕ1
↪→ G2 ϕ2↪→ G3 ϕ3↪→ ·· · and G = lim−→(Gi,ϕi).
For an arbitrary set of words F ⊂ X∗∞ and n ∈ N we have ϕi(V F (Gi)) ⊆ V F (Gi+1), therefore we
can deﬁne a direct system of the verbal subgroups (V F (Gi),ϕi) and the direct limit lim−→(V F (Gi),ϕi),
which we identify in a natural way with a subgroup in G .
Lemma 2. Let G, Gi , i ∈ N be such groups that G = lim−→ Gi , and let F be a set of words. Then V F (G) =
lim−→ V F (Gi).
Proof. For every i ∈ N there exists a natural homomorphism ψi : Gi → G (x → [x]), hence
ψi
(
V F (Gi)
)= V F (ψi(Gi))⊆ V F (G)
and
⋃
i
V F (Gi) ⊆ V F (G).
Let x ∈ V F (G). Then x can be expressed as a product of values of words from the set F in group G:
∏
fk∈F
fk
(
xki1 , . . . , x
k
ink
)
, xki j ∈ G.
Since for every pair (k, j) there exists such a number nk, j , that xki j ∈ Gnk, j , and the product above
consists of ﬁnitely many factors, then there exists N =maxk, j nk, j and then all factors xki j are contained
in GN . So x ∈ V F (GN ), and therefore
V F (G) ⊆
⋃
i
V F (Gi),
hence we ﬁnally have the equality V F (G) =⋃i V F (Gi). 
Proof of Theorem 3. Let F be a set of words. We notice, that both V F (UT (K )) and V F (T (K )) are
different from {1}, since neither UT (K ) nor T (K ) fulﬁlls an identity. Therefore, since
{1} = V F
(
UT (K )
)= lim−→ V F (UTn(K )) and {1} = V F (T (K ))= lim−→ V F (Tn(K )),
then there exists the smallest number n such that
V F
(
UTn(K )
) = {1} and V F (Tn(K )) = {1}.
We work on the two statements of the theorem separately.
1. From Theorem 1, there exists exactly one index l such that
V F
(
UTn(K )
)= Vcl (UTn(K )).
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V F
(
UTi(K )
)= Vcl (UTi(K )).
Hence
lim−→ V F
(
UTn(K )
)= lim−→ Vcl (UTn(K ))= Vcl (UT (K ))= γl−1(UT (K )),
and the ﬁrst statement of the theorem is proven.
2. From Theorem 2, there are the following two possibilities:
(a) If F consists of only commutator words, then there exists such l ∈ N that
V F
(
Tn(K )
)= Vcl (UTn(K )) = {1}.
Then, by the same arguments as in 1, for every i > n V F (Ti(K )) = Vcl (UTi(K )) and
V F
(
T (K )
)= lim−→ V F (Ti(K ))= lim−→ Vcl (UTi(K ))= Vcl (UT (K )).
(b) If F contains at least one noncommutator word, then V F (Tn(K )) = V F (K ) · UTn(K ). Then for
every i ∈ N we have
V F
(
Ti(K )
)= V F (K ) · UTi(K )
hence V F (T (K )) = lim−→ V F (Ti(K )) = lim−→(V F (K ) · (UTi(K ))) = V F (K ) · lim−→UTi(K ) = V F (K ) ·
UT (K ). 
4. The width of verbal subgroups
Before we prove Theorem 3, we prove few intermediate results.
Lemma 3. For every matrix A ∈ UTll+2(K ), l 2 there exist matrices
B ∈ UTl−1l+2(K ) and U ∈ UTl+2(K ),
both being not the unity matrices, such that A = [B,U ].
Proof. Let us assume
A = 1+ a · e1,l+2 ∈ UTll+2(K ),
B = 1+ b1 · e1,l+1 + b2 · e1,l+2 + b3 · e2,l+1 ∈ UTl−1l+2(K ),
U = 1+
∑
1i< jl+2
ui, jei, j ∈ UTl+2(K ).
Then, with our assumptions that l 2, we have
B−1 = 1− b1 · e1,l+1 − b2 · e1,l+2 − b3 · e2,l+1
and
U−1 = 1+
∑
1i< jl+2
u′i, jei, j
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x = u′1,2b3 − b1u′l+1,l+2.
We can choose such U ∈ UTl+2(K ), that U−1 satisﬁes the following condition:
u′1,2 = u′l+1,l+2 = 1.
Taking b1 = 0 = b2 we obtain x = b3 and setting b3 = a we prove that matrices speciﬁed above satisfy
the statement of our proposition. 
Lemma 4. Every matrix A ∈ UT13(K ) can be represented as A = [B,U ], where 1 = B, 1 = U and B,U ∈
UT3(K ).
Proof. Let us take
A =
⎛
⎝ 1 0 a0 1 0
0 0 1
⎞
⎠ , B =
⎛
⎝ 1 b1 b20 1 b3
0 0 1
⎞
⎠ , U =
⎛
⎝ 1 u1 u20 1 u3
0 0 1
⎞
⎠ .
Then
[B,U ] =
⎛
⎝ 1 0 b1u3 − b3u10 1 0
0 0 1
⎞
⎠ ,
and now, setting u1 = u3 = 1, b3 = 0 = b2 and b3 = a we get A = [B,U ] where B = 1 and U = 1. This
completes the proof. 
Lemma 5. For every matrix A ∈ UTln(K ), l  1, if A can be represented as A = [B,U ], where 1 = B ∈
UTl−1n (K ), 1 = U ∈ UTn(K ), then for every matrix
A =
(
A a
0 1
)
∈ UTln+1(K ), aT = [a1,a2, . . . ,an−l,0, . . . ,0] ∈ Kn,
there exist such matrices B ∈ UTl−1n+1(K ) and U ∈ UTn+1(K ) that A = [B,U ].
Proof. Suppose that A = [B,U ], B = 1, U = 1 and
B =
(
B b
0 1
)
, U =
(
U u
0 1
)
,
where b,u are appropriate vectors from Kn . Then
B−1 =
(
B−1 b′
0 1
)
, U−1 =
(
U−1 u′
0 1
)
,
where b′ = −B−1b, u′ = −U−1u, and
[B,U ] =
( [B,U ] x
0 1
)
,
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u = (B − 1)−1U B[B−1(U−1− 1)b − a]
we obtain x = a and A = [B,U ]. Such u is well deﬁned, as both U and B are assumed not to be the
unity matrix. This completes the proof of our lemma. 
Lemma 6. Under assumptions of Lemma 5, for i ∈ N every matrix
A =
(
A A′
0 1
)
∈ UTln+i(K ), A′ ∈ Mn,i(K ),
can be expressed as A = [B,U ], where 1 = B ∈ UTl−1n+i(K ) and 1 = U ∈ UTn+i(K ).
Proof. As B = 1 and U = 1, then none of the matrices B = ( B B ′
0 1
)
and U = ( U U ′
0 1
)
is the unity matrix.
The proof is then an immediate induction on i.
Assuming that Ak ∈ UTln+k(K ) can be expressed as Ak = [Bk,Uk], from Lemma 5 we have that
Ak+1 = [Bk+1,Uk+1] for every matrix Ak+1 ∈ UTlk+1(K ) and this completes the proof. 
Lemma 7. For every matrix A ∈ UTln(K ), l  1, there exist such matrices B ∈ UTl−1n (K ) and U ∈ UTn(K ) that
A = [B,U ].
Proof. Let us assume l  1 and A ∈ UTln(K ). Then for all n  l + 1 the subgroups UTln(K ) are trivial
and A = 1= [1,1].
Let us now consider n = l + 2. Then we have the following two cases:
1. l = 1. Then n = 3, which is the case described in Lemma 4. The matrix A can be therefore ex-
pressed as A = [B,U ], with both B and U being the nonunity matrices from UT3(K );
2. l 2. Then the thesis of our lemma is a consequence of Lemma 3. The matrix A can be therefore
expressed as the commutator of the two nonunity matrices B ∈ UTl−1l+2(K ) and U ∈ UTl+2(K ).
So, the assumptions of Lemma 5 and the consecutive Lemma 6 are met, hence our proposition holds
for all n l + 2. Thus, the proof is now complete. 
Proof of Theorem 4.
1. The ﬁrst part of the proof is inductive. We show that Vck (UTn(K )) = 1.
From Lemma 7, for every matrix A ∈ UT1n(K ) = Vc2 (UTn(K )) we have A = [B,U ], where B,U ∈
UTn(K ). Thus the width of Vc2 (UTn(K )) is 1.
Let us now take A ∈ Vck+1 (UTn(K )) = UTkn(K ) and assume that our theorem holds for all i  k − 1.
It means that every matrix from UTin(K ) is a value of the word ci+1 in group UTn(K ). From Lemma 4
we know that there exist matrices B ∈ UTk−1n (K ) and U ∈ UTn(K ) such that A = [B,U ]. According
to the inductive assumption, B is a value of the word ck in group UTn(K ), i.e. there exist matrices
U1,U2, . . . ,Uk ∈ UTn(K ) such that
B = ck(U1,U2, . . . ,Uk).
Now
A = [B,U ] = [cl(U1,U2, . . . ,Uk),U]= ck+1(U1,U2, . . . ,Uk,U )
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subgroup Vck+1 (UTn(K )) in the group UTn(K ) is 1. By induction, the theorem holds for every 1 k
n − 1.
Secondly, we prove that every unitriangular matrix is a commutator of a diagonal matrix and an
unitriangular matrix. The proof is again, by induction.
For n = 2, let us take A = 1+ ae1,2 and consider
D =
(
d1 0
0 d2
)
and U = 1+ ue1,2.
Then
[D,U ] = 1+ (u − d−11 d2u)e1,2 = 1+ (1− d−11 d2)ue1,2.
As char K = 0, we can choose such D that d1 = d2. Then 1− d−11 d2 = 0 is an invertible element of K
and there exists such u ∈ K that
u = (1− d−11 d2)−1a and A = [D,U ]
and the theorem holds.
Let us now assume that theorem holds for a certain n ∈ N, in particular, every matrix A ∈ UTn(K )
is a commutator of certain D ∈ Dn(K ) and U ∈ UTn(K ). Let us take
A =
(
A a
0 1
)
∈ UTn+1(K ), aT = [a1,a2, . . . ,an] ∈ Kn,
where A is a matrix from UTn(K ) that is a commutator value A = [D,U ]. Denoting by
D =
(
D 0
0 dn+1
)
∈ Dn+1(K ), dn+1 ∈ K ∗,
U =
(
A u
0 1
)
, uT = [u1,u2, . . . ,un] ∈ Kn,
we have
[D,U ] =
(
A D−1U−1(D − dn+1 · 1)u
0 1
)
.
As char K = 0, we can choose such dn+1 ∈ K ∗ that dn+1 = di for all i < n + 1. Then the matrix
(D − dn+1 · 1) is invertible and so there exists
u = (D−1U−1(D − dn+1 · 1))−1a.
Then A = [D,U ], which proves the inductive thesis and hence widc2 (Tn(K )) = 1. Again by induction
we assume that widck (Tn(K )) = 1, k > 1. Let A be a matrix from Vck+1 (Tn(K )) = UTn(K ). Then, as
we have just shown, there exist matrices D ∈ Dn(K ) and U ∈ UTn(K ) such that A−1 = [D,U ], thus
A = [U , D]. But according to the inductive assumption U ∈ UTn(K ) = Vck (Tn(K )) is a value of ck in
Tn(K ), which implies that A is a value of ck+1 in Tn(K ). Hence widck+1 (Tn(K )) = 1. 
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such that for every j > n and i < j Ai, j = 0. Let us denote by An the top left square block of size
n × n in matrix A. Obviously An ∈ Vcl (UTn(K )) (An ∈ Vc2(Tn(K )), respectively) and then, from
Theorem 4, there exist matrices B1, B2, . . . , Bn ∈ UTn(K ) (D ∈ Dn(K ) and U ∈ UTn(K )) such that
An = cl
(
B1, B2, . . . , Bn
) (
An = c2(D,U )
)
.
Now, we deﬁne matrices B1, B2, . . . , Bn ∈ UT (K ) (D ∈ D(K ),U ∈ UT (K )) in such a way that
B1n = B1, B2n = B3, . . . , Bnn = Bn (Un = U , Dn = D)
and Bki, j = 0 (U i, j = 0) for all j > n and i < j. Then
A = cl
(
B1, B2, . . . , Bn
) (
A = c2(D,U )
)
,
hence widcl (UT (K )) = 1 (widc2 (T (K )) = 1). 
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