

















generalized linearmodeland isdenotedbyGLM+NS in literature.Theamountofsmoothing iscontrolledby the
parameterdegreesoffreedom(df)inthefittedNS.Whilealargeamountofsmoothingcouldresultinalessbiased
parameterestimate,over–smoothingmayattenuate importantsignals in thedata. Inpractice, this issue isoften
addressed by sensitivity analyses with different df values. Smoothing can also be achieved by assuming the
parametersofthesplinesasrandomeffectswithanappropriatedistribution.Intimeseriesstudiesofhealtheffects
of air pollution the outcome variable, dailymortality (ormorbidity), is commonly assumed to follow a Poisson
distribution.Withassumingparametersof thenaturalcubicsplinesmoother random,ageneralized linearmixed
modelisresultedand,denotedbyGLMM+NS.Weinvestigatethevalidityofthismixedmodelingapproachthrough
a simulation study.Our simulation results show that for small truepollution effects, fitting aGLMM+NSmodel
results inabsolutebiases similar to thoseobtained from the fittingofaGLM+NS ,butprovides largerempirical
standarddeviationsthanaGLM+NS.Itcanbenotedthatasthevariabilityintheobservedtimeseriesdatacanbe
differentover the studyperiod, theassumptionofavariableamountof smoothingovera studyperiod ismore
realisticandthelargerstandarddeviationmayreflectreality.WeprovideanapplicationofGLMM+NSutilizingdata



























asasmootherandwithanappropriate link functionreduces toa
generalized linearmodeland isdenoted in literaturebyGLM+NS.
The degrees of freedom of the natural cubic splines are usually
determined by standard data–driven methods, such as Akaike
InformationCriteria (AIC)andBayesian InformationCriteria (BIC).
However,asthesemethodsweredesignedtochoosethedegrees
ofsmoothingbyoptimizingtheoverallpredictionofthetimeseries
data rather thanderiving accurate estimateson the effectof air
pollution, they could lead to biased estimates of the effect of
interest (Peng et al., 2006). Furthermore, these standard
approaches assume fixed degrees of smoothing over the entire
studyperiodwhichmaynotalwaysbearealisticassumption.The
connection between mixed models and semi–parametric
regressionmodelshasbeenexplicitlydescribedbyRuppertandhis
colleagues(Ruppertetal.,2003).Thisconnectionhasbeenfurther
discussed in the context of spline smoothing with linearmixed







achieve flexible representations of a smooth function. But this
approach may penalize the basis coefficients for over–fitting.
Withinthemixedmodelanalyticalframework,thepenaltycanbe
assumed to act differently for each spline basis function by
constrainingthebasiscoefficientstoberandomandcomingfroma
common distribution. As a result, the local structure of the
relationship between an outcome and covariates should
theoretically be estimated more precisely. A generalized linear
mixed model with a natural cubic spline with random basis
coefficientsasasmootherisdenotedbyGLMM+NS.
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(ACAPS) with the quantity of interest as the relative risk of
cardiopulmonary hospital admissions for a 20 μg/m3 increase in
 Chuangetal.–AtmosphericPollutionResearch2(2011)428Ͳ435 429




included together with other lag values. Detailed investigation
showed that the same day effect was the only consistently
significant pollution term. Therefore, in the present context,we
used only the same day pollutant level. A discussion is given in
Section5.

2. Generalized LinearMixedModels with Natural Cubic
Splines

Natural cubic splines are a type of regression splineswhere
piecewisecubicsplinesarejoinedatdistinctknotswithconstraints
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with 3 3( ) ( )k kT c T c    if T > ck and 0 otherwise, ck being the
locationofthekthknotwithc1< … <ck<ck+1< … <cK .Thebasis
parameter vector for the covariate Tj is defined as
1 2, ,..., jj j j jKG G G G where it is further assumed that the jth




following form: y a exponential family distribution (ʅ)
 
1 1
( ) ( )
j J j J
j j J j j
j j
g X f T X B TP E E G
  
  
   ¦ ¦ 
1 11 1 11 1 1 1 1{ ( ) ( ) } { ( )
( ) }
J J
K K J J
K J JK
X N T N T N T
N T
E G G G
G




whereg isa link functionandNk(T)andɷkaredefinedearlier.As
thetermsof 1 1 11 1 2 21 1 1( ) ,  ( ) ,  , ( )J JN T N T N TG G G areconstants,they
couldbecombinedintotheinterceptterm.Inordertocapturethe
localstructureoftherelationshipbetweenaresponsevariableand
covariates,weassume that the regressioncoefficientsassociated
with terms that involve knot locations,
1 231 41 1 32 42 2 3 4{ , ,..., ; , ,..., ; , , ,..., }jK K j j K jG G G G G G G G G ,arerandom





( )g X ZbP E   (2)

where 1 2 1 2[1 ( ) ( )]m JX X X N T N T   isan (1 )n m Ju   fixed
effectsdesignmatrixwithnas thenumberofobservations,mas
the number of covariates for the fixed effects that do not need
smoothing, J is the number of covariates that need smoothing,
1[ ]qZ Z Z   is an 1( )Jn q qu    random effects design
matrix with 3[ ( ) ( )]jj j K jZ N T N T  as a jn qu matrix with
2j jq k  , ( )jk jN T is thjk basisfunctionforcovariateTj,ɴisthe
vector of fixed effects parameters, and
1
'
13 1 3[ ]JK J JKb G G G G     is a 1( ) 1Jq q  u vector of
randomeffectsparameters.

We assume that ~ ( , ( ))b N b G T where ɽ is a 1qu  unknown
vector of variance components with q as the dimension of the
randomeffects 1 2( ... )Jq q q q    .Wealsoassumethatrandom
effectsareindependentofeachother.

Toestimate theparameters inEquation (2)we consider the
integrated quasi–likelihood.We assume that given the random
effects b, y’s are conditionally independent with means and
variancesspecifiedas: ( | ) ( )E y b h X ZbP E   , ( | ) ( )Var y b VarI P ,
whereg=h–1andIisthedispersionparameter,whichisassumed
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PP   ³ . As the integral does not have
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
whichisreferredtoasthepenalizedquasi–likelihood(PQL).PQLis
replaced by its quadratic expansion at ˆ argmin ( , )b PQL bE  for
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PM10 and smooth function of long–term trends and seasonality
with10degreesoffreedom,
2. GLMM+NSwhichincludescovariatesofsamedaylevelof
PM10 and smooth function of temperature with 7 degrees of
freedom,
3. GLMM+NSwhichincludescovariatesofsamedaylevelof
PM10 and smooth functions of long–term trends and seasonality




valueswere taken from the ACAPS and sowere the degrees of
freedom for the smoothers from a good fit of the ACAPS data.
Under eachmodel,we allowed the true effect of the same day
levelofPM10tohavedifferentlevels,0.1,0.01,0.001,and0.0001.
The variance of the random spline coefficients for long–term
trends and seasonality in GLMM+NSwas assumed to be 0.1 or
0.01. The coefficients for the first two terms of the smooth
functions in each of themodelswere each assumed to be 0.1.
Under each of the scenarios, 500 sets of counts of daily
cardiopulmonaryhospital admissions,eachwith a sample sizeof
2190, were generated from each of three GLMM+NS models
describedabove.UsingthesimulateddatasetswefitaGLMM+NS
andaGLM+NSmodelandevaluatedtheestimatesofthesameday
level of PM10 through the means of their bias, absolute bias,
standarddeviationsof theestimates foreachmodel, ratioof the
bias (GLM+NS versus GLMM+NS), and ratio of absolute bias
(GLM+NSversusGLMM+NS).

The first simple model that we consider in the simulation
studyisgivenby:

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where
10_lag0PME  is the true health effect of same day level of
PM10oncardiopulmonaryhospitaladmissions,whichhavevalues
mentioned   above,  and  2 8 8
8 1
0.1
~ ( , )
0.1
timeb MVN IV u
u
ª º« »« »« »¬ ¼
   with
2
timeV =0.1 and 0.01. After the conditionally independent
observations for the counts of daily cardiopulmonary hospital
admissionsweregeneratedGLMM+NSinEquation(5)andGLM+
NSwere fit,whereGLM +NSused the fixed effectmodel given
below:

10 _ 00 10_ 0log[ ] ( , 10)lagPM lagPM ns time dfP E E    .

Table 1 summarizes the estimates of the coefficient of




SDE ) estimated from the 500 coefficient estimates.
WhiletheratiosoftheabsolutebiasforGLM+NSversusGLMM+NS
were found to be around 1 in any of the scenarios, the biases
showedlargeincrementswhenthetrueeffectofsamedaylevelof
PM10wasequalorsmallerthan0.01,regardlessthemagnitudesof




lagPME  inGLMM+NSwere largerthan
those inGLM +NS. Furthermore, the decrease of 2tempV would






covariate on the smooth function could have effect on the
estimatesof theeffectofairpollution,weconsideredaGLMM+
NSsimilartoEquation (5)butsubstitutedthesmooth functionof
long–term trends and seasonality by the smooth function of
temperature.ThisGLMM+NShasaformof

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where 2 5 5
5 1
0.1
~ ( , )
0.1
tempb MVN IV u
u
ª º« »« »« »¬ ¼
  with 2tempV = 0.1 and 0.01.
Withthesimulateddata,GLMM+NSandGLM+NSwerefit,where
GLM+NSusedthefixedeffectmodelgivenbelow:














0.1 0.1 0.1039(0.0657),3.46 0.2569(0.0028),3.47 2.473 1.001
 0.01 0.0621(0.0649),3.44 0.1468(0.0028),3.44 2.363 1.001
0.01 0.1 6.8937(0.7561),37.7 4.3603(0.2637),37.7 0.633 0.999
 0.01 4.2304(0.6824),34.8 1.4385(0.2471),35.1 0.340 1.008
0.001 0.1 Ͳ2.1761(0.9383),45.3 2.9258(0.3891),45.6 Ͳ1.344 1.007
 0.01 Ͳ6.9294(0.9201),46.2 Ͳ1.1994(0.4080),45.8 0.173 0.992
 0.001 Ͳ2.1949(0.9499),44.2 2.0930(0.3.814),44.7 Ͳ0.954 1.012
0.0001 0.1 1.4735(0.9012),40.6 Ͳ1.8021(0.3483),40.6 Ͳ1.223 1.001
 0.01 3.1059(0.9597),46.4 Ͳ0.7234(0.3930),46.7 Ͳ0.233 1.007
 0.001 Ͳ2.5005(0.9252),44.1 Ͳ1.6774(0.3847),44.1 0.671 0.998













0.1 0.1 0.1702(0.0531),2.91 0.1298(0.0017),2.91 0.763 1.000
 0.01 0.5322(00519),2.86 0.4488(0.0016),2.85 0.843 0.997
0.01 0.1 Ͳ0.7540(0.8615),41.1 Ͳ2.5402(0.3182),42.6 3.369 1.035
 0.01 10.5105(1.1425),39.5 2.4674(0.2972),40.0 0.235 1.012
0.001 0.1 2.1216(1.1121),50.0 0.9382(0.4600),50.1 0.442 1.003
 0.01 18.3394(1.1145),53.7 Ͳ2.3964(0.4645),51.2 Ͳ0.131 0.954
 0.001 35.9839(2.0456),61.0 Ͳ0.7043(0.4807),52.3 Ͳ0.020 0.856
0.0001 0.1 Ͳ5.5204(1.7528),49.6 1.5018(0.4854),54.5 Ͳ0.272 1.100
 0.01 7.8427(1.2593),54.5 Ͳ2.4847(0.4831),52.3 Ͳ0.317 1.023
 0.001 30.5880(1.6252),59.8 Ͳ2.0875(0.4484),51.2 Ͳ0.068 0.856




We further investigated the casewhere themodel includes
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the effect of air pollution and its standard deviations than
compared to what were seen in Tables 1 and 2. This could be
explained by the complexity of themodelwhich includesmore
smooth functions of the time–varying covariates and smaller
valuesoftheeffectofairpollution.

However, the comparison of GLMM+NS and GLM+NS has
shown similar results with respect to the absolute biases. The
magnitudes of the variance of the random spline coefficientsdo
notseemtohavelargeimpactsontheestimationoftheeffectsof
air pollution in our simulation study. On the contrary, the
magnitudesofthetrueeffectofthesamedaylevelofPM10leadto







ACAPS contained time series data for the counts of daily
cardiopulmonary hospital admissions, daily meteorological data,
and daily ambient air levels of a criteria pollutant (PM10) for
AlleghenyCountyfrom1995to2000(Arenaetal.,2006).Thedaily
cardiopulmonary hospital admissions included records with a
dischargediagnosisofthecirculatorysystemorrespiratorysystem
forAlleghenyCountyresidents>65yearsofage.Thedailymean
temperature data were used as themeteorological data in our
















0.1 0.1,0.1 Ͳ0.2101(0.0711),3.56 Ͳ0.3120(0.0028),3.57 1.485 1.002
 0.01,0.01 0.0363(0.0636),3.75 Ͳ0.0868(0.0026),3.76 Ͳ2.390 1.002
0.01 0.1,0.1 10.4224(0.8207),42.6 2.2250(0.3222),41.9 0.213 0.984
 0.01,0.01 Ͳ5.2962(0.7961),37.4 Ͳ0.6469(0.2748),38.3 0.122 1.022
0.001 0.1,0.1 Ͳ0.3106(1.1017),52.6 Ͳ3.7394(0.4860),53.2 12.038 1.011
 0.01,0.01 7.2997(1.2169),49.2 0.1215(0.4449),50.2 0.017 1.021
0.0001 0.1,0.1 4.2002(0.9761),50.3 Ͳ2.4574(0.4194),50.6 Ͳ0.585 1.006








GLM+NS and GLMM+NS to the ACAPS data. GLM+NS model is
givenby: ~ ( )y Poisson P 

10 _ 00 10_ 0log[ ] ( , 5/ )lagPM lagPM ns time df yearP E E    
( , 7) DOW DOWns temp df IE   u  (8)

where 1( , , )T ny y y   isavectoroftheobservedcountsofdaily
cardiopulmonary hospital admissions, , PM10_lag0 is the level of
PM10forthesameday,ns(time,df=5/year)  isthenaturalcubic
spline functionof calendar timewithdegreesof freedom  5per
year, ns(temp, df = 7) is the natural cubic spline function of
temperaturewithdegreesoffreedom7, IDOWarethesix indicator




(8)were chosen as follows. First, in fitting GLM + NSmodel to
account for long–term trends and seasonal variations in the
hospital admission data natural cubic splines with a range of
degreesofsmoothing,degreesoffreedomwereused.Second,we
determinedtheoptimaldegreesoffreedomfromthefittedmodel
which has the smallestAIC,where the smallerAIC indicates the
better model fit. In addition, the residual plots were used to
visually examinewhether the seasonal variationswere removed





per year for long–term trends and seasonality, and 7degreesof
freedomfordailymeantemperature.

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isa 43 1u vectorof
thefixed–effectcoefficients.Equation(9)wasfitbyusingtheglm
functioninR.GLMM+NSmodelisgivenby: ~ ( )y Poisson P 
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where, 10_ 0[1 ]lag DOWX PM time temp I  is an 10nu  design
matrix for the fixed effects ȕ = [ȕ0 ߚ
10_ 0lagPM
 ȕ1,time ȕ1,temp 
ȕDOW]T is a 10 1u   vector of the fixed–effect coefficients
3 30 3 7[ ( ) ( ) ( ) ( )]Z N time N time N temp N temp     is  an 33nu 
design matrix for the random effects
3, 30, 3, 7,[ ]
T
time time temp tempb b b b b    isa 33 1u vectorof the
random–effectcoefficientswith ~ (0, )b N G ,where 2b bG GV . bG 





Table4 summarizes theestimatesof theeffectof sameday
levelofPM10(PM10_lag0)andthecorrespondingstandarderrorsfor
the twomodels.Theestimateof theeffectsofsameday levelof
PM10wasfoundtobelargerinGLMM+NSthanGLM+NS,aswellas
thestandarderrorsofthecorrespondingestimates.Therootmean







RMSE y y n
 
 ¦ ,weregiven inTable4 inadditiontothe
estimates of the effects of air pollution. We found GLM+NS
consistentlygavesmallerRMSEthanGLMM+NS.Figure1presents
the observed and fitted values and the corresponding residual
plots for the first500days.The residualsappear tobe randomly
distributed around zero and range mostly between +3 and –3.
Theseplotssuggestthatbothmethodsprovidedreasonablefitto
thedata.Itshouldbenotedthatthedailyhospitaladmissionsare
usually found to vary for different days of week. We have
accounted for this variation by including DOW covariates in the
models. The observed and fitted values over theweekends are











In this study, we proposed a GLMM + NS to handle the
problem related to the degrees of smoothing. The conventional
data–drivenmethods that optimize the predictivity of the data
series to determine the degrees of freedomwere found to give
biased estimates (Peng et al., 2006). While larger degrees of
freedom than those derived from the optimization of the
predictionofthedataseriesmaygiveamoreaccurateestimation
of the effects of air pollution under high concurvity, over–
smoothing the smooth functionscouldproduceconfoundingbias




















































































0.001 0.01 21.8388(2.1113),53.85 35.6758(0.5967),56.84 1.634 1.055
 0.001 13.5810(2.0769),44.33 27.2900(0.6920),47.25 2.009 1.066
0.0001 0.1 Ͳ1.2964(1.4006),53.65 3.4257(0.6969),47.89 Ͳ2.642 0.893
 0.01 22.4754(1.5695),50.65 25.3013(0.9572),51.41 1.126 1.015
 0.001 22.7488(1.3343),58.56 22.8244(0.6466),57.72 1.003 0.986
 0.0001 14.8558(2.0877),53.60 45.4999(0.5918),58.57 3.063 1.093
Model(3.2)  
0.001 0.01 Ͳ4.9211(0.9353),49.55 Ͳ2.3005(0.5911),49.99 0.467 1.009
 0.001 5.8479(0.7819),42.76 Ͳ18.9627(0.5451),46.00 Ͳ3.243 1.076
0.0001 0.1 9.9749(0.9432),47.72 28.6484(0.6006),52.24 2.872 1.095
 0.01 5.8613(0.9039),40.79 8.9524(0.6194),41.44 1.527 1.016
 0.001 1.9867(0.3688),38.77 Ͳ16.1851(0.6172),41.06 Ͳ8.147 1.059









the estimates of the effect of same day level of PM10 from
GLMM+NSandGLM+NSwereseentoincreaseasthetruevalueof
the effect of air pollution decreases.  This could result from the
extremely small true effect of air pollution which makes the
estimatelessprecise.Additionally,theabsolutebiaseswerefound
to be similar for GLMM+NS and GLM+NS no matter how the
magnitudesofthetrueeffectofairpollutionandthevariancesof
the random spline coefficients for the time–varying covariates
vary.The largerempiricalstandarddeviations fortheeffectofair
pollution inGLMM+NSwereexpectedduetotheconsiderationof
the random effects in the smooth function. Our illustrative




While both of GLM+NS and GLMM+NS have similar
performanceon the estimationof the effectof airpollution,we
shouldbeaware that twodifferent functions inRwereused for
model fitting. The glm function in R computes the MLE of
regression coefficients using the iteratively reweighted least
squaresmethod.Whereas the glmmPQL function in R computes
the “approximate” MLE of regression coefficients using the
penalized quasi–likelihood method with iterative procedures to
approximate the likelihood function and hence, it does not
compute the actual MLE. Moreover, PQL, which used Laplace
approximation, was found to give biased estimates of variance
components (He et al., 2006).While glmmPQL function has the
advantage of its speed and simplicity, alternative estimating
approachesneedtobeexplored.WecomparedglmmPQLwithSAS
NLMIXED, which adopted Gaussian quadrature for numerical
approximations, via limited simulations. Results from these two
methodswerecomparable(Table5).

In time series studies of air pollution the time–varying
covariates alwaysneed tobe accounted for through the smooth
functions, consequently there isan increase in the complexityof
themodel and of the estimation process for the effects of air
pollution.Whiletheuseofsmoothfunctionsprovidesflexibility in
capturing the trueeffectorairpollutionafteraccounting for the
time–varying covariates, incorrectly assigning the degrees of
freedom could result in thebiased estimatesof the effectof air
pollution. The applied GLMM+NSmethod allows the degrees of
smoothing tovaryover the studyperiod.Comparing toGLM+NS,
asGLMM+NShastheadvantagetoaccountforvariationsresulting
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