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THE STRUCTURE OF AN ISOMETRIC TUPLE
MATTHEW KENNEDY
Abstract. An n-tuple of operators (V1, . . . , Vn) acting on a Hilbert
space H is said to be isometric if the operator [V1 · · · Vn] : H
n
→ H
is an isometry. We prove a decomposition for an isometric tuple of
operators that generalizes the classical Lebesgue-von Neumann-Wold
decomposition of an isometry into the direct sum of a unilateral shift,
an absolutely continuous unitary and a singular unitary. We show that,
as in the classical case, this decomposition determines the weakly closed
algebra and the von Neumann algebra generated by the tuple.
1. Introduction
This paper concerns the structure of an isometric tuple of operators, an
object that appears frequently in mathematics and mathematical physics.
From the perspective of an operator theorist, the notion of an isometric tuple
is a natural higher-dimensional generalization of the notion of an isometry.
An n-tuple of operators (V1, . . . , Vn) acting on a Hilbert space H is said to
be isometric if the row operator [V1 · · · Vn] : Hn → H is an isometry. This
is equivalent to requiring that the operators V1, . . . , Vn satisfy the algebraic
relations
V ∗i Vj =

I if i = j,0 if i 6= j.
These relations are often referred to as the Cuntz relations.
The main result in this paper is a decomposition of an isometric tuple that
generalizes the classical Lebesgue-von Neumann-Wold decomposition of an
isometry into the direct sum of a unilateral shift, an absolutely continuous
unitary and a singular unitary. We show that, as in the classical case, this
decomposition determines the structure of the weakly closed algebra and the
von Neumann algebra generated by the tuple.
The existence of a higher-dimensional Lebesgue-von Neumann-Wold de-
composition was conjectured by Davidson, Li and Pitts in [DLP05]. They
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observed that the measure-theoretic definition of an absolutely continuous
operator was equivalent to an operator-theoretic property of the functional
calculus for that operator. Since this property naturally extends to the
higher-dimensional setting, this allowed them to define the notion an abso-
lutely continuous isometric tuple.
The key technical result in this paper is a more effective operator-algebraic
characterization of an absolutely continuous isometric tuple. The lack of
such a characterization had been identified as the biggest obstruction to
establishing the conjecture in [DLP05] (see also [DY08]). As we will see, the
difficulty here can be attributed to the lack of a higher-dimensional analogue
of the spectral theorem.
In this paper, we overcome this difficulty by extending ideas from the
commutative theory of dual algebras to the noncommutative setting. A
similar approach was used in [Ken11] to prove that certain isometric tuples
are hyperreflexive. In the present paper, the assumptions on the isometric
tuples we consider are much weaker, and the problem is substantially more
difficult. The idea to use this approach was inspired by results of Bercovici
in [Ber98].
In Section 2, we review the Lebesgue-von Neumann-Wold decomposition
of a single isometry that is the motivation for our results. In Section 3,
we provide a brief review of the requisite background material on higher-
dimensional operator theory, and we introduce the notions of absolute conti-
nuity and singularity. In Section 4, we prove an operator-algebraic character-
ization of an absolutely continuous isometric tuple. In Section 5, we prove an
operator-algebraic characterization of a singular isometric tuple. In Section
6, we prove the Lebesgue-von Neumann-Wold decomposition of an isometric
tuple, and we obtain some consequences of this result.
The present exposition was inspired by the perspective of Muhly and Solel
in [MS10], which appeared shortly after the first version of this paper. They
consider the notion of absolute continuity in a more general setting.
2. Motivation
The structure of a single isometry V is well understood. By the Wold
decomposition of an isometry, V can be decomposed as
V = Vu ⊕ U,
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where Vu is a unilateral shift of some multiplicity, and U is a unitary. By
the Lebesgue decomposition of a measure applied to the spectral measure of
U , we can decompose U as
U = Va ⊕ Vs,
where Va is an absolutely continuous unitary and Vs is a singular unitary, in
the sense that their spectral measures are absolutely continuous and singular
respectively with respect to Lebesgue measure. This allows us to further
decompose V as
V = Vu ⊕ Va ⊕ Vs.
We will refer to this as the Lebesgue-von Neumann-Wold decomposi-
tion of an isometry.
It will be convenient to consider the above notions of absolute continuity
and singularity from a different perspective. Let A(D) denote the classical
disk algebra of analytic functions on the complex unit disk D with continuous
extension to the boundary. An isometry V induces a contractive representa-
tion of A(D), namely the A(D) functional calculus for V , given by
f → f(V ), f ∈ A(D).
Recall that the algebra A(D) is a weak-* dense subalgebra of the algebra H∞
of bounded analytic functions on the complex unit disk. In certain cases, the
representation of A(D) induced by V is actually the restriction to A(D) of a
weak-* continuous representation of H∞, namely the H∞ functional calculus
for V , given by
f → f(V ), f ∈ H∞.
It follows from Theorem III.2.1 and Theorem III.2.3 of [SF70] that this occurs
if and only if Vs = 0 in the Lebesgue-von Neumann-Wold decomposition of
V . This motivates the following definitions.
Definition 2.1. Let V be an isometry. We will say that V is absolutely
continuous if the representation of A(D) induced by V extends to a weak-*
continuous representation of H∞. If V has no absolutely continuous restric-
tion to an invariant subspace, then we will say that V is singular.
The importance of the Lebesgue-von Neumann-Wold decomposition of an
isometry V is that it determines the structure of the weakly closed algebra
W(V ) and the von Neumann algebra W∗(V ) generated by V . Recall that
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W(V ) is the weak closure of the polynomials in V , and W∗(V ) is the weak
closure of the polynomials in V and V ∗.
Let α denote the multiplicity of Vu as a unilateral shift, and let µa and
µs be scalar measures equivalent to the spectral measures of Va and Vs re-
spectively. Since a unilateral shift of multiplicity one is irreducible, W∗(V )
is given by
W∗(V ) ≃ B(ℓ2)α ⊕ L∞(Va)⊕ L∞(µs)(Vs).
It was established by Wermer in [Wer52] that W(V ) can be self-adjoint,
depending on α and µa. If α 6= 0 or if Lebesgue measure is absolutely
continuous with respect to µa, then W(V ) is given by
W(V ) ≃ H∞(Vu ⊕ Va)⊕ L∞(µs)(Vs).
Otherwise, if neither of these conditions holds, then W(V ) = W∗(V ).
The following example shows that it is possible for the weakly closed alge-
bra generated by an absolutely continuous isometry to be self-adjoint. We
will see later that there is no higher-dimensional analogue of this phenome-
non.
Example 2.2. Let U denote the operator of multiplication by the coordinate
function on L2(T,m), where m denotes Lebesgue measure. Let m1 and m2
denote Lebesgue measure on the upper and lower half of the unit circle
respectively, and let U1and U2 denote the operator of multiplication by the
coordinate function on L2(T,m1) and L
2(T,m2) respectively.
Since the spectral measure of U ≃ U1 ⊕ U2 is equivalent to Lebesgue
measure, U is absolutely continuous. Thus U1 and U2 are also absolutely
continuous. From above,
W∗(U) ≃ L∞(U), W(U) ≃ H∞(U).
However, since Lebesgue measure is not absolutely continuous with respect
to m1 or m2,
W(Ui) = W
∗(Ui) = L
∞(Ui), i = 1, 2.
In particular, the weakly closed algebras W(U1) and W(U2) generated by U1
and U2 respectively are self-adjoint.
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3. Background and preliminaries
3.1. The noncommutative function algebras. The noncommutative Hardy
space F 2n is defined to be the full Fock-Hilbert space over C
n, i.e.
F 2n = ⊕∞k=0(Cn)⊗k,
where we will write ξ∅ to denote the vacuum vector, so that (C
n)⊗0 = Cξ∅.
Let ξ1, . . . , ξn be an orthonormal basis of C
n and let F∗n denote the unital free
semigroup on n generators {1, . . . , n} with unit ∅. For a word w = w1 · · ·wk
in F∗n, it will be convenient to write ξw = ξw1 ⊗ · · · ⊗ ξwk . We can identify
F 2n with the set of power series in n noncommuting variables ξ1, . . . , ξn with
square-summable coefficients, i.e.
F 2n =


∑
w∈F∗n
awξw :
∑
w∈F∗n
|aw|2 <∞

 .
In particular, we can identify the noncommutative Hardy space F 21 with the
classical Hardy spaceH2 of analytic functions having power series expansions
with square-summable coefficients.
The left multiplication operators L1, . . . , Ln are defined on F
2
n by
Liξw = ξi ⊗ ξw = ξiw, w ∈ F∗n.
It is clear that the n-tuple L = (L1, . . . , Ln) is isometric. We will call it the
unilateral n-shift since, for n = 1, L1 can be identified with the unilateral
shift on H2. For a word w = w1 · · ·wk in F∗n, it will be convenient to write
Lw = Lw1 · · ·Lwk .
The noncommutative disk algebra An is the norm closed unital alge-
bra generated by L1, . . . , Ln and the noncommutative analytic Toeplitz
algebra Ln is the weakly closed unital algebra generated by L1, . . . , Ln.
These algebras were introduced by Popescu in [Pop96], and have subse-
quently been studied by a number of authors (see for example [DP98] and
[DP99]).
The noncommutative disk algebra An and the noncommutative analytic
Toeplitz algebra Ln are higher-dimensional analogues of the classical disk
algebra A(D) and the classical algebra H∞ of bounded analytic functions.
In particular, the algebra An is a proper weak-* dense subalgebra of the
algebra Ln. If we agree to identify functions in H∞ with the corresponding
multiplication operators on H2, then we can identify A(D) with A1 and H∞
with L1.
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As in the classical case, an element A in Ln is uniquely determined by its
Fourier series
A ∼
∑
w∈F∗n
awLw,
where aw = (Aξ∅, ξw) for w in F
∗
n. The Cesaro sums of this series converge
strongly to A, and it is often useful heuristically to work directly with this
representation.
We will also need to work with the right multiplication operators R1, . . . , Rn
defined on F 2n by
Riξw = ξw ⊗ ξi = ξwi, w ∈ F∗n.
The n-tuple R = (R1, . . . , Rn) is unitarily equivalent to L = (L1, . . . , Ln).
The unitary equivalence is implemented by the “unitary flip” on F 2n that, for
a word w1 · · ·wk in F∗n, takes ξw1···wk to ξwk···w1 . We will let Rn denote the
weakly closed algebra generated by R1, . . . , Rn.
3.2. Free semigroup algebras. Let V = (V1, . . . , Vn) be an isometric n-
tuple. The weakly closed unital algebra W(V ) generated by V1, . . . , Vn is
called the free semigroup algebra generated by V . As in Section 3.1, for
a word w = w1 · · ·wk in the unital free semigroup F∗n, it will be convenient
to write Vw = Vw1 · · ·Vwk .
Example 3.1. The noncommutative analytic Toeplitz algebra Ln intro-
duced in Section 3.1 is a fundamental example of a free semigroup algebra.
We will see that it plays an important role in the general theory of free
semigroup algebras.
The study of free semigroup algebras was initiated by Davidson and Pitts
in [DP99]. They observed that information about the unitary invariants
of an isometric tuple can be detected in the algebraic structure of the free
semigroup algebra it generates, and used this fact to classify a large fam-
ily of representations of the Cuntz algebra. Free semigroup algebras have
subsequently received a great deal of interest (see for example [Dav01]).
It was shown in [DP98] that Ln has a great deal of structure that is
analogous to the analytic structure of H∞. This motivates the following
definition.
Definition 3.2. An isometric n-tuple V = (V1, . . . , Vn) is said to be an-
alytic if the free semigroup algebra generated by V is isomorphic to the
noncommutative analytic Toeplitz algebra Ln.
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The notion of analyticity is of central importance in the theory of free
semigroup algebras. This is apparent from the work of Davidson, Katsoulis
and Pitts in [DKP01]. They proved the following general structure theorem.
Theorem 3.3 (Structure theorem for free semigroup algebras). Let V =
W(V ) be a free semigroup algebra. Then there is a projection P in V with
range invariant under V such that
(1) if P 6= 0, then the restriction of V to the range of P is an analytic
free semigroup algebra,
(2) the compression of V to the range of P⊥ is a von Neumann algebra,
(3) V = PVP + (W∗(V ))P⊥.
The analytic structure of a free semigroup algebra reveals itself in the form
of wandering vectors. Let V = (V1, . . . , Vn) be an isometric n-tuple acting
on a Hilbert space H. A vector x in H is said to be wandering for V if the
set of vectors {Vwx : w ∈ F∗n} is orthonormal. In this case we will also say
that x is wandering for the free semigroup algebra generated by V .
The existence of wandering vectors for an analytic free semigroup algebra
was established in [Ken11], settling a conjecture first made in [DKP01] (see
also [DLP05] and [DY08]). Examples show that the structure of an analytic
free semigroup algebra can be quite complicated, making this result far from
obvious.
3.3. Dilation theory. Recall that an operator T is said to be contractive
if ‖T‖ ≤ 1. An n-tuple of operators T = (T1, . . . , Tn) acting on a Hilbert
space H is said to be contractive if the row operator [T1 · · · Tn] : Hn → H
is contractive.
Sz.-Nagy showed that every contractive operator T acting on a Hilbert
space H has a unique minimal dilation to an isometry V , acting on a bigger
Hilbert space K (see for example [SF70]). This means that H ⊆ K, H is
cyclic for V and
T k = PHV
k |H , k ≥ 1.
Sz.-Nagy’s dilation theorem was generalized in the work of Bunce, Frazho
and Popescu in [Bun84], [Fra82] and [Pop89a] respectively. They showed
that every contractive n-tuple of operators T = (T1, . . . , Tn) acting on a
Hilbert space H has a unique minimal dilation to an isometric n-tuple V =
(V1, . . . , Vn), acting on a bigger Hilbert space K. This means that H ⊆ K,
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H is cyclic for V1, . . . , Vn and
PHVi1 · · ·Vik |H= Ti1 · · ·Tik , i1, . . . , ik ∈ {1, . . . , n} and k ≥ 1.
3.4. The Wold decomposition. The classical Wold decomposition decom-
poses a single isometry into the direct sum of a unilateral shift of some
multiplicity and a unitary. In order to state the Wold decomposition of an
isometric tuple, we need to generalize these notions.
In Section 3.1, we introduced the unilateral n-shift L = (L1, . . . , Ln),
and we saw that it is the natural higher-dimensional generalization of the
classical unilateral shift. An isometric n-tuple is said to be a unilateral
shift of multiplicity α if it is unitarily equivalent to the ampliation L(α) =
(L
(α)
1 , . . . , L
(α)
n ), for some positive integer α.
The higher-dimensional generalization of a unitary is based on the fact
that a unitary is the same thing as a surjective isometry. An n-tuple of
operators U = (U1, . . . , Un) is said to be unitary if the operator [U1 · · · Un] :
Hn → H is a surjective isometry. This is equivalent to requiring that the
operators U1, . . . , Un satisfy
n∑
i=1
UiU
∗
i = I.
Note that a unilateral shift is not unitary. This is because the “vacuum”
vector ξ∅ in F
2
n is not contained in the range of the unilateral n-shift L =
(L1, . . . , Ln).
In [DP99], Davidson and Pitts studied a family of “atomic” isometric tuples
that arise from certain infinite directed trees. As the following example
shows, this family contains a large number of unitary tuples.
Example 3.4. Fix an infinite directed n-ary tree B with vertex set V such
that every vertex has a parent. For a vertex v in V , let ci(v) denote the i-th
child of v. Let H = ℓ2(V ), so that the set {ev : v ∈ V } is an orthonormal
basis for H. Define operators S1, . . . , Sn on H by
Siev = eci(v), 1 ≤ i ≤ n.
It’s clear that S1, . . . , Sn are isometries, and the fact that B is an infinite
directed n-ary tree implies that the range of Si and the range of Sj are
orthogonal for i 6= j. Thus S = (S1, . . . , Sn) is an isometric n-tuple. The
fact that every vertex has a parent implies that every basis vector is in the
range of some Si. Thus S is a unitary n-tuple.
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Let V = (V1, . . . , Vn) be an arbitrary isometric n-tuple. If V is unitary,
then the C∗-algebra C∗(V1, . . . , Vn) generated by V is isomorphic to the
Cuntz algebra On. Otherwise, it is isomorphic to the extended Cuntz al-
gebra En, the extension of the compacts by On. Since the only irreducible
*-representation of the compacts is the identity representation, and since On
is simple, a *-representation of En can be decomposed into a multiple of the
identity representation and a representation of On. The Wold decomposition
of an isometric n-tuple, which was proved by Popescu in [Pop89a], can be
obtained as a consequence of these C∗-algebraic facts, based on the observa-
tion that the C∗-algebra generated by a unilateral n-shift is isomorphic to
En.
Proposition 3.5 (The Wold decomposition). Let V = (V1, . . . , Vn) be an
isometric n-tuple. Then we can decompose V as
V = Vu ⊕ U,
where Vu is a unilateral n-shift and U is a unitary n-tuple.
3.5. Absolutely continuous and singular isometric tuples. As in the
classical case, an isometric n-tuple V = (V1, . . . , Vn) induces a contractive
representation of the noncommutative disk algebra An, called the An func-
tional calculus for V , determined by
Li1 · · ·Lik → Vi1 · · ·Vik , i1, . . . , ik ∈ {1, . . . , n} and k ≥ 1.
This is a consequence of Popescu’s generalization of von Neumann’s inequal-
ity in [Pop91].
Recall from Section 3.1 that An is a proper weak-* dense subalgebra of
the noncommutative analytic Toeplitz algebra Ln. The following definition
is the natural generalization of Definition 2.1.
Definition 3.6. Let V = (V1, . . . , Vn) be an isometric n-tuple. We will say
that V is absolutely continuous if the representation of An induced by V
is the restriction to An of a weak-* continuous representation of Ln. We will
say that V is singular if V has no absolutely continuous restriction to an
invariant subspace.
It is clear from Definition 3.2 and Definition 3.6 that an analytic iso-
metric tuple is absolutely continuous. In order to obtain the Lebesgue-von
Neumann-Wold decomposition of an isometric tuple, we will prove the con-
verse result that an absolutely continuous isometric tuple is analytic.
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4. Absolutely continuous isometric tuples
The main result in this section is an operator-algebraic characterization
of an absolutely continuous isometric tuple. Specifically, we will show that
for n ≥ 2, every absolutely continuous isometric n-tuple is analytic.
For n ≥ 2, fix an absolutely continuous isometric n-tuple S = (S1, . . . , Sn)
acting on a Hilbert space H. Let Φ denote the corresponding representation
of the noncommutative disk algebra An, given by
Φ(Lw) = Sw, w ∈ F∗n.
Since S is absolutely continuous, Φ extends to a representation of Ln that is
weak-* continuous.
It was shown in Corollary 1.2 of [DY08] that Φ is actually a completely
isometric isomorphism and a weak-* homeomorphism from Ln to the weak-*
closed algebra generated by S1, . . . , Sn. This is equivalent to the fact that
an infinite ampliation of S is an analytic isometric tuple. Evidently, it is
much more difficult to show that S is analytic. As an explanation, we offer
the aphorism that things are generally much nicer in the presence of infinite
multiplicity.
Showing that S is analytic amounts to showing that the free semigroup
algebra (i.e. the weakly closed algebra) W(S) generated by S1, . . . , Sn is
isomorphic to the noncommutative analytic Toeplitz algebra Ln. Since we
know from above that the weak-* closed algebra generated by S1, . . . , Sn is
isomorphic to Ln, our strategy will be to show that this algebra is actually
equal to W(S).
4.1. The noncommutative Toeplitz operators. Let S denote the weak-
* closed algebra generated by S1, . . . , Sn. The map Φ introduced at the
beginning of this section is a completely isometric isomorphism and a weak-*
homeomorphism from Ln to S. It will be useful for what follows to extend
Φ even further. Let Mn denote the weak-* closure of the operator system
Ln+L∗n. We will call the elements of Mn the noncommutative Toeplitz
operators, because they are a natural higher-dimensional generalization of
the classical Toeplitz operators.
The noncommutative Toeplitz operators were introduced by Popescu in
[Pop89b]. It was shown in Corollary 1.3 of [Pop09] that A belongs to Mn if
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and only if
R∗iARj =

A if i = j,0 otherwise,
where R1, . . . , Rn are the right multiplication operators introduced in Section
3.1. A short proof of this fact was also given in Lemma 3.2 of [Ken11]. It
follows from this characterization that Mn is weakly closed.
Let T denote the weak-* closure of the operator system S+S∗. The proof
of the following proposition is nearly identical to the proof of Theorem 3.6
of [Ken11].
Proposition 4.1. Let S = (S1, . . . , Sn) be an absolutely continuous isomet-
ric n-tuple. The representation Φ of Ln induced by S extends to a completely
isometric and weak-* homeomorphic *-map from Mn to T .
We will need to exploit the fact that Mn and T are dual spaces. Let T∗
denote the predual of T , i.e. the set of weak-* continuous linear functionals
on T . Similarly, letMn∗ denote the predual ofMn. Basic functional analysis
implies that the inverse map Φ−1 is the dual of an isometric isomorphism φ
from Mn∗ to T∗. Moreover, since Φ−1 is isometric, so is φ.
We can identify the predual of B(F 2n), i.e. the set of weak-* continuous
linear functionals on B(F 2n), with the set of trace class operators C
1(F 2n) on
F 2n , where K in C
1(F 2n) corresponds to the linear functional
(T,K) = tr(TK), T ∈ B(F 2n).
If we let (Mn)⊥ denote the preannihilator of Mn, i.e.
(Mn)⊥ = {K ∈ C1(F 2n) : tr(AK) = 0, ∀A ∈ Mn},
then we can identify the predual (Mn)∗ with the quotient space C1(F 2n)/(Mn)⊥.
Similarly, we can identify the predual T∗ with the quotient space C1(H)/T⊥.
For ξ and η in F 2n , it will be convenient to let [ξ⊗η]Mn denote the weak-*
continuous linear functional on Mn given by
(A, [ξ ⊗ η]Mn) = (Aξ, η), A ∈ Mn.
In other words, [ξ⊗η]Mn denotes the equivalence class of the rank one tensor
x⊗ y in (Mn)∗. Similarly, for x and y in H, let [x⊗ y]T denote the weak-*
continuous linear functional on T given by
(T, [x⊗ y]T ) = (Tx, y), T ∈ T .
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4.2. Intertwining operators. An operator X : F 2n → H is said to in-
tertwine the isometric n-tuple S = (S1, . . . , Sn) and the unilateral n-shift
L = (L1, . . . , Ln) if it satisfies
XLi = SiX, 1 ≤ i ≤ n.
Observe that if X intertwines S and L, then the operator JX∗XJ is a
noncommutative Toeplitz operator, where J is the unitary flip introduced
in Section 3.1. Indeed, using the fact that JRi = LiJ for 1 ≤ i ≤ n, we
compute
R∗i JX
∗XJRj = JL
∗
iX
∗XLjJ
= JX∗S∗i SjXJ
=

JX
∗XJ if i = j,
0 otherwise.
Since S is absolutely continuous, it follows from Theorem 2.7 of [DLP05]
that every vector x in H is in the range of an operator that intertwines S
and L.
4.3. Dual algebra theory. Recall that to prove the isometric n-tuple S =
(S1, . . . , Sn) is analytic, our strategy is to show that the weak-* closed al-
gebra S = W∗(S1, . . . , Sn) is actually equal to the weakly closed algebra
W(S1, . . . , Sn). This amounts to showing that S is already weakly closed.
However, instead of working directly with S, it will be necessary to work
with the operator system T . In fact, we will need to consider the general
structure of the predual of T .
In Section 4.1, we saw that an element in the predual T∗ of the operator
system T can be identified with an equivalence class of trace class operators.
We will show that T satisfies a very powerful predual “factorization” property,
in the sense that the equivalence class of an element in the predual T∗ always
contains “nice” representatives. We will see that S inherits this property from
T , and that this will imply the desired result.
The idea of studying factorization in the predual of an operator algebra
is the central idea in dual algebra theory, which has been applied with great
success to a number of problems in the commutative setting (see for ex-
ample [BFP85]). As we will see, many of the factorization properties that
were introduced in the commutative setting make sense even in the present
noncommutative setting.
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Definition 4.2. A weak-* closed subspace A of operators acting on a Hilbert
space H is said to have property A1(1) if, given a weak-* continuous linear
functional τ on A with ‖τ‖ ≤ 1 and ǫ > 0, there are vectors x and y in H
such that ‖x‖ ≤ (1 + ǫ)1/2, ‖y‖ ≤ (1 + ǫ)1/2 and τ = [x⊗ y]A.
If a weak-* closed subspace of B(H) has property A1(1), then the equiva-
lence class of any weak-* continuous linear functional on the subspace con-
tains an operator of rank one. Note that in this case, every weak-* continuous
linear functional on the subspace is actually weakly continuous. It was shown
in [DP99] that Ln has property A1(1), and the same proof also shows that
Mn has property A1(1).
Of course, the main difficulty with a predual factorization property like
property A1(1) is that it is often extremely difficult to show that it holds.
The next factorization property turns out to be much stronger than property
A1(1), but it is sometimes easier to show that it holds due to its approximate
nature.
Definition 4.3. A weak-* closed subspace A of operators acting on a Hilbert
space H is said to have property X0,1 if, given a weak-* continuous linear
functional τ on A with ‖τ‖ ≤ 1, z1, ..., zq in H and ǫ > 0, there are vectors
x and y in H such that
(1) ‖x‖ ≤ 1 and ‖y‖ ≤ 1,
(2) ‖[x⊗ zj ]A‖ < ǫ and ‖[zj ⊗ y]A‖ < ǫ for 1 ≤ j ≤ q,
(3) ‖τ − [x⊗ y]A‖ < ǫ.
It’s easy to see that the infinite ampliation of a weak-* closed subspace of
B(H) has property X0,1. Thus, intuitively, a weak-* closed subspace of B(H)
that has property X0,1 can be thought of as having “approximately infinite”
multiplicity. It was shown in [BFP85] that property X0,1 implies property
A1(1).
We will show that T has property X0,1. Since this property is inherited
by weak-* closed subspaces, it will follow that S has property X0,1, and
hence that S has property A1(1). It is easy to show that any weak-* closed
subspace of operators with property A1(1) is weakly closed (see for example
Proposition 59.2 of [Con00]). Thus this will imply the desired result that S
is weakly closed.
4.4. Approximate factorization.
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Lemma 4.4. Given unit vectors x, z1, ..., zq in H and ǫ > 0, there are vectors
ξ, ζ1, ..., ζq in F
2
n such that
(1) ‖ξ‖ < √q(1 + ǫ)1/2,
(2) ‖ζi‖ < (1 + ǫ)1/2 for 1 ≤ i ≤ q,
(3) [x⊗ zi]T = φ([ξ ⊗ ζi]Mn) for 1 ≤ i ≤ q.
Proof. Since Mn has property A1(1), there are vectors υ′1, ..., υ′q , ζ ′1, ..., ζ ′q in
F 2n such that ‖υ′i‖ < (1+ǫ)1/2, ‖ζ ′i‖ < (1+ǫ)1/2 and [x⊗zi]T = φ([υ′i⊗ζ ′i]Mn)
for 1 ≤ i ≤ q.
Let Vi = R12k for 1 ≤ i ≤ q, so that V1, ..., Vq are isometries in Rn with
pairwise orthogonal ranges. Set ξ =
∑q
i=1 Viυ
′
i and ζi = Viζ
′
i for 1 ≤ i ≤ q.
Then ‖ξ‖ < √q(1 + ǫ)1/2, ‖ζi‖ < (1 + ǫ)1/2 and for T in T ,
(φ([ξ ⊗ ζi]Mn), T ) = (Φ−1(T )ξ, ζi)
= (Φ−1(T )
q∑
j=1
Vjυ
′
j, Viζ
′
i)
= (Φ−1(T )υ′i, ζ
′
i)
= (φ([υ′i ⊗ ζ ′i]Mn), T )
= ([x⊗ zi]T , T ).
Hence [x⊗ zi]T = φ([ξ ⊗ ζi]Mn). 
Lemma 4.5. Let η be a unit vector contained in the algebraic span of {ξw :
w ∈ F∗n}. Then there are words u and v in F∗n such that
LuRvη = Lξ∅ = Rξ∅,
where L is an isometry in Ln, and R is an isometry in Rn with range or-
thogonal to the range of R1.
Proof. Expand η as η =
∑
|w|≤m awξw for some m ≥ 0. Let u = 12m and
let v = 1m2. Then LuRvη =
∑
|w|≤m awξuwv. Set L =
∑
|w|≤m awLuwv and
R =
∑
|w|≤m awRuwv. Then LuRvη = Lξ∅ = Rξ∅, and it’s clear that the
range of R is orthogonal to the range of R1.
It remains to show that L and R are isometries. For w and w′ in F+n with
|w| ≤ m and |w′| ≤ m,
L∗vL
∗
wLw′Lv =

I if w = w
′,
0 otherwise.
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This gives
L∗L =
∑
|w|≤m
∑
|w′|≤m
awaw′L
∗
uwvLuw′v
=
∑
|w|≤m
∑
|w′|≤m
awaw′L
∗
vL
∗
wLw′Lv
=
∑
|w|≤m
|aw|2I
= I,
where the last equality follows from the fact that η is a unit vector. Thus
L is an isometry, and it follows from a similar computation that R is an
isometry. 
Lemma 4.6. Given unit vectors z1, ..., zq in H and ǫ > 0, there exists a unit
vector x in H and vectors ξ, ζ1, ..., ζq in F
2
n such that
(1) ‖ξ‖ < √q(1 + ǫ)1/2,
(2) ‖ζi‖ < (1 + ǫ)1/2 for 1 ≤ i ≤ q,
(3) ξ = ‖ξ‖Lξ∅ = ‖ξ‖Rξ∅, where L is an isometry in Ln, and R is an
isometry in Rn with range orthogonal to the range of R1,
(4) ‖[x⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖ < ǫ for 1 ≤ i ≤ q.
Proof. Let x′ be any unit vector in H. By Lemma 4.4, there are vectors
ξ′, ζ ′1, ..., ζ
′
q in F
2
n such that
(1) ‖ξ′‖ < √q(1 + ǫ)1/2,
(2) ‖ζ ′i‖ < (1 + ǫ)1/2 for 1 ≤ i ≤ q,
(3) [x′ ⊗ zi]T = φ([ξ′ ⊗ ζ ′i]Mn) for 1 ≤ i ≤ q.
Let η be a vector contained in the algebraic span of {ξw : w ∈ F∗n} such that
‖η‖ < √q(1 + ǫ)1/2 and ‖ξ′ − η‖ < ǫ/(1 + ǫ)1/2. Then
‖[x′ ⊗ zi]T − φ([η ⊗ ζ ′i]Mn)‖ ≤ ‖[x′ ⊗ zi]T − φ([ξ′ ⊗ ζ ′i]Mn)‖
+‖[(ξ′ − η)⊗ ζ ′i]Mn‖
≤ ‖ξ′ − η‖‖ζ ′i‖
< ǫ
for 1 ≤ i ≤ q.
By Lemma 4.5, there are words u and v in F+n such that
LuRvη = ‖η‖Lξ∅ = ‖η‖Rξ∅,
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where L is an isometry in Ln, and R is an isometry in Rn with range or-
thogonal to the range of R1. Set x = Sux
′, ξ = LuRvη and ζi = Rvζ
′
i for
1 ≤ i ≤ q. Then for T in T ,
|([x⊗ zi]T − φ([ξ ⊗ ζi]Mn), T )| = |([Sux′ ⊗ zi]T − φ([η ⊗ ζ ′i]Mn), T )|
= |([x′ ⊗ zi]T − φ([η ⊗ ζ ′i]Mn), TSu)|
≤ ‖[x′ ⊗ zi]T − φ([η ⊗ ζ ′i]Mn)‖‖TSu‖
< ǫ‖T‖.
Hence ‖[x⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖ < ǫ. 
The following result is implied by Lemma 1.2 in [Kri01].
Lemma 4.7. Given a proper isometry R in Rn, vectors ζ1, ..., ζq in F 2n and
ǫ > 0, there exists k ≥ 1 such that ‖(R∗)kζi‖ < ǫ for 1 ≤ i ≤ q.
Lemma 4.8. Given a proper isometry S in S, vectors u and v in H and
ǫ > 0, there exists k ≥ 1 such that ‖[u⊗ (S∗)kv]S‖ < ǫ.
Proof. Since Ln has property A1, there are vectors µ and ν in F 2n such that
[u⊗ v]S = φ([µ⊗ ν]Ln). Thus for A in S,
|([u⊗ (S∗)kv]S , A)| = |([µ ⊗ (Φ−1(S)∗)kν]Ln ,Φ−1(A))|
= |(Φ−1(A)µ, (Φ−1(S)∗)kν)|
≤ ‖A‖‖µ‖‖(Φ−1(S)∗)kν‖,
which gives ‖[u⊗(S∗)kv]S‖ ≤ ‖µ‖‖(Φ−1(S)∗)kν‖. Since Φ−1(S) is a a proper
isometry in Ln, and since Ln and Rn are unitarily equivalent, the result now
follows by Lemma 4.7. 
Lemma 4.9. Given unit vectors z1, ..., zq in H and ǫ > 0, there exists a unit
vector x in H and vectors ξ, ζ1, ..., ζq in F
2
n such that
(1) ‖ξ‖ < √q(1 + ǫ)1/2,
(2) ‖ζi‖ < (1 + ǫ)1/2 for 1 ≤ i ≤ q,
(3) ξ = ‖ξ‖Lξ∅ = ‖ξ‖Rξ∅, where L is an isometry in Ln, and R is an
isometry in Rn with range orthogonal to the range of R1,
(4) ‖R∗ζi‖ < ǫ for 1 ≤ i ≤ q,
(5) |(Φ(L)kx, x)| < ǫ for k ≥ 1,
(6) ‖[x⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖ < ǫ for 1 ≤ i ≤ q.
Proof. By Lemma 4.6, there exists a unit vector x′ inH and vectors ξ′, ζ1, ..., ζq
in F 2n such that
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(1) ‖ξ′‖ < √q(1 + ǫ)1/2,
(2) ‖ζi‖ < (1 + ǫ)1/2 for 1 ≤ i ≤ q,
(3) ξ′ = ‖ξ′‖L′ξ∅ = ‖ξ′‖R′ξ∅, where L′ is an isometry in Ln and R′ is an
isometry in Rnwith the range of R′ orthogonal to the range of R1,
(4) ‖[x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn)‖ < ǫ for 1 ≤ i ≤ q.
By Lemma 4.7 and Lemma 4.8, there existsm ≥ 1 such that ‖(R∗1)m(R′)∗ζi‖ <
ǫ for 1 ≤ i ≤ q and ‖[x′ ⊗ (S∗1)mΦ(L′)∗x′]S‖ < ǫ. Set ξ = Lm1 ξ′, L = Lm1 L′
and R = R′Rm1 . Then ξ = ‖ξ‖Lξ∅ = ‖ξ‖Rξ∅, L is an isometry in Ln, and R
is an isometry in Rn with range orthogonal to the range of R1. For 1 ≤ i ≤ q,
this gives ‖R∗ζi‖ = ‖(R∗1)m(R′)∗ζi‖ < ǫ.
Let x = Sm1 x
′. Then for k ≥ 1, we compute
|(Φ(L)kx, x)| = |(Φ(Lm1 L′)kSm1 x′, Sm1 x′)|
= |(Sm1 Φ(L′Lm1 )kx′, Sm1 x′)|
= |(Φ(L′Lm1 )kx′, x′)|
= |(Φ(L′Lm1 )k−1x′, (S∗1)mΦ(L′)∗x′)|
= |([x′ ⊗ (S∗1)mΦ(L′)∗x′]S ,Φ(L′Lm1 )k−1)|
≤ ‖[x′ ⊗ (S∗1)mΦ(L′)∗x′]S‖‖(L′Lm1 )k−1‖
< ǫ.
Finally, for T in T we have
|([x⊗ zi]T − φ([ξ ⊗ ζi]Mn), T )| = |([x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn), TSm1 )|
≤ ‖[x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn‖‖TSm1 ‖
< ǫ‖T‖.
Thus ‖[x⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖ < ǫ. 
4.5. Approximately orthogonal vectors. The following lemma is extracted
from the proof of Theorem 4.3 in [Ber98].
Lemma 4.10. Given two isometries R and R′ in Rn with orthogonal ranges
and vectors ξ and µ in F 2n with µ in the kernel of R
∗, define
µk =
1√
k
k∑
j=1
RjR′µ.
Then
‖[ξ ⊗ µk]Mn‖ ≤
1√
k
‖µ‖‖Dk − 1‖1,
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where Dk denotes the k-th Dirichlet kernel and ‖ · ‖1 denotes the L1 norm.
Lemma 4.11. Given unit vectors z1, ..., zq in H and ǫ > 0, there exists a
unit vector x in H such that ‖[x⊗ zi]T ‖ < ǫ for 1 ≤ i ≤ q.
Proof. We may suppose that ǫ < 1. Using the fact that lim k−1/2‖Dk‖1 = 0,
where Dk denotes the k-th Dirichlet kernel and ‖ · ‖1 denotes the L1 norm,
choose k ≥ 1 such that 2(q/k)−1/2‖Dk − 1‖1 < ǫ/(3(1 + ǫ)). Next choose
ǫ′ > 0 such that
ǫ′ < min
{
1,
ǫ(1− ǫ)
3
√
k
,
ǫ(1− ǫ)
6
√
q
,
kǫ
k2 − k
}
.
By Lemma 4.9, there exists a unit vector x′ in H and vectors ξ′, ζ1, ..., ζq in
F 2n such that
(1) ‖ξ′‖ < √q(1 + ǫ′)1/2,
(2) ‖ζi‖ < (1 + ǫ′)1/2 for 1 ≤ i ≤ q,
(3) ξ′ = ‖ξ′‖Lξ∅ = ‖ξ′‖Rξ∅, where L is an isometry in Ln, and R is an
isometry in Rn with range orthogonal to the range of R1,
(4) ‖R∗ζi‖ < ǫ′ for 1 ≤ i ≤ q,
(5) |(Φ(L)kx′, x′)| < ǫ′ for k ≥ 1,
(6) ‖[x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn)‖ < ǫ′ for 1 ≤ i ≤ q.
By (4) we can write ζi = µi+νi, where µi is in the kernel of R
∗ and ‖νi‖ < ǫ′.
Let ξ = k−1/2
∑k−1
j=0 L1L
jξ′. Then by (3) we can write ξ as
ξ =
1√
k
k−1∑
j=0
L1L
jξ′
=
‖ξ′‖√
k
k−1∑
j=0
L1L
j+1ξ∅
=
‖ξ′‖√
k
k∑
j=1
L1L
jξ∅,
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which implies ‖ξ‖ = ‖ξ′‖. Applying (3) again, we can also write ξ as
ξ =
1√
k
k−1∑
j=0
L1L
jξ′
=
‖ξ′‖√
k
k−1∑
j=0
L1L
jRξ∅
=
‖ξ′‖√
k
k−1∑
j=0
Rj+1R1ξ∅
=
‖ξ′‖√
k
k∑
j=1
RjR1ξ∅.
By Lemma 4.10 and the choice of k, this gives
‖[ξ ⊗ µi]Mn‖ ≤
1√
k
‖ξ‖‖µi‖‖Dk − 1‖1
≤
√
q
k
(1 + ǫ′)1/2‖µi‖‖Dk − 1‖1
< ǫ(1− ǫ)/3.
Let y = Sx′, where S = k−1/2
∑k−1
j=0 Φ(L1L
j). Then ‖S‖ ≤ √k, so for T
in T ,
|([y ⊗ zi]T − φ([ξ ⊗ ζi]Mn), T )| = |([x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn), TS)|
≤ ‖[x′ ⊗ zi]T − φ([ξ′ ⊗ ζi]Mn)‖‖TS‖
< ǫ′
√
k‖T‖
< (ǫ(1 − ǫ)/3)‖T‖,
which gives ‖[y ⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖ < ǫ(1− ǫ)/3. Since
‖[ξ ⊗ νi]Mn‖ ≤ ‖ξ‖‖νi‖ <
√
q(1 + ǫ′)1/2ǫ′ < ǫ(1− ǫ)/3,
this gives
‖[y ⊗ zi]T ‖ ≤ ‖[y ⊗ zi]T − φ([ξ ⊗ ζi]Mn)‖+ ‖[ξ ⊗ µi]Mn‖+ ‖[ξ ⊗ νi]Mn‖
< ǫ(1− ǫ).
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Finally, we compute
‖y‖2 = ‖Sx′‖2
=
∥∥∥∥∥∥
1√
k
k−1∑
j=0
Φ(L1L
j)x′
∥∥∥∥∥∥
2
= ‖x′‖2 + 1
k
∑
0≤i<j≤k−1
(x′,Φ(L)j−ix′) +
1
k
∑
0≤j<i≤k−1
(Φ(L)i−jx′, x′)
≥ 1− 1
k
∑
0≤i<j≤k−1
|(x′,Φ(L)j−ix′)| − 1
k
∑
0≤j<i≤k−1
|(Φ(L)i−jx′, x′)|
≥ 1− k
2 − k
k
ǫ′.
> 1− ǫ.
Hence taking x = (1− ǫ)−1y, ‖x‖ ≥ 1 and ‖[x⊗ zi]T ‖ < ǫ for 1 ≤ i ≤ q. 
Lemma 4.12. Given unit vectors z1, ..., zq in H and ǫ > 0, there exists an
intertwining operator X : F 2n → H such that ‖Xξ∅‖ = 1 and ‖[Xξ∅⊗zi]T ‖ <
ǫ for 1 ≤ i ≤ q.
Proof. By Lemma 4.11, there exists a unit vector x in H such that ‖[x ⊗
zi]T ‖ < ǫ for 1 ≤ i ≤ q. By Theorem 2.7 of [DLP05], x is in the range of
an intertwining operator X ′ : F 2n → H. Hence there is a vector ξ in F 2n such
that X ′ξ = x. The result now follows from the fact that the set of vectors
{Rξ∅ : R ∈ Rn} is dense in F 2n , and the fact that for R in Rn, the operator
X ′R is intertwining. 
Lemma 4.13. Let X : F 2n → H be an intertwining operator with ‖Xξ∅‖ = 1.
Then given ǫ > 0, there is a word v in F∗n such that
‖[XRvξ∅ ⊗XRvξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖ < ǫ.
Proof. Since X∗X is an L-Toeplitz operator, by Lemma 4.5 of [Ken11], there
is a word v in F∗n such that ‖R∗vX∗XRvξ∅−ξ∅‖ < ǫ/2. Note that R∗vX∗XRv
is also an L-Toeplitz operator. Let ξ = (R∗vX
∗XRv−I)ξ∅, so that ‖ξ‖ < ǫ/2.
For w in F∗n, since (Lwξ, ξ∅) = 0 we can write
(SwXRvξ∅,XRvξ∅) = (Lwξ∅, R
∗
vX
∗XRvξ∅)
= (Lwξ∅, ξ∅) + (Lwξ∅, ξ) + (Lwξ, ξ∅).
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Similarly,
(S∗wXRvξ∅,XRvξ∅) = (L
∗
wR
∗
vX
∗XRvξ∅, ξ∅)
= (L∗wξ∅, ξ∅) + (L
∗
wξ∅, ξ) + (L
∗
wξ, ξ∅).
This gives
[XRvξ∅ ⊗XRvξ∅]T = φ([ξ∅ ⊗ ξ∅]Mn + [ξ ⊗ ξ∅]Mn + [ξ∅ ⊗ ξ]Mn),
so we conclude that
‖[XRvξ∅ ⊗XRvξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖ ≤ ‖[ξ ⊗ ξ∅]Mn + [ξ∅ ⊗ ξ]Mn‖
≤ 2‖ξ‖‖ξ∅‖
< ǫ,
as required. 
Lemma 4.14. Given unit vectors z1, ..., zq in H and ǫ > 0, there exists an
intertwining operator X : F 2n → H such that ‖Xξ∅‖ = 1, ‖[Xξ∅ ⊗ zi]T ‖ < ǫ
for 1 ≤ i ≤ q and
‖[Xξ∅ ⊗Xξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖ < ǫ.
Proof. By Lemma 4.12, there exists an intertwining operator X ′ : F 2n → H
such that ‖X ′ξ∅‖ = 1 and ‖[X ′ξ∅ ⊗ zi]T ‖ < ǫ for 1 ≤ i ≤ q. By Lemma
4.13, there is a word v in F∗n such that
‖[X ′Rvξ∅ ⊗X ′Rvξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖ < ǫ.
Let X = X ′Rv. Then
‖Xξ∅‖ = ‖X ′Rvξ∅‖ = ‖X ′Lvξ∅‖ = ‖SvX ′ξ∅‖ = ‖X ′ξ∅‖ = 1.
For T in T ,
|([Xξ∅ ⊗ zi]T , T )| = |([X ′Rvξ∅ ⊗ zi]T , T )|
= |([X ′Lvξ∅ ⊗ zi]T , T )|
= |([SvX ′ξ∅ ⊗ zi]T , T )|
= |([X ′ξ∅ ⊗ zi]T , TSv)|
≤ ‖[X ′ξ∅ ⊗ zi]T ‖‖T‖.
Hence ‖[Xξ∅ ⊗ zi]T ‖ < ǫ for 1 ≤ i ≤ q. 
4.6. The strong factorization property.
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Theorem 4.15. Given a weak-* continuous linear functional τ on T with
‖τ‖ ≤ 1, unit vectors z1, ..., zq in H and ǫ > 0, there are vectors x and y in
H such that
(1) ‖x‖ ≤ 1 and ‖y‖ ≤ 1,
(2) ‖τ − [x⊗ y]T ‖ < ǫ,
(3) ‖[x⊗ zi]T ‖ < ǫ and ‖[zi ⊗ y]T ‖ < ǫ for 1 ≤ i ≤ q.
In other words, T has property X0,1.
Proof. Choose ǫ′ > 0 such that ǫ′ < ǫ and 1− (1 + 2ǫ′)−2(1− ǫ′) < ǫ. Since
Mn has property A1(1), there are vectors ξ and υ in F 2n with ‖ξ‖ ≤ 1+ ǫ′/2
and ‖υ‖ ≤ 1 + ǫ′/2 such that τ = φ([ξ ⊗ υ]Mn). Since ξ∅ is cyclic for
Ln, there are A and B in Ln such that ‖Aξ∅ − ξ‖ < ǫ′/(4(1 + ǫ′)) and
‖Bξ∅ − υ‖ < ǫ′/(4(1 + ǫ′)). Then
‖Aξ∅‖ ≤ ‖Aξ∅ − ξ‖+ ‖ξ‖ < 1 + ǫ′,
and similarly ‖Bξ∅‖ < 1 + ǫ′. This gives
‖[Aξ∅ ⊗Bξ∅]Mn − [ξ ⊗ υ]Mn‖ ≤ ‖[(Aξ∅ − ξ)⊗Bξ∅]‖
+‖[ξ ⊗ (Bξ∅ − υ)]Mn‖
≤ ‖Aξ∅ − ξ‖‖Bξ∅‖+ ‖ξ‖‖Bξ∅ − υ‖
< ǫ′/2.
By Lemma 4.14, there is an intertwining operator X : F 2n → H such
that ‖Xξ∅‖ = 1, ‖[Xξ∅ ⊗ zi]T ‖ < ǫ′/(‖A‖ + ‖B‖) for 1 ≤ i ≤ q and
‖[Xξ∅⊗Xξ∅]T −φ([ξ∅⊗ ξ∅]Mn)‖ < ǫ′/(2(‖A‖+ ‖B‖)2). Note that since T
is self-adjoint, we also have ‖[zi ⊗Xξ∅]T ‖ < ǫ′/(‖A‖ + ‖B‖) for 1 ≤ i ≤ q.
Define vectors x′ and y′ in H by x′ = Φ(A)Xξ∅ and y
′ = Φ(B)Xξ∅. Then
‖x′‖2 = ‖Φ(A)Xξ∅‖2
= ‖Φ(A)Xξ∅‖2 − ‖Aξ∅‖2 + ‖Aξ∅‖2
= |([Xξ∅ ⊗Xξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn),Φ(A∗A))|+ ‖Aξ∅‖2
≤ ‖[Xξ∅ ⊗Xξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖‖A‖2 + ‖Aξ∅‖2
< 1 + 2ǫ′,
and similarly, ‖y′‖2 < 1 + 2ǫ′. For T in T ,
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|([x′ ⊗ y′]T − φ([Aξ∅ ⊗Bξ∅]Mn), T )|
= |([Φ(A)Xξ∅ ⊗ Φ(B)Xξ∅]T − φ([Aξ∅ ⊗Bξ∅]Mn), T )|
= |([Xξ∅ ⊗Xξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn),Φ(A)∗TΦ(B))|
≤ ‖[Xξ∅ ⊗Xξ∅]T − φ([ξ∅ ⊗ ξ∅]Mn)‖‖A‖‖B‖‖T‖
<
ǫ′
2
‖T‖,
which implies ‖[x′ ⊗ y′]T − φ([Aξ∅ ⊗Bξ∅]Mn)‖ < ǫ′/2. Thus
‖[x′ ⊗ y′]T − τ‖ = ‖[x′ ⊗ y′]T − φ([ξ ⊗ υ]Mn)‖
≤ ‖[x′ ⊗ y′]T − φ([Aξ∅ ⊗Bξ∅]Mn)‖
+‖[Aξ∅ ⊗Bξ∅]Mn − [ξ ⊗ υ]Mn‖
< ǫ′.
For 1 ≤ i ≤ q,
‖[x′ ⊗ zi]T ‖ = ‖[AXξ∅ ⊗ zi]T ‖ ≤ ‖A‖‖[Xξ∅ ⊗ zi]T ‖ < ǫ′,
and similarly, ‖[zi ⊗ y′]T ‖ < ǫ′.
Now take x = (1 + 2ǫ′)−1x′ and y = (1 + 2ǫ′)−1y′. Then by choice of ǫ′
we get ‖x‖ ≤ 1 and ‖y‖ ≤ 1. Similarly, ‖[x ⊗ zi]T ‖ < ǫ and ‖[zi ⊗ y]T ‖ < ǫ
for 1 ≤ i ≤ q. Finally, we have
‖[x⊗ y]T − τ‖ ≤ (1 + 2ǫ′)−2‖[x′ ⊗ y′]T − τ‖+ (1− (1 + 2ǫ′)−2)‖τ‖
< 1− (1 + 2ǫ′)−2(1− ǫ′)
< ǫ,
as required. 
4.7. Absolute continuity and analyticity.
Theorem 4.16. For n ≥ 2, every absolutely continuous isometric n-tuple is
analytic.
Proof. For n ≥ 2, let S = (S1, . . . , Sn) be an absolutely continuous isomet-
ric n-tuple, and let S denote the weak-* closed unital algebra generated by
S1, . . . , Sn. By Corollary 1.2 of [DY08], S is isomorphic to the noncommu-
tative analytic Toeplitz algebra Ln. By Theorem 4.15, S has property X0,1,
and hence has property A1(1). Therefore, by the discussion in Section 4.3,
S is weakly closed, and hence S is actually the free semigroup algebra (i.e.
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the weakly closed algebra) generated by S1, . . . , Sn. Since S is isomorphic
to Ln, this implies that S is analytic. 
The next result follow from Theorem 4.12 of [Ken11].
Corollary 4.17. For n ≥ 2, let S = (S1, . . . , Sn) be an absolutely continuous
isometric n-tuple acting on a Hilbert space H. Then the wandering vectors
for S span H.
It was shown in Corollary 5.8 of [Ken11] that every analytic isometric
tuple is hyperreflexive with hyperreflexivity constant at most 3, but the next
result can also be proved directly using Theorem 4.15 of the present paper
and Theorem 3.1 of [Ber98].
Corollary 4.18. Absolutely continuous row isometries are hyperreflexive
with hyperreflexivity constant at most 3.
5. Singular isometric tuples
In Theorem 4.16, we showed that for n ≥ 2, an isometric n-tuple is abso-
lutely continuous if and only if it is analytic. With this operator-algebraic
characterization of an absolutely continuous isometric tuple, we are now able
to give an operator-algebraic characterization of a singular isometric tuple.
Theorem 5.1. For n ≥ 2, an isometric n-tuple is singular if and only if the
free semigroup algebra it generates is a von Neumann algebra.
Proof. Let V = (V1, . . . , Vn) be an isometric n-tuple, and let V denote the
free semigroup algebra (i.e. the weakly closed algebra) generated by V . If
V is a von Neumann algebra, then V has no absolutely continuous part
since, by Theorem 4.16, an absolutely continuous isometric tuple is analytic,
and the noncommutative analytic Toeplitz algebra Ln is not self-adjoint by
Corollary 1.5 of [DP99].
Conversely, if V is singular then it has no analytic restriction to an in-
variant subspace since, by Theorem 4.16, an absolutely continuous isometric
tuple is analytic. Thus by Theorem 3.3, V is a von Neumann algebra. 
Example 2.2 showed that it is possible for an absolutely continuous unitary
to generate a von Neumann algebra. Theorem 5.1 implies that there is no
higher-dimensional analogue of this phenomenon.
Recall that a family of operators is said to be reductive if every subspace
invariant for the family is also coinvariant.
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Corollary 5.2. For n ≥ 2, every reductive unitary n-tuple is singular.
Proof. Let V = (V1, . . . , Vn) be a reductive isometric n-tuple, and let V
denote the free semigroup algebra generated by V . By the dichotomy for free
semigroup algebras, Corollary 4.13 of [Ken11], if V is not a von Neumann
algebra, then there is a vector x that is wandering for V . Let V[x] denote the
cyclic invariant subspace generated by x. Then the subspace
∑n
i=1 ViV[x]
is invariant for V but not coinvariant, which would contradict that V is
reductive. Thus V is a von Neumann algebra and V is singular by Theorem
5.1. 
Example 5.3. By Theorem 5.1, for n ≥ 2 an isometric n-tuple is singular
if and only if the free semigroup algebra it generates is a von Neumann
algebra. The existence of a self-adjoint free semigroup algebra on two or more
generators was conjectured in [DKP01], but it took some time for the first
example to be constructed. In [Read05], Read showed that B(ℓ2) is generated
as a free semigroup algebra on two generators. In [Dav06], Davidson gave an
exposition of Read’s construction and showed that it could be generalized to
show that B(ℓ2) is generated as a free semigroup algebra on n generators for
every n ≥ 2. By our characterization of singularity, this gives an example of
a singular isometric n-tuple for every n ≥ 2.
6. The Lebesgue-von Neumann-Wold decomposition
In Theorem 4.16, we showed that for n ≥ 2, an isometric n-tuple is abso-
lutely continuous if and only if it is analytic. In Theorem 5.1, we showed that
for n ≥ 2, an isometric n-tuple is singular if and only if the free semigroup
algebra (i.e. the weakly closed algebra) it generates is a von Neumann alge-
bra. With these operator-algebraic characterizations of absolute continuity
and singularity, we will be able to prove the Lebesgue-von Neumann-Wold
decomposition of an isometric tuple.
In the classical case, the Lebesgue decomposition of a measure guarantees
that every unitary splits into absolutely continuous and singular parts. For
n ≥ 2, it turns out that it is possible for a unitary n-tuple to be irreducible
and neither absolutely continuous nor singular.
Definition 6.1. An isometric n-tuple V = (V1, . . . , Vn) is said to be of
dilation type if it has no summand that is absolutely continuous or singular.
Note that by the Wold decomposition of an isometric tuple, Proposition
3.5, an isometric n-tuple of dilation type is necessarily unitary. The next
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result provides a characterization of an isometric tuple of dilation type as a
minimal dilation, in the sense of Section 3.3.
Proposition 6.2. Let V = (V1, . . . , Vn) be an isometric n-tuple of dilation
type. Then there is a subspace H coinvariant under V such that H is cyclic
for V and the compression of V to H⊥ is a unilateral n-shift. In other words,
V is the minimal isometric dilation of its compression to H.
Proof. Note that since V has no summand that is absolutely continuous,
by Proposition 3.5 V is necessarily a unitary n-tuple. Let V denote the
free semigroup algebra generated by V , and let P be the projection from
Theorem 3.3 applied to V. Let H be the range of P , so that H is coinvariant
under V .
Let K = (H +
∑n
i=1 ViH) ⊖ H. Then K is wandering for the compres-
sion of V to H⊥. If K = 0, then by Theorem 3.3, V can be decomposed
into the direct sum of a self-adjoint free semigroup algebra and an analytic
free semigroup algebra. By the characterization of singular isometric tuples,
Corollary 5.1, this would contradict that V is of dilation type. Thus K 6= 0.
The fact that K is cyclic follows from the fact that H is cyclic. 
Example 6.3 (An irreducible isometric tuple of dilation type). For n ≥ 2,
define isometries V1, . . . , Vn on ℓ
2(N) by
Vkel = en(l−1)+k,
where {el}∞l=1 is the standard orthonormal basis of ℓ2(N). Then the range of
each Vk is spanned by the orthonormal set
{Vkel}∞l=1 = {en(l−1)+k}∞l=1 = {el : l ≡ k mod n}.
Therefore, the operators V1, . . . , Vn are isometries with mutually orthogonal
ranges, meaning V = (V1, . . . , Vn) is an isometric tuple. We will show that
V is an irreducible isometric tuple of dilation type.
Since the vector e1 is fixed by V1, it is straightforward to check that the
sequence {V k1 }∞k=1 is weakly convergent to the rank one projection e1e∗1. In
particular, e1e
∗
1 is contained in the von Neumann algebra W
∗(V ) generated
by V . (In fact, this is the projection provided by Theorem 3.3). Since the
vector e1 is cyclic for V , it follows that W
∗(V ) = B(ℓ2(N)), and hence that
V is irreducible.
To see that V is of dilation type, it suffices to show that V is neither
singular nor absolutely continuous. Since V is irreducible from above, if V
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was singular then by Theorem 5.1, the free semigroup algebra W(V ) gen-
erated by V would be B(ℓ2(N). However, the vector e2 is wandering for
V and the vector e1 is orthogonal to the wandering subspace spanned by
{Vwe2 : w ∈ F∗n}, which implies that W(V ) is not transitive, and hence
that W(V ) is properly contained in B(ℓ2(N). Thus V is not singular. The
fact that V is not absolutely continuous follows from Theorem 4.16 and the
observation made above that the sequence {V k1 }∞k=1 is weakly convergent to
the projection e1e
∗
1.
Example 6.4 (A family of irreducible isometric tuples of dilation type). It
was shown in Corollary 6.6 of [DKS01] that the minimal isometric dilation of
a contractive n-tuple A = (A1, . . . , An) acting on a finite-dimensional space
is an irreducible unitary n-tuple if and only if both
∑n
i=1AiA
∗
i = I and
C∗(A) has a minimal coinvariant subspace that is cyclic for C∗(A). These
conditions are satisfied, for example, by the contractive tuple A = (A1, A2),
where
A1 =
(
0 1
0 0
)
, A2 =
(
0 0
1 0
)
.
Thus the minimal isometric dilation of A is an example of an irreducible
isometric tuple of dilation type. A similar construction can be carried out
for all n ≥ 2.
Theorem 6.5 (Lebesgue-von Neumann-Wold Decomposition). Let V =
(V1, . . . , Vn) be an isometric n-tuple. Then V decomposes as
V = Vu ⊕ Va ⊕ Vs ⊕ Vd,
where Vu is a unilateral n-shift, Va is an absolutely continuous unitary n-
tuple, Vs is a singular unitary n-tuple, and Vd is a unitary n-tuple of dilation
type.
Proof. The case for n = 1 follows by the discussion in Section 2. Thus we
can suppose that n ≥ 2. By the Wold decomposition of an isometric tuple,
Proposition 3.5, we can decompose V as
V = Vu ⊕ U,
where Vu is a unilateral n-shift and U is a unitary n-tuple.
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By the characterization of an absolutely continuous isometric n-tuple as
analytic, Theorem 4.16, and the characterization of a singular isometric n-
tuple, Corollary 5.1, an isometric n-tuple cannot be both absolutely contin-
uous and singular. Therefore, we can decompose U as
U = Va ⊕ Vs ⊕ Vd,
where Va is an absolutely continuous isometric n-tuple, Vs is a singular iso-
metric n-tuple, and Vd is of dilation type. Thus we can further decompose
V as
V = Vu ⊕ Va ⊕ Vs ⊕ Vd,
as required. 
The next result follows from combining Proposition 6.2 and Theorem 3.3.
Proposition 6.6. Let V = (V1, . . . , Vn) be an isometric n-tuple of dilation
type acting on a Hilbert space H. Then there is a projection P and α ≥ 1
and such that the weakly closed algebra W(V ) generated by V is of the form
W(V1, . . . , Vn) = W
∗(V )P + P⊥W(V )P⊥,
where P⊥W(V1, . . . , Vn) |P⊥H≃ L(α)n .
The next result follows from the Lebesgue-von Neumann-Wold decompo-
sition of an isometric tuple, Proposition 3.5, and Proposition 6.6.
Theorem 6.7. Let V = (V1, . . . , Vn) be an isometric n-tuple acting on a
Hilbert space H, and let V = Vu⊕Va⊕Vs⊕Vd be the Lebesgue-von Neumann-
Wold decomposition of V as in Theorem 6.5. Then there is a projection P
and α, β ≥ 0 such that the weakly closed algebra W(V ) generated by V is
W(V ) ≃ (Ln(Vu ⊕ Va))(α) ⊕W∗(Vs)⊕
(
W∗(Vd)P + P
⊥W(Vd)P
⊥
)
,
where P⊥W(V1, . . . , Vn) |P⊥H≃ L(β)n . The von Neumann algebra W∗(V1, . . . , Vn)
generated by V is
W∗(V ) ≃ (B(ℓ2))(α) ⊕W∗(Vs)⊕W∗(Vd).
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