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HIGHER-DIMENSIONAL BF THEORIES IN THE BATALIN–VILKOVISKY
FORMALISM: THE BV ACTION AND GENERALIZED WILSON LOOPS
ALBERTO S. CATTANEO AND CARLO A. ROSSI
ABSTRACT. This paper analyzes in details the Batalin–Vilkovisky quantization procedure
for BF theories on an n-dimensional manifold and describes a suitable superformalism to
deal with the master equation and the search of observables. In particular, generalized
Wilson loops for BF -theories with additional polynomial B-interactions are discussed in
any dimensions. The paper also contains the explicit proofs to the Theorems stated in [16].
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1. INTRODUCTION
TopologicalBF theories [32, 26, 4] are in three dimensions just another way of writing
Chern–Simons theory [36] (at least at the perturbative level and disregarding anomalies)
[11]. In particular, they produce 3-manifold and knot invariants. The 2-dimensional ver-
sion, at least in its canonical version (see Remark 3.1), is a particular case of the Pois-
son sigma model [27, 31] and describes the deformation quantization of the dual of the
corresponding Lie algebra [17]. Higher-dimensional generalizations did not have interest-
ing topological interpretations—apart from the partition functions which describe torsion
invariants—due to the lack of interesting observables. These were recently introduced in
[16] thanks to a superformalism that simplifies a lot the combinatorics of the associated
Batalin–Vilkovisky (BV) cohomology. The meaning of these observables is that their ex-
pectations values are cohomology classes on the space of framed imbeddings of S1 (as
those described in [13]).
The superformalism for BF theories in the BV framework is not entirely new as it was
proposed in [34, 28], but unfortunately the sign rules were not spelt out. So the first aim of
this paper, after reviewing BF theories in Section 3 and the BV formalism in Section 4, is
to give a complete description in Section 5 of the superformalism and of its properties, in-
cluding explicit sign rules. This leads to a straightforward proof of the master equation for
BF theories in Section 6, both for ordinary BF theories and for their “canonical” version
(see subsection 6.3). If the resulting BV action is interpreted as a supersymmetric sigma
model, it falls in the general framework discussed in [1], see subsection 6.4. However, the
superformalism used in this paper is better suited for the introduction (see Sections 7 and
8) of generalized Wilson loops, which are constructed in terms of Chen’s iterated integrals
[18] involving the superfields. We refer to [16] for an overview of the above topics and for
a discussion of the main Theorems, which we prove here. In Section 9 we finally discuss
the generalization of the above construction to the case of nontrivial bundles.
Now we briefly comment on the observables defined in this paper and in [16]. First,
they are defined on loops (observables related to higher-dimensional submanifolds are of
course of great interest and will be discussed in a forthcoming paper; we refer to [20, 11,
15] for previous attempts in this direction). Second, the quantum BV formalism requires
considering the so-called BV Laplacian (see subsection 4.4) and this forces one to restrict
to imbeddings (more precisely, to framed imbeddings). Third, one needs restrictions on
the Lie algebra underlying the definition of the BF theory; a semisimple Lie algebra (or
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more generally a Lie algebra as in Assumption 3 on page 4) will do only in the odd-
dimensional case and for a specific observable whose expectation value involves Feynman
diagrams that, apart from an obvious dependence of the propagators on the dimension,
are exactly the same as in the computation of knot invariants from Chern–Simons theory
(see [13] and references therein); the main characteristic of these diagrams is that they
involve completely antisymmetric trivalent vertices which satisfy a diagrammatic version
of the Jacobi identity (see [5]): namely, each vertex represents a binary operation with
the same properties of a Lie bracket. More general observables (and, in particular, any
observable in the even-dimensional case) requires stronger restrictions on the involved Lie
algebra; in particular, our construction works when it comes from an associative algebra
(see Assumption 4 on page 36). The Feynman diagrams for the expectation values of
these generalized Wilson loops contain (k + 1)-valent vertices (for any k ≥ 2) which
can be interpreted as k-ary operations satisfying certain conditions. The way BF theories
generate vertices (i.e., k+1-ary operations) is through one single binary operation (i.e., an
associative product) plus a trace; but in principle there might exist more general algebraic
structures generating graph cocycles (in the sense of [29] and made precise in [13]) which
yield cohomology classes of imbedded circles.
Observe that, both in the odd and the even dimensional cases, one can define observables
involving only 3-valent vertices (in the odd-dimensional case, they are the first observables
pointed out above which do not require the extra assumption on the Lie algebra). The
theory itself formally looks like a 3-dimensional BF theory with cosmological term (so
essentially a Chern–Simons theory) “rigidly” transported to higher dimensions and this
might provide an interpretation of the Chern–Simons theory for strings proposed in [35].
Acknowledgment. We thank P. Cotta-Ramusino for stimulating discussions and R. Lon-
goni for carefully reading the manuscript and for useful comments.
2. PRELIMINARIES
In this Section we introduce the main objects that we will use throughout the paper. We
begin by considering a principal G-bundle P → M , where M is a connected orientable
manifold of dimension m ≥ 2. We will denote by g the Lie algebra of G. We consider
the associated bundle P ×G V for a G-module V . In particular, we will be interested in
adP := P ×G g and ad∗ P := P ×G g∗.
We denote by Ω∗(N ;V ) the space of V -valued forms on a manifold N . By Ω∗bas(P ;V )
we denote the invariant, horizontal forms on P taking values in V ; then
Ω∗bas(P ;V )
∼= Ω∗(M,P ×G V ),
where Ω∗(M,W ) = Γ(M,
∧∗
T ∗M ⊗W ) for a vector bundle W → M . For P trivial,
one also has
Ω∗(M,P ×G V ) ∼= Ω
∗(M ;V ).
The gauge group G of P is defined as the set of all equivariant automorphisms of P ; it
can be identified with the set Γ(M,AdP ) of all sections of the bundle AdP := P ×G G,
where G acts on itself by conjugation. For P trivial, it can be identified with the group
Γ(M,G) of maps from M to G.
Another important ingredient that we need is the Universal Enveloping Algebra (UEA)
of a Lie algebra. We denote by U(g) the UEA of g. We recall that U(g) is an associative
algebra. Further, we denote by ι : g→ U(g) the canonical inclusion of g into U(g) (which
is a Lie algebra morphism).
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Throughout the paper we will be confronted with the problem of integrating along fibers
forms with values in some vector space V ; for the main properties of the push-forward of
real forms and for its generalizations to the case of forms with values in some algebra, we
refer to Appendix A.
We end this section with some simplifying assumptions that we consider throughout the
paper unless explicitly stated otherwise.
Assumption 1. The manifold M is compact and there is a flat connection A0 on P , such
that all the cohomology groups H∗dA0 (M, adP ) are trivial.
Assumption 2. The principal bundle P is trivial.
Assumption 3. The Lie algebra g is endowed with a symmetric, Ad-invariant, nondegen-
erate bilinear form 〈 , 〉 (e.g., if g is semisimple, we may take the Killing form). In the
following, we will extend this form to Ω∗(M, adP ) in the usual way.
2.1. A brief discussion of Assumption 1. Assumption 1 is very strong; we want to briefly
discuss it in view of future applications (definitions of loop observables). Let us suppose
for a moment that we consider a Lie group G, whose Lie algebra g satisfies the third as-
sumption, and a compact, oriented manifold M of dimension m. In particular, the 0-th and
the m-th De Rham cohomology groups are nontrivial. Let us suppose additionally that the
Lie algebra g possesses some invariant elements under the adjoint action of G (i.e., the 0-th
cohomology group H0(G, g) is nontrivial. Then it can be shown that the first of the above
assumptions cannot hold true. More generally, if the 0-th cohomology group H0(G, g) is
nontrivial, and the manifold M is compact and oriented, then there exists no flat connec-
tion A0 on P such that H∗dA0 (M, adP ) is trivial. This implies that, e.g., Assumption 1
is not compatible with the case of a compact, oriented manifold M and the Lie algebra
g = gl(N). However, we may assume that Assumption 1 holds true for odd-dimensional
compact, oriented manifolds; this is in analogy with the assumption made by Axelrod and
Singer in [2] in the introduction of [2]. This forces us to exclude principal bundles P ,
whose structure group G possesses nontrivial 0-th cohomology group with coefficients in
g. For the even dimensional case, we may consider special even-dimensional manifolds
arising as products of two odd-dimensional manifoldsM1 and M2, one of which (say M1)
is the base space of a principal bundle P with Lie group G, satisfying Assumption 1, with
flat acyclic connection A0. We consider then on M1 the complex (Λ∗T ∗M1 ⊗ adP, dA0 )
and on M2 the complex (Λ∗T ∗M2, d); both are elliptic complexes, and the first one is
acyclic by assumption. We take then the exterior tensor product of the two complexes de-
fined on M1×M2, with indu! ced differential; this is again an elliptic complex, and, by the
Kuenneth Theorem and the acyclicity of the complex on M1, it is acyclic. So, the existence
of odd-dimensional manifolds, for which Assumptions 1 holds true implies the existence
of even-dimensional manifolds, for which Assumption 1 is valid. So, we have found some
algebraic-topological obstructions to the existence of odd-dimensional compact, oriented
manifolds for which Assumption 1 is valid, but we are still not able to produce a defini-
tive criterion for the existence of such manifolds. We work therefore under the hope that
there are Lie groups G and odd-dimensional compact, oriented manifolds, for which As-
sumption 1 holds. In the case G = GL(N), as we have seen before, there are no such
manifolds. So, in this case, i.e. in section 8, we choose implicitly M = Rn with the flat
trivial connection.
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3. BF THEORIES
The fundamental ingredients that we need are a connection 1-form A on P and an
(m− 2)-form of the adjoint type B. We then construct the curvature FA of the connection
and define the classical BF action as the functional
Scl =
∫
M
〈B , FA 〉 .(3.1)
Remark 3.1. A more natural setting would be to consider B as a form of the coadjoint
type. In this case, one would not have to introduce an invariant bilinear form on g, and
Assumption 3 could be discarded. Instead one would use the canonical pairing between
g∗ and g. We will call these theories canonical BF theories and will comment more on
them in subsection 6.3. However, for the main purposes of this paper (namely, to define
loop observables), one needs anyway to consider B of the adjoint type (or to introduce an
isomorphism between g and its dual). So we will stick for most of the paper to the setting
described in this section.
Let us first compute the Euler–Lagrange equations of motion for the BF action; they
are given by the couple of equations
FA = 0, dAB = 0.(3.2)
In the following, by “on shell” we will refer to the space of solutions with the extra condi-
tion that the connection 1-form is as in Assumption 1. Next we turn to the symmetries of
this action:
A 7→ Ag, B 7→ Ad(g−1)B + dAgτ1,
where by Ag we denote the right action of the gauge group element g on the connection A,
and τ1 is an element of Ωm−3(M, adP ). The symmetries under which the BF action is
invariant can be interpreted as the action of the semidirect product G⋊AdΩm−3(M, adP )
onA×Ωm−2(M, adP ), whereA denotes the space of connections on P . In infinitesimal
form we obtain
A 7→ A+ ǫ dAc, B 7→ B + ǫ([B, c] + dAτ1),(3.3)
where c is in Ω0(M, adP ) (the Lie algebra of G).
These symmetries are reducible on shell, i.e. each solution (A0;B0) with A0 as in As-
sumption 1 has as isotropy group the semidirect product {e}⋊Ad {τ1 ∈ Ωm−3(M, adP ) :
dA0τ1 = 0}. This isotropy group is isomorphic to Ωm−4(M, adP )/dA0Ωm−5(M, adP ),
because of Assumption 1; there are in this quotient nontrivial isotropy groups isomorphic
to Ωm−5(M, adP )/dA0Ω
m−6(M, adP ), and so on until we arrive at Ω0(M, adP ) which
acts freely on Ω1(M, adP ). Therefore, we have to adopt the extended BRST procedure to
consistently fix all the symmetries, by introducing a hierarchy of ghosts for ghosts. Unfor-
tunately the isotropy groups off shell are different from the above groups; so we have to
resort to the BV formalism which generalizes BRST and works also in this case; see the
next subsections for more details on both procedure.
3.1. The BRST procedure. For the sake of simplicity, let us restrict ourselves for the
moment to the special case m = 4.
We first promote the 0-form c and the 1-form τ1 appearing in the infinitesimal gauge
transformations (3.3) to anticommuting fields of ghost number 1; A (and every variation
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of A which is a 1-form) and B will be given ghost number 0. We then define the BRST
operator δBRST for the 4-dimensional BF theory by the rules
δBRSTA = dAc, δBRSTB = [B, c] + dAτ1, δBRST c = −
1
2
[c, c],(3.4)
and
δBRST τ1 = −[τ1, c] + dAτ2, δBRST τ2 = [τ2, c],
where τ2 is a form in Ω0(M, adP ) to which we assign ghost number two. Then δBRST
is an odd operator of ghost number 1 and a differential for the Lie bracket. By the graded
Leibnitz w.r.t. the ghost number, it follows that
δ2BRSTB = [FA, τ2] 6= 0,
while for the other fields, δ2BRST = 0. We notice that a sufficient condition for δBRST to
be a differential is FA = 0; this is exactly the first equation in (3.2). Otherwise the BRST
quantization procedure fails, but the BRST operator closes on shell; we can therefore apply
to this situation another formalism to quantize the BF theory, namely the BV quantization
procedure which works well for such a theory. A similar problem arises for any m ≥ 4.
In general, however, because of the on-shell reducibility discussed in the last subsection,
we have to introduce more ghosts for ghosts τk with values in Ωm−2−k(M, adP ), k =
1, . . . ,m − 2, and ghost number k. The BRST operator is defined by (3.4) and by the
rules:
δBRST τk = (−1)
k[ τk , c ] + dAτk+1,
δBRST τm−2 = (−1)
m[ τm−2 , c ].
(3.5)
It is then easy to see that δ2BRST = 0 mod FA.
The case m = 2 and m = 3 are the only ones in which the BRST formalism works, but
one can apply the BV formalism there as well obtaining equivalent results.
3.2. Classical observables. We start by considering TrρH(A)|10, where by H(A)|10 we
denote the inverse of the usual holonomy w.r.t. the connection A viewed as a G-valued
function on LM (see Remark D.1 on page 53 for technical details). By considering a
representation (ρ, V ) we then obtain an AutV -valued function, which under the trace
then yields an ordinary function. This function depends also on the choice of a connection
A, but its very definition implies that it is invariant w.r.t. the action of the gauge group G
on the space A of connections on P , so it defines a function on A/G × LM (A/G is the
moduli space of G-connections). We notice that in a local trivialization, the inverse of the
holonomy possesses a representation in terms of a formal series of iterated integrals. In the
case P trivial, the holonomy becomes a function on LM with values in G.
Next we define
hn,ρ(A,B) := Trρ
{
πn∗
[
B̂1,n ∧ · · · ∧ B̂n,n
]
H(A)|10
}
,(3.6)
where the notations are as in Appendix D.
From now on, we will omit the wedge product between forms. Notice that we have
already omitted to write ρ before all forms in the definition of B̂i; for all i, B̂i,n is a form
on LM × △n with values in End(V ). It follows from the definition that hn,ρ(A,B) for
all n is a differential form of degree (m− 3)n on LM .
Proposition 3.2. Let A and B be on shell; then hn,ρ(A,B) is a closed form for m odd
and for all n, while for m even and greater than 4, the h2k+1,ρ(A,B)’s are closed.
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Proof (sketch). Since FA = 0 and dAB = 0, as a consequence of Theorem D.3 the fol-
lowing identities hold:
dpi∗1 ev(0)∗AB̂ = d̂AB = 0, ∀i;
dev(0)∗AH(A)|
1
0 = 0
as a consequence of D.2. The cyclicity of Trρ implies Trρ dev(0)∗A = dTrρ.
We recall now that in the definition (3.6) before the products of the B̂i,n’s there is
a push-forward; thus, in order to compute dhn,ρ, we will have to apply the generalized
Stokes Theorem (A.2). The boundary of the n-simplex can be written as the union of other
(n− 1)-simplices (the faces of the simplex), corresponding to the collapsing of successive
points, plus two other faces, where the first point tends to 0 or the last tends to 1. The
faces of the first type give 0, because they yield terms containing B̂2i,n, which vanish for
dimensional reasons. The remaining two faces give
− (−1)m(n−1)Trρ
{
ev(0)∗Bπn−1∗
[
B̂1,n−1 . . . B̂n−1,n−1
]
H(A)|10
}
+ (−1)n+1Trρ
{
πn−1∗
[
B̂1,n−1 . . . B̂n−1,n−1
]
H(A)|10 ev(0)
∗B
}
;
again, for m = dimM odd, the cyclicity of Trρ implies that these terms cancel each other.
This also works for m even, in case n is odd. On the other hand, when both m and n are
even, these two terms have the same sign, and therefore they do not cancel each other.
Similar computations show that the hn,ρ(A,B)’s are observables on shell and modulo
exact terms, either if m is odd and greater than 5 or if m is even and greater than 4 but n is
odd.
Another advantage of the BV formalism that we must introduce for the reasons ex-
plained before is that it allows to deal with observables which are BRST closed on shell,
upon extending them suitably. This will be explained in the next sections.
4. THE BATALIN–VILKOVISKY QUANTIZATION PROCEDURE FOR BF THEORIES
We now briefly review the BV formalism [3], though in a form already adapted to BF
theories. For a general account on the formalism, see e.g. [33] and references therein.
Let us consider all the fields of the theory, i.e. the connection one-form A (which
we write A0 + a, where A0 is a given flat connection on P , and a is an element of
Ω1(M, adP )), the tensorial (m − 2)-form B of adjoint type, the ghost c with values in
Ω0(M, adP ) and the ghosts τj , j ∈ {1, . . . ,m − 2}, for which holds: τj takes values in
Ωj(M, adP ) and has ghost number gh τj = j.
We then associate to each field φα a canonical “antifield,” denoted by φ+α , as follows:
suppose that the field φα has degree degφα and ghost number ghφα; then the antifield φ+α
is a form on M with values in adP , whose degree is set to be equal to m− deg φα and its
ghost number is set to be −1− ghφα.
The fundamental ingredients of the BV antibracket are the left and right partial deriva-
tives of a functional F , which we are going to define precisely in the following subsection.
To simplify the notations from now on we will denote all the fields and antifields col-
lectively as “fields” and will use the symbols ϕα, where α runs from 1 to (2m + 2);
M := {ϕα}α.
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4.1. Functional derivatives. We pick a commutative algebra A (usually, we take A = R
or A = C, but see Remark 4.1). We are going to consider (formal) power series of local
functionals in the fields taking values in A. We introduce a grading, which on monomials is
defined as the sum of the ghost numbers of all the fields appearing there and which is then
extended by linearity. We finally consider the graded commutative algebra S(A) generated
by such objects. We then define the left and right functional derivatives of an element F in
S(A) w.r.t. the field ϕα by
d
dt
∣∣∣
t=0
F (ϕα + tρα) =
∫
M
〈
ρα ,
−→
∂ F
∂ϕα
〉
=
∫
M
〈
F
←−
∂
∂ϕα
, ρα
〉
.
It follows from these definitions that the functional derivatives are in general distributional
forms. For convenience of notations, however, we will denote the space of distributional
forms with the same symbol Ω∗ used for smooth forms since this causes no harm. So the
functional derivatives of F in S(A) w.r.t. ϕα are elements of Ωpα(M, adP ⊗A), with the
property that
pα := deg
−→
∂ F
∂ϕα
= deg
F
←−
∂
∂ϕα
= m− degϕα.(4.1)
As for the ghost number one has
gα := gh
−→
∂ F
∂ϕα
= gh
F
←−
∂
∂ϕα
= ghF − ghϕα.(4.2)
From the definitions and the above introduced notations, we also obtain the following
useful identities:
−→
∂ F
∂ϕα
= (−1)pα degφα+gα ghφα
F
←−
∂
∂ϕα
.(4.3)
Beside the manifoldM , let us consider another (possibly infinite dimensional) manifold
N (e.g., LM ). In the following we will also consider (formal) power series of functionals
taking values in Ω∗(N ;E), for some associative algebra E (e.g, R, C, U(g) or End(V ),
for some g-module V ). On this space we can introduce two gradings: the first is the ghost
number which is defined as in the case of S(A); the second is simply the form degree on
N . We denote by S∗(N ;E) the bigraded superalgebra generated by such functionals (this
superalgebra is supercommutative iff E is). Let us notice, at last, that for E an A-module,
S(A) is a subalgebra of S∗(N ;E).
For the left (resp. right) derivative of a functional in S∗(N ;E), we use the canonical
identification of Ωp(M, adP ⊗ Ωq(N ;E)) with Ωp,q(M × N, adP ⊠ E) (respectively
with Ωq,p(N ×M,E ⊠ adP )). We next introduce the following notations:
π1 : N ×M −→ N, (x˜, x) 7−→ x˜,
π2 : N ×M −→M, (x˜, x) 7−→ x,
and
π˜1 :M ×N −→M, (x; x˜) 7−→ x,
π˜2 :M ×N −→ N, (x; x˜) 7−→ x˜.
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We have used the following useful notation: Let E →M and F → N vector bundles over
M , resp. N . Then we define
E ⊠ F := π˜∗1(E) ⊗ π˜
∗
2(F), resp.
F ⊠ E := π∗1(F)⊗ π
∗
2(E);
it follows that they are vector bundles over M ×N , resp. N ×M .
With these notations we can finally define the functional derivatives of F in S∗(N ;E):
d
dt
∣∣∣
t=0
F (ϕα + tρα) = π˜2∗
〈
π˜∗1ρα ,
−→
∂ F
∂ϕα
〉
= π1∗
〈
F
←−
∂
∂ϕα
, π∗2ρα
〉
.
The functional derivatives have now two different form degrees: one is the form degree
w.r.t. M and is still given by (4.1); the other is the form degree w.r.t. N and remains equal
to degF . The ghost number is given by (4.2) as before.
4.2. The BV antibracket. We define the BV antibracket for two elements F , G in S(A)
as the functional:
(F , G ) :=
∫
M
〈
F
←−
∂
∂φα
,
−→
∂ G
∂φ+α
〉
− (−1)(m+1) degφ
α
〈
F
←−
∂
∂φ+α
,
−→
∂ G
∂φα
〉
.
We note that this functional is again in S(A), since we integrate over M and since the
functional derivatives of an element of S(A) are once again power series; it is not difficult
to see that the ghost number of the BV antibracket of two homogeneous elements F and
G in S(A), with ghost numbers ghF and ghG, is given by ghF + ghG + 1. Next, we
define the BV antibracket for two functionals F and G in S∗(N ;E) by the formula:
(F , G ) := π13∗
〈
π∗12
F
←−
∂
∂φα
, π∗23
−→
∂ G
∂φ+α
〉
− (−1)degφ
α(m+1)π13∗
〈
π∗12
F
←−
∂
∂φ+α
, π∗23
−→
∂ G
∂φα
〉
,
(4.4)
where we use the projections
π12 : N ×M ×N → N ×M, (n1;m;n2) 7→ (n1;m);
π23 : N ×M ×N →M ×N, (n1;m;n2) 7→ (m;n2);
π13 : N ×M ×N → N ×N, (n1;m;n2) 7→ (n1;n2).
This formula needs some explanations. Let us suppose that F and G are homogeneous
as elements of Ω∗(N ;E), with degrees degF , resp. degG. We consider the case of
a trivial algebra bundle E = N × E over N ; in this case, the left functional deriva-
tives are elements of ΩdegF,p(N ×M,E ⊠ adP ), while the right ones are elements of
Ωq,degF (M × N, adP ⊠ E). The product that we write in this case denotes two opera-
tions: the first consists in the usual wedge multiplication of the form parts, while the second
is the multiplication in E of the algebra part. (We refer to the beginning of Appendix B for
further details.) Therefore, in this special case, the BV antibracket of two homogeneous
functionalsF , G, in S∗(N ;E) gives as a result a homogeneous element of S∗(N ;E), with
degree in N equal to degF + degG and ghost number ghF + ghG+ 1.
We last define the BV antibracket for two special functionals, for we will often consider
this case in the following: namely, we pick a functional F in S(A) and a functional G in
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S∗(N ;E), where E is an A-module:
(F , G ) := π˜2∗
〈
π˜∗1
F
←−
∂
∂φα
,
−→
∂ G
∂φ+α
〉
− (−1)degφ
α(m+1)π˜2∗
〈
π˜∗1
F
←−
∂
∂φ+α
,
−→
∂ G
∂φα
〉
.
It is clear that in this case the BV antibracket of F and G is an element of S∗(N ;E). For
homogeneous elements, the degree of the antibracket is equal to the degree of G, while
gh (F , G ) = ghF + ghG+ 1.
4.3. Properties of the BV antibracket. We recall first, in a unified way, the ghost and
degree properties of the antibracket. We denote by S the algebra of functionals (which ac-
cording to the case may be S(A) or S∗(N ;E)) and by Sp,g the subspace of homogeneous
functionals of form degree p and ghost number g by (in the case of S(A), p is necessarily
zero). Then the antibracket is a bilinear operator
( , ) : Sp,g ⊗ Sp
′,g′ → Sp+p
′,g+g′+1.
We list (without proofs) some useful identities for the BV antibracket. We begin with the
graded commutativity
(F , G ) = −(−1)degF degG+(ghF+1)(ghG+1)(G,F ),
which holds whenever one of the two functionals is central. The next property is the graded
Jacobi identity
(−1)degF degH+(ghF+1)(ghH+1) (F , (G , H ) ) + cyclic permutations = 0.
which holds whenever two of the three functionals are central. The last property is the
graded Leibnitz rule
(F , GH ) = (F , G )H + (−1)degF degG+(ghF+1) ghGG (F , H ) ,
which holds whenever F or G or both are central. In particular this holds in the following
important cases: i) all functionals are in S(A); ii) all functionals are in S∗(N ;E) with E
a commutative algebra; iii) F or G or both are in S(A) and the remaining functional(s)
are in S∗(N ;E) for E an A-module.
Remark 4.1. If we restrict ourselves to S(A), then the above properties hold on the whole
algebra. An algebra with a bracket satisfying the above properties is known as a Gersten-
haber algebra [23].
The Leibnitz rule will play a key-roˆle in the following section, where we define the BV
operator via the BV antibracket; the functional F will be there the BV action for the BF
theory. Let us in fact suppose that we have a homogeneous local functional S in S(A)
with even ghost number (usually, A = R and ghS = 0). We can then define the following
operator on the superalgebra S∗(N ;E), with E an A-module:
δSF := (S , F ) .
It follows easily from the A-linearity of the BV antibracket that δS is a A-linear operator on
the algebra S∗(N ;E). The most important property of such an operator is an immediate
consequence of the Leibnitz rule written above; namely,
δS(FG) = (δSF )G+ (−1)
ghFF (δSG);
i.e. the operator δS is a graded (0, ghS + 1)-derivation on S. (If moreover (S , S ) = 0,
then the Jacobi identity implies δ2S = 0.) We now list some other useful properties of the
derivation δS .
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Lemma 4.2. Suppose that the functional F lies in S∗(N ;E), and that we have a map
h : H → N from some manifold H to the manifold N , then the following identity holds:
δS [h
∗(F )] = h∗(δSF ).
Lemma 4.3. Suppose that we have a functionalF in S∗(H ;E), whereH is the total space
of a fiber bundle over N with typical fiber some manifold B (possibly with boundaries or
corners) and projection π. The integration along the fiber of the functionalF yields a func-
tional in S∗(N ;E) with degree deg π∗(F ) = degF − dimB, if we suppose additionally
that F is homogeneous in the degree. Then we obtain the following identity:
δS [π∗(F )] = π∗(δSF )
Lemma 4.4. Let us suppose that we have a functional F in S∗(N ;E), for some manifold
N and some algebraE. Let us denote by d the exterior derivative onN . Then the following
identity holds:
δS(dF ) = d(δSF ).
Lemma 4.5. Let us suppose that the functional F belong to the superalgebra S∗(N ; g);
let us suppose additionally that we have a g-module (V, ρ). The application of Trρ to F
gives an element of S∗(N ;R). Then we obtain the following identity:
δS [Trρ(F )] = Trρ(δSF ).
We will only sketch a few ideas of the proofs of the above Lemmata.
For Lemma 4.2 we only have to write down explicitly the expressions for the two BV
antibrackets, which in this special case involve the push-forward w.r.t the projection π¯1 :
H×M → H , resp. π1 : N×M →M , and the pullbacks w.r.t. the maps π¯2 :M×H → H ,
resp. π2 : M ×N → M ; these maps do appear in the definition of the partial functional
derivatives of F . Then we have to consider the following commutative diagram:
M ×H
id×h
−−−−→ M ×N
p¯i2
y ypi2
H
h
−−−−→ N
It is easy to see that id × h induces an orientation preserving map (namely, the identity
map) between the fibers (π¯2)−1({e}) (∼= {e} ×M ) and (π2)−1(π(e)) (∼= {π(e)} ×M ),
for e ∈ H . From Lemma A.1 the claim follows.
For Lemma 4.3, we have to write down again explicitly the BV antibrackets on the two
sides of the identity. In this case we use the following commutative diagram:
M ×H
id×pi
−−−−→ M ×N
p˜i2
y ypi2
H
pi
−−−−→ N
The commutativity of this diagram implies that the composite bundles HB×M = (M ×
H ;π ◦ π˜2;N ;B×M) andHM×B = (M ×H ;π2 ◦ (id×π);N ;M ×B) possess the same
total space and the same base space, but have different fibers; in fact, the fiber of the first
is isomorphic to B ×M , while the fiber of the second one is M × B. We can go from a
bundle to the other via a bundle morphism which is the identity on the total and on the base
space, but which reverses the orientation of the fibers, and we know that the orientation of
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a fiber bundle is induced by the orientations of the base space and of the fiber; this will
imply the following identity:
π∗ ◦ π˜2∗ = (−1)
m dimB π2∗ ◦ (id× π)∗,
and the coefficient (−1)m dimB comes from the orientation reversal of the fibers of the two
bundles (for the property of the push-forward, see Lemma A.2). This identity will imply
the claim.
For Lemma 4.4 we simply apply the generalized Stokes’ theorem for the push-forward
w.r.t. π˜2 : M × N → N ; notice that in this case the fiber, i.e. M , has no boundary. Then
we have to remember that the exterior derivative dM×N on M ×N splits as dN + σdM ,
where the sign σ is given by σ = (−1)degN (ω), for a form ω on M ×N with degree over
N equal to degN (ω). We have to remember that, in the defining equation for the right
functional derivative, the test form is independent of N , therefore the exterior derivative
on N applied to (the pullback w.r.t. π˜1 of) the test form gives 0 as result; next, we know
that the integrand form has maximal degree w.r.t. M , so that the exterior derivative w.r.t.
M of the integrand gives 0. Then the result follows from all the above considerations.
Lemma 4.5 follows easily from the definition of the partial functional derivatives and
from the fact the trace Trρ acts only on the EndV -part of the tensor product (remember
that the functionals we are considering take their values in End(V ) for some g-module V ).
4.4. The BV Laplacian. Let us temporarily choose a Riemannian metric on M and let us
denote by ⋆ the induced Hodge star operator. Let us pick a field φα; we denote by φ∗α the
field (called sometimes the Hodge dual antifield of φα) defined by the formula
φ∗α := ⋆φ
+
α ,
where φ+α is the antifield of φα. It follows easily from the definition that the degree of φ∗α
is given by the degree of the field it is associated to, while its ghost number is given by
−1− ghφα. Let α, β be two elements in Ωp(M, adP ). We define
〈α , β 〉Hodge :=
∫
M
〈α , ⋆β 〉 .
Now we define a new type of functional derivatives. We begin with functionals in the
space S(A). Let us once again denote collectively by ϕα the fields φα and their newly
defined antifields φ∗α.
Let ρα be a form with the same degree and ghost number as ϕα. Let F be an element
in S(A); we then define the Hodge functional derivatives of F by the formula
d
dt
∣∣∣
t=0
F (ϕα + tρα) =
〈
ρα ,
−→
δ F
δϕα
〉
Hodge
=
〈
F
←−
δ
δϕα
, ρα
〉
Hodge
.
It follows from the definition that, for a homogeneous functional F , the Hodge functional
derivatives w.r.t. ϕα lie in Ωdegϕα(M, adP ) and possess ghost number equal to ghF −
ghϕα. We have now at our disposal the essential elements to construct the BV Laplacian.
We start defining the BV Laplacian of an element of S(A) by the formula
∆BV F :=
∑
α
(−1)ghφ
α
〈 −→
δ
δφα
,
−→
δ F
δφ∗α
〉
Hodge
.(4.5)
The result is again a functional in S(A), and, if F is homogeneous, then ∆BV F is homo-
geneous of ghost number ghF + 1.
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Remark 4.6. This definition can also be extended to functionals in the space S∗(N ;E) in
analogy with the construction presented in the preceding subsection. For a homogeneous
functionalG in S∗(N ;E), ∆BVG is again a functional in S∗(N ;E), whose ghost number
is given by ghG+ 1 and whose degree is unchanged.
Remark 4.7. Turning to a unified notation S, we have in general
∆BV : S
p,g → Sp,g+1.
Notice however that ∆BV is not well-defined for all functionals in S. It is particularly
ill-defined on local functionals. The correct definition would involve some regularization.
We assume however that, independently of the regularization, ∆BV F = 0 whenever F
depends only on one element in each pair field–antifield, as the formal definition of ∆BV
suggests.
The properties of the BV Laplacian ∆BV are:
• the BV Laplacian is a coboundary operator, i.e.
∆2BV = 0;
• the BV antibracket measures the failure of the BV Laplacian to be a derivation, i.e.
∆BV (FG) = (∆BV F )G+ (−1)
ghF (F , G ) + (−1)ghFF (∆BVG),(4.6)
where one of the functionals must be central.
The latter property in particular implies that the BV Laplacian is well-defined on the subal-
gebra generated by those local functionals which are killed by ∆BV (e.g., those described
in the previous remark).
Remark 4.8. If we restrict ourselves to S(A), then the above properties hold on the whole
algebra. A Gerstenhaber algebra with an operator ∆ satisfying the above properties is
known as a BV algebra.
Remark 4.9. We note that we can define (independently of the dimension) the BV an-
tibracket by
(F , G ) :=
〈
F
←−
δ
δφα
,
−→
δ G
δφ∗α
〉
Hodge
−
〈
F
←−
δ
δφ∗α
,
−→
δ G
δφα
〉
Hodge
.
This is the definition of the BV antibracket in its original setting [3]. This expression
depends in general on the Riemannian metric on M , but in the case of BF theories the
antibracket is actually independent thereof since it is equal to the one defined in subsec-
tion 4.2.
4.5. BV cohomology and observables. We have introduced the BV Laplacian in order
to deal with the quantum version of the BV formalism, which is needed when considering
functional integrals with weight exp(i/ℏ)S, where S should be a solution of the quantum
master equation
(S , S )− 2iℏ∆BV S = 0.
The main consequence of the quantum master equation is that the operator
ΩBV := δBV − iℏ∆BV(4.7)
is a coboundary operator of ghost number 1; it is not a differential, because of (4.6). This
operator is fundamental in the BV formalism; namely, all the meaningful observables in
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the BV formalism lie in the 0-ghost number cohomology of ΩBV . This means (at least
formally) that the vacuum expectation values of ΩBV -cohomology classes, weighted by
exp(i/ℏ)S, are independent of the choice of gauge fixing. In turn, the v.e.v.s of trivial
ΩBV -cohomology classes or of classes of ghost number different from zero vanish.
We will show that the BV action S of BF theories, to be introduced in (6.1), satisfies
separately the equations
∆BV S = 0 and (S , S ) = 0,
which imply that S satisfies the quantum master equation.
5. THE BV SUPERFORMALISM FOR BF THEORIES
The aim of this section is to define a new type of BV antibracket, which will allow us
to obtain the BV action for BF theories in a simple way and to write it in a compact form.
From now on we consider a new grading on the space of functionals S called the total
degree, which is defined as the sum of the form degree and the ghost number; we will
denote the total degree of a form α with degree degα and ghost number ghα by |α| :=
degα+ ghα; by homogeneous we will mean homogeneous w.r.t. the total degree.
We note now that all the fields
{
c+; a+;B; τ1; . . . ; τm−2
}
have total degree m − 2,
while all the remaining fields
{
τ+m−2; . . . ; τ
+
1 ;B
+; a; c
}
have total degree equal to 1. Here
a is the difference between A and a given background connection A0 as in Assumption 1;
for notational consistency, we denote by a+ the associated antifield. We can cast all the
fields in two homogeneous superforms which we will denote by B and A:
B :=
m−2∑
k=1
(−1)
k(k−1)
2 τk +B + (−1)
ma+ + c+,(5.1)
A := (−1)m+1c+A+ (−1)mB+ +
m−2∑
k=1
(−1)
k(k−1)
2 +m(k+1)τ+k .(5.2)
Further, we define a := A−A0.
We refer to Appendix B, for the definitions of the dot product · and of the dot Lie bracket
[[ ; ]]. We only recall that the dot structures make the algebra S into a superalgebra w.r.t.
the total degree. Analogously, we define the dot version 〈〈 ; 〉〉 of the bilinear form 〈 , 〉
on Ω∗(M, adP ) by
〈〈α ; β 〉〉 := (−1)ghα degβ 〈α , β 〉 .
It satisfies
〈〈β ; α 〉〉 = (−1)|α||β| 〈〈α ; β 〉〉 .
5.1. The space of functionals SA,B. As in the previous section, we consider the algebra
generated by local functionals in the fields taking values in a commutative algebra A or in
a de Rham complex Ω∗(N ;E). However, from now on we will restrict ourselves only to
those functionals which depend on the linear combinations A and B (and not on the com-
ponent fields). We will denote these algebras by SA,B(A), resp. SA,B(N ;E), or generically
by SA,B.
We give SA,B a unique grading, by defining the degree of a monomial in the superfields
A and B to be the sum of the total degrees of its factors.
Since the superform a has total degree 1 and lies in Ω∗(M, adP ), we can consider A
as a superconnection in the sense of Mathai and Quillen [30]. With the help of the dot
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Lie bracket (see Appendix B), we can then define the covariant derivative of B w.r.t. the
superconnection A and the supercurvature FA by:
dAB := dA0B+ [[a ;B]],
FA := dA0a+
1
2
[[a ; a]].
Notice that the supercurvature would contain the extra term FA0 if the background connec-
tion A0 were not chosen to be flat. Note that in this new context the exterior and covariant
derivatives are operators of total degree 1.
5.1.1. The super functional derivatives. We begin by introducing the super test forms ρa
and ρB: the super test form ρa is defined to be the sum of the test forms corresponding
to the fields that appear in the superform a, with the same sign convention as in (5.2);
analogously we define the super test form ρB. By definition, the super test forms have then
total degree 1, resp. m− 2. We then define the super functional derivatives of an element
F in SA,B(A) by:
d
dt
∣∣∣
t=0
F (a+ tρa;B) =
∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
=
∫
M
〈〈
ρa ;
−→
∂ F
∂a
〉〉
,
d
dt
∣∣∣
t=0
F (a;B+ tρB) =
∫
M
〈〈
F
←−
∂
∂B
; ρB
〉〉
=
∫
M
〈〈
ρB ;
−→
∂ F
∂B
〉〉
.
It is then easy to determine the total degree of the super functional derivatives of F ; in fact,
the following identities hold:
∣∣∣−→∂ F
∂a
∣∣∣ = ∣∣∣F←−∂
∂a
∣∣∣ = |F |+m− 1,∣∣∣−→∂ F
∂B
∣∣∣ = ∣∣∣F←−∂
∂B
∣∣∣ = |F |+ 2.(5.3)
It will be also useful to express the right derivative of the functional F in terms of the left
one, and vice versa. The result of this computation is given by:
−→
∂ F
∂a
= (−1)|F |+m−1
F
←−
∂
∂a
,
−→
∂ F
∂B
= (−1)|F |m
F
←−
∂
∂B
.
We next define the super functional derivatives of an element F of SA,B(N ;E) by:
d
dt
∣∣∣
t=0
F (a+ tρa;B) = π˜2∗
〈〈
π˜∗1ρa ;
−→
∂ F
∂a
〉〉
= π1∗
〈〈
F
←−
∂
∂a
; π∗2ρa
〉〉
;
d
dt
∣∣∣
t=0
F (a;B+ tρB) = π˜2∗
〈〈
π˜∗1ρB ;
−→
∂ F
∂B
〉〉
= π1∗
〈〈
F
←−
∂
∂B
; π∗2ρB
〉〉
.
Their total degrees are still given by (5.3).
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5.1.2. The super BV antibracket. Let us pick two functionals F and G in SA,B(A); then
the super BV antibracket is defined by:
((F ; G )) :=
∫
M
〈〈
F
←−
∂
∂B
;
−→
∂ G
∂a
〉〉
− (−1)m
〈〈
F
←−
∂
∂a
;
−→
∂ G
∂B
〉〉
.(5.4)
Note that the BV antibracket of F and G is again a functional in SA,B(A).
Next we consider a functional F in SA,B(A) and a functional G in SA,B(N ;E), with E
an A-module; we define the BV antibracket of F and G by:
((F ; G )) = π˜2∗
〈〈
π˜∗1
(F←−∂
∂B
)
;
−→
∂ G
∂a
〉〉
− (−1)dimM π˜2∗
〈〈
π˜∗1
(F←−∂
∂a
)
;
−→
∂ G
∂B
〉〉
.
(5.5)
In this case the BV antibracket of F and G is a functional in SA,B(N ;E).
We finally define the BV antibracket of two functionals F and G in SA,B(N ;E) by:
((F ; G )) := π13∗
〈〈
π∗12
(F←−∂
∂B
)
; π∗23
(−→∂ G
∂a
)〉〉
− (−1)mπ∗13
〈〈
π∗12
(F←−∂
∂a
)
; π∗23
(G←−∂
∂B
)〉〉
.
In this case we obtain that ((F ; G )) is a functional in SA,B(N,E).
The antibracket, in all the above cases, has total degree 1; i.e., if we denote generically
by SA,B the space of functionals and by SkA,B the subspace of homogeneous elements of
total degree k, then
(( ; )) : SkA,B ⊗ S
l
A,B → S
k+l+1
A,B .
From now on we will use the short notation given in (5.4) for all types of functionals that
we have discussed until now, and we omit in all cases the specific notation, leaving to the
reader the understanding of the real meaning of the formula.
5.2. Main properties of the super BV antibracket. One could now wonder if there is a
relationship between the super BV antibracket defined in the previous subsection and the
BV antibracket defined in 4.2 that we have discussed in the previous subsection. We begin
by explaining this relationship for the case of functionals in SA,B(A).
Lemma 5.1. Suppose that we have two functionals F and G in SA,B(A); then the follow-
ing identity holds:
((F ; G )) = (F , G ) .(5.6)
Proof. We prove the identity for homogeneous functionals; the general case follows by
linearity. We begin by computing the functional derivatives of F and G:
d
dt
∣∣∣
t=0
F (a+ tρa;B) =
d
dt
∣∣∣
t=0
F (a+ tρa; c+ tρc; . . . ;B) =
∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
.
Next, we note that the integral selects the part of the integrand whose form degree in M is
equal to m, and that the super test form ρa is the sum of the usual test forms (with some
signs to be considered). We write ρa as
ρa =
m∑
i=0
σaiρai ,
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where by ρai we denote the degree i part of ρa; i.e., ρa0 = ρc, ρa1 = ρa and so on. The
signs σai are the same as in the definition (5.2) of A; namely, a =
∑
σaiai. Similarly we
introduce signs σBj as in B =
∑
σBjBj . We can then write:∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
=
∫
M
〈
F
←−
∂
∂c
, ρc
〉
+
∫
M
〈
F
←−
∂
∂a
, ρa
〉
+ . . .
=
m∑
j=0
σaj
∫
M
〈〈(F←−∂
∂a
)
m−j
; ρaj
〉〉
,
(5.7)
where the subscript denotes the restriction to the term of the indicated form degree. We
recall that gh ρaj = 1− j; then we obtain e.g. for the j-th term in the last expression of the
above identity (recalling the definition of the total degree of the functional derivative of F
w.r.t. a):∫
M
〈〈(F←−∂
∂a
)
m−j
; ρaj
〉〉
= (−1)(|F |+j−1)j
∫
M
〈(F←−∂
∂a
)
m−j
, ρaj
〉
By confronting the two expressions in (5.7), and doing similar computations in the other
cases, we obtain for j = 0, . . . ,m:(F←−∂
∂a
)
m−j
= σaj (−1)
(|F |+j−1)j F
←−
∂
∂aj
,
(F←−∂
∂B
)
m−j
= σBj (−1)
(m−2−j)(m−j)F
←−
∂
∂Bj
,
(−→∂ F
∂a
)
m−j
= σaj (−1)
(1−j)(m−j)
−→
∂ F
∂aj
,
(−→∂ F
∂B
)
m−j
= σBj (−1)
(|F |−m+2+j)j
−→
∂ F
∂Bj
,
We cast then all these expressions in the definition of the super BV antibracket〈〈
F
←−
∂
∂B
;
−→
∂ G
∂a
〉〉
.
Then we use the above expressions, and, after rewriting 〈〈 ; 〉〉 as 〈 , 〉, we compute the
products σBm−jσaj , separately for the case m even and m odd. In order for the super-
bracket to coincide with the ordinary bracket, these products must be
σBm−iσai =
{
−1 if i = 0,
1 otherwise
for m even, and
σBm−iσai =
{
(−1)i for i = 0, 1,
(−1)i+1 otherwise
for m odd. It can be readily computed that the choice of signs made in (5.1) and in (5.2) is
consistent with the above rules; therefore, the proof then follows.
For the general case of elements of SA,B(N ;E), the above rule must be slightly modi-
fied. We begin by noting that any homogeneous F of total degree |F | in this algebra can
be written in the form
F =
∑
l
Fl,
where Fl is an element of S|F |−l,l(N ;E). This is obtained by expanding the superfields
in their components. We are now ready to state the following
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Lemma 5.2. Let F and G be homogeneous elements of SA,B(N ;E). If we expand them
according to the above rule
F =
∑
k
Fk and G =
∑
l
Gl,
then the following identity holds:
((F ; G )) =
∑
k,l
(−1)(|F |−k+1)l (Fk , Gl ) .(5.8)
Proof. The proof of this identity is similar to the proof of Lemma 5.1; in fact, we have
to compute the functional derivatives of F and G w.r.t. a and B, and express them via the
functional derivatives w.r.t. the usual fields of the theory. We therefore recall the formulae
for the functional derivatives, and we apply them to F , obtaining:
(5.9) d
dt
∣∣∣
t=0
F (a+ tρa;B) = π1∗
〈〈
F
←−
∂
∂a
; π∗2ρa
〉〉
=
=
m∑
j=0
σajπ1∗
〈〈(F←−∂
∂a
)
m−j
; π∗2ρaj
〉〉
=
∑
l
d
dt
∣∣∣
t=0
Fl(a+ tρa; c+ tρc; . . . ) =
=
∑
l
m∑
j=0
d
dt
∣∣∣
t=0
Fl(aj + tρaj ) =
∑
l
m∑
j=0
π1∗
〈
Fl
←−
∂
∂aj
, π∗2ρaj
〉
=
=
m∑
j=0
π1∗
〈∑
l
Fl
←−
∂
∂aj
, π∗2ρaj
〉
.
Then the following holds, if we go from the dot product to the ordinary product:
(−1)(|F |−l−1+j)j
〈
Fl
←−
∂
∂aj
, π∗2ρaj
〉
=
〈〈
Fl
←−
∂
∂aj
; π∗2ρaj
〉〉
.
By confronting the terms in (5.9), and operating similarly for the other cases, we obtain
the following identities for j = 0, . . . ,m:(F←−∂
∂a
)
m−j
=
∑
l
σaj (−1)
(|F |−l−1+j)j Fl
←−
∂
∂aj
,
(F←−∂
∂B
)
m−j
=
∑
l
σBj (−1)
(|F |−l−m+j)j Fl
←−
∂
∂Bj
,
(−→∂ F
∂a
)
m−j
=
∑
l
σaj (−1)
(1−j)(l−m+j)
−→
∂ Fl
∂aj
,
(−→∂ F
∂B
)
m−j
=
∑
l
σBj (−1)
(m−j)(l−m+j)
−→
∂ Fl
∂Bj
.
We can finally cast all these expressions in the explicit formula for the super BV an-
tibracket, and, by recalling the explicit values of the chosen signs σaj and σBj , we can
finally obtain the desired identity (recall the form degree selection rule imposed by the
pushforwards).
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We note that for the case in which F is in SA,B(A) and G is in SA,B(N ;E) for an
A-module E, then the following identity holds:
((F ; G )) =
∑
l
(−1)(|F |+1)l (F , Gl ) ;(5.10)
this formula will play a special roˆle in some later computations (we skip the proof of this
identity, because it is in principle the same as for the two previous Lemmata).
Let us now extend the super BV antibracket (( ; )) to the whole of S by the following
rule
((α ; β )) := (−1)(ghα+1) deg β (α , β ) ,
with α and β homogeneous elements of S. Recalling the graded commutativity rule, the
graded Leibnitz rule and the graded Jacobi rule for ( , ), one can then show the following
properties of the super BV antibracket (( ; )):
• ((α ; β )) = −(−1)(|α|+1)(|β|+1) ((β ; α )),
whenever one of the two elements is central in S.
• ((α ; βγ )) = ((α ; β )) γ + (−1)(|α|+1)|β|β ((α ; γ )),
whenever α or β or both are central in S.
• (−1)(|α|+1)(|γ|+1) ((α ; (( β ; γ )) )) + cyclic permutations = 0,
whenever two of the three elements are central in S.
Here we have used the previous notational convention for the total degree. In particular if
we restrict to SA,B, by linearity the previous identities hold if we replace α, β and γ with
elements F , G and H of SA,B.
For central elements in SA,B we can take e.g. any functional F in SA,B(A), while con-
sidering as more general elements in SA,B(N ;E), for an A-module E. (We have omitted
the products between elements in SA,B, but it is understood that we are dealing with the
shifted dot product.) Let us now pick a central element S of SA,B with even total degree;
we then define an operator δ on the superspace SA,B by
δ := ((S ; )) ;
since S has even total degree, δ is an odd derivation by the above identities. From
Lemma 5.2, 4.3, 4.2, 4.4 and 4.5 we can derive the useful properties of δS :
Corollary 5.3. Suppose that the functional F lies in SA,B(N ;E), and that we have a map
h from some manifold H to the manifold N , then the following identity holds:
δ[h∗(F )] = h∗(δF ).
Corollary 5.4. Suppose that we have a homogeneous functional F in SA,B(H ;E), where
E is a real or complex algebra and H is the total space H of a bundle over N with typical
fiber B. The integration along fiber of the functional F gives a functional of the same type,
defined on the manifold N and with total degree |π∗(F )| = |F | − dimB. Then we obtain
the following identity:
δ[π∗(F )] = (−1)
dimBπ∗(δF )
Corollary 5.5. Let us pick a functionalF in SA,B(N ;E), for N and E as in the preceding
Lemma. Let us denote by d the exterior derivative on the manifold N . Then the following
identity holds:
δ(dF ) = −d(δF ).
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Corollary 5.6. Let us suppose that the functionalF belong to the superalgebraSA,B(N, g);
let us suppose additionally that we have a g-module V . The application of the trace to F
gives an element of SA,B(N ;R) (or of SA,B(N ;C), depending on whether V is a real or
complex module). Then we obtain the following identity:
δ[Trρ(F )] = Trρ(δF ).
5.3. The super BV Laplacian. In analogy with what we have done for the BV antibracket,
let us introduce a “twisted” version∆ of the BV Laplacian on the superalgebraS, endowed
with the two usual gradings (the form degree and the ghost number). We define the super
BV Laplacian by
∆α := (−1)degα∆BV α,
for α ∈ S. Since the BV Laplacian is nilpotent, it follows immediately that the super BV
Laplacian is nilpotent, too. Let us take α and β in S, and let us suppose that at least one of
the two elements is central in S. It follows then from (4.6) that
∆(α · β) = (∆α) · β + (−1)|α| ((α ; β )) + (−1)|α|α · (∆β),(5.11)
where α or β must be central. Restricting to the super algebra SA,B, it follows easily that
the super BV Laplacian is a coboundary operator
∆ : SkA,B → S
k+1
A,B
which satisfies (5.11) with α and β in SA,B. The BV operator ΩBV defined in (4.7) is
replaced in the superformalism by the operator
Ω = δ − iℏ∆.
As a consequence of the general case, Ω is a coboundary operator.
5.4. Twists. Let O be an even element of SA,B. We define the twisted BV coboundary
operator by
Ω˜ = exp
(
−
i
ℏ
O
)
Ω exp
(
i
ℏ
O
)
= Ω+ ∂O +
i
ℏ
ΦO,
with ∂O := ((O ; )), and
ΦO = ΩO+
1
2
((O ; O ))
as a multiplication operator.
Definition 5.7. We call flat an even functionalO with ΦO = 0, flat observable an Ω-closed
flat functional, and flat invariant observable a δ-closed flat observable.
A basic fact that we will need in Sections 7 and 8 is expressed by the following
Lemma 5.8. If O is a flat observable, then so is λO for any constant λ; moreover, ∂O is a
superdifferential (of degree |O|+1) which anticommutes with Ω. If we also assume that O
is invariant, then ∂O anticommutes with δ, so δλ := δ+ λ∂O is an odd differential for all
λ.
Proof. By definition, a flat observable O satisfies separately
ΩO = 0 and ((O ; O )) = 0.
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This implies that ΦλO = 0 for all λ. The second equation above together with the Jacobi
identity implies that ∂O is a coboundary operator. Since Ω˜ and Ω square to zero and
ΦO = 0, we obtain
Ω∂O + ∂OΩ+ ∂
2
O = 0.
The second claim then follows since ∂O squares to zero. For O invariant, we also have
((S ; O )) = 0. So by Jacobi we obtain δ∂O + ∂Oδ = 0.
6. THE BV ACTION FOR BF THEORIES
We have now at our disposal all the tools needed to write down the correct BV action
for BF theories. Namely, we claim that it is given by
S :=
∫
M
〈〈B ; FA 〉〉 .(6.1)
Remark 6.1. Earlier versions of this form for the BV action of BF theories can be found
in [34, 28], where however proofs were not given and, in particular, there was no explicit
treatment of the sign conventions (i.e., our “dot” structures). Special cases (with explicit
signs) were also considered in [10, 12]. In particular, the structure of the BV action in
terms of superfields is an agreement with the general pattern described in [21]. See also
[37] and [1] for the case of Chern–Simons theory.
This form of the BV action holds not only for the BF theories described in the previous
sections but also for the “canonical BF theories” pointed out in Remark 3.1 (observe that
the two-dimensional case has already been considered in [17]).
We divide the proof, for the ordinary case, in two steps: i) we show that the above
functional is a solution of the master equation corresponding to the BF action (3.1) with
infinitesimal symmetries (3.4) and (3.5) (subsection 6.1); ii)we show that it is ∆BV -closed
(subsection 6.2). In subsection 6.3 we will then give the proof in the case of canonical BF
theories.
6.1. The master equation. We begin with the statement of the main Theorem, and we
devote the rest of the section to its proof and to some important consequences.
Theorem 6.2. The following identity holds:
((S ; S )) = 0.
Remark 6.3. By lemma 5.1, the above result is equivalent to the statement that the action
S satisfies the usual ME w.r.t. the usual BV antibracket.
Proof. We begin by computing the left and right partial derivatives w.r.t. a and B; e.g. the
left partial derivative of S w.r.t. a is given by
d
dt
∣∣∣
t=0
S(a+ tρa;B) =
∫
M
〈〈B ; dAρa 〉〉 =
= (−1)m−1
∫
M
〈〈dAB ; ρa 〉〉 =
∫
M
〈〈 ρa ; dAB 〉〉 .
It follows that:
S
←−
∂
∂a
= (−1)m−1
−→
∂ S
∂a
= (−1)m−1dAB;(6.2)
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similarly
S
←−
∂
∂B
=
−→
∂ S
∂B
= FA.(6.3)
If we now insert the above functional derivatives in the formula for the BV antibracket, we
obtain
((S ; S )) = 2
∫
M
〈〈 FA ; dAB 〉〉 = 2
∫
M
d 〈〈FA ; B 〉〉 − 2
∫
M
〈〈dAFA ; B 〉〉 ,
by the invariance of 〈 , 〉 (A is a superconnection). The first term vanishes by Stokes’
Theorem, and the second by the super Bianchi identity
dAFA = 0.
So the claim follows.
Since S satisfies the ME, the Leibnitz rule and the Jacobi identity for the super BV an-
tibracket imply that the operator
δ := ((S ; )) ,
defined on SA,B(N ;E), is an odd differential. In many of the forthcoming computations
we need the following
Proposition 6.4. The action of δ on the superfields a and B is given by:
δa = (−1)mFA(6.4)
and
δB = (−1)mdAB.(6.5)
Proof. The above formulae follow from (5.5). Let us begin with δa:
δa(x) =
∫
M
〈〈
S
←−
∂
∂B
;
−→
∂ a
∂a
(x)
〉〉
.
By definition however∫
M
〈〈
ρ ;
−→
∂ a
∂a
(x)
〉〉
=
d
dt
∣∣∣
t=0
[a(x) + tρ(x)] = ρ(x),
provided ρ is a test form of total degree 1. Since S
←−
∂
∂B has total degree 2, we cannot apply
the above formula directly. We use then the following trick. Let ǫ be a scalar of total degree
−1. Then
ǫ · δa(x) = (−1)m
∫
M
〈〈
ǫ ·
S
←−
∂
∂B
;
−→
∂ a
∂a
(x)
〉〉
= (−1)mǫ ·
S
←−
∂
∂B
(x).
Thus,
δa(x) = (−1)m
S
←−
∂
∂B
(x) = (−1)mFA(x),
where we have used (6.3). Similarly, we have
δB(x) = −
S
←−
∂
∂a
(x) = (−1)mdAB,
by (6.2).
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Recalling the formula (5.10) that expresses the super BV antibracket in term of the usual
BV antibracket, we can now recover the action of the usual δBV operator defined by
(S , ). Namely,
δa =
m∑
j=0
σaj (−1)
jδBV aj.
By decomposing the expression for δa in its homogeneous components and by confronting
the two expressions, we get the action of the BV operator δBV on the fields. Similarly, we
can recover the action of δBV on the components of B. By setting the antifields to zero,
one obtains then that δBV on the fields {A,B, c, τ1, . . . , τm−2} coincides with the BRST
operator given in (3.4) and (3.5). Moreover, it follows easily from the definition of S and
of the superforms a and B that the action reduces to the classical BF action, if we set all
antifields to 0. Thus, we have proved the following
Theorem 6.5. S is a solution of the master equation for the BF theory.
6.2. The ∆BV -closedness of the BV action. We now turn to the proof of the identity
∆BV S = ∆S = 0.(6.6)
First, we recall that g is endowed with a nondegenerate, symmetric, invariant bilinear form
〈 , 〉. We now choose a basis {Xk} of g such that 〈Xi , Xj 〉 = siδij , si = ±1; in this
basis we have the structure constants fkij given by the relation
[Xi , Xj ] =
dimg∑
k=1
fkijXk.
We then introduce the symbols f˜kij as skfkij . Thus,
f˜kij = 〈 [Xi , Xj ] , Xk 〉 .
From the non-degeneracy of 〈 , 〉 one then gets the useful relation
f˜kij = −f˜
j
ik = −f˜
i
kj .(6.7)
If we write the BV action as a sum of local terms in the fields, we see from the very
definition of the BV Laplacian ∆BV (see Remark 4.7) that the only terms in this sum
which are not automatically 0 have the form
〈φ∗α , [φ
α, c] 〉Hodge ,
for all α in the index set of the fields (this the only way to pair a field and its antifield that
is allowed by the integration over M ); we can rewrite it in the form (up to some sign)
〈φ∗α , [φ
α, c] 〉Hodge = f˜
i
jk
(
φ∗,iα , φ
α,jck
)
Hodge
,(6.8)
with
(α , β )Hodge :=
∫
M
α ∧ ⋆β, α, β ∈ Ω∗(M),(6.9)
and φα =
∑
φα,iXi and similarly for φ∗α and c. Now, by (6.7), one sees that in the above
formula no field component is paired to the corresponding antifield component. So, by
Remark 4.7, it is annihilated by the BV Laplacian.
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6.3. CanonicalBF theories. We start here a digression about the version of BF theories
mentioned in Remark 3.1. The material covered in this subsection is not essential for the
rest of the paper and can be safely skipped. Though, this kind of BF theories is interesting
by itself (and appears in two-dimensions as a particular case of the Poisson sigma model
[27, 31]).
We recall now the basic idea: since the curvature FA is a tensorial form of the adjoint
type, the most natural way to define a BF theory is to choose B of the coadjoint type
and to use the canonical pairing between g∗ and g. We consider then B as a form in
Ωm−2(M, ad∗ P ). Observe that since we do not introduce a bilinear form on g anymore,
Assumption 3 is in this case meaningless. For simplicity we will retain in this case as well
Assumptions 1 and 2. We begin with some notations:
• By 〈 , 〉 we will denote in this subsection the canonical pairing between g∗ and g; it
can be naturally extended to a pairing between forms in Ωp(M, ad∗ P ) and forms in
Ωq(M, adP ), and we will denote this pairing by the same symbol.
• By {Xi}we denote a basis of g, while by {Xj}we denote its dual basis:
〈
X i , Xj
〉
=
δij .
• By fkij we denote the structure constants w.r.t. the basis {Xl}, i.e.
fkij =
〈
Xk , [Xi , Xj ]
〉
.
• By Ad∗ we denote the coadjoint action ofG on g∗; i.e. 〈Ad∗(g)ξ , X 〉 := 〈 ξ , Ad(g−1)X 〉.
• by ad∗ we denote the coadjoint action of g on g∗; i.e., 〈 ad∗(X)ξ , Y 〉 = −〈 ξ , ad(X)Y 〉.
The coadjoint action can be extended to an action of forms in Ωp(M, adP ) on
Ωq(M, ad∗ P ) in the usual way. We only notice the sign rules for this extended
coadjoint action
ad∗([α , β ])γ = ad∗(α) ad∗(β)γ − (−1)degα degβ+ghα gh β ad∗(β) ad∗(α)γ;
〈 ad∗(α)γ , β 〉 = −(−1)degαdeg γ+ghα gh γ 〈 γ , [α , β ] 〉 ,
forα, β ∈ Ω∗(M, adP ) and γ ∈ Ω∗(M, ad∗ P ), where we have implicitly supposed
to consider forms with additional ghost number gradation.
• Finally, we denote (improperly) by dA the covariant derivative acting onΩ∗(M, ad∗ P );
it satisfies
d 〈α , β 〉 = 〈dAα , β 〉+ (−1)
degα 〈α , dAβ 〉 ,
where α ∈ Ω∗(M, ad∗ P ) and β ∈ Ω∗(M, adP ), and
dA(dAα) = ad
∗(FA)α.
With these conventions in mind, we define the canonical BF action functional by
Scan :=
∫
M
〈B , FA 〉 .
The Euler–Lagrange equations are still given by (3.2), where now the covariant derivative
is understood to operate on Ωm−2(M, ad∗ P ).
We let the groupΩ0(M,G)⋊Ωm−3(M, ad∗ P ) operate (from the right) onA×Ωm−2(M, ad∗ P )
by the rule
(A,B)(g, τ) := (Ag,Ad∗(g−1)B + dAgτ).
It is then easy to verify that Scan is invariant under this action. The infinitesimal transfor-
mations then read
δA = dAc; δB = − ad
∗(c)B + dAτ.
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These symmetries present the same reducibility problems as in Section 3; therefore, we
have to resort to the BV formalism here as well.
6.3.1. The BRST and the BV formalism. The BRST transformations corresponding to the
reducible infinitesimal symmetries in this case read
δBRSTA = dAc; δBRSTB = − ad
∗(c)B + dAτ1;
δBRST c = −
1
2
[ c , c ]; δBRST τk = − ad
∗(c)τk + dAτk+1, k = 1, . . . ,m− 3;
δBRST τm−2 = − ad
∗(c)τm−2.
Here c denotes the Faddeev–Popov ghost, i.e. a form on the space of fields with values
in Ω0(M, adP ) with ghost number 1, and by τk we denote the ghosts for ghosts taking
values in Ωm−2−k(M, ad∗ P ) and with ghost number k. These BRST transformations
present the same problems as in Section 3, namely δBRST is a differential only modulo
terms containing the curvature of A. We have therefore to switch to the BV formalism. We
associate to each field φα ∈ {A,B, c, τ1, . . . , τm−2} a canonical antifield φ+α following
the rules
• if φα takes values in Ωpα(M, adP ), resp. Ωpα(M, ad∗ P ), then its canonical anti-
field takes values in Ωm−pα(M, ad∗ P ), resp. Ωm−pα(M, adP );
• the ghost number of φ+α is set to be equal to −1− ghφα.
We define the total degree of a form α with degree degα and ghost number ghα by
|α| := degα+ ghα.
Accordingly to what we have done in Section 5, we define the dot duality by the rule
〈〈α ; β 〉〉 := (−1)ghα degβ 〈α , β 〉 ,
for α an element of Ω∗(M, ad∗ P ) with ghost number ghα and β in Ω∗(M, adP ) with
form degree deg β. The dot Lie bracket [[ ; ]] is defined analogously as in Appendix B,
and it enjoys the same sign rule. We define additionally the super coadjoint action of
Ω∗(M, adP ) on Ω∗(M, ad∗ P ) by the rule
ad
∗(α)β := (−1)ghαdeg β ad∗(α)β.
Without proof we write down some useful formulae, which are analogous to the formulae
displayed in Appendix B
ad
∗([[α ;β]])γ = ad∗(α) ad∗(β)γ − (−1)|α||β| ad∗(β) ad∗(α)γ,
〈〈 ad∗(α)γ ; β 〉〉 = −(−1)|α||γ| 〈〈 γ ; [[α ;β]] 〉〉 ,
for α, β ∈ Ω∗(M, adP ) and γ ∈ Ω∗(M, ad∗ P ). If A is a connection on P , we also have
d 〈〈 γ ; α 〉〉 = 〈〈dAγ ; α 〉〉+ (−1)
|γ| 〈〈 γ ; dAα 〉〉 .
Finally, it is useful to write the duality pairing also in the opposite order; as usual, one
defines 〈X , ξ 〉 = 〈 ξ , X 〉 for X ∈ g and ξ ∈ g∗. When we extend the pairing to forms
and then consider the dot version, we obtain the rule
〈〈 γ ; α 〉〉 = (−1)|γ||α| 〈〈α ; γ 〉〉 .
We then define the functional derivatives w.r.t. all the fields of the theory and the BV
antibracket ( , ) by the same formulae as in subsection 4.1 (where the invariant, nonde-
generate bilinear form 〈 , 〉 is replaced by the duality pairing). This antibracket enjoys all
usual properties of a BV antibracket. Analogously, provided we have a solution S of the
master equation (S , S ) = 0, we define the BV differential δ by the rule δ := (S , ).
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This operator has the same properties of the previously introduced BV differential (see
subsection 4.3).
Finally, we define the Hodge duals of the fields, the Hodge functional derivatives and the
BV Laplacian in this case by the same formulae as in Section 4.4 (with the only difference
that by 〈 , 〉 we mean here the duality pairing between g and g∗). We will denote all these
objects by the same symbols as in the previous sections.
6.3.2. The BV superformalism and the BV action. We choose a background flat connection
A0, and we write a general connection A as A = A0 + a, with a in Ω1(M, adP ), with
ghost number 0. We are now ready to define in this case the analogues of the superforms
introduced in Section 5, namely
B :=
m−2∑
k=1
(−1)
k(k−1)
2 τk +B + (−1)
na+ + c+,
A := (−1)n+1c+A+ (−1)nB+ +
m−2∑
k=1
(−1)
k(k−1)
2 +n(k+1)τ+k .
We also define a := A − A0. We notice that B is a superform of total degree m − 2 with
values in ad∗ P , while A can be interpreted once again as a superconnection on M . It is
not difficult to see that the curvature of the superconnection A is given by the formula
FA = dA0a+
1
2
[[a ; a]].
We go on, as in subsection 5.1, to define the functional derivatives w.r.t. B and a and the
super BV antibracket; they enjoy the same properties as the previously introduced ones,
and we will denote them by the same symbols.
Finally, we claim that the BV action for the canonical BF theory on M is given by the
formula
S :=
∫
M
〈〈B ; FA 〉〉 .
In order to prove the claim, we show once again separately that S satisfies the master
equation and that it is (at least formally) ∆BV -closed.
The master equation. The proof that S satisfies the master equation is analogous to the
proof of the corresponding claim in Section 6.1; we therefore omit it. We will only write
down the action of the super BV differential δ := ((S ; )) on the super fields a and B
δa = (−1)mFA,(6.10)
δB = (−1)m (dA0B+ ad
∗(a)B) ;(6.11)
the action of the usual BV differential on all the fields (fields and antifields) is encoded
in the two previous equations and, upon switching off the antifields, gives back the BRST
operator defined at the beginning of subsubsection 6.3.1. It is also easy to verify that S
reduces to Scan if we set the antifields to zero.
The ∆BV -closedness of the BV action. The proof that S satisfies the equation
∆BV S = 0
is a little bit different from the proof of the same identity in Section 6.2; it relies on a formal
argument similar to that used in [17].
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As noted before, the main property of the BV Laplacian lies in the fact that it contracts
each field with the corresponding antifield at the same point (see Remark 4.7); therefore,
the only terms in the BV action that are not trivially annihilated by the BV Laplacian are
of the form ∫
M
〈
φ+α , [ c , φ
α ]
〉
,
for some field φα. More precisely, they are (independently of the dimension of M ) given
by the combination
I =
1
2
〈 c∗ , [ c , c ] 〉Hodge − 〈 a
∗ , [ c , a ] 〉Hodge +
− 〈B∗ , ad∗(c)B 〉Hodge +
m−2∑
l=1
(−1)l+1〈 τ∗l , ad
∗(c)τl 〉Hodge.
This is obtained from the formula for the BV action after rewriting the dot duality, the
super coadjoint action and the dot Lie bracket in terms the usual ones, and recalling that
the integral selects only the top form degree part of the integrand.
W.r.t. the bases {Xi} and {Xj}, we can write a field φα with values in Ω∗(M, adP ),
resp. in Ω∗(M, ad∗ P ), as φα = φα iXi, resp. φα = φαjXj . For any two real-valued forms
on M with the same degree we define
(α , β )Hodge =
∫
M
α ∧ ⋆β,
where ⋆ is the star Hodge operator w.r.t. some chosen metric on M . We therefore obtain
I = −
1
2
f ijk
(
c∗i , c
k cj
)
Hodge
− f ijk
(
a∗i , a
kcj
)
Hodge
+
+ fkji
(
(B∗)i , Bkc
j
)
Hodge
+
m−2∑
l=1
fkji
(
(τ∗l )
i , (τl)kc
j
)
Hodge
;
we have used here the identity
〈
Xi , ad
∗(Xj)X
k
〉
= −
〈
Xk , [Xj , Xi ]
〉
= −fkji.
Finally, we apply the BV Laplacian to the above expression and get (independently of
the dimension of M )
∆BV S = ∆BV I =
= C
∫
M
dvol f ijic
j
[(
m
m
)
−
(
m
m− 1
)
+
(
m
m− 2
)
− · · ·+ (−1)l
(
m
m− l
)
+ · · ·
]
=
= C
∫
M
dvol f ijic
j(1− 1)m = 0,
where dvol is the Riemannian volume element and C is an infinite constant (explicitly,
a Dirac distribution evaluated in 0). The binomial coefficients appear as the number of
components of the forms φαj ; e.g. ,Bk is anm−2 form on them-dimensional manifoldM ,
so it has
(
m
m−2
)
components in local coordinates. The signs before the binomial coefficients
are determined by the ghost numbers of the fields φα (recall the explicit definition (4.5) of
the BV Laplacian).
Of course the previous computation should be performed with a regularization in or-
der to avoid the infinite constant C. If the regularization is such that the above formal
manipulations still hold, then S is BV harmonic.
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6.4. Sigma-model interpretation. The BV action (6.1) can be seen as the action func-
tional for a supersymmetric sigma model with source Σ := ΠTM , where M is our orig-
inal m-dimensional manifold and Π indicates that the fiber has to be taken with reversed
Grassmann parity; the target N has to be chosen among the following possibilities:
ordinary BF canonical BF
m odd Πg×Πg Πg×Πg∗
m even Πg× g Πg× g∗
where Π again reverses the Grassmann parity. To encompass all cases, we will write N =
V1 × V2 with V1 and V2 as in the above table. The superfields a and B are then related to
the 1 and 2 components of a map f : Σ→ N . Also recall that there is a pairing 〈 , 〉 of V2
with V1 which is induced from the bilinear form of Assumption 3 resp. from the canonical
pairing in the case of ordinary resp. canonical BF theories.
Following [1] one can give the BV bracket and the BV action for BF theories (to begin
with in the case when the background connection A0 is trivial) a beautiful interpretation in
terms of a natural QP -structure on the space E of maps Σ → N . Let us recall that a P -
manifold is a supermanifold endowed with an odd non-degenerate closed 2-form (shortly,
an odd symplectic form); a Q-manifold is a supermanifold endowed with an odd vector
fieldQ that has vanishing Lie bracket with itself; finally, aQP -manifold is a supermanifold
that has both structures in a compatible way, i.e., such that the odd symplectic form is Q-
invariant. Notice that an odd symplectic form defines a BV bracket; moreover, an even
solution of the master equation defines a compatible Q-structure and vice versa.
The P -structure on E is defined in terms of the following constant symplectic form on
N :
ω(v1 ⊕ v2, w1 ⊕ w2) := 〈 v2 , w1 〉 − (−1)
m 〈 v1 , w2 〉 ,
v1 ⊕ v2, w1 ⊕ w2 ∈ T(ξ1,ξ2)N ≃ V1 ⊕ V2, ∀(ξ1, ξ2) ∈ N.
Observe that ω is odd (even) when m is even (odd); i.e., ω defines an ordinary symplectic
structure—though on an odd vector space—when m is odd and a P -structure when m is
even. This induces the following constant odd symplectic form on E :
ω˜(φ, φ′) :=
∫
Σ
ω(φ, φ′) dµ,
φ, φ′ ∈ TfE ≃ Γ(Σ, f
∗TN), ∀f ∈ E .
Here we have denoted by
∫
Σ
dµ the canonical density associated to the supermanifold
ΠTM . It is defined as follows: since ΠTM = (M,Ω∗(M)), then every function on ΠTM
can be identified with a sum of forms on M of all degrees, so there is a canonical density
given by the usual integral of forms (which selects the top degree part of the integrand).
Locally, ∫
Σ|U
dµ =
∫
U
dx1 · · · dxm ,
where the x’s are local coordinates on M .
Next we come to the Q-structure. Observe first that any flow on Σ or on N defines (by
composition on the right resp. on the left) a flow on E and that flows of the two types com-
mute. Infinitesimally, any vector field on Σ or on N defines a vector field on E and vector
fields of the two types commute. Moreover, nilpotency is preserved. In conclusion, any
Q-structures QΣ on Σ and QN on N determine Q-structures Q˜Σ and Q˜N on E ; moreover,
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any linear combination of the two is still a Q-structure. On N we consider the Q-structure
given by the Hamiltonian vector field associated to the function
σ(ξ1, ξ2) =
1
2
〈 ξ2 , [ ξ1 , ξ1 ] 〉 .
Observe that this function is odd (even) for m odd (even), so the corresponding vector
field is always odd. The correspondingQ-structure on E yields the following action on the
superfields a and B:
δNa =
1
2
[[a ; a]], δNB =
{
[[a ;B]] ordinary BF ,
ad
∗(a)B canonical BF .
This Q-structure is automatically compatible with the P -structure defined above. On Σ we
consider instead the canonical Q-structure which in local coordinates reads
QΣ = θ
i ∂
∂xi
.
The induced Q-structure on E acts on the superfields by
δΣa = da, δΣB = dB.
This Q-structure is also compatible with the P -structure defined by ω˜ as follows by an
explicit computation: in fact, it is not difficult to check that the odd vector field QΣ has
zero-divergence w.r.t. the density specified above. Since M has no boundary, this guaran-
tees automatically that the P -structure on E is compatible with the Q-structure defined by
QΣ.
Finally, one considers a linear combination with nonvanishing coefficients of the above
vector fields. This yields an entire family of QP -structures on E . Notice however that
rescaling a with a parameter λ and B with 1/λ (λ 6= 0) is a canonical transformation. So,
up to equivalence, one can always set the coefficients to have the same ratio as in (6.4)
and (6.5) (or (6.10) and (6.11) for canonical BF theories). Given the P -structure, there
is a unique (up to an additive constant) action functional generating the given Q-structure.
Choosing the additive constant appropriately, the action functional is then a multiple of our
S in (6.1). Finally, the remaining multiplicative constant can be absorbed in ℏ (or taken as
a definition thereof).
In order to take into account nontrivial background connections (or even nontrivial bun-
dles P → M ), one has to modify a little bit the above construction. First one has to
introduce a vector bundle E → Σ with fiber N , with Σ and N as above. If the original
bundle P is trivial, so will be E (otherwise it will be constructed by using the transition
functions of adP and ad∗ P ). The space E will be now the space of sections of E. The P -
and QN -structures are introduced as above. The QΣ-structure instead requires the choice
of a connection A0 in order to lift to E the vector field on Σ; this connection has moreover
to be flat to ensure the nilpotency of Q˜Σ. The rest of the construction is the same as above.
6.5. Gauge fixing. We conclude this section giving a brief account on the gauge fixing
necessary to start a perturbative expansion of the theory. (For simplicity we restrict our-
selves to ordinary BF theories, the modifications needed for the canonical ones being
obvious.)
The first step is to extend the space of fields by introducing antighosts and Lagrange
multipliers. Along with the usual ghost c one introduces an antighost c¯ (of ghost number
−1) and a Lagrange multiplier λ (of ghost number 0); both are chosen to take values in
the sections of adP . Similarly, along with the ghost τ1 one introduces an antighost τ¯1
and a Lagrange multiplier λ1 with values in Ωm−3(M, adP ). As for the ghosts-for-ghosts
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τk, one needs an entire family of k antighosts and k Lagrange multipliers ([4]). Namely,
we denote by τ¯k,i and λk,i (i = 1, . . . , k) the antighosts and the Lagrange multipliers
corresponding to τk, all of which take values in Ωm−2−k(M, adP ). As for the ghost
number, one sets
gh(τ¯k,i) = 2i− k − 2, gh(λk,i) = 2i− k − 1.
We will denote by Φ the collection of the fields including the newly introduced ones.
Next one has to consider antifields for the antighosts and the Lagrange multipliers. They
will be denoted by c¯+, λ+, τ¯+1 , λ¯
+
1 , τ¯
+
k,i and λ
+
k,i (k = 2, . . . ,m − 3; i = 1, . . . , k) with
the usual rule; i.e., each antifield takes values in the space of forms of complementary
degree of the corresponding field and its ghost number is minus the ghost number of the
corresponding field, minus one. We will denote by Φ+ the collection of all the antifields
including the new ones. Finally, we extend the BV structure by declaring that each of the
new antifield is BV-canonically conjugated to its field.
The newly introduced fields are there only to write down a gauge fixing fermion (see
later). From the point of view of BV cohomology their complex must be trivial; i.e., one
sets
δτ¯k,i = λk,i, δλk,i = 0, k = 2, . . . ,m− 3; i = 1, . . . , k.
This is achieved by defining the extended BV action:
Sext = S +Σ,
with S given in (6.1) and
Σ =
∫
M
(
−c¯+λ− τ¯+1 λ1 +
m−3∑
k=2
k∑
i=1
(−1)kτ¯+k,iλk,i
)
.(6.12)
The gauge-fixed action, which is a function of Φ only, is then defined by
Sg.f. = Sext∣∣
Φ+=
−→
∂ Ψ
∂Φ
,
where Ψ (the gauge-fixing fermion) is a function of Φ of ghost number −1 and has to be
chosen so that the Hessian of Sg.f. at a critical point is not degenerate. In case one wants to
expand around a given flat connection A0, a suitable gauge-fixing fermion (in accordance
with Assumption 1) is
Ψ =
∫
M
c¯ dA0 ⋆ a+ τ¯1 dA0 ⋆ B +
m−4∑
k=1
τ¯k+1,1 dA0 ⋆ τk +
m−4∑
k=1
k+1∑
i=2
τ¯k+1,i dA0 ⋆ τ¯k,k+2−i,
(6.13)
where ⋆ is the Hodge star operator induced from a Riemannian metric on M . The BV
formalism ensures in particular that the partition function and the expectation values of
BV closed observables do not depend on the chosen metric.
6.6. Superpropagator. The perturbative expansion of the partition function or of the ex-
pectation values of observables is obtained in terms of propagators, i.e., expectation values
of the fields w.r.t. the quadratic part of the action Sext. We will briefly describe this com-
putation in the case of ordinary BF theories.
Since the interaction terms and the observables that we will introduce in the next sec-
tions depend only on the superfields a andB, it is enough to compute the “superpropagator”
iℏ η = 〈 π∗1a π
∗
2B 〉0 :=
1
Z
∫
Φ+=
−→
∂ Ψ
∂Φ
exp
(∫
M
〈〈B ; dA0a 〉〉+Σ
)
π∗1a π
∗
2B,
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where Z is the partition function, A0 is the chosen background flat connection, Σ is the
extension defined in (6.12), and π1 and π2 are the projections from M ×M to M . So η is
a distributional (m − 1)-form on M ×M with values in adP ⊠ adP . This superpropa-
gator with the gauge fixing (6.13) can be computed by generalizing Axelrod and Singer’s
construction [2] to higher dimensions. Another possibility is to compute the main proper-
ties of the superpropagator and then construct a form that satisfies them generalizing the
construction of [8]. The first property relies on the symmetry a ↔ B of the quadratic part
of the action:
∫
M 〈〈B ; dA0a 〉〉. This implies
T ∗η = (−1)m η(6.14)
where T is the automorphism of adP ⊠ adP that acts on the basis by exchanging the
points and at the same time exchanges the corresponding fibers (in a local trivialization
T (x, x′; ξ, ξ′) = (x′, x; ξ′, ξ), with x, x′ ∈ U ⊂ M and ξ, ξ′ ∈ g). A subsequent compu-
tation shows that
iℏ dA0η = (−1)
m 〈 δ0(π
∗
1a π
∗
2B) 〉0,
where δ0 is the linear part of δ. By the main properties of the BV formalism, one then gets
the Ward identity
(−1)m dA0η = 〈∆(π
∗
1a π
∗
2B) 〉0.
The right-hand side is a delta form localized on the diagonal Diag of M ×M tensorized
with the section φ of adP ⊗ adP → Diag determined by the invariant form 〈 , 〉;
that is, φ is the section corresponding to the constant equivariant map φ˜ : P → g × g,
p 7→
∑
i σi ei ⊗ ei, where {ei} is a pseudo-orthonormal basis of g: 〈 ei , ej 〉 = σiδij ,
σi = ±1. Thus, if we define 〈 , 〉13 on g⊗g⊗g as acting on the first and third components
and define consequently 〈〈 ; 〉〉13, we may interpret η as a distributional form such that
the linear operator P: Ω∗(M, adP )→ Ω∗−1(M, adP ),
P γ := π2∗ 〈〈 η ; π
∗
1γ 〉〉13 , γ ∈ Ω
∗(M, adP ),
satisfies the equation
dA0 P+PdA0 = id .(6.15)
A regularized version of η consists in finding a smooth form (which we will continue
to denote by η) on the configuration space C2(M) := M ×M \ Diag so that P defined
as above (with the obvious understanding that the projections π1 and π2 are now from
C2(M) to M ) satisfies the same equation. Notice however that C2(M) is not compact;
so one has to replace it by its compactification C2(M) which is obtained from M ×M
by replacing the diagonal with its differential-geometric blowup. Observe that C2(M) is a
manifold with boundary the spherical normal bundle SNDiag of Diag in M ×M . Since
we have removed the diagonal, we require now that the superpropagator should be an A0-
covariantly closed form η ∈ Ωm−1(C2(M), adP⊠adP ), where, by abuse of notation, we
have denoted by adP ⊠ adP the pulled-back bundle of adP ⊠ adP w.r.t. the projection
overlineC2(M)→M ×M . Observe that the generalized Stokes formula implies that the
left-hand side of (6.15) applied to a form γ is π∂∗
〈〈
ι∗η ; π∂∗γ
〉〉
13
, with ι the inclusion of
SNDiag in C2(M) and π∂ the projection SNDiag → Diag . Thus, for (6.15) to hold,
one has to require that the restriction of η to the boundary should be
ι∗η = ϑ⊗ π∂∗φ+ π∂∗β(6.16)
where ϑ is the global angular form of SNDiag and β ∈ Ωm−1(Diag , adP ⊗ adP ) is so
far undetermined. Recall that a global angular form ϑ on a sphere bundle S pi
∂
−→ B is a
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form satisfying π∂∗ϑ = 1 and dϑ = −π∂∗e, where e is a representative of the Euler class
of the bundle. In our case, since NDiag ≃ TM , e will be a representative of the Euler
class of M . The first property of ϑ is what we need for (6.15) to hold; the second property,
of which one cannot dispose, implies dA0β = e⊗ φ.
This is a very strong constraint in even dimensions, as it requires the Euler class of
M to be trivial. In fact, multiply both sides of the equation by φ and contract the first
g-component with the third and the second with the fourth; this yields
d 〈〈φ ; β 〉〉13,24 = e dim g.
Notice finally that we also want η to satisfy (6.14), with T now the corresponding invo-
lution on adP ⊠ adP → C2(M). In particular, this implies that one has to choose ϑ
to be even (odd) under the antipodal map on the fibers if m is even (odd); in odd dimen-
sions this also implies that one must choose e = 0. Moreover, β has to be an element of
Ωm−1(Diag ,S2 adP ) in even dimensions and of Ωm−1(Diag ,
∧2
adP ) in odd dimen-
sions.
Such a form η can be obtained generalizing the construction of [8]:
Theorem 6.6. Under Assumptions 1 and 3, there exists a covariantly closed element η
of Ωm−1(C2(M), adP ⊠ adP ), satisfying (6.14) and (6.16). Moreover, in odd dimen-
sions β will be automatically covariantly closed, while in even dimensions—where the
above Assumptions imply [e] = 0—this will be true only if one chooses e = 0. Fi-
nally, β may be chosen to vanish if Hm−1dA0 (M,
∧2
adP ) is trivial in odd dimensions and if
Hm−1dA0
(M,S2 adP ) is trivial in even dimensions.
Proof. One first builds a global angular formϑ on SNDiag with the correct behavior under
the antipodal map on the fibers: one may construct it as in Appendix C using the Levi-
Civita connection for a given Riemannian metric, which also allows to identify SNDiag
with the unit sphere bundleSODiag×SO(m)Sm−1. Next one extendsϑ to the complement
of the zero section of NDiag and multiplies it by a function ρ that is identically one in a
neighborhood U1 of the zero section and identically zero outside a second neighborhood
U2 ⊃ U1. One then defines η0 ∈ Ωm−1(C2(M), adP ⊠ adP ) as the extension by zero of
ρ ϑ⊗π∂∗φ. Since dA0φ = 0, dA0η0 is the extension by zero of dρ ϑ⊗π∂∗φ−ρ π∂∗(e⊗φ).
The last form may be extended to the zero section of NDiag ; hence, the extension by zero
of dA0η0 can be seen as a covariantly closed element of Ωm(M ×M, adP ⊠ adP ). The
general Ku¨nneth theorem implies H∗dA0 (M ×M, adP ⊠ adP )
∼= H∗dA0
(M, adP )⊗2. So
Assumption 1 implies that there is a form α ∈ Ωm−1(M ×M, adP ⊠ adP ) such that
dA0π
∗α = dA0η0, with π the projection C2(M) → M ×M . Also observe that one may
choose α to satisfy T ∗α = (−1)m α. Finally, define η := η0 − π∗α. An easy check
shows that it satisfies all properties above (with β determined by the restriction of α to the
diagonal).
Remark 6.7. There are a couple of interesting cases when M does not satisfy Assump-
tion 1, but one can define the superpropagator anyway. First, when M = Rm (see sub-
section 9.1) all boils down to looking for (the higher-dimensional generalization of) Bott
and Taubes’s [9] tautological forms, as described in [16]. Second, when M is a rational
homology sphere, one can generalize the construction of [7] (which does not yield a closed
η, so that extra diagrams must be introduced to correct for it) or alternatively remove one
point, as suggested in [29], and essentially reduce to the previous case.
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7. GENERALIZED WILSON LOOPS IN ODD DIMENSIONS
In this section we display some observables for odd-dimensionalBF theories which in
some sense generalize the classical observables (3.6), i.e. the iterated-integral expansions
of Wilson loops. In the first subsection we construct a flat invariant observable (see Defi-
nition 5.7 on page 20) S3 which represents a sort of “cosmological term” (although it does
not have the correct ghost number, except for the case dimM = 3). We next define in
subsection 7.2 a “generalized holonomy” constructed via iterated integrals by means of A
and B, and we show that it defines a cohomology class w.r.t. the super BV coboundary op-
erator twisted with S3 which takes values in H∗(Imbf (S1,M)). From this we then derive
a true BV observable.
7.1. The “cosmological term”. We define the local functional
S3 :=
1
6
∫
M
〈〈B ; [[B ;B]] 〉〉
which is an element of SA,B(R) of total degree 2m− 6. We want to show that S3 is a flat
invariant observable in the sense of definition 5.7. This is expressed by the following
Lemma 7.1.
δS3 = 0,(7.1)
∆S3 = 0,(7.2)
((S3 ; S3 )) = 0.(7.3)
Proof. First of all, we write down the left partial derivatives of S3:
−→
∂ S3
∂a
= 0,
−→
∂ S3
∂B
=
1
2
[[B ;B]].
With the help of (6.2) and by the definition of the super BV antibracket, we get
δS3 = ((S ; S3 )) =
1
2
∫
M
〈〈dAB ; [[B ;B]] 〉〉 ;
By the invariance of 〈 , 〉 it follows
1
2
∫
M
〈〈dAB ; [[B ;B]] 〉〉 =
1
6
∫
M
d 〈〈B ; [[B ;B]] 〉〉 = 0
by Stokes’ theorem. So we have proved (7.1).
Eqns. (7.2) and (7.3) follow from the definitions of the super BV antibracket and of the
super BV Laplacian ∆ and from the fact that S3 depends only on B.
It follows from Lemma 5.8 that not only S3 but any of its multiples is a flat observable.
So we introduce the “cosmological constant” κ and consider a twisting by κ2S3 (the reason
for putting κ2 instead of κ will be clear in the next subsection). We then define
δκ2 := δ + κ
2 ((S3 ; )) .
and, again by Lemma 5.8, δκ2 is an odd differential for any κ. Its action on the fundamental
superfields is easily computed:
δκ2a = −FA −
κ2
2
[[B ;B]], δκ2B = −dAB.(7.4)
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7.2. The generalized Wilson loop in the BV superformalism. We want to define an
object that generalizes the observable introduced in [11] for the 3-dimensional BF theory
with cosmological term. We shall realize this proposal by introducing the new superform
Cκ := a+ κB.
Observe that Cκ is not a homogeneous element in SA,B(M, adP ) w.r.t. the total degree,
but it is homogeneous of degree one with respect to its reduction modulo 2. By recalling
(7.4), it is easy to see that
δκ2Cκ = −dA0Cκ −
1
2
[[Cκ ;Cκ]].
The previous equation suggests that we may interpret the superform Cκ as a “variation” of
the flat connection A0, and therefore δκ2Cκ can be interpreted as its curvature. Observe
that, since Cκ is of odd degree, all the formulae of Appendix D are basically the same as
if Cκ were an ordinary variation of A0. We exploit then this analogy to define the n-th
iterated integral of Cκ as
πn∗
(
Ĉκ1,n · · · Ĉκn,n
)
H(A0)|
1
0.
We refer from now on to Appendix D for the main notations (simplices, evaluation maps,
etc.). We recall the definition of Ĉκ: We have written
Ĉκ := H(A)|
•
0 ev
∗
1 Cκ (H(A)|
•
0)
−1
,
and Ĉκi,n := π∗i,nĈκ. We have suppressed ρ before all the Ĉκ’s in the above product;
the forms considered in the n-th iterated integral take values in the associative algebra
End(V ). We then define the generalized holonomy of Cκ from 0 to 1 via the path-ordered
exponential
Hol(Cκ) := H(A0)|
1
0 +
∑
n≥1
πn∗
(
Ĉκ1,n · · · Ĉκn,n
)
H(A0)|
1
0;
it defines an element in SA,B(LM,End(V )), and since dim△n = n, it follows that it
has even total degree. We now pick a finite-dimensional representation ρ and define the
generalized Wilson loop
Hρ(κ;A,B) = Trρ Hol(Cκ).(7.5)
From the previous considerations, it is an element of SA,B(LM,R), with even total degree.
We are now ready to state the main Theorem of this Section.
Theorem 7.2. The generalized Wilson loop is (δκ2 + d)-closed:
(δκ2 + d)Hρ(κ;A,B) = 0.
Proof. By above reasonings, we can consider Cκ as a variation of the (flat) connection
A0. The cyclicity of the trace allows to replace the exterior derivative by the covariant
derivative dev(0)∗A0 . Hol(Cκ) has the same form as H(A + a)|10 of Appendix D, where
we have set A0 = A, and we have replaced a by Cκ and the wedge product by the dot
product. Accordingly to the sign rules for the dot product and repeating almost verbatim
the arguments used in the proof of Theorem D.3, we get
dHρ(κ;A,B) =
∑
m≥1
m∑
i=1
(−1)m+iTrρ
{
πm∗
[
Ĉκ1,m · · ·
(
δ̂κ2Cκ
)
i,m
· · · Ĉκm,m
]
H(A0)|
1
0
}
.
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Recalling Lemma 5.4, 5.3 and 5.6 and the Leibnitz rule, it is then not difficult to verify that
δκ2Hρ(κ;A,B) =
∑
m≥1
m∑
i=1
(−1)m+i+1Trρ
{
πm∗
[
Ĉκ1,m · · · ̂(δκ2Cκ)i,m · · · Ĉκm,m
]
H(A0)|
1
0
}
which yields the desired identity.
We would like a stronger assertion than what we proved in the above Theorem; namely,
that Hρ is (−iℏ∆+ δκ2 + d)-closed. So we need
∆Hρ(κ;A,B) = 0.
If a loop has transversal self-intersections, the above identity is certainly false since on
the two intersecting strands appear complementary components of a field and its antifield.
If the loop has non-transversal intersections or cusps, it is not even clear what the action
of the BV Laplacian should be. However, even restricting to imbeddings might not be
enough since in the computation of the BV Laplacian there are ill-defined terms coming
from subsequent fields in the iterated integrals as the evaluation points come together. To
establish the validity of the above identity, we can choose the following
Regularization procedure. We only consider elements of Imbf (S1,M), the space of
framed imbeddings of S1 into M . For each element we then consider a tubular neigh-
borhood of the imbedding and use the framing to select a companion imbedding on the
boundary. Finally we put each component of A appearing in the iterated integrals on the
imbedding and each component of B on its companion (following a procedure introduced
in [14]).
Since the cosmological term is a flat invariant observable we then obtain, under the
above assumption, the following
Corollary 7.3.
(Ω+ d)
[
exp
(
i
ℏ
κ2S3
)
Hρ(κ;A,B)
]
= 0.
As a consequence, the d-cohomology class of the above functional are BV observ-
ables. This implies Theorem 2 of [16], which states that the above functional defines an
H∗(Imbf (S
1,M))-valued BV observable.
Remark 7.4. We notice finally that the v.e.v.s of the generalized Wilson loops together
with the cubic cosmological term do not depend on the representative of flat connection
A0. Let in fact g ∈ G be a gauge transformation viewed as a section of AdP . Then one
can verify that H(A0)|t2t1 is sent to g
−1(γ(t1))H(A0)|
t2
t1g(γ(t2)) (see Remark D.1 for the
precise definitions in the general case). This implies that the superfields a and B in the
generalized Wilson loops are acted upon by Adg (this is a consequence of the definition of
the generalized Wilson loops and of the cyclicity of the trace). This can be compensated
by a change of variables in the functional integral whose formal measure is constructed
using the bilinear form 〈 , 〉 and hence formally Ad-invariant. Therefore, the v.e.v.s of
the generalized Wilson loops are functions on the moduli space of flat connections.
8. OTHER LOOP OBSERVABLES
We now generalize the ideas of the previous Section along two directions: i) consider
variations of the connection which are not necessarily of odd degree; ii) introduce interac-
tion terms with higher powers of B. Both generalizations require the following
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Assumption 4. Throughout this section we work with a Lie algebra g, coming from an
associative algebra endowed with a trace Tr (e.g., we may take g = gl(N) with the
usual trace of matrices). Furthermore, we define the ad-invariant symmetric bilinear form
〈 η , ξ 〉 on g by Tr ηξ and assume that it is nondegenerate (as required by Assumption 3).
Finally, we will only consider representations ρ of g as an associative algebra.
8.1. The odd-dimensional case.
8.1.1. Higher-order B-interactions. We define, for k ∈ N, the following even element of
SA,B:
O2k+1 =
1
2k + 1
∫
M
TrB2k+1.
Observe that even powers of B would vanish by the cyclicity of the trace
Lemma 8.1. The following identities hold for the functional O2k+1:
δO2k+1 = 0, ∀k ∈ N(8.1)
∆O2k+1 = 0, ∀k ∈ N(8.2)
((O2k+1 ; O2l+1 )) = 0, ∀k, l ∈ N.(8.3)
It follows in particular that, ∀k ∈ N, the functional O2k+1 is a flat invariant observable
(see subsection 5.4).
Proof. From the definition of the super BV antibracket, we get
((S ; O2k+1 )) =
∫
M
Tr
[
dAB · B
2k
]
=
1
2k + 1
∫
M
dTrB2k+1 = 0.
(8.2) and (8.3) follow respectively from the definition of the BV Laplacian and of the super
BV antibracket, and from the fact that the functionals O2k+1 do not depend on a.
Let us now choosen ∈ N and a sequence of real numbersµ = µ(λ) = {µ2, µ4, . . . , µ4n+2}.
Then we define the following even element of SA,B(R):
Oµ :=
2n+1∑
k=1
µ2k O2k+1 .
From the Lemma it follows that Oµ is a flat invariant observable for any µ. So, as in
subsection 5.4, we can introduce the following odd differential:
δµ = δ +
2n+1∑
k=1
µ2k∂O2k+1 .
Its action on the fundamental superfields is easily computed:
δµa = −FA −
2n+1∑
k=1
µ2kB
2k, δµB = −dAB.(8.4)
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8.1.2. Extended generalized Wilson loops. Let λ := {λ1, λ3, . . . , λ2n+1} be another se-
quence of real numbers with the same n as above. We then define the odd superform
Cλ := a+
n∑
k=0
λ2k+1B
2k+1.
If the sequences µ and λ are related by
µ2k :=
∑
0≤i,j≤n
i+j=k−1
λ2i+1λ2j+1,(8.5)
then (8.4) implies
δµ Cλ = −dA0 Cλ−
1
2
[[Cλ ;Cλ]].
The above expression has again the form of a curvature; we can therefore view the super-
form Cλ as a variation of the connection A0. So, analogously to what we did in subsec-
tion 7.2, we define the path-ordered integral
Hol(Cλ) = H(A0)|
1
0 +
∑
m≥1
πm∗
(
Ĉλ1,m · · · Ĉλm,m
)
H(A0)|
1
0.
We next define accordingly
Hρ(λ;A,B) := TrρHol(Cλ).
Repeating the arguments used in the proof of (7.2), we can state the following
Theorem 8.2. If µ and λ are related by (8.5), then
(δµ + d)Hρ(λ;A,B) = 0.
Since Oµ is a flat invariant observable, this implies the following
Corollary 8.3. With the same hypothesis as above and with the regularization procedure
defined on page 35, we obtain
(Ω+ d)
[
exp
(
i
ℏ
Oµ
)
Hρ(λ;A,B)
]
= 0.
Again this implies that the d-cohomology class of the above functional is a BV observ-
able; from this Theorem 4 of [16] follows.
Remark 8.4. The same reasonings sketched in Remark 7.4 do hold in this case as well;
therefore, we may conclude that the v.e.v.s of the generalized Wilson loops with higher-
order B-interactions depend only the class [A0] in {A ∈ A : FA = 0} /G.
8.2. The even-dimensional case. We now turn to the problem of defining generalized
Wilson loop observables for the case dimM even. Observe that in even-dimensional BF
theories B has even total degree; so [[B ;B]] = 0. This implies that it is not possible to
define a generalized cosmological term as in Section 7 because we cannot anymore rely on
the dot Lie bracket to construct this functional. Therefore, in order to define products of B
with itself (either cubic or not) we must do as in the preceding subsection and, in particular,
we need Assumption 4 on page 36.
38 A. S. CATTANEO AND C. A. ROSSI
8.2.1. B-interactions. For a given k > 1 we define the following even element of SA,B:
Ok =
1
k
∫
M
TrBk.
We now state the following
Lemma 8.5. The functionals Ok satisfy the identities
δOk = 0, ∀k > 1,(8.6)
∆Ok = 0, ∀k > 1,(8.7)
((Ok ; Ol )) = 0, ∀k, l > 1.(8.8)
Proof. By definition of the super BV antibracket, we can write
1
k
δ
∫
M
TrBk =
∫
M
Tr
[
dAB · B
k−1
]
=
1
k
∫
M
dTrBk = 0.
(8.7) and (8.8) are consequences of the fact that the sfOks do not depend on a and of the
definitions of the super BV antibracket and of the super BV Laplacian.
Again it follows that each linear combination of Oks is a flat invariant observable (see
subsection 5.4). So, for a given positive integer n, we take a sequence of real numbers
µ := {µ2, µ3, . . . , µ2n} and define
Oµ =
2n∑
i=2
µiOi+1.
Therefore, Lemma 5.8 implies that
δµ := δ + ∂µ := δ +
2n∑
i=2
µi ((Oi+1 ; ))
is an odd differential for any sequence µ. Moreover we have
δµa = FA +
2n∑
i=2
µiB
i, δµB = dAB,(8.9)
using once again arguments similar to those introduced in the proof of (6.4) and (6.5).
8.2.2. The generalized Wilson loop. For the same n as above, we consider a sequence
λ = {λ1, . . . , λn} so that
µi :=
∑
1≤k,l≤n
k+l=i
λkλl(8.10)
for the previously introduced subsequence µ. Then we define
Bλ =
n∑
i=1
λiB
i.
From (8.9) it follows that
∂µa = Bλ · Bλ, ∂µBλ = 0.(8.11)
Then, in analogy with the superform Ĉλ of the previous subsection, we define
B̂λ := H(A0)|
•
0 ev
∗
1 Bλ (H(A0)|
•
0)
−1
, â := H(A0)|
•
0 ev
∗
1 a (H(A0)|
•
0)
−1
,
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and, accordingly with the notations of Appendix D, B̂λi,n and âi,n, which we will write as
B̂λti and âti . We then define
hm,ρ(λ;A,B) := Trρ πm∗
[
H(â)|t10 · B̂λt1 ·H(â)|
t2
t1 · · · B̂λtm ·H(â)|
1
tm
]
H(A0)|
1
0,
where we have written
• H(â)|t10 := π
∗
1,mH(A0 + a)|
•
0;
• H(â)|1tm := π
∗
m,mH(A0 + a)|
1
•;
• H(â)|
ti+1
ti := π
∗
i,i+1,mH(A0 + a)|
•
•,
using the notations of Remark D.2, where we have set againA0 = A, and we have replaced
a by a and wedge products by dot products; πi,i,+1,m(γ; t1, . . . , tm) := (γ; ti, ti+1), for
i ∈ {1, . . . ,m− 1}. We finally define
H
o
ρ(λ;A,B) =
∞∑
m=0
h2m+1,ρ(λ;A,B).
We can now state the main theorem of this subsection
Theorem 8.6. The following identity holds:
(d− δµ)H
o
ρ(λ;A,B) = 0.
Proof. We begin by computing the exterior derivative of one of the factors of the above
sum. With the help of the generalized Stokes Theorem we obtain
dh2m+1,ρ(λ;A,B) = Trρ(−1)
2m+1π2m+1∗
{
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 · B̂λt1 · · ·
]}
+
+Trρ(−1)
2mπ∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
(8.12)
We consider the first term on the right-hand side of (8.12); the Leibnitz rule for the dot
product implies
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 · B̂λt1 · · ·
]
=
2m+1∑
i=1
H(â)|t10 · B̂λt1 · · · dpi∗2m+1 ev(0)∗A0
[
H(â)|titi−1 B̂λti
]
· · ·+
+H(â)|t10 · · · B̂λt2m+1 · dpi∗2m+1 ev(0)∗A0H(â)|
1
t2m+1 .
We recall that dev(0)∗A0H(A0)|10 = 0 by (D.2). We compute the following expression
dpi∗2m+1 ev(0)∗A0
[
H(â)|titi−1 B̂λti
]
=
[
dpi∗2m+1 ev(0)∗A0H(â)|
ti
ti−1
]
· B̂λti +H(â)|
ti
ti−1 · dpi∗2m+1 ev(0)∗A0 B̂λti ;
For the second term on the right-hand side of the above equation, we obtain, repeating
(almost) the same arguments used in the proof of Theorem D.3, H(â)|titi−1 · d̂A0Bλti ; for
the first term, we obtain analogously[
δH(â)|titi−1 − âti−1 ·H(â)|
ti
ti−1 +H(â)|
ti
ti−1 · âti
]
· B̂λti .
Summing up all these contributions with the right signs and using repeatedly (A.2), we
obtain, for the first term on the right-hand side of (8.12), the result
− ev(0)∗a · π2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
− π2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
· ev(0)∗a
+ δ
{
π2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]}
.
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By the invariance of Trρ, and since a and π2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
have odd total
degree, we get
(−1)2m+1Trρ π2m+1∗
{
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 · B̂λt1 · · ·
]}
= δ
{
Trρ
[
H(a)|t10 · B̂λt1 · · ·
]}
.
We now consider the second term on the right hand side of (8.12). We recall the orien-
tation choices for the m-simplex made in Appendix D; with these in mind we obtain (once
again with the same arguments of the proof of Theorem D.3)
(8.13) − Trρ ev(0)∗Bλ ·
{
π2m∗
[
H(â)|ti0 · B̂t1 · · ·
]}
+
+Trρ
{
π2m∗
[
H(â)|t10 · B̂λt1 · · ·
]
· ev(0)∗Bλ
}
+
+
2m∑
j=1
(−1)2m+j+1 Trρ π2m∗
[
H(â)|t10 · B̂t1 · · ·
̂(Bλ · Bλ)ti · · ·
]
.
Since the trace is cyclic in the arguments and Bλ has even total degree, the first two terms
in the above expression cancel each other. In summary, we have obtained
(−1)2m Trρ π∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
=
=
2m∑
j=1
(−1)2m+j+1Trρ π2m∗
[
H(â)|t10 · · ·
̂(Bλ · Bλ)ti · · ·
]
.
Recalling formulae (8.11), we now apply∂µ toH(â)|ti+1ti . We obtain by repeating (almost)
the same arguments as in the proof of Theorem D.3
∂µH(â)|
ti+1
ti = −
∫
ti+1≥t≥ti
H(â)|tti ·
̂(Bλ · Bλ)t ·H(â)|
ti+1
t ,
with the same unifying notation of Remark D.5. After repeated application of Lemma A.1
and A.2, we get the following result
∂µh2m−1,ρ(λ;A,B) =
2m∑
k=1
(−1)2m+k+1Trρ π2m∗
[
H(â)|t10 · B̂λt1 · · ·
̂(Bλ · Bλ)tk · · ·
]
= (−1)2m Trρ π∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
;
so the claim follows.
Remark 8.7. Observe that the statement of Theorem 8.6 does not extend to h2i,ρ. The
problem in this case arises in (8.13) in which the first two terms sum up instead of canceling
each other. This reflects what was already noted in subsection 3.2 about the classical
versions of these observables in even dimensions.
Since Oµ is a flat invariant observable, the results of subsection 5.4 together with The-
orem 8.6 imply
Corollary 8.8. If µ and λ are related by (8.10), then
(Ω− d)
[
exp
(
i
ℏ
Oµ
)
H
o
ρ(λ;A,B)
]
= 0,(8.14)
under the assumptions of the regularization procedure on page 35.
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We notice that this implies Theorem 3 and Theorem 4 (for M even-dimensional) of
[16].
Remark 8.9. Let us finally note that, following the same arguments sketched in Remark 7.4,
we may prove that the v.e.v.s of Hoρ(λ;A,B) together with (the exponential of) the poly-
nomial B-terms depend only on the G-equivalence class of the flat connection A0.
8.3. The ∆BV -exactness of the polynomial observables. We end with a digression de-
voted to proving the identity
On = ∆BV
(
1
n
On s
)
,(8.15)
where we have used the following notation:
s :=
∫
M
〈〈 a ; B 〉〉 .
Of course, the functional s depends implicitly on a chosen background flat connection A0,
because the superfield a is seen as a supervariation of the superconnection A, constructed
via A0; we do not indicate the dependence on A0 in order to avoid cumbersome notation.
It is immediate to verify that s is an element of S with ghost number −1. The validity
of (8.15) relies on the important identity satisfied by the BV antibracket and by the BV
Laplacian, namely the failure of the BV Laplacian ∆BV to satisfy the Leibnitz rule (4.6).
We already know that, for all n,
∫
M
TrBn is ∆BV -closed (since it does depend only on
B). We want to prove separately the following identities:
(On , s ) = nOn, ∆BV s = 0.(8.16)
If we assume the validity of the two previous identities, we can then derive (8.15) from
(4.6). We begin with the first identity:
Theorem 8.10. The following identity holds
(On , s ) = nOn(8.17)
for all n ∈ N.
Proof. Since On does not depend on a, we have
(On , s ) = ((On ; s )) =
∫
M
〈〈
On
←−
∂
∂B
;
−→
∂ s
∂a
〉〉
.
We compute the right super functional derivative of s w.r.t. a getting
−→
∂ s
∂a
= B.
The left super functional derivative w.r.t. B of On reads
On
←−
∂
∂B
= Bn−1.
So it follows by∫
M
〈〈
On
←−
∂
∂B
;
−→
∂ s
∂a
〉〉
=
∫
M
〈〈
B
n−1 ; B
〉〉
=
∫
M
TrBn−1 · B =
∫
M
TrBn,
that the claim is true.
42 A. S. CATTANEO AND C. A. ROSSI
We want now to prove the second identity in (8.16). Since 〈 , 〉 is nondegenerate by
assumption, we can find a basis X i of g, i = 1, . . . , dim g, which satisfies
〈
X i , Xj
〉
=
δijσi, where σi = ±1. We can then write
φα = φαi X
i, φ∗α = φ
∗
α jX
j,
where the coefficients φαi and φ∗α i are forms on M (of course, sum over repeated indices
is understood here). By recalling the formulae defining the Hodge dual antifields and the
definition of 〈〈 ; 〉〉 for forms with ghost number, we may write, despite of the dimension
of M ,
s = −( c∗ , c )Hodge − ( a
∗ , a )Hodge + (B
∗ , B )Hodge +
m−2∑
k=1
( τ∗k , τk )Hodge =
=
dimg∑
i=1
σi
[
−( c∗i , ci )Hodge − ( a
∗
i , ai )Hodge + (B
∗
i , Bi )Hodge +
m−2∑
k=1
( τ∗i , τi )Hodge
]
,
where ( , )Hodge is defined in (6.9). We now apply the BV Laplacian to the above ex-
pression, and we get the following result
∆BV s =
dimg∑
i=1
σiC
[(
m
m
)
−
(
m
m− 1
)
+
(
m
m− 2
)
− · · ·+ (−1)l
(
m
m− l
)
+ . . .
]
=
=
dimg∑
i=1
σiC (1− 1)
m
= 0,
where C is an infinite constant (in fact, it is given by the Dirac δ distribution evaluated
in 0, multiplied by the volume of the manifold M ). This argument is very similar to that
used in the proof of the ∆BV -closedness of the BV action for canonical BF theories (see
subsection 6.3). The binomial coefficients take into account the number of components of
φαi (recall that they are forms on M ), while the signs come from the ghost numbers of the
fields. In an appropriate regularization procedure, the above expression vanishes before
one applies the regularization procedure. So the claim follows.
9. GENERALIZATIONS
At the beginning of this paper, see page 4, we have made three assumptions. As we have
seen, Assumption 3 is necessary for the construction of loop observables in odd dimensions
(one can get rid of it, if one just considers the action, see subsection 6.3), and actually one
needs the stronger Assumption 4 on page 36 for the even-dimensional case (or for more
general loop observables). Assumption 1 is on the other hand needed if one wants to avoid
extra symmetries than those displayed in (3.3) or extra reducibility than that described
thereafter. Some modifications are needed when M is not compact, as we briefly describe
in subsection 9.1 for the case M = Rm. Finally, Assumption 2 is there only for the
sake of simplicity. We sketch in subsection 9.2 some ideas for the generalization of the
constructions in the paper if we get rid of it.
9.1. The case M = Rm. Here one has to require that the superfields should decay suf-
ficiently fast at infinity, the only flat connection is the trivial one, and the infinitesimal
gauge transformations (3.3) have no extra reducibility than that considered in the paper.
Therefore, all the conclusions automatically apply to this case as well.
Let us only remark that in this case one may also consider observables associated to
paths with endpoints at infinity. This simplifies all proofs in Sections 7 and 8, as one can
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disregard the extremal boundary terms in the iterated integrals (which before had to be
proved to cancel each other by the cyclicity of the trace). In particular, for m even one
needs no more the restriction on the definition of the functional appearing in Theorem 8.6,
as this holds even if one sums on all the h’s and not only on the odd ones.
9.2. Nontrivial bundles. The main features of the paper that we have to generalize are:
i) the BV formalism and ii) the Wilson loops.
9.2.1. The BV formalism. The main problem of the generalization of the BV formalism to
the case P nontrivial arises because the fields of theBF theories (classical fields, Faddeev–
Popov ghost, ghosts for ghosts and associated BV antighosts) are no longer forms on M
with values in g, but rather forms on M taking values in the nontrivial bundle adP . We
have therefore to generalize for such forms the notion of functional derivatives of elements
of S(A) (for an R-algebra A). They are easy to be carried out and have to be considered
as “distributional forms” on M taking values in the bundle adP ⊗ A. The main difficulty
lies in the generalization of functional derivatives for elements of S∗(N ; E) (where now
E → N is a bundle over the manifold N ). We consider them as elements of Ω∗,∗(M ×
N, adP ⊠ E) where, by abuse of notation, we denote by Ω∗,∗ smooth forms as well as
distributional forms (which is the main case) on M ×N . The external tensor product⊠ of
two bundles on two different manifolds was already defined on page 4.1 on page 9. Then,
the pairing induced by 〈 , 〉 between the (pull-back of) forms on M with values in adP
and the so defined functional derivatives gives forms on M × N with values in the pull-
back of the bundle E . It is a well-known fact (see for example [24] and [25]) that, given
a (smooth) map f : N1 → N2 between two manifolds and a bundle N2 → N2, forms on
N1 taking values in the pulled-back bundle f∗N2 → N1 are generated by pull-backs of
sections of N2 as an Ω∗(N1)-module. Usually, we consider the map f to be a fibration, in
order to perform a push-forward w.r.t. it.
The generalization of the notion of functional derivatives (as sketched above) leads to
the generalization of the BV antibracket as well. Analogously one can generalize the BV
Laplacian, the super BV antibracket and the super BV Laplacian. Then all constructions
described in Sections 4, 5 and 6 hold in the general case.
9.2.2. The generalized Wilson loops. We face the following problems: we have to con-
struct iterated integrals consistently with the fact that adP is no more trivial. (We refer to
Appendix D for the main notations that we use in the next paragraphs.) We sketch now
this generalization which naturally works only in the case when one restricts oneself to
representations of g coming from representations of the corresponding Lie group G.
The representation ρ. The Wilson loops defined in the paper depend explicitly by con-
struction on some finite-dimensional representation ρ : g → End(V ): in fact, we apply
to the fields (which, in the case when P is trivial, are forms on M with values in g) the
representation ρ, and we obtain forms on M with values in the algebra End(V ). This we
can do no longer in the case P nontrivial; the forms are in fact elements of Ω∗(M, adP ).
We shall therefore construct a bundle morphism from adP to some associated bundle,
which must be related to the representation ρ. A natural way to do this consists in taking a
representation ρ˜ : G→ Aut(V ), for some finite-dimensional vector space V ; this induces
a representation ρ̂ on End(V ) by conjugation. Therefore, we can define the associated
bundle EndP (V ) := P ×ρ̂ End(V ). The derivative at the identity of ρ˜ is an equivariant
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morphism ρ from g to End(V ) and induces a morphism from adP to EndP (V ) (which,
by abuse of notation, we still denote by ρ).
The iterated integrals for the Wilson loops. The generalized Wilson loops (in the case P
trivial) are constructed via iterated integrals that involve pull-backs of forms on M with
values in End(V ) w.r.t. evaluation maps from LM × △n to M . The construction of the
generalized Wilson loops is based on the “holonomy”H(A+a)|10 of the connectionA+a
defined in Appendix D. The main object in the definition of H(A + a)|10 is â; this was
constructed by means of the evaluation map ev1 and by conjugation with H(A)|•0; by
pulling back â w.r.t. πi,n (i = 1, . . . , n), we obtain a form on LM × △n with values in
End(V ).
In the nontrivial case, we work as follows: first, we take the image under ρ of the
form a, obtaining a form on M with values in EndP (V ). Next we take its pull-back
w.r.t. the map ev1 and obtain a form on LM × [0, 1] taking values in Endev∗1 P (V ) (ev∗1 P
inherits the structure of a principal bundle over LM × [0, 1] as a pull-back of P ). We then
take a flat background connection A0; by means of it, we can construct a G-equivariant
isomorphism from ev∗1 P to (ev(0) ◦ π1)∗P that induces in turn an isomorphism between
Ω∗(LM× [0, 1],Endev∗1 P (V )) and Ω
∗(LM× [0, 1],End(ev(0)◦pi1)∗P (V )). We still denote
by â ∈ Ω1(LM × [0, 1],End(ev(0)◦pi1)∗P (V )) the result of these operations on the form
a. Finally, we define âi,n ∈ Ω1(LM × △n,End(ev(0)◦pin)∗P (V )) as π∗i,nâ. We can now
multiply âi,n by âj,n, for different i, j ≤ n, since all these forms take now values in the
same algebra bundle End(ev(0)◦pin)∗P (V ) → LM × △n. In this way we may define the
generalization of all the functionals appearing in Sections 7 and 8, and the related theorems
still hold.
The isomorphism described above depends explicitly on the connection A0. The gauge
group G operates (not necessarily freely) by “conjugation” on the set of equivariant bundle
morphisms from ev∗1 P to (ev(0) ◦ π1)∗P , which we denote by HomG(ev∗1 P ; (ev(0) ◦
π1)
∗P ). It is well-known that G operates on the spaceA(P ) of connections on P , making
it into a G-principal bundle (modulo reducible connections and analytical technicalities,
which we have skipped here). It can be proved that the isomorphism described above
defines an equivariant map from A(P ) to HomG(ev∗1 P ; (ev(0) ◦ π1)∗P ). This implies
by construction that the v.e.v.s of the generalized Wilson loops do not depend on the flat
connectionA0, but rather on its equivalence class in {A ∈ A(P ) : FA = 0} /G only. (This
is in analogy with Remark 7.4.)
APPENDIX A. DEFINITION AND MAIN PROPERTIES OF THE PUSHFORWARD
Let M be a manifold and E pi−→ M a smooth fiber bundle with typical fiber F , where
F is an oriented compact manifold possibly with boundaries and corners. Let m, resp. e,
resp. f , denote the dimensions of M , resp. E , resp. F (so e = f +m).
We pick a form ω in Ωp(E), where p ≥ f ; we then define the pushforward π∗ω of the
form ω w.r.t. π as the form in Ωp−f (M) which satisfies the following identity:
∫
M
π∗ω ∧ η =
∫
E
ω ∧ π∗η , ∀η ∈ Ωm+f−p(M).(A.1)
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In the case p < f we define π∗ω = 0. We now list without proof the main properties of
the push-forward:
π∗(π
∗α ∧ β) = (−1)f degαα ∧ π∗β, ∀α ∈ Ω∗(M), ∀β ∈ Ω∗(E),
π∗(α ∧ π
∗β) = π∗α ∧ β, ∀α ∈ Ω
∗(E), ∀β ∈ Ω∗(M),
dπ∗α = (−1)fπ∗dα− (−1)fπ∂∗ι∗α, ∀α ∈ Ω∗(E),
(A.2)
where ι : E∂ → E is the canonical injection of the fiber bundle with typical fiber ∂F , and
π∂ : ι(E∂)→M is the corresponding projection.
Another important property which we use throughout the paper is given by the following
Lemma (without proof). We consider two manifolds M and N and suppose that E pi−→M ,
resp. F p˜i−→ N , is a fiber bundle over the manifold M , resp. N . Let ϕ : E → F be a
bundle morphism with base map ψ : M → N . We cast all these maps in the following
commutative square:
E
ϕ
−−−−→ F
pi
y yp˜i
M
ψ
−−−−→ N
We suppose additionally that φ induces orientation preserving diffeomorphisms of the
fibers.
Lemma A.1. Under the above assumptions, the following identity holds:
(π∗ ◦ ϕ
∗)α = (ψ∗ ◦ π˜∗)α, ∀α ∈ Ω
p(F).(A.3)
For the proof, see [24].
Let us suppose that we have a fiber bundle E → F , and let additionally suppose that
F →M is a fiber bundle, too; let us denote the projections by π1, resp. π2.
E
pi1−−−−→ Fypi2
M
If we compose the two projections we obtain a fiber bundle E → M , with projection
π = π2 ◦ π1, whose orientation will be determined by the orientation of the resulting fiber,
the product manifold of the fibers of the two bundles. Then we obtain the following
Lemma A.2. With the above hypotheses, the following identity holds
π∗α = π2∗(π1∗α), ∀α ∈ Ω
p(E).(A.4)
This is just Fubini’s Theorem for repeated integration, and the definition of the push-
forward is consistent with the orientation choices.
We end this Appendix by defining the push-forward of forms on E →M with values in
some finite dimensional vector space W . This is simply given by
π∗(α⊗ v) := π∗α⊗ v
on generators and extended by linearity.
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APPENDIX B. SIGN RULES
To introduce the dot product, let us for a moment suppose that we have a Z-graded
superalgebra E, and let us consider Ω∗(M ;E) with differential
d(ω ⊗ e) := dω ⊗ e.
Let us pick an element ω ⊗ e in Ω∗(M ;E); we can assign to it two gradings, namely its
degree as a form on M and the degree of its E-part; from now on, we will call the degree in
E “ghost number.” By “homogeneous” in Ω∗(M ;E) we mean from now on any element α
of given degree and ghost number. We then define the product of homogeneous elements
in Ω∗(M ;E) by the rule
(ω ⊗ e) (ω′ ⊗ e′) := ω ∧ ω′ ⊗ ee′.
The graded Leibnitz rule reads
d(α β) = dα β + (−1)degαα dβ, ∀α, β ∈ Ω∗(M ;E).
In the case when E is supercommutative, it also follows that
α β = (−1)degαdeg β+ghα gh ββ α.
In case E is associative, we define the super Lie bracket of two homogeneous elements a, b
by
[ a , b ] := a b− (−1)gh a gh bb a, ∀a, b ∈ E;
it satisfies the graded antisymmetry
[ a , b ] = −(−1)gha gh b[ b , a ]
and the graded Jacobi identity
[ a , [ b , c ] ] = [ [a , b ] , c ] + (−1)gh a gh b[ b , [ a , c ] ],
for all homogeneousa, b, c ∈ E. The super Lie bracket onE can be extended to Ω∗(M ;E)
with the help of the wedge product by the rule
[α⊗ a , β ⊗ b ] := α ∧ β ⊗ [ a , b ].
The graded antisymmetry and the graded Jacobi identity imply
• [α , β ] = −(−1)degαdeg β+ghα gh β [β , α ];
• [α , [β , γ ] ] = [ [α , β ] , γ ] + (−1)degαdeg β+ghα gh β [β , [α , γ ] ],
for all homogeneous forms α, β, γ ∈ Ω∗(M ;E).
Remark B.1. It is possible to start directly with a super Lie algebra H instead of E. The
graded antisymmetry and the graded Jacobi identity in Ω∗(M ;H) hold as in the previous
formulae.
B.1. Dot products. Since Ω∗(M ;E) has two gradings, each homogeneous element α
in the degree and in the ghost number inherits a new grading, the total degree, which is
defined by |α| := degα+ ghα.
With the help of the total degree, we can define the dot product of two homogeneous
forms α, β in Ω∗(M ;E) by the rule
α · β := (−1)ghαdeg βα β,
and accordingly the dot Lie bracket
[[α ;β]] := (−1)ghαdeg β [α , β ].
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We now list some obvious properties: Let us suppose that E is supercommutative; then
α · β = (−1)|α||β|β · α, (graded commutativity).
For the dot Lie bracket holds in general
[[α ;β]] = −(−1)|α||β|[[β ;α]] (graded antisymmetry),
[[α ; [[β ; γ]]]] = [[[[α ;β]] ; γ]] + (−1)|α||β|[[β ; [[α ; γ]]]], (graded Jacobi identity),
for all homogeneous forms α, β, γ in Ω∗(M ;E).
Next, we notice that the exterior derivative satisfies the following graded Leibnitz rule
d(α · β) = dα · β + (−1)|α|α · dβ.
If we consider an (ungraded) algebra bundle (or more generally, a Lie algebra bundle)
B → M , we can consider the space Ω∗(M,B) ⊗ E, instead of Ω∗(M ;E); we define
accordingly the total degree (B is ungraded and each fiber is an algebra) and the dot product
(and the dot Lie bracket).
We next consider a covariant derivative dA, coming from a connection A on B, and
define its action on Ω∗(M,B)⊗ E by the rule
dA(α⊗ a) := dAα⊗ a.
Then, the Leibnitz rule for dA w.r.t. the dot product and the dot Lie bracket follows easily.
B.2. Superderivations. We can also consider in this setting the BV operator δ defined by
the BV action as a graded derivation on the superalgebraE, which we extend to Ω∗(M ;E)
by the rule
δ(α⊗ a) := α⊗ δa.
It follows:
• δ(α β) = δα β + (−1)ghαα δβ for homogeneous α, β in Ω∗(M ;E);
• δ ◦ d = d ◦ δ on Ω∗(M ;E).
Let us next define δ := (−1)deg 1 ⊗ δ, where (−1)deg is the operator which multiplies
each homogeneous form on M by the parity of its degree.
From its very definition, it follows
• δ(α · β) = δα · β + (−1)|α|α · δβ for homogeneous α, β in Ω∗(M ;E);
• δ ◦ d = −d ◦ δ on Ω∗(M ;E).
Remark B.2. The same identities can be proved even when we substitute Ω∗(M ;E) with
Ω∗(M,B)⊗E, for an ungraded algebra bundle B →M and the exterior derivative with a
covariant one, or if we replace E by a super Lie algebra H.
We can then define the operator
D := d⊗ 1 + (−1)m+1 δ, m = dimM ;
it follows easily from all the above results that it is a superderivation w.r.t. the total degree.
Moreover, if δ is nilpotent, then so is D, and consequently a differential on Ω∗(M ;E). If
we are dealing with Ω∗(M,B) ⊗ E, we can replace d by a covariant derivative dA and
define DA := dA ⊗ 1 + δ, which is then a superderivation. Moreover, if A is flat, DA
is a superdifferential, too. (Of course any linear combination of d ⊗ 1 and δ has these
properties. The conventional choice of the factor (−1)m+1 is consistent with the choices
made in the rest of the paper.)
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In the paper, we also consider a flat background connectionA0 and its relative covariant
derivative, along with a sum of forms, which we denote by a, of total degree 1. Then dA =
dA0 + [[a ; ]] defines a superconnection on Ω∗(M, adP ). In the setting of this Appendix,
this is tantamount to choosing forms on Ω∗(M, adP ) ⊗ E of total degree 1; we sum
all these forms and obtain a variation of the superconnection A0. We define accordingly
DA := dA + (−1)m+1δ; it is clear that DA is a derivation, and its curvature is given by
D2A = [[(−1)
m+1δa+ FA ; ]] =: [[FA ; ]];
so (6.4) can be interpreted as the vanishing of the curvatureFA of A on Ω∗(M, adP )⊗E;
thus, A is formally “superflat.” Similarly, (6.5) implies that the superform B (seen as an
element of Ω∗(M, adP )⊗ E of total degree m− 2) is DA-closed.
B.3. Pullbacks and push-forwards. Finally, let π : E → M be a fiber bundle. We then
define the pullback, resp. push-forward, w.r.t. π by the rules
• π∗(ω ⊗ e) := π∗ω ⊗ e, for ω ⊗ e ∈ Ω∗(M ;E);
• π∗(η ⊗ e) := π∗η ⊗ e, for η ⊗ e ∈ Ω∗(E , E).
It follows immediately that
• δ ◦ π∗ = π∗ ◦ δ;
• δ ◦ π∗ = π∗ ◦ δ.
It is then not difficult to verify that
• δ ◦ π∗ = π∗ ◦ δ;
• δ ◦ π∗ = (−1)
rkEπ∗ ◦ δ.
By definition of the dot product, it follows (in analogy with the first two equations in (A.2))
• π∗(π∗α · β) = (−1)rk E|α|α · π∗β;
• π∗(α · π∗β) = α · π∗β.
APPENDIX C. THE UNIVERSAL GLOBAL ANGULAR FORM
In this appendix we construct the universal global angular form by using a fermionic
integral representation. This is analogous to the construction of the Mathai–Quillen rep-
resentative [30] of the Thom class (see [6] and [19] and references therein). Recall that
global angular form on a sphere bundle S p−→ M is a form ϑ on S satisfying p∗ϑ = 1 and
dϑ = −p∗e, where e is a representative of the Euler class of the bundle.
Let Q → M be an SO(n)-principal bundle (not necessarily SO (M)). Let E the
associated vector bundle Q×SO(n)En with En the n-dimensional Euclidean vector space
We denote by 〈 , 〉 the corresponding scalar product. Consider then the associated unit
sphere bundle S = Q ×SO(n) Sn−1 as the base manifold of Ŝ = Q × Sn−1. Let us
summarize all these bundles and the respective projections in the following commutative
square:
Q
p̂
←−−−− Q× Sn−1 = Ŝ
pi
y p̂iy
M
p
←−−−− Q×SO(n) S
n−1 = S.
We denote by θ a connection form onQ. By abuse of notation, we denote again by the same
symbol its pull-back w.r.t. p̂ (which is again a connection on Ŝ), and by F its curvature.
Last, let us denote by x the canonical euclidean coordinates on Rn (with Sn−1 defined as
the locus of 〈x , x 〉 = 1). We may consider x as an equivariant function on Ŝ with values
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inRn (which inherits the canonical representation of SO(n)), and by∇x its corresponding
covariant derivative, yielding a basic 1-form on Ŝ with values inRn. (Here, the right action
of SO(n) on Ŝ is defined by (q, x)O := (qO,O−1x).) From now, by basic we will mean
every form on Ŝ, which is horizontal and invariant w.r.t. the action of SO(n).
Our aim is to construct a global angular form on the trivial sphere bundle Ŝ in terms of
the monomials
(C.1) ǫ[x;F, k;∇x, l] .= ǫa1...a2k+l+1 xa1 F a2a3 . . . F a2ka2k+1
(∇x)a2k+2 . . . (∇x)a2k+l+1 ,
where 2k + l + 1 = n, ǫij...n is the totally antisymmetric tensor and sums over repeated
indices are understood. Observe that these monomials are basic in Ŝ → S since x, ∇x and
F are horizontal and equivariant.
Our first task is to write a generating function for these monomials. To do so, we
consider ΠT Rn. We go on denoting by x the (even) coordinates on the base and denote by
ρi, collectively ρ, the n Grassmann coordinates on the fiber. We introduce then the Berezin
integration
∫
[Dρ] by the rules:
•
∫
[Dρ]P (ρ) = 0, for any polynomial P in the odd variables ρi of degree strict less
than n;
•
∫
[Dρ]ρ1 · · · ρn = 1.
These two rules determine a unique Berezin integral on any polynomial in the Grassmann
variables ρ (any smooth function in the variables ρ has the form of a polynomial of maximal
degree n).
Then the generating function we are looking for reads
Ψ =
∫
[Dρ] 〈 ρ , x 〉 expS,(C.2)
where
S = 〈 ρ , ∇x 〉+
λ
2
〈 ρ , Fρ 〉 ,(C.3)
and λ is a parameter. For the next discussion we need to introduce also the following
generating function of basic n-forms:
Φ =
∫
[Dρ] expS.(C.4)
To prove that the forms generated by Φ and Ψ are actually basic just observe that the
action of SO(n) on x, ∇x and F can be compensated for by a change of variables cor-
responding to the fundamental representation of SO(n) on the vector space generated by
{ρi}.
Remark C.1. The Thom class on P ×SO(n) Rn can be written as a basic form on P × Rn
as
U =
(−1)⌊
n
2 ⌋
(2πt)n/2
∫
[Dρ] exp
(
−
1
2t
〈x , x 〉+ 〈 ρ , ∇x 〉 −
t
2
〈 ρ , Fρ 〉
)
,
for any t > 0 [6].
So, apart form a mulplicative constant, Φ is the restriction of U |t=−λ to P × Sn−1,
while Ψ is the restriction of the form obtained contracting U |t=−λ with the radial vector
field r ∂∂r .
Now we have the following
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Lemma C.2. Φ and Ψ obey the equation:
dΨ = (−1)n+1
(
n− 2λ
∂
∂λ
+
1
λ
)
Φ.(C.5)
Proof. When differentiating a form given as in (C.4) or (C.2), we apply the following rules:
1. ρ is odd with respect to exterior derivative;
2. ρ behaves “as if” it were covariantly closed.
To justify the second rule, we first notice that, given any n×n matrix X , integration by
parts shows that ∫
[Dρ]
〈
X ρ ,
∂
∂ρ
〉
f = TrX
∫
[Dρ] f.(C.6)
(With commuting variables we would have the same relation with a minus sign on the
r.h.s.) As a consequence, ∫
[Dρ] δf = 0,
with
δf =
〈
−θρ ,
∂
∂ρ
〉
f,(C.7)
because θ takes values in so(n). Therefore,
d
∫
[Dρ] f = (−1)n
∫
[Dρ] d˜f,
where the new exterior derivative d˜ is defined by d±δ. Introducing the covariant derivative
∇˜ = d˜ + θ·,
we get from (C.7) that ∇˜ρ = 0, that is, rule 2. In particular, we have
d˜ 〈 ρ , x 〉 = −
〈
ρ , ∇˜x
〉
= −〈ρ , ∇x 〉 ,
d˜ 〈 ρ , ∇x 〉 = −
〈
ρ , ∇˜∇x
〉
= −〈 ρ , Fx 〉 ,
since on x-variables ∇˜ = ∇, and
d˜ 〈 ρ , Fρ 〉 = 0,
by the Bianchi identity. Therefore,
dΨ = (−1)n+1A+ (−1)nB,
with
A =
∫
[Dρ] 〈 ρ , ∇x 〉 expS,
B =
∫
[Dρ] 〈 ρ , x 〉 〈 ρ , Fx 〉 expS,
and S defined in (C.3). Now some simple manipulations and the use of (C.6) show that
(C.8) A =
∫
[Dρ]
〈
ρ ,
∂
∂ρ
〉
expS − λ
∫
[Dρ] 〈 ρ , Fρ 〉 expS =
= nΦ− 2λ
∂
∂λ
Φ.
HIGHER-DIMENSIONAL BF THEORIES IN THE BATALIN–VILKOVISKY FORMALISM 51
Similarly, we get
(C.9) B = − 1
λ
∫
[Dρ] 〈 ρ , x 〉
〈
x ,
∂
∂ρ
〉
expS +
+
1
λ
∫
[Dρ] 〈 ρ , x 〉 〈x , ∇x 〉 expS =
= −
1
λ
∫
[Dρ]
(〈
x ,
∂
∂ρ
〉
〈 ρ , x 〉
)
expS = −
1
λ
Φ,
where we have used the constraint 〈x , x 〉 = 1 and the ensuing identity
0 = d 〈x , x 〉 = 2 〈x , ∇x 〉 .
To exploit (C.5), it is convenient to expand Φ and Ψ in powers of λ:
Φ =
∞∑
k=0
λk Φk,
Ψ =
∞∑
k=0
λk Ψk.
Notice that these are actually finite sums. By performing the integrations we get
Φk =
(−1)k+⌊
n
2 ⌋
2k k! (n− 2k)!
ǫ[F, k;∇x, n− 2k],(C.10)
for k = 0, 1, . . . , ⌊n2 ⌋, and
Ψk =
(−1)k+⌈
n−2
2 ⌉
2k k! (n− 2k − 1)!
ǫ[x;F, k;∇x, n− 2k − 1],(C.11)
for k = 0, 1, . . . , ⌈n−22 ⌉. Applying (C.5) to the power expansions, we get
Φ0 = 0,(C.12)
dΨk = (−1)
n+1 [(n− 2k)Φk +Φk+1] .(C.13)
Then we have the following
Lemma C.3. The form
ϑ
.
=
s∑
k=0
Ck Ψk ∈ Ω
n−1
basic (Q× S
n−1),(C.14)
with s = ⌈n−22 ⌉, induces a global angular form ϑ on S if and only if the coefficients Ck
are defined by
Ck =
{
(−1)k+s (s−k)!
2k+1 pis+1
for n = 2s+ 2
(−1)k+s (2s−2k)!2s−k+1 (2pi)s (s−k)! for n = 2s+ 1
(C.15)
Proof. The forms ϑ and ϑ are related by the formula
ϑ = π̂∗ϑ.(C.16)
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The first property a global angular form has to satisfy is p∗ϑ = 1. By the surjectivity of π
and by (C.16), it suffices to show that p̂∗ϑ = 1. Since p̂∗ selects the θ-independent part in
Ψ0 =
(−1)s
(n− 1)!
ǫi1...in x
i1 (∇x)i2 . . . (∇x)in ,
this property is satisfied if and only if we set the correct normalization:
C0 =
(−1)s
Ωn−1
,(C.17)
where Ωn−1 is the volume of the unit (n− 1)-sphere; that is,
Ω2s+1 =
2 πs+1
s!
,
Ω2s =
2 (2π)s
(2s− 1)!!
.
Next we use (C.12) and (C.13) to get
dϑ = (−1)n+1
s∑
k=0
[(n− 2k)Ck + Ck−1] Φk + (−1)
n+1 CsΦs+1.
Now recall that the differential of a global angular form must be basic on Ŝ → Q (in
particular it has to be the pullback w.r.t. p of a representative of the Euler class). By (C.16),
together with the surjectivity of π̂, it is sufficient to show the identity dϑ = −p̂∗π∗e,
where e is a representative of the Euler class. All the Φk with k ≤ s contain a form on
Sn−1, so they cannot be p̂-basic (i.e., Sn−1-independent). Therefore, we must choose the
coefficients Ck so that the terms in square brackets vanish. This yields a recursion rule
that, once the initial condition is fixed by (C.17), has the unique solution (C.15).
Now observe that the last term Φs+1 vanishes when n is odd. Therefore, ϑ is closed in
this case, and this is enough to prove that it is a global angular form. If n is even, however,
Φs+1 =
∫
[Dρ] exp
(
1
2
〈 ρ , Fρ 〉
)
= Pfaff F,
with Pfaff denoting the Pfaffian, and the recursion fixes
Cs =
1
(2π)s+1
.
As a consequence, in this case we get
dϑ =
−1
(2π)n/2
Pfaff F.
Since the r.h.s. is minus (a representative of the pullback to Q × Sn−1 of) the Euler class,
the lemma is proved.
We can rewrite the results of the Lemma and (C.11) as follows. In the odd-dimensional
case, n = 2s+ 1—cf. [22]—one has
η¯ =
1
2 (4π)s
s∑
k=0
1
k! (s− k)!
ǫ[x;F, k;∇x, 2s− 2k].(C.18)
In the even-dimensional case, n = 2s+ 2, we get instead
η¯ =
1
2 πs+1
s∑
k=0
1
4k
(s− k)!
k! (2s− 2k + 1)!
ǫ[x;F, k;∇x, 2s− 2k + 1].(C.19)
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Also observe that if one denotes by T the antipodal map on the fiber crossed with identity
on the base, one has
T ∗ϑ = (−1)n ϑ.
Remark C.4. ¿From (C.18), we see that, in the odd-dimensional case, ϑ can also be given
the following expression:
ϑ =
1
2
1
s! (4π)s
∫
[Dρ] 〈 ρ , x 〉 S˜s =
1
2
∫
[Dρ] 〈 ρ , x 〉 exp
(
1
4π
S˜
)
,
with
S˜ = 〈 ρ , F ρ 〉 − 〈 ρ , ∇x 〉2 = 〈 ρ , (F +∇x∇x) ρ 〉 .
This is in accordance with the interpretation given in [7] of ϑ as one half of the Euler class
of the tangent bundle along the fiber TSn−1S.
APPENDIX D. PARALLEL TRANSPORT AS A FUNCTION ON LM
Let us consider a trivial principal bundle P → M ; so there exists a global section
σ : M → P . Let us now pick a connection A on M ; we define the covariant derivative on
Ω∗(M, adP ) by the formula
dAµ := dµ+ [σ
∗A, µ],(D.1)
where µ is some section on adP , and σ∗A is a 1-form on M with values in g. Since
dA : Γ(M, adP )→ Ω1(M, adP ) has all the properties of a covariant derivative, it can be
easily extended to forms onM with values in adP . We pick an element a in Ω1(M, adP ),
and we may define another connection starting from A, namely σ∗A+ a (which we write
A+a). For the sake of simplicity, let us suppose that A is flat. Then the curvature of A+a
is given by
FA+a = dAa+
1
2
[ a , a ].
We apply to A+ a the canonical injection ι from g to U(g), so as to obtain a 1-form on M
with values in U(g); we omit to write ι before A+ a. Let us then define
â := H(A)|•0 ev
∗
1(a) (H(A)|
•
0)
−1
,
where by ev1 we have denoted the evaluation map ev1(γ; t) := γ(t), a map from LM ×
[0, 1] to M , and by H(A)|•0 the (inverse of the) parallel transport w.r.t. the connection A,
viewed as a function on LM × [0, 1] with values in AutU(g).
Remark D.1. We want to spend here some words on the definition of H(A)|•0 (even in
the case when P is nontrivial). We first consider the product of the pulled-back bundles
(ev(0)◦π1)∗P → LM×[0, 1] and ev∗1 P → LM×[0, 1]which is then aG×G-bundle over
LM×[0, 1]×LM×[0, 1]. Then we denote byP = (ev(0)◦π1)∗P×piev∗1 P → LM×[0, 1]
the restriction of the product bundle to the diagonal of the base manifold. We then consider
the G-valued function H˜(A)|•0 defined implicitly by the equation
γ˜p1(t) = p2
˜H(A; p1, p2, γ)|t0, p1, p2 ∈ P : π(p1) = γ(0), π(p2) = γ(t),
where γ˜p1 is the uniqueA-horizontal lift of γ starting at p1. It is then clear that this function
is G×G-equivariant if we define the action φ : (g, h; k) 7→ hkg−1 of G×G on G. So we
can identify H˜(A)|•0 with a section H(A)|•0 of the associated bundle P ×φ G. (In the case
when P is trivial, H(A)|•0 can eventually be identified with a map from LM × [0, 1] to G.)
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Consider next a finite-dimensional representation ρ : G→ Aut V . This induces the action
ρ˜ : (g, h;ψ) 7→ ρ(h)ψρ(g−1) of G ×G on Aut V . So we can also define H(A)|•0ρ as the
corresponding section of the associated bundleP×ρ˜AutV . (In the case P trivial, this can
then be identified with a map from LM × [0, 1] to Aut V .) In particular, since G operates
on g by the adjoint action, it operates on U(g) as well; so the above construction in this
case yields the AutU(g)-parallel transport with free final point H(A)|•0Ad. For the sake of
simplicity, we always omit throughout the paper the index referring to the representation
as it is clear from the context.
Since A is flat, H(A)|•0 enjoys the following useful property:
dH(A)|•0 = −π
∗
1 ev(0)
∗A H(A)|•0 +H(A)|
•
0 ev
∗
1 A,(D.2)
where ev(0) : LM → M is defined by ev(0)(γ) := γ(0); we define further, for n ∈ N,
the maps πn : LM × △n → LM by πn(γ; t1, . . . , tn) := γ, and by △n we denote the
n-simplex
△n :=
{
(t1, . . . , tn) ∈ [0, 1]
n : 0 ≤ t1 ≤ · · · ≤ tn ≤ 1
}
,(D.3)
with orientation given by dtn ∧ · · · ∧ dt1. By H(A)|10 we denote the (inverse of the)
holonomy along the loop γ, considered as a function on LM , taking values in G. It follows
from its definition that â is a 1-form on LM×[0, 1]with values in U(g). We can now define
the parallel transport w.r.t. A+ a from 1 to 0 as the formal series in U(g)
H(A+ a)|10 := H(A)|
1
0 +
∑
n≥1
πn∗ (â1,n ∧ · · · ∧ ân,n)H(A)|
1
0,(D.4)
where âi,n := π∗i,nâ and πi,n(γ; t1, . . . , tn) := (γ; ti). It follows from its very definition
that the parallel transport is an element of Ω0(LM ;U(g)).
Remark D.2. We can define the parallel transport with free final point w.r.t. the connection
A+ a by
H(A+ a)|•0 := 1 +
∑
n≥1
πn+1,n+1∗ (â1,n+1 ∧ · · · ∧ ân,n+1) ,
with the same notations as above; it follows from its very definition that this particular
parallel transport is a map LM × [0, 1] → U(g). The parallel transport as a function on
LM × [0, 1] with free initial point is defined analogously by the formula
H(A+ a)|1• := 1 +
∑
n≥1
π1,n+1∗ (â2,n+1 ∧ · · · ∧ ân+1,n+1) .
Further, we can define the parallel transport with free end-points as a function on LM×△2:
H(A+ a)|•• := 1 +
∑
n≥1
π1,n,1∗ (â2,n+2 ∧ · · · ∧ ân+1,n+2) ,
where π1,n,1(γ; s1, s2, . . . , sn+1, sn+2) := (γ; s1, sn+2).
Theorem D.3. If we denote by dev(0)∗A the covariant derivative w.r.t. the connection
ev(0)∗A on forms on LM with values in U(g), then the following identity holds, for any
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flat connection A on P and any a ∈ Ω1(M, adP ):
dev(0)∗AH(A+ a)|
1
0 = − ev(0)
∗a ∧H(A+ a)|10 +H(A+ a)|
1
0 ev(0)
∗a+
−
 ∫
1≥s≥0
H(A+ a)|s0 ∧ F̂A+as ∧H(A+ a)|
1
s
H(A)|10.
Remark D.4. We have written∫
1≥s≥0
H(A+ a)|s0 ∧ F̂A+as ∧H(A+ a)|
1
s := π1∗
[
H(A+ a)|•0 ∧ F̂A+a ∧H(A+ a)|
1
•
]
,
where we have used again the notations in Remark D.2.
Proof. We shall apply Stokes Theorem to the push-forward w.r.t. the maps πn; we note
that the n-simplex△n has a boundary, and that this boundary can be written as
∂△n =
n⋃
α=0
(∂△n)α,
where each (∂△n)α ∼= △n−1. With our choice of orientation of the simplices—see after
(D.3)—the first face of the boundary comes with opposite orientation, while the second
has the right one, the third has opposite orientation again, and so forth:
or((∂△n)α) = (−1)
α+1 or(△n−1).
We apply the covariant derivative w.r.t A0 to the n-th term of the series, and we obtain:
dev(0)∗Aπn∗
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 =(−1)
nπn∗dpi∗n ev(0)∗A
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 +
− (−1)nπ∂n∗
[
ι∗∂n â1,n ∧ · · · ∧ ân,n
]
H(A)|10,
(D.5)
where π∂n : LM × ∂△n → LM denotes the projection onto the first factor, while ι∂n :
LM × ∂△n → LM ×△n is the canonical injection of the boundary of the simplex into
the simplex itself. We have used implicitly the identity
dev(0)∗AH(A)|
1
0 = 0,
which follows from (D.2).
We now consider the two terms on the right hand side of (D.5) separately, and we
begin with the second term, which we call “the n-th boundary term” from now on. Since
∂△n =
⋃n
α=0 ∂△n,α, we can write
ι∗∂n [â1,n ∧ · · · ∧ ân,n] =
n∑
α=0
ι∗∂n,α
[
â1,n ∧ · · · ∧ ân,n
]
,
and ι∂n,α : LM × (∂△n)α → LM ×△n is the canonical injection of the α-th face of the
boundary. Considering the orientations of the faces, we obtain for the n-th boundary term
the following expression:
n∑
α=0
(−1)α+1πn−1∗ι
∗
∂n,α
[
â1,n ∧ · · · ∧ ân,n
]
.
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We begin with the first face α = 0; it is not difficult to prove the following identities
πj,n ◦ ι∂n,0 =
{
ι(0) ◦ πn−1 j = 1,
πj−1,n−1 j 6= 1;
similarly, one shows for α = n
πj,n ◦ ι∂n,n =
{
πj,n−1 j 6= n,
ι(1) ◦ πn−1 j = n.
We have denoted by ι(0), resp. ι(1), the injection of LM into LM × [0, 1] given by
ι(0)(γ) := (γ; 0), resp. ι(1)(γ) := (γ; 1). for α 6= 0, n, it holds
πj,n ◦ ι∂n,α =

πj,n−1 j < α,
πα,n−1 j = α, α+ 1,
πj−1,n−1 j > α+ 1.
It follows therefore (ι(0)H(A)|•0 = 1 by its very definition)
ι∗∂n,0 [â1,n ∧ · · · ∧ ân,n] = π
∗
n−1 ev(0)
∗a ∧ â1,n−1 ∧ · · · ∧ ân−1,n−1;
ι∗∂n,α [â1,n ∧ · · · ∧ ân,n] = â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1;
ι∗∂n,n [â1,n ∧ · · · ∧ ân,n] = â1,n−1 ∧ · · · ∧ ân−1,n−1 ∧ π
∗
n−1 ev(0)
∗a.
We consider now the first term under the action of the push-forward w.r.t. πn−1:
πn−1∗ι
∗
∂n,0
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 = πn−1∗
[
π∗n−1 ev(0)
∗a ∧ â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10
= (−1)n−1 ev(0)∗a ∧ πn−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10.
Similarly, we obtain for α = n
πn−1∗ι
∗
∂n,n
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 = πn−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 ∧ ev(0)
∗a,
and for α 6= 0, n we obtain
πn−1∗ι
∗
∂n,α
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 = πn−1∗
[
â1,n−1 ∧ · · · ∧ (A ∧ A)α,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10.
Finally, we obtain the following expression for the n-th boundary term of (D.5):
n−1∑
α=1
(−1)α+1πn−1∗
[
â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 − (−1)
n−1 ev(0)∗a ∧
∧ πn−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 + (−1)
n+1
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 ∧ ev(0)
∗a.
We then consider the first term of (D.5), and by the Leibnitz rule we obtain
πn∗dpi∗n ev(0)∗A
[
â1,n ∧ · · · ∧ ân,n
]
=
n∑
i=1
(−1)i+1πn∗
[
â1,n ∧ · · · ∧ d̂Aai,n ∧ · · · ∧ ân,n
]
;
here we have used
dpi∗1 ev(0)∗Aâ = d̂Aa,
which is a consequence of (D.2).
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Summing up all the two contributions to (D.5) with the correct signs, we obtain for the
left hand side of (D.5)
n∑
i=1
(−1)n+i+1πn∗
[
â1,n ∧ · · · ∧ d̂Aai,n ∧ · · · ∧ ân,n
]
H(A)|10 +
+
n−1∑
α=1
(−1)n+απn−1∗
[
â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 −
− ev(0)∗a ∧ πn−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 +
+
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 ∧ ev(0)
∗a.
We begin by summing up all the terms which contain before them ev(0)∗a, and we obtain
− ev(0)∗a ∧H(A + a)|10; similarly, by summing up all the terms which have ev(0)∗a on
the right, we obtain H(A+ a)|10 ∧ ev(0)∗a. By recalling the definition of the curvature of
the connection A+ a, the sum of the remaining terms will give us∑
n≥1
n∑
i=1
(−1)n+i+1πn∗
[
â1,n ∧ · · · ∧ F̂A+ai,n ∧ · · · ∧ ân,n
]
H(A)|10.
For 1 ≤ i ≤ n, n ≥ 1, we shall now write the projection πn as the composition of three
projections, i.e. πn = πi,n ◦ π1,i−1,n ◦ πi+1,n,n, where the projections are defined as
follows:
πi+1,n,n : LM ×△n → LM ×△i;
(γ; s1, . . . , sn) 7→ (γ, s1, . . . , si);
π1,i−1,n : LM ×△i → LM × [0; t];
(γ; s1, . . . , si) 7→ (γ, si);
πi+1,n,n : LM × [0; 1]→ LM ;
(γ; si) 7→ γ.
We notice for j ≤ i the useful identity πj,n = πj,i ◦ πi+1,n,n, and for j > i holds
πj,n = πj−i,n−i ◦ π¯1,i,n, for π¯1,i,n(γ; s1, . . . , sn) = (γ; si, . . . , sn). We then use the
following identity (which follows from πn = πi,n ◦ π1,i−1,n ◦ πi+1,n,n and Lemma A.2):
πn∗ = (−1)
(n−i)iπi,n∗ ◦ π1,i−1,n∗ ◦ πi+1,n,n∗;
note the appearance of signs in the above identity: this is due to the fact that the three
projections above do reverse the product orientation of the fiber of the trivial bundle over
LM given by the projection πn. It is finally useful to introduce the commutative diagram
LM ×△n
p¯i1,i,n
−−−−→ LM ×△1+n−i
pii+1,n,n
y ypi1+n−i
LM ×△i
pi1,i−1,n
−−−−−→ LM × [0, 1];
this diagram allows us to apply Lemma A.1 to πi+1,n,n∗◦π¯∗1,i,n, in order to get the pullback
w.r.t. π1,i−1,n before the pushforward w.r.t. π1+n−i. We can then apply the first identity
of (A.2), when we integrate w.r.t. π1,i−1,n. We shall use once again such a commutative
diagram, after integration w.r.t. π1,i−1,n, along with (A.2) and Lemma A.1, in order to
obtain the desired identity, accordingly to the notation introduced in Remark D.2.
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Remark D.5. Similar identities can be proved for the two other cases in which we consider
parallel transports as functions on LM × [0, 1], resp. on LM ×△2. We obtain for the first
case the result
dpi∗ ev(0)∗AH(A+ a)|
•
0 = −π
∗
1 ev(0)
∗a ∧H(A+ a)|•0 +H(A+ a)|
•
0 ∧ â−
− π2,2∗
[
π∗1,2
(
H(A+ a)|•0 ∧ F̂A+a
)
∧H(A+ a)|••
]
.
An analogous identity holds for the holonomy as a function depending on the final point:
dpi∗ ev(0)∗AH(A+ a)|
1
• = −â ∧H(A+ a)|
1
• +H(A+ a)|
1
• ∧ π
∗
1
[
H(A)|10 ev(0)
∗a
(
H(A)|10
)−1]
−
− π1,2∗
[
H(A+ a)|•• ∧ π
∗
2,2
(
F̂A+a ∧H(A+ a)|
1
•
)]
.
For the second case, we get
dpi∗2 ev(0)∗AH(A+ a)|
•
• = −π
∗
1,2â ∧H(A+ a)|
•
• +H(A+ a)|
•
• ∧ π
∗
2,2â−
− π˜2,3∗
[
π˜∗3,3H(A+ a)|
•
• ∧ π
∗
2,3F̂A+a ∧ π˜
∗
1,3H(A+ a)|
•
•
]
,
where π˜j,3 : LM × △3 → LM × △2 forgets the j-th point of the 3-simplex. We have
preferred to adopt the notation∫
t2≥s≥t1
H(A+ a)|st1 ∧ F̂A+as ∧H(A+ a)|
t2
s
for the third term in the three above expressions, where t1 ≤ t2 can be fixed or can be
understood as variables, given the case in the specific context.
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