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Media sosial sebagai media informasi dan komunikasi mulai berkembang pesat sejak internet mudah diakses. 
Orang dengan mudah menyatakan pendapat, ekspresi, opini, dan informasi melalui tulisan pada media sosial. Opini 
atau informasi pada media sosial dapat digunakan untuk menilai baik atau buruk suatu brand perusahaan. Orang 
cenderung jujur dalam mengungkapkan perasaan terhadap sesuatu pada media sosial. Dengan menggunakan 
sentiment analysis terhadap opini dari pelanggan, analisis opini dapat dilakukan secara otomatis. Perusahaan dapat 
secara langsung mengetahui tingkat kepuasan pelanggan dan digunakan untuk meningkatkan kualitas pelayanan 
hingga menaikan brand perusahaan. Penggunaan metode classical machine learning yang sudah banyak 
diterapkan pada sentiment analysis, tetapi metode tersebut tidak memperhatikan pentingnya urutan kata pada suatu 
kalimat. Metode deep learning dengan algoritme Deep Convolutional Neural Network ditawarkan untuk 
menjawab permasalahan tersebut dengan melakukan operasi convolution menggunakan filter sebesar ukuran 
window untuk mendapatkan fitur berdasarkan urutan kata. Model Word2Vec untuk Bahasa Indonesia digunakan 
sebagai representasi kata dalam bentuk vektor. Penggunaan Word2Vec juga mempercepat proses pelatihan dan 
meningkatkan akurasi algoritme Deep Convolutional Neural Network. Data yang digunakan dalam makalah ini 
adalah data Twitter Bahasa Indonesia dengan jumlah 999 tweet. Hasil percobaan yang telah dilakukan dengan 
algoritme Deep Convolutional Neural Network memiliki nilai akurasi terbaik sebesar 76,40%. 
 
Kata kunci: Sentiment Analysis, Word2Vec, Deep Convolutional Neural Network, Twitter Bahasa Indonesia. 
 
SENTIMENT ANALYSIS TWITTER INDONESIAN LANGUAGE WORD2VEC-BASED 




Social media as information media and communication is growing rapidly since the internet is easily accessible. 
People easily express opinions, expressions, and information by writing on social media. Opinion or information 
on social media can be used to assess how good or bad a companies is. People tend to be honest in expressing 
feelings towards something on social media. With sentiment analysis, analysis of the opinions of customers can be 
done automatically. The company will know the level of customer satisfaction and can be used to improve the 
quality of service to raise the company's brand. The use of classical machine learning methods that have been 
widely applied to sentiment analysis ignoring the importance of the word order in a sentence. Deep Convolutional 
Neural Network algorithm is offered to answer these problems by carrying out convolution operations using filters 
as large as window size to get features based on word order. Word2Vec model for Indonesian is used as a word 
vector representation. The use of Word2Vec also reduce the training time and improve the accuracy of the Deep 
Convolutional Neural Network algorithm. The data used in this paper is Indonesian Twitter data with 999 tweets. 
The results of experiments that have been carried out with the Deep Convolutional Neural Network algorithm 
have the best accuracy value of 76.40%. 
 




Perkembangan teknologi digital terhadap media 
informasi dan komunikasi membuat masyarakat lebih 
mudah mengakses dan membagikan informasi 
kepada orang lain tanpa dibatasi jarak. Salah satu alat 
komunikasi digital yang sering digunakan adalah 
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media sosial (Setiawan, 2017). Pada media sosial, 
orang dengan mudah dapat menyatakan pendapat, 
ekspresi, opini, dan informasi melalui tulisan dan 
gambar. 
Media sosial berkembang dengan pesat 
semenjak internet mudah diakses. Salah satu media 
sosial popular di Indonesia adalah Twitter yang telah 
berdiri sejak 2006 dan semakin berkembang sampai 
sekarang. Twitter menjadi media sosial yang populer 
digunakan sebagai sumber data pada penelitian 
sentiment analysis. Di Indonesia, terdapat 29,4 juta 
pengguna Twitter dari total 328 juta pengguna di 
seluruh dunia (Abidin, Hasanuddin, & Mutiawani, 
2017). Selain Twitter, pengguna media sosial 
Facebook di Indonesia mencapai urutan ketiga 
terbanyak pengguna Facebook di seluruh dunia 
(Statista.com, 2018). Dengan banyaknya pengguna 
aktif yang menggunakan media sosial terdapat juga 
banyak review, ulasan, dan komentar pada media 
sosial.  
Perusahaan startup banyak yang melakukan 
ekstraksi sentiment dari data teks untuk membantu 
perkembangan perusahaan (Feldman, 2013). Dengan 
melakukan analisis terhadap opini dari pelanggan, 
perusahaan dapat mengukur kepuasan pelanggan dan 
meningkatkan kualitas pelayanan berdasarkan kritik 
dan masukan sehingga dapat menaikan brand 
perusahaan. Penting bagi perusahaan untuk 
melakukan identifikasi sentiment secara otomatis 
terhadap setiap komentar mengenai perusahaan 
tersebut. Komentar dapat berupa komentar positif 
maupun komentar negatif. Identifikasi sentiment 
secara otomatis dapat dicapai dengan melakukan 
sentiment analysis. 
Anastasia (2016) mengukur kepuasan 
pelanggan dari perusahaan “GOJEK” dan “GRAB” 
dengan membandingkan metode klasifikasi Support 
Vector Machine, Naïve Bayes, dan Decision Tree. 
Proses pre-processing yang dilakukan yaitu retweet 
removal, case folding, stopwords filtering, 
tokenization, dan manual labeling. Dengan total 
9.191 tweet data dalam proses klasifikasi, diperoleh 
hasil bahwa “GRAB” memiliki nilai lebih tinggi 
daripada “GOJEK”. Support Vector Machine dan 
Decision Tree memberikan hasil akurasi terbaik 
sebesar 72,97%. 
Penelitian lain mengenai sentiment analysis 
berfokus pada brand “GOJEK”. Penelitian tersebut 
menganalisis data Twitter yang berhubungan dengan 
“GOJEK” dan mengelompokkan data menjadi positif 
atau negatif dengan metode klasifikasi Support 
Vector Machine (SVM) dan TF-IDF sebagai metode 
ekstraksi fitur (Windasari, Uzzi, & Satoto, 2017). 
Penelitian dilakukan dengan melakukan teks pre-
processing yaitu proses convert emoticon, cleansing, 
stemming, dan convert negation. Digunakan 1000 
positif tweet dan 1.000 negatif tweet untuk proses 
training dengan 100 data untuk proses testing pada 
metode Support Vector Machine dan dihasilkan 
akurasi dengan menggunakan confusion matrix 
sebesar 86%. 
Somantri (2018) melakukan sentiment analysis 
untuk mengukur tingkat kepuasan pelanggan 
terhadap warung dan restoran kuliner di Kota Tegal 
dengan mengelompokkan data menjadi positif dan 
negatif yang selanjutnya diganti menjadi “Bagus” dan 
“Rata-rata”. Metode klasifikasi yang digunakan 
adalah Support Vector Machine. Pemilihan fitur 
menggunakan metode Information Gain dan chi-
square. Penelitian dilakukan dengan mengolah teks 
menjadi input kedalam model yang digunakan. Proses 
pengolahan teks yang digunakan yaitu proses 
transform cases, tokenize, filter tokens, stopword 
removal, dan pembobotan dengan TF-IDF. Data yang 
digunakan adalah 80 dokumen teks, terbagi dalam 40 
kategori “Rata-rata” dan 39 kategori “Bagus”. Hasil 
terbaik diperoleh pada pemilihan fitur Information 
Gain untuk model SVM dengan nilai akurasi sebesar 
72,45%. 
Naradhipa dan Purwarianti (2012) melakukan 
penelitian mengenai tantangan dalam melakukan 
sentiment analysis dalam Bahasa Indonesia di media 
sosial. Permasalahan dibagi menjadi dua, yaitu kata-
kata dan kalimat. Kata-kata pada media sosial sering 
tidak memiliki struktur yang formal. Permasalahan 
pada kata-kata, seperti penyalahgunaan tanda baca, 
menjadikan angka sebagai huruf, penggunaan huruf 
yang diulang pada suatu kata, dan singkatan yang 
tidak sesuai standar. Permasalahan pada susunan 
kalimat dapat menyebabkan sentiment kalimat 
berubah apabila susunan kata tidak diperhatikan dan 
tweet dengan lebih dari satu kalimat dengan sentiment 
berbeda. 
Kontribusi yang diberikan pada penelitian ini 
adalah diusulkannya algoritme Deep Convolutional 
Neural Network berbasis Word2Vec Bahasa 
Indonesia untuk sentiment analysis dalam Bahasa 
Indonesia. Metode yang ditawarkan memiliki 
kelebihan, yaitu pengenalan sentiment pada teks 
dengan memperhitungkan sequence kata pada 
kalimat, tidak seperti metode classical yang tidak 
memperdulikan urutan kata. Word2Vec Bahasa 
Indonesia digunakan sebagai inisialisasi kata menjadi 
vektor sehingga tidak dibutuhkan pelatihan word 
vektor dan pencarian fitur secara manual. Word2Vec 
akan menghasilkan vektor yang mirip pada kata yang 
memiliki makna yang mirip, hal ini akan 
mempermudah dalam pengenalan sentiment analysis. 
Penelitian ini menggunakan metode deep learning 
pada data berupa teks. Selanjutnya penelitian ini akan 
digabungkan dengan data gambar berdasarkan tweet 
yang memiliki teks dan gambar. Hal ini bertujuan 
untuk memperoleh sentiment analysis dengan tingkat 
akurasi yang lebih tinggi berdasarkan teks dan 
gambar. 
2. SENTIMENT ANALYSIS 
Sentiment analysis pada Twitter mulai dikenal 
pada tahun 2009 (Go, Bhayani, & Huang, 2009). 
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Twitter memberikan limit kepada setiap pengguna 
dengan maksimal 140 huruf untuk setiap tweet. Hal 
ini membuat proses klasifikasi sentiment terlihat 
mudah (Bermingham & Smeaton, 2010), tetapi 
sebenarnya menimbulkan permasalahan lain seperti 
singkatan yang tidak semestinya atau kata yang 
diganti dengan angka, seperti “s7” yang seharusnya 
“setuju” (Finin et al., 2010). Media sosial tidak 
membatasi pengguna dalam penulisan opini, 
melainkan memberi kebebasan berekspresi. Hal ini 
membuat konten yang ditulis tidak memiliki struktur 
yang formal sehingga membuat proses sentiment 
analysis pada media sosial lebih susah. Dibutuhkan 
proses pre-processing untuk membersihkan data agar 
dapat lebih mudah dimengerti oleh algoritme 
machine learning (Abidin, Hasanuddin, & 
Mutiawani, 2017). 
Penelitian yang sudah banyak dilakukan pada 
sentiment analysis dalam Bahasa Indonesia, 
menggunakan metode classical machine learning, 
seperti Naïve Bayes (NB), Support Vector Machine 
(SVM), Decision Tree, dan Maximum Entropy (ME) 
(Anastasia & Budi, 2016; Windasari, Uzzi & Satoto, 
2017; Somantri et al., 2018), dengan melakukan 
pengenalan berdasarkan model bag-of-word yang 
tidak memperdulikan urutan dari suatu kata pada 
kalimat, lain halnya pada metode deep learning yang 
memperhitungkan urutan kata dalam kalimat 
(Vateekul & Koomsubha, 2016). Untuk Bahasa 
Inggris, sudah banyak penelitian yang menggunakan 
deep learning untuk sentiment analysis dan 
mendapatkan hasil yang jauh lebih baik dibandingkan 
metode classical (Vateekul & Koomsubha, 2016; 
Kim, 2014). Tetapi, belum ada penelitian yang 
mencoba melakukan sentiment analysis dengan 
metode deep learning pada Bahasa Indonesia. 
Dengan menggunakan metode deep learning, 
diharapkan pengenalan sentiment suatu kalimat lebih 
baik dibandingkan metode classical. 
Penelitian yang sudah pernah dilakukan pada 
Bahasa Indonesia yang menggunakan deep learning 
untuk sentiment analysis menggunakan metode Deep 
Neural Network (Ilmania & Cahyawijaya, 2018). 
Berdasarkan percobaan yang dilakukan, ditemukan 
bahwa dengan menggunakan word embedding untuk 
membuat similar matrix dapat meningkatkan nilai 
akurasi. Percobaan dilakukan dengan menggunakan 
word embedding (Word2Vec) dengan ukuran 500 
dimensi kata yang telah dilatih pada 27 juta kalimat 
dari data berita Bahasa Indonesia. Metode Deep 
Neural Network dibandingkan dengan metode yang 
sudah dilakukan pada penelitian sebelumnya yaitu 
SVM dan Rule Based method pada data yang sama 
dan aspek yang sudah ditentukan. Diperoleh hasil dari 
Deep Neural Network lebih baik 4 aspek dari total 7 
aspek yang sudah dilakukan sebelumnya dengen 
metode classical machine learning. 
Penelitian  lain mengenai metode deep learning 
untuk sentiment analysis dilakukan dengan 
membandingkan algoritme Long Short Term Memory 
(LSTM) dan Dynamic Convolutional Neural Network 
(DCNN) dengan classical machine learning yaitu 
Naïve Bayes, Support Vector Machine, dan Maximum 
Entropy pada Bahasa Thailand dengan data yang 
didapatkan dari Twitter (Vateekul & Koomsubha, 
2016). Hasil dari percobaan yang dilakukan pada 
Thailand Twitter data menunjukkan 2 algoritme deep 
learning lebih unggul dari metode classical machine 
learning dengan tingkat akurasi 75.35% pada metode 
DCNN. 
Pada tahun 2014, penelitian mengenai sentiment 
analysis untuk Bahasa Inggris dengan menggunakan 
metode deep learning yaitu Convolutional Neural 
Networks (CNN) (Kim, 2014). Percobaan dilakukan 
pada beberapa dataset. Pada dataset movie review 
yang memiliki satu kalimat pada setiap review dengan 
class sentiment positif dan negative. Dilakukan 
percobaan pada 4 jenis CNN yaitu CNN-rand, CNN-
static, CNN-non-static, dan CNN-multichannel. 
Diperoleh akurasi tertinggi pada model CNN-non-
static dengan nilai 81,5%. CNN-non-static adalah 
CNN yang menggunakan Word2Vec model sebagai 
inisialisasi kata dalam bentuk vektor sebelum 
digunakan dalam proses CNN. Metode CNN dengan 
 
Gambar 1. Alur proses sentiment analysis dengan Deep 
Convolutional Neural Network 
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menggunakan CNN-non-static menjadi acuan dari 
percobaan yang akan dilakukan pada Bahasa 
Indonesia. 
3. METODE PENELITIAN 
Proses yang dilakukan pada penelitian ini dibagi 
menjadi tiga subproses yaitu preprocessing untuk 
mempersiapkan data, pembentukan matriks data 
sebagai input, dan pembentukan model Deep 
Convolutional Neural Network sebagai fitur 
klasifikasi. Urutan langkah setiap proses secara runtut 
diperlihatkan pada Gambar 1. 
3.1. PREPROCESSING 
Data tweet yang telah dikumpulkan dari twitter, 
banyak memiliki noise sehingga perlu adanya 
tahapan proses menghilangkan noise agar proses 
pengenalan sentiment menjadi lebih akurat dan dapat 
digunakan secara general. Dari total 3.219 tweet yang 
telah didapatkan, hanya 999 tweet yang digunakan 
pada proses berdasarkan Bahasa Indonesia sebagai 
acuan. Banyak tweet yang tidak dipakai karena 
bahasa yang digunakan bukan Bahasa Indonesia, 
tetapi cenderung Bahasa Inggris dan Malaysia. 
Sebagian besar data yang dikumpulkan mengandung 
kata “Asian games” karena saat pengumpulan data 
bertepatan dengan acara tersebut. 
Proses akuisisi data tweet diperoleh dengan 
melakukan filter bahasa yaitu “Bahasa Indonesia” 
pada website twitter dan dilanjutkan dengan 
menelusuri halaman website. Kalimat dihasilkan dari 
setiap data tweet dibantu sebuah crawler sederhana 
berdasarkan rule. Untuk mendapatkan data yang 
bersih dan siap digunakan, dilakukan beberapa proses 
sebagai berikut: 
 Manual Labeling: Proses manual labelling 
dilakukan dengan memberikan sentiment secara 
manual untuk setiap tweet. Sentiment dibagi 
menjadi 3 pilihan, yaitu positif, negatif, dan 
netral. Data tweet yang sudah diberi label 
digunakan untuk melatih classifier. 
 Tokenisasi: Proses tokenisasi dilakukan dengan 
memisahkan kumpulan kata pada tweet menjadi 
kata yang berdiri sendiri dan diberi token untuk 
setiap kata.  
 Stopword Removal: Proses ini dilakukan untuk 
menghilangkan kata-kata yang tidak penting 
karena seringnya muncul disetiap tweet sehingga 
dapat mengganggu dalam proses pengenalan 
sentiment. Daftar stopword yang digunakan 
diperoleh dari Librian (2017). Proses ini 
dilengkapi dengan menghilangkan hyperlink, case 
folding untuk mengubah seluruh kata menjadi 
seragam dalam huruf kecil, dan menghilangkan 
tanda baca dengan regular expression. 
3.2. PEMBENTUKAN MATRIKS  
Algoritme Deep Convolutional Neural Network 
merupakan sebuah model jaringan yang menerima 
masukan berbentuk matriks. Penerapan pada data 
yang berupa gambar dilakukan dengan 
memanfaatkan angka pixel pada gambar sebagai isi 
dari matriks. Hal ini berbeda dengan data teks yang 
tidak memiliki angka sehingga perlu dilakukan 
convert menjadi angka.  
Kim (2014) melakukan penelitian dengan 
membandingkan inisialisasi angka yang digunakan 
untuk data teks pada metode Convolutional Neural 
Network. Akurasi dengan menggunakan pre-trained 
word vectors jauh lebih tinggi dibandingkan dengan 
inisialisasi dengan angka secara acak. Word vector 
digunakan untuk merepresentasikan teks menjadi 
vektor dari hasil pembelajaran dengan algoritme 
Neural Network. Setiap kata akan memiliki vektor 
yang mewakili makna dari kata tersebut. Kata yang 
memiliki kemiripan makna akan menghasilkan 
vektor dengan angka yang hampir sama. Proses  
merubah teks menjadi angka dilakukan dengan 
menggunakan pre-trained word vector atau 
Word2Vec Bahasa Indonesia yang diperoleh dari 
Santoso (2018).  
Dimensi vektor yang digunakan berdasarkan 
Word2Vec adalah 50, 100, 150, 200, 250, dan 300. 
Penggunaan variasi dimensi bertujuan untuk 
mendapatkan dimensi dengan ukuran yang dapat 
menghasilkan akurasi terbaik. Semakin kecil dimensi 
yang digunakan maka semakin banyak informasi 
yang dibuang. Hal ini dapat membantu dalam proses 
pengenalan sentiment.  
Setiap kata pada kalimat dirubah menjadi vektor 
sesuai Word2Vec dan setiap kalimat ditambahkan 
padding untuk menyesuaikan kalimat yang panjang 
dan pendek menjadi ukuran yang seragam sehingga 
matriks input menjadi sama untuk setiap kalimat. 
Padding yang digunakan adalah post padding, yaitu 
menambahkan vektor kosong pada akhir kata hingga 
ukuran kalimat menjadi sama dengan kalimat 
terpanjang pada keseluruhan data. Setelah proses 
convert kata dan padding dilakukan, dihasilkan 
matriks data yang dapat digunakan sebagai input pada 
algoritme Deep Convolutional Neural Network. 
3.3. PEMBENTUKAN MODEL 
Arsitektur Deep Convolutional Neural Network 
yang digunakan pada makalah ini mengacu pada 
arsitektur yang diperoleh dari Kim (2014) dengan 
tambahan modifikasi. Model Deep Convolutional 
Neural Network yang digunakan pada makalah ini 
dapat dilihat pada Gambar 2. 
Jika 𝑥𝑖 ∈  ℝ
𝑘
 merepresentasikan k-dimensional 
Word2Vec berdasarkan kata ke i pada kalimat, 
kalimat dengan panjang n (ditambahkan post padding 
jika diperluan) dituliskan menjadi fungsi pada 
persamaan (1). 
𝑥1:𝑛 = 𝑥1 ⨁ 𝑥2 ⨁ . . . ⨁ 𝑥𝑛 (1) 
Operator ⨁ merupakan operator penggabungan 
dan digunakan untuk menggabungkan kata yang telah 
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dirubah menjadi vektor menjadi bentuk matriks. 
Operasi Convolution menggunakan filter 𝑤 ∈  ℝℎ𝑘, 
dengan ukuran window h sebagai banyaknya jumlah 
kata urut yang diproses. Ukuran window yang 
digunakan pada makalah ini adalah 3, 4, dan 5. Fitur 
𝑐𝑖 dihasilkan dari window berukuran h dilakukan dot 
product dengan matriks input 𝑥𝑖:𝑖+ℎ−1 dan 
dilanjutkan dengan fungsi aktivasi rectifier linear 
unit. Fungsi fitur dituliskan pada persamaan (2).  
𝑐𝑖 = 𝑚𝑎𝑥(0, 𝑤 ∙ 𝑥𝑖:𝑖+ℎ−1) (2) 
Filter diterapkan kepada setiap window kata 
dalam suatu kalimat {𝑥1:ℎ , 𝑥2:ℎ+1 , … , 𝑥𝑛−ℎ+1:𝑛} 
untuk menghasilkan feature map dengan c ∈
 ℝ𝑛−ℎ+1. Fungsi feature map dituliskan pada 
persamaan (3).  
c = [𝑐1, 𝑐2, … , 𝑐𝑛−ℎ+1] (3) 
Untuk menghindari model yang terlalu cocok 
pada data pelatihan atau overfitting, dibutuhkan 
dropout layer yang berfungsi memilih secara acak 
neuron untuk tidak dipakai selama proses pelatihan 
(Srivastava et al., 2014). Probabilitas dropout layer 
yang digunakan pada penelitian ini sebesar 0,5. 
Proses pelatihan dilanjutkan dengan melakukan 
pooling pada feature map. Metode pooling yang 
digunakan adalah MaxPooling, yaitu mengambil nilai 
maksimum 𝑐̂ = max {𝑐} sebagai fitur berdasarkan 
suatu filter. Tujuan proses pooling adalah untuk 
mendapatkan fitur terpenting yang mewakili fitur lain 
untuk setiap feature map. 
Fitur yang telah didapatkan dari hasil pooling 
digunakan untuk proses klasifikasi pada fully-
connected layer dan dilatih dengan algoritme 
Backpropagation (Hecht-Nielsen, 1988). Setiap fitur 
akan disambungkan dengan setiap neuron pada fully-
connected layer dengan bobot independen dan jumlah 
neuron sebanyak 50. Setiap neuron dari fully 
connected layer menjadi input bagi softmax layer. 
Jumlah neuron pada softmax layer berdasarkan 
banyaknya sentiment yang digunakan, 2 neuron 
untuk 2 sentiment dan 3 neuron untuk 3 sentiment. 
Fungsi softmax digunakan untuk mendapatkan nilai 
probabilitas yang telah dilakukan normalisasi pada 
semua class. 
Dalam melakukan training, dibutuhkan 
optimizer untuk mengurangi loss function atau 
kesalahan yang terdapat pada neuron dan filter. 
Optimizer dilakukan dengan update terhadap neuron 
 
Gambar 2. Model Deep Convolutional Neural Network 
 
Function AdamOptimizer (α:Learning Rate, 
β1 = 0.9, β2 = 0.999, θ0: Initial Parameter 
Vector)  
1. 𝑚0 = 0 
2. 𝑣0 = 0 
3. 𝑡 = 0 
4. WHILE 𝜃𝑡not converged DO 
5.      𝑡 = 𝑡 + 1 
6.     𝑔𝑡  = ∇θ 𝑓𝑡(𝜃𝑡−1 ) 
7.     𝑚𝑡= 𝛽1  ∙  𝑚𝑡−1 + ( 1 – 𝛽1 ) ∙ 𝑔𝑡 
8.     𝑣𝑡  = 𝛽2 ∙ 𝑣𝑡−1 + ( 1 – 𝛽2 ) ∙ 𝑔𝑡
2 
9.     ?̂?𝑡  = 𝑚𝑡/ ( 1 −  𝛽1
𝑡 ) 
10.     𝑣𝑡 = 𝑣𝑡/ ( 1 −  𝛽2
𝑡  ) 
11.     𝜃𝑡  = 𝜃𝑡−1 − α ∙ ?̂?𝑡/( √𝑣𝑡  +  𝜖) 
12. END WHILE 
13. RETURN 𝜃𝑡  
Gambar 3. Kerangka Algoritme Adam Optimizer 
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dan filter pada setiap iterasi. Pada penelitian ini, 
Adam optimizer digunakan dalam melakukan training 
Deep Convolutional Neural Network (Kingma & Ba, 
2014). Kerangka algoritme Adam optimizer 
diperlihatkan pada Gambar 3. Algoritme Adam 
optimizer dilakukan dengan menghitung rata-rata 
secara exponential dari gradient dan pangkat 
gradient. Parameter Algoritme Adam Optimizer yang 
digunakan pada penelitian ini adalah learning rate = 
0,001, β1 = 0,9, dan β2 = 0,999.  
4. HASIL DAN PEMBAHASAN 
Dalam bagian ini, dijelaskan tentang uji coba 
yang dilakukan untuk mendapatkan model yang 
memiliki akurasi terbaik dengan mengganti 
parameter yang digunakan. Parameter yang diteliti 
yaitu ukuran dimensi Word2Vec, ukuran filter, dan 
jumlah label sentiment. Alat ukur yang digunakan 
adalah akurasi yang dituliskan pada persamaan (4). 
True Positive merupakan jumlah tebakan yang benar 
dan Total Data adalah jumlah data yang diuji. 




Data yang digunakan dibagi menjadi training 
data dan testing data, dengan pembagian 75% untuk 
training data dan 25% untuk testing data. Dimensi 
Word2Vec dan ukuran filter terbaik dilihat dengan 
menggunakan algoritme Deep Convolutional Neural 
Network pada pengujian terhadap testing data. 
Ukuran untuk dimensi Word2Vec yang digunakan 
adalah 50, 100, 150, 200, 250, dan 300. Jumlah filter 
yang dicoba adalah 50 dan 100. Jumlah label 
sentiment yang ditentukan adalah 2 dan 3. Pada 2 
sentiment, data dibagi menjadi data positif atau tidak 
positif dan untuk 3 sentiment terdapat positif, netral, 
dan negatif. Percobaan dengan 2 sentiment dilakukan 
untuk mengetahui pengaruh keseimbangan data 
terhadap akurasi yang dihasilkan. Percobaan dengan 
metode classical dilakukan dengan membandingkan 
metode Deep Convolutional Neural Network, Naïve 
Bayes, dan Support Vector Machine. Statistik 
perbandingan data terhadap label sentiment terdapat 
pada Tabel 1. Hasil percobaan dengan 3 sentiment 
dapat dilihat pada Tabel 2 dan Tabel 3, sedangkan 
hasil percobaan dengan 2 sentiment dapat dilihat pada 
Tabel 4. Hasil perbandingan metode classical 
machine learning dan metode Deep Convolutional 
Neural Network pada 2 sentiment dataset dan 3 
sentiment dataset dapat dilihat pada Tabel 5. 
 
Tabel 1. Perbandingan Data Terhadap label Sentiment 





Hasil terbaik percobaan pada filter ukuran 50 di 
Table 2 diperoleh pada Word2Vec dimensi 100 
dengan nilai akurasi 69,20% diikuti dimensi 200 
dengan nilai akurasi 66%. Rata-rata nilai akurasi dari 
hasil percobaan yang dilakukan dengan filter ukuran 
50 adalah 65,43%. 
 
Tabel 2. Hasil Percobaan Word2Vec untuk ukuran Filter 50 
dengan 3 Label Sentiment 
No. Filter Dimensi Akurasi 
1 50 50 63,10% 
2 50 100 69,20% 
3 50 150 63,90% 
4 50 200 66% 
5 50 250 65,60% 
6 50 300 64,80% 
Rata-rata 65,43% 
 
Percobaan dengan filter ukuran 100 di Tabel 3 
mendapatkan akurasi terbaik pada Word2Vec dimensi 
100 dengan akurasi 65,60%. Nilai akurasi rata-rata 
dari seluruh percobaan dengan filter ukuran 100 
berada pada angka 64,32%. 
 
Tabel 3. Hasil Percobaan Word2Vec untuk ukuran Filter 100 
dengan 3 Label Sentiment 
No. Filter Dimensi Akurasi 
1 100 100 65,60% 
2 100 150 64,30% 
3 100 200 63,10% 
4 100 250 63,90% 
5 100 300 64,70% 
Rata-rata 64,32% 
 
Percobaan terakhir dilakukan pada 2 sentiment 
label dan filter ukuran 50 di Tabel 4 menghasilkan 
kinerja terbaik pada Word2Vec dimensi 100 dengan 
nilai akurasi 76,40% dan diikuti dimensi 200 dengan 
nilai akurasi 75,10%. Rata-rata nilai akurasi dari hasil 
percobaan yang dilakukan pada 2 sentiment label dan 
filter ukuran 50 adalah 73,10%. 
 
Tabel 4. Hasil Percobaan Word2Vec untuk ukuran Filter 50 
dengan 2 Label Sentiment 
No. Filter Dimensi Akurasi 
1 50 50 72% 
2 50 100 76,40% 
3 50 150 71,90% 
4 50 200 75,10% 
5 50 250 72% 
6 50 300 71,20% 
Rata-rata 73,10% 
 
Nilai rata-rata dari percobaan dimensi 
Word2Vec terbaik diperoleh pada filter ukuran 50. 
Nilai rata-rata akurasi pada 3 label sentiment sebesar 
65,43% dan pada 2 label sentiment sebesar 73,10%. 
Dapat disimpulkan bahwa penggunaan data yang 
balance pada 2 label sentiment menghasilkan nilai 
akurasi lebih baik dibandingkan dengan data yang 
tidak balance. Ukuran dimensi Word2Vec terbaik dari 
hasil setiap percobaan adalah sebesar 100. Hasil 
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percobaan ditampilkan menggunakan grafik pada 
Gambar 4. 
 
Gambar 4. Grafik nilai akurasi untuk algoritme Deep 
Convolutional Neural Network 
 
Percobaan metode terhadap dataset dilakukan 
untuk melihat nilai akurasi dari metode classical 
machine learning dengan metode deep learning yang 
diusulkan. Metode yang diuji yaitu Naïve bayes, 
SVM dengan Bag-of-words, SVM dengan TFIDF, 
dan DCNN. Hasil akurasi perbandingan metode dapat 
dilihat pada Tabel 5. Metode Naïve bayes dan SVM 
mendapatkan nilai akurasi lebih kecil dibandingkan 
metode deep learning terhadap dataset yang sama. 
Tingkat akurasi dari metode NB dan SVM sebesar 
70,90% dan 70,49% untuk dataset 2 sentiment, 
sedangkan pada dataset 3 sentiment dihasilkan 
akurasi 59,83% pada kedua metode. Nilai akurasi 
tertinggi diperoleh pada metode Deep Convolutional 
Neural Network dengan nilai akurasi yang jauh lebih 
tinggi dibandingkan dengan metode classical 
machine learning yaitu 76,40% pada 2 sentiment dan 
69,20% pada 3 sentiment. 
 
Tabel 5. Perbandingan Akurasi NB, SVM, dan DCNN 
Metode 2 Sentiment 3 Sentiment 
NB 70,49% 59,83% 
NB + TFIDF 70,90% 58,19% 
SVM + BOW 69,67% 59,02% 
SVM + TFIDF 70,49% 59,83% 
DCNN 76,40% 69,20% 
 
Perbandingan nilai akurasi terhadap penelitian 
sebelumnya dengan menggunakan metode classical 
deep learning, seperti metode SVM, NB, Decision 
tree, dan rule-based (Naradhipa & Purwarianti, 2012; 
Anastasia & Budi, 2016; Windasari, Uzzi, & Satoto, 
2017; Somantri et al., 2018). Pada penelitian yang 
dilakukan oleh Anastasia (2016) dengan jumlah data 
9,191 dengan 2 sentiment label, diperoleh nilai 
akurasi tertinggi 72,97% dengan menggunakan SVM 
dan Decision Tree. Hasil kinerja akurasi dengan 
metode classical lebih kecil 3,43% dibandingkan 
dengan algoritme deep learning yang diusulkan pada 
makalah ini.  
Penelitian terkait lainnya dengan metode 
classical dilakukan oleh Windasari (2017), 
Naradhipa (2012), dan Somantri (2018), 
mendapatkan hasil akurasi terbaik dengan metode 
SVM sebesar 86%, 83,5%, dan 72,45% dengan 
jumlah data yang digunakan sebanyak 100, 120, dan 
80. Percobaan algoritme Deep Convolutional Neural 
Network yang diusulkan menggunakan jumlah data 
hampir sepuluh kali lebih besar jika dibandingkan 
jumlah data dari percobaan sebelumnya pada metode 
classical. Proses pengenalan fitur di penelitian ini 
dilakukan secara otomatis menggunakan filter pada 
metode Deep Convolutional Neural Network tanpa 
harus dilakukan secara manual dan Word2Vec Bahasa 
Indonesia digunakan sebagai inisialisasi kata dalam 
bentuk vektor yang sudah dilatih sebelumnya. 
5. KESIMPULAN 
Penggunaan model Word2Vec dengan dimensi 
100 sebagai inisialisasi memberikan nilai akurasi 
terbaik. Hal ini dapat disebabkan karena dimensi 
dengan ukuran 100 cocok untuk mewakili sentiment 
dari data yang digunakan. Ukuran dimensi yang 
terlalu besar menyebabkan munculnya vektor 
tambahan tetapi tidak mewakili sentiment. 
Sebaliknya pada dimensi kecil, makna dari suatu 
vektor yang digunakan kurang menunjukkan makna 
sentiment. 
Pemilihan jumlah filter yang sesuai juga 
mempengaruhi dari algoritme Deep Convolutional 
Neural Network. Hasil terbaik dari algoritme Deep 
Convolutional Neural Network diperoleh pada 
jumlah filter ukuran 50 dengan rata-rata nilai akurasi 
65,43% pada 3 sentiment label dan 73,10% pada 2 
sentiment label. Terlalu banyak filter yang digunakan 
akan menghasilkan fitur-fitur kurang penting dan 
dapat menjadi noise. 
Perbandingan metode classical dan deep 
learning diperoleh hasil akurasi pada metode 
classical sebesar 70,90% pada 2 sentiment dan 
59,83% pada 3 sentiment. Akurasi terbaik pada 
metode deep learning sebesar 76,40% pada 2 
sentiment dan 69,20% pada 3 sentiment. Hasil dari 
metode deep learning lebih baik 5,5% pada 2 
sentiment dan 9,37% pada 3 sentiment dibandingkan 
dengan metode classical machine learning. 
Pada penelitian mendatang, akan dicoba untuk 
menerapkan algoritme Deep Convolutional Neural 
Network pada data gambar beserta tulisan sebagai 
input untuk klasifikasi sentiment. Upaya lain yang 
dilakukan dalam penelitian mendatang ialah dengan 
mengumpulkan data yang lebih banyak. 
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