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Many of the biological phenomena involve collective dynamics driven by self-propelled motion and nonequi-
librium force (i.e., activity) that result in features unexpected from equilibrium physics [1]. On the other hand,
biological experiments utilizing molecular motors [2, 3], bacteria [4, 5], and mammalian cells [6–8] have served
as ideal setups to probe the effect of activity in materials and compare with theory [9]. As has been estab-
lished, however, biomolecules are chiral in nature, which can lead to the chiral patterning of cells [10–14] and
even to the left-right symmetry breaking in our body [15–18]. The general mechanism of how the dynamics of
bio-matters can couple with its own inherent chirality to produce macroscopic patterns is yet to be elucidated.
Here we report that cultured neural progenitor cells (NPCs), which undergo self-propelled motion with nematic
cell-to-cell interactions [8], exhibit large scale chiral patterns when flowing out from containers made by gel.
Moreover, a robust chiral cell flow is produced along the boundary when the NPCs are cultured on substrates
with edges. Perturbation by actomyosin inhibitors allowed control over the chirality, resulting in the switching
of the direction of the chiral patterning and boundary flow. As predicted by a hydrodynamic theory analogous to
the non-Hermitian Schro¨dinger equation, we find an edge-localized unidirectional mode in the Fourier spectrum
of the cell density, which corresponds to the topological Kelvin wave [19, 20]. These results establish a novel
mechanism of flow that emerges from a pool of bipolar cells, and demonstrate how topological concepts from
condensed matter physics can naturally arise in chiral active systems and multi-cellular phenomena.
The mechanism of how chiral motions at the level of com-
ponents can give rise to robust macroscopic patterning has re-
cently gained much interest in nonequilibrium physics [21–
24]. In biological systems, the chirality of cytoskeletons and
molecular motors are typically responsible for the chiral pat-
terns observed at the cellular [10–13] and multi-cellular lev-
els [14], with some shown to be directly causing the left-right
asymmetry in our body plans [15–18].
Recent works [20, 25–30] have elucidated how chirality in
classical systems can lead to situations similar to topologi-
cal insulators, a phenomenon heavily studied in quantum sys-
tems [31]. In these settings, waves are observed at the bound-
ary or the interface of the system in a predictable manner from
the celebrated bulk-edge correspondence [32] while the net
flow is suppressed in the bulk. An intriguing example is the
Kelvin wave in geophysics, which explains the robust equato-
rial wave driven by the chirality of the earth rotation and has
recently been found to have a topological origin [19].
Whether such robust waves due to chirality and topology
exists in biological systems is an interesting question. Indeed,
spontaneous flow is found in a wide range of scales in biol-
ogy, from the cortical flow [33], chiral flow in bacteria [34],
up to the collective cell migration in vivo [15, 35]. Yet, to
our knowledge, there is still no example of topological waves
playing a role in the biological context.
Here we use neural progenitor cells (NPCs), an active ne-
matic system [6–8, 36–39], as a model to investigate how
chirality of biomaterials can couple with activity to generate
unidirectional flow. We first establish that the collective dy-
namics of NPCs are chiral by an assay involving cells flowing
out from a container made by gel. Next, we observe how the
NPCs under the confined geometry with circular and linear
boundaries exhibit chiral edge currents. By numerical simu-
lation and the analysis of the hydrodynamic theory, we find
that the edge flow is a natural consequence of a chiral active
nematic confined within a region with boundary. We further
find that the fluctuation in the cell density at the edge shows
a pattern of the topological Kelvin mode, resembling the sit-
uation in geophysics [19]. The results clarify the scenario of
chiral cells producing topological edge flow, thus expanding
the possibility of applying condensed matter concepts in un-
derstanding multi-cellular phenomena.
Chiral patterning in neural progenitors
We first prepared a dense cell suspension in Matrigel, a
commonly used extracellular matrix which is mainly com-
posed of the laminin protein. When the gel droplets were de-
posited on glass and incubated in culture medium (Fig. 1a),
cells spontaneously migrated out from the gel within a day.
Because of the high cell density, the cells were nematically
aligned soon after exiting from the gel (Fig. 1b).
After two days of culturing, when the cells had spread out
from the gel due to migration and cell divisions, the cell pop-
ulation showed a clear chiral pattern (Fig. 1c). The angle of
alignment, quantified by applying the tensor method [40, 41]
to the phase contrast images, became tilted at the positions
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Fig. 1. Chiral patterning by neural progenitor cells. a, Schematic
of experiment. b, Neural progenitor cells flowing out of the gel.
Overlay of the phase contrast (grey) and H2B-mCherry (pseudo-
colour) channels. Scale bar: 100 µm. c, Example of chiral patterning.
H2B-mCherry channel (pseudocolour). The white circular region is
the gel, where the signal has saturated due to the high density of
the cells. Scale bar: 1 mm. d, Top: drug-perturbed chirality quan-
tified by image analysis. Colour code indicates the local angle of
alignment with respect to the radial axis, with the centroid of the gel
taken as the origin. Bottom: phase contrast image of the white boxed
regions overlaid with the direction of local alignment. Scale bar:
1 mm. e, Chirality and coherence quantified for different dosages
of actomyosin inhibitors. Coherence and mean angle are calculated
using the tensor method (see Methods). Average of at least six gel
positionss for each condition. Error bars: s.e.m. f, Same analysis for
microtubule inhibitors.
further away from the center of the gel (Fig. 1d, left). The
angle of tilting depended on the clone of the NPCs used in the
experiment (Extended Data Fig. 1a), but the direction of chi-
rality was always the same; the cell alignment pattern tilted
toward the right respective to the radial axis.
We asked if perturbations on cytoskeleton dynamics can af-
fect the chiral patterning, as has been tested in experiments
using cell lines [14] and tissue dynamics in chicken develop-
ment [15]. The high concentration of cytoskeleton inhibitors
prevented the spreading of the cells by blocking cell migration
and division, and also disrupted the coherence of the nematic
patterning (see Methods and Extended Data Fig. 1b). Nev-
ertheless, several inhibitors, when used at low concentration,
modulated the chirality of the pattern while maintaining the
nematic ordering (Fig. 1d,e,f, Extended Data Fig. 1c). Of the
tested inhibitors, Jasplakinolide, an actin stabilizer, and La-
trunculin A, an actin polymerization inhibitor, weakened the
right-handedness of the cell migration pattern [14]. On the
other hand, Blebbistatin, a myosin II specific inhibitor, en-
hanced the right-handedness. Microtubule related inhibitors
had less effect on chirality, and merely decreased the coher-
ence of nematic order at higher concentrations.
To see if the chirality exists at the single-cell level, we
tracked the motion of NPCs at low cell density (Extended Data
Fig. 1b). Although the motion of the cells is markedly differ-
ent in the sparse condition, the cells showed a clear bias to-
ward turning right (∼ 0.1 rad/hour, Extended Data Fig. 1d,e,f).
However, we found no evidence of this single-cell-level chi-
rality being affected by cytoskeleton inhibitors at least in the
dosage range where cells were able to migrate. This indi-
cates that the inhibitors are affecting the chirality of cell-to-
cell interactions, with possible mechanisms being the friction
between rotating cell bodies as in the case of growth cone
filopodia [13], or the asymmetric sliding between neighbor-
ing cells [42].
Chiral edge flow
We next asked if the chirality can be observed under other
settings by employing a microcontact printing strategy to con-
fine the cells [43] (see Methods). When we confined the
cell migration area with a circular boundary by laminin coat-
ing and passivation (Fig. 2a), the cells showed unidirectional
flow at the edge (Fig. 2b). By quantifying the average veloc-
ity by tracking the cells using the cell nucleus signal (H2B-
mCherry), we found that the flow is strongly localized at the
edge. This is remarkable since the individual cells do not have
a net directionality; cells can migrate in either direction that
respects the bipolar cell shape. Indeed, the cells flip their di-
rection of motion stochastically once every 2-3 hours on aver-
age, which is why net flow is weak in the bulk except for the
flow around topological defects [8]. To confirm that this edge
flow is arising from the same chiral effect in the macroscopic
patterning observed in the gel experiment we perturbed the
cells by Jasplakinolide. As expected, the edge flow switched
its direction (Fig. 2c,d).
To further quantify the chiral edge flow in an even simpler
setting, we again used the laminin stamps to contain the cells
in stripes with various widths, L, which allowed the cells to
show near-perfect nematic order (Fig. 3a) [6, 8, 38]. Here, the
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Fig. 2. Chiral edge flow of NPCs and its reversal. a, Schematic
of the dish surface coating experiment by laminin stamp and pas-
sivation. b, Phase contrast (left) and H2B-mCherry channel (right)
images with the circular flow observed at the edges of open circles
(500 µm diameter) of NPC culture. Orange arrows are proportional
to the velocity of cell flow calculated by averaging the cell displace-
ments within 30 µm square regions Scale bars: 200 µm. c, Average
velocity in the azimuthal direction as a function of the radial coor-
dinate. The origin of radial coordinate is taken at the edge of the
stamp culture defined by the H2B-mCherry signal. Average over 15
(no drug) and 16 (Jasplakinolide) stamp positions. Error bars: s.d.
across three independent sets of experiments. d, Flow observed un-
der the application of Jasplakinolide. Scale bars: 200 µm .
cells showed similar edge flow as in the case of circular shaped
boundaries; on the right edge, the cells were moving toward
the positive y-direction, whereas on the left side the cells were
migrating toward the negative (Fig. 3a). A similar pattern of
cell flow has been observed in retinal progenitor cells [38],
although the chirality in NPCs was consistent and the edge
flow was an order of magnitude faster, likely due to a differ-
ent mechanism of chiral flow generation. The cell density was
higher near the boundary compared to the center region of the
stripe (Fig. 3b, Extended Data Fig. 2a), and the cell flow in the
y-direction was also concentrated at the edge (Fig. 3c). Both
of these features were observed even when cell division was
blocked by Mitomycin C (Extended Data Fig. 2b), indicating
that the flow and the inhomogeneous cell density is not due
to the pattern of cell growth (Extended Data Fig. 2e). Pertur-
bation by Blebbistatin and Jasplakinolide resulted in slightly
enhanced and reversed edge flow, respectively (Fig. 3d,e, Ex-
tended Data Fig. 2c,d), as expected from the gel-based assay
(Fig. 1d).
Numerical simulation and theory of chiral active nematics
To investigate the mechanism of the chiral edge flow, we
conducted numerical simulation of an agent-based model that
describes a dense active nematic system in two-dimensions.
In this model, the cells are represented by agents undergo-
ing unidirectional motion with velocity v0, stochastic flipping
with average flipping time τ, and rotational diffusion set by
the constant Dφ (Fig. 3f). The agents interact with each other
through repulsion and nematic alignment (Fig. 3g), with ad-
ditional chirality controlled by the parameter θ, which quan-
tifies the rotation rate of the angle of the agents (Fig. 3f, see
Methods for the detail of the numerical simulation). The pat-
tern within the stripe confinement, where the boundary condi-
tion was set to make the agents align to the edge, resembled
the features observed in experiment when θ and τ were both
nonzero (Fig. 3g, Extended Data Fig. 3a,b). The density pro-
file, the pattern of alignment, and finite velocity near the edge
were also reproduced when we set θ = 0.2 rad/hour. As ex-
pected, this value of chirality is the same order but larger than
the chirality estimated from the cell tracks under low density
(Extended Data Fig. 1f).
From the experimental observations and numerical simula-
tions, it is clear that the chiral symmetry breaking, θ , 0, is
key in the emergence of the edge flow. To seek a theoretical
explanation of this phenomenon, we turned to the hydrody-
namic theory of dense active nematics, where the cell den-
sity, cell flow, and nematic order undergo time evolution si-
multaneously (see Supplementary Information). Without chi-
rality, the hydrodynamic equation has a steady-state solution
describing a perfect nematic order, where the cell density is
uniform (ρ = ρ0), velocity field is zero (Px,y = 0), and the
nematic order is parallel to the edge (Qyy = −Qxx = r > 0
and Qxy = 0, where Q is the nematic tensor and r is positive
parameter that quantifies the extent of alignment) [44–46]. By
adding small cell chirality, we obtain a linearized equation of
time evolution,
∂tΨ =MΨ + S . (1)
Here, Ψ = (δρ/ρ0, δPx, δPy, δQxx, δQxy)T describes the fluc-
tuations of density (δρ), velocity field (δPx,y) , and nematic
tensor (δQxx, δQxy) around the perfect nematic ordered state.
M is a 5 × 5 matrix including spatial derivatives, and S =
(0, 0, 0, 0, 2θr) is a constant global driving that arises due to
θ (see Supplementary Information). Importantly, M also in-
cludes θ-dependent terms, which are analogous to the Coriolis
force in geophysics [19] but with the origin being the chiral
nature of the cell rather than the rotation of the earth.
Within the linear regime, the edge flow can be explained as
the combination of chirality-induced deformation of nematic
pattern and the pattern-induced active flow [47]. First, the chi-
rality of the cells induces a tilt in the steady-state nematic or-
dering (i.e., ∂xδQxx,xy , 0). Then, the spatial non-uniformity
of the nematic order leads to the active force field, which is
captured in the steady-state equation:
δPy = −η∂xδQxy (2)
where η = v0/(4/τ + 2Dφ) (see Supplementary Information).
The cell flow becomes significant only near the boundary
since the tilt in the nematic order is localized at the edge. The
amplitude of the tilt in the nematic order, and therefore the
edge flow, increases with the chirality of the cells.
The steady-state solution of equation (1) presents cell ac-
cumulation and flow that are qualitatively similar with the re-
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Fig. 3. Edge flow of NPCs in stripes. a, Phase contrast (left) and H2B-mCherry channel (right) images of dense NPC culture confined in a
stripe of width (L) 200 µm created by applying the laminin stamp on the dish substrate. Orange arrows are proportional to the velocity of cell
flow calculated by averaging the cell displacements within 30 µm square regions. Scale bar: 100 µm. b,c, Cell density (b) and mean velocity of
cell flow in the y-direction (c) as functions of the position x for different stripe widths L. Cell density is divided by the mean density. Average
over more than five stripes for each condition. d, Mean velocity of cell flow in the y-direction upon inhibitor applications. Average over more
than five stripes, more than ten hours of tracking for each condition. e, Edge velocity for different stripe widths under inhibitor conditions.
Error bars: s.e.m. across independent sets of experiments. f, Schematic of the numerical simulation of self-propelled rods with chirality. g,
Snapshot of the numerical simulation for the condition mimicking the stripe boundary condition with L = 300 µm. h,i, Density divided by the
mean density ρ0 (h) and mean velocity of flow (i) obtained by the numerical simulation. See Methods for the details of the parameters.
sults of experiment and numerical simulation (Extended Data
Fig. 4). We note, however, that the situation of the experiment
is expected to be out of the linear regime for large L due to the
relatively large chirality, θ. Nevertheless, we here study the
linear equation expecting that the basic physics is preserved
even when taking in the higher-order terms in the hydrody-
namic equation (see Supplementary Information).
Spectrum of the linearized dynamics
Equation (1) can be considered as a non-Hermitian
Schro¨dinger equation with an external field. We therefore cal-
culated the complex spectrum of the non-Hermitian Hamilto-
nian,H = iM, under the stripe boundary condition similar to
the experiment. We found that the edge modes that are most
significant in the cell density fluctuation has a pattern simi-
lar to the topological Kelvin mode obtained in fluid mechan-
ics [19, 20] (Fig. 4a). By changing the extent of chirality, we
further found that the amplitude of the edge localization be-
comes weaker as θ becomes close to zero, whereas the slope
of the modes in the wavenumber-frequency plane does not
change according to θ (Extended Data Fig. 5c,6c,7a). This
is also consistent with the edge-localized topological Kelvin
mode, which we can identify through a simplified linear equa-
tion that assumes decoupling between the velocity and the ne-
matic fields (see Supplementary Information). We obtain, as
complex eigenvalues E ofH ,
ReE±(ky) = ±
√
1 + r
2
v0
√
k2y − k20, (3)
for k2y > k
2
0 and zero otherwise, where k0 = [8(1 + r)]
−1/2η−1.
ReE+(ky) is plotted in Fig. 4a (dashed lines), which is in agree-
ment with the spectrum of the full model. Therefore, we ex-
pect that the mode of the density fluctuation at the edge should
follow ReE±(ky) ' ±
√
(1 + r)/2v0ky for large ky, which is a
θ-independent dispersion relation.
To compare with this result, we calculated the power spec-
trum of the cell density by using the fluorescent signal of H2B-
mCherry (Fig. 4b). First, we found that there is a pattern of
unidirectional mode observed only at the edges and not in the
bulk region (Fig. 4c). Second, the spectrum calculated from
experiments with cytoskeleton perturbations showed that the
group velocity of this unidirectional mode, obtained as the
fitted slope to the spectrum for large ky, is independent of
the steady-state edge velocity and is rather correlated with
the single cell velocity (v0) of the NPCs under each condi-
tion (Fig. 4d,e). Lastly, this unidirectional mode weakened
(Fig. 4f) and switched direction (Fig. 4g) upon the application
of Jasplakinolide. These results are consistent with the inter-
pretation that the unidirectional edge mode observed in the
fluctuation of the cell density is the topological Kelvin wave.
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We also found that the spectrum of the particle density fluctu-
ation in the agent-based model follows a similar pattern (Ex-
tended Data Fig. 7b,c).
The main difference between our non-Hermitian setup and
the previously studied Hermitian system [19] is that there is
no band gap observed within the realistic range of parame-
ters. Nevertheless, we found that the band gap can be induced
by assuming larger chirality in the same equation, where the
bands can be found to have non-trivial topological Chern num-
bers (Extended Data Fig. 5, see Supplementary Information).
The mode described by Eq. (3) existed irrespective of the en-
ergy gap, which matched with one of the topological edge
modes in the case where the gap was open. The gapped
Hamiltonian can be continuously deformed to a Hermitian
Hamiltonian without closing the gap, and the property of the
edge localized mode did not change along this path. The ex-
tent of edge localization of the unidirectional modes depended
on θ, and the regime of the experiment and simulation (θ = 0.2
rad/hours) is where there is significant edge localization of the
modes without the energy gap. Therefore, we find that the
edge modes generated by the NPCs, the agent-based model
simulation, and the non-Hermitian theory are all correspon-
dents of the topological edge modes observed in Hermitian
and gapped systems [19].
In the band structure analysis of the non-Hermitian model,
we further noticed that many of the modes identified in the
bulk band for the periodic boundary condition are localized at
the edge under the open boundary condition (Extended Data
Fig. 5e). This is a phenomenon called the non-Hermitian skin
effect, which has also recently been shown to have a topolog-
ical origin [48, 49]. The direct consequence of this effect in
chiral active matter is yet to be elucidated.
Discussion and conclusion
In this work, we have shown that the chiral nature of the
NPCs can produce not only a chiral spiral pattern in the col-
lective cell dynamics but also a robust unidirectional steady
flow and the Kelvin wave at the edge in a confined culture
setting. Results of numerical simulation and theory show that
the dynamics at the edge, i.e., the geometry-induced steady-
state active flow and the topological edge mode, are universal
features of chiral active nematics.
6Recent works have discovered that specific molecules such
as myosins Ic, Id, and V are responsible for the chirality of
cell motion [13, 16, 18], which implies that the change in the
balance between these molecules and less chiral myosins such
as myosin II can lead to changes in the extent of chirality pre-
sented at the cell level. Although the direction of cell chiral-
ity can be different across cell types and species, we expect
to find similar edge effects in other real biosystems since the
mechanism of flow and wave generation does not depend on
the detail of the cell biology. It will be particularly interesting
to find in vivo examples of topological modes, such as surface
flow inside cells and cell flow in tubes and organs.
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Neural progenitor cell culture
We used cell lines of NPCs, which were previously estab-
lished from mice of the standard strain E14 ICR39,40. The
cells were cultured as described previously [8] with a few
modifications. For normal culturing, we used DMEM/F12
without phenol red with HEPES (Thermo Fisher Scientific
Inc. 11039021) and added N-2 MAX media supplement
(100x, R&D Systems, Inc. AR009), bFGF (20 ng/ml, FU-
JIFILM Wako Pure Chemical Corporation 060-04543), and
EGF (20 ng/ml, Thermo Fisher Scientific Inc. 53003018).
For coating of the dishes, we prepared a cold stock solution
of 10 % Matrigel (Corning 356231) in PBS (FUJIFILM Wako
Pure Chemical Corporation 049-29793), mixed 30 µl of that
solution per 2 ml of culture medium (final 0.15 % Matrigel),
poured onto plastic or glass-based dishes and pre-incubated in
37 deg. Cells were directly passaged onto the prepared dishes
with desired cell density. Cells were frozen and stored in Stem
Cell Banker (GMP grade, TAKARA BIO INC. CB045) at -
150 deg.
Inhibitor preparation
For cytoskeleton perturbation experiments, we used Cytocha-
lasin D (FUJIFILM Wako Pure Chemical Corporation 037-
17561, stock solution 1 mg/mL in DMSO), Nocodazole
(Sigma-Aldrich Co. LLC M1404, stock solution 10 mM in
DMSO), Paclitaxel (FUJIFILM Wako Pure Chemical Cor-
poration 167-28161, stock solution 3 mM in DMSO), (-)-
Blebbistatin (FUJIFILM Wako Pure Chemical Corporation
021-17041, stock solution 10 mM in DMSO), and Jasplaki-
nolide (Toronto Research Chemicals Inc J210700, stock solu-
tion 1 mM in DMSO). We also used the cell cycle inhibitor
Mitomycin C (1 mg/ml solution, Nacalai Tesque 20898-21).
Gel drop assay
Cells were detached from dishes and spun down to make a pel-
let of 2.5 × 106 cells. The pellet was suspended in 50 µl ice-
cold Matrigel which was stored in aliquots at -20 deg. The
cell suspension in gel was plated onto glass base dishes us-
ing pipette tips which were stored in the refrigerator until use.
Each drop consisted of 2 µl of suspension. After 3 minutes of
incubation in 37 deg, the plate was filled with warm culture
medium with additional Matrigel suspension (0.15%) and left
overnight in the incubator. The next day, the media in the glass
base dishes were changed to fresh media with or without the
inhibitors. After two to three days of culturing, the glass base
dishes with the gel drops were placed under the fluorescent
microscope (Zeiss AxioObserver7). Fluorescence and phase
contrast images typically of size 7.3 mm x 7.3 mm were ob-
tained by the 10x lens using the tiling acquisition setup.
Image analysis of the chiral patterning
Colour maps representing the tilt angle of the cell alignment
were obtained by the tensor method [8, 40, 41]. For an ac-
quired phase contrast image I(r), where r = (x, y) denotes the
two-dimensional position (in pixels), we calculated the differ-
ential tensor:
J(r, t) :=
(
(∆xI)2 ∆xI∆yI
∆xI∆yI (∆yI)2
)
. (4)
with
∆xI := I(x + 1, y) − I(x − 1, y) (5)
∆yI := I(x, y + 1) − I(x, y − 1). (6)
After applying a spatial Gaussian filter to J to obtain
J˜(r, t) :=
(
J˜xx J˜xy
J˜xy J˜yy
)
, (7)
where the size of the filter was 65 µm, we calculated the local
principal angle of alignment
θ(r) :=
1
2
arctan
 2J˜xy
J˜xx − J˜yy
 , (8)
and the coherence
C(r) :=
(J˜xx − J˜yy)2 + 4J˜xy
(J˜xx + J˜yy)2
. (9)
The coherence, which takes values between 0 and 1, quan-
tifies the extent of anisotropy in the image. For the phase
contrast images of the NPCs, the perfectly aligned situation
corresponded to C ∼ 0.3, as shown in Extended Data Fig. 1b.
For Fig. 1d, we masked out the regions of the gel and the re-
gions where cells are absent by setting upper and lower thresh-
olds in the intensity of the H2B-mCherry channel. We calcu-
lated the mean coherence and tilt angle by averaging the gra-
dient tensor over all the pixels in each image using the same
mask (Fig. 1d,e). All analyses were conducted using a custom
Python code.
Low cell density experiment
NPCs tend to become unhealthy under low cell density condi-
tions, which can be rescued by applying conditioned media.
We prepared conditioned media by taking the supernatants
from the plates with sub-confluent cell density. Typically,
we plated NPCs at a quarter of confluent density, changed
medium the next day, and collected the supernatant the day
after. The supernatant was spun down 800 g 5 minutes, fil-
tered 0.22 µm, and aliquoted and frozen down in -20 deg.
For low cell density experiments, we plated 2 × 104 cells
per glass base dish in 1.5 ml thawed and warmed conditioned
media with 0.15% Matrigel and waited three hours until the
cells adhered to the dish surface. We added 0.5 ml of condi-
tioned media with or without cytoskeleton inhibitors and left
the dish overnight in incubation. The next day, the glass base
dishes with low cell density were put on the confocal micro-
scope (LSM800, Zeiss) to take tiled images of the fluorescent
channel for H2B-mCherry every 5 minutes using a 10x lens.
For the tracking of cells, we used the TrackMate plugin in-
cluded in the Fiji package [50].
From the obtained single-cell tracks, we calculated the av-
erage angle change as a function of time (Extended Data
9Fig. 1f) using a custom Python code. Using the angle of dis-
placement θi(t) of the i-th cell at between time frames t and
t + 1, we calculated the average angle change by
∆θ¯(t) := arctan
( 〈sin(θi(s + t) − θi(s))〉
〈cos(θi(s + t) − θ j(s))〉
)
, (10)
where the average 〈...〉 is taken over the different cells (i) and
time (s).
Microcontact printing experiment
For the micropatterning experiment [43], we first designed
photomasks and ordered printing on positive film sheets
(Tokyo Lithmatic Corporation, Tokyo). Next, we prepared a
substrate of negative photoresist (SU-8 3025, MicroChem) on
silicon wafer by spin coating, applied the photomask after soft
baking, and exposed to UV light using an LED spotlight. Af-
ter developing and baking the photoresist pattern by the stan-
dard procedure, we made stamps by pouring polydimethyl-
siloxane (PDMS, SYLGARD 184 Silicone Elastomer Kit,
Dow Corning 98-0898) onto the pattern and incubating at 80
deg for more than two hours.
To make dishes with micropatterned laminin, we first
cleaned the PDMS stamp surface using an oxygen plasma
cleaner for two minutes, deposited 50 µl of cold 20% Matrigel
solution (in PBS) on its surface, and incubated 30 mins at
room temperature. We then removed the matrigel solution by
an aspirator, and gently placed the stamp on the dish and gen-
tly pushed with a finger to remove air bubbles before apply-
ing a 5-6 g weight. We used µ-Dish (35 mm High, uncoated,
Nippon Genetics ib81151, ibidi 81151) instead of glass base
dishes since they had better passivation properties. After care-
fully removing the stamp, we applied 2 ml of 0.2 % Pluronic
F-127 solution (Molecular Probes P6866) to the entire dish
and incubated 60 mins at room temperature. We then washed
the dish four times with 1 ml PBS, and lastly poured in the
cell solution at 1/4 of confluency and left overnight in the in-
cubator.
The next day, we washed the dish three times using culture
media to remove the floating cells, and applied 2 ml of con-
ditioned media with or without the inhibitors before the live
imaging.
Calculation of cell flow and density
To calculate cell flow, we first generated the tracks of the indi-
vidual cells by using the H2B-mCherry signal and the Track-
Mate plugin included in the Fiji package [50]. We set a thresh-
old in the detection of cell nuclei so that only the brightest
10-30 % of the cells in the culture were tracked, in order to re-
duce the probability of mis-tracking. Using the data of tracks,
we calculated the local average velocity of flow by averag-
ing in the azimuthal direction (Fig. 2c), y-direction (Fig. 3c,
Extended Data Fig. 2), or within the boxes of size 30 µm
(Figs. 2b,d,3a). We calculated the single cell velocity (v0)
for each condition from the mean-square displacement ob-
tained from the tracks. For the cell density, we used either
the counts of the cells in the tracks (Fig. 3b, Extended Data
Fig. 2a,b,c,d) or the sum of the H2B-mCherry signal by sub-
tracting the background (Extended Data Fig. 2e). All analyses
were conducted using a custom Python code.
Numerical simulation of the agent-based model
In the numerical simulations (Figs. 3f,g,h,i, Extended Data
Fig. 7b,c), we used a model where the cells are represented by
agents [51]; the i-th agent at time t is characterized by the two-
dimensional coordinates ri(t) = (xi(t), yi(t)) and the direction
of motion (director) pi(t) = (pix(t), piy(t)). Here, pi(t) is a
two-dimensional unit vector, |pi(t)| = 1. The time-evolution
of ri(t) and pi(t) is defined as
ri(t + ∆t) = ri(t) + v0∆tpi(t), (11)
p˜i(t) = p¯i(t) +
∑
j,i
F ji(t), (12)
pi(t + ∆t) = Rη,τ [p˜i(t)/ |p˜i(t)|] , (13)
where v0, p¯i, and F ji are the velocity of agents, mean direc-
tor in the neighbored of the i-th agent, and exclusion force
from the j-th agent to the i−th agent, respectively. Rη,τ[O]
represents the random noise and velocity flipping. By op-
erating Rη,τ, a unit vector O = (cosϕ, sinϕ) is mapped to
Rη,τ[O] = (cos(ϕ + η1pi + η2pi), sin(ϕ + η1pi + η2pi)), where
η1 ∈ [−h0, h0] is a uniform random noise, and h0(≤ 1) is a pa-
rameter characterizing the randomness of the direction. η2 is
another stochastic variable which takes 0 or 1, with the prob-
ability of taking 1 given by ∆t/τ, where τ is the velocity flip-
ping rate.
The mean director (molecular field) is given by
p¯i(t) =
∑
j
ni j
[(
pi · p j
)
+ θ∆t
(
pi × p j
)
z
]
p j
−
∑
j
θ∆tni j
(
pi · p j
)
zˆ × p j, (14)
where (pi × p j)z = pix p jy − piy p jx, zˆ × p j = (−p jy, p jx) and
ni j =
1 if |xi − x j| < R00 if |xi − x j| > R0 . (15)
Note that the summation includes the i-th agent. The first term
in Eq. (14) represents the nematic alignment, while the sec-
ond and third terms represent the chirality-driven alignments
parameterized by θ. The chirality-driven alignment is intro-
duced so that the i-th agent nematically interacts with the j-
th agent with a tilt. To derive the second and third terms in
Eq. (14), we consider the rotation of the j-th agent around the
z axis (p j → p′j = p j − θ∆tzˆ × p j), and plug p′j into the ne-
matic alignment term. The autonomous rotation of agents is
included in the last term in Eq. (14).
In addition to the chiral nematic alignment, we included the
exclusion force F ji to avoid over-clustering of the alignments.
We assume the short-ranged repulsive interaction:
F ji = kΘ
(
a − |xi j|
) (
a − |xi j|
)
xi j/|xi j|, (16)
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where xi j = xi − x j, and Θ(x) is the Heaviside step function.
k and a are the strength and the length scale of the repulsive
force, respectively.
We assume that the system is finite along the x-direction
(x ∈ [−L/2, L/2]), and is periodic in the y-direction. Near the
edges, the cells align their shape with the boundary and can
only move parallel to the edge. To mimic this boundary effect,
we impose the following condition for the cells at position
−L/2 < xix < −L/2 + 0.50a or L/2 − 0.50a < xix < L/2:
p˜i(t) = sign(piy)yˆ. (17)
Here, a, and L are the size of the agent (same as the length
scale of the repulsive force), and length of the system along
the x-direction, respectively.
The numerical conditions we used for Figs. 3h,i,4h, Ex-
tended Data Figs. 3a,b,7b,c are ρ0 = 4000 cells/mm2, v0 =40
µm/hour, ∆t =0.02 hours, h0 =0.06, R0 =35 µm, k =0.12
µm−1, a =12.5 µm, with τ=2.5 hours or∞ (no flipping), θ=0.2
rad/hour or 0 rad/hour (zero chirality). We used a custom C++
code to run the simulation, and made the plots using a custom
Python code.
Spectral analysis of image data and simulation
To obtain the power spectrum of the cell density, we used
the timelapse image from the H2B-mCherry channel ρ(r, t),
where r = (x, y) and t denote the two-dimensional position (in
pixels) and time (frame number), respectively. We first took
the stripe experiment data with L = 300 µm, and cropped out
the 25 µm edge regions from the left and right, and the 100
µm width region from the center. The signal was normalized
by subtracting the mean to minimize the spatio-temporal in-
homogeneity in the images: ρ˜(r, t) = ρ′(r, t) − ∑t ρ′(r, t)/T
with ρ′(r, t) = ρ(r, t)−∑r ρ(r, t)/NA, where T and NA are the
number of time frames and the number of pixels in the sums,
respectively. After taking the sum over x, ρ˜(y, t) =
∑
x ρ˜(r, t),
we calculated the discrete Fourier transform of ρ˜(y, t) to ob-
tain the power spectrum P(ky, ω), and averaged them across
multiple regions for each conditions (Figs. 4c,f,g). To obtain
the power spectrum of the edge, we assumed 180◦ rotational
symmetry and flipped the y-axis for the left edge spectrum and
added it to the spectrum of the right edge, before the averaging
over regions to generate the plots in Fig. 4c,f,g.
To obtain the group velocity from the power spectrum, we
first obtained Ω(ky) = ArgmaxωP(ky, ω), and then fit Ω(ky)
with a linear function, Ω(ky) = vsky at kyv0τ > 5 to obtain the
slope vs.
For the Fourier analysis of the simulation, we took data cor-
responding to the L =300 µm setup, and first calculated the
density of the particles along y at each time points at the edge
(25 µm wide) and the bulk (100 µm wide) regions (Fig. 4b)
with the binning size of 25 µm in the y-direction. We calcu-
lated the power spectrum of these one-dimensional densities
by Fourier transform to obtain Extended Data Fig. 7b,c. All
analyses were conducted using a custom Python code.
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HYDRODYNAMIC MODEL AND ITS TOPOLOGY
We derive the hydrodynamic model of the chiral active nematic system using the Boltzmann-Ginzburg-Landau approach [44–
46]. We start from the Boltzmann equation
∂t f (r, φ, t) + v0eφ · ∇ f (r, φ, t) − θ∂φ f (r, φ, t) = 1
τ
[
f (r, φ + pi, t) − f (r, φ, t)] + Dφ ∂2
∂φ2
f (r, φ, t) + Icol, (S1)
where f (r, φ, t) is the density of cells at position r = (x, y) and angle φ at time t. The second term in the left hand side describes
the contribution where the cells keep moving with speed v0 in the direction specified by the angle φ with eφ being the unit vector
along the angle φ. The third term in the left hand side describes chiral motion of cells, which bends the motion of cells, with
strength of the chirality characterized by the parameter θ. The first term in the right hand side accounts for the stochastic flipping
of the direction of motion with timescale τ. The second term in the right hand side is the rotational diffusion term with strength
Dφ. The term Icol is the collision integral, for which we only keep contributions that are essential in obtaining the nematic order,
as we explain later.
To obtain an effective hydrodynamic equation, we consider the Fourier expansion:
f (r, φ, t) =
1
2pi
∞∑
k=0
fk(r, t)e−ikφ (S2)
and derive an equation governing the first three terms, k = 0, 1, 2, of the Fourier coefficients. Note that since f (r, φ, t) is real,
the Fourier coefficients satisfy f−k = f ∗k . Physically, the k = 0 component describes the density of particles, ρ = f0. The k = 1
component is related to the polar vector P = (Px, Py) through ρP = (Re f1, Im f1). The k = 2 component is related to the nematic
tensor Q through ρQxx = Re f2/2 and ρQxy = Im f2/2. Expanding the Boltzmann equation in Fourier series and taking k = 0, 1, 2,
we obtain
∂t f0 = −v0∂xRe f1 − v0∂yIm f1,
∂t f1 = −2
τ
f1 − Dφ f1 − i(θ + ν1∆) f1 − v02 ∂x f0 − i
v0
2
∂y f0 − v02 ∂x f2 + i
v0
2
∂y f2 (S3)
∂t f2 = −4Dφ f2 − 2i(θ + ν2∆) f2 − v02 ∂x f1 − i
v0
2
∂y f1 + ν∆ f2 +
(
µ[ρ] − ξ| f2|2
)
f2,
where ∆ ≡ ∂2x + ∂2y is the Laplacian, and the diffusion coefficient
ν =
v20/4
2/τ + 9Dφ
(S4)
comes from considering the next order term, f3, in the Boltzmann equation and solving for f3 assuming ∂t f3 = 0 and ignoring
f4 and higher order terms. In the same way, we obtain a term involving ν2∆ in the equation for f2. When defining l = 10 µm as
the minimal length scale (corresponding to the cell size) and normalizing the equation using l, we find that ν2 is overestimated
and can become larger than θ. For the calculations we perform below, we choose the sign of ν2 to be the same as θ, as expected
from the Boltzmann equation, but the value of normalized ν2 to be smaller than θ. In the equation for f1 we also have a term
proportional to ν1∆. This term does not come from the Boltzmann equation, but we include this term since it is necessary to
regularize the theory at small length scale. A similar situation has been analyzed in more detail in [27]. It is natural to take the
sign of ν1 to be the same as θ, by considering the direction of the pressure that a rotating object feels inside the active fluids.
These terms, ν1 and ν2, represent non-dissipative forces and torques originating from the chiral motion, where ν1 is also known
as the odd (Hall) viscosity in fluid mechanics.
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The final term in the equation for f2 is derived from the collision integral; when the chirality is absent, this term is responsible
for producing the nematic order,
f0 = ρ0, f1 = 0, | f2| =
√
µ[ρ0] − 4Dφ
ξ
≡ ρ0r. (S5)
For the parameters µ[ρ] and ξ in the term coming from the collision integral, we use microscopic estimates from the Boltzmann-
Ginzburg-Landau approach [44, 46]:
µ[ρ] = ρv0
16
3pi
[
2
√
2 − 12
5
]
, ξ = v20
128
15pi
16
35pi
(
6
√
2 − 49
)
16
15pi
176
21 ρ0v0 + 16Dφ
. (S6)
With this background, we analyze the fluctuations of f0, f1, and f2 around the nematically ordered state, which should be
achieved under the stripe boundary condition (boundary at x = ±L/2). We assume that the nematic order is built along y-
direction, so that in the absence of fluctuations, f2 = −ρ0r < 0. We expand up to first order in fluctuations of density, polar
vector, and nematic tensor as f0 = ρ0 + δρ, f1 = ρ0(δPx + iδPy), and f2 = −ρ0r + δ f2 = −ρ0r − rδρ + ρ0(δQxx + iδQxy). Keeping
up to the second order in these fluctuations and θ and r, we obtain
∂t

δρ/ρ0
δPx
δPy
δQxx
δQxy
 =

0 −v0∂x −v0∂y 0 0
− v02 (1 − r)∂x − 2τ − Dφ θ + ν1∆ − v02 ∂x − v02 ∂y− v02 (1 + r)∂y −(θ + ν1∆) − 2τ − Dφ v02 ∂y − v02 ∂x(
µ[ρ0] − 8Dφ − ν∆
)
r − v02 (1 + 2r)∂x v02 (1 − 2r)∂y −2(µ[ρ0] − 4Dφ) + ν∆ 2(θ + ν2∆)
0 − v02 ∂y − v02 ∂x −2(θ + ν2∆) ν∆


δρ/ρ0
δPx
δPy
δQxx
δQxy

+

0
0
0
0
2θr
 . (S7)
This is the equation whose steady-state and topological properties we are going to analyze. In what follows, we take cell size
10 µm as unit of length, and one hour as the unit of time. This yields v0 = 4 and ρ0 = 0.4, which are the parameters adopted
in the agent-based simulations and roughly corresponds to the experimental situation. Taking Dφ = 0.19, which reproduces
experimental results reasonably well as we see below, the strength of the nematic order in our system is r ≈ 0.61.
Steady-state profile
We first analytically explore the chiral edge flow as a steady-state solution of the linearized hydrodynamic equation (S7). We
look for a solution which is time-independent and homogeneous along the y-direction, and also assume δPx = 0. Then, the
linearlized hydrodynamic equations become:
− v0
2
(1 − r)∂x δρ
ρ0
+
(
θ + ν1∂
2
x
)
δPy − v02 ∂xδQxx = 0 (S8)
−
(
2
τ
+ Dφ
)
δPy − v02 ∂xδQxy = 0 (S9)
(mr − νr∂2x)
δρ
ρ0
+
(
−2(µ[ρ0] − 4Dφ) + ν∂2x
)
δQxx + 2(θ + ν2∂2x)δQxy = 0 (S10)
− v0
2
∂xδPy − 2(θ + ν2∂2x)δQxx + ν∂2xδQxy = −2θr, (S11)
where we set m ≡ µ[ρ0]−8Dφ for notational simplicity. Note that Eq. (S9) represents the so-called active current (Eq. (1) in main
text). We can find an analytical solution of the set of equations Eq. (S8)-(S11) if we neglect −νr∂2xδρ in Eq. (S10). Therefore,
for the sake of analytical derivation, we ignore the term −νr∂2xδρ in Eq. (S10). We have checked that the numerically obtained
band structure is largely unaltered by the term −νr∂2xδρ.
To solve Eqs. (S8)-(S11), we first write δPy in terms of δQxy using Eq. (S9). Then, combining Eq. (S8) and Eq. (S10), we can
eliminate δρ. Combining the remaining equations, we can finally write a closed differential equation for δQxx:(
α∂4x − β∂2x + γ
)
δQxx = γr, (S12)
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where
α = ν
ν + v204(2/τ + Dφ)
 + 2ν2 (2ν2 − mrν1(2/τ + Dφ)(1 − r)
)
, (S13)
β =
2mr
(2/τ + Dφ)(1 − r)θ(ν1 + ν2) − 8θν2 +
(
2(µ[ρ0] − 4Dφ) + mr1 − r
) ν + v204(2/τ + Dφ))
 , (S14)
γ = 2θ2
(
2 − mr
(2/τ + Dφ)(1 − r)
)
. (S15)
A general solution of this differential equation can be written as
δQxx = r + C1eλ+ x + C2eλ−x + C3e−λ+ x + C4e−λ−x, (S16)
where
λ± ≡
√
β ± √β2 − 4αγ
2α
, (S17)
and C1, C2, C3, and C4 are constants of integral to be determined from boundary conditions.
For boundary conditions, we assume δQxx = δQxy = 0 at the boundaries x = ±L/2,. We further assume that the integral of
the density fluctuation is zero, that is, the number of cells is conserved:
∫ L/2
−L/2 dxδρ = 0. With these boundary conditions, we can
fully determine the constants of integral. The steady-state solution with these boundary conditions is
δρ
ρ0
=
ρc
ρ0
+
2C1
mr
2(µ[ρ0] − 4Dφ) − νλ2+ − 4λ2+ (θ + ν2λ
2
+)
2
ν +
v20
4(2/τ+Dφ)
 cosh(λ+x)
+
2C2
mr
2(µ[ρ0] − 4Dφ) − νλ2− − 4λ2− (θ + ν2λ
2−)2
ν +
v20
4(2/τ+Dφ)
 cosh(λ−x), (S18)
δPy = − 2v0
(2/τ + Dφ)ν + v20/4
(
C1
λ+
(θ + ν2λ2+) sinh(λ+x) +
C2
λ−
(θ + ν2λ2−) sinh(λ−x)
)
, (S19)
δQxx = r + 2C1 cosh(λ+x) + 2C2 cosh(λ−x), (S20)
δQxy =
2(µ[ρ0] − 4Dφ)r − mrρc/ρ0
2θ
+ 4C1
θ + ν2λ
2
+
(ν + v
2
0
4(2/τ+Dφ)
)λ2+
cosh(λ+x) + 4C2
θ + ν2λ
2−
(ν + v
2
0
4(2/τ+Dφ)
)λ2−
cosh(λ−x), (S21)
where the coefficients C1 and C2 are
C1 =
1
cosh(Lλ+/2)
1
4θ2(1 − λ2−/λ2+)
ν + v204(2/τ + Dφ)
 ((µ[ρ0] − 4Dφ)r − mr2 ρcρ0
)
λ2− − (θ + ν2λ2−)2θr
 , (S22)
C2 =
1
cosh(Lλ−/2)
1
4θ2(1 − λ2+/λ2−)
ν + v204(2/τ + Dφ)
 ((µ[ρ0] − 4Dφ)r − mr2 ρcρ0
)
λ2+ − (θ + ν2λ2+)2θr
 , (S23)
and ρc is a constant to be determined from the condition
∫ L/2
−L/2 dxδρ = 0.
In Extended Data Fig. 4, we plot the steady-state for θ = 0.2, ν1 = ν2 = 0.02 with different L. We see that δPy, which is
the average velocity of the steady-state in y-direction, as well as the density fluctuation δρ/ρ0 is localized at both edges. The
steady-state has velocity in positive y-direction at the right edge, and negative direction at the left edge, which is consistent with
what we observe in experiment and numerical simulation.
From the steady-state results, we obtain δρ/ρ0 ∼ L2θ2/mν, δPy ∼ Lθ2/v0, and δQxx ∼ δQxy ∼ L2θ/ν in the lowest order of θ.
This corresponds to the fact that the linearization around the nematically ordered state with no flow is justified only when θ is
smaller than the inverse of the time scales in the system. When fixing θ and increasing the width of the system L, the condition
for the linearization becomes violated, and the nonlinear terms in the hydrodynamic equations should be taken into account.
Nevertheless, we here continue using the linear equation for the sake of simplicity, and with the expectation that the basic
physics will be unaltered by the nonlinear terms since the steady-state solutions are still qualitatively similar to the experimental
and numerical observations. We note that the large L limit of the linear equation is still well-behaved since δρ/ρ0, δPy, δQxx,
and δQxy all converge to O(1) values.
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Edge-localized topological Kelvin mode
The steady-state obtained above is the time-independent solution of the linearized hydrodynamic equation. We now show that
there are also normal modes of the equation without a source term, which is localized at the edges and propagates unidirection-
ally. These modes turn out to have a topological origin, and is essentially the Kelvin modes known in geophysics.
As before, we consider a configuration where the system is bounded in the x-direction but long in the y-direction. The
momentum ky along y-direction is thus a good “quantum” number, and we can replace ∂y by iky in the equation. We look for the
solution with δPx = 0, and also neglect, for simplicity, the mixing effects between the momentum and nematic variables. We
later compare the full numerical solution of the model with the analytical solution obtained here and confirm that the analytical
solution matches the full numerical solution well, validating the approximation we employ here.
The simplified linearized hydrodynamic equation then takes the following form:
−iE(ky)
δρ/ρ00
δPy
 =

0 −v0∂x −iv0ky
− v02 (1 − r)∂x − 2τ − Dφ θ + ν1(∂2x − k2y )
−i v02 (1 + r)ky −
[
θ + ν1(∂2x − k2y )
]
− 2
τ
− Dφ

δρ/ρ00
δPy
 . (S24)
By solving the linearized equations, we obtain the dispersion relation:
E±(ky) = − i2
(
2
τ
+ Dφ
)
± 1
2
√
2(1 + r)v20k
2
y −
(
2
τ
+ Dφ
)2
. (S25)
We find that the dispersion relation does not depend on θ, and becomes flat at ky ≈ 0, i.e., ReE(ky) = 0 if |ky| is small. In this
momentum range, the waves are overdamped. On the other hand, outside of the range where ReE(ky) = 0, waves propagate with
finite life-time.
Next we discuss the localization of the waves. Since we are interested in the propagating wave, we focus on the momentum
range where |ky| is sufficiently large such that the dispersion relation becomes
E±(ky) ∼ ±
√
1 + r
2
v0ky. (S26)
The amplitude of the waves satisfies the differential equation
0 =
ν1∂2x − v20(1 − r)ky2E±(ky) ∂x + θ − ν1k2y
 δPy. (S27)
Assuming that ν1 is small and keeping leading orders in ν1, we obtain
δPy = D1 exp

 (1 − r)v20ky2E±(ky) 1ν1 − 2E±(ky)(1 − r)v20ky θ
 x + D2 exp
 2E±(ky)
(1 − r)v20ky
θx
 , (S28)
where D1 and D2 are constants to be determined from boundary conditions.
From this expression of δPy, we observe that if the sign of θ and ν1 are the same, the up-going wave [described by E+(ky)] and
the down-going wave [described by E−(ky)] are localized to the opposite sides of the edges, so that unidirectional propagating
waves appears at the edges. As we see below, this is nothing but the topological edge modes predicted from the bulk-edge-
correspondence, and is what we observed in power spectrum obtained from experiments and numerical simulations (Fig. 4,
Extended Data Figs. 5,6,7).
A noticeable feature we can observe here is that the dispersion relation itself does not depend on the strength of the chirality
θ, but the localization length does.
Effective Hamiltonian and its topological properties
We now discuss the numerical band structure and topological properties of the linearized hydrodynamic equation. In order to
make connection with quantum mechanics and the physics of topological insulators, we multiply both sides of the equation by
an imaginary unit i. Defining
Ψ ≡

δρ/ρ0
δPx
δPy
δQxx
δQxy
 , and s ≡

0
0
0
0
i2θr
 , (S29)
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the equation takes the following form:
i∂tΨ = HΨ + s, (S30)
where
H ≡ iM =

0 v0 pˆx v0 pˆy 0 0
v0
2 (1 − r) pˆx −
(
2
τ
+ Dφ
)
i i
[
θ − ν1 pˆ2
]
v0
2 pˆx
v0
2 pˆy
v0
2 (1 + r) pˆy −i
[
θ − ν1 pˆ2
]
−
(
2
τ
+ Dφ
)
i − v02 pˆy v02 pˆx
i
[
m + ν pˆ2
]
r v02 (1 + 2r) pˆx − v02 (1 − 2r) pˆy −i2(µ[ρ0] − 4Dφ) − iν pˆ2 2i
[
θ − ν2 pˆ2
]
0 v02 pˆy
v0
2 pˆx −2i
[
θ − ν2 pˆ2
]
−iν pˆ2

. (S31)
with pˆi ≡ −i∂i being the momentum operator and pˆ2 ≡ pˆ2x + pˆ2y . The equation takes the same form as the Scrho¨dinger equation
under an external source s, with Ψ serving as a wavefunction andH as the Hamiltonian. Note that the matrixH is non-Hermitian.
Case of gapped Hamiltonian
We first explore the band structure of the non-Hermitian Hamiltonian H when the strength of the chirality is large and an
energy gap opens. We take the y-direction to be long so that the momentum along the y-direction is a good quantum number. In
the x-direction, we may take either a periodic boundary condition or an open boundary condition with edges. In Extended Data
Fig. 5, we plot the energy spectrum as a function of the momentum ky along the y-direction, for the case of θ = 2, ν1 = ν2 = 0.2,
and ν = 0.5 . Extended Data Figs. 5a,b are the band structures when the x-direction is taken to have a periodic boundary
condition, and Extended Data Figs.5 c,d show the band structure when x is bounded by sharp edges (open boundary condition)
at x = ±L/2 with L = 30.
We observe that in the presence of edges, there are modes crossing the gaps between the bands, which are the topological edge
modes. In fact, the Chern number of the lowest two bands of our non-Hermitian model is six, which agrees with the six edge
states present in Extended Data Fig. 5c according to the bulk-boundary correspondence. In Extended Data Fig. 5c, we also plot
the analytical result for the edge-localized mode obtained in Eq. (S26) as the red lines. We see that one of the six topological edge
modes agree well with the analytical line, confirming that this edge state is the topological Kelvin mode. Another mode, which
is dispatched from Re(E)τ ≈ ±6 and extends far in momentum, corresponds to the Yanai mode also observed in geophysics [19].
There are four additional topological edge states that are only present when the nematic tensor is included in the equation.
To see how the modes are localized at the edges, we plotted the spectrum with the colours indicating the localization at the
edges (Extended Data Fig. 5e,f). We see that all six topological edge modes with positive group velocity are localized at the right
edge, whereas those with negative group are localized at the left edge. This observation is again consistent with the bulk-edge
correspondence.
Topology of non-Hermitian systems has been recently attracting considerable interest [52–54]. In our system, we can contin-
uously transform our non-Hermitian Hamiltonian into a Hermitian Hamiltonian without closing the gap in the real part of the
complex energy spectrum. In the terminology of [54], our system is characterized by the symmetry class A with a line gap at
ReE(k) ≈ 0, where E(k) is the complex energy as a function of the momentum k. The Hermitian Hamiltonian to which we can
continuously deform our non-Hermitian Hamiltonian is
HHerm =

0 v0 pˆx v0 pˆy 0 0
v0 pˆx 0 i
[
θ − ν1( pˆ2x + pˆ2y)
]
v0
2 pˆx
v0
2 pˆy
v0 pˆy −i
[
θ − ν1( pˆ2x + pˆ2y)
]
0 − v02 pˆy v02 pˆx
0 v02 pˆx − v02 pˆy 0 2i
[
θ − ν2( pˆ2x + pˆ2y)
]
0 v02 pˆy
v0
2 pˆx −2i
[
θ − ν2( pˆ2x + pˆ2y)
]
0

. (S32)
In Extended Data Fig. 5g, we plot the real part of the energy spectrum as a function of a parameter which connectsH andHHerm;
the left end of the figure corresponds to H and the right end to HHerm. We observe that the energy gap does not close when
connectingH andHHerm.
We note the essential difference between conventional topological lattice models and our system. Our system, unlike systems
defined on a lattice, does not have a compact momentum space. Typically, topological invariant such as the Chern number
should be defined on a compact parameter space. The Chern number can be calculated by integrating the Berry curvature over
the compact parameter space, and the integral is guaranteed to be an integer. In our system, the momentum space is not compact,
so the Chern number, calculated analogously to lattice systems, is not guaranteed to take an integer value. However, it has been
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shown that when odd viscosity terms (ν1 and ν2) are present, the Chern number is guaranteed to be an integer [27, 55, 56].
Indeed, when we calculate the Chern number of our Hamiltonian for the energy gap around the zero energy, we obtain a value
which approaches 6 as we take into account larger areas in momentum space for integrating the Berry curvature (Extended Data
Fig. 5h). We also note that when θ > 0 and ν2 < 0, the Chern number of the lowest two bands are two, and there are two
topological edge states. When both ν1 and ν2 are negative, there is no topological edge state and the Chern number is zero.
As plotted in Extended Data Fig. 4b, the velocity field in the y-direction is localized at the edges. The integrated velocity along
the y-direction essentially picks up the ky = 0 component of the eigenstate. Our model, at ky = 0, does not have any topological
edge state as one can observe from the band structure. Therefore, we consider that the edge localization of the steady-state itself
is a distinct mechanism from the topological edge states analyzed above.
In fact, we notice that many of the modes in the bands in the bulk localize at the edge in the case of the open boundary
condition (Extended Data Fig. 5e). This phenomena of the bulk modes localizing in the presence of the boundary is called the
non-Hermitian skin effect, and has also been recently found to have a topological explanation [48, 49].
Case where the gaps are closed
By comparing the experiment and numerical results of the agent-based model, we estimate that the realistic value of chirality
is around θ = 0.2. In Extended Data Fig. 6a, we plot the band structure for θ = 0.2 and ν1 = ν2 = 0.02. For ν, we used the value
calculated from Eq. (S4).
We find that the bulk energy gap is closed, which is due to the large dissipation in the hydrodynamic equation. However,
the mode described by Eq. (S26) still exists in the spectrum (Extended Data Fig. 6c), indicating that the Kelvin mode may be
surviving even in the case where the gap is closed.
To confirm this, we plotted the spectrum with the colours indicating the localization at the edges and the darkness indicating the
contribution to the density fluctuation for each mode (Fig. 4a in the main text). Here, the contribution to the density fluctuation
was calculated by normalizing the wave function and looking at the δρ/ρ0 component. We observe that, among all the modes
which exist around zero energy, only the modes forming the large X in the figure survives after extracting modes with significant
density fluctuation, which fits with the Kelvin mode [Eq. (S26)]. When lowering the chirality (θ = 0.02, Extended Data Fig. 7a),
we found that the similar modes survived but in a non-localized manner. This is consistent with the experiment, where the slope
of the dispersion of the power spectrum does not seem to be altered by the change of θ by the application of Jasplakinolide
except for the flip in the direction (Fig. 4e in the main text). The existence of the wave modes for the case of small θ, and the
change in the localization by increasing θ, were also observed in the spectral analysis of the agent-based model (Extended Data
Fig. 7b,c).
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Extended Data Fig. 1. Chirality of neural progenitor cells. a, Chirality and coherence calculated from the gel experiment data using
different clones of NPCs. Each dot represents a single gel drop experiment. b, Phase contrast images of regions with high and low coherence.
The coherence was calculated by taking the spatial average of C(r) (Eq. (9) in the Methods section) within the shown image region. Scale
bars: 100 µm. c, Phase contrast images of the gel experiment overlaid with the direction of alignment. Scale bars: 200 µm. d, Example image
of a sparse culture condition. Grey: phase contrast. Red: H2B-mCherry signal. Scale bar: 100 µm. e, 10 hour trajectories of randomly chosen
NPCs in the sparse culture condition. f, Average rotation of the motion of in the NPCs in the clockwise direction. 1103 (No drug), 1085
(Blebbistatin), and 843 (Jasplakinolide) cells were used in calculating the average. The grey dashed line corresponds to 0.1 rad/hour. Error
bars: s.e.m.
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Extended Data Fig. 2. Results of drug perturbation. Cell density and velocity for the stripe condition with width L = 200 µm without drug
(a), with Mitomycin C 20 µg/ml (b), Blebbistatin 5 µM (c), and Jasplakinolide 30 nM (d). Grey lines correspond to data from single stamp
regions, and the blue line is the average over the regions. e, Time course of the mean cell density upon application of drugs.
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Extended Data Fig. 3. Simulation results of the agent-based model for different parameters of chirality and flipping rate. a, Configu-
ration (left) for the case of θ = 0 rad/hour and τ = 2.5 hours. The particles show clear nematic order but no net flow (right). b, Configuration
for the case of θ = 0.2 rad/hour and τ = ∞ (i.e., no stochastic flipping). The particles form unidirectionally transporting lanes near the edges.
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Extended Data Fig. 4. Steady state profile of the linearized hydrodynamic equation. a-d, The density δρ/ρ0 (a), flow velocity in the
y-direction (normalized by the cell velocity v0) δPy (b), nematic order parameters δQxx (c), and δQxy (d) plotted against the x-position for
L = 50, 100, 150, 200, 300 µ m. We used the results described in Sec.IIIA of the Supplemental Material, with the parameters θ = 0.2 rad/hour,
ν1 = ν2 = 2 rad· µm2/hour.
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Extended Data Fig. 5. Band structures of the effective non-Hermitian Hamiltonian for large chirality. a, The band structure under
periodic boundary condition as a function of the wavenumber ky along the y-direction showing the real part of the complex energy, calculated
for the non-Hermitian Hamiltonian in the case of θ = 2.0 (2.0 rad/hour), ν1 = ν2 = 0.2 (20 rad· µm2/hour), and ν = 0.5 (50 µm2/hour). b,
The energy plotted in the complex plane for the same setup as (a). c, Same setup and plot as a but calculated under the stripe (open) boundary
condition with width L = 300 µm. The solid red lines correspond to the analytical result for edge-localized mode E+(ky) obtained in as
Eq. (3) in the main text. d, The energy plotted in the complex plane for the same setup as (c). e, Same setup and plot as c but colour coded
according to the localization at the edge. f, Same setup and plot as c but colour coded according to the localization at the edge (colour) and
the contribution of the modes to the density fluctuation (intensity). g, Real part of the energy calculated under periodic boundary condition,
demonstrating that the non-Hermitian Hamiltonian can be adiabatically transformed to a Hermitian Hamiltonian (Eq. (S32) in Supplementary
Text) without closing the energy gap. The left end of the figure corresponds to the non-Hermitian Hamiltonian, and the right end corresponds
to the Hermitian counterpart, connected by a single parameter. h, Chern number of the non-Hermitian Hamiltonian calculated with varying
maximum wavenumber (kmax) in the integral.
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Extended Data Fig. 6. Band structures of the effective non-Hermitian Hamiltonian for an experimentally relevant value of chirality.
a, The band structure under periodic boundary condition as a function of the wavenumber ky along the y-direction showing the real part of the
complex energy, calculated for the non-Hermitian Hamiltonian in the case of θ = 0.2 (0.2 rad/hour), ν1 = ν2 = 0.02 (2 rad· µm2/hour). b, The
energy plotted in the complex plane for the same setup. c, Same setup and plot as a but calculated under the stripe (open) boundary condition
with width L = 300 µm. The solid red lines correspond to the analytical result for edge-localized mode E+(ky) obtained in as Eq. (3) in the
main text. d, The energy plotted in the complex plane for the same setup as c.
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Extended Data Fig. 7. Band structure and localization. a, Energy spectrum of the effective non-Hermitian Hamiltonian calculated with
the stripe boundary condition with θ = 0.02 rad/hour. Colour indicates the position of the localization of the modes, and the intensity of the
colour indicates the contribution of the mode to the density fluctuation. b, Power spectrum of the agent density calculated for the edge and
bulk regions from the numerical simulation with θ = 0.2 rad/hour. c, Power spectrum of the agent density calculated for the edge and bulk
regions from the numerical simulation with θ = 0 rad/hour.
