It is known that the Moore bipartite bound provides an upper bound on the order of a connected bipartite graph. In this paper we deal with bipartite graphs of maximum degree ∆ ≥ 2, diameter D ≥ 2 and defect 2 (having 2 vertices less than the Moore bipartite bound).
Introduction
Moore bipartite graphs proved to be very rare. They exist only for D = 2, 3, 4 and 6; see [3, 4, 9, 12, 13] . For D = 2, the Moore bipartite graphs are the complete bipartite graphs of degree ∆, while for D = 3, 4 and 6, they are the incidence graphs of projective planes of order ∆ − 1, of generalized quadrangles of order ∆ − 1 and of generalized hexagons of order ∆ − 1, respectively. These incidence graphs have been constructed only when ∆ − 1 is a prime power [3] , and it has been conjectured that they exist only for the aforementioned values of ∆ [7] . Table 1 . The main results of this paper concern bipartite graphs of maximum degree ∆ ≥ 2, diameter D ≥ 4 and defect 2. By extending the methodology used by Bannai and Ito in [1, 2] , and later by Biggs and Ito in [5] , we find that the eigenvalues other than ±∆ of such graphs are the roots of the polynomials H D−1 (x) ± 1, where H D−1 (x) is the Dickson polynomial of the second kind with parameter ∆ − 1 and degree D − 1; see [11] .
By proving the irreducibility over the field Q of rational numbers of the polynomial
we provide a sufficient condition for the non-existence of the corresponding bipartite (∆, D, −2)-graphs with ∆ ≥ 3 and D ≥ 4. Applying this irreducibility criterium, we prove, in particular, the non-existence of bipartite (∆, D, −2)-graphs for ∆ ≥ 3 and D ∈ {4, 6, 8}.
Although the irreducibility method applies to bipartite (∆, D, −2)-graphs of both even and odd diameters, in practice, it has been possible to decide the irreducibility of the corresponding polynomials only for even diameters. Consequently, we develop an alternative approach to deal with odd diameters. Since the latter approach is much more complicated, we use it only when the first approach is not applicable.
To show how the alternative method works, we employ it to prove the non-existence of bipartite
Finally, we conjecture that there are no bipartite (∆, D, −2)-graphs for ∆ ≥ 3 and D ≥ 4.
2 Known results on bipartite graphs of defect at most 2
The following proposition, which deals with the regularity of bipartite (∆, D, − )-graphs, was proved in [8] . In this paper, we turn our attention to the case D ≥ 4. where I n is the identity matrix of order n.
Let A i be the i-distance matrix of Γ, that is, the matrix A i defined as:
where d(α, β) is the distance between the vertices α and β.
Note that A 1 is the adjacency matrix of Γ, denoted by just A, and A 0 = I n .
We now define the following polynomials:
Various relationships between these polynomials can be found in Singleton [13] , and we now need to state two of them.
Note that the element (F h (A)) α,β for h < 2r counts the number of paths of length h joining the vertices α and β of Γ. Then, by Equation (2), G h (A) represents the number of paths of length at most h joining each pair of vertices in Γ.
Lemma 3.1 In Γ the following identities hold.
where J n is the matrix of order n in which each entry is equal to 1. If instead α / ∈ N (rep(β)) then there is no (r + 1)-path between α and β.
Note that (AB) α,β = 1 if d(α, β) = r ± 1 and α ∈ N (rep(β)), and (AB) α,β = 0 otherwise.
To prove (ii), we consider the polynomials G i (x). By the definition of G i (x), we have
Multiplying the first equation by ∆ − 1, and adding the result to the second equation, we have
By (i) and Equation (3), we obtain the desired result. 2
where ε = ±1.
Proof. We use the same argument as in Lemma 3.2 from [5] .
As the defect is 2, every vertex of Γ has exactly one repeat. Therefore, B is a permutation matrix satisfying B 2 = I n , and its eigenvalues are ±1. Since the trace of B is zero, each eigenvalue occurs n 2 times.
Suppose that θ is an eigenvalue of A. Since Γ is regular, J n is a polynomial in A. Therefore, any eigenvector of A is also an eigenvector of J n . As H r (A) is also a polynomial in A,
shows that B is a polynomial in A, and consequently, every eigenvector of A is an eigenvector of B. Then the eigenvalues of ∆J n have the form (θ + ∆)(H r (θ) ± 1). It is known that the eigenvalues of ∆J n are ∆n (once) and 0 (n − 1 times). The eigenvalue ∆n corresponds to θ = ∆, and so all the remaining eigenvalues, except −∆, satisfy Equation (4).
2
With a suitable labeling of the vertices of Γ, the defect matrix B can be considered as the direct sum of (ii) both
It is known that Dickson polynomials of the second kind with parameter α and degree r, denoted by E r (x, α), satisfy the following recurrence equations [11] .
We see that the polynomials H r (x) (see Equation 1) are the Dickson polynomials of the second kind with parameter ∆ − 1 and degree r.
Properties of Dickson polynomials as well as their relationships with the classical Chebyshev polynomials can be found in [11] .
Results on the non-existence of bipartite (∆, D, −2)-graphs
We start this section by establishing the following lemma. For D = 3, the condition implies 2|(∆ 2 − ∆), which is always fulfilled. However, for D > 3 the condition produces some useful corollaries, for example,
, that is, ∆ = 0 (mod 3).
Moreover, for cubic graphs, we obtain Proof. In this theorem we make use of Theorem 4.1, thereby aiming to prove the irreducibility of H r (x) − 1 for r ∈ {3, 5, 7} over Q.
For diameter 4, we have that H 3 (x) − 1 = x 3 − 2(∆ − 1)x − 1. As ±1 is not a root of H 3 (x) − 1,
For diameter 6, we have that
where a, b, c, d, e ∈ Z. Therefore, we have the following system of equations:
e + ad + bc = 0 (7)
From (9), we have that either b = 1 and e = −1 or b = −1 and e = 1. Let us consider the first case. From (5), (6) and (8), we obtain
From (5), (7) and (8), we obtain
Therefore, from Equations (10) and (11), a = −1 − For diameter 8, we have that
Let us set y = ∆ − 1. Then, we have that H 7 (1) = −2y(y − 1)(2y − 3) and that H 7 (−1) = 2(2y 3 − 5y 2 + 3y − 1). Therefore, for y ≥ 2 there are no integer roots of H 7 (x) − 1.
If H 7 (x)−1 is reducible over Q then either H 7 (x)−1 = (x 2 +ax+b)(x 5 +cx 4 +dx 3 +ex 2 +f x+g)
Let us consider the case
Then we form a system of equations as in the case of diameter 6. From this system, we have that either b = 1 and g = −1 or b = −1 and g = 1.
In both cases, we eliminate variables a, c, d, e and f with the help of the software Wolfram
Mathematica [14] .
After eliminating a, c, d, e and f , we obtain that y(128y 12 + 320y 11 − 192y 10 − 928y 9 − 128y 8 + 976y 7 + 304y 6 − 536y 5 − 186y 4 + 203y 3 + 102y 2 − 27y − 27) = 0.
But no integer value y ≥ 2 satisfies the above equation.
Case 2. b = −1 and g = 1
After eliminating a, c, d, e and f , we obtain that −128y 15 + 320y 14 + 192y 13 − 928y 12 + 128y 11 + 1072y 10 − 528y 9 − 520y 8 + 434y 7 + 39y 6 − 110y 5 + 33y 4 − 14y 3 + 13y 2 − 3y + 1 = 0.
When H 7 (x) − 1 = (x 3 + ax 2 + bx + c)(x 4 + dx 3 + ex 2 + f x + g), where a, b, c, d, e, f, g ∈ Z, by proceeding as in the previous case, we finally obtain that
The same approach is likely to work for higher degree polynomials, but involves unpleasant lengthy computations. At this point we present the following conjecture. deciding the irreducibility of H r (x) − 1 over Q is a more difficult problem for odd diameters than for even diameters. Therefore, in the next section we suggest another approach that could be used for odd diameters.
Algebraic approach for odd diameters
Let Γ be a bipartite (∆, D, −2)-graph of odd diameter D and order n = 2m. Let A be the adjacency matrix of Γ.
Let us recall that in the polynomial F h (A) the element (F h (A)) α,β for h < g counts the number of paths of length h joining the vertices α and β of Γ, where g stands for the girth of Γ.
We find that the matrices F h (A) satisfy the following relationship
where B is the defect matrix, J m is the matrix in which all entries are 1, and ⊕ is the direct sum between matrices.
Note that all the matrices F 2j (A) have the form
Recall that, with a suitable labeling of the vertices of Γ, the defect matrix B becomes the direct sum of 
Equation (13) allows us to make statements about the whole graph Γ, based on considerations concerning only one of the partite sets of Γ.
This method cannot be used to prove the non-existence of bipartite (∆, 3, −2)-graphs for ∆ ≥ 5.
Indeed, we have that
From this equation, we get that
If a matrix N has k distinct eigenvalues λ 1 , . . . , λ k , with corresponding multiplicities m(λ i ), we
The eigenvalue 1 of B and the eigenvalue m of J m are associated with the all 1 vector. Therefore, from Equation (14), we obtain that Spec(
, and consequently,
The spectrum of a bipartite (∆, 3, −2)-graphs, ∆ ≥ 3, was also obtained in [8] by using a slightly different approach.
In this case the complete spectrum of the graph does not lead to any contradiction.
Non-existence of bipartite (∆, 5, −2)-graphs for ∆ ≥ 3
The aim of this section is to prove the following theorem. For D = 5, n = 2m = 2∆(∆ − 1)(∆ 2 − 2∆ + 2). In this case we obtain that
By considering Recurrence Equation (1), we have that
By Equation (13), we finally get
Since E 2 , R and J m are symmetric matrices, they are diagonalizable. The matrix J m commutes with R, since RJ m = J m R = J m . Then the matrix R commutes with E 2 . Therefore, J m commutes with E 2 , and hence all the three matrices are simultaneously diagonalizable, that is, there is an orthogonal matrix P for which P −1 E 2 P , P −1 RP and P −1 J m P are diagonal, and the columns of P are the corresponding eigenvectors for each of these matrices.
Recall that the eigenvalues of R are 1 and −1, each with multiplicity m 2 . The eigenvalue ∆(∆−1) of E 2 is paired with the eigenvalues 1 of R and m of J m (associated to the all 1 vector). Therefore, the eigenvalues of E 2 other than ∆(∆ − 1) are roots λ satisfying
Denote by λ 1 and λ 2 the roots of Equation (16), and by m 1 and m 2 their corresponding multiplicities. In the same way, denote by λ 3 and λ 4 the roots of Equation (17) 
As a result, by considering the determinants of the above matrices, we obtain that
where g(∆) has coefficients in Z. Thus
Similarly, for diameter 7 we have that n = 2m = 2∆(∆ − 1)(∆ 2 − 3∆ + 3)(∆ 2 − ∆ + 1) and that
Therefore, the eigenvalues of E 2 , other than the one paired with the eigenvalues 1 of R and m of J m (associated to the all 1 vector), are roots λ satisfying
Denote by λ 1 , λ 2 and λ 3 the roots of Equation (18) By Lemma 4.1, for any ∆ ≥ 3, m ≡ 0 (mod 6). Therefore, at least one of the roots of Equation (18) must be an integer. However, in this case, with our available resources, we were not able to deduce the non-existence or otherwise of bipartite (∆, 7, −2)-graphs for ∆ ≥ 3. 6 Acknowledgements
