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Abstract
The inertia and damping coefficients are critical to understanding the workings of a
wind turbine, especially when it is in a transient state. However, many manufacturers
do not provide this information about their turbines, requiring people to estimate these
values themselves. This research seeks to design a multilayer perceptron (MLP) that can
accurately predict the inertia and damping coefficients using the power data from a turbine
during a transient state. To do this, a model of a wind turbine was built in Matlab, and
a simulation of a three-phase fault was used to collect realistic fault data to input into the
turbine simulation. The model of the turbine was repeatedly run to generate simulated
power data, where each run used a different inertia and damping coefficient. The generated
data was used to train the MLP to accurately predict the coefficients. The MLP was able to
predict the damping coefficient with an average prediction error of 0.159% and the inertia
coefficient with an average prediction error of 0.176%. A sensitivity analysis was done on
the MLP to test how noise in the power data and the size of the training data affected the
magnitude of the prediction errors. To illustrate the efficacy of the MLP, a support vector
machine (SVM) was designed and used to predict the inertia and damping coefficients
using the same input data as was used in the MLP. The MLP outperformed the SVM in its
predictions for the ideal case and for every case studied in the sensitivity analysis.
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1

Introduction

1.1

Background on Wind Turbines
Renewable energy has become a very important topic worldwide, as reducing carbon

output is critical to combating global warming. Wind turbines are one of the most important technologies in the switch to renewable energy, as they have the potential to produce
much of the world’s energy without increasing our carbon footprint. Wind energy currently
makes up 8.4% of total energy generation in the US [1], and the US Department of Energy
is currently pushing to have wind power generate 20% of the US’s power generation by
2030 [2].
When designing wind turbines, it is important to consider their efficiency and reliability
as power generators. In particular, it is critical that a wind turbine is created to withstand
faults and other transient conditions. If wind turbines are not adequately protected during
fault conditions, they will lose their equilibrium, and the angular velocity of the turbine
will increase until (in worst case scenarios) the turbine catches fire or falls apart. These
so-called “runaway turbines” are not only a tremendous safety hazard to anyone or anything near them; they also require very expensive repairs or replacements for the turbine
[3]. Because modern turbines are so large, there often is little that can be done to stop a
runaway turbine once it reaches large speeds due to its high momentum. Thus, it is best to
prevent runaway turbines from occurring.
This problem can be addressed through the careful design of controllers to prevent wind
turbines from reaching dangerous transient states [4, 5]. Short duration faults do not pose
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a problem as they allow the turbine to recover before permanently losing its equilibrium.
However, a longer-lasting fault can trip an unstable condition in the turbine, requiring the
use of controllers to prevent a disaster. An example of this is a controller that will adjust the
pitch of the turbine blades when the blades reach a certain speed, causing the wind turbine
to capture less mechanical power from the wind. Pitch-controllers are also used to prevent
runaway conditions from occurring when the wind speeds are too high for rated power of
the turbine [4, 5]. In most cases, runaway conditions can be prevented by using pitch controllers or other methods, but if the fault is not cleared, it is critical that the turbine’s brakes
are activated [4].
If the values of the turbine’s mechanical coefficients are known, one can predict the
turbine’s reactions to fault conditions, and consequently take measures to ensure they are
appropriately handled. In particular, the inertia and damping coefficients of the turbine and
generator as well as the stiffness of the shaft that connects the turbine and generator to the
gearbox affect how the wind turbine’s power output is affected during transient conditions
[6, 7]. These coefficients are often simplified using a lumped mass model where the turbine and generator are treated as one mass with one damping coefficient Dm and one inertia
coefficient Hm equal to the sum of the generator’s and turbine’s inertias [8].
In general, a wind turbine with a higher inertia will have a larger stability during fault
conditions and a longer critical failure time. This makes heavier turbines preferred during
fault conditions [7]. The damping coefficient has less of an effect on the transient state than
the inertia coefficient, but it is still important to the turbine’s operation [6]. Larger damping
coefficients will make the system more resistant to changes in velocity, which ultimately
increases stability during a fault condition.
The mechanical coefficients are important for predicting the power output of the turbine. It has been found that wind turbines with a large inertia are less efficient during
changes in wind speed than those with a smaller inertia [9]. Similarly, wind turbines with
2

large damping coefficients will lose efficiency to friction and other damping forces. Thus,
these values must be known to accurately predict the power output of the turbine.
Finally, a problem with wind energy and other renewable energy sources is that they do
not contribute to a grid’s stability in a fault situation without the help of synthetic inertia
controllers [10, 11]. When the grid’s frequency drops after a fault, a traditional generator
is able to slow this change in frequency due to its stored kinetic energy. A wind turbine
generator does not do this because it is decoupled from the grid, requiring the design of
a controller to compensate. When designing these controllers, it is important to know the
turbine’s inertia coefficient, as it is used as a reference for the controller [11].
However, despite the relative importance of knowing the damping and inertia coefficients, many manufacturers do not provide these values for their wind turbines, forcing
people to estimate their values [6]. Additionally, it is possible for these parameters to
change over time or during different environmental conditions, requiring the estimation to
be accurate for the current conditions. This is particularly relevant for the damping coefficient, as aerodynamic damping (damping due to wind patterns) varies largely with the wind
conditions [6].

1.2

Literature Review
Accurately determining the inertia and damping coefficients can be a difficult pro-

cess. Thus, researchers have proposed different methods for determining these coefficients
with varying levels of accuracy and effort required. For a quick and general approximation,
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Tang, et al. [12] found that the moment of inertia of a standard MW-class turbine with three
blades is roughly equal to:

J=

14500 1.2 2
Prated R
9

(1)

where J, the moment of inertia, is equal to twice the inertia coefficient.
However, this approximation is only relevant for a specific class of wind turbines and
does not take into account differing geometries between turbines within that class. A different method will be needed to provide a higher accuracy for the estimation.
A more robust estimation of the inertia coefficient was found by Rodrı́guez et al. [6].
They estimated the inertia coefficient by examining the geometry of the blade in great detail, specifically taking into account the length and mass distribution of the blades, as well
as the width of the spar-cap box and skin. Despite the complexity of this model, it still
requires the user to already know the inertia of the generator and did not include approximations for components with comparatively negligible inertias, such as the gearbox, brake,
or the shafts.
Rodrı́guez et al. [6] also proposed a way to calculate the self-damping coefficients for
the turbine by considering the aerodynamic drag force differential equation:

dFD (x) =

ρ
ch(x) ∗ v(r)2 ∗ cd ∗ dx
2

(2)

where ρ is the air density, ch(x) is the length of the blade chord as it varies with the distance from the rotational axis, cd is the aeronautical drag coefficient, and v(r) is the relative
velocity. This force differential can be multiplied by the distance from the rotational axis
and integrated for each blade to find the self-damping torque for the turbine blades. From
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here, finding the turbine’s self-damping coefficient is as simple as dividing by the rotational
velocity.
However, Rodrı́guez et al. did not have a method for calculating damping caused by
other sources, such as friction caused by the generator, and these sources of damping will
affect the total damping coefficient of the system. The method proposed for finding the
turbine’s self-damping coefficient also requires specific knowledge of the turbine blade
geometry and aeronautical drag coefficients that might be difficult to find.
Several other methods have also been proposed to estimate the inertia coefficient. One
commonly used method is to abruptly remove an operating wind turbine from the grid and
then measure its mechanical power and electrical frequency [7, 13]. When the trip occurs,
the electrical torque in the system is set to zero, and the movement equation can be written
as:

ωL ∗ dωL /dt =

PM
2(HM )

(3)

where HM is the lumped inertia of the wind turbine and the generator and ωL is the angular
velocity of the lumped system. While this equation does not specifically include any power
loss due to damping, it can be assumed that power loss is included in the mechanical power.
Isolating dωL /dt and integrating both sides of the equation with respect to time, allows
one to easily solve for inertia coefficient. Akhmatov et al. [7] used the equation:

HM =

.5(PM (t0 ) + PM (t0 + ∆t))∆t
2∆ f

(4)

It should be noted that a single trapezoidal approximation was used to integrate over
the mechanical power during the tripping experiment, which lasted 0.85 s in this case. For
a better approximation, data for the mechanical power should be recorded in shorter time
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intervals and used in the trapezoidal approximation. However, this is not always possible
as it can be difficult to directly measure mechanical power [11].
While this method is very effective for finding the inertial coefficient, it has a weakness
of requiring the turbine to disconnect instantaneously from the grid, which can be both an
inconvenience and a financial loss for the turbine’s owner. Additionally, it requires that
the power loss due to damping already be known and the incorporated into the mechanical
power, or it requires the damping coefficient to be approximated to zero.
Beltran et al. [11] propose a different method to approximate the inertia coefficient that
does not require disconnecting the wind turbine from the grid. This method uses turbine
data during a fault or disturbance to calculate the inertia. Assuming the mechanical power
remained constant immediately after the loss of power and the damping is negligent in that
time period, the turbine’s swing equation can be written as:
2H ∂ 2 ∆θ
= −∆PE
ω0 ∂t 2

(5)

where θ is the angle of the voltage on the bus, as the rotor angle is more difficult to measure directly. These measurements were found to be similar enough to be an appropriate
approximation [11].
The authors then used a fourth order finite difference method to accurately approximate
the inertia coefficient as:

H=

12h2 ∗ ω0 ∗ (PE (t0 ) − PE (t))
2 ∗ (−θi+2 + 16θi+1 − 30θi + 16θi−1 − θi−2 )

(6)

where h is the integration step size.
This method has the benefit of not needing specific information about the turbine except for the values needed in the swing equation: the voltage angle, rotor speed, and the
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electrical power. It also can be applied during any transient event, eliminating the need to
disconnect the turbine from the grid. However, this method makes several assumptions that
may influence its accuracy, such as assuming both the change in mechanical power and the
damping is zero. It also requires one to keep track of the angle of the voltage. That being
said, the authors found this method to have a very low estimation error, at less than 4%.

1.3

Statement of Purpose
In response to these methods, this research attempts to create a simpler method to

determine the inertia and damping coefficients. The proposed method uses a multilayer
perceptron (MLP) that only requires the turbine’s power output during fault conditions to
predict the coefficients. This was accomplished by collecting power data from a simulated
wind turbine in Matlab and using this data to build an MLP using Python’s keras package
[14].
Machine learning has been used in a number of different ways in wind turbine research,
including to do wind speed estimations [15, 16] and for finding the necessary parameters
to optimize the turbine’s power gain [17]. However, machine learning has not yet been
applied to estimating the inertia and damping coefficients.
This method has a number of advantages: it does not require any specific knowledge
of the geometry of the turbine and the only data that needs to be collected is the real and
reactive power output of the turbine as they change with time. It also can be done during naturally occurring transient events, requiring no artificial interruptions to the turbine’s
power production. Lastly, this method does not require the damping coefficient to be approximated to zero, and it can simultaneously predict the inertia and damping constant.
To demonstrate the effectiveness of the MLP, a support vector machine (SVM) was also
designed and used to predict the inertia and damping coefficients using the same power in-
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put that the MLP used [18]. An SVM has all of the advantages that the MLP does when
applied to this problem: it only requires knowledge of the power output of the turbine.
While SVM is most commonly used for classification problems, it is still a valuable tool
for solving regression problems [19]. The results from the SVM model will be used as a
baseline to compare the results from the MLP with.
The rest of this thesis will outline how the data was collected and how the MLP and
SVM were trained. A sensitivity analysis done on both models will be included to describe how the models perform with fewer training data sets and with data that has been
corrupted by noise. The results and their implications will then be discussed, in addition to
opportunities for further research.
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2

Methods

2.1

Matlab Model Overview
A Matlab model was created to conduct simulations of a wind turbine. Today most

wind turbines are doubly-fed induction generators, which have a controller to change the
generator’s rotor voltage frequency to account for changes in wind speed [20]. However,
because the simulations modeled in this research all use constant wind speed, there was
little need to include a DFIG turbine. For simplicity, this model uses an induction generator
that has a rotor as a loop of current with no voltage for the turbine’s power generation. The
modeled turbine also used a single lumped-mass model (where the turbine and generator
are treated as one system [8]).
The model created has input values of wind speed, stator voltage (voltage from the grid),
and rotor voltage (set to zero). In order to estimate the inertia and damping constants, the
turbine must be in a transient state. This was achieved by using fault data as the inputs
for the stator voltage. These values were found using smoothed out voltage data from a
Simulink three-phase fault simulator [21].

2.2

Governing Equations
To model the power output of the wind turbine, the input power from the wind must

first be found. This is done using the equation:

Pwind = 1/2 ∗ A ∗ ρv3

9

(7)

where A is the area swept out by the wind turbine blades, ρ is the air density (1.225 kg/m3
at sea level), and v is the component of the wind’s velocity perpendicular to the area of the
turbine [22].
However, wind turbines cannot collect all of the power from the wind. They are limited
by an efficiency coefficient C p that is dependent on the angle of the blades and the tipspeed ratio (TSR), the ratio of the wind speed to the tip speed of the turbine’s blades.
Consequently, C p coefficient varies with the wind speed. Many wind turbines are equipt
with controllers that will adjust the angle of the blades to always maximize C p [12, 23].
For the purposes of this model, C p was set to a constant of 0.4, making the total mechanical
power for the wind turbine 40% of the wind’s power.
The mechanical torque can be found by dividing the mechanical power by the angular
velocity of the wind turbine:

Tm = Pwind C p /ωr

(8)

where ωr is the angular velocity of the rotor. Because this model uses a lump mass approximation, the gear box between the turbine shaft and the rotor shaft is ignored, and the
turbine blades and the rotor are assumed to have the same angular velocity in this system
[8].
The torques can be summed to find the angular acceleration (dωr /dt) of the system
using the following:

2Hm ∗ dωr /dt = Tm − Te − Dm ∗ ωr

10

(9)

where Te is the electrical torque on the rotor, Dm is the damping coefficient, and Hm is the
inertial coefficient of the lumped system, equal to the sum of the generator’s inertia and the
turbine’s inertia [24]. Dm and Hm are the values that will ultimately be estimated.
All of the three-phase currents and voltages were transformed from their original form
using Park’s Transformation. This converts the three-phase values into two values, a direct
magnitude and a quadrature magnitude. This transformation simplifies the equations for
the rest of the model [25]:

 
 

√
√
√
1/ 2
1/ 2
u0 
 1/ 2
  uA 
 
 

u  = c ∗  cos(θ ) cos(θ − 2π/3) cos(θ + 2π/3)  u 
  B
 d

 
 

−sin(θ ) −sin(θ − 2π/3) −sin(θ + 2π/3) uC
uq

(10)

The electrical torque of an induction generator can be determined by:

Te = Lm ∗ (iqs ∗ idr − ids ∗ iqr )

(11)

where Lm is the mutual inductance, iqs is the quadrature part of the stator transformed
current, idr is the direct part of the transformed rotor current, ids is the direct part of the
transformed stator current, and iqr is the quadrature part of the transformed rotor current
[8].
The values for each of the currents depends on several factors, including the voltage
on the rotor and the stator, the angular velocity of the stator and rotor’s magnetic field, the
resistance of the stator (Rs ) and rotor (Rr ), and finally the stator’s and rotor’s flux. The
resistances and the voltages are constants: the values for the resistances are provided by
the manufacturer, the values for the stator voltage is determined by the grid’s voltage, and
the rotor has a constant zero voltage. Similarly, the stator’s magnetic field has a constant
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frequency of 60 Hz because of its connection to the grid, while the rotor’s angular velocity
can be calculated in equation 9.
Thus, the only unknown values necessary for determining current are the fluxes of the
stator and rotor. These can be found with the following equations:

λds = Lls ∗ ids + Lm ∗ (ids + idr )

(12)

λqs = Lls ∗ iqs + Lm ∗ (iqs + iqr )

(13)

λdr = Llr ∗ idr + Lm ∗ (ids + idr )

(14)

λqr = Llr ∗ iqr + Lm ∗ (iqs + iqr )

(15)

where Lls is the stator leakage, Llr is the rotor leakage, and Lm is the mutual inductance [8].
Once all of these values are known, the following equations can be used to calculate the
currents [8]:

vds = Rs ∗ ids − ωs λqs + dλds /dt

(16)

vdr = Rr ∗ idr − (ωs − ωr )λqr + dλdr /dt

(17)

vqs = Rs ∗ iqs + ωs λds + dλqs /dt

(18)

vqr = Rr ∗ iqr − (ωs − ωr )λdr + dλqr /dt

(19)
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Using these values, the power and reactive power can be calculated for both the rotor
and the stator [8]:

Ps = 3/2 ∗ (vds ∗ ids + vqs ∗ iqs )

(20)

Pr = 3/2 ∗ (vdr ∗ idr + vqr ∗ iqr )

(21)

Qs = 3/2 ∗ (vqs ∗ ids − vds ∗ ids )

(22)

Qr = 3/2 ∗ (vqr ∗ idr − vdr ∗ iqr )

(23)

These equations were combined in Matlab to create a model of a wind turbine with a
rated power of 500 kVA and a rated voltage of 750 V . It has an area of 1735 m2 , a stator
resistnace of 0.0206 p.u., a rotor resistance of 0.01 p.u., a mutual inductance of 3.8 p.u.,
a rotor leakage of 0.171 p.u., and a stator leakage of 0.156 p.u. The damping and inertial
coefficients were chosen to be a random number between 0.25 to 2.5 kgm2 /s and 1 to 4.2
kgm2 respectively. The turbine was also simulated to experience a constant wind speed of
6 m/s.

2.3

Obtaining Stator Voltages
Each simulation of the model used one of four different sets of stator voltage values.

Each of these voltage sets were created during different fault conditions, as the wind turbine must be in a transient state to be able to determine its inertial and damping coefficients.
To collect fault data, the Simulink model “Wind Farm - DFIG Detailed Model” [21] was
modified by adding a Three-Phase Fault block in the middle of the power line leading to
the wind farm. The resulting stator voltage of the simulated turbine was recorded for five
seconds. Four types of faults were used: a single line to ground (AG) fault lasting for 0.667
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Figure 2.1: Stator voltages of the turbine during the four types of faults.
seconds, a line to line (AB) fault lasting for 0.5 seconds, a three-phase (ABC) fault lasting
for 0.333 seconds, and a double line to ground (BCG) fault lasting for 0.5 seconds.
Because the voltage values record by the Simulink simulation were unexpectedly noisy,
the fault voltage values were smoothed out by using the average voltage value for before,
during, and after each fault for the respective portion of the graph. Steep linear sections
were added to represent the transitions between states.

2.4

Updating the Matlab Model
In the Matlab model, the values for the rotor velocity and current were initially updated

every 20 µs using Euler’s method to do a first order approximation:

y(t1 ) = y(t0 ) + ∆xdy(t0 )/dt

14

(24)

However, it was found that this approximation was not precise enough to capture the
transient response to the fault condition. Thus, the values were updated using a second
order approximation:
y(t1 ) = y(t0 ) + ∆x(dy(t0 )/dt + dy∗ (t1 )/dt)/2

(25)

where dy∗ (t1 )/d is the first approximation of y(t1 ) using Euler’s method from equation 24
[26].

Figure 2.2: Comparison of the simulated power output using a first order approximation
and a second order approximation.
The last step of the model was finding the initial condition that ensured the model began
in a steady state condition. This was done by running the model for two seconds before
beginning the fault and recording the currents and rotor angular velocity right before the
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fault began. The model was then run again with those values as the initial conditions for
the currents and rotor angular velocity.
The model was then run 40,000 times, 10,000 times for each type of voltage fault
data. Each run simulated six seconds of operation, and real and reactive power data were
recorded every 0.0025 seconds after the first second. The randomly generated values for
Hm and Dm for each run of the model were also recorded.

2.5

Data Cleansing
To prepare the data for the machine learning techniques, the power values were nor-

malized by dividing every power value by the largest recorded power during the 40,000
runs of the simulation. This ensured that every power value was a number between negative one and one.
The power data was then reduced in size by removing the steady state data before and
after the fault. The final input dataset included 900 values for real power and 900 values for
reactive power, describing the operation of the turbine between 1.75 s and 3 s of operation.
Each fault began after 2 seconds of operation.
The data was then arranged into a 40,000 x 1802 matrix, where each row consisted of
900 values for the real power followed by the 900 values for the reactive power followed by
the inertia and damping constant. These rows were shuffled to eliminate the possibility the
MLP or SVM finding any unintentional correlations between runs of the simulation. This
dataset was then broken into an input set (consisting of the real and reactive power values)
and an output set (consisting of the inertia and the damping constants). These sets were
then further broken up so that 90% of the runs (36,000) were used as training sets for the
MLP and SVM and the remaining 10% of the runs (4,000) were used to test their efficacy.
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2.6

Designing and Optimizing the MLP
Once the dataset was filtered to best represent the data from the turbine simulation, a

multilayer perceptron was designed to accurately predict the inertia and damping coefficients. An MLP is a neural network consisting of an input layer, an output layer, and an
predetermined number of hidden layers in between. Each layer consists of a set number
of neurons, where each neuron multiplies the input by a certain weight, and the product
is transformed by an activation function before being used as the input for the next layer.
During training, the weights for the neurons are chosen, and their loss is determined by
comparing the true output values to the outputs predicted by the MLP. The training attempts to minimize the loss, and this is typically done using a gradient descent method to
determine how the weights of the model should be updated [27].
Thus, when designing an MLP there are several parameters that need to be chosen before training can begin. The optimal parameters will vary depending on the nature of the
problem, requiring one to try many different variations of the MLP to ensure the most accurate results are obtained.
The first parameter to choose is the loss function, which determines how the loss of the
model is calculated. The MLP used in this research is a regression model, as it is predicting
the values of the inertia and damping coefficients as opposed categorizing them. With this
in mind, mean squared error was chosen to be the loss function:

loss = (y pred − ytrue )2

(26)

This loss function is popular for regression models because it overemphasizes large
losses and underemphasizes small losses. This encourages the MLP to settle on lower
losses quicker than might be done with a different loss function, such as a mean absolute
error.
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The next parameter to choose is the optimizer for the MLP. The optimizer defines the
method the MLP uses to minimize the loss and dictates how the weights should be updated
to reduce the loss [14]. Ideally, an optimizer needs to be able to find the global minimum
in the loss function without getting stuck in a local minimum.
For this model, Adam was found to be the most effective model. Adam uses a stochastic
gradient-based optimization technique to determine the best updates for the weights, and
it is considered to be the best optimizer for the majority MLPs [28]. Once the optimizer
has been chosen, an initial learning rate must be set. The learning rate determines the step
size the optimizer will initially use while checking for minimums. An Adam optimizer will
change the learning rate throughout the training of the MLP to optimize its search, but the
initial learning rate still affects the outcome of the training [28]. A large learning rate will
result in larger steps, which needs less computing power but runs the risk of overshooting
and missing the minimum entirely. A smaller learning rate results in smaller steps, which
has the advantage of a more thorough search. However, it also can be a disadvantage because it requires a high computational power and can get stuck in local minimums [27].
Thus, the MLP should be tested on several initial learning rates to determine the optimal
value. In this case, the learning rate of 3e-6 performed the best.
The next parameters of the MLP to choose are the batch size and the number of epochs.
The batch size is defined as the number of data points that are trained at the same time
before the weights of the MLP are updated. A large batch size is more likely to accurately represent the entire dataset and is unlikely to overrepresent outliers. This makes its
results relevant for the entire dataset, rather than having results specific to the values in
the batch. However, a large batch size has the disadvantage of needing more memory and
computational power to run, as it requires more data to be processed before each update
of the optimizer. A smaller batch size, on the other hand, allows the optimizer to update
with less information as fewer data points are processed between updates. However, there
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is a greater chance that the data in small batches will have a disproportionate number of
outliers, making it less likely to have accurate results for the dataset as a whole [27]. For
this MLP specifically, the batch size did not dramatically affect the accuracy of the model,
but a batch size of 128 was found to narrowly outperform the other sizes.
The number of epochs determines the number of times the dataset is iterated through
during the training process [14]. When choosing the number of epochs, it is important to
choose a large enough number that the dataset has been trained enough times to minimize
the loss, but not so many times that the MLP is overtrained. Overtraining occurs when the
MLP has trained on a dataset too many times, resulting in a neural network that can only
make accurate predictions for that specific training dataset and cannot be used to make
predictions on similar datasets. The optimal number of epochs can be found by testing the
MLP on a validation set (different than the training set) after each epoch and recording the
loss. The MLP is optimally trained when this loss does not decrease after each epoch and
flattens out. An indication that the MLP has been overtrained is if the loss on the validation
set begins to increase after a certain number of epochs, indicating that the additional training has caused the MLP to become too specific to the training set. The optimal number of
epochs in this case was found to be 500.
Another important aspect of the MLP to adjust is its general shape, specifically the
number of layers and the number of neurons per layer. Theoretically, no problems exist
that requires an MLP to have more than two hidden layers, and most problems can be
solved with only one hidden layer [29, 30]. While using more layers can be still be effective, it is easiest to first test an MLP with fewer layers and then add layers to see which
layout results in the greatest accuracy. In this model, two hidden layers were found to be
most effective.
When determining the number of neurons to use in each hidden layer, it is important
to consider that using too many neurons can result in overfitting, which will reduce the
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accuracy of the model. Similarly, using too few neurons can result in data loss as it has to
condense too much data in each step. A rule of thumb for determining how many neurons
to use is to add the number of input and output data points and divide by two [29]. This
does not always produce the most effective MLP, but it is a good place to start when trying
different numbers of neurons. This MLP worked the best when 1000 neurons were used in
the hidden layers.
The final parameters to consider are the activation function and the drop out rate. The
activation function is applied to the output of each layer. The advantage of using a nonlinear activation function is that it has a non-constant derivative that is used by the optimizer
when checking for the minimum. Relu is one of the most common activation functions for
regression MLPs, and it is the equivalent of a ramp function (t ∗ u(t)). While other activation functions were tested, relu was shown to work the best.
The dropout rate is another way to combat overfitting. After each layer of the neural
network is computed, a percentage of the results are not used and are “dropped-out” [14].
This prevents the MLP from becoming too specific to the training set, and a dropout rate
between 10%-30% is typical. However, when testing different dropout rates, for this model
a 1% dropout resulted in the highest accuracy.
The values of the parameters used in this model were simply the best ones that were
tested. Considering the number of parameters able to be adjusted, it is impossible to optimize the MLP by testing every combination of parameters. It is possible a better combination of parameters exists for the model; however, the results from the MLP with the above
parameters were determined to have an acceptable margin of error.
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2.7

Designing and Optimizing the SVM
After the MLP was designed, the data was then run through a support vector machine

to verify the efficacy of the MLP. An SVM works by mapping the input data to a higher
dimension using a kernel function. SVMs are most commonly used for classification problems, where they classify data by finding a hyperplane in a higher dimension that separates
the types of data to be classified. The location of the hyperplane is found by maximizing
the distance between the nearest points of each classification type to the hyperplane [31].
This distance is called the margin.
An additional parameter C is used to indicate how strictly the hyperplane should separate the different classes. A lower C allows a larger margin at the cost of misclassifying
some of the points [18]. This can prevent overtraining in datasets that have outliers. A
higher C creates a smaller margin between the hyperplace and edge points, causing very
few points to be misclassified, but also running the risk of overtraining. The version of
SVM for regression problems works similarly, except instead of classifying points it returns an output from within the margin around the hyperplane.
When designing the SVM for estimating the inertia and damping coefficients, a radial
basis function (RBF) was chosen to be the kernel function, largely due to its reputation for
being an effective kernel [27]. SVMs can only predict one output at a time, meaning that
two different SVMs were used to predict the damping coefficient and inertia coefficient.
Consequently, different parameters were chosen for each SVM to optimize it for finding its
specific coefficient.
The kernel function has an additional parameter gamma that must be chosen before running the SVM. This parameter is related to how far each sample’s influence extends during
training [14]. The optimal gamma values were found to be 0.003 and 0.1 for the damping
and inertia estimations, respectively.
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The error tolerance dictates what the tolerance needs to be to trigger the stopping criterion [14]. When designing this model, it was found that decreasing the error tolerance
increased the accuracy. However after a certain limit, decreasing the error tolerance only
negligibly increased the accuracy, and 2e-6 was found to be the optimal tolerance for both
the damping and the inertia predictions.
Finally, the inertia SVM performed best with a C value of 100, and the damping SVM
performed best when using a value of 120 for C.

2.8

Sensitivity Analysis

Figure 2.3: Comparison of the different levels of noise used to process the data.
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After the MLP and SVM were optimized for the simulated data from the turbine model,
noise was added to the datasets to replicate a more realistic data collection. The MLP and
SVM were then tested on these noisy datasets to determine their accuracy on imperfect
data.
To add noise, a random number was added to every power value in the dataset. This
number was randomly chosen from a normal distribution centered at zero with a standard
deviation that varied based on the level of noise desired. The standard deviation of the
distribution was the same for all of the power values in a single run of the simulation, and
it was calculated by finding the maximum power for each run and multiplying that value
by the desired noise level. Five different levels of noise were used: 1% noise, 2% noise,
5% noise, 10% noise, and 20% noise.
Another way to test the MLP and SVM on more realistic conditions is to reduce the
size of the training set. For both models having more training data typically results in a
more accurate model. However, collecting training sets can be time intensive if done on a
simulation, and it is possible that a model will need to be trained with far fewer datasets
than initially used in this research.
Thus, the MLP and SVM were both trained with varying numbers of datasets to determine how many sets are necessary to obtained accurate results. The models were tested
using a training set size of 20k, 10k, 5k, and 1k runs. Each of the five levels of noise tested
previously were also applied to each of the new training sets. This resulted in 29 additional
runs of the models.
The parameters of the MLP and SVM were kept consistent for each of the additional
runs of the models, with the exception of the number of epochs for the MLP. As before, the
number of epochs was chosen by training the MLP until the loss value remained visibly
constant after each additional epoch. MLPs with smaller training sets were found to need
larger number of epochs. Similarly, datasets with 2% or 5% noise needed the largest num23

ber of epochs, and all MLPs with noisy training sets required more epochs than the clean
data.
This matches the expectation that smaller datasets would require more iterations of
training, as would noisy datasets, due to the less ideal data used. One might have expected
the data sets with the largest noise levels (10% or 20%) to require the largest number of
epochs; however, these models were not able to reach the same levels of accuracy as those
with smaller noise levels (2% or 5%). Thus, the maximum accuracy achievable by the
datasets with the largest noise level was found in fewer epochs than that of the smaller
noise levels.
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3
3.1

Results
Results from the MLP
The MLP trained for 500 epochs, until the validation training set reached a final loss

of 2.4e-5, as measured by the mean squared loss function. The loss after each epoch can
be seen in Figure 3.1, where it decreases exponentially for the first fifty epochs, before
decreasing at a progressively slower rate for the next several hundred epochs. The plot on
the right zooms in on the last 125 epochs of the training to illustrate that the loss calculated
from the validation set no longer decreases during this time. This indicates that the model is
trained for the ideal number of epochs, and if it were trained for much longer, the validation
loss would begin to increase as a result of overfitting.

Figure 3.1: Loss of the training and validation set as measured after each epoch. Right
graph zooms in on the last 125 epochs of training.
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Figure 3.2: Histogram of the MLP’s prediction errors for the inertia and damping coefficient for a dataset with 0% noise and 36,000 training sets.
The MLP was able to predict the inertia and damping coefficient with an average percent error of 0.176% and 0.159% respectively. Figure 3.2 is a histogram of the absolute
value of the prediction errors for the model trained with 36,000 datasets with no noise
added. Prediction error was defined as the percent error between the true and predicted
values. As can be seen, the vast majority of the predictions had less than a 0.5% error
for both the inertia and the damping coefficient. The histograms for both the coefficients’
prediction errors look very similar in shape and spread, although the damping prediction
was slightly more accurate than the inertia. The largest prediction error for the damping
predictions was 2.66% and for the inertia predictions was 2.94%.
When the noise was added to the dataset and the number of training sets were reduced,
the prediction errors increased. For example, for a dataset with a 5% noise level in the
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Figure 3.3: Histogram of the MLP’s prediction errors for the inertia and damping coefficients for a dataset with 5% noise and 5,000 training sets.
power inputs and only 5,000 training sets, the average prediction errors for the inertia and
damping were found to be 3.57% and 1.04% respectively.
While the average errors are not particularly high in this case, the histogram in Figure
3.3 illustrates that the range of prediction errors is much larger than in the dataset with no
noise and the full training set. The damping coefficient predictions are mostly accurate, as
the majority of the prediction errors are less than 2% and the highest error is around 12%.
However, it can be seen that the predictions for the inertia coefficient are far less accurate
with several predictions having more than a 20% error and the highest prediction error was
41.9%.
In the most extreme case, where the noise level is 20% and only 1,000 training sets
are used, the prediction errors become even worse, with an average error of 20.6% for the
inertia coefficient and 5.12% for the damping coefficient.
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Figure 3.4: Histogram of the MLP prediction errors for the inertia and damping coefficients
for a dataset with 20% noise and 1,000 training sets.
The histogram for the prediction errors of this dataset (Figure 3.4) shows that these
predictions are unreliable at best, and for the inertia prediction they are essentially useless.
Many of the inertia prediction errors exceed 100% and the highest error is nearly 400%.
Figure 3.4 emphasizes how much better the predictions are for the damping coefficient than the inertia coefficient. Despite both histograms having nearly the same shape,
the predictions for the damping coefficient on average are about four times more accurate
than the inertia predictions. This can also be seen in the histograms for the 5% noise and
5,000 training set data (Figure 3.3), even though the predictions for the inertia and damping
coefficients had a very similar accuracy for the original ideal dataset. The discrepancy between the accuracy of the two coefficient’s predictions can be seen in most of the non-ideal
datasets, especially those with high noise levels and a low number of training sets.
Figure 3.5 plots the average prediction error of each dataset against the number of training sets used to train the MLP. As expected, it can be seen that increasing the number of
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Figure 3.5: Plot of the MLP prediction errors against the size of the training set.
training sets exponentially decreases the average prediction error. The graphs for datasets
with lower noise levels (0%, 1%, 2%, and 5%) appear to have flattened out almost entirely
at the end of the graph, indicating that training with more than 10,000 or 20,000 sets had
only a minimal effect on the accuracy of the predictions. For the graphs with 1% noise or
less, training with more than 5,000 training sets made less than a 0.31% improvement in
the average percent error. Conversely, the graphs for the datasets with 10% and 20% noise
levels have not flattened out when reaching 36,000 training sets, indicating that using more
training sets would further increase the accuracy. That being said, with enough training
sets, these plots would flatten out as well, and they would never achieve an accuracy as low
as the datasets with less noise.
It is interesting to note that the graph of the damping errors is almost identical in shape
to the graph of the inertia errors. However, similar to what was seen in the histograms,
the inertia consistently has about four times the error of the damping coefficient, excluding
the datasets that have both low noise levels and large training set sizes. Thus, the methods
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Figure 3.6: Plot of the MLP prediction errors against the level of noise in the dataset.
used in this research can predict the damping coefficient with much higher accuracy than
the inertia coefficient.
Figure 3.6 plots the average prediction error of each dataset against the level of noise
added the data. This graph matches the expectation that larger levels of noise will result
in less accurate predictions. Interestingly, the relationship between the level of noise and
the prediction error is close to linear, rather than exponential like the relationship between
error and training set size.
The same comparisons of the damping and inertia prediction errors can be made in Figure 3.6 as well as Figure 3.5. Both graphs have approximately same shape and only differ
in magnitude.
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Figure 3.7: Boxplot of the MLP prediction errors against the size of the training set for
datasets with 0% noise.

Figure 3.8: Boxplot of the MLP prediction errors against the level of noise in the datasets
for datasets trained with 36,000 sets.
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When considering the spread of the errors, the larger the average prediction error, the
larger the spread of the errors. Figures 3.7 and 3.8 both show boxplots for the prediction
errors to illustrate how the spread of the errors change with different sized training sets or
different noise levels in the data. It should be noted that outliers were not included in these
plots to increase visibility.
Interestingly, the shapes of the boxplots follow largely the same trends as the average
prediction errors did. The first and third quartiles, as well as the maximums all follow a
linear trend when they are plotted against the level of noise (as seen in Figure 3.8). When
plotted against the training set size (Figure 3.7), they generally decrease exponentially. This
indicates that every set of prediction errors largely had the same statistical spread and that
the magnitude of the average prediction error is roughly proportional to the spread of the
errors.

3.2

Results from the SVM
The SVM was able to predict the inertia and damping coefficient for the ideal dataset

with an average percent error of 2.76% and 4.49% respectively. Figure 3.9 is a histogram of
the absolute value of the prediction errors for the model trained with 36,000 datasets with no
noise added. The majority of the inertia prediction errors are less than 5%, with a maximum
error of slightly more than 10%. The damping prediction was largely less accurate, with
most errors being less than 10% and a maximum error of over 40%. Interestingly, despite
the inertia prediction being more accurate, the magnitude of its most frequent error was
between 3% and 4%, which is closer to the center of the histogram than is typical.
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Figure 3.9: Histogram of the SVM prediction errors for the inertia and damping coefficient
for a dataset with 0% noise and 36,000 training sets.
Figure 3.10 plots the average prediction error of each dataset against the level of noise
in the datasets used to train the SVM. Interestingly, increasing the noise in the training
datasets did not necessarily increase the average prediction error from the SVM. For the
inertia predictions, increasing the noise on the dataset from 0% to 2% appears to have a
negligible or even beneficial effect on the prediction error, depending on the size of the
training set. However when 5% noise or more was added, the prediction error increased as
one would expect. The SVM trained with only 1k datasets is the exception to this rule, as
increasing the noise always increases its prediction error.
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Figure 3.10: Plot of the SVM prediction errors against the level of noise in the dataset.
The damping prediction’s response to increasing noise in the dataset has almost the opposite trend from the inertia predictions. Increasing the noise from 0% to 2% results in a
negligible or detrimental effect on the average prediction error. Once 5% or more noise has
been added to the training sets, the average prediction error decreases dramatically, resulting in a more accurate prediction. The SVMs trained with 1k datasets is again an exception
to this, as their prediction error always rises with noise.
Figure 3.11 plots the average prediction error of each dataset against the number of
datasets used to train the SVM. This graph matches the expectation that training the SVM
with more training sets exponentially decreases the average prediction error. For both the
inertia and damping coefficients, the graphs for datasets with lower noise levels (0%, 1%,
2%, and 5%) have flattened out almost entirely at the end of the graph. This indicates that
training with more than 10,000 or 20,000 sets only had minimal effects on the accuracy
of predictions for datasets with less noise. The graphs for the datasets with 10% and 20%
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Figure 3.11: Plot of the SVM prediction errors against the size of the training set.
noise levels have not completely flattened out when reaching 36,000 training sets, indicating that using more training sets would further increase the accuracy.
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4

Discussion

4.1

MLP
Based on the results of this research, it can be concluded that using a multilayer percep-

tron to predict the damping and inertia coefficients is a very effective method for datasets
with low noise and a large number of training sets. The average prediction errors for the
damping and inertia coefficients were both less than 0.2%. This is extremely accurate, especially when compared with the average prediction errors from the SVM which were both
over 2.5%.
Both increasing the noise in the dataset and training the MLP with fewer datasets caused
the prediction accuracy to decrease. Adding noise to the dataset had a greater impact on
the accuracy of the predictions than decreasing the number of training sets. For example,
the inertia coefficient had an average prediction error of 3.39% when trained with 36,000
datasets with 10% noise added. When trained on with only 1,000 datasets with 0% noise
added, its average percent error was 1.79%, almost 50% smaller.
Interestingly, the damping coefficient was easier for the model to predict than the inertia
coefficient. This is unideal because the inertia coefficient is more important to understanding the transient state of the turbine and its stability during fault conditions. This is especially true when considering its use in tuning controllers to protect turbines during fault
scenarios. While the damping coefficient is still important to the operation of the turbine,
it is usually less important that the coefficient is exactly known.
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Figure 4.1: Average MLP prediction error plotted against training set size. All points
underneath red dotted line are considered to have an acceptable prediction error.
If an acceptable average prediction error is considered to be anything less than 2%, all
but four of the damping prediction models can be considered successful, while only half of
the inertia prediction models meet this threshold. Of the damping prediction models that
do not meet this criterion, they were trained with only 10,000 training sets or lower and
had a noise level of at least 10%. With enough training sets used, every damping prediction
model would be able to meet this criterion, even if the data had the maximum noise tested
in this research.
The inertia prediction models that have more than a 2% average prediction error include all of the models that trained with datasets with 10% or 20% noise, most of the
models with 5% noise, and most of the models trained with only 1,000 datasets. As mentioned previously, the plots from the sensitivity analysis indicated that models with 10%
and 20% noise could have reduced prediction errors if they were trained with more than
36,000 datasets. That being said, based on the shape of the graphs it is unlikely that any
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amount of training could reduce the prediction error of the 20% noise model to be less than
2%. However, it is possible that with enough training the 10% noise model could reach the
acceptable accuracy.
Thus, estimation using an MLP works best with data that contains very little noise. It
is possible to improve the accuracy of models that trained with noisy datasets by training
the model with more training sets. This has the disadvantage of needing to find tens of
thousands training sets to use. However, the model only needs to be trained once, so if the
appropriate number of training sets can be generated, the model can be used during any
fault condition afterward to check the inertia and damping coefficients. It also should be
noted that if the parameters of the MLP were reoptimized whenever it was run with fewer
training sets, it is possible that the accuracy of the models would be improved.
Another advantage of this method is that it is able to predict the damping coefficient
with high accuracy. While it has already been discussed that it would be better for the
model to predict inertia with greater accuracy, many of the other methods for estimating
the inertia coefficient ignored the damping coefficient entirely. When this is done in very
short time periods, the accuracy of the inertia coefficient should not be affected by this assumption. However, it still does not provide the user with an approximation for the damping coefficient. Thus, this method’s accuracy for the damping coefficient is an advantage
compared to other methods.

4.2

SVM
As mentioned previously, the results from the SVM were considerably less accurate

than those from the MLP. The average SVM prediction error for the ideal dataset was an
order of magnitude larger than the MLP’s. This is not very surprising, as SVM as a method
is less effective for larger datasets, unlike the MLP [18].
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The sensitivity analysis revealed the surprising fact that the SVM was better at predicting the damping coefficient when the dataset had noise added to it. It is possible that the
parameters used for the SVM were unintentionally optimized for the sensitivity analysis,
rather than the original dataset. However, this explanation is unlikely, as a better set of
parameters for the ideal dataset could not be found. This result highlights a strength of the
SVM: the ability to adjust its prediction metrics to accommodate imperfect data without
seriously compromising accuracy.
It is also interesting to note that the SVM models trained with low levels of noise predicted the inertia coefficient with a greater accuracy than the damping coefficient, unlike
the MLP. As mentioned above, this is the ideal scenario, as the inertia coefficient is often
more relevant to turbine controllers than the damping coefficient.

Figure 4.2: Difference in prediction error between the MLP and SVM. All values were
found by subtracting the MLP prediction errors from the corresponding SVM prediction
errors.
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On the surface these results might imply that using an SVM could be better than an MLP
for datasets that are known to have a high level of noise or for situations where an inertia
prediction is needed to have a greater accuracy than the damping prediction. However, the
increases in accuracy in those situations are only in relation to the other SVM results.
Figure 4.2 was created by subtracting the average prediction errors from each MLP
model from the average prediction errors from the corresponding SVM model. It can be
seen that the majority of the values in this figure are positive, illustrating that the MLP
models generally had a greater accuracy than the respective SVM models. The only cases
where the SVM was more accurate than the MLP was when the model was trained with
only 1,000 training sets and had a noise level 10% or 20%. In fact, none of the SVM models
had an average prediction error of less than 2%, which was chosen to be an acceptable error.
Thus, an MLP is a better tool to use for inertia and damping estimation than SVM.

Figure 4.3: Average SVM prediction error plotted against training set size. All points
underneath red dotted line are considered to have an acceptable prediction error.
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5

Conclusion
This research sought to accurately predict the inertia and damping coefficients for a

wind turbine using machine learning techniques, specifically by designing an MLP and an
SVM. While many methods to predict these coefficients already exist, they typically require
detailed knowledge of the geometry of the wind turbine, data on several difficult to record
parameters, or removing the turbine from the grid to measure its response. The methods
proposed in this research have the advantage of only needing real and reactive power data
during a transient condition to accurately estimate these coefficients.
The data used as the inputs for these methods were generated by simulating a wind
turbine in a fault condition and collecting the real and reactive output power. The inertia
and damping coefficients were randomly chosen for each run of the simulation and were
recorded along with the power data.
A multilayer perceptron was created that used the real and reactive power data as inputs
and the inertia and damping coefficients as outputs. The parameters of the MLP were adjusted until the prediction error was successfully minimized. Varying levels of noise were
then added to the recorded power data to simulate a more realistic dataset, using 1%, 2%,
5%, 10%, and 20% levels of noise. The MLP was run with these noisy datasets to test the
robustness of the model. The MLP was run again using fewer datasets in its training to
quantify how many datasets were necessary to effectively train the MLP. This process was
then repeated for training the SVM models.
Ultimately, the MLP had an average prediction error of less than 0.2% for both the
damping and inertia coefficients when trained on the noiseless data with 36,000 training
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sets, proving it to be very effective method in ideal circumstances. However, adding the
noise and reducing the size of the training set increased the average prediction error of the
model. The increase in noise in the input data affected the model’s accuracy the most,
although training the model with as many training sets as possible was able to reduce the
prediction error.
The MLP had a higher accuracy than the SVM for nearly every model tested. This indicates that the MLP should be the preferred method for estimating the inertia and damping
coefficients.
Ultimately, this method for estimating the inertia and damping coefficients is advantageous because the only information it requires is the power output during transient conditions. It also is a way to estimate both the damping and inertia coefficient simultaneously,
without needing the knowledge of one coefficient to accurately determine the other.

5.1

Future Research
Opportunities to expand this research would be to use data from a simulated DFIG

wind turbine, as these are the most commonly built wind turbines today. Additionally,
the data could be altered so that it includes different wind speed conditions in addition to
different fault conditions. This would allow the model to be used whenever there is a fault,
regardless of what the wind speed is during that time (as long as it is within the normal
operation of the turbine). Finally, the wind turbine simulation could be adjusted to include
many of the controllers that are standard in wind turbines today, such as adjusting the pitch
of the turbine blades to maximize the collected mechanical power. All of these changes
would make this model more realistic when applied to physical turbines.

42

References
[1] U.S. Energy Information Administration, “Electricity generation from wind,” [Online]. Available at: https://www.eia.gov/energyexplained/wind/electricity-generationfrom-wind.php.
[2] “Wind vision detailed roadmap actions:

2017 update,” Mar. 2019. [Online].

Available: https://www.osti.gov/biblio/1497756
[3] J. R. Babu and S. V. Jithesh, “Breakdown Risks in Wind Energy Turbines,” Insurance
and Risk Manangement, vol. 3, no. 3, Apr. 2008.
[4] E. Muljadi, C. Butterfield, B. Parsons, and A. Ellis, “Characteristics of Wind Turbines Under Normal and Fault Conditions,” in IEEE Power Engineering Society 2007
General Meeting, Tampa, FL, 2007.
[5] E. Ela, V. Gevorgian, P. Fleming, Y. C. Zhang, M. Singh, E. Muljadi, A. Scholbrook,
J. Aho, A. Buckspan, L. Pao, V. Singhvi, A. Tuohy, P. Pourbeik, D. Brooks, and
N. Bhatt, “Active power controls from wind power: Bridging the gaps,” Jan. 2014.
[Online]. Available: https://www.osti.gov/biblio/1117060
[6] A. Rodrı́guez, A. G. Rodrı́guez, and M. B. Payán, “Estimating Wind Turbines Mechanical Constants,” The Renewable Energy Power Quality Journal, vol. 1, no. 5, pp.
697–704, Mar. 2007.
[7] V. Akhmatov, H. Knudsen, A. H. Nielsen, J. K. Pedersen, and N. K. Poulsen, “Modelling and transient stability of large wind farms,” Electrical Power and Energy Systems, vol. 25, pp. 123–144, Feb. 2002.

43

[8] W. Qiao, “Dynamic modeling and control of doubly fed induction generators driven
by wind turbines,” 2009 IEEE/PES Power Systems Conference and Exposition, 2009,
pp. 1-8, doi: 10.1109/PSCE.2009.4840245.
[9] C. Tang, “Analysis and modelling of the effects of inertia and parameter errors on
wind turbine output power,” Master’s thesis, The University of Adelaide, 2009.
[10] E. Muljadi, V. Gevorgian, M. Singh, and S. Santoso, “Understanding inertial and
frequency response of wind power plants,” in 2012 IEEE Power Electronics and Machines in Wind Applications, 2012, pp. 1–8.
[11] O. Beltran, R. Peña, J. Segundo, A. Esparza, E. Muljadi, and D. Wenzhong, “Inertia
Estimation of Wind Power Plants Based on the Swing Equation and Phasor Measurement Units,” Applied Science, vol. 8, no. 2413, Nov. 2018.
[12] C. Tang, M. Pathmanathan, W. Soong, and N. Ertugrul, “Effects of Inertia on Dynamic Performance of Wind Turbines,” in Australasian Universities Power Engineering Conference, 2008.
[13] J. Pedersen, K. Pedersen, N. Poulsen, and M. Akke, “Analysis of wind farm islanding
experiment,” IEEE Transactions on Energy Conversion, vol. 15, no. 01, pp. 110–115,
2000.
[14] F. Chollet et al. (2015) Keras. [Online]. Available: https://github.com/fchollet/keras
[15] D. Crowe, R. Pamula, H. Y. Cheung, and S. F. J. De Wekker, “Two supervised
machine learning approaches for wind velocity estimation using multi-rotor copter
attitude measurements,” Sensors, vol. 20, no. 19, 2020. [Online]. Available:
https://www.mdpi.com/1424-8220/20/19/5638

44

[16] H. Li, K. Shi, and P. McLaren, “Neural-Network-Based Sensorless Maximum Wind
Energy Capture with Compensated Power Coefficient,” IEEE IAS, pp. 2600 – 2608,
2004.
[17] T. Demirdelen, P. Tekin, I. O. Aksu, and F. Ekinci, “The Prediction Model of Characteristics for Wind Turbines Based on Meteorological Properties Using Neural Network Swarm Intelligence,” Sustainability, vol. 11, no. 4803, pp. 2600 – 2608, 2019.
[18] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau,
M. Brucher, M. Perrot, and E. Duchesnay, “Scikit-learn: Machine learning in Python,”
Journal of Machine Learning Research, vol. 12, pp. 2825–2830, 2011.
[19] M. Awad and R. Khanna, Support Vector Regression.

Berkeley, CA: Apress, 2015,

pp. 67–80. [Online]. Available: https://doi.org/10.1007/978-1-4302-5990-9 4
[20] J. Fletcher and J. Yang, ”Introduction to the Doubly-Fed Induction Generator for
Wind Power Applications” in Paths to Sustainable Energy.

InTech, 2010, no. 25,

pp. 259–278.
[21] Simulink Documentation, “Wind farm - DFIG detailed model,” 2020. [Online].
Available: https://www.mathworks.com/products/simulink.html
[22] Wind Power Systems.

John Wiley Sons, Ltd, 2004, ch. 6, pp. 307–383. [Online].

Available: https://onlinelibrary.wiley.com/doi/abs/10.1002/0471668826.ch6
[23] N. W. Miller, W. W. Price, and J. J. Sanchez-Gasca, “Dynamic modeling
of GE 1.5 and 3.6 wind turbine-generators,” Oct. 2003. [Online]. Available:
https://www.osti.gov/biblio/1117060

45

[24] R. Fan, Z. Huang, S. Wang, R. Diao, and D. Meng, “Dynamic state estimation and
parameter calibration of a dfig using the ensemble kalman filter,” in 2015 IEEE Power
Energy Society General Meeting, 2015, pp. 1–5.
[25] A. Arias Pujol, “Improvements in direct torque control of induction motors,” Ph.D.
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