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a b s t r a c t
Regarding a permutation as a (multi-traveler) tour of the traveling salesman problem, we
show that—regardless of the distancematrix—the landscape based on a quasiabelian Cayley
graph belongs to the class of elementary landscapes,where the cost vector is an eigenvector
of the Cayley Laplacian, and where local minima are below average.
The quasiabelian case has the additional property that, because the cost vector is
an eigenvector of the Cayley Laplacian, the landscape can be reduced into independent
components under a Fourier transformation.We indicate theway thismay result in parallel
(and therefore computationally distributed) traversal of the landscape.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
As a consequence of being NP-complete, the traveling salesman problem has been addressed with a number of practical
approaches to getting low cost paths. One of themore successful, emerging from a paper by Lin in 1965 [1] has been to create
a landscape of all possible paths linked by minor changes. It is well known that searching through this landscape tends to
uncover good results [2].
In the early 1990s Grover [3] and Codenotti and Margara [4] began a theoretical approach to understanding the reason
these landscape-based techniques are effective. The theorywhich emerged from thiswork is for a landscape to be elementary,
which in its greatest generality shows [5] that the local minima are never beyond a certain value. When the elementary
landscape is regular and symmetric, then the maximum value of a local minimum is no more than average, though it has
been shown that this can also occur when the landscape is not symmetric [6]. In the work of Colletti and Barnes [7,8] a very
general type of TSP landscape has been constructed by conjugacy classes acting by conjugation. While this maintains the
cycle structure of any permutation, this matrix is only elementary when the cost matrix is symmetric.
In this paper the action of the conjugacy classes is redefined to bemultiplication. This generates a landscape which is not
compartmentalized according to the cycle structure of its tours, but which will be elementary for any cost matrix.
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2. Groups, the TSP and landscapes
Although we assume the reader is familiar with basic group theory such as that presented in the first three chapters of
Rotman’s ‘‘Introduction to the Theory of Groups’’ [9] we highlight here the group theoretic constructs which are directly
relied upon in this paper.
2.1. Groups
A group is a non-empty set with multiplication which is associative (α(βγ ) = (αβ)γ for all α, β, γ ∈ G); has an identity
element (an element 1 ∈ G such that α1 = 1α = α for all α ∈ G); and has an inverse (the mapping−−1 : G→ G such that
for every element α ∈ G, αα−1 = α−1α = 1).
For any natural number n we denote by [n] the set {1, . . . , n}. A permutation of [n] is a function [n] → [n] which is
bijective. Any permutation can be represented as a set of disjoint cycles, for example α = (1, 2, 3)(4, 5) is a function (which
acts on the right) mapping 1α = 2, 2α = 3, 3α = 1, 4α = 5 and 5α = 4. Themultiplication of permutations α and β , written
αβ is defined by iαβ = (iα)β for all i ∈ [n]. The set of all permutations of [n] with this multiplication is a group called the
symmetric group on [n] and denoted Sn. The inverse of a permutation can be calculated by reversing the constituent cycles,
for example, ((1, 2, 3, 4)(5, 6, 7))−1 = (4, 3, 2, 1)(7, 6, 5).
Two elements α and β of a group are conjugate if there is an element γ in the group such that γ−1αγ = β . Conjugacy
is an equivalence relation and therefore the group is partitioned into a set of conjugacy classes where the identity element
on its own is known as the trivial conjugacy class. The conjugacy classes of Sn are cycle decompositions, which is to say that
elements with the same cycle structure are conjugate. For example, (1, 2)(3, 4)(5) and (2, 3)(1, 5)(4) are conjugate under
(1, 2, 3)(4, 5).
Let D be any subset of Sn, then the Cayley graph Cay(Sn,D) has vertex set Sn, and an edge from pi to σ if there is some
c ∈ D such that pic = σ . Let A be the n! × n! incidence matrix of the Cayley graph Cay(Sn,D) given by
A(pi, σ ) =
{
1 if there exists c ∈ Dwith pic = σ
0 otherwise.
The matrix L = I − 1|D|A is called the Laplacian of A.
Definition (Quasiabelian Cayley Graph). When D is a union of non-trivial conjugacy classes of Sn, Cay(Sn,D) is called a
quasiabelian Cayley graph [10].
Since the inverse of a permutation is in the same conjugacy class, a quasiabelian Cayley graph is clearly regular and
symmetric.
We denote by Cyc(p) the set of cycles (including 1-cycles) of the permutation p. Let C be a conjugacy class of Sn, then
every cycle of length l occurs in the same number of elements of C . Therefore we write ηC (l) as the number of times any
l-cycle appears in C . It can be shown that
Proposition 1. For any conjugacy class C of Sn, denote the cycle structure as ((l1, a1), . . . , (lk, ak)) where each element has ai
cycles of length li and li > li+1. If cycle c has length lj then the number of times it appears in an element of C is
ηC (lj) = ajlj(n− lj)!∏
i
laii ai!
.
The following proposition is a straightforward exercise in combinatorics and is the first step toward relating permutations
to multi-traveler tours of the TSP.
Proposition 2. Let g : [n] × [n] → R be any function, and let B be the set of m-cycles of Sn with m > 1 then∑
b∈B
g(b1, b2)+ · · · + g(bm, b1) = (n− 2)!
(n−m)!
n∑
i=1
n∑
j=1
g(i, j).
2.2. TSP and landscapes
Let {1, . . . , n} be a set of cities, and let M be any n × n matrix over R where M(i, j) is the cost of traveling from i to j.
Regarding an element pi of Sn as a (possibly multi-traveler) path, its cost is defined to be fM(pi) =∑iM(i, ipi ). Let µ be the
average cost of paths in the symmetric group, then
µ =
∑
pi∈Sn
fM(pi)
n! =
1
n
∑
i,j∈[n]
M(i, j).
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Let 1 be an n! vector where every entry is 1, then we define fM = fM − µ1 as the zero-averaged cost vector.
For any set D of permutations, the Cayley graph Cay(Sn,D) together with the cost function fM of its vertices, is called a
landscape. The following result shows that in each step through a landscape under multiplication by some permutation p,
the change of the tour cost is simply the sum of the changes brought about by each of p’s cycles. This is entirely independent
of the nature of the set D and may simplify the analysis of landscapes other than those which are quasiabelian.
Proposition 3. For any cost matrix M and permutations pi and p
fM(pi)− fM(pip) =
∑
c∈Cyc(p)
fM(pi)− fM(pic)
where Cyc(p) is the set of independent cycles of which p is composed.
We are now able to present the two main constructs being considered in this paper:
Definition (Quasiabelian Landscape). A landscape over a quasiabelian Cayley graph is called a quasiabelian landscape.
Definition (Elementary Landscape). A landscape is said to be elementarywhen its zero-averaged cost vector is an eigenvector
of the Laplacian.
3. Quasiabelian landscapes are elementary
The core of the theorem is that the average neighbor-value of a vertex in the landscape defined by a single conjugacy
class is linearly related to the value of the vertex.
Lemma 4. Let pi be any element of Sn and C a conjugacy class. Then∑
p∈C
fM(pi)− fM(pip) = γC fM(pi) (1)
where γC = n!(n−αC )
(n−1)∏mi=1(laii ai!) , and αC is the number of 1-cycles in an element of C.
Proof. As shown in Proposition 3 the left hand side of Eq. (1) can be written as
∑
p∈C
∑
c∈Cyc(p) fM(pi) − fM(pic) and based
on the frequency at which each cycle appears computed in Proposition 1 this can be written as
m′∑
i=1
ηC (li)
∑
c an li cycle
fM(pi)− fM(pic) (2)
wherem′ = m unless the smallest cycles are of length 1, in which casem′ = m− 1.
Let gpi (i, j) = M(i−pi , i) − M(i−pi , j) (where −pi denotes the inverse of pi ). Then for any cycle c = (c1, . . . , cl),
fM(pi)− fM(pic) = g(c1, c2)+ · · · + g(cl, c1). Therefore, by Proposition 2 this enables us to rewrite Expression (2) as
(n− 2)!
m′∑
i=1
ηC (li)
(n−mi)!
n∑
j,k=1
gpi (j, k)
which results in the right hand side of Eq. (1) by expanding ηC and separating
∑n
j,k=1 gpi (j, k) into nfM(pi)− nµ. 
Theorem. A quasiabelian landscape of the traveling salesman problem is elementary.
Proof. By the definition of elementary, the claim is that the zero-averaged cost vector is an eigenvector of the Laplacian,
which is to say that for every pi ∈ Sn and pi th row Lpi of L, Lpi fM = λfM(pi)with λ independent of pi . Expanding the left-hand
side
Lpi fM = fM(pi)− 1|D|
∑
σ∈piD
fM(σ ) = 1|D|
∑
c∈D
fM(pi)− fM(pic)
because the normalization to µ cancels. Partitioning D into its constituent Sn conjugacy classes D = C1 ∪ · · · ∪ Cr we have
= 1|D|
r∑
p=1
∑
c∈Cp
fM(pi)− fM(pic) = 1|D|
r∑
p=1
γCp fM(pi)
as shown in Lemma 4. Setting λ = 1|D|
∑r
p=1 γCp – which does not depend on pi – completes the proof. 
Experiments suggest that in the theorem above, λ is always the second smallest eigenvalue.
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4. Conclusion
As indicated in the introduction, this work is a modification of the Colletti and Barnes [7,8] construction and brings about
a much larger class of landscapes which are elementary, independent of the cost matrix. This addresses problems where
the number of cycles can be varied, noting that – since the diagonal of the cost matrix is not necessarily 0 – the minimum
solution is not simply the identity.
More intriguingly, because the cost vector is an eigenvector of a quasiabelian Cayley Laplacian, it has been shown [11,
Theorem 2.20] that there is a simple formula for a Fourier transformation of the cost vector into the direct sum of
eigenvectors of the Laplacian’s irreducible components. Using this approach to calculate a set (and possibly, subset) of
independent, lower dimensional and - together - faithful representations may lead to a practical method of traversing the
components of a quasiabelian landscape in parallel.
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