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Abstract
In this paper, we introduce and study a new system of nonlinear A-monotone multivalued variational in-
clusions in Hilbert spaces. By using the concept and properties of A-monotone mappings, and the resolvent
operator technique associated with A-monotone mappings due to Verma, we construct a new iterative algo-
rithm for solving this system of nonlinear multivalued variational inclusions associated with A-monotone
mappings in Hilbert spaces. We also prove the existence of solutions for the nonlinear multivalued varia-
tional inclusions and the convergence of iterative sequences generated by the algorithm. Our results improve
and generalize many known corresponding results.
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1. Introduction
In 2001, Verma [13] introduced and studied some systems of variational inequalities and
developed some iterative algorithms for approximating the solutions of system of variational
✩ This work was supported by the Korea Research Foundation Grant (KRF-2004-041-C00033) and the Educational
Science Foundation of Sichuan (2004C018), Sichuan of China.
* Corresponding author.
E-mail addresses: hengyoulan@163.com (H.-Y. Lan), yjcho@gsnu.ac.kr (J.H. Kim), yjcho@gsnu.ac.kr (Y.J. Cho).0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.11.067
482 H.-Y. Lan et al. / J. Math. Anal. Appl. 327 (2007) 481–493inequalities. Very recently, Cho et al. [1] introduced and studied a new system of nonlinear vari-
ational inequalities in Hilbert spaces. They proved some existence and uniqueness theorems of
solutions for the system of nonlinear variational inequalities. They also constructed an itera-
tive algorithm for approximating the solution of the system of nonlinear variational inequalities.
Some related works, we refer to [2,6–8,14].
Furthermore, Fang and Huang [4] introduced a new class of H -monotone mappings in the
context of solving a system of variational inclusions involving a combination of H -monotone
and strongly monotone mappings based on the resolvent operator technique. The notion of the
H -monotonicity has revitalized the theory of maximal monotone mappings in several directions,
especially in the domain of applications. Later, Yan et al. [20] introduce and study a new system
of set-valued variational inclusions with H -monotone operators in Hilbert spaces. By using the
resolvent operator method associated with H -monotone operator due to Fang and Huang, the
authors constructed a new iterative algorithm for solving this kind of system of set-valued vari-
ational inclusions and proved the existence of solutions for the system of set-valued variational
inclusions and the convergence of iterative sequences generated by the algorithm.
On the other hand, Verma [16] introduced the notion of the A-monotone mappings and its
applications to the solvability of systems of nonlinear variational inclusions. As Verma pointed
out, “the class of the A-monotone mappings generalizes the H -monotonicity. On the top of that,
A-monotonicity originates from hemivariational inequalities, and emerges as a major contributor
to the solvability of nonlinear variational problems on nonconvex settings.” As a matter of fact,
some nice examples on A-monotone (or generalized maximal monotone) mappings can be found
in Naniewicz and Panagiotopoulos [10] and Verma [15]. Hemivariational inequalities—initiated
and developed by Panagiotopoulos [11]—are connected with nonconvex energy functions and
turned out to be useful tools proving the existence of solutions of nonconvex constrained prob-
lems. We note that the A-monotonicity is defined in terms of relaxed monotone mappings—
a more general notion than the monotonicity or strong monotonicity—which gives a significant
edge over the H -monotonicity. Very recently, Verma [18] explored the role of A-monotonicity in
constructing a general framework for A-resolvent operator technique, and considered the exis-
tence and uniqueness of the solution and convergence analysis for approximate solution of a new
class of nonlinear variational inclusion problems involving relaxed cocoercive mappings using
A-resolvent operator technique.
Inspired and motivated by the recent works [5,12,17–20], in this paper, we introduce and study
a new system of nonlinear A-monotone multivalued variational inclusions in Hilbert spaces. By
using the concept and properties of A-monotone mappings, and the resolvent operator technique
associated with A-monotone mappings duo to Verma, we construct a new iterative algorithm for
solving this system of nonlinear multivalued variational inclusions associated with A-monotone
mappings in Hilbert spaces. We also prove the existence of solutions for the nonlinear multival-
ued variational inclusions and the convergence of iterative sequences generated by the algorithm.
Our results improve and generalize many known corresponding results of [1,2,4,14,16,20].
2. Preliminaries
LetH be a real Hilbert space endowed with a norm ‖·‖ and an inner product 〈·,·〉, respectively,
2H denote the family of all the nonempty subsets ofH. If M :H→ 2H is a multivalued mapping,
then we denote the effective domain D(M) of M as follows:
D(M) = {x ∈H: M(x) = ∅}.
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Definition 2.1. Let T ,A :H→H be two single-valued mappings. Then T is said to be
(i) monotone if〈
T (x) − T (y), x − y〉 0, x, y ∈H;
(ii) strictly monotone, if T is monotone and〈
T (x) − T (y), x − y〉= 0
if and only if x = y;
(iii) r-strongly monotone, if there exists a constant r > 0 such that〈
T (x) − T (y), x − y〉 r‖x − y‖2, x, y ∈H;
(iv) γ -strongly monotone with respect to A, if there exists a constant γ > 0 such that〈
T (x) − T (y),A(x) − A(y)〉 γ ‖x − y‖2, x, y ∈H;
(v) m-relaxed cocoercive with respect to A, if there exists a constant m > 0 such that〈
T (x) − T (y),A(x) − A(y)〉−m∥∥T (x) − T (y)∥∥2, x, y ∈H;
(vi) (α, ξ)-relaxed cocoercive with respect to A, if there exist constants α, ξ > 0 such that〈
T (x) − T (y),A(x) − A(y)〉−α∥∥T (x) − T (y)∥∥2 + ξ‖x − y‖2, x, y ∈H;
(vii) s-Lipschitz continuous, if there exists a constant s > 0 such that∥∥T (x) − T (y)∥∥ s‖x − y‖, x, y ∈H.
Example 2.1. [19] Let T :H→H be a nonexpansive mapping. Then I − T is 12 -cocoercive and
γ -relaxed cocoercive for 12 > −γ , where γ > 0.
Example 2.2. [18] Let T :H→H be an r-strongly monotone (and hence r-expanding) mapping.
Then T is (1, r + r2)-relaxed cocoercive.
Definition 2.2. Let H,A :H→H be two single-valued mappings. Then multivalued mapping
M :H→ 2H is said to be
(i) monotone if
〈u − v, x − y〉 0, x, y ∈ D(M), u ∈ M(x), v ∈ M(y);
(ii) r-strongly monotone, if there exists a constant r > 0 such that
〈u − v, x − y〉 r‖x − y‖2, x, y ∈ D(M), u ∈ M(x), v ∈ M(y);
(iii) m-relaxed monotone, if there exists a constant m > 0 such that
〈u − v, x − y〉−m‖x − y‖2, x, y ∈ D(M), u ∈ M(x), v ∈ M(y);
(iv) maximal monotone if and only if
(a) M is monotone,
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〈u − v, x − y〉 0, ∀y ∈ D(M), v ∈ M(y)
implies u ∈ M(x);
(v) H -monotone if M is monotone and (H + λM)(E) = E for all λ > 0.
This is equivalent to stating that M is H -monotone if M is monotone and (H + ρM) is
maximal monotone;
(vi) A-monotone with constant m if
(a) M is m-relaxed monotone,
(b) and A + λM is maximal monotone for all λ > 0.
Remark 2.1. H -monotone operator was first introduced by Fang and Huang [3]. Obviously,
if m = 0, that is, M is 0-relaxed monotone, then the A-monotone mappings reduce to an
H -monotone operator. Therefore, the class of A-monotone mappings provides a unifying frame-
works for classes of maximal monotone operators and H -monotone operators. For details about
these operators, we refer the reader to [3,16,17,19] and the references therein.
Example 2.3. [9, Lemma 7.11] Let X be a reflexive Banach space with X∗ its dual, and
A :X → X∗ be m-strongly monotone and f :X → R be locally Lipschitz such that ∂f is
α-relaxed monotone. Then ∂f is A-monotone, that is, A + ∂f is maximal monotone for
m − α > 0, where m,α > 0.
Example 2.4. [15, Theorem 5.1] Let X be a reflexive Banach space with X∗ its dual, and
A :X → X∗ be m-strongly monotone and B :X → X∗ be c-Lipschitz continuous. Let f :X →R
be locally Lipschitz such that ∂f is α-relaxed monotone. Then ∂f is (A − B)-monotone.
Definition 2.3. Let F :H → 2H be a multivalued mapping. For all x, y ∈ H, the mapping
T (·,·) :H×H→H is called to be
(i) τ -Lipschitz continuous with respect to the first argument, if there exists a constant τ > 0
such that∥∥T (x,·) − T (y,·)∥∥ τ‖x − y‖ ∀x, y ∈H;
(ii) F is said to be ζ -Hˆ-Lipschitz continuous, if there exists a constant ζ > 0 such that
Hˆ
(
F(x),F (y)
)
 ζ‖x − y‖, ∀x, y ∈H,
where Hˆ : 2H × 2H→ (−∞,+∞) ∪ {+∞} is the Hausdorff pseudo-metric, i.e.,
Hˆ(A,B) = max
{
sup
x∈A
inf
y∈B ‖x − y‖, supx∈B infy∈A‖x − y‖
}
, ∀A,B ∈ 2H.
Note that if the domain of Hˆ is restricted to closed bounded subsets, then Hˆ is the Hausdorff
metric.
In a similar way, we can define Lipschitz continuity of the mapping F(·,·) with respect to the
second argument.
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with constant m. Then M is maximal monotone and the A-resolvent operator JρA,M :H→ H
associated with M and defined by
J
ρ
A,M(x) = (A + ρM)−1(x), ∀x ∈H,
is ( 1
r−ρm)-Lipschitz continuous for 0 < ρ < rm , i.e.,∥∥JρA,M(x) − JρA,M(y)∥∥ 1r − ρm‖x − y‖, ∀x, y ∈H.
If m = 0, that is, M is 0-relaxed monotone, then we have the following result.
Lemma 2.2. [3] Let H :H→ H be a r-strongly monotone operator and M :H→ 2H be an
H -monotone operator. Then the resolvent operator JρH,M is
1
r
-Lipschitz continuous, i.e.,
∥∥JρH,M(x) − JρH,M(y)∥∥ 1r ‖x − y‖, ∀x, y ∈H,
where JρH,M(x) = (H + ρM)−1(x) for all x ∈H.
3. Variational inclusion systems and iterative algorithms
In this section, we shall introduce a new system of nonlinear A-monotone multivalued vari-
ational inclusions and construct a new iterative algorithm for solving this kind of system of
nonlinear variational inclusions in Hilbert spaces.
Let H1 and H2 be two real Hilbert spaces, S :H1 × H2 → H1, T :H1 × H2 → H2,
p :H1 → H1 and q :H2 → H2 be single-valued mappings, E :H1 → 2H1 , F :H2 → 2H2
be any two multivalued mappings. Let A1 :H1 → H1, A2 :H2 → H2, M :H1 → 2H1 and
N :H2 → 2H2 be any nonlinear mappings, f :H1 →H1, g :H2 →H2 be nonlinear mappings
with f (H1) ∩ D(M) = ∅ and g(H2) ∩ D(N) = ∅, respectively. Then the problem of finding
(x, y) ∈H1 ×H2, u ∈ E(x), v ∈ F(y) such that{
0 ∈ S(p(x), v) + M(f (x)),
0 ∈ T (u, q(y)) + N(g(y)), (3.1)
is called the system of generalized nonlinear multivalued variational inclusion problems.
If p = q = f = g ≡ I , the identity mapping, then the problem (3.1) is equivalent to the
following system of set-valued variational inclusion problem: find (x, y) ∈H1 ×H2, u ∈ E(x),
v ∈ F(y) such that{
0 ∈ S(x, v) + M(x),
0 ∈ T (u, y) + N(y), (3.2)
which is considered by Huang and Fang [6].
If E :H1 → H1 and F :H2 → H2 are two single-valued mappings, then the problem (3.2)
collapses to the following system of nonlinear variational inclusion problem: find (x, y) ∈H1 ×
H2 such that{
0 ∈ S(x,F (y)) + M(x),
0 ∈ T (E(x), y) + N(y), (3.3)
which is studied by Verma [16] with E = F = I .
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and ϕ :H2 → R ∪ {+∞} are two proper, convex and lower semi-continuous functionals, and
∂φ and ∂ϕ denote the subdifferential operators of φ and ϕ, respectively, then the problem (3.3)
reduces to the following problem: find (x, y) ∈H1 ×H2 such that{ 〈S(x,F (y)), a − x〉 + φ(a) − φ(x) 0, ∀a ∈H1,
〈T (E(x), y), b − y〉 + φ(b) − φ(y) 0, ∀b ∈H2, (3.4)
which is called a system of nonlinear mixed variational inequalities. Some special cases of the
problem (3.4) can be found in [14]. Further, if E = F ≡ I , then the problem (3.4) reduces to the
system of nonlinear variational inequalities problem considered by Cho et al. [1].
If M(x) = ∂δK1(x) and N(y) = ∂δK2(y) for all x ∈ K1 and y ∈ K2, where K1 and K2, respec-
tively, are nonempty closed convex subsets of H1 and H2, and ∂δK1 and ∂δK2 denote indicator
functions of K1 and K2, respectively, then the problem (3.4) becomes to determining an element
(x, y) ∈ K1 × K2 such that{ 〈S(x,F (y)), a − x〉 0, ∀a ∈ K1,
〈T (E(x), y), b − y〉 0, ∀b ∈ K2, (3.5)
which is just the problem in [7] when E and F are single-valued and E = F ≡ I .
If H1 =H2 =H, K1 = K2 = K , S(x,F (y)) = ρF(y) + x − y and T (E(x), y) = λE(x) +
y − x for all x, y ∈ H, where ρ > 0 and λ > 0 are two constants, then the problem (3.5) is
equivalent to finding an element (x, y) ∈ K × K such that{ 〈ρF(y) + x − y, a − x〉 0, ∀a ∈ K,
〈λE(x) + y − x, b − y〉 0, ∀b ∈ K, (3.6)
which is the system of nonlinear variational inequalities considered by Verma [14] with E = F .
If x = y, E = F and ρ = λ, then the problem (3.6) reduces to the following classical nonlinear
variational inequality problem: find an element x ∈ K such that〈
F(x), z − x〉 0, ∀z ∈ K.
Lemma 3.1. Let H1 and H2 be two real Hilbert spaces. Suppose that A1 :H1 → H1 and
A2 :H2 →H2 are strictly monotone, M :H1 → 2H1 is A1-monotone and N :H2 → 2H2 is A2-
monotone. Let S :H1 ×H2 →H1 and T :H1 ×H2 →H2 be any two single-valued mappings,
p,f :H1 →H1 and q,g :H2 →H2 be any nonlinear mappings with f (H1) ∩ D(M) = ∅ and
g(H2) ∩ D(N) = ∅, respectively, and E :H1 → 2H1 , F :H2 → 2H2 be any two multivalued
mappings. Then a given element (x, y,u, v) ∈H1 ×H2 is a solution to the problem (3.1) if and
only if (x, y,u, v) satisfies{
f (x) = JρA1,M(A1(f (x)) − ρS(p(x), v)),
g(y) = JλA2,N (A2(g(y)) − λT (u, q(y))),
(3.7)
where ρ > and λ > 0 are two constants.
Remark 3.1. The equality (3.7) can be written as{
x = (1 − μ)x + μ[x − f (x) + JρA1,M(A1(f (x)) − ρS(p(x), v))],
y = (1 − ν)y + ν[y − g(y) + JλA2,N (A2(g(y)) − λT (u, q(y)))],
(3.8)
where 0 < μ,ν  1 are two parameters and ρ,λ > 0 are constants. This fixed point formulation
enables us to suggest the following iterative algorithm.
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in the problem (2.1). For any given (x0, y0) ∈H1 ×H2, we choose u0 ∈ E(x0), v0 ∈ F(y0) and
let
x1 = (1 − μ)x0 + μ
[
x0 − f (x0) + JρA1,M
(
A1
(
f (x0)
)− ρS(p(x0), v0))]+ μd0,
y1 = (1 − ν)y0 + ν
[
y0 − g(y0) + JλA2,N
(
A2
(
g(y0)
)− λT (u0, q(y0)))]+ νe0.
Since u0 ∈ E(x0) and v0 ∈ F(y0), for any x1 ∈ H1, y1 ∈ H2, by Nadler [9], there exist u1 ∈
E(x1), v1 ∈ F(y1) such that
‖u0 − u1‖ (1 + 1)Hˆ1
(
E(x0),E(x1)
)
,
‖v0 − v1‖ (1 + 1)Hˆ2
(
F(y0),F (y1)
)
.
Let
x2 = (1 − μ)x1 + μ
[
x1 − f (x1) + JρA1,M
(
A1
(
f (x1)
)− ρS(p(x1), v1))]+ μd1,
y2 = (1 − ν)y1 + ν
[
y1 − g(y1) + JλA2,N
(
A2
(
g(y1)
)− λT (u1, q(y1)))]+ νe1.
Continuing this way, we can obtain the sequences {xn}, {yn} satisfying{
xn+1 = (1 − μ)xn + μ[xn − f (xn) + JρA1,M(A1(f (xn)) − ρS(p(xn), vn))] + μdn,
yn+1 = (1 − ν)yn + ν[yn − g(yn) + JλA2,N (A2(g(yn)) − λT (un, q(yn)))] + νen
(3.9)
and choose un+1 ∈ E(xn+1) and vn+1 ∈ F(yn+1) such that{
‖un − un+1‖ (1 + (n + 1)−1)Hˆ1(E(xn),E(xn+1)),
‖vn − vn+1‖ (1 + (n + 1)−1)Hˆ2(F (yn),F (yn+1)),
n = 0,1,2, . . . , (3.10)
where 0 < μ,ν  1 are two parameters and ρ,λ > 0 are constants, dn ∈H1, en ∈H2 (n 0) are
errors to take into account a possible inexact computation of the resolvent operator point, and
Hˆi (·,·) is the Hausdorff pseudo-metric on 2Hi for i = 1,2.
Remark 3.2. If we choose suitable μ, ν, dn, en, A1, A2, M , N , S, T , p,f , q,g, E, F and
H1, H2, then Algorithm 3.1 can be degenerated to a number of algorithms involving many
known algorithms which due to classes of variational inequalities, complementarity problems,
and variational inclusions (see, for example, [1–8,12–17,19,20]).
4. Existence and convergence theorems
In this section, we will prove the existence of solutions for problem (3.1) and the convergence
of iterative sequences generated by Algorithm 3.1.
Theorem 4.1. Let H1 and H2 be two real Hilbert spaces. Suppose that A1 :H1 → H1 is r1-
strongly monotone and α1-Lipschitz continuous, and A2 :H2 →H2 is r2-strongly monotone and
α2-Lipschitz continuous, M :H1 → 2H1 is A1-monotone with constant m1 and N :H2 → 2H2 is
A2-monotone with constant m2, S :H1 ×H2 →H1 is a single-valued mapping such that S(·,y)
is (γ, r)-relaxed cocoercive with respect to A1 and σ -Lipschitz continuous in the first variable
and S(x,·) is -Lipschitz continuous in the second variable for all (x, y) ∈H1 ×H2, T :H1 ×
H2 →H2 is a nonlinear mapping such that T (x,·) is (δ, s)-relaxed cocoercive with respect to
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first variable for all (x, y) ∈H1 ×H2. Let p :H1 →H1 be κ-Lipschitz continuous, q :H2 →H2
be ς -Lipschitz continuous, f :H1 → H1 be π -strongly monotone and -Lipschitz continuous,
g :H2 →H2 be  -strongly monotone and ε-Lipschitz continuous, E :H1 → C(H1) be ξ -Hˆ1-
Lipschitz continuous, F :H2 → C(H2) be η-Hˆ2-Lipschitz continuous, where C(Hi ) denotes the
collection of all closed subsets of Hi for i = 1,2. If, in addition, for every parameters μ,ν ∈
(0,1], there exist positive constants ρ and λ such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
k1 =
√
1 − 2π + 2 +
√
α21
2−2ρr2+2ργ κ2+ρ2σ 2κ2
r1−ρm1 < 1,
k2 =
√
1 − 2 + ε2 +
√
α22ε
2−2λsε2+2λδς2+λ2β2ς2
r2−λm2 < 1,
λνξτ < μ(1 − k1)(r2 − λm2), ρμη < ν(1 − k2)(r1 − ρm1),∑∞
i=1 ‖di − di−1‖k−i < ∞,
∑∞
i=1 ‖ei − ei−1‖k−i < ∞, ∀k ∈ (0,1),
limn→∞ dn = limn→∞ en = 0,
(4.1)
then the iterative sequences {xn}, {yn}, {un} and {vn} generated by Algorithm 3.1 converge
strongly to x∗, y∗, u∗ and v∗, respectively, and (x∗, y∗, u∗, v∗) is a solution of the system of
nonlinear multivalued variational inclusion problem (3.1).
Proof. From (3.9) and Lemma 2.1, we have
‖xn+1 − xn‖
= ∥∥(1 − μ)xn + μ[xn − f (xn) + JρA1,M(A1(f (xn))− ρS(p(xn), vn))]
+ μdn −
{
(1 − μ)xn−1 + μ
[
xn−1 − f (xn−1)
+ JρA1,M
(
A1
(
f (xn−1)
)− ρS(p(xn−1), vn−1))]+ μdn−1}∥∥
 (1 − μ)‖xn − xn−1‖ + μ
∥∥xn − xn−1 − (f (xn) − f (xn−1))∥∥
+ μ∥∥JρA1,M(A1(f (xn))− ρS(p(xn), vn))
− JρA1,M
(
A1
(
f (xn−1)
)− ρS(p(xn−1), vn−1))∥∥+ μ‖dn − dn−1‖
 (1 − μ)‖xn − xn−1‖ + μ
∥∥xn − xn−1 − (f (xn) − f (xn−1))∥∥
+ μ
r1 − ρm1
∥∥A1(f (xn))− A1(f (xn−1))− ρ[S(p(xn), vn)− S(p(xn−1), vn)]∥∥
+ ρμ
r1 − ρm1
∥∥S(p(xn−1), vn)− S(p(xn−1), vn−1)∥∥+ μ‖dn − dn−1‖. (4.2)
Since f is π -strongly monotone and -Lipschitz continuous, F is η-Hˆ2-Lipschitz continuous,
A1 is α1-Lipschitz continuous, p is κ-Lipschitz continuous and S(·,y) is (γ, r)-relaxed cocoer-
cive with respect to A1 and σ -Lipschitz continuous in the first variable and S(x,·) is -Lipschitz
continuous in the second variable for all (x, y) ∈H1 ×H2, from (3.10) we get∥∥xn − xn−1 − (f (xn) − f (xn−1))∥∥2
= ‖xn − xn−1‖2 − 2
〈
xn − xn−1, f (xn) − f (xn−1)
〉+ ∥∥f (xn) − f (xn−1)∥∥2

(
1 − 2π + 2)‖xn − xn−1‖2, (4.3)∥∥S(p(xn−1), vn)− S(p(xn−1), vn−1)∥∥
 ‖vn − vn−1‖ (1 + n−1)Hˆ
(
F(yn),F (yn−1)
)
 η
(
1 + n−1)‖yn − yn−1‖ (4.4)
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= ∥∥A1(f (xn))− A1(f (xn−1))∥∥2 + ρ2∥∥S(p(xn), vn)− S(p(xn−1), vn)∥∥2
− 2ρ〈S(p(xn), vn)− S(p(xn−1), vn),A1(f (xn))− A1(f (xn−1))〉
 α21
∥∥f (xn) − f (xn−1)∥∥2 + ρ2σ 2∥∥p(xn) − p(xn−1)∥∥2
− 2ρ[−γ ∥∥p(xn) − p(xn−1)∥∥2 + r∥∥f (xn) − f (xn−1)∥∥2]
= (α21 − 2ρr)∥∥f (xn) − f (xn−1)∥∥2 + (ρ2σ 2 + 2ργ )∥∥p(xn) − p(xn−1)∥∥2

(
α21
2 − 2ρr2 + 2ργ κ2 + ρ2σ 2κ2)‖xn − xn−1‖2. (4.5)
From (4.2)–(4.5), we have
‖xn+1 − xn‖
[
(1 − μ) + μ
√
1 − 2π + 2
+ μ
r1 − ρm1
√
α21
2 − 2ρr2 + 2ργ κ2 + ρ2σ 2κ2
]
‖xn − xn−1‖
+ ρμη
r1 − ρm1
(
1 + n−1)‖yn − yn−1‖ + μ‖dn − dn−1‖
= θ‖xn − xn−1‖ + bn‖yn − yn−1‖ + μ‖dn − dn−1‖, (4.6)
where
θ = 1 − μ(1 − k1), k1 =
√
1 − 2π + 2 +
√
α21
2 − 2ρr2 + 2ργ κ2 + ρ2σ 2κ2
r1 − ρm1 ,
bn = ρμη
r1 − ρm1
(
1 + n−1).
Similarly, by the assumptions of g,E,A2, q, T (·,·), we can obtain∥∥yn − yn−1 − (g(yn) − g(yn−1))∥∥2  (1 − 2 + ε2)‖yn − yn−1‖2,∥∥T (un, q(yn))− T (un−1, q(yn))∥∥ τ‖un − un−1‖ τ(1 + n−1)Hˆ(E(xn),E(xn−1))
 ξτ
(
1 + n−1)‖xn − xn−1‖, (4.7)∥∥A2(g(yn))− A2(g(yn−1))− λ[T (un−1, q(yn))− T (un−1, q(yn−1))]∥∥2

(
α22ε
2 − 2λsε2 + 2λδς2 + λ2β2ς2)‖yn − yn−1‖2,
and
‖yn+1 − yn‖
 (1 − ν)‖yn − yn−1‖ + ν
∥∥yn − yn−1 − (g(yn) − g(yn−1))∥∥
+ ν
r2 − λm2
∥∥A2(g(yn))− A2(g(yn−1))− λ[T (un−1, q(yn))
− T (un−1, q(yn−1))]∥∥
+ λν ∥∥T (un, q(yn))− T (un−1, q(yn))∥∥+ ν‖en − en−1‖r2 − λm2
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[
(1 − ν) + ν
√
1 − 2 + ε2
+ ν
r2 − ρm2
√
α22ε
2 − 2λsε2 + 2λδς2 + λ2β2ς2
]
‖xn − xn−1‖
+ λνξτ
r2 − ρm2
(
1 + n−1)‖xn − xn−1‖ + ν‖en − en−1‖
= ϑ‖yn − yn−1‖ + an‖xn − xn−1‖ + ν‖en − en−1‖, (4.8)
where
ϑ = 1 − ν(1 − k2), k2 =
√
1 − 2 + ε2 +
√
α22ε
2 − 2λsε2 + 2λδς2 + λ2β2ς2
r2 − λm2 ,
an = λνξτ
r2 − λm2
(
1 + n−1).
Now (4.6) and (4.8) imply that
‖xn+1 − xn‖ + ‖yn+1 − yn‖
 (an + θ)‖xn − xn−1‖ + (bn + ϑ)‖yn − yn−1‖
+ μ‖dn − dn−1‖ + ν‖en − en−1‖
 tn
(‖xn − xn−1‖ + ‖yn − yn−1‖)+ μ‖dn − dn−1‖ + ν‖en − en−1‖, (4.9)
where
tn = max{an + θ, bn + ϑ}, ∀n = 1,2, . . . .
Letting t = max{a + θ, b + ϑ}, where
a = ν · λξτ
r2 − λm2 , b = μ ·
ρη
r1 − ρm1 ,
then tn → t , an → a and bn → b as n → ∞. From condition (4.1), we know that 0 < t < 1 and
hence there exist n0 > 0 and t0 ∈ (t,1) such that tn  t0 for all n n0. Therefore, it follows from
(4.9) that
‖xn+1 − xn‖ + ‖yn+1 − yn‖
 tn0
(‖xn − xn−1‖ + ‖yn − yn−1‖)+ μ‖dn − dn−1‖ + ν‖en − en−1‖, ∀n n0.
This implies that
‖xn+1 − xn‖ + ‖yn+1 − yn‖ tn−n00
(‖xn0+1 − xn0‖ + ‖yn0+1 − yn0‖)
+ μ
n−n0∑
j=1
t
j−1
0 ιn−(j−1) + ν
n−n0∑
j=1
t
j−1
0 ln−(j−1), ∀n n0,
where ιn = ‖dn − dn−1‖, ln = ‖en − en−1‖ for all n > n0. Hence, for any m n > n0, we have
‖xm − xn‖ + ‖ym − yn‖

m−1∑(‖xi+1 − xi‖ + ‖yi+1 − yi‖)
i=n
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m−1∑
i=n
t
i−n0
0
(‖xn0+1 − xn0‖ + ‖yn0+1 − yn0‖)
+ μ
m−1∑
i=n
[
i−n0∑
j=1
t
j−1
0 ιi−(j−1)
]
+ ν
m−1∑
i=n
[
i−n0∑
j=1
t
j−1
0 li−(j−1)
]

m−1∑
i=n
t
i−n0
0
(‖xn0+1 − xn0‖ + ‖yn0+1 − yn0‖)
+ μ
m−1∑
i=n
t i0
[
i−n0∑
j=1
ιi−(j−1)
t
i−(j−1)
0
]
+ ν
m−1∑
i=n
t i0
[
i−n0∑
j=1
li−(j−1)
t
i−(j−1)
0
]
. (4.10)
Since
∑∞
i=1 ιik−i < ∞ and
∑∞
i=1 lik−i < ∞ for all k ∈ (0,1), and t0 < 1, it follows from (4.10)
that ‖xm − xn‖ → 0 and ‖ym − yn‖ → 0, as n → ∞, and so {xn} and {yn} are both Cauchy
sequences inH1 andH2, respectively. Thus, there exist x∗ ∈H1 and y∗ ∈H2 such that xn → x∗
and yn → y∗ as n → ∞.
Now we prove that un → u∗ ∈ E(x∗) and vn → v∗ ∈ F(y∗). In fact, it follows from (4.4) and
(4.7) that {un} and {vn} are also Cauchy sequences. Let un → u∗ and vn → v∗, respectively. In
the sequel, we will show that u∗ ∈ E(x∗) and v∗ ∈ F(y∗). Noting un ∈ E(xn), we have
d
(
u∗,E
(
x∗
))= inf{‖un − z‖: z ∈ E(x∗)} ∥∥u∗ − un∥∥+ d(un,E(x∗))

∥∥u∗ − un∥∥+ Hˆ(E(xn),E(x∗)) ∥∥u∗ − un∥∥+ ξ∥∥xn − x∗∥∥→ 0.
Hence d(u∗,E(x∗)) = 0 and therefore u∗ ∈ E(x∗). Similarly, we can prove that v∗ ∈ F(y∗).
By continuity, (3.9) and limn→∞ dn = limn→∞ en = 0, it is easy to see that x∗, y∗, u∗, v∗
satisfy the following relation:{
f (x∗) = JρA1,M(A1(f (x∗)) − ρS(p(x∗), v∗)),
g(y∗) = JλA2,N (A2(g(y∗)) − λT (u∗, q(y∗))).
It follows from Lemma 3.1 that (x∗, y∗, u∗, v∗) is a solution of the system of generalized multi-
valued variational inclusion problem (3.1). This completes the proof. 
From Theorem 4.1, we have the following result associated with H -monotone operators.
Theorem 4.2. Suppose that H1, H2, p, q , f , g, E and F are the same in Theorem 4.1. Let
H1 :H1 →H1 be r1-strongly monotone and α1-Lipschitz continuous, and H2 :H2 →H2 be r2-
strongly monotone and α2-Lipschitz continuous, M :H1 → 2H1 be H1-monotone and N :H2 →
2H2 be H2-monotone, S :H1 ×H2 →H1 be a single-valued mapping such that S(·,y) is (γ, r)-
relaxed cocoercive with respect to H1 and σ -Lipschitz continuous in the first variable and S(x,·)
is -Lipschitz continuous in the second variable for all (x, y) ∈H1 ×H2, T :H1 ×H2 →H2
be a nonlinear mapping such that T (x,·) is (δ, s)-relaxed cocoercive with respect to H2 and
β-Lipschitz continuous in the second variable and T (·,y) is τ -Lipschitz continuous in the first
variable for all (x, y) ∈ H1 × H2. If for every parameters μ,ν ∈ (0,1], there exist positive
constants ρ and λ such that
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
k1 =
√
1 − 2π + 2 + r−11
√
α21
2 − 2ρr2 + 2ργ κ2 + ρ2σ 2κ2 < 1,
k2 =
√
1 − 2 + ε2 + r−12
√
α22ε
2 − 2λsε2 + 2λδς2 + λ2β2ς2 < 1,
λνξτ < μr2(1 − k1), ρμη < νr1(1 − k2),∑∞
i=1 ‖di − di−1‖k−i < ∞,
∑∞
i=1 ‖ei − ei−1‖k−i < ∞, ∀k ∈ (0,1),
limn→∞ dn = limn→∞ en = 0,
and the resolvent operators JρH1,M and J
λ
H2,N
are the same as in Lemma 2.2, μ,ν, ρ,λ, dn, en
are the same as in (3.9), then the iterative sequences {xn}, {yn}, {un} and {vn} generated by the
following iteration:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
xn+1 = (1 − μ)xn + μ[xn − f (xn) + JρH1,M(A1(f (xn)) − ρS(p(xn), vn))] + μdn,
yn+1 = (1 − ν)yn + ν[yn − g(yn) + JλH2,N (A2(g(yn)) − λT (un, q(yn)))] + νen,
un+1 ∈ E(xn+1), ‖un − un+1‖ (1 + (n + 1)−1)Hˆ1(E(xn),E(xn+1)),
vn+1 ∈ F(yn+1), ‖vn − vn+1‖ (1 + (n + 1)−1)Hˆ2(F (yn),F (yn+1)),
n = 0,1,2, . . . ,
(4.11)
converge strongly to x∗, y∗, u∗ and v∗, respectively, and (x∗, y∗, u∗, v∗) is a solution of the
problem (3.1).
Remark 4.1. From Theorems 4.1 and 4.2, we can get the existence and convergence results of
solutions for the problems (3.2)–(3.6). Our results improve and generalize many known corre-
sponding results of [1,2,4,14,16,20].
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