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Zusammenfassung
In der folgenden Arbeit werden Eigenschaften von Verzweigungsprozessen in zuf¨ alliger Umgebung
(engl. Branching processes in random environment, kurz BPREs) untersucht. Das Modell geht auf
[SW69] und [AK71] zur¨ uck. Ein BPRE ist ein einfaches mathematisches Modell f¨ ur die Entwicklung
einer Population von apomiktischen6 Individuen in diskreter Zeit, wobei die Umgebungsbedingungen
einen Einﬂuß auf den Fortpﬂanzungserfolg der Individuen haben. Dabei wird angenommen, dass die
Umgebungsbedingungen in den einzelnen Generationen zuf¨ allig sind, und zwar unabh¨ angig und identisch
verteilt von Generation zu Generation. Man denke z.B. an eine Population von Pﬂanzen mit einem
einj¨ ahrigen Zyklus, die in jedem Jahr anderen Witterungsbedingungen ausgesetzt sind, wobei angenom-
men wird, dass diese sich unabh¨ angig und identisch verteilt ¨ andern.
Genauer bezeichnen wir eine unendliche Folge von unabh¨ angig, identisch verteilten Zufallsvariablen
Q1,Q2,..., die Werte im Raum ∆ aller Wahrscheinlichkeitsverteilungen auf N0 annehmen, als eine Umge-
bung Π = (Q1,Q2,...). Ein BPRE wird dann wie folgt deﬁniert:
Deﬁnition. Sei Π = (Q1,Q2,...). Dann bezeichnen wir (Zn)n∈N0 als Verzweigungsprozess in
zuf¨ alliger Umgebung, falls f¨ ur alle z,k ∈ N0 die Populationsgr¨ oße Zk in Generation k, gegeben
Zk−1 = z und gegeben Π = (q1,q2,...), wie die Summe von z-vielen unabh¨ angig, identisch verteilten
Zufallsvariablen verteilt ist, d.h.:
L(Zk|Zk−1 = z,Π = (q1,q2,···)) = L(ξ1 + ··· + ξz) ,
wobei ξ1,ξ2,...,ξz unabh¨ angige Zufallsvariablen mit Verteilung qk−1 sind.
Als Hilfsmittel deﬁniert man die zugeh¨ orige Irrfahrt.
Deﬁnition. Seien Π = (Q1,Q1,...) eine Umgebung und
Xn := log
∞ X
y=0
yQn({y}), n ≥ 1 .
Die Irrfahrt S = (S0,S1,...) mit Anfangszustand S0 = 0 und Zuw¨ achsen Xn = Sn − Sn−1, n ≥ 1, heißt
zugeh¨ orige Irrfahrt f¨ ur den Prozess (Zn)n∈N0.
Die zugeh¨ orige Irrfahrt bestimmt den Erwartungswert des Prozesses, bedingt auf die Umgebung:
E[Zn|Z0,Π] = Z0 eSn f.s.
Verzweigungsprozesse in zuf¨ alliger Umgebung werden, ¨ ahnlich wie gew¨ ohnliche Galton-Watson Prozesse,
in superkritische (E[X] > 0), kritische (E[X] = 0) und subkritische Prozesse (E[X] < 0) unterteilt. Kri-
tische und subkritische Prozesse sterben f.s. aus (siehe Kapitel 1).
Bereits in den Arbeiten [Koz76] und [Afa80] wird ein interessantes Verhalten von BPREs im subkritischen
Fall beschrieben, zun¨ achst jedoch nur f¨ ur Nachkommenverteilungen mit gebrochen-linearen Erzeugenden-
funktionen. In diesem Fall l¨ asst sich die Erzeugendenfunktion von Zn, bedingt auf die Umgebung, explizit
berechnen. Im subkritischen Fall gibt es drei verschiedene Regime von Verzweigungsprozessen, die sich in
der Asymptotik der ¨ Uberlebenswahrscheinlichkeit und im Verhalten des Prozesses, bedingt auf ¨ Uberleben
(d.h. bedingt auf {Zn > 0}, n ∈ N), unterscheiden. In sp¨ ateren Arbeiten, z.B. [GKV03], [AGKV05b],
[AGKV05a] und [ABKV10] wird dies detailliert beschrieben und unter schwachen Voraussetzungen an
die Nachkommenverteilungen und die Verteilung von X gezeigt. Man unterscheidet den schwach sub-
kritischen (E[XeX] > 0), den intermedi¨ ar subkritischen (E[XeX] = 0) und den stark subkritischen Fall
(E[XeX] < 0). Einige bekannte Resultate der letzten Jahre werden in Kapitel 2 vorgestellt.
In [AGKV05b] wird gezeigt, dass Z im stark subkritischen Fall, bedingt auf ¨ Uberleben, zu allen Zeiten
klein bleibt und im Grenzwert als Markovkette beschrieben werden kann. Die ¨ Uberlebenswahrscheinlichkeit
P(Zn > 0) f¨ allt exponentiell schnell ab, und zwar mit Ordnung E[eX]n.
Der schwach subkritische Fall wird in [ABKV10] beschrieben. Auch in diesem Fall f¨ allt P(Zn > 0) ex-
ponentiell schnell ab, ist aber von derselben Ordnung wie P(min{S0,...,Sn} ≥ 0). Unter geeigneten
6d.h. sich ungeschlechtlich fortpﬂanzendenVI Zusammenfassung
Voraussetzungen konvergiert der mit dem Erwartungswert skalierte Verzweigungsprozess, bedingt auf
¨ Uberleben, in Verteilung gegen eine Exkursion einer Brown’schen Bewegung. Dies bedeutet, dass Zk,
bedingt auf {Zn > 0}, sowohl f¨ ur k nahe Null als auch f¨ ur k nahe n beschr¨ ankt bleibt. Dazwischen
nimmt Zk sehr große Werte an und folgt seinem Erwartungswert, bis auf eine zuf¨ allige Konstante, auf
v¨ ollig deterministische Art und Weise. Hier kommt das starke Gesetz der großen Zahl zum Tragen.
Die Untersuchung von intermedi¨ ar subkritischen Verzweigungsprozessen, bedingt auf ¨ Uberleben, ist einer
der Hauptteile dieser Dissertation. Aufgrund der Bedingung
E[XeX] = 0
bietet es sich f¨ ur die Beweise an, einen Maßwechsel durchzuf¨ uhren, unter welchem die zugeh¨ orige Irrfahrt
rekurrent wird. Hierzu deﬁnieren wir das Maß P mit Erwartungswert E f¨ ur messbare und beschr¨ ankte
Funktionen Φ : ∆n × Rn → R durch
E[Φ(Q1,...,Qn,Z0,...,Zn)] = γ−nE

Φ(Q1,...,Qn,Z0,...,Zn)eSn−S0
mit
γ = E

eX
.
S ist unter P rekurrent, d.h. E[X] = 0. Wir nehmen an, dass die Verteilung von X folgende Regu-
larit¨ atsbedingung erf¨ ullt:
Annahme 0.1. Die Verteilung von X hat bzgl. P endliche Varianz oder, allgemeiner, liegt im Konver-
genzbereich einer strikt stabilen Verteilung mit Index α ∈ (1,2]. Zudem sei sie nicht-gitterartig.
Außerdem muss eine gewisse Regularit¨ at der Nachkommenverteilungen vorausgesetzt werden. Sie betriﬀt
das sogenannte standardisierte zweite Moment von Q. Dazu deﬁniert man
ζ(a) =
∞ X
y=a
y2Q({y})
.
m(Q)2, a ∈ N .
mit m(Q) =
P∞
y=0 yQ({y}).
Annahme 0.2. Es existieren Konstanten 0 <  < ∞ und a ∈ N, so dass
E[(log
+ ζ(a))α+] < ∞ .
Wie in der Arbeit sp¨ ater ausf¨ uhrlich erkl¨ art wird, erf¨ ullt eine große Klasse von Verteilungen die obige
Bedingung.
Sei
τn := min

0 ≤ k ≤ n|Sk = min{S0,...,Sn}
	
(1)
der Zeitpunkt des ersten Minimums von (S0,...,Sn).
Der folgende Satz wird bereits in [Vat04] gezeigt, jedoch unter etwas st¨ arkeren Voraussetzungen.
Satz 0.1. Unter den Annahmen 0.1 und 0.2 gilt
P(Zn > 0) ∼ γnθP(τn = n)
f¨ ur ein 0 < θ < ∞.
Der n¨ achste Satz beschreibt die Anzahl der Zeiten – bedingt aufs ¨ Uberleben des Prozesses – zu denen
nur noch genau ein Individuum lebt. Dazu nehmen wir an, dass es mit positiver Wahrscheinlichkeit
Verteilungen gibt, unter welchen ein Individuum mit positiver Wahrscheinlichkeit keine oder genau einen
Nachkommen haben kann:
Annahme 0.3.
E

Q({1})Q({0})

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Die Anzahl der Zeitpunkte, zu denen nur noch genau ein Individuum lebt ist dann von der gleichen
Ordnung wie die Anzahl der strikt absteigenden Leiterpunkte einer rekurrenten Irrfahrt, bedingt auf
{τn = n}.
Satz 0.2. Unter den Annahmen 0.1 bis 0.3 gibt es eine schwach variierende Folge b1,b2,..., so dass
E
h
]{k|Zk = 1}


Zn > 0
i
= Θ(bn n1−ρ)
gilt.
Dabei bezeichnet xn = Θ(yn), dass die Folge xn f¨ ur n → ∞ von der gleichen Ordnung wie yn ist. Genauer
gesagt gibt es Konstanten c1,c2 ∈ R+, so dass
c1 ≤ liminf
n→∞
xn
yn
≤ limsup
n→∞
xn
yn
≤ c2 .
Wie bereits durch Satz 0.1 angedeutet wird, konvergiert die zugeh¨ orige Irrfahrt, bedingt aufs ¨ Uberleben
des Prozesses, gegen einen L´ evy-Prozess, der darauf bedingt ist, sein Minimum am Ende anzunehmen.
Satz 0.3. Unter Annahmen 0.1 und 0.2 gilt f¨ ur n → ∞,
L
 
Sbntc/abntc

0≤t≤1

Zn > 0

d → L(L−) ,
in Verteilung bzgl. der Skorohod Metrik, wobei L− einen L´ evy-Prozess bezeichnet, der darauf bedingt ist,
sein Minimum am Ende anzunehmen.
Im intermedi¨ ar subkritischen Fall zeichnet sich also folgendes Bild ab: Der Prozess ¨ uberlebt typischer-
weise in Umgebungen in denen sich die zugeh¨ orige Irrfahrt wie eine rekurrente Irrfahrt verh¨ alt, die darauf
bedingt ist, ihr Minimum am Ende anzunehmen. Das heißt, dass ¨ Uberleben nicht allein dadurch real-
isiert wird, dass der Prozess einer außergew¨ ohnlich ‘g¨ unstigen’ Umgebung7 ausgesetzt ist (wie im schwach
subkritischen Fall) sondern durch ungew¨ ohnlich hohe Nachkommenzahlen innerhalb einer ‘ung¨ unstigen’
Umgebung8. Eine rekurrente Irrfahrt, bedingt darauf ihr Minimum am Ende anzunehmen, kann lange
Exkursionen zwischen den absteigenden Leiterpunkten besitzen. In diesen Perioden folgt der Prozess
seinem Erwartungswert.
Im zweiten Teil der Arbeit werden große Abweichungen behandelt. Die Wahrscheinlichkeit, dass der
Prozess außergew¨ ohlich große Werte annimmt, f¨ allt exponentiell schnell ab. In dieser Arbeit wird die
Ratenfunktion ψ : R → R+ ∪ {∞} bestimmt, die
P(Zn > eθn) = e−ψ(θ)n+o(n)
erf¨ ullt. F¨ ur unsere Untersuchung nehmen wir an, dass eine nichtentartete Ratenfunktion f¨ ur die zugeh¨ orige
Irrfahrt existiert, was durch die sogenannte rechtsseitige Cram´ er-Bedingung sichergestellt wird. Es wird
gefordert, dass die zugeh¨ orige Irrfahrt endliche exponentielle Momente besitzt:
Annahme 0.4. Es existiert ein s > 0, so dass die momentenerzeugende Funktion endlich ist:
ϕ(s) := E

esX
< ∞ .
Insbesondere existiert E[X] ≥ −∞.
F¨ ur subkritische BPREs ist bereits das ¨ Uberleben des Prozesses ein Ereignis mit exponentiell schnell
abfallender Wahrscheinlichkeit. Ein einfaches Subadditivit¨ atsargument liefert allgemein die Existenz des
Grenzwertes
γ := lim
n→∞
−
1
n
logP(Zn > 0) ,
7‘g¨ unstige’ Umgebung bedeutet min{S0,··· ,Sn} ≥ 0
8‘ung¨ unstige’ Umgebung bedeutet, dass das min{S0,··· ,Sn} klein istVIII Zusammenfassung
wobei 0 ≤ γ < ∞.
Sei Λ die Ratenfunktion der zugeh¨ origen Irrfahrt, d.h.
P(Sn ≥ θn) = e−Λ(θ)n+o(n)
mit
Λ(θ) := sup
s≥0

sθ − logϕ(s)
	
.
Wie sich herausstellt, h¨ angt f¨ ur eine große Klasse von Nachkommenverteilungen (diejenigen, bei denen
alle Momente endlich sind) die Ratenfunktion ψ nur von γ und Λ ab.
Von Bedeutung ist die Funktion Γ : R+ → R ∪ {∞}. F¨ ur alle θ ≥ 0 ist Γ durch
Γ := inf
0<t≤1

tγ + (1 − t)Λ(θ/(1 − t))
	
(2)
deﬁniert.
In Kapitel 4.2 wird zun¨ achst der Fall von Nachkommenverteilungen behandelt, deren Tails geometrisch
schnell abfallen, was durch folgende Annahme sichergestellt wird.
Annahme 0.5. Es existieren Konstanten k0 ∈ N0, 0 ≤ a < b und c > 0, so dass Q f.s. Werte in der
Menge aller Wahrscheinlichkeitsverteilungen A ⊂ ∆ mit der folgenden Eigenschaft annimmt:
Falls R Verteilung P und Erwartungswert E[R] = m hat, so gilt
E

(R − j)+
≤ c m

a + m
b + m
j−k0
, j ≥ k0. (3)
Unter dieser Voraussetzung gilt ψ = Γ, d.h.
Satz 0.4. Unter Annahmen 0.4 und 0.5 gilt f¨ ur jedes θ ≥ 0
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −Γ(θ) ,
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −Γ(θ+) .
In Kapitel 4.3 werden Nachkommenverteilungen mit schweren Tails behandelt.
Die folgende Annahme stellt sicher, dass die Tails der Nachkommenverteilungen, gleichm¨ aßig ¨ uber alle
Umgebungen, mindestens mit Exponent β ∈ (1,∞) abfallen:
Annahme 0.6. Es existiert eine Konstante 0 < d < ∞, so dass Q f.s. Werte im Raum der Wahrschein-
lichkeitsverteilungen A ⊂ ∆ mit der folgenden Eigenschaft annimmt:
Falls R Verteilung P und Erwartungswert E[R] = m hat, so gilt f¨ ur alle z > 0
P(R > z |R > 0) ≤ d (m ∧ 1) z−β f.s.
Die Ratenfunktion ψ h¨ angt dann nicht nur von γ und Λ ab, sondern auch von β. Sie ist durch
ψ(θ) = ψγ,β,Λ(θ) := inf
t∈[0,1],s∈[0,θ]
n
tγ + βs + (1 − t)Λ((θ − s)/(1 − t))
o
(4)
deﬁniert.
In Kapitel 4.3 wird dann folgender Satz gezeigt:
Satz 0.5. Falls ein β ∈ (1,∞) existiert mit log(P(Z1 > z))/log(z)
z→∞ −→ −β und zus¨ atzlich Annahme 0.6
f¨ ur dieses β erf¨ ullt ist, so gilt f¨ ur jedes θ ≥ 0
1
n
log(P(Zn ≥ eθn))
n→∞ −→ −ψ(θ).Zusammenfassung IX
Bemerkung. Die erste Annahme in Satz 0.5 stellt sicher, dass mit positiver Wahrscheinlichkeit
Nachommenverteilungen mit schweren Tails auftreten, deren Tails mit Exponent β abfallen.
Mithilfe des obigen Satzes l¨ asst sich Satz 0.4 leicht verallgemeinern:
Satz 0.6. Falls Annahme 0.6 f¨ ur jedes β > 0 erf¨ ullt ist, so gilt f¨ ur jedes θ ≥ 0
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −Γ(θ) ,
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −Γ(θ+) ,
wobei Γ(θ) = inft∈[0,1]{tγ + (1 − t)Λ(θ/(1 − t))}.
In Kapitel 4.3 werden Ereignisse untersucht, deren Wahrscheinlichkeiten exponentiell schnell abfallen und
zwar mit einer Rate, die durch die Ratenfunktion ψ bestimmt wird. Diese Ereignisse k¨ onnen auf ver-
schiedenen Wegen realisiert werden. Der exponentielle Abfall wird jedoch durch den ‘g¨ unstigsten’ Weg
bestimmt. Im Fall von Verteilungen mit schweren Tails und f¨ ur große θ besteht diese ‘optimale Strategie’
daraus, dass zun¨ achst ein Individuum exponentiell viele Nachkommen hat und der Prozess anschließend
in einer g¨ unstigen Umgebung (d.h. hier, dass die zugeh¨ orige Irrfahrt linear w¨ achst) gem¨ aß seinem Er-
wartungswert w¨ achst.
Im stark subkritischen Fall und f¨ ur kleine θ besteht die optimale Strategie daraus, zun¨ achst in einer
ung¨ unstigen Umgebung (d.h. hier, dass die zugeh¨ orige Irrfahrt linear f¨ allt) bis zur Zeit btnc, t ∈ (0,1)
nur zu ¨ uberleben. Der Prozess ¨ uberlebt zwar, bleibt aber beschr¨ ankt. Erst ab dem Zeitpunkt btnc wird
eine g¨ unstige Umgebung realisiert und der Prozess w¨ achst entsprechend seinem Erwartungswert. Dieser
Eﬀekt wird, ebenso wie Sonderf¨ alle, detailliert in Kapitel 4.3.1 beschrieben.
Die Beweise von Satz 0.4 und 0.5 beruhen darauf, als untere Schranke die Wahrscheinlichkeiten entlang
einer ‘optimalen Strategie’ zu maximieren. F¨ ur die obere Schranke wird eine Absch¨ atzung der Tail-
wahrscheinlichkeiten von Zn, bedingt auf die Umgebung, ben¨ otigt. Diese Absch¨ atzung erh¨ alt man ¨ uber
die Berechnung und Absch¨ atzung von Ableitungen von Erzeugendenfunktionen.
In Kapitel 4.4 wird die exponetielle Abfallrate der Wahrscheinlichkeit P(0 ≤ Zn ≤ eθn) f¨ ur superkritische
BPREs (E[X] > 0) im Fall von Nachkommenverteilungen mit gebrochen-linearer Erzeugendenfunktion
bestimmt. In diesem Fall kann die Verteilung von Zn, bedingt auf die Umgebung, explizit berechnet
werden.
Annahme 0.7. Q nimmt P– f.s. Werte in der Menge aller Wahrscheinlichkeitsverteilungen A ⊂ ∆ mit
der folgenden Eigenschaft an:
Sei R eine Zufallsvariable mit Verteilung P. Dann ist f¨ ur s ∈ [0,1] die Erzeugendenfunktion durch
fR(s) := E[sR] = 1 −
1 − s
m
−1
R + 1/2 bRm
−2
R (1 − s)
gegeben, mit mR =
P∞
k=0 kP(R = k) und bR =
P∞
k=0 k(k−1)P(R = k). Zus¨ atzlich existieren Konstanten
0 < c1 < c2 < ∞ (gleichm¨ aßig f¨ ur alle P) so dass
c1 < 1/2 bRm
−2
R < c2 .
Zur Vereinfachung wird angenommen, dass die momentenerzeugende Funktion der Zuw¨ achse der Irrfahrt
f¨ ur alle s ∈ R endlich ist,
ϕ(s) := E[esX] < ∞ f¨ ur alle s ∈ R
und ung¨ unstige Umgebungen auftreten k¨ onnen, d.h. P(X < 0) > 0.
Deﬁniert man die exponentielle Abfallrate der Wahrscheinlichkeit, dass der Prozess ¨ uberlebt, aber beschr¨ ankt
bleibt,
% := − lim
n→∞
1
n
logP(Zn = 1) , (5)X Zusammenfassung
so ist die gesuchte Ratenfunktionn χ durch
χ(θ) := inf
t∈[0,1)

t% + (1 − t)Λ(θ/(1 − t))
	
(6)
gegeben. Dann bestimmt χ im Fall geometrischer Nachkommenverteilungen die exponentielle Abfallrate
von P(0 ≤ Zn ≤ eθn):
Satz 0.7. Es sei E[X] > 0 und Annahme 0.7 erf¨ ullt. Dann gilt f¨ ur alle 0 < θ < E[X]
lim
n→∞
1
n
logP(1 ≤ Zn ≤ eθn) = −χ(θ)
und f¨ ur alle θ ≥ E[X],
lim
n→∞
1
n
logP(Zn ≥ eθn) = −χ(θ) (= Λ(θ)) .
F¨ ur kleine θ besteht nun die optimale Strategie, zu ¨ Uberleben und kleiner als eθn zu bleiben darin, bis
zur Zeit btnc innerhalb einer g¨ unstigen Umgebung beschr¨ ankt zu bleiben. Erst anschließend w¨ achst der
Prozess entsprechend seinem Erwartungswert.
In Kapitel 4.5 werden große Abweichungen, bedingt auf die Umgebung (engl. quenched), untersucht.
Außergew¨ ohnlich große Werte k¨ onnen hier nicht mehr ¨ uber die Umgebung realisiert werden. F¨ ur Nachkom-
menverteilungen mit schweren Tails gilt:
Satz 0.8. Falls limsupz→∞ logP(Z1 > z|Π,Z0 = 1)/logz = −β f.s. f¨ ur ein β ∈ (1,∞) und Annahme
0.6 f¨ ur dieses β erf¨ ullt ist, so gilt f¨ ur jedes θ ≥ (E[X] ∨ 0),
lim
n→∞
1
n
logP(Zn > eθn|Π) =

−β(θ − E[X]) , falls E[X] > 0
−(βθ − E[X]) , falls E[X] ≤ 0 f.s.
Falls alle Nachkommenverteilungen geometrisch beschr¨ ankte Tailwahrscheinlichkeiten besitzen, so gilt:
Satz 0.9. Falls P(Z1 > eθ|Π) > 0 f.s. und Annahme 0.5 erf¨ ullt ist, so gilt f¨ ur jedes θ ≥ (E[X] ∨ 0)
lim
n→∞
1
n
log(−logP(Zn > eθn|Π)) =

θ − E[X] , falls E[X] > 0
θ , falls E[X] ≤ 0 f.s.
Die Wahrscheinlichkeit, außergew¨ ohnlich große Werte zu realisieren, ist von kleinerer als exponentieller
Ordnung.
Zum Abschluss der Dissertation werden Verzeigungsprozesse in zuf¨ alliger Umgebung, bedingt auf ¨ Uberle-
ben, simuliert. Dazu wird eine Konstruktion nach [Gei99] angewendet. Diese erlaubt es, Galton-Watson
B¨ aume in variierender Umgebung, bedingt auf ¨ Uberleben, entlang einer Ahnenlinie zu konstruieren. Der
Fall von Nachkommenverteilungen mit gebrochen-linearen Erzeugendenfunktionen, auf den wir uns in
Kapitel 5 beschr¨ anken, erlaubt die explizite Berechnung der ben¨ otigten Verteilungen. Als Anwendung
von Satz 0.3 k¨ onnen nun intermedi¨ ar subkritische Verzeweigungsprozesse, bedingt auf ¨ Uberleben, wie
folgt simuliert werden: Zun¨ achst wird die Umgebung zuf¨ allig bestimmt, und zwar als Irrfahrt, bedingt
darauf ihr Minimum am Ende anzunehmen. Anschließend wird, der Geiger-Konstruktion folgend, ein
Verzweigungsprozess in dieser Umgebung, bedingt auf ¨ Uberleben, simuliert.
Zum Abschluss wird in einem Ausblick auf aktuelle Forschung verwiesen. Im Anhang beﬁnden sich einige
technische Resultate.Chapter 1
Introduction
1.1 Historical remarks
Think of a population of apomictic9 plants having a one year life cycle. Each year, the weather conditions
(the environment) vary, which inﬂuences the reproductive success of the plants. Given the climate, all
plants reproduce according to the same mechanism. In the simpliﬁed model here, the environment is
assumed to be independently and identically distributed (i.i.d.). Thus, in each generation, an oﬀspring
distribution is chosen at random, independently from one generation to the other. This is the toy model
for a branching process in random environment (BPRE) (see Figure 1.1 for an example).
BPREs have ﬁrst been introduced in [SW69] and [AK71]. Initially, they have mainly been studied under
the assumption of i.i.d. oﬀspring distributions which are geometric or, more generally, have generat-
ing functions which are linear fractional (see [Koz76], [Afa80]). In recent years, the case of general
oﬀspring distributions has attracted attention (compare [GK00], [BGK05], [AGKV05a], [AGKV05b],
[VK08], [Ban09], [Afa10], [ABKV10]), as well as special topics like large deviations, e.g. [Koz06], [BB09]
and [HL10].
A list of older results is [Tan77], [Tan78], [CT84], [Gui85], [Tan88], [GZ91], [Ham92], [Afa93], [Koz95],
[Liu96], [BV97], [DH97a], [Afa97], [VD97],[Afa98], [Afa01a], [VD02], [DGV04], [VD04].
In the next chapter, the mathematical model of a BPRE is described more in detail.
1.2 The model
In this section, the formal deﬁnition of the BPRE described in the preceding paragraph is presented and
some basic properties of the model are described. By ∆ we denote the space of all probability measures
on N0 := {0,1,2,3,...}. Equipped with the metric of total variation10, ∆ is a Polish space. Let Q be a
random variable taking values in ∆. An inﬁnite sequence Π = (Q1,Q2,...) of i.i.d. copies of Q is called
a random environment and Qn the oﬀspring distribution in generation n − 1.
Deﬁnition. A process Z = (Z0,Z1,...) with values in N0 is called a branching process in random
environment Π, if Z0 is independent of Π and if, given Π, Z is a Markov chain and for every n ≥ 1,
z ∈ N0, q1,q2,... ∈ ∆
L
 
Zn|Zn−1 = z,Π = (q1,q2,...)

= L(ξ1 + ··· + ξz) , (1.1)
where ξ1,ξ2,... are i.i.d. random variables with distribution qn.
Zn is called the nth generation size.
Fine properties of Z are mainly determined by an auxiliary process, called associated random walk,
which depends on the mean oﬀspring number in each generation.
9apomoxis: Reproduction without fertilization
10For q1,q2 ∈ ∆, the total variation metric is deﬁned by dTV (q1,q2) :=
P∞
k=0 |q1({k}) − q2({k})|
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Figure 1.1: Illustration of a BPRE with three possible environmental states (taken from the presentation
of Vincent Bansaye, ’Large deviations for branching processes in random environment’, 10. july 2009,
´ Ecole d’´ et´ e de Probabilit´ es, Saint-Flour).
Deﬁnition. Set
Xn := log
∞ X
y=0
y Qn({y}), n ≥ 1 .
The random walk S = (S0,S1,...) with initial state S0 = 0 and increments Xn = Sn − Sn−1, n ≥ 1 is
called associated random walk for the process (Zn)n∈N0.
Notice that the Xn are i.i.d. copies of the logarithmic mean oﬀspring number
X = log
∞ X
y=0
y Q({y}) ,
which is assumed ﬁnite a.s. Thus, the conditioned means of Zn may be written as
E[Zn|Z0 = z,Π] = z eX1 ···eXn
= z eSn a.s. (1.2)
Compare Figure 1.2 for an example.1.2. THE MODEL 3
Z
S
Figure 1.2: Illustration of a BPRE with two possible environmental states (good and bad).
In the theory of classical Galton-Watson processes, three cases are distinguished (see [AK71], p. 8)
according to the mean oﬀspring number
E[Z1|Z0 = 1] > 1 supercritical case
E[Z1|Z0 = 1] = 1 critical case
E[Z1|Z0 = 1] < 1 subcritical case .
For BPREs, a diﬀerent classiﬁcation is needed. The supercritical, critical and subcritical cases are
distinguished according to the drift of the associated random walk (see e.g. [BGK05]). First, if S has
positive drift (i.e. limn→∞ Sn = ∞ a.s., see [Fel87]), E[Zn|Π] → ∞ a.s. as n tends to inﬁnity. This is
called the supercritical case. Second, if S has negative drift (i.e. limn→∞ Sn = −∞ a.s.) the process
is called subcritical. Finally, if S is an oscillating random walk (meaning limsupn→∞ Sn = ∞ a.s. and
liminfn→∞ Sn = −∞ a.s.), the BPRE is called critical.
In the classical works on BPREs ([SW69], [AK71]), it has been assumed that S has ﬁnite mean. Then Z
is called supercritical, subcritical or critical according as E[X] > 0, E[X] < 0 or E[X] = 0. Recently, the
assumption of the existence of E[X] has been dropped (see [AGKV05b] for the strongly subcritical and
[AGKV05a] for the critical case).
A nice survey of the situation in the critical and subcritical cases and an explanation of the heuristics
can be found in [BGK05] which we will recall in the sequel.
The classiﬁcation of BPREs follows the same lines as the distinction of classical Galton-Watson processes,4 CHAPTER 1. INTRODUCTION
although there are diﬀerences which we will explain later. In the critical and subcritical cases, the
population becomes extinct with probability 1. This is an immediate consequence of a ﬁrst moment
estimate. For all m ≤ n,
P(Zn > 0|Π) ≤ P(Zm > 0|Π) ≤ eSm a.s.
and thus
P(Zn > 0|Π) ≤ min
m≤n
eSm = exp
 
min
m≤n
Sm

a.s. (1.3)
For critical and subcritical BPREs, this implies P(Zn > 0|Π) → 0 a.s. and thus P(Zn → 0) = 1. In
contrast to classical Galton-Watson processes, the converse is not always true. Even in the supercritical
case, it may happen that the process dies out a.s. (within only few generations) due to random ﬂuctua-
tions, a fact which will be described more in detail in the next section.
Let us shortly explain the heuristics behind the classiﬁcation of BPREs. For simplicity, assume that
E[X2] < ∞ and that (1.3) gives the correct order of decay of the survival probability (up to a constant),
that is
P(Zn > 0) ∼ c E

exp
 
min
m≤n
Sm

.
It then remains to analyze the asymptotic of E

exp
 
minm≤n Sm

. In the critical case, that is for
E[X] = 0, there will only be a considerable contribution to the expectation if minm≤n Sm is close to zero.
In the ﬁnite variance case, it is well-known that the probability of {minm≤n Sm ≥ 0} is of the order n−1/2
(see e.g. [GKV03]) and we expect
P(Zn > 0) ∼ c P
 
min
1≤m≤n
Sm ≥ 0

∼ c0 n−1/2 .
for some constant c0 > 0. As it will be detailed in the next section, this result is also true in a more
general context and does not require ﬁnite variance of the associated random walk.
Introduce
Mn := max
1≤j≤n
Sj
Ln := min
1≤j≤n
Sj .
By τn, we denote the ﬁrst time, when the minimum of S0,...,Sn is attained
τn := min{0 ≤ k ≤ n|Sk = min{S0,...,Sn}} n ≥ 0 . (1.4)
Now consider a subcritical BPRE where the associated random walk has negative drift. Then the prob-
ability of {Ln ≥ 0} is exponentially small and it is more complicated to estimate the asymptotic of
E

exp
 
Ln

. For this, we will use a change of measure and deﬁne
β := sup

0 ≤ s < ∞

E

XesX
= 0
	
. (1.5)
For simplicity, assume that β is ﬁnite and that the supremum is attained. Then
E[XeβX] = 0 .
As it turns out, there are three diﬀerent regimes, depending on β. Namely, we distinguish the weakly
subcritical (0 < β < 1), the intermediately subcritical (β = 1), and the strongly subcritical case
(β > 1). They are characterized by diﬀerent asymptotics of P(Zn > 0) and diﬀerent limit behavior,
conditioned on survival. New limit theorems for the intermediately subcritical case will be proved in
Chapter 3.
In the following, a major tool will be the change of measure. If we make an exponential change of
measure with parameter β, we get a new measure under which S does not have any drift. More precisely,
let ϕ : Rn+1 × ∆n → R be a bounded and measurable function. Then the probability measure P is
deﬁned by
E

ϕ(Z0,...,Zn,Q1,...,Qn)

:= eγnE

ϕ(Z0,...,Zn,Q1,...,Qn)e−(β∧1)(Sn−S0)
, (1.6)1.2. THE MODEL 5
associated random walk P(Zn > 0) Classiﬁcation
E[X] > 0 P(Zn > 0, ∀n ≥ 0) > 0 11 supercritical
E[X] = 0 P(Zn > 0) ∼ θ1P(Ln ≥ 0) critical
E[X] < 0 P(Zn > 0) ∼ e−γn+o(n) subcritical
Table 1.1: Classiﬁcation of BPREs. The constant 0 < θ1 < ∞ depends on properties of the oﬀspring
distributions, and 0 < γ = − 1
n logE[eLn] (see Lemma 4.3.5 in Chapter 4).
associated random walk P(Zn > 0) ∼ Classiﬁcation
E[XeX] > 0 θ2P(Ln ≥ 0) weakly subcr.
E[XeX] = 0 θ3e−γnP(τn = n) intermediately subcr.
E[XeX] < 0 θ4E[eX]n strongly subcr.
Table 1.2: Classiﬁcation of subcritical BPREs (E[X] < 0). The positive constants θ2,θ3 and θ4 depend
on properties of the oﬀspring distributions, and 0 < γ = − 1
n logE[eLn] (see Lemma 4.3.5 in Chapter 4).
with
γ := −logE

e(β∧1)X
. (1.7)
In the weakly and intermediately subcritical cases, (1.5) translates to E[X] = 0 and S becomes a recurrent
random walk under P. The change of measure then allows us to use many important properties of
recurrent random walks. In the strongly subcritical case (β > 1), E[X] < 0, thus S has also a negative
drift with respect to P. There, it is not suitable to change to a measure under which S is recurrent. This
will become clear later. We only give the heuristics here (see [BGK05]) and assume that (1.3) gives the
right order of (up to a constant) decay of the survival probability. Then the change of measure yields
(with some positive constant c)
P(Zn > 0) ∼ c e−γn E[eLn−(β∧1)Sn] .
There will only be a considerable contribution to the expectation if Ln −(β ∧1)Sn is close to zero. Now
there are three diﬀerent cases:
• 0 < β < 1. Then, Ln −βSn will only be small if both Ln and Sn are close to zero. The probability
of having such an excursion of length n is (up to a constant factor) asymptotically equal to n−3/2
for a zero mean and ﬁnite variance random walk (see e.g. [GKV03]). Thus here, one expects
E[eLn−βSn] ≈ n−3/2 .
• β = 1. Here, Ln−βSn will be small if Ln and Sn are close to each other which essentially is the case if
the random walk has its minimum close to the end, {τn = n}. By duality, P(τn = n) = P(Mn < 0).
It is known for zero mean and ﬁnite varinance random walks that the latter probability is of the
order n−1/2 (see e.g. [GKV03]). Thus
E[eLn−Sn] ≈ n−1/2 .
• β > 1. In this case, E[X] < 0. Since for a random walk with negative drift, Ln − Sn will be of
constant order, one expects
E[eLn−Sn] ≈ const.
In the strongly subcritical case, the probability of survival decreases with the same order as the ex-
pected generation size, E[Zn|Z0 = 1] = E[eSn] = E[eX]n. This resembles the behavior of subcritical
11under an additional assumption on Q({0})6 CHAPTER 1. INTRODUCTION
Galton-Watson processes. However, BPREs are not classiﬁed according to the expected generation size
E[Zn] = E[eX]n. If E[eX] > 1, the process may be supercritical, critical or weakly subcritical, depending
on the distribution of X. E[eX] < 0 only implies that the BPRE is subcritical.
Table 1.1 and 1.2 summarize the classiﬁcation (for simplicity assume that the oﬀspring distributions
have ﬁnite variance and that E[|X|] < ∞ and E[|X|eX] < ∞; the results hold true under more general
conditions, but we refrain from giving details here).
The diﬀerent regimes of BPREs will be characterized in the next chapter by recalling some known results.
The intermediately subcritical case is studied in Chapter 3. There, new limit theorems will be proved
which describe properties of an intermediately subcritical BPRE, conditioned on survival. In Chapter
4, large deviations of BPREs are analyzed, both for oﬀspring distributions with geometrically bounded
tails as well as for heavy-tailed oﬀspring distributions. In Chapter 4.4, a short outlook on the problem of
analyzing lower deviations of supercritical BPREs is provided. In Chapter 4.5, upper large deviations of
Z, conditioned on the environment (the so-called quenched approach), are studied. Finally, in Chapter
5 a simulation algorithm for conditioned BPREs is explained and in Chapter 6, a short outlook on current
research is presented. Some technical results are proved in the appendix.Chapter 2
Classiﬁcation and known results for
BPREs
In the following, for sequences (dn) and (mn), we use the notation dn ∼ mn if dn/mn → 1 as n → ∞.
All limit theorems presented in this chapter are under the law P (i.e. averaged over the environment)
which is what is called the annealed approach. In contrast to this, under the quenched approach,
limit theorems conditioned on the environment Π are developed.
2.1 The supercritical case
Suppose that E[|X|] < ∞ and E[X] > 0, that is S has a positive drift. In the case of classical Galton-
Watson processes, supercritical processes have a positive survival probability. For BPREs, the random
ﬂuctuations of the environment can cause a.s. extinction of the process even if E[X] > 0. For the survival
of the process, an additional integrability condition for the probability that an individual has no oﬀspring,
Q({0}), is needed. The following theorem is proved in [SW69] and [Smi68].
Theorem 2.1.1. (Smith and Wilkinson (1968/69)) Suppose E[|X|] < ∞. Then the BPRE (Zn)n∈N0
has a positive survival probability,
lim
n→∞
P(Zn > 0) > 0 ,
iﬀ
E[X] > 0 and E
h
log
 
1 − Q({0})
i
> −∞ . (2.1)
The second condition in (2.1) assures that catastrophic events, meaning the probability of an individual
having no oﬀspring is very close to one, are suﬃciently improbable. Heuristically, if the second condition
in (2.1) is not met, the process will die out a.s. due to such ’catastrophes’ within a few generations.
For a simple example when (2.1) is not fulﬁlled, consider the set of distributions A ⊂ ∆ with just one
free parameter, only putting mass onto two points: for all q ∈ A, l := 1 − q(0) ∈ (0,1) and q(d2/le) = l.
Thus the mean of this distribution is
mq = d2/le · l > 1 .
Now the parameter is chosen at random according to the following distribution with parameter α ∈ (0,1),
P(L ≤ x) = c (−log(x))−α ,
where c > 0 is the norming constant. Then E[X] = E

log
 
d2/Le · L

> 0 and
E
h
log
 
1 − Q({0})
i
= E[logL] = −∞ .
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2.2 The critical case
The critical case is treated in several papers (see [Koz76], [Afa93], [Afa97], [GK00], [AGKV05a], [BDKV10]).
The following simulation with R 12 gives a ﬁrst impression of the situation in the critical case. Survival of
the process is essentially realized by a ‘good’ environment (i.e. {Ln ≥ 0}). Conditioned on survival until
generation n, S behaves like a random walk conditioned on staying positive and Z exhibits supercritical
growth. This will be described more in detail by the theorems presented in this section.
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Figure 2.1: Example: A critical BPRE with geometric oﬀspring distributions.
Here, we recall some results from [AGKV05a] on the asymptotic of the survival probability and the
asymptotic behavior of the process, conditionend on survival. The following theorems are proved under
the assumption that the associated random walk fulﬁlls Spitzer’s condition, that is
Assumption 2.1. There exists a number 0 < ρ < 1 such that
1
n
n X
m=1
P(Sm > 0) → ρ as n → ∞ .
It says that the expected proportion of time that S spends within the positive real half line up to time
n, converges as n → ∞ to some value in (0,1). Any random walk fulﬁlling Assumption 2.1 is of the
oscillating type.
Next we deﬁne renewal function
u(x) :=

1 +
P∞
k=1 P(−Sk ≤ x,Mk < 0) , if x ≥ 0
0 , else . (2.2)
12see the R Projekt for Statistical Computing, www.r-project.org2.2. THE CRITICAL CASE 9
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Figure 2.2: Example: Associated random walk S for the BPRE displayed in Figure 2.1.
The function u will be explained in detail later. Here just note that for any oscillating random walk,
E[u(x + X)] = u(x) , x ≥ 0 . (2.3)
Furthermore, one needs some regularity of the oﬀspring distributions Q. For this, we introduce the
standardized truncated second moment of Q,
ζ(a) :=
∞ X
y=a
y2Q({y})/m(Q)2 , a ∈ N0 , (2.4)
where
m(Q) :=
∞ X
k=0
k Q({k}) .
The second assumption now assures some regularity of the oﬀspring distributions.
Assumption 2.2. For some  > 0 and some a ∈ N0, we assume
E
h 
log
+ ζ(a)
1/ρ+i
< ∞ and E
h
u(X)
 
log
+ ζ(a)
1+i
< ∞ , (2.5)
where log
+ x := log(max(x,1)).
Some examples where Assumption 2.2 is fulﬁlled are:
• Q has uniformly bounded support, i.e. there exists a c < ∞ such that Q({0,1,...,c}) = 1 P–a.s.
In particular, Assumption 2.2 is trivially fulﬁlled for any binary branching process in random envi-
ronment, that is when an individual has either two children ore none.10 CHAPTER 2. CLASSIFICATION AND KNOWN RESULTS FOR BPRES
• By (2.3), E[u(X)] = u(0) < ∞, thus Assumption 2.2 is fulﬁlled if ζ(a) is a.s. bounded from above.
In case of Poisson or geometric distributions, the standardized second factorial moment,
η :=
∞ X
y=0
y(y − 1)Q({y})/m(Q)2 ,
is a constant (η = 1 for a Poisson distribution, η = 2 for a geometric distribution). As
ζ(2)/2 ≤ η ,
Assumption 2.2 is fulﬁlled if Q is a.s. a Poisson or a geometric distribution.
• It is possible to get rid of the renewal function u in Assumption 2.2. It is known that u(x) = O(x)
as x → ∞ (see [Fel87], Chapter XII) and by deﬁnition, u(x) = 0 for x < 0. Thus, using H¨ older’s
inequality, Assumption 2.2 is fulﬁlled if
E[(X+)p] < ∞ and E

(log
+ ζ(a))q
< ∞
for some p > 1 and q > max{ρ−1,p/(p − 1)}.
Alternatively, if one has more regularity of the tails of X, one can replace the assumptions by the following
two conditions.
Assumption 2.3. The distribution of X has ﬁnite variance or (more generally) belongs to the domain
of attraction of some stable law s(·) with index α ∈ (0,2]. The limit law is not a one-sided stable law,
that is, 0 < s(R+) < 1.
This means that there is an increasing sequence of positive numbers
an = n1/αln
with a slowly varying sequence l1,l2,... such that for n → ∞
P(Sn/an ∈ dx) → s(x)dx .
Remark. In general, Assumption 2.1 is less restrictive than Assumption 2.3. However, if X− has ﬁnite
second moment, Assumption 2.3 is equivalent to Spitzer’s condition (cf. [Don77]).
By this gain of regularity, Assumption 2.2 may be relaxed to
Assumption 2.4. For some  > 0 and some a ∈ N0, let
E
h 
log
+ ζ(a)
α+i
< ∞ ,
where log
+ x := log(max(x,1)).
The following theorems have been proved in [AGKV05a]. The ﬁrst one describes the assymptotic of the
nonextinction probability.
Theorem 2.2.1. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume Assumptions 2.1
and 2.2 or 2.3 and 2.4. Then there exists a number 0 < θ < ∞ such that
P(Zn > 0) ∼ θ P(min{S1,...,Sn} ≥ 0) as n → ∞ .
The asymptotic of the nonextinction probability is again – up to the constant factor θ – completely
determined by properties of the associated random walk. The theorem essentially says that survival until
time n is -up to the constant factor- as improbable as the minimum of the associated random walk being
nonnegative. This reﬂects the fact that by (1.3), the nonextinction probability is small if S has a low
minimum. Conditioning on survival, that is on the event {Zn > 0}, is essentially the same as conditioning
on {min{S1,...,Sn} ≥ 0}. A more detailed description of this phenomenon is provided by Theorems
2.2.4 and 2.2.5.
Under Spitzer’s condition (Assumption 2.1), the asymptotic behavior of the minimum of a random walk
is well-known, which leads to the following corollary.2.2. THE CRITICAL CASE 11
Corollary 2.2.2. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume Assumptions 2.1
and 2.2 or 2.3 and 2.4. Then there is a slowly varying sequence l1,l2,... such that
P(Zn > 0) ∼ θ ln n−(1−ρ) , as n → ∞ .
Let us now look at the behavior of the branching process, conditioned on survival. As it turns out,
conditioned on {Zn > 0}, the generation size process Z0,Z1,Z2,... shows a kind of ‘supercritical’ be-
havior. For classical Galton-Watson processes, this means that Zn/eSn converges a.s. to some typically
nondegenerated, positive random variable. In our case, the conditional distribution of the environment
Π, given {Zn > 0}, changes with n.
Thus, the following theorem is formulated for the rescaled generation size process Xr,n = (X
r,n
t )0≤t≤1,
with r ≤ n, r,n ∈ N0. It is deﬁned by
X
r,n
t :=
Zr+b(n−r)tc
eSr+b(n−r)tc , 0 ≤ t ≤ 1 . (2.6)
Theorem 2.2.3. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume Assumptions 2.1
and 2.2 or 2.3 and 2.4. Let r1,r2,... be a sequence of natural numbers such that rn ≤ n and rn → ∞.
Then
L(Xrn,n|Zn > 0)
d → L((Wt)0≤t≤1) as n → ∞ ,
where the limiting process is a stochastic process with a.s. constant paths, that is,
P(Wt = W for all t ∈ [0,1]) = 1 for some random variable W. Furthermore,
P(0 < W < ∞) = 1 .
By
d →, we denote the weak convergence with respect to the Skorohod topology in the space D[0,1] of
c` adl` ag functions13 on the unit interval. By Theorem 2.2.3, again the growth of Z is mainly determined
by the associated random walk, that is by the sequence (eSn)n>0. The process thus exhibits supercritical
behavior. The ﬁne structure of the environment only aﬀects the random variable W.
As mentioned above, conditioning on {Zn > 0} aﬀects the environment and thus changes the behavior
of S. The following two theorems describe this phenomenon. Recall that by τn, we denote the ﬁrst time,
when the minimum of S0,...,Sn is attained (see Deﬁnition (1.4)),
τn := min

i ≤ n|Si = min{S0,...,Sn}
	
, n ≥ 0 .
Theorem 2.2.4. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume Assumptions 2.1
and 2.2 or 2.3 and 2.4. Then, as n → ∞,
L
 
(τn,min{S0,...,Sn})|Zn > 0

converges weakly to some probability measure on N0 × R
−
0 .
This theorem states that, conditioned on survival, the associated random walk has its (global) minimum
at some ﬁnite time.
A more detailed description is proved in the situation of Assumption 2.3.
13continue ` a droite, limite ` a gauche12 CHAPTER 2. CLASSIFICATION AND KNOWN RESULTS FOR BPRES
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Figure 2.3: Example: A simple random walk conditioned to stay nonnegative.
Theorem 2.2.5. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume Assumptions 2.3
and 2.4. Then there exists a slowly varying sequence l1,l2,... such that
L((n−1/αlnSbntc)0≤t≤1|Zn > 0)
d → L(L+) as n → ∞ ,
where L+ denotes the meander of a strictly stable L´ evy process L with index α.
Let us shortly explain the process L+. Convergence of a conditioned Brownian motion to the Brownian
meander has been proved in [DIM77] (see also e.g. [Don85] and [Dur78] for convergence of conditioned
Markov chains). Essentially, L+ is a strictly stable L´ evy process, conditioned to stay positive on the
time intervall (0,1]. L+ is the limiting process of {(n−1/αlnSbntc)0≤t≤1|Ln ≥ 0}. The existence and
characterization of this limit can be found in [Don85]. Figure 2.3 illustrates a random walk conditioned
to stay nonnegative. In case of ﬁnite variance, α = 2, L+ is the meander of a standard Brownian motion.
To sum up, a critical BPRE behaves, conditioned on survival, similar to a supercritical branching process.
Conditioned on survival, the environment is ‘good’, i.e. the rescaled associated random walk converges
to L´ evy process conditioned to stay nonnegative.
2.3 The subcritical cases
2.3.1 The strongly subcritical case
This case has been discussed intensively in [AGKV05a]. Here we recall the main results. The existence
of β (deﬁned in 1.5) is actually not needed. It suﬃces that the following condition is fulﬁlled:
Assumption 2.5.
E[XeX] < 0 .2.3. THE SUBCRITICAL CASES 13
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Figure 2.4: Example: A strongly subcritical BPRE with geometric oﬀspring distributions
See Figures 2.4 and 2.5 for sample simulations with R. Additionally, an integrability condition for the
oﬀspring distributions is required, namely:
Assumption 2.6.
E[Z1 log
+ Z1] < ∞ ,
where log
+ x := log(max(x,1)).
Note that Assumption 2.6 implies E[Z1] = E[m(Q)] < 1 and E[logZ1] = E[logm(Q)] < 0. An assump-
tion on the standardized second factorial moment of Z1, conditioned on Π (see Deﬁnition (2.4)) with
Assumption 2.5 already implies Assumption 2.6. Let for some a > 0,
E[m(Q)log
+ ζ(a)] < ∞ . (2.7)
Then by Jensen’s inequality and the deﬁnition of ζ (see (2.4)),
∞ X
y=1
logy
yQ({y})
m(Q)

≤ aloga + log
 ∞ X
k=a
y2Q({y})
m(Q)

≤ aloga + log
+ m(Q) + log
+ ζ(a) P − a.s.
Multiplying both sides with m(Q) and taking the expectation yields
E[Z1 log
+ Z1] ≤ alogaE[m(Q)] + E[m(Q)log
+ m(Q)] + E[m(Q)log
+ ζ(a)] < ∞ .
For examples where (2.7) is fulﬁlled, we refer to Section 2.2. In particular, (2.7) is abundant if Q is P–a.s.
a geometric or a Poisson distribution. Also note that taking P(Q = q) = 1 for some q ∈ ∆ yields a14 CHAPTER 2. CLASSIFICATION AND KNOWN RESULTS FOR BPRES
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Figure 2.5: Example: Associated random walk S.
classical Galton-Watson process. If m(q) < 1, Assumption 2.5 is fulﬁlled. The second assumption is then
well-known (see e.g. [AN72, p. 45]) to be a suﬃcient condition for
P(Zn > 0) ∼ c E[Zn] = c m(q)n .
Like in the case of classical Galton-Watson processes, the ﬁrst moment estimate already gives the right
decay rate of the survival probability in the strongly subcritical regime (see [GL01], originally proved in
[DH97b] under an additional moment condition).
Theorem 2.3.1. (Guivarc’h and Liu (2001)) Under Assumptions 2.5 and 2.6, there is a 0 < θ ≤ 1
such that
P(Zn > 0) ∼ θ E[Zn] as n → ∞ .
The next theorem, proved in [GKV03], states that – as in the case of subcritical Galton-Watson processes
– the generation size has a weak limit, conditioned on nonextinction.
Theorem 2.3.2. (Geiger, Kersting and Vatutin (2003)) Under Assumptions 2.5 and 2.6, there is
a probability measure υ with weights υz, such that
lim
n→∞
P(Zn = z|Zn > 0) = υz, z ∈ N .
The previous theorem, together with Fatou’s lemma, yields m(υ) ≤ θ−1 < ∞ so that the expectation
with respect to υ is ﬁnite. In fact, as it is proved in [AGKV05a], m(υ) = θ−1. The next theorems
describe the behavior of a strongly subcritical branching process in random environment, conditioned on
survival, more in detail. The following theorem says that, conditioned on nonextinction, the oﬀspring2.3. THE SUBCRITICAL CASES 15
distributions are independent in the limit with respect to P (recall deﬁnition (1.6)). Moreover, excursions
of the associated random walk vanish in the skaling limit. This means that the process does not exhibit
any supercritical behavior, conditioned on survival.
Theorem 2.3.3. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Assume 2.5 and 2.6, let
in,j,n ∈ N,1 ≤ j ≤ k be nonnegative integers with 1 ≤ in,1 < in,2 < ··· < in,k ≤ n, and n − in,k → ∞ as
n → ∞. Then for every k ∈ N and Borel sets B1,...,Bk ⊂ ∆,
lim
n→∞
P(Qin,1 ∈ B1,...,Qin,k ∈ Bk|Zn > 0) =
k Y
j=1
P(Q ∈ Bj) .
Moreover,
L
 
(n−1Sbntc)0≤t≤1

Zn > 0
 d → L
 
(tE[X])0≤t≤1

with respect to the Skorohod topology.
The next result characterizes the dynamics of the generation size process Z, conditioned on nonextinction.
No scaling of Z is necessary, which essentially means that, conditioned on {Zn > 0}, the population stays
small throughout the time intervall from 0 to n. In the special case when Q has linear fractional generating
functions, the following theorem has ﬁrst been obtained in [Afa01b]. A more general version of it has
been established in [AGKV05a].
Theorem 2.3.4. (Afanasyev, Geiger, Kersting and Vatutin (2005)) Under Assumptions 2.5 and
2.6 and for any 0 < t1 < ··· < tk < 1, as n → ∞
L
 
(Zbnt1c,...,Zbntkc)

Zn > 0
 d → (W1,...,Wk) ,
where W1,W2,... are i.i.d. copies of some random variable W with
P(1 ≤ W < ∞) = 1 .
Summing up, survival of the process in the strongly subcritical regime is typically not realized by a
favorable environment (i.e. min{S1,...,Sn} ≥ 0 or bounded), although the environment is more favorable
than it is typically for the unconditioned process (i.e. E[X] > E[X]). In the limit and conditioned on
nonextinction, the associated random walk behaves in a completely deterministic manner and decays
linearly according to its expectation with respect to the measure P and the oﬀspring distributions at
diﬀerent times become independent. Survival is realized by exceptional oﬀspring numbers within this
environment.
2.3.2 The weakly subcritical case
The results in this section are based on joint work with Valery Afanasyev14, G¨ otz Kersting and Vladimir
Vatutin14 and published in [ABKV10]. As it turns out, methods developed in [AGKV05a] for criticality,
can also be used for weak subcriticality. Conditioned on survival, the process exhibits ‘supercritical’
behavior (see Figures 2.6 and 2.7 for simulations).
Let us brieﬂy state the results from [ABKV10]:
Assumption 2.7. The process Z is weakly subcritical, that is there is a number 0 < β < 1 such that
E[XeβX] = 0 .
As explained in Section 1.2, this allows to change to a measure P according to (1.6) and S becomes a
recurrent random walk under P.
As to the regularity of the distribution of X the following assumptions are needed.
Assumption 2.8. The distribution of X has ﬁnite variance with respect to P or (more generally) belongs
to the domain of attraction of some stable law s(·) with index α ∈ (1,2]. It is non-lattice.
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Figure 2.6: Example: Logarithm of the population size of a weakly subcritical BPRE with geometric
oﬀspring distributions.
The last assumption on the environment concerns the standardized truncated second moment of Q. Recall
deﬁnition (2.4),
ζ(a) :=
∞ X
y=a
y2Q({y})
.
m(Q)2 , a ∈ N .
Assumption 2.9. For some ε > 0 and some a ∈ N
E[(log
+ ζ(a))α+ε] < ∞ ,
where log
+ x := log(max(x,1)).
Compare Section 2.2 for examples where this assumption is fulﬁlled.
Now the main results for the weakly subcritical case will be described brieﬂy. The ﬁrst theorem describes
the asymptotic behavior of the nonextinction probability at generation n.
Theorem 2.3.5. (Afanasyev, B., Kersting and Vatutin (2009)) Under Assumptions 2.7 to 2.9,
there exists a number 0 < κ < ∞ such that
P(Zn > 0) ∼ κ P(min(S1,...,Sn) ≥ 0) as n → ∞ .
Recall that, as it has been mentioned in Section 2.2, under Assumption 2.8, there exists an increasing
sequence of positive numbers
an = n1/αln ,2.3. THE SUBCRITICAL CASES 17
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Figure 2.7: Example: Associated random walk S.
with a slowly varying sequence l1,l2,... such that for n → ∞,
P(Sn/an ∈ dx) → s(x)dx .
Then from Theorem 2.3.5, the following corollary results:
Corollary 2.3.6. Under Assumptions 2.7 to 2.9, there is a number 0 < κ0 < ∞ such that
P(Zn > 0) ∼ κ0e−γn
n an
,
where γ = −logE[eβX].
The next theorem yields convergence of the laws of (Zn)n∈N, conditioned on survival.
Theorem 2.3.7. (Afanasyev, B., Kersting and Vatutin (2009)) Under Assumptions 2.7 to 2.9, the
conditional laws L(Zn |Zn > 0), n ≥ 1, converge weakly to some probability distribution on the natural
numbers. Moreover the sequence E[Zϑ
n |Zn > 0] is bounded for any ϑ < β, implying convergence to the
corresponding moment of the limit distribution.
The last theorem describes the limiting behavior of the rescaled generation size process e−SkZk for
rn ≤ k ≤ n − rn, where (rn) is a sequence of natural numbers with rn → ∞ (and rn < n/2). Thus we
consider the process Y n = {Y n
t ,t ∈ [0,1]}, deﬁned by
Y n
t := exp(−Srn+b(n−2rn)tc)Zrn+b(n−2rn)tc .
This process has asymptotic paths of a constant random value. More precisely, the following statement
holds:18 CHAPTER 2. CLASSIFICATION AND KNOWN RESULTS FOR BPRES
Theorem 2.3.8. (Afanasyev, B., Kersting and Vatutin (2009)) Under Assumptions 2.7 to 2.9,
there is a process {Wt,t ∈ [0,1]} such that as n → ∞
L
 
Y n
t ,t ∈ [0,1]

 Zn > 0
 d → L
 
Wt, t ∈ [0,1]

weakly in the Skorohod space D[0,1]. Moreover, there is a random variable W such that Wt = W a.s. for
all t ∈ [0,1] and
P{0 < W < ∞} = 1 .
Weaker versions of these results can be found in [Afa98] and [GKV03].
Thus we have the following scenario in the weakly subcritical case: Conditioned on {Zn > 0}, Z starts
growing in a favorable environment at the beginning and roughly up to time bnc Z exhibits supercritical
growth. It then follows the value of eSk = E[Zk |Π] in a completely deterministic manner, up to a random
factor W > 0. It is due to the fact that Sk takes large values there. This behavior persists as long as S
takes large values. Close to n, in the manner of an excursion (see [DIM77]) S returns to zero and the
environment becomes more and more unfavorable. The values of Z are decreasing so that Z is again
small close to generation n.Chapter 3
The intermediately subcritical case
3.1 Introduction and main results
Here we study the intermediately subcritical case (see Figures 3.1 and 3.2 for simulations). As it already
can be seen from the sample simulation, in contrast to the other cases, the population stays small
throughout most of the time, but still, there are supercritical periods when the population grows very
large. In this chapter, this ‘alternating’ behavior is studied.
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Figure 3.1: Example: An intermediately BPRE Z conditioned on {Z1000 > 0} (based on the simulation
scheme described in Chapter 5).
Assumption 3.1.
E[XeX] = 0 . (3.1)
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Figure 3.2: Example: Associated random walk S for the process in Figure 3.1 (simple random conditioned
on having its minumum at the end).
From (3.1) results E[X] < 0 (except for the degenerated case X = 0 a.s.). By Jensen’s inequality it
follows that (see [AGKV05b])
E[XeX] = E

log(eX) · eX
≥ log

E[eX]

· E[eX]
and thus E[eX] < 1.
As explained in Chapter 1, (3.1) suggests to change to the measure P with expectation E deﬁned by
E[Φ(Q1,...,Qn,Z0,...,Zn)] = γ−nE

Φ(Q1,...,Qn,Z0,...,Zn)eSn−S0
with
γ = E

eX
< 1.
E[X] = 0 follows from (3.1). Thus S becomes a recurrent random walk under P. We need a regularity
assumption for the distribution of X.
Assumption 3.2. The distribution of X has, with respect to P, ﬁnite variance or (more generally)
belongs to the domain of attraction of some strictly stable law with index α ∈ (1,2]. For convenience, it
is non-lattice.
We recall a few consequences of Assumption 3.2 (see e.g. [ABKV10]). There is an increasing sequence of
positive numbers
an = n1/αln3.1. INTRODUCTION AND MAIN RESULTS 21
with a slowly varying sequence l1,l2,... such that
P(Sn/an ∈ dx) → s(x)dx
weakly, where s(x) denotes the density of the limiting stable law. Furthermore, there is a ρ ∈ (0,1),
ρ ≤ α−1 such that
1
n
n X
m=1
P(Sm > 0) → ρ as n → ∞ .
(see e.g. [AGKV05a]). The next assumption concerns the standardized truncated second moment of Q.
Recall from (2.4) that
ζ(a) =
∞ X
y=a
y2Q({y})
.
m(Q)2, a ∈ N ,
where mQ =
P∞
y=0 ymQ({y}).
Assumption 3.3. There are constants 0 <  < ∞ and a ∈ N such that
E

(log
+ ζ(a))α+
< ∞ .
For examples where this assumption is met see Chapter 2.2.
Recall that τn is the time of the ﬁrst minimum of (S0,...,Sn) (see Deﬁnition (1.4) in Chapter 1),
τn := min

0 ≤ k ≤ n|Sk = min{S0,...,Sn}
	
, n ≥ 0 .
The following theorem is proved in [Vat04] under somewhat stronger conditions.
Theorem 3.1.1. Under Assumptions 3.1 to 3.3,
P(Zn > 0) ∼ γnθ P(τn = n)
for some 0 < θ < ∞.
Remark. There is an expression of θ in terms of a sum of expectations with respect to E (see proof of
Theorem 3.1.1, Section 3.4).
Our next theorem describes the number of times – conditioned on survival – when there is only one
individual left. We assume that, with positive probability, there are distributions allowing individuals to
have no child or exactly one child.
Assumption 3.4.
E

Q({1})Q({0})

> 0 .
Then the number of times when there is just one individual left is of the same order as the number of
strictly descending ladder points of an oscillating random walk conditioned on {τn = n}.
Theorem 3.1.2. Under Assumptions 3.1 to 3.4, there is a slowly varying sequence b1,b2,... such that
E
h
]{k|Zk = 1}


Zn > 0
i
= Θ(bn n1−ρ) .
By xn = Θ(yn) we denote that the sequence xn is of the same order as yn as n → ∞. More precisely,
there are constants c1,c2 ∈ R+ such that
c1 ≤ liminf
n→∞
xn
yn
≤ limsup
n→∞
xn
yn
≤ c2 .
As it is already indicated by Theorem 3.1.1, conditioned on nonextinction, the associated random walk
converges to a L´ evy process conditioned on having its minimum at the end.22 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
Theorem 3.1.3. Under Assumptions 3.1, 3.2, and 3.3, as n → ∞,
L
 
Sbntc/abntc

0≤t≤1

Zn > 0

d → L(L†)
in distribution with respect to the Skorohod metric, where L† denotes a L´ evy process conditioned to have
its minimum at the end.
Essentially, this theorem says that for the associated random walk, conditioning on survival of the process
Z is the same as conditioning on having the minumum at the end (see Figure 3.3). Thus, survival of the
process is typically not realized by a ‘favorable’ environment, but by exceptional oﬀspring numbers with
an environment characterized by a recurrent associated random walk having its minimum close to the
end.
Typically, a recurrent random walk conditioned on having its minimum close to the end may have
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Figure 3.3: Example: A simple random walk conditioned to have its minimum at the end.
some long excursions between the strictly descending ladder points. During a long excursion, we expect
that the process may grow very large and exhibits a behavior similiar to a weakly subcritical BPRE,
conditioned on survival (see Section 2.3.2). For simulations of the conditioned process see Chapter 5.
A theorem describing this limiting behavior of the rescaled generation size process has been proved in
[Afa01b] in the case of geometric oﬀspring distributions. We claim that the statement also holds in the
more general case treated here, but the proof remains an open problem.3.2. CONDITIONAL LIMIT LAWS FOR OSCILLATING RANDOM WALKS 23
Open Problem. Let L = (L
†
t)0≤t≤1 be a strictly stable L´ evy process, conditioned to have its minimum
at time 1. By e1,e2,... we denote its excursion intervals. Let j(t) = i if t ∈ ei. Then for 0 < t1 < t2 <
... < tk < 1, as n → ∞
L
 
 Zbnt1c
exp(Sbnt1c − mink≤bnt1c Sk)
,...,
Zbntkc
exp(Sbntkc − mink≤bntkc Sk)


Zn > 0
!
d −→ L
 
(Wj(t1),...,Wj(tk))

,
where W1,W2,... are i.i.d. copies of some strictly positive random variable W.
3.2 Conditional limit laws for oscillating random walks
3.2.1 A change of measure
In this section, we introduce the probability measures P+ and P− which will be used in the proof of the
limit laws (see Sections 3.3 and 3.4). Here, we state general results for oscillating random walks without
referring to BPREs. Let
Mn := max
1≤j≤n
Sj
Ln := min
1≤j≤n
Sj .
Let us recall some results from ﬂuctuation theory of random walks. Two standard references are [Spi64]
and [Fel87, chaper XII]. We introduce the right-continuous functions u : R
+
0 → R and v : R
−
0 → R deﬁned
by
u(x) := 1 +
∞ X
k=1
P(−Sk ≤ x,Mk < 0), x ≥ 0 ,
v(x) := 1 +
∞ X
k=1
P(−Sk > x,Lk ≥ 0), x ≤ 0 . (3.2)
In particular u(0) = v(0) = 1. Also it is known that u(x) = O(x), v(x) = O(x). Another representation
of u and v uses the strictly descending ladder times, 0 =: γ
0 < γ
1 < ··· and the weakly ascending ladder
times, 0 =: γ0 < γ1 ···, deﬁned by
γ
i := min

n > γ
i−1 : Sn < Sγ
i−1
	
,
γi := min

n > γi−1 : Sn ≥ Sγi−1
	
, i ≥ 1 .
Then
u(x) = 1 +
∞ X
k=1
P(Sγ
k ≥ −x), x ≥ 0 ,
v(x) = 1 +
∞ X
k=1
P(Sγk < −x), x ≤ 0 . (3.3)
Thus u(x) is the expected number of strictly descending ladder epochs that do not fall below the level
−x (see Figure 3.4 for an example).
By the duality lemma, (3.2) and (3.3) are equivalent (see [Fel87, pp. 394/395]). Let us brieﬂy recall the
duality argument here for the function v as duality will also be an important tool later. In the sequel, ˆ S
shall denote the dual random walk, deﬁned by
ˆ Sk := Sn − Sn−k , k = 0,...,n . (3.4)24 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
0 10 20 30 40
−3
−2
−1
0
1
2
Random walk with increments uniformly distributed on [−1,1]
S
n
l
g g1 l
g g2
l
g g3
l
g g4
l
g g5
l
g g6
l
g g7
l
g g8 l
g g9
Figure 3.4: Example: Ladder points γi above level -3 for a random walk with increments that are
uniformly distributed on [−1,1].
We refrain from indicating the dependence on n in our notation. Now by duality, Sn is a weakly ascending
ladder height if
{Sn ≥ S0,...,Sn ≥ Sn−1} = {ˆ Sn ≥ 0,..., ˆ S1 ≥ 0} = {ˆ Ln ≥ 0} ,
which proves the equivalence of (3.2) and (3.3).
For any oscillating random walk, both u and v are harmonic functions (see [BD94] and [AGKV05a]), that
is
E

u(x + X);X + x ≥ 0

= u(x) , x ≥ 0 ,
E

v(x + X);X + x < 0

= v(x) , x ≤ 0 . (3.5)
Thus u and v can be used to construct new probability measures P+ and P−. The construction of these
measures is described in detail in [AGKV05a]. For the sake of completeness, we recall the construction
for P−. In the sequel, we denote by Px and Ex that the random walk starts in S0 = x.
For this, assume that S is adapted to some ﬁltration (Fn)n≥0 such that Xn+1 is independent of Fn for all
n ≥ 1. Let R0,R1,... be a sequence of random variables with values in some state space S, also adapted
to F. The sequence
v(S0) , v(S1)1 l{M1<0} , v(S2)1 l{M2<0} , ...
forms a martingale with respect to Px with x ≤ 0 and the ﬁltration F. Because of (3.5), for any bounded3.2. CONDITIONAL LIMIT LAWS FOR OSCILLATING RANDOM WALKS 25
and measurable function g : Sn+1 → R,
Ex[g(R0,...,Rn)v(Sn+1);Mn+1 < 0]
= Ex[g(R0,...,Rn)v(Sn + Xn+1);Mn < 0,Xn+1 < −Sn]
= Ex[g(R0,...,Rn)v(Sn);Mn < 0] .
This consistency property allows (under suitable regularity conditions on the underlying probability
space) the construction of probability measures P−
x , x ≤ 0 fulﬁlling for each n
E−
x [g(R0,...,Rn)] =
1
v(x)
Ex

g(R0,...,Rn)v(Sn);Mn < 0

.
The transformation above is known as the Doob transform from the theory of Markov chains. Under
P−
x the process S0,S1,... becomes a Markov chain with state space R− and transition kernel
P
−(x,dy) :=
1
v(x)
P{x + X ∈ dy}v(y)1{y<0} , x ≤ 0 .
As P
−(x,[0,∞)) = 0, the Markov process described by the transition matrix above never enters [0,∞)
again, although it may start from the boundary x = 0. Essentially, the transformation above describes a
random walk conditioned to stay negative.
Similarly u gives rise to probability measures P+
x , x ≥ 0, characterized by the equation
E+
x [g(R0,...,Rn)] =
1
u(x)
Ex[g(R0,...,Rn)u(Sn);Ln ≥ 0] , n ∈ N0 .
Under P+ S0,S1,... is a Markov process with state space R
+
0 and transition probabilities
P
+(x,dy) :=
1
u(x)
P{x + X ∈ dy}u(y)1{y≥0} , x ≥ 0 .
Intuitively, it is the random walk conditioned to stay nonnegative.
Remark. There is a slight diﬀerence between P+ and P−: under P+
x the process S may hit 0, however,
under P−
x this possibility is excluded. For x < 0 a diﬀerence only occurs for those x, where v(x) 6=
v(x−), that is for at most countably many x. If one considers (as below) measures P−
ν having an initial
distribution ν without atoms, there is no diﬀerence at all.
3.2.2 A conditional limit law
Here, we prove a conditional limit law for oscillating random walks. It is a generalization of [BD94,
Theorem 1]. In the context of BPREs the ideas of the proof of the limit theorem can be found in [Vat04,
Lemma 7]. We use similar arguments here, but in a more general context. The limit theorem is valid
under a more general condition than Assumption 3.2, often referred to as Spitzer’s condition (see Chapter
2).
Assumption 3.5. There exists a number 0 < ρ < 1 such that
1
n
n X
k=1
P(Sk > 0) → ρ as n → ∞ .
The summands may also be replaced by P(Sk ≥ 0), as for every nondegenerated random walk, Pn
k=1 P(Sk = 0) = o(n) (see [Fel87, chapter XII]). Note that Assumption 3.2 implies 3.5.
We will need the asymptotic of P(τn = n). The next result follows from applying [AGKV05a, Lemma
2.1] to −Sn. The ﬁrst part of the lemma can also be found in [BGT87].26 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
Lemma 3.2.1. Under Assumption 3.5, there are a slowly varying sequence b1,b2,... and ρ ≤ α−1 such
that for every x < 0
Px(Mn < 0) = P(Mn < −x) ∼ v(x)bnn−ρ
and a constant 0 < d3 < ∞ such that
Px(Mn < 0) = P(Mn < −x) ≤ d3v(x)bnn−ρ .
Note that by duality P(Mn < 0) = P(τn = n).
The slowly varying sequence (bn) can be identiﬁed (see [BGT87, p. 382]):
bn =
 
h(1 − n−1) · Γ(1 − ρ)
−1
,
where Γ is the Gamma-function and
h(s) = exp
 ∞ X
k=1
sk
k
P(Sk ≥ 0) − ρ

.
The following proposition has been proved in [Vat04, Lemma 7] for a special function. A similar version
for the measure P+ can be found in [AGKV05a, Lemma 2.5]. Here, we prove the corresponding version
for P−. Recall from the preceding section that R0,R1,... is a sequence of independent random variables
adapted to the ﬁltration F.
Proposition 3.2.2. Let (Un)n∈N be a sequence of random variables in some Polish space S such that Un
is σ(R1,...,Rn) measurable for all n. Assume
Un → U∞ P−-a.s. (3.6)
for some S-valued random variable U∞. Then under Assumption 3.5, for any continuous, bounded func-
tion f : S → R,
lim
n→∞
E[f(Un)|Mn < 0] = E−[f(U∞)] .
The dual version looks like the following:
Proposition 3.2.3. Let Un = ψn(R1,...,Rn) and ˆ Un = ψn(Rn,...,R1) be random variables with values
in some Polish space S such that
ˆ Un → U∞ P−-a.s.
Then for any continuous, bounded function f : S → R
lim
n→∞
E[f(Un)|τn = n] = E−[f(U∞)] .
The last proposition is an immediate consequence of
E[f(Un)|τn = n] =
E[f(Un);τn = n]
P(τn = n)
=
E[f( ˆ Un);Mn < 0]
P(Mn < 0)
.
Proof of Proposition 3.2.2. We closely follow the ideas of [AGKV05a]. For the intermediately
subcritical case, these ideas similar arguments can be found in [Vat04]. First, we show that
lim
n→∞
E[f(Uk)|Mn < 0] = E−[f(Uk)] .3.2. CONDITIONAL LIMIT LAWS FOR OSCILLATING RANDOM WALKS 27
As the increments of the random walk are independent,
E[f(Uk)|Mn < 0] = P(Mn < 0)−1E[f(Uk);max{Sk+1 − Sk,...,Sn − Sk} < −Sk,Mk < 0]
= P(Mn < 0)−1E[f(Uk)PSk(Mn−k < 0);Mk < 0] .
By Lemma 3.2.1 and dominated convergence,
lim
n→∞
E[f(Uk)|Mn < 0] = E[f(Uk)v(Sk);Mk < 0] = E−[f(Uk)] .
Note that for ﬁxed k, the convergence also holds if f is bounded and measurable but not continuous.
Next, by the triangle inequality, for any k ∈ N,


E

f(Un)

Mn < 0

− E−
f(U∞)


 ≤ E

|f(Un) − f(Uk)|

Mn < 0

+


E

f(Uk)

Mn < 0

− E−
f(U∞)


 .
As all functions here are bounded, the limits interchange with expectations. As we have proven above,
the second term on the right-hand side converges to zero as n and then k go to inﬁnity. It remains to
prove that
lim
k→∞
limsup
n→∞
E
h
|f(Uk) − f(Un)|


Mn < 0
i
= 0 .
For any δ > 1,
E
h
|f(Uk) − f(Un)|


Mn < 0
i
= P(Mn < 0)−1E
h
|f(Uk) − f(Un)|;Mn < 0
i
≤ P(Mn < 0)−1E
h
|f(Uk) − f(Un)|;Mbδnc < 0
i
+2 sup{f} P(Mn < 0)−1P(Mn < 0,Mbδnc ≥ 0) . (3.7)
By Lemma 3.2.1
E
h
|f(Uk) − f(Un)|;Mbδnc < 0
i
= E
h
|f(Uk) − f(Un)|P(Mbn(δ−1)c < −Sn);Mn < 0
i
≤
d3bbn(δ−1)c
bn(δ − 1)cρE
h
|f(Uk) − f(Un)|v(−Sn);Mn < 0
i
=
d3bbn(δ−1)c
bn(δ − 1)cρE−
h
|f(Uk) − f(Un)|
i
.
Thus, again by Lemma 3.2.1 and properties of slowly varying functions (namely, limn→∞ bbnδcb−1
n = 1;
see appendix),
limsup
n→∞
P(Mn < 0)−1E

|f(Uk) − f(Un)|;Mbδnc < 0

≤ d3(δ − 1)−ρE−
|f(Uk) − f(U∞)|

.
By assumption, f(Uk) → f(U∞) P−-a.s. Thus, by dominated convergence, for any δ > 1, the above term
converges to zero as k → ∞. The other term in (3.7) can be treated as follows:
lim
n→∞
P(Mn < 0)−1P(Mn < 0,Mbδnc ≥ 0) = 1 − lim
n→∞
P(Mbδnc < 0)
P(Mn < 0)
= 1 − δ−ρ
Taking the limit δ → 1 yields the desired result.
A large deviation result we will use later can be found in [ABKV10, Proposition 1 and Corollary 2.4].
Lemma 3.2.4. Under Assumption 3.2, for all r > 0,
Ex[e−rSn;Ln ≥ 0] ∼ s(0) n−1 a−1
n u(x)
Z ∞
0
e−rzv(−z)dz (3.8)
and there is a c > 0 such that
Ex[e−rSn;Ln ≥ 0] ≤ c n−1 a−1
n u(x) . (3.9)28 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
3.3 Auxiliary results for the BPRE
Let
ηk :=
∞ X
y=0
y(y − 1)Qk({y})
.
m(Qk)2, k ≥ 1
be the standardized second factorial moment of the oﬀspring distribution in generation k.
Lemma 3.3.1. Under Assumption 3.2 and 3.3,
∞ X
k=1
ηkeSk < ∞ P−–a.s.
Additionally, for all continuity points c > 0 of the distribution of
P∞
k=1 ηkeSk,
lim
n→∞
P
 
n X
k=1
ηkeSk < c


Mn < 0
!
= P−
 
∞ X
k=1
ηkeSk < c
!
. (3.10)
The ﬁrst statement is proved just the same way as a similar statement for the measure P+ that can be
found in [AGKV05a, Lemma 2.7] and [ABKV10, Lemma 3.1]. The second statement is an application
of Proposition 3.2.2, as 1{
Pn
k=1 ηkeSk<c} is a bounded and σ(Q1,...,Qn)-measurable function. For any
continuity point of the distribution of
P∞
k=1 ηkeSk, it is also P−-a.s. continuous. Note that there are at
most countably many points of discontinuity and therefore we can always ﬁnd an abritrarily large c such
that (3.10) is fulﬁlled.
Let
Un := e−Sn
Vn := Un +
n−1 X
k=0
ηk+1Uk .
It turns out that Un and Vn already describe some key properties of Zn, conditioned on Π. In particular,
they provide a lower bound for the survival probability. We use a formula derived in [GK00]. Let
fn(s) :=
∞ X
k=0
skQn({k})
be the probability generating function of the oﬀspring distribution of an individual in generation n − 1.
Note that Xn = logf0
n(1). Then, as it is well-known (see e.g. [AN72]),
E[sZn|Π] = f1(f2(···fn(s)···)) = f0,n(s), s ≥ 0. (3.11)
We will use an alternative expression for this generating function. Let
fk,n := fk+1 ◦ fk+2 ◦ ··· ◦ fn, 0 ≤ k < n; fn,n = id
gk(s) :=
1
1 − fk(s)
−
1
f0
k(1)(1 − s)
, s ≥ 0 , (3.12)
where id denotes the indentity function.
As Xn = logf0
n(1), Uk may be written as
Uk = (f0
1(1)···f0
k(1))
−1 = f0
0,k(1)−1 .3.3. AUXILIARY RESULTS FOR THE BPRE 29
By a telescope summation argument,
1
1 − f0,n(s)
=
U0
1 − f0,n(s)
=
Un
1 − fn,n(s)
+
n−1 X
k=0

Uk
1 − fk,n(s)
−
Uk+1
1 − fk+1,n(s)

=
Un
1 − s
+
n−1 X
k=0
Uk

1
1 − fk+1(fk+1,n(s))
−
1
f0
k+1(1)(1 − fk+1,n(s))

=
Un
1 − s
+
n−1 X
k=0
Ukgk+1(fk+1,n(s)), s ≥ 0. (3.13)
Note that (3.13) does not only hold for those s in the domain of convergence of f0,n(s), but for all
s ≥ 0. In [GK00] it is proved that for s ∈ [0,1)
g(s) ≤
f00(1)
 
f0(1)
2 = η .
Thus taking s = 0 in (3.13) yields the following estimate, already found in [Agr75]
P(Zn > 0|Π) = 1 − f0,n(0) ≥ V −1
n .
Together with (1.3),
V −1
n ≤ P(Zn > 0|Π) ≤ exp(Ln) a.s. (3.14)
The following lemma says that Un and Vn are of the same order if Sn has its minimum at the end.
Lemma 3.3.2. Under Assumptions 3.1 to 3.3, there is a d1 > 0 such that for all n ∈ N,
E

Un
Vn


τn = n

≥ d1 .
Proof. It suﬃces to show
P(Un/Vn > c,τn = n) ≥ d P(τn = n) (3.15)
for some d,c > 0 small enough. By duality,
P(Un/Vn > c,τn = n) = P
 
n−1 X
k=0
ηk+1eSn−Sk < c−1 − 1,τn = n
!
= P(Mn < 0) P
 
n X
k=1
ηkeSk < c−1 − 1


Mn < 0
!
.
By Lemma 3.3.1, P
Pn
k=1 ηkeSk < c−1 − 1


Mn < 0

converges to P−(
P∞
k=1 ηkeSk < c−1−1) for suitable
c. Also by Lemma 3.3.1
∞ X
k=1
ηkeSk < ∞ P−–a.s.
Thus for c > 0 and d > 0 small enough, P−(
P∞
k=1 ηkeSk < c−1−1) > 2d. Now choosing n∗ large enough,
P
 
n X
k=1
ηkeSk < c−1 − 1


Mn < 0
!
≥ d
for all n > n∗. Thus we have the desired estimate for n > n∗.30 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
For n ≤ n∗,
min
0≤n≤n∗ E
hUn
Vn


τn = n
i
> 0
and thus the constant deﬁned by
d1 := min
n
d, min
0≤n≤n∗ E
hUn
Vn


τn = n
io
fulﬁlls the requirements of the lemma.
The next Lemma provides a precise mathematical statement for the heuristics described on p. 5:
Lemma 3.3.3. Under Assumptions 3.1 and 3.2, there is a d2 < ∞ such that uniformly in n
E

eLn−Sn
≤ d2P(τn = n) .
Proof. We make a decomposition according to the ﬁrst minimum of the random walk. By Markov
property and monotonicity of P(τn = n) = P(Mn < 0),
E

eLn−Sn
=
n X
k=0
E
h
e−(Sn−Sk);τn = k
i
=
n X
k=0
E
h
e−(Sn−Sk);τk = k,min(Sk,...,Sn) ≥ Sk
i
=
n X
k=0
P(τk = k) E

e−Sn−k;Ln−k ≥ 0

≤
bn/2c X
k=0
P(τk = k)E

e−Sn−k;Ln−k ≥ 0

+ P
 
τdn/2e = dn/2e

dn/2e X
k=0
E

e−Sk;Lk ≥ 0

.
By Lemma 3.2.4,
∞ X
k=0
E

e−Sk;Lk ≥ 0

< ∞
and thus, again by Lemma 3.2.4, for c < ∞ large enough
E

eLn−Sn
≤ cbn/2c−1a
−1
bn/2c
bn/2c X
k=0
P(τk = k) + cP
 
τdn/2e = dn/2e

By Lemma 3.2.1 P(τn = n) = P(Mn < 0) is regularly varying with exponent −ρ ∈ (−1,0). An
application of Karamata’s theorem (see appendix, Theorem A.2.1) yields
bn/2c X
k=0
P(τk = k) ∼
n/2
1 − ρ
P(τbn/2c = bn/2c)
and, together with Lemma 3.2.1,
n−1P(τn = n)−1
bn/2c X
k=0
P(τk = k) →
1
21−ρ(1 − ρ)
.
Thus for every  > 0 and some n∗ large enough, for all n ≥ n∗
n−1P(τn = n)−1
bn/2c X
k=0
P(τk = k) ≤ (1 + )
1
21−ρ(1 − ρ)3.4. PROOF OF THEOREMS 31
and
P(τbn/2c = bn/2c)
P(τn = n)
≤ (1 + )1/2ρ .
Therefore, for all n ≥ n∗, we can estimate, with c < ∞ large enough,
E

eLn−Sn
≤ c

2a
−1
bn/2c(1 + )
1
21−ρ(1 − ρ)
+ 1

P(τn = n) .
As a−1
n converges to zero as n → ∞, this yields the result for n ≥ n∗.
For n ≤ n∗, we have P(τn = n) = P(Mn < 0) ≥ P(X < 0)n ≥ P(X < 0)n
∗
. The result follows by taking
d2 larger than P(X < 0)−n
∗
(since E[eLn−Sn] ≤ 1).
3.4 Proof of Theorems
By the previous lemmata, we immediately obtain bounds uniformly in n:
Theorem 3.4.1. Under Assumptions 3.1 to 3.3, there are constants c1,c2 > 0 such that uniformly in n
P(Zn > 0) ≤ c1γnP(τn = n)
and
P(Zn > 0) ≥ c2γnP(τn = n) .
Proof of Theorem 3.4.1. By (3.14)
P(Zn > 0) ≥ E[V −1
n ] = γnE

Un
Vn


τn = n

P(τn = n)
and
P(Zn > 0) ≤ γnE

eLn−Sn
.
Together with Lemmata 3.3.2 and 3.3.3, this yields the theorem.
3.4.1 Proof of Theorem 3.1.1
For the proof, we make a change of measure and apply the conditional limit law for the recurrent walk:
Lemma 3.4.2. Under Assumptions 3.1 to 3.3,
E

e−SnP(Zn > 0|Π)|τn = n

→ E−[U∞]
where the random variable U∞ is P−–a.s. strictly positive.
Proof. Deﬁne similarly to (3.11)
fn,0(s) := fn ◦ ··· ◦ f1(s) . (3.16)
Let
Un(s) := e−Sn(1 − f0,n(s)) . (3.17)
Then Un(0) = e−SnP(Zn > 0|Π). The corresponding dual process is ˆ Un(s) = e−Sn(1−fn,0(s)). We show
P−–a.s. convergence of ˆ Un by similar arguments as in [Vat04]. By convexity, for s ∈ [0,1],
fn+1,0(s) = fn+1(fn,0(s)) ≥ 1 − (1 − fn,0(s))f0
n+1(1) .32 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
Thus
ˆ Un+1(s) = e−Sne−Xn+1(1 − fn+1(fn,0(s)))
≤ e−Sn(1 − fn,0(s))e−Xn+1f0
n+1(1) = ˆ Un(s) P−–a.s.
and ( ˆ Un)n≥1 is a nonnegative, nonincreasing sequence in n. Thus, ˆ Un converges P−–a.s. to a random
variable U∞ bounded by 1. The convergence result then follows from Proposition 3.2.3. U∞ being strictly
positive follows rom (3.14) and Lemma 3.3.1.
Proof of Theorem 3.1.1. For the proof, we make a decomposition according to the minimum of the
associated random walk. Let m ∈ N. Then
P(Zn > 0) =
n X
k=0
E[P(Zn > 0|Π);τk = k,min{Sk,...,Sn} ≥ Sk]
=
n X
k=0
E[1 − f0,n(0);τk = k,min{Sk,...,Sn} ≥ Sk]
=
n X
k=0
γnE[e−Sn(1 − f0,n(0));τk = k,min{Sk,...,Sn} ≥ Sk]
=
n−m−1 X
k=0
γnE[e−Sn(1 − f0,n(0));τk = k,min{Sk,...,Sn} ≥ Sk]
+
n X
k=n−m
γnE[e−Sn(1 − f0,n(0));τk = k,min{Sk,...,Sn} ≥ Sk]
=: χ1 + χ2 .
The ﬁrst sum can be estimated by
χ1 ≤ γn
n−m−1 X
k=0
E[e−Sn−k;Ln−k ≥ 0]P(τk = k)
= γn
n X
k=m+1
E[e−Sk;Lk ≥ 0]P(τn−k = n − k) .
By Lemma 3.2.4 and monotonicity of P(τn = n) (recall an = n1/αln),
χ1 ≤ c γn
n X
k=m+1
1
akk
P(τn−k = n − k)
≤ c γnP(τbn/2c = bn/2c)
bn/2c X
k=m+1
1
akk
+ c γna
−1
bn/2cbn/2c−1
bn/2c X
k=0
P(τk = k) .
In view of Theorem A.2.1,
Pbn/2c
k=0 P(τk = k) ∼ c nP(τn = n) and thus, for some c < ∞,
limsup
n→∞
γ−nP(τn = n)−1χ1 ≤ c
∞ X
k=m
k−1a
−1
k < ∞ .
For the second sum, we condition on σ(Qk,...,Qn). By ∧, we denote independent copies of the corre-
sponding random variable that are measurable with respect to the ﬁltration ˆ Πj := σ( ˆ Q1,..., ˆ Qj), namely3.4. PROOF OF THEOREMS 33
ˆ Lj, ˆ Sj, and ˆ Aj := ˆ f0,j(0). This yields
χ2 =
n X
k=n−m
γnE

E[e−Sk(1 − f0,k(fk+1,n(0)))|τk = k,Qk,...,Qn]e−(Sn−Sk)
;min{Sk+1 − Sk,...,Sn − Sk} ≥ 0

· P(τk = k)
=
m X
j=0
γnE

E[e−Sn−j(1 − f0,n−j( ˆ Aj))|τn−j = n − j, ˆ Πj]e−ˆ Sj; ˆ Lj ≥ 0

· P(τn−j = n − j) .
We set
sn−j( ˆ Aj) := E

e−Sn−j(1 − f0,n−j( ˆ Aj))|τn−j = n − j, ˆ Πj

.
In the proof of Lemma 3.4.2. it has been shown that the dual process of e−Sk(1−f0,k(s)) is nonincreasing
and converges P−–a.s. By U∞(s) we denote its limit. Thus, by Proposition 3.2.3, for ﬁxed j, sn−j( ˆ Aj)
converges to U−
∞( ˆ Aj) := E−[U∞( ˆ Aj)|ˆ Πj]. As ( ˆ Q1,..., ˆ Qj) are identical in distribution to (Q1,...,Qj),
the ∧ may be dropped in the following. Thus, again by Lemma 3.2.1,
lim
n→∞
γ−nP(τn = n)−1χ2 =
m X
j=0
E

U−
∞(Aj)e−Sj;Lj ≥ 0

.
Taking the limit m → ∞, limsupn→∞ γ−nP(τn = n)−1χ1 vanishes and
lim
n→∞
P(Zn > 0)
γnP(τn = n)
=
∞ X
j=0
E

U−
∞(Aj)e−Sj;Lj ≥ 0

=: θ , (3.18)
which proves the theorem. θ being strictly positive follows from Theorem 3.4.1.
3.4.2 Proof of Theorem 3.1.2.
It is well-known (see e.g. [Afa93]) that
E[Zn(Zn − 1)|Π] ≤
Vn
U2
n
a.s. (3.19)
As we see from the last estimate, Zn has bounded variance at times when Un/Vn is large (as 1/Vn ≤ 1).
In this case, the population won’t be too large and there is a large probability that the process dies out
in the next step. We start by showing that – conditioned on survival – the expected number of those
times is of order n1−ρ.
Lemma 3.4.3. Under Assumptions 3.1 to 3.3, for c > 0 small enough there are constants c1,c2 > 0
such that
limsup
n→∞
1
nP(τn = n)
n X
k=0
E

1 l{Uk/Vk>c}|Zn > 0

≤ c1
and
liminf
n→∞
1
nP(τn = n)
n X
k=0
E

1 l{Uk/Vk>c}|Zn > 0

≥ c2 .
Proof of lemma. First we prove the lower bound. We use (3.14) and change to the measure P to make
use of properties of oscillating random walks,
n X
k=0
E[1 l{Uk/Vk>c}|Zn > 0] = P(Zn > 0)−1
n X
k=0
E

P(Zn > 0|Π)1 l{Uk/Vk>c}

≥ P(Zn > 0)−1γn
n X
k=0
E[Un/Vn;Uk/Vk > c] .34 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
We denote
ˆ Sj := Sk+j − Sk , ˆ ηi := ηi+k
ˆ Uk := e−ˆ Sk
ˆ Vk := ˆ Uk +
k−1 X
i=0
ˆ ηi+1e−ˆ Si
and refrain from indicating the dependence on k in our notation. All random variables marked with ∧
are independent of σ(S0,...,Sk). Now by deﬁnition of Vn,
Un
Vn
=
e−Sn
e−Sn +
Pn−1
i=0 ηi+1e−Si
=
e−Sn
e−Sn +
Pk−1
i=0 ηi+1e−Si + e−Sk Pn−1
i=k ηi+1eSk−Si
=
e−Sn
Pk−1
i=0 ηi+1e−Si + e−Sk(e−(Sn−Sk) +
Pn−1
i=k ηi+1eSk−Si)
=
e−(Sn−Sk)
eSk Pk−1
i=0 ηi+1e−Si + (e−(Sn−Sk) +
Pn−1
i=k ηi+1eSk−Si)
=
ˆ Un−k
Vk/Uk − 1 + ˆ Vn−k
.
Therefore,
E[Un/Vn;Uk/Vk > c] = E
"
ˆ Un−k
Vk/Uk − 1 + ˆ Vn−k
;Uk/Vk > c
#
≥ P(Uk/Vk > c)E

Un−k
c−1 − 1 + Vn−k

.
As all random variables with ∧ are i.i.d. to the corresponding random variables, we dropped the ∧ in the
last line. Now, conditioned on {τn−k = n − k}, Un−k ≥ 1 15 and then
Un−k
c−1 − 1 + Vn−k
≥
c
U
−1
n−k + cVn−k/Un−k
≥
c
1 + cVn−k/Un−k
.
Thus, in view of (3.15), for c,d > 0 small enough
E[Un/Vn;Uk/Vk > c] ≥
c
2
P(Uk/Vk > c)P(Un−k/Vn−k > c,τn−k = n − k)
≥
c
2
P(Uk/Vk > c,τk = k)P(Un−k/Vn−k > c,τn−k = n − k)
≥ d2 c
2
P(τk = k)P(τn−k = n − k) .
So the proof is reduced to the analysis of P(τk = k). As P(τk = k) is monotonly decreasing in k,
n X
k=0
P(τk = k)P(τn−k = n − k) ≥ 2P(τn = n)
bn/2c X
k=0
P(τk = k) .
By Lemma 3.2.1, P(τk = k) = k−ρbk(1 + o(1)). Thus, using Theorem A.2.1 from the appendix,
bn/2c X
k=0
P(τk = k) ∼
n
2(1 − ρ)
P(τbn/2c = bn/2c) ∼
1
21−ρ(1 − ρ)
nP(τn = n) . (3.20)
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Therefore, by Theorem 3.4.1 and (3.20),
liminf
n→∞
γn Pn
k=0 P(τk = k)P(τn−k = n − k)
nP(τn = n)P(Zn > 0)
≥ c2 liminf
n→∞
P(τn = n)
Pbn/2c
k=0 P(τk = k)
nP(τn = n)P(τn = n)
> 0 ,
which is the desired lower bound.
For the upper bound, we use (3.14) which also implies V −1
n ≤ eLn a.s. Now Ln ≤ min{Sk,...,Sn} and
thus
n X
k=0
E

1 l{Uk/Vk>c}|Zn > 0

≤ P(Zn > 0)−1γn
n X
k=0
E

eLn−Sn;Uk/Vk > c

≤ P(Zn > 0)−1γn
n X
k=0
E
h
emin{Sk−Sk,...,Sn−Sk}−(Sn−Sk);Uk/Vk > c
i
= P(Zn > 0)−1γn
n X
k=0
E

eLn−k−Sn−k
P(Uk/Vk > c) . (3.21)
By Markov-inequality, (3.14), and Lemma 3.3.3,
P(Un−k/Vn−k > c) ≤ c−1E
h
Un−k/Vn−k
i
≤ c−1E
h
eLn−k−Sn−k
i
≤ c−1 d2 P(τn−k = n − k) .
Thus,
limsup
n→∞
Pn
k=0 E

1 l{Uk/Vk>c}|Zn > 0

nP(τn = n)
≤ limsup
n→∞
d2
c
Pn
k=0 P(τk = k)P(τn−k = n − k)
γ−nP(Zn > 0)nP(τn = n)
.
Theorem 3.4.1 and an application of Theorem A.2.1 from the appendix yield the result.
Proof of the upper bound in Theorem 3.1.2. Since
n X
k=1
P(Zn > 0)−1E[1 l{Zk=1,Zn>0}] ≤
n X
k=1
P(Zn > 0)−1E[P(Zk > 0|Π)]E[P(Zn−k > 0|Π)]
≤ P(Zn > 0)−1γn
n X
k=1
E

eLk−Sk
E

eLn−k−Sn−k
,
the ﬁrst part of the theorem follows by Lemma 3.3.3 and the same application of Karamata’s theorem as
in the previous proof.
Proof of the lower bound in Theorem 3.1.2. In this case, it remains to prove that Un/Vn > c
implies that, conditioned on survival, the probability of having just one individual in the next generation
is bounded from below by some constant:
Lemma 3.4.4. Under Assumptions 3.1 to 3.4, for any 0 < c < 1, there exists a p > 0 such that for all
k < n ∈ N
P(Zk+1 = 1|Zn > 0,Uk/Vk > c) ≥ p .
Thus conditioned on {Un/Vn > c}, there is a positive probability that there is just one individual left
in the next generation. Conditioned on survival in generation n, the number of those times is of order
Θ(n1−ρ). We can estimate
n X
k=1
E

1 l{Zk=1,Zn>0}

≥
n−1 X
k=0
P(Zk+1 = 1|Zn > 0,Uk/Vk > c)P(Uk/Vk > c,Zn > 0)
≥ p
n X
k=1
E

1 l{Uk−1/Vk−1>c,Zn>0}

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Together with Lemma 3.4.3 and Theorem 3.1.1, this proves the lower bound.
Proof of Lemma 3.4.4. First note that in view of (3.14) for every c > 0,
P(Zn > 0,Un/Vn > c) = E

P(Zn > 0|Π);Un/Vn > c

≥ E

Un/Vn;Un/Vn > c

≥ c P(Un/Vn > c) . (3.22)
The bound on the second factorial moment of Z, conditioned on Π, (3.19) and (3.22) imply16
E[Zk(Zk − 1)|Uk/Vk > c;Zk > 0] =
E

E[Zk(Zk − 1)|Π];Uk/Vk > c

P(Zk > 0,Uk/Vk > c)
≤ c−2E[V
−1
k ;Uk/Vk > c]
cP(Un/Vn > c)
≤ c−3 . (3.23)
Therefore, conditioned on {Uk/Vk > c}, the second factorial moment of Zk is bounded by a constant.
By a variation of the Markov inequality for nonnegative, discrete random variables (see [Nav97]), for any
a > 1,
P(Zk > a|Uk/Vk > c,Zk > 0) ≤
E[Zk(Zk − 1)|Uk/Vk > c,Zk > 0]
a(a − 1)
.
Thus, by (3.23),
P(1 ≤ Zk ≤ a|Uk/Vk > c,Zk > 0) ≥ 1 −
c−3
a(a − 1)
. (3.24)
Next we will treat the probability of the event {Zn > 0,Uk/Vk > c}. For this, let
Fk := σ(Q1,...,Qk,Z1,...,Zk)
and Πk+1,n := σ(Qk+1,...,Qn)
Note that Zk, Vk and Uk are independent of Πk+1,n. We use the fact that the mapping x → 1 − sx is
concave for x ≥ 0, s ∈ (0,1). Then by Jensen’s inequality:
P(Zn > 0,Uk/Vk > c) = E

P(Zn > 0|Π);Uk/Vk > c

= E

1 − fk+1,n(0)Zk;Uk/Vk > c,Zk > 0

= P(Uk/Vk > c,Zk > 0)E

E[1 − fk+1,n(0)Zk|Uk/Vk > c,Zk > 0,Πk+1,n]

Uk/Vk > c,Zk > 0

≤ E

1 − fk+1,n(0)E[Zk|Uk/Vk>c,Zk>0];Uk/Vk > c,Zk > 0

. (3.25)
As V
−1
k ≥ 1, Uk/Vk > c implies U
−1
k = eSk ≤ c−1. Using (3.22), this yields
E[Zk|Uk/Vk > c,Zk > 0] =
E

E[Zk;Zk > 0|Π];Uk/Vk > c

P(Uk/Vk > c,Zk > 0)
=
E

eSk;Uk/Vk > c

P(Uk/Vk > c,Zk > 0)
≤ c−2 .
Next we set m := dc−2e and use the fact that 1 − sa is concave for s ≥ 0 and a ∈ N. By (3.25), as
{Uk/Vk > c,Zk > 0} and fk+1,n are independent,
P(Zn > 0,Uk/Vk > c) ≤ E[1 − fk+1,n(0)m;Uk/Vk > c,Zk > 0]
= P(Uk/Vk > c,Zk > 0)E[1 − fk+1,n(0)m]
≤ P(Uk/Vk > c,Zk > 0)(1 − P(Zn−k−1 = 0)m) . (3.26)
In the last step, Jensen’s inequality was used again.
16by (3.14) V −1
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Next we turn to the probability of having just one individual at time k. Conditioned on the environment,
P(Zk+1 = 1,Zn > 0|Π) ≥
a X
j=1
P(Zk = j,Zk+1 = 1,Zn > 0|Π)
≥ P(1 ≤ Zk ≤ a|Π)P(Zk+1 = 0|Π,Zk = 1)a−1P(Zk+1 = 1|Π,Zk = 1)P(Zn > 0|Π,Zk+1 = 1) .
Each time when there is just one individual left, the process starts independently again. Note that
Assumption 3.4 implies that there exists an 1 > 0 such that E[Q({1})Q({0})] > 1. Thus, by Assumption
3.4 and with (3.24) for a large enough
P(Zk+1 = 1,Uk/Vk > c,Zn > 0) ≥ P(1 ≤ Zk ≤ a,Uk/Vk > c)
E

P(Zk+1 = 0|Π,Zk = 1)a−1P(Zk+1 = 1|Π,Zk = 1)

E

P(Zn > 0|Π,Zk+1 = 1)

≥ P(Uk/Vk > c,Zk > 0) P(1 ≤ Zk ≤ a|Uk/Vk > c,Zk > 0)
E

P(Zk+1 = 0|Π,Zk = 1)a−1P(Zk+1 = 1|Π,Zk = 1)

E

P(Zn > 0|Π,Zk+1 = 1)

≥ pP(Uk/Vk > c,Zk > 0)P(Zn−k−1 > 0)
for some p > 0. By (3.26), we end up with (w.l.o.g. m > 1)
P(Zk+1 = 1|Zn > 0,Uk/Vk > c) ≥ p
1 − P(Zn−k−1 = 0)
1 − P(Zn−k−1 = 0)m
≥ p m−1
which is the desired result.
3.4.3 Proof of Theorem 3.1.3
Deﬁne
Sn :=

Sbntc/an

0≤t≤1
. (3.27)
In [AGKV05a, Lemma 2.3] it is proved that, under Assumption 3.5, for every x ≥ 0
L
 
Sn|Ln ≥ −x
 d → L
 
L+
as n → ∞ ,
where L+ is the meander of a strictly stable L´ evy process.17 For the case x = 0, this fact has been proved
in [BD94]. Analogously,
Lemma 3.4.5. Under Assumption 3.5 and for x ≤ 0,
L
 
Sn|Mn < −x
 d → L
 
L−
as n → ∞ ,
where L− is a strictly stable L´ evy process conditioned to stay negative.
Let Φ : D[0,1] → R
+
0 be a bounded, continuous function and ˜ Sn be the dual process of Sn. Then by
Lemma 3.4.5
E[Φ(˜ Sn)|Mn < −x] → E[Φ(L−)] as n → ∞
for every Φ and x ≥ 0. For g ∈ D[0,1] and Φ : D[0,1] → R
+
0 bounded, continuous deﬁne
˜ Φ(g) := Φ
  
g(1) − g((1 − s)−)

0≤s≤1

,
where
g((1 − s)−) := lim
&0
g(1 − s − ) .
17see Theorem 2.2.538 CHAPTER 3. THE INTERMEDIATELY SUBCRITICAL CASE
 
g(1)−g((1−s)−)

0≤s≤1 is again a c` adl` ag-function and ˜ Φ : D[0,1] → R
+
0 is as Φ a bounded, continuous
function. Thus, if a sequence of c` adl` ag functions (gn)n∈N converges to g∞ with respect to the Skorohod
topology, then
˜ Φ(gn)
n→∞ −→ Φ
  
g∞((1 − s)−)

0≤s≤1

.
The dual version of Lemma 3.4.5 looks as follows:
Lemma 3.4.6. Under Assumption 3.5,
L
 
Sn|τn = n)
d → L
 
L†
as n → ∞ ,
where L† is the dual process of L−. This is a strictly stable L´ evy process conditioned to have its minimum
at the end.
Now let r ∈ N be ﬁxed. Deﬁne
Sr,n :=

(Sbr+t(n−r)c − Sr)/an

0≤t≤1
.
By Lemma 3.4.6, for any x ≤ 0, L(Sr,n|Mn < −x) converges in distribution to the corresponding
conditioned L´ evy process L(L−).
As in the proof of Theorem 3.1.1, a decomposition according to the minimum of (Sn)n∈N0 is made. Let
m ∈ N. Then
E[Φ(Sn)|Zn > 0] = P(Zn > 0)−1
n−m X
k=0
E[Φ(Sn);Zn > 0,τn = k]
+ P(Zn > 0)−1
n X
k=n−m
E[Φ(Sn);Zn > 0,τn = k]
=: s1 + s2 .
By exactly the same arguments as in the proof of Theorem 3.1.1 and also using the result of Theorem
3.1.1, the ﬁrst sum can be bounded by18
limsup
n→∞
s1 ≤ c
∞ X
k=m
k−1a
−1
k < ∞
with some ﬁnite constant c. Taking m → ∞, s1 can be made abitrarily small.
In the following, the same deﬁnitions as on p. 33 are used. The second sum can be written as
s2 = P(Zn > 0)−1γn
n X
k=n−m
E[e−SnΦ(Sn)(1 − f0,n(0)),τk = k,min{Sk,...Sn} ≥ Sk]
= P(Zn > 0)−1γn
m X
k=0
E[e−ˆ SkE[e−Sn−kΦ(Sn)(1 − f0,n−k( ˆ Ak))|τn−k = n − k, ˆ Πk], ˆ Lk ≥ 0]
· P(τn−k = n − k) . (3.28)
The main task of the proof is to separate the term connected with the survival probability, e−Sn−k(1 −
f0,n−k( ˆ Ak)), from the part that converges to the L´ evy process, Sn. For this purpose, instead of
E

Φ(Sn)e−Sn−k(1 − f0,n−k( ˆ Ak))

τn−k = n − k, ˆ Πk

, (3.29)
for ﬁxed r ∈ N,
E

Φ(Sr,n)e−Sr(1 − f0,r( ˆ Ak))

τn = n, ˆ Πk

(3.30)
18recall that Φ is bounded3.4. PROOF OF THEOREMS 39
is considered. Later, it will be proved that the diﬀerence of these two expectations converges to 0 as
r → ∞.
First, the limit of (3.30) is treated. By duality,
E[e−SrΦ(Sr,n)(1 − f0,r(s))|τn = n] = P(τn = n)−1E[Φ(Sr,n)e−Sr(1 − f0,r(s));τn = n]
= P(Mn < 0)−1E[e−Sr ˜ Φ(Sr,n)(1 − fr,0(s));Mn < 0] . (3.31)
Deﬁne
Πr := σ(Q1,Q2,...,Qr) . (3.32)
Next, by adding ∧, we again denote independent copies of the corresponding random variables. As Sr,n
is independent of Πr,
P(Mn < 0)−1E[e−Sr ˜ Φ(Sr,n)(1 − fr,0(s));Mn < 0]
= P(Mn < 0)−1E

E[e−Sr ˜ Φ(Sr,n)(1 − fr,0(s));Mn < 0|Πr]

= P(Mn < 0)−1E

e−ˆ Sr(1 − ˆ fr,0(s))E[˜ Φ(Sr,n);Mn−r < −ˆ Sr|ˆ Sr]; ˆ Mr < 0

= E
"
P(Mn−r < −ˆ Sr|ˆ Sr)
P(Mn < 0)
e−ˆ Sr(1 − ˆ fr,0(s))
E[˜ Φ(Sr,n);Mn−r < −ˆ Sr|ˆ Sr]
P(Mn−r < −ˆ Sr|ˆ Sr)
; ˆ Mr < 0
#
.
By Lemma 3.4.5, as n → ∞,
E[˜ Φ(Sr,n);Mn−r < −ˆ Sr|ˆ Sr]
P(Mn−r < −ˆ Sr|ˆ Sr)
→ E[˜ Φ(L−)] a.s.
where the limit does not depend on ˆ Sr. Furthermore, as n → ∞, for every x ≤ 0, (see Lemma 3.2.1)
P(Mn−r < −x)
P(Mn < 0)
→ v(x) .
Thus, recalling the deﬁnition of E− on p. 25 (note that ∧ can be dropped now),
lim
n→∞
E[e−SrΦ(Sr,n)(1 − f0,r(s))|τn = n]
= E[˜ Φ(L−)]E

v(Sr)e−Sr(1 − fr,0(s));Mr < 0

= E[˜ Φ(L−)]E−
e−Sr(1 − fr,0(s))

. (3.33)
Thus,
E[e−SrΦ(Sr,n)(1 − f0,r( ˆ Ak))|τn = n, ˆ Πk] → E[˜ Φ(L−)]E−
e−Sr(1 − fr,0( ˆ Ak))|ˆ Πk

a.s. (3.34)
Next, the diﬀerence of the expectations in (3.29) and (3.30) is examined. Deﬁne
ζ(n)
r (s) := E[e−Sn−kΦ(Sn)(1 − f0,n−k(s))|τn−k = n − k] − E[e−SrΦ(Sr,n)(1 − f0,r(s))|τn = n] .
As Φ is bounded, for n → ∞,
|ζ(n)
r (s)| =

E[e−SrΦ(Sr,n)(1 − f0,r(s))|τn = n] − E[e−Sn−kΦ(Sn)(1 − f0,n−k(s))|τn−k = n − k]


≤

E[e−SrΦ(Sr,n)(1 − f0,r(s))|τn = n] − E[e−SrΦ(Sn)(1 − f0,r(s))|τn−k = n − k]


+

E[e−SrΦ(Sn)(1 − f0,r(s))|τn−k = n − k] − E[e−Sn−kΦ(Sn)(1 − f0,n−k(s))|τn−k = n − k]


=: χ1 + χ2 . (3.35)
As to the ﬁrst term, recalling the deﬁnition of Πr,
χ1 = P(τn = n)−1
E

e−Sr(1 − f0,r(s))
 
E[Φ(Sr,n);τn = n|Πr] − E[Φ(Sn);τn−k = n − k|Πr]
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By Lemma 3.4.6, E[Φ(Sn)|τn−k = n − k] and E[Sr,n|τn = n] have the same limit. Thus, using Lemma
3.4.6 and dominated convergence (recall e−Sr(1 − f0,r(s)) ≤ 1 and Φ bounded)
χ1 ≤ E

e−Sr(1 − f0,r(s))
E[Φ(Sr,n);τn = n|Πr] − E[Φ(Sn);τn−k = n − k|Πr]
P(τn = n)

n→∞ −→ 0 .
As discussed in the proof of Theorem 3.1.1, e−Sn(1−fn,0(s)) is monotone and bounded, hence converges
P−–a.s. as n → ∞ and has the limit U∞(s).
Thus, applying Proposition 3.2.3, the second term in (3.35) can be bounded by
χ2 ≤ E
h
sup|Φ|

e−Sr(1 − f0,r(s)) − e−Sn−k(1 − f0,n−k(s))




τn−k = n − k
i
n→∞ −→ sup|Φ| · E−
|e−Sr(1 − f0,r(s)) − U∞(s)|

.
and thus
limsup
n→∞
|ζ(n)
r (s)| ≤ sup|Φ| · E−
|e−Sr(1 − f0,r(s)) − U∞(s)|

.
Therefore, using these results in (3.35), as r → ∞ and uniformly in s ∈ [0,1],
E−
|e−Sr(1 − f0,r(s)) − U∞(s)|

→ 0 . (3.36)
Applying this and Theorem 3.1.1 to the decomposition (3.28),
s2 = P(Zn > 0)−1γn
m X
k=0
E

e−ˆ SkE[Φ(Sn)e−Sn−k(1 − f0,n−k( ˆ Ak))|τn−k = n − k, ˆ Πk]; ˆ Lk ≥ 0

P(τn−k = n − k)
= P(Zn > 0)−1γn
m X
k=0
P(τn−k = n − k)E

e−ˆ Skζ(n)
r ( ˆ Ak); ˆ Lk ≥ 0
i
+ P(Zn > 0)−1γn
m X
k=0
E

e−ˆ SkE[Φ(Sr,n)e−Sr(1 − f0,r( ˆ Ak))|τn = n, ˆ Πk]; ˆ Lk ≥ 0

P(τn−k = n − k)
=: s3 + s4 .
In view of Theorem 3.1.1 and as e−ˆ Sk ≤ 1 for ˆ Lk ≥ 0, the ﬁrst sum in the above equation can be bounded
by
limsup
n→∞
P(Zn > 0)−1γn
m X
k=0
P(τn−k = n − k)E

e−ˆ Skζ(n)
r ( ˆ Ak); ˆ Lk ≥ 0
i
≤ θ−1 m sup|Φ| · sup
s∈[0,1]
E−
|e−Sr(1 − f0,r(s)) − U∞(s)|

.
By (3.36), taking the limit r → ∞, the above sum vanishes, i.e. s3 → 0.
By (3.34), the second sum above, s4 tends to
s4 → θ−1E[˜ Φ(L−)]
m X
k=0
E

e−ˆ Ske−Sr(1 − f0,r( ˆ Ak)); ˆ Lk ≥ 0

as n → ∞. Taking the limit r → ∞ and applying dominated convergence yields
s4 → θ−1E[˜ Φ(L−)]
m X
k=0
E

e−ˆ SkE−[U∞( ˆ Ak)|Πk]; ˆ Lk ≥ 0

.
Finally letting m → ∞, s1 tends to zero. Thus by (3.18) and dropping the ∧,
s4 → θ−1
∞ X
k=0
E[˜ Φ(L−)]E
h
E−[U∞(Ak)|Πk

e−Sk;Lk ≥ 0
i
= E[˜ Φ(L−)] ,
which proves the theorem.Chapter 4
Large deviations
The second part of this dissertation deals with large deviations of BPREs. The main problem studied
here is illustrated by the following example:
Figure 4.1: Common hawthorn (taken from http://en.wikipedia.org/wiki/File:Common hawthorn.jpg).
Consider the toy model of a population of apomictic plants with a one year life cycle, touched in the
introduction. The reproductive success of these plants depends on the environmental conditions, changing
from one year to the other in an i.i.d. manner. Say one apomictic individual (e.g. a Crataegus, commonly
called hawthorn or thornapple) is brought into a new region to develop itself. After a long time, an
observer comes back. Now imagine the observer has all necessary information about the distribution of
the i.i.d. random environment (i.e. the distribution of X and some properties of the oﬀspring distribution
Q which will be speciﬁed in the sequel). Say, the new region is unfavorable for the individuals and the
population is expected to be extinct. Instead, the obverser ﬁnds a very large population. This may be due
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to extraordinary large oﬀspring numbers within an ‘ordinary’ environment, ‘ordinary’ reproduction within
an unusually favourable environment or a mixture of both. In other words, what is the least improbable
way of greatly deviating from the expected population size? Or, to speak in terms of a gambler: what is
the optimal strategy to attain an extraordinarily large population size? This question will be formalized
in the following sections in terms of the rate function which describes the exponential decay rate of the
large deviation probabilities. Following the terminology in [dH00], if for some measurable set A,
P(Zn ∈ A) = e−an+o(n) ,
then a will be referred to as cost for A. Minimizing the costs for all possible paths attaining large values
then yields the proper rate function for the BPRE.
The main focus of this chapter is studying upper deviations. First, limit theorems under the law P are
formulated, i.e. probabilities averaged over the environment are studied (so-called annealed approach).
In Section 4.4, lower deviations of BPREs are studied for oﬀspring distributions with linear fractional
generating functions.
The asymptotics of the large deviation probabilities, conditioned on the environment (quenched ap-
proach), which are substantially diﬀerent, will be studied in Section 4.5.
Recently, upper large deviations of BPREs under the annealed approach have been studied in [Koz06] for
geometric oﬀspring distributions and in [BB09] for general oﬀspring distributions. In the latter paper,
only a lower bound for the (upper) large deviation probabilities is obtained which is improved here. In the
particular case of geometric oﬀspring distributions, direct calculations of generating functions are feasible
and the asymptotic of the (upper) large deviation probabilities (including lower order terms) is obtained
in [Koz06]. In this chapter, the rate function found in [Koz06] for geometric oﬀspring distributions is
generalized and the second order phase transition touched in [Koz06] is explained in detail.
Some related results for the lower deviations of BPREs in special cases (e.g. branching processes without
extinction) can also be found in [BB09]. Recently, large deviations of BPREs have also been studied in
[HL10].
As it will be proved in the sequel, for (upper) large deviations of BPREs, there are phase transitions of
order two (i.e. discontinuities of the second derivative of the rate function), corresponding to structural
changes of the least costly paths. In Section 4.2, oﬀspring distributions with geometrically bounded tails
are studied. In this case, the probability that an individual has exponentially many children is of a lower
order than exponential and, as it will be speciﬁed later, large deviations are essentially realized in a
‘good’ environment. The case of general oﬀspring distributions, where jumps (i.e. one individual having
exponentially many children) have only exponentially small propability, is treated in Section 4.3. The
main Theorem 4.2.2 from Section 4.2 will also be covered by the general Theorem 4.3.2 in Section 4.3.
Anyhow, Theorem 4.2.2 will also be proved in detail, as some auxiliary results for BPREs with oﬀspring
distributions with geometrically bounded tails are of independent interest, and as the proofs in Section
4.2 are technically less involved.
By Pz(·) we denote that the process starts with Z0 = z-many individuals. Unless otherwise speciﬁed, the
initial population size is one, i.e. Z0 ≡ 1.
4.1 Preliminaries
A ﬁrst large deviation statement is readily obtained: The limit
γ := lim
n→∞
−
1
n
logP(Zn > 0) (4.1)
exists and 0 ≤ γ < ∞ (up to the degenerated case P(Z1 = 0) = 1 which we exclude in the sequel).
Moreover,
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for all n. This follows from
P(Zn+m > 0) ≥ P(Zn > 0) P(Zm > 0) .
Thus the sequence (−logP(Zn > 0))n is subadditive, and (4.1) results from properties of nonnegative
subadditive sequences (see [DZ93]).
As explained in the preceding sections, the environment is essentially described by the associated random
walk, (Sn)n≥0 with initial state S0 = 0. Recall its deﬁnition,
Sn = X1 + ... + Xn , n ≥ 1 ,
where the increments are given by the logarithmic mean oﬀspring number in each generation,
Xk = log
∞ X
y=0
y Qk({y}), k ≥ 1 .
To describe the cost for an extraordinarily good environment (characterized by the associated random
walk), we require the rate function Λ : R → ¯ R+ which fulﬁlls for all θ ∈ R
limsup
n→∞
1
n
logP(Sn ≥ θn) ≤ − inf
y≥θ
Λ(y) = Λ(θ) ,
liminf
n→∞
1
n
logP(Sn > θn) ≥ − inf
y>θ
Λ(y) = Λ(θ+) ,
and
P(Sn ≥ θn) ≤ e−Λ(θ)n . (4.3)
It is a convex, nondecreasing function, given by
Λ(θ) = sup
s≥0

sθ − logϕ(s)
	
(4.4)
with ϕ(s) = E[esX]. As Λ is convex and lower semicontinuous, there is at most one θ ≥ 0 with
Λ(θ) 6= Λ(θ+). In this case, Λ(θ+) = ∞ (see e.g [dH00], [DZ93]).
Remark. Usually, Λ is deﬁned as the Legendre transform of logϕ and the supremum in (4.4) is taken
over all s ∈ R. Here, we are only interested in upper deviations, thus setting Λ(θ) = 0 for θ ≤ E[X] is
convenient.
Throughout this chapter, we need existence of a proper rate function for the associated random walk.
This is assured by the following assumption:
Assumption 4.1. There is a s > 0 such that the moment generating function
ϕ(s) = E

esX
< ∞ .
In particular E[X] ≥ −∞ exists.
4.2 Oﬀspring distributions with geometrically bounded tails
Here, large deviations for BPREs are studied under the assumption that the oﬀspring distributions have
geometrically bounded tails (Assumption 4.2). As explained at the beginning of this chapter, the main
result in [Koz06] is generalized here. The main part of this section is published in [BK10].
Assumption 4.2. There are constants k0 ∈ N0, 0 ≤ a < b and c > 0 such that Q a.s. takes values in
the set of all probability distributions A ⊂ ∆ with the following property:
If R has distribution P and expectation E[R] = m, then
E

(R − j)+
≤ c m

a + m
b + m
j−k0
, j ≥ k0 . (4.5)44 CHAPTER 4. LARGE DEVIATIONS
Note that E[(R−j)+] is decreasing in j. It is required that this takes place at a geometric rate, where the
rate may slow down as E[R] gets larger. Degenerated cases (0 carrying most of the mass) are excluded
by the linear factor m in (4.5). Essentially, Assumption 4.2 assures that R has geometrically bounded
tails. This is illustrated by the following examples:
Examples. • geometric distributions with success probability p and expectation
1−p
p :
P(R ≥ i) = (1 − p)i = ( m
m+1)i and
E

(R − j)+
=
X
i>j
P(R ≥ i) = m

m
m + 1
j
fulﬁlls (4.5) for k0 = 0, a = 0, b = 1, and c = 1.
• distributions fulﬁlling the following condition:
There are constants c > 0 and d ∈ (0,1) such that
P(R = j) ≤ c m dj . (4.6)
In contrast to (4.5), (4.6) implies the geometric decay rate and thus also the expectations are uniformly
bounded by a constant.
• distributions with Gaussian tails:
There are constants α,c > 0 such that
P(R = j) ≤ c m exp(−αj2) .
• distributions with support in {0,...,k0} trivially fulﬁll condition (4.5).
As turns out, under Assumption 4.2, (upper) large deviations of Z are determined by a convex function
Γγ only depending on the cost of survival, γ (see (4.1)) and the rate function for S, Λ (see (4.4)).
Recall γ ≥ 0. Γγ is then deﬁned as the largest convex function fulﬁlling
Γγ(0) ≤ γ , Γγ(θ) ≤ Λ(θ)
for all θ ≥ 0. It is not diﬃcult to see that this function is given by
Γγ(θ) =

γ
 
1 − θ
θ∗

+ θ
θ∗Λ(θ∗) , if θ < θ∗
Λ(θ) , else
(4.7)
where 0 ≤ θ∗ ≤ ∞ is such that
Λ(θ∗) − γ
θ∗ = inf
θ≥0
Λ(θ) − γ
θ
. (4.8)
As will be proved in Section 4.2.2, Γ is also represented by:
Lemma 4.2.1. For any θ ≥ 0
Γγ(θ) = inf
0<t≤1

tγ + (1 − t)Λ(θ/(1 − t))
	
.
Figure 4.2 illustrates Γγ in the case γ < Λ(0). If γ ≥ Λ(0) then θ∗ = 0 and Γγ = Λ.
The following theorem has been obtained in [Koz06] in the case of geometric oﬀspring distributions.
Theorem 4.2.2. Let Assumptions 4.1 and 4.2 be fulﬁlled. Then for any θ ≥ 0
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −Γ(θ) ,
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −Γ(θ+)
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Figure 4.2: Γγ and Λ in the case of γ < Λ(0) with θ1 = θ∗.
Theorem 4.2.2 says that a phase transition of order two occurs if γ < Λ(0). Then θ∗ > 0 and there
are diﬀerent regimes θ < θ∗ and θ ≥ θ∗. Recall the classiﬁcation of BPREs from Chapter 1. In the
supercritical and critical case, γ = Λ(0) = 0, whereas in the weakly and intermediately subcritical case,
γ = −logE[eβX]. By deﬁnition of β, (see (1.5)),
E[eβX] = inf
s≥0
E[esX]
and thus
logE[eβX] = sup
s≥0
E[esX] = Λ(0) .
Therefore, under the mild assumptions explained in Chapter 2 (see also [Afa80], [BGK05]), γ = Λ(0) also
for the weakly and intermediately subcritical case. γ < Λ(0) occurs only for strongly subcritical BPREs
(i.e. E[m(Q)log(m(Q))] < 0, see [GKV03]). Indeed in this case, E[X exp(X)] < 0, thus the diﬀerentiation
of s → E[exp(sX)] in s = 1 is negative and Λ(0) = sups≥0{−log(E[exp(sX)])} > −log(E[exp(X)]) = γ.
Interpretation of Theorem 4.2.2
By Theorem 4.2.2, the rate function Γ for the BPRE only depends on the exponential decay rate of the
survival probability γ and Λ, the rate function of S. Under the assumption of geometrically bounded
tails (see Assumption 4.2), the ﬁne structure of the oﬀspring distributions is not of importance.
This results from the fact that the large deviation event {Zn ≥ eθn} is essentially realized in an exceptional
environment and not by exceptionally big oﬀspring numbers. This would require either exponentially
many individuals reproducing in an exceptional manner or one individual having exponentially many
oﬀsprings. Both probabilities are (by Assumption 4.2 for the latter) of lower order than exponential.46 CHAPTER 4. LARGE DEVIATIONS
Next, recall that
P(Sn ≥ 0) = e−Λ(0)n+o(n) , P(Zn ≥ 1) = e−γn+o(n) .
In the case of γ = Λ(0), it is natural to expect that the events {Sn ≥ θn} and {Zn ≥ eθn} essentially
coincide as then the cost for keeping the associated random walk nonnegative is the same as the cost
of survival. From our theorem we see that in the case of γ < Λ(0) this is also true if θ ≥ θ∗. For
θ < θ∗, however, matters change. There we also have to consider the events {Ztn ≥ 1,Sn − Stn ≥ θn}
with 0 < t < 1, which in view of (4.1) have exponentially small probabilities as well. Surprisingly, for t
properly chosen, this event has exponentially larger probability than {Sn ≥ θn}. Thus it is of advantage
to keep the population just alive at the beginning and to enforce exponential growth only later. For the
environment, this means that S ﬁrst decreases linearly up to time tn and then increases linearly. For
further details we refer to the proof in Section 4.2.2.
For a better understanding of the meaning of Γ, note that Γ0 determines the large deviations of Sn −Ln,
where19
Ln = min{S0,...,Sn} .
That is, under Assumption 4.1 and for θ ≥ 0,
limsup
n→∞
1
n
logP(Sn − Ln ≥ θn) ≤ −Γ0(θ) ,
liminf
n→∞
1
n
logP(Sn − Ln > θn) ≥ −Γ0(θ+) .
This result immediately follows from the proof of Theorem 4.2.2 (see Section 4.2.2): As we shall see, for
{Zn ≥ eθn}, the occurence of {Sn ≥ θn} is not required, but essentially only that of {Sn −Ln ≥ θn} and
survival of Z until Ln is attained. The latter event has exponentially small probability, represented by γ.
As touched before, the rate function is essentially the minimum of the cost of all possible ways of attaining
{Zn ≥ eθn}, n being large. By the representation (4.7), for θ < θ∗, the best strategy is a period of survival
of length (1 − θ/θ∗)t, succeeded by a period of geometric growth (S growing linearly) of length θ/θ∗n.
Thus, for θ < θ∗, the linear part has always the same slope, namely θ∗. To see this, note that the inﬁmum
in the representation of Γ in Lemma 4.2.1 is reached at tθ such that θ/(1 − tθ) = θ∗. We will now show
that the inﬁmum is taken for t = tθ. Calculating the derivative with respect to t yields that the condition
for the inﬁmum,
0 = γ − Λ(θ/(1 − tθ)) + Λ0(θ/(1 − tθ))θ/(1 − tθ)
= γ − Λ(θ∗) + θ∗Λ0(θ∗) .
By (4.8), the above equation is fulﬁlled. This means that smaller values of θ correspond to a longer
period where there is just survival of the process.
The most probable paths are illustrated in Figure 4.3, where the generation time and the logarithmic
generation sizes have been scaled by n.
For a related result in the context of polymers see [dH00, section IX.9].
In the next section, we discuss two characteristics of the distribution of Zn, which are of independent
interest. Theorem 4.2.2 is proved in Section 4.2.2.
4.2.1 Two characteristics of Z
As we will see in this section, Assumption 4.2 assures that certain characteristics of the distribution
of Zn, known for the linear fractional case, are useful also in the more general case treated here. We
derive bounds for the normalized variance and tail probabilities in terms of the associated random walk.
19Here, we consider the inﬁmum over 0 ≤ k ≤ n instead of 1 ≤ k ≤ n as in the deﬁnition in Chapter 1.4.2. OFFSPRING DISTRIBUTIONS WITH GEOMETRICALLY BOUNDED TAILS 47
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Figure 4.3: Most probable paths in the strongly subcritical case (γ < Λ(0)) for diﬀerent θ with θ1 <
θ2 < θ3 = θ∗ < θ4 < θ5 < θ6.
These bounds are ﬁner than a bound for the tail probability derived in Section 4.3 for general oﬀspring
distributions and are of independent interest. Let
Un := e−Sn
Vn :=
n X
k=0
e−Sk.
Then Un = E[Zn|Π]−1. The following two results shed some light on the signiﬁcance of Vn.
Proposition 4.2.3. Under Assumption 4.2, there is an α < ∞ such that
E[Z2
n|Π]
E[Zn|Π]2 ≤ αVn a.s.
Remark. Proposition 4.2.3 holds under much weaker conditions than Assumption 4.2. Namely, it is
only required that for some constant 0 < c < ∞,
P∞
k=0 k(k − 1)Q(k)
 P∞
k=0 kQ(k)
2 ≤
c
m(Q)
a.s. (4.9)
E. g. it suﬃces that the standardized second factorial moment of the oﬀspring distributions is uniformly
bounded by a constant.48 CHAPTER 4. LARGE DEVIATIONS
By Proposition 4.2.3, the BPRE, conditioned on the environment, has a standardized variance of at most
order O(ne−Ln). Assume Sn being large and the associated random walk having a low minimum (Ln
very small). Then with a high probability (of order eLn), the BPRE becomes extinct. With a small
probability, the BPRE survives and then will be very large (of order eSn−Ln). Thus the standardized
variance will be large. On the other hand, if Sn is large and Ln ∼ 0, then the standarized variance of Zn,
conditioned on the environment, is of constant order.
For the tail probabilities, the following estimate holds:
Theorem 4.2.4. Under Assumption 4.2, there is a β > 0 such that for all z ≥ 0:
P(Zn ≥ z|Π) ≤ 2 exp

−
βUn
Vn
z

a.s.
or likewise
P
 
Zn
E[Zn|Π]
≥ z





Π
!
≤ 2exp

−
β
Vn
z

a.s.
For the proof, we use a formula derived in [GK00]. Let
fn(s) =
∞ X
k=0
skQn({k})
be the probability generating function of the oﬀspring distribution of an individual in generation n − 1.
Note that Xn = logf0
n(1). Recall (3.11)
E

sZn|Π

= f1(f2(···fn(s)···)) = f0,n(s), s ≥ 0
and the deﬁnition from (3.12),
fk,n = fk+1 ◦ fk+2 ◦ ··· ◦ fn, 0 ≤ k < n; fn,n = id
gk(s) =
1
1 − fk(s)
−
1
f0
k(1)(1 − s)
, s ≥ 0.
Below, we shall see that the singularity of gk(s) at s = 1 is removable under Assumption 4.2. We have
Uk = (f0
1(1)···f0
k(1))
−1 = f0
0,k(1)−1 .
We use the formula derived in Section 3.3, (3.13):
1
1 − f0,n(s)
=
Un
1 − s
+
n−1 X
k=0
Ukgk+1(fk+1,n(s)), s ≥ 0.
Note that the above relation does not only hold for those s in the domain of convergence of f0,n(s), but
for all s ≥ 0. A statement similar to the following lemma can be found in [GK00] for s ∈ [0,1):
Lemma 4.2.5. Let f(s) =
P∞
k=0 skpk be the generating function of R with distribution q = (pk) and
expectation E[R] = m. Then under Assumption 4.2, the function
h(s) =
1
1 − f(s)
−
1
m(1 − s)
is continuous everywhere, and there is a number d < ∞ such that for all s ≥ 0
0 ≤ h(s) ≤ d

1
m
+ 1

.
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Proof. Deﬁning rj =
P
k>j pk, we rewrite f(s) − 1 to extract the factor s − 1 (see [Fel68, chapter XI]):
f(s) − 1 = (s − 1)
∞ X
j=0
sjrj = (s − 1)g(s) ,
where
g(s) =
∞ X
j=0
sjrj . (4.10)
In the same manner
g(s) − g(1) = (s − 1)
∞ X
j=0
sj(rj+1 + rj+2 + ···)
= (s − 1)k(s) ,
with
k(s) =
∞ X
j=0
sj(rj+1 + rj+2 + ···) .
Note that by (4.10), g(1) = m and thus
1
1 − f(s)
−
1
m(1 − s)
=
1
m(s − 1)
−
1
(s − 1)g(s)
=
k(s)
mg(s)
.
Since E[(ξ − j)+] = rj+1 + rj+2 + ... , by Assumption 4.2 the functions f(s), g(s) and k(s) are ﬁnite for
s < b+m
a+m. Therefore g is continuous in s = 1 and thus everywhere.
Next let 1 ≤ s < 1
2 + b+m
2(a+m), implying s ≤ b
a. As h is nondecreasing, g(s) ≥ m for all s ≥ 1. Thus (also
recall m = r0 + r1 + ...),
1
1 − f(s)
−
1
m(1 − s)
≤
k(s)
m2
=
1
m
∞ X
j=0
sj rj+1 + rj+2 + ···
r0 + r1 + ···
≤
1
m


k0−1 X
j=0
sj + csk0
∞ X
j=0
sj

a + m
b + m
j


≤
k0
  b
a
k0
m
+
2
  b
a
k0 c(b + m)
(b − a)m
, (4.11)
where (4.5) has been used in the prelast step. The last inequality follows from s ≤ b
a in the ﬁrst sum and
s < 1
2
b+m
2(a+m) in the second geometric summation.
For s ≥ 1
2 + b+m
2(a+m), the negative term is dropped:
−
1
f(s) − 1
+
1
m(s − 1)
≤
1
m(s − 1)
≤
2(a + m)
m(b − a)
. (4.12)
Note that the last estimate does not require the assumption f(s) < ∞. Choosing a suﬃciently large
constant d, (4.11) and (4.12) prove the claim for every s ≥ 1. For s < 1, h(s) ≤ 2h(1) for 0 ≤ s ≤ 1 is
used (see [GK00, Lemma 2.1]). The last claim results from h(1) = m−2E[R(R − 1)]. Note that for the50 CHAPTER 4. LARGE DEVIATIONS
last claim, only condition (4.9) is required.
Proof of Proposition 4.2.3. For the proof of the proposition, we need an expression for f00
0,n(1), which
is well-known (see e.g. [Afa93]). From f0,n = f0,n−1 ◦ fn, by chain rule for diﬀerentiation f0
0,n(1) =
f0
0,n(1)f0
n(1) and f00
0,n(1) = f00
0,n−1(1)(f0
n(1))2 + f0
0,n−1(1)f00
n(1), thus
f00
0,n(1)
(f0
0,n(1))2 =
f00
0,n−1(1)
(f0
0,n−1(1))2 +
f00
n(1)
f0
0,n−1(1)(f0
n(1))2 .
Recalling Uk = e−Sk and Vn =
Pn
k=0 e−Sk, the last estimate in Lemma 4.2.5 implies
f00
n(1)
f0
0,n−1(1)(f0
n(1))2 ≤ d(Un−1 + Un)
and thereby
E[Zn(Zn − 1)|Π]
E[Zn|Π]2 =
f00
0,n(1)
(f0
0,n(1))2 ≤ 2dVn a.s.
As Vn ≥ Un = (E[Zn|Π])−1, choosing α = 2d + 1 yields the claim.
Proof of Theorem 4.2.4. We obtain from (3.13) and Lemma 4.2.5
1
1 − f0,n(s)
≤
Un
1 − s
+ d
n−1 X
k=0
(Uk + Uk+1) ≤
Un
1 − s
+ 2dVn . (4.13)
As f0,n(s) > 1 for s > 1, we only have a useful bound if the right-hand side of (4.13) is negative. Thus
for s < 1 + Un
2dVn, we get
f0,n(s) ≤
Un − (2dVn − 1)(s − 1)
Un − 2dVn(s − 1)
. (4.14)
For s ≤ 1 + Un
4dVn, since the right-hand side in (4.14) is nondecreasing for s ≥ 1, and as Vn ≥ 1,
f0,n(s) ≤ 1 +
1
2d
.
Therefore (w.l.o.g. d ≥ 1
2), for every 1 ≤ s ≤ 1 + Un
4dVn,
P(Zn ≥ z|Π) ≤ s−z f0,n(s) ≤ 2s−z a.s. (4.15)
Note that Un
Vn ≤ 1, so there is a β > 0 such that e
β
Un
Vn ≤ 1 + Un
4dVn (β is deﬁned by eβ = 1 + 1
4d). Taking
s = e
β
Un
Vn in (4.15) yields Theorem 4.2.4.
4.2.2 Proof of Theorem 4.2.2
Here we prove the representation of Γ from Lemma 4.2.1, which is used in the sequel: For any θ ≥ 0
Γ(θ) = inf
0<t≤1

tγ + (1 − t)Λ(θ/(1 − t))
	
.
Proof of Lemma 4.2.1. Let us denote this inﬁmum by ι(θ). We show that it fulﬁlls the properties
deﬁning Γ(θ). First for any θ0,θ00 ≥ 0, λ ∈ (0,1) and  > 0 there are t0,t00 ∈ (0,1] such that, applying
convexity of Λ,
λι(θ0) + (1 − λ)ι(θ00) ≥ λt0γ + λ(1 − t0)Λ(θ0/(1 − t0)) + (1 − λ)t00γ + (1 − λ)(1 − t00)Λ(θ00/1 − t00)) − 
=

λ(1 − t0) + (1 − λ)(1 − t00)

γ + (λt0 + (1 − λ)(1 − t00))
λ(1 − t0)
λ(1 − t0) + (1 − λ)(1 − t00)
Λ(θ0/(1 − t0))
+ (λ(1 − t0) + (1 − λ)(1 − t00))
(1 − λ)(1 − t00)
λ(1 − t0) + (1 − λ)(1 − t00)
Λ(θ00/(1 − t00)) − 
≥

1 − (λ(1 − t0) + (1 − λ)(1 − t00))

γ + (λ(1 − t0) + (1 − λ)(1 − t00))Λ
 λθ0 + (1 − λ)θ00
λ(1 − t0) + (1 − λ)(1 − t00)

− 
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Letting  → 0 yields the convexity of ι. Next choosing t = 1 implies ι(θ) ≤ Λ(θ) and letting t → 0 entails
ι(0) ≤ γ. Finally let κ(θ) be any convex function below Γ(θ) and γ. Then for any t ∈ (0,1], θ ≥ 0
tγ + (1 − t)Λ(θ/(1 − t)) ≥ tκ(0) + (1 − t)κ(θ/(1 − t))
≥ κ
 
t0 + λ(θ/(1 − t))

= κ(θ) .
It follows ι(θ) ≥ κ(θ), and the proof is complete.
The upper bound
We follow ideas of Kozlov.
Lemma 4.2.6. Under Assumptions 4.1 and 4.2, for any θ ≥ 0:
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ − inf
y≥θ
Γ(y).
Proof. We restrict ourselves to θ > 0 as the case θ = 0 is covered by (4.1). Let
Ln = min
0≤k≤n
Sk
and  > 0 such that θ −  > 0. We have
P(Zn ≥ eθn) = P(Zn ≥ eθn,Sn − Ln ≥ (θ − )n) + P(Zn ≥ eθn,Sn − Ln < (θ − )n)
=: p1n + p2n .
Now, as Zk is independent of Sn − Sk and by (4.2) and (4.3),
P(Zn ≥ eθn,Sn − Ln ≥ (θ − )n) ≤
n−1 X
k=0
P(Zk > 0,Sn − Sk ≥ (θ − )n)
≤
n−1 X
k=0
e−γke
−Λ((θ−) n
n−k)·(n−k)
=
n−1 X
k=0
exp

−n

γ
k
n
+ Λ

(θ − )
n
n − k

n − k
n

.
In view of Lemma 4.2.1
p1n ≤ ne−Γ(θ−)n .
As to p2n, by means of Theorem 4.2.4,
P(Zn ≥ eθn|Π) ≤ 2exp

−
βUn
Vn
eθn

.
Now Vn ≤ (n + 1)e−Ln, thus
p2n ≤ E

2exp

−
βUn
Vn
eθn

;Sn − Ln < (θ − )n

≤ E
h
2exp

−β(n + 1)−1eθn−(Sn−Ln)

;Sn − Ln < (θ − )n
i
≤ 2exp
 
−β(n + 1)−1en
.
By standard arguments from large deviation theory (see [dH00]), we have
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ limsup
n→∞
1
n
log[p1n + p2n]
= max

limsup
n→∞
1
n
logp1n,limsup
n→∞
1
n
logp2n

≤ max[−Γ(θ − ),−∞] .
As Γ is left-continuous, taking the limit  → 0 yields the result.52 CHAPTER 4. LARGE DEVIATIONS
The lower bound
Lemma 4.2.7. Under Assumptions 4.1 and 4.2, for any θ ≥ 0:
liminf
n→∞
1
n
logP(Zn > eθn) ≥ − inf
y>θ
Γ(y) .
A weaker result has been proved in [BB09] under diﬀerent assumptions.
Proof. Without loss of generality, we restrict ourselves to the case Γ(θ+) < ∞. For every 0 < t ≤ 1, by
Markov property,
P(Zn > eθn) = P(Zdtne > 0)P(Zn > eθn | Zdtne > 0)
≥ P(Zdtne > 0)P(Zb(1−t)nc > eθn) .
We ﬁx θ0,θ00 with θ < θ0 < θ00. Then
P(Zb(1−t)nc > eθn) ≥ P(Zb(1−t)nc > eθn,θ0n < Sb(1−t)nc < θ00n) .
An inequality due to Paley and Zygmund (see e.g. [Kal01]) yields for 0 < r < 1
P(Zb(1−t)nc > rE[Zb(1−t)nc|Π]|Π) ≥ (1 − r)2E[Zb(1−t)nc|Π]2
E
h
Z2
b(1−t)nc|Π
i .
From Proposition 4.2.3
E[Zb(1−t)nc|Π]2
E
h
Z2
b(1−t)nc|Π
i ≥
1
αVb(1−t)nc
≥
eLb(1−t)nc
α(n + 1)
.
Thus with r = e−(θ
0−θ) ≥ e−(θ
0−θ)n,
P(Zb(1−t)nc > eθn,θ0n < Sb(1−t)nc < θ00n)
= E

P(Zb(1−t)nc > eθn|Π);θ0n < Sb(1−t)nc < θ00n)

≥ (α(n + 1))−1(1 − r)2E[eLb(1−t)nc;θ0n < Sb(1−t)nc < θ00n]
≥ (α(n + 1))−1(1 − r)2P(Lb(1−t)nc ≥ 0,θ0n < Sb(1−t)nc < θ00n) .
Let ˜ θ = 1
2(1−t)(θ0 + θ00). First we assume ϕ(s) < ∞ for all s ∈ R+. Then Λ(˜ θ) = τ˜ θ − logϕ(τ) deﬁnes τ
(see e.g. [DZ93] for properties of the rate function) and we can change measure according to
e P(X ∈ dx) = ρ−1eτxP(X ∈ dx)
where ρ = ϕ(τ). Thus
P(Lb(1−t)nc ≥ 0,θ0n < Sb(1−t)nc < θ00n)
≥ ρb(1−t)nce E

e−τSb(1−t)nc;θ0(1 − t)−1d(1 − t)ne < Sb(1−t)nc < θ00(1 − t)−1b(1 − t)nc,Lb(1−t)nc ≥ 0

≥ ρb(1−t)nce−τθ
00(1−t)
−1b(1−t)nce P(θ0(1 − t)−1d(1 − t)ne < Sb(1−t)nc < θ00(1 − t)−1b(1 − t)nc,Lb(1−t)nc ≥ 0) .
S is under e P a random walk with e E[Sn] = θn. Therefore e P(θ0(1 − t)−1n < Sn < θ00(1 − t)−1n) → 1 and
e P(Ln ≥ 0) → e P(L∞ ≥ 0) = p > 0. Thus for n large enough,
e P(θ0(1 − t)−1d(1 − t)ne < Sb(1−t)nc < θ00(1 − t)−1b(1 − t)nc,Lb(1−t)nc ≥ 0) ≥
p
2
and therefore, for any 0 < t ≤ 1
liminf
n→∞
1
n
logP(Zn > eθn) ≥ liminf
n→∞
1
n
logP(Zdtne > 0)
+ liminf
n→∞
1
n
logP(Zb(1−t)nc > eθn,θ0(1 − t)−1d(1 − t)ne < Sb(1−t)nc < θ00(1 − t)−1b(1 − t)nc)
= −
 
tγ + (1 − t)(θ00(1 − t)−1τ − logϕ(τ))

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Letting θ0,θ00 → θ (as Λ(θ+) < ∞, Λ is continuous in θ)
θ00(1 − t)−1τ − logϕ(τ) → Λ((1 − t)−1θ+) .
For the general case of ϕ(s) = ∞, we condition on {maxi=1,...,b(1−t)nc Xi < x}. For the conditioned
random walk, the moment generating function is ﬁnite on R+ and we can ﬁnd a ˜ τx such that the
calculation above holds. Now
P(Lb(1−t)nc ≥ 0,θ0n < Sb(1−t)nc < θ00n)
≥ P

Lb(1−t)nc ≥ 0,θ0n < Sb(1−t)nc < θ00n


 max
i=1,...,b(1−t)nc
Xi < x

P(X < x)b(1−t)nc
and the moment generating function of the conditioned random walk is P(X < x)−nϕn
x(s), where ϕx(s) =
E[esx;X < x]. Thus, letting θ0,θ00 → θ (and thereby ˜ τx → τx),
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −
 
tγ + (1 − t)(θ(1 − t)−1τx − logϕx(τx))

,
where
θ(1 − t)−1τx − logϕx(τx) = θ(1 − t)−1τx − logE[eτxX|X < x] + logP(X < x)
= sup
s≥0
n
θ(1 − t)−1s − logE[esX;X < x]
o
.
The right-hand side is nonincreasing in x. Thus, by monotone convergence, we may interchange the limit
x → ∞ and the supremum and letting x → ∞,
θ(1 − t)−1τx − logϕx(τx)) → sup
s≥0
n
θ(1 − t)−1s − logE[esX]
o
= Λ(θ(1 − t)−1) .
By Lemma 4.2.1,
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −Γ(θ+) ,
which entails the result.
4.3 Heavy-tailed oﬀspring distributions
This section is based on joint work with Vincent Bansaye20 and published in [BB10]. As in the preceeding
section, the existence of a proper rate function for the associated random walk is required. Hence,
throughout this whole section, let Assumption 4.1 be fulﬁlled.
We write R = R(f) for a random variable associated with the probability generating function f:
E[sR] = f(s) (0 ≤ s ≤ 1)
and we denote by m = m(R) = m(f) its expectation:
m = f0(1) .
4.3.1 Main results and interpretation
As discussed in the preceding section, in the case of geometrically bounded tails, the rate function
of Z only depends on properties of the associated random walk and not on the ﬁne structure of the
distributions (Q1,Q2,...). However, if the oﬀspring distributions may have heavy (i.e. polynomial) tails,
matters change. Then one individual having exponentially many oﬀsprings has only exponentially small
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probability and large deviations of Zn may be realized by one individual having exceptionally many
children. In the sequel, it will be shown that the rate function (denoted by ψ) indeed depends on the
polynomial decay rate of the oﬀspring distributions.
The following assumption ensures that the tail of the oﬀspring distribution of an individual decays at
least with exponent β ∈ (1,∞) (uniformly with respect to the environment).
Assumption H(β). There is a constant 0 < d < ∞ such that Q a.s. takes values in the set of all
probability distributions A ⊂ ∆ with the following property:
If R has distribution P and expectation E[R] = m, then for all z > 0
P(R > z |R > 0) ≤ d (m ∧ 1) z−β a.s.
The rate function ψ of Z depends on β, γ and Λ and is deﬁned by
ψ(θ) = ψγ,β,Λ(θ) := inf
t∈[0,1],s∈[0,θ]
n
tγ + βs + (1 − t)Λ((θ − s)/(1 − t))
o
. (4.16)
If γ = 0, that is in the supercritical (E[X] > 0) and critical (E[X] = 0) case , ψ can be expressed as
ψ(θ) = inf
s∈[0,θ]

βs + Λ(θ − s)
	
.
The main result of this section establishes the rate function ψ of Z in the case of heavy-tailed oﬀspring
distributions. The ﬁrst assumption in the following theorem assures that there are some oﬀspring distri-
butions with polynomial tails with exponent −β, and by H(β), no tail distribution exceeds this exponent.
Theorem 4.3.1. Assume that for some β ∈ (1,∞), log(P(Z1 > z))/log(z)
z→∞ −→ −β and that additionally
Assumption H(β) holds. Then for every θ ≥ 0,
1
n
log(P(Zn ≥ eθn))
n→∞ −→ −ψ(θ) .
Remark. This Theorem still holds if we just assume that there exists a slowly varying function l such
that
P(R > z|R > 0) ≤ d (m ∧ 1) l(z)z−β a.s. (4.17)
instead of Assumption H(β). Indeed, by properties of slowly varying functions (see appendix, Section
A.2), for any  > 0, there exists a constant d such that P(R > z |R > 0) ≤ d (m ∧ 1)z−β+ a.s.
As for ﬁxed θ ≥ 0, ψγ,β,Λ is continuous in β, letting  → 0 yields the upper bound. Let us note that
we can weaken Assumption H(β) by letting d depend on the environment. But this would make the
proof more cumbersome. For the proof of the lower bound in Theorem 4.2.2, it is only required that
E[
P∞
k=1 ksP(R > z | R > 0)] < ∞ (see p. 60) for some s > 1 which is also assured by (4.17).
Let us consider two consequences of this result. First, a large deviation result for oﬀspring distributions
without heavy tails can be derived by letting β → ∞, which generalizes Theorem 4.2.2. The following
result is proved in Section 4.3.5 as a corollary from Theorem 4.3.1.
Theorem 4.3.2. If Assumption H(β) is fulﬁlled for every β > 0, then for every θ ≥ 0,
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −Γ(θ) ,
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −Γ(θ+) ,
where Γ(θ) = inft∈[0,1]{tγ + (1 − t)Λ(θ/(1 − t))}.
For example, this result holds if P(R > z|R > 0) ≤ c(m ∧ 1)exp(−zb) a.s. for some constant b > 0.
As second consequence, Theorem 4.3.1 can also be applied to the Galton-Watson case. Then the environ-
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for θ > logm and Λ(logm) = 0. We refer to [BB93, Pro00] for precise results for large deviations without
heavy tails. For the decay rate of the survival probability, it is known that (see [AN72]) in the subcritical
case (m < 1)
γ = −logm
and γ = 0 in the critical (m = 1) and supercritical (m > 1) case. Thus, in the subcritical case,
ψ(θ) = γt + βs .
In the critical and supercritical case, it remains to minimize
ψ(θ) = inf
s∈[0,θ]
{βs + Λ(θ − s)} ,
where Λ(θ) = 0 for θ ≤ logm and Λ(θ) = ∞ for θ > logm. Hence,
ψ(θ) = β(θ − logm) .
The following sections are organized as follows. In the next paragraphs, diﬀerent characterizations of
the rate function ψ are presented and the phase transitions are described. The lower bound in Theorem
4.3.1 is proved in Section 4.3.2, the upper bound in Sections 4.3.3 and 4.3.4 by distinguishing the case
β ∈ (1,2] and the case β > 2. The proof for β > 2 is technically more involved since it requires higher
order derivatives of generating functions. In Section 4.3.4 it is explained how to adapt the arguments of
the proof for β ∈ (1,2] for the case β > 2.
Path interpretation of the rate function.
As precised by our theorem, the rate function yields the exponential decay rate of the probability of
reaching exceptionally large values, namely
P(Zn ≥ θn) = e−ψ(θ)n+o(n).
A reasonable way to reach extraordinary large values, {Zn ≥ exp(θn)} for n  1 and θ ≥ E[X], can be
described as follows (see Figure 4.4). At the beginning, up to time btnc, the process just survives. The
probability of this event decreases as e−γbtnc. At time btnc, there are very few individuals and one indi-
vidual has extraordinarily many oﬀsprings, namely esn-many. The probability of this event is given by
P(Z1 ≥ exp(sn)), thus it is of the order of e−βsn. Then the process grows geometrically according to its
expectation in a good environment to reach eθn. That is S grows linearly such that Sn−Sbntc ≈ [θ−s]n.
As results from Cramer’s Theorem, the probability to observe this exceptionally good environment de-
creases as e−(1−t)Λ((θ−s)/(1−t))n. The most probable path is then to follow the way which minimizes the
sum of these three costs tγ, βs and (1 − t)Λ((θ − s)/(1 − t)) which yields the rate function ψ.
Thus the optimal strategy to realize large deviations is described by couples (tθ,sθ) such that
ψ(θ) = tθγ + βsθ + (1 − tθ)ψ((θ − sθ)/(1 − tθ)) .
As detailed in the next paragraph, diﬀerent strategies may occur following the regime of the process and
the value of θ. In any case, if there is a jump (sθ > 0), then it occurs either at the beginning (tθ = 0) or
at the end (tθ = 1) of the trajectory.
Obviously, keeping the population size small during a ﬁrst period (tθ > 0) and then growth within a good
environment can be relevant only in the subcritical case. Actually we see below that this situation can
occur only if the process is strongly subcritical, as already discussed in Section 4.2 in the case of oﬀspring
distributions without heavy tails. In all subcritical cases, depending on β and Λ, the optimal stratetgy
may be to keep the population size small by just surviving until the ﬁnal time and then jump to the ﬁnal
value. This means that the eθn-many individuals have a common ancestor in one of the last generations.
The phase transitions will be precised later.56 CHAPTER 4. LARGE DEVIATIONS
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Figure 4.4: (Schematic) Representation of a possible path of logZ (to logZn = θn) with a survival
period and a jump, followed by linear growth.
In the supercritical case (E[X] > 0), the process starts growing (geometrically) right from the beginning
(tθ = 0). Or it may have a jump at time tθ = 0, and then grow geometrically.
More formally, following the proof of [BB09], it should be possible to prove the uniqueness of (tθ,sθ)
(except for degenerated situations) and the forthcoming trajectorial result. We refrain from writing
down more details here, as the proof becomes very heavy and technical.
Open Problem. Prove that, conditioned on Zn ≤ ecn,
sup
t∈[0,1]

log(Z[tn])/n − fθ(t)

	 n→∞ −→ 0
in probability in the sense of the uniform norm where
fθ(t) :=

0 , if t ≤ tθ
βsθ + c
1−tθ(t − tθ) , if t > tθ .
In the Galton-Watson case with mean oﬀspring number m, the optimal strategy is either to survive until
the ﬁnal time and jump to the desired value θ (critical and subcritical case, m ≤ 1), or to jump to
θ − log(m) and then grow according to the expectation (supercritical case, m > 1).
Graphical interpretation of the rate function.
In this section, another characterization of ψ is discussed. As proved in Lemma 4.3.8 (see Section 4.3.6),
ψ is the largest convex function fulﬁlling for all x,θ ≥ 0
ψ(0) = γ, ψ(θ + x) ≤ ψ(θ) + βx, ψ(θ) ≤ Λ(θ) .4.3. HEAVY-TAILED OFFSPRING DISTRIBUTIONS 57
As explained in the preceeding section, the ﬁrst condition will only play a role in the subcritical cases.
We deﬁne below the number θ∗ ∈ [0,1] such that for every θ < θ∗, the process begins with a survival
period (i.e. tθ > 0). Then the rate function ψ is linear for θ ∈ [0,θ∗].
Similarly, we deﬁne θ† such that for θ > θ† the strategy begins with a jump and the rate function is
linear with slope β. In the subcritical cases, the best strategy may consist of just surviving until almost
the end and then a jump to the terminal value, which corresponds to θ† = 0, hence ψ(θ) = γ + βθ.
Figure 4.5 illustrates ψ in the strongly subcritical case.
0
0
q q1 q q2
g g 
L L( (0) ) 
q q
L L
y y
Figure 4.5: ψ and Λ in the case γ < Λ(0) with θ1 = θ∗ and θ2 = θ†.
More explicitly, let Γ be deﬁned as in Section 4.2. In Theorem 4.2.2, it is proved that Γ is the rate
function of Z in the case of oﬀspring distributions with geometrically bounded tails. Recall that another
representation of Γ is
Γ(θ) =

γ
 
1 − θ
θ∗

+ θ
θ∗Λ(θ∗) , if θ < θ∗
Λ(θ) , else
where 0 ≤ θ∗ ≤ ∞ is such that (see Deﬁnition (4.8))
Λ(θ∗) − γ
θ∗ = inf
θ≥0
Λ(θ) − γ
θ
.
Let us deﬁne θ† by
θ† = sup
n
θ ≥ max{0,E[X]} : Γ0(θ) ≤ β and Γ(θ) < ∞
o
. (4.18)58 CHAPTER 4. LARGE DEVIATIONS
Then
ψ(θ) =

Γ(θ) , if θ ≤ θ†
βθ − log(E[eβX]) , else . (4.19)
Phase Transitions
We will now brieﬂy describe the diﬀerent strategies associated with the corresponding phase transitions
(of order two) of the rate function. Assume 0 < θ∗ < θ† (see Figure 4.6 for an illustration):
• For θ < θ∗, the rate function ψ is identical to Γ. This means that no jumps occur. The best strategy
is the same as in the case of oﬀspring distributions without heavy tails (see Section 4.2). Namely,
the process just survives until a time btθnc, tθ ∈ (0,1) and then follows its expectation within good
a environment (i.e. the associated random walk grows linearly such that Sn − Sbtθnc ≈ θn). Also
recall that the slope of the linear growth of the associated random walk is always θ∗ = θ/(1 − tθ).
• For θ∗ ≤ θ ≤ θ†, ψ is identical to Λ. Thus the best strategy is geometric growth (corresponding to
linear growth of the associated random walk, such that Sn ≈ θn) and the process (conditioned on
the environment) just follows its expectation.
• For θ > θ†, ψ does not depend on the cost of survival γ and there is no initial period when the
process just survives. The optimald strategy here is to jump at the beginning: Z1 ≈ exp(sθn) and
then follow the expectation in a good environment (i.e. Sn ≈ (θ − sθ)n). The slope of the linear
growth of the associated random walk is always θ† = θ − sθ.
To show this, we assume for convenience that γ = Λ(0) (i.e. ψ(θ) = infs∈[0,θ]{βs + Λ(θ − s)}) and
diﬀerentiability of Λ. Then the inﬁmum in (4.16) is taken in sθ such that
β − Λ0(θ − sθ) = 0 .
As Λ0(θ†) = β, the inﬁmum is taken for sθ = θ − θ† and the linear slope of the associated random
walk is θ†. Thus, for larger θ, larger values of Zn are not realised by a stronger growth of the
associated random walk but by a larger jump at the beginning.
The case θ† = 0 corresponds to ψ(θ) = γ + βθ. Here the optimal strategy consists in just surviving until
the end. In one of the last generations, an individual has eθn-many oﬀspring.
Note that in the case of 0 < θ = θ∗ = θ†, the best strategy is no longer ‘unique’. For any t ∈ (0,1], there
exists a s ∈ [0,θ] such that the optimal strategy is to just survive until time btnc, then jump to exp(sn)
and then follow a linear growth of the environment such that Sn − Sbtnc ≈ (θ − s)n (see Figure 4.4).
4.3.2 Proof of the lower bound of Theorem 4.3.1
For the proof of the lower bound of Theorem 4.3.1, the following result is needed. It ensures that
exceptional growth of the population can at least be achieved thanks to some suitable good environ-
ment sequence, whose probability decreases exponentially following the rate function of the random walk
(Sn)n∈N. This result generalizes Proposition 1 in [BB09] for an exponential initial number of individuals.
With a slight abuse of notation, we write below for the initial number of individuals exp(sn) instead of
the integer part bexp(sn)c.
Proposition 4.3.3. Under Assumption H(β), for all θ ≥ 0 and 0 ≤ s ≤ θ,
liminf
n→∞
1
n
logPexp(sn)(Zn ≥ eθn) ≥ −Λ
 
(θ − s) +

.
Proof. Recall that the rate function of the associated random walk is, for every θ0 ≥ 0, deﬁned by
Λ(θ0) = sup
λ≥0

λθ0 − logE[eλX])
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Figure 4.6: Most probable paths in the strongly subcritical case (γ < Λ(0)) for diﬀerent θ with θ1 <
θ2 < θ3 = θ∗ < θ4 < θ5 = θ† < θ6 < θ7.
First, we assume that E[eλX] < ∞ for every λ ≥ 0. Then the derivative of λ → E[eλX] exists for every
λ ≥ 0 and the supremum above is taken in λ = λθ0 such that
θ0 =
E[Xeλθ0X]
E[eλθ0X]
.
Such as in the proof of Theorem 4.2.2, a change of measure is used. Introduce the probability measure e P
deﬁned by
e P(X ∈ dx) =
eλθ0x
E[eλθ0X]
P(X ∈ dx) .
Under this new measure, (Sn)n∈N is a random walk with drift e E[X] = θ0 > 0 and Zn is a supercritical
BPRE.
For all n ≥ 1, θ ∈ [0,θ0) and  > 0,
Pexp(sn)
 
Zn ≥ e(θ+s)n
≥ Pexp(sn)
 
Zn ≥ e(θ+s)n; Sn ≤ (θ0 + )n

= E[exp(λθ0X)]ne Eexp(sn)

e−λθ0Sn1 l{Sn≤[θ0+]n, Zn≥e(θ+s)n}

≥ exp
 
n

log(E[eλθ0X]) − λθ0(θ0 + )
e Pexp(sn)
 
Zn ≥ e(θ+s)n, Sn ≤ (θ0 + )n

≥ exp(n(−Λ(θ0) − λθ0))
e Pexp(sn)
 
Zn ≥ e(θ+s)n
− e P
 
Sn > (θ0 + )n

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As e P
 
Sn > (θ0 + )n

→ 0 when n → ∞, it suﬃces to prove that
liminf
n→∞
e Pexp(sn)
 
Zn ≥ e(θ+s)n
> 0, (4.20)
and Proposition 4.3.3 follows by letting  → 0,θ0 → θ.
Relation (4.20) results from the fact that under e P the population Zn starting from one single individual
grows as eSn  nθ0 on the nonextinction event. More precisely, individuals of the initial population are
labeled and the number of descendants in generation n of individual i is denoted by Z
(i)
n . For given
N ∈ N, introduce the ’success’ probability pn:
pn = P1(Zn ≥ Nenθ | Π) a.s.
Then, conditioned on Π, and for N ≥ 1, the number of initial individuals whose number of descendants
in generation n is larger than Nenθ,
Nn := #{1 ≤ i ≤ esn : Z(i)
n ≥ Nenθ} a.s. ,
follows a binomial distribution with parameters (esn,pn). Moreover, as E[Nn | Π] = esnpn a.s.,
e Pexp(sn)
 
Zn ≥ e(θ+s)n
≥ e Pexp(sn)
 
Nn ≥ esn/N) ≥ e Pexp(sn)

Nn ≥
E[Nn | Π]
Npn

.
Applying the classical inequality due to Paley and Zygmund again for r ∈ [0,1] (compare proof of Lemma
4.2.7 on page 52 or e.g. [Kal01, p. 63]) yields
P(Y ≥ rE[Y ]) ≥ (1 − r)2E[Y ]2
E[Y 2]
. (4.21)
Adding that E[Nn | Π] = esnpn and E[N2
n | Π] = e2snp2
n + esnpn(1 − pn) a.s., we get
e Pexp(sn)

Nn ≥
E[Nn | Π]
Npn


 Π

≥
h
1 − 1 ∧
1
Npn
i2E[Nn | Π]2
E[N2
n | Π]
≥
h
1 − 1 ∧ 1
Npn
i2
1 + e−sn
pn
a.s.
U
nder Assumption H(β),
e E
hX
k∈N
k1+P(R = k)/m
i
≤ e E
hX
k∈N
k1+P(R = k|R > 0)
i
< ∞ ,
for every 0 <  < β − 1. Theorem 3 in [GL01] ensures that for every N ∈ N,
e E[pn] = e P1(Zn ≥ Neθn)
n→∞ −→ e P1(∀n ∈ N : Zn > 0) > 0 .
As the right-hand side does not depend on N ≥ 1 and pn ≤ 1, for N large enough,
δ := liminf
n→∞
e P(pn ≥ 2/N) > 0
and thus
liminf
n→∞
e Pexp(sn)
 
Zn ≥ e(θ+s)n
≥ liminf
n→∞
e E
h
1 − 1 ∧ 1/Npn
2
1 + 1/pn
i
≥
δ(1 − 1/2)2
1 + N/2
> 0 .
This proves (4.20) and ends up the proof when E[eλX] < ∞ for every λ ≥ 0. The general case follows by
a standard approximation argument (the same arguments as in the proof of Lemma 4.2.7, page 53, can
be applied).
Proof of the lower bound in Theorem 4.3.1. The proof now amounts to exhibiting good trajectories
which realize the large deviation event {Zn ≥ eθn}. For every t ∈ (0,1) and s ∈ [0,θ], by Markov property,
P(Zn ≥ eθn) ≥ P(Zbtnc > 0)P(Z1 ≥ esn)Pexp(sn)(Zn−btnc ≥ eθn) .4.3. HEAVY-TAILED OFFSPRING DISTRIBUTIONS 61
Taking the logarithm, by (4.1) the ﬁrst term can be written as
1
tn
log(P(Zbtnc > 0))
n→∞ −→ −γ .
Using that log(P(Z1 > z))/log(z)
z→∞ −→ −β yields for the second term
1
n
log(P(Z1 ≥ esn))
n→∞ −→ −sβ .
Finally, by Proposition 4.3.3,
liminf
n→∞
1
(1 − t)n
log
 
Pexp(sn)(Zn−[tn] ≥ eθn)

≥ −Λ((θ − s)/(1 − t)+)
since
Pexp(sn)(Zn−[tn] ≥ eθn) = Pexp((1−t)ns/(1−t))(Zn−[tn] ≥ en(1−t)θ/(1−t)) .
Combining the ﬁrst inequality and the last three limits ensures that
liminf
n→∞
1
n
log(P(Zn ≥ eθn)) ≥ − inf
t∈[0,1],s∈[0,θ]
n
tγ + βs + (1 − t)Λ((θ − s)/(1 − t)+)
o
.
As a convex nonnegative function, Λ has at most one jump (to inﬁnity). Thus the inﬁmum above is ψ(θ).
To see this, we only have to consider the jump point. Say, there are sθ ∈ [0,θ] and tθ ∈ [0,1) such that
tθγ + βsθ + (1 − tθ)Λ((θ − sθ)/(1 − tθ)) = ψ(θ) < ∞
and Λ((θ − sθ)/(1 − tθ)+) = ∞. Then, as (θ − sθ)/(1 − tθ) is the only jump point, for any  > 0 there is
a δ > 0 such that
ψ(θ) −  ≤ tθγ + β(sθ − δ) + (1 − tθ)Λ((θ − sθ − δ)/(1 − tθ)+)
= tθγ + β(sθ − δ) + (1 − tθ)Λ((θ − sθ − δ)/(1 − tθ)).
Finally letting  → 0 proves the result and thereby the lower bound of Theorem 4.3.1.
4.3.3 Proof of the upper bound of Theorem 4.3.1 for β ∈ (1,2]
Recall the deﬁnition of the minimum (resp. maximum) of the associated random walk21 up to time n,
Ln := min
0≤k≤n
Sk , Mn := max
0≤k≤n
Sk
Using the inequality (compare introduction (1.3) or e.g. [BGK05])
P(Zn > 0|Π) ≤ eLn. (4.22)
As explained in Chapter 1, under mild assumptions, the above estimate yields the correct exponential
decay rate:
γ = − lim
n→∞
1
n
logP(Zn > 0) = − lim
n→∞
1
n
logE

eLn
.
In Lemma 4.3.5, the above relation is generalized and proved rigorously under Assumption H(β).
The following theorem, which is an equivalent of Theorem 4.2.4 for heavy tailed oﬀspring distributions,
provides the key bound for the tail probabilities of Zn, conditioned on the environment.
Theorem 4.3.4. Under Assumption H(β) for some β ∈ (1,2], there exist a constant 0 < c < ∞ and a
positive nondecreasing and slowly varying function Υ such that for all k ≥ 1 and n ≥ 1,
P(Zn > k|Π) ≤ c n · Υ
 
n2/(β−1)eMn−Lnk

· eLn · (eSn−Ln/k)β a.s.
21Here, we consider the inﬁmum over 0 ≤ k ≤ n instead of 1 ≤ k ≤ n as in the deﬁnition in Chapter 1.62 CHAPTER 4. LARGE DEVIATIONS
Let us brieﬂy explain this result. The probability to survive until time n evolves as eLn. Conditioned on
survival, a good environment corresponds to large values of (Sn−Ln). The possibility of high reproduction
of the initial individual is reﬂected by the last term, k−β. Conditioned on the environment and survival,
the expected size of the process at time n is of order eSn−Ln: this corresponds to the ‘best time period’
for the growth of the process. Thus, this theorem essentially says that conditioned on Zn > 0, the tail
distribution of Zn/eSn−Ln is at most polynomial with exponent −β.
Recall the notation from Section 4.2.1, i.e. that fn(s) =
P∞
k=0 skQn(k) is the probability generating
function of the oﬀspring distribution of an individual in generation n − 1, and (see (3.11))
E[sZn|Π] = f1(f2(···fn(s)···)) = f0,n(s) a.s. (0 ≤ s ≤ 1) .
For the proofs, it is suitable to work with an alternative expression, namely for every k ≥ 1,
gk(s) :=
1 − fk(s)
1 − s
a.s. (0 ≤ s ≤ 1)
and
g0,n(s) :=
∞ X
k=0
skP(Zn > k|Π) =
1 − f0,n(s)
1 − s
a.s. (0 ≤ s ≤ 1) . (4.23)
Moreover, we need the following auxiliary function deﬁned for every µ ∈ (0,1] by
hµ,k(s) :=
1
(1 − fk(s))µ −
1
(f0
k(1)(1 − s))µ =
gk(1)µ − gk(s)µ
(gk(1)gk(s)(1 − s))µ a.s. (0 ≤ s ≤ 1) . (4.24)
Finally, we deﬁne for all 1 ≤ k ≤ n,
Uk := (f0
1(1)···f0
k(1))
−1 = f0
0,k(1)−1 = e−Sk,
fk,n := fk+1 ◦ fk+2 ◦ ··· ◦ fn, 0 ≤ k < n; fn,n = id a.s.
By a telescope summation argument, we derive a formula similar to (3.13).
1
(1 − f0,n(s))µ =
U
µ
0
(1 − f0,n(s))µ
=
Uµ
n
(1 − fn,n(s))µ +
n−1 X
k=0

U
µ
k
(1 − fk,n(s))µ −
U
µ
k+1
(1 − fk+1,n(s))µ

=
Uµ
n
(1 − s)µ +
n−1 X
k=0
U
µ
k

1
(1 − fk+1(fk+1,n(s)))µ −
1
(f0
k+1(1)(1 − fk+1,n(s)))µ

=
Uµ
n
(1 − s)µ +
n−1 X
k=0
U
µ
k hµ,k+1(fk+1,n(s)), s ≥ 0 . (4.25)
Proof of Theorem 4.3.4. In the same vein as Theorem 4.2.4, an upper bound for P(Zn > z|Pi) is
obtained from the divergence of
g0
0,n(s) =
∞ X
j=0
jP(Zn > j|Π)sj−1
as s → 1. In that purpose, by (4.25) for µ = β − 1,
g0,n(s) =

Uβ−1
n + (1 − s)β−1
n−1 X
k=0
U
β−1
k hβ−1,k+1(fk+1,n(s))
−1/(β−1)
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The ﬁrst derivative of g0,n is calculated as follows:
g0
0,n(s)
= −(β − 1)−1

Uβ−1
n + (1 − s)β−1
n−1 X
k=0
U
β−1
k hβ−1,k+1(fk+1,n(s))
−1−1/(β−1)
×

− (β − 1)(1 − s)β−2
n−1 X
k=0
U
β−1
k hβ−1,k+1(fk+1,n(s))
+ (1 − s)β−1
n−1 X
k=0
U
β−1
k h0
β−1,k+1(fk+1,n(s))f0
k+1,n(s)

=
Pn−1
k=0 U
β−1
k hβ−1,k+1(fk+1,n(s)) − (β − 1)−1(1 − s)
Pn−1
k=0 U
β−1
k h0
β−1,k+1(fk+1,n(s))f0
k+1,n(s)
(1 − s)2−β

U
β−1
n + (1 − s)β−1 Pn−1
k=0 U
β−1
k hβ−1,k+1(fk+1,n(s))
1+1/(β−1)
≤
Pn−1
k=0 U
β−1
k

hβ−1,k+1(fk+1,n(s)) − (β − 1)−1h0
β−1,k+1(fk+1,n(s))f0
k+1,n(s)(1 − s)

U
β
n(1 − s)2−β . (4.26)
Now Lemma 4.3.9 in Section 4.3.7 ensures that there exists a c > 0 such that for every s ∈ [0,1),
hβ−1,k(s) ≤ cΥ(1/(1 − s)) ,
−h0
β−1,k(s) ≤ cΥ(1/(1 − s))/(1 − s) a.s. (4.27)
Moreover, using (4.25), Lemma 4.3.9 in Section 4.3.7 for 0 < µ < β − 1 and Uk ≤ e−Ln for every
0 ≤ k ≤ n, there exists a c ≥ 1 such that
1
(1 − fk+1,n(s))µ ≤
e−µ(Sn−Sk)
(1 − s)µ + n c e−µ(Sn−Sk) ≤ ceµ(Mn−Ln)(n + 1)/(1 − s)µ (0 ≤ s ≤ 1) .
Combining this inequality with (4.27) yields
hβ−1,k+1(fk+1,n(s)) ≤ cΥ
 
(n + 1)1/µeMn−Ln(1 − s)−1
(0 ≤ s < 1) a.s.
for some c > 0. By convexity of fk+1,n, fk+1,n(s) ≤ 1 − f0
k+1,n(s)(1 − s) and thus (4.27) ensures that
− h0
β−1,k+1(fk+1,n(s))f0
k+1,n(s)(1 − s) ≤ c f0
k+1,n(s)(1 − s)Υ
 
1/(1 − fk+1,n(s))
 1
1 − fk+1,n(s)
≤ c Υ
 
(n + 1)1/µeMn−Ln/(1 − s)

(0 ≤ s < 1) a.s.
Using the two last estimates with µ = (β − 1)/2 together in (4.26) yields
g0
0,n(s) ≤
c n e−(β−1)LnΥ
 
(n + 1)2/(β−1)eMn−Ln(1 − s)−1
U
β
n(1 − s)2−β (0 ≤ s ≤ 1) a.s.
From below, we estimate g0
0,n(s) for all k ≥ 1 and s ∈ [0,1] by
g0
0,n(s) ≥
k X
j=1
jP(Zn > j|Π)sj−1
≥ skk2
2
P(Zn > k|Π) . (4.28)
By setting s = 1 − 1/k in the two last inequalities, we get

1 −
1
k
kk2
2
P(Zn > k|Π) ≤
c n e−(β−1)Lnk2−β Υ
 
k(n + 1)2/(β−1)eMn−Ln
U
β
n
,
which ends up the proof since Un = e−Ln.64 CHAPTER 4. LARGE DEVIATIONS
For the proof of the upper bound in Theorem 4.3.1, the following characterization of the survival cost is
required:
Lemma 4.3.5. Under Assumption H(β), for all θ ≥ 0,b ≥ 0 and Υ positive nondecreasing and slowly
varying at inﬁnity,
γ = − lim
n→∞
1
n
logE

Υ(nbeθne−Ln)eLn
.
Proof of Lemma 4.3.5. First let Υ = 1. We use (4.25) with some 0 < µ < β − 1 and by Lemma 4.3.9
proved in Section 4.3.7
P(Zn > 0|Π) ≥
1
(e−µSn +
Pn−1
k=0 e−µSkhµ,k+1(fk+1,n(1)))µ−1
≥ n−1/µ c−1eLn. (4.29)
The upper bound is already proved by (4.22) and we get
γ = − lim
n→∞
1
n
logE

eLn
.
As Υ is nondecreasing,
γ ≥ limsup
n→∞
−
1
n
logE[Υ(nbeθne−Ln)eLn] .
For the converse inequality, we use that E

etLn
is nonincreasing in n to deﬁne
χ(t) := − lim
n→∞
1
n
logE

etLn
.
Note that χ(t) ≥ 0 and by [dH00, Lemma V.4], χ(t) is ﬁnite and convex. Thus χ is continuous.
By properties of slowly varying sequences (see appendix or e.g. [BGT87, Proposition 1.3.6, p. 16]), for
any δ > 0, x−δΥ(x) → 0 as x → ∞ and
− lim
n→∞
1
n
logE

Υ(nbeθneMn−Ln)eLn
≥ −δθ − lim
n→∞
1
n
logE

e(1+δ)Ln
.
Letting δ → 0 and using continuity of χ ends up the proof.
Proof of the upper bound in Theorem 4.3.1. First, recall the following classical large deviation
inequality (see e.g. [dH00]):
P(Sn ≥ θn) ≤ e−Λ(θ)n . (4.30)
Deﬁne the ﬁrst time τn when the random walk (Si)i≤n reaches its minimum value on [0,n] by (see (1.4))
τn := inf{0 ≤ k ≤ n : Sk = Ln} .
The probability of having an extraordinarily large population is decomposed according to Sn − Ln. o
control the term in the slowly varying function in Theorem 4.3.4, we also add a term bounding the
maximum of the random walk up to time n. Let r ∈ N. Then
P(Zn ≥ eθn) = P(Zn ≥ eθn,Sn − Ln ≥ θn) + E[P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn ≤ rθn]
+E[P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn > rθn] . (4.31)
The asymptotic of the ﬁrst term has already been studied in Section 4.2 on page 51. Recall that, using
(4.30)
P(Zn ≥ eθn, Sn − Ln ≥ θn) ≤
n X
i=0
P(Zi > 0)P(Sn − Si ≥ θn)
≤
n X
i=0
P(Zi > 0) e−(n−i)Λ(θn/(n−i)) . (4.32)4.3. HEAVY-TAILED OFFSPRING DISTRIBUTIONS 65
This ensures that
limsup
n→∞
1
n
logP(Zn ≥ eθn,Sn − Ln ≥ θn) ≤ −Γ(θ) , (4.33)
where
Γ(θ) = inf
0<t≤1
{tγ + (1 − t)Λ(θ/(1 − t))} .
For the second term in (4.31), Theorem 4.3.4 is used and by Markov property of (Sn)n≥0:
E[P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn ≤ rθn]
≤ c n E
h
Υ(n2/(β−1)eMn−Lneθn)eLneβ(Sn−Ln−θn);Sn − Ln < θn,Mn ≤ rθn
i
≤ c n
n X
k=0
E
h
Υ(n2/(β−1)e−Ske(r+1)θn)eSkeβ(Sn−Sk−θn);Sn − Ln < θn,τn = k
i
≤ c n
n X
k=0
E
h
Υ(n2/(β−1)e−Ske(r+1)θn)eSk;τk = k
i
E
h
e−β(θn−Sn−k);Sn−k < θn,Ln−k ≥ 0
i
Let  = 1/n2 and m = dθ/e. Using that
E

Υ(n2/(β−1)e−Ske(r+1)θn)eSk;τk = k

= E

Υ(n2/(β−1)e−Lke(r+1)θn)eLk,τk = k

≤ E

Υ(n2/(β−1)e−Lke(r+1)θn)eLk
and it is deduced from(4.31),
E[P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn ≤ rθn]
≤ c n
n X
k=0
E

Υ(n2/(β−1)e−Lke(r+1)θn)eLk
m X
j=0
e−β(θ−(j+1))nP
 
Sn−k ∈ [nj,n(j + 1)),Ln−k ≥ 0

≤ c n
n X
k=0
E

Υ(n2/(β−1)e−Lke(r+1)θn)eLk
m X
j=0
e−β(θ−(j+1))ne−Λ(jn/(n−k))(n−k)
≤ c θ n4 sup
0<t≤1,0≤s≤θ
n
E
h
Υ(n2/(β−1)e−Lbtnce(r+1)θn)eLbtnc
i
· e−(βs−(1−t)Λ((θ−s)/(1−t)))n
o
.
Together with Lemma 4.3.5, this yields for every r ∈ N,
limsup
n→∞
1
n
logE

P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn ≤ rθn

≤ −ψ(θ), (4.34)
where
ψ(θ) = inf
0<t≤1,0≤s≤θ
n
tγ + βs + (1 − t)Λ((θ − s)/(1 − t))
o
.
As to the third term in (4.31), by duality,
E[P(Zn ≥ eθn|Π);Sn − Ln < θn,Mn > rθn] ≤ P(Mn > rθn)
= P( max
k=0,...,n
(Sn − Sk) > rθn) = P(Sn − Ln > rθn). (4.35)
It has been proved in Section 4.2 that,
Γ0(x) := limsup
n→∞
1
n
logP(Sn − Ln > xn) = inf
0<t≤1

(1 − t)Λ(x/(1 − t))
	 x→∞ −→ ∞.
Combining this result with (4.31), (4.33), (4.34) and (4.35) shows that
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −min{Γ(θ);ψ(θ);Γ0(rθ)}.66 CHAPTER 4. LARGE DEVIATIONS
Observe that ψ(θ) ≤ Γ(θ) since the inﬁmum is considered on a larger set for ψ than for Γ. Adding that
Γ0(x) → ∞ as x → ∞, we get
limsup
n→∞
1
n
logP(Zn ≥ eθn) ≤ −ψ(θ) ,
by letting r → ∞. This proves the upper bound of Theorem 4.3.1.
4.3.4 Adaptation of the proof of the upper bound for β > 2
First, Lemma 4.3.5 still holds for β > 2 by following the same proof. Indeed, using (4.25) for µ = 1
together with Lemma 4.3.9 ensures that
P(Zn > 0|Π) = 1 − f0,n(0) ≥
1
e−Sn +
Pn−1
k=0 e−Skhk+1(fk+1,n(0))
≥ n−1 c−1eLn.
The main diﬃculty is to obtain an equivalent of Theorem 4.3.4. For this, the calculation of higher order
derivatives of g0,n is needed and the upper bound on tail probabilities of Zn contains an additional term:
Theorem 4.3.6. Under Assumption H(β) for some β > 2, there are a constant 0 < c < ∞ and a positive
nondecreasing slowly varying function Υ such that for every k ≥ 1,
P(Zn > k|Π) ≤ c eSnnβΥ(n2eMn−Lnk)max

k−βe(β−1)(Sn−Ln);k−dβe−1edβe(Sn−Ln)	
a.s.
In the following, the lth derivative of a function f is denoted by f(l). For the proof, we use the functions
hk(s) =
1
(1 − fk(s))
−
1
f0
k(1)(1 − s)
=
gk(1) − gk(s)
gk(1)gk(s)(1 − s)
a.s. (0 ≤ s < 1)
and
H(s) =
n−1 X
k=0
Ukhk+1(fk+1,n(s)) a.s. (0 ≤ s < 1). (4.36)
Then (4.25) with µ = 1 yields
g0,n(s)−1 =
1 − s
1 − f0,n(s)
= Un + (1 − s)H(s)
and calculating the l-th derivative of the above equation, we get for all l ≥ 1 and s ∈ [0,1),
dl
dslg0,n(s)−1 = (1 − s)H(l)(s) − lH(l−1)(s) a.s. (0 ≤ s ≤ 1). (4.37)
The proof of the upper bound is organized as follows. First, we prove the following technical lemma,
which provides useful bounds for power generating series. Then Theorem 4.3.6 is derived. Finally the
main lines of the proof of the upper bound of Theorem 4.3.1 for β > 2 are explained (following the proof
for β ∈ (1,2]). For simplicity of notation, we introduce ≤c which means that the inequality is fulﬁlled up
to a multiplicative constant c that does not depend on s, k or Π.
Lemma 4.3.7. Under Assumption H(β), for every l ≤ dβe − 1,
f
(l)
0,n(1) ≤c nl−1 eSne(l−1)(Sn−Ln) a.s. (4.38)
Moreover, the following estimates hold a.s. for every s ∈ [0,1) respectively for l < dβe − 2, l = dβe − 2
and l = dβe − 1
|H(l)(s)| ≤c nl el(Sn−Ln) (4.39)
|H(l)(s)| ≤c nle(dβe−2)(Sn−Ln) + nΥ(n2eMn−Ln(1 − s)−1)(1 − s)−(dβe−β)e−Sne(β−1)(Sn−Ln) (4.40)
|H(l)(s)| ≤c nle(dβe−1)(Sn−Ln) + nΥ(n2eMn−Ln(1 − s)−1) e−Sneβ(Sn−Ln)(1 − s)−(dβe−β)
+ nΥ(n2eMn−Ln(1 − s)−1) e−Sne(β−1)(Sn−Ln)(1 − s)−1−(dβe−β) a.s. (4.41)4.3. HEAVY-TAILED OFFSPRING DISTRIBUTIONS 67
Proof. The Lemma is proved by induction with respect to l. The following relations hold a.s. for every
s ∈ [0,1). For l = 1, (4.38) is trivially fulﬁlled since f0
0,n(1) = eSn. First, consider l < dβe−2 and assume
that (4.38) holds for every i ≤ l. Then it will be proved that (4.39) also holds for l. The induction is
completed by proving that (4.38) also holds for l + 1 if l + 1 < dβe − 1.
By induction assumptions and monotonicity of generating functions and its derivatives, for all i ≤ l and
s ∈ [0,1],
f
(i)
k+1,n(s) ≤ f
(i)
k+1,n(1) ≤c ni−1eSn e(i−1)(Sn−Sk−minj=k,..,n{Sj−Sk})
≤c ni−1 eSn e(i−1)(Sn−Ln). (4.42)
Lemma A.3.1 in Section A.3 ensures that (see Lemma A.3 for the deﬁnition of uj,l)



dl
dslhk+1(fk+1,n(s))


 =



l X
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s)



and by using (4.42)
uj,l(s) ≤c nl−j ejSn e(l−j)(Sn−Ln) ≤c nl−1 eSn e(l−1)(Sn−Ln) .
By Lemma 4.3.10, for j < dβe − 2, the derivatives h
(j)
k are bounded by a constant that does not depend
on Π. Thus



dl
dslhk+1(fk+1,n(s))


 ≤c nl−1 eSne(l−1)(Sn−Ln) .
Then recalling (4.36), we have
|H(l)(s)| ≤c
n−1 X
k=0
nl−1 e−Ske(l−1)(Sn−Ln)eSn ≤c nlel(Sn−Ln) ,
which results in (4.39) for l < dβe − 2.
We are now able to prove that (4.38) is fulﬁlled for l+1 < dβe−1. Using Lemma A.3.1 again (see (A.3))
with f = g0,n and h(x) = 1/x, we get that
dl
dslg0,n(s)−1 =
l X
j=1
(−1)(−2)···(−j)g0,n(s)−(j+1)uj,l(s)
= −g0,n(s)−2g
(l)
0,n(s) +
l X
j=2
(−1)(−2)···(−j)g0,n(s)−(j+1)uj,l(s), (4.43)
where
uj,l(s) =
X
i=(i1,...,i2j)∈C(j,l)
ci(g
(i1)
0,n (s))i2 ···(g
(i2j−1)
0,n )(s))i2j
and C(j,l) =

(i1,...,i2j)) ∈ N2j
i1i2 + i3i4 + ... = l and i2 + i4 + ... = j
	
. Moreover, the following
relation proved in Section 4.3.7 (see (4.48))
f(l)(1) = lg(l−1)(1)
together with the induction assumption (i.e. (4.38)) yields for every i ≤ l − 1,
g
(i)
0,n(1) ≤c ni eSnei(Sn−Ln) .
Thus
uj,l(1) ≤c nl ejSnel(Sn−Ln) .68 CHAPTER 4. LARGE DEVIATIONS
By (4.36), the left-hand side of (4.43) is equal to (1 − s)H(l)(s) − lH(l−1)(s). By (4.39), for l < dβe − 2,
(1 − s)H(l)(s) vanishes for s = 1. Thus letting s → 1 and noting that g0,n(1) = eSn yields
g
(l)
0,n(1) ≤c e2Sn
 l X
j=2
(−1)(−2)···(−j)e−(j+1)Sn nl ejSnel(Sn−Ln) + l|H(l−1)(1)|

≤c eSn nl el(Sn−Ln) + e2Sn|H(l−1)(1)| .
As we have already proved (4.39) for l < dβe − 2, we get
g
(l)
0,n(1) ≤c nl eSnel(Sn−Ln) + nl−1 e2Sne(l−1)(Sn−Ln)
≤c nleSnel(Sn−Ln) .
Using (4.48), we get (4.38) for l + 1, which completes the induction and proves (4.38) for l < dβe − 1.
Let us prove the bound on H(l)(s) for l = dβe − 2. Using again Lemmata 4.3.10 and A.3.1 and (4.38)
yields



dl
dslhk+1(fk+1,n(s))



=



l−1 X
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s) + h
(l)
k+1(fk+1,n(s))(f0
k+1,n(s))l



≤c nl−1eSne(dβe−3)(Sn−Ln) + Υ(1/(1 − fk+1,n(s)))(1 − fk+1,n(s))−(dβe−β)(f0
k+1,n(s))l . (4.44)
By the same arguments as in the proof of Theorem 4.3.4, Υ(1/(1−fk+1,n(s))) ≤ Υ(n2eMn−Ln(1−s)−1)
and by convexity, we get
(1 − fk+1,n(s))−(dβe−β) ≤ (1 − s)−(dβe−β)(f0
k+1,n(s))−(dβe−β) .
Using also f0
k+1,n(s) ≤ eSn−Ln, by (4.44) follows



dl
dslhk+1(fk+1,n(s))


 ≤c nl−1eSne(dβe−3)(Sn−Ln) + Υ(n2eMn−Ln(1 − s)−1)(1 − s)−(dβe−β)e(β−2)(Sn−Ln) .
Combining this inequality with (4.36) proves (4.40).
This implies that (1 − s)H(l)(s) → 0 as s → 1 for l = dβe − 2. Thus we can apply the same arguments
to get an upper bound for g
(l)
0,n(1) and prove (4.38) for l = dβe − 1.
Finally, let l = dβe − 1. We apply just the same arguments as before. Then Lemmata 4.3.10 and A.3.1
yield



dl
dslhk+1(fk+1,n(s))



=



l−2 X
j=1
h
(j)
k+1(fk+1,n(s))uj,l(s) + lh
(l−1)
k+1 (fk+1,n(s))f
(2)
k+1,n(s)(f0
k+1,n(s))l−2
+ h
(l)
k+1(fk+1,n(s))(f0
k+1,n(s))l



≤c nl−1eSne(l−1)(Sn−Ln)+
Υ(n2eMn−Ln(1 − s)−1)
 
e(β−1)(Sn−Ln)(1 − s)−(dβe−β) + e(β−2)(Sn−Ln)(1 − s)−1−(dβe−β)
.
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Proof of Theorem 4.3.6 for β > 2. Let l = dβe−1. W.l.o.g., we assume Υ ≥ 1. Again, the following
relations hold a.s. with respect to the underlying probability measure P. Combining (4.37) and (4.43),
we get
g
(l)
0,n(s) = g0,n(1)2

− (1 − s)H(l)(s) + lH(l−1)(s) +
l X
j=2
(−1)(−2)···(−j)g0,n(s)−(j+1)uj,l(s)

.
Using (4.40), (4.41),and g0,n(s) ≤ eSn for the ﬁrst terms yields
g
(l)
0,n(s) ≤c e2SnnlΥ(n2eMn−Ln(1 − s)−1)

(1 − s)e(dβe−1)(Sn−Ln) + e−Sneβ(Sn−Ln)(1 − s)1−(dβe−β)
+ e−Sne(β−1)(Sn−Ln)(1 − s)−(dβe−β) + e(dβe−2)(Sn−Ln) + e−Sne(β−1)(Sn−Ln)(1 − s)−(dβe−β)

+ g
−(j−1)
0,n (s)uj,l(s).
Using that for every i ∈ N, g(i)(s)/(g(s))i ≤ g(i)(1)/(g(1))i (see (4.50), appendix), the deﬁnition of uj,l,
(4.38) and (4.48), we get that
g
−(j−1)
0,n (s)uj,l(s) ≤c nl−1eSne(l−1)(Sn−Ln).
Thus, as eSn ≤ eSn−Ln, we get that
g
(l)
0,n(s) ≤c eSnnlΥ(n2eMn−Ln(1 − s)−1)

(1 − s)−(dβe−β)e(β−1)(Sn−Ln) + (1 − s)1−(dβe−β)eβ(Sn−Ln)
+ (1 − s)edβe(Sn−Ln) + e(dβe−1)(Sn−Ln)

+ eSnnle(dβe−1)(Sn−Ln).
As in (4.28), we get the following estimate for every 1/2 ≤ s < 1:
g
(l)
0,n(s) ≥c skkl+1
2
P(Zn > k|Π) .
Choosing s = 1 − 1/k yields
P(Zn > k|Π) ≤c eSnnlΥ(n2eMn−Lnk)

k−βe(β−1)(Sn−Ln) + k−(β+1)eβ(Sn−Ln)
+k−dβe−1edβe(Sn−Ln) + k−dβee(dβe−1)(Sn−Ln)

.
Using that the function x → a−x exp((x − 1)b) is monotone for all a ≥ 1 and b ≥ 0, and that
β ≤ dβe < β + 1 ≤ dβe + 1, we have for all k ≥ 1,
k−dβee(dβe−1)(Sn−Ln) ≤ max

k−βe(β−1)(Sn−Ln);k−dβe−1edβe(Sn−Ln)	
.
Combining the two last inequalities leads to
P(Zn > k|Π) ≤c eSnnlΥ(n2eMn−Lnk)max

k−βe(β−1)(Sn−Ln);k−dβe−1edβe(Sn−Ln)	
,
which completes the proof.
Proof of the upper bound of Theorem 4.3.1 for β > 2. The proof now follows the same lines as
the proof for β ∈ (1,2]. Theorem 4.3.6 yields
limsup
n→∞
1
n
logP(Zn > eθn) ≤ −min

ψγ,β,Λ(θ),ψγ,dβe+1,Λ(θ)
	
,
where ψ is deﬁned in (4.16). Using the characterization of ψ proved in the forthcoming Lemma 4.3.8, we
deduce that for any θ ≥ 0,
ψγ,β,Λ(θ) ≤ ψγ,dβe+1,Λ(θ) .
Thus
min

ψγ,β,Λ(θ),ψγ,dβe+1,Λ(θ)
	
= ψγ,β,Λ(θ) = ψ(θ)
and we get the expected upper bound.70 CHAPTER 4. LARGE DEVIATIONS
4.3.5 Proof of Theorem 4.3.2
By assumption, there exists a constant d < ∞ such that for every β > 0,
P(R > z|R > 0) ≤ d(m ∧ 1)z−β a.s.
Then we can apply the upper bound in Theorem 4.3.1 for every β > 0. This yields for all β > 0 and
θ ≥ 0,
limsup
n→∞
1
n
logP(Zn > eθn) ≤ −ψγ,β,Λ(θ) .
Taking the limit β → ∞, the monotone convergence of ψγ,β,Λ yields
limsup
n→∞
1
n
logP(Zn > eθn) ≤ −ψγ,∞,Λ(θ) ,
where
ψγ,∞,Λ(θ) := lim
β→∞
inf
t∈[0,1],s∈[0,θ]
n
tγ + βs + (1 − t)Λ((θ − s)/(1 − t))
o
= inf
t∈[0,1]
n
tγ + (1 − t)Λ(θ/(1 − t))
o
(= Γ(θ)) .
This yields the upper bound and the lower bound follows readily the proof presented in Section 4.3.2
where the natural associated path is considered (or see Section 4.2).
4.3.6 Characterization of the rate function ψ
Here we state a characterization of ψ similar to Lemma 4.2.1.
Lemma 4.3.8. Let 0 ≤ γ ≤ Λ(0) and β > 0. The rate function ψ deﬁned for θ ≥ 0 by
ψ(θ) = inf
t∈[0,1],s∈[0,θ]
{tγ + βs + (1 − t)Λ((θ − s)/(1 − t))} (4.45)
is the largest convex function such that for all x,θ ≥ 0
ψ(0) = γ, ψ(θ + x) ≤ ψ(θ) + βx, ψ(θ) ≤ Λ(θ) . (4.46)
Proof. We denote the inﬁmum of (4.45) by ι. First, we prove that ι is convex. Using convexity of Λ, for
any θ0,θ00 ≥ 0 and  > 0 there exist t0,t00 ∈ (0,1] and s0 ∈ [0,θ0], s00 ∈ [0,θ00], such that for every λ ∈ [0,1]
λι(θ0) + (1 − λ)ι(θ00)
≥ λ
 
t0γ + βs0 + (1 − t0)Λ((θ0 − s0)/(1 − t0))

+ (1 − λ)
 
t00γ + βs00 + (1 − t00)Λ((θ00 − s00)/1 − t00))

− 
=

λ(1 − t0) + (1 − λ)(1 − t00)

γ +

λs0 + (1 − λ)s00

β
+ (λt0 + (1 − λ)(1 − t00))
λ(1 − t0)
λ(1 − t0) + (1 − λ)(1 − t00)
Λ((θ0 − s0)/(1 − t0))
+ (λ(1 − t0) + (1 − λ)(1 − t00))
(1 − λ)(1 − t00)
λ(1 − t0) + (1 − λ)(1 − t00)
Λ((θ00 − s00)/(1 − t00)) − 
≥

1 − (λ(1 − t0) + (1 − λ)(1 − t00))

γ +

λs0 + (1 − λ)s00

β
+ (λ(1 − t0) + (1 − λ)(1 − t00))Λ
λ(θ0 − s0) + (1 − λ)(θ00 − s00)
λ(1 − t0) + (1 − λ)(1 − t00)

− 
≥ ι(λθ0 + (1 − λ)θ00) −  .
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Second, following the previous computation, we verify that ι fulﬁlls (4.46). For any θ ≥ 0 and  > 0,
there exist t0 ∈ [0,1) and s0 ∈ [0,θ] such that
ι(θ) ≥ t0γ + βs0 + (1 − t0)Λ
 
(θ − s0)/(1 − t0)

− 
= t0γ + β(s0 + x) + (1 − t0)Λ
 
(θ + x − (s0 + x))/(1 − t0)

− βx − 
≥ inf
t∈[0,1],˜ s∈[0,θ+x]

tγ + β˜ s + (1 − t)Λ((θ + x − ˜ s)/(1 − t))
	
− βx −  .
Taking the limit  → 0 yields the second property in (4.46). Furthermore, setting t = 0 and s = 0 implies
ψ(θ) ≤ Λ(θ) and t → 1 entails that ψ(0) ≤ γ. This completes the proof of (4.46).
Finally, let κ be any convex function which satisﬁes (4.46). Using these assumptions ensures that for all
t ∈ [0,1) and 0 ≤ s ≤ θ,
tγ + βs + (1 − t)Λ((θ − s)/(1 − t)) ≥ tκ(0) + βs + (1 − t)κ((θ − s)/(1 − t))
≥ βs + κ
 
t0 + (1 − t)(θ − s)/(1 − t))

= βs + κ(θ − s)
≥ κ(θ) .
By taking the inﬁmum over s and t we get ι(θ) ≥ κ(θ) and the proof is complete.
Finally, let κ be any convex function which satisﬁes (4.46). Using the properties in (4.46) ensures that
for all t ∈ [0,1) and 0 ≤ s ≤ θ,
tγ + βs + (1 − t)Λ((θ − s)/(1 − t)) ≥ tκ(0) + βs + (1 − t)κ((θ − s)/(1 − t))
≥ βs + κ
 
t0 + (1 − t)(θ − s)/(1 − t)

= βs + κ(θ − s)
≥ κ(θ) .
Taking the inﬁmum over s and t, we get ψ(θ) ≥ κ(θ) and the proof is complete.
Finally, another characterization of ψ results from Lemma 4.3.8 (see Figure 4.5): Let θ∗ and θ† be deﬁned
as in (4.8) and (4.18) and assume 0 < θ∗ < θ† < ∞. As a convex and monotone function, Λ has at most
one jump (to inﬁnity). Let the ﬁrst jump be in 0 < θj < ∞. If there is no jump, we set θj = ∞. For
θ < θj, Λ(θ) is diﬀerentiable. As Λ is also continuous from below, Λ(θj) < ∞. We will use the continuity
to deﬁne another characterization of ψ.
By the preceding characterization, ψ is the largest convex function, starting in ψ(0) = γ, being at most
as large as Λ and having at most slope β.
The largest convex function through the point (0,γ) being smaller than or equal to Λ has to be linear
and has to be a tangent of Λ. By deﬁnition of θ∗, the tangent of Λ in θ∗ touches the point (0,γ). Thus ψ
is linear for θ < θ∗ and follows this tangent. For θ > θ∗, ψ is identical to Λ until the slope of Λ is exactly
β (or until Λ jumps to inﬁnity). At this point θ†, the last condition becomes important and ψ is linear
with slope β for θ > θ†. Summing up,
ψ(θ) =



γ(1 − θ
θ∗) + θ
θ∗Λ(θ∗) , if θ ≤ θ∗
Λ(θ) , if θ∗ < θ < θ†
β(θ − θ†) + Λ(θ†) , if θ ≥ θ†
.
If Λ0(0) > β, then θ† = 0 and ψ(θ) = γ + βθ. If γ = Λ(0), then θ∗ = 0. We refrain from describing other
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4.3.7 Bounds for generating functions
Let R be a random variable with values in {0,1,2,...}, expectation m, distribution (pk)k∈N, and generating
function f. Let us deﬁne
qk := P(R > k)
and the following function associated with f,
g(s) :=
∞ X
k=0
skqk =
1 − f(s)
1 − s
, (4.47)
where the last identity comes from Cauchy product of power series (see also Section 4.2.1). We recall that
the lth derivative of a function f is denoted by f(l) and that f(l)(s) and g(l)(s) exist for every s ∈ [0,1).
As
f(l)(s) =
∞ X
k=0
k(k − 1)···(k − l + 1)sk−lpk, g(l)(s) =
∞ X
k=0
k(k − 1)···(k − l + 1)sk−lqk,
all derivatives of f and g are nonnegative, nondecreasing functions. We are using g instead of f in the
proofs since the associated sequence (qk)k∈N is monotone, which is more convenient. A straightforward
calculation yields
f(l)(1) = lg(l−1)(1). (4.48)
Thus g(l−1)(1) and f(l)(1) both essentially describe the l-th moment of the corresponding probability
distribution. Calculating the l-th derivative of f(s) = 1 − (1 − s)g(s) yields
f(l)(s) = lg(l−1)(s) − (1 − s)g(l)(s). (4.49)
For the proofs, we will use g instead of f since the associated sequence (qk)k∈N is monotone, which is
more convenient. Next, we prove that for every i ∈ N,
g(i)(s) · (g(1))i ≤ (g(s))i · g(i)(1). (4.50)
We will prove the result by induction. For i = 1, deﬁne a random variable Y with distribution
(qk/g(1))k∈N0. Then
g0(s) · g(1) = E[sY Y ]g(1)2 ≤ E[sY ]E[Y ]g(1)2 = g(s)g0(1). (4.51)
as sY and Y are obviously negatively correlated for s ∈ [0,1]. Note that the above inequality remains
true if g0 is replaced by g(i), i ∈ N. Next, let (4.50) be fulﬁlled for i. Thus, using (4.49) and the induction
assumption and monotonicity of g(i) yield
g(i+1)(s)
(g(s))i+1 =
(i + 1)g(i)(s) − f(i+1)(s)
(1 − s)(g(s))i+1 ≤
(i + 1)g(i)(1)
(1 − s)(g(1))ig(s)
−
f(i+1)(s)
(1 − s)(g(1))ig(s)
=
f(i+1)(1) − f(i+1)(s)
(1 − s)(g(1))ig(s)
=
1
(g(1))ig(s)
∞ X
k=0
k(k − 1)···(k − i)
1 − sk−i−1
1 − s
pk
=
g(i+1)(s)
g(1))ig(s)
≤
g(i+1)(1)
g(1))i+1 .
In the last step, we used (4.51) with g0 replaced by g(i+1).
For µ ∈ (0,1], we also deﬁne the function
hµ(s) :=
g(1)µ − g(s)µ
(g(1)g(s)(1 − s))µ . (4.52)
The following useful lemmata describe versions of Assumption H(β) in terms of the function hµ. Noting
that g(0) = q0 = P(L > 0|f) and g(1) = m, we can rewrite Assumption H(β) in the following way
qk ≤ d · g(0) · (g(1) ∧ 1) · k−β (k ≥ 1) . (4.53)4.3. HEAVY-TAILED OFFSPRING DISTRIBUTIONS 73
Lemma 4.3.9. Let β > 1 and assume that (4.53) holds for some constant 0 < d < ∞. Then for every
0 < µ < (β − 1) ∧ 1, there exists a constant c = c(β,d,µ) such that for every s ∈ [0,1],
hµ(s) ≤ c . (4.54)
The above bound also holds for µ = 1 if β > 2. Moreover, if β ∈ (1,2], there exists a nondecreasing
positive slowly varying function Υ = Υ(β,d) such that for every s ∈ [0,1),
hβ−1(s) ≤ Υ(1/(1 − s)) (4.55)
−h0
β−1(s) ≤ Υ(1/(1 − s))/(1 − s) . (4.56)
Note that Υ depends on L (or g) only through the values of d and β. Then under Assumption H(β), we
derive from this lemma a nonrandom constant bound.
In the proofs, we use the notation ≤c again, which means that the inequality is fulﬁlled up to a multi-
plicative constant which depends on β and µ but is independent of s and the order of the diﬀerentiation.
Proof. Using g(s) ≥ g(0) yields
hµ(s) =
g(1)µ − g(s)µ
(g(1)g(s)(1 − s))µ
≤
g(1)µ − g(s)µ
(g(1)g(0)(1 − s))µ
≤ (g(1) ∧ 1)−1(
P∞
k=0 g(0)−1qk)µ − (
P∞
k=0 skqkg(0)−1)µ
(1 − s)µ . (4.57)
Since µ ∈ (0,1], the function x → xµ is concave, such that aµ − xµ ≤ µxµ−1(a − x) for all 0 ≤ x ≤ a.
Moreover
1 = q0/g(0) ≤ x :=
∞ X
k=0
skqkg(0)−1 ≤ a :=
∞ X
k=0
qkg(0)−1 . (4.58)
Then xµ−1 ≤ 1 and using the inequality of concavity in (4.57) with qk ≤ dg(0) · (g(1) ∧ 1) · k−β leads to
hµ(s) ≤ µ(g(1) ∧ 1)−1xµ−1
P∞
k=0 g(0)−1qk[1 − sk]
(1 − s)µ
≤c
P∞
k=1(1 − sk)k−β
(1 − s)µ
= (1 − s)1−µ
∞ X
k=1
1 − sk
1 − s
k−β
= (1 − s)1−µ
∞ X
k=1
k−β
k−1 X
j=0
sj
= (1 − s)1−µ
∞ X
j=0
sj
∞ X
k=j+1
k−β
≤c (1 − s)1−µ
∞ X
j=0
sj(j + 1)−β+1 .
The estimates (4.54) and (4.55) on hµ for 0 < µ < (β − 1) ∧ 1 and µ = β − 1 now follow directly from
(A.2.2). For µ = 1, β > 2 and s = 1, the sum is ﬁnite and (4.54) also holds in this case.
For the second part of the lemma, we explicitly calculate the ﬁrst derivative of hβ−1 by using the formula
hβ−1(s)g(s)β−1 =
g(1)β−1 − g(s)β−1
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Diﬀerentiating both sides yields
h0
β−1(s)g(s)β−1 + (β − 1)hβ−1(s)g(s)β−2g0(s) =
(β − 1)([g(1)β−1 − g(s)β−1] − (1 − s)g(s)β−2g0(s))
g(1)β−1(1 − s)β
and thus
−h0
β−1(s) = (β − 1)
hβ−1(s)g0(s)
g(s)
+
g0(s)
g(s)g(1)β−1(1 − s)β−1 −
g(1)β−1 − g(s)β−1
g(s)β−1g(1)β−1(1 − s)β

.
As g is nondecreasing, we can skip the last term which is negative. Using (4.53) and (4.55), we get
−h0
β−1(s) ≤c
g(0) · (g(1) ∧ 1) ·
P∞
k=1 ksk−1k−β
g(s)

Υ(1/(1 − s)) +
1
g(1)β−1(1 − s)β−1

.
Moreover, g(s) ≥ g(0) and g(1)−(β−1) · (g(1) ∧ 1) ≤ 1 for β − 1 ∈ (0,1], so
−h0
β−1(s) ≤c
∞ X
k=1
sk−1k−β+1

Υ(1/(1 − s)) +
1
(1 − s)β−1

.
The result now follows from (A.2.2) and the fact that the product of two slowly varying functions is still
slowly varying.
In the second part of this section, the function
h(s) = h1(s) =
g(1) − g(s)
g(1)g(s)(1 − s)
is considered.
Lemma 4.3.10. We assume that (4.53) holds for some β > 1. Then there exists a constant
c = c(β,d) < ∞ such that for every s ∈ [0,1),
|h(l)(s)| ≤ c if 0 ≤ l < β − 2
|h(dβe−2)(s)| ≤ cΥ(1/(1 − s)) (1 − s)−(dβe−β) if β ≥ 2
|h(dβe−1)(s)| ≤ c Υ(1/(1 − s)) (1 − s)−1−(dβe−β) . (4.59)
Proof. By (4.52) and Cauchy product of power series, for every s ∈ [0,1),
g(s)g(1)h(s) =
g(1) − g(s)
1 − s
=
∞ X
k=0
sk(qk+1 + qk+2 + ...) .
Thus, the l-th derivative of g(s)h(s) is
l X
j=0

l
j

g(j)(s)h(l−j)(s) = g(1)−1
∞ X
k=0
k(k − 1)···(k − l + 1)sk−l(qk+1 + qk+2 + ...) .
Moreover, (4.53) ensures that for all s ∈ [0,1) and j < β − 2,
g(j)(s) ≤ g(j)(1) ≤
∞ X
k=0
kjqk ≤c g(0)(g(1) ∧ 1) .
Combining the last two expressions and using g(s)−1 ≤ g(0)−1 yields
|h(l)(s)| ≤c g(s)−1

g(1)−1g(0) · (g(1) ∧ 1) ·
∞ X
k=0
klsk−l
∞ X
j=k+1
j−β +
l X
j=1

l
j

g(j)(1)|h(l−j)(s)|

≤c
∞ X
k=0
klsk−l
∞ X
j=k+1
j−β +
l X
j=1

l
j

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The ﬁrst statement of the lemma is proved by induction on l. For l = 0, it is already included in Lemma
4.3.9. Assuming that the bound holds for l0 < l < β − 2, the previous inequality ensures that
|h(l)(s)| ≤c 1 +
l−1 X
j=0
|h(j)(s)|
since
P∞
k=0 kl P∞
j=k+1 j−β < ∞. This ends up the induction and proves the ﬁrst estimate in (4.59).
Next l = dβe−2 is considered and ‘the induction is continued’. Using the bound of h(l) for l < β −2 and
(4.60) yields
|h(l)(s)| ≤c
∞ X
k=0
klsk
∞ X
j=k+1
j−β + 1 ≤c
∞ X
k=1
skkdβe−2k−β+1 + 1 ≤c
∞ X
k=1
skk−(1−(dβe−β)) .
Then the second estimate of the lemma follows from (A.2.2).
Finally, the bound for l = dβe − 1 is proved in the same way. By (4.60):
|h(l)(s)| ≤c
∞ X
k=0
klsk
∞ X
j=k+1
j−β + lg(2)(1)|h(l−1)(s)| + 1
≤c
∞ X
k=1
skkdβe−β +
∞ X
k=1
skk−(1−(dβe−β)) + 1
≤c
∞ X
k=1
skkdβe−β
and (A.2.2) yields the claim.
4.4 Lower deviations: A result for geometric oﬀspring distribu-
tions
4.4.1 Main result
The lower deviations for supercritical BPREs without extinction (i.e. each individual having at least one
oﬀspring) have been studied in [BB09]. It turns out that a phase transition occurs. Here, this result
is generalized for supercritical BPREs when the oﬀspring distributions are of linear fractional22 (and
extinction is allowed). Then direct calculations with generating functions are feasible. A corresponding
result for supercritical BPREs with more general oﬀspring distributions is an open problem.
The ﬁrst assumption constricts the set of possible oﬀspring distributions. The generating function of
them has to be of linear fractional form.
Assumption 4.3. Q takes P–a.s. values in the set of all probability measures A ⊂ ∆ with the following
property:
For P ∈ A, let R be a random variable with distribution P and for s ∈ [0,1]
fR(s) := E[sR] = 1 −
1 − s
m
−1
R + 1/2 bRm
−2
R (1 − s)
,
where mR =
P∞
k=0 kP(R = k) and bR =
P∞
k=0 k(k − 1)P(R = k). There are constants 0 < c1 < c2 < ∞
(uniformly for all P ∈ A) such that
c1 < 1/2 bRm
−2
R < c2 .
22i.e. have oﬀsprings with generating functions that are linear fractional76 CHAPTER 4. LARGE DEVIATIONS
This assumption is fulﬁlled e.g. for geometric oﬀspring distributions. In this case, 1/2 bRm
−2
R = 1. All
distributions fulﬁlling Assumption 4.3 have geometric tails, but the second free parameter bR allows to
change the probability of the event P(R = 0).
Under Assumption 4.3, we can explicitely calculate the probability weights of Zn, conditioned on the
environment. Deﬁne
Un := e−Sn ,
Vn :=
n−1 X
k=0
1/2 bkm
−2
k Uj .
Then for all z ∈ N0, (see [Koz06, p. 156])
P(Zn > z|Π) =
1
(Un + Vn)(1 + Un/Vn)z
and thus
P(1 ≤ Zn ≤ z) = (Un + Vn)−1 
1 − (1 + Un/Vn)−z
. (4.61)
For convenience, we assume that the moment generating function is ﬁnite everywhere and that, with a
positive probability, there are also unfavorable oﬀspring distributions.
Assumption 4.4. For all s ∈ R,
ϕ(s) := E[esX] < ∞
and P(X < 0) > 0.
Again, we require the rate function Λ : R → ¯ R+ which fulﬁlls
lim
n→∞
1
n
logP(Sn ≥ θn) = −Λ(θ) for all θ ≥ E[X]
(4.62)
and
lim
n→∞
1
n
logP(Sn ≤ θn) = −Λ(θ) for all θ < E[X] .
It is a convex function, deﬁned by
Λ(θ) = sup
s∈R

sθ − logϕ(s)
	
with ϕ(s) = E[esX]. In contrast to Deﬁnition 4.4, the supremum is taken over all s ∈ R, as we are here
also interested in lower deviations. Λ is decreasing in (−∞,E[X]) and increasing in (E[X],∞).
Remark. The assumption P(X < 0) > 0 assures that Λ(0) < ∞, i.e. exceptionally small values may also
be realized by an exceptional environment. We refrain from proving that in the case X > 0 P–a.s. (i.e.
Λ(0) = ∞) , the following Theorem 4.4.1 is still correct, but the interpretation may be diﬀerent. E.g. in
the case X = const. P–a.s., exceptional values may only be realized by the branching mechanism, which is
similar to a classical Galton-Watson process. The proof is slightly more involved as for the representation
of the rate function in Lemma 4.4.4, θ∗ has to be deﬁned diﬀerently.
Deﬁne
% := − lim
n→∞
1
n
logP(Zn = 1) . (4.63)
The existence and characterization of this limit will be proved later. Then the rate function χ for Z is
deﬁned by
χ(θ) = inf
t∈[0,1)

t% + (1 − t)Λ(θ/(1 − t))
	
. (4.64)
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Theorem 4.4.1. Under Assumptions 4.3 and 4.4, for all 0 < θ < E[X]
lim
n→∞
1
n
logP(1 ≤ Zn ≤ eθn) = −χ(θ)
and for all θ ≥ E[X],
lim
n→∞
1
n
logP(Zn ≥ eθn) = −χ(θ) (= Λ(θ)) .
The second statement of the Theorem results from Theorem 4.3.2.
Open Problem. The proof of Theorem 4.4.1 under more general conditions is an open problem. Namely,
for some constant c > 0, let
% := − lim
n→∞
1
n
logP(1 ≤ Zn ≤ c) . (4.65)
We claim here that the (4.64) is still the correct rate function for general oﬀspring distributions. The
existence of the above limit in [0,∞] can be proved using superadditivity arguments. Provided it is ﬁnite,
the problem is to ﬁnd an appropriate upper bound for P(1 ≤ Zn ≤ eθn). Some condition on the tails of
the oﬀspring distributions has to be speciﬁed. In the linear fractional case, as we will see below,
% = −logE
h
f0 
P(∃n ∈ N with Zn = 0|Π = (f,f,f,...))
i
. (4.66)
Deﬁne pex,f := P(∃n ∈ N with Zn = 0|Π = (f,f,f,...). As it is well-known for Galton-Watson processes
(see [AN72]), pex,f is the smallest ﬁxpoint of the generating function f, i.e. pex,f = inf{s > 0|f(s) = s}.
Thus in the linear fractional case, it is easy to calculate the above probability and % = −logE[e−X].
It is an open problem to generalize the relation (4.66).
Interpretation of the rate function
Consider the large deviation event {1 ≤ Zn ≤ eθn} for some 0 < θ < E[X] and n large, that is we observe
a population being much smaller than expected, but still alive. A possible path that led to this event
looks as follows (see Figure 4.7).
During a ﬁrst period, until generation btnc (0 ≤ t ≤ 1), the population stays small within a good environ-
ment (i.e. the associated random walk grows linearly). This has exponentially small probability of order
e−%bntc+o(n). Later, the population grows in a – compared to the typical – less favorable environment, i.e.
{Sn −Sbntc ≤ θn}. This atypical environment sequence has also exponentially small probability, of order
e−Λ(θ/(1−t))bn(1−t)c+o(n). The probability of the large deviation event is then results from maximizing the
product of these two probabilities.
By Lemma 4.2.1, χ is also characterized as the largest convex function such that
χ(0) ≤ −logE

e−X
χ(θ) ≤ Λ(θ) , ∀θ ≥ 0 . (4.67)
From the above representation, the shape of χ can already be guessed. For the formal proof, see Section
4.4.2. Deﬁne
θ? :=
E

Xe−X
E

e−X .
Then the function χ is also given by
χ(θ) =

−θ − logE

e−X
, if θ ≤ θ?
Λ(θ) , if θ > θ? . (4.68)
Note that Λ0(θ?) = −1. Figure 4.8 illustrates the shape of χ in the case Λ(0) > −logE

e−X
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Figure 4.7: Most probable path for the event {1 ≤ Zn ≤ eθn} with θ < θ∗.
4.4.2 Proof of Theorem 4.4.1
First note that, conditioned on the associated random walk having exceptionally small values, the same
is true for the branching process (compare e.g. [BB09, Proposition 1]):
Lemma 4.4.2. Under Assumption 4.3 and for all θ > 0
liminf
n→∞
1
n
logP(1 ≤ Zn ≤ eθn|Sn ≤ θn) = 0 .
The result is covered by Lemma 5 in the proof of Proposition 1 in [BB09].
Next, a characterization of the probability that there is just one individual is required:
Lemma 4.4.3. Under Assumption 4.3 and if E[X] > 0, the limit
% := − lim
n→∞
1
n
logP(Zn = 1)
exists and
% =

−logE

e−X
, if E[Xe−X] ≥ 0
Λ(0) , else . (4.69)
Proof. As the oﬀspring distributions are linear fractional, we can explicitely calculate the desired prob-
ability (see (4.61)):
P(Zn = 1|Π) =
Un
V 2
n(1 + Un/Vn)2 . (4.70)4.4. LOWER DEVIATIONS: A RESULT FOR GEOMETRIC OFFSPRING DISTRIBUTIONS 79
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Figure 4.8: χ and Λ with θ1 = θ?.
By Assumption 4.3 and the deﬁnition of Vn,
(c1 ≤) c1e−Ln ≤ Vn ≤ c2 n e−Ln ,
and thus
c
−1
1 e−(Sn−Ln) ≥ Un/Vn ≥ c
−1
2 n−1 e−(Sn−Ln) . (4.71)
Thus 1 ≤ 1 + Un/Vn ≤ 1 + c
−1
1 .
First, we treat the case E[Xe−X] ≤ 0. As upper bound for the probability, we can estimate (as Ln ≤ 0)
P(Zn = 1|Π) ≤ c
−2
1 e−Sne2Ln ≤ c
−2
1 e−Sn (4.72)
and therefore
− limsup
n→∞
1
n
logP(Zn = 1) ≥ −limsup
n→∞
1
n
logE

e−Sn
= −logE[e−X] .
This proves the lower bound on %.
For the lower bound of the probability (and the upper bound on %) and the case E[Xe−X] ≥ 0, using the
estimates in (4.71) for some appropriate constant 0 < c < ∞ yields
P(Zn = 1|Π) ≥ c n−2 e−Sn e2Ln .80 CHAPTER 4. LARGE DEVIATIONS
Thus,
− liminf
n→∞
1
n
logP(Zn = 1) ≤ −liminf
n→∞
1
n
logE[c n−2 e−Sn e2Ln]
= −liminf
n→∞
1
n
logE[e−Sn e2Ln] . (4.73)
From the preceding estimate, it follows that
− liminf
n→∞
1
n
logP(Zn = 1) ≤ −liminf
n→∞
1
n
logE[e−Sn e2Ln;Ln ≤ 0] .
Next we change to the measure P, for any bounded, measurable function φ : Rn → R deﬁned by (compare
(1.6))
E[φ(X1,...,Xn)] := E

φ(X1,...,Xn)e−Sn
E[e−X]−n .
This yields
− liminf
n→∞
1
n
logP(Zn = 1) ≤ −logE

e−X
− liminf
n→∞
1
n
logE

e2Ln;Ln ≥ 0

≤ −logE

e−X
− liminf
n→∞
1
n
logP(Ln ≥ 0) .
Under P, the associated random walk S has drift E[X] = E[Xe−X]E[e−X]−1. Thus, S has nonnegative
drift under P if E[X] = E[Xe−X] ≥ 0 and the result follows for this case.
Secondly, in the case E[Xe−X] < 0, by (4.73), it remains to prove
−
1
n
logE[e−Sn+2Ln] = Λ(0) .
If E[Xe−X] < 0 and E[X] > 0, there exists a −1 < ν < 0 such that
E[XeνX] = 0 .
Next, we change to the measure e P, for any bounded, measurable function φ : Rn → R deﬁned by (compare
(1.6))
e E[φ(X1,...,Xn)] = E[φ(X1,...,Xn)eνSn]E[eνX]−n .
Under e P, S becomes a recurrent random walk. Thus we get
−
1
n
logE[e−Sn+2Ln] = −logE[eνX] −
1
n
log e E[e(−ν−1)Sn+2Ln] . (4.74)
Next, we will prove that the second term in the above sum vanishes. As ν > −1, e(−ν−1)Sn+2Ln is
bounded from above by one. For the lower bound, we use the estimate
e E

e(−ν−1)Sn+2Ln
≥ e E

e(−ν−1)Sn;Ln ≥ 0

.
As −ν − 1 < 0, we may apply [ABKV10, Proposition 2.1] (see also Lemma 3.2.4), saying that the above
expectation is of polynomial order. Thus limn→∞
1
n log e E[e(−ν−1)Sn+2Ln] = 0 and by (4.71) and (4.74),
− lim
n→∞
1
n
logP(Zn = 1) = − lim
n→∞
1
n
logE[e−Sn+2Ln]
= −logE[eνX] .
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Lemma 4.4.4. Let χ be deﬁned as in (4.64). Then
χ(θ) =

−θ − logE

e−X
, if θ ≤ θ?
Λ(θ) , if θ > θ? ,
where θ? = E

Xe−X
/E

e−X
.
Proof. By Lemma 4.4.3, we only have to consider the case E[Xe−X] ≥ 0, i.e. % = −logϕ(−1) ≤
sups∈R{−logϕ(s)} = Λ(0). By assumption, Λ is ﬁnite for 0 < θ ≤ E[X], thus diﬀerentiable. As
Λ(E[X]) = 0 and Λ0(E[X]) = 0, there is a 0 ≤ θ? ≤ E[X] such that the tangent on Λ in θ? hits the
ordinate in −logϕ(−1). From representation (4.67) , χ follows this tangent for θ < θ? and is identical
to Λ for θ > θ? (compare Section 4.3.6). It remains to prove θ? = E[Xe−X]/E[e−X] and Λ0(θ?) = −1.
By deﬁnition, we have
Λ(θ) = sup
s∈R
{θs − logϕ(s)} .
If for some θ?, the supremum is attained for s = −1, then
Λ(θ?) = −θ? − logϕ(−1) .
By theory of Legendre-transforms (see e.g. [dH00], the tangent on Λ in θ? is described by
θ → −θ − logϕ(−1) ,
which proves the lemma.
With a slight abuse of notation, we write below for the number of individuals eθn instead of the integer
part beθnc.
Proof of the upper bound in Theorem 4.4.1. Let 0 < θ < E[X]. Then
P(1 ≤ Zn ≤ eθn) ≤ E

P(1 ≤ Zn ≤ eθn|Π);Sn > θn

+ P(Sn ≤ θn) . (4.75)
We use the exact formula (4.61):
P(1 ≤ Zn ≤ eθn|Π) = (Un + Vn)−1 
1 − (1 + Un/Vn)−e
θn
≤ c
−1
1

1 −

1 +
1
Pn−1
k=0 c2eSn−Sk
−e
θn
≤ c
−1
1

1 −

1 +
1
c2 n eSn−Ln
−e
θn
≤

c
−1
1 c
−1
2 n−1 eθn−(Sn−Ln) + o

n−1 eθn−(Sn−Ln)

∧ 1 .
Thus
limsup
n→∞
1
n
logE

P(1 ≤ Zn ≤ eθn|Π);Sn > θn

≤ limsup
n→∞
1
n
logE

eθn−Sn;Sn > θn

.
Again, a change of measure is used. Recall the deﬁnition of P from Lemma 4.3,
E[φ(X1,...,Xn)] = E

φ(X1,...,Xn)e−Sn
E[e−X]−n .
Then
eθn E

e−Sn;Sn > θn

= eθn E[e−X]n P(Sn ≥ θn) . (4.76)
Now there are two cases. Under P, either {Sn ≥ θn} is not a large deviation event (that is if
E[X] = E[Xe−X]E[e−X]−1 ≥ θ). Then
lim
n→∞
1
n
logP(Sn ≥ θn) = 0 .82 CHAPTER 4. LARGE DEVIATIONS
Or it is a large deviation event (that is if E[X] = E[Xe−X]E[e−X]−1 < θ) and then
lim
n→∞
1
n
logP(Sn ≥ θn) =: −e Λ(θ) ,
where e Λ is the rate function of S under P. Now under P, the moment generating function e ϕ is
e ϕ(s) := ϕ(−1)−1E[esX−X] = ϕ(s − 1)/ϕ(−1)
and the new rate function e Λ becomes
e Λ(θ) = sup
s∈R
{θs − log e ϕ(s)}
= sup
s∈R
{θs − logϕ(s − 1)} + logϕ(−1)
= Λ(θ) + θ + logϕ(−1) .
Then by (4.76), we have
limsup
n→∞
1
n
logE

eθn−Sn;Sn > θn

≤ − inf
t∈(0,1]

−θ − logϕ(−1) , if E[Xe−X]E[e−X]−1 ≥ θ
Λ(θ) , if E[Xe−X]E[e−X]−1 < θ . (4.77)
By standard arguments of large deviation theory (see Section 4.2) and (4.75),
lim
n→∞
1
n
logP(1 ≤ Zn ≤ eθn) ≤

max{θ + logϕ(−1),−Λ(θ)} , if θ ≤ θ?
−Λ(θ) , if θ > θ? ,
where
θ? = E[Xe−X]E[e−X]−1 .
Note that
Λ(θ) = sup
s∈R
{sθ − logϕ(s)} ≥ −θ − logϕ(−1)
and thus
limsup
n→∞
1
n
logP(1 ≤ Zn ≤ eθn) ≤

−
 
− θ − logϕ(−1)

, if θ ≤ θ?
−Λ(θ) , if θ > θ? .
Together with Lemma 4.4.4, this proves the upper bound.
Proof of the lower bound in Theorem 4.4.1. For θ? < θ < E[X], the lower bound immediately
follows from Lemma 4.4.2. As
P(1 ≤ Zn ≤ eθn) ≥ sup
t∈[0,1)
n
P(Zbtnc = 1)P(1 ≤ Zb(1−t)nc ≤ eθn)
o
and applying Lemma 4.4.2 yields
liminf
n→∞
1
n
logP(1 ≤ Zn ≤ eθn) ≥ − inf
t∈[0,1)

t% + (1 − t)Λ(θ/(1 − t))
	
.
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4.5 The quenched approach
This section has been inspired by discussions with Nina Gantert23. The limit theorems of the previous
section were discussed under the so-called annealed approach, i.e. the limits n → ∞ were considered under
the unconditioned measures. In this section, the asymptotics of the large deviation probabilities are
studied conditioned on the environment. As it turns out, the large deviation behavior is substantially
diﬀerent under the quenched approach. This is due to the fact that very improbable events might
contribute to the expectation, but vanishe a.s. in the limit. For the results of this section, the bounds
conditioned on the environment from the previous sections are used. Throughout this section, we assume
E[|X|] < ∞.
For the case of heavy-tailed oﬀspring distributions, the following result holds:
Theorem 4.5.1. If limsupz→∞ logP(Z1 > z|Π,Z0 = 1)/logz = −β a.s. for some β ∈ (1,∞) and
Assumption H(β) is fulﬁlled, then for every θ ≥ (E[X] ∨ 0),
lim
n→∞
1
n
logP(Zn > eθn|Π) =

−β(θ − E[X]) , if E[X] > 0
−(βθ − E[X]) , if E[X] ≤ 0 a.s.
This is comparable to the Galton-Watson case discussed in Section 4.3.1. In the supercritical case
(E[X] > 0), essentially large deviations are attained by a jump in the ﬁrst generation of size (θ − E[X]).
After that, the process grows according to its expectation (see Figure 4.9).
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Figure 4.9: Typical path for large deviations of a supercritical BPRE (quenched approach, scaled by n).
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In the case of a critical or subcritical BPRE (E[X] = 0 or E[X] < 0),
lim
n→∞
1
n
logP(Zn > eθn) = −(γ + βθ) a.s.
with γ := −E[X]. As we will see later, under Assumption H(β) for critical and subcritical BPREs,
lim
n→∞
1
n
logP(Zn > 0|Π) = −γ .
Again, compare this with the Galton-Watson case discussed in Section 4.3.1. By the strong law of large
numbers, Sn = nE[X]+o(n) a.s. and in the limit, the associated random walk behaves deterministically
and is linear with slope E[X]. The process just survives until the end (having exponentially small
probability of order eE[X]n) and then has a jump of size eθn, which also has exponentially small probability
of order e−βθn.
If the oﬀspring distributions have geometrically bounded tails, the probability of attaining exceptionally
small values is of lower order than exponential. This is described by our next theorem.
Theorem 4.5.2. If P(Z1 > eθ|Π) > 0 a.s., under Assumption 4.2, for every θ ≥ (E[X]∨0), the following
holds
lim
n→∞
1
n
log(−logP(Zn > eθn|Π)) =

θ − E[X] , if E[X] > 0
θ , if E[X] ≤ 0 a.s.
Thus, for a supercritical BPRE,
P

P(Zn > eθn|Π) = e−e
(θ−E[X])n+o(n)
n→∞ −→ 1
and for a critical or subcritical BPRE,
P

P(Zn > eθn|Π) = e−e
θn+o(n)
n→∞ −→ 1
Note that if P(Z1 > eθ|Π) = 0 a.s., then P(Zn > eθn|Π) = 0.
As we will see in the proof of this Theorem, the result can be interpreted as follows. Conditioned on the
environment, the associated random walk behaves in the limit deterministically and is linear with slope
E[X]. Thus, the only strategy to attain exceptionally large values is to aﬀect the branching mechanism.
Essentially, large deviations are attained by deθke-many individuals in each generation k having at least
eθ-many oﬀsprings (0 ≤ k ≤ n). As, conditioned on the environment, the branching is independent, the
cost for this strategy in generation k is (P(Zk > eθ|Π))dexp(θk)e. Multiplying the probabilities for each
generation, we end up with a ‘double-exponential’ cost as claimed in Theorem 4.5.2. Note that in the
limit, the exact value of P(Z1 > eθ|Π) > 0 is not of importance.
4.5.1 Proof of Theorems 4.5.1 and 4.5.2
For our proofs, the following result for the a.s.-limit of a reﬂected random walk is required.
Lemma 4.5.3. Let (Sn)n≥0 be a random walk with increments distributed like X. If E[|X|] < ∞, then
lim
n→∞
1
n
(Sn − Ln) = (E[X] ∨ 0) a.s.
Proof. It suﬃces to prove that Ln/n → E[X] ∧ 0 a.s. Rewriting the minimum Ln yields for any
1 ≤ m ≤ n,
Ln
n
= min
n1
n
S1
1
,
2
n
S2
2
,··· ,
n
n
Sn
n
o
= min
n
min
k=1,...,m
nk
n
Sk
k
o
, min
k=m+1,...,n
nk
n
Sk
k
oo
. (4.78)4.5. THE QUENCHED APPROACH 85
By the strong law of large numbers, Sn/n → E[X] a.s. (see e.g. [Kal01, Theorem 4.23]) and thus, for
any  > 0, there is a N < ∞ a.s. such that |Sn/n − E[X]| <  for all n ≥ N. By (4.78), for all n ≥ N,
Ln
n
≥ min
n
min
k=1,...,N
nk
n
Sk
k
o
, min
k=N+1,...,n
nk
n
E[X]
oo
−  .
Taking the limit n → ∞ yields
Ln
n
≥ 0 ∧ E[X] −  a.s.
Letting  → 0 ensues the lower bound. The upper bound follows trivially by Ln/n ≤ min{S1/n,Sn/n}.
For the proof of Theorem 4.5.1, the following lemma is required. It describes that Zn is –with a high
probability– as large as its expectation, if Ln is large.
Lemma 4.5.4. Under Assumption H(β) and for β ∈ (1,2] and r ∈ (0,1), there is a constant c > 0 such
that
P
 
Zn ≥ rE[Zn|Π]

Π

≥ c (1 − r)β/(β−1)n−dβe/(β−1)eLn Υ(e−Lnn2)−1/(β−1) .
For β > 2,
P
 
Zn > rE[Zn|Π|]

Π

≥ c (1 − r)2 eLn a.s.
Proof. The second statement is a consequence of (4.38). If E[X] > 0 and for β > 2, by (4.38),
E[Zn(Zn − 1)] = f
(2)
0,n(1) ≤ c eSneSn−Ln a.s.
The inequality due to Paley and Zygmund (see e.g. (4.21)) yields the result.
For β ∈ (1,2], a more general form of (4.21) is used, which is proved in the appendix (see Lemma A.1.1).
For r ∈ (0,1) and p,q > 0, p + q = 1 :
P(Y ≥ rE[Y ])q ≥
(1 − r)E[Y ]
E[Y 1/p]p .
For any 0 < ι < β − 1, let 1/p = 1 + ι. As
E[Y 1+ι] =
1
1 + ι
Z ∞
0
yιP(Y > y)dy ,
we can estimate E

Z1+ι
n

Π

using Theorem 4.3.4:
E

Z1+ι
n

Π

≤ c ndβe eSn e(β−1)(Sn−Ln)
∞ X
y=1
yι−βΥ(n2e−Lny) .
By properties of slowly varying sequences (see appendix) and as ι − β < −1, the integral is ﬁnite and
can be bounded by cΥ(n2e−Ln) for some constant c. As p/q = 1/ι, 1/q = 1 + 1/ι and thus, for some
constant c,
P
 
Zn ≥ rE[Zn|Π]

Π

≥ c n−dβe/ι (1 − r)1+1/ιeSne−(Sn−Ln)(β−1)/ι Υ(e−Lnn2)−1/ι .
Taking the limit ι → β − 1 yields the result.
Proof of Theorem 4.5.1. Let θ > E[X] ∨ 0. First, assume β ∈ (1,2]. Theorem 4.3.4 yields
1
n
logP(Zn > eθn|Π) ≤
Sn + (β − 1)(Sn − Ln)
n
− βθ + o(1) a.s.86 CHAPTER 4. LARGE DEVIATIONS
and by Lemma 4.5.3 and the strong law of large numbers,
limsup
n→∞
1
n
logP(Zn > eθn|Π) ≤ −βθ + E[X] + (β − 1)(E[X] ∨ 0) a.s.
If β > 2, Theorem 4.3.6 can be used:
1
n
logP(Zn > eθn|Π)
≤ max
nSn + (β − 1)(Sn − Ln)
n
− βθ;
Sn + dβe(Sn − Ln)
n
− (dβe + 1)θ
o
+ o(1) a.s.
Letting n → ∞, by the strong law of large numbers and as θ > E[X]
limsup
n→∞
1
n
logP(Zn > eθn|Π)
≤ max

− βθ + E[X] + (β − 1)(E[X] ∨ 0);−(dβe + 1)θ + E[X] + dβe(E[X] ∨ 0)
	
a.s.
= −βθ + E[X] + (β − 1)(E[X] ∨ 0) a.s.
This proves the upper bound in Theorem 4.5.1.
For the lower bound, ﬁrst consider the case E[X] ≤ 0. By (4.29) and Lemma 4.5.3
liminf
n→∞
1
n
logP(Zn−1 > 0|Π) ≥ liminf
n→∞
Ln
n
= E[X] .
The estimate
P(Zn > eθn|Π) ≥ P(Zn−1 > 0|Π)P(Zn > eθn|Π,Zn−1 = 1)
together with the assumption yields the claim for E[X] ≤ 0.
For the case E[X] > 0, we follow the same ideas as in Section 4.3.2 and exhibit the optimal strategy
which starts with a jump. Here, this means that in the ﬁrst generation, an individual has e(θ−E[X])n-many
children. By assumption, the probability for this event is asymptotically
lim
n→∞
1
n
logP
 
Z1 > exp((θ − E[X])n)

= −β(θ − E[X]) . (4.79)
As
P(Zn > eθn|Π) ≥ P
 
Z1 > e(θ−E[X])n
Π

P
 
Zn > eθn
Π,Z1 = e(θ−E[X])n
, (4.80)
it remains to prove that
liminf
n→∞
1
n
logP
 
Zn > eθn|Π,Z1 = e(θ−E[X])n
= 0 .
Lemma 4.5.4 ensues for any r ∈ (0,1) and β ∈ (1,2]
pn := P
 
Zn > rE[Zn|Π]

Π

≥ c (1 − r)β/(β−1)n−dβe/(β−1)eLn Υ(e−Lnn2)−1/(β−1) a.s.
By the same arguments as in Section 4.3.2,
P

Nn ≥
E[Nn | Π]
Npn


 Π,Zs = esn

≥
h
1 − 1 ∧ 1
Npn
i2
1 + e−sn
pn
, (4.81)
where N ≥ 1 and Nn is number of the esn-many subtrees (i) with Z
(i)
n > Neθn. As for E[X] > 0, Ln is
of constant order, we conclude from (4.81)
liminf
n→∞
1
n
logP
 
Zn > eθn|Π,Z1 = e(θ−E[X])n
= 0 .4.5. THE QUENCHED APPROACH 87
The same arguments can be applied for β > 2 (by using Lemma 4.5.4). Thus, by (4.80) and (4.79),
liminf
n→∞
1
n
logP(Zn > eθn) ≥ −β(θ − E[X]) ,
which proves the Theorem.
Proof of Theorem 4.5.2. Let θ > E[X] ∨ 0. For the lower bound, we use Theorem 4.2.4 which yields
1
n
log
 
− logP(Zn > eθn|Π)

≥ n−1 log
Un
Vn

+ θ + o(n−1) .
Recall Un = e−Sn and, as we have seen in Section 4.2 under Assumption 4.2, Vn ≤ (n+1)e−Ln. Together
with Lemma 4.5.3, this yields
liminf
n→∞
1
n
log(−logP(Zn > eθn|Π)) ≥ θ − (E[X] ∨ 0) a.s.
For the upper bound, let p > 0 be such that P(Z1 > eθ|Π) > p a.s. First let E[X] ≤ 0. Then the
probability of having at least eθn many individuals in generation n may be estimated by
P(Zn > eθn|Π) ≥
n Y
k=1
P(Zk > eθ|Π,Zk−1 = 1)e
θk
≥
n Y
k=1
pe
θk
.
Thus
1
n
log(−logP(Zn > eθn|Π)) ≤
1
n
log
 
n X
k=1
eθk(−logp)

≤
1
n
log
 
neθn
≤ θ +
logn
n
.
Now taking the limes superior yields the result.
If E[X] > 0, we estimate
P(Zn > eθn|Π) ≥ P
 
Z1 > eθ
Π

· P
 
Zn > eE[X]n
Π,Z1 = eθ−E[X]
· P
 
Zn > e(θ−E[X])n
Π,Z1 = eE[X]
=: p1n · p2n · p3n .
Then standard arguments from large deviation theory (see [dH00]) yield
limsup
n→∞
1
n
log
 
− logP(Zn > eθn|Π)

≤ limsup
n→∞
1
n
log
 
− logp1n − logp2n − logp3n

= max
i=1,2,3
n
limsup
n→∞
1
n
log
 
− logpin
o
.
p1n is of constant order. Using Lemma 4.5.4 for r → 1 and as Ln is of constant order for a random walk
with positive drift, E[X] > 0, also p3n is of constant order. Using the calculation above,
limsup
n→∞
1
n
log
 
− logp2n

= limsup
n→∞
1
n
log
 
− logP(Zn > e(θ−E[X])n|Π)

= θ − E[X] ,
which proves the theorem.88 CHAPTER 4. LARGE DEVIATIONSChapter 5
Simulation of a conditioned BPRE
In this section, a routine to simulate a BPRE conditioned on survival (realized in the statistical program
R)24 is described. First, the environment is (randomly) created and then a Galton-Watson tree in a given
environment is simulated. For modelling a conditioned Galton-Watson process in a varying environment,
Geiger’s construction (see [Gei99, Lemma 2.1]) is used.
Later, only geometric oﬀspring distributions are considered. Then the explicit calculation of the distri-
bution of Zn, conditioned on the environment, is feasible.
5.1 Geiger’s construction for Galton-Watson processes in vary-
ing environment
In this section, it is assumed that the environment is given. Let us brieﬂy explain the Geiger construction
(see [Gei99, Lemma 2.1]). It says that a Galton-Watson process, conditioned on survival until generation
n, can be built up in the following way:
We follow the ‘line of descent ’of the leftmost individual having a descendant in generation n. Let Lk
be the number of the leftmost individual in generation k, having an ancestor in generation n. To the left
of Lk, independent subtrees conditioned on extinction in generation n are growing. To the right of Lk,
independent unconditioned trees are evolving. This is illustrated in Figure 5.1. The joint distribution of
Lk and the number of oﬀsprings in generation k is known. Let us explain this in detail:
Deﬁne for 0 ≤ k < n
pk,n := P(Zn > 0|Zk = 1,Π)
qk,n := P(Zn = 0|Zk = 1,Π) = 1 − pk,n .
Then Geiger’s construction goes as follows. For convenience, let Z0 = 1. In the ﬁrst generation, the joint
distribution of (L1,Z1), conditioned on {Zn > 0}, is given by
P(L1 = j,Z1 = i|Zn > 0,Π) = Q1(i)
P(Zn > 0|Z1 = 1,Π)P(Zn = 0|Z1 = j − 1,Π)
P(Zn > 0|Π)
= Q1(i)
p1,nq
j−1
1,n
p0,n
, (1 ≤ j ≤ i) .
More generally, for every 0 ≤ k < n,
P(Lk = j,Zk = i|Zn > 0,Zk−1 = 1,Π) = Qk(i)
pk,nq
j−1
k,n
pk−1,n
, (0 ≤ j ≤ i) . (5.1)
The individuals to the left of Lk give rise to independent subtrees, conditioned on extinction before gen-
eration n, the individuals to the right found independent unconditioned subtrees. Denote by Z
(c)
k the
24see the R Projekt for Statistical Computing, www.r-project.org
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Figure 5.1: Illustration of Geiger’s construction of a conditioned Galton-Watson process (taken from
[BGK05]).
number of indivduals in generation k in the conditioned subtrees, and by Z
(u)
k the number of individuals
in generation k in the unconditioned subtrees. By Yk, the number of children of the ‘line of descent’
in generation k is denoted. Thus the conditioned Galton-Watson tree in varying environment can be
modelled in the following way:
1. Choose randomly Lk and Yk with distribution (5.1).
2. Each of the Z
(c)
k−1-many individuals from the conditioned subtrees independently gives birth to a
random number of children, with distribution
d(j) := Qk(j) ·
q
j
k,n
qk−1,n
. (5.2)
Each of the Z
(u)
k -many individuals has an independent number of children, with distribution Qk.
3. The (Lk − 1)-many individuals are added to the conditioned subtrees, the (Yk − Lk)-many indi-
viduals are added to the unconditioned subtrees.
4. Start afresh with step 1 in generation k + 1.5.2. GEOMETRIC OFFSPRING DISTRIBUTIONS 91
5.2 Geometric oﬀspring distributions
Assume that the oﬀspring distributions are geometric. In this case (see e.g. [Koz06]),
P(Zn > 0|Π,Z0 = 1) =
1
e−Sn +
Pn−1
j=0 e−Sj
=
1
Pn
j=0 e−Sj .
More generally, as the branching is independent conditioned on Π,
P(Zn > 0|Π,Zi = k) = 1 −
 
1 − P(Zn = 0|Π,Zi = 1)
k
= 1 −

1 −
1
Pn
j=i e−(Sj−Si)
k
.
Thus, the probabilities qk,n and pk,n can be easily calculated:
pk,n =
1
Pn
j=k e−(Sj−Sk)
qk,n = 1 −
1
Pn
j=k e−(Sj−Sk) .
Another advantage of the geometric oﬀspring distributions is that the conditioned distribution (5.2) is
still geometric. Let pk = p(Qk) be the parameter of a geometric distribution in generation k. Then
d(j) = pk · (1 − pk)j ·
q
j
k,n
qk,n
=
pk
qk−1,n
 
(1 − pk)qk,n
j
deﬁnes a geometric distribution with parameter 1−(1−pk)qk,n. Thus, the total oﬀspring number of all con-
ditioned subtrees in generation k is negative binomial distributed with parameters (Z
(c)
k−1,1−(1−pk)qk,n).
The total oﬀspring number of all unconditioned subtrees in generation k is also negative binomial dis-
tributed with parameters (Z
(u)
k−1,pk).
5.3 Conditioned BPREs
In this section, the purpose is to simulate an intermediately subcritical BPRE, conditioned on {Zn > 0}.
As a direct simulation is hardly feasible (the event {Zn > 0} has exponentially small probability), an
approximation is made, using Theorem 3.1.3:
First an oscillating random walk S, conditioned to have its minimum at the end, is picked randomly.
Due to Theorem 3.1.3, the associated random walk conditioned on survival of the process asymptotically
looks like a process conditioned on having its minimum at the end. Thus this approach is asymptotically
correct.
In a second step, a conditioned Galton-Watson process is simulated in the environment given by the
conditioned random walk, following the scheme described in the preceding section. The parameter of the
geometric oﬀspring distribution pk (of the unconditioned process) in generation k is then given by the
corresponding increment of the associated random walk:
pk =
1
eSk−Sk−1 + 1
.
For simplicity, only simple, symmetric random walks are considered, with just two diﬀerent states of the
environment. In this case, the simulation of the conditioned random walk is simple. First, a random walk
conditioned on {Mn < 0} is created randomly. Using the usual Doob h-transform (see [RW00, Chapter
III.28]) for the conditioning, the transition probabilities of the random walk conditioned on {Mn < 0}
become
P(S1 = −1|Mn < 0) = 1
P(Sk = Sk−1 + 1|Mn < 0) =
Sk−1 + 1
2Sk−1
, 2 ≤ k ≤ n .92 CHAPTER 5. SIMULATION OF A CONDITIONED BPRE
By going to the dual random walk (˜ Sk)0≤k≤n, deﬁned by
˜ Sk := Sn − Sn−k , 0 ≤ k ≤ n ,
one gets the desired process, conditioned on having its minimum at the end.
5.4 Some results of the simulations
Several aspects of conditioned BPREs may be illustrated by the simulation scheme described in the
preceding sections. As the corresponding limit theorems for other critical and subcritical cases are known
(see Chapter 2), a similiar scheme can be used for those cases. Here, we only focus on the intermediately
subcritical case. In Figure 5.2, a random walk conditioned on having its minimum at the end is displayed.
It serves as environment for the intermediately BPRE, conditioned on {Z1000 > 0}. The logarithm of the
number of individuals of the corresponding conditioned BPRE is displayed in Figure 5.3.
In the proof of Theorem 3.1.2, the fact was used that the number of individuals at the strict descending
ladder points, (γi)i∈N, is bounded. Figure 5.4 displays the number of individuals at times, when the
associated random walk has a strictly descending ladder point. As we can see, there are only very few
individuals. In the supercritical periods between those bottlenecks, the number of individuals may attain
very large values (1010).
One might guess that the number of individuals may depend on the length of the excursion between
two strictly descending ladder points. After a long excursion, there may be a tendency to have more
individuals. Figure 5.6 displays the number of individuals in the bottlenecks (blue), averaged over
1000 simulations and the excursions lengths (red) between the strictly descending ladder points. This
simulation has been conducted in the environment displayed in Figure 5.5.
Finally, the open problem in Chapter 3.3 can be illustrated. Let (Sr
n)n∈N be the reﬂected random walk,
deﬁned by
Sr
n := Sn − Ln . (5.3)
During the excursions between the strictly descending ladder points, it is expected that Z/eS
r
converges
to some ﬁnite random variable W. This convergence is illustrated in Figure 5.7, where the corresponding
environment is displayed in Figure 5.2. It is clearly visible that Z/eS
r
converges to some random variable
if the excursion is long enough.5.4. SOME RESULTS OF THE SIMULATIONS 93
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Figure 5.2: Example: Associated random walk.
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Figure 5.3: Example: log10(Z) of the BPRE Z, conditioned on {Z1000 > 0}, in the environment displayed
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Figure 5.4: Example: Z, conditioned on {Z1000 > 0}, at the strictly descending ladder times of the
associated random walk in Figure 5.2.
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Figure 5.5: Example: Associated random walk, conditioned on having its minimum at the end.5.4. SOME RESULTS OF THE SIMULATIONS 95
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Figure 5.6: Example: log10(Z), conditioned on {Z1000 > 0}, at the strictly descending ladder times of
the associated random walk in Figure 5.5 (averaged over 1000 simulations) (blue) and log10 T(e) of the
excursion lengths T(e) between the strictly descending ladder points (red).
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Figure 5.7: Example: log10
 
Z/eSr
, conditioned on {Z1000 > 0} in the environment displayed in Figure
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Perspectives
In this thesis, limit theorems describing intermediately subcritical BPREs have been developed. A more
detailed describtion of the intermediately subcritical case is work in progress with Valery Afansayev, G¨ otz
Kersting and Vladimir Vatutin. For this purpose, the Geiger construction explained in Chapter 5 may
be helpful. As already indicated by the simulations, the oﬀspring numbers of the ancestral line from
the Geiger construction is asymptotically size-biased distributed. Also, for any  > 0, the independent
trees, conditioned on extinction before generation n that emerge to the left of this ancestral line before
generation b(1 − )nc, are asymptotically unconditioned. This may allow a more detailed describtion of
the bottlenecks (moments when the associated random walk is in a strict descending ladder point) as
well as ﬁnding a proof for the conditional limit theorem claimed in the open problem in Chapter 3.3.
For general oﬀspring distributions, the proper rate function for the upper large deviations of BPREs is
described in detail in this thesis. The proof of the upper bound is however very technical. Finding a
more natural and stochastic proof for the upper bound of the tail probabilities of Zn, conditioned on the
environment, is an open problem. Also Assumption H(β) may slightly be generalized, e.g. allowing the
constants to depend on the environment.
Describing the lower large deviations of BPREs is work in progress with Vincent Bansaye. Here, the
main task is ﬁnding the appropriate ‘cost’ of staying bounded, i.e. a representation of
lim
n→∞
−
1
n
logP(1 ≤ Zn ≤ c) , c > 0 .
The quick simulation algorithm in Chapter 5 allows for a vizualization of conditioned BPREs, although
only for geometric oﬀspring distributions. This may also be helpful in applications like estimating the
most recent common ancestor in a population.
A generalization to the linear fractional case, when the distribution of Zn, conditioned on the environment,
can be explicitely calculated, is possible if the focus is on the simulation of branching processes in varying
environment. For more general oﬀspring distributions, although there is an expression for the survival
probability (see (3.13)), an explicit calculation of the conditioned distributions seems hardly feasible.
For the simulation of intermediately subcritical BPREs, conditioned on survival, there is the problem
that – except for one-parametric oﬀspring distributions determined by their expectation like the geometric
distribution – the environment is no longer uniquely determined by the associated random walk. The
convergence of the associated random walk then does not imply convergence of the environment any
longer, conditioned on survival of the process. Finding the distribution of Π, conditioned on survival of
Zn, is an open problem.
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Technical results
A.1 A general form of an inequality due to Paley and Zygmund
Here, a slight generalization of Lemma 4.1 in [Kal01] is proved:
Lemma A.1.1. Let Y be a nonnegative random variable and assume E[|Y |1/p] < ∞ for some p ∈ (0,1].
Then for any r ∈ (0,1) and q = 1 − p,
P(Y ≥ rE[Y ])q ≥
(1 − r)E[Y ]
E[Y 1/p]p . (A.1)
Proof. Assume p,q ≥ 0 and p + q = 1. For any c > 0,
Y − c ≤ Y 1{Y >c} .
Taking the expectation and applying H¨ older’s inequality (see e.g. [Kal01, p. 15]),
E[Y ] − c ≤ E[Y 1/p]pP(Y > c)q .
Setting c = rE[Y ] yields the claim.
A.2 Slowly varying functions
In this section, we recall some properties of regularly varying functions. A standard reference is [BGT87].
In the following, let Υ : (0,∞) → (0,∞) be a slowly varying function, that is for any a > 0,
lim
x→∞
Υ(ax)
Υ(x)
= 1 .
A function r : (0,∞) → (0,∞) is called regularly varying with index α if for all a > 0
lim
x→∞
r(ax)
r(x)
= aα .
Moreover this convergence holds uniformly with respect to a (see [BGT87, p. 22]) for α < 0. For α = 0,
the convergence holds uniformly on each compact set.
A sequence (bn)n≥0 of positive numbers is called regularly varying with index α, if for any a > 0
lim
n→∞
bbanc
bn
= aα .
Then the function f(x) := bbxc varies regularly with index α (see [BGT87, p. 52]).
Note that, by properties of slowly varying sequences (see [BGT87, Proposition 1.3.6, p. 16]), for any
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δ > 0, z−δΥ(z) → 0 as z → ∞. Therefore, for all δ > 0 and z large enough, there is some constant C,
such that Υ(z) ≤ Czδ.
We use a Tauberian theorem for slowly varying functions from [Fel87, p. 423]. Here Γ denotes the
Gamma-function (note that Γ(α + 1)/Γ(α + 2) = 1/(α + 1)). Also compare [BGT87, Theorem 1.5.11,
p.28].
Theorem A.2.1. Assume that (bk)k≥0 is a nonnegative, monotone sequence and α > −1. Let
g(s) :=
P∞
k=0 skbk be convergent for s ∈ [0,1) and Υ be slowly varying. Then
bk ∼ kα Υ(k) (k → ∞) ,
n X
k=1
bk ∼
1
(α + 1)
n bn ,
and
g(s) ∼ Γ(α + 1)(1 − s)−1−α Υ
 
1/(1 − s)

(s → 1−)
are equivalent.
Additionally, we need the following Lemma:
Lemma A.2.2. Let bk := kα. If α ≥ −1, then there is an M < ∞ such that for s ∈ [0,1]
∞ X
k=1
skbk ≤ MΥ(1/(1 − s))(1 − s)−1−α ,
where Υ is a slowly varying function (which is constant if α > −1).
Proof. The function
ξ := s → (1 − s)1+α
∞ X
k=1
skkα
is continuous on [0,1).
For α > −1, Theorem A.2.1 yields that
lim
s→1− ξ(s) < ∞
and thus ξ can be extended to a continuous function on [0,1]. Deﬁning M as its supremum on [0,1]
proves the claim.
For α = −1,
P∞
k=1
s
k
k = −log(1 − s), which proves the lemma in this case as the logarithm is a slowly
varying function.
Remark. For α < −1,
∞ X
j=k+1
jα ≤
Z ∞
k
xαdx =
kα+1
−α − 1
. (A.2)
A.3 Successive diﬀerentiation for the composition of functions
For the proof of the upper bound on the tail probabilities in Chapter 4.3 when β > 2, we need to calculate
higher order derivatives of a composition of functions. Here, a useful formula for the l-th derivative of a
composition of two functions, which could also be derived from the combinatorial form of Fa` a di Bruno’s
formula (see [dB55]), is proved.A.3. SUCCESSIVE DIFFERENTIATION FOR THE COMPOSITION OF FUNCTIONS 101
Lemma A.3.1. Let f and h be real-valued, l-times diﬀerentiable functions. Then
dl
dslh(f(s)) =
l X
j=1
h(j)(f(s))uj,l(s) , (A.3)
where uj,l(s) is deﬁned by
uj,l(s) :=
X
i=(i1,...,i2j)∈C(j,l)
ci(f(i1)(s))i2 ···(f(i2j−1))(s))i2j (A.4)
with some constants 0 ≤ ci < ∞ and C(j,l) deﬁned by
C(j,l) :=

(i1,...,i2j) ∈ N2j
i1i2 + i3i4 + ... = l and i2 + i4 + ... = j
	
.
Proof. The formula is proved by induction with respect to l. For l = 1, by chain rule of diﬀerentiation,
(A.3) is fulﬁlled. Assume that (A.3) and (A.4) hold for l. Then by product rule for diﬀerentiation,
dl+1
dsl+1h(f(s)) =
l X
j=1

h(j)(f(s))
d
ds
uj,l(s) + uj,l(s)f0(s)h(j+1)(f(s))

.
Thus
uj,l(s)f0(s) =
X
i∈C(j,l)
ci
 
f(1)(s)
1
(f(i1)(s))i2 ···(f(i2j−1)(s))i2j
=
X
i∈C(j+1,l+1)
˜ ci(f(i1)(s))i2 ···(f(i2j+1)(s))i2(j+1) ,
with new constants deﬁned by
˜ ci1,i2,i3,...,i2(j+1) :=

ci3,...,i2(j+1) , if i1 = i2 = 1
0 , else
.
Furthermore,
d
ds
uj,l(s) =
X
i∈C(j,l)
l X
k=1
ci(f(i1)(s))i2 ··· i2k(f(i2k−1)(s))i2k−1f(i2k−1+1)(s)···(f(i2j−1)(s))i2j
=
X
i∈C(j,l+1)
ˆ ci(f(i1)(s))i2 ···(f(i2j+1)(s))i2(j+1) ,
again with some new constants 0 ≤ ˆ ci < ∞. This ends up the induction.102 APPENDIX A. TECHNICAL RESULTSList of Figures
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