Abstract-This paper proposes a novel neural-network approach to blind source separation in nonlinear mixture. The approach utilizes a radial basis function (RBF) neural-network to approximate the inverse of the nonlinear mixing mapping which is assumed to exist and able to be approximated using an RBF network. A contrast function which consists of the mutual information and partial moments of the outputs of the separation system, is defined to separate the nonlinear mixture. The minimization of the contrast function results in the independence of the outputs with desirable moments such that the original sources are separated properly. Two learning algorithms for the parametric RBF network are developed by using the stochastic gradient descent method and an unsupervised clustering method. By virtue of the RBF neural network, this proposed approach takes advantage of high learning convergence rate of weights in the hidden layer and output layer, natural unsupervised learning characteristics, modular structure, and universal approximation capability. Simulation results are presented to demonstrate the feasibility, robustness, and computability of the proposed method.
I. INTRODUCTION
R ECENTLY, blind source separation in signal processing has received considerable attention from researchers, due to its numerous promising applications in the areas of communications and speech signal processing [1] , [2] , medical signal processing including ECG, MEG, and EEG [3] , and monitoring [4] . A number of blind separation algorithms have been proposed based on different separation models [5] - [8] . These algorithms play increasingly important roles in many applications. The study of blind signal processing techniques is of both theoretical significance and practical importance.
Blind source separation is to recover unobservable independent sources (or "signals") from multiple observed data masked by linear or nonlinear mixing. Most existing algorithms for linear mixing models stem from the theory of the independent component analysis (ICA) [9] - [11] . ICA is a statistical technique whose goal is to represent a set of random variables as linear functions of statistically independent component variables. Therefore, a solution to blind source separation problem exists and this solution is unique up to some trivial indeterminacies (permutation and scaling) according to the basic ICA theory [9] . Even though the nonlinear mixing model is more realistic and practical, most existing blind separation algorithms developed so far are valid for linear models. For nonlinear mixing models, many difficulties occur and both the linear ICA theory and existing linear demixing algorithms are no longer applicable because of the complexity of nonlinear characteristics. In addition, there is no guarantee for the uniqueness of the solution of nonlinear blind source separation unless additional constraints are imposed on the mixing transformation [12] .
So far several authors studied the difficult problem of the nonlinear blind source separation and proposed a few efficient demixing algorithms [12] - [15] , [17] - [21] . Deco [13] studied a very particular scenario of volume-conserving nonlinear transforms. Pajunen et al., Herrmann, and Lin [14] , [17] , [18] proposed model-free methods which used Kohonen's self-organizing map (SOM) to extract independent sources from nonlinear mixture, but suffers from the exponential growth of network complexity and interpolation error in recovering continuous sources. Burel [12] proposed a nonlinear blind source separation algorithm using two-layer perceptrons by the gradient descent method to minimize the mutual information (measure of dependence). Subsequently, Yang et al. [19] developed an information backpropagation (BP) algorithm for Burel's model by natural gradient method. In their model cross nonlinearities are included. Taleb et al. [20] recently proposed an entropy-based direct algorithm for blind source separation in post nonlinear mixtures.
In addition, the extension of related linear ICA theories to the context of nonlinear mixtures has resulted in the development of nonlinear ICA [14] . The so-called nonlinear ICA is to employ a nonlinear function to transform the nonlinear mixture such that the outputs become statistically independent after the transformation. However, this transform is not unique without some specific constraints on the function of nonlinear mixing. If and are two independent random variables, then and are also statistically independent regardless of the nonlinear functions and . Although there exist many difficulties for this problem, several nonlinear ICA algorithms have been proposed and developed [14] , [16] . Most recently, Hyvarinen et al. [21] discussed the existence and uniqueness of nonlinear ICA in detail and pointed out that the solution of nonlinear ICA always exists and can become unique up to a rotation provided that the mixing function is constrained to a conformal mapping for 1045-9227/01$10.00 © 2001 IEEE a two-dimensional problem together with some other assumptions such as bounded support of the probability density function (pdf).
The purpose of this paper is to investigate a radial-basis function (RBF) neural-network model for blind-style demixing of nonlinear mixtures in the presence of cross nonlinearities. Since the instinct unsupervised learning of the RBF network and blind signal processing are in essence unsupervised learning procedures, therefore the study of the RBF-based separation system seems natural and reasonable. Further, a contrast function proposed in this paper is different from those in the existing methods and algorithms. It consists of the mutual information of the output of the separating system and relevant moment matching, and is expected to guarantee a unique solution for the model. By making use of the fast convergence and universal approximation properties of RBF networks, the new proposed demixing model is expected to outperform the other existing algorithms. In addition, the unsupervised learning algorithms of RBF networks appear naturally suited, and the structure of RBF networks is modular and is easily implemented in hardware. The proposed RBF-based system can overcome several limitations of the existing methods such as highly nonlinear weight update and slow convergence rate. To our knowledge, this is the first time to utilize RBF networks to deal with nonlinear blind source separation problem in literature.
The remainder of this paper is organized as follows: In Section II, a nonlinear mixture model is first presented. In Section III, a concise description of the RBF-based nonlinear separation system is outlined. In Section IV, we define a contrast function on the basis of the principles of independence and moment matching. In Section V, the demixing learning algorithms are derived by minimization of the contrast function with respect to the parameters of the RBF network. The specific steps of the demixing algorithms and an effective performance index are elucidated in Section VI. In Section VII, three simulation results are given to illustrate the correctness and effectiveness of the proposed RBFN-based model for the nonlinear separation. Finally, Section VIII contains concluding remarks.
II. NONLINEAR MIXTURE MODEL
A generic nonlinear mixture model for blind source separation can be described as (1) If the mixing function is linear, (1) reduces to the linear mixing [28] . In order for the mapping to be invertible we assume that the nonlinear mapping is monotone. Even though the dimensions of and generally need not be equal, we yet make this assumption here for simplicity and convenience. The left part of Fig. 1 shows the general model of blind source separation system described in (1), which contains both channel and cross-channel nonlinearities.
The separating system in the right part of Fig. 1 , called nonlinear separation transform (NST), is used to recover the original signals from the nonlinear mixture without the knowledge of the source signals and the mixing nonlinear function . Obviously, this problem is not tractable, for general nonlinear mixing system, unless conditions are imposed on the nonlinear function . At first, the existence of the solution for the NST can be guaranteed. According to related nonlinear ICA theories, the nonlinear ICA problem always has at least one solution. That is, given a random vector , there is always a function so that the components of given by are independent as described by the following theorem.
Theorem [14] , [21] : Suppose variables are mutually independent and follow a joint uniform distribution in the unit cube . Let be any random variable and set (2) where function is defined as
where is marginal probability density of and denotes the conditional probability. Then is independent from . By the theorem we can obtain mutually independent variables from any variable , where is a uniformly distributed random vector transformed by the mapping from . Unfortunately, this kind of mapping is not unique at all. It is shown in [21] that a unique solution subjected to a rotation can be obtained under the assumptions that the problem is a two-dimensional one, mixing function is a conformal mapping, and the densities of the independent components are known and have bounded support. In order to obtain a unique solution of the model in Fig. 1 , we assume that is invertible and its inverse exists and can be uniquely approximated by a parametric RBF network shown in Fig. 2 of the following section. In addition, we add some constraints on the output; i.e., the moment matching between the outputs of the separating system and sources. According to Fig. 1 or (1), the output of the nonlinear separating system can be written as (4) where is a parameter vector to be determined. Substituting (1) into (4), we can obtain (5) where denotes a parametric fitting function class.
Generally speaking, can be altered by varying . If we find such that is a good approximation of the inverse of the nonlinear mixing function , then a good separation of nonlinear mixture is achieved. However, since given , the only assumption of statistical independence is not sufficient to separate source signals from their nonlinear mixture [21] . Therefore, some further constraints on the mixing function and statistical properties of the source signals should be imposed such that the source signals can be easily and completely recovered, even though the meaning of "blind" is somewhat different from the linear case due to the required statistical properties of the sources. (6) where is a weight matrix of the output layer, is the kernel function vector of the RBF network, which consists of the locally receptive functions.
III. NONLINEAR SEPARATION BASED ON AN RBF NETWORK

A. RBF Neural Networks
Usually, takes one of several forms such as (linear), (cubic), (thin plate spline), (Gaussian), (multiquadric), or (inverse multiquadric) where in all cases is scaled radius . For later convenience of notation, we let be the parameter vector of the kernel, and further denote as the parameter set of the RBF network. For the proposed separating model we choose the conventional Gaussian kernel as the activation function of RBF neurons as it displays several desirable properties from the viewpoint of interpolation and regularization theory [22] . Then the kernel function vector can be further expressed as (7) Here we let the first component of be one for taking the bias into account.
B. Nonlinear Separation System Based on an RBF Network
It is well known that neural-network training can result in producing weights in undesirable local minima of the criterion function. This problem is particularly serious in recurrent neural networks as well as for multilayer perceptrons with highly nonlinear activation functions because of their highly nonlinear structure, and it gets worse as the network size increases. This difficulty has motivated many researchers to search for a structure where the output dependence on network weights is less nonlinear. The RBF network has a linear dependence on the output layer weights, and the nonlinearity is introduced only by the cost function for training, which helps to address the problem of local minima. Additionally, this network is inherently well suited for blind signal processing because it naturally uses unsupervised learning to cluster the input data.
Since the local response power of RBF networks offers great classification and approximation capabilities, the Gaussian RBF network is used as a good function approximator in many modeling applications. If we let be a compact subset in and be a continuous target vector on , then for any there exist centroids and an constant matrix such that satisfies for all . This approximation ability of RBF networks directly stems from the classic Stone-Weierstrass theorem and is closely related to Parzen's approximation theory. Also, it can be easily derived from the Poggo's regularization formulation [23] . Therefore, the inverse of the nonlinear mixing model can be modeled by using an RBF network. Such architecture is preferred over multilayer perceptrons (MLPs) even though an unsupervised learning algorithm for MLPs was developed in terms of a Bayesian treatment [24] , as an RBF network has better capability for functional representation. Since its response is linearly related to its weights, learning in an RBF network is expected to train faster while its local response power offers a good approximation capability. As a result, we can reach (8) where and are the final estimates of parameters and of the RBF network such that the inverse of is well approximated by the RBF network.
IV. CONTRAST FUNCTION
In order to extract the independent sources from their nonlinear mixtures, we first expect the outputs of the separation system to be mutually statistically independent. For this purpose, we must utilize a measure of independence between random variables. Here, the mutual information is chosen as the measure of independence since it is the best index of this kind so far. Unfortunately, regarding the separation of a nonlinear mixture, independence only is not sufficient to perform blind recovery of the original signals. Therefore, we have to impose some additional constraints on the sources. Here, we are required to possess some knowledge of the moments of the sources except for the independence. So we expect the outputs of the separation system to have some identical moments to those of the sources.
Thus, in order to deal with the nonlinear separation problem effectively, we define a contrast function, which is the objective function for source separation, as (9) where mutual information of the outputs of the separation system; and th moments of and , respectively; constants which are used to balance the mutual information and the matching of moments. According to information theory and related the Kullback-Leibler divergence [4] , [28] , [30] , mutual information in Eq. (9) is expressed as (10) where joint entropy of random vector ; entropy of random variable , the th component of ; expectation operator. The th moment of is defined as
It can be seen from (9)- (11) that the contrast function defined in (9) is always nonnegative, and reaches zero if and only if both mutual information is null and a perfect matching of moments between the outputs of the separation system and original sources is achieved. Therefore, independent outputs with the same moments as that of original sources can be found by minimizing the contrast function by adjusting the parameters of the RBF separating system; i.e., (12) In what follows, we will formulate the learning algorithms of the separation system in terms of minimization of the contrast function defined in (9).
V. UNSUPERVISED LEARNING OF THE SEPARATING RBF NETWORK
There are two basic methods to train an RBF network in the context of neural networks. One is to jointly optimize all parameters of the network similarly to the training of the MLP. This method usually results in good quality of approximation but also has some drawbacks such as a large amount of computation and a large number of adjustable parameters. Another method is to divide the learning of an RBF network into two steps. The first step is to select all the centers in terms of an unsupervised clustering algorithm such as the -means algorithm proposed by Linde et al. (denoted as the LBG algorithm) [25] , [26] , and choose the radii by the -nearest neighbor rule. The second step is to update the weights of the output layer while keeping the and fixed. The two-step algorithm has fast convergence rate and small computational burden. What follows presents the relevant algorithms of the two methods for minimizing the contrast function of (9).
A. Learning Algorithm I
In order to derive the unsupervised learning algorithm of all the parameters of the separating RBF network, we employ the gradient descent method. First of all, we compute the gradient of the contrast function of (9) with respect to the parameter and obtain (13) where mutual information can be further rewritten as (14) where is the determinant of the Jacobian matrix of function with respect to vector . In (14) , the computation of needs to use the pdf of which is unknown. There are two methods to tackle the problem.
One method is to approximate it in terms of a series expansion as done by several authors [29] . Another method is to directly estimate the pdf of from the estimated value of during learning by a unsupervised learning algorithm [20] . Because the Gram-Charlier expansion method only needs some moments of and, has less computational amount and complexity and, can be expressed by an explicit formula, but the direct pdf estimation needs more information to estimate the pdf and, is in a form of recursive style. Therefore, here we adopt the former method. By applying the Gram-Charlier expansion suggested by Amari et al. [29] to express each marginal pdf of , the marginal entropy can be approximated as (15) where and . Since does not contain any parameters of the separating RBF network, it becomes null when taking gradient with respect to the parameters.
We thus have the following gradient expression:
According to the definition in (11) we can also calculate (17) Regarding different parameters and of the parameter set of the RBF network, we have the following gradient equations of the separated signal :
where , function denotes diagonal matrix, symbol denotes Hadamard product which is the multiplication of corresponding pairs of elements between two vectors.
Finally, from (13), (16)- (20), we can easily calculate the gradients of the constrast function with respect to each parameter of parameter set , i.e., and , then give the following learning updating formula: (21) where and denotes the positive learning rate; and indicate the adjustments of and , respectively.
B. Learning Algorithm II
Since the algorithm I of the above section needs to jointly optimize all the parameters of the RBF network, and the output of the separating system is a nonlinear function of most parameters of the network such as centers and radii of the RBF neurons, it may suffer from the high complexity and heavy computational burden. We will use a two-step learning algorithm to speed up the learning process of the separation system based on an RBF network.
Blind signal processing is essentially an unsupervised learning process. The selection of the centers and radii of RBF neurons can be done naturally in an unsupervised manner, which makes this structure intrinsically well suited for blind signal processing. As a result, we adopt below a self-organized learning algorithm for selection of the centers and radii of the RBF in the hidden layer, and a stochastic gradient descent of the contrast function for updating the weights in the output layer. For the self-organized selection of the centers of the hidden units, we may use the standard -means clustering algorithm [26] whose complex-valued version can be found in [27] . This algorithm classifies an input vector by assigning it the label most frequently represented among the -nearest neighbor samples. Specifically, it places the centers of RBF neurons in only those regions of the input space where significant data are present. Let denotes the the centers of RBF neurons at iteration . Then the best-matching (winning) center at iteration using the minimum-distance Euclidean criterion can be found as follows: (22) The update rule for the locations of the centers are given by otherwise (23) where denotes the learning rate in interval . Once the centers and radii are established, we can make use of the minimization of the contrast function to update the weights of the RBF network. The update rule for the weights is the same as that of learning algorithm I, i.e., (18) and (21).
VI. PERFORMANCE INDEX AND ALGORITHM DESCRIPTION
A. Performance Index
It is well known that the performance of an algorithm should be measured by some indexes such as efficacy and computation amount. For the proposed model, we would like to achieve the independence of the outputs of the separation system and moment matching between the estimated and original sources. As a result, this performance index should monitor the two aspects. Meanwhile, we also wish to choose an index which not only is to measure the desirable properties but is also easily computable in practice.
From (14), by omitting the unknown , an index to measure the independence of the outputs of the separation system is defined as (24) Even though the index may be negative, the lower the value of is, the more independent the outputs of the separating system is. The smallest negative value of is just equal to the reciprocal of . In a similar manner, according to (14) , a performance index measuring moment match between the outputs of the separation system and original sources can also be directly defined as (25) From (25), we know that the value of is nonnegative and will equal zero if and only if the outputs of separating system have the same moments as original sources. In practical implementation, we need not take all of the moments into account, but only a few lower order moments are enough. As a result, finite moment matching up to the th order (26) is done in our experiments of the following section. The maximum value of is chosen such that the inverse of the mixing nonlinear transform can be uniquely approximated by an RBF network through the minimization of the contrast function. In actual implementation, usually only up to fourth-order moment is enough for this purpose by experiments. We expect both and are at their minimia simultaneously, so the two indices can be combined into one overall index as follows: (27) where is a proportionality constant weighting the two quantities.
It is well known that a recursive iterative algorithm needs a stopping criterion to terminate the iterative process. For this purpose, we define a relative change amount of the overall index with respect to parameters from instant to instant as (28) If is less than a predetermined small positive constant , the algorithm terminates. What follows summarizes the steps of two learning algorithms of the previous section.
B. Algorithm Description
According to the performance index and the stopping criterion for the iteration process of last subsection as well as the unsupervised learning formula in Section V, we can summarize the specific computational procedures of the learning algorithms as follows:
Note that in both methods we initialize the RBF network randomly even though a good initialization greatly benefits a gradient descent learning algorithm.
The specific separation steps for learning algorithm I (LA-I) can be given.
1) Given initialization parameters , for the RBF network, choose a small learning rate and index balance number as well as the order number of the moment to be matched. 2) Adjust parameters, , of the RBF network by using (18)- (21). 3) Compute the performance indexes according to (24) - (28) by making use of current model parameters. 4) Verify the termination criterion and exit, otherwise go to Step 2) . Similarly, the unsupervised learning steps for learning algorithm II (LA-II) can be given.
1) Given the number of RBF neurons , learning rates and choose a small learning rate and index balance number as well as the order number to be matched. 2) Utilize -means clustering algorithm (22) and (23) to determine the centers and radii of RBF neurons. 3) Adjust weight parameter by using (18) and (21). 4) Compute the performance indexes according to (24) and (28) by making use of current model parameters. 5) Verify the termination criterion and exit, otherwise go to Step 2).
VII. SIMULATION RESULTS
The model and algorithms proposed in this paper have been implemented on a SUN Sparc workstation. A number of simulations have been performed to fully evaluate the validity and performance of the algorithms for stationary source signals with complex nonlinear mixture. This section reports the performance by presenting three illustrative examples.
Example 1: Consider a two-channel nonlinear mixture with a cubic nonlinearity (29) where mixing matrices and are nonsingular and given as
The schematic diagram of the mixing model expressed in (29) is shown in Fig. 3 . Obviously, the inverse of the mixing model in Fig. 3 exists and can be expressed as where function is to take the sign of the argument. It is different from the channel nonlinear models there exists cross-channel nonlinearity in the model due to the postmatrix mixing process in Fig. 3 . The source vector consists of a sinusoidal signal and an amplitude-modulated signal; i.e., . An RBF network shown in Fig. 2 is used to separate this nonlinear mixture. In this experiment we choose six hidden neurons with Gaussian kernel function. The output neurons are linear summation neurons. The moment matching is taken up to third order. An example of the learning curves for LA-I and LA-II is shown in Fig. 4 . The learning curve of LA-I is smooth and it converges faster than that of LA-II which exhibits some oscillations during the convergence. But LA-II approaches a lower index than LA-I. It can be seen from the figure that the convergence rate of the algorithms is very fast. The value of the performance index after convergence of the learning algorithm is very small so that the separated signals obtained by the proposed model are seen to be mutually independent. Fig. 5 shows the two source signals and the input signals of the separating system of Fig. 1, i. e., the mixture of the sources. Figs. 6 and 7 show the signals separated by LA-I and LA-II, respectively. The overall learning process for LA-II only take 96.2 s at a Sun Ultra 1 workstation, but LA-I takes much more time than LA-II. This is because LA-I needs to compute the gradients of all parameters of network while LA-II requires only the gradient of the output weights. It is also noted from the figure that is smaller for LA-II than that for LA-I. This is because the local minima of the optimization process of the LA-I degrades the steady-state convergence performance of LA-I. For convenient comparison, we also have plotted the separating results of the linear demixing algorithm proposed in [31] for the same problem of Example 1 into Fig. 8 . It can be seen that the linear demixing algorithm fails to separate the nonlinear mixture but the proposed model and algorithms can give a clear separation of this nonlinear mixture. We also used the other specific nonlinear algorithms such as the SOM algorithm [17] , but no useful result has been obtained.
Example 2: Consider a more general nonlinear mixing system with four source signals and suppose the nonlinear mixing function is implemented by using a three-layer neural network with four input neurons, four hidden neurons, and four output neurons. The activation function of hidden neurons is assumed to be sigmoidal function. The output neurons are all linear neurons. Thus the nonlinear mixture can be produced by (30) where function denotes bipolar sigmoid activation function which can be or or other monotonically increasing continuous functions. The mixing matrices and are nonsingular and their elements are randomly chosen in in this example as
We further assume that the source vector consists of a binary signal, a sinusoid, a saw-toothed wave (ramp) and a high-frequency carrier, i.e.,
, where function denotes a periodic saw-tooth wave with period . We adopt an RBF network with three layers as shown in Fig. 2 . The input and output layers have four neurons, respectively, and the hidden layer has eight neurons. Up to fourth-order moment matching is used; i.e.,
. The index balance constant . Figs. 9 and 10 show, respectively, the four source signals and their nonlinear mixture as in (30) . Figs. 11 and 12 show the separated signals of this proposed RBF-based separation model by LA-I and LA-II, respectively, for this problem. Fig. 13 depicts the performance index curves during the learning phase of the proposed algorithms LA-I and LA-II. From the learning curves we can clearly observe a fast convergence of the learning process and a successful separation of the multiple-channel nonlinear mixtures. From these figures, we have also observed the similar phenomena about the convergence rate and steady-state accuracy as that in Example 1 for LA-I and LA-II. Similar to Example 1, we have also studied the separation results of other common linear and nonlinear demixing algorithms for this problem. Fig. 14 shows the separation results of the adaptive algorithm of linear mixture case [31] . The final comparison results confirm the learning algorithm again.
Example 3: To examine the robustness of the proposed method with respect to the noise interference consider a nonlinear mixture corrupted by noise. We reexamine the simulation in Example 2 with the same parameters in the presence of noise. The proposed model is again simulated for the nonlinear mixture corrupted by additive white noise of uniformly distributed on . We define the signal to noise ratio (SNR) as , where denotes the amplitude of the th signal.
For SNR to be 10 dB, the sources and the corrupted mixtures are shown on Figs. 15 and 16 , respectively. The resulting separated signals at the output by LA-II after the learning process of the algorithms are depicted on Fig. 17 . Since the learning process and the separation results of the present model by using LA-I are similar to that in LA-II in the presence of noise, so we only illustrate the separation results of LA-II here. From these figures, a successful separation process is also observed in spite of the presence of nonlinearity and noise. This experimental result confirms the robustness of the algorithm versus noise corruption of the mixtures. The separated signals also contain additive noise because the present algorithm is only a signal separation algorithm and not a noise suppression algorithm. Further noise suppression would require more information of the statistical characteristics of the noise. To our knowledge, there exists a number of noise reduction methods and algorithms in the signal processing literature. One can choose an appropriate method according to the given type on noise if the noise suppression of the separated signals is needed.
VIII. CONCLUDING REMARKS
In this paper, a blind signal separation approach based on an RBF network is developed for the separation of nonlinearly mixed sources by defining a novel contrast function. The novelty of this new approach is in the use of the RBF architecture as well as in the novel contrast function. This contrast function consists of mutual information and cumulants matching and results in diminishing the indeterminacies caused by nonlinearity. Two learning algorithms for the parameters of the RBF separating system are developed with use of the stochastic gradient descent method and unsupervised clustering method. Due to the local response feature of RBF networks, this proposed model is characterized by fast learning convergence rate of weights, natural unsupervised learning characteristics, modular network structure. All of these properties make it be an effective candidate for fast and real-time multichannel signal separation. A number of experiments have been carried out to verify the claims in this paper. All simulation results show that this kind of separating model with two proposed learning algorithms is characterized by fast convergence and strong denonlinearity capability. In the simulations we have occasionally encountered a few phantom solutions, which are probably caused by the finite order moment matching and local minima of the contrast function. Therefore, our future investigations will focus on the uniqueness condition of inverse of the nonlinear mixing transform in addition to the independence of the source signals.
