Modeling of photosynthetic oscillations of internal carbon dioxide in plant leaf by Amin, Md Ruhul
University of Lethbridge Research Repository
OPUS http://opus.uleth.ca
Theses Arts and Science, Faculty of
2012
Modeling of photosynthetic oscillations
of internal carbon dioxide in plant leaf
Amin, Md Ruhul
Lethbridge, Alta. : University of Lethbridge, Dept. of Chemistry and Biochemistry, c2012
http://hdl.handle.net/10133/3260
Downloaded from University of Lethbridge Research Repository, OPUS
MODELING OF PHOTOSYNTHETIC OSCILLATIONS OF INTERNAL 
CARBON DIOXIDE IN PLANT LEAF 
 
MD RUHUL AMIN 
M. Sc. Biotechnology and Genetic Engineering, Khulna University, Khulna, 
Bangladesh, 2007 
 
A Thesis 
Submitted to the School of Graduate Studies 
of the University of Lethbridge 
in Partial Fulfilment of the 
Requirements for the Degree 
 M. Sc. BIOCHEMISTRY  
 
 
 
 
 
 
 
 
 
Department of Chemistry and Biochemistry 
University of Lethbridge 
LETHBRIDGE, ALBERTA, CANADA 
 
 
 
 
© Md Ruhul Amin, 2012
 iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dedication 
To my parents.	  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 iv 
Abstract 
 
In photosynthesis, Rubisco catalyzes two alternative reactions: carboxylation and 
oxygenation of RuBP. The carboxylation reaction utilizes CO2 in the chloroplasts, 
whereas the oxygenation reaction eventually leads to CO2 production in the 
mitochondria. An irregular oscillation of the internal CO2 concentration was observed in 
a previously published experimental study in a low CO2 environment [Roussel et al., J. 
Plant Physiol. 2007, 164, 1188.], where it was hypothesized that photorespiratory CO2 
produced in the mitochondria may diffuse to the chloroplast and give rise to the 
oscillations. I built a compartmental model of the process with delay. I analyzed the 
model through a graphical analysis method and found that my model has the potential to 
oscillate, but only when there are delays. In addition, I found that the model displays both 
the regular and irregular oscillations at different parameter sets, but at unrealistic 
parameter values leading to unrealistic CO2 concentrations.  
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Chapter 1: Introduction 
1. Introduction	  
 
"I observed that plants not only have the faculty to correct bad air in six to ten days, by 
growing in it...but that they perform this important office in a complete manner in a few 
hours; that this wonderful operation is by no means owing to the vegetation of the plant, 
but to the influence of light of the sun upon the plant".  – Jan Ingenhousz.1 
 
Photosynthesis is the principal process by which plants and some bacteria convert 
inorganic carbon to organic compounds and release oxygen into the atmosphere. In this 
process, sunlight energy captured by the chlorophyll pigments becomes usable chemical 
energy. Nowadays, the CO2 concentration in the atmosphere is increasing dramatically 
due to excessive human activity.2 Photosynthesis is the only process respectively to 
remove the CO2 from and to release O2 to the atmosphere. But photorespiration releases 
CO2, and is a wasteful process as it reduces the efficiency of photosynthesis by removing 
carbon compounds from the Calvin cycle.3 
 
The evolutionary origin of photorespiration from Cyanobacteria has been described.4 
When plants appeared on Earth, the O2 content of the atmosphere started increasing, 
eventually reaching the present level of 21% from about 2%.4 Intense photosynthetic 
activity in the Carboniferous period resulted in a short-term fall of the CO2 and rise of the 
O2 level. Later on, the existence of animals on Earth resulted in an increase of the CO2 
level.2, 4 The current concentrations of CO2 and O2 in the atmosphere are about 390 
  
2 
  
µmol mol-1  and 209,700 
  
µmol mol-1  (21%) respectively.5,6 The CO2 concentration will 
be in the range of 600-1000 
  
µmol mol-1  by the end of 21st century.5 A remarkable 
amount of research is under way at high CO2 concentration levels to observe the 
consequences of high atmospheric CO2 concentration on photosynthesis and 
photorespiration.4,7 From the practical aspect, research at high CO2 concentration is 
important to observe plant growth and other metabolic responses of plants in the presence 
of the expected increased CO2 concentration. In contrast, research at low CO2 could be 
crucial to disclose the evolutionary biochemistry of photosynthesis and photorespiration. 
Comparatively less research is going on to observe the consequence of low CO2 
containing environments. With this view in mind, an experimental effort was undertaken 
in a low CO2 environment and irregular oscillations were observed.8 To study this type of 
irregular oscillations, a sufficiently detailed model of the system was developed in this 
thesis.  
In this chapter, a detailed biochemical review of the system is presented. In addition, the 
objectives of this thesis will be also discussed here. 
1.2 Modeling background 
 
In general, modeling can be defined as the extraction of the most important features of a 
system and the translation of these features into a metaphor, whether that is a reaction 
scheme, a diagram, a set of equations or something else altogether.  Typically a set of 
equations of the corresponding system is generated following certain laws, for example a 
biochemical model can be developed following chemical and physical laws. In a 
biochemical or ecological context, often the final model takes the form of ordinary or 
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delay differential equations (ODEs or DDEs). The computer has been used for modeling 
since the early 1960s.9 A number of theoretical and conceptual tools have been developed 
during this time, including numerical bifurcation analysis.10 Mainly two kinds of software 
have been applied in modeling: general-purpose mathematical software and specialized 
biochemical modeling software.9 An example of general-purpose mathematical software 
is Matlab,9 which works with a set of differential equations. WinScamp11 and Gepasi12 
are examples of specialized modeling software. The researchers start by working with a 
set of reactions; for example, in a biochemical pathway, they start by describing enzyme 
catalysis or transport processes. Later, they uncover appropriate parameters value from 
the literature when possible, otherwise parameters may be estimated. Once the set of 
reactions and the parameters are chosen, the researchers are in a position to produce 
results. The first attempt is likely to fail due to missing an important step or steps of the 
system or by choosing a wrong parameter; this step is known as constructive 
interrogation. If the model works well and produces at least some of the expected or 
characteristic phenomena of the system under study, this stage is called analytic 
interrogation.9 One schematic working pattern of modeling has been suggested that 
consists of the above-mentioned alternative steps9 (fig 1).  
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Figure 1: Schematic diagram of modeling (adapted from ref. 9) 
 
There are several ways to estimate a parameter value when a literature search has been 
unsuccessful. The researcher can find parameter values for closely related processes. For 
an example, if the researcher is looking for the kinetic parameters of an enzyme in a 
particular organism that is unavailable, they can look for parameters for the same enzyme 
from a different organism. Sometimes it is possible to estimate a parameter value from 
other available data, or at least to find the upper and lower limits of the parameter value. 
In some cases, it is possible to fit a model to the data for estimation of the parameters. If 
nothing works, the parameter becomes a free parameter, whose value can be varied 
during model interrogation. 
 
 
Model
Model Interrogation
(Constructive)
DefinitionModel 
Interpretation
Hypothesis generation
Model Interrogation
(Analytic)Analysis
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1.3 Oscillations in photosynthesis 
 
A considerable amount of interest has been shown in studying the photosynthetic 
oscillations in the last couple of decades.13, 14 Major studies in this field consider the 
oscillations of O2 evolution and CO2 uptake in photosynthesis,13 the oscillations of 
photosynthetic rates,15 and the oscillations in photosynthetic metabolites.16 Both 
experimental studies8, 13-15 and mathematical modeling16-17 have been applied to study this 
phenomenon. But the understanding of this phenomenon is not complete yet. Oscillations 
may be judged as an indication of important regulatory processes involved in 
photosynthesis. Researchers are still trying to find out the important regulatory 
mechanism or mechanisms behind these oscillations. Recently, a similar type of attempt 
was made by Roussel and coworkers.8 To my knowledge this is the only experiment of 
this type performed in the low CO2 environment. The tobacco plant leaves were 
transferred from 350 µl l-1 to 36.5 µl l-1 of atmospheric CO2 concentration. An irregular 
type of oscillation of internal CO2 concentration was observed (fig 2). The authors 
hypothesized that the irregular oscillations may arise from switching between 
photosynthesis and photorespiration.8 In theory, the oscillations can occur if a feedback 
mechanism exists.18 In this case, the photosynthesis process is fed by CO2 released from 
the photorespiration process that is coming to the reaction site later. It has also been 
suggested that the oscillations may arise when the substrate concentration is sufficiently 
lower than the enzyme concentration.18 As the substrate is at a low concentration, it can 
run down if the reaction continues. The same situation occurs in photosynthesis, where 
the Rubisco (ribulose 1,5-bisphosphate carboxylase/oxygenase, an enzyme of the Calvin 
cycle) concentration is in the milimolar range and the CO2 concentration is in the 
  
6 
micromolar range.  
 
 
 
 
 
 
 
 
 
 
Figure 2: Irregular oscillations observed in the experiment 
 
In this thesis, a model of the process is developed. Compared to the model of Dubinsky 
and Ivlev,17 my model contains much more biochemical detail. For example, the 
diffusion of O2 and CO2 and the solubility of O2 and CO2 in different cellular 
environments (e.g. inside and outside of a cell or cell compartment) were not considered 
in their model. On the other hand, these realistic physiological properties of plant leaves 
are included in my model. The glycolate pathway of photorespiration in releasing CO2 in 
mitochondria is also included in my model by introducing a delay term. 
1.4 Photosynthesis and photorespiration 
 
In photosynthesis, Rubisco catalyses the reaction of CO2 and RuBP (Ribulose-1,5-
bisphosphate), producing two molecules of glycerate 3-phosphate (3PGA). In 
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photorespiration, Rubisco also catalyses the reaction of O2 and RuBP, producing one 
molecule of 3PGA and one molecule of P-glycolate (fig 3). About one-fourth of the total 
energy captured through photosynthesis is released by photorespiration.4-5 In other words, 
photorespiration is an alternative process to photosynthesis, which unravels part of the 
photosynthetic work. That is why the role of photorespiration is controversial. Some 
scientists suggest that it is a wasteful process with no benefit to the plant, whereas others 
suggest that it might have some cryptic benefits.5 Photorespiration slows down 
photosynthesis under certain stressful conditions (intense light, drought stress, etc.) and 
protects photosynthetic organelles from damage.5 It is also reported that it plays an 
important role in nitrate (NO3-) assimilation in plant shoots.5  
 
Rubisco has a strong affinity for O2 as well as for CO2. The specificity of Rubisco for 
CO2 vs O2 is about 88:1 if CO2 and O2 are present in equal molar concentrations in the 
stroma.7 But in the cell under normal atmospheric conditions the concentrations are in a 
23:1 O2:CO2 ratio. Hence, the CO2 concentration in the cellular compartment is typically 
low and the oxygen concentration in the cell is much higher. These gases enter into leaf 
mesophyll tissue by diffusion.19 The measurement of CO2 concentration in the leaf has 
been done by gas-exchange measurements.8, 20-21 The substrates CO2 and O2 react with 
Rubisco in a competitive manner.  The O2 substitutes for CO2 when the CO2 concentration 
goes down, leading to photorespiration, producing 3PGA and P-glycolate.  The 3PGA 
directly enters into the Calvin cycle but P-glycolate cannot. 
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Figure 3: The carboxylation and oxygenation of RuBP (adapted from Ref. 22) 
 
Moreover, accumulation of phosphoglycolate is toxic for the plant. Phosphoglycolate can 
be converted to 3PGA through the photorespiration cycle and 3PGA can enter into the 
Calvin cycle, relieving plants from this stress. Conversion goes through eight complex 
enzymatic reactions and those reactions are occurring in four distinct compartments: the 
chloroplast, the peroxisome, the mitochondrion and the cytoplasm.4 One molecule of CO2 
is produced during the conversion of P-glycolate to P-glycerate. It has been suggested 
that this photorespiratory CO2 can be involved in the oscillatory feedback mechanism.8 
An alternative hypothesis has also been reported that could contribute to increase the CO2 
stoichiometry under stress23 (fig 4).  
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Figure 4: Alternative pathway to produce CO2 (adapted from Ref. 23) 
1.5 Rubisco  
 
Rubisco has mainly two structural forms, namely form I and form II. Form I of Rubisco 
is commonly found in plants, algae, cyanobacteria, autotrophic bacteria, and form II is in 
dinoflagellates and in obligate anaerobic bacteria. Form I Rubisco consists of eight large 
(chloroplast rbcL gene) and eight small (nuclear rbcS) subunits. The chloroplast rbcL 
gene encodes the 55-kDa large subunit and the nuclear rbcS gene is responsible for the 
15-kDa small subunit.  In contrast, form II Rubisco has only large subunits, and lacks the 
small subunits.24 The catalytic efficiencies of forms I and II of Rubisco are low and high, 
respectively.24 Another two types of Rubisco, form III and form IV, have also been 
reported recently.25 Form III is common in archaebacteria as a dimer and has a high 
catalytic constant. Form IV of Rubisco is composed of Rubisco-like protein, but it 
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does not catalyze the reaction of CO2 with RuBP; rather it participates in the methionine 
salvage pathway.25   
 
Rubisco is said to be the most abundant, important, as well as inefficient enzyme on 
Earth because of its low catalytic rate.24 The catalytic efficiency of this enzyme is low in 
terms of kcat  (2-12 s-1) and kcat /Km ratio (5-40 x 10-4 M-1 s-1). This low efficiency 
necessitates the large amount of Rubisco present in leaves to maintain the proper 
photosynthesis rate. The amount is calculated to be about 50 percent of leaf protein.22 The 
concentration of this enzyme in the stroma of the chloroplast is about 0.2 g mL-1. The 
kinetic constants of Rubisco vary from species to species. The Michaelis-Menten 
constant for the carboxylase reaction (Kc) ranges between 13-26 µM and for the 
oxygenase reaction (Ko) from 28-64 µM.26 
 
Recent studies have described the catalytic cycle of Rubisco following three steps: 
carbamylation, structural changes and CO2/O2 specificity.22 The catalytic activity 
depends on two cofactors; the metal ion Mg2+ and a CO2 molecule. The CO2 (distinct 
from the CO2 molecule that participates in the reaction as a substrate) binds with the 
enzyme (E), which forms the EC complex, and then Mg2+ binds with the EC complex 
leading to the ECM complex (fig 5).  The binding step of CO2 is described as 
carbamylation.22 Carbamylated Rubisco with Mg2+ is described as active, or catalytically 
competent, Rubisco.  
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Figure 5: Sequential steps in activation of Rubisco (adapted from Ref. 22). 
 
Upon carbamylation, the side chain of the lysine residue (K201) changes from a positive 
charge to a negative charge and Mg2+ binds to one of the carbamino oxygen atoms.22 This 
explains why metal binding actually occurs after carbamylation takes place. 
Carbamylation causes a pH change as two protons are released during this process.27  
 
A small conformational change occurs in the Rubisco active site after carbamylation. A 
larger conformational change occurs when RuBP binds with the Rubisco active site, 
about a 12-Å shift of the α/β-barrel of loop 6 from an open to a closed conformation.22 In 
crystallographic studies, the active site residue position changes upon carbamylation and 
Mg2+ binding and these types of changes are common in the ECM and ECMR complexes 
(fig 5).22 
 
It has been proposed that Rubisco reacts with the substrates in a specific ordered 
sequence.28 The binding of substrate CO2 or O2 determines the overall reaction rate of the 
process. Binding of substrate CO2 or O2 occurs with a probability that is determined by 
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the kinetic constants of Rubisco and by the atmospheric pressure of gases. The selectivity 
between CO2 and O2 is determined by the specificity factor.22 The relative specificity 
(Sc/o) is determined by a ratio of the Vmax/ Km values: 
 Sc/o= (Vc/Kc) / (Vo/Ko), 
where Vc= Vmax for carboxylation, Vo= Vmax for oxygenation, Kc= Km for carboxylation, 
 Ko= Km for oxygenation. 
 
The specificity factor varies with the metal ion activating Rubisco. When the activating 
divalent metal is Mg2+, the specificity factor for CO2/O2 is 10-25 times greater compared 
to Mn2+. It has also been reported that the specificity factor is different for the different 
forms of Rubisco.29  
 
The metal-stabilized carbamate state enables the active site to bind with the RuBP before 
binding with one of the gaseous substrates CO2 or O2. The RuBP forms an intermediate 
enediol in the active site. The CO2 and O2 molecules used in the carboxylase and 
oxygenase reaction respectively compete for the enediol form of RuBP. If either of the 
substrates reacts with the enediol, then the enzyme is committed to form products.30  
1.5.1 Rubisco activation and inactivation 
 
Rubisco activation and deactivation are relatively slow, in contrast with other 
photosynthetic carbon reduction cycle processes.31 Characteristic times of about 4-5 
minutes have been reported for activation and about 20-25 minutes for the inactivation 
process.32 Fluctuating light has an intense effect on this slow activation and relatively 
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slower inactivation process of Rubisco, and ultimately on the CO2 assimilation. It has 
also been proposed that the activation and deactivation rates of Rubisco are not very 
different between species.31 A linear dependency of Rubisco activation on Rubisco 
activase content has been reported in mutant Arabidopsis and transgenic tobacco. A slow 
rate of photosynthesis with low Rubisco activase content has been also described.33-34 
These results suggest that the activase has some effect on the photosynthesis rate in the 
steady state. It has been proposed that tobacco leaves have about 40-100 mg (1-2% of 
leaf soluble protein) activase.20 
 
Rubisco can be fully carbamylated and active at ambient CO2 concentration and high 
light.32 When RuBP was present in in vitro experiments, RuBP blocked the 
carbamylation by binding tightly to the non-carbamylated site.29 Rubisco activase has 
been reported to break down the tight binding between the RuBP and Rubisco.35 ATP 
hydrolysis is required for the activation of Rubisco activase.  Active activase eliminates 
the RuBP from the non-carbamylated Rubisco sites, enhancing the carbamylation.36 A 
model has been proposed for the mode of action of activase.32 In that model, it has been 
proposed that activase is activated by ATP hydrolysis, which can bind to Rubisco in a 
closed conformation (enzyme-RuBP complex, fig 6). After binding it changes 
conformation from closed to open and releases RuBP with inactive activase (fig 6).  
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Figure 6: The model for activase function (adapted from Ref. 32). 
1.5.2 Kinetic constants in vivo and in vitro 
 
It has been shown that estimates of kinetic constants in vitro for Rubisco are different in 
different species (Table 1). Extraction and purification make in vitro estimates of kinetic 
constants questionable. So, in vivo estimation of Kc and Ko is preferable. In vivo 
measurements of Kc and Ko fall in the range of the in vitro estimates, but at the bottom 
end of the range.32  
Several studies have shown that the rate of carboxylation depends on the RuBP 
concentration.37-38 The Michaelis-Menten constant Km for RuBP is about 20 μM.39 The 
chloroplast has a large pool of about 10 mM for both RuBP and PGA. The concentration 
of Rubisco active sites has been reported as 1-4 mM in vivo.32  
 
ATP hydrolysis
Closed
conformation
Opened 
conformation
Inactive
Activase
Active
Activase
Rubisco
Enzyme
RuBP
Enzyme−RuBP
complex
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Table 1: In vitro measurement of Rubisco kinetics constants in different species at 250 C 
(data from ref. 32) 
 
Species	   Kc	  	  (µM)	   Ko	  (µM)	  
  
VOmax VC max 	   Sc/o	  
Glycine	  max	   9	   430	   0.58	   82	  
Nicotiana	  tabacum	   11	   650	   0.77	   77	  
Oryza	  sativa	   8	   335	   0.33	   128	  
Lolium	  perenne	   16	   500	   0.38	   80	  
 
 
This active-site concentration is enough to bind a significant amount of RuBP. The 
carboxylation rate increases linearly until the RuBP concentration equals the active 
Rubisco site concentration and saturates when RuBP exceeds the active Rubisco site 
concentration.40 Some studies have suggested that about 1.5-2 times more RuBP is 
required than the Rubisco site concentration to saturate.37-38 It has been reported that 
Rubisco activation is dependent on CO2 and Mg2+ concentrations in vitro.41 In contrast, 
dependence on CO2 is not observed in vivo.32 It has been hypothesized that RuBP and 
activase maintain the Rubisco activation state in vivo.32  
1.6 Photorespiratory pathway 
 
The chloroplast is the center for photosynthesis and P-glycolate is produced in the 
chloroplast by photorespiration (fig 7). Later P-glycolate is hydrolyzed to glycolate by 
phosphoglycolate phosphatase in the same compartment.  Phosphoglycolate phosphatase 
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has been reported as a dimer of 32 kDa and it has a low Km value, below 100 µM. So, the 
hydrolysis of P-glycolate by phosphatase is very efficient. The glycolate is transported 
from the chloroplast to the peroxisome. Export from the chloroplast occurs through a 
transporter channel. This transporter has a similar affinity for glycolate, glyoxalate, D-
glycerate and D-lactate.42 
 
Protein channels are responsible for the uptake of biomolecules into the peroxisome as 
the presence of a porin has been reported in the membrane of this organelle. Glycolate is 
transported to the peroxisome from the chloroplast in exchange for glycerate, which is the 
ultimate product of the photophosphorylation cycle.  The amount of glycerate returning 
would be about 50% of the total amount of glycolate released from the chloroplast. 
Transport of glycolate and glycerate takes place by antiport of each other or H+ symport 
or OH- antiport.42 In the peroxisome, the conversion of glycolate to glyoxalate is 
catalyzed by glycolate oxidase in an irreversible manner with a Km value of 0.25-0.4 
mM.43 In this reaction, simultaneous reduction of flavin mono-nucleotide (FMN) takes 
place, which in turn is reoxidized with oxygen to produce hydrogen peroxide. The 
glycolate oxidase is a tetramer of subunits of 37-40 kDa.  The subunit contains an eight-
fold α/β barrel motif analogous to the FMN domain, which is common in other FMN-
containing enzymes.42 
 
The glyoxalate is converted to glycine by two alternative reactions in a 1:1 ratio. Two 
enzymes have been reported for the catalysis, namely serine:glyoxalate amino transferase 
(SGAT) and glutamate:glyoxalate amino transferase (GGAT). SGAT is a dimer of 
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different subunits of 45 kDa and 47 kDa.44 GGAT also consists of two subunits and the 
molecular weight of this enzyme is 98 kDa. Serine is the amino donor and glyoxalate is 
the amino acceptor when the conversion is catalyzed by SGAT. The reaction catalyzed by 
SGAT is almost irreversible. The Km values for the amino donor and acceptor are 0.6-2.7 
mM and 0.15-4.6 mM, respectively.42 In contrast, the amino donor is less precise when 
conversion is catalyzed by GGAT and the reaction is also reversible. In GGAT catalysis, 
2-oxoglutarate is the amino acceptor when alanine is the amino donor45 and glyoxalate is 
the amino acceptor when glutamate is the amino donor. The Km values for glyoxalate or 
2-oxoglutarate and glutamate or alanine are 0.15 mM and 2-3 mM, respectively.42  
 
Glycine enters into the mitochondria (fig 7) once released from the peroxisome through 
the protein channels. Again, two enzymes are playing a crucial role in catalysis, glycine 
decarboxylase (GDC) and serine hydroxymethyltransferase (SHMT) to form serine, CO2 
and NH3. Glycine decarboxylase consists of four protein components (P, H, T and L-
protein, fig 8) and catalyzes the reaction of glycine to form CO2 and NH3. It has been also 
reported that catalytic efficiency of glycine decarboxylase depends on the physical 
proximity of active sites and the availability of substrates from subsequent reactions.46 
The left-over methylene carbon of glycine is attached to tetrahydropteroylpolyglutamate 
(H4PteGlun) to form methylene-tetrahydropteroylpolyglutamate (CH2H4PteGlun). SHMT 
catalyzes the reaction of a second glycine molecule with CH2H4PteGlun to produce 
serine. Two molecules of glycine enter into the mitochondria and one molecule of serine 
leaves the compartment.42  
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Figure 7: Photorespiratory pathway (adapted from Ref. 36). 
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Glycine is the end-product of the photorespiration pathway, and photosynthesis provides 
triose phosphate, which can be converted to pyruvate or oxaloacetate in the cytosol. All 
of these are mitochondrial substrates that can be oxidized in this compartment. These 
substrates can be exported from the chloroplasts to the mitochondria over a time scale 
varying from seconds to minutes. It has been reported that approximately 15-20 s is 
needed to release mitochondrial CO2 in tobacco after the oxygenation reaction has 
occurred in the chloroplasts.47 
 
Serine reaches the peroxisomal matrix from the mitochondria. Serine is converted into 
hydroxypyruvate by SGAT enzyme (same enzyme as described above) in a reaction that 
is virtually irreversible and does not have a feedback effect on its own synthesis. It has 
been reported that the concentration of serine in mitochondria is important as it regulates 
glycine decarboxylation. Binding of serine and glycine to the P-protein is competitive (Ki 
of serine is 4 mM; Km of glycine is 6 mM) and that is why release of serine from the 
mitochondria is a vital step for glycine decarboxylation. Since only one molecule of 
serine is produced from two molecules of glycine, then the serine:glyoxalate 
aminotransferase (SGAT) converts fifty percent of glyoxalate into one molecule of 
glycine. Another molecule of glycine is produced from the remaining fifty percent of the 
glyoxalate by GGAT.42  
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Figure 8: Sub-components of glycine decarboxylase (adapted from Ref. 48). 
 
Hydroxypyruvate is reduced to glycerate by NADH dependent hydroxypyruvate 
reductase. The Km value for NADH is 6 µM. When glyoxalate is used as an alternative 
substrate, this enzyme is known as glyoxalate reductase (GLYR). It has a much larger Km 
value for glyoxalate (5-15 mM) compared to hydroxypyruvate (62-120 µM).43 That is 
why it has been suggested that glyoxalate reductase does not have a crucial role under 
normal physiological conditions.  It could play an important role under stress conditions, 
when glyoxalate leaks into the cytosol from the peroxisome.49-50 Hydroxypyruvate 
reduction in the cytosol has been reported in barley mutants of peroxisomal 
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hydroxypyruvate reductase.51 Both chloroplast (GLYR2) and cytosolic (GLYR1) genes 
have been reported in Arabidopsis.23  
1.7 Transporters in the chloroplast 
 
The chloroplast has at least two translocators that are involved in the transport of 
biomolecules. The triose phosphate translocator (TPT) exports triose phosphates and 3-
phosphoglycerate (3PGA) from the chloroplast into the cytosol and imports phosphate 
ions.  TPT is a dimer consisting of identical subunits and it was first isolated from 
spinach leaf.52 It has been proposed that Arabidopsis, pea, potato, maize and tobacco all 
have similar translocators.53 It has about 80 amino acid residues.54 A ping-pong type 
reaction mechanism running in reverse has been described for this translocator. It has 
been proposed that the second substrate will transport in the opposite direction after the 
first substrate has been transported and has left the transport site alone.52 The 
unidirectional transport of phosphate has been reported in intact chloroplasts with a lower 
Vmax compared to antiport. That is why it has been proposed that the former transport 
mechanism may be different from antiport mode, and may involve a voltage-gated ion 
channel as well as an antiporter. The second transporter is the hexose translocator (HT) 
that exports glucose and the products from starch breakdown. Another type of phosphate 
transporter has been reported, named PPT (phosphoenolpyruvate/phosphate 
translocator).53 The presence of an exchangeable substrate within the compartment is 
mandatory for the activity of both types of phosphate transporters (antiport systems). 
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1.8 Objectives 
 
In this thesis, a reasonably detailed biochemical model of photosynthetic oscillations will 
be developed. A mathematical analysis will be performed to test whether the model has 
the potential to oscillate or not. Then we will analyze the model by computer simulations. 
The objectives of studying this phenomenon can be divided into two categories: one is a 
short-term and another is a long-term objective. The short-term goal of this thesis is to 
verify the hypothesis (discussed in section 1.3) made in the experimental paper,8 i.e. is it 
possible to regenerate the irregular oscillations in low atmospheric CO2 (36 µl L-1) with a 
model based on that hypothesis? And the long-term goal is to shed light on the regulatory 
mechanism (or mechanisms?) responsible for producing the observed phenomenon. 
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Chapter 2: Model description 
 
 
2.1 Introduction 
 
The processes of photosynthesis and photorespiration are spread over several 
compartments. We built a compartmental model of these coupled processes. Nowadays, 
compartmental modeling is an important tool in analyzing the dynamic nature of 
biological processes and is useful in describing the transportation of chemical 
components among different compartments. Ecological and physiological systems are 
two other examples where compartmental models are used.  In physiology, oxygen could 
be the chemical component and different organs of the body could be the compartments. 
The equations are derived for every compartment following certain conservation laws.   
2.1.1 Leaf anatomy 
 
Figure 9 shows most of the compartments of a leaf. Both the upper and lower sides of a 
leaf have an epidermis. The epidermis is covered by a waterproof cuticle. There are many 
pores, called stomata, present in the epidermal layer of each leaf. Both the entry of CO2 
and exit of O2 and H2O are controlled by the opening and closing of the stomata via the 
action of a pair of guard cells associated with each stoma. The mesophyll tissue is in 
between the two epidermal layers. Further, mesophyll tissue can be divided into two 
classes: palisade and spongy mesophyll tissue. Both types contain chloroplasts. The 
palisade mesophyll cells are beneath the upper epidermis and closely packed. One of 
these cells can be 80 µm long and can contain about sixty chloroplasts.48 The spongy 
mesophyll cells are positioned between the palisade mesophyll cells and lower epidermis. 
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(b) 
(a) 
  
 
Figure 9: (a) Schematic presentation of various types of cells in a leaf. (b) Closeup of box 
from panel (a) showing the compartments available for the diffusion of CO2 and O2 
(adapted from Ref. 48). 
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These cells are rather spherical, are about 20 µm in radius and can contain about forty 
chloroplasts per cell.48 The surface areas of both types of mesophyll cells are exposed to 
the intercellular air space.  
 
2.1.2 Diffusion and transport of CO2 and O2 
 
Diffusion is the process by which net movement of substances occurs from the high to 
the adjacent low concentration region. Diffusion in plants happens in both gas and liquid 
phases. For an example, diffusion is the mechanism for O2, CO2 and H2O transport in the 
surrounding air and within leaves. The CO2 diffuses from the atmosphere through open 
stomata to the cell surface of the mesophyll cells. The O2 travels in the same way. Water 
vapor evaporates from the cell walls of mesophyll cells and moves to the stomata through 
diffusion, and from there diffuses into the atmosphere. The diffusion coefficients of these 
three gases in air are all of the order of 10-5 m2 s-1 (at 200 C and standard atmospheric 
pressure).48 The diffusion coefficient for a small solute is about 104 times smaller in 
liquid phase than in the gas phase,48 because more intermolecular collision occurs per 
unit time in liquid phase than in gas phase. In animal tissues, diffusion of O2 and CO2 is 
slow as most cells are floating in fluids, but in plant tissues the diffusion of these gases is 
faster due to presence of intercellular air spaces in leaves. Moreover, molecules with 
higher molecular weights tend to have lower diffusion coefficients. Thus CO2 has a lower 
diffusion coefficient than O2 in the gaseous phase.48 
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2.2 Model description 
 
Figure 10 shows the key processes considered in our model. It is a delayed ordinary 
differential equation (ODE) model.55 Atmospheric CO2 and O2 diffuse into the 
cytoplasmic space of mesophyll tissue through the substomatal space. Cytoplasmic CO2 
and O2 diffuse into the chloroplast where they can respectively participate in the 
carboxylase and oxygenase reactions catalyzed by Rubisco. Rubisco can be found in 
many states in a plant cell.24 Since the model has been built to reproduce the 
experimentally observed photosynthetic oscillations, the enzyme Rubisco (E) is 
considered as an active holo-enzyme in our model. The experiment was recorded for only 
10 minutes, but it has been reported that active holo-enzyme Rubisco takes about 25 
minutes to become inactive and takes comparatively shorter time about 5 minutes to be 
actived from the inactive state (reviewed in section 1.5.1). The amount of RuBP in the 
process is also taken to be constant to reduce the modeling complexity. The enzyme 
Rubisco reacts with the sugar RuBP and forms enzyme complex 
  
ERuBP (Eqn 2.1).  
 
  
E +  RuBP k 6 , k -6← → ⎯ ⎯  ERuBP        (2.1) 
 
 
 
Once enzyme complex 
  
ERuBP  has been formed it can either react with CO2 or O2, with 
probabilities depending on the surrounding CO2 to O2 ratio. The reaction of enzyme 
complex 
  
ERuBP  with CO2 produces another complex
  
ECO2RuBP  (Eqn 2.2). The sub-complex
  
ECO2RuBP  breaks down into two molecules of 3-phosphoglycerate (3PG) and releases O2 
ultimately in photosynthesis (carboxylase reaction, eqn 2.3). It has been reported that 
several steps can be replaced by a delay term without affecting the dynamics.56 The 
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release of O2 in the photosynthesis process is represented as a delayed term, with delay τ1 
(Eqn 2.3). The term 
  
O2(chl )τ1  represents O2 concentration in the chloroplast at τ1 unit time 
after the breakdown of the 
  
ECO2RuBP  complex. 
 
  
ERuBP +  CO2 (chl) k 7 , k -7← → ⎯ ⎯  ECO2RuBP       (2.2) 
 
 
  
ECO2RuBP
k 8⎯ → ⎯  E + O2 (chl)τ 1        (2.3) 
 
 
 
 
 
Figure 10: Illustration of the model, including diffusion of CO2 and O2 through different 
compartments, as well as the key chemical reactions. 
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The reaction of enzyme complex
  
ERuBP  with O2 produces another complex
  
EO2RuBP  (Eqn 
2.4). The complex
  
EO2RuBP  turns into one molecule of 3PGA and one molecule of P-
glycolate (oxygenase reaction, Eqn 2.5), but P-glycolate is toxic to plants and needs to be 
eliminated. Phosphoglycolate is converted into serine, which ultimately leads to the 
production of CO2 in the mitochondria through a series of conversion steps (reviewed in 
section 1.6). In the model, we represent this series of conversions and transport steps by 
introducing another delay τ2 (Eqn 2.5).   
 
  
ERuBP +  O2 (chl) k 9 , k -9← → ⎯ ⎯  EO2RuBP       (2.4) 
 
  
EO2RuBP
k10⎯ → ⎯  E + CO2 (mito)τ 2        (2.5) 
 
Once CO2 and O2 is in the substomatal space, the next barrier to the diffusion is the 
plasma membrane and the organelle membrane. CO2, O2 and H2O diffuse easily across 
the plasma membrane.57 The organelle membranes such as mitochondrial and chloroplast 
membranes are the most rate-limiting to the diffusion of CO2 and O2. Both mitochondria 
and chloroplasts are highly involved with cellular metabolism and both have two 
membranes. The inner mitochondrial membrane forms mitochondrial cristae, in which all 
the enzymes (dehydrogenase and cytochromes) responsible for electron transfer are 
embedded. The space inside the inner membrane of the mitochondria is filled with 
viscous fluid known as the matrix, where all the enzymatic reactions take place. Of the 
two chloroplastic membranes, the outer one is more permeable to small solutes, just as 
for the mitochondrial outer membrane. Relatively high galactolipid and low protein 
contents are present in both chloroplastic membranes. The chlorophyll and other 
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photosynthetic pigments are attached with the protein present in the chloroplast 
membrane. The stroma, which is called the reaction center for photosynthesis and 
photorespiration since most of the reactions occur there, is the inside region of the inner 
chloroplastic membrane.19, 48     
 
Once the CO2 and O2 overcome the barrier of the membrane, they can disperse 
throughout a compartment by diffusion as well as by cytoplasmic streaming.19, 48 A 
correction factor, the partition coefficient, accounts for the concentration difference 
between compartments due to differences in chemical composition. The partition 
coefficient (
  
KCO2  or KO2 ) can be defined as the ratio of the concentration of CO2 or O2 in 
the two phases at equilibrium.19, 48, 58 Hence, the partition coefficient is dimensionless. 
For example, the partition coefficient of CO2 for substomatal space to cytoplasm at 
equilibrium is  
  
KCO2 , ss / cyt =
concentration of all forms of CO2 in substomatal space
concentration of all forms of CO2 in cytoplasm
=
CCO2ss
CCO2cyt +  CHCO3-
cyt +  CH2CO3cyt
  
 
The partition coefficient indicates the accumulation efficiency of CO2 in a particular 
compartment. For example, if the partition coefficient 
  
KCO2 , cyt chl  is larger than 1 then the 
CO2 (CO2 containing species) tends to accumulate in the cytoplasm rather than in the 
chloroplast. In contrast, if the partition coefficient 
  
KCO2 , cyt chl  is smaller than 1 then the 
CO2 is accumulating in the chloroplast rather than in the cytoplasm. 
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2.3 Model equations 
 
Model descriptions can be expressed mathematically into a set of differential equations. 
The equations are derived in the mass-action form generalized to include delays.55 The 
diffusion of CO2 and O2 across compartments is considered as a flux. The flux is 
proportional to the corresponding concentration of gases. The unit of flux is mol/s. 
Before the formulation of differential equations, the flux has been calculated. As an 
example, the flux from the substomatal space to the cytoplasm has been described below. 
	  
2.3.1 Flux calculation  
 
We expressed the net flux of CO2 from the substomatal space to the cytoplasm of 
mesophyll tissue as 
  
FCO2 (ss→cyt) = k2 CO2 (ss)[ ] − k−2 CO2 (cyt)[ ]. 
 
At equilibrium, this flux would be zero, leading to the equation 
 
  
CO2 (cyt)[ ]
CO2 (ss)[ ] =
k2
k−2
= KCO2 , cyt/ss, 
 
where 
  
KCO2 , cyt/ss is the cytoplasm / substomatal partition coefficient.  
 
 
Then the flux of CO2 from the substomatal space to the cytoplasm of mesophyll tissue 
can be rewritten as 
  
FCO2 (ss→cyt) = k2 CO2 (SS)[ ]− CO2 (cyt)[ ] KCO2 , cyt/ss( ).   
Similarly, the flux of CO2 from the chloroplast to the cytoplasm of mesophyll tissue is 
 
  
FCO2 (chl→cyt) = k4 CO2 (chl)[ ]− CO2 (cyt)[ ] KCO2 , cyt/chl( ), 
 
the flux of CO2 from the mitochondria to the cytoplasm of mesophyll tissue is 
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  
FCO2 (mito→cyt) = k5 CO2 (mito)[ ]− CO2 (cyt)[ ] KCO2 , cyt/mito( ), 
 
the flux of O2 from the sub-stomatal space to the cytoplasm of mesophyll tissue is 
 
  
FO2 (ss→cyt) = k2 O2 (ss)[ ]− O2 (cyt)[ ] KO2 , cyt/ss( ), 
 
and the flux of O2 from the chloroplast to the cytoplasm of mesophyll tissue is 
 
  
FO2 (chl→cyt) = k4 O2 (chl)[ ]− O2 (cyt)[ ] KO2 , cyt/chl( ). 
 
 
The rate of change of concentration of CO2 or O2 in any compartment due to flux would 
be 
  
FCO2 or O2of corresponding compartments volume of the particular compartment . For 
example, the rate of change of concentration of CO2 in the cytoplasm due to flux would 
be
  
FCO2 chl→cyt( ) V cyt( ) and the rate of change of concentration of CO2 in the chloroplast due 
to flux would be 
  
−FCO2 chl→cyt( ) V chl( ) . 
 
2.3.2 Differential equations 
 
 The set of differential equations are as follows: 
 
 
  
d
dt E
RuBP[ ] = k6 RuBP[ ] Et − ERuBP[ ]− ECO2RuBP[ ]− EO2RuBP[ ]( ) − k−6 ERuBP[ ]− k7 ERuBP[ ] CO2 chl( )[ ]
+k−7 ECO2RuBP[ ] + k−9 EO2RuBP[ ]− k9 ERuBP[ ] O2 chl( )[ ]
 
 
 
  
d
dt ECO2
RuBP[ ] = k7 ERuBP[ ] CO2 chl( )[ ]− k−7 ECO2RuBP[ ]− k8 ECO2RuBP[ ] 
 
 
  
d
dt EO2
RuBP[ ] = k9 ERuBP[ ] O2 chl( )[ ]− k−9 EO2RuBP[ ]− k−10 EO2RuBP[ ] 
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  
d
dt CO2 cyt( )[ ] = FCO2 (mito→cyt) + FCO2 (ss→cyt) + FCO2 (chl→cyt)( ) V cyt( )  
 
 
  
d
dt CO2 ss( )[ ] = φCO2 CO2 atm( )[ ]− CO2 ss( )[ ]( ) − FCO2 (ss→cyt) V ss( )  
 
 
  
d
dt CO2 mito( )[ ] = k10 × CO 2 (mito)τ 2[ ]− FCO2 (mito→cyt) V mito( )  
 
 
  
d
dt CO2 chl( )[ ] = k−7 ECO2RuBP[ ]− k7 ERuBP[ ] CO2 chl( )[ ]− FCO2 (chl→cyt) V chl( )  
 
  
d
dt O2 cyt( )[ ] = FO2 (ss→cyt) + FO2 (chl→cyt)( ) V cyt( )  
 
  
d
dt O2 ss( )[ ] = φO2 O2 atm( )[ ]− O2 ss( )[ ]( ) − FO2 (ss→cyt) V ss( )  
 
  
d
dt O2 chl( )[ ] = k−9 EO2RuBP[ ]− k9 ERuBP[ ] O2 chl( )[ ] + k8 ×  O 2 (chl)τ 1[ ]− FO2 (chl→cyt) V chl( )  
 
 
2.3.3 Parameters 	  
The parameters used in the model are presented below.  Either parameters are taken from 
literature or calculated from data available in the literature, insofar as this was possible. 
In some cases best assumptions were made. First, the parameters are listed in table 2, and 
some calculations are shown later. 	  
2.3.3.1 Calculations for Michaelis-Menten constants of Rubisco enzyme 
	  
The molecular weight and the specific activity of Rubisco are reported as	  560	  KDa	  24	  and 
,
59	   respectively. The catalysis rate of carboxylation	   (kcat)	  
can be calculated as 
! 
1.7 µmol (mg protein)-1min"1 
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  
kcat = Specific activity×Molecular weight of Rubisco
= 1.7 µmolmg protein min ×
10−6  mol
1 µmol ×
560,000 g
mol ×
1000 mg
g ×
1 min
60 s
= 16 s−1
 
Table 2: List of parameters used in the model. 	  
Parameter	   Value	   Comments	  
	  
k1	   7	  X	  10-­‐4	  L	  s-­‐1	   Calculated	  
k2	   1.5	  X	  10-­‐2L	  s-­‐1	   Calculated	  
k3	   7	  X	  10-­‐4	  L	  s-­‐1	   Estimated	  
k4	   1.5	  X	  10-­‐3	  L	  s-­‐1	   Brian	  et	  al.,	  199960	  
k5	   1.5	  X	  10-­‐3L	  s-­‐1	   Brian	  et	  al.,	  199960	  
k6	   105	  mM-­‐1	  s-­‐1	   (Stroppolo	  et	  al.,	  200161)	  
k-­6	   270	  s-­‐1	   Calculated	  
k7	   800	  mM-­‐1	  s-­‐1	   Calculated	  
k-­7	   1.6	  s-­‐1	   Calculated	  
k8	   16	  s-­‐1	   Calculated	  
k9	   25	  mM-­‐1	  s-­‐1	   Calculated	  
k-­9	   1.2	  s-­‐1	   Calculated	  
k10	   12	  s-­‐1	   Calculated	  
  
φCO2 	   1.84	  s-­‐1	   Hahn,	  198762	  
  
φO2 	   2.24	  s-­‐1	   Estimated	  
  
τ1	   1	  s	   Estimated	  
  
τ 2 	   20-­‐270	  s	   (Atkin	  et	  al.,	  200047)	  
O2	  (atm)	   8.73	  mM	   Calculated	  
CO2	  (atm)	   0.0015	  mM	   Calculated	  
RuBP	   0.8	  mM	   Pickersgill,	  198663	  
Et	   4	  mM	   Hitz	  and	  Stewart,	  198064	  
  
KCO2 , cyt / chl	   1	   Estimated	  
  
KCO2 , cyt / ss 	   0.017	   Calculated	  
  
KCO2 , cyt / mito 	   1	   Estimated	  
  
KO2 , cyt / ss	   0.028	   Calculated	  
  
KO2 , cyt / chl 	   1	   Estimated	  
V	  (chl)	   890	  X10-­‐6	  L	   Winter	  et	  al.,199465	  
V	  (mito)	   28	  X	  10-­‐6	  L	   Winter	  et	  al.,199465	  
V	  (cyt)	   186	  X10-­‐6	  L	   Winter	  et	  al.,199465	  
V	  (ss)	   1620	  X10-­‐6	  L	   Winter	  et	  al.,	  199465	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Total enzyme concentration (Etotal) was reported as 
  
4mM .63, 66 The maximum velocity of 
the carboxylation (vmax (c)) reaction can be calculated as 
  
vmax(c) =  kcat ×  Rubisco concentration
=16 s-1 × 4mM
= 64 mM s-1
 
We have, according to Von Caemmerer et al., 1994 67 
  
vmax(o)
vmax(c)
= 0.77
⇒ vmax(o) = vmax(c) × 0.77 = 64 mM s-1 × 0.77
⇒ vmax(o) = 49 mM s-1  
We can get the k10 as
 
  
k10 =
vmax(o)
E total
=
49 mM s−1
4 mM = 12 s
−1. 
Assuming kcat = k8, we get 
  
k8 = 16 s−1. 
Since it is known that once CO2 binds with the enzyme complex the reaction rarely goes 
in the reverse direction, 68  k-7 is likely to be small. We approximated it as 10% of  k8, so 
  
k−7 = 1.6 s-1 .  
Similarly, 
  
k−9  could be approximated as 10% of 
  
k10, so 
  
k−9 = 1.2 s-1 .  
The Km of the carboxylation reaction is  22 µM.
69
 Using this Michaelis-Menten constant, 
we get k7 as 
  
k7 =
k−7 + k8
Km (c)
= (1.6 + 16)s
−1
22 µM ×10−3mM/µM = 800 mM
-1 s−1.
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The Km of the oxygenation reaction is 532 µM.69 Similarly, we can get k9 as  
  
k9 =
k−9 + k10
Km (o)
= (1.2 + 12) s
−1
532 µM ×10−3mM/µM = 25 mM
-1 s−1 
 
The Km of the ERuBP complex is about 70  2.7 µM, and according to Stroppolo et al., 
2001,61 
  
k6 = 108  M−1 s−1 = 105mM−1s−1. We can get k-6 as  
  
Km =
k−6
k6
⇒ k−6 = Km × k6
⇒ k−6 = (2.7 ×10−3) mM ×105mM−1s−1
⇒ k−6 = 2.7 ×102  s−1
 
 
2.3.3.2 Calculations for different compartmental volume 
 
According to Lawlor, 200171 the volume per unit area of a C3 plant leaf is 
  
3 ×10−4  m3/m2  
and a typical tobacco leaf area is 
  
A(leaf) = (20 ×10) cm2 = 0.02 m2 . So, we can get the 
typical tobacco leaf volume as 
  
V(leaf) = 3×10−4 × 0.02( ) m3 = 6 ×10−6  m3 × 1000 L1 m3 = 6 ×10
−3  L  
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According to Winter et al., 199465 the cytoplasmic volume is 
  
24 µL (mg chl)-1 and the 
chlorophyll content is 1.29 mg chl g-1. The density of cytoplasm is assumed to be 1 g/mL. 
Thus the cytoplasmic volume can be represented as 
  
V(cyt) = 24 µL mg chl( )−1
= 24 µLmg chl ×
1.29 mg chl
g ×
1 g
1 mL ×V(leaf)
= 30.96 µLmL ×
1 mL
l000 µL × 6 ×10
−3( ) L
=  186 ×10-6  L
 
Again according to Winter et al., 1994,65 the mitochondrial volume is 
  
3.6 µL (mg chl)-1. 
Thus the volume can be represented as 
  
V(mito) = 3.6 µL mg chl( )−1
= 3.6 µLmg chl ×
1.29 mg chl
g ×
1 g
1 mL ×V(leaf)
= 4.644 µLmL ×
1 mL
l000 µL × 6 ×10
−3( ) L
=  28 ×10-6  L
 
According to Winter et al., 1994,65 the chloroplastic volume is 
  
115 µL (mg chl)-1 . Thus 
the volume can be shown as 
  
V(chl) = 115 µL mg chl( )−1
= 115 µLmg chl ×
1.29 mg chl
g ×
1 g
1 mL ×V(leaf)
= 148.350 µLmL ×
1 mL
l000 µL × 6 ×10
−3( ) L
=  890 ×10-6  L
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According to Lawlor, 2001,71 the substomatal volume is 27% of total leaf volume. Thus 
the volume can be represented as 
  
V(SS) = 0.27 V(leaf)
= 0.27 × 6 ×10−3( ) L
=  1.6 ×10-3  L
 
 
 
2.3.3.3 Calculation for permeability coefficient 
 
The permeability coefficient for CO2 from substomatal space to cytoplasm is about 9 x 
10-3 cm/s.72 The radius of mesophyll cell in a C3 plant is 1.5 X 10-5 m.71 We can get the 
surface area of a (spherical) cell, 
  
A = 4 π r2 = 4 ×π × 1.5 ×10−5( )2 = 2.8 ×10−9m2  
The total number of spongy mesophyll cells is about 3 x 109 cells/m2 in a C3 plant leaf. 
We can get the total number of spongy mesophyll cells in typical tobacco leaf area, 
  
Number of cells = 3×109 × 0.02 =  6 ×107. 
We get, 
  
Total area of spongy mesophyll cells =  2.8 ×10-9  m2 × 6 ×107
= 0.168 m2 = 1680 cm2,  
The permeability coefficient for CO2 in between the substomatal space and cytoplasm is 
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  
k2 = 9 ×10−3
cm
s ×1680 cm
2
= 15.12 cm
3
s
= 15.12 mLs
= 0.015 L s−1
  
 
According to Gorton et al., 2003, 73 the permeability of CO2 is 21 times larger relative to 
O2, so we can get 
  
k1 = 0.015 /21 = 7 ×10−4  L s−1.  
Similarly, we can get 
  
k3 = 7 ×10−4  L s−1. 
The permeability coefficient for CO2 in mitochondria is about60 
  
2000 µmol min-1 (mg chl)-1 mM-1 and the fresh weight of C3 leaf71 = 0.17 g/m2. The 
permeability coefficient for CO2 in mitochondria can be calculated as 
  
k4 =
2000 µmol
min (mg chl) mM
=
0.002mol
min (mg chl) ×
L
mmol ×
1000 mmol
1mol
=
2 L
min (mg chl) ×
1.29 mg chl
1g × (0.17
g
m2 × 0.02 m
2) g × 1min60 s
= 1.5 ×10−3  L s−1
 
 
The permeability coefficient for CO2 the chloroplast is assumed to be the same as the 
chemical composition for the compartments are similar.  So, 
  
k5 = 1.5 ×10−3  L s−1 . 71 
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2.3.3.4 Calculation of partition coefficients	  
 
The partition coefficients 
  
KCO2 , cyt / ss  and 
  
KO2 , cyt / ss can be calculated according to 
Henry’s Law. The Henry’s law constant (KH) for CO2 and O2 in water is 1.5 x 108 Pa/M 
and 7.92 x 107 Pa/M, respectively.74  
We get,  
  
KH =
PCO2 (ss)
CO2 cyt( )[ ] = 1.5 ×10
8  Pa/M,
 
According to the ideal gas law we get, 
 
 
  
n
V =
P
RT =
1.5 ×108  Pa
8.314 Jmol K × 298 K
=
1.5 ×108  Pa
2478 Pa m
3
mol K ×
1000 L
m3
= 60.5 mol L  
where the gas constant R= 8.314 J/mol K and the temperature is 250 C. 
 
So,  
  
KH ≡ 60.5. 
In our model, we defined the partition constant of CO2 from the cytoplasm to substomatal 
space (
  
KCO2 , cyt→ss). So, we can get 
  
KCO2 , cyt / ss value if we inverse the KH value.    
The partition coefficient is therefore 
 
  
KCO2 , cyt ss =
1
60.5 = 0.017 
 
 
Similarly, we can get the partition coefficient for	  O2	  gas,	  
 
  
KO2 , cyt ss = 0.028 	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2.3.3.5 Calculation for converting µ l L-1 (ppm) into mM 
 
I need to convert the experimental CO2 concentration unit (µl L-1) into mM in my model 
for consistency in the units. Standard atmospheric pressure is 101325 Pa (Ptotal). In the 
experiment, the plants were transferred from the atmospheric CO2 concentration (about 
360 µl	  L-­‐1) to low CO2 concentration (36 µl L-1). Under normal atmospheric conditions, 
we get the partial pressure of CO2, 
  
PCO2 = 101325 × 360 ×10−6 = 36.5 Pa  
 
According to the ideal gas law we get, 
 
  
n
V =
PCO2
RT =
36.5 Pa
8.314 Jmol K × 298K
= 0.015 molm3 ×
m3
1000 L ×1000 
mmol
mol = 0.015 mM. 
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Chapter 3: Mathematical analysis 
 
3.1 Introduction 
 
 
The mathematical analysis was performed to verify whether oscillations are possible 
following a theorem75, 76  that was developed in our lab. Several biochemical systems 
have been analyzed through the theorem to assess the capability of the respective system 
to oscillate.75, 76 In this chapter, we will discuss the mathematical analysis through which 
we will find out if our model has the potential to oscillate or not.  
 
Using mass-action kinetics, a set of ordinary differential equations (ODEs) of a 
biochemical system has been derived which rule the time evolution of the concentrations. 
Once a model of a biochemical system has been developed, it is useful to determine 
whether the model can replicate any particular experimentally observed qualitative 
behavior like oscillations. This type of qualitative analysis of a biochemical model 
through mathematical analysis was started in the 1970s.77, 78, 79 Graph-theoretical methods 
are an important tool to assist in this type of qualitative analysis.75, 76 Stoichiometric 
Network Analysis  (SNA) was the basis for developing the theorem.75, 76 SNA theory was 
developed by Clarke77, 78, 79 and some improvement were made by Ivanova.80 
 
The analysis of models with delays (generated by delay-differential equations, DDEs) 
and without delays (generated by ODEs) is different. Our model is a DDE model. DDE 
models are common in the description of genetic regulation, particularly to avoid treating 
transcription and translation in detail. DDE models may represent other biochemical 
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systems where product appearance can be represented by delays such as in our model. 
3.2 Bipartite graph, fragment and subgraph  
 
Usually a graph is a set of vertices (a corner where two or more edges meet) that are 
connected by edges (or arcs; a line or link connecting a pair of vertices). The bipartite 
graph consists of a triple 
  
G = U,V ,E( ) where U and V are two disjoint sets of vertices 
and E is the set of edges. In a biochemical system, the reactants and products could be the 
set U, where
  
U = A1,A2,A3,.......,An{ } , and all the reactions could be the set V where 
  
V = R1,R2,R3,........,Rm{ }  (fig 11).  In fig 11, an edge (e1) was drawn from A1 to R2, 
meaning that A1 is a reactant in reaction 2. Similarly, another edge (e2) was drawn from 
R2 to A3, indicating that A3 is a product in reaction 2. Therefore the set of edges is
  
E e1,e2 .......( ) and thus
  
G = U,V ,E{ } is the bipartite graph of the system (fig 11). 	  	  	  	  	  	   	  	  	  Figure	  11:	  The	  bipartite	  graph	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A sequence of vertices 
  
Ai,R j ,Ak{ } is called a path if the edges
  
Ai,R j( )  and 
  
R j,Ak( )  
belong to E. In fig 11, 
  
A1,R2,A3{ } is described as a path as the edges 
  
A1,R2( ) and 
  
R2,A3( )  belong to E.  One important note in here is that the paths have to start at a 
reactant and not a product. The edges  (A1, R2) and (R2, A3) form a positive path [A1, R2, 
A3] where A1 and A3 are the reactant and product respectively in reaction 2 (fig 11). 
Similarly, the edges (A1, R3) and (R3, A3) form negative paths  and
 where A1 and A3 are the reactants in the reaction 3 (fig 11).  A collection of 
paths can be called a cycle if the last vertex (element) of a path (from the U set) is the 
first vertex (element) in the next path all the way around, with the last element of the last 
path being the first element of the first path. A cycle is positive if it contains an even 
number of negative paths or all paths are positive (fig 12 C1 and C2).  Similarly a cycle is 
negative if it contains an odd number of negative paths. The paths 
  
A1,R2,A3[ ] and 
  
A3,R3,A1[ ] form a positive cycle as both paths are positive paths (fig 13 C1). And the 
negative 
  
A1,R3,A3[ ] paths and 
  
A3,R3,A1[ ] form a positive cycle (though it does not look 
like cycle) as it contains two negative paths (fig 12 C2). The paths 
  
A1,R2,A3[ ] and 
  
A3,R3,A1[ ] form a negative cycle (fig 12 C3) as it has one negative path. A subgraph (g) is 
a set of cycles or edges,  where each 
  
Ci  can be either an edge 
with its associated pair of vertices, or a cycle, and the opening vertex of every edge or 
path is from the set U. The number of vertices of a subgraph (i.e number of chemical 
species in a subgraph)	   determines the order of the subgraph (g1, g2,……gy, where the 
 
A1, R3, A3[ ]
 
A3, R3, A1[ ]
 
g = C1,  C2,  C3 ........ Cs{ }
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subscripts are the number of vertices).  The set of subgraphs of order k with the same U 
and V sets is called a fragment, denoted by Sk. For example, if the subgraphs (g1, g2 …..) 
belong the same fragment and if the number of vertices in set U (number of reactants and 
products) and in set V (number of reactions) are 6, then we denote the fragment by S6. 	  
	  
Figure 12: The cycles: positive (C1 and C2) and negative cycles (C3) are shown here. 
 	  
3.2.1 Theorem for ODE 
 
The method of analysis is different for ODE and DDE models. In this section, the 
theorem for an ODE model will be discussed. According to the theorem75, 76 if {g} is the 
set of subgraphs of bipartite graph G of order n and tg is the number of cycles in each 
subgraph then  
  
det −J( ) = Kg
g∈G
∑ ,                                                                       (3.1)  
       
where
  
Kg  is a product over all cycles and edges of subgraph g: 
  
Kg = −1( )tg α jk2
Ak , B j[ ] ∈ g
∏ KC
C∈g
∑ ,                                                        (3.2)     
where
  
α jk  is the stoichiometric coefficient for reactant k in reaction j,  and 
  
KC  is a 
product over all positive and negative paths of a cycle:   
3
A1
2 A3
A1
A3
CC1 2
R
R3
R
3A1
A3
C3
R
R
2
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  
KC = −α jkα ji( )
Ak ,B j ,Ai[ ]  ∈ C
∏    α jkβ ji( )
Ak ,B j ,Ai[ ]  ∈ C
∏ ,                                   (3.3) 	   	     
where 
  
β ji  is the stoichiometric coefficient for product i in reaction j.   
            
We define, for a fragment 
  
Sk , 
  
KSk = Kg
g∈Sk i1 .......  ikj1 .......  jk
⎛ 
⎝ 
⎞ 
⎠ 
∑                                                                          (3.4)  
If 
  
KSk < 0 then the fragment can be called critical to produce oscillations. A critical 
fragment is a necessary (but not sufficient) condition for oscillations. 
 
3.2.2 Theorem for DDE 
 
The bipartite graph is the same for the ODE and DDE models. The calculation of 
  
KSk  is 
almost similar for ODEs and DDEs following the equations described above, except eqn. 
3.3.  According to a theorem,76 for a DDE model, eqn 3.3 is replaced by  
  
KC = α jkα ji( )
Ak ,B j ,Ai[ ] ∈ C
∏    α jkβ ji( )
Ak ,B j ,Ai[ ] ∈ C
∏ .                                (3.5) 	   	   	   	  
3.3 Graph theory in our model 
 
The delay-induced oscillations theorem76 has been followed in our mathematical analysis. 
Bifurcation theory is the mathematical study of the qualitative changes of the dynamical 
behavior of a system. A change in a parameter causes a change in the stability of an 
attractor in a local bifurcation, e.g. a steady state becomes unstable and an oscillatory 
attractor appears in a Hopf bifurcation. SNA theory can describe the bifurcation potential 
of a chemical system depending on the reaction network. In the ODE model, bifurcation 
occurs only when one of the coefficients of the characteristic polynomial of the 
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Jacobian matrix changes sign. This means that the coefficient should have at least one 
negative term in it; the subgraph that has the negative terms could potentially be a 
subnetwork responsible for oscillations.  More precisely for the delay-induced ODE 
model, the presence of a subgraph of the bipartite graph with a negative cycle is the 
necessary condition for oscillations.  	  
For the mathematical analysis, first we need to build a bipartite graph. For this purpose, 
all the elementary reactions (from fig 10 in chapter 2 and eqn 2.1-2.5) from the model 
have been taken into consideration. We built a bipartite graph (fig 13) where the vertices 
are shown as circles or rectangular boxes and the vertices are connected by directed 
edges. The circle vertices are either reactants or products. The circle is a reactant if a 
directed edge starts from that circle and a product if a directed edge ends there. The 
rectangular boxes represents reactions. The reaction numbering (R) follows the 
numbering of the corresponding rate constants. For example, oxygen is entering from the 
substomatal place to the chloroplastic space with rate constant k1, and with rate constant 
k-1 for the reverse process. In the bipartite graph these reverse reactions are shown as R1 
and R-1, respectively.  	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Figure 13: The bipartite graph corresponding to the reactions and transport of CO2 and O2 
across the plant leaf. Dotted lines represent the small cycle and dashed lines represent the 
large cycle in the critical fragment. The delay terms are represented by bold lines. 	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3.4 Calculation of 
  
KSk  in the DDE model 
	  
As mentioned earlier, the ODE and DDE models share the same bipartite graph. The 
necessary condition for delay-induced instability is the presence of at least one critical 
fragment in 
  
ˆ G , the isomorphic bipartite graph to G, which includes at least one of the 
delayed reactions and which is not a critical fragment in the ODE model (that is shown in 
next section). In this model, we found the fragment of order six, 
  
S6 =
ERuBP EO2RuBP CO2 (mito) CO2 (cyt) CO2 (chl) ECO2RuBP
R9     R10     R5          R−4        R7         R−7
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
. The fragment 
  
S6 ∈  G  contains three 
subgraphs (fig 14) as follows: 
 
  
g1 = ERuBP ,  R9[ ], EO2RuBP ,R10[ ], CO2(mito),R5[ ], CO2(cyt ),R−4[ ], CO2(chl ),R7[ ], ECO2RuBP ,R−7[ ]{ } 	  
  
g2 = ERuBP ,  R9[ ], EO2RuBP ,  R10[ ], CO2(mito),  R5[ ], CO2(cyt ),  R−4[ ],  C ECO2
RuBP ,   CO2 (chl )
R−7,       R7
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
⎧ 
⎨ 
⎪ 
⎩ ⎪ 
⎫ 
⎬ 
⎪ 
⎭ ⎪ 
  
 
  
g3 = ECO2RuBP,  R−7[ ],  C E
RuBP EO2RuBP CO2 (mito) CO2 (cyt) CO2 (chl) 
R9     R10     R5          R−4        R7        
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ 
⎧ 
⎨ 
⎪ 
⎩ ⎪ 
⎫ 
⎬ 
⎪ 
⎭ ⎪ 
 
 
The small cycle in 
  
g2 is positive and the large cycle in 
  
g3 is negative and contains one of 
the delayed reactions of the model. The calculation of the subgraph characteristics is as 
follows: 
  
Kg1 = (−1)0(1)
= 1
 
  
  
Kg2 = (−1)1(1) KC
C∈g
∏  
tg = 0 and the product over cycles
  
KC
C∈g
∏  is also neglected as the 
subgraph has no cycle in it. 
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  
KC = 1( ) 1( ) = 1 
Now, 
  
Kg2 = (−1)1(1) KC
C∈g
∏ = −1( ) 1( ) 1( ) = −1.
and
Kg3 = (−1)1(1) KC
C∈g
∏ = −1( ) 1( ) 1( ) = −1.
 
 
The value of 
  
ˆ K S6  can be calculated: 
  
ˆ K S6 = Kg = Kg1 +  
g∈S6
∑ Kg2 +  Kg3 = 1−1−1 = −1 < 0, 
 
making the fragment critical.    
 
3.5 Calculation of 
  
KSk  in the ODE model 
 
We mentioned earlier that the bipartite graph for the ODE and DDE models are the same. 
The bipartite graph therefore decomposes into the same fragments and the subgraphs are 
the same in both cases. The calculation of 
  
KSk  in the ODE model is shown below. 
According to eqn 3.5 the KC value will be different compared to DDE models for 
subgraph g3 as follows: 
 
  
KC = −1( ) 1( ) = −1   
 
 
 
And the ultimate g3 value will be, 
  
Kg3 = (−1)1(1) KC
C∈g
∏ = −1( ) 1( ) −1( ) = 1. 
 So, the fragment produces the following characteristic value: 
According to eqn 3.5, both for positive and negative paths in a 
cycle, the product of coefficients is 1. 
For the negative path
  
ERuBP,  R−7,  CO2 (chl)[ ] the product of 
coefficients will be -1 and for all other positive path the value will 
be 1. 
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  
ˆ K S6 = Kg = Kg1 +  
g∈S6
∑ Kg2 +  Kg3 = 1−1 + 1 = 1 > 0, confirming that 
  
S6 ∈G  is not critical.  
An attempt was made to search for other critical fragments in the ODE model and none 
were found. Therefore, oscillations are not possible in the ODE model.  At this point, it is 
easy to conclude that without a delay (in eqn 2.5), it is impossible to produce oscillations. 
Any oscillations observed therefore belong to the class of delay-induced oscillations. 
 
 
Figure 14: The fragments of order six (S6) and the subgraphs (g1, g2, g3) for the 
carboxylase reaction are shown in the figure.  
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Chapter 4: Computational analysis 
 
4.1 Introduction 
 
In this chapter I will discuss the results derived through computer simulations. The model 
and the parameter set described in the previous chapter were used for the computer 
simulations. The software XPPaut was used for the simulations.81 In producing the 
oscillations, I tried to keep our parameter values in the physiological range. Carboxylase 
and oxygenase reaction kinetics are crucial to produce oscillations. The oxygenase 
reaction kinetics (e.g. catalytic rate constant and Km ratio) are straightforward to maintain 
in the physiological range but it was very difficult for the carboxylase reaction kinetics 
while producing oscillations. 
4.2 Regular and irregular oscillations 
 
The model produces irregular oscillations (fig 15) in the parameter set 1. These irregular 
oscillations are most likely chaotic transient oscillations. These transient chaotic 
oscillations transform into regular oscillations eventually. The period of oscillations in 
this regime is proportional to the delay τ2. The system is oscillating within the range of 
80-110 ppm of substomatal CO2 (fig 15 a) which does not agree with the experimental 
observation in terms of the oscillation range, where the system was oscillating within 34-
38 ppm of internal CO2 roughly every few seconds.  From fig 15 b, it is clear that the 
system is oscillating within the range of 700-1200 ppm of chloroplastic CO2 every 25 s. 
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This range and the period of the irregular oscillations is not compatible with the 
experimental observations.  
 
Table 3: Three parameter sets used in this thesis. 
Parameters	   Parameter	  set	  1	   Parameter	  set	  2	   Parameter	  set	  3	  
	  
k1	   0.01	  L	  s-­‐1	   7	  X	  10-­‐4	  L	  s-­‐1	   7	  X	  10-­‐4	  L	  s-­‐1	  
k2	   0.01	  L	  s-­‐1	   1.5	  X	  10-­‐2	  L	  s-­‐1	   1.5	  X	  10-­‐2	  L	  s-­‐1	  
k3	   1	  L	  s-­‐1	  	   7	  X	  10-­‐4	  L	  s-­‐1	   7	  X	  10-­‐3	  L	  s-­‐1	  
k4	   1.5	  X	  10-­‐3	  L	  s-­‐1	   1.5	  X	  10-­‐2	  L	  s-­‐1	   1.5	  X	  10-­‐3	  L	  s-­‐1	  
k5	   0.15	  L	  s-­‐1	   1.5	  X	  10-­‐2	  L	  s-­‐1	   1.5	  X	  10-­‐3	  L	  s-­‐1	  
k6	   105	  mM-­‐1	  s-­‐1	   105	  mM-­‐1	  s-­‐1	   105	  mM-­‐1	  s-­‐1	  
k-­6	   270	  s-­‐1	   270	  s-­‐1	   270	  s-­‐1	  
k7	   60	  mM-­‐1	  s-­‐1	   400	  mM-­‐1	  s-­‐1	   2.5	  mM-­‐1	  s-­‐1	  
k-­7	   .0016	  s-­‐1	   0.0001	  s-­‐1	   0.00001	  s-­‐1	  
k8	   0.003	  s-­‐1	   0.016	  s-­‐1	   0.0025	  s-­‐1	  
k9	   250	  mM-­‐1	  s-­‐1	   250	  mM-­‐1	  s-­‐1	   250	  mM-­‐1	  s-­‐1	  
k-­9	   120	  s-­‐1	   100	  s-­‐1	   120	  s-­‐1	  
k10	   120	  s-­‐1	   10	  s-­‐1	   12	  s-­‐1	  
  
φCO2 	   1.84	  s-­‐1	   1.8	  s-­‐1	   .02	  s-­‐1	  
  
φO2 	   0.0453	  s-­‐1	   2.25	  s-­‐1	   .025	  s-­‐1	  
  
τ1	   1	  s	   1	  s	   1	  s	  
  
τ 2 	   40	  s	   20	  s	   270	  s	  
O2	  (atm)	   8.73	  mM	   8.73	  mM	   8.73	  mM	  
CO2	  (atm)	   0.0015	  mM	   0.0015	  mM	   0.0015	  mM	  
RuBP	   1.6	  mM	   0.8	  mM	   0.8	  mM	  
Et	   4	  mM	   4	  mM	   3.5	  mM	  
  
KCO2 , cyt / chl	   0.1	   0.5	   0.1	  
  
KCO2 , cyt / ss 	   1	   1	   30	  
  
KCO2 , cyt / mito 	   0.5	   0.01	   0.1	  
  
KO2 , cyt / ss	   10	   10	   0.5	  
  
KO2 , cyt / chl 	   10	   10	   15	  
V	  (chl)	   890	  X10-­‐6	  L	   890	  X10-­‐6	  L	   890	  X10-­‐6	  L	  
V	  (mito)	   28	  X	  10-­‐6	  L	   28	  X	  10-­‐6	  L	   28	  X	  10-­‐6	  L	  
V	  (cyt)	   186	  X10-­‐6	  L	   186	  X10-­‐6	  L	   186	  X10-­‐6	  L	  
V	  (ss)	   1620	  X10-­‐6	  L	   1620	  X10-­‐6	  L	   1620	  X10-­‐6	  L	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The chloroplastic CO2 in an experiment20 is calculated as about 280 ppm at ambient 
atmospheric condition. In contrast, the irregular oscillations are produced in my 
simulation at low CO2 concentration (about 36 ppm). Hence, the high substomatal and 
chloroplastic concentration of CO2 can be explained in terms of the unrealistic parameter 
set 1 (table 3) used in my simulation. In particular, the model is generating unreasonably 
high CO2 concentration in different compartments at the parameter set 1.  
 
We call a parameter set “non-physiological” if some of the parameter values in that set 
are far from the physiological range (Table 2). In contrast, a parameter set is referred to 
as “physiological” if the parameters are close to the physiological range. The parameter 
set 1 that supports the transient chaotic oscillations is a non-physiological parameter set. 
In particular, the Km ratio of carboxylase is 5x10-5 mM, and the catalytic rate constants of 
the oxygenase and carboxylase reactions (0.003 s-1 and 120 s-1 respectively) are in a non-
physiological range (Table 3). Furthermore, the period and the oscillating range are 
slower and higher (fig 15), respectively, compared to the experimentally observed 
oscillations.8 The transient oscillations produced in our model do not match up with the 
experimental observations8 but do show that this type of irregular oscillations is possible 
in this model for a certain set of parameters. 
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(a) 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 15: Irregular oscillations of CO2 in (a) the substomatal space and (b) the 
chloroplast at the parameter set 1.  
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As mentioned before, the transient chaotic oscillations do not persist and are transformed 
into regular oscillations. Figure 16 shows the regular oscillations that are produced in the 
same parameter set 1. The period and the oscillations range are still slower and higher, 
respectively. In particular, the oscillation range expanded to 580-1420 ppm of 
chloroplastic CO2 concentration (fig 16).  
 
 
 
 
 
 
 
 
 
Figure 16: Regular oscillations in the parameter set 1 where some of the parameters are 
not in the physiological range. 
 
So, the model produced both the irregular and regular oscillations in a non-physiological 
set of parameters. Furthermore, both the period and range of oscillations were slower and 
higher respectively compared to the experiment in both types of oscillations. So, our next 
attempt was finding the oscillations that are compatible with experimental observation in 
terms of period and range, but in a physiological set of parameters. In doing this, we 
found that the model produces only the regular oscillations in another set of parameters 
(termed as non-physiological parameter set 2; Table 3).  
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Figure 17: Result of varying the parameter 
  
KCO2 , cyt chl . The regular oscillations shown as 
a solid line were produced in the parameter set 2 (Table 3) where 
  
KCO2 , cyt chl = 0.5. The 
oscillations shown as a dashed line were produced upon changing 
  
KCO2 , cyt chl = 1.1.  
 
In this parameter set 2, only the catalytic rate constant (k8 = 0.016 s-1 in default parameter 
set) is closer to the physiological catalytic rate constant. But the Km ratio (4 x 10-5 mM) 
and the partition coefficient for CO2 from cytoplasm to mitochondria (
  
KCO2 , cyt/mito = 0.01) 
are 1000 times and 10 times smaller respectively compared to the physiological range. 
Further, the oscillating range is quite wide in range (48-240 ppm) (fig 18) of subtomatal 
CO2. But changing two parameters of the parameter set 2 independently could narrow the 
range of the oscillations. First, a change in the value of the partition coefficient for CO2 
from cytoplasm to chloroplast (
  
KCO2 , cyt/chl = 1.1) reduces the oscillating range to 130-180 
ppm (fig 17). Second, if we only change the k8 value to 0.0167 s-1 the model oscillates 
within the range 145-155 ppm of substomatal (fig 18 a) and of 64-74 ppm (fig 18 b) of 
chloroplastic CO2, where the range of oscillations is about 10 ppm in both compartments 
that is nearly compatible with experimental observations of about 4 ppm.8 But the 
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(a) 
(b) 
substomatal CO2 concentrations are relatively high compared to the experiment. Hence, 
the model is producing non-physiological behavior in this particular parameter set.  The 
model also produces oscillations in every 50 seconds, which is still very slow compared 
to the experimental oscillations.8 
 
 
 
 
Figure 18: Regular oscillations (a) within the range 145-155 ppm in the substomatal 
space and (b) 64-74 ppm in the chloroplast at the parameter set 2 (Table 3), with k8 
changed to 0.0167 s-1. 
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In parameter set 3 (Table 3), the model also produces regular oscillations (fig 19) where 
k8 = 0.003 s-1 and 
  
KCO2 , cyt ss = 30 are not in the physiological range. We would say this 
parameter set is comparatively in the physiological range compared to other sets of 
parameters (sets 1 and 2, Table 3). The period of oscillations was slow (~100 s per 
oscillations) and the range of oscillations of chloroplastic CO2 was very high (~ 3500 
ppm) compared to the oscillations in parameter sets 1 and 2. One other important finding 
is that in parameter set 3 (physiological range) the model does not produce oscillations at 
lower values of τ2 (where τ2 = 270 s; Table 3) whereas in the parameter sets 1 and 2 (both 
are in the non-physiological range), the system produces oscillations for τ2 = 40 s and τ2 = 
20 s respectively (Table 3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 19: Regular oscillations in the parameter set 3 (Table 3) where most parameters 
are in the physiological range. 
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4.3 Atmospheric concentration of CO2 
 
The model behavior at normal atmospheric CO2 concentration (about 390 ppm) was 
verified. The simulated result is shown in fig 20. Damped oscillations were observed at 
an atmospheric concentration of about 390 ppm. Eventually the system went to the steady 
state within 10-12 minutes. In contrast, the model exhibited sustained regular oscillations 
at a lower atmospheric concentration of  CO2 of about 36 ppm. At lower atmospheric 
CO2 concentration, sustained oscillations are observed in the experiment8 as in our 
model. But again the model produced unreasonably high chloroplastic CO2 concentration 
at low atmospheric CO2. Further, only damped oscillations are observed both in vivo 16, 82 
and in our model at normal atmospheric CO2 levels. The period and damping are similar 
to those observed for photosynthetic oscillations under these conditions16, 82 and steady-
state CO2 level is similar  to that observed in vivo as well.20 
 
Figure 20: Model behavior at normal atmospheric and low CO2 concentration; 
oscillations at high (390 ppm; solid line) and low (36 ppm; dashed line) atmospheric CO2 
concentration at parameter set 2. Oscillations in the high-CO2 case were started at t=0 by 
changing the atmospheric CO2 concentration suddenly to 390 ppm after letting the system 
reach a steady state with [CO2](atm) =350 ppm. 
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4.3 Bifurcation analysis 
 
How a system responds over time under different conditions (i.e. at different parameter 
values) can be studied through bifurcation analysis. Bifurcation analysis describes the 
topological changes of the vector field, that is the qualitative behavior of the model, when 
we vary parameters.83-84 Bifurcation analysis was carried out in parameter set 2, because I 
started working with this parameter set, and completed all bifurcation studies with it for 
consistency. This bifurcation analysis would be indicative of the bifurcation structure 
over a wide range of parameters. A bifurcation analysis of the model is presented in figs 
21-25.  
Figure 21: Bifurcation diagram with respect to k8 at parameter set 2 (Table 3) 
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oscillations. A solid line represents the steady state of the system. In fig 21, the model 
oscillates within a very limited range of k8 value (0.0125-0.017 s). Outside this range, the 
system goes to a steady state. In the oscillating region, the minimum point of the 
oscillations (50 ppm) is around k8 = 0.015 s-1, but at the same value of k8 the maximum 
point is about 140 ppm. The minimum is close to the experimentally observed 
oscillations8 but the maximum is much too high.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 22: Bifurcation analysis with respect to Km of the carboxylase reaction (a) and the 
delay τ2 (b) at parameter set 2 (Table 3) 
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The experimentally observed oscillation range was 34-38 ppm of substomatal CO2.8 The 
chloroplastic CO2 concentration may be of a similar magnitude as the atmospheric CO2, 
but it should not be higher.20 The model is thus seen to produce unrealistically high 
chloroplastic CO2 concentrations. As mentioned earlier the model also produces 
oscillations in a narrower range (64-74 ppm) at k8 = 0.0167 s-1 (fig 18 and fig 21). 
 
Figure 22 (a) shows the bifurcation analysis with respect to the Km of the carboxylase 
reaction. For the parameter set 2 (non-physiological), the Km value is 4 x 10-5 mM. From 
the bifurcation diagram, we see that I could make the Km value somewhat larger in 
adjusting towards the physiological range. But the minimum of oscillations is going to be 
shifted to higher chloroplastic CO2 concentrations. Eventually, the system is transferring 
to the steady state near the value of 4.3 x 10-5 mM.  
 
Figure 22 (b) shows how the minima and maxima of the oscillations change when 
varying parameter τ2.  The model transfers from the steady state to the oscillating state at 
about τ2 = 19.2 s. The oscillating range increases with increasing τ2. Physiologically, τ2 
could be in the range of 20-280 s.47 But if the τ2 is changed to a larger value the 
oscillation period will be longer (fig 19) which takes us further from the experimental 
period of oscillation.8  
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Figure 23: Bifurcation diagram with respect to atmospheric CO2 concentration at 
parameter set 2 (Table 3). 
 
The bifurcation analysis with respect to atmospheric CO2 shows that the system does not 
oscillate in a high atmospheric CO2 concentration (above 190 ppm) (fig 23). The system 
also shifts from the oscillating state to a steady state if the atmospheric CO2 concentration 
is below 10 ppm. Normal atmospheric CO2 concentration is about 390 ppm. The default 
atmospheric CO2 concentration in my model is 36 ppm (0.0015 mM), which is the 
concentration at which the experiments were performed.8 So, the model displays 
oscillations at the experimental CO2 concentration8 but not at normal ambient CO2 
concentrations, where sustained CO2 oscillations are not observed. 
4.3.1 Bifurcation analysis with respect to the partition coefficients 
 
In parameter set 2, the value of the partition coefficients I used for the analysis are 
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discussed85 in section 2.2. I tried to keep the values of the partition coefficients in the 
physiological range.  So the bifurcation analysis with respect to these partition 
coefficients might be useful to assess the range of possible partition coefficients that give 
oscillations.  
Figure 24 (a) shows the bifurcation diagram with respect to the partition coefficient of 
CO2 for cytoplasm to substomatal space. In parameter sets 1 and 2, 
  
KCO2 , cyt / ss is 1, which 
is not close to the realistic range. This value should be around 0.017 (calculated in section 
2.3.3.4). In fig 24 (a), the system stays in a steady state if the 
  
KCO2 , cyt / ss is less than 1 and 
starts oscillations if this parameter value is above 1.  
Increasing the value of this parameter increases the maximum of the oscillations but the 
minimum stays constant near to the value of about 30 ppm. This bifurcation diagram 
shows that the model can only oscillates at larger value of 
  
KCO2 , cyt ss  compared to the 
calculated one, which is a fundamental disagreement between model predictions and the 
experimental result.  
The bifurcation analysis with respect to the partition coefficient of CO2 from cytoplasm 
to chloroplast shows that the system starts oscillations below about  
(fig 24 b). The oscillating amplitude range can be wider if I changed the value of
 to a smaller one. I could have a smaller value of  to produce 
oscillations whose minima would be closer to the experimentally observed oscillations,8 
but the maxima would be much higher. A smaller value of  would indicate 
that the chloroplast concentrates CO2 relative to the cytoplasm, which is not realistic for 
C3 plants. 
 
KCO2 , cyt / chl = 1.15
 
KCO2 , cyt / chl
 
KCO2 , cyt / chl
 
KCO2 , cyt / chl
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Figure 24: Bifurcation diagram with respect to 
  
KCO2 , cyt / ss (a), 
  
KCO2 , cyt / chl (b) and 
  
KCO2 , cyt / mito  (c) at parameter set 2 (Table 3). 
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In the parameter set 1 (Table 3), 
  
KCO2 , cyt / chl = 0.1, which is comparatively smaller and 
supports irregular oscillations. This result indicates that the chloroplast may need to 
accumulate more CO2 relative to cytoplasm to produce irregular oscillations. But to keep 
the oscillation range narrow in the regular oscillation mode, which is more consistent 
with the experimental oscillation range, the 
  
KCO2 , cyt / chl value was chosen around 1. 
 
The system shifts from a steady state to an oscillating state if the 
  
KCO2 , cyt / mito  value is 
above 0.006, otherwise staying in a steady state (fig 24 c). The value of 
  
KCO2 , cyt / mito  in 
parameter sets 1 and 2 is 0.5 and 0.01, respectively, where 0.01 is in a non-physiological 
range.48 A larger value of 
  
KCO2 , cyt / mito = 0.5  in parameter set 1 (compared to 0.01 in 
parameter set 2) implies that the CO2 is still accumulating in mitochondria but not as 
much as in parameter set 2, so that unrealistic values of this partition coefficient are not 
required to support irregular oscillations. With an increasing value of this parameter, the 
oscillation range spreads (fig 24 c). If the parameter value is in a physiological range of 
about 1, the oscillating range will be 30-140 ppm, which is quite high (not shown in fig 
24 c).  
 
The bifurcation analysis with respect to
  
KO2 , cyt / ss shows that the system starts oscillations 
near the value of 9.7 (fig 25 a). In the oscillating parameter set 2, the 
  
KO2 , cyt / ss value is 
set to 10, which is non-physiological. The 
  
KO2 , cyt / ss value should be around 0.03 
(calculated in section 2.3.3.4). But to produce oscillations, large values of 
  
KO2 , cyt / ss are 
required. Decreasing the parameter value from 9.6 the system goes to a steady state. 
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Increasing the parameter value from the steady state, the minima and maxima of 
oscillations are decreasing slowly and increasing, respectively (fig 25 a). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 25: Bifurcation analysis with respect to the partition coefficient of O2 from 
cytoplasm to substomatal space (a) and from cytoplasm to chloroplast (b) at parameter set 
2 (Table 3). 
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A range of  values  (1.5-10.5) is described in the fig 25 b, where the system can 
produce oscillations.  With increasing the value of  from 5 towards 10, the 
oscillating range decreases from 50-300 ppm to 50-90 ppm. But with increasing the 
parameter value from 10 to 10.5 the oscillating amplitude range shifted from 50-90 ppm 
to 60-110 ppm. And if the increasing of the parameter value continues further (10.6-12) 
the system transfers to a steady state. On the other hand, with decreasing the value of
 from 5 to 1.5, the minima and maxima of the oscillations are shifting from 
lower to higher chloroplastic CO2 concentration (from 50-300 ppm to 360-380 ppm), 
even though the oscillating amplitude range decreases. Eventually, the oscillations die 
and the system transfers into a steady state (at parameter values lower than 1.5) (fig 25 b). 
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Chapter 5: Summary and Conclusion 
 
 
5.1 Summary 
 
A model of photosynthetic oscillations with delay has been developed in this thesis. In 
this chapter, I will present my conclusions, based on the foregoing mathematical and 
computational analysis, along with future directions. The major objective of this thesis 
has been fulfilled, namely the search for oscillations. Presence of at least one critical 
fragment in the bipartite graph confirms the possibility of oscillations in the model. 
Furthermore, it is also clear from the mathematical analysis that without delay the model 
cannot oscillate. The second objective was to reproduce the experimentally observed 
irregular oscillations through simulations. The model produces both regular and irregular 
oscillations in different parameter regimes but some of the parameters are not 
biologically plausible, leading to unrealistically high CO2 concentrations in the 
chloroplast and substomatal space, and the oscillations are slower compared to 
experiment. The conclusion of this study is that recycling of photorespiratory CO2 is 
probably not the mechanism for the rapid oscillations observed in the experiment.8 
5.2 Conclusions 
 
As stated earlier, finding at least one critical fragment in a system is the necessary 
condition for a model to have the possibility of oscillations. That means a model could 
have several critical fragments, any of which could support oscillations in a system. Our 
model’s bipartite graph could have more than one critical fragment of higher order. But 
the critical fragment we found in our model is the only critical fragment of order of six 
and there are no critical fragments of lower order. The existence of this critical 
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fragment indicates that the model has the potential for oscillations. Furthermore, the 
presence of a delay in the model is necessary to make the fragment critical. In other 
words, the mathematical analysis showed that only the DDE model of the system 
supports oscillations, i.e. that the oscillations in our model are a delay-induced instability.  
 
The irregular oscillations (fig 15) observed in our simulations (at parameter set 2, non-
physiological) are qualitatively compatible with experimental observations. The model 
showed that the irregular oscillations transformed into regular oscillations in the long run 
(after 45 minutes). The experimentally observed irregular oscillations were recorded only 
for 600 s. We don’t know what happens after 600 s. The simulated results suggest that the 
irregular oscillations eventually should transform into regular oscillations if our model is 
correct. The range and the period of irregular oscillations are not compatible with 
experimental oscillations. The range of chloroplastic CO2 concentration during the 
oscillations is really high, and physiologically not realistic. And the period is much 
slower (about 25 s) compared to experiment where the system oscillated every few 
seconds.  
 
There is room for skepticism about the claimed precision of the experimental 
measurements, which is about 0.1 ppm CO2,8 because the measurement of internal CO2 
(Ci) is very much indirect. The Ci measurements rely upon several indirect measurements 
such as evaporation rate (E), water vapor conductance (gw) and photosynthetic 
assimilation rate (A). So, it might be possible that irregular oscillation exists in the 
system but not in that much faster period (about few seconds) and narrower range (2-4 
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ppm), which was observed in the experiment.8 Another experimental measurement of 
internal CO2 of tobacco leaves with longer run time compared to the performed 
experiment (where the run time was only 10 minutes)8 would be worthwhile. Further, the 
repetition of the experiment might confirm whether the transient irregular oscillations 
observed in our simulations (fig 15) are possible or not in real plant life.   
 
One important thing is that the parameter set 1 (Table 3) that supports the irregular 
oscillations is not even close to a realistic parameter set. An effort was made to fix the 
range and period of oscillations in a more realistic parameter set. First, I tried to produce 
the irregular oscillations with a realistic parameter set. That was unsuccessful. 
Interestingly, I observed that the oxygenase reaction kinetics (particularly the catalysis 
rate of the oxygenase) needed to be faster compared to the default parameter value (table 
2) to support the irregular oscillations. This makes sense because an increase in the 
catalysis rate of the oxygenase reaction supports the production of CO2 in the 
mitochondria that in turns raises the CO2 in chloroplast, which favors the carboxylase 
reaction. This mechanism of switching reactions between the carboxylase and oxygenase 
can support oscillations.  
 
Efforts were also made towards fixing the period and range of the regular oscillations 
produced (at parameter set 2, non-physiological), which were partially successful. The 
range of regular oscillations (10 ppm, fig 18 a) produced in our simulations is not 
dissimilar to the experimental range of 4 ppm8 although the absolute concentrations are 
too high. Moreover, the period is a lot larger (50 s / oscillation) compared to experiment 
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(few seconds / oscillation).  Finally, we were able to generate regular oscillations in our 
simulations at the parameter set 3 (reasonably physiological compared to other two 
parameter sets). But the period is way larger (about 100 s) and the range is quite high (fig 
19), which is biologically not realistic. 
 
Bifurcation analyses with respect to some of the parameters have been performed (figs 
21-25), which show how changes in the parameter value influence the dynamics of the 
model. Among other things, these analyses reveal how much change in a parameter value 
can take place while maintaining the oscillation phenomenon. The bifurcation analyses 
made in this thesis did not uncover a parameter regime where I could fulfill all aspects of 
the experimental oscillations8 or where all the parameters were in the physiological 
range, for that matter. 
 
Our results are compatible with the modeling study of Dubinsky and Ivlev17 where they 
also found regular oscillations. They found oscillation amplitudes of 2-6 ppm and a 
period of 1 s / oscillation, which is more compatible with experimental findings. But their 
model is over-simplified in terms of biochemical detail (reviewed in section 1.6). 
Furthermore, irregular oscillations were not observed in their model. On the other hand, a 
reasonably realistic model is built in my thesis where diffusion and partition coefficients 
of gases among compartments have been taken account. Unfortunately we could not find 
some of the characteristic behaviors (irregular oscillations of correct period and with 
realistic CO2 concentrations) in the physiological range. These results suggest that the 
experimentally observed oscillations are not due to recycling of photorespiratory CO2. 
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It might be possible that some pieces of important biochemistry are missing in our 
version of the model. So, the addition of biochemical details of the conversion chemistry 
of P-glycolate to CO2 to this model might be one future direction for this project. As 
already mentioned, the conversion of P-glycolate to CO2 and serine takes place in the 
chloroplast, peroxisome and mitochondria compartments of a leaf.  This process is quite 
complex but worthwhile to combine with this model in an effort to fix the period and to 
bring the value of some of the parameters into a realistic range.    
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