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Introduction
Many heat transfer applications can be modeled by the heat equation with a fixed boundary. However, there are numerous other problems for which the domain or the boundary varies with time and such problems are known as free boundary or Stefan problems [1] . For instance, when a conductor melts and the liquid is drained away as it appears, the heat conduction problem within the remaining solid involves the heat equation in a domain that is physically changing with time. In particular, the one-phase Stefan problem can be regarded as an inverse problem.
In [2] , the author investigated the heat equation with an unknown heat source in a domain with a known moving boundary. In [3, 4] , the authors investigated the numerical solution of inverse Stefan problems using the method of fundamental solutions. In [5] , an inverse moving boundary problem is solved using the least-squares method. In our work we consider the timedependent nonlinear inverse one-dimensional and one-phase Stefan problem which consists in the simultaneous determination of the time-dependent thermal diffusivity and free boundary. This paper is organized as follows: In the next section, we give the formulation of the inverse problem under investigation. The numerical methods for solving the direct and inverse problems are described in Sections 3 and 4, respectively. Furthermore, the numerical results and discussion are given in Section 5 and finally, conclusions are presented in Section 6.
Mathematical formulation
Consider the one-dimensional time-dependent heat equation ∂u ∂t (x, t) = a(t) ∂ 2 u ∂x 2 (x, t) + f (x, t), (x, t) ∈ Ω (1) in the domain Ω = {(x, t) : 0 < x < h(t), 0 < t < T < ∞} with unknown free smooth boundary x = h(t) > 0 and time-dependent thermal diffusivity a(t) > 0. The initial condition is
where h 0 > 0 is given, and the boundary and over-determination conditions are
−a(t)u x (0, t) = µ 3 (t),
Note that µ 1 and µ 3 represent Cauchy data at the boundary end x = 0, whilst µ 4 represent the specification of the energy of the heat conducting system, [6] . First we perform the change of variable y = x/h(t) to reduce the problem (1)-(4) to the following inverse problem for the unknowns a(t), h(t) and v(y, t) := u(yh(t), t):
in the fixed domain Q = {(y, t) : 0 < y < 1, 0 < t < T } with unknown time-dependent coefficients a(t) and h(t). The initial condition is
and the boundary and over-determination conditions are
This model has been considered in [7] . The triplet (h(t), a(t), v(y, t)) is called a solution to the inverse problem (5)- (8) if it belongs to the class
, and satisfies the equations (5)- (8) . For the input data we make the following regularity and compatibility assumptions:
, where
, and
The following existence and uniqueness of solution theorems are proved in [7] .
Theorem 1. (Local existence)
If the conditions (A) and (B) are satisfied, then there exists t 0 ∈ [0, T ], (defined by the input data) such that a solution of problem (5)- (8) exists locally for (y, t)
Theorem 2. (Uniqueness)
Suppose that the following conditions are satisfied:
Then a solution to problem (5)- (8) is unique.
Solution of Direct Problem
In this section, we consider the direct initial boundary value problem (5)- (7), where a(t), h(t), f (x, t), ϕ(x), and µ i (t), i = 1, 2, are known and the solution u(x, t) is to be determined additionally with µ i (t), i = 3, 4. To achieve this, we use the Crank-Nicolson finite-difference scheme [8] , which is unconditionally stable and second-order accurate in space and time.
The discrete form of our problem is as follows. We divide the domain Q = (0, 1) × (0, T ) into M and N subintervals of equal step length ∆y and ∆t, where ∆y = 1/M and ∆t = T /N , respectively. So, the solution at the node (i, j) is v i,j := v(y i , t j ), where y i = i∆y, t j = j∆t, and a(t j ) = a j , h(t j ) = h j and f (y i , t j ) = f i,j for i = 0, M , j = 0, N . Based on the Crank-Nicolson method, equation (5) can be approximated as:
The initial and boundary conditions (6) and (7) can also be collocated as:
At each time step t j , for j = 0, (N − 1), using the Dirichlet boundary conditions (11), the above difference equation (9) can be reformulated as a (M − 1) × (M − 1) system of linear equations of the form,
where
As an example, consider the problem (5)- (7) with T = ℓ = 1 and
The exact solution of the direct problem (5)- (7) is given by v(y, t) = (1 + y + 2yt) 2 + 8t, and the desired outputs are µ 3 (t) = −2(1+t) and µ 4 (t) =
+8t(1+2t). The numerical and exact solutions for v(y, t) are shown in Figure 1 and very good agreement is obtained. Tables 1 and 2 give the numerical heat flux at y = 0 and the numerical integral in comparison with the exact values, i.e. µ 3 and µ 4 . These have been calculated using the following O(h 2 ) finite-difference approximations for derivative and trapezoidal rule for integration:
From these tables it can be seen that the numerical results are in very good agreement with the exact ones and that a rapid monotonic decreasing convergence is achieved. 
Numerical Approach for the Inverse Problem
In the inverse problem, we assume that the thermal diffusivity a(t) and free boundary h(t) are unknown. Usually, the nonlinear inverse problem (5)- (8) can be formulated as a nonlinear least-squares minimization. The regularized objective function which is minimized is given by
where β ≥ 0 is a regularization parameter and the norm is usually the L 2 [0, T ]-norm. The discretization of (15) is
The unregularized case β = 0 yields the ordinary nonlinear least-squares method which is usually unstable. The minimization of F subject to the physical constraints a > 0 and h > 0 is accomplished using the MATLAB toolbox routine lsqnonlin, which does not require supplying (by the user) the gradient of the objective function, [9] . The routine lsqnonlin attempts to find a minimum of a scalar function of several variables, starting from an initial guess, subject to constraints and this generally is referred to as a constrained nonlinear optimization. We take bounds for the positive quantities a(t) and h(t) say, we seek them in the interval (10 −10 ,10 3 ). We also take the parameters of the routine as follows:
• Number of variables M = N = 40.
• Maximum number of iterations = 10 2 × (number of variables).
• Maximum number of objective function evaluations = 10 3 × (number of variables).
• x Tolerance (xTol) = 10 −10 .
• Function Tolerance (FunTol) = 10 −10 .
• Nonlinear constraint tolerance = 10 −6 .
We take the initial guess as a (0) = h (0) = 1. It is worth mentioning that at the first time step, i.e. j = 0, the derivative v y (0, 0) is obtained from (10) and (13), as
where ϕ i = ϕ(h 0 y i ) for i = 0, M . In addition, when we solve the inverse problem we approximate
We also express h ′ (0) as
which can easily be derived from equation (3) using the chain rule technique. In (19), a(0) is unknown.
If there is noise in the measured data (8), we replace µ 3 (t j ) and µ 4 (t j ) in (16) by µ ϵ1 3 (t j ) and
where ϵ1 j and ϵ2 j are random variables generated from a Gaussian normal distribution with mean zero and standard deviations σ 1 and σ 2 , respectively, given by
where p represents the percentage of noise. We use the MATLAB function normrnd to generate the random variables ϵ1 and ϵ2 as follows:
Numerical Results and Discussion
The numerical results are illustrated for two different examples according to the linear or nonlinear variation of estimated coefficients. In addition, we add noise, as in (20), to the measured input data (8) . To compute the thermal diffusivity a(t) and the free boundary h(t) we use the lsqnonlin routine from MATLAB optimization toolbox with the Trust-Region-Reflective algorithm, [9] , to find the minimizer of the nonlinear Tikhonov regularization functional (16). We have also calculated the root mean square error (rmse) to analyse the error between the exact and estimated solution, defined as,
For simplicity, we take T = 1.
Example 1
Consider the problem (1)- (4) with unknown coefficients a(t) and h(t), and solve this inverse problem with the following input data:
One can remark that the conditions of Theorem 2 are satisfied hence, the uniqueness of solution holds. With this data the analytical solution is given by
Then
is the analytical solution of the problem (5)- (8).
Consider first the case where there is no noise in the input data (8) . The objective function (16), as a function of the number of iterations, is represented in Figure 2 . From this figure it can be seen that the convergence is rapidly achieved in a few iterations. The objective function (16) decreases rapidly and takes a stationary value of O(10 −8 ) in about 7 iterations. The numerical results for the corresponding unknowns a(t) and h(t) are presented in Figure 3 . From this figure it can be seen that the retrieved thermal diffusivity a(t) and free surface h(t) are in very good agreement with the exact values from (26).
Next, we add p = 2% noise to the measured data µ 3 and µ 4 , as in equation (20). The regularized objective function (16) is plotted, as a function of the number of iterations, in Figure  4 and convergence is again rapidly achieved. Figure 5 presents the graphs of the recovered functions, whilst the rmse values are given in Table 3 . From this figure and table it can be seen that there is not much difference between the numerical solution obtained with β = 0 or β = 10 −3 , but there is some slight improvement in accuracy obtained for β = 10 −1 .
The recovered temperatures for β ∈ {0, 10 −3 , 10 −1 } are shown in Figure 6 . From this figure it can be seen that the temperature component of the solution is stable and is not significantly affected by the inclusion of noise in the input data. 
Example 2
In this example we consider the inverse problem (5)- (8) with the following input data:
One can remark that the conditions of Theorem 2 are satisfied hence, the uniqueness of solution holds. The solution to this inverse problem is given by
is the analytical solution of the problem (5)- (8) . In this example the moving boundary is given by a nonlinear function. Initially, we consider the case of noise free in the input data (8) . The objective function (16), as a function of the number of iterations, is presented in Figure 2 . From this figure it can be seen that the convergence is rapidly achieved in a few iterations. The objective function (16) decreases dramatically and takes a stationary value of O(10 −7 ) in about 7 iterations, the same as in Example 1. The numerical results for the corresponding coefficients a(t) and h(t) are presented in Figure 7 . From this figure it can be seen that the identified coefficients are in very good agreement with the exact values from (28).
Next, we add p = 2% noise to the measured data µ 3 and µ 4 , as in equation (20). The regularized objective function (16) is plotted, as a function of the number of iterations, in Figure 8 and convergence is again rapidly achieved. Figures 9 and 10 show the numerical solution (a(t), h(t), u(x, t)) and the rmse values are given in Table 3 . As in Example 1, one can observe that the inverse problem is rather stable with respect to noise included in the input data. 
Conclusion
The inverse nonlinear problem which requires simultaneously determining the time-dependent thermal diffusivity and free boundary in the parabolic heat equation has been investigated.
