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Introduction
The experimental achievement of reaching very low temperatures, in the range of the
microkelvin and below, and the observation of Bose-Einstein condensation in ultracold
diluted atomic gases [1, 2], has open new horizons in atomic physics, in particular in
phenomena related to coherent matter waves. Among others, these include the detection
of interference between two overlapping condensates [3] and Bloch waves in a coherent
array [4], the observation of long range phase coherence [5] and of quantized vortices [6].
Furthermore, diluite ultracold gases provide a concrete realization of many-body
models; the literature on the argument is vast: theoretical and experimental reviews
[7, 8, 9], and monographic textbooks [10, 11] provide an introduction to the basic con-
cepts and a rich source for bibliographical indications.
The common theoretical explanation of these effects is given in terms of amacroscopic
coherent wavefunction whose square modulus yields the density of the atomic cloud.
For weakly interacting gases a complete and quantitative description of both static and
time-dependent phenomena has been given in terms of the Gross-Pitaevskii equation
[12, 13, 14, 15], which amounts to a nonlinear Schrödinger equation for the macroscopic
wavefunction.
In the last years, two further developments have made these systems among the most
popular for atomic physics experiments: the tunability of the interactions between atoms
via the mechanism of Feshbach resonances [16], and the application of optical trapping,
which allows to generate strong periodic potentials and the formation of optical lattices
(see [17, 18]).
These developments, in particular, have provided a test ground for systems with dif-
ferent dimensionality and for strongly interacting atomic gases. The behavior of atomic
systems in these regimes resembles the one of strongly correlated systems, and in fact
they cannot be described in terms of mean field models. In this direction stands the pro-
posal of using ultracold atoms in optical lattices in order to realize a Bose-Hubbardmodel
[19] and to observe the quantum phase transition between an insulating and a superfluid
phase, described by this model. Confirmation of the validity of this approach has been
given by the experimental observation of the quantum phase transition in laboratory [20].
System of ultracold atoms in optical lattice have also been proposed as a tool in order to
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implement quantum algorithms in the context of quantum information, communication,
computation and cryptography (see [21] and references therein).
Usually, in the theoretical description this kind of systems are considered to be iso-
latedwith respect to their environment; the atomic cloud in the external potential is there-
fore treated as a closed system and the resulting dynamics is unitary and reversible in
time. However, this is only an ideal case; in general, the atoms are in interaction with
an external environment, which could be for instance a non-condensate fraction of the
atomic cloud which acts as a thermal bath or with an external thermal bath or a clas-
sical stochastic noise due to the confinement laser; therefore, they should properly be
described as an open system. The aim of this thesis is the study of the dissipative dy-
namics which describes the evolution of the atoms in presence of the environment and
the discussion of its possible effects on the system. This analysis has a further valence,
thanks to the high level of accuracy in manipulating both cold atoms and optical poten-
tials, these systems can be of great advantage to understand some typical feature of open
quantum systems themselves.
The evolution of a system in the presence of a surrounding environment is in gen-
eral complicated, depending crucially on the coupling with the environmental degrees of
freedom; nevertheless, under suitable hypothesis, a reduced dynamics can be extracted,
describing the evolution of the system in terms of its own degrees of freedom [22, 23, 24].
Such reduced dynamics is in general affected by nonlinearities and memory effects; nev-
ertheless, in many physical instances the interaction with the environment can be consid-
ered weak and these effects can be eliminated by means of a markovian approximation
[25, 26, 27]. This yields a memoryless master equation which describes the dissipative,
irreversible evolution of the system density matrix and generates a quantum dynamical
semigroup [28].
Besides inducing noise and dissipation, the dissipative dynamics presents also other
effects: for instance, it canmediate an effective interaction between systemswhich are not
interacting by themselves but are immersed in the same environment [24]. The character
of the induced coupling depends essentially on the details of the dissipative interaction;
in principle, under suitable assumptions, it can even lead to the creation of quantum
correlations, namely it can entangle two otherwise noninteracting systems [29, 30].
In the case of cold atoms in periodic optical potentials, the presence of the environ-
ment can effectively couple atoms in different sites of the potential, leading to an induced
dissipative current across the lattice even if the system is in an insulating phase [31]. This
fact can be formally described by looking at the current operator; in the insulating phase
the depth of the barriers among the sites is very high and the atoms tend to be localized
near the minima; in the ground state the mean value of the current operator vanishes.
This is not anymore the case when the system is put in interaction with its environment;
as soon as the coupling with the environment is switched on, the mean value of the
Introduction 7
current operators becomes nonzero: a dissipative induced current starts flowing across
the lattice, its magnitude being proportional to the parameters of the dissipative master
equation describing the time-evolution.
The detection of this current within the trap is usually problematic; nevertheless, the
effects of its presence can be revealed by studying the atomic density profile after a free
ballistic expansion of the atoms. This is a standard technique in order to retrieve infor-
mation about coherence effects in this kind of systems: the trapping potential is switched
off and the atoms are let free to expand and interfere with each other in absence of in-
teractions. After a certain time of flight, sufficiently long to allow that the wavefunctions
of atoms in different sites spread, overlap and interfere, the atomic cloud is shined by a
probe laser beam and the corresponding absorption image is registered on a ccd array
[3]. The presence of coherence within the trap is reflected in the density profile after free
expansion in the form of an interference pattern.
Mathematically, the mean value of the density operator, taken on the ballistically
evolved state, contains oscillating contributions in correspondence of the coherence of
the initial trapped state. These oscillating contributions vanish if the system at the mo-
ment of release, is in the insulating phase, described by a state in which the atoms are
well localized around the minima of the potential. If the system instead is coupled to its
environment while in the trap, and the potential is switched off after letting the dissipa-
tive dynamics act for some times, then interference fringes appear in the mean value of
the density operator after the free expansion [32]. The amplitude of these interference
fringes is proportional to the parameters of the dissipative interaction in the same way as
the magnitude of the dissipative induced current within the trap; in other words, a non
vanishing current mean value implies the presence of induced interference fringes in the
mean value of the density operator after the free expansion.
The measurement of the density profile requires some comments. If the initial state
in the trap is a coherent state, one expects to find interference fringes in the absorption
image, as indeed happens in the experiments so far performed; conversely, if the initial
state in the trap is an incoherent one, like for instance the ground state of the insulating
phase, formed by a bunch of bosons within each site, without a definite phase difference
between each other, one expects to find no interference fringes. Nevertheless, even in this
case, the experiment shows interference fringes [3, 33]; if the experiment is repeated in the
same conditions, the same pattern emerges in each run, althoughwith a different absolute
position (offset). Thus, if one superimposes a set of absorption images, the interferences
fringes average out and disappear.
This surprising fact has been the object of several investigations, in particular in the
case of a double-well system [34, 35, 36, 37]; the standard interpretation is that the mea-
surement process forces a state with definite phase between the two wells to emerge; a
formal description of the averaging procedure [38] can be given according to the theory
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of quantum measure, by means of a Positive Operator Valued Measure (POVM) [39, 40],
constructed in terms of projectors onto suitable coherent states. The resulting averaged
profile reproduces very well the standard mean value of the density operator when the
total number of particle is sufficiently large.
The plan of the thesis is as follows, the first two chapters are devoted to a general in-
troduction to open quantum systems and to optically trapped ultracold atoms: in Chap-
ter 1 the mathematical tools of standard open quantum system theory are given and
the derivation of a memoryless master equation describing the dissipative evolution is
briefly reviewed; two different implementations of the markovian approximation, the
weak and the singular coupling limit, are considered. This derivations are mathemat-
ically and physically consistent; an explicit example of possible inconsistencies coming
from a non-rigorous derivation, although used in phenomenological applications, is pre-
sented. In Chapter 2 the fundamental properties of optically trapped ultracold atoms are
reviewed, with particular attention to the description in terms of a Bose-Hubbard model.
The remaining chapters, which containmost of the original contributions of the thesis,
are devoted to the study of the effects of the presence of the environment. In Chapter
3 the generation of the induced current due to the interaction with the environment is
discussed, analyzing the behavior of the current operator both in the weak and singular
coupling limit. Some visible effects of such an induced current are then presented in
Chapter 4, where the expected density profile of the atomic cloud after a free ballistic
expansion is considered, showing that the presence of current within the trap is related
to the appearance of interference fringes in this density profile. The formal description of
the latter measuring technique, in the framework of the quantum measurement theory,
is discussed in Chapter 5. Some technical computation are collected in the Appendices.
Chapter 1
Open quantum systems
The standard formulation of quantum mechanics deals with closed systems, whose
evolution is described by the linear Schrödinger equation with respect to the hamiltonian
operator. The resulting dynamics is described by a set of unitary operators supporting
a group structure which embodies the reversible character of the time evolution. This is
however an ideal situation; in general the system is not isolated, but in contact with its
environment, with which it can exchange energy or entropy.
In order to describe this situation, the environment is described as a larger system
with an infinite number of degrees of freedom. The analytic description of the dynamical
evolution of the system plus environment can be extremely hard and often even impossi-
ble to achieve; besides, the dynamics of the environment is interesting only for its effects
on the system; the main interest thus lies in the dynamics of the system alone, which is
however deeply connected to the global dynamics of the total system.
One of the aim of the theory of open quantum systems [23, 41, 42, 24] is to carry
out a description of the dynamics of the system alone, when it is weakly coupled to the
environment. The total system is closed and its dynamics is in principle well known;
once traced out the environmental degrees of freedom, from this dynamics the evolution
of the system alone can be extracted. In general the resulting dynamics is scarcely use-
ful, because of the entanglement between system and environment due to their common
evolution; only in some special cases it is possible to derive a reduced dynamics which
describes the system evolution in terms of its own degrees of freedom.
The extraction of a reduced dynamics is feasible and meaningful only if the coupling
between the system and the environment is weak, in this situation it is possible to obtain a
reduced dynamics in form of amaster equationwhich, under certain hypothesis, leads to a
set of evolution operators forming a dynamical semigroup [28, 43]. The semigroup structure
differs from the group structure, characteristic of the unitary reversible dynamics, mainly
for the absence of the inverse element within the group, embodying the irreversibility of
the reduced dynamics.
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The main point in this program, known as Markovian approximation [25], is that the
presence of the environment affects the system on a timescale which is very rapid with
respect of the system characteristic times; on the system low timescale, the effects of
the interaction with the environment are smeared out so that the environment acts as
a source of noise and dissipation which cause the reduced dynamics of the system to
be non-unitary and irreversible; the paradigmatic behavior of this noisy evolution is the
transformation of pure states into mixtures, described by density matrices.
In the following we will present a short description of the Markov approximation in
the weak coupling limit, referring to [27, 44, 45] for a more rigorous explanation.
1.1 Mathematical tools
A generic quantum system is described by Hilbert space H of vectors ∣∣ψ〉, equipped
with a scalar product
〈
ψ
∣∣ψ′〉 : H ⊗H → C. The system observables are hermitian oper-
ators A = A† on H that usually belong to an algebra A[H] of linear operators; hermitian
operators are said to be positive, A ≥ 0, if they have positive mean value on each vector
ofH, 〈
ψ
∣∣A∣∣ψ〉 ≥ 0 , ∣∣ψ〉 ∈ H ; (1.1)
as a consequence the spectrum of A contains only real and positive eigenvalues.
On the algebra A[H] a trace operation is defined:
Tr[·] : A[H]→ R , Tr[A] =
∑
i∈I
〈
ψi
∣∣A∣∣ψi〉
where {∣∣ψi〉 , i ∈ I} is any orthonormal basis in the space H; the trace operation is linear,
ciclically invariant, Tr[AB] = Tr[BA], and does not depend on the choice of the basis.
The pure states of the system are described by projectors
∣∣ψ〉〈ψ∣∣ ≡ Pψ ∈ A[H], with
P †ψ = Pψ and P
2
ψ = Pψ; the most general state is a statistical mixture of pure states,
resulting in a convex combination of projectors defining a density operator
ρ =
∑
j
λjPj , λj ≥ 0 ,
∑
j
λj = 1 .
Density operators are positive hermitian operators inA[H]with unitary trace,Tr[ρ] = 1
and form a convex set defined as the space of states S.
All the statistical properties relative to the state of the system can be extracted from
the density operator, in particular the mean value of a generic observable A in the state
described by ρ is
〈A〉ρ = Tr[ρA] .
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Remark 1.1 if the Hilbert space is finite-dimensional, H = Cn, with n = dimH, then the
algebraA[H] is isomorphic to the algebra of n×n complex matricesMn(C). The space of
states is the closed convex span of the pure states and is contained inMn(C).
The standard time evolution of states of closed quantum systems follows from the
Schrödinger equation and is ruled by the Liouville-Von Neumann equation with respect
to an hamiltonian operator H ∈ A[H],
∂tρt = −i~ [H, ρt] ≡ LH [ρt] ; (1.2)
where we have introduced the superoperator LH [·] acting on the space S. For the initial
condition ρt=0 = ρ, the formal solution of (1.2) is
ρt = UtρU
†
t , Ut = e
−i/~Ht = U †−t , (1.3)
which accounts the reversibility of the evolution; indeed U−tUt = UtU−t = 1.
The dynamics is in this case described by a one-parameter group of operators {etLH [·] , t},
generated by formal exponentiation of the generator LH ,
ρt = etLH [ρ] =
∞∑
k=0
tk
k!
LkH [ρ] . (1.4)
The action of the evolution operators preserves the hermiticity, the positivity and the
trace of any density operator ρ ∈ S, as is required by physical consistence.
1.2 Irreversible dynamics and generalized master equation
The dynamical evolution sketched in the previous section is proper of an isolated sys-
tem; in general quantum systems interact with their environment with very large number
of degrees of freedom. In this situation one tries to obtain an evolution equation which
describes the reduced dynamics of the system, i.e. the evolution of the system alone, once
the environment degrees of freedom are traced out.
The total system, system S plus environment E, is indeed a closed system, with
Hilbert space HSE = HS ⊗ HE , the tensor product of the Hilbert spaces of the system
and environment; its evolution is determined by equation (1.2), with a hamiltonian oper-
ator belonging to the algebra A[HSE ], which could be written as
HSE = HS ⊗ 1E + 1S ⊗HE + λHint . (1.5)
The symbol 1 represents the identity operator in the proper algebra; the three pieces
of the above hamiltonian refer respectively to the free motion of the system and of the
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environment and to their interaction, with coupling constant λ. Correspondingly the
generator of the total system dynamics can be decomposed as
LSE = LS ⊗ 1E + 1S ⊗ LE + λLint , (1.6)
so that Liouville equation is
∂tρSE(t) = LSE [ρSE(t)] . (1.7)
The reduced dynamics of the system is then formally defined by tracing out the envi-
ronmental degrees of freedom from the solution of (1.7),
ρS(t) ≡ TrE [ρSE(t)] = TrE
[
etLSE [ρSE(0)]
]
. (1.8)
Typically, the environment is a heat bath in equilibrium at a certain temperature and
the system of interest a finite level system, one of the most investigated models being the
so-called spin-bose model, where the environment is a Bose heat bath and the system a
two-level system. Therefore the environment is supposed to be in a reference equilib-
rium state ρE , that is LE [ρE ] = 0, only slightly modified by the presence of the system.
Moreover, it is reasonable to assume the initial system as an uncorrelated product of the
state of the system and environment respectively, ρSE(0) = ρS(0)⊗ρE ; this is for instance
the case when the system comes in contact with the environment at time t = 0, and only
then they start their common evolution. This choice allows to avoid nonlinearities in the
evolution equation, that could be due to initial correlations between S and E.
Given the assumptions, one introduces a projector P , acting on the space of states of
the total system SSE , which extracts the state of the system S and is defined by
P [ρSE ] = TrE [ρSE ]⊗ ρE , P ◦ P = P ; (1.9)
correspondently the orthogonal projector Q is defined by P +Q = 1SE
P [ρS ⊗ ρE ] = ρS ⊗ ρE , Q[ρS ⊗ ρE ] = 0 . (1.10)
By using the two projectors P andQ it is possible to derive a formal expression for the
reduced dynamics, as pointed out by Nakajima and Zwanzig [46, 47] (see Appendix A.1
for more details). The explicit form of the interaction term in (1.5) is chosen to be
Hint =
∑
α
Vα ⊗Bα , α = 1, 2, . . . (1.11)
for certain sets of hermitian operators pertaining to the system, Vα and bath, Bα, respec-
tively. Moreover, the bath operators can be chosen to satisfy Tr[ρEBα] = 0, for each α;
this is actually not a restriction, for non-zero mean values can always be reabsorbed into
only a Lamb shift of the energy levels of the system free hamiltonian HS .
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The final result is a generalized master equation in the form
∂tρS(t) = LS [ρS(t)] + λ2
∫ t
0
dsTrE
[
Lint ◦ e(t−s)L
QQ
SE ◦ Lint[ρS(s)⊗ ρE ]
]
, (1.12)
where LQQSE = Q ◦ LSE ◦Q is a compact notation.
1.2.1 Weak coupling limit and Markov approximation
The master equation (1.12), obtained by standard projection techniques, describes the
exact time evolution of the system density matrix for an interaction of the form (1.11)
and an initially factorized state of the form ρS ⊗ ρE . Nevertheless, it remains an integral-
differential equation, whose solution at time t depends not only on the initial condition
at t = 0, but also on the state of the system at any time s ∈ [0, t]; this is evident in the
integral term, which contains the memory kernel operator
K(t− s)[·] = TrE
[
λLint ◦ e(t−s)L
QQ
SE ◦ λLint[·]
]
. (1.13)
The exact solution of (1.12) requires the solution of the total system dynamics and is
therefore practically unmanageable for practical calculations, apart for special cases [24].
An approximate solution can be obtained when the strength of the coupling between
the system and the environment is small. In this case the dynamical effects due to the
interaction with the environment take place on a slow timescale on whichmemory effects
are short-living and can be eliminated by means of a proper average procedure, yielding
a memoryless master equation. This approximation is known as Markov approximation
and describes the effective evolution of the system on a timescale much longer than the
typical correlation times of the memory effects.
Remark 1.2 The physical consistence of the Markov approximation requires a neat sep-
aration between the characteristic time of the system, τS , and the one of the memory
effects, corresponding to the characteristic time of the environment, τE . Concretely, it
must hold that τS  τE , which is satisfied either for finite τE and very long τS or for
finite τS and very short τE .
The weakness of the interaction between system and environment is written in terms
of the coupling constant λ  1; as a first consequence, the kernel operator K can be
expanded in a power series in λ. By considering the lowest order, which according to
(1.13) is λ2, one obtains
K(t− s)[·] ≈ K0(t− s)[·] = λ2TrE
[
Lint ◦ e(t−s)(LS+LE) ◦ Lint[·]
]
. (1.14)
Formal integration of (1.12) gives then
ρS(t) = etLS [ρS(0)] + λ2
∫ t
0
du
∫ u
0
ds e(t−u)LSK0(u− s)[ρS(s)⊗ ρE ] (1.15)
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which shows indeed that the effects due to the environment are of order λ2 and can thus
be observed over characteristic times of order λ−2.
If the time is then rescaled as t 7→ λ−2τ , on the new timescale τ = λ2t, by exchanging
the order of the integrations and then introducing the new variable w = u − s, (1.15)
reduces to
ρS(
τ
λ2
) = e
τ
λ2
LS [ρS(0)]+λ2
∫ τ
λ2
0
ds e
“
τ
λ2
−s
”
LS
∫ τ
λ2
−s
0
dw e−wLSK0(w)[ρS(s)⊗ρE ] . (1.16)
A first instance of Markovian approximation consists in taking the limit λ → 0, as a
consequence the upper limit of the integral in dw goes to infinity and the memory effects
disappear and the kernel operator (1.14) becomes
K[ρS ] =
∫ ∞
0
dw e−w LSK0(w)[ρS ⊗ ρE ] ; (1.17)
the operatorK acts now on the space of states SS and does not depend on past times.
Remark 1.3 This application of the weak coupling limit is very rough. It makes the dy-
namics memoryless, yielding a so called Redfield-Bloch master equation [48], which in
general does not preserve the positivity of the state ρS . The resulting dynamics is there-
fore affected by physical inconsistencies; an example of such inconsistencies is given in
Section 1.4. In order to retrieve instead a fully consistent dynamics some attention is
required, as described in the following.
The limit λ → 0 is very subtle and should be carefully performed in order to avoid
inconsistencies [49]. Given the form (1.11) of the interaction hamiltonian, the explicit
form of the operatorK[·] can be written introducing the operators
Vα(t) = e−tLS [Vα] , Bα(t) = e−tLEbα , (1.18)
and the environment two-point correlation functions,
Gαβ(t) = Tr[ρE Bα(t)Bβ] = Tr[ρE BαBβ(−t)] ; (1.19)
where the assumption LE [ρE ] = 0 has been used.
The kernel operatorK in (1.17) can thus be written as
K[ρS ] = −
∫ ∞
0
dsTrE
(
e−sLS
[
Hint, es(LS+LE) [Hint, ρS ⊗ ρE ]
])
(1.20)
= −
∑
α,β
∫ ∞
0
ds
(
Gαβ(s) [Vα(s), VβρS ] +Gβα(−s) [ρSVβ, Vα(s)]
)
. (1.21)
Sufficient conditions for the consistency of the limit λ→ 0 are the following ones [44]:
i)
∑
α‖Vα‖ <∞, for a suitable norm in the space of the operators;
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ii)
∫∞
0 dt |Gαβ(t)|(1 + t) < awith a independent of α, β,  small;
iii) truncated correlation functions of the environment of order greater than two van-
ishes.
These conditions are well satisfied, for instance, if the environment is represented by a
thermal bath in equilibrium at temperature T , described by a Gibbs state ρE = e−HE/T .
An explicit calculation turns equation (1.16) into
e−
τ
λ2
LSρS(
τ
λ2
) = ρS(0) +
∫ τ
0
du
(
e−
u
λ2
LS ◦K ◦ e uλ2 LS
)
◦ e− uλ2 LS [ρS( u
λ2
)] (1.22)
It is useful at this point to work in the interaction picture, whereby one introduces the
states of S evolved in time according to the free hamiltonian HS :
ρ′S(t) = e
−tLSρS(t) .
In this picture the free motion of the system drops out and the attention is focused on the
contributions due to the environment,
ρ′S(
τ
λ2
) = ρ′S(0) +
∫ τ
0
du e−
u
λ2
LS ◦K ◦ e uλ2 LS [ρ′S(
u
λ2
)] . (1.23)
It is in the interaction picture that the real nature of the Markovian approximation
emerges: in fact, in the limit λ→ 0 the operator e− uλ2 LS ◦K◦e uλ2 LS in the integral gives rise
to fast oscillations and therefore gives vanishing contribution to the integral apart from
some special values, a procedure known as rotating wave approximation; more formally
Davies demonstrated, in the case of a discrete spectrum of the system hamiltonian HS ,
that the oscillating operator should be substituted by the following ergodic average [25, 45]
D = lim
T→+∞
1
2T
∫ T
−T
ds e−sLS ◦K ◦ esLS . (1.24)
In the case of a continuous spectrum of HS the ergodic average is a very delicate object;
since in the following we will deal with Hamiltonian with discrete spectrum, we will not
discuss the continuum case, for a further discussion we refer to [50].
After the ergodic average, whose plausibility has been put into evidence in the inter-
action picture, it is convenient to switch back to the standard Schrödinger picture: notice
that, after the limit λ → 0, the operators D and LS commute, therefore, returning to the
time t, after the limit one obtains
ρS(t) = etLS [ρS(0)] + λ2
∫ t
0
ds e(t−s)LS ◦ D[ρS(s)] , (1.25)
which is the formal solution of the markovian (i.e. memoryless) master equation
∂tρS(t) = LS [ρS(t)] + λ2D[ρS(t)] . (1.26)
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The operatorD is linear, hermiticity preserving and fulfills the propertyTr
[
D[ρS ]
]
= 0.
This means that the solution of the master equation (1.35) is a one-parameter (continu-
ous) family of maps γt[·] = et(LHS+λ2D)[·]which preserves the hermiticity and the trace of
each density operator ρ ∈ SS .
This family of maps constitutes a so called quantum dynamical semigroup [28], with a
composition law
γt ◦ γs = γt+s , t, s ≥ 0 ,
valid only for positive times, stating then the irreversible character of the dissipative
evolution.
The rigorous mathematical meaning is that the exact evolution map, namely Γt[·] and
the one resulting from (1.35), γt[·], are close to each other on the slower timescale, that is
on times of the order t/λ2, with λ 1. Formally, for each ρS in the space of states [27]
lim
λ→0
sup
0≤λ2t≤τ
∥∥Γt[ρS ]− γt[ρS ]∥∥ = 0 , (1.27)
τ varying in a compact interval.
1.2.2 Positivity and complete positivity
According to the statistical interpretation of quantum mechanics, the eigenvalues of
the density matrix correspond to a probability distribution which defines the statistical
properties of the system; for physical consistence they should therefore be positive at any
instant. As a consequence, in order to guarantee the physical character of the dynamical
semigroup, a fundamental property of the maps γt is the preservation of the positivity of
the density operator at any positive instant,
γt ≥ 0 ⇔ ρ ≥ 0⇒ γt[ρ] ≥ 0 , t ≥ 0 .
This condition, called positivity preservation or simply positivity1, is however not suffi-
cient: suppose that the system S is in contact at time t = 0with another quantum system
A, which remains unaffected by the environment. The common evolution of the two sys-
tem will then be described by an operator γt ⊗ 1A acting on the space of states of S +A.
The positivity of a map Γ is not sufficient to ensure the positivity preservation of the
extendedmap Γ⊗1. Themost popular counterexample is the transposition on a two-level
system, which is a linear positivity-preserving map, while its extension, with A another
two-level system, is not.
1Notice that this property is different from the positivity of operators (1.1); while an operator is said to be
positive when it is positive its mean value with respect to any state, a map is said to be positive (or positivity
preserving) when it sends positive operators into positive operators.
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A stronger condition is then needed in order to ensure the positivity of the extended
map for each possible coupling to another quantum system (ancilla), called complete posi-
tivity [22, 24].
A linear map is said to be completely positive if and only if its tensor product with
the identity operator of a generic space of states is positive on the corresponding tensor
product space, for a generic ancillary system, labelled by A.
This condition is quite hard to verify in this form; the following results are then ex-
tremely helpful [51, 52]: the first one shows that the property of complete positivity
should not be checked on all possible ancillary coupling, while the second one gives a
characterization of the form of a completely positive map.
• A linear map Λ : Mn(C) → Mn(C) is completely positive if and only if
Λ⊗ 1n :Mn(C)⊗Mn(C)→Mn(C)⊗Mn(C) is positive onMn(C)⊗Mn(C).
• A linear map Λ : Mn(C) → Mn(C) is completely positive if and only if it can be
express in the Kraus-Stinespring form:
Λ[X] =
∑
α
V†αXVα , (1.28)
where Vα ∈ A[H] are such that
∑
α V†αVα converges.
This latter is a very powerful result which characterizes completely positive maps; fur-
thermore, being complete positivity a necessary request for physical consistence, it de-
fines the mathematical form of all the maps that describe physical operations.
1.2.3 Complete positivity and quantum entanglement
The concept of complete positivity is strictly related to the one of quantum entangle-
ment and separability. In considering a composite system S, formed by two equal subsys-
tems S1 and S2, one can distinguishes in the total space of states S(S) = S(S1) ⊗ S(S2),
those states that are separable, i.e. that can be written as a convex combination of product
states
ρ =
∑
i,j
λij ρ
1
i ⊗ ρ2j , λij ≥ 0 ,
∑
i,j
λij = 1 , ρ
1,2
i,j ∈ S(S1,2) . (1.29)
All the states that cannot be written in the form (1.29) are called entangled.
Remark 1.4 Entanglement is a peculiar characteristic in quantum mechanics: while the
statistical properties of separable states can always be reproduced by some classical prob-
ability distribution, this is not true for entangled states. Usually, it is stated that separable
states carry classical correlations while entangled ones carry quantum correlations.
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The relation between complete positivity and entanglement is immediately evident,
if Λ : S(S1)→ S(S1) is a positive but not completely positive map, then by the first of the
results above Λ⊗ 1 : S(S1 + S2)→ S(S1 + S2) is not a positive map, i.e. there exist states
of the total system S that are not mapped into positive matrices by Λ ⊗ 1. Nevertheless,
from (1.29) follows immediately that separable states are automatically sent into positive
states. Therefore, as a general results, if there exists a state which is mapped into a non-
positive matrix by Λ ⊗ 1, it should be an entangled state of the composite system. The
viceversa also holds [53]:
• ρ ∈ S(S + S) is an entangled state only if there is a positive, but not completely
positive map Λ : S(S) → S(S), such that Λ ⊗ 1[ρ]  0. Such a map Λ is called an
entanglement witness for the state ρ.
The role of entanglement is of fundamental importance especially in the framework of
quantum information and computation [54], where entangled states act as fundamental
resources for quantum protocols, for instance for quantum teleportation and secure key
distribution. A practical method in order to individuate whether a state is entangled or
not is thus required; unfortunately, an universal entanglement witness does not exist and
maps which reveal the entanglement of a state can have no impact on another one.
Nevertheless, one of the most powerful witnesses for bipartite systems is represented
by the transposition: if ρ ∈ S(S1 + S2) is such that T1 ⊗ 1[ρ]  0, where T1 represents
transposition with respect to the first subsystem basis, then ρ is entangled. The viceversa
is in general not true, except in the case of S1 a two-level system and S2 either a two-level
or a three-level system.
In general, entanglement criteria (and even entanglement measures) have been found
and suggested for a lot of quantum systems, essentially based on suitable entanglement
witnesses; for a complete review about the argument see [55].
1.2.4 Explicit form of the generator of the dynamics
The explicit form of the generator D can be obtained from (1.21), by performing the
ergodic average (1.24) by means of a complete basis of eigenstates of the free hamiltonian
HS ; each eigenstate is labeled by a parameter a and is related to its own eigenvalue εa
and a projector Pa, such that the completeness relation
∑
a Pa = 1 holds.
The terms surviving the average depends on energy differences of the form ω = εa − εb;
setting
Vα(ω) =
∑
ω=εa−εb
PaVαPb = V †α(−ω) , (1.30)
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the averaged operator is [44, 27]
D[ρS ] = −
∑
ω
∑
α,β
∫ ∞
0
ds
(
eisωGαβ(s)
[
Vα(ω), V
†
β (ω)ρS
]
+e−isωGβα(−s)
[
ρSVβ(ω), V †α(ω)
])
(1.31)
From standard Fourier analysis, the following expression for the half-Fourier transform
can be derived: ∫ ∞
0
ds eiωsGαβ(s) =
1
2
hαβ(ω) + i sαβ(ω) , (1.32)
hαβ(ω) ≡
∫ +∞
−∞
ds eiωsGαβ(s) = h∗βα(ω) , (1.33)
sαβ(ω) ≡ 12piP
∫ +∞
−∞
dw
hαβ(w)
w − ω = s
∗
βα(ω) , (1.34)
where P indicates Cauchy principal value. The quantities hαβ(ω) and sαβ(ω) represent
the Fourier and Hilbert transform respectively, of the two-point correlation functions of
the environment, and provide the phenomenological parameters of the dissipative evo-
lution.
A suitable rearrangement of (1.31) shows that the action of the operator D[·] can be
split in an hamiltonian contribution and in a purely dissipative one in such a way that
∂tρS(t) = −i
[
HS + λ2H(2), ρS(t)
]
+ λ2D˜[ρS(t)], (1.35)
where
H(2) ≡
∑
ω
∑
α,β
sαβ(ω)Vα(ω)V
†
β (ω) (1.36)
is the hamiltonian correction due to the interaction with the environment, while
D˜[ρS ] ≡
∑
ω
∑
α,β
hαβ(ω)
(
V †β (ω)ρSVα(ω)−
1
2
{
Vα(ω)V
†
β (ω), ρS
})
(1.37)
is the purely dissipative part of the generator where { , } represents the anticommutator.
The complete positivity of the generator D˜[.] (and then of the dynamical semigroup)
follows from the positivity of the matrix h, in this case one can always write the gener-
ator in the Kraus-Stinespring form (1.28). The hermitian matrix h is called Kossakowski
matrix and its positivity is granted by the properties of the correlations function [28]. The
form (1.37) has been shown to be the most general form for the generator of each time-
continuous semigroup of unital (i.e. trace preserving), hermiticity-preserving linear map
and is commonly known as Kossakowski-Lindblad form [56, 57, 58].
Remark 1.5 Given the master equation (1.35), that describes the time-evolution of the
states, it is possible to consider the alternative picture in which the observables evolve in
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timewhile the states remain fixed. TheHeisenberg time-evolution for operatorsA ∈ A[H]
can be derived by duality:
Tr[γt[ρ]A] = Tr[ργ∗t [A]] .
The latter relation express the independence of the mean values from the chosen pic-
ture and gives rise to a dual semigroup {γ∗t [·], t ≥ 0}, acting on the algebra of the observ-
ables, whose generator are explicitly obtained from (1.36-1.37); the hamiltonian term has
the same expression as in (1.36), with opposite sign, while
D∗[A] ≡
∑
ω
∑
α,β
hαβ(ω)
(
Vα(ω)AV
†
β (ω)−
1
2
{Vα(ω)V †β (ω), A}
)
. (1.38)
1.2.5 Positive Operator Valued Measure
The Kossakowski-Lindblad form of (1.37) makes it a member of a general class of
linear maps EN acting on the space of all density matrices: the so-called Positive Operator
Valued Measures (POVM) [39, 40], a generalization of the more standard von Neumann
measures.
The Von Neumann measure is defined in quantummechanics by a complete set of or-
thonormal projectors on the Hilbert spaceH, for instance, in the case of finite dimensions,
a set of hermitian operators {Ea; a = 1, . . .dimH} satisfying
EaEb = δabEa ,
∑
a
Ea = 1H .
If the operators Ea are the projectors associated to the eigenstates of an observable, they
surely satisfy the latter conditions and the measurement procedure of such an observable
on a generic pure state
∣∣χ〉〈χ∣∣ gives possible outcomes a, associated to a state
a 7−→ Ea
∣∣χ〉〈χ∣∣Ea〈
χ
∣∣Ea∣∣χ〉 ≡ Pa (1.39)
with associated probabilities p(a) =
〈
χ
∣∣Ea∣∣χ〉. This means that after the measurement,
the system is left in the state (1.39), with probability p(a).
If the result of the measurement is unknown, the system is in one of the eigenstates
defined by the operators Ea, with its associated probability. The measurement process
sends thus the pure state
∣∣χ〉〈χ∣∣ into the mixed state∣∣χ〉〈χ∣∣ 7→ ρ′ =∑
a
〈
χ
∣∣Ea∣∣χ〉Pa .
Namely, the statistical properties of the system after the measurement are described by
the mixed state ρ′.
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More in general, starting from a generic densitymatrix ρ, the outcomes of themeasure
will occur with probability P (a) = Tr[ρEa] and the Von Neumann measurement scheme
corresponds to the mapping
ρ 7→ ρ˜ =
∑
a
EaρEa .
In the generalization to POVM, the orthonormal operators are substituted by a set of
hermitian non-orthogonal operators Vα, α ∈ I, satisfying the condition∑
α∈I
V †αVα = 1H .
This latter request is necessary in order to preserve the trace of the density matrix and
then to guarantee the conservation of total probability. Notice that, being the operators
Vα not orthogonal anymore, the index α is not limited by the dimension of the Hilbert
space; actually, one of the typical uses of such measure involves operators depending on
a continuous parameter so that I is a continuous interval and the sum degenerates into
an integral.
The formal description of this operation refers to a standard measurement performed
over a space which is larger than the system itself; the effects of such a measurement
affects the system in a way that cannot be described in terms of orthonormal projectors.
Starting from a generic state ρ, the action of the generalized measurement is then
ρ 7→ ρ˜ =
∑
α
VαρV
†
α .
1.3 Singular coupling limit
The weak coupling limit is an admissible procedure when the motion due to the dis-
sipation is very slow when compared to the free motion of the system; thanks to this fact,
fast oscillating terms in the equation of motion average out yielding a markovian master
equation dependent on the form of HS .
This is not the only method to retrieve markovianity. In particular, another limit lead-
ing to amemoryless master equation is possible when the correlations in the environment
decay very fast. In this limit, called singular coupling limit [59, 60, 61], the memory term is
again short living with respect to the timescale of the system. Again a hierarchy τS  τE
between the characteristic times of the system and the environment is required (see Re-
mark 1.2); while in the weak coupling limit this was achieved for finite τE and very large
τS , in this limit it is τS to be finite while τE → 0.
Differently from the weak coupling limit the system is strongly driven by the interac-
tion with the environment but no dependence on the timescale of the system free motion
results in the limit, so that the dissipative term in the master equation is independent of
the form of the hamiltonian HS .
22 Open quantum systems
By rescaling the environment hamiltonian asHR → −2HR and taking the limit → 0,
the environment two-point correlation functions (1.19) are made to decay very fast; cor-
respondingly, also the interaction hamiltonian is rescaled as Hint → −1Hint in order to
keep its effects on the system dynamics:
HSE = HS ⊗ 1E + −21S ⊗HE + −1Hint . (1.40)
In this case the terms of order −2 dominate in the exponential in (1.13); with the
substitution u → 2u in the integration and taking the limit  → 0, the upper limit of the
integral goes again to infinity and the memory term disappears. The action ofK in (1.17)
becomes then
K ′[ρS ] =
∫ ∞
0
dwTrE
(
Lint ◦ ewLE ◦ Lint[ρS ⊗ ρE ]
)
(1.41)
where the free evolution of S does not contribute.
In analogy with the weak coupling case, given the form (1.11) of the interaction, the
resulting master equation can be written in the standard Lindblad form
∂tρS(t) = −i
[
HS + λ2H ′(2), ρS(t)
]
+ λ2D′[ρS(t)] , (1.42)
where ∫ ∞
0
dtGαβ(t) =
1
2
h′αβ + is
′
αβ , (1.43)
and
H ′(2) ≡
∑
α,β
s′αβVαV
†
β , (1.44)
D′[ρS ] ≡
∑
α,β
h′αβ
(
V †β ρSVα −
1
2
{VαV †β , ρS}
)
. (1.45)
In this limit no ergodic average is needed and the complete positivity of the maps
constituting the dynamical semigroup is automatically granted [28].
Remark 1.6 Examples of singular environments can be found among thermal baths; in
this case the correlation functions Gαβ(t), by analytic continuation in the complex plane,
fulfills the KMS condition [62]
Gαβ(−t) = Gβα(t− iT−1)
with T the temperature of the bath. From the KMS condition follows that the requirement
of very short decay of the two-point correlation functions can be satisfied in a thermal
bath only for very large temperature [28].
Another important implementation [59, 24] of the singular coupling limit can bemade
via the coupling to a set of stochastic classical fields φα(t), with Dirac delta type corre-
lation functions 〈φα(t)φβ(t′)〉 = δ(t − t′)Gαβ ≡ Gαβ(t − t′), where the constant matrix
[Gαβ ] is real symmetric, as follows from the fact that the classical fields commute. The
Kossakowski matrix coincides in this case with the correlation matrix, h′αβ = Gαβ , while
the matrix sαβ identically vanishes.
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1.4 Redfield reduced dynamics and entanglement
Recalling Remark 1.3, a rough application of the weak coupling limit leads to a
Redfield-type dynamics, which does not preserve the positivity of the density matrices.
The general attitude in order to cure the resulting inconsistencies, is to restrict the ac-
tion of the non-positive dynamics to a subset of all possible initial density matrices, a
procedure sometimes referred to as slippage of the initial conditions [63, 64]. Physically, this
prescription is ascribed to the short-time correlations in the environment, that are usually
neglected in the derivation of the Markovian limit.
This prescription makes the evolution map, say γt, a positive one, although not com-
pletely positive. As seen in Section 1.2.2, this is not sufficient in order to guarantee the
fully consistency of the semigroup. Indeed, it is possible to show that the extension, γt⊗1,
for instance obtained by coupling the system to an identical ancilla, not subjected to the
noisy interaction, can increase the strength of quantum correlations by means of a local
action (i. e. acting only on one of the subsystems), although maintaining the positivity
of the density operator. This unphysical result differs from the appearance of negative
eigenvalues in the density operator spectrum, showing that the inconsistencies coming
from the lack of complete positivity are more subtle and intricate [65].
We consider then a simple model of two qubits, each of them described by an Hilbert
space isomorphic to C2, in an initial entangled state; while one of them remains inert, the
other is subjected to the following Redfield (non-positive) dynamics
∂ρ(t)
∂t
= −i[ω
2
σ3, ρ(t)
]
+ L[ρ(t)] , (1.46)
which is obtained through a rough Markov approximation starting from a total hamilto-
nian of the form
H =
ω
2
σ3 ⊗ 1E + 1S ⊗HE + λσ1 ⊗B , (1.47)
where λ is an adimensional coupling constant; σi, i = 1, 2, 3 are the Pauli matrices and
represent the system operators, B is an environment operator, taken for simplicity to
satisfy the condition TrE(ρEB) = 0 and HE is the bath hamiltonian. If the bath initial
state ρE is a thermal equilibrium (Gibbs) state, then the operator L[ρ(t)] takes the explicit
form
L[ρ(t)] = λ2
∫ ∞
0
ds
{
G(s)
[
cos(ωs)[σ1, σ1ρ(t)]− sin(ωs)[σ2, σ1ρ(t)]
]
+G(−s)
[
cos(ωs)[ρ(t)σ1, σ1]− sin(ωs)[ρ(t)σ1, σ2]
]}
, (1.48)
in terms of the correlation function G(t) = Tr
[
ρEB(t)B
]
= Tr
[
ρEBB(−t)
]
, with
B(t) = e−itHEBeitHE .
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Introducing the following three phenomenological real parameters2:
a = λ2
∫ ∞
0
ds cos(ωs)
[
G(s) +G(−s)] ,
b = λ2
∫ ∞
0
ds sin(ωs)
[
G(s) +G(−s)] , (1.49)
d = iλ2
∫ ∞
0
ds sin(ωs)
[
G(s)−G(−s)] ,
The time evolution of the entries of the 2× 2 density matrix ρ,
ρ =
(
ρ1 ρ3
ρ∗3 1− ρ1
)
, 0 ≤ ρ1 ≤ 1, ρ1(1− ρ1) ≥ |ρ3|2 (1.50)
can now be explicitly given in terms of the parameters ω, a, b and d:
ρ1(t) = 12
(
1− da
)(
1− e−2at)+ ρ1(0) e−2at ,
ρ3(t) = e−at
{(
cos(Ωt)− i (ω+b)Ω sin(Ωt)
)
ρ3(0) +
(a+ib)
Ω sin(Ωt) ρ
∗
3(0)
}
,
(1.51)
where Ω = [ω2 + 2bω − a2]1/2.
This time-evolution does not preserve the positivity of the eigenvalues of ρ for all
times. In order to show this, it is sufficient to consider the following initial state ρˆ with
entries:
ρˆ1 =
1
2
(
1− d
2a
)
, ρˆ3 =
1
4
(
1 + i
b
a
)√
4a2 − d2
a2 + b2
. (1.52)
It is a pure state, since Det[ρˆ] = 0. To have a ρˆ with positive spectrum, its determinant
must remain non-negative for all times; in particular, its time derivative at t = 0must be
positive, otherwise Det[ρˆ] would assume negative values as soon as t > 0. On the other
hand, using (1.52), one easily sees that:
d
dt
Det(ρˆ)
∣∣
t=0
= −a(4b
2 + d2)
4(a2 + b2)
< 0 , (1.53)
a zero value being allowed only when b = d = 0, which is admitted only at infinite
temperature3 It thus follows that at finite temperature theMarkov approximation leading
to the master equation (1.46), with generator as in (1.48), does not preserve positivity,
since a state like ρˆ is immediately turned into a matrix with negative eigenvalues as soon
as t > 0.
2Note that these parameters are not completely arbitrary. Indeed, since ρE is a thermal state at tem-
perature T , it obeys the Kubo-Martin-Schwinger condition introduced in Remark 1.6. As a consequence, the
parameters a and d above satisfy the relation a− d = e−ΩT (a+ d) . Further, one can show that the coefficient
amust be positive.
3This comes from the KMS condition (see previous note), even if b = 0, a vanishing d can be obtained
only at infinite temperature, i.e. when e−
Ω
T = 1.
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Although unphysical, the time evolution (4.13) generated by (1.46) is nevertheless
used in phenomenological applications because of a good asymptotic behavior. In fact,
it possesses a unique equilibrium state which corresponds to a thermal state at the bath
temperature, a behavior which is physically expected in such open quantum systems.
In order to adopt the Redfield dynamics given in (4.13) as a bona fide time evolution,
the space of initial conditions is restricted to those states ρ(0) that remain positive under
the action of the Redfield dynamics. The general argument supporting this choice is
that any Markovian approximation neglects a certain initial span of time, the transient,
during which memory effects can not be ignored. During this short transient time, the
environment acts in a very complicated way on the subsystem and the net result is the
elimination of all states, like ρˆ in (1.52), that would give rise to inconsistencies during the
successive Markovian regime. This mechanism is known in the literature as slippage of
initial conditions [63, 64, 66].
This prescription may cure the positivity preserving problem for a single subsystem,
but appears to be inconclusive when dealing with bi- or multi-partite open systems in
view of the existence of entangled states.
Let us then consider the case of two qubits, the first one immersed in the bath and sub-
jected to the noisy evolution while the other one remains inert; the evolution is described
by the two-qubits dynamical map γt ⊗ 1.
In order to have a consistent time evolution, we shall further assume the “slippage
prescription” at work for the first qubit: we remark that this prescription originates in
the action of the bath during the transient and therefore can only involve the qubit inside
the bath, and not the ancilla.
Within this framework, we shall explicitly show the existence of states for the two
qubits system that 1) when traced over the ancilla degrees of freedom, belong to the set
of admissible initial states for the non-positive dynamics γt, 2) remain positive under the
action of the extended dynamics γt ⊗ 1 and 3) nevertheless present an increase of their
entanglement. This is clearly an unphysical result, because the evolutionmap acts locally,
i.e. in a separate form, and therefore can not create quantum correlations. The existence
of such states implies that the “slippage prescription” should take care not only of sin-
gle system states developing negative eigenvalues, but also of possible inconsistencies
related to the entanglement of these systems with any other ancilla.
In order to explicitly expose this inconsistency, it will be sufficient to work within a
special class of two-qubit density matrices, those for which the non-vanishing entries lie
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along the two diagonals:
ρ =

ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ¯23 ρ33 0
ρ¯14 0 0 ρ44
 . (1.54)
Further restrictions on the entries of this matrix need to be imposed in order to represent
a state. In particular, the trace must be one, ρ11 + ρ22 + ρ33 + ρ44 = 1, while the positivity
of the spectrum implies the positivity of the two sub-determinants ρ11ρ44 − |ρ14|2 and
ρ22ρ33 − |ρ23|2 and of the entries along the diagonal. The form (1.54) is particularly suited
for our considerations since it is preserved by the action of the dynamics γt ⊗ id; further,
its entanglement content can be explicitly calculated.
In this respect, a convenient measure of entanglement is provided by concurrence:
C(ρ) = max{0, R1 −R2 −R3 −R4} , (1.55)
where Ri are the square roots of the eigenvalues of R = ρ σ2 ⊗ σ2 ρ∗ σ2 ⊗ σ2 taken in
decreasing order; it vanishes for a separable state while takes positive values between
zero and one for entangled states [67]. For the state (1.54), one explicitly finds:
C(ρ) = max{0,max{|ρ23| − √ρ11ρ44, |ρ14| − √ρ22ρ33}} . (1.56)
It is then clear that the state (1.54) is entangled provided that
max{|ρ23| − √ρ11ρ44, |ρ14| − √ρ22ρ33} > 0 .
For simplicity, in the following we shall start at t = 0with an entangled state ρ(0) fulfill-
ing the more restrictive condition |ρ23| − √ρ11ρ44 > |ρ14| − √ρ22ρ33 > 0.
The unphysical behavior of the concurrence can be studied analytically in the simpli-
fied case4 d = a. Introducing an explicit parameterization of our class of states, in terms
of µ and ν ∈ R:
ρ =

µ 0 0 −ab ν
0 1− 52µ iν 0
0 −iν µ2 0
−ab ν 0 0 µ
 , (1.57)
the conditions of unitary trace and positivity are
0 < µ <
2
9
,
1
2
√
2µ− 5µ2 > ν > µ > a
b
ν . (1.58)
With these conditions, it is easy to verify that ρ ≥ 0.
4Recalling the KMS condition, this case corresponds to the zero temperature case.
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The evolution in time of this matrix under γt ⊗ id can be obtained from (4.13); using
the labeling introduced in (1.54) for the entries of ρ, one explicitly finds:
ρ11(t) = e−2atµ ,
ρ22(t) = 1− 3µ2 − µe
−2at ,
ρ33(t) =
µ
2
e−2at ,
ρ44(t) =
3µ
2
− µ
2
e−2at ,
ρ14(t) = ρ41(t) = e−at
[
−aν
b
cos(Ωt)− bν
Ω
sin(Ωt) + i
aν
bΩ
sin(Ωt)(ω + 2b)
]
,
ρ23(t) = ρ23(t) = e−at
[
ν
Ω
sin(Ωt)
(
−a
2
b
− ω − b
)
+ iν
(
cos(Ωt) +
a
Ω
sin(Ωt)
)]
.
As previously mentioned, the positivity of the state ρ(t) at time t is assured by the
positivity of the two sub-determinants ρ11(t)ρ44(t)− |ρ14(t)|2 and ρ22(t)ρ33(t)− |ρ23(t)|2;
in this case, these conditions read
µ2
2
(3− e−2at)− ν2
[(
a
b
cos(Ωt) + b
sin(Ωt)
Ω
)2
+ a2
sin2(Ωt)
Ω2
(
2 +
ω
b
)2]
≥ 0 , (1.59)
µ
2
(1− 3
2
µ− µe−2at)− ν2
[
sin2(Ωt)
Ω2
(
a2
b
+ ω + b
)2
+
(
cos(Ωt) + a
sin(Ωt)
Ω
)2]
≥ 0 . (1.60)
In order to verify that these inequalities are indeed satisfied, recall from (1.49) that a, b, d
are proportional to λ2; since λ is by assumption small, one can take a, b  ω; being also
Ω2 = ω2 + 2ωb− a2 ∼ ω2, we can neglect a and bwith respect to ω andΩ and then discard
the terms proportional to a/Ω, b/Ω and their powers with respect to those proportional
to a/b or ω/Ω ∼ 1. As a consequence, the conditions (1.59), (1.60) reduce to
µ2
(
3− e−2at) ≥ 2a2
b2
ν2 , (1.61)
µ
(
1− 3
2
µ− µe−2at
)
≥ 2ν2 ; (1.62)
these are easily seen to be satisfied thanks to the constraints in (1.58). In conclusion,
the density matrices in (1.57) are admissible initial states for the non-positive evolution
γt ⊗ id, since they remain positive for all times.
Let us now compute their concurrence; one explicitly finds:
C(ρ(t)) = νe−at
√(
a2
b
+ ω + b
)2 sin2(Ωt)
Ω2
+
(
cos(Ωt) +
a
Ω
sin(Ωt)
)2
(1.63)
−µ
2
e−at
√
6− 2e−2at .
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The oscillating behavior of the concurrence is evident in (1.63) signaling the fact that the
amount of entanglement decreases but also increases in time. Nevertheless it is sufficient
to examine its behavior for small times:
C(ρ(t)) ' ν − µ+ aµ
2
t+O(t2) . (1.64)
Since a is positive, from this expression one immediately concludes that indeed C(ρ(t))
increases in time.
As said before the creation of entanglement by a local operation is clearly unaccept-
able on physical grounds. This means that the “slipped” dynamics, which is positive but
not CP, is still not free from inconsistencies.
In order to continue to use such kind of reduced dynamics, one should invoke a new,
more general slippage mechanism: it must take care not only of states developing neg-
ative eigenvalues but also of those presenting unphysical increase in entanglement. The
only way to practically implement it is by further restricting the space of initial admissi-
ble states, discarding also some entangled ones. Moreover, possible inconsistencies are
not limited to the two-qubits case; by considering more complicated ancillary coupling
similar problems may arise for multipartite entangled states that should therefore also be
eliminated by the slippage operation.
These considerations shows that the simple positivity of the dynamical maps is not
sufficient for a fully consistence of the time-evolution and that the reason for this fact
is the existence of entangled states in nature. The prescription of the slippage of initial
conditions results then inappropriate and this leads to consider the condition of complete
positivity as a necessary physical request.
Chapter 2
Ultracold atoms in optical lattices
Among the recent developments in condensed matter physics, the manipulation of
ultracold atoms and the phenomenon of Bose-Einstein condensation (BEC) is surely one
of the most promising for understanding quantum mechanical effects and, in the frame-
work of optically trapped quantum gases, for practical implementation of quantum in-
formation and computation protocols (see for instance [21] and references therein).
Bose-Einstein condensation has been first introduced by Einstein [68], who applied
to massive atoms a previous idea of Bose [69] about the statistic of photons, predicting a
new kind of phase in which a macroscopic occupation of the lowest quantum state occurs
at low temperatures.
Although the experimental observation of several phenomena, for instance super-
fluidity, has been put in relation with the concept of BEC [70, 71], it has been only in the
1995 that, thanks to the rapid advances in cooling techniques, temperatures as low as few
micro-Kelvin have been reached and the condensation of Alkali atoms has been observed
in laboratory for the first time [1, 2, 3].
This achievement has been immediately followed by a wide range of investigations;
in the successive years the most important characteristics of BECs has been measured
and condensation have been achieved for a considerable number of atomic species (the
literature in this field is vast: a set of recent reviews [7, 8, 18, 72] and monographic books
[10, 11] introduce to the basics and recent advances of the field, providing also a rich
bibliography on the argument).
Optical traps has been widely used from the early stage of the research on ultracold
quantum gases; the first experiment on Bose condensates in an optical lattice was re-
ported by Anderson and Kasevich [4]; an optical lattice is an artificial perfect crystal for
atoms, which is an ideal system for studying solid-state physics phenomena with more
tunability of parameters than in solid state systems.
The study of matter waves in periodic potentials, mainly focussed on electrons in
lattice structures, had been in the past the object of a wide range of studies, exploiting
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particular quantum phenomena, among them Bloch oscillations and superconductivity
[73]. Ultracold atoms and Bose-Einstein condensates in periodic optical potentials share
with the latter field quite a number of features. In addition, atom-atom interactions,
tunable via Feshbach resonances [74, 16], open the way to nonlinear effects which make
the underlying physics richer and give the possibility to study new effects in the strong
interactive regime. Besides, the accuracy of the control both of the periodic potentials
and of the atoms makes this kind of systems a most valuable scenario to study particular
models and regimes otherwise very hard to reproduce in other systems, like, for instance,
the Bose-Hubbard model that will be considered in the following [19].
Typically, the atoms of the gas are confined within a magneto-optical trap [75] via
the Zeeman, respectively Stark effect, due to suitable magnetic and electric fields; then,
the cooling method is in general based on the Doppler effect (laser cooling), followed
by a forced evaporative cooling in which the atoms with higher energy are brought away
acting on the trap depth [75]. In order to trap the atoms in a periodic rather than harmonic
potential, it is sufficient to use the interference pattern created by two overlapping laser
beams and the resulting electric field.
2.1 Optical potential
In presence of an oscillating electric field E(r, t), an atom develops an induced dipole
moment, described in terms of the dipole operator dˆ. When the electric field cannot
drive any energy transition in the atom (far off resonance conditions), the mean value of the
induced dipole moment follows the field oscillations
〈dˆ〉 = α(ωL)E(r, t) . (2.1)
The polarizability tensor α(ωL) can be taken as a scalar when the atom has spheric sym-
metry; this is the case for instance of alkali atoms. The polarizability tensor in general
depends both from the laser frequency and from the energy levels of the atom: in far off
resonances conditions only the energy difference between the ground and the first ex-
cited state, namely ~ω0, is important and the polarizability is then inversely proportional
to the detuning ∆ = ωL − ω0
α(ωL) ≈
|〈g∣∣dˆ · nE∣∣e〉|2
∆
, (2.2)
where dˆ · nE is the dipole operator in the direction of the field.
The energy shift in the atomic levels is the AC analog of the standard Stark effect
∆E(r) = α(ωL)〈|E(r, t)|2〉 ≈ I(r)∆ , (2.3)
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where 〈·〉 means a time-average over the fast oscillations of the electric field. The final
result is proportional to the ratio of the intensity of the laser field I(r) to the detuning∆.
The atom thus feels an effective optical potential Vopt(r) ≡ ∆E(r)which has the same
spatial profile of the intensity of the laser field. The sign of the energy shift depends on
the sign of the detuning; in the first case (∆ < 0, red detuning) the atom is attracted by the
regions with high laser intensity, in the second (∆ > 0, blue detuning) it is pushed out of
them. When the optical potential is generated by a laser with wavelength λ = 2pi/k, it is
common to express energies, like the trap depth for instance, in units of the recoil energy,
ER =
~2k2
2m
(2.4)
wherem is the atommass; it represents the kinetic energy gained by the atom in the scat-
tering with a photon of energy ~k and is a natural energy scale for this kind of systems.
Presently, by adding and superposing several laser beams it is possible to create al-
most any kind of geometry in optical potentials and boundary conditions, with a very
high accuracy control.
For the purpose of this thesis, some interesting examples are:
• Dipole trap. A laser beam with wavelength λ focuses on a spot of typical size w; for
gaussian shaped laser cross sections, the optical potential is, in cylindric coordinate
(r, z),
Vopt = V0 exp
(
− 2r
2
w
√
1 + (z/zR)2
)
, zR =
piw2
λ
, (2.5)
where V0 is the trap depth proportional to the peak intensity of the laser and zR is
the so-called Rayleigh length of the beam. Expanding the potential in the center
of the spot (z = 0) up to the second order around r = 0, the oscillation frequency
of the atom in the radial direction (perpendicular to the direction of the laser) is
inversely proportional to the width of the spot
ω⊥ =
1
w
√
2V0
m
, (2.6)
withm the atom mass. A typical scale for w is of the order of 10µm, yielding a trap
energy of 100 Hz in unit of h. The longitudinal confinement due to the laser is far
smaller, being of order of z−1R ; for a confinement in all directions one should use
two or more crossed dipole traps.
• 1D periodic potential. Superposing two counter-propagating laser beams1 withwave-
length λ = 2pik along z, with a radial confinement in the perpendicular direction like
1Technically, instead of two counter-propagating laser beams, one uses a single laser retroreflected by a
high-quality mirror.
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(2.6), one obtains a periodic 1D lattice potential with lattice constant d = λ/2.
V 1Dopt (z) ≈ −V0 sin2(kz) = −V0 sin2(piz/d) ; (2.7)
For sufficiently strong periodic potentials, the confinement within each site can be
approximated by harmonic potential. To second order in the expansion around
minima, one gets trap frequencies
ωlat =
pi
d
√
2V0
m
for each site of the lattice. Typical wavelengths in this case are of the order of several
hundreds of nanometers, which in comparison with the typical waist size of the
beam, can be roughly 20 times smaller. This means an harmonic trapping frequency
of a few kHz within each site.
• Regular cubic lattice. A regular cubic 3D lattice can be crated in a similar way using
counter-propagating lasers along three orthogonal spatial directions
V 3Dopt (x, y, z) ≈ −V0
(
sin2(kx) + sin2(ky) + sin2(kz)
)
. (2.8)
The parameters V0 and k are easily tunable varying the intensity and the frequency
of the lasers and could in principle be different for each direction.
2.2 Many-body hamiltonian
The many-body hamiltonian describing a set ofN interacting bosons of massm in an
external potential Vext(r) can be written in terms of the bosonic field operator ψˆ(r)which
destroys a particle at point r in space as
Hˆ =
∫
d3r ψˆ†(r)
(
− ~
2
2m
∇2 + Vext(r)
)
ψˆ(r) +
1
2
4pias~2
m
∫
d3r ψˆ†(r) ψˆ†(r) ψˆ(r) ψˆ(r) (2.9)
The first integral describes the free motion of the atoms in the potential Vext(r), which
in our case will be the sum of a periodic potential like (2.8) or (2.7) and an harmonic
confining potential, for instance
VT (r) =
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2zz
2 . (2.10)
The second term in (2.9) describes the interaction between atoms in the low energy
regime; in this case the interaction results from two-particles scattering events and can
be characterized only by a single parameter, the s-wave scattering length as, which is inde-
pendent of the details of the interaction [76]. The interaction amplitude can be controlled,
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both in magnitude and in sign, via the mechanism of Feschbach resonances [74, 16]; in
the following we will consider only repulsive interaction (as > 0)
Hamiltonian (2.9) contains all the information about the system, its time-evolution,
its thermodynamic properties and ground state can all be calculated in principle from
it, a hardly practicable task in general. For weakly interacting Bose gases a mean-field
approach has been firstly proposed by Bogoliubov [77] and then developed by Pitaevskii
[12, 13], and independently by Gross [14, 15]: it is based on the idea of BEC.
The boson field operator can be written in the Heisenberg picture as
ψˆ(r, t) = Ψ(r, t) + δψˆ(r, t) (2.11)
where the complex function Ψ(r, t) = 〈ψˆ(r, t)〉 is defined as the expectation value of the
field operator, its square modulus representing the density of the condensate,
n(r, t) = |Ψ(r, t)|2, normalized to the total number of particles N ,∫
d3r|Ψ(r, t)|2 = N . (2.12)
The function Ψ(r, t) is called the order parameter or the macroscopic wavefunction of the
condensate; when the fluctuation operators δψˆ(r, t) are negligible the macroscopic wave-
function describes effectively the physics of the condensate. The time evolution of the
macroscopic wavefunction is the well known Gross-Pitaevskii equation, which follows
by inserting the ansatz (2.11) in the Heisenberg equation, with respect to the hamiltonian
(2.9),
i~
∂
∂t
Ψ(r, t) =
(
−~
2∇2
2m
+ Vext(r) +
4pias~2
m
|Ψ(r, t)|2
)
Ψ(r, t) . (2.13)
This mean field approach works very well with shallow lattice potential but it fails
when the potential depth is high and quantum correlations become non negligible. In
this case, a better description can be given by the Bose-Hubbard model which we will
summarize in the next subsection.
2.2.1 The Bose-Hubbard model
From standard solid state theory [73] we know that in an infinite periodic potential
the energy spectrum is divided in bands and the single particle eigenstates are described
by Bloch functions with quasimomentum q in the first Brillouin zone, and band index
n. Alternatively one can introduce the set of the Wannier functions {wi,n(r)}, which are
obtained from the Bloch functions by means of a Fourier transform, with index i running
from 1 to infinity for each band. Wannier functions form a complete orthonormal basis,∫
d3r w∗i,n(r)wj,m(r) = δijδnm (2.14)
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In absence of external trapping, if we consider a cloud of atoms in a 3D optical lattice
of the form (2.8), for sufficiently deep lattice potential, measured in several units of the
recoil energy (2.4), and for sufficiently low temperatures, it is possible to consider all the
atoms in the lowest Bloch band (tight binding approximation); in this case the Wannier
functions are localized within each site of the lattice and depends only on the difference
(r− ri)where ri is the coordinate of the ith site.
The creation operator at position r can then be decomposed in terms of the lowest
band functions only:
ψˆ(r) ≈
∑
i
w0(r− ri)a†i (2.15)
where now i labels exactly the ith site wherein the operators a†i create particles with wave-
function w0(r − ri) respectively. In the following the label 0 will be discarded. Strictly
speaking, the Wannier functions could be introduced only in presence of a pure peri-
odic potential; in our case we will assume the overall harmonic trapping potential to be
sufficiently shallow to introduce only negligible modifications to the Wannier functions.
Within this approximation, by the orthonormality of theWannier functions, the hamil-
tonian (2.9) reduce to the effective Bose-Hubbard hamiltonian
HBH = −T
∑
〈i,j〉
a†iaj + U
∑
i
a†ia
†
iaiai +
∑
i
εia
†
iai , (2.16)
expressed now in terms of creation and destruction operators relative to each site.
Three different contributions can be put in evidence; the first one is a tunneling term
between nearest neighbors sites 〈i, j〉, proportional to the amplitude T , which does not
depend on the site index for uniform systems:
T =
∫
d3r w∗i (r)
(− ~2
2m
∇2 + V (r))wj(r) . (2.17)
The second term takes into account two-particles interactions within each site; also in this
case, for uniform systems, the parameter U is independent of the site index:
U =
1
2
4pias~2
m
∫
d3r|wi(r)|4 . (2.18)
The third term is a local energy shift, due to the harmonic confining potential with
εi =
∫
d3r w∗i (r)
(− ~2
2m
∇2 + V (r))wi(r) . (2.19)
The dynamics described by the Bose-Hubbard hamiltonian has been the subject of
many studies; one of its particular features is that it describes the quantum phase tran-
sition between an insulating phase and a superfluid one, driven by the order parameter
T/U [78, 79, 20].
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2.2.2 Number and phase states
According to the Bose-Hubbard hamiltonian (2.16), the Hilbert space describing N
atoms localized in I sites of a lattice potential can be written in terms of the Fock or
number state basis, composed by the orthonormal vectors
∣∣N ; k1, k2, . . . , kI〉 = I∏
i=1
(a†i )
ki
√
ki!
∣∣0〉 , I∑
i=1
ki = N , (2.20)
where the vacuum state
∣∣0〉 is the state without any boson and a suitable enumeration of
the sites has been used. In the following it will be useful to consider the numbers ki ∈ N
as the components of an I-dimensional vector ~k; the state (2.20) will therefore be denoted
as
∣∣N ; k1, k2, . . . , kI〉 ≡ ∣∣N ;~k〉
Each number state represents the situation in which the ith site contains a definite
number of bosons ki, with vanishing number fluctuations. The dimension of the Hilbert
spaces depends both on the number of bosons and the number of sites and can be cal-
culated as the number of possible ways to arrange N identical particles in I sites; with
simple combinatorics one obtains (N+I−1)!N !(I−1)! .
Besides the number states, another class of states is worth considering, that is the
phase states. These are linear superpositions of I modes, characterized by amplitudes ξi
and phases ϕi
∣∣N ; ξ1, . . . , ξI , ϕ1, . . . ϕI〉 = 1√
N !
(
I∑
i=1
√
ξie
iϕia†i )
N
∣∣0〉 , I∑
i=1
ξi = 1 . (2.21)
As already done above, it is convenient to collect the variables ξi ∈ [0, 1] andϕi ∈ [0, 2pi] as
components of two I-vectors and label the phase ss
∣∣N ; ξ1, . . . , ξI , ϕ1, . . . ϕI〉 ≡ ∣∣N ; ~ξ, ~ϕ〉.
The phase states (2.21) can be described in the mean field approach, by means of
an order parameter Ψ(x, t) evolving in time according to the Gross-Pitaevskii equation
(2.13); the mean field approach does not instead work well for the number states (2.20),
where quantum fluctuations can not be neglected.
These two classes of states are related to the two specific phases of the hamiltonian
(2.16), in which the ground state can be represented respectively by a number state (insu-
lating phase) or by a phase state (superfluid phase), as explained in the next section. In
the first case the lattice potential is so deep that the mean field approach fails to describe
the evolution of the system.
Before going on, we consider some special properties of the phase states; they are
normalized to one and form an overcomplete basis of the Hilbert space. Indeed, one
can show that each vector in the Fock space H(N)F of N bosons can be decomposed as a
superposition of phase states (see Appendix A.2):
1 =
(N + I − 1)!
N !
∫ 1
0
dξ1 · · ·dξI
∫ 2pi
0
dϕ1
2pi
· · · dϕI
2pi
∣∣~ξ, ~ϕ〉〈~ξ, ~ϕ∣∣ , (2.22)
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where 1 is the identity operator onH(N)F .
Remark 2.1 In principle, only a proper subset of the phase states is sufficient in order to
write any state of the system; for instance, any vector of the number state basis could be
written as a linear superposition of the balanced states∣∣N ; ~ϕ〉 = 1√
N !
(
1√
I
eiϕ1a†1 + · · ·+
1√
I
eiϕIa†I)
N
∣∣0〉 ,
∣∣N ; ~ϕ〉 = 1√
N !
(
I∑
i=1
1√
I
eiϕia†i )
N
∣∣0〉 ,
which correspond to phase states with constant amplitudes ξi = I−1. Nevertheless these
states are not enough to write a completeness relation and all the phase states are neces-
sary in order to properly decompose the identity operator.
The phase states are not orthogonal, but they tend to become so in the limit of very
large number of particles (see Appendix A.3), for N  1,〈
~ξ, ~ϕ
∣∣~ξ′~ϕ′〉 ≈ 0 unless ~ξ = ~ξ ′ , ~ϕ = ~ϕ ′ . (2.23)
2.2.3 Quantum phase transition
The classes of states presented in the last subsection are very important in relation to
the quantum phase transition made possible by the Bose-Hubbard hamiltonian (2.16) as
a function of the parameter T/U ; indeed they represent two limiting cases, the superfluid
phase and theMott insulating phase [21, 17, 20].
The superfluid phase appears in the limit T/U → ∞; in this limit the tunneling term
of the hamiltonian is dominant with respect to the on-site energy and the ground state
is a true BEC which can be represented by the state (2.21) in which all the N particles
are in the same superposition of modes and the occupation number of each site follows
a Poissonian distribution with mean value n¯i = 〈a†iai〉~ξ,~ϕ = ξiN and fluctuations of order
∆ni ≈ √n¯i.
In the opposite limit, T/U → 0, due to the dominant atom-atom on-site interaction the
number fluctuations become energetically very costly and the ground state tends then to
a number state (2.20). The situation can be better understood in the case of unitary filling,
n¯i = 1, in this case the tunneling of an atom costs an energy T but produces an energy
gain proportional to U and is then highly suppressed when U  T .
As long as T remains small with respect toU the atoms tends to remain localized, even
if the ground state is not of the form (2.20), but with small number fluctuations. Once
the tunneling amplitude T becomes greater than U , tunneling becomes favorable with
respect to the on-site interaction and the system undergoes a quantum phase transition
to the superfluid phase in which the atoms are spread over the whole lattice.
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2.2.4 Time of flight measurements
In order to experimentally access the coherence effects shown by cold atoms in optical
lattices, suitable detecting techniques are needed; most of these techniques cannot be
applied within the trap, rather they deal instead with interference effects and quantum
fluctuations shown by the cloud of atoms after a free ballistic expansion (provided that
atomic interaction may be neglected after trap release).
The atomic state within the trap is a superposition of wavefunctions with quasimo-
mentum q in the first Brillouin zone, defined up to an integer multiple of the reciprocal
lattice vectorG; when the trap is switched off, the atomic cloud expands as the superposi-
tion of plane waves with momentum k = q+nGwith n an integer number. If the atomic
cloud expands freely, each plane wave expands independently and, after a certain time
of flight τ it presents an atomic density profile n(x, τ), which is related to the momentum
distribution within the trap n(k) by
n(x, τ) = (
m
~τ
)3|w˜(k)|2 n(k)
∣∣∣
k=mx~τ
(2.24)
where w˜(k) is the fourier transform of the Wannier function and is independent of the
site index by translational invariance2; the momentum k and the space coordinate x in
(2.24) are related by the ballistic expansion relation
k =
mx
~τ
.
This happens only in absence of atom-atom interactions during the time of flight; the spa-
tial density can then be measured during the free expansion, for instance by illuminating
the cloud with a probe laser beam and registering the correspondent absorption image
on a CCD array. Equation (2.24) means that from this absorption image one can read off
the momentum distribution within the trap.
For instance, if the state within the trap is a true BEC, all the particles will be in the
state with quasimomentum q = 0, the expanding cloud will then consist of plane waves
with momenta that are integer multiples of the reciprocal lattice vector G, giving then a
strongly peaked interference image [20].
The measurement of the density profile of the expanding cloud needs some deeper
considerations: Chapter 5 will be devoted to this; in particular, we will argue about the
usefulness of adopting a generalized quantum measure in order to properly describe the
outcomes of experiments like the one sketched above.
2In this situation the confining potential is ignored and the system is considered as translationally invari-
ant

Chapter 3
Noise induced current
The presence of noise in quantum systems is often thought to be a mere source of
dissipation and decoherence; in general, however, the effects due to the presence of a
surrounding environment can take different forms, in particular if the environment can
be engineered and controlled. In [80] the dissipative interaction with a thermal bath has
been proposed as as a tool in a cooling technique, dark state cooling, or more in general
as a practical method for many-body state preparation; similarly, in [81] the interaction
with a dissipative environment is proposed in order to inhibit particle losses in the cre-
ation of a strongly correlated many-body state. Further in [82], it has been shown how a
markovian dissipative dynamics may asymptotically entangle two atoms, which do not
directly interact between themselves but are immersed in a same thermal bath; in this
case an external environment can be the origin of quantum correlations.
Indeed, a common environment can drive an effective “dissipative interaction” be-
tween systems otherwise non interacting. For instance, this is the case of theMott insulat-
ing phase for ultracold atoms in a periodic potential; in presence of a deep potential, the
tunneling between sites is strongly suppressed; thus, the evolution of the atoms within
each site is effectively decoupled from the evolution of the ones at the other sites and the
system can be considered as insulating. The situation changes when the system is weakly
coupled to an external environment; typically this happens when the optical lattice is im-
mersed in a bath, either external or formed by the non condensate fraction of atoms, or
when the lattice itself is subjected to a stochastic noise. In these cases, the system should
be treated as an open system; its dynamics is described by a master equation (of the type
reviewed in chapter 1), which may effectively couple different sites of the lattice. The
effects of this interaction can be quantitatively characterized by means of a suitable cur-
rent operator; in absence of an external environment the system is in the stationary Mott
insulating state and no current flows across the lattice; when the interaction with the en-
vironment is switched on, the mean value of the current operator becomes different from
zero, indicating the presence of an environment induced current, generated by a purely
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noisy mechanism [31].
For clarity, we will firstly discuss this effect in the case of a double-well trap, showing
how the dissipative dynamics induces a neat current flowing across the barrier, whose
intensity is proportional to the quantum noise correlation functions.
3.1 Double-well traps
The considerations of Section 2.2.1 can be adapted to the case of a double-well trap
when the trap barrier is large enough. In this case Bloch andWannier functions are mean-
ingless and one instead considers the energy eigenstates of the double well Hamiltonian.
By taking an expansion up to the second order around the minima, we can consider the
lower eigenstates of each well as the lower eigenstates of a harmonic oscillators and then
retrieve the two lowest eigenstates of the double-well system as a symmetric and respec-
tively antisymmetric combination of the fundamental levels of two harmonic oscillator
[83, 84].
Recalling the hamiltonian (2.16), the two-mode formulation simply amounts to
HS = ε1 a
†
1a1 + ε2 a
†
2a2 + U
[
(a†1)
2 a21 + (a
†
2)
2 a22
]
− T (a†1a2 + a1a†2) , (3.1)
where a1,2, a
†
1,2 annihilate and create atoms in the first, respectively second well, with
wavefunctions φ1(x) and φ2(x) respectively:
〈
x
∣∣a†i ∣∣0〉 = φi(x).
The three contributions in the above hamiltonian correspond to a hopping term de-
pendent on the tunneling amplitude T , and on two on-site energy terms, one quadratic
in the number operator with coupling constant U , describing the boson-boson repulsive
contact interaction, the other due to the trapping potential, with the parameters ε1, ε2 rep-
resenting the depths of the wells. The expression of these parameters in terms of φ1,2(x)
are the analog of (2.17-2.19),
T =
∫
dxφ∗i (x)
(− ~2
2m
d2
dx2
+ V (x)
)
φj(x) (3.2)
U =
1
2
4pias~2
m
∫
dx|φi(x)|4 (3.3)
εi =
∫
dxφ∗i (x)
(− ~2
2m
d2
dx2
+ V (x)
)
φi(x) . (3.4)
The tunneling constant T and the atom-atom interaction parameter U are supposed to be
independent of the well index, has it was in Section 2.2.1.
The free dynamics of the system (i.e. in absence of the environment) is described by
the hamiltonian (3.1). Such hamiltonian does not describe a real quantum phase tran-
sition but rather a crossover between a superfluid and insulator phases, whose order
parameter is still given by the ratio T/U . We are interested in studying the regime where
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the atomic cloud is well separated in the two wells; this is the case when the hopping
energy is very small compared to the on-site one. At equilibrium, the ground state of
the system is given by a Fock state (2.20); in the case of ε1 = ε2 the ground state is
|N/2, N/2〉 ≡ |N ;N/2, N/2〉, with an equal number N/2 of bosons per well, N being the
total number of particles. In this situation the system is in a frozen regime, and no current
is flowing between the two wells.
In order to give a precise meaning to this statement, one needs to introduce a suitable
current operator. We shall first consider the relative number of the system of atoms in the
two wells,
Z = (a†1a1 − a†2a2) . (3.5)
The velocity with which Z varies can be obtained taking the time derivative of this oper-
ator in the Heisenberg picture:
dZ
dt
= i[HS , Z] = iT (a
†
1a2 − a†2a1) . (3.6)
The current operator describes the flow of atoms between the two wells and should thus
be proportional to this velocity operator; in suitable units, it can be simply taken to be
J ≡ i(a†1a2 − a†2a1) . (3.7)
In the ground state |N/2, N/2〉, the operator J has vanishing mean value,
〈N/2, N/2|J |N/2, N/2〉 = 〈J〉N/2 = 0; namely, no current flows across the barrier when
the wells are equally filled. Moreover, it is easy to check that also the time derivative of
the mean value vanishes:
d
dt
〈J〉N/2 =
〈
i[HBH , J ]
〉
N/2
= 0 . (3.8)
The ground state
∣∣N/2, N/2〉 describes then a static situation without current between
the two wells; as we shall see, this conclusion is in general no longer true in presence of
an environment.
3.2 Open quantum dynamics in double-well traps
Following section 1.2, when the interaction with the environment E is switched on,
the hamiltonian describing the evolution of the total system, atoms in the trap plus envi-
ronment, can be decomposed as
HSE = HS +HE + λHint , (3.9)
where HS , driving the free motion of the atoms in the trap, is as in (3.1), HE describes
the evolution of the environment alone, while Hint takes care of the interaction between
atoms and environment.
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We will consider the two different coupling limits introduced in chapter 1, for which
a markovian master equation can be derived, namely the weak coupling limit described
in section 1.2.1, and the singular coupling limit, described in section 1.3; the form of HI
can be taken to be bilinear in the system and environment variables,
Hint =
4∑
i=1
Vi ⊗Bi , (3.10)
where Bi are hermitian operators describing environment observables, while the system
operators Vi are given by the hermitian combinations of the oscillator variables:
Vi = {(a1 + a†1), i(a1 − a†1), (a2 + a†2), i(a2 − a†2)} . (3.11)
This kind of noise, which will be referred to as linear noise, is the simplest kind of
noise in this context; it does not commute with the total number operator, (a†1a1 + a
†
2a2),
and therefore does not conserve the total number of particles. This kind of environment
could be related to the interaction of the condensate with a non-condensate fraction of
atoms, acting in this case as a thermal bath with which the system exchanges energy and
particles.
A different scenario is provided by a quadratic noise, whose principal feature is the
conservation of the total number of particles. In this case, the explicit form of the opera-
tors Vi is
Vi = {a†1a1, a†2a2, (a†1a2 + a†2a1), i(a†1a2 − a†2a1)} . (3.12)
While a linear noise annihilates, respectively creates atoms in a well, so that the number
of particles is not conserved, the coupling with operators as in (3.12) gives rise to cre-
ations and annihilations of atoms at the same time in the two wells, thus conserving the
total number of atoms. An example of a similar environment has been proposed in [80],
where the the system is coupled with the Bogoliubov excitations of another condensate,
which drive a transition of the trapped atoms to the first excited lattice Bloch band and
backwards, with a characteristic transition rate κ.
3.2.1 Linear noise induced current
The master equation describing the evolution of the subsystem density matrix ρ(t)
takes the form
∂ρ(t)
∂t
= L[ρ(t)] ≡ −i[HS +H(2), ρ(t)] + D[ρ(t)] . (3.13)
The environment modifies the standard Liouville-von Neumann equation for ρ by an ef-
fective correction H(2) to the free hamiltonian HS and a pure dissipative contribution D
which cannot be written in hamiltonian form; by exponentiation, the operator L[·] gener-
ates then a quantum dynamical semigroup.
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We are interested in analyzing the behavior of the current operator (3.7) in presence
of an environment; we will then use the dual version of the master equation (3.13)
∂J(t)
∂t
= L∗[J(t)] ≡ i[HS +H(2), J(t)] + D∗[J(t)] . (3.14)
Weak coupling limit
The contributions to the master equation are
D∗[J ] = λ2
∑
ω
4∑
ij=1
cij(ω)
[
Vi(ω)JV
†
j (ω)−
1
2
{
Vi(ω)V
†
j (ω), J
}]
, (3.15)
H(2) = λ2
∑
ω
4∑
ij=1
sij(ω)Vi(ω)V
†
j (ω) , (3.16)
where the formal sum over ω represents the sum over all possible energy differences
within the spectrum of the subsystem hamiltonian HS . The two hermitian matrices,
cij(ω) and sij(ω) are obtained from the environment correlation functions
Gij(t) = 〈Bi(t)Bj〉 ≡ Tr
[
Bi(t)Bj ρE
]
, Bi(t) = eitHEBi e−itHE , (3.17)
which are non-singular and assumed to decay fast enough,∫ ∞
0
dt|Gij(t)|(1 + t) <∞ , (3.18)
with  a positive constant. For typical environments, like heat baths, one can approximate
them as exponentially decaying functions:
Gij(t) ' Gij e−µE t , µE = 1/τE . (3.19)
The matrices cij(ω) and sij(ω) are the Fourier and Hilbert transform of the correlation
functions, respectively, (P denotes principal value),
cij(ω) =
∫ +∞
−∞
dt e−iωtGij(t) , (3.20)
sij(ω) =
1
2pi
P
∫ +∞
−∞
dw
cij(w)
w − ω . (3.21)
We are considering the situation in which, prior to the coupling with the environ-
ment, the double well trap is in the Mott insulator phase, in which the tunneling induced
by the first term in the system hamiltonian (3.1) is suppressed, i.e. T  U . The noise
contributions (4.25-4.26) generated by the presence of the environment are of order λ2; in
evaluating the energy differences ω in the sums, the coefficients cij(ω) and sij(ω) and the
operators Vi(ω), one can thus safely neglect tunneling contributions, being subdominant,
of order λ2 T .
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In this approximation, the spectrum of the system hamiltonian (2.16) results quadratic
in the occupation numbers of the two wells
HS
∣∣n1, n2〉 ' En1,n2∣∣n1, n2〉 , En1,n2 = ε1n1 + ε2n2 + U(n21 + n22) . (3.22)
We can therefore explicitly evaluate the operators Vi(ω) resulting from the ergodic
average. Introducing the projectors
∣∣n1, n2〉〈n1, n2∣∣, corresponding to the eigenvectors
(3.22),
V (ω) =
∑
En1,n2−Em1,m2=ω
〈
n1, n2
∣∣V ∣∣m1,m2〉∣∣n1, n2〉〈m1,m2∣∣ . (3.23)
The operators Vi in (3.11) are combinations of creation and destruction operators; by
linearity we can evaluate separately the average on the different terms of those linear
combinations. For instance, substituting V = a1 in the latter equation,
a1(ω) =
∑
En1,n2−Em1,m2=ω
〈
n1, n2
∣∣a1∣∣m1,m2〉∣∣n1, n2〉〈m1,m2∣∣ (3.24)
=
∑
En1,n2−Em1,m2=ω
√
m1δn1m1−1δn2m2
∣∣n1, n2〉〈m1,m2∣∣ , (3.25)
where the Kronecker deltas come from the orthogonality of the eigenvectors.
Energy differences which are not of the form
En1,n2 − En1−1,n2 = ε1 + U + 2Un1
give vanishing contribution; therefore a1(ω) is nonzero only for ω = ε1+U+2Un1 ≡ ωn1 :
a1(ωn1) =
√
n1 + 1
∣∣n1, n2〉〈n1 + 1, n2∣∣ = Pn1a1 ⊗ 1 (3.26)
where we have decoupled the two wells introducing the single-well projector
Pn1 ≡
∣∣n1〉〈n1∣∣. The same procedure applied to a†1, a2, a†2 leads to similar results and
by linearity the result of the ergodic average on the operators (3.11) follows.
For a more manageable form it is however better to recast the dissipative contribu-
tions (4.25-4.26) to the master equation in a slightly different form, defining
V = (a1, a†1, a2, a†2). Correspondingly the form of the matrices cij(ω) and sij(ω) will
change and two different matrices are obtained, namely hij(ω) and kij(ω), whose entries
are linear combinations of the entries of the previous ones.
The explicit form of the ergodic averaged operators V(ω) is then
V1(ω) = Pn1a1 ⊗ 1 , ω = ωn1 ≡ ε1 + U + 2Un1
V2(ω) = a†1Pn1 ⊗ 1 , ω = −ωn1 ≡ −(ε1 + U + 2Un1)
V3(ω) = 1⊗ Pn2a2 , ω = ω′n2 ≡ ε2 + U + 2Un2
V4(ω) = 1⊗ a†2Pn2 , ω = −ω′n2 ≡ −(ε2 + U + 2Un2)
(3.27)
The operators relative to the first well, namely V1, V2, are non vanishing only for
ω = ±ωn1 , while the ones relative to the second well, V3, V4, are non vanishing only for
ω = ±(ε2 + U + 2Un2) ≡ ±ω′n2 .
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Remark 3.1 If ε1 6= ε2 it is in general not possible to have ωn1 = ω′n2 for some n1, n2 and
therefore in the master equation all the crossing terms containing an operator pertaining
to the first well and one to the second vanish. In this case the matrix hij(ω) results to
be diagonal; everything goes as if the two wells interact independently with the envi-
ronment and no correlations between them could be created through noisy effects; more
precisely, these correlations average to zero if they are observed on time intervals rescaled
by λ2. This is an effect due to the ergodic average, where strong destructive interference
effects take place when going to the slow timescale.
If instead the two wells are identical, ε1 = ε2 ≡ ε, the structure of the master equation
is richer; the energy differences can be labeled by a unique integer n,
ω ≡ ωn = ε+ U + 2U n . (3.28)
The summation over ω becomes a summation on this index n and the result of the average
is
D∗[J ] = λ2
∑
n
4∑
ij=1
hij(ωn)
[
Vi(ωn)JV†j (ωn)−
1
2
{
Vi(ωn)V†j (ωn), J
}]
, (3.29)
H(2) = λ2
∑
n
4∑
ij=1
kij(ωn)Vi(ωn)V†j (ωn) , (3.30)
where the Kraus operators are now given by:
V(ωn) =
(
Pna1 ⊗ 1, a†1Pn ⊗ 1, 1⊗ Pna2, 1⊗ a†2Pn
)
. (3.31)
In the previous formula, Pn are projectors onto single well Fock states with occupation
number n, while the new Kossakowski matrix takes the form
h(ωn) =

h11(ωn) 0 h13(ωn) 0
0 h22(−ωn) 0 h24(−ωn)
h∗13(ωn) 0 h33(ωn) 0
0 h∗24(−ωn) 0 h44(−ωn)
 . (3.32)
The entries of this matrix are linear combinations of the Fourier transforms of the corre-
lation functions given in (3.20); omitting for simplicity the ωn dependence, one has:
h11 = c11 + c22 + i(c21 − c12)
h13 = c13 + c24 + i(c23 − c14)
h22 = c11 + c22 + i(c12 − c21) (3.33)
h24 = c13 + c24 + i(c14 − c23)
h33 = c33 + c44 + i(c43 − c34)
h44 = c33 + c44 + i(c34 − c43) .
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Thematrix kij has a similar structure in terms of the Hilbert transform of the environment
correlation functions; since the hamiltonian correction will not contribute to the induced
current, its explicit expression is omitted.
Assume now the system to be prepared in the Mott insulator phase, with initial bal-
anced state ρN/2 = |N/2, N/2〉〈N/2, N/2|; as already observed, the average of the current
operator (3.7) in this state vanishes: 〈J(0)〉N/2 = 0. In order to see whether the pres-
ence of the environment alters this situation, we study the time derivative of the average
〈J(t)〉N/2 at t = 0 as given by the evolution equation (3.14) with (3.29) and (3.30). Since
all hamiltonian contributions vanish, the explicit computation gives:
∂〈J(t)〉N/2
∂t
∣∣∣∣
t=0
= 〈D∗[J(0)]〉N/2 , (3.34)
with
〈D∗[J(0)]〉N/2 = iλ2
[
(
N
2
+ 1)2
(
h13(ωN/2)− h31(ωN/2)
)
+
N2
4
(
h42(−ωN/2−1)− h24(−ωN/2−1)
)]
= 2λ2
[
(
N
2
+ 1)2=m(h31(ωN/2))+ N24 =m(h24(−ωN/2−1))] . (3.35)
Therefore, as soon as the interaction with the environment is switched on, a current starts
flowing between the two wells; it has a purely noisy origin and its magnitude is deter-
mined by the elements of the Kossakowski matrix (3.32), i.e. by the correlation functions
in the environment. In the case of a heat bath with correlation functions of exponential
type as in (3.19), the induced current (3.35) can be expressed in terms of the parameters
µE and Gij ; one finds that, for small times and large enough N , the current behaves as:
〈J(t)〉N/2 '
∂〈J(0)〉N
∂t
t =
2λ2N2µE
µ2E + ω
2
N
<e(G14 −G23) t (3.36)
' λ
2µE
2U2
<e(G14 −G23) t . (3.37)
The intensity of the current clearly depends on the strengthGij of the environment corre-
lation functions. In particular, the current vanishes if the coupling of the two wells to the
environment is realized through the same operators, i.e. if the environment acts exactly
in the same way on the two wells; indeed, in this case the r.h.s. of (3.37) is zero since
B1 = B3 and B2 = B4, and therefore, being Gij hermitian, <e(G14) = <e(G23).
Singular coupling limit
As mentioned in section 1.3, this Markovian approximation is appropriate when our
double well trap is immersed in an environment whose correlation functions decay very
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fast, as happens for instance in a heat bath at infinitely large temperature (i.e. very large
with respect to the system one), or when the trap is subjected to a classical stochastic
noise. The limit is realized via the fast decay of the correlation functions in the environ-
ment, so that the dissipative contributions to the master equation (3.13) become indepen-
dent from the system hamiltonian (2.16). This makes the ergodic average useless and
the sum over the spectral parameter ω disappears from the expressions of D and H(2)
in (4.25) and (4.26), while the Kossakowski matrix becomes constant, cij = Gij , and the
Kraus operators Vi are as in (3.11). Notice that in general all the entries of cij are now non
vanishing, so that the structure of the dissipative contributions is in general richer than
in the weak coupling limit.
The dual equation, generating the dissipative dynamics for the current operator, takes
again the form (3.14), where the dissipative contributions can be cast in the form similar
to (3.29) and (3.30); explicitly:
D∗[J ] = λ2
∑
ij
cij
[
Vi J V
†
j −
1
2
{
ViV
†
j , J
}]
, (3.38)
H(2) = λ2
∑
ij
sijViV
†
j . (3.39)
In order to see whether also in this case a current can be generated by purely dissipa-
tive effects, one first prepares the double well trap in the Mott insulator phase, described
by the equilibrium state ρN/2 = |N/2, N/2〉〈N/2, N/2|; then, one switches on the interac-
tion with the environment and looks again at the behavior of the average 〈J(t)〉N/2 for
small times. Here again only the dissipative partD∗[J ] contributes so that the result (3.34)
is still valid, while the explicit evaluation gives:
〈J(t)〉N/2 '
∂〈J(0)〉N/2
∂t
t = 2λ2
[
(N + 1)=m(G31 +G42) + <e(G14 −G23)
]
t . (3.40)
Also in the case of the singular coupling limit, a current is initially generated by a purely
noisy mechanism; its intensity depends again on the entries of the Kossakowski matrix,
i.e. on the strength of the correlations in the bath.
From the expression in (3.40), one sees that as in the case of the weak coupling limit,
the current vanishes when the environment couples in the same way to the two wells (as
before <e(G14) = <e(G23), while G14 = G11, G42 = G22 are real, again by the hermiticity
of Gij). On the other hand, the mechanism generating the noisy current contribution is
independent from the details of the microscopic system dynamics given by the hamilto-
nian (2.16); this implies that a delta-correlated noise can in principle generate a current
even for ε1 6= ε2, i.e. when the two wells are initially at different depths.
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3.2.2 Quadratic noise induced current
The noisy dynamics described above, although showing in a neat way the generation
of a dissipative current in an otherwise insulating system, does not preserve the total
number of particles. In some physical situations however, one may consider the particle
number to stay constant even in the presence of noise. This is the case, for instance, in
presence of a stochastic vibration of the potential barrier between the two wells, which
results in a noisy tunneling without loss of particles.
It is thus useful, also in the perspective of the following chapters, to discuss another
kind of environment, with a dissipative coupling that preserve the total number of parti-
cles.
In this case, the system operators coupled to the environment in the interaction term
of the total hamiltonian are
Vi = {a†1a1, a†2a2, (a†1a2 + a†2a1), i(a†1a2 − a†2a1)} .
In view of the form of the hamiltonian (3.1), they correspond essentially to the number of
atoms in each well and to hopping terms across the barrier, therefore the presence of the
environment effectively modifies the tunneling rate and the the depth of the two wells,
without altering the number of atoms N .
As a direct consequence, the states in the Mott insulator phase depend only on a
single parameter, for instance the number of atoms in the first well, k, being the number
of atoms in the second well given by N − k. Correspondingly, the energy levels of the
hamiltonian (3.1) are labeled only by the parameter k and depends on the total number
N as
HS
∣∣k,N − k〉 = Ek∣∣k,N − k〉 , Ek = kε1 + (N − k)ε2 + U(2k2 +N2 − 2Nk) ; (3.41)
to the above energy levels are associated projectors Pk ≡
∣∣k,N − k〉〈k,N − k∣∣.
Weak coupling limit
In the weak coupling limit, after the ergodic average, one ends up with operators
given by
Vi(ω) =
∑
Ek−E`=ω
〈
k,N − k∣∣Vi∣∣`,N − `〉∣∣k,N − k〉〈`,N − `∣∣ , (3.42)
with the summation running over energy differences
Ek − E` = (k − `)(ε1 − ε2) + 2U(k2 − `2 +N(`− k)) .
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Since 〈
k,N − k∣∣ a†1a1 ∣∣`,N − `〉 = ` δkl (3.43)〈
k,N − k∣∣ a†2a2 ∣∣`,N − `〉 = (N − `) δkl (3.44)〈
k,N − k∣∣ a†1a2 ∣∣`,N − `〉 =√(`+ 1)(N − `) δkl+1 (3.45)〈
k,N − k∣∣ a†2a1 ∣∣`,N − `〉 =√`(N − `+ 1) δkl−1 , (3.46)
it follows that the first two operators, a†1a1 and a
†
2a2 give rise to non vanishing contribu-
tion only1 for ω = 0, while the remaining two do that only for suitable values of ω labeled
by an integer k
ω = ±ωk ≡ ± (ε1 − ε2 + 2U(2 k +N + 1)) . (3.47)
Moreover ωk 6= 0 for every value of k, so that all the terms in the dissipative contributions,
which couple one of the operators V1,2(ω) to V3(ω) or V4(ω), are identically zero. This
yields a block-diagonal Kossakowski matrix (and similarly for the matrix s)
c(ω) =

c11(ω) c12(ω) 0 0
c∗12(ω) c22(ω) 0 0
0 0 c33(ω) c34(ω)
0 0 c∗34(ω) c44(ω)
 , (3.48)
where the dissipative contribution of the noise operators are divided into two subsets of
operators by the action of the ergodic average. The explicit form of the operators Vi(ω)
follows from (3.43-3.46), using the same considerations made in the case of a linear noise;
each operator is non vanishing only for special values of ω and zero otherwise,
V1(ω) = a
†
1a1 ω = 0 (3.49)
V2(ω) = a
†
2a2 ω = 0 (3.50)
V3(ω) =
{
a†1a2
∣∣k,N − k〉〈k,N − k∣∣ = a†1a2Pk ω = ωk∣∣k,N − k〉〈k,N − k∣∣ a†2a1 = Pka†2a1 ω = −ωk (3.51)
V4(ω) =
{
i a†1a2
∣∣k,N − k〉〈k,N − k∣∣ = i a†1a2Pk ω = ωk
−i ∣∣k,N − k〉〈k,N − k∣∣ a†2a1 = −i Pka†2a1 ω = −ωk , (3.52)
with ωk as in (3.47) and Pk =
∣∣k,N − k〉〈k,N − k∣∣.
The consequence of the particular form of the Kraus operators are immediately visible
in the induced current; as for the linear noise, we suppose the system to be in the Fock
1This is due essentially to the fact that a†1a1 and a
†
2a2 commutes with the system hamiltonian and there-
fore are not affected by the ergodic average. As happens in the singular coupling limit, the dissipative
contributions coming from these operators are independent of the free dynamics of the system, i.e. they
are independent of ω and therefore the Fourier transforms of the corresponding correlation functions are
calculated for ω = 0.
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equilibrium state
∣∣N/2, N/2〉〈N/2, N/2∣∣, where the mean value of the current is zero, and
then we switch on the noise looking at the induced difference in the mean value of J for
small times. Using again the dual master equation (3.14), with the new Kraus operators
(3.49-3.52) and the Kossakowski matrix (3.48), we obtain for the pure dissipative operator,
D∗[J ] = λ2
2∑
ij=1
cij(0)
[
Vi(0)J V†j (0)−
1
2
{
Vi(0)Vj(0)†, J
}]
+λ2
∑
ω=±ωk
4∑
ij=3
cij(ω)
[
Vi(ω) J V†j (ω)−
1
2
{
Vi(ω)V†j (ω), J
}]
. (3.53)
All the terms in the latter equation contain an odd number of annihilation, respec-
tively creation, operators thus leading to a vanishing mean value on the state∣∣N/2, N/2〉〈N/2, N/2∣∣; moreover the same happens also at second order in time and be-
yond, each step adding an even number of ladder operators. This means that the pres-
ence of the ergodic average, which is needed in order to have a consistent dynamical
semigroup, inhibits the creation of an induced current, or more precisely, the correlations
created in the weak coupling limit are extremely weak and they disappears when looked
at on the slower timescale.
Remark 3.2 This effect is very similar to the one in the linear noise case; the origin being
the ergodic average in both cases. Notice however that here, differently from before,
the absence of induced current is independent of the values of ε1 and ε2 and then holds
also for ε1 = ε2. This fact is due to the conservation of the total number of particles,
which adds another restriction on the energy levels of the hamiltonian (3.1) and excludes
definitively the possibility of a resonant effect like the one encountered in the linear noise
case.
Singular coupling limit
Also for the quadratic noise, the singular coupling limit leads to a richer structure of
the master equation and to a stronger induced current; in absence of the ergodic aver-
age, there are no cancellations of the kind observed in the weak coupling limit and the
Kossakowski matrix c has in general no vanishing entries (and similarly s); the Kraus
operators are exactly the ones in (3.12), which are coupled to the environment variables.
In this case, again starting from
∣∣N/2, N/2〉〈N/2, N/2∣∣, the mean value of the current
operator, initially zero, becomes for small times,
〈Jˆ〉t = tN
(N
2
+ 1
) [
=m(c23 − c13)+ 2<e(s13 − s23)]+O(t2) . (3.54)
Therefore, in the singular coupling limit, the request that the total number of particles
be conserved does not preclude the generation of a dissipative current. Notice that even
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for the quadratic noise, if the environment is coupled to the two wells through the same
operator, namely B1 = B2, no dissipative current is induced in the system.
Another important consideration should be made about the origin of the noise; if it
comes from the coupling with a stochastic classical field, the matrix c is real symmetric,
while the entries of the matrix s are identically zero; this means that both terms in (3.54)
identically vanish and no current is generated, at least at first order in time. This fact puts
into evidence the weaker strength of classically generated correlations with respect to the
quantum ones.
3.3 Open quantum dynamics in optical lattices
We shall now generalize the considerations of the previous sections to the case of
a one-dimensional optical lattice. The system we are interested in is a set of N atoms
trapped in a periodic 1D potential; this can be achieved by using a harmonic trapping,
by means of magnetic or optical traps, which is stronger along two orthogonal directions
than along the longitudinal one. This means that, effectively, the atoms are constrained
to move along the longitudinal direction, upon which a second periodic potential is su-
perimposed, this creates a one dimensional array of I wells with lattice size d.
In this case the perpendicular motion of the atoms can be decoupled from the lon-
gitudinal one, leading to an effective periodic 1D potential along the x direction like in
(2.7).
Since we are interested in noisy effects on the Mott insulating phase, we will consider
deep trapping potentials such that tunneling is possible only between nearest neighbor
sites. The resulting Bose-Hubbard hamiltonian has then the form
H =
I∑
i=1
(εia
†
iai + U(a
†
i )
2a2i ) + T
I−1∑
i=1
(a†iai+1 + a
†
i+1ai) . (3.55)
In this case the relative number is not significative. Therefore, following [85, 86], we
introduce the discretized version of the position coordinate operator,
ZI =
I∑
j=1
jda†jaj , (3.56)
where d is the lattice constant. Time derivative of ZI yields
dZI
dt
= i [H, ZI ] = iTd
I−1∑
j=1
(a†j+1aj − a†jaj+1) . (3.57)
As in the double-well case, the current operator should be proportional to this time
derivative and in suitable units can be taken as
JI = i
I−1∑
j=1
(a†j+1aj − a†jaj+1) . (3.58)
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In the Mott insulating regime, the ground state of (3.55) is represented by a Fock state
with an equal occupation number per well2 that can formally be represented by a vector∣∣N/I, . . . , N/I〉; the mean value of the current operator is clearly vanishing in this state,
as long as its time derivative, as in the double-well case.
Again, this is not anymore the case in presence of an external environment. In order
to show this fact, we consider the I-sites generalization of the linear noise; recalling the
form of the system operators in the interaction hamiltonian for the linear noise in the two
wells case, we introduce two hermitian operators for each site of the lattice; the lattice
sites are labelled by i = 1, . . . , I while the index α, which labels the new operators, runs
from 1 to 2I :
HI =
2I∑
α=1
Vα ⊗Bα , Vα =
{
a†i + ai α = 2i− 1 odd
i(a†i − ai) α = 2i even
. (3.59)
3.3.1 Weak coupling limit
The weak coupling limit is performed exactly as in section 3.2; the sum over all the
possible energy differences E − E′ resulting from the ergodic average is evaluated sep-
arately for each term of the above hermitian combinations, namely for single site ladder
operators ai, a
†
i ; this yields the new operators
Vα(ω) =
∑
E−E′=ω
PEVαPE′ , Vα =
{
ai α = 2i− 1 odd
a†i α = 2i even
, (3.60)
where PE projects on the energy eigenstate corresponding to energy E.
The energy differences in the ergodic average depend on the depth of each well of the
lattice, namely εi, and give rise to strong destructive interference unless
ε1 = ε2 = · · · = εI ≡ ε. If all the wells are equally deep, the energy differences which
contribute to the ergodic average can be labeled by a single parameter n,
ω ≡ ωn = ε+ U + 2Un
and correspond to variation of energy due to the creation or annihilation of a single par-
ticle in one site .
The resulting averaged operators takes then the explicit form
Vα(ωn) =
{
1⊗ · · · ⊗ Pnai ⊗ · · · ⊗ 1 α = 2i− 1 odd
1⊗ · · · ⊗ a†iPn ⊗ · · · ⊗ 1 α = 2i even
, (3.61)
2Formally, the presence of a harmonic trapping potential induces the presence of different concentric
islands of Mott insulators with different occupation numbers separated by regions of superfluid phase with
a typical wedding cake structure [19]. In this chapter, we will instead consider a same Mott insulator state
over the whole lattice.
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where we have used the single site projectors Pn =
∣∣n〉〈n∣∣.
The master equation describing the dissipative evolution contains a hamiltonian and
a pure dissipative term, which are of the standard Kossakowski-Lindblad form (4.26-
4.25):
D∗[JI ] = λ2
∑
n
2I∑
αβ=1
hαβ(ωn)
[
Vα(ωn)JIV†β(ωn)−
1
2
{
Vα(ωn)V†β(ωn), JI
}]
, (3.62)
H(2) = λ2
∑
n
2I∑
αβ=1
kαβ(ωn)Vα(ωn)V†β(ωn) (3.63)
The Kossakowski matrix [hαβ(ωn)] presents a structure similar to (3.32) for each couple
of sites, in particular all the terms corresponding to an even row and odd column (and
viceversa) vanish,
h(ωn) =

h11(ωn) 0
0 h22(−ωn)
· · · h1α(ωn) 0
0 h2 α+1(−ωn)
· · ·
...
. . .
... · · ·
hα1(ωn) 0
0 hα+1 2(−ωn)
· · · hαα(ωn) 0
0 hα+1 α+1(−ωn)
· · ·
... · · · ... . . .

. (3.64)
Explicitly, in terms of the Fourier transforms cαβ(ωn) of the environment correlations
functions3 (omitting the ω dependence for sake of simplicity), one gets:
hαβ(ωn) =

hαβ(ωn) = cαβ + cα+1β+1 + i(cα+1β − cαβ+1) α = 2i− 1 , β = 2j − 1
hαβ(−ωn) = cαβ + cα−1β−1 + i(cα−1β − cαβ−1) α = 2i , β = 2j
0 otherwise.
(3.65)
Under the dissipative dynamics due to the interaction with the environment, the
mean value of the current operator with respect to the Mott insulator state∣∣N/I, · · · , N/I〉〈N/I, · · · , N/I∣∣ becomes non-zero for small t > 0, exactly as in the double-
well case. Indeed, the mean value can be calculated by using the dual master equation
for the evolution of the operator JI : the hamiltonian contributions vanish and the pure
dissipative term D∗[JI ] dominates. Explicitly, the result can be conveniently split in two
pieces, one coming from the odd and the other form the even values of the index α; these
3In the optical lattice situation the correlation functions of the environment usually depend on the lattice
sites, for instance they may decay with the distance between sites; as a consequence, the larger contributions
come from the terms relative to nearest neighbors sites.
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carry different dependences on ω:
〈D∗[JI ]〉N = i
∑
α odd
(N/I + 1)2[hα+2α(ωN/I)− hαα+2(ωN/I)]
+ i
∑
α even
(N/I)2[hαα+2(−ωN/I−1)− hα+2α(−ωN/I−1)] . (3.66)
Using instead the site index j = 1, . . . , I , it becomes
〈D∗[JI ]〉N/I = i
I∑
j=1
(
N
I
+ 1)2[h2j+12j−1(ωN/I)− h2j−1 2j+1(ωN/I)]
+ (
N
I
)2[h2j 2j+2(−ωN/I−1)− h2j+22j(−ωN/I−1)] . (3.67)
The Fourier transforms of the correlation functions in the environment can be rein-
troduced via (3.65); we will assume an exponential decayGαβ(t) ∝ Gαβ exp(−µE t), with
G = [Gαβ ] a constant hermitian matrix. Then, for a sufficiently big number of atoms N , a
result follows which extends the one in (3.37):
〈J(t)〉N/I '
∂〈J(0)〉N/I
∂t
t =
8λ2N2µE
I2(µ2E + ω
2
N/I)
∑
α odd
<e(Gαα+3 −Gα+1α+2) t (3.68)
' 2λ
2µE
U2
∑
α odd
<e(Gαα+3 −Gα+1α+2) t . (3.69)
The current vanishes if all the wells are coupled to the environment by the same op-
erators, i.e. if the environment acts exactly in the same way on all the wells; this happens
when all the operators Bα with even, respectively odd, index α are equal, in this case the
r.h.s. of (3.69) is zero since Bα = Bα+2 and Bα+1 = Bα+3 for all the values of α, and
therefore, being cαβ hermitian, <e(cαα+3) = <e(cα+1α+2).
3.3.2 Singular Coupling Limit
Thanks to the absence of the cancellations due to the ergodic average, as in the double-
well case, the singular coupling limit presents a richer structure of the master equation.
The master equation is still in the Kossakowski-Lindblad form, with a Kossakowski ma-
trix without vanishing entries and Kraus operators identical to the ones coupled to the
environment variables in the interaction hamiltonian (apart for the already introduced
standard rearrangement of terms),
Vα =
{
ai α = 2i− 1 odd
a†i α = 2i even
.
The mean value of the current at small times is dominated by the dissipative contri-
butions which read
〈D∗[JI ]〉N/I = i
∑
α odd
(N/I + 1)[hα+2α − hαα+2] + i
∑
α even
N
I
[hαα+2 − hα+2α] , (3.70)
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or, in term of the coefficients cαβ
〈D∗[JI ]〉N/I =
∑
α odd
[
(2N/I + 1)=m(cαα+2 + cα+1α+3) + <e(cα−2α+1 − cα+3α)
]
, (3.71)
where the terms have been rearranged in a single summation which indeed corresponds
to a summation over nearest neighbors sites.
The dissipative current presents again different strengths in the weak and singular
coupling limit, as a consequence of the effects of the ergodic average which kills a lot of
contributing terms in the former one while it does not act in the latter.
Notice that if the environment is coupled to the atoms in each site through the same
operator, namely if all the Bα with odd, respectively even, index α are equal among
themselves, no current arises and the system remains in the Mott insulating state.
3.4 Testable effects of the noise induced current
The presence of a current can be very hard to detect within the trap. Particularly
useful are time of flight measurements, as described in Section 2.2.4; these techniques
detect coherence phenomena among fractions of the atomic clouds in different sites, as
those that may arise from the presence of a current.
In the Mott insulating state, when the tunneling is suppressed, the atoms within each
site evolve independently; hence, no coherence can be created between the fractions of
the clouds in different sites.
Instead, in presence of a current, coherence effects may arise that the time of flight
imaging techniques are able to detect.

Chapter 4
Noise induced interference
A most used experimental technique to detect interference phenomena in a system
of cold atoms trapped in an optical lattice consists in the sudden release of the trapping
potential, followed by a free expansion of the atomic cloud; by subsequently shining the
ballistically expanding cloud with a laser probe, one is able to record a density profile on
a CCD camera. The spatial density profile can then be used to reconstruct the momentum
distribution within the trap, as explained in Section 2.2.4. The just outlined measuring
process will be further discussed in details in Chapter 5, in the framework of quantum
measurement theory.
In theMott insulating phase no definite phase is present among the sites and therefore
the atomic density profile, does not present any interference pattern1; each site evolves
independently of the others, resulting in an incoherent configuration.
If the system is not isolated, the presence of a dissipative environment in interac-
tion with the system could modify this situation, for instance generating a current as we
have seen in Chapter 3 [31]; one of the possible effects of this dissipative current is to
allow different sites to communicate with each other, developing phase coherence and
leading therefore to the appearance of interference effects also in the averaged density
profile, where they could be detected by comparison with a reference profile in absence
of noise [32].
This effect is surprising in the context of open quantum dynamics; in general, the
presence of an environment is taken as a synonym of decoherence, while here one may
indeed have coherence effects generated only by the interaction with an environment.
In the case of a real optical lattice, a strong destructive interference takes place and the
coherence effects become almost invisible due to the large number of sites contributing
1Strictly speaking, this density profile is obtained by averaging the results of multiple runs of the ex-
periment performed with the same initial conditions; coherence effects appear in each single absorption
image even starting from the Mott insulating phase, nevertheless they average out when multiple images
are superimposed. For further discussion, see Chapter 5.
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to the density profile. This does not happen in a double-well potential we will consider
in the following.
4.1 Double well traps, phase and number states
The hamiltonian describing the state of cold atoms in a double-well potential is the
two-mode Bose-Hubbard hamiltonian introduced in section 3.1
H = ε1 a
†
1a1 + ε2 a
†
2a2 + U
[
(a†1)
2 a21 + (a
†
2)
2 a22
]
− T (a†1a2 + a1a†2) ; (4.1)
where the expressions of parameters εi, U, T in terms of φ1,2(x) are given in (3.2-3.4).
The operators a1,2, a
†
1,2 annihilate and create atoms in the first, respectively second
well with wavefunctions φ1(x) and φ2(x):〈
x
∣∣a†i ∣∣0〉 = φi(x) .
Being the total numberN of particles conserved by the Hamiltonian (4.1), the Hilbert
space of the system isN +1-dimensional and can be spanned by the set of number states
(2.20), which now depends only on an integer 0 ≤ k ≤ N describing the situation in
which the first well is filled with k particles, while the other contains N − k atoms:
|N ; k〉 = (a
†
1)
k(a†2)
N−k√
k!(N − k)! |0〉 , k = 0, 1, . . . , N . (4.2)
As in section 2.2.2, one can introduce coherent-like states, depending now only on
two real parameters2, an amplitude ξ ∈ [0, 1] and a relative phase ϕ ∈ [0, 2pi],
|N ; ξ, ϕ〉 = 1√
N !
(√
ξ eiϕ/2a†1 +
√
1− ξ e−iϕ/2a†2
)N |0〉 . (4.3)
They describe situations in which all N particles are in a coherent superposition of states
with definite relative phase ϕ and relative mean occupation number
〈N ; ξ, ϕ|(a†1a1 − a†2a2)|N ; ξ, ϕ〉 = N(2ξ − 1).
States (4.3) still form an overcomplete basis of the (N +1)-dimensional Hilbert space,∫ 1
0
dξ
∫ 2pi
0
dϕ
2pi
|N ; ξ, ϕ〉〈N ; ξ, ϕ| = 1
(N + 1)
1N+1 , (4.4)
becoming orthogonal in the limit of large N [36]:
〈N ; ξ, ϕ|N ; ξ′, ϕ′〉 ≈ 1
N
δ(ξ − ξ′) δ(ϕ− ϕ′) . (4.5)
2This simply follows from the normalization condition
P
i ξi = 1 and from the definition ϕ ≡ ϕ1 − ϕ2,
plus the extraction of a global phase
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One can always express any number state (4.2) in terms of phase states by using the
completeness relation (4.4),
|N ; k〉 = (N + 1)
∫ 1
0
dξ
∫ 2pi
0
dϕ
2pi
〈N ; ξ, ϕ|N ; k〉 |N ; ξ, ϕ〉 , (4.6)
where the overlap functions are explicitly given by
〈N ; ξ, ϕ|N ; k〉 =
(
N
k
)1/2
ξ
k
2 (1− ξ)N−k2 e−iϕ(k−N2 ) , (4.7)
showing that a generic phase state has non-vanishing overlap with each vector of the
Fock basis.
4.2 Ballistic expansion and time of flight imaging
The two-mode approximation is valid only within the trap; in order to model the
imaging process after the ballistic expansion, a complete set of modes has to be used to
properly represent the free motion in space.
Let us then introduce a complete orthonormal set of single-particle atom states
{|φi〉}∞i=1, obtained by acting with the set of all creation operators a†i on the vacuum,
|φi〉 ≡ a†i |0〉: φi(x) ≡ 〈x|φi〉 = 〈x|a†i |0〉, x ∈ R.
The creation operator ψˆ†(x) of an atom at position x, ψˆ†(x) |0〉 = |x〉, can then in
general be decomposed as
ψˆ†(x) =
∞∑
i=1
φ∗i (x) a
†
i . (4.8)
In the two-mode approximation, the first two operators, a†1, a
†
2, corresponding to parti-
cle creation in the first, respectively second well, are sufficient to properly describe the
system and the two-mode hamiltonian (4.1) follows immediately.
Since the single particle states are orthonormal, one can invert this relation and write
a†i =
∫
dxφ∗i (x) ψˆ
†(x) . (4.9)
Further, from [ai, a
†
j ] = 〈φi|φj〉 = δij , one recovers the standard bosonic (equal-time)
commutation relations: [
ψˆ(x), ψˆ†(x′)
]
= δ(x− x′) . (4.10)
With this formalism, one can now easily compute the action of the operator ψˆ(x) on a
many-body coherent state |N ; ξ, ϕ〉. Using the commutation relations
[
ai, a
†
j
]
= δij , one
easily finds:
ψˆ(x)|N ; ξ, ϕ〉 =
√
N
(√
ξ φ1(x)eiϕ/2 +
√
1− ξ φ2(x) e−iϕ/2
)
|N − 1; ξ, ϕ〉 , (4.11)
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so that the wave function associated to the coherent state |N ; ξ, ϕ〉, depending on the
positions (x1, x2, . . . , xN ) of the N atoms, is simply given by the product
〈x1, x2, . . . , xN |N ; ξ, ϕ〉 =
√
N !
N∏
i=1
(√
ξ φ1(xi)eiϕ/2 +
√
1− ξ φ2(xi) e−iϕ/2
)
. (4.12)
Similarly, the action of the destruction operator ψˆ(x) of an atom at position x on a Fock
state |N ; k〉 can be obtained from (4.11) through the expansion (4.6).
These relations hold at fixed time3, i.e. at τ = 0. However, since the atoms are as-
sumed to evolve freely once the trap is released, the time dependence can be straight-
forwardly inserted in the formalism. The confining double well potential is released at
time τ = 0; denoting by Uτ the unitary operator that evolves freely in time the initial one
particle states, one gets:
|φi(τ)〉 ≡ Uτ |φi〉 = Uτ a†i |0〉 = a†i (τ)|0〉 , a†i (τ) = Uτ a†i U †τ . (4.13)
The corresponding wave function φi(x; τ) ≡ 〈x|φi(τ)〉 = 〈x|a†i (τ)|0〉 describes φi(x) after
τ seconds of ballistic expansion [11]; then, we can explicitly evaluate the relative phase
gained in the process. Writing φi(x, τ) = |φi(x, τ)|eiθi(x,τ), the phase θi(x, τ) can be ob-
tained, for large τ , semiclassically bymeans of the velocity ~v =
~
m
~∇θi = ~r
τ
[10]. Although
the expansion is in the tridimensional space we shall focus upon the direction x, hence
upon the phase modulation
θ1,2(x, τ) =
1
2
m(x− x1,2)2
~τ
,
where xi is the position of the i-th well; it follows that the overall relative phase after a
time of flight τ can be well approximated by
θ1(x, τ)− θ2(x, τ) = md~τ x , (4.14)
where the trap is considered to be located along the x axis, centered at x = 0with the two
wells at position x1 = −d/2, x2 = d/2, respectively.
Since the atom dynamics after trap release can be assumed to be free, every particle
in a many-body state will evolve independently with Uτ ; therefore, the evolution up to
time τ of the coherent state |N ; ξ, ϕ〉will be given by
|N ; ξ, ϕ; τ〉 = 1√
N !
(√
ξ eiϕ/2a†1(τ) +
√
1− ξ e−iϕ/2a†2(τ)
)N |0〉 , (4.15)
and similarly for a Fock state (4.2).
3In the rest of the chapter, τ will denote the time parameter of the free expansion subsequent to the
releasing of the trap and should not be confused with the slow timescale parameter of the weak coupling
limit; when needed, the evolution within the trap will be labeled by a time-parameter t.
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In this picture, states evolve in time while observables remain fixed and thus the
operator ψˆ(x) results time-independent. Since at each instant of time τ the collection
{|φi(τ)〉}∞i=1 is a complete set of single particle states obtained from the vacuum by the
action of the creation operators a†i (τ), ψˆ(x) can be equivalently decomposed for all times,
as
ψˆ(x) =
∞∑
i=1
φi(x; τ) ai(τ) . (4.16)
Notice that, despite the fact that all the creation operators a†i (τ) are necessary to properly
describe the evolution in the free space, only the first two appear in the equation (4.15);
this means that all the others modes are empty and therefore will not contribute in the
following evaluations of the density operator nˆ(x) ≡ ψˆ†(x)ψ(x).
The action of ψˆ(x) on |N ; ξ, ϕ; τ〉 is then as in (4.11), although expressed in terms of
the evolved wave functions:
ψˆ(x)|N ; ξ, ϕ; τ〉 =
√
N
(√
ξ φ1(x; τ)eiϕ/2 +
√
1− ξ φ2(x; τ) e−iϕ/2
)
|N − 1; ξ, ϕ; τ〉 .
(4.17)
Through this result, by the completeness of the phase states, which holds at any time
τ , one can easily compute the mean value of the density operator at position x,
nˆ(x) ≡ ψˆ†(x) ψˆ(x) , (4.18)
in any many-body state. For instance, if the atoms just before the release of the confining
potential are in a superfluid state described by a state |N ; ξ, ϕ〉, after a time τ of free
evolution of the cloud one would obtain:
nξ,ϕ(x, τ) = N
[
ξ |φ1(x; τ)|2 + (1− ξ) |φ2(x; τ)|2 + 2
√
ξ(1− ξ)<e
(
φ1(x; τ)φ∗2(x; τ) e
iϕ
)]
= 〈N ; ξ, ϕ; τ |nˆ(x)|N ; ξ, ϕ; τ〉 , (4.19)
exhibiting the well known interference pattern, with oscillations spaced by ` = ~τmd and
an absolute offset position determined by ϕ,
<e(φ1(x; τ)φ∗2(x; τ) eiϕ) ∝ cos(md~τ x+ ϕ
)
. (4.20)
More in general, if at τ = 0, the time at which the confining potential is switched off,
the system is in a generic many body state described by the density matrix ρ, the average
density after a free evolution of the system up to time τ , ρ 7→ ρ(τ), will be given by
〈nˆ(x)〉ρ(τ) = Tr
[
nˆ(x) ρ(τ)
]
. (4.21)
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4.3 Density profile after free expansion
Our aim is to study the average density profile after a free expansion of a particular
state at the time of trap release.
The density profile at time τ after trap release depends in fact on the state of the
N -atom system at time τ = 0. Since we are interested in studying the effects of a dissipa-
tive open dynamics during the interval of time t spent by the systemwithin the confining
double-well potential, we will describe the system state at time t by a generic density ma-
trix ρt:
ρt =
N∑
k,q=0
Rtkq
∣∣N ; k〉〈N ; q∣∣ , (4.22)
written in the Fock number state basis, the coefficient Rtkq being given by
Rtkq =
〈
N ; k
∣∣ρt∣∣N ; q〉 .
The evolution of the atoms within the trap determines the coefficient Rtkq; the time
of flight τ refers instead to the time interval between the releasing of the trap and the
subsequent measure, it is thus a parameter of the experimental setup. The information
about the dissipative evolution during the time t is then completely contained in the
coefficients Rtkq.
In order to construct the averaged density profile we shall explicitly evaluate the av-
erage (4.21) over many repetitions of the experiment, with the same initial conditions:
Tr
(
ψˆ†(x)ψˆ(x)UτρtU †τ
)
= N
∫
dx2 · · ·xN
〈
x, x2, . . . , xN
∣∣UτρtU †τ ∣∣x, x2, . . . , xN〉
=
N∑
k=0
Rtkk
[
k|φ1(x, τ)|2 + (N − k)|φ2(x, τ)|2
]
+
{N−1∑
k=0
Rtkk+1
√
(k + 1)(N − k) |φ1(x, τ)| |φ2(x, τ)| e−imd~τ x + c.c.
}
. (4.23)
The presence of visible interference fringes comes form the oscillating exponential
terms and is then strictly related to the next-to-diagonal entries of the density matrix
Rtkk+1 (and their hermitian conjugates). If the starting state is a Fock number state all
these entries are equally zero, being the state diagonal in the Fock number basis; no
interference fringes could therefore be detected in the averaged profile, as results from
the absence of a definite phase in such a state.
4.4 Noisy dynamics within the trap
We shall now consider the case in which the double-well trap is in interaction with
a noisy environment. The coupling with the environment can be thought of as a part of
4.4 Noisy dynamics within the trap 63
the trapping mechanism, its effects ceasing when it is switched off in order to consent
the free expansion of the atomic cloud. This justifies the absence of dissipative effects
during time of flight. We shall then consider the dynamics of the N atoms within a trap
immersed in an external environment; in particular, we shall focus upon its effects on the
balanced Mott insulating state
∣∣N ;N/2〉, with a very high potential barrier dividing the
two wells.
The formal description of the averaging procedure has been developed for a fixed
total number of particles N ; it results therefore convenient to consider coupling to an en-
vironment which preserves such a number4, as for instance the quadratic noise described
in Section 3.2.2.
We shall then focus on the singular coupling limit of the quadratic noise, where the
noisy effects are expected to be more relevant; recall that in the weak coupling one no
dissipative current is generated. In such a case, the dissipative time-evolution of the
open system density matrix is generated by a master equation of the form
∂ρ(t)
∂t
= L[ρ(t)] ≡ −i[HBH +H(2), ρ(t)] + D[ρ(t)] , (4.24)
where the noise contributes with an effective correction H(2) to the free hamiltonian and
with a linear operator D[·] which cannot be recast in hamiltonian form. Their explicit
expressions take the standard Kossakowski-Lindblad form:
D[ρ] =
4∑
ij=1
cij
[
V †j ρVi −
1
2
{
ViV
†
j , ρ
}]
, (4.25)
H(2) =
4∑
ij=1
sijViV
†
j . (4.26)
The operators Vi are the same operators coupled to the environment observables in the
interaction hamiltonian,
V =
(
a†1a1, a
†
2a2, (a
†
1a2 + a
†
2a1), i(a
†
1a2 − a†2a1)
)
,
while the entries of the two hermitian matrices c and s embody all the information about
the effects induced by the environment and are obtained from the correlation functions
of the environment Gij(t):∫ ∞
0
dtGij(t) =
1
2
cij + i sij ,
cij =
∫ +∞
−∞
dtGij(t) ≡ FGij(ω)
∣∣
ω=0
, (4.27)
sij =
1
2pi
P
∫ +∞
−∞
dω
FGij(ω)
ω
, (4.28)
4The formalism can be developed also for a non-conserved total number of particles; however, it involves
a bigger Hilbert space and another summation over the varying number of particles. This leads to more
complicated calculations, without adding new features.
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where F denotes Fourier transforming and P the Cauchy principal value.
4.5 Effects of noise in the density profile
As mentioned before, we shall consider an initial atom state of the form
ρ0 =
∣∣N ; N/2〉〈N ; N/2∣∣ . (4.29)
In absence of the environment and for a high potential barrier, this state is the ground
state of (2.16); as a consequence, the components Rtkq in (4.22) are time independent and
Rkq = 0 if k and q differ from N/2. Therefore in (4.23) no interference fringes appear.
In order to study the effects induced by the presence of noise, it is sufficient to con-
sider the small time dynamics resulting from (4.24), whose solution up to first order in
time then reads
ρt = ρ0 + it [HBH +H(2), ρ0] + tD[ρ0] +O(t2) . (4.30)
Since [HBH , ρ0] = 0, only the dissipative contributions in (4.30) need to be studied.
The explicit expression of D[ρ0] is
D[ρ0] =
N
2
(N
2
+ 1
)[(
c33 + c44 + i (c34 − c∗34)
) ∣∣N
2
+ 1
〉〈N
2
+ 1
∣∣
+
(
c33 + c44 − i (c34 − c∗34)
) ∣∣N
2
− 1〉〈N
2
− 1∣∣− 2 (c33 + c44) ∣∣N2 〉〈N2 ∣∣
]
+
{√
N
2
(N
2
+ 1
)[N
4
(
c∗13 − i c∗14 + c∗23 − i c∗24
)− 1
2
(
c∗13 − i c∗14 − c∗23 + i c∗24
)
−N
4
(c13 − i c14 + c23 − i c24)
] ∣∣N
2
〉〈N
2
+ 1
∣∣
+
√
N
2
(N
2
+ 1
)[N
4
(
c∗13 + i c
∗
14 + c
∗
23 + i c
∗
24
)
+
1
2
(
c∗13 + i c
∗
14 − c∗23 − i c∗24
)
−N
4
(c13 + i c14 + c23 + i c24)
] ∣∣N
2
〉〈N
2
− 1∣∣
+
1
2
√(N
2
+ 2
)(N
2
+ 1
)(N
2
− 1
) N
2
(c44 − c33)
[ ∣∣N
2
〉〈N
2
+ 2
∣∣+ ∣∣N
2
〉〈N
2
− 2∣∣ ]
+
N
2
(N
2
+ 1
)(
c33 − c44 + i (c34 + c∗34)
) ∣∣N
2
+ 1
〉〈N
2
− 1∣∣ + h. c. } , (4.31)
where we have set
∣∣k〉 ≡ ∣∣N ; k〉 for sake of simplicity; for the hamiltonian correction
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i[H(2), ρ0] instead,
i [H(2), ρ0] = i
√
N
2
(N
2
+ 1
){[(N
2
+ 1
)
s13 +
N
2
s∗13 + i
(N
2
+ 1
)
s14 + i
N
2
s∗14
+
(N
2
− 1
)
s23 +
N
2
s∗23 + i
(N
2
− 1
)
s24 +
N
2
s∗24
] ∣∣N
2
+ 1
〉〈N
2
∣∣
+
[(N
2
− 1
)
s13 +
N
2
s∗13 − i
(N
2
− 1
)
s14 − i N2 s
∗
14
+
(N
2
+ 1
)
s23 +
N
2
s∗23 − i
(N
2
+ 1
)
s24 − N2 s
∗
24
] ∣∣N
2
− 1〉〈N
2
∣∣
+2 i
√(N
2
+ 1
)(N
2
+ 2
)
(s34 − s∗34)
∣∣N
2
+ 2
〉〈N
2
∣∣
−2 i
√(N
2
− 1
) N
2
(s34 − s∗34)
∣∣N
2
− 2〉〈N
2
∣∣}+ h. c. . (4.32)
Using the last equations, up to first order in t, we finally get
〈nˆ(x)〉ρ(τ) =
N
2
(|φ1(x, τ)|2 + |φ2(x, τ)|2) +
+ t
N2
4
{
4=m(c34)
(|φ2(x, τ)|2 − |φ1(x, τ)|2) +
+ |φ1(x, τ)| |φ2(x, τ)|
[(
2<e(s24 − s14) + =m(c14 − c24)
)
cos
(md
~τ
x
)
+
(
2<e(s23 − s13) + =m(c13 − c23)
)
sin
(md
~τ
x
)]}
. (4.33)
The last two lines of the last equation contain oscillating terms which give rise to inter-
ference fringes spaced by a distance ` ∝ ~τmd .
Notice that these fringes disappear in absence of noise (i.e. when cij = 0 = sij). While
the spacing between fringes is essentially due to the ballistic expansion, the amplitude of
these oscillations is proportional to the entries of the matrices c and s, which depend on
the strength of the environment correlation functions.
Since for large enough τ the atomic clouds coming from the two wells overlap, i.e.
|φ1(x, τ)| ' |φ2(x, τ)|, the magnitude of the dissipative terms goes as tN |cij | with re-
spect to the standard, noise independent contribution. Despite the large number N of
atoms, the constants cij and sij are small [60, 61], thus the first order expansion in (4.30)
is meaningful even for sufficiently long system environment interaction times t.
Finally, notice that if the system is coupled to a stochastic classical field, the matrix
c is real symmetric while all the entries of s vanishes (see Section 1.3); therefore, the
oscillating terms in (4.33) disappear; this means that classical correlations do not lead to
any environment induced interference phenomena in this case.
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4.6 Relations with dissipative current
The physical origin of the environment induced interference pattern can be related to
the mean value of the current operator (3.7)
J = i(a†1a2 − a†2a1) , (4.34)
which describes the speed of the atom gas in the double well. Its mean value is clearly
zero in the initial state ρ0, while, in the evolved state, up to first order in t, it reads
〈J〉ρt = N
(N
2
+ 1
) [
=m(c23 − c13)+ 2<e(s13 − s23)] . (4.35)
By comparing this last expression with (4.33) one notices that, if the current operator has
non-zero mean value, then interference fringes can in line of principle be observed.
Remark 4.1 The structure of the interference pattern is in general richer, as also the tun-
neling operator a†1a2 + a
†
2a1 contributes to it. Indeed, one finds
〈a†1a2 + a†2a1〉ρt = N
(N
2
+ 1
) [
=m(c14 − c24)+ 2<e(s24 − s14)] . (4.36)
The presence of an environment induced dissipative current can be quantitatively
tested in the double-well system by measuring the induced interference fringes in the
averaged density profile, thus gaining information about the characteristics of the dissi-
pative dynamics, as we shall see in the next chapter.
Chapter 5
Quantum measurement with trapped
cold gases
Asmentioned in the previous chapter, information about the effect of the environment-
induced current can be retrieved using time of flight imaging technique. This technique is
often used in the context of optically trapped atomic system when in-trap measurement
are hard to perform; basically, as already seen, it consists in the sudden release of the
trapping potential, followed by a free expansion of the atomic cloud and by a probe-light
absorption image of the density profile.
The imaging process is destructive, namely the atomic sample is lost in each single
shot so that in order to construct a statistical ensamble, the experiment has to be repeated
starting from the same initial conditions and a set of images, corresponding to the same
initially trapped many-body state, must be collected from many shots.
Contrary to expectations, coherence effects are found irrespectively of the initial state,
be it a coherent phase state or a completely incoherent Fock number one [3]. While start-
ing from a coherent phase state one expects to obtain a set of identical images, each of
them showing coherence effects, one would expect a blurred image without definite pat-
terns when starting from a Fock state. Instead, starting from a balanced state |N ;N/2〉,
each shot reveals an interference pattern with a definite phase. The crucial point is that
the collected density profiles are different from shot to shot so that the coherence effects
average out and disappear if the images are superimposed.
Quite in general, a quantum mechanical description of the averaging procedure can
be given in terms of a generalizedmeasure, a so-called Positive Operator ValuedMeasure
(POVM) [39, 40, 22]. If the effective projection on states with definite phase difference
can be taken as a good description of the measurement effects, using the corresponding
POVM, one can compute the atom density profile [38].
The average over multiple images is commonly considered to reproduce, in the limit
of a large number of them, the standard mean value of the density operator in the given
68 Quantum measurement with trapped cold gases
many body state. The formal use of the POVM leads to a density profile which barely
differs from the previous one, with differences that become smaller and smaller when
the total number of particles grows; for sufficiently large number of particles they result
negligible. In the following we will discuss the possibility that these differences may be
put into evidence in actual experiments. Coherence effects in the single shot absorption
image are harder to see in the case of a lattice, due to the high number of contributions to
the density profile coming from different sites which give rise to destructive interference
among themselves [33]. However, in the case of only two sites this problem disappears
and the phenomenon can be properly analyzed in a clearer way. Thus, we shall firstly
consider a system of ultracold atoms confined in a double-well potential as in Section 3.1
and then we will generalize the discussion to an optical lattice.
5.1 Generalized quantum measure
The expected mean value of the density operator on the freely evolved state ρ(τ) can
be calculated using the results of Section 4.2. As always in quantummechanics, the mean
value
〈nˆ(x)〉ρ(τ) = Tr
[
nˆ(x) ρ(τ)
]
(5.1)
refers to statistical averages over many experimental runs, where each time the system is
prepared at τ = 0 in the same state ρ. An alternative interpretation is however possible
if one assumes that the result of a single shot on a general initial state ρ, is an oscillating
density profile corresponding to (4.19) [8, 10]. Quantummechanically this corresponds to
a projection into a state |N ; ξ, ϕ; τ〉〈N ; ξ, ϕ; τ |, with a definite relative phase ϕ and ampli-
tude ξ, although randomly given. Further, if the whole experiment is repeated, preparing
the system in the same state ρ and taking an absorption image after a free expansion up
to the same time τ , a different phase and amplitude will be selected.
This fact has been investigated in recent years, both on a experimental and a theoret-
ical ground, making use also of simulation techniques [34, 36, 37, 87, 88, 89, 90].
Although in absence of a full microscopical derivation accounting for the interaction
of the photons of the imaging beam with the atoms, the result can be naively understood
by interpreting the formation of the absorption image as the result of the interaction of
the systemwith a classical, macroscopic measuring apparatus: many atoms concur to the
formation of a single pixel in the image and this is possible only if all atoms are in a same
coherent superposition; as explained before, this situation is described by the coherent
states (4.3), which in turn are the more classical among all quantum states and seem to
play the role of a selected pointer basis [91, 92].
As a consequence of this effective projection, in each run of the experiment a density
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profile like
nξ,ϕ(x, τ) = N
[
ξ |φ1(x; τ)|2 + (1− ξ) |φ2(x; τ)|2 + 2
√
ξ(1− ξ)<e
(
φ1(x; τ)φ∗2(x; τ) e
iϕ
)]
= 〈N ; ξ, ϕ; τ |nˆ(x)|N ; ξ, ϕ; τ〉 , (5.2)
emerges with random value of the parameters ξ and ϕ; the distribution of the obtained
values over many repetitions is determined by the initial state ρ through the probability
〈N ; ξ, ϕ; τ |ρ(τ)|N ; ξ, ϕ; τ〉, which indeed gives the weight with which the state with fixed
phase ϕ and amplitude ξ contributes to the density matrix ρ.
For large number of atoms N , this description is perfectly in agreement with what it
is experimentally measured through the absorption images; indeed, they are expected to
exhibit interference patterns independently of the initial state, being either a Fock state
(4.2) or a phase state (4.3) [8]. In many-body physics, one can assimilate ensemble av-
erages with mean values with respect to macroscopically occupied many-body states,
provided the number of particles involved is large enough [93]. Therefore, the larger the
number N of atoms the system contains, the better a single absorption image will model
the average of the density operator nˆ(x) in the state |N ; ξ, ϕ; τ〉, thus reproducing the
interference pattern nξ,ϕ(x, τ) given in (5.2) [94]; in the case of a starting Fock state the
measuring apparatus selects randomly one of the phase states.
Starting then from a general density matrix ρ at τ = 0 and running the experiment
several times, with the same initial conditions, one obtains a set of N images, each one
corresponding to a density profile nξi,ϕi(x, τ), for certain values of amplitude ξi and
phase ϕi, that can be extracted with a fitting procedure [95].
When all obtained absorption images are superimposed, the result is the average
nρ(x, τ) =
1
N
N∑
i=1
nξi,ϕi(x, τ) , (5.3)
In this sum, any specific density pattern nξi,ϕi(x, τ), will occur νi times, i.e. with a fre-
quency pi ≡ νi/N ; the average (5.3) may then be more conveniently rewritten as
nρ(x, τ) =
∑
α
pα nξα,ϕα(x, τ) , (5.4)
where the sum is now over the set of distinct absorption images. In the limit of large
N , the above sum becomes an integral over all possible values of amplitude and phase.
Therefore, the procedure of averaging over all obtained images really corresponds to
summing the mean values of n(x) over all states |N ; ξ, ϕ; τ〉 with definite ξ and ϕ, each
contribution weighted with the associated time-independent occurrence probability
pα ∼ 〈N ; ξ, ϕ|ρ|N ; ξ, ϕ〉, determined by the initial state ρ.
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Mathematically, this procedure is then described by the operation of trace of the op-
erator nˆ(x) over the density matrix
ρ˜(τ) =
N + 1
2pi
∫ 1
0
dξ
∫ 2pi
0
dϕ 〈N ; ξ, ϕ; |ρ|N ; ξ, ϕ〉 |N ; ξ, ϕ; τ〉〈N ; ξ, ϕ; τ | . (5.5)
5.1.1 Positive Operator Valued Measure
The transformation ρ 7→ ρ˜ defines a POVM1 on the space of the density matrices as
explained in Section 1.2.5:
ρ˜(τ) ≡ VN (ρ(τ)) =
∫ 1
0
dξ
∫ 2pi
0
dϕ V (N ; ξ, ϕ; τ) ρ(τ) V (N ; ξ, ϕ; τ) , (5.6)
with
V (N ; ξ, ϕ; τ) =
√
N + 1
2pi
|N ; ξ, ϕ; τ〉〈N ; ξ, ϕ; τ | . (5.7)
The proper quantum mechanical expression for the matter density profile resulting from
the average over all absorption images is then given by:
nρ(x, τ) ≡ 〈nˆ(x)〉ρ˜(τ) =
N + 1
2pi
∫ 1
0
dξ
∫ 2pi
0
dϕ 〈N ; ξ, ϕ|ρ|N ; ξ, ϕ〉 〈N ; ξ, ϕ; τ |n(x)|N ; ξ, ϕ; τ〉 .
(5.8)
5.2 Difference with respect to the standard average
The average overmultiple images is often considered to correspond to themean value
of the density operator with respect to the given many-body state ρ(τ), rather than to the
new state ρ˜(τ) reconstructed from the set of absorption images via the proper POVM;
therefore in the fitting procedure of the experimental data (5.1) is used instead of (5.8). In
principle the averages obtained in this way differ from those given by (5.8). Nevertheless,
as we shall explicitly see, they give the same results in the large N limit.
The difference between the two expressions (5.1), (5.8), can be most easily shown by
starting with Fock states (4.2), describing situations for which the system has a definite
number of atoms in the two wells. Let us assume that, just before the release of the
trapping potential, the system be prepared in a state containing k atoms in the first well
and N − k in the second, so that
ρ = |N ; k〉〈N ; k| . (5.9)
1Strictly speaking, after the release of the trapping potential, the integral
PN+1 ≡
q
N+1
2pi
R 1
0
dξ
R 2pi
0
dϕV (N ; ξ, ϕ; τ) gives the projector operator on the (N + 1)-dimensional
subspace spanned by the vectors (4.2) and not the identity 1 over the whole Hilbert space; therefore, the
POVM should be more correctly defined by the set {V (N ; ξ, ϕ; τ), 1 − PN+1}. However, since all system
states at time τ come from the free evolution of states belonging to this subspace, the action of 1−PN+1 has
no effect, and the definition (5.6) given below follows.
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In the limit of large N , the density profile in a single absorption image taken after a free
evolution up to time t is still given by (5.2), with a randomly picked relative phase ϕ and
amplitude ξ. Nevertheless, while the distribution of the possible values of ϕ over many
images remains flat, that of ξ follows a time-independent binomial law (see the footnote
in Appendix A.4):
〈N ; ξ, ϕ; τ |ρ(t)|N ; ξ, ϕ; τ〉 =
∣∣∣〈N ; ξ, ϕ; τ |N ; k; τ〉∣∣∣2 = (N
k
)
ξk (1− ξ)N−k . (5.10)
Therefore, if the experiment is repeated many times, each single absorption image will
show interference fringes with the same spatial period but with randomly distributed
offset position, while the amplitude ξ remains essentially constant through all images;
indeed, for large N the distribution (5.10) is peaked around its average value. As a con-
sequence, by superimposing all absorption pictures, the interference pattern is averaged
away, as it is easily found by inserting (5.9) into the expression (5.8); indeed, by perform-
ing the integrals, one explicitly finds:
nk(x, τ) =
N
N + 2
[
(k + 1) |φ1(x, τ)|2 + (N − k + 1) |φ2(x, τ)|2
]
. (5.11)
On the other hand, by adopting the definition (5.1), using (5.9), one would instead obtain
〈nˆ(x)〉k = k |φ1(x, τ)|2 + (N − k) |φ2(x, τ)|2 . (5.12)
Although both the expressions do not show interference fringes, they differ however by
an overall factor and by the different weights of the contributions of each single well.
Further, notice that the difference between the above two expressions is not vanishing as
N becomes large,
nk(x, τ)− 〈nˆ(x)〉k '
(|φ1(x, τ)|2 − |φ2(x, τ)|2)+O(1/N) . (5.13)
This means that the two expressions remain different even in the limit N  1, when
for instance the phase states become orthogonal. Such differences are then not related
to the imperfect orthogonality of phase states and more in general neither to the finite
number of particles. Nevertheless, notice that the relative difference, namely equation
(5.13) divided by the total number of particles, become smaller and smaller with the
growth of N and indeed is very hard to detect.
Notice that the number states
∣∣N ; k〉, which are eigenstates of the number operator,
are the more sensitive to the projection over phase states, in the sense that, under suitable
hypothesis [8], it is possible to define a phase operator, which is canonically conjugated
to the number operator and whose eigenstates are the phase states
∣∣N ; ξ, ϕ〉.
More in general, the POVM VN [·], acting on the density matrices ρ, defines by duality
another POVM V∗N [·], which instead acts on the operators in the algebra of observables.
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The differences between the mean values of the operators nˆ(x, τ) (now taken at time
τ in the Heisenberg picture) and the one resulting from the action of the dual POVM,
V∗N [nˆ(x, τ)], are at least of the order of the difference between expressions (5.11-5.12).
With the growth of the number of particles these differences becomes smaller and smaller
as N increases, meaning that in the large N limit the density operator is indeed very
weakly affected by the choice between the two expressions (5.1) and (5.8).
Nevertheless, in line of principle, the differences in the two expressions may be rele-
vant in certain experimental situations. This could be the case for states with very unbal-
anced fillings of the two wells, for which k is very small. By selecting a time of flight τ
for which the atom cloud is sufficiently spread out to be visible in the absorption images,
but such that the two wave functions φ1(x, τ) and φ2(x, τ) are still sufficiently well sep-
arated in space, one should be able to experimentally measure the weight in front of the
two contributions |φ1(x, τ)|2 and |φ2(x, τ)|2 and thus quantitatively test the validity of the
assumption of the projection on coherent states during the absorption imaging process.
Remark 5.1 The two expressions (5.11-5.12) identically coincide for equally filled wells,
namely k = N/2; notice that this is the most encountered situation in experimental se-
tups.
As a further remark, notice that if instead the system is prepared at τ = 0 in a super-
fluid state, described by the density matrix
ρ = |N ; ξ′, ϕ′〉〈N ; ξ′, ϕ′| , (5.14)
all absorption images taken after a time τ will show exactly the same interference pattern,
described by the given amplitude ξ′ and phase ϕ′. This is a consequence of the (large N )
orthogonality of the coherent states |N ; ξ, ϕ〉 as given by (2.23), which remains true for all
τ , since the time evolution is unitary. By superimposing all taken images, using (5.8) and
(2.23) one then finds
〈n(x)〉 = 〈N ; ξ′, ϕ′; τ |n(x)|N ; ξ′, ϕ′; τ〉 , (5.15)
so that the obtained average density coincides with the mean operator density, thus re-
producing the interference pattern given in (4.19), as observed in actual experiments.
Finally, notice that the considerations of Chapter 4 about the appearance of interfer-
ence fringes in the averaged density profile when the system is coupled to an external
environment, are not affected by the use of POVM.
In fact, when the state in the trap at the moment of release is
ρt =
∑N
k,q=0R
t
kq
∣∣N ; k〉〈N ; q∣∣, using the POVMapproach, each image gives a contribution
nξ,ϕ(x, τ) =
〈
N ; ξ, ϕ; τ
∣∣nˆ(x)∣∣N ; ξ, ϕ; τ〉 as in (5.2) and appears in the statistical ensemble
of all collected images with weights proportional to
〈ϕ, ξ;N |ρt|ϕ, ξ;N〉 =
N∑
k,q=0
Rtkq
√(
N
k
)(
N
q
)
ξ
k+q
2 (1− ξ)N− k+q2 e−iϕ(k−q) . (5.16)
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The resulting one-particle spatial density profile is then given by (see Appendix A.4
for the explicit derivation):
nρt(x, τ) =
N + 1
2pi
∫ 1
0
dξ
∫ 2pi
0
dϕ 〈ϕ, ξ|ρt|ϕ, ξ〉nϕ,ξ(x, τ)
=
N
N + 2
{ N∑
k=0
Rtkk
[
(k + 1)|φ1(x, τ)|2 + (N − k + 1)|φ2(x, τ)|2
]
+
N−1∑
k=0
Rtkk+1
√
(k + 1)(N − k) |φ1(x, τ)| |φ2(x, τ)| e−imd~τ x + c.c.
}
. (5.17)
As discussed in Chapter 4, using instead the standard trace, one obtains (4.23),
Tr
(
ψˆ†(x)ψˆ(x)UτρtU †τ
)
= N
∫
dx2 · · ·xN
〈
x, x2, . . . , xN
∣∣UτρtU †τ ∣∣x, x2, . . . , xN〉
=
N∑
k=0
Rtkk
[
k|φ1(x, τ)|2 + (N − k)|φ2(x, τ)|2
]
+
{N−1∑
k=0
Rtkk+1
√
(k + 1)(N − k) |φ1(x, τ)| |φ2(x, τ)| e−imd~τ x + c.c.
}
. (5.18)
ForN large, the difference between (5.18) and (5.17) results very small for all practical
purposes. Furthermore, the difference does not show up in the oscillating terms which
are the ones of central interest for the induced interference in presence of the environ-
ment.
5.3 Optical lattice generalization
The above results about a two wells system can be extended to the case of an op-
tical lattice. The system we are interested in is a set of N atoms trapped in a periodic
1D potential as described in Section 3.3; in the tight binding approximation the system
can then be effectively described by a Bose-Hubbard hamiltonian (2.16), where now the
creation operator a†i creates a particle in the i
th site with one-dimensional Wannier func-
tion wi(x) =
〈
x
∣∣a†i ∣∣0〉 in the lowest Bloch band. The phase and number states are given
by equations (2.21) and (2.20) respectively, while the bosonic creation operator is decom-
posed on the basis of the one-dimensional Wannier function as
ψˆ(x) ≈
I∑
i=1
wi(x)ai . (5.19)
As before, when the atoms are released from the trap the Bose-Hubbard model is not
valid anymore and one should consider a complete basis of the Hilbert case, reintroduc-
ing then the higher band Wannier functions, which form an orthonormal set (see (2.14)).
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Each Wannier function evolves independently and also in this case the modes relative
to higher bands which are empty at the time of release τ = 0, do not contribute to the
mean density (in the following relations, the band index will thus be omitted for sake of
clarity).
The Wannier function of the ith site gains a phase θi(x, τ) while moving along the x
direction during the free expansion
θi(x, τ) =
1
2
m(x− xi)2
~τ
; (5.20)
the initial position can be expressed as a multiple of the lattice constant d as xi = id and
thus the phase difference between two different time-evolved Wannier functions grows
linearly in x:
∆ij(x, τ) := θi(x, τ)− θj(x, τ) = md~τ (j − i)x+ d
2(i2 − j2) . (5.21)
The phase state (2.21) evolves in time as
∣∣N ; ~ξ, ~ϕ; τ〉 = 1√
N !
( I∑
i=1
√
ξie
iϕia†i (τ)
)N ∣∣0〉 , (5.22)
where as above a†i (τ) ≡ Uτa†iU †τ create a particle with wavefunction wi(x, τ) correspond-
ing to the transformation of the Wannier function wi(x) under ballistic expansion up to
time τ . The action of ψˆ(x) on the evolved phase state is therefore
ψˆ(x)
∣∣N ; ~ξ, ~ϕ; τ〉 = √N( I∑
i=1
√
ξie
iϕiwi(x, τ)
)∣∣N − 1; ~ξ, ~ϕ; τ〉 , (5.23)
and the mean value of the density operator nˆ(x) yields
〈
N ; ~ξ, ~ϕ; τ
∣∣nˆ(x)∣∣N ; ~ξ, ~ϕ; τ〉 = N ∣∣∣∣∣
I∑
i=1
√
ξie
iϕiwi(x, τ)
∣∣∣∣∣
2
. (5.24)
The states in (5.22) form an overcomplete basis, indeed, the completeness relation
(2.22) and the near-orthogonality (2.23) hold at any moment of the free expansion, as a
consequence of the unitarity of Uτ .
The measurement process follows the same steps described in (5.3-5.4): coherence
effects appear in each single shot even starting from a Fock number state [33]; starting
then from a generic density matrix ρ, each run of the experiment is taken to give a density
profile as in (5.24), randomly chosen with probability
〈
N ; ~ξ, ~ϕ
∣∣ρ∣∣N ; ~ξ, ~ϕ〉, and the final
average corresponds to the mean value of the density operator nˆ(x) with respect to the
density matrix
ρ˜(τ) =
(N + I − 1)!
N !
∫
PI
i=1 ξi=1
dξ1 · · ·dξI
∫ 2pi
0
dϕ1
2pi
· · · dϕI
2pi
〈N ; ~ξ, ~ϕ|ρ|N ; ~ξ, ~ϕ; 〉
×|N ; ~ξ, ~ϕ; τ〉〈N ; ~ξ, ~ϕ; τ | , (5.25)
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where 0 ≤ ξi ≤ 1.
The average over many realization of the experiment can then be described in terms
of a POVM, which is a straightforward generalization of (5.6),
VN ;I(ρ(τ)) =
∫
PI
i=1 ξi=1
dξ1 · · ·dξI
∫ 2pi
0
dϕ1 · · ·dϕI V (N, I; ~ξ, ~ϕ; τ) ρ(τ) V (N, I; ~ξ, ~ϕ; τ) .
(5.26)
In the optical lattice case the operators V (N, I; ~ξ, ~ϕ; t) are
V (N, I; ~ξ, ~ϕ; τ) =
√
(N + I − 1)!
N !
1
(2pi)I
|N ; ~ξ, ~ϕ; τ〉〈N ; ~ξ, ~ϕ; τ | . (5.27)
5.3.1 Difference in the optical lattice
Because of the larger number of contributing sites to the density profile, one wonders
whether optical lattices may be used to distinguish the average density calculated by
means of the generalized measure (5.26) from the standard mean value of the density
operator with respect to the evolved many body state, which is used in the fit of the
experimental data.
Assume the initial state to be one of the Fock number states (2.20), namely
ρ(0) =
∣∣N ;~k〉〈N ;~k∣∣, the mean value of the density operator with respect to the evolved
state is
〈n(x)〉~k,τ = Tr (ρ(τ)nˆ(x)) =
I∑
i=1
ki |wi(x, τ)|2 . (5.28)
Using instead the generalized measure described by the POVM (5.26), one obtains
n~k(x, τ) = Tr (VN ;I [ρ(τ)]nˆ(x)) =
N
N + I
I∑
i=1
(ki + 1) |wi(x, τ)|2 . (5.29)
Both expressions do not exhibit interference fringes and their difference, beside an overall
factor, amounts basically to the weight of the contributions of each single site.
The average of the density operator is thus only slightly affected by the action of the
generalized measure; on the other hand the absorption images can also be used to extract
information about other quantities, hopefully more sensitive to the action of the POVM.
This is the case, for instance, of the two-point correlation function, obtained bymeasuring
the density at different positions, which corresponds to the mean value of operators of
the form
nˆ(2)(x, x′) ≡ ψˆ†(x)ψˆ†(x′)ψˆ(x)ψˆ(x′) . (5.30)
More precisely, the experimental works [96, 97, 98, 99] consider a slightly different
quantity, obtained by further integrating over the barycenter variable R = (x+ x′)/2; the
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resulting mathematical expression depends only on the relative distance r = (x − x′)/2.
With a suitable normalization it finally reads
Gρ(τ)(r, τ) ≡
∫
dR〈nˆ(2)(R− r2 , R+ r2 , τ)〉ρ(τ)∫
dR〈nˆ(R− r2)〉ρ(τ) 〈nˆ(R+ r2)〉ρ(τ)
. (5.31)
This function measures the conditional probability of finding two atoms at a distance r
after a time of flight τ ; in absence of correlations it takes a constant value G(r, τ) = 1,
while a value greater than one indicates the presence of correlations due to the tendency
of the atoms to bunch together in certain positions, indeed a typical behavior of bosons
[96].
When the mean value is obtained by superposing several absorption images, the av-
erage should be calculated as the trace of the operator (5.30) with respect to the state
ρ˜(τ) = VN ;I [ρ(τ)], obtained by the action of the POVM (5.26) on the evolved many-body
state. The resulting function should be confronted with the one obtained via the trace on
the many-body state ρ(τ), which is the one commonly used to fit experimental data.
The explicit computation of the traces in (5.31), when the atoms are initially in a Fock
number state ρ =
∣∣N ;~k〉〈N ;~k∣∣ yields
Gρ(τ)(r, τ) =
N(N − 1)
N2
1 + 1N(N − 1)∑
i6=j
ki kj ei
md
~τ (i−j)r
 . (5.32)
When the same function is instead calculatedwith respect to the state ρ˜(τ) ≡ VN ;I [ρ(τ)],
modified by the POVM, it reads
Gρ˜(τ)(r) =
N(N − 1)
N2
1 + 1(N + I)(N + I − 1)∑
i6=j
(ki + 1)(kj + 1) ei
md
~τ (i−j)r
 . (5.33)
Again, one may notice that the differences between the two expressions are related
to the different weights of the single site contributions plus an overall factor; in this case
however the contributions of each couple of sites is modulated by an oscillating factor
and therefore the difference in its amplitude can in principle become more evident. This
happens in the case of a dichromatic lattice as studied in [97, 98, 99], where a second
weaker periodic potential is added to the lattice, the wavelength of the two being in-
commensurate. When the second lattice is sufficiently weak, it modifies only the depth
of the sites and not their positions; the dynamics can then be described by the same
Bose-Hubbard hamiltonian (2.16), where now the the site depth εi acquires a further site
dependence proportional to the strength of the second lattice. This further dependence
is reflected in the occupation number of the wells in the ground state of the hamiltonian;
as a consequence the two-point correlation function presents neat peaks, related to the
periodicity of the two lattices [98].
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The ground state of the system can be numerically calculated with Montecarlo tech-
niques [100, 101] and used to compare the functions (5.32) and (5.33) and then to check
the goodness of the POVM description. The behavior appears to be different, as can be
seen in the plot in Figure 5.1: both functions present the expected peaks, but the height of
the secondary ones is suppressed when the POVM is used. Furthermore, the difference
becomes more and more pronounced increasing the strength of the secondary lattice, as
shown in Figure 5.2. However, the secondary lattice cannot be arbitrarily strengthened
without altering the positions of the minima of the primary lattice and thus the geometry
of the system. Further, experimental errors make difficult the estimation of the height
of secondary peaks [99]. Therefore, although formulas (5.32) and (5.33) appear to give
different average correlation profiles, the actual visibility of such differences appears to
be hard with present experimental setups.
78 Quantum measurement with trapped cold gases
Figure 5.1: The behavior of the correlation function G(x, τ), as calculated with the stan-
dard mean value on the evolved many-body state (dashed blue line) and with the use of
the generalized measure (solid red line). The data comes from a numerical simulation
with N = 170, I = 130
Figure 5.2: The height of the secondary peaks in G(x, τ), as a function of the strength of
the secondary lattice, as calculated with the standard mean value on the evolved many-
body state (upper dashed blue line) and with the use of the generalized measure (lower
solid red line).
Conclusions and Outlooks
The study of noise and environmental effects in a system of ultracold atoms in an
optical lattice can lead to new insights both about this kind of mesoscopic system and,
thanks to the very advanced and manageable technologies in the field, about the dissipa-
tive dynamics and the role of noise in open systems.
The dynamical evolution of cold atoms in a periodic potential subjected to the inter-
action with a noisy environment can be described by a quantum dynamical semigroup
generated by a Markovian master equation in the standard Lindblad-Kossakowski form.
The details of the evolution depend essentially on the characteristic of the environment
and, in particular, on its time correlation functions and on the explicit coupling with the
system. The resulting dynamics is in general affected by dissipation and is thus irre-
versible; as a general fact however, the presence of the surrounding environment may be
used to mediate an effective interaction between atoms in different sites of the periodic
potential, leading to an atomic current even if the system is initially in an insulating state.
This fact has been quantitatively analyzed by studying the small time behavior of
the mean value of the current operator; even if the system starts in an insulating state
in absence of noise and the mean value of the current operator is zero, when coupled to
a dissipative environment it may develop a non-vanishing current. The mean value of
the current operator becomes then non-negative and its magnitude depends only on the
characteristic parameters of the dissipative evolution.
The presence of this effective coupling between sites can be experimentally detected
by means of a time of flight measurement, namely by switching off the trapping poten-
tial, letting the atoms to freely expand and interfere and then by checking interference
phenomena in their density profile, registered via probe light absorption. In this context
the presence of a dissipatively generated current is detected by the appearance of coher-
ence phenomena (interference fringes) which are otherwise absent when the system is in
the insulating state; the amplitude of these coherence phenomena again depends only on
the characteristic of the environment and indeed reproduces the form of the magnitude
of the induced dissipative current.
The study of this effective, induced coupling between atoms in different sites of a
periodic potential opens interesting perspectives; it would be useful to extend the anal-
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ysis beyond small times, for instance numerically solving the master equation which
describes the dissipative dynamics, or looking at possible steady-states for sufficiently
long times. Furthermore, it would be interesting to test the capability of the environment
induced effective interaction to create quantum correlations, namely entanglement, be-
tween atoms in different sites. To this purpose it is necessary to study the entangling
properties of the dissipative dynamics, according to [82, 30].
The time of flight measurement and, in particular, the appearance of coherence phe-
nomena in single experimental runs, even starting from states without definite phases,
is still an open field of research; the effective description in terms of a POVM selecting
states with definite phase results to work very well, giving predictions very close to the
mean value of the density operator and few-points correlation functions. Nevertheless,
although elegant and formally correct, this approach still lacks a microscopic derivation
of the projection onto states with definite phase by the action of a suitable measurement
process. Further investigation in this direction could give new insights about the behav-
ior of this kind of system, and the apparent presence of a mechanism of “random phase
selection”.
The differences between the standard mean values and the predictions of the POVM
depend crucially on the total number of particles in the system. In the case of density
profile and of density-density correlation functions, they have been considered and an-
alyzed, in particular whether they could be experimentally relevant. Indeed an experi-
mental test of such differences, for instance in the situation proposed in the thesis, would
give a quantitatively estimation of the goodness of this effective description and a very
useful contribution to the discussion about this topic.
Regarding future perspectives, the formal description should be extended to the fer-
mionic case for which the statistical properties does not admit macroscopic occupation
of the same state; for non-interacting fermions, no inteference pattern is then expected
to emerge in a single absorption image. However, if a small attractive interaction is
switched on, such that the new ground state is BCS-like with a sufficient number of
Cooper-pairs, then the description of the system in terms of the Bose-Hubbard Hamil-
tonian holds also in this case [102, 103], and, as a consequence, single absorption images
would show inteference fringes.
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Appendix
A.1 Derivation of the Generalized Master Equation
Using the projectors (1.9), (1.10) one splits equation (1.7) into
∂tP [ρSE(t)] = LPPSE
[
P [ρSE(t)]
]
+ LPQSE
[
Q[ρSE(t)]
]
(A.1)
∂tQ[ρSE(t)] = LQPSE
[
P [ρSE(t)]
]
+ LQQSE
[
Q[ρSE(t)]
]
(A.2)
where LXYSE = X ◦ LSE ◦ Y is a shorter notation, X, Y being either P or Q.
The first of these two equations describes of the evolution of the system S, thanks
to the action of the projector P ; a formal integration of the second one, followed by a
substitution recasts (A.1) in the form:
∂tρS(t)⊗ ρE = LPPSE [ρS(t)⊗ ρE ] +
∫ t
0
dsLPQSE ◦ e(t−s)L
QQ
SE ◦ LQPSE [ρS(s)⊗ ρE ] (A.3)
where (1.8) and (1.10) have been used.
The latter equation can be simplified by choosing the following explicit form of the
interaction term in (1.5)
Hint =
∑
α
Vα ⊗Bα , α = 1, 2, . . . (A.4)
for certain sets of hermitian operators pertaining to the system, Vα and bath, Bα, respec-
tively. Moreover, the bath operators can be chosen to satisfy Tr[ρEBα] = 0, for each α;
this is actually not a restriction, for non-zero mean values can always be reabsorbed into
only a Lamb shift of the energy levels of the system free hamiltonian HS .
Given this form of the interaction, the following relations hold
LPPSE [ρS(t)⊗ ρE ] = (LS ⊗ 1E)PP [ρS(t)⊗ ρE ] = LS [ρS(t)]⊗ ρE (A.5)
LPQSE [ρSE(t)] = λ (Lint)
PQ[ρSE(t)] = λTrE
(
Lint ◦Q[ρSE(t)]
)⊗ ρE (A.6)
LQPSE [ρS(t)⊗ ρE ] = λ (Lint)QP [ρS(t)⊗ ρE ] = λLint[ρS(t)⊗ ρE ] (A.7)
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Once inserted into equation (A.3) they lead to a master equation for ρS(t) of the form
(1.12)
A.2 Completeness relation for phase states
The starting point is the completeness relation for the basis of the Fock number states,
which, for a system of N bosonic atoms in I modes (corresponding to the sites of the
lattice in the tight binding approximation), is
N∑
~k
∣∣~k〉〈~k∣∣ ≡ ∑
k1,··· ,kI
k1+···+kI=N
∣∣k1, · · · , kI〉〈k1, · · · , kI ∣∣ = 1N,I (A.8)
where the I-vector ~k collects the occupation numbers ki as its entries and the summation
is taken over all the possible combination of occupation number which sums to N .
By expanding one of the phase states over the latter basis using (A.8) we obtain, defin-
ing
(N
~k
) ≡ N !k1! ··· kI ! , ∣∣N ; ~ϕ, ~ξ〉 = N∑
~k
(
N
~k
) 1
2
I∏
i=1
ξ
ki/2
i e
i~k·~ϕ∣∣~k〉 . (A.9)
Using the latter relation, for the correct integration domain for the variables ξi,
D ≡ {ξ1, · · · , ξI ∈ [0, 1] |
∑
i ξi = 1}, we have∫ 2pi
0
d~ϕ
(2pi)I
∫
D
d~ξ
∣∣N ; ~ξ, ~ϕ〉〈N ; ~ξ, ~ϕ∣∣ = (A.10)
=
N∑
~k,~q
∫ 2pi
0
d~ϕ
(2pi)I
∫
D
d~ξ
(
N
~k
) 1
2
(
N
~q
) 1
2
I∏
i=1
ξ
ki/2+qi/2
i e
i(~k−~q)·~ϕ∣∣~k〉〈~q∣∣ (A.11)
=
N∑
~k
∫
D
d~ξ
(
N
~k
) I∏
i=1
ξkii
∣∣~k〉〈~k∣∣ ; (A.12)
the oscillating term exp[i(~k − ~q) · ~ϕ] in (A.11) gives vanishing contribution unless ~k = ~q,
letting us tho drop one summation index.
The next point is the calculation of the integral in the variables ξi; dropping mo-
mentarily the summation, it can conveniently be rewritten introducing the new domain
D′ ≡ {ξ1, · · · , ξI−1 ∈ [0, 1] | ξ1 + · · ·+ ξI−1 ≤ 1}, as∫
D
d~ξ
I∏
i=1
ξkii =
∫
D′
dξ1 · · ·dξI−1 ξk11 · · · ξkI−1I−1
(
1−
I−1∑
i=1
ξi
)kI (A.13)
=
∫ 1
0
dξ1
∫ 1−ξ1
0
dξ2 . . .
∫ 1−ξ1−ξ2−···−ξI−2
0
dξI−1 ξk11 · · · ξkI−1I−1
(
1−
I−1∑
i=1
ξi
)kI . (A.14)
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Isolating the terms containing the variable ξI−1, the correspondent integration yields∫ 1−ξ1−ξ2−···−ξI−2
0
dξI−1 ξ
kI−1
I−1
(
1−
I−1∑
i=1
ξi
)kI , (A.15)
which, with the change of variable ξI−1 =
(
1−∑I−2i=1 ξi)y, becomes
=
∫ 1
0
dy
(
1−
I−2∑
i=1
ξi
)(
1−
I−2∑
i=1
ξi
)kI−1 ykI−1 (1− I−2∑
i=1
ξi − y
(
1−
I−2∑
i=1
ξi
))kI
(A.16)
=
(
1−
I−2∑
i=1
ξi
)kI−1+1 ∫ 1
0
dy ykI−1(1− y)kI (1− I−2∑
i=1
ξi
)kI (A.17)
=
kI−1! kI !
(kI−1 + kI + 1)!
(
1−
I−2∑
i=1
ξi
)kI−1+kI+1 . (A.18)
The passage between the second and the third line recalls the properties of the Eulero
Beta function, and in particular, for positive and integer values of p and q,
β(p, q) =
∫ 1
0
dt tp (1− t)q = p! q!
(p+ q + 1)!
(A.19)
The successive integrations can be done in the same way, for instance,∫ 1−ξ1−ξ2−···−ξI−3
0
dξI−2 ξ
kI−2
I−2
(
1−
I−2∑
i=1
ξi
)kI−1+kI+1 = (A.20)
=
kI−2! (kI−1 + kI + 1)!
(kI−2 + kI−1 + kI + 2)!
(
1−
I−3∑
i=1
ξi
)kI−1+kI+1+kI−2+1 ; (A.21)
each one of them gives then a numerical factor which cancels out with the one coming
from the previous integration, for instance the denominator in (A.18) and the numerator
in (A.21). Once all the integration have been done, the neat result is∫
D
d~ξ
I∏
i=1
ξkii =
kI ! kI−1! · · · k1!(∑I
i=1 ki + I − 1
)
!
=
N !
(N + I − 1)!
(
N
~k
)−1
, (A.22)
which, inserted into equation (A.12) gives finally, by the completeness of the Fock num-
ber states, ∫ 2pi
0
d~ϕ
(2pi)I
∫
D
d~ξ
∣∣N ; ~ξ, ~ϕ〉〈N ; ~ξ, ~ϕ∣∣ = N !
(N + I − 1)!1N,I . (A.23)
The special case with I = 2 is a straightforward consequence of the latter general
formula, with minor changes due to global phase redefinition∫ 2pi
0
dϕ
(2pi)
∫ 1
0
dξ
∣∣N ; ξ, ϕ〉〈N ; ξ, ϕ∣∣ = 1
N + 1
1 (A.24)
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A.3 Phase states orthogonality for large N
Phase states are normalized to one by definition; using (A.9) the scalar product be-
tween two of them explicitly reads
〈
N ; ~ξ, ~ϕ
∣∣N ; ~ξ′, ~ϕ′〉 = ∑
~k,~q
(
N
~k
) 1
2
(
N
~q
) 1
2
I∏
i=1
ξ
ki/2
i ξ
′qi/2
i e
i(kiϕi−qiϕ′i)
〈
~q
∣∣~k〉 (A.25)
=
∑
~k
(
N
~k
) I∏
i=1
(
√
ξi ξ′i)
kieiki(ϕi−ϕ
′
i) (A.26)
=
(
I∑
i=1
√
ξi ξ′i e
i(ϕi−ϕ′i)
)N
. (A.27)
Now,
I∑
i=1
√
ξi ξ′i e
iki(ϕi−ϕ′i) ≤
∣∣∣∣∣
I∑
i=1
√
ξi eikiϕi
∣∣∣∣∣ ·
∣∣∣∣∣
I∑
i=1
√
ξ′i e
−ikiϕ′i)
∣∣∣∣∣ < 1 , (A.28)
unless ~ξ = ~ξ′ and ~ϕ = ~ϕ′; therefore
lim
N→∞
(
I∑
i=1
√
ξiξ′ie
iki(ϕi−ϕ′i)
)N
= 0 . (A.29)
A.4 Averaged density profile
We want to explicitly calculate the mean value
nρ(x, τ) ≡ 〈nˆ(x)〉ρ˜(τ) =
N + 1
2pi
∫ 1
0
dξ
∫ 2pi
0
dϕ 〈N ; ξ, ϕ; τ |ρ(τ)|N ; ξ, ϕ; τ〉 〈N ; ξ, ϕ; τ |n(x)|N ; ξ, ϕ; τ〉
By writing the density operator ρ in terms of the Fock number basis,
ρ =
∑
~k,~q
R~k~q
∣∣~k〉〈~q∣∣ , R~k~q ≡ 〈~k∣∣ρ∣∣~q〉 ,
and using (A.9) plus the orthogonality relation
〈
~k
∣∣~q〉 = δ~k~q , one obtains1〈
N ; ~ξ, ~ϕ
∣∣ρ∣∣N ; ~ξ, ~ϕ〉 = ∑
~k,~q
R~k~q
〈
N ; ~ϕ, ~ξ
∣∣~k〉〈~q∣∣N ; ~ϕ, ~ξ〉 (A.30)
=
∑
~k,~q
R~k~q
(
N
~k
) 1
2
(
N
~q
) 1
2
ei(~k−~q)·~ϕ
I∏
i=1
ξ
ki+qi
2
i . (A.31)
1In the case of only two wells, for ρ =
˛˛
k,N − k¸˙k,N − k˛˛, equation (A.31) becomes (5.10):˛˛˛
〈N ; ξ, ϕ; τ |N ; k; τ〉
˛˛˛2
≡
˛˛˛
〈N ; ξ, ϕ; |N ; k; 〉
˛˛˛2
=
 
N
k
!
ξk (1− ξ)N−k .
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From the action of the destruction operator on the phase states,
ψˆ(x)
∣∣N ; ~ξ, ~ϕ〉 = √N ( I∑
i=1
√
ξieiϕiwi(x)
)∣∣N − 1; ~ξ, ~ϕ〉 , (A.32)
we have for the mean value
〈
N ; ~ξ, ~ϕ
∣∣ψˆ†(x)ψˆ(x)∣∣N ; ~ξ, ~ϕ〉:〈
N ; ~ξ, ~ϕ
∣∣ψˆ†(x)ψˆ(x)∣∣N ; ~ξ, ~ϕ〉 = (A.33)
= N
∣∣∣∣∣
I∑
i=1
√
ξieiϕiwi(x)
∣∣∣∣∣
2
(A.34)
= N
 I∑
i=1
ξi|wi(x)|2 +
∑
i6=j
√
ξiξjwi(x)w∗j (x)e
i(ϕi−ϕj)
 . (A.35)
Now, the following formula∫ 2pi
0
d~ϕ
(2pi)I
e~p·~ϕ =
I∏
i=1
δpi0 , (A.36)
besides (A.22) yields finally
nρt(x, τ) =
∑
~k
R~k~k(
I∑
i=1
(ki + 1) |wi(x)|2) +
∑
~k
∑
i6=j
R~kk˜ij
√
ki(kj + 1)wi(x)w∗j (x) , (A.37)
where we have defined the symbol k˜ij ≡ (k1, · · · , ki + 1, · · · , kj − 1, · · · , kI).
The special case of only two sites follows immediately, with minor changes due to
global phase redefinition, yielding (5.17).
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