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Abstract. Measurements on a subset of the boundary are common in
electrical impedance tomography, especially any electrode model can be
interpreted as a partial-boundary problem. The information obtained is
different to full-boundary measurements as modelled by the ideal con-
tinuum model. In this study we discuss an approach to approximate
full-boundary data from partial-boundary measurements that is based
on the knowledge of the involved projections. The approximate full-
boundary data can then be obtained as the solution of a suitable opti-
mization problem on the coefficients of the Neumann-to-Dirichlet map.
By this procedure we are able to improve the reconstruction quality of
continuum model based algorithms, in particular we present the effec-
tiveness with a D-bar method. Reconstructions are presented for noisy
simulated and real measurement data.
1. Introduction
Electrical Impedance Tomography (EIT) is an emerging noninvasive imag-
ing technique, that seeks to gain knowledge about the conductivity of an
object by injecting currents at the boundary and measuring the resulting
voltage distribution. In many applications it might be that we cannot ac-
cess the full boundary and hence electrodes can only be placed on a subset.
In this case the data error depends linearly on the length of the missing
domain, as shown for the the continuum setting in [20] and for a realistic
electrode setting in [23]. In the following we show how to overcome this re-
striction by utilizing our knowledge of the involved operators and formulate
a numerical procedure to approximate full-boundary data from potentially
noisy electrode measurements.
In this study we consider a bounded domain Ω ⊂ R2 with smooth bound-
ary ∂Ω and the unknown conductivity σ ∈ L∞(Ω) is assumed to be strictly
positive. A mean free current ψ is injected on a (possibly not connected)
subset Γ ⊂ ∂Ω. The problem of EIT can be modelled by the conductivity
equation with Neumann boundary condition,
(1.1)
∇ · σ∇u = 0, in Ω,
σ ∂ν u = ψ, on Γ ⊂ ∂Ω
σ ∂ν u = 0, on Γ
c = ∂Ω\Γ.
Here ν denotes the outward normal, for uniqueness we require
∫
∂Ω u ds = 0
and for well-posedness
∫
Γ ψ ds = 0. Ideally we want to measure the Neumann-
to-Dirichlet map (ND map), also denoted as current-to-voltage map, that
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maps every possible current pattern to the corresponding voltage distribu-
tion on the boundary,
(1.2) Rσ : L
2
(∂Ω)→ L2(∂Ω), Rσψ = u|∂Ω ,
where L2(∂Ω) denotes the space of mean free L2-functions on the boundary.
In case of just partially supported currents we can not measure the full ND
map, instead we obtain knowledge of a partial ND map. It has been proposed
in [20], that this partial ND map can be represented as a composition of the
actual ND map and a partial-boundary map, that maps currents supported
on the full boundary to the partial boundary. In this study we will utilize the
knowledge of the involved mappings to formulate an optimization problem,
by which we can compute an approximation to the (full-boundary) ND map.
Electrical impedance tomography is a highly nonlinear inverse problem,
hence the reconstruction task is especially challenging and can benefit from
improved data. Promising applications of EIT include pulmonary imaging
[7, 12, 28, 47], along with nondestructive testing and evaluation of materi-
als in industrial and engineering applications [13, 21, 29, 30]. The partial-
data problem is especially relevant for patient monitoring, since faulty or
displaced electrodes can lead to severe corruption of data. Reconstructions
from partial-boundary data typically suffer from geometrical distortion. Fur-
thermore, less electrodes available for data acquisition lead to a loss of lin-
early independent basis functions for the representation of the measured ND
map. Formulating an optimization problem on the coefficients of the ND
map is a novel approach to obtain information of the full-boundary problem.
This approximation process is capable of recovering important features lost
in the ND map as well as extending the number of linearly independent ba-
sis functions. A related approach has been proposed in [15], where voltage
data is recovered from missing or faulty electrodes by an interpolation on
the sensitivity matrix.
Due to the aforementioned instabilities, carefully designed regularization
strategies are needed. D-bar methods, for example, offer a direct and robust
reconstruction procedure. In this study we use a D-bar method that has
been specifically formulated for ND maps [20] to evaluate the improved data.
This algorithm is based on a proven regularization strategy for full-boundary
Dirichlet-to-Neumann data [33]. The biggest advantage of D-bar methods
lies in their direct nature and hence they do not get stuck in local minima,
they are robust to modelling errors [43], are capable of real time imaging
[9], and recently allow the incorporation of prior information [2]. Other
theoretically based methods that operate on (or can be adjusted to) ND
maps, and hence are related to this study, include the monotonicity method
[17, 18, 50], the factorization method [31, 35, 36], and the enclosure method
[24, 25, 26]. In particular additional regularization can be incorporated as
discussed in [10, 16].
Further approaches to deal with partial-boundary data are based on iter-
ative algorithms that do not operate on ND maps, but rather use a forward
map for EIT that maps the conductivity to voltage measurements on the
boundary. These methods are typically very powerful due to flexibility in
incorporating a priori information, but tend to be sensitive to modelling
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errors in the forward solver. Methods addressing partial data include do-
main truncation approaches [3, 4], region of interest imaging [38, 39], and
electrode configuratons covering parts of the boundary [40, 51].
This paper is organized as follows. In Section 2 we introduce an elec-
trode continuum model (ECM) that involves the partial ND map and is
more suitable to interpret measurements from the well established complete
electrode model (CEM) [6, 49] in a continuum setting. In Theorem 2.2 we
show that the approximation error of the ECM to the CEM for partial-
boundary measurements depends linearly on the length of the electrodes,
but is independent of the missing boundary. In particular that means the
approximation property of the ECM to electrode measurements stays stable
if the electrode size does not change, while the amount of covered boundary
can decrease.
In Section 3 we use the ECM to derive an optimization problem to obtain
an approximate ND map, representing full-boundary data, from partial-
boundary measurements. We discuss how to approximate continuum data
from electrode measurements and state the proposed algorithm. An auxil-
iary result shows that the ND map for rotationally symmetric conductivi-
ties can be obtained from the measurement of a single current pattern in
the continuum setting. In Section 4 we discuss computational aspects to
approximate the ND maps and present reconstructions for simulated noisy
partial-boundary data from the ECM and CEM. Additionally, we present
the effectiveness for real measurements with a pairwise injection current
pattern from the KIT4 system located in Kuopio, University of Eastern
Finland. A short discussion is presented subsequently. Section 5 presents
the conclusions to this study.
2. Continuum and electrode models
For the following analysis it is important to discuss the difference of con-
tinuum based models and the complete electrode model for EIT. Most of
the mathematical analysis is based on the continuum model, given by (1.1),
with a connected domain for current injection. The ideal measurement (op-
timally from full boundary) is given by the ND map Rσ and is used in many
theoretically based reconstruction algorithms.
Let us now introduce the basic setting for a realistic electrode set-up.
Let the partial boundary Γ ⊂ ∂Ω consist of a union of mutually disjoint
electrodes Em, m = 1, . . . ,M , with their characteristic functions χm. Each
electrode is modelled as a connected and open subset of the boundary ∂Ω.
Hence we have Γ = ∪mEm, which serves as the domain of current input and
voltage measurement. We assume throughout the paper that all electrodes
have the same size, that is |Em| = |E| > 0 for all m = 1, . . . ,M.
Typically one assigns to each electrode a value for the current injection,
similarly the measurement returns only one voltage value. Following [23],
we define a space of piecewise constant functions for the electrode data by
(2.1)
T (∂Ω) :=
{
V ∈ L2(∂Ω)
∣∣∣∣∣ V =
M∑
m=1
χmVm, Vm ∈ R, and V = 0 on Γc
}
.
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It follows clearly that T (∂Ω) ⊂ L2(∂Ω) and we denote T(∂Ω) = T (∂Ω) ∩
L2(∂Ω).
Real measurement data is typically modelled by the complete electrode
model (CEM). The first difference to (1.1) is that the input current is mod-
elled to equal the integral over the current density on each electrode. Fur-
thermore, the CEM takes contact impedances into account, that model the
electrochemical effect of a thin resistive layer forming between the electrodes
and the measured target, which is incorporated by a Robin boundary con-
dition. The full model is then given for the input current J ∈ T(∂Ω) and
measured voltages U ∈ T (∂Ω) by
(2.2)

∇ · σ∇u = 0 in Ω,
σ ∂ν u = 0 on ∂Ω\Γ
u+ zσ ∂ν u = U on Γ
1
|Em|
∫
Em
σ ∂ν u = Jm for 1 ≤ m ≤M.
Here we assume a constant contact impedance z > 0. Further, we assume
that the potentials are mean free, i.e.
∫
∂Ω u ds = 0. The corresponding
measurement operator for the CEM is given by
REσ : J 7→ U, T(∂Ω)→ T (∂Ω).
This operator is linear and continuous as discussed in [22, 23].
2.1. Modelling continuum partial-boundary measurements. The con-
struction presented here follows the previous study in [1, 20]. We consider a
two dimensional bounded domain Ω ⊂ R2, a current with zero mean on the
partial boundary Γ ⊂ ∂Ω is injected. Since the currents can be only injected
on a subset, we use a subspace of functions supported on Γ denoted as
L2Γ(∂Ω) :=
{
ϕ ∈ L2(∂Ω)
∣∣∣∣ supp(ϕ) ⊂ Γ and ∫
Γ
ϕ = 0
}
.
We note that in the electrode setting we clearly have T(∂Ω) ⊂ L2Γ(∂Ω) ⊂
L2(∂Ω). Let now ψ ∈ L2Γ(∂Ω), then we can state the conductivity equation
(1.1) with Neumann boundary condition simplified as
∇ · σ∇u = 0, in Ω,
σ ∂u∂ν = ψ, on ∂Ω .
The measurement is modelled by application of the ND map, that is given
a current pattern ψ ∈ L2Γ(∂Ω), we obtain
Rσψ = u|∂Ω.
The resulting voltages are supported on the whole boundary ∂Ω and rep-
resent an ideal measurement. Let us assume for now that we can measure
on the full-boundary ∂Ω. In order to understand partial-boundary measure-
ments we introduce a linear and bounded operator I : L2(∂Ω) → L2Γ(∂Ω)
and define the partial ND map by
RΓσ := Rσ I .
A choice for the operator I is introduced in the following Section 2.2, also
choices in a purely continuum setting are discussed in [20]. For compu-
tational purposes one wants to represent the ND map with respect to an
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orthonormal basis ϕn ∈ L2(∂Ω) for n ∈ Z\{0}. Let the partial-boundary
function ψ be produced by ψ = Iϕ for some basis function ϕ ∈ L2(∂Ω).
Then we immediately obtain the identity of ND maps
(2.3) Rσψ = Rσ Iϕ = R
Γ
σϕ.
Further, this means for the measurement
Rσψ = R
Γ
σϕ = u|∂Ω
from which we see, that in fact we measure the partial ND map
RΓσ : L
2
(∂Ω)→ L2(∂Ω),
with respect to the basis function ϕ. This way we are able to represent a
finite-dimensional matrix approximation to the ND map with respect to the
chosen basis. We denote this matrix approximation of the partial ND map
by RΓσ and compute it from the measurements Rσψn = un|∂Ω by
(2.4) (RΓσ)n,` = (R
Γ
σϕn, ϕ`) = (Rσ ψn, ϕ`) =
∫
∂Ω
un|∂Ω(s)ϕ`(s)ds.
The question we want to investigate in the following is, whether we can
recover information of the (full-boundary) ND map Rσ from the measure-
ment of RΓσ . From the identity (2.3), we notice that we have knowledge of ϕ
and ψ, as well as a measurement of RΓσ . This leaves us with one unknown,
the ND map Rσ. This identity will be the basis of the approximation process
in Section 3.
It is easily seen by linearity that the central identity (2.3) holds for the
difference maps Rσ,1 := Rσ − R1, resp. RΓσ,1 := RΓσ − RΓ1 . The difference
map is inherent to most continuum based methods and hence we will work
mostly with the difference map. It is important to mention that the reference
does not need to be the unit conductivity, in fact it can be any smooth
conductivity, see for more [42, 46].
x = 1
2.2. A continuum model for electrode data. In this section we relate
the partial-boundary problem in the continuum setting to the complete elec-
trode model. The construction follows essentially the work in [23]. The main
differences are, that we concentrate on the partial-boundary problem with
larger parts missing and establish an error estimate that depends on the
length of the electrodes, rather than the length of the missing boundary
as in the original work [23]. In particular, we show that by adjusting the
continuum model we can obtain a better error estimate to CEM measure-
ments than considering the classical continuum setting, that means we have
a better interpretation of CEM measurements for the optimization proce-
dure discussed in Section 3.
First we need to utilize the concept of extended electrodes {E˜m}Mm=1, that
we define as open, connected and mutually disjoint subsets of ∂Ω, with the
property that
Em ⊂ E˜m and
M⋃
m=1
E˜m = ∂Ω, for m = 1, . . . ,M.
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Now we can present the involved projections, for a suitable electrode input
from continuum data we use the nonorthogonal projection, introduced in
[23], given by
(2.5) Q : ϕ 7→
M∑
m=1
χm
|Em|
∫
E˜m
ϕ ds, L2(∂Ω)→ T (∂Ω).
In this context the partial ND map is given as RΓσ,1 = Rσ,1Q. For the mea-
surement we can only access the data at each electrode separately, to model
this process appropriately, we use the orthogonal projection
(2.6) P : g 7→
M∑
m=1
χm
|Em|
∫
Em
g ds, L2(∂Ω)→ T (∂Ω)
together with the linear extension operator
(2.7) L : g 7→
M∑
m=1
χ˜mgm, T (∂Ω)→ L2(∂Ω).
It can be seen by straightforward calculations that LP is the adjoint of Q
in L2(∂Ω).
Given an input current ϕ ∈ L2(∂Ω), the full measurement process is then
modelled by
g = LPRΓσϕ = LPRσQϕ.
A similar construction has been already used in the computational study [1].
This model can be seen as a continuum interpretation of an electrode setting
and as we show in the following, it is more suitable for interpreting electrode
measurements on a partial boundary. We will call the corresponding problem
the electrode continuum model (ECM), summarized by
(2.8)
 ∇ · σ∇u = 0 in Ω,σ ∂ν u = Qϕ on Γ,
Pu = U on Γ.
Following the formulation for the CEM in (2.2) we assume here as well
that
∫
∂Ω u ds = 0. It can be easily seen that PR
Γ
σ is the corresponding
measurement mapping that maps ϕ to U ; note first that RΓσ = RσQ and by
definition we have that a solution u of (1.1) with ψ = Qϕ solves the first
two lines in (2.8). Further, let U = Pu, then u satisfies (2.8).
In the following we analyse how (2.8) is connected to measurements from
the CEM, but first we need to establish a few assumptions on the geometry.
The most important property is that we do assume a lower bound for the
ratio of the electrode size |E| and the size of extended electrodes by
(2.9)
|Γ|
| ∂Ω | ≥ minm=1,...,M
|E|
|E˜m|
≥ cE > 0.
We note that in case of equidistant electrodes with equally sized extended
electrodes, i.e. the distance between all neighbouring electrodes is the same,
the first inequality is an equality. Anyhow, we are here particularly inter-
ested in the case were electrodes do not cover a certain part of the boundary
and hence this will be a strict inequality and in this case we further need to
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assume that the electrode size is bounded from below by |E| ≥ c > 0. Given
the condition (2.9), we can establish similar to [23] that
(2.10) ‖Qϕ‖L2(∂Ω) ≤
1√
cE
‖ϕ‖L2(∂Ω) and ‖LPϕ‖L2(∂Ω) ≤
1√
cE
‖ϕ‖L2(∂Ω).
We note that P is an orthogonal projection and hence the constant in the
second bound is due to the linear extension L.
The following results summarize the relation of the projections Q and P
in case of functions supported on the partial boundary Γ.
Lemma 2.1. Let ϕ ∈ L2(∂Ω) with supp(ϕ) ⊂ Γ, then Qϕ = Pϕ. Further-
more, it holds that
(2.11) (Pϕ,ψ)L2(∂Ω) = (ϕ, Pψ)L2(∂Ω), for all ψ ∈ L2(∂Ω).
Proof. The identity Qϕ = Pϕ follows directly from the definition. The
identity (2.11) can be shown by direct calculations. Let ϕ ∈ L2(∂Ω) with
supp(ϕ) ⊂ Γ and ψ ∈ L2(∂Ω), then
(Pϕ,ψ)L2(∂Ω) =
∫
∂Ω
M∑
m=1
χm(x)
|Em|
∫
Em
ϕ(y)dsyψ(x)dsx
=
M∑
m=1
1
|Em|
∫
Em
χm(x)ψ(x)dsx
∫
Em
χm(y)ϕ(y)dsy
=
M∑
m=1
∫
Em
χm(y)
|Em|
∫
Em
ψ(x)dsxϕ(y)dsy
=
∫
∂Ω
M∑
m=1
χm(y)
|Em|
∫
Em
ψ(x)dsxϕ(y)dsy = (ϕ, Pψ)L2(∂Ω).

Now we can establish the error estimate between measurements of the
ECM and CEM. The following theorem shows that the approximation error
depends linearly on the size of the electrodes. Since we are interested in
a partial-boundary setting, the essential result is that the error does not
depend on the missing boundary.
Theorem 2.2. Given the measurement operator REσ for the complete elec-
trode model (2.2) and PRΓσ = PRσQ for the electrode continuum model
(2.8). Let the electrodes be such that (2.9) is satisfied, then the following
estimate holds
(2.12) ‖LPRΓσ − L(REσ − zI)Q‖L2(∂Ω)→L2(∂Ω) ≤
C|E|
cE
.
Proof. This proof is an adjustment of [23, Theorem 4.1] to our setting, we
summarize the essential parts and present changes. In particular, we show
that for any function ϕ ∈ L2(∂Ω) that the L2-norm is bounded by
(2.13) ‖(LPRΓσ − L(REσ − zI)Q)ϕ‖L2(∂Ω) ≤
C|E|
cE
‖ϕ‖L2(∂Ω).
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The solutions of the ECM (2.8) are denoted by u0 and for the CEM (2.2)
by u. By [23] we have that LREσQϕ = LP (u|∂Ω) + zLQϕ. This leaves us to
estimate
‖(LPRΓσ − L(REσ − zI)Qϕ‖L2(∂Ω) = ‖LP (u0 − u)‖L2(∂Ω).
We now use the boundedness of LP (2.10) and estimate the solutions on the
boundary by their corresponding Neumann data (boundedness of the single
layer operator, see for instance [44, Lemma 7.1]), then we obtain
‖LP (u0 − u)‖L2(∂Ω) ≤
1√
cE
‖u0 − u‖L2(∂Ω) ≤
C√
cE
‖σ ∂ν(u0 − u)‖H−1(∂Ω).
By the boundary condition of the ECM we have σ ∂ν u0 = Qϕ. Further,
we note that the Neumann data are both supported on Γ and using Lemma
2.1, we obtain
‖σ ∂ν(u0 − u)‖H−1(∂Ω) = ‖Qϕ− σ ∂ν u‖H−1(∂Ω) = ‖(P − I)σ ∂ν u‖H−1(∂Ω).
Using the definition of the H−1-norm by its dual space and by (2.11) in
Lemma 2.1 we get
‖(P − I)σ ∂ν u‖H−1(∂Ω) = sup
‖ψ‖H1(∂Ω)=1
∫
∂Ω
(P − I)σ ∂ν uψ ds
= sup
‖ψ‖H1(∂Ω)=1
∫
∂Ω
σ ∂ν u(P − I)ψ ds
≤ sup
‖ψ‖H1(∂Ω)=1
‖σ ∂ν u‖L2(Γ)‖(P − I)ψ‖L2(Γ).
The last term can be estimated using a one-dimensional Poincare´ inequality
[37] on each electrode separately, together with the bound on ψ ∈ H1(∂Ω)
this gives
sup
‖ψ‖H1(∂Ω)=1
‖(P − I)ψ‖L2(Γ) ≤ C|E|.
By [23, Lemma 2.1] it holds that ‖σ ∂ν u‖L2(∂Ω) ≤ C‖Qϕ‖L2(∂Ω) and we
obtain with (2.10) the claim
‖LP (u0 − u)‖L2(∂Ω) ≤
C|E|√
cE
‖Qϕ‖L2(∂Ω) ≤
C|E|
cE
‖ϕ‖L2(∂Ω).

The connection to [23, Theorem 4.1] can be seen easily if we assume the
electrodes to be equidistant with |E| → 0 and |Γ| → | ∂Ω |, that means
the amount of electrodes M → ∞. The important difference in the above
estimate is that our estimate does not depend on the missing boundary
and hence under constant electrode size it stays stable if larger parts of the
domain are not covered.
On a more practical issue, given a fixed number of electrodes, in order
to maximize the signal-to-noise ratio one should use larger electrodes [11]
as well as if the electrode size becomes small, the power required to push
a current through becomes large [5]. That means in practice the electrodes
won’t be too small. Thus, the estimate (2.12) states that independent of
the measurement domain and amount of electrodes used (for fixed cE), that
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Input ϕ
Input ψ = Qϕ
RΓσ,1
Rσ,1
-
-
Rσ,1ψ
RΓσ,1ϕ
Figure 1. Illustration of the central identity for the basis
function ϕ5(θ) = cos(5θ)/
√
pi (top left) and its nonorthogo-
nal projection to 14 electrodes with a gap around the angular
value θ = 0 (bottom left). The two traces on the right rep-
resent the results after applying the ND map (bottom) and
the partial ND map (top).
the proposed model is a stable approximation in the continuum setting for
electrode measurements, that can be used for further analysis.
Furthermore, the result can be extended to difference data, if one assumes
that the contact impedance does not change for different conductivities and
between measurements. Then we are left with
‖LPRΓσ,1 − LREσ,1Q‖L2(∂Ω)→L2(∂Ω) ≤
C|E|
cE
.
3. Formulating the optimization problem
In this section we will discuss how to approximate the ND map cor-
responding to full-boundary data from partial-boundary measurements, or
rather the matrix approximation of the ND map from partial-boundary mea-
surements. The following derivations are based on measurements from the
ECM, but can be applied to real electrode data as motivated by Theorem
2.2. Let us for now omit the extension operator LP and only consider the
partial ND map RΓσ and the ND map Rσ. We remind that in the central
identity we have Rσψ = R
Γ
σϕ, where we know ϕ, ψ and we can measure
RΓσ . That suggests we can recover some information about the ND map.
As illustrated in Figure 1, the two traces on the right are rather similar
and hence we can deduce some characteristics of the ND matrix Rσ,1. We
consider in the following the measured difference maps given as matrices
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Rσ,1 and R
Γ
σ,1 and the nonorthogonal projection Q defined in (2.5). We
would like to note, that the construction works also for different choices
of partial-boundary maps. Let the orthonormal basis functions of order
n ∈ N = {−N/2, · · · − 1, 1, . . . , N/2}, for N ∈ N even, be given by
ϕn(θ) =
{
1√
pi
sin(nθ) if n < 0,
1√
pi
cos(nθ) if n > 0.
The measurement for the basis ϕn is then given by gn := Rσ,1Qϕn and we
denote the partial-boundary current by ψn = Qϕn. The first approach that
comes to ones mind is to find Rσ,1 as minimizer of
(3.1) min
Rσ,1
∑
n∈N
‖Rσ,1ψn − RΓσ,1ϕn‖2L2(∂Ω).
We want to formulate (3.1) as a more reasonable optimization problem in
a finite dimensional space with the matrix Rσ,1 sought for. As discussed in
Section 2.1, the matrices are given with respect to the chosen basis as
(RΓσ,1)n,j = (R
Γ
σ,1ϕn, ϕj)L2(∂Ω) = (Rσ,1ψn, ϕj)L2(∂Ω),
(Rσ,1)n,j = (Rσ,1ϕn, ϕj)L2(∂Ω).
Further, we need the coefficients of the basis functions and the measurement:
(ψˆn)j = (ψn, ϕj)L2(∂Ω) = (Qϕn, ϕj)L2(∂Ω),
(gˆn)j = (gn, ϕj)L2(∂Ω) = (Rσ,1Qϕn, ϕj)L2(∂Ω).
We note that in fact (RΓσ,1)n,j = (gˆn)j . Now, given the coefficients of the
nth basis function ψˆn, an approximate application of the ND map is given
as Rσ,1ψˆn, or written by its transpose as (ψˆ
T
nR
T
σ,1)
T . The transposed rep-
resentation can be also written with a matrix Ψn ∈ RN×N2 for ψˆn and a
vector r ∈ RN2 for Rσ,1, defined as follows
(3.2) Ψn =
 ψˆ
T
n 0
. . .
0 ψˆTn
 , and r =
 r
T
1
...
rTN
 ,
where r1, . . . , rN are the rows of Rσ,1. In the following we want to write the
application of the ND map for all basis functions at once. For this purpose,
let Ψ ∈ RN2×N2 be the matrix consisting of all Ψn for all n ∈ N stacked,
and similarly g ∈ RN2 consisting of all gˆn. Then the finite dimensional
equivalent of (3.1) can be written in matrix-vector notation with respect to
N basis functions as the minimization problem
(3.3) min
r
‖Ψr − g‖22.
As well known, a solution of (3.3) can be found by solving the normal
equation
(3.4) ΨTΨr = ΨT g.
We will prove next that in a special case of rotationally symmetric con-
ductivities with certain restrictions, that this simple construction is already
sufficient to uniquely determine the ND matrix for full boundary data as
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solution of (3.4). The more general case will be discussed in Section 3.1.
Let us first note that with the nonorthogonal projection as partial-boundary
map one has under certain geometric assumptions that Ψ is square with full
rank. In our setting this is the case if the number of basis functions is strictly
less than the number of electrodes, which are equally spaced and sized, and
Ω is a disk.
Lemma 3.1. Let σ ∈ L∞(Ω) be rotationally symmetric, that means σ(z) =
σ(|z|). Further, let Ω ⊂ R2 be the unit disk and σ ≡ 1 close to the boundary,
and assume Ψ has full rank. Given the measurement gn = Rσ,1ψn, then
(3.4) has a unique solution that coincides with the full-boundary ND matrix
of order N with N < M , where M is the number of electrodes.
Proof. We show that the unique solution of
(3.5) Ψr = g
coincides with the ND matrix Rσ,1 if the conductivity is rotationally sym-
metric. Let n ∈ N and we consider the measurement gn, for which the
coefficients are given by (gˆn)j = (Rσ,1ψn, ϕj).
The basis functions ϕn are eigenfunctions of the ND maps Rσ and R1
[11, 42], hence Rσ and R1 are both diagonal matrices. Then by linearity
and self-adjointness we get
(3.6) (gˆn)j = (Rσ,1ψn, ϕj) = (ψn,Rσ,1ϕj) = cj(ψn, ϕj) = cj(ψˆn)j ,
where cj is the eigenvalue of Rσ,1 corresponding to ϕj . Thus, the coefficient
of the measurement (gˆn)j is just the basis function (ψˆn)j multiplied by the
eigenvalue cj of Rσ,1. We note that due to the full rank assumption at least
one (ψˆn)j 6= 0 for each n ∈ N.
Let us now write Rσ,1 = diag(c−N/2, . . . , cN/2) as diagonal matrix and let
r = Rσ,1(:) be the vectorized form, inserting this with (3.6) into (3.5) we see
that r is a solution. By construction we have that Ψ is square and due to
the full rank assumption there exists a unique inverse, hence r is uniquely
defined. 
This result shows that one could also just solve Ψr = g. But with respect
to the electrode extension operator LP as well as numerical noise, this is not
recommended. Further from the proof we can see that in fact for rotationally
symmetric conductivities we need a lot less data.
Corollary 3.2. Under the assumptions of Lemma 3.1 and additionally let
(ψˆn)j 6= 0 for all j ∈ N, then for one fixed n ∈ N we can recover the ND
matrix Rσ,1 of order N from one measurement gn = Rσ,1ψn.
Proof. Given the measurement coefficients (gˆn)j = cj(ψˆn)j , and
Ψ =
 (ψˆn)−N/2 · · · 0. . .
0 · · · (ψˆn)N/2
 ,
then r = (c−N/2, . . . , cN/2) solves (3.5) and Rσ,1 = diag(r). 
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Phantom Reconstruction
Figure 2. Illustration of Corollary 3.2: Reconstruction
of a rotationally symmetric conductivity with the D-bar al-
gorithm from a single measurement g2 = Rσ,1ψ2, where
ψ2 = Qϕ2 and ϕ2(θ) = cos(2θ).
The purpose of Lemma 3.1 is to illustrate that the reduction to a min-
imization problem is a sensible approach. We note that the additional as-
sumption is easily satisfied in the partial-boundary setting. Furthermore,
it is important to note that for more general conductivities it is not suf-
ficient any more to just solve the normal equation (3.4). Furthermore, if
we have only electrode measurements available we can not expect to find a
unique solution anymore, due to the discrepancy of the ECM as described
in Theorem 2.2 and especially with additional measurement noise in mind.
Thus, we will discuss in the following section how to extend this approach
for general conductivities and data acquired from electrodes.
3.1. Finding an approximation to the ND map. In the following we
propose an algorithm that is capable to compute an approximation to the
ND matrix Rσ,1 from electrode input. We start by discussing how to com-
pute an approximation to continuum data from the electrode measurements
and then use this acquired data in the framework of Section 3 to obtain the
approximated ND map.
3.1.1. Approximating continuum data from electrode measurements. The first
task is to recover the continuum data gn = Rσ,1ψn from possibly noisy elec-
trode measurements modelled by Un = LPgn for all n ∈ N. Here real data
or measurements from the CEM are considered as noisy input. We note
that the adjoint of LP in L2(∂Ω) is given by the nonorthogonal electrode
projection Q. That means we have
(LPϕ,ψ)L2(∂Ω) = (ϕ,Qψ)L2(∂Ω), for ϕ,ψ ∈ L2(∂Ω).
This fact will be especially helpful to recover a suitable g′ such that LPg′ ≈
Un. It is easy to see, that the solution of LPg′ = Un is not unique, hence
we need some further information. For this we make use of the fact that
difference data is smooth, as discussed for instance in [14]. Thus, it is
reasonable to search for g′ as the minimizer of a Tikhonov functional
(3.7) ‖LPg′ − Un‖2L2(∂Ω) + α‖g′‖2L2(∂Ω).
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Electrode measurement: Un Continuum data: g′
ComparisonApproximate continuum data
Figure 3. Illustration of the approximation procedure to
obtain continuum data. The top shows electrode data (top
left) and the corresponding idealized continuum data (top
right). The approximation (bottom left) is computed by
solving (3.8) and a comparison to continuum data is shown
(bottom right).
The minimizer is given as the solution of the regularized normal equation
(3.8) (QLP + αI)g′ = QUn.
Numerically the solution can be computed matrix free, for instance by the
conjugate gradient method, if one has Q and LP as functions implemented.
The parameter α > 0 controls the smoothness of the solution and can be
adjusted by a priori knowledge of the measured object. An example result
of this procedure is illustrated in Figure 3.
3.1.2. Computing an approximate ND map. In practice, for M active elec-
trodes we can only achieve M − 1 degrees of freedom for a linearly indepen-
dent basis. Depending on the partial-boundary map even less are possible.
It is not in all cases advisable to restrict oneself to just M−1 degrees of free-
dom. If more basis functions are used one has an underdetermined system
that is not uniquely solvable anymore, hence we need to impose constraints
to the minimization problem (3.3) to favor solutions of a certain kind. Also
with respect to approximated continuum data and possibly noisy measure-
ment, we need to impose some regularity on the solution. We propose to use
as constraint a simple 2-norm distance to the measured partial ND map, in
vectorized form rΓ of RΓσ,1 as in (3.2), and combined with a weight matrix
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S. That is, we search for a solution of
(3.9) min
r
‖Ψr − g‖22 + β‖r − SrΓ‖22.
The solutions can be computed as the unique solution of
r = (ΨTΨ + β I)−1(ΨT g + βSrΓ).
This leads to the difficulty of choosing the regularization parameter β > 0
adequately as well as the weight matrix S. The matrix S can be chosen with
knowledge about the measured object and by that the expected structure of
Rσ,1. As it will be shown in the computational section, this simple approach
is already sufficient to demonstrate the effectiveness of the methodology.
3.1.3. The resulting algorithm for electrode data. Let us summarize at this
point the individual steps to obtain a matrix approximation to the ND map
from partial-boundary electrode measurements. Given any current input
produced by a partial-boundary map, e.g. the nonorthogonal projection Q,
then the resulting voltage measurements are modelled by Un = LPRΓσ,1ϕn.
Measurements from the CEM or real data is treated as noisy input. We aim
to recover an approximation to the (full-boundary) ND map Rσ,1 by the
following procedure:
1. Measure voltages Un for all input currents Qϕn.
2. Approximate continuum traces gn from the measured voltages by
(3.7).
3. Find approximation to full-boundary ND matrix Rσ,1 by solving
(3.9)
Now that the algorithm to obtain approximate ND maps has been stated,
we will test the effectiveness of this approach on simulated noisy data and
real data in the next section.
4. Computational results
The essential question in electrical impedance tomography is at the end,
how valuable are the reconstructions from the acquired data. Following
this, we evaluate the approximate ND matrix by the reconstruction we can
obtain from it, additionally we present an error table in Section 4.5. We will
summarize very briefly the D-bar algorithm used for the reconstruction, it
is specifically formulated for ND maps and was recently introduced in [20].
The strength of D-bar algorithms lies in their direct nature, that means
there is just one unique solution that converges to the real conductivity if
the noise goes to zero. In other words, the D-bar method is a regularization
strategy (for full-boundary data) [33].
4.1. The D-bar algorithm for ND maps. The classical D-bar method
[32, 33] is formulated for full-boundary Dirichlet-to-Neumann maps and is
based on the results in [44, 45]. A first implementation was done in [48]
and further developments propsed by [8, 27, 41]. The algorithm we use is
formulated for ND maps and works also for partial-boundary data [20], it can
be summarized by two essential steps. At first we compute an approximate
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scattering transform tND(k) for k ∈ C from the ND map by evaluating the
following integral
(4.1) tND(k) =
∫
∂Ω
(
∂ν e
ik¯ζ¯
)
(−Rσ,1 ∂ν eikζ)ds(ζ).
If the domain is chosen to be the unit disk, this can be simply evaluated as
tND(k) =
∫
∂Ω
ik¯ζ¯eik¯ζ¯(−Rσ,1 ∂ν ikζeikζ)ds(ζ)
= |k|2
∫
∂Ω
ζ¯eik¯ζ¯(Rσ,1)ζe
ikζds(ζ).
In practice we can not compute the scattering transform for all values of k.
Furthermore, noise in the measurement data and inaccuracies in the model
lead to a blow-up of the scattering data for large |k| frequencies. Due to these
restrictions it is common to restrict the computations to a disk of radius
R > 0. Additionally the partial-boundary introduces further instabilities to
the data, hence we also enforce a cut-off Ct for high amplitudes. Altogether
we compute the scattering data as
(4.2)
tNDR (k) =
{
tND(k) if 0 < |k| < R, and ∣∣Re (tND)∣∣ , ∣∣Im (tND)∣∣ ≤ Ct
0 else.
The second step is then to solve the D-bar equation with the obtained
approximate scattering transform tNDR . This can be done independently for
each z ∈ Ω by solving
(4.3) ∂k µR(z, k) =
1
4pik¯
tNDR (k)e−k(z)µR(z, k),
with the unitary exponential ek(z) = e
i(kz+k¯z¯). In practice the D-bar equa-
tion (4.3) is solved via the integral equation
(4.4) µR(z, k) = 1 +
1
(2pi)2
∫
|k|≤R
tNDR (k
′)
k′(k − k′) e−k′(z)µR(z, k
′)dk′1dk
′
2,
and at the end the conductivity is computed by simply evaluating
σR(z) = µR(z, 0)
2.
The computation of σ(z) for z ∈ Ω by (4.4) is independent of the mesh and
parallelizable.
4.2. Discussion of approximation error. Let us shortly examine the ap-
proximation error of the two continuum models (CM and ECM) to electrode
measurements from the CEM. By [23, Theorem 4.1], we have that the ap-
proximation error of the CM to CEM measurements depends linearly on the
largest diameter of the extended electrodes. By our result Theorem 2.2, the
approximation error of the ECM to CEM measurments depends linearly on
the length of the electrodes and not on the distance between the electrodes.
In particular this means uncovered parts of the boundary do not influence
the approximation error.
We aim to verify this error numerically. For that purpose we have sim-
ulated data with the complete electrode model, the continuum model, and
the electrode continuum model. The simulations are all done on the same
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Table 1. Approximation error of ND maps from ECM and
CM data compared to CEM measurements. The reference in
the left column is done with 16 equally sized and spaced elec-
trodes. For the following cases electrodes have been removed
from the setup.
`2 errors 16 elec. 14 elec. 12 elec. 10 elec. 8 elec.
CM data 0.0171 0.0601 0.0730 0.0770 0.0827
ECM data 0.0084 0.0097 0.0077 0.0087 0.0156
mesh and the resulting ND matrices are computed with 16 basis functions.
For the CEM and ECM we have started with 16 equally sized and spaced
electrodes covering the boundary of the unit disk. We have then removed
2 neighboring electrodes and kept the remaining electrodes at their initial
position. We have repeated this until only 8 electrodes were left. The errors
of the recorded ND matrices can be seen in Table 1. The difference between
CM and CEM data gets gradually worse as the gap increases, whereas the
error between ECM and CEM data stays rather constant. There is a peak
for only 8 left electrodes, this might be due to a decrease of the constant
in (2.9) and hence an increase of the constant in the estimate of Theorem
2.2. It is notable that even for 16 electrodes the ECM data is closer to CEM
data, compared to classical continuum data.
4.3. Simulated data for trigonometric current patterns. The first
example is a phantom with two circles with conductivity 2, where one circle
is positioned close to the missing boundary. We compare continuum full-
boundary data to noisy measurements from the electrode continuum model
(2.8). The basis functions are chosen as
ϕn(θ) =
{
1√
pi
sin(nθ) if n < 0,
1√
pi
cos(nθ) if n > 0,
with n ∈ N = {−8, · · · − 1, 1, . . . , 8}. The geometry is chosen to be the
unit disk and the data is simulated on a very fine uniform FEM mesh with
16384 elements. Since the reconstruction algorithm is mesh independent
we chose this fine mesh for all following reconstructions. For the partial
boundary case we use 12 out of 16 electrodes, which are equally spaced with
length h = 2pi/32 = 0.1963. The partial-boundary current is produced by
the nonorthogonal projection Q. The resulting partial ND matrix RΓσ,1 then
has rank 11, whereas the ND matrix Rσ,1 has full rank 16. Additionally,
we added 0.1% of relative noise to each measured set of voltages. From the
collected data, we then computed an approximation to the full ND matrix
with the proposed algorithm in Section 3.1.3. The resulting matrix has rank
15, due to the restriction of partial basis functions and 16 electrodes. The
parameter in the optimization has been chosen as β = 0.06, such that the
error to the full ND map is minimized. The resulting reconstructions are
shown in Figure 4, where the scattering transform is computed with R = 4
and Ct = 25.
The second test case uses a similar phantom with two circular inclusions
with conductivity 2, but now we are using the complete electrode model to
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Approximated data
reconstruction
Phantom Full-boundaryreconstruction
Figure 4. Reconstructions of the paired circle phantom
in the continuum setting. The reference reconstruction (top
right) has been computed from full-boundary continuum data
without noise. The partial-boundary reconstruction (bottom
left) is computed from ECM data with 12 electrodes on 75%
of the domain and additional 0.1% relative noise. The im-
proved reconstruction (bottom right) is obtained from the
approximated ND matrix.
produce more realistic data on 16 equally spaced electrodes with same size
h = 2pi/32. The FEM mesh is finer close to the boundary and coarser in the
inside of the domain, with a total of 1968 elements. The contact impedance is
uniform on each electrode and set to z = 0.005. The reference reconstruction
uses all 16 electrodes with no noise, the partial electrode measurement uses
12 electrodes with 0.2% additional relative noise. Following Theorem 2.2 we
interpret the measurement as from the ECM. By the proposed algorithm
we compute an approximated ND matrix with β = 0.06. The resulting
reconstructions are shown in Figure 5. The parameter for the scattering
transform are R = 4 and Ct = 25.
4.4. Real measurement data for adjacent current pattern. As final
example we apply the methodology to real measurement data acquired with
the KIT4 system in Kuopio at the University of Eastern Finland [19, 34].
The phantom consists of two high conductive metal rods (vertically trans-
lational invariant) inserted to the tank filled with normal tap water. The
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Figure 5. Reconstructions of the paired circle phantom
from CEM data. The reference reconstruction (top right)
has been computed from 16 electrodes without additional
noise. The partial-boundary reconstruction (bottom left) is
computed from 12 electrodes on 75% of the boundary and
additional 0.2% relative noise. The improved reconstruction
(bottom right) is obtained from the approximated ND matrix
tank has a diameter of 28 cm, the 16 metallic electrodes are 2.5 cm wide,
7 cm high, and equally spaced. The background data has been taken with
only water in the tank.
The biggest difficulty for the proposed algorithm is that the system uses
pairwise injection current patterns, which are not orthonormal and hence
we first need to transform the measurement (by change of basis) to the
trigonometric basis used to represent the ND maps. The used data was
acquired with an adjacent current pattern from 16 electrodes. The partial
data is taken with 10 active electrodes, which leaves only 9 of the original
adjacent current patterns for the computations. The contact impedance is
roughly 1.3 · 10−5Ωcm.
Since the exact partial-boundary map is not known for the transformed
adjacent current pattern, we computed the corresponding basis functions
numerically from the data of a constant background. This can be done by
transforming the obtained background measurement to the trigonometric
basis and then normalizing to 1. Using this basis in the approximation
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Figure 6. Reconstructions of a paired circle phantom from
real measurement data with the KIT4 system and an ad-
jacent current pattern. The reference reconstruction (top
right) has been computed from all 16 electrodes. The partial-
boundary reconstruction (bottom left) is computed from 10
electrodes on 62.5% of the boundary. The improved recon-
struction (bottom right) is obtained from the approximated
ND matrix
algorithm with β = 0.5, we were able to compute an approximated ND
matrix from the partial data. The resulting reconstructions are displayed
in Figure 6. The parameter used to compute the scattering transform are
R = 4 and Ct = 25.
4.5. Discussion of computational results. The reconstructions illus-
trate that the introduced methodology is capable of recovering certain in-
formation contained in the full ND maps from measurements conducted on
electrodes only covering a part of the boundary. Whereas we are not able to
perfectly recover the ND map or a reconstruction of the conductivity, we can
certainly improve the reconstruction quality and information content of the
image. Especially the second example from CEM measurements illustrates
nicely how noise corrupted data can ruin the reconstructions, but with the
proposed algorithm we are able to clean the data and recover the two im-
portant circular inclusions. It should be noted here that the full-boundary
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reconstructions for both simulated cases do not include additional measure-
ment noise. The improvement of data can also be seen in Table 2, where
we present the relative error to full-boundary data and the corresponding
reconstructions. The error in ND maps clearly gets better, whereas the re-
construction error just slightly improves even though the visual effects are
far more striking. We emphasize here that EIT is a highly nonlinear inverse
problem.
In case of real measurement data, the partial data reconstruction is al-
ready quite good, but the conductivity values are incorrect. Here the approx-
imation procedure corrects the conductivity values and cleans some bound-
ary artifacts. The effectiveness is also illustrated by quite an improvement
in the reconstruction error, as shown in Table 2.
Table 2. Evaluation of relative `2 errors to full-boundary
measurements. In case of CEM and real measurement data
the full-boundary data corresponds to data with all elec-
trodes active (and no noise).
rel. `2 errors part. ND map approx. ND map part. recon. approx. recon
ECM data 68.21% 58.12% 18.49% 17.73%
CEM data 66.72% 46.30% 25.06% 27.92%
KIT4 data 53.02% 43.66% 24.23% 19.55%
An important feature of the proposed algorithm is the improvement of
linear independent basis functions representing the ND maps. The effec-
tiveness of D-bar methods also depends on the amount of basis functions by
which we can expand the auxiliary functions in the integral (4.1). In case of
real data we were able to improve the rank of the partial ND map from 9 to
15 for the approximated ND map and this alone can lead to an improvement
in the reconstruction procedure.
The computation times of the proposed algorithm are well below a second,
since after the data is collected the whole algorithm consists of solving 2
linear systems.
5. Conclusions
Data collected only on a part of the boundary is inherently different
to the idealized full-boundary continuum case. This is especially relevant
for real measurements, since any electrode model can be considered as a
partial-boundary problem. Therefore, we have introduced in this study a
methodology that relates partial-boundary data to full-boundary data and
we proposed an algorithm that is capable of computing an approximate ND
map from noisy electrode measurements that cover only parts of the bound-
ary. For this purpose we have introduced a framework to model electrode
measurements in a continuum setting more accurately and have shown in
Theorem 2.2 that we can model measurements from the complete electrode
model up to an error that depends linearly on the size of electrodes, but is
independent of the missing boundary.
We have then formulated an algorithm that computes an approximation
to the (full-boundary) ND matrix. The approximation process consists of
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solving a minimization problem to obtain the coefficients of the ND matrix
and the solution can be simply computed by solving a regularized normal
equation. The whole process takes less than a second and hence can be
considered as a reasonable precomputing step. We have then demonstrated
the effectiveness of the methodology for noisy simulated data and real mea-
surement data. Reconstructions were computed by a D-bar algorithm for
ND maps, but we would like to point out that the presented improvements
from partial-boundary data have a potential impact on all reconstruction
algorithms that use ND maps as data input.
More work has to be done for pairwise injection current patterns, for which
the representation of the partial-boundary map is not known. Furthermore,
one has more freedom of choosing pairwise injection current patterns close
to the missing boundary, that includes current patterns that jump over the
missing region. Finally we will concentrate further research on improvements
of the approximation functional (3.9) and a thorough numerical study of the
approximation properties.
Acknowledgments
This work was supported by the Academy of Finland through the Finnish
Centre of Excellence in Inverse Problems Research 20122017, decision num-
ber 250215. The author was partially supported by FiDiPro project of the
Academy of Finland, decision number 263235.
Personally, I would like to thank Ville Kolehmainen, Tuomo Savolainen,
and Aku Seppa¨nen from the Inverse Problems research group at University
of Finland, for the possibility to use the KIT4 measurement data. I also
thank Xiaoqun Zhang for the helpful discussions that led to the start of this
project during my visit at Shanghai Jiao Tong University in 2015. Finally,
I thank Samuli Siltanen for his continuous support and guidance.
I also thank Nuutti Hyvo¨nen and the anonymous referees for their valuable
comments for improvements.
References
[1] M. Alsaker, S. Hamilton, and A. Hauptmann, A direct d-bar method for partial
boundary data electrical impedance tomography with a priori information, to appear
in Inverse Problems & Imaging, (2017).
[2] M. Alsaker and J. L. Mueller, A D-bar algorithm with a priori information
for 2-D Electrical Impedance Tomography, SIAM J. on Imaging Sciences, 9 (2016),
pp. 1619–1654.
[3] D. Calvetti, P. J. Hadwin, J. M. Huttunen, D. Isaacson, J. P. Kaipio, D. Mc-
Givney, E. Somersalo, and J. Volzer, Artificial boundary conditions and domain
truncation in electrical impedance tomography. part i: Theory and preliminary results,
Inverse Problems & Imaging, 9 (2015), pp. 749–766.
[4] D. Calvetti, P. J. Hadwin, J. M. Huttunen, J. P. Kaipio, and E. Somer-
salo, Artificial boundary conditions and domain truncation in electrical impedance
tomography. part ii: Stochastic extension of the boundary map., Inverse Problems &
Imaging, 9 (2015), pp. 767–789.
[5] M. Cheney and D. Isaacson, Distinguishability in impedance imaging, IEEE Trans-
actions on Biomedical Engineering, 39 (1992), pp. 852–860.
[6] K. Cheng, D. Isaacson, J. Newell, and D. Gisser, Electrode models for elec-
tric current computed tomography, IEEE Transactions on Biomedical Engineering, 36
(1989), pp. 918–924.
22 A. HAUPTMANN
[7] G. Cinnella, S. Grasso, P. Raimondo, D. DAntini, L. Mirabella, M. Rauseo,
and M. Dambrosio, Physiological effects of the open lung approach in patients with
early, mild, diffuse acute respiratory distress syndromean electrical impedance tomog-
raphy study, The Journal of the American Society of Anesthesiologists, 123 (2015),
pp. 1113–1121.
[8] M. DeAngelo and J. L. Mueller, 2d D-bar reconstructions of human chest and
tank data using an improved approximation to the scattering transform, Physiological
Measurement, 31 (2010), pp. 221–232.
[9] M. Dodd and J. L. Mueller, A real-time D-bar algorithm for 2-D electrical
impedance tomography data, Inverse problems and imaging, 8 (2014), pp. 1013–1031.
[10] H. Garde and S. Staboulis, Convergence and regularization for monotonicity-based
shape reconstruction in electrical impedance tomography, Numerische Mathematik,
(2016), pp. 1–31.
[11] D. Gisser, D. Isaacson, and J. Newell, Electric current computed tomography
and eigenvalues, SIAM Journal on Applied Mathematics, 50 (1990), pp. 1623–1634.
[12] C. Grant, T. Pham, J. Hough, T. Riedel, C. Stocker, and A. Schibler,
Measurement of ventilation and cardiac related impedance changes with electrical
impedance tomography, Critical Care, 15 (2011), p. R37.
[13] M. Hallaji, A. Seppa¨nen, and M. Pour-Ghaz, Electrical impedance tomography-
based sensing skin for quantitative imaging of damage in concrete, Smart Materials
and Structures, 23 (2014), p. 085001.
[14] M. Hanke, N. Hyvo¨nen, and S. Reusswig, Convex backscattering support in elec-
tric impedance tomography, Numerische Mathematik, 117 (2011), pp. 373–396.
[15] B. Harrach, Interpolation of missing electrode data in electrical impedance tomog-
raphy, Inverse Problems, 31 (2015), p. 115008.
[16] B. Harrach and M. N. Minh, Enhancing residual-based techniques with shape re-
construction features in electrical impedance tomography, Inverse Problems, 32 (2016),
p. 125002.
[17] B. Harrach and M. Ullrich, Monotonicity-based shape reconstruction in elec-
trical impedance tomography, SIAM Journal on Mathematical Analysis, 45 (2013),
pp. 3382–3403.
[18] , Resolution guarantees in electrical impedance tomography, IEEE transactions
on medical imaging, 34 (2015), pp. 1513–1521.
[19] A. Hauptmann, V. Kolehmainen, N. M. Mach, T. Savolainen, A. Seppa¨nen,
and S. Siltanen, Open 2d electrical impedance tomography data archive,
arXiv:1704.01178, (2017).
[20] A. Hauptmann, M. Santacesaria, and S. Siltanen, Direct inversion from partial-
boundary data in electrical impedance tomography, Inverse Problems, 33 (2017),
p. 025009.
[21] T. Hou and J. Lynch, Electrical impedance tomographic methods for sensing strain
fields and crack damage in cementitious structures, Journal of Intelligent Material
Systems and Structures, 20 (2009), pp. 1363–1379.
[22] N. Hyvo¨nen, Complete electrode model of electrical impedance tomography: Approxi-
mation properties and characterization of inclusions, SIAM Journal on Applied Math-
ematics, 64 (2004), pp. 902–931.
[23] N. Hyvo¨nen, Approximating idealized boundary data of electric impedance tomogra-
phy by electrode measurements, Mathematical Models and Methods in Applied Sci-
ences, 19 (2009), pp. 1185–1202.
[24] M. Ikehata, Reconstruction of the support function for inclusion from boundary
measurements, Journal of Inverse and Ill-Posed Problems, 8 (2000), pp. 367–378.
[25] M. Ikehata and S. Siltanen, Numerical method for finding the convex hull of an
inclusion in conductivity from boundary measurements, Inverse Problems, 16 (2000),
pp. 1043–1052.
[26] M. Ikehata and S. Siltanen, Electrical impedance tomography and Mittag-Leﬄer’s
function, Inverse Problems, 20 (2004), pp. 1325–1348.
APPROXIMATION OF FULL-BOUNDARY DATA 23
[27] D. Isaacson, J. L. Mueller, J. C. Newell, and S. Siltanen, Reconstructions
of chest phantoms by the D-bar method for electrical impedance tomography, IEEE
Transactions on Medical Imaging, 23 (2004), pp. 821–828.
[28] C. Karagiannidis, A. D. Waldmann, C. Ferrando Ortola´, M. Mun˜oz Mar-
tinez, A. Vidal, A. Santos, P. L. Ro´ka, M. Perez Ma´rquez, S. H. Bohm, and
F. Suarez-Spimann, Position-dependent distribution of ventilation measured with
electrical impedance tomography, European Respiratory Journal, 46 (2015).
[29] K. Karhunen, A. Seppa¨nen, A. Lehikoinen, P. J. M. Monteiro, and J. P.
Kaipio, Electrical resistance tomography imaging of concrete, Cement and Concrete
Research, 40 (2010), pp. 137–145.
[30] P. Kaup and F. Santosa, Nondestructive evaluation of corrosion damage using
electrostatic measurements, Journal of Nondestructive Evaluation, 14 (1995), pp. 127–
136.
[31] A. Kirsch, The factorization method for a class of inverse elliptic problems, Mathe-
matische Nachrichten, 278 (2005), pp. 258–277.
[32] K. Knudsen, The Caldero´n problem with partial data for less smooth conductivities,
Communications in Partial Differential Equations, 31 (2006), pp. 57–71.
[33] K. Knudsen, M. Lassas, J. Mueller, and S. Siltanen, Regularized D-bar method
for the inverse conductivity problem, Inverse Problems and Imaging, 3 (2009), pp. 599–
624.
[34] J. Kourunen, T. Savolainen, A. Lehikoinen, M. Vauhkonen, and L. Heikki-
nen, Suitability of a pxi platform for an electrical impedance tomography system,
Measurement Science and Technology, 20 (2008), p. 015503.
[35] A. Lechleiter, A regularization technique for the factorization method, Inverse prob-
lems, 22 (2006), p. 1605.
[36] A. Lechleiter, N. Hyvo¨nen, and H. Hakula, The factorization method applied
to the complete electrode model of impedance tomography, SIAM Journal on Applied
Mathematics, 68 (2008), pp. 1097–1121.
[37] E. H. Lieb, R. Seiringer, and J. Yngvason, Poincare´ inequalities in punctured
domains, Annals of mathematics, (2003), pp. 1067–1080.
[38] D. Liu, V. Kolehmainen, S. Siltanen, A.-m. Laukkanen, and A. Seppa¨nen,
Estimation of conductivity changes in a region of interest with electrical impedance
tomography, Inverse Problems and Imaging, 9 (2015), pp. 211–229.
[39] D. Liu, V. Kolehmainen, S. Siltanen, and A. Seppa¨nen, A nonlinear approach to
difference imaging in EIT; assessment of the robustness in the presence of modelling
errors, Inverse Problems, 31 (2015), p. 035012.
[40] J. Mueller, D. Isaacson, and J. C. Newell, A reconstruction algorithm for
electrical impedance tomography data collected on rectangular electrode arrays, IEEE
Transactions on Biomedical Engineering, 49 (1999), pp. 1379–1386.
[41] J. Mueller and S. Siltanen, Direct reconstructions of conductivities from boundary
measurements, SIAM Journal on Scientific Computing, 24 (2003), pp. 1232–1266.
[42] J. Mueller and S. Siltanen, Linear and Nonlinear Inverse Problems with Practical
Applications, vol. 10 of Computational Science and Engineering, SIAM, 2012.
[43] E. K. Murphy and J. L. Mueller, Effect of domain-shape modeling and mea-
surement errors on the 2-d D-bar method for electrical impedance tomography, IEEE
Transactions on Medical Imaging, 28 (2009), pp. 1576–1584.
[44] A. I. Nachman, Global uniqueness for a two-dimensional inverse boundary value
problem, Annals of Mathematics, 143 (1996), pp. 71–96.
[45] R. Novikov, A multidimensional inverse spectral problem for the equation −δψ +
(v(x) − eu(x))ψ = 0, Functional Analysis and Its Applications, 22 (1988), pp. 263–
272.
[46] R. G. Novikov, Formulae and equations for finding scattering data from the dirichlet-
to-neumann map with nonzero background potential, Inverse Problems, 21 (2004),
pp. 257–270.
[47] H. Reinius, J. B. Borges, F. Frede´n, L. Jideus, E. D. L. B. Camargo, M. B. P.
Amato, G. Hedenstierna, L. A., and F. Lennmyr, Real-time ventilation and
24 A. HAUPTMANN
perfusion distributions by electrical impedance tomography during one-lung ventilation
with capnothorax, Acta Anaesthesiologica Scandinavica, 59 (2015), pp. 354–368.
[48] S. Siltanen, J. Mueller, and D. Isaacson, An implementation of the recon-
struction algorithm of A. Nachman for the 2-D inverse conductivity problem, Inverse
Problems, 16 (2000), pp. 681–699.
[49] E. Somersalo, M. Cheney, and D. Isaacson, Existence and uniqueness for elec-
trode models for electric current computed tomography, SIAM Journal on Applied
Mathematics, 52 (1992), pp. 1023–1040.
[50] A. Tamburrino and G. Rubinacci, A new non-iterative inversion method for elec-
trical resistance tomography, Inverse Problems, 18 (2002), pp. 1809–1829.
[51] P. J. Vauhkonen, M. Vauhkonen, T. Savolainen, and J. P. Kaipio, Three-
dimensional electrical impedance tomography based on the complete electrode model,
IEEE Transactions on Biomedical Engineering, 46 (1999), pp. 1150–1160.
