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Abstract
Gowers introduced the notion of uniformity norm ‖f‖Uk(G) of a bounded function
f : G→R on an abelian group G in order to provide a Fourier-theoretic proof of
Szemeredi’s Theorem, that is, that a subset of the integers of positive upper density
contains arbitrarily long arithmetic progressions. Since then, Gowers norms have found
a number of other uses, both within and outside of Additive Combinatorics. The Uk
norm is defined in terms of an operator ∆k : L∞(G) 7→ L∞(Gk+1). In this paper,
we introduce an analogue of the object ∆kf when f is a singular measure on the
torus Td, and similarly an object ‖µ‖Uk . We provide criteria for ∆
kµ to exist, which
turns out to be equivalent to finiteness of ‖|µ|‖Uk , and show that when µ is absolutely
continuous with density f , then the objects which we have introduced are reduced to
the standard ∆kf and ‖f‖Uk(T). We further introduce a higher-order inner product
between measures of finite Uk norm and prove a Gowers-Cauchy-Schwarz inequality
for this inner product.
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1 Introduction
In 2001, Gowers developed a new proof of Szemeredi’s Theorem that every dense enough sub-
set of the integers contains arbitrarily long arithmetic progressions a, a+ b, · · · , a+(k− 1)b,
see [3]. His method revolved around the introduction of uniformity norms ‖ · ‖Uk(ZN ), which
measure the extent to which a bounded function on ZN is (k + 1-st degree polynomially)
“structured”. Since then, uniformity norms have found applications in diverse topics, no-
tably progressions in primes [4], probabilistically checkable proofs [7], multi-linear oscillatory
integrals [1], the bi-linear Hilbert transform along curves [2], boundedness of paraproducts
[5], and others.
Gower’s original definition of the Uk(ZN) norms proceeded as follows: for a bounded
function f : ZN →R and a u = (u1, . . . , uk+1) ∈ Z
k+1
N , inductively define
∆1u1f(x) = f(x)f(x− u1)
∆k+1u f(x) = ∆
1
uk+1
∆ku′f(x)
where u′ = (u1, . . . , uk).
Then the k-th order uniformity norm of f is given by
‖f‖Uk(Zn) =
 ∑
x∈ZN ,u∈Z
k
N
∆kuf(x)
 12k
In this paper, we extend the domains of definition of ∆k and ‖·‖Uk to the class of positive
finite singular Radon measures on Td. For a measure µ on Td we construct a measure
d∆kµ(x;u) on Td(k+1) and provide a definition for ‖µ‖Uk which (we show but cannot at first
assume) reduces to
(
∆kµ(Td(k+1))
) 1
2k
.
Let us say that µ ∈ Uk+1 if the finite measure ∆kµ exists on Td(k+1) and ‖µ‖Uk+1 < ∞.
Then our main result can be summarized as the assertion that ∆k+1µ exists if |µ| ∈ Uk+1
(Theorem ??).
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Our motivation for this work stems from potential applications in Geometric Measure
Theory, and particularly from the paper [6] in which Laba and Pramanik demonstrate that a
measure supported in [0, 1] with Fourier dimension close enough to 1 contains in its support
three-term arithmetic progressions a, a+ b, a+2b. Here, the Fourier dimension of a measure
µ is defined as
dimF µ := sup{β ∈ [0, 1] : ∃C such that |µ̂(ξ)| ≤ C(1 + |ξ|)
−β
2 }
In following papers, we use the machinery of uniformity norms to demonstrate that
for a given k ∈ N, measures satisfying an appropriate generalization of the above Fourier
dimension assumption contain k-term arithmetic progressions.
2 The intersection operator
Suppose ν0, ν1 are complex Radon measures on T
d×Tr. Let (φn)n∈N be an approximate
identity on Td×Tr.
Define
T [ν0, ν1] := lim
n→∞
∫
φn ∗ ν1(x− ur+1; u
′) dν0(x; u
′) dur+1.
Define the projection operator P by∫
f(u) dPν(u) :=
∫
f(u) dν(x; u).
Lemma 2.1. Let ν be a complex Radon measure on Td×Tr. Then
T [ν, ν] =
∑
η∈Zr
|ν̂(0; η)|2 = ‖Pν‖2L2.
Proof. Fix n ∈ N. Then∫
φn ∗ ν(x− ur+1; u
′) dν(x; u′) dur+1 = lim
m→∞
∫
φn ∗ ν(x− ur+1; u
′)φm ∗ ν(x; u
′) dx du.
Applying Plancherel’s Identity, this becomes∑
η∈Zr
φ̂n(−η)φ̂m(η)ν̂(0; η)ν̂(0; η) =
∑
η∈Zr
φ̂n(−η)φ̂m(η)|ν̂(0; η)|
2.
If ν̂(0; η) ∈ ℓ2, then
lim
n→∞
lim
m→∞
∑
η∈Zr
φ̂n(−η)φ̂m(η)|ν̂(0; η)|
2 =
∑
η∈Zr
|ν̂(0; η)|2 (1)
by Dominated Convergence since |φ̂n| ≤ 1, in which case we have proven the theorem.
Suppose ν̂(0; η) /∈ ℓ2, so that we must show that the left-hand side of (1) is infinite.
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In this case the measure Pν =
∫
f(u) dν(x; u), whose Fourier transform is P̂ ν(η) = ν̂(0; η)
is not in L2.
Let Pνs denote the singular part of Pν. Let ψn(u) =
∫
φ(x, u) dx. Since ψn ∗Pν diverges
to infinity Pνs-a.e, we surmise that if the singular part Pνs of Pν is non-trivial, then the
left-hand side of (1) diverges to ∞, as we sought to show.
In the case that Pν is absolutely continuous (say with density equal to the function g),
we may set the integrand ψn ∗ g(u) g(u) =: fn(u). Then we know that fn→|g|
2 at Lebesgue-
almost every point, and sinceg /∈ L2, applying Egorov’s Theorem we see that
∫
fn→∞
which completes the proof.
Define the Radon measure ∆(ν, ν) by∫
f(x; y; v) d∆(ν, ν)(x; y; v) := lim
n→∞
φn ∗ ν1(x− v; y)dν0(x; y) dv.
Notice that ∆(ν, ν), if it exists, is a measure on Td×Tr×Td. We will often replace y by
u′, v by ur+1 and write u = (u
′, ur+1) in the above definition.
Lemma 2.2. For any ξ ∈ Zd,∑
η∈Zr
|ν̂(ξ; η)|2 ≤
∑
η∈Zr
||̂ν|(0; η)|2 = T [|ν|, |ν|].
Proof. The second equality follows by Lemma 2.1.
Set fn,ξ(u) =
∫
e−2πiξ·xφn∗ν(x; u) dx. Let φn be positive. Note that ˆfn,ξ(η) = φ̂n(ξ; η)ν̂(ξ; η).
By Plancherel and the triangle inequality we have∑
η
|φ̂n(ξ; η)ν̂(ξ; η)| =
∫
|fn,ξ(u)|
2 du ≤
∫ ∣∣∣∣∫ φn ∗ |ν|(x; u) dx∣∣∣∣2 du =∑
η
|φ̂n(ξ; η)|̂ν|(0; η)|
2.
Proposition 2.3. Suppose T [|ν0|, |ν0|], T [|ν1|, |ν1|] < ∞. Then for any (ξ; η) ∈ Z
d×Zr+d∑
c∈Zr
ν̂0(ξ + ηr+d; c)ν̂1(ηr+d, c− η′) (2)
is uniformly absolutely summable. Furthermore, ∆(ν0, ν1) exists and ̂∆(ν0, ν1)(ξ; η) = (2).
Proof. The summability of (2) follows from Cauchy-Schwarz and Lemma 2.2. So Dominated
Convergence gives
lim
n→∞
∑
c∈Zr
φ̂n(−ηr; η − c)ν̂0(ξ + ηr+d; c)ν̂1(ηr, c− η′) =
∑
c∈Zr
ν̂0(ξ + ηr+d; c)ν̂1(ηr, c− η′). (3)
Using Plancherel, one computes that∫
e−2πi(ξ·x+η·uφn∗ν1(x−ur+1; u
′) dν0(x; u
′) dur+1 =
∑
c∈Zr
φ̂n(−ηr; η−c)ν̂0(ξ+ηr+d; c)ν̂1(ηr, c− η′).
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Since the unit ball in the space of Radon measures is weak∗-compact by the Banach-
Alaoglu theorem, it is enough to check that a putative weak∗ limit limn→∞ ρn exists on a
dense subclass of C(Td×Tr Td) and that the ρn are of uniformly bounded mass. We have the
existence of the limit on the dense subclass of trigonometric polynomials as a consequence
of (3) and linearity, and to demonstrate uniformly bounded mass we have
|
∫
f(x, u)φn ∗ ν1(x− ur+1; u
′) dν0(x; u
′) dur+1|
≤‖f‖L∞
∫
φn ∗ |ν1|(x− ur+1; u
′) d||(x; u′) dur+1 ≤ T [ν0, ν0]T [ν1, ν1].
where in the first inequality we have applied the triangle inequality, and to arrive at the sec-
ond we have used Plancherel’s identity, the bound |φn| ≤ 1, the Cauchy-Schwarz inequality,
and Lemma 2.1.
Thus we obtain existence of ∆(ν0, ν1) together with the statement about its Fourier
transform.
Proposition 2.4. Suppose that ∆(ν, ν) is a finite Radon measure. Then ∆(|ν|, |ν|) exists
and
|∆(ν, ν)| = ∆(|ν|, |ν|).
Further
T [|ν|, |ν|] = ‖∆(ν, ν)‖
where ‖ · ‖ denotes the total variation norm.
Proof. Suppose that the finite measure ∆(ν, ν) exists. We complete the proof in several
stages.
Recall that for a measure ρ on Td×Tr, P denotes the projection onto the measures on
Tr.
Step 1. Let σn → σ = sgn(ν) be a sequence of trigonometric polynomials. Then
P (σnν) ∈ L
2
with ‖P (σnν)‖2 ≤ ∆(ν, ν)
Proof of Step 1. Suppose first that σm(x; u
′) = e−2πi(κ0·x+κ·u
′) = eκ0(x)eκ(u
′) for some (κ0; κ) ∈
Td×Tr.
By a modification of the argument in Lemma 2.1, we have∑
η∈Zr
|σ̂mν(0; η)|
2 (4)
= lim
n→∞
∑
η∈Zr
̂Φne(κ0,κ)(0; η)|σ̂mν(0; η)|
2
Using that σm = e(κ0,κ), we then write
(4) = lim
n→∞
∑
η∈Zr
Φ̂n(κ0; η + κ)ν̂(κ0; η + κ)ν̂(κ0; η + κ)
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= lim
n→∞
∑
η∈Zr
ν̂(κ0; η + κ)Φ̂n ∗ ν(κ0; η + κ)
= lim
n→∞
∫
eκ0(x− ur+1)Φn ∗ ν(x− ur+1; u
′) dν(x; u′) dur+1
where the last line above follows from Plancherel and the Dominated Convergence theorem
in light of Lemma 2.2.
Using the definition of the measure ∆(ν, ν) and that e(κ0,κ) = σm, this means that we in
fact have
(4) =
∫
e(κ0;0)(x− uj+1;u
′) d∆(ν, ν)(x;u) =
∫
σ˜m(x− uj+1) d∆(ν, ν)(x;u)
where σ˜m(x) = σm(x; 0).
By linearity, the same equality then holds when σm is instead any trigonometric polyno-
mial, and the triangle inquality gives (4) ≤ ‖σm‖∞‖∆(ν, ν)‖ . Taking limits then yields the
claim since ‖σ‖L∞ = 1.
Step 2.
P (σnν)
L2
→ P (σν)
Proof of Step 2. Since σmν→σν weak
∗, we have weak∗ convergence of P (σmν) to P (σν).
Since we have by Step 1 that ‖P (σmν)‖2 ≤ ‖∆(ν, ν)‖, we have (by weak compactness of the
unit ball) that any subsequence of P (σmν) has a subsubsequence which converges weakly in
L2. So necessarily the whole sequence converges to P (σν) ∈ L2 with
‖P (σν)‖2 ≤ ‖∆(ν, ν)‖
Step 3. Therefore ∆(|ν|, |ν|)(Td×Tr×Td) < ∞.
Proof of Step 3. By Step 2, we have T [|ν|, |ν|] < ∞, which means by Lemma 2.1 that
∆(|ν|, |ν|)(Td+r+d)) < ∞.
We will now be done once we close the induction introduced in Step 1 by showing that
|∆(ν, ν)| = ∆(|ν|, |ν|). Continuing
Step 4. If T [ν, ν] < ∞, one may write dν(x; u′) = dµu′(x) du
′ for some finite Radon
measures µu′, and for any trigonometric polyomials f1, f2 ∈ C(T
d(r+1))∫
f1(x; u
′)f¯2(x− ur+1; u
′)d∆(ν, ν)(x; u) =
∫ ∫
f1(x; u
′) dµu′(x)
∫
f¯2(y; u
′)dµu′(y) du
′
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Proof of Step 4. Since Pν ∈ L2 by Lemma 2.1, we have that dν(x; u′) = dµu′(x) du
′ for some
measures µu′ defined Lebesgue for almost every u
′.
We can calculate that ∫ ∫
f1(x; u
′) dµu′
∫
f¯2(y; u
′) dµu′(y) du
′
=
∑
η
f̂1µ·(0; η)f̂2µ·(0; η)
which is the same as ∑
η
(̂f1ν)(0; η)(̂f2ν)(0; η)
For f1, f2 complex exponentials, this is easily seen to equal∫
f1(x− ur+1; u
′)f¯2(x; u
′) d∆(ν, ν)(x; u),
and we have this equality also in the case that the fi are trigonometric polynomials.
Step 5. For any trigonometric polyomials f1, f2 ∈ C(T
d+r+d))
∫
(f1σ) (x; u
′) (f2σ) (x− ur+1; u
′)d∆(ν, ν)(x; u) (5)
=
∫
f1(x; u
′)f2(x− ur+1; u
′)d∆(|ν|, |ν|)(x; u) (6)
Proof of Step 5. Since ∆(|ν|, |ν|)(Td(r+1)) < ∞ by Step 3, we may apply the conclusion of
Step 4 to the measure ν. One has that
d|ν|(x; u′) = σ(x; u′)dν(x; u′) = σ(x; u′)µu′(x) du
′
so that necessarily d|µu′(x)| = σ(x; u
′) dµu′(x). Two applications of Step 4 give∫
f1(x− ur+1; u
′)f2(x; u
′) d∆(|ν|, |ν|)(x; u) =
∫ ∫
f1(x; u
′) d |µ|u′ (x)
∫
f2(y; u
′) d |µ|u′ (y) du
′
(7)
=
∫
[σf1](x− ur+1; u
′)[σf2](x; u
′) d∆(ν, ν)(x; u) (8)
Step 6. Thus
|∆(ν, ν)| = ∆(|ν|, |ν|)
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Proof of Step 6. Since the trigonometric polynomials are dense in the space of continuous
functions, we see that in fact (5) holds for all continuous functions f , which (since ∆(|ν|, |ν|)
is a positive measure) means that the sign of the measure ∆(ν, ν) is σ(x; u′)σ(x− ur+1; u
′).
That |∆(ν, ν)| = ∆(|ν|, |ν|) then follows from Step 5.
Corollary 2.5. ∆(ν, ν) exists if and only if T [|ν|, |ν|] < ∞.
Proof. The left implication is Proposition 2.3 while the right is Proposition 2.4.
3 Gowers norms for singular measures
Set ∆0µ := µ. Define
∆k+1µ := ∆(∆kµ,∆kµ).
We establish a convention on indexing. For elements ι = (ι1, . . . , ιk+1) ∈ {0, 1}
j and
κ ∈ {0, 1}j
′
concatenate κι = (ι1, . . . , ιj , κ1, . . . , κj′). In particular, ι = ιjιj−1 · · · ι1. Write
ι′ := (ι1, . . . , ιj−1). Further, let ι>j′ := (ιj′+1, ιj′+2, . . . , ιj) and similarly for ι<j′, ι
′
≥j and ι≤j′.
Thus ι>0 = ι.
For ι ∈ {0, 1}k+1 and µι measures on T
d, adopt the notation µ = (µι)ι∈{0,1}k+1 , and for
any κ ∈ {0, 1}k−j, µκ := (µκι<j)ι<j∈{0,1}j−1 .
Define
∆k+1(µ) = ∆(∆k(µ0),∆
k(µ1)).
Thus if µι = µ for all ι, then ∆
k+1(µ) = ∆k+1µ.
Define
‖µ‖Uk+1 :=
(
T [∆kµ,∆kµ]
) 1
2k+1
if ∆kµ exists and to be ∞ otherwise.
Define
Uk+1 = {µ : ‖µ‖Uk+1 <∞}.
Finally, define
〈µ〉 := 〈µ0,µ1〉 := T [∆
k(µ0),∆
k(µ1)].
Specializing the results of Section 2 to the measure ν = ∆kµ, we obtain
Proposition 3.1. Let k ∈ N. The Uk+1 norm ‖µ‖Uk+1 is well-defined (with a value in
[0,∞]) for all finite complex Radon measures µ on Td. The measure ∆k+1(µ) exists if and
only if ‖|µ|‖Uk+1 <∞. For all (ξ; η) ∈ Z
d×Zkd
∆̂k+1(µ)(ξ; η) =
∑
c∈Zkd
∆̂k(µ0)(ξ + ηk+1; c)∆̂k(µ0)(ηk+1; c− η′)
which is uniformly absolutely summable if ‖µ‖Uk+1 <∞.
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In particular,
‖µ‖Uk+1 =
∑
c∈Zkd
|∆̂kµ(0; c)|2
 12k+1 .
Corollary 3.2. Let Ψn : T
d(k+1)→Td be an approximate identity and µι ∈ U
k+1, ι ∈
{0, 1}k+1 . Then for any f ∈ C(Td(k+2)),
∫
f d∆k+1(µ)(x;u) =
lim
n→∞
∫
f(x, u1, . . . , uk+1)Ψn ∗∆k(µ1)(x− uk+1;u′)Ψn ∗∆
k(µ0)(x;u
′) dxdu (9)
Proof. One needs only compare Fourier transform of ∆k+1(µ) and the limit as n→∞ of
the Fourier transform of the function Ψn ∗∆k(µ1)(x− uk+1;u′)Ψn ∗∆
k(µ0)(x;u
′) to see the
equality.
4 The uniformity norm of an absolutely continuous
measure
Recall that given any compact abelian group G with Haar measure dx, the k-th order
uniformity norm Uk of a function f on G is given by
‖f‖2
k
Uk(G) :=
∫
G×Gk
∆kf(x;u) dx du (10)
where ∆0f(x) := f(x) and inductively, ∆k+1f(x;u) := ∆kf(x;u)∆kf(x− uk+1;u′).
In this section, we show that if f is a function on Td with finite Uk+1(Td) norm, then the
uniformity norm ‖f‖Uk+1(Td) coincides with ‖fdx‖Uk+1 as defined in previous sections, and
that the measure ∆k+1(f dx) has a density given by ∆k+1f(x;u). In more detail, our main
result is the following.
Lemma 4.1. Suppose that the positive function f : Td→R has a finite Uk+1 norm for some
k. Then the measure dµ = fdx satisfies
‖µ‖Uk+1 = ‖f‖Uk+1(Td)
and the finite measure ∆k+1µ exists, is absolutely continuous with respect to the Lebesgue
measure on Td(k+2), and has a density given by ∆k+1f .
Remark 4.1. The point of this Lemma is that we are assuming no Lp regularity of f , only
finiteness of the Uk+1 norm.
Proof. We induct on k. That ∆0(fdx) = (∆0f)dx is a tautology. Fix k ≥ 0 and let us state
the inductive assumption
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(I) d∆k(f dx)(x;u′) = ∆kf(x;u′) dx du′
Let g(u′) =
∫
∆kf(x; u′) dx. A change of variables shows that the finiteness of ‖f‖Uk+1(Td)
is equivalent to the statement that g ∈ L2. An argument like the one in Lemma 2.2 shows
that for any ξ ∈ Zd, gξ(u
′) :=
∫
exp(ξ · x)∆kf(x; u′) dx ∈ L2. Further,∫ ∣∣∣∣∫ exp(ξ · x) (φn ∗∆kf(x; u′)−∆kf(x; u′)) dx∣∣∣∣2 du′ = limn→∞ ∑
η∈Zkd
|1−φ̂n(0; η)|
2|∆̂kf(ξ; η)|2.
Since
∑
η |∆
kf(ξ; η)|2 = ‖gξ‖
2
L2
, by Dominated Convergence the above converges to 0, show-
ing that ∫
exp(ξ · x)φn ∗∆
kf(x; u′) dx
L2
−→
∫
exp(ξ · x)∆kf(x; u′) dx = gξ(u
′).
For any trigonometric polynomial p(x; u) = p0(x; u
′)p1(x − uk+1; u
′) with p1(x; u
′) =
eξ(x)eη(u
′), we have∫
p d∆(∆kf dx,∆kf dx)
= lim
n→∞
∫
eη(u
′)p1(x; u
′)
(∫
eξ(y)φn ∗∆
kf(y; u′) dy
)
∆kf(x; u′) dx du
=
∫
eη(u)gξ(u
′)p1(x; u
′)∆kf(x; u′) dx du =
∫
p(x; u)∆kf(x− uk+1; u
′)∆kf(x; u′) dx du
where the first equality follows by the inductive hypothesis (I) and the definition of ∆(, ), the
second equality via the L2 convergence of the integral to gξ, and the third equality from the
definition of gξ. This shows that ∆
k+1(f dx)(x; u) = ∆k+1f(x; u) dx du, since the equality
holds for trigonometric polynomials by linearity, and hence for all continuous functions. Thus
by induction, (I) holds for all k such that ‖f‖Uk <∞
5 Intertwining mollification and the Gowers-Cauchy-
Schwarz inequality
The symbol φ∗
n
will refer to φ ∗ · · · ∗ φ where n copies of φ are convolved, and φ ⋆ g(x; u) for
some multivariate function g : Td×Tdn→T will always refer to the (partial) convolution of
φ and g with respect to the x variable. We will also need to handle the slightly more general
situation in which a collection φ = (φj)nj=1 is given, in which case φ
∗n := φ1 ∗ · · · ∗ φn.
Corollary 5.1. For each ι ∈ {0, 1}k+1, let µι ∈ U
k+1. Let φι = (φ
n
ι )
k+1
n=1 ∈ L
1 be positive
functions with ‖φnι ‖L1 = 1. Then
∫ ∏
ι∈{0,1}k+1
C|ι|φ∗
k+1
ι ∗ µι(x− ι · u) dx du (11)
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≤
∏
ι′∈{0,1}k
[∫
φ
[k]
ι ∗∆kµ1ι′(x− u′k+1; u
′)φ[k]ι ∗∆
kµ0ι′(x; u
′) dx du
] 1
2k+1
(12)
≤
∏
ι∈{0,1}k+1
[
φ[k+1]ι ∗∆
k+1µι(T×T
d(k+1))
] 1
2k+1
= ∏
ι∈{0,1}k+1
‖µι‖Uk+1
 (13)
An immediate consequence of Corrollary 5.1 is
Proposition 5.2. Suppose for k ∈ N that the 2k measures µι ∈ U
k+1. Then
|〈µ〉| ≤
∏
ι∈{0,1}k+1
‖µι‖Uk+1 (14)
In order to obtain either of these results, we need to prove a stronger inequality, Lemma
5.5 below.
Given t = (t0; t1, . . . , tk), let t = (t1, . . . , tk) ∈ T
dk. Sometimes t = (t0, . . . , tn) or t =
(t0, . . . , tn+1) depending whether t is the argument of φ
[n] or of φ[n+1].
Let φ[0] = φ.
For φ = (φj)nj=0 define
φ[n](t) =
∫
φ0(t0 +
n∑
j=1
cj)φ
1(−c1)φ
1(−t1 − c1) · · ·φ
n(−cn)φ
n(−tn − cn) dc
Notice that
φn+1 ⋆ φ[n](t0, . . . , tn) =
∫
φ[n+1](t0, · · · , tn+1) dtn+1 (15)
The following is essentially the statement that the Fourier transform of a convolution is
the product of the Fourier transforms, and the proof is precisely the same
Lemma 5.3. Let (ξ; η) ∈ Td×Tdn. Then
φ̂[n](ξ; η) = φ̂0(ξ) · φ̂1(−η1) · · · φ̂n(−ηn) · φ̂1(ξ − η1) · · · φ̂n(ξ − ηn) (16)
Proof. Expanding φ[n] according to its definition and integrating first in t0 we have
φ̂[n](ξ; η) =
∫
φ[n](t)e−2πit·(ξ;η) dt
=
∫
φ0(t0 +
n∑
j=1
cj)
[
n∏
i=1
φi(−ci)φ
i(−ti − ci)
]
exp(ξt0 +
n∑
j=1
ηjtj) dt0dtdc
=φ̂0(ξ)
∫
exp(
n∑
j=1
cj(−ξ))
[
n∏
i=1
φi(−ci)φ
i(−ti − ci)
]
exp(−2πi(
n∑
j=1
ηjtj)) dtdc (17)
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then integrating in the remaining ti
(17) =
φ̂0(ξ)φ̂1(−η1) · · · φ̂n(−ηn)
∫
exp(
n∑
j=1
cj(−ξ))
[
n∏
i=1
φi(−ci)
]
exp(η1c1) · · · exp(ηncn) dc (18)
Collecting terms, this is
(18) =φ̂0(ξ)φ̂1(−η1) · · · φ̂n(−ηn)
∫
exp(
n∑
j=1
cj(ηj − ξ))φ
1(c1) · · ·φ
n(−cn) dc
and finally integrating on c yields the conclusion.
Define
φ˜[n](t) := φ˜[n](t, c) :=
n∏
j=1
φj(−cj)φ
j(−tj − cj)
Then
φ[n](t) =
∫
φ0(t0 +
n∑
j=1
cj)φ˜
[n](t) dc (19)
and
φ[n+1](t) =
∫
φn+1(−tn+1 − cn+1)φ
n+1(−cn+1)φ
0(t0 +
n+1∑
j=1
cj)φ˜
[n](t) dc (20)
=
∫
φn+1(−tn+1 − cn+1)φ
n+1(−cn+1)φ
[n](t0 + cn+1; t) dcn+1
As a consequence, we have the following.
Lemma 5.4. For any n ∈ N and function bounded function f : Td×Tdn→C set
∆f : Td×Td(n+1)→C, (x; v) 7→ f(x; v′)f(x− vn+1; v′)
Then
∫
φn+1 ⋆ f(x− t0; v
′ − t
′
)φn+1 ⋆ f(x− vn+1 − t0; v′ − t
′
)φ[n](t0; t
′
) dt′ (21)
=φ[n+1] ∗∆f(x; v)
Proof. We expand the convolutions on the left side of (21), obtaining∫
φn+1(−cn+1)f(x+ cn+1 − t0; v
′ − t
′
) (22)
12
·φn+1(−tn+1)f(x− vn+1 + tn+1 − t0; v′ − t
′
)φ[n](t0; t
′
) dcn+1 dt
Sending tn+1 7→ tn+1 + cn+1 and t0 7→ t0 + cn+1, this becomes
(22) =
∫
φn+1(−cn+1)φ
n+1(−tn+1 − cn+1)φ
[n](t0; t
′
) (23)
·f(x− t0; v
′ − t
′
)f(x− vn+1 + tn+1 − t0; v′ − t
′
) dcn+1 dt
Then applying Fubini’s theorem, we have
(23) =
∫ [∫
φn+1(−cn+1)φ
n+1(−tn+1 − cn+1)φ
[n](t0; t
′
) dcn+1
]
(24)
·f(x− t0; v
′ − t
′
)f(x− vn+1 + tn+1 − t0; v′ − t
′
) dt
By (20), this is
(24) =
∫
φ[n+1](t)f(x− t0; v
′ − t
′
)f(x− t0 − (vn+1 − tn+1); v
′ − t
′
) dt (25)
which is what we sought to show.
We use the above lemma to show the following, from which Corollary 5.1 is derived.
Lemma 5.5. Suppose that νι, ι ∈ {0, 1}
j+1 are measures on Td×Tdr such that ∆(νι, νι)
exists for each ι. Let Φι ∈ L
1(Td) for ι ∈ {0, 1}j+1. For any φjι ∈ L
∞(Td), j = 0, . . . , r, let
ψjι = |φ
j
ι | for 0 ≤ j, and ψ
j+1
ι = φ
j
ι . Then∣∣∣∣∣∣
∫ ∏
ι∈{0,1}j+1
C|ι|Φι ∗ φ
j+1
ι ⋆ φ
[r]
iι ∗ νι(x− iy; u) dx dy du
∣∣∣∣∣∣ (26)
≤
 ∏
ι∈{0,1}j+1
‖Φι‖L1‖ψ
[j]
ι ‖L1
 12 1∏
i=0
∣∣∣∣∣∣
∫ ∏
ι∈{0,1}j
|Φiι| ∗ ψ
[r+1]
iι ∗∆(νiι, νiι)(x; u, y) dx dy du
∣∣∣∣∣∣
1
2
.
(27)
Proof. Changing variables x 7→ x0, x0 − y 7→ x1, we have
(26)2 =
∣∣∣∣∣∣
∫ 1∏
i=0
∏
ι∈{0,1}j
C|ι|Φiι ∗ φ
j+1
iι ⋆ ψ
[r]
iι ∗ νiι(xi; u) dx0 dx1 dx1 du
∣∣∣∣∣∣
2
= lim
n→∞
∣∣∣∣∣∣
∫ 1∏
i=0
[p(t)]
1
2
∏
ι∈{0,1}j
gi(xi − Tiι,0; u− Tiι,1) dx0 dx1 du
∣∣∣∣∣∣
2
(28)
with tiι = (t
0
iι, t
1
iι), t
s
iι = (t
s
iι,0, t
s
iι,1), s = 0, 1, ti = (tiι)ι∈{0,1}j , Tiι,s = t
0
iι,s + t
1
iι,s
p(t) =
1∏
i=0
∏
ι∈{0,1}j
Φiι(t
0
iι)φ
[r+1]
iι (t
1
iι,0; t
1
iι,1),
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and
giι(x; u) = C
|ι|+iφiι ⋆ φn ∗ νiι(x; u).
Now we apply Cauchy-Schwarz
(28) ≤ lim
n→∞
1∏
i=0
∫ |p(t)|
 1∏
s=0
Cs
∫ ∏
ι∈{0,1}j
giι(xi − Tiι,0; u− Tiι,1) dxs
 du dti
 . (29)
Note that by the triangle inequality, we may replace p in the above by p′ which is defined
by replacing φ
[r+1]
iι in the definition of p by ψ
[r+1]
iι . We do so. Changing variables x0 7→ x,
x1 7→ x− y, integrating through by ti as well as the now defunct ti+1( mod 2) variable, and
applying Lemma 5.4, we have
(29) =
 ∏
ι∈{0,1}j+1
‖Φι‖L1‖|ψι|
[j]‖L1

· lim
n→∞
1∏
i=0
∫ ∏
ι∈{0,1}j
|Φiι| ∗ ψ
[j+1]
iι ∗∆(φn ∗ νiι)(xi; u, y) dx dy du
 (30)
and using Lemma 3.2 to take evaluate the limit we obtain
(30) = (27)2.
Proof of Corollary 5.1. The proof follows directly from an induction using Lemma 5.5.
Before proving Proposition 5.2, we must introduce more notation.
We set
Φι>j := Φ
(j)
nι>j+1
~n′ =
{
nι>j
}
0≤j≤k,ι′∈{0,1}k
~n =
{
nι>j
}
0≤j≤k+1,ι∈{0,1}k+1
and stipulate that lim~n′→∞ refers to each of the 2
k limits limnι>j , j ≤ k, taken in lexico-
graphic order (and similarly for lim~n→∞).
For each j ≤ k + 1 and ι≤j ∈ {0, 1}
j, we set
tj = {tι>n}1≤n≤j,ι∈{0,1}k+1
define the variable T ι≤j by
T ι1 ≡ 0 (31)
T ι≤j = T ι≤j−1 + t
(ι>j−1)
0 + ι≤j · t
(ι>j−1)
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and define
Φ(0) ≡ 1 (32)
Φ(j)(tj) =
∏
ι≤j∈{0,1}j
Φι>j (t
(ι>j))Φ(j−1)(tj−1)
Note that for i = 0, 1 and j ∈ N
∆j(µi) =w
∗ - lim
~n
w∗ - lim
~m→∞
∫
Φ(j)(tj)
∏
ι′∈{0,1}j
C|ι≤j |Φι≤j ∗ φmι′ ∗ µιι>j (x− ι≤j · u− T
ι≤j ) dt
(33)
Proof of Proposition 5.2. Since (φ∗
k+1
m ) is an approximate identity, by (33) we have that
∆k(µιk+1) =w
∗ - lim
~n′→∞
lim
~m→∞
∫
Φ(k)(tk)
∏
ι≤k∈{0,1}k
C|ι≤k|Φι ∗ φ
∗k+1
mι
∗ µι(x− ι · u− T
ι) dt
Thus
|〈µ〉| = lim
n→∞
∣∣∣∣∫ Φn ∗∆k(µ1)(x− uk+1;u′) d∆k(µ0)(x;u′) duk+1∣∣∣∣
= lim
n1→∞
lim
n0→∞
lim
~n′→∞
lim
~m→∞
∣∣∣∣∣∣
∫
Φ(k+1)(tk+1)
∏
ι∈{0,1}k+1
C|ι|Φι ∗ φ
∗k+1
mι
∗ µι(x− ι · u− T
ι) dt
∣∣∣∣∣∣
≤ lim
~n→∞
lim
~m→∞
∣∣∣∣∣∣
∫
Φ(k+1)(tk+1)
∏
ι∈{0,1}k+1
C|ι|Φι ∗ φ
∗k+1
mι
∗ µι(x− ι · u− T
ι) dt
∣∣∣∣∣∣
Set dνι(x) = dµι(x− T
ι − t(ι)).
Now we apply Corollary 5.1 from Section 5, obtaining that this is bounded by
lim sup
~n→∞
lim
~m→∞
∫
Φ(k+1)(tk+1)Φι(t
(ι))
∏
ι∈{0,1}k+1
[
φ[k+1]mι ∗∆
k+1νι(T
d(k+2))
] 1
2k+1
dt (34)
Of course,∏
ι∈{0,1}k+1
[
φ[k+1]mι ∗∆
k+1νι(T
d(k+2))
] 1
2k+1
=
∏
ι∈{0,1}k+1
[
φ[k+1]mι ∗∆
k+1µι(T
d(k+2))
] 1
2k+1
since νι is a shift of µι. And integrating over all the t’s in (34) leaves us with
lim
~m→∞
∏
ι∈{0,1}k+1
[
φ[k+1]mι ∗∆
k+1µι(T
d(k+2))
] 1
2k+1
=
∏
ι∈{0,1}k+1
‖µ‖Uk+1
since the Φι>j ’s all integrate out to 1, completing the proof.
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6 Uk is a norm
We are now in a position to show ‖ · ‖Uk is indeed a norm.
Differing from the usual approach to showing that Gowers norms are norms, we do
not need the Gowers-Cauchy-Schwarz inequality to show monotonicity of the Uk norms,
or that ‖µ‖Uk ≤ ‖µ‖Uk+1, (and hence positivity of the norm), since we have the identity
‖µ‖2
k
Uk
=
∑
c∈Zk |∆̂
k−1µ(0; c)|2 ≥ |∆̂k−1µ(0; 0)|2 = ‖µ‖2
k
Uk−1
from Proposition 3.1. But we will
use Gowers-Cauchy-Schwarz type inequality to show that the Uk norm satisfies the triangle
inequality.
Proposition 6.1. ‖·‖Uk defines a norm on the space of measures µ on T
d for which ‖µ‖Uk <
∞.
Proof. Homogeneity of ‖ · ‖Uk is immediate, and that ‖µ‖Uk = 0 only if µ = 0 follows from
Proposition 3.1. So we are left only to check the triangle inequality.
To do this, let µ1 and µ2 be two measures in U
k. Then by the definition of the Uk norm
and (33),
‖µ1 + µ2‖
2k
Uk = lim
~n′→∞
∫ ∫
Φ(k)(tk)
∏
ι∈{0,1}k
C|ι|Φι ∗ (µ1 + µ2)(x− ι · u− T
ι) dt dx du (35)
Since convolution is additive, we may write
(35) =
∫ ∫
Φ(k)(tk)
∏
ι∈{0,1}k
C|ι|Φι ∗ (µ1 + µ2)(x− ι · u− T
ι) dt dx du (36)
=
∫ ∫
Φ(k)(tk)
∏
ι∈{0,1}k
C|ι| [Φι ∗ (µ1)(x− ι · u− T
ι) + Φι ∗ (µ2)(x− ι · u− T
ι)] dt dx du
and expanding out the product over ι, this is the same as
(36) =
∫ ∫
Φ(k)(tk)
∑
µ∈{µ1,µ2}k
∏
ι∈{0,1}k
C|ι| [Φι ∗ (µι)(x− ι · u− T
ι)] dt dx du (37)
By Dominated Convergence, we have
(37) = lim
~m→∞
∫ ∫
Φ(k)(tk)
∑
µ∈{µ1,µ2}k
∏
ι∈{0,1}k
C|ι|
[
Φι ∗ (φ
∗k
mι
∗ µι)(x− ι · u− T
ι)
]
dt dx du
(38)
= lim
~m→∞
∫ ∫
Φ(k)(tk)
∑
µ∈{µ1,µ2}k
∏
ι∈{0,1}k
C|ι|
[∫
Φι(t
(ι))(φ∗
k
mι
∗ µι)(x− ι · u− T
ι − t(ι)) dt(ι)
]
dt dx du
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Letting dνi(x) = dµi(x− T
ι − t(ι)) for i = 1, 2, and applying Fubini’s Theorem, this is
(38) = lim
~m→∞
∫
Φ(k)(tk)
 ∏
ι∈{0,1}k
Φι(t
(ι))
 (39)
∑
ν∈{ν1,ν2}k
∫ ∏
ι∈{0,1}k
C|ι|(φ∗
k
mι
∗ νι)(x− ι · u) dx du dt
We use Corollary 5.1 from Section 5 to obtain the bound
(39) ≤ lim
~m→∞
∫
Φ(k)(tk)
 ∏
ι∈{0,1}k
Φι(t
(ι))
 (40)
∑
ν∈{ν1,ν2}k
∏
ι∈{0,1}k
C|ι|
[∫
φ[k]mι ∗∆
kνι(x;u) dx du
] 1
2k
dt
Since∏
ι∈{0,1}k
C|ι|
[∫
φ[k]mι ∗∆
kµι(x;u) dx du
] 1
2k
=
∏
ι∈{0,1}k
[∫
φ[k]mι ∗∆
kνι(x;u) dx du
] 1
2k
and ∫
Φ(k)(tk)
 ∏
ι∈{0,1}k
C|ι|Φι(t
(ι))
 dt = 1
we have
(40) = lim
~m→∞
∑
µ∈{µ1,µ2}k
∏
ι∈{0,1}k
[∫
φ[k]mι ∗∆
kµι(x;u) dx du
] 1
2k
(41)
or
(41) =
∑
µ∈{µ1,µ2}k
∏
ι∈{0,1}k
‖µι‖Uk (42)
This sum is the same as
(42) =
[
‖µ1‖Uk + ‖µ2‖Uk
]2k
(43)
Plugging this back into (35), we have shown that
‖µ1 + µ2‖Uk ≤‖µ1‖Uk + ‖µ2‖Uk (44)
which is the triangle inequality.
Thus ‖ · ‖Uk is a norm.
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