Abstract. Retrieving information from different languages may lead to many problems like polysemy and synonymy, which can be resolved by Latent Semantic Indexing (LSI) techniques. This paper uses the Singular Value Decomposition (SVD) of LSI technique to achieve effective indexing for English and Hindi languages. Parallel corpus consisting of both Hindi and English documents is created and is used for training and testing the system. Removing stop words from the documents is performed followed by stemming and normalization in order to reduce the feature space and to get language relations. Then, cosine similarity method is applied on query document and target document. Based on our experimental results it is proved that LSI based CLIR gets over the non-LSI based retrieval which have retrieval successes of 67% and 9% respectively. 
INTRODUCTION
Information Retrieval (IR) deals with representing, storing, organizing, and accessing information. This representation and organization of information is useful for user accessing. The main goal of Information Retrieval (IR) is to retrieve the information which is relevant to the users need. This Information Retrieval will be helpful in structuring of the language.
The demand for multilingual information is becoming profound as the users of the internet throughout the world are increasing. This demand creates a problem of retrieving documents in one language by specifying query in other language. This increasing necessity for retrieval of multilingual documents comes up with the new branch called Cross Lingual Information Retrieval (CLIR).
Cross Lingual Information retrieval makes use of user queries in one language (source language) and utilizes them in retrieval of documents in other language (target language). For example, if the user enters a query in Hindi language then relevant documents in English will be retrieved. These retrieved documents are semantically equal. Many information retrieval methods depend on the exact match between words in user queries and words in documents. The documents which contain the words in user query are returned to the user. So those methods will fail in retrieving the documents which do not match with the words in the user queries in a proper way. There are many standard methods like, Dictionary based method, Inverted indexing method, Probabilistic based methods are failed due to the consideration of words in user queries. The most familiar dictionary method for CLIR is also not giving efficient information retrieval, due to the limited number of indexing terms or words present in the dictionary method.
The contents of the paper are as follows. Section 2 outlines the previous work done by different institutions on Indexing. Section 3 gives the information regarding proposed system. Section 4 is about the experiment and results. Finally Section 5 includes future work and concludes the paper.
PREVIOUS WORK
Much work has already been done on CLIR systems and presently research is going on in many countries like India, Japan, China, and Portugal. Most of the proposed systems are based on indexing techniques like dictionary based indexing, inverted file system, probabilistic latent semantic indexing, ontology indexing, and language modeling which retrieve the documents based on the index terms. But, by using index terms we won't be able to get the documents which are relevant to the user query.
Using latent semantic indexing, cross language information retrieval can be performed automatically as described in [1] .They tested the language independent depiction of the documents, irrespective of the user query, which means it may be short or long query. They used French and English parallel corpus for training and testing the system. They collected the corpus from Hansard collection. 982 documents were collected for training the system and 1500 documents for testing it. Totally they had used nearly 2482 documents. In English documents there are 2482 paragraphs and in French documents also there are 2482 paragraphs. The success rate in finding out the mate documents is 98%.
The reference [2] has used porter stemmer for stemming of the documents in English. Here they removed suffixes from the words. Stemming is done on the Cranfield200 collection. While stemming they calculated precision and recall. They tested porter stemmer algorithm on 10,000 vocabularies. The reduced words out of 10,000 are 1373 and the 3650 were not reduced. So by using porter stemmer the vocabulary size is nearly reduced by 1/3 rd of the original one.
The reference [3] illustrates the method of Turkish-English cross language information retrieval using LSI. In this they experimented on LSI using Singular Value Decomposition. The parallel corpus is collected from Skylife Magazine's website, which contains both Turkish as well as English articles. Those articles are converted by the interpreters. This corpus contains 1056 Turkish documents and 1056 English documents. Here each paragraph is taken as an individual document. They had matched paragraphs to their cross language mates. So finally there are 3602 document pairs and each single term is represented by document matrix. Out of 3602 documents 1801 documents are used for training the system and 1801 for testing the system. Longest Match Stemming algorithm is used for the stemming of the Turkish Documents and for English they used Porter stemmer. They had taken My SQL 5.1.11 Data base server for storing the documents. By using Latent Semantic Indexing the retrieval rate is 3 times more than the direct Matching. The success rate is 69%.
The reference [4] describes Portuguese-English Experiments using LSI. They used Los Angeles Times for English Documents only. Systran (translator) used for translating the 20 % of the English collection to Portuguese. The total documents in the collection are 22000. The success rate of the retrieval is nearly 99%.
The reference [5] describes Indexing by Latent Semantic Analysis. The method Singular Value Decomposition tested in this analysis, it gives the details about how to solve the problem of multiple terms referring to the same object. In this the relevant documents are characterized and identified properly. For example 12 term by 9 document matrix is decomposed by using SVD is given clearly.
The reference [6] describes the method of Latent Semantic Indexing Overview. It described some advantage of Liplike less dimensionality, polysemy, synonym and Term dependence .In the analysis of LSI they used 90,000 terms instead of 70,000 documents. So the term by document contains only 0.001% -0.002% non zero, entries. To compute a [200] , it had taken nearly 18 hours CPU time. In this LSI gave 16% improvement than original keyword method.
The reference [7] describes the method for retrieving of English-Greek documents using Latent Semantic Indexing for Cross Language Information Retrieval. The English and Turkish documents are clustered along the X-axis and Y-axis into a two dimensional vector. Parsing mechanism is used. Here the terms should be appearing at least more than once in the database. This paper mainly focuses on the query matching within the data base. Folding-in is another technique for the LSI generated database already exists. In this Folding-in technique each new document is represented as weighted sum of component document vector, this is appended to the existing documents.
The reference [8] describes the method of Latent semantic Indexing a fast Track Tutorial. The reference [9] describes the method of Singular Value Decomposition Singular Value Decomposition (SVD) is a mathematical technique used for reduce the dimension of a matrix. This tutorial describes how the documents are decomposed from a single matrix. This gives the relation between the correlated documents and uncorrelated documents. In this tutorial they illustrated the two dimensional data points.
The reference [10] describes the method of indexing documents by a combination of keywords neglecting the relationship between semantic words. The reference [11] describes new Chinese term measurement and MLU extractor process that none well on small corpora, and approach to the selection of MLU's in a more accurate manner. The reference [12] describes probabilistic latent semantic indexing (PLSI) models using word segmentation. Their result show that correct word segmentation improve precision of information retrievals and index based on keywords extraction obtains highest accuracy rate to PLSI model.
PROPOSED SYSTEM
This latent semantic indexing is the best approach for mapping of each document and query vector in to a reduced dimensional space. This is based on concept matching rather than matching of index terms. The proposed system follows many steps in retrieval of documents.
Indexing is a data structure built on the text to speed up searching. This indexing is very simple for a single language, but when coming to multilingual it is quiet difficult. So for this we are proposing Latent Semantic Indexing (LSI), by Using Singular Value Decomposition (SVD). Here input is a set of documents d1, d2, d3... and user query is q=q1, q2..., we are giving the entire document as a query.
We applied a ranking method for the documents retrieval, it gives the order of the documents (top) relevant to the user query.
In this we scale the term frequency by using following formula
=0 otherwise
Idf (t) = log ( N/df(t) ).
Where Idf = inverted document frequency. N = number of documents in the collection.
Here first we collect the information which is semantically equal and perform stemming on that corpus. After stemming of the documents both are placed in the same space vector. Each paragraph is considered as a single term-by -document matrix. Latent Semantic X is a matrix, the diagonal elements are singular values of A. It is a concept by concept matrix.
V is a matrix containing the columns as the Eigen vectors of the A T a matrix. It is a concept by document matrix.
From these observations a suitable rank value (k value) is to be taken to reduce the semantic space. The selection of K value is depending on the parallel corpus that we are using in this experiment.
Fig.1: System overview
In this, we have created a system that can search the cross language mate of a given document. First we train the system with bilingual documents. In this stage, we have stemmed the English documents using porter stemmer and we also stem the Hindi documents manually. After stemming the documents using corresponding stemmers we remove the stop words to increase the retrieval performance.
By counting the frequency of each word in documents we created a term-by-document matrix (Feature-space). We Normalized the Feature-space using Term Frequency -Inverse Document Frequency (TF-IDF), because longer documents may affect the retrieval results. Then the normalized term-by-document matrix has been decomposed to U, S, and V matrices using singular values decomposition (SVD). For this we have used JAMA package which contains all the classes and interfaces which are used for decomposing the Feature-space.
After training the system using bilingual documents, the documents in the Hindi database have been queried to find the cross language mates. To find the similarity between the documents we use cosine similarity. For the given query document we retrieve the document which gives the value of cosine similarity almost equal to one. 
EXPERIMENT
In this we have taken parallel corpus. We retrieved documents from India Gov 1 . This contains both Hindi and English documents which are semantically equal. Documents in both languages have been divided into paragraphs. Each paragraph is divided into a single document. So these documents are mapped to the respective translation language paragraphs. The mapping data is stored in MYSQL data base server.
The corpus consists of 180 Hindi and 180 English parallel documents. So for this purpose we used every paragraph as a single document. India & the World India's foreign policy seeks to safeguard the country's enlightened self-interest. The primary objective of India's foreign policy is to promote and maintain a peaceful and stable external environment in which the domestic tasks of inclusive economic development and poverty alleviation can progress rapidly and without obstacles. Given the high priority attached by the Government of India to socio-economic development, India has a vital stake in a supportive external environment both in our region and globally. Porter stemmer has been used for stemming of English documents. For Hindi documents we performed manual stemming. So after stemming the stop word list is as follows. As mentioned earlier each paragraph is taken as an individual document. We have mapped the paragraphs to their cross linguistic mates in the MY SQL data base server. So totally we have 360 document pairs created. In that each of them is represented as a single document in term -by-document relation.
The paragraphs which are present in the same document are semantically equal. So we used 180 documents for training the system and 180 documents for testing the system. The document set is shown in the below table. After training the system, the documents in the Hindi testing set have been queried to the system to find their cross language mates. Cosine similarity is used to find the similarity among the documents. We also tested the system with different ranks (k values). Based on k value the results are shown in the table below. The performance of the system is evaluated if we find the mate of query document in the retrieval result. After submission of query, retrieval results are ranked according to their similarity to the query document. We have given 180 test documents one by one as a query and expected to find its mate in the query results. We considered the query results as successful, if the mate of query document appears in the first 10 of ranked retrieval results. The above table shows the number of successful queries according to rank order of the mate document. For example, if we consider k=40 experiment, we obtained the mate of query document at the first rank for 40 documents. The first row in the table shows the results of CLIR, if we make direct match between documents, where no LSI and TFIDF is used. The above table also shows that, using TFIDF and LSI increases the query performance by approximately 3 times when direct matching is considered. The table shows that as k value increases the results are better but compile time is increased.
CONCLUSION AND FUTURE WORK
Various experiments by other researchers carried out using Latent Semantic Indexing method for other test data and other languages have produced good results. Our study on other Indian languages like Telugu, Tamil and Marathi has proved that using LSI methods increase the retrieval performance. Availability of standard test collect, remain major concern for testing LSI method. And also another important question number and size of documents to be used during training.
In this experiment we have mainly focused on improving a Hindi-English cross language information retrieval using latent semantic indexing. For that we collected parallel corpus from India.gov.in web site [12] and performed singular value decomposition to get a CLIR system. Our tests depicted that the latent semantic indexing improves the results three times to that of direct matching method. We also observed that if the value of k increases then there is no consistent performance improvement.
The CLIR system we have developed will work well for document queries but it was less informative for user generated queries. So, much work needs to be done in order to make this system work for user generated queries.
