Fermionic systems for quantum information people by Szalay, Szilárd et al.
ar
X
iv
:2
00
6.
03
08
7v
1 
 [q
ua
nt-
ph
]  
4 J
un
 20
20
FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE
SZILA´RD SZALAY1, ZOLTA´N ZIMBORA´S2,3,4, MIHA´LY MA´TE´1, GERGELY BARCZA1,5,
CHRISTIAN SCHILLING6,7,8, O¨RS LEGEZA1
1Strongly Correlated Systems “Lendu¨let” Research Group,
Institute for Solid State Physics and Optics, Wigner Research Centre for Physics,
29-33, Konkoly-Thege Miklo´s str., H-1121, Budapest, Hungary
2Quantum Computing and Information Research Group,
Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics,
29-33, Konkoly-Thege Miklo´s str., H-1121, Budapest, Hungary
3MTA-BME Lendu¨let Quantum Information Theory Research Group, Budapest, Hungary
4Mathematical Institute, Budapest University of Technology and Economics,
P.O.Box 91 H-1111, Budapest, Hungary
5J. Heyrovsky´ Institute of Physical Chemistry, Academy of Sciences of the Czech Republic,
v.v.i., Dolejkova 3, 18223 Prague 8, Czechia
6Faculty of Physics, Arnold Sommerfeld Centre for Theoretical Physics (ASC),
Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstr. 37, 80333 Mu¨nchen, Germany
7Munich Center for Quantum Science and Technology (MCQST),
Schellingstrasse 4, 80799 Mu¨nchen, Germany
8Wolfson College, University of Oxford, Linton Rd, Oxford OX2 6UD, United Kingdom
Abstract. The operator algebra of fermionic modes is isomorphic to that of qubits, the dif-
ference between them is twofold: the embedding of subalgebras corresponding to mode subsets
and multiqubit subsystems on the one hand, and the parity superselection in the fermionic case
on the other. We discuss these two fundamental differences extensively, and illustrate these
through the Jordan-Wigner representation in a coherent, self-contained, pedagogical way, from
the point of view of quantum information theory. By analogy, we construct useful tools for the
treatment of fermionic systems, such as the fermionic (quasi-)tensor product, fermionic canon-
ical embedding, fermionic partial trace, fermionic products of maps and fermionic embeddings
of maps. We formulate these by direct, easily applicable formulas, without mode permuta-
tions, for arbitrary partitionings of the modes. It is also shown that fermionic reduced states
can be calculated by the fermionic partial trace, containing the proper phase factors. We also
consider variants of the notions of fermionic mode correlation and entanglement, which can
be endowed with the usual, local operation based motivation, if the fermion number parity
superselection rule is imposed. We also elucidate some other fundamental points, related to
joint map extensions, which make the parity superselection inevitable in the description of
fermionic systems.
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1. Introduction
Fermionic systems in the second quantized form are described by the algebra of canonical
anticommutation relations, also called CAR algebra [1, 2]. In order to be able to handle notions
and quantities important also in quantum information theory, we have to use the abstract terms
of algebraic quantum mechanics [2–4]. The standard quantum information theory of qubits is
described by a natural tensor product structure, which makes possible the use of the terms of the
simpler language of Hilbert space quantum mechanics, used by a much wider and still rapidly
growing community [5–8]. In the CAR algebra, there is no tensor product structure which fits
naturally to the structure of the fermionic modes. Imposing the fermionic parity superselection
rule [9, 10], however, makes possible to use the standard concepts of quantum information
theory, besides issues concerning the definitions of correlation and entanglement [11–17]. Even
with superselection, however, if we go down to the level of a concrete representation (e.g., Jordan-
Wigner representation of the CAR algebra on qubit- or spin-chains [1]) for performing numerical
[18–28], or even symbolical calculations [17, 29–33], the quantities become involved. This is
mainly because phase factors arise due to the fixed ordering of the Jordan-Wigner representation.
The main motivation of this work is to illustrate the abstract notions of the representation of
a finite number of fermionic modes, by showing the structures explicitly. For this, we construct
a toolbox for the book-keeping of fermionic phase factors, by which the calculations become
straightforward. We present this in a coherent, self-contained, pedagogical way, from the point
of view of quantum information. After recalling the Jordan-Wigner representation (Section 2), we
introduce fermionic versions of tensor product, partial trace and canonical embedding (Section 3),
by the use of which we formulate subsets of modes, state reduction and state extension in a simple
and painless way (Section 4). Then we turn to the notions of correlation and entanglement
(Section 5), which turn out to be physically motivated by the notion of locality (Section 7) if
the fermion number parity superselection rule is imposed (Section 6), being the main difference
compared to the usual correlation and entanglement theory of qubits.
The Jordan-Wigner representation is always given with respect to a fixed linear ordering
of the fermionic modes. With our formalism presented, it is simple to treat correlation and
entanglement with respect to any different partitionings of the modes in a unified way, without
the need for ad hoc reordering of the modes. Avoiding mode permutations is highly useful in
multipartite correlation and entanglement theory [26, 34–36], serving as the other motivation of
this work. Such treatment is made possible by that our formalism provides reordering-free way
of writing state extension and state reduction (calculating reduced density matrices), as well as
map (e.g., quantum channel) extension. The resulting formulas are easy to implement also in
numerical program packages.
The third motivation of the present work is to emphasize the importance and context of the
fermion number parity superselection rule [9, 10]. Although reduced states can be defined and
reduced density matrices can be calculated without the superselection, this leads to ambiguities
[29], for example, unusual behavior of entropic quantities [37–40], such as failure of entropic
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inequalities [41–43], and different (non-zero part of) spectra of reduced states of pure bipartite
states [30, 41]. These can also be resolved by the imposition of the fermionic parity superselection
rule [29, 30, 42–45]. The deeper cause of these ambiguities is the lack of statistical independence
(lack of existence of joint state extension) of disjoint mode subsets without parity superselection
[41, 42, 44, 45]. The lack of the stronger, algebraic independence (commutativity) leads to that
the locality of maps cannot even be formulated, on which the mere definition of separability is
based. Again, these are resolved by the imposition of the fermionic parity superselection rule.
Although only fermion number parity superselection is considered here, since it is the one being
necessary for local operations and entanglement, we note that there are several other superselec-
tion rules, discussed in a nice, general framework [13, 16, 46]. The different superselection rules
constrain the possible operations differently [13], making possible different applications [11], and
affecting differently the notion and measures of entanglement [12, 14–16].
2. Jordan-Wigner representation
In this section, we introduce the tools for the description of fermionic occupations by qubits
through the Jordan-Wigner representation of the CAR algebra [1].
Since we consider a finite number of fermionic modes only, we have finite dimensional Hilbert
spaces H, and subalgebras of the finite dimensional algebras LinH. Then, on LinH ∼= H⊗H∗,
we have the trace map, given by the invariant definition as Tr |ψ〉〈φ| := 〈φ |ψ〉, and the Hilbert-
Schmidt inner product [4, 7, 8], given as
(1) A,B ∈ LinH, (A |B) := TrA†B,
which are important tools in the sequel. Recall also that the adjoint A† of operators A ∈ LinH
is given with respect to the inner product of the Hilbert space as 〈A†φ |ψ〉 = 〈φ |Aψ〉, for all
|ψ〉, |φ〉 ∈ H; as well as the adjoint Ω† of maps Ω ∈ LinLinH is given with respect to the
Hilbert-Schmidt inner product as
(
Ω†(A)
∣∣B) = (A ∣∣Ω(B)) for all A,B ∈ LinH [4, 7, 8].
2.1. Qubits. Let us consider an L-qubit system for L ≥ 1, labeled by the elements of the
index set M := {1, 2, . . . , L}. For each qubit, i ∈ M , we have a two-dimensional Hilbert space
Hi := SpanC{|φ
ν
i 〉 | ν ∈ {0, 1}} associated to it, where |φ
0
i 〉 and |φ
1
i 〉 are orthonormal basis
vectors, 〈φµi |φ
ν
i 〉 = δ
µ,ν . If we consider a given qubit i ∈M by itself, then the projectors |φ0i 〉〈φ
0
i |
and |φ1i 〉〈φ
1
i |, or the subspaces they project onto, represent two mutually exclusive elementary
“quantum events”.
We also have the algebra Ai = LinHi of linear operators acting on Hi, with the standard
basis
(2)
{
Eν,ν
′
i := |φ
ν
i 〉〈φ
ν′
i | ∈ Ai
∣∣ ν, ν′ ∈ {0, 1}},
which is orthonormal,
(
Eµ,µ
′
i
∣∣Eν,ν′i ) = δµ,νδµ′,ν′ . The orthonormality of the standard basis in
LinHi arises from the orthonormality of the basis in Hi.
2.2. Jordan-Wigner representation of fermionic occupations. In the Jordan-Wigner rep-
resentation, the qubits are used to store the quantum information about the occupation of
the fermionic modes. Let us consider a system of L fermionic modes, labeled by the index
set M = {1, 2, . . . , L}. If we consider a given mode i ∈ M by itself, then let the projectors
|φ0i 〉〈φ
0
i | and |φ
1
i 〉〈φ
1
i | represent the elementary “quantum events” of unoccupied and occupied
modes, respectively. We also have some standard linear operators in hand, as the creation
operator a†i := |φ
1
i 〉〈φ
0
i |, the annihilation operator ai := |φ
0
i 〉〈φ
1
i |, the particle number operator
ni := a
†
iai = |φ
1
i 〉〈φ
1
i |, the “no particle” operator Ii − ni := aia
†
i = |φ
0
i 〉〈φ
0
i | (these four are also
the elements of the standard basis (2)), the identity operator Ii = |φ0i 〉〈φ
0
i | + |φ
1
i 〉〈φ
1
i | and the
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phase operator pi := |φ0i 〉〈φ
0
i | − |φ
1
i 〉〈φ
1
i |. We emphasize that these operators act on different
Hilbert spaces for different values of the index i.
Now, let us “join” some fermionic modes (as well as the corresponding qubits), and consider
them as a (sub)set of modes (as well as composite (sub)system of qubits). That is, for each
subsystem (or mode subset) Y ⊆ M , we have the Hilbert space HY :=
⊗
i∈Y Hi, together with
the standard tensor product basis
(3)
{
|φνY 〉 :=
⊗
i∈Y
|φνii 〉
∣∣∣ ∀ν : Y → {0, 1}},
with the multi index ν : Y → {0, 1}, i 7→ νi. (For Y = ∅, we define the one-dimensional Hilbert
space H∅ ∼= C with the empty tensor product.) This basis is also orthonormal, 〈φ
µ
Y |φ
ν
Y 〉 =
δµ,ν =
∏
i∈Y δ
µi,νi .
Now we extend the operators of each mode i ∈ M linearly to LinHY ∼=
⊗
i∈Y Ai in two
different ways, called “standard” and “fermionic”, as
ΓY : Ai −→
⊗
j∈Y
Aj ,
Eν,ν
′
i 7−→
( ⊗
k∈Y,k<i
Ik
)
⊗ Eν,ν
′
i ⊗
( ⊗
k∈Y,i<k
Ik
)
,
(4a)
Γ˜Y : Ai −→
⊗
j∈Y
Aj ,
Eν,ν
′
i 7−→
( ⊗
k∈Y,k<i
pν+ν
′
k
)
⊗ Eν,ν
′
i ⊗
( ⊗
k∈Y,i<k
Ik
)
.
(4b)
(For Y = ∅, we define the one-dimensional algebra
⊗
j∈∅Aj ∼= LinH∅ ∼= C with the empty
tensor product.) With a slight abuse of notation, we use the same letter for all modes, i.e., we do
not denote the mode index i on ΓY and Γ˜Y , since this will not cause confusion. (Note that the
ordering in the writing of the tensor product is illustrative only: the product of two elementary
tensors is the elementary tensor formed by the products of operators of the same modes.) These
maps are ∗-homomorphisms, that is,
ΓY (Ai)ΓY (Bi) = ΓY (AiBi), ΓY (A
†
i ) = ΓY (Ai)
†,(5a)
Γ˜Y (Ai)Γ˜Y (Bi) = Γ˜Y (AiBi), Γ˜Y (A
†
i ) = Γ˜Y (Ai)
†.(5b)
The fermionic extensions of the a†i and ai creation and annihilation operators, a˜
†
i,Y := Γ˜Y (a
†
i )
and a˜i,Y := Γ˜Y (ai), are then the Jordan-Wigner representations of the fermionic creation and
annihilation operators [1], which are the generators of the CAR algebra, obeying the canonical
anticommutation relations
(6) {a˜i,Y , a˜j,Y } = {a˜
†
i,Y , a˜
†
j,Y } = 0, {a˜i,Y , a˜
†
j,Y } = δi,j I˜Y ,
for all i, j ∈ Y , and I˜Y =
→∏
i∈Y Γ˜Y (Ii) =
∏
i∈Y ΓY (Ii) is the identity operator. Note the
elegant way how pν+ν
′
k inserts the phase operators exactly for the cases when ν 6= ν
′ in (4b),
which coincides with the case of products of odd number of creation and annihilation operators,
see (5b). Also, the standard extensions of the a†i and ai creation and annihilation operators,
a†i,Y := ΓY (a
†
i ) and ai,Y := ΓY (ai), are the usual representations of the hardcore boson creation
and annihilation operators [47–49], which we do not consider here.
6 FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE
Using the two extensions above, we define two bases in
⊗
i∈Y Ai, called “standard” and
“fermionic”, {
Eν,ν
′
Y :=
∏
i∈Y
ΓY (E
νi,ν
′
i
i ) ∈
⊗
i∈Y
Ai
∣∣∣ ∀ν,ν ′ : Y → {0, 1}},(7a)
{
E˜ν,ν
′
Y :=
→∏
i∈Y
Γ˜Y (E
νi,ν
′
i
i ) ∈
⊗
i∈Y
Ai
∣∣∣ ∀ν,ν ′ : Y → {0, 1}},(7b)
where
→∏
denotes that the terms in the product are ordered for increasing values of the i mode
indices. Both of these are orthonormal with respect to the Hilbert-Schmidt inner product (1),(
Eµ,µ
′
Y
∣∣Eν,ν′Y ) = (E˜µ,µ′Y ∣∣ E˜ν,ν′Y ) = δµ,νδµ′,ν′ , see later in (11). Note that the standard basis is
consistent with the tensor product in
⊗
i∈Y Ai, since
(8a) Eν,ν
′
Y =
∏
i∈Y
ΓY (E
νi,ν
′
i
i ) =
⊗
i∈Y
E
νi,ν
′
i
i ,
while the fermionic basis is consistent with the fermionic operators, since
(8b) E˜ν,ν
′
Y =
→∏
i∈Y
Γ˜Y (E
νi,ν
′
i
i ) =
→∏
i∈Y

a˜i,Y a˜
†
i,Y if νi = 0 and ν
′
i = 0
a˜i,Y if νi = 0 and ν
′
i = 1
a˜†i,Y if νi = 1 and ν
′
i = 0
a˜†i,Y a˜i,Y if νi = 1 and ν
′
i = 1

,
the basis elements are ordered products of fermionic creation and annihilation operators. (For
explicit calculations, see Appendix A.1.)
Let 0 : i 7→ 0 be the zero multi-index, labeling the vacuum state, |VacY 〉 := |φ
0
Y 〉 =
⊗
i∈Y |φ
0
i 〉,
see (3). Then, on the one hand, |φνY 〉〈φ
0
Y | = E
ν,0
Y creates the state vector of occupation ν from
the vacuum,
(9a) Eν,0Y |φ
0
Y 〉 =
(⊗
i∈Y
|φνii 〉〈φ
0
i |
)(⊗
i∈Y
|φ0i 〉
)
= |φνY 〉.
On the other hand, E˜ν,0Y does the same,
(9b) E˜ν,0Y |VacY 〉 =
→∏
i∈Y
{
a˜i,Y a˜
†
i,Y if νi = 0
a˜†i,Y if νi = 1
}
|VacY 〉 =
→∏
i∈Y :
νi=1
a˜†i,Y |VacY 〉 = |φ
ν
Y 〉,
where the last equality follows from that, because of the ordering of the operators, the phase
operators coming from (4b) act always on empty modes, pi|φ0i 〉 = |φ
0
i 〉. Therefore (3) is indeed
the basis which is usually defined in fermionic second quantization by the usual ordering of the
creation operators.
2.3. Mapping between qubits and fermionic modes. Using (7a)-(7b), let us define the two
algebras endowed with canonical bases, AY and A˜Y , being two copies of
⊗
i∈Y Ai for a Y ⊆M ,
to which {Eν,ν
′
Y } and {E˜
ν,ν′
Y } are associated, respectively. From now on, we denote the Y ⊆M
subsystem/mode-subset index on the objects, so, for example, writing AY or A˜Y , the statements
are understood for all AY ∈ AY or A˜Y ∈ A˜Y automatically, if not stated differently. Let the
identity operators be
∏
i∈Y ΓY (Ii) =
⊗
i∈Y Ii = IY ∈ AY in the standard, and
→∏
i∈Y Γ˜Y (Ii) =
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I˜Y ∈ A˜Y in the fermionic case. Now let us consider the map between the two algebras, given as
ΦY : AY −→ A˜Y ,
Eν,ν
′
Y 7−→ E˜
ν,ν′
Y .
(10a)
Taking into account (4a) and (4b), we can write out the effect of this transformation
(10b) ΦY
(
Eν,ν
′
Y
)
= E˜ν,ν
′
Y = f
ν,ν′
Y E
ν,ν′
Y ,
which is the elementwise product with the ±1 phase-factors
(10c) fν,ν
′
Y = (−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)
.
(For the proof, see Appendix A.3. For the explicit form for few modes, see Appendix A.2.) Since
this map just multiplies the basis elements (7b) with phase factors, it is clearly unitary with
respect to the Hilbert-Schmidt inner product (1),
(11)
(
ΦY (AY )
∣∣ΦY (BY )) = (AY ∣∣BY ),
or, equivalently,
(
A˜Y
∣∣ΦY (BY )) = (Φ−1Y (A˜Y ) ∣∣BY ). (In particular, ΦY preserves the Hilbert-
Schmidt norm
√
(AY |AY ) =
√
TrA†Y AY , but not the trace norm Tr
√
A†YAY [8].) It also turns
out that the same map can be used for transforming between the two extensions in (4a)-(4b),
that is, ΦY : ΓY (E
ν,ν′
i ) 7→ Γ˜Y (E
ν,ν′
i ), in other words, we have
(12) Γ˜Y = ΦY ◦ ΓY
for the standard (4a) and the fermionic (4b) extension maps. Moreover, this, and also (10a), are
special cases of that, for arbitrary X ⊆ Y ,
(13) ΦY :
∏
j∈X
ΓY (Aj) 7−→
→∏
j∈X
Γ˜Y (Aj).
(For the proof, see Appendix A.4.) We also have I˜Y := ΦY (IY ) = IY for the identity operators
HY → HY , and I˜Y := ΦY ◦ IY ◦ Φ
−1
Y = IY for the identity maps IY : AY → AY and
I˜Y : A˜Y → A˜Y . Similarly, T˜r = Φ∅ ◦ Tr ◦Φ−1Y for the trace maps Tr : AY → C and T˜r :
A˜Y → C. Here Tr : AY → C is given by the invariant definition, then T˜r turns out to be
given in the same way (the diagonal elements of the phase factors (10c) are +1). By this, since
Tr ΓY (E
ν,ν′
i ) = 2
|Y |−1δν,ν
′
, we have T˜r Γ˜Y (E
ν,ν′
i ) = 2
|Y |−1δν,ν
′
. Also, since TrEν,ν
′
Y = δ
ν,ν′ , we
have T˜r E˜ν,ν
′
Y = δ
ν,ν′ .
From the algebraic point of view, the subalgebras describing the subsystems, or mode subsets
X ⊆ Y are generated as 〈aj,Y | j ∈ X〉 ⊆ AY = 〈ai,Y | i ∈ Y 〉 and 〈a˜j,Y | j ∈ X〉 ⊆ A˜Y =
〈a˜i,Y | i ∈ Y 〉 in the qubit and fermionic cases, respectively. So (13) tells us that ΦY respects
the subsystem structure, ΦY : 〈aj,Y | j ∈ X〉 → 〈a˜j,Y | j ∈ X〉. Note, however, the special form
of the product on the left-hand side of (13), because in general, there exists AY , BY ∈ AY for
which ΦY (AY BY ) 6= ΦY (AY )ΦY (BY ), as well as ΦY (A
†
Y ) 6= ΦY (AY )
†, the linear isomorphism
ΦY is not a ∗-algebra isomorphism. Of course, a ∗-algebra isomorphism in such a role would not
be interesting at all, as it would not provide an essentially different structure compared to the
structure of qubits.
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3. Fermionic tensors
In this section we construct a kind of “fermionic version” of operations widely used in quantum
information for our convenience, and we consider the similarities and differences compared to
the original ones.
3.1. Fermionic tensor product. Let us have a partition ξ = {X1, X2, . . . , X|ξ|} ∈ Π(Y ) of
subsystem Y ⊆M , that is, the subsystems X ∈ ξ are nonempty and disjoint, with
⋃
X∈ξX = Y .
In the qubit case we have the tensor product for forming the joint algebra AY corresponding to
Y from the algebras AX corresponding to X ∈ ξ, as AY =
⊗
X∈ξAX . This is written in the
standard basis (7a) as
(14a) Eν,ν
′
Y =
⊗
X∈ξ
E
νX ,ν
′
X
X ,
see also (8a), where the multi index is ν : Y → {0, 1} as usual, and νX := ν|X : X → {0, 1} are
the restrictions to the subsystems X ⊆ Y . We would like to have a similar tool in the fermionic
case for joining subsystems, i.e., mode subsets. (Having ⊗ is particularly enlightening, because
for applying voltage, it emits light.) The usual tensor product cannot work in general, it does
not respect the fermionic nature of the operators, for example, there exist operators Aj ∈ Aj for
which
⊗
X∈ξ
→∏
j∈X Γ˜X(Aj) 6=
→∏
i∈Y Γ˜Y (Ai), while the same holds for the qubit case without the
tildes (see in (19a) later). Instead, let us define the fermionic tensor product in the fermionic
basis (7b) as
(14b) E˜ν,ν
′
Y =:
⊗˜
X∈ξ
E˜
νX ,ν
′
X
X .
Since E˜ν,ν
′
Y = ΦY (E
ν,ν′
Y ) = ΦY
(⊗
X∈ξ E
νX ,ν
′
X
X
)
= ΦY
(⊗
X∈ξ Φ
−1
X (E˜
νX ,ν
′
X
X )
)
on the left-hand
side by using (10a) and (14a), one can read off the form
(15a)
⊗˜
X∈ξ
A˜X = Ψ˜ξ
(⊗
X∈ξ
A˜X
)
by linearity, with the map
(15b) Ψ˜ξ = ΦY ◦
⊗
X∈ξ
Φ−1X : A˜Y −→ A˜Y .
This map is also given by multiplication of the (7b) basis with ±1 phase factors. (For the phase
factors, see Appendix B.1. For the explicit form for few modes, see Appendix B.2.) Note again,
that the ordering in this tensor product is illustrative only, A˜X ⊗˜ B˜X¯ = B˜X¯ ⊗˜ A˜X (using the
notation X¯ = Y \X).
Both the usual and the fermionic tensor product are consistent with the refinement of the
partitions. Indeed, let us have Z ⊆ M , the partition υ ∈ Π(Z), and for all parts Y ∈ υ, let
us have its partition ξY ∈ Π(Y ), by which let ξ ∈ Π(Z) be the “merging” of the partitions ξY ,
ξ :=
⋃
Y ∈υ ξY ; then we have the associativity for the tensor products as⊗
Y ∈υ
( ⊗
XY ∈ξY
AXY
)
=
⊗
X∈ξ
AX ,(16a)
⊗˜
Y ∈υ
( ⊗˜
XY ∈ξY
A˜XY
)
=
⊗˜
X∈ξ
A˜X .(16b)
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(The first one is a property of the tensor product; the second one follows from this, by the special
structure (15b) of Ψ˜ξ.) This justifies the use of the “associative” tensor product sign. We also
have that the identity operators
⊗
X∈ξ IX = IY and
⊗˜
X∈ξ I˜X = I˜Y .
Since the map Ψ˜ξ in (15b) is a composition of unitaries (11), it is unitary itself,
(17)
(
Ψ˜ξ(A˜Y )
∣∣ Ψ˜ξ(B˜Y )) = (A˜Y ∣∣ B˜Y ),
and we also have the compatibility with the Hilbert-Schmidt inner product (1),(⊗
X∈ξ
AX
∣∣∣ ⊗
X∈ξ
BX
)
=
∏
X∈ξ
(AX |BX),(18a)
(⊗˜
X∈ξ
A˜X
∣∣∣ ⊗˜
X∈ξ
B˜X
)
=
∏
X∈ξ
(A˜X | B˜X).(18b)
(The first one is the standard construction of the inner product in tensor product spaces;
the second one follows from this, by using (15a) and (17).) From this, the product property
of the traces follows also for fermionic elementary tensors, Tr
⊗
X∈ξ BX =
∏
X∈ξ TrBX and
T˜r
⊗˜
X∈ξ B˜X =
∏
X∈ξ T˜r B˜X , by setting AX = IX and A˜X = I˜X in (18a) and (18b), respec-
tively. (A direct calculation would be in the second case to show that the diagonal elements of
the phase factors of Ψ˜ξ are +1, see Appendix B.1.)
With the fermionic tensor product (15) now we have∏
i∈Y
ΓY (Ai) =
⊗
X∈ξ
∏
j∈X
ΓX(Aj),(19a)
→∏
i∈Y
Γ˜Y (Ai) =
⊗˜
X∈ξ
→∏
j∈X
Γ˜X(Aj).(19b)
(The first one follows from
∏
j∈X ΓX(Aj) =
⊗
j∈X Aj , which is a simple consequence of (8a)
and (4a) by linearity; the second one follows from this, by using (13) and (15).) By linearity and
(8b), one can see that (19b) is an equivalent form of (14b), expressing a different aspect of the
fermionic tensor product.
Although the fermionic tensor product (14b) shows the above convenient properties, which
are extremely useful in symbolical as well as numerical calculations, it does not obey all the
properties of the usual tensor product, as we will immediately see. The fermionic tensor product
is clearly linear, and if we consider only the linear structure, we could even write A˜Y =
⊗˜
X∈ξ A˜X
(and we will actually use this notation later), as far as this is understood simply as the linear
hull of fermionic elementary tensors
⊗˜
X∈ξ A˜X . However, the fermionic tensor product fails to
obey the properties of the whole ∗-algebraic structure, since there exist operators A˜X ∈ A˜X
such that
(⊗˜
X∈ξ A˜X
)(⊗˜
X′∈ξ B˜X′
)
6=
⊗˜
X∈ξ
(
A˜XB˜X
)
and
⊗˜
X∈ξ A˜
†
X 6=
(⊗˜
X∈ξ A˜X
)†
, as well
as, if we consider them as operators acting on Hilbert spaces,
(⊗˜
X∈ξ A˜X
)(⊗
X′∈ξ |ψX′〉
)
6=⊗
X∈ξ
(
A˜X |ψX〉
)
. (For explicit examples, coming from a wider context, see Appendix C.5.) We
keep using the name “fermionic tensor product” for convenience, because ⊗˜ shows up in the
same role in the fermionic case as ⊗ in the standard (qubit) case. However, we emphasize that
it should be considered only as a shorthand notation for the “Φ-adjoined version” (15) of the
usual tensor product.
Following these lines, we also have in general that
(
A˜X ⊗˜ I˜X¯
)(
I˜X ⊗˜ B˜X¯
)
6= A˜X ⊗˜ B˜X¯ (using
the notation X¯ = Y \ X), moreover,
[
A˜X ⊗˜ I˜X¯ , I˜X ⊗˜ B˜X¯
]
6= 0, although the equalities hold in
these formulas in the standard (qubit) case, with ⊗ instead of ⊗˜. (We will see later that at
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least
(
A˜X ⊗˜ I˜X¯
)(
B˜X ⊗˜ I˜X¯
)
= (A˜X B˜X) ⊗˜ I˜X¯ holds, see (23b). Also, in the so called physical
subspace of the algebras,
[
A˜X ⊗˜ I˜X¯ , I˜X ⊗˜ B˜X¯
]
= 0, see (92b) later in Section 6.2). Before further
discussion and clarification on these properties of products, it is convenient to introduce the
fermionic canonical embedding.
3.2. Fermionic canonical embedding. In the qubit case we also have the canonical embedding
map with respect to the tensor product, for the subsystems X ⊆ Y ⊆M , as
ιX,Y : AX −→ AY ,
AX 7−→ AX ⊗ IX¯ ,
(20a)
using the notation X¯ = Y \X . We would like to have a similar tool in the fermionic case, so let
us define the fermionic canonical embedding as
ι˜X,Y : A˜X −→ A˜Y ,
A˜X 7−→ A˜X ⊗˜ I˜X¯ .
(20b)
Let us have the nested subsystems, or mode subsets, X ⊆ Y ⊆ Z ⊆M , then we have
ιY,Z ◦ ιX,Y = ιX,Z ,(21a)
ι˜Y,Z ◦ ι˜X,Y = ι˜X,Z .(21b)
(These follow from the associativity properties (16a) and (16b) in the two cases, respectively.)
It is important to see that the standard (20a) and fermionic (20b) canonical embeddings are
unitarily equivalent, that is, there exists UXX¯ ∈ U(HY ), such that
(22) A˜X ⊗˜ I˜X¯ = UXX¯
(
A˜X ⊗ I˜X¯
)
U †
XX¯
.
(For the proof, by the construction of UXX¯ , see Appendix B.3. For the explicit form for few
modes, see Appendix C.4. Note that UXX¯ 6= UX¯X .) From this, it easily follows that also the
fermionic canonical embedding (20b) is a ∗-homomorphism,
ιX,Y (AX)ιX,Y (BX) = ιX,Y (AXBX), ιX,Y (A
†
X) = ιX,Y (AX)
†,(23a)
ι˜X,Y (A˜X)ι˜X,Y (B˜X) = ι˜X,Y (A˜X B˜X), ι˜X,Y (A˜
†
X) = ι˜X,Y (A˜X)
†.(23b)
(The first one is obvious consequence of the tensor product; the second one follows from this by
using (22).)
Note that, while ιX,Y (AX) is an identical extension of AX , that is, it acts identically on the
factor HX¯ of HY (as ιX,Y (AX)(|ψX〉 ⊗ |ψX¯〉) = (AX |ψX〉) ⊗ |ψX¯〉), this is not the case for
ι˜X,Y (A˜X), which acts identically on HX¯ transformed by the global unitary UXX¯ , see in (22).
It is important to see that the unitary transformations for the embeddings of X and X¯ are
different, and these two embeddings cannot be realized using a common unitary (unless the
fermionic parity superselection rule is imposed, see (98b) in Section 7.1). (For explicit example,
see Appendix C.5.)
Turning to the special case of single-mode subsets, we have that ι˜ is the multimode generali-
zation of Γ˜,
(24) Γ˜Y (Ai) = A˜{i} ⊗˜ I˜Y \{i} ≡ ι˜{i},Y (A˜{i}),
see (4b), with the notation A˜{i} = Γ˜{i}(Ai) = Ai. (This follows by linearity from Γ˜Y (E
ν,ν′
i ) =
ΦY
(
ΓY (E
ν,ν′
i )
)
= ΦY (E
ν,ν′
i ⊗ IY \{i}) = ΦY
(
Φ−1{i}(E˜
ν,ν′
{i} ) ⊗ Φ
−1
Y \{i}(I˜Y \{i})
)
= E˜ν,ν
′
{i} ⊗˜ I˜Y \{i}, by
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using (12), (4a), (10a) and (15).) Moreover, any ordered product of single-mode operators,
→∏
i∈X ι˜{i},X
(
A˜{i}
)
, is embedded properly,
(25a) ι˜X,Y
( →∏
i∈X
ι˜{i},X
(
A˜{i}
))(23b)
=
→∏
i∈X
ι˜X,Y
(
ι˜{i},X
(
A˜{i}
))(21b)
=
→∏
i∈X
ι˜{i},Y
(
A˜{i}
)
.
In general, let us have the ordered partition ~ξ ∈ ~Π(Y ), and for all parts X ∈ ~ξ, let us have its
ordered partition ~ξX ∈ ~Π(X), then combining (23b) and (21b) leads to the convenient property
for the product of embeddings of products of embeddings
→∏
X∈~ξ
ι˜X,Y
( →∏
XY ∈~ξX
ι˜XY ,X
(
A˜XY
))(23b)
=
→∏
X∈~ξ
→∏
XY ∈~ξX
ι˜X,Y
(
ι˜XY ,X
(
A˜XY
))
(21b)
=
→∏
X∈~ξ
→∏
XY ∈~ξX
ι˜XY ,Y
(
A˜XY
)
,
(25b)
where the ordered product
→∏
is ordered as the ordered partition ~ξ.
It is now convenient to introduce the following shorthand notation for the ordered product of
embeddings of operators of disjoint mode subsets as
(26)
⊗̂
X∈~ξ
A˜X :=
→∏
X∈~ξ
ι˜X,Y
(
A˜X
)
for the ordered partition ~ξ ∈ ~Π(Y ). Note that, with a slight but convenient abuse of the notation,
the ordering in a product A˜X1 ⊗̂ A˜X2 ⊗̂ A˜X3 ⊗̂ . . . carries now the ordering of the usual product
on the right-hand side of (26). We have that also this product is consistent with the refinement
of the partitions. Indeed, let us have Z ⊆ M , the ordered partition ~υ ∈ ~Π(Z), and for all parts
Y ∈ ~υ, let us have its ordered partition ~ξY ∈ ~Π(Y ), by which let ~ξ ∈ ~Π(Z) be the “ordered
merging” of the ordered partitions ~ξY , ~ξ := ~
⋃
Y ∈~υ~ξY ; then we have the associativity as
(27)
⊗̂
Y ∈~υ
( ⊗̂
XY ∈~ξY
A˜XY
)
=
⊗̂
X∈~ξ
A˜X .
(This follows from (25b) and (26).) This justifies the use of the “associative” tensor product sign.
This means that the ordering in which the products are calculated does not matter (associativity,
⊗̂ is just the product of embeddings (26)), but the ordering of the factors does (noncommuta-
tivity): the ordering of ~ξ here refers only to that the factors on the right-hand side of (26) are
not commuting.
3.3. Fermionic tensorial and algebraic product operators. After introducing the fermionic
tensor product in Section 3.1, we briefly mentioned that it does not lead to a proper tensor
product structure, which manifested itself in several aspects, for example, there exist operators
A˜X ∈ A˜X and B˜X¯ ∈ A˜X¯ such that A˜X ⊗˜ B˜X¯ 6=
(
A˜X ⊗˜ I˜X¯
)(
I˜X ⊗˜ B˜X¯
)
≡ A˜X ⊗̂ B˜X¯ . Therefore it
is useful to introduce the map
Λ˜XX¯ : A˜Y −→ A˜Y ,
A˜X ⊗˜ B˜X¯ 7−→ A˜X ⊗̂ B˜X¯ ≡ ι˜X,Y (A˜X)ι˜X¯Y (B˜X¯),
(28a)
encoding these properties, bringing back and forth between the fermionic tensorial and the
algebraic points of view. (Note that Λ˜XX¯ 6= Λ˜X¯X .) We also have its generalization for arbitrary
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number of mode subsets, labeled by the ordered partition ~ξ = (X1, X2, . . . , X|~ξ|) ∈ ~Π(Y ), as
Λ˜~ξ : A˜Y −→ A˜Y ,⊗˜
X∈ξ
A˜X 7−→
⊗̂
X∈~ξ
A˜X ≡
→∏
X∈~ξ
ι˜X,Y (A˜X).
(28b)
This map is also given by multiplication of the (7b) basis with ±1 phase factors. (For the phase
factors, see Appendices B.4 and B.5. For the explicit form for few modes, see Appendix B.6.
Note that Λ˜XX¯ is just a special case of this for
~ξ = (X, X¯). We use a simplified notation for
ordered partitions in lower index position, omitting the parentheses and colons in the writing of
tuples, since this does not cause confusion.) Because of this, it is clearly unitary,
(29)
(
Λ˜~ξ(A˜Y )
∣∣ Λ˜~ξ(B˜Y )) = (A˜Y ∣∣ B˜Y ).
We also have the compatibility with the Hilbert-Schmidt inner product (1)
(30)
(⊗̂
X∈~ξ
A˜X
∣∣∣ ⊗̂
X∈~ξ
B˜X
)
=
∏
X∈~ξ
(A˜X | B˜X).
(This follows from (18b), by using (28b) and (29).) The identity
(31a) Λ˜XX¯ ◦ ι˜X,Y = Λ˜
−1
XX¯
◦ ι˜X,Y = Λ˜X¯X ◦ ι˜X,Y = Λ˜
−1
X¯X
◦ ι˜X,Y = ι˜X,Y
is also easy to check by definitions (20b) and (28a), and by noting that the identity operator is
I˜Y = I˜X ⊗˜ I˜X¯ , see in Section 3.1. In particular, we have
(31b) ι˜X,Y (A˜X) = A˜X ⊗˜ I˜X¯ = A˜X ⊗̂ I˜X¯ = I˜X¯ ⊗̂ A˜X
for the fermionic canonical embedding (20b).
In the following, we will consider these two “representations” of the products of operators
of disjoint mode subsets, the “fermionic tensorial representation” and the “algebraic represen-
tation”. We call these products on the left-hand side and right-hand side of (28b) fermionic
ξ-elementary tensors, and fermionic ~ξ-elementary products, respectively.
To elaborate on the meaning of Λ˜~ξ in (28b), we have that (19b) for single-mode subsets
(|X | = 1 for all X ∈ ξ) yields
(32a)
⊗̂
i∈Y
A˜{i} =
⊗˜
i∈Y
A˜{i},
by using (24) and (26). Here on the left-hand side, the increasing ordering is understood.
Moreover, if ~ξ = (X1, X2, . . . , X|~ξ|) is such that Xr < Xs (elementwisely) for all r < s, that
is, the mode subsets X ∈ ~ξ contain neighboring modes, and ordered accordingly to the Jordan-
Wigner ordering of the modes, we have
(32b)
⊗̂
X∈~ξ
A˜X =
⊗˜
X∈ξ
A˜X ,
where ξ is the unordered partition consisting of the parts of the ordered partition ~ξ. (For the
proof, it is enough to consider the case A˜X =
⊗˜
j∈X A˜{j}, since the elementary fermionic tensors
span A˜X . Then we have⊗̂
X∈~ξ
A˜X =
⊗̂
X∈~ξ
⊗˜
j∈X
A˜{j}
(32a)
=
⊗̂
X∈~ξ
⊗̂
j∈X
A˜{j}
(27)
=
⊗̂
i∈Y
A˜{i}
(32a)
=
⊗˜
i∈Y
A˜{i}
(16b)
=
⊗˜
X∈ξ
⊗˜
j∈X
A˜{j} =
⊗˜
X∈~ξ
A˜X ,
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where (27) could be applied because of the special form of the partition ~ξ.) That is, the fermionic
tensorial and the algebraic products coincide, Λ˜~ξ = I˜Y , for these very special partitions, which
are always considered in the literature. For more general partitions, containing mode subsets of
non-neighboring modes or ordered differently than the Jordan-Wigner ordering, the fermionic
tensorial and the algebraic representations are different, and Λ˜~ξ is nontrivial. The property (19b)
explains how the fermionic tensor product “reorders” the one-mode operators in a product. In
this way, the fermionic tensor product is in accordance with the fixed Jordan-Wigner ordering
of the modes 1, 2, . . . , L. About this we have
(33)
→∏
i∈Y
ι˜{i},Y (A˜{i}) = Λ˜
−1
~ξ
( →∏
X∈~ξ
→∏
j∈X
ι˜{j},Y (A˜{j})
)
,
illustrating the operator reordering by Λ˜~ξ for general
~ξ. (The proof of this is that the left-hand
side by (19b) and (24) is⊗˜
X∈~ξ
→∏
j∈X
ι˜{j},X(A˜{j})
(28b)
= Λ˜−1~ξ
( →∏
X∈~ξ
ι˜X,Y
( →∏
j∈X
ι˜{j},X(A˜{j})
))
,
which equals to the right-hand-side by (25b).) Note that Λ˜~ξ is not a simple unitary conjugation
coming from a permutational mode transformation [50], since it permutes operators in A˜Y ∼=
HY ⊗ H∗Y and it is not factorized into independent operations on HY and H
∗
Y . Λ˜~ξ cannot
even be considered as a general Bogoliubov transformation, its way of functioning is completely
different. First, Λ˜~ξ leaves single-mode operators Γ˜Y (A˜i) invariant (see (23b) and (28b)), so, as
Bogoliubov transformation, it would be trivial. However, its action on multimode operators is
given explicitly (28b), contrary to Bogoliubov transformations, where the action on multimode
operators is given through that on single-mode creation and annihilation operators.
3.4. Fermionic partial trace. In the qubit case we also have the partial trace map with respect
to the tensor product [7, 8], for the subsystems X ⊆ Y ⊆M , as
TrY,X : AY −→ AX ,
AX ⊗BX¯ 7−→ AX TrBX¯ ,
(34a)
using the notation X¯ = Y \X . (Note that only the discarded subsystem X¯ is usually written in
the lower index of the partial trace [7, 8], however, from our point of view, it is more expressive
to denote the source subsystem Y and the target subsystem X .) We would like to have a similar
tool in the fermionic case, so let us define the fermionic partial trace with respect to the fermionic
tensor product (15) as
T˜rY,X : A˜Y −→ A˜X ,
A˜X ⊗˜ B˜X¯ 7−→ A˜X T˜r B˜X¯ .
(34b)
Since this is T˜rY,X(A˜X ⊗˜ B˜X¯) = T˜rY,X ΦY
(
Φ−1X (A˜X) ⊗ Φ
−1
X¯
(B˜X¯)
)
:= A˜X T˜r B˜X¯ by using (15),
which is equivalent to
(
Φ−1X ◦ T˜rY,X ◦ΦY
)(
Φ−1X (A˜X) ⊗ Φ
−1
X¯
(B˜X¯)
)
:= Φ−1X (A˜X)TrΦ
−1
X¯
(B˜X¯) =
TrY,X Φ
−1
X (A˜X)⊗Φ
−1
X¯
(B˜X¯) by using (34a), one can read off the form Φ
−1
X ◦ T˜rY,X ◦ΦY = TrY,X ,
that is,
(35) T˜rY,X = ΦX ◦ TrY,X ◦Φ
−1
Y .
The maps Tr and T˜r in (34a) and (34b) are the trace maps, see the end of Section 2.2.
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It is important to see that, similarly to the qubit case, the fermionic partial trace is the adjoint
map of the fermionic canonical embedding with respect to the Hilbert-Schmidt inner product
(1), that is,
TrY,X = ι
†
X,Y :
(
ιX,Y (AX)
∣∣BY ) = (AX ∣∣ TrY,X BY ) ∀AX ∈ AX , BY ∈ AY ,(36a)
T˜rY,X = ι˜
†
X,Y :
(
ι˜X,Y (A˜X)
∣∣ B˜Y ) = (A˜X ∣∣ T˜rY,X B˜Y ) ∀A˜X ∈ A˜X , B˜Y ∈ A˜Y .(36b)
We will also meet this later in Section 4.3 from a more physical point of view. (The first
one is a property of the partial trace, maybe not so well-known, the second one follows in
the same way, i.e., by linearity, it is enough to prove for fermionic {X, X¯}-elementary tensors,(
A˜X ⊗˜ I˜X¯
∣∣ B˜X ⊗˜ B˜X¯) = (A˜X ∣∣ B˜X) T˜r(B˜X¯) = (A˜X ∣∣ B˜X T˜r(B˜X¯)) = (A˜X ∣∣ T˜rY,X B˜X ⊗˜ B˜X¯), by
using (18b), the linearity of the Hilbert-Schmidt inner product (1) in its second argument, and
the definition (34b). The adjoint relationship (36b) leads to the writing of the fermionic partial
trace
(37) T˜rY,X = TrY,X ◦AdU†
XX¯
,
which is, although less expressive, but slightly simpler than (35). (This follows from that ι˜X,Y =
AdUXX¯ ◦ιX,Y , with the adjoint action of UXX¯ given in (22), by which we have T˜rY,X = ι˜
†
X,Y =
ι†X,Y ◦ Ad
†
UXX¯
= TrY,X ◦AdU†
XX¯
by (36a) and (36b).) So T˜rY,X(A˜Y ) = ΦX(TrY,X(ΦY (A˜Y ))) =
TrY,X(U
†
XX¯
A˜Y UXX¯).
Thanks to the unitarity (29) of Λ˜XX¯ , the adjoint relationship (36b) leads to the adjoint of
the identity (31a),
(38a) T˜rY,X ◦Λ˜XX¯ = T˜rY,X ◦Λ˜
−1
XX¯
= T˜rY,X ◦Λ˜X¯X = T˜rY,X ◦Λ˜
−1
X¯X
= T˜rY,X .
(This follows as the steps
(
A˜X
∣∣ T˜rY,X B˜Y ) = (ι˜X,Y (A˜X) ∣∣ B˜Y ) = (Λ˜−1X¯X(ι˜X,Y (A˜X)) ∣∣ B˜Y ) =(
ι˜X,Y (A˜X)
∣∣ Λ˜X¯X(B˜Y )) = (A˜X ∣∣ T˜rY,X(Λ˜X¯X(B˜Y ))), by using (36b), (31a), (29) and (36b) again.
This holds for all A˜X and B˜X , which leads to that the first term equals to the last in (38a). The
other equalities can be seen similarly.) In particular, by definition (28a), we have
T˜rY,X A˜X ⊗˜ B˜X¯ = T˜rY,X A˜X ⊗̂ B˜X¯ = T˜rY,X B˜X¯ ⊗̂ A˜X = A˜X T˜r(B˜X¯),(38b)
that is, the same fermionic partial trace can be used in the fermionic tensorial and also in the
(arbitrarily ordered) algebraic representation of products.
We also have that for the nested subsystems, or mode subsets, X ⊆ Y ⊆ Z ⊆M ,
TrY,X ◦TrZ,Y = TrZ,X ,(39a)
T˜rY,X ◦ T˜rZ,Y = T˜rZ,X .(39b)
(The first one is obvious property of the partial trace (34a); the second one follows from this, by
using (35).)
The effects of the qubit and the fermionic partial trace maps on the corresponding basis
elements (7a)-(7b) are again similar,
TrY,X E
ν,ν′
Y = δ
νX¯ ,ν
′
X¯E
νX ,ν
′
X
X ,(40a)
T˜rY,X E˜
ν,ν′
Y = δ
νX¯ ,ν
′
X¯ E˜
νX ,ν
′
X
X .(40b)
(The first one is by (14a) and (34a) and the orthonormalization of the basis in HX¯ ; the second
one follows from this, by using (10a) and (35), or by (14b) and (34b).)
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Thanks to the unitarity (29), the relationship (36b) leads to the adjoint of the second identities
in (23a) and (23b),
TrY,X(A
†
Y ) =
(
TrY,X AY
)†
,(41a)
T˜rY,X(A˜
†
Y ) =
(
T˜rY,X A˜Y
)†
.(41b)
(The first one is well-known, it is simply by definition (34a), exploiting also that
⊗
X∈ξ A
†
X =(⊗
X∈ξ AX
)†
. The analogue identity does not hold for fermionic tensor products, there exist op-
erators A˜X ∈ A˜X for which
⊗˜
X∈ξ A˜
†
X 6=
(⊗˜
X∈ξ A˜X
)†
, so, for the second one, we need to go for a
more general proof. This follows as
(
B˜X
∣∣ T˜rY,X A˜†Y ) = (ι˜X,Y (B˜X) ∣∣ A˜†Y ) = (A˜Y ∣∣ ι˜X,Y (B˜X)†) =(
A˜Y
∣∣ ι˜X,Y (B˜†X)) = (T˜rY,X A˜Y ∣∣ B˜†X) = (B˜X ∣∣ (T˜rY,X A˜Y )†), by using (36b), the second equality
in (23b), and that (A |B) = (B† |A†), see (1). The same derivation without the tildes works also
for the qubit case. Another derivation can be given by the use of (37).)
3.5. Fermionic products of maps. Let us have a partition ξ ∈ Π(Y ). In the qubit case we
have the tensor product of the linear maps ΩX ∈ LinAX for all subsystems X ∈ ξ, defined by
their joint action on ξ-elementary tensors
⊗
X∈ξ AX as
(42a)
(⊗
X∈ξ
ΩX
)(⊗
X∈ξ
AX
)
=
⊗
X∈ξ
ΩX(AX).
We would like to have a similar tool for the fermionic case, so let us define the fermionic tensor
products of the linear maps Ω˜X ∈ Lin A˜X , given on fermionic ξ-elementary tensors and fermionic
~ξ-elementary products as (⊗˜
X∈ξ
Ω˜X
)(⊗˜
X∈ξ
A˜X
)
:=
⊗˜
X∈ξ
Ω˜X(A˜X),(42b)
(⊗̂
X∈~ξ
Ω˜X
)(⊗̂
X∈~ξ
A˜X
)
:=
⊗̂
X∈~ξ
Ω˜X(A˜X),(42c)
acting naturally on the fermionic and algebraic representations of products, respectively. Again,
with a slight but convenient abuse of the notation, the ~ξ = (X1, X2, . . . , X|~ξ|) ordering in a
product Ω˜X1 ⊗̂ Ω˜X2 ⊗̂ Ω˜X3 ⊗̂ . . . carries now the ordering of the ~ξ-elementary product operator
on which it is defined to act naturally. From these, using (42a), (15) and (28b), one can read off
the forms ⊗˜
X∈ξ
Ω˜X = Ψ˜ξ ◦
(⊗
X∈ξ
Ω˜X
)
◦ Ψ˜−1ξ ≡ ΦY ◦
(⊗
X∈ξ
Φ−1X ◦ Ω˜X ◦ ΦX
)
◦ Φ−1Y ,(43a)
⊗̂
X∈~ξ
Ω˜X = Λ˜~ξ ◦
(⊗˜
X∈ξ
Ω˜X
)
◦ Λ˜−1~ξ ≡ Λ˜~ξ ◦ Ψ˜ξ ◦
(⊗
X∈ξ
Ω˜X
)
◦ Ψ˜−1ξ ◦ Λ˜
−1
~ξ
,(43b)
see also in the diagram⊗
X∈ξ A˜X
Ψ˜ξ
−−−−→
⊗˜
X∈ξ A˜X
Λ˜~ξ
−−−−→
⊗̂
X∈~ξ A˜X
⊗
X∈ξ Ω˜X
y ⊗˜X∈ξ Ω˜Xy ⊗̂X∈~ξ Ω˜Xy⊗
X∈ξ Ω˜X(A˜X)
Ψ˜ξ
−−−−→
⊗˜
X∈ξ Ω˜X(A˜X)
Λ˜~ξ
−−−−→
⊗̂
X∈~ξ Ω˜X(A˜X).
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In particular, we have that
⊗
X∈ξ ΩX is a joint extension of the unital maps ΩX , that is,
(44a)
(⊗
X′∈ξ
ΩX′
)(
ιX,Y (AX)
)
= ιX,Y
(
ΩX(AX)
)
for all X ∈ ξ, and analogously
⊗˜
X∈~ξ Ω˜X and
⊗̂
X∈~ξ Ω˜X are joint extensions of the unital maps
Ω˜X , (⊗˜
X′∈ξ
Ω˜X′
)(
ι˜X,Y (A˜X)
)
= ι˜X,Y
(
Ω˜X(A˜X)
)
,(44b)
(⊗̂
X′∈~ξ
Ω˜X′
)(
ι˜X,Y (A˜X)
)
= ι˜X,Y
(
Ω˜X(A˜X)
)
,(44c)
for all X ∈ ξ. (The first one can be seen by (20b) and (42b), the second one follows from this,
by using (43b) and (31b).)
Both the usual and the fermionic tensor products of maps are consistent with the refinement
of the partitions. Indeed, let us have Z ⊆ M , the partition υ ∈ Π(Z), and for all parts Y ∈ υ,
let us have its partition ξY ∈ Π(Y ), by which let ξ ∈ Π(Z) be the “merging” of the partitions
ξY , ξ :=
⋃
Y ∈υ ξY ; and let us have the ordered partition ~υ ∈ ~Π(Z), and for all parts Y ∈ ~υ, let
us have its ordered partition ~ξY ∈ ~Π(Y ), by which let ~ξ ∈ ~Π(Z) be the “ordered merging” of the
ordered partitions ~ξY , ~ξ := ~
⋃
Y ∈~υ~ξY ; then we have the associativity for the products of maps as⊗
Y ∈υ
( ⊗
XY ∈ξY
ΩXY
)
=
⊗
X∈ξ
ΩX ,(45a)
⊗˜
Y ∈υ
( ⊗˜
XY ∈ξY
Ω˜XY
)
=
⊗˜
X∈ξ
Ω˜X ,(45b)
⊗̂
Y ∈~υ
( ⊗̂
XY ∈~ξY
Ω˜XY
)
=
⊗̂
X∈~ξ
Ω˜X .(45c)
(The first one is a property of the tensor product of maps, following from the associativity (16a)
and the definition (42a); the second one follows from (16b) and (42b), the third one follows from
(27) and (42c) in exactly the same way, i.e., it is easy to check by acting on fermionic ξ-elementary
tensors
⊗˜
X∈ξ A˜X and fermionic ~ξ-elementary products
⊗̂
X∈~ξ A˜X .) This justifies the use of the
“associative” tensor product signs, that is, the ordering in which the product is performed is
arbitrary. (Note that the ordered partition is the ordering of the product of operators it acts
on.) We also have that the identity maps
⊗
X∈ξ IX = IY ,
⊗˜
X∈ξ I˜X = I˜Y and
⊗̂
X∈~ξ I˜X = I˜Y .
Contrary to the level of the algebras, on the level of the maps, the tensor product obeys not
only the linear but also the ∗-algebraic structure also in the fermionic cases, that is,(⊗
X∈ξ
ΩX
)
◦
(⊗
X∈ξ
ΞX
)
=
⊗
X∈ξ
(
ΩX ◦ ΞX
)
,
⊗
X∈ξ
Ω†X =
(⊗
X∈ξ
ΩX
)†
,(46a)
(⊗˜
X∈ξ
Ω˜X
)
◦
(⊗˜
X∈ξ
Ξ˜X
)
=
⊗˜
X∈ξ
(
Ω˜X ◦ Ξ˜X
)
,
⊗˜
X∈ξ
Ω˜†X =
(⊗˜
X∈ξ
Ω˜X
)†
,(46b)
(⊗̂
X∈~ξ
Ω˜X
)
◦
(⊗̂
X∈~ξ
Ξ˜X
)
=
⊗̂
X∈~ξ
(
Ω˜X ◦ Ξ˜X
)
,
⊗̂
X∈~ξ
Ω˜†X =
(⊗̂
X∈~ξ
Ω˜X
)†
.(46c)
(The first composition and adjoint identities are properties of the tensor product, following from
(42a) and (18a); the second ones follow from (42b) and (18b) the third ones follow from (42c)
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and (30) in exactly the same way, i.e., it is easy to check by acting on fermionic ξ-elementary
tensors
⊗˜
X∈ξ A˜X and ~ξ-elementary products
⊗̂
X∈~ξ A˜X .) In particular, by (46b) and (46c) we
have, similarly to ∏
X∈ξ
(
ΩX ⊗ IX¯
)
=
⊗
X∈ξ
ΩX(47a)
in the qubit case, that
∏
X∈ξ
(
Ω˜X ⊗˜ I˜X¯
)
=
⊗˜
X∈ξ
Ω˜X(47b)
∏
X∈ξ
(
Ω˜X ⊗̂~ξ I˜X¯
)
=
⊗̂
X∈~ξ
Ω˜X ,(47c)
(where
∏
stands for composition), therefore compositions of extensions from disjoint mode sub-
sets are commutative, so there is no need for a (28b)-kind of map on this level. (Again, the
notation ~ξ is only about the ordering of the product it acts on.)
Note again that the ordered partition in (42c) is a property of ⊗̂, it is about the ordering of
the product it acts on, not about the ordering of the composition of the extended maps, which
does not matter, as we have seen in (47c). It is important to see that although it was easy to
construct the fermionic product (43b) so that it hold for a fixed ordering, see (42c), this could
not be done for arbitrary ordering at the same time, as there exist operators A˜X ∈ A˜X and maps
Ω˜X ∈ B˜X such that
(⊗̂
X∈~ξ Ω˜X
)(⊗̂
X∈~ξ′ A˜X
)
6=
⊗̂
X∈~ξ′ Ω˜X(A˜X) for
~ξ′ ordered differently than
~ξ (unless the fermionic parity superselection rule is imposed, see (93) in Section 7.1, after which
this is illustrated in Section 7.4).
The constructions presented in this section also illustrate that the definition of the map pro-
duct in the fermionic case is somewhat arbitrary, since there is no tensor product structure on
A˜Y , which would provide a natural, canonical one, which would be working in the same way for
arbitrarily ordered products. We already have two products, (42b) and (42c), and the latter is
different for the different orderings by which it is defined. Properties necessary to have something
useful are given in (45) and (46).
3.6. Fermionic embeddings of maps. In the qubit case we also have the canonical embedding
of maps with respect to the tensor product of maps, for the subsystems X ⊆ Y , as
ιX,Y : LinAX −→ LinAY ,
ΩX 7−→ ΩX ⊗ IX¯ ,
(48a)
using the notation X¯ = Y \X . We would like to have a similar tool in the fermionic case, so let
us define the fermionic embeddings of maps as
ι˜X,Y : Lin A˜X −→ Lin A˜Y ,
Ω˜X 7−→ Ω˜X ⊗˜ I˜X¯ ,
(48b)
ι̂X,Y : Lin A˜X −→ Lin A˜Y ,
Ω˜X 7−→ Ω˜X ⊗̂ I˜X¯ = Λ˜XX¯ ◦
(
Ω˜X ⊗˜ I˜X¯
)
◦ Λ˜−1
XX¯
.
(48c)
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Then we have that
ιX,Y (ΩX)(AX ⊗BX¯) = ΩX(AX)⊗BX¯ ,(49a)
ι˜X,Y (Ω˜X)(A˜X ⊗˜ B˜X¯) = Ω˜X(A˜X) ⊗˜ B˜X¯ ,(49b)
ι̂X,Y (Ω˜X)
(
A˜X ⊗̂ B˜X¯
)
= Ω˜X(A˜X) ⊗̂ B˜X¯ .(49c)
(These follow from (42a), (42b) and (42c), respectively.) One can see this also in the diagram
A˜X ⊗ B˜X¯
Ψ˜XX¯−−−−→ A˜X ⊗˜ B˜X¯
Λ˜XX¯−−−−→ A˜X ⊗̂ B˜X¯
ιX,Y (Ω˜X )
y ι˜X,Y (Ω˜X )y ι̂X,Y (Ω˜X )y
Ω˜X(A˜X)⊗ B˜X¯
Ψ˜XX¯−−−−→ Ω˜X(A˜X) ⊗˜ B˜X¯
Λ˜XX¯−−−−→ Ω˜X(A˜X) ⊗̂ B˜X¯ .
In particular, we have that these are extensions of maps, that is,
ιX,Y (Ω˜X)
(
ιX,Y (AX)
)
= ιX,Y
(
Ω˜X(AX)
)
,(50a)
ι˜X,Y (Ω˜X)
(
ι˜X,Y (A˜X)
)
= ι˜X,Y
(
Ω˜X(A˜X)
)
,(50b)
ι̂X,Y (Ω˜X)
(
ι˜X,Y (A˜X)
)
= ι˜X,Y
(
Ω˜X(A˜X)
)
.(50c)
(The first two follow from (49a) and (49b), with the definitions (20a) and (20b), respectively,
the third one follows from the second, by (31a) or (31b).) These are also identical extensions, if
the maps are unital, that is,
ιX,Y (Ω˜X)
(
ιX¯,Y (BX¯)
)
= ιX¯,Y (BX¯),(51a)
ι˜X,Y (Ω˜X)
(
ι˜X¯,Y (B˜X¯)
)
= ι˜X¯,Y (B˜X¯),(51b)
ι̂X,Y (Ω˜X)
(
ι˜X¯,Y (B˜X¯)
)
= ι˜X¯,Y (B˜X¯).(51c)
(These follow similarly.)
Also, we have that for the nested subsystems, or mode subsets X ⊆ Y ⊆ Z ⊆M ,
ιY,Z ◦ ιX,Y = ιX,Z ,(52a)
ι˜Y,Z ◦ ι˜X,Y = ι˜X,Z ,(52b)
ι̂Y,Z ◦ ι̂X,Y = ι̂X,Z .(52c)
(These follow from the associativity properties (45a), (45b) and (45c) in the three cases, respec-
tively.)
It easily follows that the map embeddings are ∗-homomorphisms,
ιX,Y (ΩX) ◦ ιX,Y (ΞX) = ιX,Y (ΩX ◦ ΞX), ιX,Y (Ω
†
X) = ιX,Y (ΩX)
†,(53a)
ι˜X,Y (Ω˜X) ◦ ι˜X,Y (Ξ˜X) = ι˜X,Y (Ω˜X ◦ Ξ˜X), ι˜X,Y (Ω˜
†
X) = ι˜X,Y (Ω˜X)
†,(53b)
ι̂X,Y (Ω˜X) ◦ ι̂X,Y (Ξ˜X) = ι̂X,Y (Ω˜X ◦ Ξ˜X), ι̂X,Y (Ω˜
†
X) = ι̂X,Y (Ω˜X)
†.(53c)
(The composition and adjoint identities follow from the corresponding identities in (46a), (46b)
and (46c) in the three cases, respectively.)
A quick exercise is to show that the partial traces are the embeddings of the traces,
TrY,X = Tr⊗IX ≡ ι X¯,Y (Tr),(54a)
T˜rY,X = T˜r ⊗˜ I˜X ≡ ι˜ X¯,Y (T˜r),(54b)
T˜rY,X = T˜r ⊗̂ I˜X ≡ ι̂ X¯,Y (T˜r).(54c)
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(Indeed, the first one is obvious; the second one follows from this, by using (43a) as T˜r ⊗˜ I˜X =
ΦX ◦
(
Φ−1∅ ◦ T˜r ◦ΦX¯ ⊗Φ
−1
X ◦ I˜X ◦ΦX
)
◦Φ−1Y = ΦX ◦
(
Tr⊗IX
)
◦Φ−1Y = ΦX ◦TrY,X ◦Φ
−1
Y = T˜rY,X ,
with the definition (35); the third one one follows from this by (43b).)
Note that while ιX,Y (ΩX) is a strong extension of ΩX , that is,
ιX,Y (ΩX)
(
ιX,Y (AX)ιX¯,Y (BX¯)
)
=
(
ιX,Y (ΩX)ιX,Y (AX)
)
ιX¯,Y (BX¯),(55a)
ιX,Y (ΩX)
(
ιX¯,Y (BX¯)ιX,Y (AX)
)
= ιX¯,Y (BX¯)
(
ιX,Y (ΩX)ιX,Y (AX)
)
,(55b)
because of ιX,Y (AX)ιX¯,Y (BX¯) = ιX¯,Y (BX¯)ιX,Y (AX) = AX ⊗ BX¯ ; this is not the case for
ι̂X,Y (Ω˜X), we have only
ι̂X,Y (Ω˜X)
(
ι˜X,Y (A˜X)ι˜X¯,Y (B˜X¯)
)
=
(
ι̂X,Y (Ω˜X)ιX,Y (A˜X)
)
ι˜X¯,Y (B˜X¯),(56a)
ι̂X,Y (Ω˜X)
(
ι˜X¯,Y (B˜X¯)ι˜X,Y (A˜X)
)
6= ι˜X¯,Y (B˜X¯)
(
ι̂X,Y (Ω˜X)ι˜X,Y (A˜X)
)
.(56b)
It is important to see that although it was easy to construct the fermionic map embedding (49c)
so that the first part (56a) of the definition of strong extensions hold (49c), this could not be
done for the second part (56b) at the same time (unless the fermionic parity superselection rule
is imposed, see (93) in Section 7.1, after which this is illustrated in Section 7.4). This is an
important point, because the notion of locality is given by strong extensions of maps. We will
turn back to locality in Section 7.4. Note that for ι˜X,Y (Ω˜X), acting on fermionic tensor products,
we have ι˜X,Y (Ω˜X)(A˜X ⊗˜ B˜X¯) =
(
Ω˜X(A˜X)
)
⊗˜ B˜X¯ , from which no (56)-like property follows.
The constructions presented in this section also illustrate that the definition of the map em-
bedding in the fermionic case is somewhat arbitrary, since there is no tensor product structure
on A˜Y , which would provide a natural, canonical embedding. We already have two embeddings,
(48b) and (48c), and the latter could even be defined in a reverse way, for which (56b) holds
instead of (56a). Properties necessary to have something useful are given in (52) and (53).
4. States and reduced states
In the previous sections we gave some general tools for calculations of second quantized
fermionic systems. In this section we turn to quantum states, and the central notion we have to
consider is positivity, being so important in life,
R ≥ 0 ⇐⇒ ∀|ψ〉 ∈ H : 〈ψ|R|ψ〉 ≥ 0(57a)
⇐⇒ ∃A : R = A†A(57b)
⇐⇒ ∀A ≥ 0 : (R |A) ≥ 0(57c)
⇐⇒ ∃A = A† : R = A2.(57d)
(The first one is the standard definition of positivity, the other ones are easy to prove.) From
(57b), it easily follows that positivity is preserved by ∗-homomorphisms.
4.1. States. The state [2] of a quantum system is given by a linear functional on the algebra
containing the observables of the system (as normal elements), ρ : A → C, which is positive and
normalized,
(58a) D =
{
ρ ∈ A∗
∣∣ ρ(A†A) ≥ 0, ρ(I) = 1},
expressing the expectation value of the operators A ∈ A as 〈A〉 = ρ(A). In the finite dimensional
Hilbert space A, this functional can be given by the inner product (1) with an operator, the
density operator, which is positive and normalized,
(58b) D ∼=
{
ρ ∈ A
∣∣ ρ† = ρ ≥ 0,Tr ρ = 1},
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by which
(59)
〈
A
〉
= ρ
(
A
)
=
(
ρ
∣∣A) = Tr ρ†A.
For simplicity, we always think of states in this latter sense, and we do not distinguish states and
density operators in writing. The space of density operators is a convex set. A state is pure, if
and only if ρ2 = ρ, which leads to the form ρ = |ψ〉〈ψ|, with state vectors, ‖ψ‖ = 1.
4.2. Qubit reduction: operators. We expect that for all nested subsystems X ⊆ Y ⊆M , for
all operators AX ∈ AX of subsystem X , we have 〈AX〉 = 〈ιX,Y (AX)〉. That is, the reduced state
of a subsystem is the one which gives the same expectation for the operators of the subsystem as
the state of the larger system for the operators of the subsystem considered as a part of the larger
system [7]. Expressed this with the Hilbert-Schmidt inner product (1) and the state ρY ∈ DY ,
we have that the reduced state ρX ∈ DX is given by the partial trace (34a), as is well-known,
(60)
(
∀AX ∈ AX :
(
ρX
∣∣AX) = (ρY ∣∣ ιX,Y (AX))) ⇐⇒ ρX = TrY,X ρY .
The usual textbook derivation of this, by writing ρY =
∑
r BX,r ⊗ CX¯,r, with the notation
X¯ = Y \X , and using the linearity of the Hilbert-Schmidt inner product (1), is(
ρY
∣∣AX ⊗ IX¯) = ∑
r
Tr(BX,r ⊗ CX¯,r)
†(AX ⊗ IX¯)
=
∑
r
Tr(B†X,rAX)⊗ C
†
X¯,r
(18a)
=
∑
r
(TrB†X,rAX)(TrC
†
X¯,r
)
= Tr
(∑
r
B†X,r(TrC
†
X¯,r
)
)
AX ,
which leads to
(61) ∀A˜X ∈ A˜X : Tr ρ
†
XAX = Tr
(∑
r
BX,r(TrCX¯,r)
)†
AX ,
which, because the Hilbert-Schmidt inner product is nondegenerate, leads to
(62) ρX =
∑
r
BX,r(TrCX¯,r) = TrY,X
∑
r
BX,r ⊗ CX¯,r = TrY,X ρY .
A more elevated derivation of this is by noting that we started from the canonical embedding
(20a) of the operators of subsystems into larger subsystems, then the left-hand side of (60)
expresses that the state reduction is the adjoint map of the canonical embedding, which is
known to be the partial trace (36a),
(
TrY,X ρY
∣∣AX) = (ρY ∣∣ ιX,Y (AX)) for all AX ∈ AX and
ρY ∈ AY (since AY is spanned by DY ). The canonical embedding (20a), on the other hand, is
natural when there exists a tensor product structure.
4.3. Fermionic reduction: operators. The states are linear functionals on the algebra con-
taining the observables of the system (as normal elements). In the fermionic case, not all the
(normal) elements of the operator algebra A˜Y are observable ones, and, strictly speaking, the
states act only on the (sub)algebra containing the observables, also called physical subalgebra (see
in Sections 6 and 7). In what follows, first we formulate the construction for the whole operator
algebra A˜Y , and we make the restriction to the physical subalgebra later (see in Section 7).
Similarly to the qubit case, we expect that for all nested mode subsets X ⊆ Y ⊆ M , for all
operators A˜X ∈ A˜X of mode subset X , we have 〈A˜X〉 = 〈ι˜X,Y (A˜X)〉. Expressed this with the
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Hilbert-Schmidt inner product (1) and the state ρ˜Y ∈ D˜Y , we have the following definition for
the reduced state ρ˜X ∈ D˜X :
(63) ∀A˜X ∈ A˜X :
(
ρ˜X
∣∣ A˜X) = (ρ˜Y ∣∣ ι˜X,Y (A˜X)).
Using the tools we have constructed in Section 3, now the simple steps(
ρ˜Y
∣∣ ι˜X,Y (A˜X))(20b)= (ρ˜Y ∣∣ A˜X ⊗˜ I˜X¯)
(15)
=
(
ρ˜Y
∣∣ΦY (Φ−1X (A˜X)⊗ Φ−1X¯ (I˜X¯)))
(11)
=
(
Φ−1Y (ρ˜Y )
∣∣Φ−1X (A˜X)⊗ IX¯)
(60)
=
(
TrY,X Φ
−1
Y (ρ˜Y )
∣∣Φ−1X (A˜X))
(11)
=
(
ΦX(TrY,X Φ
−1
Y (ρ˜Y ))
∣∣ A˜X)
(35)
=
(
T˜rY,X ρ˜Y
∣∣ A˜X)
lead to
(64) ∀A˜X ∈ A˜X :
(
ρ˜X
∣∣ A˜X) = (T˜rY,X ρ˜Y ∣∣ A˜X),
which, because the Hilbert-Schmidt inner product is nondegenerate, leads to that the reduced
state can be obtained by the use of the fermionic partial trace (35),
(65) ρ˜X = T˜rY,X ρ˜Y .
Note that the same derivation as in the qubit case would not work, since for the fermionic tensor
product (15), there exist operators B˜X,r, A˜X ∈ A˜X and C˜X¯,r ∈ A˜X¯ for the mode subsets such
that (B˜X,r ⊗˜ C˜X¯,r)(A˜X ⊗˜ I˜X¯) 6= (B˜X,rA˜X) ⊗˜ C˜X¯,r (see in Section 3.3). Quite the contrary, the
result (60) of the qubit case was used here.
A more elevated derivation of this is by noting that we started from the fermionic canonical
embedding (20b) of the operators of modes into larger sets of modes, then equation (63) expresses
that the fermionic state reduction is the adjoint map of the fermionic canonical embedding,
which is known to be the fermionic partial trace (36b),
(
T˜rY,X ρ˜Y
∣∣ A˜X) = (ρ˜Y ∣∣ ι˜X,Y (A˜X)) for
all A˜X ∈ A˜X and ρ˜Y ∈ A˜Y (since A˜Y is spanned by D˜Y ). Although choosing an embedding is
rather arbitrary when there is no tensor product structure, the fermionic canonical embedding
(20b) is natural in the sense of (24) and (25a).
4.4. Fermionic reduction: matrices. For illustrational, as well as practical (symbolical or
numerical) purposes, one may want to expand the density operators ρ˜Y ∈ D˜Y in the standard
and the fermionic bases (7a)-(7b), using the Hilbert-Schmidt inner product (1), as
(66) ρ˜Y =
∑
ν,ν′
(
Eν,ν
′
Y
∣∣ ρ˜Y )Eν,ν′Y =∑
ν,ν′
(
E˜ν,ν
′
Y
∣∣ ρ˜Y )E˜ν,ν′Y ,
leading to the standard and the fermionic density matrices of the fermionic state
Rν,ν
′
Y =
(
Eν,ν
′
Y
∣∣ ρ˜Y ),(67a)
R˜ν,ν
′
Y =
(
E˜ν,ν
′
Y
∣∣ ρ˜Y ).(67b)
Using (10b), the two matrices are related as
(68) R˜ν,ν
′
Y = f
ν,ν′
Y R
ν,ν′
Y ,
22 FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE
by the elementwise product with the phase factors (10c). For example, using numerical algo-
rithms, the expectation values of fermionic transition operators T ν,ν
′
Y = E˜
ν
′,ν
Y can be evaluated
easily, leading to the fermionic matrix elements [51, 52].
Note that the density operator ρ˜Y is self-adjoint, ρ˜
†
Y = ρ˜Y , however, its density matrix is the
same as its matrix-adjoint, (Rν
′,ν
Y )
∗ = Rν,ν
′
Y , in the standard basis only, but not in the fermionic
basis, (R˜ν
′,ν
Y )
∗ 6= R˜ν,ν
′
Y , we have f
ν
′,ν
Y (R˜
ν
′,ν
Y )
∗ = fν,ν
′
Y R˜
ν,ν′
Y with the fermionic phase factors
(10c) instead. This is because the adjoint is defined by the inner product of the Hilbert space
HY , (see at the beginning of Section 2), and ΦY is not a ∗-homomorphism (see in Section 2.2).
Following these lines, note that the spectrum of a fermionic density operator ρ˜Y is the same
as the eigenvalues of its density matrix in the standard basis, Rν,ν
′
Y . Consequently, the entropy
of the state ρ˜Y can be obtained as the entropy of the eigenvalues of its density matrix in the
standard basis Rν,ν
′
Y , which is used also in numerical calculations [22, 26, 53–55].
Using the fermionic reduction (65), we have that, for the nested mode subsets X ⊆ Y ⊆ M ,
the matrix of the reduced density operator ρ˜X = T˜rY,X ρ˜Y can be given by the usual partial
index contraction in the fermionic basis (7b), while phase factors (10c) arise in the standard
basis (7a),
R
νX ,ν
′
X
X = f
νX ,ν
′
X
X
∑
νX¯ ,ν
′
X¯
δνX¯ ,ν
′
X¯fν,ν
′
Y R
ν,ν′
Y ,(69a)
R˜
νX ,ν
′
X
X =
∑
νX¯ ,ν
′
X¯
δνX¯ ,ν
′
X¯ R˜ν,ν
′
Y .(69b)
(The second one is by (40b), the first one follows from this, by using (68).) (69a) is the general,
easy-to-implement way of obtaining reduced density matrices in the standard, computation basis,
in complete agreement with earlier, “Fock space formalism based” [29], or “creation-annihilation
operator formalism based” [30] ways. (For the explicit form of the reduced density matrices
R
νX ,ν
′
X
X for few modes, see Appendix B.7.)
4.5. Properties of the fermionic state reduction. Taking a look at the formula (69a),
containing the rather involved phase factors (10c) (see in Appendices A.2 and B.7) coming from a
nonpositive map ΦY , it might seem to be unexpected that the fermionic partial trace map (34b) is
a quantum channel, that is, a trace preserving completely positive map [5, 7, 8], mapping density
operators of a larger mode subset to density operators of a smaller one, T˜rY,X : D˜Y → D˜X , also
when Y is a part of an even larger system M . First of all, the complete positivity can clearly
be seen from the alternative formula (37). However, we show here also that complete positivity
follows directly from the definition (63) of the state reduction, there is no need for derivations
with concrete maps realizing state reductions in different scenarios, especially, no need for explicit
calculations with fermionic partial trace (69a) containing the phase factors (10c).
It is easy to see that the fermionic state reduction (63) preserves the trace, that is, if
(
ρ˜X
∣∣ A˜X) =(
ρ˜Y
∣∣ ι˜X,Y (A˜X)) holds for all A˜X ∈ A˜X , then T˜r ρ˜X = T˜r ρ˜Y . (This follows from the choice
A˜X = I˜X in (63), and the definition (1) of the Hilbert-Schmidt inner product.) Since the
fermionic state reduction (63) is given by the fermionic partial trace (65), the latter also pre-
serves the trace,
(70) T˜r T˜rY,X ρ˜Y = T˜r ρ˜Y .
(Another proof can be given by the properties of the fermionic partial trace, since T˜rY,∅ = T˜r,
the trace preservation is just setting X = ∅ in (39b).)
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It is also easy to see that the fermionic state reduction (63) is positive, that is, if
(
ρ˜X
∣∣ A˜X) =(
ρ˜Y
∣∣ ι˜X,Y (A˜X)) holds for all A˜X ∈ A˜X , then for all ρ˜Y ≥ 0, we have ρ˜X ≥ 0. Indeed,
0 ≤ ρ˜Y
(57c)
=⇒ ∀A˜Y ∈ A˜Y , 0 ≤ A˜Y : 0 ≤
(
ρ˜Y
∣∣ A˜Y )
=⇒ ∀A˜X ∈ A˜X , 0 ≤ ι˜X,Y (A˜X) ∈ A˜Y : 0 ≤
(
ρ˜Y
∣∣ ι˜X,Y (A˜X))
(22)
=⇒ ∀A˜X ∈ A˜X , 0 ≤ A˜X : 0 ≤
(
ρ˜Y
∣∣ ι˜X,Y (A˜X))
(63)
=⇒ ∀A˜X ∈ A˜X , 0 ≤ A˜X : 0 ≤
(
ρ˜X
∣∣ A˜X)
(57c)
=⇒ 0 ≤ ρ˜X .
Since the fermionic state reduction (63) is given by the fermionic partial trace (65), the latter is
also positive,
(71) ρ˜Y ≥ 0 =⇒ T˜rY,X(ρ˜Y ) ≥ 0.
It is also easy to see that the fermionic state reduction (63) is completely positive, that is, it
is still positive if it acts on a part of an arbitrarily larger system. Indeed, the state reduction
ρ˜Y 7→ ρ˜X is defined as
(
ρ˜X
∣∣ A˜X) = (ρ˜Y ∣∣ ι˜X,Y (A˜X)) for all A˜X ∈ A˜X , and we already have
this definition for all Y , and X ⊆ Y . Now, if we consider mode subset Y as a part of a larger
mode subset Y ∪ W (with Y ∩ W = ∅), then the definition of state reduction is written as
ρ˜Y ∪W 7→ ρ˜X∪W by
(
ρ˜X∪W
∣∣ A˜X∪W ) = (ρ˜Y ∪W ∣∣ ι˜X∪W,Y ∪W (A˜X∪W )) for all A˜X∪W ∈ A˜X∪W ,
which is the state reduction from mode subset Y ∪W to mode subset X ∪W , which is positive,
as we have already seen.
A more elevated way of showing the complete positivity of the state reduction can be pre-
sented in the framework of algebraic quantum mechanics, where it follows from the properties of
conditional expectations and state extension [7, 42], in a kind of dual treatment. A less elevated
derivation of the complete positivity of the fermionic partial trace (35) can also be given by (54b)
and (52b), and an even less elevated, direct proof by the positivity of the Choi map [8], which is
a good finger-exercise for playing with phase factors.
5. Correlation and entanglement
In the theory of quantum correlation and entanglement, the central notions are those of product
states and local maps. In this section, we recall the concepts for the qubit case, then attempt to
write them for the fermionic case. This cannot be done satisfactorily, since the notion of locality
is not established yet. This can be resolved by the imposition of the fermion number parity
superselection rule, which will be done in the subsequent sections.
5.1. Qubit correlation and entanglement. A composite quantum subsystem Y ⊆ M is
uncorrelated with respect to the partition ξ = {X1, X2, . . . , X|ξ|} ∈ Π(Y ), if for all subsystems
X ∈ ξ, for all operators AX ∈ AX , we have
〈∏
X∈ξ ιX,Y (AX)
〉
≡
〈⊗
X∈ξ AX
〉
=
∏
X∈ξ
〈
AX
〉
.
That is, the expectation value of ξ-product operators factorizes. Expressed this with the Hilbert-
Schmidt inner product (1) and the state ρY ∈ DY , we have that the ξ-uncorrelated states are
the ξ-product states,
(72)
(
∀X ∈ ξ, ∀AX ∈ AX :
(
ρY
∣∣∣ ⊗
X∈ξ
AX
)
=
∏
X∈ξ
(
ρX
∣∣AX)) ⇐⇒ ρY = ⊗
X∈ξ
ρX ,
where ρX = TrY,X(ρY ) is the reduced state (60).
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The textbook derivation of this is by the use of (18a), leading to
(73) ∀X ∈ ξ, ∀AX ∈ AX :
(
ρY
∣∣∣ ⊗
X∈ξ
AX
)
=
(⊗
X∈ξ
ρX
∣∣∣ ⊗
X∈ξ
AX
)
,
which, because the Hilbert-Schmidt inner product is nondegenerate, and the elementary tensors⊗
X∈ξ AX span AY , leads to
(74) ρY =
⊗
X∈ξ
ρX .
Let us denote the set of ξ-uncorrelated states of subsystem Y as
(75) Dξ-unc :=
{
ρY ∈ DY
∣∣∣ ρY = ⊗
X∈ξ
TrY,X(ρY )
}
.
These states can be prepared from pure ξ-product states by ξ-Local Operations (ξ-LO), that is,
maps of the form
⊗
X∈ξ ΩX , where ΩX are trace preserving completely positive maps (TPCP,
[7, 8]). The other states are ξ-correlated, contained in DY \ Dξ-unc; to prepare them, some
communication (interaction) is needed among the subsystems.
A composite quantum subsystem Y ⊆ M is ξ-separable, that is, separable with respect to
the partition ξ = {X1, X2, . . . , X|ξ|} ∈ Π(Y ), if it can be prepared from pure ξ-product states
by the use of ξ-Local Operations and Classical Communications (ξ-LOCC, [56–59]) that is,
maps generated by ξ-LOs, the application of which may depend on outcomes of measurements
performed locally, that is, described by TPCP maps ΩX =
∑
m ΩX,m, where the measurement
outcomes are given by trace nonincreasing CP maps ΩX,m. It turns out that the set of ξ-separable
states of subsystem Y is the convex hull [58] of that of ξ-uncorrelated ones [26, 34, 35, 60–62],
(76) Dξ-sep := ConvDξ-unc,
expressing statistical mixtures. (The convex hull of a set V in a real vector space is the set of all
the possible convex combinations of its elements, ConvV = {
∑
i pivi | vi ∈ V, pi > 0,
∑
i pi = 1}.)
Note that the states of classical systems can always be expressed as mixtures of uncorrelated
states. The other states are ξ-entangled, contained in DY \Dξ-sep; to prepare them, some quantum
communication (quantum interaction) is needed among the subsystems, expressing the quantum
nature of this kind of correlation.
5.2. Fermionic correlation and entanglement. For qubits we naturally had the identity∏
X∈ξ ιX,Y (AX) =
⊗
X∈ξ AX for products of operators of disjoint subsystems. For fermions,
this is not the case, and we have different ways for the representation of such kind of product
operators. (Recall that the map Λ˜~ξ, given in (28b), connects the two points of view.) From now
we use the usual algebraic representation, and later in Section 8 we will have some remarks on
the fermionic tensorial representation.
Similarly to the qubit case, for the definition of uncorrelated mode subsets, we expect that
the expectation values of fermionic ~ξ-elementary product operators factorizes. However, since
the operators ι˜X,Y (A˜X) for different X ∈ ξ are not commuting (we have not imposed parity
superselection yet, see in Section 6), such definition of uncorrelated states is given with respect
to the ordering of the operators. A set of modes Y ⊆ M is ~ξ-uncorrelated, that is, uncorrelated
with respect to the ordered partition ~ξ = (X1, X2, . . . , X|~ξ|) ∈ ~Π(Y ), if for all mode subsets
X ∈ ~ξ, for all operators A˜X ∈ A˜X , we have
〈→∏
X∈~ξ ι˜X,Y (A˜X)
〉
≡
〈⊗̂
X∈~ξA˜X
〉
=
∏
X∈~ξ
〈
A˜X
〉
.
Expressing these with the Hilbert-Schmidt inner product (1) and the state ρ˜Y ∈ D˜Y , we have
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the following definition for the ~ξ-uncorrelated states
(77) ∀X ∈ ~ξ, ∀A˜X ∈ A˜X :
(
ρ˜Y
∣∣∣ ⊗̂
X∈~ξ
A˜X
)
=
∏
X∈ξ
(
ρ˜X
∣∣ A˜X),
where ρ˜X = T˜rY,X(ρ˜Y ) is the fermionic reduced state (63), (65).
Using the tools we have constructed in Section 3, now the simple steps of applying (18b) and
(29) lead to
(78) ∀X ∈ ~ξ, ∀A˜X ∈ A˜X :
(
ρ˜Y
∣∣∣ ⊗̂
X∈~ξ
A˜X
)
=
(⊗̂
X∈~ξ
ρ˜X
∣∣∣ ⊗̂
X∈~ξ
A˜X
)
,
which, because the Hilbert-Schmidt inner product is nondegenerate, and the fermionic ~ξ-product
operators
⊗̂
X∈~ξ A˜X span A˜Y , leads to that the ~ξ-uncorrelated states are the ~ξ-product states
(79) ρ˜Y =
⊗̂
X∈~ξ
ρ˜X .
Note that, at this point, if a state is uncorrelated with respect to an ordered partition, it
seems not to be necessarily uncorrelated with respect to a different ordering of the same parts.
Another related point is that, although we have ρ˜X = T˜rY,X(ρ˜Y ) ≥ 0, their product in (79) is
not positive semidefinite, not even self-adjoint in general. These are because the terms in the
product in (79) are not commuting in general. We will come back to these issues in Section 7,
after recalling the fermionic parity superselection rule in Section 6, here we just mention the
tricky part: it turns out that if (77) holds, then these terms are actually commuting [44], see
also in (103c), leading to an ordering-free definition of uncorrelated states. Let us denote the set
of ξ-uncorrelated states of mode subset Y as
(80) D˜ξ-unc :=
{
ρ˜Y ∈ D˜Y
∣∣∣ ρ˜Y = ⊗̂
X∈ξ
T˜rY,X(ρ˜Y )
}
.
The other states are ξ-correlated, contained in D˜Y \D˜ξ-unc. (This is the multipartite generalization
of the state set P3 in [17]. We do not consider P0 ≡ P1 in [17], since we do not impose parity
superselection for operators if it is not imposed for states; neither P2, since the usual tensor
product does not make any sense here.)
Following these lines, neither the LO-based definition of correlation nor the LOCC-based
definition of separability or entanglement can be formulated for the whole algebra, since we have
no locality yet. We will elaborate on this in Section 7.4, at this point we can only define the set of
ξ-separable states of mode subset Y without any LOCC-based operational meaning by convexity
as
(81) D˜ξ-sep := Conv D˜ξ-unc.
The other states are ξ-entangled, contained in D˜Y \D˜ξ-sep. (This is the multipartite generalization
of the state set S3 in [17].)
6. Mathematics of the fermionic parity superselection
In Sections 2, 3 and 4, we presented a mathematical toolbox for the efficient handling of
fermionic systems in concrete representation. These definitions and properties are given for the
whole algebra A˜Y , and are built up analogously to the standard “qubit” case. However, the
definition of product states and separability in Section 5.2 could not be endowed with their usual
motivation, due to the lack of the notions of locality of maps, rooted in the lack of independence
of mode subsets, following mainly (but not completely) from the lack of commutativity of the
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space elements parity projection parity subspaces
HY |ψY 〉 H
±
Y
A˜Y = LinHY I˜Y , A˜Y T˜Y P˜
±
Y A˜
±
Y
B˜Y = Lin A˜Y I˜Y , Ω˜Y Θ˜Y Π˜
±
Y B˜
±
Y
C˜Y = Lin B˜Y I˜Y , A˜Y T˜Y P˜
±
Y
Table 1. Summary of the different linear spaces and elements
operator algebras of disjoint mode subsets, there exist operators A˜X ∈ A˜X and B˜X¯ ∈ A˜X¯ for
which
(82)
[
A˜X ⊗˜ I˜X¯ , I˜X ⊗˜ B˜X¯
]
6= 0.
Re-establishing the commutation by imposing the fermion number parity superselection rule
[9, 10] resolves these issues, giving a mathematical reason for the superselection. There are also
important physical reasons for the imposing of the parity superselection. We will turn to them
in the next section.
In this section we give the necessary definitions for handling the restrictions to the physical
subspaces. First, in the Hilbert space, we consider the subspaces of state vectors of well-defined
fermion-number parity. Second, in the operator algebra, we consider the subspaces of operators
of well-defined fermion-operator parity, that is, those which preserve (even) or alter (odd) the
fermion-number parity. Third, in the map algebra, we consider the subspaces of maps of well-
defined fermion-map parity, that is, those which preserve (even) or alter (odd) the fermion-
operator parity. A short summary on these is given in Table 1.
6.1. Level I.: Hilbert space. In the Hilbert spaceHY of the system, the fundamental quantity
is the parity of the fermion number. The fermion number parity in mode subset Y is given by
the phase operator T˜Y ∈ A˜Y = LinHY as
(83a) T˜Y :=
→∏
i∈Y
Γ˜Y (pi) =
⊗̂
i∈Y
p{i} =
⊗˜
i∈Y
p{i} =
⊗
i∈Y
pi.
(Recall that pi = |φ0i 〉〈φ
0
i |− |φ
1
i 〉〈φ
1
i | = aia
†
i −a
†
iai ∈ Ai is the phase operator, see in Section 2.2.)
Applying this twice is the identity, T˜ 2Y = I˜Y , so its eigenvalues are +1 and −1, and the projectors
onto its eigensubspaces in HY are then
(83b) P˜±Y =
1
2
(
I˜Y ± T˜Y
)
,
corresponding to the subspaces of even (+1) and odd (−1) number of fermions
(83c) H±Y =
{
|ψY 〉 ∈ HY
∣∣∣ T˜Y |ψY 〉 = ±|ψY 〉}.
Since pi|φ
νi
i 〉 = (−1)
νi |φνii 〉, these can also be given using the standard basis (3) as
(83d) H±Y = Span
{
|φνY 〉
∣∣∣ (−1)∑i∈Y νi = ±1}.
The subspaces H±Y are called the “physical subspaces” of HY , containing the “physically mea-
ningful state vectors” [17, 63]. The vectors having nonzero projections in both, that is, superpo-
sitions of vectors of even and odd parity, are “nonphysical”.
The local fermion number parity subspaces (inside mode subsets) can also be formulated. Let
us have a partition ξ = {X1, X2, . . . , X|ξ|} ∈ Π(Y ) of a mode subset Y ⊆M . We give the parity
FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE 27
of each mode subset X ∈ ξ by the multi-index ǫ : ξ → {+1,−1}, X 7→ ǫX . Then the projectors
given by (83b) as
(84a) P˜ ǫξ :=
∏
X∈ξ
ι˜X,Y (P˜
ǫX
X ) =
⊗̂
X∈ξ
P˜ ǫXX =
⊗˜
X∈ξ
P˜ ǫXX ,
project onto the subspaces of given ξ-local parity ǫ in HY ,
(84b) Hǫξ =
{
|ψY 〉 ∈ HY
∣∣∣ ∀X ∈ ξ : ι˜X,Y (T˜X)|ψY 〉 = ǫX |ψY 〉} =⊗
X∈ξ
HǫXX ,
using that T˜X P˜
ǫX
X = ǫX P˜
ǫX
X , see (83b). (Note that the operators here are diagonal, therefore
commuting, so, on the one hand, no ordering has to be referred to in (84a); on the other hand,
ι˜X,Y (T˜X) = ιX,Y (T˜X), so ξ-elementary tensors
⊗
X∈ξ |ψX〉 and linearity can be used in the proof
of the last equality in (84b).) These can also be given using the standard basis (3) as
(84c) Hǫξ = Span
{
|φνY 〉
∣∣∣ ∀X ∈ ξ : (−1) ∑i∈X νi = ǫX}.
(For explicit form of these subspaces for few modes, see Appendix C.1.)
6.2. Level II.: Operator algebra. In the operator algebra A˜Y = LinHY of the system, it
is fundamental to consider the parity of a fermionic operator. The fermionic operator parity in
mode subset Y is given by the ∗-automorphism of A˜Y as [3, 42, 44, 45] Θ˜Y := AdT˜Y ∈ B˜Y :=
Lin A˜Y , that is,
(85a) Θ˜Y (A˜Y ) := T˜Y A˜Y T˜
−1
Y .
Applying this twice is the identity, Θ˜Y ◦ Θ˜Y = I˜Y , so its eigenvalues are +1 and −1, and the
projectors onto its eigensubspaces in A˜Y are then
(85b) Π˜±Y =
1
2
(
I˜Y ± Θ˜Y
)
,
corresponding to the subspaces being the linear spans of monomials of even (+1) and odd (−1)
number of fermionic creation and annihilation operators [3, 42, 44, 45]
(85c) A˜±Y =
{
A˜Y ∈ A˜Y
∣∣∣ Θ˜Y (A˜Y ) = ±A˜Y },
since Θ˜Y is a ∗-automorphism, and Θ˜Y (a˜Y,i) = −a˜Y,i. The eigensubspaces (85c) can also be
given using the basis (7b) as
(85d) A˜±Y = Span
{
E˜ν,ν
′
Y
∣∣∣ (−1)∑i∈Y (νi+ν′i) = ±1},
see (8a) and (10b). Note that T˜X , P˜X , I˜X ∈ A˜
+
X .
The main point is that the definitions (85a) and (85c) lead to the commutation or anticom-
mutation with the phase operator T˜Y ,
(86a) A˜Y ∈ A˜
±
Y ⇐⇒ T˜Y A˜Y = ±A˜Y T˜Y .
It easily follows that even operators do not change the fermion number parity while odd operators
do, that is,
(86b) A˜Y ∈ A˜
±
Y ⇐⇒ A˜Y : H
±′
Y −→ H
±±′
Y .
(For the proof, we have A˜Y ∈ A˜
±
Y if and only if T˜Y A˜Y = ±A˜Y T˜Y (by (86a)), which holds if and
only if T˜Y A˜Y |ψY 〉 = ±A˜Y T˜Y |ψY 〉 for all |ψY 〉 ∈ H
±′
Y (since H
+
Y and H
−
Y span HY ), which holds
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if and only if T˜Y A˜Y |ψY 〉 = ± ±
′ A˜Y |ψY 〉 for all |ψY 〉 ∈ H±
′
Y (by (83c)), which is equivalent to
A˜Y |ψY 〉 ∈ H
±±′
Y for all |ψY 〉 ∈ H
±′
Y (by (83c)).)
The subspace A˜+Y is called the “even subspace”, or “physical subspace” of A˜Y , which is also
a subalgebra, containing the “physically meaningful operators” [17, 63, 64], or “observables”. As
we have seen in (86a) and (86b), even, or physical operators do not change the fermion number
parity: fermions can be created or annihilated only in pairs. The subspace A˜−Y is called the “odd
subspace”, or “nonphysical subspace”.
The connection of the fermionic tensor product with the superselection (inside mode subsets)
is as follows. Let us have a partition ξ = {X1, X2, . . . , X|ξ|} ∈ Π(Y ) of a mode subset Y ⊆ M .
We give the parity of each mode subset X ∈ ξ by the multi-index ǫ : ξ → {+1,−1}, X 7→ ǫX .
Then the projectors given by (85b) as
(87a) Π˜ǫξ :=
∏
X∈ξ
ι̂X,Y (Π˜
ǫX
X )
(47c)
=
⊗̂
X∈ξ
Π˜ǫXX =
∏
X∈ξ
ι˜X,Y (Π˜
ǫX
X )
(47b)
=
⊗˜
X∈ξ
Π˜ǫXX ,
project onto the subspaces of given ξ-local parity ǫ in AY ,
(87b) A˜ǫξ =
{
A˜Y ∈ A˜Y
∣∣∣ ∀X ∈ ξ : ι˜X,Y (Θ˜X)(A˜Y ) = ǫXA˜Y } = ⊗˜
X∈ξ
A˜ǫXX ,
using that Θ˜X ◦ Π˜
ǫX
X = ǫXΠ˜
ǫX
X , see (85b). (Recall that the notation on the right-hand side means
only a linear hull of elementary fermionic tensors, see the end of Section 3.1. Note that there is
no need for taking into account the ordering in the writing ι̂X,Y (Π˜
ǫX
X ), contrary to the general
case in (47c), since Π˜ǫXX consists of maps being conjugation by diagonal operators, so Π˜
ǫ
ξ acts in
the same way on arbitrarily ordered fermionic ~ξ-elementary products.) These can also be given
using the standard basis (7b) as
(87c) A˜ǫξ = Span
{
E˜ν,ν
′
Y
∣∣∣ ∀X ∈ ξ : (−1) ∑i∈X(νi+ν′i) = ǫX},
see (8a) and (10b). As special case, let # : X 7→ +1 be the ξ-even parity multi-index, with this,
A˜#ξ is called ξ-locally physical subspace (or ξ-even subspace), which is also a subalgebra. The
physical and nonphysical subspaces can be written as direct sums of the subspaces of given local
parity as
(87d) A˜±Y =
⊕{
A˜ǫξ
∣∣∣ ǫ : (−1)|{X∈ξ | ǫX=−1}| = ±1}.
In particular, for a bipartition ξ = {X, X¯}, we have A˜Y = A˜
++
XX¯
⊕ A˜+−
XX¯
⊕ A˜−+
XX¯
⊕ A˜−−
XX¯
=
A˜+Y ⊕A˜
−
Y . The physical subspace is A˜
+
Y = A˜
++
XX¯
⊕A˜−−
XX¯
, while the subspace A˜−Y = A˜
+−
XX¯
⊕A˜−+
XX¯
is nonphysical, and the ξ-locally physical subspace is A˜#
XX¯
≡ A˜++
XX¯
. (Note that we use a simplified
notation, e.g., A˜++
XX¯
:= A˜
(+,+)
{X,X¯}, omitting the parentheses and colons in the writing of tuples,
since this does not cause confusion. For explicit form of these subspaces for few modes, see
Appendix C.1.)
The one-mode anticommutation relations (6), together with the properties of Θ˜Y , lead to the
commutation/anticommutation of operators of disjoint mode subsets
(88) ι˜X,Y (A˜X)ι˜X¯,Y (B˜X¯) = ±ι˜X¯,Y (B˜X¯)ι˜X,Y (A˜X),
for all A˜X ∈ A˜
ǫX
X and B˜X¯ ∈ A˜
ǫX¯
X¯
, where the lower sign is for the case ǫX = ǫX¯ = −1.
Note that
(89a) T˜r : A˜−Y −→ 0,
FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE 29
see (85d) and the end of Section 2.3, so the fermionic partial trace (35) maps
(89b) T˜rY,X : A˜
±
Y −→ A˜
±
X ,
see (40b). Also, the fermionic canonical embedding (20b) maps to A˜X ⊗˜ A˜
+
X¯
, so
(89c) ι˜X,Y : A˜
±
X −→ A˜
±
Y .
6.3. Level III.: Map algebra. In the algebra B˜Y = Lin A˜Y of the maps of the operator algebra
A˜Y of the system, it is fundamental to consider again a parity-like notion. The fermionic map
parity in mode subset Y is given by the ∗-automorphism of B˜Y as T˜Y := AdΘ˜Y ∈ C˜Y := Lin B˜Y ,
that is,
(90a) T˜Y (Ω˜Y ) := Θ˜Y ◦ Ω˜Y ◦ Θ˜
−1
Y .
Applying this twice is the identity, T˜Y ◦ T˜Y = I˜Y , so its eigenvalues are +1 and −1, and the
projectors onto its eigensubspaces in B˜Y are then
(90b) P˜±Y =
1
2
(˜
IY ± T˜Y
)
,
corresponding to the subspaces
(90c) B˜±Y =
{
Ω˜Y ∈ B˜Y
∣∣∣ T˜Y (Ω˜Y ) = ±Ω˜Y }.
The main point is that the definitions (90a) and (90c) lead to the commutation or anticom-
mutation with the operator parity Θ˜Y ,
(91a) Ω˜Y ∈ B˜
±
Y ⇐⇒ Θ˜Y ◦ Ω˜Y = ±Ω˜Y ◦ Θ˜Y .
It easily follows that even maps do not change the operator parity while odd maps do, that is,
(91b) Ω˜Y ∈ B˜
±
Y ⇐⇒ Ω˜Y : A˜
±′
Y −→ A˜
±±′
Y
(For the proof, we have Ω˜Y ∈ B˜
±
Y if and only if Θ˜Y ◦ Ω˜Y = ±Ω˜Y ◦ Θ˜Y (by (91a)), which holds if
and only if (Θ˜Y ◦ Ω˜Y )(A˜Y ) = ±(Ω˜Y ◦ Θ˜Y )(A˜Y ) for all A˜Y ∈ A˜
±′
Y (since A˜
+
Y and A˜
−
Y span A˜Y ),
which holds if and only if Θ˜Y (Ω˜Y (A˜Y )) = ± ±′ Ω˜Y (A˜Y ) for all A˜Y ∈ A˜±
′
Y (by (85c)), which is
equivalent to Ω˜Y (A˜Y ) ∈ A˜
±±′
Y for all A˜Y ∈ A˜
±′
Y (by (85c)).)
The subspace B˜+Y is called the “even subspace” of B˜Y , which is also a subalgebra. As we have
seen in (91a) and (91b), even maps do not change the fermionic operator parity, that is, the
parity of the number of fermionic creation and annihilation operators in an operator monomial.
In particular, it maps a physical operator to a physical one, which is necessary for representing a
physical process. On the other hand, physical maps can meaningfully be given only for physical
operators, so we call an even map Ω˜X ∈ B˜
+
X physical, if it annihilates odd, or nonphysical
operators, Ω˜X ∈ B˜
+
X and Ω˜X(A˜X) = 0 for all A˜X ∈ A˜
−
X . We call “physical subspace” the
subspace containing these “physically meaningful”, or “physically defined maps”.
The ξ-local properties in B˜Y can also be given, using the fermionic products of maps (43a)-
(43b), in the same way as in A˜Y , see (87).
7. Physics of the fermionic parity superselection
After having written out the necessary definitions in the previous section, here we turn to
the physical reasons for the imposition of the parity superselection, excluding the superposition
of even and odd number of fermions. With the assumption of Lorenz-invariance, the spin-
statistics connection [65–67] revealed that particles of fermionic statistics obey half-integer spin
representation of the rotation group. Then a superposition of even and odd number of fermions
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would be changed more than an overall phase under a 2π rotation (doing nothing) [9, 10, 68–71].
Without the assumption of Lorenz-invariance, only assuming that the laws of physics are the
same for all different observers together with the no-signaling principle, the standard reasoning in
the nonrelativistic context [63, 71, 72] is as follows. Consider two distant fermionic modes, 1 and
2, in the hands of Alice and Bob, respectively. If Bob’s mode would be in the superposition of
empty and occupied states (shortly 1√
2
(id+ f †2 )|00〉 = |0〉
1√
2
(|0〉+ |1〉), where f †i is the fermionic
creation operator and id is the identity), then Alice could instantaneously signal to him, by either
applying the unitary i(f †1 − f1), or doing nothing (for the ticks of pre-synchronized clocks), since
the measurement of the operator 12 (f2 + f
†
2 + id) by Bob would give him 0 or 1, respectively,
with certainty [72].
Imposing the fermion number parity superselection rule means (i) the restriction to the physi-
cally meaningful state vectors H±Y ⊂ HY , not containing even-odd superpositions; (ii) the restric-
tion to the physically meaningful operators A˜+Y ⊂ A˜Y , containing operators not creating even-odd
superpositions (86b); and (iii) the restriction to the physically meaningful maps B˜+Y ⊂ B˜Y , con-
taining maps not creating odd operators out of even ones (91b). In this section, we write out the
tensor product structure arising in the ξ-locally physical subalgebra, making possible to elabo-
rate the notions of locality of operations, as well as independence, correlation and entanglement
of mode subsets.
7.1. Tensor product structure in the ξ-locally physical subalgebra. The most important
consequence of the local parity superselection is that, similarly to the qubit case, the physical
operators of disjoint mode subsets commute,
∀AX ∈ AX , BX¯ ∈ AX¯ :
[
ιX,Y (AX), ιX¯,Y (BX¯)
]
= 0,(92a)
∀A˜X ∈ A˜
+
X , B˜X¯ ∈ A˜
+
X¯
:
[
ι˜X,Y (A˜X), ι˜X¯,Y (B˜X¯)
]
= 0.(92b)
This is because the physical subspace consists of operators of linear combinations of monomials
of even number of fermionic operators, see (8b) and (85d). Here we write out the tensor product
structure in the ξ-locally physical subalgebra A˜#ξ ⊆ A˜
+
Y explicitly, leading to this commutation.
This tensor product structure is given by the unitary U˜~ξ ∈ U(HY ), by which for A˜X ∈ A˜
+
X
for all X ∈ ξ, we can write
(93)
⊗̂
X∈ξ
A˜X = U˜~ξ
(⊗
X∈ξ
A˜X
)
U˜ †~ξ .
(For the proof, by the construction of U˜~ξ, see Appendix C.3. For the explicit form for few modes,
see Appendix C.4.) Recall that
⊗̂
X∈ξ A˜X ≡
∏
X∈ξ ι˜X,Y (A˜X) by (26). It turns out that U˜XX¯ ,
appearing in (22) is just a special case of U˜~ξ for
~ξ = (X, X¯) see in (122a) and (130), however,
the definition (22), leading to U˜XX¯ is meaningful for the whole algebra A˜Y , but the definition
(93) leading to U˜~ξ is meaningful only in the ξ-locally physical subalgebra A˜
#
ξ . Note also that
although U˜~ξ, acting on HY , depends on the ordered partition
~ξ, this is just an artifact of the
representation: the map A˜Y 7→ U˜~ξA˜Y U˜
†
~ξ
, acting on A˜Y , is the same for all orderings of the parts
of ~ξ in the ξ-locally physical subalgebra A˜Y ∈ A˜
#
ξ . This is why we have the unordered product
(arbitrarily ordered product of commuting elements) on the left hand side of (93). In particular,
for the map Λ˜~ξ, given in (28b), we have
(94) Λ˜~ξ
∣∣
A˜#
ξ
= Λ˜~ξ′
∣∣
A˜#
ξ
,
FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE 31
where ~ξ and ~ξ′ are any two differently ordered partitions containing the same parts.
The immediate consequence of (93) is that, for A˜X , B˜X ∈ A˜
+
X for all X ∈ ξ, we have for the
product and ∗-operation that
(95)
⊗̂
X∈ξ
A˜X
⊗̂
X′∈ξ
B˜X′ =
⊗̂
X∈ξ
A˜X B˜X ,
⊗̂
X∈ξ
A˜†X =
(⊗̂
X∈ξ
A˜X
)†
.
In particular, from the first equation in (95), the commutativity (92b) follows directly. From
(95), it directly follows that products of positive physical operators are positive,
(96) 0 ≤ A˜X ∈ A˜
+
X =⇒
⊗̂
X∈ξ
A˜X ≥ 0,
by using (57b). The important point is that without the parity superselection, this is not
necessarily true, the products of canonical embeddings of positive (so self-adjoint) operators can
be not even self-adjoint (so not positive). (For explicit examples, see Appendix C.5.) We will
come back to this issue in Section 7.3, and show some detailed results.
With the (93) tensor product structure in the ξ-locally physical subalgebra, we can also write
out explicitly the fermionic embedding of maps (49c) as, for A˜X ∈ A˜
+
X , B˜X¯ ∈ A˜
+
X¯
, for Ω˜X ∈ B˜
+
X ,
ι̂X,Y (Ω˜X)
(
A˜X ⊗̂ B˜X¯
)
= Ω˜X(A˜X) ⊗̂ B˜X¯ ,(97a)
ι̂X,Y (Ω˜X)
(
B˜X¯ ⊗̂ A˜X
)
= B˜X¯ ⊗̂(Ω˜X(A˜X)),(97b)
ι̂ X¯,Y (Ξ˜X¯)
(
A˜X ⊗̂ B˜X¯
)
= A˜X ⊗̂(Ξ˜X¯(B˜X¯)).(97c)
(This follows simply by the commutativity A˜X ⊗̂ B˜X¯ = B˜X¯ ⊗̂ A˜X , which holds to the physical
operators, applying to the definition (49c).) So ι̂X,Y (Ω˜X) is a strong extension in this restricted
manner, both equalities hold in (56) for the {X, X¯}-locally physical case.
7.2. Tensor product structure for vectors for the ξ-locally physical operators. If the
ξ-locally physical subalgebra is considered only, then we can have a tensor product structure also
in the Hilbert space, written as, for A˜X ∈ A˜
+
X ,
(98a)
(⊗̂
X∈ξ
A˜X
)(⊗̂
X′∈ξ
|ψX′〉
)
:=:
⊗̂
X∈ξ
(
A˜X |ψX〉
)
,
leading to
(98b)
⊗̂
X∈ξ
|ψX〉 = U˜~ξ
(⊗
X∈ξ
|ψX〉
)
by (93). Note that, contrary to the algebra, the ordering in ~ξ is a parameter of the tensor product
structure in the Hilbert space: the transformation |ψY 〉 7→ U˜~ξ|ψY 〉, acting on H˜Y , depends on
the ordering of the parts of ~ξ. However, such ordering ~ξ can be fixed for every partition ξ,
and then can be used for the tensor product structure (93) of the ξ-locally physical subalgebra
A˜#ξ . Without the parity superselection, this could not be done in the whole algebra A˜Y for all
ordering. Another, related point is that the fermionic canonical embeddings (20b) of A˜+X and
A˜+
X¯
can be realized by the same unitary, e.g., fixing ~ξ = (X, X¯), we have
ι˜X,Y
(
A˜X
)
= U˜XX¯
(
A˜X ⊗ I˜X¯
)
U˜ †
XX¯
,(99a)
ι˜X¯,Y
(
B˜X¯
)
= U˜X¯X
(
I˜X ⊗ B˜X¯
)
U˜ †
X¯X
= U˜XX¯
(
I˜X ⊗ B˜X¯
)
U˜ †
XX¯
,(99b)
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see (22), so these act identically on H˜X¯ , respectively H˜X of the U˜XX¯ -transformed H˜Y ,
ι˜X,Y
(
A˜X
)
U˜XX¯
(
|ψX〉 ⊗ |ψX¯〉
)
= U˜XX¯
(
A˜X |ψX〉 ⊗ |ψX¯〉
)
,(100a)
ι˜X¯,Y
(
B˜X¯
)
U˜XX¯
(
|ψX〉 ⊗ |ψX¯〉
)
= U˜XX¯
(
|ψX〉 ⊗ B˜X¯ |ψX¯〉
)
.(100b)
Considering pure states, that is, rank-1 projectors, we have that the parity superselection rule
for pure states is
(101) |ψX〉〈ψX | ∈ A˜
+
X ⇐⇒ |ψX〉 ∈ H
±
X ,
(this follows simply by (83d) and (85d)), that is, a physical pure state is given by a state vector
with well-defined fermion number parity (83c). It is also easy to see by (101) that the product of
canonical embeddings of pure physical states is pure,
(102a) ∀X ∈ ξ, |ψX〉 ∈ H
ǫX
X =⇒
⊗̂
X∈ξ
|ψX〉〈ψX | = |ψY 〉〈ψY | ∈ A˜
+
Y ,
where the joint vector |ψY 〉 can be given by (93) and (98b) as
(102b) |ψY 〉 = U˜~ξ
(⊗
X∈ξ
|ψX〉
)
=
⊗̂
X∈ξ
|ψX〉.
The important point is that without the parity superselection rule, such property would not hold,
the products of canonical embeddings of pure states can be non-pure [44]. (It can be nonpositive,
so not even a state. For explicit example, see Appendix C.5.)
7.3. Independence of mode subsets. Here we present some detailed results on the properties
of fermionic ~ξ-elementary product operators in the general case, that is, without superselection,
which illustrate how superselection fits to the general picture. Let us consider a set of operators
{A˜X 6= 0 | A˜X ∈ A˜X , X ∈ ξ}, and let us denote with m+ :=
∣∣{X ∈ ξ | A˜X ∈ A˜+X}∣∣, m− :=∣∣{X ∈ ξ | A˜X ∈ A˜−X}∣∣ and m0 := ∣∣{X ∈ ξ | A˜X ∈ A˜X \ (A˜+X ∪ A˜−X)}∣∣ the number of even, odd
and neither-even-nor-odd ones, that is, having nonvanishing projection in both subspaces.
First, for self-adjoint operators of well-defined parity, A˜†X = A˜X ∈ A˜
ǫX
X , m0 = 0, we have
(103a)
(⊗̂
X∈~ξ
A˜X
)†
=
⊗̂
X∈~ξ
A˜X ⇐⇒ m− = (0 or 1) (mod 4).
Second, for self-adjoint operators of non-defined parity, A˜†X = A˜X ∈ A˜X , we have
(103b)
(⊗̂
X∈~ξ
A˜X
)†
=
⊗̂
X∈~ξ
A˜X ⇐⇒
(
m0 = 0 and m− = (0 or 1) (mod 4)
)
or
(
m0 = 1 and m− = 0 (mod 4)
)
and, if additionally A˜X ≥ 0, then m− = 0, and
(103c)
⊗̂
X∈~ξ
A˜X ≥ 0 ⇐⇒ m0 = 0 or 1.
From the latter we can recover the known result that product state extension of local states exists
if and only if all of the local states are physical with at most one exception, proven originally in
[44, 45], from which the main idea of the proof of (103c) is taken.
For the proof of (103a),
(⊗̂
X∈~ξ A˜X
)†
=
⊗̂
X∈ ~ξ A˜
†
X (where
~ξ is the reverse ordered ~ξ) which
equals to
⊗̂
X∈~ξ A˜
†
X if and only if no overall −1 sign appears when the ordering of operators
is reversed, see (88). Even operators do not count when swapping neighboring terms (88), the
overall sign comes from swapping odd operators. Having m− odd operators, the number of those
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swappings is (m− − 1) + (m− − 2) + · · ·+ 2 + 1 =
∑m−−1
k=1 k =
1
2m−(m− − 1), which is even, if
and only if m−(m− − 1) = 0 (mod 4), if and only if m− = (0 or 1) (mod 4).
For the proof of (103b), havingm+,m− andm0 even, odd and neither-even-nor-odd operators,
the product of them
⊗̂
X∈~ξ A˜
†
X has components in subspaces of local parity m
′
+ times even and
m′− times odd, such that (m
′
+,m
′
−) = (m+ +m0 − k,m− + k) for k = 0, 1, . . . ,m0. Since these
are orthogonal linear subspaces in A˜Y , the condition (103a) has to hold for all such local parities:
m′− = m− + k := (0 or 1) (mod 4) for all k = 0, 1, . . . ,m0, that is, we have the condition
{m− + k | k = 0, 1, . . . ,m0} ⊆ {0 + 4l, 1 + 4l | l = 0, 1, . . .}.
If m0 = 0, every operator has well-defined parity, then k = 0, and we get back the previous
case, m− = (0 or 1) (mod 4). If m0 = 1, then k = 0, 1, and the condition is {m−,m− + 1} ⊆
{0 + 4l, 1 + 4l | l = 0, 1, . . .} which holds if and only if m− = 0 (mod 4). If m0 ≥ 2, then
k = 0, 1, 2, . . . ,m0, and {m−,m− + 1,m− + 2, . . . ,m− +m0} contains at least three consecutive
numbers, so the condition does not hold.
For the proof of (103c), first note that if A˜X ≥ 0, then T˜r A˜X > 0, so positive semidefinite
operators always have even component, see (89a) (that is, m− = 0); and the question is, how
many of them can have odd component too (that is, what are the possible values ofm0). Without
the loss of generality, assume that the first m0 operators have odd component, A˜Xk /∈ A˜
+
Xk
for
k = 1, 2, . . . ,m0. Take the odd parts of the first two, B˜X1 := A˜
−
X1
:= Π˜−X1 (A˜X1) and B˜X2 :=
A˜−X2 := Π˜
−
X2
(A˜X2), and B˜Xk := I˜Xk for k = 3, 4, . . . , |
~ξ|, by which form B˜Y :=
⊗̂
X∈~ξ B˜X =
A˜−X1 ⊗̂ A˜
−
X2
⊗̂ I˜Y \(X1∪X2). In general, A˜
†
X = A˜X if and only if (A˜
+
X)
† = A˜+X and (A˜
−
X)
† = A˜−X
(because Π˜±X(A˜X)
† = Π˜±X(A˜
†
X), see (85b)). So
B˜†X = B˜X , ∀X ∈ ~ξ,
B˜†Y = I˜Y \(X1∪X2) ⊗̂ A˜
−
X2
⊗̂ A˜−X1 = −B˜Y ,
see (88). In general, C† = ±C if and only if (C |D) ∈ R for all D† = ±D for the same sign.
((C |D) = ±(C† |D) for all D† = D or D† = −D, since both self-adjoint and skew-self-adjoint
operators span the finite dimensional operator algebra; then (C |D) = ±(C† |D) = (C† | ±D) =
(C† |D†) = (C |D)∗ for all D† = ±D for the same sign.) So, forming the inner product(⊗̂
X∈~ξ
A˜X
∣∣∣ B˜Y ) = (A˜X1 ∣∣ B˜X1)(A˜X2 ∣∣ B˜X2) |~ξ|∏
k=3
T˜r A˜Xk
(see (30), and
(
A˜Xk
∣∣ B˜Xk) = T˜r A˜Xk > 0 for k = 3, 4, . . . , |~ξ|), we have that the right-hand side
is real, so
(⊗̂
X∈~ξ A˜X
)†
= −
⊗̂
X∈~ξ A˜X on the left-hand side, leading to that, to have self-adjoint
product
⊗̂
X∈~ξ A˜X , there cannot be two operators A˜X having odd component (so m0 ≤ 1). On
the other hand, if none or one A˜X has odd component (m0 ≤ 1), then all of
{
ι˜X,Y (A˜X)
}
are
commuting pairwise, see (85b), and, due to the existence of a common set of spectral projectors,
their product
→∏
X∈~ξ ι˜X,Y (A˜X) ≡
⊗̂
X∈~ξ A˜X is also positive.
The mode subsets X ∈ ξ are called algebraically independent, if the subalgebras describing
them commute with each other. As we have seen, CAR subalgebras {ι˜X,Y (A˜X)} of disjoint mode
subsets X ∈ ξ do not commute with each other (88), leading to that the mode subsets X ∈ ξ
are not algebraically independent. There is also a weaker concept. The mode subsets X ∈ ξ
are called statistically independent (also called C∗-independent [41, 73, 74]), if for all states of
the mode subsets there exist joint state extensions; that is, for all X ∈ ξ for all ρ˜X ∈ D˜X there
exists ω˜Y ∈ D˜Y , such that T˜rY,X ω˜Y = ˜̺X for all X ∈ ξ. As we have seen, the product extension
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ω˜Y =
⊗̂
X∈ξ ρ˜X would be a joint extension, however, not a joint state extension, since it is not a
state in general, it is not positive semidefinite if ρ˜X ∈ D˜X is not physical for at least two X ∈ ξ,
see (103c). (For explicit example, see Appendix C.5.) Moreover, it can be shown [44] that if
ρ˜X ∈ D˜X are pure for all X ∈ ξ, then there exists no joint state extension if (and only if) at
least two ρ˜X ∈ D˜X are not physical.
7.4. Locality of maps. After constructing maps on mode subset Y from maps on mode subsets
X ∈ ξ, acting properly on fermionic ~ξ-elementary products (42c) at the end of Section 3.5, we
mentioned that the same construction would not act properly on ~ξ′-elementary products, ordered
differently than ~ξ. Having the anticommutation (88), we can now illustrate this, by taking two
anticommuting elements, A˜X1 ∈ A˜
−
X1
, A˜X2 ∈ A˜
−
X2
, a parity changing map Ω˜X1 ∈ B˜
−
X1
, a parity
preserving map Ω˜X2 ∈ B˜
+
X2
, and ~ξ′ = {X2, X1, X3, . . . , X|ξ|}, interchanging the first two mode
subsets only, leading to(⊗̂
X∈~ξ
Ω˜X
)(⊗̂
X∈~ξ′
A˜X
)
=
(⊗̂
X∈~ξ
Ω˜X
)(
A˜X2 ⊗̂ A˜X1 ⊗̂ A˜X3 ⊗̂ . . . ⊗̂ A˜X|ξ|
)
=
(⊗̂
X∈~ξ
Ω˜X
)(
−A˜X1 ⊗̂ A˜X2 ⊗̂ A˜X3 ⊗̂ . . . ⊗̂ A˜X|ξ|
)
= −Ω˜X1(A˜X1) ⊗̂ Ω˜X2(A˜X2) ⊗̂ Ω˜X3(A˜X3) ⊗̂ . . . ⊗̂ Ω˜|ξ|(A˜|ξ|)
= −Ω˜X2(A˜X2) ⊗̂ Ω˜X1(A˜X1) ⊗̂ Ω˜X3(A˜X3) ⊗̂ . . . ⊗̂ Ω˜|ξ|(A˜|ξ|)
= −
⊗̂
X∈~ξ′
Ω˜X(A˜X)
From this, it is also clear that for general maps Ω˜X for all X ∈ ξ, one cannot form Ω˜Y , which
would act as Ω˜Y
(⊗̂
X∈~ξ′ A˜X
)
=
⊗̂
X∈~ξ Ω˜X(A˜X) for all ~ξ ordering of ξ. However, it can be done
for even maps.
A special case of the above is that of the fermionic map embedding (49c). At the end of
Section 3.6, we mentioned that it is not a strong extension, the second equality does not hold in
(56). Having the anticommutation (88), we can now illustrate this, by taking two anticommuting
elements, A˜X ∈ A˜
−
X , A˜X¯ ∈ A˜
−
X¯
, and a parity changing map Ω˜X ∈ B˜
−
X , leading to
ι̂X,Y (Ω˜X)(B˜X¯ ⊗̂ A˜X) = (Ω˜X ⊗̂ I˜X¯)(−A˜X ⊗̂ B˜X¯) = −Ω˜X(A˜X) ⊗̂ B˜X¯ = −B˜X¯ ⊗̂ Ω˜X(A˜X).
From this, it is also clear that for general maps Ω˜X , one cannot form strong extension over the
whole algebra.
Turning to even maps, first, the product
⊗̂
X∈~ξ Ω˜X of the even map Ω˜X ∈ B˜
+
X act properly
on ~ξ′-elementary products of different ordering as ~ξ,
(104)
(⊗̂
X∈~ξ
Ω˜X
)(⊗̂
X∈~ξ′
A˜X
)
=
⊗̂
X∈~ξ′
Ω˜X(A˜X).
Indeed, for operators of well-defined parity A˜X ∈ A˜
ǫX
X , the same overall sign appears in the two
steps in the calculation(⊗̂
X∈~ξ
Ω˜X
)(⊗̂
X∈~ξ′
A˜X
)
=
(⊗̂
X∈~ξ
Ω˜X
)(
±
⊗̂
X∈~ξ
A˜X
)
= ±
⊗̂
X∈~ξ
Ω˜X(A˜X) = (±)
2
⊗̂
X∈~ξ′
Ω˜X(A˜X)
since Ω˜X does not change the parity. Then (104) follows by linearity.
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As a special case of the above, the fermionic embedding ι̂X,Y (Ω˜X) of the even map Ω˜X ∈ B˜
+
X
is a strong extension for the whole algebra A˜Y (not only on the {X, X¯}-physical subalgebra
A˜#
XX¯
, as we have seen (97a)-(97b) in Section 7.1), since in this case not only (56a) holds, but
there is equality also in (56b), that is, for A˜X ∈ A˜X , B˜X¯ ∈ A˜X¯ , and for Ω˜X ∈ B˜
+
X ,
ι̂X,Y (Ω˜X)
(
A˜X ⊗̂ B˜X¯
)
= Ω˜X(A˜X) ⊗̂ B˜X¯ ,(105a)
ι̂X,Y (Ω˜X)
(
B˜X¯ ⊗̂ A˜X
)
= B˜X¯ ⊗̂(Ω˜X(A˜X)).(105b)
Indeed, for A˜X ∈ A˜
ǫX
X , B˜X¯ ∈ A˜
ǫX¯
X¯
, we have
ι̂X,Y (Ω˜X)
(
B˜X¯ ⊗̂ A˜X
)
= ±ι̂X,Y (Ω˜X)
(
A˜X ⊗̂ B˜X¯
)
= ±Ω˜X(A˜X) ⊗̂ B˜X¯ = (±1)
2B˜X¯ ⊗̂ Ω˜X(A˜X)
where the lower sign is for the case ǫX = ǫX¯ = −1 (two nonphysical operators anticommute),
and Ω˜X ∈ B˜
+
X does not change the parity (91b), Ω˜X(A˜X) ∈ A˜
ǫX
X .
As we have mentioned in Section 6.3, in a strict sense, a map can be defined physically
meaningfully only for physical operators A˜+X . On the other hand, by the embedding ι̂X,Y , due
to (105), an even map Ω˜X ∈ B˜
+
X can act on odd-odd parts of a physical operator of a larger
mode subset, as A˜+Y = A˜
++
XX¯
⊕ A˜−−
XX¯
, and, in principle, its effect on odd-odd operators can
be completely independent of its effect on even-even operators, which has consequences for the
notion of local maps.
In the theory of correlation and entanglement, the characterization with respect to local maps
is essential. In the laboratory, only physical maps can be performed, for which we have the
embedding above, working as a strong extension (105). However, using a single physical Ω˜X can
be too restrictive for the definition of locality, so we call a map X-local for a subset of modes
X ⊆ Y , if it is of the form
(106a) Ω˜Y = ι̂X,Y (Ω˜X) + Ξ˜Y
with the physical map Ω˜X and the physical map Ξ˜Y such that Ξ˜Y (A˜Y ) = 0 for all A˜Y ∈ A˜
++
XX¯
;
and we call a map ξ-local for a partition ξ of Y , if it is of the form
(106b) Ω˜Y =
⊗̂
X∈ξ
Ω˜X + Ξ˜Y
with physical maps Ω˜X ∈ B˜
+
X , and the physical map Ξ˜Y , such that Ξ˜Y (A˜Y ) = 0 for all A˜Y ∈ A˜
#
ξ .
With these we have that ξ-local maps are generated by X-local maps (where X ∈ ξ), and X-
local maps are the special cases of ξ-local maps (where X ∈ ξ). The maps Ξ˜Y are somewhat
arbitrary, containing the operations which we cannot handle locally, since these act on operators
having no physical parts locally. The definition of X-local maps leads to that these are also
strong extensions if this is understood only for locally physical operators. Special cases are when
Ξ˜Y = 0 (such X-local maps annihilate A˜
−−
XX¯
), or when Ξ˜Y = I˜Y |A˜−−
XX¯
(such X-local maps do not
change A˜−−
XX¯
). When a local map acts nontrivially also on A˜−X (one may think of some unitary
conjugation in X), this action can also be given by the help of Ξ˜Y .
Trace preserving completely positive (TPCP) ξ-local maps are called ξ-local operations (ξ-LO).
ξ-local operations and classical communications (ξ-LOCC) can also be formulated in the usual
way. That is, when the application of ξ-LOs may depend on outcomes of measurements performed
locally, that is, described by X-local TPCP maps Ω˜Y =
∑
m Ω˜Y,m, where the measurement
outcomes are given by X-local trace nonincreasing CP maps Ω˜Y,m.
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7.5. Fermionic correlation and entanglement under parity superselection. Turning to
quantum states, let us use the notations D˜+Y := D˜Y ∩ A˜
+
Y for the physical states, and D˜
#
ξ :=
D˜Y ∩ A˜
#
ξ for the ξ-locally physical states.
Making use of the fermionic parity superselection, for the definition of ξ-uncorrelated mode
subsets, we expect factorizing expectation values again, however, this time not for all ~ξ-elementary
product operators, but only for ξ-locally physical ones. Expressing these with the Hilbert-
Schmidt inner product (1) and the state ρ˜Y ∈ D˜
+
Y , we have the following definition for the
ξ-uncorrelated states
(107) ∀X ∈ ξ, ∀A˜X ∈ A˜
+
X :
(
ρ˜Y
∣∣∣ ⊗̂
X∈ξ
A˜X
)
:=
∏
X∈ξ
(
ρ˜X
∣∣ A˜X),
where ρ˜X = T˜rY,X(ρ˜Y ) is the fermionic reduced state (63), (65). The difference between this and
(77) is in that this condition is given only for physical operators, so only for the ξ-even subspace
A˜#ξ . Because of this, the step from (78) to (79) in the derivation in Section 5.2 cannot be done,
we have the result on the ξ-even subspace only. This leads to the set of ξ-uncorrelated physical
states of mode subset Y as
(108a) D˜+ξ-unc :=
{
ρ˜Y ∈ D˜
+
Y
∣∣∣ Π˜#ξ (ρ˜Y ) = ⊗̂
X∈ξ
T˜rY,X(ρ˜Y )
}
,
using the projector (87a). (This is the multipartite generalization of the state set P1π in
[17].) Note that if ρ˜Y ∈ D˜
+
Y , then T˜rY,X(ρ˜Y ) ∈ D˜
+
X for all X ∈ ξ because of (89b), then⊗̂
X∈ξ T˜rY,X(ρ˜Y ) ∈ D˜
#
ξ , because of (89c) and (26), this is why Π˜
#
ξ could be dropped on the right-
hand side of the condition. On the other hand,
⊗̂
X∈ξ T˜rY,X(Π˜
#
ξ ρ˜Y ) =
⊗̂
X∈ξ Π˜
+
X T˜rY,X(ρ˜Y ) =
Π˜#ξ
⊗̂
X∈ξ T˜rY,X(ρ˜Y ) =
⊗̂
X∈ξ T˜rY,X(ρ˜Y ), by (87a), so these are the physical states which are
product in the ξ-locally physical subspace. There is no restriction on the other ξ-local parity
subspaces of D˜+Y . Although these states cannot be prepared from pure product physical states
(product physical states are ξ-locally physical) by ξ-LO in general, the correlations in these
states cannot be accessed by ξ-LO. The other states are ξ-correlated physical ones, contained in
D˜+Y \ D˜
+
ξ-unc.
We can write also the states which can be prepared from pure product physical states by
ξ-LO, leading to the set of ξ-product physical states of mode subset Y as
D˜#ξ-unc :=
{
ρ˜Y ∈ D˜
+
Y
∣∣∣ ρ˜Y = ⊗̂
X∈ξ
T˜rY,X(ρ˜Y )
}
⊂ D˜#ξ .(108b)
(This is the multipartite generalization of the state set P3π in [17].) The inclusion follows from
the same reasoning as above. It can also be seen that ξ-LO-preparable (ξ-product) states are
ξ-uncorrelated,
(109) D˜#ξ-unc ⊆ D˜
+
ξ-unc.
Note that if ρ˜Y ∈ D˜
+
Y , and ρ˜Y ∈ D˜ξ-unc, see (80), then ρ˜Y ∈ D˜
#
ξ-unc because of (103c), so we
have D˜#ξ-unc = D˜ξ-unc∩D˜
+
Y . The difference between D˜
#
ξ-unc and D˜ξ-unc is restricted to nonphysical
subspaces A˜ǫξ which have exactly one nonphysical part, see (103c), that is, when ǫ is such that
|{X ∈ ξ | ǫX = −1}| = 1.
We can write the statistical mixtures of ξ-uncorrelated states as
(110a) D˜+ξ-sep = Conv D˜
+
ξ-unc.
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(This is the multipartite generalization of the state set S1π in [17].)
A mode subset Y ⊆ M is separable with respect to the partition ξ ∈ Π(Y ), if it can be
prepared by the use of ξ-LOCC only from uncorrelated ξ-local sources. So the set of ξ-separable
physical states of mode set Y is
(110b) D˜#ξ-sep = Conv D˜
#
ξ-unc.
(This is the multipartite generalization of the state set S3π in [17].) The other states are ξ-
entangled physical ones, contained in D˜+Y \D˜
#
ξ-sep; to prepare them, some quantum communication
(quantum interaction) is needed among the mode subsets. It can also be seen that ξ-LOCC-
preparable states are mixtures of ξ-uncorrelated states,
(111) D˜#ξ-sep ⊆ D˜
+
ξ-sep,
following from (109).
Summing up, we have seen that the two characteristic properties of correlation and of en-
tanglement are split up [17]. For correlation, factorizing expectation values of ξ-locally physical
quantities (no correlation) (108a) leads to weaker condition than ξ-LO-preparability (product-
ness) (108b). Similarly for entanglement, statistical mixtures of uncorrelated modes (110a) leads
to a weaker condition than ξ-LOCC-preparability (separability) (110b).
8. Summary
The operator algebra of n fermionic modes is isomorphic to that of n-qubit systems, the
difference between them is twofold: the embedding of subalgebras corresponding to mode subsets
and multiqubit subsystems on the one hand, and the fermionic parity superselection on the other.
In this work, these two points were discussed extensively, and illustrated in the Jordan-Wigner
representation. Summing up, we emphasize the main points here.
In Section 2, we recalled the Jordan-Wigner representation of fermionic modes. Because of the
anticommutation of the fermionic operators, the fermionic occupation cannot be encoded locally
into qubits, as can be seen in the form Γ˜Y of Jordan-Wigner representation (7b). Two bases
(7) are defined in the operator algebra, which are natural in the qubit and fermionic cases (8),
leading to two isomorphic algebras AY and A˜Y . The map ΦY connects the two bases (10), it is
unitary (11), and although it is not a ∗-algebra isomorphism, it connects the products of qubit
and (ordered) fermionic operators (13), so it respects the subsystem/mode-subset structure. One
can think of the effect of Φ−1Y as transforming out the fermionic nature of the operators, leaving
only the quantum information about the occupation structure. However, one should be careful
with this interpretation, since ΦY is not positive, and not even self-adjointness preserving.
In Section 3, we have constructed some advanced tools for the Jordan-Wigner representation.
The way of this turned out to be mainly (i) transforming out the fermionic nature of the operators
by Φ−1Y , so that only the occupation properties of the modes remain, (ii) then applying the
standard tool for the occupation properties, using the natural tensor product structure for qubits,
(iii) then transforming back by ΦY . Based on analogy with the standard basis, by the fermionic
basis we have constructed the fermionic tensor product (14b) through the unitary map Ψ˜ξ (15b);
the fermionic canonical embedding (20b), being the generalization of Γ˜Y (24); the fermionic
partial trace (34b), (38b), being the ΦY -adjoined vision of the qubit partial trace (35); the
fermionic product of maps (42b)-(42c); and the fermionic embedding of maps (48b)-(48c).
Fermionic systems are usually treated in the algebraic way, when the algebra of the whole
system is considered, then subalgebras describing the subsystems are characterized. Here we
have followed the opposite way, when the algebra of the system is built up from the algebras of
the subsystems, analogously to the qubit case, where this is made possible by the tensor product
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structure, being present naturally in qubit systems. So it is important to emphasize again that
the operation which we call fermionic tensor product for convenience is not a proper tensor
product, it obeys only the linear but not the algebraic properties. Also, the fermionic tensor
product ⊗˜ (15) and the usual product of canonical embeddings ⊗̂ (26) are different in general,
connected by the unitary map Λ˜~ξ (28b). The exception is the case of partitions containing
subsets of neighboring modes, ordered accordingly to the Jordan-Wigner ordering, considered
always in the literature, when Λ˜~ξ is the identity map (32b). Another important point is that,
since there is no proper tensor product structure compatible with the mode subalgebra structure,
the fermionic product and embedding of maps constructed are not canonical. Nevertheless, the
practical importance of these constructions is that they provide ways of writing maps acting on
mode subsets, (43a)-(43b), (48b)-(48c), by Ψ˜ξ and Λ˜~ξ.
From a technical point of view, this formalism, by ΦY , Ψ˜ξ and Λ˜~ξ, provides a very convenient
way of book-keeping fermionic phase factors, coming from the anticommutation of the fermionic
creation and annihilation operators. It allows to handle arbitrary mode subsets and arbitrary
partitionings in a uniform way, without the need for ad hoc reordering of the modes. The
resulting formulas (10c) and (125b) are easy to implement also in numerical program packages,
where concrete matrices and Kronecker products are employed instead of abstract generated
algebras.
In Section 4, we have considered states and reduced states in the qubit and fermionic cases.
We have shown that, as the qubit reduced states (60) are given by the usual partial trace (34a),
the fermionic reduced states (63) are given by the fermionic partial trace (34b), (65). This is
because the state reduction, given by the partial traces, is the adjoint map of the state extension,
given by the canonical embeddings in both cases (36). An important, out-of-the-box result is
the calculation of the fermionic reduced density matrices (69a) (Appendix B.7), using the phase
factors (10c). The fermionic partial trace turns out then to be a trace preserving completely
positive map, since the state reduction (63) itself has this property. Note that states, as positive
normalized linear functionals, could be written without the fermion number parity superselection.
Superselection is needed for joint state extensions, independence of mode subsets and locality of
maps.
In Section 5, we have considered correlation and entanglement of qubits and of fermionic
modes without the fermion number parity superselection. For qubits, we recalled that factorizing
expectation values of local operators (no correlation), productness and LO-preparability coincide
(75), as well as mixability from uncorrelated systems and LOCC-preparability (separability)
coincide (76). For fermionic systems, factorizing expectation values of operators of disjoint mode
subsets (no correlation) and productness (80), as well as mixability from uncorrelated systems
(81) could be defined; however, these could not be interpreted as LO- or LOCC-preparability,
since locality could not be defined at that point, without parity superselection.
In Section 6, we have written out some tools for the fermion number parity superselection. We
have done this on the level of Hilbert spaces, operator algebras and map algebras. The supers-
election leads to subspaces H±Y of vectors of well-defined fermion-number parity in the Hilbert
space (83c); subspaces A˜±Y of operators of well-defined fermion-operator parity in the operator
algebra (85c), containing operators which preserve (even) or alter (odd) the fermion-number
parity (86b); subspaces B˜±Y of maps of well-defined fermion-map parity in the map algebra (90c),
containing maps which preserve (even) or alter (odd) the fermion-operator parity (91b). On
the level of maps, we have made another distinction, being important conceptionally: the even
maps annihilating odd operators are the physical maps. This restriction is given because a map
can be given physically meaningfully only for even operators. Note that different embeddings
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into physical maps of larger mode subsets make possible the action on globally even, locally odd
operators of A˜−−
XX¯
.
In Section 7, we have considered the consequences of the fermion number parity superselection.
We have written out the tensor product structure in the ξ-locally physical subalgebra explicitly
(93), (98b), the independence of mode subsets, the locality of maps and the notions of correlation
and entanglement.
Imposing the parity superselection, which establishes the commutation of subalgebras descri-
bing disjoint mode subsets, leads to the tensor product structure (93) in the ξ-locally physical
subalgebra A˜#ξ . This also restores the ∗-algebraic properties of ⊗̂ (95), (96), and makes the
fermionic map embedding (48c) a strong extension (105) for even maps for the whole algebra.
The tensor product structure in the algebra A˜#ξ gives rise to a tensor product structure in the
Hilbert space, which works only if the action of the ξ-locally physical subalgebra A˜#ξ is conside-
red. In this case, one can also express the joint state vector (102b) of pure states given by local
state vectors (102a).
Without the parity superselection, the algebraic independence (commutativity) of CAR sub-
algebras of disjoint mode subsets does not hold. Neither does the weaker statistical independence
hold, which means the lack existence of joint state extensions, since there exist states of disjoint
mode subsets, for which there exists no product state extension [41]. We have given a slightly
modified proof of the result (103c) that the existence of joint extension is guaranteed if all the
states are physical, with at most one exception [44]. It is also known that two nonphysical
states may not have symmetric purification (pure state extension of the same non-zero part of
spectrum) [43]. We note that these nonindependence results recalled here have far-reaching con-
sequences for entropic quantities, which are often used for the quantification of correlation and
entanglement. For example, the triangle inequality for the von Neumann entropy does not hold
in general [41], and, although the strong subadditivity (SSA) of the von Neumann entropy still
holds for the general case [42], the so called MONO-SSA, which is equivalent by purification
to SSA for the qubit case, does not hold [43]. Such phenomena were also noticed later in the
literature [30], and can be avoided by imposing the parity superselection, establishing not only
statistical but also algebraic independence.
In the theory of correlation and entanglement, the characterization of these notions with
respect to local maps is essential. The tensor product structure (93) is given only in the ξ-locally
physical subalgebra A˜#ξ ⊆ A˜
+
Y of the whole physical subalgebra. The appearance of subspaces
like A˜−−+···+X1X2X3...X|ξ| ⊆ A˜
+
Y leads to conceptional novelties of the notions of fermionic correlation
and entanglement, even for globally physical states. By the superselection, X-local (106a) and
ξ-local (106b) maps can be defined as the embeddings (48c), (105) and products (42c) (104) of
physical maps, supplemented by physical maps acting on globally even operators having locally
odd components. Sticking to physical maps (even maps annihilating odd operators) is of central
importance, as only physical maps can be performed in the laboratory.
We have also considered correlation and entanglement of fermionic modes with the fermion
number parity superselection. We recovered that the two characteristic properties of correlation
and of entanglement are split up [17]. For correlation, factorizing expectation values of ξ-locally
physical quantities (no correlation) (108a) leads to weaker condition than ξ-LO-preparability
(productness) (108b). Similarly for entanglement, statistical mixtures of uncorrelated modes
(110a) leads to a weaker condition than ξ-LOCC-preparability (separability) (110b).
Finally, it is natural to ask, at least for typographic reasons, what if ⊗˜ would be used instead
of ⊗̂ in the definitions of correlation and entanglement? That is, can these be formulated in
terms of fermionic tensors, instead of the usual algebraic point of view, used above? The short
answer is no. Although the definitions in Section 7.5 and in Section 5.2 could be repeated with
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⊗˜ instead of ⊗̂, the problem is that for A˜X ≥ 0, the fermionic tensor product
⊗˜
X∈ξ(A˜X) is
not necessarily positive, not even for A˜X ∈ A˜
+
X . Although this could be handled by redefining
positivity with Λ˜~ξ, but this would be
~ξ-dependent in general, and ξ-dependent in A˜#ξ , so it could
hardly carry any meaning more than a transformation of the original approach.
In conclusion, we would like to emphasize again the nonlocal properties of CAR algebraic
description of fermionic systems and the conceptual relevance of the fermion number parity
superselection, which could be out of scope of some parts of the quantum information community.
These fundamental concepts are inevitable for the physically correct investigation of fermionic
systems, and future research in this topic should necessarily rely on these.
Acknowledgment
This research project was supported by the National Research, Development and Innova-
tion Fund of Hungary within the Researcher-initiated Research Program (Sz.Sz., O¨.L and G.B.,
project Nr: NKFIH-K120569, Z.Z. project Nr: NKFIH-K124152, NKFIH-K124176, NKFIH-
KH129601) and within the Quantum Technology National Excellence Program (Sz.Sz., Z.Z.,
O¨.L. and G.B., project Nr: 2017-1.2.1-NKP-2017-00001); by the Hungarian Academy of Sciences
within the “Lendu¨let” Program (Sz.Sz., O¨.L. and G.B.), and within the Ja´nos Bolyai Research
Scholarship (Sz.Sz., Z.Z. and G.B.); by the Ministry for Innovation and Technology within the
U´NKP-19-4 New National Excellence Program (Sz.Sz. and Z.Z.); by the Deutsche Forschungs-
gemeinschaft (DFG, German Research Foundation) within Grant SCHI 1476/1-1 (C.S.); by the
Munich Center for Quantum Science and Technology (C.S.); and by the Wolfson College Oxford
(C.S.). The research project was carried out partially during a stay in the inspiring working en-
vironment of the Erwin Schro¨dinger International Institute for Mathematics and Physics (ESI)
of the University of Vienna (Sz.Sz. and Z.Z.). The support of various coffee machines around
the world is gratefully acknowledged (Sz.Sz. and Z.Z.).
FERMIONIC SYSTEMS FOR QUANTUM INFORMATION PEOPLE 41
Appendix A. On the Jordan-Wigner representation
A.1. Identities for the Jordan-Wigner representation. First, for mode i ∈ M , we have
for the phase operator that
Eν,ν
′
i p
µ
i
(2)
= |φνi 〉〈φ
ν′
i |
(
|φ0i 〉〈φ
0
i |+ (−1)
µ|φ1i 〉〈φ
1
i |
)
= (−1)ν
′µ|φνi 〉〈φ
ν′
i | = (−1)
ν′µEν,ν
′
i .
(112)
Using this, we begin with deriving some basic identities as finger-exercises, gradually from simpler
to involved. We will use the multi-index notation, introduced in the main text.
For operators given on the whole subsystem, or mode subset Y ⊆M ,
(113a) Eµ,µ
′
Y
(7a)
=
∏
i∈Y
ΓY (E
µi,µ
′
i
i )
(4a)
=
∏
i∈Y
(⊗
k∈Y
k<i
Ik ⊗ E
µi,µ
′
i
i ⊗
⊗
k∈Y
i<k
Ik
)
=
⊗
i∈Y
E
µi,µ
′
i
i ,
being just the standard multipartite basis, and, for the fermionic case,
E˜µ,µ
′
Y
(7b)
=
→∏
i∈Y
Γ˜Y (E
µi,µ
′
i
i )
(4b)
=
→∏
i∈Y
(⊗
k∈Y
k<i
p
µi+µ
′
i
k ⊗ E
µi,µ
′
i
i ⊗
⊗
k∈Y
i<k
Ik
)
=
⊗
i∈Y
(
E
µi,µ
′
i
i
∏
k∈Y
i<k
p
µk+µ
′
k
i
)
=
⊗
i∈Y
(
E
µi,µ
′
i
i p
∑
k∈Y,i<k
(µk+µ
′
k)
i
)
(112)
=
⊗
i∈Y
(
E
µi,µ
′
i
i (−1)
µ′i
∑
k∈Y,i<k
(µk+µ
′
k)
)
= (−1)
∑
i∈Y
µ′i
∑
k∈Y,i<k
(µk+µ
′
k)⊗
i∈Y
E
µi,µ
′
i
i .
(113b)
On the other hand, for operators given on a subsystem, or mode subset X ⊆ Y ⊆M ,
(113c)
∏
j∈X
ΓY (E
µj ,µ
′
j
j )
(4a)
=
∏
j∈X
(⊗
k∈Y
k<j
Ik ⊗ E
µj ,µ
′
j
j ⊗
⊗
k∈Y
j<k
Ik
)
=
⊗
j∈X
E
µj ,µ
′
j
j ⊗
⊗
k∈X¯
Ik,
and, for the fermionic case,
→∏
j∈X
Γ˜Y (E
µj ,µ
′
j
j )
(4b)
=
∏
j∈X
(⊗
k∈Y
k<j
p
µj+µ
′
j
k ⊗ E
µj ,µ
′
j
j ⊗
⊗
k∈Y
j<k
Ik
)
=
⊗
j∈X
(
E
µj ,µ
′
j
j
∏
l∈X
j<l
p
µl+µ
′
l
j
)
⊗
⊗
k∈X¯
(
Ik
∏
l∈X
k<l
p
µl+µ
′
l
k
)
=
⊗
j∈X
(
E
µj ,µ
′
j
j p
∑
l∈X,j<l
(µl+µ
′
l)
j
)
⊗
⊗
k∈X¯
p
∑
l∈X,k<l
(µl+µ
′
l)
k
(112)
=
⊗
j∈X
(
E
µj ,µ
′
j
j (−1)
µ′j
∑
l∈X,j<l
(µl+µ
′
l)
)
⊗
⊗
k∈X¯
p
∑
l∈X,k<l
(µl+µ
′
l)
k
= (−1)
∑
j∈X
µ′j
∑
l∈X,j<l
(µl+µ
′
l)⊗
j∈X
E
µj ,µ
′
j
j ⊗
⊗
k∈X¯
p
∑
l∈X,k<l
(µl+µ
′
l)
k .
(113d)
(We use the convention that the empty product is the identity.)
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Now we obtain the expansion coefficients in the standard basis (7a). First,(
Eν,ν
′
Y
∣∣∣Eµ,µ′Y )(113a)= (⊗
i∈Y
E
νi,ν
′
i
i
∣∣∣ ⊗
j∈Y
E
µj ,µ
′
j
j
)
(18a)
=
∏
i∈Y
(
E
νi,ν
′
i
i
∣∣∣Eµj ,µ′jj ) = δν,µδν′,µ′ ,(114a)
which is just the orthonormality of the standard multipartite basis, and, for the fermionic case,
(
Eν,ν
′
Y
∣∣∣ E˜µ,µ′Y )(113a)(113b)= (−1) ∑j∈Y µ′j ∑k∈Y,j<k(µk+µ′k)(⊗
i∈Y
E
νi,ν
′
i
i
∣∣∣ ⊗
j∈Y
E
µj ,µ
′
j
j
)
(114a)
= (−1)
∑
i∈Y
µ′i
∑
k∈Y,i<k
(µk+µ
′
k)
δν,µδν
′,µ′ .
(114b)
On the other hand, for an X ⊆ Y ⊆M ,
(
Eν,ν
′
Y
∣∣∣ ∏
j∈X
ΓY (E
µj ,µ
′
j
j )
)(113a)
(113c)
=
(⊗
i∈Y
E
νi,ν
′
i
i
∣∣∣ ⊗
j∈X
E
µj ,µ
′
j
j ⊗
⊗
k∈X¯
Ik
)
(18a)
=
∏
j∈X
(
E
νj ,ν
′
j
j
∣∣∣Eµj ,µ′jj ) ∏
k∈X¯
(
E
νk,ν
′
k
k
∣∣∣ Ik) = δνX ,µX δν′X ,µ′X δνX¯ ,ν′X¯ ,(114c)
and, for the fermionic case,(
Eν,ν
′
Y
∣∣∣ →∏
j∈X
Γ˜Y (E
µj ,µ
′
j
j )
)
(113a)
(113d)
= (−1)
∑
j∈X
µ′j
∑
l∈X,j<l
(µl+µ
′
l)
(⊗
i∈Y
E
νi,ν
′
i
i
∣∣∣ ⊗
j∈X
E
µj ,µ
′
j
j ⊗
⊗
k∈X¯
p
∑
l∈X,k<l
(µl+µ
′
l)
k
)
(18a)
= (−1)
∑
j∈X
µ′j
∑
l∈X,j<l
(µl+µ
′
l) ∏
j∈X
(
E
νj ,ν
′
j
j
∣∣∣Eµj ,µ′jj ) ∏
k∈X¯
(
E
νk,ν
′
k
k
∣∣∣ p ∑l∈X,k<l(µl+µ′l)k )
(112)
= (−1)
∑
j∈X
µ′j
∑
l∈X,j<l
(µl+µ
′
l)
δνX ,µX δν
′
X ,µ
′
X (−1)
∑
k∈X¯
ν′k
∑
l∈X,k<l
(µl+µ
′
l)
δνX¯ ,ν
′
X¯
= (−1)
∑
i∈Y
ν′i
∑
l∈X,i<l
(νl+ν
′
l)
δνX ,µXδν
′
X ,µ
′
X δνX¯ ,ν
′
X¯
= (−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)
δνX ,µXδν
′
X ,µ
′
X δνX¯ ,ν
′
X¯ .
(114d)
Summarizing the findings, we have(
Eν,ν
′
Y
∣∣∣Eµ,µ′Y )(114a)= δν,µδν′,µ′ ,(115a) (
Eν,ν
′
Y
∣∣∣ E˜µ,µ′Y )(114b)= fν,ν′Y δν,µδν′,µ′ ,(115b) (
Eν,ν
′
Y
∣∣∣ ∏
j∈X
ΓY (E
µj ,µ
′
j
j )
)
(114c)
= δνX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯ ,(115c)
(
Eν,ν
′
Y
∣∣∣ →∏
j∈X
Γ˜Y (E
µj ,µ
′
j
j )
)
(114d)
= fν,ν
′
Y δ
νX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯ ,(115d)
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with the phase factor
(116a) fν,ν
′
Y = (−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)
,
which can also be written for all partitions ξ ∈ Π(Y ) as
(116b) fν,ν
′
Y = (−1)
∑
X,X′∈ξ
∑
i∈X
ν′i
∑
k∈X′ ,i<k
(νk+ν
′
k)
.
A.2. Phase factors for few modes. Here we show the phase factors fν,ν
′
Y , given in (116a),
for small mode subsets Y ⊆ M . They are written in matrices indexed with multi-indices νY =
(ν1, ν2, . . .) ordered lexicographically with respect to the Jordan-Wigner ordering of the modes.
For |Y | = 2, we have
f{1,2} =
[+ + + −
+ + − +
+ + + −
+ + − +
]
.
For |Y | = 3, we have
f{1,2,3} =

+ + + − + − − −
+ + − + − + − −
+ + + − − + + +
+ + − + + − + +
+ + + − + − − −
+ + − + − + − −
+ + + − − + + +
+ + − + + − + +
 .
For |Y | = 4, we have
f{1,2,3,4} =

+ + + − + − − − + − − − − − − +
+ + − + − + − − − + − − − − + −
+ + + − − + + + − + + + − − − +
+ + − + + − + + + − + + − − + −
+ + + − + − − − − + + + + + + −
+ + − + − + − − + − + + + + − +
+ + + − − + + + + − − − + + + −
+ + − + + − + + − + − − + + − +
+ + + − + − − − + − − − − − − +
+ + − + − + − − − + − − − − + −
+ + + − − + + + − + + + − − − +
+ + − + + − + + + − + + − − + −
+ + + − + − − − − + + + + + + −
+ + − + − + − − + − + + + + − +
+ + + − − + + + + − − − + + + −
+ + − + + − + + − + − − + + − +

.
A.3. On the explicit formula of the basis transformation. Here we show the derivation
of (10a)-(10c), which is simply
(117) E˜ν,ν
′
Y =
∑
µ,µ′
(
Eµ,µ
′
Y
∣∣∣ E˜ν,ν′Y )Eµ,µ′Y (115b)= fν,ν′Y Eν,ν′Y .
A.4. On the product property of the basis transformation. Here we show the derivation
of (13),
∀
{
Aj
∣∣ j ∈ X} : ΦY (∏
j∈X
ΓY (Aj)
)
=
→∏
j∈X
ΦY
(
ΓY (Aj)
)
for the mode subsets X ⊆ Y ⊆M , which holds if and only if it holds for the basis elements (2),
∀µX ,µ
′
X : ΦY
(∏
j∈X
ΓY (E
µj ,µ
′
j
j )
)
=
→∏
j∈X
ΦY
(
ΓY (E
µj ,µ
′
j
j )
)
,
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because of linearity. Let us start with the left hand side
ΦY
(∏
j∈X
ΓY (E
µj ,µ
′
j
j )
)
(115c)
= ΦY
(∑
ν,ν′
δνX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯Eν,ν
′
Y
)
=
∑
ν,ν′
δνX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯ΦY
(
Eν,ν
′
Y
)
(10a)
=
∑
ν,ν′
δνX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯ E˜ν,ν
′
Y
(7b)
=
∑
ν,ν′
δνX ,µX δν
′
X ,µ
′
X δνX¯ ,ν
′
X¯
→∏
i∈Y
Γ˜Y (E
νi,ν
′
i
i )
=
∑
ν,ν′
→∏
i∈Y
 δ
νi,µiδν
′
i,µ
′
i Γ˜Y (E
νi,ν
′
i
i ) if i ∈ X
δνi,ν
′
i Γ˜Y (E
νi,ν
′
i
i ) if i ∈ X¯

=
→∏
i∈Y

∑
νi,ν
′
i
δνi,µiδν
′
i,µ
′
i Γ˜Y (E
νi,ν
′
i
i ) if i ∈ X
∑
νi,ν
′
i
δνi,ν
′
i Γ˜Y (E
νi,ν
′
i
i ) if i ∈ X¯

=
→∏
i∈Y

Γ˜Y (E
µi,µ
′
i
i ) if i ∈ X∑
νi
Γ˜Y (E
νi,νi
i ) if i ∈ X¯

=
→∏
j∈X
Γ˜Y (E
µj ,µ
′
j
j )
where we have used
∑
νi
Γ˜Y (E
νi,νi
i ) = Γ˜Y (Ii) = I˜Y in the last step. So we have
(118a) ΦY
(∏
j∈X
ΓY (E
µj ,µ
′
j
j )
)
=
→∏
j∈X
Γ˜Y (E
µj ,µ
′
j
j ),
which holds also for X = {j},
(118b) ΦY
(
ΓY (E
µj ,µ
′
j
j )
)
= Γ˜Y (E
µj ,µ
′
j
j ),
together leading to our claim.
A.5. Product of fermionic basis elements. Here we show the derivation of the product of
two fermionic basis elements (7b), as
E˜ν,ν
′
Y E˜
µ,µ′
Y
(10b)
= fν,ν
′
Y f
µ,µ′
Y E
ν,ν′
Y E
µ,µ′
Y
= fν,ν
′
Y f
µ,µ′
Y δ
ν
′,µEν,µ
′
Y
(10b)
= δν
′,µfν,ν
′
Y f
µ,µ′
Y f
ν,µ′
Y E˜
ν,µ′
Y
(10c)
= δν
′,µ(−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)+
∑
i∈Y
µ′i
∑
k∈Y,i<k
(µk+µ
′
k)+
∑
i∈Y
µ′i
∑
k∈Y,i<k
(νk+µ
′
k)
E˜ν,µ
′
Y
= δν
′,µ(−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)+
∑
i∈Y
µ′i
∑
k∈Y,i<k
(µk+νk)
E˜ν,µ
′
Y .
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Exploiting the Kronecker-delta, we have
E˜ν,ν
′
Y E˜
µ,µ′
Y = δ
ν
′,µ(−1)
∑
i∈Y
(µi+µ
′
i)
∑
k∈Y,i<k
(νk+ν
′
k)
E˜ν,µ
′
Y
= δν
′,µ(−1)
∑
i∈Y
(ν′i+µ
′
i)
∑
k∈Y,i<k
(νk+µk)
E˜ν,µ
′
Y .
(119)
Note that the first form here tells us that if at least one of the operators is diagonal, the arising
phase factor is the trivial +1.
Appendix B. On fermionic tensors
B.1. Fermionic tensor product. By the definition (15) and (10a), the fermionic tensor pro-
duct of the basis elements is given as
(120a)
⊗˜
X∈ξ
E˜
νX ,ν
′
X
X = f
ν,ν′
Y
⊗
X∈ξ
f
νX ,ν
′
X
X E˜
νX ,ν
′
X
X = h
ν,ν′
ξ
⊗
X∈ξ
E˜
νX ,ν
′
X
X ,
with the phase factor
(120b) hν,ν
′
ξ = f
ν,ν′
Y
∏
X∈ξ
f
νX ,ν
′
X
X = (−1)
∑
X,X′∈ξ,X 6=X′
∑
i∈X
ν′i
∑
k∈X′,i<k
(νk+ν
′
k)
,
using the form (116b) of the phase factors.
B.2. Phase factors for few modes. Here we show the phase factors hν,ν
′
ξ , given in (120b),
for small mode subsets Y ⊆ M . They are written in matrices indexed with multi-indices νY =
(ν1, ν2, . . .) ordered lexicographically with respect to the Jordan-Wigner ordering of the modes.
For |Y | = 2, we have
h{1}{2} =
[+ + + −
+ + − +
+ + + −
+ + − +
]
.
For |Y | = 3, we have
h{1,2}{3} =

+ + + − + − + +
+ + − + − + + +
+ + + − + − + +
+ + − + − + + +
+ + + − + − + +
+ + − + − + + +
+ + + − + − + +
+ + − + − + + +
 , h{1,3}{2} =

+ + + − + + − +
+ + − + + + + −
+ + + − − − + −
+ + − + − − − +
+ + + − + + − +
+ + − + + + + −
+ + + − − − + −
+ + − + − − − +
 ,
h{1}{2,3} =

+ + + + + − − +
+ + + + − + + −
+ + + + − + + −
+ + + + + − − +
+ + + + + − − +
+ + + + − + + −
+ + + + − + + −
+ + + + + − − +
 , h{1}{2}{3} =

+ + + − + − − −
+ + − + − + − −
+ + + − − + + +
+ + − + + − + +
+ + + − + − − −
+ + − + − + − −
+ + + − − + + +
+ + − + + − + +
 .
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B.3. Fermionic canonical embedding. Here we show the derivation of that the standard
(20a) and fermionic (20b) canonical embeddings are unitarily equivalent (22).
ι˜X,Y (E˜
νX ,ν
′
X
X )
(20b)
= E˜
νX ,ν
′
X
X ⊗˜ I˜X¯
=
∑
νX¯ ,ν
′
X¯
δνX¯ ,ν
′
X¯ E˜
νX ,ν
′
X
X ⊗˜ E˜
νX¯ ,ν
′
X¯
X¯
(120a)
=
∑
νX¯ ,ν
′
X¯
δνX¯ ,ν
′
X¯h
νXνX¯ ,ν
′
Xν
′
X¯
XX¯
E˜
νX ,ν
′
X
X ⊗ E˜
νX¯ ,ν
′
X¯
X¯
(121)
=
∑
νX¯ ,ν
′
X¯
uνXX¯u
ν
′
XX¯δ
νX¯ ,ν
′
X¯ E˜
νX ,ν
′
X
X ⊗ E˜
νX¯ ,ν
′
X¯
X¯
(10b)
=
∑
νX¯ ,ν
′
X¯
uνXX¯u
ν
′
XX¯δ
νX¯ ,ν
′
X¯f
νX ,ν
′
X
X f
νX¯ ,ν
′
X¯
X¯
Eν,ν
′
Y
(8a)
=
∑
µ
uµ
XX¯
Eµ,µY
∑
νX¯ ,ν
′
X¯
δνX¯ ,ν
′
X¯f
νX ,ν
′
X
X f
νX¯ ,ν
′
X¯
X¯
Eν,ν
′
Y
∑
µ′
uµ
′
XX¯
Eµ
′,µ′
Y
(122b)
= U˜XX¯
(
E˜
νX ,ν
′
X
X ⊗ I˜X¯
)
U˜ †
XX¯
(20a)
= U˜XX¯ιX,Y (E˜
νX ,ν
′
X
X )U˜
†
XX¯
.
Here the fourth equality is
hν,ν
′
XX¯
δνX¯ ,ν
′
X¯
(120b)
= fν,ν
′
Y f
νX ,ν
′
X
X f
νX¯ ,ν
′
X¯
X¯
δνX¯ ,ν
′
X¯
(116a)
= fν,ν
′
Y f
νX ,ν
′
X
X δ
νX¯ ,ν
′
X¯
(116a)
= (−1)
∑
i∈Y
ν′i
∑
k∈Y,i<k
(νk+ν
′
k)
(−1)
∑
j∈X
ν′j
∑
l∈X,j<l
(νl+ν
′
l)
δνX¯ ,ν
′
X¯
= (−1)
∑
i∈X¯
ν′i
∑
l∈X,i<l
(νl+ν
′
l)
δνX¯ ,ν
′
X¯
= uνXX¯u
ν
′
XX¯δ
νX¯ ,ν
′
X¯ ,
(121)
with
(122a) uνXX¯ = (−1)
∑
i∈X¯
νi
∑
l∈X,i<l
νl
.
That is, we managed to write hν,ν
′
XX¯
δνX¯ ,ν
′
X¯ as a product of two factors, depending on the unprimed
or primed indices only. Now let us have the operator
(122b) U˜XX¯ =
∑
ν
uνXX¯E
ν,ν
Y =
∑
ν
uνXX¯E˜
ν,ν
Y ,
which is diagonal in the standard basis (3), see (8a), with entries ±1, so it is unitary.
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B.4. Fermionic product operators for two mode subsets. Here we show the derivation of
the effect of the map Λ˜XX¯ given in (28a).
Λ˜XX¯
(
E˜ν,ν
′
Y
)(14b)
= Λ˜XX¯
(
E˜
νX ,ν
′
X
X ⊗˜ E˜
νX¯ ,ν
′
X¯
X¯
)
(28a)
=
(
E˜
νX ,ν
′
X
X ⊗˜ I˜X¯
)(
I˜X ⊗˜ E˜
νX¯ ,ν
′
X¯
X¯
)
=
∑
µ,µ′
δµX ,µ
′
X δµX¯ ,µ
′
X¯
(
E˜
νX ,ν
′
X
X ⊗˜ E˜
µX¯ ,µ
′
X¯
X¯
)(
E˜
µX ,µ
′
X
X ⊗˜ E˜
νX¯ ,ν
′
X¯
X¯
)
(14b)
=
∑
µ,µ′
δµ,µ
′
E˜
νXµX¯ ,ν
′
Xµ
′
X¯
Y E˜
µXνX¯ ,µ
′
Xν
′
X¯
Y
(10b)
=
∑
µ,µ′
δµ,µ
′
f
νXµX¯ ,ν
′
Xµ
′
X¯
Y f
µXνX¯ ,µ
′
Xν
′
X¯
Y E
νXµX¯ ,ν
′
Xµ
′
X¯
Y E
µXνX¯ ,µ
′
Xν
′
X¯
Y
(8a)
=
∑
µ,µ′
δµ,µ
′
f
νXµX¯ ,ν
′
Xµ
′
X¯
Y f
µXνX¯ ,µ
′
Xν
′
X¯
Y δ
ν
′
X ,µX δµ
′
X¯
,νX¯E
νXµX¯ ,µ
′
Xν
′
X¯
Y
=
∑
µ
f
νXµX¯ ,ν
′
XµX¯
Y f
µXνX¯ ,µXν
′
X¯
Y δ
ν
′
X ,µXδµX¯ ,νX¯E
νXµX¯ ,µXν
′
X¯
Y
= f
νXνX¯ ,ν
′
XνX¯
Y f
ν
′
XνX¯ ,ν
′
Xν
′
X¯
Y E
νXνX¯ ,ν
′
Xν
′
X¯
Y
(10b)
= f
νXνX¯ ,ν
′
XνX¯
Y f
ν
′
XνX¯ ,ν
′
Xν
′
X¯
Y f
ν,ν′
Y E˜
ν,ν′
Y .
(Here we use the notation that νXµX¯ : Y → {+1,−1} is the multi-index taking values νX :
X → {+1,−1} on X and µX¯ : X¯ → {+1,−1} on X¯ .) From this, we can read off the form
(123a) Λ˜XX¯
(
E˜ν,ν
′
Y
)
= lν,ν
′
XX¯
E˜ν,ν
′
Y
with the phase factors
(123b) lν,ν
′
XX¯
= f
νXνX¯ ,ν
′
XνX¯
Y f
ν
′
XνX¯ ,ν
′
Xν
′
X¯
Y f
ν,ν′
Y
(10c)
= (−1)
∑
i∈X¯
(νi+ν
′
i)
∑
k∈X,i<k
(νk+ν
′
k)
,
where the last equality follows from straightforward and careful calculation.
B.5. Fermionic product operators for any number of mode subsets. After having the
explicit form (123) of the bipartite Λ˜XX¯ map (28a) in hand, we are able to derive the explicit
form of the multipartite Λ˜~ξ map (28b).
First, note that because of (28a), (16b) and (42b), we can write the multipartite map as
compositions of extensions of the bipartite map as
Λ˜(X1,X2,X3) = Λ˜(X1∪X2,X3) ◦
(
Λ˜(X1,X2) ⊗˜ I˜X3
)
,
Λ˜(X1,X2,X3,X4) = Λ˜(X1∪X2∪X3,X4) ◦
(
Λ˜(X1∪X2,X3) ⊗˜ I˜X4
)
◦
(
Λ˜(X1,X2) ⊗˜ I˜X3∪X4
)
.
...
(This can be checked by applying it to elementary fermionic tensors
⊗˜
X∈ξ A˜X .) For an ordered
partition ~ξ = (X1, X2, . . . , X|~ξ|), this can be written as
(124) Λ˜~ξ =
←∏
r=2,...,|~ξ|
(
Λ˜(Wr−1,Xr) ⊗˜ I˜W¯r
)
,
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where we use the notationsWr :=
⋃r
s=1Xs, being nested subsets, and W¯r = Y \Wr =
⋃|~ξ|
s=r+1Xs.
From this, we can read off the form
(125a) Λ˜~ξ
(
E˜ν,ν
′
Y
)
= lν,ν
′
~ξ
E˜ν,ν
′
Y ,
with the phase factors
(125b) lν,ν
′
~ξ
=
∏
r=2,...,|~ξ|
l
νWr ,ν
′
Wr
Wr−1,Xr
= (−1)
|~ξ|∑
r=2
r−1∑
s=1
∑
i∈Xr
(νi+ν
′
i)
∑
k∈Xs,i<k
(νk+ν
′
k)
.
B.6. Phase factors for few modes. Here we show the phase factors lν,ν
′
~ξ
, given in (125b), for
small mode subsets Y . They are written in matrices indexed with multi-indices νY = (ν1, ν2, . . .)
ordered lexicographically with respect to the Jordan-Wigner ordering of the modes. For |Y | = 2,
we have
l{1}{2} =
[+ + + +
+ + + +
+ + + +
+ + + +
]
, l{2}{1} =
[+ + + −
+ + − +
+ − + +
− + + +
]
.
For |Y | = 3, we have
l{1}{2,3} =

+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
 , l{1,2}{3} =

+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
 ,
l{2}{1,3} =

+ + + + + + − −
+ + + + + + − −
+ + + + − − + +
+ + + + − − + +
+ + − − + + + +
+ + − − + + + +
− − + + + + + +
− − + + + + + +
 , l{1,3}{2} =

+ + + − + + + −
+ + − + + + − +
+ − + + + − + +
− + + + − + + +
+ + + − + + + −
+ + − + + + − +
+ − + + + − + +
− + + + − + + +
 ,
l{3}{1,2} =

+ + + − + − + +
+ + − + − + + +
+ − + + + + + −
− + + + + + − +
+ − + + + + + −
− + + + + + − +
+ + + − + − + +
+ + − + − + + +
 , l{2,3}{1} =

+ + + + + − − +
+ + + + − + + −
+ + + + − + + −
+ + + + + − − +
+ − − + + + + +
− + + − + + + +
− + + − + + + +
+ − − + + + + +
 ,
l{1}{2}{3} =

+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
+ + + + + + + +
 , l{1}{3}{2} =

+ + + − + + + −
+ + − + + + − +
+ − + + + − + +
− + + + − + + +
+ + + − + + + −
+ + − + + + − +
+ − + + + − + +
− + + + − + + +
 ,
l{2}{1}{3} =

+ + + + + + − −
+ + + + + + − −
+ + + + − − + +
+ + + + − − + +
+ + − − + + + +
+ + − − + + + +
− − + + + + + +
− − + + + + + +
 , l{3}{1}{2} =

+ + + − + − + +
+ + − + − + + +
+ − + + + + + −
− + + + + + − +
+ − + + + + + −
− + + + + + − +
+ + + − + − + +
+ + − + − + + +
 ,
l{2}{3}{1} =

+ + + + + − − +
+ + + + − + + −
+ + + + − + + −
+ + + + + − − +
+ − − + + + + +
− + + − + + + +
− + + − + + + +
+ − − + + + + +
 , l{3}{2}{1} =

+ + + − + − − −
+ + − + − + − −
+ − + + − − + −
− + + + − − − +
+ − − − + + + −
− + − − + + − +
− − + − + − + +
− − − + − + + +
 .
B.7. Reduced density matrices for few modes. The density matrices Rν,ν
′
Y =
(
Eν,ν
′
Y
∣∣ ρ˜Y ),
being the expansion coefficients (67a) of the operators ρ˜Y in the standard basis (7a), and their
reduced density matrices R
νX ,ν
′
X
X , obtained by (69a), are shown for small mode subsets X ⊆ Y ⊆
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M . Note that all the minus signs in the matrices below follow from the fermionic nature of the
reduction (69a), containing the phase factors (116a), which are shown explicitly in Section A.2.
For Y = {1, 2}, we have
R{1,2} =
[
R00,00 R00,01 R00,10 R00,11
R01,00 R01,01 R01,10 R01,11
R10,00 R10,01 R10,10 R10,11
R11,00 R11,01 R11,10 R11,11
]
,
R{1} =
[
R00,00+R01,01 R00,10+R01,11
R10,00+R11,01 R10,10+R11,11
]
,
R{2} =
[
R00,00+R10,10 R00,01−R10,11
R01,00−R11,10 R01,01+R11,11
]
.
For Y = {1, 2, 3}, we have
R{1,2,3} =

R000,000 R000,001 R000,010 R000,011 R000,100 R000,101 R000,110 R000,111
R001,000 R001,001 R001,010 R001,011 R001,100 R001,101 R001,110 R001,111
R010,000 R010,001 R010,010 R010,011 R010,100 R010,101 R010,110 R010,111
R011,000 R011,001 R011,010 R011,011 R011,100 R011,101 R011,110 R011,111
R100,000 R100,001 R100,010 R100,011 R100,100 R100,101 R100,110 R100,111
R101,000 R101,001 R101,010 R101,011 R101,100 R101,101 R101,110 R101,111
R110,000 R110,001 R110,010 R110,011 R110,100 R110,101 R110,110 R110,111
R111,000 R111,001 R111,010 R111,011 R111,100 R111,101 R111,110 R111,111
 ,
R{2,3} =
[
R000,000+R100,100 R000,001−R100,101 R000,010−R100,110 R000,011+R100,111
R001,000−R101,100 R001,001+R101,101 R001,010+R101,110 R001,011−R101,111
R010,000−R110,100 R010,001+R110,101 R010,010+R110,110 R010,011−R110,111
R011,000+R111,100 R011,001−R111,101 R011,010−R111,110 R011,011+R111,111
]
,
R{1,3} =
[
R000,000+R010,010 R000,001−R010,011 R000,100+R010,110 R000,101−R010,111
R001,000−R011,010 R001,001+R011,011 R001,100−R011,110 R001,101+R011,111
R100,000+R110,010 R100,001−R110,011 R100,100+R110,110 R100,101−R110,111
R101,000−R111,010 R101,001+R111,011 R101,100−R111,110 R101,101+R111,111
]
,
R{1,2} =
[
R000,000+R001,001 R000,010+R001,011 R000,100+R001,101 R000,110+R001,111
R010,000+R011,001 R010,010+R011,011 R010,100+R011,101 R010,110+R011,111
R100,000+R101,001 R100,010+R101,011 R100,100+R101,101 R100,110+R101,111
R110,000+R111,001 R110,010+R111,011 R110,100+R111,101 R110,110+R111,111
]
,
R{1} =
[
R000,000+R001,001+R010,010+R011,011 R000,100+R001,101+R010,110+R011,111
R100,000+R101,001+R110,010+R111,011 R100,100+R101,101+R110,110+R111,111
]
,
R{2} =
[
R000,000+R001,001+R100,100+R101,101 R000,010+R001,011−R100,110−R101,111
R010,000+R011,001−R110,100−R111,101 R010,010+R011,011+R110,110+R111,111
]
,
R{3} =
[
R000,000+R010,010+R100,100+R110,110 R000,001−R010,011−R100,101+R110,111
R001,000−R011,010−R101,100+R111,110 R001,001+R011,011+R101,101+R111,111
]
.
Appendix C. On the fermionic parity superselection
C.1. ξ-local parity eigenspaces for few modes. Because the phase operator (83a), which
defines the parity superselection rule, is diagonal in the natural occupation number basis (3) we
use, the linear constraints determining the parity subspaces simplify to the vanishing or non-
vanishing of vector or matrix elements in the occupation number basis (3), (7a) and (7b). (Note
that we use a simplified notation, {1}{2}{3} := ({1}, {2}, {3}), omitting the parentheses and
colons in the writing of tuples, since this does not cause confusion.)
First, consider the Hilbert space HY . For Y = {1}, the subspaces of vectors of even, respec-
tively odd number of fermions are
H+{1} :
[
v0
0
]
, H−{1} :
[
0
v1
]
,
For Y = {1, 2}, the subspaces of vectors of well-defined local fermion number parities are
H++{1}{2} :
[
v00
0
0
0
]
, H+−{1}{2} :
[
0
v01
0
0
]
, H−+{1}{2} :
[
0
0
v10
0
]
, H−−{1}{2} :
[
0
0
0
v11
]
,
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and the subspaces of vectors of even, respectively odd number of fermions are
H+{1,2} = H
++
{1}{2} ⊕H
−−
{1}{2} :
[
v00
0
0
v11
]
, H−{1,2} = H
+−
{1}{2} ⊕H
−+
{1}{2} :
[ 0
v01
v10
0
]
.
Using a shorthand notation for the parity subspaces, we have the following pattern for Y = {1},
Y = {1, 2} and Y = {1, 2, 3},
[
+
−
]
,
[++
+−
−+
−−
]
,

+++
++−
+−+
+−−
−++
−+−
−−+
−−−
 .
Second, consider the operator algebra AY . For Y = {1}, the subspaces of even, respectively
odd operators are
A˜+{1} :
[
A0,0 0
0 A1,1
]
, A˜−{1} :
[
0 A0,1
A1,0 0
]
.
For Y = {1, 2}, the subspaces of operators of well-defined local parities are
A˜++{1}{2} :
[
A00,00 0 0 0
0 A01,01 0 0
0 0 A10,10 0
0 0 0 A11,11
]
, A˜+−{1}{2} :
[
0 A00,01 0 0
A01,00 0 0 0
0 0 0 A10,11
0 0 A11,10 0
]
,
A˜−+{1}{2} :
[
0 0 A00,10 0
0 0 0 A01,11
A10,00 0 0 0
0 A11,01 0 0
]
, A˜−−{1}{2} :
[
0 0 0 A00,11
0 0 A01,10 0
0 A10,01 0 0
A11,00 0 0 0
]
,
and the subspaces of even, respectively odd operators are
A˜+{1}{2} :
[
A00,00 0 0 A00,11
0 A01,01 A01,10 0
0 A10,01 A10,10 0
A11,00 0 0 A11,11
]
, A˜−{1}{2} :
[
0 A00,01 A00,10 0
A01,00 0 0 A01,11
A10,00 0 0 A10,11
0 A11,01 A11,10 0
]
.
Using a shorthand notation for the parity subspaces, we have the following pattern for Y = {1},
Y = {1, 2} and Y = {1, 2, 3},
[
+ −
− +
]
,
[++ +− −+ −−
+− ++ −− −+
−+ −− ++ +−
−− −+ +− ++
]
,

+++ ++− +−+ +−− −++ −+− −−+ −−−
++− +++ +−− +−+ −+− −++ −−− −−+
+−+ +−− +++ ++− −−+ −−− −++ −+−
+−− +−+ ++− +++ −−− −−+ −+− −++
−++ −+− −−+ −−− +++ ++− +−+ +−−
−+− −++ −−− −−+ ++− +++ +−− +−+
−−+ −−− −++ −+− +−+ +−− +++ ++−
−−− −−+ −+− −++ +−− +−+ ++− +++
 .
C.2. ξ-locally physical subalgebra. To see how the parity superselection rule affects our
formalism, note that, for A˜X ∈ A˜X , B˜X¯ ∈ A˜X¯ ,[
ι˜X,Y (A˜X), ι˜X¯,Y (B˜X¯)
]
= ι˜X,Y (A˜X)ι˜X¯,Y (B˜X¯)− ι˜X¯,Y (B˜X¯)ι˜X,Y (A˜X)
=
(
Λ˜XX¯ − Λ˜X¯X
)
(A˜X ⊗˜ B˜X¯),
(126)
with the Λ˜XX¯ map (28a), which is given in terms of the phase factors (123b). If A˜X ∈ A˜
+
X ,
B˜X¯ ∈ A˜
+
X¯
, we have the restriction for the indices
(127) (−1)
∑
k∈X
(νk+ν
′
k)
= (−1)
∑
i∈X¯
(νi+ν
′
i)
= +1,
since no other basis element can have nonzero coefficient, see (85d). From this, it quickly follows
that
1 = (−1)
∑
i∈X¯
(νi+ν
′
i)
∑
k∈X
(νk+ν
′
k)
= (−1)
∑
i∈X¯
(νi+ν
′
i)
∑
k∈X,i<k
(νk+ν
′
k)+
∑
i∈X¯
(νi+ν
′
i)
∑
k∈X,i>k
(νk+ν
′
k)
,
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that is,
(128) (−1)
∑
i∈X¯
(νi+ν
′
i)
∑
k∈X,i<k
(νk+ν
′
k)
= (−1)
∑
k∈X
(νk+ν
′
k)
∑
i∈X¯,k<i
(νi+ν
′
i)
,
which is lν,ν
′
XX¯
= lν,ν
′
X¯X
by (123b), which leads to that Λ˜XX¯ = Λ˜X¯X by (123a) over the ξ-even
subalgebra A˜#ξ . Also, if we consider the general case for the ordered partition
~ξ we have the
phase factor lν,ν
′
~ξ
, given in (125b), for which we can apply the previous trick (123a) for all Xr
and Xs, reversing the relation i < k, which leads to the interchanging of the roles of Xr and Xs.
To write down the phase factors lν,ν
′
~ξ
, there is a need for a fixed ordering of the parts, however,
this is artificial, all choices leads to the same phase factors for the ξ-locally physical subalgebra.
C.3. Tensor product structure on the ξ-locally physical subalgebra. Here we show the
derivation of (93), and give the unitary Uξ explicitly. First, note that
(129)
⊗̂
X∈~ξ
A˜X
(26)
=
→∏
X∈~ξ
ι˜X,Y (A˜X)
(28b)
= Λ˜~ξ
(⊗˜
X∈ξ
A˜X
)
(15b)
= Λ˜ξ
(
Ψ˜ξ
(⊗
X∈ξ
A˜X
))
,
so we have to derive the action of Λ˜~ξ ◦ Ψ˜ξ on the ξ-locally physical subalgebra A˜
#
X . This is the
elementwise product with the phase factors (125b) and (120b) as
lν,ν
′
~ξ
hν,ν
′
ξ
= (−1)
∑
s<r
∑
i∈Xr
(νi+ν
′
i)
∑
k∈Xs,i<k
(νk+ν
′
k)+
∑
X,X′∈ξ,X 6=X′
∑
i∈X
ν′i
∑
k∈X′,i<k
(νk+ν
′
k)
= (−1)
∑
s<r
∑
i∈Xr
(νi+ν
′
i)
∑
k∈Xs,i<k
(νk+ν
′
k)+
∑
s<r
∑
i∈Xr
ν′i
∑
k∈Xs,i<k
(νk+ν
′
k)+
∑
s>r
∑
i∈Xr
ν′i
∑
k∈Xs,i<k
(νk+ν
′
k)
= (−1)
∑
s<r
∑
i∈Xr
νi
∑
k∈Xs,i<k
(νk+ν
′
k)+
∑
s>r
∑
i∈Xr
ν′i
∑
k∈Xs,i<k
(νk+ν
′
k)
= (−1)
∑
s<r
∑
i∈Xr
νi
∑
k∈Xs,i<k
(νk+ν
′
k)+
∑
s>r
∑
i∈Xr
ν′i
∑
k∈Xs,i>k
(νk+ν
′
k)
= (−1)
∑
s<r
∑
i∈Xr
νi
∑
k∈Xs,i<k
νk+
∑
s<r
∑
i∈Xr
νi
∑
k∈Xs,i<k
ν′k+
∑
s>r
∑
i∈Xr
ν′i
∑
k∈Xs,i>k
νk+
∑
s>r
∑
i∈Xr
ν′i
∑
k∈Xs,i>k
ν′k
= (−1)
∑
s<r
∑
i∈Xr
νi
∑
k∈Xs,i<k
νk
(−1)
∑
s<r
∑
i∈Xr
ν′i
∑
k∈Xs,i<k
ν′k
.
(The fourth equality is where the superselection is used, namely,
∑
k∈X(νk + ν
′
k) is even for all
X ∈ ξ in the ξ-locally physical subalgebra (85d); the last equality is by noting that, in the fifth
line, the second and third terms are the same, by relabeling the indices i↔ k and r ↔ s, and by
the same relabeling in the fourth term.) That is, we managed to write lν,ν
′
~ξ
hν,ν
′
ξ for the indices
corresponding to the ξ-locally physical subalgebra as a product of two factors, depending on the
unprimed or primed indices only. Now let us have the operator
(130) U˜~ξ =
∑
ν
uν~ξ E˜
ν,ν
Y =
∑
ν
uν~ξE
ν,ν
Y , u
ν
~ξ
= (−1)
∑
1≤s<r≤|~ξ|
∑
i∈Xr
νi
∑
k∈Xs,i<k
νk
,
which is diagonal in the standard basis (3), see (8a), with entries ±1, so it is unitary. Then, we
have
Λ˜~ξ
(
Ψ˜ξ
(⊗
X∈ξ
E
νX ,ν
′
X
X
))
= Λ˜~ξ
(
Ψ˜ξ
(
Eν,ν
′
Y
))
= lν,ν
′
~ξ
hν,ν
′
ξ E
ν,ν′
Y = U˜~ξE
ν,ν′
Y U˜
†
~ξ
= U˜~ξ
(⊗
X∈ξ
E
νX ,ν
′
X
X
)
U˜ †~ξ
leading to (93) by linearity.
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Notice that uν
XX¯
in (122a) is a special case of uν~ξ in (130). Although this holds for the explicit
formulas, this does not hold for the notions represented by them: the definition (22) leading to
(122a) is meaningful for the whole algebra, but the definition (93) leading to (130) is meaningful
only in the ξ-locally physical subalgebra.
Note that the ordering of the partition ~ξ has to be fixed for writing U˜~ξ (this ordering is a
“parameter” of the tensor product structure in the Hilbert space), however, A˜Y 7→ U˜~ξA˜Y U˜
†
~ξ
acts
on the ξ-locally physical subalgebra in the same way, without respect to the ordering. To see this
on the level of indices, it is enough to notice that lν,ν
′
~ξ
is ordering independent in the ξ-locally
physical subalgebra (see Appendix C.2), while hν,ν
′
ξ is ordering independent in general.
C.4. Phase factors for few modes. Here we show the phase factors uν~ξ , given in (130), for
small mode subsets Y ⊆ M . Note that uν
XX¯
, given in (122a), is special case of this. They are
written in matrices indexed with multi-indices νY = (ν1, ν2, . . .) ordered lexicographically with
respect to the Jordan-Wigner ordering of the modes. For |Y | = 2, we have
u{1}{2} = [+ + + + ] , u{2}{1} = [+ + + − ] .
For |Y | = 3, we have
u{1}{2,3} = [+ + + + + + + + ] , u{2,3}{1} = [+ + + + + − − + ] ,
u{2}{1,3} = [+ + + + + + − − ] , u{1,3}{2} = [+ + + − + + + − ] ,
u{3}{1,2} = [+ + + − + − + + ] , u{1,2}{3} = [+ + + + + + + + ] ,
u{1}{2}{3} = [+ + + + + + + + ] , u{1}{3}{2} = [+ + + − + + + − ] ,
u{2}{1}{3} = [+ + + + + + − − ] , u{3}{1}{2} = [+ + + − + − + + ] ,
u{2}{3}{1} = [+ + + + + − − + ] , u{3}{2}{1} = [+ + + − + − − − ] .
Note that we use a simplified notation, u{1}{2}{3} := u({1},{2},{3}), omitting the parentheses and
colons in the writing of tuples, since this does not cause confusion.
We can also illustrate that although the writing of the matrix elements of U˜~ξ is ordering
dependent, the effect of the U˜~ξ-adjoint is ordering independent. For example, the adjoint actions
of U˜{2}{1,3} and U˜{1,3}{2} are just the elementwise multiplications with the phase factors
+ + + + + + − −
+ + + + + + − −
+ + + + + + − −
+ + + + + + − −
+ + + + + + − −
+ + + + + + − −
− − − − − − + +
− − − − − − + +
 ,

+ + + − + + + −
+ + + − + + + −
+ + + − + + + −
− − − + − − − +
+ + + − + + + −
+ + + − + + + −
+ + + − + + + −
− − − + − − − +
 ,
which are coinciding for the indices corresponding to the {{2}{1, 3}}-locally physical subalgebra,
A˜+{1,3} ⊗˜ A˜
+
{2} =
(
A˜++{1,3} ⊕ A˜
−−
{1,3}
)
⊗˜ A˜+{2} = A˜
+++
{1,2,3} ⊕ A˜
−+−
{1,2,3}, see at the end of Section C.1.
C.5. Examples. Here we show illustrations for properties which do not hold without the fermion
number parity superselection.
First, considering the fermionic canonical embedding (20b), we show that
ι˜X,Y (A˜X)UXX¯(|ψX〉 ⊗ |ψX¯〉) = UXX¯(A˜X |ψX〉 ⊗ |ψX¯〉),
ι˜X¯,Y (B˜X¯)UXX¯(|ψX〉 ⊗ |ψX¯〉) 6= UXX¯(|ψX〉 ⊗ B˜X¯ |ψX¯〉),
where UXX¯ is the unitary by which ι˜X,Y is given, see (22), so the equality follows directly from
(22). To see the non-equality, using (22), we have
U †
XX¯
UX¯X
(
I˜X ⊗ B˜X¯
)
U †
X¯X
UXX¯ 6= I˜X ⊗ B˜X¯ .
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Since the unitaries U are diagonal, we can use that multiplication by diagonal matrices from
the left or right means multiplication of rows or columns by the respective diagonal elements.
Considering the simplest case, when X = {1}, X¯ = {2}, Y = X ∪ X¯ = {1, 2}, the effect of
the unitaries on the left-hand side is equivalent to the elementwise multiplication with the phase
factors [+ + + −
+ + + −
+ + + −
− − − +
]
in the standard basis (7b). (For the matrix elements of U , see Appendix C.4.) Since I˜X ⊗ B˜X¯
is block-diagonal, we can see that B˜X¯ with nonvanishing offdiagonal element provides a good
example. So let B˜{2} := E˜
0,1
{2} : [
0 1
0 0 ], then[
0 1 0 0
0 0 0 0
0 0 0 −1
0 0 0 0
]
6=
[
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
]
.
Second, we consider fermionic elementary products (26). Again, let X = {1}, X¯ = {2} and
Y = X∪X¯ = {1, 2}, and let us have the operators given in the standard basis as A˜X :
[
1 a
a∗ 1
]
and
B˜X¯ :
[
1 b
b∗ 1
]
. These are self-adjoint, moreover, positive semidefinite if and only if |a| = |b| ≤ 1.
Then the ι˜{1},{1,2}(A˜{1}) and ι˜{2},{1,2}(B˜{2}) fermionic canonical embeddings (20b) are
A˜{1} ⊗˜ I˜{2} :
[
1 0 a 0
0 1 0 a
a∗ 0 1 0
0 a∗ 0 1
]
, I˜{1} ⊗˜ B˜{2} :
[ 1 b 0 0
b∗ 1 0 0
0 0 1 −b
0 0 −b∗ 1
]
,
by which
A˜{1} ⊗̂ B˜{2} ≡
(
A˜{1} ⊗˜ I˜{2}
)(
I˜{1} ⊗˜ B˜{2}
)
:
[
1 b a −ab
b∗ 1 −ab∗ a
a∗ a∗b 1 −b
a∗b∗ a∗ −b∗ 1
]
,
B˜{2} ⊗̂ A˜{1} ≡
(
I˜{1} ⊗˜ B˜{2}
)(
A˜{1} ⊗˜ I˜{2}
)
:
[
1 b a ab
b∗ 1 ab∗ a
a∗ −a∗b 1 −b
−a∗b∗ a∗ −b∗ 1
]
.
It can clearly be seen that these are not self-adjoint (therefore cannot be positive), if and only
if a 6= 0 and b 6= 0, providing example for the violation of the second part of (95) and of (96)
without superselection. On the other hand, setting A˜{2} = I˜{2} and B˜{1} = I˜{1}, we have(
B˜{1} ⊗̂ B˜{2}
)(
A˜{1} ⊗̂ A˜{2}
)
6=
(
B˜{1}A˜{1}
)
⊗̂
(
B˜{2}A˜{2}
)
,
since, using (31b), (
I˜{1} ⊗˜ B˜{2}
)(
A˜{1} ⊗˜ I˜{2}
)
≡ B˜{2} ⊗̂ A˜{1} 6= A˜{1} ⊗̂ B˜{2},
providing example for the violation of the first part of (95) without superselection. (We note
that, because of (31b) and (32a), these provide examples also for the violation of the similar
identities with ⊗˜ instead of ⊗̂, see the end of Section 3.1. The differences between the two
kinds of product is apparent for less simple partitions.) On the other hand, 12 A˜{1} and
1
2 B˜{2}
are rank-1 projectors, representing pure states, if and only if |a| = |b| = 1, the products of
their fermionic canonical embeddings are not self-adjoint either, therefore not rank-1 projectors,
providing example for the violation of the (102a) without superselection.
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