Selbstverwaltung im Future Internet by Marikar, Achim et al.




Kommunikation in Verteilten Systemen 2009
(WowKiVS 2009)
Selbstverwaltung im Future Internet
Achim Marikar, Jens Mo¨deker, Karl Jonas
10 pages
Guest Editors: M. Wagner, D. Hogrefe, K. Geihs, K. David
Managing Editors: Tiziana Margaria, Julia Padberg, Gabriele Taentzer
ECEASST Home Page: http://www.easst.org/eceasst/ ISSN 1863-2122
ECEASST
Selbstverwaltung im Future Internet
Achim Marikar, Jens Mo¨deker, Karl Jonas
achim.marikar@fokus.fraunhofer.de, jens.moedeker@fokus.fraunhofer.de,
karl.jonas@fokus.fraunhofer.de, http://www.fokus.fraunhofer.de/go/net
Fraunhofer Gesellschaft e.V., FOKUS, Institut fu¨r offene Kommunikationssysteme,
Kompetenzzentrum NETwork Research
Abstract: Zuku¨nftige Netze sollen in der Lage sein, eine Vielzahl verschiedener
Dienste zu unterstu¨tzen. Dabei wird angenommen, dass sie oft keine statische Netz-
werkstruktur haben und sich daher selbstta¨tig konfigurieren und automatisch an
wechselnde Anforderungen sowie Netzwerksituationen und -a¨nderungen anpassen
sollen. Es ist wu¨nschenswert, dass die beno¨tigte Dienstqualita¨t (QoS), im Beson-
deren fu¨r zeitkritische Anwendungen wie VoIP, automatisch gewa¨hrleistet werden
kann. Das Netz soll zuku¨nftigen Anforderungen gerecht werden, auch wenn diese
zum Zeitpunkt der Erstellung noch nicht relevant oder bekannt sind.
In diesem Dokument wird ein mo¨glicher Ansatz des noch jungen Forschungspro-
jekts Self-NET fu¨r die Erfu¨llung der genannten Anforderungen skizziert und zur
Diskussion gestellt.
Keywords: Future Internet, Selbstverwaltung, Selbstmanagement, Selbstkonfigu-
rierung, Selbstoptimierung, Bewusstsein, Kognitives Handeln, Self-NET
1 Einleitung
Das Future Internet stellt die Konvergenz unterschiedlicher Netzwerktypen dar. Neben der bereits
begonnenen Fusion von Telefon- und Fernsehnetzen und weiterer Datennetze mit dem Internet
gibt es zahlreiche weitere Mo¨glichkeiten, das Future Internet fu¨r heutige und zuku¨nftige Anwen-
dungen zu nutzen. Neben Kaffeemaschinen und intelligenten Ku¨hlschra¨nken sollen viele weitere
Gera¨te im Haushalt, in Unternehmen und im o¨ffentlichen Raum an das Netz angeschlossen wer-
den. Um eine solche Verbreitung der Netze komfortabel und auch rentabel zur erreichen, ist es
wahrscheinlich, dass selbst organisierende Mesh-Netzwerke Teil der zuku¨nftigen Infrastruktur
werden.
Um diese Vision Wirklichkeit werden zu lassen, ist es notwendig, aufgrund der gestiegenen
Komplexita¨t, den Netzen einen großen Teil an Autonomie zukommen zu lassen. Eine manuelle
Konfiguration ist fehleranfa¨llig und bei dynamischen Netzwerken und stark variierender Netz-
werknutzung sehr aufwendig zu administrieren. Ein Netzwerk sollte sich automatisch an die ge-
nutzten Dienste anpassen ko¨nnen, bei einem Datenstau oder dem Wegfall einer Route oder eines
Routers automatisch reagieren und neue Netzwerkelemente selbststa¨ndig erkennen und einbin-
den. U¨ber die sinnvolle Optimierung von Netzwerken gibt es bereits zahlreiche Arbeiten, [Da06],
[HBP07], [Mil91], [BFH02]. Diese enthalten viele verschiedenen Ideen, wie das Future Internet
gestaltet werden kann. Sie behandeln meist nur Teilaspekte oder verfolgen ein komplett neues
Design (Clean Slate Approach), das auf eine Ru¨ckwa¨rtskompatibilta¨t kaum Ru¨cksicht nimmt,
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Abbildung 1: Heterogenes Netzwerk mit Mesh-Elementen zur Grundversorgung eines Dorfes
[Ca03]. Das Forschungsprojekt Self-NET [SN] hat sich als Ziel gesetzt, viele dieser Ideen zu
einem Gesamtkonzept zu vereinen.
2 Anwendungsszenario
Die Komplexita¨t zuku¨nftiger Netze steigt. Gleichzeitig sollten der Aufwand zur Errichtung eines
Netzwerkes sowie die Gesamtkosten sinken. Neben der bereits erwa¨hnten Vernetzung nahezu
jeglicher elektronischer Gera¨te, gibt es weitere Anwendungsfa¨lle fu¨r das Future Internet, wie die
Erschließung von noch nicht ausreichend versorgten Gebieten, der Einsatz in Katastrophenge-
bieten oder auch die spontane Erweiterung der vorhandenen Infrastruktur bei Massenveranstal-
tungen.
Bei zuku¨nftigen Netzen kann auch die Vielfalt der verwendeten Technologien weiter steigen.
Ein solches heterogenes Netz kann aus festen Leitungen wie Glasfaser, DSL oder Koaxkabel
oder herko¨mmlichem Ethernet sowie Funktechnolgien wie WLAN, WIMAX, UMTS, LTE oder
DVB-T und DVB-S sowie zuku¨nftigen U¨bertragungstechnologien bestehen.
Diese Vielfalt der Technologien hat jedoch den Nachteil, dass unterschiedlichste Anforderungen
und Mo¨glichkeiten zusammentreffen. So haben die Verbindungen, neben einer unterschiedli-
chen absoluten Bandbreite, teilweise auch Unterschiede in den U¨bertragungsrichtungen (Up- und
Download, z.B. A-DSL) oder sind unidirektional (z.B. DVB-T). Auch die QoS-Eigenschaften
sind ho¨chst unterschiedlich. Wenn Funktionen hinzukommen, wie sie bereits aus den Mesh-
Netzwerken bekannt sind, die das Anbieten von abseits gelegenen Zugangspunkten u¨ber mehrere
Funkstrecken hinweg ermo¨glichen, erho¨ht sich die Komplexita¨t des Netzwerkes nochmals. Da
die Anforderungen mobiler Nutzer sta¨ndig variieren und in der Regel die Qualita¨t der Funkver-
bindungen nicht konstant ist, ist ein effizientes Management und die Optimierung des Netzwer-
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kes kaum noch oder gar nicht manuell durchfu¨hrbar.
Um die Errichtung und den Betrieb eines heterogenen Netzwerkes, wie es in Abbildung 1 zu
sehen ist, effizient und kostengu¨nstig zu ermo¨glichen, ist es notwendig, dass das Netzwerk in der
Lage ist, sich automatisch zu konfigurieren und kontinuierlich zu optimieren.
3 Selbstverwaltung
Die Selbstverwaltung ist einer der Bestandteile des Future Internets, die eine grundlegende
Verbesserung gegenu¨ber heutigen Netzen darstellen ko¨nnen. Sie beinhaltet Mo¨glichkeiten zur
Selbstkonfiguration, Selbstoptimierung und Selbstheilung sowie zum Selbstschutz [IBM05].
U¨ber die Selbstkonfiguration ist es mo¨glich, dass sich ein Netzwerk, ohne wesentliche manuelle
Anpassungen, einrichtet und so eine ordnungsgema¨ße Funktion bieten kann. Hierzu mu¨ssen die
grundlegenden Konfigurationsparameter von den Gera¨ten automatisch untereinander abgespro-
chen und umgesetzt werden. Eine optimalere Ausnutzung der vorhandenen Ressourcen wird
durch die Selbstoptimierung gewa¨hrleistet. Im Fehlerfall ist die Selbstheilung die Eigenschaft,
die es ermo¨glicht, dass ausgefallene Router oder Links kompensiert und auch die Auswirkungen
weiterer Fehler minimiert werden. U¨ber die Fa¨higkeit zum Selbstschutz sollen die meisten be-
absichtigten und unbeabsichtigten Angriffe auf die Funktionsfa¨higkeit des Netzwerkes und der
angeschlossenen Endgera¨te verhindert werden. Auch soll eine Beeintra¨chtigung des Netzwerkes
durch die Fehlfunktion, Fehlkonfiguration eines Elementes verringert werden, z.B. bei Fehlern
in der Implementierung.
Diese Eigenschaften dienen dazu, dem Netzwerk eine Art von Selbstbewusstsein zu geben. Dies
bedeutet, dass das Netzwerk auf individuelle Situationen selbststa¨ndig und auf vielfa¨ltige Weise
reagieren kann.
Im Folgenden wird besonders die Netzwerkeigenschaft Selbstoptimierung betrachtet.
4 Neue Mo¨glichkeiten fu¨r das Future Internet
4.1 Kognitiver Zyklus
Als Basiselement zur Optimierung von Netzwerken hat Self-NET einen kognitiven Ablauf de-
finiert. Der sogenannte MDE-Zyklus beschreibt das Zusammenspiel von U¨berwachung (Moni-
toring, M), Entscheidungsfindung (Decision Making, D) und Ausfu¨hrung (Execution, E), um
einem Netzwerk die Fa¨higkeit zur Selbstverwaltung zu ermo¨glicht. Durch den in Abbildung 2
zu sehenden kontinuierlich ablaufenden kognitiven MDE-Zyklus haben die Netzwerkelemente
Kenntnis u¨ber die aktuelle Situation im Netzwerk. Nachdem die Anforderungen der zu u¨bertra-
genden Daten ermittelt wurden, kann ein Netzwerkelement die Datenstro¨me bei Bedarf separat
behandeln. Optimiert wird dieser Zyklus u¨ber die Fa¨higkeit des Lernens. U¨ber die Auswertung
der Auswirkungen von vorhergehenden A¨nderungen kann das Netzwerkelement bei zuku¨nftigen
Entscheidungen von den Erfahrungswerten profitieren.
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Abbildung 2: MDE-Zyklus auf einem Router
4.1.1 Monitoring
Aktive Netzwerkkomponenten wie Router mu¨ssen die Datenstro¨me kennen, die sie verarbei-
ten, damit sie entsprechend auf sie reagieren ko¨nnen. Hierzu ist ein umfangreiches Monitoring
notwendig. Neben bekannten Gro¨ßen wie Latenz, Laufzeitschwankungen und Paketverlust ist
der Typ der Daten (Video, Sprache, FTP, etc.) und somit deren Anforderungen an das Netz-
werk von Bedeutung. Zusa¨tzlich ko¨nnen Router Flags auswerten, die vom Sender oder anderen
vorhergehenden Netzwerkelementen gesetzt wurden. Die Ergebnisse dieses Monitoring sind die
grundlegenden Eingaben fu¨r den Decision Making-Teil des MDE-Zyklus.
4.1.2 Decision Making
Ein Netzwerkelement muss entscheiden, ob eine Modifikation an einem Datenstrom notwendig
ist. In diesem Fall kann es einen Datenstrom priorisieren, u¨ber einen anderen Link umrouten
oder Funktionen wie Automatic Repeat Query (ARQ) oder Forward Error Correction (FEC)
hinzufu¨gen. Die Entscheidung ha¨ngt maßgeblich von den Informationen u¨ber die derzeitige Si-
tuation des Netzwerkes und den Anforderungen des Datenstroms ab, die durch das Monitoring
gewonnen wurden. Weitere Entscheidungshilfen sind die bisherigen Erfahrungen des Routers
mit a¨hnlichen Situationen.
4.1.3 Execution
Die Umsetzung der Entscheidungen erfolgt u¨ber den Execution-Teil des MDE-Zyklus. Hier wer-
den die Pakete tatsa¨chlich vera¨ndert oder umgeleitet. Auch Link-lokale Funktionen wie ARQ
zwischen zwei Routern als Funktion der dynamischen Protokoll-Komposition (siehe 4.3) wer-
den von diesem MDE-Teil umgesetzt.
4.2 Unterteilung in Layer
Viele Optimierungen beno¨tigen die Interaktion zwischen Netzwerkelementen. Solange sich ein
Router nur mit seinem Nachbarn unterhalten muss, um beispielsweise ARQ auf deren Verbin-
dung zu aktivieren, stellt dies kein großes Problem dar. Wenn jedoch Entscheidungen getroffen
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Abbildung 3: MDE-Layer
werden, die einen gro¨ßeren Teil des Netzwerkes betreffen, wie das Umrouten u¨ber andere Rou-
ter und Leitungen, wird dies aus der Perspektive eines einzelnen Routers sehr komplex. Um die
Komplexita¨t zu verringern, wird zwischen mehreren MDE-Layern unterschieden. Hierzu wird
die in Abbildung 3 gezeigte Hierarchie verwendet. Die einzelnen Netzwerkelemente bilden den
Network Element-Layer. U¨ber dieser Ebene liegt der sogenannte Compartment-Layer, der sich
um einen definierten Teil eines Netzwerkes oder ein gesamtes Netzwerk ku¨mmert. Um Ein-
fluss auf fremde Netze nehmen zu ko¨nnen, ist ein weiterer Layer notwendig. Der sogenannte
Application- oder Service-Layer dient dazu, aus Anwendungen wie zum Beispiel dem IP Mul-
timedia Subsystem (IMS) heraus, einen Datenstrom von Ende zu Ende beeinflussen zu ko¨nnen.
Zwischen den benannten Layern sind beliebige weitere Zwischenlayer mo¨glich, die den Verwal-
tungsaufwand gering halten [GAM08].
4.3 Functional Protocol Elements
Zur Umsetzung der Funktionalita¨ten mu¨ssen die Router erkennen ko¨nnen, welche Daten sie
transportieren und welche Anforderungen vonseiten dieser bestehen. Da die Ports des TCP und
des UDP nicht mehr zuverla¨ssig die verwendeten Protokolle und Anwendungen angeben, wird
zur Erkennung des Payloads oft Deep Inspection verwendet. Dieses Verfahren versucht, den
Inhalt der Pakete zu analysieren um das Protokoll und somit die Anwendung zu bestimmen.
Dies funktioniert allerdings nur mit dem Netzwerk Element bekannten Protokollen und ist sehr
aufwa¨ndig. An dieser Stelle ist es wu¨nschenswert, wenn u¨ber die u¨bertragenden Pakete die An-
forderungen der Anwendung direkt dem Netzwerk bekannt gemacht werden, wie es auf einfache
Weise bereits heute mithilfe von Class of Service (CoS) und DiffServ umgesetzt wird.
Die ga¨ngigen Transportprotokolle TCP und UDP ko¨nnen weder an die Anwendungen ange-
passt, noch beim Transport variiert werden. So ist es beispielsweise nicht mo¨glich, Congestion
Control zu nutzen, aber auf ARQ zu verzichten, wovon viele moderne Anwendungen wie das
IPTV profitieren wu¨rden. Neue Entwicklungen wie das Stream Control Transmission Protocol
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Abbildung 4: Nutzung von FPE und Variation der Komposition
(SCTP) und das Datagram Congestion Control Protocol (DCCP) versuchen einen Teil der Pro-
bleme zu kompensieren, so ist es mit DCCP beispielsweise mo¨glich, ein Congestion Handling
fu¨r Datagrammdienste zu nutzen. Allerdings ist immer noch eine Entscheidung zwischen den
verschiedenen Protokollen notwendig, so ko¨nnen die verwendeten Eigenschaften nicht bei Be-
darf beliebig vera¨ndert werden.
Angesichts dieser Schwierigkeit liegt es nahe, die beno¨tigten Eigenschaften getrennt zu be-
trachten und es der Anwendung und dem Netzwerk auf Wunsch zu ermo¨glichen, das genutzte
Protokoll aus den vorhandenen Funktionselementen selbst zusammenzusetzen [BWH+07]. Zur
Umsetzung dieser dynamischen Protokollkomposition wurden die Functional Protocol Elements
(FPE) entworfen. Durch das Auftrennen der Funktionen kann beispielsweise FEC fu¨r zeitkri-
tische Datagramme aktiviert werden. Durch die Mo¨glichkeit, einzelne FPEs nur auf Teilstre-
cken zu aktivieren, kann zum Beispiel ARQ auf verlustreichen Links aktiviert werden [MMa08],
[KKFT02], [XJHH07]. Da Pakete im Fehlerfall schneller erneut gesendet werden ko¨nnen, ver-
ringert sich der Jitter gegenu¨ber Ende-zu-Ende ARQ. Dies kommt vor allem zeitkritischen An-
wendungen wie VoIP zugute, die einen geringen Paketverlust beno¨tigen, allerdings kaum unter
einzelnen verlorenen Paketen leiden.
Auch die Unterscheidung zwischen verschiedenen Arten von Nutzdaten fa¨llt leichter. Ohne fu¨r
jeden Payloadtyp eine separate Verbindung aufbauen zu mu¨ssen, ist es mo¨glich, je nach An-
forderung der Daten, das Protokoll fu¨r dieses Reihe von Paketen oder gar fu¨r ein einzelnes Pa-
ket anzupassen. Zu den Anwendungen, die von diesen Mo¨glichkeiten profitieren, geho¨ren auch
netzwerktaugliche Spiele. Bei ga¨ngigen 3D-Spielen wie Rennsimulationen ist es notwendig, mit
niedriger Verzo¨gerung Ortsangaben zu u¨bertragen. Diese sind nur fu¨r einen kurzen Zeitraum re-
levant und eine erneute U¨bertragung im Fehlerfall ist u¨berflu¨ssig. Je nach Spiel mu¨ssen jedoch
viele Daten wie Karten, Texturen und weiterer Informationen u¨bertragen werden, die vollsta¨ndig
und fehlerfrei empfangen werden mu¨ssen, allerdings nicht zeitkritisch sind und auch bei der























Abbildung 5: Individuelle Protokollkomposition fu¨r einzelne Flows
U¨bertragungsgeschwindigkeit ggf. zuru¨ckgestellt (teilweise verdra¨ngt) werden ko¨nnen.
Bedeutend ist die Tatsache, dass die Konfiguration des Protokolls und somit die einzelnen Funk-
tionen, nicht mehr von Anfang bis Ende einer U¨bertragung konstant sein mu¨ssen. So la¨sst sich
die Komposition jederzeit an aktuelle Bedingungen und sogar fu¨r einzelne Teilstrecken anpas-
sen. Bei Bedarf kann ein Router die Komposition aba¨ndern, siehe Abbildung 2. Auf diese Weise
ko¨nnen Daten beispielsweise in Zugangsnetzen und Backbones unterschiedlich behandelt wer-
den. Siehe auch [HBP07].
5 Verschmelzung von Netzwerklayern
Aktuelle Netzwerkstacks nutzen mehrere Layer, die jeweils Funktionen fu¨r die Datenu¨bertragung
bereitstellen. Diese einzelnen Layer sind meistens unabha¨ngig von den daru¨ber und darunter lie-
genden Schichten. Dies bedeutet, dass die verwendeten Protokolle der einzelnen Layer variabel
sind und Anwendungen oft mit verschiedenen Protokollen arbeiten ko¨nnen. So ko¨nnen manche
Anwendung, die standardma¨ßig UDP nutzen auch mit TCP arbeiten oder anstatt IP u¨ber Ethernet
zu nutzen, kann ein MPLS-Layer dazwischen gesetzt werden.
Aufgrund dieser Unabha¨ngigkeit der Layer werden viele Funktionen von verschiedenen Lay-
ern implementiert (z.B. Berechnung und U¨bermittlung von Checksummen). Anwendungen wie
SIP nutzen eine eigene einfache Verbindungskontrolle, die bei der Verwendung von TCP u¨ber-
flu¨ssig ist. Unter der Voraussetzung, dass alle Funktionen in einzelne Elemente (FPEs) zerlegt
werden sollen, ist es fraglich, ob die Unterteilung in Layer, wie sie heute u¨blich ist, bei der
Verwendung von FPEs noch notwendig ist. Eine Zusammenfassung einiger Layer, wie sie auf
Abbildung 6 zu sehen ist, ist denkbar.
In heutigen Netzwerken kann IP als Standard auf Netzwerkebene betrachtet werden. Die Pro-
tokolle der weiteren Layer variieren. Um jedoch die gewu¨nschte Ru¨ckwa¨rtskompatibilta¨t zu
ermo¨glichen, ist es notwendig, die fu¨r die Hardwarekomponenten notwendigen Layer nur soweit
abzua¨ndern, dass die Datenpakete auch weiterhin von Standardkomponenten transportiert und
geroutet werden ko¨nnen. Fu¨r Endanwendungen wird eine Anpassung oder eine Umsetzung zwi-
schen den Protokollgenerationen vorausgesetzt. Alternativ ist zur Kommunikation mit herko¨mm-
lichen Endanwendungen eine optionale Beibehaltung der bisherigen Layer und Protokolle denk-
bar, die lediglich um einige neue Funktionen erga¨nzt werden, die von Self-NET-fa¨higen Netz-
werkelementen verwendet werden ko¨nnen.
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Gängiger Netzwerk Stack: 
 
Layer Data Link Network Transport Session / Application 
Protocol e.g. Ethernet IP TCP / UDP e.g. RTP Payload 
 
Stack nach der Zusammenfassung der Layer: 
 
Layer Data Link / Network / Transport / Session Application 
Protocol e.g. Ethernet Addressing / Transmission Control / etc. Payload 
Abbildung 6: Mehrere Layer ko¨nnen zusammengefasst werden
6 Realisierung des Future Internets
Das im Abschnitt 2 genannte Szenario kann von den oben genannten neuen Funktionen profitie-
ren. Das verwendete Transportprotokoll la¨sst sich an das Netzwerk anpassen. So ist bei instabilen
Funkverbindung lokal ARQ mo¨glich. Bei Ausfall oder U¨berlastung einer Strecke wird automa-
tisch eine Alternativroute gewa¨hlt. Pakete ko¨nnen getrennt nach Stream behandelt werden. Die
Dateiu¨bertragung nutzt die qualitativ schlechtere Strecke, damit das VoIP-Gespra¨ch auf der bes-
seren nicht gesto¨rt und die Sprachqualita¨t einwandfrei ist. Ein weiterer Faktor ist, dass die neuen
Funktionen wie FPEs kein komplett neues Netz beno¨tigen. Herko¨mmliche Router sollen diese
Pakete ohne Beeintra¨chtigung routen und Self-NET-fa¨hige Router die neuen Funktionen nutzen
ko¨nnen. Zwischen zwei Self-NET-Elementen ko¨nnen somit beliebige herko¨mmliche Netzwerk-
elemente vorhanden sein. U¨ber eine gewo¨hnliche Protocol Translation (PT) ko¨nnen nicht Self-
NET konforme (End-)Anwendungen einen Großteil der neuen Funktionalita¨ten nutzen, indem
am Host, oder auf einem Netzwerkelement auf dem U¨bertragungsweg, herko¨mmliche Daten-
stro¨me von TCP und UDP um das Self-NET-Protokoll erga¨nzt wird. So ist eine vollsta¨ndige
Abwa¨rtskompatibilita¨t gewa¨hrleistet.
7 Fazit
Zuku¨nftige Anwendungen mu¨ssen lediglich ihre Anforderungen spezifizieren, der Protokollstack
und das Netzwerk ku¨mmern sich um deren Erfu¨llung. Entwickler sind nicht mehr an die Auswahl
TCP oder UDP gebunden. Die Mo¨glichkeit, die Protokollkomposition wa¨hrend der U¨bertragung
zu a¨ndern oder Funktionen ausschließlich auf Teilstrecken zu beschra¨nken, wird auch zuku¨nf-
tigen Anforderungen gerecht. U¨ber die Verteilung der Verwaltungseigenschaften auf mehrere
Layer, ist die seit langem gewu¨nschte und von modernen Diensten wie dem IMS geforderte
Ende-zu-Ende QoS mo¨glich.
Bei der Umsetzung dieser neuen Funktionalita¨ten sind Router die wesentlichen Elemente, die
durch zusa¨tzliche Aufgaben mehr leisten mu¨ssen als heute. Aufgrund der kontinuierlichen Leis-
tungssteigerung bei der verwendeten Hard- und Software wird erwartet, dass dies fu¨r zuku¨nftige
Router mo¨glich ist.
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Integration aller Funktionen der höheren Layer in IPv6 Extension Header: 
 
Layer Data Link Network / Transport / Session Application 
Protocol e.g. Ethernet IPv6 Extension & Self-NET Headers Payload 
 
Netzwerkstack mit vollständiger Rückwärtskompatibilität: 
 
Layer Data Link Network Transport Session / Application 




TCP / UDP e.g. RTP Payload 
Abbildung 7: Mo¨gliche neue Netzwerkstacks
8 Future Work
Das Projekt Self-NET befasst sich mit kognitiven Mechanismen im Future Internet. Nach dem
Projektstart im Mai 2008 wurde mit der Spezifizierung dieser Mechanismen begonnen. In zuku¨nf-
tigen Publikationen sind detailliertere Angaben zur Umsetzung der oben genannten Ideen zu er-
warten. Ziel des Projektes ist, eine Implementation der wichtigsten Self-NET-Elemente pra¨sen-
tieren zu ko¨nnen. Aktuell wird evaluiert, ob die fu¨r die FPEs notwendigen Informationen in
den Extension Header von IPv6 untergebracht werden ko¨nnen. U¨ber diese Erweiterung soll die
gewu¨nschte Abwa¨rtskompatibilita¨t gewa¨hrleistet werden. Wie zuku¨nftige Netzwerkstacks aus-
sehen ko¨nnten, zeigt Abbildung 7.
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