The optimal detection for coded system requires the use of a maximum a posteriori (MAP) detection. A list sphere detector (LSD) can be used to approximate the MAP detector. Depending on the used list size, LSD provides a tradeoff between the performance and the computational complexity. The LSD output candidate list is used to calculate the approximation of the probability log-likelihood ratio (LLR) of each transmitted bit. The list should be large enough and it should include at least one candidate for both possible bits for good approximation. The use of a small list size causes inaccurate and, especially, very large LLRs that prevent the decoder from correcting the falsely detected signals and, thus, degrades performance. We study the effect of the LLR clipping to the performance and complexity of the LSD algorithm. We show that by limiting the dynamic range of the LLR the required LSD list size can be decreased, and, thus, the complexity of the algorithms is decreased. The optimal dynamic range values for LLR clipping are determined and the effect of the clipping to the complexity of the LSD algorithms is analyzed.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) channels offer improved capacity and significant potential for improved reliability compared to single antenna channels [1] . MIMO techniques in combination with orthogonal frequency-division multiplexing (OFDM) (MIMO-OFDM) have been identified as a promising approach for high spectral efficiency wideband systems [2] . The bit-interleaved coded modulation (BICM) [3] , [4] is a simple yet power-efficient solution to exploit the high spectral efficiency of multiple-antenna transmission.
The optimal detection for coded MIMO-OFDM system would require the use of a maximum a posteriori (MAP) detection, and the reception has to be performed separately for each subcarrier. However, the computational complexity of the optimal MAP detection is beyond the limit of most systems, and, thus, such an approach is typically not feasible. Sphere detector (SD) calculates the hard output maximum likelihood (ML) solution with reduced complexity compared to fullcomplexity ML detectors [5] , [6] . However, the performance of a coded system may suffer significantly with hard ML detector compared to the optimal MAP detector. A list sphere detector (LSD) [7] is a variant of the sphere detector that can be used to approximate MAP A bit-interleaved coded modulation (BICM) [3] , [4] is applied to the system, and the receiver consists of a soft-output detector, a deinterleaver, and a decoder. The turbo principle can be applied in the receiver so that the detector and decoder exchange the information in iterative fashion as illustrated in the block diagram of the system in Figure 1 .
III. LIST SPHERE DETECTOR
We assume that a list sphere detector is used to provide the soft information to the decoder. The LSD algorithm gives a candidate list of the transmitted symbol vectors C and the corresponding Euclidean distances d([) as an output, which are used to calculate an approximation of the LLR. In this paper, we consider three LSD algorithms with different search strategies. The K-best-LSD algorithm [8] is a modification from K-best-LSD algorithm [9] to LSD algorithm. The SEE-LSD algorithm [8] is a depth-first search strategy based algorithm. The increasing radius (IR)-LSD algorithm [10] is a modification of Dijkstra's algorithm [11] to the LSD algorithm.
IV. LOG-LIKELIHOOD RATIO

A. LLR calculation
The LLR of the kth transmitted bit bk, conditioned on the received signal vector y, is denoted as LD(bk) and is defined to be the ratio of the conditioned probabilities of the bit taking its two possible values, i.e., LD(bk) = n P(bk
By using the Bayes' theorem, the probability can be written as [7] , [12] (p(ybk H-1) P(bk H-1) = In P(bk 1) + In ( The probability of a transmitted bit bk = +1 is equal to the sum of all the probability combinations containing a bk = +1
for that given bit. Then, for a system containing additive white Gaussian noise (AWGN), the probability can be determined directly from the cost information known about the candidates (5) where the conditional probabilities are calculated using (4). Equation (5) can then be computed using the well-known Jacobian algorithm and a small look-up table [13] .
The LSD algorithm can be used to calculate an approximation of the LD (bk) by using the obtained list C in (4) and (5). If [7] LD(1i(b)_ f LD(bk), if LD(bk)| < Lmax P sgn(LD(bk))Lmax if LD(bk) > Lmax, (6) where LDji, (bk) is the clipped likelihood information and Lmax is the selected maximum value for L(bk) . 
V. NUMERICAL EXAMPLES
We studied the effect of the LLR clipping to the performance of the system via computer simulations. A MIMO-OFDM system was assumed with 512 subcarriers (300 used) according to 3G long term evolution (LTE) parameters [14] .
A BICM with 1/2 rate [13, 15] turbo code was applied in a typical urban (TU) 6 tap channel with a user velocity of 120 kmph. The system was operating with 5 MHz bandwidth at a carrier frequency of 2.4 GHz. The K-best-LSD, the SEE-LSD, and the IR-LSD were considered for detection and the soft outputs were decoded in an iterative turbo decoder with 8 iterations. The iterative detection and decoding was not assumed in the simulations. The K-best-LSD algorithm was applied with Co = oo.
A. Comparison of LLR clipping methods
We studied the effect of the two different LLR clipping methods introduced in section IV-B to the performance of the system. The simulations were executed with different Lmax values to determine the optimal value to be used for clipping. The performances of the real IR-LSD/SEE-LSD with Ncand = 8 are shown for 4 x 4 16-QAM system in Figure 2 and real K-best-LSD with Ncand = 64 in Figure 3 . The method 2 is applied with Llimit = 100 to clip only the very large LD(bk) values. The results show that the performance of a system is clearly improved by applying LLR clipping to limit the effect of the moderate LLR approximation.
It can be seen from Figure 2 that there is no significant performance difference between the two clipping methods with IR/SEE-LSD. However, the method 1 is clearly better with K-best-LSD in Figure 3 the SEE-LSD give the most probable candidates as an output, and, thus, the MAP approximation is rather good in the cases where both +HI and -1 are present in (5) [8] , [10] . The K-best-LSD output, however, may result in a bad MAP approximation also when candidates for both bits are present in (5) [8] , [10] . 
B. Required list size
We studied the effect of LLR clipping to the performance of a LSD based system and its effect to the required list size. The required list sizes for a system without LLR clipping have been determined in [8] , [10] . The method 1 with Lmax = 8 was applied for LLR clipping in the following results.
The performance of 4 x 4 16-QAM system with the real IR/SEE-LSD with different list sizes is shown in Figure 5 , and the same case with the real K-best-LSD with different list sizes is shown in Figure 6 . It can be seen from Figure 5 Table I .
The results show that the IR/SEE-LSD list size can be decreased significantly with LLR clipping. The output candidate list from the LSD includes the most probable transmitted symbol vectors, i.e., the quality of the output list is good. The performance loss without clipping is mainly due to incorrect very large LLR values which result from having erroneous bk = +I or bk =-1 candidate(s) in the calculation of (2).
If clipping is not introduced, the decoder receives very large incorrect LA2 (Xk) from the detector and is not able to overrule it in (5) .
The required list sizes of the real and complex K-best-LSD decrease with introduced LLR clipping, but the decrease is smaller than with IR/SEE-LSD. This is due to the breadth first search strategy which usually leads to having both bk = +1 or bk =-1 candidates in the LLR calculation, but does not provide the most probable candidates. Thus, the quality of the obtained list is not as high than with IR/SEE-LSD and a larger list size is required for similar LLR approximation. 
C. Complexity of the algorithms
The complexity of the LSD algorithms is relative to the number of visited nodes per symbol vector [15] . The number of visited nodes by the LSD algorithm depends on the search strategy and the required list size. We studied and compared the complexity of the considered LSD algorithms with LLR clipping.
The reduced required list size with LLR clipping leads to complexity reduction in the LSD algorithm, because less number of nodes in the search tree are checked. The visited nodes by IR-LSD and SEE-LSD vary with channel realization while the K-best-LSD visits always a fixed number of nodes with radius Co = oc [8] , [10] . The effect of the list size to the number of visited nodes with real IR-LSD is illustrated in Figure 7 . It can be seen from the figure that the average and maximum number of visited nodes decreases significantly with lower list size. In practical implementation the maximum number of nodes should be limited to fix the complexity of the algorithm [16] . The performance of the system does not degrade if the maximum limit is set high enough.
The maximum node limits were determined via computer simulations for different antenna and modulation cases. The determined values for real IR-LSD and real SEE-LSD are shown in Table II , and the determined values for real and complex K-best-LSD are shown in Table III We showed that by limiting the dynamic range of the LLR the required LSD list size can be decreased in many cases, and, thus, the complexity of the algorithms is decreased. The complexity reduction of the LSD algorithms was studied, and feasible maximum limits for search were defined for IR-LSD and SEE-LSD.
