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Abstract
Given a planar continuum Gaussian free field hU in a domain U with Dirichlet boundary condi-
tion and any δ > 0, we let {hUδ (v) : v ∈U } be a real-valued smooth Gaussian process where hUδ (v)
is the average of hU along a circle of radius δ with center v. For γ > 0, we study the Liouville first
passage percolation (in scale δ ), i.e., the shortest path distance in U where the weight of each path P
is given by
∫
P e
γhU
δ
(z)|dz|. We show that the distance between two typical points is O(δ c∗γ4/3/ logγ−1)
for all sufficiently small but fixed γ > 0 and some constant c∗ > 0. In addition, we obtain similar
upper bounds on the Liouville first passage percolation for discrete Gaussian free fields, as well as
the Liouville graph distance which roughly speaking is the minimal number of Euclidean balls with
comparable Liouville quantum gravity measure whose union contains a continuous path between
two endpoints. Our results contradict with some reasonable interpretations of Watabiki’s prediction
(1993) on the random distance of Liouville quantum gravity at high temperatures.
Key words and phrases. Liouville quantum gravity (LQG), Gaussian free field (GFF), First passage
percolation (FPP).
1 Introduction
In the seminal paper [30], the Gaussian multiplicative chaos was initiated and constructed as a ran-
dom measure obtained from exponentiating log-correlated Gaussian fields. In the last decade, there has
been extensive study on Gaussian multiplicative chaos as well as Liouville quantum gravity1 which is
an important special case of Gaussian multiplicative chaos where the underlying log-correlated field is a
two-dimensional Gaussian free field. See, e.g., [30, 24, 43, 44, 45, 9, 42, 4]. Despite much understanding
on these random measures, the understanding on the random distances associated with Gaussian mul-
tiplicative chaos and Liouville quantum gravity remains elusive. In a well-known paper [47], Watabiki
made a physics prediction on the Hausdorff dimension for random distances associated with Liouville
quantum gravity. The main goal of the current article is to present some bounds on the distance expo-
nents, which as we will explain further in Section 1.1, seems to contradict all reasonable interpretations
of Watabiki’s prediction.
To present our results formally, we first introduce a number of definitions. Let U ⊆R2 be a bounded
domain with smooth boundary. Let dℓ2(S,S
′) = infv∈S,v′∈S′ |v− v′| be the Euclidean distance between
any two subsets S and S′ of R2, and define Uε = {v ∈ U : dℓ2(v,∂U ) > ε} for ε > 0. In this paper
∗Partially supported by NSF grant DMS-1455049, DMS-1757479 and an Alfred Sloan fellowship.
1We note that our convention on the terminology Liouville quantum gravity follows that in [24]. This convention is a bit
different from that adopted in Liouville field theory, and one shall be cautious about the underlying mathematical meaning of
LQG when discussing in the context of Liouville field theory.
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we only consider domains U such that V := [0,1]2 ⊆ Uε for some fixed ε . Let hU be a (continuum)
Gaussian free field (GFF) on U with Dirichlet boundary condition. For an introduction to GFF including
various formal constructions, see, e.g., [46, 7]. Although it is not possible to make sense of hU as
a function on U , it is regular enough so that we can interpret its Lebesgue integrals over sufficiently
nice Borel sets in a rigorous way. In particular, for any δ > 0 and v ∈ U with dℓ2(v,∂U ) > δ , we
can take its average along the circle of radius δ around v, and thus obtain the circle average process
{hUδ (v) : δ > 0,v ∈ U ,dℓ2(v,∂U ) > δ} which is a centered Gaussian process with covariance (below
v,v′ ∈U and dℓ2(v,∂U )> δ > 0,dℓ2(v′,∂U )> δ ′ > 0)
Cov(hUδ (v),h
U
δ ′ (v
′)) = pi
∫
∂Bδ (v)×∂Bδ ′(v′)
GU (z,z
′)µvδ (dz)µ
v′
δ ′(dz
′) , (1.1)
where the normalization factor pi is chosen so that the field is log-correlated, consistent with the con-
vention in the majority of the literature. Here Bδ (v) is the closed ball with radius δ centered at v, µ
v
δ is
the uniform probability measure on ∂Bδ (v) (the boundary of Bδ (v)) — an analogous interpretation for
Bδ ′(v
′) and µv
′
δ ′ applies. In addition, GU (z,z
′) is the Green’s function for domain U , which is defined as
GU (z,z
′) =
∫
(0,∞)
pU (s;z,z
′)ds for z,z′ ∈U , (1.2)
where pU (s;z,z
′) is the transition density of two-dimensional Brownian motion killed upon exiting U .
More precisely, pU (s;z, ·) is the unique (up to sets of Lebesgue measure 0) nonnegative measurable
function satisfying ∫
B
pU (s;z,z
′)dz′ = Pz(Ws ∈ B,τU > s) (1.3)
for all Borel measurable subsets B ofR2. Here Pz(·) is the law of the two-dimensional standard Brownian
motion {Wt}t≥0 (see (3.2) for the formula of its transition density) starting from z and τU is the exit time
of {Wt}t≥0 from U . It was shown in [24] that there exists a version of the circle average process which
is jointly Ho¨lder continuous in v and δ of order ϑ < 1/2 on all compact subsets of {(v,δ ) : v ∈U ,0 <
δ < dℓ2(v,∂U )}. Given such an instance of hUδ and a fixed inverse-temperature parameter γ > 0, we
define the Liouville first-passage percolation (Liouville FPP or LFPP) distance DUγ ,δ (·, ·) on V by
DUγ ,δ (v,w) = inf
P
∫
P
eγh
U
δ (z)|dz| := inf
P
∫
[0,1]
eγh
U
δ (P(t))|P′(t)|dt , (1.4)
where P : [0,1]→ V ranges over all piecewise C1 paths in V connecting v and w. The infimum is well-
defined and measurable since we are dealing with a continuous process on a compact space. In fact
DUγ ,δ (·, ·) does not change if we restrict only toC1 paths.
Theorem 1.1. Let V ⊆ Uε for some ε > 0. Then there exist δγ ,U ,ε > 0 (depending on (γ ,U ,ε)) and
positive (small) absolute constants c∗,γ0 such that for all 0< γ ≤ γ0 and 0< δ ≤ δγ ,U ,ε , we have
max
v,w∈V
EDUγ ,δ (v,w)≤ δ
c∗ γ
4/3
logγ−1 .
Another related notion of random distance comes from the Liouville quantum gravity (LQG) measure
MUγ on U (which, as described at the beginning of the introduction, is an important special case of
Gaussian multiplicative chaos). For any 0< γ < 2, MUγ is defined in [24] as the almost sure weak limit
of the sequence of measures MUγ ,n given by
MUγ ,n = e
γhU
2−n (z)2−nγ
2/2σ(dz), (1.5)
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where σ is the Lebesgue measure. Much on the LQG measure (and in general Gaussian multiplicative
chaos) has been understood (see e.g., [30, 24, 43, 44, 45, 9]) including the existence of the limit in
(1.5), the uniqueness in law for the limiting measure via different approximation schemes, as well as a
KPZ correspondence through a uniformization of the random lattice seen as a Riemann surface. Our
focus in the present article is on the random distance associated with the LQG. Given δ ∈ (0,1), we
say a closed Euclidean ball B ⊆U is a (MUγ ,δ )-ball if MUγ (B) ≤ δ 2 and the center of B is rational (to
avoid unnecessary measurability consideration). We then define the Liouville graph distance D˜Uγ ,δ (v,w)
between any two distinct points v,w ∈V as the minimum number of (MUγ ,δ ) balls whose union contains
a path between v and w. In addition, we set D˜Uγ ,δ (v,v) = 0 for all v ∈ V . We name this distance as
Liouville graph distance since it corresponds to the shortest path distance on a graph indexed by Q2
where adjacency relation corresponds to the intersection of (MUγ ,δ ) balls. A very related graph distance
was mentioned in [39] which proposed to keep dividing each square until the LQG measure is below
δ . We chose our notion of Liouville graph distance for the reason that it seems to have more desirable
invariant properties, although we expect our bound (as well as our proof) to extend to the other notion as
well.
Theorem 1.2. Under the same conditions as in Theorem 1.1, there exist δγ ,U ,ε > 0 (depending on
(γ ,U ,ε)) and positive (small) absolute constants c∗,γ0 such that for all 0< γ ≤ γ0 and 0< δ ≤ δγ ,U ,ε ,
max
v,w∈V
ED˜Uγ ,δ (v,w) ≤ δ
−1+c∗ γ4/3
logγ−1 .
Finally, it is as natural to consider Liouville FPP for discrete GFF (which was explicitly mentioned
in [6]). Given a two-dimensional box VN ⊆ Z2 of side length N, the discrete GFF {ηN,v : v ∈VN} with
Dirichlet boundary condition is a mean-zero Gaussian process such that
ηN,v = 0 for all v ∈ ∂VN , and EηN,vηN,w = GVN(v,w) for all v,w ∈VN .
Here ∂VN = {v∈VN : v has a neighbor in Z2\VN} andGVN(v,w) is the Green’s function of simple random
walk on VN , i.e., the expected number of visits to w for the simple random walk on Z
2 started at v and
killed upon reaching ∂VN . As before, for a fixed inverse-temperature parameter γ > 0, we define the
Liouville FPP distance Dγ ,N(·, ·) on VN by
Dγ ,N(v,w) = 1{v6=w}min
P
∑
u∈P
eγηN,u for v,w ∈VN , (1.6)
where P ranges over all paths in VN connecting v and w and 1{.} is the indicator function. As we explain
in Section 7, the proof of Theorem 1.1 can be adapted to derive the following result.
Theorem 1.3. Given any fixed 0 < ε < 1/2, there exists Nγ ,ε ∈ N (depending on (γ ,ε)) and positive
(small) absolute constant c∗,γ0 such that for all 0< γ ≤ γ0 and N ≥ Nγ ,ε , we have
max
v,w∈VN,ε
EDγ ,N(v,w)≤ N1−c
∗ γ4/3
logγ−1 ,
where VN,ε is the square {v∈VN : d∞(v,∂VN)≥ εN} and d∞((u1,u2),(v1,v2)) =max(|u1−v1|, |u2−v2|).
Remark 1.4. Theorem 1.3 still holds if we restrict P to be a path within VN,ε in (1.6).
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1.1 Discussion on Watabiki’s prediction
The Liouville FPP and the Liouville graph distance are two (related) natural discrete approximations for
the random distance associated with the Liouville quantum gravity [40, 24, 44]. Precise predictions on
various exponents regarding to LQG distance have been made by Watabiki [47] (see also, [3, 2]). In
particular, the Hausdorff dimension for the LQG distance is predicted to be
dH(γ) = 1+
γ2
4
+
√
(1+
γ2
4
)2+ γ2 . (1.7)
The prediction in (1.7) was widely believed. In a recent work [39], Miller and Sheffield introduced and
studied a process called quantum Loewner evolution. As a byproduct of their work they gave a non-
rigorous analysis on exponents of the LQG distance which matched Watabiki’s prediction — we also
note that in [39] the authors did express some reservations on their non-rigorous analysis. For other
discussions on Watabiki’s prediction in mathematical literature, see e.g., [35, 28].
The precise mathematical interpretation of Watabiki’s prediction is not completely clear to us. How-
ever, there are a number of reasonable “folklore” interpretations that seem to be widely accepted. For
the Liouville graph distance, the scaling exponent χ = − limδ→0 E log D˜γ,δ (v,w)logδ is expected to exist and is
expected to be given by (here we take v,w as two fixed generic points in the domain)
χ =
2
dH(γ)
≥ 1−Cγ2 , as γ → 0 for an absolute constant C > 0 , (1.8)
where in the last step we plugged in (1.7). A similar interpretation to (1.8) appeared in [28, Conjecture
1.14] though the graph structure considered in [28] is based on the peanosphere construction of LQG and
so far we see no mathematical connection to Liouville graph distance considered in the present article.
Note that there is a difference of factor of 2, which is due to the fact that for the graph defined in [28] on
average each ball contains LQG measure about ε (in their notation) while in our construction each ball
contains LQG measure δ 2. We see that Theorem 1.2 contradicts (1.8).
There are also reasonable interpretations of Watabiki’s prediction for Liouville FPP.2 For instance,
see [2, Equation (17), (18)]. We would like to point out that in [2, Equation (17)] the term ρδ was not
defined — some reasonable interpretations include ρδ = e
γ
2
hδ (z) and ρδ = e
γhδ (z)δ
γ2
2 as well as possibly
replacing γ by γ
dH (γ)
as suggested in the footnote. For all these interpretations, [2, Equation (18)] would
then imply that there exist constants c,C > 0 such that for sufficiently small but fixed γ > 0 the Liouville
FPP distance between two generic points is between δCγ
2
and δ cγ
2
as δ → 0. However, Theorem 1.1
contradicts with all aforementioned interpretations of (1.7) for Liouville FPP at high temperatures.
An extremely meticulous reader may be doubtful whether Liouville FPP and Liouville graph dis-
tance are reasonable to approximate the “true” LQG distance. To aim for a clarification, we would like
to remark that in [20] the authors considered a certain type of log-correlated Gaussian field which they
refer to as coarse modified branching random walk. In [20], the exponent on the heat kernel for Liou-
ville Brownian motion (with respect to the coarse modified branching random walk) was computed via
considering Liouville FPP (naturally with coarse branching random walk as the underlying field). This
may serve as a piece of evidence that the Liouville FPP is indeed a reasonable approximation, as the heat
kernel for Liouville Brownian motion is generally considered to encode the distance properties in the
limit.
2For instance, we learned from Re´mi Rhodes and Vincent Vargas that, according to [47], the physically appropriate approx-
imation for the γ-LQG distance should involve infP
∫
P e
γ
dH (γ)
hδ (z)|dz| , i.e., the parameter in the exponential of GFF is γ/dH (γ)
instead of γ .
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As a final remark, we note that currently we do not have any reasonable conjecture on the precise
value of the exponent for either Liouville FPP or Liouville graph distance — we regard a precise com-
putation of the exponent for either of the two distances as a major challenge.
1.2 Discussion on non-universality
Combined with [22], Theorem 1.3 shows that the distance exponent for first passage percolation on the
exponential of log-correlated Gaussian fields is non-universal, i.e., the exponents may differ for different
families of log-correlated Gaussian fields. In contrast, we note that the behavior for the maximum is uni-
versal among log-correlated Gaussian fields (see e.g., [13, 12, 34, 19]) in a sense that their expectations
are the same up to additive O(1) term and that the laws of the centered maxima for all these fields are in
the same universal family known as Gumbel distribution with random shifts (but the random shifts may
not have the same law for different fields).
While non-universality suggests subtlety for the distance exponent of Liouville FPP, the proof in the
present article does not see complication due to such subtlety. In fact, our proof should be adaptable to
general log-correlated Gaussian fields with ⋆-scale invariant kernels as in [23]. The following question
remains an interesting challenge, especially (in light of the non-universality) for log-correlated Gaussian
fields for which a kernel representation is not known to exist.
Question 1.5. Let {ϕN,v : v ∈VN} be an arbitrary mean-zero Gaussian process satisfying |EϕN,vϕN,u−
log N
1+|u−v| | ≤ K. Does an analogue of Theorem 1.3 hold for Cγ ,c∗ depending on K?
1.3 Further related works
Much effort has been devoted to understanding classical first-passage percolation (FPP), with indepen-
dent and identically distributed edge/vertex weights. We refer the reader to [5, 27] and their references
for reviews of the literature on this subject. We argue that FPP with strongly-correlated weights is also a
rich and interesting subject, involving questions both analogous to and divergent from those asked in the
classical case. Since the Gaussian free field is in some sense the canonical strongly-correlated random
medium, we see strong motivation to study Liouville FPP.
More specifically, as mentioned earlier Liouville FPP and Liouville graph distance play key roles
in understanding the random distance associated with the Liouville quantum gravity (LQG). We remark
that the random distance of LQG is a major open problem, even just to make rigorous sense of it (we
refer to [41] for a rather up-to-date review). In a recent series of works of Miller and Sheffield, much
understanding has been obtained for the LQG distance (in the special case when γ =
√
8/3), and we
note that an essentially equivalent distance to Liouville graph distance was mentioned in [39] as a natural
approximation. While no mathematical result was obtained (perhaps not attempted either) on such ap-
proximations, the main achievement of this series of works by Miller and Sheffield (see [39, 36, 37, 38]
and references therein) is to produce candidate scaling limits and to establish a deep connection to the
Brownian map. Our approach is different, in the sense that we aim to understand the random distance of
LQG via approximations by natural discrete distances. We also note that in a recent work [28] some up-
per and lower bounds have been obtained for a type of distance related to LQG and that their bounds are
consistent with Watabiki’s prediction. We further remark that currently we see no connection between
our work and [39, 36, 37, 38, 28].
Furthermore, we expect that Liouville FPP distance and Liouville graph distance are related to the
heat kernel estimate for Liouville Brownian motion (LBM) — in fact, we expect a direct and strong
connection between Liouville graph distance and the LBM heat kernel. The mathematical construction
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(of the diffusion) for LBM was provided in [25, 8] and the heat kernel was constructed in [26]. The
LBM is closely related to the geometry of LQG; in [14, 10] the KPZ formula was derived from Liouville
heat kernel. In [35] some nontrivial bounds for LBM heat kernel were established. A very interesting
direction is to compute the heat kernel of LBM with high precision.
There has been a number of other recent works on Liouville FPP (while they focus on the case
for the discrete GFF, these results are expected to extend to the case of continuum GFF). In a recent
work [15], it was shown that at high temperatures the appropriately normalized Liouville FPP converges
subsequentially in the Gromov-Hausdorff sense to a random distance on the unit square, where all the
(conjecturally unique) limiting distances are homeomorphic to the Euclidean distance. We remark that
the proof method in the current paper bears little similarity to that in [15]. In a very recent work [21], it
was shown that the dimension of the geodesic for Liouville FPP is strictly larger than 1, again for small
but fixed γ > 0. In fact, in [21] it proved that the distance exponent is bounded from below by a number
arbitrarily close to 1 if we restrict to paths with dimensions sufficiently close to 1. This, combined with
Theorem 1.3 yields the lower bound on the dimension of the geodesic. While both the proofs in [21] and
the present article use multi-scale analysis method, the details are drastically different.
Finally, we would like to mention that there has been a few other recent works on the distance
properties of two-dimensional discrete GFF, including [33] on the random pseudo-metric on a graph
defined via the zero-set of the Gaussian free field on its metric graph, [18] on the chemical distance on
the level sets of GFF, and [11] on the effective resistance distance on the random network where each
edge (u,v) is assigned a resistance eγ(ηN,u+ηN,v). In particular, the work of [11] implies that the typical
effective resistance between two vertices of Euclidean distance N behaves like No(1). Combined with
Theorem 1.3, this implies that (somewhat mysteriously) perturbing Z2 by assigning weights which are
exponentials of GFF drastically distorts the shortest path distance but more or less preserves the effective
resistance of Z2.
1.4 Organization
We now give a brief guide on the organization. In Section 2, we present our proof strategy via a toy prob-
lem which captures the core computation leading to the exponent 4/3 in our main results. In Section 3,
we introduce a new Gaussian process (referred to simply as the “new process” hereafter in the current
subsection) which has a simpler hierarchical structure than the circle average process. We show that the
two processes can be coupled in a way such that their maximal pointwise difference is small, allowing
us to carry out our main proof in terms of the new process. In Section 4 we describe the geometric
framework for our inductive construction of “light” paths as scales increase. “Light” means that these
paths have small weight which are computed as integrals of the exponential of the new process along
the paths. We then complete the construction in Section 5 by choosing the optimization strategy (with
respect to the new process) and thus obtain a bound on the corresponding distance exponent. This bound
along with the coupling between the two processes from Section 3 leads to a proof of Theorem 1.1 at
the end of Section 5. In Section 6, we prove Theorem 1.2 by relating the Liouville graph distance to
Liouville FPP and applying Theorem 1.1. Finally, in Section 7 we explain how to adapt the proof to
deduce Theorem 1.3.
Acknowledgement. We thank Marek Biskup, Hugo Duminil-Copin, Alexander Dunlap, Steve Lalley,
Elchanan Mossel, Re´mi Rhodes, Scott Sheffield, Vincent Vargas and Ofer Zeitouni for helpful discus-
sions. We especially thank Alexander Dunlap for a careful reading of a preliminary draft and numerous
useful comments. An earlier version of the manuscript was completed when both authors were in the
University of Chicago.
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2 An overview of our proof strategy
The key technical contribution of the present article is Theorem 1.1, provided with which Theorems 1.2
and 1.3 follow more or less in an expected way. Our proof strategy of Theorem 1.1 naturally inherits that
of [16] which proved a weak version of Theorem 1.3 in the context of branching random walk (BRW),
and we encourage the reader to flip through [16] (in particular Section 1.2) which contains a prototype of
the multi-scale analysis carried out in the current paper. In fact, prior to the present article, we posted an
article [17] on arXiv which proved that the distance exponent is less than 1− γ2/103. Our present article
proves a stronger result than [17]. In addition, our proof simplifies that of [17] and is self-contained. As
a result, [17] will be superseded by the present article and will not be published anywhere.
However, some historical remarks might be interesting and helpful. During the work of [17], we
had in mind that the second leading term for the distance exponent is of order γ2 in light of (1.7). As a
result, we followed [16] and designed an inductive strategy for constructing light crossings (i.e., paths
connecting two shorter boundaries of a rectangle) to prove an upper bound of 1− γ2/103. In the multi-
scale construction, the order of γ2 is exactly the order of both the gain and the loss for our strategy,
and thus a much delicate analysis was carried out in [17] since we fought between the two constants for
the loss and the gain. A curious reader may quickly flip through [17] for an impression on the level of
technicality.
A key component in both [16, 17] is an inductive construction where we construct light crossings in
a bigger scale from crossings in smaller scales. We switch between two layers of candidate crossings in a
smaller scale based on the value of Gaussian variables in the bigger scale (note that there is a hierarchical
structure for both BRW and GFF). In those papers, we used vertical crossings as our switching gadgets
to connect horizontal crossings in top and bottom layers. A crucial improvement in the current article
arises from the simple observation that a sloped switching gadget is much more efficient (see Figure 2).
In order to give a flavor of how it works we discuss a toy problem in this section.
We will use some order notations to avoid unnecessary named constants and these will carry the
same meaning throughout the paper. For (nonnegative) functions F(.) and G(.) we write F = O(G) (or
Ω(G)) if there exists an absolute constant C > 0 such that F ≤ CG (respectively ≥ CG) everywhere in
their domain. We write F = Θ(G) if F is both O(G) and Ω(G). If the constant depends on variables
x1,x2, . . . ,xn, we change these notations to Ox1,x2,...,xn(G) and Ωx1,x2,...,xn(G) respectively.
Let Γ = Γ(γ) be a large positive number (we assume throughout that 0< γ ≪ 1) and {ζ (v) : v ∈R2}
be a continuous, centered Gaussian process on the plane. Suppose that ζ satisfies the following three
properties:
(a) Var(ζ (v)) = 1 for all v ∈ R2.
(b) For any straight line segment L, Var(
∫
L ζ (z)|dz|) = O(‖L‖), where ‖L‖ is the (Euclidean) length of
L.
(c) If v ∈ R2 is orthogonal to L such that |v| ≥ 0.1 (say) where |.| denotes the ℓ2 norm, then
Var
(∫
L
ζ (z)|dz|−
∫
L+v
ζ (z)|dz|
)
= Ω(‖L‖) .
We first want to construct a piecewise smooth path P connecting the shorter boundaries of the rectangle
V Γ = [0,Γ]× [0,1] such that the “weight” of P, given by ∫P eγζ (z)|dz|, has a small expectation. Since
ex = 1+ x+O(x2) as x→ 0 and Var(ζ (z)) = 1 by Property (a), we can approximate eγζ (z) with 1+
γζ (z)+O(γ2) when γ is sufficiently small (a justification in the proof is given in Section 5). Thus the
weight of P is approximately
(1+O(γ2))‖P‖+ γ
∫
P
ζ (z)|dz| . (2.1)
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Henceforth we will treat the above expression as the “true” weight of P. Now consider the segments
L1 = [0,Γ]×{0.75} and L2 = [0,Γ]×{0.25}. Choose β such that Γ ≫ β ≫ 1 (later we will choose
β = γ−2/3, and we will see that this is an optimal choice) and that Γ/β is an integer. Divide Li (here
i ∈ {1,2}) into segments Li,1,Li,2, . . . ,Li,Γ/β of length β from left to right. Given i j ∈ {1,2} for each
j ∈ {1, . . . ,Γ/β} (called a strategy), we can construct a crossing, i.e., a path connecting the shorter
boundaries of VΓ as follows. If i j = i j+1 for some j ≤ Γ/β (we use the convention iΓ/β+1 = iΓ/β ),
let L j,chosen be the segment Li j , j. Otherwise set L j,chosen to be the segment joining the left endpoints of
Li j , j and Li j+1, j+1 (the sloped gadget). Notice that there can be only two possible sloped gadgets at a
“location” j which we will refer to as L1j,slope and L
2
j,slope in a certain arbitrary order. It is clear that the
union of the segments L1,chosen,L2,chosen, . . . ,LΓ/β ,chosen forms a crossing. The weight (see (2.1)) of this
crossing is given by
(
1+O(γ2)
)
Γ+
(
1+O(γ2)
)
∑
j∈[Γ/β ]
1{i j 6=i j+1}(‖L j,chosen‖−β )+ γ ∑
j∈[Γ/β ]
∫
L j,chosen
ζ (z)|dz| (2.2)
where [n] = {1, . . . ,n} for any positive integer n. We need to bound its expectation from above. How-
ever, it would be more convenient to analyze an upper bound that involves E(
∫
Li j , j
ζ (z)|dz|)’s instead of
E(
∫
L j,chosen
ζ (z)|dz|)’s (the advantage will become clear once we describe our strategy). To this end we
bound supi j∈[2],i j+1 6=i j
∣∣∫
L j,chosen
ζ (z)|dz|− ∫Li j , j ζ (z)|dz|
∣∣ simply by
∑
i∈[2]
∣∣∫
Li, j
ζ (z)|dz|∣∣+ ∑
i∈[2]
∣∣∫
Lij,slope
ζ (z)|dz|∣∣ .
By Property (b), each of the integrals above is a centered Gaussian variable with variance O(‖Lij,slope‖) =
O(
√
(0.75−0.25)2+β 2) = O(β ) (since β ≫ 1). Hence E
∣∣∫
Li, j
ζ (z)|dz|
∣∣ and E∣∣∫Lij,slope ζ (z)|dz|∣∣ are
both O(
√
β ). Now let J = { j1, j2, . . . , j|J|} ⊆ [Γ/β ] with j1 < j2 < .. . < j|J| = Γ/β where |J| is the
cardinality of J. Consider an arbitrary strategy {i j} j∈[Γ/β ] (which can be random) allowing i j 6= i j+1 only
on J \{ j|J|}. We then see that the expected value of (2.2) is bounded above by
(
1+O(γ2)
)
Γ+
(
1+O(γ2)
)|J|(‖L11,slope‖−β )+ γ |J|C√β + γ ∑
j∈[Γ/β ]
E
∫
Li j , j
ζ (z)|dz| ,
where C is a positive constant. Notice that we used the fact that the Lij,slope’s have the same length for
all j. Also since β ≫ 1, we have ‖L11,slope‖−β =
√
(0.75−0.25)2+β 2−β =O(β−1) and thus the last
display can be further bounded by
(
1+O(γ2)
)
Γ+ |J|C′β−1+ γ |J|C
√
β + γ ∑
k∈[|J|]
E
(∫
Li jk
,k,J
ζ (z)|dz|) . (2.3)
Here C′ is a positive constant (recall that γ is small and hence 1+O(γ2) = O(1)) and Li,k,J is the union
of segments Li, jk−1+1,Li, jk−1+2, . . . ,Li, jk with j0 = 0 (i.e., the horizontal segment joining the left endpoint
of Li, jk−1+1 and the right endpoint of Li, jk ) for i ∈ {1,2}. Thus, Li jk ,k,J is interpreted as L1,k,J or L2,k,J
depending on whether i jk = 1 or 2. For any given β and J, it is clear that the minimizing strategy for
(2.3) is the following:
i jk = argmin
i
∫
Li,k,J
ζ (z)|dz| for all k ∈ [|J|] .
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Since min(X ,Y ) = X+Y
2
− |X−Y |
2
and
∫
Li,k,J
ζ (z)|dz|’s are centered variables, it follows that
E
(∫
Li jk
,k,J
ζ (z)|dz|) =−1
2
E
∣∣∣∣
∫
L1,k,J
ζ (z)|dz|−
∫
L2,k,J
ζ (z)|dz|
∣∣∣∣ .
In addition, we see from Property (c) that
∫
L1,k,J
ζ (z)|dz|− ∫L2,k,J ζ (z)|dz| is a centered Gaussian variable
with variance Ω(( jk− jk−1)β ). Consequently
E
(∫
Li jk
,k,J
ζ (z)|dz|) =−1
2
E
∣∣∣∣
∫
L1,k,J
ζ (z)|dz|−
∫
L2,k,J
ζ (z)|dz|
∣∣∣∣ ≤−c√( jk− jk−1)β ,
for some positive constant c. Thus if mink∈[|J|]( jk− jk−1)≥G, (2.3) can be bounded from above by(
1+O(γ2)
)
Γ−|J|(cγ√G√β −C′β−1− γC√β) . (2.4)
Let us choose G to be only large enough so that
cγ
√
G
√
β ≥ 2(C′β−1+ γC
√
β ) . (2.5)
In order for there to be a valid choice for G, it must be that Γ ≥Gβ . A straightforward algebra shows us
that this is true if
Γ ≥ 8C
′2
c2γ2β 2
+
8C2β
c2
. (2.6)
We will choose Γ according to this condition at the end. For the moment being let us just assume (2.6)
holds. For such a choice of G, there exists J such that mink∈[|J|]( jk− jk−1)≥ G and
|J|= Ω
( Γ
Gβ
)
=
Ω(Γ)
4(C′β−1+γC
√
β )2
c2γ2
=
Ω(Γγ2)
(β−1+ γ
√
β )2
.
Plugging this into (2.4) and using (2.5), we find that (2.4) can be at most(
1+O(γ2)
)
Γ−|J|(C′β−1+ γC
√
β )
=
(
1+O(γ2)
)
Γ− Ω(Γγ
2)
(β−1+ γ
√
β )2
(C′β−1+ γC
√
β )
=
(
1+O(γ2)
)
Γ− Ω(Γγ
2)
β−1+ γ
√
β
.
The above expression is minimized for β = γ−2/3 and the optimal value is Γ(1−Ω(γ4/3)) since γ is
small — by (2.6) we see that Γ only needs to be a large (but fixed) multiple of γ−2/3 for this bound to
be valid although our choice of Γ will be more restrictive in the real proof. These computations, which
lead to the factor of (1−Ω(γ4/3)), give us the first hint on the appearance of γ4/3 in the exponent as in
Theorem 1.1.
However the circle average process hU2−n is not a smooth process like ζ . Rather it is very close
to a process like Xn = ζ1(·)+ ζ2(2·)+ . . .+ ζn(2n·) where ζ1, . . . ,ζn are independent copies of ζ (see
Section 2). We can take advantage of this decomposition to construct a light crossing through V Γ
with respect to Xn by applying our construction at many scales k ∈ [n]. To elucidate it further let us
“thicken” the segments Li, j and L
i
j,slope to rectangular strips of width Γ
−2. We split these strips into even
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smaller rectangles of length Γ−1 so that their aspect ratio is the same as that of V Γ and then use the field
ζ2log2 Γ+1(Γ
2·)+ . . .+ ζn(2n·) to construct “efficient” crossings through each one of them. Since their
width is very small, the collection of crossings through adjacent rectangles in a strip roughly “look like”
a line segment joining its shorter boundaries. Consequently we can perform our switching steps with
respect to ζ1 using these collections of crossings instead of Li, j’s and L
i
j,slope’s. Due to independence
of ζk’s, the only way this will affect the computation of the expected weight is by changing the unit of
length to Γdn−2log2 Γ;n where dn−2log2 Γ;n is the maximum expected weight of crossings through smaller
rectangles for the field ζ2log2 Γ+1(Γ
2·)+ . . .+ ζn(2n·) (recall that the length of these rectangles is Γ−1).
Notice that the latter is identically distributed as Xn−2log2 Γ(Γ
2·) and thus Γ2dn−2log2 Γ;n is the maximum
expected length of an “efficient” crossing through a rectangle obtained by translating and / or rotating V Γ
for the field Xn−2log2 Γ. Denoting this quantity as dn−2log2 Γ we then get the following recursive relation
for dn’s:
dn ≤ (EeγZ)2log2 Γ−1Γ2dn−2log2 Γ;n(1−Ω(γ4/3)) = (1+ γ2/2)2log2 Γ−1dn−2log2 Γ(1−Ω(γ4/3)) ,
where Z is a standard Gaussian variable and the first factor accounts for the effects of the fields ζ2, . . . ,
ζ2log2 Γ. When Γ is at most a power of γ
−1 (as is the case in the real proof) and γ is small, the above
inequality can be rewritten as dn ≤ dn−2log2 Γ(1−Ω(γ4/3)). Iterating this we finally get
dn ≤ Γ(1−Ω(γ4/3))n/2log2 Γ = Γ(2−n)
Ω(γ4/3 )
logγ−1 ,
which shows, in a high level, why we get the factor of γ4/3 in the exponent as in Theorem 1.1.
We remark that the simple observation on the sloped switching strategy is more natural when con-
sidering continuous path in the plane — this is why our main proof focuses on the case of continuous
GFF. In the case for discrete GFF, we first bound the distance minimizing the lengths over all continuous
paths and then argue that for each continuous path there is a lattice path whose weight grows by a factor
that is negligible.
2.1 Conventions, notations and some useful definitions
In the remainder of the paper we assume that γ is small enough (less than some small, positive absolute
constant) for our bounds or inequalities to hold although we keep this implicit in our discussions. Define
Γ = mink∈N{2k : 2k ≥ γ−2} to be the smallest integer power of 2 that is ≥ γ−2. Thus 1 ≤ Γγ2 < 2. (It
will be clear later that our analysis works if we alternatively define Γ = mink∈N{2k : 2k ≥ γ−χ} for any
χ > 4/3). We further denote by mΓ = log2Γ.
For any w∈R2, ℓ∈R and r> 0, defineV r;wℓ as the rectangle w+[0,r2−ℓ]× [0,2−ℓ]. We will suppress
ℓ or w from this notation whenever they are 0. We will also omit r when it is 1. The longer and shorter
dimensions of a rectangle are called its length and width respectively. Two rectangles R and R′ are called
copies of each other if R can be obtained from R′ via translation and / or rotation by an angle. The
rectangles R and R′ are called non-overlapping if their interiors are disjoint. If R and R′ have the same
dimensions then we say that they are adjacent if they share one of their shorter boundary segments. A
smooth path is a C1 map P : [0,1]→ R2. We will also use P to denote the image set of P which is a
subset of R2. This distinction should be clear from the context. For any rectangle R = [a,b]× [c,d]
with sides parallel to the coordinate axes, we define its left, right, upper and lower boundary segments in
the obvious way and denote them as ∂leftR,∂rightR,∂upR and ∂downR respectively. Thus ∂leftR is the path
described by (a,c+ t(d− c)); t ∈ [0,1] etc.
For convenience, we identify (and denote) the points in R2 as complex numbers. If w= a+ ιbwhere
a,b ∈ R and ι =√−1, then we write Re(w) = a and Im(w) = b. To avoid potential confusion, we will
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use bold fonts for real numbers when they are considered as complex numbers, i.e., as points on the real
line. We denote the absolute value (i.e., the ℓ2-norm) of a complex number w by |w|. It will also be
used for the absolute value of a real number r, and when the argument of | · | is a finite set A it should be
interpreted as the cardinality of A.
We denote the set of all nonnegative real numbers by R+. For a subset E of Rn, we denote by B(E)
the class of all Borel subsets of E .
We will also continue to use the O,Ω,Θ notations introduced at the beginning of this section.
3 White noise decomposition of the circle average process
In this section, we will introduce an approximation of the circle average process via the white noise
decomposition of the Gaussian free field. A white noiseW distributed on R2×R+ refers to a centered
Gaussian process {(W, f ) : f ∈ L2(R2×R+)} whose covariance kernel is given by
E(W, f )(W,g) =
∫
R2×R+
f gdzds .
An alternative notation for (W, f ) is
∫
R2×R+ fW (dz,ds), which we use in this paper. For any B ∈B(R2)
and I ∈ B(R+), we let ∫B×I fW (dz,ds) denote the variable ∫R2×R+ fB×IW (dz,ds) where fB×I is the
restriction of f to B× I. Now define a Gaussian process {hˆUδ (v) : v ∈ Uδ} as follows (the factor
√
pi
below corresponds to pi in (1.1)):
hˆUδ (v) =
∫
U ×(0,∞)
(∫
∂Bδ (v)
√
pi pU (s/2;w,z)µ
v
δ (dw)
)
W (dz,ds) . (3.1)
Lemma 3.1. The process {hˆUδ (v) : v ∈ Uδ} is identically distributed as {hUδ (v) : v ∈ Uδ} for all δ ∈
(0,rU ) where rU = sup{r > 0 : Ur 6= /0}.
Proof. We only need to show that the covariance kernels are the same for these two processes. For
v,v′ ∈ Uδ , the covariance between hˆUδ (v) and hˆUδ (v′) can be easily computed by Fubini’s theorem and
the Markov property of Brownian motion as shown below:
Cov
(
hˆUδ (v), hˆ
U
δ (v
′)
)
= pi
∫
∂Bδ (v)×∂Bδ (v′)
(∫
R2×R+
pU (s/2;w,z)pU (s/2;z,w
′)dzds
)
µvδ (dw)µ
v′
δ (dw
′)
=pi
∫
∂Bδ (v)×∂Bδ (v′)
(∫
R+
pU (s;w,w
′)ds
)
µvδ (dw)µ
v′
δ (dw
′) = pi
∫
∂Bδ (v)×∂Bδ (v′)
GU (w,w
′)µvδ (dw)µ
v′
δ (dw
′) ,
where in the last step we used (1.2). Comparing with (1.1), we can now conclude that the two Gaussian
processes are identically distributed.
We are interested in the white noise decomposition hˆUδ for the reason that (as shown in Proposi-
tion 3.3) it is well-approximated by a new family of Gaussian processes η := {ηδ ′δ (v) : v ∈ R2,0 < δ <
δ ′ ≤ 1} defined as:
ηδ
′
δ (v) =
√
pi
∫
R2×[δ 2,δ ′2]
p(s/2;v,w)W (dw,ds) where p(s/2;v,w) =
e−
|v−w|2
s
pis
(3.2)
(namely, p(t;v,w) is the transition probability density function of a standard two-dimensional Brownian
motion). We can immediately observe the following properties of η from the representation (3.2):
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(a) Invariance with respect to isometries of the plane. Law of η remains the same under any isometry
(i.e. translation, rotation, reflection etc.) of R2.
(b) Scaling property. The processes {ηδ ∗δ ′δ ∗δ (δ ∗v) : v ∈ R2} and {ηδ
′
δ (v) : v ∈ R2} are identically dis-
tributed for all 0< δ < δ ′ ≤ 1 and δ ∗ ∈ (0,1].
(c) Independent increment. The processes {ηδ2δ1 (v) : v ∈ R2} and {η
δ4
δ3
(v) : v ∈ R2} are independent for
all 0< δ1 < δ2 < δ3 < δ4 ≤ 1.
We will suppress the superscript δ ′ in ηδ
′
δ whenever δ
′ = 1. Notice that
Var(ηδ (v)) = pi
∫
[δ 2,1]
p(s;v,v)ds = logδ−1 . (3.3)
The following important estimate is a simple consequence of (3.2).
Lemma 3.2. For all v,w ∈R2, we have Var(ηδ (v)−ηδ (w))≤ |v−w|
2
δ 2
.
Proof. This follows from (3.2) by straightforward computations:
Var(ηδ (v)−ηδ (w)) =2
(
Var(ηδ (v))−Cov(ηδ (v),ηδ (w))
)
=
∫
[δ 2,1]
1− e− |v−w|
2
2s
s
ds
≤
∫
s∈[δ 2,1]
|v−w|2
2s2
ds≤ |v−w|
2
δ 2
.
As ηδ is a Gaussian process, Lemma 3.2 implies by Kolmogorov-Centsov theorem that there is a
version of ηδ with continuous sample paths. Thus we can work with a continuous version of ηδ for any
given δ and hence for any fixed, finite collection of δ ’s that we consider at any given instance.
We next show that the process hUδ is well-approximated by the process ηδ .
Proposition 3.3. Let V ⊆ Uε for some ε > 0. Then there exists CU ,ε > 0, depending only on (U ,ε),
such that
P
(
max
v∈V
(hˆUδ (v)−ηδ (v))>CU ,ε
√
logδ−1+ x
)
= e−ΩU ,ε (x
2)
for all δ ∈ (0,ε/4) and x≥ 0.
The reader may skip the rest of the section for now, and come back to the proof of Proposition 3.3
after reading Sections 4 and 5. In order to prove Proposition 3.3 we need the following tail bound for the
maximum of Gaussian processes of a certain type.
Lemma 3.4. LetR be a finite collection of subsets of R2 such that for every R∈R, there is a continuous,
centered Gaussian process {YR(v) : v ∈ R} satisfying the following conditions:
(I) There exists C > 0 (same for all R ∈R) such that for all v,w ∈ R,
Var(YR(v)−YR(w))≤C |v−w|
diam(R)
where diam(R) is the diameter of R.
(II) There exists C′ > 0 (same for all R ∈R) such that maxv∈RVar(YR(v)) ≤C′.
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Then there exists C′′ > 0, depending only on C and C′, such that
P(max
R∈R
max
v∈R
YR(v)>
√
2C′ log |R|+C′′+ x)≤ e−x2/2C′ for all x≥ 0 .
Proof. Applying Dudley’s entropy bound on the expected supremum of a Gaussian process (see, e.g., [1,
Theorem 4.1]), we get from Condition (I) that
Emax
v∈R
YR(v)≤C′′′ (3.4)
for any R ∈R and some C′′′ > 0 depending on C. Also Condition (II) and the Gaussian concentration
inequality (see e.g., [32, Equation (7.4), Theorem 7.1]) give us
P(max
v∈R
YR(v)−Emax
v∈R
YR(v)> x)≤ e−x2/2C′ (3.5)
for all x≥ 0. Recalling the identity
Emax(X ,0) =
∫
[0,∞)
P(X > x)dx ,
we then get from (3.4) and (3.5) and a union bound at the second step that (we assume |R|> 1)
Emax
R∈R
(max
v∈R
YR(v)) ≤ max
R∈R
Emax
v∈R
YR(v)+Emax
R∈R
(
max
v∈R
YR(v)−Emax
v∈R
YR(v)
)
≤ C′′′+
√
2C′ log |R|+
∫
(
√
2C′ log |R|,∞)
|R|e−x2/2C′dx
≤ C′′′+
√
2C′ log |R|+
∫
[0,∞)
e−y
2/2C′dy
≤ C′′′+
√
2C′ log |R|+O(
√
C′) . (3.6)
Furthermore, we have from Condition (II) and the Gaussian concentration inequality,
P(max
R∈R
max
v∈R
YR(v)−Emax
R∈R
max
v∈R
YR(v)> x)≤ e−x2/2C′ for all x≥ 0 .
This together with (3.6) yields the desired tail bound.
Proof of Proposition 3.3. For convenience let us use ∆δ (v) to denote hˆ
U
δ (v)−ηδ (v) and suppose that the
following is true for all v,w ∈Uε such that |v−w| ≤ δ :
Var(∆δ (v)−∆δ (w)) = O
( |v−w|
δ
)
, (3.7)
max
v∈Uε
Var(∆δ (v)) = OU ,ε(1) . (3.8)
Now subdivide V into rectangles of diameter at most δ in some arbitrary but fixed fashion such that the
resulting collection of rectangles R satisfies |R| ≤ 8δ−2. It is then clear that the conditions of Lemma 3.4
are satisfied for this collection with YR := {∆δ (v) : v ∈ R}, C = O(1) and C′ = OU ,ε(1). Therefore it
remains to verify (3.7) and (3.8).
We first prove (3.8). We remark that despite the fact that the proof is somewhat long, the analy-
sis is all standard. For convenience we introduce some notations. We denote p(s;v,w)− pU (s;v,w)
by pU (s;v,w). Also for any function f defined on R
+ ×Uε ×Uε and δ ≤ ε , we let f δ (·;v, ·) =
13
∫
∂Bδ (v)
f (·;v′, ·)µvδ (dv′) be the circle average of f . Now notice, from (3.1) and (3.2), that we can de-
compose ∆δ (v) into four components as follows:
∆δ (v) =
√
pi(Gv;1+Gv;2+Gv;3+Gv;4) ,
where
Gv;1 =
∫
U ×[1,∞)
pδ
U
(s/2;v,w)W (dw,ds) ,Gv;2 =
∫
U ×(0,δ 2]
pδ
U
(s/2;v,w)W (dw,ds) ,
Gv;3 =−
∫
R2×[δ 2,1]
pδU (s/2;v,w)W (dw,ds) and Gv;4 =
∫
R2×[δ 2,1]
(
pδ (s/2;v,w)− p(s/2;v,w))W (dw,ds) .
We will show that the variance of each component is OU ,ε(1). Let us begin with Var(Gv;1). Observe that
Var(Gv;1) =
∫
[1,∞)
∫
∂Bδ (v)×∂Bδ (v)
pU (s;v
′,v′′)µvδ (dv
′)µvδ (dv
′′)ds
=
∫
[1,∞)
∫
∂Bδ (v)×∂Bδ (v)
p(s;v′,v′′)PU (s;v′,v′′)µvδ (dv
′)µvδ (dv
′′)ds , (3.9)
where PU (s;v′,v′′) is the probability that a (two-dimensional) Brownian bridge with starting point v′,
ending point v′′ and duration s stays within U . This Brownian bridge is identically distributed as
the process {Wt − ts(Ws− v′′+ v′)+ v′}t∈[0,s] where {Wt}t∈[0,s] := {(W1,t ,W2,t)}t∈[0,s] is a standard two-
dimensional Brownian motion starting at the origin. A simple upper bound on PU (s;v′,v′′) can be given
as
PU (s;v′,v′′)≤ P(Ws/2− 12(Ws− v′′+ v′)+ v′ ∈U )≤ P
(|Ws/2− 12Ws|− 12 |v′− v′′| ≤ diam(U )) .
Since (Wi,s/2 − 12Wi,s)’s are independent Gaussian random variables with mean zero and variance s/4,
|Ws/2− 12Ws|2 is distributed as an exponential variable with mean s/2. Hence the probability on the right
hand side in the last display is bounded by O(1)(1− e−O
(
(diam(U )+|v′−v′′ |)2
s
)
). Plugging this into (3.9) we
get (using the fact that 1− e−x ≤ x for all x≥ 0)
Var(Gv;1) = O(1)
∫
[1,∞)
s−1(1− e−O
(
(diam(U )+|v′−v′′ |)2
s
)
)ds
= O(1)
∫
[1,∞)
s−2(diam(U )+ |v′− v′′|)2ds=O(diam(U )2) .
Next, we bound Var(Gv;2). We see that
Var(Gv;2) =
∫
(0,δ 2]
∫
∂Bδ (v)×∂Bδ (v)
pU (s;v
′,v′′)µvδ (dv
′)µvδ (dv
′′)ds
≤
∫
(0,δ 2]
∫
∂Bδ (v)×∂Bδ (v)
p(s;v′,v′′)µvδ (dv
′)µvδ (dv
′′)ds
= O(1)
∫
(0,δ 2]
s−1
∫
[0,2pi]
e−
δ2(1−cosθ )
s dθds = O(1)
∫
(0,δ 2]
√
s
δ
s−1ds= O(1) .
Here we used the fact that
∫
[0,2pi] e
− δ2(1−cosθ )
s dθ = 2
∫
[0,pi] e
− δ2·2sin2(θ/2)
s dθ = O(
√
s/δ ), since the main con-
tribution to the integration comes from θ = O(
√
s/δ ). For Var(Gv;3) we start with the following upper
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bound (see the expression of Gv,3):
Var(Gv;3) =
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
(p(s;v′,v′′)+ pU (s;v′,v′′))µvδ (dv
′)µvδ (dv
′′)ds
−2
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
∫
R2
pU (s/2;v
′,z)p(s/2;v′′ ,z)dzµvδ (dv
′)µvδ (dv
′′)ds
pU ≤p≤
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
(p(s;v′,v′′)+ pU (s;v′,v′′))µvδ (dv
′)µvδ (dv
′′)ds
−2
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
∫
R2
pU (s/2;v
′,z)pU (s/2;v′′,z)dzµvδ (dv
′)µvδ (dv
′′)ds
=
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
(p(s;v′,v′′)− pU (s;v′,v′′))µvδ (dv′)µvδ (dv′′)ds
=
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
p(s;v′,v′′)PU∗ (s;v
′,v′′)µvδ (dv
′)µvδ (dv
′′)ds , (3.10)
where PU∗ (s;v′,v′′) is the probability that a Brownian bridge with starting point v′, ending point v′′ and
duration s hits ∂U . Like PU (s;v′,v′′), we can bound PU∗ (s;v′,v′′) in terms of {Wt}t∈[0,s] as follows:
PU∗ (s;v
′,v′′) ≤ P( max
t∈[0,s]
|Wt − ts(Ws− v′′+ v′)| ≥ dℓ2(v′,∂U )
)
≤ P(M1,s−m1,s+M2,s−m2,s ≥ (dℓ2(v′,∂U )−|v′− v′′|)+)
where x+ =max(x,0) for any real number x and Mi,s =maxt∈[0,s]Wi,t and mi,s =mint∈[0,s]Wi,t for i ∈ [2].
Since M2i,s and m
2
i,s are distributed asW
2
i,s, they are Gamma random variables with shape parameter 1/2
and mean s. Hence the probability above is bounded by
PU∗ (s;v
′,v′′) = O(1)e−Ω
( [(dℓ2 (v′ ,∂U )−|v′−v′′|)+]2
s
)
.
Combined with (3.10), it yields that (recalling dℓ2(v,∂U )≥ ε and 2δ < ε/2)
Var(Gv;3)≤ O(1)
∫
[δ 2,1]
s−1 max
v′,v′′∈∂Bδ (v)
e−Ω
( [(dℓ2 (v′ ,∂U )−|v′−v′′|)+]2
s
)
ds= Oε(1) .
We are only left with Var(Gv;4) now. Notice that
Var(Gv;4) =
∫
[δ 2,1]
∫
∂Bδ (v)×∂Bδ (v)
p(s;v′,v′′)µvδ (dv
′)µvδ (dv
′′)ds−2
∫
[δ 2,1]
∫
∂Bδ (v)
p(s;v′,v)µvδ (dv
′)ds
+
∫
[δ 2,1]
p(s;v,v)ds
= I1−2I2+ I3 .
Since p(s;v′,v′′)≤ (2pi)−1s−1 (see (3.2)), it follows that I1 and I3 are bounded above by (2pi)−1
∫
[δ 2,1] s
−1ds.
In addition,
I2 = (2pi)
−1
∫
[δ 2,1]
e−
δ2
2s s−1ds≥ (2pi)−1
∫
[δ 2,1]
(1−δ 2(2s)−1)s−1ds .
Putting all these estimates together we get Var(Gv;4) =O(1). Thus Var(∆δ (v)) =OU ,ε(1) for all v∈Uε .
To verify (3.7), first observe that
∆δ (v)−∆δ (w) = (hˆUδ (v)− hˆUδ (w))− (ηδ (v)−ηδ (w)) .
Therefore it suffices to prove similar bounds for each of Var(hˆUδ (v)− hˆUδ (w)) and Var(ηδ (v)−ηδ (w)).
The latter follows from Lemma 3.2. The bound on Var(hˆUδ (v)− hˆUδ (w)) was derived (in a more general
set-up) in the proof of [29, Proposition 2.1].
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4 Inductive construction of light paths
In this section we will describe our construction of a light path between the shorter boundaries of V Γ
when the underlying process is η2−n (see (3.2) for its definition) — the construction proceeds via an
induction on n ≥ 1 which is regarded as the scale. Section 4.1 contains an overview, and a detailed
description is provided in Section 4.2 except the optimization strategy in the inductive construction which
we discuss in Section 5.1.
4.1 An overview of the inductive construction
The main idea is inspired by the construction in Section 2. As already mentioned in Section 2, in place
of Li, j (as well as L
i
j,slope) we will use a thin rectangular strip Ri, j (respectively Si, j) of width Γ
−2 with
similar length and orientation. By Property (c) of η , we can write η2−n as the sum of three independent
processes, namely, ηΓ
−2
2−n +η
0.5
Γ−2 +η0.5 for n≥ 2mΓ (recall 2mΓ = Γ). Our construction will be measurable
with respect to the processes ηΓ
−2
2−n and η0.5. As we will see later in Lemma 5.1, η0.5 has properties
similar to those of ζ in Section 2. Hence we can use the strategy from Section 2 to construct a tubular
pathway across V Γ (see Figure 5) based on the value of η0.5 (roughly) along ∂upRi, j’s (see Figure 1).
This pathway will essentially be a sequence of Ri, j’s and Si, j’s with the consecutive strips linked at
their ends. Clearly if there is a path through each such strip connecting its shorter boundaries and the
paths through consecutive strips are connected at their ends, their union would contain a path between
the shorter boundaries of V Γ (see Figure 5). The construction of such paths requires two important
steps, constructing efficient crossings through even smaller rectangles and joining these crossings into a
connected path. We elaborate the constructions in these two steps in more detail below.
Step 1. We subdivide each Ri, j and Si, j into non-overlapping copies of the rectangle [0,Γ
−1]× [0,Γ−2],
i.e., V Γ2mΓ (see Figures 1 and 2) which we refer to as blocks. Thus each block has the same aspect ratio
(i.e., the ratio of longer to shorter dimension) as that of VΓ. We want to construct light paths through
blocks when the underlying process is ηΓ
−2
2−n (recall η2−n = η
Γ−2
2−n +η
0.5
Γ−2 +η0.5). Let R be a block and f be
an isometry of R2 such that f (V Γ2mΓ) = R. The scaling property and the isometric invariance of η imply
that {ηΓ−22−n
(
f (Γ−2v)
)
: v ∈ VΓ} and {ηΓ22−n(v) : v ∈ V Γ} are identically distributed. So if we already
have an algorithm to construct a light path connecting the shorter boundaries of V Γ when the underlying
process is ηΓ22−n (this corresponds to a previous scale n−2mΓ as 2mΓ =Γ), we can use the same algorithm
to construct a light path Pf ,n (say) when the underlying process is {ηΓ−22−n
(
f (Γ−2v)
)
: v ∈V Γ}. This will
give us a light path f (Γ−2Pf ,n) through R for the process ηΓ
−2
2−n .
Step 2. We need to address the problem that the paths through two adjacent blocks in a strip or in two
consecutive strips do not necessarily intersect at their ends. To this end, we construct very short paths
around the junction of each pair of adjacent blocks (see Figure 4) using similar constructions at smaller
scales. After all these constructions we will get a path that connects the shorter boundaries of V Γ.
As hinted in the sketch above, we will eventually construct a random collection of light paths whose
union will contain the desired path. It will be convenient to formalize the notion of such collections as
well as their “weights” (defined below) for later analysis. To this end let P be a finite, deterministic and
non-empty collection of smooth paths in R2. A (random) polypath ξ from P is a collection of {0,1}-
valued random variables {J(ξ ,P)}P∈P such that ∪P∈P:J(ξ ,P)=1P is a connected subset of R2. Thus one
can view ξ as a random sub-collection of P forming a connected set. We treat any smooth path P as
a polypath from P = {P} with J(P,P) = 1. We will often omit the reference to P when it is clear
from the context and simply say that ξ is a polypath. A polypath ξ is said to connect two polypaths ξ ′
and ξ ′′ if ξ intersects ξ ′ and ξ ′′ considered as subsets of R2. More generally we say that the polypaths
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ξ1,ξ2, · · · ,ξk form a polypath if their union is a connected subset of R2. A crossing for (or through) a
rectangle R is any polypath ξ that stays entirely within R and connects its two shorter boundaries — we
remark that this is a slight modification of the notion of crossing used in Section 2 and we stick to the
new notion for the rest of the paper. If X = {X(v) : v ∈U } is a continuous process and ξ is a polypath
from P , then we define its weight computed with respect to X (or simply the weight when X is clear
from the context) as the quantity ∑P∈P J(ξ ,P)
∫
P e
γX(z)|dz|. We will denote this quantity by ∫ξ eγX(z)|dz|.
4.2 A description of the inductive construction except the optimization strategy
The goal in this subsection is to describe in details the geometric framework of our inductive construction
for light crossings. Fixing β = mink∈N{2k : 2k ≥ γ−2/3} (recall the choice of β in Section 2), subdivide
the strips VΓ
3;0.75ι
2mΓ
(recall that ι =
√−1) and V Γ3;0.25ι2mΓ into non-overlapping translates of V
Γ2β
2mΓ
. Since
V
Γ2β
2mΓ
has length 2−2mΓ Γ2β = β , there are Γ/β many translates of V Γ
2β
2mΓ
in each of the two strips. Let us
denote them as R1,1,R1,2, · · · ,R1,Γ/β and R2,1,R2,2, · · · ,R2,Γ/β respectively from left to right. Similarly
one can subdivide each Ri, j into non-overlapping translates of V
Γ
2mΓ
which we call as its blocks. See
Figure 1 below for an illustration of this set-up.
R1,1
R2,1
R1,2
R2,2
R1,Γ/β−1
R2,Γ/β−1
R1,Γ/β
R2,Γ/β
V Γ
Figure 1 – The rectangles Ri, j’s and its blocks. In this (hypothetical) example each Ri, j
consists of 8 blocks.
Next we describe our (crucial) sloped rectangle. Let Ri, j,left and Ri, j,right respectively denote the
leftmost and rightmost blocks of Ri, j.
Lemma 4.1. There exists a rectangle S1, j such that:
(I) S1, j is a copy of V
lγ Γ
2mΓ
for some integer lγ .
(II) The length of S1, j , i.e., lγΓ2
−2mΓ = lγΓ−1 is at most |cR1, j,left−cR2, j,right|+2Γ−1 where cR denotes the
center of a rectangle R.
(III) Each of the longer boundary segments of S1, j intersects each of the longer boundary segments of
R1, j,left and R2, j,right (see Figure 2).
Proof. We construct S1, j as follows (see Figure 3). Extend the segment joining cR1, j,left and cR2, j,right to a
segment with endpoints c j,up and c j,down where Im(c j,up) = 0.75+ 2Γ
−2 and Im(c j,down) = 0.25−Γ−2
(recall that the height of ∂upR1, j,left is 0.75+Γ
−2 whereas the height of ∂downR2, j,right is 0.25). Let c′j,up
be the point c j,down+ t1, j(c j,up− c j,down) where t1, j = min{t ≥ 1 : t|c j,up− c j,down|Γ ∈ N}. Now define
S1, j as the unique copy of V
|c′j,up−c j,down|Γ2
2mΓ
for which c′j,up and c j,down are the midpoints of its shorter
boundary segments. Since lγ = |c′j,up− c j,down|Γ is an integer by the definition of c′j,up, Condition (I) is
automatically satisfied.
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R1, j
R1, j,left
R2, j
R2, j,right
S1, j
Figure 2 – The rectangles R1, j,left, R2, j,right and S1, j. Each of the five rectangles comprising
S1, j is a copy of V
Γ
2mΓ
. Hence lγ = 5 in this example. The red lines inside each rectangle
indicate the corresponding crossings.
cR1, j,left
c′j,up
c j,up
c′′j,up
cR2, j,right
c j,down
Figure 3 – Construction of S1, j. The dashed lines indicate the boundary of S1, j. The solid,
slanted line is L1, j
To show that S1, j satisfies (II) and (III), we need the “slope” of the segment L1, j joining c
′
j,up and
c j,down. Let θ1, j denote the acute angle between L1, j and the horizontal direction. We have
tanθ1, j =
Im(cR1, j,left − cR2, j,right)
Re(cR2, j,right − cR1, j,left)
=
(0.75+0.5Γ−2)− (0.25+0.5Γ−2)
β −2Γ−2 ≥ 0.25γ
2/3
(since β ≤ 2γ−2/3). Hence
Re(cR1, j,left − c j,up) =
Im(c j,up− cR1, j,left)
tanθ1, j
≤ 1.5Γ
−2
0.25γ2/3
= 6γ−2/3Γ−2 .
Since γ is small and Γ ≥ γ−2, it follows that Re(cR1, j,left − c j,up)≤ 0.2Γ−1. Similarly we get Re(c j,down−
cR2, j,right)≤ 0.2Γ−1. Now triangle inequality gives us,
|cR1, j,left− c j,up|+ |c j,down− cR2, j,right| ≤ 2(1.5Γ−2+0.2Γ−1)≤ 0.5Γ−1 ,
where the last step follows from the smallness of γ . Also |c′j,up− c j,up| ≤ Γ−1 by the definition of c′j,up.
Putting everything together we get
Length of L1, j = Length of S1, j = |c′j,up− c j,down| ≤ |cR1, j,left − cR2, j,right|+1.5Γ−1 ,
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which proves (II). Next let us look at the point c′′j,up (see Figure 3) which is the point of intersection
between L1, j and the line Im(w) = 0.75+Γ
−2. Notice that
Re(cR1, j,left− c′′j,up)≤ Re(cR1, j,left − c j,up)≤ 0.2Γ−1 .
Since Γ−1 is the length of the rectangle R1, j,left, it follows that c′′1, j,up lies on ∂upR1, j,left, i.e., L1, j inter-
sects ∂upR1, j,left. Similar arguments hold for the intersection of L1, j with ∂downR1, j,left, ∂upR2, j,right and
∂downR2, j,right. In fact we get the stronger statement that L1, j intersects the longer boundary segments
of R1, j,left and R2, j,right at points which are at most 0.2Γ
−1 away from the midpoints of the respective
segments. So in order to show (III) it suffices to prove that the longer boundary segments of S1, j inter-
sect the lines Im(w) ∈ {0.75+Γ−2,0.75,0.25+Γ−2,0.25} at points which are no further than 0.2Γ−1
away from the corresponding intersection points for L1, j. The definition of c j,up and c j,down and the fact
that the width of S1, j is Γ
−2 guarantee that each longer boundary segment of S1, j intersects the lines
Im(w) ∈ {0.75+Γ−2,0.75,0.25+Γ−2,0.25}. The remaining part follows from the simple geometric
observation that any horizontal line cuts S1, j in a segment of length at most
width of S1, j
sinθ1, j
≤
√
1+(0.25γ2/3)2
0.25γ2/3
Γ−2 ≤ 8γ−2/3Γ−2 ≤ 0.2Γ−1 ,
where again we used the smallness of γ in the last step.
For j ∈ [Γ/β ], let S1, j be chosen as in Lemma 4.1. Similarly, we let S2, j be a copy of V lγ Γ2mΓ that joins
R2, j,left and R1, j,right (so S2, j is obtained by reflecting S1, j through the horizontal line passing through the
center of S1, j). Like Ri, j’s (recall i ∈ {1,2}), we subdivide Si, j into lγ non-overlapping copies of V Γ2mΓ
(also called as blocks). Henceforth we will refer to the collection of blocks of Si, j’s and Ri, j’s as Blockγ .
Now we are ready to describe our inductive construction of light crossings. Suppose that for all
integers ℓ≤ n−1, we already have an algorithm Aℓ that constructs a crossing through V Γ and takes only
the processes {η2−k}k∈[ℓ] as input. As described in Section 4.1, the scaling property and the isometric
invariance of η imply that we can use An−2mΓ to construct a crossing crossR,n through each block R ∈
Blockγ using only the processes {ηΓ−22−ℓ }2mΓ<ℓ≤n as input. Notice that this input is empty when n < 2mΓ
and indeed we choose Aℓ to construct the straight line connecting the midpoints of the shorter boundary
segments of V Γ for ℓ ≤ 0. Henceforth whenever we talk about applying Aℓ′ to construct a crossing
at scale n (where ℓ′ ≤ n), we will suppress the statement that the processes used to construct it are
{η2−(n−ℓ′)
2−ℓ }n−ℓ′<ℓ≤n. Furthermore for any rectangle R⊆V Γ which is a copy of VΓℓ for some ℓ ∈N, we will
use crossR,n to denote the crossing through R constructed using An−ℓ.
Next, we describe the construction which ties together the crossings through adjacent blocks. This
can be achieved by a tying technique, which we describe now in a slightly more general setting. The
reader is referred to Figure 4 for an illustration. Let k ∈ [n− 1]. Consider two adjacent copies of VΓk .
Without loss of generality (because of the rotational invariance property of ηδ
′
δ ), assume that their longer
boundary segments are aligned with the horizontal axis. Call the left one as R = I× J and the right one
as R′ = I′× J. Also assume that I = [ℓI ,rI ]. We want to link the crossings crossR,n and crossR′,n to build
a crossing for R∪R′. To this end define three additional rectangles R1,2;1 = [rI−2−k−mΓ ,rI ]× J, R1,2;2 =
[rI ,rI +2
−k−mΓ ]×J and R1,2;3 = [rI−2−k−mΓ ,rI +2−k−mΓ ]× [0,2−k−2mΓ+1]. Notice that all these rectan-
gles have aspect ratio Γ : 1. Also note that the union of crossings crossR,n,crossR′,n,crossR1,2;1,n,crossR1,2;2,n
and crossR1,2;3,n is a crossing for the rectangle R∪R′. We refer to this as the crossing obtained from tying
crossR,n and crossR′,n.
Finally, we will describe the construction which allows us to switch between top and bottom strips.
We observe that if we tie all the pairs of crossings through adjacent blocks in Si, j , we will get a crossing
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R
R′
R1,2;1 R1,2;2
R1,2;3
Figure 4 – Tying crossR,n and crossR′,n. The crossings crossR,n and crossR′,n are indicated
by purple lines. The two vertical blue lines indicate the crossings crossR1,2;1,n (left) and
crossR1,2;2,n (right). The horizontal blue line indicates the crossing crossR1,2;3,n.
for Si, j . Crucially, by Property (III) in Lemma 4.1 the crossing for Si, j then connects crossRi, j,left,n and
crossR3−i, j,right,n (note that i 7→ 3− i switches 1 and 2). Now consider an element i := {i j} j∈Γ/β in {1,2}Γ/β .
Given this element, we can build a collection Ci,n of crossings as follows. Take any j ∈ [Γ/β ]. If
i j = i j+1 (we adopt the convention that iΓ/β+1 = iΓ/β ), we include the crossing crossR,n in Ci,n for all
the blocks R of Ri j, j. Otherwise we include crossR,n for all the blocks R of Si j , j as well as crossRi j , j,left,n
and crossR3−i j , j,right,n. Unless there is a switch at location 1 (in this case Si,1 can potentially intersect
R2 \VΓ), the crossings in Ci,n together with all the crossings that were used to tie pairs of crossings
through adjacent blocks form a crossing for VΓ. See Figure 5 below for an illustration. Thus we are
just one step short of defining the algorithm An namely that of choosing an appropriate i. We call it the
strategy and we will choose it to be measurable with respect to η0.5. We will derive the strategy based
on the this restriction in the next section. To simplify notations, we will use Cn to denote the collection
of crossings corresponding to the strategy chosen by An. Also we will refer to the collection of blocks R
such that crossR,n is included in Cn from a “location” j ∈ [Γ/β ] as the bridge at that location.
Figure 5 – Construction of crossn. In this example i1 = i2 = 2 and i3 = 1; iΓ/β−1 = 1 and
iΓ/β = 2. The red lines indicate the crossings in Ci,n and the blue lines indicate the crossings
used to tie them.
5 Multi-scale analysis on expected weight of crossings
For n ≥ 0, let Λγ ,n denote the total weight of crossn := crossVΓ,n computed with respect to η2−n as the
underlying process and let λγ ,n denote its expectation. In Section 5.1 we will describe our strategy (i.e.,
the strategy i mentioned at the end of Section 4.2) and in Section 5.2 we will use it to derive a recurrence
relation for λγ ,n’s when n ∈ N (it is useful to recall at this point that λγ ,m should be interpreted as Γ
whenever m≤ 0) and show how this relation leads to a bound on λγ ,n. Finally in Section 5.3, we use this
bound along with Proposition 3.3 to prove Theorem 1.1.
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5.1 Choosing the optimization strategy inductively
In this subsection we will analyze the weights for crossings following the geometric framework in Sec-
tion 4.2, which then naturally leads to our strategy. Since Λγ ,0 is trivial, we consider n ≥ 1. We decom-
pose Λγ ,n into two Λγ ,n,main and Λγ ,n,gadget, where Λγ ,n,main is the total weight of the crossings in Cn and
Λγ ,n,gadget is the total weight of gadgets that we use to tie pairs of crossings (crossR,n,crossR′,n) in Cn for
all adjacent R,R′ (see Section 4.2). All the weights are computed with respect to the process η2−n . We
will see that Λγ ,n,main is the major component and will dictate our choice of the strategy.
When dealing with the weights of crossings, we will use P(ξ ) to denote the finite collection of
smooth paths underlying a crossing ξ (see the definition of polypaths in Section 4.1). Our construction
provides a natural way of defining these collections in an inductive manner. Note that if we have already
defined P(crossℓ), then we can define P(ξ ) for any crossing ξ that is constructed using Aℓ at any
scale (see the discussion in the second paragraph in Section 4.2). We can do this simply by applying the
appropriate isometry to the elements of P(crossℓ). Now recall that when ℓ≤ 0, Aℓ constructs a straight
line connecting the midpoints of the shorter boundary segments of a rectangle. Thus P(crossℓ) in this
case is simply the singleton set consisting of the corresponding path. For ℓ > 0, suppose that we have
already defined P(crossℓ′) for all ℓ
′ < ℓ. Then, in light of discussions in Section 4.2, there exists a finite
and fixed collection of rectangles such that
• Through each of these rectangles a crossing can be constructed using Aℓ′ for some ℓ′ < ℓ and
hence P(ξ ) is defined for each such crossing ξ (we then define P(crossℓ) as the union of all
these P(ξ )’s).
• A random subcollection of the aforementioned crossings (constructed using Aℓ′ for some ℓ′ < ℓ)
forms crossℓ.
Thus, we see from our inductive construction that P(crossℓ) is a fixed collection of paths, and each
realization of crossℓ is formed by a sub-collection of paths in P(crossℓ), as desired.
We now turn to the choice of our strategy, whose derivation is divided into three steps. The strategy
will be chosen based on an approximate expression for E(Λγ ,n,main|η0.5). The key is to analyze Λγ ,n,main; j
which is the combined weight of crossings through all the blocks in the bridge at location j for j ∈ [Γ/β ].
Step 1: Approximate Λγ ,n,main; j. We first derive approximations for Λγ ,n,main; j (the bound on the ap-
proximation error is delayed to Section 5.2, for a smoother flow of the derivation for our optimization
strategy). Our approximation relies heavily on the fact that our “desired” strategy is determined by η0.5.
Recall the convention that iΓ/β+1 = iΓ/β .
Case 1: i j = i j+1. Since i := {i j} j∈[Γ/β ] is measurable with respect to η0.5, we can write
E(1{i j=i j+1}Λγ ,n,main; j|η0.5) = 1{i j=i j+1} ∑
R∈Blockγ ,R⊆Ri j , j
∑
P∈P(crossR,n)
E
(∫
P
J(crossR,n,P)e
γη2−n (z)|dz|∣∣η0.5) ,
(recall from Section 4.1 that J(crossR,n,P) = 1{P∈crossR,n}). When n > 2mΓ, crossR,n’s are constructed
using the processes {ηΓ−2
2−k }2mΓ<k≤n which, by the independent increment, are independent of (η0.5Γ−2 ,η0.5).
Also η0.5
Γ−2 and η0.5 are independent of each other. Incorporating these observations into the previous
display and using Fubini theorem we get
E(1{i j=i j+1}Λγ ,n,main; j|η0.5) = 1{i j=i j+1} ∑
R∈Blockγ ,R⊆Ri j , j
∑
P∈P(crossR,n)
∫
P
aR,n,P(z)bn(z)e
γη0.5(z)|dz| , (5.1)
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where aR,n,P(z) = E(J(crossR,n,P)e
γηΓ
−2∨2−n
2−n (z)) and bn(z) = E(e
γη0.5
Γ−2∨2−n (z)). Notice that this expression
remains valid even when 1 ≤ n ≤ 2mΓ (J(crossR,n,P)’s are deterministic in this case as crossR,n is the
straight line joining the midpoints of the shorter boundary segments of R). Replacing bn(z) in the ex-
pression with 1 we get an approximation which we denote as
approxn, j,1 = 1{i j=i j+1} ∑
R∈Blockγ ,R⊆Ri j , j
∑
P∈P(crossR,n)
∫
P
aR,n,P(z)e
γη0.5(z)|dz| . (5.2)
We further approximate eγη0.5(z) with 1+ γη0.5(z) and by Fubini we get a new approximation denoted as
approxn, j,2 = 1{i j=i j+1} ∑
R∈Blockγ ,R⊆Ri j , j
E
∫
crossR,n
eγη
Γ−2∨2−n
2−n (z)|dz|+1{i j=i j+1}Zγ ,n,i, j , (5.3)
where
Zγ ,n,i, j = ∑
R∈Blockγ ,R⊆Ri, j
∑
P∈P(crossR,n)
∫
P
aR,n,P(z)γη0.5(z)|dz| .
The integrals inside the first summation are weights of crossR,n’s computed with respect to η
Γ−2∨2−n
2−n .
Recall that we use An−2mΓ to construct these crossings and each block R is a copy of Γ
−2VΓ. The scaling
property and the isometric invariance of η then implies (recall λγ ,m = Γ for m≤ 0)
E
∫
crossR,n
eγη
Γ−2∨2−n
2−n (z)dz= Γ−2λγ ,n−2mΓ (5.4)
(compare to the situation when γ = 0). Plugging this into (5.3) we get
approxn, j,2 = 1{i j=i j+1}(βΓ
−1λγ ,n−2mΓ +Zγ ,n,i j , j), (5.5)
where i j ∈ [2] and we used the fact that Ri j, j contains βΓ many blocks. The small magnitude of γ is
crucial for these approximations.
Case 2: i j 6= i j+1. In this case, there is a switch at the location j, deriving similar approximations requires
slightly more work. Note that
E(1{i j 6=i j+1}Λγ ,n,main; j|η0.5)
=1{i j 6=i j+1} ∑
R∈Blockγ ,R⊆Si j , j∪Ri j , j,left∪R3−i j , j,right
∑
P∈P(crossR,n)
E
(∫
P
J(crossR,n,P)e
γη2−n (z)|dz|∣∣η0.5) .
As in Case 1 we can approximate the preceding expression by approximations denoted as
approx′n, j,1 = 1{i j 6=i j+1} ∑
R∈Blockγ ,R⊆Si j , j∪Ri j , j,left∪R3−i j , j,right
∑
P∈P(crossR,n)
∫
P
aR,n,P(z)e
γη0.5(z)|dz| ,
approx′n, j,2 = 1{i j 6=i j+1}
(∣∣{R ∈ Blockγ : R⊆ Si j , j ∪Ri j, j,left ∪R3−i j, j,right}∣∣ ·Γ−2λn−2mγ +Z′γ ,n,i j , j) ,
(5.6)
where
Z′γ ,n,i, j = ∑
R∈Blockγ ,R⊆Si, j∪Ri, j,left∪R3−i, j,right
∑
P∈P(crossR,n)
∫
P
aR,n,P(z)γη0.5(z)|dz| .
Recall from Lemma 4.1 that the total number of blocks in the bridge in this case is lγ + 2. From Prop-
erty (II) in Lemma 4.1 and the fact that 1< β < Γ, we get
lγΓ
−1 =
√
O(1)+β 2+2Γ−1 = β +O(β−1) .
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Hence the first term in the expression of approx′n, j,2 is 1{i j 6=i j+1}
(
βΓ−1+O(β−1Γ−1)
)
λγ ,n−2mΓ . Defining
Lossγ ,n,i, j (i ∈ [2]) by
Lossγ ,n,i, j = Z
′
γ ,n,i, j−Zγ ,n,i, j , (5.7)
we obtain in this case
approx′n, j,2 = 1{i j 6=i j+1}
(
βΓ−1+O(β−1Γ−1)
)
λγ ,n−2mΓ +1{i j 6=i j+1}(Zγ ,n,i j , j+Lossγ ,n,i j , j) . (5.8)
Step 2: Analyze the approximations. In light of (5.5) and (5.8), we next bound Var(∑ j∈[N] Zγ ,n,i, j),
Var(Z′γ ,n,i, j) and Var(∑ j∈[N](Zγ ,n,2, j−Zγ ,n,1, j)) when N ∈ [Γ/β ]. These estimates should be compared to
Properties (b) and (c) of the process ζ in Section 2. The reader may skip the proof of the next lemma for
a first time reading without interrupting the flow.
Lemma 5.1. For n ≥ 1, we have Var(∑ j∈[N]Zγ ,n,i, j) = (Γ−1λγ ,n−2mΓ)2O(Nβ )γ2 for all i ∈ [2] and N ∈
[Γ/β ]. Also, we have Var(Z′γ ,n,i, j) = (Γ
−1λγ ,n−2mΓ)
2O(β )γ2 for all i ∈ [2] and j ∈ [Γ/β ]. In addition,
Var
(
∑
j∈[N]
Zγ ,n,2, j− ∑
j∈[N]
Zγ ,n,1, j
)
= (Γ−1λγ ,n−2mΓ)
2Ω(Nβ )γ2 . (5.9)
Proof. We will only prove (5.9) since the other bounds follow from similar but simpler arguments. For
clarity we divide the proof into three steps. First we show that for any block R⊆ Ri, j,
Var
(
Zγ ,n,R−Γ−1λγ ,n−2mΓ
∫
∂upR
γη0.5(z)|dz|
)
(5.10)
is tiny where
Zγ ,n,R = ∑
P∈P(crossR,n)
∫
P
aR,n,P(z)γη0.5(z)|dz| . (5.11)
Next we use this to show that
Var
((
∑
j∈[N]
Zγ ,n,2, j− Z˜γ ,N,2
)− ( ∑
j∈[N]
Zγ ,n,1, j− Z˜γ ,N,1
))
(5.12)
is small where
Z˜γ ,N,i = ∑
j∈[N]
∑
R∈Blockγ ,R⊆Ri, j
Γ−1λγ ,n−2mΓ
∫
∂upR
γη0.5(z)|dz| = Γ−1λγ ,n−2mΓ
∫
∂upV
NβΓ2;vi
2mΓ
γη0.5(z)|dz| (5.13)
for i∈ [2], v1 = 0.75ι and v2 = 0.25ι (recall ι =
√−1). Finally, we derive a lower bound on Var(Z˜γ ,N,2−
Z˜γ ,N,1) by an explicit computation which together with the bound on (5.12) completes the proof.
Let us start with the bound on (5.10). To this end let u ∈ R. By Fubini, we can write
Var
(∫
∂upR
η0.5(z)|dz|−Γ−1η0.5(u)
)
=Γ−2
∫
[0,1]2
Cov
(
η0.5(vR+Γ
−1
s)−η0.5(u),η0.5(vR+Γ−1t)−η0.5(u)
)
dsdt ,
where vR is the upper-left vertex of the rectangle R (recall that ∂upR has length Γ
−1). Since the diameter
of R is O(Γ−1), applying the Cauchy-Schwarz inequality and Lemma 3.2 to the last expression we get
Var
(∫
∂upR
η0.5(z)|dz|−Γ−1η0.5(u)
)
= O(Γ−4) (5.14)
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for any u∈ R. Now for any path P in P(crossR,n), let us denote the integral
∫
P aR,n,P(z)|dz| as qP,R. Write∫
P
aR,n,P(z)η0.5(z)|dz|−qP,RΓ
∫
∂upR
η0.5(z)|dz|
=
∫
P
aR,n,P(z)η0.5(z)|dz|−Γ
∫
P
aR,n,P(z)|dz|
∫
∂upR
η0.5(z
′)|dz′|
=Γ
∫
P
aR,n,P(z)
(
Γ−1η0.5(z)−
∫
∂upR
η0.5(z
′)|dz′|
)
|dz| .
Using Fubini as before, we get
Var
(∫
P
aR,n,P(z)η0.5(z)|dz|−qP,RΓ
∫
∂upR
η0.5(z)|dz|
)
=Γ2
∫
[0,1]2
aR,n,P(P(s))aR,n,P(P(t))C(s, t)|P′(s)| · |P′(t)|dsdt , (5.15)
where
C(s, t) = Cov
(
Γ−1η0.5(P(s))−
∫
∂upR
η0.5(z
′)|dz′|,Γ−1η0.5(P(t))−
∫
∂upR
η0.5(z
′)|dz′|
)
.
Since P(s),P(t) ∈ R, we can apply the Cauchy-Schwarz inequality and (5.14) to obtain
C(s, t)≤ sup
u∈R
Var
(∫
∂upR
η0.5(z
′)|dz′|−Γ−1η0.5(u)
)
= O(Γ−4) .
Plugging this bound into the right hand side of (5.15) we get
Var
(∫
P
aR,n,P(z)η0.5(z)|dz|−qP,RΓ
∫
∂upR
η0.5(z)|dz|
)
=Γ2O(Γ−4)
(∫
P
aR,n,P(z)|dz|
)2
= O(q2P,RΓ
−2) . (5.16)
Now recalling (5.11) and that
∑
P∈P(crossR,n)
qP,R = E
∫
crossR,n
eγη
Γ−2∨2−n
2−n (z)|dz| = Γ−2λγ ,n−2mΓ ,
(see (5.4)) we get from (5.16)
Var
(
Zγ ,n,R−Γ−1λγ ,n−2mΓ
∫
∂upR
γη0.5(z)
)
=Var
(
∑
P∈P(crossR,n)
(∫
P
aR,n,P(z)γη0.5(z)|dz|−qP,RΓ
∫
∂upR
γη0.5(z)|dz|
))
≤
(
∑
P∈P(crossR,n)
(
Var
(∫
P
aR,n,P(z)γη0.5(z)|dz|−qP,RΓ
∫
∂upR
γη0.5(z)|dz|
))0.5)2
(5.16)
= O
(
( ∑
P∈P(crossR,n)
qP,R)
2
)
Γ−2γ2 =
(
Γ−1λγ ,n−2mΓ
)2
O(Γ−4)γ2 . (5.17)
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Next let us bound (5.12). We have
Var
((
∑
j∈[N]
Zγ ,n,2, j− Z˜γ ,N,2
)− ( ∑
j∈[N]
Zγ ,n,1, j− Z˜γ ,N,1
))≤ 2 ∑
i∈[2]
Var
(
∑
j∈[N]
Zγ ,n,i, j− Z˜γ ,N,i
)
=2 ∑
i∈[2]
Var
(
∑
j∈[N]
∑
R∈Blockγ ,R⊆Ri, j
(
Zγ ,n,R−Γ−1λγ ,n−2mΓ
∫
∂upR
γη0.5(z)|dz|
))
=O(1) ∑
i∈[2]
(
∑
j∈[N]
∑
R∈Blockγ ,R⊆Ri, j
(
Var
(
Zγ ,n,R−Γ−1λγ ,n−2mΓ
∫
∂upR
γη0.5(z)|dz|
))0.5)2
(5.17)
= ∑
i∈[2]
(
∑
j∈[N]
∑
R∈Blockγ ,R⊆Ri, j
Γ−1λγ ,n−2mΓO(Γ
−2)γ
)2
=
(
Γ−1λγ ,n−2mΓ
)2
O(Γ−4)γ2(NβΓ)2
=
(
Γ−1λγ ,n−2mΓ
)2
NβO(Γ−1)γ2 , (5.18)
where in the last but one step we used that the number of blocks in Ri, j is βΓ and in the last step we used
Nβ ≤ Γ. It remains to estimate Var(Z˜γ ,N,2− Z˜γ ,N,1). For this purpose we can use the definition of η0.5(v)
in (3.2) and Fubini to obtain:
Var(Z˜γ ,N,2− Z˜γ ,N,1) = Var(Z˜γ ,N,1)+Var(Z˜γ ,N,2)−2Cov(Z˜γ ,N,1, Z˜γ ,N,2)
=
(
Γ−1λγ ,n−2mΓ
)2
γ2
∫
[0,Nβ ]2×[0.25,1]
s−1e−
(x−z)2
2s (1− e−
|0.75ι−0.25ι|2
2
2s )dxdzds
= Ω
(
Γ−1λγ ,n−2mΓ
)2
γ2
∫
[0.25,1]
∫
[0,Nβ ]
∫
[0,Nβ ]
e−
(x−z)2
2s dxdzds
= (Γ−1λγ ,n−2mΓ)
2Ω(Nβ )γ2 , (5.19)
where in the final step we used the fact
∫
[0,Nβ ] e
− (x−z)22s dx= Ω(1) for all z∈ [0,Nβ ] and s∈ [0.25,1]. Since
VarX = VarY +2Cov(X −Y,Y )+Var(X −Y ) for any random variables X ,Y with finite second moment,
we have
VarX ≥ VarY +2Cov(X −Y,Y )≥ VarY (1−2
√
Var(X −Y)/VarY ) ,
where the second inequality follows from Cauchy-Schwartz. Hence from (5.18) and (5.19) we get
Var
(
∑
j∈[N]
Zγ ,n,2, j− ∑
j∈[N]
Zγ ,n,1, j
)
= (Γ−1λγ ,n−2mΓ)
2Ω(Nβ )γ2(1−O(Γ−1)) = (Γ−1λγ ,n−2mΓ)2Ω(Nβ )γ2 .
From Lemma 5.1 we get
Var(Lossγ ,n,i, j) =Var(Z
′
γ ,n,i, j−Zγ ,n,i, j) = (Γ−1λγ ,n−2mΓ)2O(β )γ2 .
In addition, Lossγ ,n,i, j’s are (bounded) linear functionals of the white noise W and thus are centered
Gaussian variables. Therefore, the preceding bound implies
∑i∈[2]E(|Lossγ ,n,i, j|) = Γ−1λγ ,n−2mΓO(
√
β )γ .
Incorporating this bound into the expression for approx′n, j,2 we get the following upper bound on the
expectation of Approxn,2 = ∑ j∈[Γ/β ](approxn, j,2+ approx′n, j,2):
E(Approxn,2)≤ λγ ,n−2mΓ +E ∑
j∈[Γ/β ]
Zγ ,n,i j , j+C(β
−1+ γ
√
β )Γ−1λγ ,n−2mΓNswitch , (5.20)
25
where C is a positive absolute constant and Nswitch (to be selected shortly) is the number of j’s where
i j 6= i j+1 is allowed (i.e., the actually switching locations will be a random subset of these j’s). It might
be helpful to compare this to (2.3). Since Zγ ,n,i, j’s are centered, we have
E ∑
j∈[Γ/β ]
Zγ ,n,i j , j =
1
2
E ∑
j∈[Γ/β ]
(−1)i j+1(Zγ ,n,1, j−Zγ ,n,2, j) .
Step 3: choose our strategy. We naturally choose the strategy to minimize the following expectation:
Eγ ,n = E
(1
2
∑
j∈[Γ/β ]
(−1)i j+1∆Zγ ,n, j+C(β−1+ γ
√
β )Γ−1λγ ,n−2mΓNswitch
)
, (5.21)
where ∆Zγ ,n, j = Zγ ,n,1, j−Zγ ,n,2, j’s are centered Gaussian variables. From Lemma 5.1 we can deduce that
for any 1≤ j1 ≤ j2 ≤ Γ/β ,
Var
(
∑
j1≤ j≤ j2
1
2
∆Zγ ,n, j
)
≥ c(Γ−1λγ ,n−2mΓ)2( j2− j1+1)βγ2
for some absolute constant c> 0. Recalling that E|Z|=
√
2
pi for a standard Gaussian Z, we then get
E
∣∣∣∣ ∑
j1≤ j≤ j2
1
2
∆Zγ ,n, j
∣∣∣∣≥ 2C(β−1+ γ√β )Γ−1λγ ,n−2mΓ , (5.22)
whenever
j2− j1+1≥ N ′γ where we denote N ′γ =
4C2(β−1+ γ
√
β )2
2
pi cβγ
2
. (5.23)
Let Nγ =mink≥1{2k : 2k ≥ N ′γ}. We are now ready to define our strategy. For j ∈ [Γ/β ], set
i j =
{
2 if ∑(k j−1)Nγ+1≤ j′≤k jNγ ∆Zγ ,n, j′ > 0 ,
1 otherwise ,
where k j ∈N is such that (k j−1)Nγ +1≤ j ≤ k jNγ . This is a valid strategy since
βNγ ≤ 2βN ′γ = O(γ−2/3)< Γ
(recall that β = Θ(γ−2/3) and thus N ′γ =O(1)). Also notice that Nswitch = Γ(Nγβ )−1−1 for this strategy.
It then follows from (5.21) and (5.22) that
Eγ ,n = − ∑
k∈[Γ(Nγ β)−1]
E
∣∣ ∑
(k−1)Nγ+1≤ j≤kNγ
∆Zγ ,n, j
∣∣+C(β−1+ γ√β )Γ−1λγ ,n−2mΓNswitch
≤ −C(β−1+ γ
√
β )Γ−1λγ ,n−2mΓΓ(Nγβ )
−1 =−Ω(γ4/3)λγ ,n−2mΓ . (5.24)
Notice that this strategy ensures i1 = i2, i.e., there is no switch at location 1 (since Nγ ≥ 2) which implies
we get a “legitimate” crossing (see the discussions at the end of Section 4.2).
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5.2 An upper bound on λγ ,n via recursion
The goal in this subsection is the following upper bound on λγ ,n for n≥ 0 (recall λγ ,m = Γ for m≤ 0).
Lemma 5.2. For all n≥ 0 we have (below ⌊n/2mΓ⌋ is the largest integer ≤ n/2mΓ)
λγ ,n ≤ Γ(1−0.5cγ4/3)⌊n/2mΓ⌋ . (5.25)
The key ingredient for the upper bound on λγ ,n is a recursive relation for λγ ,n, as in the next lemma.
Lemma 5.3. The following recursive inequality holds for an absolute constant c> 0 and all n≥ 1:
λγ ,n ≤ λγ ,n−2mΓ(1− cγ4/3)+O(1)(Γ−1λγ ,n−3mΓ +Γ−2λγ ,n−4mΓ+1) . (5.26)
Proof. In order to derive the recursion, we first estimate the expected errors that we made at every stage
of our approximation in Section 5.1. Denote Approxn,1 = ∑ j∈[Γ/β ](approxn, j,1+ approx′n, j,1) (see (5.2)
and (5.6) for definitions of approxn, j,1 and approx
′
n, j,1). From (3.3) and the translation invariance of η
(see also (5.1) and (5.2)) we get for n≥ 1
EΛγ ,n,main = Ee
γη0.5
Γ−2∨2−n (0)E(Approxn,1) = (1+O(γ
2 log γ−1))E(Approxn,1) . (5.27)
Next we control the difference between Approxn,1 and Approxn,2 = ∑ j∈[Γ/β ](approxn, j,2+ approx′n, j,2)
(see (5.3) and (5.6) for their definitions). Since ex ≥ 1+ x, it follows that Approxn,1 ≥ Approxn,2. In
addition, applying Fubini to the expressions of approxn, j,1−approxn, j,2 and approx′n, j,1−approx′n, j,2 and
using the translation invariance of η we get that
E(Approxn,1−Approxn,2) ≤ E(eγη0.5(0)−1− γη0.5(0)) ∑
R∈Blockγ
E
∫
crossR,n
eγη
Γ−2∨2−n
2−n (z)|dz|
= O(γ2)|Blockγ |Γ−2λγ ,n−2mΓ .
Combined with the fact that
|Blockγ |= ∑
i∈[2], j∈[Γ/β ]
( length of Ri, j
Γ−1
+
length of Si, j
Γ−1
)
=O(Γ/β )O(βΓ) = O(Γ2),
it follows that (recall λγ ,m = Γ for m≤ 0)
E(Approxn,1−Approxn,2) = O(γ2)λγ ,n−2mΓ .
Since E(Approxn,2)≤ λγ ,n−2mΓ +Eγ ,n (see (5.20), (5.21)), we combine the preceding display with (5.27)
and (5.24) and get that
EΛγ ,n,main ≤ λγ ,n−2mΓ(1−Ω(γ4/3)) . (5.28)
Next we bound EΛγ ,n,gadget. Recall from Section 4.2 that we use three additional crossings for tying
the pair (crossR,n,crossR′,n) for any pair of adjacent blocks (R,R
′). Two of these crossings are constructed
using An−3mΓ and the other one is constructed using An−4mΓ+1. Hence by a similar reasoning as used for
(5.4) and the independent increment and the translation invariance of η , we obtain the following upper
bound on the expected total weight of these crossings (computed with respect to η2−n):
2EeγηΓ−3∨2−n (0)Γ−3λγ ,n−3mΓ +Ee
γη
2Γ−4∨2−n (0)2Γ−4λγ ,n−4mΓ+1 . (5.29)
Since there are at most |Blockγ |=O(Γ2) many tyings, this along with (3.3) implies that
EΛγ ,n,gadget ≤ (2+O(γ2 logγ−1))(Γ−1λγ ,n−3mΓ +Γ−2λγ ,n−4mΓ+1) . (5.30)
Since λγ ,n = EΛγ ,n,main+EΛγ ,n,gadget, by (5.28), (5.30) we conclude the proof of the lemma.
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Proof of Lemma 5.2. The proof is based on Lemma 5.3 and an induction argument. Note that (5.25)
obviously holds for n = 0 since λγ ,n = Γ for n ≤ 0. Now fix n ∈ N and assume that (5.25) holds for all
m< n. Combined with Lemma 5.3 and the fact Γ ≥ γ−2, this implies
λγ ,n ≤ Γ(1−0.5cγ4/3)⌊n/2mΓ⌋−1(1− cγ4/3)+O(γ2)Γ(1−0.5cγ4/3)⌊n/2mΓ−1.5⌋
= Γ(1−0.5cγ4/3)⌊n/2mΓ⌋(1−0.5cγ4/3+O(γ2))≤ Γ(1−0.5cγ4/3)⌊n/2mΓ⌋ ,
thus completing the induction step. Therefore, (5.25) holds for all n≥ 1.
5.3 Proof of Theorem 1.1
We are now ready to give the proof for Theorem 1.1. By Lemma 3.1, we can couple the processes hUδ
and hˆUδ so that they are identical. Let us define, for v,w ∈V ,
Dη ,γ ,δ (v,w) = inf
P
∫
P
eγηδ (z)|dz|
where P ranges over all piecewise smooth paths in V connecting v and w. Also denote by Λ
straight
hU ,γ ,δ
(v,w)
the weight of the straight line joining v and w when the underlying process is hUδ . Then, we have
DUγ ,δ (v,w)≤ eγ(CU ,ε+1)(logδ
−1)2/3Dη ,γ ,δ (v,w)1Ecouple +Λ
straight
hU ,γ ,δ
(v,w)1Eccouple , (5.31)
where CU ,ε is the constant from Proposition 3.3 and Ecouple is defined by
Ecouple = {max
u∈V
(hUδ (u)−ηδ (u)) ≤ (CU ,ε +1)(logδ−1)2/3} .
Thus, we can conclude the proof of Theorem 1.1, provided with Lemmas 5.4 and 5.5 below.
Lemma 5.4. Assume that δ < ε/4. Then we have EΛstraight
hU ,γ ,δ
(v,w)1Eccouple = OU ,ε(1)e
−ΩU ,ε (logδ−1).
Proof. To this end, we can use Proposition 3.3 and the Cauchy-Schwarz inequality to obtain
EΛ
straight
hU ,γ ,δ
(v,w)1Eccouple ≤ P(Eccouple)
√
E
(
Λ
straight
hU ,γ ,δ
(v,w)
)2 ≤ e−ΩU ,ε (logδ−4/3)√E(Λstraight
hU ,γ ,δ
(v,w)
)2
. (5.32)
Since Var(hUδ (v)−ηδ (v)) =OU ,ε(1) by (3.8) and Var(ηδ (v)) =O(logδ−1) by (3.3), we get from Fubini
E
(
Λ
straight
hU ,γ ,δ
(v,w)
)2
=
∫
[0,1]2
Eeγ(h
U
δ (v+|v−w|s)+hUδ (v+|v−w|t))|v−w|2dsdt = OU ,ε (1)δ−O(γ2) . (5.33)
Combining (5.32) and (5.33), we complete the proof of the lemma.
Lemma 5.5. For all δ > 0 we have that EDη ,γ ,δ (v,w) = O(Γ)δ
Ω( γ
4/3
logγ−1 ).
Proof. The proof of the lemma consists of two steps.
Step 1: constructing a light path. Let n be the unique positive integer satisfying 2−n−1 < δ ≤ 2−n.
Choose a rectangle R from either V
Γ;(1−Γ−1)ι
mΓ or V
Γ
mΓ
such that v /∈ R (there is always such a rectangle).
For convenience of exposition we assume that R = V
Γ;(1−Γ−1)ι
mΓ . Now notice that there exists a sequence
of rectangles R1,v, . . .RKv,v with sides parallel to the coordinate axes such that:
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(a) The shorter boundary of R1,v has width 2
−n and has v as one of its endpoints.
(b) RKv,v intersects ∂upV .
(c) The aspect ratio of each Ri,v is Γ : 1 for all i ∈ [Kv−1].
(d) Ri,v ⊆V for all i≤ Kv−2.
(e) Ri,v ⊆ Ri+1,v for all i ≤ Kv− 2. Furthermore one of the shorter boundary segments of Ri+1,v is same
as one of the longer boundary segments of Ri,v for all such i.
(f) RKv−1,v∩V (also RKv,v∩V ) is a non-degenerate rectangle whose one boundary segment is same as one
of the shorter boundary segments of RKv−1,v (respectively RKv,v).
(g) RKv−1,v∩V ⊆ RKv,v∩V and one of the shorter boundary segments of RKv,v is contained in one of the
longer boundary segments of RKv−1,v.
v
Figure 6 – The rectangles R1,v, . . . ,RKv,v. In this case Kv = 4. The portions of R3,u and R4,v
lying outside V have been omitted. The red curved lines indicate P1,v and P2,v. The blue and
brown curved lines respectively indicate the portions of P3,v and P4,v that lie within V . The
green curved line indicates Pup.
Let Pv be the shorter boundary segment of R1,v containing v. By Properties (a), (b), (d), (e), (f) and
(g), we see that given any choice of a crossing Pi,v through Ri,v and a crossing Pup through V
Γ;(1−Γ−1)ι
mΓ , the
union of Pv,P1,v, . . . ,PKv,v contains a path between v and ∂upV which is contained inV and also intersects
Pup (see Figure 6). Similarly if w /∈ [0,Γ−1]× [0,1] (otherwise we can work with [1−Γ−1,1]× [0,1]),
we can construct a sequence of rectangles R1,w, . . . ,RKw,w such that given any choice of a crossing Pi,w
through Ri,w and a crossing Pleft through [0,Γ
−1]× [0,1], the union of Pw,P1,w, . . . ,PKw,w contains a path
between w and ∂leftV which is contained in V and intersects Pleft. Since Pup and Pleft always intersect, it
follows that the union of Pv,P1,v, . . . ,PKv,v,Pup,Pleft,Pw,P1,w, . . . ,PKw,w contains a path between v and w.
Therefore it remains to choose these crossings so that their combined weight is small, as in the next step.
Step 2: bounding the weight. Note that the rectangles [0,Γ−1]× [0,1] and V Γ;(1−Γ−1)ιmΓ have aspect ratio
Γ : 1 and width 2−mΓ . So we can use An−mΓ to construct Pleft and Pup. Recall from Section 4.2 that we
only use the processes {η2−ℓ
2−ℓ′}ℓ<ℓ′≤n to construct a crossing at scale n using An−ℓ. Thus by Lemma 5.2,
the independent increment and the scaling property of η and (3.3), we can bound the expected weights
of both Pup and Pleft from above as follows (recall that we used similar arguments for deriving (5.29)):
O(Γ)2
−(n−mΓ)Ω( γ
4/3
logγ−1 )2−mΓ2O(γ
2)mΓ = O(Γ)δ
Ω( γ
4/3
logγ−1 )2−Ω(mΓ) . (5.34)
Now fix u ∈ {v,w}. Properties (c) and (e) imply that for all i ∈ [Ku− 1], Ri,u is a copy of V Γℓi where
ℓi := n−mΓ(i−1) ∈ [n]. Hence we can choose Pi,u to be the crossing constructed by An−ℓi . Similarly by
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Lemma 5.2, we can bound the expected weight of each Pi,u (with respect to ηδ ) by
Γ2
−(n−ℓi)Ω( γ
4/3
logγ−1 )2−ℓi2O(γ
2)ℓi = O(Γ)δ
Ω( γ
4/3
logγ−1 )2−Ω(ℓi) = O(Γ)δ Ω(
γ4/3
logγ−1 )2−Ω(n−mΓ(i−1)) . (5.35)
The width of RKu,u, however, may not be an integer power of 2. So suppose, without loss of general-
ity, that RKu,u = V
Γ;u′
ℓu
for some ℓu ∈ [0,n] and u′ ∈ R2. From the construction that we used to derive
(5.25) it is clear that it can be adapted to construct a crossing through V 2Γ;u
′
⌈ℓu⌉ that uses only the processes
{η2−⌈ℓu⌉
2−ℓ′
}⌈ℓu⌉<ℓ′≤n as input and has expected weight (computed with respect to η2
−⌈ℓu⌉
2−n ) bounded by
2Γ(1−Ω(γ4/3))⌊(n−⌈ℓu⌉)/2mΓ⌋
where ⌈ℓ⌉ is the smallest integer ≥ ℓ. This crossing contains a crossing through RKu,u which we choose
as PKu,u. Hence like in (5.35), its expected weight (with respect to ηδ ) is bounded by
2Γ2
−(n−⌈ℓu⌉)Ω( γ
4/3
logγ−1 )2−⌈ℓu⌉2O(γ
2)⌈ℓu⌉ = O(Γ)δ Ω(
γ4/3
logγ−1 )2−Ω(⌈ℓu⌉) . (5.36)
Summing all the weights from displays (5.34), (5.35) and (5.36) over i ∈ [Ku] and u ∈ {v,w} we
conclude the proof of the lemma.
6 Proof of Theorem 1.2
In order to prove Theorem 1.2, we need to find a (short) sequence of (MUγ ,δ )-balls (see the discussion
following the statement of Theorem 1.1) whose union contains a path between two endpoints. To this
end, a natural attempt is to construct a sequence of (MUγ ,δ )-balls that covers the geodesic of LFPP
with respect to some appropriately chosen δ ′ > δ . For every δ ′-sized piece in the geodesic, we will
use a simple and (very) suboptimal strategy to cover it with (MUγ ,δ )-balls. While implementing this
proof idea, one technical complication is that we wish to construct (MUγ ,δ )-balls to cover a piece of
the geodesic as if we were covering a fixed line segment (as illustrated in Proposition 6.2). To this
end, it requires us to “separate the randomness” such that the construction of the (MUγ ,δ )-balls at a
location on the geodesic is conditionally independent of the geodesic given the LFPP weight at that
location. To address this, we introduce a lattice approximation of LFPP, reveal its geodesic, and then
construct the (MUγ ,δ )-balls along a path that is near this geodesic (see Figure 7 for an illustration) —
then the separation of randomness follows from Markov field property for the circle average process. An
ancillary benefit of introducing the lattice version of LFPP is that we will reference to it in Section 7.
We now describe our proof. For that we need some notations which will appear repeatedly throughout
this section. Let us denote by D the open unit ball (in R2) centered at the origin. For any closed ball B,
we let B∗ denote the concentric closed ball with doubled radius, and B∗∗ denote the concentric open ball
with radius four times the radius of B (we choose B∗∗ to be an open ball since harmonicity mentioned
below fails on the boundary of B∗∗).
Now consider a (continuum) GFF hD on a bounded domain D with Dirichlet boundary condition (in
later applications, we may choose D to be U or D). If B is a closed ball such that B∗∗, i.e., the closure
of B∗∗, is contained inD, then by theMarkov field property (see [46, Section 2.6] or [7, Theorem 1.17 ])
of GFF we can write hD = hD,B
∗∗
+ϕD,B
∗∗
, where
• hD,B∗∗ is a GFF on B∗∗ with Dirichlet boundary condition (= 0 outside B∗∗).
• ϕD,B∗∗ is harmonic on B∗∗.
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• hD,B∗∗ ,ϕD,B∗∗ are independent.
This decomposition has a useful consequence for us as follows. Since ϕD,B
∗∗
is harmonic on B∗∗, we get
hDδ (v) = h
D,B∗∗
δ (v)+ϕ
D,B∗∗(v) (6.1)
for all v ∈ B∗ and δ ∈ (0,r] where r is the radius of B. The process {hD,B∗∗δ (v) : v ∈ B∗,0 < δ ≤ r}
is independent with {ϕD,B∗∗(v) : v ∈ B∗} and also with {hDδ ′(w) : w ∈ D \B∗∗,δ ′ < dℓ2(w,B∗∗)}. The
following lemma shows that the process ϕD,B
∗∗
is smooth on B∗.
Lemma 6.1. Let B be a closed ball centered at cB with radius r such that B∗∗ ⊆D. Then we have for all
v,w ∈ B∗
Var(ϕD,B
∗∗
(v)−ϕD,B∗∗(w)) =O(|v−w|/r) and sup
v∈B∗
Var(hDr (cB)−ϕD,B
∗∗
(v)) = O(1) .
Proof. Since hB
∗∗
r and ϕ
D,B∗∗ are independent, we get from (6.1)
Var(ϕD,B
∗∗
(v)−ϕD,B∗∗(w))≤ Var(hDr (v)−hDr (w)) ,
for all v,w ∈ B∗. But we know (see the proof of [29, Proposition 2.1])
Var(hDr (v)−hDr (w)) = O(|v−w|/r) , (6.2)
which gives the required bound on Var(ϕD,B
∗∗
(v)−ϕD,B∗∗(w)). For the second bound, notice that
Var(hDr (cB)−ϕD,B
∗∗
(cB)) = Var(h
D,B∗∗
r (cB)) .
Thus it suffices to prove Var(hD,B
∗∗
r (cB))=O(1) in view of the bound on Var(ϕ
D,B∗∗(v)−ϕD,B∗∗(w)). But
h
D,B∗∗
r (cB) is identically distributed as h
D
0.25(0) by the scale and translation invariance of GFF and hence
Var(hD,B
∗∗
r (cB)) is a finite constant (see the discussions in [46, Section 2.1] and [7, Theorem 1.9]).
Now consider a Radon measure µ on D and some δ > 0. We call a closed Euclidean ball B ⊆ D
with a rational center as a (µ ,δ )-ball if µ(B) ≤ δ 2. For any compact A ⊆D, let N(µ ,δ ,A) denote the
minimum number of (µ ,δ )-balls required to cover A. Our next proposition provides a crude upper bound
on the second moment of N(MDγ ,δ ,A) (see (1.5) for the definition of M
D
γ ) when A is a segment inside D.
We remark that the KPZ relation proved in [24] gives the sharp exponent for a typical N(MDγ ,δ ,A), and
our analysis resembles that of [24].
Proposition 6.2. Let L denote the straight line segment joining −0.25 and 0.25. For any δ ∈ (0,1), we
can find a collection of (MDγ ,δ )-balls S (M
D
γ ,δ ,L) such that
(a) Balls in S (MDγ ,δ ,L) cover L.
(b) All the balls in S (MDγ ,δ ,L) are contained in 0.25D.
(c) For some positive absolute constant C, we have E(|S (MDγ ,δ ,L)|2) = Oγ(δ−2−Cγ).
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Proof. For each k ∈ N, let Bk denote the collection of all (closed) balls of radius 2−k−1 whose centers
lie in the set {−1
4
+2−k−1+ j2−k : j ∈ [0,2k−1−1]∩Z}. The balls in Bk are nested in a natural way. In
particular any ball B in Bk has a unique parent B
k′ in Bk′ (where k
′ ≤ k) such that B⊆ Bk′ . We include a
(MDγ ,δ )-ball B ∈Bk in S (MDγ ,δ ,L) if the MDγ volume of the most recent parent of B is bigger than δ 2.
Since the measureMDγ is almost surely finite and has no atoms (see [24] and [7, Theorem 2.1]), it follows
that S (MDγ ,δ ,L ) satisfies Condition (a) (and obviously (b)). It also follows from the construction that
|S (MDγ ,δ ,L)| ≤ 2δ−1−C
′γ + ∑
k>(1+C′γ) log2 δ−1
|B(MDγ ,k,δ )| , (6.3)
where B(MDγ ,k,δ ) denotes the collection of balls in Bk withM
D
γ volume > δ
2, and C′ > 1 is a constant
to be specified later. By a simple bound we get that
(
∑
k>(1+C′γ) log2 δ−1
|B(MDγ ,k,δ )|
)2
≤ ∑
k>(1+C′γ) log2 δ−1
∑
B∈Bk
2 ∑
k′≤k
∑
B′∈Bk′
1{MDγ (B)>δ 2,MDγ (B′)>δ 2}
≤ ∑
k>(1+C′γ) log2 δ−1
∑
B∈Bk
2 ∑
k′≤k
∑
B′∈Bk′
1{MDγ (B)>δ 2}
≤ ∑
k>(1+C′γ) log2 δ−1
2k+1 ∑
B∈Bk
1{MDγ (B)>δ 2} . (6.4)
Next we compute the probability that any given ball B := cB+ 2
−kD in Bk has MDγ volume at least δ 2.
To this end, denote the LQG measure on B∗∗ obtained from hD,B
∗∗
asM
D,B∗∗
γ (recall the decomposition in
(6.1)). More precisely, M
D,B∗∗
γ is the almost sure weak limit of the sequence of measures M
D,B∗∗
γ ,n given by
M
D,B∗∗
γ ,n = e
γhD,B
∗∗
2−n (z)2−nγ
2/2σ(dz) (6.5)
(see (1.5)). SinceMDγ andM
D,B∗∗
γ are the weak limits ofM
D
γ ,n’s andM
D,B∗∗
γ ,n ’s respectively, we get from the
decomposition in (6.1)
MDγ (B)≤ 4−k2−
kγ2
2 × eγhD2−k (cB)× eγ maxv∈B∗ (ϕD,B
∗∗
(v)−hD
2−k (cB))×4kMD,B∗∗γ (B) . (6.6)
From the scale and translation invariance property of GFF it follows that 4kM
B∗∗,D
γ (B) is identically
distributed as MDγ (
1
4
D). Also observe that if each of the last three factors in (6.6) is smaller than
4k/3δ 2/3 = eγ
2
3γ log(δ2
k)
, we will have MDγ (B)≤ δ 2. Thus, we obtain that
P(MDγ (B)> δ
2)≤ P(hD2−k(cB)≥ 23γ log(δ2k))+P(MaxB,D;k ≥ 23γ log(δ2k))+P(MDγ (14D)≥ 4k/3δ 2/3) ,
(6.7)
where MaxB,D;k = maxv∈B∗(ϕD,B
∗∗
(v)− hD
2−k(cB)). Since Var(h
D
2−k(cB)) = k log2+O(1) (see, e.g., (3.3)
and (3.8)) and δ 1+C
′γ > 2−k, the first term on the right hand side of (6.7) can be bounded as
P
(
hD2−k(cB)≥
2
3γ
log(δ2k)
)≤ P(Z ≥ C′k log2
3
√
k log2+O(1)
)
≤ e−C′2Ω(k) log2 = 2−C′2Ω(k) ,
where Z is a standard Gaussian variable. Thus we can choose C′ big enough so that the bound above
becomes < 2−10k. From Lemma 6.1 we know that maxv∈B∗Var(ϕD,B
∗∗
(v)− hD
2−k(cB)) = O(1) and that
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Var(ϕD,B
∗∗
(v)−ϕD,B∗∗(w))≤ O( |v−w|
2−k
)
for all v,w ∈ B∗. Hence by Lemma 3.4 we get that
P
(
MaxB,D;k ≥ 2
3γ
log(δ2k)
) ≤ P(MaxB,D;k ≥ 2
3γ
log(2
− k
1+C′γ 2k)
)
= P
(
MaxB,D;k ≥ 2C
′
3+3C′γ
log2k
)
= e−Ω(k
2) = O(2−10k) .
The only remaining term is P(MDγ (
1
4
D) ≥ 4k/3δ 2/3). In order to bound this probability we will use the
fact that E
(
MDγ (
1
4
D)
)4
< ∞ for small γ (see [30] and also [44, Theorem 2.11 and Theorem 5.5]). Hence
by Markov’s inequality
P(MDγ (
1
4
D)≥ 4k/3δ 2/3) = Oγ(δ−8/3)2−8k/3 .
Plugging the last three estimates into (6.7) we get
P(MDγ (B)> δ
2)≤ Oγ(δ−8/3)2−8k/3 .
Taking expectation on both sides in (6.4) and using the bound above one gets:
E
(
∑
k>(1+C′γ) log2 δ−1
|B(Mγ ,k,δ )|
)2
≤ ∑
k>(1+C′γ) log2 δ−1
22k+1Oγ(δ
−8/3)2−8k/3
= Oγ(δ
−8/3) ∑
k>(1+C′γ) log2 δ−1
2−2k/3 = Oγ(δ−8/3)δ 2/3(1+γC
′) = Oγ(δ
−2+2C′γ/3) .
The lemma follows from this bound and (6.3) for C = 2C′.
The proof of Proposition 6.2 can be easily adapted to accommodate the following set-up.
Proposition 6.3. Let S ⊆V be a closed square of length 2−k whose vertices lie in 2−kZ2. Then for any
δ ∈ (0,2−k) we have
EN(MUγ ,δ ,S)
2 = Oγ ,U ,ε((2
kδ )−4−O(γ)2kO(γ)) .
The other ingredient we need for the proof of Theorem 1.2 is the lattice approximation of LFPP.
Toward this end fix any integer k > 4 and define the set Lk as 2
−(k−3)Z2 ∩V . We can treat Lk as a
subgraph of the lattice 2−(k−3)Z2. The centers of the squares in Lk (i.e. the squares of side length 2−(k−3)
with vertices in Lk) form another set L
⋆
k ⊆V which will be treated as the dual graph of Lk. We can define
a LFPP distance D⋆γ ,k(·, ·) on L⋆k as follows:
D⋆γ ,k(v,w) =min
P
∑
u∈pi
e
γ(1+Cγ)hU
2−k (u)/2 for v,w ∈ L⋆k, (6.8)
where P ranges over all paths in L⋆k connecting v and w, and C is the same absolute constant as in
Proposition 6.2. Our next lemma is a consequence of Theorem 1.1.
Lemma 6.4. There exists an absolute constant γ0 > 0 such that for all 0< γ ≤ γ0 and any integer k > 4
max
v,w∈L⋆k
ED⋆γ ,k(v,w) = Oγ ,U ,ε (1)2
k(1−Ω(γ4/3/ logγ−1)) .
Proof. We assume without loss of generality that ε ≥ 2−k. For v,w ∈ L⋆k , we see from Theorem 1.1 that
there exists a (random) simple, piecewise smooth path Pk,γ(v,w) such that
E
(∫
Pk,γ(v,w)
e
γ(1+Cγ)hU
2−k (z)/2|dz|)= Oγ ,U ,ε(2−kΩ(γ4/3/ log γ−1)) . (6.9)
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In order to create a lattice path (i.e. in L⋆k) between v and w from Pk,γ(v,w) we follow a simple procedure.
Let pk,γ ;0 = v. For i ≥ 1, we employ the following procedure inductively: start at pk,γ ,i−1 ∈ Pk,γ(v,w)
and continue along the path Pk,γ(v,w) until it exits the smallest square Si satisfying (a) pk,γ ;i ∈ Si, (b)
dℓ2(pk,γ ;i,∂Si) ≥ 2−(k−3) · 2−1 and (c) the vertices of Si are in L⋆k . We stop the procedure until we reach
w. At the end of this procedure we will get a sequence of squares S1,S2, · · · , where each Si has side
length at most 2 · 2−(k−3) and the union of Si ∩L⋆k’s contains a lattice path P⋆k,γ(v,w) between v and w.
Now let us recall from (6.2) that
Var(hU
2−k(z)−hU2−k(z′)) = O
( |z− z′|
2−k
)
for all z,z′ ∈V . Then by Lemma 3.4 there exists a positive absolute constant C1 such that
P
(
max
z,z′∈V,|z−z′|≤2−(k−4)
(hU
2−k(z)−hU2−k(z′))≥C1
√
k+ x
)
= e−Ω(x
2) (6.10)
for all x ≥ 0 (subdivide V into a collection R of squares of length 2−k and on each R ∈R consider the
process YR := {hU2−k(z)−hU2−k(cR) : z ∈ R} where cR is the center of R). Now define an event Ek as
Ek =
{
max
z,z′∈V,|z−z′|≤2−(k−4)
(hU2−k(z)−hU2−k(z′))≤ (C1+1)
√
k
}
.
Since the Euclidean length of Pk,γ(v,w) inside each Si is Ω(2
−k) (by Condition (b) in our construction)
and that |Si∩L⋆k|= O(1), we get from (6.9) that
E
((
∑
z∈P⋆k,γ(v,w)
e
γ(1+Cγ)hU
2−k (z)
)
1Ek
)
= O(2k)e(C1+1)
√
kOγ ,U ,ε(2
−kΩ(γ4/3/ log γ−1))
= Oγ ,U ,ε(2
k(1−Ω(γ4/3/ logγ−1))) .
In addition, from (6.10) and the Cauchy-Schwarz inequality (similar to (5.32) and (5.33)) we obtain
E
((
∑
z∈Pk(v,w)
e
γ(1+Cγ)hU
2−k (z)/2
)
1Eck
)
= OU ,ε(2
k)2−k(ΩU ,ε (1)−O(γ
2)) = OU ,ε
(
2k(1−ΩU ,ε(1))
)
,
where Pk(v,w) is a path between v and w in the graph L
⋆
k which minimizes the graph distance. Choosing
P⋆k,γ(v,w) and Pk(v,w) on Ek and E
c
k respectively as a lattice path between v and w, we get the desired
bound on ED⋆γ ,k(v,w) from the previous two displays.
For v,w ∈V , we call the path minimizing D⋆γ ,k(v,w) as the (γ ,k)-geodesic between v and w. Now we
pick squares [v]k and [w]k in Lk that contain v and w respectively (when there are several choices, we will
pick an arbitrary but fixed one). Define S ⋆(k,v,w) as the collection of squares in Lk whose centers lie
along the (γ ,k)-geodesic between c([v]k) and c([w]k) in L
⋆
k . Here c([v]k) and c([w]k) are the centers of
the squares [v]k and [w]k respectively. Thus S
⋆(k,v,w) is a sequence of neighboring squares connecting
v and w (see Figure 7). An important observation is the following.
Observation 6.5. The Euclidean distance between the boundary of any square in S ⋆(k,v,w) and L⋆k is
at least 2−(k−2).
Proof of Theorem 1.2. Gven a δ ∈ (0,1) and v,w ∈ V , we will construct a collection of (MUγ ,δ )-balls
S (δ ,v,w) such that the union of these balls contains a path between v and w. Then it suffices to show
E|S (δ ,v,w)| = Oγ ,U ,ε(1)δ−1+Ω(
γ4/3
logγ−1 ) (6.11)
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for proving Theorem 1.2. Thus, the proof of Theorem 1.2 is naturally divided into two steps.
Step 1. Constructing S (δ ,v,w). Given S ∈ S ⋆(k,v,w) (recall the definition of S ⋆(k,v,w) from just
above Observation 6.5) with S 6= [v]k or [w]k, divide each boundary segment of S into 16 segments (with
disjoint interiors) of length 2−(k+1). For any such segment T , let BT denote the closed ball of radius
2−(k+2) centered at the midpoint of T . Thus T is a diameter segment of BT . Cover T with the minimum
possible number of (M
U ,B∗∗T
γ ,δe
−γhU
2−k (c(S))/2e−C2γ
√
k log2)-balls contained in BT whereM
U ,B∗∗T
γ is the LQG
measure on B∗∗T constructed from h
U ,B∗∗T (see (6.5)), c(S) is the center of S andC2 is an absolute constant
to be specified in (6.12) later. The reason behind the choice of δe−γh
U
2−k (c(S))/2e−C2γ
√
k log2 will become
clear once we construct S (δ ,v,w) (see (6.13)). Denote the collection of all such balls from all the
segments of ∂S as S (S,δ ). If S = [v]k or [w]k, we simply cover S with minimum possible number of
(MUγ ,δ )-balls and include them in S (S,δ ). Finally define
S
⋆⋆(k,δ ,v,w) =
⋃
S∈S ⋆(k,v,w)
S (S,δ ) .
It is clear that the union of balls in S ⋆⋆(k,δ ,v,w) contains a path between v and w. Figure 7 gives an
illustration of this construction.
Figure 7 – An instance of S ⋆⋆(k,δ ,v,w). Squares in S ⋆(k,v,w) are filled with light blue
color. The black dotted points lie in L⋆k . v (left) and w (right) are indicated as blue dotted
points. The red (lattice) path is the LFPP path between c([v]k) and c([w]k). The green circles
indicate the balls in S ⋆⋆(k,δ ,v,w). Balls that lie parallel to the brown segments define a
chain of ball connecting v and w.
Wewill now describe the construction ofS (δ ,v,w). In view of the variance bounds from Lemma 6.1
and (6.2) and also the bound Var(hUδ (v)) = O(logδ
−1)+OU ,ε (1) obtained from (3.3) and (3.8), we can
use Lemma 3.4 to deduce the following. There exists a positive, absolute constant C2 (which we choose)
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such that for all k sufficiently large (depending on (U ,ε)) we have
P(min
u∈V
hU2−k(u)<−2C2k log2)≤ 2−3k
and P(max
S
max
B
max
v∈B∗
(ϕU ,B
∗∗
(v)−hU
2−k(c(S))) > 2C2
√
k log2)≤ 2−3k ,
(6.12)
where S ranges over all squares in Lk and B ranges over all balls of radius 2
−(k+2) around S that we
described in the last paragraph. Choose δ ′ as the smallest number of the form 2−k (where k ∈ N) such
that δ ′ ≥ δ 1−2C2γ . Now define
Eδ ′ = {min
u∈V
hUδ ′ (u)<−2C2 log(1/δ ′)}∪{max
S
max
B
max
v∈B∗
(ϕU ,B
∗∗
(v)−hUδ ′ (c(S))) > 2C2
√
log(1/δ ′)} .
On the event Eδ ′ , we simply cover the straight line segment vw joining v and w with the minimum
possible number of (MUγ ,δ )-balls. Otherwise (i.e., on E
c
δ ′) set S (δ ,v,w) = S
⋆⋆(m′,δ ,v,w) where
m′ = log2(1/δ ′). We note that S ⋆⋆(m′,δ ,v,w) is a valid choice for S (δ ,v,w) on Ecδ ′ , since from the
definition of LQG measure as a weak limit and (6.12), we have
MUγ (A)≤ eγ maxSmaxBmaxv∈B∗ (ϕ
U ,B∗∗ (v)−hU
δ ′ (c(S)))eγh
U
δ ′ (c(S))M
U ,B∗∗T
γ (A)≤ δ 2 (6.13)
wheneverM
U ,B∗∗T
γ (A)≤ δ 2e−γh
U
δ ′ (c(S))e−2C2γ
√
log(1/δ ′) (which holds by the definitions ofS ⋆⋆(m′,δ ,v,w)).
Step 2: bounding E(|S (δ ,v,w)|). Denote the σ -field generated by {hUδ ′ (v) : v ∈ L⋆m′} as Fδ ′ and the
event {minv∈L⋆
m′
hUδ ′ (v) ≥ −2C2 log(1/δ ′)} as Fδ ′ . We then have (note that Fδ ′ is measurable in Fδ ′ and
Fδ ′ ∪Eδ ′ contains all possible outcomes)
E(|S (δ ,v,w)|
∣∣Fδ ′)
≤ ∑
S∈S ⋆(m′,v,w)
∑
T
E
(
N⋆(M
U ,B∗∗T
γ ,δe
−γhU
δ ′ (c(S))/2e−C2γ
√
m′ log2,T )
∣∣Fδ ′)1Fδ ′
+E
(
N(MUγ ,δ ,vw)1Eδ ′ |Fδ ′
)
+E
(
N(MUγ ,δ , [v]m′)|Fδ ′
)
+E
(
N(MUγ ,δ , [w]m′)|Fδ ′
)
, (6.14)
where T ranges over all the 16×4 segments of ∂S and N⋆(MU ,B∗∗Tγ ,r,T ) is the minimum possible number
of (M
U ,B∗∗T
γ ,r)-balls contained in BT that are required to cover T . By the Markov field property of GFF
(see the discussions around (6.1)) and Observation 6.5 it follows that M
U ,B∗∗T
γ is identically distributed as
M
B∗∗T
γ and is independent with Fδ ′ . The latter is identically distributed as
δ ′2
16
MDγ by scale and translation
invariance property of GFF. Also on Fδ ′ ,
δe−γh
U
δ ′ (c(S))/2e−C2γ
√
m′ log2 < δδ ′−C2γ ≤ δ ′(1−2C2γ)−1−C2γ < δ ′ .
We can then apply Proposition 6.2 to the first term in the right hand side of (6.14) and get
E|S (δ ,v,w)| ≤ Oγ((δ/δ ′)−1−Cγ/2)eC2γ
√
m′ log2(1+Cγ/2)E
(
∑
S∈S ⋆(m′,v,w)
eγ(1+Cγ)h
U
δ ′ (c(S))/2
)
+EN(MUγ ,δ ,vw)1Eδ ′ + EN(M
U
γ ,δ , [v]m′)+EN(M
U
γ ,δ , [w]m′) .
By Lemma 6.4, The first term on the right hand side is at most
Oγ(δ
−2C2γ(1+Cγ/2))Oγ ,U ,ε(1)δ ′
−1+Ω(γ4/3/ logγ−1)
= Oγ ,U ,ε(δ
−2C2γ(1+Cγ/2))δ 2C2γδ−1+Ω(γ
4/3/ log γ−1)
= Oγ ,U ,ε(δ
−1+Ω(γ4/3/ log γ−1)) .
The second term is O(1) as a consequence of (6.12), Proposition 6.3 and the Cauchy-Schwarz inequality
(similar to (5.32) and (5.33)). The last two terms are Oγ ,U ,ε(δ
−O(γ)) by Proposition 6.3. Adding up these
four terms, we get the required bound on E|S (δ ,v,w)|. This concludes the proof of Theorem 1.2.
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7 Adapting to discrete Gaussian free field
In this section, we briefly explain how the proof of Theorem 1.1 can be adapted to prove Theorem 1.3
with minor modifications. Let N = 2n, VΓN ≡ ([0,ΓN−1]× [0,N−1])∩Z2 and V Γ,εN = ([−⌊εΓN⌋,ΓN+
⌊εΓN⌋−1]× [−⌊εN⌋,N+⌊εN⌋+1])∩Z2. Consider a discrete Gaussian free field {ηN(v) : v∈V Γ,εN } on
V
Γ,ε
N with Dirichlet boundary condition. By interpolation we can extend ηN to a continuous process on
the rectangle [−εΓN,(1+ ε)ΓN]× [−εN,(1+ ε)N]. After appropriate scaling we then get a continuous
Gaussian process η˜N on the domain V
Γ,ε = (−εΓ,(1+ ε)Γ)× (−ε ,(1+ ε)). It is clear that we need
to find a suitable decomposition for the covariance kernel of ηN in order to get a decomposition of η˜N
similar to the white noise decomposition of ηδ . The covariance between ηN(v) and ηN(w) is given by
Green’s function (for the simple random walk) G
V
Γ,ε
N
(v,w). There is a simple representation of G
V
Γ,ε
N
(·, ·)
as a sum of simple random walk probabilities. However here we represent it in terms of lazy simple
random walk probabilities for reasons that would become clear shortly. To this end we write
G
V
Γ,ε
N
(v,w) =
1
2
∞
∑
t=0
Pv(St = w,τε > t) ,
where {St}t≥0 is a lazy simple random walk on Z2 i.e. it stays put for each step with probability 12 and
jumps to each of its four neighbors with probability 1
8
, Pv is the measure corresponding to the random
walk starting from v and τε is the first time the random walk hits ∂V
Γ,ε
N . Emulating our approach to the
approximation of circle average process with ηδ , we replace τε in the above representation with the order
of its expectation i.e. N2 (on VΓN , of course) and obtain a new kernel:
KN(v,w) =
1
2
N2−1
∑
t=0
Pv(St = w) .
Notice that, thanks to the laziness of (St), each matrix (P
v(St = w))v,w∈V Γ,εN is non-negative definite.
The similarity between this expression and the integral representation of Cov(ηδ (v),ηδ (w)) prompts the
following decomposition of KN(·, ·):
KN(v,w) = ∑
k∈[n]
1
2
∑
4k−1≤t<4k
Pv(St = w) = ∑
k∈[n]
KN,k(v,w) .
Hence we can “approximate” η˜N with a sum of independent, translation invariant processes ∆η˜N,k on
V Γ where the covariance kernel of ∆η˜N,k is given by KN,k (after appropriate scaling of the arguments).
Denote η˜N,k = ∑ j∈[k] ∆η˜N, j. It is immediate that the sequence of processes η˜N,k’s are translation invariant
and have independent increments. Using standard results on discrete planar random walk and local
central limit theorem estimates (see, e.g., [31, Chapters 2 and 4]) one can also prove the following
properties:
(a) Var(∆η˜N,k(v˜)) =O(1) and Var(∆η˜N,k(v˜)−∆η˜N,k(w˜)) = 4n−kO(|v˜− w˜|2) for all v˜, w˜∈V Γ,ε (compare
this to Lemma 3.2).
(b) For any straight line segment L of length at most Γ2k−n, Var(
∫
L∆η˜N,k(z)|dz|) = 4k−nO(‖L‖2n−k).
Here ‖L‖ is the length of L. Furthermore if v ∈R2 is orthogonal to L, then
Var
(∫
L
∆η˜N,k(z)|dz|−
∫
L+ν
∆η˜N,k(z)|dz|
)
= 4k−nΘ(‖L‖2n−k) = 2k−nΘ(‖L‖) ,
whenever ‖L‖ ≥ 2k−n and |ν | = Θ(1). Compare this to a similar estimate derived in the proof of
Lemma 5.1 and also to the Properties (b) and (c) of the process ζ discussed in Section 2.
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We can now use strategies similar to those used for constructing crossn. Since the processes η˜N,k’s do not
have rotational invariance, we will actually construct crossings in all possible directions at any given scale
(through appropriately scaled rectangles) and consider the maximum expected weight of these crossings.
In view of Properties (a) and (b), we can then obtain a recursion relation like (5.26) on the maximum
expected weight without any significant change in the analysis. Next we build a (lattice) crossing P⋆n of
1
N
V ΓN from the crossing Pn which we constructed for V
Γ so that
E
(
∑
v˜∈P⋆n
eγη˜N,n(v˜)
)
= Oγ ,ε(N
1−Ω(γ4/3/ log γ−1)) .
We can do this by following the procedure detailed in the proof of Lemma 6.4. Indeed, one can show by
straightforward computation that
Var(η˜N,n(v˜)− η˜N,n(w˜)) = O(|v˜− w˜|N) (7.1)
for all |v˜− w˜| ≤ 1/N (compare this to (6.2)). (7.1) is enough for the arguments employed in the proof of
Lemma 6.4 to work smoothly. The approximation of η˜N with η˜N,n can be tackled in a similar way as we
tackled the approximation of hδ with η2−⌊log2 δ⌋ in Section 5.3. Once we have bounds on expected weights
of crossings between shorter boundaries of rectangles at all scales, we can use such crossings to build a
light path connecting any two given points inVN (we discussed this idea in Section 5.3 in greater detail).
This leads to a proof of Theorem 1.3.
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