Since the EPA began widespread monitoring of PM 2.5 concentration levels in the late 1990s, the epidemiological community has performed several observational studies relating PM 2.5 levels directly to various health endpoints including mortality and morbidity. Recent research, however, suggests that human exposure to the constituents of PM 2.5 may differ significantly from ambient (or outdoor) PM 2.5 levels measured by monitors since people spend a great deal of time in various indoor environments. To address this concern, we propose a three-stage Bayesian hierarchical model as an alternative to the Poisson Generalized Additive Model (GAM) that is traditionally used to characterize the relationship between PM 2.5 levels and health endpoints. Our approach includes a spatial model relating monitor readings to average county PM 2.5 levels and an exposure simulator that links average ambient PM 2.5 levels to average personal exposure using activity pattern data. We apply our model to a study population in North Carolina where we explore the effect of PM 2.5 exposure on cardiovascular mortality over a threeyear period.
ABSTRACT
Since the EPA began widespread monitoring of PM 2.5 concentration levels in the late 1990s, the epidemiological community has performed several observational studies relating PM 2.5 levels directly to various health endpoints including mortality and morbidity. Recent research, however, suggests that human exposure to the constituents of PM 2.5 may differ significantly from ambient (or outdoor) PM 2.5 levels measured by monitors since people spend a great deal of time in various indoor environments. To address this concern, we propose a three-stage Bayesian hierarchical model as an alternative to the Poisson Generalized Additive Model (GAM) that is traditionally used to characterize the relationship between PM 2.5 levels and health endpoints. Our approach includes a spatial model relating monitor readings to average county PM 2.5 levels and an exposure simulator that links average ambient PM 2.5 levels to average personal exposure using activity pattern data. We apply our model to a study population in North Carolina where we explore the effect of PM 2.5 exposure on cardiovascular mortality over a threeyear period.
INTRODUCTION
Particulate matter (PM), a generic term for airborne particles, is monitored as a result of concerns that it may induce certain negative health effects in the human population. In this paper, we explore the relationship between PM 2.5 , particles less than 2.5 microns (m -6 ) in diameter, and mortality in eight counties in central North Carolina.
Due to the complexity of the composition of PM 2.5 , which is made up of organic compounds, metals, water droplets, sulfate, nitrate, ammonium, hydrogen ions, and elemental carbon (Lippmann 2000) , the biological effects of PM 2.5 are difficult to study directly. As a result, researchers have attempted to explore the effect of elevated levels of PM on the human population using statistical models relating the levels of PM registered at air quality monitors to various health endpoints. Previous studies have found that acute episodes of increased PM levels are strongly correlated with nonaccidental mortality (Goldberg et al. 2001) , total mortality (Laden, Neas, Dockery, and model selection and model uncertainty on inferences of this type made using the Poisson GAM.
The Poisson GAM provides a direct link between ambient PM levels and health endpoints ignoring the possibility that the amount of PM that people are actually exposed to may vary significantly from the ambient level. Ignoring this exposure effect can lead to biases and underestimation or overestimation of the uncertainty about the effects of PM on health endpoints even in simple models (Armstrong, White, and Saracii 1992) .
Data on exposure (especially exposure to PM 2.5 ) are not readily available for the general population. As a result, surrogate information describing the distribution of average exposure levels given ambient PM levels can be used instead to relate ambient PM levels to human health effects.
A recent study by the Health Effects Institute (HEI) proposed a multi-stage Bayesian Poisson regression model that incorporates exposure information when linking PM 10 (PM less that 10 microns in diameter) levels to health effects (Samet et al. 2000) .
The study uses this model to relate PM 10 to mortality in Baltimore, MD from 1987 to 1994. In the model, a latent exposure variable is related to the ambient PM 10 level on a particular day by a linear regression form. Since exposure data in Baltimore were unavailable, the authors hypothesized that the same linear form exists for each of five exposure studies in which exposure data were available. The parameters that represent the relationship between the ambient PM 10 level and average exposure to PM 10 in each study (including the Baltimore study) are linked together through another level of the hierarchy allowing the other studies to provide information about the relationship between ambient levels and average exposure in Baltimore. While the HEI study's method of incorporating exposure information into a model where actual exposure data are unavailable is elegant, their assumptions on the relationship between PM 10 and true exposure are easily criticized.
One such criticism of the HEI study is that the link between average personal exposure and the ambient PM concentration is too simplistic. In reality, personal exposure on a given day depends on the PM levels in the different environments a person is in throughout the day; these levels may differ substantially from the ambient PM level on that day. Attempts to more accurately describe the relationship between ambient pollutant levels and exposure levels to that pollutant often rely on exposure simulators to account for complexities in the relationship (see Zidek, Meloche, Shaddick, Chatfield, and White (2003) for a general discussion of statistical construction of exposure simulators informative exposure simulator into our model, we can more realistically characterize the effect of PM exposure on cardiovascular mortality in the absence of direct exposure data from our study population.
In addition to making a distinction between indoor and outdoor PM levels, our model also incorporates a latent ambient PM 2.5 spatial field across our study region.
Inclusion of this field allows us to incorporate uncertainty due to measurement error in the monitor readings as well as uncertainty in the true ambient PM 2.5 levels away from monitors. Use of a latent spatial field of ambient PM 2.5 levels also allows us to make inference on the effect of PM 2.5 exposure on mortality in counties without PM 2.5 monitors. Since we provide a coherent statistical model, we are able to perform full inference on any of the more than 64,000 parameters in our model.
DATA
We analyze the daily effect of PM 2.5 concentration levels on mortality using data from eight counties in central North Carolina (see Figure 1) 
MODELING APPROACH
We propose a three-level Bayesian hierarchical model that relates PM 2.5 readings at monitors to daily mortality counts. In the first level of the model (Level 1), we link the daily readings taken at PM 2.5 monitors across the region to a latent ambient PM 2.5 spatial field defined across the study region. In the next level of the hierarchy (Level 2), we relate the latent ambient PM 2.5 levels to the exposure levels in each county by weighting the ambient PM 2.5 level and the PM 2.5 levels in various indoor environments by the average amount of time people from the county spend outdoors versus in the indoors environments. In the final level of the model (Level 3), average exposure levels in each county are linked to county mortality counts using a model that is similar to the Poisson GAM that is traditionally used to investigate the effect of PM on mortality. to be monitor locations. These locations are chosen so that the ambient PM 2.5 surface can be compared to the levels registered at the monitors and so that locations on the grid that fall within a county can be averaged to approximate an average outdoor PM 2.5 level for the county on a given day. By defining a continuous PM 2.5 field, we are able to incorporate into our analysis monitor data that are close to (but not in) our study region, include counties in our analysis that do not have monitoring data, and adjust the uncertainty in the ambient PM 2.5 levels in a county according to the number of monitors that are providing information about the ambient PM 2.5 level in that county on any given day. 
In this equation, t M is a design matrix such that for We relate the ambient PM 2.5 surface to the monitor readings by assuming that each of the monitors measures the ambient surface at its location with some error: L under the assumption that the ambient level is 5µg/m 3 . Our rationale for choosing 5µg/m 3 is that the linear relationship between the PM 2.5 levels in the various environments in SHEDS-PM is only reasonable for PM 2.5 in a "normal" range. Since the lower 2.5% quantile of our PM 2.5 data is approximately 5µg/m 3 , we use 5µg/m 3 to compute our baseline PM 2.5 levels. Table 1 provides the values of * e L used in our analysis.
In order to implement our simulator-based link between ambient PM 2.5 levels and average exposure in a county, we use the census and human activity data described in Section 2 to generate a random population of individuals. Based on the 2000 Census data (Table SF3 PCT35) , we obtain a three-way table of age by sex by employment status for each of the counties in our study region. Using the frequency counts in each cell, we randomly draw a population of 100 individuals in each county and consider these 100 individuals to be representative of the county. Then, each of the individuals in each county is paired with a record from the CHAD database. This is done by first selecting all records from the NHAPS-A and NHAPS-B studies within CHAD with the same age, sex, and employment status as the randomly generated individuals. Out of the 247,975 records in the NHAPS-A and NHAPS-B studies, this subsetting produces between 15 and 600 matches for each individual depending on the individual's randomly drawn characteristics. We randomly choose one of these records adjusting the probability of We specify that the true average ambient exposure for a specific county is normally distributed with mean equal to the level predicted by our simulator:
Although our simulator is simplistic, we assume that it is unbiased and that it does not overestimate or underestimate true average exposure too dramatically. As a result, we pick a standard error of 5µg/m 3 as an upper bound on the average error made by our simulator. We do not require a lower bound on the error in our simulator, so an appropriate prior for 2 z σ is Uniform(0,25).
Level 3: Linking Average Exposure to Mortality
In the third level of our hierarchical model, we link average exposure in the counties to mortality using a Poisson regression model. The number of cardiovascular deaths on day t is assumed to be Poisson distributed with a mean that depends on average PM 2.5 exposure on day t and the three previous days in addition to several covariates. For
where c E is the expected mortality rate in county c, ct λ is a parameter representing the relative risk of death in county c on day t, µ is an overall baseline relative risk of death in the study region over the time period studied, The term E c , representing the expected number of deaths in county c on a single day, is included because the population sizes of the counties in our study region are fairly different. Inserting E c in the model allows the parameter ct λ to be interpreted as the relative risk of (cardiovascular related) mortality relative to the average level across the entire state and permits the β and η parameters to have the same interpretations across counties. The values of the E c 's are estimated by adjusting the overall cardiovascular mortality rate in the state of North Carolina by the population sizes of the counties in our study region. As a result of this construction, the parameter µ can be interpreted as a baseline log relative risk of mortality within the study region relative to the entire state of North Carolina over the study period. The prior on µ is chosen to be N(0,100).
Several covariates are included in the last term in Equation 8 to adjust for possible confounding effects. These covariates include 6 day-of-the-week effects, a cubic spline transformation of time with 7 knots per year, cubic spline transformations of maximum temperature at lags from zero to three days with 5 knots each, and a cubic spline transformation of relative humidity at lags from zero to three days with 5 knots each. For model fitting purposes, we reparameterize the final term into a linear form using a design matrix of cubic spline basis transformations of the covariates, C , and a parameter vector, γ , on which we place a ) 100 , (
RESULTS
The model was fit using a Markov chain Monte Carlo (MCMC) algorithm (see Robert and Casella 1999) . Details of the algorithm, including the full conditional distributions of the model parameters, are given in the appendix.
Boxplots of the posterior distributions of the β parameters, the parameters describing the influence of lagged county level average exposure on the mortality rate, are shown in Figure 2 . The mean values (and 95% credible intervals) for these distributions suggest that a 10 g/m 3 increase in PM 2.5 exposure is associated with an 11.8%) increase the next day, a 10.4% (3.9%, 17.4%) increase two days later, and an 8.1% (2.5%, 13.8%) increase three days later. The distributions are all centered above zero indicating that elevated county PM 2.5 exposure levels are positively related to the county relative risk of cardiovascular mortality on the same day and following three days.
The strongest effects are observed on the same day and two days after increased levels of PM 2.5 exposure. We hypothesize that this pattern of mortality may be the result of two The posterior distributions of several other model parameters are summarized in Table 2 . We report the posterior mean, posterior median, and 95% credible intervals for µ (overall baseline relative risk of death in the study region over the time period The ambient influence parameter, w , controlling the strength of relationship between indoor levels and the ambient level has a strong influence on the results obtained by the model. In order to assess the influence of w , we refit the model constraining w to a fixed value. The model was rerun four times using values of .25, .5, .75, and 1. In order to better understand how the relationship between ambient levels and exposure is influenced by the value of w , we calculated the correlation between ambient levels and average exposure for each county for each iteration of the MCMC chain as and we averaged these values over iterations and counties. Note that this form assumes independence over time. The resulting relationship between w and the correlation is illustrated in Figure 3 . As the w parameter increases, the relationship between ambient levels and exposure becomes stronger.
Changes in the value of the ambient influence parameter are reflected in the posterior distributions of the β parameters. In Figure 4 , it is apparent that as w decreases, the posterior variance of each of the β parameters increases. In other words, as the relationship between ambient levels and exposure weakens, our uncertainty about the link between PM 2.5 exposure and mortality increases. In addition, the center of the posterior distribution of each of the β parameters changes as w varies as evidenced by the unequal median values in each of the four frames of Figure 4 . These changes suggest that choosing a value of w that is not representative of the population may lead to erroneous conclusions about the link between exposure and mortality. In the most extreme case, ignoring the discrepancy between ambient levels and exposure levels by equating the two might lead to overestimation of the strength of association between ambient PM 2.5 levels and mortality.
DISCUSSION
Hierarchical models that use a variety of data sources to infer average personal exposure levels are an effective way of assessing the impact of exposure on health outcomes. Currently, direct measurement of PM 2.5 exposure is too intrusive for direct monitoring to be performed on a large sample or over a long period of time. This type of embedded simulation model provides a unique method for obtaining information about a quantity that cannot be directly measured and incorporating that information into a model.
Although the modeling technique employed is sophisticated, we caution against interpreting our findings too literally due to the simplicity of our simulator. In order to better understand the relationship between PM 2.5 exposure and health outcomes, further research is needed to better describe the distribution of PM 2.5 in indoor environments and how the distribution is related to ambient levels. Based on our findings of a sensitivity analysis of the ambient influence parameter, it appears that the results are sensitive to this part of the model. However, characterizing the distribution of personal exposure in indoor environments, and consequently the relationship between ambient levels and exposure, is complicated due to issues discussed in McBride (2002) .
Despite the limitations with regard to connecting ambient levels to exposure, our analysis finds value in combining several different sources of data and exposure information to give a valid estimate of uncertainty about the relationship between PM 2.5 exposure and cardiovascular mortality. Our finding that relative risk of mortality increases most strongly on the same day as increased exposure as well as two days later suggests that using a hierarchical model like the one presented can distinguish interesting patterns even when no direct data on exposure are available for a population of interest.
By incorporating surrogate information in the form of an exposure simulator into the model, we effectively include this important component of the process linking PM 2.5 and mortality.
APPENDIX: FULL CONDITIONAL DISTRIBUTIONS
The full conditional distributions of all parameters included in the model are as follows. , and e is the set of indoor environments. Of these conditional distributions, only the conditional distributions of t , , and 2 x σ are known forms (multivariate normal, multivariate normal, and inverse-gamma, respectively). As a result, when implementing the MCMC algorithm, we use both Gibbs and Metropolis steps to sample each of the full conditionals in turn.
The algorithm was run for 750,000 iterations after an initial 50,000 samples were discarded as 'burnin'. To reduce autocorrelation in the samples, the 750,000 samples were thinned by a factor of 50 resulting in a total of 15,000 draws from the joint posterior. Convergence was diagnosed by examining trace plots of the sample paths of the model parameters. 
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