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ABSTRACT
Tripathi, Astitva PhD, Purdue University, December 2015. On Computational Synthesis and Dynamic Analysis of Nonlinear Resonant Systems with Internal Resonances. Major Professor: Anil K. Bajaj, School of Mechanical Engineering.
This work is concerned with synthesis methods for nonlinear structures and the
investigation of their dynamic response. Nonlinear resonant structures are capable
of displaying a wide range of phenomena including but not limited to internal resonances. However, there are not many systematic synthesis methods for their design
which often leads to a very constrained design space. This shortage of options may
often lead to a sub-optimal design being selected for a particular application. Topology optimization is a blanket term used for a variety of computational synthesis
methods which have been used for the design of various types of structures such as
compliant mechanisms. This thesis describes new topology optimization methods
developed for the design of nonlinear structures, specifically for structures satisfying
given internal resonances. The objective of the research proposed here is to unify
the two disparate fields of topology optimization and nonlinear dynamics, thus providing nonlinear dynamics with a sorely missing design tool and at the same time
extending the application space of topology optimization into an entirely new domain. This convergence would pave the way for the design of optimal, sensitive and
robust Micro Electro-Mechanical Systems (MEMS) as well as meso-scale resonators
and meta-materials which could see wide applications in diverse fields such as frequency dividers and filters in electronic circuits and as mass and chemical sensors for
defense and industrial applications. This research could also lead to the development
of insight and tools which can be used to produce a new generation of designs and lead
to a wider appreciation of the myriad ways in which nonlinearities can be “designed
into” devices for increased effectiveness and efficiency.
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1. INTRODUCTION
1.1

Motivation
There are few aspects of modern human life not affected by the proliferation of

micro-electronics. One of the major reasons for the success of the micro-electronics
industry was the development of manufacturing processes which reduced the cost of
integrated circuits. It was also realized that the same processes used for producing
integrated circuits could also be used for producing mechanical structures at small
length scales (The scale is referred to as small because the definition of what is small
has changed over time). Several decades of research in the area of fabrication of
mechanical structures on silicon wafers integrated with sensing as well as actuation
capabilities has produced a remarkable array of micro-machines, for example, the
micrometer scale combination lock system developed by Sandia national labs. Even
when the discussion is restricted to structures such as beams or plates, an impressive
catalog of functionalities can still be obtained. A subset of such devices are what are
referred to as “resonant” devices or structures. They are termed “resonant” because
often their resonant frequency or the harmonically forced response near a resonant
frequency are the quantities of interest and thus it is required to excite the structure
to get its dynamic response. In this class of resonant systems it is also possible to
obtain nonlinear dynamic responses as the structures have high quality factor. While
nonlinearities may arise in systems unintentionally, nonlinear dynamics of structures
can produce phenomena not seen in linear systems such as shifts in resonant frequencies with the amplitude of response, sudden jumps in steady state response as the
excitation frequency is varied and internal resonances or limit cycles. Keeping this
in mind, researchers have proposed many resonant structures which use nonlinear
response to achieve their targeted functionality. In these resonators, nonlinearities
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are “designed into” the structure and the nonlinear dynamic response is intentionally
excited and is critical to device performance.

The basic line of thought when a new nonlinear dynamics based resonant structure
is proposed as a device is: the resonant structure is described; if relevant, a mathematical or computational model for the structure is developed, usually in the form of
a differential equation or a simulation model in a software tool; the dynamic response
of the structure is obtained using analytical or numerical methods; and the obtained
response is compared either with some experimental results or with some prior theoretical results. Experimental studies also start with the design of a resonant structure
and the description of the experimental procedure, finally ending with results which
might yield some novel phenomenon or corroborate some existing theoretical prediction. One of the areas which is sometimes not addressed is how the design of the
resonant structure was obtained in the first place. The prior experience and expertise of the researcher and designer no doubt plays an important role in determining
the initial design configuration of the resonant structure, which is then followed by
refinements of the general structure topology mostly through adjustment of model parameters. Thus, there is an opportunity to make use of, and develop if necessary, new
tools which would help in systematic computational synthesis or design of structures
to be used in nonlinear resonant systems. There are several advantages to adopting a
systematic computational synthesis approach; first of all, it reduces significantly the
dependence on the designer or researcher’s prior experience. Secondly, it increases
the number of design configurations available from which to choose for a specific
objective and may also reduce the time and effort in narrowing down to a suitable
design. Thus, the focus of this work is on developing approaches for the computational synthesis of nonlinear resonant structures that can serve as candidates for the
design of microscale systems. In particular there is an emphasis on the development
of resonant structures which exploit the nonlinear phenomenon of internal resonances.
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Another major focus of this work is on the design and analysis of hyperelastic
resonators undergoing nonlinear vibrations. This work is motivated by the growing
use of non-conventional materials like Polydimethylsiloxane (PDMS) in micro and
millimeter scale devices as well as techniques such as 3-D printing which are acquiring capabilities to produce features at increasingly small scales. Purely silicon based
devices are constrained in their designs due to their use of microelectronic manufacturing techniques such as photo-lithography. These techniques also suffer from drawbacks such as poor tolerances especially for complex mechanical structures. Thus,
even though the mechanical properties of silicon are well known, there is a reasonable case for the exploration and investigation of new materials and manufacturing
techniques for emerging applications in areas such as mechano-biology, low-frequency
energy harvesting and soft machines. This work explores some topology optimization
techniques ideally suited for producing internal resonances based resonators using 3-D
printing. A few such resonators were actually produced and preliminary experimental
investigations were carried out on them to explore the feasibility in using topology
optimization techniques for nonlinear dynamic applications.

1.2

Literature Review
This thesis is mainly concerned with design and analysis of nonlinear resonators

using topology optimization techniques for applications in the area of Micro ElectroMechanical Systems (MEMS) and millimeter-scale devices. Amongst nonlinear dynamics based MEMS devices, one of the particular areas of interest is the design
of mass sensors and thus the literature review is organized along those broad lines.
MEMS has been an active area of research for more than half a century and consequently the body of MEMS literature is truly vast. However, to summarize, advances
in semiconductor manufacturing in the later half of 20th century enabled scientists and
engineers to produce entire electronic circuits on a single silicon chip, thus giving birth
to the integrated circuit (IC). Alongside these advances in IC fabrication technology,
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researchers also investigated replacing some electronic components in IC’s with mechanical parts. This is motivated by the fact that at higher frequencies, electrical
resonators exhibit larger dissipation or lower quality factors. Replacing these electric
components/resonators with mechanical ones has the potential to significantly reduce
dissipation and quality of response. Such devices were given the generic name of Micro Electro-Mechanical Systems or MEMS as they were small in size and had both
electical and mechanical components. One of the first such MEMS devices thus made
was the resonant gate transistor described by Nathanson et al. [1] in 1967, which in
their own words was, “an electrostatically actuated tuning fork employing field effect
transistor readout”. The later decades saw further development of resonant MEMS
sensors which for the most part employed linear frequency shifts to detect various
quantities. For example, Howe and Muller [2] used a clamped-clamped beam to detect the partial pressure of Xylene gas. Tang et al. [3] developed an electrostatically
driven in-plane linear resonator. Stemme [4] provides details of the various early linear resonator sensors developed in the 800 s. From the 900 s onwards, the research in
linear resonators focused increasingly on the ability to detect ever smaller quantities
of mass or other attributes. Chen et. al. [5] described the shift in resonance frequency
of a cantilever with the absorption of certain chemicals on the cantilever surface leading to a change in mass as well as stiffness. They concluded that if most of the mass
loading is at the beam tip, then the shift in the resonant frequency is entirely due to
the mass change and thus the added mass may be measured. Sharos et al. [6] stated
that lateral and torsional modes of a cantilever might give higher quality factors and
thus higher sensitivity to a cantilever based mass sensor. Dohn et al. [7] reported an
increase in mass sensitivity when the fourth bending mode was used for mass sensing.

Advances in technology as a whole have enabled researchers to developed linear
resonance based mass sensors which can detect the mass of a single virus [8], a single
DNA molecule [9] and even a few atoms [10]. Researchers have also considered multidegree-of-freedom linear resonance based sensors, i.e. several near identical resonators
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coupled together which may provide higher sensitivity [11–13] or give the ability to
sense several chemicals with a single sensor [14].

Alongside the developments in single and multi-degree-of-freedom linear sensors,
Strogatz et al. [15] reported nonlinear parametric resonances in a electrostatically
actuated MEMS structure which led to increased interest from the nonlinear dynamicists in MEMS devices, and thus the development of nonlinear parametric resonance
based mass sensors [16, 17]. Yie et al. [18] reported that nonlinear parametric resonance based mass sensors are much more robust towards detection noise than linear
resonance based sensors. The nonlinear response of microcantilevers has also been
proposed to measure the mass of objects such as biological cells [19] and experimentally validated for use as a chemical sensor [20]. Rhoads et al. [21] provide an overview
of the use of resonant nonlinear dynamics in various micro- and nano-scale systems.

Nonlinear dynamics is a vast field with far reaching applications in fields as diverse
as population dynamics [22], weather modeling [23] and spacecraft control [24], but
the main area which is of concern to this effort is that of structural dynamics and
internal resonances [25–27]. “Internal resonance” refers to the phenomenon of energy
transfer that can occur between linear vibrational modes of a system due to nonlinearities present in the structure. Internal resonances have been widely studied in the
literature, being first observed in the motion of ships in high seas, and later discovered and analyzed in a variety of physical systems, such as a sprung pendulum [28],
a shallow arch [29] and beam-mass structures [30]. One of the earliest applications
of internal resonances was in the design of nonlinear vibration absorbers [31]. However, with time, new applications in the MEMS domain are starting to be explored,
for example, while the work in [32] describes an internal resonance microresonator
which can function as a frequency divider, a functionality which would be impossible to achieve with a linear resonator, the work in [33] describes a novel internal
resonance based, highly sensitive mass sensor design. Also, work in [34] proposed a

6
chain of nonlinearly coupled oscillators operating on the principle of internal resonance for MEMS based frequency dividers. The works in [32], [33] and [34] clearly
show that there is a wide scope for application of internal resonance based MEMS
devices for applications such as sensing (mass, pressure, etc.) and signal processing
in electronic circuits. Resonators designed to utilize internal resonances are required
to have certain properties, most importantly that of their natural frequencies being
’commensurate’ or in integer ratios [27].

Typically most physical systems which are studied theoretically or investigated experimentally in the macro domain cannot be easily implemented as a MEMS device;
therefore, there is a need to develop a systematic procedure to obtain physically realizable resonator designs. It is this need which is addressed in this work. As mentioned
earlier, one of the ways to obtain a systematic design procedure is to formulate the
design problem as an optimization problem and then solve it using proposed or established techniques. The use of optimization methods to solve problems in structural
synthesis is sometimes termed as ’topology optimization’. Topology optimization [35]
was a technique which developed out of the ideas of structural optimization, such
as the development of a general method to produce fully stressed (a design in which
each member is near to its maximum load carrying capacity or yield strength) designs for truss-like structures for a given load condition [36]. The late 20th century
saw accelerated development of topology optimization through the use of computers of
ever increasing computing power. The research described in [37] and [38] introduced
the homogenization method of material distribution which became a popular tool
for solving structural optimization problems [39] as well as topology optimization
for system natural frequencies [40]. Thus, topology optimization became increasingly an optimal distribution process, which led to the development of other material
distribution models such as the solid isotropic material with penalization or SIMP
model [41]. Topology optimization was quickly adapted for use in the area of compliant mechanism synthesis to generate designs of structures which were ideally suited
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for implementation as MEMS devices [42, 43]. Recently, researchers have also started
using topology optimization as a tool to design MEMS resonators [44, 45] where the
system’s natural frequency is the main property of interest in the system’s dynamic
response. In recent times topology optimization has also been used to optimize the
nonlinear dynamic response of structures, for example, in obtaining desired hardening
or softening effect in a clamped-clamped beam with varying width [46].

Hyperelastic and electrostrictive materials have been attracting increasing attention from microsystem designers [47]. References [48, 49] describe the several advantages of hyperelastic materials, such as low cost, weight, ability to withstand large
strains and ease of manufacture in various shapes and configurations. Owing to such
advantages, diverse applications such as microfluidic pumps [50], high speed microactuators [49] have employed hyperelastic polymers in their construction. Hyperelastic material models have also been employed in modeling of dynamic phenomenon of
biological tissue such as vocal chords [51]. Emerging applications also include energyharvesting devices which can use ambient vibrations to produce electrical energy [52].
There has also been much work in nonlinear dynamics based analysis of hyperleastic
structures [53–55]. This work further analyzes occurance of internal resonances and
other phenomenon in these structures.

Finally, some work on Uncertainty Quantification, with regard to beam-based resonators is also introduced in this thesis. This issue naturally arises due to the fact
that the fabrication of microscale structures is significantly influenced by uncertainties in the manufacturing process. This leads to much variations or deviations in
geometric as well as physical properties of a fabricated structure from the nominal
properties of the design developed by any synthesis technique. Uncertainty quantification in itself is a rapidly growing area with a vast body of literature. For a detailed
introductions, e.g. see [56] and [57]. At the simplest level, one is interested in finding
the uncertainties that arise in a ’Quantity of Interest’ (or the characteristic of the
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system one is interested in), given the uncertainties in the physical and geometric
parameters of the nominal structure. At the most direct and computational level,
this can be accomplished by using the Monte Carlo technique but this is very time
and computational effort intensive. Most present efforts are involved with finding
more advanced methods that allow for computation of statistical quantities of interest quite accurately with reasonable effort. This thesis broadly follows the work
done in [58], to use a ’meta-modeling’ (to be precise a ’response surface’) technique
to find the output distribution of a desired quantity subject to some uncertainties in
input parameters. The response surface technique used in this work is Multivariate
Adaptive Regression Splines (MARS) which was developed by Friedman [59]. In this
technique, the original dynamic model of the system with uncertain parameters is
replaced by an approximate model providing an input-output (or ’response surface’)
relationship. This response surface can be used as a substitute for the system model
to perform the Monte Carlo analysis to determine the uncertainty in the output.

1.3

Objectives and Organization
The proposed general approach towards the synthesis of nonlinear resonant struc-

tures builds on the existing framework widely used in the synthesis of compliant
mechanisms known as topology optimization. Topology optimization formulates the
design requirements as an optimization problem which is then solved to yield the
structure with desired properties. For the particular case of systems with internal
resonance, this work proposes to use a two-step process. In the first step, topology
optimization is proposed to be used to design linear structures with desired frequency
relationship characteristics. The optimization procedure uses finite element formulation for the structure to obtain its linear frequencies at every optimization step
and follows the scheme to maximize or minimize an objective function. Once the
linear optimization is complete, it is relatively straightforward to obtain the nonlinear reduced-order dynamic model of the structure involving the internally resonant

9
modes. This dynamic (reduced-order) model can be used to investigate the resonant
response of the designed structure to various excitations. Synthesis and analysis of
two major classes of structures has been considered in this work. The first class
consists of planar structures consisting of beams of constant cross-section joined orthogonally to each other. The second class of structures consists of rectangular plates
made of hyperelastic materials undergoing in-plane and transverse vibrations. Both
have been chosen based upon the popularity of beam and plate based resonators in
micro- and meso-scale applications and the fact that these structures possess nonlinearities, either based on large deflections or due to stress-strain relations.

The thesis is organized as follows. In chapter 2, a hierarchical topology optimization method for synthesis of beam-based resonators is developed. As explained earlier,
both the optimization method using finite elements formulation for structure’s modal
analysis and the development of a reduced-order nonlinear model are described in
some detail. In chapter 3, synthesis of hyperelastic resonators undergoing in-plane
vibrations is considered. Specifically, the material model considered is the two parameter Mooney-Rivlin material. In chapter 4, the in-plane synthesis and nonlinear
analysis is extended to transverse vibrations. Also, there is some exploration of other
material models such as Neo-Hookean and different strain measures such as the von
Karman and Novozhilov theory of plates. Chapter 5 is focused on the synthesis and
analysis of electrostrictive resonators for in-plane vibrations. Electrostrictive material models are attractive from a nonlinear dynamics viewpoint as they can lead to
parametric resonances and the same is discussed in Chapter 5. Chapter 6 describes
some further preliminary works that enhance the contributions of the thesis. First, results of some experiments performed on transverse hyperelastic resonators fabricated
using 3D printing are discussed. The chapter then discusses a single-mode model
for hyperelastic plates undergoing transverse vibrations. Here, a comparison of response predictions by a single-mode model and those by the computational software
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ABAQUS is explored. Chapter 7 contains some of the conclusions and the proposed
future work which would add more completeness to the present work.
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2. SYNTHESIS OF BEAM BASED RESONATORS
2.1

Introduction
The purpose of this chapter is to present a systematic synthesis method for beam-

based resonators undergoing internal resonances. Single or multiple beam structures
are one of the most common micro-resonators described in the literature. One of the
biggest hurdles in the design of structures for internal resonance is to get their natural
frequencies in some ratio (e.g., 1:2 or 1:3) and to then see if the appropriate modes are
nonlinearly coupled to exhibit nonlinear interactions. While in theory, energy transfer
can occur between any two modes of a nonlinear structure whose frequencies meet
the frequency relationship requirements, in this chapter the discussion is restricted to
considering structures with energy transfer between the first two modes. Generally
the higher a mode’s natural frequency, larger is the energy required to excite that
particular mode in steady state. Therefore, the lowest two modes of a structure are
more easily excited.

The structures obtained by the process outlined in this chapter are all composed
of flexible beams that are rigidly connected orthogonally and undergo planar vibrations. A hierarchical optimization procedure is adopted to obtain the structures
having their lowest two natural frequencies in some desired ratio. Once a candidate
structure has been identified, its mode shapes can also be extracted, as they are
available through the FEM. The section on Linear Structure Synthesis describes the
optimization procedure and presents some examples of final structures obtained with
the desired properties. The section on Nonlinear Frequency Response develops the
nonlinear response of the systems whose linearized versions are synthesized through
the optimization process. A two-mode nonlinear model of the structure is constructed
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by expressing the transverse deflection of the beams as a linear combination of the
lowest two modes. Only a two-mode model is considered because it is assumed that
energy transfer occurs only between these two modes. More specifically, in this work,
the second mode is directly excited using external excitation and it is hoped that it
in turn excites the first mode due to nonlinearities present in the structure. While in
general, the nonlinear response of the structure may consist of several other modes,
it is expected that in the presence of damping, modes with neither a direct excitation
nor an internal resonance, will have their amplitudes diminish over time [27]. Therefore, a two-mode model can be assumed to provide a fairly accurate representation of
the system’s nonlinear response. This two-mode approximation then leads to a two
degree-of-freedom reduced-order model that can be used to obtain equations for the
evolution of slow-time amplitudes [27, 60]. These slow-time amplitude equations can
be solved for obtaining the final nonlinear frequency response of the structure.

In the section on Enhanced Optimization Method, the optimality criterion is modified to include some more aspects of linear dynamics. As an example, one may add
some features to force the optimal structure to have desired deformation characteristics. In general, it is possible that optimal structures become more sensitive to errors
or deviations from nominal parameters. So, a brief investigation into uncertainty
analysis of the nonlinear optimal structure is added in the section on Uncertainty
Quantification for Beam Based Resonators. Finally, the Summary and Conclusions
section discusses potential applications and improvements in the methodology for the
beam type structures.

2.2

Linear Structure Synthesis
As mentioned in the introduction, the structures which are initially synthesized

by this method consist of thin beams undergoing planar vibrations. The natural
frequencies and mode shapes of these structures are obtained using FEM analysis
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with planar two-node beam elements [61]. Each node has three degrees of freedom
namely, longitudinal, transverse and rotational. The transverse and rotational degrees of freedom are interpolated using cubic polynomials and the the longitudinal
degree of freedom is interpolated using linear polynomials.

The major purpose of the linear structure synthesis is to obtain a structure which
has its lowest two natural frequencies in some desired ratio (such as 1:2 or 1:3). The
inputs to the optimization process are:
1. Desired natural frequency ratio (1:2 or 1:3); and
2. Desired frequency range (a lower and an upper bound on the frequencies).
Analytically, the above requirements can be specified by the relations:
ω2
= η,
ω1

(2.1)

where ω1 and ω2 are the first and second natural frequency of the structure, respectively, and η is the ratio specified in the input (η = 2 if the required ratio is 1:2),
and
Γ1 ≤ ω2 ≤ Γ2 ,

(2.2)

where Γ1 and Γ2 are the lower and upper bounds of the desired frequency range.
Based on these, the optimization problem can be formulated as :
minimize


2
ω2
c(ω) = η −
,
ω1
subject to

(2.3)

Γ1 ≤ ω2 ≤ Γ2 ,

where c(ω) is the objective function that has to be minimized.

A hierarchical optimization process is used to synthesize the structures. It is assumed that the entire structure is built out of the same material and that all beams
have the same material properties, such as density and elastic modulus. For results in
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this chapter, it was assumed that the beams were made of Silicon (Si) with Young’s
Modulus 185 GPa and density equal to 2329 kg/m3 [62]. In the first-level optimization, a base structure is chosen. The base structure may be a simple cantilever or
may have several beams connected together in some configuration. Four of the structures which were used as base structures in the optimization procedure are shown
in Fig. 1. All the beams in the base structure have the same length and the same
cross-section. The base structure is then modified by adding a single beam at a time
that has the same length, cross-section and material properties as the beams of the
base structure. The beams can only be added orthogonally to existing beams and
only at their end points. Normally, there is more than one option available to add
a single beam to a base structure as a beam can be added at multiple points and in
multiple configurations. Adding a beam in each one of these possible options leads
to a new structure. The objective function value c(ω) is calculated for each of these
new structures and the structure with the smallest objective function value is chosen
for further improvement, while assuring that this smallest objective function value is
less than the objective function value of the original structure. If the c(ω) value for
the new structure is less than the c(ω) value for the original structure, then again all
possible options for adding a single beam to the new structure are evaluated and the
best option is chosen. This process is continued till no further reduction in the objective function value is possible by adding a beam of the same length and cross-section.
The structure is now subjected to the second-level optimization.

In the second-level optimization, the lengths of the individual beams of the structure which was finally obtained from the first-level optimization are optimized using
a gradient based optimization method (more specifically the method of steepest descent [63]) to obtain further reduction in the objective function (c(ω)) value. All
beam lengths are optimized simultaneously. In most cases during the course of this
work, as will be shown in an example presented later, structures with the same number of beams connected in the same manner but with unequal beam lengths resulted
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in lower objective function (c(ω)) values than structures with equal beam lengths.
The second-level optimization is stopped when either the objective function gradient
becomes sufficiently small or the objective function value falls below the specified
tolerance limit. It is thus possible to view the first-level optimization as the shape
optimization of the structure and the second-level optimization as the size optimization of the structure. After the beam lengths have been optimized, the structure is
subjected to the third and final-level optimization.

In the third-level optimization, the structure is made to satisfy the bounds constraint (Eq. (2.2)). This is achieved by changing the dimensions of the entire structure, such as the beam lengths and cross-sectional properties, by the same amount,
i.e., by scaling the dimensions of the entire structure appropriately so that the second
natural frequency lies within the specified limits. Note that scaling the dimensions
such as beam lengths and cross-sectional properties of the entire structure by the
same amount changes individual natural frequencies but does not change their ratio.
Overall, this hierarchical optimization procedure can be summarized as follows:
1. The natural frequencies of the base structure are calculated using FEM. In
this step the entire structure is divided into a number of beam elements, while
keeping in mind that the length of each element be at least ten times larger
than its width or depth so as to minimize deviation from Euler-Bernoulli beam
behavior. Let M and K be the final assembled mass and stiffness matrices of
the base structure, respectively; then the eigenvalues of the matrix M −1 K are
the squares of the natural frequencies of the structure. Knowing the natural
frequencies, the objective function c(ω) can be evaluated.
2. The base structure is modified by adding another beam to it. This additional
beam is of the same length and cross-section as the beams of the base structure
and can be added only at the unclamped start or end nodes of individual beams.
Also, this beam can be added only in orientations of ±90o or 180o with respect
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Figure 2.1. Some of the starting base structures for the optimization
process (all dimensions are in meters). The width and depth of all
beams are 1 × 10−6 m.
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to existing beams in the structure. Often there are several such nodes and
configurations possible for the additional beam and for each of these possibilities
the objective function c(ω) is evaluated to determine the structure to be used
for the next iteration.
3. If the incorporation of any additional beam in any possible configuration does
not lead to an objective function value less than the one for the present structure, the present structure is taken as the optimum shape. The lengths of the
individual beams are now optimized by the gradient based method of steepest
descent using a program which the authors have developed. The optimization
is stopped when the numerical gradient gets sufficiently small or the objective
function value is below a specified tolerance limit.
4. Finally, if the second natural frequency ω2 does not lie within the specified limits, the dimensions of the entire structure (lengths and cross-sections) can be
scaled by the same value to shift the natural frequencies within the required
limits.

A flowchart depicting the important steps in the optimization procedure is shown
in Fig. 2.2.

2.2.1

An Example

For illustration purposes let it be assumed that a structure needs to be designed
for 1:2 resonance starting with a cantilever beam as the base structure. Furthermore,
let the desired second natural frequency (ω2 ) be between 3 × 105 and 3.5 × 105 rad/sec
(between about 50-55 kHz). As can be seen in Fig. 2.3 (a), the process starts with
a simple cantilever beam. The subsequent steps of the first-level optimization are
shown in Fig.2.3 (b)-Fig.2.3 (f). In Fig. 2.3 (b), the three possible configurations
for the additional beam are shown with dotted blue lines. Figure 2.3 (c) shows the
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Start

Choose a Base Structure

Calculate
C1 (ω) = (η- ω2/ ω1)2

Compute all possible options for modification of
the base structure by adding a beam
orthogonally to it. Let the options be numbered
from 1 to n.

Set the corresponding
modified structure as the base
structure

Set i = 1,

Is
i<n

Shape
Optimization

No

Yes
Modify the base structure by adding
the beam which corresponds to the
particular numbered option

Calculate
Ci (ω) = (η- ω2/ ω1)2

Set i = i + 1,
Then repeat the process

Let,
C2 (ω) = min(Ci (ω))

Is
C2 (ω) < C1 (ω)

Yes

Figure 2.2. A flowchart of the optimization process.

optimal structure with two beams (solid blue lines), and the possible configurations
of an additional beam to be added. Continuing in this manner, the structure in
Fig. 2.3 (e) is obtained. After the structure in Fig. 2.3 (e) is obtained, none of the
new additions of beams shown with dotted lines leads to a further reduction in the
objective function. Thus, the final structure obtained from the first-level optimization
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is given by Fig. 2.3 (f). After this, the lengths of the beams are optimized using the
method of steepest descent to further improve the objective function in the secondlevel optimization. Results of this are shown in Fig. 1.4.
The objective function value (Eq. (2.3)) for the structure in Fig. 2.4 (a) (or Fig.
2.3(f)) is 0.0063 while the corresponding value for the structure in Fig. 2.4 (b) is
8.003 × 10−11 . As can be observed from Table 2.1, slight changes to individual beam
lengths leads to a significant improvement in the objective function. The final results
obtained from the optimization process are presented in Table 2.2.
Table 2.1. Beam lengths for the structure in Fig. 2.4, before and
after application of the second-level optimization.
Beam Length

Before (Fig. 2.4(a))

After (Fig. 2.4(b))

L1 (m)

1.0000 × 10−4

1.0158 × 10−4

L2 (m)

1.0000 × 10−4

9.5351 × 10−5

L3 (m)

1.0000 × 10−4

1.0403 × 10−4

L4 (m)

1.0000 × 10−4

9.8892 × 10−5

Table 2.2. Natural frequencies for the structure in Fig. 2.4 (b), obtained by the optimization process for 1:2 frequency ratio with cantilever beam as the starting base structure.
Variable

Value

ω1 (rad/sec)

1.6000 × 105

ω2 (rad/sec)

3.2000 × 105

ω2
ω1

2.0000
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Figure 2.3. Iterations of the optimization process to achieve 1:2
frequency relationship. Actual structure is denoted by solid blue lines.
Dotted blue lines denote possible configurations in which the extra
beam may be attached (all dimensions are in meters).

2.2.2

Verification and Mode Shapes

In order to verify the FEM program used for structural optimization implemented
in this preliminary work, the natural frequencies of the structure shown in Fig. 2.5
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Figure 2.4. Local optimization of individual beam lengths to improve
the structure (all dimensions are in meters). The structure in (a) is
same as the structure in Fig. 2.3 (f).
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Figure 2.5. Structure used for verification of the FEM formulation
with ANSYS (all dimensions are in meters). The width and depth of
the structure are equal to 1 × 10−6 m.

Table 2.3. Comparison of natural frequencies obtained by ANSYS
and Matlab based FEM for the structure in Fig. 2.5.
Data

Present Program

ANSYS

ω1 (rad/sec)

1.5737 × 105

1.5738 × 105

ω2 (rad/sec)

3.2723 × 105

3.2769 × 105

ω3 (rad/sec)

7.6552 × 105

7.6717 × 105

ω4 (rad/sec)

8.9701 × 105

8.9981 × 105

were computed using the present formulation as well as the commercially available
FEM software ANSYSTM [64]. This is the same structure as shown in Fig. 2.4 (a).
In both cases, the structure was divided into the same type of elements (2-node beam
element) and the same number of nodes and elements were used. As can be seen from
Table. 2.3, the percentage errors in natural frequencies are negligible.
The formulation can also be used to obtain the mode shapes of the structure
which are essential for constructing the reduced-order models of the nonlinear system.
Figure 2.4 (b) shows the final structure which was obtained by the optimization
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Figure 2.6. Lowest two mode shapes of the structure in Fig. 2.4 (b)
(all dimensions are in meters).

procedure outlined here for 1:2 frequency relation by starting with a cantilever as the
base structure. The mode shapes are the eigenvectors of the matrix M −1 K mentioned
earlier. For ease of calculations, the deflections of individual beams are represented
as polynomials; thus, for the ith beam of a structure let its arc length be denoted by
si and its transverse deflection in the j th mode be denoted by vij . The relationship
between the transverse deflection and the arc length is assumed to be of the form:

vij (si ) =

N
X

bijk si k ,

(2.4)

k=0

where N is the degree of the polynomial. The coefficients bijk are obtained by curve
fitting the deflections obtained using FEM. This curve fitting is done using ”polyfit”
function of Matlab which fits a specified degree polynomial to a set of data in the
least-square sense.

For verification of the mode shapes, the lowest two natural frequencies and the
corresponding mode shapes of the structure shown in Fig. 2.4 (b) were obtained using
Hamilton’s Principle [33,65] and compared with the results obtained from the Matlab
based FEM and curve fitting. The process of using Hamilton’s principle to find the
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Table 2.4. Comparison of natural frequencies of the structure in Fig.
2.4 (b) obtained by FEM and Hamilton’s principle.
Variable

FEM

Hamilton’s Principle

ω1 (rad/sec)

1.6000 × 105

1.6000 × 105

ω2 (rad/sec)

3.2000 × 105

3.2000 × 105

natural frequencies and mode shapes of a structure shown in Fig. 2.4 (b) involves
writing the Lagrangian of the structure composed of kinetic and strain energies of the
structure in terms of transverse deflections vi , i = 1, 2, 3, 4 of the four beams. Taking
the variation of the Lagrangian with only quadratic terms would yield four beam-like
equations of motion and sixteen boundary conditions for the structure shown in Fig.
2.4 (b). The four beam-like equations, each have solutions of the form [30],
vi = Di1 sin(βi si ) + Di2 cos(βi si ) + Di3 sinh(βi si ) + Di4 cosh(βi si ) , i = 1, 2, 3, 4 , (2.5)
0
s are coefficients to be determined
where si is a variable along the beam lengths, Dij

and,

βi =

ρi
ω
Ei Ii
2

 14
, i = 1, 2, 3, 4 ,

(2.6)

where ρi is beam mass per unit length, Ei is the beam elastic modulus and Ii is the
moment of inertia of the beam. Using the expressions for transverse displacements
given in Eq. (2.5) with the sixteen boundary conditions gives a set of homogeneous
0
linear equations in Dij
s. The values of ω for which the determinant of the coefficient

matrix for these sixteen equations turns out to be zero is the natural frequency and
0
the corresponding solution vector for the Dij
s can be used to construct the mode

shape. Table 2.4 lists the lowest two natural frequencies obtained by the two methods.
The corresponding modes of the structure in Fig. 2.4 (b) are shown in Fig. 2.6.
The verification of mode shapes presents some difficulties as there as several ways
to compare the mode shapes. In this work, the tip deflection of one of the beams
was made equal in mode shapes obtained from both methods (FEM and Hamilton’s
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Figure 2.7. Verification of the lowest two mode shapes obtained
via FEM. The blue lines represent the mode shapes obtained using
Hamilton’s principle and the green lines represent the mode shapes
obtained using FEM (all dimensions are in meters).

Principle). Figure 2.7 presents the comparison between the mode shapes obtained
using FEM and curve fitting and Hamilton’s principle; as can be seen the match is
excellent and therefore the FEM program is assumed to give fairly accurate natural
frequencies and mode shapes. To get a measure of the relative error between the two
mode shapes obtained using the two methods, the following method was adopted:
let vij be the transverse deflection of the ith beam for the j th mode obtained using
FEM and curve fitting, and let wij be the same quantity obtained using Hamilton’s
Principle. Then a modal error quantity Ej may be defined by:
v
u BN Z l
uX i
(vij − wij )2 dsi ,
Ej = t
i=1

(2.7)

0

where BN is the number of beams in the structure. For the structure shown in Fig.
2.4 (b), the error for the lowest mode (E1 ) was 1.1407 × 10−22 m and the error for
the second mode (E2 ) was 2.8054 × 10−22 m, with the beam lengths in the structure
being of the order of 10−4 m.
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Figure 2.8. Optimized structures obtained for 1:2 frequency relationship by starting from the base structures shown in Fig. 2.1 (all
dimensions are in meters).

Table 2.5. Frequency properties of structures with 1:2 internal resonance, as shown in Fig. 2.8.

2.2.3

Structure

ω1 (rad/sec)

ω2 (rad/sec)

ω2
ω1

structure 1

1.6000 × 105

3.2000 × 105

2.0000

structure 2

1.6000 × 105

3.1999 × 105

2.0000

structure 3

1.6000 × 105

3.1999 × 105

2.0000

structure 4

1.6000 × 105

3.1999 × 105

2.0000

Results of Linear Synthesis

The final structures for 1:2 frequency relation obtained by starting from the different base structures given in Fig. 2.1 are shown in Fig. 2.8. For later reference, let
the structures in Fig. 2.8 be designated as structure 1, 2, 3 and 4, respectively. Table
2.5 presents the important frequency properties of these structures.
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Figure 2.9. Structures obtained for 1:3 frequency relationship by
starting from the base structures shown in Fig. 2.1 (all dimensions
are in meters). The width and depth of the structure are equal to
1 × 10−6 m.

The same base structures can also be used for design of structures with other
requirements, e.g., for 1:3 frequency relationship or internal resonance. The structures
5,6,7,8 shown in Fig. 2.9 have been obtained by starting from the base structures
shown in Fig. 2.1. Table 2.6 presents the important frequency properties of the
structures 5,6,7 and 8.

2.3

Non-Linear Frequency Response Prediction
Consider the structure in Fig. 2.8 (a); the nonlinear responses of the other struc-

tures shown in Fig. 2.8 can be obtained in a similar manner. Figure 2.10 gives a
more complete schematic of structure 1.
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Table 2.6. Frequency properties of structures obtained for 1:3 frequency relationship or internal resonance, as shown in Fig. 2.9.
Structure

ω1 (rad/sec)

ω2 (rad/sec)

ω2
ω1

structure 5

1.0666 × 105

3.1999 × 105

3.0001

structure 6

1.0666 × 105

3.1999 × 105

3.0001

structure 7

1.0666 × 105

3.1999 × 105

3.0001

structure 8

1.0666 × 105

3.1999 × 105

3.0001
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Figure 2.10. A schematic diagram for the optimal structure 1 in
Fig. 2.8 (all dimensions are in meters). The widths and depths of the
beams are identical. See Table 1.7.

The structure 1 consists of four beams, each having the same cross-section and
material properties. The structure is also subjected to a base excitation of ẅ. The
kinetic energy T and the strain energy U of the structure can be written as [66, 67]:
Z

1 l1 
T =
ρ1 (v˙1 + ẇ)2 + u˙1 2 ds1
2 0
Z

1 l2 
ρ2 (v˙1 (l1 ) + u˙2 + ẇ)2 + (u˙1 (l1 ) − v˙2 )2 ds2
+
2 0
Z
1 l3
(2.8)
+
ρ3 [(v˙1 (l1 ) + u˙2 (l2 ) − v˙3 + ẇ)2 + (u˙1 (l1 )
2 0
− v˙2 (l2 ) − u˙3 )]2 ds3
Z

1 l4 
+
ρ4 (v˙1 (l1 ) − u˙4 + ẇ)2 + (u˙1 (l1 ) + v˙4 )2 ds4
2 0
where vi is the transverse deflection, ui is the axial deflection and ρi is the linear mass
density of the ith beam, and
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Table 2.7. Properties of the structure 1 shown in Fig. 2.10.
Variable

Value

l1 (m)

1.0158 × 10−4

l2 (m)

9.5351 × 10−5

l3 (m)

1.0403 × 10−4

l4 (m)

9.8892 × 10−5

width (m)

1 × 10−6

depth (m)

1 × 10−6

E (N/m2 )

1.85 × 1011

ρ (kg/m3 )

2329

 2 2
 2 2
Z
Z
∂ v1
1 l2
∂ v2
1 l1
EI1
ds1 +
EI2
ds2 +
U=
2
2 0
∂s1
2 0
∂s22
 2 2
 2 2
Z
Z
1 l3
1 l4
∂ v3
∂ v4
EI3
ds3 +
EI4
ds4 +
2
2 0
∂s3
2 0
∂s24
2
2


Z
Z
1 l2
1 l1
∂u1
∂u2
EA1
ds1 +
EA2
ds2 +
2 0
∂s1
2 0
∂s2

2

2
Z
Z
1 l3
∂u3
1 l4
∂u4
EA3
EA4
ds3 +
ds4 ,
2 0
∂s3
2 0
∂s4

(2.9)

where E is the material’s Youngs Modulus, Ii are the area moments of inertia and Ai
are the cross sectional areas of the beams.

It is assumed that the structure vibrates with finite amplitudes about its static
equilibrium position. A small dimensionless parameter  is introduced to help keep
track of significant terms in the equations of motion governing the system response
[30]. It is also assumed that the beams are inextensible and hence the inextensibility
constraint can be written as [66]:
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∂ui
1+
∂si

2


+

∂vi
∂si

2
=1,

i = 1, 2, 3, 4

(2.10)

Assuming that the system response consists predominantly of the lowest two
modes, the transverse deflection of the ith beam can be written as:
vi = (A1 φi1 + A2 φi2 ) ,

(2.11)

where A1 and A2 are the modal amplitudes that are assumed to be only functions of
time, and φi1 and φi2 are the first and second linear modes of the ith beam respectively.
As already discussed, the mode shapes can be obtained as polynomials from the FEM
modes. One particular point which must be mentioned here is that the mode shape
polynomials are obtained by curve fitting on the scaled mode shapes. The scaling is
assumed to be 10% of the first beam length; therefore, the mode shape polynomials
have a dimension associated with them and consequently the modal amplitudes, A1
and A2 are non-dimensional. Using the inextensibility constraints (Eq. (2.10)), the
axial displacements can be obtained as [30]:
ui = 2 (A21 ηi1 + A22 ηi2 + 2A1 A2 ηi12 ) ,

i = 1, 2, 3, 4

(2.12)

where,
1
ηi1 = −
2

Z
0

si



dφi1
dsi

2
dsi ,

2
Z 
1 si dφi2
ηi2 = −
dsi ,
2 0
dsi


Z 
1 si dφi1
dφi2
ηi12 = −
dsi .
2 0
dsi
dsi

(2.13a)
(2.13b)
(2.13c)

The base excitation is also assumed to be of the form:
ẅ = 2 F cos(Ωt) ,

(2.14)

where Ω is the excitation frequency which is close to the second natural frequency of
the structure. The difference between the excitation frequency and the second natural
frequency is represented by the parameter σ2 known as external mistuning:
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Ω = ω2 + σ2

(2.15)

Similarly, another mistuning parameter, the internal mistuning (σ1 ) is introduced
to take into account the deviation of the lowest two natural frequencies from the
perfect 1:2 ratio:

ω2 = 2ω1 + σ1

(2.16)

To obtain the two-mode dynamic model of the system, and to further study the
response using the method of averaging [27], the modal amplitudes are assumed to
be of the form:

A1 = p1 cos


 
Ω
Ω
t + q1 sin
t ,
2
2

(2.17a)

A2 = p2 cos (Ωt) + q2 sin (Ωt) ,

(2.17b)

where pi and qi are amplitude components which vary on a slow time scale τ = t, as
defined in [30, 60].
The Lagrangian (L) of the structure can now be obtained by substituting Eqs.
(2.11), (2.12), (2.14), and Eq. (2.17) and their derivatives into the expressions of
the kinetic and strain energies of the structure defined in Eqs. (2.8) and (2.9). This
Lagrangian is then averaged over the period of the oscillation

4π
.
Ω

The amplitudes

pi s and qi s and their derivatives with respect to τ , are treated as constants in this
averaging as they are functions of the slow time scale. Also, only terms up to O(3 )
are retained as 1:2 internal resonance is primarily a result of coupling due to quadratic
nonlinearities. The averaged Lagrangian of the system is defined by:
Z
hLi =

T

(T − U )dt .
0

(2.18)
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Substituting Eqs. (2.15), (2.16) and (2.17) into the averaged Lagrangian (hLi),
the following Euler-Lagrange equations can be obtained for the modal amplitudes pi s
and qi s :

σ1 + σ2
+ ζ1 p1 +
q1 + 0.0169ω1 (p2 q1 − p1 q2 ) = 0 ,
2


σ1 + σ2
0
q1 + ζ1 q1 −
p1 + 0.0169ω1 (p1 p2 + q1 q2 ) = 0 ,
2

p01



(2.19a)
(2.19b)

p02 + ζ2 p2 + σ2 q2 − 2 × 0.0068ω2 p1 q1 = 0 ,

(2.19c)

q20 + ζ2 q2 − σ2 p2 + 0.0068ω2 (p21 − q12 ) = 9.5661 × 104 F ,

(2.19d)

where a (0 ) now denotes a derivative with respect to the slow time τ . For a general
structure these equations can be re-written as,


σ1 + σ2
0
p1 + ζ1 p1 +
q1 + Λ1 ω1 (p2 q1 − p1 q2 ) = 0 ,
2


σ1 + σ2
0
q1 + ζ1 q1 −
p1 + Λ1 ω1 (p1 p2 + q1 q2 ) = 0 ,
2

(2.20a)
(2.20b)

p02 + ζ2 p2 + σ2 q2 − 2 × Λ2 ω2 p1 q1 = 0 ,

(2.20c)

q20 + ζ2 q2 − σ2 p2 + Λ2 ω2 (p21 − q12 ) = Λ3 F ,

(2.20d)

where Λ1 , Λ2 and Λ3 are the nonlinear coefficients obtained from the mode shapes
of the candidate structure.

Note that the equations for the slow-time amplitudes have been modified to include modal damping terms (ζ1 and ζ2 ). The modal damping coefficients (ζ1 and
ζ2 ) were set equal to 0.1 arbitrarily as no experiments were conducted to estimate
the real damping coefficients. Equations (2.19 (a-d)) and (2.20 (a-d)) are similar to
the equations for modal amplitudes obtained in [27, 30, 60] for the case of 1:2 internal
resonance in a system with two degrees of freedom. These equations can be solved for
steady-state solutions to give single-mode (only second modal amplitude is non zero
i.e., p1 = q1 = 0) and coupled-mode solutions (both first and second mode amplitudes
are non zero i.e., p1 6= 0, q1 6= 0, p2 6= 0, q2 6= 0). The steady-state solutions of the
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Figure 2.11. Illustration of the non-linear response of structure 1.
The marked region in part (a) is expanded in part (b).

Eqs. (2.20 (a-d)), along with a thorough stability analysis of the equilibrium points
as a function of the system parameters (σ1 , σ2 , ζ1 , ζ2 and F ) is well described in the
literature [27, 60] and so is not repeated here. In the results presented in the following figures, solid lines indicate stable solutions and dotted lines designate unstable
solutions.

Figure 2.11 illustrates some important aspects of the nonlinear dynamic response
of structure 1. In a linear system when a particular mode is excited at resonance, it
acquires a large amplitude which theoretically, in the absence of damping can even go
unbounded at exact resonance. Also correspondingly, the contributions of the other
modes to the system response are zero or minimal at that particular modal frequency.
This is what is observed in the second mode’s linear response in Fig. 2.11, where it
can be clearly seen that the second mode has a large amplitude when excited at its
natural frequency. However in the presence of nonlinearities and when the frequencies of the first two modes of the system are in a specific ratio, an energy transfer
takes place between the second and first modes which again can be observed from
Fig. 2.11, wherein, the second mode’s amplitude in the nonlinear response is atten-
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uated (as compared to the linear response) and the first mode appears with a finite,
nontrivial amplitude even when the system is being excited near structure’s second
natural frequency. The coupled-mode solution is of interest here as it represents the
true solution with modal coupling resulting from internal resonance. Despite the
structure being excited close to its second natural frequency, a non-zero response of
the first mode at almost half the excitation frequency is obtained due to quadratic
nonlinearities in the system. An important point to note in the response curves in
Fig. 2.11 is that the frequency ratio is nearly exactly 1:2 , i.e., σ1 ≈ 0. Thus, the
response curves are symmetric about σ2 = 0. They do become non-symmetric when
σ1 6= 0, see [27]. Also some additional instabilities can arise in the coupled mode
response when there is some internal mistuning.

Figure 2.12 shows the magnitude of the first-mode amplitude (defined by a1 =
p
p21 + q12 ) obtained for structures 1,2,3 and 4 shown in Fig. 2.8. The responses are
shown all together in Fig. 2.13 for a quantitative comparison as well. For another
quantitative comparison of the candidate structures developed, the point of maximum
deflection for the first mode for each of the structures 1,2,3 and 4 is taken and its
total deflection is computed using Eq. (2.9). Figure 2.14 shows the location of the
point of maximum deflection for the first mode for structures 1,2,3 and 4. As can be
observed from Fig. 2.14, the point of maximum deflection for the first mode occurs
at the end of one of the constituent beams and thus its deflection can also be referred
to as the tip deflection. These tip deflections will vary periodically with time with a
constant amplitude during steady state. Figure 2.15 shows the comparison between
the tip amplitudes for the structures 1,2,3 and 4 when they are subjected to the same
level of base excitation. It can be observed from Fig. 2.15, that different structures
have different magnitudes of deflection for the same level of excitation and thus from
an application standpoint, some structures may be more appropriate than others.
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Figure 2.12. Amplitude of mode 1 excited through internal resonance
for structures 1,2,3 and 4 when subjected to the same level of excitation. The solid line represents the stable branch whereas the dotted
line represents the unstable branch.

2.4

Enhanced Optimization Method
The hierarchical optimization method described in the preceding sections can

only add beams with free ends to the base structure. However, such an approach can
be enhanced by allowing for beams with clamped ends to be attached to the base
structure. The objective function described in Eq. (2.3) can also be enhanced as,
minimize
c(ω) = (η − ω2 /ω1 )2 + rw vp ,

(2.21)
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Figure 2.13. Amplitude of mode 1 for all structures (structures 1,2,3
and 4) shown in Fig. 2.12 to clearly show a quantitative difference in
response amplitudes for the four structures. Note that the structures
1 and 3 have nearly identical amplitudes. The solid line represents the
stable branch whereas the dotted line represents the unstable branch.

where c(ω) is the objective function to be minimized, η is the desired frequency ratio, vp is the transverse displacement in the second mode of a point on the structure
which has the maximum transverse displacement in the first mode and rw is a weighting factor between the frequency ratio and the structure’s vibration characteristics.
The objective function given in Eq. (2.21) penalizes the motion during the second
mode of that part of the structure which has a large displacement in the first mode,
thus leading to a degree of vibration mode localization. This objective function can
be minimized using the same hierarchical optimization as described in the preceding
sections with the only difference being that now beams with clamped ends can be
attached to the base structure in the first level optimization. In the previous results,
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Figure 2.14. Point of maximum deflection (marked with a black dot)
for mode 1 for the four structures designed for 1:2 internal resonance
(all dimensions are in meters).

Figure 2.15. Tip amplitudes for the four structures designed for 1:2
internal resonance (considering only the stable branches).
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only beams with one free end could be attached in the first level optimization step,
which implied that the number of clamps in the final structure was always fixed and
equal to the number of clamps in the base structure.

Starting from the base structure shown in Fig. 2.16 (a) (with frequency ratio
2.7276), the final structure obtained with rw = 10 is shown in Fig. 2.16 (b). It has
the desired frequency ratio of η = 2.0000. Note that in the final structure, the beam
having large transverse displacement in the first mode (Fig. 2.17 (a)) has almost zero
(or no) transverse displacement in the second mode (Fig. 2.17 (b)). If the optimization objective is only achieving a frequency ratio of 2.0000, i.e., rw = 0, the base
structure in Fig. 2.16 (a) yields the final structure shown in Fig. 2.16 (c). Also note
that for the final structure, the dynamic response has contribution from two parts, a
part dependent on the mode shape and a part based on the modal amplitude. In this
work, the optimization process is concerned with minimizing the contribution from
the mode shape alone; however, minimization of the second mode’s amplitude can
also be considered but that would entail consideration of system’s nonlinear response.

The difference between the lowest two mode shapes of the final candidate structure
is of some consequence, especially if the structure is to be used as a sensing element of
some device. A structure undergoing 1:2 internal resonance would see energy transfer
occurring between the first two modes. Therefore, if particular parts of the candidate
structure have large deflections in one of the modes and lower in the other, then it
leads to easier comprehension of the vibration characteristic of the structure. For
example, considering Fig. 2.17 (a) and (b), it can be seen that the vertical beam has
almost no transverse deflection in the second mode but large transverse deflection in
the first mode, thus making it easy to detect the presence of the first mode in the
structure’s dynamic response by just observing the transverse deflection of the vertical
beam. This feature is not visible in the mode shapes in Fig. 2.17 (c) and (d), and that
is the effect of the choice of the objective function in Eq. (2.21). Clearly, the variable
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Figure 2.16. Results of the hierarchical optimization process applied
to the base structure in (a) for two distinct optimality criteria, Eq.
(2.21) with rw = 10 (for results in (b)) and rw = 0 (for results in (c)).

Figure 2.17. Mode shapes of the final structures shown in Fig. 2.16(b) and 2.16(c).
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rw controls the relative importance of the mode shape deflections as compared to
the required frequency ratio. Figure 2.18 shows the variation in the final candidate
structures with different rw values. The optimization is “discrete” in the sense that
a similar candidate structure is obtained for a range of rw values. Beyond the value
of rw = 0.8, the structural morphology does not change and the same structure is
obtained even for rw = 10, as in Fig. 2.16 (b).

Figure 2.18. Final structures obtained with different rw values, starting with the same base structure in Fig. 1.16 (a).

The advantage of a computational optimization method is in the number of different candidate structures it can generate. Starting from a different base structure
shown in Fig. 2.19 (a), the structures shown in Fig. 2.19 (b) and (c) are obtained
for rw = 10 and rw = 0, respectively. For both structures the ratio of the lowest two
natural frequencies is equal to 2.0000.
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Figure 2.19. Results of the hierarchical optimization process applied
to the base structure in (a) for two distinct optimality criteria, Eq.
(2.21) with rw = 10 (for results in (b)) and rw = 0 (for results in (c)).

2.5

Uncertainty Quantification for Beam Based Resonators
One measure of the effectiveness of a design is its robustness which can be char-

acterized as its ability to deliver the desired outcome in the presence of uncertainties.
The optimized structures presented in the preceding sections achieve the specified
frequency ratio by virtue of their shape and dimensions. However, manufacturing
processes always have some variability in the dimensions they can produce. Keeping
in mind the potential application of the designed resonators as MEMS devices, the
low tolerances of MEMS manufacturing processes [58] and the consequent wide variability in device dimensions can cause significant degradation of device functionality.
One of the most critical parameters for device functionality for resonators working
on the principle of internal resonance is the internal mistuning σ1 (defined in Eq.
(2.16) for 1:2 internal resonance) of the structure [68]. Since the nonlinear response
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Figure 2.20. Mode Shapes of the final structures shown in Fig. 2.19
(b) and 2.19 (c).

is governed by Eqs. (2.20), the other parameters that can affect the response are the
coefficients Λ1 , Λ2 and Λ3 which depend on the mode shapes of the structure.

Internal mistuning σ1 is a parameter which is directly affected by the structural
dimensions. Considering the optimal structure 1 given in Fig. 2.10 as an example,
the value of the internal mistuning for this structure is -14.313 (for  = 0.1). As the
structure consists of four beams, the geometric parameters can be considered as the
four lengths, widths and thicknesses. To reduce the dimensionality of the problem,
the sensitivity of the the internal mistuning is calculated with respect to these twelve
geometric parameters (four lengths, four widths and four thicknesses) and the top
four parameters are chosen. The sensitivity of the internal mistuning to any quantity
y (which can be any beam length, width or depth (thickness)) can be defined as,


∂σ1
1 ∂ω2
∂ω1
=
−2
.
(2.22)
∂y
 ∂y
∂y
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The values of the sensitivity of the internal mistuning to the four beams, four widths
and four thicknesses or four depths are given in Table 2.8. From the sensitivities
Table 2.8. Sensitivity of internal mistuning of structure 1 shown in
Fig. 2.8 (a) to changes in beam dimensions.
Beam Dimension

Senstivity

Beam Length 1

−37.4419

Beam Length 2

126.2937

Beam Length 3

−135.5965

Beam Length 4

38.6139

Beam Depth 1

−2.3990

Beam Depth 2

2.1455

Beam Depth 3

0.1408

Beam Depth 4

0.1070

Beam Width 1

−0.8120

Beam Width 2

0.8305

Beam Width 3

0.7021

Beam Width 4

0.8080

presented in Table 2.8 it can be concluded that the four geometric parameters which
are the most important for internal mistuning are the four beam lengths. This is also
found to be the case for all the final structures shown in Fig. 2.8.

To study the effects of variation in the beam lengths on the nonlinear response of
the structure, the Matlab function “lhsdesign” is then used to generate an efficiently
sampled dataset for the beam lengths using the Latin Hypercube Sampling technique.
The idea is to replace the use of computational FE Model of the structure with a functional relationship or “meta-model” relating σ1 to the four lengths of interest. As, a
specific example, the variations in lengths are assumed to be governed by a uniform
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distribution. Thus, the limit of length variation is assumed to be ±10% from the
nominal beam lengths. These samples are then used to compute the variation in the
internal mistuning with respect to the beam lengths. The nature of this relationship
is expressed in the form of a response surface obtained using the technique Multiadaptive Regression Splines (MARS) [59]. The response surface is obtained using the
ARES implementation in Matlab [69]. The ARES constructed response surface can
then be sampled to study the effect of the dimensional uncertainities on the device
performance. In this thesis, 300 lhs samples are used to construct the MARS response
surface.

To compare the four candidate structures shown in Fig. 2.8 from the point of view
of robustness of the nonlinear response, a test is defined to quantify each resonator’s
operational success or failure. This test can be stated as,
“If for a given set of parameters along with a fixed value of forcing and zero external
mistuning, the amplitude of the first mode response is more than or equal to 50% of
the first mode amplitude for the nominal case, then the device is said to be successful”.

This is based on the expectation that when a certain number of devices (or structures) are fabricated using identical manufacturing process, a certain fraction will not
exhibit internal resonance and thus the coupled mode nonlinear response due to variations in σ1 , and Λ1 , Λ2 and Λ3 . For the application of this test to the four structures
shown in Fig. 2.8 for variations in their beam lengths, the Matlab function lhsdesign
was again used to generate 5000 samples to sample the response surfaces generated
for the internal mistuning using MARS. Using the internal mistuning values the nonlinear response of these samples was computed (using Eqs. (2.20)) and it was found
that that the device failure rates for the respective structures were 28.98%, 34.62%,
35.30% and 97.14%. Thus, it is clear that Structure 1 from Fig. 2.8 is the most
robust to changes in beam lengths amongst the four candidate structrues. Therefore,
even though structure 1 may not give a large response as comapred to, say structure
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Figure 2.21. Response surface of the of the frequency ratio ωω12 for
structure 1 shown in Fig. 2.8 (a) with respect to lengths l2 and l3 .

4, its response is far more robust. Figure 2.21 contains the response surface of the
Frequency Ratio

ω2
ω1

with repect to two of the beam lengths for structure 1. Figure

2.22 contains the histogram of the frequency ratios obtained from LHS sampling of
the MARS generated response surface. Figure 2.23 shows the mode 1 amplitudes
of the four candidate structures. Mode 1 amplitude is highest when the design is
at its nominal point (i.e., the frequency ratio is equal to 2) and deviations from the
frequency ratio of 2 causes a gradual drop in efficacy of modal coupling finally leading
to the mode 1 amplitude becoming zero.

From Eq. (2.20), it can be observed, as also noted earlier, that the nonlinear
response also depends on the nonlinear coefficients Λ1 , Λ2 and Λ3 . These coefficients
in turn depend on the geometric dimensions of the candidate structure. Therefore,
for a more complete uncertainty analysis for the candidate structures undergoing 1:2
internal resonance, it is important to consider the effect of change of beam dimensions
on the values of the nonlinear coefficients and by extension, on the nonlinear dynamic
response. As in the case of internal mistuning, a response surface methodology can
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Figure 2.22. Histograms of the frequency ratio
shown in Fig. 2.8.

ω2
ω1

of the structures

be adopted for this analysis as well. A set of LHS samples of beam lengths can be
used to construct three response surfaces for each of the nonlinear coefficients (Λ1 , Λ2
and Λ3 ) each using the MARS technique. Then these three response surfaces taken
together with the one already constructed for internal mistuning can be sampled
again using 5000 LHS samples and the structure’s nonlinear response obtained for
every sample. The failure criterion described earlier in this section can now be used
again to compare the robustness of the four candidate structures given in Fig. 2.8.
The failure rates for the four candidate structures under such conditions were 41.34%,
47.28%, 42.58% and 98.08% respectively. Again it transpires that structure 1 is the
most robust out of the four candidate structures given in Fig. 2.8. These failure
percentages for the four structures are higher than those calculated for the case when
only variation in the internal mistuning σ1 was considered whereas now variation in
the values of the nonlinear coefficients is also taken into account. The plot the mode 1
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Figure 2.23. Mode 1 amplitude at zero external mistuning of the
structures shown in Fig. 2.8. The red line indicates the failure criterion amplitude.

amplitude at zero internal mistuning for the four structures with respect to vraiations
in the internal mistuning as well as the nonlinear coefficients is given in Fig. 2.23.
The results in Figs. 2.23 and 2.24 indicate that the solutions of nonlinear equations
(Eq. (2.20)) are much more sensitive to σ1 compared to Λ1 , Λ2 and Λ3 , consistent
with the results developed in [68].

2.6

Summary and Discussion
In this chapter, a hierarchical optimization method has been proposed for linear

synthesis of beam based structures that satisfy specified modal frequency ratios possibly leading to internal resonances. More specifically, the focus is on the case of 1:2
resonance, and starting from four different base structures, four different candidate
structures are synthesized. Subsequently, the nonlinear dynamic response of struc-
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Figure 2.24. Mode 1 amplitude at zero external mistuning of the
structures shown in Fig. 2.8 for variation in both internal mistuning
and nonlinear coefficients. The red line indicates the failure criterion
amplitude.

tures optimized for 1:2 internal resonance is developed. Only the primary resonance
of the second mode is considered keeping in mind the primary intended application
of the resonant structures as MEMS sensing devices. The sensing functionality of
resonant structures is concerned with changes in its dynamic response with changes
in the input variables such as external forcing or excitation frequency or variation
in system parameters such as mass or stiffness. In case of primary resonance of the
second mode, it is well known that the first mode has a stable zero amplitude solution
which becomes unstable through a pitchfork bifurcation and the new stable branch
has a non-zero amplitude within a narrow frequency range. This jump in the amplitude is attractive from the ease of sensing point of view. For the primary resonance
case of the first mode, there is no solution set which has zero contribution from the
second mode, thus reducing its attractiveness as a sensing mechanism as extra signal
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processing capability is determine if the structure is undergoing the expected internal
resonance.

Also, an enhanced objective function is considered which takes into account the
mode shapes of the structure which are participating in internal resonance. This has
the possibility of producing candidate structures which can exhibit phenomenon such
as vibration localization. Finally a brief discussion and some results are also presented
on the uncertainty quantification and robustness of the candidate structures for 1:2
internal resonances.
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3. SYNTHESIS AND NONLINEAR DYNAMICS OF IN-PLANE HYPERELASTIC PLATE RESONATORS
3.1

Introduction
This chapter is concerned with synthesis of plate resonators fabricated with hy-

perelastic materials, and undergoing in-plane vibrations. While generally not seen as
frequently as beam-type elements in MEMS devices, plate structures are common in
many applications such as microjets for electronic cooling [70, 71] and microspeakers [72]. Emerging applications also include energy-harvesting devices which can use
ambient vibrations to produce electrical energy [52]. Similarly, hyperelastic materials
have been traditionally used in vibration absorption applications (e.g., engine mounts
with rubber inserts), but in recent years especially with advances in material science,
many novel applications have emerged. References [48, 49] describe several advantages of hyperelastic materials such as low cost, weight, ability to withstand large
strains and ease of manufacture in various shapes and configurations. Owing to such
advantages, diverse applications such as microfluidic pumps [50], high speed microactuators [49] and biomedical instruments such as catheters [73] are emerging. As
more devices incorporating such materials are beginning to be explored, it becomes
important to investigate the resonant behavior, that is, the effects of periodic excitation on hyperelastic structures. This can be especially interesting when nonlinear
behavior manifested through internal resonances among various modes could occur
in a structure.

Most works in the literature on systems with 1:2 internal resonance [27] have
involved inertial coupling between the different degrees of freedom of the system.
Nonlinear response of elastic structures to resonant excitations have been investi-
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gated for quite some time, e.g. see [74, 75]. However, structures constructed from
hyperelastic materials provide examples of systems where the nonlinearities arise due
to material behavior. Hyperelastic material models in general have nonlinear elastic
potentials [76]. In this thesis, nonlinear in-plane as well as out of plane (transverse)
vibrations of hyperelastic structures are considered. The hyperelastic material model
chosen in this thesis is a Mooney-Rivlin material model. As the Mooney-Rivlin strain
energy potential results in a quadratic stress-strain relationship, the possibility of 1:2
internal resonance arising in hyperelastic structures is quite natural and this is explored in this as well as later chapters.

As mentioned earlier, most of the examples of such physical systems in the literature [27] are based on prior experiences of the investigators. So, a key thrust of the
present work is on the development of a conceptual framework for systematic synthesis of structures that exhibit 1:2 resonance between certain modes. Towards this end,
simple iterative optimization methods using FEM models of the structures are used to
obtain planar structures with natural frequencies close to the desired ratio of 1:2 which
is important if there should arise the possibility of a 1:2 internal resonance. Here it
must be noted that while sophisticated topology optimization techniques such as the
Method of Moving Asymptotes (MMA) [77] exist, they often lead to final topologies
that could be difficult to manufacture and thus another more simpler method is also
introduced to obtain much more simpler candidate structures for 1:2 internal resonance. Most of the assumptions for the development of the nonlinear model remain
the same as those in chapter 2; for example, it is assumed that only the first two
modes meet the frequency relationships desired for the modes take part in internal
resonance. Once a candidate structure has been identified, its mode shapes can also
be extracted as they are available through the FEM analysis. The section on Linear Structure Synthesis describes the optimization methods and presents an example
for obtaining a final candidate structure starting from a base structure. The section
on Nonlinear Frequency Response develops the response of the systems synthesized
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through the optimization process. A two-mode model is constructed by expressing
the displacements of the structure in the 2-D space as a linear superposition of the
first two modes. The second mode is directly excited using external excitation and
it is hoped that it in turn excites the first mode due to the nonlinearities present
in the structure. While in general, the nonlinear response of the structure may consist of several other modes, it is expected that in the presence of damping, modes
with neither a direct excitation nor an internal resonance, will have their amplitudes
diminish over time [27]. Therefore, a two-mode model can be assumed to provide
a fairly accurate representation of the system’s nonlinear response. This two-mode
approximation then leads to a two degree-of-freedom reduced-order model that can
be used to obtain equations for the slow-time evolution of amplitudes [27, 60]. These
slow-time amplitude equations can be solved to obtain the final nonlinear frequency
response of the structure.

It is seen that because the strain energy potential of a Mooney-Rivlin material
is nonlinear, it leads to the slow-time amplitude equations being coupled, thus leading to 1:2 internal resonance. This is an important development firstly because with
proliferation of applications of hyperelastic materials in micro- or millimeter-scale
structures, there are increased possibilities that conditions like internal resonances
might be encountered and would lead to, for better or worse, a deviation from the
expected linear device performance. Secondly, with nonlinear dynamics itself being
directly tapped for design of enhanced performance MEMS sensors [21, 78, 79], hyperelastic structures with their above described advantages and demonstrated ability
to exhibit phenomena such as internal resonance, become attractive as a means to
building nonlinear dynamics based micro- or millimeter-scale sensors and actuators.
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3.2

Linear Structure Synthesis for In-Plane Vibrations
The aim of the linear synthesis process is to obtain topologies of plates which can

lead to two modal frequencies in 1:2 ratio and thus exhibit 1:2 internal resonances
while undergoing in-plane vibrations. As only in-plane vibrations of plates are being
considered in this chapter, the candidate structures were modeled with four-node
bilinear elements with two degrees of freedom per node [80]. The main purpose of
the linear structure synthesis is to obtain a structure which has its lowest two natural
frequencies in the ratio 1:2. Analytically, the above requirement can be specified by
the relation:
ω2
= 2,
ω1

(3.1)

where ω1 and ω2 are the first and second natural frequency of the structure, respectively.

Based on this requirement, a topology optimization problem can be formulated
whose solution would lead to structures which can exhibit 1:2 internal resonance.
The objective function of this optimization problem can be stated as in the previous
chapter:
minimize


2
ω2
c(ω) = ξ −
,
ω1

(3.2)

where ξ is the specified frequency ratio (e.g. ξ = 2 for 1:2 internal resonance).

In this chapter two different approaches are explored to solve the topology optimization problem. The first approach involves use of conventional topology optimization technique called the Method of Moving Asymptotes (MMA) [77] coupled with
the Simple Isotropic Material with Penalization (SIMP) Model [81], and the second
approach uses a simple iterative search method. In the first approach, while the results are generally good, the final topologies obtained are quite complex and could
prove difficult to fabricate. The latter approach, while much simplistic as compared
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to the former one, gives surprisingly good results and leads to topologies which are
much easier to physically produce.

3.2.1

FEM Formulation and Verification

As mentioned earlier, the structures are modeled with four-node isoparametric
bilinear elements with two degrees of freedom per node. The element stiffness matrix
is calculated by assuming that the material behavior is linearly elastic, while it has
been already mentioned that the structures are made up of Mooney-Rivlin hyperelastic materials, thus making it necessary to reconcile this apparent inconsistency. The
strain energy density for a two-parameter Incompressible Mooney-Rivlin Material can
be written as [82],


dU = C10 I¯1 − 3 + C01 I¯2 − 3 ,

(3.3)

where I¯1 and I¯2 are the first and second deviatoric strain invariants respectively, and
C10 and C01 are material parameters. In contrast, the strain energy density for a
linearly elastic material can be written as,
1
dU = σ T ,
2

(3.4)

where σ and  are the stress and strain vectors, respectively. In this study, as only
in-plane vibrations are being considered, the stress and strain vectors are assumed to
have only 3 planar components. For a four-node isoparametric bilinear element made
up of a linearly elastic material, the stress-strain relationship can be written as [80],


σ
 xx

 σyy

σxy



E

=
 1 − ν2



1 ν


 ν 1

0 0

0




  xx

0   yy

1−ν
xy
2







(3.5)
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Figure 3.1. Structure used for verification of the Matlab FEM formulation with ANSYS. Red line indicates that the bottom side is fixed
(all dimensions are in meters).

where, E is the material Young’s Modulus and ν is the Poisson’s ratio. Substitution
of Eq. (3.5) into Eq. (3.4) would lead to the strain energy density for a linear elastic
material that becomes solely a function of the elastic strains, and thus,



1 ν 0

  xx 
h
i
E



dU =
xx yy xy  ν 1 0   yy  .
2
2 (1 − ν )



1−ν
0 0 2
xy

(3.6)

For a two parameter Mooney-Rivlin material, the strain energy density is again a
function of the material strains (Eq. (3.3)). While for linearly elastic materials,
the modulii do not change with change in external loading, analysis of hyperelastic
materials often requires that the modulii be updated according to the strain (or
stress) being experienced by the body. However, if the external loading is small,
the hyperelastic Mooney-Rivlin material may be approximated as a linearly elastic
material [83] with the material constants given as,
E
.
(3.7)
4(1 + ν)
Figure 3.1 shows the structure used to validate the Matlab based FEM formulation
C10 + C01 =

with the commercial FEM software ANSYSTM [64]. It consists of a rectangular plate
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Table 3.1. Comparison of in-plane natural frequencies obtained by
ANSYS and Matlab based FEM for the structure in Fig. 3.1.
Data

Present Program

ANSYS

f1 =

ω1
2π

(Hz)

0.1213

0.1253

f2 =

ω2
2π

(Hz)

0.3671

0.3671

f3 =

ω3
2π

(Hz)

0.5349

0.54082

f4 =

ω4
2π

(Hz)

0.5570

0.58207

f5 =

ω5
2π

(Hz)

0.6224

0.62606

clamped at one edge and with a rectangular cutout. The first few natural frequencies
of the structure shown in Fig. 3.1 were found using ANSYS software assuming a twoparameter Mooney-Rivlin hyperelastic material model with 290 four-node bilinear
elements. For the Matlab based FEM formulation, the hyperelastic material was
approximated with a linear elastic model using Eq. (3.7). The values of the material
constants were chosen to be, C10 = 0.474 MPa, and C01 = 0.1185 MPa, and these
values correspond to a rubber block [84]. Table 3.1 shows the first four natural
frequencies of the structure found using the two methods.

3.2.2

Topology Optimization Using MMA and SIMP

Consider the structure shown in Fig. 3.2. The topology optimization problem
involves filling up the blank white area in the middle of the structure with material
in such a way that the cost function c(ω) given in Eq. (3.2) is minimized. According
to the SIMP material distribution model, the density (ρi ) and Young’s Modulus (Ei )
of the ith element in the design space (the blank area in the center of the structure
in Fig. 3.2) is expressed as,
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Figure 3.2. The starting base structure (rectangular plate with cutout and clamped at one end) for topology optimization using MMA.
red line indicates the fixed horizontal side (all dimensions are in meters).

ρi = ρmin + xni 1 ρ0 ,

(3.8a)

Ei = Emin + xni 2 E0 ,

(3.8b)

where, ρ0 is the material density, E0 is the material Young’s Modulus and xi is
the design variable which can take any value between 0 and 1. ρmin and Emin are
constants having infinitesimal magnitude which are introduced to avoid singularities
in the FEM formulation (in this study ρmin = 10−12 Kg/m3 and Emin = 0 N/m2 ).
It can be observed from Eqs. (3.8), that in the final design if there is no material at
an element point, then xi = 0, and if there is material then xi = 1; any intermediate
xi value would lead to a non-physical element density and Young’s modulus. To get
around this handicap, the element density and modulus is made dependent on the
design variable through an exponential relation with exponents (n1 and n2 ) which are
normally kept higher than 3 [44]. This penalizes intermediate densities (as xi ) and
forces the design variable to move towards 0 or 1. In this study, n1 and n2 were fixed
as 6 and 12, respectively. Also, just to be sure that the final structure consists of
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Figure 3.3. The final structure obtained from the base structure given
in Fig. 3.2 after topology optimization using MMA (all dimensions
are in meters). The objective function value is c(ω) = 4.799 × 10−7
and the frequency ratio between the lowest two modes is 1.9993.

elements having only physically realizable densities and elastic modulii, the topology
optimization problem is modified as,
minimize

c(ω)new =

ω2
ξ−
ω1

2
+ Ck

N
X

(xni 1 )(1 − xni 1 ),

(3.9)

i=1

where Ck is a fixed constant set in this work to 0.01 and N is the total number of
elements in the design space. It can be seen that the additional term in the objective
function would lead to further minimization of deviation of xi from 0 or 1. Figure 3.3
shows the result of solving the topology optimization problem posed by Eq. (3.9),
using the Method of Moving Asymptotes (MMA) [77].

For the starting base structure shown in Fig. 3.2, the c(ω) value as described by
Eq. (3.2) was 1.8241, with the frequency ratio between the second and first natural
frequencies being 3.3506. The material constants for the base structure were taken
as: ρ0 = 1100 Kg/m3 and E0 = 3.555 MPa. The equivalent hyperelastic material
parameters are C10 = 0.474 MPa and C01 = 0.1185 MPa. The corresponding natural
frequencies of the structure are: ω1 = 1.1319 × 103 rad/sec and ω2 = 3.7925 × 103
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Figure 3.4. The lowest two in-plane modes of the final structure
shown in Fig. 3.3 (all dimensions are in meters).

rad/sec. These are material constants used in all of the following examples in this
work. After topology optimization using MMA with the final structure in Fig. 3.3,
the c(ω) value was 4.799 × 10−7 , with the frequency ratio between the second and
first natural frequencies being 1.9993. The natural frequencies of the final structure
in Fig. 3.3 turn out to be ω1 = 1.4952 × 103 rad/sec and ω2 = 2.9894 × 103 rad/sec .
Figure 3.4 shows the first two modeshapes of the structure shown in Fig. 3.3.

3.2.3

Topology Optimization Using Simple Iterative Procedure

In the previous subsection, candidate structures for 1:2 internal resonance were
obtained using MMA, but as can be seen from Fig. 3.3, the structures are somewhat
tedious to manufacture. To circumvent this difficulty, another approach was adopted
which would yield candidate structures for 1:2 frequency ratio and possible internal
resonances having simpler topologies. This is achieved by fixing beforehand the overall
shape of the base structure and then iteratively modifying it locally to achieve further
better results. Therefore, the optimization procedure has two distinct steps, namely,
1. Choose a base structure;
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2. Iteratively modify the base structure to optimize the c(ω) value.
For further elaboration of the Simple Iterative Optimization Procedure, an example
structure similar to the one used in the MMA based optimization problem (Fig. 3.2)
was considered. As the first step, some starting simple topology needs to be chosen.
Figure 3.5 shows the base structures that were used in this study (as can be observed,
the topologies being considered are restricted to structures having one or two rectangular cavities). Table 3.2 shows the frequency ratios and the c(ω) values for these
base structures. Observed that the topology in Fig. 3.5 (d) seems to be the most
promising according to the objective function described in Eq. (3.2); thus it is chosen
for implementation of the simple iterative optimization procedure.

The rectangular cavities in the base structure may now be increased or decreased
in size so as to improve upon the c(ω) value. In this work, the unit step of increase
or decrease was chosen to be one unit (one row or column of elements adjacent to the
cavity side) for each side. Figure 3.6 shows the possible options; with two rectangular
cavities, there are 8 options per cavity (to increase or decrease the cavity in each of
the four sides by one unit) and 16 options overall. One cavity is arbitrarily chosen and
all of the 8 options for it are evaluated independently of each other and the option
which gives the lowest c(ω) value is chosen and the cavity is correspondingly modified.
Next, the 8 options for the other cavity are again independently evaluated and the
cavity modified to obtain the lowest c(ω) value. These modifications are iteratively
carried out until none of the 8 options in either cavity lead to an improvement in the
objective function value.

Figure 3.7 shows the final structure obtained after optimization of the base structure shown in Fig. 3.5 (d), whereas Fig. 3.8 shows the lowest two mode shapes of
the final structure. Their corresponding natural frequencies are: ω1 = 2.9512 × 103
rad/sec and ω2 = 5.9228 × 103 rad/sec. Comparing the final structures obtained in
Fig. 3.3 and Fig. 3.7, it can be seen that the Simple Iterative Optimization Procedure
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Figure 3.5. The base structures used for optimization using the simple
iterative optimization procedure (all dimensions are in meters).

Table 3.2. Comparison of natural frequencies of the base structures
shown in Fig. 3.5.
Structure

ω1 (rad/sec)

ω2 (rad/sec)

ω2
ω1

c(ω)

a

1.6607 × 103

5.0052 × 103

3.0139

1.0279

b

1.5685 × 103

6.4038 × 103

4.0828

4.3383

c

1.8217 × 103

5.4903 × 103

3.0138

1.0279

d

3.3525 × 103

7.8124 × 103

2.3303

0.1091

gives topologies consisting of just rectangular cavities of different dimensions which
are much simpler to fabricate than the topologies obtained by using MMA.
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Figure 3.6. Illustration of the Simple Iterative Optimization Procedure for optimizing the base structure (all dimensions are in meters).

3.2.4

Effect of Mesh Density on Optimization Result

Mesh density has a small effect on the final result of the optimization procedure.
To illustrate this point, a simple example of designing a cantilever plate with a single
cutout for 1:2 frequency relationship is chosen. Consider the base structure shown
in Fig. 3.9 (a) and Fig. 3.10 (a). Both base structures are geometrically the same,
with their only difference being that they they have different mesh densities. The
mesh density of the structures shown in Fig. 3.10 is twice that of the mesh density
of structures shown in Fig. 3.9. Starting with these base structures and using the
Simple Iterative Optimization Procedure, the final structures shown in Fig. 3.9 (b)
and Fig. 3.10 (b) are obtained. The final frequency ratio

ω2
ω1

for the structure shown

in Fig. 3.9 (b) is 1.991 and the frequency ratio for the structure shown in Fig. 3.10
(b) is 1.999. Note that the final structures are somewhat different; however, they
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Figure 3.7. Final structure obtained after optimization of the base
structure in Fig. 3.5(d) by the Simple Iterative Procedure. For the
structure shown, ωω12 = 2.0069 (all dimensions are in meters).

Figure 3.8. The lowest two modes of the final structure in Fig. 3.7,
obtained after optimization starting with the base structure in Fig.
3.5(d) (all dimensions are in meters).
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Figure 3.9. The base and final Structures using the Simple Iterative
Optimization Procedure for a coarse mesh. (all dimensions are in
meters).

can become geometrically identical if the one corner ”overhanging” element in the
cutout’s corner in Fig. 3.9 (b) is grown to populate its entire row and column. Thus,
a coarse mesh might result in convergence to a local (but not necessarily global)
optimum, and one way to attempt to achieve a more optimal structure is to refine
the mesh. However, it must be added that successive mesh refinement will only yield
better results to a certain extent until the computational cost imposed by a superfine
mesh become exorbitantly high.

3.3

Non-Linear Frequency Response Prediction for In-Plane Vibrations
Consider the structure shown in Fig. 3.7; the nonlinear response of other candidate

structures can be obtained in a similar manner. As the structure is assumed to
be undergoing in-plane vibrations, the displacement field for the structure can be
assumed to consist of superposition of the first two modes,
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Figure 3.10. The base and final structures using the Simple Iterative Optimization Procedure for a fine mesh. (all dimensions are in
meters).

u(X, Y, t) = η (A1 (t)u1 (X, Y ) + A2 (t)u2 (X, Y )) ,

(3.10a)

v(X, Y, t) = η (A1 (t)v1 (X, Y ) + A2 (t)v2 (X, Y )) + yF (t) ,

(3.10b)

where, u and v are the displacements in the X− and Y − directions, respectively,
A1 and A2 are the modal amplitudes, ui ’s and vi ’s are the corresponding modal displacements (the mode shapes), yF is the base excitation to the structure which only
depends on time, and η is a small dimensionless parameter to keep track of the significant terms in the system response. This implies that the whole structure is provided
motion in the vertical direction by the displacement yF .

The kinetic energy T for the structure can be written as,
1
T =
2

Z Z

ρh(u̇2 + v̇ 2 )dXdY ,

(3.11)

A

where, h is the out of plane thickness of the structure (assumed constant), and a dot
above u and v represents derivative with respect to time. Now, substituting Eqs.
(3.10) into Eq. (3.11), we get,
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1
T = η2
2

Z Z

2

2

ρh[Ȧ1 (u21 + v12 ) + Ȧ2 (u22 + v22 ) + 2Ȧ1 v1 y˙F
(3.12)

A

+ 2Ȧ1 Ȧ2 (u1 u2 + v1 v2 ) + 2Ȧ2 v2 y˙F ]dXdY.
For strain energy, the expression for the strain energy density is given by Eq. (3.3).
The strain invariants I¯1 and I¯2 are calculated through the Left Cauchy-Green Deformation Tensor B which in turn is calculated from the deformation gradient F . The
definition of the deformation gradient requires information regarding the original and
deformed states of the structure. As the displacements in the X- and Y- directions
have already been defined in Eqs. (3.10), the relationship between the original and
deformed configuration of the structure can be defined as,

x=X +u,

(3.13a)

y =Y +v ,

(3.13b)

z=Z,

(3.13c)

where the lower case letters (x, y and z) denote the coordinates in the current configuration and the upper case letters (X, Y and Z) denote the coordinates in the original
configuration. As only in-plane vibrations are being considered, it is assumed that
no displacements occur in the out of plane (Z-direction). The deformation gradient
according to its definition [85] can now be written as,



F =


1+

∂u
∂x

∂u
∂y

∂v
∂x

1+

0

0

0
∂v
∂y





0 .

1

(3.14)

The Left Cauchy-Green Deformation Tensor, by definition [85] is ,
B = FFT.
The strain invariants I1 and I2 can now be written as,

(3.15)
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I1 = tr(B) ,
I2 =


1
tr(B)2 − tr(B 2 ) ,
2

(3.16a)
(3.16b)

where tr(B) refers to the trace of the B matrix. The deviatoric strain invariants can
be calculated as,

−2
I¯1 = J 3 I1 ,

(3.17a)

−4
I¯2 = J 3 I2 ,

(3.17b)

where J is the determinant of the deformation gradient (F matrix). Substituting
Eqs. (3.17), (3.16), (3.15), (3.14), (3.10), into Eq. (3.3), the strain energy can now
be expressed as a function of the first two modes. As B is itself a quadratic function
of the deformation gradient F , and the deviatoric invariants of B would add further
nonlinearities to the strain energy function, the strain energy will be a nonlinear
function of displacements and, therefore, would be a nonlinear function of the modal
amplitudes through Eq. (3.10). The Lagrangian of the system can now be written
as,

L = T − U.

(3.18)

This Lagrangian will be a nonlinear function of the modal amplitudes and their
derivatives (Ai s and Ȧi s) due to the strain energy being a nonlinear function of the
displacement gradients for hyperelastic materials, as already mentioned. The base
excitation is also assumed to be of the form:
y˙F = η 2 Fv sin(Ωt) ,

(3.19)

where Fv is the excitation amplitude and Ω is the excitation frequency which is close to
the second natural frequency of the structure. The difference between the excitation
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frequency and the second natural frequency is represented by the parameter σ2 known
as external mistuning:

Ω = ω2 + ησ2 .

(3.20)

Similarly, another mistuning parameter, the internal mistuning σ1 , is introduced to
take into account the deviation of the lowest two natural frequencies from the perfect
1:2 ratio,

ω2 = 2ω1 + ησ1 .

(3.21)

To obtain the two-mode dynamic model of the system, and to further study the
response using the method of averaging [27], the modal amplitudes are assumed to
be of the form,

A1 = p1 cos


 
Ω
Ω
t + q1 sin
t ,
2
2

A2 = p2 cos (Ωt) + q2 sin (Ωt) ,

(3.22a)
(3.22b)

where pi and qi are amplitude components which vary on a slow time scale τ = ηt, as
defined in [30, 60].

The Lagrangian in Eq. (3.18) is then averaged over the period of the oscillation
T =

4π
.
Ω

The amplitudes pi s and qi s and their derivatives w.r.t. τ are treated

as constants in this averaging as they are functions of the slow time scale. Also,
only terms up to O(η 3 ) are retained as 1:2 internal resonance is caused primarily by
quadratic nonlinearities. The averaged Lagrangian is defined by,
Z
hLi =

T

(T − U )dt.
0

(3.23)
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Substituting Eqs. (3.20) and (3.21) into the averaged Lagrangian (hLi), the fol



∂hLi
∂hLi
∂hLi
d
d
lowing Euler-Lagrange equations ( dτ ∂p0 − ∂pi = 0 , dτ ∂q0 − ∂hLi
= 0 , i = 1, 2)
∂qi
i

i

can be obtained for the modal amplitudes pi s and qi s,


σ1 + σ2
0
q1 + Λ1 ω1 (p2 q1 − p1 q2 ) = 0 ,
p1 + ζ1 p1 +
2


σ1 + σ2
0
q1 + ζ1 q1 −
p1 + Λ1 ω1 (p1 p2 + q1 q2 ) = 0 ,
2

(3.24a)
(3.24b)

p02 + ζ2 p2 + σ2 q2 − 2 × Λ2 ω2 p1 q1 = 0 ,

(3.24c)

q20 + ζ2 q2 − σ2 p2 + Λ2 ω2 (p21 − q12 ) = Λ3 Fv ,

(3.24d)

where a prime (0 ) denotes a derivative with respect to the slow time τ , and Λi s are
constants which come from the averaged Lagrangian of the structure and depend on
the material parameters and mode shapes. The modal damping terms (ζ1 and ζ2 )
were introduced in Eqs. (3.24 (a-d)) to keep the response from getting unbounded and
their value was assumed to be 0.1. Equations (3.24 (a-d)) are similar to the equations
for modal amplitudes obtained in [27, 30, 60], as well as the Eq. (2.20) in chapter 2,
for the case of 1:2 internal resonance. These equations can be solved for steady-state
solutions to give single-mode (a1 = 0, i.e., only second modal amplitude is non-zero)
and coupled-mode solutions (both first and second mode amplitudes are non-zero).
The coupled-mode solution is of interest here as it represents the true solution with
modal coupling resulting from internal resonance. Despite the structure being excited
close to its second natural frequency, a non-zero response of the first mode at almost
half the excitation frequency is obtained due to quadratic nonlinearities in the system.
The expressions for the nonlinear coefficients Λi s are,

ν12
,
ν1
ν12
Λ2 =
,
2ν2
ν3
Λ3 =
,
ν2
Λ1 =

(3.25a)
(3.25b)
(3.25c)
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where,
Z Z

1
ρh u1 (X, Y )2 + v1 (X, Y )2 ω1 dXdY ,
ν1 =
2 A
Z Z

1
ν2 =
ρh u2 (X, Y )2 + v2 (X, Y )2 ω2 dXdY ,
2 A
Z Z
1
ν3 =
ρhv2 (X, Y )ω2 dXdY ,
4 A

(3.26a)
(3.26b)
(3.26c)

and,

2

 
2


du2 14
22
du1
du2 C10 2
du1
=
h[
C10 + C01 +
+ C01 +
dx
dx
9
9
dy
dx
3
3
A




4
du1 du1 du2 2
du1 du2 dv1
5
C10 + C01 +
C10 + C01 +
dx dy dy 3
3
dy dx dx
3



2 

5
du2 dv1
C10 2
du1 du2 dv1
+ C01 +
C10 + C01 +
dx dy dx
3
dx dx
3
3




10
4
2
du1 du2 dv1 2
du1 du2 dv1
C10 + C01 +
− C10 − C01 +
dx dx dy
9
9
dy dy dy 3
3




du2 dv1 dv1 5
14
2
du2 dv1 dv1
C10 + C01 +
− C10 − 3C01 +
dx dx dy 3
3
dy dx dy
3



2
du2 dv1
C10 5
5
du1 du1 dv2
−
− C01 +
C10 + C01 +
dx dy
9
9
dx dy dx
3




4
du1 dv1 dv2 5
14
du1 dv1 dv2 2
C10 + C01 +
C10 + C01 +
dx dx dx 3
3
dx dy dx 3
3




4
du1 dv1 dv2
2
dv1 dv1 dv2 2
C10 + C01 +
− C10 − 3C01 +
dy dy dx
3
dx dy dx 3
3

2

 
2


du1
dv2
C10 5
du1
dv2 C10 2
−
− C01 +
+ C01 +
dx
dy
9
9
dy
dy
3
3




du1 dv1 dv2 5
14
du1 dv1 dv2
2
C10 + C01 +
− C10 − 3C01 +
dx dx dy 3
3
dy dx dy
3

2




dv1
du1 dv1 dv2
2
10
dv2 C10 2
+ C01 +
− C10 − C01 +
dx
dx
3
3
dx dx dx
9
9

2


dv1
dv2 14
22
C10 + C01 ]dXdY.
dy
dy
9
9
(3.27)
Z Z

ν12

The crucial aspect of the Eqs. (3.24 (a-d)) is the fact that the coupled-mode
solution arises out of the material nonlinearities, i.e. from the strain energy potential
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of a Mooney-Rivlin hyperelastic material, and not from any inertial coupling which
is often seen in systems undergoing 1:2 internal resonances [30, 32, 60]; conversely,
one can say that due to material nonlinearities inherent in a hyperelastic material,
1:2 internal resonance is possible in hyperelastic structures if the natural frequencies
are close the ratio 1:2. For solving Eqs. (3.24 (a-d)), the following transformation is
introduced,
p1 = a1 cos(β1 ) , q1 = a1 sin(β1 ) ,

(3.28a)

p2 = a2 cos(β2 ) , q2 = a2 sin(β2 ) ,

(3.28b)

where, ai are the amplitudes and βi are the phase angles. Using this transformation,
Eqs. (3.24 (a-d)) can be re-written as,
a01 = −ζ1 a1 − Λ1 ω1 a1 a2 sin(2β1 − β2 ) ,


σ1 + σ2
0
a1 − Λ1 ω1 a1 a2 cos(2β1 − β2 ) ,
a1 β 1 =
2
a02 = −ζ2 a2 − Λ2 ω2 a21 sin(β2 − 2β1 ) + Λ3 Fv sin(β2 ) ,
a2 β20 = σ2 a2 − Λ2 ω2 a21 cos(2β1 − β2 ) + Λ3 Fv cos(β2 ) .

(3.29a)
(3.29b)
(3.29c)
(3.29d)

For steady-state solutions, we set a0i = 0 and βi0 = 0 in Eqs. (3.29 (a-d)). This
yields four algebraic equations which are then solved for single-mode (a1 = 0 and a2 6=
0) and coupled-mode solutions (a1 6= 0 and a2 6= 0). A detailed solution procedure
and a discussion of the stability of solutions is described in [60]. Figure 3.11 illustrates
the nonlinear dynamic response of the structure shown in Fig. 3.3 with an excitation
amplitude Fv = 0.001 m/sec. In a linear system, when a particular mode is excited
at resonance, it acquires a large amplitude, also correspondingly, the contributions of
the other modes to the system response are zero at that particular modal frequency.
This can be observed from the linear response of the second mode in Fig. 3.11, where
it can be clearly seen that the second mode has a large amplitude when excited at
its natural frequency. However, in the presence of nonlinearities and when the frequencies of the two modes of the system are in a specific ratio, an energy transfer

73

Figure 3.11. Non-linear in-plane response of the hyperelastic structure shown in Fig. 3.3 to a vertical harmonic excitation. (a) The plots
are for the amplitudes of the two interacting modes. (b) Enlarged region around resonance.

Figure 3.12. Non-linear in-plane response of the hyperelastic structure shown in Fig. 3.7 to a vertical harmonic excitation. (a) The plots
are for the amplitudes of the two interacting modes. (b) Enlarged region near resonance.

takes place between the second and first modes which again can be observed from Fig.
3.11, wherein, the second mode’s amplitude in the nonlinear response is attenuated
(as compared to the linear response) and the first mode appears with a finite, nonp
trivial amplitude (defined by a1 = p21 + q12 ) even when the system is being excited
near its second natural frequency. Despite the structure being excited close to its
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Figure 3.13. Time response of the point A on the optimal structure in Fig. 3.7.

second natural frequency, a non-zero response of the first mode at almost half the
excitation frequency is obtained due to quadratic nonlinearities in the system. These
quadratic nonlinearities come about as a result of the nonlinear constitutive model of
the Hyperelastic materials. Figure 3.12 shows the nonlinear dynamic response of the
structure shown in Fig. 3.7 which was obtained using the Simple Iterative Method.
The excitation amplitude for this structure was the same as that for the results in
Fig. 3.11, i.e. Fv = 0.001 m/sec. The time responses for a point on the structure in
Fig. 3.7 corresponding to the two distinct stable solutions existing at the excitation
frequency Ω = 5940 rad/sec are shown in Fig. 3.13. The small amplitude solution
is associated with the second mode whereas the much larger amplitude solution has
contribution from both the modes.

Note that the optimal structure in Fig. 3.7 has a frequency ratio

ω2
ω1

= 2.0069 which

is a little way away from the exact resonance as compared to the structure in Fig. 3.3
which has a frequency ratio

ω2
ω1

= 1.9993. Figure 3.12 shows a much asymmetric and

complex response structure with the internal resonance coupling even disappearing in
a region close of zero external mistuning σ2 . Thus, as was mentioned earlier in chapter
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2, internal mistuning σ1 can have a large impact on the final nonlinear response of a
candidate structure.

3.4

Summary and Discussion
A MMA based conventional topology optimization method and a heuristic opti-

mization method have been presented which can be used to obtain candidate structures for 1:2 internal resonances in plate structures fabricated with hyperelastic materials. The nonlinear dynamic response for in-plane vibrations of candidate structures
have also been developed. The work presented in this chapter combines the techniques
of topology optimization with those of nonlinear dynamics to study 1:2 internal resonances in hyperelastic structures. In the next chapter, a similar approach will be
followed to design hyperelastic plate resonators undergoing transverse vibrations.
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4. SYNTHESIS AND NONLINEAR DYNAMICS OF TRANSVERSE
HYPERELASTIC PLATE RESONATORS
4.1

Introduction
This chapter continues with the development of hyperelastic resonators with the

focus now shifting to synthesis and analysis of resonators undergoing transverse vibrations. In-plane vibrations are mathematically more tractable but very difficult
to achieve physically. Most applications of plate like micro- and millimeter- scale
structures usually make use of transverse motions [86]. The particular emphasis is on
designing resonators undergoing 1:2 internal resonances which depend on quadratic
nonlinearities in the structure. The mechanisms of generating quadratic nonlinearities in the structure can be roughly grouped under two categories, namely, geometric
and material. Geometric nonlinearities can be introduced due to large deformations,
non-flat equilibrium conditions (such as for a curved arch [87]) or structural asymmetry [88]. Material nonlinearities are caused by the structures having a non-linear
stress-strain relationship, or in other words, the coupling between forcing and displacements is non-linear which might lead to situations where doubling of forcing
amplitude may not lead to doubling of structural displacement. In this work, both
geometric nonlinearities by virtue of large deformations, and material nonlinearities
by virtue of a nonlinear hyperelastic constitutive law contribute to generation of
quadratic nonlinearities in the structures to make 1:2 internal resonance possible.

The resonators described in this chapter are essentially thin rectangular plates
(with or without cutouts) made of isotropic hyperelastic materials. The resonance
condition of having the lowest two natural frequencies close to the integer ratio of 2 is
achieved by appropriate linear design of the structure obtained using a finite element
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analysis coupled to topology optimization. Once the linear design is complete, the
mode shapes obtained from the linear finite element analysis can be used to construct
a two-mode nonlinear model by expressing the displacements of the nonlinear structure in the 3-d space as a linear superposition of the two modes. This model is then
used to develop the nonlinear dynamic response of the candidate structures and to
analyze the occurrence of 1:2 internal resonances. Only a two-mode model is initially
considered assuming that energy transfer occurs only between these two modes. More
specifically, the second mode is directly excited using external resonant excitation in
the transverse direction and it is hoped that it in turn excites the first mode due to
the nonlinearities present in the structure.

Topology optimization is done in this chapter using a linear finite element approximation making use of Kirchoff plate elements with the hyperelastic structure
linearized around its flat equilibrium configuration [89,90]. The two specific topology
optimization procedures considered in this thesis are the Method of Moving Asymptotes (MMA) [77] and a simple iterative procedure introduced recently by the authors [91]. Both methods yield valid candidate structures. For constructing a more
complete picture of the structure’s deformation, it is important to have in-plane or
membrane displacements independent of the transverse displacements which are not
provided by the Kirchoff plate elements; hence, once the topology optimization has
been completed, the final candidate structure is re-analyzed using four node shell
elements to get independent in-plane deformation fields as well as to re-verify the
satisfaction of resonance condition of the structure.

As for the nonlinear model development, while in general, the nonlinear response
of a structure may consist of several modes, it is expected that in the presence of
damping, modes with neither a direct excitation nor an internal resonance, will have
their amplitudes diminish over time [27]. Therefore, a two-mode model may provide
a fairly accurate representation of the system’s nonlinear response. This two-mode
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approximation of displacements is then combined with the system Lagrangian (kinetic and potential energies) to develop a reduced-order model of the structure in
which the principal unknowns are the two modal coefficients and their time derivatives. This Lagrangian along with Euler-Lagrange conditions gives the equations for
the slow time evolution of amplitudes [27, 60] of the interacting modes. These slow
time amplitude equations can be solved for obtaining the final nonlinear response of
the structure.

Note that the system Lagrangian consists of kinetic energy of the velocity fields
in the two modes and strain energies associated with the displacement fields. The
strain energy forms for the hyperelastic structures depend specifically on the material
constitutive laws, e.g., Mooney-Rivlin potential, and on the geometries of deformation, e.g., the von Karman, Novozhilov or some other strain measures associated with
moderately thick or thin plate theories. Both these cases are considered in this work
and the results are compared. The neo-Hookean material model is also considered for
obtaining the nonlinear response of the system.

This chapter is organized as follows: In section 4.2, namely, Linear Structure Synthesis, the topology optimization methods and the linear finite element formulation
used to obtain candidate structures for internal resonance are described. A Matlab
based finite element program is used with some results verified by the commercial
software package ANSYSTM [64]. In section 4.3, the development of the nonlinear
dynamic response of the structures obtained in section 4.2 is presented. Different
material models as well as geometry of deformation are considered in the context of
the two-mode models. Finally in section 4.4, some conclusions are drawn along with
discussion of the results.
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4.2

Linear Structure Synthesis
The aim of the linear synthesis process is to obtain topologies of plates which

can achieve 1:2 frequency ratio or internal resonances while undergoing nonlinear
transverse vibrations. As mentioned earlier in the introduction, topology optimization
techniques in conjunction with linear finite element analysis were used to obtain the
candidate structures. For the purpose of optimization, the candidate structures were
modeled with four-node thin-plate elements with three degrees of freedom per node
[80]. More specifically, the three degrees of freedom are the transverse displacement
and the two rotations around the other two axes. The major purpose of the linear
structure synthesis is to obtain a structure which has its lowest two natural frequencies
in the ratio of 1:2. Note that the choice of lowest two natural frequencies is really
no restriction as the same approach can be used for synthesis of the structure with
any two chosen natural frequencies satisfying the desired condition. Analytically, this
requirement can be specified by the relation:
ω2
= 2,
ω1

(4.1)

where ω1 and ω2 are the first and the second natural frequency of the structure, respectively.

Based on this requirement, a topology optimization problem can be formulated
whose solution would lead to structures which can exhibit 1:2 internal resonance in
the nonlinear behavior. The objective function of this optimization problem can be
again stated as:

minimize

2

ω2
c(ω) = ξ −
.
ω1

(4.2)

Note that this objective function does not limit the natural frequencies to a specific range, which may be desired in some applications. A constraint can be then
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imposed to specify the frequency range, thereby resulting in a constrained optimization problem. An example of such a case is the recent work of the present authors
dealing with beam-like structures [92], see also chapters 2 and 3 of the thesis. Also,
it must be added that the minimization of the objective function given in Eq. (4.2)
leads to an optimal structure which has its lowest two natural frequencies in the
specified ratio 2 for 1:2 internal resonance. As mentioned in the previous section,
the system needs to have quadratic nonlinearities and the frequency condition given
by Eq. (4.1) to exhibit internal resonance. The linear synthesis method using topology optimization only provides the frequency ratio aspect of these requirements and
not the existence of nonlinearity which, as shall be seen subsequently, is provided by
material nonlinearities and assumptions of large deformations.
This optimization problem will be solved using two methods: the well known
topology optimization technique of Method of Moving Asymptotes (MMA) [77] coupled with the Simple Isotropic Material with Penalization (SIMP) Model [81], and a
simple iterative optimization procedure outlined for planar structures in the previous
chapter as well as work of the authors [91].

4.2.1

FEM Formulation and Verification

As mentioned earlier, the structures for transverse vibrations are modeled with
four-node Kirchoff plate elements with three degrees of freedom per node. The strain
energy density for a two-parameter Mooney-Rivlin material can be written as [82],

 1
dU = C10 I¯1 − 3 + C01 I¯2 − 3 + (J − 1)2 ,
d

(4.3)

where I¯1 and I¯2 are the first and second deviatoric invariants, respectively, of the
Left Cauchy Green Deformation Tensor B, J is the determinant of the deformation
gradient, and C10 , C01 and d are material parameters. For an incompressible 2-
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parameter Money-Rivlin material model (J = 1), the strain energy potential can be
written as,

dU = C10 (I1 − 3) + C01 (I2 − 3) .

(4.4)

Similarly, for a neo-Hookean and incompressible material, the strain energy density
can be written as [93],

dU =

µs
(I1 − 3) ,
2

(4.5)

where µs is the shear modulus of the material. In contrast to this, the strain energy
density for a linearly elastic material can be written as,
1
dU = σ T ,
2

(4.6)

where σ and  are the stress and strain vectors, respectively. For thin plates, the
relationship between the stresses and strains measured at the mid-plane of the plate
for a linearly elastic material can be written as [80]:


σxx



 σyy

σxy






E

=
 1 − ν2



 ν 1

0 0

1 ν

0



xx



0   yy

1−ν
xy
2







(4.7)

where, E is the material Young’s Modulus and ν is the Poisson’s ratio. Substitution
of Eq. (4.7) into the Eq. (4.6) leads to the strain energy density for a thin plate-like
linear elastic material that becomes solely a function of the

1 ν 0
h
i
E

dU =
xx yy xy  ν 1 0
2 (1 − ν 2 )

0 0 1−ν
2

elastic strains,


xx




  yy  .


xy

(4.8)

For a two-parameter Mooney-Rivlin material, the strain energy density is again a
function of the material strains (Eq. (4.4)). While for linearly elastic materials, the
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Figure 4.1. The thin plate structure used for the verification of
the Matlab based FEM formulation for dynamic analysis. Red lines
indicate the sides that are clamped (all dimensions are in meters).

moduli do not change with change in external loading, analysis of hyperelastic materials often requires that the moduli be updated according to the strain (or stress) being
experienced by the body. However, if the external loading is small, the hyperelastic
Mooney-Rivlin material may be approximated as a linearly elastic structure [83,89,90]
with the material constants given as,

C10 + C01 =

E
.
4(1 + ν)

(4.9)

The relationship between a neo-Hookean solid and the linear elastic material is
already clear as,

µs =

E
.
2(1 + ν)

(4.10)

Figure 4.1 shows the structure used to validate the Matlab based FEM formulation with the analytical solutions known for rectangular plates. It consists of a
rectangular plate clamped at its four edges (cccc boundary conditions). The first few
non-dimensional frequencies of the structure shown in Fig. 4.1 were calculated using
the Matlab based FEM formulation and were compared with the analytical values
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Table 4.1. Comparison of natural frequencies obtained using Matlab
based FEM and the analytical solution for the thin plate structure [94]
in Fig. 4.1.
Data

Present Program

Analytical

ω1 (rad/sec)

35.9988

36.0000

ω2 (rad/sec)

73.5782

74.296

ω3 (rad/sec)

73.5782

74.297

ω4 (rad/sec)

108.467

108.592

of the non-dimensional natural frequencies for a cccc plate given in [94]. Table 4.1
shows the first four natural frequencies of the square plate structure found using the
two methods. The non-dimensional frequency (ωnd ) for a square plate is defined as,
r
ωnd = ωn a

2

ρh
,
D

(4.11)

where, ωn are the natural frequencies for a cccc plate given in [94], a is the plate
length, ρ is the plate density, h is the plate thickness and D =

4.2.2

Eh3
.
12(1−ν 2 )

Topology Optimization Using MMA

Consider the starting or base structure shown in Fig. 4.2. The topology optimization problem involves filling up the blank white area in the middle of the structure
with material in such a way that the cost function c(ω) given in Eq. (4.2) is minimized. According to the SIMP material distribution model, the density (ρi ) and
Young’s Modulus (Ei ) of the ith element in the design space (the blank area in the
center of the structure in Fig. 4.2) is expressed as,

ρi = ρmin + xni 1 ρ0 ,

(4.12a)

Ei = Emin + xni 2 E0 ,

(4.12b)
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Figure 4.2. The starting base structure (rectangular plate with cutout and clamped at two ends) for topology optimization using MMA.
Red lines indicate the fixed sides (all dimensions are in meters).

where, ρ0 is the material density, E0 is the material Young’s Modulus and xi is
the design variable which can take any value between 0 and 1. ρmin and Emin are
constants having infinitesimal magnitude which are introduced to avoid singularities
in the FEM formulation (in this study ρmin = 10−12 Kg/m3 and Emin = 0 N/m2 ). It
can be observed from Eqs. (4.12), that in the final design if there is no material at
an element point, then xi = 0, and if there is material then xi = 1; any intermediate
xi value would lead to a non-physical element density and Young’s modulus. To get
around this handicap, the element density and modulus is made dependent on the
design variable through an exponential relation with exponents (n1 and n2 ) which are
normally kept higher than 3 [44]. This penalizes intermediate densities (as xi ) and
forces the design variable to move towards 0 or 1. In this study, n1 and n2 were fixed
as 6 and 12, respectively. Also, just to be sure that the final structure consists of
elements having only physically realizable densities and elastic moduli, the topology
optimization problem is modified as,
minimize

c(ω)new =

ω2
ξ−
ω1

2
+ Ck

N
X
i=1

(xni 1 )(1 − xni 1 ),

(4.13)
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Figure 4.3. The final structure obtained from the base structure given
in Fig. 4.2 after topology optimization using MMA (all dimensions
are in meters).

where Ck is a fixed constant set in this work to 0.01 and N is the total number of
elements in the design space. It can be seen that the additional term in the objective function would lead to further minimization of deviation of xi from 0 or 1.
Figure 4.3 shows the result of solving the topology optimization problem posed by
Eq. (4.13), using the Method of Moving Asymptotes (MMA) [77]. In brief, MMA
solves the optimization problem through the solution of a series of convex approximations. To start the process an initial solution is chosen. In this particular case
the starting solution chosen was xi = 0.5, i = 1 to N . This initial solution is used
to find the gradient of the objective function. These gradients are used to find an
approximation of the objective function which is convex, which involves making sure
that the second derivative of the modified objective function with respect to x0i s is
always positive. This modified convex objective function can be solved using any convex optimization method, though in this work , as in [77], the dual method is used.
The final solution obtained becomes the starting solution for the next iteration and
the process is repeated till the change in objective function falls below some tolerance.
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Figure 4.4. The first two mode shapes of the final structure shown
in Fig. 4.3 showing the normalized transverse displacement. (all
dimensions are in meters).

For the starting base structure shown in Fig. 4.2, the objective function as described by Eq. (4.2) had a value equal to 1, with the frequency ratio between the
second and first natural frequencies being 1.0000. The material constants for the base
structure were taken as: ρ0 = 1100 Kg/m3 and E0 = 3.555 M P a. The equivalent hyperelastic material parameters are C10 = 0.474 MPa, C01 = 0.1185 MPa and ν = 0.5.
The corresponding natural frequencies of the structure are: ω1 = 24.7093 rad/sec and
ω2 = 24.7094 rad/sec. These are the material constants used in all of the following
examples in this chapter. After topology optimization using MMA with the final
structure in Fig. 4.3, the objective function c(ω) achieved a value of 4.0892 × 10−4 ,
with the frequency ratio between the second and the first natural frequencies being
2.0137. The natural frequencies of the final structure in Fig. 4.3 turn out to be
ω1 = 78.2286 rad/sec and ω2 = 157.5263 rad/sec. Figure 4.4 shows the two mode
shapes of the structure shown in Fig. 4.3 corresponding to the frequencies ω1 and ω2 .
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4.2.3

Topology Optimization Using Simple Iterative Procedure

While MMA is an effective method for obtaining candidate resonant structures,
sometimes the results from MMA may be difficult to fabricate. To circumvent this
difficulty, another approach was proposed in [91] which would yield candidate structures for 1:2 internal resonances having simpler topologies. This is achieved by fixing
beforehand the overall shape of the base structure and then iteratively modifying
it locally to achieve further improvements in results. Therefore, the optimization
procedure has two distinct steps, namely,
1. Choose a base structure;
2. Iteratively modify the base structure to optimize the c(ω) value.
For further elaboration of the Simple Iterative Optimization Procedure, an example structure similar to the one used in the MMA based optimization problem (Fig.
4.2) was considered. As the first step, some simple starting topology needs to be
chosen. Figure 4.5 shows the base structures which were used in this study (as can
be observed, the topologies being considered are restricted to structures having one
or two rectangular cavities). Table 4.2 shows the frequency ratios and the c(ω) values
for these base structures. As can be observed from Table 4.2, the topology in Fig.
4.5 (c) seems to be the most promising according to the objective function described
in Eq. (4.2); thus it is chosen for the implementation of the simple iterative procedure.

The rectangular cavities in the base structure may now be increased or decreased
in size so as to improve upon the c(ω) value. In this work, the unit step of increase
or decrease was chosen to be one unit (one row or column of elements adjacent to the
cavity side) for each side. Figure 4.6 shows the possible options: with two rectangular
cavities, there are 8 options per cavity (to increase or decrease the cavity in each of
the four sides by one unit) and 16 options overall. One cavity is arbitrarily chosen
and all of the 8 options for it are evaluated independent of each other. The option
which gives the lowest c(ω) value is chosen and the cavity is correspondingly modified.
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Figure 4.5. The base structures used for optimization using the
Simple Iterative Procedure. Each structure is clamped at the left
edge and free on all other sides (all dimensions are in meters).

Table 4.2. Comparison of natural frequencies of the base structures
shown in Fig. 4.5.
Structure ω1 (rad/sec) ω2 (rad/sec)

ω2
ω1

c(ω)

a

14.2934

30.9499

2.1653

0.0273

b

14.4992

33.6739

2.3225

0.1040

c

16.2716

33.7416

2.0737

0.0054

d

17.1843

36.6168

2.1308

0.0171

Next, the 8 options for the other cavity are again independently evaluated and the
cavity modified to obtain the lowest c(ω) value. These modifications are iteratively
carried out until none of the 8 options in either cavity lead to an improvement in the
objective function value.

Figure 4.7 shows the final structure obtained after optimization of the base structure shown in Fig. 4.5 (c), whereas Fig. 4.8 shows the lowest two mode shapes of the
final structure. Their natural frequencies are: ω1 = 16.4112 rad/sec and ω2 = 32.9258
rad/sec. Comparing the final structures obtained in Fig. 4.3 and Fig. 4.7, it can be
seen that the Simple Iterative Optimization Procedure gives topologies consisting of
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Figure 4.6. Illustration of the Simple Iterative Procedure for optimizing the base structure (all dimensions are in meters).

Figure 4.7. Final structure obtained after optimization of the base
structure (given in Fig. 4.5 (c)) by the Simple Iterative Procedure.
For the structure shown, ωω12 = 2.0063 (all dimensions are in meters).

just rectangular cavities of different dimensions which are much simpler to fabricate
than the topologies obtained by using MMA.

It must be pointed out that candidate structures can also be obtained by starting
from other base structures. For example, if the structure given in Fig. 4.5 (d) is
taken as the base structure and the Simple Iterative Method applied on it, the final
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Figure 4.8. The lowest two mode shapes of the final structure in
Fig. 4.7 showing the out of plane displacements (all dimensions are
in meters).

Figure 4.9. Final structure obtained after optimization of the base
structure (given in Fig. 4.5 (d)) by the Simple Iterative Procedure.
For the structure shown, ωω12 = 1.9961 (all dimensions are in meters).

structure obtained is given in Fig. 4.9. The lowest two natural frequencies of this
structure are: ω1 = 17.6727 rad/sec and ω2 = 35.2762 rad/sec. Also, it can be
observed that the candidate structure shown in Fig. 4.9 is more asymmetric than the
candidate structure obtained in Fig. 4.7 which might be an advantage in terms of the
strength of nonlinear coupling required for internal resonance.
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4.2.4

Further Linear Analysis Using Shell Elements

Kirchoff plate theory assumes that the in-plane displacements u and v in the X
and Y directions, respectively, are dependent on the out-of-plane displacement w
through the relation,
∂w
,
∂x
∂w
v = −Z
,
∂y

u = −Z

(4.14a)
(4.14b)

with the displacement being zero on the mid-plane of the plate (Z = 0 on the midplane). However, under large deformations, the nonlinear strain-displacement relationships for plates such as the von Karman strains [55] typically require independent
in-plane displacements. Also, the membrane or in-plane stresses are created due
to normal or transverse loads and these as well lead to independent in-plane displacements u and v. Thus, it is desirable to have independent in-plane membrane
displacements to develop a more complete picture of the deformation field especially
when considering large deformations or moderately thick structures.
As mentioned earlier, the topology optimization in the earlier section was performed using Kirchoff plate elements which do not provide an independent membrane
displacement field such as u0 or v0 . Thus, the final structures obtained using MMA
and Simple Iterative Method were further analyzed using four-node shell elements
with five degrees of freedom per node. These elements are essentially a superposition
of the Kirchoff plate element with the bi-linear four node 2-D quadrilateral element
which provides the two independent components of the membrane displacement field.
For the candidate structure obtained using MMA (shown in Fig. 4.3), the natural frequencies and the frequency ratio obtained using Kirchoff plate elements were
ω1 = 78.2286 rad/sec , ω2 = 157.5263 rad/sec and

ω2
ω1

= 2.0137, respectively. Using

shell elements, the same variables were, ω1 = 78.2217 rad/sec, ω2 = 157.5191 rad/sec
and

ω2
ω1

= 2.0137, respectively. Similarly, for the final candidate structure obtained

using the Simple Iterative Method (shown in Fig. 4.7), the natural frequencies and
the frequency ratio obtained using Kirchoff plate elements were ω1 = 16.4112 rad/sec
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, ω2 = 32.9258 rad/sec and

ω2
ω1

= 2.0063, respectively. Using shell elements, the same

variables were, ω1 = 16.4101 rad/sec, ω2 = 32.9244 rad/sec and

ω2
ω1

= 2.0063, respec-

tively. Thus, once topology optimization has been completed using the Kirchoff plate
elements, plane shell elements can be used to get the independent components of the
membrane deformation field. The principal reason why shell elements were not used
in the topology optimization is their higher computational cost.

4.2.5

Comparisons of Matlab Model with Model in ANSYS

The Matlab model uses a linear elastic approximation of the Mooney-Rivlin hyperelastic material. For comparing the results of the Matlab based program with
commercial software ANSYS, two representative structures were chosen with different boundary conditions. These structures are shown in Fig. 4.10. A two parameter
Mooney-Rivlin hyperelastic model is chosen for modeling the structures in ANSYS
and the material parameters chosen are the same as those given in subsection 4.2.
ANSYS requires that such a hyperelastic structure be subjected to some initial deformation before its natural frequencies and mode shapes can be determined. These are
eigensolution of the linearized elastic structure around an equilibrium solution. For
both structures this is achieved by applying a small external load in the transverse
direction. The point(s) of application of the external load on structures 1 and 2 are
marked with a green dot and letter L in Fig 4.10.
Naturally, for a hyperelastic material, the natural frequencies of the structure
depend on the applied load. A comparison of the lowest five natural frequencies
obtained from the Matlab and ANSYS models as a function of the applied load is given
 
in Fig. 4.11. Figure 4.12 compares the ratio of the first two natural frequencies ωω21
for the two structures in Fig. 4.10. Clearly, the frequencies in the ANSYS model vary
with the transverse load, and so does the ratio of the two lowest natural frequencies.
Figures 4.13 and 4.14 compare the mode shapes obtained from ANSYS and Matlab
models. The mode shapes for ANSYS model were obtained for an applied transverse
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Figure 4.10. Structures used for comparison of natural frequencies
and mode shapes from Matlab and ANSYS FEM models. Green dots
with letter L denote location of transverse loads.

Figure 4.11. Comparison of the natural frequencies obtained for (a)
Structure 1, and (b) Structure 2 in Fig. 4.10 by Matlab model (dotted
line) and ANSYS model.

force of 0.05 N. It can be seen that for low levels of external loading, the agreement
for natural frequencies and mode shapes between the fully nonlinear ANSYS FEA
model for a hyperelastic material and the Matlab approximation is quite good.
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Figure 4.12. Comparison of the frequency ratio ωω21 for (a) Structure
1, and (b) Structure 2 in Fig. 4.10, as predicted by the Matlab (dotted line) and ANSYS models. Note that the Matlab frequencies and
therefore, frequency ratios are independent of the applied external
load.

Figure 4.13. Comparison of the first four mode shapes for structure
1 in Fig. 4.10, as predicted by the Matlab and ANSYS models. Here,
figures with discretization mesh are results from Matlab.

4.3

Two Mode Model and Non-Linear Frequency Response Predictions
Consider a general plate structure undergoing transverse vibrations. The dis-

placement field for a thin plate in terms of a point located at a distance Z from the
mid-plane of the plate can be assumed to consist of the superposition of the first two
modes,
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Figure 4.14. Comparison of the first four mode shapes for structure
2 in Fig. 4.10, as predicted by the Matlab and ANSYS models. Here,
figures with discretization mesh are results from Matlab.




∂w1 (X, Y )
u(X, Y, Z, t) = η[A1 (t) u01 (X, Y ) − Z
∂X


∂w2 (X, Y )
],
+ A2 (t) u02 (X, Y ) − Z
∂X


∂w1 (X, Y )
v(X, Y, Z, t) = η[A1 (t) v01 (X, Y ) − Z
∂Y


∂w2 (X, Y )
],
+ A2 (t) v02 (X, Y ) − Z
∂Y
w(X, Y, t) = η (A1 (t)w1 (X, Y ) + A2 (t)w2 (X, Y )) + wF (t) ,

(4.15a)

(4.15b)
(4.15c)

where, u, v and w are the displacements in the X−, Y − and Z− directions respectively, A1 and A2 are the modal amplitudes, u01 , u02 and v01 , v02 are the independent
in-plane modal displacements in the X− and Y − directions, and w1 and w2 are the
corresponding modal displacements (the mode shapes) in the Z− or the transverse
direction. In the present work, it is assumed that the hyperelastic plate structure is
subjected to a base excitation in the transverse direction. So, wF is the base excitation
to the structure which only depends on time. Furthermore, η is a small dimensionless
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parameter to keep track of the significant terms in the system response. The kinetic
energy T for any candidate structure can now be written as,
1
T =
2

Z

ρ(u̇2 + v̇ 2 + ẇ2 )dXdY dZ,

(4.16)

V

where, the dot above u, v and w represents derivative with respect to time. The
expressions for the displacements themselves are given by Eqs. (4.15). For the strain
energy, the expression for the strain energy density is given by Eq. (4.4). The strain
invariants I1 and I2 are calculated through the Left Cauchy-Green Deformation Tensor
B which in turn is calculated from the deformation gradient F . Definition of the
deformation gradient requires information regarding the original and deformed states
of the structure. As the displacements in the X-, Y- and Z- directions have already
been defined in Eqs. (4.15), the relationship between the original and deformed
configurations of the structure can be defined as,

x=X +u,

(4.17a)

y =Y +v ,

(4.17b)

z =Z +w ,

(4.17c)

where the lower case letters (x, y and z) denote the coordinates in the current configuration and the upper case letters (X, Y and Z) denote the coordinates in the original
configuration. The deformation gradient according to its definition [85] can now be
written as,



F =


1+

∂u
∂X

∂v
∂X
∂w
∂X

∂u
∂Y

1+

∂v
∂Y

∂w
∂Y

∂u
∂Z
∂v
∂Z

1




.


(4.18)

The Left Cauchy-Green Deformation Tensor, by definition [85] is,
B = FFT.

(4.19)
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The strain invariants I1 and I2 can now be written as,

I1 = tr(B) ,
I2 =


1
tr(B)2 − tr(B 2 ) ,
2

(4.20a)
(4.20b)

where tr(B) refers to the trace of the B matrix. The deviatoric strain invariants can
be calculated as,

−2
I¯1 = J 3 I1 ,

(4.21a)

−4
I¯2 = J 3 I2 ,

(4.21b)

where J is the determinant of the deformation gradient (F matrix). Substituting Eqs.
(4.21), (4.19), (4.18), (4.15), into Eq. (4.4), the strain energy can now be expressed
as a function of the lowest two modal amplitudes. In this study it is assumed that the
material is incompressible and therefore, J = 1. The expression for the two invariants
in terms of the components of the deformation gradient F can be written as,
I1 = B11 + B22 + B33 ,

(4.22a)

2
2
2
I2 = B11 B22 + B22 B33 + B11 B33 − B12
− B13
− B23
,

(4.22b)

where,

2
2
2
+ F12
+ F13
,
B11 = F11

(4.23a)

B12 = F11 F21 + F12 F22 + F13 F23 ,

(4.23b)

B13 = F11 F31 + F12 F32 + F13 F33 ,

(4.23c)

2
2
2
B22 = F21
+ F22
+ F23
,

(4.23d)

B23 = F21 F31 + F22 F32 + F23 F33 ,

(4.23e)

2
2
2
+ F33
,
B33 = F31
+ F32

(4.23f)
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where, Fij0 s are the individual terms in the deformation gradient F . Now, using the
formula for the deformation gradient given in Eq. (4.18) and the expressions for the
3-D displacement field given in Eq. (4.15) one can write,


∂u01 (X, Y )
∂ 2 w1 (X, Y )
= 1 + η[A1 (t)
−Z
∂X
∂X 2


∂ 2 w2 (X, Y )
∂u02 (X, Y )
−Z
],
+ A2 (t)
∂X
∂X 2


∂u01 (X, Y )
∂ 2 w1 (X, Y )
= η[A1 (t)
−Z
∂Y
∂X∂Y


∂u02 (X, Y )
∂ 2 w2 (X, Y )
+ A2 (t)
−Z
],
∂Y
∂X∂Y




∂w1 (X, Y )
∂w2 (X, Y )
= −η[A1 (t)
+ A2 (t)
],
∂X
∂X


∂v01 (X, Y )
∂ 2 w1 (X, Y )
= η[A1 (t)
−Z
∂X
∂X∂Y


∂v02 (X, Y )
∂ 2 w2 (X, Y )
−Z
+ A2 (t)
],
∂X
∂X∂Y


∂v01 (X, Y )
∂ 2 w1 (X, Y )
−Z
= 1 + η[A1 (t)
∂Y
∂Y 2


∂v02 (X, Y )
∂ 2 w2 (X, Y )
+ A2 (t)
−Z
],
∂Y
∂Y 2




∂w2 (X, Y )
∂w1 (X, Y )
+ A2 (t)
],
= −η[A1 (t)
∂Y
∂Y




∂w1 (X, Y )
∂w2 (X, Y )
= η[A1 (t)
+ A2 (t)
],
∂X
∂X




∂w2 (X, Y )
∂w1 (X, Y )
+ A2 (t)
],
= η[A1 (t)
∂Y
∂Y


F11

F12

F13
F21

F22

F23
F31
F32

(4.24a)

(4.24b)
(4.24c)

(4.24d)

(4.24e)
(4.24f)
(4.24g)
(4.24h)

F33 = 1 .

(4.24i)

Now, substituting Eqs. (4.22), (4.23) and (4.24) into the strain energy density
function given in Eq. (4.4) one can write,

dU =η(A1 (t)g11 + A2 (t)g12 ) + η 2 (A1 (t)2 g21 + A1 (t)A2 (t)g22 + A2 (t)2 g23 )+
3

3

2

2

3

4

η (A1 (t) g31 + A1 (t) A2 (t)g32 + A1 (t)A2 (t) g33 + A2 (t) g34 ) + O(η ),

(4.25)
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where, gij 0 s are the terms composed of the modal displacements. The strain energy
is obtained by integrating the strain energy density over the entire volume. As the
modal amplitudes A1 (t) and A2 (t) are only the temporal quantities, they can be
treated as constants during this integration process. Thus,
Z
dU dXdY dZ .
U=

(4.26)

V

Similarly for the kinetic energy, the expressions for the velocities at a particular point
can be written as,



∂w1 (X, Y )
u̇(X, Y, Z, t) = η[Ȧ1 (t) u01 (X, Y ) − Z
∂X


∂w2 (X, Y )
+ Ȧ2 (t) u02 (X, Y ) − Z
],
∂X


∂w1 (X, Y )
v̇(X, Y, Z, t) = η[Ȧ1 (t) v01 (X, Y ) − Z
∂Y


∂w2 (X, Y )
+ Ȧ2 (t) v02 (X, Y ) − Z
],
∂Y


ẇ(X, Y, t) = η Ȧ1 (t)w1 (X, Y ) + Ȧ2 (t)w2 (X, Y ) + w˙F (t) .

(4.27a)

(4.27b)
(4.27c)

The expression for the system’s kinetic energy has already been provided in Eq.
(4.16). Substituting Eq. (4.27) into Eq. (4.16) and integrating over the volume yields,
T =N33 w˙F (t)2 + η w˙F (t)(Ȧ1 (t)N11 + Ȧ2 (t)N12 )+

(4.28)

η 2 (Ȧ1 (t)2 N21 + Ȧ1 (t)Ȧ2 (t)N22 + Ȧ2 (t)2 N23 ),
where, Nij 0 s are the terms composed of the modal displacements. The Lagrangian of
the system can now be written as,

L = T − U.

(4.29)

This Lagrangian will be a nonlinear (at least a cubic) function of the modal amplitudes and their time derivatives (Ai s and Ȧi s) due to the strain energy being a
nonlinear function of the displacement gradients for hyperelastic materials, as shown
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in Eqs. (4.25) and (4.26). This Lagrangian will be used ahead to construct the twomode reduced-order model, and to then find the nonlinear frequency response of the
candidate structures.

4.3.1

Development of Dynamic Response via Averaging

The base excitation to the structure is assumed to be of the form:
w˙F = η 2 Fw sin(Ωt) ,

(4.30)

where Fw is the excitation amplitude and Ω is the excitation frequency. It is assumed
in the present work that Ω is close to the second natural frequency ω2 of the structure.
The difference between the excitation frequency and the second natural frequency is
therefore represented by the parameter σ2 known as the external mistuning:

Ω = ω2 + ησ2 .

(4.31)

Similarly, another mistuning parameter, the internal mistuning σ1 , is introduced to
take into account the deviation of the lowest two natural frequencies from the perfect
1:2 ratio,

ω2 = 2ω1 + ησ1 .

(4.32)

Note that the designed structures are not perfectly tuned though internal mistuning
in each case is quite small. To obtain the two-mode dynamic model of the system,
and to further study the response using the method of averaging [27], the modal
amplitudes are assumed to be of the form,
 
 
Ω
Ω
A1 = p1 (ηt) cos
t + q1 (ηt) sin
t ,
2
2
A2 = p2 (ηt) cos (Ωt) + q2 (ηt) sin (Ωt) ,

(4.33a)
(4.33b)

where pi and qi are amplitude components which vary on a slow time scale τ = ηt,
as defined in [30, 60]. Using this expression for the modal amplitudes, their time
derivatives can be written as,
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Ȧ1 = η

p01


cos

 


 
 
Ω
Ω
Ω
Ω
Ω
0
t + q1 sin
t
+
−p1 sin
t + q1 cos
t
,
2
2
2
2
2
(4.34a)

Ȧ2 = η (p02 cos(Ωt) + q20 sin(Ωt)) + Ω (−p2 sin(Ωt) + q2 cos(Ωt)) ,

(4.34b)

where a prime (0 ) denotes a derivative with respect to the slow time τ . The Lagrangian in Eq. (4.29) is then averaged over the period of the oscillation T =

4π
.
Ω

The

amplitudes pi s and qi s and their derivatives w.r.t. τ are treated as constants in this
averaging as they are functions of the slow time scale. Also, only terms up to O(η 3 )
are retained as the essential nonlinear terms contributing to a 1:2 internal resonance
are cubic in Lagrangian (or quadratic in dynamic system) in coordinates. Thus the
terms signified by the expression O(η 4 ) in Eq. (4.25) are neglected. The averaged
Lagrangian is defined by,
Z

T

(T − U )dt .

hLi =

(4.35)

0

Substituting Eqs. (4.31) and (4.32) into the averaged Lagrangian (hLi), the following Euler-Lagrange equations,
 



∂hLi
∂hLi
∂hLi
d
d
− ∂pi = 0 , dτ ∂q0 −
dτ
∂p0
i

i

∂hLi
∂qi


= 0 , i = 1, 2 are obtained for the modal

amplitudes pi s and qi s,


σ1 + σ2
+ ζ1 p1 +
q1 + Λ1 ω1 (p2 q1 − p1 q2 ) = 0 ,
2


σ1 + σ2
0
q1 + ζ1 q1 −
p1 + Λ1 ω1 (p1 p2 + q1 q2 ) = 0 ,
2

p01



(4.36a)
(4.36b)

p02 + ζ2 p2 + σ2 q2 − 2 × Λ2 ω2 p1 q1 = 0 ,

(4.36c)

q20 + ζ2 q2 − σ2 p2 + Λ2 ω2 (p21 − q12 ) = Λ3 Fw ,

(4.36d)

where a prime (0 ) denotes a derivative with respect to the slow time τ , and Λi s ,
i = 1, 2, 3, are constants which come from the averaged Lagrangian of the structure
and depend on the material parameters and mode shapes. The modal damping terms
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ζ1 and ζ2 were introduced in Eqs. (4.36 (a-d)) to represent dissipation in the structure.
Of course, the nature of this dissipation is not known and thus this simple form is
utilized. It also helps keep the response from getting unbounded. The values of
the damping parameters were assumed to be 0.1 for the sample results present here.
Equations (4.36 (a-d)) are similar to the equations for modal amplitudes obtained
in [27, 30, 60] for the case of 1:2 internal resonance with excitation near the second
mode. These equations can be solved for steady-state solutions to give single-mode
(only second modal amplitude is non-zero) and coupled-mode solutions (both first
and second mode amplitudes are non-zero). The coupled-mode solution is of primary
interest here as it represents the solution with real effect of modal coupling resulting
from internal resonance. Despite the structure being excited close to its second natural
frequency, a non-zero response in the first mode at almost half the excitation frequency
is obtained due to the quadratic nonlinearities in the system. The expressions for the
nonlinear coefficients Λ1 , Λ2 and Λ3 in Eqs. (4.36 (a-d)) can be written as,
hC01 γ12
,
γ1
hC01 γ12
Λ2 =
,
2γ2
γ3
Λ3 =
,
γ2

Λ1 =

(4.37a)
(4.37b)
(4.37c)

where,



Z Z
h2 ∂w1 2 ∂w1 2
1
2
2
2
ρh u01 + v01 + w1 +
+
ω12 dXdY ,
γ1 =
2 A
12 ∂x
∂y



Z Z
h2 ∂w2 2 ∂w2 2
2
2
2
+
ω22 dXdY ,
γ2 =
ρh u02 + v02 + w2 +
12 ∂x
∂y
A
Z Z
1
γ3 =
ρhw2 (X, Y )ω2 dXdY ,
2 A

(4.38a)
(4.38b)
(4.38c)

where h is the thickness of the plate and,
γ12

Z Z X
8
=
[
Θi ]dXdY ,
A

i=1

(4.39)
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where,
∂u01 ∂u02 ∂v01 ∂u01 ∂u02 ∂v01
∂u01 ∂u02 ∂v01 ∂u02 ∂v01 ∂v01
+
−2
+
∂y ∂x ∂x
∂x ∂y ∂x
∂x ∂x ∂y
∂y ∂x ∂y
2
2
∂u02 ∂v01
∂u01 ∂u01 ∂v02 ∂u01 ∂v01 ∂v02
∂u02 ∂w1
−
+
+
,
−
∂x ∂y
∂x ∂y
∂x ∂y ∂x
∂y ∂y ∂x

Θ1 =

(4.40)

∂u01 2 ∂v02 ∂u01 ∂v01 ∂v02
∂u01 ∂v01 ∂v02 ∂v02 ∂w1 2 ∂u02 ∂w1 ∂w1
+
+
−2
−
∂x ∂y
∂y ∂x ∂y
∂x ∂y ∂y
∂y ∂x
∂y ∂x ∂y
∂u01 ∂w1 ∂w2
∂v01 ∂w1 ∂w2 ∂u01 ∂w1 ∂w2
∂v02 ∂w1 ∂w1
−2
−2
+
,
+
∂x ∂x ∂y
∂x ∂y ∂y
∂y ∂x ∂x
∂y ∂y ∂x
(4.41)

Θ2 = −

∂v01 ∂w1 ∂w2 ∂u01 ∂w1 ∂w2 ∂v01 ∂w1 ∂w2
∂u01 ∂w1 ∂w2
+
+
−2
∂x ∂y ∂x
∂y ∂x ∂y
∂x ∂x ∂y
∂x ∂y ∂y
2
2
2
2
2
2
2
2
h
∂ w1 ∂ w2 ∂u01
∂ w1 ∂ w2 ∂u01
∂ w1 ∂ w2 ∂u01 ∂ 2 w1 ∂u02
− (2
+
+
−
),
12 ∂y∂x ∂x2 ∂x
∂y∂x ∂y∂x ∂x
∂y∂x ∂y∂x ∂x
∂y 2 ∂x
(4.42)

Θ3 =

h2
∂ 2 w1 ∂ 2 w2 ∂u01
∂ 2 w1 ∂ 2 w2 ∂u01
∂ 2 w1 ∂ 2 w2 ∂u01 ∂ 2 w1 ∂ 2 w2 ∂u01
(−2 2
−
2
+
+
12
∂x ∂y 2 ∂x
∂y 2 ∂y 2 ∂x
∂y∂x ∂x2 ∂y
∂x2 ∂y∂x ∂y
2
∂ 2 w1 ∂ 2 w2 ∂u01
∂ 2 w1 ∂ 2 w2 ∂u01
∂ 2 w1 ∂u02
∂ 2 w1 ∂ 2 w1 ∂u02
+
+
+
−
2
),
∂y 2 ∂y∂x ∂y
∂y∂x ∂y 2 ∂y
∂y∂x ∂x
∂x2 ∂y 2 ∂x
(4.43)

Θ4 =

h2 ∂ 2 w1 ∂ 2 w1 ∂u02
∂ 2 w1 ∂ 2 w1 ∂u02
∂ 2 w1 ∂ 2 w2 ∂v01 ∂ 2 w1 ∂ 2 w1 ∂v02
( 2
+
+
+
12 ∂x ∂y∂x ∂y
∂y∂x ∂y 2 ∂y
∂y∂x ∂x2 ∂x
∂x2 ∂y∂x ∂x
∂ 2 w1 ∂ 2 w2 ∂v01 ∂ 2 w1 ∂ 2 w2 ∂v01
∂ 2 w1 ∂ 2 w2 ∂v01
∂ 2 w1 ∂ 2 w2 ∂v01
+
+
+
−
2
),
∂x2 ∂y∂x ∂x
∂y 2 ∂y∂x ∂x
∂y∂x ∂y 2 ∂x
∂x2 ∂x2 ∂y
(4.44)

Θ5 =

h2
∂ 2 w1 ∂ 2 w2 ∂v01
∂ 2 w1 ∂ 2 w2 ∂v01
∂ 2 w1 ∂ 2 w2 ∂v01
∂ 2 w1 ∂ 2 w2 ∂v01
(−2 2
+
+
−
2
12
∂y ∂x2 ∂y
∂y∂x ∂y∂x ∂y
∂y∂x ∂y∂x ∂y
∂x2 ∂y 2 ∂y
2
2
∂ 2 w1 ∂ 2 w1 ∂v02 ∂ 2 w1 ∂v02
∂ 2 w1 ∂v02
∂ 2 w1 ∂ 2 w1 ∂v02
∂v02 ∂w1 2
+
−
+
−2 2
)−
,
∂y∂x ∂y 2 ∂x
∂x2 ∂y
∂y∂x ∂y
∂x ∂y 2 ∂y
∂y ∂y
(4.45)

Θ6 =
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∂u02 ∂w1 2 ∂u02 ∂w1 ∂w1 ∂u01 ∂w2 ∂w1 ∂u01 ∂w2 ∂w1 ∂v02 ∂w1 2
−
−
−
−
Θ7 = −
∂x ∂x
∂y ∂y ∂x
∂x ∂x ∂x
∂y ∂y ∂x
∂y ∂x
∂v02 ∂w1 ∂w1 ∂v01 ∂w2 ∂w1 ∂v01 ∂w2 ∂w1 ∂u02 ∂w1 ∂w1
−
−
−
+
,
∂x ∂x ∂y
∂x ∂x ∂y
∂y ∂y ∂y
∂y ∂x ∂y
(4.46)

∂u02 ∂w1 2 ∂u01 ∂w1 ∂w2 ∂u01 ∂w1 ∂w2
∂v01 ∂w1 ∂w2
−
−
−2
∂x ∂y
∂x ∂x ∂x
∂y ∂y ∂x
∂y ∂x ∂x
∂v01 ∂w1 ∂w2 ∂v01 ∂w1 ∂w2 ∂v01 ∂w1 ∂w2 ∂u01 ∂w1 ∂w2
−
−
+
+
∂x ∂y ∂x
∂x ∂x ∂y
∂y ∂y ∂y
∂y ∂x ∂y
∂v01 ∂w1 ∂w2 ∂v02 ∂w1 ∂w1 ∂u01 ∂w1 ∂w2
+
+
.
+
∂x ∂x ∂y
∂x ∂x ∂y
∂y ∂y ∂x

Θ8 = −

(4.47)

For easier bifurcation analysis, Eqs. (4.36 (a-d)) are scaled or normalized using
the following change of variables,
y1 = S1 p1 , y2 = S1 q1 , y3 = S2 p2 , y4 = S2 q2 ,

(4.48a)

ξ1 = S1 ζ1 , ξ2 = S2 ζ2 , EF = S2 Λ3 Fw .

(4.48b)

Choosing the scaling parameters as S1 =

√
2Λ1 Λ2 ω1 ω2 and S2 = 2Λ1 ω1 , the normal-

ized equations for slow evolution of the amplitudes can be written as,


σ1 + σ2
+ ζ1 y1 +
y2 +
2


σ1 + σ2
0
y2 + ζ1 y2 −
y1 +
2
y10



1
(y3 y2 − y1 y4 ) = 0 ,
2
1
(y1 y3 + y2 y4 ) = 0 ,
2

(4.49a)
(4.49b)

y30 + ζ2 y3 + σ2 y4 − 2y1 y2 = 0 ,

(4.49c)

y40 + ζ2 y4 − σ2 y3 + (y12 − y22 ) = EF .

(4.49d)

The set of equations given in Eqs. (4.49) are now analyzed using the bifurcation
analysis and continuation software AUTO [95] as a function of the different model
parameters, and more specifically for different levels of internal mistuning (σ1 ). The
actual information of interest here is the equilibrium solution branches, their stability
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and bifurcations of these equilibrium points. In keeping with traditional practice of
presenting the results of such an analysis [30, 60], two new amplitude variables are
defined as,

a1n
a2n

q
= y12 + y22 ,
q
= y32 + y42 .

(4.50a)
(4.50b)

The stability and bifurcation points of these amplitudes given by Eqs. (4.50) are
obtained using AUTO software and are shown in Fig. 4.15 for two values of internal
mistuning. In Fig. 4.15 (a), there is no internal mistuning and there are no Hopf
Bifurcations in the stable branches of the first mode amplitude (a1n ). The non-zero
first mode arises as a result of the subcritical pitchfork bifurcations (at σ21 and σ22 )
from the single mode solution consisting of only the second mode. The stable coupled
mode solutions exist between the turning points and frequency interval (σ23 , σ24 ). In
Fig. 4.15 (b), the internal mistuning σ1 is set to 2. This results in an asymmetric
response curve with additional bifurcations from the coupled mode solution in the
interval (σ211 , σ222 ). It also causes a portion of the stable branch of the first mode
amplitude to become unstable via a Hopf bifurcation in the frequency interval (σ214 ,
σ224 ). This predicts occurrence of quasi-periodic solutions in coupled mode solutions
for structures with large internal mistunings. It is interesting to point out that, as
the normalized equations in Eqs. (4.49) are independent of any specific material
parameter or modal structure, all plates with 1:2 mode interactions and quadratic
nonlinearities will exhibit identical behavior. The physical system’s response will
differ based on the interacting modes and material parameters.

The crucial aspect of the plate structure represented by Eqs. (4.36 (a-d)) for its
resonant solutions is the fact that the coupled-mode solutions arise out of the material
nonlinearities, i.e. from the strain energy potential of a Mooney-Rivlin hyperelastic
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Figure 4.15. Equilibrium solutions of the normalized Eqs. (4.49) for
(a) Zero internal mistuning, σ1 = 0, and (b) Some internal mistuning,
σ1 = 2.

material, and not from any inertial coupling which is often seen in systems undergoing 1:2 internal resonances [30, 32, 60]; conversely, one can say that due to material
nonlinearities inherent in a hyperelastic material, 1:2 internal resonance is possible in
hyperelastic structures if the natural frequencies are close to 1:2.

To better understand the physical solutions and dependence on specific structures,
and their material parameters (e.g., those in Figs. 4.3 and 4.7), the solutions of
Eqs. (4.36 (a-d)) need to be considered. The amplitude equillibrium points for
Eqs. (4.36 (a-d)) can also be obtained analytically. For such a process the following
transformation is used,
p1 = a1 cos(β1 ) , q1 = a1 sin(β1 ) ,

(4.51a)

p2 = a2 cos(β2 ) , q2 = a2 sin(β2 ) ,

(4.51b)
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Figure 4.16. Non-linear response of the hyperelastic structure shown
in Fig. 4.3 to a transverse harmonic base excitation. The plots are for
the amplitudes of the two interacting modes. (a) Mode 1 response, (b)
Mode 2 response. The parameters are Fw = 1 × 10−4 , ζ1 = ζ2 = 0.1,
Λ1 = −5.7059 × 104 , Λ2 = −9.8289 × 103 and Λ3 = 9.9905.

where, ai are the amplitudes and βi are the phase angles. Using this transformation,
Eqs. (4.36 (a-d)) can be re-written as,
a01 = −ζ1 a1 − Λ1 ω1 a1 a2 sin(2β1 − β2 ) ,


σ1 + σ2
0
a1 − Λ1 ω1 a1 a2 cos(2β1 − β2 ) ,
a1 β 1 =
2
a02 = −ζ2 a2 − Λ2 ω2 a21 sin(β2 − 2β1 ) + Λ3 Fw sin(β2 ) ,
a2 β20 = σ2 a2 − Λ2 ω2 a21 cos(2β1 − β2 ) + Λ3 Fw cos(β2 ) .

(4.52a)
(4.52b)
(4.52c)
(4.52d)

For steady-state solutions, we set a0i = 0 and βi0 = 0 in Eqs. (4.52 (a-d)). This
yields four algebraic equations which are then solved for single-mode (a1 = 0 and a2 6=
0) and coupled-mode solutions (a1 6= 0 and a2 6= 0). A detailed solution procedure
and a discussion of the stability of solutions is described in [60].
Figure 4.16 illustrates the nonlinear dynamic response of the structure shown in
Fig. 4.3 with an excitation amplitude Fw = 1 × 10−4 m/sec. In a linear system,
when a particular mode is excited near its natural frequency (resonance), it acquires
a large amplitude, while correspondingly, the contributions of the other modes to the
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Figure 4.17. Non-linear response of the hyperelastic structure shown
in Fig. 4.7 to a transverse harmonic base excitation. The plots are for
the amplitudes of the two interacting modes. (a) Mode 1 response, (b)
Mode 2 response. The parameters are Fw = 1 × 10−9 , ζ1 = ζ2 = 0.1,
Λ1 = 1.3103 × 104 , Λ2 = 3.5472 × 108 and Λ3 = 2.7975 × 106 .

system response are zero at that particular modal frequency. This can be observed
from the linear response of the second mode in Fig. 4.16, where it can be clearly seen
that the second mode has a large amplitude when excited at its natural frequency.
However, in the presence of nonlinearities and when the frequencies of the two modes
of the system are in a specific ratio, an energy transfer takes place between the second and first modes which again can be observed from Fig. 4.16, wherein, the second
mode’s amplitude in the nonlinear response is attenuated (as compared to the linear
response) and the first mode appears with a finite, non-trivial amplitude (defined
p
by a1 = p21 + q12 ) even when the system is being excited near its second natural
frequency. Despite the structure being excited close to its second natural frequency, a
non-zero response of the first mode at almost half the excitation frequency is obtained
due to quadratic nonlinearities in the system. These quadratic nonlinearities come
about as a result of the nonlinear constitutive model of the hyperelastic materials.
The nonlinear dynamic response of the final structure obtained using the simple iterative method (Fig. 4.7) is given in Fig. 4.17. It is interesting to note that both
sets of responses for the structures in Fig. 4.3 (responses in Fig. 4.16) and Fig. 4.7
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Figure 4.18. Saturation phenomenon in the non-linear response of
the hyperelastic structure shown in Fig. 4.3 to a transverse harmonic
base excitation. The plots are for the two interacting modes.

(responses in Fig. 4.17) have some asymmetry and even Hopf bifurcation regions due
to non-zero internal mistunings ( ωω12 6= 2 or σ1 6= 0).
Another phenomenon which is of interest in the case of 1:2 internal resonance
is termed as the saturation phenomenon [27] in which the amplitude of the directly
excited second mode at zero external mistuning becomes almost constant with respect
to the forcing amplitude. These saturation curves for the structures shown in Fig.
4.3 and 4.7 were obtained using AUTO software with the forcing amplitude as the
continuation parameter and the results are given in Figs. 4.18 and 4.19 respectively.

4.3.2

Comparison of Different Strain Measures

Now that the nonlinear frequency response of some of the candidate linearly resonant structures has been constructed using averaging and a two-parameter MooneyRivlin material model, it is worthwhile to study some other aspects of the dynamic
response especially connected with classical analysis of plates. The Lagrange strain
tensor is described as,
1
 = (F T F − I) .
2

(4.53)
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Figure 4.19. Saturation phenomenon in the non-linear response of
the hyperelastic structure shown in Fig. 4.7 to a transverse harmonic
base excitation. The plots are for the two interacting modes.

The explicit expressions for the Lagrangian strain measures from Eq. (4.53) can be
written in terms of displacements as,

xx =
xy =
xz =
yy =
yz =
zz =

" 
 2  2 #
2
∂u
∂v
∂w
∂u 1
+
+
+
,
∂x 2
∂x
∂x
∂x


1 ∂u ∂v ∂u ∂u ∂v ∂v ∂w ∂w
+
+
+
+
,
2 ∂y ∂x ∂x ∂y ∂x ∂y
∂x ∂y


1 ∂u ∂w ∂u ∂u ∂v ∂v ∂w ∂w
+
+
+
+
,
2 ∂z
∂x ∂x ∂z ∂x ∂z
∂x ∂z
" 
 2  2 #
2
∂u
∂v
∂w
∂v 1
+
+
+
,
∂y 2
∂y
∂y
∂y


1 ∂v ∂w ∂u ∂u ∂v ∂v ∂w ∂w
+
+
+
+
,
2 ∂z
∂y
∂y ∂z ∂y ∂z
∂y ∂z
" 
 2  2 #
2
∂w 1
∂u
∂v
∂w
+
+
+
.
∂z
2
∂z
∂z
∂z

(4.54a)
(4.54b)
(4.54c)
(4.54d)
(4.54e)
(4.54f)

Starting from these general Lagrangian strain expressions, some assumptions have
been traditionally made to obtain the von Karman strain expressions for thin to
moderately thick plates. These assumptions include among other things, that the
membrane displacements are infinitesimal, and rotations ( ∂w
and
∂x

∂w
)
∂y

are small [96,
2  ∂w 2
97]. These assumptions entail neglecting of all higher order terms except ∂w
, ∂y
∂x
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and

∂w ∂w
∂x ∂y

as well as assuming that the thickness of the plate remains constant. This

yields,

xx =
xy =
xz =
yy =
yz =

 2
∂u 1 ∂w
+
,
∂x 2 ∂x


1 ∂u ∂v ∂w ∂w
+
+
,
2 ∂y ∂x ∂x ∂y


1 ∂u ∂w
+
,
2 ∂z
∂x
 2
∂v 1 ∂w
+
,
∂y 2 ∂y


1 ∂v ∂w
+
,
2 ∂z
∂y

zz = 0 .

(4.55a)
(4.55b)
(4.55c)
(4.55d)
(4.55e)
(4.55f)

If the plate kinematic relations between in-plane and out-of-plane displacements
are used for further simplifications, the final expressions can be obtained as,

xx
xy

 2
∂ 2 w 1 ∂w
∂u0
−Z 2 +
,
=
∂x
∂x
2 ∂x


1 ∂u0 ∂v0 ∂w ∂w
∂ 2w
=
+
+
−Z
,
2 ∂y
∂x
∂x ∂y
∂x∂y

xz = 0 ,
yy =

∂v0
∂ 2w 1
−Z 2 +
∂y
∂y
2

(4.56a)
(4.56b)
(4.56c)



∂w
∂y

2
,

(4.56d)

yz = 0 ,

(4.56e)

zz = 0 .

(4.56f)

Here u0 and v0 are the membrane or in-plane displacements. The above von Karman
strain expressions were reviewed to remind of the assumptions made in arriving at
the approximations starting from the general Lagrangian strains. Now, the same
assumptions as made for the von Karman strains can be made for the invariants of
the B matrix. A comparison of the nonlinear dynamic response of the candidate
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Figure 4.20. Comparison of the modal amplitudes of the hyperelastic
structure shown in Fig. 4.10 (a) to a transverse harmonic base excitation with and without von Karman assumptions. Part (a) shows
the full response while the region around the zero mistuning region is
expanded in part (b).

structures with and without von Karman assumptions are shown in Figs. 4.20 and
4.21. The values of the nonlinear coefficients for the structure 1 shown in Fig. 4.10 (a)
without von Karman assumptions are, Λ1 = −6.7362 × 10−4 , Λ2 = −2.9990 × 10−4
and Λ3 = 4.9838 × 103 . The coefficients for the same structure with von Karman
assumptions are Λ1 = 2.6804 × 10−4 , Λ2 = 2.3197 × 10−5 and Λ3 = 4.9838 × 103 .
The values of the nonlinear coefficients for the structure 2 shown in Fig. 4.10 (b)
without von Karman assumptions are, Λ1 = −0.0615, Λ2 = −0.0025 and Λ3 =
−903.8972. The coefficients for the same structure with von Karman assumptions
are Λ1 = −0.0473, Λ2 = −0.0015 and Λ3 = −903.8972. From Figs. 4.20 and 4.21
it can be observed that Mode 1 amplitude is higher if von Karman assumptions are
made and Mode 2 amplitude is higher if no assumptions are made as regards to the
matrix B. However, it must be mentioned that this pattern has been observed in
the particular examples considered in this work and this may or may not be true in
general.
While von Karman is a popular finite amplitude theory, the theory of Novozhilov
[98] is more general. According to this theory the displacement field for a thin plate
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Figure 4.21. Comparison of the modal amplitudes of the hyperelastic
structure shown in Fig. 4.10 (b) to a transverse harmonic base excitation with and without von Karman assumptions. Part (a) shows
the full response while the region around the zero mistuning region is
expanded in part (b).

in terms of a point located at a distance Z from the mid-plane of the plate can be
written as [98],





∂w0
∂v0
∂v0 ∂w0
u(X, Y, Z, t) = u0 + Z −
1+
+
,
∂X
∂Y
∂X ∂Y




∂w0
∂u0
∂u0 ∂w0
v(X, Y, Z, t) = v0 + Z −
1+
+
,
∂Y
∂X
∂Y ∂X


∂u0 ∂v0 ∂u0 ∂w ∂u0 ∂w
+
+
−
w(X, Y, t) = w0 + Z
,
∂x
∂Y
∂X ∂Y
∂Y ∂X

(4.57a)
(4.57b)
(4.57c)

where u0 , v0 and w0 are the displacements in the X,Y and Z directions respectively
of the mid-plane or neutral axis of the plate. These displacements can be expressed
as a linear superposition of the first two modes as,

u0 (X, Y, Z, t) = η(A1 (t)u01 + A2 (t)u02 ) ,

(4.58a)

v0 (X, Y, Z, t) = η(A1 (t)v01 + A2 (t)v02 ) ,

(4.58b)

w0 (X, Y, t) = η(A1 (t)w1 + A2 (t)w2 ) ,

(4.58c)
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Figure 4.22. Comparison of the modal amplitudes of the hyperelastic
structure shown in Fig. 4.10 (a) to a transverse harmonic base excitation with von Karman and Novozhilov assumptions. Part (a) shows
the full response while the region around the zero mistuning region is
expanded in part (b).

where A1 and A2 are the modal amplitudes, u01 , u02 and v01 , v02 are the independent
in-plane modal displacements in the X and Y directions, and w1 and w2 are the
corresponding modal displacements (the mode shapes) in the Z− or the transverse
direction. It is clear from comparing Eqs. (4.57) and (4.58) which represent the
displacement field obtained using Novozhilov’s theory with the displacement field
given in Eq. (4.15) that Novozhilov’s theory has some more higher order terms. The
displacement field given by Eq. (4.57) was used to obtain the nonlinear dynamic
response of the two structures shown in Fig. 4.10. The results from Novozhilov’s
theory and von Karman’s theory for the two structures are given in Figs. 4.22 and
4.23. The values for the nonlinear coefficients for the structure shown in Fig. 4.10 (a)
for Novozhilov’s theory are Λ1 = 0.001167362, Λ2 = 0.00049783 and Λ3 = 4913.2140.
The values for the nonlinear coefficients for the structure shown in Fig. 4.10 (b) for
Novozhilov’s theory are Λ1 = 0.071807, Λ2 = 0.003107 and Λ3 = 903.8971.
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Figure 4.23. Comparison of the modal amplitudes of the hyperelastic
structure shown in Fig. 4.10 (b) to a transverse harmonic base excitation with von Karman and Novozhilov assumptions. Part (a) shows
the full response while the region around the zero mistuning region is
expanded in part (b).

4.3.3

Comparison of Neo-Hookean and Mooney-Rivlin Constitutive
Models

The Neo-Hookean material model is also used for modeling of hyperelastic materials [55]. As its name implies, the Neo-Hookean material model closely relates
to the linear elastic material model and has lower level nonlinearities than the twoparameter Mooney-Rivlin model on account of having just one strain invariant in its
strain energy density. For a very basic comparison, assuming incompressibility with
the Poison’s ratio ν = 0.5, and assuming J = 1, it transpires that a Neo-Hookean
material will be unable to exhibit 1:2 internal resonance as the nonlinear coefficients
such as Λ1 and Λ2 in the modal amplitude equations Eqs. (4.36) or Eqs. (4.52) are
equal to zero. Note also from the expressions in Eqs. (4.37) that Λ2 = 0 for all
structures since C01 = 0 for a neo-Hookean material. Thus it can be said that for
“nearly” incompressible materials the level of nonlinearities in a Neo-Hookean material is not sufficient so as to cause 1:2 internal resonance which is not the case with
Mooney-Rivlin material.
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4.4

Summary and Discussion
The present work goes through the entire process from analysis to design of hyper-

elastic plates undergoing 1:2 internal resonance. The initial half of the work concerns
itself with using topology optimization to obtain candidate structures for 1:2 internal
resonance. Two optimization methods, namely the Method of Moving Asymptotes
and a Simple Iterative Method were discussed. The second half uses the results of the
linear design process in terms of natural frequencies and mode shapes to develop a
two-mode nonlinear Lagrangian model. The nonlinear model in analyzed in detail for
1:2 internal resonance. Also, the dynamic responses due to different strain measures
are compared.
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5. PARAMETRIC RESONANCES IN IN-PLANE VIBRATIONS OF
ELECTROSTRICTIVE PLATES
5.1

Introduction
Micro-elecro mechanical systems (MEMS) have been an area of active research

for many decades now. Most of early MEMS devices used silicon as their material of
choice for their mechanical components [99], employing a variety of actuation mechanisms, such as electrostatics, lorenz forces etc. [100]. As with any other research area,
increased interest has brought about a diversification of the materials being used to
fabricate MEMS structures and the actuation mechanisms being employed in those
devices. Hyperelastic polymers is one such class of materials seeing increased use in
micro- and nano-scale devices [49, 50, 101]. One of the most exciting means of actuation of such hyperelastic polymer based devices is electrostriction. Electrostriction
refers to a property of development of strain in a material when subjected to an electric
field. This property has been found attractive in design of high speed actuators [102]
and energy harvesting devices [103] along with a host of new micro- and nano-scale
devices. In this chapter some aspects of non-linear dynamics of a planar microresonator are explored, particularly those concerning a case of 1:2 parametrically excited
internal resonance. Particular case of 1:2 internal resonance is considered because the
strain energy model of electrostrictive material leads to quadratic nonlinearities in
the structure’s equations of motion. While the general mechanical response of an
electrostrictive polymer is nonlinear and is similar to that of a Mooney-Rivlin material [48], to understand the nonlinear response systematically a two step process is
adopted in this work for simplicity. Firstly a linearized finite element method (FEM)
model is used along with the topology optimization technique of Method of Moving
Asymptotes (MMA) [77] to design a candidate structure with 1:2 ratio between lowest
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two frequencies. This step is broadly similar to the one employed in [104] as well as
in the preceding chapters. Once a candidate structure has been obtained, its mode
shapes are used to develop a more complete nonlinear model of the structure. This
nonlinear modal model of the plate structure is then analyzed using techniques from
nonlinear vibrations literature [27].

This chapter is organized as follows: the section on Linear Structure Synthesis
describes the optimization method (MMA) and presents an example structure obtained as a candidate structure with desired frequency characteristics starting from a
base structure. The section on Nonlinear Frequency Response develops the response
of the systems synthesized through the optimization process. A two-mode model is
constructed by expressing the displacements of the structure in the 2-d space as linear
superposition of the first two modes. Only a two-mode model is considered as it is
assumed that energy transfer occurs only between these two modes. It is observed
that there is a particular form of constitutive model in which the parametric excitation terms appear. While in general the nonlinear response of the structure may
consist of several other modes, it is expected that in the presence of damping, modes
with neither a direct excitation nor an internal resonance, will have their amplitudes
diminish over time [27]. Therefore, a two-mode model can be assumed to provide
a fairly accurate representation of the system’s nonlinear response. This two-mode
approximation then leads to a two degree-of-freedom reduced-order model that can
be used to obtain equations for the slow-time evolution of amplitudes [27, 60]. These
slow-time amplitude equations are solved for obtaining the final nonlinear frequency
response of the structure.

5.2

Linear Structure Synthesis
The aim of the linear synthesis process is to obtain topologies of plates which can

exhibit 1:2 internal resonances while undergoing in-plane vibrations. As only in-plane
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vibrations of plates are being considered, the candidate structures were modeled with
four-node bilinear elements with two degrees of freedom per node [80]. The major
purpose of the linear structure synthesis is to obtain a structure which has its lowest
two natural frequencies in the ratio 1:2. Analytically, the above requirement can be
specified by the relation:
ω2
= 2,
(5.1)
ω1
where ω1 and ω2 are the first and second natural frequency of the structure, respectively.

Based on this requirement, a topology optimization problem can be formulated
whose solution would lead to the structures which can have 1:2 internal resonance.
The objective function of this optimization problem can be stated as:
minimize


2
ω2
c(ω) = ξ −
.
(5.2)
ω1
where ξ is the specified frequency ratio (e.g. ξ = 2 for 1:2 internal resonance).

In this work, the Method of Moving Asymptotes (MMA) [77] coupled with the
Simple Isotropic Material with Penalization (SIMP) Model [81] is used to solve the
topology optimization problem.

5.2.1

FEM Formulation

The mechanical response of the electrostrictive polymer is assumed to have the
form given in reference [48]. The strain energy density of an electrostrictive polymer
can be written as,
1
dU = C10 (I1 − 3) + C01 (I2 − 3) − β(C11 − 1)2 El2 ,
2

(5.3)

where I1 and I2 are the first and second strain invariants respectively, and C10 , C01
and β are material parameters, El is the applied external electric field and C11 is
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the 1 × 1 term of the right Cauchy-Green deformation tensor. It is assumed that
the electric field acts only in one direction and thus the excitation is limited to the
C11 term.The first two terms are similar to the strain energy density for a twoparameter Incompressible Mooney-Rivlin material. For the purpose of computing the
natural frequencies of the structure the nonlinear strain energy density is linearized
and the structure is modeled using four-node isoparametric bilinear elements with
two degrees of freedom per node. The externally applied electric field does not affect
the structure’s natural frequency in a linearized model and therefore the focus of the
linear structure synthesis is on the first two terms of the strain energy density (Eq.
(5.3)). For a linearly elastic material, the strain energy density can be written as,
1
dUE = σ T ,
2

(5.4)

where σ and  are the stress and strain vectors, respectively. In this study, as only
in-plane vibrations are being considered, the stress and strain vectors are assumed to
have only 3 planar components. For a four-node isoparametric bilinear element made
up of a linearly elastic material, the stress-strain relationship can be written as [80],


σxx



 σyy

σxy






E

=
 1 − ν2



 ν 1

0 0

1 ν

0



xx



0   yy

1−ν
xy
2







(5.5)

where, E is the material Young’s Modulus and ν is the Poisson’s ratio. Substitution
of the the Eq. (5.5) into the Eq. (5.4) would lead to the strain energy density for a
linear elastic material that becomes solely a function of the elastic strains,



1 ν 0
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h
i
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dUE =
xx yy xy  ν 1 0   yy  .
2
2 (1 − ν )



0 0 1−ν

xy
2

(5.6)

For a two parameter Mooney-Rivlin material, the strain energy density is again a
function of the material strains (Eq. (5.3)). While for linearly elastic materials,
the modulii do not change with change in external loading, analysis of hyperelastic
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Figure 5.1. The starting base structure (rectangular plate with cutout and clamped at two ends) for topology optimization using MMA.
Red lines indicate the fixed vertical sides (all dimensions are in meters).

materials often requires that the modulii be updated according to the strain (or
stress) being experienced by the body. However, if the external loading is small,
the hyperelastic Mooney-Rivlin material may be approximated as a linearly elastic
material [83] with the material constants given as,

C10 + C01 =

E
.
4(1 + ν)

(5.7)

In this study, the value of material constants were taken from [48] for a polyurethane
polymer. The values are, C10 = 11.2 MPa, C01 = 1.6 MPa and β = −2.1 × 10−16
MPa m2 /V2 . The actual material model used in the Matlab program is the linear
elastic model whose material constants were calculated using Eq. (5.7). The natural
frequencies of the structure are calculated using Matlab.

5.2.2

Topology Optimization Using MMA and SIMP

Consider the structure shown in Fig. 5.1. The length, width and thickness of
the structure shown in Fig. 4.2 are 21, 14.4 and 0.1 millimeters respectively. The
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topology optimization problem involves filling up the blank white area in the middle
of the structure with material in such a way such that the cost function c(ω) given
in Eq. (5.2) is minimized. According to the SIMP material distribution model, the
density (ρi ) and Young’s Modulus (Ei ) of the ith element in the design space (the
blank area in the center of the structure in Fig. 5.1) is expressed as,

ρi = ρmin + xni 1 ρ0 ,

(5.8a)

Ei = Emin + xni 2 E0 ,

(5.8b)

where, ρ0 is the material density, E0 is the material Young’s Modulus and xi is
the design variable which can take any value between 0 and 1. ρmin and Emin are
constants having infinitesimal magnitude which are introduced to avoid singularities
in the FEM formulation (in this study ρmin = 10−12 Kg/m3 and Emin = 0 N/m2 ).
It can be observed from Eq. (5.8), that in the final design if there is no material at
an element point, then xi = 0, and if there is material then xi = 1; any intermediate
xi value would lead to a non-physical element density and Young’s modulus. To get
around this handicap, the element density and modulus is made dependent on the
design variable through an exponential relation with exponents (n1 and n2 ) which are
normally kept higher than 3 [44]. This penalizes intermediate densities (as xi ) and
forces the design variable to move towards 0 or 1. In this study, n1 and n2 were fixed
as 6 and 12, respectively. Also, just to be sure that the final structure consists of
elements having only physically realizable densities and elastic modulii, the topology
optimization problem is modified as,
minimize

c(ω)new =

ω2
ξ−
ω1

2
+ Ck

N
X

(xni 1 )(1 − xni 1 ),

(5.9)

i=1

where Ck is a fixed constant set in this work to 0.01 and N is the total number of
elements in the design space. It can be seen that the additional term in the objective
function would lead to further minimization of deviation of xi from 0 or 1. Figure 5.2
shows the result of solving the topology optimization problem posed by Eq. (5.9),
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Figure 5.2. The final structure obtained from the base structure given
in Fig. 5.1 after topology optimization using MMA (all dimensions
are in meters).

using the Method of Moving Asymptotes (MMA) [77].

For the starting base structure shown in Fig. 5.1, the c(ω) value as described by
Eq. (5.2) was 0.9992, with the frequency ratio between the second and first natural
frequencies being 1.0004. The material constants for the base structure were taken
as: ρ0 = 200 Kg/m3 and E0 = 76.8 MPa. The equivalent hyperelastic material
parameters are C10 = 11.2 MPa and C01 = 1.6 MPa. The corresponding natural
frequencies of the structure are: ω1 = 1.7303 × 104 rad/sec and ω2 = 1.7310 × 104
rad/sec. These are material constants used in all of the following examples in this
work. After topology optimization using MMA with the final structure in Fig. 5.2,
the c(ω) value was 1.2094 × 10−6 , with the frequency ratio between the second and
first natural frequencies being 2.0011. The natural frequencies of the final structure
in Fig. 5.2 turn out to be ω1 = 1.7402 × 104 rad/sec and ω2 = 3.4822 × 104 rad/sec.
Figure 5.3 shows the first two modeshapes of the structure shown in Fig. 5.2. Also,
Fig. 5.4 and 5.5 show the net displacements for the first two mode shapes in the Xand Y- directions respectively.
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Figure 5.3. The mode shapes of the final structure shown in Fig. 5.2
(all dimensions are in meters).

Figure 5.4. The net displacement in X-Direction of the mode shapes
of the final structure shown in Fig. 5.2 (all dimensions are in meters).

5.3

Non-Linear Frequency Response
Consider the structure shown in Fig. 5.2. As the structure is assumed to be un-

dergoing in-plane vibrations, the displacement field for the structure can be assumed
to consist of the superposition of the first two mode shapes,

u(X, Y, t) = η (A1 (t)u1 (X, Y ) + A2 (t)u2 (X, Y )) ,

(5.10a)

v(X, Y, t) = η (A1 (t)v1 (X, Y ) + A2 (t)v2 (X, Y )) ,

(5.10b)

125

Figure 5.5. The net displacement in Y-Direction of the mode shapes
of the final structure shown in Fig. 5.2 (all dimensions are in meters).

where, u and v are the displacements in the X− and Y − directions respectively, A1
and A2 are the modal amplitudes, ui ’s and vi ’s are the corresponding modal displacements (the mode shapes) and η is a small dimensionless parameter to keep track of
the significant terms in the system response.

The kinetic energy T for the structure can be written as,
1
T =
2

Z Z

ρh(u̇2 + v̇ 2 )dXdY ,

(5.11)

A

where, h is the out of plane thickness of the structure (assumed constant), and the
dot above u and v represents derivative with respect to time. Now, substituting Eqs.
(5.10) into Eq. (5.11), we get,
1
T = η2
2

Z Z

2

2

ρh[Ȧ1 (u21 + v12 ) + Ȧ2 (u22 + v22 ) + 2Ȧ1 v1
(5.12)

A

+ 2Ȧ1 Ȧ2 (u1 u2 + v1 v2 ) + 2Ȧ2 v2 ]dXdY.
For the strain energy, the expression for the strain energy density is given by Eq.
(5.3). The strain invariants I1 and I2 are calculated through the Right Cauchy-Green
Deformation Tensor C which in turn is calculated from the deformation gradient F .
Definition of the deformation gradient requires the information regarding the original
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and deformed states of the structure. As the displacements in the X- and Y- directions
have already been defined in Eqs. (5.10), the relationship between the original and
deformed configuration of the structure can be defined as,

x=X +u,

(5.13a)

y =Y +v ,

(5.13b)

z=Z,

(5.13c)

where the lower case letters (x, y and z) denote the coordinates in the current configuration and the upper case letters (X, Y and Z) denote the coordinates in the original
configuration. As only in-plane vibrations are being considered, it is assumed that
no displacements occur in the out of plane (Z-direction). The deformation gradient
according to its definition [85] can now be written as,



F =


1+

∂u
∂x

∂u
∂y

∂v
∂x

1+

0

0

0
∂v
∂y





0 .

1

(5.14)

The Right Cauchy-Green Deformation Tensor, by definition is [85],
C = F T F.

(5.15)

The strain invariants I1 and I2 can now be written as,

I1 = tr(C) ,
I2 =


1
tr(C)2 − tr(C 2 ) ,
2

(5.16a)
(5.16b)

where tr(C) refers to the trace of the C matrix. Substituting Eqs. (5.16), (5.15),
(5.14), (5.10), into Eq. (5.3), the strain energy can now be expressed as a function
of the first two mode shapes. As C is itself a quadratic function of the deformation
gradient F , the strain energy will be a nonlinear function of the displacements and,
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therefore, would be a nonlinear function of the modal amplitudes through Eq. (5.10).
The Lagrangian of the system can now be written as,

L = T − U.

(5.17)

This Lagrangian will be a nonlinear function of the modal amplitudes and their
derivatives (Ai s and Ȧi s) due to the strain energy being a nonlinear function of the
displacement gradients for electrostrictive materials, as already mentioned. The next
important aspect of the Lagrangian is the form of the applied external electric field
represented by the term El . For the purpose of this study, a harmonically varying
externally applied electric field is assumed to act on the system with the form,
2

bl cos(Ωt) ,
El2 = η E

(5.18)

bl is the excitation amplitude and Ω is the excitation frequency. Because of
where E
the peculiar kind of expression in the strain energy of an electrostrictive material, it
was later observed that electrostriction produces parametric resonances. Therefore,
considering the case of principal parametric resonance of the second mode, the excitation frequency is kept close to twice the second natural frequency of the structure.
The difference between the excitation frequency and twice that of the second natural
frequency is represented by the parameter σ2 known as external mistuning:

Ω = 2ω2 + ησ2 .

(5.19)

Similarly, another mistuning parameter, the internal mistuning σ1 , is introduced to
take into account the deviation of the lowest two natural frequencies from perfect 1:2
ratio,

ω2 = 2ω1 + ησ1 .

(5.20)
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To obtain the two-mode dynamic model of the system, and to further study the
response using the method of averaging [27], the modal amplitudes are assumed to
be of the form,

 
Ω
Ω
t + q1 sin
t ,
A1 = p1 cos
4
4
 
 
Ω
Ω
A2 = p2 cos
t + q2 sin
t ,
2
2


(5.21a)
(5.21b)

where pi and qi are amplitude components which vary on a slow time scale τ = ηt, as
defined in [30, 60].

The Lagrangian in Eq. (5.17) is then averaged over the period of the oscillation
T =

8π
.
Ω

The amplitudes pi s and qi s and their derivatives w.r.t. τ are treated

as constants in this averaging as they are functions of the slow time scale. Also,
only terms up to O(η 3 ) are retained as 1:2 internal resonance is caused primarily by
quadratic nonlinearities. The averaged Lagrangian is defined by,
Z
hLi =

T

(T − U )dt

(5.22)

0

Substituting Eqs. (5.19) and (5.20) into the averaged Lagrangian (hLi), the follow 




∂hLi
∂hLi
∂hLi
d
ing Euler-Lagrange equations dτd ∂hLi
−
=
0
,
−
=
0
,
i
=
1,
2
∂p0
∂pi
dτ
∂q 0
∂qi
i

i

can be obtained for the modal amplitudes pi s and qi s,


σ1 + σ22
0
p1 + ζ1 p1 +
q1 + Λ1 (p2 q1 − p1 q2 ) = 0 ,
2


σ1 + σ22
0
q1 + ζ1 q1 −
p1 + Λ1 (p1 p2 + q1 q2 ) = 0 ,
2
σ2
bl 2 q2 ,
p02 + ζ2 p2 + q2 − 2 × Λ2 p1 q1 = Λ3 E
2
σ2
0
bl 2 p2 ,
q2 + ζ2 q2 − p2 + Λ2 (p21 − q12 ) = Λ3 E
2

(5.23a)
(5.23b)
(5.23c)
(5.23d)

where a prime (0 ) denotes a derivative with respect to the slow time τ , and Λi s are
constants which come from the averaged Lagrangian of the structure and depend on
the material parameters and mode shapes. The modal damping terms (ζ1 and ζ2 ) were
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introduced in Eqs. (5.23 (a-d)) to keep the response from getting unbounded. The
values of ζ1 and ζ2 were taken as 0.01 and 0.05 respectively. The internal mistuning
σ1 for the structure shown in Fig. 5.2 is equal to 180 rad/sec for η equal to 0.1. For
solving Eqs. (5.23 (a-d)), the following transformation is used,
p1 = a1 cos(β1 ) , q1 = a1 sin(β1 ) ,

(5.24a)

p2 = a2 cos(β2 ) , q2 = a2 sin(β2 ) ,

(5.24b)

where, ai are the amplitudes and βi are the phase angles. Using this transformation,
Eqs. (5.23 (a-d)) can be re-written as,
a01 = −ζ1 a1 − Λ1 a1 a2 sin(2β1 − β2 ) ,


σ1 + σ22
0
a1 − Λ1 a1 a2 cos(2β1 − β2 ) ,
a1 β 1 =
2
a02 = −ζ2 a2 + Λ2 a21 sin(2β1 − β2 ) + Λ3 El2 a2 sin(2β2 ) ,
σ2
a2 β20 = a2 − Λ2 a21 cos(2β1 − β2 ) − Λ3 El2 a2 cos(2β2 ) .
2

(5.25a)
(5.25b)
(5.25c)
(5.25d)

For steady-state solutions, we set a0i = 0 and βi0 = 0 in Eqs. (5.25 (a-d)). This
yields four algebraic equations which are then solved to obtain the frequency response
curves of the structure. It can be observed from Eqs. (5.25 (a-d)) that in steady state,
(a1 , a2 ) = (0, 0) is certainly a solution. For the nontrivial solutions, Eqs. (5.25 (a-b))
are first used to obtain an expression for the equilibrium point for a2 as,
s

σ1 + σ22 2
1
a2 =
+ ζ12 .
Λ1
2

(5.26)

This solution for a2 given in Eq. (5.26) is then used to obtain a bi-quadratic
equation for the equilibrium points of a1 using Eqs. (5.25 (c-d)). The solutions for
this bi-quadratic equations can be written as,
v
s
u
2
u
Λ 3 a2
t
a1 = −Ξ1 ±
− Ξ22 ,
Λ2
where,

(5.27)
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1
(ζ1 ζ2 − ν1 ν2 ) ,
Λ1 Λ2
1
Ξ2 =
(ζ1 ν2 − ζ2 ν1 ) ,
Λ1 Λ2

1  σ2
ν1 =
+ σ1 ,
2 2
σ2
ν2 =
.
2

Ξ1 =

(5.28a)
(5.28b)
(5.28c)
(5.28d)

From Eq. (5.27), it can be observed that for every non-trivial solution for a2 given
in Eq. (5.26), there are two possible nontrivial solutions for a1 , one each for the plus
and minus signs . For simplicity, these solutions can be renamed as,
v
s
u
2
u
Λ 3 a2
t
a11 = −Ξ1 +
− Ξ22 ,
Λ2
v
s
u
2
u
Λ 3 a2
t
− Ξ22 .
a12 = −Ξ1 −
Λ2

(5.29a)

(5.29b)

The stability of these solutions can be determined using the sign of the eigenvalues
of the Jacobian calculated from Eqs. (5.23). The solution branches for mode 1 are
shown in Figs. 5.6 (a) and 5.6 (b) and the solution branches for mode 2 are shown in
Figs. 5.7 (a) and 5.7 (b). Details of analysis of such equations can be found in [27].
In general, the Jacobian matrix of Eqs. (5.23) is uncoupled in 2 × 2 blocks for the
trivial solution. Let (λ1 , λ2 , λ3 , λ4 ) be the eigenvalues of the Jacobian. The
trivial solution (a1 = 0, a2 = 0) becomes unstable at Ω1 with increasing excitation
frequency when one of the two eigenvalues (λ3 , λ4 ) corresponding to the second mode
amplitude crosses over to the right half plane. The trivial solution again changes its
stability when one of these two eigenvalues (λ3 , λ4 ) again crosses back into the left
half plane. This is the expected due to the principal parametric resonance of the
second mode. Figure 5.8 shows the evolution of the four eigenvalues with increasing excitation frequency. From Fig. 5.8 (a) it can be observed that the eigenvalues
(λ1 , λ2 ) corresponding to Mode 1 always remain the left half complex plane. However from Fig. 5.8 (b) it can be seen that the eigenvalue λ3 becomes unstable and
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crosses over to the right half complex plane with increasing excitation frequency thus
triggering the parametric instability in the system.

For the nontrivial solutions, there are two pairs of solutions, namely (a11 , a2 )
and (a12 , a2 ) . The solution pair (a12 , a2 ) remains unstable in the entire region
shown in Figs. 5.6 and 5.7, whereas the solution (a11 , a2 ) becomes unstable with
increasing excitation frequency when two eigenvalues corresponding to a1 cross over
to the right half plane. This pair (a11 , a2 ) again becomes stable with increasing
excitation frequency when all the four eigenvalues come back to the left half of the
complex plane. The solution branch a12 actually arises out of the points Ω1 and Ω2
where the trivial solution changes stability. The Fig. 5.9 shows the region around the
points Ω1 and Ω2 where the solution branch corresponding to a12 can be seen growing
out of the bifurcation point.

Figure 5.6. Non-linear in-plane response of the hyperelastic structure shown in Fig. 5.2 to an externally applied electric field leading
to parametric excitation of the second mode. The plots are for the
amplitudes of the first mode. Part (b) expands the display of the
marked region in part (a).
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Figure 5.7. Non-linear in-plane response of the hyperelastic structure shown in Fig. 5.2 to an externally applied electric field leading
to parametric excitation of the second mode. The plots are for the
amplitudes of the second mode. Part (b) expands the display of the
marked region in part (a).

Figure 5.8. Eigenvalues of the Jacobian of Eqs. (5.23) for the trivial solution. Part (a) shows the region around the imaginary axis,
whereas part (b) shows the eigenvalue λ3 becoming unstable.

The equilibrium solutions can also be investigated using direct time integration
of Eqs. (5.23) for different excitation frequencies. Figure 5.10 shows the three representative frequencies chosen for the time domain response computation. The three
frequencies are Ωa = 6.93 × 104 Hz, Ωb = 6.95 × 104 Hz and Ωc = 6.97 × 104
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Figure 5.9. The solution branch corresponding to a12 growing out of
the trivial Solution. Part (a) shows the region around the point Ω1 ,
whereas part (b) shows the the region around the point Ω2 .

Hz. As can be observed from Fig. 5.10, for the excitation frequency Ωa the trivial
solution is stable as well as there exists a stable non-trivial solution. For the excitation frequency Ωb , the trivial solution is stable but there is no stable non-trivial
solution. For the excitation frequency Ωc both the trivial and non-trivial equillibrium
solutions are unstable. For the excitation frequency Ω1 , two starting points can be
chosen, one close to the trivial solution (p1 = 0.001, q1 = 0.001, p2 = 0.01
and q2 = 0.01) and the other away from the trivial solution (p1 = 2.5 × 105 ,
q1 = 2.5 × 105 , p2 = 3 × 104 and q2 = 3 × 104 ). For Ωa , the solution, given in
Fig. 5.11, starting close to the trivial solution converges asymptotically to the trivial
solution as the trivial solution is stable. For the solution starting away from the
trivial solution, the solution converges to the stable non-trivial solution. The results
of time integration for this starting point are given in Fig. 5.12. For the excitation
frequency Ωb the trivial solution is still stable. Therefore, the solution starting near
the trivial solution (p1 = 0.001, q1 = 0.001, p2 = 0.01 and q2 = 0.01) converges
asymptotically to the trivial solution as shown in Fig. 5.13. For the solution starting
away from the trivial solution (p1 = 2.5 × 105 , q1 = 2.5 × 105 , p2 = 3 × 104 and
q2 = 3 × 104 ) at excitation frequency Ωb , there is no stable non-trivial equilibrium
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point, therefore, the amplitudes do not settle down to an equilibrium point. The
result for the time integration for this non-trivial starting point is given in Fig. 5.14
and the phase plot of the result of time integration is given in Fig. 5.15. The excitation frequency Ωc lies in the region of parametric instability and both the trivial and
non-trivial equilibrium points are unstable, therefore even when the starting point for
integration(p1 = 0.001, q1 = 0.001, p2 = 0.001 and q2 = 0.001) is very close to
the unstable trivial equilibrium point, the solution quickly grows unstable as shown
in Fig. 5.16.

Figure 5.10. The three excitation frequencies chosen for computation
of time domain response with respect to the equilibrium points of (a)
Mode 1 and (b) Mode 2.

The numerical solutions of Eqs. (5.23) for the three excitation frequencies presented earlier give a preliminary understanding of the nonlinear response of the structure for the principal parametric resonance of the second mode by providing some
more insight into stability of equilibrium points. Reference [27] contains much more
detailed analysis of the case of principal parametric resonance of the second mode
with discussion of solutions in different frequency regimes.
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Figure 5.11. Result of time integration of Eqs. (5.23) for an excitation
frequency of Ωa = 6.93×104 and starting solution close to the trivial
solution of (a) Mode 1 and (b) Mode 2. The amplitude converges to
the stable trivial solution.

Figure 5.12. Result of time integration of Eqs. (5.23) for an excitation
frequency of Ωa = 6.93 × 104 and starting solution away from the
trivial solution of (a) Mode 1 and (b) Mode 2.

5.4

Summary and Discussion
This chapter presents a topology optimization technique to tune the natural fre-

quencies of a structure to a desired ratio of 1:2. The thus optimized structure is
subjected to electrostrictive excitation which leads to the nonlinear coupled equations
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Figure 5.13. Result of time integration of Eqs. (5.23) for an excitation
frequency of Ωb = 6.95 × 104 and starting solution close to the trivial
solution of (a) Mode 1 and (b) Mode 2. The amplitude converges to
the stable trivial solution.

Figure 5.14. Result of time integration of Eqs. (5.23) for an excitation
frequency of Ωb = 6.95 × 104 and starting solution away from the
trivial solution of (a) Mode 1 and (b) Mode 2.

for the modal amplitudes having parametric resonances. The nonlinearities arise due
to the particular form of the constitutive law for an electrostrictive material. The
primary resonance of the second mode has been discussed. The work demonstrates
the possibility of using electrostrictive polymers as materials which can be used to
build sensors and devices operating on principles of nonlinear dynamics.
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Figure 5.15. Phase plot of the result of time integration of Eqs. (5.23)
for an excitation frequency of Ωb = 6.95 × 104 and starting solution
away from the trivial solution of (a) Mode 1 and (b) Mode 2.

Figure 5.16. Result of time integration of Eqs. (5.23) for an excitation
frequency of Ωc = 6.97 × 104 and starting solution close to the trivial
solution of (a) Mode 1 and (b) Mode 2.
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6. SOME FURTHER INVESTIGATIONS
This chapter describes some preliminary experimental results which were obtained
using hyperelastic resonators undergoing transverse vibrations. This chapter also describes the development of single-mode model of hyperelastic resonators undergoing
transverse vibrations and compares the results obtained using the model with finite
element simulations carried out in the FEA software ABAQUS [105]. The experimental investigations involved exploring the existence of 1:2 internal resonance in
transverse vibrations of plates made with hyperelastic materials. The experimental
structures were designed using the simple iterative procedure described in previous
chapters. The designed structures were fabricated using 3D printing and then tested
on a electro-magnetic TIRA vibration shaker. Details of the setup and experimental
observations are summarized in the section, ”Experimental Observations”.

Most of the models presented in the earlier chapters relied on a two-mode superposition for the displacement field which was used for the development of the nonlinear
dynamic response. However, it is also important to explore a single-mode model for
transverse vibrations of hyperelastic plates. A single mode response is more amenable
to be studied and compared against experimental results and can yield some more
insight regarding the hyperelastic structure’s dynamic response. The section “SingleMode Model for Hyperelastic Resonators” describes the development and simulation
using the single-mode model. These results are then compared with results from
ABAQUS.
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Figure 6.1. Experimental structures designed for 1:2 internal resonance (all dimensions are in meters).

6.1

Designed Structures and Experimental Studies for Transverse Vibrations
Experiments were carried out to investigate the response of the hyperelastic res-

onators. For the purpose of this study, two resonators were designed using the simple
iterative optimization procedure detailed in chapter 4, and the resulting structures are
shown in Fig. 6.1. The frequency ratio of the first two modes of the structure labeled
as structure 1 is designed to be

ω2
ω1

= 1.9885. The structure labeled as structure 2 has

been designed for internal resonance between modes 2 and 3. Thus, the frequency
ratios for structure 2 have been designed to be,

ω2
ω1

= 2.9590 and

ω3
ω2

= 2.0005. These

resonators were then fabricated using 3D printing. For this the 3D printing machine
Stratsys Dimension 1200es was used and the actual printed structures are shown in
Fig. 6.2.

The frequency response of these structures is the primary focus here. Thus, the
fabricated structures are then subjected to base excitation using a TIRA vibration
shaker. The experimental setup is shown in Fig. 6.3 and consists of a shaker, a
Laser Doppler Vibrometer (LDV) for detection of the resonator’s displacement and
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Figure 6.2. The 3-D printed structures 1 and 2 as designed in Fig.
6.1. The figures are (a) Structure 1 and (b) Structure 2. The points
at which LDV data was taken have been marked.

Figure 6.3. The experimental setup for the investigation of nonlinear
vibrations of hyperelastic plates.

a clamp to hold the fixed edge of the designed resonators. First the linear natural
frequencies of both the resonators are found by subjecting them to a banded white
noise having an amplitude of 0.1 db (for structure 1) and 0.05 db (for structure 2),
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Figure 6.4. H1 estimate of the two resonators shown in Fig. 6.2.

and then determining their H1 estimate. H1 estimate is a type of frequency response
of a structure which can be characterized as,
H1(f ) =

X(f )Y (f )
,
X(f )2

(6.1)

where X(f ) and Y (f ) are the frequency responses of the input (x(t)) and output
(y(t)) signals, respectively. In this particular case, the input signal x(t) is the velocity
imparted by the shaker to the resonator and is measured by an accelerometer fixed
on the shaker; the output signal is the velocity of a particular point on the resonator
measured using the LDV.
The first two natural frequencies for structure 1 were measured to be 32.5 Hz and
65.31 Hz, respectively, with their ratio being

ω2
ω1

= 2.0095. For Structure 2, the first

three natural frequencies are 11.72 Hz, 35.16 Hz and 69.53 Hz with the ratio between
the first two natural frequencies being

ω2
ω1

= 3.00 and the ratio between the second

and the third natural frequencies being

ω3
ω2

= 1.9775. These frequency ratios are quite

close to the designed frequency ratios. The next stage of experiments involved subjecting the resonators to harmonic excitation around the second natural frequency
for structure 1 and around the third natural frequency for structure 2.
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Figure 6.5. Mode shapes 1 and 2 obtained using FEM for structure
1 shown in Fig. 6.2 (a).

Figure 6.6. Experimentally determined modes 1 and 2 of structure 1
shown in Fig. 6.2 (a).

Figure 6.5 shows the fist two mode shapes of structure 1 obtained using finite
elements and Fig. 6.6 shows the same two mode shapes obtained experimentally. It
can be observed from both Fig. 6.5 and Fig. 6.5 that mode 2 of structure 1 is a
torsional mode. During the course of conducting experiments for obtaining nonlinear
coupled mode response it was observed that the base excitation administered by the
shaker was not able to excite the second mode to a sufficient degree so as to trigger
the 1:2 internal resonance; furthermore, increasing the excitation amplitude appreciably led to quasi-periodic response of the plate. Therefore, structure 2 was chosen to
investigate 1:2 internal resonance in transverse vibrations of hyperelastic materials.
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Figure 6.7. Mode shapes 2 and 3 obtained using FEM for structure
2 shown in Fig. 6.2 (b).

Figure 6.8. Experimentally determined modes 2 and 3 of structure 2
shown in Fig. 6.2 (b).

As can be observed from Fig. 6.2 (b), structure 2 is unsymmetric, further, it has
been designed for 1:2 internal resonance between modes 2 and 3. Figure 6.7 shows
the mode shapes 2 and 3 of structure 2 obtained using the finite element analysis
and Fig. 6.8 shows the same two mode shapes obtained experimentally. Mode 3 of
structure 2 which is excited directly by the shaker using base excitation has a better
chance of attaining high amplitudes, thus having a possibility of triggering nonlinear
energy transfer between the modes via internal resonance.

144
For structure 2, two tests were conducted in which the resonator was subjected
to a sinusoidal base acceleration with amplitudes equal to 1g m/sec2 and 2g m/sec2
where g is the acceleration due to gravity equal to 9.81 m/sec2 . The frequencies
varied in the range of 65.5 Hz and 74.5 Hz. This frequency range encompasses the
third natural frequency of resonator 2 which is almost two times its second natural
frequency. For the first experimental test resonator 2 is subjected to a base excitation of amplitude 1g m/sec2 and frequency 65.5 Hz. The LDV is used to observe the
velocity and displacement of the three points on resonator 2 shown in Fig. 6.2 (b).
Once the velocities and displacements appear to have reached steady state, velocity
and displacement data from these three points is recorded sequentially at a sampling
frequency of 2064 Hz. The duration of data collection at each point is 8 seconds.
Once the data for 65.5 Hz has been recorded, the excitation frequency is increased
to 65.8 Hz while keeping the excitation amplitude constant at 1g m/sec2 . Again the
velocities and displacements of the three, marked points are observed and recorded
when steady state is reached. The frequencies are stepped through with a change of
0.2 Hz or 0.3 Hz to ultimately cover the whole frequency interval. Figure 6.9 shows
the time response at 67.5 Hz of the three points on the structure. Clearly, the response is nearly harmonic. Figure 6.10 shows the data recorded for structure 2 for
excitation amplitude of 1g m/sec2 and excitation frequency of 70.5 Hz at the three
measurement points. In these time responses, a combination at half the basic frequency is also evident. In this manner, data till the frequency of 74.5 Hz is achieved.
The same process is then repeated with excitation amplitude of 2g m/sec2 .

For analysis of the experimental data, the Fast Fourier Transform (FFT) algorithm
implemented in the Matlab function ”fft” is used. The peaks in the FFT spectrum at
the excitation frequency Ω and half the excitation frequency

Ω
2

are recorded. Figure

6.11 shows the velocity spectrum obtained using FFT with the peaks at Ω and

Ω
2

marked for the case of 70.5 Hz. Figure 6.12 shows the nonlinear frequency response
obtained for structure 2 for the two excitation amplitudes (1g m/sec2 and 2g m/sec2 )
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Figure 6.9. Recorded velocity data for excitation amplitude equal to
1g m/sec2 , excitation frequency equal to 67.5 Hz sampled at 2064 Hz
for the structure 2 shown in Fig. 6.2 (b). Only first few cycles are
shown for ease of viewing.

in the manner described above. The response in Fig. 6.9 is at the excitation frequency
with no contribution from the mode at nearly half the third mode frequency. The
response in Fig. 6.10 clearly shows the presence of a contribution at the frequency of
the second mode which is at nearly half that of the third mode. Considering now the
response curves over the whole frequency range of interest, one can clearly see that,
for both the excitation amplitudes, there is a frequency range in which coupled mode
response is observed in which some energy is transferred from the directly excited
mode 3 to mode 2 which is has a natural frequency about half that of mode 3. As
already observed, the time response of the three measurement points on structure
2 for a frequency of 67.5 Hz shows no coupled mode response. However, the time
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Figure 6.10. Recorded velocity data for excitation amplitude equal
to 1g m/sec2 , excitation frequency equal to 70.5 Hz sampled at 2064
Hz for the structure 2 shown in Fig. 6.2 (b). Only first few cycles are
shown for ease of viewing.

response of the same points at 70.5 Hz clearly show contributions from both modes;
especially for points 1 and 2. From the mode shapes of structure 2 shown in Fig.
6.7 and Fig. 6.8 it can be observed that the second mode which is a torsional mode
causes relatively little displacement around measurement point 3, whereas it causes
maximum displacement around measurement points 1 and 2. Therefore, the coupled
mode solution is most easily observed for points 1 and 2 on the structure.

As mentioned earlier, the second and third natural frequencies for structure 2
are 35.16 Hz and 69.53 Hz, respectively. Thus the structure has negative internal
mistuning. The responses shown in Fig. 6.12 are hoped to be qualitatively similar
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to a structure with negative internal mistuning undergoing 1:2 internal resonance.
Just as an illustration, consider Fig. 6.13 which presents the experimental data with
superimposed theoretical curves for a system having the same two natural frequencies
as that for structure 2. The values of the nonlinear coefficients for this simulation
were chosen arbitrarily as Λ1 = 2, Λ2 = 5 and Λ3 = 5 whereas the damping values
were chosen to be ζ1 = 0.2 and ζ2 = 0.05. These values were chosen arbitrarily in
an attempt to approximate the experimental data and have no physical basis. In
order to develop a more theoretically sound model for the structure 2, the finite
element modes corresponding to second and third natural frequencies were used to
derive a two mode nonlinear model along the lines of the procedure in chapter 4.
For the resulting system, the natural frequencies and the nonlinear coefficient were
computed to be 35.13 Hz and 70.2877 Hz, and Λ1 = 59.3928, Λ2 = 39.1871 and
Λ3 = 0.2678. The damping values were chosen as ζ1 = 5 and ζ2 = 10. Figure
6.14 (a) -(d) depict the experimental data with theoretical nonlinear response curves
obtained using the reduced-order model for increasing internal mistuning values. The
values of frequency ratio

ω3
ω2

for the four cases shown in Fig. 6.14 (a)-(d) are 2.005,

1.9851, 1.9638 and 1.9496 respectively. As can be observed from Figs. 6.14 (a)-(d) the
theoretical response curves move closer to the experimental results with increasing
internal mistuning.

6.2

Single Mode Model for Hyperelastic Resonators
In this section, a single mode response of a hyperelastic structure undergoing

transverse vibrations is investigated. The single mode model is developed using the
linear mode shape obtained from a finite element analysis as a basis function. This
single mode model should reasonably predict the response in the vicinity of a resonant
frequency. The same structure will be simulated in a FEM software ABAQUS to
determine forced response by direct time integration and the results will be compared.
An example structure for this purpose is given in Fig. 6.15. The structure is assumed
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Figure 6.11. Velocity spectrum of the measurement at point 1 obtained by FFT of velocity data recorded for excitation amplitude equal
to 1g m/sec2 and excitation frequency equal to 70.5 Hz for the structure 2 shown in Fig. 6.2 (b).

Figure 6.12. Nonlinear frequency response of structure 2 obtained
by subjecting it to harmonic excitation close to its third natural frequency for two excitation amplitudes (a) 1g m/sec2 and (b) 2g m/sec2 .

to be modeled by a 2 parameter Mooney-Rivlin model with the value of coefficients
being C10 = 6400000 Pa and C01 = 1600000 Pa with a density of 500 Kg/m3 . The
first natural frequency of this structure is 1.0846 rad/sec. The displacement field for
the structure in three dimensions can be written as,
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Figure 6.13. Comparison of the nonlinear frequency response of structure 2 obtained by subjecting it to harmonic excitation close to its
third natural frequency at an amplitude of 2g m/sec2 with a arbitrarily nonlinear two-mode model having negative internal mistuning
identical to the experimental structure 2.

x=X +u,

(6.2a)

y =Y +v ,

(6.2b)

z =Z +w ,

(6.2c)

where the lower case letters (x, y and z) denote the coordinates in the current configuration, the upper case letters (X, Y and Z) denote the coordinates in the original
configuration, and u, v and w are the displacements in the X−, Y − and Z− directions, respectively. Now for a single mode model, assuming thin plate theory, the
displacement field for the plane of the plate at a distance Z from the mid-plane of
the plate can be assumed to be,


∂w1 (X, Y )
,
u(X, Y, Z, t) = A(t) u01 − Z
∂x


∂w1 (X, Y )
v(X, Y, Z, t) = A(t) v01 − Z
,
∂y
w(X, Y, t) =  (A(t)w1 (X, Y )) + Fz (t) ,

(6.3a)
(6.3b)
(6.3c)
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Figure 6.14. Comparison of the nonlinear frequency response of structure 2 obtained by subjecting it to harmonic excitation close to its
third natural frequency at an amplitude of 2g m/sec2 , with a theoretical two-mode reduced order system with computationally determined
nonlinear coefficients for different internal mistuning values. The values of frequency ratio ωω23 for the four figures are (a)2.005, (b)1.9851,
(c)1.9638 and (d)1.9496.

where, A(t) is the modal amplitude, u01 , v01 and w1 are the corresponding modal
displacements (the mode shape) in the X−, Y − and Z− directions respectively, Fw
is the base excitation to the structure which only depends on time and  is a small
dimensionless parameter to keep track of the significant terms in the system response.
The kinetic and strain energies can now be written using this displacement field using
the expressions given in the preceding chapters. Once the kinetic and strain energies
have been obtained, the system Lagrangian can be written as,
L = T − U,

(6.4)
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Figure 6.15. The example structure for the investigation of a singlemode response for nonlinear vibrations of hyperelastic plates.

where T is the kinetic energy and U is the strain energy of the structure. The base
excitation is also assumed to be of the form:
Fz = 2 Fz0 + 2 F1 sin(Ωt) ,

(6.5)

where F1 is the excitation amplitude, Ω is the excitation frequency which is close
to a natural frequency of the structure and Fz0 is a constant small load applied to
the entire structure in the transverse Z-direction. This constant force is required to
calculate the natural frequencies of a hyperelastic structure in ABAQUS and thus
is included in the single mode model. The Lagrangian is then subjected to EulerLagrange conditions, keeping terms only till O(4 ), the following equation of motion
for A(t) is derived,
Ä(t) + µȦ(t) + ω02 A(t) + α2 A(t)2 + 2 α3 A(t)3 = Fw sin(Ωt) + Fw0 ,

(6.6)

where µ is the coefficient of damping which is added to the model to make sure that
the response does not grow unbounded. In the results presented in this chapter, µ
was assumed to be equal to 0.05. The term ω0 represents the modal frequency of the
structure and the terms α2 and α3 are the nonlinear stiffness coefficients calculated
using the system mode shape and the term Fw represents the effect of the base exci-
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tation. The Eq. (6.6) is used to find the response of the example structure given in
Fig. 6.15 and the same structure is also modeled in ABAQUS. For comparison of the
results obtained from the two processes, a point is chosen on the example structure
at a corner (denoted by a red dot in the Fig. 6.15) and its transverse displacement
obtained through the two methods is compared. The structure is subjected to a base
excitation in ABAQUS for 500 seconds and the time history of the denoted point is
extracted. The ABAQUS model is created as a solid deformable shell with a thickness
of 0.015 m. The base excitation is applied by specifying a body force with a sinusoidal
shape and a forcing amplitude of 20 N/m3 . The damping is specified as proportional
damping and equal to 0.05 times the sum of the mass and stiffness matrices. The
dynamic response is calculated using the implicit integration scheme in ABAQUS.
The Fourier transform of this time history is computed to find the modal amplitude.
Similarly, the model given in Eq. (6.6) is subjected to the same base excitation and
the modal amplitude of the same point is obtained using the time history obtained by
numerical integration for 500 seconds. A comparison of the two amplitudes is given
in Fig. 6.16. As can be observed from the Fig. 6.16 the response obtained from both
the single mode model and ABAQUS are qualitatively similar.

The single mode model consists of both quadratic and cubic nonlinearities and
can be analyzed analytically as well using the method of multiple time scales. A
similar system has been previously shown to exhibit response at both the excitation
frequency and twice the excitation frequency [25] for a single mode model. Such an
analysis would be useful for understanding some of the observed experimental results,
particularly for structure 1.

6.3

Summary and Discussion
This chapter presented some further investigations into various aspects of trans-

verse vibrations of hyperelastic plates. Two different designs of resonators developed
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Figure 6.16. The comparison of the two amplitudes of the example
structure obtained using the single mode model and using ABAQUS.

using the simple iterative method were fabricated using 3D printing and their linear
and nonlinear vibratory responses were experimentally explored. Good agreement was
observed for the linear predictions, particularly the values of the frequency ratios; for
the nonlinear response, 1:2 internal resonance and modal coupling was observed for
structure 2 between its second and third mode, as designed. A single mode model of
the transverse vibration of the hyperelastic plate was also developed and compared
with simulations done in ABAQUS. The results obtained from ABAQUS and the
single mode model are qualitatively similar and need to be further analyzed in an
attempt to explain some of the experimental observations.
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7. CONCLUSIONS AND FUTURE WORK
7.1

Conclusions
This thesis presents topology optimization techniques to design structures that

can serve as candidates for systems exhibiting internal resonances. Specific examples of multi-beam planar structures and hyperelastic structures undergoing planar
or transverse vibrations were considered. For the case of beam based resonators, a
hierarchical optimization method was developed which can be used to design candidate structures for different internal resonances. The specific case of 1:2 internal
resonance was considered in detail and the nonlinear responses of several candidate
structures were obtained. An enhanced objective function was also presented which
yields structures with some degree of vibration localization built into them making
for utilization as MEMS devices with easier sensing. The designed structures were
also analyzed for dimensional uncertainties and thus compared for their robustness.

For hyperelastic resonators undergoing planar (in-plane) vibrations, two topology
optimization techniques, namely the Method of Moving Asymptotes (MMA) and a
Simple Iterative Optimization Method were used to design candidate structures for
1:2 internal resonance. The Simple iterative method was instrumental in providing
topologies which are much easier to fabricate than the topologies provided by the
conventional techniques like MMA. The nonlinear responses of the candidate structures were analyzed, both geometric and material nonlinearities are considered and
the study of hyperelastic resonators allows for use of techniques like 3D printing to
produce meso-scale resonators. The work done for 1:2 internal resonance in in-plane
vibrations was extended to transverse vibrations of hyperelastic plates. Again the
two above mentioned optimization methods were used to design candidate structures.
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Different material models such as the Neo-Hookean and 2 parameter Mooney-Rivlin
material model were considered along with different strain measures such as those in
von Karman and Novozhilov plate theories. For the nonlinear response the saturation
phenomenon was also explored.

The design and analysis of in-plane vibrations of electrostrictive resonators for 1:2
parametric resonances was also carried out. Design using electrostrictive materials
has potential future applications for example, in the field of soft robotics. Finally,
some further experimental investigations were performed on hyperelastic resonators
undergoing transverse vibrations. Modal coupling and nonlinear energy transfer was
observed for one of the fabricated resonators. Some further attempts were made to
develop a single mode model which can shed light on simulation of the nonlinear
response of such resonators in finite element software ABAQUS.

7.2

Future Work
The research reported in this thesis can be enhanced in several aspects. For the

beam-based resonators, there is scope for analysis of structures undergoing 1:3 and
other higher internal resonances. Also, there is scope for a more thorough uncertainty
quantification and robustness analysis of the candidate structures. It will be also interesting to develop the techniques further for the optimization and design of multi
degree of freedom nonlinear systems.

For the design and analysis of in-plane and transverse vibrations of hyperelastic
resonators, the two improvements which can be of major value are development of
the multi-mode response methodology and the discussion of internal and combination resonances other than the 1:2 internal resonance. Most of the analysis done in
this thesis was done by assuming that the displacement field consists primarily of the
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two modes taking part in internal resonance. However, considering more than two
modes can give a more accurate picture of the structural response. Similarly, exploration of combination resonances and internal resonances other than 1:2 will allow
for more flexibility and richness in design of functionality into the structures. It was
assumed in chapter 4 that the hyperelastic material is incompressible however this
may not always be the case. There is a need to do analysis of nonlinear vibrations
of hyperelastic resonators without the assumptions of incompressibility. Uncertainty
quantification and robustness analysis needs to be carried out on hyperelastic resonators to understand the effects of fabrication processes. Also design of devices such
as energy harvesters and acoustic metamaterials can be explored using the topology
optimization techniques put forth in this thesis.

Much work can be done in design of electrostrictive devices. The unique excitation
mechanism of electrostriction can be exploited to develop interesting actuation and
sensing mechanisms. Analysis for principal parametric resonances for the first mode
can also be carried out. A systematic pursuit of a particular functionality other than
internal resonance, such as some particular mode shape and time period for some
actuation application may yield further interesting results. Also of much importance
is the need to extend the analysis for transverse vibrations.

More experiments need to be done to obtain the full picture of nonlinear dynamic
response of hyperelastic resonators with different boundary conditions. Having a large
body of carefully generated experimental data will go a long way in fine-tuning and
improving the design and analysis aspects of hyperelastic resonator design.
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