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CHAPTER 1 INTRODUCTION 
Aircraft flight control systems are traditionally designed based on linearized dynam­
ics and linear control methodologies with the fundamental assumption of small pertur­
bations from equilibrium flight conditions. This assumption neglects high order terms 
(nonlinearities) in system mathematics expression [1]. While the linear designs have been 
remarkably successful in the past, increasingly high performance of modern aircraft, usu­
ally associated with large flight envelop, high angle of attack, and large angular rates, 
has invalidated the fundamental assumption of small perturbations of linearization. In 
these cases the nonlinearity in the aircraft dynamics becomes so prominent that it can 
no longer be ignored. For most of the cases, linear control will work poorly or the sys­
tem can become unstable because the system nonlinearities cannot be compensated. In 
order to respond to these nonlinearities and achieve satisfactory flight performance and 
quality, a satisfactory nonlinear flight control system must take into account the inherent 
nonlinearity dictated by the law of physics. 
The nonlinear control problem is much more complex than the linecur one. During 
the past decades, significant advances have taken place in the area of nonlinear control. 
Unfortunately, many of the these developments are scattered in research publications and 
are understood by a select group of experts. Often, the original idezis and the motivations 
for pursuing a particular path are lost in a maze of mathematical formalism. So far, 
there is no universal technique for the analysis of nonlinear control systems because of 
the varieties of nonlinearities. 
Dynamic inversion [2] is a popular method for nonlinear flight control system design. 
2 
It is based on input-output feedback linearization techniques of canceling the nonlinear-
ities and replacing the dynamics by desired linear dynamics. The basic idea is to first 
transform a nonlinear system into a fully or partially linear system, and then use the 
well-known and powerful linear design techniques to complete the control design. This 
approach has been used to solve a number of practical nonlinear flight control problems. 
It applies to important clcisses of nonlinear systems, i.e: so-called input-state linearizable 
or minimum-phase systems, typically requires full state measurement. It is worth men­
tioning that this method is invalid once saturation, dead-zone or modeling uncertainties 
are present in the system. 
There are some situations in which abrupt changes in the system cause significant 
nonlinear behavior. A case of point is the propulsion-only flight control problem for an 
aircraft with complete hydraulic failure. Although aircraft control systems axe designed 
with extensive redundancy to ensure a low probability of failure, however, during recent 
years several aircrafts have experienced major flight control system failures, leaving 
engine thrust as the only usable control effector. In some of these emergency situations, 
the engines were used "open-loop" to maintain control of the flight path and bank 
angle of the airplane. A B-747 aircraft (Boeing Company, Seattle, Washington) lost 
its entire hydraulic system because of a pressure bulkhead failure [3]. It was flown 
for almost an hour using throttle control. But the crew were forced to leam by trial 
and error, and the plane eventually hit a mountain. Perhaps, the best known use of 
manual throttles-only control occurred in July, 1989, on United Airlines flight 232 [4]. 
At cruise condition, a DC-10 (McDonnell Douglas Aerospace, Long Beach, CA) suffered 
an uncontcuned tail engine failure that caused the loss of ail hydraulics. Under extremely 
difficult circumstances, the crew used wing engine throttles as the controls and was able 
to crash land at the Sioux City eiirport, Iowa, ajid over one-half of the people on-board 
were saved. A C-5A cargo airplane had a major structural failure that caused loss of 
all hydraulics to the tail [5, 6]. This airplane was flown for 1/2 hrs with the throttles. 
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but on a landing aicempt, the airplane hit the ground short of runway, broke up, and 
all aboard were killed in the resulting fire. In the majority of cases surveyed, due to 
the overload work of manual throttle control, major flight control system failures have 
resulted in crashes with a total of over 1200 fatalities [7, 8]. 
The challenge is to design an automatic engine-only thrust control (referred to as 
the propulsion-controlled aircraft (PCA system) as emergency backup flight control for 
aircraft when potentially disastrous flight control system failures do occur, and safely 
land an airplane with severely damaged or inoperative control surfaces. It concerns how 
an aircraft behaves under the control of only engine thrust. The use of appropriate 
modulation of engine thrust to stabilize the aircraft may be the only chance of survival 
for the people on-board. This is particularly true for military airplanes operating in a 
hostile environment. Many aircraft companies, commercial and military, regard this as 
an important research topic. 
The feeisibility and implementation of propulsion controlled system for emergence 
flight control when the conventional flight control system is inoperative has been es­
tablished by the propulsion controlled aircraft (PCA) program at the NASA Dryden 
Flight Research Center. Successful flight experiments have been conducted on F-1.5, 
MD-ll and C-17 airplanes using feedback throttle control system. In the flight test­
ing, some notable nonlinear behaviors have also been observed. These include engine 
dynamics, engine saturation, propulsion and airframe interaction, and strong dynamic 
cross-coupling. All these nonlinear phenomena are emiplified by the fact that the engine 
has very limited control authority on the attitude of the aircraft. Control laws based on 
dynamic inversion can easily become invalid because of control (thrust) saturation. 
It would appeax logical to expect that in these highly nonlinear situations, for both 
control of healthy high-performance aircraft and impaired aircraft with only differential 
thrust control, a nonlinear design of the control system may offer better performance. 
In this thesis, we offer some evidence that nonlinear designs Ccin indeed enhance the 
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performajice of the flight control systems, we shall apply both a recently developed non­
linear predictive control approach [9, 10] and a newly developed approximate nonlinear 
receding-horizon control technique [11] to nonlinear flight control system design for an 
F18 aircraft, especially comparison for propulsion controller (PCA) design and show 
that these methods are effective for an important class of problems in which dynamic 
inversion encounters difficulty. 
The nonlinear predictive control approach is developed based on minimization of 
local errors between the controlled variables and their desired values. One-stef>-ahead 
prediction of x{t + h) is obtained by expanding each component Xi{t + h) into an ith order 
Taylor series, where r,- is the relative degree of x,(f), and the approximation order N is 
always equal to one. It can incorporate nonlineaxities in the nonlinear controller design 
and it is effective, requiring no stringent conditions on the system other than the usuai 
smoothness conditions. Unfortunately, for the output tracking problem of non-minimum 
phase systems, this method is similar to feedback linearization, and thus is unable to 
provide satisfactory control for the aircraft. 
The newly developed closed-form approximate receding-horizon control laws for the 
class of continuous-time, afEne nonlinear system is based on a multi-step predictive con­
trol formulation. In the receding-horizon control strategy, at each time t and state x(Z), 
the open-loop solution u' for an optimal control problem over a finite horizon [i, t + T] 
is determined on-line. Then the current control u{t) is set to equal to u'{t). Con­
tinuing this process for all i > 0 gives a feedback control since u'{t) is dependent on 
x(i), so is u{t). The finite-horizon optimal control problem formulated is cis one with 
a quadratic performance index plus a terminal constraint x{t + T) = 0. Unfortunately, 
the heavy computation burden makes the implementation of the receding-horizon con­
trol unrealistic. In deriving a closed form approximate receding-horizon control law, 
the multi-step-ahead prediction of x{t + h) is obtained by expanding each component 
Xi{t+h) into an Taylor series, and the approximation order N is always greater thcin one. 
0 
The terminal condition x{t + T) = 0 must be added to ensure a sufficiently long control 
horizon achieved and a controllability condition must be satisfied to ensure the exis­
tence of the control law. The approximation function leads to a quadratic programming 
problerii (QPP), and the control law can be obtained explicitly. The output-tracking 
problem can be treated in a simileu: fashion, and a closed-form tracking control law can 
be constructed [12]. 
This thesis is intended to study the feasibility of nonlinear flight control system 
designs. The study includes the investigation of nonlinear engine dynamics, aerody­
namics, fight dynamics, control law development and verification using a high-fidelity 
six-degree-of-freedom nonlinear model for the FIS. Nonlinear predictive control tech­
nique and approximate nonlinear receding-horizon control have been applied to the de­
signs of normal flight control system and propulsion control system. In Chapter 2, a 
realistic nonlinear model of F18 aircraft is described, including all the basic aircraft 
mathematics models used for nonlinear flight control system design. In Chapter 3, we 
present some preliminary study by performing linearization analysis. A well-known lin­
ear control design approach (Linear Quadratic Regular Technique) is designed based on 
the linearized system. The newly developed nonlinear predictive control technique and 
approximate nonlinear receding-horizon control approach are introduced in Chapter 4. 
The application of the three control approaches for a healthy aircraft and the compari­
son of the performance of the linear and nonlinear control designs are given in Chapter 
5. A unhealthy aircraft flight control problem is studied in Chapter 6 where propulsion 
control aircraft is the focus. The extension of the approximate receding-horizon control 
technique to output tracking problem of non-minimum phase systems and the capabil­
ities of these controllers to stabilize nonlinear systems or track the desired output are 
demonstrated with the FIS model in Chapter 7. Chapter S concludes the study. 
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CHAPTER 2 AIRCRAFT MODEL 
This chapter describes a high-fidelity nonlinear F-18 aircraft model, including de­
tailed, full-envelope, nonlinear aerodynamics, fully-developed thrust and first-order en­
gine response data, and the six-degree-of-freedom nonlinear aircraft equations of motion. 
While this model was primarily developed for the NASA F18 HARV study, the availabil­
ity of such a model provides a common focus for FIS HARV research in control system 
design; it is also intended to be useful for a variety of controls system design. 
This model is a collection of modules, each performing a specific function. The 
primary modules are the aircraft actuator and surface command inputs, aircraft mass 
and geometry modeling, equation of motion, atmospheric model, aerodynamics, and 
propulsion system. Each major module is described in the following sections. Figure 2.1 
shows how the modules would be connected together with user synthesized control laws 
to form a complete system model. 
2.1 F18 Aircraft Description 
The F18 aircraft is an eill-day, high-performance, supersonic fighter. The complete 
configuration of the aircraft are shown in Figures 2.2, 2.3. It has a net weight of 36,000 
lb and a wing area of 400 A three-view of the aircraft including control surfaces and 
sign convention is shown in Figure 2.4. The aircraft geometry characteristics are given in 
Table 2.2. The aircraft primaxy flight control surfaces consist of horizontal stabilators, 
conventional ailerons and two vertical rudders. 
Block Diagram for the Whole System 
INPUT 
Thrasl 
Model 
Control 
Law 
Actuator 
Engine 
Dynamics 
Aircraft 
Model 
Aerodynamics 
Model 
Figure 2.1 Modular structure of the F-18 model 
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Figure 2.2 F18 aircraft configuration (1) 
Figure 2.3 F18 aircraft configuration (2) 
Rudder 
Stabilator Aileron 
Figure 2.4 Three view of control surfaces 
Table 2.1 Command input limits and sign conventions 
Command name Symbol Rate Limiter (deg) Saturations (deg) 
Stabilator <Se ±40 -24 ~ +10.5 
.\ileron 6a ±100 -25 ~ +45 
Rudder Sr ±82 -30 ~ +30 
Leading edge 6lef ±15 -3 ~ +33 
Trailing edge Stef ±18 —8 ~ +4.5 
Table 2.2 FlS aircraft model dimensions 
Attribute Symbol Value 
Weight Mass 36,000 lb 
Wing area S 400 
Wing span b 37.4 ft 
Mean chord c 11.52 ft 
Moments of inertia IXX 22789.08 slug//<2 
lyy 176809.20 slug///2 
191743.60 slug//f2 
Products 4= -2304.98 slug//f2 
Ax 0.1399 
Ay 0.0 
Az -0.4460 
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2.2 Engine Dynamics Model 
The F-IS aircraft is powered by two General Electric F404-GE^400 engines [13]. 
The F404-GE-400 engine is a 16,000-lb thrust class, low bypass, twin spool turbofan 
with after-burner. It incorporates a three-stage fan and a seven-stage high-pressure 
compressor, each driven by a single-stage turbine. During flight, power lever angle (PLA) 
ranges from 23.8° (flight idle) to 130° (full power with after-burner). Intermediate power 
(full, non-after-buming) occurs at 68° PLA. 
Because of the limited control authority of the engine thrust on the attitude of 
the aircraft, the control commands can easily cause the engines to operate at their 
limits at its upper-bound when engine is the only flight control effector. For instance, 
a large velocity perturbation may cause engine to saturate. Also, in low-speed landing 
approaches, the commanded engine thrust is close to idle. Disturbances caused by initial 
conditions could result in engine saturation at the lower bound. Being a low bandwidth 
system, the engines may also experience rate saturation, and this is compounded by the 
nonlinear aspect of the thrust response. 
Due to the execution time constraints, simple first-order engine dynamic model was 
used 
d PLA' [PLA-PLA') 
dt T ' 
where the time constant r is scheduled with respect to the output PLA', Mach number, 
and angle of attack. Note that because of these dependence, Eqn. (2.1) is a nonlinecir 
model. The engine gross thrust is computed by performing multidimensional, linear 
interpolations of tabular data over PLA', Mach number, altitude and angle of attack. 
The breakpoints of Mach munber and altitude are shown in Fig. 2.5. The real engine 
12 
40000.0 
30000.0 
G OOft  
• • 10,000 ft 
^—020,000 ft 
Q 20000.0 
10000.0 
0.5 1.0 
Max gross thrust tabular data 
Figure 2.5 Maximum gross thrust tabular data 
thrust is determined based on several quantities, including gross thrust, ram drag, nozzle 
pressure ratio and nozzle throat area. 
Breakpoints of PL A are flight idle, intermediate-rated power, minimum after-burner 
and maximum after-burner. An example plot of the gross thrust tabular data values 
appears in Figure 2.5. The plot symbols represent the table values of majcimimi gross 
thrust at different Mach nvimber and altitude conditions for the F404-GE-400 engine. 
Figure 2.6 shows the relation between PLA algorithm, controller synthesis and system 
dynajnics. A first-order time delay exists in the PLA system design. At each time 
instant, the PLA' will be the exact PLA input to aircraft dynamics. 
Figure 2.7 represents the overall schematic of the simple dynamic engine model. As 
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r = 0 Pu PLA PLA' 
PLAd 
Pd 
MC algorithm 
algorithm 
Controller 
Figure 2.6 Power lever angle system configuration 
illustrated, input parameters to the simple dynamic engine model are determined from 
the aircraft simulation flight condition and cockpit PLA position. Simple dynamics 
are introduced to engine parameters by shaping the PLA command. The values of 
FG, Frami Dint, Dnozi NPand .48 are determined by linearly interpolating the tabular 
da ta  wi th  re spec t  t o  a l t i tude ,  Mach  number ,  and  shaped  power  l eve r  ang le  {PLA' ) .  
The Figure 2.7 also illustrates how the simple dynamic engine model interfaces with 
the thrust vectoring performance model and control laws, giving out the relationship of 
PLA, Mach, altitude and resultant thrust. 
.Assume that the left and right propulsion are TL and Tfl. The total acting forces 
and moments produced by propulsive system on the aircraft are 
F'r  = {TL  +  TR)  cos  i fp  
< = 0 (2.2) 
Fi  =  {TL+ Tn)  s in  
I' = 0 
^ M' = 0 (2.3) 
AT'  =  {T l -TR)*L  
where tpp is engine install angle. 
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Figure 2.7 A schematic of the simple dynamic engine model 
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2.3 Aerodynamic Model 
This F-18 aircraft features a mid wing configuration with a wing-root leading-edge 
extension (LEX) that extends from the forward portion of the fuselage ajid blends into 
the wing. The aircraft primary flight control surfaces consist of horizontal stabilators 
which are capable of symmetric movement, conventional ailerons, and two vertical rud­
ders. The individual surface position limits, rate limits, and sign conventions for positive 
deflection are detailed in Table 2.4. 
It has aerodynamic coefficients defined over the entire operational flight envelop of 
the aircraft by tabulated data. The aerodynamic coefficients are computed by perform­
ing multidimensional table lookup and linear interpolation to form nonlinear function 
generators. The interpolation in general is dependent on the current Mach number, 
altitude, angle of attack, sideslip angle, angular rates, and control surface deflections. 
Thus, aerodynamics model consist of a detailed nonlinear model component build up 
based on look-up tables created from wind-tunnel data with minor adjustments based 
on flight data. The functional relation is as follows: 
CL = Clq(OC)  +  ^ CL(a ,S[^EF)  + AC£,(Q,^t£:F) + AC£,(a,^e) -t- ^[CLq{a)q  +  CLQ{ ,o t )a )  
CD = CDOCO) + ACo(a,^L£;F)+ACD(a, (Jtef) + AC£)(Q, (ye) + .AC£)(CL) 
CM = C'mo(a) + ACm(Q!, SIEF) + ACm(Q!, STEF) + ACm(a, SE) "t" ^{CMQ{OI)Q + CmoCa)") 
CY = CYO{A,P) + ACY{A,SCEF)+^CY{A,STEF) 
+ACy(a,tfa) -I-ACy(a,<5r) + + CvoCaJd) 
CL = C/o(a, /3) + AC/(a, SLEF) + ACi(a, STEF) 
+AC/,^(a, + ^ {Ciq{a)q  +  C/a(Q)d) 
Cn = Cno{o:, /3} -h ACn(a,S^EF) + AC„(a,STEF) 
+ACn,„(Q!,/3) -I- AC„,^(a, + ^(C„,(q)? -i- Cna(o)«) 
(2.4) 
where CL,  CDI Cm,  CY,  Ci ,  C„ define the coefficient of lift, drag, pitch moment, side force, 
roU moment and yaw moment. SLEF, ^TEF are the leading edge and trailing edge. S^tab 
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is the deflection of stabilizer. 
The aerodynamic forces (drag force A'd, lift Vlft and side force Zs) on an aircraft 
are created by its motion relative to the surrounding air. The three most important 
variables determining the aerodynamic forces and moments are a, f3 and The total 
aerodynamic forces (excluding propulsive forces Tl and 7r, ipp is engine install angle) 
are given 
F,  =  
Fy  =  
F. = 
—XD COS a cos (3 + Vtrr sin A — Zs cos A sin l3 
—XosmfS + Zs cos (3 
—XD sin A cos 0 — YIFT cos A — Zs sin A sin 
(2.5) 
(2.6) 
the resultant e.xternai forces(excluding propulsive forces TL and TR) are 
X = Fr — mg sin 0 
Y = Fy + mg cos 0 sin $ 
Z = F- + mg cos 0 cos $ 
The total aerodynamic moments are given 
L = \pv'^sbCL + FyAZ - F,AK 
M = ^PV-scCM^-F .^X-F^ \Z  
N  =  ^ p v ^ b s C ^ w  +  F r A Y  -  F y A X  
Thus, we can easily obtain the total external forces and moments acting on aircraft are 
(2.8) 
(2.7) 
Frt = f, + F; 
• Fyt = Fy + Fl, 
F.t = F^^FI  
L t  = L^-L '  
Mt  = M + M' 
Nt  = iV + iV 
(2.9) 
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2.4 Nonlinear Aircraft Dynamics 
la general, the standard six degrees of freedom (6D0F) equations of motion used 
for conventional aircraft control design and flight simulation can be obtained by the as­
sumptions of the flat-Earth and the rigid-body aircraft with longitude symmetric plane. 
These equations of motion are nonlinear, continuous, time-variant, first-order ordinary 
differential equations with twelve variables. The main variables are: 
1. the mass-center velocity components U, V'', W in the body-fixed axis 
2. the three Euler angles $,0, 'I' 
3. the angular velocity in the body-fixed ajcis P, Q, R 
4. the mass-center position components Xd, Yd, Zd in the Earth-fixed frame of refer­
ence and X, Y, Z in the NED frame 
5. the airspeed Vr and the relative airflow angles a, (3 
Usually, we take the coordinate system Fd{ox'y'z') eis an Earth-fixed frame of refer­
ence and the coordinate system Ft{oxyz) in the body axis as moving coordinate system 
with the aircraft. The coordinate transfer matrix (rotation matrix) from Fu to Ft is: 
cos 0 cos $ cos 0 sin $ — sin0 
Ttd = sin $sin0cos^ — cos^sin sin $ sin 0 sin -h cos $ cos sin$cos0 (2.10) 
cos $ sin 0 cos $ -F sin $ sin ^ cos $ sin 0 sin 4* — sin $ cos ^  cos $ cos 0 
2.4.1 Translatioa Equations of Motion (the force equations) 
The basic force equations are: 
F^ = m{[I + QW-RV) 
F y  =  m { V  +  R U - P W )  
F ,  =  m i W  +  P V - Q U )  
(2.11) 
IS 
With the aerodynamic force«?(including propulsive forces) denoted by(F^, Fy, F.). the 
resultant external forces are: 
X = Fx — mg sin 0 
Y = Fy + mg cos 0 sin $ (-• i'-) 
Z = F. + mg cos 0 cos $ 
Thus, we can easily obtain the following translation equations of motion defined in the 
aircraft body frame: 
U = RV — QW — gs'inQ + Fx/m 
V =  —  R U  +  P W  +  g s ' m ^  c o s  Q  +  F y / m  
W = QU — PV + gcos^cosQ + F;/m 
The transformation from the aircraft body-axes to the wind-axes are given as follows: 
V = [—Z?cos/3 + y'sin/J-l-
XT cos a cos /? -h Vr sin /? -h ZT sin a cos /3 
—mg{s'm 0 cos q cos (3 — cos 0 sin ^ sin — cos 0 cos $ sin a cos /?)]/m 
Q = [—L + ZT cos A — XT sin A 
+mg{cosQ cos 'P cos a -|- sin 0 sin q)]/( Vm cos/?) (2-14) 
q — tanj3{P cos Q. -|- rsina) 
= [D sin ^  -1- Y cos /? — XT cos ajS + YT cos j3 — ZT sin q/3 
mg{sin 0 cos a sin 13 -F cos 0 sin ^ cos — cos 0 cos 'I' sin a sin /3)\fVm 
sin a — r cos a 
2.4.2 Rotational Equations of Motion (the moment equations) 
The basic moment equations based on zingular momentum h of the airplajie are 
L = hx + Qhz — Rhy 
M = hy + Rhx — Phz 
N  = Aj -h P h y  —  Q h x  
(2.15) 
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where hr-,hy,h. are the scalar components of h. 
moment equation is 
^xy txz 
Ixy  ^yy  
-4= -ly, h: 
and /j; are 
P L  
Q = M 
R N 
(2.16) 
where 
L =  L'  +  {L . ,_ - Iyy )QR^Iy , {R^-Q ' ' ) - ^ I ryPR- IxzPQ 
M =  M'  +  [ I^^ - I , , )RP +  [UP' ' -R^ )  +  Iy :QP- ixyQR (2-17)  
note that L,  M and N are the total resultant moments about the body fixed frame X, 
Y and Z axis, L', M' and iV are moments produced by propulsive system. 
The above equations can be transfered into the following form: 
P Ixx  Ixy  ^xz  
-I 
L 
Q = ^xy  ^yy  ~^yz  M 
R  - Ix :  1 
1 N 
(2.18) 
where the L, M and N are total resultant external moments acting on the aircraft. The 
Vciriables P, Q and R are pitch, yaw and roll angular velocity defined relative to the 
body-fixed frame. 
Finally, the moment equations of motion are 
P =  AqRQ 4* A\PQ +  A2L +  A3N 
Q =  AiPR-A5{P^-R ' ' )+AeM 
R  =  A7PQ — RQ +  A3L +  AsN 
(2-19) 
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with the following setting 
Ao 
•41 
.42 
.43 
A-t 
As 
Ae 
.4r 
.48 
(luu~lsi 
l l xx— lvu ' i ' l v s ) l x i  
~  Uxjz z - i ^ ,  
_ 
/xx^js~^xs 
Jxi_ 
UxUz- I i x  
Liizht. 
lyy 
Ls. 
lyy 
(2.20) 
_ _i_ 
lyy 
I xx l z t - l ^ z  
I xx l z z - l l z  
(2). If x-a.xis, z-a.xis are in the pletne of symmetry xz, y-axis is perpendicular to the 
xz plane and is a principal axis of inertia, i.e: the products of inertia = 0, 4, = 0, 
the simplified equation is 
I xxP  -  IxzR  =  L  
^yyQ = M (2.21) 
where 
L 
M 
N 
Further, we get 
P 
Q 
R 
- I r zP  +  IzzR  = N 
L '  +  { I , , - I yy )QR-[r .PQ 
M'  +  (4 ,  -  h , )RP +  4=(P2  -  R^)  
+ {lyy - ^zz)RP + hzRQ 
~ { lyyL  "I" t r ! /M) f { Ixx Iyy  /^j/) 
=  { I^M +  IryL) / { I„Iyy - I ^ )  
=  N/ Iyy  
(2.22) 
(2.23) 
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2.4.3 The Kinematic Equations 
From the b?^ic kinfTiatic eqns: 
P =  $ — sin 0 
Q = 0 cos $ +'i'cos 0 sin $ (2.24) 
R = ^ cos 0 cos 'I' — 0 sin $ 
we may derive the following attitude angle equations: 
$ = P + tan0(Qsin<& + ftcos$) 
^ 0 = Qcos$ —/2sin$ (2.25) 
^ = (^ sin $ +/?cos $) sec 0 
2.4.4 The Navigation Equations (flight path equations) 
Obviously, we have the following relationship between the mass-center position com­
ponents Xj, Yd, Zd and the mass-center velocity components Ud-, Vd, Wd in the Earth-fixed 
frame of reference 
Ud U 
Yd = Vd = Tdt(^,G,^) K (2.26) 
Zd Wd W 
where Tdt = TjJ is the coordinate transfer matrix from Ft to Fd^ The further expansion 
relative to the above equations by substituting the matrix Tdt from Eqn.(2.10), we can 
transfer the equations into scalar form 
( Xd = U cosGcos® -I- V^(—cos^sin -l-sin$sin0cos^) l'F(sin $ sin 4-cos $ sin 0 cos ^ ) 
Yd = U cos 0 sin + V(cos$cos$ -1-sin $ sin 0 sin 4^) + VF(—sin$cos^ + cos $ sin 0 sin ^) 
ZD = —U sin 0 4- V sin $ cos Q-\-W cos $ cos 0 
(2.27) 
The transformation from the Earth-fixed frame to the NED frame is 
XNED = 
' y^ED = 
ZNED = 
2.4.5 The Relationship Among a, (3 i 
X,  
Yh (2.28) 
-Z ,  
id True Airspeed Vr 
V'r = + (2.29) 
where VTX , Vpy and Vr- are the airspeed components in the body-fixed axis. Thus, 
(2.30) Q = arctan (Vti/Vtx) 
0 = arcsin (Vti/Vt) 
where a is angle of attack and (3 is sideslip angle. 
2.4.6 Inclusion of Wind 
The velocity of the aircraft's c.g with respect to air, Vr, and the velocity of the 
aircraft's c.g with respect to the Earth-fixed frame, Vj, are related by 
where W is wind speed. 
The scalar form is: 
VT = Vd- vv 
VTX = U--Wr  
=  V-
-w.  
V t z  = w -W:  
(2.31) 
(2.32) 
where U, V, W are the c.g velocity components of the aircraft in the body fixed axis. 
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Wr, Wy, W; are the wind components in the body fixed axis. They can be obtained 
from the wind components Wdxi ^dyi ^Vdz in the Earth-fixed frame: 
VV, 
W. 
Wu, 
Wj ,  
(2.33) 
In summary, the nonlinear equations of motion (2.13), (2.19), (2.25), (2.27) con­
sist of the general si.K-degree-of-freedom equations representing the flight dynamics of a 
rigid aircraft flying in a stationary atmosphere over a flat, non-rotating Earth. These 
equations are defined on body-fixed axis. 
The atmospheric data model is based on tables from the U.S. Standard Atmo-
sphere(1962). This model calculates values for speed of sound, acceleration due to 
gravity, air density, viscosity, and ambient static pressure and temperature. These val­
ues are calculated based on altitude. The tabular data is organized on evenly spaced 
breakpoints between 0 and 90 km. Linear interpolation is used between table values for 
altitudes in this range; the extreme values are used for altitudes outside the range. 
2.5 Longitudinal Aircraft Dynamics 
In this section, we will limit our study to longitudinal motion ajid study the lon­
gitudinal aircraft dynamics. The corresponding equations of motion will be given eis 
well. 
In longitudinal motion, the aircraft flight is limited to two-dimensions in the vertical 
plane (symmetric plane xz). By setting all lateral parameters (/?, K, P, 0, $, V) 
equal to zero, the original six-degrees-of-freedom equations of motion axe reduced to the 
simplified three-degree-of-freedom equations of motion for longitudinal motion. Equa­
tions of motion are still nonlinear, continuous, time-variant, first-order ordinaxy differ­
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ential equations, consist of six nonlinear differential equations with six state variables. 
The state variables are: the mass-center airspeed V, angle of attack a, pitch rate q in 
the body-fixed axis, pitch angle &, and the mass-center position coordinates </, s in an 
Earth-fixed frame of reference. The equations of motion are defined in the stability axis 
cis follows 
V = (—D +  Tcosa  — mgs in (0  — a ) ) /m  (2.34) 
Q =  (—L — Ts ina- i -mgcos (d  — a} ) / (mV)- t -q  (2.35) 
0  =  q  (2 .36)  
q  =  {M + T^Z)fIyy (2..37) 
1 = Vsin(0-Q) (2.38) 
d = Vcos(fl-a) (2.39) 
where the aerodynamic forces and moment are denoted by D and M. They rep­
resent lift, drag and pitch moment, respectively, and are functions of ajigle of attack, 
Mach number, altitude, control surface deflections, pitch rate and some other param­
eters. Through a vertical displacement As between the center of the aircraft gravity 
and the line of thrust, the engine thrust also contributes to the pitch moment. The 
two available controls are elevator deflection and engine throttle PLA. The complete 
system equations are Eqns. (2.34-2.39) plus the engine dynamics Eqn. (2.1). 
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CHAPTER 3 LINEAR ANALYSIS 
In this chapter, we will study the characteristics of the linearized aircraft dynamics 
as the basis for the future nonlinear control system design. A realistic FIS aircraft model 
is considered consistently through our study for both linear and nonlinear flight control 
system designs. 
The control problem is to design a control law u{ t )  =  f {x ,  t )  for all t > 0 such that for 
an arbitrary initial conditions of the system(2.13) ~ (2.19), the system output will track 
some desired values. Since the linear control problem faces the linear dynamics, there 
are many methods that can be used to the problem of this class. In this thesis, we choose 
both linear quadratic regular (LQR) method and pole placement method. However the 
nonlinear control problem faces the nonlinear dynamics, there are no universal methods 
can be used so far. Undoubtedly, nonlineax control problem is much more complex than 
linear one. But, linear problem can give us some insight about nonlinear flight control 
system design. 
3.1 Steady-State Trim Condition 
A steady-state trim condition is ein equilibrium flight condition where the motion 
variables in the equations of motion are constant or zero. This requires the solution of a 
set of nonlinear equations to obtain the trim values of the state and control vectors that 
satisfy these equations. Since the very complex functional dependence of the aerody­
namic data, this can not be done analytically. A numerical aJgorithm is needed, which 
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iteratively adjusts the independent variables until some solution criterion is met. The 
solution will be approximated but can be made arbitrarily close to the exact solution by 
tightening up the criterion. In some cases, equilibrium points are not unique. 
The F18 aircraft is trimmed at the straight-and-level condition for two cases. The first 
case we consider is the steady-state straight and level flight at an altitude 10,000 feet and 
Mach number is 0.5 with zero flight path angle. To see the role control play in stabilizing 
an airplane, we need to fix or to change the equilibrium condition (speed of angle of 
climb). An adequate control must be powerful enough to produce the whole range of 
equilibrium states of which the airplane is capable from a performance standpoint to 
another. So, as comparison, the second case we consider is the steady-state straight and 
level flight at a altitude 35,000 feet and Mach number equals to 0.7 with zero flight path 
angle. 
Let the system equations (2.34)-(2.38) be 
x  =  f{x ,u )  (3.1) 
where x  =  {V\a^9 ,q ,  z ) ^  and u  = {Se ,  PLA)^ .  V  represents the mass-center airspeed, 
Q represents angle of attack, 6 represents pitch angle, q represents pitch rate in the 
body-fixed axis. And, the two control commands are the elevator deflection angle and 
eng ine  th ro t t l e  PLA.  
Supposed that the aircraft flies at straight and level condition with zero flight path 
angle at the given altitude and Mach number. It satisfies the equilibrium conditions 
where the right hand sides of Eqns. (2.34-2.38) are zero, i.e: S/(x,u) = 0, and the 
angle of attack a equals to pitch angle 0, pitch rate q equals to zero. By solving the 
above equations, the steady-state solutions including airspeed V, angle of attack a, pitch 
ang le  0  can  be  ob ta ined .  Also ,  t he  con t ro l  commands  inc lud ing  eng ine  th ro t t l e  PLA 
and elevator deflection angle Se can be derived. We use two methods to derive the trim 
conditions. 
27 
Nonl inear  So lver  
From the general computer build-in solver, aJgorithm is given by the Gauss-Newton 
method with a mixed quadratic and cubic line search procedure F{X) = 0 
S imple  I t e ra t ion  
For some cases, simple subsequent substitution are iteration. Iteration method are 
adequate to find the trim point. Consider 
Tcos{a  +ipp)  -  qs{Cd  +CdOi  +  C^ 'Se )d  =  0 
' rsin(a-hVp)+g5(C„-t-C°a-FC,H)^ = 0 (3.2) 
—TAz + qsbA^Cm + -h C^8t) = 0 
where T is throttle vector, is engine install angle, Sg  is elevator deflection angle, o t  
is angle of attack, 6 is pitch angle. As is a vertical displacement between the center 
of the aircraft gravity and the line of thrust. The aerodynamic lift, drag and pitch 
moment coefficients are C(i,CjQ, Cy,Cy^Cy' and s is wing area and 
q  is dynamics pressure. 
The transformation of the above equations are 
Q =  {mgcosQ — Ts 'm{a  +  ipp) ) fqs  — Cy) /C°  (3.3) 
T = (qsCo + sin©)/COS(Q + (^p) (3.4) 
5, = {TAzlqsbA-Cm)ICf^ (3.5) 
Choose the initial guess qq, TQ eind SEO, we first solve qi from the eqn (3.3), substitute 
Qi into eqn (3.4) for Ti and substitute Ti into eqn (3.5) for (Jei- Then repeat the process 
until convergence is achieved. 
According to our experience, the iteration order is a very important factor to maJce 
the iteration converge. The cxirrent order from a P 5:. Is found to be the most 
efficient order. 
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The trim conditions corresponding to altitude 10,000 feet and Mach 0.5 case are 
Vtr im = 551.57 i f t / s ec ) ,a t r im  = 3.39 {deg) ,9 t r im  = a  (3.6) 
and control inputs 
S.trim = -0.2413 ( d e g ) ,  PLAtrim = 33(^e^) (3.7) 
And, the trim conditions corresponding to altitude 35,000 feet and Mach number 0.7 
case are 
Vtrim = 677.65 { f t / sec ) ,a t r {m = 4.56 {deg) ,6 t r im  =  a  (3.8) 
and control inputs 
= -0.7802 i deg) ,  Zr im  =  42{deg)  (3.9) 
Table 3.1 gives a summary of the F18 trim conditions at the different flight conditions. 
From the table, we see that at the same altitude level the engine thrust will increase 
dramatically with the increase of the speed while keeping the zero flight path angle. For 
the same value of Mach number, the engine thrust will decrease with the increase of the 
Mach number. As a result, the angle of attack will correspondingly decrease to trim the 
aircraft and keep it at the same altitude. The elevator deflection has the opposite trend, 
with the increase of elevator deflection for the increase of Mach number. 
Table 3.1 Trim data for F18 model at 10,000 ft altitude 
Mach Airspeed(ft/sec) Thrust(lb) Angle of attack(deg) Elevator(deg) 
0.20 220.63 14151.1986 24.6144 -5.7864 
0.25 275.78 9243.1793 15.2999 -2.4052 
0.30 330.94 6043.3663 10.2297 -1.7254 
0.35 386.07 4157.1417 7.3555 -0.9731 
0.40 441.25 3360.3070 5.5433 -0.5082 
0.45 496.41 3136.1287 4.3008 -0.3912 
0.50 551.57 3122.6774 3.4040 -0.2454 
0.55 606.72 3551.8124 2.7292 -0.0153 
0.60 661.88 4179.4634 2.2313 0.1549 
0.70 772.19 5393.0799 1.5085 0.6396 
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Figure 3.1 Power curve for the FIS model 
Figure 3.1 shows the throttle setting plotted against airspeed. There exists the 
minimum of the power-required curve. If the aircraft is operating on the right side of 
the power curve, opening the throttle produces an increase in speed, while on the left 
side of the power curve, opening the throttle produces an increase in altitude, not a 
increase in speed. 
3.2 Linearization of the Equations of Motion 
As shown in chapter 2, the equations of motion have the nonlinear form 
x  =  f (x ,u )  (3.10) 
Under the small perturbation asstmiption from the steady-state condition Xg and 
we may derive a set of linear constant-coefficient state equations. This is done by per­
turbing the state and control variables from the steady-state condition, and numerically 
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evaluating the partial derivatives in the Jacobian matrices. The Jacobian matrices may 
be determined for any steady-state flight condition. 
Expand the nonlinear state equations (2.34)-(2.38) in a Taylor series about the trim 
point(xe,Ue) and keep only the first-order terms. The perturbations in the state and 
control vectors will satisfy the following linearized equations 
5x i  aZL dx i  iA  .  0X2 . M. dXn  Sx i  £6. dui ^ . 0U2 . iZL dXm Sui 
Sxo  
= 
dh  
dx\ IL  . 3x2 
ah  
OXn 5x2 
+ 
ah  
dui 
dh  
dU2 
. 9h  
dx jn  5U2 
Sx'n din dx i  
dh. . 
0X2  . ^ Oxn SXn  
din 
dui 
din 
dU2 
ain 
dum 
3 
<-
o 
•
 
(3.11) 
The linearized dynamics about such a trim point(xe, Ue) are written in a compact 
form 
8x  =  A5x- \ -B5u  (3.12) 
where A = d f fdx  and B — d f  jdu  are evaluated at (uei Ue)i 5x  = X—Xe, and Su  = w —Uj-
Obviously, for a given flight condition, the coefficient matrices are time-invariant, 
and the resulting state equations are linear and time-invariant. 
Stability of the linearized system means stability of the original nonlinear system in 
a small region axound the trim point, ajid instability of the linearized system indicate 
instability of the nonlinear system. 
3.3 Open-Loop System Characteristics 
As  mentioned before, two steady-state longitudinal flight cases axe studied in this 
thesis. The variables involved in the longitudineil equations are airspeed v, angle of 
attack Q, pitch angle 0, pitch rate q and altitude h. The Jacobian A and B matrices are 
determined numerically by central differences. For Mach 0.5 and an altitude of 10,000 
feet, the A and B are as follows: 
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.4 = 
-5.6981E-4 
-2.1649E-5 
0 
-1.7297E-4 
0 
1.4906£'+ 1 
-1.0076E + 0 
0 
-3.5226E + 0 
-5.5157E + 2 
-3.2144E+ 1 
0 
0 
0 
5.5157E+ 1 
6 .Q767E -  2 
9.9086E - 1 
l.OOOOE + 0 
-4.1341E'- 1 
0 
-2.6125E - 6 
-4.1579E-8 
0 
-2.4675E - 7 
(3.13) 
B =  
8.9234E -  4 
-3.9348E - 8 
0 
-2 .5225E -  6 
0 
1.3869£: - 2 
-3.3169E - 3 
0 
-1.6087E - 1 
0 
(3.14) 
It is straightforward to verify that the aircraft is not stable at this condition. In fact, 
the eigenvalues of system (3.13) axe: 
Ai,2 = -0.7107 ±;1.S449 
A3 = —0.0285 
A4 = 0.0283 
As = 0.0000279 
(3.15) 
where Ai,2 represent the short-period heavily dajnped mode which is stable. A3 and A4 
represent the long-period lightly damped mode called phugoid which is unstable. A5 is 
corresponding to altitude mode which is unstable. 
The instability means that if internal or external disturbances are presented in the 
system, the flight trajectories will diverge from the trim conditions due to the fact 
that there exist positive eigenvalues located in the right half of the complex plane. 
Consequently, to maintain the trim condition, feedback control law is needed. Therefore, 
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we will take the problem of stabilizing the aircraft at this condition to test linear and 
nonlinear control law designs. 
The same problem exists for the Mach 0.7 case. The longitudinal Jacobian matrices 
for the FIS model at Mach 0.7 and altitude 35,000 feet are 
.4 = 
-2.9153E - 4 
-2MnE - 5 
0 
-2.2722E - 5 
0 
-1.8333iE:+ 1 
-6.2163£'- i 
0 
-2.5857E + 0 
—6.7765£' -f- 2 
-3.2144E+ 1 
0 
0 
0 
6.7765E+2 
-1.4055E-2 
9.9585£; - 1 
l.OOOOE + O 
-2.4547£: - 1 
0 
B =  
4.9234^ - 4 
-9.9348£; - 8 
0 
-2 .0225E -  06 
0 
1.4869£: - 2 
-3.6169E - 3 
0 
-1.6987E - 1 
0 
2.8593E-8 
8.4389E- 9 
0 
-7.0875E-8 
0 
(3.16) 
(3.17) 
The open-loop system has the eigenvalues 
Ai,2 = -0.43388 ± 1.5933f 
< A3.4 = 0.00016768 ± 0.024998» (3.18) 
As = 0.000032975 
where Ai,2 represent the short-period heavily damped mode which is stable. A3 and A4 
represent the long-period lightly damped mode called phugoid which is unstable. A5 
is corresponding to altitude mode which is unstable. It can be seen again that there 
exist unstable eigenvalues. It shows that the system is open-loop unstable. This means 
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that the trajectory will diverge from the trim condition if any initial perturbation exists. 
Consequently, closed-loop stabilization is needed as well. 
3.4 The Internal Dynamics of Linearized Systems 
By testing the controllability matrix for Mach = 0.5 case, we know that the original 
system is controllable, so the application of appropriate control system design technique 
will stabilize this system. It's very interesting to know that if we further transfer this 
system into Jordan form, we get 
-0.7107 1.8449 0.0000 0.0000 -0.00007 -0.04051 
-1.8449 -0.7107 0.0000 0.0000 0.00018 0.11595 B = 
0.0000 0.0000 0.0281 0.0000 -0.01373 -3.76792 
0.0000 0.0000 0.0000 -0.0283 -0.00184 3.78688 
In matrix B,  the coefficient corresponding to engine throttles PLA axe relatively 
smaller, especially the first two modes. This means that engine throttle has very little 
influence on the control of the first two modes in the corresponding equations. Fur­
thermore, if we choose any arbitrary two state variables, for example, V and a as the 
outputs, we will always get at lease one positive zero located in the right half of the 
complex plane. This indicates that the system is a non-minimum phase system. In 
other words, the internal dynamics of the system are unstable [14]. While the internal 
dynamics of a system are stable, the system can be stabilized by simply driving the 
outputs to zero. Otherwise, if the system internal dynamics are not stable, whatever 
vcuriables we choose as the outputs, we cannot stabilize the system by only controlling 
the outputs. This makes control system design more challenging. 
In the cinalysis of nonlinear systems, internal dynamics are also referred to as zero-
dynamics [14]. The zero-dynamics are defined to be the internal dynamics of the system 
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when the system outputs are kept at zero by the control. Zero dynamics do not depend 
on the choice of control law or the desired trajectories. For linear time-invariant system, 
the zero dynamics stability is determined by the zeros of the transfer functions. If all the 
zeros are in the left half of the complex plane, the zero dynamics are stable. Otherwise, 
the zero dynamics are unstable. The stability of the zero dynamics of the linearized 
system means stability of the zero dynamics of the corresponding nonlinear system nezu: 
the trim point. Similarly, instability of zero dynamics of the linearized system signifies 
instability of zero dynamics of the nonlinear system [14]. 
3.5 Numerical Solution of the State Equations 
To simulate the flight using the aircraft model, we need to solve the nonlinear differ­
ential equations that govern the motion. These nonlineaj equations of motion depend 
on the experimental data, and are subjected to arbitrary input signals. Thus, unlike 
linear ones, nonlinear equations cannot be solved analytically. The powerful mathe­
matical tools like Laplace and Fourier transform do not apply to nonlinear system, and 
numerical methods must be used to calculate an aircraft trajectory. 
The numerical method here means the numerical integration algorithm for solu­
tion of ordinary differential equations (ODE). For the continuous state equations. This 
technique is an initial-value problem. A powerful known aigorithm of solving the initial-
vaJue problem is Runge-Kutta algorithms. We apply this technique to the FlS model. 
Nonlinear dynamics are numericaily integrated in time to obtain the time histories of 
state variables. The integration aJgorithm used here is the fourth-order Runge-Kutta 
algorithm. 
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CHAPTER 4 CONTROL LAW DEVELOPMENT 
In this chapter, a traditional linear quadratic regulator design (LQR), a conventional 
nonlinear dynamics inverse technique and the two newly developed nonlinear control 
methods, a predictive control approach and an approximate nonlinear receding-horizon 
control technique, are presented. The concepts extended to the output tracking control 
problem for non-minimum phase system will be discussed in Chapter 7. A closed-form 
tracking control law is obtained in a similar fashion. The comparisons of controller 
performance for healthy FlS aircraft model and unhealthy FlS aircraft model will be 
given in the Chapter 5 and 6. 
A well-known powerful control system design method for linear, time-invariant sys­
tem is the LQR approach[l]. Here, we briefly review the procedure for two reasons. First 
of all, it results in a full-state feedback control law which can be compared with the non­
linear predictive control law ajid receding-horizontal control law to be introduced later. 
Secondly, both the nonlinear predictive control law and receding-horizontal control law 
bear strong similarity with the LQR control law. 
To stabilize the lineax system (3.12) at the origin, a performajice index 
is minimized , subject to (3.12) and a given initial condition (fx(0). The Q matrix is 
positive semidefinite, zmd R matrix positive definite. Suppose that the system (3.12) is 
4.1 Linear Quadratic Regulator (LQR) Design 
(4.1) 
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controllable, the unique optimal control law is then given by 
Su  =  (4.2) 
where /v is the positive definite solution of the algebraic fliccati equation (ARE) 
-KA-A '^K  +  KBR-^B '^ -Q =  0  (4.3) 
The controllability guarantees that the ARE has a unique positive solution, thus the 
control law (4.2) is well defined. Under this control law, the stability of the closed-loop 
system 
S i  = (.4 - BR-^B '^K)Sx  (4.4) 
is ensured. The applied control to the nonlinear system is then 
U = UTRIM + SU (4.5) 
4.2 Dynamics Inversion Control Design 
The first objective of this section is to briefly review the concept and methodology 
of dynamics inversion, and to yield insights about the tracking control of non-minimum 
pha^e systems. .Another objective, we want to offer the comparison between dynamics 
inversion and the methods presented in this thesis. 
General nonlinear system has the form 
X =  f i x ,u )  (4.6) 
y  =  cx  (4.7) 
where x is n x 1 state vector, u is m x 1 control vector, y is / x 1 output vector, and c is 
Ixn constant matrix. .Augmenting the system dynamics with derivatives of approximate 
control inputs, a transformation of eqns 4.6 and 4.7 can be made into the linear analytic 
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form 
X  = .4(x) + B { x ) u  
y  =  C { x )  
(4.8) 
(4.9) 
where A(x) is n x 1 vector, B [ x )  is n x m matrix, C { x )  is m x 1 vector. 
The inverse of dynamics of 4.8 and 4.9 are constructed by differentiating the individ­
ual elements of y a sufficient number of times until a term containing a u appears [2]. 
Since only m outputs can be controlled independently with m inputs, it will be cissumed 
that dim{y) = dim{u) — m. The fcth-order differentiation operator is defined £'^(.)i 
such that, 
= 
L\[x )  =  X 
A ix )  (4.10) 
(4.11) 
Using this notation to differentiate the ith component of y yield 
i/i = CiX = C,.4(x) + CiB{x)u = CiL]n{x) 
5, = Cii = Ci[Aii(x)].4(x) + C,[A£;,(l)]B(x)a = CiLUx)  
= GxWI = C,[AiJ-'(x)].4(l) + C,[i£j-'(x)]B(x)t, 
(4.12) 
where di is the order of the derivative of j/,- necessary to ensure that, 
Ci  B{x )  ^  0 (4.13) 
After differentiating the m elements of y, the output dynamics can be represented as 
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yW = 
(t'l) y \  
lAi) y i  
(4.14) 
Ci£l'(x) 
C2^J(x) 
CmL' j r i x )  
+ B{x)u  
Using the notation of Singh and Rugh and Freund(1973) let, 
A-{x )  =  Ci iL ' ^ i x ) ]  
BUx)  = C, B(x) 
(4.15) 
(4.16) 
This allows 4.14 to be written in more compact notation as 
= .4"(x) + B'{x )u  (4.17) 
A sufficient condition for the existence of an inverse system model to 4.8 and 4.9 is that 
B' in 4.17 be non-singular. If this is the case, then the inverse system model takes the 
form, 
X = [A(x) — B{x)F{x ) ]  +  B{x)G{x)v  
u  =  —F{x)  +  G{x)v  
where v  = is the input to the inverse system, u is its output and 
G = [B-(x)]-' 
F = (S-(i)l-'A-(x) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
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Applying the control law 
u  =  —F{x)  +  G{x)u  (4.22) 
to the original system of 4.8 and 4.9 constitute the dynamic inversion control technique. 
The dynamics inversion results in unbounded internal dynamics for non-minimum 
phase nonlinear system. Thus, the control law 4.22 cannot be applied to non-minimum 
phase nonlinear systems because they cannot be inverted. This is a generation of the 
linear result that the inverse of the transfer function of a non-minimum phase linear 
system is unstable. Therefore, for such systems, we cannot expect to design control law 
to achieve perfect or asymptotic convergent tracking errors. Instead, it is desired to find 
controllers which lead to small tracking errors for the desired trajectories of interest. 
4.3 Nonlinear Predictive Control Design 
For the convenience of the reader, a brief review on the nonlinear predictive control 
design method is given here. For more complete and rigorous derivations and discussions, 
see Lu [9, 10]. 
Suppose that the nonlinear dynamic system equations have the form 
where xi 6 6 and n i+n2  =  n .  Here = (xfjXj) € is the state vector 
of the system, u £ U C is the control vector, where U is a compact bounded set in 
/T". B2{X) is continuous and none of its rows are zeros. The function fi is and /a 
is C^. Equations (4.23) usually represent the kinematics in the system and Equations 
(4 .24)  r ep resen t  t he  dynamics .  Suppose  tha t  a  re fe rence  t r a j ec to ry  s{ t )  €  R^ . , t  €  [ to , t f ]  
is given. It is cissiuned that s(t) satisfies the state equations (4.23) and (4.24) with 
some reference control u'{t) 6 U, although u'{t) need not be known explicitly. We may 
x'l = /i(x) 
x-i = f 2{x )  +  B2{x)u  
(4.23) 
(4.24) 
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paxtition the reference trajectory by s{ t )  =  with si € and S2  € 
Suppose that at t  € { to^ t j ) ,  x(f) is known. Consider the system response at x{ t  +  h) ,  
where /i > 0 is a time increment. Expanding Xi{t + h) in a. second-order Taylor series 
expans ion  and  X2{ t  +  h)  in  a .  f i r s t -o rde r  expans ion ,  we  have  the  p red ic ted  s t a t e  a t  t  +  h  
as  a  func t ion  o f  the  cu r ren t  con t ro l  u( t )  
x i { t  +  h)  x i { t )  +  h f i {x )  +—[Fi i f i {x )  +  Fi2 f2{^ )F i2B2{x)u{ t ) ]  (4.25) 
X2{t + h) w X2{t) + h[f2{x) + B2{x)u{t)] (4.26) 
where Fu = d f i /dx i  and F12 = d f i ldx2  are the Jacobian matrices of f i {x ) .  To find 
the control u(i) so that x(t) tracks s(t), we define the following performance index of 
minimization, which is a quadratic function in u(t) 
J = ~e^(f h)Qiei{t h) —e^(f -1- h)h'^Q2t2{t -f- /i) H- —u^h^Ru{t) (4.27) 
where e i { t  +  h)  =  x i { t - \ -h )  — s i { t  +  h)  and e2{ t  + k )  = X2{ t  + h)  — S2{ t  + h) ,  Q i ,  Q2  and R 
are positive semidefinite square matrices of the appropriate dimensions. The reference 
states si(t -f h) and S2{t -I- h) are further approximated by 
.. 
s i { t  +  h)  =  Si{ t )  +  hs i { t )—Si{ t )  (4.28) 
S2{th) = ^2(0 "I" ^^2(0 (4.29) 
The performance index J is a quadratic function in u  when x i { t  +  h)  and X2{ t  -h h)  
are approximated by equations (4.25) and (4.26). Solving for u{t) that minimize J by 
setting dJfdu = 0 yields 
u( t )  = -W- '  (4.30) 
where the following substitutions and expansions have been made: 
G = Fi2B2{X)  (4.31) 
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W = \G '^Q,G+B2ix fQ2B2{x)  +  R  4 
P\  =  +  he i  +  — {Fnf i {x )  +  Fi2 f2{x )  — s i )  
P2  =  e i  +  h  { f2{x )  -  S2)  
(4.32) 
(4.33) 
(4.34) 
Since the time t  is arbitrarily chosen in the [ to , t f ] ,  equation (4.30) is a nonlinear, 
continuous feedback control law. It bears strong similarity with the LQR controller in the 
way the control law is derived. The weightings Qi, Q2 and R have the same meaning as 
in the LQR design. If an element on the main diagonal Qi (or Q2) is nonzero (positive), 
the corresponding state variable will be controlled to follow its desired value. Typically 
the performance of the controller is not sensitive to the choices of the weighting values. 
The parameter h can be treated as an additional control parameter that can be adjusted 
to improve the performance of controller. Generally, the smaller value h has, the f«ister 
the system response is, but at larger control effort. 
To apply the predictive controller to the longitudinal flight control problem, we let 
xi = X2 = (V,Q,g)^, and u = {S^PLA). The control limits are enforced by 
simple saturators. The reference trajectory s{ t )  for stabilization problem is simply the 
trim value Xg. So, the dynamic system equations for x € have the form, 
Xi = 
X2 = 
V 
a  
= f i { ^ )  
(4.35) 
= f2{x )  +  B{x)u  
Applying the above method, we can solve a realistic problem. 
• In the dynamic inversion design [2], the number of the controlled variables (outputs) 
should not exceed that of the control variables. In the longitudinal control problem 
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for the F-IS, this means that at most two state variables or two functions of the state 
can be controlled. The overall closed-loop stability then depends on the stability of the 
uncontrolled internal dynamics, referred to as the zero dynamics [15]. As mentioned in 
section 3.4, when controlling any two state variables, the zero dynamics of the F-18 at the 
given trim condition are always unstable (known as non-minimum-phase system). Hence 
more careful search for appropriate outputs is required before the dynamic inversion 
approach is applicable. On the other hand, the predictive control method does not 
have the same restriction since more state variables can be controlled. This gives the 
controller the possibility to stabilize even a non-minimum-phase system. 
4.4 Approximate Receding-Horizon Control Design 
In this section, nonlinear feedback control law for stabilization of the class of affine 
nonlinear systems is derived based on the concept of receding-horizon control. The 
receding-horizon optimal control problem is approximated by a multi-step predictive con­
trol formulation. This approximation leads to a quadratic programming problem(QPP). 
Under a controllability condition, the unique solution of the QPP exists and gives the 
closed-form analytical control law which makes on-line implementation of the receding-
horizon control strategy possible. The output tracking problem is treated in a similar 
fashion and a closed-form tracking control law is presented in Chapter 7. The capability 
of the controllers to stabilize nonlinear system is addressed in Chapter 5 and 6. Output 
tracking control for non-minimum phase system is demonstrated in Chapter 7. 
The concept of receding-horizon control has received considerable attention in recent 
years. In this strategy, at each time t and state x(f), the open-loop solution u' for an 
optimal control problem over a finite horizon [f, f -t- T] is determined on-line. Then the 
ctirrent control u{t) is set equal to u'(f). Continuing this process for all f > 0 gives 
a feedback control since u'{t) is dependent on x(f), so is u[t). The receding-horizon 
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optimal control problem is usually formulated as on with a quadratic performance index 
plus a terminal constraint x(t + T) [16]. 
We consider the nonlinear system 
X  =  f i x )  +  G { x ) u  (4.36) 
where x G .V C and u € C R ^ .  In general m  <  n .  The admissible sets X and C l  
are compact and X x contains a neighborhood of the origin. Both /: X —> /T* and G: 
X are and /(O) = 0. In the receding-horizon control strategy, the following 
optimal control problem is solved at each f > 0 and x(t) 
m i n J [ x { t ) , t ,  u \  =  m i n ] - F  [X^{T)QX{T)  +  UT{T)RU{T)]DT (4.37) 
u " 2 
subject to the state equations (4.36) and 
x i t  +  T )  =  0  (4.38) 
for some T" > 0, where Q is positive semi-definite and R is positive definite. Denote 
the optimal control to the above problem by u"(r), r € [f, t -F 7*]. The currently applied 
control u(t) is set equal to This process is repeated for every next t for stabilization 
of the system at the origin. 
Obviously, this strategy requires, at each time t  and state x { t ) ,  the open-loop solu­
tion u' for an optimal control problem over a finite horizon [t, t + T\ to be determined 
on-line. For a nonlineax system, this is not realistic because of the on-line computation 
load, particularly when the terminal constraint x{t + T) = 0 is imposed. To overcome 
this difficulty, various extensions of the receding-horizon control concept have been inves­
tigated. One of these is to construct closed-form approximate receding-horizon control 
laws for the class of continuous time, affine nonlinear systems. 
In this strategy, we shall approximate the above receding-horizon control problem by 
the following midti-step-aiiead predictive control formulation. Define h = TfN ior some 
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integer N  >  n / m .  Let F { x )  =  d f { x ) / d x .  Approximate x { t  + /i) by a first-order Taylor 
s e r i e s  e x p a n s i o n  a t  x { t )  
x { t  +  h )  w  x { t )  +  h [ f { x )  +  G { x ) u { t ) ]  
=  x { t )  + Ax (4.39) 
=  [ x { t )  +  h f { x ) ]  +  h G { x ) u { t )  
Predict x { t  +  2 h )  by another first-order Taylor series expansion at x { t  +  h ) ,  and then 
use (4.39) for the first-order expansion of x{t + h) and f[x[t -h /i)] 
x { t - \ - 2 h )  R s  x { t  +  h )  +  h  { f [ x { t  +  h ) ]  +  G [ x { t  +  h ) ] u { t  +  h ) }  
RS x { t )  +  A x  -h h  {/(x) -j- F { x )  A X -I- G { x ) u { t  -I- h ) }  
I 
=  x { t ) + h [ J 2 { I +  h F y ] f { x )  + h { I +  h F ) G { x ) u { t )  +  h G i x ) u { t  +  h )  
i=0 
(4.40) 
where G [ x { t  -I- S h ) ]  « G'[x(f)], and later F [ x { t  + ^ /i)] « F[x(f)], for S t  = ..., (AT — 
l ) / i ,  a r e  u s e d  t o  s i m p l i f y  t h e  e x p a n s i o n s  a n d  a v o i d  t h e  c r o s s - p r o d u c t  t e r m s  o f  u { t  H -  i h )  
w i t h  u { t  +  j h ) .  
Repeating this process to predict x { t  +  3/i) and x { t  +  A h ) ,  we have 
x { t  - I -  ' i h )  i(<)+/![!:(/+'if )'i/w 
1=0 
cind 
x { t  +  A h )  
+ h { I  h F ) ^ G { x ) u { t )  +  h { I  -i- h F ) G { x ) u { t  +  h )  +  h G { x ) u { t  +  2 h )  
(4.41) 
x(<) + hlYm + ftF)'l/(x) 
«=0 
+ h { I  - f  h F ) ^ G { x ) u { t )  +  h { I  +  h F ) ^ G { x ) u { t  +  h )  +  h { r  +  h F ) G { x ) u { t  +  2 h )  
+ h G { x ) u { t  +  3 h )  
(4.42) 
Hence, we obtain the general expression for x { t  -f k h ) ,  1  <  k  <  N  
x { t  - h  k h )  x w + h i z u + h F ) ' ] f  
i=0 
-I-
rk- i  
IK' l»=o 
-h h F y G u [ t  +  { k - l -  i ) h ]  }  (4.43) I (4.^ 
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where /, F,  and G are ail evaluated at x(^). Let L{T)  =  X^{T  +  T ) Q x { t  + r) + VT{ t  +  
T)Ru{t + r) for T € [0, T]. The integral in (4.37) may be approximated by the standard 
trapezoid formula 
Jt =  ^ [ \ m  +  L { h )  +  . . .  +  L { { N - l ) h ) + ' ^ L { N h ) ]  
=  | [ i L ( 0 )  +  L i h )  +  . . .  +  L { { N  - l ) h )  +  ^ L { N h ) ]  
=  ^ L { 0 )  +  U { h )  +  . . .  +  l L { { N - l ) h )  
(4.44) 
Ne.xt, replace x { t  +  k h ) ,  1  <  k  <  N , h y  (4.43) in the expression of L { k h )  =  x ^ ( f  +  
kh)Qx(t + kh) + u^it + kh)Qu{t + kh). Then J in (4.44) becomes a quadratic function 
of an (m.iV)-dimensional vector v  =  c o l  {u(f),u(^ + h ) ,  u[f + { N  —  l)/i]}, assuming 
that x { t )  is known (note that the optimai u { t  +  N h )  can be shown to be trivially zero 
from the following formulation, thus is excluded from v). With this substitution, we can 
rewrite (4.44) in the conventional quadratic form 
J  =  H { x ) v  +  g ^ [ x ) v q { x )  
I  T  
2 "  
Hn Hu . 9i{x)  
H2i  H22 . 
• » 
•  H2N 
V  +  
92{X) 
Hm HN 2 •  . HM N  g N { x )  
(4.45) 
V  +  q { x )  
where H{ x )  6 is positive definite from the definition of (4.44). The terminal 
constraint (4.38), x { t + T )  = 0, can also be expressed as a constraint on v  with x { t + T )  =  
x{t + iV/i) approximated by (4.43) 
A^{x)v = 6(x) (4.46) 
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where 
I 
'  f  (4.47) . 4 ^  =  [ ( /  +  h F f - ' G , +  h F ) G , G ] ,  b  =  - ^ x -
[ N - l  
• £ l i  +  h F y
L 1=0 
Now the receding-horizon optimal control problem is reduced to the problem of mini­
mizing J with respect to v subject to (4.46), which is a quadratic programming problem 
(QPP). If the linear system ^ = F{x{t))^ + G(x(t))u is controllable, then 
is of full rank, i.e., p{.AT) = n (note that mN > n by the choice of N) and inverse of 
matrix A exists. Thus, the closed-form optimal solution exists as follows 
y =  -  [ / / - '  -  H - ^ ]  g  +  A { . \ ^ b  (4.4S) 
.A.n analytical, nonlinear feedback control law for u(f), denoted by u [ t \ x ,  J V )  hereafter 
to signify its dependence on the state and the value of IV, is then defined by the first m 
equations in (4.48). The sufficient conditions for the existence of v are studied in the 
paper [11]. 
The approximation order N is an important influence factor on the performance of 
the approximate receding-horizon control law. The larger N (thus the smaller h is), the 
better an approximation u{t;x, N) is to the original receding-horizon control, therefore 
the closer the performance comparison will be. Generally, for N > nfm where n is 
the total number of states and m is the total number of controls, the relative lower 
order N is enough to stabilize the general nonlinear systems. The stabilizing property 
of the approximate receding-horizon control law is easily established for linear systems. 
For nonlinear systems, however, a theoretical proof of stability seems quite difficult. 
However, niunerical simulations provide the demonstrations for the promising capability 
of the control law in stabilizing nonlinear system. 
Since L { N h )  =  x ^ { t  -f- N h ) Q x { t  -|- ATA) -1- N h ) R u { t  +  N h )  is defined, the final 
state constraint condition x { t  +  T )  =  0  can make the state variable x { t  -i- N h )  equal to 
zero. Also, from |^(f -f Nh) = 0, we may find that control variable u{t + Nh) equal 
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to zero. Thus, L { N h )  term is excluded from the approximate performance index Jj. 
Hence, by setting J = J, H matrix always has the following specific form, i.e: 
H n  
H 2 i  
H n  
H 2 2  
0 0 
0 
(4.49) 
This gives us systematic way to derive explicit formulas for closed-loop control law 
for different N value. Furthermore, based on careful observation of the above equations, 
we match the coefficient of states and controls in J to that in J, it is easy to obteiin 
explicit expression for //(x), g{x) and q{x) so that we can obtain explicit mathematical 
e x p r e s s i o n  f o r  c l o s e - l o o p  c o n t r o l  l a w  v .  
For the convenience, here we provide the formulas for iV = 1, A'" = 2. For the larger 
N value (N = -3, N = 4 and N = 5), the derivation will be given in Appendix. 
For iV = I 
A  = Mi£(o)] = ^L(o) 
J i  =  ^ u ^ { t ) H n u { t ) + g f { x ) u { t )  +  q { x )  
(4.50) 
H n  
q { x )  
I R  
z e r o s { l , m )  
^ x ' ^ { t ) Q x { t )  
(4.51) 
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For N  =  2  
J 2  = ^ [ ^ m  +  L ( h ) ]  =  ^ L { Q )  +  l L { h )  
J 2  = 
u { t )  
T  1 
0
 1
 
u(0 
+ 
9\. 
T  
u { t )  
u { t  +  h )  1 
C« 0 i 1 
+
 
*
 
9 2  u { t  +  h )  
+  q i x )  
(4.52) 
f f n  
H 2 2  
H n  
H 2 1  
9 2 { ^ )  
q { x )  
f ^ R ^ - h { h G { x ) Y  Q { h G { x ) }  
h R  
z e r o s { m ,  m )  
H n  
h { x [ t )  +  h f [ x ) } ^  Q { k G { , x ) }  
z e r o { l ,  m )  
J x ^ ( O Q a : ( 0  +  I  { x ( f )  +  h f { x ) Y  Q  { a : ( 0  +  h f { x ) }  
(4.53) 
For N  = .3 
J3 = f[ii(0) + L(/i) + L(2/i)] = fL(0) + |l(/») + |L(2/i) 
u { t )  
T  
H n  H n  0 u { t )  9 1  
T  
u ( t )  
J 3  =  k  u { t  +  h )  H 2 1  H 2 2  0 u { t  +  h )  + 9 2  u { t  +  h )  
u [ t  +  2 h )  0 0 H33 + 2A) 9 3  u ( t  +  2 h )  
(4.54) 
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H n  =  ^ R  +  h { h G i x ) f Q { h G i x ) }  +  h { h ( I  +  h F ) G i x ) f Q { h { I  +  h F ) G { x ) }  
H22 = hR+h{hG{x)fQ{hG{x)} 
H33 = hR 
H n  =  h { h { I +  h F ) G { x ) f  Q { h G { x ) }  
H 2 1  = 
H i 3  =  ^ 3 1  =  H 2 3  =  H 3 2  =  s e r o s { m ,  m )  
g ' ( { x )  =  h [ x { t )  +  h f { x ) f Q { h G ( x ) }  +  h l ^ x { t )  +  h [ p U  +  h F y ] f { x ) ^  Q  { h { I  +  h F ) G { x ) }  
T  ~  
g j { x )  =  A | x ( f )  +  / i E ( /  +  A F ) ' ] / ( x ) |  Q { h G i x ) }  
q { x )  = ^ x T ' m x i t )  + I [x(f) + h f { x ) f Q [ x { t )  +  h f ( x ) ]  
93 (^) = 5ero(l, m) 
b . -4" 
+1 |x(0 +  +  f i F Y U i x ) I Q  |x(0 + AE(/ + h F y ] f { x ) I 
(4.55) 
The above method works for /(O) = 0 case. In order to extend this method to 
/(O) 7^ 0 case, we need to perform coordinate transformation. 
For the nonlinear system 
X(0nxl=/W nxl  +  G { x )  nxm "( iUxi  (4 .56)  
where x(0) = io,x(0) = 0, aind satisfies 
/(xo) + g{xo}uo = 0 (4.57) 
=» (xo,tio, ^  = 0) is equilibrium points 
Redefine 
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V =  U ~  UQ 
Z = X — XQ 
(4.58) 
X  =  f { x )  +  G [ x ) u  
= /(s + Xo) + G(2 + Xo)(u + Uo) 
= f{z + lo) + G{z + xo)uo + G[z + xo)u 
(4.59) 
The newly transformed system is 
- — f n e w i ^ )  "1* G n e t u i , ^ } ^  (4.60) 
where s(0) = 0 ,  f n e w i ^  = 0) = /(xo) + G'(xo)wo = 0. Obviously, receding-horizon control 
method is applicable for this system. The corresponding transformation relation between 
(r, y) and (x, u) are 
^ = 0 
u = 0 
X = XO 
U =  UQ 
(4.61) 
It is interesting to note that in the continuous-time, nonlinear predictive control 
methodology [9, 10], the one-step-ahead prediction of x{t + h) is obtained by expanding 
each component x,(f + h) into an r^th order Taylor series, where r,- is the relative degree 
of Xi{t), and N is always equal to one. Another major difference is that no terminal 
constraint x{t + T) = 0 , hence no controllability condition is explicitly required in 
the predictive control approach [10, 11]. As a consequence, neither of the approximate 
receding-horizon control and the predictive control can replace the other. They com­
plement each other in that when one is not applicable, the other may work well in a 
particulax problem. 
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CHAPTER 5 CONTROLLER PERFORMANCE FOR 
HEALTHY AIRCRAFT 
The performance of the nonlinear predictive controller, the approximated nonlinear 
receding-horizon controller and the LQR controller for the longitudinal motion of a 
healthy FIS aircraft are compared in this chapter. The healthy aircraft in the following 
refers to the aircraft with normal horizontal stabilators (elevator), ailerons, rudders and 
throttle control, as opposed to engine-only flight control where only the throttle is the 
available control. 
In this chapter, the simulations are performed based on the two flight conditions of 
the FIS aircraft in longitudinal motion to demonstrate the application of the controllers 
and to illustrate that non-intuitive results may be achieved when the system nonlinearity 
is appropriately taken into account. First of all, we consider the case that FiS aircraft 
flying at Mach = 0.5 and altitude = 10,000 feet; Secondly, we consider the case that FIS 
aircraft flying at Mach = 0.7 and altitude = .35,000 feet. 
5.1 LQR Controller Performance 
5.1.1 Mach = 0.5 case 
A LQR controller (4.2) based on the linearized dynamics is designed where weighting 
matrices Q = rfza^ril, 1,1,1,1} and R = (/2a£r{0.01,100}. The application of LQR 
controller gives the following close-loop linearized system. 
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-3.9563^- 1 1.7826E+1 -3.3459£'+ 1 4.8099E- 1 -1.2961£;-2 
9.0138E-4 -5.3704E-1 -6.713l£:-l 9.0034£'-l -1.0284E-3 
A - B I <  =  0 0 0 l.OOOOF + 0 0 
4.4864£: - 2 1.9295^ + 1 - 3 . 2 5 5 6 E  + 1 -4.8039E + 1 -4.9864£: - 2 
0 -5.5157E-t-2 5.5157£: + 2 0 0 
(5.1) 
The closed-loop system has the eigenvalues 
Ai,2 = -0.908332 ±i2.446431 
< A3,4 = -1.766698 ±j0.92397S7 
As = -0.386554 
(5.2) 
The eigenvalues are located in the left half of the complex plaJie, showing that the 
system is closed-loop stable despite the open-loop instability. This means that the flight 
will return to the trim conditions if perturbed slightly. 
For the designed LQR controller, the corresponding gain matrix A' is listed in Table 
5.1. By properly adjusting the weighting matrices, satisfactory pole positions can be 
achieved. This can be proved by calculating the eigenvalues of the closed-loop system 
equation. The control law has the following form 
The control u = Utrm + is applied to the original nonlinear dynamic model for 
the F-18 aircraft. The simulation results for applying this control to both the linearized 
Table 5.1 LQR controller gain matrix for Mach number 0.5 
Airspeed Angle of Attack Pitch Angle Pitch Angular Rate Altitude 
4.3847e-f-02 -5.4786e+03 4.6202e-h03 -4.0034e+01 1.9344e-t-01 
2.7308e-01 1.4192e-f02 -2.0244e-l-02 -2.7291e-i-01 -3.1026e-01 
Su = —K6x (5.3) 
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model and the complete nonlinear model are shown in Figures 5.1 - 5.6. Initial pertur­
bations off the trim condition are created at -5 ft/sec in velocity, +5 deg in angle of 
attack and 0.1 rad/sec in pitch rate. 
Velocity initially decreases and then returns to the trim value quickly. Corresponding 
to the decrecise of velocity, angle of attack initially increases a little bit and then vibrates 
to restore to its trim value eventually. Flight path angle restoring to zero value in about 
7 seconds shows that the aircraft reaches its steady state with angle of attack equals to 
pitch angle, pitch rate approaches to its trim value in about 5 seconds. 
Observations from the variations of the state variable time histories show that LQR 
technique is well designed to stabilize the linearized systems by providing good transient 
response performance. For nonlinear systems, even though LQR approach has the capa­
bility to stabilize them in the small region around the equilibrium points, the nonlinear 
system response for LQR technique is not as good as the linear one since LQR design 
neglects nonlinearity inside the physical systems when doing the controller design. 
The plots for controls P L A  and 6 ^  are given in Figures 5.5 and 5.6. Time delay exists 
between the PLA and shaped PLA> due to the first order engine dynamics model (2.1). 
Figures 5.7 and 5.8 gives the time histories with the three different initial perturbations, 
showing the ability of the controller to stabilize this aircraft. The results show that the 
LQR control scheme performs well in stabilizing the aircraft even for the relative large 
initial errors in both the linearized model and the complete nonlinear model. In fact, 
tests indicate that the maximum size of perturbations accommodated by the controls 
within control limits, called stability region, under the linear control law is about ±25 
ft/sec in velocity, ± 8 deg in angle of attack and 0.2 rad/sec in pitch rate. Perturbations 
beyond this range will cause instability. Figures 5.9 and 5.10 give the time histories 
corresponding to the maximum region of stability. So the LQR type of technique for 
linear controller design is applicable to stabilize the linearized system, and the original 
nonlinear system when the aircraft has operational normal flight control system. 
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5.1.2 Mach = 0.7 case 
We now consider another straight and level flight condition at Mach number 0.7 and 
altitude 35,000 feet. Calculation shows that dynamic pressure of this case is reduced 
to 45 percent of the dynamic pressure at Mach number 0.5 and altitude 10,000 feet 
case. The increase of dynamic pressure due to the increase of velocity is not enough to 
compensate the decrease of dynamic pressure due to the increase of altitude. Thus, with 
the increasing of the altitude, the aerodynamic control effectiveness decreases and the 
engine performance decreases. We will follow a similar procedure as in Mach = 0.5 case 
to study the F-I8 flight control performajice. 
A LQR controller based on the linearized dynamics is obtained by solving the algebra 
matrix Riccati equation. The controller gain matrix K is obtained in Table 5.2. Sub­
stituting the controller into the linearized system equation, we obtain the closed-loop 
system under the LQR control law 
A - B K  =  
- 2 . 0 7 G 7 E  -  1 
.3.1155E-4 
0 
1.9o3:3£:-2 
0 
3.0631£;+1 
-2.1801£:- 1 
0 
2.2403E+1 
-6.7765E-I-2 
-8.9735£' -f 1 
-5.351.5£: - 1 
0 
-3.3100E+ 1 
6.7765E + 2 
-4.6329£' + 0 
9.2869E - 1 
l.OOOOE + 0 
-4.3882E + 0 
0 
-5.5910£' - 2 
-.5.7116E-4 
0 
-3.5303£: - 2 
0 
(5.4) 
The closed-loop system has the eigenvalues 
Ai,2 = -0.82300 ± 2.1653/ 
A3,4 = -L4677e ± 0.69690i 
As = -0.28242 
(5-5) 
The eigenvalues show that the system is closed-loop stable despite the open-loop 
instability. This means that the linearized system has the ability to restore to its equi-
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Table 5.2 LQR controller gain matrix for Mach number 0.7 
.'\irspeed Angle of Attack Pitch Angle Pitch Angular Rate Altitude 
:3.1362e-t-02 -2.2504e+04 2.l670e-f-04 -1.8S27e-|-02 1.69.34e-|-01 
l.6545e-0l 2.2083e+02 -2.9233e-K02 -3.6524e-|-01 -3.U66e-01 
librium condition once it suffers from small initial perturbations. 
The control u = Utrim + is applied to the nonlinear dynamic model for FIS. The 
simulation results for applying this control to both the linearized model and the complete 
nonlinear model are shown from Figiires 5.11 - 5.16. Perturbations are initialized at -5 
ft/sec in velocity, +5 deg in angle of attack and 0.05 rad/sec in pitch rate. 
The variations of the time histories of state variables are shown in Figures 5.11 to 
5.14. The controls PLA and are plotted in Figures 5.15 and 5.16. The capability 
of the LQR control scheme to stabilize the FIS model are also shown in Figure 5.17, 
5.IS by offering three different initial perturbations. The simulation results show the 
controller perform well to stabilize the FIS aircraft. 
As expected, the transient response corresponding to the nonlinear model performs 
relatively large overshoot and oscillatory, showing the nonlinear model has worse re­
sponse performance than the linear one. This is remarkable because of the neglection of 
the system nonlinearity inside the LQR controller design. 
Further test the stability region under this linear control law by increasing the values 
of initial perturbation within the control limits, the results show that the LQR control 
scheme performs quite well in stabilizing the aircraft even for the relative large initial 
errors in the linearized model. For the nonlinear model, the size of the stability is about 
±15 ft/sec in velocity, ± 5 deg in angle of attack and 0.1 rad/sec in pitch rate. Per­
turbations beyond this range will cause either the system unstable. The stability region 
greatly decrease comparing to the first case due to the Unait of control authority. Figure 
5.19, 5.20 give the time histories corresponding to the majcimum region of stability. 
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5.2 Nonlinear Predictive Controller 
Now we apply the nonlinear predictive control method to stabilize the F-18 aircraft. 
As mentioned before, nonlinear control methods are much more complex than linear 
ones since they take the nonlinearity of the system dynamics into account. Precisely 
because of this reason, though, a nonlinear controller can offer better performance than 
a linear controller, or stabilize the system in a larger region. 
The nonlinear predictive control law follows directly from Eq. (4.30). The controller 
parameters are chosen to be Qi = £/ia5f{l,0}, Q2 = diag{l^ 1,1}, = 0, and h = \ sec. 
5.2.1 Mach = 0.5 case 
In order to examine the closed-loop stability theoretically, we linearize the closed-loop 
system around the trim points of the aircraft. The closed-loop stability under predictive 
controller can be verified by examining the eigenvalues of the linearized closed-loop 
system dynamics which in this ceise are 
Ai,2 = -0.S5704 ±il.;36.572 
A3 = -0.50017 
(5.6) 
A4 = -0.07252 
As = -0.0027 
All the eigenvalues of the closed-loop system corresponding to the desired nonlinear 
control law are located in the left half of the complex plane. The closed-loop system is 
stable at the trim point. 
Because the system is controllable, the poles of the above closed-loop system with the 
complex poles appearing in conjugate pair can be placed by arbitrary pole-placement 
a i g o r i t h m  b c i s e d  o n  t h e  l i n e a r i z e d  s y s t e m  m o d e l .  T h e  c o n t r o l  l a w  h a s  t h e  f o r m  u  =  
kmxnX. Due to the fact that the system has different zeros, the gain matrix k is not 
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Table 5.3 Pole-placement gain matrix for Mach number 0.5 
Airspeed Angle of Attack Pitch Angle Pitch Angular Rate Altitude 
7.5288e-02 -7.0140e-|-00 7.7595e+00 -I.1721e-F00 4.8277e-03 
2.1758e-01 -2.1609e-f01 1.4455eH-01 5.S602e-F00 1.3906e-02 
unique and the different kmxn will result in different response despite that the closed-
loop poles are the same. The gains corresponding to a better response are listed in Table 
5.3. 
The calculation results show that it takes much longer time for pole-placement 
method to stabilize this system, roughly about five thousands second, although it even­
tually drives the system back to be the trim condition. Furthermore, we apply the 
control u = Utrim + u to the original nonlinear dynamic model for the F-18 aircraft. 
The simulation results for applying both pole-placement method and nonlinear predic­
tive method to the complete nonlinear model are shown in Figure 5.21 - 5.22. Initial 
perturbations off the trim condition are created at -5 ft/sec in velocity, +5 deg in angle 
of attack and 0.1 rad/sec in pitch rate. 
Obviously, for the given closed-loop poles, the nonlinear predictive controller can 
stabilize the system within about ten seconds. However, the pole-placement method has 
no ability to stabilize this system within the same time. Meanwhile, the system response 
under the pole-placement method is very slow with high overshot. The velocity response 
is much sluggish comparing to the other state response. 
Now, the same initial perturbations used for the LQR controller are added to the 
system dynamics under the predictive controller to demonstrate the controller perfor­
mance. Figures 5.23 to 5.26 show the variations of time histories of state variables. 
The time histories of the PLA command and actual response PLA', and the stabilator 
deflection are given in Figure 5.27 and Figure 5.28. Figures 5.29 and 5.30 give the time 
histories with the different initial perturbations. Also plotted in these figures are the 
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corresponding variations of states and controls under the LQR control law. 
The control parameter h  is an important factor for the system response. The con­
troller gain is proportional to Ijh. For smaller h value, the system response is faster 
with high peak value; for larger h value, the system response is slower and it takes more 
time to reach its steady state. For applications, we may treat the choice of the value h 
e i s  a  c o n t r o l  p a r a m e t e r .  O n  t h e  o t h e r  h a n d ,  t h e  c h o i c e s  o f  t h e  w e i g h t i n g  m a t r i x  Q  a n d  R  
are not critical to the system response for this particular problem. Theoretically, larger 
R values require less control effort and smaller R values require more control effort. 
Generally, it is good to choose the unit matrix for matrices Q and R. 
Simulation results provided above show that the nonlinear system for the given per­
turbations under the nonlinear control law is stable. Figures 5.31 and 5.32 show the 
region of stability that the nonlinear predictive controller can accommodate is found to 
be about the same as that of the LQR controller, which is rather remarkable for the LQR 
controller, given its simple linear form. But clearly, the performance of the nonlinear 
predictive controller is much better than that of the LQR controller. The response is 
generally much less oscillatory, faster, and has smaller overshoot. 
It should be noted that the dynamic inversion method also leads to nonlinear feedback 
control laws for the two controls [6^ PLA). But in this case if any two of the five state 
variables {V^a,6,q,z) of the F-18 are used as the controlled outputs for the control law 
design, the system is always non-minimum-phase. This can be verified by examining 
the transmission zeros of the transfer matrix of the linearized open-loop dynamics in 
any given combination, at least one of the transmission zeros lies in the right-half of the 
complex plajie. By Ref [14], the zero dynamics of the nonlinear system coincide with 
that of the linearized system. Hence the aircraft cannot be stabilized using any two state 
variables cis the outputs and the dynamic inversion control laws at this trim condition 
will not work as well. 
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5.2.2 Mach = 0.7 case 
The ability of the nonlinear predictive controller to stabilize the F-IS aircraft can 
be further tested by considering the case where Mach = 0.7 and altitude = 35,000 feet. 
As noted before, this is a more challenging flight condition because it involves a lower 
dynamic pressure and less available engine thrust. 
The initial perturbations are the same as those used for the LQR controller. Sim­
ulation results of state variables are given in Figures 5.33 - 5.36. Figure 5.37 contains 
the time history of the PLA command and actual response PLA', and Figure 5.38 gives 
the stabilator deflection time history. Again, the comparison to the LQR controller is 
provided in these figures. 
The simulation results for this case bear the same performance as that of Mach 0.5 
case. Figures 5.39 and 5.40 give the time histories under the different initial perturba­
tions. The maximum size of perturbations, also called stability region defined in the 
previous section for the nonlinear controller is found to be about the same as that of the 
LQR controller at the same condition. The size is smaller thaji that in the case of Mach 
0.5 because of less aerodynamic pressure and decreased engine thrust as a result of the 
increased altitude. 
Figures 5.41 and 5.42 show the variations of the time histories of velocity and angle 
of attack with initial perturbation of -5 ft/sec in velocity, -|-5 deg in angle of attack 
and 2.86 deg/sec in pitch rate corresponding to the different h values. The controller 
performance can be improved by adjusting the value of h to achieve satisfactory response 
quality. 
From the simulation results, it is clear that while both LQR and nonlinear predic­
tive control law stabilize the aircraft in about the same region, the performance of the 
predictive control law is superior to the LQR control law. This is because the design of 
predictive control law incorporates the system nonlinearity. 
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5.3 Approximate Nonlinear Receding-Horizon Controller 
The performance of the LQR controller and nonlinear predictive controller has been 
studied in the previous section. In this section, we will apply the approximate non­
linear receding-horizon controller to the given F18 aircraft and compare the controller 
performance. 
The approximated nonlinear receding-horizon control law follows directly from Eq. 
(4.48). The controller parameter N is chosen equal to 3 and the step size h is chosen to 
be 1. 
5.3.1 Mach = 0.5 case 
The closed-loop stability under the nonlinear control law can be verified by examining 
eigenvalues of the linearized closed-loop dynamics which are 
Ai.2 = -1.35704 ±y1.36572 
A3 = -0.80017 (5.7) 
A4 = -0.7452 
As = -0.5647 
The same initial perturbations used for the LQR controller ajid nonlinear predictive 
controller are added to the F18 model to demonstrate the performance of the approxi­
mate receding-horizon controller. 
The variations of time histories of states are given in Figures 5.43 - 5.46. Figure 5.47 
presents the time histories of the power level angle PL A command and actual response 
PL A', and Figure 5.48 gives the stabilator deflection time history. Figures 5.49 and 5.50 
give the time response corresponding to three different initial perturbation in velocity and 
angle of attack, showing the capability of the approximate receding-horizon controller to 
stabilize the F18 model. Also, the variations of state and control under the LQR control 
law and the predictive control are plotted in these figiures. 
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It is very interesting to note that the time response under the approximate receding-
horizon control law is smooth, faster, less overshoot and oscillation. It further shows that 
the approximate receding-horizon controller offers the better response performance than 
both of the LQR controller and the predictive controller while providing good stability 
performance. Also, by initializing the s<ime values of perturbations, stabilizing the F18 
aircraft requires less control authority than that of the other two controllers. This is 
rather remarkable and is what we expect. 
While the performance of the approximate receding-horizon control law may depend 
on the value of N, the closed-loop stability does not necessarily require a large N to 
achieve. In fact, for our study, N chosen to be 3 is enough for controller to offer satis­
factory system performance. Very important tests also show that the stability region of 
the approximate receding-horizon depends on both step size and the choice approxima­
tion order. Generally, the larger N (thus the smaller h is), the better an approximation 
u(f; X, N) is to the original receding-horizon control, therefore the closer the performance 
comparison will be. The higher order N is, the smaller value h is, and relatively better 
response performance can be expected. On the other hand, the step size is another 
important factor for the system stability. The satisfied flight quality can be achieved 
based on the appropriate adjustment of the step size. 
The approximate receding-horizon controller offers comparable, or slightly better 
performance when compared with the predictive control law. It is very reasonable since 
the predictive control is just one-step time aiiead predictive method. However, the 
approximate receding-horizon control is multi-step time ahead predictive method with 
the satisfactory of the performance index. There are a lot of complex work inside the 
controller design. The minimum of the performance index plus the enforced the terminal 
constraint condition limit unexpected increasing of the state variables. As the fimction 
of the states, generally, the unexpected increasing of control variables are also limited. 
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5.3.2 Mach = 0.7 case 
For Mach number is 0.7 and altitude is 35,000 feet case, the initial perturbations 
are chosen with +5 deg in angle of attack, +2.87 deg/sec in pitch rate. The receding-
horizon controller with order 3 applied to the F18 model to demonstrate the controller 
performance. 
Figures 5.51 - 5.54 show the variations of time histories of velocity, angle of attack, 
pitch angle, pitch rate and flight path angle. Figure 5.55 contains the time history of 
the power level angle PLA command and actual response PLA\ and Figure 5.56 gives 
the stabilator deflection. 
It is noticed from the Figures that for the same size of perturbation in velocity, angle 
of attack and pitch rate, the response curve corresponding to the approximate receding-
horizon controller has less overshoot and oscillation than that of the LQR controller and 
the predictive controller. The pitch rate response curve share the same characteristics. 
Once again, the simulation results shows that compared to the other two controllers, 
the approximate receding-horizon controller performs well to stabilize the F18 aircraft. 
Obviously, for normal flight condition, nonlinear control system approach has advantages 
over the linear one. 
The approximate receding-horizon control law still work well for this case. But 
with the smaller sizes of the initial perturbation than that of the Mach number 0.5 
and altitude 10,000 feet case, stabilizing the FIS aircraft requires large control effort. 
This can be seen in Figure 5.55. Since the engine authority is limited a lot, the engine 
throttle upper-bound decreases due to the increase of Mach number and altitude. The 
control surface can easily reach its limits and cause the engine saturation at this point 
even under small initial perturbation. Elevator response also become worse with lajge 
oscillation compared to Mach 0.5 and altitude 10,000 feet case. This is the reason why 
the stability region for this Ccise is remarkably reduced. 
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CHAPTER 6 CONTROLLER PERFORMANCE FOR 
UNHEALTHY AIRCRAFT 
In the preceding section, we have demonstrated the performaiice of the LQR con­
troller, pole-placement algorithm, the nonlinear predictive controller and the approxi­
mate receding-horizon controller in normal, less challenging, flight conditions. In this 
section, we investigate engine-only flight control for the F-IS. We assume that the F-IS 
is flying with the stabilators locked in the trimmed positions. The only control available 
i s  t he  th ro t t l e  PLA.  
6.1 Propulsion Controlled Aircraft (PCA) 
The concept of using only engine thrust as emergency backup flight control for air­
craft, is known as the propulsion controlled aircraft (PCA). A number of nonlinear 
behaviors have been observed during PCA flight tests. Compared to the conventional 
flight control surfaces, the engines respond to commands slowly and have limited con­
trol effectiveness. Hence, the ability of the system promptly respond to flight condition 
changes is limited. Consequently, many nonlinear effects, which are easily accommo­
dated by a conventional flight control system, become significant issues in the design of 
an effective controller when the engines are used as the only control effectors. 
Because of the loss of the primary attitude control effector (stabilator) in this case, 
and the fact that the engine has rather limited control authority on any state other 
than the airspeed, nonlinearities in the system which would be well accommodated by 
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the normal flight control system thus not influential to the performance now become 
prominent factors. Indeed, despite that a stabilizing LQR engine-only control law can 
still be designed for the linearized F-18 dynamics Eq. (3.12), simulations show that the 
stability region of the closed-loop system with the nonlinear F-18 dynamics for Mach 
number is 0.5 and altitude 10,000 feet case is extremely small because of the strong 
nonlinearity. The aircraft becomes unstable even for very small perturbations in the 
state away from the trim condition. This means that the system has no ability to restore 
to its trim condition. In other words, the linear engine-only controller would practically 
fail to stabilize the aircraft in the event when the stabilator becomes inoperative at the 
trim condition considered. 
In fact, we may design the linear propulsion controller based on the fact that there 
is only one control available. For example, an LQR PCA controller gives the following 
linearized closed-loop system matrix 
A-BK =  
-5.6981F - 4 
-2.1649E' - 5 
0 
-1.7297E-4 
0 
1.4906E-h 1 
-1.0076E + 0 
0 
-3.5226£-h0 
-5.5157E-I-2 
-.3.2144£:-J-1 
0 
0 
0 
o.blblE->r 1 
6.6767E - 2 
9.9086^: - 1 
l.OOOOE-f-0 
-4.1341E- 1 
0 
-2.6125£' - 6 
-4.1579E - 8 
0 
-2.4675£: - 7 
0 
(6.1) 
The closed-loop system eigenvalues with one controller cire 
Ai,2 = -0.710716 ±il.S4489 
^ A3.4 = -0.026165 ± jO.34489 (6.2) 
As = -0.00507586752 
It is seen that the linearized system is stable. But even with small initial perturba­
tions of SV = —1 ft/sec, = 1 deg and 5q = 0.01 deg/sec, simulating with nonlinear 
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F18 model shows that the aircraft becomes unstable. So the linear propulsion controller 
doesn't work well. 
On the other hand, the nonlinear predictive controller designed for the engine is 
still capable of stabilizing the aircraft. The controller is still designed by following the 
procedure in Section 4.3. this time only for the PLA. It should be noted that better 
performance could be achieved if the PLA controller parameters are readjusted for the 
engine-only case. But we deliberately used the same parameters to emulate the realistic 
situation in which it would not be possible to readjust the engine controller parameters 
in time should a complete failure of the stabilator occur in flight. Under this nonlinear 
control law, the linearized closed-loop dynamics at the trim point have the poles 
(6.3) 
Ai,2 = -0.703879 ±jl.84753 
A3 = -0.49209 
A4 = -0.0217 
As = -0.0007338 
Note that the pair of the complex poles are very close to those of the open-loop 
dynamics in Eq. (3.15), which represents the so-called short-period mode in flight me­
chanics. This is because this mode primarily reflects rapid changes in angle of attack a 
and pitch ajigle 0, and is almost uncontrollable by engine only. Thus any state-feedback 
control law for the throttle can barely change them. 
6.2 Simulation Results 
Figure 6.1 shows the time histories of the state variables with the same initial per­
turbations of 5V = —.5 ft/sec, 5a = 5 deg emd Sq = 2.87 deg/sec to the F-18. Figure 6.2 
presents the time history comparison of angle of attack between normal flight control 
and PCA system control with the same initial perturbations. The normal flight control 
system exhibits the better response performcince than the PCA system. 
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Figure 6.3 shows the variation of velocity time history. Velocity time response is 
pretty good. It restores to its trim value in about six seconds. Figure 6.4 illustrates 
variations of the commanded PLA and response PLA'. The same capability exists for 
the PLA command. To avoid the control throttle saturation, the appropriate weighting 
matrix should be chosen here. For our case, a large control weighting matrix R is chosen 
to be 100. 
It is clear that the aircraft remains stabilized at the trim point, but the aircraft 
response, particularly in the pitch, is much more sluggish as compared to the response 
of the healthy aircraft. This comes as no surprise, given the loss of the use of the primary 
pitch control effector (stabilator). However in situations like this the foremost concern is 
not the performance, but stabilization of the aircraft with the only remaining control -
the engines. The nonlinear predictive controller is able to accomplish this objective. The 
stability region in this case is about the same size as that of the healthy aircraft under 
the two controls and PLA. This is quite impressive, given that now the stabilator is 
inoperative and the linear controller cannot stabilize the aircraft. 
It is worth to mentioning that the approximate receding-horizon control method 
shows the difficulty of the FIS aircraft control in propulsion-controlled aircraft (PCA) 
system. When the throttle is the only available control, the B matrix in Jordan form 
is reduced to contain just the first column of the original B matrix in Eqn. (3.19). We 
see the coefficient corresponding to the first mode is very small. This means that this 
mode is less influenced by the control. Although at this time the system controllability 
matrix is still full rank, the determinant of the matrix is pretty small. Therefore, the 
controllability condition is not satisfied. The receding-horizon control law does not exist 
due to the singularity. A valuable understanding is that the PCA control problem 
is really challenging, predictive control approach shows its ability to control both the 
healthy aircraft and the unhealthy aircraft. 
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CHAPTER 7 OUTPUT TRACKING PERFORMANCE 
In this chapter, approximate receding-horizon control technique developed in Chapter 
4 will be extended to the output-tracking problem. A closed-form output tracking control 
law can be obtained in a similar fashion. The desired outputs may be chosen as constant 
or function of time. The capability of the controller to stabilize nonlinear system and 
realize the output tracking control for non-minimum phase system is demonstrated by 
application of the control law to the FIS model. 
7.1 Introduction 
Generally, the primary tasks of a control system can be divided into two categories: 
stabilization and tracking. In stabilization problems, a control system, called a stabilizer 
is to be designed so that the states of the closed-loop system will be stabilized around an 
equilibrium point. This has been discussed in the previous chapters. In tracking control 
problems, discussed in this chapter, the design objective is to construct a controller, caller 
a tracker, so that the system output tracks a given time-vaxying trajectory. Problems 
such as making an aircraft fly along a specified path or at special tracking control tasks 
may be very typical situations. 
The output tracking problem is a very important topic in control system design. 
Normally, tracking problems axe more difiBcuIt to solve than stabilization problems, be­
cause in tracking problems the controller should not only keep the whole state stabilized 
but also drive the system output toward the desired output. 
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As mentioned in Chapter 3, the h'nearized F18 aircraft system is a non-minimum 
phase system, i.e: the system internal dyneimics are unstable. Therefore, the nonlinear 
system is also a non-minimum phase system. The control of non-minimum phase systems 
is a topic of active current research since the controller must bear the capability to 
redefine the output function so that the resulting zero-dynamics is stable. The control 
law derived based on the dynamic inversion cannot be applied to this system [14]. On the 
other hand, for output tracking problems, the nonlinear predictive control law becomes 
a special case of the dynamics inversion control law [9, 10], thus is not applicable either 
to non-minimum phase system. This is verified by numerical simulation. 
Design of output tracking controllers for non-minimum phase nonlinear system is 
highly challenging. Stable inversion is a newly designed control strategy to solve the 
output tracking problem for a class of non-minimum phase nonlinear system with smooth 
dynamics and affine in control input [17]. In this strategy, given any smooth reference 
output trajectory with compact support, find a bounded control input Ud and a 
bounded state trajectory Xd such that —>• 0 and xj —)• 0 as f —)• ±oo and their image 
by the input/output map of the control system is exactly yd- The pair (xj, Ud) is the 
stable inverse solution for a given reference output yd. The stable inverse pair can be 
obtained by solving the two-point boundary value problem. 
Stable inversion based design requires to know the prescribed output tracking tra­
jectory. For a large number of problems of interest associated in aerospace area, the 
suflBcient smooth fimction of reference output trajectory yd cannot be known before­
hand. Thus, approximate receding-horizon control technique provide a promising design 
method for output tracking control of the non-minimum phase system. It doesn't im­
pose restrict limit on the desired trajectory. The control problem can be realized by 
simply solving initial \'alue problems. Nimierical simulation results have proved that 
the multi-step predictive method, i.e: the nonlinear receding-horizon control technique 
can eflSciently implement the desired output tracking control for a class of non-minimum 
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phase nonlinear system. 
In the next section, we will address the principle of the method. The tracking 
performance analysis will be demonstrated in the section 7.3. 
7.2 Output-lVacking Controller 
In the output tracking problem, suppose that, in addition to the nonlinear state 
equation (4.36), the output of the system is defined by the nonlinear relationship 
y  = c{x )  (7.1) 
where c : HP —> is sufficiently differentiable. The desired output is specified by 
a given function of C'^,yd{t) € /T" for t > 0. The following receding-horizon problem 
may be set up for providing the output-tracking control 
minJ[x(f), ^ , «] = mini / [e^(r)Qe(r)u^(r)i2u(r)]</r (7.2) 
u " 2 
subject to the state equations (7.2) and 
e{ t  +  T )=0  (7.3) 
where e{ t )  =  y{ t )  — yd{ t ) .  The current control u{ t )  is then set equal to the current 
value of the optimal open-loop control of the above problem. 
For nonlinear system, the major difficulty for implementation of the receding-horizon 
control strategy lies in obtaining the optimal control u' on-line, particularly when the 
state constraint e{t + T) = 0 is imposed because of heavy on-line computation demands. 
The approximate receding-horizon control methodology can overcome the above diffi­
culty. 
A similar approximation approach can be taken to obtain a closed-loop control law 
for the above receding-horizon optimal control problem [11]. For h = T/N, the output 
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y{ t  +  kh )  is approximated by the first-order Taylor series expansion 
y{ t  +  kh )  w y{ t )  +  C[x{ t ]x { t  +  kh )  — x { t ) ,  I  <  k  <  N (7.4) 
where C = dc{x ) /dx .  The previously obtained expression (7.2) is then used for x{ t+kh) .  
The desired output yd{t + kh) is predicted similarly by recursive first-order Taylor series 
expansions 
yd{ t  +  h )  «  yd{ t )  +  h i fd i t )  (7.5) 
yd{ t+ '2h )  Rs  yd{ t  +  h)  +  hyd{ t  +  h)  (7.6) 
«  yd{ t  +  h) - i -h [ t j d { t )  +  hyd{ t ) ]  (7.7) 
«  yd{ t )  +  h i fd i t )  +  h[y  -  d{ t )  +  Mt ) ]  (7.8) 
where another first-order expansion yd{ t )  RJ  yd{ t )  +  hyd{ t )  and (7.5) are used in arriving 
a t  (7 .8 ) .  Con t inu ing  th i s  p roces s ,  we  have  fo r  yd i t  - | -  kh )  
rJk-i 
t j d ( t  -i- kh )  fa  yd{ t )  +  h  E ( ^ + M W i )  
Li=0 
(7.9) 
where p  =  d fd t  is the differentiation operator. Combining the predictions of y{ t  - | -  kh )  
and yd{t -F kh), we obtain the prediction of the tracking error 
',{t + kh) « y{t + kh) - yd{t + kh) ^ e(t) + h^^^[C{I + hFy]f^ 
+  ^  +  { k - l -  i ) h )  - { 1 +  h p y j n j d i t ) ^  
(7.10) 
Now with the cost function (7.2) approximated by the trapezoidal or Simpson's rule, 
it can be written as a quadratic function of u = col{u{t),u{t + h),.. .,u[t + {N — l)/i], 
similar to Eqn. (4.45) 
•iout = kv^Ho{x)v + g^{x)v-\-qo{e,x,yd) (7-11) 
The constraint (7.3) is then expressed as e{ t  -f- Nh)  = 0 which leads to 
M'^{x )v  =  d{e ,  X, yd )  (7.12) 
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where 
=  C [ { I +  h F f - ' G , . . . , { I +  h F ) G , G ]  
d  = --e-
h  
V N - l  
X ; C ( /  +  a f ) 7 - ( I  +  M W )  
>•=0 
(7.13) 
(7.14) 
Following a similar argument as in Section 4.4, If the linear system ^ = F{x{ t ) ) ^  +  
G{x{t))u is controllable, then the matrix M is full rank, the inverse of M exists and the 
QPP has one solution given by 
y = _  [/f-i -  go +  d  (7.15) 
The first m equations in (7.15) give a closed-loop output-tracking control law Uout{ t ;  x, N) .  
The suflRcient conditions for the existence of u, thus the existence of Uout{t] ar, N) can be 
proved by further theoretical derivation [11]. 
7.3 Output Tracking Performance 
In applying the above output tracking controller to F-18 aircraft in longitudinal 
motion, we need to make the standard assumption that the number of outputs is equal 
or less than that of the controllers. 
We choose climb rate and angle of attack as the outputs, where climb rate is defined 
to be: h = Vsin(0 — q), V is velocity, 9 is pitch angle and a is angle of attack. Sys­
tem analysis demonstrates that the corresponding nonlinear system is a non-minimum 
phase system. In fact, the F-18 dynamic are always the non-minimum phase no matter 
which two state variables we choose as the outputs. This definitely precludes the ap­
plication of both dynamics inversion and predictive control techniques. We expect that 
the approximate receding-horizon control applied to the F18 model can compensate this 
shortcoming. Assume that healthy aircraft with the throttle and elevator as controls. 
We design the F18 model to track constant climb rate commands, and at the same time, 
keep velocity, angle of attack and pitch rate maintaining at the trim values. 
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7.3.1 Mach = 0.5 case 
First of all, let's consider F18 aircraft flying at the trim condition of Mach number 
0.5 and altitude 10,000 feet. The desired output tracking performance axe designed 
separately based on +10 ft/sec, +20 ft/sec and +30 ft/sec constant climb rate commands 
with velocity, angle of attack and pitch rate keeping at the trim condition values. Figure 
7.1 shows that the F18 model respond well to three different climb rate commands. The 
approximate receding-horizon control law provides good output-tracking performance to 
stabilize the aircraft and to realize the output tracking control. 
The variations of the state variables are e.xhibited in Figures 7.2 - 7.4. The trajectories 
are smooth and stable. While the output exactly follow the constant climb rate, all the 
state variables except for pitch angle 9, are kept at the trim values. To maintain the 
constant climb rate, pitch angle 9 is re-trimmed at a new trim value. The overall closed-
loop system is clearly stable to track the desired trajectory, despite that the system is 
non-minimum phase. 
It is all the interesting to see that while system satisfies the desired tracking per­
formance, all the control variables are within their limits, no saturation happens. The 
plots of control variable time histories are shown in Figure 7.5 and Figure 7.6. After 
5 seconds, the control variables approach the new constant value corresponding to the 
desired climb rate. 
Figures 7.7 and 7.8 show the influence of control parameter h with the different 
approximation order, h varys from 0.8, 1.0 to 1.3. The larger vaJue the h is, the slower 
time response; the smaller h value is, the faster the system response is. 
The simulation results show that the approximate receding-horizon control method­
ology can perform good output tracking performance for the non-minimum phase system 
even for the case where both dynamics inversion and predictive control method show 
their difficulties to realize the system output tracking control. 
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Figure 7.6 Mach = 0.5 elevator deflection for output tracking control 
106 
h = l.3 
-0.2 
10.0 
Time (sec) 
20.0 
Figure 7.7 Mach = 0.5 pitch rate for parameter h influence 
h = i.3 
h = i.o 
h = 0.8 
-0.5 
10.0 
Time (sec) 
20.0 
Figure 7.8 Mach = 0.5 flight path angle for parameter h influence 
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7.3.2 Mach = 0.7 case 
Secondly, let's consider the F18 aircraft flying at a trim condition of Mach number 
of 0.7 and an altitude of 35,000 ft. The given climb rate commands are +5 ft/sec, +10 
ft/sec constant climb rate with zero perturbations in the states. While keeping the 
desired climb rate, we maintain angle of attack at its trim value. As mentioned before, 
this is pretty challengeable case compared to Mach 0.5 and altitude 10,000 feet case due 
to the decrease of the toted dynamics pressure and the decrease of the aerodynamics 
efBciency and control authority. 
The simulation results are presented in Figure 7.9 to Figure 7.12. The results bear a 
strong similarity as in the case of Mach 0.5 and altitude 10,000 feet. We see that the two 
desired tracking values are e.xactly satisfied. To match the constant climb rate and the 
same trim angle of attack, the flight path angle will be exactly constant, but maintain 
at a new value. To maintain +10 ft/sec constant climb rate, the overshoot of response 
trajectory for pitch rate is relatively larger than that of Mach 0.5 and altitude 10,000 feet 
case. From the simulation results, we see the capability of the approximate nonlinear 
receding-horizon control method when applied to output-tracking control problem for 
non-minimum phase system. 
The performance of the approximate receding-horizon control law depend on the 
order of approximation performed. In fact, the closed-loop stability does not necessarily 
require a larger N to achieve. For the cases demonstrated here, the vaiues of N equal to 
3. Actually, test shows that N equals to 3 or 4 will yield satisfactory system response. 
From the simulation results based on the two flight conditions for the F18 aircraft, we 
confirm that the approximate receding-horizon control approach works well in output-
tracking problem. While the other two control methods are invalid for this kind of 
control problem, the receding-horizon control method shows its advantage. 
108 
20.0 
+5 It/sec dimb rate 
-t-IO ft/sec dimb rate 
15.0 
I 10.0 
a 
5 
•i 1 5.0 U 
0.0 
-5.0 
0.0 5.0 10.0 15.0 20.0 
Time (sec) 
Figure 7.9 Mach = 0.7 climb rate for output tracking control 
1.9 
+5 It/sec dimb rate 
-t-lO tt/sec climb rate 1.7 
1.5 
1.3 
1.1 
2. 
I 0.9 
(0 
£ 0.7 
a a. 0.5 
0.3 
0.1 
•0.1 
•0.3 
-0.5 
0.0 5.0 10.0 15.0 20.0 
Time (sec) 
Figure 7.10 Mach = 0.7 flight path aJigle for output tracking control 
109 
8.0 
+5 ft/sec climb rate 
-t-IO ft/sec dlmb rate 
7,0 • 
"3 6.5 -o 
2. 
o 
g> 6.0 • (0 
•s 
£ 5.5 • 
/' 
4.0 
0.0 5.0 10.0 15.0 20.0 
Time (sec) 
Figure 7.11 Mach = 0.7 pitch angle for output tracking control 
0.90 
+5 tt/sec climb rate 
-t-IO ft/sec dimb rate 
0.70 
U 
JO 0.50 
0.30 
« 
? 0.10 ID 
I 
-0.10 
-0.30 
-0.50 
0.0 5.0 10.0 15.0 20.0 
Time (sec) 
Figure 7.12 Mach = 0.7 pitch rate for output tracking control 
110 
CHAPTER 8 CONCLUSIONS 
Linear or nonlinear, that is a question one would ask when it comes to controller 
design for the inherently nonlinear system of an airplane. The traditional approach 
has been linear, perhaps dictated historically by the limited capability of avionics and 
availability of only linear control theory. But its success over the history of aviation is 
no coincidence. .A.s the F-18 application demonstrated in Chapter 5, a linear controller 
is stabilizing the aircraft, even compared with a nonlinear design, in the normal flight 
scenarios. But the performance of the linear design degrades significantly when the 
operation point is not very close to the trim point. .A.lso the limitations of linear designs 
become obvious in more challenging situations such as high-performance flight with high 
angle of attack and large angular rates or unconventional emergency engine-only flight 
control applications illustrated in Chapter 6. 
The major objective of this thesis is to address nonlinear flight control system design 
for both normal aircraft flight control where the control surfaces are the primary effectors, 
and unconventional emergency flight control by engines only. By offering the comparison 
of nonlinear flight control system design and linear flight control system design, we 
successfully proved the feeisibility of nonlinear flight control system designs. 
Our first contribution Weis focusing on the normal flight control system design. We 
spanned our study among the nonlinear engine dynamics, aerodynamics, fight dynam­
ics, control law development and verification using a high-fidelity six-degree-of-freedom 
nonlinear model for the F18 aircraft. Based on the original nonlinear models, a LQR 
controller and two nonlinear controllers, i.e., a predictive controller and a approximate 
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receding-horizon controller, were designed. The successful applications of the controllers 
to the F18 aircraft demonstrated the capability of the nonlinear predictive contiol 
method and nonlinear approximate receding-horizon control method for controlling non­
linear systems. Our study shows that, even though both the linear controller ajad nonlin­
ear controllers have the ability to stabilize the aircraft, the nonlinear controllers exhibit 
better response performance. Also, while the LQR and dynamic inversion methods are 
not applicable, continuous-time predictive control approach and approximate receding-
horizon control approach introduced in this thesis have become effective methods in 
control system design. System nonlinearities can be accommodated by the nonlinear 
flight control systems to improve system performance and increase system stability. 
.Another valuable contribution of this thesis was that we successfully developed a 
nonlinear predictive control technique for flight control design of a propulsion-controlled 
aircraft (PCA) system. This problem has long posed a serious challenge to controller 
design. When the primary control surface, the stabilator, is inoperative, linear control 
methods cajinot stabilize the aircraft. However, the nonlinear predictive control strategy 
is effective in the case of propulsion controlled aircraft. Simulation results exhibit better 
performance for the nonlinear controllers than for the linear one, and clearly show the 
capability of stabilizing unhealthy aircraft. These results also show that the crippled 
aircraft can be controlled to achieve flight conditions that are infeasible according to the 
linearized model. From our study, a very important conclusion can be drawn that when 
nonlinearities dominate in system dynamics, linear control methods work poorly or do 
not work at all, whereas a nonlinear flight control system can potentially accomplish the 
control objectives beyond the extent linear controllers can ever reach. 
The last contribution of this thesis was that we accomplished the challenging design 
of output tracking control for non-minimum phase systems. Output tracking control for 
non-minimum phase systems is an active research topic in recent years. In this thesis, 
we extended the concept of the approximate receding-horizon control method to the 
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output tracking problem for non-minimum phase systems. A closed-form control law 
was developed. Application to the F18 model, which is a non-minimum phase system, 
demonstrates the approximate receding-horizon control method effectively realized out­
put tracking control for this non-minimum phase system where both dynamic inversion 
and predictive control are not applicable. 
As expected, our study shows that nonlinearities in aircraft dynamics are a promi­
nent consideration in the design of high-performance conventional flight control systems. 
.A.n appropriately designed nonlinear predictive controller and an approximate receding-
horizon controller will respond better to system nonlinearities and hence provide more 
effective control in even large perturbation or the stringent situation of propulsion-only 
control system and even output tracking control for non-minimum phase system. This 
highlights the importance of appropriately incorporating nonlinearities in controller de­
sign. The comparison of the performance with that of linear flight controllers provides 
some insights into when nonlinear controllers may improve performance. 
The work presented in this thesis is just the first step toward throughly understand­
ing Eind utilizing nonlinear predictive controllers and approximate receding-horizon con­
trollers for various flight control systems. There are many related issues need to be 
deeply studied in the future. These issues may include: 
• Since the approximate receding-horizon control strategy is based on the multi-step 
predictive control formulation, the errors must exist due to the approximation. 
Finding the exact solution and aiieilyzing the errors may be the very important 
reseajch topic in the future; 
• Theoretically proving the possibilities of both the predictive control method and 
the approximate receding-horizon control method for stabilizing normal flight con­
trol systems; 
• E.xtending the predictive control approach and the approximate receding-horizon 
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control approach to various normal nonlinear flight control systems to test con­
troller performance and explore the possibility of the various applications; 
• Applying the approximate receding-horizon control approach to the controllable 
propulsion only control system to explore the capability of the controller in stabi­
lizing unhealthy aircrafts; 
• Numerically constructing the approximate receding-horizon controller is time-consuming 
for nonlinear systems. A more efficient numerical algorithm will greatly reduce the 
execution time with the development of modem high performance computer; 
• Theoretically proving the possibility of the approximate receding-horizon control 
approach in accomplishing the output tracking control for both minimum phase 
and non-minimum phase system; 
• Real-time on-board implementation of both the predictive control method and the 
approximate receding-horizon control method may be very challenging issue to 
explore; 
• Real-time on-board implementing of output tracking controllers for non-minimum 
phase system using the approximate receding-horizon control method is an inter­
esting topic to study; 
The hope is that with the advances in nonlinear control methodology and avionics, 
more capable and higher-performance flight control system designs will become feasible. 
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APPENDIX APPROXIMATE NONLINEAR 
RECEDING-HORIZON CONTROL LAW 
The higher-order explicit formulas for approximate nonlinear receding-horizon con­
trol laws are given in this Appendix. 
As known from Chapter 4, an analytical, nonlinear feedback control law v  is defined 
by the first m equations in 4.48 as follows. 
For iV = 1 
For iV = 2 
For iV = 3 
For iV = 4 
V  =  u(f) 
J  m x l  
V  =  
V  =  
V  =  
u { t )  
u { t  - t -  h )  
u { t )  
u { t  - f -  h )  
u ( t  +  2 h )  
u ( t )  
u { t  - h  h )  
u { t  - h  ' 2 h )  
u { t  +  Z h )  
2m X1 
3m XI 
(A.l) 
(A.2) 
(A.3) 
(A.4) 
-I 47nxl 
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For N  =  n  
V  =  
u { t )  
u { t  +  h )  
u { t  +  2 h )  
u [ t  + (n — l ) h ]  
(A.5) 
nmx I 
Since the general expression for state x { t  +  k h ) ,  I  <  k  <  N  
x { t  +  k h )  ^ { t )  +  +  h F y ] f  \  +  (x;(/ +  h F Y G u i t  + (A: - 1 - i ) h ] \  (A.6) 
1=0 J 11=0 J 
where /, F, and G  are all evaluated at x { t ) .  
Let L { T )  =  x ' ^ { T  -f T ) Q x { t  + r) + U ^ { t  + T ) R u { t  + r) for r 6 [0,1']. The integral in 
(4.37) may be approximated by the standard trapezoidal formula 
J ^ Jt =  ^ [ ^ L { 0 )  +  L { h ) - b . . .  +  L { { N - l ) h )  +  ^ L { N h ) ]  
=  ^ [ ^ L { 0 )  +  L { h )  +  . . .  +  L { { N  - l ) h )  +  ^ L { N h ) ]  
=  ^ L { 0 )  +  m h )  +  . . .  +  l L { { N - l ) h )  
Substitution of x { t  +  k h )  in L { k n )  gives us the following expansion 
(A.7) 
L { 0 )  =  x ^ i t ) Q x { t }  +  u ' ^ { t ) R u { t )  
L { h )  =  x ^ [ t  +  h ) Q x { t - ' r  h ) +  h ) R u { t - k - h )  
=  [ x { t ) - \ ' h f { x ) ^  Q [ x { t )  +  h f [ x ) \  (A.8) 
+2[x(f) + h f { x ) Y Q  {/iG(x)} u { t )  
+ u ^ ( f )  { h G { x ) f  Q  { h G { x ) }  u i t )  
+ u ^ { t  +  h ) R u { t  +  h )  
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L[:2h) = xT{t^2h)Qx{t^-2h) + u'^{t^-2h)Ru{t + '2h) 
iT 
x { t )  +  h l Y : { l  +  h F y ] n x )  
1=0 
Q x { t )  +  h l Y i U  +  I ' F Y U I . ' : )  
i=0 
+2 
+2 
Q { h { I  +  h F ) G { x ) } u { t )  
Q  { h G { x ) } u { t  +  h )  
xW + hiY,{i + hFy]f(x) 
1=0 
x m + h [ Y i ( r + h F Y ] n x )  
i=0 
+ 2 u ^ ( 0  { h { [  +  h F ) G { x ) f  Q  { h G i x ) } u { t  +  h )  
W { t )  { h { I  +  h F ) G { x ) f  Q  { h { I  +  h F ) G { x ) } u [ t )  
W [ t  +  h )  Q  { h G { x ) }  u ( t  +  h )  
+ u ^ { t  +  2 h ) R u { t  +  2 h )  
L { 3 h )  =  x ' ^ { t  +  3 h ) Q x { t  +  3 h ) + u ^ { t  +  3 h ) R u { t  +  3 h )  
x { t )  +  h [ ^ { I  +  h F Y U i x )  
1=0 
Q x { t ) h [ Y n i + i , F ) y { i )  
1=0 
+2 
+2 
+2 
x { t )  +  +  h F Y U i x )  
1=0 
^ { t )  +  +  h F Y U i x )  
1=0 
x { t )  +  h l ' Z i f  +  h F Y l f i x )  
1=0 
Q { h { I  +  h F ) ' ' G { x ) } u { t )  
Q { h { I  +  h F ) G { x ) } u i t  +  h )  
Q { h G { x ) } u ( t  +  2 h )  
+ 2 u ^ ( 0  { h { I  +  h F ) ^ G { x ) f  Q  { h { I  +  h F ) G { x ) }  u { t  +  h )  
+ 2 u ^ ( / )  { h { [  +  h F f G { x ) f  Q  { h G { x ) }  u ( t  +  2 k )  
+ 2 u ^ ( /  +  h )  { h ( /  +  h F ) G ( x ) f  Q  { / i G ' ( x ) }  u [ t  +  2 h )  
W { t )  { h { l  +  h F Y G { x ) f  Q  { h { I  +  h F Y G { x ) } u { t )  
W [ t  +  h )  { h [ I  +  h F ) G [ x ) Y  Q  { h { l  +  h F ) G [ x ) }  u { t  +  h )  
+ u ^ ( f  +  2 h )  { h G { x ) } ' ^  Q  { / i G ( x ) }  u { t  +  2 h )  
+ 3/i)/2'u(f "l" 3ft) 
(A.9) 
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L { 4 h )  =  x ^ ( t  +  4 h ) Q x { t  +  4 h )  +  u ^ { t  +  4 h ) R u { t  +  4 h )  
x { t )  +  h [ ^ i r  +  h F y ] f ( x )  
i=0 
Q 
+2 
+2 
+2 
+2 
[x(0 + /tE(/ + /iF)']/(^) 
1=0 
x { t )  +  h [ f ^ { r  +  h F y ] n x )  
t=0 
x { t )  +  h [ j 2 { f  +  h F y ] n x )  
1=0 
x i t )  +  h [ f 2 { f  +  h F y ] f { x )  
i=0 
x { t )  +  h [ ^ ( i  +  h F y ] n x )  
1=0 
T 
Q  { h { I  +  h F f G i x ) }  u { t )  
Q {h{I + hF)^G{x)} uit + h) 
Q { h { I  +  h F ) G { x ) } u { t  +  2 h )  
Q { h G i x ) } u { t  +  3 h )  
+ 2 u ^ ( 0  { h { r  + h F f G ( x )  f  Q { h i l  +  h F ) ^ G { x ) }  u { t  +  h )  
+ 2 u ' ^ { t )  { h { [  +  h F f G { x )  f Q  { h { I  +  h F ) G { x ) }  u { t  +  2 h )  
+2u^(0 {h{f + hFfG{x) f Q {hGix)} u(t + 3/i) 
+2u'^(t + h) {h{I + hFfG{x)fQ {/i(/ + hF)G{x)}u{t + 2h) 
+2y7'{t + h) {h{I + hFfG(x)fQ {hG{x)}u{t + 3/i) 
+2u^{t + 2h){h{f+ hF)G{x) f Q {hG{x)} u(f + 3/i) 
+ i i ^ ( 0  { / i ( /  +  h F f G { x )  f q  { h { I  +  h F f G { x ) }  u ( t )  
- h u ^ ( t  +  h ) { h ( /  +  h F ) ' ' G { x ) Q { h { f +  / i F ) 2 G ( x )  }  u ( f  +  h )  
+ u ' ^ i t  +  2 h )  { h { I  +  h F ) G { x )  f  Q  { h { f  +  h F ) G { x ) }  u i t  +  2 h )  
+ 3/i) { h G { x )  Q  { h G { x )  }  u { t  +  3 h )  
-{•u^(t -f- 4h)Ru^t 4h) 
Hence, we obtain the general expression for L(fc/i), 1 <  k  <  N  
L { k h )  =  x ^ { t - t  k h ) Q x { t  +  k h )  +  v T { t - ^ k h ) R u { t  +  k h )  
fc-i r 
x { t )  +  h [ Y , { i  +  f i F y ] f \  Q  \ x { t )  +  h [ ' £ { r + h F y ] f  
t"=0 J _ L 1=0 
k-l 1 
(A.IO) 
x { t )  +  /i[^(/ + h F y ] f ]  Q 1^' h { I  + /»F)'G(r)ti[t + (A: - 1 - i ) h ] \  +  
1=0 J 11=0 ^ J 
h ( I  +  h F y G { x ) u [ t  + (Ar - 1 - z)/i]| Q  h { I  +  h F y G { x ) u [ t  +  { k  -  I  -  t ) / i ] |  
+u'^{t + kh)Ru{t + kh) 
(A.11) 
US 
Since L { N h )  =  x ^ { t  +  N h ) Q x ( t  +  N h )  +  u ^ { t  +  N h ] R u { t  -f N h )  is defined, the final 
state constraint condition x{t + T) = 0 can make the state variable x{t + Nh) equal to 
zero. Also, from + Nh) =0, we may find that control variable u{t + Nh) equal 
t o  z e r o .  T h u s ,  L { N h )  t e r m  i s  e x c l u d e d  f r o m  t h e  a p p r o x i m a t e  p e r f o r m a n c e  i n d e x  J f  
Hence, by setting J = 7, H matrix always has the following specific form. 
f f n  
H21 H22 
0 0 
0 
^2(iV-l) 0 
: 0 
0 
0 
(A.12) 
This further simplifies the explicit formulas for the closed-loop control law for different 
N values. Furthermore, it's easy for us to obtain explicit expressions for H{x), g{x) and 
q { x )  s o  t h a t  w e  c a n  g e t  a n  e x p l i c i t  m a t h e m a t i c a l  e x p r e s s i o n  f o r  t h e  c l o s e d - l o o p  c o n t r o l  v .  
For N  =  I  
J i  = ^ [ U { Q ) \  =  ^ L { 0 )  
(A.13) 
J i  =  ^ u ' ^ { t ) H n u i t )  + 9 ' [ { x ) u { t )  +  q { x )  
Hn = 
^  9 f i ^ )  =  z e r o s { l , m . )  ( ^ . 1 4 )  
q { x )  =  ^ x ' ^ { t ) Q x { t )  
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For iV = 2 
h  = i m 0 )  +  L { h ) ] ^ H { 0 )  +  ^ L { h )  
• h  = i u { t )  
T  
Hn 0 u { t )  
+ 
9 i  
T 
u(t) 
u { t  +  h )  1 
0
 
•
 
u { t  +  h )  
. 
u { t  +  h )  
+ 9(a:) 
(A.15) 
H n  =  f ^ R  +  h { h G [ x ) f  Q { h G { x ) }  
H22 = hR 
H\2 = zeros{m, T n )  
H21 = HI 2 (A-16) 
g j i x )  =  h  { x { t )  +  h f { x ) } ' ^  Q  { h G { x ) }  
g j { x )  =  z e r o { l , m )  
q { x )  -  ^ x ' ^ { t ) Q x { t )  +  ^ { x { t ) + h f { x ) } ' ^ Q { x { t )  +  h f { x ) }  
For iV = 3 
J3 = l [ ^ L { 0 )  +  L { h )  +  L { 2 h ) ]  =  ^ L { 0 )  +  ^ L { h )  +  ^ L { 2 h )  
u { t )  
T  
H n  H I 2  0 u ( t )  3 i  
T  
u ( t )  
J 3  =  ^  u{t + h) H21 H22 0 u ( t  +  h )  + 3 2  u ( t  +  h )  
u{t + 2h) 0 0 3^3 u ( t  +  2 h )  53 u ( t  + 2 / 1 )  
(A.17) 
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H n  
H22 = 
3^3 = 
H n  = 
H i x  = 
7/I3 = 
9 i [ x )  = 
f/JCa;) = 
ali^) = 
9(x) = 
= !^R + h {hGix)y Q {hG{x)} + h {/i(/ + hF)G{x)y Q  { h { I  +  h F ) G { x ) }  
h R  +  h { h G { x ) } ' ^ Q { h G { x ) }  
h R  
h  { h { I  +  h F ) G [ x ) f  Q  { h G { x ) }  
H x 2  
ftsi = H23 = H32 = seros{m, m) 
h  [ x i t )  +  h f { x ) f  Q  { h G { x ) }  +  h  |x(0 + /iE(/ -h /iF)']/(x)| Q  { h { I  +  h F ) G { x ) )  
h  | x ( 0  +  h [ p y  +  / » F ) ' ] / ( x ) |  Q  { h G { x ) }  
z e r o { l ,  m )  
+ I [x(0 + h f { x ) ] T ^ Q [ x { t )  +  h f { x ) ]  
x(,t) + h['£{[^hFy]f{x) 
1=0 
Q x { t ) + h [ Y ; ^ { i + h F Y ] f { x )  
1=0 
(A.18) 
For N  —  A  
J4 = |[U(0) + i:(/i) + L(2/i) + L(3/i)] = H(0) + H(/i) + |L(2/i) + U(3/i) 
J 4  =  k  
u { t )  
u{t + h) 
u { t  +  2 h )  
u{t + 3/1) 
Hn Hi2 HI3 0 
H21 H22 H23 0 
H31 H32 H33 0 
0 0 0 H44 
+ 
- T  -
9 i  u { t )  
9 2  u{t + h) 
9 3  u{t + 2h) 
9A u{t + 3A) 
+ 7(x) 
u(0 
u(i + /i) 
u{t + '2h) 
u{t + 3/1) (A.19) 
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H n  =  ^ R  +  h { h G { x ) f Q { h G [ x ) }  +  h { h { I  +  h F ) G { x ) f Q { h { I  +  h F ) G [ x ) }  
+ h  { h { I  +  h F ) ^ G ( x )  f  Q { h { I  +  h F ) ^ G { x ) }  
H22 = hR + h{hG{x)}^Q{hG{x)}-\-h{h(I •\-hF)G{x)f Q{h{I+ hF)G{x)} 
Hxi = hR + h{hG{x)f Q{hG{x)} 
H44 — hR 
H n  =  h { h { l  +  h F ) G [ x ) f  Q { h G { x ) } - \ - h { h { I - \ - h F ) ^ G { x ) f  Q { h i ^ I  +  h F ) G [ x ) }  
Hii = Hu 
H i s  =  h { h { I  +  h F ) ' ^ G { x ) f Q { h G { x ) }  
3^1 = Hi3 
H23 = h{h{I+ hF)G{x)fQ{hG{x)} 
H32 = H23 
H U  =  H ^ I  =  H 2 4  =  H ^ 2  =  H 3 4  =  H 4 3  =  0  
(A.20) 
g j { x )  =  h { x { t ) + h f { x ) y  Q { h G { x ) }  +  h  x { t )  +  h [ ^ { I  +  hFy] f { x )  
1=0 
Q  { h { I  +  h F ) G { x ) }  
+ h  
g j ( x }  =  h  
9 4  i ^ )  
x { t )  +  h [ j ^ { I  +  h F Y ] f [ x )  
«=o 
'=0 
2 
r(^) + A[X:(/ + AF)']/(z) 
i=0 
x { t )  +  h [ ^ { i  +  h F y ] f { x )  
i=0 
Q{/i(/ + /iF)2G(x)} 
Q  { h G ( x ) }  +  
Q { h U  - ^ h F ) G { x ) }  
Q  { h G { x ) }  
z e r o [ l , m )  
q { x )  =  ^ x - ^ { t ) Q x { t )  + I {x(t) + ft/(x) f  Q  {x(0 +  h f { x ) }  +  
i T  
x { t )  +  h [ j 2 { i  +  h F y ] f { x )  
i=0 
x(f) + ftE(/ + /iF)'"]/(x) 
«=0 
Q  
Q 
x { t )  +  h [ ' £ { i  +  h F y ] n x )  
i=0 
x { t )  +  h ( £ { i  +  h F y ] f { x )  
i=0 
(A.21) 
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For iV = 5 
J 5  =  ^ [ ^ L { 0 )  +  L i h )  +  L { 2 h )  +  L ( , 3 h ) L { 4 h ) ]  
= |L(0) + |L(/i) + |L(2/i) + |L(3/i) + f Z,(4/i) 
«(0 
I  
ffii HI2 Hiz Hu 0 u { t )  
u { t  H- h )  H21 H22 H23 H24 0 u { t  +  h )  
u { t  +  2 h )  H31 i/32 H33 H34 0 u { t  2 h )  
u ( t  +  3 h )  4^1 H42 H43 H44 0 u { t  +  3/1) 
u ( t  +  4 k )  0 0 0 0 u { t  +  4 h )  
9 i  
T  
u ( t )  
9 2  u ( t  4- h)  
9 3  x  u { t  +  2h)  
9 4  u{t + 3h)  
. f 5 . u ( t  + 4h)  
//u = ^ R - \ - h { h G { x ) f Q { h G { x ) }  +  
h  { h { I  +  h F ) G { x ) f  Q  { h { [  + /iF)C?(x)} + 
h  { h { I  +  h F f G [ x ) f Q  { h { I  +  h F f G { x ) ]  +  
h { h { I  +  h F f G { x )  Q [ h { I  +  / iF ) 3G ( i )  }  
H22 = hR + h{hG[x)f Q{hG{x)}Jr 
h { h { I ^ h F ) G { x ) f  Q { h { I  ^ h F ) G { x ) } +  (A.23) 
{ / i ( /  +  h F f G ^ x )  f  Q { h { I  +  h F f G { x ) }  
H33 = hR + h{hG{x)f Q{hG{x)} + 
h  {h { r  +  hF)G { x ) f  Q {h{ I  -h  hF)G { x ) }  
H44 = hR + h{kG{x)}^Q{hG{x)} 
H55 = hR 
123 
H i 2  = ^21 = 
His = H z i  = 
Hi4 = Hai = 
H23 = H32 = 
H24 = HA2 = 
H M  = H43 = 
HIS = H51 = 
3^5 5^3 = 
h  { h [ I  +  h F ) G { x ) f  Q { h G { x ) } - \ -
h  { h i r  +  h F ) ^ G i x ) f Q  { h { I  +  h F ) G { x ) }  +  
/ i  { / i ( /  +  h F f G { x )  f Q { h i I  +  h F Y ^ G i x ) }  
h { h { I  +  h F ) ^ G { x ) f  Q  { h G { x ) }  +  h  { h { I  +  h F f G [ x ) f  Q  { h { I  +  h F ) G { x ) }  
h { h i l - \ - h F f G { x ) f  Q { h G { x ) ]  
h  { h { I  +  h F ) G { x ) f Q  { h G { x ) }  + h  { h ( I  +  h F y G { x ) f  Q  { h ( r  +  h F ) G { x ) }  
h { h { r  +  h F f G { x )  f  Q  { h G { x ) }  
h  { h { I  +  h F ) G { x ) } ^ Q  { h G { x ) }  
H25 = H52 = 0 
H45 = H54 = 0 
(A.24) 
g j i x )  =  k { x { t )  +  h n x ) f Q { h G { x ) }  +  
h  
h  
h  
g j  ( i )  =  h  
h  
h  
g l { x )  =  h  
h  
h  irj(ar) 
x(0+ME(/ + /»^)'"]/W 
i=0 
x i t )  +  h [ j ^ [ I  +  h F Y ] S { x )  
1=0 
x { t )  +  h [ Y ^ [ i + h F y ] j { x )  
i=0 
1 
x ( t ) + h [ Y ^ ( / + h F m x )  
i=Q 
x ( t ) + h [ £ ( / - h h F m x )  
i=0 
x ( t )  +  h [ £ ( i - i - h F y ] f i x )  
1=0 
2 
x ( t ) + h [ Y ^ ( /  +  h F m x )  
i=0 
x ( t ) - i - h [ f ^ ( / + h F m x )  
i=o 
x ( t ) - h h [ ^ ( i + h F m x )  
i=0 
Q { h ( / - t h F ) G ( x ) }  +  
Q  { h ( / +  h F y ^ G ( x ) } - h  
Q { h ( / - h h F f G ( x ) } - h  
Q { h G ( x ) }  +  
Q { h ( /  +  h F } G ( x ) }  +  
Q { h ( f  +  h F ) ^ G ( x ) }  
Q { h G ( x ) } - t  
Q { h ( l  +  h F ) G ( x ) }  
Q { h G ( x ) }  
(A.25) 
=  z e r o ( l , m )  
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q { x )  = + I {x(0+/i/(x)} Q { x { t ) + h f [ x ) } - h  
x { t )  +  h [ ^ { r  +  h F y ] n x )  
i=0 
x ( t )  +  h [ f 2 { r  +  h F y ] n x )  
1=0 
x { t ) - \ - h [ f 2 { i + h F y ] n x )  
1=0 
i T  
Q 
Q 
Q 
x { t )  +  h [ Y ; ^ { i  +  h F y ] n x )  
i=0 
x { t )  +  h [ Y ; ^ { I  +  h F y ] f { x )  
1=0 
x(«)+ft[E(/+/»W(x) 
1=0 
+ 
+ 
(A.26) 
Thus, having the expressions of matrix H, g and q, we are ready to calculate the 
closed-form control law. 
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