Estimation of Time Differences of Arrival by Pole Decomposition
Absfruct-Time differences of arrival (TDOA's) of emitter wave fronts to a spatially distributed array of sensors can be used to determine the source location. In this paper, we suggest a new method of TDOA estimation for multiple unknown autoregressive moving average (ARMA) sources and additive noise that may be correlated between the sensors. We derive a theoretical formula that only uses the receiver cross spectra and the source poles for the TDOA determination. The poles are estimated by a least squares technique, and two methods are suggested for the estimation of the cross spectra which allow tradeoffs between computational complexity and accuracy. A new time delay model is derived and used to show the applicability of the methods for noninteger TDOA's. Results from simulations illustrate the performance of the algorithm by Monte Carlo trials and compare it to the Cramer-Rao bound.
T I. INTRODUCTION
HE location of electromagnetic, acoustic, or vibration wave sources by passive array systems is currently a topic of considerable interest in many areas, such as astronomy, defense, and geophysics [ 11 . The array sensors may comprise a group of antennas, microphones, or geophones, depending on the application. The time series output is usually modeled as a sum of delayed and amplitude scaled versions of the original source signals and additive noise components that are typically correlated among the array elements. The set of the delays, or the time differences of arrival (TDOA's), associated with each of the source wave fronts between the sensors can be used to determine the source location by solving a nonlinear or linear system of equations [2] . In this paper, we consider a new method for TDOA estimaGon of multiple sources whose spectra are unknown (see also [3] ). Existing TDOA estimation algorithms are usually devised for a single source. The generalized correlation method of Knapp and Carter [4] gives the maximum likelihood (ML) solution and unifies a large part of the available procedures as prefilters followed by cross correlators. These methods often require a priori knowledge of the source and noise spectra. For the case of unknown signal parameters, Chan et al. [SI and Hannan and Thomson [6] have suggested two different model fitting Manuscript received June 14, 1982; revised June 2, 1983 . This work was supported by the Advanced Research Projects Agency under Contracts MDA903-80-C-0331 and MDA903-82-K-0382. The work of G. Su was also supported by a DSO scholarship from the Government of Singapore. This paper was presented in part at the 21st IEEE Conference on Decision and Control, Orlando, FL, December 1982.
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M. Morf is with the Departments of Electrical Engineering and Comprocedures, followed by an appropriate minimization function for the delay estimation. All of these methods are designed for the single source case.
The presence of many sources complicates the estimation problem, particularly when their spectral properties are unknown. Most traditional techniques employ beamformers to estimate the bearing angle of each of the distant emitters (see, for example, [7] and [X] ). The spatial resolution of the beamformers is frequently limited by sidelobe effects, which unavoidably increase for narrower beams. Schweppe [9] derived an optimal decoupled beam processor by a least squares criterion. There is a considerable body of literature on array processing methods. Since this paper mainly addresses the TDOA estimation problem, we shall mention only the maxi- In 1979, a new system identification approach for the TDOA estimation problem was suggested by Morf [ 161 , using a multichannel rational model for the array signals. This model, which is useful for random sources with various spectra, was later applied by Porat and Friedlander [17] to design a new TDOA estimation technique for unknown multiple sources which can be modeled as autoregressive moving average (ARMA) processes. In their method, it is first necessary to estimate all the unknown signal parameters, such as the zeros and poles of the signal spectra as well as the amplitude attenuations from the sources to the receivers. A cost function is then minimized by a nonlinear optimization technique to estimate the desired delays. The receiver noises are assumed to be white and spatially uncorrelated.
In the next section of this paper, we first extend the ARMA model of [ 161 and [ 171 to include receiver noise that may be correlated among the sensors and in time. This model is still restricted to the integer delays case, but we generalize it to fractional delays later. In order to determine the unknown TDOA's, we derive a new formula that requires only the knowledge of the receiver cross spectra and the poles of the sources.
Based upon the new formula, we set up two new TDOA estimation procedures in Section 111. In the first one, which we call the direct method, the receiver cross spectra are estimated by a windowed z-transform of the sensor sample cross correlations. The source poles are determined by a least squares technique which extends the ones of [17] and [18] .
Then the TDOA formula is applied to estimate the desired TDOA's. This method based upon the TDOA formula was first presented by Nehorai and Morf in [ 3 ] .
The second procedure, which we call the residue method, is similar to the first one, except that instead of the receiver cross spectra, we use their residues at the source poles. These residues are estimated by a special least squares method, first suggested by Su in [19] . The residue method requires more computations than the direct method, but it is asymptotically exact and yields more accurate results for overlapping spectra sources. The two methods are described, first for receiver noise of moving average (MA) type, and then we show how they can be applied for the more general ARMA noise.
In Section IV, we introduce a new ARMA array model for the case of noninteger delays. Our analysis is different from what is usually used in other TDOA estimation methods. Considering the appropriate modification for the model, it is shown that the TDOA formula is applicable for this case also.
Section V illustrates the performance of the algorithm by simulation results from Monte-Carlo experiments and comparisons to Cramer-Rao lower bound. Section VI summarizes the results and concludes the paper.
Appendix A relates our problem formulation to the multichannel rational one of Morf et al. [16] . This also facilitates the comparison to other estimation methods of multivariable type. Appendix B proves the TDOA estimation formula of Section I1 for the case of sources with common poles, assuming different multiplicity.
The major advantage of the proposed technique lies in its computational simplicity. It does not require the prior estimation of the amplitude attenuation factors, nor does it need estimation of the zeros of the source and noise spectra. In fact, the user does not have to know if the sources are of autoregressive (AR) or ARMA type.
Compared to the generalized cross-correlation technique of [4] , the proposed method does not require prior knowledge of the signal and noise spectral densities. In comparison to [ 171 , our technique has the advantage that it is completely independent of the attenuation factors, emitter and noise zeros, and requires significantly fewer computations. Our simulation results include a comparison with [17] , exhibiting similar performance.
PROBLEM FORMULATION AND THE TDOA FORMULA A. Problem Formulation
We consider an array consisting of p omnidirectional sensors that receive signals originating from m uncorrelated sources which are modeled as finite order stationary ARMA processes. Thus, each of the sampled source signals is assumed to satisfy a stochastic recursion pk 4k
where n and k denote the time and source index, respectively, T, is the sampling interval, and {wk(nz)) are uncorrelated unit variance white noise processes. (Note that any stationary random process can be modeled in this way by choosing sufficiently high order.) The z-transform of each source signal can be expressed from (1) as
The transfer functions {Ck(Z)/dk(Z)} are assumed t o be minimum phase and stable, i.e., with zeros and poles inside the unit circle.
Supposing nondispersive media as well as the absence of Doppler and multipath effects, the z-transform of the receiver signals can be written
where the real scalars Gik and Tik describe the unknown amplitude attenuation and normalized time delay, respectively, that a signal undergoes in traveling between the source k and receiver i. The receiver noise components {vj(nT,)} may be correlated among the sensors.
The relation (3) is, strictly speaking, true only for integer delays. The appropriate modification to the more realistic noninteger delay situations will be given in Section IV.
All of the relations of this section can be put in a global matrix (or multichannel) form, as shown in Appendix A. In the matrix formulation of the Appendix, the z-transforms of this section become entries of rational matrix transfer functions, and therefore, the lower case letters are chosen for their notation.
B. The TDOA Formula
Denote the cross-correlation sequence between the receivers i and j by where E is the expectation operator and * denotes the complex conjugate. ' Then, under the above assumptions, it is easy to check that the cross spectrum (or the z-transform of the cross correlation) between the receivers i and j is given by where Aijk = Tik -r j k is the desired TDOA of the signal emitted from the kth source to the receivers i and j , and represents the possible correlation between the noise components ui(nT,) and ui(nT,).
Using the above relations, we establish now the following key formula [ 3 ] :
'The complex signal notation is used for the sake of generality. It also can be used with some modifications for prefiltered signals.
where h k l denotes the lth pole of the source k.
Proof of (6): For simplicity, we shall give here the proof for only the special case where the source transfer functions are strictly proper and their poles are different and simple. The appropriate extension to the more general situations is given in Appendix B.
To prove (6) , it is useful to expand each of the source transfer functions into the partial fraction decomposition where (ck,} are the residues of {Ck(Z)/dk(Z)} at the corresponding poles { h k r } . Now, substituting the expansion (7) into ( 9 , we have All the proofs of (6) are based on the following four special 1 ) Its poles coincide with the source poles. 2) Its value near each pole is a function of only a single source.
3) All its signal components are symmetrical with respect to the unit circle except for z-'iik [cf. (5)].
4) The effect of the delay is only on its residues (or the MA part).
It is also helpful to note that (6) is satisfied for any sources and values of z for which the source k dominates. To see this, note that here features of Sij(z).
Sii(Z) =sk(z)S:(l/Z*)Z-Aijk
( 1 2) where S k ( z ) denotes the spectrum of the source k , and therefore
Consider the desired limit of (6). Multiplying both the numerator anc' denominator by 1 -hk1Z-l before taking the limit, we obtain In this sense, the above relationships are nonparametric, and the procedures below can be applied t o more general situations than the ARMA modeling.
111. THE ESTIMATION PROCEDURE Using (6), we now establish our procedure for the TDOA estimation and consider some practical issues and extensions.
A. The Main Steps of the Procedure
The results of the previous section reveal that the receiver cross spectra or their residues and the source poles provide the necessary information for the TDOA determination. Since, in practice, these may not be available, we have to estimate them. The estimation procedure below first evaluates the source poles by solving a set of least squares equations. Then the TDOA formula is applied to estimate the desired TDOA's in two alternative ways: the first one uses direct estimates of the receiver cross
The limit in (6) can also be interpreted as the residue ratios of Sij(z) and S$(l/z*). (Notice that Sz(l/z*) = Sii(z).) To prove this, note that Sij(z) can be written spectra at the source poles by a windowed sum, while the second uses estimates of the corresponding residues. This allows tradeoffs between computational complexity and accuracy.
Source Poles Estimation: Before we describe the source pole estimation procedure, we introduce the assumption that the noise components are of the MA type. Thus, we write
where {Fijkl} are the residues of the receiver cross spectra Sij(z) at the source poles. Computing the limit as in (9), one finds
In Appendix B, we show that (6) still holds for more general conditions than in the above proof. More specifically, the source transfer functions may be nonproper and/or with repeated poles. If a pole is common to two or more sources and the multiplicities are different, (6) is applicable to the source with the highest multiplicity. These facts are proven using the Laurent expansion (see, e.g., [20] ) of Sii(z) near each pole, as is done in Appendix B, or by L'HGpital's rule. where (bjk(Z)} are finite order polynomials of z , and the signals { e k ( n q ) } associated with ( e k ( z ) } are unit variance white processes, assumed to be uncorrelated both among themselves and the source signals. As we shall see later, our method is also applicable for ARMA noise. The present MA noise model is useful to characterize undesired nonwhite wideband signals and enables us to describe a possible correlation among the receiver noise components.
Let the roots of a(z) coincide with the poles of the sources; and we (21) [ W .
where the polynomials { F i k ( Z ) } are of order not larger than M. Now we can express the time domain version of (16) as
( 1 8) Multiplying both sides of (17) by y?
for y 2 0, and upon taking expectation, one obtains
For notational convenience, we shall use the variable v = max { vij} (20) instead of all {vii}. Now combining all the relations in the form of (19), we get the set of equations
k, 1
In other words, we extract the roots of a^(z) to find the poles of the sources. As may seem from (18), one must have some a priori knowledge about the TDOA's as well as the noise orders in order to apply the above least squares method. One a priori knowledge that is always available is the maximum possible TDOA between sensors, given by the propagation time between two sensors. Moreover, this restriction can be relaxed as follows. First, note that we can apply (21) with only part of the correlation terms that appear in (22) . For instance, we may use only the correlation terms for which i = j . Here (25) and the condition (1 8) i s accordingly narrowed down to
This means that in this case, one does not need to have a priori information on the TDOA's to solve the set of equations (21) .
A sufficiently large value for v can then be used to satisfy (19) . Thus, one can apply the procedure only for the diagonal correlation terms, estimate the TDOA's, and then use (21) in its full version to obtain better estimates. The incorporation of the cross correlation for which i f j can also be useful to separate the source poles from undesired noise poles, as we
In the next part of this section, we shall discuss how to choose the correct model order M. HereAwe note that, in (21) practice, we usually use a higher order M in solving (2 1) than the true M. As a result, the lower bounds needed for TDOA Estimation-Direct Method: The direct method estimates the receiver cross spectra by the Blackman-Tukeyi.e., p q is a p 2 dimension vector whose entries are Rij(q) for type windowed sum all i, j . The relation (21) has to be satisfied for the true receiver correlations. Since, in practice, they are not known, we replace where { W ( q ) ) denotes the window weights applied to reduce the sidelobe effects, cf. [21] . Given the estimates of the receiver cross spectra as well as O < q < N (23) the source poles, we are able to apply (6) to estimate the where T denotes the available data length, and N has to be TDoA's. From the phase part Of (6), we write the chosen large enough compared to the significant part of the estimation at ' k l :
truersource coTelation sequences. For negative,lag estimates,
use Rij(-q) = R$(q). Then the set of equations (21) This relationship can be used to relate rational spectra of discrete type to their original continuous analog and vice versa. Note that while the usual impulse invariance relation is used for deterministic systems or filters, here we use it for stochastic processes.
Let us now examine the effect that a normalized fractional delay u (0 < u < 1) has on the above single pole system. The problem is displayed in Fig. 2 . In this figure, the inputs and notations are the same as in Fig. 1 . We are interested in the z-transform of the output sequence x [ ( n t u)&] . The solution for this problem can be obtained by the modified z-transform first introduced by Barker in [25] , in the context of control systems, cf. also [24] . For the single pole system, it is straightforward to show that
where h is the same as in (38) . Notice that the effect of the delay is now expressed in the factor h" of the RHS above. For the more general circumstances where the normalized delay is a noninteger larger than unity, write
where [T] denotes the next higher integer after 7 . Then, for a single pole system, one can obtain 
indicates that the received zero spectra associated with each source are slightly different from sensor to sensor, as a result of noninteger delays. Also, the denominators of (43) reveal that the received signal poles are unaltered by the fractional delays. This implies that the corresponding pole estimation procedure of Section I1 is still applicable for this case.
Notice from (43) that our result for the source-receiver delay operator differs from the usual model e-jW7ik traditionally used for TDOA estimation, even when evaluated on the unit circle. Rather, it is a function that depends on each pole separately. This difference is due to the fact that the continuous time ARMA signal sources considered here are, in general, of wide-band type, while the regular delay model e-lWrik is valid only for band-limited signals. (Note that the two functions coincide for poles which are on the unit circle.)
The above model is also useful for prefiltered receiver signals, assuming that the filter transfer function F(s) is rational. In this case, it is easy to check that the above discussion is still applicable by replacing P ( s ) with Nc(s)F(s).
C. Examination of (6) for Notzbzteger Delays
Using the result (43), we can now examine our TDOA (6) and verify that it is approximately useful also for the noninteger delay estimation case. (47)
The importance of the last expression is that it yields the same TDOA estimation equations as (28) and (33). In other words, we have found that equations (28) and (33) are useful for the estimation of noninteger delays under the above conditions, which are usually satisfied.
V. SIMULATION RESULTS
In this section, we demonstrate the performance of the two TDOA estimation procedures given in Section 111. The experiments consist of Monte Carlo trials from which the sample statistics are computed. 20 trials are run for all experiments except the Cramer-Rao bound comparisons, for which 40 trials are performed. The resulting sample statistics are plotted against TDOA separation and signal-to-noise ratio (SNR) in a graph of expected range (mean * standard deviation) with the mean shown as crosses. The results are also given in table form. For the Cramer-Rao bound comparisons, the quantity 10 log (l/u') is plotted against SNR where u' is the variance of the estimates.
Source Spectra: Two sets of sources are used in the simulations. The first set consists of two second-order AR sources which are strongly overlapping. The source parameters are transfer function of source 1
transfer function of source 2
This set of sources is used to test the capability of the residue method to separate strongly overlapping sources and is chosen to facilitate performance comparison with [17] . The power spectra of the above sources are plotted in Fig. 3 .
The second set consists of two second-order ARMA sources. The source parameters are transfer function of source 1 Fig. 4 . ARMA source spectra.
The power spectra of the above sources are plotted in Fig. 4 . Noise Spectra: Two types of additive noise are considered in the simulations. The first is uncorrelated white noise at each sensor with equal power. The second is correlated colored noise with spectral factor
The algorithms are shown to be robust with respect to spatially correlated colored noise of moving average type.
Simulation Parameters: For each of the simulations, 1000 data samples were used. 40 correlation lags were computed for the direct method and 80 correlation lags for the residue method. The value of vii used in (32) was 1 for uncorrelated white noise and 2 for moving average correlated noise, except for the Cramer-Rao bound computations, when it is 0, since the actual TDOA is 0. The overdetermined model order is 17 in all cases where poles are estimated, except for the overlapping AR sources, where an order of 19 was found to give better performance, and the Cramer-Rao bound comparisons, where an order of 13 was used, since there is only one source.
The phase ambiguity noted in (28) caused occasional step errors in the estimates. We have eliminated these ambiguous cases from the sample statistics. The number of ambiguities is .50
.oo noise ratio between -10 and 20 dB, while the actual TDOA's are fixed at +_ 1.0. The corresponding statistics are given in Table IV . The two methods behave differently at low SNR's. The direct method becomes more biased with moderate variance, while the residue method remains unbiased but has a larger variance.
Overlapping A R Sources: Fig. 9 demonstrates the applicability of the residue method to strongly overlapping sources at low SNR's and provides a comparison with [ 171. The experiments are conducted at an SNR of -6 dB with white and uncorrelated additive noise. The results are also given in Table V . Our results show comparable performance with [ 171 , although our method requires significantly fewer computations and is applicable with no additional complexity for more complicated situations such as ARMA sources and correlated colored noise.
Cramer-Rao Bound Cornpanson:
Figs. 10 and 11 compare the TDOA estimate accuracy to the Cramer-Rao bound for one source. The Cramer-Rao bound is computed using results in the literature (see, e.g., [ 2 6 ] ) . The source spectrum is the same as the first source in Fig. 3 , and the additive noise is un- correlated and white. In Fig. 10 the source spectra are assumed known; in Fig. 11 the source spectra are estimated. A noteworthy feature of the comparisons is that there is very little difference in performance whether the source spectrum is known or unknown, except at very low SNR's. The residue method has somewhat lower variance for both cases. At moderate SNRs, the standard deviations of the estimates are two to four times the Cramer-Rao bound.
VI. CONCLUSION
We have presented a new TDOA estimation method for unknown multiple ARMA sources and correlated receiver noise. The method utilizes the receiver cross spectra near the source poles t o extract the TDOA information. Two algorithms were presented to estimate the TDOA's, one using direct receiver cross spectra estimates, and the other using residue estimates. The main advantage of the proposed algorithms lies in the computational simplicity for complicated situations. Both the direct and residue methods are independent of the sourcereceiver attenuation factors, as well as the source and noise zeros, so that they are equally applicable for AR or ARMA sources, white or correlated MA noise.
The choice between the direct and residue methods depends on the practical case considered. While the residue method 'Is more accurate for overlapping source spectra, the direct method is computationally more efficient.
Results from simulations demonstrated the applicability of the methods for unknown sources, low SNR, and robustness with respect to noise characteristics. The residue method was shown to separate sources which have very close poles and low SNR. Comparisons to the Cramer-Rao bound were also given to facilitate comparisons to other methods., for example, the generalized correlation method of Knapp and Carter [4] .
Note, however, that our method is applicable for multiple We have also introduced a new ARMA array model for the practical situations of noninteger delays.
The model relates the continuous time rational model of the source signals to the discrete sensor outputs. It is generally applicable for source location problems and useful for wide-band ARMA signals passed through rationally modeled filters. This model was used here to verify the TDOA formula for noninteger delays.
Our TDOA estimation approach is also useful for sources which are not necessarily of ARMA type, provided it is applied at peaks of cross spectra at points in the unit circle where one source dominates. The pole decomposition method can be considered a new multivariable spectral estimation technique.
More analysis is needed for comparison of this technique with other spectral estimation methods, Finally, it is worth emphasizing the two main features presented in this paper which are different from other TDOA estimation procedures: 1) the use of cross spectra inside the unit circle, and 2) the use of a new noninteger delay model based on rational modeling. The results are promising and useful for future research on the source location problem. matrix version of the source-receiver relations from Section 11.
In this way, we relate our problem formulation to The relation (Al) suggests that an appropriate multivariable system identification algorithm can be used to estimate the source-receiver transfer function. This transfer function from the source inputs to the receivers, in terms of the physical parameters, is of right matrix fraction description type. While available algorithms are of left matrix fraction description, we recently designed an algorithm of this special structure for the given input case in [27] and [28] which can be applied to the present problem after some modifications.
APPENDIX B PROOF OF ( 6 ) FOR SOURCES WITH COMMON POLES
We consider the' case where some of the sources have a common pole and their transfer functions are not necessarily proper. Denote the common pole by ho! We show below that ( 6 ) is valid for ho and the source whose corresponding order is the highest among the others, providing no other source has the same multiplicity.
The Laurent expansion of each of the source transfer functions about the pole ho can be written ck(z) -Gk(hO) +k(ho)
t .
-. Assume now that among all the sources, the k t h source has highest order for the pole h o . Similarly to the proof of (6), upon multiplying the corresponding denominator and numerator by ( z -ho),K in the limit, one obtains which proves the above assertion. 
