SUMMARY We present a novel method of integrating the likelihoods of multiple feature streams, representing different acoustic aspects, for robust speech recognition. The integration algorithm dynamically calculates a frame-wise stream weight so that a higher weight is given to a stream that is robust to a variety of noisy environments or speaking styles. Such a robust stream is expected to show discriminative ability. A conventional method proposed for the recognition of spoken digits calculates the weights from the entropy of the whole set of HMM states. This paper extends the dynamic weighting to a real-time large-vocabulary continuous speech recognition (LVCSR) system. The proposed weight is calculated in realtime from mutual information between an input stream and active HMM states in a search space without an additional likelihood calculation. Furthermore, the mutual information takes the width of the search space into account by calculating the marginal entropy from the number of active states. In this paper, we integrate three features that are extracted through auditory filters by taking into account the human auditory system's ability to extract amplitude and frequency modulations. Due to this, features representing energy, amplitude drift, and resonant frequency drifts, are integrated. These features are expected to provide complementary clues for speech recognition. Speech recognition experiments on field reports and spontaneous commentary from Japanese broadcast news showed that the proposed method reduced error words by 9.2% in field reports and 4.7% in spontaneous commentaries relative to the best result obtained from a single stream.
Introduction
Recent studies on automatic speech recognition (ASR) have expanded the practical uses of this technology. NHK (Nippon Hoso Kyokai or Japan Broadcasting Corporation) developed a real-time large-vocabulary continuous speech recognition (LVCSR) system for a closed-captioning service [1] . The system, followed by human correction, can generate captions for news programs and sports commentaries in real-time. The system has definitely been a success with read speech, but it is not accurate enough under noisy and spontaneous speech conditions for practical application. A variety of algorithms have been proposed to improve the recognition performance under these conditions. This paper presents a method for increasing the acoustical robustness for these varieties of speech.
It is known that our brain shrewdly integrates various cues, such as amplitude and frequency modulation, so that we can recognize unclear speech without difficulty [2] . Conventional speech recognition systems, however, are based on joint probabilities of spectrum-oriented features. In the literature, many attempts at integrating features have been proposed to capture various properties of speech. These attempts are classified into three kinds of integration.
The first group analytically integrates features into a single stream. This method obtains a discriminative set of features by using a projection matrix obtained by statistical analysis, such as principal components analysis (PCA), linear discriminant analysis (LDA) [3] , heteroscedastic discriminant analysis (HLDA) [4] , or maximum likelihood linear transformation (MLLT) [5] . A combined projection of HLDA and MLLT improves recognition accuracy [6] .
The second group clusters the features into streams, and integrates the likelihoods of feature streams statically. The acoustic score of an input frame is a weighted sum of the log-likelihoods calculated from individual feature streams. Stream weights are defined in advance and can be optimized based on criteria, such as maximum likelihood (ML) [7] , maximum mutual information (MMI) [8] , minimum classification error (MCE) [9] , or maximum entropy (ME) [10] . Stream weights optimized globally by using the ME criterion were reported to show the best performance among them [10] .
The last group improves the likelihood integration so that the method optimizes the stream weights frame by frame. Dynamic stream weights, calculated from the entropy of the search space at a given input frame, were proposed for recognizing spoken digits [11] , [12] . Selective stream weights and proportional weights to the inverse entropy were proposed in [11] . They calculate the entropy of each stream from posterior probabilities of the whole set of HMM states at every input frame. In the recognition of spoken digits, it is feasible to calculate observation probabilities of the whole set of HMM states because there is a constant search space of several hundred states. On the other hand, a real-time LVCSR system would have to deal with an infeasible amount of likelihood calculations to obtain the entropy from the whole set of HMM states.
The proposed method extends the dynamic weights to real-time LVCSR. The method estimates the entropy from probabilities of active HMM states at each input frame, so that the dynamic weights can be obtained without any additional calculation of state probabilities. Furthermore , the dynamic marginal entropy given by a number of active states is taken into account. The method , therefore, obtains the weights from mutual information defined as the difference between the marginal entropy and the entropy given each feature stream. It gives a higher weight to a stream that is robust to a variety of noisy environments or speaking styles according to input speech characteristics.
In this study, we integrate features extracting amplitude modulation (AM) and frequency modulation (FM) of speech resonance, motivated by physiological evidence that the human auditory system extracts such modulation information [13] . Although these modulation features are not commonly used for speech recognition, several methods that demodulate AM and FM signals have been proposed in the literature. The Teager energy cepstrum coefficients (TECC) [14] are DCT coefficients of resonant frequencies, i.e., the center frequency of the formants, weighted by its energy. The resonant frequency is extracted from the output signal through band pass filters by using the energy separation algorithm derived from the Teager energy operation [15] . The comprehensive modulation spectra (CMS) [16] represents similar features to the TECC, but it extracts resonant frequencies by using the time derivatives of the phases obtained through orthogonal band-pass filters. The frequency modulation percentage (FMP) [17] was proposed to capture fluctuations in speech resonances. The feature is the ratio of the second moment over the first one of instantaneous frequency extracted by the energy separation algorithm (ESA) [15] . Amplitude modulation also can be captured in a similar manner. Psychophysical experiments showed that these modulation features provide auxiliary cues to conventional spectrum-oriented features [18] . The feature streams treated in this study are based on a similar extraction algorithm to the FMP feature extraction, but they are calculated as the ratios of amplitude-or resonantdrift to the amplitude or frequency of the resonant.
The rest of this paper is organized as follows. Section 2 presents an outline of the proposed method and details of its stream weighting, and Sect. 3 describes the features we used. Experimental results on broadcast news are given in Sect. 4. Section 5 discusses the issues related to the features and implementation. Figure 1 shows the outline of the method. The proposed LVCSR decoder integrates various feature streams, such as energy, AM, and FM, as described in Sect. 3. The framewise entropy of a stream is calculated from the likelihoods of active states in hypotheses generated in the search process. The number of active states also yields the entropy before observing an input feature, and the mutual information of an input stream is calculated as the entropy reduction caused by an observed feature. The method dynamically yields a log-linear stream weight proportional to the mutual 
Integration of Multiple Streams
where we define a posterior probability P(ƒÉ|xk(n)) given 
where wk is the static weight of the stream k and P(xk(n)|ƒÉ) is the observation probability.
As described in Sect. 
Mutual Information (MI)
The proposed integration obtains the dynamic weights from the mutual information described in Eq. (1), which takes into account the dynamics of the number of active states L(n) in the marginal entropy H0(n). Normalizing the mutual information Ik(n), the method calculates the weight WMIk(n) in a (12)
Integrated Streams
To examine the proposed stream integration, we pick up three streams based on an auditory filter bank, as shown in Fig. 2 (Fig. 4) . WER discarding insertion errors is shown in parentheses. 
The average entropy is used as a dynamic threshold for the frame. The likelihoods of the streams having an entropy greater than the threshold are weighted much less, whereas the likelihoods of the streams having an entropy lower than the threshold are weighted inversely proportionally to their respective entropies. The stream weight WIEWATk(n) is calculated as follows: Table  7 and  those  of Table  9 were very small, although the proposed method required only 56% of the computational cost relative to the experiment calculating 
