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Une théorie, c’est une histoire que se racontent les grandes personnes et
qui explique comment marchent les choses. On croit qu’elle est vraie jusqu’à
ce que quelqu’un en invente une autre qui explique mieux.
(Francois Lelord, Le Voyage d’Hector)
Eine Theorie ist eine Geschichte, die sich bedeutende Leute erzählen und die
erklärt, wie die Dinge funktionieren. Man glaubt, dass sie wahr ist, bis
irgend jemand eine andere Geschichte erfindet, die alles besser erklärt.
(Francois Lelord, Hektors Reise)
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Abstract
Proteins are highly dynamic macromolecules, which exhibit dynamics over 13 orders of magnitude in
time. Their dynamics enables protein functions and, thus, life [227, 255]. Protein dynamics is strongly
influenced by the hydration shell. The mechanism of coupling as well as the characteristics of water dy-
namics are strongly debated. The question of whether water in the hydration shell shows strong [79] or
fragile [59] temperature dependence, or even a fragile-to-strong transition [40] is discussed in relation
to the so called ’dynamical transition’ of the protein, a strong rise of motional amplitude upon heating at
a temperature of T ≈ 180−220 K [49]. Another enthralling feature of protein backbone dynamics is the
anomalous protein dynamics, which manifests itself as a subdiffusive mean square displacement (MSD)
and a power-law like or logarithmic-like behavior of correlation functions in the picoseonds to nanose-
conds range [142]. Although it remains unclear in how far protein dynamics can be characterized using
the terminology for ordinary glass forming liquids, like α- and β-relaxation, several approaches from
the field of glassy dynamics have been proposed to rationalize these findings.
The investigation of protein and water dynamics over a broad range of time and length scales requires
the combination of several experimental and computational methods. Here we combine quasi-elastic
neutron scattering (QENS), 2H nuclear magnetic resonance (NMR) spectroscopy, and molecular dy-
namics (MD) simulations in order to investigate proteins of different structural complexity such as
elastin, myoglobin and cyano-phycocyanin (CPC) at low levels of hydrations in the temperature range
of 4-370 K. In this way we cover length scales between < 1 Å and several nm and times from sub-
picoseconds to seconds.
The results indicate that at least two different protein processes have to be distinguished. The methyl
group dynamics, which sets in at low temperatures (T ≈ 120 K), is independent of the degree of hy-
dration. It can be described by the rotational rate distribution model and a three-site jump and the
presented results are in very good agreement with literature [221,256]. The second process found is a
small amplitude protein backbone dynamics, which sets in at T ≈ 180 K and whose amplitude increases
with temperature. While absent in QENS investigations of elastin, it is clearly found in 2H NMR spec-
tra of CPC and it is enhanced by hydration water. The signature of this process resembles a secondary
relaxation process of liquids at the glass transition and is in qualitative agreement with the anomalous
decay, which is investigated by MD simulations. The anomalous decay is analysed applying the ener-
gy landscape approach [9], the mode-coupling theory [156], and the fractional Ornstein-Uhlenbeck
process [142]. We find that the Ornstein-Uhlenbeck process allows us to explain most, but not all cha-
racteristics of the anomalous protein dynamics in the intermediate time range. Clear indications of a
protein α-process have not been found. The MD simulations rather hint towards an additional Rouse-
like dynamics of the protein backbone, which deserves further investigation. Finally the water dynamics
has been investigated. Although remaining preliminary, the analysis of QENS data does not seem to cor-
roborate the proposed fragile-to-strong behavior of water, but is found in a better agreement with the
strong temperature behavior found in previous NMR experiments [173]. As coupling mechanism a mu-
tual influence of water and protein is indicated by MD simulations.
The chosen approach of combining three methods proves useful, in that a qualitative agreement is found
for methyl group dynamics, protein backbone dynamics as well as for water dynamics.
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Zusammenfassung
Proteine sind hochflexible Makromoleküle mit Dynamik über 13 Größenordnungen in der Zeit. Diese
Dynamik ermöglicht Proteinfunktionen und damit das Leben [227, 255]. Proteindynamik wird stark
von der Hydratationsschicht beeinflusst. Über den Mechanismus der Kopplung sowie die Eigenschaften
der Wasserdynamik herrscht in der Literatur Uneinigkeit. Die Frage, ob das Wasser in der Hydratati-
onsschicht eine starke [79] oder eine fragile [59] Temperaturabhängigkeit hat oder gar einen Fragil-
Stark-Übergang aufweist, wird in Bezug auf den sogenannten „dynamischen Übergang“ des Proteins
diskutiert. Dabei handelt es sich um einen starken Anstieg der Bewegungsamplitude bei Erwärmen
bei einer Temperatur von T ≈ 180 − 220 K [49]. Eine weitere spannende Eigenschaft von Prote-
inen ist die anomale Proteindynamik, die sich als subdiffusives mittleres Verschiebungsquadrat und
als potenzgesetzartiger, oder logarithmischer Zerfall der Korrelationsfunktionen im Picosekunden- bis
Nanosekunden-Bereich zeigt [142]. Wenngleich unklar ist, inwiefern sich Proteindynamik mit der Ter-
minologie für gewöhnliche Glasbildner - z.B. α- und β-Prozess - beschreiben lässt, wurden verschiedene
Ansätze aus dem Gebiet der Glasdynamik vorgeschlagen, um den anomalen Abfall zu erklären.
Die Untersuchung der Protein- und Wasserdynamik über einen großen Bereich von Zeit- und Längen-
skalen erfordert die Kombination von verschiedenen Methoden. In dieser Arbeit werden quasielastische
Neutronenstreuung (QENS), 2H-Kernspinresonanz(NMR)-Spektroskopie und Molekulardynamik(MD)-
Simulationen zur Untersuchung von Proteinen mit verschiedener struktureller Komplexität, Elastin,
Myoglobin und Cyano-Phycocyanin (CPC) bei niedrigen Hydratationsgraden im Temperaturbereich
von 4-370 K verwendet. Damit wird ein Längenskalenbereich von < 1Å bis zu einigen Nanometern
sowie ein Zeitbereich von unter Pikosekunden bis Sekunden abgedeckt.
Die Ergebnisse zeigen, dass mindestens zwei dynamische Proteinprozesse unterschieden werden kön-
nen. Die Methylgruppendynamik, die bei tiefen Temperaturen (T ≈ 120 K) einsetzt, ist vom Hydratati-
onsgrad unabhängig. Sie wird mittels des Rotationsraten-Verteilungsmodells in guter Übereinstimmung
mit der Literatur [221, 256] beschrieben. Der zweite Prozess ist eine kleinamplitudige Rückgratdyna-
mik, die bei T ≈ 180 K einsetzt und deren Amplitude mit steigender Temperatur zunimmt. Dieser
Prozess ist in QENS an Elastin nicht zu sehen, jedoch wird er eindeutig in den 2H-NMR-Spektren
von CPC gefunden. Er wird durch die Anwesenheit von Hydratationswasser verstärkt. Dieser Pro-
zess ähnelt einem sekundären Relaxationsprozess von Flüssigkeiten beim Glasübergang und er ist in
qualitativer Übereinstimmung mit dem anomalen Abfall, der mit MD-Simulationen beobachtet wird.
Der anomale Abfall wird mittels des Energielandschaftsansatzes [9], der Modenkopplungstheorie hö-
herer Ordnung [156] und dem fraktionalen Ornstein-Uhlenbeck-Prozess [142] analysiert. Mit dem
Ornstein-Uhlenbeck-Prozess können viele, jedoch nicht alle Charakteristika des anomalen Abfalls im in-
termediären Zeitbereich beschrieben werden. Ein Protein-α-Prozesses konnte nicht identifiziert werden.
Die Ergebnisse der MD-Simulationen zeigen dagegen Hinweise auf einen zusätzliche Rouse-ähnlichen
dynamischen Prozess des Protein-Rückgrats, der weiter untersucht werden sollte. Zuletzt wurde die
Wasserdynamik untersucht. Die vorläufigen Analyse der QENS-Ergebnisse scheint gegen den vorge-
schlagenen Fragil-Stark-Übergang zu sprechen. Stattdessen liegt eine bessere Übereinstimmung mit der
Arrhenius-Temperaturabhängigkeit vor, die in vorherigen NMR-Messungen an hydratisierten Proteinen
erhalten wurde [173]. MD-Simulation deuten darauf hin, dass die Kopplung zwischen Wasser und Pro-
tein auf gegenseitiger Beeinflussung beruht.
Der vorgestellte Ansatz, drei Methoden zur Untersuchung von Proteindynamik zu kombinieren erweist
sich als nützlich, dies wird durch eine qualitative Übereinstimmung der drei Methoden bezüglich der
Methylgruppendynamik, Rückgratdynamik und Wasserdynamik untermauert.
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1 Einführung
Proteine sind Grundbausteine des Lebens. Sie bestehen aus einigen zehn bis vielen
hundert Aminosäuren, die kovalent miteinander verknüpft sind. Es gibt ca. 20 ver-
schiedene, in Proteinen verwendete Aminosäuren, die zu einer enorm großen Zahl an
Proteinen zusammengesetzt werden können.
Vielfältig ist auch die Zahl der von diesen Biomolekülen ausgeübten Mechanismen und
Funktionen: Proteine dienen als Gerüststruktur, als Katalysatoren, Sensoren, Signalver-
mittler und vieles mehr. Grundlage dieser biologischen Funktionen ist das Zusammen-
spiel von Struktur und Dynamik der Proteine.
Die Struktur eines Proteins ist eine energetisch vorteilhafte dreidimensionale Anord-
nung der Aminosäurekette, die unter den jeweiligen Umgebungsbedingungen einge-
nommen wird. Sie variiert im Zeitverlauf zwischen verschiedenen, aber nicht beliebi-
gen Konformationen und diese Variation wird durch die Proteindynamik beschrieben.
Die Proteindynamik umfasst alle Bewegungen eines Proteins wie z. B. Rotation, Trans-
lation, globale und lokale, intramolekolare Konformationsänderungen und Bindungs-
schwingungen [255]. Genau wie die Struktur ist auch die Dynamik von den jeweiligen
Umgebungsbedingungen abhängig.
In einem Organismus liegen die meisten Proteine in einem wässrigen Milieu vor.
Zwischen der Wasserdynamik und der Proteindynamik besteht eine starke Kopplung
[42, 78]. Auf welche Art diese Kopplung vermittelt wird, ist jedoch noch umstrit-
ten [59].
Proteine sind hochflexibel. Ihre Dynamik erstreckt sich über 13 Größenordnungen in
der Zeit [255]. Die schnellsten Bewegungen sind Schwingungen von kovalenten Bin-
dungen sowie schnelle Seitenkettenrotationen, die sich im Piko- und Nanosekundenbe-
reich abspielen. Große Konformationsänderungen, wie sie bei der Faltung / Entfaltung
von Proteinen und der funktionell bedeutsamen Bindung von Liganden auftreten, kön-
nen bis zu einige Minuten oder gar Stunden dauern und bilden das andere Ende der
Spektrums der Proteindynamik.
Um die Dynamik auf breiter Zeitskala zu erforschen, ist eine Vielzahl an Methoden er-
forderlich. Dazu gehören: Röntgen- und Neutronenstreuung [80,158,168,285], dyna-
mische Differenz-Kalorimetrie (DSC) [123,235], dielektrische Spektroskopie [37,79],
Mössbauerspektroskopie [34, 74], sowie NMR-Spektroskopie [149, 210]. Die Erfor-
schung der schnellen Dynamik wurde darüber hinaus auch mit Molekulardynamik
(MD)-Simulationen vorangebracht [105, 116, 252], mit denen gegenwärtig Trajekto-
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rien von einigen 100 ns Länge für ein System aus 30000 Teilchen routinemäßig simu-
liert werden können.
In der vorgestellten Arbeit werden Neutronenstreuung, NMR-Spektroskopie und MD-
Simulationen zur Untersuchung der Protein- und Wasserdynamik in verschiedenen
Protein-Wasser-Systemen eingesetzt. Die drei Methoden ergänzen sich hierbei im Hin-
blick auf die beobachteten Größen. Die Messmethoden der 2H-NMR erlauben eine Cha-
rakterisierung lokaler Rotationsdynamik über ca. 10 Größenordnungen in der Zeit.
Quasielastische Neutronenstreuung kann lokale und diffusive Bewegungen auflösen
und mit MD-Simulationen ist die gesamte Trajektorie aller Atome zugänglich. Bei der
Untersuchung wird zum einen ausgenutzt, dass die Methoden eine mikroskopische
Charakterisierung der Bewegungsprozesse erlauben und zum anderen gelingt es, mit-
tels Variation der Temperatur verschiedene Prozesse zu trennen.
Die behandelte Fragestellung lautet allgemein: Welche dynamischen Prozesse der in-
ternen Proteindynamik können mit NMR-Spektroskopie, MD-Simulationen und Neu-
tronenstreuung beobachtet werden und inwiefern sind diese Prozesse von der Was-
serdynamik beeinflusst?
Die einzelnen relevanten Fragestellungen werden nun verbunden mit einer Inhalts-
übersicht über die Ergebniskapitel der Arbeit vorgestellt:
Der Fokus der Arbeit liegt auf der internen Proteindynamik. Damit ist jene Art von Be-
wegungen gemeint, die ein gefaltetes Protein ausführt, ohne als Gesamtmolekül eine
Rotation oder Translation auszuführen. Mittels interner Bewegung kann ein Protein
aus einer Konformation nach Überwindung einer Energiebarriere in eine neue Kon-
formation übergehen. Auf diese Weise können alle für die Proteinfunktion wichtigen
räumlichen Strukturen eingenommen werden. Proteine haben, wie andere Biopoly-
mere und Polymere aber auch unterkühlte Flüssigkeiten und Gläser, eine komplexe
Energielandschaft mit vielen lokalen Minima [280]. Dies legt die Vermutung nahe,
dass sich ihre Dynamik mit ähnlichen Konzepten beschreiben lässt. Insbesondere ist
von Interesse, inwieweit die Proteindynamik in Analogie zur Glasdynamik zutreffend
beschrieben werden kann [62].
In Korrelationsfunktionen von Proteinen wird häufig ein extrem nicht-exponentieller
Zerfall der Korrelation gefunden. Selbst ein gestreckt-exponentieller Kohlrausch-
Williams-Watts Zerfall lässt sich nicht zur Beschreibung der Daten heranziehen, son-
dern es werden potenzgesetzartige oder logarithmische Abfälle beobachtet. Diese Dy-
namik wird anomale Proteindynamik genannt. Es gibt verschiedene Erklärungsansätze
und Theorien zur Ursache dieses anomalen Zerfalls, die auf Grundlage von Modellen
zur Beschreibung von Gläsern entwickelt wurden. Drei dieser Ansätze werden in Kapi-
tel 5 verwendet, um MD-Simulationen von Proteinen zu analysieren.
In aktueller Diskussion befindet sich der sogenannte dynamische Übergang des Prote-
ins. Dieser Ausdruck bezeichnet eine für viele Proteine experimentell gefundene Ände-
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rung der Dynamik im Temperaturbereich von 180-220 K [49]. Ob es sich bei diesem
Übergang um einen Glasübergang des Proteins handelt [37, 152] oder lediglich um
einen Zeitfenstereffekt des jeweiligen Experiments [59], lässt sich nur mit Hilfe von
mikroskopischen Informationen entscheiden. Hinweise auf das Einsetzen eines dyna-
mischen Prozesses bei ca. 175 K liefern im Rahmen dieser Arbeit die Untersuchungen
eines deuterierten Proteins mit 2H-NMR-Spektroskopie (Kapitel 6).
Als eine mögliche Triebkraft des dynamischen Übergangs in Proteinen wird die Bewe-
gung des Wassers angesehen. So schlagen Chen et al. vor, dass im Hydratationswasser
eine qualitative Änderung der Temperaturabhängigkeit der Dynamik (ein sogenannter
Fragil-Stark-Übergang) Ursache für das Einsetzen der Proteindynamik ist [40]. Diese
Hypothese wird jedoch von anderen Autoren in Zweifel gezogen [59,270]. In Kapitel 7
wird vorgestellt, inwieweit die Untersuchung des Proteins Elastin mit quasielastischer
Neutronenstreuung zur Klärung dieser Frage beitragen kann.
In Kapitel 8 werden Verknüpfungen zwischen den Methoden beispielhaft aufgezeigt
und die Ergebnisse aller Methoden vergleichend diskutiert. Schließlich werden die Er-
gebnisse in Kapitel 9 zusammengefasst.
3
2 Grundlagen
Die Untersuchung von Proteindynamik greift auf etablierte Konzepte zur Beschreibung
von Dynamik in Flüssigkeiten, unterkühlten Flüssigkeiten, Polymeren sowie amorphen
und kristallinen Festkörpern zurück. Zu jedem dieser Gebiete gibt es bereits ausführli-
che Einführungen [22, 57, 108, 182, 201]. Die Beschreibung der Grundlagen in dieser
Arbeit setzt darauf auf und beschränkt sich auf die Vorstellung der Konzepte, die zur
Beschreibung der Dynamik von Proteinen herangezogen werden.
Beginnend mit der Einführung der wichtigsten Eigenschaften von unterkühlten Flüs-
sigkeiten, Gläsern und Polymeren soll in Kapitel 2.1 gezeigt werden, dass sich Proteine
mit ähnlichen Konzepten beschreiben lassen. Einige dieser Theorien werden in Kapitel
2.2 näher vorgestellt. Insbesondere wird darauf eingegangen, wie im Rahmen dieser
Theorien der in Proteinen und komplexen Systemen häufig beobachtete anomale Ab-
fall der Korrelationsfunktionen1 beschrieben werden kann.
Charakteristisch für das Zusammenspiel von Proteinen und Wasser ist das experi-
mentell beobachtete Einsetzen eines dynamischen Prozesses bei einer Temperatur
T ≈ 200 K. Dieses Phänomen wird dynamischer Übergang genannt und wird in Ka-
pitel 2.3 vorgestellt.
2.1 Vom Glas zum Protein - Dynamik in komplexen Systemen
Was haben Proteine und Gläser miteinander zu tun? Auf den ersten Blick handelt es
sich bei den ersten um Makromoleküle mit hochgeordneter, komplexer Struktur, wäh-
rend mit dem zweiten Begriff amorphe Festkörper ohne Fernordnung bezeichnet wer-
den. Dennoch weisen beide so große Ähnlichkeiten auf, dass es zulässig erscheint, für
beide dieselben Theorien anzuwenden.
In diesem Kapitel sollen zunächst die wesentlichen Eigenschaften von unterkühlten
Flüssigkeiten und Gläsern eingeführt werden. Anschließend wird mittels einer kurzen
Einführung in die Polymerdynamik dargelegt, wie Eigenschaften von Kettenmolekülen
berücksichtigt werden können und dann anhand der Eigenschaften von Proteinen ge-
zeigt, was Proteine und glasbildende Systeme verbindet.
1 Es kann sich dabei um verschiedene Korrelationsfunktionen handeln. In dieser Arbeit werden ins-
besondere Dichtekorrelationsfunktion und Orientierungskorrelationsfunktion betrachtet s. Kap. 3.
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2.1.1 Eigenschaften von unterkühlten Flüssigkeiten und Gläsern
Für diesen Abschnitt wurden hauptsächlich folgende Übersichtsartikel herangezogen
[36,54,66].
Bei Abkühlung einer Flüssigkeit unter Vermeidung von Kristallisation steigt die ma-
kroskopische Viskosität η in einem Temperaturbereich von nur wenigen 10 K um viele
Größenordnungen an. Die Flüssigkeit wird immer zäher, bis sie schließlich als Festkör-
per vorliegt. Per Definition ist der feste Zustand bei jener Temperatur Tg erreicht, bei
der die Viskosität einen Wert von η ≥ 1 · 1013 Poise annimmt. Die Flüssigkeit ist zu ei-
nem Glas geworden. Dieses Phänomen wird als Glasübergang bezeichnet. Die Struktur
der Flüssigkeit ändert sich beim Übergang ins Glas kaum.
Der Glaszustand ist ein thermodynamisch metastabiler Zustand. Der stabile Zustand
des Systems ist bei den relevanten Temperaturen der kristalline Zustand. Der Grund
dafür, dass eine Flüssigkeit statt in den energetisch günstigeren kristallinen Zustand
in den Glaszustand übergeht, liegt in der hohen Energiebarriere zwischen beiden
Bereichen der Energielandschaft. Auf mikroskopischer Ebene wird der feste Zustand
erreicht, wenn sich ein Atom nicht mehr aus dem Käfig seiner Nachbarn befreien
kann (vgl. Abb. 2.2(a)). Je größer die Abkühlrate, desto höher ist die Temperatur, bei
der dieser Fall eintritt. Wird dem System jedoch durch Abkühlen mit einer langsame-
ren Kühlrate Zeit gegeben, die Konfiguration (= Atomanordnung) mit der geringsten
Entropie oder dem geringsten Volumen zu suchen, so kann die Glastemperatur gesenkt
werden. Die Glasübergangstemperatur Tg hängt somit von der Kühlrate ab.
Bei der Glastemperatur Tg wird das System nichtergodisch
2. Dies führt zu einem Un-
terschied in der Wärmekapazität3 eines Glases verglichen zur unterkühlten Flüssigkeit.
Dieser kann als Stufe der Temperaturabhängigkeit der Wärmekapazität C gemessen
werden, beispielsweise mit dynamischer Differenzkalorimetrie (differential scanning
calorimetry, DSC) (vgl. Kap. 4).
Die Temperaturabhängigkeit der Wärmekapazität eines Glases unterscheidet sich dar-
über hinaus auch bei sehr tiefen Temperaturen von der eines Kristalls. Während sie für
ein Glas mit C(T )∝ T ansteigt, wächst sie in kristallinen Festkörpern mit C(T )∝ T 3.
Zur Beschreibung der Dynamik in unterkühlten Flüssigkeiten und Gläsern wird zu-
nächst mit dem einfachsten Fall einer Flüssigkeit begonnen. In einer Flüssigkeit lässt
sich die Dynamik eines Atoms als Brownsche Bewegung beschreiben. Ein mikroskopi-
sches Bild der Dynamik zeichnet die Beschreibung mittels der Langevin-Gleichung.
2 Der Begriff Ergodizität besagt, dass ein Teilchen im Laufe der Zeit alle möglichen Konfigurationen
durchläuft, somit ist das Zeitmittel einer Größe gleich dem Ensemblemittel des Gesamtsystems zu
einem Zeitpunkt.
3 Die Wärmekapazität C ist ein Maß für die pro Temperaturänderung ∆T von einem Material aufge-
nommene Wärmemenge Q: C = Q
∆T
.
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Auf ein Teilchen wirkt demnach neben der Trägheitskraft mv˙ (t), und der Reibungskraft
ξv (t), eine stochastische Kraft F(t), die durch die Stöße mit den umgebenden Teilchen
verursacht wird 4
mv˙ (t) =−ξv (t) + F(t). (2.1)
Die Amplitude der fluktuierenden Kraft ist mit der Reibungskonstanten ξ verknüpft:
〈F(t)F(t ′)〉= 2ξkBTδ(t − t ′) (2.2)
mit kB als der Boltzmann-Konstanten. Diese Gleichung ist die Konsequenz des stati-
schen Fluktuations-Dissipations-Theorems, das besagt, dass die Reaktion eines Systems
auf eine von außen zugeführte Störung proportional zu den im Gleichgewicht vor-
herrschenden Fluktuationen ist. Die δ-Funktion zeigt, dass es sich bei dieser Art der
Fluktuationen um weißes Rauschen handelt, da die Fouriertransformation zu einer fre-
quenzunabhängigen Amplitude führt. Nach dem Gleichverteilungssatz 1
2
mv 2 = 1
2
kBT
lässt sich daraus die von Einstein gefundene Beziehung für die Temperaturabhängig-
keit des Diffusionskoeffizienten K ableiten:
K =
kBT
ξ
(2.3)
Einen alternativen, deterministischen Ansatz zur Beschreibung von Brown’scher Mole-
kularbewegung im Phasenraum eröffnet die Fokker-Planck-Gleichung. Statt die Kraft
auf jedes einzelne Teilchen zu betrachten, wird hier nach der zeitlichen Entwicklung
der Wahrscheinlichkeitsdichte p(r, t) ein Teilchen zur Zeit t am Ort r zu finden unter
Einwirkung eines Drifts a1 und der Diffusion a2 gefragt. Die Bewegungsgleichung für
die Wahrscheinlichkeitsdichte lautet [141]:
∂ p(r, t)
∂ t
=− ∂
∂ r

a1p(r, t)

+
1
2
∂ 2
∂ r2

a2p(r, t)

(2.4)
Unter Vernachlässigung des Driftkoeffizienten und der Annahme, dass a2 unabhängig
von r ist, ergibt sich daraus das 2. Fick’sche Gesetz, auch Diffusionsgesetz genannt:
∂ p(r, t)
∂ t
= K
∂ 2p(r, t)
∂ r2
(2.5)
mit dem Diffusionskoeffizienten K . Die Lösung dieser homogenen Differentialglei-
chung zweiter Ordnung ist durch eine Gaußverteilung für die Wahrscheinlichkeits-
dichte p(r, t) gegeben:
p(r, t) =
1
(4piK t)3/2
exp

− r
2
(4K t)2

. (2.6)
4 Für Teilchen, die größer sind als die stoßenden Teilchen gilt, dass die Trägheitskraft vernachlässigt
werden kann. Es wird dann die vereinfachte Langevin-Gleichung mit mv˙ = 0 zur Beschreibung
verwendet. Dieser Ansatz wird als Brownsche Dynamik bezeichnet.
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Die Orts- und Zeitabhängigkeit der Wahrscheinlichkeitsdichte sind im einfachsten
Fall voneinander unabhängig. Die Wahrscheinlichkeitsdichte lässt sich folglich in ei-
ne Sprunglängen- und eine Wartezeitenverteilung faktorisieren.
Durch Variation der Temperatur ändert sich, wie oben eingeführt, die Viskosität ei-
ner Flüssigkeit. Die mit der Änderung der Viskosität einhergehende mikroskopische
Dynamik lässt sich mit Hilfe von zeitabhängigen Korrelationsfunktionen einer dyna-
mischen Variable, wie zum Beispiel einer Dichtekorrelationsfunktion oder einer Orien-
tierungskorrelationsfunktion φ(t) messen. Im Fall einer einfachen Flüssigkeit fällt die
Korrelationsfunktion exponentiell mit der Zeit ab
φ(t) = exp

− t
τα

. (2.7)
Der Parameter τα, die Korrelationszeit, ist proportional zur Viskosität und ändert sich
beim Glasübergang als Funktion der Temperatur ebenfalls über mehr als 10 Grö-
ßenordnungen. Überschreitet die Korrelationszeit τα den Wert von 100 s wird von
einem Glas gesprochen. τα(T ) lässt sich meist gut mit der sogenannten Vogel-Fulcher-
Tammann-Gleichung beschreiben:
τα = τ0 exp

B
(T − T0)

. (2.8)
Im allgemeinen wird T0 ≈ Tg − 50 K gefunden [2].
Für T0 = 0 K lässt sich daraus die Arrhenius-Gleichung ableiten
τα = τ0 exp(Ea/kBT ). (2.9)
Die Arrhenius-Gleichung beschreibt thermisch aktivierte Dynamik, wie sie mit dem
Überspringen einer Energiebarriere der Höhe Ea verbunden ist.
Beide Temperaturabhängigkeiten werden experimentell beobachtet. Sie sind schema-
tisch in Abbildung 2.1 a) dargestellt. Das Arrhenius-Verhalten wird in Netzwerkglä-
sern wie SiO2 gefunden und wird als „starke“ Temperaturabhängigkeit bezeichnet. Das
Vogel-Fulcher-Tammann-Gesetz („fragil“) wird z.B. für Toluol und Glyzerin gefunden.
τα, die Relaxationszeit des α-Prozesses, beschreibt den strukturellen Relaxationspro-
zess in Flüssigkeiten und unterkühlten Flüssigkeiten5, das heißt anschaulich, dass sich
ein Teilchen auf dieser Zeitskala neue Nachbarn sucht.
In unterkühlten Flüssigkeiten zeigt die α-Relaxation einen gestreckt-exponentiellen
Abfall. Dieser Abfall wird mit der sogenannten Kohlrausch-Williams-Watts(KWW)-
Gleichung beschrieben:
φ(t) = Aexp

−

t
τα
β
. (2.10)
5 Die Bezeichnung stammt aus Untersuchungen mit dielektrischer Spektroskopie. Hierin wurden in
unterkühlten Flüssigkeiten als Funktion der Frequenz ein oder mehrere Relaxationspeaks gefunden
und fortlaufend mit α, β , und so weiter, bezeichnet.
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(a) (b)
Abb. 2.1: a) Veranschaulichung der Temperaturabhängigkeit der Relaxationszeit in der
Angell-Auftragung. Der Glasbildner ist fragil oder stark. Im Glas findet nur noch die
β-Relaxation statt. Für die sekundäre Relaxation gibt es in der Literatur unterschiedli-
che Definitionen. Zwei mögliche Verläufe sind eingezeichnet. b) Der Korrelationsabfall
erfolgt in unterkühlten Flüssigkeiten zweistufig, im Glas endet er auf einem Plateauwert.
Der gestreckt-exponentielle Abfall kann durch zwei Grenzfälle erklärt werden, das ho-
mogene und das heterogene Szenario. Im Grenzfall des homogenen Szenarios wird ein
intrinsisch nichtexponentieller Korrelationsabfall angenommen, d.h. die Korrelations-
funktion jedes Teilchens ist nichtexponentiell. Im Grenzfall des heterogenen Szenarios
wird die Streckung des Abfalls durch eine Verteilung von Korrelationszeiten g(τ) er-
klärt, der Korrelationsabfall eines einzelnen Teilchens ist weiterhin exponentiell. In
unterkühlten Flüssigkeiten gilt das heterogene Szenario als wahrscheinlicher [36,66].
Im heterogenen Szenario weicht die mittlere Korrelationszeit von der 1/e-Abfallszeit
ab. Sie wird über
〈τ〉= τ
β
Γ

1
β

(2.11)
bestimmt. Mit Γ(x) als der Gammafunktion: Γ(x) =
∫∞
0
t x−1e−tdt.
In Gläsern ist die α-Relaxation eines Teilchens durch seine Nachbarn verhindert, das
Teilchen kann den Käfig der Nachbarn nicht mehr verlassen. Die Korrelationsfunkti-
on fällt nicht auf Null ab, sondern endet auf einem Wert fc > 0 (vgl. Abb.2.2(b)).
Dieser Wert wird, insbesondere in der später eingeführten Modenkopplungstheorie,
als Nichtergodizitätsparameter bezeichnet. Bereits oberhalb der Glastemperatur wird
der Effekt der Nachbarn deutlich: die Korrelationsfunktion fällt in zwei Stufen ab (s.
Abb. 2.2). Der Kurzzeitabfall wird durch Vibrationen der Teilchen im Käfig aus den
umgebenden Nachbarn verursacht, der Langzeitabfall ist der α-Prozess. Die Stufen des
Abfalls sind dabei mit sinkender Temperatur von einem immer längeren Plateau ge-
trennt.
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Abb. 2.2: a) In einer unterkühlten Flüssigkeit bewegt sich ein Teilchen zunächst im Kä-
fig aus den umgebenden Nachbarn und kann nur eine Teilrelaxation ausführen. Erst
wenn der Käfig verlassen wird, findet die sogenannte strukturelle oder α-Relaxation
statt. Im Energielandschaftsbild lässt sich die β-Relaxation als ein Explorieren verschie-
dener Minima in einem größeren Potential, und der α-Prozess dem Überspringen einer
Energiebarriere zwischen zwei größeren Minima vorstellen.
Obgleich die α-Relaxation in Gläsern nicht mehr beobachtet wird, ist ein Glas nicht
statisch. Viele Gläser zeigen Teilrelaxationen der Korrelationsfunktionen mittels β-
Prozessen. Der Begriff β-Relaxation wird in der Literatur nicht einheitlich verwendet6.
Hier wird mit dem Begriff β-Relaxation ein lokaler, nichtkooperativer Prozess bezeich-
net.
Aus diesem Überblick lassen sich folgende wesentliche Kennzeichen für Gläser zusam-
menfassen:
• Gläser haben die Struktur einer Flüssigkeit (Nahordnung, aber kein Fernord-
nung).
• Sie sind metastabil (nichtergodisch).
• Der Abfall der Korrelationsfunktion oberhalb von Tg ist zweistufig, die α-
Relaxation oberhalb Tg ist nichtexponentiell.
• In Gläsern liegt eine breite Verteilung von Korrelationszeiten vor.
• Die Temperaturabhängigkeit der Wärmekapazität C zeigt eine Stufe beim Glas-
übergang und ist proportional zur Temperaturen C ∝ T für tiefe Temperaturen.
Diese Kennzeichen werden in Abschnitt 2.1.3 zum Vergleich mit Proteinen herangezo-
gen. In der Literatur existieren verschiedene Ansätze zur Beschreibung des Glasüber-
gangs wie z.B. die Adam-Gibbs-Theorie [2], der Energielandschaftsansatz [93], die
6 In der Modenkopplungstheorie werden die Relaxationsprozesse um das Plateau herum als frühe
und späte β-Relaxationen bezeichnet [143,218]. Darüber hinaus wird die Johari-Goldstein(JG)-β-
Relaxation von den anderen sekundären Relaxationen unterschieden. Sie bezeichnet einen Vorläu-
ferprozess des α-Prozess, der bei T > Tg mit der α-Relaxation verschmilzt. Einen guten Überblick
über Eigenschaften von β-Prozessen gibt der Übersichtsartikel von Ngai [196].
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Modenkopplungstheorie [94], und die Random-First-Order-Theorie [171]. Einen gu-
ten Überblick über die verschiedenen Theorien mit vielen Literaturhinweisen gibt der
Artikel von Cavagna [36]. Im Rahmen dieser Arbeit werden der Energielandschaftsan-
satz und die Modenkopplungstheorie näher betrachtet. Sie werden in Kap. 2.2 näher
beschrieben.
2.1.2 Dynamik von Polymeren
Nicht nur einfache Flüssigkeiten weisen bei Abkühlung einen Glasübergang auf. Auch
viele Polymerschmelzen lassen sich unterkühlen und in den Glaszustand bringen.
Polymere weisen auf solchen Zeit- und Längenskalen Ähnlichkeiten zu molekularen
Gläsern auf, wenn die kovalente Verknüpfung der Atome keine Rolle spielt. Dies ist für
kurze Zeiten und tiefe Temperaturen der Fall. Für längere Zeiten und hohe Tempera-
turen dagegen treten Ketteneffekte auf. Ansätze, um diese Verknüpfung zu berücksich-
tigen, wurden für Dynamik von Polymeren in Lösemitteln und Schmelzen entwickelt.
Besonders erfolgreich [30, 111, 112] sind das Rouse-Modell und dessen Erweiterung
das Röhren-Reptationsmodell, die im Doi-Edwards-Modell zusammengefasst werden
[57]. Es wird in den Kapiteln 5 und 8 zur Interpretation herangezogen.
Im Rouse-Modell wird ein Polymer als eine Kette von RN Massenpunkten an den Orten
~Rn angesehen, die über Federn miteinander verbunden sind. Die Anordnung der Mas-
senpunkte entspricht einem Random-Walk, die Kette ist folglich als gaußsches Knäuel
aufzufassen. Jeder Massenpunkt führt eine Brownsche Bewegung aus und kann mittels
der Langevin-Gleichung (2.1) beschrieben werden. Zusätzlich wirken die Rückstell-
kräfte der Federn, quantifiziert durch die Federkonstante k auf das Teilchen. Es ergibt
sich folgende Darstellung für Gleichung (2.1):
ξ
d~Rn
dt
=−k(2~Rn− ~Rn+1− ~Rn−1) + ~fn, (n= 1, 2, ...NR− 2). (2.12)
Die Wechselwirkung des Polymers mit dem umgebenden Lösemittel, bzw. in einer Poly-
merschmelze mit den umgebenden Polymermolekülen wird über einen Reibungsterm
ξ parametrisiert.
Im Doi-Edwards-Modell wird die Zeitskala der Polymerdynamik in fünf unterschiedli-
che Bereiche geteilt. Einen Überblick über diese fünf Bereiche gibt Abbildung 2.3. Im
kürzesten Zeitfenster t < τα herrscht Glasdynamik vor. Die Korrelationsfunktion φ(t)
kann wie oben beschrieben mit einem zweistufigen Abfall beschrieben werden, dessen
hinterer Teil eine gestreckt-exponentielle Form hat.
Für einfache Flüssigkeiten führt die gestreckt-exponentielle Relaxation zum vollstän-
digen Korrelationsverlust. Für Polymere hingegen schließt sich der Rouse-Bereich an.
Das mittlere Verschiebungsquadrat steigt mit 〈r2(t)〉 ∝ t0.5, die Korrelationsfunktion
φ(t)∝ t−1 fällt mit einem Potenzgesetz ab.
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Abb. 2.3: Schematische Zeitabhängigkeit der Korrelationszeit (links) und des mittleren
Verschiebungsquadrats nach dem Doi-Edwards-Modell. Entnommen aus [226]. Die α-
Relaxationszeit ist hier als τS bezeichnet.
Hat das Polymer eine ausreichende Länge, so bilden sich Verschlaufungen (engl. entan-
glement). Diese Verschlaufungen führen zu 〈r2(t)〉 ∝ t0.25 und φ(t) ∝ t−0.25 (im Bild
mit „constrained rouse“ bezeichnet). Bei noch längeren Zeiten bewegt sich das Polymer
in Richtung der Kette in einer kriechenden (engl. reptation) Bewegung, bevor schließ-
lich die Schwerpunktsdiffusion der Moleküle eine freie Diffusion ausführt, die zu einem
vollständigen Korrelationsabfall führt. Eine weiterführende Einführung in das Rouse-
modell wurde in der Dissertation von André Bormuth gegeben [29].
Proteine sind Polymere aus Aminosäuren. Dennoch wurde das Rousemodell bis-
her nur in wenigen Arbeiten zur Interpretation von Proteindynamik herangezogen
[11,99,135,192].
Nach der einführenden Darlegung der Dynamik in unterkühlten, einfachen Flüssigkei-
ten und in Polymeren wenden wir uns nun den Proteinen zu.
2.1.3 Eigenschaften von Proteinen
Proteine sind Polymere aus Aminosäuren. Ein kurzer Ausschnitt aus der Sequenz (Ami-
nosäurenabfolge) des Proteins ist in Abb. 2.4 gezeigt. Die Peptidbindung (roter Kasten)
ist durch den partiellen Doppelbindungscharakter der C-N-Bindung starr und kann
nicht frei rotieren [262]. Jede Aminosäure ist durch ihre Restgruppe R spezifiziert. Es
gibt 20 verschiedene proteinogene Aminosäuren, die sich unter anderem in ihrer Hy-
dropathie unterscheiden.
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Abb. 2.4: a) Darstellung einer Peptidbindung. Der rote Kasten bezeichnet die Peptid-
bindung, das blaue Oval umrandet beispielhaft die Seitenkette (hier: der Aminosäure
Valin). Protonen in der Nähe des Rückgrats sind in rot eingezeichnet, Methylgruppen-
protonen in blau. b) Schematische Darstellung einer α-Helix. Die für die Ausbildung der
Wasserstoffbrückenbindungen wichtigen Atome wurden beispielhaft eingezeichnet.
Durch Ausbildung von intramolekularen Wasserstoffbrückenbindungen kann die Ami-
nosäurekette eine definierte Sekundärstruktur einnehmen. Abbildung 2.4 zeigt bei-
spielhaft die Wasserstoffbrückenbindungen in einer α-Helix. Durch Ausbildung von
Sekundärstruktur und deren relativer räumlicher Anordnung, der Tertiärstruktur, un-
terscheiden sich gefaltete Proteine von den meisten Polymeren, deren Struktur einem
gaußschen Knäuel ähnelt.
Die Sekundärstruktur fixiert das Proteinrückgrat durch Wasserstoffbrückenbindungen
relativ zu weiter entfernten Kettenabschnitten. Eine Reptationsbewegung wie in Po-
lymeren ist deshalb in gefalteten Proteinen nicht möglich. Stattdessen führen das
Rückgrat und die Seitenketten Librationsbewegungen aus [5, 119, 120]. Darüber hin-
aus ist experimentell sowohl in Neutronenstreuung, als auch in 2H-NMR die schnelle
Dreiplatzsprungbewegung der Methylgruppenprotonen [44] von der Bewegung der
übrigen Protonen zu unterscheiden. Diese Unterscheidbarkeit wird in den Kapiteln 6
und 7 genutzt, um die Methylgruppenbewegung von Rückgrat- bzw. Wasserdynamik
der Probe abzutrennen. Die Methylgruppen sind in Abbildung 2.4(a) in blau einge-
zeichnet.
Nach dieser Einführung in Proteinstruktur und Dynamik sollen Proteine und Gläser
anhand der in Kap. 2.1.1 vorgestellten Kriterien gegenübergestellt werden. Einen ver-
blüffenden Ansatz zum Vergleich der Struktur von Flüssigkeiten und Proteinen stell-
ten Lagi et al. vor [156]. Sie verglichen die Atomanordnung in einem Protein unter
Vernachlässigung der Konnektivität der Atome mit der Nahordnung in einer Flüssig-
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Abb. 2.5: Radiale Paarverteilungsfunktion g(r) a) der Sauerstoffe in SPC-Wasser
(gOO(r), T = 300 K) und b) der Aminosäurenschwerpunkte von Elastin bei T = 310 K.
keit. Für diese Gegenüberstellung kann die radiale Paarverteilungsfunktion gAB(r)7
herangezogen werden. Die radiale Paarverteilungsfunktion ist in Abb. 2.5(a) für die
Sauerstoffatome in Wasser aufgetragen. gOO(r) zeigt eine typische Flüssigkeitsstruktur
mit einem Ausschlussradius, in dem keine Atome zu finden sind (Bereich I), dann ei-
ner Nahordnung (Bereich II) und schließlich der Isotropie mit gOO(r) = 1 für große
Abstände (Bereich III). In Proteinen wurde die radiale Paarverteilungsfunktion im Ab-
stand r vom Massenschwerpunkt jeder Aminosäure (blaues Plus in Abb. 2.5(b)(inset))
berechnet. Auf diese Art ergibt sich eine vergleichbare, flüssigkeitsähnliche Nahord-
nung (s. Abb. 2.5(b)).
In dieser Abstraktion der Proteinstruktur ähnelt das Protein strukturell einer Flüssig-
keit oder einem Glas. Ebenso wie in Gläsern gibt es in Proteinen dynamische Hetero-
genitäten und breite Verteilungen von Korrelationszeiten [9, 79, 81, 121]. Die Vielzahl
zugänglicher Konfigurationen spiegelt sich zum einen im Tieftemperaturverhalten von
Proteinen wider. So wird bei sehr tiefen Temperaturen ein linearen Anstieg der Wär-
mekapazität mit der Temperatur gefunden [145, 212, 244]. Zum anderen konnte in
einigen Proteinen eine Stufe in der Wärmekapazität ähnlich jener gefunden werden,
die bei Glasbildnern am Glasübergang zu sehen ist, wenn die Freiheitsgrade des α-
Prozesses ausfrieren [123,190,205,229,230].
Anzeichen für Metastabilität fanden Iben et al. [121], andere Autoren nehmen an, dass
sich Proteine im gefalteten Zustand in einem globalen Minimum befinden [6,159], das
nur gegenüber intermolekularer Aggregation metastabil ist [257]. Schließlich wurden
von einigen Autoren auch die beiden Relaxationsprozesse, die α- und die β-Relaxation
7 Die radiale Paarverteilungsfunktion beschreibt die relative Häufigkeit mit der ein Teilchen B im
Abstand r vom einem Teilchen A gefunden wird, normiert auf die Häufigkeit in einem idealen Gas.
Durch Fouriertransformation kann daraus der statische Strukturfaktor S(q) gewonnen werden.
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in Proteinen8 zugeordnet [74,196]. Die Prozesse wiesen die charakteristischen Tempe-
raturabhängigkeiten (Arrhenius für β-Relaxation und Vogel-Fulcher-Tammann für die
α-Relaxation) auf.
Die Vergleichbarkeit von Gläsern und Proteinen endet, beim Blick auf die Abmessun-
gen. Die Ausdehnung eines makroskopischen Glases ist im Vergleich zum Abstand
zwischen den Atomen unendlich, während die Größe eines Proteins nur etwa eine
Größenordnung größer ist, als eine kovalente Bindung [77]. An der Oberfläche des
Proteins befindet sich dann das Hydratwasser und kann Einfluss auf die Proteindyna-
mik nehmen. Zudem kann ein ausreichend hydratisiertes Protein bei hohen Tempera-
turen denaturieren. Für diese Situationen gibt es keine Analogie in Gläsern.
Insgesamt gibt es viele Ähnlichkeiten und Gemeinsamkeiten von Proteinen und Glä-
sern in Bezug auf ihre strukturellen und dynamischen Eigenschaften. Eine Übertra-
gung von Glastheorien auf Proteine erscheint daher naheliegend. Diese Übertragung
wird für das Energielandschaftsmodell und die Modenkopplungstheorie im folgenden
Abschnitt vorgestellt. Sie wird in Kap. 5 anhand von Molekulardynamik-Simulationen
von Proteinen überprüft.
2.2 Anomale Dynamik in Korrelationsfunktionen von Proteinen
Korrelationsfunktionen von Proteinen und anderen komplexen dynamischen Systemen
zeichnen sich durch einen anomalen Abfall aus [156,241,286]. Unter normaler Dyna-
mik wird ein Verhalten von zeitabhängigen Korrelationsfunktionen verstanden, das
einem exponentiellen oder gestreckt-exponentiellen Gesetz folgt. Anomale Dynamik
ist demgegenüber ein stärker gestreckter Abfall, der sich eher mit einem Potenzgesetz
oder einem logarithmischen Gesetz beschreiben lässt. Gleichzeitig weist das mittlere
Verschiebungsquadrat (MSD) einen sublinearen Anstieg auf
〈r2〉 ∝ tα mit 0< α < 1. (2.13)
Für den Ursprung des subdiffusiven Verhaltens gibt es eine anschauliche Erklärung
[108]. Dafür wird das MSD 〈r2(t)〉 im Rahmen eines diskreten Random Walks be-
trachtet. Für den einfachen Fall eines Random Walks aus zwei Schritten gilt
〈r2(t)〉= 〈 r1+ r22〉= 〈r21 〉+ 〈r22 〉+ 2〈r1 · r2〉. (2.14)
Im Fall normaler Diffusion ist die vom Teilchen im Zeitintervall 1 zurückgelegte Stre-
cke r1 unabhängig von der im zweiten Schritt zurückgelegten Strecke r2. Es tritt keine
8 Sowohl in den Modellen der Glasdynamik als auch in Polymer- und Proteindynamik wird der Begriff
α-Relaxation verwendet. In beiden Fällen wird damit bezeichnet, dass das untersuchte Teilchen den
Käfig der umgebenden Nachbarn verlässt. Während für einfache Flüssigkeiten die α-Relaxationszeit
proportional zur Viskosität ist, ist dies in langkettigen polymeren Systemen nicht mehr der Fall. Der
viskositätsgekoppelte Prozess ist in Polymerschmelzen die Diffusion der Polymerschwerpunkte.
14
Korrelation zwischen den Richtungen zweier aufeinander folgender Schritte, und der
dritte Summand in Gleichung (2.14), der Kreuzkorrelationsterm, fällt demnach weg.
Ein Prozess, der diese Bedingung erfüllt, der also kein längeres Gedächtnis hat, er-
füllt die Markov-Eigenschaft. Umgekehrt lässt sich daraus schließen, dass Subdiffusion
zu finden ist, wenn es eine Rückkorrelation zwischen aufeinander folgenden Schritten
gibt. Subdiffusion ist folglich nicht-markovsch.
Der für Subdiffusion notwendige Gedächtniseffekt lässt sich im Rahmen verschie-
dener Ansätze beschreiben. Dazu zählt die Annahme von korreliertem Rauschen in
der generalisierten Langevin-Gleichung [146, 185] und in der Modenkopplungstheo-
rie [41,63,156], sowie die Annahme einer divergierenden Sprunglängen- oder Warte-
zeitenverteilung [183, 184], die einerseits im Energielandschaftsbild durch bestimmte
Formen der Energiebarrierenverteilung erhalten werden können [4, 9, 156] oder die
andererseits mit der fraktionalen Fokker-Planck-Gleichung (FFP) beschrieben werden
können [142,183].
In dieser Arbeit werden drei Ansätze zur Beschreibung von Subdiffusion näher betrach-
tet und im Folgenden genauer eingeführt. Bei den drei Ansätzen handelt es sich um
den Energielandschaftsansatz von Frauenfelder, die Modenkopplungstheorie höherer
Ordnung, und den Spezialfall der fraktionalen Fokker-Planck-Gleichung, den fraktio-
nalen Ornstein-Uhlenbeck-Prozess.
2.2.1 Energielandschaftsansatz
Der Energielandschaftsansatz wird in drei Schritten vorgestellt. Zunächst wird das Kon-
zept eingeführt, wie es ursprünglich für Gläser entwickelt wurde. Dann wird dargelegt,
in welcher Form das Modell für Proteine modifiziert wurde und schließlich wird er-
klärt, wie der Energielandschaftsansatz zur Beschreibung von anomaler Dynamik die-
nen kann.
Normale Dynamik im Energielandschaftsbild
Die dynamische Heterogenität und viele andere Eigenschaften von unterkühlten Flüs-
sigkeiten und Gläsern können in einem Energielandschaftsbild [93, 113] beschrieben
werden. Dieses Bild arbeitet im Konfigurationsraum. Jede mikroskopische Konfigurati-
on des Systems, d.h. jeder Punkt im Konfigurationsraum, besitzt eine potentielle Ener-
gie. Der Konfigurationsraum bildet folglich eine 3N-dimensionale Energielandschaft.
Diese besitzt für ein komplexes dynamisches System eine Vielzahl an Potentialminima.
Um von einem Minimum in der Energielandschaft in ein anderes zu gelangen, muss
eine Energiebarriere durch eine aktivierte Dynamik überwunden werden. Im mikrosko-
pischen Bild entspricht das Überwinden einer Barriere der lokalen Umlagerung einer
kleinen Zahl von Teilchen. Die mit solchen Umlagerungen verbundenen Energien sind
unterschiedlich hoch (s. Abb. 2.2(b)). Daraus ergibt sich eine Wartezeitenverteilung.
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Die α-Relaxation kann in diesem Bild dem Überschreiten einer hohen Energiebarrie-
re durch einen kooperativen Prozess, also durch Umlagerungen von mehreren be-
nachbarten Teilchen, zugeordnet werden. Die β-Relaxation entspricht einem nicht-
kooperativen Überwinden einer einzelnen Energiebarriere9. Für beide Prozesse kann
eine Energiebarrierenverteilung vorliegen.
Für die Energiebarrierenverteilung g(E) kann im einfachsten Fall eine Gaußverteilung
angenommen werden
g(E) = N exp

−(E − Em)
2
2σ2E

. (2.15)
Hierin ist Em die mittlere Energiebarrierenhöhe, undσE die Breite der gaußschen Ener-
giebarrierenverteilung. Aber auch andere Verteilungen von Energiebarrieren werden
herangezogen, um Dynamik zu erklären (vgl. Kap. 3.1).
Das einzelne Überwinden einer Energiebarriere ist ein exponentieller Prozess. Das
Energielandschaftsbild ist somit ein Beispiel für ein heterogenes Szenario. Die mitt-
lere Relaxationszeit hängt gemäß Gleichung (2.9) vom Verhältnis der Energiebarrie-
renhöhe EA und der thermischen Energie kbT ab. Eine mit abnehmender Temperatur
zunehmend stärker kooperative Dynamik führt in diesem Bild zu einem Vogel-Fulcher-
Tammann-Gesetz (s. Gl. (2.8)) [67].
Proteindynamik im Energielandschaftsbild
Das Konzept einer Energielandschaft wurde bereits vielfach für Proteine verwendet
[39, 133, 242, 280]. Von Frauenfelder et al. wurde es für Proteine weiterentwickelt,
um funktionelle Bewegungen erklären zu können [81]. Frauenfelder geht dazu von
einer hierarchisch strukturierten Energielandschaft aus. Diese ist in Abbildung 2.6
schematisch veranschaulicht. Große Konformationsänderungen, wie sie zum Beispiel
in bifunktionellen Proteinen zur Änderung der Funktion notwendig sind10, sind mit
dem Überwinden hoher Energiebarrieren verbunden. Die darunter liegende Ebene
der Energielandschaft beschreibt nach Frauenfelder solche Energiebarrieren, die am α-
Prozess beteiligt sind und die unterste Ebene schließlich Gleichgewichtsfluktuationen
des Proteins. Im Bild von Frauenfelder koppeln sie an β-Fluktuationen des Hydratati-
onswassers und werden deshalb βh-Fluktuationen genannt [74].
9 Die β-Relaxation nach Goldstein wird auf einen lokalen Bewegungsprozess innerhalb von „Islands
of Mobility“ zurückgeführt. Im Gegensatz dazu zeigte eine experimentelle Untersuchung an Sorbi-
tol von Wagner et al. mit Solvatationsdynamik, dass alle Moleküle am β-Prozess teilnehmen [278].
Diese Beobachtung wird von NMR-Experimenten bestätigt, die zudem die (Johari-Goldstein-)β-
Relaxation als kleinamplitudigen Prozess charakterisieren [274, 275]. Kürzlich wurde darüber hin-
aus auch eine mögliche Kooperativität des β-Prozesses diskutiert [25].
10 Das bekannteste Beispiel für ein bifunktionelles Enzym ist die Phosphofruktokinase-2/Fructose-2,6-
bisphosphatase [262]. Dieses Protein kann einerseits einen Schritt in der Glykolyse, der wichtigsten
Energiegewinnungsreaktion im Stoffwechsel, katalysieren, oder andererseits helfen Glukose zu bil-
den. Um zwischen den Funktionen zu wechseln, muss es eine große Konformationsänderung aus-
führen. Mit diesen beiden Funktionen ist es eines der wichtigen Enzyme in unserem Stoffwechsel.
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Wie kann man nun in diesem Bild anomale Dynamik beschreiben? Bei tiefen Tempe-
raturen lassen sich die β-Fluktuationen der untersten Ebene separat untersuchen. Die
bei der Untersuchung von Myoglobin gefundene phänomenologische Gleichung für die
Korrelationsfunktion
φ(t) = [1+ k(T )t]−n = [1+ t/τ]−n (2.16)
Abb. 2.6: Energielandschaft
nach Frauenfelder [79,81].
lässt sich verwenden, um mittels Laplace-Transformation
eine Ratenverteilung g(k) zu finden
φ(t) =
∫ ∞
0
dkg(k)exp(−kt). (2.17)
Über g(E) = g(k)dk/dE lässt sich die Ratenverteilung
in eine Energiebarrierenverteilung umrechnen. Über
diese Rechnung wird die Energiebarrierenverteilung
in Gleichung (2.18) berechnet [9]:
g(EA) =
(
(τ/τ0)n
RTΓ(n)
exp(−nEA/RT ) EA < EmaxA
0 EA > E
max
A
(2.18)
Γ(n) steht hierin für die Gammafunktion. Der Parame-
ter n gibt das Verhältnis aus Temperatur zur Rauigkeit
der Energielandschaft an [92].
Die Peak-Rate der Raten-Verteilung bei der Tempera-
tur T ist dabei gegeben durch kPeak = nk(T ) [9] und
ihre Temperaturabhängigkeit folgt einem Arrhenius-
Gesetz.
Für die betrachteten β-Fluktuationen ist die Energie-
barrierenverteilung temperaturunabhängig [9]. Dies
ist erfüllt, wenn
n=−RT
Ea
. (2.19)
n muss demnach proportional zur Temperatur verlau-
fen.
Dieser Ansatz wurde von Austin, Frauenfelder et al. erfolgreich angewendet, um die
anomale Dynamik in Myoglobin zu beschreiben. Konkret wurde in den von diesen Au-
toren durchgeführten Experimenten das Sauerstoffmolekül mittels optischer Anregung
von der Hämgruppe getrennt und die Rückbindungsrate bei tiefen Temperaturen über
8 Größenordnungen in der Zeit gemessen [4,9].
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Zusammengefasst ergibt sich anomale Dynamik im Energielandschaftsbild, wenn von
einer Energiebarrierenverteilung mit einem exponentiellen Schwanz ausgegangen
wird. Aus der exponentiellen Energiebarrierenverteilung folgt das subdiffusive, anoma-
le Verhalten.
Das Energielandschaftsbild beruht auf der Beschreibung von Dynamik als aktiviertem
Prozess. Es ist daher insbesondere zur Beschreibung von stark unterkühlten Flüssigkei-
ten anwendbar [36, 93] und eignet sich weniger zur Beschreibung von Glasdynamik
bei hohen Temperaturen, wo die Dynamik nicht mehr von aktivierten Sprüngen domi-
niert wird.
Bei höheren Temperaturen lässt sich die Dynamik besser durch den im folgenden Ka-
pitel näher erläuterten Ansatz der Modenkopplungstheorie beschreiben.
2.2.2 Moden-Kopplungstheorie
Die Modenkopplungstheorie wurde zur Beschreibung von Dynamik unterkühlter Flüs-
sigkeiten entwickelt. In diesem Abschnitt werden die grundlegenden Gedanken skiz-
ziert, bevor dann auf die Vorhersagen der Modenkopplungstheorie bezüglich anomaler
Dynamik eingegangen wird. Einführende Literatur zur Modenkopplungstheorie findet
sich in [143,182,218,289].
Normale Dynamik in der MCT
Die Modenkopplungstheorie trifft Aussagen über die Zeitentwicklung von Korrelati-
onsfunktionen, die an Dichtefluktuationen koppeln [8]. Ausgangspunkt für die Vorher-
sagen ist der temperaturabhängige, statische Strukturfaktor S(q). Die Änderung des
statischen Strukturfaktors beim Glasübergang ist, wie oben erwähnt, sehr klein. Die
Kopplung zwischen statischem Strukturfaktor und der Korrelationsfunktion des Sys-
tems muss auf stark nichtlineare Art und Weise erfolgen, um die starke Variation der
Dynamik in der Nähe des Glasübergangs zu reproduzieren.
Die Grundgleichung der Modenkopplungstheorie beruht auf der Langevin-Gleichung
(2.1). Statt eines zufälligen Rauschens werden sogenannte Gedächtnisterme einge-
führt und die Bewegungsgleichung wird für einen sogenannten Korrelator, wie z.B. die
intermediäre Streufunktion S(q, t) aufgestellt [143]
∂ 2S(q, t)
∂ t2
+Ω20(q)S(q, t) +λ
∫ t
0
dτ

M0(q, t −τ) +Ω20(q)m(q, t −τ)
 ∂ S(q,τ)
∂ τ
= 0.
(2.20)
Hierin ist λ ein Kopplungsparameter und sind M0(q, t) und m(q, t) Gedächtnisterme,
wobei ersterer die Dynamik bei hohen Temperaturen dominiert, und letzterer die Dy-
namik im unterkühlten Bereich, Ω0(q) ist eine mikroskopische Frequenz, die aus dem
Strukturfaktor berechnet werden kann. Es gilt: Ω20(q) = q
2kBT/(mS(q)) mit m, der
Masse der Teilchen. In die Gedächtnisterme geht der Strukturfaktor ein, hierin steckt
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also die systemspezifische Information.
Die Dynamik im System hängt vom Wert des Kontrollparameters ab, dieser kann bei-
spielsweise die Temperatur oder die Dichte des Systems sein. Überschreitet der Kon-
trollparameter einen kritischen Wert, z.B. T bei Tc, so tritt in der Korrelationsfunktion
im Langzeitlimit eine Bifurkation11 auf. In anderen Worten: die Korrelationsfunktion
fällt entweder auf Null ab, dann ist das betrachtete System eine Flüssigkeit, oder sie
endet auf einem Plateau fq, dem Nichtergodizitätsparameter, dann befindet sich das
System im Glaszustand (vgl. Abb. 2.2(b)). Der Übergang zwischen ergodischem und
nichtergodischem Verhalten tritt bei der kritischen Temperatur Tc auf. Die MCT trägt
somit der Eigenschaft des Glasübergangs Rechnung, dass dieser ein dynamischer aber
kein struktureller Übergang ist.
Die mit der Modenkopplungstheorie beschriebene Dynamik lässt sich näherungsweise
im Energielandschaftsbild verstehen. Die Dynamik ist eine Diffusionsdynamik, keine
Sprungdynamik. Für T < Tc befindet sich das System in einem Potentialminimum,
dieses Minimum kann es nicht verlassen, da es keine Sprünge gibt. Die Korrelations-
funktion verbleibt demnach für t →∞ auf einem endlichen Wert. Für T > Tc dagegen
besetzt das System bevorzugt Sattelpunkte im Phasenraum und kann zwischen diesen
diffundieren [36].
In molekularen Gläsern wurde gefunden, dass die kritische Temperatur Tc oberhalb
der Glastemperatur Tg liegt. Um zu erklären, weshalb unterhalb von Tc noch ein
ergodisches Verhalten der unterkühlten Flüssigkeit gefunden wird, wurde die soge-
nannte erweiterte Modenkopplungstheorie vorgeschlagen [84]. Darin werden zuvor
vernachlässigte Terme der Moden-Kopplungstheorie berücksichtigt und dadurch eine
Möglichkeit geschaffen, durch Phononen ausgelöste Sprungprozesse eines Teilchens
aus seinem Käfig heraus mit der MCT zu beschreiben. Diese aktivierten Prozesse sollen
es ermöglichen, auch unterhalb von Tc einen Abfall der Korrelationsfunktion auf Null
zu erhalten [143]. Allerdings löst die Erweiterung der Modenkopplungstheorie nicht
alle Schwierigkeiten der Theorie. Kritik an der Modenkopplungstheorie ist beispiels-
weise in [21,238] nachzulesen.
Eine der Stärken der Modenkopplungstheorie besteht darin, dass sie nicht nur das
Verhalten der α-Relaxation sondern auch das der β-Relaxation vorhersagt. In der Mo-
denkopplungstheorie werden der frühe und der späte β-Prozess unterschieden. Mit
dem frühen β-Prozess wird der Abfall der Korrelationsfunktion hin zum Plateau be-
zeichnet, der späte β-Prozess bezeichnet den Übergang vom Plateau zur α-Relaxation.
Diese Stärke der MCT wird zur Beschreibung anomaler Dynamik genutzt.
Anomale Dynamik in der MCT
In der einfachsten Version der Modenkopplungstheorie erfolgt der Glasübergang, wenn
ein Kontrollparameter (Dichte, Temperatur, Wechselwirkungsstärke) einen kritischen
11 Diese wird in der Literatur als A2 Singularität bezeichnet und ”fold“-Singularität genannt.
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Wert überschreitet. Der mikroskopische Mechanismus dahinter ist der, dass alle Teil-
chen im Käfig ihrer Nachbarn gefangen sind. Für Systeme, die von mehr als einem
Kontrollparameter abhängen, kann es mehr als einen Mechanismus der kritischen
Verlangsamung von Dynamik geben [248]. Diese Vorstellung soll an zwei Beispielen
verdeutlicht werden. Das erste Beispiel ist ein System, in dem es neben der Hard-Core-
Abstoßung noch einen attraktiven Potentialterm zur Modellierung der intermolekula-
ren Kräfte gibt [241]. Die beiden in diesem System auftretenden Mechanismen des
strukturellen Arrests sind zum einen der herkömmliche Glasübergang und zum ande-
ren, dass die Teilchen eine Bindung, die der attraktiven Wechselwirkung genügt, zu
allen Nachbarn eingeht [52]. Das zweite Beispiel von zwei verschiedenen Mechanis-
men des strukturellen Arrests wurde für eine binäre Mischung aus schnellen Teilchen A
und langsamen Teilchen B vorgestellt [189]. Einerseits kann die Hard-Core-Abstoßung
zu einem Glasübergang führen, andererseits kann ein schnelles Teilchen A von langsa-
men Teilchen B umgeben sein und dadurch strukturell arretiert werden.
In der Terminologie der Modenkopplungstheorie führen konkurrierende Glasbildungs-
mechanismen zu Singularitäten höherer Ordnung12. Eine A3-Singularität entsteht als
Endpunkt einer Glas-Glas-Übergangslinie [95]. Je nach Szenario befindet sich die Sin-
gularität entweder in einem Glas und ist der Endpunkt einer Glas-Glas-Übergangslinie
(A3) oder sie bildet einen Schnittpunkt von zwei Flüssig-Glas-Übergangslinien (A4, ge-
strichelte Linie in Abb. 2.7) [248].
Die Lösung der Modenkopplungsgleichung führt in der Nähe einer Singularität höherer
Ordnung zu einem näherungsweise logarithmischen Abfall in den Korrelationsfunktio-
nen. Die Lösung der MCT-Grundgleichung (2.20) lautet dann [96]:
S(q, t)∝
h
fq −H ′q ln(t/τβ) +H ′′q ln2(t/τβ)
i
. (2.21)
Nach Götze et al. [96] bieten sich drei Interpretationsmöglichkeiten solcher logarith-
mischen Gesetze an: (1) der logarithmische Abfall kann den Bereich des strukturel-
len Abfalls beschreiben, (2) der logarithmische Abfall beschreibt nur den Beginn und
den mittleren Teil der α-Relaxation, wodurch diese stark gestreckt wird, der β-Abfall
jedoch reduziert wird und (3) der logarithmische Abfall gilt nur im Bereich des β-
Prozesses, wodurch dieser ausgedehnt und gestreckter wird. An das logarithmische
Gesetz schließt sich dann noch ein exponentieller Abfall an.
Die dritte Interpretation wurde von Lagi et al. zur Analyse von Korrelationsfunktionen
des Proteins Lysozym eingesetzt [156]. Wir folgen Lagi et al. und beschränken uns auf
die letzte Interpretationsmöglichkeit. Zur Beschreibung von zeitabhängigen Korrelati-
onsfunktionen im gesamten Zeitbereich kann demnach folgende Gleichung verwendet
werden:
Φ(t)∝
h
fq −H ′q ln(t/τβ) +H ′′q ln2(t/τβ)
i
exp(−t/τα). (2.22)
12 A3 und A4 in der Nomenklatur von Arnold. Sie sind wie eine Zacke (cusp) bzw. wie ein Schwalben-
schwanz (swallowtail) geformt.
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(a) (b)
Abb. 2.7: a) „Sticky hard sphere“-Potential als Beispiel eines Potentials mit anziehendem
Term, für das es zwei Mechanismen des Glasübergangs gibt. b) Phasendiagramm eines
solchen Systems nach [71, 241]. Aufgetragen sind die Phasengrenzlinien als Funktion
der relativen thermischen Energie kBT/u und der Packungsdichte φ. Die untere gerade
Linie markiert den Flüssig-Glas-Übergang aufgrund der kurzreichweitigen Anziehung
[71]. Die nahezu senkrechte, gebogene Linie beschreibt den Flüssigkeits-Glas-Übergang
aufgrund des abstoßenden Potentialterms.
Der Verlauf der Korrelationsfunktion wird durch die kritischen Amplituden H ′(q) und
H ′′(q) bestimmt. Für H ′′(q) = 0 ergibt sich ein rein logarithmischer Abfall. Dage-
gen wechselt die Krümmung der Korrelationsfunktion von konkav nach konvex für
H ′′(q)> 0 bzw. H ′′(q)< 0.
Für Kolloide erscheint diese Betrachtungsweise einleuchtend. Bisher gibt es in der Lite-
ratur jedoch keinen Vorschlag, welche anziehende Wechselwirkung bei Proteinen wir-
ken könnte.
Dieser spezielle Fall der Modenkopplungstheorie wurde von Lagi et al. [156] zur Ana-
lyse von MD-Simulationen von Lysozym gewählt und sie ist Ausgangspunkt für die in
Kap. 5.1.1 beschriebene Analyse von MD-Daten von Elastin und Myoglobin.
2.2.3 Fraktionaler Fokker-Planck-Ansatz
Subdiffusion entsteht, wenn eine Verteilung von Sprungzeiten13 oder von Sprunglän-
gen vorliegt und diese Verteilung einen divergierenden Mittelwert aufweist. Für diese
Situationen gibt es zwei mikroskopische Ursachen [46]: Eine divergierende Sprungzei-
tenverteilung kann dadurch hervorgerufen werden, dass ein Teilchen an einer Position
gefangen wird (z.B. durch Wasserstoffbrückenbindungen) und divergierende Weglän-
13 Das entspräche im einfachsten Fall der Energiebarrierenverteilung.
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gen durch Diffusion in Fraktalen14. Die folgende Argumentation stützt sich nach [184]
auf eine divergierende Wartezeitenverteilung.
Die wesentliche Gleichung zur Beschreibung von Subdiffusion ist die fraktionale Dif-
fusionsgleichung (FDE), die einer Verallgemeinerung des 2. Fick’schen Gesetzes (s.
Gl. (2.5)) (hier in 1D mit r2 = x2+ y2+ z2) entspricht
∂ p(x , t)
∂ t
= 0D
1−α
t Kα
∂ 2p(x , t)
∂ x2
. (2.23)
Kα ist hierin der verallgemeinerte Diffusionskoeffizient und 0D
1−α
t ist der Riemann-
Liouville-Operator15, der zur Beschreibung von fraktionalen Ableitungen verwen-
det wird [183]. Die fraktionale Diffusionsgleichung kann gelöst werden, indem sie
Laplace-transformiert, nach Taylor entwickelt und dann für die einzelnen Terme, auch
Moden genannt, gelöst wird. Eine genauere Beschreibung der mathematischen Grund-
lagen ist in [184] enthalten. Jede Mode der fraktionalen Diffusionsgleichung zerfällt
gemäß einer Mittag-Leffler-Funktion Eα:
p(k, t) = Eα(−Kαk2 tα) mit Eα

−
 t
τ
α
=
∞∑
n=0
[−(t/τ)α]n
.
Γ(1+αn) (2.24)
Subdiffusion entsteht für α < 1. Die Fouriertransformierte der Relaxationsfunktion ist
die Cole-Cole-Funktion [92].
Die Mittag-Leffler-Funktion zeigt im Grenzfall langer Zeiten ein Potenzgesetzverhalten:
p(k, t)∝ 1
Kαk2 tαΓ(1−α) (2.25)
Zur Beschreibung der Bewegung von Proteinen wird nun angenommen, dass sich ein
Teilchen in einer komplexen Energielandschaft bewegt. Zusätzlich zur Wartezeitenver-
teilung liegt demnach ein externes Potential vor. Statt der fraktionalen Diffusionsglei-
chung, die kein externes Feld berücksichtigt, wird nun die fraktionale Fokker-Planck-
Gleichung herangezogen
∂ p(x , t)
∂ t
= 0D
1−α
t

∂
∂ x
V (x)
mξ
+ Kα
∂ 2
∂ x2

p(x , t). (2.26)
Der analytisch lösbare Spezialfall eines harmonischen Potentials V (x) = 1
2
mω2x2
wird fraktionaler Ornstein-Uhlenbeck-Prozess genannt. Dieser Prozess beschreibt die
Diffusion in einer rauen Energielandschaft mit harmonischem Gesamtpotential. Eine
14 In der Anwendung auf Proteine wird dies auf zweierlei Arten interpretiert: das Protein stellt ei-
nerseits selbst ein statisches Fraktal dar [69], und andererseits wird der Konfigurationsraum des
Proteins als fraktale Struktur beschrieben [191].
15 Er ist definiert als: 0D
1−α
t =
1
Γ(1−α)
d
dx
∫ t
0
f (t)dt
(x−t)α .
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Veranschaulichung dieses Potentials zeigt das Inset der Abbildung 2.1(b). Er wurde
erstmals von Glöckle und Nonnenmacher [92] zur Interpretation der Dynamik in Myo-
globin angewandt und ist seither in einer Vielzahl von Studien zum Einsatz gekom-
men [12,142,146,183].
Der fraktionale Ornstein-Uhlenbeck-Prozess sagt für das mittlere Verschiebungsquadrat
in einer Dimension 〈x(t)〉 voraus [142]:
〈x(t)〉= 〈x0〉

1− Eα

− t
τ
α
. (2.27)
〈x0〉 bezeichnet hierin die mittlere quadratische Positionsfluktuation. Für die interme-
diäre inkohärente Streufunktion gilt [142]:
S(q, t) = exp
−q2〈x2〉 ∞∑
n=0
q2n〈x2〉n
n!
Eα

−n
 t
τ
α
. (2.28)
Wesentlich zur Unterscheidung der verschiedenen Modelle für Subdiffusion ist, welche
Temperaturabhängigkeit für den Exponenten α vorhergesagt wird. Im Fall des frak-
tionalen Ornstein-Uhlenbeck-Prozesses wird ein temperaturunabhängiger Exponent
erwartet [98]. Diese Vorhersage wird in Kapitel 5.1.1 anhand der MD-Simulationen
an Elastin und Myoglobin überprüft.
Im Gegensatz dazu folgt aus der Herleitung der Subdiffusion mittels einer generalisier-
te Langevingleichung die Vorhersage eines temperaturabhängigen Exponenten α [98].
Welcher dieser Ansätze zur Beschreibung von Proteindynamik besser geeignet ist, ist
Bestandteil aktueller Diskussion [98,146,185,206].
2.3 Dynamischer Übergang
In hydratisierten Proteinen wird experimentell bei ca. T ≈ 200 K das Einsetzen ei-
nes dynamischen Prozesses beobachtet. Dieses Phänomen, der sogenannte dynami-
sche Übergang, soll in diesem Kapitel vorgestellt werden. Der Abschnitt gliedert sich in
zwei Unterkapitel. Zunächst sollen die Beobachtungen zusammengetragen werden und
schließlich die verschiedenen Interpretationsansätze dargelegt werden. Einen guten
Überblick mit vielen Literaturquellen geben Daniel et al. in einem Review-Artikel [49]
2.3.1 Experimentelle Befunde zum dynamischen Übergang
Beim dynamischen Übergang spielen die Dynamik des Proteins und des umgebenden
Lösemittels, meist Wasser, eine Rolle. In diesem Abschnitt werden zunächst die experi-
mentellen Befunde zur Proteindynamik vorgestellt, bevor auf die Dynamik von Wasser
an Proteinoberflächen eingegangen wird.
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Proteindynamik
Mit Neutronenstreuung kann das mittlere Verschiebungsquadrat der Proteinprotonen
als Funktion der Temperatur bestimmt werden und somit ein Überblick über die inter-
ne Proteindynamik erhalten werden. Das mittlere Verschiebungsquadrat steigt für tiefe
Temperaturen linear an. Dies entspricht einer Bewegung der Protonen in einem harmo-
nischen Potential. Bei Temperaturen von ca. 180-240 K wird für hydratisierte Proteine
eine Abweichung von diesem linearen Anstieg, das Einsetzen einer anharmonischen
Dynamik, beobachtet. Das MSD steigt stärker an. Dieser Anstieg wird als dynamischer
Übergang bezeichnet. Beispieldaten aus der Arbeit von Roh et al. für Lysozym sind in
Abb. 2.8(a) dargestellt.
Der dynamische Übergang wurde seit seiner ersten Beschreibung von Doster [62] in-
zwischen in vielen verschiedenen, hydratisierten Proteinen gemessen [45,60,152,215]
und ist heute als charakteristische Eigenschaft von Proteinen allgemein akzeptiert
[32,220]. Er ist nur in der linearen Auftragung des MSD als Funktion der Temperatur
zu erkennen, wie das Inset in Abbildung 2.8(a) zeigt [59, 74]. Nach Doster [58, 59]
ist der Begriff dynamischer Übergang für einen dynamischen Prozess dann anwend-
bar, wenn entweder die Amplitude eine exponentielle Temperaturabhängigkeit oder
die Zeitskala einer Super-Arrhenius-Temperaturabhängigkeit aufweist. Welche mikro-
skopische Ursache dem dynamischen Übergang in Proteinen zu Grunde liegt, ist jedoch
noch umstritten [136,284].
In Übereinstimmung mit den Messungen des mittleren Verschiebungsquadrats mit
Neutronenstreuung wurden Hinweise auf den dynamischen Übergang auch in an-
deren Techniken gefunden, z.B. in der Mößbauer-Spektroskopie [79], der NMR-
Spektroskopie [158] und mit Infrarot-Vibrations-Echo-Spektroskopie [216].
Kennzeichnend für den dynamischen Übergang ist die Abhängigkeit vom Hydrata-
tionswasser. So bleibt der Anstieg in trockenem Protein linear mit der Tempera-
tur [45, 153, 222] und es ist kein dynamischer Übergang zu sehen. Mit steigendem
Hydratationsgrad dagegen nimmt die Amplitude des überlinearen Anstiegs zu (vgl.
Abb. 2.8(a)) [153, 160, 202, 221]. Für eine Abhängigkeit des dynamischen Übergangs
vom Wasser spricht darüber hinaus, dass auch die völlig anders strukturierten Bioma-
kromoleküle DNA und RNA den dynamischen Übergang aufweisen [32,246].
Bei der Untersuchung der Rolle des Wassers wurde vielfach den Fluktuationen der
Wasserstoffbrückenbindungen eine tragende Rolle in der Protein-Wasser-Interaktion
zugesprochen [122,204,253,254]. Die Abhängigkeit der Proteindynamik von der Was-
serdynamik wird als sehr stark angesehen [73,74,78,79].
Der Einfluss des Lösemittels wurde in anderen Arbeiten untersucht. Während Wasser
den beschriebenen Weichmachereffekt auf das Protein hat, wirken Polyole und Zucker
als Stabilisatoren, die die Struktur verstärken und die Mobilität des Proteins verrin-
gern [203]. Beispielhaft ist das MSD für Lysozym in verschiedenen Lösemitteln aus
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(a) (b)
Abb. 2.8: a) Dynamischer Übergang in Lysozym nach Roh et al. [221], für die trockene
Probe ist lediglich ein linearer Anstieg im gesamten Temperaturbereich zu erkennen.
Die hydratisierte Probe weist einen stärkeren Anstieg ab T = 200 K auf. Inset: loga-
rithmische Darstellung derselben Daten. b) Abhängigkeit des dynamischen Übergangs
in Lysozym vom Lösemittel [34, 203]. Mit steigender Viskosität nimmt die Temperatur
des dynamischen Übergangs TD zu. Die blauen Geraden verdeutlichen die Interpretati-
on des Einsetzens der Proteindynamik als zweistufigen Prozess gemäß Capaccioli [34].
Zu beachten ist, dass sich die Werte des mittleren Verschiebungsquadrats für das glei-
che Protein (Lysozym) zwischen den beiden Publikationen auswertungsbedingt um eine
Größenordnung unterscheiden (vgl. Fußnote 16).
der Arbeit von Paciaroni et al. in Abb. 2.8(b) gezeigt16. Der Effekt von Stabilisatoren
wurde z.B. in Wasser-Glyzerin-Mischungen untersucht [195, 203, 254, 261]. Je höher
der Glyzerinanteil im Lösemittel, desto geringer die Abweichung vom linearen MSD.
Zudem verschiebt sich die Temperatur des dynamischen Übergangs in Proteinen als
Funktion vom Glukosegehalt des Lösemittels zu höheren Werten [47,261].
Die enzymatische Aktivität verschiedener Proteine als Funktion der Temperatur zeigt
für einige Proteine ein Einsetzen von Funktion bei der Temperatur des dynamischen
Übergangs TD. Dadurch wurde der dynamische Übergang mit dem Einsetzen von Pro-
teinfunktion in Verbindung gebracht [75, 163, 215] und der zusätzliche dynamische
Prozess als funktionell relevant eingestuft. Ein erstaunliches Ergebnis ergab die Ar-
beit von Gallat et al. [90]. Die Autoren konnten demonstrieren, dass niedermolekulare
Lösemittel keine zwingende Voraussetzung für das Einsetzen der Proteinfunktion sind,
sondern dass eine Korona aus flexiblen Polymerketten um ein Protein herum ausreicht,
um funktionelle Dynamik des Proteins zu ermöglichen [90].
16 Beim Vergleich der absoluten Werte des MSD mit den Werten in Abb. 2.8(a) fällt auf, dass sich
die Daten von Roh und von Paciaroni um eine Größenordnung unterscheiden. Dies ist auf unter-
schiedliche Auswertemethoden zurückzuführen. Während Roh et al. auf die isotrope Gaußnäherung
zurückgreifen, verwenden Paciaroni et al. ein Zweiplatzsprung-Modell zur Evaluierung des MSD.
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Ein weiterer experimenteller Befund zum dynamischen Übergang betrifft die Abhän-
gigkeit der Übergangstemperatur von der Zeitskala des Experiments. So wird in einigen
Arbeiten gefunden, dass die Temperatur des dynamischen Übergangs umso höher ist, je
kürzer die Zeitskala des Experiments ist [15,34,49,136,177]. Diese Beobachtung stellt
die Verknüpfung von Funktion und dynamischem Übergang in Frage, da die Funktion
unabhängig von der Zeitskala des Experiments einsetzt [15].
Auf der Suche nach dem Ursprung des dynamischen Übergangs wurden verschiede-
ne Beiträge identifiziert, die zur Streuung in Proteinen und somit zum mittleren Ver-
schiebungsquadrat beitragen. Dazu zählen einerseits die Methylgruppen. Diese füh-
ren wie bereits erwähnt (vgl. Kap. 2.1.3) eine schnelle Rotationsbewegung aus und
verursachen eine Abweichung vom linearen Tieftemperaturverhalten für T > 150 K
[222, 256]. Der Methylgruppenbeitrag kann den dynamischen Übergang überlagern
[59].
Der dynamische Übergang wird nach Schiro et al. [234] von einer erhöhten Rückgrat-
mobilität verursacht. Diesen Schluss zogen sie aus vergleichenden Neutronenstreuex-
perimenten an Homopeptiden mit und ohne Methylgruppen, die beide den dynami-
schen Übergang aufweisen.
In den letzten Jahren wurden mittels verbesserter Spektrometer und Datenauswer-
tung von mehreren Gruppen zwei Komponenten des dynamischen Übergangs gefun-
den [34, 60]. Diese Interpretation ist in Abbildung 2.8(b) durch die blauen Geraden
verdeutlicht [34]. Die erste Stufe bei niedrigerer Temperatur wird mit dem Glasüber-
gang des Systems, bzw. des Wassers in Verbindung gebracht. Sie ist von der Zeitskala
des Experiments unabhängig. Die zweite Stufe entspricht dagegen jener, die auch in
den anderen Experimenten gefunden wurde und die oben beschriebenen Abhängig-
keiten vom Hydratationsgrad, Lösemittel und der Zeitskala des Experiments aufweist.
Der dynamische Übergang wurde meist anhand des mittleren Verschiebungsqua-
drats aus Neutronenstreuung identifiziert und weiter ausgewertet. Die Größenord-
nung der beteiligten atomaren Bewegungen lässt sich aus dem MSD ablesen. Da-
bei ist jedoch zu beachten, dass unterschiedliche Auswertungen (harmonische Nähe-
rung, Zweiplatzsprung-Modell) Unterschiede von über einer Größenordnung ergeben
(vgl. z.B. [153] und [177]). Des Weiteren ist zu beachten, dass Methylgruppen q-
unabhängige Beiträge zur elastischen Streuung geben, die Auswertung des MSD aus
Neutronenstreudaten jedoch um diesen Beitrag meist nicht korrigiert wurden. Die Ver-
gleichbarkeit des mittleren Verschiebungsquadrats aus Neutronenstreuung mit MD-
Simulationen ist deshalb nur eingeschränkt möglich.
Experimentelle Befunde zur Dynamik des Proteinhydratationswassers und Zusam-
menspiel mit Proteindynamik
Wie im vorigen Abschnitt anhand der Befunde zum dynamischen Übergang zu sehen,
spielt das Lösemittel, in vivo also das Wasser eine große Rolle für die Proteindyna-
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mik [28, 42]. Wasser wechselwirkt auf verschiedene Arten mit dem Protein. Es füllt
die Hohlräume in seinem Inneren, bildet eine Schicht um das Protein, die Hydrathülle,
und beeinflusst das Protein als Bulksolvenz [245].
Wasser, das sich in der Hydrathülle eines Proteins befindet, weist einige Anomalien
auf, die gegenwärtig erforscht werden. Zum Beispiel kristallisieren die ersten zwei
Hydratwasser-Monolagen nicht, sondern zeigen möglicherweise einen Glasübergang
[243, 252]. Darüber hinaus ist die Translations- und Rotationsdynamik des Hydrat-
wassers im Vergleich zu Bulk-Wasser verlangsamt [10] und die Ausdehnung und
das Verhalten des Wasserstoffbrückennetzwerks weichen vom bekannten Verhalten
ab [31,122,211].
Über die Grenzflächen zwischen Protein und Wasser findet eine Kopplung von Was-
serdynamik und Proteindynamik statt. Für den Mechanismus dieser Kopplung werden
unterschiedliche Modelle diskutiert: Vorgeschlagen wurde zum einen, dass das Wasser,
wie ein Weichmacher in Polymeren, aufgrund seiner hohen Permittivität die Ladungen
der Proteinseitenketten abschirmt und somit die Seitenketten besser aneinander vorbei
gleiten können [42] und zum anderen, dass Fluktuationen des Bulk- und Hydratations-
wassers Konformationsänderungen im Protein anstoßen [59,73,235].
Auch Untersuchungen mit 13C-NMR-Spektroskopie lieferten wichtige Diskussionsbei-
träge zur Frage nach der Kopplung von Protein und Hydratationswasser. So konnte
in Messungen der Proteindynamik in Abhängigkeit vom Hydratationsgrad eine Erhö-
hung der Bewegungsamplitude ab dem Vorliegen von einer Monolage Hydratwasser
nachgewiesen werden [210, 217]. Weitere Hinweise auf den Kopplungsmechanismus
ergaben die Molekulardynamik-Simulationen von Tarek und Tobias, die zeigten, dass
das Wasserstoffbrückennetzwerk des Hydratwassers eine wichtige Rolle spielt [254].
Im Detail ist jedoch noch unklar, welche Relaxationsprozesse entscheidend für dieses
Zusammenspiel sind und welchen Beitrag das Wasser zum dynamischen Übergang lie-
fert.
Die verschiedenen Interpretationsansätze in Bezug auf den dynamischen Übergang
werden im folgenden Abschnitt vorgestellt.
2.3.2 Interpretationsansätze
Der dynamische Übergang ist durch ein Einsetzen von Flexibilität und Mobilität des
Proteins oberhalb der Temperatur TD charakterisiert. Diese Temperatur ist vom Löse-
mittel, vom Hydratationsgrad und von der Zeitskala des Instruments abhängig.
Umstritten ist jedoch, welche mikroskopischen Prozesse für den dynamischen Über-
gang verantwortlich sind. Zur Erklärung werden unterschiedliche Interpretationen
verwendet, die sich aus verschiedener Verwendung von Begriffen und Konzepten und
teilweise durch Unterschiede in der Datenauswertung ergeben. Zu nennen sind insbe-
sondere die Ansätze von Frauenfelder, Doster, Ngai und Chen.
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Deutung des dynamischen Übergangs nach Frauenfelder
Frauenfelder entwickelte das oben vorgestellte Energielandschaftsmodell für Protei-
ne [81]. Hierin entspricht die strukturelle Relaxation einem Übergang zwischen Ener-
gieminima der ersten Hierarchieebene (Gleichgewichtsfluktuationen 1, vgl. Abb. 2.6),
und die sekundäre βh-Relaxation einer Bewegung in der rauen Energielandschaft der
untersten Hierarchieebene (Gleichgewichtsfluktuationen 2) [74].
Das Wasser führt gemäß Frauenfelder zwei dynamische Prozesse mit unterschiedli-
chen Temperaturabhängigkeiten aus. Einen lokalen Oberflächenprozess mit Arrhenius-
Temperaturabhängigkeit und einen diffusiven Bulkprozess mit Vogel-Fulcher-Tempera-
turabhängigkeit. Frauenfelder et al. prägten das einprägsame Bild der Versklavung der
Proteindynamik durch die Wasserdynamik (’Slaving-concept’) [73,74,78,79]. Das Bild
besagt, dass die Temperaturabhängigkeit der Proteindynamik jener des Wassers folgt,
da das mobile Wasser die Bewegungen des trägeren Proteins anstößt.
In diesem Bild stößt der Bulkprozess des Wassers großamplitudige Konformationsän-
derung im Protein an, z.B. den Wechsel zwischen funktionell verschiedenen Konforma-
tionen eines Proteins (vgl. Abb. 2.6 (b)) [74]. Der α-Prozess des Proteins kann nach
Fenimore et al. nur dann stattfinden kann, wenn ausreichend Hydratationswasser vor-
handen ist (h> 0.3 g/g [74]).
Die Proteinfluktuationen, die für den dynamischen Übergang verantwortlich sind, füh-
ren Fenimore et al. [74] auf den βH -Prozess des Proteins zurück. Im Versklavungs-
modell koppeln die βh-Fluktuationen an den Oberflächenprozess des Wassers. Der
dynamische Übergang erscheint nach diesem Bild als Anstieg im mittleren Verschie-
bungsquadrat, wenn die Proteinfluktuationen in das Messfenster des Neutronenstreu-
experiments [39], bzw. des Mößbauerexperiments [79] eintreten.
Die Argumentation für die Kopplung der Proteinfluktuationen an die Dynamik des
Oberflächen-Hydratationswasser wird wie folgt geführt: Mittels dielektrischer Spektro-
skopie wird die Ratenverteilung und die Temperaturabhängigkeit des von Frauenfelder
„β-Prozess“ genannten dynamischen Prozesses des Hydratationswassers bestimmt17.
Nun wird aus dieser Verteilungen der Anteil A(T ) bestimmt, dessen Korrelationszeit
schneller als die Zeitskala des Mößbauer- bzw. Neutronenstreuexperiments ist. Dieser
Anteil wird nun passend skaliert und gemeinsam mit dem mittleren Verschiebungs-
quadrat temperaturabhängig aufgetragen. Es wird ein paralleler Anstieg des MSD des
Proteins und des Anteils A(T ) der Wasserratenverteilung gefunden [39,79].
17 Die Ratenverteilung des Oberflächenwassers werden aus dielektrischen Spektroskopiemessungen
an einem System aus hydratisiertem Myoglobin in einer festen Matrix aus Polyvinylalkohol extra-
hiert. Durch die Verwendung des Polyvinylalkohols ist nach Frauenfelder der α-Prozess des Hydra-
tationswassers unterdrückt und der β-Prozess kann isoliert gemessen werden.
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Die Interpretation von Frauenfelder spricht demnach gegen einen dynamischen Über-
gang im Sinne Dosters, da der Anstieg des mittleren Verschiebungsquadrats nicht von
einer Vogel-Fulcher-Temperaturabhängigkeit der Raten begleitet ist.
Deutung des dynamischen Übergangs nach Doster
Doster et al. verwendeten den Begriff „dynamischer Übergangs“ in der Literatur als
erste Autoren, für den Anstieg des MDS bei TD in Myoglobin [62].
In neueren Arbeiten findet Doster zwei Anstiege im mittleren Verschiebungsquadrat
[58,60,64]. Der bei niedrigerer Temperatur (T ≈ 180 K) auftretende Knick des mittle-
ren Verschiebungsquadrats ist unabhängig von der Auflösungszeit∆τ des Experiments
und tritt nahe der als Glasübergangstemperatur Tg des Hydratationswassers interpre-
tierten Temperatur auf [62]. Der zweite Knick hängt von der Zeitskala des Experiments
und von der Oberflächenviskosität des Lösemittels ab [59, 65] und ist somit mit dem
α-Prozess des Lösemittels verbunden.
Die Kopplung von Lösemittel an Proteindynamik erfolgt in seinem Bild über
das Protein-Wasser-Wasserstoffbrückenbindungsnetzwerk. Die Eigenschaften der Was-
serdynamik (z.B. die Temperaturabhängigkeit) lassen sich so auf das Protein über-
tragen. Oberhalb von Tg erhöht sich die Amplitude der Fluktuation der Wasserstoff-
brückenbindungen (β-Prozess) stark [60]. Daraus resultiert eine größere Elastizität
für das Protein und folglich wird im MSD der erste Anstieg beobachtet. Diese star-
ke Zunahme der Relaxationsstärke der β-Relaxation bei Tg ist typisch für glasbildende
Systeme [23]. Die kleine Stufe kann durch Methylgruppenbewegungen überlagert sein
und kann schwer zu detektieren sein [60].
Die Temperaturabhängigkeit des α-Prozesses des Lösemittels folgt nach Doster einem
Vogel-Fulcher-Gesetz (s. Gl. (2.8)) [58]. Die Proteindynamik koppelt an die Oberflä-
chenviskosität des Proteins. Die Oberflächenviskosität η kann durch gegenseitige Be-
einflussung von Protein und Hydratwasser (und nicht einseitig durch Versklavung) von
der Viskosität des Bulks abweichen. Proportional dazu ändern sich die Fluktuationen
des Wasser-Protein-Wasserstoffbrückenbindungsnetzwerks und sie stoßen im Protein
kleinamplitudige Librationsbewegungen an [65]. Diese kleinamplitudigen Proteinbe-
wegungen werden mit Neutronenstreuung detektiert, wenn sie bei weiterer Erwär-
mung in das Zeitfenster der Methode kommen. Der wasserinduzierte, kleinamplitudige
Librationsprozess insbesondere von Proteinseitenketten [58] und Diederwinkeln [64]
wird von Doster als Ursache des dynamischer Übergang bei TD angesehen.
Im Unterschied zu Frauenfelder findet Doster folglich einen dynamischen Übergang,
der der oben aufgeführten Definition gerecht wird. Die Interpretation von Doster ist in
Einklang mit der Moden-Kopplungstheorie (s. Kap. 2.2.2) [34,59,60].
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Deutung des dynamischen Übergangs nach Ngai
Auch die Autoren Ngai et al. finden zwei Stufen in der Temperaturabhängigkeit des
mittleren Verschiebungsquadrats [34,195].
Der erste Knick wird mit einer Amplitudenänderung der Proteindynamik bei der Glas-
übergangstemperatur des Lösemittels gleichgesetzt. Diese Interpretation unterscheidet
sich von der Dosters darin, dass nicht die Wasserstoffbrückenbindungen als Ursache
der erhöhten Amplitude angesehen werden. Stattdessen wird der Anstieg des MSD auf
die Änderung von Volumen und Entropie beim Glasübergang zurückgeführt, wie sie
auch in konventionellen Glasbildnern beobachtet wird [34, 194]. Ngai et al. nehmen
an, dass die Dynamik in der Frequenzdomäne bei diesen Temperaturen von einem
sogenannten „nearly constant loss“ (NCL) mit χ ∝ ω−α und α < 1 dominiert wird.
Dieser Prozess ist zeitskalenunabhängig und führt zu einem Potenzgesetzabfall der in-
termediären Streufunktion für kurze Zeiten. Bei Tg ändern sich Relaxationsstärke und
dielektrische Stärke dieses Prozesses und führen zu dem Anstieg im mittleren Verschie-
bungsquadrat. Bei längeren Zeiten wird der Prozess nach Ngai et al. vom Einsetzen des
Johari-Goldstein-β-Prozess abgeschnitten [34].
Der Johari-Goldstein-β-Prozess besitzt im Gegensatz zum NCL eine charakteristische
Zeitskala, die sich mit der Temperatur ändert [195]. Er ist ein Vorläuferprozess der
strukturellen Relaxation, der mit dieser bei höherer Temperatur verschmilzt [35].
Wenn dieser Prozess, der an die Proteindynamik koppelt [34], ins Zeitfenster der Me-
thode kommt, ist im Bild von Ngai der dynamische Übergang zu beobachten [34,195].
Auch Ngai et al. finden, dass der erste Knick bei Tg insbesondere in höher hydratisier-
ten Systemen schwierig zu detektieren sein kann, führen dies jedoch im Gegensatz zu
Doster auf die geringe Fragilität 18 des Hydratationswassers bei großen Hydratations-
graden zurück [34].
Das von Ngai für den dynamischen Übergang vorgeschlagene Modell steht im Einklang
mit dem von ihm entwickelten Kopplungsmodell [193].
Deutung des dynamischen Übergangs nach Chen
Eine weitere Interpretation des dynamischen Übergangs wurde von Chen et al. vor-
geschlagen. Diese Interpretation gilt ausschließlich für Wasser als Lösemittel. Auch im
Ansatz von Chen et al. wird von einer starken Kopplung zwischen Wasserdynamik und
Proteindynamik ausgegangen. Bei TD kommt es nach Chen et al. zu einer Änderung
der Proteindynamik, da das Hydratationswasser bei dieser Temperatur einen Fragil-
Stark-Übergang (engl. fragile strong transition (FST)) hat [40,152,179,181].
Der Fragil-Stark-Übergang des Wassers geht einher mit einem strukturellen Übergang
zwischen einer niedrigdichten Wasserphase (meist vierfach-koordiniertes Wasser) bei
tiefen Temperaturen zu einer hochdichten Phase (häufiger fünffach koordiniertes Was-
ser) des Wassers bei höheren Temperaturen. Dieser Übergang wurde von Poole et al.
18 definiert als die Änderung der Steigung m= d logτα/d(Tg/T ) bei Tg [195]
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vorgeschlagen [213], um die Anomalien des Wassers zu erklären19. In Bulkwasser ist
der Temperaturbereich (150-235 K) in dem dieser Übergang zu finden sein könnte,
jedoch durch die Kristallisationsneigung von Wasser experimentell nicht zugänglich
(„No-mans-Land“) [188].
Die Arbeitsgruppe um Chen untersucht die Eigenschaften des Wassers daher in räum-
licher Einschränkung (Confinement), wie z.B. in Poren, oder an der Oberfläche von
Proteinen und hat dabei in verschiedenen Systemen und mit verschiedenen Methoden
einen Fragil-Stark-Übergang identifiziert [40,72,169,179]. Auch MD-Simulationen der
Gruppe um Stanley [152] finden bei der Temperatur des dynamischen Übergangs Hin-
weise, die im Einklang mit einem Flüssig-Flüssig-Kritischen Punkt stehen.
Von Chen et al. wurde nun vorgeschlagen, dass diese Änderung der Wasserdynamik
ausschlaggebend für den Anstieg im mittleren Verschiebungsquadrat der Proteine ist
[236]. Das Szenario von Chen et al. ist also ein einstufiges Modell.
Vergleich der Ansätze
In den vorangegangenen Abschnitten wurden mehrere Interpretationsansätze zum dy-
namischen Übergang vorgestellt. Alle Interpretationen stimmen darin überein, dass
bei TD das Protein flexibler wird. Alle vier Erklärungsansätze sehen einen dynami-
schen Onset bei TD, der von der Auflösungsfunktion des Spektrometers abhängig ist,
dieser wird als dynamischer Übergang bezeichnet. Gemeinsam ist allen vier Ansätzen
weiterhin, dass sie versuchen durch Auswertung der Wasserdynamik dem Übergang
auf die Spur zu kommen.
Sie unterscheiden sich jedoch darin, ob die Abweichung der Proteindynamik vom har-
monischen Verhalten in ein oder zwei Stufen erfolgt und was die Ursache der Anhar-
monizität ist. Die vier Ansätze sind in Tabelle 2.1 gegenüber gestellt. Diese Darstellung
ist verkürzt und vereinfacht und soll lediglich dabei helfen die Modelle voneinander
zu unterscheiden.
Doster und Ngai finden zwei Stufen in der Temperaturabhängigkeit des MSD. Sie
identifizieren die erste Stufe des dynamischen Übergangs als mit dem Glasübergang
Tg > TD [34] des Protein-Wasser-Systems assoziiert. Eine solche Stufe im mittleren
Verschiebungsquadrat bei Tg ist aus glasbildenden Systemen bekannt [83,194]. Diese
Stufe wird in den Erklärungen von Chen und Frauenfelder nicht beobachtet.
19 So ist es bislang beispielsweise unklar, weshalb Wasser ein Dichtemaximum bei T = 4 K aufweist.
Im von Poole vorgeschlagenen liquid-liquid-critical-point-Szenario (LLCP) für Wasser wird davon
ausgegangen, dass in flüssigem Wasser analog zu den Phasen des amorphen Eises, eine hochdichte
(high density liquid, HDL) und eine niedrigdichte Phase (low density liquid, LDL) existieren. Bei
Änderung der Temperatur kann unterkühltes Wasser von einer in die andere Phase übergehen.
Dabei ändert sich die Temperaturabhängigkeit der Dynamik von fragil nach stark. Einen guten
Überblick über diesen und verschiedene andere Erklärungsansätze zu Erklärung der Anomalien
von Wasser ist in [107] zu finden.
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Tab. 2.1.: Vereinfachender Überblick über die vier vorgestellten Modelle zum dynami-
schen Übergang
Frauenfelder Doster Ngai Chen
Ursache St. 1 (Tg) - β-Prozess bei Tg Volumenänderung bei Tg -
Ursache St. 2 (TD) βH -Prozess α-Prozess βJG-Prozess FST
Konzept Slaving+E.-Landschaft MCT Kopplungsmodell LLCP
Der Ansatz von Chen et al., den dynamischen Übergang als Konsequenz des Fragil-
Stark-Übergangs von Wasser zu erklären, unterscheidet sich deutlich von den übrigen
drei Ansätzen. Den von Chen et al. angeführten Belegen für einen FST [40, 152, 179]
wurden von verschiedenen Autoren widersprochen [60,61,136,209,225,270]. Neben
Argumenten auf der Ebene von Messtechnik [225] und Datenauswertung [61] führt
z.B. Doster gegen einen FST als Ursache für den dynamischen Übergang an, dass der
beobachte Übergang auflösungszeitabhängig ist, der FST es aber nicht sein dürfte [39].
Weiterhin kann auch die beobachtete Lösemittelabhängigkeit des dynamischen Über-
gangs nicht auf einen Fragil-Stark-Übergang im Wasser zurück geführt werden.
Die drei anderen Ansätze unterscheiden sich auf subtilere Weise. Frauenfelder billigt
dem gering hydratisierten Protein keinen strukturellen Relaxationsprozess zu, wäh-
rend Doster den zeitskalenabhängigen Übergang in seinem Zwei-Stufen-Szenario auf
einen α-Prozess zurückführt [58]. Die beiden Ansätze unterscheiden sich weiterhin
dadurch, dass Doster die Beschreibung des Protein-Wasser-Systems im Rahmen eines
Energielandschaftsmodells zurückweist. Er begründet dies damit, dass ein Flüssigkeit
sich nicht durch eine statische Energielandschaft beschreiben lässt und das Gesamt-
system aus Protein und Lösemittel auch durch eine veränderliche Energielandschaft
beschrieben werden müsste [59]. Ngai wiederum kritisiert an Doster, dass dessen An-
satz auf Wasserstoffbrückenbindungsfluktuationen beruht und folglich seine Gültigkeit
endet, wenn andere Lösemittel verwendet werden, die keine Wasserstoffbrückenbin-
dungen bilden [34].
Dieser Überblick über die aktuelle Diskussion lässt sich damit zusammenfassen, dass
es eine Reihe von offenen Fragen zum Thema dynamischer Übergang gibt. Sie lauten:
• Was ist der mikroskopische Ursprung des dynamischen Übergangs?
• Handelt es sich bei den beteiligten Proteinbewegungen um α- oder β-
Relaxationen?
• Wie genau ist die Proteindynamik mit der Wasserdynamik verknüpft?
In Kapitel 8 werden die in dieser Arbeit vorgestellten Ergebnisse hinsichtlich ihrer Be-
deutung für den dynamischen Übergang diskutiert sein.
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3 Methoden
In dieser Arbeit werden drei Methoden eingesetzt: zwei experimentelle, 2H-NMR-
Spektroskopie und Neutronenstreuung und eine Simulationstechnik, MD-Simulationen.
Die experimentellen Methoden sind Spektroskopie-Methoden und beruhen auf ähnli-
chen Grundprinzipien, die zunächst allgemein skizziert werden sollen. Im Anschluss
daran werden die spezielleren Grundlagen der einzelnen Methoden und Experimente
eingeführt, die für das Verständnis dieser Arbeit notwendig sind. Begonnen wird mit
der Technik 2H-NMR-Spektroskopie daran schließen sich Neutronenstreuung und MD-
Simulation an.
3.1 Grundprinzipien einer spektroskopischen Messung
Eine spektroskopische Messung lässt sich sehr allgemein mit folgendem Konzept be-
schreiben [16]: Das untersuchte System, Reservoir genannt, besteht aus N Teilchen
und wird durch einen Hamilton-Operator HˆR charakterisiert. Mit der Wahrscheinlich-
keit pm ist es im Zustand m mit der Energie Em zu finden.
pm =
1
ZR
exp(−Em/(kBT )) (3.1)
kB ist hierin die Boltzmann-Konstante und ZR steht für die Zustandssumme ZR =∑
m exp(−Em/(kBT )).
Als Testobjekt, Sonde (engl. Probe), dient nun z.B. elektromagnetische Strahlung im
Fall der NMR-Spektroskopie oder ein Neutron im Fall der Neutronenstreuung. Diese
Sonde wird mit einem Hamiltonoperator Hˆp beschrieben. Die Wechselwirkung oder
Kopplung zwischen Sonde und Reservoir lässt sich ebenfalls mit einem Hamiltonope-
rator Hˆc erfassen.
Das Schema der spektroskopischen Messung in dieser formellen Betrachtung beginnt
mit der Präparation der Sonde in einem definierten Zustand |m〉. Durch Wechselwir-
kung mit dem untersuchten System ändert die Sonde ihren Zustand zu |n〉. Gleichzeitig
ändert sich unter Annahme einer kleinen1 zeitabhängigen Wechselwirkung Hˆc(t) der
Zustand des Reservoirs von |m′〉 nach |n′〉. Der Hamiltonoperator der Sonde lässt sich
als Summe eines zeitunabhängigen und eines zeitabhängigen Terms schreiben:
Hˆp(t) = Hˆp0+ Hˆc(t) (3.2)
1 klein im Vergleich zu den Hamiltonoperatoren Hˆr und Hˆp (lineare Näherung)
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Diese kleine Störung des Gleichgewichtzustandes durch den zeitabhängigen Term wird
im Rahmen der Störungstheorie erster Ordnung behandelt und führt im Ergebnis zu
Fermis Goldener Regel:
Wnn′mm′ =
2pi
ħh
〈n′|〈n|Hˆc|m〉m′〉2δ(Em+ E′m− En− E′n) (3.3)
Gleichung 3.3 besagt, dass die Übergangswahrscheinlichkeit pro Zeit Wnn′mm′ , dass das
Gesamtsystem aus Sonde und Reservoir vom Ausgangszustand |m〉|n〉 in einen Endzu-
stand |m′〉|n′〉 übergeht, von dem Matrixelement 〈n′|〈n|Hˆc|m〉m′〉2 abhängt.
In einer spektroskopischen Messung wird nun eine Größe gemessen, die proportional
zur Änderung des Zustandes der Sonde Wnm ist, dabei wird über alle Zustände des
Reservoirs summiert:
Wnm =
∑
n′
∑
m′
Wnn′mm′pm′ =
1
Z
∑
n′
∑
m′
Wnn′mm′ exp
 −Em/(kBT ) (3.4)
mit p′m aus Gleichung (3.1) als der Wahrscheinlichkeit pro Zeiteinheit, das Reservoir im
Zustand m′ zu finden. Gleichung (3.4) lässt sich ohne Beschränkung der Allgemeinheit
so umschreiben, dass Wnm als Funktion der spektralen Dichte C(ω) des Kopplungs-
Hamiltonoperators H c = 〈n|Hˆc|m〉 ausgedrückt wird [16]:
Wnm =
2pi
ħh2
CHCHC (ω) (3.5)
worin CHCHC (ω) für die Fouriertransformierte der zeitlichen Korrelationsfunktion des
Kopplungs-Hamiltonoperators steht.
CHCHC (ω) =
1
2pi
∫ ∞
−∞
CHCHC (t)exp(−iωt)dt (3.6)
mit
CHCHC (t) = 〈H+c (0)H c(t)〉. (3.7)
Unter Zeitumkehr gilt das detallierte Gleichgewicht, das heißt die Wahrscheinlichkeit
für Energiegewinn und Energieabgabe der Sonde reflektiert die Boltzmann-Verteilung
der Besetzung der Zustände.
Wmn = exp(−ħhω/(kBT ))Wnm (3.8)
Die Messgröße, die proportional zu Wnm ist, ist folglich mit der Fouriertransformierten
einer zeitlichen Korrelationsfunktion verknüpft, deren Form von der Kopplungswech-
selwirkung abhängt.
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Der Kopplungshamilton-Operator lässt sich ganz allgemein schreiben als Produkt eines
Vektoroperators ~ˆI mit einem Kopplungstensor ~˜Tc, der von der Art der Wechselwirkung
c abhängt und eines weiteren Vektoroperators ~ˆK [250].
Hˆc = kc~ˆI · ~˜T c · ~ˆK (3.9)
In der 2H-NMR-Spektroskopie dominiert die Quadrupolwechselwirkung die Interakti-
on der Sonde (= elektromagnetischer Strahlung) mit dem System, das als Hilbertraum
der Kernspins aufgefasst werden kann. In der Neutronenstreuung sind Neutronen die
Sonde, die als Operator auf dem Ort der Kerne ~R im Zustandsraum der Probe operiert.
Die betrachtete Korrelationsfunktion des Wechselwirkungs-Hamiltonoperators HˆC un-
terscheidet sich folglich für die beiden Methoden.
Im einfachsten Fall hinreichend schneller Bewegungen lässt sich der Kopplungs-
Hamiltonoperator als stochastisch fluktuierende Größe f annehmen. Je nach Wech-
selwirkung spielt hier nur die Zeit oder auch der Ort der Teilchen eine Rolle. Es
werden also einfache (nur zeitliche) Korrelationsfunktionen und raum-zeitliche Kor-
relationsfunktionen unterschieden [239]. Die Definition der einfachen normierten Au-
tokorrelationsfunktion einer stochastisch fluktuierenden Größe f lautet
C(t) =
〈 f (0) f (t)〉
〈 f 2(0)〉 (3.10)
Die spitzen Klammern zeigen ein Zeitmittel an.
Für raum-zeitliche Korrelationsfunktionen lautet die Definition
G(~r, t) =
〈 f (~0,0) f (~r, t)〉
〈 f 2(~0, 0)〉 (3.11)
In raum-zeitlichen Korrelationsfunktionen stehen die spitzen Klammern für ein Zeit-
und ein Ensemblemittel. In ergodischen Systemen ist das Zeitmittel gleich dem Ensem-
blemittel.
Die Kopplungs-Hamiltonoperatoren der 2H-NMR-Spektroskopie hängt von der Orien-
tierung des Wechselwirkungstensors ~ˆT relativ zu einem externen Magnetfeld ab. Folg-
lich lässt sich der Hamiltonoperator als stochastische Variable mit fluktuierender Orien-
tierung auffassen. Die relevanten Korrelationsfunktionen sind demnach einfache, win-
kelabhängige Korrelationsfunktionen. Winkelabhängige Korrelationsfunktionen lassen
sich durch Einsetzen einer stochastischen Orientierung in die Korrelationsfunktion
Gleichung (3.10) allgemein behandeln [258]. Es ergibt sich eine Korrelationsfunktion
von Legendrepolynomen PL der Orientierung θ , die vom Rang L des Wechselwirkungs-
tensors abhängt.
CL(t) = 〈PL(cosθ(0))PL(cosθ(t))〉(2L+ 1) (3.12)
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In der NMR-Spektroskopie werden die vorherrschenden Wechselwirkungen durch
einen Tensor der zweiten Stufe beschrieben. Einen Tensor von Rang 1 liefert beispiels-
weise die Beschreibung der Wechselwirkung in der dielektrischen Spektroskopie.
Der Hamiltonoperator in der Neutronenstreuung ergibt eine raum-zeitliche Korrelati-
onsfunktion. Dies kann aus der Kombination der Gleichungen (3.6) und (3.9) mit dem
Wechselwirkungspotential in Tabelle 3.1 entnommen werden. Mit der Definition der
Dichte
ρ(~r, t) =
∑
i
δ

~r − ~Ri(t)

(3.13)
lässt sich der Hamiltonoperator in Tabelle 3.1 als Funktion der Dichte schreiben und
die Korrelationsfunktion der Neutronenstreuung lautet demnach
G(~r, t)∝ 〈ρ(~0, 0)ρ(~r, t)〉〈ρ2(~0, 0)〉 . (3.14)
Die wichtigsten Zusammenhänge sind in Tabelle 3.1 jeweils für die 2H-NMR-
Spektroskopie und die Neutronenstreuung beispielhaft gegenübergestellt.
Wir haben nun gesehen, welche Art von Wechselwirkungen und Korrelationsfunktio-
nen die Übergangswahrscheinlichkeit Wnm beschreiben. Beim Messen wird, wie in Glei-
chung (3.5) gezeigt, die Fouriertransformierte der Korrelationsfunktion bestimmt. Für
die NMR-Spektroskopie ist dies die spektrale Dichte
J2(ω) =
∫ ∞
−∞
C2(t)exp(iωt)dt (3.15)
in der Neutronenstreuung ist die Messgröße der doppeltdifferentielle Streuquer-
schnitt, bzw. der dazu proportionale dynamische Strukturfaktor S(~q,ω). Dieser wird
durch zweifache Fouriertransformation aus der räumlich-zeitlichen Korrelationsfunkti-
on G(~r, t) gewonnen
S(~q,ω)∝
∫ ∞
−∞
∫ ∞
−∞
G(~r, t)exp(i~q~r)exp(iωt)d~rdt. (3.16)
Die nach der ersten räumlichen Transformation entstehende Korrelationsfunktion
S(~q, t) wird dabei als intermediäre Streufunktion bezeichnet
S(q,ω) =
∫ ∞
−∞
S(~q, t)exp(−iωt)dt. (3.17)
Im Rahmen der Linearen-Antwort-Theorie lassen sich die Messgrößen der beiden ver-
schiedenen Methoden mit einem gemeinsamen Begriff fassen: dem dissipativen Anteil
χ ′′ der generalisierten Suszeptibilität χ = χ ′+ iχ ′′ [170]. Für kleine Störungen besagt
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Tab. 3.1.: Übersicht über den Messprozess ausgehend vom Hamiltonoperator bis zur
Messgröße für 2H-NMR-Spektroskopie (links) und Neutronenstreuung (rechts).
2H-NMR Neutronenstreuung
Sonde elektromagnetische Strahlung Neutronen
Hˆc: Quadrupolwechselwirkung Fermi-Pseudopotential
Abhängig von elektrischer Feldgradient ~∇E Positionen der Kerne ~Ri
Tensoroperator ~ˆT c ~ˆT c = ~ˆVQ mit L = 2 ~ˆT c = ~ˆV FP mit L = 0
Potential VQ
αβ
= ∂ Eα
∂ rβ
= ∂Φ
∂ α∂ β
V (~r)FP = 2piħh
2
m
biδ(~r − ~Ri)
Korrelationsfunktion zeitlich: C2(t) raum-zeitlich: G(~r, t)
Messgröße: spektrale Dichte dynamischer Strukturfaktor
J2(ω)∝ FT (C2(t)) S(~q,ω)∝ FT (G(~r, t))
die Lineare-Antwort-Theorie, dass die Reaktion einer Probe auf eine schwache externe
Stimulation oder Störung proportional zum Spektrum χ ′′(ω) der spontanen Fluktua-
tionen ist. Dieses Ergebnis formuliert das Fluktuations-Dissipationstheorem [150]:
Wmn(ω)∝ 1exp(−ħhω/(kBT )) Imχ
′′(ω) (3.18)
Der Vorfaktor exp(−ħhω/(kBT )) folgt aus der Gültigkeit des detaillierten Gleichge-
wichts (3.8). Für die NMR-Spektroskopie gilt ħhω  (kBT ) und folglich weiterhin
exp(−ħhω/(kBT )) ≈ 1 − ħhω, so dass zwischen spektraler Dichte und Suszeptibilität
der betrachteten Variablen folgende Beziehung besteht
J(ω)∝ 1
ω
χ ′′(ω), (3.19)
während für die Neutronenstreuung diese Näherung nicht gilt und somit die Messgrö-
ße über
S(~q,ω)∝ 1
exp(−ħhω/(kBT ))χ
′′(ω) (3.20)
mit dem Imaginärteil der Suszeptibilität verknüpft ist.
Verknüpfung von Messgröße und Bewegungsmodell: Beispiele für die Suszeptibili-
tät
Um die Suszeptibilität zu beschreiben, gibt es verschiedene empirische Modelle. Hier
sollen nun vier erfolgreich angewandte experimentelle Parametrisierungen von Sus-
zeptibilitäten vorgestellt werden. Einen guten Überblick über diese und weitere häufig
in der NMR-Spektroskopie verwendete Modelle ist in den Reviews von Noack [198]
und Bergman [20] zu finden.
37
(a) (b) (c)
Abb. 3.1: Auftragung des Imaginärteils verschiedener Suszeptibilitäten. In jedem Bild
ist die Debye-Form als Vergleich eingezeichnet a) Cole-Cole-Suszeptibilität b) Cole-
Davidson-Suszeptibilität, c) Log-Gauß-Suszeptibilität.
Für einen einfachen stochastischen Prozess, dessen Korrelationsfunktion exponentiell
in der Zeit abfällt, ergibt sich die Suszeptibilität nach Debye
χD(ω) =
1
1+ iτω
. (3.21)
In Abbildung 3.1(a-c) ist der Imaginärteil von Gleichung (3.21) als gestrichelte Linie
eingezeichnet. Der Debye-Peak besitzt in der Frequenzdarstellung eine symmetrische
Form mit Potenzgesetzen χ ′′ ∝ω1 und χ ′′ ∝ω−1 auf der Hoch- bzw. Tieffrequenzseite.
Statt einer Frequenzabhängigkeit von χ ′′ ∝ ω±1 wird insbesondere für sekundäre Re-
laxationsprozesse [196] ein symmetrisch verbreiterter Peak gefunden. Dieser kann mit
der Suszeptibilität nach Cole-Cole beschrieben werden [43]
χCC(ω)∝ 11+ (iωτCC)βCC . (3.22)
Die Fouriertransformation der Suszeptibilität nach Cole-Cole ergibt die Mittag-Leffler-
Funktion [279], die in Kapitel 2.2 zur Beschreibung subdiffusiver Dynamik eingeführt
wurde.
In Abgrenzung dazu weist der Imaginärteil der häufig verwendeten Suszeptibilität
nach Cole-Davidson [51] eine asymmetrische Funktion in der Frequenzdarstellung
auf. Diese Funktion wird häufig zur Beschreibung der α-Relaxationen in Glasbildnern
verendet [7,25]
χCD(ω)∝ 1(1+ iωτCD)βCD . (3.23)
Für den Imaginärteil ergibt sich ein Potenzgesetz mit ω−β (β < 1) auf der
Hochfrequenzseite des Spektrums (vgl. Abb. 3.1(b)). Mit Hilfe der Cole-Davidson-
Suszeptibilität lassen sich gestreckt exponentielle Abfälle, die mit einem Kohlrausch-
Williams-Watts-Gesetz (Gl. (2.10)) angepasst werden, annähern. Es lässt sich jedoch
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keine exakte Umrechnung erzielen, da sich die zu Grunde liegenden Korrelations-
zeitenverteilungen unterscheiden. Während es im Cole-Davidson Fall eine definierte
Abschneidefrequenz gibt, existiert im KWW-Fall ein exponentieller Abfall der Korrela-
tionszeitenverteilung [164].
In dem in Kapitel 2.2.1 eingeführten Energielandschaftsmodell wird von einer Gauß-
verteilung von Energiebarrieren ausgegangen (vgl. Gl. (7.3)). Diese führt zu einer log-
Gauß-verteilten Korrelationszeitenverteilung. Der Imaginärteil der Suszeptibilität für
die Log-Gauß-Verteilung von Korrelationszeiten lautet
χ ′′logGauß(ω) =ω
∫ ∞
−∞
α
pi1/2
2τexp z−α2z2
1+ω2τ20 exp 2z
dz, (3.24)
mit τ0 als der Peakkorrelationszeit der Verteilung, dem Breitenparameter 0 < α <∞
und z = ln(τ/τ0). Die Frequenzdarstellung ist in Abb. 3.1(c) für verschiedene Werte
der Breite σE der Energiebarrierenverteilung zu sehen. Eine größere Breite führt zu
einer Änderung der Steigung der Hochfrequenzseite.
In diesem Kapitel wurden die Prinzipien einer spektroskopischen Messung erläutert,
wie sie sowohl auf NMR-Spektroskopie als auch auf Neutronenstreuung zutreffen. In
den nun folgenden Abschnitten wird zunächst auf die Besonderheiten der 2H-NMR-
Spektroskopie eingegangen, bevor die Neutronenstreuung eingeführt wird.
3.2 2H-NMR-Spektroskopie
Mit der Technik Kernspinresonanzspektroskopie (engl. nuclear magnetic resonance,
NMR) ist es möglich, Kernspinsysteme zu manipulieren und durch Messung der ma-
kroskopischen Magnetisierung der Probe Aufschluss über molekulare Bewegungen zu
gewinnen.
In der vorliegenden Arbeit kommt die 2H-NMR-Spektroskopie zum Einsatz. Die Be-
schreibung der Methode beschränkt sich deshalb auf diesen Bereich. Einen weiteren
Blick ermöglichen die einführenden Werke von Levitt [161] und Fukushima [85],
die theoretischen Grundlagen vertieft Abragam [1] und Anwendungen der NMR-
Spektroskopie beschreiben Schmidt-Rohr und Spieß in [239].
In diesem Kapitel werden nun anknüpfend an das Grundprinzip der spektroskopischen
Messung in Kap. 3.1 zunächst die Grundlagen vorgestellt. Zur Untersuchung der Pro-
teindynamik wurden drei Experimente verwendet, mit denen sich Dynamik über einen
Zeitbereich von ca. 10 Größenordnungen messen lässt. Diese drei Experimente und
Details zu ihrer Auswertung werden hier vorgestellt.
39
3.2.1 Grundlegendes
NMR-Spektroskopie wird in einem starken statischen Magnetfeld durchgeführt. Auf-
grund der Zeeman-Wechselwirkung spalten die Energieniveaus der Kernspins in einem
Magnetfeld auf. Die Zustände unterschiedlicher Energie werden nach Boltzmann be-
setzt. Dies führt zu einer makroskopischen Magnetisierung.
Durch Radiofrequenzpulse kann das Spinsystem manipuliert werden und diese makro-
skopische Magnetisierung gezielt selektiert, gespeichert oder abgefragt werden. Ein
NMR-Experiment besteht aus einer Folge von Pulsen in deren Anschluss die makro-
skopische Magnetisierung in der xy-Ebene gemessen wird. Der zeitliche Verlauf des
Messignals in der xy-Ebene wird als „free induction decay“ (FID) bezeichnet und ist
die primäre Messgröße der NMR.
Die lokale Magnetfeldstärke am Ort eines Atoms wird außer durch die externen Ma-
gnetfelder auch durch innere Wechselwirkungen verändert. Die Bewegung der kern-
spintragenden Atomkerne relativ zueinander und relativ zum externen Magnetfeld än-
dert die Stärke der Wechselwirkung und hat Einfluss auf den zeitlichen Abfall der
Magnetisierung.
Nachfolgend werden zunächst die Wechselwirkungen näher eingeführt. Anschließend
wird vorgestellt, wie sich das Spinsystem quantenmechanisch beschreiben lässt. Der
darauf folgende Abschnitt geht auf Relaxationsphänomene ein und schließlich wird
der Aufbau des verwendeten Spektrometers kurz dargelegt.
Wechselwirkungen
Wie im Grundprinzip der spektroskopischen Messung eingeführt, lässt sich eine spek-
troskopische Messung eines Systems mit Hilfe einer Sonde und der Wechselwirkung
zwischen Sonde und System beschreiben. Im Fall der NMR-Spektroskopie ist die Sonde
die elektromagnetische Strahlung, die auf dem Hilbertraum der möglichen Zustände
des Kernspinoperators Iˆ operiert.
Ein Spin wechselwirkt mit einem externen Magnetfeld B0 über die Zeeman-
Wechselwirkung. Der Hamiltonoperator lautet 2
HˆZ =−γ~ˆI · ~B0 =−γIzBz (3.25)
mit dem isotopenabhängigen, gyromagnetischen Verhältnis γ. Für Deuteronen ist I = 1
und γ = 41.065 · 106 rad/(s T) [161]. Die Zeeman-Wechselwirkung ist vom äußeren
Magnetfeld festgelegt und kann als zeitunabhängiger Teil des Gesamthamiltonopera-
tors in Gleichung (3.2) angesehen werden.
2 In der NMR-Spektroskopie ist es üblich den Hamiltonoperator in Einheiten von ħh darzustellen.
Dieser Konvention wird hier gefolgt.
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Um das Spinsystem zu manipulieren, werden in der NMR-Spektroskopie Radiofre-
quenzpulse verwendet, die ein oszillierendes Magnetfeld B1 senkrecht zu B0 einstrah-
len. Die Wechselwirkung eines Spins mit diesem Magnetfeld ist analog gegeben als:
HˆRF =−γ~ˆI · ~B1. (3.26)
Sie ist Teil des zeitabhängigen Terms in Gleichung (3.2). Im klassischen Bild voll-
führt ein Spin eine Präzessionsbewegung um ein Magnetfeld herum mit der Frequenz
ωL/(2pi). Diese ist proportional zur Energiedifferenz zwischen den Zeeman-Niveaus
Em =−mγB0 =−mωL (3.27)
mit m=−I , I+1, ...I−1, I und der LamorfrequenzωL = γB0. Für Deuteronen mit Spin
I = 1 ergeben sich damit drei Energieniveaus, die gemäß einer Boltzmann-Verteilung
besetzt werden. Ein Übergang zwischen diesen Niveaus ist mit der in Gleichung (3.4)
eingeführten Übergangswahrscheinlichkeit verknüpft.
Der zeitabhängige Term des Hamiltonoperators in Gleichung (3.2) wird darüber hinaus
durch verschiedene elektromagnetische Wechselwirkungen beeinflusst. Dies sind z.B.
die chemische Verschiebung, die Dipol-Dipol-Wechselwirkung und die Quadrupolwech-
selwirkung. Die allgemeine Schreibweise des Hamiltonoperators für diese Wechselwir-
kungen wurde mit Gleichung (3.9) eingeführt. Im Fall von 2H-NMR-Spektroskopie do-
miniert die Quadrupolwechselwirkung, weshalb hier nur diese Wechselwirkung näher
erläutert werden soll. Der Hamiltonoperator HˆQ lautet:
HˆC = HˆQ = C~ˆI · ~˜V · ~ˆI = eQ2I(2I − 1)ħh Iˆ ~˜V Iˆ (3.28)
mit der elektrischen Ladung des Elektrons e, dem Quadrupolmoment des Kerns Q
und dem elektrischen Feldgradiententensor ~˜V . Die Quadrupolwechselwirkung resul-
tiert aus einer nicht kugelsymmetrischen Kernladungsverteilung für einen Kernspin
mit I > 1/2 und einem elektrischen Feldgradienten am Kernort. Die Komponenten des
elektrischen Feldgradiententensors V sind definiert als
Vαβ =
∂ 2Φ
∂ rα∂ rβ
(3.29)
mit Φ als dem elektrischen Potential.
Da die Zeeman-Wechselwirkung für Deuteronen viel größer als die Quadrupolwechsel-
wirkung ist Hˆz  HˆQ, lässt sich die Rechnung vereinfachen, indem nur der säkulare Teil
des Hamiltonoperators HˆQ, also derjenige, der mit dem Zeeman-Hamiltonoperator Hˆz
kommutiert, berücksichtigt wird. Alle übrigen Terme können vernachlässigt werden.
Gleichung (3.28) wird folglich zu:
HˆQ =
(eQ)VZZ
4I(2I − 1)ħh[3I
2
z − I(I + 1)] (3.30)
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mit Vzz = eq. Wird die Gleichung ins Laborsystem transformiert, dann ist zu erkennen,
dass die ResonanzfrequenzωQ der einzelnen Spins von der Orientierung der Hauptach-
se des Wechselwirkungstensors relativ zum äußeren Magnetfeld, ausgedrückt durch
die Winkel θ und φ, abhängt:
ωQ(θ ,φ) =±δ2

3cos2 θ − 1−η sin2 θ cos(2φ) . (3.31)
Die Parameter δ und η dieser Gleichung sind wie folgt definiert:
δ =
3
4
eQeq
ħh und η=
Vx x − Vy y
Vzz
. (3.32)
δ, der Anisotropieparameter, auch Kopplungskonstante genannt, gibt die Wechselwir-
kungsstärke an und hat für eine aliphatische C-2H-Bindung den Wert δ = 2pi×125 kHz.
Der Parameter η ist der Asymmetrieparameter. Er beschreibt die Abweichung des
Wechselwirkungstensors von axialer Symmetrie, für die C-2H-Bindung ist η ≈ 0.
Gleichung (3.31) vereinfacht sich dadurch und lässt sich mittels des zweiten Legen-
drepolynoms schreiben als:
ωQ(θ) =±δ2

3cos2 θ − 1=±δP2(cos(θ)) (3.33)
Die mittels 2H-NMR-Spektroskopie gemessene Größe ist folglich die Reorientierung
der C-2H-Bindungsachse abhängig.
Mittels dieser Wechselwirkungen wird einerseits das Spinsystem derart präpariert, dass
definierte Zustände eingenommen werden, andererseits wird der Hamiltonoperator
des Gesamtsystems von der Dynamik in der Probe beeinflusst. Im nächsten Abschnitt
wird dargestellt, wie die Veränderung des Gesamtspinsystems mittels der eingeführten
Wechselwirkungen beschrieben und manipuliert werden kann.
Beschreibung eines Spinsystems
Bei Messungen mit NMR-Spektroskopie wird das Spinsystem manipuliert. Dieses be-
steht aus ca. 1024 Teilchen. Dieses System zu beschreiben ist ein statistisches Problem.
Die Kenntnis des Hamiltonoperators erlaubt die quantenmechanische Beschreibung
des Spinsystems im thermischen Gleichgewicht über den Dichtematrix-Formalismus.
Hierzu wird der Dichteoperator des Spinsystems ρˆ verwendet. Im Gleichgewicht folgt
die Besetzungswahrscheinlichkeit des Dichteoperators der klassischen Boltzmann-
Verteilung:
ρˆeq =
1
Z
exp(−Hˆ/kBT ) mit Z = Tr

exp

− Hˆ
kBT

. (3.34)
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Tr steht für die Spurbildung des Operators. Für Temperaturen T > 1 K und bei domi-
nieren der Zeeman-Wechselwirkung vereinfacht sich diese Gleichung zu
ρˆeq = 1ˆ+
γB0
kBT
Iˆz. (3.35)
Die zeitliche Entwicklung des Dichteoperators im Gleichgewicht und im Nichtgleichge-
wicht kann nun über die von-Neumann-Gleichung beschrieben werden
dρˆ
dt
=−i Hˆ, ρˆ . (3.36)
Prinzipiell können mit Hilfe des Dichtematrix-Formalismus die Mittelwerte der Ob-
servablen A über Spurbildung der von-Neumann-Gleichung (3.39) erhalten werden:
〈A〉= Tr[ρAˆ]. (3.37)
Für einen zeitunabhängigen Hamiltonoperator wird die Gleichung (3.36) über
ρˆ(t) = exp(−iHˆ t)ρˆ(0)exp(iHˆ t) (3.38)
gelöst. Um den Effekt der Zeeman-Wechselwirkung zu sehen, kann Hˆz aus Gleichung
(3.25) in Gleichung (3.38) eingesetzt werden. Für eine Anfangsmagnetisierung, die
nicht in z-Richtung zeigt, lässt sich so erkennen, dass die Wirkung der Zeeman-
Wechselwirkung einer Drehung um die z-Achse entspricht.
Diese Präzession um das externe Magnetfeld kann durch Transformation der Koordi-
naten in ein mit der Frequenz ωL rotierendes Koordinatensystem eliminiert werden.
Dadurch wird die von-Neumann Gleichung (3.36) zu:
dρˆR
d t
=−i HˆRF + HˆQ, ρˆR . (3.39)
Die Wirkung des Radiofrequenz-Hamiltonoperators besteht wiederum in einer Dre-
hung der Magnetisierung um die Achse des B1-Feldes. Damit wird eine Drehung der
Gesamtmagnetisierung erreicht. Der Winkel Θ zwischen z-Achse und dem Magnetisie-
rungsvektor hängt vom gyromagnetischen Verhältnis und der Länge∆p und Stärke des
Pulses ab:
Θ=∆pγB1. (3.40)
Die Quadrupolwechselwirkung HˆQ allein angewandt auf einen Anfangszustand des
Dichteoperators ρˆR = Iˆx ergibt:
ρˆR(t) = Iˆx cosωQ t − i

Hˆ, Iˆx

ωQ
sin(ωQ t). (3.41)
ωQ ist hierin für eine C-
2H-Bindung gegeben durch Gleichung (3.33). Im Experiment
wird der Imaginärteil von Gleichung (3.41) wegen Tr(Ix ·[HˆQ, Ix]) = 0 nicht beobach-
tet. Das Messsignal oszilliert demnach mit cos(ωQ t). Die Magnetisierung ist proportio-
nal zur Dichtematrix
M(t) = |M0| cos(ωQ t)eˆRx . (3.42)
mit eRx als dem Einheitsvektor in x-Richtung des rotierenden Koordinatensystems und
oszilliert in x-Richtung.
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Relaxation
Die Rückkehr eines Spinsystems nach externen Störungen ins Gleichgewichts beschrei-
ben Relaxationsprozesse. Die dabei auftretende Änderung der makroskopischen Ma-
gnetisierung wird im einfachsten Fall mit Hilfe der Bloch-Gleichungen beschrieben:
dM ′x(t)
d t
=−M
′
x(t)
T2
(3.43)
dM ′y(t)
d t
=−M
′
y(t)
T2
(3.44)
dMz(t)
d t
=
Mz(t)−M0(t)
T1
. (3.45)
Die Zeitkonstante, die den Abfall der Magnetisierung in der xy-Ebene beschreibt,
wird transversale oder Spin-Spin-Relaxationszeit T2 genannt, die Zeitkonstante, die
den Aufbau der Magnetisierung in der z-Richtung beschreibt, wird longitudinale oder
Spin-Gitter-Relaxationszeit T1 genannt. Die Spin-Spin-Relaxationszeit beschreibt den
Verlust von Phasenkohärenz eines Spinensembles bei gleichbleibender Besetzung der
Spinzustände. Dagegen ist die Ursache der Spin-Spin-Relaxationszeit eine Änderung
der Besetzung der Zustände.
Wie in Abschnitt 3.1 mittels der Gleichungen (3.5), (3.7) und (3.10) gezeigt, ist
die Übergangswahrscheinlichkeit zwischen zwei Zuständen proportional zur spektra-
len Dichte (s. Gl. (3.15)) verknüpfen. Bloembergen, Purcell and Pound [24] nutzten
diesen Zusammenhang und zeigten, dass die spektrale Dichte mit der inversen Spin-
Gitter-Relaxationsrate im Pulvermittel über folgende Beziehung verknüpft ist:
1
T1

=
2
15
δ2
 
J2(ω0) + 4J2(2ω0)

. (3.46)
Die Form der spektralen Dichte J2 ist im Allgemeinen unbekannt. Durch Messung der
Spin-Gitter-Relaxationszeit kann sie bei verschiedenen Temperaturen abgetastet wer-
den. Um die Messdaten zu beschreiben können die in Kap. 3.1 vorgestellten Modelle
für dynamische Prozesse eingesetzt werden, .
Aufbau des Spektrometers ’Mathilda’
Das in dieser Arbeit verwendete Spektrometer ist ein selbstgebautes Spektrometer der
Arbeitsgruppen von Prof. Vogel und Prof. Fujara. Es besteht aus einem supraleitenden
Oxford-Magneten mit einer Feldstärke von ca. 7.1 T. Hieraus ergibt sich nach Glei-
chung (3.25) eine Larmorfrequenz von 2pi× 46.1 MHz für Deuteronen. Ein Kryostat
von Konti des Typs CryoVac ermöglicht die Temperaturregelung mittels des Tempe-
raturkontrollers TIC 304 MS Cryovac mit einer Genauigkeit von ±0.5 K [175]. In un-
mittelbarer Nähe der Probe wird die Temperatur zusätzlich über ein PT100 Wider-
standsthermomether gemessen. Weitere Details zum Aufbau sind in [147] zu finden.
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Die Steuerung des Aufbaus erfolgt mittels der Software DAMARIS (Darmstadt Magne-
tic Resonance Instrument Software) [88]. Zur Auswertung wurden Matlab-Programme
verwendet, die ausgehend von Analyseskripten von Sorin Lusceac verändert wurden.
3.2.2 Messung der Relaxationszeit T1
Abb. 3.2: Pulssequenz des Festkörperechos aus [147].
Mittels der Saturation-Recovery-Pulssequenz, die in Abbildung 3.2 gezeigt ist, kann
die Spin-Gitter-Relaxationszeit der Deuteronen bestimmt werden. Dazu wird eventuell
vorhandene Restmagnetisierung durch einen sogenannten Sättigungspuls zerstört und
dem System anschließend Zeit gegeben, zu relaxieren. Nach der Zeit td wird mittels ei-
nes Festkörperecho die Magnetisierung gemessen. Eine Echo-Pulsfolge ist hier notwen-
dig, um das Signal vollständig aufnehmen zu können und nicht während der apparativ
bedingten Totzeit einen Teil des Signals zu verlieren. Als Funktion von td werden die
Magnetisierungsaufbaukurven gemessen, aus denen die Spin-Gitter-Relaxationszeit T1
extrahiert werden kann.
Abb. 3.3: Schematische Darstellung der spektralen Dichte als Funktion der Frequenz für
verschiedene Temperaturen. Bei der Beobachtung der spektralen Dichte bei einer festen
Frequenz, ergibt sich für eine Temperatur ein Maximum und folglich wie in b) gezeigt
für die Spni-Gitter-Relaxationszeit ein Minimum.
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Die Spin-Gitter Relaxationszeit ist mit der spektralen Dichte J(ωL) bei der Larmor-
frequenz ωL über Gleichung (3.46) verknüpft. Für einen einfachen exponentiellen
Prozess gilt somit:
1
T1
=
2
15
δ2

τ
1+ (ωLτ)2
+
4τ
1+ (ωLτ)2

. (3.47)
Der Index 2 der spektralen Dichte J2 weist, wie in Kap. 3.1 eingeführt, darauf hin, dass
eine Orientierungsautokorrelationsfunktion CL mit L = 2 (vgl. Gl. (3.15)) Grundlage
dieser Größe ist.
Die Spin-Gitter-Relaxationszeit T1 tastet die spektrale Dichte bei der Lamorfrequenz
ωL und bei 2ωL ab. Aus der Temperaturabhängigkeit von T1 kann Aufschluss über
die Form der spektralen Dichte gewonnen werden. Wie in Abbildung 3.3(b) veran-
schaulicht, ergibt sich ein Minimum bei wenn die Rotationskorrelationszeit τ ≈ 1 ns,
da dann τ(T )ω ≈ 1. Für einen einfach exponentiellen Prozess beträgt der Wert der
Spin-Gitter-Relaxationszeit im gegebenen Feld und für eine C-2H-Bindung am Mini-
mum min(T1(T )) = 2.4 ms. Durch ein Vorliegen von Verteilungen wird dieser Wert
erhöht und der Verlauf von T1(T ) verbreitert.
3.2.3 Messung von Spektren
Spektren werden aus der Fouriertransformation des FID-Zeitsignals gewonnen. Um
Totzeiteffekte zu vermeiden, wird in Festkörperproben das Echo-FID-Signal aus der
oben beschriebenen Festkörperecho-Pulssequenz zur Spektrenberechnung herangezo-
gen. Die Wartezeit im Experiment td wurde in dieser Arbeit zur Messung von Spektren
(für vollrelaxierte Spektren) so lang gewählt, dass die Magnetisierung zu 98 % auf-
gebaut ist. Das gemessene Zeitsignal wird ab dem Echomaximum bei t = 2∆ fourier-
transformiert.
Für das resultierende Spektrum gibt es zwei Grenzfälle:
• Im statischen Grenzfall, d.h. für langsame Bewegungen mit einer Korrelations-
zeit τ  1/δ bleibt jede Bindung während der Detektion in einer Orientierung
und hat eine feste Frequenz nach Gleichung (3.31). Aus der Pulververteilung al-
ler Bindungsorientierungen in einer amorphen Probe ergibt sich dann das soge-
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nannte Pake-Spektrum, dargestellt in Abbildung 3.4 (rechts). Es kann analytisch
für η= 0 mit der nachstehenden Gleichung berechnet werden [239]:
SPake(ω) =

1p
6δ
1
1
2δ−ω
1/2 −δ ≤ω<−δ/2
1p
6δ
 
1
1
2δ+ω
1/2 + 1 1
2δ−ω
1/2
!
−δ/2≤ω≤ δ/2
1p
6δ
1
1
2δ+ω
1/2 δ/2<ω≤ δ
0 sonst
(3.48)
Die Gesamtbreite des Spektrums beträgt 2δ. Zwischen den beiden Singularitäten
liegt eine Frequenz von δ.
• Im Grenzfall τ 1/δ bewegt sich eine Bindung im Vergleich zur experimentel-
len Zeitskala sehr häufig und nimmt verschiedene Winkel relativ zum externen
Magnetfeld ein. Detektiert wird folglich nur eine gemittelte Frequenz, die bei
einer isotropen Bewegung ein Lorentzspektrum ergibt. Für eine anisotrope Be-
wegung wird dagegen ein verschmälertes Pake-Spektrum erhalten. Beide sind
beispielhaft in Abbildung 3.4 (links) dargestellt.
Im intermediären Regime, d.h. wenn τ ≈ 1/δ ist, ändert sich das Spektrum je nach
Korrelationszeit und Art der Bewegung. Aus der charakteristischen Spektrenform kön-
nen daher mittels Linienformanalyse Informationen über die Geometrie der Bewegung
erhalten werden: Die Spektren können für kleinwinklige Bewegungen durch zwei Grö-
ßen weitergehend charakterisiert werden: die spektrale Breite δ/δ und die relative
zentrale Intensität R/H [172, 269, 274, 275]. Die spektrale Breite wird hier als Breite
des Spektrum bei 80 % der Höhe der Maxima normiert auf die Tieftemperaturbreite
von δ = 2pi · 125 kHz definiert. Die relative zentrale Intensität R/H charakterisiert die
Intensität des Spektrum bei ω = 0 [172]. Beide Größen sind in Abbildung 3.5 veran-
schaulicht.
Abb. 3.4: Linienformentwicklung des Deuteronenpulverspektrums mit zunehmender
Korrelationszeit (von links nach rechts). Im linken Bild ist ein Spektrum im schnellen
Grenzfall gezeigt, zum einen für eine isotrope Reorientierung (Lorentzlinie) und zum
anderen für den Fall anisotroper Reorientierung (verschmälertes Pakespektrum). Beträgt
die Korrelationszeit etwa 1 µs (Mitte) dann sind die stärksten Linienformänderungen zu
sehen. Im statischen Grenzfall (rechts) resultiert für C-2H Bindungen ein Pakespektrum.
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Abb. 3.5: Definition der relativen zentralen Intensität R/H am Beispiel von Spektren
aus Random-Walk-Simulationen (s. 3.2.5) für einen Zufallssprung auf einem Konusrand
mit halben Konusöffnungswinkel χ = 10° und der Sprungkorrelationszeit t j=10 µs.
Unter Variation der Pulsabstandszeit ∆ in der Solid-Echo-Pulssequenz lässt sich die
Sensitivität des Experiments auf Kleinwinkeldynamik einstellen. Je größer ∆, desto
größer ist die Änderung des Spektrums bei kleinwinkligen Bewegungen [269]. Bei-
spielhaft sind in Abbildung 3.5 die mittels Random-Walk-Simulationen berechneten
Spektren eines RJoaC mit χ = 10° für verschiedene Pulsabstände ∆ dargestellt.
Für eine detailliertere Diskussion von 2H-NMR-1D-Spektren wird auf [269] verwiesen.
3.2.4 Messung der Reorientierungskorrelationsfunktion
Mit Hilfe des Stimulierten-Echo-Experiments ist die Reorientierungs-Autokorrelations-
funktion zugänglich. In der vorliegenden Arbeit wurde die sogenannte Zeeman-
Pulssequenz verwendet. Sie ist in Abb. 3.6 abgebildet. In diesem Experiment wird die
Abb. 3.6: Pulssequenz des Stimulierten-Echo-Experiments nach [239].
Phase ωt zu zwei Zeiten (t ≈ 0 und t = tm) gemessen und dann korreliert. Das Signal
ist proportional zu:
F cos2 (tm; tp)∝ 〈cos(ωQ(0)tp) cos(ωQ(tm)tp)〉. (3.49)
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Abb. 3.7: Beispielkurven für die Änderung des Stimulierten-Echo-Signals bei einem Zu-
fallsprung auf einem Konusrand unter Änderung a) der Evolutionszeit tp und b) des
Konusöffnungswinkels. Diese Kurven sind ohne Berücksichtigung des Abfalls der Magne-
tisierung durch die Spin-Gitter-Relaxationszeit berechnet. Die Korrelationszeit τ beträgt
10 ms.
Ein Abfall des Messsignals kann durch molekulare Dynamik verursacht werden, wenn
sich die Quadrupolfrequenz während der Mischzeit tm ändert. Doch auch die Relaxa-
tion der Gesamtmagnetisierung mit T1 während der Mischzeit trägt zum Signalverlust
bei. Die zu detektierende Bewegung muss daher schneller als die T1-Zeit sein.
Die gemessene Signalamplitude wird als Überlagerung beider Beiträge beschrieben:
F cos2 (tm; tp) = n ·

(1− f∞(tp))exp
−(tm/τ(tp))β+ f∞(tp) · exp−(tm/T1)βT1 .
(3.50)
Dabei wird der Signalabfall durch die Spin-Spin-Relaxation T2 während tp vernachläs-
sigt. Der Abfall durch Spin-Gitter-Relaxation kann durch eine unabhängige Messung
bestimmt werden.
Durch Variation der Evolutionszeit tp kann die Sensitivität des Experiments auf Klein-
winkeldynamik eingestellt werden. Bei Evolutionszeiten von 30 µs und länger können
Bewegungsamplituden von bis zu wenigen Grad aufgelöst werden [273–275].
Der Abfall der mit Random-Walk-Simulationen berechneten Stimulierte-Echo-Abfälle
für einen Zufallssprung auf einem Konusrand (RJoaC) bei verschiedenen Evolutions-
zeiten ist in Abbildung 3.7(a) gezeigt. Durch eine Verlängerung der Echoabstandszeit
tp nimmt die Amplitude des Abfalls zu. Daneben sind die Stimulierten-Echos unter
Variation des Konusöffnungswinkels dargestellt. Die Vergrößerung des Konusöffnungs-
winkel führt ebenfalls zu einem zunehmend größeren Signalabfall. Bereits kleinwink-
lige Amplitude können detektiert werden.
Die Ergebnisse der Messungen mit 2H-NMR-Spektroskopie sind in Kapitel 6 vorge-
stellt. In Ergänzung zu NMR-Messungen bietet es sich an, Random-Walk-Simulationen
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durchzuführen, um verschiedene Bewegungsmodelle auf ihre Vereinbarkeit mit den
experimentellen Ergebnissen zu testen. Das Prinzip von Random-Walk-Simulationen
ist im folgenden Abschnitt vorgestellt.
3.2.5 Random Walk Simulationen
Random-Walk-Simulationen zur detaillierteren Analyse von NMR-Ergebnissen wurden
bereits in den Promotionsarbeiten von Vogel [269] und Lusceac [172] sowie in der
Masterarbeit von Sattig [231] durchgeführt. In den zitierten Arbeiten sind die Grund-
lagen hierzu ausführlich erklärt. Hier soll nur ein kurzer Überblick gegeben werden.
Ausgangspunkt für diese Art der Simulationen ist die Annahme, dass die molekulare
Bewegung eine stochastische Bewegung ist. Für eine Zufallsbewegung liegt die Idee
nahe, diese Art der Bewegungen mittels Zufallszahlexperimenten nachzubilden. Die
Grundlage der Random-Walk-Simulationen zur Beschreibung von NMR-Observablen
ist, dass jeder Orientierung eines Bindungsvektors eine gewisse Larmorfrequenz ge-
mäß Gleichung (3.31) zugewiesen werden kann.
Der Ablauf einer in dieser Arbeit verwendeten Simulation hat das folgende Schema:
1. Wahl der Startorientierung gemäß eines Pulvermittels und Berechnung der An-
fangslamorfrequenz und der Anfangsphase
2. Ziehen einer Wartezeit tw,i aus einer exponentiellen Sprungkorrelationszeiten-
verteilung [172]
P(tw) =
1
τ j
exp

− tw
τ j

. (3.51)
3. Ziehen einer neuen Orientierung und berechnen der neuen Larmorfrequenz mit-
tels Gleichung (3.31)
4. Wiederholen von 2 und 3 bis eine Trajektorie der gewünschten Länge generiert
ist.
5. Wiederholen von 1-4 bis eine ausreichende Anzahl an Random-Walkern erzeugt
wurde.
6. Durchführen eines NMR-Experiments auf den Trajektorien. Das bedeutet, dass
die Phasen der simulierten Teilchen im Zeitverlauf denselben Änderungen un-
terworfen werden, als würde ein NMR-Puls auf eine Spin einwirken. Aus den
Trajektorien wird dann das Zeitsignal berechnet.
7. Berechnen der Spektren aus dem erhaltenen Zeitsignal analog zum Experiment.
In der vorliegenden Arbeit wurden Random-Walk-Simulationen zur Berechnung von
2H-NMR-Spektren verwendet, um durch Vergleich der Parameter spektrale Breite und
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Abb. 3.8: a) Zufallssprung auf einem Konusrand. Die Parameter der Random-Walk-
Simulation sind beispielhaft eingezeichnet. θ und φ bestimmen die Ausgangsorientie-
rung. χ ist der Öffnungswinkel, τ steht für die Wartezeit. b) Skalierte spektrale Breite
der beiden Konusmodelle. Durch Skalierung der Winkelachse im Modell Zufallssprung
auf der Kegelgrundfläche mit dem Faktor 1.48 lassen sich die beiden Konusmodelle für
kleine Winkel aufeinander abbilden.
relative zentrale Intensität für verschiedene Bewegungsmodelle mit den experimen-
tellen Spektren Hinweise auf die Bewegung der C-2H-Bindung im Proteinrückgrat
zu erhalten. Es zeigt sich, dass diese Bindungen im Proteinrückgrat kleinamplitudi-
ge Bewegungen ausführen, die sich mit einem Konusmodell beschreiben lassen. Das
Konusmodell ist in Abb.3.8(a) veranschaulicht. Der halbe Konusöffnungswinkel wird
mit χ bezeichnet.
Neben dem Zufallssprung auf dem Konusrand (RJoaC), kann eine kleinamplitudige
Bewegung auch als ein Zufallsprung auf einer Kegelgrundfläche modelliert werden.
Die spektralen Breiten der Modelle lauten
δ
δ
=
1
2

3 cos2(χ)− 1 (3.52)
für das RJoaC-Modell und
δ
δ
=
1
2
cos(χ)

1+ cos(χ)

(3.53)
für den Zufallsprung auf der Kegelgrundfläche [13]. Als Vorabtest zur Entscheidungs-
findung, welches der beiden Modelle als Grundlage zur Modellierung der Protein-
Rückgratbewegung dienen soll, wurden diese zwei Konus-Modelle miteinander ver-
glichen. In Abbildung 3.8(b) ist die spektrale Breite beider Modelle gezeigt. Für den
Vergleich wurde die spektrale Breite aus dem Zufallssprung auf der Kegelgrundflä-
che mit dem Faktor 1.48 skaliert. Dann lassen sich die Ergebnisse für kleine Winkel
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aufeinander abbilden. In den Simulationen dieser Arbeit wurde das RJoaC-Modell als
Bewegungsmodell gewählt. Die Ergebnisse der Random-Walk-Simulationen sind in Ka-
pitel 6.2.1 vorgestellt.
3.3 Quasielastische Neutronenstreuung
Die zweite experimentelle Methode, die im Rahmen der vorliegenden Arbeit zur Un-
tersuchung von Protein und Wasserdynamik eingesetzt wird, ist quasielastische Neu-
tronenstreuung. Ein erster Überblick wurde im Rahmen des einführenden Kapitels zur
Spektroskopie bereits gegeben. Umfangreiche Einführungen zur Neutronenstreuung
sind in den Büchern [16, 157, 170] gegeben. Einen kürzeren Überblick über Neutro-
nenstreumethoden zur Charakterisierung von Proteindynamik gibt der Übersichtsarti-
kel von Gabel [87].
In diesem Abschnitt sollen in Anknüpfung an das allgemeine Prinzip einer spektro-
skopischen Messung die wesentlichen Grundlagen der Neutronenstreuung vorgestellt
werden. Daran schließt sich die Vorstellung des verwendeten Spektrometers SPHERES
an und zuletzt werden die durchgeführten Messungen und Details zur Datenbehand-
lung und Auswertung eingeführt.
3.3.1 Grundlagen
Die Sonde der Neutronenstreuung ist das Neutron. Trifft ein Neutron mit der Mas-
se mn = 1.660 · 10−27 kg und der Ladung 0 [16] auf Materie, so durchdringt es die
Elektronenhülle eines Atoms ungehindert und wechselwirkt dann mit dem Kern. Das
Neutron lässt sich als ebene Welle schreiben:
ψki(r)∝ exp(i~ki ·~r). (3.54)
Beim Streuprozess ändert das Neutron seinen Anfangszustand, gekennzeichnet durch
den Wellenvektor ~ki zum Endzustand mit dem Wellenvektorvektor ~k f . Die Differenz
der beiden Wellenvektoren wird als Streuvektor ~q bezeichnet
~q =~k f −~k0. (3.55)
Die Wechselwirkung zwischen dem Neutron am Ort ~r und einem Atomkern am Ort ~Ri
lässt sich, wie in Tabelle 3.1 vorgestellt, über ein Fermi-Pseudopotential beschreiben
als [16]:
V (~r) =
2piħh2
m
biδ(~r − ~Ri). (3.56)
bi ist hierin die Streulänge. Aus dem Fermi-Pseudopotential geht hervor, dass die Wech-
selwirkung kurzreichweitig ist.
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Der Wechselwirkungs-Hamiltonoperator Hˆc zwischen einem Neutron und den Atom-
kernen i, der in die Gleichungen (3.3) und (3.5) eingeht, lautet:
Hˆc =
2piħh2
m
∑
i
biδ(~r − ~Ri). (3.57)
Mit der Definition der Dichte als
ρ(~r, t) =
∑
i
δ(~r − ~Ri(t)) (3.58)
lässt sich Wechselwirkungs-Hamiltonoperator als Funktion der Kerndichte ρ(~r, t), oder
nach Fouriertransformation auch als Hˆ(~q) schreiben
Hˆc =
2piħh2
m
bρ(~r, t) und .Hˆ c =
2piħh2
mV
ρQ(t) (3.59)
Dieser Hamiltonoperator wird in die Gleichungen (3.5) und (3.7) eingesetzt. Damit
ergibt sich, dass die Messgröße der Neutronenstreuung proportional zur Dichtekorre-
lationsfunktion ist.
Die Streulänge b ist isotrop und unabhängig von der Neutronenergie, jedoch spezi-
fisch für jedes Isotop. Die Streulänge kann in einen inkohärenten und einen kohären-
ten Anteil aufgespalten werden. Bei der Untersuchung von Protein-Wasser-Gemischen
dominiert der inkohärente Anteil der Streuung, da Protonen einen viel größeren inkoh-
renten Streuquerschnitt haben, als die übrigen in der Probe vorkommenden Isotope.
Die ist aus Tabelle 3.2 ersichtlich, in der die Werte von bi für die wichtigsten biologi-
schen Isotope zusammengestellt sind.
Eine wichtige aus der Streulänge abgeleitete Größe ist der Streuquerschnitt σ
σ = σcoh+σinc = 4pi〈b〉2+ 4pi〈(b− 〈b〉)2〉. (3.60)
Dieser geht in die Messgröße der Neutronenstreuung ein. Die Messgröße eines Neu-
tronenstreuexperiments ist der doppeltdifferentielle Streuquerschnitt
∂ σ
∂Ω∂ω
=
k f
ki
1
2pi
∑
i
∑
j
∫ ∞
−∞
1
N
〈bi b j exp

i~q · ~Ri(t)

exp
−i~q · ~R j(0)〉exp (iωt) d t.
(3.61)
Er ist proportional zur Wahrscheinlichkeit, dass ein Neutron mit der Energie Ei =
ħh2k2i
2mn
in den Raumwinkel Ω gestreut wird. Aus dem doppeltdifferentiellen Streuquerschnitt
daraus wird meist unmittelbar der dynamische Strukturfaktor S(~q,ω) ermittelt. Zwi-
schen den beiden Größen besteht die Beziehung
∂ σ
∂Ω∂ω
= N
k f
ki
σcoh
4pi
Scoh(~q,ω) +
σinc
4pi
Sinc(~q,ω)

(3.62)
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Abb. 3.9: Gesamtintensität der Streuung der Elastinprobe ELA_D2O (h = 0.2 g/g) bei
verschiedenen Temperaturen in Abhängigkeit des Streuvektors. Bei q = 1.27 Å−1 ist der
Strukturpeak aufgrund der kohärenten Streuung zu erkennen.
Der dominierende Streubeitrag in den untersuchten Proteinproben in dieser Arbeit
stammt aus der inkohärenten Streuung von Protonen. Somit ist der inkohärente dyna-
mische Strukturfaktor S inc(q,ω) relevant. Alle Auswertungen beziehen sich ausschließ-
lich auf den inköharenten Streubeitrag. Dabei wird in Kauf genommen, dass der ko-
härente Streubeitrag, den insbesondere die Deuteronen der teildeuterierten Probe zur
Streuung beitragen, vernachlässigt wird. Der Einfluss des kohärenten Streubeitrags ist
in der streuvektorabhängigen Auftragung der Gesamtintensität in Abbildung 3.9 zu
sehen. Hierin ist die Gesamtintensität im Fenster ±30 µeV für verschiedene Tempera-
turen gezeigt. Bei allen Temperaturen ist ein Peak bei q = 1.27 Å−1 zu erkennen. Dieser
sogenannte Strukturpeak rührt von kohärenter Streuung an Deuteronen her [18]. Um
q-abhängige Größen konsistent auszuwerten, bleiben die Daten von q = 1.27 Å−1 un-
berücksichtigt (vgl. Abb. 3.12).
Der inkohärente dynamische Strukturfaktor ist, wie in Gleichung (3.16) vorgestellt,
über eine räumliche und zeitliche Fouriertransformation mit dem Selbst-Anteil der
Paarkorrlationsfunktion Gs(r, t) verknüpft. Gs(~r, t) gibt die Wahrscheinlichkeit an, ein
Teilchen i zu einem Zeitpunkt t in einem Abstand r zu seinem Aufenthaltsort ~Ri zur
Zeit t = 0 zu finden [16]
Gs(~r, t) =
1
N
∑
i
∫
d~r ′
¬
δ

~r − ~r ′− ~Ri(0)δ~r ′− ~Ri(t)¶ . (3.63)
Durch eine räumliche Fouriertransformation wird aus der Paar-Korrelationsfunktion
die intermediäre Streufunktion S(~q, t) erhalten:
S inc(~q, t) =
∫
d3r exp(i~q~r)Gs(~r, t). (3.64)
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Tab. 3.2.: Streuquerschnitte σ = 4pib2 der für biologische Proben wichtigsten Isotope
in 1024 cm
Isotope bcoh binc
1H 1.75 79.90
2H 5.60 2.04
12C 5.56 0.00
14N 11.03 0.49
16O 4.24 0.00
Der inkohärente dynamische Strukturfaktor S inc(q,ω) lässt sich folglich mit Hilfe der
beiden Korrelationsfunktionen Gs(~r, t) und S(~q, t) wie folgt darstellen:
S inc(~q,ω)∝
∫ ∞
−∞
S(~q, t)exp(−iωt)dt (3.65)
∝
∫ ∞
−∞
∫ ∞
−∞
Gs(~r, t)exp(i~q~r)exp(iωt)d~rdt. (3.66)
Im Folgenden wird der Index „inc“ für die inkohärente Streufunktion weggelassen. Die
Streufunktion lässt sich in einen elastischen und einen inelastischen Anteil zerlegen
S(q,ω) = Sel(q,ω= 0) + Sinel(q,ω). (3.67)
Für den elastischen Anteil gilt:
Iel = Sel(q,ω= 0)∝
∫ ∞
−∞
S(q, t →∞)exp(−iωt)dt. (3.68)
Gleichung (3.67) wird wegen Gleichung (3.65) somit zu:
S(q,ω) = Sel(q, t →∞)δ(ω) + Sinel(q,ω). (3.69)
Der elastische Anteil kann jedoch nicht beliebig genau gemessen werden. Jedes Spek-
trometer besitzt eine begrenzte Energieauflösung ∆ω. Diese wird durch die Auflö-
sungsfunktion R(ω;∆ω) beschrieben, welche häufig als gaußförmig genähert werden
kann. Der gemessene Strukturfaktor SR(q,ω;∆ω) ist dann eine Faltung des tatsächli-
chen Strukturfaktors S(q,ω) mit der Auflösungsfunktion [178]:
SR(q,ω;∆ω) = S(q,ω)⊗ R(ω;∆ω) (3.70)
=
∫ ∞
−∞
S(q, t)R(t)exp(−iωt)dt. (3.71)
Diese Zusammenhänge müssen bei der Auswertung der Daten berücksichtigt werden.
Darauf wird in Kapitel 3.3.3 näher eingegangen. Im folgenden Kapitel wird das ver-
wendete Spektrometer SPHERES vorgestellt.
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Abb. 3.10: Schematischer Strahlengang am Rückstreuspektrometer SPHERES am FRM
II in München.
3.3.2 Neutronenstreuung am Rückstreuspektrometer SPHERES
Die Messungen in dieser Arbeit wurden an einem Rückstreuspektrometer durchge-
führt. Rückstreuspektrometer zeichnen sich durch eine hohe Energieauflösung aus.
Der Nachteil dieser Spektrometer ist ein niedriger Neutronenfluss und dadurch lan-
ge Messzeiten für ein gutes Signal-zu-Rausch-Verhältnis [138].
Die hohe Auflösung wird durch Ausnutzung eines Streuprozesses um 180° von Neu-
tronen, der Rückstreuung, erzielt. Ein Neutron wird an einem Gitter, z.B. einem Mono-
chromator, gestreut, wenn es die Bragg-Bedingung
λ= 2d sin(θ) (3.72)
erfüllt. Der Abstand d ist durch den Abstand der Monolagen im Monochromatorma-
terial vorgegeben. Als Monochromator kommt häufig Si(111) zum Einsatz. Die Neu-
tronen treffen im Winkel von 90° auf den Silizium-Einkristall und werden reflektiert.
Dass dadurch die hohe Energieauflösung erreicht wird, lässt sich durch Ableitung der
Bragg-Gleichung (3.72) verdeutlichen
∆E
E
=
2∆λ
λ
= 2 cotθ∆θ +
2∆d
d
. (3.73)
Für θ = 90° wird der erste Summand minimiert, so dass die Energieauflösung ∆E
E
durch die recht kleine Unregelmäßigkeit∆d/d des Monochromator-Kristalls bestimmt
wird.
Die hier vorgestellten Messungen wurden am Rückstreuspektrometer SPHERES am
Forschungsreaktor II in München durchgeführt. Die Abkürzung steht dabei für: Spec-
trometer for high energy resolution.
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Die Funktionsweise des Spektrometers lässt sich mit Hilfe von Abbildung 3.10 beschrei-
ben. Der Messprozess geschieht in drei Schritten: (1) Energie- und Wellenvektoraus-
wahl der Neutronen, (2) Streuung an der Probe, (3) Analyse der Neutronen gemäß
Energie und Winkel.
Für SPHERES läuft dies wie folgt ab: Die im Reaktor erzeugten und anschließend ther-
malisierten Neutronen werden zum Spektrometer hin geleitet. Dort passieren alle
Neutronen mit geeignetem Einfallwinkel den Beamstopper. Im Selektor werden die
Neutronen geschwindigkeitsselektiert. Dies geschieht durch versetzt montierte Schlitz-
räder, die nur jene Neutronen passieren lassen, deren Geschwindigkeit einen kontinu-
ierlichen Flug erlaubt.
Im Anschluss treffen die Neutronen auf ein Phasenraum-Transformations-Flügelrad
(engl. phase space transformation chopper). Dies ist ein Flügelrad, an dem zeitperi-
odisch ein Teil des Strahls reflektiert wird und auf einen Monochromator gelenkt wird.
Das Funktionsprinzip des Phasenraum-Transformations-Chopper ist in [138] ausführ-
lich dargelegt. Am Monochromator wird das Neutron wie oben beschrieben um 180°
gestreut. Die Energie der einfallenden Neutronen wird dadurch variiert, dass der Mo-
nochromator auf einem Linearschrittmotor sitzt
∆E = Em− E0 =±2E0(vm/v0). (3.74)
mit E0 = 2.08 meV und v0 = 630.8 m/s. vm ist die Geschwindigkeit des Monochroma-
tors. Nur solche Neutronen, deren Geschwindigkeit der Monochromatorgeschwindig-
keit entspricht, können demnach reflektiert werden. Deshalb wird dieser erste Mono-
chromator auch Doppler genannt.
Die Neutronen passieren nun zeitperiodisch ungehindert den Phasenraum-Transforma-
tions-Chopper und treffen auf die Probe. Hier werden sie gestreut. Bei der Streuung
können Energie und Impuls der Neutronen verändert werden.
Die gestreuten Neutronen fliegen auf statische Monochromatoren, sogenannte Analy-
satoren, und nur solche Neutronen können die Bragg-Bedingung erfüllen, die bei der
Streuung an der Probe ihre Energie um den Dopplerbeitrag verändert haben. Anschlie-
ßend passieren die Neutronen die Probe ein zweites Mal und werden schließlich unter
einem Winkel der für kleine Energieüberträge gemäß [44]
q =

4pi
λ

sin

φ
2

(3.75)
vom Streuvektor abhängt, detektiert. Das Spektrometer deckt einen q-Bereich von 0.2-
1.9 Å−1 ab. Der Streuvektorbereich 0.2-0.5 Å−1 wird dabei von Kleinwinkeldetektoren
erfasst. Größere Streuvektoren werden von den zuverlässigeren Großwinkeldetektoren
gemessen. Die Kleinwinkeldetektoren sind aus messtechnischen Gründen [283] weni-
ger einfach zu evaluieren (vgl. Abb. 3.11(b)) und bleiben entweder unberücksichtigt,
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Abb. 3.11: a) Spektrum bei q = 0.96 Å−1 (Punkte) mit Gaußfit (Linie) b) Breite des
Spektrums bei 5 K als Funktion des Streuvektors.
oder müssen separat betrachtet werden. In dieser Arbeit wurden die Kleinwinkeldetek-
toren nicht weiter berücksichtigt.
Die Auslenkung des Linearschrittmotors beträgt ca. 15 cm, seine höchste Geschwindig-
keit etwa 30 m/s. Daraus ergibt sich eine maximale Energievariation des Experiments
von ±30 µeV.
Im vorliegenden Spektrometer wurde die Auflösungsfunktion bestimmt, indem Spek-
tren bei T = 5 K mit einer Gaußfunktion angefittet wurden. Die Daten für q = 0.96 Å−1
und ein Fit sind beispielhaft in Abbildung 3.11(a) gezeigt. Die Gaußbreite ist in Ab-
bildung 3.11(b) aufgetragen. Aus der Breite der Gaußkurve σG = 0.27 meV lässt
sich über FWHM =
p
(8 ln 2)σG die volle Breite bei halbem Maximum (FWHM)
des Spektrums ermitteln. Daraus lässt sich das Zeitauflösung des Experiments zu
τres = 2ħh
p
ln(2)/FWHM bestimmen [283]. Folglich beträgt das Zeitfenster des Ex-
periments τres = 1.74 ns.
Weitere Eigenschaften dieses Spektrometers sind in Tabelle 3.3 im Vergleich zu den
Daten des Rückstreuspektrometers IN16 am Institut Laue Langevin (ILL) in Grenoble3
angegeben. Das Spektrometer SPHERES zeichnet sich insbesondere durch die hohe
Energieauflösung und das gute Signal-zu-Rausch-Verhältnis aus [282].
Detaillierte Informationen zum verwendeten Spektrometer SPHERES sind in dem Ar-
tikel von Wuttke et al. [282] zu finden.
3 https://www.ill.eu/instruments-support/instruments-groups/instruments/in16b/characteristics/,
zuletzt besucht 03.11.2014
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Tab. 3.3.: Vergleichende Zusammenstellung der Eigenschaften der Rückstreuspektrome-
ter SPHERES und IN16
Eigenschaft SPHERES IN16
Wellenlänge 6.271 Å 6.271 Å
Energieauflösung (FWHM) 0.62 µeV 0.85 µeV
Zeitfenster 1.74 ns 1.28 ns
Energiebereich ±30 µeV ±31 µeV
q-Bereich 0.2-1.8 Å−1 0.1-1.8 Å−1
3.3.3 Messungen und Details zur Auswertung
Zwei verschiedene Arten der Messung wurden durchgeführt: Spektrenmessungen und
quasielastische Temperaturscans. Die Auswertung der Messdaten wurde mit dem Pro-
gramm FRIDA [281] durchgeführt.
Spektren
Bei drei Temperaturen wurden Spektren im vollen Energiebereich des Spektrometers
∆ω=±30 meV aufgenommen: T = 5,240, 270 K. Die Datenakkumulation erfolgte je-
weils für 12 Stunden.
Bei der Anpassung der Spektren wird die Auflösungsfunktion R(ω;∆ω) des Spektro-
meters gemäß Gleichung (3.71) berücksichtigt. Das Spektrum setzt sich zusammen aus
der Hintergrundstreuung pbg , dem elastischen Anteil p1, der einer δ-Funktion mit der
Auflösungsfunktion, sowie dem quasielastischen Anteil p2, der durch eine Modellfunk-
tion fModell(ω) ebenfalls gefaltet mit der Auflösungsfunktion beschrieben wird, so dass
der Aufbau einer Fitfunktion in Frida prinzipiell lautet:
pbg + p1(δ(ω)⊗ R(ω;∆ω)) + p2( fModell(ω)⊗ R(ω;∆ω)). (3.76)
Zum Fitten der Spektren wurde als Auflösungsfunktion das Spektrum bei der tiefsten
Temperatur herangezogen.
Quasielastische Temperaturscans
Um einen Überblick über die Dynamik zu erhalten wurden Spektren mit geringer Ak-
kumulationszeit im Temperaturbereich 4-300 K und im Energiebereich ±3 µeV aufge-
nommen. Dabei wurde der Doppler mit einer geringen Geschwindigkeit bewegt, wäh-
rend gleichzeitig die Temperatur innerhalb von 24 h kontinuierlich im angegebenen
Temperaturbereich erhöht wurde. Anschließend wurden die Daten über jeweils einen
Temperaturbereich von ca. 4 K zusammengefasst.
Für jedes Temperaturintervall von ∆T = 4 K kann so das Spektrum in einem klei-
nen Energiebereich gewonnen werden. Dieses Verfahren kann genutzt werden, um
aus der Veränderung der elastischen Intensität als Funktion der Temperatur jene Tem-
peraturbereiche zu identifizieren, in denen sich die Dynamik der Probe deutlich ändert.
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Die Spektren weisen eine detektor- und temperaturabhängige Verschiebung um den
Nullpunkt herum auf. Um diese zu korrigieren, werden die Spektren im Energiebe-
reich ±0.75 µeV mit einer Gaußkurve gefittet und die Daten um die so bestimmte Null-
punktsverschiebung korrigiert.
Anschließend werden die Spektren auf die tiefste Temperatur normiert. Hierzu werden
die elastischen Intensitäten Iel(ω = 0, T ) auf den Mittelwert der elastischen Intensität
des Bereichs 5-35 K normiert.
Mit diesen Daten wurde das mittlere Verschiebungsquadrat wie im Folgenden beschrie-
ben evaluiert.
Bestimmung des mittleren Verschiebungsquadrat
Das mittlere Verschiebungsquadrat wird als anschauliche Größe extrahiert, um einen
Überblick über die dynamischen Prozesse in Abhängigkeit von der Temperatur zu be-
kommen [87]. Das mittlere Verschiebungsquadrat wird aus der elastischen Intensität
der quasielastischen Temperaturscans gewonnen.
In der Herleitung des MSD wird von einer Vibrationsbewegung der Atome um feste
Gitterpunkte ausgegangen. Für die Paarverteilungsfunktion Gs (s. Gl. (3.63)) wird eine
isotrope Gaußverteilung angenommen. Damit ergibt sich für die elastische Intensität
Iel(q, T ) [60]:
Iel(q, T )≈ 1/3 exp(−q2〈r2〉τ_res). (3.77)
Dies entspricht gemäß Gleichung (3.69) dem elastischen Streubeitrag des dynami-
schen Strukturfaktors, gefaltet mit der Auflösungsfunktion.
Aus den gemessenen Daten wird das MSD nach Normierung auf das Tieftemperatur-
spektrum durch linearen Fit der normierten elastischen Intensität als Funktion von q2
gewonnen.
− ln

Iel(q, T )
Iel(q, T = 4 K)

=
〈r2〉
3
q2. (3.78)
Die Auswertung ist in Abbildung 3.12 veranschaulicht. In Abbildung 3.12(a) sind die
Daten der elastischen Intensität gemäß der rechten Seite von Gleichung 3.78 normiert
und als Funktion von q2 aufgetragen. Aus der Steigung des linearen Fits dieser Auftra-
gung wird der Wert des MSD bei einer Temperatur gewonnen. Den temperaturabhän-
gigen Verlauf des MSD zeigt Abbildung 3.12(b).
In der Auswertung wird davon ausgegangen, dass das Neutron genau einmal gestreut
wird. Mehrfachstreuung wird nicht berücksichtigt. Dies kann zu quantitativen Fehlern
z.B. einer Unterschätzung des MSD führen [288].
Die Gaußnäherung ist strenggenommen nur für Atome in idealen Gasen gültig. Abwei-
chungen können außer durch nichtgaußsches Verhalten auch durch durch das Ensem-
blemittel über unterschiedliche gaußsche Propagatoren verschiedener Atome [65] zu
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Abb. 3.12: a) Zur Berechnung des MSD wird die der Logarithmus der elastische Inten-
sität normiert auf die Iel bei 4 K gegen q
2 aufgetragen (vgl. Gl.(3.78)). Die durchgezo-
genen Linien sind lineare Fits an die Daten. b) Mittleres Verschiebungsquadrat aus der
Steigung der Fits in a).
Stande kommen. Die Gültigkeit der Gaußnäherung für Proteinpulver wurde beispiels-
weise von Hayward et al. untersucht [106]. Diese Autoren fanden, dass die Gaußnä-
herung für kleine Auslenkungen 〈r2〉< 1 Å2 gut erfüllt ist.
Die Ergebnisse der Neutronenstreuexperimente sind in Kapitel 7 vorgestellt. Der nächs-
ten Abschnitt behandelt die Methode der MD-Simulationen.
3.4 Molekulardynamik-Simulationen
Die vorgestellten experimentellen Techniken liefern mittels ensemblegemittelter Grö-
ßen Informationen über das untersuchte System. Molekulardynamik(MD)-Simulationen
eröffnen einen detaillierteren Blick. Statt ensemblegemittelter Oberservablen, können
aus MD-Simulationen die Verteilungen und Zeitreihen der Observablen aus den Einzel-
trajektorien aller simulierter Atome bestimmt werden [266]. Darüber hinaus ist aber
auch die Berechnung der im Experiment gemessenen Größen möglich.
In diesem Abschnitt soll nun das Funktionsprinzip der MD-Simulationen kurz erläutert
werden. Anschließend werden die verwendeten Obervablen eingeführt.
Weitergehende Informationen zu MD-Simulationen sind in [29,265,266] zu finden.
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3.4.1 Grundlegendes Funktionsprinzip
Ziel der Simulationen ist es, eine Abbildung der Bewegung aller Atome eines Systems
zu erreichen. Dazu müssten die Aufenthaltsorte aller Atomkerne und Elektronen durch
näherungsweise Lösung der Schrödingergleichung ermittelt werden. Diese detaillier-
ten Beschreibung aller Atome ist für kleine Systeme und für kurze Zeiten mit ab-initio
Simulationen möglich. Für größere Systeme und längere Zeiten übersteigt diese Auf-
gabe jedoch die zugänglichen Lösungsverfahren und auch die Rechenleistung beträcht-
lich. In MD-Simulationen können längere Zeiten und größere Systeme simuliert wer-
den, in dem das System klassisch betrachtet wird.
In MD-Simulationen werden die klassischen Newtonschen Bewegungsgleichungen für
jedes Teilchen i iterativ gelöst
~Fi(t) = mi
∂ 2~ri
∂ 2 t
= ~∇iV. (3.79)
Die Kräfte ~Fi(t), die auf jedes Teilchen der Masse mi am Ort ~ri wirken, lassen sich
dabei aus dem Potential V ableiten.
~Fi =−∂ V∂~ri . (3.80)
Eine MD-Simulation besteht aus folgenden Schritten:
1. Startpunkt sind die Positionen aller Atome ~ri. Daraus ergeben sich die zwischen
den Atomen wirkenden Kräfte aus dem verwendeten Kraftfeld
2. Die Kräfte werden berechnet
3. Die Teilchenpositionen werden gemäß der auf sie während des Zeitschritts der
Länge ∆t wirkenden Kraft verschoben.
4. Die Trajektorie wird gespeichert
Diese Schritte 2-4 werden wiederholt, bis eine Trajektorie der gewünschten Länge er-
zeugt ist.
Die zwischen den Teilchen wirkenden Kräfte werden durch empirische Kraftfelder fest-
gelegt. In diesen sind die für intra- und intermolekularen Wechselwirkungen parame-
trisiert:
V (~r) =
∑
Bindungen
V b(~ri j) +
∑
Winkel
V w(θi jk) +
∑
Dieder
V d(φi jkl)︸ ︷︷ ︸
intramolekulare Wechselwirkung
+
∑
i< j
VQ(~ri j) +
∑
i< j
V C(~ri j︸ ︷︷ ︸
intermolekulare Wechselwirkung
).
(3.81)
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Die intermolekularen Wechselwirkungen sind langreichweitig. Diese Eigenschaft führt
zu zwei Schwierigkeiten. Erstens: Bei der Betrachtung von paarweisen Wechselwirkun-
gen über einen großen Abstand hinweg, müssen mit steigendem Abstand immer mehr
Teilchen in die Berechnung der Kraft auf ein Atom einbezogen werden. Die Rechenzeit
steigt. Die zweite Frage ist, wie die über die Grenzen des simulierten Systems hinaus-
gehenden Wechselwirkungen berücksichtigt werden müssen. Der ersten Schwierigkeit
wird durch Einführen von Cut-off-Parametern für die langreichweitigen Wechselwir-
kungen begegnet. Die zweite Schwierigkeit wird gelöst, in dem sogenannte periodi-
sche Randbedingungen in den Simulationen eingesetzt werden. Das bedeutet, dass
jedes simulierte System von den eigenen Abbildern umgeben ist. Ein Atom am Rand
der Simulationsbox spürt folglich die Wechselwirkung mit den Atomen am gegenüber-
liegenden Ende der Simulationsbox4 und ungewollte Grenzflächeneffekte werden so
vermieden. Nachteil dieser Methode ist, dass langreichweitige Korrelationen einge-
führt werden.
Die Kraftfeldparameter für Simulationen von biologischen Makromolekülen werden
wie folgt gewonnen: Zunächst werden kleine Moleküle, wie einzelne Aminosäuren,
mit einer Vielzahl an verschiedenen Methoden5 charakterisiert, z.B. Bindungslänge,
Bindungswinkel, Partialladung. Aus der Kombination der Methoden werden konsis-
tente Parameter extrahiert und durch Berechnung der experimentellen Messgrößen
kalibriert. Im zweiten Schritt werden die so für kleine Moleküle gewonnen Parameter
daraufhin getestet, ob sie auch Struktur und Dynamik größerer Moleküle wiederge-
ben können. Dazu kann z.B. der Vergleich berechneter Strukturen von Peptiden mit
Kern-Overhauser-Parametern aus der NMR-Spektroskopie herangezogen werden. Lie-
fern diese Tests konsistente Ergebnisse, so wird das Kraftfeld zur Simulation auch von
größeren Biomolekülen herangezogen [266].
Aus den Simulationen sollen Informationen über statische und dynamische Eigenschaf-
ten eines Systems im Gleichgewicht gewonnen werden. Vor dem Start einer Simulation
muss daher eine Äquilibrierung durchgeführt werden. Diese kann bezüglich verschie-
dener Ensembles durchgeführt werden. In der vorliegenden Arbeit wurde das System
zunächst bei einem konstanten Druck von 1 bar im NPT-Ensemble äquilibriert und an-
schließend bei konstanter Temperatur im kanonischen NVT simuliert.
Die Ankopplung des Drucks bzw. der Temperatur an das Ensemble erfolgt über
Thermostate und Barostate. Für die Temperaturankopplung wurde der Nosé-Hover-
Thermostat [117, 199] und für die Druckankopplung der Parrinello-Rahman-Barostat
[208] verwendet.
4 Die Summierung paarweisen Wechselwirkungen erfolgt in den hier verwendeten Simulationen nach
der Gittersummen-Methoden Particle-Mesh-Ewald [70].
5 zum Einsatz kommen hier u.a.: Röntgenstreuung zur Bestimmung der Bindungslänge, IR-
Spektroskopie, zur Charakterisierung der Kraftkonstante der Bindung, und darüber hinaus die
Bestimmung von thermodynamischen Daten, wie der Verdampfungswärme und der freien Solvata-
tionsenthalpie, sowie quantenchemische Berechnungen [266].
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3.4.2 Simulation von Proteinen
Zur Simulation der Proteindynamik wurden die Kraftfelder Gromos96 43a2 [110]6 und
OPLS-AA [126, 127] verwendet. Das erstgenannte ist dabei ein sogenanntes United-
Atom-Kraftfeld, das Gruppen von Atomen zusammenfasst und gemeinsam parametri-
siert. So werden beispielsweise die CH, CH2 und CH3-Gruppen statt mit 2, 3 bzw. vier
Atomen wie nur ein Atom behandelt. Dadurch wird Rechenzeit und Speicherplatz ge-
spart. Um die MD-Simulationen für verschiedene Subensembles der Protonen, die in
Neutronenstreuung und mit NMR-Spektroskopie auflösbar sind, auszuwerten, wurden
darüber hinaus noch Simulationen mit einem Kraftfeld für alle Atome, OPLS-AA (OPLS
= optimized potentials for liquid simulations), durchgeführt.
Den jeweiligen Empfehlungen folgend wurden die zu den Proteinkraftfeldern optima-
len Wassermodelle gewählt. Das ist das SPC-Wassermodell [19] im Fall des GROMOS
Potentials und das TIP4P-Modell [125] gemeinsam mit dem OPLS-AA-Kraftfeld. Auf
die Unterschiede der verwendeten Wassermodelle soll hier nicht eingegangen wer-
den. Einen guten Überblick über den Aufbau und die Unterschiede der verschiedenen
Wassermodelle mit Verweis auf über 2000 Artikel zur Wasserstruktur- und dynamik
gibt die Webseite von Martin Chaplin [38]. In der Bachelorarbeit von Arbeit von Jens
Behrendt [17] wurde der Einfluss der Wahl des Wassermodells auf die Dynamik des
Wassers an einer Proteinoberfläche untersucht und es wurden quantitative, aber keine
qualitativen Unterschiede festgestellt.
Eine wichtige Frage, die sich bei der Simulation von Proteinen stellt, ist die Frage nach
der Ergodizität der Simulationen. Nimmt das Protein im Verlauf der Simulation alle
möglichen Gleichgewichtskonformationen ein, so dass das Zeitmittel über ein Prote-
in dem Ensemblemittel bei einem Zeitpunkt entspräche? Hinsichtlich aller möglichen
Konformationen des Proteins ist dies sicher nicht der Fall, dafür müsste sich das Protein
mehrmals entfalten und wieder falten, was mit MD-Simulationen ohne weitergehende
Vergröberung heute noch nicht möglich ist [266]. Sind jedoch wie in der vorliegenden
Arbeit lediglich Gleichgewichtskonformationen von Interesse, ist dies nicht unbedingt
notwendig.
Eine Studie von Genheden et al. zeigte, dass in Simulationen der Länge 500 ns 50-70 %
des Konfigurationsraumes besichtigt werden [91]. Darin stellten sie fest, dass es nicht
möglich ist, Simulationen von Proteinen nach Schiferl [233] so zu äquilibrieren, dass
die aus den Trajektorien berechnete Entropie zeitunabhängige Werte für Mittelwert
und Varianz aufweist. Dieser Beobachtung widerspricht eine neuere Studie [109], in
der die Entropie aus den Krafttrajektorien, statt der Koordinatentrajektorien gewonnen
wird.
6 Die Umstellung auf eine neuere Version des Kraftfeldes wurde abgewogen, hätte aber keine ent-
scheidenden Veränderung für die vorliegende Simulation des Elastins ergeben [200].
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Tab. 3.4.: Übersicht über die simulierten Systeme. Das verwendete Kraftfeld ist Gro-
mos96 43a2. Für das mit * gekennzeichnete System wurde die Kombination OPLS-AA
mit TIP4P Wasser verwendet, bei der Simulation des mit ** gekennzeichneten Systems
wurde statt SPC Wasser SPC/E-Wasser eingesetzt.
System Name Parameterbereich
8 Elastin mit h= 0.3 g/g 8ELA T = 200− 370 K
8 Elastin mit h= 0.3 g/g* 8ELA-AA T = 4− 370 K
1 Elastin mit h= 9.2 g/g 1ELA T = 170− 370 K
1 Elastin bei TProtein = 300 K WTemp TWasser = 100− 370 K
1 Elastin bei T = 300 K Hyd h= 0.3 g/g− 9.2 g/g
4 Myoglobin mit h= 0.3 g/g** MYO T = 200− 300 K
In der vorliegenden Arbeit wird davon ausgegangen, dass die simulierten Systeme
äquilibriert sind, wenn das umgebende Wasser äquilibriert ist. Für Simulationen bei
Temperaturen T < 200 K wurde das System nicht mehr vollständig äquilibriert, da die
Relaxationszeiten des Wassers zu lang werden.
Simulationsartefakte können bei der Simulation von Proteinen entstehen, wenn nur
ein Makromolekül umgeben von Lösemitteln in einer Box vorliegt [252]. Das simu-
lierte System entspricht dann im Fall eines Proteins einem Proteinkristall und weist
Unterschiede zu einem hydratisierten Proteinpulver auf [252]. Um diese Simulati-
onsartefakte zu vermeiden, werden in der vorliegenden Arbeit von allen Systemen
Simulationen mit mehr als einem Proteinmolekül in der Box durchgeführt. Die Prote-
inmoleküle sind dabei in unterschiedlichen Startkonfigurationen äquilibriert.
Simulierte Systeme
In dieser Arbeit wurde die Dynamik von niedrighydratisierten Proteinen untersucht.
Die simulierten Proteine waren Elastin und Myoglobin. Mehr zu Struktur und Funkti-
on der beiden Proteine wird in Kapitel 4 vorgestellt. Die Erstellung der Myoglobin-
Simulationen wurde im Rahmen der Masterarbeit von Felix Klameth durchgeführt
[139]. Ausgehend von den bestehenden Simulationen wurden weitere Kurzzeitsimu-
lationen durchgeführt. Einen Überblick über die simulierten Systeme gibt Tabelle 3.4.
3.4.3 Observablen
Aus den MD-Simulationen wurden verschiedene Observablen gewonnen, die nach-
folgend vorgestellt werden sollen. Dabei handelt es sich einerseits um Größen, die
auch in den experimentellen Methoden gemessen werden, wie die Orientierungs-
Autokorrelationsfunktion F2 in den Stimulierten-Echo-Messungen und das mittlere
Verschiebungsquadrat sowie die intermediäre inkohärente Streufunktion in der Neu-
tronenstreuung. Darüber hinaus werden andererseits mikroskopische Informationen
mittels des Potentials, der van Hove-Funktion für Rotation und Translation und von
bedingten Wahrscheinlichkeitsfunktion gewonnen.
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Translationsbewegungen können mit der inkohärenten intermediäre Streufunktion
S(~q, t) betrachtet werden. Der Betrag des Streuvektors |~q| = q gibt Aufschluss über
die betrachtete Längenskala der Bewegung. Die Näherung ist für den Fall isotroper
Systeme gültig, die Herleitung ist in [29] angegeben
I(~q, t) = 〈cos(~q · [~ri(t0+ t))−~ri(t0)]〉 ≈ 〈sin(q|~ri(t)−~ri(t0)|)q|~ri(t)−~ri(t0)| 〉. (3.82)
Soweit nicht anders angegeben, werden die Stickstoffatome des Proteinrückgrats
für die Auswertung der Proteindynamik und das Sauerstoffatom der Wassermole-
küle zur Auswertung der Wasserdynamik herangezogen. Die Längenskala wird übli-
cherweise am oder nahe des Maximum der Paarverteilungsfunktion von Wasser bei
q = 0.22 nm−1 gewählt.
Die Orientierungsautokorrelationsfunktion F2 wird wie folgt berechnet:
F2(t) =
1
2
〈3[~ei(t0+ t) · ~ei(t0)]2− 1〉. (3.83)
~e(t) ist der Einheitsvektor entlang der betrachteten Bindung. Bei der Untersuchung der
Proteindynamik werden häufig der C=O-Vektor oder auch der N-H-Vektor verwendet,
da diese Bindungen am Proteinrückgrat sitzen und die Mobilität des Rückgrats wider-
spiegeln.
Sowohl die inkohärente intermediäre Streufunktion als auch die Orientierungskorre-
lationsfunktion fallen im Fall von einfacher Diffusion exponentiell ab. Komplexere Dy-
namik kann, wie in Kap. 2.2 eingeführt, zum Beispiel zu einem zweistufigen Abfall mit
einem gestreckt-exponentiellen hinteren Abfall oder einem potenzgesetzartigen oder
logarithmischen Zerfall der Korrelation führen.
Eine weitere aus den experimentellen Untersuchungen mittels Neutronenstreuung zu-
gängliche Observable ist das mittlere Verschiebungsquadrat. Aus den Trajektorien der
MD-Simulation wird es mittels
r2(t) = 〈[~ri(t0+ t)− ~ri(t0)]2〉 (3.84)
gewonnen. Als Funktion der Zeit ist bei kurzen Zeiten ein Anstieg mit t2 zu erwarten,
der ballistische Bereich. Daran schließt sich eine Zeitabhängigkeit von t1 an, der dif-
fusive Bewegung kennzeichnet. Für unterkühlte Systeme sind die beiden Zeitbereiche
durch ein Plateau getrennt, das die Bewegungseinschränkung eines Atoms durch den
Käfig der umgebenden Nachbarn markiert. Subdiffusive Dynamik zeichnet sich durch
eine Zeitabhängigkeit von tα mit α < 1 aus.
Aufschluss über den Bewegungsmechanismus geben die van Hove-Funktionen für Ro-
tation und Translation. Die van Hove-Translationsfunktion wird über folgende Bezie-
hung ausgewertet:
Gs(~r, t) = 〈δ
~ri(t0+ t)−~ri(t0)− r〉. (3.85)
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Die Verteilungsfunktion 4pir2Gs(r, t) gibt die Wahrscheinlichkeit für ein isotropes Sys-
tem an, ein Atom i nach der Zeit t im Abstand r zu finden. Für eine stochastische
Bewegung weist sie eine Gaußform auf.
Analog zur van Hove-Translationsfunktion kann eine Wahrscheinlichkeitsfunktion für
die Rotationsbewegung definiert werden:
p(θ , t) = 〈δθ − arccos(~e(t0+ t) ·~e(t0))〉. (3.86)
Sie gibt die Wahrscheinlichkeit dafür an, dass sich die Orientierung eines Vektors im
Zeitintervall t um den Winkel θ geändert hat. Für lange Zeiten ergibt sich im Fall einer
isotropen Reorientierung p(θ , t)→ sin(θ). Diese Observable wird für den C=O-Vektor
oder alternativ für den N-H-Vektor im Proteinrückgrat ausgewertet. Zur Auswertung
der Wasserdynamik wird eine O-H-Bindung herangezogen.
Aus der Wahrscheinlichkeitsverteilung ein Atom an einem Ort |~x | zu finden, kann das
Potential der mittleren Kraft gefunden werden.
U(x − x0) =−kBT ln(P(x − x0)). (3.87)
In dieser Arbeit wird das Potential aus der Trajektorie in x-Richtung gemittelt über die
gesamte Trajektorie bis zum angegebenen Zeitpunkt, wie in [185,186] vorgestellt, ver-
wendet.
Bei der Auswertung der Proteindynamik wird für Proteine eine subdiffusive Bewe-
gung gefunden. Wie in Kapitel 2.2 eingeführt, lässt sich das subdiffusive MSD erklä-
ren, wenn eine Rückkorrelation in der Bewegung angenommen wird (vgl. Gl. (2.14)).
Um Informationen über diese korrelierte Dynamik zu erhalten, wird statt einer Zwei-
Zeiten-Korrelationsfunktion die Bewegung zu drei Zeiten, also in zwei Zeitintervallen,
ausgewertet und korreliert. Die Observable ist das erste Moment der bedingten Wahr-
scheinlichkeitsfunktion p(r23|r12) [114]
〈r23〉(r12) =
*
~r23 · ~r
j
12
r j12

δ(r j12− r12)
+
. (3.88)
Die Idee hinter dieser Größe ist in Abbildung 3.13 veranschaulicht. Ein Teilchen än-
dert im Zeitintervall t12 seine Position um ~r12. Es stellt sich die Frage, ob die Dynamik
im darauffolgenden Schritt mit dem ersten Schritt korreliert ist. Dazu wird der im
Zeitintervall t23 zurückgelegte Weg ~r23 auf die Richtung von ~r12 projiziert. Daraus
kann die bedingte Wahrscheinlichkeitsfunktion p(r23|r12) ermittelt werden. Sie gibt
die Wahrscheinlichkeit eine Strecke r23 im Zeitintervall t23 zu finden, wenn im ersten
Zeitintervall die Strecke r12 zurück gelegt wurde.
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Abb. 3.13: Veranschaulichung
zu Gleichung (3.88)
Um 〈r23〉(r12) in Gleichung (3.88) zu erhalten, wird
nun das Mittel über viele Zeitintervalle t23 gebildet.
Im Fall einer unkorrelierten Bewegung wird als Mittel-
wert aller Projektionen 〈r23〉 = 0 erwartet. Rückkorre-
lierte Bewegungen, wie sie im Fall subdiffusiver Sys-
teme erwartet werden, ergeben 〈r23〉 < 0, Vorwärts-
korrelationen entsprechen 〈r23〉 > 0. Die Auswertung
erfolgt als Funktion der im Zeitraum t12 zurückgeleg-
ten Strecke r12. Liegt eine stochastische Dynamik in
einem harmonischen Potential vor, dann gilt [114]
〈r23〉(r12) =−1/2r12. (3.89)
Beispielrechnungen für weitere Potentiale sind in [114] durchgeführt. Diese Analyse
erlaubt es, die Trajektorien auf rückkorrelierte Bewegung hin zu untersuchen.
Alle übrigen verwendeten Größen sind am Ort der Verwendung erläutert.
MD-Simulationen ermöglichen es folglich die Brücke zwischen den verschiedenen ex-
perimentellen Techniken zu schlagen, indem aus ihnen an einem simulierten System
sowohl die Observablen der NMR-Spektroskopie als auch jene der Neutronenstreuung
berechnet werden können. Darüber hinaus ist es möglich, Aufschluss über mikroskopi-
sche Ursachen der beobachteten Dynamik zu erhalten.
3.5 Vergleich der verwendeten Methoden
Die in dieser Arbeit verwendeten Methoden sind quasielastische Neutronenstreuung,
2H-NMR-Spektroskopie und Molekulardynamik-Simulationen. In diesem Abschnitt sol-
len die mit diesen Methoden abgedeckten Zeit- und Längenbereiche, die Vor- und
Nachteile der Methoden und die untersuchten Observablen zusammengestellt werden,
um einen Einschätzung zu ermöglichen, inwiefern sich die Methoden überschneiden
und wo sie sich ergänzen können.
Überblick über die zugänglichen Zeit- und Längenbereiche
Mit allen drei Methoden lassen sich Informationen über dynamische Prozesse erhalten.
Die jeweils zugänglichen Längen- und Zeitskalen sind in Abbildung 3.14 dargestellt.
Die MD-Simulationen decken in dieser Darstellung den größten Längenbereich ab. Die
in dieser Arbeit durchgeführten Simulationen haben eine Länge von 100 ns, und in
dieser Zeit bewegen sich Wassermoleküle bei Raumtemperatur einige nm weit. Als un-
tere Grenzen wurde 0.0001 nm gewählt. Dies entspricht etwa der kleinsten ermittelten
Bewegung des Atomschwerpunkts, wenn die Vibrationen herausgemittelt werden (vgl.
Abb. 5.15).
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Die Zeit und Längenskala der quasielastischen Neutronenstreuung wurden, wie in
Kapitel 3.3.2 für das Instrument SPHERES angegeben als 0.2 < q < 1.84 Å−1 und
τres ≈ 2 ns gewählt. Die kleinste Zeitskala wurde entsprechend des messbaren Energie-
bereichs von ±30 meV zu ca. 4 ps angenommen. Diese Grenzen sind eine konservative
Einschätzung. In der Datenanalyse werden zum Teil Zeitkonstanten für die Dynamik
ermittelt, die sich zu längeren Zeiten hin erstrecken [40,59].
Die Längenskaleneinstufung der 2H-NMR-Spektroskopie erfolgte aufgrund der Tat-
sache, dass hier Bindungsreorientierungen gemessen wurden im Bereich von einer
C-H Bindungslänge von 1 Å. Die große abgedeckte Zeitskala wird durch den Einsatz
der drei Experimente Spin-Gitter-Relaxationszeitmessungen, Spektrenmessungen und
Stimulierte-Echo-Messungen zugänglich.
Hinsichtlich der Zeit- und Längenskalen gibt es zwischen den drei Methoden sowohl
Überlapp, als auch eine gewisse Komplementarität. Während der Zeit- und Längenska-
lenbereich der QENS vollständig von der MD-Simulation umfasst wird, zeichnet sich
die 2H-NMR-Spektroskopie durch den großen abgedeckten Zeitbereich aus und ergänzt
die beiden anderen Methoden.
Überblick über die Observablen
Einen Überblick über die Methoden und die gemessenen Funktionen zeigt Abbildung
3.15. Diese Abbildung veranschaulicht die in Kapitel 3.1 vorgestellten Zusammenhän-
ge.
Abb. 3.14: Vergleich der mit den in dieser Arbeit verwendeten Methoden zugänglichen
Zeit- und Längenskalen.
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Abb. 3.15: Überblick über die Observablen der verschiedenen Methoden und ihre Rela-
tionen zueinander.
Während mit 2H-NMR-Spektroskopie Rotationsbewegungen von Bindungen gemessen
werden, liefert die Neutronenstreuung Informationen über Rotations- und Translati-
onsbewegung. MD-Simulationen ermöglichen die Berechnung von sowohl der spek-
tralen Dichte, als auch des dynamischen Strukurfaktors aus der simulierten Trajekto-
rie und ermöglichen es so, die Brücke zwischen beiden experimentellen Methoden zu
schlagen.
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4 Materialien und
Probencharakterisierung
In diesem Kapitel werden die untersuchten Materialien vorgestellt. Dazu wird einer-
seits eine kurze Vorstellung der Funktion der untersuchten Proteine in Kap. 4.1 gege-
ben und andererseits die Probenpräparation in den Kapiteln 4.2 und 4.3 beschrieben.
Im Verlauf der Arbeit erweist es sich als wichtig, den Anteil der Protonen oder Deu-
teronen in Methylgruppen, in austauschbaren Positionen oder nahe des Rückgrats zu
kennen, da diese verschiedenen Positionen sowohl in der NMR-Spektroskopie als auch
in der Neutronenstreuung dynamisch unterscheidbar sind. In diesem Kapitel wird da-
her die Abschätzung für das jeweilige Protein vorgestellt.
4.1 Proteine
In der vorliegenden Arbeit werden Proteine mit unterschiedlichem strukturellen Kom-
plexitätsgrad untersucht. Dabei handelt es sich um Elastin, Myoglobin und Cyano-
Phycocyanin (CPC). Für jedes der Proteine wird im Folgenden ein kurzer Überblick
über die wesentlichen Eigenschaften gegeben.
Alle Proteine liegen als gefriergetrocknete Proteine und z.T. in deuteriertem Zustand
vor. Im zweiten Abschnitt dieses Kapitels wird deshalb der Einfluss dieser Probeneigen-
schaften besprochen.
4.1.1 Verwendete Proteine
Elastin
Elastin (ELA) ist ein Protein ohne definierte Primär- und Sekundärstruktur [53, 151,
263]1. In Wirbeltieren ist es für die Elastizität des Gewebes verantwortlich. Die Elastizi-
tät des Proteins wird nach dem Modell von Urry et al. [264] auf die häufig wiederholte
Sequenz VPGVG2 und deren Wechselspiel mit dem Hydratationswasser zurückgeführt.
Zur experimentellen Untersuchung wurde bovines Elastin (Sigma-Aldrich) verwendet,
in den MD-Simulationen die Sequenz (VPGVG)50.
1 Die genaue Sequenz von Elastin ist nicht definiert, da Elastin in vivo durch alternatives Spleißen
nach verschiedenen „Bauplänen“ hergestellt wird [151, 237]. Elastin ist also immer ein Gemisch
von Proteinen mit unterschiedlicher Sequenz.
2 Die Bezeichnung folgt dem Einbuchstabencode für Aminosäuren: V= Valin, P= Prolin, G= Glycin.
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(a) (b) (c)
Abb. 4.1: Strukturen der verwendeten Proteine. In a) ist beispielhaft das Modellelas-
tin (VPGVG)50 aus MD-Simulationen gezeigt. Es besitzt weder definierte Primär- noch
Sekundärstruktur. In b) ist Myoglobin gezeigt (Größenangabe gemäß [134], Bildquelle:
PDB 1BZR). Es ist klein, globulär und enthält vor allem α-Helices. In c) ist das hexamere
CPC gezeigt (Größenangabe gemäß [76], Bildquelle: PDB 1JBO).
Samouillan et al. untersuchten die Glasübergangstemperatur von Elastin-Wasser-
Mischungen mit dynamische Differenz-Kalorimetrie (engl. Differential scanning ca-
lorimetry (DSC))und stellten fest, dass Tg stark vom Wassergehalt abhängt und für
h < 0.3 g/g oberhalb von Raumtemperatur liegt (vgl. Abb. 4.2) [229]. Damit unter-
Abb. 4.2: Glasübergangstemperatur von Elastin-Wasser-Gemischen gemessen mit DSC
als Funktion des Hydratationsgrades. Die Daten wurden der Referenz [229] entnommen
und der Wassergehalt in den Hydratationsgrad umgerechnet. Als senkrechte Linien sind
die Hydratationsgrade der verwendeten Elastin-Proben mit h = 0.4 g/g und h = 0.2 g/g
eingezeichnet.
scheidet sich Elastin von anderen Proteinen, für die eine solche Glasübergangstempe-
ratur bei T = 200− 240 K gefunden wurde [123,230]. Diese Eigenschaft, dass Elastin
bei niedrigem Hydratationsgrad immobil ist, wird in Kapitel 7 ausgenutzt.
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Myoglobin
Myoglobin (MYO) ist ein kleines globuläres Protein mit einer Länge von 153 Amino-
säuren, dessen Aminosäurekette sich hauptsächlich in das Sekundärstrukturelement
der α-Helices faltet (s. Abb. 4.1(b)). Myoglobin ist an der Sauerstoffversorgung von
Wirbeltieren beteiligt [262].
In dieser Arbeit wurde Myoglobin mit MD-Simulationen untersucht. Die Startstruk-
tur in den MD-Simulationen entspricht dem Proteindatenbank(PDB)-Eintrag mit dem
Kürzel 1BZR, das aus Röntgenstrukturaufklärung von Kachalova entstand [128]. Die
meisten Simulationen des Myoglobins, die in dieser Arbeit diskutiert werden, wurden
in der Masterarbeit von Felix Klameth durchgeführt [139], die Auswertung erfolgte
teilweise im Rahmen dieser Arbeit.
Cyano-Phycocyanin
Das strukturell komplexeste der untersuchten Proteine ist das Cyano-Phycocyanin
(CPC). Es ist ein Lichtsammelprotein der Klasse der Phycobiliproteine aus dem Photo-
syntheseapparat von Blaualgen, welches mit Hilfe der chromophoren Phycocyanobilin-
Gruppe Licht im Wellenlängenbereich λ= 550− 650 nm absorbiert. Diese Eigenschaft
spiegelt sich in der tiefblauen Farbe des Proteins wider.
CPC ist sehr temperaturstabil bis 70 ◦C [3]. Es besteht aus drei α-β Heterodimeren (s.
Abb. 4.1(c)) und ist das größte der untersuchten Proteine. Das uns von Prof. Doster (TU
München) zur Verfügung gestellte CPC ist vollständig deuteriert. Es wurde in einem
aufwändigen Herstellungsprozess gewonnen, der in [48] beschrieben ist.
4.1.2 Bemerkungen zu den durchgeführten Messungen an Proteinen
Proteine liegen in einer Zelle in ihrer protonierten Form und in ihrer gelösten Struktur
vor. In den Experimenten hingegen werden sie als lyophilisierte (= gefriergetrockne-
te), hydratisierte Pulver untersucht. Darüber hinaus wird die Dynamik von vollständig
deuterierten Proteinen mit der Dynamik von hydrierten Proteinen verglichen. An die-
ser Stelle soll deshalb der Einfluss dieser Unterschiede diskutiert werden.
Alle Proteine wurden als lyophilisierte Pulver mit niedrigen Hydratationsgraden ver-
wendet. Dies hat den Vorteil, dass Wasser die Proteindynamik ermöglichen kann, die
Gesamtrotation und -translation jedoch unterdrückt ist.
Beim Umgang mit lyophilisierten Proteinen ist zu beachten, dass die Proteine während
der Lyophilisierung denaturieren können und infolgedessen β-Faltblatt-dominierte Ag-
gregate bilden [103, 228]. Diese Aggregation ist reversibel, wenn das Protein wieder
gelöst wird. In MD-Simulationen der Proteine wird von der Struktur des Proteins in
Lösung ausgegangen. Strukturänderungen wie Denaturierungen oder Umfaltungen
treten im simulierten Zeitraum nicht auf. Da in dieser Arbeit der Fokus auf internen
Bewegungen des Proteins liegt, die, wie sich herausstellen wird, unabhängig vom Se-
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kundärstrukturgehalt der untersuchten Proteine sind, sind mögliche Strukturänderun-
gen für das Ergebnis nicht ausschlaggebend.
Denaturierung kann in Proteinen auch bei hohen Temperaturen auftreten. Um diese
zu vermeiden, wurde der Messbereich auf Temperaturen T ≤ 310 K beschränkt.
Einen weiteren experimentellen Aspekt stellt die Protonierung/Deuterierung der Pro-
ben dar. Protonen und Deuteronen lassen sich mit NMR-Spektroskopie und Neutronen-
streuung sehr gut unterscheiden. Eine selektive Protonierung/Deuterierung ermöglicht
es, gezielt nur einen Teil des Probenmaterials (Wasser oder Protein) zu untersuchen.
Dabei ist zu beachten, dass ein Deuteron mit einer Masse von m = 2.013 u doppelt so
schwer wie ein Proton mit m= 1.007 u ist. Infolge einer stärkeren Wasserstoffbrücken-
bindung zwischen den D2O-Molekülen, weist deuteriertes Wasser im Vergleich zu hy-
driertem Wasser eine bis zu 1.4-fach höhere Viskosität auf [104,207]. Die beobachteten
dynamischen Prozesse können demzufolge in deuteriertem Wasser verlangsamt sein.
Im Rahmen der Genauigkeit der verwendeten Experimente konnte der für die Prote-
indynamik resultierende Unterschied nicht aufgelöst werden (vgl. z.B. Abb. 7.1). Der
Isotopen-Effekt wird deshalb im Folgenden nicht weiter betrachtet.
Sowohl bei der Verwendung von lyophilisierten Proben als auch von Kontrastvariation
durch Verwendung von Deuteronen handelt es sich um Standardverfahren, so dass die
Ergebnisse mit ähnlichen Untersuchungen in der Literatur verglichen werden können.
4.2 Präparation und Charakterisierung der Cyano-Phycocyanin-Proben
Das vollständig deuterierte Protein CPC wird mit 2H-NMR-Spektroskopie untersucht.
Die Ergebnisse werden in Kapitel 6 vorgestellt. In diesem Abschnitt wird die Proben-
präparation erläutert.
Die trockene Probe und die Probe mit h= 0.3 g/g wurde in der Masterarbeit von Beke
Kremmling [147] temperaturabhängig charakterisiert. Ergänzend zu diesen vorhan-
denen Daten wird hier die temperaturabhängige Charakterisierung insbesondere der
höher hydratisierten Proben vervollständigt.
4.2.1 Handhabung der Probenpräparation
Zur Untersuchung der internen Proteindynamik in Abhängigkeit vom Wassergehalt
wurden NMR-Proben mit 4 verschiedenen Hydratationsgraden hergestellt: mit h =
0.0, 0.3, 0.5 und 1.0 g/g.
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Zunächst wurden die austauschbaren Deuteronen3 des vollständig deuterierten Prote-
ins durch mehrfaches Waschen des Proteins mit H2O entfernt. Dadurch wird sicherge-
stellt, dass das gesamte Signal auf Proteindeuteronen zurückzuführen ist und nicht ein
Teil des Signals durch Deuteronen verursacht wird, die sich im Hydratationswasser der
Probe befinden.
Der Hydratationsgrad wurde durch Vermischen von Wasser mit der entsprechenden
Menge des Proteins eingestellt. Die dabei entstehende Probe ist je nach Hydratations-
grad trocken-krümelig bis gelartig-breiig.
Die Proben wurden in ein NMR-Röhrchen gefüllt, mit Teflonband abgedeckt und die
Glasröhrchen auf die durch den verwendeten Probenkopf und die Bohrung des Ma-
gneten vorgegebene Länge abgeschmolzen. Dabei wurde der probengefüllte Teil des
Röhrchen in einem stickstoffgekühlten Block vor der Hitze der Flamme geschützt, um
ein Denaturieren oder gar Verbrennen des Proteins zu verhindern. Das Abschmelzen
der Proben wurde von Herrn Frank Fischer übernommen.
4.2.2 Anteil der Protonen in dynamisch unterscheidbaren Untergruppen
In den Proteinproben gibt es drei dynamisch unterscheidbare Protonengruppen. Dies
sind (1) die Protonen des Wassers, (2) die Protonen der Methylgruppe des Proteins
und (3) die übrigen Protonen im Protein. Die Protonen des Proteins sind wie oben be-
schrieben durch Deuteronen ersetzt und tragen zum 2H-NMR-Signal bei.
Das Wasser wird in den Messungen nicht detektiert.
Das relative Verhältnis von Methyldeuteronen zu den übrigen Deuteronen lässt sich
aus der Aminosäuresequenz des CPC [50] abschätzen. Es ergibt sich ein Anteil von
30% für die Methylgruppendeuteronen und 70% für die Nicht-Methyldeuteronen. Un-
ter der Annahme, dass alle austauschbaren Protonen ausgetauscht haben, ändert sich
das Verhältnis vom Methyl-:Nichtmethyl-Deuteronen auf 43:57.
Die Nichtmethylprotonen haben überwiegend ihren Sitz nahe des Proteinrückgrat (vgl.
Abb. 2.4(a)). Der Anteil der Protonen, die≤ 2 Bindungen vom Proteinrückgrat entfernt
sind, beträgt 64%. Deshalb wird im Folgenden dieser Anteil als charakteristisch für die
Rückgratbewegung angenommen und vereinfachend als Rückgratprotonen bezeichnet.
3 Dazu zählen alle Deuteronen, die an Stickstoff oder Sauerstoff gebunden sind. Den Hauptbeitrag
machen folglich die Aminoprotonen in der Peptidbindung aus, darüber hinaus befinden sich in den
Seitenketten der Aminosäuren W, S, N, Q, Y, K, R und H austauschbare Protonen.
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4.3 Präparation und Charakterisierung der Elastin-Proben
Elastin wurde experimentell mit quasielastischer Neutronenstreuung untersucht. Mit
dem Rückstreuspektrometer SPHERES (s. Kap. 3.3.2) wurden Messungen an zwei un-
terschiedlich präparierten Sets von Elastinproben durchgeführt. Die Ergebnisse dieser
Messungen sind in Kapitel 7 beschrieben.
Untersucht wurde Elastin mit Hydratationsgraden von h =0.2 g/g und h =0.4 g/g.
Jedes Set bestand aus einer Probe mit hydriertem Wasser und einer Probe mit deute-
riertem Wasser.
Die Messdaten an den Proben mit einem Hydratationsgrad von h =0.4 g/g wiesen in
der Neutronenstreuung die Signatur des Schmelzens von Wasser bei ca. 273 K auf (vgl.
Abb. 7.1), was die Auswertung der Daten erheblich beeinträchtigte. Daraufhin wurden
die Proben vor der zweiten Messzeit als Funktion des Hydratationsgrades charakteri-
siert. Zur Charakterisierung wurde dynamische Differenz-Kalorimetrie eingesetzt.
4.3.1 Nachweis von Eis mit dynamischer Differenz-Kalorimetrie
Eisbildung in biologischen Proben ist in mehrfacher Hinsicht problematisch. Durch
Ausbilden von Eiskristallen können die Proteine mechanisch zerstört werden. Weiter-
hin kann selektives Ausfrieren von salzfreiem Wasser den pH-Wert des verbleibenden,
flüssigen Wassers so verändern, dass das Protein seine Struktur ändert oder gar dena-
turiert [230]. Daher müssen die untersuchten Proben eisfrei sein. Das Vorliegen von
Eis in Elastinproben wurde mit dynamischer Differenz-Kalorimetrie untersucht.
Die DSC ist eine Methode, um Änderungen der Wärmekapazität in einer Probe als
Funktion der Temperatur zu vermessen. Beim Kristallisieren von Wasser wird Wärme
frei. Dies zeigt sich in der DSC als exothermer Peak. Beim Schmelzen von Wasser wird
ein endothermer Peak gemessen. Eine Einführung in die DSC findet sich z.B. in [115].
Mittels DSC wurde der Hydratationsgrad ermittelt, oberhalb dem in Elastin kristalli-
nes Wasser vorliegt. Dazu wurden Elastinproben bei verschiedenem Hydratationsgrad
vermessen. Abbildung 4.3(a) zeigt die endothermen Peaks des Aufheizens bei einer
Heizrate von 10 K/min und 40 K/min. Die freiwerdende Enthalpie ∆H wird als Inte-
gral unter dem Peak bestimmt und nimmt als Funktion des Hydratationsgrades ab (s.
Abb. 4.3(b)). Eine Extrapolation der Werte führt zu einem Grenzwert von h = 0.3 g/g
als maximalem Hydratationsgrad ohne Eisbildung.
Dieses Ergebnis ist in Übereinstimmung mit DSC-Studien an Elastin [129, 229] und
anderen Proteinen [14,65,89,154,205].
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(a) (b)
Abb. 4.3: (a) Wärmekapazität beim Abkühlen der Elastinproben bei unterschiedlichen
Hydratationsgraden für Heizraten von 10 K/min und 40 K/min. Die Höhe des Peaks
nimmt mit steigendem Hydratationsgrad zu. (b) Integral über die Höhe des Schmelz-
peaks. Extrapoliert ergibt sich ein Einsetzen der Kristallisation an Elastin ab einem Hy-
dratationsgrad von 0.3 g/g.
4.3.2 Hydratation in Atmosphäre mit definierter Feuchtigkeit
Um Proben ohne gefrierendes Wasser herzustellen, wurden die Proben in einer Atmo-
sphäre mit definierter Feuchtigkeit hydratisiert.
Das Elastin wurde dazu zunächst über Silicagel getrocknet, und anschließend für meh-
rere Tage in einer abgeschlossenen Kammer einer Wasseratmosphäre (relative Luft-
feuchte: 100 % r.F.) ausgesetzt. Die Massenzunahme als Funktion der Zeit ist in Abbil-
dung 4.4 gezeigt.
Nach 50 h wird in Elastin ein Hydratationsgrad von 0.3 g/g erreicht. Um die bei diesem
Hydratationsgrad mögliche Kristallisation des Hydratwassers zu verhindern, wurde für
die zweite Messreihe am FRMII (Forschungsreaktor München II) ein Hydratationsgrad
von 0.25 g/g angestrebt. Dieser konnte unter Verwendung einer gesättigten KCl-Lösung
(relative Luftfeuchte: rF = 85% [102]) in Testpräparationen erreicht werden.
Deuteriertes Wasser führte durchweg zu einer niedrigeren Luftfeuchtkeit und zu einer
geringeren Massenzunahme des Elastins. Deshalb wurde für die Probenpräparation
statt einer Salzlösung reines D2O verwendet. Die mit dem Feuchtigkeitsmessgerät (Ge-
rätebezeichnung: testo 174H) gemessenen Luftfeuchtigkeitswerte für eine Atmosphäre
über gesättigter KCl-H2O-Lösung und über reinem D2O sind in Abb. 4.4(b) gezeigt.
Für eine große Probenmenge konnte sowohl mit H2O als auch mit D2O lediglich ein
Hydratationsgrad von 0.2 g/g erreicht werden. Dies war im Nachhinein auf die unzu-
reichende Befeuchtung unterer Probenschichten zurückzuführen und kann in Zukunft
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(a) (b)
Abb. 4.4: a) Hydratation von Elastin und Lysozym unter reiner Wasseratmosphäre. b)
Relative Luftfeuchtkeit der Probenkammer mit reinem D2O und mit einer mit KCl gesät-
tigten H2O-Lösung . Die Dips entstehen, wenn die Probenkammer kurz geöffnet wird,
z.B. um die Probe in die Kammer zu legen.
durch mehrfaches Durchmischen der Proben während der Präparation überwunden
werden.
4.3.3 Handhabung der Probenpräparation
Für die Neutronenstreuexperimente werden rechteckige Probenbehälter (Küvetten)
aus Aluminium4 mit einem Probenvolumen von a · b · d = 4.25 cm · 3.75 cm · d mit
einstellbarer Dicke d eingefüllt. Um den Anteil an Mehrfachstreuung zu minimieren
und den Anteil an Einfachstreuung zu maximieren, wird die Probenmenge so berech-
net, dass die Transmission T durch die Probe 90% beträgt.
Für die Zelldicke d gilt dann
d =
0.1
n
σ (4.1)
mit der molekularen Anzahldichte n= NA
m
ρV und dem Gesamtstreuquerschnitt σ.
Die Abschätzung der exakten Probenmenge für das Protein kann nur näherungsweise
erfolgen, weil die Dichte des Protein-Wasser-Pulvers und der Gesamtstreuquerschnitt
des Elastins unbekannt sind.
4 Aluminium wird als Küvettenmaterial verwendet, da es sich durch einen geringen Streuquerschnitt
auszeichnet und folglich “transparent” für Neutronen ist.
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Deshalb wird eine Abschätzung für reines Wasser vorgenommen: Mit dem Streuquer-
schnitt des Wassers σH2O = 165 · 10−24 cm2, der Dichte ρV = 1 g/cm3 und dem Mole-
kulargewicht M = 18 g/mol ergibt sie sich zu
d = 0.018 cm. (4.2)
Mit dieser Zelldicke ergibt sich das Volumen der Küvette zu V = 0.29 cm3 und die
Wassermasse zu mW = V · ρ = 0.29 g Wasser. Für die Messung mit D2O wurde eine
Zelldicke von d = 0.02 cm eingesetzt.
Die eingesetzten Probenmassen mProbe sind in Tabelle 4.1 aufgeführt.
Das befeuchtete Protein wurde möglichst gleichmäßig in der Küvette verteilt, die Kü-
vette mit Indium abgedichtet und verschlossen. Dabei wurde auf eine schnelle Ausfüh-
rung geachtet, um den Wasserverlust der Proben bei Kontakt mit der Umgebungsluft
so gering wie möglich zu halten.
4.3.4 Anteil der Protonen in dynamisch unterscheidbaren Untergruppen
In den derart präparierten Proben gibt es, wie bereits für das CPC eingeführt, ver-
schiedene dynamisch unterscheidbare Protonengruppen. Dies sind (1) die Protonen
des Wassers, (2) die Protonen der Methylgruppe des Proteins und (3) die übrigen
Protonen im Protein. In die Gruppe der übrigen Protonen fallen die austauschbaren
Protonen (4), deren Anteil ebenfalls von Interesse ist.
Tab. 4.1.: Eingesetzte Probenmassen und relative Anteile der Protonen in den dyna-
misch unterscheidbaren Gruppen
Probe mProbe / mg Wasser Methyl Protein austauschbar
ELA_H2O, h= 0.2 g/g 463 0.23 0.25 0.52 0.00
ELA_D2O, h= 0.2 g/g 505 0.00 0.32 0.68 0.10
ELA_H2O, h= 0.4 g/g 398 0.37 0.20 0.43 0.00
ELA_D2O, h= 0.4 g/g 515 0.00 0.32 0.68 0.10
Die Bestimmung der relativen Anteile der Protonen in jeder dieser Gruppen ist nicht
eindeutig möglich, da das Elastin keine definierte Sequenz hat. Dennoch wurde ei-
ne Abschätzung ausgehend von der Aminosäuresequenz von Elastin nach Schmelzer
[237] durchgeführt5. Sie ergibt die in Tabelle 4.1 angegebenen Protonenanteile.
5 Die Zahl der austauschbaren Protonen wurde mit 1 pro Aminosäure (mit Ausnahme von Prolin, das
kein austauschbares Proton besitzt) abgeschätzt. Dies ist eine Maximalabschätzung, der Austausch
ist in dieser Höhe nicht quantitativ zu erwarten, da (1) Elastin ein hydrophobes Protein ist und
folglich ein Großteil seiner Amidprotonen keinen Zugang zum Wasser hat [162] und (2) die für
den Austausch notwendige Dynamik [68] in einem lyophilisierten Protein verglichen mit einem
Protein in Lösung schwach ist [247].
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Für die niedrig hydratisierte Probe können bis maximal 43 % der Wasserprotonen (bei
h = 0.2 g/g) ausgetauscht werden. Dieser hohe Wert zeigt, dass es einen Streubeitrag
des Wassers auch in der deuterierten Probe geben kann, der in der Datenauswertung
berücksichtige werden muss. Ein Austausch der Amidprotonen durch Deuteronen kann
diesen Anteil in zukünftigen Messungen reduzieren.
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5 Untersuchung der Protein- und
Wasserdynamik mit
MD-Simulationen
In diesem Kapitel wird die Proteindynamik in zwei verschiedenen Proteinen, Myoglo-
bin und Elastin, mit MD-Simulationen charakterisiert.
Drei Fragestellungen stehen im Zentrum des Kapitels: (1) Welche der verschiedenen
Theorien zur Beschreibung des anomalen Korrelationsabfalls ist in Übereinstimmung
mit den Simulationen? (2) Welche mikroskopischen Bewegungsprozesse verursachen
den Korrelationsabfall im Protein? (3) Wie spielen Protein und Wasser zusammen?
MD-Simulation bieten hierfür den Vorteil, dass die Trajektorie jedes einzelnen Atoms
zugänglich ist. Dies wird ausgenutzt, indem beispielsweise das Verhalten von Sub-
ensembles von Proteinatomen oder Wasseratomen in Abhängigkeit ihres Abstandes zur
Protein-Wasser-Grenzfläche ausgewertet werden. Weiterhin werden künstliche Syste-
me konstruiert, wie die Simulation eines Proteins mit der Temperatur T = 300 K um-
geben von Wasser bei einer anderen Temperatur.
Das Kapitel gliedert sich wie folgt: In Kap. 5.1 wird die Proteindynamik untersucht.
Dafür werden zum einen verschiedene Ansätze zur Beschreibung des anomalen Kor-
relationsabfalls in Proteinen getestet und zum anderen mikroskopische Informationen
aus MD-Simulationen vorgestellt. Daran anschließend wird kurz die Dynamik des Hy-
dratationswassers im Vergleich zu Bulkwasser vorgestellt (Kap. 5.2) und in Kapitel
(Kap. 5.3) wird das Zusammenspiel von Wasser und Proteindynamik untersucht. Ab-
schließend werden die gewonnen Einblicke diskutiert (Kap. 5.4).
Die in den Simulationen verwendeten Proteine sind in Kap. 4 vorgestellt, die Grundla-
gen der MD-Simulation wurden in Kap. 3.4 erläutert. Die Simulationen von Myoglobin,
sowie die Auswertung der Proteindynamik mit dem fraktionalen Ornstein-Uhlenbeck-
Prozess wurden von Felix Klameth durchgeführt.
5.1 Charakterisierung der Proteindynamik mit MD-Simulationen
In diesem Abschnitt wird die Proteindynamik von Elastin und Myoglobin hydratisiert
mit einem Hydratationsgrad von h = 0.3 g/g vorgestellt. Die Daten stammen aus Si-
mulationen von einem Elastinmolekül (1ELA) oder 8 Elastinmolekülen (8ELA) in ei-
ner Simulationsbox. In den Myoglobinsimulationen (MYO) besteht das System aus 4
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Myoglobinmolekülen. Einige der Daten stammen aus Simulationen mit dem Kraftfeld
OPLS, das sämtliche Atome separat simuliert (all-atom Kraftfeld). Dadurch können ver-
schiedene Protonengruppen unterschieden werden. Dieses System enthält ebenfalls 8
Elastinmoleküle und wird mit (8ELA-AA) bezeichnet.
Die Untersuchung der Proteindynamik gliedert sich in zwei Teile. Im Abschnitt 5.1.1
wird der anomale Abfall von Korrelationsfunktionen mit verschiedenen Ansätzen un-
tersucht, im zweiten Teil 5.1.2 werden verschiedene Größen zur mikroskopischen Cha-
rakterisierung der Proteindynamik ausgewertet.
5.1.1 Anomaler Abfall von Korrelationsfunktionen
Proteine zeigen Dynamik über viele Größenordnungen in der Zeit [255]. Dies geht ein-
her mit einem subdiffusiven mittleren Verschiebungsquadrat und mit Korrelationsfunk-
tionen, deren Abfall sich, wie in Kapitel 2.2 eingeführt, über mehrere Größenordnun-
gen in der Zeit mit einem Potenzgesetz oder einem logarithmischen Gesetz beschreiben
lässt. Diese anomale Dynamik äußert sich insbesondere im mittlere Verschiebungsqua-
drat, der intermediären Streufunktion und in Orientierungskorrelationsfunktionen. Al-
le drei Größen sind für die beiden untersuchten Proteine in den Abbildungen 5.1 und
5.7 zu dargestellt.
Abbildung 5.1 zeigt die Orientierungsautokorrelationsfunktion (OCF) F2 der Carbonyl-
gruppen für (a) Elastin und (b) Myoglobin im Temperaturbereich 170-310 K, in Abbil-
dung 5.7 sind das mittlere Verschiebungsquadrat (MSD) 〈r2〉 (vgl. Gl. (3.84)) sowie
die inkohärente intermediäre Streufunktion (ISF) (S(q, t)) (vgl. Gl. (3.82)) für Amid-
stickstoffatome der Elastinsimulation 8ELA gezeigt. Beide Atomgruppen, die Carbonyl-
gruppe und die Amidstickstoffatome, sitzen im Proteinrückgrat und geben dessen Be-
wegung wieder.
Der Abfall der Korrelationsfunktionen F2 und S(q, t) ist im betrachteten Zeitfenster
(1 ps-2 ns) wenig ausgeprägt und sehr gestreckt. Dies deutet bereits darauf hin, dass
sich die Kurven nicht mit einer Exponentialfunktion beschreiben lassen. Ein Fit mit der
KWW-Gleichung (2.10) wurde versuchsweise durchgeführt und ist in Abbildung 5.1(a)
als gepunktete Linie für die Temperatur 310 K gezeigt. Der Streckungsparameter hat
den Wert von β = 0.11, ist also sehr klein. Der KWW-Abfall kann den anomalen Abfall
im intermediären Zeitbereich dennoch nicht abbilden. Auch das MSD zeigt das cha-
rakteristische anomale Verhalten, einen subdiffusiven Anstieg 〈r2〉 ∝ tα im genannten
Zeitintervall (vgl. 5.7(a)).
Ein anomaler Abfall der intermediären inkohärenten Streufunktion ist nicht allein cha-
rakteristisch für Proteine, sondern wurde auch für andere Systeme gefunden. In der
Masterarbeit von Alexander Janz [124] zeigte sich diese Charakteristik in den Kor-
relationsfunktionen des Pentapeptids VPGVG (s. Abb. 5.2(a), h = 0.42 g/g). Kai Stroh
untersuchte in seiner Bachelorarbeit [251] die Dynamik von polymeren Molekülen, die
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Abb. 5.1: Orientierungsautokorrelationsfunktion der Carbonylgruppen von a) Elastin
und b) Myoglobin bei verschiedenen Temperaturen. Die durchgezogenen Linien sind
Fits mit Gleichung (5.1). Ein KWW-Fit nach Gleichung (2.10) ist als gestrichelte Linie in
a) eingezeichnet.
Abb. 5.2: Intermediäre Streufunktion der Stickstoffatome oder äquivalenter Positionen
in a) für das elastinähnliche Peptid VPGVG bei verschiedenen Temperaturen (Daten aus
[124]) und in b) für verschiedene polymere Moleküle mit einer Struktur zwischen Pro-
tein und Polymer: Elastin, N-Methylglyzin, Polybutanol, Polypropylenoxid (Daten aus
[251]). Die Temperaturen sind so gewählt, dass der hintere Abfall für alle Systeme etwa
aufeinander liegt.
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einen chemischen Aufbau zwischen Proteinen und Polymeren haben1. Alle simulierten
Moleküle, vom Protein bis hin zum Polymer zeigen den anomalen Abfall bei interme-
diären Zeiten, wenn auch in unterschiedlichen Temperaturbereichen (s. Abb. 5.2(b)).
Die gezeigten Temperaturen sind so gewählt, dass die Abfälle aller Systeme etwa auf-
einander liegen. Diese Ergebnisse lassen darauf schließen, dass weder die Länge eines
Proteins, noch spezifische Eigenschaften, wie die Planarität der Peptidbindung oder die
Fähigkeit Wasserstoffbrückenbindungen ausbilden zu können, ausschlaggebend für die
Ausbildung eines anomalen Abfalls sind. Dies zeigt sich auch darin, dass dieses Phä-
nomen auch für Glasbildner [33, 97], Kolloide [248] und Polymermischungen [189]
diskutiert wird.
In der Literatur wurden eine Vielzahl von theoretischen Ansätzen herangezogen, um
den anomalen Abfall zu erklären. Hier werden drei Modelle zur Beschreibung der
Proteindynamik herangezogen. Diese drei Ansätze wurden in Kapitel 2.2 einführend
vorgestellt:
1. Der Energielandschaftsansatz.
2. Die Modenkopplungstheorie höherer Ordnung
3. Der fraktionale Ornstein-Uhlenbeck Prozess
Die Auswertungen zu jedem Ansatz werden in einem eigenen Abschnitt vorgestellt.
Begonnen wird mit dem Energielandschaftsansatz. Die Ergebnisse dieses Kapitels sind
Teil der Veröffentlichung [130].
Energielandschaftsansatz
Zunächst wird der in Kapitel 2.2.1 vorgestellte Ansatz zur Interpretation der anoma-
len Dynamik im Rahmen des Energielandschaftsmodells herangezogen. Die Korrelati-
onsfunktionen F2 und S(q, t) werden mit der phänomenologischen Gleichung (2.16)
gefittet
φ(t) = [1+ k(T )t]−n . (5.1)
Die Fits der OCF sind als durchgezogene Linien in Abbildung 5.1 dargestellt und ge-
ben den Verlauf der OCF im intermediären Zeitbereich gut wieder. Bei langen Zeiten
weichen die MD-Daten jedoch ab. Hier wird der Potenzgesetzabfall von einem anderen
Relaxationsprozess abgelöst, dessen Ursache später in diesem Kapitel diskutiert wird
(s. Kap. 5.1.2).
1 In der Bachelor-Arbeit von Kai Stroh wurde das Elastinmodell (VPGVG)50 schrittweise zu Polypro-
pylenoxid umgebaut. Im ersten Schritt wurden dafür alle Seitenketten im Molekül entfernt und
ein Polyglyzin-Molekül erstellt. Anschließend wurde dem Polymer die Fähigkeit intramolekulare
Wasserstoffbrückenbindungen auszubilden, genommen, indem eine Methylgruppe an das Amid-
stickstoffatom angebracht wurde. Das entstehende Molekül ist das N-Methylglyzin. In einem wei-
teren Schritt wurde die Planarität der Peptidbindung aufgehoben und das Stickstoffatom durch ein
Kohlenstoffatom ersetzt (Polybutanol). Schließlich wurde Polypropylenoxid erstellt und simuliert.
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Gleichung (5.1) resultiert aus einer Energiebarrierenverteilung mit einem exponenti-
ellen Schwanz [9]
g(EA) =
(
(τ/τ0)n
RTΓ(n)
exp(−nEA/RT ) EA < EmaxA .
0 EA > E
max
A
(5.2)
Die Energiebarrierenverteilung ist im Modell von Austin und Frauenfelder tempera-
turunabhängig. Demnach muss nach Gleichung (2.19), eine lineare Temperaturab-
hängigkeit des Exponenten n gelten und die Peak-Rate kPeak = nk(T ) muss einem
Arrhenius-Gesetz (s. Gl. (2.9)) genügen [9], (vgl. Kap. 2.2.1). Diese beiden Vorhersa-
gen werden durch die Auftragung der Fitparameter in Abbildung 5.3 überprüft.
Abb. 5.3: Gezeigt sind die Temperaturabhängigkeiten a) des Fitparameters n und b)
der Peak-Rate kPeak = nk für Fits nach dem Energielandschaftsmodell mit Gleichung
(5.1) von Elastin (E) und Myoglobin (M). Die Parameter sind aus Fits der inkohären-
ten intermediären Streufunktion (S) und der Orientierungsautokorrelationsfunktion (F)
gewonnen. Die Sterne zeigen die Daten aus Simulationen von 8ELA. Als gestrichelte
Linien sind Arrhenius-Fits in beiden Abbildungen gezeigt. Die Aktivierungsenergie des
Fitparameters n beträgt Ea = 0.065 eV, die Aktivierungsenergie der Peak-Rate beträgt
Ea = 0.28 eV.
Für die verschiedenen Proteine und die verschiedenen Korrelationsfunktionen wer-
den ähnliche Temperaturabhängigkeiten gefunden. Während die Peak-Rate kPeak = nk
der Annahme einer temperaturunabhängigen Energielandschaft gerecht wird und für
beide Proteine eine Aktivierungsenergie von 0.28 eV aufweist, stimmt die Vorhersage
einer linearen Abhängigkeit des Exponenten n von der Temperatur gemäß Gleichung
(2.19) nicht. Stattdessen wird eine exponentielle Abhängigkeit gefunden.
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Die Temperaturabhängigkeit des Fitparameters ist wesentlich, um verschiedene Mo-
delle zu unterscheiden. Die hier gefundene exponentielle Abhängigkeit des Parameters
n von der Temperatur steht im Gegensatz zu der vom Energielandschaftsansatz vor-
hergesagten linearen Temperaturabhängigkeit. Die Aussagekraft der Fitparameter ist
jedoch durch den bei längeren Zeiten stattfindenden Abfall eingeschränkt. Durch die-
sen Abfall kann die beobachtete Steigung des Potenzgesetz verstärkt worden sein. Der
Energielandschaftsansatz lässt sich also noch nicht völlig ausschließen.
Insgesamt lassen sich die Rotations- und Translationskorrelationsfunktionen von Myo-
globin und Elastin im intermediären Zeitbereich gut mit der aus dem Energieland-
schaftsbild folgenden Gleichung (5.1) anpassen. Allerdings zeigen die Fitparameter
nicht die aus diesem Modell erwartete Temperaturabhängigkeit. Deshalb wird nun das
nächste Modell, die Modenkopplungstheorie höherer Ordnung zur Beschreibung her-
angezogen.
Modenkopplungstheorie
Die Modenkopplungstheorie sagt einen logarithmischen Abfall der Korrelationsfunk-
tionen in der Nähe einer Singularität höherer Ordnung voraus. Dieser Spezialfall der
Modenkopplungstheorie wurde zuvor von Lagi et al. erfolgreich zur Beschreibung von
MD-Daten des Proteins Lysozym verwendet. Dabei wurde eine gute Übereinstimmung
mit der Theorie gefunden [156].
Der Interpretation von Lagi et al. folgend, dass das logarithmische Gesetz den Bereich
der β-Relaxation beschreibt, an den sich eine strukturelle α-Relaxation anschließt,
wird die intermediäre Streufunktion des Systems 8ELA mit Gleichung (2.22) für viele
Streuvektoren q angepasst:
Φ(t)∝
h
fq −H ′q ln(t/τβ) +H ′′q ln2(t/τβ)
i
exp(−t/τα).
Dabei handelt es sich bei der Zuweisung der Begriffe α- und β-Relaxationen um An-
nahmen des Modells. Ob ein Protein diese beiden Prozesse aufweist, ist wie in Kapitel
2.3 eingeführt, unklar.
Die Fits sind in Abb. 5.4 bei der Temperatur 310 K zu sehen. Die Variation des Streu-
vektors überstreicht Werte von q = 5 nm−1 bis 95 nm−1 und damit Längenskalen
von 1.2 nm - das entspricht etwa dem halben Proteindurchmessers - bis hinunter zu
0.066 nm, der halben Länge einer CH-Bindung.
Der anomale Abfall tritt bei allen Streuvektoren auf und an alle Kurven schließt sich
für lange Zeiten ein exponentieller Abfall an. Für den Fit wurde die Zeitkonstante τβ
streuvektorunabhängig auf 100 ps gesetzt. Die q-Abhängigkeit der Relaxationszeitτα-
passt zur Annahme einer Diffusionsbewegung: τα(q) ∝ q2. Für große q ist der hintere
Abfall jedoch so gering, dass große Unsicherheiten für τα resultieren. Die quadratische
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Abhängigkeit des τα vom Streuvektor wurde daher in einem zweistufigen Fitverfahren
festgesetzt.
Mit den so beschriebenen Fits lassen sich sowohl die Daten des Elastins als auch die
etwas gestreckteren Daten des Myoglobins gut anfitten. Die Übereinstimmung der Fits
hängt nicht vom genauen Wert von τβ ab.
Die Werte der freien Parameter: der Ergodizitätsparameter fq, und die Amplituden H
′
q
und H ′′q sind in Abbildung 5.5 für Elastin bei verschiedenen Temperaturen zu sehen.
Die Modenkopplungstheorie macht Vorhersagen für diese drei Parameter [156,241].
(1) Der Nichtergodizitätsparameter fq ist unabhängig vom Kontrollparameter (hier
der Temperatur), wenn das System in der Nähe einer Singularität ist,
(2) die kritische Amplitude H ′q > 0 weist ein Maximum auf und lässt sich faktori-
sieren in einen q-abhängigen und einen q-unabhängigen Term: H ′q = h(q)b(T ).
Folglich ist nur die Höhe, nicht aber die Position des Maximums als Funktion des
Streuvektors q von der Temperatur abhängig.
(3) H ′′q ist bei kleinen Wellenvektoren negativ was einen konvexen Verlauf der Streu-
funktionen anzeigt, während es bei größeren Wellenvektoren durch positive Wer-
te den konkaven Verlauf widerspiegelt [156].
Diese Vorhersagen werden nun anhand der freien Fitparameter in Abbildung 5.5(a)
für Elastin und (b) für Myoglobin überprüft. Für hohe Temperaturen T > 240− 250 K
treffen diese Vorhersagen gut zu. Sowohl für Elastin als auch für Myoglobin liegen die
Werte des Nichtergodizitätsparameter etwa übereinander, die Position des Maximums
(a) (b)
Abb. 5.4: Inkohärente intermediäre Streufunktion a) des 8ELA Systems bei 310 K und b)
des Myoglobins bei 300 K für verschiedene Streuvektoren q. Die durchgezogenen Linien
entsprechen Fits mit Gleichung (2.22).
87
von H ′q variiert kaum und H ′′q weist einen Nulldurchgang auf. Aus dem Nulldurchgang
lässt sich die Längenskala des beteiligten Prozesses berechnen [241]. Für Elastin ist die
Längenskala bei 280 K: 2pi/q(H ′′ = 0)≈ 1.25 Å, der logarithmische Abfall wird folglich
durch lokale Bewegungen verursacht. Mit sinkender Temperatur ist der Nulldurchgang
bei größerem Streuvektor zu beobachten. Gemäß der Überlegung von Sciortino [241]
lässt dies auf eine abnehmende Amplitude schließen.
Für tiefere Temperaturen wird die Abweichung von den durch die Modenkopplungs-
theorie vorhergesagten Eigenschaften der Fitparameter größer. Der Verlauf des Nich-
tergodizitätsparameters wird temperaturabhängig, ebenso wie das Maximum der Am-
plitude H ′q. Insbesondere weist auch H ′′q keinen Nulldurchgang mehr auf, dieser er-
scheint zu großen q verschoben. Dies schränkt die Gültigkeit des Fits auf hohe Tempe-
raturen ein.
Die Gültigkeit des Fits wird weiterhin dadurch eingeschränkt, dass die Analyse kritisch
davon abhängt in welchem Zeitbereich Gleichung (2.22) an die Daten gefittet wird.
Diese Beobachtung ist in Abbildung 5.6 am Beispiel des Fitparameters H ′′ für die wel-
lenvektorabhängige Analyse der Streufunktionen von Elastin 8ELA bei 280 K gezeigt.
Je nach Zeitraum verschiebt sich der konvex-zu-konkav-Übergang zu immer kleineren
Zeiten oder verschwindet fast vollständig. Diese Abhängigkeit vom Fitbereich könnte
von kleineren Oszillationen im Übergangsbereich zwischen intramolekularen Vibratio-
nen und dem Beginn der β-Relaxation stammen. Die oben vorgestellte Analyse wurde
(a) (b)
Abb. 5.5: Fitparameter für a) Elastin und b) Myoglobin als Funktion des Streuvektors q
für verschiedene Temperaturen T .
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im Zeitraum 1 ps bis 3.2 ns für Elastin und 1 ps bis 7.9 ns für die Myoglobin-Daten
durchgeführt.
Zuletzt wurde eine weitere Vorhersage der MCT in der Nähe von Übergängen höherer
Ordnung überprüft. Nach Sperl ist das MSD in der Nähe von Übergängen höher Ord-
nung durch Subdiffusion gekennzeichnet und das Ausmaß der Subdiffusion, sprich die
Steigung α, hängt vom Abstand ε= T − Tc zur Singularität ab [248]
〈r2〉= A(t/τ)x mit x ∝pε. (5.3)
Die Steigung des MSD im intermediären Zeitbereich bei verschiedenen Temperaturen
in Abbildung 5.7 weist jedoch keine sichtbare Temperaturabhängigkeit auf.
Treten wir einen Schritt zurück und rekapitulieren die physikalischen Annahmen
der Modenkopplungstheorie: Ausgangspunkt der Analyse ist die Entwicklung der
Modenkopplungstheorie für Singularitäten höherer Ordnung. Bei Übergängen höhe-
rer Ordnung gibt es zwei verschiedene Mechanismen des strukturellen Arrests (vgl.
Kap. 2.2.2). Es bleibt unklar, welches neben der Hard-Core-Abstoßung der zweite Me-
chanismen des strukturellen Arrests in Proteinen sein kann. Analog zu den Beispielen
sind in Kap. 2.2.2 könnten hierfür einerseits nichtkovalente Wechselwirkungen (z.B.
Wasserstoffbrückenbindungen) in Frage kommen, andererseits könnte das Wasser ein
Confinement für die Proteine darstellen, wenn es stark unterkühlt und glasartig wird.
Unter der Annahme, dass es einen physikalisch plausiblen Erklärungsansatz für den
zweiten Mechanismus des strukturellen Arrests gibt, können die Ergebnisse bewertet
werden.
Die Modenkopplungstheorie höherer Ordnung gilt in der Nähe eines Flüssig-Glas-
Übergangs. Der hintere Abfall wird in diesem Interpretationsansatz als α-Relaxation
und der logarithmischen Abfall als β-Relaxation interpretiert. Die Fits wurden über
Abb. 5.6: Streuvektorabhängigkeit des Fitparameters H ′′q für hydratisiertes Elastin bei
280 K.
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den großen einen Temperaturbereich von 200-300 K durchgeführt. Die Annahme, dass
sich das untersuchte System über den gesamten Temperaturbereich in der Nähe ei-
ner Singularität höherer Ordnung befindet, kann in Zweifel gezogen werden. Damit
lässt sich erklären, dass die Analyse nur für einen kleineren Temperaturbereich zu
Ergebnissen in Übereinstimmung mit den Vorhersagen führt (vgl. Abb. 5.5). Der Tem-
peraturbereich, in dem die Modenkopplungsvorhersagen die Daten gut beschreiben,
stimmt gut mit dem Temperaturbereich überein, in dem diese Übereinstimmung für
Lysozym ebenfalls beobachtet wurde [156].
Unklar ist jedoch, weshalb bei tieferen Temperaturen größere Abweichungen von den
Vorhersagen zu beobachten sind, als bei höheren Temperaturen. Wir haben es hier al-
so mit einem sehr widersprüchlichen Bild zu tun. Einerseits nimmt unser Fit klar an,
dass wir uns im flüssigen Bereich des Phasendiagramms befinden, folglich sollte eine
Temperaturerniedrigung auf die Singularität zu führen, andererseits nimmt die Abwei-
chung für niedrigere Temperaturen aber zu.
Die Analyse ergibt, dass sich die Modenkopplungstheorie höherer Ordnung zwar im
Rahmen gewisser Temperaturen zum Fit der Daten anwenden lässt, die physikalische
Interpretation jedoch schwierig ist.
Fraktionaler Ornstein-Uhlenbeck-Prozess
Zuletzt wurde die fraktionale Fokker-Planck-Gleichung mit einem harmonischen Po-
tential, also der fraktionale Ornstein-Uhlenbeck-Prozess getestet. Dieser Teil der Aus-
wertung wurde von Felix Klameth durchgeführt.
Ausgangspunkt der Analyse ist das MSD bei verschiedenen Temperaturen. Das MSD für
einen fraktionale Ornstein-Uhlenbeck-Prozess geht aus Gleichung (2.27) nach Ersetzen
des Faktors 2 durch den Faktor 6 hervor, um die Diffusion in drei Raumrichtungen zu
berücksichtigen:
r2(t) = 6〈r2〉

1− Eα
 t
τ
α
. (5.4)
Diese Gleichung wurde an die MSD-Daten des Elastins (vgl. Abb. 5.7(a)) im Tempera-
turbereich 200-260 K gefittet. Für höhere Temperaturen erstreckt sich der Bereich der
subdiffusiven Dynamik über einen zu kurzen Zeitbereich, um gut gefittet zu werden.
Zunächst wird mit zwei freien Fitparametern, α und 〈x2〉 gefittet. Der Fitparameter
τ wurde im gesamten Temperaturbereich auf τ = 0.4 ns konstant gehalten. Der Fit-
parameter α wird temperaturunabhängig zu α = 0.16 ± 0.02 bestimmt. Schließlich
wurden die Kurven mit nur einem freien Fitparameter 〈x2〉 angepasst. Da die übri-
gen Fitparameter temperaturunabhängig sind, enthält dieser Fitparameter die gesamte
Temperaturabhängigkeit. Der Fit passt die Daten in einem weiten Temperaturbereich
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Abb. 5.7: a) Mittleres Verschiebungsquadrat und b) intermediäre inkohärente Streu-
funktion des Elastinmodells 8ELA. Die durchgezogenen Linien sind Fits mit Gleichung
(2.27) (in a) und mit (2.28) (in b). Das Inset zeigt die Temperaturabhängigkeit der
mittleren Verschiebungsquadrate.
(s. Abb. 5.7(a)) gut an. Für die mittlere quadratischen Positionsfluktuation 〈r2〉 wur-
de ein näherungsweise linearer Anstieg mit der Temperatur gefunden, wie das Inset
in Abbildung 5.7(a) zeigt. Die lineare Temperaturabhängigkeit ist in Einklang mit der
erwarteten Zunahme des MSD in einem harmonischen Potential.
Die anhand des mittleren Verschiebungsquadrats bestimmten Fitparameter α und 〈r2〉
wurden nun zur Beschreibung der intermediären Streufunktion verwendet und in Glei-
chung (5.5) eingesetzt
S(q, t) = exp
−q2〈r2〉 ∞∑
n=0
q2n〈r2〉n
n!
Eα

−n
 t
τ
α
. (5.5)
Dabei wurde über n≤ 5 summiert. Diese berechneten und nicht gefitteten Kurven sind
zusammen mit den Elastindaten in Abbildung 5.7(b) zu sehen. Die Übereinstimmung
ist ausgesprochen gut. Dieselbe Analyse wurde für verschiedene q-Vektoren ausgeführt.
Die Daten und die berechneten Streufunktionen sind in Abbildung 5.8 sehen.
Der fraktionale Ornstein-Uhlenbeck-Prozess erlaubt eine gute Anpassung der Daten
unter Annahme eines harmonischen Potentials für die Bewegungen einzelner Teilchen.
Diese Annahme wird durch die Untersuchung der Potentiale in Abschnitt 5.1.2 bestä-
tigt.
Geringe Abweichungen von den Vorhersagen des fraktionalen Ornstein-Uhlenbeck-
Prozesses treten jedoch zu Tage, wenn die Krümmung der Kurven der Streufunktion
systematisch untersucht wird. Die Abweichung der Daten von einem logarithmischen
Gesetz wird nun als Funktion der Zeit ausgewertet. Unter der Annahme, dass für den
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(a) (b)
Abb. 5.8: a) S(q, t) für Elastin bei T = 245 K für verschiedene Streuvektoren q. Die
Linien sind Berechnungen der Streufunktion mit Gleichung (5.5) und den Fitparametern
aus dem Fit der Daten in Abbildung 5.7 b) Differenz ∆(t) nach Gleichung (5.7) für
Elastin 8ELA bei verschiedenen Temperaturen und q = 25 nm−1.
Zeitbereich der β-Relaxation von ca. 3 ps bis 150 ps die Streufunktion in der semi-
logarithmischen Auftragung eine Gerade ist, so lässt sich ihr Abfall berechnen über:
L(t) = F2(t1) +

F2(t2)− F2(t1) ln(t)− ln(t1)ln(t2)− ln(t2) . (5.6)
Die Abweichung der berechneten Streufunktionen von dieser Annahme wird mittels
des Parameters ∆ evaluiert.
∆(t) = F2(t)− L(t) (5.7)
∆ ist für verschiedenen Temperaturen des Systems 8ELA in Abbildung 5.8(b) aufgetra-
gen. Für ∆ > 0 ist die Krümmung der Streufunktion S(q = 25 nm−1, t) konvex, ∆ < 0
zeigt ein konkaves Abweichen von einem linearen Verhalten in der semilogarithmi-
schen Auftragung an. Die beobachteten Abweichungen von einer Gerade sind für alle
Temperaturen klein (< 10−3). Für tiefe Temperaturen ist die Krümmung deutlich kon-
vex, bei T = 245 K nähert sie sich der Geraden an, bei hohen Temperaturen wird die
Krümmung konkav.
Dieses Verhalten wird von dem fraktionalen-Ornstein-Uhlenbeck-Prozess nicht vorher-
gesagt. In der Modenkopplungstheorie höherer Ordnung wird zwar ein Übergang
zwischen einer konkaven und einer konvexen Krümmung der Streufunktion erwar-
tet, dieser tritt jedoch in Abhängigkeit vom Streuvektor auf (vgl. Abb. 5.5) und soll in
der Nähe der Singularität näherungsweise temperaturunabhängig sein [249]. Die ge-
fundene Temperaturabhängigkeit lässt sich folglich durch keinen der beiden Ansätze
erklären.
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Eine Änderung der Krümmung als Funktion der Temperatur könnte stattdessen durch
einen breiten Relaxationsprozess hervorgerufen werden, der durch das Zeitfenster
läuft. Bei tiefen Temperaturen wird die Langzeitflanke gemessen, die Krümmung
ist folglich konvex, bei hohen Temperaturen schiebt die Kurzzeitflanke in das ps-ns-
Zeitfenster und verursacht eine konvexe Krümmung der Streufunktion.
Vergleich der drei Ansätze
Der anomale Korrelationsabfall in Myoglobin und Elastin wurde mit drei verschiedenen
Interpretationsansätzen ausgewertet: mit der β-Relaxation des Energielandschafts-
bildes, mit einer Diffusion in einem rauen, harmonischen Potential und mit der β-
Relaxation der Modenkopplungstheorie.
Der anomale Korrelationsabfall lässt sich im Bereich von ps bis ns in Rotations- und
Translationskorrelationsfunktionen beobachten. Bei längeren Zeiten wird bei höheren
Temperaturen ein zusätzlicher Relaxationsprozess beobachtet. Alle drei Ansätze stim-
men darin überein, dass sie den anomalen Abfall als einen lokalen Relaxationsprozess
beschreiben. Die Vorhersagen für das jeweilige Verhalten unterscheiden sich jedoch.
Besonders wertvoll zur Unterscheidung sind die Vorhersagen zur Temperaturabhängig-
keit der Steigung der Korrelationsfunktionen und des mittleren Verschiebungsquadrats.
Die Dynamik in den Proteinen Elastin und Myoglobin ist qualitativ sehr ähnlich. Auch
stimmt die Modenkopplungsanalyse für Elastin mit den in der Literatur vorgestellten
Werten des Lysozyms [156] gut überein. Der anomale Abfall ist folglich nicht protein-
spezifisch. Darüber hinaus wurde der anomale Korrelationsabfall sowohl in niedrighy-
dratisierten kurzen Peptiden als auch in niedrighydratisierten Polymeren gefunden.
Diese Befunde lassen darauf schließen, dass der anomale Korrelationsabfall keine Ei-
genschaft von Proteindynamik, sondern vielmehr eine charakteristische Eigenschaft
von dichten, ungeordneten Systemen ist.
Die Ergebnisse der Modelle im Einzelnen sind:
• Mit dem aus dem Energielandschaftsbild mit einer exponentiellen Verteilung der
Energiebarrieren resultierenden Potenzgesetz für die Korrelationsfunktionen las-
sen sich die Daten im intermediären Zeitbereich gut anpassen. Abweichend von
der Vorhersage einer linearen Temperaturabhängigkeit wird jedoch eine expo-
nentielle Temperaturabhängigkeit des Exponenten n in Gleichung (5.1) gefun-
den.
• Die Anwendung der Modenkopplungstheorie höherer Ordnung sagt ein logarith-
misches Verhalten im Bereich der β-Relaxation vorher. Mit der Vorhersage der
MCT lassen sich die simulierten Daten im intermediären Zeitbereich gut an-
passen. Weiterhin wird auch der hintere Abfall mit Gleichung (2.22) beschrie-
ben. Die Analyse der Daten mit der Modenkopplungstheorie hängt jedoch sehr
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stark davon ab, in welchem Zeitbereich die Auswertung vorgenommen wird.
Dies schränkt die Aussagekraft der Interpretation ein. Darüber hinaus wurde die
vorhergesagte Temperaturabhängigkeit des Exponenten nicht gefunden. Die Mo-
denkopplungstheorie nimmt an, dass der hintere Abfall durch einen α-Prozess
beschrieben werden kann. Wie später gezeigt, deuten die hier vorgestellten Si-
mulationen auf einen andere Interpretation hin (vgl. Kap. 5.1.2).
• Zuletzt wurde der fraktionale Ornstein-Uhlenbeck-Prozess zur Beschreibung her-
angezogen. Im Rahmen dieses Ansatzes konnten mit Hilfe von zwei temperatu-
runabhängigen Fitparametern sowohl die Temperaturabhängigkeit des mittleren
Verschiebungsquadrats und der intermediären Streufunktion als auch die Streu-
vektorabhängigkeit letzterer beschrieben werden. Die Temperaturabhängigkeit
wird in diesem Modell allein durch die Fluktuation des mittleren Verschiebungs-
quadrats 〈x2〉 in einem harmonischen Potential hervorgerufen. 〈x2〉 variiert line-
ar mit der Temperatur, in Übereinstimmung mit der Vorhersage für ein harmo-
nisches Potential. Die genaue Form des Potentials der Stickstoffatome wird im
folgenden Abschnitt berechnet.
Der fraktionale Ornstein-Uhlenbeck-Prozess und die Modenkopplungstheorie beschrei-
ben wichtige Aspekte der Simulationsergebnisse. Allerdings kann keiner der Ansätze
alle Phänomene im betrachteten Temperaturbereich erklären. Der gefundene Übergang
der Krümmung der Kurven von konkav zu konvex, kann außer durch die Nähe zu ei-
ner Singularität höherer Ordnung auch durch eine breite β-Relaxation hervorgerufen
werden, die sich durch das ps-ns Zeitfenster schiebt. In der hier verwendeten Versi-
on der MCT wird für den β-Peak jedoch eine nahezu temperaturunabhängige Position
vorhergesagt [249], die Modenkopplungstheorie erklärt die beobachtete Temperatur-
abhängigkeit folglich nicht.
Über die oben gestellten Fragen hinaus, bleibt weiterhin sowohl der dem logarith-
mischen Abfall zu Grunde liegende Mechanismus unklar, wie auch der Ursprung des
beobachteten Langzeitabfalls. Beides soll in den folgenden Abschnitten näher unter-
sucht werden.
5.1.2 Informationen über mikroskopische Proteindynamik
Im vorangegangenen Abschnitt wurde die anomale Proteindynamik mit drei Modellen
untersucht. Daraus ergeben sich weitere Fragen, die nun mit Hilfe von mikroskopi-
schen Informationen weiter untersucht werden sollen:
• Wie sieht das effektive Potential der Atome im Zeitbereich des anomalen Abfalls
aus?
• Was ist die Ursache des bei langen Zeiten auftretenden Abfalls der Korrelations-
funktionen?
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Um diese Fragen zu beantworten, wird zunächst die mikroskopische Dynamik insbe-
sondere mit Hilfe der Berechnung von Potentialen untersucht, anschließend wird der
Langzeitabfall analysiert und schließlich die Korrelation der Bewegung entlang der
Aminosäurekette ausgewertet.
Potentiale
Die Form des Potentials, das ein Atom im intermediären Zeitbereich exploriert, wird
vom Energielandschaftsansatz und vom fraktionalen Ornstein-Uhlenbeck-Prozess als
zeitunabhängig angenommen [141]. Diese Annahme kann überprüft werden, indem
das Potential der mittleren Kraft U(x) mittels Gleichung (5.8), wie in Kap. 3.4.3
beschrieben, aus den Trajektorien der Atome für verschieden lange Trajektorien be-
rechnet wird
U(x − x) =−kBT ln [P(x − x)] . (5.8)
Das ensemblegemittelte Potential U(x−x) in x-Richtung für die Proteinstickstoffatome
ist in Abbildung 5.9 dargestellt. Für kurze Zeiten wird es gut durch ein harmonisches
Potential beschrieben. Für Zeiten, die außerhalb des Zeitbereichs anomaler Dynamik
liegen, werden die Abweichungen von einem harmonischen Potential zunehmend grö-
ßer, die Potentiale sehen näherungsweise dreieckig aus. Die großen Abweichungen von
der mittleren Auslenkung bedeuten, dass die Langzeitrelaxation einsetzt und anharmo-
nische Bewegung ermöglicht.
Abb. 5.9: a) Mittleres Potential U(x− x) der Stickstoffatome von Elastin 8ELA als Funk-
tion der Trajektorienlänge für T = 310 K.
Abbildung 5.9 zeigt, dass das Potential der mittleren Kraft mit längeren Zeiten zuneh-
mend anharmonisch wird. Diese Potentiale sind Ensemblemittel. Weitergehende Infor-
mationen können durch die Untersuchung der Potentiale einzelner Atome gewonnen
werden.
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Abb. 5.10: Beispiele von Trajektorien a) eines Atoms, das keine Sprünge ausführt b)
eines Atoms, das einen Sprung zu einem neuen Platz ausführt c) eines Atoms, das
einen Dreiplatzsprung ausführt. Die erste Spalte zeigt die 2D-Darstellung der Trajek-
torie, die zweite Spalte zeigt die Zeitabhängigkeit der Trajektorie in 1D-Darstellung und
in der dritten Spalte sind die zugehörigen Potentiale abgebildet. Die farbigen Kurven
sind laufende Mittelwerte über 100 Zeitpunkte und sollen die Zuordnung von Spalte 1
und Spalte 2 erleichtern.
Bei der Berechnung der Potentiale einzelner Atome können verschiedene Trajektorien
unterschieden werden. Drei typische Verhalten sind in Abbildung 5.10 gezeigt: (a) eine
Trajektorie ohne Sprünge, (b) eine Trajektorie mit einem Sprung, (c) eine Trajektorie
eines Dreiplatzsprunges, wie er für Methylgruppen typisch ist.
Die Spalten zeigen in der ersten Spalte die Projektion der Trajektorien in x-y-Richtung,
in der zweiten Spalte die Trajektorien in y-Richtung als Funktion der Zeit und in der
dritten Spalte das Potential. Die farbigen Linien zeigen den gleitenden Mittelwert über
100 ps. Sie dienen zur Veranschaulichung, des zeitlichen Verlaufs der Trajektorien in
den Punktwolken der ersten Spalte. In allen Trajektorien lassen sich deutlich zwei Be-
wegungsarten unterscheiden: Vibrationsbewegungen und Sprungbewegungen.
Welchen Anteil haben nun die verschiedenen Trajektorienarten? Korreliert ihr Anteil
mit dem Abfall der Streufunktion? Der Anteil der Trajektorienarten wurde in der Ba-
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chelorarbeit von Kai Stroh [251] für PPO bestimmt. Dazu wurden die Potentiale der
Einzelatome bis zu einem Wert des Potentials von U(x− x) = 0.1 eV mit einem harmo-
nischen Fit angepasst
U(x − x) = A+ kx2 (5.9)
und der Wurzel der mittleren quadratischen Abweichung (root mean square error, RM-
SE) dieses Fits bestimmt. Im Ergebnis konnte für PPO gezeigt werden, dass die meisten
Einzelpotentiale eine harmonische Form aufweisen, während jene, deren RMSE groß
ist, eine Doppelmuldenform haben. Weiterhin wurde gezeigt, dass die Zahl der Dop-
pelmuldenpotentiale klein im Vergleich zu den harmonischen ist.
Diese Auswertung wurde für die Simulation des Proteins Elastin 8ELA-AA bei T =
300 K wiederholt und ist in Abbildung 5.11(a) gezeigt. Die untere rote Linie mar-
kiert die Kraftkonstanten der Potentiale für die einzelnen Stickstoffatome2. In grün
ist (oben) der RMSE-Wert aufgetragen. Die Abweichung von einem harmonischen Ver-
halten ist auch im Protein für die meisten der Potentiale sehr klein. Ist der Fehler des
Fits groß (z.B. eingekreiste Werte), so sind die Potentiale meist Doppelmuldenpotentia-
le oder zumindest stark verbreitert. Aus den Doppelmuldenpotentialen lässt sich eine
typische Sprunglänge l von ca. 0.1-0.2 nm ablesen (vgl. Abb. 5.10(b)).
Sarah Schneider bestimmte in ihrer Bachelorarbeit [240] daran anknüpfend die Vertei-
lung der Kraftkonstanten k für Potentiale aus Simulationen verschiedener Länge und
fand, dass eine Verteilung vorliegt, deren Mittelwert mit zunehmender Trajektorienlän-
ge zu kleineren Werten, also breiteren Potentialen, verschiebt. Dies ist in Abb. 5.11(b)
aufgetragen. Dieser Befund zeigt, dass die Form der Potentiale zeitabhängig ist.
Im Rahmen des Bildes eines fraktionalen Ornstein-Uhlenbeck-Prozesses, lässt sich die-
se Verschiebung der Kraftkonstantenverteilung mit zunehmender Länge der Trajekto-
rie zu kleineren Werten wie folgt verstehen: Bei kurzen Zeiten exploriert ein Teilchen
lediglich ein Unterminimum des rauen harmonischen Gesamtpotentials, für längere
Zeiten wird der explorierte Bereich des Gesamtpotentials größer und strebt gegen
den Grenze, den das harmonische Gesamtpotential vorgibt. Der mittlere explorierte
Bereich ist durch Gleichung 5.4 für das mittlere Verschiebungsquadrat ausgedrückt.
Daraus lässt sich über
〈x2〉= kbT
k
(5.10)
die Kraftkonstante des harmonischen Potentials berechnen [142], die als Grenzfall für
lange Zeiten erwartet wird. Die aus Abb. 5.7 und Gleichung (5.10) für das harmo-
nische Gesamtpotential ermittelte Kraftkonstanten sind in Abb. 5.10(d) aufgetragen
und in Abb. 5.10(c) als senkrechte Linien für die jeweiligen Temperaturen markiert.
In diesem Bild ist zu erwarten, dass die Verteilung der Kraftkonstanten sich mit zu-
nehmender Länge verschmälert und gegen diesen Grenzfall strebt. Dies stimmt mit
2 Ausgewertet wurde jeweils das Stickstoffatom des ersten Glycins in einem „VPGVG“-Monomer. Da-
durch wurde der Aufwand die einzelnen Stickstoffatom zu adressieren minimiert.
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Abb. 5.11: Analyse der Kraftkonstanten a) Kraftkonstanten RMSE-Wert der Stickstoffa-
tome im System ELA8 als Funktion der Aminosäure b) Verteilung der Kraftkonstanten
aus Potentialen verschieden langer Trajektorien c) Verteilung der Kraftkonstanten aus 10
ps langen Trajektorien bei verschiedenen Temperaturen d) Langzeitlimes der Kraftkon-
stanten berechnet aus 〈x〉 aus Abb. 5.7.
dem beobachteten Verlauf überein. Darüber hinaus wird in diesem Bild eine Verschie-
bung der Kraftkonstanten zu kleineren Werten mit steigender Temperatur erwartet.
Auch diese Vorhersage wird von den Simulationsdaten gut wiedergegeben, wie in Abb.
5.10(c) gezeigt.
Eine weitere Bestätigung dafür, dass ein harmonisches Potential die Bewegung der
Atome bei kurzen Zeiten dominiert liefert die Auswertung der bedingten Wahrschein-
lichkeiten nach Gleichung (3.88). Wie in Abschnitt 3.4.3 erläutert, beschreibt diese
Größe eine Korrelation zwischen den Richtungen der Bewegungen in den Zeitinterval-
len t12 und t23
x23(r12) =
*
~r23 · ~r
j
12
r j12
(δ(r j12− r12))
+
.
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(a) (b)
Abb. 5.12: a) Bedingte Wahrscheinlichkeitsfunktion mit t23=1 ns und Van-Hove-
Translationsfunktion in logarithmischer und linearer Darstellung für a)-c) Myoglobin
bei 300 K und d)-f) Elastin bei 310 K. Die durchgezogenen Linien in a) und b) sind
Geraden mit der Steigung -1/2.
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Die bedingten Wahrscheinlichkeiten sind in Abbildung 5.12 für Myoglobin und Elastin
jeweils für t23 = 1 ns und für verschiedene Zeiten t12 bei T = 300 K bzw. T = 310 K
dargestellt. Ergänzend dazu sind in den Abbildungen 5.12(b,c,e,f) die nach Gleichung
(3.85) berechnete van-Hove-Translationsfunktion aufgetragen.
Liegt ein harmonisches Potential vor, so weist die bedingte Wahrscheinlichkeit x23(r12)
eine Steigung von -1/2 auf [276]. Dies ist sowohl für Myoglobin als auch für Elas-
tin zu sehen. Für r12, die größer sind als eine typische Sprunglänge r12 > l, wird
x23(r12) konstant. Wird der Zeitabschnitt t12 länger gewählt, so treten für Elastin Ab-
weichungen von der Steigung -1/2 auf. Solche Abweichungen sind für lange Zeiten zu
erwarten, wenn ein Teilchen sich dem Grenzfall freier Diffusion annähert (erkennbar
an der Gaußverteilung in der Van-Hove-Funktion in Abbildung 5.12(f)). In diesem Fall
spüren die Teilchen den Effekt des lokalen Potentials nicht mehr und die Strecke r12 ist
nicht mehr durch das Minimum des harmonischen Potentials vorgegeben.
Zum Vergleich mit der Translations-van-Hove-Funktion ist in Abbildung 5.13 die van-
Hove-Orientierungsfunktion für Elastin (8ELA-AA) bei verschiedenen Temperaturen im
Zeitbereich des anomalen Abfalls (t = 500 ps) an (s. Gl. (3.86)) gezeigt. Die Winkel-
verteilung weist einen exponentiellen Schwanz auf. Dies ist die Signatur von Bewegung
in einem Käfig aus nächsten Nachbarn und wird für kurze Zeiten und tiefe Temperatu-
ren auch in Bulkwasser gefunden (vgl. Abb. A.1). Wird dieser mit einer exponentiellen
Funktion gefittet
P(χ) =
1
Γ0
exp

− χ
Γ0

, (5.11)
so lässt sich der charakteristische Winkel Γ0 bestimmen. Dieser ist in Abbildung 5.13(b)
als Funktion der Temperatur aufgetragen.
Die Verteilung zeigt, dass der Hauptteil der Atome kleinwinklige Bewegungen ausführt
und dass der charakteristische Winkel mit der Temperatur zunimmt. Die Ergebnisse
aus der van-Hove-Orientierungskorrelationsfunktion wird in Kapitel 8 verwendet, um
mit Hilfe von Random-Walk-Simulationen NMR-Spektren zu berechnen.
Langzeitabfall
An die im Abschnitt 5.1.1 charakterisierte anomale Dynamik, die auf einer Zeitskala
von ps zu wenigen ns stattfindet, schließt sich ein stärkerer Abfall an. Dieser wird im
Rahmen der Modenkopplungstheorie als α-Prozess interpretiert. In diesem Abschnitt
soll die Ursache dieses Abfalls genauer untersucht werden.
Dazu wird der Schwingungsanteil der Simulation abgetrennt, indem wie oben be-
schrieben Kurzzeitsimulationen zu verschiedenen Zeitpunkten entlang der Trajektorie
durchgeführt werden. Für jeden Punkt entlang der Trajektorie wird nun die Schwin-
gungsbewegung durch Mittelung über 1000 Zeitschritte mit∆t = 0.01 ps entfernt. Für
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Abb. 5.13: Semilogarithmische Auftragung der Van-Hove-Orientierungskorrelations-
funktion für die Cα-Hα-Reorientierung bei t = 500 ps für verschiedene Temperaturen.
Im hintere Teil ist mit einer Exponentialfunktion gefittet (gestrichelte Linien). Die aus
dem Fit gewonnenen charakteristischen Winkel wurden temperaturabhängig in b) auf-
getragen.
die so gewonnene mittlere Position der Teilchen wird nun sowohl das mittlere Verschie-
bungsquadrat (nach Gl. (3.84)) als auch die intermediäre inkohärente Streufunktion
(nach Gl. (3.82)) berechnet.
Die erhaltenen Funktionen sind in Abbildung 5.14(a) für Elastin (8ELA-AA) aufgetra-
gen. Zum Vergleich ist das normale MSD als durchgezogene Linie eingezeichnet. Über
einen Zeitbereich von 30 ps bis 30 ns zeigt der Schwerpunkt eine Zeitabhängigkeit des
MSD proportional zu t1/2. Diese Abhängigkeit gilt sogar unterhalb des Schwingungs-
plateaus. In Abbildung 5.14(b) sind die Streufunktion, die ohne die sonst übliche Mit-
telung über viele Zeitaufpunkte gewonnen werden3, aber den Schwingungsanteil ent-
halten, als durchgezogene Linien abbildet. Es ist zu erkennen, dass die beiden Größen
für lange Zeiten zusammenfallen. Der hintere Abfall der Streufunktion wird folglich
von der Schwerpunktsbewegung der Potentiale verursacht. Für Myoglobin wird die-
selbe Zeitabhängigkeit mit t1/2 gefunden (s. Abb. 5.15). Erneut zeigt sich, dass die
Struktur des Proteins für die Dynamik im betrachteten Zeitbereich eine untergeordne-
te Rolle spielt.
Der Befund wirft neue Fragen auf. Wie kann dieses Potenzgesetz für das Langzeit-
verhalten des MSD erklärt werden? Die Proportionalität des MSD zu t1/2 erinnert an
Polymerdynamik im Rouse-Regime (vgl. Abb. 2.3). Um diese Ähnlichkeit zu demons-
3 In der üblichen Auswertung wird durch Verschiebung des Zeitaufpunktes entlang der Trajekto-
rie eine Zeitmittelung durchgeführt. Für die begrenzte Zahl an Kurzzeitsimulationen ist dies nicht
möglich. Deshalb wurde bei der Auswertung der Vergleichsfunktionen mit Schwingungsanteil dar-
auf ebenfalls verzichtet.
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trieren, ist in Abbildung 5.15(b) zusätzlich zu den MD-Simulationsdaten des Elastins
bei T = 370 K, das experimentell mit Field-Cycling-NMR bestimmte MSD von Poly-
butadien bei T = 393 K aus [226] aufgetragen. Die Daten wurden so gewählt, dass
sowohl Molekulargewicht als auch Temperatur etwa übereinstimmen. Der qualitative
Verlauf der beiden Substanzen ist sehr ähnlich.
Die in den Simulationen erhaltenen Werte des MSD sind um mehr als eine Größen-
ordnung kleiner, als die experimentell erhaltenen Daten. Dies kann mehrere Ursachen
haben. Zum einen wird hier die Dynamik von Protonen mit denen der schwereren
Stickstoffatomen verglichen, das simulierte MSD von Rückgratprotonen (nicht gezeigt)
weicht jedoch nur geringfügig von dem der Stickstoffatome ab. Zum anderen können
auch unterschiedliche Auswertewege zu Abweichungen dieser Größenordnung führen
(vgl. Abb. 2.8 und Fußnote 16, für ein Beispiel aus der Neutronenstreuung).
Die Dynamik des Polybutadiens lässt sich im Rahmen des Rouse-Modells erklären. Das
Rouse-Modell (vgl. Kap. 2.1.2) sagt im Anschluss an das Schwingungsplateau ein Po-
tenzgesetz für das MSD mit der Zeitabhängigkeit t1/2 voraus. Im Übergangszeitbereich
zwischen diesen beiden Regimen ist in der intermediären Streufunktion der α-Prozess
des Polymers zu sehen, der einen gestreckt-exponentiellen Korrelationszerfall gemäß
Gleichung (2.10) mit der Zeitkonstanten τα auf etwa S(q, t) ≈ 0.1 bewirkt (vgl.
Abb. 2.3). Daran schließt sich ein Potenzgesetz mit t−0.5 an. Dieses Verhalten ist in
den simulierten Streufunktionen nicht zu beobachten. Der Langzeitabfall in S(q, t)
kann somit nicht eindeutig als α-Prozess identifiziert werden.
Abb. 5.14: a) Mittleres Verschiebungsquadrat der Stickstoffschwerpunkte des Elastins
(8ELA_AA) (gemittelt über 10 ps), b) S(q, t) der Stickstoffschwerpunkte. Zum Vergleich
sind die nicht gemittelten Funktionen als Linien eingezeichnet. Die gestrichelten Linien
zeigen Geraden mit der Steigung 1/2 an.
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(a) (b)
Abb. 5.15: a) Mittleres Verschiebungsquadrat der Schwerpunktsbewegung für Myoglo-
bin zum Vergleich mit den Elastin Daten (b) Mittleres Verschiebungsquadrat von Elastin
bei T = 370 K aus MD-Simulationen verglichen mit dem MSD aus Field-Cycling-NMR
Messungen an Polybutadien (M = 196000 Da) bei T = 393 K aus [226].
Eine weiterführende Interpretation könnte mittels einer grundlegenden Analyse der
Proteindynamik im Rahmen des Rouse-Modells möglich sein. In einer Arbeit von Neu-
sius et al. wurde eine solche Analyse für ein 11 Aminosäuren langes Peptid durch-
geführt [192]. Der Zeitbereich in dem für lange Polymere (Entanglement) nach dem
Rouse-Modell das Potenzgesetz t1/2 gilt, wird im Rouse-Modell von der Rouse-Zeit
[57]:
τR =
ξb2(N)2
3pi2kBT
(5.12)
begrenzt. Hierin steht ξ für die Reibungskonstante, N für die Anzahl der Monomere.
Die Rouse-Zeit wird in [192] für das Polypeptid GS5W zu τR = 40 ps abgeschätzt. Die
in [192] gefundene t1/2-Zeitabhängigkeit erstreckt sich jedoch über den Bereich der
Rouse-Zeit hinaus zu längeren Zeiten. Als mögliche Begründung führen die Autoren
an, dass sich gefaltete Proteine nur schlecht mit einem linearen Kugel-Feder-Modell ab-
bilden lassen, denn sie sind durch die intramolekularen Wasserstoffbrückenbindungen
kompakter als gaußsche Knäuel [187]. Um diesem Umstand Rechnung zu tragen, wur-
den generalisierte Rouse-Modelle für Proteine entwickelt [55,99,100,192], welche die
Querverbindungen in Proteinen berücksichtigen. Diese generalisierte Rouse-Modelle
sagen für das Ende des Potenzgesetzes eine längere Zeit voraus als das Rouse-Modell.
Ob solche Modelle die vorliegenden Befunde erklären können, muss in weiteren Stu-
dien untersucht werden.
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Zusammenfassung
Die am Anfang dieses Unterkapitels gestellten Fragen lassen sich mit Hilfe der vorge-
stellten mikroskopischen Analyse der Proteindynamik wie folgt beantworten:
(1) Ein Teilchen bewegt sich vornehmlich in einem harmonischen Potential. Die-
ses Potential ist zeitabhängig und temperaturabhängig. Die häufigste Bewegung der
Proteinrückgrat-Atome ist eine kleinamplitudige Bewegung, deren Amplitude mit der
Temperatur zunimmt. Ob ein rein homogenes Szenario vorliegt lässt sich anhand der
vorgestellten Ergebnisse nicht entscheiden. Um ein heterogenes und ein homogenes
Szenario zu unterscheiden, können Mehrzeitenkorrelationsfunktionen [26, 219] her-
angezogen werden.
(2) Die Proteindynamik wird bei kurzen Zeiten durch die Bewegung in einem lo-
kalen, zeitabhängigen Potential beschrieben, dass sich als ein Explorieren des Käfigs
der nächsten Nachbarn auffassen lässt und lässt sich somit als β-Prozess beschreiben.
Die Schwerpunktsbewegung des lokalen Potentials führt zu einem MSD, das mit t1/2
verläuft. Dieser Bewegungsprozess führt zum hinteren Abfall der Korrelationsfunktio-
nen. Er ist allerdings nicht mit einer α-Relaxation zu erklären. Er ähnelt Erwartungen
für das Rouse-Modell. Eventuell kann eine auf Proteine erweiterten Form des Rouse-
Modells [55,99,100,192] dieses Verhalten erklären.
Nachdem in diesem Abschnitt nun die Proteindynamik charakterisiert wurde, wird im
nächsten Abschnitt auf die Dynamik des Hydratationswassers eingegangen.
5.2 Charakterisierung der Wasserdynamik in MD-Simulationen
Die Anwesenheit von Hydratationswasser erleichtert die Proteindynamik und -funktion
(vgl. Kap. 2.3). Wasser an der Oberfläche eines Proteins zeigt gegenüber Bulk-Wasser
ein verändertes dynamisches Verhalten. In diesem Abschnitt soll die Dynamik des Hy-
dratationswassers kurz charakterisiert werden, bevor im darauf folgenden Kapitel das
Zusammenspiel von Hydratationswasser und Protein genauer untersucht wird.
In Abbildung 5.16 ist die intermediäre inkohärente Streufunktion für ein System aus
Bulkwasser und für das Hydratationswasser in einem System mit h = 0.3 g/g und
8 Elastinmolekülen gezeigt. In Bulkwasser (gestrichelte Linien) wird ein gestreckt-
exponentieller Abfall der Korrelationsfunktionen (s. Abb. 5.16(a)) gefunden.
Dagegen zeigt sich im Hydratationswasser des Proteins bei langen Zeiten ein Potenz-
gesetzabfall. In Abbildung 5.16 ist neben der semilogarithmischen Darstellung auch
die doppelt logarithmische Darstellung beider Systeme gezeigt. Es ist hierin deutlich
zu erkennen, dass die inkohärente intermediäre Streufunktion des Wassers bei kurzen
Zeiten durch den exponentiellen Anteil geprägt wird, während bei langen Zeiten ein
Potenzgesetz-Abfall dominiert. Um dieses Verhalten deutlich erkennen zu können, ist
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Abb. 5.16: Intermediäre Streufunktion für Wasser an 8ELA in a) linearer Darstellung
b) logarithmischer Darstellung. Als gestrichelte Linien sind SPC Bulkwassersimulationen
eingezeichnet.
die doppelt logarithmische Darstellung notwendig, sie wird im Folgenden weiter ver-
wendet.
Im System 8ELA erscheint im Anschluss an das Potenzgesetz bei hohen Temperaturen
ein weiterer exponentieller Zerfall im Zeitfenster. Es ist zu vermuten, dass die Was-
sermoleküle bei hohen Temperaturen und langen Zeiten den Grenzfall freier Diffusion
erreichen, während sie bei tiefen Temperaturen und kürzeren Zeiten durch die umlie-
genden Proteine daran gehindert waren (vgl. MSD in Vogel [271]).
Um zu charakterisieren, welche Wassermoleküle für den Potenzgesetzabfall verant-
wortlich sind, werden Simulationen mit verschiedenen Hydratationsgraden herange-
zogen. Abbildung 5.17(a) zeigt die Streufunktion des Hydratationswassers an Elastin
für verschiedene Hydratationsgrade. Hierin ist deutlich zu erkennen, dass der Korrela-
tionsabfall mit zunehmenden Hydratationsgrad beschleunigt wird, bis bei h = 9.2 g/g
nahezu das Bulk-Verhalten von Wasser reproduziert wird. Diese Beobachtung lässt dar-
auf schließen, dass das Potenzgesetz von den proteinnahen Wassermolekülen verur-
sacht wird. Bei hohen Hydratationsgraden kommt das bulkähnliche Verhalten dadurch
zu Stande, dass der Beitrag der Wassermoleküle an der Oberfläche des Proteins zur
Streufunktion fast vernachlässigbar ist.
Diese Vermutung kann durch Auswertung der Streufunktion der Wassermoleküle als
Funktion des Abstandes von der Wand bestätigt werden. Abbildung 5.17(b) zeigt die
Streufunktionen des Wassers im System 8ELA mit h= 0.3 g/g für verschiedene Abstän-
de zum Protein. Proteinnahe Moleküle zeigen das verlangsamte Verhalten, proteinfer-
ne Wassermoleküle zeigen nahezu Bulkverhalten.
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Abb. 5.17: Intermediäre Streufunktion a) in Abhängigkeit des Hydratationsgrades b) in
Abhängigkeit vom Abstand zum Protein bei T = 240 K bei h= 0.3 g/g.
Die Wasserdynamik ist an der Oberfläche eines Proteins verlangsamt. Dieser Effekt
wurde in MD-Simulationen für andere Oberflächen bereits beobachtet und genau-
er charakterisiert [140, 224]. Wir finden, dass die Steigung der Potenzgesetze vom
Abstand der Wassermoleküle zur Oberfläche abhängt. Dies wurde auch für andere hy-
drophile und hydrophobe Oberflächen gefunden [155].
Die Oberfläche des Proteins hat demnach einen verlangsamenden Einfluss auf die Was-
serdynamik. Der Einfluss der Wasserdynamik auf die Proteindynamik wird im folgen-
den Abschnitt untersucht.
5.3 Zusammenspiel von Protein und Wasserdynamik
Das Zusammenwirken von Protein- und Wasserdynamik erleichtert, wie in Kapitel 2.3
am Beispiel des dynamischen Übergangs vorgestellt, die Bewegungen des Proteins.
Umstritten ist bislang, welche Konzepte diese Kopplung am besten beschreiben. Das
wohl bekannteste Modell für das Zusammenwirken von Wasser und Protein ist das
Versklavungsmodell von Frauenfelder [73, 74, 78]. Dieses geht von einer einseitigen
Kontrolle der Proteinbewegung durch die Wasserbewegung aus. Das Modell geht auf
experimentelle Befunde zurück, in denen die Proteindynamik der Temperaturabhän-
gigkeit des Wassers zu folgen scheint. In neueren Untersuchungen fanden Khodadadi
et al. jedoch experimentelle Ergebnisse, die diesem Bild widersprechen [137]. In die-
sem Abschnitt soll nun mittels zweier Ansätze untersucht werden, welches Zusammen-
spiel zwischen Wasser und Proteindynamik besteht.
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Zunächst wird der Einfluss der Variation des Hydratationsgrades auf die Proteindy-
namik untersucht. In Abbildung 5.17(a) wurde bereits gezeigt, dass ein höherer Hy-
dratationsgrad bewirkt, dass eine größere Anzahl an Wassermolekülen sich bulkartig
verhält. In Abbildung 5.18(a) ist nun die Streufunktion für die Proteinrückgratdyna-
mik gezeigt. Mit höherem Hydratationsgrad nimmt die Korrelationszeit des Langzeit-
abfalls ab, der Zeitbereich über den sich der anomale Abfall erstreckt, verkürzt sich. Bei
h= 9.2 g/g sind schließlich fast exponentielle Abfälle der Streufunktion zu beobachten.
Die Korrelationszeiten τ1/e aus den Streufunktionen sind in Abbildung 5.18(b) in Ab-
hängigkeit des Hydratationsgrades für verschiedene Systeme abgebildet. Die Daten
für das Peptid VPGVG stammen aus den Simulationen des Peptids in der Masterarbeit
von Alexander Janz [124]. Mit steigendem Hydratationsgrad nimmt die Korrelations-
zeit τ1/e ab. Sie ist näherungsweise unabhängig vom simulierten System. Zusätzlich
zu den Bulkwerten sind die Korrelationszeiten von Proteinen in Poren4 eingezeichnet.
Diese sind gegenüber den Bulksystemen etwas verlangsamt. Für Hydratationsgrade
h> 5.0 g/g wird der Grenzfall verdünnter Lösungen erreicht.
Mit Erhöhung des Hydratationsgrad setzt die Schwerpunktsbewegung des Proteins ein.
In Gromacs kann die Trajektorie aller Atome um die Rotation und Translation des Ge-
samtmoleküls korrigiert werden. Die korrigierten Streufunktionen sind als gestrichelte
Linien für h = 0.3 g/g und h = 2.0 g/g in Abbildung 5.18(a) eingezeichnet. Sie unter-
scheiden sich deutlich weniger als die unkorrigierten Streufunktionen. Ausgehend von
der selben Vibrationsamplitude tritt die größte Abweichung im Zeitraum t < 100 ps,
d.h. im Zeitraum des anomalen Abfalls auf. Anschließend verlaufen die Kurven nähe-
rungsweise parallel. Die Menge des Hydratationswassers erleichtert demnach auch die
interne Proteindynamik.
Wasser ermöglicht dem Protein sich als Gesamtmolekül zu bewegen, zu rotieren und
zu translatieren. Darüber hinaus wird die interne Proteindynamik etwas beschleunigt.
Ein durch Vorliegen von Bulkwasser zusätzlich einsetzender dynamischer Prozess, der
von Frauenfelder vorgeschlagen wurde, kann in den vorliegenden Daten nicht iden-
tifiziert werden. Das von Frauenfelder vorgeschlagene Modell wurde für Myoglobin
entwickelt, die Mehrzahl der hier vorgestellten Daten stammt aus Simulationen des
Elastins. In den Abbildungen 5.1, 5.14, 5.15 und 5.18(b) sind jedoch die Simulatio-
nen von Myoglobin und Elastin verglichen und es kann kein qualitativer Unterschied
festgestellt werden. Es ist daher zu erwarten, dass das Modell von Frauenfelder, sofern
gültig, auch in den Simulationen von Elastin bestätigt würde.
In MD-Simulationen besteht die Möglichkeit das Lösungsmittel und das Protein an un-
terschiedliche Wärmebäder zu koppeln und somit als separate Systeme zu behandeln,
4 Im Rahmen dieser Arbeit wurden über die vorgestellten Systeme hinaus auch Simulationen von
Proteinen in Confinement durchgeführt. Ein Elastinmolekül wird dabei in das Zentrum einer große
Wasserbox gesetzt und alle Wassermoleküle in einem gewissen Radius zu einer Achse durch den
Schwerpunkt des Moleküls mit einem starken harmonischen Potential „festgepinnt“. Die Porener-
stellung ist im Detail in der Masterarbeit von Felix Klameth beschrieben [139].
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(a) (b)
Abb. 5.18: Inkohärente intermediäre Streufunktion des Wassers in Abhängigkeit des Hy-
dratationsgrades. Die gestrichelten Linien zeigen die um Rotation und Translation korri-
gierten Streufunktionen. In den gestrichelten Kurven ist somit der Einfluss des Wassers
auf die interne Dynamik erkennbar. b) Bestimmung der Relaxationszeit an verschiedenen
Systemen aus S(q, t) ohne Abziehen der Schwerpunktsbewegung. Bei einem Hydratati-
onsgrad von h > 5.0 g/g nähert sich die Relaxationszeit einem Plateauwert an, dem
Grenzfall verdünnter Proteinlösungen.
die unterschiedliche Temperaturen aufweisen. Diese Art des Systems scheint zunächst
unphysikalisch, ahmt jedoch experimentelle Systeme nach, in denen die Viskosität des
Lösemittels geändert wird [267]. Damit lässt sich folglich der Effekt studieren, den
die Veränderung der Wasserdynamik auf die Proteindynamik hat. Diese Art der Simu-
lationen wurde in dieser Arbeit für ein Elastinmolekül hydratisiert mit h = 0.3 g/g
durchgeführt. Das Proteinmolekül wurde dabei an ein Wärmebad mit T = 300 K ge-
koppelt, und die Temperatur des Wassers wurde variiert.
In Abbildung 5.19 sind die Streufunktionen (a) des Proteins und (b) des Wassers in
einem solchen System aufgetragen. Die in offenen Symbolen ergänzten Daten zeigen
den Vergleich zu Simulationen mit Wasser und Protein bei gleicher Temperatur. Be-
trachten wir zunächst die Proteindynamik in Abbildung 5.19(a). Die Änderung der
Wassertemperatur führt zu einer starken Variation der Proteindynamik. Der Einfluss
des Wassers äußert sich zum einen in der Änderung der Schwingungsamplitude. Zum
anderen wird das Ausmaß des anomalen Abfalls erhöht. Der Zeitpunkt des Einsetzens
des hinteren Abfalls (angedeutet durch die senkrechte Linie) wird durch die Änderung
der Wassertemperatur nicht deutlich beeinflusst. Der größte Einfluss der Wassertem-
peratur besteht in der Änderung der Kurzzeitdynamik.
Auch die Proteintemperatur wirkt sich auf die Wasserdynamik (s. Abb. 5.19(b)) aus.
In den Simulationen, in denen die Proteintemperatur höher ist, als die Wassertem-
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Abb. 5.19: Simulationen, bei denen die Temperatur des Wassers variiert wurde, wäh-
rend TProtein = 300 K. a) Streufunktion des Proteins (ohne Rotation und Translation des
Schwerpunkts) b) Streufunktion des Wassers.
peratur (z.B. W 220 K), ist die Wasserdynamik etwas beschleunigt, für die anderen
Systeme (z.B. W 340 K) etwas verlangsamt. Der Einfluss der Proteintemperatur auf die
Wasserdynamik ist verglichen mit dem Einfluss der Wassertemperatur auf die Prote-
indynamik schwach. Dass ein solcher Einfluss zu beobachten ist, spricht jedoch gegen
eine einseitige Abhängigkeit der Proteindynamik von der Wasserdynamik.
In der Literatur finden sich ähnliche Arbeiten, bei denen Wasser und Protein auf unter-
schiedliche Temperaturen gesetzt wurden [132, 259, 267]. In der Arbeit von Tournier
[259] wurde gefunden, dass der dynamische Übergang bei Variation der Wassertem-
peratur beobachtet wird, aber nicht bei Variation der Proteintemperatur, wenn Wasser
eine konstante tiefe Temperatur hat. Auch Vitkup et al. [267] führten ähnliche Simula-
tionen durch. Sie beobachten, dass die Proteindynamik im System mit TProtein = 300 K
und TWasser = 180 K, dem System TProtein = TWasser = 180 K gleicht. Aus beiden Arbeiten
wird gefolgert, dass die Proteindynamik einseitig durch die Wasserdynamik beeinflusst
wird. Diese Folgerungen können mit den in dieser Arbeit durchgeführten Simulationen
nicht bestätigt werden.
Die in den vorangegangenen Abschnitten vorgestellten Simulationen stammten aus
vier verschiedenen Systemen: (1) 1ELA, (2) 8ELA,(3) 1ELA mit verschiedenen Hy-
dratationsgraden und (4) 1ELA bei verschiedenen Wassertemperaturen. Für die simu-
lierten Systeme können nun die Korrelationszeiten des Wassers mit denen des Prote-
ins verglichen werden. Dafür muss zunächst eine geeignete Bedingung zum Ablesen
der Korrelationszeit gefunden werden. Dies ist notwendig, weil die Streufunktionen
nichtexponentiell abfallen (vgl. Abb. 5.16(b)). Üblicherweise wird die Korrelationszeit
τ als τ(S(q, t) = 1/e) verwendet. Im Hydratationswasser bildet sich jedoch bei lan-
gen Zeiten durch die nahe am Protein sitzenden Wassermoleküle ein Langzeitschwanz
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Abb. 5.20: a) Korrelationszeiten des Wassers bei S(q, t) = 1/e (τ1/e durchgezogene
Linien) und bei S(q, t) = 0.01 (τ0.01 gestichelte Linien). b-e) Vergleich der Korrelations-
zeiten des Wassers (τ0.01) mit den Korrelationszeiten des Proteins (ausgefüllte Symbole
ohne Korrektur um Schwerpunktsbewegung, offene Symbole mit Korrektur um Schwer-
punktsbewegung des Proteins) b) für das System 8ELA, c) für das System 1ELA, d) unter
Variation der Wassertemperatur, e) unter Variation des Hydratationsgrades.
aus. Dessen Temperaturabhängigkeit kann besser erfasst werden, wenn die Korrelati-
onszeiten bei S(q, t) = 0.01 ps abgelesen werden. Beide Korrelationszeiten, τ1/e und
τ0.01, sind in Abbildung 5.20(a) für das Wasser in den verschiedenen Protein-Wasser-
Systemen und für Bulkwasser gezeigt.
Während Bulkwasser unabhängig vom Ablesewert eine Vogel-Fulcher-Temperaturab-
hängigkeit aufweist, wird die Temperaturabhängigkeit in der Nähe der Proteinober-
fläche zunehmend arrheniusartig. Diese Beobachtung steht in Einklang mit der Ab-
standsabhängigkeit der Wasserkorrelationszeiten, wie sie in Simulationen von Wasser
in Confinements gefunden wurde [140]. Bei tiefen Temperaturen ist ein leichtes Sub-
Arrhenius-Verhalten zu beobachten. Es ist unklar, ob dies ein echter Effekt ist, oder
möglicherweise durch unzureichende Äquilibrierung [91] hervorgerufen wird.
Nun können die Korrelationszeiten des Wassers mit denen des Proteins verglichen
werden. In den Abbildungen 5.20(b-e) sind die τ0.01-Zeiten des Wassers den Kor-
relationszeiten τ1/e des Proteins, die den Langzeitabfall widerspiegeln, gegenüber-
gestellt. Die Korrelationszeiten des Proteins und des Oberflächenwassers verlaufen
für alle Systeme näherungsweise parallel. Diese Abbildung verdeutlicht, dass die
Dynamik des Proteins und des Oberflächenwassers eng gekoppelt sind. Die Kopp-
lung von Proteindynamik an die Dynamik des Oberflächenwassers wurde sowohl
von Frauenfelder [74, 79] als auch von Doster [65] beobachtet. Während Doster je-
doch eine Vogel-Fulcher-Temperaturabhängigkeit beobachtet, sieht Frauenfelder eine
Arrhenius-Temperaturabhängigkeit. Die hier gefundene Temperaturabhängigkeit ist in
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Übereinstimmung mit dem Modell von Frauenfelder. Dennoch stimmen die aus MD-
Simulationen erhaltenen Daten nicht mit dem Versklavungsmodell von Frauenfelder
überein, da die beobachtete Abhängigkeit der Dynamik von Wasser und Protein wech-
selseitig und nicht, wie in dem Modell vorgeschlagen, einseitig ist.
Zusammenfassend zeigen die in diesem Abschnitt präsentierten Ergebnisse, dass die
Proteindynamik stark von der Wasserdynamik abhängt, allerdings auch das Wasser
von der Proteindynamik beeinflusst wird. Die MD-Simulationen an verschiedenen
Systemen bestätigen, dass die Korrelationszeiten des Proteins parallel zu denen der
Oberflächen-Wassermoleküle verlaufen. Für die Temperaturabhängigkeit wird hier ein
näherungsweise ein Arrhenius-Verhalten gefunden.
5.4 Zusammenfassung und Diskussion
In diesem Kapitel wurden die Dynamik von Protein und umgebenden Hydratationswas-
ser mit MD-Simulationen untersucht. Die Untersuchung gliederte sich in drei Abschnit-
te, zunächst wurde die Proteindynamik untersucht, dann die Wasserdynamik vorge-
stellt und zuletzt die Kopplung zwischen beiden diskutiert.
Die Korrelationsfunktionen des Proteins zeigen im intermediären Zeitbereich einen an-
omalen Abfall. Dieser wurde im ersten Teil des Kapitels mit drei theoretischen Ansät-
zen, dem Energielandschaftsmodell, der Modenkopplungstheorie und dem fraktiona-
len Ornstein-Uhlenbeck-Prozess, beschrieben. Alle drei Ansätze schlagen Fitfunktionen
vor mit denen die Korrelationsabfälle im Zeitbereich des anomalen Abfalls gut be-
schrieben werden können. Der fraktionale Ornstein-Uhlenbeck-Prozess weist die beste
Übereinstimmung auf, da es das einzige der Modelle ist, dessen Temperaturvorhersage
mit den MD-Daten übereinstimmt. Eine ausführlichere Diskussion und Literatureinord-
nung ist am Ende des Abschnitts gegeben.
Bei der Untersuchung der mikroskopischen Proteindynamik wurde festgestellt, dass
die Dynamik der Proteinatome im Zeitbereich des anomalen Abfalls durch ein vorwie-
gend harmonisches Potential dominiert ist. Die Korrelation der Kraftkonstanten der
Potentiale für einzelne Atome zeigt, dass das Potential zeit- und temperaturabhän-
gig aufweitet. Auch diese Beobachtungen lassen sich unter der Annahme eines rauen
harmonischen Potentials im Rahmen des fraktionalen Fokker-Planck-Ansatzes erklären.
Der hintere Abfall der Proteinkorrelationsfunktionen lässt sich auf eine subdiffusive
Schwerpunktsbewegung der Potentiale zurückführen. Er geht einher mit einem An-
stieg des MSD mit t0.5. Diese Zeitabhängigkeit weckt die Vermutung, dass sich die
Proteindynamik im Rahmen des Rouse-Modells oder generalisierter Rouse-Modelle
beschreiben lässt. Eine solche Analyse könnte zukünftig zur Interpretation der Pro-
teindynamik in diesem Zeitbereich herangezogen werden.
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Bei der Untersuchung der Dynamik des Wassers wurde gefunden, dass die Dynamik des
Wassers vom Abstand der Moleküle zur Proteinoberfläche abhängt. Die Korrelations-
funktion des Hydratationswassers zeigt für lange Zeiten einen Potenzgesetzschwanz,
dessen Steigung temperaturunabhängig ist.
Zwischen der Dynamik der oberflächennahen Wasseratome und der Proteindynamik
besteht eine enge Kopplung, die Korrelationszeiten beider Subensembles verlaufen
in Abhängigkeit der Temperatur parallel zueinander. In Simulationen mit getrenn-
ten Wärmebädern für Protein und Wasser kann gezeigt werden, dass die Kontrolle
nicht einseitig durch das Wasser ausgeübt wird, sondern eine gegenseitige Kopplung
zwischen Protein und Wasserdynamik besteht. Dies spricht gegen das einseitig wasser-
dominierte Versklavungsmodell von Frauenfelder [73]. In Kapitel 8 wird näher darauf
eingegangen, welche Konsequenzen dieses Bild für den dynamischen Übergang hat.
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6 Untersuchung der Protein- und
Wasserdynamik mit
2H-NMR-Spektroskopie
In diesem Kapitel wird die Untersuchung eines vollständig deuterierten Proteins mit
Festkörper-2H-NMR-Spektroskopie vorgestellt. Die Methode wird eingesetzt, um die
Dynamik in einem Zeitfenster von mehr als neun Größenordnungen zu erfassen und
Informationen über Bewegungsgeometrie und Bewegungsamplitude zu erhalten. Da-
bei wird ausgenutzt, dass es mit 2H-NMR-Spektroskopie möglich ist, dynamisch un-
terschiedliche Deuteronen zu unterscheiden. In dieser Untersuchung wird die schnelle
Methylgruppenbewegung von der Rückgratbewegung eines Proteins abgetrennt und
die Rückgratbewegung als Funktion des Hydratationsgrad näher untersucht. Ein Teil
der Messungen wurden wie in Kap. 4 erläutert, in der Masterarbeit von Beke Kremm-
ling [147] durchgeführt.
Im ersten Abschnitt des Kapitels werden Ergebnisse der Experimente vorgestellt und
die Temperaturabhängigkeit der Proteinrückgratbewegung charakterisiert. Es wird ei-
ne kleinamplitudige Bewegung gefunden, die sich mit einem Konusmodell beschrei-
ben lässt. Im zweiten Abschnitt werden dann verschiedene Bewegungsmodelle mit
Random-Walk-Simulationen untersucht und mit der Temperaturabhängigkeit der ex-
perimentellen Ergebnisse verglichen.
Auch über die Dynamik des Hydratationswasser lassen sich mit 2H-NMR-Spektroskopie
Informationen gewinnen. Untersuchungen hierzu wurden in der AG Vogel bereits in
vorangegangenen Arbeiten durchgeführt [173–175,223,225]. Am Hydratationswasser
wurden daher keine eigenen Messungen durchgeführt, im letzten Abschnitt ist statt-
dessen der Stand der Literatur zur Charakterisierung der Wasserdynamik an Proteinen
mit NMR-Spektroskopie detaillierter vorgestellt. Eine Zusammenfassung und Diskussi-
on der Ergebnisse schließt das Kapitel ab.
6.1 Charakterisierung der Rückgratbewegung von deuteriertem
Cyano-Phycocyanin
In den 2H-NMR-Experimenten wird das vollständig deuterierte Protein Cyano-Phyco-
cyanin (CPC) verwendet. Die Probenpräparation und die charakteristischen Eigen-
schaften der Probe sind in Kap. 4.2 beschrieben. Ziel der Untersuchung ist es, die
Rückgratdynamik in Abhängigkeit von der Hydratisierung im vollen zugänglichen Zeit-
bereich der Methode zu charakterisieren.
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Dazu werden drei Methoden der NMR-Spektroskopie kombiniert: Spin-Gitter-Relaxa-
tionszeitmessungen und Messungen von Spektren sowie von Rotationskorrelations-
funktion mittels Stimulierten-Echo(STE)-Experimenten. Die Ergebnisse werden jeweils
in einem eigenen Unterkapitel vorgestellt. Die Kombination der Methoden erlaubt es
die Rückgratbewegung des Proteins zu charakterisieren und ein Modell für die Tem-
peraturabhängigkeit der Bewegung zu finden. Die Ergebnisse dieser Messungen sind
in [131] publiziert.
Das Protein CPC wurde zuvor bereits mit MD-Simulationen [56], Neutronenstreuung
[45,60,86] und Lochbrenn-Spektroskopie [144,145] untersucht. Untersuchungen mit
2H-NMR-Spektroskopie fehlen jedoch bisher. Diese Untersuchungen zeigen ein Einset-
zen von Dynamik in hydratisiertem CPC je nach verwendeter Energieauflösung bei
220−240 K [45]. Ein solches Einsetzen von Proteindynamik wurde auch in vorherigen
13C-NMR-Studien am Protein Elastin gefunden. Trockenes Elastin dagegen zeigt kein
Einsetzen von Dynamik bei ähnlicher Temperatur [175].
6.1.1 Messungen von Spektren
Mit der Messung von 2H-NMR-Spektren des untersuchten Proteins CPC kann die Rota-
tionsdynamik von C-2H-Bindungen untersucht werden. Die temperaturabhängige Än-
derung der Form der Spektren, parametrisiert durch die spektrale Breite δ/δ und die
relative zentrale Intensität R/H, gibt dabei Aufschluss über die Bewegung. Besonders
sensitiv ist diese Methode auf Änderungen der Dynamik, wenn die Korrelationszeit der
Bewegung τc ≈ 1 µs ist. Nähere Erläuterungen zur Methode sind in Kapitel 3.2.3 zu
finden.
Die Spektren wurden mit einer Solid-Echo-Pulsfolge aufgenommen. Der Pulsabstand
der abgebildeten Spektren beträgt soweit nicht anders angegeben ∆ = 20 µs. In Ab-
bildung 6.1 sind Spektren von (a) trockenem und (b) mit h = 0.3 g/g hydratisiertem
CPC gezeigt. Sie weisen eine Doppelpakeform auf. Das schmalere Spektrum stammt
von den Methylgruppen [13]. Durch die schnelle Dreiplatzsprungbewegung der Me-
thyldeuteronen mittelt sich die Quadrupolwechselwirkung teilweise aus, und es ergibt
sich ein auf δ = 1/3δ ≈ 2pi × 40 kHz verschmälertes Spektrum. Die Rückgratdeu-
teronen verursachen das breite Pake-Spektrum. Im Fokus dieser Analyse stehen die
Rückgratanteile, die Methylgruppendynamik wird folglich nicht näher betrachtet.
Die Abbildung 6.1 zeigt Spektren bei vier verschiedenen Temperaturen. Die Breite der
Spektren ändert sich kaum. Dies ist in Abb. 6.2 zu erkennen: Für die hydratisierte
Probe (ausgefüllte Kreise) ändert sich die spektrale Breite δ/δ zwischen 160 K und
Raumtemperatur (300 K) nur um etwa 5%. Das Spektrum der trockenen Probe ver-
schmälert sogar noch weniger. Für tiefe Temperaturen nimmt die spektrale Breite in
beiden Proben ihren statischen Wert von δ = 2pi× 125 kHz an.
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Abb. 6.1: Darstellung der 2H-NMR-Spektren von CPC bei verschiedenen Temperaturen
für a) die trockene Probe, b) und c) die mit h = 0.3 g/g hydratisierte Probe. a) und b)
wurden mit einem Pulsabstand ∆ von 20 µs aufgenommen, c) mit einem Pulsabstand
von 100 µs. Die Rückgratspektren sind mit stärkeren Linien gezeichnet. Die gestrichelten
Linien in b) und c) sind mittels Random-Walk-Simulationen berechnete Spektren für
einen 4°-Sprung auf einem Konusrand.
Abb. 6.2: a) Temperaturabhängigkeit der spektralen Breite der Spektren von trockenem
und hydratisiertem CPC. Unter Annahme eines schnellen Zufallssprungs auf dem Rand
eines Konus lässt sich daraus der in b) gezeigte Konusöffnungswinkel für beide Proben
mittels Gleichung (3.52) berechnen.
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Abb. 6.3: Zwei Modelle für die Temperaturabhängigkeit einer kleinwinkligen Bewe-
gung: a) die Bewegung auf dem Konus beschleunigt sich mit steigender Temperatur, der
Konusöffnungswinkel bleibt gleich, b) die Amplitude der Bewegung erhöht sich mit der
Temperatur, die Korrelationszeit bleibt gleich. Zusätzlich zu den Modellen ist schema-
tisch die Temperaturabhängigkeit der spektralen Breite δ/δ gezeigt.
Diese Befunde zeigen dreierlei. (1) Das Proteinrückgrat führt auf Zeitskalen τ < µs
Bewegungen aus. (2) diese werden vom Hydratationswasser beeinflusst und (3) diese
Dynamik verschwindet mit Abkühlung bei T ≈ 180 K.
Die geringe Verschmälerung der Spektren zeigt, dass die Bewegung der C-2H-
Bindungen nur eine kleine Amplitude hat. Ein einfaches Modell für eine solche Be-
wegung ist der Zufallssprung der C-2H-Bindung auf einem Konus (engl. random jump
on a cone (RJoaC)). Der Konus ist definiert durch den halben Öffnungswinkel χ (vgl.
Abb. 6.3). Grundsätzlich kann die Abnahme der spektralen Breite durch zwei Grenzfall-
Szenarien verursacht werden:
• Die Korrelationszeit nimmt mit steigender Temperatur ab und die Geome-
trie/Amplitude der Bewegung bleibt unverändert (s. Abb. 6.3 (a)). Dieses Modell
wird im Folgenden als Modell „Ratenänderung“ bezeichnet.
• Die Amplitude der Bewegung nimmt mit der Temperatur zu und die Korrelations-
zeit ist τ 1/δ, so dass die Spektren immer im schnellen Grenzfall vorliegen (s.
Abb. 6.3 (b)). Diese Modell wird „Amplitudenänderung“ genannt.
Die beiden Grenzfälle lassen sich im Allgemeinen anhand der Temperaturabhängigkeit
der spektralen Breite δ/δ unterscheiden. Für das Modell „Ratenänderung“ strebt die
spektrale Breite sowohl im Hochtemperaturbereich, als auch im Tieftemperaturbereich
gegen einen Plateauwert, wenn die Sprungkorrelationszeit τ das Zeitfenster der Spek-
trenmessung verlassen hat (vgl. Abb. 6.3(c)). Das Modell „Amplitudenänderung“ zeigt
dagegen eine kontinuierliche Verschmälerung mit steigendem Konusöffnungswinkel χ,
die Gleichung (3.52) folgt. Ein isotropes Spektrum wird bei einem Konusöffnungswin-
kel von 54.7° erhalten.
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Ein Hochtemperaturplateau ist in den Messungen nicht zu sehen (vgl. Abb. 6.2). Dar-
aus folgt jedoch nicht unmittelbar, dass das Modell „Ratenänderung“ ausgeschlossen
werden kann. Es wäre theoretisch denkbar, dass die Aktivierungsenergie klein ist und
die Versuchsfrequenz gering ist und die Korrelationszeit bei hohen Temperaturen das
Zeitfenster der Spektren noch nicht verlassen hat1.
Für tiefe Temperaturen wird der statische Plateauwert erreicht. Nach Modell „Ra-
tenänderung“ müsste folglich die Korrelationszeit τ  1 µs sein. Wenn dies der Fall
ist, findet die Dynamik bei tiefen Temperaturen im Zeitfenster des Stimulierten-Echo-
Experiments statt und sie müsste mit dieser Technik messbar sein. Dies wird in Ab-
schnitt 6.1.3 überprüft.
Im vermessenen Temperaturbereich lassen sich die beiden idealen Modelle nicht zwei-
felsfrei anhand der Temperaturabhängigkeit der spektralen Breite unterscheiden. Den-
noch erscheint das Modell „Amplitudenänderung“ wahrscheinlicher.
Weitere Informationen lassen sich durch Messungen von Spektren unter Variation des
Pulsabstands ∆ gewinnen. Für größeren Pulsabstand ∆ werden die Spektren sensi-
tiver auf kleinamplitudige Bewegungen (s. Kap. 3.2.3). Dies zeigt sich anhand der
relativen zentralen Intensität R/H. R/H(∆) nimmt stark ab, wenn die Korrelationszeit
τ≈ 1/δ ≈ 1 µs ist [273–275].
In den Spektren von CPC kann die relative zentrale Intensität des Rückgrats unglück-
licherweise nicht direkt evaluiert werden, weil das Spektrum der Methylgruppen den
zentralen Bereich überlagert. Um dennoch den erwarteten Verlauf der Spektren mit
den Daten vergleichen zu können wurden Spektren mit ∆= 20 µs und ∆= 100 µs mit
Random-Walk-Simulationen für einen RJoaC mit χ = 4° simuliert. Sie sind als gestri-
chelte Linien in Abb. 6.1 (b) und (c) eingezeichnet. Zu erkennen ist, dass die zentrale
Intensität der simulierten Spektren mit Verlängerung des Pulsabstands abnimmt. Bei
Verlängerung der Pulsabstände auf den Wert von ∆ = 100 µs lassen sich somit sehr
kleinamplitudige Bewegungen auflösen.
Bei |ν | > 40 kHz können die simulierten Spektren nun mit den experimentellen Spek-
tren verglichen werden, da bei diesen Frequenzen Beiträge der Methylgruppen ver-
nachlässigt werden können. Die experimentellen Spektren mit ∆ = 100 µs verlieren
1 Eine Abschätzung der Aktivierungsenergie und Korrelationszeiten ist in diesem Szenario wie folgt
möglich: Die Änderung der spektralen Breite hat zwischen Einsetzen der Dynamik bei T = 180 K
und Ende des Messfensters bei T = 300 K ihren Wendepunkt noch nicht erreicht, der Temperaturbe-
reich des Übergangs ist folglich mindestens ∆T > 2 ·125 K breit. Statische Spektren, bzw. Spektren
des schnellen Grenzfalls, werden erhalten, wenn die Korrelationszeit mindestens 2 Größenordnun-
gen größer bzw. kleiner 1/δ ist. Im Temperaturbereich 180 K bis 425 K findet folglich maximal
eine Änderung der Korrelationszeit von 4 Größenordnungen statt. Dies eingesetzt in die Arrheni-
usgleichung (Gl. (2.9)) führt zum oberen Grenzwert der Aktivierungsenergie von Ea = 0.23 eV.
Hieraus kann wiederum unter Annahme einer Versuchsfrequenz von τ0 = 10−12 s mittels Glei-
chung (2.9) die Korrelationszeit bei Raumtemperatur zu τ(300 K) = 7 · 10−9 s abgeschätzt. Damit
müsste bei Raumtemperatur bereits der verschmälerte Plateauwert erreicht sein und das Modell
Ratenänderung kann bereits an dieser Stelle für sehr unwahrscheinlich erklärt werden.
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bei keiner Temperatur so stark an Intensität wie die berechneten Spektren. Dies ver-
deutlicht, dass die Korrelationszeit bei keiner Temperatur den Wert τ≈ 1/δ annimmt,
was gegen das Modell „Ratenänderung“ spricht. Eine weitergehende Analyse der rela-
tiven zentralen Intensität R/H ist im Kapitel 6.2.1 zu finden.
Nehmen wir an, die Bewegung folgte dem Modell „Amplitudenänderung“. Dann lässt
sich aus der spektralen Breite mittels Gleichung (3.52) die Amplitude der Bewegung
berechnen. Sie ist in Abb. 6.2(b) als Funktion der Temperatur aufgetragen und zeigt,
dass sich die spektrale Breite mit Bewegungen auf einem Konus mit χ < 10° beschrei-
ben lässt. Die Amplitude der Bewegung verschwindet bei tiefen Temperaturen.
Neben der Signatur kleinwinkliger Rückgratdynamik gibt es auch Zeichen für eine
weitgehend isotrope Reorientierung oder zumindest Großwinkelsprünge. So zeigt sich
in der Mitte des Spektrums ein Peak, der mit steigender Temperatur an Intensität zu-
nimmt. Er hat eine Gesamtintensität von etwa 1 % im Spektrum und ist für h= 0.0 g/g
abwesend. Die Hydratationsabhängigkeit der Spektren wird im Abschnitt 6.1.4 genau-
er untersucht. An dieser Stelle sei bereits darauf hingewiesen, dass dieser zentrale,
schmale Peak darauf schließen lässt, dass ein kleiner Teil der Rückgratdeuteronen ei-
ne schnelle, weitgehend isotrope Bewegung ausführt, die vom Wasser beeinflusst wird.
Die Messung der Spektren und die Analyse der Temperaturabhängigkeit der Form der
Spektren liefert Hinweise darauf, dass im Protein CPC bei Raumtemperatur eine klein-
amplitudige Rückgratbewegung vorliegen könnte. Das Hydratationswasser verstärkt
diese Bewegung und bei tiefen Temperaturen kommt sie auf der µs-Zeitskala zum
Erliegen. Zwei Konusmodelle mit verschiedener Temperaturabhängigkeit - Ratenän-
derung und Amplitudenänderung - wurden als mögliche Grenzfälle eingeführt. Die
Analyse der Spektren spricht für das Modell der Amplitudenänderung. Das Modell der
Ratenänderung kann weitestgehend ausgeschlossen werden, es wird jedoch im Folgen-
den weiter auf seine Konsistenz mit den Ergebnissen der übrigen Messungen geprüft.
Weiterer Aufschluss soll zunächst durch die Messung der Spin-Gitter-Relaxationszeit
und später von Stimulierten-Echos gewonnen werden.
6.1.2 Messungen der Spin-Gitter-Relaxationszeit
Die Messungen des Magnetisierungsaufbaus wurden mit einer Saturation-Recovery-
Pulsfolge (vgl. Kap. 3.2.2) durchgeführt. Die Spin-Gitter Relaxationszeit T1 zeigt bei
der vorliegenden Magnetfeldstärke von 7.1 T ein Minimum für die Zeitskala von τ ≈
1/ωL ≈ 1 ns.
In Abbildung 6.4(a) sind die Magnetisierungsaufbaukurven exemplarisch für zwei
Temperaturen gezeigt. Erneut werden die trockene Probe (offene Kreise) und die
hydratisierten Probe (gefüllte Kreise) verglichen. Bei tiefen Temperaturen fallen die
Relaxationskurven der beiden Proben zusammen, bei T = 240 K sind sie deutlich
getrennt, was auf ein Einsetzen von „wassergekoppelter“ Dynamik mit Erwärmung
hinweist.
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Abb. 6.4: a) Normierte Magnetisierungsaufbaukurven m(t)/m∞ der trockenen (offene
Kreise) und der hydratisierten Probe (ausgefüllte Kreise) bei T = 157 K und T = 240 K.
Die durchgezogenen Linien sind Fits mit Gleichung (6.1). b) Relaxationszeiten aus dem
Fit von Rückgrat T1B (Kreise) und Methylgruppen T1M (Quadrate). Zusätzlich sind die
Relaxationszeiten für das Proteinrückgrat für Myoglobin (*, h = 0.3 g/g) und Elastin(x,
h = 0.43 g/g) aus [175, 270] eingetragen. Im Inset sind die Streckungsparameter βM
und βB aufgetragen.
Für tiefe Temperaturen (hier T = 157 K) wird ein zweistufiger Magnetisierungsauf-
bau beobachtet. Die erste Stufe wird durch die Relaxation der Methylgruppen (In-
dex M) verursacht, die zweite Stufe spiegelt die Relaxation der Rückgratdeuteronen
(Index B) wider, wie eine spektral aufgelöste Analyse belegt [147]. Bei hohen Tempe-
raturen nähern die Relaxationszeiten der beiden Deuteronenspezies einander an und
für T > 240 K lassen sich die beiden Stufen nicht mehr eindeutig trennen.
Die Messungen T < 260 K wurden mit einem zweistufigen Fit angepasst. Sowohl für
die Methylgruppen als auch die Rückgratdeuteronen wurde ein gestreckt exponentiel-
ler Magnetisierungsaufbau angenommen:
m(t)/m∞ = 1−

(1− aB)exp
−(t/T1M)βM+ aB exp−(t/T1B)βB . (6.1)
Die Amplitude aB ist proportional zum Anteil der Rückgratdeuteronen in der Probe
und liegt je nach Austauschgrad während der Probenpräparation zwischen 57% und
70% (vgl. Kap. 4.2.2). Bei Fitten wurde dieser Parameter frei gelassen. Fits mit dieser
Gleichung sind in Abbildung 6.4(a) als durchgezogene Linien eingezeichnet und zei-
gen sehr gute Übereinstimmung mit den Daten.
Aus den Fits werden Relaxationszeiten T1M und T1B für beide Komponenten extrahiert
und als Funktion der Temperatur in Abbildung 6.4(b) aufgetragen. Die Relaxationszei-
ten der Methylgruppen sind unabhängig vom Hydratationsgrad und weisen ein Mini-
mum bei ca. T ≈ 180 K auf. Dieses Minimum zeigt an, dass die Korrelationszeit der
Methylgruppen den Wert τ≈ 1 ns annimmt.
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Die T1-Zeiten der Rückgratdeuteronen fallen zu hohen Temperaturen hin kontinuier-
lich ab und durchlaufen kein Minimum. Folglich kann keine Temperatur bestimmt wer-
den, bei der τ ≈ 1 ns gilt. Eine Messung bei höheren Temperaturen ist nicht möglich,
da Proteine bei höheren Temperaturen denaturieren können (vgl. Kap. 4).
Vergleichen wir die T1-Zeiten der beiden Proben in Abbildung 6.4(b). In den Me-
thylgruppen ist, wie erwartet [221], kein Unterschied erkennbar. Dagegen zeigen
die Rückgratdeuteronen in der hydratisierten Probe bei hohen Temperaturen kleine-
re T1-Werte als in der trockenen Probe. Die Dynamik in der hydratisierten Probe ist
demnach relaxationswirksamer, da entweder τ beschleunigt wird, oder die Amplitude
größer wird. Der Unterschied zwischen den Proben nimmt zu tiefen Temperaturen ab
und verschwindet bei T ≈ 180 K. Diese Beobachtung bestätigt die Aussagen aus der
Untersuchung der Linienform: Bei T ≈ 180 K setzt ein relaxationswirksamer Bewe-
gungsprozess des Rückgrats ein, der durch Wassers erleichtert wird.
Zusätzlich zu den Daten des CPCs sind in Abbildung 6.4(a) die Ergebnisse der Mes-
sungen an hydratisierten Elastin und Myoglobin eingezeichnet [175, 270]. Da es sich
bei diesen Proteinen nicht um deuterierte Proteine handelt, stammt das Signal von
austauschbare Deuteronen, die sich hauptsächlich in den Amidgruppen befinden (vgl.
Fußnote 3 in Kap. 4). Die Temperaturabhängigkeit der Spin-Gitter-Relaxation ist für
die drei verschiedenen Proteine ähnlich. Die beobachtete Rückgratbewegung hängt
demnach kaum von der Art des Proteins ab. In Kapitel 6.2.2 werden die Vorhersagen
der beiden Modelle für den Verlauf der T1-Zeiten diskutiert.
Weiterer Einblick lässt sich aus dem Streckungsparameter β gewinnen. Dieser gibt an,
ob die Relaxation der jeweiligen Komponente exponentiell verläuft oder nicht. Er ist
für beide Komponenten im Inset von Abbildung 6.4(b) zu sehen. Die Methylgruppen-
protonen zeigen ein nahezu exponentielles Verhalten (β ≈ 1), während die Rückgrat-
protonen ein stark nicht-exponentielles (β < 1) Verhalten aufweisen. Ein gestreckt
exponentieller Magnetisierungsaufbau mit β < 1 ergibt sich, wenn eine Verteilung
von Relaxationszeiten T1 vorliegt. Eine solche Verteilung kann zum einen durch eine
Verteilung von Korrelationszeiten aber auch durch eine Verteilung von Bewegungsgeo-
metrien verursacht werden. Bei der Berechnung der Spin-Gitter-Relaxationszeiten für
verschiedene Bewegungsmodelle in Kapitel 6.2.1 wird auf diese Information zurück-
gegriffen.
Die Ergebnisse der Relaxationszeitmessungen bestätigen die Ergebnisse der Spektren-
auswertung. Es wird ein Bewegungsprozess gefunden, der bei ca. 180 K einsetzt und
der durch Wasser erleichtert wird. Darüber hinaus lässt sich zum einen erkennen, dass
die Korrelationszeit der Rückgratbewegung im untersuchten Temperaturintervall nicht
den Wert von τ ≈ 1 ns unterschreitet und zum anderen, dass der Bewegungsprozess
des Rückgrats eine Verteilung von Geometrien und oder Zeitkonstanten aufweist. Mit
Hilfe von Stimulierten-Echo-Experimenten wird nun untersucht, ob sich die Dynamik
bei tiefen Temperaturen verlangsamt und in das Zeitfenster von ms bis s kommt.
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6.1.3 Stimulierte-Echo-Experimente
In der Auswertung der Spektren wird beobachtet, dass die spektrale Breite mit Ab-
kühlung bei T ≈ 180 K ihren statischen Wert annimmt. Diese Beobachtung wurde in
den Modellen „Ratenänderung“ und „Amplitudenänderung“ auf unterschiedliche Wei-
se erklärt. Das zweite Modell besagt, dass die Amplitude der Bewegung bei dieser
Temperatur verschwindet. Das Modell „Ratenänderung“ nimmt dagegen an, dass die
Korrelationszeit der Bewegung so langsam wird, dass sie auf der Zeitskala der Spek-
tren statisch wirkt. Mit Hilfe von Stimulierten-Echo-Experimenten ist es nun möglich
bei tiefen Temperaturen eindeutig zwischen diesen Grenzfällen zu unterscheiden.
Die STE-Signale der trockenen und hydratisierten Probe wurden bei zwei verschiede-
nen Temperaturen gemessen: bei 180 K (s. Abb. 6.5(a)) und bei 240 K (s. Abb. 6.5(b)).
Die Evolutionszeit tp betrug jeweils 30 µs. Diese Evolutionszeit ist nach [269] geeignet,
um Kleinwinkeldynamik aufzulösen.
In beiden Proben ist ein zweistufiger Abfall des Signals zu sehen. Erneut lässt sich der
Abfall bei kürzeren Zeiten den Methylgruppen zurechnen und der Abfall bei größeren
Zeiten dem Rückgrat attribuieren, wie spektral aufgelöste Untersuchungen zeigen (s.
u.). Wieder zeigt der Vergleich der Proben fast keinen Unterschied bei tiefer Tempera-
tur und einen schnelleren Abfall der hydratisierten Probe bei höherer Temperatur.
Ein Abfall des STE-Signals erfolgt, wenn die Dynamik zu einem Verlust der Orientie-
rungskorrelation führt. Überlagert wird der Abfall durch Dynamik jedoch durch den
Abfall der Magnetisierung durch die Spin-Gitter-Relaxation. Gemeinsam mit den Da-
ten aus den STE-Experimenten sind daher die Magnetisierungsaufbaukurven aus den
T1-Messungen der hydratisierten Probe als 1−M(t) (gestrichelte Linien) aufgetragen.
Die Spin-Gitter-Relaxationsfunktion liegen nahe der STE-Kurven, dennoch ist ein Un-
terschied erkennbar. Dieser Unterschied kann nun nicht direkt mit einem Korrelations-
abfall in der Probe erklärt werden, denn die Experimente führen zu unterschiedlichen
Stufenhöhen der Methyl- bzw. Rückgratbeiträge. Im Saturation-Recovery-Experiment
ergibt sich die Stufenhöhe aM ,B aus der Anzahl der Deuteronen in der jeweiligen
Komponente. Die Anteile betragen: NMethyl : NRückgrat = 43 : 57 (vgl. Kap. 4.2.2).
Im STE-Experiment ist der Zusammenhang komplizierter. Hier hängt die Stufenhö-
he zusätzlich vom Produkt aus der Evolutionszeit und der spektralen Breite δtp ab
[27, 268]. Weiterhin wirken sich Einflüsse der Spin-Spin-Relaxation auf die Amplitu-
den der beiden Signalkomponenten in den Experimenten unterschiedlich aus. Somit
ist eine Abweichung der Stufenhöhen des STE-Signal im Vergleich zum Saturation-
Recovery-Experiment zu erwarten.
Um den Beitrag der Rückgratspektren selektiv zu ermitteln, wurde wie folgt vorgegan-
gen. Aus den Zeitsignalen des STE-Experiments wurden „STE-Spektren“ berechnet.
Nun wurde über die Signalintensität der Rückgratdeuteronen im Bereich |ν | ≥ 40 kHz
121
Abb. 6.5: Stimulierte-Echo-Signale der gesamten Probe F cos2 und des Proteinrückgrats
FB für die trockene (offene Kreise) und die hydratisierte Probe (ausgefüllte Krei-
se) von Experimenten mit tp = 30 µs bei T = 180 K und T = 240 K. Die Signal-
intensität der Rückgratdeuteronen FB (blaue Symbole) wird durch Integration über
Stimulierte-Echo-Spektren im Bereich |ν | > 40 kHz gewonnen. Die zugehörigen Spin-
Gitter-Relaxationskurven Φ(tm) und ΦB(tm) sind als gestrichelte Linie bzw. hellblau-
durchgezogene Linie eingezeichnet.
integriert. Die dadurch erhaltenen STE-Signale sind als blaue Symbole in Abbildung
6.5 gezeigt.
Die durchgezogenen Linien ergeben sich aus den T1-Kurven, der Rückgratanteil wurde
dafür auf die - aus den Stimulierten-Echo-Spektren - gewonnene Amplitude skaliert.
Die so erhaltenen Daten aus Saturation-Recovery-Messungen und Stimuliertem-Echo
stimmen sehr gut überein. Dies zeigt, dass der Abfall der Magnetisierung in dem STE-
Experiment allein durch den T1-Zerfall der Magnetisierung verursacht wird.
Die Übereinstimmung kann ebenfalls anhand eines Vergleichs von T1B mit den Ab-
fallzeiten τST E der Stimulierten-Echo-Signale bestätigt werden, in denen über den
gesamten Temperaturbereich eine gute Übereinstimmung erhalten wird (s. Abb. 6.4
in [147]).
Bei der höheren Temperatur T = 240 K beträgt die Amplitude der Konusbewegung
nach Abb. 6.2(b) mindestens 7°. Abbildung 3.7 zeigt, dass diese Amplitude ausrei-
chend ist, um in Stimulierten-Echo-Experimenten sichtbar zu sein. Dennoch ist auch
bei dieser Temperatur nur der T1-Abfall zu sehen. Folglich muss die Dynamik außer-
halb des Zeitfensters der STE Methode stattfinden, die Korrelationszeit ist τ < 1 µs.
Kehren wir zur Ausgangsfrage zurück: Wird die Dynamik bei 180 K zu langsam, oder
verschwindet die Amplitude? Die Stimulierten-Echo-Experimente zeigen keinen Si-
gnalabfall bei T = 180 K. Bei dieser Temperatur wurde der statische Grenzfall erreicht.
Wäre die Dynamik in diesem Fall zu langsam (Modell Ratenänderung), so müsste ein
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STE-Signal-Abfall aufgrund von Dynamik zu sehen sein. Dies ist nicht der Fall, es ist
demnach die Amplitude der Bewegung, die mit sinkender Temperatur verringert und
bei 180 K gegen Null strebt, so dass sie in den STE-Messungen nicht sichtbar ist.
6.1.4 Einfluss des Hydratationsgrades auf die Proteindynamik
Um den Einfluss des Hydratationsgrades auf die Rückgratdynamik des Proteins CPC
genauer zu untersuchen wurden Messungen für weitere Hydratationsgrade durchge-
führt. Insgesamt wurden vier Proben mit Hydratationsgraden von h= 0.0, 0.3, 0.5 und
1.0 g/g vermessen.
In Abbildung 6.6 sind die Spektren bei allen vier Hydratationsgraden für (a) T ≈
240 K2 und b) T = 300 K abgebildet. Bei der höheren Temperatur ist ein zentraler Peak
zu sehen, der mit steigendem Hydratationsgrad an Intensität gewinnt. Die Linie zeigt
einen weitgehend isotropen Prozess mit einer Korrelationszeit von τ  1/δ an. Bei
h= 1.0 g/g nimmt er weniger als 5% der Gesamtintensität ein.
Abb. 6.6: 2H-NMR-Spektren für a) T = 250 K für h = 1.0 g/g und T = 240 K für alle
anderen Hydratationsgrade sowie b) für T = 300 K bei den bezeichneten Hydratations-
graden. Der Pulsabstand ∆ beträgt 20 µs.
Die erste Frage, die sich nun stellt ist, welche Deuteronengruppe dieses Signal verur-
sacht. Sind die Methylgruppen beteiligt, das Proteinrückgrat, oder ist es womöglich ein
Teil des Wassers, das trotz sorgfältiger Präparation durch Deuteronenaustausch sicht-
bar wird?
Die Methylgruppendynamik ist vom Hydratationsgrad unabhängig, wie in den T1-
Zeiten in Abb. 6.4 (b) und in der Literatur gezeigt wurde [197,221]. Die Methylgrup-
penrotation ist demnach nicht für den Peak verantwortlich. Der Beitrag des Wassers
2 Das Spektrum mit h= 1.0 g/g wurden bei 250 K aufgenommen
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Abb. 6.7: a) Temperaturabhängigkeit der Relaxationszeiten für das Proteinrückgrat und
die Methylgruppen aus dem Fit der Magnetisierungsaufbaukurven mit Gleichung (6.1)
bei verschiedenen Hydratationsgraden. Im Inset sind die Streckungsparameter einge-
zeichnet. b) Magnetisierungsaufbaukurven bei T = 300 K.
wird ausgeschlossen, da der Austausch nicht mit dem Anteil des Wassers skaliert, wie
in Abb. 5.11 in [147] gezeigt. Folglich wird der zentrale Peak dem Proteinrückgrat zu-
geordnet.
Ein kleiner Teil des Rückgrats führt also in Anwesenheit von Wasser isotrope Reori-
entierungen aus. Voraussetzung für diesen Bewegungsprozess ist, dass der Hydratati-
onsgrad hinreichend groß ist und somit dass Bulkwasser, also Wasser das nicht über
Wasserstoffbrückenbindungen in Kontakt mit dem Protein steht, vorliegt. Dies zeigt
sich auch darin, dass für tiefe Temperaturen T < 270 K und im trockenen Spektrum
der Peak sehr schwach und vom Hydratationsgrad unabhängig ist. Das Bulkwasser ist
bei diesen tiefen Temperaturen gefroren ist und kann nicht auf die Bewegung des Pro-
teins einwirken. Eine Erhöhung des Hydratationsgrades jenseits von h = 0.3 g/g hat
bei diesen Temperaturen wegen des erwähnten Gefrierens von Wasser keinen weiteren
Einfluss.
Eine bei tiefen Temperaturen vom Hydratationsgrad h > 0.3 g/g unabhängige Dyna-
mik zeigen auch die Messungen der Spin-Gitter-Relaxationszeit. Die T1-Zeiten sind in
6.7(a) für alle Hydratationsgrade gezeigt. Zwischen der trockenen Probe und den hy-
dratisierten Proben ist ein Unterschied erkennbar, die Proben mit höherer Magnetisie-
rung stimmen in den Relaxationszeiten mit der Probe bei h = 0.3 g/g fast vollständig
überein. Der relaxationswirksame dynamische Prozess wird vom Oberflächenwasser
verstärkt. Erst bei hohen Temperaturen T > 270 K kann sich ein möglicher Einfluss des
als Bulk vorliegenden Wassers zeigen. In Abbildung 6.7(b) sind die Magnetisierungs-
aufbaukurven für alle Hydratationsgrade gezeigt. Alle Hydratationsgrade h ≥ 0.3 g/g
haben denselben Verlauf, der schneller ist als in der trockenen Probe. Bei der Probe mit
dem höchsten Hydratationsgrad wird ein leicht beschleunigter Magnetisierungsaufbau
am Fuß der Magnetisierungskurve beobachtet. Die Abweichung ist gering und könnte
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mit dem in den Spektren beobachteten zentralen Peak in Zusammenhang stehen. Um
dies zu klären, können in Zukunft teilrelaxierte Spektren durchgeführt werden. Ein
darüber hinausgehender Einfluss des Bulkwassers wird nicht festgestellt.
Die Untersuchung der Dynamik in Abhängigkeit der Hydratisierung führt zu zwei Er-
gebnisse bestätigt, dass die kleinamplitudige Bewegung durch das Hydratationswasser
verstärkt wird. Darüber hinaus wird ein weiterer weitgehend isotroper Prozess des
Proteinrückgrates gefunden, der nur von einem kleinen Teil der Proteindeuteronen
ausgeführt wird und der vom Bulkwasser abhängt.
6.2 Konusmodelle
Mit Hilfe der 2H-NMR-Experimenten wird gefunden, dass die Rückgratdynamik eine
kleinwinklige Bewegung ist, deren Amplitude sich mit steigender Temperatur vergrö-
ßert. Die Messungen der Spin-Gitter-Relaxationszeit zeigen, dass eine Verteilung von
entweder Korrelationszeiten oder Amplituden vorliegt.
Kleinamplitudige Bewegungen lassen sich mit Konusmodellen beschreiben. In diesem
Kapitel sollen diese Modelle zur Berechnung von NMR-Spektren und der Berechnung
der Spin-Gitter-Relaxationszeit eingesetzt werden. Auf diesem Weg wird untersucht,
welche Art der Verteilung der Bewegung zu Grunde liegt.
Die NMR-Spektren werden mit Hilfe von Random Walk-Simulationen in Kapitel 6.2.1
berechnet. Mit dem Formalismus von Lipari und Szabo werden in Kapitel 6.2.2 die
Spin-Gitter-Relaxationszeiten für verschiedene Szenarien ermittelt.
6.2.1 Berechnung von Spektren mit Random-Walk-Simulationen
Die Art der Linienformänderung von NMR-Spektren ist charakteristisch für die de-
tektierte Bewegung. Mit Random-Walk-Simulationen (RWS) können NMR-Spektren
ausgehend von verschiedenen Bewegungsmodellen simuliert werden. Das Funktions-
prinzip von Random-Walk-Simulationen zur Simulation von 2H-NMR-Spektren wurde
in Abschnitt 3.2.5 erläutert.
In allen Simulationen wird das Konusmodell eines Zufallssprung auf einem Konus-
rand (RJoaC) verwendet. Dieses ist in Abb. 6.3 vorgestellt. Nun werden verschiedene
Temperaturabhängigkeiten angenommen. Den Startpunkt stellen die beiden Szenarien
„Ratenänderung“ und „Amplitudenänderung“ dar. Ausgehend davon werden im zwei-
ten Abschnitt Modelle mit einer Verteilung von Winkeln und Sprungzeiten verwendet
und überprüft, ob sie mit den experimentellen Daten übereinstimmen. Zum Vergleich
werden immer die Daten der Probe CPC mit einem Hydratationsgrad von h = 0.3 g/g
herangezogen. Verglichen werden die Parameter relative zentrale Intensität R/H und
die spektrale Breite δ/δ.
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Modelle ohne Verteilungen von Sprungzeiten oder Winkeln
Die relative Intensität im Zentrum des Spektrums (R/H) ist sensitiv auf die Geome-
trie der Bewegung [172, 269, 272]. Charakteristisch ist insbesondere, wie sich R/H
als Funktion des Pulsabstands ∆ ändert. Die Spektren wurden bei vier Pulsabstän-
den ∆ = 20,50, 100,200 µs gemessen und die relative Intensität des Spektrums bei
|ν | = 40 kHz bestimmt (R/H40). Die Wahl der Frequenz außerhalb der Spektrenmitte
ist notwendig, weil die zentrale Intensität durch Methylgruppenspektrum überlagert
ist. Über den Parameter R/H40 hinaus muss ein Modell auch die spektrale Breite δ/δ
nachbilden können. Sie wurde jeweils für einen Pulsabstand von ∆= 20 µs ausgewer-
tet.
Die experimentell aus den Spektren gewonnenen Werte für die spektrale Breite δ/δ
und für R/H40 sind für die vier gemessenen Pulsabstände ∆ in Abhängigkeit von der
Temperatur in Abbildung 6.8(a) gezeigt. Der temperaturabhängige Verlauf ist durch
vier Eigenschaften gekennzeichnet:
• Alle R/H40-Kurven weisen ein Minimum auf.
• Dieses Minimum ist schwach ausgeprägt.
• Für tiefe Temperaturen nähern sich die vier Kurven an.
• Für hohe Temperaturen laufen die vier Kurven auseinander.
Die experimentellen Daten werden nun mit den simulierten Daten für die Modelle
„Ratenänderung“ und „Amplitudenänderung“ verglichen. Die verwendeten Modellpa-
rameter sind in Tabelle 6.1 angegeben.
Tab. 6.1.: Parameter der verschiedenen Modelle
Modellname Winkel τ j / µs Winkelverteilung
Ratenänderung χ = 10° 10−2-103 -
Amplitudenänderung χ = 0°− 10° 10 -
Exp. Winkelverteilung Γ0 = 0°− 10° 0.3 s. Gl. (6.2)
Für das Modell „Ratenänderung“ (s. Abb. 6.8(b)) zeigt R/H40 ein tiefes Minimum. Die
Kurven laufen sowohl für tiefe als auch für hohe Temperaturen (respektive kleine und
große Sprungkorrelationszeiten) zusammen. Somit sind nur zwei der oben genannten
Kriterien erfüllt. Die spektrale Breite ändert sich in einem kleinen Zeitintervall zwi-
schen zwei Plateauwerten und weicht deutlich vom experimentellen δ/δ ab.
Für das Modell „Amplitudenänderung“ (s. Abb. 6.8)(c) sinkt R/H40 bereits bei kleinen
Winkeln stark ab. Darüber hinaus wird auch keine Divergenz bei größeren Amplituden
gefunden, folglich stimmt das Modell nicht mit den experimentellen Werten überein.
Die spektrale Breite hingegen wird gut nachgebildet.
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(a) (b)
(c) (d)
Abb. 6.8: Spektrale Breite (oberes Bild) bei ∆ = 20 µs und relative zentrale Intensität
(unteres Bild) bei ν = 40 kHz für die Pulsabstände∆= 20,50, 100,200 µs a) experimen-
telle Daten aus den NMR-Spektren der Probe h = 0.3 g/g, b) Modell „Ratenänderung“
(vgl. Abb. 6.3(a)), c) Modell „Amplitudenänderung“ (vgl. Abb. 6.3(b)), d) Modell „Win-
kelverteilung“ (s. Text).
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Die beiden einfachen Modelle können somit nicht beide Linienformparameter repro-
duzieren. Die Rückgratdynamik im CPC ist offenbar komplizierter. Der niedrige Stre-
ckungsparameter βB < 1 (vgl. Abb. 6.4) weist auf eine Verteilung von Korrelationszei-
ten oder Amplituden hin. Beide Ansätze werden verfolgt.
Modelle mit Verteilungen von Sprungzeiten oder Winkeln
In diesem Abschnitt werden die Simulationsergebnisse von Modellen mit Verteilun-
gen von Sprungzeiten oder Winkeln vorgestellt. Zunächst wurde eine logarithmische
Gauß-Verteilung von Sprungkorrelationszeiten für beide Modelle eingeführt. Dies ist
im Anhang für verschiedene Werte von σ gezeigt (vgl. Abb. A.2). Dann wurde die
in der Literatur [5, 118] vorgeschlagenen Gaußschen Winkelverteilung simuliert (s.
Abb. A.3). Eine gute Beschreibung der experimentellen Ergebnissen lässt sich mit die-
sen beiden Modellen nicht erhalten.
Da die genannten Ansätze nicht erfolgreich waren, wurden zur weiteren Verfeinerung
der Bewegungsmodelle Erkenntnisse aus MD-Simulationen von Elastin herangezogen.
In Abb. 5.13 ist die Winkelverteilung der N-H Bindungen von Elastin gezeigt. Die Win-
kelverteilung lässt sich über einen großen Winkelbereich mit einer Exponentialfunk-
tion P(χ) ∝ exp(− χ
Γ0
) beschreiben. Bei kleinen Winkeln hat sie ein Maximum. Diese
Funktion wurde in einer ersten Näherung durch eine exponentielle Winkelverteilung
modelliert, die bei bei kleinen Winkeln abgeschnitten ist:
P(χ) =
(
0,χ < C
1
N
exp

− χ
Γ0

,χ > C
mit N =
exp

χmax
Γ0(T )

exp

(χmax−C)
Γ0(T )
− 1

1
Γ0(T )
(6.2)
mit der Normierungskonstanten N , worin χmax für den maximalen Winkel von 90°
steht und der Cutoff als C = 0.3Γ0 angenommen wurde. Diese Verteilung wird im fol-
genden als Modell „Winkelverteilung„ bezeichnet.
Die mit dieser Verteilung simulierten Spektren in Abb. 6.8(d) zeigen ein R/H40(T )
Muster, das die vier oben genannten Kriterien erfüllt und den experimentellen Daten
nahe kommt. Die spektrale Breite fällt auf einen Wert von 0.95 ab, die exakte Form des
Abfalls ist allerdings von den experimentellen Daten verschieden.
Für das Modell der exponentiellen Winkelverteilung mit Cutoff soll nun exemplarisch
die Umrechnung von Winkelskala auf Temperaturskala gezeigt werden. Dieser Schritt
ermöglicht es, die Temperaturabhängigkeit der spektralen Breite mit dem Modell einer
Winkelverteilung zu reproduzieren.
Zur Umrechnung werden zwei Schritte benötigt. Diese sind in Abb. 6.9(a) und (b) ver-
anschaulicht. Zunächst wird δ/δ näherungsweise durch eine lineare Funktion (rote Li-
nie in Abb. 6.9(a)) des charakteristischen Winkels Γ0 beschrieben: δ/δ(Γ0) = mΓ0+b.
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Abb. 6.9: Umrechnung des charakteristischen Winkels Γ0 des Bewegungsmodells mit
exponentieller Winkelverteilung in eine Temperaturskala. a) zeigt die Parametrisierung
des Zusammenhangs zwischen δ/δ und Γ0 und b) die Anpassung von Γ0 als Funktion
der inversen Temperatur (1000/T). Nach Umrechnung der Winkelskala in eine Tem-
peraturskala: c) relative zentrale Intensität und d) spektrale Breite als Funktion der
Temperatur.
Diese Funktion wird nun genutzt, um die spektrale Breite der experimentellen Daten
(schwarze Punkte) in charakteristische Winkel umzurechnen (s. Abb. 6.9(b)). Daraus
ergibt sich die in Abb. 6.9(b) dargestellte Kurve. Um nun die Temperaturwerte für
die berechneten Γ0 zu interpolieren, wird nach einer Funktion Γ0(T ) gesucht. Der
Form nach lässt sich Γ0(T ) in Abb. 6.9(b) gut mit einer exponentiellen Funktion
Γ0 = A1 exp(−A2/T ) fitten. Der Fit ist als blaue durchgezogene Linie in der Abbil-
dung eingetragen.
Anschließend wird diese Funktion Γ0(T ) dazu genutzt, die Größen R/H40 und δ/δ
der exponentiellen Winkelverteilung in Abb. 6.8(d) als Funktion der Temperatur dar-
zustellen. Das Ergebnis ist in den Abbildungen 6.9(c) und (d) gezeigt. Der Vergleich
der Abbildung 6.9(c) mit der Darstellung von R/H40 als Funktion des charakteristi-
schen Winkels in Abbildung 6.8(d) zeigt: Durch die Umrechnung der x-Achse von cha-
rakteristischem Γ0 in Temperatur verändert sich die Form des Temperaturverlaufs der
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relativen zentralen Intensität. Die Kurven erfüllen weiterhin die oben genannten Kri-
terien, eine bessere quantitative Übereinstimmung mit den experimentellen Werte in
6.8(a) wird nicht erreicht.
Durch Umrechnung des charakteristischen Winkels in eine Temperaturabhängigkeit, ist
das Modell der exponentiellen Winkelverteilung nun endgültig fixiert. Diese Festlegung
wird bei der Berechnung der Relaxationszeiten im folgenden Kapitel weiterverwendet.
In diesem Abschnitt wurden die die Linienformparameter R/H40 und δ/δ verschie-
dener Bewegungsmodelle mit den experimentellen Daten verglichen. Das Ergebnis ist:
einfache Modelle können die experimentellen Daten nicht reproduzieren. Mit Hilfe der
MD-Simulationen wurde ein komplexes Modell einer exponentiellen Winkelverteilung
mit Cutoff entworfen. Die Aussagekraft des Modells wird in der Diskussion besprochen.
Die aus MD-Simulationen gewonnene Winkelverteilung oder Orientierungstrajektori-
en können als Ausgangspunkt für die Random Walk-Simulationen verwendet werden.
Diese Simulation wurde durchgeführt und die Ergebnisse sind in Kapitel 8.1.2 vorge-
stellt.
6.2.2 Berechnung der Spin-Gitter-Relaxationszeit
Im vorigen Kapitel wurden wichtige Linienformparameter für verschiedene Bewe-
gungsmodelle mittels Random-Walk-Simulationen eines Konusmodells berechnet. In
diesem Abschnitt wird nun untersucht, welche Spin-Gitter-Relaxationszeiten aus den
Modellen folgen. Damit wird überprüft, welche der verschiedenen Modelle in Einklang
mit den experimentellen Spin-Gitter-Relaxationszeiten sind.
Lipari und Szabo stellten in den 1980er Jahren einen Formalismus vor, um die Spin-
Gitter-Relaxation für Zufallssprungprozesse innerhalb und auf dem Rand eines Konus
mit einem halben Öffnungswinkel von χ < 50° zu berechnen [165–167]. Diese Me-
thode wurde von Oleg Petrov in ein C-Programm umgesetzt und hier verwendet. Der
Code ist in Anhang A.4 abgedruckt.
In Abbildung 6.10(a) ist T1 für Deuteronen bei ωL = 46.1 MHz für einige Winkel zwi-
schen 1° und 50° als Funktion der Sprungkorrelationszeit aufgetragen. Abb. 6.10(b)
zeigt die Abhängigkeit von T1 vom Winkel für eine feste Sprungkorrelationszeit, die
bis zu Winkeln von 20° Gleichung (6.3) genügt [23]
T1 = B
1
χ2
. (6.3)
Der Proportionalitätsfaktor B hängt von der Sprungkorrelationszeit τ und der Stärke
der Quadrupolwechselwirkung δ ab.
Nun wurde für die drei Modelle die Spin-Gitter-Relaxationszeit berechnet (s.
Abb. 6.10(c)-(e)). Dabei ist zu beachten, dass diese Berechnung sich auf das Modell
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Abb. 6.10: a) Spin-Gitter-Relaxationszeit als Funktion der Sprungkorrelationszeit τ j .
Die eingezeichneten Linien markieren den Bereich der experimentell beobachteten T1-
Zeiten b) zeigt die Abhängigkeit der T1-Zeit von der Winkelvariation für τ= 3 · 10−9 s.
c) - e) T1 für die verschiedenen Modelle (rote Linien) im Vergleich zu den experimen-
tellen T1-Daten (ausgefüllte schwarze Punkte) des Proteinrückgrats der hydratisierten
Probe. c) Modell „Ratenänderung“ d) Modell „Amplitudenänderung“ e) Modell „Winkel-
verteilung“.
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des Zufallssprungs auf einer Kegelgrundfläche bezieht, in Kapitel 6.2.1 hingegen das
Modell des Zufallssprungs auf einem Konusrand verwendet wurde. Wie in Abb. 3.8(b)
gezeigt, lassen sich die Modelle für kleine Winkel jedoch aufeinander skalieren, so dass
lediglich ein quantitativer Unterschied zu erwarten ist.
Um die berechneten Daten mit den experimentellen Daten zu vergleichen, muss der
Modellparameter (Rate, Amplitude) in eine Temperatur umgerechnet werden. Für das
Modell „Ratenänderung“ wird ein Arrhenius-Gesetz (Gl. (2.9)) angenommen. Für das
Modell „Amplitude“ und das Modell „Winkelverteilung“ ist der Weg im vorangegange-
nen Kapitel beschrieben.
Um T1 für das Modell „Winkelverteilung“ zu berechnen, muss zunächst die Winkel-
verteilung in die zugehörige Relaxationszeitenverteilung umgerechnet werden. Aus
p(χ)dχ = p(T1)dT1 folgt mittels der Beziehung (6.3) für die Verteilung p(T1)
p(T1) =
p
B
2T 3/21
p(χ). (6.4)
Die beiden Verteilungen sind in Abbildung 6.11(a) und (b) abgebildet. Rechts sind die
Winkelverteilungen für verschiedene charakteristische Winkel Γ0 gezeigt, links ist die
zugehörige T1-Verteilung zu sehen. Schließlich werden die Magnetisierungsaufbaukur-
ven für verschiedene charakteristische Winkel Γ0 berechnet
M(t) =
∫ ∞
0
dT1p(T1)exp(−t/T1). (6.5)
Sie sind in Abbildung 6.11(c) dargestellt. Die durchgezogenen Linien sind Kohlrausch-
Williams-Watts-Fits nach Gleichung (2.10). Die berechneten Magnetisierungsaufbau-
kurven zeigen Abweichungen vom KWW-Verhalten. Die Anpassung ist aber noch hin-
reichend gut und die Fitwerte werden daher weiterverwendet.
Der Fitparameter T1 ist in der Abbildung 6.10(e) im Vergleich zu den experimentel-
len Daten aufgetragen und der Streckungsparameter β ist in Abbildung 6.11(d) im
Vergleich zu den experimentellen Daten gezeigt. Der Streckungsparameter ist tempe-
raturunabhängig und reproduziert sogar näherungsweise quantitativ die experimen-
tellen Werte. Für die einfachen Modelle „Amplitudenänderung“ und „Ratenänderung“
würden hingegen Streckungsparameter von β = 1 erwartet. Anhand des Streckungspa-
rameters kann somit erneut bestätigt werden, dass ein komplexeres Modell notwendig
ist, um die experimentellen Daten zu reproduzieren.
Alle Modelle passen die experimentellen Relaxationszeiten im mittleren Temperatur-
bereich gut an (s. Abb. 6.10(c-e)). Bei tiefen Temperaturen, wenn die Konusbewegung
aufhört, ergeben sich Abweichungen zwischen den Modellen und dem Experiment.
Hier übernimmt ein anderer Relaxationskanal den Magnetisierungsabfall, so dass es
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Abb. 6.11: a) Winkelverteilung für verschiedene charakteristische Winkel Γ0 b) Daraus
berechnete Verteilung der T1-Zeiten c) Magnetisierungsaufbaukurven, die aus der in (b)
gezeigten Verteilung von T1 berechnet wurden. Die durchgezogenen Linien sind Fits mit
einem KWW nach Gleichung (2.10). Die daraus gewonnenen Werte des Streckungspa-
rameters sind in d) aufgetragen (rote Linie) im Vergleich dazu sind die experimentellen
Werte als schwarze Punkte gezeigt.
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keine Übereinstimmung mit den experimentellen Daten geben muss. Eine Unterschei-
dung zwischen den Modellen ist mit Hilfe des Streckungsparameters möglich. Der ex-
perimentelle Wert von β ≈ 0.58 kann nur unter Annahme einer Verteilung erreicht
werden. Die für das Modell „Winkelverteilung“ verwendete exponentielle Verteilung
mit Cutoff reproduziert diesen Wert fast quantitativ.
Das aus der Kombination von detaillierter Linienformanalyse (Parameter R/H40, δ/δ)
mit Random-Walk-Simulationen und Informationen aus den MD-Simulationen gewon-
nene Modell einer Winkelverteilung beschreibt die Spin-Gitter-Relaxationszeiten und
sogar den Streckungsparameter β und ist konsistent mit den experimentellen Er-
gebnissen der Stimulierten-Echo-Experimente. Allein aus der Analyse der Spin-Gitter-
Relaxationszeiten kann nicht zwischen den Modellen diskriminiert werden. Die Kombi-
nation von Messung und Simulation von Spektren, Spin-Gitter-Relaxationszeiten und
Stimulierten-Echo-Daten ermöglicht dies jedoch.
In diesem Kapitel wurden Konusmodelle verwendet, um verschiedene Temperaturab-
hängigkeiten der Bewegung von C-2H-Bindungen zu simulieren. Mit Random-Walk-
Simulationen wurden 2H-NMR-Spektren berechnet und aus den berechneten Spektren
verschiedene Linienformparameter evaluiert. Mittels des Formalismus nach Lipari und
Szabo wurden weiterhin für drei Bewegungsmodelle die Relaxationszeiten berechnet.
Mit diesen Methoden ist es möglich zu unterscheiden, ob ein Modell den experimen-
tellen Daten entspricht oder nicht. Im Fall des CPC wurde gefunden, dass einfache
Konusmodelle nicht ausreichen, um die komplexe Rückgratdynamik zu beschreiben.
Eine Annäherung an die experimentellen Daten konnte mit Hilfe einer Winkelvertei-
lung gewonnen werden. Allerdings ist der Parameterraum für mögliche Modelle sehr
groß und es kann
6.3 Literaturüberblick: NMR-Untersuchungen des Hydratationswassers
In der vorliegenden Arbeit wird sowohl die Protein als auch die Wasserdynamik mit
verschiedenen Methoden untersucht. Die Charakterisierung der Proteindynamik mit 2-
NMR-Spektroskopie ist im vorangegangen Kapitel vorgestellt. Das Hydratationswasser
wurde bereits in vorangegangenen Arbeiten an verschiedenen Proteinen mit NMR-
Spektroskopie untersucht und diese Untersuchung war nicht Teil dieser Arbeit. Die
Charakterisierung des Hydratationswasser ist aber in Gegenstand der Neutronenstreu-
ungsmessungen in Kapitel 7.2. Um die dort vorgestellten Daten einzuordnen, soll an
dieser Stelle ein kurzer Literaturüberblick über Arbeiten zur Charakterisierung von
Proteinhydratationswasser mit NMR-Spektroskopie gegeben werden.
Zur Untersuchung kam zum einen 2H-NMR-Spektroskopie zum Einsatz [173–175]. Da-
mit kann die lokale Bewegung gemessen. Zum anderen wurden gepulste und statische
Feldgradienten-1H-NMR-Spektroskopie (PFG, SFG) eingesetzt [223, 225], um die Dif-
fusion des Wassers über größere Längenskalen zu untersuchen.
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Abb. 6.12: Arrheniusplot der Korrelationszeiten des Proteinhydratationswassers von
Elastin, Myoglobin, Lysozym und Collagen [89,174].
In 2H-NMR-Arbeiten von Vogel und Lusceac wurde der Mechanismus der Wasserreori-
entierung untersucht [174,270]. Für hohe Temperaturen wird eine isotrope Bewegung
beobachtet. Bei tieferen Temperaturen zeigen sich großwinklige Reorientierungen. Sol-
che Großwinkelsprünge werden in MD-Simulationen bestätigt [271].
Mit Linienformanalyse, Stimulierten-Echo-Messungen und T1-Messungen wurden
darüber hinaus die Korrelationszeiten des Hydratationswasser bestimmt und ein
Arrhenius-Verhalten mit einer Aktivierungsenergie Ea von 0.66 eV für hohe Tempe-
raturen und von ca. 0.55 eV für tiefe Temperaturen erhalten [175]. Geraden mit den
entsprechenden Aktivierungsenergien sind in Abbildung 6.12 eingezeichnet. Dieses
Verhalten wurde für verschiedene Proteine (Lysozym, Myoglobin, Collagen, Elastin)
gefunden. Messungen mit Neutronenstreuung an CPC bestätigen das Arrheniusgesetz
bei tiefen Temperaturen [59].
Diese Messungen stimmen quantitativ mit den Ergebnissen aus dielektrischer Spek-
troskopie überein [89]. In Kombination der Methoden konnte die Energiebarrieren-
verteilung des Hydratationswasser an Elastin, Collagen und Lysozym charakterisiert
werden. Sie lässt sich mit einer Gaußform mit Ea = 6600 K = 0.57 eV und einer Breite
von σE = 500 K = 0.04 eV beschreiben [173]. Die Art des Proteins spielt für die Was-
serdynamik eine untergeordnete Rolle.
Messungen der Wasserdiffusion mit Gradienten-NMR-Spektroskopie ergeben ein an-
deres Bild: In einer Arbeit von Mallamace et al. [180] wurde mit gepulsten Feldgra-
dienten NMR-Messungen Wasserdiffusion an Lysozym untersucht. Dabei wurde ein
Fragil-Stark-Übergang bei T = 223 K gefunden. Dieses Ergebnis widerspricht den 2H-
NMR-Messungen und den Daten aus dielektrischer Spektroskopie.
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Rosenstihl et al. charakterisierten den Messbereich [223, 225] von statischen und
gepulsten Feldgradienten-Magneten und zeigten, dass der von Mallamace gefunde-
ne Fragil-Stark-Übergang mit hoher Wahrscheinlichkeit außerhalb des zuverlässigen
Messbereichs der verwendeten Methode liegt.
Schließlich wurde Wasser auch an anderen Oberflächen charakterisiert. Sattig et al.
verwendeten 2H-NMR-Spektroskopie um Wasser in porösen Silicamatrizen (MCM) zu
untersuchen [232]. Sie finden eine Temperaturabhängigkeit von Korrelationszeiten,
die sehr gut mit den Korrelationszeiten des Hydratationswasser übereinstimmt. Dies
legt nahe, dass es sich bei dem Wasserverhalten im Hydratationswasser von Proteinen
um einen universellen Wasserprozess an rauen Oberflächen handeln könnte [224].
6.4 Zusammenfassung und Diskussion
In diesem Kapitel wurde die Rückgratdynamik von vollständig deuteriertem CPC mit
2H-NMR-Spektroskopie untersucht. Um das Verständnis der erhaltenen Ergebnisse zu
vertiefen, wurden verschiedene Bewegungsmodelle mit Random-Walk-Simulationen
auf ihre Übereinstimmung mit den experimentellen Ergebnissen überprüft.
Zur Charakterisierung der Proteindynamik wurde der volle zugängliche Zeitskalen
Bereich der 2H-NMR-Spektroskopie ausgenutzt, indem die drei Methoden Linienfor-
manalyse, Spin-Gitter-Relaxation und Stimulierte-Echo-Experimente angewandt wur-
den. Die Kombination dieser Experimente ermöglicht es, kleinwinklige Bewegungen
mit Amplituden von nur 1-2° aufzulösen [273].
Mit 2H-NMR-Spektroskopie lassen sich zwei Gruppen von Deuteronen in CPC, die Me-
thylgruppen und die Rückgratdeuteronen, unterscheiden. Die Auswertung konzentrier-
te sich auf die Rückgratdynamik. Folgende Ergebnisse wurden gewonnen.
• Das Rückgrat führt eine kleinwinklige Bewegung aus, deren Amplitude sich mit
der Temperatur vergrößert und deren Korrelationszeit klein ist (τ < 1 µs).
• Die Rückgratbewegung setzt mit Erwärmen bei Temperaturen T > 180 K ein.
• Hydratationswasser verstärkt diese Bewegung.
• Die Bewegung ist komplex, d.h. zu ihrer Beschreibung müssen Winkel- oder
Sprungzeitenverteilungen verwendet werden.
• Sie ist von der Art des Proteins unabhängig.
• Ein Teil des Rückgrats führt eine isotrope Bewegung aus, wenn Bulkwasser vor-
liegt.
Die vorgestellten Ergebnisse zur Protein-Rückgratdynamik stehen in Übereinstimmung
mit anderen NMR-Untersuchungen. In diesen wurde die Rückgratbewegung ebenfalls
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als kleinamplitudig und schnell charakterisiert [5, 176, 287]. Im Gegensatz zu diesen
Studien finden wir durch die Kombination der drei NMR-Methoden Hinweise, dass sich
mit der Temperatur vorrangig die Amplitude der Bewegung ändert und nicht allein die
Korrelationszeit.
Das Einsetzen der Rückgratdynamik kann mit Untersuchungen zum dynamischen
Übergang in Beziehung gesetzt werden. Das Einsetzen der kleinamplitudigen Dynamik
fällt mit der unteren Temperatur des des zwei-Stufen-Szenario zusammen [34, 60].
Diese Koinzidenz könnte darauf hindeuten, dass es sich bei der mit Neutronenstreu-
ung beobachteten Erhöhung des mittleren Verschiebungsquadrats und der hier charak-
terisierten Rückgratbewegung um den gleichen Prozess handelt. Der zuvor gefundene
dynamische Übergangs bei T = 220−240 K [45] hingegen lässt sich in den Messungen
nicht eindeutig zuweisen. Eine detailliertere Diskussion der Ergebnisse in Hinblick auf
den dynamischen Übergang wird in Kapitel 8 vorgenommen.
Teil der Auswertung war die Berechnung von Linienformparametern und der Spin-
Gitter-Relaxationszeit mit Hilfe von Konusmodellen. Zwei Grenzfälle wurden dabei un-
tersucht: zum einen die Änderung der Korrelationszeit mit der Temperatur bei gleich-
bleibender Geometrie der Bewegung im Modell „Ratenänderung“ und zum anderen
die Änderung des Konusöffnungswinkels mit der Temperatur bei gleichbleibender Kor-
relationszeit der Bewegung im Modell „Amplitudenänderung“. Obwohl sich die Form
der experimentellen Spektren sich nur wenig mit der Temperatur ändert, können mit-
tels der Auswertung von Linienformparametern aus Random-Walk-Simulationen die
Modelle deutlich unterschieden werden.
Am Beispiel des Modells „Amplitudenänderung“ wird gezeigt, dass die Übereinstim-
mung eines Parameters allein nicht ausreicht, um ein Modell als gültig anzunehmen
oder zu verwerfen. Die spektrale Breite passt sehr gut, das Modell reproduziert jedoch
die relative zentrale Intensität nicht. Es werden komplexere Modelle zur Beschreibung
benötigt.
Mit Rückgriff auf die in MD-Simulationen gefundene Winkelverteilung wird das kom-
plexe Bewegungsmodell „Winkelverteilung“ erstellt. Es geht von einer exponentiellen
Verteilung von Winkeln mit einem Cutoff bei kleinen Winkeln aus, dessen charakte-
ristischer Winkel sich mit der Temperatur erhöht. Mit diesem Modell lassen sich die
Linienformparameter annähern.
Bei der Modellierung von komplexer Dynamik mit Konusmodellen wird allerdings
schnell die Anzahl von freien Parametern unüberschaubar groß und die Aussagekraft
der Modelle beeinträchtigt. So ist das Modell „Winkelverteilung“ keineswegs als realis-
tische Darstellung der tatsächlichen Rückgratbewegung zu verstehen, sondern nur als
ein mögliches Modell von vielen aufzufassen. Das Modell zeigt beispielhaft, welchen
Einfluss Winkelverteilungen auf die NMR-Parameter haben können.
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An diese Charakterisierung der Rückgratdynamik mittels 2H-NMR-Spektroskopie
schließt sich im folgenden Kapitel die Analyse der Protein und Hydratationswasserdy-
namik mittels quasielastischer Neutronenstreuung an.
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7 Untersuchung der Protein- und
Wasserdynamik mit quasielastischer
Neutronenstreuung
In diesem Kapitel werden die Ergebnisse der Messungen von Protein- und Wasserdyna-
mik mit quasielastischer Neutronenstreuung beschrieben. Untersucht wurde das Pro-
tein Elastin und die Messungen wurden am Rückstreuspektrometer SPHERES am For-
schungsreaktor II in München durchgeführt.
Quasielastische Neutronenstreuung wurde bereits vielfach zur Untersuchung von Pro-
teinen eingesetzt [87]. Dabei wurde das Einsetzen eines dynamischen Prozesses, ein
dynamischer Übergang, bei ca. 200-240 K gefunden (vgl. Kap. 2.3). In der vorliegen-
den Untersuchung wird Elastin verwendet, dessen Glasübergangstemperatur für einen
Hydratationsgrad h< 0.3 g/g bei T > 300 K [229] liegt (vgl. Abb. 4.2).
Wie verhält sich ein Protein, dessen Glasübergangstemperatur oberhalb von 300 K
liegt? Bei welcher Temperatur setzt die Rückgratdynamik ein? Ist ein dynamischer
Übergang sichtbar? Die vorgestellten Ergebnisse zeigen, dass die beobachtete Protein-
dynamik von der Methylgruppendynamik dominiert wird. Hinweise auf ein Einsetzen
von Rückgratbewegung werden nicht gefunden.
Neutronenstreuung misst die Streuung an Protonen. Deuteronen sind für die Methode
fast unsichtbar. Durch Messungen zweier Proteinproben, die eine mit H2O (im Folgen-
den ELA_H2O genannt) hydratisiert und die andere mit D2O (ELA_D2O ) kann der
Streubeitrag des Wassers extrahiert werden, und damit die Wasserdynamik charakte-
risiert werden. Es wurden zwei Messreihen durchgeführt. Zunächst wurde Elastin mit
einem Hydratationsgrad von 0.4 g/g vermessen. In dieser Probe wurde jedoch die Si-
gnatur von kristallinem Eis gefunden (s. Kap. 4). Die vorgestellten Ergebnisse stammen
daher soweit nicht anders angegeben von der zweiten Messreihe mit einem Hydratati-
onsgrad von h= 0.2 g/g.
Auch die Wasserdynamik des Proteinhydratationswassers wurde bereits mit Rückstreu-
methoden charakterisiert. Die hierbei gewonnen Ergebnisse sind widersprüchlich:
Chen et al. [40] fanden einen Fragil-Stark-Übergang (FST) bei T = 225 K, während
Doster et al. [59] zeigen konnten, dass eine alternative Datenauswertung derselben
Daten keine Hinweise auf einen FST liefert.
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Die Probenpräparation und -charakterisierung wurden in Kapitel 4.3 erläutert. Nach-
folgend wird zunächst auf die Charakterisierung der Proteindynamik eingegangen und
dann die Analyse der Wasserdynamik vorgestellt.
7.1 Charakterisierung der Proteindynamik in Elastin
In diesem Abschnitt wird die Charakterisierung der Proteindynamik vorgestellt. Dazu
wird hauptsächlich die mit deuteriertem Wasser hydratisierte Elastinprobe herange-
zogen. Wie bereits im vorangegangenen Kapitel werden zunächst die Rohdaten ohne
Modellanpassung beschrieben und interpretiert. Daran anschließend wird dann das
Rotationsraten-Verteilungsmodell herangezogen, um die Daten zu beschreiben
7.1.1 Experimentelle Daten
Die durchgeführten Neutonenstreuexperimente ergeben drei Messgrößen, die separat
ausgewertet und in einzelnen Abschnitten behandelt werden: Die elastische Intensität,
die quasielastischen Temperaturscans sowie die Spektren im vollen Energiebereich bei
240 K und 270 K.
Elastische Intensität
Die Streuung von Neutronen an einer Probe kann elastisch oder inelastisch erfolgen,
je nachdem, ob der Streuer immobil ist, oder sich bewegt. Die Unterscheidung, wel-
che Streuer als bewegt und welche als immobil gesehen werden, ist zum einen über die
Auflösung des Spektrometers festgelegt und zum anderen über den betrachteten Streu-
vektor. Dieser gibt die Längenskala vor, mit der die Bewegung der Protonen verglichen
wird. Die Streuung kann elastisch oder inelastisch erfolgen. Hier wird zunächst die
elastische Streuung betrachtet. Die elastische Streuung kann, wie in Kap. 3.3 erläutert,
als Funktion der Temperatur aus quasielastischen Temperaturscans gewonnen werden.
Abbildung 7.1(a) zeigt den Temperaturverlauf der normierten elastischen Intensität
IEl(T )/IEl(4 K) der Probe ELA_D2O für verschiedene Streuvektoren. Zum Vergleich ist
für q = 0.6 Å−1 und q = 1.84 Å−1 die elastische Intensität für die Probe ELA_H2O ge-
zeigt (Punkte). Bei q = 1.84 Å−1 stimmen die Intensitäten überein. Bei kleinen Streu-
vektoren und hohen Temperaturen (ca. Raumtemperatur) ist die Streuintensität der
Probe mit H2O etwas geringer. Dies ist auf den zusätzlichen quasielastischen Streu-
anteil der Wasserprotonen zurückzuführen. Der geringe Unterschied zwischen den
Proben zeigt, dass die Abnahme der elastischen Intensität hauptsächlich von Streu-
ung am Protein und nicht am Wasser verursacht wird.
Als nächstes wurde das mittlere Verschiebungsquadrat (MSD) aus den quasielasti-
schen Temperaturscans ermittelt. Das MSD wird, wie in Kapitel 3.3 beschrieben, aus
der elastischen Intensität unter Annahme der gaußschen Näherung berechnet. Abbil-
dung 7.1(b) zeigt die so erhaltenen Werte für beide Proben. Die gaußsche Näherung
ist eine grobe Näherung und ihre Gültigkeit wird in der Diskussion besprochen.
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Abb. 7.1: a) Elastische Intensität der Probe ELA_D2O für verschiedene Streuvektoren
q (Linien). Zum Vergleich sind für q = 1.84 Å−1 und q = 0.60 Å−1 die Werte der Probe
ELA_H2O als Punkte eingezeichnet. b) Mittleres Verschiebungsquadrat der Elastinproben
mit einem Hydratationsgrad von h = 0.2 g/g und für Elastin mit h = 0.4 g/g H2O. Das
Zeitfenster des Experiments endet bei τres = 1.8 ns.
Das mittlere Verschiebungsquadrat steigt ab ca. 120-150 K stärker als bei tieferen
Temperaturen an. Der Anstieg ist in guter Näherung linear mit der Temperatur. Ein
Ansteigen des MSD in diesem Temperaturbereich wurde bereits in anderen Protein-
und Polypeptidproben unterhalb der Temperatur des dynamischen Übergangs gefun-
den [221, 234] und wird auf das Einsetzen von Methylgruppenrotation zurückgeführt
[221, 222] und nicht auf den dynamischen Übergang. Bei höheren Temperaturen ist
keine zusätzliche Änderung der Steigung zu beobachten. Das mittlere Verschiebungs-
quadrat zeigt demnach keinen Hinweis auf einen dynamischen Übergang in Elastin.
Im Vergleich der beiden Proben mit h= 0.2 g/g ELA_H2O und ELA_D2O wird über den
gesamten Temperaturbereich eine hohe Übereinstimmung gefunden. Die Wasserproto-
nen tragen demnach nur wenig zum Abfall der elastischen Intensität, bzw. zum Anstieg
des MSD bei. Der beobachtete Anstieg des MSD muss folglich auf Proteindynamik zu-
rückzuführen sein.
Zusätzlich ist in dieser Grafik das MSD für eine höher hydratisierte Probe ELA_H2O
mit h = 0.4 g/g gezeigt. Das MSD stimmt für alle Proben unterhalb von 273 K über-
ein und ist in diesem Bereich somit unabhängig vom Hydratationsgrad. Dies lässt sich
damit erklären, dass ein Teil des Hydratationswassers in der Probe mit h= 0.4 g/g als
Bulkwasser vorliegt und ist bei T < 270 K gefroren ist. Er unterstützt somit nicht die
Dynamik des Proteins und trägt auch selbst nicht zur quasielastischen Streuung bei.
Bei T ≈ 270 K schmilzt der gefrorene Anteil. Infolgedessen wird das Wasser mobil, da-
durch ändert sich das MSD sprunghaft. Bei tiefen Temperaturen ist die Proteindynamik
in beiden Proben folglich nur durch die Hydrathülle beeinflusst, die in beiden Proben
einen ähnlichen Hydratationsgrad ausmacht. Die gefundene Übereinstimmung ist be-
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merkenswert und spricht für die Qualität des Instruments, stammen die Datensätze
doch aus zwei verschiedenen Messzeiten.
Die elastische Intensität und das MSD liefert keinen Hinweis auf einen dynamischen
Übergang in Elastin. Jedoch zeigt sie, dass ein dynamischer Prozess des Proteins statt-
findet. Durch die Auswertung des quasielastischen Anteils der Streuung kann dieser
dynamische Prozess genauer charakterisiert werden, wie im nächsten Teil beschrie-
ben.
Quasielastische Intensität
Das Abnehmen der elastische Intensität indiziert, dass ein Teil der Streuung quasi-
elastisch oder inelastisch geschieht. Ein Teil des Abfalls findet sich folglich als qua-
sielastische Intensität wieder, ein Teil der Intensität liefert Beiträge außerhalb des
quasielastischen Energiefensters, wie die Auftragung der Gesamtintensität in Abbil-
dung 3.9 zeigt. Der quasielastische Anteil wurde mit quasielastischen Temperaturscans
im Energiebereich |ω|< 3 µeV gemessen.
(a) (b)
Abb. 7.2: a) Quasielastische Spektren der Probe Elastin mit h = 0.2 g/g im Energiebe-
reich ω< 3 µeV für vier Temperaturen. Im Energiebereich ω≤−1 µeV ist zur Reduktion
der Streuung der laufende Mittelwert über 10 benachbarte Werte gezeigt. Es ist zu erken-
nen, dass die quasielastische Intensität für in diesem Energiebereich mit der Temperatur
zunächst steigt, für hohe Temperaturen aber wieder sinkt. b) Auftragung der im Energie-
bereich −3 < ω < −1.5 µeV integrierten quasielastischen Intensität (IFWI) als Funktion
der Temperatur für verschiedene q.
Die quasielastische Intensität kann mittels inelastischer Fenstermessungen ausgewertet
werden. Das Prinzip der inelastischer Fenstermessung ist in Abbildung 7.2(a) veran-
schaulicht. Aufgetragen sind die quasielastischen Spektren für vier verschiedene Tem-
peraturen. Der Abfall der elastischen Intensität ist im Zentrum des Spektrums sichtbar.
In den Flügeln des Spektren ist zu beobachten, dass die Intensität in Abhängigkeit der
Temperatur ein Maximum durchläuft. Die quasielastische Intensität wird nun in einem
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Frequenzfenster von −3 bis −1.5 µeV gemittelt. Die so gewonnene Größe wird als „in-
elastic fixed window intensity“ (IFWI) bezeichnet [82,101,256].
Bei dieser Methode wird analog zur Messung der Spin-Gitter-Relaxationszeit in der
NMR-Spektroskopie [101] für eine feste Frequenz ωfix der Wert des dynamischen
Strukturfaktors in Abhängigkeit der Temperatur gemessen. Für einen einfachen Debye-
Prozess gilt nach Gleichung (3.21):
I FW I(T ) =
B
pi
τ(T )
1+τ(T )2ω2fix
= BLi(ω,τ). (7.1)
Für τωfix ≈ 1 ergibt sich als Funktion der Temperatur ein Maximum, das für einen
Arrhenius-Prozesse von der Höhe der Energiebarriere Ea und der Versuchsfrequenz τ0
abhängt [82]:
Tmax =
Ea/kB
ln(ωfixτ0)−1
. (7.2)
Große Aussagekraft hat die Streuvektorabhängigkeit. Hieraus können qualitative Aus-
sagen über die Art der Bewegung gewonnen werden. Für verschiedene Rotations-
sprungmodelle gibt es keine oder nur eine geringe Streuvektorabhängigkeit des Maxi-
mums im inelastischen Fensterscan1, während eine diffusive Bewegung2 eine Verschie-
bung des Maximums mit steigendem q zu kleineren Temperaturen beinhaltet [82,260].
In Abbildung 7.2(b) ist die IFWI für verschiedene Streuvektoren q aufgetragen. Die
Kurven sind zur besseren Unterscheidbarkeit gegeneinander auf der y-Achse verscho-
ben. Alle Kurven zeigen die Signatur eines dynamischen Prozesses, der bei T = 120 K
ins Fenster kommt und bei ca. T = 240 K zu einem Maximum führt. Für den Streuvek-
tor q = 0.6 Å−1 tritt bei hohen Temperaturen ein zweiter Prozess hinzu, der offenbar
streuvektorabhängig ist. Dieser hat nur einen geringen Anteil an der quasielastischen
Streuintensität.
Es können somit zwei Prozesse in der quasielastischen Intensität identifiziert werden.
Zum einen ein lokaler, q-unabhängiger Prozess, der den Hauptbeitrag der Streuung
ausmacht und folglich auf die Proteindynamik zurückgeführt wird. Zum anderen wird
bei hohen Temperaturen ein Beitrag geringerer Intensität gefunden, dessen Maximum
q-abhängig ist. Er wird im Kapitel 7.2 der Wasserdynamik zugeschrieben.
Spektren im vollen Energiebereich
Ergänzt wurden die Messungen durch die Aufnahme von Spektren über den vollen zu-
gänglichen Energiebereich des Spektrometers −30 µeV ≤ ω ≤ 30 µeV bei drei Tempe-
raturen, T = 4 K, T = 240 K und T = 270 K. Die Spektren bei höheren Temperaturen
1 Eine Streuvektorabhängigkeit ergibt sich, wenn die Halbwertsbreite ∆ω der Streufunktion q-
abhängig ist. Dies ist für Zwei- und Dreiplatzsprünge auf einem Kreis nicht der Fall. Für Mehr-
fachsprünge auf einem Kreis gibt es eine geringe q-Abhängigkeit der Halbwertsbreite [16].
2 Für eine diffusive Bewegung gilt: ∆ω= Dq2 [16].
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Abb. 7.3: Logarithmisch skalierte Spektren der Probe Elastin h = 0.2 g/g im gesamten
Energiebereich des Spektrometers ±30 µeV für verschiedene Streuvektoren q bei a) T =
240 K und b) T = 270 K. Die Spektren sind gegeneinander auf der y-Achse verschoben.
Zum Vergleich ist jeweils bei q = 0.6 Å−1 das Spektrum bei 4 K gezeigt.
wurden auf das Tieftemperaturspektrum normiert. Die erhaltenen Spektren sind für
die Streuvektoren 0.6 Å−1 ≤ q ≤ 1.84 Å−1 in Abbildung 7.3 gezeigt.
Die Spektren bestehen aus einer elastischen Linie und einer quasielastischen Verbrei-
terung. Eine eindeutige q-Abhängigkeit ist den Spektren nicht zu entnehmen. Dies
bestätigt die Annahme eines lokalen Prozesses als Ursache der Verbreiterung.
Zusammengefasst zeigten die Ergebnisse aller Messgrößen:
• In Elastin ist Dynamik sichtbar, es gibt jedoch keinen dynamischen Übergang.
• Die Dynamik wird von einem Prozess dominiert, der
– nicht durch Wasserprotonen hervorgerufen wird, da er in den Proben
ELA_H2O und ELA_D2O gleichstark ausgeprägt ist,
– bei T ≈ 120 K einsetzt,
– im Frequenzfenster −3 µeV < ω < −1.5 µeV ein q-unabhängiges Maximum
bei T = 240 K durchläuft.
• Zusätzlich gibt es einen nichtlokalen, q-abhängigen Prozess, der nur eine geringe
Intensität hat.
Der nichtlokale Prozess wird der Wasserdynamik zugewiesen, wie in Kapitel 7.2 ge-
zeigt.
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Die Eigenschaften der beobachteten Proteindynamik, d.h. das Einsetzen des Prozes-
ses unabhängig vom Hydratationsgrad bei ca. 120 K und das streuvektorunabhängige
Maximum in der IFWI, stimmen mit den Kennzeichen für Methylgruppendynamik, die
in der Literatur beschrieben sind, überein: Roh et al. demonstrierten die Hydratations-
gradunabhängigkeit der Methylgruppendynamik [221,222], sowie deren Einsetzen bei
tiefen Temperaturen. Telling et al. werteten die Methylgruppendynamik mit Hilfe von
IWFI aus und fanden ein streuvektorunabhängiges Maximum bei ca. 250 K in verschie-
denen Proteinen [256]. Einen eindeutigen Hinweis auf die Zuordnung dieses Prozesses
zur Methylgruppendynamik liefert darüber hinaus die Studie von Schiro et al [234].
Bei der Untersuchung von Homopolymeren aus Alanin und Glyzin3 wurde gezeigt,
dass in Polyalanin die Anharmonizität im Temperaturbereich von 100-120 K einsetzte,
während in Glyzin in diesem Temperaturbereich ein Anstieg des MSD ausblieb.
Im Folgenden wird daher ein Modell für die Methylgruppendynamik zur Analyse her-
angezogen.
7.1.2 Interpretation mit dem Rotationsraten-Verteilungsmodell
Die Analyse der Messdaten zeigt, dass der Hauptbeitrag der Dynamik in Elastin durch
eine lokale Proteinbewegung verursacht wird, die bereits bei tiefen Temperaturen ein-
setzt und vom Hydratationsgrad unabhängig ist. Diese Hinweise lassen darauf schlie-
ßen, dass es sich bei der beobachteten Bewegung um die Methylgruppenbewegung
handelt [222,256].
In der vorliegenden Probe ist der Anteil der Protonen in Methylgruppen, wie in
Kap. 4.3.4 beschrieben, etwa 30% der Proteinprotonen. Dieser Wert ist typisch für
Proteine [148,221,234].
Methylgruppen führen eine schnelle Dreiplatzsprungbewegung aus, die einer Arrhenius-
Temperaturabhängigkeit folgt [44]. In Proteinen und Polymeren befinden sich Methyl-
gruppen in verschiedenen lokalen Umgebungen, die die Höhe der jeweiligen Energieb-
arrieren bestimmt. Dieser Heterogenität trägt das Rotationsraten-Verteilungsmodell
(engl. rotational rate distribution model (RRDM)) Rechnung [44], indem von einer
Gaußverteilung von Energiebarrieren ausgegangen wird
g(E) = N exp

−(E − Em)
2
2σ2E

. (7.3)
Em die mittlere Energiebarrierenhöhe, σE die Breite der gaußschen Energiebarrieren-
verteilung und N die Normierungskonstante. Das RRDM wurde zuvor in der Literatur
bereits mehrfach zur Beschreibung von Methylgruppendynamik in Proteinen verwen-
det [221,222,234,256]. Nun wird es zur Charakterisierung des Elastins angewandt.
3 Alanin und Glyzin unterscheiden sich lediglich durch eine Methylgruppe in der Seitenkette.
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Bei der Analyse der inelastischen Fenstermessungen in Abbildung 7.2(b) konnten Hin-
weise auf zwei dynamische Prozesse gefunden werden. Den lokalen, mutmaßlichen
Methylgruppenprozess und einen nichtlokalen, q-abhängigen Prozess, der bei großen
q verschwindet. Um die Methylgruppendynamik zu isolieren werden im folgenden nur
Daten bei großen Streuvektoren (q ≥ 1.55 Å−1) verwendet. Gelingt es, die Methyl-
gruppenbewegung genau zu parametrisieren, so kann der zweite dynamische Prozess
abgetrennt und isoliert untersucht werden.
Begonnen wird mit der Beschreibung der inelastischen Fenstermessungen. Glei-
chung (7.4) muss folglich nun für eine Verteilung von Korrelationszeiten G(τ) mo-
difiziert werden
I FW I(T ) =
B
pi
∫ ∞
−∞
g(τ)
τ(T )
1+τ(T )2ω2fix
dτ. (7.4)
Für eine Arrhenius-Temperaturabhängigkeit τm = τ0 exp(Em/T ) und mit σE = Tσ
lässt sich aus Gleichung (7.3) die Verteilung der Korrelationszeiten berechnen:
g(lnτ) = N exp

−(ln(τ/τm))
2
2σ2

. (7.5)
Diese Verteilung wird nun in Gleichung (7.4) eingesetzt. Zur Beschreibung der Messda-
ten müssen nun noch der Untergrund b und eine Amplitude A1 berücksichtigt werden.
Die finale Gleichung lautet also:
I FW I(T ) = b+ A1
∫ ∞
−∞
g(lnτ)
τ(T )
1+τ(T )2ω2fix
d lnτ. (7.6)
ωfix wird durch den Frequenzbereich des Fensters ω f i x = 2.25 µeV festgelegt 4.
Mit diesem Modell wurden die vier Kurven bei den größten Streuvektoren q in einem
Multikurvenfit angepasst. Der Mittelwert der Energiebarrierenverteilung Em und die
Breite der Energiebarrierenverteilung σE wurden als globale Fitparameter angepasst.
Beim Fitten können nicht alle drei Parameter: Em, σE und τ0 separat bestimmt werden,
da sie nicht voneinander unabhängig sind5. Der Parameter τ0 wurde daher zunächst
wie in [256] auf τ0 = 10−13s festgesetzt. Dieser Versuchsfrequenz wurde in den Studi-
en von Grapengeter an Methylgruppen gefunden [101].
4 Bei der Auswertung wurde getestet, ob die Breite des gewählten Fensters die Fitwerte stark beein-
flusst, dies ist jedoch nicht der Fall, so dass die Abbildung des gesamten Frequenzbereichs auf den
mittleren Wert zulässig ist.
5 Dies wurde bereits in [82] ausführlich dargelegt. Wie mit Hilfe der Parameter Ea und τ0 die Breite
des Maximums der IFWI-Werte verändert werden kann, ist in Abb. 5 in der Arbeit von Frick gezeigt.
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(a) (b)
Abb. 7.4: IFWI für große q und Fits mit Gleichung (7.6): a) im Bereich −3 < ω <
−1.5 µeV mit τ0 = 10−13 und b) im Bereich −1.5<ω<−1.0 µeV mit verschiedenen τ0.
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Die Fits sind als durchgezogene Linien in Abb. 7.4(a) eingezeichnet. Die so gewonne-
nen Parameter der Energiebarrierenverteilung von Ea = 0.167 eV und σE = 0.04 eV6
sind in der Tabelle 7.1 einigen Literaturwerten für Methylgruppenbewegung in Protei-
nen gegenübergestellt. Die Übereinstimmung mit den Literaturwerten ist exzellent.
Tab. 7.1.: Werte der experimentell bestimmten Energiebarrierenverteilung für die Me-
thylgruppen im Literaturvergleich.
Referenz Em/eV σE / eV Protein
eigene Messung 0.167 0.04 Elastin
Telling et al. [256] 0.176 0.04 Apoferritin
Schiro et al. [234] 0.161 0.03 Myoglobin
Roh et al. [222] 0.172 0.06 Lysozym
Nun wurde überprüft, welchen Einfluss die Annahme der Versuchsfrequenz τ0 hat.
Die Fits für verschiedene τ0 sind in Abb. 7.4(b) dargestellt. Die gefitteten Daten sind
hier die inelastische Fensterintensitäten im Bereich −1.5 µeV < ω < −1 µeV. Dieser
Energiebereich hat den Vorteil, dass die hintere Flanke des IWFI über einen größeren
Temperaturbereich sichtbar ist. Alle Fits passen die Daten fast ununterscheidbar gut an.
Die Fitwerte sind in Tabelle 7.2 dargestellt. Durch die Variation von τ0 im physikalisch
sinnvollen Bereich von 10−11-10−14 s ändert sich die mittlere Energiebarrierenhöhe um
den Faktor 4. Damit geht eine Änderung der Verteilungsbreite um etwa denselben Fak-
tor einher. Unter Annahme einer Versuchsfrequenz in diesem Bereich kann also zwar
einerseits ausgeschlossen werden, dass die IFWI-Werte von einer einzelnen Energiebar-
riere verursacht werden, eine genaue Bestimmung der Parameter ist andererseits aber
nicht eindeutig möglich.
Die Methylgruppendynamik ist für alle Proteine unter Annahme derselben Versuchs-
frequenz gleich. Aufschluss darüber, ob die hier angenommene Versuchsfrequenz zu-
treffend ist oder nicht, kann folglich auch aus der Untersuchung des CPC mit Hilfe von
NMR-Experimenten in Kapitel 6 gewonnen werden. Die tatsächliche Energiebarrieren-
verteilung der Methylgruppen muss auch das Minimum der Spin-Gitter-Relaxationszeit
T1 bei T = 180 K (vgl. Abb. 6.4) erklären7. Die Breite der Verteilung bestimmt den Wert
von T1 im Minimum.
Für die Werte der Verteilung in Tabelle 7.2 kann somit geprüft werden, ob diese Werte
die mit NMR-beobachtete Methylgruppendynamik erklären. Hierfür wird ausgenutzt,
dass im Minimum der temperaturabhängigen Spin-Gitter-Relaxationszeit τωL ≈ 1 ns
6 Eine Fehlerabschätzung für die gewonnenen Werte kann aus der in Tabelle 7.2 zusammengestellten
Variation der Versuchsfrequenz entnommen werden. Bei Änderung der Startparameter ändern sich
die erhaltenen Werte bis zu einem Faktor 4.
7 Bei diesem Vergleich ist zu beachten, dass mit NMR-Spektroskopie die schwereren Deuteronen
gemessen wurden, während in der Neutronenstreuung die Protonendynamik analysiert wird.
148
Tab. 7.2.: Werte der experimentell bestimmten Energiebarrierenverteilung für die Me-
thylgruppen bei verschiedenen Versuchsfrequenzen.
τ0 / s Em/eV σE / eV T (τ= 1 ns)/ K
10−14 0.201 0.056 203
10−13 0.165 0.042 210
10−11 0.091 0.012 229
gilt. In der vierten Spalte sind die nach dem Arrheniusgesetz berechneten Tempera-
turen T (τ = 1 ns) berechnet. Das experimentell in CPC beobachtete Minimum liegt
bei T = 180 K. Es liegt damit niedriger als die aus den Energiebarrierenverteilungen
berechneten Werten, Die Abweichung von 20 K ist jedoch recht klein. Die Versuchsfre-
quenz τ= 1 · 10−14 s führt zu der geringsten Temperatur des T1-Minimums und kommt
dem Ergebnis der NMR-Spektroskopie am nächsten.
Um die Vergleichbarkeit mit den anderen Experimenten der Neutronenstreuung zu
wahren, werden im weiteren Verlauf trotzdem die Parameter aus Tabelle 7.1 weiter-
verwendet.
Das vorgestellte Modell für die Methylgruppendynamik wird nun einer Konsistenz-
überprüfung unterzogen. Dabei wird geprüft, ob die ermittelten Parameter konsistent
mit der Spektrenform sind.
Die Formel zum Fitten der Spektren soll im Folgenden kurz motiviert werden.
Für einen Dreiplatzsprung, wie er von den Methylgruppen ausgeführt wird, gilt für den
dynamischen Strukturfaktor S(q,ω) [16,214]
SM(q,ω) =
1
3

1+ 2 j0(qr
p
3)

δ(ω) +
2
3

1− j0(qrp3)
∑
i
Li(ω,τi). (7.7)
mit j0 als der Bessel-Funktion und r, dem Radius der Methylgruppenrotation (r = 1.2 Å
[234]).
Der mit SPHERES zugängliche q-Bereich des Spektrometers reicht nicht aus, um die
q-Abhängigkeit der Vorfaktoren gemäß dem Dreiplatzsprungmodell zu unterscheiden.
Sie werden folglich durch q-abhängige Konstanten c(q) ersetzt und die obige Gleichung
vereinfacht sich zu:
SM(q,ω) = (1− c(q))δ(ω) + c(q)
∑
i
Li(ω,τi). (7.8)
Nun wird die Verteilung der Energiebarrieren g(E) in das Modell eingefügt:
SM(q,ω) = (1− c(q))δ(ω) + c(q)
∫ ∞
0
g(Ei)L (ω,τ(Ei))dEi. (7.9)
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Abb. 7.5: Beispiel eines Fit des Spektrum der Probe ELA_D2O (T = 240 K, q = 1.55 Å−1)
mit Gleichung (7.9). Rote Linie: Die Parameter aus Tabelle 7.1, grüne Linie: Fit mit
Lorentzlinie bei Em =0.167 eV.
Um die Gleichungen möglichst einfach zu halten, wurde die Konvolution mit der Auf-
lösungsfunktion nicht in Gleichung (7.9) berücksichtigt. Sie wurde dennoch, wie in
Kapitel 3.3 beschrieben, durchgeführt.
Der Fit des Spektrum bei q = 1.55 Å−1 für T = 240 K ist in Abbildung 7.5 als rote Linie
zu sehen. Der Verlauf der Daten wird vom Fit gut reproduziert. Zum Vergleich wird das
Spektrum nun mit einer einzelnen Lorentzkurve (=Grenzfall σE → 0) angepasst. Auch
dieser Fit zeigt eine gute Übereinstimmung mit den Spektren, wobei im Energiebereich
um ω ≈ 5 µeV und für ω < 20 µeV leichte Abweichungen auftreten. Die Unterschie-
de sind schwach, aber das Rotationsraten-Verteilungsmodell passt die Daten besser an,
und es wird im Folgenden weiter verwendet.
In diesem Abschnitt wurde das Rotationsraten-Verteilungsmodell (RRDM) verwendet,
um die inelastische Fensterintensität und die Spektren der Probe ELA_D2O bei hohen q
zu beschreiben. Das Modell liefert eine Parametrisierung, mit der sich die Daten genau
beschreiben lassen. Die gefundenen Parameter für τ0 = 10−13 s stimmen sehr gut mit
Literaturdaten von anderen Proteinen überein.
Diese Parametrisierung wird nun verwendet, um den dynamischen Prozess des Prote-
ins zu beschreiben und aus dem Probenvergleich die Wasserdynamik zu extrahieren.
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Abb. 7.6: Arrheniusplot der Korrelationszeiten von Hydratationswasser. Zusätzlich zu
den NMR Daten aus [89, 174] sind die Messungen an Lysozym von Chen [40] (blaue
Linie) und an CPC von Doster [61] (rote Linie) aufgetragen.
7.2 Charakterisierung der Hydratationswasserdynamik
Ziel dieses Abschnitts ist es die Wasserdynamik an Elastin zu charakterisieren und die
Ergebnisse vor dem Hintergrund der beiden oben vorgestellten Modelle einzuordnen.
Dazu werden die Daten des quasielastischen Scans der zwei verschieden hydratisierten
Proben verglichen: zum einen Elastin hydratisiert mit H2O und zum anderen Elastin
mit D2O .
Mit quasielastischer Neutronenstreuung an Proteinen wurden widersprüchliche Aussa-
gen zur Dynamik des Hydratationswassers von Proteinen gefunden: Chen et al. [40]
fanden einen Fragil-Stark-Übergang. Doster et al. [61] widersprachen dieser Aussa-
ge und schlugen eine andere Datenauswertung vor. Mit dieser Auswertung wird ei-
ne Temperaturabhängigkeit der Korrelationszeiten gefunden, die über einen weiten
Temperaturbereich mit den in Kapitel 6.3 vorgestellten Daten der NMR-Spektroskopie
übereinstimmt.
Die von Chen und Doster erhaltenen Korrelationszeiten sind in Abbildung 7.6 zusam-
mengestellt, ergänzt um die Korrelationszeiten aus der NMR.
Mit Hilfe der Parametrisierung der Methylgruppenbewegung aus dem vorherigen Kapi-
tel wird zunächst der Streubeitrag der Methylgruppen abgetrennt. Das Vorgehen wird
im nächsten Abschnitt beschrieben. Der darauf folgende Abschnitt beschreibt einen
Ansatz zur Modellierung der Wasserdynamik.
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(a) (b)
Abb. 7.7: Veranschaulichung des Prinzips Kontrastvariation in der Neutronenstreuung.
Deuteronen haben einen geringen Streuquerschnitt, sind in Neutronenstreuexperimen-
ten folglich „ausgegraut“. In dieser Arbeit wurden zwei Proben vermessen (a) ELA_D2O
und (b) ELA_H2O , deren Sichtbarkeit für Neutronen farblich veranschaulicht ist. Aus
dem Unterschied der beiden Proben soll der Streubeitrag des Wassers isoliert werden.
7.2.1 Separation des Streubeitrags von Wasser
Zur Separation des Wasseranteils wird der große Streuquerschnittsunterschied zwi-
schen Protonen und Deuteronen ausgenutzt. Der Beitrag der Deuteronen zur Streuung
ist vernachlässigbar gering. Somit ist in der Probe ELA_D2O nur die Streuung der Pro-
teinprotonen zu sehen. Demgegenüber tragen in der Probe ELA_H2O sowohl die Pro-
tonen im Wasser als auch die Protonen im Protein bei. Abbildung 7.7 veranschaulicht
diesen Unterschied.
Der Hydratationsgrad betrug in beiden Proben h = 0.2 g/g. Nach der Abschätzung
in Kapitel 4.3.4 entspricht der Hydratationsgrad von h = 0.2 g/g einem Wasser-
Protonenanteil an der Gesamtprobe von 23%. Dieser Streubeitrag des Wassers soll
in diesem Kapitel isoliert werden.
Um den Beitrag des Wassers sichtbar zu machen, werden zunächst die quasielasti-
schen Spektren beider Proben in Abbildung 7.8(a) verglichen. Darin ist der dynamische
Strukturfaktor im Energiebereich ±3 µeV für drei q-Vektoren bei T = 300 K gezeigt.
Bei kleinen Streuvektoren fällt auf, dass der dynamische Strukurfaktor der mit H2O hy-
dratisierten Probe (schwarze Punkte) in den Flügeln des Spektrums höhere Intensität
aufweist, als die Probe mit D2O (rote Pluszeichen).
Durch Integration des Energiebereichs von −1.5 bis −3.0 µeV wird, wie oben beschrie-
ben, die inelastische Fensterintensität I FW I gemessen. Diese ist für ausgewählte Streu-
vektoren in Abbildung 7.8(b)) gezeigt.
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Abb. 7.8: a) Quasielastische Spektren der Proben ELA_D2O (rote +) und ELA_H2O
(schwarze Punkte) für verschiedene Streuvektoren im Vergleich. b) Inelastische Fenster-
intensität der beiden Proben.
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Der Temperaturverlauf der I FW I stimmt in beiden Proben für große Streuvektoren
überein. Dieser dynamische Prozess wurde im vorangegangenen Kapitel der Methyl-
gruppenbewegung zugeordnet und mittels des RRDM-Modells parametrisiert.
Für q < 1.55 Å−1 wird bei hohen Temperaturen ein Unterschied zwischen den beiden
Proben beobachtet. Die Probe mit H2O weist eine stärkere Streuung auf. Der zusätzli-
che Streubeitrag hängt vom Streuvektor ab: sein Maximum verschiebt sich für kleinere
q-Vektoren zu größeren Temperaturen. Folglich ist dieser Beitrag als nichtlokaler Bei-
trag identifizierbar. Da er in der Probe ELA_H2O deutlich stärker ausgeprägt ist, wird
er auf die Streuung des Wassers zurückgeführt. Der Streubeitrag des Wassers kann in
den inelastischen Fenstermessungen somit sichtbar gemacht werden.
Ein Streubeitrag mit derselben q-Abhängigkeit wird auch in Probe ELA_D2O gefunden.
Seine Intensität ist jedoch geringer. Versuchsweise wird dieser Prozess nun ebenfalls
dem Wasser zugeordnet. Dass ein Streubeitrag des Wassers in der Probe mit D2O ge-
funden werden kann, ist auf den Austausch von Protonen zwischen Wasser und Protein
zurückzuführen. Dieser Anteil wird in der Abschätzung der austauschbaren Protonen
in Kapitel 4.3.4 auf maximal 10% der Protonen geschätzt.
Die gesamte inelastische Fensterintensität lässt sich folglich als Summe des Methyl-
anteils und des Wasseranteils beschreiben:
IW F I(T ) = IW F IMethyl+ IW F IWasser+ b. (7.10)
Die Streubeitrag der Methylgruppen IW F IMethyl ist aus Kapitel 7.1.1 bereits bekannt.
Die temperaturabhängige inelastische Fensterintensität wurde nun mit den Parame-
tern aus Tabelle 7.1 und freiem Amplituden- und Hintergrundparametern A1 und
b angepasst. Der Fit zur Bestimmung der Methylgruppenparameter wurde auf den
Temperaturbereich 4-250 K eingeschränkt, um die Amplitude der Methylgruppen nicht
durch den Einfluss des Wassers zu überschätzen. Ein Beispielfit der Daten ist in Abbil-
dung 7.8(b) für q = 0.6 Å−1 als grüne Linie gezeigt.
Die Fitfunktionen werden nun von den Daten subtrahiert, um den Wasseranteil zu ex-
trahieren. Der Wasseranteil ist in Abbildung 7.9 für beide Proben dargestellt.
Im nächsten Schritt sollen diese Daten mit einem Modell für Wasserdynamik angepasst
werden.
7.2.2 Ansätze zur Modellierung der Wasserdynamik
Mit Hilfe der Parametrisierung der Methylgruppendynamik in Kapitel 7.1.1 konnten
der Wasserbeitrag und der Proteinbeitrag voneinander getrennt werden. Der Wasser-
beitrag ist in Abbildung 7.9 aufgetragen.
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Abb. 7.9: Inelastische Fensterintensität des Wassers nach Abziehen der Methylgruppen-
beiträge für a) Probe ELA_H2O und b) Probe ELA_D2O. Die durchgezogenen Linien sind
Fits mit der Gleichung (7.13) mit Em = 0.63 eV und σE = 0.05 eV.
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Bei der Betrachtung der Abhängigkeit vom Streuvektor fällt auf, dass sich das Maxi-
mum der IFWI mit steigendem q zu niedrigeren Temperaturen verschiebt. Dies ist eine
Signatur von diffusiver Bewegung [82, 101, 260]. Weiterhin ist zu erkennen, dass die
Intensität des Wasserbeitrags mit steigendem q abnimmt. Diese Streuvektorabhängig-
keit der Intensität ist im Modell der Diffusion nicht vorgesehen. Es ist bisher nicht
gelungen eine plausible Erklärung für diese Beobachtung zu finden. Im Anhang A.6
wird eine detailliertere Untersuchung möglicher Gründe für eine q-abhängige Inten-
sität durchgeführt und erläutert, weshalb die betrachteten Gründe die Beobachtung
nicht erklären können.
Zur Beschreibung der Wasserdynamik wird nun auf die Ergebnisse der Untersuchung
von Wasserdynamik mit NMR in Kap. 6.3 zurückgegriffen. Für verschiedene Proteine
lässt sich die Wasserdynamik mit einer Verteilung von Aktivierungsenergien und einer
Arrhenius-Temperaturabhängigkeit beschreiben [89,174] .
Nun muss noch eine Parametrisierung der Streuvektorabhängigkeit gefunden werden.
Hierfür wird als einfachster Fall, das Modell für langreichweitige Diffusion angenom-
men und die Korrelationszeit über:
τ=
1
Kq2
(7.11)
in den Diffusionskoeffizienten K umgerechnet. Dieses Modell ist im Allgemeinen ein
Modell heterogener Dynamik, d.h. es liegt eine Verteilung von Zeit- und Diffusionskon-
stanten vor und ein Wassermolekül kann zwischen schneller und langsamer Dynamik
wechseln. Statt der Diffusionskonstanten D muss im Allgemeinen ihr Mittelwert, also
das Ratenmittel, betrachtet werden:
〈K〉 ∝ 〈1
τ
〉 6= 1〈τ〉 . (7.12)
Das Ratenmittel ist jedoch ungleich dem inversen der mittleren Zeitkonstante 1〈τ〉 . Die
hier betrachteten Streuvektoren sind relativ groß. Es werden somit Bewegungen be-
trachtet, die nur 1-2 Sprünge8 umfassen. Auf dieser Längenskala und der damit ver-
bundenen Zeitskala gibt es jedoch noch keinen Austausch der Sprungraten eines Mo-
leküls. Nur unter dieser Annahme kann Gleichung 7.11 verwendet werden.
Das Modell für die inelastische Fensterintensität von Wasser lautet somit:
I FW I(q, T ) = b+ A1
∫ ∞
−∞
g(lnK)
(K(T )q2)−1
1+ (K(T )q2)−2ω2fix
d lnK . (7.13)
Die IFWI-Daten werden nun mit diesem Modell gefittet. Dabei wird der Parameter
τ0 auf den zuvor in NMR-Experimenten ermittelten Wert von τ0 = 1 · 10−19 s festge-
setzt [173]. Dieser Wert erscheint unphysikalisch klein. Er wurde dennoch verwendet,
8 Wobei unter einem „Sprung“ die Bewegung des Schwerpunkts des Wassermoleküls um den mittle-
ren intermolekularen Abstand (=0.27 nm) verstanden wird.
156
denn die Analyse der Fitparameter als Funktion von τ0 in Abschnitt 7.1.2 zeigt, dass
nur mittels dieser Festlegung Werte aus verschiedenen Experimenten verglichen wer-
den können. Der Mittelwert der Energiebarrierenverteilung Em und die Breite σE sind
globale Fitparameter für alle Streuvektoren.
Die Fits sind als durchgezogene Linien für Probe ELA_H2O in Abbildung 7.9(a) ein-
getragen. Sie passen die Beiträge des Wassers über alle q-Vektoren gut an. Die Fitpa-
rameter sind in Tabelle mit den Fitparametern in [173] verglichen. Die Aktivierungs-
energie ergibt sich zu EA = 0.63 eV, die Breite der Energiebarrierenverteilung wird zu
σE = 0.050 eV bestimmt. In der Arbeit von Lusceac et al. [173] wurden EA = 0.55 eV
und σE = 0.043 eV gefunden.
Tab. 7.3.: Fitparameter aus Messungen des Hydratationswassers an Elastin
Methode Em/eV σE / eV Protein
Neutronenstreuung 0.63 0.050 Elastin h= 0.2 g/g
NMR + DS [173] 0.55 0.043 Elastin h= 0.43 g/g
Das Maximum der IFWI des diffusiven Prozesses liegt bei kleinen q-Vektoren außerhalb
des Messbereichs (vgl. Abb. 7.9). Der Wert der Aktivierungsenergie wird durch Anpas-
sung des Maximums in den IWFI für große Streuvektoren (q > 1.41 Å−1) festgelegt.
Bei großen Streuvektoren ist allerdings die Intensität des Prozesses am niedrigsten.
Die gewonnene Aktivierungsenergie ist somit mit einer größeren Unsicherheit behaf-
tet. Messungen bei höherer Temperatur (bis T = 325 K, da oberhalb das Protein mobil
wird) können helfen, diese Unsicherheit beizulegen.
Die Aktivierungsenergien EA der Neutronenstreuexperimente liegen etwas über jenen,
die zuvor mit dielektrischer Spektroskopie und NMR an Proteinhydratationswasser be-
stimmt wurden. Dies kann durch den im Vergleich zu den anderen Proben geringeren
Hydratationsgrad verursacht sein. Die Abnahme des Hydratationsgrades führte in vor-
angegangenen Experimenten zu einem starken Anstieg τ und damit von τ0 [89,136].
Für die Probe ELA_D2O im Wasser ist der Fit mit Gleichung (7.13) bei freiem Em und
σE nicht eindeutig möglich, da in den Rohdaten ein ausgeprägtes Maximum fehlt. Die
eingezeichnete Linie zeigt die Anpassung der Messdaten unter Fixierung der in der
Probe ELA_H2O gewonnenen mittleren Energie und der Verteilungsbreite. Mit diesen
Werten lassen sich die Daten gut beschreiben. Somit ist die Annahme gerechtfertigt,
dass es sich bei diesem Beitrag ebenfalls um einen Wasserprozess handelt.
Die Wasserdaten können im gesamten Temperaturbereich mit einer Arrhenius-
Temperaturabhängigkeit gefittet werden. Um beurteilen zu können, inwiefern diese
Beobachtung aussagekräftig zur Unterscheidung der beiden Modelle für Wasserdyna-
mik von Chen und Doster sind, wurde die inelastische Fensterintensität für das Modell
von Chen berechnet. Sie ist in Abbildung 7.10 gezeigt. Gekennzeichnet wird die inelas-
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Abb. 7.10: a) Korrelationszeiten für Hydratationswasser an Lysozym nach Chen [40].
b) Nach Gleichung (7.4) berechnete inelastische Fensterintensität für die nebenstehende
Korrelationszeiten. Der Arrheniusanteil und der Vogel-Fulcher-Anteil sind zusätzlich se-
parat aufgetragen. Darüber hinaus zeigt die schwarze Linie den Einfluss einer Verteilung
von Korrelationszeiten auf die nach Chen vorhergesagte inelastische Fensterintensität.
tische Fensterintensität durch einen steilen Abfall bei hohen Temperaturen, wenn die
Temperaturabhängigkeit von stark zu fragil übergeht. Diese Signatur ist in den Daten
nicht zu erkennen.
Wie kann der Befund, dass die Daten des Hydratationswassers sich nicht mit dem Mo-
dell von Chen anpassen lassen, erklärt werden? Entweder, Wasser an Elastin verhält
sich anders als das Wasser in Lysozym, oder das Vorliegen eines Fragil-Stark-Übergangs
muss in Zweifel gezogen werden. Die Vermutung, dass das Verhalten des Hydratati-
onswassers von der Art des Proteins abhängt ist recht unwahrscheinlich. Zum einen
wird von Chen et al. selbst angenommen, dass der Fragil-Stark-Übergang eine Bulk-
eigenschaft des Wassers, also eine proteinunabhängige Eigenschaft ist, zum anderen
stimmen die von Khodadadi et al. [136] bestimmten Korrelationszeiten des Hydrata-
tionswassers an Lysozym gut mit den Korrelationszeiten des Hydratationswassers an
anderen Proteinen überein (vgl. Abb. 7.6). Gegen einen Fragil-Stark-Übergang im Hy-
dratationswasser spricht darüber hinaus auch die Auswertung der Neutronenstreuda-
ten von Doster. Die vorliegende qualitative Abweichung ist somit in Übereinstimmung
mit der Kritik am vorgeschlagenen Fragil-Stark-Übergang [59,225,270].
Zusammenfassend lassen sich die inelastischen Fensterscans für Hydratationswasser
an Elastin in guter Übereinstimmung mit den NMR-Daten als dynamischer Prozess mit
einer Arrhenius-Temperaturabhängigkeit beschreiben. Es werden keine Anzeichen für
einen Fragil-Stark-Übergang gefunden.
7.3 Zusammenfassung und Diskussion
In diesem Kapitel wurden die Protein- und Wasserdynamik des ungeordneten Proteins
Elastin mit quasielastischer Neutronenstreuung untersucht.
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Die experimentellen Ergebnisse zeigen, dass in den Proben mindestens zwei Streubei-
träge existieren. Einen Beitrag liefert die Dynamik des Proteins, der andere stammt
vom Wasser. Der Proteinprozess ist ein q-unabhängiger, lokaler Prozess, der bei tiefen
Temperaturen T ≈ 120 K einsetzt. Dieser wird den Methylgruppen zugeordnet.
Zur Analyse der Protein- und Wasserdynamik wurde die inelastische Fensterintensität
aus quasielastischen Temperaturscans gewonnen. Sie erwies sich als besonders nütz-
lich, denn sie erlaubt eine Charakterisierung der Dynamik über den gesamten Tem-
peraturbereich. Diese Methode, obwohl seit langem bekannt [101], hat erst kürzlich
Anwendung bei der Untersuchung von Proteindynamik gefunden [82,256] und wurde
zur Charakterisierung von Wasserdynamik bisher nach Wissen des Autors nicht einge-
setzt.
Zur quantitativen Auswertung der Methylgruppendynamik wurde das Rotationsraten-
Verteilungsmodell herangezogen. Es beschreibt die Methylgruppenbewegung als Drei-
platzsprung, wobei durch die unterschiedlichen Positionen der Methylgruppen im Pro-
teinmolekül eine Verteilung von Raten vorliegt. Unter Festlegung der Versuchsfrequenz
können die Daten mit diesem Modell sehr gut gefittet werden und es ergeben sich die
Werte Ea = 0.17 eV für die Aktivierungsenergie und σE = 0.04 eV für die Breite der
Verteilung, die mit Literaturwerten übereinstimmen [221,234,256].
Das mittlere Verschiebungsquadrat steigt linear mit der Temperatur an. Es ist keine
Abweichung von der Linearität erkennbar und somit ist keine Signatur des Einsetzens
eines zweiten Prozesses vorhanden. Das heißt, in Elastin gibt es bei h≤ 0.4 g/g keinen
dynamischen Übergang im Temperaturbereich T < 300 K. Abgesehen von der Methyl-
gruppenbewegung ist Elastin demnach in diesem Parameterbereich immobil. Dieses
Ergebnis ist in Einklang mit Messungen der kalorimetrischen Glasübergangstempera-
tur an Elastin in Abhängigkeit vom Hydratationsgrad [229] und den Ansichten zum
dynamischen Übergang z.B. von Doster und Ngai [60,195], dass der Glasübergang mit
dem dynamischen Übergang in Proteinen verknüpft ist. Der genaue Zusammenhang
von dynamischem Übergang und Glasübergang ist in der Literatur, wie in Kap. 2.3 ge-
schildert, noch umstritten.
Durch die Interpretation der Proteindynamik als lokale Methylgruppenbewegung ist
die Grundlage der Auswertung des mittleren Verschiebungsquadrats, die gaußsche
Näherung, nicht mehr erfüllt. Der lokale Dreiplatzsprung liefert einen Beitrag zur
elastischen Streuung, dessen Intensität, nicht aber dessen Breite q-abhängig ist (vgl.
Gl. (7.7)) [16]. Die Intensität variiert im untersuchten Streuvektorbereich nur um et-
wa den Faktor 2 und durchläuft ein Maximum (vgl. Abb. A.6(a) in Kap. A.6). Die
Gaußnäherung nimmt jedoch an, dass der Abfall aufgrund eines q2-abhängigen Prozess
erfolgt. Wird das MSD mit dieser Annahme ausgewertet, so ist der Effekt ähnlich dem
von Mehrfachstreuung: das mittlere Verschiebungsquadrat wird unterschätzt [288].
Wenngleich der Zahlenwert des berechneten MSD nicht zuverlässig ist, wird der quali-
tative Verlauf des MSD nicht beeinflusst. Die Interpretation, dass der Anstieg lediglich
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durch die Methylgruppenbewegung verursacht wird, ist weiterhin gültig. Dies wird
auch durch die Daten der elastischen Intensität bestätigt.
Unsere Daten zeigen, dass der Hauptbeitrag der quasielastischen Streuung von den
Methylgruppen des Proteins verursacht wird, obwohl deren Anteil nur bei ca. 30%
liegt. Dieser Befund ist in Übereinstimmung mit Ergebnissen von Neutronenstreuexpe-
rimenten an den Proteinen Apoferritin, Myoglobin und Lysozym [222,234,256].
Das Ergebnis der Auswertung der Methylgruppendynamik ist demnach gut in die Lite-
ratur eingebunden. Nun werden die Ergebnisse zur Wasserdynamik zusammengefasst
und diskutiert.
Um den Streubeitrag des Wassers zu isolieren, wurden zwei Konzepte ausgenutzt. Zum
einen wurde durch Kontrastvariation in einer Probe die Streuung des Wassers weitge-
hend unterdrückt und in einer anderen sichtbar gelassen. Zum anderen wurde die
Erkenntnis aus der Auswertung der Proteindynamik verwendet, dass Elastin im un-
tersuchten Temperaturbereich abgesehen von der Methylgruppenrotation immobil ist.
Der zusätzliche Streubeitrag der Proben konnte somit auf das Wasser zurückgeführt
werden.
Um die Wasserdynamik zu beschreiben wurde das auf das Ergebnis der Untersuchung
von Wasserdynamik an Proteinen mit NMR und DS [89, 173] zurückgegriffen. In die-
sen Studien wurde für Wasser eine Gaußverteilung von Aktivierungsenergiebarrieren
gefunden. Der q-Abhängigkeit wurde durch die einfache Annahme dreidimensionaler
Diffusion Rechnung getragen.
Der Fit der inelastischen Fensterintensität des Hydratationswassers an Elastin mit
einer Verteilung von Aktivierungsenergiebarrieren unter Annahme einer Arrhenius-
Temperaturabhängigkeit ergibt die Werte Ea = 0.63 eV und σE = 0.05 eV. Sie stimmen
gut mit den Werten überein, die zuvor für die Energiebarrierenverteilung des Hydra-
tationswassers an verschiedenen Proteinen mit NMR-Spektroskopie und DS gewonnen
wurden.
Die Analyse der Wasserdaten bleibt jedoch aus zwei Gründen vorläufig. (1) Das Ma-
ximum in der inelastischen Fensterintensität liegt nur für die Kurven bei großem q im
Temperaturbereich und diese Kurven sind aufgrund der mit q sinkenden Intensität des
Prozesses am stärksten verrauscht. (2) Der Grund für die sinkende Intensität der IWFI
konnte bislang nicht geklärt werden.
Eine Erweiterung des Temperatur- und Streuvektorbereichs in zukünftigen Messungen
könnte eine bessere Festlegung der Parameter erlauben, problematisch bleibt jedoch
die Abhängigkeit der Fitparameter Ea, σE und τ0 voneinander. Interessant wäre eine
Messung zu höheren Temperaturen darüber hinaus um festzustellen, ob beim kalori-
metrischen Glasübergang das Einsetzen eines weiteren Protein- oder Wasserprozesses
identifizierbar ist, was auf eine Verknüpfung des Glasübergangs und des dynamischen
Übergangs schließen ließe.
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Bei der Beschreibung der Wasserdynamik konnten keine Hinweise auf den von Chen et
al. [40] vorgeschlagenen Fragil-Stark-Übergang gefunden werden. Das Einsetzen der
von Chen gefundenen temperaturabhängigen Korrelationszeiten τ(T ) zur Berechnung
der IFWI ergibt einen qualitativ anderen Verlauf des IFWI. Es ist jedoch zu beachten,
dass die Untersuchungen von Chen et al. für das Hydratationswasser des Lysozyms
ausgeführt wurden, während die hier vorgestellten Daten sich auf das Protein Elastin
beziehen. Wenngleich die vorgelegten Hinweise aufgrund des begrenzten Temperatur-
bereichs ein Ausschließen des FST nicht mit letzter Gewissheit zulassen, stimmen sie
doch mit der Interpretation aus anderen Publikationen überein [59,225,270] und pas-
sen somit in das Gesamtbild.
Bei der Auswertung und Diskussion der Ergebnisse der Messungen von Elastin mit
Neutronenstreuung wurde wiederholt auf Erkenntnisse aus der NMR zurückgegriffen.
Die dabei erzielte Übereinstimmung zeigt, dass Neutronenstreuung und NMR einander
sehr gut ergänzen.
Im folgenden Kapitel wird nun anhand verschiedener Beispiele aufgeführt, wie die
verschiedenen in dieser Arbeit eingesetzten Methoden NMR, Neutronenstreuung und
MD-Simulationen zusammengebracht werden können.
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8 Vergleichende Diskussion
Diese Arbeit vereint Untersuchungen mit drei Methoden. Die Ergebnisse der MD-
Simulationen sind in Kapitel 5 vorgestellt, in Kapitel 6 wurde die Untersuchung der
Dynamik des vollständig deuterierten CPC mit 2H-NMR-Spektroskopie präsentiert und
in Kapitel 7 die Messungen von Protein- und Wasserdynamik mit Neutronenstreuung.
In diesem Kapitel sollen die Ergebnisse aus diesen verschiedenen Methoden nun ge-
genüber gestellt werden, um ein umfassendes Bild der Proteindynamik zu gewinnen.
Zunächst werden die Ergebnisse der drei Methoden zur Proteindynamik miteinander
verglichen. Anschließend wird ein solcher Vergleich für die Dynamik des Hydratations-
wassers vorgenommen. Im letzten Abschnitt wird das Bild vorgestellt, das die Ergeb-
nisse der verschiedenen Methoden liefern und dieses Bild wird im Zusammenhang mit
verschiedenen Modellen des dynamischen Übergangs diskutiert.
8.1 Vergleich der Ergebnisse zur Proteindynamik
Der Ergebnisvergleich bezüglich der Proteindynamik gliedert sich in zwei Teile. Der
erste fasst die Ergebnisse zur Methylgruppenbewegung zusammen, der zweite stellt
die Ergebnisse zur Rückgratbewegung vor.
8.1.1 Methylgruppenbewegung
Die Methylgruppen-Dynamik wurde in dieser Arbeit vorrangig in den Neutronenstreu-
messungen an Elastin charakterisiert. Die Methylgruppenbewegung ist eine schnelle
Dreiplatzsprungbewegung [44]. Im Protein liegt durch die unterschiedlichen lokalen
Umgebungen der verschiedenen Methylgruppen eine Verteilung von Energiebarrieren
vor. Das Rotationsraten-Verteilungsmodell trägt dieser Verteilung Rechnung und nimmt
eine Gaußverteilung der Energiebarrieren an.
Dieses Modell wurde zur Analyse der Neutronenstreudaten verwendet und die Vertei-
lung der Energiebarrieren wurde in Übereinstimmung mit Literaturdaten [221, 256]
zu Ea = 0.17 eV und σE = 0.04 eV (vgl. Tab 7.1) bei Annahme einer Versuchsfrequenz
von τ0 = 10−13 s [101] bestimmt.
Aus den MD-Simulationen mit All-Atom Kraftfeld (8ELA-AA) kann das MSD der
Methylgruppen-Protonen separat berechnet werden. Die Charakteristik des Dreiplatz-
sprunges wird in den Trajektorien bei geeigneter Projektion der Bewegung erkennbar.
Ein Beispiel einer typischen Methylgruppentrajektorie ist in Abbildung 5.10(c) gezeigt.
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(a) (b)
Abb. 8.1: a) Mittleres Verschiebungsquadrat für Rückgrat-Protonen und
Methylgruppen-Protonen im Zeitintervall von 2 ns. b) T1-Daten aus Abb. 6.4 und
Fit der Daten mit dem Rotationsraten-Verteilungsmodell.
Zum Vergleich der Neutronenstreudaten mit den Simulationsdaten kann das mittle-
re Verschiebungsquadrat (bei 2 ns) verwendet werden. Das MSD aus den Neutro-
nenstreumessungen und aus den MD-Simulationen unterscheiden sich um etwa eine
Größenordnung. Unterschiede dieser Größe wurden im Laufe der Arbeit bereits beim
Vergleich verschiedener Auswertemethoden von Neutronenstreudaten (vgl. Abb. 2.8
und Fußnote 16) und beim Vergleich von MD-Simulationen mit NMR-Messungen (vgl.
Abb. 5.15(b)) gefunden. Um den qualitativen Vergleich der Methoden zu ermöglichen
wurde das MSD aus der Neutronenstreuung in Abbildung 8.1(a) mit dem Faktor 10
multipliziert. Nach dieser Korrektur stimmt das MSD der Methylgruppen aus den MD-
Simulationen hervorragend mit dem MSD aus den Neutronenstreuexperimenten über-
ein, der Temperaturverlauf wird genau nachgebildet. Die sehr gute Übereinstimmung
bis hinunter zu tiefen Temperaturen wird durch die semilogarithmische Auftragung
der Daten im Inset unterstrichen.
Das MSD der am Proteinrückgrat sitzenden Hα-Protonen aus MD-Simulationen zeigt
hingegen einen qualitativ anderen Verlauf. Die Rückgratprotonen weisen ein gerin-
geres MSD auf als die Methylgruppenprotonen. Die Daten der Neutronenstreuung
können den Verlauf des MSD der Rückgratprotonen auch unter Annahme eines an-
deren Korrekturfaktors nicht abbilden.
Aufgrund der räumlich eingeschränkten Dreiplatzsprungbewegung ist für eine einzel-
ne Methylgruppe bei hohen Temperaturen oder langen Zeiten zur erwarten, dass ein
Plateauwert des MSD erreicht wird. In der semilogarithmischen Darstellung im Inset
wird diese Tendenz deutlich. Im Protein liegt eine Verteilung von Zeitkonstanten für
die Reorientierung vor (σE = 0.04 eV). Im betrachteten Zeitintervall nehmen mit stei-
gender Temperatur zunehmend mehr Methylgruppen an der Reorientierung teil. Der
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Plateauwert wird infolgedessen erst bei hohen Temperaturen außerhalb des Messbe-
reichs erreicht.
Auch in den 2H-NMR-Untersuchungen des vollständig deuterierten CPC in Kapitel 6
konnten Methylgruppenbewegung und Rückgratbewegung separiert werden. Ein ers-
ter Vergleich zwischen Neutronenstreuung und NMR-Spektroskopie wurde in Tabelle
7.2 für das erwartete T1-Minimum vorgenommen. Zwischen Vorhersage aus quasielas-
tischer Neutronenstreuung und beobachtetem Minimum liegt eine Abweichung von ca.
20 K. Zum genaueren Vergleich können die Parameter der Energiebarrierenverteilung
aus den Spin-Gitter-Relaxationszeiten gewonnen werden. Abbildung 8.1(b) zeigt T1
der Methylgruppen aus Abbildung 6.4 als Funktion der inversen Temperatur. Die Me-
thylgruppen weisen ein breites T1-Minimum auf, dessen minimaler Wert deutlich über
dem Debye-Minimum von 2.4 ms liegt. Auch zur Interpretation der 2H-NMR-Daten der
Methylgruppen muss demnach eine Verteilung von Korrelationszeiten herangezogen
werden.
Es wurde ein Fit mit einer log-Gauß-Verteilung von Korrelationszeiten, die dem
Rotationsraten-Verteilungsmodell entspricht, vorgenommen. Der Fit mit dem Rotations-
raten-Verteilungsmodell ergibt eine Aktivierungsenergie von Ea = 0.12 eV und eine
Breite von σE = 0.04 eV bei einer vorgegebenen Versuchsfrequenz von τ0 = 10−13 s.
Die mittlere Aktivierungsenergie ist somit etwas niedriger als der mit Neutronenstreu-
ung gefundene Wert von Ea = 0.17 eV, aber immer noch in einem Bereich guter Über-
einstimmung. Die Anpassung der T1-Werte ist bei hohen Temperaturen gut, bei tiefen
Temperaturen werden aber Abweichungen deutlich. Diese können möglicherweise dar-
auf zurückzuführen sein, dass bei tiefen Temperaturen keine exponentielle Relaxation
mehr beobachtet wird, wie dem Streckungsparameter im Inset in Abb. 6.4 zu entneh-
men ist.
Auch aus den MD-Simulationen konnte die Aktivierungsenergie aus den Korrelations-
zeiten τ1/e der intermediären inkohärenten Streufunktion der Methylgruppenprotonen
gewonnen werden (nicht gezeigt). Sie stimmt mit Ea = 0.185 eV bei einer Versuchsfre-
quenz von τ0 = 10−15 s gut mit den Werten der Neutronenstreuung und den Literatur-
werten überein.
In der Untersuchung des CPC mit 2H-NMR-Spektroskopie für verschiedene Hydrata-
tionsgrade wird gefunden, dass der Methylgruppenbeitrag vom Hydratationsgrad un-
abhängig ist (vgl. Abb. 6.7). Dies wird in den Neutronenstreudaten (vgl. Abb. 7.1)
bestätigt und steht in Übereinstimmung mit Beobachtungen von hydratationsgrad-
unabhängiger Methylgruppendynamik in der Literatur [221,277].
Zwischen Neutronenstreuung und MD-Simulationen gibt es somit hinsichtlich der Me-
thylgruppendynamik quantitative Unterschiede, qualitativ stimmen die Ergebnisse der
Methoden jedoch bemerkenswert gut überein. Sowohl die Neutronenstreuergebnis-
se, als auch die 2H-NMR-Daten lassen sich mit dem Rotationsraten-Verteilungsmodell
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anpassen. Die gefundene Breite der Verteilung stimmt gut überein, für die mittlere Ak-
tivierungsenergie ergibt sich eine kleine Abweichung.
8.1.2 Rückgratbewegung
Die Rückgratbewegung wurde experimentell mit 2H-NMR-Spektroskopie im Protein
Cyano-Phycocyanin untersucht. In diesen Messungen wurde mit Erwärmen das Einset-
zen einer kleinamplitudigen Rückgratbewegung gefunden (vgl. Kap. 6). Dieser Befund
soll nun mit den Ergebnissen der MD-Simulationen verglichen werden.
In den mittels MD-Simulationen gewonnenen Korrelationsfunktionen des Proteinrück-
grates wird ein anomaler Abfall beobachtet (vgl. Kap. 5). In Abbildung 8.2(a) ist die
aus den MD-Simulationen nach Gleichung (3.83) berechnete Orientierungskorrelati-
onsfunktion F2 der C=O-Bindung (Rückgratbewegung) für verschiedene Temperatu-
ren gezeigt. Die durchgezogenen Linien stammen aus der Auswertung der um Rotati-
on und Translation des Gesamtmoleküls korrigierten Trajektorien. Für T = 310 K und
T = 200 K sind als gestrichelte Linien die nicht-korrigierten Orientierungskorrelations-
funktionen eingezeichnet. Der anomale Abfall dominiert im relevanten Zeitbereich.
Weiterhin ist zu erkennen, dass die Steigung für abnehmende Temperaturen immer
flacher wird und für T ≈ 200 K verschwindet. In Abbildung 8.2(b) ist der Korrelati-
onsverlust ∆F2 = F2(t = 1 ps)− F2(t = 1 ns) sowohl für die Simulationen in Elastin
als auch in Myoglobin aufgetragen. Mit dieser Größe kann veranschaulicht werden,
dass der Korrelationsverlust im Zeitintervall geringer wird und bei T = 200 K fast ver-
schwindet.
In der Analyse der MD-Simulationen ließ sich dieses Verhalten gut mit dem fraktiona-
len Ornstein-Uhlenbeck-Prozess, also einem diffusiven Prozess innerhalb eines rauen
harmonischen Potentials, beschreiben. Die Abnahme des Korrelationsabfalls zu tiefen
Temperaturen hin, wird in diesem Bild durch geringere Auslenkung der Teilchen im
Potential gemäß Boltzmann, und infolgedessen geringere Positionsfluktuationen der
Atome verursacht. Eine solche Reduktion der Bewegungsamplitude wurde auch in
den 2H-NMR-Messungen beobachtet. In beiden Fällen ist der Korrelationsabfall durch
die beobachtete Bewegung klein und die Amplitude des Bewegungsprozesses geht für
T < 200 K gegen Null. Der mit 2H-NMR-Spektroskopie gemessene kleinamplitudige
Rückgratprozess des Proteins weist demnach ähnliche Eigenschaften auf, wie der in
den MD-Simulationen beobachtete Prozess. Dies legt die Vermutung nahe, dass es sich
bei beiden Beobachtungen, um denselben Prozess handeln könnte.
Diese Annahme soll nun mittels Random-Walk-Simulationen getestet werden. Wenn
der anomale Abfall die Ursache der Verschmälerung der 2H-NMR-Spektren dar-
stellt, lassen sich die MD-Trajektorien und die NMR-Ergebnisse mittels Random-Walk-
Simulationen zusammenbringen. Statt eines zufallsbasierten Sprungmodells, können
die Rotationstrajektorien der MD-Simulationen direkt die Grundlage zur Berechnung
des NMR-Signals liefern. Dabei ist jedoch zu beachten, dass die MD-Trajektorien
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Abb. 8.2: Ergebnisse der MD-Simulationen von Elastin und Myoglobin bei h= 0.3 g/g.
a) Rotationskorrelationsfunktion F2 der C=O-Bindung, bei den verschiedenen Tempe-
raturen. Die Korrelationsfunktion nach Korrektur um Rotation und Translation des Ge-
samtmoleküls sind als durchgezogene Linien dargestellt, die gestrichelte Linie zeigt die
unkorrigierten Daten. b) Temperaturabhängigkeit des Korrelationsverlustes im Zeitfens-
ter 1 ps-1 ns für Elastin und Myoglobin. Die durchgezogene Linie dient als Orientierung.
mit einem Zeitinkrement von 1 ps ausgelesen werden, während für Random-Walk-
Simulationen zur Berechnung von NMR-Deuteronen-Spektren üblicherweise ein Zei-
tinkrement von 1 µs verwendet wird. Wenn nun ein zeitskalenunabhängiges Potenzge-
setz vorliegt, sollten die Trajektorien aus den MD-Simulationen zu einer vergleichbaren
Spektrenverschmälerung führen, wie experimentell gefunden. Um die NMR-Zeitskala
auf die Zeitskala der Simulationen abzubilden, wird daher eine Quadrupolwechselwir-
kung von δ = 125 GHz statt der tatsächlichen δ = 125 kHz angenommen.
Die aus den MD-Orientierungstrajektorien bei verschiedenen Temperaturen simulier-
ten NMR-Spektren sind in Abbildung 8.3(a) abgebildet1. Die simulierten Spektren wei-
sen, wie die experimentellen Spektren in Abbildung 6.1 keine mit bloßem Auge sicht-
bare Verschmälerung auf. Die Auswertung der relativen spektralen Breite ist in Abbil-
dung 8.3(b) dargestellt. Die Übereinstimmung mit den experimentellen Daten ist fast
quantitativ. Dies stützt die Hypothese, dass es sich bei der in der NMR-Spektroskopie
beobachteten Bewegung und dem Potenzgesetzabfall um denselben Bewegungsprozess
handelt.
1 In den Simulationen stellte sich heraus, dass die 2000 betrachteten N-H Orientierungen in den 8
Proteinmolekülen das Pulvermittel nicht richtig abbilden. Diese wurde behoben, indem jeder Bin-
dung eine zufällige Startorientierung zugewiesen wurden und die Orientierungstrajektorie relativ
dazu in die Random-Walk-Simulationen einfloss.
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Abb. 8.3: a) Pake-Spektren aus Random-Walk-Simulationen. Sprungzeit und Winkel
wurden den Orientierungstrajektorien der N-H-Bindungen aus MD-Simulationen bei
verschiedenen Temperaturen entnommen. b) Relative spektrale Breite δ/δ der neben-
stehenden Spektren von Elastin im Vergleich zu experimentellen Ergebnissen an CPC.
8.2 Vergleich der Ergebnisse zur Dynamik des Hydratationswassers
Mit Neutronenstreuexperimenten konnte unter Ausnutzung von Kontrastvariation der
Streubeitrag des Hydratationswassers an Elastin extrahiert und dessen Temperaturab-
hängigkeit charakterisiert werden. Zur Auswertung wurde eine Gaußverteilung von
Energiebarrieren und eine Arrhenius-Temperaturabhängigkeit angenommen, wie sie
in Messungen mit NMR-Spektroskopie und dielektrischer Spektroskopie für Hydratati-
onswasser gefunden wurde.
Die so gewonnene Temperaturabhängigkeit der Korrelationszeiten ist in Abbildung 8.4
gemeinsam mit den aus NMR-Untersuchungen des Hydratationswassers aus [89,175]
aufgetragen. Zusätzlich sind die Korrelationszeiten τ0.01 aus den MD-Simulationen der
Systeme 1ELA und 8ELA aus Abbildung 5.20 als offene Symbole eingezeichnet.
In Übereinstimmung mit den experimentellen Methoden zeigt auch das Hydrata-
tionswasser aus den MD-Simulationen in der Nähe des Proteins eine Arrhenius-
Temperaturabhängigkeit (vgl. Kap. 5.2). Die Korrelationszeiten aller Methoden wei-
sen eine ähnliche Aktivierungsenergie von ca. Ea ≈ 0.55 eV auf, jedoch unterscheiden
sich die Versuchsfrequenzen um ca. zwei Größenordnungen. Da in den Experimenten
Proteine mit unterschiedlichen Hydratationsgraden (QENS: Elastin mit h= 0.2 g/g vs.
MD-Simulationen und 2H-NMR-Spektroskopie mit h = 0.46 g/g) ist eine quantitative
Übereinstimmung zwischen den Methoden nicht zu erwarten. Der qualitative Verlauf
und insbesondere die Aktivierungsenergie ist für die Wasserdynamik an der Oberfläche
des Proteins mit den drei Methoden jedoch in guter Übereinstimmung.
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Abb. 8.4: Auftragung der mittels der drei verschiedenen Methoden gewonnenen Korre-
lationszeiten des Hydratationswassers. Die NMR-Daten stammen aus [89,175].
Der in allen drei Methoden gefundene Arrheniusverlauf der Korrelationszeiten stimmt
gut mit der Charakterisierung des Hydratationswassers an anderen Proteinen über-
ein [89, 175]. Diese Daten stehen jedoch im Widerspruch zu verschiedenen Literatur-
quellen. Einerseits widerspricht diese Temperaturabhängigkeit dem vorgeschlagenen
Fragil-Stark-Übergang (vgl. Kap. 6.3), für den die Gruppe um Chen experimentelle Be-
lege veröffentlicht hat [40]. Darüber hinaus spricht sie gegen die von Doster gefundene
fragile Temperaturabhängigkeit der Dynamik des Hydratationswassers [65].
Diese Widersprüche haben Konsequenzen für das Bild, das vom dynamischen Über-
gang gezeichnet werden kann. Mit diesem Bild beschäftigt sich der folgende Abschnitt.
8.3 Zusammenfassung und Diskussion
In diesem Kapitel wurden die in dieser Arbeit mit den drei verschiedenen Metho-
den quasielastischer Neutronenstreuung, NMR-Spektroskopie und MD-Simulationen
erhaltenen Ergebnisse zur Dynamik von Proteinen und dem Hydratationswasser ver-
gleichend gegenüber gestellt. Hier soll nun das sich daraus ergebende Gesamtbild für
die Protein- und Wasserdynamik vorgestellt werden und in Bezug auf die am Ende von
Kapitel 2.3 aufgeworfenen Fragen diskutiert werden.
Zusammenfassung der Ergebnisse
In Proteinen gibt es verschiedene Arten von Bewegungen. Am leichtesten zu sepa-
rieren und zu identifizieren ist die Methylgruppendynamik. Für die Methylgruppen-
dynamik finden die drei verwendeten Methoden eine Bestätigung des etablierten
Dreisplatzsprung-Modells [44]. Die Methylgruppendynamik ist unabhängig vom Hy-
dratationsgrad. In Elastin, das unterhalb seiner Glasübergangstemperatur [229] (vgl.
Kap. 4) mit Neutronenstreuung untersucht wurde, ist sie die einzige beobachtete Pro-
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teinbewegung. Die Methylgruppenbewegung ist bereits bei tieferen Temperaturen zu
beobachten, als die Proteinrückgratbewegung.
Für das Proteinrückgrat wird in der 2H-NMR-Spektroskopie ein kleinamplitudiger Be-
wegungsprozess gefunden, dessen Amplitude mit der Temperatur und in Anwesenheit
von Wasser zunimmt. Der Prozess setzt mit Erwärmen bei etwa T ≈ 180 K ein. Die-
se Eigenschaften eines Bewegungsprozesses sind kompatibel mit dem in den MD-
Simulationen gefundenen anomalen Abfall der Orientierungs- und Translationskor-
relationsfunktionen, dessen Amplitude ebenfalls mit dem Hydratationsgrad und der
Temperatur zunimmt (vgl. Abb. 5.18). Die anomale Dynamik lässt sich weitgehend im
Rahmen eines fraktionalen Ornstein-Uhlenbeck-Prozesses verstehen.
Beim Vergleich der Temperaturabhängigkeit der Bewegungsamplitude aus dem Frak-
tionalen Ornstein-Uhlenbeck-Prozess mit jener des Konusmodell, das zur Auswertung
der NMR-Daten herangezogen wurde, ergibt sich eine Abweichung: Während das Ko-
nusmodell einen exponentielle Anstieg des Öffnungswinkels mit der Temperatur lie-
fert, ist die Amplitude der Bewegung in einem harmonischen Potential linear von der
Temperatur abhängig. Dieser Widerspruch und kleinere Abweichungen der Krümmung
der Streufunktion von der Vorhersage geben der Interpretation Raum, dass es sich bei
dem Proteinrückgratprozess, um eine β-Relaxation mit einer breiten Verteilung von
Korrelationszeiten handeln könnte.
Über den kleinwinkligen Rückgratprozess hinaus wird in der NMR-Spektroskopie noch
ein isotroper, von der Anwesenheit des Wassers abhängiger Prozess beobachtet, des-
sen Ursprung nicht eindeutig zugeordnet werden kann (vgl. Kap. 6.1.4). Auch in MD-
Simulationen ist bei langen Zeiten ein zweiter Prozess identifizierbar. Dieser kann einer
subdiffusiven Schwerpunktsbewegung (vgl. Kap. 5.1.2) der Rückgratatome zugeord-
net werden. Ob diese beiden Prozesse einen gemeinsamen Ursprung haben, kann an
Hand der vorliegenden Daten nicht entschieden werden. Der Proteinprozess in den
MD-Simulationen ist mit einer Zeitabhängigkeit von t0.5 verbunden. Dieser Prozess
schneidet den anomalen Korrelationsabfall ab und ist an Wasser gekoppelt (vgl. Abb.
5.20). Er kann nicht als α-Prozess interpretiert werden, da der zugehörige gestreckt-
exponentielle Abfall in der Streufunktion fehlt. Weiteren Aufschluss über den hinteren
Abfall könnte eine Verbesserung der Datenqualität durch längere Simulationen brin-
gen.
Die Ergebnisse der untersuchten Proteine Elastin, Myoglobin und CPC wurden einer-
seits untereinander verglichen und andererseits mit Proteindaten aus der Literatur,
wie Lysozym und Apoferritin. Im untersuchten Temperatur- und Zeitbereich, sowie bei
den verwendeten niedrigen Hydratationsgraden treten keine qualitativen Unterschie-
de in der Dynamik der verschiedenen Proteine auf. Die hier beschriebenen schnellen
Rückgrat- und Methylgruppenbewegungen scheinen universell für die meisten Protei-
ne zu sein.
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Für das Hydratationswasser an den untersuchten Proteinen wurden mit Neutronen-
streuung, MD-Simulationen, 2H-NMR-Spektroskopie [175] und dielektrischer Spek-
troskopie [89] Aktivierungsenergien und Temperaturabhängigkeiten bestimmt, die
miteinander in qualitativer Übereinstimmung stehen (vgl. Abb. 8.4). Eine genauere
Analyse der Wasserdynamik mit MD-Simulationen zeigt, dass die Fragilität der Tem-
peraturabhängigkeit des Hydratationswassers vom Abstand zum Protein abhängt. Nur
für das proteinnahe Wasser wird eine Arrhenius-Temperaturabhängigkeit gefunden.
Dieses Ergebnis stimmt mit den Simulationen von Wasser in der Nähe von anderen
Grenzflächen überein [140,155].
Diskussion des dynamischen Übergangs
In Kapitel 2.3 wurden vier Ansichten zum dynamischen Übergang vorgestellt, die nun
diskutiert werden sollen.
Das Versklavungsmodell von Frauenfelder erweist sich im Lauf der Arbeit als zu ein-
seitig. Zwar wird ein paralleler Verlauf der Korrelationszeiten von Oberflächenwasser
und Proteindynamik gemäß einem Arrheniusgesetz gefunden (vgl. Abb. 5.18), wie im
Modell vorhergesagt, jedoch zeigen die Simulationen von Protein-Wasser-Mischungen
mit verschiedenen Wassertemperaturen, sowie die Auswertung der Wasserdynamik in
Abhängigkeit vom Proteinabstand, dass die Wasserdynamik nicht einseitig die Pro-
teindynamik beeinflusst, sondern selbst auch von der Proteindynamik abhängt. Das
Versklavungskonzept von Frauenfelder nutzt aus, dass sich die Fragilität des Hydra-
tationswassers als Funktion des Abstands vom Protein ändert. So können prinzipiell
alle Arten von Proteindynamik, ungeachtet ihrer Temperaturabhängigkeit als „was-
sergekoppelt“ im Sinne von paralleler Temperaturabhängigkeit der Korrelationszeiten
dargestellt werden. Zur Überprüfbarkeit fehlt dem Modell eine quantitative Beziehung
zwischen den Korrelationszeiten von Wasser und Protein, bzw. den Korrelationszeiten
des Wassers und des mittleren Verschiebungsquadrats des Proteins2. Der zweite im Mo-
dell von Frauenfelder nur bei höheren Hydratationsgraden auftretende Proteinprozess,
die Protein-α-Relaxation, konnte in den Simulationen mit höheren Hydratationsgraden
nicht identifiziert werden. Damit unterstützen die in dieser Arbeit vorgelegten Ergeb-
nisse die Kritik von Doster et al. [64], Capaccioli et al. [34] und Khodadadi et al. [137]
am Bild der Versklavung.
Das von Chen vorgelegte Modell zum dynamischen Übergang geht von einem Fragil-
Stark-Übergang des Hydratationswassers aus. Anzeichen für einen solchen konnten
weder in den MD-Simulationen noch mittels der Neutronenstreuung gefunden wer-
den. Dies steht in guter Übereinstimmung mit anderen Untersuchungen [225, 270].
Die hier vorgelegte Analyse bleibt jedoch, wie in Kapitel 7.3 ausführlicher diskutiert,
vorläufig und die Aussagekraft muss mit Vorsicht beurteilt werden.
2 Das Fehlen dieser quantitativen Aussage ermöglicht, dass die mit den beiden Methoden Neutro-
nenstreuung [79] und Mößbauerspektroskopie [39] gewonnenen MSD’s von Myoglobin durch un-
terschiedliche Skalierungsfaktoren auf dieselbe Verteilung der Korrelationszeiten skaliert werden,
obwohl die Zeitskala beider Experimente sich um den Faktor 100 unterscheidet.
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Die vorgestellten Daten lassen sich am ehesten vor dem Hintergrund der beiden zwei-
stufigen Modelle des dynamischen Übergangs von Doster und Ngai [34,60] einordnen.
Oberhalb von ca. T = 180 K, also oberhalb des von Ngai und Doster vorgeschlagenen
Glasübergangs des Hydratationswassers wurde eine Amplitudenerhöhung der Rück-
gratbewegung mit NMR-Spektroskopie und MD-Simulationen gefunden. Wenn NMR-
Spektroskopie und MD-Simulationen denselben Prozess sehen, so ist dieser von der
Zeitskala des Experiments unabhängig, weil die Korrelationsfunktionen in diesem Be-
reich den anomalen Abfall zeigen. Dieser Prozess ist deshalb nur mit dem Tieftem-
peraturanstieg des MSD in Verbindung zu bringen, da dieser nach Doster und Ngai un-
abhängig von der Zeitskala des Experiments ist. In der Neutronenstreuuntersuchung
könnte dieser Prozess durch die Methylgruppendynamik überlagert und folglich nicht
zu sehen sein.
Wie in Abschnitt 8.1.2 dieses Kapitels gezeigt, ist der Prozess, der zu einem Einsetzen
der Proteindynamik bei tieferen Temperaturen führt, in Übereinstimmung mit dem
Einsetzen des Potenzgesetzprozesses. Ein solcher, in der Frequenzdomäne mit einem
nearly constant loss verbundener Prozess wird von Ngai et al. [34] für die erste Stufe
des dynamischen Übergangs vorgeschlagen und lässt sich mit den hier vorgelegten Er-
gebnissen vereinbaren.
Diese Interpretation ist jedoch nicht vollständig konsistent mit den experimentellen
Ergebnissen. Es bleibt offen, weshalb in CPC sowohl in der trockenen als auch in der
hydratisierten Probe ein Einsetzen von Proteindynamik beobachtet wird, während in
anderen experimentellen Studien [175, 221] für trockenes Protein kein Einsetzen von
Rückgratdynamik gemessen wird. Möglicherweise spielt die Sensitivität der verwende-
ten Methoden eine Rolle. So beobachten Hayward et. al. [106] in MD-Simulationen
auch an trockenen Proteinen das Einsetzen von anharmonischer Dynamik. Diese könn-
te durch Wasser vereinfacht werden und ist mit der auf kleinwinklige Prozesse weniger
sensitiven Methode Neutronenstreuung für trockenes Protein evtl. nicht sichtbar.
Die zweite Stufe des dynamischen Übergangs konnte in den hier vorgestellten Studien
nicht eindeutig identifiziert werden. Zwei Prozesse kommen in Frage: Zum einen der
in der NMR-Spektroskopie bei ca. 240 K einsetzende isotropen Prozesses. Dieser wird
nur von einem Teil der Deuteronen (vgl. Kap. 6.1.4) ausgeführt und der Anteil des Pro-
teins, der an diesem Prozess teilnimmt, steigt mit steigendem Hydratationsgrad. Zum
anderen der in MD-Simulationen beobachtete hintere Abfall.
In diesem Zusammenhang bleibt jedoch die Frage offen, warum in MD-Simulationen
dieser hintere Prozess für Elastin und Myoglobin in qualitativer Übereinstimmung be-
obachtet wird, obwohl die DSC-Experimente für beide Proteine ein unterschiedliches
Verhalten erwarten lassen, da der Protein-Glasübergang in Myoglobin bei T ≈ 210 K
[123] bei Elastin hingegen erst bei T > 300 K [229] beobachtet wird. Eine mög-
liche Ursache könnte in einer unzureichenden Repräsentation des Elastins in den
MD-Simulationen durch die Sequenz (VPGVG)50 liegen. Andererseits deuten auch
13C-
Experimente an Elastin an ein Vorliegen von Proteinrückgratdynamik bei Temperatu-
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ren T < 300 K hin, die nicht mit den der Interpretation der Stufe in den DSC-Daten als
Glasübergang des Elastins in Einklang steht. Um dies zu klären, könnten Neutronen-
streuexperimente bei höherer Temperatur durchgeführt werden. Setzt bei T = 325 K
ein zusätzlicher dynamischer Prozess des Elastins (mit h = 0.2 g/g) ein, so spricht
das für die Interpretation von Samouillan et al. [229], andernfalls wird die Hypothese
gestützt, dass die Art des Proteins keinen starken Einfluss auf die hier untersuchte Dy-
namik hat.
Im Bild von Doster wird für den Wasserprozess, der an die Proteindynamik koppelt
ein Vogel-Fulcher-Verhalten vorausgesagt. In dieser Arbeit wird jedoch ein Arrhenius-
Verhalten gefunden. Doster schließt eine Arrhenius-Temperaturabhängigkeit für den
Prozess, der den dynamische Übergang verursacht jedoch aus [58]. Damit ist sein
Ansatz prinzipiell im Widerspruch zur Temperaturabhängigkeit der Hydratations-
wasserdynamik, wie sie mit NMR- und dielektrischer Spektroskopie gefunden wur-
de [89,175] (vgl. Kap. 6.3).
Die Annahme eines proteinunabhängigen, dynamischen Prozesses des Hydratations-
wassers widerspricht ebenfalls den Interpretationen der DSC-Messungen, dass es un-
terschiedliche Glasübergangstemperaturen für Elastin [229] und Myoglobin [123]
gibt. Wenn die Dynamik des Wassers unabhängig vom Protein ist, wie die Untersu-
chungen von Gainaru und Lusceac [89,175] vermuten lassen und wenn weiterhin eine
enge Kopplung von Protein und Hydratationswasser besteht, wie die MD-Simulationen
nahelegen, dann sollte auch die Glasübergangstemperatur bei einer ähnlichen Tempe-
ratur zu finden sein. Auch um diese Frage zu klären, wären die oben vorgeschlagenen
Messungen von Elastin bei höheren Temperaturen hilfreich.
Prinzipielle Erwägungen zum dynamischen Übergang
Bei der Diskussion des dynamischen Übergangs ergeben sich mehrere prinzipielle
Schwierigkeiten.
(1) Zur Analyse der Übergangstemperatur wird üblicherweise eine lineare Auftragung
des mittleren Verschiebungsquadrats verwendet. Die Übergangstemperatur wird folg-
lich bei der Temperatur gefunden, bei der das MSD die gewählte Skalierung erreicht.
Nun wurde im Verlauf der Arbeit gezeigt, dass verschiedene Methoden (experimentel-
le aber auch Auswertungsansätze) große Unterschiede im MSD ergeben (vgl. Kap.2.3
und Kap. 5.1.2). Eine einheitliche lineare Skalierung kann daher nicht gewählt wer-
den und die Temperatur des dynamischen Übergangs wird dadurch möglicherweise
willkürlich gewählt.
Doster [59] legte fest, dass eine Vogel-Fulcher-Tammann-Abhängigkeit der Zeitska-
la oder exponentielle Amplitudenänderung vorhanden sein muss, um einen dynami-
schen Übergang zu sehen. Um jedoch ein Einsetzen eines dynamischen Prozesses auf
der linearen Skala zu sehen, ist das jedoch nicht notwendig. [79]. Diese Frage ist eine
prinzipielle, keine reine Definitionsfrage: Es geht darum, ob das beobachtete Einsetzen
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der Proteindynamik ein physikalisch relevanter Prozess, gleich dem Glasübergang ist,
oder ob es sich um einen trivialen Effekt handelt.
(3) Hilfreich für die weitere Diskussion wäre daher eine einheitliche Definition der
dynamischen Übergangstemperatur, die nicht von der Skalierung der Achsen abhängt.
Problematisch ist hierbei, dass der dynamische Übergang in einer logarithmischen Auf-
tragung nicht sichtbar ist (vgl. Abb. 2.8 und 8.1). Möglicherweise könnte ein standar-
disiertes Auswertungsverfahren, wie z.B. das kürzlich von Doster vorgestellte [64],
gefunden werden und dann eine definierte Amplitude von z.B. 1 Å als fester Grenz-
wert für die Temperatur des dynamischen Übergangs eingeführt werden. Erst dann
kann es gelingen Experimente mit verschiedenen Zeit- und Längenskalen quantitativ
miteinander zu vergleichen und das Potential der verschiedenen Ansätze voll auszu-
nutzen.
Ungeachtet der hier diskutierten Schwierigkeiten zeigt die Arbeit jedoch auf, dass sich
mit Hilfe der drei Methoden quasi-elastische Neutronenstreuung, MD-Simulationen
und NMR-Spektroskopie konsistente Ergebnisse zur Charakterisierung der Proteindy-
namik gewinnen lassen.
Die Untersuchung des Proteins Elastin mit der ungewöhnlich hohen Glasübergang-
stemperatur erscheint geeignet, um die Fragestellungen zum dynamischen Übergang
weiter zu untersuchen. Einerseits ergaben die Untersuchungen des Hydratationswas-
sers keine Abweichung von der Untersuchung des Hydratationswassers anderer Syste-
me. Andererseits wird in der Neutronenstreuung kein Hinweis auf einen dynamischen
Übergang gefunden. Dies spricht erneut gegen eine Versklavung des Proteins durch
das Wasser und dafür, dass auch proteinspezifische Eigenschaften einen Beitrag zum
Einsetzen der Dynamik leisten.
In zukünftigen Arbeiten wäre es interessant Elastin bei höheren Temperaturen zu un-
tersuchen, um zu überprüfen, ob oberhalb der von Samouillan [229] gefundenen Glas-
übergangstemperatur des hydratisierten Elastins ein dynamischer Übergang gefun-
den werden kann. Ergänzend dazu wäre es hilfreich, eine 2H-NMR-Charakterisierung
von zumindest teilweise deuteriertem Elastin mit den drei hier verwendeten NMR-
Methoden zu wiederholen, um zu prüfen, ob das Einsetzen der kleinamplitudigen
Rückgratbewegung mit dem dynamischen Übergang in Zusammenhang steht, oder ob
sie, wie von den MD-Simulationen nahegelegt von der Art des Proteins unabhängig ist.
173
9 Zusammenfassung
In der vorliegenden Arbeit wurde die Dynamik von Proteinen und des umgebenden
Hydratationswasser mit einer Kombination aus drei Methoden untersucht. Zum Ein-
satz kamen MD-Simulationen, 2H-NMR-Spektroskopie und quasielastische Neutronen-
streuung. Mittels dieser Methoden kann ein breiter Bereich an Längen- und Zeitskalen
der Proteindynamik abgedeckt werden. Die Untersuchungen wurden an den Proteinen
Elastin, Myoglobin und Cyano-Phycocyanin mit niedrigen Hydratationsgraden durch-
geführt.
Die untersuchten Fragestellungen lauteten:
1. Welche dynamischen Prozesse lassen sich mit den verwendeten Methoden iden-
tifizieren?
2. Inwieweit lässt sich die Proteindynamik in Analogie zur Glasdynamik beschrei-
ben?
3. Wie lässt sich der anomale Abfall des Proteins beschreiben?
4. Welche Kopplung besteht zwischen Wasser- und Proteindynamik?
5. Welche Informationen zur Wasserdynamik liefert die Neutronenstreuung an Elas-
tin?
6. Wie lässt sich der dynamische Übergang erklären?
(1) und (2): Mit den drei verwendeten Methoden können verschiedene dynamische
Prozesse des Proteins identifiziert werden. Die beiden wichtigsten sind die Methyl-
gruppenrotation und eine kleinwinklige Rückgratbewegung.
Methylgruppen führen bei Raumtemperatur eine schnelle Dreiplatzsprungbewegung
aus. Diese Bewegung konnte mit quasi-elastischer Neutronenstreuung an einer mit
deuteriertem Wasser hydratisierten Elastinprobe identifiziert und charakterisiert wer-
den (s. Kap. 7). Methylgruppen liegen im Protein in lokal unterschiedlichen Umge-
bungen vor und lassen sich folglich mit einer Verteilung von Rotationskorrelations-
zeiten, im Rahmen des Rotationsraten-Verteilungsmodells [44] beschreiben. Der Fit
ist nicht eindeutig möglich, da die drei Fitparameter des Modells nicht unabhängig
voneinander sind. Unter Festlegung der Versuchsfrequenz ergibt sich bei einer Akti-
vierungsenergie von Ea = 0.17 eV und bei einer Verteilungsbreite von σE = 0.04 eV
eine exzellente Übereinstimmung mit den Literaturwerten [221,256]. Zur Auswertung
wurde die inelastische Fenstermessung herangezogen. Dies ist eine Methode, bei der
analog zur T1-Bestimmung in der NMR, der dynamische Strukturfaktor bei einer festen
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Frequenz abgetastet wird. Zwischen den Ergebnissen der 2H-NMR-Spektroskopie und
der Neutronenstreuung sowie den MD-Simulationen der Methylgruppen konnte eine
gute Übereinstimmung gefunden werden.
Mittels 2H-NMR-Spektroskopie wurde eine kleinwinklige Proteinrückgratbewegung
identifiziert, die bei ca. T = 180 K einsetzt und deren Amplitude mit der Temperatur
und in Anwesenheit von Wasser zunimmt (s. Kap. 6). Um diese Bewegung zu charakte-
risieren, wurden drei Experimente der 2H-NMR-Spektroskopie eingesetzt: Messung der
Spin-Gitter-Relaxationszeit, Messung von Spektren und Stimulierte-Echo-Experimente.
Damit wurde der volle zugängliche Zeitbereich der Methode ausgenutzt. In Ergänzung
zu den durchgeführten Messungen wurden Random-Walk-Simulationen von Spektren
durchgeführt und verschiedene Bewegungsmodelle systematisch auf ihren Einfluss auf
die Spektrenform untersucht (s. Kap. 6.2.1). Als Ergebnis wurde erhalten, dass die
experimentell gefundenen Spektren sich nicht durch einfache Bewegungsmodelle mit
nur einer Korrelationszeit oder einer definierten Geometrie nachbilden lassen. Einen
vielversprechenden Ansatz liefert dagegen die Annahme einer Winkelverteilung, wie
sie auch in MD-Simulationen beobachtet wurde. In MD-Simulationen wurde der an-
omale Abfall im Zeitbereich von ps-ns untersucht (vgl. Kap. 5). Der anomale Abfall
zeigt ein qualitativ ähnliches Verhalten wie der in der 2H-NMR-Spektroskopie identifi-
zierte Rückgratprozess.
Über den kleinwinkligen Rückgratprozess hinaus wird in der NMR-Spektroskopie bei
hohen Temperaturen und in Anwesenheit von Wasser ein isotroper Prozess beobach-
tet. An diesem nimmt jedoch nur ein kleiner Teil der Moleküle teil und er kann folglich
nicht mit der Strukturrelaxation identifiziert werden. Auch in MD-Simulationen wird
im Anschluss an den Zeitbereich des anomalen Abfalls ein weiterer Proteinprozess ge-
funden. Dieser weist ein Rouse-ähnliches Verhalten auf. Ob und inwieweit Proteindy-
namik im Rahmen des Rousemodells oder verwandter Modelle zur Beschreibung von
Polymerdynamik verstanden werden kann, könnte eine weiterführende Analyse klären.
(3) Der anomale Abfall in den Rotations- und Translationskorrelationsfunktionen wur-
de in dieser Arbeit in Kapitel 5.1.1 näher untersucht. Zur Beschreibung wurden drei
verschiedene Ansätze herangezogen: Der Energielandschaftsansatz, die Modenkopp-
lungstheorie höherer Ordnung und der fraktionale Fokker-Planck-Ansatz. Alle drei
Ansätze stellen Fitfunktionen bereit, mit denen sich der anomale Abfall gut anpas-
sen lässt. Unterschiede ergeben sich in den Vorhersagen zur Temperaturabhängigkeit.
Die in den Simulationen erhaltene Temperaturabhängigkeit wird am besten mittels
des fraktionalen Ornstein-Uhlenbeck-Prozesses beschrieben. Dieses Modell geht von
der Bewegung eines Teilchens in einem rauen harmonischen Potential aus. Bei der mi-
kroskopischen Analyse konnte die harmonische Form des lokalen Potentials bestätigt
werden.
(4) Mit Hilfe der MD-Simulationen konnte die Kopplung zwischen Protein und Wasser
genauer charakterisiert werden. Dabei wird in Simulationen mit separaten Wärmebä-
dern für Protein und Wasser, sowohl ein Einfluss des Wassers auf die Proteindynamik
als auch ein umgekehrter Einfluss des Proteins auf die Wasserdynamik gefunden. So-
mit unterstützen die vorgelegten Ergebnisse die Kritik [34, 64, 137] am sogenannten
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Versklavungsmodell [39,74], bei dem von einer einseitigen Abhängigkeit des Proteins
vom Wasser ausgegangen wird. Mittels MD-Simulationen wird für die Wasserdynamik
darüber hinaus eine starke Abstandsabhängigkeit vom Protein gefunden. Je weiter ein
Wassermolekül von der Proteinoberfläche entfernt ist, desto fragiler wird seine Tem-
peraturabhängigkeit. An der Oberfläche des Proteins folgt die Temperaturabhängigkeit
des Wassers nahezu einem Arrhenius-Verlauf.
(5) Mit quasielastischer Neutronenstreuung konnten unter Ausnutzung des Prinzips
der Kontrastvariation der Streubeitrag des Wassers gewonnen werden. Die Dyna-
mik des Hydratationswassers wurde unter Verwendung von inelastischen Fenster-
messungen charakterisiert. Die Analyse ergibt keinen Hinweis auf einen Fragil-Stark-
Übergang, sondern findet sich in guter Übereinstimmung mit Messungen der NMR-
Spektroskopie und der dielektrischen Spektroskopie [89,173]. Die Analyse bleibt vor-
läufig, da die qualitative Übereinstimmung der Fitparameter mit den Literaturdaten
nicht unabhängig aus der Auswertung erhalten wurde, sondern als Randbedingung
festgesetzt wurde. Zur unabhängigen Analyse sind Daten besserer Qualität oder bei
höheren Temperaturen notwendig.
(6) Die vorgestellten Ergebnissen wurden in Kapitel 8 mit vier Modellen zum dynami-
schen Übergang verglichen. Dabei kann keine klare Unterstützung eines Modells zum
dynamischen Übergang erhalten werden. Einerseits wird zwar der Rückgratprozess
gefunden, der bei der vorgeschlagenen tieferen Temperatur im Modell eines zweistu-
figen Übergangs einsetzt, andererseits kann die Signatur der Stufe bei höherer Tem-
peratur nicht eindeutig zugewiesen werden. In Kapitel 8 wird zudem auf prinzipielle
Schwächen der Begriffsdefinition des dynamischen Übergangs und der Auswertung
eingegangen. Bevor die Kontroverse um den dynamischen Übergang beigelegt werden
kann, müssen diese prinzipiellen Fragen geklärt werden.
Die Verwendung der drei Methoden ermöglicht es einen umfassenden Blick auf die Pro-
teindynamik zu werfen. Der Vergleich aller drei Methoden ist für die Methylgruppen-
dynamik möglich, da diese in allen drei Methoden zu sehen ist. Zwischen den Ergebnis-
sen verschiedener Methoden zeigen sich quantitative Unterschiede. Qualitativ ist die
Übereinstimmung für die Methylgruppen gut. Eine qualitative Übereinstimmung ergibt
auch der Vergleich der mit 2H-NMR-Spektroskopie und MD-Simulationen untersuchten
Rückgratdynamik. Diese qualitative Übereinstimmung konnte durch eine Kombination
von MD-Trajektorien mit Random-Walk-Simulationen bei der Simulation von Spektren
untermauert werden. Der Ansatz, die drei Methoden zu kombinieren, erweist sich folg-
lich auch für einen zukünftigen Einsatz zur weiteren Charakterisierung der Dynamik
in hydratisierten Proteinen als vielversprechend.
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Abkürzungsverzeichnis
1ELA Simulation mit einem Elastinmolekül
8ELA Simulation mit 8 Elastinmolekülen
8ELA-AA Simulation mit 8 Elastinmolekülen und einem all-atoms Kraftfeld (OPLS-AA)
CPC Cyano-Phycocyanin
DS Dielektrische Spektroskopie
DSC differential scanning calorimetry - Dynamische Differenzkalorimetrie
EISF Elastischer inkohärenter Strukturfaktor
ELA Elastin
FST Fragil-Stark-Übergang
FRMII Forschungsreaktor München II
ISF Intermediäre inkohärente Streufunktion
ILL Institut-Laue-Langevin
JG Johari-Goldstein
KWW Kohlrausch-William-Watts
LLCP liquid liquid critical point - Flüssig-Flüssig-Kritischer-Punkt
MCM mobile composition of matter - poröses Silikatmaterial mit geordneten Poren
MCT Modenkopplungstheorie
MD Molekulardynamik
MSD mean square displacement - mittleres Verschiebungsquadrat
MYO Myoglobin
NMR nuclear magnetic resonance - Kernspinresonanz
NS Neutronenstreuung
NCL nearly constant loss
OCF Orientierungsautokorrelationsfunktion
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PDB protein data bank - Proteindatenbank
PFG pulsed field gradient - gepulster Feldgradient
QENS Quasielastische Neutronenstreuung
RJoaC random jump on a cone - Zufallssprung auf einem Konusrand
RRDM rotation rate distribution model - Rotationsraten-Verteilungsmodell
SFG static field gradient - statischer Feldgradient
SPHERES spectrometer for high energy resolution- Spektrometer für hohe Energieauf-
lösung
STE Stimuliertes Echo
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A Anhang
A.1 Kraftfelder der MD-Simulationen
Das in den Simulationen mit Gromacs verwendeten Kraftfeld GROMOS-96 enthält fol-
gende Terme [265,266]:
Für die Bindungslänge bi j wird das ein Potential mit vierter Potenz verwendet:
VBindung(~ri j) =
1
4
ki j

r2i j − b2i j
2
. (A.1)
Für die Bindungswinkel θi jk wird ein harmonisches Potential verwendet:
VWinkel(θi jk) =
1
2
kθi jk

cos(θi jk)− cos(θ 0i jk)
2
. (A.2)
Für Diederwinkel ψ in Alkanen wird das Ryckaerts-Bellemans Potential verwendet:
VDieder =
5∑
n=0
Cn
 
cos(ψ)
n . (A.3)
Für nichtbindende Wechselwirkungen wird das Lennard-Jones-Potential definiert:
VLennard-Jones(~ri j) =
C12i j
r12i j
− C
6
i j
r6i j
. (A.4)
Die Coulomb-Wechselwirkung lautet:
VCoulomb(ri j) = f
qiq j
εr r
2
i j
~ri j
ri j
(A.5)
mit der relativen dielektrischen Konstante εr .
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A.2 Weitere Ergebnisse von MD-Simulationen
Zum Vergleich mit der Winkelverteilung des Proteinrückgrats ist hier die Orientierungs-
van-Hove-Funktion für Wasser bei verschiedenen Temperaturen gezeigt. Bei tiefen
Temperaturen ähnelt die Wasserreorientierung der im Protein gefundenen Winkelver-
teilung.
Abb. A.1: Orientierungs-van-Hove-Funktion für Wasser bei verschiedenen Temperatu-
ren in (a) linearer Darstellung und (b) logarithmischer Darstellung.
A.3 Weitere Ergebnisse von Random-Walk-Simulationen
In Kapitel 6.2.1 wurden beispielhaft ausgewählte Ergebnisse der relativen zentralen
Intensität vorgestellt. Um das Bild zu vervollständigen sind hier einige weitere Simu-
lationsergebnisse teils als 3D-Darstellungen in Abhängigkeit von zwei Parametervaria-
tionen, teils als weitere zweidimensionale Spektren dargestellt.
Abbildung A.2 zeigt die Ergebnisse für die Modelle „Ratenänderung“ und „Amplitu-
denänderung“ bei Veränderung der Verteilungsbreite.
Abbildung A.3 zeigt die spektrale Breite und die relative zentrale Intensität der Spek-
tren unter Annahme einer gauschen Winkelverteilung, die in [5, 118] vorgeschlagen
wurde.
In Abbildung A.4 sind die spektrale Breite und die relative zentrale Intensität der Spek-
tren unter Annahme einer Exponentialverteilung ohne Cutoff gezeigt.
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Abb. A.2: a) R/H bei ω = 0 kHz eine Achse zeigt die Variation der Breite σ der Kor-
relationszeitenverteilung, die andere die Variation der Korrelationszeiten. Abb.6.8b) ist
ein Schnitt entlang σ = 0. Die obere Schicht zeigt die Werte für ∆ = 20 µs, die untere
Schicht zeigt ∆= 200 µs b) Variation von Verteilungsbreite σ und Winkel bei τ = 70 µs.
Ein Schnitt bei σ = 3.5 ergibt die Abbildung 6.8c).
Abb. A.3: Spektrale Breite und relative zentrale Intensität von Spektren simuliert mit
einer gaußschen Winkelverteilung.
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Abb. A.4: a) Spektrale Breite und b) relative zentrale Intensität von Spektren simuliert
mit einer exponentiellen Winkelverteilung ohne Cutoff. Der Winkel Γ0 bezeichnet je den
charakteristischen Winkel der Exponentialverteilung p(γ) = N exp(−γ/Γ0).
A.4 Programmcode zur T1-Berechnung nach Lipari und Szabo
Der Programmcode zur Berechnung der Spin-Gitter-Relaxationszeiten für einen Zu-
fallssprung innerhalb eines Konus wurde von Oleg Petrov nach den Berechnungen von
Lipari und Szabo [165,166] geschrieben und anschließend angepasst:
// D e s c r i p t i o n :
// C a l c u l a t e s a quadrupole T1 in the frame o f a d i f f u s i o n in a
cone model a c co rd ing to G . L i p a r i and A . Szabo , J . Chem .
Phys . , 75 , 2971 (1981)
// For the r e l a t i o n s h i p between a r e c i p r o c a l d i f f u s i o n
c o e f f i c i e n t ( the parameter TAU) and a c o r r e l a t i o n time , s e e
Eq . (29) in G . L i p a r i and A . Szabo , Biophys . J . , 30 , 489
(1980)
//
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
#include<iostream . h>
#include<fstream . h>
#pragma hdrstop
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
#pragma argsused
const f l oa t w = 2.*3.14159*46.1 e6 ;
const f l oa t PI = 3.14159;
const f l oa t QCC = 170. e3 ;
const f l oa t THETA0_min = 1 . ;
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const f l oa t THETA0_max = 15 . ;
const f l oa t TAU_min = 1. e−10;
const f l oa t TAU_max = 1. e−3;
const in t M = 15; // number o f s t e p s f o r ang l e
const in t N = 100; // number o f s t e p s f o r tau
f l oa t x0 , G00 , G10 , G20 , G0inf ;
f l oa t TAU0, TAU0eff , TAU1 , TAU1eff , TAU2 , TAU2eff ;
f l oa t THETA0 , TAU, J1 , J2 , T1 ;
f l oa t g1( const f l oa t& TAU) { return 2.*TAU/(1.+w*w*TAU*TAU) ;}
f l oa t g2( const f l oa t& TAU) { return 2.*TAU/(1.+4.*w*w*TAU*TAU)
;}
in t main( in t argc , char* argv [ ] )
{
ofstream o u t f i l e ( " o u t f i l e−smal langle−t e s t . dat " ) ;
i f ( ! o u t f i l e ) {
c e r r << " Error while oppening output f i l e \n " ;
e x i t (1) ;
}
THETA0 = THETA0_min ;
for ( in t i = 0; i < M; i++) {
THETA0 = THETA0_min + (THETA0_max − THETA0_min) * i /(M −
1 . ) ; // l i n e a r s c a l e
o u t f i l e << "THETA = " << THETA0 << " \n " ;
x0 = cos (THETA0* PI /180.) ;
G00 = ( 1 . / 2 0 . ) *( x0*(1.+x0) *(9 .* x0*x0−1.)+4.) ;
// Equat ion 2.5 a
G10 = ( 1 . / 1 0 . ) *(1.−x0) *((2.+x0) *(1.+3.* x0*x0)+3.*x0) ;
// Equat ion 2.5 b
G20 = ( 1 . / 4 0 . ) *(1.−x0) *(1.−x0) *(3 .* x0*x0+9.*x0+8.) ;
// Equat ion 2.5 c
G0inf = (0.5* x0*(1.+x0) ) *(0.5* x0*(1.+x0) ) ;
// Equat ion 2.6
TAU = TAU_min ;
for ( in t j = 0; j < N; j++) {
TAU0 = TAU*( x0*x0*(1.+x0) *(1.+x0) *( log ((1.+x0) /2 . )
+(1.−x0) /2 . ) / (2 . * ( x0−1.) ) // Equat ion 2.7 a
+(1.−x0) *(2.−x0−9.*x0*x0−7.*x0*x0*x0)
/60.) ;
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TAU0eff = TAU0/(G00−G0inf ) ;
// Equat ion 2.9
TAU1 = TAU*(1.−x0) *(1.−x0) *(9.+32.* x0+44.*x0*x0+20.*
x0*x0*x0) /120. ; // Equat ion 2.7 b
TAU1eff = TAU1/G10 ;
TAU2 = TAU*(1.−x0) *(1.−x0) *(1.−x0) *(8.+12.* x0+5.*x0*
x0) /240. ; // Equat ion 2.7 c
TAU2eff = TAU2/G20 ;
J1 = ( 1 . / 5 . ) *((G00−G0inf ) *g1( TAU0eff ) + 2.*G10*g1(
TAU1eff ) + 2.*G20*g1( TAU2eff ) ) ;
J2 = ( 1 . / 5 . ) *((G00−G0inf ) *g2( TAU0eff ) + 2.*G10*g2(
TAU1eff ) + 2.*G20*g2( TAU2eff ) ) ;
T1 = 3./(2* PI * ( 3 . / 4 . ) *2* PI * ( 3 . / 4 . ) *QCC*QCC*( J1+4.*J2 )
) ;
o u t f i l e << ( 7 . / 2 4 . ) *(THETA0* PI /180.) *(THETA0* PI /180.)
*TAU << " \ t " << T1 << " \n " ;
TAU = TAU*pow(TAU_max/TAU_min , 1 . / (N − 1 . ) ) ; // l og
s c a l e
}
}
return 0;
}
A.5 Sequenzen der verwendeten Proteine
Zur Berechnung der Anteile von Protonen und austauschbaren Protonen in Kapitel 4
wurden folgende Sequenzen der Proteine verwendet.
A.5.1 Elastin
Sequenz von Elastin aus [237]:
MAGLTAAAPR PGVLLLLLSI LHPSRPGGVP GAIpGGVPGG VFYPGAGLGA
LGGGALGPGG KPLKpVpGGL AGAGLGAGLG ADPAVTFpGA LVPGGVADAA
AAYKAAGA GLGGVpGVGG LGVSAGAVVP QPGAGVKPGK VPGVGLPGVY
PGGVLpGARF PGVGVLpGVp TGAGVKpKAP GVGGAFAGIp GVGPFGGPQP
GVPLGYPIKA PKLPGGYGKP YTTGKLPYGP GPGGVAGAAG KAGYPTGTGV
211
GPQAAAAAA KAAAKFGAGA AGVLPGVGGA GVpGVpGAIp GIGGIAGVGT
PAAAAAAAAA AKAAKYGAAA GLVPGGpGFG PGVVGVPGSG VpGVGVpGAG
IpVVpGAGIp GAAVPGVVSP EAAAKAAAKA AKYGARPGVG VGGIPTYGVG
AGGFPGFGVG VGGIpGVAGV pSVGGVpGVG GVPGVGISPE AQAAAAAKAA
KYGAAGAGVK GGLVpGpQAA VPGVPGTGGV pGVGTPAAAA AKAAAKAAQF
ALLNLAGLVP GVGVAPGVGV APGVGVApGV GLAPGVGVAP GVGVAPGVGV
APGIGpGGVA AAAKSAAKVA AKAQLRAAAG LGAGIpGLGV GVGVOGLGVG
AGVPGLGVGA GVpGFGAGAD EGVRRSLSPE LREGDPSSSQ HLPSTSSPR
VPGALAAAKA AKYGAAVPGV LGGLGALGGV GIpGGVVGAG PAAAAAAAkA
AAKAAQFGLV GAAGLGGLGVG GGLGXPGVGG LGGIPPAAAA KAAKYGAAGL
GGVLGGAGQF PLGGVAARPG FGLSpIFpGG ACLGKACGRK RK
A.5.2 Myoglobin
Sequenz von Pferdemyoglobin aus dem Protein Data Bank Eintrag 1BZR von [128]:
MGLSDGEWQQ VLNVWGKVEA DIAGHGQEVL IRLFTGHPET LEKFDKFKHL
KTEAEMKASE DLKKHGTVVL TALGGILKKK GHHEAELKPL AQSHATKHKI
PIKYLEFISD AIIHVLHSKH PGDFGADAQG AMTKALELFR NDIAAKYKEL
GFQG
A.5.3 Cyano-Phycocyanin
Sequenz von CPC aus [50]:
Kette A:
MKTPITEAIA AADTQGRFLS NTELQAVDGR FKRAVASMEA ARALTNNAQS
LIDGAAQAVY QKFPYTTTMQ GSQYASTPEG KAKCARDIGY YLRMVTYCLV
AGGTGPMDEY LIAGLSEINS TFDLSPSWYI EALKYIKANH GLTGQAAVEA
NAYIDYAINA LS
Kette B:
MLDAFAKVVA QADARGEFLT NAQFDALSNL VKEGNKRLDA VNRITSNAST
IVANAARALF AEQPQLIQPG GNAYTNRRMA ACLRDMEIIL RYVTYAILAG
DSSVLDDRCL NGLRETYQAL GTPGSSVAVA IQKMKDAAIA IANDPNGITP
GDCSALMSEI AGYFDRAAAA VA
A.6 Streuintensität des Wasseranteils
In Kapitel 7 wurde für die Streuintensität des zweiten, q-abhängigen Prozesses gefun-
den, dass dieser q-abhängig ist. Dies ist an den Werten des Fitparameters A1 der Glei-
chung 7.13) zu erkennen, der in Abbildung A.5 aufgetragen ist. Die Intensität nimmt
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Abb. A.5: Anteil der durch Wasser verursachte Streuung im inelastischen Fensterscan
bei verschiedenen Streuvektoren.
für beide Proben linear mit q ab.
Dieses Verhalten kann nicht durch einen einfachen diffusiven Prozess erklärt werden.
Kompliziertere Modelle für Wasserdiffusion könnten die beobachtete q-Abhängigkeit
der Diffusion auf zwei Arten erklären. Die Intensität bei einer festen Frequenz wird
zum einen durch die Halbwertsbreite bestimmt, andererseits auch durch q-abhängige
Vorfaktoren, wie sie z.B. bei Rotationsmodellen auftreten.
Teixera et al. untersuchten die q-Abhängigkeit der Halbwertsbreite für verschiedene
Temperaturen [16]. Sie fanden eine deutliche Abweichung vom vorhergesagten dif-
fusiven Gesetz ∆ω = Dq2. Diese Halbwertsbreite ist mit sinkender Temperatur und
steigendem Streuvektor zunehmend geringer und weicht immer stärker vom diffusi-
ven Verhalten ab. Dies hat den Effekt auf die inelastische Fensterintensität, dass das
Maximum der Inelastischen Fensterintensität schwächer von q abhängt, als bei norma-
ler Diffusion.
Auch eine zusätzliche lokale q-unabhängige Bewegung hilft bei der Erklärung des Phä-
nomens nicht weiter. Die Intensität der elastischen und quasielastischen Strukturfakto-
ren hängen von Besselfunktionen ab [16]. Jedoch steigt der Wert von der QISF für die
gängigen Modelle mit q, während in den Messungen ein Absinken beobachtet wird.
Dies ist beispielhaft in Abb. A.6 gezeigt. In Abb. A.6 (a) ist der QISF nach Gleichung
(7.7) für eine Methylgruppe gezeigt. Die Intensität der quasielastischen Methylgrup-
penstreuung durchläuft im untersuchten Streuvektorbereich ein Maximum und kann
das Absinken der relativen Wasserintensität nicht erklären. Würde sie kontinuierlich
steigen, so ließe sich der sinkende Anteil des Wassers an der Gesamtstreuung erklären.
Auch die in Abb. A.6(b) gezeigten Vorfaktoren einer isotropen Rotationsdiffusion,
Al = (2l + 1) j
2
l (qR) (A.6)
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Abb. A.6: QISF für a) eine Dreiplatzsprungbewegung einer Methylgruppe, b) die ver-
schiedenen Summanden der QISF einer isotropen Rotationsdiffusion.
wie sie beispielhaft für Wasser angenommen werden kann, führen zu einem Ansteigen
der Streuintensität mit steigendem q. Für die Berechnung wurde R für den Interproto-
nenabstand im Wasser zu 1.63 Å abgeschätzt.
Folglich bleibt bislang unklar, welches Modell für die Wasserreorientierung verwendet
werden muss, um das gefundene Absinken der Streuintensität mit steigendem Streu-
vektor zu erklären.
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