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Abstract
The finite XXZ model with boundaries is considered. We use the Matrix Product Ansatz
(MPA), which was originally developed in the studies on the asymmetric simple exclusion
process and the quantum antiferromagnetic spin chain. The MPA tells that the eigenstate
of the Hamiltonian is constructed by the Zamolodchikov-Faddeev algebra (ZF-algebra) and
the boundary states. We adopt the type I vertex operator of Uq(ŝl2) as the ZF-algebra and
realize the boundary states in the bosonic Uq(ŝl2) form. The correlation functions are given
by the product of the vertex operators and the bosonic boundary states. We express them
in the integration forms.
1 Introduction
Even for the integrable systems, to calculate the N -point correlation functions is a very difficult
problem. In the XXZ model, the correlation functions are found for the infinite [1, 2, 3] and
the half-infinite [4, 5] chains by the approach of the vertex operators [6, 7]. Those vertex
operators are constructed in the bosonic Uq(ŝl2) form and are known to have two types, type
I and type II. The former means the half-infinite product of the R-matrices, and the latter
describes the excitation of the model. In the infinite case, it is natural that the quantum affine
algebra Uq(ŝl2) is adopted, because the model has its symmetry, i.e., the Hamiltonian commutes
with its generators. However, the half-infinite XXZ model obviously has no such symmetries.
In analysis of that model, it is important to know the physical meaning of the type I vertex
operator. The transfer matrix can be defined by the type I vertex operator without physical
conflicts; the boundary states are realized in terms of Uq(ŝl2) and the correlation functions are
calculated by using its expression. Since the vertex operators do not indicate the finite lattices
physically, in the finite chain with boundaries things go wrong in such a way.
Without regard to calculation of the correlation functions, the analysis of the models with
boundaries is in general more difficult than that of the models without boundaries. Roughly
speaking, there are three theories to treat the boundary. The first uses the boundary K-matrix
in the quantum integrable systems [8, 9, 10]. The K-matrix describes the integrable boundary
conditions and satisfies the reflection equation (see eq. (2.1)). Several solutions are reported
[11, 12, 13, 14]. The second is the boundary S-matrix method in the integrable field theories
[15, 16, 17, 18]. In such field theories, for instance, the conformal field theory, the scattering
matrix of particles is factorized into a product of two-particle S-matrices, and the boundary
scattering is described by the boundary S-matrix. Those S-matrices are known to have similar
properties as the R-matrix and the K-matrix.
1
The third, called the Matrix Product Ansatz (MPA), is different from the previous two
methods. It was originally developed in the studies on the asymmetric simple exclusion process
[19, 20, 21] and the quantum antiferromagnetic spin chain [22, 23, 24]. The asymmetric simple
exclusion process is a stochastic process where particles diffuse asymmetrically, and are injected
and ejected at boundaries. Under the MPA, the state on each site is represented by the infinite-
dimensional matrices determined by the model, and the correlation functions are defined by
the products of those matrices. Calculating them is formally possible. However it is generally
difficult to treat such infinite-dimensional expressions. For removing this difficulty, the MPA
has been recently extended by using the terminology of the integrable systems [25]. It has
been proved that the infinite-dimensional matrices correspond to the representations of the
Zamolodchikov-Faddeev algebra (ZF-algebra). That is an algebra where the generators are
“scattered” mutually by the R-matrix and at the boundary by the K-matrix. In addition it
has been shown that a certain eigenstate of the Hamiltonian is given by the product of the ZF-
algebra and the boundary states. The remarkable point is that the symmetry of the model is not
required in spite of using the ZF-algebra. This property is the mirror of the original one. The
ZF-algebra and the boundary states are realized by comparing the result with the known one
in other theory. By using them, the eigenstates can be computed irrespective of the symmetry
of the model. It is also possible to find the correlation functions. The MPA thus offers a new
powerful tool to analyze the model with boundaries.
The aim of this paper is to calculate the correlation functions of the finite XXZ model with
boundaries by applying the MPA. We note that the type I vertex operators can be regarded
as the ZF-algebra, because they satisfy the same commutation relations. We adopt the type
I vertex operator as the ZF-algebra, which is justified by the agreement of the result and the
known one in the half-infinite chain limit. While the vertex operators indicate the half-infinite
products of the R-matrices, such physical meanings are hidden and only those mathematical
properties are observed. The reason is that the vertex operators are used only for realization of
the eigenstate through the ZF-algebra and are not related with the symmetry of the model. The
detail is discussed in Section 2. We realize the boundary states in the bosonic Uq(ŝl2) form in
Section 3. Based on those bosonic realization, we calculate the 2N -point function that generates
the correlation functions in Section 4. In Section 5 we discuss our results and note some open
problems. The technical details are summarized in Appendices A, B and C.
2 Matrix Product Ansatz
2.1 Formulation of Matrix Product Ansatz
In this section we formulate the MPA by use of the theory of the integrable systems [25]. We
consider the model with boundaries. Let R(ζ) be the R-matrix and K(ζ) be the boundary
K-matrix. They satisfy the reflection equation [8, 9],
K2(ζ2)R21(ζ1ζ2)K1(ζ1)R12(ζ1/ζ2) = R21(ζ1/ζ2)K1(ζ1)R12(ζ1ζ2)K2(ζ2). (2.1)
In customary ζ is called as the spectral parameter. The lower labels attached to operators
indicate the lattice sites where they act. The transfer matrix is defined by
T (ζN , . . . , ζ1) = K
+
N (ζN )

↼
N−1∏
i=1
Ri,N (ζiζN )
K−N (ζN )

⇀
N−1∏
i=1
RN,i(ζN/ζi)
 . (2.2)
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The superscripts + and− of the K-matrices refer to the left (siteN) and right (site 1) boundaries.
The ZF-algebra is a set of operators F (ζ) and F ∗(ζ) satisfying the following relations [15, 16,
17, 25].
R12(ζ1/ζ2)F1(ζ1)⊗ F2(ζ2) = F2(ζ2)⊗ F1(ζ1), (2.3)
R12(ζ1/ζ2)F
∗
1 (ζ1)⊗ F ∗2 (ζ2) = F ∗2 (ζ2)⊗ F ∗1 (ζ1), (2.4)
V · F (ζ−1)K+(ζ) = V · F (ζ), (2.5)
K−(ζ)F (ζ) · W = F (ζ−1) · W, (2.6)
K+(ζ)F ∗(ζ) · V∗ = F ∗(ζ−1) · V∗, (2.7)
W∗ · F ∗(ζ−1)K−(ζ) = W∗ · F ∗(ζ). (2.8)
Here V and W are the left and right boundary states, and V∗ and W∗ are those dual states.
The MPA claims that a product of the ZF-algebra and the boundary states gives the eigenstate
of the transfer matrix whose eigenvalue is 1. Namely, the “state”
|ζN , . . . , ζ1〉 = |V · FN (ζN )⊗ · · · ⊗ F1(ζ1) · W〉, (2.9)
〈ζ1, . . . , ζN | = 〈W∗ · F ∗1 (ζ1)⊗ · · · ⊗ F ∗N (ζN ) · V∗| (2.10)
is the eigenstate of the transfer matrix. We make the ansatz that the states (2.9) and (2.10)
have mathematical meanings. The proof is straightforward. Using the relations (2.3)-(2.8), we
have
T (ζN , . . . , ζ1)|ζN , . . . , ζ1〉
= K+N (ζN )

↼
N−1∏
i=1
Ri,N (ζiζN )
K−N (ζN )|ζN−1, . . . , ζ1, ζN 〉
= K+N (ζN )

↼
N−1∏
i=1
Ri,N (ζiζN )
 |ζN−1, . . . , ζ1, ζ−1N 〉
= K+N (ζN )|ζ−1N , . . . , ζ1〉
= |ζN , . . . , ζ1〉. (2.11)
Similarly, we can show that
〈ζ1, . . . , ζN |T (ζN , . . . , ζ1) = 〈ζ1, . . . , ζN |. (2.12)
Observing the relations
T (1, . . . , 1) = 1, (2.13)
∂
∂ζN
T (ζN , . . . , ζ1)
∣∣∣∣
ζN=···=ζ1=1
= const.×H, (2.14)
we further have
H|1, . . . , 1〉 = 0, 〈1, . . . , 1|H = 0. (2.15)
We conventionally call the states (2.9) and (2.10) as the stationary state and the dual stationary
state. In particular cases the stationary state corresponds to the ground state. For instance, in
the half-infinite XXZ model, the stationary state is known to be the ground state when |r| < 1
3
[4]. (See eq. (2.19) for the definition of the parameter r.) The stationary state is one of the
candidates for the ground state.
Note that the proof (2.11) is similar to the derivation of the equations that the correlation
functions satisfy in the half-infinite XXZ model [5]. The difference between them is the definition
of the boundary states. While in the usual theory the boundary states mean the eigenstate of
the Hamiltonian, in the MPA they indicate the boundaries themselves. The eigenstate in the
MPA depends on the ZF-algebra and the boundary states, and the model is defined by the
R-matrix and the K-matrix. It is important to notice that the boundaries and the Hamiltonian
are treated independently.
We indicate that the realization of the ZF-algebra is independent of the number of the sites
of the model. In the MPA the ZF-algebra is defined by an interaction on the nearest sites and
the number of the sites of the model is given by the number of the ZF-algebras appeared in the
stationary state (see (2.9)). Then if the ZF-algebra is realized for a particular number of the
sites, such realization is always correct.
2.2 Application to Finite XXZ Model with Boundaries
Let us apply the MPA to the finite XXZ model with boundaries. The Hamiltonian of the model
is
H = −1
2
N−1∑
i=1
(σxi+1σ
x
1 + σ
y
i+1σ
y
1 +∆σ
z
i+1σ
z
1) + h
+σzN + h
−σz1 , (2.16)
where σαi (α = x, y, z) are the Pauli matrices acting on a site i,
σxi =
[
0 1
1 0
]
i
, σyi =
[
0 −i
i 0
]
i
, σzi =
[
1 0
0 −1
]
i
. (2.17)
The R-matrix and the K-matrix are defined in Appendix A. The derivative of the transfer
matrix gives the Hamiltonian,
∂
∂ζN
T (ζN , . . . , ζ1)
∣∣∣∣
ζN=···=ζ1=1
=
4q
1− q2H. (2.18)
The constants ∆ and h± are parameterized as
∆ =
q + q−1
2
, h± = −1− q
2
4q
1 + r±
1− r± . (2.19)
We consider the model in the massive regime ∆ < −1, i.e., −1 < q < 0. In the MPA, one must
realize the ZF-algebra and the boundary states satisfying the relations (2.3)-(2.8). We adopt
the type I vertex operator Φ(ζ) of Uq(ŝl2) as the ZF-algebra and assume that the boundary
states can be described in terms of Uq(ŝl2). (The vertex operators of Uq(ŝl2) are formulated in
Appendix B.) By the definition (2.9) the stationary state is defined by
|ζN , . . . , ζ1〉 =
√
G× |V · Φ(ζN )⊗ · · · ⊗ Φ(ζ1) · W〉, (2.20)
with some normalization factor G. By using the dual vertex operators Φ∗(ζ), the dual stationary
state is similarly defined by
〈ζ1, . . . , ζN | =
√
G× 〈W∗ · Φ∗(ζ1)⊗ · · · ⊗ Φ∗(ζN ) · V∗|. (2.21)
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With these definitions we express the correlation function involving the local operator O by
〈ζ1, . . . , ζN |O|ζN , . . . , ζ1〉
= G× 〈W∗ · Φ∗(ζ1)⊗ · · · ⊗ Φ∗(ζN ) · V∗|O|V · Φ(ζN )⊗ · · · ⊗ Φ(ζ1) · W〉. (2.22)
The definitions (2.20) and (2.21) are justified by the verification of the expression (2.22) in the
limit N →∞. We assume that the local operator O has a 2×2 matrix form O =∑Nm=1(Om)ǫǫ′ .
In the limit N → ∞ the boundary states V and V∗ are ignored. Applying the invertibility of
the vertex operators (B.13) we find that
〈ζ1, . . . , ζN |O|ζN , . . . , ζ1〉
= gm−NG×
N∑
m=1
∑
ǫ1,...,ǫm,ǫ′m
〈W∗ · Φ∗ǫ1(ζ1) · · ·Φ∗ǫm−1(ζm−1)Φ∗ǫm(ζm)
×(Om)ǫmǫ′mΦǫ′m(ζm)Φǫm−1(ζm−1) · · ·Φǫ1(ζ1) · W〉, (2.23)
where g is a scaler constant given in eq. (B.14). We have used the vector expressions of the
vertex operators Φ(ζ) and Φ∗(ζ) (see eqs. (B.5) and (B.10)),
Φ(ζ) =
∑
ǫ=±
Φǫ(ζ)⊗ vǫ, Φ∗(ζ) =
∑
ǫ=±
Φ∗ǫ(ζ)⊗ v∗ǫ . (2.24)
We set G = gN/〈W∗ · id|id · W〉. If 〈W∗ · id| and |id · W〉 are the same as the eigenstates of the
half-infinite XXZ model, the correlation function (2.23) is identical to the already known result
[4]. (Notice that our boundary states correspond to the eigenstates in the usual theories.) In the
next section we shall compute the boundary states and make sure that this conjecture is indeed
correct. The correlation functions correspond to the known results in the limit N → ∞. Note
that the realization of the ZF-algebra is independent of the number of the sites of the model.
The justification is thus approved.
Remarks are in order. First, in the present case, Uq(ŝl2) does not play the role of a symmetry,
because it does not commute with the Hamiltonian (2.16). We adopt the vertex operators for
realization of the MPA and disregard the mathematical symmetry of the model. It is not
requested in the MPA. Second, one might consider that the physical meanings of the vertex
operators conflict to finiteness of the model. This doubt is reversed by the following reasons.
In the usual theory the vertex operators constitute the transfer matrix and prescribe the model
through it, however, in the MPA they realize the ZF-algebra and give the eigenstate but not the
transfer matrix. Only the R-matrix and K-matrix compose the transfer matrix, and the vertex
operators do not appear in. The roles of them are difference. Finally, we point out an open
problem of the MPA. We have adopted the vertex operator as the ZF-algebra only because the
result must be identical to the known one in a certain limit. For application of our MPA, one
needs results of other theories to realize the ZF-algebra. There are yet no prescription to derive
it within a scope of the MPA.
3 Realization of Boundary States
In this section we realize the boundary states in terms of Uq(ŝl2). The relations (2.5)-(2.8)
request
V · Φ(ζ−1)K+(ζ) = V · Φ(ζ), K−(ζ)Φ(ζ) · W = Φ(ζ−1) · W, (3.1)
K+(ζ)Φ∗(ζ) · V∗ = Φ∗(ζ−1) · V∗, W∗ · Φ(ζ−1)K−(ζ) =W∗ · Φ(ζ). (3.2)
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We make the ansatz that they have the forms
V = eF (V ) ⊗ e−Λ−α/2 ∈ H(1), W = eF (W ) ⊗ eΛ ∈ H(0), (3.3)
V∗ = eF (V
∗) ⊗ eΛ+α/2 ∈ H(1), W∗ = eF (W
∗) ⊗ e−Λ ∈ H(0). (3.4)
The definitions of the spaces H(i) (i = 0, 1) and the operators eΛ, eα are given in Appendix B.
Since the spectral parameters are reversed ζ → ζ−1 by the action of the K-matrices, the prior
parts of the boundary states F (V ), F (W ), F (V
∗) and F (W
∗) must have the quadratic terms of
bosonic operators. They are expressed by the following forms,
F (V ) =
1
2
∞∑
k=1
kα
(V )
k
[2k][k]
a2k +
∞∑
k=1
β
(V )
k ak, (3.5)
F (W ) =
1
2
∞∑
k=1
kα
(W )
k
[2k][k]
a2−k +
∞∑
k=1
β
(W )
k a−k, (3.6)
F (V
∗) =
1
2
∞∑
k=1
kα
(V ∗)
k
[2k][k]
a2−k +
∞∑
k=1
β
(V ∗)
k a−k, (3.7)
F (W
∗) =
1
2
∞∑
k=1
kα
(W ∗)
k
[2k][k]
a2k +
∞∑
k=1
β
(W ∗)
k ak, (3.8)
where [n] is the q-integer (see eq. (B.2)). Noting the following formulas
eAeB = e
1
2
[A,[A,B]]e[A,B]eBeA, (for [A, [A,B]] ∈ C) (3.9)
eAeB = eBeAe[A,B]e
1
2
[[A,B],B], (for [[A,B], B] ∈ C) (3.10)
and the relation ak · 1 = 1 · a−k = 0 (k > 0), ∂ · 1 = 1 · ∂ = 0, we find that
α
(V )
k = −αk, β(V )k = βk+, (3.11)
α
(W )
k = −α−1k , β(W )k = −α−1k βk−, (3.12)
α
(V ∗)
k = −α∗k, β(V
∗)
k = β
∗
k+, (3.13)
α
(W ∗)
k = −α∗−1k , β(W
∗)
k = −α∗−1k β∗k−, (3.14)
where
αk = q
−6k, βk± =
q−7k/2
[2k]
(θk(1− qk) + qkrk±), (3.15)
α∗k = q
2k, β∗k± = −
qk/2
[2k]
(θk(1− qk)− q−kr±k), (3.16)
and θk = (1 + (−1)k)/2. The relations (3.11)-(3.14) are easily proved by the following identity
(see eq. (A.2) for the notation (z; p)∞),
exp
(
−l
∞∑
k=1
[mk]
k[nk]
zk
)
=
(
(qn−mz; q2n)∞
(qn+mz; q2n)∞
)l
. (3.17)
The boundary states W and W∗ are equal to the eigenstates in ref [4]. The MPA has been
approved.
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4 Correlation Functions
To find the correlation functions we compute the following 2N -point function,
Pǫ∗1,...,ǫ∗N ;ǫN ,...,ǫ1({ζ∗j }; {ζi})
= G× 〈W∗ · Φ∗(0,1)ǫ∗1 (ζ
∗
1 ) · · ·Φ∗(1−ι,ι)ǫ∗
N
(ζ∗N ) · V∗|V · Φ(ι,1−ι)ǫN (ζN ) · · ·Φ(1,0)ǫ1 (ζ1) · W〉. (4.1)
Here ι = N mod 2 and G = gN/〈W∗ · id · V∗|V · id · W〉. Note that the product of the boundary
states V∗ and V can be regarded as an element of either H(0) or H(1) by the cancellation of the
operators eα. First we compute the normal-ordering of the bosonic operators. By the bosonic
formulas (B.2), (B.3) and the expressions of the vertex operators (B.6) and (B.7), we have the
following expressions.
Φ(ι,1−ι)ǫN (ζN ) · · ·Φ(1,0)ǫ1 (ζ1) =
∏
a∈A
∮
Ca
dwa
2πi
C({ζi}, {wa})× I({ζi}, {wa}), (4.2)
Φ
∗(0,1)
ǫ∗1
(ζ∗1 ) · · ·Φ∗(1−ι,ι)ǫ∗
N
(ζ∗N ) =
∏
b∈B
∮
C∗
b
dw∗b
2πi
C∗({ζ∗j }, {w∗b})× I∗({ζ∗j }, {w∗b}), (4.3)
where
C({ζi}, {wa}) = (−q3)
1
2 [
N
2 ]+
N(N−1)
4
−
∑
a∈A
(N−a+1)
N∏
i=1
ζ
i−1+
1+ǫi
2
i
∏
i>i′
(q2ζ2i′/ζ
2
i ; q
4)∞
(q4ζ2i′/ζ
2
i ; q
4)∞
×
∏
a∈A q
−1(1− q2)wa
∏
a>a′(wa − wa′)(wa − q2wa′)∏
i≥a(ζ
2
i − q−2wa)
∏
i≤a(wa − q4ζ2i )
, (4.4)
C∗({ζ∗j }, {w∗b}) = (−q3)
1
2 [
N
2 ]+
N(N−1)
4
−
∑
b∈B
b
N∏
j=1
(−q−1ζ∗j )N−j+
1−ǫ∗
j
2
∏
j<j′
(q2ζ∗ 2j′ /ζ
∗ 2
j ; q
4)∞
(q4ζ∗ 2j′ /ζ
∗ 2
j ; q
4)∞
×
∏
b∈B q
−1(1− q2)w∗b
∏
b<b′(w
∗
b − w∗b′)(w∗b − q2w∗b′)∏
j≤b q
−2(ζ∗ 2j −w∗b )
∏
j≥b(w
∗
b − q2ζ∗ 2j )
, (4.5)
I({ζi}, {wa}) = exp
(
∞∑
k=1
a−kXk({ζi}, {wa})
)
exp
(
−
∞∑
k=1
akYk({ζi}, {wa})
)
⊗e−
∑N
i=1
ǫiα/2
N∏
i=1
(−q3ζ2i )∂/2
∏
a∈A
w−∂a , (4.6)
I∗({ζ∗j }, {w∗b}) = exp
(
∞∑
k=1
a−kX
∗
k({ζ∗j }, {w∗b})
)
exp
(
−
∞∑
k=1
akY
∗
k ({ζ∗j }, {w∗b })
)
⊗e
∑N
j=1
ǫ∗jα/2
N∏
i=1
(−qζ∗ 2j )∂/2
∏
b∈B
w∗−∂b , (4.7)
with
Xk({ζi}, {wa}) = q
7k/2
[2k]
N∑
i=1
ζ2ki −
qk/2
[k]
∑
a∈A
wka, (4.8)
Yk({ζi}, {wa}) = q
−5k/2
[2k]
N∑
i=1
ζ−2ki −
qk/2
[k]
∑
a∈A
w−ka , (4.9)
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X∗k({ζ∗j }, {w∗b}) =
q3k/2
[2k]
N∑
j=1
ζ∗ 2kj −
qk/2
[k]
∑
b∈B
w∗ kb , (4.10)
Y ∗k ({ζ∗j }, {w∗b}) =
q−k/2
[2k]
N∑
j=1
ζ∗−2kj −
qk/2
[k]
∑
b∈B
w∗−kb . (4.11)
In the above, sets A and B are defined by
A = {i|ǫi = +}, B = {j|ǫ∗j = −}. (4.12)
The integration contours Ca and C
∗
b in eqs. (4.2) and (4.3) are chosen to encircle the only points
q4ζi (i ≤ a) and q2ζ∗j (j ≥ b) respectively. By the formulas (3.9) and (3.10), it follows that
|V · I({ζi}, {wa}) · W〉
= exp
{
−
∞∑
k=1
[2k][k]
k
(
1
2αk
Y 2k −
βk−
αk
Yk
)}
×|eF (V )eF (W ) exp
(
∞∑
k=1
a−k(Xk + α
−1
k Yk)
)
exp
(
−
∞∑
k=1
akYk
)
⊗e−α2 (
∑N
i=1
ǫi+1)
N∏
i=1
(−q3ζ2i )∂/2
∏
a∈A
w−∂a 〉, (4.13)
〈W∗ · I∗({ζ∗j }, {w∗b}) · V∗|
= exp
{
−
∞∑
k=1
[2k][k]
k
(
α∗k
2
Y ∗ 2k + β
∗
k+Y
∗
k
)}
×
N∏
j=1
(−qζ∗ 2j )1/2
∏
b∈B
w∗−1b
×〈eF (W
∗)
eF
(V ∗)
exp
(
∞∑
k=1
a−k(X
∗
k + α
∗
kY
∗
k )
)
exp
(
−
∞∑
k=1
akY
∗
k
)
⊗eα2 (
∑N
j=1
ǫ∗j+1)
N∏
i=1
(−qζ∗ 2j )∂/2
∏
b∈B
w∗−∂b |. (4.14)
Combining these expressions together we obtain
Pǫ∗1,...,ǫ∗N ;ǫN ,...,ǫ1({ζ∗j }; {ζi})
= δǫǫ∗
∏
a∈A
∏
b∈B
∮
Ca
∮
C∗
b
dwa
2πi
dw∗b
2πi
C({ζi}, {wa})C∗({ζ∗j }, {w∗b })
×
 N∏
j=1
(−qζ∗ 2j )
∏
b∈B
w∗−2b
− 12 (
∑N
i=1
ǫi+1)
× J({ζi}, {wa}; {ζ∗j }, {w∗b}), (4.15)
where
J({ζi}, {wa}; {ζ∗j }, {w∗b})
= G× exp
{
−
∞∑
k=1
[2k][k]
k
(
1
2αk
Y 2k +
α∗k
2
Y ∗ 2k −
βk−
αk
Yk + β
∗
k+Y
∗
k
)}
×〈eF (W
∗)
eF
(V ∗)
exp(
∑∞
k=1a−k(X
∗
k + α
∗
kY
∗
k ) exp(−
∑∞
k=1akY
∗
k ))|
×|eF (V )eF (W ) exp(∑∞k=1a−k(Xk + α−1k Yk))〉. (4.16)
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The Kronecker’s delta δǫǫ∗ in eq. (4.15) takes a value 1 in the case
∑
ǫi =
∑
ǫ∗i and vanishes
otherwise. Next, we compute J({ζi}, {wa}; {ζ∗j }, {w∗b }). We insert the completeness relation
id =
∫ ∞∏
k=1
kdξkdξ¯k
[2k][k]
exp
(
−
∞∑
k=1
k
[2k][k]
ξk ξ¯k
)
exp
(
∞∑
k=1
k
[2k][k]
ξka−k
)
×|1⊗ eΛ〉〈1⊗ e−Λ| exp
(
∞∑
k=1
k
[2k][k]
ξ¯kak
)
, (4.17)
between eF
(W∗)
and eF
(V ∗)
, and between eF
(V )
and eF
(W )
in the last bracket of eq. (4.16). Then
we have the following integral expression,
J({ζi}, {wa}; {ζ∗j }, {w∗b}) = G×
∫ ∞∏
k=1
k
[2k][k]
dξkdξ¯kdξ
∗
kdξ¯
∗
k
× exp
{
−1
2
∞∑
k=1
k
[2k][k]
[ξk, ξ¯k, ξ
∗
k, ξ¯
∗
k]Ak

ξk
ξ¯k
ξ∗k
ξ¯∗k
+
∞∑
k=1
[ξk, ξ¯k, ξ
∗
k, ξ¯
∗
k]Bk
}
× exp
{
−
∞∑
k=1
[2k][k]
k
(
1
2αk
Y 2k +
α∗k
2
Y ∗ 2k −
βk−
αk
Yk + β
∗
k+Y
∗
k
)}
, (4.18)
where the matrix Ak and the vector Bk are given by
Ak =

αk 1 0 −1
1 α−1k 0 0
0 0 α∗−1k 1
−1 0 1 α∗k
 , Bk =

βk+ − Y ∗k
−α−1k βk− +Xk + α−1k Yk
−α∗−1k β∗k−
β∗k+ +X
∗
k + α
∗
kY
∗
k
 . (4.19)
Using the formula for the Gaussian integral∫ ∞∏
k=1
k
[2k][k]
dξkdξ¯kdξ
∗
kdξ¯
∗
k
× exp
{
−1
2
∞∑
k=1
k
[2k][k]
[ξk, ξ¯k, ξ
∗
k, ξ¯
∗
k]Ak

ξk
ξ¯k
ξ∗k
ξ¯∗k
+
∞∑
k=1
[ξk, ξ¯k, ξ
∗
k, ξ¯
∗
k]Bk
}
=
∞∏
k=1
(− detAk)−1/2 exp
(
1
2
∞∑
k=1
[2k][k]
k
BtkAkBk
)
, (4.20)
in eq. (4.18), we get
J({ζi}, {wa}; {ζ∗j }, {w∗b })
= gN exp
{
∞∑
k=1
[2k][k]
k
(
1
2
αkX
2
k +
1
2
α∗kY
∗ 2
k
+(αk(β
∗
k+ + β
∗
k−)− βk−)Xk − (βk+ + βk−)X∗k + (β∗k+ + β∗k−)Yk
−(α∗k(βk+ + βk−)− β∗k−)Y ∗k + αkXk(X∗k + α∗kY ∗k )
+Yk(Xk +X
∗
k) + Y
∗
k (X
∗
k + α
∗
kYk)
)}
. (4.21)
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We have used the definition of the normalization factor G (= gN/〈W∗ · id · V∗|V · id ·W〉). From
eq. (4.15) with eq. (4.21) we arrive at
Pǫ∗1,...,ǫ∗N ;ǫN ,...,ǫ1({ζ∗j }; {ζi})
= δǫǫ∗g
N
∏
a∈A
∏
b∈B
∮
Ca
∮
C∗
b
dwa
2πi
dw∗b
2πi
C({ζi}, {wa})C∗({ζ∗j }, {w∗b})
×
 N∏
j=1
(−qζ∗ 2j )
∏
b∈B
w∗−2b
− 12 (
∑N
i=1
ǫi+1)
×
N∏
i,j=1
∏
a∈A
b∈B
(
φ∗
−5/2,+(ζ
2
i )ψ
∗
−11/2,+(wa)φ
∗
−5/2,−(ζ
2
i )ψ
∗
−11/2,−(wa)
φ7/2,−(ζ
2
i )ψ1/2,−(wa)
×
φ∗
−5/2,+(ζ
−2
i )ψ
∗
1/2,+(w
−1
a )φ
∗
−5/2,−(ζ
−2
i )ψ
∗
1/2,−(w
−1
a )
φ3/2,+(ζ
∗ 2
j )ψ1/2,+(w
∗
b )φ3/2,−(ζ
∗ 2
j )ψ1/2,−(w
∗
b )
×
φ∗
−1/2,−(ζ
∗−2
j )ψ
∗
1/2,−(w
∗−1
b )
φ3/2,+(ζ
∗−2
j )ψ5/2,+(w
∗−1
b )φ3/2,−(ζ
∗−2
j )ψ5/2,−(w
∗−1
b )

×
(
τXX,−6({ζi}, {wa})τY ∗Y ∗,2({ζ∗j }, {w∗b})
)1/2
×τXX∗,−6({ζi}, {wa}; {ζ∗j }, {w∗b })τXY ∗,−4({ζi}, {wa}; {ζ∗j }, {w∗b})
×τY Y ∗,2({ζi}, {wa}; {ζ∗j }, {w∗b})τY X∗,0({ζi}, {wa}; {ζ∗j }, {w∗b})
×τXY,0({ζi}, {wa})τX∗Y ∗,0({ζ∗j }, {w∗b}). (4.22)
The functions φa±(ζ), ψa±(w), τ({ζ}, {w}) are given in Appendix C. The integration contours
Ca and C
∗
b encircle the following points,
Ca : q
4ζ2i ; r
−1
± , q
6r−1± ; 0,±q2,±q4;wa′ , q−2wa′ ;
q6w∗−1b , q
4w∗−1b , q
4w∗b , w
∗
b , q
−2w∗b , q
−4w∗b ;
(b ∈ B, a′ ∈ A/{a} and i ≤ a), (4.23)
C∗b : q
2ζ∗ 2j ; r−, q
2r−1± ; 0,±q−1,±q3;w∗b′ , q2w∗b′ ;
q6w−1a , q
4w−1a ; q
4wa, q
2wa, wa, q
−4wa;
(a ∈ A, b′ ∈ B/{a} and j ≥ b). (4.24)
See eqs. (C.6) and (C.11) for the definitions of τXY,α and τX∗Y ∗,α. While τXY,0 and τX∗Y ∗,0
diverge at a = a′ and b = b′, the residues at the points q4ζi and q
2ζ∗j are respectively finite. The
other functions are always finite.
The correlation function including the local operator O is given by
〈O〉 =
N∑
m=1
∑
ǫm,ǫ′m=±
(Om)ǫmǫ′mEǫmǫ
′
m
m , (4.25)
Eǫmǫ
′
m
m =
∑
except for ǫm,ǫ′m
Pǫ1,...,ǫm,...,ǫN ;ǫN ,...,ǫ′m,...,ǫ1({1}; {1}). (4.26)
For instance, the magnetization on a site m is
〈σzm〉 = E++m − E−−m . (4.27)
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5 Discussion
We have applied the MPA to the finite XXZ model with boundaries and calculated the 2N -point
function. The 2N -point function (4.22) and the correlation function (4.25) are the main results
of this paper. The type I vertex operator is regarded as the ZF-algebra and the boundary states
are realized in the bosonic Uq(ŝl2) form. The eigenstate is given by the product of them. We
have set the vertex operators free from those physical meanings, observed those mathematical
properties, and succeeded in analyzing the model with boundaries. Such manipulations are
allowed only in the MPA. The vertex operators constitute the eigenstate and do not participate
in the transfer matrix. The transfer matrix is made of the R-matrix and the boundary K-matrix.
There are open problems. It is interesting to look for a closed equation for the correlation
function. For the infinite XXZ model the correlation function is known to satisfy a certain
difference equation called the quantum Knizhnik-Zamolodchikov equation [1, 7, 26, 27, 28],
and the similar equation is found also for the half-infinite case [5]. In the finite chain case
similar properties are expected. Solving that equation may give a practical method to calculate
observable quantities. In this viewpoint it is important to investigate further the form factors
[29].
It is also interesting to consider how to construct the excited states. In the infinite case the
type II vertex operator plays its role. However, in the MPA, the situation is not so simple. The
excited states are known to be obtained by the product of the ZF-algebra, the boundary states,
and other operators that satisfy certain relations [25]. We have to find the third operators and
show the relations among them and the type II vertex operators.
It is possible and important to apply the MPA to other models, for instance, the massless
XXZ model. Recently, the elliptic quantum algebra has been developed [30, 31] and the vertex
operators for the degenerate elliptic algebra have been realized in the bosonic form [32]. They
may help us to analyze the massless XXZ model with boundaries.
Finally, we point out a connection between the MPA and the “affinization”. In our MPA,
the realization of the ZF-algebra has been justified by comparing with the known result. We
like to define the ZF-algebra uniquely within a scope of the MPA. Note that the definition of
the ZF-algebra physically means the Yang-Baxter equation for the transfer matrix on the half-
infinite lattice. Such a transfer matrix is obtained by extending the original one into the infinite
chain limit, i.e. by the “affinization” of symmetry of the model. We expect that the ZF-algebra
is uniquely realized by the affinization of the transfer matrix. The MPA may be mathematically
defined by using the idea of the affinization.
Acknowledgment
The authors would like to thank T. Sasamoto, M. Shiroishi and T. Takagi for fruitful discussions
and comments.
A R-Matrix and Boundary K-Matrix
We summarize some basic formulas for the R-matrix and the boundary K-matrix of the XXZ
model.
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A.1 R-Matrix
The R-matrix is
R(ζ) =
1
κ(ζ)

1
(1− ζ2)q
1− q2ζ2
(1− q2)ζ
1− q2ζ2
(1− q2)ζ
1− q2ζ2
(1− ζ2)q
1− q2ζ2
1

, (A.1)
where
κ(ζ) =
(q4ζ2; q4)∞(q
2ζ−2; q4)∞
(q4ζ−2; q4)∞(q2ζ2; q4)∞
ζ, (z; p)∞ =
∞∏
n=0
(1− zpn). (A.2)
The R-matrix satisfies the Yang-Baxter equation, the unitarity and the crossing symmetry,
R12(ζ1/ζ2)R13(ζ1/ζ3)R23(ζ2/ζ3) = R23(ζ2/ζ3)R13(ζ1/ζ3)R12(ζ1/ζ2), (A.3)
R12(ζ1/ζ2)R21(ζ2/ζ1) = 1, (A.4)
R
ǫ′1ǫ
′
2
ǫ1ǫ2(ζ1/ζ2) = R
−ǫ2ǫ′1
−ǫ′2ǫ1
(−q−1ζ2/ζ1). (A.5)
A.2 Boundary K-Matrix
In this paper, we choose the diagonal K-matrix,
K(ζ; r) =
1
f(ζ; r)
 1− rζ2ζ2 − r
1
 , (A.6)
where
f(ζ; r) =
ϕ(ζ−2; r)
ϕ(ζ2; r)
, ϕ(z; r) =
(q4rz; q4)∞(q
6z2; q8)∞
(q2rz; q4)∞(q8z2; q8)∞
. (A.7)
In the text, we denote K(ζ; r±) by K
±(ζ). The K-matrix has the following properties,
K(ζ; r)K(ζ−1; r) = 1, (A.8)
Kba(−q−1ζ−1; r) =
∑
a′,b′
R−a ba′−b′(−qζ2)Ka
′
b′ (ζ; r). (A.9)
B Vertex Operators
We formulate the type I vertex operators. (The type II vertex operators are omitted since they
are not used in this paper.) We consider the bosonic Fock space
H(i) = C[a−1, . . .]⊗ (⊕n∈ZCeΛ+nα+δi1α/2), (B.1)
for i = 0, 1. The commutation relations among the bosonic operators {an} (n ∈Z/{0}) are
[am, an] = δm+n,0
[2m][m]
m
, [n] =
qn − q−n
q − q−1 . (B.2)
The operators eα and z∂ act as
eα · eβ = eα+β , z∂ · eα = z[∂,α]eα · z∂ , (B.3)
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where [∂, α] = 2 and [∂,Λ] = 0. These operators act also on the dual Fock space H∗(i) as
eβ · eα = eβ+α, eα · z∂ = z∂ · eαz[α,∂]. (B.4)
We further define that 〈eα〉 = 0 and 〈z∂〉 = 1.
The vertex operators are defined as the intertwiners that have the following map,
Φ(1−i,i)(ζ) : H(i) →H(1−i) ⊗ V,
Φ(1−i,i)(ζ) =
∑
ǫ=±
Φ(1−i,i)ǫ (ζ)⊗ vǫ, (B.5)
and are realized in the following bosonic form,
Φ
(1−i,i)
− (ζ) = e
P (ζ)eQ(ζ) ⊗ eα/2(−q3ζ2)(∂+i)/2ζ−i, (B.6)
Φ
(1−i,i)
+ (ζ) =
∮
C
dw
2πi
(1− q2)wζ
q(w − q2ζ2)(w − q4ζ2)
× eP (ζ)+R(w)eQ(ζ)+S(w) ⊗ e−α/2(−q3ζ2)(∂+i)/2w−∂ζ−i, (B.7)
where
P (ζ) =
∞∑
k=1
a−k
[2k]
q7k/2ζ2k, Q(ζ) = −
∞∑
k=1
ak
[2k]
q−5k/2ζ−2k, (B.8)
R(w) = −
∞∑
k=1
a−k
[k]
qk/2wk, S(w) =
∞∑
k=1
ak
[k]
qk/2w−k. (B.9)
The integration contour C in eq. (B.7) encircles the point q4ζ2 but not the point q2ζ2.
Similarly the dual vertex operators are defined as
Φ∗(1−i,i)(ζ) : H(i) ⊗ V →H(1−i),
Φ∗(1−i,i)(ζ) =
∑
ǫ=±
Φ∗(1−i,i)ǫ (ζ)⊗ v∗ǫ , (B.10)
where v∗ is the dual vector of v that satisfies v∗ǫ · vǫ′ = δǫǫ′ . The dual vertex operator is related
with the original one through
Φ∗(1−i,i)ǫ (ζ) = Φ
(1−i,i)
−ǫ (−q−1ζ). (B.11)
The label (1−i, i) of the vertex operator is omitted if there is no fear of confusion. The following
relations are known, ∑
ǫ1,ǫ2=±
Rǫ1ǫ2ǫ′1ǫ′2
(ζ1/ζ2)Φǫ1(ζ1)Φǫ2(ζ2) = Φǫ′2(ζ2)Φǫ
′
1
(ζ1), (B.12)
g
∑
ǫ=±
Φ∗ǫ(ζ)Φǫ(ζ) = id (B.13)
where g is a scalar constant,
g =
(q2; q4)∞
(q4; q4)∞
. (B.14)
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C Formulas
We summarize the formulas that are used for the derivation of eq. (4.22) from eq. (4.21).
φα±(z) = exp
(
∞∑
k=1
[k]
k
qαkzkβk±
)
=
(
(q2α−1z2; q8)∞(q
2α−3z2; q8)∞
(q2α−5z2; q8)∞(q2α+1z2; q8)∞
)1/2
(qα+1/2r±z; q
4)∞
(qα−3/2r±z; q4)∞
, (C.1)
ψα±(w) = exp
(
∞∑
k=1
[2k]
k
qαkwkβk±
)
=
(
1− q2α−7w2
1− q2α−5w2
)1/2
1
1− qα−5/2r±w
, (C.2)
φ∗α±(z) = exp
(
∞∑
k=1
[k]
k
qαkzkβ∗k±
)
=
(
(q2α+3z2; q8)∞(q
2α+9z2; q8)∞
(q2α+7z2; q8)∞(q2α+5z2; q8)∞
)1/2
(qα+5/2r±z; q
4)∞
(qα+1/2r±z; q4)∞
, (C.3)
ψ∗α±(w) = exp
(
∞∑
k=1
[2k]
k
qαkwkβ∗k±
)
=
(
1− q2α+1w2
1− q2α+3w2
)1/2
1
1− qα−1/2r±w
, (C.4)
τXX,α({ζi}, {wa}) = exp
(
∞∑
k=1
[2k][k]
k
qαkXkXk
)
=
N∏
i,i′=1
∏
a,a′∈A
(qα+10ζ2i ζ
2
i′ ; q
4)∞(1− qα+4ζ2i wa′)(1 − qα+4ζ2i′wa)
(qα+8ζ2i ζ
2
i′ ; q
4)∞(1− qαwawa′)(1 − qα+2wawa′)
, (C.5)
τXY,α({ζi}, {wa}) = exp
(
∞∑
k=1
[2k][k]
k
qαkXkYk
)
=
N∏
i,i′=1
∏
a,a′∈A
(qα+5ζ2i ζ
−2
i′ ; q
4)∞(1− qα+4ζ2i w−1a′ )(1 − qα−2ζ−2i′ wa)
(qα+3ζ2i ζ
−2
i′ ; q
4)∞(1− qαwaw−1a′ )(1− qα+2waw−1a′ )
, (C.6)
τXX∗,α({ζi}, {wa}; {ζ∗j }, {w∗b}) = exp
(
∞∑
k=1
[2k][k]
k
qαkXkXk
)
=
N∏
i,j=1
∏
a∈A
b∈B
(qα+8ζ2i ζ
∗ 2
j ; q
4)∞(1− qα+4ζ2i w∗b )(1− qα+2ζ∗ 2j wa)
(qα+6ζ2i ζ
∗ 2
j ; q
4)∞(1− qαwaw∗b )(1− qα+2waw∗b )
, (C.7)
τXY ∗,α({ζi}, {wa}; {ζ∗j }, {w∗b}) = exp
(
∞∑
k=1
[2k][k]
k
qαkXkY
∗
k
)
=
N∏
i,j=1
∏
a∈A
b∈B
(qα+6ζ2i ζ
∗−2
j ; q
4)∞(1− qα+4ζ2i w∗−1b )(1− qαζ∗−2j wa)
(qα+4ζ2i ζ
∗−2
j ; q
4)∞(1− qαwaw∗−1b )(1− qα+2waw∗−1b )
, (C.8)
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τY X∗,α({ζi}, {wa}; {ζ∗j }, {w∗b}) = exp
(
∞∑
k=1
[2k][k]
k
qαkYkX
∗
k
)
=
N∏
i,j=1
∏
a∈A
b∈B
(qα+2ζ−2i ζ
∗ 2
j ; q
4)∞(1− qα−2ζ−2i w∗b )(1 − qα+2ζ∗ 2j w−1a )
(qαζ−2i ζ
∗ 2
j ; q
4)∞(1− qαw−1a w∗b )(1− qα+2w−1a w∗b )
, (C.9)
τY Y ∗,α({ζi}, {wa}; {ζ∗j }, {w∗b }) = exp
(
∞∑
k=1
[2k][k]
k
qαkYkY
∗
k
)
=
N∏
i,j=1
∏
a∈A
b∈B
(qαζ−2i ζ
∗−2
j ; q
4)∞(1− qα−2ζ−2i w∗−1b )(1− qα+2ζ∗−2j w−1a )
(qα−2ζ−2i ζ
∗−2
j ; q
4)∞(1− qαwaw∗−1b )(1− qα+2waw∗−1b )
, (C.10)
τX∗Y ∗,α({ζ∗i }, {w∗b}) = exp
(
∞∑
k=1
[2k][k]
k
qαkX∗kY
∗
k
)
=
N∏
j,j′=1
∏
b,b′∈B
(qα+4ζ∗ 2j ζ
∗−2
j′ ; q
4)∞(1− qα+2ζ∗ 2j w∗−1b′ )(1 − qαζ∗−2j′ w∗b )
(qα+2ζ∗ 2j ζ
∗−2
j′ ; q
4)∞(1− qαw∗bw∗−1b′ )(1− qα+2w∗bw∗−1b′ )
, (C.11)
τY ∗Y ∗,α({ζ∗i }, {w∗a}) = exp
(
∞∑
k=1
[2k][k]
k
qαkY ∗k Y
∗
k
)
=
N∏
j,j′=1
∏
b,b′∈B
(qα+2ζ∗−2j ζ
∗−2
j′ ; q
4)∞(1− qαζ∗−2j w∗−1b′ )(1− qαζ∗−2j′ w∗−1b )
(qαζ∗−2j ζ
∗−2
j′ ; q
4)∞(1− qαw∗−1b w∗−1b′ )(1− qα+2w∗−1b w∗−1b′ )
. (C.12)
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