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We study statistics of records in a sequence of random variables. These identical and indepen-
dently distributed variables are drawn from the parent distribution ρ. The running record equals
the maximum of all elements in the sequence up to a given point. We define a superior sequence
as one where all running records are above the average record, expected for the parent distribution
ρ. We find that the fraction of superior sequences SN decays algebraically with sequence length N ,
SN ∼ N
−β in the limit N → ∞. Interestingly, the decay exponent β is nontrivial, being the root
of an integral equation. For example, when ρ is a uniform distribution with compact support, we
find β = 0.450265. In general, the tail of the parent distribution governs the exponent β. We also
consider the dual problem of inferior sequences, where all records are below average, and find that
the fraction of inferior sequences IN decays algebraically, albeit with a different decay exponent,
IN ∼ N
−α. We use the above statistical measures to analyze earthquake data.
PACS numbers: 02.50.-r, 05.40.-a, 02.30.Em, 02.50.Cw, 05.45.Tp
I. INTRODUCTION
Extreme values are an important feature of data sets,
and they are widely used to analyze data in fields ranging
from engineering [1] to finance [2, 3]. For example, the
largest and the smallest data points specify the span of
the set. Statistical properties of extreme values play a
central role in probability theory and in statistical physics
[4–7]. Studies of extreme value statistics typically focus
on average and extremal properties of the distribution
of extreme values [8, 9]. Yet so far, first passage and
persistence properties (see [10, 11] and references therein)
have not received significant attention in the context of
extreme values.
In this study, we investigate first-passage characteris-
tics of extreme values. Specifically, we compare extreme
values with their expected average as a measure of “per-
formance”. We track the record, defined as the largest
variable in a sequence of uncorrelated random variables,
and ask: what is the probability that all records are “su-
perior”, always outperforming the average. Here, the
average refers to the average record that is expected for
the particular distribution from which the random vari-
ables are drawn. We find that this probability SN decays
algebraically with sequence length N (Fig. 1)
SN ∼ N
−β, (1)
in the large N limit. Interestingly, the decay exponent β
is nontrivial, being the root of a transcendental equation.
When the random variables are drawn from a uniform
distribution with compact support in the unit interval,
for which the average record equals N/(N + 1), we find
β = 0.450265. (2)
In general, the exponent β depends on the tail of the
probability distribution function from which the random
variables are drawn.
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FIG. 1: (Color online) The fraction SN of sequences with su-
perior records versus the number of random variables N . The
random variables are drawn from the uniform distribution (5).
The results represent an average over 108 independent Monte
Carlo realizations.
Our investigation is motivated by earthquake statistics
where extreme values have been recently used to test for
correlations among the most powerful earthquake events
[12–14]. We present an empirical analysis of earthquake
data that demonstrates how record statistics can be used
to analyze the sequence of waiting times between con-
secutive earthquake events. We also mention that per-
formance statistics have been used to analyze streaks in
temperature records [15–17], and to identify companies
that are consistently outperforming the average stock in-
dex [18, 19].
The rest of this paper is organized as follows. In sec-
tion II, we analyze statistics of superior records for the
basic case of a uniform distribution. We first discuss
basic characteristics of records such as the average and
2the distribution of extreme values, and then derive the
exponent (2) using analytic methods. The theoretical
description is generalized to arbitrary parent distribu-
tions in section III. We discuss in detail the exponential
distribution which is later used to analyze earthquake
inter-event times and algebraic distributions. The com-
plementary problem of inferior records is discussed in sec-
tion IV. We use record statistics to analyze earthquake
data in section V, and conclude in section VI.
II. UNIFORM PARENT DISTRIBUTION
Consider a set of N independent and identically dis-
tributed variables,
{x1, x2, . . . , xN}. (3)
The random variables xi > 0 are drawn from the prob-
ability distribution function ρ(x), and this “parent” dis-
tribution is normalized
∫
dxρ(x) = 1. For each sequence
of variables, we construct a sequence of running records
as follows
{X1, X2, . . . , XN}, Xn = max(x1, x2, . . . , xn). (4)
That is, for each 1 ≤ n ≤ N , the running record
Xn equals the maximal variable in the sub-sequence
{x1, x2, . . . , xn}. Clearly, the sequence of running records
is monotonically increasing, Xn+1 ≥ Xn.
We start by analyzing the simplest possible case of
a uniform distribution with compact support in a finite
interval. Without loss of generality, we choose the unit
interval,
ρ(x) =
{
1 0 ≤ x ≤ 1,
0 x > 1.
(5)
We define the average running record AN as the ex-
pected value of the variable XN over infinitely many re-
alizations, that is, sequences of the type (3) where each
variable is drawn from the parent distribution (5). For
the uniform distribution, it is easy to see that A1 = 1/2,
and similarly, that A2 = 2/3. In general, the average
record is
AN =
N
N + 1
. (6)
To derive this well-known result, we note that the cumu-
lative probability distribution RN (x) that the running
record XN is larger than x, is given by
RN (x) = 1− x
N . (7)
Since the probability that one variable is smaller than
x equals x, then the probability that N variables are
smaller than x equals xN . This latter probability
is complementary to RN (x). The average (6) is ob-
tained from the cumulative distribution (7) by using
AN = −
∫ 1
0
dx(dRN/dx)x.
In this study, we are primarily interested in the
asymptotic behavior when N → ∞. In this limit,
AN → 1 and the cumulative distribution RN (x) is
appreciable only when x → 1. By rewriting (7) as
RN (x) = 1− [1 − (1− x)]
N , we see that RN (x) adheres
to the scaling form
RN (x) ≃ Ψ(s), with s = (1− x)N. (8)
This form applies when N →∞ and 1− x→ 0 such that
the product (1 − x)N is finite, and the scaling function
is Ψ(s) = 1− e−s [8, 9].
We term a record sequence (X1, X2, . . . , XN) superior
when all records are above average, that is,
Xn > An for all n = 1, 2, . . . , N. (9)
For example, for the uniform distribution, a record
sequence is superior if all of the following N condi-
tions are met: x1 > 1/2, max(x1, x2) > 2/3, . . .,
max(x1, x2, . . . , xN ) > N/(N + 1). We are interested
in the probability SN that a record sequence of length
N is superior. This quantity is reminiscent of a survival
probability [10] since we require that a certain threshold,
defined by the average, is never crossed.
To find SN , we have to incorporate the value of the
record into our theoretical description. We define FN (x)
as the fraction of record sequences of length N that are:
(i) superior, that is, Xn > An for all n ≤ N and (ii) have
extreme value larger than x, namely, XN > x. The cu-
mulative distribution FN (x) is applicable when x > AN ,
and moreover FN (
N
N+1 ) = SN and FN (1) = 0.
The cumulative distribution obeys the recursion
FN+1(x) = xFN (x) + (1− x)SN (10)
for all x > AN+1. This recursion equation reflects that
there are two possibilities: The (N + 1)st element in the
sequence may set a new record, or alternatively, the old
record may hold. The second term corresponds to the
former scenario, and the first term to the latter. Of
course, for the uniform distribution, the probability that
the record holds is equal to the value of the record.
Since the first variable necessarily sets a record,
X1 = x1, we have F1(x) = 1 − x. Using the recursion
relation (10) we obtain
F1(x) = 1− x
F2(x) =
1
2
(
1 + x− 2x2
)
,
F3(x) =
1
18
(
7 + 2x+ 9x2 − 18x3
)
,
F4(x) =
1
576
(
191 + 33x+ 64x2 + 288x3 − 576x4
)
.
In general, the distribution FN (x) is a polynomial of de-
gree N . Using SN = FN (
N
N+1 ) we obtain the probabili-
ties
S1 =
1
2
, S2 =
7
18
, S3 =
191
576
, S4 =
35393
120000
.
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FIG. 2: (Color online) The scaling behavior (11). Shown are
the normalized polynomials ΦN = FN/SN versus the variable
s for N ≤ 4. Also shown for reference is the scaling function
(14).
The scaling behavior (8) suggests that the polynomials
FN (x) approach a universal function of the scaling vari-
able s = N(1 − x) when N → ∞. As shown in figure
2, the first four polynomials support this assertion. We
thus seek a scaling solution in the form
FN (x) ≃ SNΦ(s), s = (1− x)N. (11)
By definition, FN (
N
N+1) = SN , and hence, Φ(1) = 1. The
cumulative distribution vanishes when x→ 1, and hence
Φ(0) = 0. The variable s has the range 0 ≤ s ≤ 1 with
the upper bound corresponding to near-average records
and the lower bound, to extremely large records.
To determine the scaling function Φ(s), we treat N as
a continuous variable, and convert the difference equa-
tion (10) into an evolution equation. The cumulative
distribution obeys the difference equation FN+1 − FN =
(1 − x)(SN − FN ), where FN ≡ FN (x) and hence, when
N is large, can be replaced by the partial differential
equation
∂FN
∂N
= (1− x) (SN − FN ). (12)
Essentially, this is as an evolution equation with the se-
quence length N playing the role of time.
By substituting the scaling form (11) into the evolution
equation (12) and by using the algebraic decay (1), we
find that the scaling function Φ(s) obeys the differential
equation
Φ′(s) + (1− β s−1)Φ(s) = 1. (13)
We integrate this equation by multiplying both sides by
the integrating factor s−βes. Given the boundary condi-
tion Φ(0) = 0, we obtain Φ(s) = sβe−s
∫ s
0 du u
−βeu, and
this expression can be further simplified to
Φ(s) = s
∫ 1
0
dz z−βes(z−1). (14)
0 0.2 0.4 0.6 0.8 1
s
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Φφ
FIG. 3: (Color online) The scaling functions Φ(s) and φ(s) =
Φ′(s) versus the scaling variable s for α = 1
By invoking the boundary condition Φ(1) = 1, we find
the exponent β as the root of the transcendental equation∫ 1
0
dz z−βe(z−1) = 1. (15)
This equation gives the exponent β quoted in (2). The
expressions (15) and (14) give the asymptotic fraction of
superior sequences and the extreme value distribution for
such sequences.
The scaling function Φ(s) that underlies the cumula-
tive distribution of extreme values is shown in figure 3.
Also shown is the derivative φ(s) = Φ′(s) that charac-
terizes the distribution fN = −dFN/dx. Equation (11)
implies the scaling behavior
fN(x) ≃ N SN φ(s) (16)
with s = (1−x)N . From (13), we obtain φ(0) = 1/(1−β)
and φ(1) = β. The distribution φ(s) decreases monoton-
ically with s. One also finds that the average record for
a superior sequence, 〈x〉 =
∫ 1
0 dxfN (x)x, behaves as
1− 〈x〉 ≃ aN−1, a = 1−
∫ 1
0
dsΦ(s). (17)
Since the scaled distribution function φ(s) is monotoni-
cally decreasing (see Fig. 3) we expect a < 1/2, and in-
deed a = 0.388476. Consequently, the average record is
closer to unity than it is to the average (1−AN ≃ N
−1).
III. GENERAL PARENT DISTRIBUTIONS
Generalization of the above results to arbitrary dis-
tribution ρ(x) is straightforward. Let us consider the
general case when the random variables 0 < xi <∞ are
drawn from the distribution ρ(x), with the normalization∫
∞
0 dxρ(x) = 1. The cumulative distribution
R(x) =
∫
∞
x
dyρ(y) (18)
4gives the probability of drawing a value larger than x,
with R(0) = 1 and R(∞) = 0.
The probability RN (x) that the record is larger than
x follows immediately from the cumulative distribution,
RN (x) = 1− [1−R(x)]
N
. (19)
Indeed, the complementary probability that all variables
are smaller than x, and hence the record is smaller than x,
is [1−R(x)]N since the random variables are independent.
In the limit N → ∞, the quantity (19) adheres to the
scaling form
RN (x) ≃ Ψ(s), with s = N R(x). (20)
This form applies when N → ∞ and R→ 0 with the
product RN finite. Importantly, the scaling function is
the same, Ψ(s) = 1 − e−s, for all parent distributions
[8, 9].
The average record is given by AN = −
∫
∞
0
dxx dRNdx .
Inserting (19) into this integral yields the average in
terms of the cumulative distribution,
AN = N
∫ 1
0
dR (1−R)N−1x, (21)
where x = x(R) is implicitly given by Eq. (18).
We again characterize superior sequences using the cu-
mulative distribution FN (x) which obeys the recursion
FN+1(x) = [1−R(x)] FN (x) +R(x)SN (22)
for all x > AN+1. This equation is obtained from (10) by
replacing 1−x with the general form R(x). Starting with
F1 = 1−R, we find that FN is a polynomial of degreeN in
the quantity R ≡ R(x). For example, F2 = R(1+R1−R)
with the shorthand notation
RN ≡ R(AN ). (23)
Further, the evolution equation (12) is now
∂FN
∂N
= R (SN − FN ). (24)
Therefore, we seek the scaling solution
FN (x) ≃ SNΦ(s), with s = N R(x). (25)
By definition, FN (AN ) = SN , and hence, Φ(α) = 1 where
α = lim
N→∞
N RN , (26)
with RN given in (23). Remarkably, all details of the
parent distribution enter through the parameter α which
dictates the boundary condition, Φ(α) = 1. The second
boundary condition remains Φ(0) = 0. Since R → 0
when N → ∞, equation (26) shows that the tail of the
probability distribution function ρ(x) determines the pa-
rameter α. Indeed, the term (1−R)N−1 in (21) effectively
involves only the tail of R(x) when N →∞.
By substituting the scaling form (25) into the evolution
equation (24) and by using the algebraic decay (1), we
find that the scaling function Φ(s) obeys the differential
equation (13). The solution is given by (14) and the
boundary condition Φ(α) = 1 yields the exponent β as
root of the transcendental equation
α
∫ 1
0
dz z−βeα(z−1) = 1. (27)
This equation specifies the exponent β and hence, the
scaling function Φ(s) given in (14).
For arbitrary ρ(x), the expressions (27) and (14) give
the asymptotic fraction of superior sequences and the
extreme-value distribution for such sequences. These
equations require as input the parameter α defined in
(26) which in turn, requires the averageAN given in (21).
We now apply the general theory above to: (i) exponen-
tial distributions, both simple and generalized, and (ii)
algebraic distributions, both compact and noncompact.
First, we consider the exponential distribution which
characterizes the waiting times in a Poisson process
where events are uncorrelated and occur at a constant
rate in time [20]
ρ(x) = e−x. (28)
This distribution is relevant for the empirical analysis
presented in section IV. In this special case, the prob-
ability distribution and the cumulative distribution are
identical, R(x) = ρ(x). According to Eq. (21), the av-
erage AN = −N
∫ 1
0
dR (1−R)N−1 lnR is equals to the
harmonic number
AN = 1 +
1
2
+
1
3
+ · · ·+
1
N
. (29)
From the cumulative distribution R(x) = exp(−x) we
simply have RN = exp(−AN ). Using the asymptotic
behavior AN ≃ lnN+γ, where γ = 0.577215 is the Euler
constant [21], we obtain
α = e−γ . (30)
Plugging the corresponding numerical value
α = 0.561459 into the integral equation (15) gives
β = 0.621127. (31)
The behavior found for the exponential distribution ex-
tends to all distribution with the generalized exponential
tail
R(x) ≃ C exp(−xc) (32)
with C > 0 and c > 0 when x→∞. As discussed above,
the parameter α requires as input only the tail of the
distribution R(x). By substituting (32) into the general
formula (21) and writing R = r/N we have,
AN = N
∫ N
0
dr
(
1−
r
N
)N−1
[ln(NC/r)]
1/c
.
5The leading asymptotic behavior of this integral can be
evaluated using the integral
∫
∞
0
dr e−r ln r = −γ as fol-
lows,
AN ≃
∫
∞
0
dr e−r [ln(NC/r)]
1/c
≃
∫
∞
0
dr e−r [ln(NC)]
1/c
(
1−
ln r
ln(NC)
)1/c
≃ [ln(NC)]1/c
(
1 +
γ
c
ln r
ln(NC)
)
.
Hence, we observe the generic result (AN )
c ≃ ln(NC)+γ.
By specializing the general expression (26) to the distri-
bution (32), we obtain
α = lim
N→∞
NC exp [−(AN )
c] = e−γ . (33)
Hence, the exponent α given in (26) holds for all values of
c, and hence, for all generalized exponential distributions.
Next, we consider algebraic distribution functions. We
first consider distributions with compact support in a
finite interval, taken as the unit interval [0 : 1] without
loss of generality. The behavior near the maximum plays
a crucial role, and we consider a class of distributions
that exhibit the algebraic behavior,
R(x) ≃ B(1− x)µ, (34)
with µ > 0 in the limit x → 1. The restriction on µ
ensures that the distribution ρ = −dR/dx is integrable.
The case µ = 1 corresponds to the uniform distribution
studied above. Using the general formula (21), we obtain
the large-N asymptotic behavior of the average
1−AN ≃ Γ
(
1 + 1µ
)
(BN)−
1
µ (35)
The exponent α can be obtained using equations (23),
(26), and (35),
α =
[
Γ
(
1 + 1µ
)]µ
. (36)
By substituting α into the integral equation (15), we ob-
tain the exponent β. As shown in figure 4, the exponent
β varies continuously with µ [22, 23]. The exponent µ
parametrizes the shape of the distribution near the max-
imum. As suggested by equation (26), the tail of the
distribution ρ(x) governs the exponent β.
Using the asymptotic behavior Γ(1 + ǫ) ≃ 1 − γǫ for
ǫ→ 0 with γ the Euler constant, we obtain
α =
[
Γ
(
1 + 1µ
)]µ
→
[
1− γµ
]µ
→ e−γ
when µ → ∞. Hence, the behavior in the limit µ → ∞
coincides with that of the generalized exponential distri-
bution (32). Figure 4 shows that the parameter α de-
creases monotonically with µ while the exponent β in-
creases monotonically with µ. Hence, the value (30) is a
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FIG. 4: (Color online) The exponents α (top figure) and β
(bottom figure) versus the parameter µ. The dashed lines
indicate the lower bound αmin = 0.561459 and upper bound
βmax = 0.621127, respectively.
lower bound, αmin ≤ α < ∞, while that quoted in (31)
is an upper bound, 0 < β ≤ βmax.
Finally, the parameter (36) extends to non-compact
distributions with algebraic tails, R(x) ≃ b xµ when
x→∞. The condition µ < −1 guarantees that the aver-
age is finite. In this case, we haveAN ≃ (bN/α)
−1/µ with
the α given in (36). Therefore, the exponent β shown in
figure 4 holds for non-compact distribution with power-
law tails.
IV. INFERIOR RECORDS
We briefly discuss the dual probability IN that all
records are inferior, that is, they are below average:
Xn < An for all n ≤ N . For example, for the uni-
form distribution (5) we require that N conditions are
met: X1 < 1/2, X2 < 2/3, . . ., XN < N/(N + 1). For
the uniform distribution (5), the probability IN has an
especially simple form. First, we note that I1 = 1/2.
The probability that x1 < 1/2 and max(x1, x2) < 2/3 is
simply I2 = (1/2)× (2/3) = 1/3. In general, we have
IN =
1
2
×
2
3
· · · ×
N
N + 1
=
1
N + 1
. (37)
Asymptotically, the quantity IN is inversely proportional
to sequence length, IN ∼ N
−1.
In general the probability IN obeys the recursion
IN+1 = IN (1 −RN+1), (38)
6with I1 = 1− R1. The factor 1 −RN+1 guarantees that
the record XN+1 is inferior, regardless of the history of
the sequence. In contrast with the recursion (10), the
probability IN obeys a closed equation. The solution is
the product
IN = (1−R1) (1−R2) · · · (1−RN ). (39)
This general expression generalizes (37).
To obtain the asymptotic behavior for an arbitrary dis-
tribution, we convert the difference equation (38) into the
differential equation dI/dN = −αI/N . The probability
I decays algebraically,
I ∼ N−α, (40)
with the exponent α given by (26). Indeed, for the uni-
form distribution, we recover α = 1. Once again, the
tail of the distribution ρ(x) controls the exponent α (see
also figure 4). Hence, the probabilities SN and IN that
measure the fraction of superior and inferior sequences
decay algebraically, each with a different exponent. The
decay exponents are generally nontrivial.
V. RECORDS IN EARTHQUAKE DATA
In this section, we analyze earthquake data using the
record statistics discussed above. The surge in the num-
ber of powerful earthquakes over the past decade [24]
raises the question whether powerful earthquakes are cor-
related in time along with the possibility that one large
earthquake may trigger another large earthquake at a
global distance [18]. Temporal correlations necessarily
imply that earthquake events do not occur randomly in
time [25]. Using a variety of statistical tests, the sequence
of most powerful events was compared with a Poisson
process where events occur randomly and at a constant
rate. The results largely reaffirm that the earthquake
record is consistent with a Poisson process [13, 14, 26, 27].
These statistical tests typically use the inter-event
time, defined as the time between two successive events
[13, 14, 26]. For a Poisson process, the distribution of
inter-event times is exponential as in (28), where the nor-
malization 〈x〉 = 1 is conveniently used. Recent studies
show that the empirical distribution ρ(x) is close to an
exponential [14, 26]. Moreover, statistical properties of
the maximal inter-event time are consistent with Poisson
statistics [13, 14].
Previous studies utilized a single record, the maxi-
mal inter-event time. Here, we utilize the entire se-
quence of records {X1, X2, . . . , XN} defined in equation
(4) which is produced from the sequence of inter-event
times {x1, x2, . . . , xN} where xi is the time between the
ith and the i + 1th earthquake events. In particular,
we measure the average record AN as a function of the
number of consecutive earthquake events N .
We considered two separate datasets [28]. A global
record of 1770 earthquakes with magnitudeM > 7 during
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FIG. 5: (Color online) The average record versus sequence
length. Shown are empirical results for the earthquakes with
magnitude M > 7 and for earthquakes with magnitude M >
5. Also shown for a reference is the harmonic number (29)
that corresponds to Poisson process.
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FIG. 6: (Color online) The probabilities SN and IN for the
earthquake sequence with M > 7 (bottom figure) and M > 5
(top figure). The empirical results for M > 7 are com-
pared with the theoretical predictions (10) and (39) with
RN = exp(−AN) with AN given in (29).
the years 1900−2012 and a global record of 37, 190 events
with magnitudeM > 5 during the years 1984−2012. Ac-
cording to the Gutenberg-Richter law, the rate of events
decreases exponentially with magnitude, defined as the
logarithm of the energy released in the earthquake [29].
On average, roughly 16 magnitude M > 7 events oc-
cur each year, while there are about 1300 magnitude
M > 5 events annually. The first sequence of most pow-
erful events with M > 7 includes few aftershocks and
is expected to be Poissonian. The second sequence with
7M > 5 includes many aftershocks, which are certainly
correlated events, and is expected to be non Poissonian
[30]. As shown in figure 5, the average record closely
tracks the harmonic number when M > 7, but there is a
clear departure from Poisson statistics for the less pow-
erful events (M < 5). We note the utility of the average
record as the quantity AN can be analyzed over a range
that is comparable with the total number of events.
Next, we measured the probabilities SN and IN that a
sequence of N records is superior or inferior. To obtain
these probabilities, we simply used the averages shown
in figure 6. For powerful events (M > 7) where the num-
ber of events is relatively small, these quantities can be
measured only over a small range, but nevertheless, the
results are consistent with the behavior expected for a
random sequence of events. For M > 5, the number of
events is much larger and we can confirm that the proba-
bilities SN and IN decay algebraically with the exponents
α = 0.38±0.05 and β = 0.46±0.05 (figure 6). These val-
ues are somewhat smaller than the extremal values αmin
and βmax that correspond to sharper-than-algebraic tails.
VI. CONCLUSIONS
In summary, we studied statistics of superior records
in a sequence of uncorrelated random variables. In our
definition, a sequence of records is superior if all records
are above average. We presented a general theoretical
framework that applies for arbitrary probability distri-
bution functions, and used scaling methods to analyze
the asymptotic behavior of large sequences. We obtained
analytically the distribution of records and the fraction
of superior sequences. The latter quantity decays alge-
braically with sequence length. Interestingly, the decay
exponent is nontrivial, and it is controlled by the tail
of the probability distribution function from which the
random variables are drawn.
We demonstrated that there are two separate expo-
nents that characterize inferior and superior sequences.
The first exponent simply measures the weight of the
probability distribution beyond the average record, while
the second exponent is derived through an integral equa-
tion from the first exponent. In general, both of these
exponents are irrational. The tail of the parent distribu-
tion function dictates the exponents: for algebraic distri-
butions, the exponents continuously vary with the decay
coefficient governing the tail of the parent distribution,
while parent distributions with sharper-than-algebraic
tails all have the same exponents.
Our results show that first-passage properties of
records are quite rich. Our study compares the actual
record with the average expected for a given distribution
as a probe of performance. Yet, performance is only one
in a larger family of characteristics involving the entire
history of the sequence. Our results suggest that there
are additional “persistence”-like exponents [31, 32] for
record sequences. Finally, it will be interesting to inves-
tigate superior records in sequences of correlated random
variables, e.g. when the sequence xn represents a random
walk [33, 34].
We also demonstrated that record and performance
statistics are useful for analyzing empirical data. For in-
stance, the average record is a transparent statistical test
for whether a sequence of events is random in time. The
probability that a sequence of records is superior or infe-
rior can be measured as well. However, since these sur-
vival probabilities decay algebraically, very large datasets
are required. Nevertheless, the earthquake data demon-
strates that these are sensible quantities for analyzing
datasets.
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