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Abstract
We study associative multiplications in semi-simple associative algebras over
C compatible with the usual one or, in other words, linear deformations
of semi-simple associative algebras over C. It turns out that these defor-
mations are in one-to-one correspondence with representations of certain
algebraic structures, which we call M-structures in the matrix case and
PM-structures in the case of direct sums of several matrix algebras. We
also investigate various properties of PM-structures, provide numerous ex-
amples and describe an important class of PM-structures. The classification
of these PM-structures naturally leads to affine Dynkin diagrams of A, D,
E-type.
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1
Introduction
Two associative algebras with multiplications ⋆ and ◦ defined on the same finite dimensional
vector space V are said to be compatible if the multiplication
a • b = a ⋆ b+ λ a ◦ b (0.1)
is associative for any constant λ. The multiplication • can be regarded as a deformation of the
multiplication ⋆ linear in parameter λ.
The description of pairs of compatible associative products seems to be an interesting mathe-
matical problem on its own. Moreover, the approach to integrable systems based on the concept
of compatible Poisson structures via Lenard-Magri scheme [1] provides further motivation for
investigation of compatible associative multiplications.
Recall that two Poisson brackets are said to be compatible if any linear combination of
these brackets is a Poisson bracket. It is well-known that the formula {xi, xj} = c
k
ijxk, i, j =
1, . . . , N defines a linear Poisson structure iff ckij are structural constants of a Lie algebra. The
compatibility of two such structures is equivalent to the compatibility of the corresponding Lie
brackets. Various applications of compatible Lie brackets in the integrability theory can be
found in [3, 4, 5, 6, 2].
Suppose now that we have two compatible associative algebras with multiplications ⋆ and
◦ defined on the same finite dimensional vector space V. We can construct immediately two
compatible Lie brackets by the usual formulas [a, b]1 = a ⋆ b − b ⋆ a and [a, b]2 = a ◦ b − b ◦ a
and hence, two compatible linear Poisson structures.
Moreover, for any n ∈ N we can construct two compatible associative algebras in the space
Matn(V), which is the space of n × n matrices with entries from V. Therefore, for each n
we have a pair of compatible Poisson structures in the linear space of dimension n2 dimV.
Note that even if both associative algebras on V are commutative we have nontrivial Poisson
structures on the space Matn(V) for n > 1. In terms of coordinates, if {ei, i = 1, ...N} is a
basis of V and ei ⋆ ej = p
k
i,jek, ei ◦ ej = q
k
i,jek, then for each n we have two compatible Poisson
structures given, in coordinates {fi,l,m, i = 1, ..., N, l,m = 1, ...n}, by the formulas
{fi,l1,m1 , fj,l2,m2}1 = δm1,l2p
k
i,jfk,l1,m2 − δm2,l1p
k
j,ifk,l2,m1
and
{fi,l1,m1 , fj,l2,m2}2 = δm1,l2q
k
i,jfk,l1,m2 − δm2,l1q
k
j,ifk,l2,m1 .
Note that these Poisson structures are invariant with respect to the action of the group GLn(C)
on the space Matn(V) by conjugations. Therefore, for any two functions invariant with respect
to this action their Poisson bracket is also invariant. Since any invariant function can be written
in terms of traces of matrix polynomials, we see that a bracket of two traces can be also written
in terms of traces. This leads us to bi-hamiltonian structures for the so-called nonabelian
integrable systems in the sense of [9].
2
Another motivation for the study of compatible associative algebras can be found in [12].
In this paper we assume that the associative algebra over field C with multiplication ⋆ is
semi-simple. In other words, this algebra is a direct sum of matrix algebras over C [8]. It turns
out that in this case multiplications ◦ compatible with ⋆ are in one-to-one correspondence to rep-
resentations of special infinite-dimensional associative algebras. The simplest finite-dimensional
version of such an algebra can be described as follows. Let A and B be associative algebras of
the same dimension p with bases A1, . . . , Ap and B
1, . . . , Bp and structural constants φij,k and
ψα,βγ , correspondingly. Suppose that the structural constants satisfy the following identities:
φsj,kψ
l,i
s = φ
l
s,kψ
s,i
j + φ
i
j,sψ
l,s
k , 1 ≤ i, j, k, l ≤ p.
Then the algebra of dimension 2p+ p2 with the basis Ai, B
j, AiB
j and relations
BiAj = ψ
k,i
j Ak + φ
i
j,kB
k
is associative.
An invariant description of such a construction can be given as follows. Suppose that we have
two associative algebras A and B, a non-degenerate pairing A×B → C and structures of right
A-module and left B-module on the space A⊕B commuting with each other. Assume also that
A acts in this module by right multiplication on itself and B acts by left multiplication on itself.
Extend our pairing to the space A ⊕ B by the formulas (a1, a2) = (b1, b2) = 0 for a1, a2 ∈ A,
b1, b2 ∈ B and assume that it is invariant under the action of A and B: (va1, a2) = (v, a1a2)
and (b1, b2v) = (b1b2, v) for v ∈ A⊕B. In this situation one can define a natural structure of an
associative algebra on the space A⊕B⊕ (A⊗B) compatible with our module structures. This
means that the action of A on the algebra by right multiplication restricted to A⊕B coincides
with the module action and the same property is valid for the action of B by left multiplication.
Algebras considered in this paper are more complicated. Namely, algebras A and B have
common unity. Instead of their direct sum, we construct a linear space of the same dimension
but with one-dimensional “defect”: A and B are intersected by the linear span of the unity
but we add one more element, which in some sense dual to the unity. We assume the existence
of a non-degenerate pairing and structures of a right A-module and a left B-module on this
space with properties similar to described above. A linear space with these structures and
the corresponding associative algebra are called M-structure and M-algebra. In turns out that
M-algebra is infinite-dimensional over C but finite dimensional over the subalgebra generated
by a special central element K.
The main result of this paper is the following: there is a one-to-one correspondence between
n-dimensional representations (that should be non-degenerate in some sense) of M-algebras
and associative products in Matn compatible with the usual matrix product. In other words,
to find all associative products in matrix algebras compatible with the usual one, we should
describe M-structures and for each M-structure classify finite-dimensional representations of
the corresponding M-algebra.
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To describe the compatible products for the algebra Matn1 ⊕ ... ⊕ Matnm we introduce
PM-algebras, which are generalizations of M-algebras. Roughly speaking, a PM-algebra looks
like the algebra of m×m matrices with entries being elements of some M-algebra.
This paper is organized as follows. In Section 1, we collect some general facts about com-
patible associative multiplications. The first result of that Section is standard and based on the
deformation theory of associative algebras. Namely, we show that if the algebra with respect to
multiplication ⋆ is rigid (which holds in semi-simple case), then there exists a linear operator
R : V→ V such that the multiplication ◦ is of the form
X ◦ Y = R(X) ⋆ Y +X ⋆ R(Y )− R(X ⋆ Y ). (0.2)
We also provide several examples of compatible multiplications. At the end of Section 1 we give
a construction of m + 1 pairwise compatible associative multiplications on the space V ⊗ Fm
provided that we have two compatible associative multiplications on the space V. Here Fm is
the space of polynomials in one variable of degree less then m.
In Section 2, we consider multiplications compatible with the standard matrix product in
Matn. In Subsection 2.1 we study admissible operators R written in the form
R(x) = a1 x b
1 + ... + ap x b
p + c x (0.3)
with p being smallest possible. It turns out that a1, ..., ap, b
1, ..., bp, c should be generators of
a representation of an M-structure. In Subsection 2.2, we propose an invariant definition of
M-structures and M-algebras and study their properties. In Subsection 2.3 we describe M-
algebras in the special case when the algebra A is commutative semi-simple (that is, isomorphic
to C⊕ ...⊕ C).
Section 3 is devoted to a generalization of the results from the previous section to the case
of the algebra Matn1 ⊕ ...⊕Matnm . All results and proofs are similar to the ones from Section
2. In Subsection 3.1 we study possible operators R, and in Subsection 3.2 give an invariant
definition of the corresponding algebraic structures.
In Section 4 we describe all PM-structures with semi-simple algebras A and B. It turns
out that such PM-structures are related to Cartan matrices of affine Dynkin diagrams of the
A˜2k−1, D˜k, E˜6, E˜7, and E˜8-type.
In Conclusion we discuss some implications of our results and possible directions of further
research.
1 Compatible associative multiplications
Suppose that we have an associative multiplication ⋆ defined on a finite dimensional vector
space V such that V is a semi-simple algebra with respect to this multiplication. The following
classification problem arises: to describe all possible associative multiplications ◦ on a vector
4
space V, compatible with a given semi-simple multiplication ⋆. Since any semi-simple asso-
ciative algebra is rigid, the multiplication (0.1) is isomorphic to ⋆ for almost all values of the
parameter λ. This means that there exists a formal series of the form
Aλ = 1 +R λ+ S λ
2 + · · · , (1.4)
where the coefficients are linear operators on V, such that
A−1λ
(
Aλ(X) ⋆ Aλ(Y )
)
= X ⋆ Y + λ X ◦ Y. (1.5)
Equating the coefficients of λ in (1.5), we obtain the formula (0.2). It is easy to see that the
transformation
R −→ R + ad⋆a, (1.6)
does not change the multiplication ◦ for any a ∈ V, where ad⋆a is a linear operator v →
a ⋆ v − v ⋆ a.
Comparing the coefficients of λ2 in (1.5), we get the following identity
R(R(X) ⋆ Y +X ⋆ R(Y ))− R(X) ⋆ R(Y )− R2(X ⋆ Y )
= S(X) ⋆ Y +X ⋆ S(Y )− S(X ⋆ Y ),
(1.7)
for any X, Y ∈ V. It is not difficult to prove that if (1.7) holds for some operators R and S
then the multiplication (0.2) is associative and compatible with ⋆. Under transformation (1.6)
the operator S is changing as follows
S −→ S + ad⋆a ◦R +
1
2
(ad⋆a)
2.
In the important special case S = 0, we have
R
(
R(X) ⋆ Y +X ⋆ R(Y )
)
−R(X) ⋆ R(Y )− R2(X ⋆ Y ) = 0. (1.8)
In the paper [12] some examples of such R-operators have been found.
Definition. We call operators R and R′ equivalent if R −R′ = ad⋆a for some a ∈ V.
It is known that any derivative of semi-simple algebra has the form ad⋆a for some a ∈ V.
Therefore, the formula (0.2) gives the same multiplications for operators R and R′ if and only
if these operators are equivalent.
Example 1.1. Let a be an arbitrary element of V and R be the operator of left multi-
plication by a with respect to ⋆. Then R satisfies (1.8) and the corresponding multiplication
X ◦ Y = X ⋆ a ⋆ Y is associative and compatible with ⋆.
Example 1.2. Suppose that ⋆ is the standard matrix product in V = Mat2 , a, b ∈ V,
then the product
X ◦ Y = (aX −Xa) (bY − Y b)
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is associative and compatible with the standard one. The corresponding operator R is given
by R(X) = a (Xb− bX). If Det a = 0, then the operator R satisfies (1.8). The Example 1 from
the paper [12] corresponds to the special case of the Example 1.2 where the matrices a and b
are diagonal.
The following statement can be verified straightforwardly.
Proposition 1.1. The Examples 1.1 and 1.2 describe all associative multiplications com-
patible with the matrix product in Mat2.
Example 1.3. Let e1, . . . , em be a basis in V and the multiplication ⋆ is given by
ei ⋆ ej = δ
i
jei. (1.9)
The algebra thus defined is commutative and semi-simple. Suppose the entries rij of the matrix
R satisfy the following relations:
m∑
k=1
rki = q0, and rikrjk = rijrjk + rjirik for i 6= j 6= k 6= i,
where q0 is an arbitrary constant. The generic solution of this system of algebraic equations is
given by
rii = q0 −
∑
k 6=i
rki, rij =
qipj
pi − pj
, i 6= j,
where pi, qj are arbitrary constants. The formula (0.2) defines a multiplication
ei ◦ ej = rijej + rjiei − δ
i
j
m∑
k=1
rikek
compatible with ⋆. Since this multiplication is linear with respect to the parameters qi, we
have got a family of m+ 1 pairwise compatible associative multiplications. This family can be
described in a different way in terms of the generating function
E(u) = e1 + u e2 + . . .+ u
m−1 em.
Let q(u) = a0+u a1+. . .+u
m am be an arbitrary polynomial of degree n. Define a multiplication
of the generating functions by the formula
E(u)E(v) =
uq(v)
u− v
E(u) +
vq(u)
v − u
E(v). (1.10)
It is easy to verify that (1.10) yields an associative multiplication between e1, ..., em linear with
respect to the parameters a0, . . . , am. Let b1, ..., bm be roots of q(u) and assume that these roots
are pairwise distinct. Then e˜i = biq
′(bi)E(bi) form a basis, in which this multiplication is given
by (1.9).
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The formula (1.10) admits the following generalization. Let V be a finite dimensional vector
space with two compatible associative multiplications ⋆ and ◦. Let Fm be a vector space of
polynomials in one variable t with degree less then m. We are going to construct m+1 pairwise
compatible associative multiplications on the space V⊗ Fm. For a vector x ∈ V we denote by
xi the element x ⊗ t
i ∈ V ⊗ Fm. Denote by x(u) the following polynomial in u with values in
the space V ⊗ Fm:
x(u) = x0 + x1u+ ...+ xm−1u
m−1.
Let us also fix an arbitrary polynomial q(u) ∈ C[u] of degree m.
Theorem 1.1. The formula
x(u)y(v) =
q(u)
u− v
((x ⋆ y)(v) + v(x ◦ y)(v)) +
q(v)
v − u
((x ⋆ y)(u) + u(x ◦ y)(u)) (1.11)
defines an associative multiplication on the linear space V ⊗ Fm. Here x, y ∈ V are arbitrary
vectors.
Proof. It is clear that both r.h.s. and l.h.s. of (1.11) are polynomials in u, v of degree m−1
with values in V ⊗ Fm. Therefore, the formula defines a product in this space. Associativity
of this product can be easily checked by direct calculation.
Note that the formula (1.11) defines the product which linearly depends on the polynomial
q(u) of degree m. Therefore, we have m+ 1 pairwise compatible associative multiplications on
the space V ⊗ Fm.
Remark 1. If V = C with trivial pair 1 ⋆ 1 = 0, 1 ◦ 1 = 1, then this construction gives the
Example 1.3 (see (1.10)).
Remark 2. Let b1, ..., bm be roots of q(u) and assume that these roots are pairwise distinct.
One can check that the algebra V⊗Fm with respect to the multiplication (1.11) is isomorphic
to a direct sum of m components. Moreover, the ith component is isomorphic toV with respect
to the product x • y = x ⋆ y + bix ◦ y. This is a direct consequence of the formula (1.11). In
particular, if V is semi-simple for generic linear combination of ⋆ and ◦, and the roots b1, ..., bm
are also generic, then V ⊗ Fm is isomorphic to direct sum of m copies of V.
2 Matrix case
2.1 Construction of the second product
Consider now the case where the algebra is isomorphic toMatn with respect to the first product.
Any linear operator R on the space Matn may be written in the form R(x) = a1xb
1+ ...+alxb
l
for some matrices a1, ..., al, b
1, ..., bl. Indeed, the operators x → ei,jxei1,j1 form a basis in the
space of linear operators on Matn.
It is convenient to represent the operator R from the formula (0.2) in the form (0.3) with
p being smallest possible in the class of equivalence of R. This means that the matrices
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{a1, ..., ap, 1} are linear independent as well as the matrices {b
1, ..., bp, 1}. According to (0.2),
the second product has the following form
x ◦ y = ai x b
i y + x ai y b
i − ai xy b
i + x c y. (2.12)
Note that we have the following transformations, which do not change the class of equiva-
lence of R. The first family of such transformations is
ai → ai + ui, b
i → bi + vi, c→ c− uib
i − viai − uiv
i
for any constants u1, ..., up, v
1, ..., vp and the second one is
ai → g
k
i ak, b
i → hikb
k, c→ c,
where gki h
j
k = δ
j
i . This means that we can regard ai and b
i as bases in dual vector spaces.
Theorem 2.1. The multiplication ◦ given by the formula (2.12) is an associative product
on the space Matn if and only if there exist tensors φ
k
i,j, µi,j, ψ
i,j
k , λ
i,j, tij such that the following
relations hold:
aiaj = φ
k
i,jak + µi,j, b
ibj = ψi,jk b
k + λi,j, (2.13)
biaj = ψ
k,i
j ak + φ
i
j,kb
k + tij + δ
i
jc, (2.14)
bic = λk,iak − t
i
kb
k − φik,lψ
l,k
s b
s − φik,lλ
l,k, caj = µj,kb
k − tkjak − φ
s
k,lψ
l,k
j as − µk,lψ
l,k
j (2.15)
Moreover, the tensors φki,j, µi,j, ψ
i,j
k , λ
i,j, tij satisfy the properties
φsj,kφ
i
s,l + µj,kδ
i
l = φ
i
j,sφ
s
k,l + δ
i
jµk,l, φ
s
j,kµi,s = φ
s
i,jµs,k, (2.16)
ψi,js ψ
s,k
l + δ
k
l λ
i,j = ψj,ks ψ
i,s
l + δ
i
lλ
j,k, ψi,js λ
s,k = ψj,ks λ
i,s, (2.17)
φsj,kψ
l,i
s = φ
l
s,kψ
s,i
j + φ
i
j,sψ
l,s
k + δ
l
kt
i
j − δ
i
jt
l
k − δ
i
jφ
l
s,rψ
r,s
k ,
φsj,kt
i
s = ψ
s,i
j µs,k + φ
i
j,st
s
k − δ
i
jψ
s,r
k µr,s, ψ
k,i
s t
s
j = φ
i
j,sλ
k,s + ψs,ij t
k
s − δ
i
jφ
k
s,rλ
r,s (2.18)
Proof. Associativity (x ◦ y) ◦ z = x ◦ (y ◦ z) is equivalent to the following identity
aiajx(b
jybi − ybjbi)z + aiajx(yb
j − bjy)zbi + x(aiajy − aiyaj)zb
jbi+
aix(yaj − ajy)zb
jbi + aix(b
iajy − yb
iaj)zb
j + aix(ajyb
jbi − biajyb
j + cybi − ybic)z+
x(ajyb
jai − aiajyb
j − aiyc+ caiy)zb
i + x(aiyb
ic− caiyb
i)z + aix(yc− cy)zb
i = 0
(2.19)
From this identity one can readily obtain (2.13), (2.14), (2.15) using the following
Lemma 2.1. Let p1xq1+ ...+ plxql = 0 for all x ∈Matn. If p1, ..., pl are linear independent
matrices, then q1 = ... = ql = 0. Similarly, if q1, ..., ql are linear independent matrices, then
p1 = ... = pl = 0.
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Indeed, suppose that some product ai0aj0 is linearly independent of 1, a1, ..., ap. Since
1, a1, ..., ap are linear independent by assumption, there exists such a basis in the linear space
spanned by {1, ai, aiaj; 1 ≤ i, j ≤ p} that is a subset of this set and contains the subset
{1, a1, ..., ap, ai0aj0}. In this basis the coefficient of ai0aj0 has the form
qi,j
(
(bjybi − ybjbi)z + (ybj − bjy)zbi
)
, (2.20)
where qi,j are some constants not all equal to zero. Given y, z, consider the left hand side
of (2.19) as a linear operator applying to the argument x. It follows from Lemma 2.1 that
the coefficient (2.20) is equal to zero. Applying again Lemma 2.1 to the operator (2.20) and
using the linear independence of 1, b1, ..., bp, we obtain qi,j = 0 for all i and j, which is a
contradiction. Therefore, all aiaj are linear combinations of 1, a1, ..., ap and, similarly, all b
ibj
are linear combinations of 1, b1, ..., bp. This proves (2.13). Substitute these expressions for aiaj
and bibj to (2.19) and apply Lemma 2.1 twice. Firstly, we consider the left hand side of (2.19)
as a linear operator with argument x and take 1, a1, ..., ap for p1, ..., pl. After that we regard the
same expression as a linear operator with argument z and take 1, b1, ..., bp for q1, ..., ql. As the
result, we obtain the equation [y, biaj − ψ
k,i
j ak − φ
i
j,kb
k − δijc] = 0 equivalent to (2.14) and the
following relations
φki,j(b
jybi − ybjbi) + λj,k(yaj − ajy) + ajyb
jbi − bkajyb
j + cybk − ybkc = 0,
ψj,ik (aiajy − aiyaj) + µk,j(yb
j − bjy) + ajyb
jak − akajyb
j − akyc+ caky = 0.
Substituting the expressions (2.13) and (2.14) for aiaj , b
ibj and bjai into these relations, we get
(2.15). It can be checked that all these steps are invertible and (2.19) follows from (2.13)-(2.15).
The associativity of the matrix product aiajak and the linear independence of a1, ..., ap, 1
imply (2.16). Similarly, (2.17) follows from the associativity of the product bibjbk and the linear
independence of b1, ..., bp, 1. The remaining identities are consequences of the associativity for
biajak and b
ibjak.
Remark. Under conditions (2.13)-(2.15), the operator (0.3) satisfies (1.7) with
S(x) = µji
(
bixbj − ψi,jk xb
k − λijx
)
.
In particular, the operator (0.3) satisfies (1.8) iff µji = 0.
2.2 M-structures and corresponding associative algebras
In this subsection we describe the algebraic structure underlying Theorem 2.1.
Definition. By weak M-structure on a linear space L we mean the following data:
• Two subspaces A and B and distinguished element 1 ∈ A ∩ B ⊂ L.
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• A non-degenerate symmetric scalar product (·, ·) on the space L.
• Associative products A×A → A and B × B → B with unity 1.
• A left action B × L → L of the algebra B and a right action L × A → L of the algebra
A on the space L, which commute to each other.
These data should satisfy the following properties:
1. dimA∩ B = dimL/(A+ B) = 1. The intersection of A and B is the one dimensional
space spanned by the unity 1.
2. The restriction of the action B×L → L to the subspace B ⊂ L is the product in B. The
restriction of the action L ×A → L to the subspace A ⊂ L is the product in A.
3. (a1, a2) = (b1, b2) = 0 and (b1b2, v) = (b1, b2v), (v, a1a2) = (va1, a2) for any a1, a2 ∈ A,
b1, b2 ∈ B and v ∈ L.
It follows from these properties that (·, ·) gives a non- degenerate pairing between A/C1
and B/C1, so dimA = dimB and dimL = 2dimA.
For given weak M-structure L we can define an algebra generated by L with natural com-
patibility and universality conditions.
Definition. By weak M-algebra associated with a weak M-structure L we mean an asso-
ciative algebra U(L) with the following properties:
1. L ⊂ U(L) and the actions B × L → L, L × A → L are restrictions of the product in
U(L).
2. For any algebra X with the property 1 there exist and unique a homomorphism of
algebras X → U(L), which is identity on L.
It is easy to see that if U(L) exist, then it is unique for given L. Let us describe the structure
of U(L) explicitly. Let {1, A1, ..., Ap} be a basis of A and {1, B
1, ..., Bp} be a dual basis of B
(which means that (Ai, B
j) = δji ). Let C ∈ L does not belong to the sum of A and B. Since
(·, ·) is non- degenerate, we have (1, C) 6= 0. Multiplying C by constant, we can assume that
(1, C) = 1. Adding linear combination of 1, A1, ..., Ap, B
1, ..., Bp to C, we can assume that
(C,C) = (C,Ai) = (C,B
j) = 0. Such element C is uniquely determined by choosing basis in A
and B.
Lemma 2.2. The algebra U(L) is defined by the following relations
AiAj = φ
k
i,jAk + µi,j, B
iBj = ψi,jk B
k + λi,j (2.21)
BiAj = ψ
k,i
j Ak + φ
i
j,kB
k + tij + δ
i
jC, (2.22)
BiC = λk,iAk + u
i
kB
k + pi, CAj = µj,kB
k + ukjAk + qi (2.23)
for certain tensors φki,j, ψ
i,j
k , µi,j, λ
i,j, uik, p
i, qi.
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Proof. Relations (2.21) just mean that A and B are associative algebras. Since L is a left
B-module and a right A-module, the products BiAj , CAj, B
iC should be linear combinations
of the basis elements 1, A1, ..., Ap, B
1, ..., Bp, C. Applying property 3 of weak M-structure, we
obtain required form of these products. The universality condition of U(L) shows that this
algebra is defined by (2.21) - (2.23).
Let us define an element K ∈ U(L) by the formula K = AiB
i + C. It is clear that K
thus defined does not depend on the choice of the basis in A and B provided (Ai, B
j) = δji ,
(1, C) = 1 and (C,C) = (C,Ai) = (C,B
j) = 0. Indeed, the coefficients of K are just entries of
the tensor inverse to the form (·, ·).
Definition. Weak M-structure L is called M-structure if K ∈ U(L) is a central element
of the algebra U(L).
Lemma 2.3. For any M-structure L we have
pi = −φik,lλ
l,k, qi = −ψ
k,l
i µl,k, u
j
i = −t
j
i − φ
j
k,lψ
l,k
i .
Proof. This is a direct consequence of the identities AiK = KAi and B
jK = KBj .
Lemma 2.4. For M-structure L the algebra U(L) is defined by the generators A1, ..., Ap,
B1, ..., Bp and relations obtained from (2.21), (2.22) by elimination of C. Tensors φki,j, ψ
i,j
k , µi,j,
λi,j should satisfy the properties (2.16), (2.17), (2.18). Any algebra defined by such generators
and relations is isomorphic to U(L) for a suitable M-structure L.
Theorem 2.2. Let L be anM-structure. Then for any representation U(L)→ Matn given
by A1 → a1, ..., Ap → ap, B
1 → b1, ..., Bp → bp, C → c the formula (2.12) defines an associative
product on Matn compatible with the usual product.
Proof. Comparing (2.13)-(2.15) with (2.21)-(2.23), where pi, qi and u
j
i are given by Lemma
2.3, we see that this is just reformulation of the Theorem 2.1.
Definition. A representation of U(L) is called non-degenerate if the matrices a1, ..., ap, 1
are linear independent as well as b1, ..., bp, 1.
Remark. It is clear that M-structure L′ is equivalent to L if the defining relations for
U(L′) can be obtained from the defining relations for U(L) by a transformation of the form
Ai → g
k
i Ak + ui, B
i → hikB
k + vi, C → C − uih
i
kB
k − vigki Ak − uiv
i
where u1, ..., up, v
1, ..., vp are some constants and gki h
j
k = δ
j
i .
Theorem 2.3. There is an one-to-one correspondence between n dimensional non-degenerate
representations of algebras U(L) corresponding toM-structures up to equivalence ofM-structures
and associative products on Matn compatible with the usual product.
Proof. This is a direct consequence of Theorems 2.1 and 2.2.
The structure of the algebra U(L) for M-structure L is described by the following
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Theorem 2.4. The algebra U(L) is spanned by the elements Ks, AiK
s, BjK
s, AiB
jKs,
where i, j = 1, ..., p, and s = 0, 1, 2, ...
Proof. SinceK is a central element, we haveKAi = AiK, KB
j = BjK, KC = CK. Using
this, one can check that a product of any elements listed in the theorem can be written as a
linear combination of these elements. To prove the theorem one should also check associativity,
which is possible to do directly.
Remark. As we have mentioned in the Introduction, if a linear space V is equipped
with two compatible associative multiplications, then one can construct those in the space
Matm(V). Since Matm(Matn) = Matmn, in the matrix case this construction yields a second
multiplication for the algebrasMatmn, m = 1, 2, ... if we have a second multiplication in Matn.
One can see that in the language of representations of M-structures this corresponds to the
direct sum of m copies of a given n-dimensional representation.
Example 2.1. Suppose A and B are generated by elements A ∈ A and B ∈ B such that
Ap+1 = Bp+1 = 1. Take 1, A, ..., Ap, B, ..., Bp, C for a basis in L and assume that (Bi, A−i) =
ǫi−1, (1, C) = 1 and other scalar products are equal to zero. Here ǫ is a primitive root of unity
of order p + 1. The structures of left B-module and right A-module on L are defined by the
formulas:
BiAj =
ǫ−j − 1
ǫ−i−j − 1
Ai+j +
ǫi − 1
ǫi+j − 1
Bi+j,
for i+ j 6= 0 modulo p and
BiA−i = 1 + (ǫi − 1)C,
CAi =
1
1− ǫi
Ai +
1
ǫi − 1
Bi,
BiC =
1
ǫ−i − 1
Ai +
1
1− ǫ−i
Bi
for i 6= 0 modulo p + 1. One can see that these formulas define an M-structure. The central
element has the following form K = C +
∑
0<i<p
1
ǫi−1
A−iBi.
Let a, t be linear operators in some vector space. Assume that ap+1 = 1, at = ǫta and the
operator t− 1 is invertible. It is easy to check that the formulas
A→ a, B →
ǫt− 1
t− 1
a, C →
t
t− 1
define a representation of the algebra U(L). Note that we do not assume that tp+1 = 1. We
have only atp+1 = tp+1a which easily follows from the commutation relation between a and t.
2.3 Case of commutative semi-simple algebra A
Consider the case
AiAj = δi,jAi. (2.24)
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In other words
φki,j = δi,jδi,k, µi,j = 0. (2.25)
Theorem 2.5. In this case any corresponding algebra B can be reduced by an appropriate
shift Bi → Bi + ci to one defined by the formulas:
BiBj = (ui − qi,j)B
i + qi,jB
j + vi, i 6= j (2.26)
and
(Bi)2 = uiB
i + vi, (2.27)
where constants ui, vi, qi,j satisfy the following relations:
q2i,j = uiqi,j + vi, (2.28)
(ui − qi,j)
2 = uj(ui − qi,j) + vj , (2.29)
where i 6= j, and
(qi,k − qj,k)(qi,k − qi,j) = 0 (2.30)
for pairwise distinct i, j, k. The corresponding algebra U(L) is determined by the formulas
(2.24), (2.26), (2.27) and:
BiAj = (uj − qj,i)Aj for i 6= j, B
iAi = uiAi +
∑
k 6=i
qk,iAk +B
i + C,
BiC =
∑
1≤k≤p
vkAk − uiB
i − vi, CAj = −ujAj.
Proof. In our case the first equation of (2.18) reads δj,kt
i
k = δi,jt
i
k, which gives t
i
j = δ
i
jrj for
some tensor rj . The third equation of (2.17) reads δj,kψ
l,i
j = δl,kψ
l,i
j +δi,jψ
l,i
k +(rj−rk)δ
l
kδ
i
j−δ
i
jψ
l,l
k ,
which has the following general solution ψl,ij = δ
l
j(hj−ri−ql,i)+δ
i
jql,i. From the second equation
of (2.18) we find λk,j = λk,k+ qk,j(rj− rk). Substituting these into the formulas for the product
in the algebra B, we get (2.26) and (2.27) after suitable shift of B1, ..., Bp for some ui, vi.
Associativity of the algebra B gives (2.28), (2.29) and (2.30). Indeed, consider an algebra
defined by identities
BiBj = pijBi + qijBj + rij, i 6= j, B
2
i = uiBi + vi
This algebra is associative iff
rij = −pijqij , q
2
ij = uiqij + vi,
(pij − qjk)(pik − pjk) = 0, (pij − qjk)(qik − qij) = 0,
which equivalent to (2.28), (2.29) and (2.30) in our case. The explicit form of identities for the
algebra U(L) follows from (2.22) and (2.23).
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Remark. It follows from (2.26), (2.27) that the vector space spanned by 1 and Bi, where
i belongs to arbitrary subset of the set {1, 2, . . . , p}, is a subalgebra in B.
Two algebras (2.26) - (2.30) are said to be equivalent if they are related by a transformation
of the form
Bi → c1B
i + c2, i = 1, . . . , p (2.31)
and a permutation of the generators B1, . . . , Bp.
Example 2.2. Suppose B is commutative. It follows from
BiBj − BjBi = (ui − qi,j − qj,i)B
i − (uj − qi,j − qj,i)B
j + (vi − vj) (2.32)
that in this case we have ui = uj, vi = vj and qi,j + qj,i = ui for any i, j. Such an algebra is
equivalent to the one defined by
u1 = · · · = up = 0, v1 = · · · = vp = 1, qij = 1, qji = −1, i > j.
It is easy to verify that this algebra is semi-simple.
Example 2.3. One solution of the system (2.28) - (2.30) is obvious:
qij = ui + τ, vi = τ
2 + uiτ, i, j = 1, . . . , p,
where τ is arbitrary parameter. Using transformation (2.31), we can reduce τ by zero. Algebra
B described in this example is called regular. The corresponding associative product compatible
with the matrix product in Matp+1 have been independently found by I.Z. Golubchik.
Now our aim is to describe all irregular algebras B. It follows from (2.28), (2.29) that
(qki − qkj)(qki + qkj − uk) = 0 (2.33)
for any distinct i, j, k and
(qij − ui)(ui − uj) = vi − vj (2.34)
for any i 6= j. Formula (2.34) implies that
(qij − qji − ui + uj)(ui − uj) = 0. (2.35)
We associate with any algebra B the following equivalence relation on the set {1, 2, . . . , p}:
i ∼ j if ui = uj. Denote by m the number of equivalence classes. It follows from (2.34) that if
i and j belong to the same equivalence class then vi = vj . Furthermore, if i and j belong to
different equivalence classes, we have
qij = ui +
vi − vj
ui − uj
(2.36)
and therefore qij is well defined function on the set of pairs of equivalence classes.
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Besides ∼, we consider one more relation ≈ defined as follows: i ≈ j if i = j or if ui = uj
and qij = qji. It is easy to derive from (2.30) that ≈ is an equivalence relation and the value of
qij does not depend on the choosing of i, j from the equivalence class.
Case m=1. Consider the case m = 1 or, the same ui = u1 for any i. Denote one of two
possible values of qij by −τ. It follows from (2.28) that other possible value is equal to u1 + τ
and v1 = τ
2 + u1τ . If B is irregular then −τ and u1 + τ are distinct.
Given u1, τ any algebra B is defined by the following data: arbitrary clustering of the set
{1, 2, . . . , p} into equivalence classes K1, . . . , Ks with respect to ≈ and arbitrary function Qij
on the pairs of equivalence classes with values in {−τ, u1 + τ} such that Qαβ 6= Qβα if α 6= β.
The function qij is defined as follows: qi,j = Qij if i, j belong to different classes and qi,j = Qαα
if i, j ∈ Kα. It can be verified that the parameters defined as above satisfy (2.28) - (2.30).
Case m=2. In this case we have two distinct parameters u1 and u2. Let K1 and K2 be
corresponding equivalence classes with respect to ∼. Denote v2−v1
u2−u1
by τ . Then vi = τ
2 + uiτ.
Using (2.36), we get qik = uα + τ if i ∈ Kα and k * Kα. It follows from (2.30) that for any j,
qij may take on values uα + τ or −τ . Suppose i, j ∈ Kα and k * Kα; then (2.30) yields
(qij − τ − u1)(qij − τ − u2) = 0.
Therefore if τ + u1 6= −τ and τ + u2 6= −τ, then B is regular. In the case τ = −
u2
2
, we have
qij =
u2
2
for any i ∈ K2. Formula (2.36) implies qji = u1 −
u2
2
. To complete the description we
should define qij for i, j ∈ K1. It is clear that the vector space spanned by 1 and B
i, where
i ∈ K1, is a subalgebra that belongs to the case m = 1 described above. It turns out that this
subalgebra can be chosen arbitrarily.
Case m ≥ 3. In this case all possible algebras B can be described as follows.
Proposition 2.1. Suppose u1, . . . , um are pairwise distinct and m ≥ 3. Then if p > 3 then
B is regular. For p = 3 there exists one more algebra described in the following
Example 2.4. The algebra B defined by relations
q21 = q31, q12 = q32, q13 = q23,
u1 = q12 + q13, u2 = q21 + q23, u3 = q31 + q32,
v1 = −q12q13, v2 = −q21q23, v3 = −q31q32
(2.37)
is isomorphic to Mat2.
Proof. Suppose that ui, uj, uk are pairwise distinct. Then we deduce from (2.35) that
qij − qji − ui + uj = qjk − qkj − uj + uk = qki − qik − uk + ui = 0
and therefore qij + qjk + qki = qji + qik + qkj. It follows from this formula and (2.30) that there
exist only two possibilities:
qji = qki, qij = qkj, qik = qjk (2.38)
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or
qij = qik, qjk = qji, qki = qkj . (2.39)
It is not difficult to show that B is regular if it contains a triple of the type (2.39). It can be
verified also that if B contains a triple of the type (2.38), then B coincides with the algebra
described in Example 2.4.
Remark. It follows from Theorem 4.2 of Section 4 that if A is commutative and semi-simple
and B is semi-simple, then either B is commutative (Example 2.2) or B =Mat2 (Example 2.4).
3 Semi-simple case
Consider an associative algebra M = ⊕1≤α≤mMα, where Mα is isomorphic to Matnα . We
are going to study associative products in this algebra compatible with the usual one. All
constructions and results are similar to the matrix case.
We use Greek letters for indexes related to the direct summands of M . Throughout this
section, we keep the following summation agreement. We sum by repeated Latin indexes and
do not sum by repeated Greek indexes if the opposite is not stated explicitly. Symbols δji , δi,j,
and δi,j stand for the Kronecker delta.
3.1 Construction of the second product
Let R be a linear operator in the space M . The operator R takes xα ∈ Mα to
∑
β Rβ,α(xα),
where Rβ,α(xα) ∈Mβ. It is clear that Rβ,α is a linear map fromMα toMβ . Note that any linear
map from the space Matnα to the space Matnβ can be written in the form xα → ai,β,αxαb
i
α,β,
where a1,β,α, ..., al,β,α are some nβ × nα matrices and b
1
α,β , ..., b
l
α,β are some nα × nβ matrices.
Assume that Rβ,α(xα) = ai,β,αxαb
i
α,β for α 6= β and Rα,α(xα) = ai,α,αxαb
i
α,α + cαxα for some
matrices ai,β,α, b
i
α,β , 1 ≤ i ≤ pα,β and cα, 1 ≤ α, β ≤ m with pα,β being smallest possible in the
equivalence class of R. This means that the following sets of matrices are linear independent:
{a1,β,α, ..., apα,β ,β,α}, {b
1
α,β , ..., b
pα,β
α,β } for α 6= β and {1, a1,α,α, ..., apα,α,α,α}, {1, b
1
α,α, ..., b
pα,α
α,α }. It
follows from (0.2) that the second product of xα ∈Mα and yβ ∈Mβ has the form
xα ◦ yβ = ai,β,αxαb
i
α,βyβ + xαai,α,βyβb
i
β,α, α 6= β,
xα ◦ yα = ai,α,αxαb
i
α,αyα + xαai,α,αyαb
i
α,α − ai,α,αxαyαb
i
α,α + xαcαyα.
(3.40)
We have the following transformations preserving the equivalence class of R. The first
family of such transformations is defined by
ai,α,α → ai,α,α + ui,α, b
i
α,α → b
i
α,α + v
i
α, cα → cα − ui,αb
i
α,α − v
i
αai,α,α − ui,αv
i
α
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for any constants u1,α, ..., upα,α,α, v
1
α, ..., v
pα,α
α and the second one is given by
ai,β,α → g
k
i,α,βak,β,α, b
i
α,β → h
i
k,α,βb
k
α,β, cα → cα,
where gki,α,βh
j
k,α,β = δ
j
i . This means that we can regard ai,β,α and b
i
α,β as bases in dual vector
spaces.
Theorem 3.1. If ◦ is an associative product on the space M, then
ai,α,βaj,β,γ = φ
k
i,j,α,β,γak,α,γ + δα,γµi,j,α,β, b
i
α,βb
j
β,γ = ψ
i,j
k,α,β,γb
k
α,γ + δα,γλ
i,j
α,β, (3.41)
biα,βaj,β,γ = φ
i
j,k,β,γ,αb
k
α,γ + ψ
k,i
j,γ,α,βak,α,γ + δα,γt
i
j,α,β + δα,γδ
i
jcα, (3.42)
cαai,α,β = µi,k,α,βb
k
α,β− t
k
i,β,αak,α,β−
∑
1≤ν≤m
φkl,s,α,ν,βψ
s,l
i,β,ν,αak,α,β−
∑
1≤ν≤m
δα,βµl,s,α,νψ
s,l
i,α,ν,α, (3.43)
biα,βcβ = λ
k,i
β,αak,α,β − t
i
k,α,βb
k
α,β −
∑
1≤ν≤m
φil,s,β,ν,αψ
s,l
k,α,ν,βb
k
α,β −
∑
1≤ν≤m
δα,βφ
i
s,l,α,ν,αλ
l,s
α,ν,α, (3.44)
where φki,j,α,β,γ, µi,j,α,β, ψ
i,j
k,α,β,γ, λ
i,j
α,β, t
i
j,α,β are tensors satisfying the properties
φsj,k,α,β,γφ
i
s,l,α,γ,δ + δ
i
lδα,γµj,k,α,β = φ
i
j,s,α,β,δφ
s
k,lβ,γ,δ + δ
i
jδβ,δµk,l,β,γ, (3.45)
φsj,kα,β,γµi,s,α,γ = φ
s
i,j,β,γ,αµs,k,α,β,
ψi,js,α,β,γψ
s,k
l,α,γ,δ + δ
k
l δα,γλ
i,j
α,β = ψ
j,k
s,β,γ,δψ
i,s
l,α,β,δ + δ
i
lδβ,δλ
j,k
β,γ, (3.46)
ψi,js,α,β,γλ
s,k
α,γ = ψ
j,k
s,β,γ,αλ
i,s
α,β,
φsj,k,β,γ,δψ
l,i
s,δ,α,β = φ
l
s,k,α,γ,δψ
s,i
j,γ,α,β + φ
i
j,s,β,γ,αψ
l,s
k,δ,α,γ+
δlkδα,γt
i
j,α,β − δ
i
jδα,γt
l
k,δ,α − δ
i
jδα,γ
∑
1≤ν≤m φ
l
s,r,α,ν,δψ
r,s
k,δ,ν,α,
φsj,k,β,γ,αt
i
s,α,β = ψ
s,i
j,γ,α,βµs,k,α,γ + φ
i
j,s,β,γ,αt
s
k,α,γ − δ
i
jδα,γ
∑
1≤ν≤m
ψs,rk,α,ν,αµr,s,α,ν, (3.47)
ψk,is,α,β,γt
s
j,α,γ = φ
i
j,s,γ,α,βλ
k,s
α,β + ψ
s,i
j,α,β,γt
k
s,α,β − δ
i
jδα,β
∑
1≤ν≤m
φks,r,α,ν,αλ
r,s
α,ν
Proof is similar to the matrix case. Instead of Lemma 2.1 one can use the following
Lemma 3.1. Let x→ p1xq1+ ...+ plxql be a zero map from Matα to Matβ . If p1, ..., pl are
linear independent matrices, then q1 = ... = ql = 0. Similarly, if q1, ..., ql are linear independent
matrices, then p1 = ... = pl = 0.
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3.2 PM-structures and corresponding associative algebras
In this subsection we describe the algebraic structure underlying Theorem 3.1.
Definition. By weak PM-structure (of size m) on a linear space L we mean the following
data.
• Two subspaces A and B and a distinguished element 1 ∈ A ∩ B ⊂ L.
• A non-degenerate symmetric scalar product (·, ·) on the space L.
• Associative products A×A → A and B × B → B with unity 1.
• A left action B × L → L of the algebra B and a right action L × A → L of the algebra
A on the space L, which commute with each other.
These data should satisfy the following properties:
1. dimA∩ B = dimL/(A+ B) = m. The intersection of A and B is a m-dimensional
algebra isomorphic to C⊕ ...⊕ C.
2. The restriction of the action B×L → L to the subspace B ⊂ L is the product in B. The
restriction of the action L ×A → L to the subspace A ⊂ L is the product in A.
3. (a1, a2) = (b1, b2) = 0 and (b1b2, v) = (b1, b2v), (v, a1a2) = (va1, a2) for any a1, a2 ∈ A,
b1, b2 ∈ B and v ∈ L.
It follows from these properties that (·, ·) defines a non- degenerate pairing between A/A∩B
and B/A ∩ B, so dimA = dimB and dimL = 2dimA.
Lemma 3.2. Let {eα; 1 ≤ α ≤ m} be a basis of the space A ∩ B such that
eαeβ = δα,βeα. (3.48)
Denote by Lα,β the vector space consisting of elements vα,β ∈ L with the property
eαvα,β = vα,βeβ = vα,β . (3.49)
Let Aα,β = A ∩ Lα,β and Bα,β = B ∩ Lα,β. Then the following properties hold:
• L = ⊕1≤α,β≤mLα,β, A = ⊕1≤α,β≤mAα,β and B = ⊕1≤α,β≤mBα,β .
• dimAα,β ∩ Bα,β = dimL/(Aα,β + Bα,β) = δα,β. The intersection of Aα,α and Bα,α is an
one-dimensional space spanned by eα.
• Bα,βLβ′,γ = 0 for β 6= β
′ and Bα,βLβ,γ ⊂ Lα,γ. Similarly Lα,βAβ′,γ = 0 for β 6= β
′ and
Lα,βAβ,γ ⊂ Lα,γ. In particular, Aα,βAβ′,γ = Bα,βBβ′,γ = 0 for β 6= β
′ andAα,βAβ,γ ⊂ Aα,γ,
Bα,βBβ,γ ⊂ Bα,γ .
18
• Lα,β⊥Lβ′,α′ if α 6= α
′ or β 6= β ′.
It follows from these properties that (·, ·) gives non- degenerate pairing between Aα,β and
Bβ,α for α 6= β and between Aα,α/Ceα and Bα,α/Ceα. Therefore dimAα,β = dimBβ,α.
Proof. It is clear that 1 = e1 + ...+ em. For v ∈ L we have v = 1v1 =
∑
1≤α,β≤m eαveβ and
eαveβ ∈ Lα,β, which proves all statements of Lemma 3.2.
Definition. By weak PM-algebra associated with a weak PM-structure L we mean an
associative algebra U(L) possessing the following properties:
1. L ⊂ U(L) and the actions B ×L → L, L×A → L are the restrictions of the product in
U(L).
2. For any algebra X with the property 1 there exists a unique homomorphism of algebras
X → U(L) identical on L.
It is easy to see that if U(L) exists, then it is unique for given L. Let us describe the structure
of U(L) explicitly. Let {eα, Ai,α,α; 1 ≤ i ≤ pα,α} be a basis of Aα,α and {eα, B
i
α,α; 1 ≤ i ≤ pα,α}
be the dual basis of Bα,α. Let {Ai,α,β; 1 ≤ i ≤ pβ,α} be a basis of Aα,β for α 6= β and
{Biβ,α; 1 ≤ i ≤ pβ,α} be the dual basis of Bβ,α. This means that (Ai,α,β, B
j
β′,α′) = δ
j
i δα,α′δβ,β′.
Take Cα ∈ Lα,α that does not belong to the sum of Aα,α and Bα,α. Since (·, ·) is non-degenerate,
we have (eα, Cα) 6= 0. Multiplying Cα by constant, we can assume that (eα, Cα) = 1. Adding a
linear combination of eα, A1,α,α, ..., Apα,α,α,α, B
1
α,α, ..., B
pα,α
α,α to Cα, we can assume that (Cα, Cα) =
(Cα, Ai,α,α) = (Cα, B
j
α,α) = 0. Such element Cα is uniquely determined by choosing of basis in
Aα,α.
Lemma 3.3. The algebra U(L) is defined by (3.48), (3.49) and the following relations
Ai,α,βAj,β,γ = φ
k
i,j,α,β,γAk,α,γ + δα,γµi,j,α,β, B
i
α,βB
j
β,γ = ψ
i,j
k,α,β,γB
k
α,γ + δα,γλ
i,j
α,β (3.50)
Biα,βAj,β,γ = φ
i
j,k,β,γ,αB
k
α,γ + ψ
k,i
j,γ,α,βAk,α,γ + δα,γt
i
j,α,β + δα,γδ
i
jCα (3.51)
CαAi,α,β = µi,k,α,βB
k
α,β + u
k
i,β,αAk,α,β + δα,βp
i
α (3.52)
Biα,βCβ = λ
k,i
β,αAk,α,β + u
i
k,α,βB
k
α,β + δα,βqi,α (3.53)
for certain tensors φki,j,α,β,γ, µi,j,α,β, ψ
i,j
k,α,β,γ, λ
i,j
α,β, t
i
j,α,β, u
k
i,β,α, p
i
α, qi,α.
Proof. Relations (3.50) just mean that A and B are associative algebras. Since L is a left
B-module and a right A-module, Biα,βAj,β,γ, CαAj,α,β, B
i
α,βCβ should be linear combinations of
the basis elements in L. Applying properties 1, 2, 3 of weak PM-structure and Lemma 3.2,
we obtain required form of these products. The universality condition of U(L) shows that this
algebra is defined by (3.48), (3.49), (3.50) - (3.53).
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It is clear that U(L) = ⊕1≤α,β≤mU(L)α,β, where U(L)α,β = {v ∈ U(L); eαv = veβ = v}. We
have U(L)α,βU(L)β′,γ = 0 for β 6= β
′ and U(L)α,βU(L)β,γ ⊂ U(L)α,γ .
Let us define an element Kα ∈ U(L) by the formula Kα = Cα +
∑
1≤ν≤mAi,α,νB
i
ν,α. It is
clear that Kα thus defined does not depend on the choice of the basis in A and B provided
(Ai,α,β, B
j
β′,α′) = δ
j
i δα,α′δβ,β′, (eα, Cα) = 1 and (Cα, Cα) = (Cα, Ai,α,α) = (Cα, B
j
α,α) = 0. Indeed,
the coefficients of Kα are just entries of the tensor inverse to the form (·, ·).
Definition. A weak PM-structure L is called PM-structure if K =
∑
1≤α≤mKα ∈ U(L)
is a central element of the algebra U(L).
It is clear that K is central if and only if Kαv = vKβ for all v ∈ U(L)α,β.
Lemma 3.4. For any PM-structure L, we have
piα = −
∑
1≤ν≤m
φis,l,α,ν,αλ
l,s
α,ν,α, qi,α = −
∑
1≤ν≤m
µl,s,α,νψ
s,l
i,α,ν,α,
uji,α,β = −t
j
i,α,β −
∑
1≤ν≤m
φjl,s,β,ν,αψ
s,l
i,α,ν,β
Proof. This is a direct consequence of Ai,α,βKβ = KαAi,α,β and B
j
α,βKβ = KαB
j
α,β.
Lemma 3.5. For any PM-structure L, the algebra U(L) is defined by the generators
{eα, Ai,α,β, B
i
β,α; 1 ≤ i ≤ pβ,α, 1 ≤ α, β ≤ m} and relations obtained from (3.48), (3.50), (3.51)
by elimination of Cα. Tensors φ
k
i,j, ψ
i,j
k , µi,j, λ
i,j should satisfy the properties (3.45)-(3.47). Any
algebra defined by such generators and relations is isomorphic to U(L) for a suitable PM-
structure L.
Let τ : U(L) → End(V ) be a representation of the algebra U(L). Let πα = τ(eα) and
Vα = πα(V ). It follows from (3.48) that V = ⊕1≤α≤mVα. Let nα = dim(Vα). We can regard
x ∈ U(L)α,β as a linear operator from Vβ to Vα or, choosing basis in V1, ..., Vm, as an nα × nβ
matrix.
Definition. By a representation of a PM-algebra U(L) of dimension (n1, ..., nm) we mean
a correspondence Ai,β,α → ai,β,α, B
i
α,β → b
i
α,β, Cα → cα; 1 ≤ i ≤ pα,β , 1 ≤ α, β ≤ m, where
ai,α,β, b
i
α,β are nα × nβ matrices and cα are nα × nα matrices satisfying (3.41), (3.42), (3.43),
(3.44).
It is clear that this definition is equivalent to the usual one for the associative algebra U(L).
Theorem 3.2. Let L be a PM-structure. Then for any representation of U(L) given by
Ai,β,α → ai,β,α, B
i
α,β → b
i
α,β, Cα → cα; 1 ≤ i ≤ pα,β, 1 ≤ α, β ≤ m the formula (3.40) defines an
associative product on M = ⊕1≤α≤mMatnα compatible with the usual one.
Proof. Comparing (3.41)-(3.44) with (3.50)-(3.53), where piα, qi,α and u
j
i,α,β are given by
Lemma 3.4, we see that this is just reformulation of Theorem 3.1.
Definition. A representation of a PM-algebra U(L) is called non-degenerate if the follow-
ing sets of matrices are linear independent: {1, ai,α,α; 1 ≤ i ≤ pα,α}, {1, bi,α,α; 1 ≤ i ≤ pα,α},
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{ai,β,α; 1 ≤ i ≤ pα,β} and {b
i
α,β; 1 ≤ i ≤ pα,β} for α 6= β.
Theorem 3.3. There is a one-to-one correspondence between (n1, ..., nm)-dimensional
non-degenerate representations of PM-algebras U(L) up to equivalence of the algebras and
associative products on Matn1 ⊕ ...⊕Matnm compatible with the usual product.
Proof. This is a direct consequence of Theorems 3.1 and 3.2.
The structure of a PM-algebra U(L) can be described as follows.
Theorem 3.4. A basis of U(L)α,β for α 6= β consists of the elements
{Ai,α,βK
s
β, B
j
α,βK
s
β, Ai1,α,νB
j1
ν,βK
s
β},
where 1 ≤ i ≤ pβ,α, 1 ≤ j ≤ pα,β, 1 ≤ α, β, ν ≤ m, 1 ≤ i1 ≤ pν,α, 1 ≤ j1 ≤ pν,β, s = 0, 1, 2, ... .
A basis of U(L)α,α consists of the elements
{eα, Ai,α,αK
s
α, B
j
α,αK
s
α, Ai1,α,νB
j1
ν,αK
s
α},
where 1 ≤ i, j ≤ pα,α, 1 ≤ ν ≤ m, 1 ≤ i1, j1 ≤ pν,α, s = 0, 1, 2, ... .
Proof. Since K is a central element, we have KαAi,α,β = Ai,α,βKβ, KαB
j
α,β = B
j
α,βKβ,
KαCα = CαKα. Using this, one can check that a product of any elements listed in the theorem
can be written as a linear combination of these elements. To prove the theorem, one should
also check the associativity, which is possible to do directly.
Definition. Let L1 and L2 be weak PM-structures. Let A1,B1 ⊂ L1 and A2,B2 ⊂ L2 be
corresponding algebras and (·, ·)1, (·, ·)2 be corresponding scalar products. By direct sum of L1
and L2 we mean the weak PM-structure L = L1 ⊕ L2 with A = A1 ⊕ A2, B = B1 ⊕ B2 and
(·, ·) = (·, ·)1 + (·, ·)2. We assume the componentwise action of A and B on L.
Definition. A weak PM-structure is called indecomposable if it is not equal to L1 ⊕ L2
for nonzero L1 and L2.
It is clear that decomposable PM-structures correspond to decomposable pairs of compat-
ible associative products.
Definition. Let L be a weak PM-structure. By the opposite weak PM-structure Lop we
mean a PM-structure with the same linear space L, the same scalar product and algebras A,
B replaced by the opposite algebras Bop, Aop, correspondingly. We remind that a right module
over an associative algebra is left module over opposite algebra and vice-versa.
Let us describe the PM-structure related to Example 1.3.
Example 3.1. Let dimAα,β = dimBα,β = 1 for all 1 ≤ α, β ≤ m. Suppose that for α 6= β
the space Aα,β is spanned by an element Aα,β and the space Bα,β is spanned by an element
Bα,β. Note that Aα,α = Bα,α = Ceα. Assume that Aα,βAβ,γ = Aα,γ , Bα,βBβ,γ = Bα,γ for α 6= γ
and Aα,βAβ,α = Bα,βBβ,α = eα. Note that dimLα,β = 2 for all 1 ≤ α, β ≤ m and a basis of Lα,β
is {Aα,β, Bα,β} for α 6= β. A basis of Lα,α is {eα, Cα}. Assume that (Aα,β, Bβ,α) = (uα−uβ)/tβ,
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(eα, Cα) = t
−1
α and structures of left B-module and right A-module are given by the formulas:
Bα,βAβ,γ =
uβ − uγ
uα − uγ
Aα,γ +
uβ − uα
uγ − uα
Bα,γ
for α 6= γ and
Bα,βAβ,α = eα + (uβ − uα)Cα,
CαAα,β =
1
uα − uβ
Aα,β +
1
uβ − uα
Bα,β, Bα,βCβ =
1
uα − uβ
Aα,β +
1
uβ − uα
Bα,β .
One can check that these formulas determine a PM-structure on the space L for generic
u1, ..., um, t1, ..., tm. The elements
Kα = tαCα +
∑
β 6=α
tβ
uα − uβ
(Aα,βBβ,α − eα)
satisfy the property Kαv = vKβ for all v ∈ U(L)α,β .
Note that the corresponding algebra U(L) has one-dimensional representation Aα,β → 1,
Bα,β → uβ/uα, Cα → 1/uα, which gives rise to Example 1.3.
4 Case of semi-simple algebras A and B
4.1 Matrix of multiplicities
In this Subsection we suppose that L is a weak PM-structure. We use a notation V l for a
direct sum of l copies of a linear space V if l ∈ N and assume V 0 = 0. We recall that any left
End(V )-module has the form V l and any right End(V )-module has the form (V ⋆)l.
Lemma 4.1. Let A be a semi-simple algebra, namely A = ⊕1≤i≤rEnd(Vi), where dimVi =
mi. Then L as A-module is isomorphic to ⊕1≤i≤r(V
⋆
i )
2mi .
Proof. It is known that any right A-module has the form⊕1≤i≤r(V
⋆
i )
li for some l1, ..., lr ≥ 0.
Therefore L = ⊕1≤i≤rLi where Li = (V
⋆
i )
li . Note that A ⊂ L and, moreover, End(Vi) ⊂ Li for
i = 1, ..., r. Besides, End(Vi)⊥Lj for i 6= j. Indeed, we have (v, a) = (v, Idia) = (vIdi, a) = 0
for v ∈ Lj and a ∈ End(Vi), where Idi is the unity of the subalgebra End(Vi). Since (·, ·)
is non-degenerate and End(Vi)⊥End(Vi) by the property 3 of weak PM-structure, we have
dimLi ≥ 2 dimEnd(Vi). But
∑
i dimLi = dimL = 2dimA =
∑
i 2 dimEnd(Vi) and we obtain
the identity dimLi = 2dimEnd(Vi) for each i = 1, ..., r, which is equivalent to the statement
of Lemma 4.1.
Lemma 4.2. Let A and B be semi-simple, namely
A = ⊕1≤i≤rEnd(Vi), B = ⊕1≤j≤sEnd(Wj), dimVi = mi, dimWj = nj .
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Then L as A⊗ B-module is isomorphic to ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , where ai,j ≥ 0 and
∑
j
ai,jnj = 2mi,
∑
i
ai,jmi = 2nj . (4.54)
Proof. It is known that any A⊗ B-module has the form ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , where
ai,j ≥ 0. Applying Lemma 4.1, we obtain dimLi = 2m
2
i , where Li = ⊕1≤j≤s(V
⋆
i ⊗Wj)
ai,j . This
gives the first equation from (4.54). The second equation can be obtained similarly.
Definition. The matrix (ai,j) from Lemma 4.2 is called matrix of multiplicities of a weak
PM-structure L.
Definition. An r×smatrix (ai,j) is called decomposable if there exist partitions {1, ..., r} =
I ⊔ I ′ and {1, ..., s} = J ⊔ J ′ such that ai,j = 0 for (i, j) ∈ I × J
′ ⊔ I ′ × J .
Lemma 4.3. If matrix of multiplicities is decomposable, then corresponding PM-structure
is decomposable.
Proof. Suppose (ai,j) is decomposable. We have A = A
′⊕A′′, B = B′⊕B′′ and L = L′⊕L′′
where
A′ = ⊕i∈IEnd(Vi), A
′′ = ⊕i∈I′End(Vi), B
′ = ⊕j∈JEnd(Wj),
B′′ = ⊕j∈J ′End(Wj), L
′ = ⊕(i,j)∈I×J(V
⋆
i ⊗Wj)
ai,j , L′′ = ⊕(i,j)∈I′×J ′(V
⋆
i ⊗Wj)
ai,j .
It is clear that this is a decomposition of L.
Definition. We call an r × s matrix with non-negative integral entries (ai,j) admissible if
it is indecomposable and (4.54) holds for some positive vectors (m1, ..., mr) and (n1, ..., ns).
Now our aim is to classify all admissible matrices. Note that if A is admissible, then At
is also admissible. Moreover, if A is the matrix of multiplicities of a weak PM structure with
semi-simple algebras A and B, then At is the matrix of multiplicities of the opposite weak
PM-structure.
Theorem 4.1. There is a one-to-one correspondence between the following two sets:
1. Admissible matrices up to a permutation of rows and columns.
2. Simple laced affine Dynkin diagrams with a partition of the set of vertices into two
subsets (represented by black and white circles in the pictures below) such that vertices in each
subset are pairwise non-connected.
Namely, assign to each vertex of such a Dynkin diagram a vector space from the set
{V1, ..., Vr,W1, ...,Ws} in such a way that there is a one-to-one correspondence between this
set and the set of vertices, and for any i, j the spaces Vi, Vj are not connected by edges as well
as the spaces Wi, Wj . Then ai,j is equal to the number of edges between Vi and Wj .
Proof. Let (ai,j) be an admissible r × s matrix. Consider a linear space with a basis
{v1, ..., vr, w1, ..., ws} and the symmetric bilinear form (vi, vj) = (wi, wj) = 2δi,j, (vi, wj) = −ai,j .
Let J = m1v1 + ... + mrvr + n1w1 + ... + nsws. It is clear that the equations (4.54) can be
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written as follows (vi, J) = (wj, J) = 0, which means that J belongs to the kernel of the form
(·, ·). Therefore (see [10]), the matrix of the form is a Cartan matrix of a simple laced affine
Dynkin diagram.
On the other hand, consider a simple laced affine Dynkin diagram with a partition of the set
of vertices into two subsets such that vertices of the same subset are not connected. It is clear
that if such a partition exists, then it is unique up to transposition of subsets. Let v1, ..., vr
be roots corresponding to vertices of the first subset and w1, ..., ws be roots corresponding
to the second subset. We have (vi, vj) = (wi, wj) = 2δi,j. Let ai,j = −(vi, wj) and J =
m1v1 + ... +mrvr + n1w1 + ... + nsws be an imaginary root. It is clear that (4.54) holds and
therefore (ai,j) is admissible.
Note that the transposition of the subsets corresponds to the transposition of matrix (ai,j).
Applying known classification of affine Dynkin diagrams [11], we obtain the following
Theorem 4.2. Let A = (ai,j) be an r×s matrix of multiplicities for a weak PM-structure.
Then, after a possible permutation of rows and columns and the transposition, a matrix A is
equal to one in the following list:
1. A = (2). Here r = s = 1, n1 = m1 = m. The corresponding Dynkin diagram is of the
type A˜1.
2. ai,i = ai,i+1 = 1 and ai,j = 0 for other pairs i, j. Here r = s = k ≥ 2, the indexes are
taken modulo k, and ni = mi = m. The corresponding Dynkin diagram is A˜2k−1.
3. A =


1 1 0 0
1 0 1 0
1 0 0 1

. Here r = 3, s = 4 and n1 = 3m, n2 = n3 = n4 = m,
m1 = m2 = m3 = 2m. The Dynkin diagram is E˜6 :
❜rr❜
W1V2VkWk
✧
✧
✧
✧
✧
❜
❜
❜
❜
❜
r
V1
A˜2k−1
❜ r
V1W1
A˜1
❜
W4
r
V3
❜
W1
r
V1
❜
W2
r
❜
V2
W3
E˜6
4. A = (1, 1, 1, 1). Here r = 1, s = 4 and n1 = n2 = n3 = n4 = m, m1 = 2m. The
corresponding Dynkin diagram is D˜4.
5. a1,1 = a1,2 = a1,3 = 1, a2,3 = a2,4 = a3,4 = a3,5 = · · · = ak−2,k−1 = ak−2,k = 1,
ak−1,k = ak−1,k+1 = ak−1,k+2 = 1, and ai,j = 0 for other (i, j). Here we have r = k − 1,
s = k + 2 and n1 = n2 = nk+1 = nk+2 = m, n3 = · · · = nk = 2m, m1 = · · · = mk = 2m. The
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corresponding Dynkin diagram is D˜2k, where k ≥ 3.
6. a1,1 = a1,2 = a1,3 = 1, a2,3 = a2,4 = a3,4 = a3,5 = · · · = ak−2,k−1 = ak−2,k = 1,
ak−1,k = ak,k = 1, and ai,j = 0 for other (i, j). Here we have r = s = k ≥ 3, n1 = n2 = m,
n3 = · · · = nk = 2m, m1 = · · · = mk−2 = 2m, mk−1 = mk = m. The corresponding Dynkin
diagram is D˜2k−1. Note that if k = 3, then a1,1 = a1,2 = a1,3 = 1, a2,3 = a3,3 = 1.
r
❜
W1
W2
V1
W3 Vk−2
Wk
Vk
Vk−1
❜
❆
✁
❜ r
✁
❜
❆
r
r
D˜2k−1
r
❜
W1
W2
V1
W3 Wk
Vk−1
Wk+2
Wk+1
❜
❆
✁
❜ ❜
✁
r
❆
❜
❜
D˜2k
7. A =


1 1 0 0 0
0 1 1 1 0
0 0 0 1 1

. Here r = 3, s = 5 and n1 = m, n2 = 3m, n3 = 2m,
n4 = 3m, n5 = m, m1 = 2m, m2 = 4m, m3 = 2m. The Dynkin diagram is E˜7.
8. A =


1 0 0 0 0
1 1 1 0 0
0 0 1 1 0
0 0 0 1 1

. Here r = 4, s = 5 and n1 = 4m, n2 = 3m, n3 = 5m,
n4 = 3m, n5 = m, m1 = 2m, m2 = 6m, m3 = 4m, m4 = 2m. The Dynkin diagram is E˜8.
❜r❜r❜r❜
❜
V3V2V1W1 W2 W4 W5
W3
E˜7
❜r❜r❜r❜r
❜
V4V3V2V1 W1 W3 W4 W5
W2
E˜8
4.2 PM-structures connected with affine Dynkin diagrams
In the previous Subsection, we have shown that if L is an indecomposable PM-structure with
semi-simple algebras A = ⊕1≤i≤rEnd(Vi), B = ⊕1≤j≤sEnd(Wj), then there exists an affine
Dynkin diagram of the type A, D, or E such that:
1. There is a one-to-one correspondence between the set of vertices and the set of vector
spaces {V1, ..., Vr,W1, ...,Ws}.
25
2. For any i, j the spaces Vi, Vj are not connected by edges as well as Wi, Wj .
3. L as A⊗B-module is isomorphic to ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , where ai,j is equal to the
number of edges between Vi and Wj .
4. The vector (dimV1, ..., dimVr, dimW1, ..., dimWs) is an imaginary positive root of the
Dynkin diagram.
To describe the corresponding PM-structure it remains to construct an embedding A → L,
B → L and a scalar product (·, ·) on the space L. Note that if we fix an element 1 ∈ L,
then we can define the embedding A → L, B → L by the formula a → 1a, b → b1 for
a ∈ A, b ∈ B. After that it is not difficult to construct a scalar product. Moreover, we may
assume that 1 is a generic element of L. Therefore, to study PM-structures corresponding to
a Dynkin diagram, one should take a generic element in L = ⊕1≤i≤r,1≤j≤s(V
⋆
i ⊗Wj)
ai,j , find its
simplest canonical form by choosing bases in the vector spaces V1, ..., Vr,W1, ...,Ws, calculate
the embedding A → L, B → L and the scalar product (·, ·) on the space L.
For example, consider the case A˜2k−1. We have dimVi = dimWi = m for 1 ≤ i ≤ k. Let
{vi,α; 1 ≤ α ≤ m} be a basis of V
⋆
i and {wi,α; 1 ≤ α ≤ m} be a basis of Wi. Let {ei,α,β; 1 ≤
α, β ≤ m} be a basis of End(Vi) such that vi,αei,α′,β = δα,α′vi,β and {fi,α,β; 1 ≤ α, β ≤ m} be a
basis of End(Wi) such that fi,α,βwi,β′ = δβ,β′wi,α. A generic element 1 ∈ L in a suitable basis
in Vi, Wi can be written in the form 1 =
∑
1≤i≤k,1≤α≤m(vi,α ⊗ wi,α + λαvi+1,α ⊗ wi,α), where
index i is taken modulo k and λ1, ..., λm ∈ C are generic complex numbers. The embedding
A → L, B → L is the following: ei,α,β → 1ei,α,β = vi,β ⊗ wi,α + λαvi,β ⊗ wi−1,α, fi,α,β →
fi,α,β1 = vi,β ⊗ wi,α + λβvi+1,β ⊗ wi,α. It is clear that dimA ∩ B = m and a basis of this space
is {
∑
i(vi,α ⊗ wi,α + λαvi,α ⊗ wi−1,α); 1 ≤ α ≤ m}. It is also clear that the algebra A ∩ B
is isomorphic to Cm. Let us introduce a new basis in the algebras A and B. Namely, let
Aiα,β =
∑
1≤j≤k ǫ
ijei,α,β and B
i
α,β =
∑
1≤j≤k ǫ
ijfi,α,β. Here ǫ = exp(2πi/k) is a primitive root of
unity of degree k. Simple calculations give now the following description of the corresponding
PM-structure in the case A˜2k−1.
The algebra A has a basis {Aiα,β; 1 ≤ α, β ≤ m, i ∈ Z/kZ} such that A
i
α,βA
j
β,γ = A
i+j
α,γ .
The algebra B has a basis {Biα,β; 1 ≤ α, β ≤ m, i ∈ Z/kZ} such that B
i
α,βB
j
β,γ = B
i+j
α,γ . The
intersection A∩B has a basis {eα = A
0
α,α = B
0
α,α; 1 ≤ α ≤ m}. A basis of the space L consists
of the elements eα, A
i
α,β, B
i
α,β, where i 6= 0 if α = β and Cα, where 1 ≤ α ≤ m. The scalar
product has the form (Biα,β, A
−i
β,α) = (ǫ
iλα − λβ)/tα, (eα, Cα) = t
−1
α . The action of A and B on
the space L is given by the formulas:
Biα,βA
j
β,γ =
ǫ−jλγ − λβ
ǫ−i−jλγ − λα
Ai+jα,γ +
ǫiλα − λβ
ǫi+jλα − λγ
Bi+jα,γ ,
where i+ j 6= 0 or α 6= γ and
Biα,βA
−i
β,α = ǫ
ieα + (ǫ
iλα − λβ)Cα,
CαA
i
α,β =
1
ǫ−iλβ − λα
Aiα,β +
1
ǫiλα − λβ
Biα,β,
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Biα,βCβ =
1
ǫ−iλβ − λα
Aiα,β +
1
ǫiλα − λβ
Biα,β.
Here ǫ = exp(2πi/k) and λ1, ..., λm, t1, ..., tm ∈ C such that (λα)k 6= (λβ)k for α 6= β and tα 6= 0.
The elements
Kα = tαCα +
∑
(i,β)6=(0,α)
tβ
ǫiλβ − λα
(A−iα,βB
i
β,α − ǫ
ieα)
satisfy the property Kαv = vKβ for all v ∈ U(L)α,β .
The corresponding operator R has the following components:
Rβ,α(xα) =
∑
i∈Z/kZ
tα
ǫiλα − λβ
a−iβ,αxαb
i
α,β
for α 6= β and
Rα,α(xα) = tαcαxα +
∑
(i,β)6=(0,α)
tβ
ǫiλβ − λα
(a−iα,βxαb
i
β,α − ǫ
ixα).
Here Aiα,β → a
i
α,β, B
i
α,β → b
i
α,β and Cα → cα is a representation.
Let a, t be linear operators in some vector space. Assume that ak = 1, at = ǫta and the
operators t− λα are invertible for 1 ≤ α ≤ m. It is easy to check that the formulas
Aiα,β → a
i, Biα,β →
ǫit− λβ
t− λα
ai, Cα →
1
t− λα
define a representation of the algebra U(L). Note that we do not assume that tk = 1. We have
only atk = tka which easily follows from the commutation relation between a and t.
Remark 1. If m = 1, then this is the Example 2.1. If k = 1, then this is the Example 3.1.
Remark 2. Since operator R depends linearly on t1, ..., tm, we obtain m + 1 pairwise
compatible multiplications. One can check that these multiplications can be obtained using
Theorem 1.1 from the case m = 1. We conjecture that the similar result holds for other Dynkin
diagrams.
The cases corresponding to affine Dynkin diagrams of type D and E are treated similarly,
but resulting formulas are more complicated. Note that classification of generic elements 1 ∈ L
up to choice of bases in the vector spaces V1, ..., Vr,W1, ...,Ws is equivalent to classification of
representations of a quiver corresponding to our affine Dynkin diagram with the same vector
spaces. Therefore, we can apply known results about these representations (see [13, 14, 15]).
Since the dimension of a representation is equal tomI, where I is the minimal positive imaginary
root and our representation is generic, then it is isomorphic to a direct sum of m irreducible
representations of dimension I. Therefore, 1 = e1+ ...+em, where e1, ..., em correspond to these
representations. Taking the explicit form of these representations for affine Dynkin diagrams
of the type D and E from [14, 15] and applying the scheme described above, one can obtain
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explicit formulas for the corresponding PM-structures similarly to the case of the diagrams of
the type A.
Conclusion
In this paper we have studied associative multiplications in a semi-simple associative algebra
over C compatible with the usual one. It turned out that these multiplications are in one-to-one
correspondence with representations of M-structures in the matrix case and PM-structures
in the case of direct sum of several matrix algebras. These structures are differ from the
Hopf algebras but in some features remind them. Namely, a PM-structure also contains two
(associative) algebras A and B, which are dual in some sense and satisfy certain compatibility
conditions between them. Natural problem arises: to classify PM-structures for semi-simple
algebras A and B (this is done in Section 4) or, which is more difficult, to describe PM-
structures if only one of these algebras is semi-simple (the case of commutative semi-simple A
is treated in Subsection 2.3).
Another interesting question is to investigate integrable systems corresponding to given
representations of PM-structures. The problem here is to formulate properties of the integrable
system in terms of algebraic properties of PM-algebra. It would be also interesting to study
corresponding quantum integrable systems.
Note that our M and PM-structures are the particular cases of the following general sit-
uation. We have a linear space L with two subspaces A and B and a non-degenerate scalar
product. The spaces A and B are associative algebras with common subalgebra S = A ∩ B.
We assume that dimS = dimA ∩ B = dimL/(A+ B) and our scalar product restricted on A
and on B is zero. We have also a left action of A and a right action of B on L which commute
with each other and invariant with respect to the scalar product (that is (b1b2, v) = (b1, b2v),
(v, a1a2) = (va1, a2) for any a1, a2 ∈ A, b1, b2 ∈ B and v ∈ L). Finally, we assume that A ⊂ L is
a submodule with respect to the action of A, where A acts by right multiplication and similar
property is valid for B. Now, if S = 0, then we have the toy example from the Introduction,
if S = C, then we have a weak M-structure and if S is a direct sum of m copies of C, then
we have a weak PM-structure of size m. It would be interesting to study and find possible
applications of these structures for different S.
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