The rate of convergence of the conjugate gradient method is investigated in Hilbert space. Previous results in R n for the sublinear and superlinear rate of convergence, involving various generalized condition numbers, are extended to linear operators. Applications are given to elliptic differential operators, yielding relevant mesh independent estimates including large matrix sizes in the case of discretized boundary value problems.
describes the studied model exactly. Hence the study of the CGM for these operators helps the understanding of the CGM for the discretized problems and, especially, gives relevant estim ates for large m atrix sizes.
The extension of the linear convergence result to Hilbert space has been long known in the same form [4, 5] and can be considered classical. Hence our investigation concerns the other two (sublinear and superlinear) phases. 2 T h e r a t e o f c o n v e r g e n c e i n R n
In this section we recall the m ajor convergence results for the CGM for linear systems Ax = a in R n , where A is a real symmetric spd (symmetric and positive definite) m atrix. In general we consider a preconditioned version
with B = C -1 A and b = C -1 a, where C is also an spd m atrix. The theorems to follow are quoted from [2] . They describe the rate of convergence in the three phases. The estim ates use the minimizing property of the CGM: ||ekm = min ||P fc(B )e0|U
(k e N ), (2) Pk eni where nk denotes the set of polynomials of degree k such th a t P k (0) = 1; further, the inner product (x, y) a = (Ax, y) and the corresponding norm are used.
(a) The sublinear phase
The estim ates rely on the following notion [2] . Let 
||e°H^ -2k + 1 ||e°||A -(k + 1)2 '
In these cases F and G can be related to the (standard) condition number
such th a t more information is gained on the convergence. Namely, we have T h e o r e m 3 There holds
R e m a rk 1 The case when F is bounded independently of the m atrix size n (by a suitable choice of eo) is analyzed in [2] . Then in (4) we benefit by the uniform O (1/k) estim ate in n, further, we obtain a weak dependence of G on n since Theorem 3 yields G < const. • k( B )1/2. This situation turns out to hold when the components for the higher eigenvalue modes are large with respect to the lower modes. A sufficient estim ate for this is given in term s of the trace, size and norm of B.
(b) The linear phase
As is well-known, if we only use the fact th a t the spectrum of B lies in the interval R e m a rk 2 This linear convergence result has been long known to hold in the same form in Hilbert space [4] , hence its study will be not repeated here.
(c) The superlinear phase
A simple superlinear estim ate is obtained in [2] using the K-condition number
T h e o r e m 4 Let k < n be even and k > 3 ln K . Then
T h e sublin ear phase in H ilb ert space
We study the operator equation Ax = a (5) in some real Hilbert space H , where a G H . Here A may be an arbitrary (bounded or unbounded) spd operator, by which we mean the following: D e fin itio n 1 A is an spd operator in H if A is self-adjoint and (Ax, x) > 0 (x G D (A ),x = 0). If the latter inequality is replaced by (Ax, x) > c ||x ||2 (x G D(A )) with some constant c > 0, then A will be called uniformly spd.
The assum ption th a t A is self-adjoint is no loss of generality, since for any densely defined symmetric and strictly positive operator we can construct a self-adjoint ex tension (see e.g. [8] ). On the other hand, the self-adjointness yields the following favourable well-posedness property: P r o p o s itio n 1 (se e e.g. [8] ). I f A is a uniformly spd operator in H , then R(A) = H .
We define, as usual, the energy space H a of A as the completion of D(A) under the energy inner product (u, v)a = (Au,v).
The corresponding norm has the obvious notation | . | A. This either holds when B is bounded but B -1 is not, or when B is unbounded. We study these cases separately, also allowing both B and B -1 to be bounded. (Typical examples are weak elliptic operators with 0 lower bound, and strong elliptic differential operators, respectively.) The generalized condition num ber with respect to the initial vector in Theorem 1 has its real strength for the first case, when the difficulty with the unboundedness of B -1 is avoided by the definition of K-s (B, e0)A.
The case of a bounded operator
Our aim here is to extend Theorems 1 and 3 to the operator equation (6) In addition, we first verify th a t the natural spectral estim ate is sufficient for B to be bounded in H = H a even if A and C are unbounded. Hence one can proceed analogously to the finite dimensional case.
(a) Boundedness of the preconditioned operator
We consider the case when D(A) = D (C ) =: D and there exists a num ber M > 0 such th at
(This is autom atically satisfied in R n .)
This means th a t B is bounded with respect to || . ||C, since (8) is equivalent to
We prove th a t the same is true with respect to || . ||a : 
The sym m etry of A 1/2 and C -1/2 yields 
yield the estim ates 2k+! and (fc+G 1)2 on the right side of (9), respectively.
T h e o r e m 6 There holds In practice the obtained H ilbert space theorems help to understand the behaviour of the CGM in the sublinear phase for algebraic systems with large m atrix size n. This is because the abstract theorems are asym ptotic results for the latter when the size n tends to to. In particular, the requirements for the eigenvalue component distribution of the initial vectors in Rem ark 1 to produce bounded F can be well understood in the context of Theorem 5. Namely, the boundedness of F under increasing the m atrix size n corresponds to F < to in the Hilbert space theorem. The latter holds autom atically whenever e0 belongs to the space H , which means th a t if e0 is expanded into eigenfunction series then the sequence of its coordinates (i.e. the coefficients in the series) tends to 0. T hat is, for the algebraic systems with large m atrix size n the coordinates corresponding to low eigenvalues are small.
We note th a t for elliptic boundary value problems, such initial functions can be often com puted by solving the problem on a "coarse" finite dimensional subspace. (This is also expressed by the spectral equivalence of A and C with bounds m and M .)
Consequently, both the standard and the generalized condition numbers are finite, the latter implying th a t Theorem (5) holds for B. Here the linear convergence result also holds in virtue of k(B ) < to, see Remark 2.
(a) Let N = 2,
where e > 0 is a constant. We consider the elliptic operators as in Example 1, now with A(x) from (16). Then (Aeu, u) = i ( |d 1u |2 + e |d2u |2) , (Cm, u) = ƒ ( |d 1u |2 + |d 2u |2) , n n hence it is easy to see th at where D = H 2( i ) n H^i ) .
Here B e and B -1 are bounded. However, let us now vary e and consider a singular perturbation problem for the family Ae by letting e ^ 0. Then the lower bound e of Be deteriorates and the standard condition num ber k(B £) tends to to. Therefore the quotient of the classical linear convergence result also deteriorates. On the other hand, since B £ is uniformly bounded in e, therefore the generalized condition numbers k -s (B£, e°)Ae (and hence the estim ate in Theorem 5) remain bounded as e ^ 0.
As an underlying limiting case, we may let e = 0. Then by Remark 3, B° is bounded in H a but B -1 is not, hence k (B°) = to, whereas k -s (B°, e°)A is finite, its value being the limit of k -s (B£, e°)Ae as e ^ 0. T hat is, Theorem 5 even holds for
We let C = I , hence B = A. Then by G reen's formula Au = (-A) 1u (u G H°( i) ) , where -A is understood with homogeneous Dirichlet boundary conditions. Further, and its eigenvalues tend to 0. Hence B but not B 1 is bounded in H a.
Consequently, k(B) = to and the classical linear convergence result cannot be used, whereas k-s(B, e°)A is finite and hence Theorem 5 applies to B .
The case of an unbounded operator
gives no result since k-s(B, e°)A = to. Therefore we suitably modify the generalized condition num ber (7) to extend Theorem 5. Substituting these into (21), the theorem is proved. R e m a rk 6 In general Theorem 7 does not give a common bound for all k, since for fixed e0 the condition numbers K-s ,k(B, e0)A may grow unboundedly as Vk increases with k. On the other hand, if e0 is suitably chosen then we may still obtain infor m ation from this theorem. Namely, let us consider the case when B -1 is compact, i.e. B has eigenvalues 0 < A 1 _ A2 _ ... ^ to with corresponding eigenvectors vj forming a complete orthonorm al system in H a. Trivially, if e0 has only finitely many non-zero coordinates then Vk remains finite-dimensional and K-s ,k(B, e0)A bounded. More generally, we can choose a sequence of vectors e0 = e0k) with infinitely many non-zero coordinates such th a t the corresponding condition numbers K-s k(B, e0k))A, corresponding to the kth iterates ek = e..), are bounded as k increases. This is illustrated below for s = 1/ 2, i.e. for the condition number Fk,e0 := K -1/ 2,k(B,e0k) Let 0 < «1 _ «2 _ ... be a real sequence such that j A-' converges, and let
where the sequences ( c j j eN+ satisfy the following: c ' = 0 is arbitrary, and there exists a constant 7 > 0 such that
Then F . eo , defined as in (22) 
R e m a rk 7 The main point in the proposition is th a t the coordinates of e°k) are decreasing increasingly rapidly. T hat is, for large k we have to choose e° such th a t it has small enough coordinates with respect to the extreme eigenvalues th a t tend to to and cause k(B ) = to. This is the counterpart of the bounded case when k(B ) = to was due to B -1 unbounded, and e° had to be chosen to have small coordinates with respect to the extreme eigenvalues tending to 0 (see Rem ark 5). For elliptic problems, such initial functions may be com puted by first using some smoothing iteration method.
T h e su perlinear phase in H ilb ert space
The superlinear convergence result has been extended to Hilbert space in [4] and [5] for the special case when the strictly positive operator B has the form
where A > 0, I is the identity operator and L is a compact self-adjoint linear op erator. In the sequel we prove th a t the estim ate in Theorem 4 via the K-condition num ber can be suitably generalized to (24) when L is a Hilbert-Schm idt operator (cf.
Remark 8). The main consequence of this extension is th a t the K-condition numbers corresponding to the discretizations of B have a common bound when the m atrix size n tends to to. See also [1] (Example 13.6) for the eigenvalue distribution Aj = 1 + 1/i. It is reasonable to consider B of the form (24) an already preconditioned operator. Hence, in contrast to Section 2, we can study for simplicity the CGM estim ate in a general Hilbert space H (disregarding th a t it is especially obtained as an energy space H = H a ).
Theorem 4 can be generalized for (24) as follows. (1) the sequence K n is bounded, further, K := sup K n -exp( Mi/2aA2), where n£N i=1 a = inf A./A; .
(2) i f k G N is even and k > 3 ln K , then there holds ||ek|| ^ ( 3lnK\ k/2 P r o o f . (1) Using notation p. = ^ (> -1), and th a t (1 + t ) n -exp(nt) (t > -1 ,n G N + ), we obtain k . = 1 + n t p. The two max term s can be estim ated as follows. Since k > 3ln K n , the proof of Theorem 4 (see [2] ) and then part (1) 
C onclusions
It has been shown th a t previous results in R n for the sublinear and superlinear rate of convergence of the conjugate gradient m ethod, involving various generalized con dition numbers, can be extended to Hilbert space. In the sublinear phase the results even include the case when B or B -1 is unbounded. Applications of the generalized theorems to elliptic differential operators have been given. In this case the obtained results are asym ptotic when discretization is refined, hence they are relevant for large m atrix sizes. Moreover, the convergence results for the operators themselves yield mesh independent conditioning estim ates for the discretized problems.
