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ABSTRACT
The dark matter content of the ultra diffuse galaxy NGC1052-DF2, as inferred from globular cluster
(GC) and stellar kinematics, carries a considerable amount of uncertainty, with current constraints also
allowing for the complete absence of dark matter. We test the viability of such a scenario by examining
whether in a ‘baryon-only’ mass model, the observed GC population experiences rapid orbital decay
due to dynamical friction. Using a suite of 50 multi-GC N -body simulations that match observational
constraints on both the stellar component of NGC1052-DF2 and its GC population but differ in the
initial line-of-sight positions and the tangential velocities of the GCs, we show that there is a substantial
amount of realization-to-realization variance in the evolution of the GCs. Nevertheless, over ∼ 10 Gyr,
some of the GCs experience significant orbital evolution. Others evolve less. A combination of reduced
dynamical friction in the galaxy core and GC-GC scattering keeps the GCs afloat, preventing them
from sinking all the way to the galaxy center. While the current phase-space coordinates of the GCs
are not unlikely for a baryon-only mass model, the GC system does evolve over time. Therefore, if
NGC1052-DF2 has no dark matter, some of its GCs must have formed further out, and the GC system
must have been somewhat more extended in the past. The presence of a low mass cuspy halo, while
allowed by the kinematics, seems improbable as significantly shorter inspiral timescales in the central
region would quickly lead to the formation of a nuclear star cluster.
Keywords: galaxies: individual (NGC1052-DF2) – galaxies: kinematics and dynamics
1. INTRODUCTION
Ultra diffuse galaxies (UDGs) are a recently discov-
ered population of faint galaxies with large sizes. First
observed in the Coma cluster by van Dokkum et al.
(2015), UDGs are defined as galaxies having central sur-
face brightness, µ(g, 0) > 24 mag/arcsec2 and effective
radius, Re > 1.5 kpc. Since then, they have been found
in diverse environments varying from low mass groups to
rich galaxy clusters (e.g., Mihos et al. 2015; Koda et al.
2015; Mart´ınez-Delgado et al. 2016; van der Burg et al.
2016; Janssens et al. 2017; Lee et al. 2017; Roma´n &
Trujillo 2017a,b; Trujillo et al. 2017; van der Burg et al.
2017; Cohen et al. 2018; Zaritsky et al. 2019).
How UDGs fit within the overall framework of galaxy
formation is not well understood. One possibility is that
they are dwarf galaxies residing in halos with higher
Corresponding author: Dhruba Dutta Chowdhury
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than average angular momentum and/or lower than av-
erage concentration, which endows them with larger
than average sizes (Yozin & Bekki 2015; Amorisco &
Loeb 2016; Rong et al. 2017). Other postulated for-
mation channels include expansion of classical dwarfs
(Re < 1.5 kpc) due to supernova feedback-driven gas
outflows (Di Cintio et al. 2017; Chan et al. 2018) or
tidal heating and stripping (Carleton et al. 2019; Jiang
et al. 2018).
Dynamical masses of some UDGs have been estimated
from the kinematics of their globular cluster (GC) pop-
ulations (e.g., Beasley et al. 2016; Toloba et al. 2018).
Under the assumption of a Navarro-Frenk-White (NFW)
halo (Navarro et al. 1997), these studies have yielded
halo masses varying from 1011 − 1012 M and dark-to-
stellar mass fractions varying from 100 − 1000. The
total mass in GCs (MGCS) has also been used to in-
fer the halo mass (Mhalo) assuming a linear relationship
between the two (e.g., Harris et al. 2017). While UDGs
on average have larger GC populations than classical
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dwarfs at the same luminosity (Beasley & Trujillo 2016;
Peng & Lim 2016; van Dokkum et al. 2016, 2017; Lim
et al. 2018, but see also Prole et al. 2019), there is also
a considerable amount of scatter in their GC richness
(Lim et al. 2018). Consequently, halo masses inferred
from the Mhalo −MGCS relation (under the assumption
of zero scatter) exhibit a significant amount of scatter:
UDGs could be over-massive, under-massive or have the
same halo mass as that expected from the extrapolation
of standard subhalo abundance matching relations (e.g.,
Moster et al. 2010; Behroozi et al. 2013) to lower stellar
masses. However, it is also plausible that the relation
between Mhalo and MGCS has substantial scatter at low
halo masses (e.g., Forbes et al. 2018) such that MGCS
cannot be used as a reliable halo mass indicator (but see
also Burkert & Forbes 2019).
In this context, the UDG NGC1052-DF2 (DF2 here-
after), located in the NGC 1052 group, is an interesting
find. DF2 has a rich system of compact objects (see
left-hand panel of Figure 1) with properties similar to
that of ω Centauri, the brightest and the largest GC in
the Milky Way (van Dokkum et al. 2018b). Applying
the Harris et al. (2017) Mhalo −MGCS relation to DF2
gives a halo mass of ∼ 2× 1011 M and a corresponding
dark-to-stellar mass ratio of ∼ 1000. Extrapolation of
the stellar mass-halo mass relation inferred from sub-
halo abundance matching (e.g., Behroozi et al. 2013;
Rodr´ıguez-Puebla et al. 2017) to lower stellar masses
endows it with a halo of mass ∼ 6 × 1010 M and a
corresponding dark-to-stellar mass ratio of ∼ 400. How-
ever, the kinematics of the GCs is consistent with the
galaxy being severely dark matter deficient: from the ve-
locity dispersion of the GC system, van Dokkum et al.
(2018c,d) infer a dark-to-stellar mass ratio of order unity
or less inside a three-dimensional (3D) radius of 7.6 kpc
at 90% confidence. This result has led to a spirited
debate on the mass of DF2 and on whether it has a
(significant) dark matter halo or not (see Section 2).
An interesting constraint can be inferred from the dy-
namical evolution of the GCs. Since the GCs in DF2
are more luminous and therefore more massive than the
average Milky Way GC, they are more susceptible to or-
bital decay via dynamical friction. Thus, if a mass model
for the galaxy predicts very short inspiral timescales
from current GC locations to the galaxy center, it is un-
likely for the GCs to be observed at those locations, and
the said model can be ruled out. Nusser (2018) explores
this idea by studying the motion of a single GC in dif-
ferent N -body models for the galaxy. If DF2 is modeled
as a stellar system embedded in a 108 M dark matter
halo with an Einasto profile, GC orbits decay within 2-6
Gyr depending on the starting radius and the mass of
the GC particle. These are varied within (1−6)kpc and
(1− 4)× 106 M respectively. Increasing the halo mass
to 109M is also insufficient to attain inspiral timescales
that exceed the age of the GCs (∼ 10 Gyr).
While insightful, the Nusser (2018) study has a num-
ber of shortcomings. First, it only considers GC orbits
with an initial eccentricity of 0.5, rather than assuming a
full distribution of eccentricities. Second, the GC mass
range explored is on the high side as assuming a dis-
tance of 20 Mpc to DF2, the most massive GC is only
about 1.5 × 106 M. Third, while inspiral timescales
can’t be too short, requiring them to be larger than the
age of the GCs is too conservative. It is perfectly rea-
sonable for a GC to start out on a less bound orbit and
to slowly evolve over time to its present orbit. Fourth,
as each simulated galaxy only has a single GC parti-
cle, GC-GC interactions are neglected, which could be
significant. Fifth, Nusser (2018) initializes his N -body
models for DF2 by imparting all particles (other than
the GC) a speed equal to the local circular speed. As
we discuss in Section 5, this results in a very specific and
unlikely orbital decay. Last but not least, given the cur-
rent constraint on its halo mass, it is possible for DF2 to
be a purely baryonic galaxy. Such a ‘baryon-only’ mass
model could result in slower decay of GC orbits than
the ‘baryon-dominated’ model of Nusser (2018) that has
a 108 M halo. This is because the stellar system in
DF2 has a much shallower central density profile than
the Einasto profile assumed for the dark matter halo
that dominates the central density in all mass models of
Nusser (2018).
In this paper, we investigate the dynamical evolution
of DF2’s GC system in the absence of dark matter.
We set up a suite of 50 multi-GC N -body simulations
matching both the projected surface brightness profile of
DF2 and the projected positions and line-of-sight (los)
velocities of the GCs. The GC position coordinates
along the los and the velocity components perpendic-
ular to the los are sampled from a distribution function
constructed by assuming the GC system to be in equilib-
rium with the stellar potential. Compared to the Nusser
(2018) study, we use an order of magnitude more parti-
cles to represent the galaxy and allow for variation in the
initial orbital eccentricity of each GC consistent with its
observed projected position and los velocity. Our GC
particles have observationally consistent masses, and we
also account for interactions among the GCs. In order
to highlight the effect of GC-GC interactions, we also
set up 20 simulations with only a single GC. All simu-
lations are run forward in time for 10 Gyr. The effect of
dynamical friction on the evolution of the GCs and the
response of the stellar system is studied.
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Figure 1. Left-hand panel: Hubble Space Telescope V606-band image of NGC1052-DF2. The image spans 3
′× 3′ or 17.6 kpc×
17.6 kpc at the assumed distance of 20 Mpc. The locations of the 10 GCs considered in this paper are marked with yellow
circles. Middle-panel: x-y projection of the baryon-only N -body model for NGC1052-DF2 at t = 0, which is constructed to
match the observed surface brightness profile. Yellow dots indicate the GC particles, which have the same projected positions
(and los velocities) as in the data, while the blue dot marks the galaxy center. Right-hand panel: Same as the middle panel but
after 10 Gyr of evolution, taken from one of our 50 multi-GC simulations. Note how compared to its configuration at t = 0, the
GC system has become more compact as a consequence of orbital decay due to dynamical friction.
We find that on average, the GC system becomes sig-
nificantly more compact over time. An example is shown
in Figure 1, which compares the Hubble Space Tele-
scope (HST) V606-band image of DF2 (left-hand panel)
to snapshots from one of our multi-GC simulations at
t = 0 (middle panel) and t = 10 Gyr (right-hand panel).
The locations of the 10 GCs considered in this paper are
indicated. Importantly, none of the GCs manage to sink
all the way to the center. As we demonstrate, this is due
to the fact that dynamical friction ceases to be effective
in the central region of the galaxy due to the shallow in-
ner density profile of the stellar system (‘core stalling’)
and due to GC-GC interactions that act as an additional
source of dynamical buoyancy. We, therefore, conclude
that a baryon-only mass model is perfectly viable as long
as some of the GCs formed somewhat further out than
where we observe them today.
This paper is organized as follows. Section 2 discusses
relevant previous work on DF2 and presents observa-
tional constraints on its stellar component and its GC
population. Section 3 describes how the simulation suite
is setup using these constraints. The results of our simu-
lations are presented in Section 4. They are summarized
and discussed in Section 5.
2. NGC1052-DF2
DF2 was identified in deep, wide-field observations
of the NGC 1052 group with the Dragonfly Telephoto
Array (Abraham & van Dokkum 2014; Merritt et al.
2016). Using follow-up imaging data obtained with
HST (see left-hand panel of Figure 1), its central sur-
face brightness, effective radius along the major axis,
Se´rsic index, and axis ratio have been determined to be
µ(V606, 0) = 24.4 mag/arcsec
2, Re = 22.6
′′, n = 0.6 and
b/a = 0.85 respectively (van Dokkum et al. 2018c).
There has been some debate on the correct distance
to the galaxy. Using the surface brightness fluctuation
method (SBF), van Dokkum et al. (2018c) determine
a distance of D = 19.0 ± 1.7 Mpc. In an indepen-
dent SBF analysis, Blakeslee & Cantiello (2018) find
D = 20.4 ± 2.0 Mpc. However, Trujillo et al. (2018)
claim to have detected the tip of the red giant branch
(TRGB) in DF2 and estimate a significantly smaller dis-
tance of ∼ 13 Mpc. In response, van Dokkum et al.
(2018a) show that the corresponding color-magnitude
diagram is strongly influenced by blends, which can lead
to an erroneous TRGB distance. Using a megamaser-
TRGB-SBF distance ladder, van Dokkum et al. (2018a)
obtain D = 18.7 ± 1.7 Mpc. Following van Dokkum
et al. (2018c), we adopt D = 20 Mpc, resulting in
Re = 2.2 kpc along the major axis. This makes DF2
a UDG (Re > 1.5 kpc and µ(g, 0) > 24 mag/arcsec
2)
and also a satellite of the elliptical galaxy NGC 1052.
Unlike other well-studied UDGs such as DF17, DF44,
or VCC1287, the UDG DF2 has an unprecedented pop-
ulation of compact objects (van Dokkum et al. 2018b).
There are eleven such spectroscopically confirmed ob-
jects associated with the galaxy.1 Similar to GCs in
1 see also Emsellem et al. (2018) who confirmed the presence of
another GC in DF2.
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Id mass x y vlos vz = fvlos
( M) ( kpc) ( kpc) ( km s−1) ( km s−1)
39 7.3× 105 -2.5 -7.1 16+7−7 11.2
59 5.0× 105 1.9 -4.4 −3+16−15 -2.1
71 5.5× 105 -2.4 -1.1 3+6−8 2.1
73 1.5× 106 2.1 -0.6 12+3−3 8.4
77 9.6× 105 -0.4 -0.2 2+6−6 1.4
85 6.6× 105 1.4 0.6 −1+5−6 -0.7
91 6.6× 105 -6.7 1.7 0+10−10 0.0
92 8.0× 105 0.1 2.0 −13+6−7 -9.1
98 4.2× 105 0.8 3.6 −18+10−10 -12.6
101 3.8× 105 -2.3 4.2 −2+13−14 -1.4
Table 1. Observational constraints on the ten spectroscop-
ically confirmed GCs of DF2 considered in this paper (van
Dokkum et al. 2018b,c,d). Columns 1 through 5 list the Id,
mass, projected spatial coordinates (x and y) with respect to
the galaxy center and los velocity with respect to the mean
velocity of the GC system (vlos) for each of them. x and y
coordinates are obtained from RA and DEC measurements
respectively. The los velocities are corrected for measure-
ment error by multiplying the most probable vlos of each GC
with a constant factor f and listed in Column 6 (see Section 3
for detailed discussion).
a typical galaxy, the spatial distribution of these ob-
jects is (slightly) more extended compared to that of
the smooth stellar light. Their half-number radius in
projection is ∼ 3.1 kpc, about 1.4 times larger than the
projected stellar half-light radius (see Figure 2), and the
outermost confirmed object is at a projected radius of
7.6 kpc. They also resemble GCs in their compact mor-
phologies (the objects are just resolved with HST) and
colors. They are old and metal-poor with an average age
of 9.3+1.3−1.2Gyr and an average [Fe/H] = −1.35±0.12, ob-
tained from their stacked Keck spectrum. The inferred
average mass-to-light ratio is M/LV = 1.8± 0.2.
However, their luminosities are much higher than that
of typical GCs. Their luminosity function has a narrow
peak at MV,606 ≈ −9.1, which is significantly offset from
the canonical value of MV = −7.5 (e.g, Rejkuba 2012).
They are also larger in size. Their average half-light ra-
dius in projection is 〈rh〉 = 6.2 ± 0.5 pc, about a factor
of 2 larger than the mean size of Milky Way GCs. Nev-
ertheless, following van Dokkum et al. (2018b), we refer
to these objects as GCs and adopt M/LV = 1.8, which
puts the mass of the most luminous GC at 1.5×106 M
and the least luminous GC at 3.8× 105 M. Using the
same mass-to-light ratio for the stellar system yields a
stellar mass of M∗ = 2.0× 108 M. For comparison, the
total mass in GCs is 7.6×106M, about 4% of the total
stellar mass.
Ten out of the eleven GCs have los velocity measure-
ments. The observational constraints on their masses,
projected positions, and los velocities are listed in Ta-
ble 1. The los velocities show an unusually small
spread. Using Approximate Bayesian Computation
(ABC; Beaumont et al. 2002) and the square root of
the variance as the measure of dispersion, van Dokkum
et al. (2018d) obtain an intrinsic los dispersion of
σABCint = 5.6
+5.2
−3.8 km s
−1 (< 12.4 km s−1 at 90% percent
confidence). Using the Tracer Mass Estimator (TME)
method of Watkins et al. (2010), this implies a dynam-
ical mass of Mdyn < 5.2× 108 M inside a 3D radius of
7.6 kpc and a corresponding total-to-stellar mass ratio
of Mdyn/M∗ < 2.6 (also within 7.6 kpc).2
However, other studies have argued that the uncer-
tainty in the velocity dispersion and the inferred halo
mass could be significantly higher. Adopting a Gaus-
sian los velocity distribution with σ = σint and defining
the likelihood for observing a los velocity vi as a Gaus-
sian with σ =
√
σ2int + δv
2
i , where δvi is the measure-
ment error in the ith velocity, Martin et al. (2018) obtain
σint = 9.5
+4.8
−3.9km s
−1 (< 18.8km s−1 at 90% confidence).
But, this estimate relies on an old velocity for one of the
GCs (GC 98), quoted in van Dokkum et al. (2018c). Us-
ing GC 98’s revised velocity, van Dokkum et al. (2018d)
show that the same method yields an intrinsic dispersion
of σMLint = 7.8
+5.2
−2.2 km s
−1 (< 14.6 km s−1 at 90% confi-
dence), which is consistent with σABCint at the 1σ level.
Using the TME method, this implies a total-to-stellar
mass ratio of Mdyn/M∗ < 3.6 inside 7.6 kpc. Laporte
et al. (2018) argue that the dispersion could be systemat-
ically underestimated due to the small number of tracers
and the errors in their measured los velocities being of
the same order as the dispersion. Using 104 sets of mock
velocities drawn from a Gaussian distribution of known
dispersion, Laporte et al. (2018) find that for ∼ 10 trac-
ers, the median dispersion inferred from the mocks using
the maximum likelihood method is about nine-tenths of
the true dispersion. Taking this correction into account,
they report a dispersion of σint = 10
+10
−5.5 km s
−1 at 95%
confidence, which again using the TME method trans-
lates to a total-to-stellar mass ratio of Mdyn/M∗ < 6.8
inside 7.6 kpc.
Using spherically symmetric Jeans models and the as-
sumption that the GCs follow an exponential number
density profile, Wasserman et al. (2018) infer the dark
matter mass within 10 kpc to be < 1.2 × 108 M at
2 The dynamical mass estimate assumes an isotropic tracer pop-
ulation with a power-law number density profile having a logarith-
mic slope of γ = −1.9 and a power law for the total potential with
a logarithmic slope of α = 0.
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90% confidence, which is about three-fifths of the mass
in stars. This estimate is based on the assumption that
the dark matter halo of DF2 has a generalized NFW
profile. Using the same methodology but adopting a
more general halo profile, Hayashi & Inoue (2018) infer
a total-to-stellar mass ratio of Mdyn/M∗ < 14.3 inside
7.6 kpc at 90% confidence. However, if they adopt a
power-law number density profile for the GCs, they ob-
tain Mdyn/M∗ < 2.2 at the same confidence. Finally,
Nusser (2019) uses a more general distribution function
based approach to constrain the halo mass. The GCs
are assumed to follow a power-law number density pro-
file, and the dark matter halo is modeled with a tidally
truncated NFW profile. The total-to-stellar mass ratio
within 10 kpc is found to be < 20.5 (< 5.9) at 2σ for a
truncation radius of 10 kpc (20 kpc).
A more precise halo mass measurement is possible
with stellar kinematics. Using an integrated spectrum
of the diffuse stellar light in DF2 obtained with the Keck
Cosmic Web Imager (KCWI), Danieli et al. (2019) find
a los dispersion of 8.4+2.1−2.1 km s
−1 at 1σ. The stellar
dispersion translates to a dynamical mass of Mdyn =
1.4+0.7−0.8 × 108 M within the 3D circularized half-light
radius of 2.7 kpc using the mass estimator of Wolf et al.
(2010). This is consistent with the total stellar mass,
M∗(< 2.7 kpc) = 1.0+0.2−0.2 × 108 M, within the same ra-
dius (see van Dokkum et al. 2018c). Using a different
dataset obtained with the VLT/MUSE spectrograph,
Emsellem et al. (2018) find a dispersion of 16.3+5−5km s
−1
at 1σ for the stellar body, which is significantly higher
than the Danieli et al. (2019) value. While the origin
of the discrepancy between the two results is not clear,
Danieli et al. (2019) emphasize the difference in spectral
resolution between the two instruments ( ∼ 12 km s−1
for KCWI vs. ∼ 35 − 80 km s−1 for VLT/MUSE). Due
to a much better instrumental resolution, the higher dis-
persion reported by Emsellem et al. (2018) should have
been easily detected with KCWI.
Clearly, the dark matter mass of DF2 carries a con-
siderable amount of uncertainty. None of the existing
constraints, however, can rule out the complete absence
of dark matter. In this paper, we test the viability of
such a ‘baryon-only’ model by examining whether in the
absence of dark matter, the observed GC population ex-
periences rapid orbital decay due to dynamical friction.
If that is the case, we may argue that the current phase-
space coordinates of the GCs are highly unlikely, thereby
ruling out the baryon-only hypothesis.
3. SIMULATION SETUP
We model DF2 as a spherically symmetric system
and compute its three-dimensional (3D) luminosity den-
sity profile, j(r), by deprojecting the observed surface
brightness profile (ignoring the slight non-circularity of
its isophotes), µ(R), using the inverse Abel transforma-
tion,
j(r) = − 1
pi
∫ ∞
r
dµ
dR
dR√
R2 − r2 . (1)
The corresponding 3D density profile is given by ρ(r) =
M/LV j(r) and is shown in the left-hand panel of Fig-
ure 2 out to 4 Re. We further assume that the galaxy is
in equilibrium and that the stellar distribution function
(DF) is ergodic; i.e, it depends on the phase space coor-
dinates only through the Hamiltonian H(r,v). This al-
lows the DF to be computed using the Eddington equa-
tion,
f() =
1√
8pi2
d
d
∫ 
0
dψ√
− ψ
dρ
dψ
. (2)
Here ψ = −φ, φ being the stellar potential correspond-
ing to the density, ρ, and  = −H = ψ − 12v2. The DF
is then used to sample positions and velocities of the
particles representing the stellar system.
To generate initial conditions for the GCs, we param-
eterize the projected GC number density with a Se´rsic
profile,
Σ(R) ∝ exp
[
−b
(
R
Rhalf,GC
)1/α]
. (3)
Here α is the Se´rsic index; Rhalf,GC is the GC half-
number radius in projection, and b satisfies γ(2α; b) =
Γ(2α)/2 where Γ and γ are the Gamma function and
lower incomplete Gamma function respectively. The
normalized cumulative GC number profile in projection
is given by
N(R)
N
=
∫ R
0
Σ(R)R dR∫∞
0
Σ(R)R dR
. (4)
The blue histogram in the right-hand panel of Fig-
ure 2 shows the observed cumulative GC number profile
in projection normalized by the total number of GCs. It
is fitted with Equation 4 using the least squares method,
and the best fitting curve is shown in black. The best fit
is obtained for α = 1 and Rhalf,GC = 1.3 Re, which are
the parameters we adopt throughout. The correspond-
ing 3D number density profile of the GCs, n(r), is ob-
tained from Σ(R) using the inverse Abel transformation
under the assumption of spherical symmetry. Under the
additional assumption that the GCs are isotropic, mass-
less tracers of the stellar potential, we use the Eddington
equation to compute their distribution function, which
requires replacing ρ in Equation 2 with n.
In order to draw positions and velocities for the GCs,
we proceed as follows. We assume that the los velocity
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Figure 2. Left-hand panel- 3D density profile of the galaxy, which is used to generate initial conditions for the stars. It is
obtained by multiplying the luminosity density profile, inferred from the observed surface brightness profile using inverse Abel
transformation, with the mass-to-light ratio of DF2. Right-hand panel- observed cumulative GC number profile in projection
normalized by the total number of GCs is shown by the blue histogram. Assuming a Se´rsic profile for the GC number density
in projection, a fit to the normalized cumulative number profile is obtained. The best fitting curve (Se´rsic index = 1 and
Rhalf,GC = 1.3 Re ) is shown in black. It is used to generate initial conditions for the GC system. For comparison, the enclosed
number profile of the stars in projection is shown in orange, which reveals that the spatial distribution of the GCs is slightly
more extended compared to that of the stars.
of DF2’s stellar body is equal to the mean velocity of the
ten GCs (see Emsellem et al. 2018; Danieli et al. 2019).
However, the los velocity of each GC with respect to
that mean needs to be corrected for measurement error.
After all, the observed los velocity dispersion, σobs =
10.1 km s−1, is larger than the intrinsic los velocity dis-
persion, σint. We can estimate the typical measurement
error using σerr =
√
σ2obs − σ2int and the estimates for
σint obtained by van Dokkum et al. (2018d). The best
estimate for σint = 5.6 km s
−1 (ABC) or 7.8 km s−1
(ML). Hence, σABCerr = 8.4 km s
−1 or σMLerr = 6.4 km s
−1.
Taking the mean of the two, we get σerr = 7.4 km s
−1,
which we use to correct the los velocities, vlos, of the
GCs with respect to their mean by multiplying them
with a correction factor, f ≡ √σ2obs − σ2err/σobs ≈ 0.7.
The corrected los velocities, vz, are listed in column 6 of
Table 1.
The projected positions (x, y) and corrected los ve-
locities (vz) are used as constraints to make 50 ran-
dom realizations for the GC system by sampling the
velocity components perpendicular to the los (vx,vy)
and the positions along the los (z). Given x, y,
and vz for a GC, z, vx, and vy are sampled from
P (z|x, y, vz), P (vx|x, y, vz, z), and P (vy|x, y, vz, z, vx)
respectively. Here P (z|x, y, vz), P (vx|x, y, vz, z), and
P (vy|x, y, vz, z, vx) are given by
P (z|x, y, vz) =
∫ v+x
v−x
∫ v+y
v−y
f(r,v) dvy dvx∫ z+
z−
∫ v+x
v−x
∫ v+y
v−y
f(r,v) dvy dvx dz
, (5)
P (vx|x, y, vz, z) =
∫ v+y
v−y
f(r,v) dvy∫ v+x
v−x
∫ v+y
v−y
f(r,v) dvy dvx
, (6)
P (vy|x, y, vz, z, vx) = f(r,v)∫ v+y
v−y
f(r,v) dvy
, (7)
where f is the GC distribution function, r = (x, y, z)
and v = (vx, vy, vz). The integration limits are derived
from the requirement that v =
√
v2x + v
2
y + v
2
z ≤ vesc(r)
and are given by v±y = ±
√
v2esc(r)− v2z − v2x, v±x =
±√v2esc(r)− v2z , and z± = ±√r2max − x2 − y2. Here
vesc(r) is the escape velocity at the 3D radius, r, and
rmax is the radius where vesc = |vz|.
Figure 3 shows the probability distribution of the
Cartesian anisotropy parameter,
βC ≡
√
σ2x + σ
2
y
2 σ2z
, (8)
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Figure 3. Probability distribution of βC, a parameter that
measures the velocity anisotropy of the GC system, ob-
tained from 50 random realizations at t = 0. We find that
βC = 0.88
+0.26
−0.21 (where we quote the median, 5
th and 95th
percentiles), which is perfectly consistent with an isotropic
distribution (βC = 1), indicated by the blue, dashed vertical
line. Hence, the observed kinematics of the GCs is consistent
with what is expected for an isotropic tracer population in
equilibrium with the (spherically symmetric) stellar poten-
tial.
obtained for the 50 random realizations thus con-
structed. Here σx, σy, and σz are the rms dispersions
of vx, vy, and vz respectively. While σz = 7.1 km s
−1
for each realization, by construction, σx and σy vary
from one realization to another. Within the 5th-95th
percentile, we find that 0.67 < βC < 1.14, which is in
excellent agreement with isotropy (βC = 1), indicated
by the blue, dashed vertical line. This indicates that the
corrected los velocities of the GCs are consistent with
our assumed mass model and with the assumed spher-
ical, isotropic nature of the GC system. For instance,
if βC would have been significantly larger than unity,
it would have implied that we happen to observe the
GC system at a peculiar, unlikely moment in time when
their 3D distribution is reminiscent of a face-on disk
structure. Alternatively, if βC had been significantly
smaller than unity, it would have signaled the need for
additional (probably dark) matter. Hence, we conclude
that the observed kinematics of the GCs is consistent
with what is expected for an isotropic tracer population
in equilibrium with the (spherically symmetric) stellar
system.
We run a total of 50 multi-GC N -body simulations,
each comprising of 106 star particles (hereafter stars)
and 10 GCs. All 50 simulations use the same set of
initial conditions for the stars, each having a mass of
200 M, but a different realization for the initial phase-
space coordinates of the GCs. In addition, we run a set
of 20 single-GC simulations, also having 106 stars each
but only one GC (GC 92, the third most massive GC
in DF2); these simulations only differ in the initial los
position and tangential velocity of GC 92 and are used
for comparison with the multi-GC simulations in order
to gauge the impact of GC-GC interactions. Finally, we
also run a single simulation with only stars (no GCs).
Both the stars and the GCs are represented as Plum-
mer spheres with a softening length of 10 pc, and all
simulations are run for 10 Gyr using a Barnes-Hut oc-
tree code (Barnes & Hut 1986) with an opening-angle of
θ = 0.7 and a leapfrog integration scheme with a fixed
time step of 8× 105 yr. The total energy among all runs
is conserved to better than 1% over 10 Gyr. As detailed
in Appendices A and B, these choices for the softening
length and the time step are adequate for properly re-
solving the dynamical friction experienced by the GCs.
4. RESULTS
4.1. Realizations with a single GC
We begin by describing the results obtained from our
suite of single-GC simulations involving GC 92. In Fig-
ure 4, we show the evolution of the 3D radius (left-hand
panel), specific angular momentum (middle panel) and
specific energy (right-hand panel) of the GC particle
over 10 Gyr in a random subset of 5 of the 20 simula-
tions. The center of mass of all stellar particles is chosen
as the frame of reference. In each realization, dynami-
cal friction causes the GC to move in, gradually losing
energy and angular momentum. The amount of orbital
decay, however, varies from one realization to another.
The GC sinks towards the galaxy center more in those
realizations where it is initially more bound. Interest-
ingly, in the two cases where the GC is most bound ini-
tially (depicted by the brown and light-blue curves), the
orbital decay ceases after about 6 Gyr, when the GC has
reached a radius close to ∼ 0.3 Re. This phenomenon
is known as core stalling: the demise of dynamical fric-
tion in the central region of a galaxy (or halo) with a
very shallow density profile (e.g., Hernandez & Gilmore
1998; Read et al. 2006; Inoue 2009, 2011; Petts et al.
2015, 2016; Kaur & Sridhar 2018). Given that the stel-
lar mass distribution of DF2 has such a central ‘core’,
roughly inside ∼ 0.3 Re (see Figure 2), core stalling is
expected to play an important role in regulating the rate
at which its population of GCs sinks towards its center.
The next subsection therefore briefly discusses this phe-
nomenon.
4.2. Core stalling
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Figure 4. Evolution of the 3D radius (left-hand panel), specific angular momentum (middle panel), and specific energy (right-
hand panel) of GC 92 in a random subset of 5 of the 20 simulations that are run with a single GC. The center of mass of
all stellar particles is chosen as the frame of reference. There is a large realization-to-realization variance in the evolution of
the GC. The amount of orbital decay experienced by the GC is correlated with its initial energy - it sinks towards the galaxy
center more in those realizations where it is initially more bound. However, irrespective of initial conditions, when it reaches a
radius close to ∼ 0.3 Re, it stops sinking further. This phenomenon is known as core stalling. The dashed, magenta line in the
left-hand panel indicates r∗ for GC 92, which is defined as the root of Equation 10. As predicted by Kaur & Sridhar (2018), the
onset of core stalling occurs close to this radius.
Chandrasekhar’s classical formulation of dynamical
friction (Chandrasekhar 1943) is based on the assump-
tion that the frictional drag arises from the combined
effect of uncorrelated two-body interactions between the
subject mass and individual background particles. This
yields the well known expression for the dynamical fric-
tion force:
Fdf = MS
dvS
dt
= −4pi
(
GMS
vS
)2
lnΛ ρ(< vS)
vS
vS
. (9)
HereMS is the subject mass, vS is its velocity, ρ(< vS) is
the density of the background particles that are moving
slower than the subject mass, and lnΛ = ln (bmax/bmin)
is the Coulomb logarithm, which is introduced to control
the range of impact parameters relevant for the friction
force. In particular, the maximum impact parameter,
bmax, is typically assumed to be of the order of the size
of the host system, while bmin is typically set equal to
the impact parameter for which a two-body encounter
results in an angular deflection of 90◦.
Chandrasekhar’s derivation is based on the assump-
tion of an infinite and homogeneous ‘sea’ of background
particles, which is not a realistic description of galax-
ies. Tremaine & Weinberg (1984, hereafter TW84) and
Weinberg (1986, 1989) developed a more realistic pertur-
bative theory of dynamical friction that is applicable to
spherical systems. They demonstrate that the torque re-
sponsible for dynamical friction arises from background
particles that are close to resonance with the perturber
(i.e., the subject mass). The crucial role played by reso-
nances gives insight into the origin of core stalling. For
a subject mass moving on a circular orbit, using the
TW84 method, Kaur & Sridhar (2018) show that in a
cored density profile, the number and strength of res-
onances progressively decrease as the perturber moves
towards the galaxy center. It is argued that the subject
mass will stall at a characteristic radius, r∗, defined as
the root of
Ω(r) =
√
4
3
piGρ0 . (10)
Here Ω(r) = vc(r)/r is the circular frequency of the
subject mass, and ρ0 is the central density of the back-
ground system. Inside r∗, many of the strong, low-order
resonances disappear, and dynamical friction becomes
ineffective. The dashed, magenta line in the left-hand
panel of Figure 4 indicates r∗ for GC 92. As is evident,
the onset of core stalling indeed occurs close to this ra-
dius.
4.3. Realizations with Multiple GCs
Thus far, we have only focused on the orbital evolution
of a single GC as it orbits the cored stellar mass distri-
bution of DF2. However, DF2 has multiple GCs, which
potentially allows for a much richer dynamics. In partic-
ular, since the self-gravity among the various GCs is not
negligible (as their total mass is about 4% of that of the
stellar body), we expect GC-GC interactions to play a
significant role. In addition, each GC not only feels the
impact of its own response density but also that from all
other GCs. Since each response density has a different
pattern speed (due to the different orbital frequencies
of the different GCs), the total potential in which the
GCs orbit has a time-variability to it that causes a dif-
fusion of the orbital energies of the GCs, similar to what
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Figure 5. Evolution of the 3D radius (left-hand panels) and the orbital angular momentum (right-hand panels) of each GC
in one randomly selected multi-GC simulation out of the 50. The GCs are divided into two groups of five (top and bottom
panels) for clarity. While the 3D radii are measured with respect to the center of mass of all stars, the angular momenta are
measured with respect to the center of mass of the total system (stars+GCs). When GC-GC interactions dominate over GC-star
interactions, instead of steadily losing angular momentum to the stars, the GCs start exchanging angular momentum among
themselves. In this particular realization of the GC system, the evolution of GCs 71, 73, 77, 85 and 92 is significantly impacted
by such interactions. In addition to the reduced efficiency of dynamical friction in the stellar core, GC-GC scattering keeps the
GCs afloat, preventing them from sinking to the center of the galaxy.
happens in the case of violent relaxation. And since vio-
lent relaxation causes mass-independent mixing, it tends
to undo the effects of dynamical friction, which instead
results in mass segregation. Hence, the presence of mul-
tiple GCs may have a significant impact on the overall
efficiency of dynamical friction compared to the single
GC case. In order to investigate this in detail, we run a
suite of 50 simulations in which we follow all 10 GCs in
DF2 simultaneously.
Figure 5 shows the evolution of the individual GCs in
one of these multi-GC simulations. The GCs are divided
into two groups of five (top and bottom panels) for clar-
ity. The left and right-hand panels depict the evolution
of the 3D radius and the orbital angular momentum of
each GC respectively. While the 3D radii are measured
with respect to the center of mass of all stars, the orbital
angular momenta are measured with respect to the cen-
ter of mass of the total system (stars+GCs). That way
the changes in angular momenta are only due to inertial
forces.
We find that the evolution of some of the GCs is
substantially affected by interactions with other GCs.
When such interactions dominate over GC-star interac-
tions, instead of steadily losing angular momentum to
the stars, the GCs start exchanging angular momen-
tum among themselves, and angular momentum gained
from one or more GCs can compensate for the angular
momentum lost to the stars. Therefore, in addition to
the reduced efficiency of dynamical friction in the stellar
core, GC-GC scattering prevents the GCs from sinking
to the center of the galaxy. In the realization shown in
Figure 5, the evolution of GCs 71, 73, 77, 85 and 92 is
significantly impacted by such interactions. The effect
is most pronounced for GC 85, which ends up with more
angular momentum than what it started with.
4.3.1. Effect on Individual GCs
Having highlighted the importance of GC-GC inter-
actions using one random realization of the GC system,
we now focus on the variance in the evolution of the
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Figure 6. Evolution of the orbital angular momentum of each GC defined with respect to the center of mass of the total system
(stars+GCs). For a particular GC, all 50 multi-GC simulations are rank ordered by the energy of the GC in that simulation at
t = 0 and the evolution in the simulations located at every 10th percentile starting from the 5th to the 95th is shown. Each GC
exhibits a substantial amount of realization-to-realization variance (except GC 39 which is consistent with no evolution in every
realization). GC-GC interactions have a stronger impact on the evolution of the five innermost GCs in projection at t = 0 (71,
73, 77, 85 and 92). Compared to the outer GCs (39, 59, 91, 98 and 101), these globulars are also more affected by dynamical
friction.
GCs from one realization to another. In Figures 6 and
7, we show the evolution in the 3D radius and the or-
bital angular momentum of each GC respectively over
10 Gyr. For a particular GC, all 50 multi-GC simula-
tions are rank ordered by the energy of the GC in that
simulation at t=0 (EGC,0) and the evolution in those
located at every 10th percentile starting from the 5th to
the 95th is shown. Except GC 39, which experiences no
significant amount of dynamical friction in any of the re-
alizations, the other GCs exhibit a substantial amount
of realization-to-realization variance.
During the initial stages of evolution, the angular mo-
mentum lost by a GC in a particular realization is cor-
related with EGC,0. A GC sinks towards the galaxy cen-
ter more in those realizations where it is initially more
bound. However, as the GCs move in, GC-GC interac-
tions start to play a significant role. Such interactions
allow the GCs to exchange energy and angular momen-
tum among themselves. As a result, the correlation be-
tween L/L0 and EGC,0 is partially washed out during
the later stages of evolution. The impact of GC-GC in-
teractions is more pronounced for the five GCs (71, 73,
77, 85 and 92) that at t = 0 have the smallest projected
radii. This is evident from the large oscillations in their
orbital angular momenta, particularly in the realizations
corresponding to lower percentiles of EGC,0.
Compared to the outer GCs (39, 59, 91, 98 and 101),
the five innermost GCs in projection at t = 0 are also
the ones which are more affected by dynamical friction.
They lose more angular momentum to the stars com-
pared to the outer GCs when realizations that are mini-
mally affected by GC-GC interactions and located at the
same percentile of EGC,0 are compared. For example, in
the realizations located at the 95th percentile of EGC,0,
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Figure 7. Evolution of the 3D radius of each GC defined with respect to the center of mass of all stars. For a particular GC,
all 50 multi-GC simulations are rank ordered by the energy of the GC in that simulation at t = 0 and the evolution in the
simulations located at every 10th percentile starting from the 5th to the 95th is shown. For each GC, the region r < r∗ is shaded
in grey, where r∗ is defined as the root of Equation 10. Note that if GC-GC interactions were absent, a GC on a circular orbit
would have stalled at a radius close to r∗ (see Section 4.2). It could have ventured into the shaded region but only if it were on
a fairly eccentric orbit. However, when multiple GCs are present, GC-GC interactions can also scatter a GC into the shaded
region; a similar interaction at a later time will typically scatter it back out to a larger radius.
GCs 73 and 77 lose about 70% and 90% of their initial
angular momentum respectively after 10 Gyr of evolu-
tion. At the same percentile, GCs 98 and 101 experience
zero evolution in their orbital angular momentum.
Due to the reduced efficiency of dynamical friction
in the stellar core and due to GC-GC interactions that
prevent the GCs from monotonically losing angular mo-
mentum to the stars, all GCs remain buoyant and fail
to sink all the way to the center of the galaxy. In Fig-
ure 7, the region r < r∗ is shaded in grey for each GC.
Here r∗ is the distance from the galaxy center where core
stalling is expected to take effect for the GC in question
(see Equation 10). A GC can venture into the shaded re-
gion when on fairly eccentric orbits or when interactions
with other GCs scatter it onto more bound orbits. In
the latter case, a similar interaction at some later time
will typically scatter it back out to a larger radius.
4.3.2. Implications for the GC System
We now turn to the evolution of the GC system as a
whole. The total energy of the GC system defined with
respect to the center of mass of all particles (stars+GCs)
is given by
Etot =
NGC∑
i=1
1
2
miv
2
i +
NGC∑
i=1
miφ
∗
i −
NGC∑
i=1
NGC∑
j=1
j<i
Gmimj√
r2ij + 
2
.
(11)
Here, ~vi is the velocity of the i
th GC, mi is its mass, φ
∗
i
is the total gravitational potential at its location due to
the stellar body, rij is the distance between the i
th and
jth GC,  is the plummer softening used in the simula-
tions and G is the universal gravitational constant. φ∗i is
determined by using a tree code with the same opening
angle and softening length as used in the simulations.
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Figure 8. Evolution of the total energy of the GC system
(Etot) with respect to its initial energy at t = 0 (Etot,0) over
10 Gyr for each of the 50 multi-GC simulations. Median val-
ues of E = Etot/Etot,0 over all 50 simulations are indicated
with red squares at separations of 1 Gyr. Over time, be-
cause of dynamical friction, the GC system loses energy to
the stars, becoming more bound. On average, after 10 Gyr,
the binding energy of the GC system increases by about 80
percent but with a large realization-to-realization variance.
The first term in Equation 11 is the kinetic energy of
the GC system. The second and third terms represent
the contributions to the potential energy from the stel-
lar body and from the mutual interactions among the
GCs respectively.
Dynamical friction causes Etot to become more nega-
tive (i.e., more bound) with time. The drag force causes
a reduction in the kinetic energy of the GC system,
which causes the GCs to sink towards the center, where
the potential energy is more negative. The energy that is
released in this process is transferred to the stellar body
of DF2, heating it up (see Section 4.3.3). Figure 8 shows
the evolution in Etot/Etot,0 for each of our 50 multi-GC
simulations. Here Etot,0 is the total initial (at t = 0)
binding energy of the GC system. On average, over a
period of 10 Gyr, the binding energy of the GC system
increases (i.e., becomes more negative) by about 80 per-
cent but with a large realization-to-realization variance.
In the left-hand panels of Figure 9, we show the vari-
ance in the 3D cumulative GC number profile (5th-95th
percentiles) at t = 0 in blue. The variance in the evolved
profile after 2, 5, and 10 Gyr is shown in green. In the
right-hand panels of the same figure, the blue histograms
depict the cumulative GC number profile in projection
at t = 0, which is same for every realization by con-
struction. The variance in it after 2, 5, and 10 Gyr
of evolution is shown in green. During the first 2 Gyr,
both the 3D and the projected profiles evolve very little;
the change in the projected profile is consistent with no
evolution within the realization-to-realization variance.
The profiles evolve more over 5 Gyr and are significantly
different after 10 Gyr.
In the left and right-hand panels of Figure 10, we show
the evolution in the projected half-number radius (RGChalf)
and the los dispersion (σGClos ) of the GC system over 10
Gyr respectively. RGChalf is defined here as the mean of
the projected radius of the 5th and the 6th innermost
GC and σGClos is the rms spread in the los velocities of
the GCs. The medians obtained from the 50 simula-
tions are shown in black at separations of 1 Gyr. The
realization-to-realization variance is highlighted by indi-
cating the 16th-84th percentiles in deep red and 5th-95th
percentiles in light red respectively. The blue and green
curves depict the evolution in RGChalf and σ
GC
los for two
specific realizations: those which have the largest and
the smallest RGChalf after 10 Gyr of evolution respectively.
The GC system in each simulation starts out with the
same RGChalf and σ
GC
los . Dynamical friction causes the GCs
to move in and slow down. RGChalf evolves more than σ
GC
los .
The median RGChalf and σ
GC
los decrease by 65% and 34%
respectively over 10 Gyr. The decrease is even more at
the 5th percentile. However, at the 95th percentile, the
changes in RGChalf and σ
GC
los are consistent with no evolu-
tion up to 4-5 Gyr and up to 7-8 Gyr respectively.
From Figures 8, 9, and 10, we conclude that while
the GC system is definitely affected by dynamical fric-
tion over 10 Gyr, causing the total energy, cumulative
number profile, RGChalf and σ
GC
los (at least the median) to
change significantly, the changes do not become statisti-
cally significant until after about 2 Gyr. This implies
that the GCs do not rapidly sink to the stellar core
and thus that their phase space coordinates are not un-
likely for a baryon-only mass model. However, since the
GC system undergoes significant evolution over 10 Gyr,
it is also clear that if DF2 indeed has no dark matter
and formed ∼ 10 Gyr ago, some of the GCs must have
formed further out, and the GC system must have been
somewhat more extended in the past than what it is
today. As a very crude estimate, we can linearly extrap-
olate the evolution of the median RGChalf backwards in
time. This suggests that 10 Gyr ago, the median RGChalf
would have been 5.1 kpc, about 2.3 times larger than
the stellar half-light radius and about 59 percent larger
than its current value of 3.2 kpc. Since dynamical fric-
tion is less efficient for less bound orbits (i.e., at earlier
times), this is likely to be a conservative upper limit on
the amount by which RGChalf can have evolved over the
past 10 Gyr.
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Figure 9. Left-hand panels show the variance in the 3D cumulative GC number profile (5th-95th percentiles) at t = 0 in blue.
The variance in the evolved profile after 2, 5, and 10 Gyr is shown in green. The blue histograms in the right-hand panels depict
the cumulative GC number profile in projection at t = 0, which is same for every realization by construction. The variance in
it after 2, 5, and 10 Gyr of evolution is shown in green. During the first 2 Gyr, the profiles evolve little, and the cumulative
GC number profile in projection after 2 Gyr is consistent with that at t = 0 within the realization-to-realization variance. The
profiles evolve more over 5 Gyr and are significantly different after 10 Gyr.
4.3.3. Response of the Stellar System
We end this section by discussing how the stellar sys-
tem responds to the evolution of the GCs. As the glob-
ular clusters sink towards the core region of DF2, their
orbital energy and angular momentum is transferred to
the stellar body. The left-hand panels of Figure 11 show
the 1D velocity dispersion profile (upper panel) and the
enclosed mass profile (lower panel) of the stellar body of
DF2 in our simulations. The right-hand panels show the
same but in projection. The red curves show the initial
profiles at t = 0, while the green curves show the pro-
files after 10 Gyr of evolution in each of our 50 multi-GC
simulations. For comparison, the magenta curves show
the results after 10 Gyr of evolution in the stars-only
simulation (i.e., without any GCs). Note that the ma-
genta curves are in good agreement with the red curves,
indicating that in the absence of GCs, the stellar body of
DF2 is very close to equilibrium (see also Appendix A).
In the presence of multiple GCs, though, the velocity
dispersion within 0.1 Re is enhanced by about 20 per-
cent, while the enclosed mass has, in most cases, slightly
decreased. Note that the effect is less pronounced in pro-
jection, which is to be expected given that the projection
operator combines signal from all radii r ≥ R.
It is tempting to interpret the heating in the central
region of DF2 as arising from dynamical friction, which,
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Figure 10. Left and right-hand panels show the evolution in the projected half-number radius (RGChalf) and los dispersion
(σGClos ) of the GC system over 10 Gyr respectively. R
GC
half is defined here as the mean of the projected radius of the 5
th and the
6th innermost GC and σGClos is the rms spread in the los velocities of the GCs. The medians obtained from the 50 multi-GC
simulations are shown in black at separations of 1 Gyr. Over 10 Gyr, the median RGChalf shrinks by 65%, while the median
σGClos decreases by 34%. However, there is also a large realization-to-realization variance, which is highlighted by indicating the
16th-84th percentiles in deep red and 5th-95th percentiles in light red respectively. Finally, the blue and green curves depict the
evolution of RGChalf and σ
GC
los for two specific realizations: those which have the largest and the smallest R
GC
half after 10 Gyr of
evolution respectively.
after all, transfers energy from the GCs to the stars (see
Figure 8). However, since a gravitational system has
negative specific heat, injecting heat should cause it to
cool down. In particular, if ∆E is the energy transferred
from the GCs to the stars, then we expect the kinetic
energy of the stars to reduce, rather than increase by
∆E. The reason is that re-virialization transfers twice
the amount of energy added in kinetic form to potential
form, causing the system to simultaneously cool and ex-
pand (see Binney & Tremaine 2008). The fact that the
central region of DF2 is hotter than before, therefore,
seems to imply that the stellar body has not had time
yet to re-virialize. However, this is at odds with the no-
tion that dynamical friction is a secular process, which
transfers energy from the GCs to the stars slowly over
the entire 10 Gyr duration of the simulations. Perhaps,
though, the central region is kept out of virial equilib-
rium due to the ‘dynamical stirring’ coming from the
time-variable, combined gravitational potential of the
GCs. Although this seems a plausible explanation, there
is another aspect of our simulations that may also con-
tribute; as described in Section 3, at t = 0, the GCs are
instantaneously introduced to the stellar system, whose
phase-space coordinates were initialized in the absence
of any globulars. Hence, the total system (stars + GCs)
is initially out of virial equilibrium, and it may well be
that the increased velocity dispersion in the central re-
gion is merely an outcome of DF2 equilibrating to the
presence of the GC system, which, after all, makes up
about 4 percent of the total mass.
In order to test these ideas, we perform a number of
additional simulations. For a random subset of 5 of our
50 multi-GC simulations, we instantaneously remove the
GCs at t = 10 Gyr and evolve the system for an addi-
tional 5 Gyr. Figure 12 plots the evolution of the virial
ratio, 2K/|W |, of the stellar body (left-hand panel),
its projected effective radius, Re, (middle panel) and
the projected los velocity dispersion of the stars within
that radius, σe (right-hand panel). The period from 10
to 15 Gyr is shaded in grey, highlighting the duration
for which the GCs have been removed from the simu-
lations. The blue curves show the average results from
our 5 simulations3. For comparison, the black lines show
the results for our stars-only simulation, which reveal
no significant evolution over the full intervel of 15 Gyr.
However, as soon as the multi-GC simulations start, the
virial ratio of the stars rapidly increases in response to
the sudden presence of the GCs. As a consequence of the
ensuing re-virialization, Re and σe start to oscillate with
a characteristic time scale of ∼ 2 Gyr. In addition to os-
cillating, the virial ratio of the stars also increases slowly
with time. After t = 10 Gyr, when the GCs are (in-
3 All 5 simulations behave very similarly. Therefore, in order
to avoid cluttering the figure, we show the mean rather than the
individual simulation results
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Figure 11. Top-left and bottom-left panels show the 1D velocity dispersion profile (σ1D) and the 3D enclosed mass profile of
the stars at t = 0 (red curves), at t = 10 Gyr in absence of GCs (magenta curves) and at t = 10 Gyr in presence of GCs (green
curves). σ1D is calculated by taking the average of the stellar dispersions along x, y, and z axes. Top-right and bottom-right
panels show the los velocity dispersion profile and the projected enclosed mass profile of the stars with the same color coding.
The magenta curves are in excellent agreement with the red curves, indicating that in the absence of GCs, the stellar body of
DF2 is very close to equilibrium. In the presence of multiple GCs, the velocity dispersion is the central region increases and the
enclosed mass decreases. The effect is less pronounced in projection. See text for detailed discussion.
stantaneously) removed, the virial ratio plummets, and
the stellar system undergoes a new set of re-virialization
oscillations that clearly bring the system back to virial
equilibrium (2K/|W | = 1). At the same time, σe rapidly
decreases, and Re rapidly increases, which reflects the
conversion of kinetic to potential energy.
At the end of the process, the stellar body of DF2
is more extended and colder than it was initially. This
is in agreement with the expectations laid out above.
However, it remains to be determined whether this is
mainly an outcome of the energy transferred to the stars
from the GCs as a consequence of dynamical friction or
whether it merely reflects a response of the stellar sys-
tem to the instantaneous introduction (at t = 0) and
instantaneous removal (at t = 10 Gyr) of the GCs. In
light of the latter, it is important to point out that im-
pulsively cycling matter in and out of the center of a
galaxy has a tendency to puff it up; in particular, this
mechanism, if repeated multiple times, can create large
cores in halos that are initially cusped (e.g., Pontzen &
Governato 2012; Dutton et al. 2016).
In order to shed some light on this conundrum, we run
two ‘idealized’ simulations. In the first, we mimic the
process of impulsively cycling matter in and out of DF2
as follows. We rerun the stars-only simulation, except
that this time, at t = 0, we instantaneously introduce
an analytical potential corresponding to the smooth, av-
erage distribution of the GCs, represented by the black,
solid curve in the right-hand panel of Figure 2. The po-
tential is normalized such that the equivalent total mass
is equal to the sum of the masses of the 10 GCs (i.e.,
about 4% of the total stellar mass of DF2). We then
evolve the system for 10 Gyr, at which point we instan-
taneously remove this external potential and continue
the simulation for an additional 5 Gyr. The results of
this ‘In-Out’ simulation are shown by the maroon curves
in Figure 12. Immediately following the instantaneous
introduction of the analytical potential representing the
GCs, 2K/|W | rapidly increases. After a few oscillations,
the virial ratio settles at a value of ∼ 1.025, reflecting
the new, virialized state, which is characterized by a
slightly smaller effective radius and a mildly elevated
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Figure 12. The evolution of the virial ratio of the stars, 2K/|W | (left-hand panel), the projected effective radius, Re, normalized
by its initial value, Re,0 (middle panel), and the stellar los velocity dispersion, σe (in km s
−1) within Re (right-hand panel). The
blue lines show the mean results obtained from a random subset of 5 of our 50 multi-GC simulations in which we instantaneously
remove the GCs at t = 10Gyr and allow the stellar system to evolve for another 5 Gyr. For comparison, the black lines show the
results from our stars-only simulation, which remains in virial equilibrium throughout. The maroon and orange lines show the
results from two idealized simulations. The In-Out simulation (maroon lines) shows the impact of instantaneously introducing
(at t = 0) and removing (at t = 10 Gyr) the GC system, while the ∆E-inject simulation (orange lines) shows how the stellar
system reacts to an instantaneous (at t = 0), homogeneous injection of (kinetic) energy equal to the average amount of energy
transferred from the GCs to the stars over a period of 10 Gyr. See text for detailed discussion.
velocity dispersion. The virial ratio deviates from unity
since there is an external force on the stellar system. At
t = 10 Gyr, the analytical potential is instantaneously
removed and the stellar system once again re-virializes.
Interestingly, it re-virializes to a state that is indistin-
guishable from the initial state, indicating that the in-
stantaneous introduction and removal of the GCs has no
appreciable net effect on the stellar system.
For t <∼ 2 Gyr, the evolution of Re, σe and 2K/|W | in
the In-Out simulation is very similar to that of our multi-
GC simulations, indicating that the early behaviour seen
in the latter is governed by the instantaneous introduc-
tion of the GCs at t = 0. At later stages, though, Re,
σe and 2K/|W | in the multi-GC simulations continue to
increase at a slow but steady rate, unlike what is seen in
the In-Out simulation. This slow increase is due to dy-
namical friction, which is transferring energy from the
GC population to the stars and due to dynamical stir-
ring by the GCs, which keeps the stellar body slightly
out of virial equilibrium. Note that unlike the In-Out
simulation, the multi-GC simulations do not return to
their initial state after the removal of the GCs. This
reflects the impact that dynamical friction has had on
the stellar system over the 10 Gyr duration of the sim-
ulations.
The second idealized simulation, in which we instan-
taneously and uniformly, at t = 0, inject the energy lost
by the GCs due to dynamical friction over a period of 10
Gyr to the stars, further tests this hypothesis. In par-
ticular, using Figure 8, we identify the simulation with
the median value of Etot/Etot,0 at t = 10 Gyr and com-
pute the total amount of energy, ∆E = |Etot − Etot,0|,
that the GCs have transferred to the stars over the du-
ration of that simulation. Next, we rerun the stars-only
simulation for 15 Gyr, but this time, at t = 0, we instan-
taneously increase the speed of each stellar particle such
that its total kinetic energy increases by ∆E/Np. Here
Np = 10
6 is the number of stellar particles in the simula-
tion. Hence, this ‘∆E-inject’ simulation shows how the
stellar system reacts to a uniform, impulsive injection of
energy ∆E. The results are shown in Figure 12 as the
orange curves. Note how the stellar body re-virializes, in
about 8 Gyr, to a final state that is remarkably similar
to that of our multi-GC simulations. Although dynami-
cal friction is a secular rather than an impulsive process
and although dynamical friction will not transfer energy
to the stars homogeneously, this supports our conclusion
that the difference between the final (t = 15 Gyr) and
initial (t = 0) states of the multi-GC simulations reflects
the impact of dynamical friction rather than the impact
of instantaneously injecting and removing the GCs.
To summarize, the enhancement of the central stel-
lar velocity dispersion in our multi-GC simulations is
primarily a consequence of the fact that we have instan-
taneously introduced the GCs to the stellar system at
t = 0. However, it is also clear that dynamical friction
transfers an appreciable amount of energy from the GCs
to the stars, which, together with an ongoing dynamical
stirring near the core radius, keeps the stellar system
out of virial equilibrium. Using the mass estimator of
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Wolf et al. (2010), we ascertain that this can cause an
overestimate in the inferred dynamical mass (which typ-
ically relies on the assumption of virial equilibrium) by
at most 10 percent, and that is after 10 Gyr from today.
At present, with the GCs not yet segregated towards
the core, their impact is significantly weaker. Hence, we
conclude that overall (the evolution of) the GC system
only has a very mild impact on the stellar component of
DF2.
5. SUMMARY AND DISCUSSION
The ultra diffuse galaxy NGC1052-DF2 has an ex-
traordinary population of globular clusters. They are
both larger and more luminous than average GCs in the
Milky Way, and their total mass is roughly 4 percent of
the mass in stars, making DF2 one of the galaxies with
the largest specific frequencies known. Most intrigu-
ingly, the line-of-sight velocity dispersion of the GCs
suggests a total dynamical mass for DF2 that leaves
little room for any dark matter (van Dokkum et al.
2018c,d), a result that is also supported by recently
obtained kinematics of the stellar body (Danieli et al.
2019). Although the notion that this UDG may be en-
tirely devoid of dark matter is contentious, current kine-
matic data cannot rule it out.
In this paper, we have investigated the feasibility of
such a baryon-only model by examining whether in the
absence of dark matter, the observed GC population
experiences rapid orbital decay due to dynamical fric-
tion. Using the Sersic profile that best fits the observed
surface brightness distribution, we construct a spheri-
cally symmetric mass model for DF2 and run a suite
of 50 multi-GC N -body simulations. In each of these
simulations, the initial positions and velocities of the
stars are sampled from an ergodic distribution function
corresponding to the assumed mass model. The initial
phase-space coordinates of the GCs match constraints
on their projected positions and los velocities. Their po-
sitions along the los and velocity components perpendic-
ular to the los are sampled from a spherically symmetric,
isotropic distribution function constructed by assuming
the GC system to be in equilibrium with the baryonic
potential.
We find that the uncertainty in the phase-space coor-
dinates of the GCs translates to a substantial amount
of realization-to-realization variance in their evolution.
On average, though, the five innermost GCs in projec-
tion at t = 0 experience significant orbital evolution
due to dynamical friction; they spiral towards the core
radius of DF2 (roughly at 0.2− 0.3 Re), where they ex-
perience core-stalling. As multiple GCs start to congre-
gate near that radius, they experience significant GC-
GC interactions, which gives rise to an additional, ef-
fective buoyancy preventing them from sinking to the
center of the galaxy. In addition to the GC-GC interac-
tions, the presence of multiple GCs also implies that the
stellar body of DF2 is constantly being ‘stirred’ by the
multiple response densities associated with each of the
GCs. This stirring acts like a form of violent relaxation
(a rapid time-variability of the gravitational potential),
which also contributes to the dynamical buoyancy of the
globular cluster population, i.e., violent relaxation acts
to negate the mass-segregation arising from dynamical
friction. As a consequence, we find that none of the GCs
ever manage to sink all the way to the center.
The five outermost GCs, on average, experience signif-
icantly less dynamical friction, and typically only lose a
small fraction of their orbital angular momentum within
a Hubble time. They rarely interact with each other, or
with the other GCs, and they continue to orbit at rela-
tively large distances from the centre. Over a period of
10 Gyr, the median half-number radius of the GC system
shrinks by 65% and the median los velocity dispersion
of the GCs decreases by 34%. In the same time inter-
val, the median total energy of the GC system becomes
more negative by a factor of 1.8. Thus, the GC sys-
tem becomes more bound, compact and slightly colder
with time, but this becomes statistically significant only
after about 2 Gyr. We, therefore, conclude that while
the current phase-space coordinates of the GCs are not
inconsistent with a baryon-only model, the GC system
as a whole must have been somewhat more extended in
the past compared to what is observed today.
This conclusion is somewhat at odds with a recent
study by Nusser (2018) who, also based on N body sim-
ulations, argues that a dark-to-stellar mass ratio of at
least a few tens is required to explain the presence of
old, massive GCs in DF2. For a smaller halo mass,
Nusser (2018) finds that a typical GC spirals into the
center of the galaxy in less than 10 Gyr, a timescale that
is smaller than the average age of the GCs. However,
Nusser (2018) only examined orbits with one particular
value of initial eccentricity, considered GC masses that
are (somewhat) too large and did not account for GC-
GC interactions. In addition, the simulations of Nusser
(2018) reveal a rather peculiar orbital decay, whereby
only the apocenter decreases with time, while the peri-
center remains almost fixed; i.e., the orbit circularizes,
similar to what happens in the case of grazing encounters
(see e.g., Bontekoe & van Albada 1987; van den Bosch
et al. 1999). This is a consequence of the unrealistic ini-
tial conditions adopted by Nusser (2018), where all par-
ticles (other than the GC) start out with a speed equal
to the local circular speed. As a result, at pericenter,
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Figure 13. Left-hand panel: The blue curve shows the enclosed mass profile in 3D for the spherically symmetric, baryon-only
mass model assumed for DF2 in this study. The total (stars + dark matter) enclosed mass profile in the presence of a standard
NFW halo of mass, Mh = 10
9M and inner density slope, γ = 1.0 is shown in green. The same for a cored halo (γ = 0) and
identical mass is shown in red. The concentration of the halo in both cases is set according to the average mass-concentration
relation of Dutton & Maccio` (2014). The three downward pointing arrows highlight the observational constraints on the
dynamical mass of DF2 obtained from stellar and GC kinematics (Danieli et al. 2019; van Dokkum et al. 2018d). Right-hand
panel: In the case of a GC of mass, MGC = 10
6M moving on a circular orbit, the instantaneous dynamical friction timescale,
tdf,inst as a function of r, the distance from the galaxy center, is shown for each of the three mass models depicted in the
left-hand panel. tdf,inst is calculated using Equation 9 with radially varying prescriptions for bmin and bmax, as suggested by
Just et al. (2011) and Petts et al. (2015) respectively. See text for detailed discussion.
the globular cluster is moving faster than all local field
particles, and ρ(< vS) is close to the total density of field
particles. At apocenter, though, the globular cluster is
moving slower than all local particles, and ρ(< vS) ' 0.
Hence, dynamical friction is strongly suppressed near
apocenter and close to maximally efficient near pericen-
ter (see Equation 9), giving rise to a dramatic circu-
larization of the GC orbit. In our simulations, the ini-
tial velocities of the stars are properly sampled from an
ergodic distribution function corresponding to the as-
sumed mass model, and our simulations do not reveal a
similar orbital circularization.
More importantly, Nusser (2018) exclusively consid-
ered dark matter halos with a steep central cusp. Con-
sequently, there is no core-stalling in his simulations.
Assuming a baryon-only model for DF2, we find that
core-stalling and GC-GC interactions give rise to a dy-
namical buoyancy that prevents the GCs from reaching
the very centre of the galaxy, where they would other-
wise merge to form a nuclear star cluster. Hence, con-
trary to Nusser (2018), we conclude that a high halo
mass is not a necessary requirement to explain the pres-
ence of the GC population in DF2 as long as we allow for
the GC system to have been somewhat more extended
in the past.
In our analysis, we have ignored the tidal field of the
nearby massive elliptical galaxy, NGC 1052. DF2 shows
no obvious evidence of tidal disturbances, with regular
isophotes out to 2 Re (4.4 kpc); constraining the tidal
radius to be & 4 kpc (see also Wasserman et al. 2018).
Therefore, in its current configuration and future evolu-
tion, as studied here, the GC system is unlikely to be
affected by tides. However, if some of the GCs formed
further out, then it is possible (although not certain)
for them to have been tidally perturbed. While tidal
heating will increase the orbital energy of the GCs and
negate the effect of dynamical friction, too much energy
transfer can also unbind them from the galaxy. In the
latter scenario, to account for its currently observed spe-
cific frequency in bound GCs, DF2 would have had to
start out with an even richer GC population. A second
caveat of our analysis is related to the modeling of the
GCs as rigid Plummer spheres. In doing so, we have
ignored the possibility of GC-GC mergers, which may
be relevant as the internal velocity dispersion of GCs is
of the same order as the velocity dispersion of the GC
system. We intend to investigate the potential impact
of GC-GC mergers in a future study.
While this paper has explored the evolution of the GC
system for a baryon-only model, current constraints on
the dynamical mass of DF2 also allow for the presence of
dark matter. This is evident from the left-hand panel of
Figure 13, which plots the stellar mass enclosed within a
3D radius, r, for the spherically symmetric, baryon-only
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model of DF2 adopted in this study (blue curve). The
green and red curves show the total (stars + dark mat-
ter) enclosed mass profiles in the presence of a dark mat-
ter halo of mass Mh = 10
9 M; in the case of the green
curve we adopt a standard NFW density profile with an
inner density slope of γ ≡ d log ρ/d log r = −1, while the
red curve has γ = 0. In both cases, the concentration of
the halo is taken from the average mass-concentration
relation of Dutton & Maccio` (2014), which yields a scale
radius of ∼ 1.3 kpc (∼ 0.6 Re).
For comparison, the three downward pointing ar-
rows indicate observational constraints on the dynam-
ical mass of DF2. The orange arrow indicates the up-
per limit (at 95% confidence) obtained from the stel-
lar velocity dispersion measured by Danieli et al. (2019)
using the Wolf estimator (Wolf et al. 2010), while the
dark cyan and magenta arrows mark the upper limits
(at 90% confidence) inferred from the los velocity disper-
sion of the GCs measured by van Dokkum et al. (2018d)
using Approximate Bayesian Computation (ABC) and
Gaussian maximum likelihood (ML) combined with the
Tracer Mass Estimator of Watkins et al. (2010) respec-
tively. As is evident, all three profiles are more or less
consistent with these existing kinematic constraints.
We can get some insight as to how the presence of
a dark matter halo impacts our results by consider-
ing the radial dependence of the instantaneous dynam-
ical friction time scale, tdf,inst(r) ≡ vc(r)/adf(r). Here
vc(r) =
√
GM(r)/r is the circular velocity at radius
r, and adf(r) is the local deceleration due to dynami-
cal friction. We compute tdf,inst(r) for each of the three
mass models shown in the left- hand panel of Figure
13 adopting a GC mass of MGC = 10
6M and cal-
culating adf(r) using Chandrasekhar’s dynamical fric-
tion formula (Equation 9). The density of background
particles moving slower than vc, ρ(< vc), is evalu-
ated using ergodic distribution functions corresponding
to the assumed stellar plus dark matter density pro-
files. In addition, we follow Just et al. (2011) and
Petts et al. (2015) and compute the Coulomb loga-
rithm, ln Λ = ln(bmax/bmin), assuming radially depen-
dent maximum and minimum impact parameters. In
particular, we use bmax(r) = min (r, r/|d log ρ/d log r|),
and bmin(r) = GMGC/v
2
c (r). As the subject mass sinks
towards the center, bmax decreases. Once it becomes
comparable to bmin, then lnΛ → 0 and dynamical fric-
tion ceases. For a circular orbit, this happens when the
enclosed mass M(r) = MGC. We note that this pre-
scription slightly underestimates the stalling radius as
it does not take into account the effect of resonances
(see Section 4.2).
The results are shown in the right-hand panel of Fig-
ure 13. In the absence of dark matter, tdf,inst decreases
with decreasing radius, reaching a nearly constant min-
imum of ∼ 3 Gyr between roughly 0.3 Re and 0.6 Re.
For r <∼ 0.3 Re, it rapidly increases with decreasing ra-
dius, with tdf,inst → ∞ as r approaches ∼ 0.2 Re. This
is roughly the radius where the enclosed stellar mass
is equal to the mass of the GC and core-stalling takes
effect. At r >∼ 1.5 Re, the instantaneous dynamical fric-
tion time exceeds the Hubble time, and dynamical fric-
tion is inefficient as well. Hence, one expects that GCs
that start out at r >∼ 1.5 Re experience little to no dy-
namical friction over a Hubble time, while those with an
initial radius r <∼ 1.5 Re sink towards r ∼ 0.3 Re within
about 3 Gyr. This is in qualitative agreement with the
behaviour seen in our simulations.
In the presence of a NFW dark matter halo of mass
109M, which is allowed by current kinematic con-
straints, tdf,inst is slightly larger than in the absence of
dark matter at intermediate radii (0.5 <∼ r/Re <∼ 2), in-
dicating that dynamical friction is less effective over that
radial range. However, at r <∼ 0.5 Re, the instantaneous
dynamical friction time scale is substantially smaller
than that in the case of a baryon-only mass model4. In
fact, since tdf,inst rapidly declines with decreasing radius,
we conclude that in the presence of a steep r−1 density
cusp, characteristic of a NFW halo, all GCs that start
out at an initial radius r <∼ Re will spiral all the way
to the centre of DF2 within a Hubble time, where they
are likely to merge and form a nuclear star cluster. If
the dark matter halo instead has a central core, tdf,inst
reaches a minimum at a radius where the total enclosed
mass is comparable to that of the globular, where we
thus expect the globulars to pile up (in the absence of
GC-GC interactions). In the case depicted in Figure 13
(red line), this stalling radius is roughly 0.1 Re, about a
factor two smaller than the stalling radius in the absence
of dark matter.
Based on these calculations, we speculate that as long
as a potential dark matter halo has a sufficiently large,
roughly constant density core, core-stalling and GC-GC
interactions are likely to prevent the GCs from sinking
too rapidly to the center. If, however, the halo has a
NFW-like cusp, we expect that the globulars will sink
to the center where they are likely to form a nuclear
star cluster, unless the mass of the halo is sufficiently
large that the time scale for this to happen is too long.
The results by Nusser (2018) suggest that this requires
4 This is also the case for r >∼ 2.5 Re; however, this is of no
significant consequence as the time scales are too long for any
appreciable amount of orbital decay within a Hubble time.
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a dark-to-stellar mass ratio of at least a few tens. Since
such a massive halo is difficult to reconcile with existing
kinematic constraints (see left-hand panel of Figure 13),
we conclude that if DF2 has a dark matter halo, it re-
quires a significant core. In this respect, DF2 resembles
the well-studied Fornax dwarf galaxy. Similar to DF2,
Fornax has a relatively large population of old GCs for
its stellar mass. Standard arguments suggest that these
GCs should sink to the center via dynamical friction in
much less than a Hubble time (e.g., Oh & Lin 2000).
Their presence and the absence of a nuclear star clus-
ter has, therefore, been used to argue that Fornax must
have a cored dark matter distribution (e.g., Hernandez
& Gilmore 1998; Read et al. 2006; Goerdt et al. 2006;
Inoue 2009; Cole et al. 2012; Arca-Sedda & Capuzzo-
Dolcetta 2016). The main difference with DF2, though,
is that whereas the kinematics of Fornax clearly requires
the presence of dark matter (e.g., Strigari et al. 2006),
DF2 seems to prefer none or very little. It remains to be
seen to what extent baryonic processes (e.g, Pontzen &
Governato 2012; Dutton et al. 2016) or tidal stripping
(Ogiya 2018) can produce systems like DF2 with little
dark matter and overly massive populations of globu-
lar clusters. For the moment, based on our results, we
conclude that a baryon-only model for DF2 is not in-
consistent with the data.
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APPENDIX
A. CHOICE OF GRAVITATIONAL FORCE SOFTENING
The main goal of this paper is to examine how the population of GCs in DF2 evolves under the influence of dynamical
friction. Hence, it is prudent that we capture the impact of dynamical friction as accurately as possible, and this is
the main principle that guides us in choosing the softening length, . The dynamical friction force, as envisioned in
Chandrasekhar (1943), is considered as a sum of uncorrelated two-body encounters between the subject mass (here one
of the GCs in DF2) and the individual background particles (here a stellar particle of DF2). Under the assumption
of an infinite and homogeneous distribution of background particles, the deceleration due to dynamical friction is
proportional to
I ≡
∫ bmax
bmin
∆vrel(b, v∞) bdb . (A1)
Here bmin and bmax are the minimum and maximum impact parameters, and ∆vrel(b, v∞) is the change in the relative
velocity parallel to the initial direction of motion experienced by the reduced particle moving in a straight line orbit
with an impact parameter, b, and a relative velocity, v∞. This change in the relative velocity depends on the force field
of the GC and hence on its density profile. In reality, a GC is well represented by a King profile (King 1962, 1966).
In our simulations, though, we represent them using Plummer spheres of characteristic radius equal to the softening
length. Let IKing be the value of I obtained from Equation (A1) for a realistic GC with a King profile of realistic
characteristic size, and let IPlummer() correspond to the value of I for a Plummer sphere of characteristic radius equal
to . We tune  such that IPlummer() = IKing as follows.
The average GC in DF2 has a V -band magnitude of M¯V = −9.2 and a half-light radius of r¯h = 6.2 pc (van Dokkum
et al. 2018b). Under the assumption of a V -band mass-to-light ratio of 1.8, it has a mass of M¯ = 6.7× 105M. If we
adopt a central surface brightness of Σ¯0 = 1.2× 104 L pc−2, which is equal to the mean central surface brightness of
Milky Way GCs above MV = −8.6 5 (the luminosity of the faintest DF2 GC), and assume that the GCs follow a King
(1962) profile, we infer a core radius of r¯c = 1.2 pc and a tidal radius of r¯t = 122.7 pc. We use these parameters and
an orbit integrator to compute ∆vrel(b) for a typical GC-star encounter velocity of v∞ ∼
√
2 〈σ∗〉 = 9 km s−1, where
〈σ∗〉 = 6.5km s−1 is the total los velocity dispersion of the stars in DF2, obtained from the stellar distribution function
(see Section 3). The result is the green, dashed line in the left-hand panel of Figure 14.
5 Based on the Harris (1996) catalog of Milky Way GCs.
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Figure 14. Left-hand panel: Change in the relative velocity parallel to the initial direction of motion, ∆vrel, as a function of the
impact parameter, b, experienced by the reduced particle moving in a straight line orbit with a relative velocity of v∞ = 9 km/s.
The green, dashed line is for a King (1962) sphere of mass, M¯ = 6.7 × 105 M, tidal radius, r¯t = 122.7 pc and core radius,
r¯c = 1.2 pc. The solid lines are for Plummer spheres of same mass but different characteristic sizes, . Right-hand panel: R as a
function of  where R is defined according to Equation A2. Black and blue curves are for bmin = 0.1 pc and 19 pc respectively.
The optimal softening is the  for which R = 1 and it turns out to be ∼ 10 pc.
Next, we use the same orbit integrator to compute ∆vrel(b) for a Plummer sphere of the same mass but with a
characteristic radius equal to , whose force field is given by FPlummer = GM¯r/(r
2+2)3/2. Throughout, we adopt star
particles with a mass of 200 M, which is equal to the mass of the star particles in our simulations (see Section 3). The
solid lines in the left-hand panel of Figure 14 show the results for different values of . At large impact parameters,
∆vrel ∝ b−2, as expected for a point mass (Chandrasekhar 1943). However, when b becomes comparable to the
characteristic radius of the GC, the detailed mass profile of the GC becomes important. In the limit b → 0, the
enclosed mass M¯(< b) goes to zero, as does ∆vrel. Hence, the maximum deceleration arises for an impact parameter
that is comparable to the characteristic radius of the GC.
Using the results shown in the left-hand panel of Figure 14, we now compute
R() ≡ IPlummer()/IKing , (A2)
which we plot in the right-hand panel of the same figure. The two different curves correspond to different values for
the minimum impact parameter used in the integration (see Equation A1): bmin = 0.1 pc (black curve), which is 10
percent of r¯c, and bmin = 19.6 pc (blue curve), which is the impact parameter for which ∆vrel(b) of the King profile
is maximum. In both cases, we adopt bmax = 4.4 kpc, which is equal to two times the projected effective radius, Re
of the stars in DF2. Note that the choice of bmin only has a mild impact on R(). If we now define the optimal
softening length according to R(opt) = 1, we obtain opt = 8.7 pc (9.5 pc) for bmin = 0.1 pc (19.6 pc). We emphasize
that these results are insensitive to the exact value of bmax and to the mass of the star particle as long as the latter
is significantly smaller than that of the GC. This implies that the value of opt is independent of the number of star
particles used in the simulations. Although this derivation of the optimal force softening is based on a number of
oversimplified assumptions (straight orbits, uniform distribution of impact parameters, fixed v∞, etc.), it is reassuring
that previous investigations of core stalling based on N -body simulations (e.g., Read et al. 2006; Cole et al. 2012) have
indeed adopted a force softening of 5-10 pc for particles representing GCs.
The above derivation of the optimal force softening only considers GC-star interactions. However, force softening is
also important for the dynamics of the stars in DF2 as a softening length that is too small can result in significant
two-body relaxation. In order to test the impact of force softening on the evolution of the stellar body, we run a
number of N -body simulations with only stars (i.e., without GCs) using softening lengths spanning the entire range
from 5pc to 1100pc (50% of Re). Since DF2 has a central density core, the results are extremely insensitive to the value
of ; we find that the stellar body remains in stable equilibrium for more than a Hubble time for 5 pc <  < 220 pc.
Hence, a softening of  = 10 pc is also adequate to resolve the dynamics of the stars in DF2. Indeed, as is evident from
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Figure 15. Left-hand panel: Evolution of the GC angular momentum in test runs with 106 star particles and the most massive
GC. The initial conditions for the GC are taken from one of the 50 realizations. The softening length is 10 pc and the time
step for each run is indicated in the legend. Right-hand panel: The percent difference in the angular momentum of the GC in
each run with respect to the angular momentum in the run that has a time step of 1× 105yr (denoted by Lconv). Runs with a
time step of ∆t ≤ 4× 105 yr are converged to better than 1 percent. However, to keep the computational time manageable, we
choose a time step of 8× 105 Gyr for all simulations with GCs.
the red and magenta curves in Figure 11, in the absence of GCs, the density and velocity structure of DF2 shows no
significant evolution over the duration of the simulation (10 Gyr).
Based on these considerations, we adopt a force softening of  = 10 pc throughout.
B. CHOICE OF TIME STEP
The time step for the stars-only simulation is chosen as 1.7 × 107 yr. This is equal to (1/50)th of the orbital time
for a circular orbit at 0.1Re, which is well inside the core region of the galaxy. For the runs with GCs, the time step
is determined by running a series of test simulations having 106 star particles and the most massive GC. The initial
conditions for the GC are taken from one of the 50 realizations. The first simulation of the series has a time step
of 1.3 × 107 yr. In each subsequent simulation, the time step is reduced by a factor of ∼ 2. The series is continued
until a convergence in the angular momentum evolution of the GC is attained. For all runs, we adopt the same force
softening as that in the science runs ( = 10pc).
In Figure 15, we show the evolution of the GC angular momentum for each simulation of the series. Runs with a
time step of ∆t ≤ 4× 105 yr are converged to better than 1 percent. Unfortunately, keeping the total computational
time for our large set of simulations manageable requires ∆t >∼ 8 × 105 yr. As a compromise, we, therefore, adopt
∆t = 8 × 105 yr throughout. As is apparent from Figure 15, at this temporal resolution we slightly overestimate
the time it takes for the globular to lose its angular momentum, but the effect is sufficiently small that it does not
significantly impact any of our main conclusions.
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