Effective temperatures have been derived for all DA white dwarfs hotter than ~ 25,000 K for which suitable spectra have been obtained with the International Ultraviolet Explorer (IUE). The temperature determinations were made by a comparison of the observed far-ultraviolet (FUV) to visible flux ratios with the ratios predicted by models. This method gives temperatures that are comparable in accuracy with temperatures based on fitting hydrogen line profiles, when the nominal IUE fluxes have been suitably corrected. Three separate levels of correction are necessary. For reasonable photometric accuracy, the IUE fluxes must be adjusted to compensate for the time-dependent sensitivity degradation of the IUE cameras. The degradation is wavelengthdependent and exceeds 20% at some wavelengths at the current epoch. Compensation for this degradation can be made per the prescription of Bohlin (as reported by Bohlin and Grillmair in 1988). It is also necessary to correct for the temperature dependency of the camera sensitivity (a <2% effect). However, after using the above corrections to bring the IUE fluxes into accordance with the 1980 IUE absolute flux calibration, we found that the white dwarf fluxes were still inconsistent with model fluxes up to the 20% level. (Subsequent revisions to the IUE absolute flux calibration reported by Bohlin in 1986 and 1988 do not reduce this inconsistency.) Therefore, we used all the suitable IUE spectra of seven hot DA white dwarfs for which accurate temperatures based on hydrogen line profiles were available to derive a flux correction to the IUE absolute calibration. Application of the flux corrections to the IUE spectra resulted in derived temperatures that were consistent with the line profile temperatures. Given that the FUV fluxes of hot DA white dwarfs can be modeled much more accurately than for any other class of object, it is suggested that this "white dwarf" calibration should serve as the basic calibration for IUE, and by extension, for the Hubble Space Telescope.
I. INTRODUCTION Accurate temperature determinations for hot DA white dwarfs are important in a number of areas currently under active investigation. Temperatures are needed in order to derive the luminosity function of DA's; the luminosity function then serves to check calculations of cooling rates for these stars. Trace element abundances in DA's result from competing processes such as ordinary diffusion, radiative acceleration, accretion, and convection. Of these processes, only diffusion is relatively insensitive to temperature. Successful confrontation of observational abundance determination with theory therefore requires that the effective temperatures be known with sufficient accuracy. Also, the upper temperature limit for DA's needs to be determined with precision, because this limit will help constrain post-main-sequence evolutionary calculations. Additionally, upcoming extreme-ultraviolet (EUV) photometric survey missions (Bowyer 1986; Barstow 1989) are likely to discover hundreds of very hot (T eff > 25,000 K) DA white dwarfs (Finley 1988) . Measurements outside the EUV range will be required to make the accurate temperature determinations necessary for interpretation of the EUV photometric data for these stars (Finley 1988) .
Temperatures of DA white dwarfs have usually been based on optical photometric measurements (Shipman 1979a; Shipman and Sass 1980; Koester, Schulz, and Weidemann 1979) . However, the optical colors become poor temperature indicators for stars hotter than ~ 30,000 K. It was recognized by Shipman (1979b) that the ultraviolet fluxes of hot white dwarfs, if determined with sufficient accuracy, could in principle provide more accurate temperatures than do the optical measurements. In that time period, the first far-ultraviolet (FUV) measurements were made of hot white dwarfs, using ANS (Wesselius and Koester 1978) and the International Ultraviolet Explorer (IUE) (Greenstein and Oke 1979; Böhm-Vitense, Dettman, and Kaprandis 1979) . Following those early efforts, an IUE observing program was begun which specifically targeted DA white dwarfs hotter than ~ 25,000 K (Finley, Basri, and Bowyer 1984) . It was discovered in the course of analyzing the data from this program that the sensitivity degradation of the IUE cameras gave rise to significant errors in the temperatures inferred from the IUE fluxes, compared with optical photometric temperatures. Discrepancies between observed and theoretical spectra had been noted by IUE observers of other types of objects (Hackney, Hackney, and Kondo 1982) . Furthermore, the IUE camera sensitivity was known to be changing with time (Sonneborn and Garhart 1983) . Consequently, the data analysis presented in Finley, Basri, and Bowyer (1984) was carried out by making a correc-tion to the IUE fluxes that achieved consistency between the FUV-derived temperatures and the optical photometric temperatures. In this correction, the time dependence of the sensitivity degradation necessitated the use of a few well-observed stars from each ~ 1 yr observing epoch to obtain the necessary sensitivity adjustment for that epoch (Finley, Basri, and Bowyer 1984) . Subsequently, efforts were undertaken by other workers to obtain time-dependent corrections which could be used to correct for the time-and wavelength-dependent sensitivity degradation of IUE; these corrections are now available (Bohlin and Grillmair 1988«, b; Clavel, Gilmozzi, and Prieto 1986) . The stars from the observing program discussed in Finley, Basri, and Bowyer (1984) , as well as a number of stars whose spectra were taken from the IUE archives, have been analyzed with these time-dependent corrections. This paper will present the results of those analyses.
A preliminary version of the results of this paper was presented earlier in conference proceedings (Finley, Basri, and Bowyer 1989) . Since that time, a significant number of additional improvements have been implemented. The principal thrusts are as follows :
1. The number of stars analyzed has been increased by the retrieval of the IUE archive spectra of all identified DA white dwarfs with temperatures >25,000 K.
2. The data set was supplemented by obtaining the remainder of the IUE archive spectra for the stars previously analyzed. The expanded data set provided significant benefits (points [3]-[6] ).
3. The additional spectra were used to improve the accuracy of the IUE flux correction. The previous correction was based on seven short-wavelength prime (SWP) and seven longwavelength redundant (LWR) spectra from the seven stars used to obtain the correction. The same seven stars were used in the present instance, but the use of the additional spectra resulted in a correction based on 22 SWP and nine LWR spectra.
4. The additional spectra resulted in more accurate temperature determinations. All previous results were based on single SWP and/or LWR spectra; of the 23 temperatures presented here, 10 are based on averages of multiple spectra.
5. The availability of multiple spectra for many stars allowed an empirical determination of the uncertainties in flux measurements based on IUE spectra. Uncertainties in flux levels cannot yet be determined properly solely on the basis of the signal-to-noise ratio of an individual IUE spectrum.
6. All spectra were corrected for the sensitivity dependence on the mean camera temperature (THDA). This is a <2% effect and is of little consequence in most applications, but it is critical for achieving the high accuracy needed for work such as that presented here. 7. A literature search was made to obtain more optical data for the stars under investigation. The additional data (some of the stars are photometric standards) resulted in a more accurate flux correction and more accurate temperature determinations.
8. Archive spectra of other classes of continuum sources were obtained and analyzed. The result of that analysis was confirmation that the IUE flux correction based on white dwarf spectra is of general validity.
II. OBSERVATIONS
We undertook a program of FUV observations of hot DA white dwarfs for the specific purpose of measuring effective temperatures. All the observations were made with the IUE satellite. A more complete description of the IUE instrumentation is presented in Boggess et al (1978a, b) . The observations that we have analyzed consisted of low-dispersion exposures made with the SWP and LWR cameras. Some of the stars were observed with the LWP camera. However, because the flux extraction and calibration of the LWP data are currently much less secure than for the other cameras, those spectra were not included in the analyses.
The objects observed in our program were chosen on the basis of their spectroscopic identification as DA white dwarfs and on an initial determination of the effective temperatures from optical colors. The lower temperature cutoff used was ~ 25,000 K. Below that temperature, optical temperature determinations are comparable in accuracy with those that can be obtained with FUV measurements. Because of the limited amount of observing time available, the faintest stars were observed only with the SWP camera. The targets were taken from various listings of DA's, including Green's ultraviolet excess survey results (Green 1980) and McCook and Sion's compendium of published white dwarf data (McCook and Sion 1977) . Table 1 lists the stars observed in our program, as well as the stars for which IUE archival data have been obtained. Column (1) is the white dwarf (WD) designation. Column (2) is the spectral classification, per the latest version of McCook and Sion (1987) . The numeral used in the spectral classification is the integer value of 50,400 K/T eff . The numerical values listed in the table differ from those given in McCook and Sion in some instances. The difference arises because McCook and Sion used a Paschen slope index as a temperature indicator for all stars. This indicator becomes highly inaccurate at temperatures in excess of ~ 16,000 K. The temperatures presented in this paper were used to improve the accuracy of the spectral type designation.
The critical parameters regarding the observations are listed in Table 2 . For each object, the exposure numbers from the IUE log, the exposure times, and a measure of the exposure quality (C/B) are given. C/B lists the maximum exposure level in the spectrum and the typical background level; the values are given in "data number" (DN) units. The data number is the telemetered intensity per pixel for the IUE cameras and is scaled from 0 to 255. A good quality spectrum is obtained when C -B> 100. The last column indicates the observer(s) who took the data.
III. REDUCTION OF SPECTRA
The IUE data were extracted by the standard IUE data processing techniques. Fluxes were taken from the absolutely calibrated flux in the "MELO" file, corrected for the temperature dependency of the cameras, and divided by the exposure time. In order to carry out the analysis on a consistent basis, the SWP and LWR spectra were treated in the same manner for all stars. At the short-wavelength end, the SWP spectra were truncated shortward of 1320 Â in order to avoid the wing of the Lya line. Most of the stars are hotter than 30,000 K, for which the continuum flux is reduced only 0.5% at 1320 Â by absorption in the Lya line wing. Even at 20,000 K, the reduction factor is only 4.1%. At the region of overlap between the SWP and LWR cameras, it was determined that the best agreement between the two spectra occurred at 1940 Â. Hence, the SWP spectra were truncated longward of 1940 Â, while the LWR spectra were truncated shortward of 1940 Â. Although the data quality becomes significantly degraded at the long-wavelength end of the LWR spectra, those data were retained. A typical white dwarf spectrum covering the full IUE wavelength range is shown in Figure 1 . For the temperature analyses, a visible flux point was appended to the FUV spectra. The F-band flux was calculated per the relation /(5490 Â) = 3.61 x 10~9/10 o ' 4m, \ The proportionality constant in the relation was derived by using the defining relations for the isophotal flux and isophotal wavelength as given by Golay (1984) , the absolute flux calibration for a Lyrae (Hayes and Latham 1975; Oke and Gunn 1983) , the F-band response function (Allen 1973; Matthews and Sandage 1963) , and the F magnitude for a Lyrae of 0.04 mag (Johnson and Harris 1956 ).
IV. DATA ANALYSIS TECHNIQUE
The IUE data were analyzed by comparing observed fluxes with model fluxes that were calculated using Basri's white dwarf model atmosphere code (Malina, Bowyer, and Basri 1982) . This is a local thermodynamic equilibrium (LTE), hydrogen line-blanketed atmosphere code, which can include uniformly mixed helium, but which omits convective energy transport. The assumption of LTE does not impair the accuracy of determination of the continuum flux. Wesemael et al (1980) have shown that at log # = 8, NLTE effects are important in DA's only in the line cores at high temperatures (>40,000 K). Convection was not included in the model because convection in hydrogen-dominated high-gravity atmospheres has been shown to be important only below -12,000 K (Shipman 1979a) .
A detailed comparison has been made between the fluxes produced by this and other models. We compared our own models at temperatures of 30,000, 45,000, and 60,000 K and He/H = 1 x 10 ~6 with recent pure H models calculated by F.
Wesemael (provided by J. Holberg). The FUV/visible flux ratios for the Wesemael models agreed with ours to better than 1% throughout the wavelength range of 1320-3100 Â. The absolute flux levels were seen to differ by as much as 4%. However, our flux correction and temperature determinations are made by taking the ratio of the model fluxes to the observed visible flux. Therefore, any possible error in the scale factor has no effect on our analyses. Comparisons were made at the same temperatures with models provided by D. Koester. In this instance, both his models and ours had He/H = 1 x 1(T 5 . At 30,000 K, Koester's FUV/visible flux ratios were at most 2.8% higher at the shortest wavelengths. The wavelengthaveraged differences did not exceed 2% for the SWP wave- Shipman (1979a) . For temperatures greater than 25.000 K, the results agreed to better than 1%. These results of intercomparisons of four completely separate model codes indicate that the continuum fluxes of hot DA white dwarfs can be calculated to an accuracy of the order of 1%.
The atmosphere code was used to generate a grid of models at different effective temperatures, but for fixed values of log g and n(He)/n(H). The temperature range for the models used in the analysis was from 20,000 to 100,000 K. A value of log g of 8.0 was chosen on the basis of studies which showed that white dwarf radii are clustered about a narrow range centered on 0.0127 R q (Shipman 1979a) . Assuming that the HamadaSalpeter mass-radius relation (Hamada and Salpeter 1961) holds, this mean radius corresponds to a mass of ~0.55 M 0 , implying a surface gravity of log g ~ 8.0. The variation of log g within the white dwarf range was found to have an insignificant effect on the FUV flux. Inferred temperatures based on FUV/visible flux ratios vary by only ± 3 K at 30,000 K if log g is allowed to vary from 7 to 9, for the case of n(He)/ n(H) = 1 x 10~6.
The nominal value of n(He)/n(H) chosen for the model atmospheres was 1 x 10 -6 . In the past the observational upper limit to the uniformly mixed helium fraction in DA white dwarfs has been as high as ~ 10 -2 . However, recent calculations (Vennes et al. 1988 ) have placed stringent limits on the helium content of uniformly mixed DA atmospheres. Their results show that for a 65,000 K, 0.6 M 0 DA white dwarf, n(He)/n(H) cannot exceed 3 x 10" 5 . The limit drops to 3 x 10 -6 at 50,000 K and is reduced even more steeply at lower temperatures. At 65,000 K the maximum n(He)/n(H) produces a change in the FUV/ visible flux ratio relative to /i(He)/n(H) = lxl0 -6 of only 0.3%. At 50,000 K the maximum helium fraction changes the flux by less than 0.1%. Becase these effects are so small, it is clearly unnecessary to include the uniformly mixed helium fraction of the white dwarf atmospheres as a free parameter in the temperature determinations.
The atmospheric composition of DA white dwarfs is by no means a closed question, however. EX OSAT photometry of a number of white dwarfs has shown that many of the hot DA have EUV spectra which are significantly absorbed (relative to pure hydrogen spectra) in the <300 Â wavelength range (Paerels and Heise 1989) . With high levels of uniformly mixed helium ruled out, the alternative possibilities are stratified H/He atmospheres, or mostly hydrogen atmospheres with trace metals and helium supported by radiation pressure. In the current context, the question is whether the latter two possibilities might affect the FUV fluxes significantly.
Analysis of the EXOSAT photometry using stratified model atmospheres results in an estimate of the mass (in solar mass units) of the hydrogen layer that lies on top of the underlying helium. The greatest departures from the pure (or infinitely thick) hydrogen case will occur for the least massive hydrogen envelopes. Of the stars observed with EXOSAT, those which are inferred to have the least massive H envelopes are G191-B2B (log M h = -15.3 M 0 ), and 0548 + 000 and 2309 + 105, each of which has an inferred value of log M H of about -14.3 M 0 (Koester 19896) .
S. Vennes has provided us with stratified model fluxes, with which we have determined the effect of stratification on temperatures inferred from FUV/visible flux ratios (Vennes 1989 ).
At 50,000 K, if log M h = -15.3M* (or -15.5 M 0 if the white dwarf mass is 0.6 M 0 ), the temperature inferred from pure H models would be ~ 53,300 K. This represents a ~2.5% FUV flux excess (relative to the visual) compared with the pure H spectrum. At log M H = -14.3M*, the inferred temperature would be ~ 51,800 K, with an average FUV flux excess of only ~1.4%. Therefore, in all but the most extreme instance, the flux difference for the stratified cases is < 1.4%, compared with the typical 1 <j statistical uncertainties in the measured FUV/ visible flux ratios of 2%-4%.
In the case of stars with trace metals, the effects on the FUV fluxes are uncertain, because self-consistent models have not yet been developed, and there is at present no observational data which could adequately constrain the chemical composition. However, the basic mechanism for producing the excess FUV flux is presumably backwarming caused by flux blocking shortward of ~ 300 Â. Hence, it is reasonable to assume that the observed EUV flux deficits will be accompanied by small FUV flux excesses, the magnitude of which may be rather insensitive to the detailed composition of the absorbing material.
Therefore, although available evidence shows that many hot DA's do not have pure hydrogen atmospheres, results to date indicate that the expected deviation of the FUV flux levels relative to pure H atmospheres should affect FUV continuum temperature determinations at the <1 a level. Hence, the analyses presented here were based on models for which n(He)/ n(H) = 1 x 10" 6 (for which the FUV fluxes are indistinguishable from pure H models). As the knowledge and modeling of trace constituents of hot DA atmospheres improve, temperature determinations based on FUV fluxes will perhaps change slightly. It is expected, though that the changes will be small compared with the uncertainties in the temperature determinations presented here.
The output of our model code consisted of values of (2, H x ) on a fixed wavelength grid.
is the Eddington flux, which is related to the flux at Earth, / A , by the equation fJH x = 4n(RJD) 2 . For comparison with the IUE spectra, the model output fluxes were interpolated onto the IUE wavelength scale. The effective temperatures of the target stars were then obtained by comparison of the stellar FUV/visible flux ratios with the model FUV/visible flux ratios. The calculated stellarto-model ratio at each wavelength is defined as a color as per S(*j) = -2.5 log _H(T eff , lj)/H(T cñ , 2 r )J '
The Àj are the IUE data wavelength points, and À v = 5490 Â. The stellar effective temperatures were found by calculating the model effective temperatures which gave
V. TEMPERATURE DETERMINATIONS The sensitivity of the IUE cameras has decreased by as much as 20% since the original calibration was performed. Therefore, to properly analyze IUE low-dispersion data, the nominal fluxes must first be corrected for the time-dependent sensitivity variations of the IUE cameras. This time-dependent correction was applied to the spectra as per the prescription of Bohlin (Bohlin and Grillmair 1988a, b) . When applied to data that have been extracted by standard IUE processing, Bohlin's corrections give fluxes corresponding to the " 1980 May" IUE flux calibration (Bohlin and Holm 1980) . If desired, the fluxes may be transformed to the 1986 IUE calibration (Bohlin 1986) or the proposed 1988 IUE calibration (Bohlin 1988) . However, we found that none of those calibrations give fluxes for DA white dwarfs which are in reasonable agreement with model atmosphere predictions based on effective temperatures that have been determined from hydrogen line profile measurements. At 60,000 K, for example, the 1980 calibration would give an inferred temperature based on the IUE continuum flux of only 52,500 K (for combined SWP and LWR spectra). Correspondingly, the 1986 and 1988 calibrations would give temperatures of 53,500 K and 46,900 K, respectively. These inferred temperatures are inconsistent with the line profile temperatures at the 2-4 <t level. Consequently, it was determined that recalibration of the /I/E fluxes was necessary to achieve reasonable accuracy in the temperature determinations based on IUE fluxes.
While the different calibrations give fluxes that are within the overall ± 10% accuracy claimed for the existing IUE calibration (which is based on models, rocket observations, and earlier satellite observations of rj UMa and other early-type stars), that level of accuracy is not sufficient for hot white dwarf temperature determinations. As shown above, the simple continuum spectra of DA white dwarfs can be computed to an accuracy of about ±1%. Furthermore, the bright white dwarfs are quite nearby and are consequently not subject to significant reddening. Therefore, white dwarfs represent the class of objects best suited for deriving a flux correction for the IUE calibration which could produce fluxes significantly more accurate than those provided by the standard IUE calibration.
a) Derivation of IUE Flux Correction
We calculated the IUE flux corrections by using a group of seven nearby, bright, and unreddened DA white dwarfs with well-exposed IUE SWP and LWR spectra for which accurate temperatures were available. The temperatures were taken from Holberg, Wesemael, and Basile (1986, hereafter HWB) . Data for the stars used in computing the correction are presented in Table 3 . The temperatures based on line profiles are listed in Table 6 . The photometric distances given in the table were derived from the FUV-based effective temperatures presented in Table 6 , assuming R* = 0.013 R e . The hydrogen columns are obtained from the analysis of EX OS AT EUV photometry (Paerels and Heise 1989) .
HWB determined effective temperatures by fitting Lya profiles obtained with IUE. These models used for performing the fits were calculated by Wesemael and are described in Wesemael et al. (1980) . The models are plane-parallel, LTE, hydrogen line-blanketed, and calculate the hydrogen line profiles using the unified Stark broadening theory of Vidal, Cooper, and Smith (1973) . These are the most accurate hot DA white dwarf temperature measurements published to date. Due to the limited wavelength coverage and the range of temperatures dealt with, the results of HWB are not likely to be significantly affected by systematic effects in the measured line profiles. The accuracy of the temperature determinations of HWB are such that model fluxes which are scaled to the measured visible fluxes can be used to predict the FUV fluxes of individual white dwarfs to an accuracy of ±2%-3%. The errors quoted by HWB are ± 3500 K at 60,000 K, ± 1500 K at 40,000 K, and ± 300 K at 20,000 K.
The measured fluxes are not significantly reddened for any of the stars used to determine the flux correction. As shown in Table 3 , all the stars lie within about 60 pc. Furthermore, the hydrogen columns are observationally determined for all the stars and are all less than ~1 x 10 19 cm -2 . If the canonical dust-to-gas ratio of E B _ V = 1 at V H = 5.9 x 10 21 is assumed (Bohlin, Savage, and Drake 1978) , the maximum reddening averaged over the 1300-3200 Â range is less than 0.7% in all cases and can be ignored.
The procedure used to obtain the flux correction was as follows. We began by correcting the spectra for the timedependent sensitivity degradation. All spectra listed in Table 2 for each star were used in calculating the correction. For each star, a model was calculated at the given temperature for the star as presented by HWB. Next, the R&j) values were calculated for the individual spectra for each star as per
where the subscript i refers to the individual spectra and j pertains to the wavelength points. Then the flux correction in 5 Â intervals was calculated from
j i I j i where the index k denotes the 5 Â correction wavelength intervals and IDi is the data quality flag for each spectrum. /Dj was set to 1 for good data and to 0 for points which were flagged as being questionable by the IUE data processing procedures. Therefore, each wavelength point of the correction was calculated as the unweighted mean of the good data points from each spectrum within that wavelength interval. A total of 22 SWP spectra defined the correction from 1320 to 1940 Â, while the 1945-3200 Â interval was based on nine LWR spectra. Each correction data point for the SWP typically included ~ 100 data points, while the LWR correction values included TEMPERATURE SCALE OF HOT DA WHITE DWARFS 489 ~20 data points. As will be discussed more fully in § VI, the empirically determined -la uncertainty in the wavelengthaveraged SWP correction is 0.52%, while the corresponding uncertainty for the LWR is 0.54%. The method that was adopted for computing the correction could possibly result in a bias toward those stars for which more spectra were available. An alternative scheme for determining the correction would involve determining the average corrections for the individual stars and then combining those to obtain the final correction. As a check, the average correction was calculated for each of the seven stars, and then a correction was calculated from the seven average corrections using equal weighting. The wavelength-averaged SWP correction determined with the alternate technique differed from the adopted value by only 0.07%. The corresponding difference for the LWR correction was 0.29%. These small differences indicate that the two approaches give equivalent results.
The resulting flux correction to the 1980 IUE photometric calibration is plotted in Figure 2a . The correction factor at each wavelength is the value by which a nominal flux must be divided to produce the corrected flux. The 1980 IUE flux calibration (relative to the predicted white dwarf fluxes) is seen to give fluxes which are as much as 15% high and as much as 20% low (ignoring the interval 2 > 3100 Â). For each wavelength point, we calculated the empirical 1 a uncertainty in the correction, based on the dispersion of the individual correction 
j i where n is the number of good data points used to calculate the correction at that wavelength. As before, the subscript i denotes the individual spectra, while the subscript j represents the different wavelength points within the kth 5 Â wavelength interval. The resulting uncertainty, typically 0.7% in the SWP and 1.9% in the LWR, is displayed in Figure 2b . The error is seen to increase rapidly longward of 3100 A, indicating that the fluxes become unreliable in that region.
We have also computed the corrections as applied to the 1986 IUE calibration (Bohlin 1986 ) and the 1988 calibration (Bohlin 1988) . These corrections are shown in Figure 3a (1986) and Figure 3b (1988) . The wavelength-averaged corrections for the SWP and LWR for each calibration are as shown in Table  4 . The latest flux calibration represents the best calibration to date relative to the standard star used, rçUMa. Given the accuracy of the white dwarf calibration correction, the difference between the white dwarf result and the rçUMa result must largely be attributable to the error in the absolute flux calibration for f/UMa (Bohlin 1989 ). Kurucz will soon be publishing a substantially improved set of early-type star model atmosphere calculations (Kurucz 1989) . The new results may help resolve the discrepancy between the white dwarf and f/UMa calibrations oíIUE.
The accuracy of the correction can be seen when the averaged flux from G191-B2B is compared with the best-fit model, both before and after application of the flux correction. The results of the comparison are shown in Figure 4 . The flux correction clearly reduces systematic differences between the model and the measured flux to negligible levels. The measured fluxes are binned into 5 Â intervals.
As a further independent check of the flux correction, we examined the effect of the correction on spectra of other classes of objects. The hotter O subdwarfs are characterized by very smooth spectra with few features in the FUV that are significant at low resolution. A subdwarf that has been extensively observed with IUE is BD +28°4211, which is a visible photometric standard and is used for sensitivity monitoring with IUE. It is an extremely hot object, with an effective temperature of ~ 85,000 K (Dean and Bruhweiler 1985) . We obtained several spectra for this star from the IUE archives: SWP 10961, SWP 11204, SWP 13710, SWP 13717, SWP 13768, SWP 14671, SWP 14783, SWP 15324, and SWP 21213; LWR 9645, LWR 9820, LWR 10348, LWR 10354, LWR 10399, LWR 11033, LWR 11256, LWR 11370, LWR 11834, and LWR 16910 . These were extracted in the same manner as the white dwarf spectra, time-corrected, flux-corrected, then averaged together and binned into 5 Â intervals. A power-law fit was then made to the combined SWP + LWR spectrum. The fit was a linear, least-squares fit applied to all the data points in the spectrum that had positive valued data quality flags. The resulting spectra are shown in Figure 5 . In the uncorrected spectrum the same prominent features are seen which were evident in the uncorrected spectrum for G191-B2B (for example, the strong depressions near the center of the SWP spectrum and at the short-wavelength end of the LWR spectrum). Both these features are greatly reduced by application of the flux correction. BL Lac objects constitute another class of FUV continuum sources. These are active galactic nuclei which have no discrete features in their spectra. We acquired two spectra from the IUE archives for Markarian 421, one of the brightest BL Lac objects to be observed with IUE (most are much fainter and provide quite poor signal-to-noise spectra). The spectra used were SWP 19088 and LWR 15117. These spectra were treated in the same manner as those for BD +28°4211, and fits were performed in the same way. The results obtained are shown in Figure 6 . As in the other examples, the large-scale deviations from the power-law fit were significantly reduced by application of our flux correction.
The flux correction also had a salutary effect on the powerlaw indices calculated for the SWP (a SWP , 1320-1940 Â), LWR (a LWR , 1940-3100 Â), and SWP + LWR (oc CO mb> 1320-3100 Â) spectra of BL Lac objects. These spectral indices are a critical factor in the interpretation of the behavior of these objects. Observers of these objects have noted significant differences between the indices for the same object (George, Warwick, and Bromage 1988; Urry et al. 1988) . The variability of these sources on time scales of hours has complicated the resolution of the question whether the differing indices are due to intrinsic curvature of the spectra or to variations in the source brightness over the time required to obtain the exposures in the two cameras. The values (in frequency units, as per the convention in the field) that were obtained for the different indices for Mrk 421 are listed in Table 5 . As in our white dwarf analyses, the data longward of 3100 Â have been omitted from the index calculations because the flux levels in that wavelength range are very poorly determined. Application of the correction makes a relatively small difference in a COMB . However, the individual camera indices, which differ significantly from the combined index in the uncorrected case, differ only slightly for the spectra which have been corrected. For this spectrum, application of our flux correction indicates that the spectrum is well described by a power law, and the same power-law index applies to the spectra from the individual cameras as well as the combined spectrum. Furthermore, no significant intensity variations seem to have occurred over the 4 hr during which the spectra were acquired. The authors suggest that it would be worthwhile to reanalyze the existing data set for BL Lac objects, using the flux correction to obtain more accurate fluxes and, hence, spectral indices. The flux correction which we have derived was for white dwarfs and was based on white dwarf models. However, application of that correction to at least two other, entirely different classes of objects provides a significant reduction of departures from simple (power-law) representations of their spectral shapes. This suggests that the correction is not subject to any peculiarities of white dwarf fluxes or models and is indeed of general validity. b) Final T emper ature Determinations After obtaining the flux correction, the spectra for the entire set of observed white dwarfs were analyzed. Each spectrum had applied to it the time-dependent correction to restore the fluxes to the 1980 flux calibration values. The flux correction for the 1980 calibration was then applied to produce the final fluxes for analysis. The correction procedure consisted of dividing the flux at each wavelength by the correction value for the wavelength nearest to the spectrum wavelength, rather than by interpolating between correction wavelengths. This procedure provides consistency with Bohlin's time-dependent correction. Bohlin adopted the "nearest neighbor" approach after discovering that the fluxes within ~ 5 Â intervals were correlated (Bohlin and Grillmair 1988a) . After correction of the nominal fluxes, the effective temperatures were then derived by the method presented in the previous section. In performing the analysis, data points in the LWR spectra longward of 3100 Â were excluded from the fits because the fluxes were found to be unreliable in that wavelength region. For stars that had multiple spectra available, the fluxes were obtained by averaging together the individual spectra. The temperatures obtained were consistent with the line profile temperatures in all instances, and the errors were also of similar magnitude to those quoted by HWB.
The temperatures derived from the IUE fluxes are presented in Table 6 , along with the published line profile temperatures. As noted, two stars could not be analyzed via FUV/visible flux ratios because of poor quality optical photometry. In these instances, the temperatures were estimated by using the FUV slopes. Additionally, for six of the stars listed, data for other lines of sight suggest that nonnegligible reddening might be present in the direction of those stars. However, no direct measurements exist of the actual reddening or hydrogen columns toward these stars. These cases are discussed individually in § VIL We have also calculated temperatures of the stars based on published optical photometry, for those stars for which such data are available. Those analyses will be presented in detail in a future publication. The optical temperatures are subject to much greater uncertainty than line profile or FUV continuum temperatures, but they were found to be consistent with the other temperature measures in all but one instance, that ofWD 1636 + 351, which will be discussed in § VII.
The agreement between the line profile temperatures and the IUE continuum temperatures for the correction stars is shown graphically in Figure 7 . It is seen that there is excellent agreement between our corrected IUE continuum temperatures and the temperatures derived from the line profiles. The absence of any systematic trend in the temperature correlation confirms that the IUE flux correction which we derived is valid for all temperatures and is unlikely to be affected by any systematic errors in the determinations of the temperatures by either method.
VI. ERROR ANALYSIS
Because the temperature determinations involved the application of a correction to the IUE fluxes, the errors in the individual temperature determinations included error terms both from the corrections used and from the individual observations. We will discuss first the uncertainty in the correction and then the uncertainty in the temperature determinations for each star. The corrections were computed by comparing measured FUV fluxes with predicted fluxes. The flux predictions were based on models of given temperatures that were normalized to the V band fluxes. Therefore, the corrections were subject to four error terms: (1) the uncertainty in the observed IUE fluxes; (2) the variation in the predicted FUV flux due to the uncertainty in the line profile temperature determinations; (3) the uncertainty in the V magnitude; and (4) the possible variation in the predicted fluxes due to the unknown WD photospheric trace chemical abundances and the possible presence of slight interstellar reddening. Given that multiple spectra were available for all the stars used to determine the correction, we empirically derived the combined errors.
Because our temperature determinations are based on fits over the full SWP or SWP + LWR wavelength intervals, the errors of interest are the errors averaged over the SWP and LWR wavelength ranges. We calculated the wavelengthaveraged corrections for the 22 individual SWP spectra; these are displayed in Figure 8a as a function of the effective temperature of the stars used for the correction determination. A least-squares linear fit to the individual corrections yields a slope of -0.00011 ± 0.00039 per 1000 K. The absence of any trend in the magnitude of the correction as a function of temperature confirms that, over the full range of effective temperature, either the models give the true hydrogen line profiles and FUV/visible flux ratios, or else any variations in the true profiles with respect to the models are precisely compensated for by corresponding variations of the FUV/visible flux ratios. The nine LWR wavelength-averaged corrections are plotted in Figure Sb . In this case, the linear fit gave a slope of -0.00012 ± 0.00054 per 1000 K, again consistent with zero slope. It should also be noted that the corrections shown for G191-B2B (T eff = 62,250 K) do not depart significantly from those for the other stars, even though this star apparently departs more strongly from a pure H composition than does any other known DA, except possibly Feige 24.
The determination of the uncertainty in the wavelengthaveraged correction for each IUE camera was made under the assumption that the uncertainties in the corrections for individual spectra were equal. Designating a wavelength-averaged correction for a given camera as <C>, the uncertainty in its value, <t <c> , was calculated in the standard manner as
where <C f ) are the wavelength-averaged individual spectrum corrections, and N is the total number of individual corree- lions. The uncertainty in the wavelength-averaged SWP correction was determined to be 0.0052; for the LWR, the value was 0.0054.
The temperature determinations were based on ratios of corrected, measured FUV fluxes to visible fluxes. The individual factors that contributed to the uncertainties in the temperature determinations were thus the correction uncertainties, the measurement uncertainties, and the uncertainties in the V magnitude determinations for the stars. The V magnitude uncertainties were taken from the published sources, if provided, or were based on an empirical evaluation of the accuracy of the photometric observations. The empirical evaluation was performed by correlating data for stars which have been observed in any two of the three photometric systems 
while the error was calculated from = [ïW The uncertainties in the J C/E flux measurements were determined empirically, with the multiple SWP spectra for the stars from which the flux correction was calculated. Again, using the wavelength-averaged corrections, we compared the individual spectrum corrections to the average corrections calculated for each star. Using the notation of equation (6) above, we have
where (C,) are the wavelength-averaged corrections for each star. The quantity N -7 was used in the denominator because the seven average corrections used reduce the number of degrees of freedom by seven. The result was that the empirical variation of individual SWP spectra has a 1 <r value of 0.0210, averaged over wavelength. Because only one of the stars had more than one LWR spectrum, a similar analysis could not be performed with reasonable accuracy. Therefore, the same value was assumed to apply to LWR spectra. The temperatures for each star were determined by calculating the value of S (as per eq. [2]) at several temperatures, then interpolating to find the best-fit temperature, for which 5 = 0. The maximum error in 5, a s , was calculated for each star by adding in quadrature the correction error <t c , the V magnitude error oy, and the IUE measurement error a M . If both SWP and LWR spectra were included, the correction error used was calculated by combining the SWP and LWR correction errors in the manner of equation (8). If multiple spectra were used to determine the FUV fluxes, the measurement error was taken to be cr M / [iV] 1/2 . The temperature limits were then calculated by interpolating to find the maximum and minimum temperatures corresponding to 5 = ± C7 S . The mean value of (t s for the 10 temperature determinations based on averaged spectra was 0.021, while the 1 cr variation in <r s was ±0.006. For the temperatures based on single spectra, cr s was 0.037 ± 0.019.
One potential source of systematic errors in the temperature determinations of some of the stars is reddening by interstellar dust. Most of the stars included in this study are nearby ( < 100 pc), and many have no detectable reddening. However, some of the stars are at significant distances (up to 150 pc), and substantial interstellar absorption may be present. This reddening may have a substantial impact on the temperatures determined using our method, but still be extremely difficult to detect and correct for using the available measurements.
At neutral hydrogen columns of up to 3 x 10 19 , reddening has only a small effect on the temperature determinations. Use of the standard dust-to-gas fatio (Bohlin, Savage, and Drake 1978) and a "standard" galactic extinction law (Nandy et al 1975) gives, for that value of N n , a wavelength-averaged attenuation of only 2% over the IUE wavelength range (2.2% for SWP, 2.0% for LWR). The 2200 Â depression in that case has a depth of only ~ 1.3%, which is not detectable in an /UE spectrum. A 2% reduction of the FUV flux will have, in general, an effect of < 1 <7 on the temperature determination. Therefore, for those stars with columns of <3 x 10 19 , reddening can be ignored.
For columns exceeding 1 x 10 20 , the effect of the reddening 20 , the FUV flux is attenuated by 7%, while the depth of the 2200 Â feature is 4%. At 3 x 10 20 , the attenuation reaches 20%, while the 2200 Â feature depth is 12%. Therefore, if the column exceeds ~5 x 10 20 , reddening will be observable and corrections are possible if long-wavelength spectra are available. However, the white dwarfs that are sufficiently distant that significant reddening might be present are also near the practical observational limit for the IUE, and few have been observed with the long wavelength cameras. Using only SWP spectra, dereddening is not a practical possibility. Even at a column of 3 x 10 20 , fitting SWP fluxes with unreddened models yields residuals to the fits that are too small to infer unambiguously the existence of reddening. The residuals have a nonzero slope, which is, however, small compared with the variation seen in the SWP slopes of different spectra of the same nonvariable object. The residuals do have some curvature, amounting to ~±3% departures from a linear fit. Again, though, this effect is small compared with the variations seen among different SWP spectra and therefore cannot be used reliably to infer reddening.
To determine whether any of the stars that were analyzed might be subject to significant reddening, we examined two sets of data on interstellar neutral hydrogen columns, from which reddening can be inferred. First, many of the stars analyzed here have been observed with EX OS AT. Those measurements allow the inference of the neutral hydrogen columns directly from the EUV spectroscopy or photometry. For those stars for which no direct measurements exist, we estimated the hydrogen columns along the line of sight by examining column measurements toward other stars in the vicinity of the target stars. These indirect estimates were based on existing published interstellar absorption line measurements for different stars, which have been assembled into a data base by S. Labov and P. Jelinsky (Jelinsky 1989). However, because the available column measurements are quite sparse, and the interstellar material is highly clumped, the indirect estimates are uncertain to ±0.5 dex or more. Fourteen of the 23 stars have measured or inferred neutral hydrogen columns of less than 1 x 10 19 cm -2 . Another two stars probably have columns of less than 3 x 10 19 cm -2 . For the remaining seven stars, the indirect estimates suggest that the columns may exceed 3 x 10 19 cm -2 . Given the significant effect that reddening can have on the temperature determinations, we have made the best estimates of the gas column densities toward the targets which can be done using the available data. The majority of the stars examined here are essentially unreddened, and the temperature determinations are not likely to be affected. A small number of stars could be significantly reddened. However, these column estimates are quite uncertain, and there is no reliable means of quantifying possible reddening using thQ IUE data. Therefore, we have not attempted any dereddening in these cases, and have only determined temperatures assuming no reddening. We note the possibility of reddening by means of the notations in Table 6 and in the discussion section below.
VII. DISCUSSION a) G191-B2B G191-B2B (WD 0501 + 527) is a particularly interesting object. The FUV continuum temperature of 61,170 K ( + 4830/ -4230 K) places it among the hottest known DA white dwarfs. It has been observed in the optical, the FUV (IUE in high and low dispersion), and the EUV (EX OS AT photometry). Because it is relatively nearby, this star also has a well-measured parallax. The existence of the wide spectral coverage and the parallax determination makes G191-B2B a useful object for testing various theoretical predictions of white dwarf properties. These properties include the mass and radius and the surface chemical composition, which, as will be shown, are linked.
Its high temperature makes G191-B2B a potentially good test of evolutionary calculations (Iben and Tutukov 1984; Koester and Schönberner 1986) which predict that the radii of hot white dwarfs should lie above the Hamada-Salpeter (1961) zero-temperature relation. The predicted radii are a function of stellar mass, temperature, and hydrogen envelope mass. The hydrogen envelope mass is also related to the problem of explaining the energy distribution of G191-B2B (and other DA white dwarfs) in the EUV. G191-B2B and several other DA white dwarfs are seen to have a flux deficit shortward of ~ 300 Â relative to that expected from a star with a pure hydrogen composition (Paerels and Heise 1989). One explanation that has been advanced for this phenomenon is that the DA's have stratified atmospheres, with very thin ( < 10" 14 M 0 ) hydrogen envelopes (Vennes et al. 1988 ). The initial presumption had been that the short-wavelength absorption was due to uniformly mixed helium in the predominantly hydrogen photospheres of the DA white dwarfs. However, Vennes et al. showed that radiation pressure fails by more than two orders of magnitude to produce the required helium abundances. Such thin hydrogen layers would become transparent in the EUV, resulting in domination of the flux distribution at wavelengths < 300 À by the underlying helium. In the case of G191-B2B, Koester (1989a) has shown that a hydrogen envelope of M h = 4.7 x 10" 16 M 0 is required to fit the EXOSAT results. Such a thin hydrogen layer is clearly in conflict with the evolutionary results cited above. Therefore, it is worthwhile to examine the observational constraints on the mass and radius of G191-B2B and to explore the consequences of those constraints in relation to the above theoretical expectations.
G191-B2B has a well-determined parallax of 0.0225 + 0.0022 (van Altena, Lee, and Hoffleit 1989) , giving a distance of 44.4 pc. This parallax result result is obtained by combining the Yale (Vilkki 1978) and US Naval Observatory (Harrington and Dahn 1979) parallaxes and by using van Altena's latest results for converting relative to absolute parallaxes. With a known parallax, the radius of G191-B2B is obtainable from the relation
where f v is the flux at Earth at 5490 Â and H v is the stellar Eddington flux at 5490 Â. Given that f v = 3.61 x 10 _9 /10°-4mK , the radius can be expressed as R = 1.2507 x 10 7 f3.61 x 10~9/10 { H 3^ |0.4mK"
where H is the parallax. Therefore, the radius determination depends on three factors only: the parallax, the V magnitude, and the effective temperature. Combining the two temperature determinations for G191-B2B listed in Table 6 , we obtain a temperature of 61,840 K + 2780 K. The nominal derived radius is then 0.0165 R Q . The 1 a error in R, given the combined errors in parallax (0.0022), V magnitude (0.025 mag), and temperature (2780 K), is 0.00163 R Q . This error is dominated by the parallax uncertainty. The fractional 1 a error in the radius due to the parallax error alone is 9.5%, while the errors due to the uncertainty in m v and T eff are 1.2% and 1.8%, respectively. These results show that radius determinations by this method yield the most accurate values possible, because of the weak dependency on temperature of H v (T c{{ ). Given the limits on temperature and radius, the luminosity of G191-B2B is then 3.62 ± 0.97 L 0 , while the bolometric magnitude is 3.30 ± 0.26 mag. Given the radius as derived above, a determination of the mass of G191-B2B is possible, based on the gravitational redshift measurement of Reid and Wegner (1988) . Their result was that the gravitational redshift was 19 + 4 km s -1 . The mass and the radius are related via v g = 0.636[(M/M o )/(R/#o)]-Therefore, the limits on v g and R provide a limit on the mass. The allowable ranges of these parameters are shown in Figure  9 . With the nominal radius of G191-B2B of 0.0165 R 0 > ^ nominal mass is 0.49 M 0 . The 1 a observational limits allowed by the radius determination and the gravitational redshift measurement are 0.35-0.66 M 0 , and 0.0149-0.0181 R Q . The mass and radius limits yield a surface gravity of log g = 7.69 ± 0.22, in agreement with the Lya profile determination of 7.55 ± 0.35 (Holberg, Wesemael, and Basile 1986) . These results clearly indicate that G191-B2B is a white dwarf, not a subdwarf, as was asserted by McMahon (1989) . The observational limits are marginally consistent with the Hamada-Salpeter relation at the 1 <t level for masses less than 0.4 M 0 -A theoretical constraint can be applied, which is derived from stellar evolutionary considerations that suggest that single-star evolution cannot produce white dwarf remnants of less than 0.45 M 0 Fig. 9 .-Mass-radius determination for G191-B2B. The horizontal dotted lines are the 1 a limits for R/R Q . The diagonal dashed lines are the limits based on the observed gravitational redshift. The curved line is the zero-temperature mass-radius relation of Hamada and Salpeter (1961) for carbon composition. The squares are the theoretical masses and radii given by the evolutionary models of Koester and Schönberner (1986) for white dwarfs at a temperature of 61,980 K with hydrogen envelopes of different masses, as labeled. One point includes the uncertainty in radius resulting from the allowed temperature range of ±2790 K. The dotted vertical line is the 0.45 M 0 theoretical lowerlimit to white dwarf masses. The cross marks the nominal value of the mass and radius. (Weidemann and Koester 1983) . If the 0.45 M 0 lower mass limit is correct, the mass and radius of G191-B2B are not consistent with the Hamada-Salpeter relation at the 1 a level.
The observational results were compared with recent evolutionary calculations. The comparison was made with respect to the evolutionary results of Koester and Schönberner (1986) . Their results were for stars of 0.55 and 0.6 M 0 with differing values of the mass of the hydrogen layer (M H ). Having only two stellar mass data points for each value of M H allowed only a linear interpolation/extrapolation in radius versus stellar mass. Applying such an extrapolation, if M H = 10" 4 M 0 , the 1 a limits obtained on the mass were 0.56 and 0.60 M 0 . If M H = 0, the mass limits were 0.49 and 0.57 M 0 . Therefore, that set of evolutionary calculations of finite-temperature white dwarf models would constrain the mass of G191-B2B to the range of 0.5-0.6 M 0 . The results of Koester and Schönberner suggest that the radii of white dwarfs in this temperature range will lie well above the Hamada-Salpeter zero-temperature massradius relation, for any value of the hydrogen envelope mass. However, the increase in the radius due to the presence of a massive hydrogen envelope is comparable with the uncertainties in the mass-radius determination, given the current observational precision. An increase in the accuracy of both the parallax and gravitational redshift measurements by at least a factor of 2 would be desirable, and might allow discrimination between high-and low-mass hydrogen envelopes for G191-B2B.
The current observational constraints on the mass and radius of G191-B2B can neither confirm nor rule out the very thin H envelope hypothesis. However, other evidence is available regarding the source of the short-wavelength EUV opacity in G191-B2B. Calculations have been made which show that significant concentrations of metals can be produced by radiative acceleration in DA atmospheres (Chayer et al. 1987) . Furthermore, the absorption lines of C iv, N v, and Si iv that have been detected in the FUV spectrum of G191-B2B (Bruhweiler and Kondo 1981) have recently been shown by Reid and Wegner (1988) to be of photospheric origin. The heliocentric velocity of the high-excitation species reported by Bruhweiler and Kondo (1983) , 18.3 ±4.1 km s -1 , agrees with the photospheric Balmer line velocity of 22 ± 2 km s -1 determined by Reid and Wegner (1988) . Additionally, Vennes et al. (1989) have demonstrated that the peculiar EXOSAT EUV spectrum of Feige 24, another very hot DA white dwarf, can be reproduced only by using trace amounts of several metals, of which only C, N, and Si are expected to be detectable in the FUV. The concentrations of metals used in the modeling were generally consistent with the results of radiative support calculations. In the case of Feige 24, lines of C iv, N v, and Si iv were also seen in the FUV (Dupree and Raymond 1982) . The observed line strengths were equivalent to the line strengths of the same species seen in G191-B2B (Bruhweiler and Kondo 1981) . The ratios of the line strengths for G191-B2B relative to Feige 24 are 1.0 ± 0.2 for the N v and Si iv doublets, and 0.6 ±0.1 for the C iv doublet. These results strongly suggest that the observed metals are responsible for the EUV absorption seen in both Feige 24 and G191-B2B. A mediumresolution EUV spectrum of G191-B2B, which will be obtained with the spectrometer on board the Extreme Ultraviolet Explorer (A/AA = 300-500), will certainly resolve the relative contributions of the different species that cause the EUV absorption in G191-B2B and the other hot DA white dwarfs. b) HZ 43 Our analytic technique involves measuring ratios of FUV-to-visible fluxes and thus depends on accurate V magnitudes. Unfortunately, HZ 43 has a companion at a separation of only 3", which can affect photometric measurements. Our temperature determination for HZ 43, as listed in Table 6 , was based on the estimate of the V magnitude given in HWB (Holberg, Wesemael, and Basile 1986) . Their estimate was 12.99 ± 0.03, based on the ratios of multichannel spectrophotometric observations of G191-B2B and HZ 43 and on the FUV flux ratios of HZ 43 to G191-B2B and 2309+105. Based on that V magnitude, we obtained a temperature of 59,700 K + 5900/-5000 K. That temperature is consistent with the Lya profile analysis, which indicates that T eff is 57,500 ± 3300 K (HWB).
In view of the uncertainties in the estimated V magnitude, we checked the FUV slope of HZ 43 in relation both to the effective temperature and the V magnitude. We compared the FUV slope, calculated from a linear least-squares fit to the spectrum in the form of log (/ A ) versus log (A), with the slopes calculated for model spectra. The slope determined for HZ 43 using the average of all the available spectra was -3.551, indicating a 7¡ ff of 51,000 K + 8000/-6000 K. The error estimate was based on the conservative assumption that the 1 a uncertainty in either the SWP or LWR fluxes is ~5%. This FUV slope implies a V magnitude of 12.89. Assuming an uncertainty of ±0.03 mag, the predicted V magnitude of 12.89 results in an FUV continuum temperature of 46,500 K + 3400/ -2800 K. These differences in the temperatures obtained for HZ 43 are comparable to the differences that have resulted from attempts to analyze the EUV data for HZ 43 Koester 1989h) . Obtaining accurate visible photometric measurements of HZ 43 would be a significant step toward resolving those differences. c) WD 0346-011 It was reported previously that this star appeared to have temperatures based on different measures that were mutually inconsistent (Finley, Basri, and Bowyer 1989) . That inconsistency has been greatly reduced by the use of optical photometric data of which the authors had previously been unaware. A search of the SIMBAD bibliographic data base revealed that 0346 -011 is a UBV photometric standard (Landolt 1973 ). Landolt's data resulted in a change in both the V magnitude and colors. The lower V magnitude given by Landolt results in an IUE continuum temperature of 43,300 + 1300/-1200 K, while Kahn et al (1984) obtained a T efr of 47,500 ± 2500 K based on fitting the H/? line profile. The optical photometric temperature is 46,600 K +4500/-3500 K, based on the (U-V) color of -1.47 mag, assuming an error of 0.02 mag in the color measurement (the quoted error in the measurement is 0.0077 mag). We have roughly compared the small-aperture Lya profile of 0346 -011 with the profiles published by Wesemael et al (1980) . Because the core of the line is filled in by geocoronal Lya emission, it is difficult to unambiguously determine the temperature and gravity. At a temperature of 40,000 K, the required value of log g would be ~9; a higher temperature would require an even higher gravity. Furthermore, Holberg (1988) has indicated that the profile can only be fitted very poorly using uniform model atmospheres of any temperature or gravity. Therefore, the optical and FUV continuum fluxes and Balmer line profiles appear to be self-consistent, while the Lya profile is apparently somewhat pathological and is characteristic of WD with significantly lower temperatures.
One known factor that can affect line profiles is the presence of magnetic fields. However, we have obtained a high-quality spectrum of ~ 2 Â resolution covering H/?, Hy, and H<5, which shows no evidence of the Zeeman splitting seen in the Balmer line cores of another hot, magnetic DA white dwarf, PG 0136 + 251 (Liebert et al 1983) . This indicates that any field, if present, must be less than the ~1 MG suggested for PG 0136 + 251.
The most likely explanation for the spherical anomalies of 0346 -011 is that it does not have a homogeneous atmosphere. The continuum in the vicinity of the Lyman lines is formed at a greater depth than that at which the Balmer lines are formed. The presence of a photospheric abundance gradient at the appropriate depth could therefore modify Lyman profiles while having little effect on the Balmer lines or the continuum fluxes.
Another hot white dwarf which is characterized by inconsistencies in the various temperature determinations is GD 323 (WD 1302 + 597), a mixed-composition white dwarf whose spectrum has not yet been successfully modeled . Continuum flux measurements for this star indicate an effective temperature of ~ 30,000 K, while Balmer line profile measurements suggest ~ 40,000 K. GD 323 has weak He i lines that are detectable in the visible with spectral resolution of < 10 Â, while our spectrum of 0346-011 shows that the He n 4686 Â line is not present at a detection limit of ~ 10 mÂ. Liebert, Fontaine, and Wesemael (1987) concluded that the spectral anomalies of GD 323 are possibly the result of stratification or abundance gradients that have developed as the star is making the transition from a DA to a DB star. These authors have noted that there are no helium white dwarfs observed to lie in the interval between 30,000 and 45,000 K. Their hypothesis is that a small amount of hydrogen is mixed into the helium envelope at higher temperatures, but separates out by the time the helium white dwarfs cool to ~ 45,000 K, converting all DO's to DA's. Then, as the stars cool further, the hydrogen is mixed back in around 30,000 K, converting those temporary DA into DB white dwarfs. Perhaps WD 0346 -011 is undergoing such a transition at the hot end of this interval and is currently nearing completion of the process of changing from a DO to a DA white dwarf. Further observations will be necessary to resolve these questions. If the spectral anomalies are due to abundance gradients in the atmospheres, EUV spectroscopy, with its unique capability for probing the deeper layers of hot white dwarfs, may provide the necessary data for solving the problem. d) WD 0548+ 000 Hydrogen column measurements toward other stars in the general direction of 0548 + 000 are such that 0548 + 000 may be somewhat reddened. However, the temperature obtained (61,800 K, + 8100/-6500 K) is consistent with the Balmer line profile temperature (55,000 K + 5000 K) given by Kahn et al (1984) . Furthermore, the fit to the EX OS AT photometry indicates an inferred neutral hydrogen column of 19.3-19.7 dex. The observed IUE flux would require a temperature of 66,300 K for a column of 19.5 dex.
e) WD 0651-020 Indirect evidence suggests that 0651-020 may be significantly reddened. This star does, however, have both SWP and LWR spectra. The LWR spectrum is not optimally exposed, but the presence of a nominal flux excess at 2200 Â indicates that no significant reddening is present. f) WD 0823 + 316 The optical photometry for this star is erroneous. Calculation of the temperature by our usual method yielded an effective temperature of ~ 100,000 K when the published V magnitude was used. (The V magnitude listed in Table 1 is that required to match the FUV/visible flux ratio implied by the line profile temperature of 62,700 K). Consequently, the FUV slope was used for the temperature determination presented in Table 6 . Unfortunately, only an SWP spectrum was available. The empirically determined 1 a variation in the slopes of SWP spectra is 0.15. As a result, the uncertainties in the temperature determination are quite large. g) WD 1033 + 464 This star is a composite object consisting of a white dwarf and an M dwarf. Therefore, the temperature was obtained by fitting the FUV flux and the flux at 3571 Â, rather than at 5490 Â. Comparison of the measured value of (u -v) MC with the values allowed by the IUE temperature range indicates that the companion contributes <15% of the light at 5490 Â. The companion is thus of spectral type later than M0, and contributes <1% of the light at 3571 Â.
h) WD 1403-077
This star is located at Galactic coordinates of l, b -332°, 50°, at a photometrically determined distance of ~ 160 pc. At such a great distance, reddening should be considered as a possibility. However, the only column measurement in the vicinity of 1403 -077 is for a Vir, 10° away, at a distance of 86 pc, for which the measured column is 19.0 ±0.1 dex.
i) WD 1636 + 351
This star does not show consistency between the FUV continuum temperature (36,500 ± 2300 K) and the temperature calculated from optical colors (26,700 ± 1000 K). However, the colors are suspect, in that (B -F) is ~ 0.20 mag too red for the value given for (U -B). Therefore, the V magnitude is also suspect. Either the star is a composite object, or the photometry is in error. Until better optical data are obtained, the FUV continuum temperature should be regarded as a provisional value.
Furthermore, the location of this star (/ = 56°, h = 41°, d = 106 pc) is such that the column in that direction may be as much as 19.8 dex. (E B _ V ~ 0.01, which would not explain the optical photometry discrepancy). If the V magnitude is correct, the presence of such a column would raise the effective temperature to ~ 40,000 K. j) WD 1725 + 586 This star may also be somewhat reddened (/ = 87°, b = 33°, d = 113 pc). The column may be of the order of 20 dex. If so, the effective temperature may be as high as 36,500 K. k) WD 1845 + 019 It should be noted that this star, at a distance of 35 pc, is only 9° away from <5 Aql (at 17 pc), which has a measured column of 19.9 ± 0.2 dex. There is a possibility that the dense material along the line of sight to <5 Aql, which is uncharacteristic for the solar neighborhood, may extend to the line of sight to 1845 + 019. 0 WD 2014-575 This is another star for which the visible photometry is evidently of poor quality. Our standard fitting procedure results in an effective temperature of 20,200 K when the published V magnitude is used. However, the slope of the IUE spectrum is very clearly not consistent with such a low temperature. Fitting just the slope of the IUE data gives the tabulated temperature of 35,600 K + 16,400/-11,500 K. Poor accuracy is obtained due to the absence of a long-wavelength spectrum. A preliminary fit to the Lya profile (from the SWP large aperture spectrum) indicates that the effective temperature is ~ 25,000 K. Better photometry may result in more consistent temperature determinations. m) Non-DA Objects Two of the stars in our observing program are currently classified as DA but were shown on the basis of the IUE spectra to belong to other spectral classes. The two stars in question are WD (or PG) 1247 + 553 (GD 319), and WD 1544 + 008 (EG 113, BD +01°3129B). 1247 + 553 is evidently an sdB, while 1544 + 008 appears to be a helium-rich subdwarf. Of the stars whose spectra were obtained from the archive, 0129-264 (GD 691) and 1406 + 590 (Feige 91) are both sdB. 1305 -017 is also a subdwarf, with a He n 1640 Â absorptionline equivalent width of ~ 2.6 Â.
VIII. CONCLUSIONS FUV/visible flux ratios can provide very accurate temperatures for hot DA white dwarfs. In most instances, the FUV continuum measurements are equivalent to line profile measurements for the purpose of temperature determination. FUV spectra are also useful for discriminating between white dwarfs and subdwarfs in instances when available optical spectra have been of insufficient quality to do so. FUV continuum fluxes do not provide useful constraints on surface gravity or on chemical composition within the expected composition range of the hot DA white dwarfs. Small amounts of reddening, which can nonetheless have a significant impact on temperature determinations of hot objects, are difficult to detect in objects that have been observed only with the short-wavelength IUE camera. However, in cases for which accurate temperatures are determined from line profile measurements and accurate visible photometry exists, FUV flux measurements could be used to detect the presence of small amounts of reddening.
We have reexamined the question of the mass and the radius of the hot white dwarf G191-B2B. Based on the temperature and V magnitude, the 1 cr limit on the radius is 0.015-0.018 R q . The nominal radius of 0.0165 R 0 implies a mass of 0.49 M 0 , based on the recent gravitational redshift measurement (Reid and Wegner 1988) .
An important outcome of this work has been the recalibration of the absolute sensitivity of the IUE instruments, by taking advantage of the very high accuracy (<±2%) with which white dwarf fluxes can be modeled. This achievement represents the realization of the suggestion made by Greenstein and Oke at the beginning of operation of the IUE instrument (Greenstein and Oke 1979 ) that hot DA white dwarfs could provide a recalibration of IUE that would correct the discrepancies which they noted in the fluxes of the first hot white dwarfs observed with IUE.lt is suggested that the white dwarf IUE flux calibration be adopted as the flux standard for IUE. Given that the IUE calibration is intended to serve as the basis of the FUV flux calibration for the Ftubble Space Telscope, adoption of the more accurate white dwarf calibration would result in a substantial improvement in the accuracy of FUV fluxes obtained from HST observations. We thank Conard Dahn for pointing out the most recent parallax results for G191-B2B. We also thank Ralph Bohlin for helpful discussions and for providing his time-dependent IUE flux corrections to us. Jay Holberg, Ken Kidder, Detlev Koester, and Stefan Vennes generously provided supporting information. Helpful comments were provided by Michael Lampton. A. R. Klemola provided accurate positions for many of the targets that were observed with IUE. The IUE archive spectra were provided through the National Space Sciences Data Center (NSSDC). Data and bibliographic sources for some of the stars were retrieved from the SIMBAD database. This work was supported by NASA contract NAS5-29298.
