Abstract-This work proposes a comparison of three data-driven signal reconstruction methods, which are Auto-Associative Kernel Regression (AAKR), Fuzzy Similarity (FS), and Elman Recurrent Neural Network (RNN), for fault detection based on the difference between the signal observations and the reconstructions of the signal in normal (typical) operating conditions. The aim is to show the capabilities and drawbacks of the methods, and propose a strategy for the aggregation of their outcomes, to overcome their limitations. For this purpose, the performance of each method is evaluated in terms of fault detection capability, considering accuracy, robustness, and resistance to the spillover effect of the obtained signal reconstructions. The comparison is supported by the application to a real industrial case study regarding temperature signals collected during operation of a rotating machine in an energy production plant. An ensemble of the three methods is proposed to overcome the limitations of the three methods.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. In particular, fault detection allows us to determine whether faults are present, and to localize them early in their development [1] .
To prevent over or under estimation of anomalous conditions, a desire for fault detection methods is their reliability in providing correct signal reconstructions [2] . In practice, two phenomena may occur if the signal reconstruction is not reliable: i) false alarms in the case of over-estimation of anomalous conditions, and ii) missing alarms in the case of under-estimation of anomalous conditions [3] [4] [5] .
Typically, fault detection algorithms compare the signal values measured during operation with those estimated (reconstructed) by a model as if the system were in normal (typical) operating conditions. The calculated residuals between observed and reconstructed values reveal the presence of anomalous conditions [6] . Signal reconstruction can be accomplished through a variety of methods that can be classified into analytical and empirical, where the former are based on the knowledge of the physical equations describing normal and anomalous conditions, and the latter are trained using signal measurements collected during the range of operating conditions of the plant [5] , [7] , [8] .
Analytical methods are applied when the underlying mechanism of a system is well understood, and can be used to reconstruct its expected normal behavior based on the measured signals. The application of these methods in large, complex systems is limited due to the large efforts necessary for the development of the analytical models, especially when the involved phenomena are not well understood [9] .
Recently, the increasing availability of large datasets of signal measurements has been favoring the use of empirical rather than analytical methods for signal reconstruction [9] . Empirical methods do not require an explicit understanding of the underlying physical mechanism of the system [7] [8] [9] [10] . They are classified according to two characteristics: parametric versus non parametric, and inferential versus auto-associative [9] . Parametric methods aim at building the best fitting of signal values using the present and historical available information to reconstruct new observations. On the other hand, non-parametric methods combine present and historical data through an algorithm to reconstruct each new observation. Inferential methods concentrate on a set of explanatory signals to reconstruct each new observation [11] . On the contrary, auto-associative methods use a set of measured signals to provide the reconstruction of the same signal values. Among these categories, several empirical methods have been developed. Typical examples include Artificial Neural Networks (ANNs) [12] , Recurrent Neural Networks (RNNs) [13] , Principal Component Analysis (PCA) [7] [8] [9] [10] [11] [12] [13] [14] , Independent Component Analysis (ICA) [15] , Auto-Associative Kernel Regression (AAKR) [16] , [17] , Multivariate State Estimation Technique (MSET) [18] , Support Vector Machines (SVMs) [18] , [19] , and Fuzzy Similarity (FS) [20] .
Although a large number of signal reconstruction methods have been developed, comparative analyses of their performance when applied to real industrial case studies have seldom been proposed in practical settings, and guidelines for the choice of the adequate performing methods of fault detection in different settings have not been provided.
In the present work, we propose a comparison of three signal reconstruction methods used for fault detection, i.e., AAKR, FS, and Elman RNNs. The objective is to compare their performances in different situations with respect to general fault detection targets: fast detection speed, and low false and missing alarms rates [21] . A real case study concerning the monitoring of a rotating machine in an energy production plant has been considered for the comparison study. Furthermore, a strategy for the aggregation of the individual outcomes of AAKR, FS, and Elman RNNs is proposed to overcome the limitations of the three mathematically independent reconstruction methods by resorting to an ensemble strategy.
The remainder of the paper is organized as follows. Section II describes the problem, Section III illustrates the signal reconstruction methods employed, and Section IV shows their application to a case study regarding the signals collected during the operational transients of a rotating machine. Finally, Section V introduces the ensemble of the three methods, and Section VI draws the conclusions.
II. PROBLEM STATEMENT
We consider a training set containing the values of signals measured during normal plant conditions at different time instants. The generic element of indicates the value of signal , with , and . The objective of a signal reconstruction method is to provide the reconstruction, , of the value of the th signal observed at time , . Then, the deviation (residual), , between the signal reconstruction and the observation, can be compared with a properly defined threshold , and if then an anomalous condition is identified [22] . The threshold is typically fixed considering the reconstruction error on a validation set made by measurements performed at time instants, different from those of the training set. In the present work, the threshold for the residuals of the th signal is set to (1) where is the Mean Square Error (MSE) of the th signal residuals computed considering the validation set (2) Because the residuals are expected to be Gaussian-distributed with mean equal to 0 and variance , a constant value equal to 4 has been used in (1) to reduce the false alarm rate, and to guarantee the detection of the abnormal conditions when the residuals exceed process noise in normal operating conditions. Other advanced statistical techniques for the analysis of the residuals and the detection of abnormal conditions can be found in [5] .
Three reconstruction methods are considered in the present work: AAKR, FS, and RNN. Their performance is compared with respect to three metrics: accuracy, robustness, and spillover. These metrics are computed considering a test set made by measurements different from those of the training and validation sets.
For the generic signal , accuracy is the ability to provide correct reconstructions of observed data in normal use conditions, and is evaluated in terms of the global MSE on the test set:
Robustness with respect to anomalous behavior is the ability to reconstruct the values of signal expected in normal operating conditions, and is computed as the difference between the reconstruction of the th signal in anomalous operating conditions, , and the observation of the same signal in normal operating conditions, :
Therefore, a low value of means high robustness [8] . When a real dataset containing real abnormal conditions measurement is not available for the computation of the metric in (4), the abnormal conditions are simulated by adding a random noise of fixed variance to historical normal operating condition values.
A global robustness measure over all signals can be, finally, constructed as (5) Spillover measures the effect that the anomalous behavior of the monitored signal has on the reconstruction of the other signals. The spillover effect from signal can lead to incorrect model reconstructions of other signals. Thus, the accuracy in the reconstruction of signal in normal operating conditions when signal is in anomalous conditions is defined by (6) A global spill-over measure over all signals can, then, be constructed as (7) III. SIGNAL RECONSTRUCTION METHODS
The signal reconstruction methods AAKR, FS, and Elman RNN are analyzed and compared to find i) in which situations it is appropriate to apply one method or another, and ii) an ensemble of the three methods that overcomes the limitations of the methods. For completeness of the paper, a brief introduction on these methods is provided in Sections III.A, III.B, and Section III.C, respectively.
A. Signal Reconstruction Using AAKR
The AAKR method provides the vector of reconstructed signal values, , given the current signal measurement vector, , whereby each reconstructed value is the sum of the historical observations, , weighted by a Gaussian kernel [8] : (8) The parameter defines the Gaussian bandwidth, and is the Euclidean distance between the signal measurements and the th observation in for every single pattern :
Reconstruction, , of the th signal, , is obtained by weighting on the weights :
B. Signal Reconstruction Using FS
The basic idea of the method is to compare the segment of a test trajectory containing only the most recent measurements of signal at the present time , , and the generic segment of length of signal contained in the training set , which ends at time , , with , hereafter called the reference trajectory [23] . The comparison is based on a fuzzy definition of trajectory pattern similarity proposed in [20] in the context of fault prognostics.
More specifically, the pattern matching process is based on the evaluation of a fuzzy distance between the reference and test trajectory patterns [24] ; then, the reconstruction is obtained applying a fuzzy distance-weighted sum of the reference trajectories.
The distance evaluation is based on a point-wise difference between the elements of the th trajectory and the elements of the test trajectory of the th signal, given by (11) The distances are finally aggregated into [25] (12)
To account for a gradual transition between similar and nonsimilar reference and test trajectory patterns, we introduce an approximately zero distance fuzzy set [26] taken, in this work, as the bell-shaped function (13) The parameters and are set by the analyst: the larger the value of the ratio , the narrower the fuzzy set, and the stronger the definition of similarity [20] .
The distance score between two trajectories is then computed as (14) With respect to AAKR, weighted reconstruction allows all the reference training trajectories (rather than only the single measurement ) to carry useful information for the reconstruction of the missing data in the currently developing trajectory [23] . To this aim, weights are computed with a decreasing monotone function [20] , such that the smaller the distance , the larger the weight given to the th reference trajectory: (15) The same value of used in (13) is here employed in order to reduce the number of parameters to be set. Finally, the reconstruction, , of the observed value at time of the th signal, , in the test trajectory is the weighted sum of the last element of each reference trajectory [23] :
C. Signal Reconstruction Using RNN
The architecture of the Elman RNN that has been used in this work consists of input, context, hidden, and output layers which are connected by weights (synapses) [13] . This RNN is constructed in such a way that the outputs of some layers are fed back to the same or preceding layers [27] . At a specific time , the input at time and at current time are used as inputs to the network. Thus, the input layer entails also consid- ering the input node (neuron) fed with the observed value at time of the th signal, . The output, , results in the aggregation of previous and current observed values [13] , [27] [28] [29] . The standard back-propagation learning rule is typically employed to train the network [30] .
Indicating by the total input to the th hidden node, by the output of the th hidden node, and by the output of the th context node, the following equations hold. (20) where , and , , , are the weights of the links between the input node and the hidden layer, between the context layer and the hidden layer, and between the hidden layer and the output node, respectively; is a sigmoidal activation function.
IV. CASE STUDY
A real industrial case study concerning the identification of anomalous operational transients in a rotating machine of an energy production plant (whose detailed characteristics cannot be reported, due to confidentiality reasons) has been considered. A dataset containing the measurements of temperature signals taken for a total of time instants during 1 year is available. Fig. 1 shows an example of the evolution of one of the measured signals.
An extensive pre-analysis of the available dataset has highlighted a seasonal behavior of the signals, which is due to different operational and environmental conditions. Thus, we have divided the original dataset into 4 seasonal sets containing 1500 measurements each (Fig. 1) . In season 1, a constant temperature has been measured between and due to a problem with the measurement sensor. A training set has been built by taking the first 800 measurements of each set. The remaining 700 measurements in each season are equally divided into a validation set for optimally tuning the AAKR, FS, and RNN parameters, and setting the value of the threshold (see Section II); and a test set for accuracy, robustness, and spillover metrics evaluation. The parameters of the three reconstruction methods have been set by performing an automatic tuning procedure based on trial and error. In practice, with respect to the AAKR method, a possible range of values [0.01, 0.4] of the parameter has been identified, and the reconstruction of the validation set has been performed considering 40 equally spaced values. The minimum value of the MSE on the validation set has been obtained for (Fig. 2) . Similarly, the three parameters, , , and , of the FS method have been set by considering a three dimensional grid with , , and values in the ranges [0.005, 0.4], [0.01, 0.3], and [2, 10] , respectively. The triplet with the associated minimum MSE in the reconstruction of the validation set is (0.05, 0.05, 2) (Fig. 3) . Finally, The RNN has required setting the number of nodes in the hidden layer. This setting has been done by developing RNNs with a number of hidden nodes from 6 to 20, and selecting the one with 14 nodes, because it gives the lowest MSE in the reconstruction of the validation set. Fig. 4 shows the evolution of the MSE on the validation set as a function of the number of nodes.
Although the obtained parameter values are specific for the application considered in this work, the proposed trial and error procedure for parameters setting can be adopted in other applications. The interested reader can refer to [8] for an application of the AAKR and the parameters setting procedure to the monitoring of a reactor coolant pump of a nuclear power plant. The application of the FS and the parameters setting procedure has been discussed in [23] with respect to the reconstruction of missing data in shut-down transients of a turbine. Application of the RNN and discussion of the parameters setting can be found in [27] in the context of on-line identification and reconstruction of finite automata. Residuals obtained using the AAKR reconstruction method are shown in the upper box, those obtained using the FS reconstruction method are in the middle box, and residuals obtained using the RNN reconstruction method are in the lower box.
A. Accuracy
As shown in Fig. 5 , the RNN method is by far the most accurate among the three methods, with a threshold much narrower (that is, a smaller MSE) than those of FS and AAKR. The test residuals of all three reconstruction methods remain within the region defined by the respective thresholds for almost the entire test set, although residuals of the FS reconstruction show a larger variance with respect to the AAKR and RNN methods. This result leads to a larger MSE of the FS reconstruction method, as shown in Table I .
B. Robustness
Robustness with respect to the reconstruction of the th signal is computed by applying (4) to simulated anomalous conditions such as linear and step drifts that are typical for these signals. Fig. 6 and Fig. 7 show the residuals of the reconstructions of the test set for the first, and the fourth seasons, respectively, when the th signal observation is affected by the same linear drift (dotted line): AAKR residuals are in the upper box, FS residuals are in the middle box, and RNN residuals are in the lower box.
The RNN method is the worst performing method, whereas FS and AAKR are robust with respect to the linear drift anomaly. In particular, FS tends to perform better than AAKR, as its residuals follow the linear drift more closely and regularly, avoiding multiple alarm triggering (as AAKR would do during the fourth season for measurements at time 1276 and 1302 hours). On the other hand, concerning the fault detection speed, AAKR is less prompt than FS in triggering the alarm. This difference is due to the fact that FS, even though it is more robust, is less accurate, and thus has associated to it a higher threshold (see previous Fig. 5) . Furthermore, FS tends to delay the anomalous conditions detection due to the need for collecting measurements for the comparison of the test trajectory with the reference trajectories. Table II summarizes the results in terms of the robustness metric of (5). The residuals obtained in the reconstruction of a test set characterized by the application of a step drift on a signal are shown in Fig. 8 and Fig. 9 (for the fourth, and second seasons, respectively). The obtained results (Table III) confirm that FS is the most, and the RNN method the least robust of the reconstruction methods. In both cases of linear and step drifts, the RNN method is not capable of reconstructing the expected value of the signal in normal operating conditions; the provided reconstruction is indeed very similar to the measurements, and from the analysis of the residuals it is not possible to detect abnormal conditions. For these reasons, we consider the RNN method unsuitable for the detection of failures in this case.
C. Spillover
The spillover effect is evaluated by considering the reconstruction of a signal different from that to which a step drift has been applied. The obtained results are summarized in Table IV : a deviation of the residuals out of the region of normal operating conditions is a symptom that the reconstruction method is affected by spillover, which can lead to false alarms. Fig. 10 and Fig. 11 show the residuals of the reconstruction of a signal which is not affected by any step, considering the second, and third seasons, respectively, and the application of a step on another signal.
As expected, the RNN method is not affected by spillover, because (by definition of the model) reconstruction of the th signal is based exclusively on the th signal itself, which is not affected by any drift. The AAKR reconstruction method is the most affected by the spillover effect, which causes the triggering of false alarms on signal , whereas the residuals provided by the FS always remain below the threshold in the normal operating conditions region. This difference of the two methods can be explained by the following two observations. 1) Because FS is less accurate than AAKR, its failure threshold is higher, and thus alarms are more difficult to be triggered. 2) Among the input of the FS model, there are the previous normal operating condition values of signal which are instead not used by the AAKR method, and which can reduce the spillover effect.
V. ENSEMBLE
The comparison of the three methods for signal reconstruction has shown their different capabilities on the data considered. The RNN method has proven to be the most accurate in the reconstruction of normal operating conditions, and to be not affected by the spillover effect, but it is not robust with respect to the reconstruction of anomalous conditions. Thus, the RNN method cannot be used as a reconstruction method for our fault detection purposes. FS has shown to be satisfactory from the point of view of robustness and spillover effects, but the least accurate, whereas AAKR is the fastest in triggering alarms in case of anomalous conditions. Both FS and AAKR are suitable for our fault detection purposes, although their not-completely-satisfactory accuracy requires setting high residuals thresholds for the anomalous condition detection. This setting may cause delays in the triggering of the alarm by the fault detection system. To overcome this hurdle, and further improve reconstruction performance, an ensemble approach can be embraced by way of which a combination of the outcomes of the methods is used, instead of the individual outcome. This approach is expected to bring benefits to the reconstruction performances because the ensemble would exploit, at the same time, the different capabilities of the different methods [31] . The development of an ensemble approach requires the aggregation of the outcomes provided by the three reconstruction methods. A detailed discussion of possible strategies of aggregation (e.g., based on the computation of the simple mean or median of the individual model outcomes) can be found in [31] . In this work, we consider the median of the reconstruction provided by AAKR, FS, and RNN because it allows discarding possible outlying outcomes which could, on the contrary, negatively influence the mean. Table V (columns 1 through 6) compares the performance of the ensemble with those of FS and AAKR. The RNN method has not been considered in Table V because, due to its low robustness, it cannot be employed alone within our FD system. It is, however, interesting to observe that the ensemble is more accurate and resistant to spillover than the other methods, thanks to the contribution of the RNN reconstructions. Furthermore, with respect to the robustness in the reconstruction of an anomalous condition, the performance of the ensemble is close to that of the AAKR and FS. In practice, in case of an anomalous condition, the ensemble outcomes, obtained as the aggregation of the AAKR, FS, and RNN outcomes, are not remarkably influenced by the RNN outcomes which are affected by large errors.
To further compare the ensemble with the AAKR and FS from the point of view of fault detection performance, an indicator of overall performance, , which aggregates the three metrics of accuracy (MSE), robustness (S), and spillover (A) has been defined according to [8] (21)
In Table V (last column), notice that of the proposed ensemble is more satisfactory than that of FS and AAKR. This result confirms that a fault detection system based on an ensemble of the three reconstruction methods considered is capable of overcoming the limitations of each method, and of exploiting their strengths, leading to overall satisfactory results with respect to our fault detection purposes.
Future research work will consider the possibility of further improving the reconstruction performance of the ensemble by using other aggregation methods, such as those based on the weighted sum of the method outcomes, with weights proportional to the local performance of the methods in the reconstruction of training patterns similar to the test pattern.
VI. CONCLUSIONS
A comparison of the performance of three reconstruction methods has been presented in the context of fault detection in industrial components. To this aim, real temperature data collected during one year of operation in a rotating machinery system has been considered. The comparison has regarded reconstruction methods based on Auto-Associative Kernel Regression (AAKR), Fuzzy Similarity (FS), and Recurrent Neural Network (RNN). The methods have been evaluated from the point of view of accuracy, robustness, spillover effect, and speed of anomaly detection.
The results have shown different capabilities and drawbacks of each method. In particular, although the RNN method has proven to be the most accurate in the reconstruction of normal operating conditions, and to be not affected by the spillover effect, it cannot be effectively used for our fault detection purposes because it is not robust with respect to the reconstruction of anomalous conditions. On the other hand, FS is satisfactory from the point of view of robustness and resistance to the spillover effects, but is the least accurate. Finally, AAKR is the fastest in triggering alarms in case of anomalous conditions, but the least resistant to the spillover effect.
To improve the reconstruction performance, the AAKR, FS, and RNN methods have been combined within an ensemble framework. The obtained results have shown that the overall performance of the proposed ensemble is more satisfactory than that of the single methods, and is capable of overcoming the limitations of each method while exploiting their strengths.
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