A nyelvkontúrkövető algoritmusok és a gépi tanulás összekapcsolhatóságának vizsgálata by Trencsényi, Réka
A nyelvkontúrkövet® algoritmusok és a gépi
tanulás összekapcsolhatóságának vizsgálata
Trencsényi Réka
Debreceni Egyetem, Villamosmérnöki Tanszék
Kivonat A publikáció a digitális beszédszintézis tárgykörébe tartozik,
és ötvözi a vizuális információkra épül® artikulációs beszédszintézis, il-
letve a gépi tanulóalgoritmusok eszkösztárának alkalmazását. A vizuális
információkat dinamikus MRI- és UH-felvételek automatikusan illesztett
nyelvkontúrjaiból kinyerve gépi tanítást valósítunk meg, melynek célja
a nyelvkontúr hiteles rekonstrukciója. A neurális hálózat be- és kime-
neti paramétereinek különböz® beállításával módosítható a tanulóalgo-
ritmus jellege. Ennek megfelel®en három különböz® irányvonal mentén
történik tanítás: MRI-adatokból MRI-nyelvkontúrt, UH-adatokból UH-
nyelvkontúrt, illetve UH-adatokból MRI-nyelvkontúrt hozunk létre.
Kulcsszavak: artikulációs beszédszintézis, nyelvkontúrkövetés, gépi ta-
nulás
1. Bevezet®
A beszédkutatás egyik legdinamikusabban fejl®d®, ugyanakkor egyre összetet-
tebb technikai és módszertani kihívásokat rejt® területe a beszédfelismerés mel-
lett a digitális beszédszintézis, ami már napjainkban is szerves részét képezi az
ember-gép kapcsolatnak. Ebben a vonatkozásban kulcsfontosságú a gép kom-
munikációs szerepe, hiszen alapvet® rendeltetése a szöveg-beszéd transzformáció
megvalósítása, azaz a természetes emberi beszéd közben kialakuló akusztikai
produktum életh¶ utánzása. Ennek kiterjesztett változatában a beszédet jellem-
z® szupraszegmentális elemek (beszédritmus, hanger®, hangmagasság, hangszín,
hanglejtés, hangsúly) gyelembevételével tovább nomítható a modell, aminek a
beszédfelismerés területén is igen nagy jelent®sége lehet (Czap és Pintér, 2015).
Napjainkban a beszédszintézis területén zajló kutatások f®ként a szövegfelolvasó
rendszerek megalkotására és tökéletesítésére fókuszálnak, ami olyan alkalmazá-
sok elterjedését teszi lehet®vé, mint például az utastájékoztató rendszerek, a
beszél® okoskészülékek, a szépirodalmi felolvasók, a képerny®olvasók vagy a te-
lefonos tudakozó szolgáltatás. A kutatások hagyományos irányvonalát képvisel®
szövegfelolvasók esetén a beszédépítés emberi hangminták közvetlen vagy közve-
tett felhasználásával történik. A törekvések sikerességét a szakirodalom számos
közleménye bizonyítja (Olaszy, 1999; Olaszy és mtsai, 2000; Németh és mtsai,
2006; Sproat, 1997; Schröder és Trouvain, 2003; Besacier és mtsai, 2014), me-
lyek igen gazdag tudásanyagot és sokrét¶ tapasztalatot tükröznek. A klasszikus
koncepciók mellett azonban olyan területek is kezdenek kibontakozni, melyek
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kevésbé kidolgozottak, és rengeteg nyitott probléma vár még megoldásra. Ide
sorolható például az artikulációs (Zappi és mtsai, 2016; Czap és mtsai, 2019)
vagy a gépi tanuláson alapuló beszédszintézis (Wu és mtsai, 2015; Arik és mtsai,
2017).
Az artikulációs beszédszintézis az akusztikai produktum utánzását emberi
hangminták alkalmazása helyett az emberi hangképzés és artikuláció gépi leké-
pezése révén próbálja megvalósítani. Ennek egyik modern technológiai vonula-
ta a robotok beszédének el®állításához szükséges artikulációs elektromechanikus
beszédkelt®kre irányuló kísérletezés. A szintézis kiindulópontja az artikulációs-
akusztikai konverzió végrehajtása, ami a beszédhez kapcsolódó vizuális informá-
ciókra épül (Czap és Mátyás, 2005). Ennek folytán lényegi szerepet kapnak a
különböz® képalkotó eljárások (például mágnesesrezonancia-képalkotás (MRI),
komputertomográa (CT), ultrahang (UH)), melyek új információcsatornákat
kapcsolnak be a tudományos kutatások folyamatába. Ennek megfelel®en a be-
széd közben készült MRI- vagy UH-felvételek potenciális forrásai lehetnek az
emberi artikulációt jellemz® paraméterek vizuális módon támogatott kinyerésé-
nek. Mivel a hangok képzésében legaktívabban a nyelv vesz részt, így els®sorban
a nyelv mozgását célszer¶ a lehet® legpontosabban monitorozni. Az utóbbi évek-
ben az erre irányuló vizsgálatok közkedvelt eszközei a már említett MRI, CT
és UH mellett az elektropalatográa (EPG) vagy az elektromágneses artikulog-
ráa (EMA). Az egyszer¶bben hozzáférhet® UH, EPG és EMA eljárások alkal-
mazásával csak bizonyos síkmetszetek mentén kaphatunk információt a beszéd
dinamikai jellemz®ir®l, míg a klinikai körülményeket igényl® MRI és CT berende-
zések segítségével akár háromdimenziós morfológiai adatokra is szert tehetünk.
A közelmúltban több tanulmány is foglalkozott dinamikus nyelvkontúr-követési
algoritmusok kidolgozásával és fejlesztésével (Li és mtsai, 2005; Csapó és mtsai,
2017; Zhao és Czap, 2019), ami az egyik alappillérét képezheti az artikuláci-
ós beszédszintézis témakörében végzett kutatásoknak. A nyelvkontúr dinamikus
letapogatását a szagittális síkban érdemes elvégezni, ahol egy kétdimenziós met-
szeten látható a nyelv fel-le, illetve el®re-hátra irányú mozgása. A vizsgálatok
legkényelmesebb kellékei UH- vagy MRI-felvételek lehetnek, melyek el®nye a jó
térbeli és id®beli felbontás, a kép- és hanganyag szinkronizálhatósága, illetve
a beszél® alany sugárterhelést®l való mentesítése. A nyelvkontúr kijelölése tör-
ténhet manuálisan vagy automatikus algoritmusok segítségével, bár az adott
felvételt alkotó képkockák számának százas vagy akár ezres nagyságrendje in-
dokolttá teszi a dinamikus programozás favorizálását a kézi er®vel szemben. A
nyelvkontúr detektálásának hatékonyságát nagymértékben meghatározza a fel-
vétel min®sége, illetve a kontúrkövet® algoritmus típusa (például AutoTrace3,
EdgeTrak, TongueTrack, AutoTrace3.5) ezért gyakorlatilag elévülhetetlen ambí-
ció a nyelvkontúrkövet® programok nomítása.
Ezen túlmen®en perspektivikus irányvonalat jelöl ki a gépi tanulóalgoritmu-
sok alkalmazása is, melynek során a gép bizonyos bemeneti paraméterek halma-
zából a környezetéb®l nyert információk alapján kimeneti eredményeket produ-
kál, miközben javítja a teljesít®képességét. A gépi tanulóalgoritmus lényegében
az emberi agy m¶ködését próbálja imitálni, így kulcsfontosságú szerepet játszik
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a neurális hálózatok m¶ködésének ismerete, illetve életh¶ modellezése. A bioló-
giai neurális hálózatok mintázatok alapján valósítják meg a tanulási folyamatot,
ami a gépi tanulás esetében megfelel® algoritmusok megalkotásával képezhet® le.
A beszédszintézis területén a gép bemeneti paramétereinek halmazát képezhetik
például emberi hangminták vagy vizuális forrásokból nyert adatok, melyekkel el-
végezve a betanítást megszólaltatható az auditív produktum. A vizuális informá-
ciókkal betanított neurális hálózat lehet®sége tehát természetes módon kínálja fel
az artikulációs beszédszintézis és a gépi tanulás módszereinek összekapcsolását.
A lehet®ségek jóformán korlátlanok, az eljárások, illetve ezek kombinációja pedig
javarészt még nincs kimerít®en feltárva. Jelen publikáció a nyelvkontúrkövetés és
a gépi tanulóalgoritmusok együttes alkalmazhatóságának bizonyos vonatkozásait
vizsgálja MRI- és UH-felvételek feldolgozásával.
2. Automatikus nyelvkontúrkövetés
A vizsgálatok tárgyát beszéd közben készült MRI- és UH-felvételek képezték.
Az MRI-felvételeket a Dél-kaliforniai Egyetem honlapján szabadon hozzáférhet®
multimédiás csomagból válogattam ki, az UH-felvételek pedig az MTA-ELTE
Lendület Lingvális Artikuláció Kutatócsoport SonoSpeech rendszerével készült
audiovizuális anyagok formájában álltak rendelkezésemre.
A nyelvkontúrkövetés els®dleges célja a beszédhangokhoz tartozó nyelvállá-
sok dinamikus leírása, illetve a koartikuláció során létrejöv® hangátmeneteket
jellemz® nyelvmozgások tanulmányozása. A kvalitatív analízis mellett a nyelv-
kontúr a beszéd kvantitatív jelleg¶ tanulmányozásának is jó kiindulópontja le-
het, hiszen a nyelvkontúrból származtatható számszer¶ értékek el®segíthetik az
artikulációs modellek mélyebb megértését és fejlesztését. A nyelvkontúr detek-
tálására kidolgozott algoritmusok az alkalmazott eljárásoktól függ®en rendkívül
változatosak lehetnek. A vizsgálataim segédeszközeként olyan algoritmust hasz-
náltam fel, amely a dinamikus programozás technikáját alkalmazza. A nyelvhát
az UH-felvételen világos sávként rajzolódik ki, az MRI-felvételen pedig a szájüre-
gi leveg® sötét tartománya és a nyelvszövet világos tartománya között létrejöv®
kontrasztként érzékelhet®, így a kontúrkövetés mindkét esetben a nyelvhát vona-
lát meghatározó maximális világosságú képpontok megkeresését jelenti. Az algo-
ritmus alkalmazását a felvételek el®feldolgozása el®zi meg, ami a képalkotó eljárá-
sokból adódó zajok és folytonossági hiányok megszüntetésére irányul. Az említett
hibák redukálásának leghatékonyabb eszközei az élkiemel® és átlagoló operációk,
amik matematikailag a konvolúció m¶veletével valósíthatók meg (Czap, 2007).
A megkeresett maximális világosságú képpontok, igazodva a nyelvhát egyenetlen
vonalához, egy nyers görbét hoznak létre, melynek simítása diszkrét koszinusz
transzformációval oldható meg. Az 1. ábra képei automatikusan illesztett nyelv-
kontúrt mutatnak be egy-egy MRI- (a.) és b.)), illetve UH-kereten (c.) és d.)).
Az 1.a ábrán az o hanghoz tartozó nyelvállás gyelhet® meg, míg az 1.c ábra az
a hangnak megfelel® nyelvállást jeleníti meg a simított nyelvkontúr kiemelésé-
vel. Az 1.b és 1.d ábrákon az 1.a, illetve 1.c kereteken megrajzolt nyelvontúrok
simítás nélküli, kinagyított részletei láthatók.
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1. ábra: A nyelvkontúr követése MRI- és UH-felvételeken
Az 1.b és 1.d ábrák speciális transzformációval hozhatók létre az 1.a és 1.c
ábrákból kiindulva. A transzformációs eljárás lényegét a 2. ábrán látható UH-
keret segítségével érzékeltetem. Els® lépésként a radiális geometriájú 2.a képen
a kör középpontjából kiindulva sugárirányú metszeteket képzünk a felvétel által
deniált -45◦  45◦-os tartományban, melyek mentén lényegében újramintavéte-
lezzük a képet. Az így létrejöv® metszeteket oszlopdiagramba rendezzük, melynek
eredményeképpen egy olyan képmátrixot kapunk, ami a descartes-i x-y síkban
jellemezhet® a legkényelmesebben. A mátrixos szerkezet kialakítása nyomán áll
el® a 2.b ábra. A vizsgálatok azt mutatják, hogy az 1/4◦-onként végrehajtott
mintavételezés a legideálisabb, hiszen ekkor a mátrix szomszédos oszlopai között
nem fordul el® két pixelnél nagyobb változás a kontúrban. Az áttekinthet®ség
kedvéért a metszeteket csak 5◦-onként ábrázoltam, amit a 2. ábra fehér vona-
lai szemléltetnek. Az eljárás MRI-keretek esetében ugyanilyen módon m¶ködik
az MRI-kereten megfelel®en kijelölt középpont és (a -45◦  45◦-os tartománytól
általában szélesebb) szögtartomány alkalmazásával.
Az MRI-felvételek adatközl®je angol anyanyelv¶ fér beszél®, aki VCV típusú
hangsorokat szólaltat meg V magánhangzóval és C mássalhangzóval. A bemu-
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2. ábra: Radiális és mátrixos geometriájú UH-keretek
tatott MRI-keret tanúsága szerint a kapott görbe hitelesen követi a nyelvhát
vonalát. Az UH-felvételeken magyar, illetve kínai anyanyelv¶ n®i bemondótól
származó hangsorok vannak rögzítve, melyek CVC, illetve VCV szerkezet¶ek.
Összehasonlítva az 1. ábra képeit, felt¶nhet, hogy az UH-felvételen a nyelvhát
kevésbé éles határvonalként jelenik meg, ami egy elmosódott világos sávot ered-
ményez. Ez a nyelv és a fölötte lév® leveg® határán visszaver®d® UH-hullámok
következményeként alakul ki, így a nyelvkontúr a világos sáv alsó határán loka-
lizálható. Az UH-felvételek további sajátsága, hogy a nyelvgyök és az állcsont
árnyékoló hatása miatt a nyelv hátsó része és a nyelvhegy nem látható a felvé-
telen, így a nyelv alakjáról és mozgásáról csak részleges információt kaphatunk.
A nyelvgyök és az állcsont árnyéka sötét sávként azonosítható az 1.c ábra bal és
jobb oldali részén.
3. Gépi tanulás
Jelenlegi kutatómunkám célkit¶zése az el®z® fejezetben bemutatott nyelvkontúr-
követés és a gépi tanulóalgoritmusok összekapcsolása, illetve az egymáshoz való
viszonyuk bizonyos aspektusainak tanulmányozása. Programjaimat MATLAB-
környezetben hoztam létre, és a gépi tanítást olyan algoritmussal valósítottam
meg, amely a neurális hálózat súlyfaktorait a skálázott konjugált gradiens mód-
szer (Moller, 1993) segítségével határozza meg. Ezen optimalizációs eljárás a
problémához rendelt egyenletrendszert a bemeneti paraméterek ismeretében ite-
rációs módszerrel oldja meg, miközben az eljárással számított kimeneti para-
méterek értékei konvergálnak az el®írt értékekhez. A módszer el®nye, hogy az
iterációs algoritmus lépésközeinek számát minimalizálva elég gyors konvergencia
biztosítható, így a gépi tanítás viszonylag rövid id® alatt véghezvihet®. Az ite-
rációs lépések olyan irány mentén valósulnak meg, ami gyorsabb konvergenciát
biztosít, mint a legmeredekebb ereszkedésnek megfelel® legnegatívabb gradiens,
miközben meg®rzi a korábbi lépésekben kapott hibaminimalizációt.
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A neurális hálózatban két rejtett réteget helyeztem el, melyek egyenként 30
neuront tartalmaztak. A tanuláshoz szükséges bemeneti paramétereket a dina-
mikusan változó nyelvkontúr négy kiválasztott pontjának segítségével jelöltem
ki, melyekhez kimeneti paraméterként a nyelvkontúr diszkrét koszinusz transz-
formáltját rendeltem hozzá. A négy kiválasztott pont relatív helyzete minden
képkockán azonos olyan értelemben, hogy a négy pont minden nyelvkontúr ese-
tében a görbe hosszának kb. 20%, 40%, 60%, 80%-ánál található.
A tanítást els®ként az MRI-forrásból származó be- és kimeneti paraméterek
rögzítésével hajtottam végre, az eredményeket pedig ugyanazon MRI-kereteken
teszteltem. A procedúrát hasonló elv alapján az UH-keretekre is megismételtem,
végül az UH-forrásból kinyert bemeneti paraméterek, illetve az MRI-forrásból
ered® kimeneti paraméterek kombinálásával újra lefuttattam az algoritmust,
majd eredményeimet az MRI-kereteken teszteltem. A következ® alfejezetek a
három különböz® megközelítést tárgyalják.
3.1. MRI-nyelvkontúr tanítása MRI-adatokkal
Az alfejezet az MRI-felvételek esetében elvégzett gépi tanítás eredményeit fog-
lalja össze. A tanítás alapját az a,á,c,cs,d,dz,dzs,e,é,g,i,j,k,l,n,o,ö,r,s,sz,t,u,ü,z,zs
beszédhangokhoz tartozó fonemikus kongurációk képezték. A bemeneti paramé-
tereket a nyelvkontúr négy kiválasztott pontjának képsíkban mért y koordinátája
adta, a kimeneti paraméterek halmazát pedig a nyelvkontúr diszkrét koszinusz
transzformáltjának els® húsz együtthatója határozta meg, melynek alapján a
tanulóalgoritmus futtatását követ®en inverz diszkrét koszinusz transzformáció-
val rekonstruálható a betanított nyelvkontúr. Ez lényegében azt jelenti, hogy
mindössze négy pont felhasználásával történik a teljes görbe el®állítása. Eredmé-
nyeimet a j és t hangok példáján keresztül mutatom be.
A 3.a és 3.c ábrák a j, illetve a t hangnak megfelel® nyelválláshoz illesztett
nyelvkontúrokat prezentálnak. A 3.b és 3.d ábrák ugyanazon j, illetve t hanghoz
tartozó betanított nyelvkontúrokat jelenítenek meg. Az illesztett és a betaní-
tott nyelvkontúrok összehasonlításakor nem mutatkozik gyelemreméltó vizuális
különbség, minimális az eltérés a két görbe között. A 3. ábrán szemléltetett ered-
mények azt tükrözik, hogy a tanulóalgoritmus hatékonyan m¶ködik, amit a 4.
ábra grakonjai is alátámasztanak. Az ábrán a tanítás, a tesztelés és a validá-
lás átlagos négyzetes hibája követhet® nyomon. Látható, hogy gyors csökkenés
mellett a tanítás és a tesztelés hibája lényegében azonos.
3.2. UH-nyelvkontúr tanítása UH-adatokkal
Az alfejezet az UH-felvételek esetében elvégzett gépi tanítás eredményeit foglalja
össze. A tanítás ez esetben a "Most a CVCV, meg a CVCV volt." típusú bemon-
dásokra épült. A bemeneti és kimeneti paraméterek értelmezése ugyanaz, mint
az el®z® alfejezetben, és a lépéseket ezúttal a g és s hangok példáján keresztül
vezetem végig.
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3. ábra: Az illesztett és betanított MRI-nyelvkontúr a j és t hangok esetében
4. ábra: A gépi tanítás átlagos négyzetes hibája MRI-MRI tanítás esetén
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A 5.a és 5.c ábrák a g, illetve a s hangnak megfelel® nyelválláshoz illesztett
nyelvkontúrokat demonstrálnak. A 5.b és 5.d ábrák ugyanazon g, illetve s hang-
hoz tartozó betanított nyelvkontúrokat mutatnak be. Összehasonlítva az illesz-
tett és a betanított nyelvkontúrokat, ez esetben sem gyelhet® meg számottev®
különbség a két görbe között. A tanítás, a tesztelés és a validálás átlagos négy-
zetes hibájának alakulását az 6. ábra tünteti fel, melynek tendenciája hasonló
az MRI-felvételekkel megvalósított tanítás során kapott görbékhez.
5. ábra: Az illesztett és betanított UH-nyelvkontúr a g és s hangok esetében
3.3. MRI-nyelvkontúr tanítása UH-adatokkal
Az el®z® két alfejezetben a gépi tanulás be- és kimeneti paraméterei ugyanazon
forrásból származtak, hiszen MRI-nyelvkontúrt MRI-adatokkal, UH-nyelvkontúrt
pedig UH-adatokkal tanítottunk. Érdemes azonban azt is tanulmányozni, hogy
milyen sikerrel kapcsolhatók össze a két különböz® forrás paraméterei. Ebb®l
a célból a neurális hálózatot úgy szerkesztettem meg, hogy bemeneti paramé-
tereit az UH-nyelvkontúr négy kiválasztott pontja, kimeneti paramétereit pe-
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6. ábra: A gépi tanítás átlagos négyzetes hibája UH-UH tanítás esetén
dig az MRI-nyelvkontúr diszkrét koszinusz transzformáltja alkotta. Ezáltal egy
olyan tanítási mechanizmus hozható létre, melynek során MRI-nyelvkontúrt al-
kothatunk UH-adatok felhasználásával. Eredményeim ismertetéséhez újfent az a
hangot hozom fel példaként. Megjegyzem, hogy a felhasznált adatbázis mérete
nagyságrendekkel elmarad a 3.1., illetve 3.2. alfejezetekben taglalt körülmények-
hez képest. Ennek oka, hogy az MRI- és UH-forrásokból származó felvételek
nem minden esetben azonos típusú bemondásokat szólaltatnak meg, és emellett
az egyes beszédhangokhoz rendelt képkockák száma sem egyezik meg, ami meg-
nehezíti a tanulóalgoritmus paramétereinek összehangolását. A bemondások és
mintaszámok szinkronizálása azonban jelenleg is folyamatban van.
A 7.a ábra a k hangnak megfelel® nyelválláshoz illesztett nyelvkontúrt szem-
léltet. A 7.b ábra ugyanazon k hanghoz tartozó betanított nyelvkontúrt illuszt-
rál. Az eredmény akár több szempontból is érdekes lehet, hiszen amellett, hogy
különböz® anyanyelv¶, eltér® nem¶ adatközl®k különböz® képalkotó eljárással
készített felvételeib®l származnak a neurális hálózat révén összekapcsolt be- és
kimeneti paraméterek, az sem elhanyagolható körülmény, hogy a tanítás sz¶-
kebb adathalmazból kiindulva produkál b®vebb adathalmazt. A 2. fejezet végén
ugyanis említettem, hogy az UH-felvétel nem képes megjeleníteni a nyelv hátsó
részét és a nyelvhegy régióját, ami az MRI-felvételen természetesen akadályok
nélkül látható. Ez pedig azt vetíti el®re, hogy az UH-felvételekb®l származó rész-
leges adatokkal tanulóalgoritmusok bevetésével hatékonyan becsülhet® a teljes
nyelvhát kontúrja.
A 8. ábrán a tanítás, a tesztelés és a validálás átlagos négyzetes hibájának
futása elevenedik meg. Látható, hogy a tanítás és a tesztelés hibagörbéje nem
mutat olyan mérték¶ együtthaladást, mint amit a 4. és 6. ábrák tükröznek. Ez
a tanítóalakzatok fentebb említett csekély számának a következménye, a kezdeti
XVI. Magyar Számítógépes Nyelvészeti Konferencia Szeged, 2020. január 23–24.
241
7. ábra: Az illesztett és betanított UH-nyelvkontúr a k hang esetében
adathalmaz b®vítésével azonban javulás várható a görbék relatív lefutásának
tekintetében.
8. ábra: A gépi tanítás átlagos négyzetes hibája UH-MRI tanítás esetén
4. Összefoglaló
A cikk az artikulációs beszédszintézisben fontos szerepet játszó automatikus
nyelvkontúrkövet® algoritmusok, illetve a gépi tanítás együttes alkalmazását de-
monstrálja dinamikus MRI- és UH-felvételek feldolgozásával. A gépi tanulás a
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neurális hálózat be- és kimeneti paramétereinek megfelel® kombinálásával MRI-
MRI, UH-UH, illetve UH-MRI viszonylatban valósul meg. Megjegyzem, hogy a
jelenlegi fázisban még igen korlátozott számú tanító- és tesztel®alakzat áll rendel-
kezésre, de a forrásadatok fokozatos b®vítés alatt állnak. Az aktuális eredmények
a folyamatban lév® kutatómunkából csupán egy keskeny szeletet, egy pillanat-
képet villantanak fel, hiszen az artikulációs beszédszintézis és a gépi tanulás
területei önmagukban véve is rendkívül sok problémát vetnek még fel, amiknek
jó része egyel®re csak részlegesen tekinthet® megoldottnak. Ennek megfelel®en a
kutatások jöv®beli irányát meghatározhatja például a vizuális információkra ala-
pozott, statisztikai elven m¶köd® vagy szabályalapú algoritmusokkal létrehozott
beszédszintézis modelljeinek tökéletesítése, ami alapvet® fontosságú lehet pél-
dául a klinikai célú beszédterápiában, a nem anyanyelvi nyelvtanulási tréningek
kialakításában vagy a néma beszéd megszólaltatásához szükséges szintetizátorok
konstrukciójában és fejlesztésében.
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