T h e infinite population simple genetic algorithm is a discrete dynamical system model of a genetic algorithm. It is conjectured that trajectories in the model always converge to fixed points. This paper shows that an arbitrarily small perturbation of the fitness will result in a model with a finite number of fixed points. Moreover, every sufficiently small perturbation of fimess preserves the finiteness of the fixed point set. These results allow proofs and constructions that require finiteness of the fixed point set. For example, applying the stable manifold theorem to a fixed point requires the hyperbolicity of the differential of the transition map of the genetic algorithm, which requires (among other things) that the fixed point be isolated.
Introduction
introduced a rigorous dynamical system model for the binary-representation genetic algorithm with proportional selection, with the simplifylng assumption of an infinite population size. This model has been further extended in Vose and Liepins (1991) , Vose and Wright (1995) , and Vose (in press) . If the string length is t, the model is defined in terms of a differentiable mapping G from R" into itself, where n = 2'. The mapping G describes the way a population changes from one generation to the next. The fixed points of G are of primary importance, because it is conjectured that the iterates of G always converge to a fixed point. (According to the conjecture, the dynamical system does not show periodic or chaotic behavior. Such behavior has never been observed in practice.) The conjecture is known to be true when the fitness function has low epistasis) (Vose & Wright, 1995) .
An exact Markov chain model for the finite population genetic algorithm was introduced by Nix and Vose (1992) and extended by Vose (1996) . This work makes precise the idea that for large population size and positive mutation, a finite population genetic algorithm will spend most of its time near fixed points of the corresponding infinite population genetic algorithm.
We can easily construct examples in which G has an infinite number of fixed points. For example, this happens when mutation is zero and all strings have the same fimess (Booker, 1993) . It is shown in Vose (1990) and Vose (1996) and in Section 5 of this paper, that the fixed points of are the solutions of a system of n quadratic equations in n unknowns. While such a system of equations may have spaces of solutions, transversality techniques of differential topology can be used to show that a small perturbation of the coefficients of the equations will make the solution set finite. (See, for example, Wright (1985) .) This paper shows that the set of fitness functions such that there are finitely many solutions to G(x) = xis dense and open. In other words, it is a generic property of fitness that G has finitely many fixed points; without specific knowledge to the contrary, it is a reasonable assumption because it is the typical case from both a measure-theoretic and a topological perspective. In particular, consequences obtained from the assumption will be the rule rather than the exception.
The importance of finitely many fixed points to the theory of the simple genetic algorithm is mainly that it allows constructions and proof techniques that require finiteness in order to be carried out. For example, applications of the stable manifold theorem (see Vose & Wright (1995) , for instance) rely on the hyperbolicity of the differential of G at fixed points, which in turn is related to the finiteness of the fixed point set. Moreover, the degree to which the qualitative behavior of a finite population genetic algorithm accords with the dynamical system corresponding to is also related to the finiteness of the fixed point set.
(This is touched upon in the conclusion of this paper.) The relationship between the finite and infinite population genetic algorithms is further explained in Vose (in press).
The Simple Genetic Algorithm
The simple genetic algorithm is a standard genetic algorithm over fixed-length binary strings that uses proportional selection and various types of crossover and mutation.
We consider a generalization of the infinite population model of the simple genetic algorithm, introduced in Vose (1990) , which is the theoretical framework used in Vose (in press). The domain Q is the set of length4 binary strings. Let n = 2' and note that elements of Q correspond to integers in the range [0, n). They can thereby be thought of interchangeably as integers or as bit strings that are regarded as column vectors with entries from (0,l). Because of frequent use, it is convenient to let 1 denote the vector n -1 (which is the vector of all 1s). Let ek denote the kth column of the n x n identity matrix.
Let @ denote the bitwise exclusive-or operation, and let 8 denote the bitwise and operation, on R. For x E SZ, the ones complement of x is denoted by 5. Note that 2 = 1 @I x.
If expr is an expression that is either true or false, then
The n x n permutation matrix whose i,jth entry is 6;@kj is denoted by A population is a real-valued probability vector x indexed over R; the probability (or fraction) of string i in population x is xi. The set of all populations is the unit simplex A = { x E (R''>" : lTx = 11, where R?' denotes the nonnegative reals. The ek are vertices of A and correspond to populations consisting entirely of one string type (namely k).
A n x n mixing matrix M encodes mutation and crossover. M is defined so that M,j is the probability of obtaining the 0 string by applying mutation and crossover to the parent strings i andj. Thus, xTMx is the probability (or fraction) of the 0 string as the result of applying crossover and mutation to population x. The formula for the M matrix is given in Vose (in press) and is repeated here for completeness.
ffk. Note that (ffkx)j = x;@k.
We first give the formula for crossover only (no mutation). Considering k E R as a wossover mask used with parents i,j E Q, the children are (i @ k) 8 ( j 8 k) and (J 8 k) CE (i 8 k).
We assume one child is kept (with equal probability). If X k denotes the probability that mask k is used, M is given by We now incorporate mutation. Let p i , i E R, be the probability that a string x is mutated into the string x 3 i. T h e standard assumption is that mutation is described by a rate r E [0,0.5).
In this case, the pi are given by the formula ',' .
.
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Under general crossover and mutation, referred to as mixing, M is given by
Note that M is symmetric and nonnegative. Mutation is said to be positive when p i > 0 for all i E R (which is the case for a positive mutation rate).
The recombination function M : A -A has component functions defined by
is the probability of string k in the population that is obtained by applying mutation and crossover to population x.
The following lemma will be useful later on (in Section 5). In particular, it shows that
PROOF: First note that M i a k j 5 k is the probability of obtaining k by mixing i andj. Thus, for
Note that M is homogeneous ofdeyee 2; that is, M(ax) = 0 2 M ( x ) for any scalar a . Assuming afitnessfinction f : R + R', proportional selection is the mapping 3 :
The fitness function is regarded as a vector through the correspondencef; = f ( i ) .
The transition from one generation to the next of the infinite population simple genetic algorithm is given by the mapping
G = M o F : A -A
To emphasize the dependence on the fitness function, S may be written as $.
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Nonsingularity of Matrices
In this section, we show how square matrices can be made nonsinplar by making arbitrarily small adjustments to their diagonals. These results will later be applied to submatrices of differentials.
LEMMA 3.1: Let M be the partitioned matrix where A and C are square. Then det (M) = det (A) . det (C).
PROOF: Induct on the dimension of A . If A is 1 x 1, the lemma follows directly from an expansion of the determinant by cofactors using the first column of M . The inductive step follows, using the same technique, by observing that the inductive hypothesis allows the determinant of C to be factored out of the resulting sum. The remaining factor is the determinant of A. 0
For an n-vector a, let diag(a) denote the n x n diagonal matrix with iith entryf;. THEOREM 3.2: Let M be an n x n matrix and let a be an n-vector. The set The case n = 1 is trivial. For the inductive step, expand det (M -diag(a)) by cofactors using the first column. The first term in the resulting sum has the form ( M~J -ao) det (C). By the induction hypothesis, a small perturbation of (a1 , a2, . . . , a,-1 } makes det (C) nonzero.
Hence this first term is a nonzero polynomial in ao. Since no other terms in the expansion involve ao, the determinant is a polynomial in a0 that can be perturbed away from zero. 0
Transversality
This section provides necessary background in differential topology. The treatment here follows Chow, Mallet-Paret, and Yorke (1978) . Other references for this material include Milnor (1965) , Abraham and Robbin (1967) , and Palis and de Melo (1982) .
The tranmersality theorem of differential topology implies that when two manifolds (surfaces) of dimension k and 1 meet in an n-dimensional space, then, after a small adjustment, their intersection will be a manifold of dimension (k + I -n). If k + I < n, then one expects the intersection to be empty. Thus, two surfaces in 3-space would intersect in a curve, and a surface and a curve in 3-space would intersect in a discrete set of points.
space and a point in n-dimensional space. A point is a 0-dimensional space, so we would expect a 0-dimensional intersection. In other words, after a possible small adjustment, the intersection would be discrete. I f g : R" -R" is differentiable andy E R" is a given point, a small adjustment of g will make the inverse image ofy under g a discrete set of points.
For our purposes, we are concerned with the intersection of the image of an n-dimensional PROOF: By surjectivity, the differential dg, : R" + R" is nonsingular. Hence the inverse 0
The next theorem, which is taken from Chow, Mallet-Paret, and Yorke (1978) , can be viewed either as a generalization of Sard's theorem or as a special case of a transversality theorem.
function theorem implies that g is a local diffeomorphism. 
. Equations for Fixed Points
We show how fixed points of G can be found by solving the system of quadratic equations
M(x) = F-'x
In Section 7, we will apply transversality to N : R"
show that after a small adjustment of 3-1, W ' ( 0 ) is a discrete set of points. Note that T ' ( 0 ) is the set of fixed points of G.
The material of this section is adapted from Vose (1990) and Vose (1996) . 
Linear Subspaces and Cones
This section brings together some definitions and technical results concerning when the mixing map M preserves the positive orthant of a coordinate subspace of R". These will be useful in establishing the main results (given in Section 7).
For @ C Q, define L(@) to be the linear span of the set of basis vectors { e k : k E @}. Clearly, the dimension of G(@) is the cardinality of @. Define C ( @ ) to be the cone generated by { e k : k € @}, and let Co(@) be its interior, LEMMA 6.1: Let @ C Q. I f @ is nonempty, exactly one of thefollowing holds: 
Fixed Points in the Interior of the Simplex
This section presents the main result of this paper in Corollary 7.3.
It is convenient to regard
By Proposition 5.1, xis a fixed point of $ if and only if ' H&) = 0. The notationfinctionlset used below indicates thatfinction is to be considered as having domain set. NOTE: Since we have assumedf > 0, an arbitrarily small perturbation of a is equivalent to an arbitrarily small perturbation of fitness.
The reason for proving Theorem 7.1 is to establish it sequentially for the faces of C(Q) in order of dimension. The main work is proving the next lemma. The differential d'H,, is the n x 2n partitioned matrix (-diag(x) 1 d M , -diag(a) ). Let m = 1 0 1 , denote the inclusion mapping from C ( 0 ) into R" by i, and denote the projection from R" onto C(@) by T .
where is defined from M in the same way as ' Fl is defined from 'H. (0) is also finite, since Xu IC(0) = cTcu) I C ( @ ) .
H; '(0). We now show that the remaining coordinates of a (those not indexed by elements of 0) can be perturbed so that d('HJw is nonsingular-that is, so that x is a regular point of 'Tiu. Reorder the standard basis for R" so that those basic elements corresponding to elements of 0 come first. Under this ordering, the differential d ('H,) , is represented by a partitioned matrix of the form -The lower left block is zero, since Hu(L(@)) C C(@), and we have already perturbed a (as above) so that d ('Ft,(u) ),(w) is nonsingular. Since d(l-la) , is also of the form dM, -diag(a), Theorem 3.2 applies to the submatrix E. Hence there is an arbitrarily small perturbation of the coordinates of a not indexed by elements of @, making E nonsingular. Once E is nonsingular, Lemma 3.1 implies that the differential is nonsingular.
This argument can be applied successively to the finitely many points of C(@) n EL' (0). By Theorem 4.3, the perturbations, if sufficiently small, will preserve the regularity of previously considered points. 0 PROOF OF THEOREM 7.1: Consider the cardinality-I subsets of Q, which correspond to the vertices eo, el, . . . , en-1 of A. For k = 0, 1, . . . , n -1, we perturb a so that d(%,Jek is nonsingular.
(d(7-lFla)ea is of the form dM,, -diag(a), so we can apply Theorem 3.2). Theorem 4.3 ensures that these perturbations can be chosen to preserve the regularity of previously considered points. Thus, we may suppose a has been perturbed so that each d(IFIo)ea is nonsingular.
Choose an ordering of the subsets of iz of cardinality greater than 1 so that subsets are ordered by increasing cardinality. This corresponds to an ordering of the faces of C(Q) so that lower-dimension faces precede higher-dimension faces. Apply Lemma 7.2 to each face in turn. T h e final face is C (Q) The finiteness of the set of fixed points of Gf follows from Theorem 4.1.
Conclusion
Although it is beyond the scope of this paper to thoroughly show how the finiteness of the fixed point set is related to the degree to which the qualitative behavior of a finite population genetic algorithm accords with the dynamical system corresponding to G, a few brief remarks in that area will be made here. A finite population GA has population transitions that are essentially perturbations according to a multinormal distribution from P G(P> This is illustrated by Figure 1 .
The thick arrow represents the transition according to G; the thin arrow represents a possible transition taken by a finite population GA. The distribution of transitions of the finite population GAis multinomial-centered at the transition by G. The curve schematically indicates the multinormal approximation to this multinomial distribution.
In the case of a continuum of fixed points, these "sampling errors" (deviations from G) can accumulate, as in Figure 2 , to yield large differences in the evolutionary trajectories.
As in Figure 1 , the thick lines represent transitions according to G, and the thin arrows represent those taken by a finite population GA. T h e thin line in the center represents an "attracting" continuum of fixed points. T h e transitions of G are toward this continuum of fixed points. Although evolution toward a is predicted by 8, a finite population GA may in fact be tending toward b. The underlying dynamical system biases trajectories to move toward the fixed point set, but because no bias is provided in the orthogonal direction, lateral drift (due to stochastic effects) is to be expected.
T h e analogous situation can be significantly different in the case of finitely many fixed points. A view of possible dynamics in a neighborhood of an attracting fixed point is represented in Figure 3 .
The thick lines represent transitions of 5; toward the attracting fixed point a. Here, there is no direction in which stochastic drift is not biased toward the fixed point. Evolution toward a is expected in both the infinite and the finite population GAS. This paper shows that the set of fitness functions such that there are finitely many solutions to G(x) = x is dense and open. In other words, it is a generic property; without specific knowledge to the contrary, it is a reasonable assumption that has finitely many fixed points, since that is the typical case from both a measure-theoretic3 and a topological perspective.
