In this paper we describe uni ed formulas for unitary and hyperbolic re ections and rotations, and show how these uni ed transformations can be used to compute a Hermitian triangular decompositionR H DR of a strongly nonsingular inde nite matrix A given in the formÂ = X H 1 X 1 + X H 2 X 2 , = 1.
Introduction
Consider an n-by-n Hermitian and positive de nite matrixÂ A = R H R + X H X (1) where R is upper triangular, X is a p-by-n matrix, and = 1. The Cholesky modi cation problem 7] is to compute the upper triangular Cholesky factorR ofÂ,Â =R HR , directly from R and X, without formingÂ explicitly. This modi cation of a triangular factorization is known as updating and downdating of a Cholesky factor when = 1 and = ?1, respectively. General structure of updating and downdating algorithms is virtually the same. To see this, consider matrices Y ad S de ned as follows, Y = R X ! S = I n 0 0 I p ! :
With these de nitions (1) can be rewritten in the following form A = R H R + X H X = Y H SY : (2) The building blocks in Cholesky modi cation problem are transformations, denoted by P i , which operate on Y , and satisfy the relationship P H i SP i = S : Each P i is selected so as to annihilate subdiagonal elements in the ith column of P i?1 P 1 Y . When = 1, P i are unitary, when = ?1, P i are hyperbolic. The matrix PY = P n P 1 Y has all subdiagonal elements equal to zero and hence its upper traingular partR is the Cholesky factor ofÂ. Indeed, if we denotê Y = PY thenŶ = R 0 ! andR HR =Ŷ H SŶ = Y H SY =Â :
The matrix S is a special case of signature matrices which have the form diag ( 1) . The introduction of signature matrices leads to the following generalization of the Cholesky modi cation problem: Given a data matrix Y and a signature S = diag( 1), nd un upper triangular matrixR and a signatureŜ such that R HŜR = Y H SY : (4) When Y = R H X H ] H with R upper triangular, this problem becomes the problem of modifying the triangular factor R after addition and/or deletion of data X. The signature S allowsÂ,Â = Y H SY to be an inde nite matrix.
In this paper we introduce uni ed transformations which can be used to solve the general problem (4). They include unitary and hyperbolic transformations as special cases. We also present a stability analysis of the uni ed transformations. Based on the analysis, we propose pivoting techniques for improving numerical properties of the transformations. This paper is organized as follows. After describing notations in Section 2, we introduce uni ed Householder transformations (hypernormal re ections) and uni ed rotations (hypernormal rotations) in Section 3. In Section 4, we derive formulas for the condition numbers of matrices representing these transformations, and present a stability analysis of applying the transformations to a vector. We also show how pivoting can be combined with hypernormal re ections (or hypernormal rotations) to obtain decompositions (1) and (4) . A numerical example is included to illustrate positive e ects of pivoting.
Notations
A signature matrix S de nes a class of S-unitary matrices.
De nition 1 Let S = diag( 1). A square matrix V is called S-unitary i V H SV = S : (5) If S = I then an S-unitary matrix is a unitary matrix. If S has both positive and negative ones on the diagonal, then an S-unitary matrix V is a hyperbolic matrix. >From (3) we see that S-unitary transformations are su cient tools for nding a modi ed Cholesky factor of a positive de nite matrixÂ in (1), irrespective whether = 1 or = ?1.
In considering S-unitary matrices it is helpful to introduce a bilinear form ; ] S on C n induced by a signature matrix S,
x; y] S = x H Sy ; x; y 2 C n : (6) The bilinear form :; :] S de nes a weighted norm jj jj S , jjxjj S = sign( x; x] S ) q j x; x] S j :
Note that jjvjj S is not a norm despite the notation, because a norm should be non-negative. The important property of an S-norm jj jj S is that it is preserved under S-unitary transformations.
Lemma 1 If V is an n n S-unitary matrix, then for any vector x 2 C n jjV xjj S = jjxjj S :
A further generalization of de nition of S-unitary matrices is useful. In the situation when the di erenceÂ = R H R ?X H X is an inde nite matrix, the Cholesky factor does not exist.
However, ifÂ is strongly nonsingular it is possible to nd a unique triangular decomposition of the formÂ =R H DR (7) where D = diag( 1) is a signature matrix andR is upper triangular. Note that if D = I then we have a standard Cholesky modi cation problem. It turns out that algorithms for computingR and D in the case of inde niteR become completly analogous to those for modifying Cholesky decomposition, if the de nition of S-unitary matrices is generalized as follows, see 1], De nition 2 Let S = diag( 1) andŜ = diag( 1) be n n diagonal matrices. A matrix V satisfying V H SV =Ŝ is called a hypernormal matrix with respect to S andŜ.
The signature matrices S andŜ are allowed to be di erent here. However, by the Sylvester theorem,Ŝ must be a symmetric permutation of S. If S =Ŝ then hypernormal matrices are S-unitary matrices. Furthermore, if S = I then they are unitary matrices.
The aim of this paper is to show that with the introduction of hypernormal matrices, the problem of ndingR and D in (7) can be solved by virtually the same algorithm irrspective whether we deal with updating, downdating or modi cation of a symmetric triangular decomposition of an inde nite strongly nonsingular matrix A.
Hypernormal Re ections
In this section we introduce hypernormal re ections which are extensions of Householder re ections 7] and include as special cases both unitary and hyperbolic re ections 10].
We start by recalling that an S-unitary re ections H has the form H = H(S; b) = S ? 2 bb H b H Sb (8) for some vector b, b H Sb 6 = 0. As mentioned earlier, if S = I then H represents a unitary re ection.
The utility of an S-unitary re ection is to map a vector of interest v onto a vectorv parallel to e 1 ,v = Hv = c v e 1 (9) where the scalar c v depends on v (and S). As S-unitary re ections preserve the S-norm, the relation (9) shows that the following condition must be satis ed jjvjj S = sign(S(1; 1))jc v j : (10) As the sign on the right hand side of (10) is determined by S(1; 1), the conditions (9) and (10) cannot be simultaneously satis ed for an arbitrary vector v and arbitrary signature S. The following theorem shows how S-unitary re ections (8) can be generalized so that (9) and (10) are satis ed for all v such that v H Sv 6 = 0.
Theorem 1 Let v and S be a vector and a signature matrix, respectively, such that v H Sv 6 = 0. Let J be a permutation for which sign(e T 1 JSJe 1 ) = sign(v H Sv) ; (11) and setṽ = Jv andS = JSJ : (12) Let us de ne a vector b by b =Sṽ + abs(jjvjj S )e 1 
Proof:
In order to show (16) note that, using (12) and (13) With the choice of (14), (19) becomes b HS b = 2 sign(e T 1S e 1 )(jjvjj 2 S + abs(jjvjj S )jṽ 1 j ) :
We also have b Hṽ = sign(e T 1S e 1 )(jjvjj 2 S + abs(jjvjj S )jṽ 1 j ) :
Now it is easy to check that (16) holds.
The relationship (17) follows immediately from (11), (12) and the fact that H J J isS-unitary.
The relation (18) states that the transformation H J is hypernormal with respect to S and S. This leads to to the following de nition. Uni ed Householder transformations can be used to nd the decomposition (7) . Namely, we can construct a sequence of uni ed Householder transformations H J 1 
where H J i are hypernormal with respect to S i and S i?1 , S i = J i S i?1 J i , and J i are permutations determined by the relation (11) . Recalling (2), from (21) we obtain S k andR such thatÂ H SÂ =R H S kR :
At this point a problem that should be addressed is: what happens when jjvjj S = 0? The answer is that both procedures per se fail (see 5] for some implications of this problem).
What we rely upon in recovering from a situation of jjvjj S = 0 is that the uni ed Householder transformation is applied to whole matrices, not merely to isolated column vectors. If in step i the working column v i and the signature matrix S i are such that v H i S i v i = 0 then a suitable permutation of the remaining columns of H J i 
where K represents permutation of columns ofÂ.
Hypernormal Rotation
In analogy to the uni ed Householder re ection we propose the following uni ed de nition of a rotation. This de nition includes both unitary and hyperbolic rotations as special cases.
De nition 4 (Uni ed Rotation) Given a signature matrix S = diag( 1 ; 2 ), a uni ed rotation has the form:
where the pair (c; s) satis es 1 jcj 2 + 2 jsj 2 =^ 1 ;^ 1 = 1:
Note that Q H SQ = 1 jcj 2 + 2 jsj 2 0 0 2 jcj 2 + 1 jsj 2 ! = ^ 1 0 0 1 2^ 1 ! : Denoting^ 2 = 1 2^ 1 , we have Q H SQ =Ŝ: whereŜ = diag(^ 1 ;^ 2 ), that is Q is a hypernormal matrix with respect to S andŜ.
It can be veri ed that when 1 2 = 1, Q is a unitary rotation, when 1 = ? 2 = 1 and 1 jx 1 j 2 + 2 jx 2 j 2 > 0 Q is a hyperbolic rotation, and when 1 = 2 = 1 and 1 jx 1 j 2 + 2 jx 2 j 2 < 0, Q is a purely hypernormal transformation.
Similar to the uni ed Householder re ections, uni ed rotations can be used to zero selected elements of a vector. The following algorithm summarizes how this can be done. In this section we derive formulas for condition numbers of uni ed transformations and show that their condition numbers can be arbitrarily large. Then, we propose pivoting strategies for avoiding large condition numbers when a sequence of transformations is applied to a matrix. Finally, we present an error analysis of the process of applying a uni ed transformation to a vector. When S = I, then min = max = 1, J = I, and PJ is a unitary Householder matrix. In the case when S 6 = I and J = I, P is the hyperbolic Householder de ned in 8, 9] , the above result on the condition number coincides with 3].
Uni ed Householder Transformations
For a general signature matrix S, the ratio (u H u)=ju H Suj can be arbitrarily large. Thus cond(P J) can also be arbitrarily large. However, as shown in Algorithm 1, when a Householder transformation is constructed to introduce zeros into a given vector x, we have some freedom of choosing the permutation J. We propose the following pivoting scheme, which is analogous to the one described in 13], in which J is chosen to minimize the condition number of the Householder transformation. to measure the error.
When d = 1:0, no pivoting is necessary and both Algorithm 3 and Algorithm 1 give identical results. Table 1 shows the errors and condition numbers of P 1 J 1 and P 2 J 2 in both cases of row pivoting (Algorithm 3) and no pivoting (Algorithm 1) for d = 10 ?2 , 10 ?4 , and 10 ?6 .
Although as shown in Table 1 row pivoting can improve the accuracy, further improvement in the accuracy of the decomposition can be achieved by combining row pivoting with column pivoting (22). In column pivoting, in step i, one chooses a column v j with the largest ratio abs(jjv j jj S i )=jjv j jj as the pivot column. Table 2 shows the residual errors in the triangular decomposition ofÂ when column pivoting is used in addition to row pivoting.
Row Pivoting
No Pivoting d cond(P 2 J 2 ) cond(P 1 J 1 ) E cond(P 2 J 2 ) cond(P 1 J 1 ) E 
Uni ed Rotations
Now we turn to the uni ed rotation de ned in (23). Similar to the previous section, we rst derive the condition number of a uni ed rotation. Then we propose a pivoting strategy. Finally, we discuss the stability.
It can be veri ed that the two eigenvalues of Q H Q, where Q is de ned in (23), are: = jcj 2 + jsj 2 j 2 = 1 ? 1j jcj jsj:
It then follows that the condition number of Q is cond(Q) = s jcj 2 + jsj 2 + j 2 = 1 ? 1j jcj jsj jcj 2 + jsj 2 ? j 2 = 1 ? 1j jcj jsj : In particular, when 2 = 1 , then Q is unitary and cond(Q) = 1. When 2 = ? 1 = ?1, cond(Q) = jcj + jsj jjcj ? jsjj (28) which can be arbitrarily large.
To avoid rotations with large condition numbers during mixed updating-downdating, we can apply the following pivoting strategy. If 2 = ? 1 when a rotation is computed to eliminate an element, we can choose, if possible, the element to be eliminated so that the condition number (28) is minimized. In particular, if the rotation is computed by Algorithm 2, we choose x 2 so that (jx 1 j + jx 2 j)= j jx 1 j ? jx 2 j j) is minimized.
Finally, we discuss the stability of the uni ed rotation. noting that in this case jcj 2 ? jsj 2 = ?1.
In summary, we have the following algorithm. 
