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Resumo
A segurança em sistemas de informação através de autenticação biométrica, ba­
seada em características físicas intrínsecas ao ser humano, tem vindo, a ser apontada 
como a solucao futura para problemas de autenticacão. Ha poucos anos, a auten- 
ticacao biometrica era utilizada apenas em grandes sistemas de seguranca governa­
mentais mas, hoje em dia, devido ao aperfeicoamento da tecnologia e a reducao de 
custos dos dispositivos, ate mesmo num smartphone se disponibiliza um sistema de 
autenticacão biometrico. Esta dissertaçao aborda a autenticaçao biometrica como 
forma de melhorar a seguranca em sistemas de informacao, em particular a auten­
ticação atraves de reconhecimento facial.
Foi desenvolvido um sistema de seguranca com base na autenticacão biometrica 
em ambiente web, utilizando o algoritmo Transform-Invariant PCA, que deriva do 
tradicional Principal Component Analysis (PCA), conjugado com um alinhamento 
nas faces proporcionado pelo Simultaneous Inverse Compositional (SIC). O sistema 
consiste numa plataforma web em que a parte de servidor e responsavel pelo proces­
samento biometrico e a de cliente por recolher características e apresentar o resultado 
da autenticaçcãao.
Neste trabalho, serâo apresentados e detalhados os metodos e mecanismos utili­
zados no sistema de autenticacao por reconhecimento facial implementado, exami­
nando e discutindo os seus benefícios e limitacães. A presente dissertacao apresen­
tara ainda uma explicacao do que e um sistema biometrico, a sua arquitetura, os 
seus tipos, o que deve respeitar, vantagens, desvantagens e fara compreender de que 
modo esta relacionado com a autenticacão e de que forma pode melhorar a seguranca 
em sistemas de informacçãao.

Abstract
The security in information systems through biometric authentication, based on 
physical characteristics intrinsic of the human being, has come, progressively, being 
pointed as the future solution for authentication problems. A few years ago, biome­
tric authentication was only used in big governmental security systems but, nowa- 
days, thanks to the developments of technology and cost reduction of electronic de- 
vices, even on a smartphone, for example, one can have a biometrical authentication 
system. This dissertation addresses biometrical authentication as a way to improve 
the security in information systems, in particular the authentication through facial 
recognition.
A security system was developed based on biometrical authentication in a web 
environment, using the algorithm Transform-Invariant PCA, the is a derivation of 
the traditional Principal Component Analysis (PCA), conjugated with an alignment 
of faces, which is provided by the Simultaneous Inverse Compositional (SIC). The 
system consist of a web platform with two parts: the server, responsible for biome­
trical processing, and the client, which collects characteristics and presents the final 
result of the authentication.
In this document, will be presented and described the methods and mechanisms 
applied in the facial recognition authentication system used, examining and discus- 
sing its benefits and limitations. The present dissertation will also give an explana- 
tion of what is a biometrical system, his architecture, types, what has to respect, 
advantages, disadvantages, how it is related to authentication and how it can im- 
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Nos últimos anos, a evolução tecnológica, tanto em software como hardware, tem 
permitido que qualquer pessoa tenha a possibilidade, em qualquer lugar, atraves de 
um computador, telemovel ou tablet, de aceder facilmente a sua conta nas redes soci­
ais, ao seu email, efetuar compras e pagamentos online, entre outros. Esta evolucao 
deve-se ao facto de a Internet ter tido uma expansão global e nos permitir estar 
ligados em rede a todo o mundo a cada instante. Esta evolucão trouxe tambem o 
aumento em massa da informacao no mundo digital, exigindo cada vez mais meios 
de seguranca e proteçao. Um dos maiores problemas a nível de segurança e a iden­
tidade. Conseguir provar que a pessoa que estó a aceder a informacao e aquela que 
realmente diz ser, óe um problema.
Hoje em dia os mecanismos mais utilizados na verificacao de identidade sao pas- 
swords ou cartoes magneticos, no entanto, pretende-se que as tecnologias biometricas 
venham elevar o grau de certeza e substituir os mecanismos mais convencionais. Ape­
sar de se reconhecer que uma password por si só nao e suficiente, as preocupacães 
sobre a confiabilidade da tecnologia biometrica permanecem[19]. Ken Munro sita 
que <a tecnologia biometrica e a desejada mas continua a limitar-se à segunda es­
colha na autenticacão>[19]. Ainda assim, a biometria começa a ter grandes avanços 
nao só enquanto tecnologia mas tambem na sua presenca na sociedade. Justin 
Hughes diz que, <a biometria estó a atravessar a curva clóssica de tecnologia: e 
cada vez mais rapida e os sistemas estão cada vez mais baratos>.[19]. Em 2013, 
a Apple introduziu pela primeira vez um scanner de impressao digital, no modelo 
IPhone 5[17], no entanto, tambem em 2013, investigadores de segurança do CCC1
1A CCC é uma associação europeia de hackers. https://www.ccc.de/en/
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(Chaos Computer Club) criaram um dedo falso que alegam facilmente poder falsear 
qualquer sistema biometrico, de impressao digital. O que indica que a biometria ne­
cessita de aperfeiçoamento, para que se possa tornar a primeira escolha em sistema 
de autenticacao.
As empresas comecam a pensar cada vez mais na seguranca, querendo inovar e 
apostar nas tecnologias biometricas. Comecam a ganhar interesse das instituicoes 
alguns eventos como a «Biometrics>2, uma conferencia internacional que abordar a 
atualidade das tecnologias biometricas, apresenta novos avanços, e permite com isto 
que as organizações escolham a tecnologia biometrica mais indicada para as suas 
instituicoes.
Existem cada vez mais entidades como aeroportos, empresas no sector financeiro, 
saúde, judicial, entre outros, que precisam de assegurar que somente pessoas devida­
mente autorizadas tem acesso a determinada informacão, servico ou locais restritos. 
O FBI tem-se mostrado um dos pioneiros na biometria, melhorando a acao forense 
e consequentemente a judicial[5]. No setor bancúrio, na Turquia por exemplo, em 
2012, foram introduzidas tecnologias biometricas em mais de 3.000 ATM’s, permi­
tindo aos consumidores levantar dinheiro sem a necessidade de qualquer verificacçãao 
adicional[17]. Nos aeroportos, tanto em Portugal como em toda a Europa, ja existem 
terminais onde e feito o check out atraves da validacão facial. Qualquer situacão em 
que seja necessúaria uma confirmaçcãao de identidade tem um propúosito associado, a 
segurançca.
Este trabalho incide na autenticacao em sistemas informúticos atraves de tecnolo­
gias de biometria de reconhecimento facial. A tecnica Transform-Invariant PCA [8] 
(TIPCA), concebida recentemente, foi estudada e aplicada nesta dissertacao. O que 
diferencia esta túecnica das restantes úe o facto de efetuar um alinhamento das imagens 
de forma a tornar mais evidentes os componentes principais encontrados pelo tra­
dicional algoritmo PCA. Perante os resultados deste trabalho, perceberemos qual a 
importancia da extracão das principais características das faces humanas, o impacto 
de alinhar previamente as caras presentes nas imagens recolhidas e ainda a diferençca 
entre utilizar linguagens de alto e baixo nível para processar uma elevada quanti­
dade de dados. O alinhamento das faces humanas úe o ponto diferenciador deste
2Conferência internacional, realizada em Londres, anualmente, e que conta com a pre­
sença de grandes referencias na area e grandes empresas todos os anos. http://www. 
biometricsandidentity.com.
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algoritmo, seguindo a tendência do DeepFace, sistema de reconhecimento facial do 
Facebook[28].
1.1 Objetivos e Motivação
O principal objetivo desta dissertacao e apresentar uma tecnica de reconhecimento 
facial e demonstrar de que forma pode ser possível melhorar outras ja existentes. O 
algoritmo Transform-Invariant PCA, que e responsavel pela parte lógica do sistema, 
foi implementado com este objetivo. Outro dos objetivos foi dar corpo ao algoritmo 
e desenvolver um sistema de autenticacão biometrico para a web, com recurso ao 
reconhecimento facial. Este e composto por um servidor, onde e processada a in- 
formacao biometrica, e pelo cliente, que tera como funcao apresentar resultados e 
recolher características biometricas. A autenticacao biometrica e as suas vantagens 
e desvantagens sao apresentadas como uma alternativa que se mostra viavel, no 
reforço da seguranca nos sistemas de informaçao.
A motivacao na escolha do tema deve-se ao gosto pela biometria e pela area 
de visao por computador, com o intuito de estudar um pouco mais que os algorit­
mos tradicionais de reconhecimento de padrões e adquirir conhecimentos numa area 
que se preve que venha a fazer parte importante do futuro tecnológico na area da 
seguranca informótica.
1.2 Enquadramento
Nos óltimos 30 anos, desde o aparecimento da Internet, o mundo tem assistido a 
inómeras transformações, não só tecnologicas mas tambem sociais. Atualmente, 
existem cada vez mais plataformas aplicacionais online, que facilitam o dia a dia das 
pessoas, possibilitando efetuar transacoes, compras, etc. Esta evoluçao requer ine­
rentemente maior segurançca nestes sistemas, que deve começcar por um processo de 
verificaçao/validacao da identidade de um indivíduo, ao qual se dó o nome de auten­
ticacão. Uma autenticaçao segura e robusta e o componente principal da seguranca 
de um sistema fidedigno.
A identidade óe um conjunto de dados que permite reconhecer uma pessoa e 
distingui-la das demais. Existem três formas de a provar (Vielhauer 2006, pag.3)[33]:
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Conhecimento: Consiste em algo que a pessoa sabe ou tem memorizado, como 
uma password, uma frase ou um código PIN.
Posse: Baseia-se na propriedade especifica de um artigo ou prova, como uma chave 
ou cartao magnetico.
Biometria Características específicas, fisiológicas ou comportamentais de um in- 
divóduo.
Cada uma destas abordagens pode aferir, de alguma forma, a identidade. No 
entanto, os mecanismos, tanto de conhecimento como de posse, sao facilmente des- 
tronaveis uma vez que códigos PIN, passwords, cartoes ou chaves podem ser perdidos, 
esquecidos ou roubados, podendo assim ser forjada uma verificacao de identidade, 
pelo que nenhum destes metodos e totalmente confiavel.
Posto isto, existe cada vez mais a necessidade de validar a identidade de uma 
forma conclusiva e com uma probabilidade de erro quase nula ou mesmo inexistente. 
A certeza em sistemas de autenticacao, contudo, e seja qual for o metodo utilizado, 
nao e fócil de obter. Hoje em dia a biometria e o metodo que consegue oferecer 
mais garantias. De entre todas as formas de sistemas biometricos, existem alguns 
que se destacam pelas suas baixas taxas de ocorrência de falsos positivos, como e o 
caso da retina, íris e ADN. Estas opcoes exigem grandes recursos tecnológicos e são 
demasiado intrusivas, razao pela qual não sao tão utilizadas.
Os sistemas de controlo e validacao de identidade de pessoas tem vindo a evoluir 
no sentido de evitar erros de validacao, trocas e violacao de identidade, evitando 
consequentemente o acesso indevido a informacao e/ou locais privados. Depois de 
muitos anos de pesquisa e desenvolvimento em tecnologias biomóetricas, o reconhe­
cimento facial[22] tem sido um dos mais utilizados. Este permite uma identificacao 
a distancia, nao obriga a uma interacão direta entre a pessoa e o equipamento, e a 
sua recolha de dados e feita apenas atraves de uma camara incorporada num dispo­
sitivo. Apesar de ser uma tarefa que exige algum esforço computacional, os disposi­
tivos da atualidade conseguem facilmente dar resposta às necessidades, refletindo-se 
em custos muito reduzidos. Hoje, os cartoes de identificacao que sao emitidos aos 
empregados para acessos físicos e a informaçao, bem como os cartoes que sao usa­
dos para transacães financeiras, muitas vezes incluem informaçao biometrica. Um 
exemplo disso e o cartao de cidadao portugues, que jó contem tanto a impressao
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digital como a fotografia da face da pessoa, para posterior identificação por reco­
nhecimento facial. Ambos os setores, público e privado, estao a procura de metodos 
fiaveis, precisos e praticos para a verificaçao automatica da identidade. Existe uma 
aposta cada vez mais forte nas tecnologias biometricas. Por exemplo, «desde 2001, 
aeroportos em todo o mundo tem aumentado o número de instalações de sistemas 
de segurança com reconhecimento biometrico>[24], permitindo aos viajantes tran­
sitar para a zona de embarque de uma forma mais rapida. Grandes organizacoes 
governamentais tem feito tambem uma aposta muito grande na biometria, como e 
o caso do FBI que esta empenhado em utilizar biometria e sistemas de gestao de 
identidade em toda a parte, dando origem em 2007 ao « Biometrics Center of Excel- 
lence (BCOE) como meio de coordenar pesquisas, desenvolvimento e aplicacao de 
sistemas biometricos:» [5], que são posteriormente utilizados em todo o USG (United 
States Government). Ate mesmo para efetuar um simples login num computador 
pessoal jaú úe utilizado muitas vezes o reconhecimento facial ou impressaão digital, em 
vez da tradicional password. Concluindo, a evolução na area biometrica esta em 
contínuo crescimento e encontra-se cada vez mais presente nos nossos dias.
1.3 Estrutura do Documento
Este trabalho úe composto por um primeiro capútulo introdutúorio, com um enquadra­
mento geral na area da segurança biometrica em sistemas de informação. E dada 
uma perspetiva atual do tema e sao introduzidos conceitos essenciais ao seu enqua­
dramento. Sao tambem propostos e descritos os objetivos que se pretendem com a 
elaboracao deste trabalho e e apresentada a estrutura do documento.
O segundo capítulo tem como objetivo introduzir o leitor no tema. Contem uma 
explicacao mais detalhada, dando algumas nocoes e esclarecimentos de biometria e 
apresentando os processos que constituem um sistema biomúetrico, as túecnicas exis­
tentes, e a relacao entre a biometria e sistemas de informaçao. Mostra de que forma 
os sistemas biometricos podem falhar e quais os seus tipos de falhas. Aponta as van­
tagens e desvantagens da utilizaçao de sistemas biometricos e esclarece a diferenca 
entre verificacao e identificacao biometrica.
O terceiro capítulo aborda o tema principal que e a autenticacão por reconheci­
mento facial, dando a conhecer o que ja existe na area, apresentando a arquitetura 
do sistema e descrevendo as fases de cada etapa.
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O quarto capítulo expõe aprofundadamente os algoritmos utilizados, fundamen­
tando matematicamente o seu funcionamento. Apresenta passo a passo a descricão 
de cada um dos algoritmos e as demonstrações efetuadas para a percepcao dos mes­
mos. Alem do conteúdo matemático sao tambem descritos os algoritmos, como 
surgiram e a sua origem.
O quinto capítulo apresenta a estrutura do sistema implementado e as suas com­
ponentes. Descreve todas as tecnologias e ferramentas utilizadas na elaboraçao deste 
trabalho, demonstrando como funcionam e interagem os diferentes componentes. 
Este capítulo tem um grande foco na descricao do funcionamento do Web Browser 
e Web Server, contendo diagramas de sequencia nos diferentes casos de uso.
O sexto capítulo evidencia os resultados experimentais do funcionamento em 
função do protocolo experimental estabelecido. E feita ainda uma analise desses 
resultados, e elaboram-se alguns dos gráficos para o seu melhor entendimento. Fo­
ram feitos testes de aceitacao, de reducao de dimensionalidade, de alinhamento de 
imagem, entre outros.
O setimo capítulo apresenta as conclusães de todo o trabalho, referindo quais sao 
as vantagens e desvantagens deste sistema, enunciando tambem algumas propostas 




<O termo biometria deriva do grego e tem dois significados distintos: bios (vida) 
e metron (medida)>[31j. Na autenticação, refere-se à utilização de características 
próprias de um indivíduo para proceder a verificacao ou identificaçao da sua iden­
tidade. Uma característica biometrica so e classificada como tal se satisfizer alguns 
requisitos básicos[25]:
Universalidade: Todos os indivíduos registados no sistema devem apresentar as 
mesmas características físicas e biolágicas, tais como, dedos, íris, face e DNA, 
isto porque podem existir pessoas que, devido a deficiencia ou acidente, não 
contenham estas características;
Unicidade: Uma característica biometrica deve ser unica para cada indivíduo, ou 
seja, a possibilidade de pessoas distintas possuírem características identicas, 
deve ser nula ou desprezível. A altura nao e uma boa característica, por 
exemplo, ja que vírias pessoas possuem a mesma altura e nao existe forma de 
ser diferenciada;
Permanencia A característica deve ser imutavel. Na pratica, existem alteracoes 
ocasionadas pelo envelhecimento, pela mudanca das condicoes de saude ou 
mesmo devido a acidentes que alterem o estado físico da pessoa. No entanto, 
salvo excecães, muitas características permanecem praticamente inalteradas 
ao longo da vida do ser humano;
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Coletável: A característica tem que ser mensurável por meio de um dispositivo. Na 
prática, todas as características biometricas utilizadas conseguem de alguma 
forma atender a este requisito;
Aceitácáo: A recolha da característica deve ser tolerada pelo indivíduo em questao.
Na pratica, existem preocupacoes com privacidade e questões culturais que 
diminuem a aceitaçao da recolha. Por exemplo, o reconhecimento facial em 
países como o Afeganistao, onde muitas muculmanas adotam a burca, não e 
uma opcao viavel;
Evásão/Fácilidáde de Recolha: A recolha deve ser o menos intrusiva possível e 
de facil aquisiçao.
Na realidade, nenhuma característica biometrica consegue atender de uma forma 
inequívoca a todos os requisitos, o que impede o conceito de característica biometrica 
ideal. Ao contrario de sistemas baseados no conhecimento e posse, «sistemas biometricos 
não dao uma resposta de sim ou nao mas sim uma percentagem de similaridade:» [32].
Em biometria, ao contrario dos sistemas de seguranca convencionais, em que se pode 
saber ou nao uma password, ter ou nao um cartão magnetico, o processo de decisao 
nao e assim tão direto, pois existe sempre um erro associado. A biometria tem uma 
taxa de similaridade que darí origem a uma decisao segundo o limite de aceitacao 
definido no sistema1. Uma característica biometrica da origem a uma tecnologia, 
caracterizando tecnologias biometricas como «metodos automatizados para identifi­
car uma pessoa ou verificar a sua identidade com base em características fisiolígicas 
ou comportamentais do ser humano» [22].
A figura (2.3) representa um organograma que divide o sistema biometrico em dois 
tipos de características possíveis, físicas ou comportamentais, apresentando vírios 
exemplos de tecnologias em cada um deles. *
xNa secção 3.2.4 deste trabalho, esta relação entre a decisão e a taxa de similaridade é apresen­
tada em detalhe.

























F igura 2.1: Diagrama com técnicas biometricas.
A melhor característica biométrica para um sistema de autenticação e aquela 
que melhor se adaptar as necessidades pois, como se pode constatar atraves da 
tabela seguinte, cada tecnologia tem vantagens e desvantagens. Tendo em conta os 
requisitos basicos descritos anteriormente e as tecnologias biometricas apresentadas 
na figura anterior, foi construída uma tabela que indica os pontos fortes e fracos das 
tecnologias existentes, classificando os requisitos em três níveis: alto, medio e baixo.
2. Sistemas Biométricos 10
Universalidade Unicidade Permanencia Coletavel Aceitacao Evasao
Face Alto Baixo Medio Alto Alto Baixo
Impressao D. Medio Alto Alto Medio Medio Alto
íris Alto Alto Alto Medio Baixo Alto
Retiana Alto Alto Medio Baixo Baixo Alto
ADN Alto Alto Alto Baixo Baixo Baixo
Voz Medio Baixo Baixo Medio Alto Baixo
Escrita Baixo Baixo Baixo Alto Alto Baixo
Caminhar Medio Baixo Baixo Alto Alto Medio
Tabela  2.1: Classificação do nível de cada tecnologia perante os requisitos
base.[13]
Na tecnologia com base em características da face, sao apontados apenas dois 
pontos fracos, a unicidade e a permanencia. A unicidade deve-se ao facto de o rosto 
do ser humano ser muito parecido entre indivíduos e difícil de distinguir. Na nossa 
sociedade conseguimos rapidamente distinguir uma pessoa, no entanto, caso nos en­
contremos noutra sociedade, como por exemplo a chinesa, teremos muita dificuldade 
em efetuar o reconhecimento, isto precisamente porque a unicidade entre faces hu­
manas e baixa. O facto de a permanencia ser tambem um ponto fraco explica-se 
devido ao envelhecimento, por exemplo, sendo classificado num nível medio pois sao 
alterações que não são imediatas mas sim graduais. Quanto aos pontos positivos 
aponta-se o baixo nível de evasao, consequentemente um alto nível de aceitacao e 
tambem um nível elevado para a universalidade, pois embora possam existir excecoes 
todos os utilizadores tem um rosto constituído de igual modo.
Vantagens e Desvantagens em sistemas biométricos
As vantagens mais notórias da utilizacao de biometria em vez dos tradicionais 
metodos de autenticacão sao:
• Características biometricas sao inerentes ao ser humano, nao podem ser esque­
cidas, perdidas ou simplesmente fornecidas a outra pessoa;
• A probabilidade de existirem duas pessoas com as mesmas características 
biometricas, sejam elas quais forem, e praticamente nula;
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• Sao muito difíceis de copiar.
Quanto as desvantagens podem ser apontadas algumas como:
• Alterações graduais ou repentinas nas características biometricas do ser hu­
mano, devido a envelhecimento ou acidente, por exemplo.
• No caso de copia de características biometricas, estas nao devem voltar a ser 
utilizadas pela pessoa legítima uma vez que nõo podem ser alteradas.
2.2 Segurança Biometrica
A segurança em qualquer sistema de informacao esta diretamente relacionada com 
três conceitos fundamentais[34]:
Confidencialidade: Garante que a informaçao somente e revelada com autorizacõo 
apropriada;
Integridade: Garante que a informacao somente pode ser alterada com autorizacõo 
apropriada;
Disponibilidade Garante que a informacao seja acessível aos legítimos titulares, 
quando requerida;
Ultimamente tem sido apontados mais dois novos conceitos, o nõo-repúdio, que 
garante que a transacao chegou ao seu destino sem a possibilidade de renúncia do 
recetor, e a autenticaçao, que garante que cada entidade e aquela que alega ser.
Num sistema biomíetrico, existem duas frentes de segurançca que devem ser toma­
das em conta, uma delas relacionada com a protecõo dos próprios dados biometricos, 
armazenados em base de dados, outra, relacionada com os dados que saõo transmiti­
dos entre as diferentes componentes do sistema.
A segurancça em sistemas biomíetricos pode ser avaliada segundo dois aspetos 
importantes:
Desempenho do sistema: Representado segundo as taxas de erro FAR e FRR, 
abordadas na seccao 2.5;
Robustez do sistema: Define-se quanto a vulnerabilidade a possíveis ataques ao 
sistema;
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«Um sistema biométrico e vulnerável a diferentes tipos de ataques, podendo com­
prometer a seguranca proporcionada, resultando assim numa falha>[15]. Vulnerabi­
lidades são definidas por qualquer fraqueza de um sistema, podendo ser aproveitadas 
para violar a seguranca. Elas surgem normalmente a partir de fragilidades na ar­
quitetura, na implementaçao ou na comunicacao. Atualmente, com o avanco da 
tecnologia e estudos científicos cada vez mais aprofundados, conseguiu-se descobrir 
vulnerabilidades destes sistemas. Algumas delas em sistemas de reconhecimento 
biometricos, representadas segundo o modelo fish-bone[14].
F igura 2.2: Modelo de vulnerabilidades numa representação em espinha fish-
bone.
As causas dum possível fracasso num sistema biometrico, representadas no modelo 
da figura 2.2, podem ser organizadas em duas principais categorias[14]:
Falha intrínseca: Acontece devido as limitacoes das tecnologias na aquisicão de 
características, como por exemplo webcams com fraca qualidade de imagem;
Falha devido a ataques: Acontece quando ha ataques por parte dos impostores 
e estes tentam corromper o sistema para benefício práprio;
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2.2.1 Falha intrínseca
«Esta falha ocorre quando são tomadas decisões incorretas por parte do sistema>[15]. 
Um utilizador valido pode ser recusado pelo sistema devido a diferenças entre tem- 
plates armazenados e o template extraído na hora da autenticaçao. As diferencas 
podem emergir perante uma má interacao entre o utilizador e o sistema biometrico 
ou por insuficiencias do práprio sistema. Devem ser definidas algumas regras2 para 
tentar minimizar estas situacoes. Um utilizador invalido pode ser tambem aceite 
no sistema, isto ocorre devido a demasiadas semelhancas dos templates biometricos, 
pondo em causa as propriedades de unicidade e singularidade das caracterásticas 
biometricas, ja referidas neste trabalho (2.1) . Ambas as situacões consistem numa 
falha intrínseca do sistema.
2.2.2 Falha devido a ataques
Estas falhas surgem devido a ataques intencionais, cujo sucesso depende principal­
mente da robustez do sistema, recursos computacionais e nível de conhecimento do 
impostor. Estas falhas sao classificadas em três tipos, segundo o modelo fish-bone: 
Ataque ao sistema administrativo, ataque a infraestruturas nõao seguras e ataque a 
características biometricas[15].
Ataque ao sistema administrativo - Este ataque e considerado como uma ata­
que interno sendo que explora as vulnerabilidades existentes em íareas de ad- 
ministraçcõao, reservadas a utilizadores privilegiados.
Ataque a infraestruturas nao seguras - Hardware, software, protocolos de trans- 
missao de informaçao entre os varios componentes do sistema, tudo isto repre­
senta a infraestrutura de um sistema biometrico. Estes ataques sao classifica­
dos por alteracoes, substituições e intercecao de comunicacoes à infraestrutura 
do sistema. Exemplos destes ataques existem sao: Intercetar características 
biomíetricas na fase de registo que podem ser posteriormente utilizadas para 
pedidos de autenticacõo maliciosos; Templates armazenados em base de dados 
podem ser substituídos, permitindo que o impostor se autentique com as suas
2Esta regras sao definidas na secção 3.2.1.
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próprias caraterísticas; Intercetar as comunicações entre os vários componen­
tes do sistema, substituindo o template que procura autenticar-se; Modificar o 
metodo de classificaçao, alterando o limiar da aceitacao.
Ataque a características biométricas - Este ataque consiste na aquisicao fósica 
das caracterósticas de um indivóduo. Existem tecnicas biometricas que sao mais 
vulneraveis a este tipo de ataques como e o caso da impressao digital, em que 
ao tocar com o dedo em algo, e possóvel recolher uma amostra e reproduzir 
um dedo artificial exatamente com as mesmas caracterósticas do indivóduo 
plagiado.
2.3 Processos de Reconhecimento
Independentemente da tecnologia biomóetrica utilizada, os processos descritos adi­
ante, bem como as fases de cada processo, sao identicos. Estes sistemas tem dois 
processos distintos, que são: o registo e a verificacão ou identificacão3. Em todos 
estes processos, existem fases que sao similares a cada um deles, como a aquisicao 
das caracterósticas, o pré processamento e a extracao de caracterósticas. Descreve-se 
o que óe feito em cada uma destas fases:
• A aquisição de caraterísticas e feita atraves de dispositivos próprios que 
dependendo da tecnologia utilizada. A amostra biometrica capturada e trans­
formada num perfil biometrico a que se da o nome de template.
• O pre processamento e a fase em que e feita uma normalizaçao e eliminacao 
de ruído do template e tem uma importancia fundamental nos resultados do 
sistema.
• A extraçao de características e a etapa responsóvel por encontrar cara­
terísticas diferenciadoras e que permitirão uma classificacao/decisão.
Estas etapas seréo pormenorizadas e enquadradas no ambito deste trabalho no 
próximo capótulo, seccao 3.2.
Posto isto, os processos que compoem um sistema biometrico sao os seguintes:
3A diferença entre sistemas baseados em identificação ou verificação é explicada na secção 2.4 
deste trabalho.
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2.3.1 Registo (Enrollement)
O registo e feito a partir da captura de amostras biométricas de um indivíduo, para 
que fiquem num formato digital, formando assim os templates. Estes são armaze­
nados numa base de dados para posterior comparacao no processo de verificacao ou 
identificacao. Para alem das características, o utilizador tem de fornecer tambem a 
sua identificaçao, visto que o template armazenado ficara associado a identificacao 
fornecida no ato do registo.
F igura 2.3: Processo do Registo em Sistemas Biométricos
2.3.2 Verificação
A verificacao biometrica e o processo em que o utilizador apresenta as suas carac­
terísticas biometricas juntamente com a sua identificacao. Depois de ser construído 
o seu template biometrico, este vai ser comparado com o template armazenado em 
base de dados que corresponde a identidade fornecida, a fim de confirmar ou negar a 
alegada identidade. «Verificação e referida frequentemente como uma pesquisa um 
para um>[31], respondendo à questão «o  indivíduo e quem alega ser?>. O resultado 
deste processo e uma confirmaçao ou negacao de identidade. A figura 2.4 ilustra a 
arquitetura desde processo.
Ca racte rís tica s  
F ís  i cas/Co  m  po rtam e ntai s 
de um  indiv íduo
A q u is iç ã o  de 
C a ra cte rís tica s
B a se  de D ad o s
R esu ltado /
D e c isã o
F igura 2.4: Processo do Verificacao em Sistemas Biometricos
2. Sistemas Biométricos 16
2.3.3 Identificação
Na identificação biométrica, o utilizador fornece apenas as suas características biométricas 
competindo ao sistema identificar o sua identidade, «contrariamente ao processo de 
verificaçao onde e necessaria a previa identificaçao do utilizador»[31]. Depois de 
extraído o template biometrico, este vai ser comparado com todos os registos na 
base de dados, a fim de identificar, ou nao, o utilizador. «A  identificaçao designa-se 
como uma pesquisa de um para vários» [31]. O sistema e responsável por respon­
der a pergunta, «quem e o indivíduo?>. O seu resultado deve ser a identidade do 
utilizador. A sua arquitetura e identica a da verificacao, varia apenas no modo de 
comparacao e no resultado alcancado, como mostra a figura 2.5.
F igura 2.5: Processo do Identificação em Sistemas Biométricos
2.4 Verificação e Identificação Biometrica
Os sistemas de autenticacao biometricos podem ser classificados em dois tipos, e e 
fundamental conseguir fazer a distincao entre eles.
No caso da verificacão, se um conjunto de características biometricas for suficien­
temente semelhante a um outro conjunto previamente registado no sistema, relativo 
a pessoa que reivindica a sua identidade, poder-se-a confirmar ou negar a mesma. 
Deste modo, o conjunto de características e apresentado ao sistema juntamente com 
a alegada identidade da pessoa. «A  classificação e feita entre as características 
biometricas de uma pessoa e as de todas as pessoas registadas no sistema» [34], 
encontrando assim, ou nao, a pessoa que se quer identificar.
Ambas as abordagem tem pontos em comum, mas tambem algumas diferencas. 
A grande diferença e que na verificacão e indicada, a priori, a identidade da pessoa 
que, alegadamente e a titular do conjunto de características, enquanto que, na iden- 
tificacão, o conjunto de características e o ánico parâmetro de entrada no sistema.
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Isto faz com que o modo de verificação seja o mais indicado para utilizar quando 
se pretende desenvolver um sistema de autenticaçao, pois o que se quer garantir e a 
verdadeira identidade de um indivíduo mas nao reconhecer o indivíduo numa deter­
minada comunidade de registos. No metodo de identificacao, para alem de efetuar 
processamento desnecessario, o tempo do processo de autenticação tambem e muito 
mais demorado. Os sistemas de identificacao biometrica sao indicados para quando 
a identidade e desconhecida. Uma das grandes semelhancas e que ambos necessitam 
de conter o registo do indivíduo que se pretende validar ou identificar na base de 
dados do sistema, de outra forma nao sera possível fazer qualquer operação.
2.5 Desempenho Mensurável
Como classificar a performance de um sistema de autenticacao biometrico? A prin­
cipal medida de desempenho para sistemas de identificaçcãao íe a sua capacidade para 
identificar o proprietario de uma assinatura biometrica. Mais especificamente, o 
desempenho e igual a percentagem de pedidos de informacão em que a resposta 
e correta (2.3) . Por outro lado, «o  desempenho de um sistema de verificacão e 
geralmente medido atraves de duas taxas de erro» [4], sendo elas:
Taxa de Falsa Aceitácáo (False Rejection Rate - FRR), tambem designada 
por «erro do tipo 1 » [31], representa a percentagem de rejeitar incorretamente uma 
pessoa legítima, devido a alguma variacão na captura de características biometricas. 
Este erro e frustrante para quem requer validacão da identidade, fazendo com que, 
em caso de rejeiçao, o indivíduo volte a apresentar novamente as suas características 
ao sistema.
FRR (A)
Número de falsas rejeições 
Número de utilizadores aceites
(2.1)
[6]
Taxa de Falsa RejeR ao (False Acceptance Rate - FAR), tambem designada 
por «erro tipo 2 » [31], representa a percentagem de aceitaçao incorreta, ou seja, 
legitimando pessoas nãao autorizada. Este tipo de erro íe causa de fraude.
Numero de falsas aceitaçães
FAR (A) =  (2.2)
Nímero de impostores aceites
[6]
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Uma falsa aceitação ocorre quando um sistema aprova incorretamente uma iden­
tidade e uma falsa rejeicao quando um sistema nega incorretamente uma identidade. 
Num sistema biometrico hipoteticamente perfeito, tanto o FAR como FRR seriam 
zero. Infelizmente, os sistemas biometricos não sao perfeitos, e o administrador deve 
definir o nível de seguranca viável de forma a conseguir alcancar o equilíbrio entre o 
FAR e FRR. Se o nável de seguranca e aumentado para tornar mais difícil a aceitacao 
de impostores, consequentemente tambem se tornará mais propício a que, a um uti­
lizador fidedigno, seja negado o seu acesso (FAR diminui, FRR aumenta). Por outro 
lado, se o nível de seguranca e diminuído para que o acesso a pessoas legítimas seja 
negado menos vezes, tambem aumentara a probabilidade de indivíduos não autori­
zados serem validados no sistema (FAR aumenta, FRR diminui).
[6]
Como se pode concluir pelo grífico da figura 2.6 existe uma dependencia entre 
as taxas FAR e FRR. O ponto em que estas duas curvas se cruzam e geralmente 
chamada de taxa de erro igual (Equal Error Rate - EER). ERR resume os valores 
das duas taxas num ponto de equilíbrio. Um sistema biomíetrico íe tanto melhor
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quanto menor for a ERR. A curva bidimensional que se pode ver acima designa- 
se por receiver operating characteristic (ROC)4 e representa uma boa descricao da 
precisao de um sistema biometrico, sendo tambem útil quando se compara dois 
sistemas distintos.
Por fim, a percentagem que representa a precisao do sistema e calculada mediante 
um determinado numero de amostras, como indica a seguinte equaçao[18j:
Numero de amostras validadas
Percentagem Sucesso (PS) =  x 100 (2.3)
Nuúmero amostras testadas
4Esta curva é representada graficamente, traçando a taxa de falsos positivos e a taxa de falsos 
negativos.
Capítulo 3
Autenticação por Reconhecimento 
Facial
3.1 Estado da Arte
Software
A biometria, e o reconhecimento facial em particular, estao em claro crescimento, 
sendo considerada um tendencia de futuro tecnológico. Preve-se que a tecnologia 
biometrica venha dentro de alguns anos substituir por completo as passwords tradi­
cionais.
Os gigantes na area tecnologica como o Facebook, Apple, Microsof e Google tem 
apostado no desenvolvimento de algoritmos de reconhecimento, entrando numa cor­
rida pela obtencao da melhor fiabilidade. A Apple, neste momento, tem pendente um 
pedido de registo de patente que preve uma arquitetura de reconhecimento facial1. 
O Facebook criou recentemente um novo grupo de investigacao, «A I Facebook», um 
grupo na area da inteligencia artificial que se destina ao estudo e criacão de novos 
sistemas de forma a impulsionem o avanço tecnologico. O primeiro estudo a ser 
publicado foi precisamente sobre o novo software de verificaçao facial do Facebook, 
o DeepFace. Taigman, um dos investigados, diz mesmo que «nos aproximamos do 
desempenho humano» [28]. Isto pelo facto de afirmarem que o DeepFace identi­
fica a mesma pessoa em duas fotos distintas, independentemente da iluminacao ou
1http://www.google.com/patents/US20150227782
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ângulo, com uma precisão de 97, 25%, referindo ainda que a mesma tarefa efetu­
ada por seres humanos tem uma precisao de 97, 53%. Segundo esta publicacao, «o  
reconhecimento facial moderno consiste em quatro etapas: detecao, alinhamento, 
representação e classificação:»[28]. A Microsoft tem o Project Oxford2, um grupo 
de investigacao na area de reconhecimento facial, por voz, entre outros. Este grupo 
lançou recentemente um software que tenta determinar a idade de uma pessoa3.
Existem ainda outras grandes empresas como a Lenovo que tem começado tambem 
a utilizar software de verificaçao de identidade, nomeadamente o VeriFace4. A 
Toshiba e a Fujitsu são clientes da empresa Keylemon5, que e especializada em 
autenticacao por reconhecimento facial. Existem outras igualmente especializadas 
que disponibilizam as suas API’s ou WebServices para que os seus clientes possam 
rapidamente implementar um sistema de autenticaçao biometrica de uma forma 
simples.
Contudo, «o  FBI tem sido líder em serviços e aplicaçães biometricas desde há 
alguns anos. O Integrated Automated Fingerprint Identification System (IAFIS) e 
o Combined DNA Index System (CODIS) tem servido de base a milhoes de in­
vestigações nos Estados Unidos e noutros paáses ao longo de muitos anos» [5]. O 
principal objetivo deste grupo áe continuar a liderar a biometria do governo dos Es­
tados Unidos, «prestando servicos e tecnologias de qualidade para o combate ao 
terrorismo e auxálio nos esforços de investigacão criminal» [5].
Algoritmos
Em 1991, Turk e Pentland[30] desenvolveram a tecnica de Eigenfaces, baseada 
na anaálise de componentes principais, que permitiu efetuar reconhecimento facial 
de forma completamente computacional. Desde então, Eigenfaces, que deriva de 
PCA (Principal Component Analysis) e Fisherfaces6, que deriva de LDA (Linear 
Discriminant Analysis) são das tecnicas mais conhecidas em reconhecimento facial. 
No entanto, tem surgido imensas tecnicas que advem de modificacoes e melhorias de 
algoritmos mais tradicionais, utilizando máetodos lineares e nãao lineares para efetuar
2https://www.projectoxford.ai/
3Pode ser testado em: http://how-old.net/
4https://support.lenovo.com/us/en/videolist/ht051305
5https://www.keylemon.com/
6 «Uma tecnica baseada na aparência, que consiste em encontrar uma combinação linear de 
variáveis que melhor separem duas ou mais classes» [7].
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a extração de caraterísticas da face do utilizador. Um dos algoritmos lineares que 
mais serve de base ao aparecimento de novas tecnicas e o PCA. Existem dezenas 
de modificacoes ao algoritmo, que tem como único objetivo melhorar a qualidade 
de reconhecimento. Surgiram entao algumas tecnicas a partir de modificacoes do 
PCA, como pro exemplo: o ICA (Independent Component Analysis), uma tecnica 
estatística e computacional «que encontra direções ideais em vez de localizacães 
específicas em altas densidades de dados>[3]; o Kernel-PCA, tecnica que consiste 
numa «modificação a partir do PCA, de forma a representar mapeamentos não 
lineares num espaco de características de grande dimensao>[10]; o Modular Image 
PCA, que consiste numa divisao da imagem antes da extracao de caraterísticas para 
«melhorar variaçoes da face como expressães, iluminaçao e posição da cabeca>[21]; 
o Multiple Similarity PCA, que processa três matrizes de similaridade explorando as 
suas medidas, «matrizes onde são utilizados os vetores prúprios para produzir novos 
subespacos>[11];
Recentemente tem surgido uma nova família de algoritmos conhecidos pela com- 
posicao inversa, e que sao amplamente utilizados em AAM ’s (Active Appearance 
Models) [2]. Desde que o algoritmo de Lucas-Kanade foi publicado em 1981[? ], o 
alinhamento de imagens tornou-se uma das tecnicas mais utilizadas em visao por 
computador. Hoje em dia, e adaptado a area do reconhecimento facial e conjugado 
com algoritmos de extraçao de caraterísticas, surgindo desta forma o TI-PCA[8], 
algoritmo que serviu de base para a elaboraçcãao deste trabalho.
3.2 Etapas do Sistema Biometrico
Neste capítulo serêo descritas as etapas do sistema de autenticaçao biometrico, en­
quadrando estas etapas num sistema de identificacao facial.
3.2.1 Aquisicao de Características Biometricas (Imagem)
A aquisicao de características e a primeira etapa em qualquer processo biometrico. 
No reconhecimento facial, deve ser obtida uma imagem que contenha a face do 
utilizador que se pretende autenticar, por intermíedio de um dispositivo capaz de 
efetuar a recolha. Neste trabalho a captacao da imagem e feita pelo browser, atraves 
de um qualquer componente de vídeo disponível. A imagem deve conter apenas o
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rosto de uma pessoa pois, no caso de existirem vários, ou nao existir nenhum, o 
processo de verificacáo ou registo será cancelado.
Esta etapa, apesar de se limitar a obtencão de imagens, deve envolver alguns 
cuidados na hora da recolha. O sistema deve estabelecer um conjunto de regras que 
o utilizador deve prezar aquando da captura da imagem. Ainda que exista a fase 
de pré-processamento, quanto mais normalizada estiver a imagem no momento da 
aquisiçao, melhores resultados obterá o sistema, diminuindo o FAR.
Desta forma, devem ser tomadas em conta algumas boas práticas, no que diz 
respeito ao utilizador e ao seu meio envolvente no momento da aquisicão de carac- 
terísticas, tais como:
Meio envolvente
Qualidade do Equipamento: A câmara deve ter preferencialmente uma resolucão 
acima dos 640 x 480.
Iluminaçao: E de evitar apontar a câmara para luzes brilhantes, ou qualquer area 
com pontos fortes de luz. A iluminacão deve ser moderada e nao deve incidir 
diretamente na câamara.
Distancia: A distancia da câmara ao utilizador varia consoante a resolucão da 
mesma. Nao obstante, a imagem deve ser uma fotografia tipo passe.
Focagem: A imagem deve estar focada, ajustando-se à distancia a que o utilizador 
se encontre.
Local: A câamara deve ser posicionada num local onde naão existam grandes quan­
tidades de ruído, se possível, direcionada para uma parede ou tela branca.
Utilizador
Posicionamento: A face deve permanecer de forma frontal à camara.
Expressões: A expressao do rosto deve manter-se neutra, evitar sorrisos rasgados, 
fechar os olhos, óculos escuros ou quaisquer acessórios que possam tapar a
cara.
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Desta forma, consegue-se ter um ambiente controlado que facilitará as tarefas do 
sistema. Ainda de salientar que o rigor na aquisição das imagens deve ser tomado em 
conta tanto no processo de registo como no de autenticaçao, uma vez que a decisao 
depende de uma comparacao entre ambas.
3.2.2 Pre Processamento
Esta etapa estabelece a ponte entre a aquisicão de características e a extraçao das 
mesmas. Nas imagens que dao entrada no sistema, e feita a detecao e recorte do 
rosto, descartando o restante, normalizar a sua dimensao e melhorar questões como 
a fraca ou demasiada iluminacao.
3.2.2.1 Detecão da Face na Imagem
A deteçao de face na imagem recolhida faz parte da fase de pré-processamento. E 
nesta etapa que e eliminado todo o ruído da imagem, ou seja, toda a informaçao 
(pixeis) desnecessaria. Desta forma, e extraída uma nova imagem apenas com o 
recorte da face do indivíduo. Isto faz com que, para alem da imagem ficar com 
menos informaçao superflua, diminua tambem a quantidade de pixeis, fazendo com 
que nao seja necessario tanto processamento e tenha consequentemente uma melhor 
performance.
Para detetar as faces nas imagens foi utilizado o algoritmo Viola-Jones, «uma 
técnica de detecao de objetos em imagens que se baseia em três conceitos: integral 
de imagem, treino de classificadores usando boosting e o uso de classificadores em 
cascata>[35]. Embora o algoritmo possa ser utilizado para reconhecer qualquer 
objeto, a motivacão principal de Viola e Jones foi o reconhecimento facial. Um dos 
pontos fortes deste algoritmo e a rapidez com que e executado.
Por conseguinte, ao detetar o rosto na imagem, obrém-se as coordenadas da sua 
localizaçcãao e e feito o recorte e gerada uma nova imagem exclusivamente com a face 
do indivíduo, como ilustra a figura 3.1.
3.2.2.2 Normalização e Filtragem da Imagem
Um dos primeiros fatores a ter em conta nesta etapa e o facto de a imagem so 
poder conter uma face. Qualquer imagem em que, no processo de detecão, sejam
3. Autenticação por Reconhecimento Facial 25
F igura 3.1: Recorde da face na imagem.
encontradas duas ou mais faces, este será imediatamente interrompido, informando 
a causa. O mesmo se aplica no caso de não ser detetada qualquer face na imagem.
Desta forma, ao extrair o recorte da única face da imagem, o passo seguinte 
e normaliza-la e aperfeicoa-la, antes de se proceder a extracao de características. 
A normalizacao consiste em redimensionar a imagem para que tenha a dimensao 
definida pelo sistema. O aperfeicoamento da imagem recai sobre um dado muito de­
batido quando se fala em reconhecimento facial, a iluminacao, visto que, «mudanças 
na iluminacao originam uma descida drústica na performance de um sistema de re­
conhecimento facial» [27]. Para contornar esta dificuldade, foi utilizado um metodo 
de processamento de imagem, chamado Histogram Equalization, que consiste numa 
minimizaçcãao automúatica do contraste em aúreas com demasiada luz ou demasiado es­
curas. No entanto, não deve ser feita uma equalizacao de histograma considerando 
o contraste global da imagem pois, desta forma, pode-se ficar com zonas muito 
brancas e outras demasiado escuras, perdendo assim informaçao relevante. Sendo 
assim, uma forma de solucionar este problema e limitar o histograma a uma regiao 
específica aplicando o metodo Adaptive Histogram Equalization[23]. Deste modo, a 
imagem e dividida em pequenos blocos, dividindo-os em dimensões de três por três, 
que sãao assim equalizados separadamente.
3.2.3 Alinhamento e Extração de Características
Após o pré-processamento, a imagem da face normalizada segue para a extracao 
de características, com o objetivo de encontrar as principais características a serem
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utilizadas na etapa final, a decisão. Devido a grandeza dos vetores (imagens), e 
utilizada a tecnica de PCA, visando reduzir a dimensionalidade da imagem a fim 
de aliviar o custo computacional e melhorar a precisão do classificador. Alem da 
extracao de características nesta etapa, e feito tambem um alinhamento das imagens 
que dao entrada no sistema. O alinhamento e feito pelo algoritmo SIC, que encontra 
os valores que melhor definem a transformaçao dos pontos que definem a localizacao 
da face. Assim sendo, a utilizaçao destes dois algoritmos da origem ao TI-PCA, 
algoritmo estudado no ambito desta dissertacao, que se baseia numa extracao de 
características de faces devidamente alinhadas. O TI-PCA «alternadamente alinha 
as imagens, de forma a construir um Eigenspace melhorado, o objetivo e minimizar o 
erro quadrático medio entre as imagens alinhadas e as suas reconstrucães>[8]. O ali­
nhamento e feito pelo algoritmo SIC e sao ainda alinhadas com base na localizacao 
dos olhos, tendo em conta que a distancia entre cada olho e a sua margem mais 
próxima deve ser igual. Os fundamentos matematicos dos algoritmos aqui menci­
onados sao detalhados e explicados pormenorizadamente no próximo capítulo (4) , 
dando a conhecer os míetodos utilizados e o seu fundamento teíorico.
Na fase de registo e feita uma extracao das características antes e depois de alinhar 
todas as imagens base recolhidas. Na fase de autenticacao são utilizadas as carac­
terísticas ja extraídas na fase de registo, alinhando apenas a imagem e realizando a 
etapa de decisãao.
3.2.4 Decisão/Classificação
A decisao final num processo de autenticacao e tomada com base nas características 
principais encontradas no processo de registo e a imagem de prova recolhida na etapa 
de aquisicao de características. Esta etapa e feita em funcao do calculo da distância 
euclidiana entre a imagem de prova e reconstrucao da imagem da face do utilizador 
que pretende validar a sua identidade, obtendo assim um erro que determina a sua 
diferenca. Como tal, deve existir um valor limite que defina a aceitacao do erro uma 
vez que, caso o erro seja inferior ao limite, o pedido de validacão será aceite, caso 
contrario, será negado. Este valor conhecido como threshold ó definido e explicada 
a sua utilizaçao no proximo capítulo (4) .
Capítulo 4
Fundamentos Matemáticos
4.1 Analise de Componentes Principais
A análise de componentes principais (Principal Component Analysis) e uma técnica 
matemática de redução de dimensionalidade de um conjunto de dados. Inventada por 
Karl Pearson[20], esta tecnica baseia-se na extracão de componentes principais de 
um espaço multidimensional, formando assim um novo conjunto. E muito usada em 
reconhecimento de padroes para eliminar redundancias de informacao mantendo, no 
entanto, as principais características de um padrâo. Mais tarde, Turk e Pentland[30] 
utilizaram esta tecnica para extracão de características e representacao de faces.
No reconhecimento facial, a tecnica PCA e utilizada para encontrar um grupo 
de subespacos de vetores, a que se da o nome de Eigenfaces. «Eigenfaces são um 
conjunto de vetores próprios obtidos a partir de uma matriz covariância>[30]. Desta 
forma, a face de qualquer indivíduo pode ser representada por uma combinacao 
linear de vetores proprios, fazendo com que um conjunto de imagens represente um 
conjunto de pontos num espaço enorme.
PCA consiste em promover uma transformacao linear nos dados de modo que 
os dados resultantes dessa transformacão tenham as componentes mais significati­
vas nas suas primeiras dimensães, em eixos denominados principais. Representar 
graficamente o vetor correspondente a uma face e algo humanamente impossível, 
portanto, para uma melhor percecao, foi feita uma analogia num grafico a duas 
dimensões. As figuras abaixo (Figuras 4.1, 4.2) ilustram um conjunto bidimensio- 
nal, apos a aplicaçao do PCA e a projecao dos dados utilizando apenas a primeira 
componente principal.
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F igura 4.1: Análise de Componen­
tes Principais aplicada á um con­
junto de dados, onde as linhas trace­
jadas são as componentes principais.
F igura 4.2: Projecão dos dados
usando apenas a primeira compo­
nente principal.
4.1.1 Cálculo Eigenfaces:
A imagem de uma face designada por I (x ,y )  deve ser uma matriz bidimensional 
com a dimensao de h colunas por w linhas com uma quantização de 8 bit de níveis 
de cinzento. Cada imagem deve ser convertida num vetor de dimensao M , de modo 
que uma imagem de 128 x 128 se torne num vetor de dimensao 16, 384. Sendo assim, 
cada imagem (vetor) representa um ponto num espaco vetorial.
Portanto, a explicacao deste algoritmo foi decomposta em seis passos, para uma 
melhor compreensãao.
Primeiro Passo:
As imagens de entrada originais da face de um utilizador, tambem denominadas 
como imagens de treino, são designadas por I 1, I2, ..., IN, onde N e o numero de 
imagens. Estas imagens devem ser transformadas em vetores C , de dimensão M :
Segundo Passo:
Obter um conjunto S de dimensao N que contem todos os vetores C  correspon­
dentes as imagens das faces.
s  =  [ r i , r , ra ,...,r N ] (4.1)
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F igura 4.3: Representação da imagem li como vetor r
Terceiro Passo:
Obter a media de todas as imagens do conjunto, que deve ser representada por 
[30]:




Como podemos observar na figura 4.4 foi utilizado um conjunto de imagens para 
gerar uma face media.
F igura 4.4: Face Media obtida de um conjunto de imagens
Quarto Passo:
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Deve ser encontrada a diferença entre as imagens de treino e a media de todas as 
imagens.
$ í =  r  -  *  (4 .3)
Depois, deve ser formado um conjunto A, com todas essas normalizacoes, onde N e 
o numero de imagens normalizadas.
A =  { $n  $ 2 ,..., $ n } (4.4)
Quinto Passo:
Após ter a matriz A , deve ser calculada a sua matriz de covariancia, para poste- 
riormente conseguir obter os vetores e valores proprios. Esta matriz obtem-se por
[30]:
1 N
C =  N  Y , =  AAT (4.5)
n= 1
Sexto Passo:
Neste passo devem ser encontrados os vetores proprios u í da matriz covariancia, 
atraves do metodo:
AAt u í =  XíUí (4.6)
No entanto, a matriz covariancia tem dimensões de M  x  M  e nos casos em que 
a dimensao do vetor (M ) e menor que o numero de imagens de treino (N), pode- 
se utilizar a matriz C. Nao obstante, para os casos em que M > N , encontrar 
os vetores proprios a partir da matriz C e uma tarefa computacionalmente muito 
dispendiosa. Como forma de diminuir a sua dimensao, podemos construir a matriz 
L  =  ATA de dimensõo N * N , considerando os seus vetores proprios ví , tais que:
AT Aví =  ^íVí (4.7)
Qual e a relacao entre uí e ví?
AtAví =  ^íVí ^  AAtAví =  ^ iA v u ^  
CAví =  ^íAví ou Cuí =  ^íuí onde uí =  Aví
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Esta dedução permite perceber que AAT e ATA têm os mesmos valores próprios 
e os seus vetores próprios estão ligados1. Portanto, podemos calcular a matriz L e 
encontrar N vetores proprios, vi de L. Calculados os vetores próprios pode-se então 
definir a matriz ui que contem os Eigenfaces por [30]:
Ui =  Avi (4.9)
Ao obter a matriz ui, se se representar cada linha como uma imagem, percebe- 
se que estas apresentam espectros de faces humanas(Fig. 4.5) , fazendo realcar as 
características principais do conjunto de imagens de treino.
F igura 4.5: Primeiras 12 Eigenfaces mais relevantes.
A implementacao do algoritmo, que executa todas as etapas acima descritas, 
encontra-se em 3, A1.
Análise Final
Sabe-se entao que os valores próprios permitem-nos classificar os vetores proprios 
de acordo com a sua relevancia, permitindo assim que se consiga definir um subcon­
junto de vetores proprios mais significativos. Quanto a escolha de quantos vetores 
proprios(Eigenfaces) devem ser utilizados, a decisão envolve um balanceamento en­
tre a precisão de reconhecimento e o tempo de processamento. Cada Eigenface 
adicional contribui para o aumento do processamento do sistema.
Podemos concluir que o metodo PCA diminui consideravelmente os esforços com­
putacionais porque reduz a ordem da matriz, possibilitando melhor eficiencia. No 
entanto, uma das grandes desvantagens da utilizacao deste metodo e que a anólise
1E importante referir que os N  valores próprios de ATA  corresponde aos M  melhores valores 
proprios de AAT.
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em si não garante um bom poder discriminativo, uma vez que as componentes sao 
encontradas com base na direcão da maior variância do conjunto, e nao pela maior 
distinção. Por isso, pode-se dizer que a análise de componentes principais caracteriza 
bem a face, mas não funciona necessariamente como um bom classificador porque 
nem sempre as dimensães de maior variancia sao as mais relevantes para discriminar 
diferentes identidades.
4.2 Transformação Invariante PCA
No enquadramento dos desenvolvimentos levados a cabo por «Kirby e Sirovich, a 
imagem de uma face humana arbitrária pode ser obtida partindo de uma imagem 
media e um conjunto de imagens base (basis images)> [8j.
Neste processo tomemos a representaçao vectorial de uma imagem como sendo 
um vetor coluna onde cada coordenada representa a pixel coordinate do pixel que 
lhe esta associado. Esta representacao vetorial permite um mais eficiente trata­
mento computacional dos dados. Designando por I  e Rd uma dada imagem de face 
humana, a mesma pode obter-se atraves da seguinte construcao
m
1 =  P +  ^  aj +  e (410)
J =1
onde p representa o vetor de coordenadas da imagem media, fa1, ,..., fam são ima­
gens base obtidas a partir do conjunto de imagens de treino previamente capturadas 
e e representa a componente errática. Ainda na mesma formulaçao, podemos obser­
var a existencia de um conjunto de parâmetros a1,a2, ...,am que podem ser obtidos 
atraves de uma projecao ortogonal num espaco linear que doravante designamos por 
face space. Este espaco pode ser construído usando os vetores próprios (Eigenfaces) 
associados aos M  maiores valores proprios (Eigenvalues) atraves de PCA aplicada 
as imagens de treino[8].
De uma forma mais rigorosa, dado um conjunto de imagens de treino I %, a ob­
tenção dos Eigenfaces pode ser feita atraves do «metodo de minimização dos erros 
quadrados entre a imagem original e a sua reconstrucao>[8].
1
arq mm
u,̂ j N E min %a p a jJ=1
2
(4.11)
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No cenário improvável de obtenção de imagens de face originalmente alinhadas, 
a computaçao seria feita com recurso as fármulas anteriores, nomeadamente atraves 
do algoritmo PCA2. Contudo, devido à imprevisibilidade da captura da imagem 
da face e das diferentes feicões humanas, o uso dos Eigenfaces seria enviesado por 
muitos tipos de desvio em relacao a posicao de alinhamento (por exemplo rotacoes, 
translacoes e escalamento). Neste caso, o metodo careceria de robustez para o reco­
nhecimento de faces. Em que consiste o alinhamento de imagens? «O  alinhamento 
de imagens consiste em mover e possivelmente deformar uma imagem modelo de 
forma a minimizar a diferença entre a imagem modelo e a imagem a alinhar» [1].
Neste sentido, e proposto o uso do Transform-Invariant PCA (TIPCA). Este 
metodo assenta no mesmo princípio que o anterior mas oferece maior resistencia 
a eventuais perturbacões nas imagens originais. Esta robustez e atingida pela in­
tercalação do metodo PCA com o realinhamento da imagem. Com o objectivo de 
acomodar no modelo a possibilidade de perturbacões, vamos introduzir a warp func- 
tion W (x; p) que representa um conjunto parametrizado de possíveis transformacôes 
ao alinhamento correto de uma imagem. Esta funçao faz a correspondencia entre 
um pixel x na imagem base e a localizado do pixel na imagem original de acordo 
com o conjunto de parâmetros p. No presente trabalho foi utilizada uma matriz de 
transformaçõo que consiste numa combinaçõo entre a translaçõo3 e o cisalhamento 
vertical e horizontal4, dando origem a seguinte matriz5:




onde p=  (s ,tx,ty), cuja obtençõo serâ explicada abaixo.
A imagem seguinte ajuda a visualizar o que acontece com a aplicaçcõao da matriz 
W nos pontos que indicam a localizado do rosto.
2 Este método é frequentemente utilizado após o realinhamento da imagem com recurso a outros 
tipos de tecnicas, como por exemplo o realinhamento de olhos.
3Translacao ou translation e a funcao que move todos os pontos com uma distancia constante 
numa direcão especifica
4 Cisalhamento ou shear, um mapa linear que desloca cada ponto numa direçao fixa, por um 
valor proporcional a sua distancia a partir da linha que e paralela a direcao.
5 Arthur Coste, «Affine Transformation, Landmarks registration, Non linear Warping», CS6640: 
Image Processing, Project 3, 2012, pag. 15-20.
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F igura 4.6: Transformação aplicada a imagem.
Para efeitos de notação representou-se por I *(x) as imagens de treino originais e 
por fa(x) as imagens base. Dado um conjunto de N imagens de treino, procura-se 
um conjunto de imagens base que minimizam a soma da distancia entre as imagens 
originais transformadas e o facespace, ou seja, as suas reconstruções.
( m
P +  E aj
J =1imagem transiormaaa ^
reconstrução
Usando uma minimizacao simultanea dupla, este metodo pretende obter um ali­
nhamento do Eigenspace ao mesmo tempo que as imagens vao sendo realinhadas de 
acordo com o Eigenspace resultante de cada iteracao. Uma vez que neste metodo as 
imagens sofrem transformaçães a cada iteracao, a minimizacao da anterior expressao 
requer um processo de optimizacao iterativa. Antes de detalharmos o algoritmo por 
detrás da otimizacao, vamos apresentar o fio condutor do processo. Em tracos ge­
rais, este otimiza os valores de {p \ a 1}  assumindo um determinado valor para os 
parâmetros {p ,fa }  e depois, alternativamente, usa o valor encontrado de {pi,ai} 
para chegar a um valor átimo temporário de {p, fa}.
Como ponto de partida para a cadeia de iteracães, usamos o Eigenspace {p0, faj} 
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se segue, explicar-se-á com detalhe o algoritmo usado em cada iteração.
Passo 1) Alinhamento do E ig e n fa c e
Neste passo começa-se por tomar o valor da imagem media e das imagens base 
{ p ,Z i}  como fixo, e otimiza-se a função em termos do par coordenado {p*,a*}. O 
algoritmo utilizado e o Simultaneous Inverse Compositional algorithm (SIC). Este 
algoritmo realiza uma Gaussian-Newton gradient descent optimization, em termos 
dos parâmetros a* e pi [1].
Na especificaçao deste modelo, a imagem media e as imagens base serâo atualiza­
das de acordo com a warp function que, por sua vez sofrera transformacoes após a 
atualizacão do par coordenado {p*,a*}. Desta forma, a anterior equaçao devera ser 
reformulada para contemplar o efeito da transformaçao na imagem media e imagens 
base:
/  m \ 2
E  I* (W (x; p1))  -  p (W (x, Vp)) -  +  Aaj )Z  (W (x, Vp)) (4.14)
j =1
Realizando uma aproximacão de Taylor[1] de primeira ordem em p (W(x, Ap)) e 
0i (W(x, Ap)), obtemos:
( ) m 
1* (W (x;p‘)) -  p(x) +  V P-d p a p -  ^ ( a ,  +  A a ) Z(x) + V é , A p
(4.15)






I* (W (x; p 1)) -  p( x ) - E  ai0i (x) -  V p +  E  aiV0i ~ 7 p A p - E  0i (x)A
j =1 j =1 dp
i  ( ) a i
j=1
E(x)= erro da transformaçao
(4.16)
Da anterior expressao podemos retirar as n +  m dimensional steepest-descent 
images, que e descrita na sua forma vetorial SD :
dW  m dW
SD = |  | V p +  ai V 0i —  ,•••, V p +  ai V Zi , 01 (x),..., 0m(x)
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Para efeitos de notação, tomemos as seguintes duas simplificações:
-  ( P ) e * -  ( Í  )
A expressao (4.16) pode simplificar-se usando o erro da transformaçao e as ante­
riores simplificações como:
J][E (x) -  SD(x)Aq]2 (4.19)
X
Sendo o erro de transformaçao definido por:
m
E (x) — I  ( W (x;:) )  — p.(x) — E a  *  (x) (4*20)
j=1
Como demonstrado por Baker, Gross e Matthews[1], a expressao atinge o seu 
mínimo em:
N
arg min E [E(x) — SD(x)Aq]2 — —H -1 E SD T (x)E(x) (4.21)
X i=  1
onde H-1 representa a inversa da matriz Hessiana:
H-1 — E SDt (x)SD(x) (4.22)
X
Com a expressao anterior, após a realizacao das computacoes intermedias, obtem- 
se os parâmetros atualizados para Aq, de onde podem ser extraídos ambos Ap e Aa. 
Estes, por sua vez, serão atualizados na atualizacao da warp function W (x;p) ^  
W(x; p)-1 o W(x; Ap)-1 e dos parâmetros de aparencia ai ^  ai— 1 +  Aai , onde o 
óndice —1 remete para os valores da iteracao anterior.
Uma vez que o vetor de steepest descent images depende dos valores dos parâmetros 
aj  que sofrem alteraçães após cada iteraçao, este vetor tem de ser continuamente 
recalculado, bem como as computaçcãoes seguintes.
Este step-list[26] determina de uma forma sumaria as varias etapas do algoritmo 
SIC. A sua implementacão, foi desenvolvida em duas linguagens, Python e C ++, e 
encontra-se em 3, A3 e A5.
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Pré-cálculo:
(3) Calcular os gradientes A^ e A <frj para j  =  1,... ,m
(4) Calcular a Jacobiana (x; 0)
Iterar:
(1) Warp I  com W (x;p) para calcular I (W (x ;p ) ) .
(2) Calcular o erro de transformacao da imagem E (x) usando a equacão (4.20)
(5) Calcular as steepest descent im ages S D (x ) usando a equacao (4.17)
(6) Calcular a matriz hessiana invertida H -1 usando a equacao (4.22)
(7) Calcular S D T (x)E(x)
(8) Calcular A q =  —H -1 SDT(x)E(x)
(9) Atualizar ai ^  ai +  A  ai
Ate ||Ap|| < £
Passo 2) Atualizar o Eigenface
Repare-se que neste momento temos um novo valor para o par de coordenadas 
{pi,ai}, pelo que, por aplicaçao da warp fu n ction , levou-se a cabo uma nova trans- 
formacão das imagens de treino. Com as novas imagens, pode-se obter facilmente 
o Eigenspace atualizado atraves da aplicaçao de PCA standard a estas, exatamente 
como foi feito no conjunto de imagens inicial, no princípio do processo. Com o novo 
par de coordenadas { p , $ j }, retorna-se ao passo anterior para mais uma iteracão.
Após a aplicacão deste processo iterativo, a convergencia devera ser atingida e 
o valor da funcão diminuira iteracao após iteracão. Quando este ultimo parar de 
reduzir, o processo de convergencia chegou ao fim, pelo que os valores { p , $ j }  en­
contrados deverãao ser tomados como confióaveis para as fases posteriores do processo 
de reconhecimento facial[8].
A implementacão do algoritmo TIPCA, que se baseia na interacão entre a ex­
tração de caracterósticas e o alinhamento, encontra-se em 3.
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4.3 Processo de Decisão/Classificacão
Como dito anteriormente, ao representar os Eigenfaces como imagens ver-se-á que 
os mesmos apresentam figuras semelhantes a faces humanas, ou seja, imagens con­
tendo os componentes principais das faces humanas. Eigenfaces com menores valo­
res próprios apresentam imagens com poucas características interessantes, por isso 
muitas vezes sao descartadas e são utilizadas apenas as que tem melhores valores 
proprios.
Neste trabalho e desenvolvido o processo de verificacao. Isto quer dizer que o 
processo de classificacao e feito utilizando as imagens de treino armazenadas na base 
de dados, relativos ao utilizador que se pretende autenticar. Portanto, a projecao e 
feita de forma a obter Q j, em que deve ser utilizado o conjunto A (4.4) , da seguinte 
forma [30]:
“ j =  (A -  tf) (4.23)
obtendo assim,
Qj =  [“ i , “ 2, ...,“ n] (4.24)
em que N e o número de vetores proprios utilizados para a projecão do espaco.
De seguida deve-se achar tambem Qk que corresponde à projeçao da imagem de 
prova:
“ k =  «fc (r  -  tf) (4.25)
obtendo desta forma,
Qk =  [“ i , “ 2 ,...,“ n ] (4.26)
A imagem de prova, a semelhança das imagens de treino, e projetada no espaço, 
como demostrado anteriormente, tracando Qk e Q j, que contem os chamados pe- 
sos(weights) [29]. Utilizando os pesos de ambas as projecães, deve ser encontrada 
a distancia entre as duas imagens, ou seja, o erro e a medicao deve ser calculada 
atraves do metodo da distância euclidiana:
£k =  IIQj -  QkII (4.27)
Por fim, se o erro, £k, for menor que o valor limiar(threshold) representado por 
0 , e validada a identificaçao do utilizador com sucesso. A respetiva implementacao
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do processo de decisão encontra-se em 3, A4.
£k < 0 c (4.28)
Definindo threshold
Para definir o limiar de aceitacão a fim de posterior decisão, deve-se calcular 
0 c, que pode ser definido pela maior distância aceitavel entre Qk e Qj calculados 
anteriormente[16]:
0 c =  -m a x  {Qj — Qk} (4.29)2 j,k
No entanto, esta equacao seria valida se se tratasse de um processo de iden- 
tificacão, e não de verificaçao6. Quer isto dizer que num processo de identificacão 
poderia ser calculada a distancia euclidiana entre a imagem prova e todos os registos, 
identificando o registo detentor do menor erro diante todos. No caso da verificacao, 
tratada neste trabalho, o facto de conhecer previamente o utilizador exclui a neces­
sidade de calcular a distancia entre todos os registos, devendo ser calculada apenas 
a distancia relativa ao registo que corresponde a identidade do indivíduo. Sendo 
assim, o erro obtido terá de ser submetido a um limite que será, neste caso, definido 
pelo administrador do sistema de autenticacao. Um threshold baixo sera propício a 
existencia de menos falsos positivos mas tambem a dificuldade na aceitacao de uti­
lizadores legítimos; valores altos permitem uma aceitaçao mais fácil a utilizadores 
legítimos mas tambem o aumento de falsos positivos, ou seja, validacoes erradas.
6A diferença entre ambos já foi debatida anteriormente na secção 2.5
Capítulo 5
Arquitetura do Sistema
O processo de autenticação deste sistema biométrico e constituído por várias etapas, 
como se pôde perceber anteriormente (3.2) . Estas etapas foram encaixadas numa 
arquitetura desenhada com vista a obter um servidor de autenticacao em rede.
A arquitetura presente, representa uma plataforma web constituída por um servi­
dor que disponibiliza HTML e que, atraves de um web browser, permite ao utilizador 
dispor, caso exista, da componente de vídeo presente no dispositivo utilizado, seja 
ele qual for. Este sistema incide essencialmente em dois casos de uso, o registo e a 
autenticaçao. Sendo assim, as figuras ?? e ?? exibem o fluxo do sistema em ambas 
as fases, demonstrando assim, de uma forma mais clara, a arquitetura do sistema.
5.1 Casos de Uso
5.1.1 Registo
Subentendendo o pedido inicial da página (HTML) ao servidor, atraves de um HTTP 
Request GET, pode perceber-se, observando a arquitetura, presente em anexo (3, 
B1), que o processo de registo tem origem numa açao externa ao sistema, que provem 
da parte de um utilizador. Para dar início ao processo, o utilizador deve deter uma 
camara de vídeo no dispositivo utilizado para que seja feita a recolha de imagens de 
modo a conseguir efetuar a etapa de aquisicao de características, que carece tambem 
de alguma informacão sobre o utilizador. Depois disso, todos os dados adquiridos 
sao enviados pela rede atraves do protocolo HTTP para o servidor, que começara por 
pre processar as imagens de forma a verificar a sua veracidade, garantindo que existe
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uma e apenas uma face em cada imagem1. Segue-se a utilização do algoritmo TI- 
PCA que e constituído pelos algoritmos* 2 PCA e SIC, este tem como objetivo alinhar 
os rostos das imagens e extrair os componentes principais dos rostos, respetivamente. 
As imagens, ja alinhadas, sao armazenadas em base de dados e, por fim, e enviado 
o feedback da operaçao para o browser para que este possa apresentar o resultado 
ao utilizador.
5.1.2 Autenticação
O processo de autenticacao segue um fluxo semelhante ao do processo de registo. 
A autenticacao inicia-se tal como o registo, atraves de uma iniciativa externa por 
parte do utilizador. A primeira etapa, aquisicao de características, e responsavel 
por recolher o e-mail e uma imagem com a face do utilizador. O e-mail servira 
para identificar o seu registo entre os demais, pois pelo facto de se tratar de um 
sistema de verificaçao requer uma identificacao previa. Ao ser feito o pedido de 
autenticacao ao servidor, a imagem e inicialmente pré processada, seguindo para 
o alinhamento e extracao de características, utilizando as imagens provenientes do 
processo de registo (imagens de treino) para proceder à execucão do algoritmo. Após 
efetuado o alinhamento e obtidas as componentes principais, toma lugar a etapa de 
decisaão, onde seraí comparada a imagem de prova e imagens de treino do respetivo 
utilizador, concebendo uma decisão3 com base nos limites estabelecidos. Por fim e 
enviada a decisao ao browser, que tratará de apresentar o resultado ao utilizador. O 
diagrama respetivo a este caso de uso encontra-se em anexos (3, B2).
5.1.3 Conclusões
Como pudemos constatar, ambos os casos de uso sãao bastante similares, assentando 
as suas diferencas no facto de um inserir e o outro consultar na base de dados, um 
efetua uma tomada de decisao e o outro nao, um efetua o alinhamento de todas as 
imagens de treino enquanto o outro alinha apenas a imagem de prova.
Nos diagramas pudemos tambem observar uma divisão de tarefas entre o Web 
Browser e Web Server que sao, neste trabalho, apontados como o <Cliente> e
xNa secção 3.2.2 deste trabalho, é explicado tudo o que é feito no processo de pré processamento.
2Na seccao 4.1 encontram-se detalhadamente descritos ambos os algoritmos.
3Na seccao 3.2.4 deste trabalho, e explicado como e feita a tomada de decisao.
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<Servidor> do sistema, respetivamente. Ambos serão abordados nas próximas duas 
secções, explicando o seu funcionamento e as tecnologias utilizadas.
5.2 Cliente ( Web  B ro w ser)
Cliente e a designaçao utilizada para descrever a componente responsóvel pela in- 
teracao com o utilizador. Este e o web browser, responsavel por apresentar o HTML 
fornecido pelo web server. Foi elaborada uma estrutura em HTML, um protótipo 
simples que permite demonstrar o funcionamento do sistema. O ficheiro HTML 
disponibilizado pelo servidor contem codigo JavaScript que utiliza a getUserMedia 
A PI4, para conseguir aceder e utilizar a camara do dispositivo, notando que o brow­
ser utilizado deve suportar HTML5.
Deste modo, o utilizador podera proceder aos dois casos de uso utilizando os se­
guintes links IP_SERVIDOR:PORTA_SERVIDOR/enrollment/ para realizar o registo e 
IP_SERVIDOR:PORTA_SERVIDOR/autentication/ para a autenticacão5. Em ambos 
deve tirar fotografias a sua face respeitando as boas praticas descritas em 3.2.1 e 
envia-las para o servidor carregando no botão de registo ou autenticacao, respetiva­
mente.
As imagens abaixo (5.1, 5.2) demonstram o que e apresentado ao utilizador no 
momento em que este, enquanto cliente, acede ao servidor atraves do browser, em 
ambos os casos de uso. 45
4Tutorial Capturing Audio and Video in HTML5, publicado por Eric Bidelman em 2012, http: 
//www.html5rocks.com/pt/tutorials/getusermedia/intro/
5IP_SERVIDOR, e a variavel que corresponde ao IP no qual foi executado o web serv er da 
fram ew ork  D jango. A variável PORTA_SERVIDOR deve indicar a porta no qual o web serv er está 
a escuta.
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F igura 5.1: Interface de Registo.
F igura 5.2: Interface de Autenticação.
Portanto, as principais funções do cliente são: efetuar a aquisição da informação 
e características biometricas do utilizador e envia-las para o servidor.
5.3 Servidor ( W eb S erver)
Pode afirmar-se que o cerebro de toda a plataforma assenta no servidor, e nele que 
estao contidos os algoritmos que sao o cerne dos principais processos do sistema. 
O servidor e considerado assim responsavel por toda a parte lógica do sistema.
5. Arquitetura do Sistema 44
A plataforma foi desenvolvida em Python, utilizando uma framework de desen­
volvimento de plataformas web, o Django. A utilizaçao desta ferramenta permite 
que, de uma forma simplificada, possa ser produzida e publicada uma plataforma 
web. O Django disponibiliza um Web Server simples, utilizado neste trabalho, 
que permite publicar a plataforma, o que faz com que, quando se acede ao url 
IP_SERVIDOR:PORTA_SERVIDOR/enrollment/ apareça o conteudo no browser, per­
mitindo desta forma o contacto com o servidor. A implementacão dos algoritmos ja 
descritos e apresentados no capítulo 4 necessitou de utilizar algumas bibliotecas: do 
ramo matematico, utilizou-se a Numpy, uma biblioteca com uma larga colecao de 
funçoes matematicas para trabalhar estruturas de dados, aplicando operações como 
subtracão, multiplicacao, transposicão, etc; na area da visao por computador, a bi­
blioteca OpenCV, que serviu para simplificar alguns processos, como o histograma 
de uma imagem, o simples redimensionamento de uma imagem, ou mesmo efetuar a 
detecçãao da face do utilizador na imagem recolhida, fazendo uso de um míetodo que 
implementa o algoritmo Viola e Jones (seccão 3.2.2.1) , entre outros;
Os algoritmos implementados efetuam imensas operaçcãoes entre matrizes mul- 
tidimensionais com um tamanho gigantesco(dimensao 640 x 480), o que faz com 
que o tempo de execucão, quer no processo de registo ou autenticacao, tenha atin­
gido tempos incomportaveis. Atendendo ao facto de o Python ser uma linguagem 
de programacao interpretada e os seus tempos de execucão não serem um ponto 
forte da linguagem, foi apresentada uma alternativa: desenvolver o algoritmo em 
C ++. Posto isto, para que fosse possível executar código C + +  durante a execucao 
de Python foi utilizado o SWlG(Simplified Wrapper and Interface Generator), que 
permite invocar um metodo em C + +  a partir do Python. Resultados e comparacoes 
de tempos sao apresentados no proximo capítulo(6) : Resultados Experimentais.
O servidor encontra-se ligado a uma base de dados MySQL que permite a per- 
sistencia das imagens e informacao do utilizador. A framework Django tambem 
facilita este processo pois suporta tecnicas como ORM(Object-Relational Mapping) 
que permite mapear uma classe diretamente a uma tabela da base de dados, efe­
tuando automaticamente todas as ligacães e interacoes com o SGDB(Sistema de 
Gestão de Base de Dados).
Em suma, alem da disponibilizacao do HTML, o servidor e responsavel por efetuar 
todas as etapas dos processos biomíetricos, exceto a aquisiçcãao de características que 
e delegada a parte Cliente.
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5.4 Tecnologias e Bibliotecas Utilizadas
Embora já tenham sido mencionadas algumas delas, no decorrer deste trabalho sur­
giram várias necessidades que levaram a procura e utilização de bibliotecas e/ou 
tecnologias. As linguagens utilizadas foram o Python, C + +  e JavaScript. O facto 
de este trabalho se encontrar ligado a area de visão por computador e necessitar 
de manipular matrizes multidimensionais, as principais bibliotecas utilizadas nestas 
manipulacães foram o OpenCV e NumPy, devido a sua notoriedade e resultados 
comprovados. Sao apresentadas e descritas adiante as restantes bibliotecas e tecno­
logias utilizadas.
Bibliotecas utilizadas:
• OpenCV - Biblioteca de visao por computador, que fornece varias funçães de 
processamento de imagem6.
• Numpy - Colecao de funcoes que suportam operacoes entre arrays e matrizes 
multidimensionais7.
• PIL - Sigla que significa Python Imaging Library, permite uma manipulacao 
de imagens em diferentes formatos 8.
• Matplotlib - Foi empregada para representar graficamente os arrays, recons­
truindo assim as imagens, utilizadas nos resultados experimentais 9.
• Pickle - Esta biblioteca foi utilizada em conjunto com a Django, o que permitiu 
guardar pickles em base de dados, ou seja, quaisquer variaveis em tempo de 
execucao, independentemente do seu tipo 10.
• Django - Framework que permitiu o desenvolvimento mais automatizado da 
plataforma 11.
• Navigator.getUserMedia API - Biblioteca em JavaScript que permitiu ace­
der aos componentes de vídeo dos dispositivos atraves do browser 12. 6789102
6 Website da biblioteca - http://opencv.org/
7 Website da biblioteca - http://www.numpy.org/
8 Website da biblioteca - http://www.pythonware.com/products/pil/
9 Website da biblioteca - http://matplotlib.org/
10 Website da biblioteca - https://docs.python.org/2Zlibrary/pickle.html
11 Website da biblioteca - https://www.djangoproject.com/
12 Website da biblioteca - http://www.w3.org/TR/mediacapture-streams/
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Tecnologias utilizadas:
• Xubuntu - Sistema operativo Xubuntu 14.04.2 LTS, x86_64, serviu como 
ambiente de trabalho.
• Eclipse - Ambiente de desenvolvimento com a utilizacao do PyDev13.
• P ython  - Linguagem de programacao utilizada, versão 2.7.9, 32 bits.
• V irtualB ox - Foram utilizadas maquinas virtuais para testar e desenvolver a 
plataforma.
• C hrom e - Browser utilizado para o acesso ao servidor, versao 45.0.2454.101 
m.
• M ySQ L - Sistema de gestao de base de dados escolhido para o armazenamento 
de informacao, versão 5.5.44.
13 W ebsite do plugin  - http://www.pydev.org/
Capítulo 6
Resultados Experimentais
Este capítulo pretende apresentar resultados e demonstração das experiências efe­
tuadas ao sistema, sendo importante frisar que todos os testes foram realizados em 
iguais circunstancias e perante os mesmos recursos. A tabela abaixo apresenta as 
características da maquina virtual utilizada:
Sistema Operativo Xubuntu 14.04.2 LTS 64bits
CPU Intel(R) Core(TM) i7-3612QM CPU @ 2.10GHz
Memoria RAM 2048 MiB
Armazenamento 20,00 GB
Sistema Virtualizacao VirtualBox Versao 4.3.16
Tabela  6.1: Especificações do ambiente de testes.
6.1 Comparação entre P C A  e TI-PC A
O TI-PCA nao e mais que a aplicacao do próprio PCA, utilizando o SIC para 
alinhar as imagens antes de efetuar a recolha dos componentes principais. Isto faz 
com que, num processo de autenticacao, no momento da classificaçao, a imagem de 
prova se encontre alinhada com as imagens de treino, reduzindo assim o erro entre 
ambas. Isto porque quando e efetuado o pre processamento e e detetada a face do 
utilizador na imagem recolhida, e obtido um ponto, com coordenadas x e y, bem 
como o comprimento e largura, permitindo assim saber quais os outros três pontos 
necessarios para fazer o quadrado que contera a face do utilizador.
Sao apresentados três casos distintos:
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• Caso 1 (6.1 e 6.2) - Utilizador com a face direita, sem existir alinhamento.
• Caso 2 (6.3 e 6.4) - Utilizador com a face torta, sem existir alinhamento.
• Caso 3 (6.5 e 6.6) - Utilizador com a face torta, com a existencia de alinha­
mento 1.
No primeiro caso, a imagem de prova e exemplo do padrâo que deve ser obtido 
para um processo de autenticacao, nao necessitando de reposicionamento.
F igura 6.1: Deteção da cara sem F igura 6.2: Recorte da face pre-
alinhamento mas com face alinhada. sente na figura 6.1.
Caso o utilizador, por algum motivo, não tenha a cara totalmente alinhada, ou 
seja, na mesma posiçao e perspetiva aquando do seu registo no sistema, pode resultar 
em situações como a que e apresentada na figura 6.3, o que, num processo de reco­
nhecimento com recurso ao PCA tradicional, e algo drasticamente penalizado. Com 
base nisto, a figura seguinte apresenta os primeiros resultados praticos do algoritmo, 
alinhando a face antes de efetuar a extracçãao.
F igura 6.3: Detecao da cara sem F igura 6.4: Recorte da face pre-
alinhamento e sem a face alinhada. sente na figura 6.3.
1A imagem de prova utilizada no caso 1 e caso 2 e a mesma.
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Neste último caso, a aplicação do TI-PCA à imagem de prova efetua o alinha­
mento com base na face do utilizador, melhorando assim o seu processo de extracao 
e permitindo uma classificacão mais seria e equiparada. Posto isto, caso exista al­
gum desvio, inclinacao ou rotacao no rosto na imagem de prova, esta será alinhada 
previamente.
F igura 6.5: Deteção da cara com F igura 6.6: Recorte da face pre-
alinhamento mas sem face alinhada. sente na figura 6.5.
Como se pode constatar, observando as figuras 6.2 e 6.6, a sua semelhanca e obtida 
pelo facto de o alinhamento ter sido efetuado na segunda imagem, caso contrario 
seria efetuada a tentativa de autenticaçao com a figura 6.4, o que obviamente iria 
reduzir em muito a possibilidade de identificacçaão.
Para demonstrar este facto foram obtidos os valores da matriz transformaçcãao e 
erro (distancia euclidiana) de cada um dos três casos acima demonstrados. Este 
valores são provenientes de três experiencias efetuadas ao sistema final. Os valores 





1 0 0 0 1.97
2 0 0 0 4.81
3 -0.106 -35.495 50.586 2.19
Tabela  6.2: Tabela com resultados dos três diferentes casos.
Percebe-se atraves dos resultados obtidos que o primeiro caso foi o que conseguiu 
obter um erro menor, ou seja, uma maior similaridade com o registo do utilizador. 
No segundo caso o erro aumentou mais que o dobro, o que corresponde à face
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ligeiramente inclinada e sem ser efetuado qualquer alinhamento pelo sistema. Por 
último, o terceiro caso apresenta um erro pouco maior do que o primeiro caso. No 
entanto, a imagem de prova foi exatamente a mesma do caso dois, a diferença incide 
no facto de ter sofrido o alinhamento.
6.1.1 Imagens Medias
Nao só no processo de autenticacao mas tambem no registo sao alinhadas as ima­
gens que dao entrada no sistema. Mas por que razao sao alinhadas as imagens no 
processo de registo? Embora se preveja que o utilizador respeite as regras de boas 
praticas, quanto mais dispersas estiverem as imagens base, na fase de registo, mais 
dificultada sera a tarefa de obter os componentes principais desse conjunto de ima­
gens. Portanto, e calculada a face media das imagens base e de seguida alinhadas as 
imagens com base nessa face media. Quando se calcular novamente a face media so­
bre as imagens alinhadas esta tera de se encontrar em melhores condicoes de efetuar 
a extracao de características, ou seja, achar os componentes principais. As ima­
gens abaixo apresentam a imagem media antes e depois de efetuar o alinhamento e 
percebemos claramente que ha uma melhoria notoria na sua sobrep osto  na figura 
6.8.
F igura 6.7: Face media antes do 
alinhamento.
F igura 6.8: Face media depois do 
alinhamento.
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6.2 Alinhamento através do SIC
O algoritmo SIC e o responsável pelo alinhamento da imagem, como já foi funda­
mentado anteriormente (seccão 4.2) , achando uma matriz de transformaçao, que 
melhor descreve o alinhamento entre um template e uma imagem de origem. Como 
podemos observar este processo e um processo iterativo, em que a cada iteracao e 
feita uma transformacão que acaba quando atinge o valor de erro mais baixo. Foram 
retirados os valores de um processo de alinhamento que e apresentado na tabela 6.3, 
na qual se pode perceber uma alteraçao decrescente no erro e alteracao dos valores 
da transformaçao. Na figura 6.9 pode tambem ver-se, de uma forma mais real e 
representativa, os dados presentes na tabela e, por fim, o grafico 6.2 permite uma 
analise do erro (representado pela formula (4.20)) a cada iteraçao.
Na tabela seguinte estao presentes os valores da matriz transformacao, que vao 
sofrendo alteracães ate chegarem aos melhores valores possíveis, que são obtidos 
quando e atingido o valor mais baixo de erro, achado quando se dá uma inversão na 
sua descida (neste caso na iteracao dezoito). Como se pode perceber, este processo 
sofre dezassete iteracoes ate obter os valores finais da matriz transformacao, sendo 
que a iteraçao dezoito e descartada. Estes valores foram obtidos com base numa 
experiencia efetuada ao sistema final, em que, os mesmos, foram extraídos a cada 
iteração no processo de alinhamento. Valores de s, tx e ty multiplicados por e-5 :
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Iterações s tx ty Erro
1 -0.002 -0.496 0.600 37.9
2 -0.005 -1.597 1.640 37.7
3 -0.011 -3.316 3.412 37.3
4 -0.019 -5.561 5.724 36.9
5 -0.029 -8.368 8.603 36.4
6 -0.040 -11.757 12.083 35.6
7 -0.054 -15.733 16.140 34.8
8 -0.069 -20.296 20.788 33.7
9 -0.087 -25.442 26.021 32.4
10 -0.106 -31.202 31.868 30.9
11 -0.127 -37.471 38.214 29.2
12 -0.149 -44.210 45.032 27.3
13 -0.172 -51.249 52.159 25.2
14 -0.195 -58.151 59.106 23.2
15 -0.217 -65.034 66.002 21.4
16 -0.239 -71.861 72.826 20.2
17 -0.260 -78.591 79.531 19.8
18 -0.280 -85.122 86.026 20.4
Tabela  6.3: Valores do processo de alinhamento.
A cada iteração pode-se obter uma matriz transformação, que nos permite des­
crever essa mesma transformaçao perante a posição inicial. Desta forma foi cons­
truída uma imagem onde sao representadas todas as transformações ate obter a 
final. E entao apresentada a imagem original, seguida da imagem com todas as 
transformaçcãoes sofridas e finalmente a transformaçcãao final.
F igura 6.9: Alinhamento atraves do SIC.
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Por fim, o gráfico abaixo representa o percurso decrescente tomado pelo erro ao 
longo das dezassete iteracoes e o seu ponto de inversao na iteracão dezoito. Ini­
cialmente o erro diminui moderadamente, comecando a aumentar a sua descida 
gradualmente ate que comeca a estagnar e atinge o mínimo.
Iteracão
6.3 Comparação entre Tempos de Execução Python 
e C
Este trabalho foi desenvolvido em Python, nao só a plataforma web mas tambem 
toda a parte lógica e algorítmica inerente. No entanto, durante os primeiros testes 
ao sistema percebeu-se que os tempos de execucao do algoritmo eram impraticaveis, 
o que levou a escolha da linguagem C para efetuar a execução do mesmo. Como tal, 
o mesmo algoritmo foi implementado em duas linguagens diferentes que concedem 
assim performances distintas ao sistema. Para comprovar esta realidade, foram 
extraódos os tempos de ambas as linguagens nos dois casos de uso existentes, o 
registo e a autenticacão. Para efetuar testes de aceitação ao sistema foi necessório a 
utilizacao de uma base de dados criada para o efeito. Foi utilizada a «Exteded Yale 
Face Database B>[12], selecionando dezassete amostras de entre as disponíveis.
Registo
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Este processo conta com cinco imagens de base por utilizador, que serão alinhadas 
e determinarao os componentes principais do utilizador. Na tabela seguinte estao 
representadas as medias dos tempos obtidos nas dezassete amostras utilizadas, em 
cada uma das linguagens. Percebe-se que a diferenca e gigantesca, o tempo de 
execucao em Python e aproximadamente vinte e duas vezes maior do que em C. A 
media do tempo de execucao do algoritmo PCA e de aproximadamente 2.9 segundos, 
notando que, mesmo aquando da sua utilizacao no processo TIPCA este e sempre 
executado em Python. Tempos apresentados em segundos.
Python C
TIPCA 826.16 37.22
Tabela  6.4: Média de tempos de execução no processo de registo.
Autenticacao
j>
Contrariamente ao processo anterior, neste e apenas alinhada a imagem de prova 
a ser validada, reduzindo em muito a quantidade de dados a processar. Foram 
utilizadas tambem dezassete amostras para testar o sistema. Como era de esperar, 
pela experiencia do caso anterior, a discrepancia entre a media dos tempos nas duas 
linguagens continua a ser enorme. No entanto, os tempos obtidos pela linguagem 




Tabela  6.5: Media de tempos de execução no processo de autenticação.
6.4 Testes de Aceitacao
Para efetuar testes de aceitacao ao sistema foi necessario a utilizacao de uma base 
de dados criada para o efeito. Foi utilizada a «Exteded Yale Face Database B » [12], 
selecionando dezassete amostras de entre as disponíveis.
As taxas de aceitacao num sistema de autenticacao biometrico dependem do valor 
limite de aceitacao (threshold), pois as taxas irao variar consoante o valor definido.
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Nos testes mais a frente apresentados será indicado o threshold utilizado bem como a 
taxa de aceitacao obtida num determinado conjunto de amostras. Foram efetuados 
dezassete pedidos de autenticacao em dois casos distintos. Num deles foi utilizado 
somente PCA e no outro TIPCA, isto requer inerentemente dois registos prévios 
e distintos, um que contem as imagens de treino alinhadas (TIPCA) e outro sem 
qualquer alinhamento (PCA).
Com os resultados provenientes da autenticacao em cada caso, em cada amostra, 
foi construída a seguinte tabela, que apresenta o erro calculado pela distancia eu­
clidiana (norma) entre a imagem original e a sua reconstrução3. Na utilizacao do 
PCA, foi obtida uma media de 5, 30 e um desvio padréo de 2.68 enquanto que no 
TIPCA, a media foi de 2, 98 e o desvio padrão de 2, 39.


















Tabela  6.6: Tabela com resultados de autenticação. (Valores em segundos)
3Explicado na subsecão 4.3.
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O resultados indicam que a distância calculada, ou seja, o erro que representa a 
diferença entre as duas faces e menor aquando a utilizacao do algoritmo TIPCA. O 
que nos leva a concluir que este apresenta melhorias face ao seu precedente (PCA).
Utilizando os valores obtidos nos dezassete processo de autenticacao em ambos 
os casos, foi elaborado um gráfico para analisar de uma forma mais representativa os 
resultados. Observando o grafico seguinte, destaca-se a superioridade da linha azul 
perante a vermelha. Indicando, que o valor do erro em TIPCA áe muito menor do 
que em PCA, excepto quatro amostras, onde duas delas os valores TIPCA sao mais 
elevados, piorando o processo, e nas outras duas os valores são aproximadamente 
iguais o que quer dizer que, para estas duas amostras, áe indiferente a escolha do 
algoritmo.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Processo Autenticacão
Perante este grafico, se se definir um threshold de três, que equivale a traçar uma 
linha reta em y =  3. Depois disto, todos os pontos que ficassem abaixo da reta 
serãao considerados validados enquanto os que estivessem acima seraá negada a sua 
identidade. Posto isto, perante TIPCA, em dezassete amostras, existiriam quatro 
que não seriam reconhecidas, consideradas de falsas negações, obtendo uma taxa de 
sucesso de aproximadamente 76%. Contundo, subindo o valor do threshold para o 
dobro, a taxa de sucesso tambem seria mais elevada, atingindo os 88%.
Utilizados os mesmo valores de threshold para analisar a taxa de sucesso do 
utilizando apenas PCA, obter-se-ia aproximadamente 17% com limiar de três e 65%
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com um limiar de 6. Comparando as taxas de sucesso dos dois algoritmos percebemos 
claramente a superioridade do TIPCA perante o PCA.
No grafico podemos observar que, na amostra dez e catorze o erro aumentou 
com a utilizaçao de TIPCA. Isto deve-se ao facto de que, o alinhamento efetuado 
nem sempre e feito corretamente, podem existir devios que prejudicarâo na fase de 
decisao.
6.5 Redução da Dimensionalidade da Imagem
Para saber ate que ponto a dimensao das amostras utilizadas pode influenciar o 
processo de autenticacao do utilizador, foram feitos vários testes com diferentes 
dimensões, como apresenta a imagem seguinte:
F igura 6.10: Redimensionamento das imagens para autenticação.
Foram efetuados os registos das dezassete amostras em quatro dimensoes diferen­
tes, utilizando a base de dados «Exteded Yale Face Database B>[12]. No processo 
de identificacao, em cada uma das amostras nas quadro diferentes dimensões, foram 
obtidos os erros que determinam o grau de similaridade entre as imagens de prova 
e de treino. Para estes testes foi construído um script que reduzir a dimensao da 
imagem antes de a processar. Na dimensõo original de 640 x 480 foi obtido o mesma 
media e desvio padrâo do que no caso anterior (os valores sao os mesmo pois as de­
zassete amostras sao iguais em todas as experiencias). Reduzindo a dimensõo para 
320 x 240 a media e de 4.49 e o desvio padrõo de 2.77. Reduzindo novamente para 
160 x 120 a media e de 3.84 e o desvio padrõo de 2.37. Na ultima reducõo, de 80 x 60,
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existiram algumas amostras que já  não foram processadas pelo sistema, impedindo 
desta forma calcular a media e desvio padrâo a comparar com  as restantes.
Os valores obtidos encontra-se na seguinte tabela:
640 x  480 320 x  240 160 x  120 80 x  60
1 1,11 1,53 5,91 3,93
2 2,37 8,89 1,75 -
3 2,06 5,91 7,65 -
4 2,01 2,21 9,22 9,35
5 5,57 3,11 5,74 -
6 1,21 6,25 1,52 1,74
7 4,12 3,01 4,37 -
8 1,01 1,66 1,51 2,37
9 2,92 2,65 4,62 1,06
10 9,88 6,31 1,16 6,00
11 2,24 8,62 1,12 1,31
12 2,18 3,20 3,42 6,65
13 1,62 9,15 3,05 2,89
14 7,51 8,13 3,88 6,5
15 2,36 1,57 5,60 -
16 1,26 2,48 4,08 -
17 1,38 1,79 1,05 4,07
Tabela  6.7: Erros perante nas diferentes dimensões de imagens.
Representando os valores graficamente, obtem os a seguinte grafico:
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Processo Autenticação
Utilizando o grãfico, se existisse como no exemplo anterior um threshold de três e 
traçando a linha no eixo do y, obtendo uma taxa de sucesso em cada dimensão.
A dimensao de 640x480 tem uma percentagem de sucesso de 76%, 320x240 de 
47%, 160x120 de 37%, tendo por ultimo 80x60 com 23%. Tentou-se ainda testar 
a dimensão de 40x30, no entanto, em nenhuma das amostras foi possível sequer 
identificar a face do utilizador. Como se pode constatar a taxa de aceitaçao va­
ria dependendo da dimensao da imagem original, e neste caso, quanto menor e a 
dimensão de imagem, mais difícil fica o processo de autenticaçao.
As taxas de sucesso obtidas, tal como ja foi referido, não sao fixas, variam tambem 
consoante o threshold definido. Caso se aumente o valor do limite de aceitaçao, as 
percentagem de sucesso irao tambem aumentar.
6.6 Conclusões e Alternativas
Tendo em conta todos os testes efetuados e resultados obtidos, existem vaírias con- 
clusoes que podemos retirar quanto a performance do algoritmo implementado (TIPCA). 
Um dos pontos principais a destacar prende-se com o facto de o algoritmo TIPCA 
melhorar significativamente os resultados do tradicional PCA, como demonstrara 
Weihong Deng, Jiani Hu e Jiwen Lu [8]. No entanto, nas amostras utilizadas para 
os testes deste trabalho, pudemos observar que existem exceçcãoes em que o TIPCA
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nao apresenta melhorias face ao PCA; pelo contrário, aumenta a incerteza da auten­
ticação. Ainda assim, num conjunto de dezassete amostras, apenas duas produziram 
um efeito negativo na utilizacao do TIPCA, como se constatou anteriormente.
Uma das conclusões que se pôde tirar da utilizacao do algoritmo TIPCA e que, 
em faces que estejam inclinadas: se as faces estiverem numa perspetiva frontal, o 
resultado e muito mais satisfatorio do que quando a face esta numa perspetiva lateral 
ou de perfil, o que se pode considerar como um ponto fraco. Outro ponto fraco da 
utilizacao deste algoritmo e o facto de existir a possibilidade de o alinhamento nao 
ser feito corretamente, o que resulta num aumento do erro na fase de decisao e 
consequente resultado negativo. Como constataram Sanchez-Lozano e Alba-Castro, 
«muitos autores tem advertido que os algoritmos de composição inversa falham na 
regra de com p osto , permitindo a existencia de formas invalidas>[26].
O tempo de execucão do algoritmo e outro dos pontos mais abordados. Sendo 
este projeto direcionado para um sistema de autenticacao, o tempo e um fator fun­
damental. O elevado processamento de dados, como e o caso, requer a utilizacão 
de uma linguagem adequada ao efeito. Foi entao proposto o Python, pela sua faci­
lidade de utilizaçao, devido ao facto de ser uma linguagem de alto nível e possuir 
uma grande quantidade de bibliotecas de engenharia e computaçao científica. No 
entanto, um dos pontos fracos do Python e precisamente o seu tempo de execucao. 
Para contornar esta dificuldade, foi utilizado o C para realizar os processos mais 
morosos. Como pudemos observar nos testes anteriores, a diferenca de tempos de 
execucao entre Python e C e gigantesca. Foi portanto conjugado o que de melhor 
tem cada uma das linguagens, unindo-se atraves do SWIG.
Nãao obstante, existem outras linguagens que podem ser utilizadas e que, pelas 
suas caraterísticas, sao uma mais valia neste tipo de sistemas, como e o exemplo do 
Julia. O «Julia e um novo design de alta performance e linguagem de programação 
dinômica para a computacão tecnica e científica.> [9]. Julia e extremamente mais 
rapido do que Python, ainda assim nao contem um grande número de bibliotecas 
ao seu dispor, no entanto, e compatível com Python. Isto quer dizer que o cúdigo 
Python pode ser misturado e invocado em Julia. Desta forma podemos obter ganhos 
na rapidez de execucao sem a necessidade de recorrer a linguagens de baixo nível. Io- 
ana e Radu Dogaru apresentaram algumas comparacoes de tempos de execuçao entre
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código Python e Julia, utilizando ainda optimizações como o Numba4 e NumbaPro 
CUBA5[9]. A diferença entre os códigos Standard, sem optimizaçoes, e enorme, e em­
bora sejam ambas linguagens de programação dinamica, Julia e muito mais rapida 
do que Python. E possível, a partir do Julia, utilizar bibliotecas como o Matlab ou 
SciPy, de Python, tornando assim Julia uma linguem alternativa as utilizadas neste 
trabalho.
4Numba é uma biblioteca que acelera a execução de processos, recorrendo a funções de alto 
desempenho, escritas diretamente em Python.
5NumbaPro e uma versao melhorada do Numba e adiciona funcionalidades que permitem criar 
rapidamente código otimizado-o para arquiteturas GPU. NumbaPro permite tambem a escrita de 
código CUBA diretamente no Python.
Capítulo 7
Conclusões e Trabalhos Futuros
7.1 Conclusoes Finais
Este trabalho estudou o algoritmo T I-P C A  de forma a melhorar o grau de confia- 
bilidade em sistemas de autenticacao biometrica. Posteriormente foi desenvolvida 
uma plataforma web com  base no mesmo, permitindo efetuar registos e pedidos de 
autenticacao.
Hoje em dia, qualquer sistema de autenticacao biom etrico nao pode cingir-se ape­
nas a algoritmos tradicionais. Embora estes ofereçam a base, devem ser melhorados 
para responder as necessidades atuais. O T I-P C A  veio provar que, com  base num 
algoritmo tradicional, e possível melhorar resultados e suportar uma maior diver­
sidade de situacoes inesperadas. Apesar de nao existir uma certeza imaculada em 
sistemas de autenticacao facial, as taxas de aceitaçao obtidas comecam a ser bas­
tante propícias a sua utilizacao em sistemas de seguranca. Este algoritmo acrescenta 
uma nova etapa ao processo, o alinhamento, que, com o provado, melhora significa­
tivamente os resultados obtidos no processo de decisao. Este apresenta no entanto, 
algumas fragilidades, nomeadamente o facto do alinhamento poder ser feito incorre­
tamente. O desenvolvimento deste algoritmo teve tambem alguns problemas quanto 
aos tempos de execucao, pelo facto de trabalhar uma grande quantidade de dados, no 
entanto, a utilizacao de linguagens de baixo nível veio acelerar o processo e coloca-lo 
com  tempos bastante aceitaveis. Constatou-se, portanto, que a diferenca de tempos 
de execuçao entre Python e C e tremenda, sendo o C muito mais apropriado para a 
execucao deste algoritmo. Foi conjugado o que de melhor tem ambas as linguagens: 
no Python a facilidade e rapidez de desenvolver uma plataforma web, simplificando
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processos como por exemplo, acessos a base de dados e gestão de pedidos HTTP; e 
no C, foi aproveitado o facto de ser uma linguagem de baixo nível, em que a execucao 
de grandes operações e volume de dados e muito mais eficiente.
Outro dos pontos prementes deste trabalho foi a importância do alinhamento de 
imagens, efetuado atraves do algoritmo SIC e dando origem ao TI-PCA, que fez 
com que o algoritmo PCA conseguisse criar um Eigenspace otimizado, melhorando 
a projeçao das imagens que requerem validacao.
Ao longo desta dissertacao pâde-se perceber tambem que a biometria e uma 
íarea que tem vindo a estar cada vez mais presente em dispositivos, sejam eles para 
consumo particular ou empresarial, apontando assim esta íarea como uma tendâencia 
tecnológica, que e cada vez mais explorada a nível comercial.
7.2 Trabalho Futuro
Uma das ideias para trabalho futuro consiste no desenvolvimento de uma API de 
autenticaçao por reconhecimento facial, no qual qualquer plataforma web poderia 
utiliza-la para efetuar o login nos seus sistemas, delegando essa responsabilidade. 
Esta API seria comprada por empresas que quisessem reforçar ou introduzir nos 
seus sistemas, uma autenticacão atraves de reconhecimento facial. Esta vertente, 
mais comercial, seria pensada de forma a constituir uma empresa em que, o seu 
produto principal, fosse a API.
Apesar dos tempos de execuçcãao neste trabalho terem sido reduzidos em muito com 
a utilizaçao de uma linguagem de baixo nível, existem formas de reduzir ainda mais 
os tempos e melhorar o desempenho. Um dos trabalhos futuros poderia consistir no 
uso da paralelizacao, atraves de programacao heterogenea, para reduzir ainda mais os 
tempos de execucao. O OpenCL e uma framework utilizada no desenvolvimento de 
programas heterogeneos que estabelece uma ligacao mais direta entre o programador 
e a utilizacao de processadores, como por exemplo o GPU. Deste modo, um trabalho 
futuro poderia ser a implementaçcãao do algoritmo TIPCA recorrendo ao OpenCL, 
ou quaisquer outras tecnologias similares, com o objetivo de melhorar os tempos de 
execucçãao.
Foi demonstrado nesta dissertaçao que a utilizacao do TIPCA trouxe algumas 
melhorias perante o PCA tradicional, no entanto, existem casos em que o TIPCA 
prejudica o reconhecimento e piora o processo. Um dos trabalhos futuros poderia
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ser, estudar as causas que levam alguns desdes casos a acontecer e saber de quer 
forma se poderia melhorar o algoritmo, com o objetivo de prevenir essas situacoes.
Embora neste trabalho toda a orientacao do reconhecimento facial recaia sobre a 
seguranca em sistemas de informacao, este sistema poderá ser utilizado para outros 
fins. Deste modo, outra possibilidade seria aproveitar o reconhecimento facial na 
area de marketing e publicidade. Numa loja de venda de produtos ao consumidor 
final, poderia existir um sistema de reconhecimento facial, a que o cliente se sub­
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for i in x r a n g e ( M ) :
v e c t o r P i x e l s  = n p . a s f a r r a y ( v e c t o r I m a g e s [ i ] )  #asfarray
f loa t  numbers
g a m m a [ i ]  = v e c t o r P i x e l s  
#Matriz Media #axis=0 Columns #axis=1 Rows 
psi = n p . m e a n ( g a m m a ,  a xis=0) #return average 
#Matriz A of p h i ’ s #Subtract psi  in gamma
A = n p . s u b t r a c t ( g a m m a ,  psi) #phi = gamma - psi
A = A . T
#Matriz Covariancia 
C = n p . c o v ( A ,  r o w v a r = F a l s e )
because
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#Ordered eigen vectors and eigen values 
e i g e n v a l s , e i g e n v e c t s  = L A . e i g h ( C )  
idx = n p . a r g s o r t ( e i g e n v a l s ) [ : : - 1 ]  
w _ d e c  = e i g e n v a l s [ i d x ]  
v _ d e v  = e i g e n v e c t s [ i d x ]
#Matriz U with ordered eigenvectors by highest eigenvalues 
U = n p . d o t ( A ,  v _ d e v ) . T  
#Normalize U 
for i in x r a n g e ( M ) : 
n o r m U  = U[i]
n o r m U . s h a p e  = ( i m a g e H e i g h t , i m a g e W i d t h )
U[i] = U[i] / n p . t r a c e ( n p . d o t ( n o r m U . T ,  n o r m U ) )  
#return (U, v_dev, w_dec, p s i ,  A, gamma) 
r e t u r n  (U, psi, A, gamma)
def g e t _ d i m e n s i o n s ( t r a i n i n g I m a g e s ) : 
image = t r a i n i n g I m a g e s [0] 
r e t u r n  i m a g e .shape
def d r a w _ i m a g e ( i m a g e ,  i m a g e W i d t h ,  i m a g e H e i g h t ) :
i m g D r a w  = i m a g e . r e s h a p e ( i m a g e H e i g h t , i m a g e W i d t h )
p y l a b .f i g u r e ()
p y l a b .gr a y  ()
pylab. i m s h o w (  i m g D r a w )
p y l a b .s h o w ()
A2. facedetect.py
# coding: ut f-8
Created on Apr 9, 2015 
@author: Joel  S i lve s t re
imp o r t  cv2
f r o m  PIL import Image 
imp o r t  sic
imp o r t  u t i l s . u t i l s  as u t i l s
f a c e _ c a s c a d e  = c v 2 . C a s c a d e C l a s s i f i e r ( ’/ / u s r / / s h a r e / / o p e n c v / / h a a r c a s c a d e s / /  
h a a r c a s c a d e _ f r o n t a l f a c e _ d e f a u l t .x m l ’) 
e y e _ c a s c a d e  = c v 2 .C a s c a d e C l a s s i f i e r ( ’/ / u s r / / s h a r e / / o p e n c v / / h a a r c a s c a d e s / /  
h a a r c a s c a d e _ e y e .x m l ’)
def d e t e c t _ f a c e ( i m a g e _ g r a y _ t o _ d e t e c t ) :
f a c e s  = f a c e _ c a s c a d e . d e t e c t M u l t i S c a l e ( i m a g e _ g r a y _ t o _ d e t e c t , 1.3, 5)
r e s u l t F a c e P o s i t i o n  = () 
i f ( l e n ( f a c e s )  == 1):
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for ( x , y , w , h )  in faces:
r e s u l t F a c e P o s i t i o n  = (x , y , w , h )
#cv2. rectangle(img, ( x , y ) , (x+w,y+h), (255,0 ,0) ,2)
#print "X: {0} ,  Y: {1} ,  W: {2} ,  H: {3 }" . format(x ,  y, w, h)
else :
p r i n t  "Erro: E x i s t e  m a i s  do que u m a  face na i m a g e m . "  
r e t u r n  r e s u l t F a c e P o s i t i o n
def d e t e c t _ e y e s ( i m a g e _ g r a y _ t o _ d e t e c t , o m e g a _ d e t e c t = 0 ) :  
r e s u l t F a c e P o s i t i o n  = []
r o i _ g r a y  = 0 
if o m e g a _ d e t e c t  == 0:
r o i _ g r a y  = i m a g e _ g r a y _ t o _ d e t e c t
else :
( x , y , w , h )  = o m e g a _ d e t e c t
r o i _ g r a y  = i m a g e _ g r a y _ t o _ d e t e c t [ y : y + h ,  x:x+w] 
eyes = e y e _ c a s c a d e . d e t e c t M u l t i S c a l e ( r o i _ g r a y )  
if l e n ( e y e s )  == 2:
for ( e x , e y , e w , e h )  in eyes:
r e s u l t F a c e P o s i t i o n . a p p e n d ( ( e x , e y , e w , e h ) )
#cv2. rectangle (roi_gray, (ex, ey ) , (ex + ew, ey+eh), (0 ,255,0) ,1)  
#cv2. imshow( ’ img ’ , roi_gray)
#cv2. waitKey (0) 
elif l e n ( e y e s )  != 1:
e y e s S o r t e d  = []
for x in e y e s :
(xs, ys, ws, hs) = x
e y e s S o r t e d . a p p e n d ( ( y s ,  xs, ws, hs)) 
e y e s S o r t e d  = s o r t e d ( e y e s S o r t e d ) [ : 2 ]  
for ( e y , e x , e w , e h )  in e y e s S o r t e d :
r e s u l t F a c e P o s i t i o n . a p p e n d ( ( e x , e y , e w , e h ) )  
r e t u r n  r e s u l t F a c e P o s i t i o n
def a l i g n E y e s ( s ,  tx, ty, img, omega): 
iter = 0
w h i l e  it er < 100:
iter = iter + 1
W = s i c . w a r p _ m a t r i x ( s ,  tx, ty)
i m g _ c r o p p e d  = u t i l s . c r o p p e d T r a n s f o r m a t i o n ( i m g ,  W, omega)
eyes = d e t e c t _ e y e s ( i m g _ c r o p p e d )
(hi, wi) = i m g _ c r o p p e d . s h a p e  
if eyes == [] :
r e t u r n  s i c . w a r p _ m a t r i x ( s ,  tx, ty)
( e x 0 , e y 0 , e w 0 , e h 0 )  = eyes[0]
( e x 1 , e y 1 , e w 1 , e h 1 )  = eyes[1]
p o i n t L e f t E y e , p o i n t R i g h t E y e  = 0, 0
i f (ex0 >ex1) :
p o i n t L e f t E y e  = ( e x 1 + ( e w 1 / 2 ) , e y 1 + ( e h 1 / 2 ) )  
p o i n t R i g h t E y e  = ( e x 0 + ( e w 0 / 2 ) , e y 0 + ( e h 0 / 2 ) )
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else :
p o i n t L e f t E y e  = ( e x 0 + ( e w 0 / 2 ) , e y 0 + ( e h 0 / 2 ) )  
p o i n t R i g h t E y e  = ( e x 1 + ( e w 1 / 2 ) , e y 1 + ( e h 1 / 2 ) )
L e f t D i s t a n c  = u t i l s . d i s t ( p o i n t L e f t E y e , (0, p o i n t L e f t E y e [ 1 ] ) )
R i g h t D i s t a n c  = u t i l s . d i s t ( p o i n t R i g h t E y e , (wi, p o i n t R i g h t E y e [ 1 ] ) )
i f ( L e f t D i s t a n c  != R i g h t D i s t a n c  and L e f t D i s t a n c  > R i g h t D i s t a n c ) :
t x = t x + 0 .5
e l i f ( L e f t D i s t a n c  != R i g h t D i s t a n c  and L e f t D i s t a n c  < R i g h t D i s t a n c ) :
t x = t x - 0 .5
else :
b r e a k
r e t u r n  W
A3. SIC.py
# coding: ut f-8
Created on Jul 14, 2015 
@author: Joel S i lve st re
imp o r t  n u m p y  as np 
imp o r t  cv2 
imp o r t  m a t h  
imp o r t  c v 2 .cv as cv 
f r o m  PIL import Image
def w a r p _ m a t r i x ( s ,  tx, t y ) :
W = [[1, -s, tx] ,
[s, 1, ty] ,
[0, 0, 1]]
r e t u r n  n p . a s a r r a y ( W ,  d t y p e = n p . f l o a t 3 2 )
def b i l i n e a r _ i n t e r p o l a t e ( i m ,  x, y):
r e t u r n  c v 2 . r e m a p ( i m , x , y , c v 2 . I N T E R _ L I N E A R )  [0] [0]
def s t e e p e s t _ d e s c e n t ( X ,  gX, gY):
std e s c  = n p . z e r o s ( ( 3 ,  1), d t y p e = n p . f l o a t 3 2 )
s t d e s c [ 0 ]  = ( - X [ 1 ] * g X + X [ 0 ] * g Y )
std e s c  [1] = (gX)
std e s c  [2] = (gY)
r e t u r n  stdesc
def g e t _ v e c t o r ( u ,  v ) :
X = n p .z e r o s ((3, 1), d t y p e = n p . f l o a t 3 2 )
X[0] = u 
X[1] = v
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X[2] = 1 
r e t u r n  X
def u p d a t e _ v e c t o r ( a ,  SD, E): 
a [0] += SD [0] * E 
a[1] += SD[1] * E 
a [2] += SD [2] * E
def u p d a t e _ h e s s i a n ( h e s s i a n _ m a t r i x ,  SD): 
for l in x r a n g e ( 3 ) :
for m in x r a n g e ( 3 ) :
h e s s i a n _ m a t r i x [ l ] [ m ]  += S D [ l ] * S D [ m ]
def a l i g n _ S I C _ i m a g e ( t e m p l a t e I , s o u r c e I ,  omega, s h o w = F a l s e ) :  
l a s t _ e r r o r ,  l a s t _ s ,  l a s t _ t x ,  l a s t _ t y  = 0, 0, 0, 0 
n e w I m a g e  = n p . c o p y ( s o u r c e I )
( i m g H e i g h t ,  i m g W i d t h )  = s o u r c e I . s h a p e
g r a d i e n t T e m p l a t e X  = c v 2 . S o b e l ( s o u r c e I ,  c v 2 . C V _ 1 6 S ,  1, 0, s c a l e = 1 . 0 )  
g r a d i e n t T e m p l a t e Y  = c v 2 . S o b e l ( s o u r c e I ,  c v 2 . C V _ 1 6 S ,  0, 1, s c a l e = 1 . 0 )
s, tx, ty, m e a n _ e r r o r  = 0, 0, 0, 0 
i n v e r s e H  = n p . z e r o s ( ( 3 ,  3), d t y p e = n p . f l o a t 3 2 )  
p i x e l _ s o u r c e  = n p . z e r o s ( ( 3 ,  1), d t y p e = n p . f l o a t 3 2 )  
a = n p . z e r o s ( ( 3 ,  1), d t y p e = n p . f l o a t 3 2 )
W = n p .z e r o s ((3, 3), d t y p e = n p . f l o a t 3 2 )
iter = 0
i t e r a t i o n s  = 100 
w h i l e ( i t e r  < i t e r a t i o n s ) :  
iter = iter + 1 
error, p i x e l _ c o u n t  = 0, 0
W = w a r p _ m a t r i x ( s ,  tx, ty)
h e s s i a n _ m a t r i x  = n p . z e r o s ( ( 3 ,  3), d t y p e = n p . f l o a t 3 2 )
om e g a X ,  o m e g a Y  = o m e g a [ 0 ] , omega[1] 
h e i g h t I  , w i d t h I  = omega[3] , omega[2] 
for i in x r a n g e ( w i d t h I ) :  
x = i + o m e g a X  
for j in x r a n g e ( h e i g h t I ) :  
y = j + o m e g a Y
p i x e l _ t e m p l a t e  = g e t _ v e c t o r ( x ,  y)
c v 2 . g e m m ( W ,  p i x e l _ t e m p l a t e , 1, 0, 0, p i x e l _ s o u r c e )
( c a l c u l a t e d U , c a l c u l a t e d V , inv) = p i x e l _ s o u r c e  
f l o o r U  = c v . F l o o r ( c a l c u l a t e d U )  
f l o o r V  = c v . F l o o r ( c a l c u l a t e d V )
#Se o valores de u e v se encontram dentro da
imagem
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i f ( f l o o r U  >= 0 and f l o o r U < i m g W i d t h  and f l o o r V  >= 0
and f l o o r V < i m g H e i g h t ) :
p i x e l _ c o u n t  = p i x e l _ c o u n t  +1 
gX = f l o a t ( b i l i n e a r _ i n t e r p o l a t e (  
g r a d i e n t T e m p l a t e X , c a l c u l a t e d U , c a l c u l a t e d V ) )
gY = f l o a t ( b i l i n e a r _ i n t e r p o l a t e (  
g r a d i e n t T e m p l a t e Y , c a l c u l a t e d U ,  c a l c u l a t e d V ) )
#Calcular o steepest  descent
SD = s t e e p e s t _ d e s c e n t ( p i x e l _ t e m p l a t e , gX,
gY)
#Calculate intensi ty of a transformed pixel  
I = f l o a t ( b i l i n e a r _ i n t e r p o l a t e ( s o u r c e I ,
c a l c u l a t e d U ,  c a l c u l a t e d V ) )
#Calcular o erro
E = f l o a t ( t e m p l a t e I [ i n t ( j ) ,  int(i)] - I) 
e r r o r  += m a t h . f a b s ( E )
#Atualizar valores da matrix b 
u p d a t e _ v e c t o r ( a ,  SD, E)
#Atualizar matrix hessiana 
u p d a t e _ h e s s i a n ( h e s s i a n _ m a t r i x , SD)
i f ( p i x e l _ c o u n t ! = 0 ) :
e r r o r  /= p i x e l _ c o u n t  
c v 2 .i n v e r t ( h e s s i a n _ m a t r i x , i n v e r s e H )
#inverseH = np. l inalg .  inv(H)
d e l t a _ p  = n p . z e r o s ( ( 3 ,  1), d t y p e = n p . f l o a t 3 2 )  
c v 2 . g e m m ( i n v e r s e H , a, 1, 0, 0, d e l t a _ p )  
s += d e l t a _ p [0] 
tx += d e l t a _ p [1] 
ty += d e l t a _ p [ 2 ]
i f (s h o w ):
W = w a r p _ m a t r i x ( l a s t _ s , l a s t _ t x ,  l a s t _ t y )  
w a r p e d _ i m a g e ( n e w I m a g e , omega, W)
if l a s t _ e r r o r  < m e a n _ e r r o r  and iter != 1:
r e t u r n  ( l a s t _ s ,  l a s t _ t x ,  l a s t _ t y ,  l a s t _ e r r o r ,  iter-1)
else :
l a s t _ e r r o r  = m e a n _ e r r o r  
l a s t _ s  = s 
l a s t _ t x  = tx 
l a s t _ t y  = ty
pass
def w a r p e d _ i m a g e ( i m a g e S o u r c e , rect, W): 
import p y l a b
image = n p . c o p y ( i m a g e S o u r c e )
p i x e l  = g e t _ v e c t o r ( r e c t [ 0 ] ,  r e c t [ 1 ] )
Z = c v 2 . g e m m ( W ,  p i x e l ,  1, 0 ,0)
(x1, y1, inv) = Z . a s t y p e ( i n t )
pixel = get_vector(rect[0], rect[1] + rect[3])
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Z = c v 2 . g e m m ( W ,  p i x e l ,  1, 0 ,0)
(x2, y2, inv) = Z . a s t y p e ( i n t )
p i x e l  = g e t _ v e c t o r ( r e c t [ 0 ] + r e c t [ 2 ] ,  r e c t [ 1 ] )
Z = c v 2 . g e m m ( W ,  p i x e l ,  1, 0 ,0)
(x3, y3, inv) = Z . a s t y p e ( i n t )
p i x e l  = g e t _ v e c t o r ( r e c t [ 0 ] + r e c t [ 2 ] ,  r e c t [ 1 ] + r e c t [ 3 ] )
Z = c v 2 . g e m m ( W ,  p i x e l ,  1, 0 ,0)
(x4, y4, inv) = Z . a s t y p e ( i n t )
c v 2 .l i n e ( i m a g e , ( x 1 , y 1 )  ,(x3,y3) ,(255,0,0) ,1) 
c v 2 .l i n e ( i m a g e , ( x 3 , y 3 )  ,(x4,y4) ,(255,0,0) ,1) 
c v 2 .l i n e ( i m a g e , ( x 4 , y 4 )  ,(x2,y2) ,(255,0,0) ,1) 
c v 2 .l i n e ( i m a g e , ( x 2 , y 2 )  ,(x1,y1) ,(255,0,0) ,1)
import t r a n s f o r m  as t r a n s f o r m
pts = n p . a r r a y ( [ ( f l o a t ( x 1 ) ,  f l o a t ( y 1 ) ) ,  ( f l o a t ( x 3 ) ,  f l o a t ( y 3 ) ) ,  ( f l o a t ( x 4 ) ,  
f l o a t ( y 4 ) ) ,  ( f l o a t ( x 2 ) ,  f l o a t ( y 2 ) ) ] ,  d t y p e  = " f l o a t 3 2 " )
w a r p e d  = t r a n s f o r m . f o u r _ p o i n t _ t r a n s f o r m ( i m a g e ,  pts)
p y l a b .f i g u r e () 
p y l a b .g r a y () 
p y l a b  . i m s h o w  ( image ) 
p y l a b .s h o w () 
p y l a b .c lose ()
p y l a b .f i g u r e ()
p y l a b .g r a y ()
p y l a b  . i m s h o w  (warped)
p y l a b .s h o w ()
p y l a b .c lose ()
r e t u r n  w a r p e d
A4. classificator.py
# coding: ut f-8
Created on Jun 25, 2015 
@author: Joel S i lve st re
i mpo r t mat h 
i mpo r t n u m p y  as np 
imp o r t  I m a g e  
imp o r t  p y l a b
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def c l a s s i f i e r ( U ,  mean, A, gam m a ,  t e m p l a t e l m a g e , t h r e s h o l d = 3 . 0 ) :  
########################################### 
img = I m a g e . f r o m a r r a y ( t e m p l a t e I m a g e )
i m a g e P r o v a  = n p . a s f a r r a y ( [ p i x  for p i x  in i m g . g e t d a t a ( ) ] )  
i m a g e T  = i m a g e P r o v a  - m e a n
#---------------------------------------------------------------------------------------------
o m e g a  = n p .d o t ( U [ : 3 , : ] , i m a g e T . T ) . T
w e i g h t s  = n p . d o t ( U [ : 3 , : ] ,  A ) . T
dist = n p . s u m ( n p . p o w e r ( w e i g h t s  - omega, 2), axis=1) 
idx = n p . a r g m i n ( d i s t )
m i n d i s t  = m a t h . s q r t ( d i s t [ i d x ] )  
p r i n t  m i n d i s t  
if m i n d i s t  < t h r e s h o l d :  
r e t u r n  True
else :
r e t u r n  F a l s e
A5. SIC.cpp
# i n c l u d e
# i n c l u d e
# i n c l u d e
# i n c l u d e
# i n c l u d e
< P y t h o n . h >  
< s t d i o . h >  
" S IC.h"
< c v .h> 
< h i g h g u i .h>
v o i d  w a r p M a t r i x ( C v M a t *  w a r p _ m a t r i x , f l o a t  shear, f loat t r a n s l a t e _ x , float 
t r a n s l a t e _ y )
{
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 0 , 0) = 1;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 1, 0) = s h e a r ;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 2 , 0) = 0;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 0 , 1) = - s h e a r ;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 1 , 1) = 1;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 2 , 1) = 0;
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 0 , 2) = t r a n s l a t e _ x
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 1 , 2) = t r a n s l a t e _ y
}
C V _ M A T _ E L E M ( * w a r p _ m a t r i x , float , 2 , 2) = 1;
w a r p V  a l i g n S I C ( c o n s t  c har* t e m p l a t e L ,  const c h a r *  s o u r c e L , int o m e g a _ x ,  
o m e g a _ y , int o m e g a _ w , int o m e g a _ h )
int
Apêndice A. ficheiros em formato python 79
I p l I m a g e *  t e m p l a t e l  = c v L o a d I m a g e ( t e m p l a t e L ,  C V _ L O A D _ I M A G E _ G R A Y S C A L E ) ;  
I p l I m a g e *  s o u r c e I  = c v L o a d I m a g e ( s o u r c e L ,  C V _ L O A D _ I M A G E _ G R A Y S C A L E ) ;
C v S i z e  s i z e _ i m a g e  = c v S i z e ( s o u r c e I - > w i d t h , s o u r c e I - > h e i g h t ) ;
w a r p V  w a r p _ v a l u e s ;
/ /const f loa t  threshold = 0.01;
C v M a t *  t r a n f o r m a t i o n _ m a t r i x  = c v C r e a t e M a t ( 3 ,  3, C V _ 3 2 F ) ;
C v M a t *  p i x e l _ t e m p l a t e  = c v C r e a t e M a t ( 3 ,  1, C V _ 3 2 F ) ;
C v M a t *  p i x e l _ s o u r c e  = c v C r e a t e M a t ( 3 ,  1, C V _ 3 2 F ) ;
C v M a t *  p a r a m _ a  = c v C r e a t e M a t ( 3 ,  1, C V _ 3 2 F ) ;
C v M a t *  p a r a m _ d e l t a _ a  = c v C r e a t e M a t ( 3 ,  1, C V _ 3 2 F ) ;
C v M a t *  h e s s i a n _ m a t r i x  = c v C r e a t e M a t ( 3 ,  3, C V _ 3 2 F ) ;
C v M a t *  i n v e r s e _ h e s s i a n _ m a t r i x  = c v C r e a t e M a t ( 3 ,  3, C V _ 3 2 F ) ;
I p l I m a g e *  g r a d i e n t T e m p l a t e X  = c v C r e a t e I m a g e ( s i z e _ i m a g e ,  I P L _ D E P T H _ 1 6 S , 1);
I p l I m a g e *  g r a d i e n t T e m p l a t e Y  = c v C r e a t e I m a g e ( s i z e _ i m a g e ,  I P L _ D E P T H _ 1 6 S , 1);
c v S o b e l ( s o u r c e I ,  g r a d i e n t T e m p l a t e X ,  1, 0); 
c v C o n v e r t S c a l e ( g r a d i e n t T e m p l a t e X , g r a d i e n t T e m p l a t e X ) ; 
c v S o b e l ( s o u r c e I ,  g r a d i e n t T e m p l a t e Y ,  0, 1);
c v C o n v e r t S c a l e ( g r a d i e n t T e m p l a t e Y  , g r a d i e n t T e m p l a t e Y ) ;
float e r r o r =  0, s h e a r = 0 ,  t r a n s l a t e _ x = 0 ,  t r a n s l a t e _ y = 0 ;
float l a s t _ e r r o r = 0 ,  l a s t _ s h e a r = 0 ,  l a s t _ t r a n s l a t e _ x = 0 ,  l a s t _ t r a n s l a t e _ y = 0 ;
int iter = 0;
int i t e r a t i o n s  = 100;
w h i l e ( i t e r  < i t e r a t i o n s ) {  
it er + + ; 
error =0;
w a r p M a t r i x ( t r a n f o r m a t i o n _ m a t r i x  , shear, t r a n s l a t e _ x  , t r a n s l a t e _ y ) ;
c v S e t ( h e s s i a n _ m a t r i x , c v S c a l a r (0)); 
c v S e t ( p a r a m _ a ,  c v S c a l a r ( 0 ) ) ;
i nt p i x e l _ c o unt = 0;
i nt x, y, i, j;
for •HOII•H < o me g a _ w ; i + + ) {
x = i + o m e g a _ x ;
fo r (j =0 ; j < o m e g a _ h ; j + + ) {
y = j + o m e g a _ y ;
S E T _ V E C T O R ( p i x e l _ t e m p l a t e , x, y);
c v G E M M ( t r a n f o r m a t i o n _ m a t r i x , p i x e l _ t e m p l a t e , 1, 0,
0, p i x e l _ s o u r c e ) ;
f loat w a r p _ x ,  w a r p _ y ;
G E T _ V E C T O R ( p i x e l _ s o u r c e ,  w a r p _ x ,  w a r p _ y ) ;
int f l o o r _ w a r p _ x  = c v F l o o r ( w a r p _ x ) ;  
int f l o o r _ w a r p _ y  = c v F l o o r ( w a r p _ y ) ;
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i f ( f l o o r _ w a r p _ x > = 0  && f l o o r _ w a r p _ x < s o u r c e I - > w i d t h
&& f l o o r _ w a r p _ y > = 0 && f l o o r _ w a r p _ x < s o u r c e I - > h e i g h t ){
f loat gX = i n t e r p o l a t e  <short >(
g r a d i e n t T e m p l a t e X , w a r p _ x ,  w a r p _ y ) ;
f loat gY = i n t e r p o l a t e  <short >(
g r a d i e n t T e m p l a t e Y , w a r p _ x ,  w a r p _ y ) ;
f l o a t  SD [3] ;
SD[0] = ( f l o a t ) ( - y * g X + x * g Y ) ;  
SD[1] = ( f l o a t ) g X ;
SD [2] = ( f l o a t ) g Y ;
w a r p _ x ,  w a r p _ y )  
, i) - I;
f l o a t  I = i n t e r p o l a t e < u c h a r > ( s o u r c e I ,  
f l o a t  E = C V _ I M A G E _ E L E M ( t e m p l a t e I ,  u c h a r ,  j
e r r o r  += f a b s ( E ) ;
0) ;
, float l, m) += SD [l]*SD [ m ] ;
f l o a t *  a & C V _ M A T
ii+o SD [0] * E;
a [1] += SD [1] * E;
II+<M SD [2] * E;
int l,m;
for( l = 0 ; l< 3; l++ ){
fo r (m=0 ; m<
f l o a t , 0,
C V _ M A T _ E L E M ( *  h e s s i a n _ m a t r i x
}
}
i f ( p i x e l _ c o u n t ! = 0 )
e r r o r  /= p i x e l _ c o u n t ;
c v I n v e r t ( h e s s i a n _ m a t r i x , i n v e r s e _ h e s s i a n _ m a t r i x ) ;
c v G E M M ( i n v e r s e _ h e s s i a n _ m a t r i x , p a r a m _ a ,  1, 0, 0, p a r a m _ d e l t a _ a ) ;  
float d e l t a _ s h e a r  = C V _ M A T _ E L E M ( * p a r a m _ d e l t a _ a , floa t ,  0, 0); 
float d e l t a _ t r a n s l a t e _ x  = C V _ M A T _ E L E M ( * p a r a m _ d e l t a _ a , flo a t ,  1, 0): 




shear += d e l t a _ s h e a r ;  
t r a n s l a t e _ x  += d e l t a _ t r a n s l a t e _ x ;  
t r a n s l a t e _ y  += d e l t a _ t r a n s l a t e _ y ;
i f ( l a s t _ e r r o r  < error && iter != 1){ 
w a r p _ v a l u e s .s h e a r = l a s t _ s h e a r ; 
w a r p _ v a l u e s .t r a n s l a t e _ x = l a s t _ t r a n s l a t e _ x ; 
w a r p _ v a l u e s .t r a n s l a t e _ y = l a s t _ t r a n s l a t e _ y ; 
r e t u r n  w a r p _ v a l u e s ;
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}
} e l s e {
l a s t _ e r r o r  = error; 
l a s t _ s h e a r  = shear; 
l a s t _ t r a n s l a t e _ x  = t r a n s l a t e _ x ;  
l a s t _ t r a n s l a t e _ y  = t r a n s l a t e _ y ;
}
}
c v R e l e a s e M a t ( & t r a n f o r m a t i o n _ m a t r i x ) ; 
c v R e l e a s e M a t ( & p i x e l _ t e m p l a t e ) ; 
c v R e l e a s e M a t ( & p i x e l _ s o u r c e ) ; 
c v R e l e a s e M a t ( & h e s s i a n _ m a t r i x ) ; 
c v R e l e a s e M a t ( & i n v e r s e _ h e s s i a n _ m a t r i x ) ; 
c v R e l e a s e M a t ( & p a r a m _ a ) ; 
c v R e l e a s e M a t ( & p a r a m _ d e l t a _ a ) ;
c v R e l e a s e I m a g e ( & t e m p l a t e I ); 
c v R e l e a s e I m a g e ( & s o u r c e I ) ; 
c v R e l e a s e I m a g e ( & g r a d i e n t T e m p l a t e X ) ; 
c v R e l e a s e I m a g e ( & g r a d i e n t T e m p l a t e Y ) ;
w a r p _ v a l u e s .s h e a r = s h e a r ; 
w a r p _ v a l u e s .t r a n s l a t e _ x = t r a n s l a t e _ x ;  
w a r p _ v a l u e s .t r a n s l a t e _ y = t r a n s l a t e _ y ;  
r e t u r n  w a r p _ v a l u e s ;
A6. TIPCA.py
# c o ding: u t f - 8
C r e a t e d  on Jun 25, 2015 










p y l a b
u t i l s . u t i l s  as u t i l s
f a c e d e t e c t
s c i p y .misc
a l g o r i t h m s _ c . S I C  as SIC
I M A G E _ B A S E  = " s o u r c e . j p g "
I M A G E _ T E M P L A T E  = " t e m p l a t e . j p g "
def e n r o l l m e n t _ T I C P A ( t r a i n i n g _ i m a g e s , o m e g a _ t r a i n i n g , W I T H _ A L I G N = T r u e ,  
R U N _ C _ A L G O R I T H M = T r u e ) :
( r e s i z e _ w ,  r e s i z e _ h )  = u t i l s . m i n _ d i m e n s i o n ( o m e g a _ t r a i n i n g )
o m e g a _ t r a i n i n g _ n e w  = []
for x in x r a n g e ( l e n ( o m e g a _ t r a i n i n g ) ) :
o m e g a _ t r a i n i n g _ n e w .a p p e n d ( ( o m e g a _ t r a i n i n g [ x ]  [0] , o m e g a _ t r a i n i n g [ x  
] [1] , r e s i z e _ w  , r e s i z e _ h ) )
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c r o p p e d _ t r a i n i n g _ i m a g e s  = u t i l s . c r o p p e d I m a g e s ( t r a i n i n g _ i m a g e s , 
o m e g a _ t r a i n i n g _ n e w )
(U, m ean, A, g a m m a O )  = p c a . P C A ( c r o p p e d _ t r a i n i n g _ i m a g e s )  
e i g e n f a c e  = ( U [ 4 ] + m e a n ) . r e s h a p e ( r e s i z e _ h ,  r e s i z e _ w )
count = 0
t r a i n i n g _ i m a g e s _ W  = []
i f ( R U N _ C _ A L G O R I T H M ):
s c i p y .m i s c .i m s a v e (I M A G E _ T E M P L A T E , e i g e n f  ace) 
for img in t r a i n i n g _ i m a g e s : 
i f ( W I T H _ A L I G N ):
# A l i n h a  t o d a s  as i m a g e n s  de bas e  p a r a  v o l t a r  a e f e t u a r  PCA 
i f ( R U N _ C _ A L G O R I T H M ) :
s c i p y . m i s c .i m s a v e ( I M A G E _ B A S E , i m g )
(xc, yc, wc, hc) = o m e g a _ t r a i n i n g _ n e w [ c o u n t ]  
w a r p _ v a l u e s  = S I C .a l i g n S I C ( I M A G E _ T E M P L A T E , 
I M A G E _ B A S E , i n t ( x c ) , i n t ( y c ) ,i n t ( w c ) , i n t ( h c ) )
(s, tx, ty) = ( w a r p _ v a l u e s .s h e a r , w a r p _ v a l u e s .  
t r a n s l a t e _ x , w a r p _ v a l u e s .t r a n s l a t e _ y )  
else :
(s, tx, ty, m e a n _ e r r o r ,  iter) = s i c . a l i g n _ S I C _ i m a g e  
( e i g e n f a c e ,  img, o m e g a _ t r a i n i n g _ n e w [ c o u n t ])
# M e d i a n t e  a t r a n s f o r m a c a o  e f e t u a d a  por SIC e f e i t o  o 
a l i n h a m e n t o  com ba s e  nos olhos da p e s s o a
W _ a l i g n _ e y e s  = f a c e d e t e c t . a l i g n E y e s ( s ,  tx, ty, img, 
o m e g a _ t r a i n i n g _ n e w [ c o u n t ])
#E a p e n a s  a p r e s e n t a d a  a i m a g e m  e d e s e n h a d o  um  q u a d r a d o  p a r a  
c o n s t a t a r  r e s u l t a d o s
# s i c . w a r p e d _ i m a g e ( i m g ,  o m e g a _ t r a i n i n g [ c o u n t ] ,  W _ a l i g n _ e y e s )  
#E f e i t a  a t r a n s f o r m a c a o  da i m a g e m  e c o r t a d a  p a r a  que p o s s a  
s e r v i r  p a r a  c a l c u l a r  PCA n o v a m e n t e
i m g _ c r o p p e d  = u t i l s . c r o p p e d T r a n s f o r m a t i o n ( i m g ,  W _ a l i g n _ e y e s  
, o m e g a _ t r a i n i n g _ n e w [ c o u n t ]) 
else :
W = s i c . w a r p _ m a t r i x ( 0 ,  0, 0)
i m g _ c r o p p e d  = u t i l s . c r o p p e d T r a n s f o r m a t i o n ( i m g ,  W, 
o m e g a _ t r a i n i n g _ n e w [ c o u n t ])
t r a i n i n g _ i m a g e s _ W .a p p e n d ( u t i l s . r e s i z e ( i m g _ c r o p p e d , ( r e s i z e _ w ,
r e s i z e _ h ) ))
count = c o u n t + 1
r e t u r n  ( e i g e n f a c e ,  t r a i n i n g _ i m a g e s _ W , ( r e s i z e _ w ,  r e s i z e _ h ) )
def i d e n t i f i c a t i o n _ T I P C A ( c r o p p e d _ i m a g e s _ w , n o r m a l i z e r _ i m a g e , omega, d i m e n t i o n s , 
W I T H _ A L I G N = T r u e , R U N _ C _ A L G O R I T H M = T r u e ):
#E e f e t u a d o  n o v a m e n t e  o PCA com t o d a s  as i m a g e n s  a l i n h a d a s  
(U, m ean, A, gamm a )  = p c a . P C A ( c r o p p e d _ i m a g e s _ w )
(w, h) = d i m e n t i o n s
e i g e n f a c e  = ( U [ 4 ] + m e a n ) . r e s h a p e ( h ,  w)
omega = (omega[0], omega[1], w, h)
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W = s i c . w a r p _ m a t r i x ( 0 ,  0, 0)
# s i c . d r a w _ w a r p e d _ r e c t ( e i g e n f a c e , omega, W) 
i f ( W I T H _ A L I G N ) :
i f ( R U N _ C _ A L G O R I T H M ):
s c i p y . m i s c .i m s a v e ( I M A G E _ T E M P L A T E , e i g e n f a c e )  
s c i p y . m i s c .i m s a v e ( I M A G E _ B A S E , n o r m a l i z e r _ i m a g e )
(xc, yc, wc, hc) = o m e g a
w a r p _ v a l u e s  = S I C . a l i g n S I C (I M A G E _ T E M P L A T E , I M A G E _ B A S E , int( 
x c ) , i n t ( y c ) , i n t ( w c ) , i n t ( h c ) )
(s, tx, ty) = ( w a r p _ v a l u e s . s h e a r ,  w a r p _ v a l u e s . t r a n s l a t e _ x ,  
w a r p _ v a l u e s .t r a n s l a t e _ y )  
else :
# A l i n h a  a i m a g e m  de p r o v a  p a r a  p o s t e r i o r  c l a s s i f i c a c a o  
(s, tx, ty, m e a n _ e r r o r , iter) = s i c . a l i g n _ S I C _ i m a g e (  
e i g e n f a c e ,  n o r m a l i z e r _ i m a g e , omega)
# A l i n h a  a i m a g e m  de p r o v a  t e n t o  como r e f e r e n c i a s  a l o c a l i z a c a o  dos
olhos
W _ a l i g n _ e y e s  = f a c e d e t e c t . a l i g n E y e s ( s ,  tx, ty, n o r m a l i z e r _ i m a g e ,
omega)
#E a p e n a s  a p r e s e n t a d a  a i m a g e m  e d e s e n h a d o  um  q u a d r a d o  p a r a  
c o n s t a t a r  r e s u l t a d o s
# s i c . w a r p e d _ i m a g e ( n o r m a l i z e r _ i m a g e , omega, W _ a l i g n _ e y e s )
#E f e i t a  a t r a n s f o r m a c a o  da i m a g e m  e c o r t a d a  p a r a  que p o s s a  
p o s t e r i o r m e n t e  ser c l a s s i f i c a d a
i m g _ c r o p p e d  = u t i l s . c r o p p e d T r a n s f o r m a t i o n ( n o r m a l i z e r _ i m a g e , 
W _ a l i g n _ e y e s , omega) 
else :
W = s i c . w a r p _ m a t r i x ( 0 ,  0, 0)
i m g _ c r o p p e d  = u t i l s . c r o p p e d T r a n s f o r m a t i o n ( n o r m a l i z e r _ i m a g e , W,
omega)





































A qu is ição  de C ara terís ticas
-A q u is iç ã o  de im a g e n s  [5 ) 
da  face do u tilizador através 
de u m a  câm era.
-A q u is iç ã o  de in form ação 
rela tiva ao titilizador.
F e ed ã ack  O peração
-A p re s e ta r resu ltado  do 
pe riodo  de reg is to .
Pedido de Autentiação  
HTTP Request (PO ST}
R esposta de 
A utenti ca çã o/Deci s ã o 





Pré P rocessa m e n to
- D eteção da  face nas  im a g e n s  
de reg isto.
-  N orm alização e filtra g e m  da 
im agem .
i_______ r_______
A linha m e n to  Extração de 
C aracte rís ticas
-A p lic a çã o  dc A lgo ritm o  PCA. 
-A p lic a çã o  do A lgo ritm o  SIC. 
-A lin h a m e n to  das faces  com  
referência  aos  olhes.
i__r__
D ec isão
-C o m p a ra ç ã o  entre a im a g e m  
de prova e as carac terís tias  das 
im a g e n s  de tre ino  do utilziador.
i______r______
F eeó o ack  O peração
- R esp o n d e r com  s u c e s s o  ou 
-  in su ce sso , dando in form ação 
no caso de in su ce sso .
Pesquisa de  
Registo por email
Devolver Registo  
do Utilizador
B ase de Dados 
1 MV SQLJ
Arm  aze n ar I nfc rm ação
-  P e s q u is a r e devolter o 
reg is to  que de tém  o em ail 
anunciado .
>0
i- Q
0H-c+
(Dc+
00
P
CU
P
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P
Ui
CD
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